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Abstract. In this work, we consider the Vlasov-Poisson-Boltzmann system without angular cutoff and the Vlasov-Poisson-Landau system with Coulomb potential near a global Maxwellian $\mu$ in torus or union of cubes. We establish the global existence, uniqueness, and large-time behavior for solutions in a polynomial-weighted Sobolev space $H^2_x,\langle v \rangle^k$ for some constant $k > 0$. For the domain union of cubes, we will consider the specular-reflection boundary condition and its high-order compatible specular boundary condition. The proof is based on an extra dissipation term generated from an improved semigroup method including the electrostatic field with the help of macroscopic estimates.

1. Introduction
1.1. Models and equations. We consider the Vlasov-Poisson-Boltzmann (VPB) and Vlasov-Poisson-Landau (VPL) systems describing the motion of plasma particles of two species in bounded domain $\Omega \subseteq \mathbb{R}^3$ (cf. [41, 44]):

$$\begin{align*}
\partial_t F_+ + v \cdot \nabla_x F_+ - \nabla_x \phi \cdot \nabla_v F_+ &= Q(F_+, F_+) + Q(F_-, F_+), \\
\partial_t F_- + v \cdot \nabla_x F_- + \nabla_x \phi \cdot \nabla_v F_- &= Q(F_+, F_-) + Q(F_-, F_-),
\end{align*}$$

(1.1)

$$F(0) = F_0, \quad E(0) = E_0,$$

here $F(t, x, v) \geq 0$ is a distribution function of particles at time $t > 0$ with position $x \in \Omega$ and velocity $v \in \mathbb{R}^3$, $E = -\nabla_x \phi$ is the self-consistent electrostatic field satisfying

$$-\Delta_x \phi = \int_{\mathbb{R}^3} (F_+ - F_-) \, dv, \quad \int_{\Omega} \phi(t, x) \, dx = 0.$$  

(1.2)
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For the VPB system, the bilinear collision operator $Q$ acts only on the velocity variable $v$ given by

$$Q(G, F)(v) = \int_{\mathbb{R}^3} \int_{S^2} B(v - v_*, \sigma)(G'_* F' - G_* F) d\sigma dv.$$  

Here we use the standard notation $F = F(v), G = G(v_*), F' = F(v'), G'_* = G(v'_*)$, where $v', v'_*$ are velocities of two particles after collision given by

$$v' = \frac{v + v_*}{2} + \left|\frac{v - v_*}{2}\right|, \quad v'_* = \frac{v + v_*}{2} - \left|\frac{v - v_*}{2}\right|, \quad \sigma \in S^2.$$  

This representation follows from the physical law of elastic collision:

$$v + v_* = v' + v'_*, \quad |v|^2 + |v_*|^2 = |v'|^2 + |v'|^2.$$  

The nonnegative function $B(v - v_*, \sigma)$ is called the Boltzmann collision kernel. It depends only on relative velocity $|v - v_*|$ and the deviation angle $\theta$ through $\cos \theta \overset{\text{def}}{=} \frac{v - v_*}{|v - v_*|} \cdot \sigma$.

In the present work, we consider the non-cutoff kernel $B$ as the following.

(A1). The Boltzmann kernel $B$ takes the form $B(v - v_*, \sigma) = |v - v_*| g(b(\frac{v - v_*}{|v - v_*|} \cdot \sigma))$, where $b$ is a nonnegative angular function.

(A2). $b(\cos \theta)$ is not locally integrable and there exists some constant $K > 0$, such that

$$K \theta^{-1 - 2s} \leq \sin \theta b(\cos \theta) \leq K^{-1} \theta^{-1 - 2s}, \text{ with } 0 < s < 1.$$  

(A3). The parameter $\gamma$ and $s$ satisfy the condition $-3 < \gamma \leq 1, \quad 1/2 \leq s \leq 1, \quad \gamma + 2s > -1.$

(A4). Without loss of generality, we may assume that $B(v - v_*, \sigma)$ is supported in the set $0 \leq \theta \leq \pi/2,$ i.e. $\frac{\theta}{\sqrt{1 - \theta^2}} \leq \sigma \geq 0$. Otherwise, $B$ can be replaced by its symmetrized form:

$$\overline{B}(v - v_*, \sigma) = |v - v_*| g(b(\frac{v - v_*}{|v - v_*|} \cdot \sigma) + b(\frac{v - v_*}{|v - v_*|} \cdot (-\sigma))) 1_{A} \sigma \geq 0,$$

where $1_A$ is the indicator function of the set $A$.

**Remark 1.1.** For inverse repulsive potential, we have $\gamma = \frac{p - 3}{p - 1}$ and $s = \frac{1}{p - 1}$ with $p > 2$. It is worth noting that the condition $\gamma + 2s > -1$ is met across the entire spectrum of the inverse power law model. Generally, the cases $\gamma > 0, \gamma = 0$, and $\gamma < 0$ correspond to so-called hard, Maxwellian, and soft potentials respectively.

For the case of the VPL system, $Q$ is the Landau collision operator given by

$$Q(g, f)(v) = \partial_i \int_{\mathbb{R}^3} \phi^{ij}(v - v_*)(g_* \partial_j f - f \partial_j g_*) dv, \quad \phi^{ij}(v) = |v|^{\gamma + 2}(\delta_{ij} - \frac{v_i v_j}{|v|^2}), \quad -3 \leq \gamma \leq 1.$$  

We use the convention of summation for repeated indices, and the derivatives are in the velocity variable $\partial_i = \partial_{v_i}$. Define the notations $g_* = g(v_*), f = f(v), \partial_i g_* = \partial_{v_i} g(v_*), \partial_i f = \partial_{v_i} f(v)$. Notice that

$$\partial_0 \phi^{ij}(v) = -2|v|^{\gamma} v_i, \quad \partial_0 \phi^{ij}(v) = \left\{ \begin{array}{ll} -2(\gamma + 3)|v| & \text{if } -3 < \gamma \leq 1, \\ -8\pi \delta_0, & \text{if } \gamma = -3, \end{array} \right.$$  

where $\delta_0$ is the Dirac measure. We call it hard potential if $\gamma \geq 0$, and soft potential if $\gamma \in [-3, 0)$.

**1.2. Reformation.** We re-formulate the VPB/VPL system near a global Maxwellian. For simplicity, we assume the initial data $F_0$ is normalized such that the equilibrium associated with (1.1) will be the standard Gaussian function, i.e. $\mu(v) \overset{\text{def}}{=} (2\pi)^{-3/2} e^{-|v|^2/2}$, which enjoys the same mass, momentum, and energy as $F_0$. For the perturbation framework, we denote $F = [F_+, F_-]$ and let $f = [f_+, f_-]$ satisfies $F_{\pm} = \mu + f_{\pm}$. Then system (1.1) and (1.2) become

$$\begin{aligned}
\partial_t f_{\pm} + v \cdot \nabla_x f_{\pm} \mp \nabla_x \phi \cdot \nabla_x f_{\pm} \pm \nabla_x \phi \cdot v \mu = Q(f_{\pm} + f_\mp, \mu) + Q(2 \mu + f_\pm + f_\mp, \mu), \\
- \Delta_x \phi = \int_{\mathbb{R}^3} (f_+ - f_-) dv, \quad \int_{\Omega} \phi(x) dx = 0, f(0) = f_0, \quad \phi(0) = \phi_0.
\end{aligned}$$  

Note that $Q(\mu, \mu) = 0$. We also denote linear operator $L = [L_+, L_-]$ and $L = [L_+, L_-]$ by

$$L_{\pm} f = 2Q(\mu, f_{\pm}) + Q(2 \mu + f_\pm + f_\mp, \mu), \quad L f = -v \cdot \nabla_x f \mp \nabla_x \phi \cdot v \mu + L f.$$  

where $\phi(x)$ is solved by the second equation of (1.3). The kernel of $L$ on $L^2_\pm \times L^2_\pm$ is the span of $\{1, 0|\mu, [0, 1]|\mu, 1|\mu, [1, 0]|\mu, 1|\mu \}$ (cf. [41]) and we define the projection of $L^2_\pm \times L^2_\pm$ onto ker $L$ by

$$P f = \left(a_+ (t, x) [1, 0] + a_- (t, x) [0, 1] + v \cdot b(t, x) [1, 1] + (|v|^2 - 3)c(t, x) [1, 1] \right) \mu,$$

(1.5)
or equivalently by
\[ P_\pm f = \left( a_\pm(t, x) + v \cdot b(t, x) + (|v|^2 - 3)c(t, x) \right) \mu, \]
where function \( a_\pm, b, c \) are given by
\[ a_\pm = \int_{\mathbb{R}^3} f_\pm dv, \quad b_j = \frac{1}{2} \int_{\mathbb{R}^3} v_i(f_+ + f_-)dv, \quad c = \int_{\mathbb{R}^3} \frac{|v|^2 - 3}{12} (f_+ + f_-)dv. \]  

Taking inner product of the first equation of (1.3) with 1 over \( \mathbb{R}^3_x \), we have the continuity equation
\[ \frac{\partial}{\partial t} \int_{\mathbb{R}^3} f_\pm(v)dv + \nabla_x \cdot \int_{\mathbb{R}^3} vf_\pm(v)dv = 0. \]  

### 1.3. Domains.
In this paper, we suppose the bounded domain \( \Omega \) is either a torus or the union of finite cubes.

**Torus.** For the case of a torus, we set \( \Omega = \mathbb{T}^3 = [-\pi, \pi]^3 \). In this case, the solution \((F, \phi)\) to the VPB/VPL system (1.1) with the initial data \( F_0 \) enjoys the conservation of mass, momentum, and the energy, i.e.,
\[ \frac{d}{dt} \int_{\Omega} F_+ dv dx = \frac{d}{dt} \int_{\Omega} F_- dv dx = 0, \quad \frac{d}{dt} \int_{\Omega} v(F_+ + F_-) dv dx = 0, \]
\[ \frac{d}{dt} \int_{\Omega} |v|^1 (F_+ + F_-) dv dx + \frac{d}{dt} \int_{\Omega} |\nabla_x \phi(t, x)|^2 dx = 0. \]  

Suppose \( f_0 \) have the same mass, momentum and energy as \( \mu \), then conservation laws (1.8) yield
\[ \int_{\Omega} \int_{\mathbb{R}^3} f_+ dv dx = \int_{\Omega} \int_{\mathbb{R}^3} f_- dv dx = 0, \quad \int_{\Omega} \int_{\mathbb{R}^3} v(f_+ + f_-) dv dx = 0, \]
\[ \int_{\Omega} \int_{\mathbb{R}^3} |v|^1 (f_+ + f_-) dv dx + \int_{\Omega} |\nabla_x \phi(t, x)|^2 dx = 0. \]

**Union of cubes.** The second type of bounded domain we consider is a union of finitely many cubes, denoted as:
\[ \Omega = \bigcup_{i=1}^N \Omega_i, \]
where each \( \Omega_i \) is defined as a rectangular region: \( \Omega_i = (a_{i,1}, b_{i,1}) \times (a_{i,2}, b_{i,2}) \times (a_{i,3}, b_{i,3}) \), with \( a_{i,j}, b_{i,j} \in \mathbb{R} \) satisfying \( a_{i,j} < b_{i,j} \). The boundary of this domain, denoted as \( \partial \Omega \), is composed of three types of boundaries, \( \Gamma_i \) \((i = 1, 2, 3)\), each of which is orthogonal to one of the coordinate axes \( x_i \). These boundaries are further divided into connected sets. It is important to note that we assume that each \( \Gamma_i \) has a non-zero spherical measure, while the boundaries of these sets themselves have zero spherical measure. Therefore, we do not distinguish between \( \Gamma_i \) and their interiors.

On the interior of \( \Gamma_i \) \((i = 1, 2, 3)\), we have a unit normal outer vector \( n(x) \) defined almost everywhere with respect to spherical measure. This vector takes the form \( n(x) = e_i \) or \( -e_i \), where \( e_i \) is a unit vector with its \( i \)th component equal to 1. Additionally, we denote vectors \( \tau_1(x) \) and \( \tau_2(x) \) on the boundary \( \partial \Omega \) such that \( \{n(x), \tau_1(x), \tau_2(x)\} \) forms a unit orthonormal basis for \( \mathbb{R}^3 \). Furthermore, for \( j = 1, 2, \tau_j \) takes the values \( e_k \) or \( -e_k \) for some \( k \).

The boundary of the phase space is denoted as \( \gamma := \{(x, v) \in \partial \Omega \times \mathbb{R}^3 \} \). We define \( n = n(x) \) to represent the outward normal direction at \( x \in \partial \Omega \). This allows us to partition \( \gamma \) into three distinct sets:
\[ \gamma_- = \{(x, v) \in \partial \Omega \times \mathbb{R}^3 : n(x) \cdot v < 0\}, \quad \text{(the incoming set)}, \]
\[ \gamma_+ = \{(x, v) \in \partial \Omega \times \mathbb{R}^3 : n(x) \cdot v > 0\}, \quad \text{(the outgoing set)}, \]
\[ \gamma_0 = \{(x, v) \in \partial \Omega \times \mathbb{R}^3 : n(x) \cdot v = 0\}, \quad \text{(the grazing set)}. \]

For these sets, we assume that \( F(t, x, v) \) satisfies a **specular-reflection** boundary condition on \( \gamma_- \), where \((x, v) \in \gamma \) is subject to the following reflection operation:
\[ R_x v = v - 2n(x)(n(x) \cdot v). \]  

This specular reflection condition for \( f \) can be expressed as:
\[ f(t, x, R_x v) = f(t, x, v), \quad \text{on } \gamma_- . \]  

Regarding the boundary condition for the electric potential \( \phi \), we further assume that it satisfies a Neumann boundary condition:
\[ \partial_n \phi = 0, \quad \text{on } x \in \partial \Omega. \]
In particular, the Poisson equation for potential $\phi$ becomes a pure Neumann boundary problem. To ensure the existence of a solution, we impose a zero-mean condition:

$$\int_{\Omega} \int_{\mathbb{R}^3} (f_+ - f_-) \, dv \, dx = 0, \quad \text{for } t \geq 0,$$

which follows from the conservation laws (1.14). Similar to (1.9), it’s also well-known that the solution to (1.3) in the bounded domain $\Omega$ given by (1.10) satisfies the conservation laws on mass and energy. Specifically, the solution $f$ to (1.3) satisfies the following identities when the initial data $f_0$ satisfies them:

$$\int_{\Omega \times \mathbb{R}^3} f_+(t) \, dv \, dx = \int_{\Omega \times \mathbb{R}^3} f_-(t) \, dv \, dx = 0,$$

$$\int_{\Omega \times \mathbb{R}^3} (f_+(t) + f_-(t)) |v|^2 \, dv \, dx + \int_{\Omega} |\nabla x \phi(t, x)|^2 \, dx = 0. \quad (1.14)$$

### 1.4. Notations.

Let us first introduce the function spaces and notations. We let the multi-indices $\alpha$ and $\beta$ be $\alpha = [\alpha_1, \alpha_2, \alpha_3], \beta = [\beta_1, \beta_2, \beta_3]$ and define $\partial^\alpha := \partial^{\alpha_1}_1 \partial^{\alpha_2}_2 \partial^{\alpha_3}_3 \partial^\beta.$

If each component of $\alpha'$ is not greater than that of the $\alpha$'s, we denote by $\alpha' \leq \alpha.$ $\alpha' < \alpha$ means $\alpha' \leq \alpha,$ and $|\alpha'| < |\alpha|.$ We write $a \lesssim b$ ($a \gtrsim b$) to indicate that there is a uniform constant $C,$ which may be different on different lines, such that $a \leq C b$ ($a \geq C b$). We use the notation $a \sim b$ if $a \lesssim b$ and $b \lesssim a.$ We denote $a \gg b$ if $a, b$ are two constants such that $a > b$ and $a$ is sufficiently large.

We denote $C_{a_1, a_2, \cdots, a_n}$ by a constant depending on parameters $a_1, a_2, \cdots, a_n.$ Moreover, we use the parameter $\varepsilon$ to represent different positive numbers much less than 1 and determined in different cases. We use $(f, g) = (f, g)_{L^2}$ to denote the inner product of $f, g$ over velocity variable for short and, $(f, g)_{L^2,v}$ to represent the inner product over both spatial and velocity variables. Also, we write

$$(f, g)_{L^2_k} = \langle (v)^{2k} f, g \rangle_{L^2_k}, \quad \|f(\theta)\|_{L^2_k} = \int_{\mathbb{R}^3} f(\theta) \, dv \, ds = 2\pi \int_0^\pi f(\theta) \sin \theta \, d\theta,$$

and for any $p \in [1, \infty],$ $\|f(t)\|_{L^p_k} = \|f(t)\|_{L^p([0, T])}.$ Define the Japanese brackets by $\langle v \rangle := (1 + |v|^2)^{1/2}.$

For linear operator $\mathcal{L},$ we write $S_{\mathcal{L}}$ as the semigroup generated by $\mathcal{L}.$ For real numbers $m, l,$ we define the weighted Sobolev norm $\| \cdot \|_{H^m_l}$ by $|f|_{H^m_l} = |\langle v \rangle^l (D_v)^m f(v)|_{L^2_k}$, and $L^2_k \equiv H^0_0$ for $m = 0.$ Here $a(D)$ is a pseudo-differential operator with the symbol $a(\xi),$ and is defined by

$$(a(D) f)(v) := \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} e^{i(v - w) \xi} a(\xi) f(u) \, du \, d\xi.$$ 

The mixed norm $\| \cdot \|_{H^m_l H^m_l}$ is defined as $\|f\|_{H^m_l H^m_l} := \left( \int_{R^n} \||D_v|^n f(x, \cdot)\|_{H^m_l}^2 \, dx \right)^{1/2},$ and $H^0_3 H^m_3 = L^2_k H^m_1.$

The entropy $L \log L$ space is defined as $L \log L := \{f(v) : \|f\|_{L \log L} = \int_{\mathbb{R}^3} \{f(1 + |f|) \, dv \}, \}$

For any $k \in \mathbb{R}, \gamma \in (-3, 1),$ we define

$$\|f\|_{L^2_{k+\gamma/2, \cdot}^2} := \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} f(v) \, [v - u] \, |v|^2 \, f(v)^{2k} \, dv \, du \sim \|f\|^2_{L^2_{k+\gamma/2}}.$$

For Boltzmann case, we denote the dissipation norm $L^2_D(m)$ by

$$\|f\|_{L^2_{D, k}} = \|f\|_{H^m_{k+\gamma/2}}, \quad \|f\|_{L^2_D} = \|f\|_{L^2_D, 0}.$$

For Landau case, we denote the anisotropic norm $L^2_D(m)$ by

$$\|f\|_{L^2_{D, k}(m)} := \|f\|_{L^2(m(v)^{\gamma/2})} + \|\nabla_v(m f)\|_{L^2((v)^{\gamma/2})},$$

and for brevity, we let $L^2_{D, k} := L^2_D(|v|^k)$ and $L^2_{D, 0} := L^2_D, 0.$ Here $\nabla_v$ is the anisotropic gradient given by

$$\nabla_v f := P_v \nabla_v f + \langle v \rangle (I - P_v) \nabla_v f, \quad P_v \xi := \left( \frac{\xi \cdot \frac{v}{|v|}}{|v|^2} \right) \frac{v}{|v|}, \quad \forall \xi \in \mathbb{R}^3.$$ 

With multi-indices $(\alpha, \beta),$ we come to define our weight function with some constant $k.$ For $-3 \leq \gamma \leq 1,$ we choose the weight function $w(\alpha, \beta)$ as

$$w(\alpha, \beta) = \begin{cases} \langle v \rangle^{k-\rho|\alpha| - |\beta|} & q = 6s - 3(\gamma - 1), \quad p = q + \gamma - 1, \quad r = 2q \quad \text{for Boltzmann case}, \\ \langle v \rangle^{k - |\alpha| - |\beta|} & q = 3 - (\gamma - 1), \quad p = 3, \quad r = 2q \quad \text{for Landau case}. \end{cases}$$
Note that \(w(\alpha, \beta) \geq 1\) for any \(|\alpha| + |\beta| \leq 2\) and any \(k \geq 0\). For brevity, we write \(w(\alpha, \beta) = w(\alpha, \beta)\) throughout the paper. Noticing \(w^2(\alpha, \beta)\) is still of the form \(\langle v \rangle^k\) for some \(k > 0\), we have
\[
\nabla_v(w^2(\alpha, \beta)) = A_{\alpha, \beta} \frac{v}{(t)^{2}} w^2(\alpha, \beta),
\]
(1.16)
here \(A_{\alpha, \beta}\) depends on \(\alpha, \beta, k, \gamma, s\). In this work, we will apply a useful space-velocity weight
\[
e^{-\frac{4}{\gamma} \langle v \rangle^k}
\]
(1.17)
to eliminate the dissipation loss term. Next, we define some useful norms in our analysis. For this, we denote constants by
\[
C_{|\alpha|, |\beta|} \gg C_{|\alpha|, |\beta|_1}, \quad \text{if } |\beta|_1 < |\beta|, \quad C_{|\alpha|+1, |\beta|-1} \gg C_{|\alpha|, |\beta|},
\]
(1.18)
for any multi-indices \(\alpha, \beta\). Then for both the Boltzmann case and Landau case, we denote energy norms as
\[
\|f\|_{X_k}^2 = \sum_{|\alpha| + |\beta| \leq 2} C_{|\alpha|, |\beta|} \|e^{-\frac{4}{\gamma} \langle v \rangle^k} w(\alpha, \beta) \partial^\alpha_v f\|^2_{L^2_x},
\]
(1.19)
\[
\|f\|_{Y_k}^2 = \sum_{|\alpha| + |\beta| \leq 2} C_{|\alpha|, |\beta|} \|w(\alpha, \beta) \partial^\alpha_v f\|^2_{L^2_x L^2_v},
\]
(1.20)
We further define the “instant energy functional” \(E_k(t)\) and “dissipation energy functional” \(D_k(t)\) as
\[
E_k(t) \approx \|f\|_{X_k}^2 + \|\nabla_v \phi\|_{H^s}^2,
\]
(1.21)
\[
D_k(t) := \|f\|_{Y_k}^2 + \|\nabla_v \phi\|_{H^s}^2,
\]
(1.22)
where the explicit definition of \(E_k(t)\) is given in (3.90).

We fix the weight index \(k_0\) by assuming \(k_0 \geq 14\) for the Boltzmann case, and \(k_0 \geq 7\) for the Landau case.

1.5. Main results. We may now state our main results.

**Theorem 1.2** (Global existence, uniqueness and large-time decay). Consider the Cauchy problem (1.3) for Vlasov-Poisson-Boltzmann/Landau system. Suppose \(\gamma \in (-3,1), s \in \left[\frac{1}{2}, 1\right), \gamma + 2s > -1\) for the Boltzmann case and \(\gamma \in [-3,1)\) for the Landau case. Let \(t = 0\) for the hard potential case and \(t > \frac{|\alpha|}{\gamma}\) for the soft potential case. Then there exist constants \(\lambda > 0, M > 0\) such that, for any
\[
k \geq k_0 + 4 + l \quad \text{for Landau case and } \quad k \geq k_0 + 4 + l \quad \text{for Boltzmann case.}
\]

Remark \(E_k(t)\) is given in (1.21). If the initial data \(f_0\) satisfies \(f_0(x,v) = \mu + f_0(x,v) \geq 0\), conservation laws (1.9) for the case of torus (or (1.14) for the case of union of cubes) and
\[
E_{k_0+l}(0) \leq M \quad \text{and } \quad E_k(0) < +\infty,
\]
(1.23)
then there exists a unique solution \(f(t,x,v)\) to (1.3) satisfying \(F(t,x,v) = \mu + f(t,x,v) \geq 0\) such that \(\sup_{0 \leq t \leq T} E_k(t) \leq 2E_k(0)\) for any \(T > 0\). Moreover, we have the following large-time asymptotic behavior:
\[
E_k(t) \leq e^{-\lambda t} E_k(0) \quad \text{for } \gamma \geq 0, \quad E_{k-l}(t) \lesssim (1 + t)^{-\frac{4}{\gamma}} E_k(0) \quad \text{for } \gamma < 0.
\]

**Remark 1.3.** (1) It is crucial to emphasize that for global solutions with polynomial weight, the requirement for smallness of initial data is only in relation to a specific norm. In this context, we solely need \(X_{k_0+l}\) to be sufficiently small, rather than necessitating the general \(X_k\) to be small.

(2) Notably, the cases involving the torus and the union of cubes exhibit similarities. In the case of the union of cubes, as defined in (1.10), we exercise meticulous care when performing integration by parts. Conversely, integration by parts in the torus case is a straightforward process.

(3) In the scenario of a soft potential with \(\gamma < 0\) and considering the non-cut off Boltzmann equation, the work presented in [8] demonstrates that the optimal decay rate for the non-cut off Boltzmann equation cannot exceed \(k/|\gamma|\). Consequently, when the value of \(k\) is sufficiently large, the decay rate articulated in Theorem 1.2 can be regarded as approximately optimal.

(4) Our proof methodology can also be effectively employed to establish results for the high regularity space \(H^k_{x,v, \langle \langle v \rangle \rangle^k}\).
1.6. Strategies and ideas of the proof. In this subsection, we provide a brief overview of relevant literature and outline the key strategies employed in proving our results.

We begin by revisiting established findings in the context of the Landau and Boltzmann equations, with a particular focus on the aspects central to this paper—namely, the global existence and long-term behavior of solutions to spatially inhomogeneous equations within the perturbation framework. To shed light on the global solutions of the renormalized equation, particularly in the presence of substantial initial data, we draw attention to classic works such as [5,20–22,56,66,67].

For insights into the smoothing effects in the Boltzmann equation without cut-off, we refer to [13, 14]. Additionally, when considering the stability of vacuum states, we consult references [12,40,57], which cover scenarios involving the Landau equation, the cutoff Boltzmann equation, and the non-cutoff Boltzmann equation, with a focus on moderate soft potentials.

These references provide the foundation upon which we build our exploration of spatially inhomogeneous equations and perturbation techniques to address the questions at hand.

In the context of the non-cutoff Boltzmann equation, prior research efforts like [50–54,60] have achieved global regularity and elucidated long-term behavior under remarkably broad assumptions. They have demonstrated that global regularity and long-term behavior can be established by merely assuming uniform bounds in both time \( t \) and space \( x \), characterized by:

\[
0 < m_0 \leq M(t,x) \leq M_0, \quad E(t,x) \leq E_0, \quad H(t,x) \leq H_0,
\]

where \( m_0, M_0, E_0 \), and \( H_0 \) are positive constants, and \( M(t,x), E(t,x), \) and \( H(t,x) \) are defined as:

\[
M(t,x) = \int_{\mathbb{R}^3} f(t,x,v)dv, \quad E(t,x) = \int_{\mathbb{R}^3} f(t,x,v)|v|^2dv, \quad H(t,x) = \int_{\mathbb{R}^3} f(t,x,v)\ln f(t,x,v)dv.
\]

Furthermore, in the case of the Landau equation, local Hölder estimates are established in [32], while higher regularity properties of solutions are explored in [49] through the application of kinetic variants of Schauder estimates.

Subsequently, we turn our attention to the outcomes achieved within the perturbation framework. In the vicinity of the Maxwellian distribution, we find substantial progress in demonstrating the global existence and long-term behavior of solutions to spatially inhomogeneous equations. These achievements are well-documented, with [37,38,63,64] presenting results for the cutoff Boltzmann equation and [36] addressing the Landau equation within this context.

For the non-cutoff Boltzmann equation, substantial contributions can be found in [1–4,33,34]. A more recent perspective on this topic can be found in [27], where recent developments are explored. Additionally, for insights into the theory of existence in bounded domains, references [43, 45, 46] are valuable resources.

Furthermore, the non-cutoff case within the union of cubes is examined in [17]. Importantly, all these works are founded on the following decomposition:

\[
\partial_t f + v \cdot \nabla_x f = L_\mu f + \Gamma(f,f), \quad L_\mu f = \frac{1}{\sqrt{\mu}} Q(\sqrt{\mu} f, \mu) + \frac{1}{\sqrt{\mu}} Q(\mu, \sqrt{\mu} f),
\]

where

\[
\Gamma(g,f) = \frac{1}{2} \frac{1}{\sqrt{\mu}} Q(\sqrt{\mu} g, \sqrt{\mu} f) + \frac{1}{2} \frac{1}{\sqrt{\mu}} Q(\sqrt{\mu} f, \sqrt{\mu} g),
\]

signifying that the solution is constructed within a \( \mu^{-1/2} \) weighted space.

In the realm of inhomogeneous Boltzmann/Landau equations with polynomial weight perturbations near the Maxwellian distribution, Guadañi-Mischler-Mouhot (GMM) laid the foundation by first proving global existence and delineating the large-time behavior of solutions featuring polynomial velocity weights. Their groundbreaking work began with the cutoff Boltzmann equation involving a hard potential, as reported in [35]. This method was subsequently extended to encompass the Landau equation, with significant contributions from [10,11]. For the non-cutoff Boltzmann equation, the achievements in the hard potential scenario were documented in [6,48], while the soft potential case was addressed in [8].

Moreover, it is noteworthy to acknowledge prior research on the Vlasov-Poisson/Maxwell-Boltzmann/Landau systems in proximity to Maxwellian distributions. For the cutoff hard sphere case, the Vlasov-Poisson/Maxwell-Boltzmann system has been proven in [41,42,62], with [29] further exploring the optimal convergence rate. Various other cases under the cutoff assumption have been studied and can be found in [24,30,31]. For the Landau equation, pioneering results were established in [44] for the torus case and in [65,68] for the entire space scenario, with additional insights provided by [25].
In the non-cutoff setting, research endeavors have been directed towards the Vlasov-Poisson-Boltzmann system [26,69], the Vlasov-Maxwell-Boltzmann system [28], and investigations into the regularizing effect [18]. The implications of bounded domains are discussed in [9,19,23]. Importantly, all these endeavors are rooted in the following decomposition:

\[ \partial_t f_{\pm} + v \cdot \nabla_x f_{\pm} + \nabla_x \phi \cdot \nabla_v f_{\pm} \pm \nabla_x \phi \cdot v \sqrt{\mu} \pm \frac{1}{2} \nabla_x \phi \cdot v f = L_{\mu,\pm} f + \Gamma_{\pm}(f,f), \]

where

\[ L_{\mu,\pm} f = \frac{1}{\sqrt{\mu}} Q(\sqrt{\mu}(f_{\pm} + f_\mp), \mu) + 2 \frac{1}{\sqrt{\mu}} Q(\mu, \sqrt{\mu} f_{\pm}), \]

and

\[ \Gamma_{\pm}(f,f) = \frac{1}{\sqrt{\mu}} Q(\sqrt{\mu} f_{\pm}, \sqrt{\mu} f_\mp) + \frac{1}{\sqrt{\mu}} Q(\sqrt{\mu} f_\mp, \sqrt{\mu} f_{\pm}), \]

demonstrating that these studies are conducted within a \( \mu^{-1/2} \) weighted space. To the best of our knowledge, our research represents the inaugural effort to address these questions within the framework of polynomial-weighted spaces.

The foundation of our results lies in the utilization of the semigroup method. This method, originally introduced by Gualdani-Mischler-Mouhot in [35], forms the basis of our work and has been further developed and expanded upon, particularly with respect to the macroscopic component \( Pf \). The central concept of this method can be succinctly summarized as follows: Consider the case where \( \gamma = 0 \) and the function space \( H^2 L^2_x \). Drawing from [58], we arrive at the following inequality:

\[ \sum_\pm (L_{\pm} f, f_\pm)_{H^2 L^2_x(\mu^{-1/2})} \leq -\lambda \| f \|^2_{H^2 L^2_x(\mu^{-1/2})}, \]

where \( \lambda > 0 \) serves as a crucial constant. Together with the macroscopic estimates from [19,33] for \( Pf \), we can deduce that \( \| S(t) f_0 \|_{H^2 L^2_x(\mu^{-1/2})} \leq e^{-\lambda t} \| f_0 \|^2_{H^2 L^2_x} \). Next, for some \( M, R > 0 \), define

\[ A_\pm = -v \cdot \nabla_x + L_\pm - M \chi R, \quad K_1 = M \chi R, \quad B_\pm = -v \cdot \nabla_x + L_\pm, \quad K_2 = \pm \mu v \cdot \nabla_x \phi, \]

where \( \chi \in D(\mathbb{R}) \) is the truncation function satisfying \( 1_{[-1,1]} \leq \chi \leq 1_{[-2,2]} \) and we denote \( \chi R(\cdot) := \chi(\cdot/R) \) for \( R > 0 \). By the results in [8] we have

\[ \sum_\pm (L_{\pm} f, f_\pm)_{H^2 L^2_x} \leq -C \| f \|^2_{H^2 L^2_x} + C \| f \|^2_{H^2 L^2_x}, \]

Take \( M, R > 0 \) large, we have \( (Af, f)_{H^2 L^2_x} \leq -C \| f \|^2_{H^2 L^2_x} \), which implies \( \| S(t) f \|_{H^2 L^2_x} \leq e^{-\lambda t} \| f_0 \|^2_{H^2 L^2_x} \). By Duhamel's formula \( S(t) = S_A + S_B \ast K_1 S_A \) and \( S_C = S_B + S_C \ast K_2 S_B \), roughly speaking, we have

\[ \| S_B(t) \|_{H^2 L^2_x} \leq \| S_A(t) \|_{H^2 L^2_x} + \int_0^t \| S_B(s) \|_{H^2 L^2_x} \| S_C(t-s) \|_{H^2 L^2_x} ds \]

and hence

\[ \| S_C(t) \|_{H^2 L^2_x} \]

Thus, the rate of convergence for the linear operator \( \mathcal{L} \) is established. To estimate the nonlinear part, we need to define a scalar product by

\[ ((f,g))_k := (f,g)_{L^2_k} + \eta \int_0^{1/\mu} (S_C(t) f, S_C(t) g)_{L^2_k} d\tau. \]

Due to the fact that

\[ \int_0^{1/\mu} (S_C(t) \mathcal{L} f, S_C(t) \mathcal{L} f) d\tau = \int_0^{1/\mu} \frac{d}{d\tau} \| S_C(t) f \|^2_{L^2} d\tau = -\| f \|^2_{L^2}, \]

so after choosing proper \( \eta \), we deduce that

\[ ((\mathcal{L} f,f))_k = (\mathcal{L} f,f)_{L^2} + \eta \int_0^{1/\mu} (S_C(t) \mathcal{L} f, S_C(t) \mathcal{L} f)_{L^2} d\tau \sim \| f \|^2_{H^2_x}. \]
For the semigroup term, we have
\[
\int_0^\infty (S_L(\tau)\nabla_x \phi(x) \cdot \nabla_v f, S_L(\tau)f) d\tau.
\]
Since the operators \(S_L(t)\) and \(\nabla_v\) are non-commutative, integration by parts with respect to \(\nabla_v\) is not allowed and we must use upper bound to constrain this term. By [8] and Duhamel’s formula, we have
\[
\|S_B(t)f\|_{H^2L^2} \leq t^{-1/2}e^{-\lambda t}\|f\|_{H^2H^2_{12}^*}, \quad \text{and} \quad \|S_L(t)f\|_{H^2L^2} \leq t^{-1/2}e^{-\lambda t}\|f\|_{H^2H^2_{12}^*}.
\]
Due to the extra \(\nabla_v\) term, we need to use
\[
\|S_L(t)\nabla_x \phi(x) \cdot \nabla_v f\|_{H^2L^2} \leq t^{-1/2}e^{-\lambda t}\|\nabla_x \phi(x)\|_{H^2} \|\nabla_v f\|_{H^2H^2_{12}^*} \leq t^{-1/2}e^{-\lambda t}\|\nabla_x \phi(x)\|_{H^2} \|f\|_{H^2H^2_{12}^*},
\]
which requires \(s \geq 1/2\).

1.6.1. Comments on the weight (1.17). The polynomial perturbation can be regarded as a change of variable \(F = \mu + (v)^{-k}f_\pm\) for (1.1) for some constant \(k > 0\). Then we have
\[
\partial_t f_\pm + v \cdot \nabla_x f_\pm = \nabla_x \phi \cdot \nabla_v f_\pm \pm v \cdot \mu (v)^{2k} \pm k \nabla_x \phi \cdot \frac{v}{(v)^2} f = L_{k,\pm} f + \Gamma_{k,\pm}(f, f),
\]
with \(L_{k,\pm} f = (v)^k Q((v)^{-k}(f_\pm + f_\mp), \mu) + 2(v)^k Q(\mu, (v)^{-k}f_\pm), \quad \Gamma_{k,\pm}(f, f) = (v)^k Q(\mu, (v)^{-k}(f_\pm + f_\mp), (v)^{-k}f_\pm)\).

In order to deal with the extra term \(\pm k \nabla_x \phi \cdot \frac{v}{(v)^2} f\), we follow the idea of [44] and introduce the corresponding weight function
\[
\exp\left\{ \pm \frac{k \phi}{(v)^2} \right\},
\]
which satisfies
\[
v \cdot \nabla_x (e^{\frac{\pm k \phi}{(v)^2}} f) = e^{\frac{\pm k \phi}{(v)^2}} (v \cdot \nabla_x f \pm k \nabla_x \phi \cdot \frac{v}{(v)^2} f).
\]
Such choice of weight function allows us to absorb the extra term by taking integration by parts as
\[
\left( k \nabla_x \phi \cdot \frac{v}{(v)^2} f, e^{\frac{\pm k \phi}{(v)^2}} f \right)_{L^2_{x}L^2_{v}} + \left( v \cdot \nabla_x f \pm k \nabla_x \phi \cdot \frac{v}{(v)^2} f, e^{\frac{\pm k \phi}{(v)^2}} f \right)_{L^2_{x}L^2_{v}} = 0.
\]
In contrast to the approach in [44], where the weight function was defined solely as \(e^{-\phi}\), our weight function potential (1.25) exhibits dependence on the velocity variable as well. Fortunately, the newly introduced error contributions take the form of \((\nabla_x \phi \cdot v\mu, (e^{\frac{\pm k \phi}{(v)^2}} - 1)(v)^{2k})\). These contributions can be effectively managed when \(\phi\) is sufficiently small, and the velocity derivative of \(\phi\) remains under control, particularly if \(\phi\) is bounded.

1.6.2. Difference between the polynomial case and the exponential weight case. The primary distinction lies in the symmetry properties of \(L_{\mu} f\) and \(\Gamma(f, f)\) as defined in (1.24). In the exponential case, these operators exhibit symmetry, whereas in the polynomial case, they do not. This lack of symmetry gives rise to two significant challenges. The first issue arises due to the introduction of an additional \(P f\) term in the linearized equation. To elaborate further, if we denote
\[
P_{\mu} f = a_\pm (t, x) \sqrt{\mu} + b(t, x) \cdot v \sqrt{\mu} + c(t, x) |v|^2 \sqrt{\mu}.
\]
Then by \(L_{\mu} P_{\mu} f = 0\) and \(L_{\mu}\) is symmetric, we have
\[
(L_{\mu} f, f) = (L_{\mu}(P_{\mu} f + [I - P_{\mu}] f), P_{\mu} f + [I - P_{\mu}] f) = (L_{\mu}([I-P_{\mu}] f), [I-P_{\mu}] f).
\]
Only the term with \([I - P_{\mu}] f\) remains. While for the polynomial weight case, since \(L\) is not symmetric, one merely has
\[
(L f, f) = (L [I-P] f, f) = (L [I-P] f, P f) + (L [I-P] f, [I-P] f).
\]
An extra term \((L[I - P]f, Pf)\) occurs. Fortunately, we can bound it by
\[
(L[I - P]f, Pf) \leq \epsilon \|Pf\|_{L_{2+}^\infty}^2 + \epsilon \|I - P\|_{L_{2+}^\infty}^2 + C \|I - P\|_{L_{2+}^\infty}^2.
\]

Estimating the \(Pf\) term can be accomplished through macroscopic estimates, while the last term can be assessed using the semigroup method.

However, the second challenge arises when we attempt to extend our results to \(x \in \mathbb{R}^3\) using existing techniques. In previous works such as [62, 65], applied to the entire space \(x \in \mathbb{R}^3\), the following fact is relied upon: \((\Gamma(g, f), P_\mu h) = 0\) due to the symmetry of \(\Gamma\). Consequently, in [62, 65], the dissipation rate functional \(D(t)\) is defined as follows:
\[
D(t) = \sum_{\alpha \leq K} \|\nabla x \partial^\alpha \phi\|_{L_3^2}^2 + \sum_{1 \leq |\alpha| \leq K} \|P_\mu \partial^\alpha f\|_{L_3^2}^2 + \sum_{0 \leq |\alpha| + |\beta| \leq K} \|w(\alpha, \beta)(I - P_\mu) \partial^\beta \partial^\alpha f\|_{L_3^2}^2.
\]

In the exponential case, the estimation of \(P_\mu f\) conveniently avoids complications. However, in the polynomial case, a departure from this simplicity occurs. This is because, in the polynomial case, the relationship \((Q(f, g), \mu_\phi(v)) \neq 0\) holds for functions \(\phi(v)\) such as \(\phi(v) = 1, v, |v|^2\). Consequently, the methods employed in [62, 65] are no longer applicable in the polynomial scenario. To address this, we neglect the assumption that \(\Omega\) represents a bounded domain and Poincaré inequality to estimate \(Pf\) via \(\nabla x (Pf)\). However, extending our results to the entire space case remains an open challenge.

1.7. **Organization of the paper.** In Section 2, we first recall some critical results on the non-cutoff Boltzmann/Landau collision operator and Landau and prove several weighted estimates for the VPB/VPL equation. We obtain corresponding global results and decay of solutions in Section 3.

2. **Basic estimates**

In this section, we recall some critical results on the non-cutoff Boltzmann and Landau equation and prove several weighted estimates for the VPB/VPL equation.

2.1. **Preliminaries on the Boltzmann/Landau equation.** Before introducing the upper and lower bound for the non-cutoff Boltzmann and Landau collision operator, we first state the following lemmas.

**Lemma 2.1.** ([7], Lemma 2.5) Let \(\gamma \in (-2, 0)\). Then for any function \(f\), we have
\[
\sup_{v \in \mathbb{R}^3} \int_{\mathbb{R}^3} |v - v_*|^{2\gamma} |f(v_*)| dv_* \lesssim \|f\|_{L^1_\gamma} \|f\|_{L_2}^{-\gamma} \quad \text{when} \quad \gamma \in (-\frac{3}{2}, 0),
\]
and
\[
\sup_{v \in \mathbb{R}^3} \int_{\mathbb{R}^3} |v - v_*|^{2\gamma} |f(v_*)| dv_* \lesssim \|f\|_{L^1_\gamma} \|f\|_{H_\gamma} \quad \text{when} \quad \gamma \in (-2, 0).
\]

**Lemma 2.2.** For any \(\gamma \in [-3, 1]\) and any functions \(f, g, h\), we have
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v_*|^{\gamma+2} f(v_*) g(v) h(v) dv_* dv \lesssim \|f\|_{L^2_2} \|g\|_{L_2} \|h\|_{L^2_2},
\]
and
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v_*|^{\gamma+1} f(v_*) g(v) h(v) dv_* dv \lesssim \|f\|_{L^2_2} \|g\|_{L_2} \|h\|_{H^1_{\gamma/2}},
\]
and
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v_*|^{\gamma+1} f(v_*) g(v) h(v) dv_* dv \lesssim \|f\|_{L^2_2} \|g\|_{H^{1/2+1}_{\gamma/2}} \|h\|_{L^2_2}.
\]
If \(\gamma \in (-3, 1]\), then we have
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v_*|^{\gamma} f(v_*) g^2(v) dv_* dv \lesssim \|f\|_{L^2_2} \|g\|_{H^{1/2}_{\gamma/2}}^2.
\]

**Proof.** If \(-2 \leq \gamma \leq 1\), we deduce that
\[
\int_{\mathbb{R}^3} |v - v_*|^{\gamma+2} f(v_*) g(v) h(v) dv_* dv \lesssim \|f\|_{L^2_2} \|g\|_{L_2} \|h\|_{L^2_2} \lesssim \|f\|_{L^2_2} \|g\|_{L_2} \|h\|_{L^2_2}.
\]
If \(-3 \leq \gamma < -2\), by (2.1), we have \(\sup_{v \in \mathbb{R}^3} \int_{\mathbb{R}^3} |v - v_*|^{\gamma+2} f(v_*) dv_* \lesssim \|f\|_{L^2_2}\), which implies that
\[
\int_{\mathbb{R}^3} |v - v_*|^{\gamma+2} f(v_*) g(v) h(v) dv_* dv \lesssim \|f\|_{L^2_2} \int_{\mathbb{R}^3} |g(v)| h(v) dv \lesssim \|f\|_{L^2_2} \|g\|_{L_2} \|h\|_{L_2}.
\]
This proves (2.3). For (2.4), if \( \gamma \geq -2 \), then it reduce to the (2.3). So we only need to consider the case \( \gamma \in [-3, -2) \), in which case we have \(-3 < \gamma + \frac{1}{2} < 0 \) and \(-2 < \gamma + \frac{3}{2} < 0 \). Then we have
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\frac{\gamma + 1}{2}} f(v^*)^2 |h(v)|^2 \, dv \, dv^* \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2}^2 \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{H^1}^2.
\]
Applying (2.2) to \( h \), we have
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\frac{\gamma + 1}{2}} f(v^*)^2 |h(v)|^2 \, dv \, dv^* \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2}^2 \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{H^1}^2.
\]
Here we apply Sobolev embedding \( \| \cdot \| \rightarrow \| \cdot \|_{H^1} \). Thus,
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\gamma + 1} f(v^*) |h(v)|^2 \, dv \, dv^* \lesssim \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\gamma + 1} f(v^*)^2 |h(v)|^2 \, dv \, dv^* \right)^{\frac{\gamma}{\gamma + 2}} \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\frac{\gamma + 1}{2}} \, dv \, dv^* \right)^{\frac{\gamma + 2}{\gamma + 1}} \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{H^1}^2.
\]
The proof of (2.4) is then finished. Now we come to (2.5). If \(-1 \leq \gamma \leq 1 \), we deduce that
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\gamma + 1} f(v^*) g(v) h(v) \, dv \, dv \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2}.
\]
If \(-3 \leq \gamma < -1 \), we have \( \langle v \rangle^{-(\gamma + 1)} \lesssim \langle v \rangle^{-1} \langle v - v^* \rangle^{-\gamma} \), which implies
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\gamma + 1} f(v^*) g(v) h(v) \, dv \, dv \lesssim \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (v - v^*)^{-\gamma} |v - v^*|^{\gamma + 1} f(v^*) g(v) h(v) \, dv \, dv \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2}.
\]
It is easily seen that \( T_1 \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2}^2 \). If \( \gamma \in [-2, -1) \), we have \( \gamma + 1 \in (-3, 0) \) and by (2.1),
\[
T_2 \lesssim \sup_{v \in \mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\gamma + 1} f(v^*) (v - v^*)^{-\gamma} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} |v - v^*|^{\gamma + 1} \, dv \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{H_{\frac{\gamma + 2}{\gamma + 1}}^1} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2}.
\]
If \( \gamma \in [-3, -2) \), by Hardy-Littlewood-Sobolev (HLS) inequality (cf. [61, Theorem 1.1, pp. 119]) and Hölder’s inequality, we have
\[
T_2 \lesssim \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\gamma + 1} f(v^*) (v - v^*)^{-\gamma} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} d^3v \, dv^* \right)^{\frac{\gamma}{\gamma + 2}} \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2},
\]
with \( p = \frac{6}{9 + 2\gamma} \in [1, 2] \), and (2.5) is proved. Finally, we come to prove (2.6). For \( \gamma \in [-2, 1] \), (2.6) can be seen as a special case of (2.5). We focus on the case \( \gamma \in [-3, -2) \). Similarly to (2.1), we have
\[
\int_{\mathbb{R}^3} \int_{\mathbb{R}^3} |v - v^*|^{\gamma} |f(v^*)| (v^*)^2 \, dv \, dv^* \lesssim \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (1 + |v - v^*|) |f(v^*)| (v^*)^{-\gamma} (v^*)^2 \, dv \, dv^* : = I_1 + I_2.
\]
It is seen that \( I_1 \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \). For \( I_2 \), by HLS inequality as above, we have
\[
I_2 \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \left( \int_{\mathbb{R}^3} |v - v^*|^{\gamma} |g(v)|^2 \, dv \right)^{\frac{1}{2}} \lesssim \|f\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|g\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2} \|h\|_{L_{\frac{\gamma + 2}{\gamma + 1}}^2},
\]
where \( p = \frac{6}{9 + 2\gamma} \) satisfies \( 2p \in [2, 6] \). This gives (2.6) and the proof of Theorem 2.2 is finished. \( \square \)

We also recall some basic interpolation on \( x \).

**Lemma 2.3.** For any function \( f \) and constant \( k \in \mathbb{R} \), we have \( \|f\|_{H^k_x} \lesssim \min_{c + d = 2} \{ \|f\|_{H^c_x} \|g\|_{H^d_x} \} \). More precisely,
\[
\|f\|_{L^p_{x,t}} \lesssim \|f\|_{L^p_{x,t}} \|h\|_{L^p_{x,t}} \|h\|_{L^p_{x,t}}^2, \quad (2.7)
\]
\[
\|f\|_{L^p_{x,t}} \lesssim \|f\|_{L^p_{x,t}} \|h\|_{L^p_{x,t}} \|h\|_{L^p_{x,t}}^2, \quad (2.8)
\]
and for any constant $s \in (0, 1)\text{,}$
\[
\|f\|_{H^s} \lesssim \|f(v)^k\|_{H^s} + \|f(v)^{-ks/(1-s)}\|_{H^{s+\gamma}}.  
\]  
(2.9)

\textbf{Proof.} Firstly, we use extension theorem [61, Theorem VI.5, pp. 181] to extend function $f$ in domain \(\Omega\) with Lipschitz boundary to a function \(Ef\) in \(\mathbb{R}^3\) such that \(Ef = f\) in \(\Omega\) and \(\|Ef\|_{H^s(\mathbb{R}^3)} \lesssim \|f\|_{H^s(\Omega)}\) for any \(k \geq 0\). By Gagliardo-Nirenberg interpolation inequality on \(\mathbb{R}\) and \(\mathbb{R}^2\) (cf. [55, Theorem 12.83] and [59, Page 125]), we obtain
\[
\|Ef\|_{L^\infty_{x,t}(\mathbb{R})} \lesssim \|\partial_x Ef\|_{L^2_{x,t}(\mathbb{R})}^{1/2} \|Ef\|_{L^\infty_{x,t}(\mathbb{R})}^{1/2} \quad \text{and} \quad \|Ef\|_{L^\infty_{x,t}(\mathbb{R}^3)} \lesssim \|\nabla_{x,t} Ef\|_{L^1_{x,t}(\mathbb{R}^3)} \|Ef\|_{L^\infty_{x,t}(\mathbb{R}^3)}.
\]

Combining the above estimates, we have \(\|f\|_{L^\infty_{x,t}(\mathbb{R})} \lesssim \|\partial_x f\|_{L^2_{x,t}(\mathbb{R})}^{1/2} \|f\|_{L^\infty_{x,t}(\mathbb{R})}^{1/2} \lesssim \|f\|_{H^s(\Omega)}^{1/2} \|f\|_{H^s(\Omega)}^{1/2}\), which implies (2.7). Also, by Gagliardo-Nirenberg interpolation inequality on \(\mathbb{R}^3\), we have
\[
\|Ef\|_{L^2_{x,t}(\mathbb{R}^3)} \lesssim \|Ef\|_{L^2_{x,t}(\mathbb{R})}^{1/2} \|\nabla_x Ef\|_{L^2_{x,t}(\mathbb{R})}^{1/2} \lesssim \|f\|_{H^s(\Omega)}^{1/2} \|f\|_{H^s(\Omega)}^{1/2},
\]
which gives (2.8). For (2.9), by Young’s inequality, \((\eta) \lesssim (\eta)^{\gamma}v^{k} + (\eta)^{1+s}\langle\eta\rangle^{-\frac{1}{1+s}}\). Hence \(\langle\eta\rangle\) is a symbol in \(S((\eta)^{\gamma}v^{k} + (\eta)^{1+s}\langle\eta\rangle^{-\frac{1}{1+s}})\) (cf. [16]), where \(\eta\) is the Fourier variable of \(v\). Then by [16, Lemma 2.3 and Corollary 2.5], we have \(\|f\|_{H^s(\Omega)} \lesssim \|f(v)^k\|_{H^s} + \|f(v)^{-ks/(1-s)}\|_{H^{s+\gamma}}\)). This completes the Lemma. \(\square\)

\textbf{2.1.1. Upper and lower bound for the non-cutoff Boltzmann operator.} In this subsection, we consider the Boltzmann collision operator \(Q(f,g)\).

\textbf{Lemma 2.4 ( [47, Theorem 1.1]).} Suppose \(\gamma \in (-3, 1), s \in (0, 1), \gamma + 2s > -1\). Let \(w_1, w_2 \in \mathbb{R}\), \(a, b \in [0, 2s]\) with \(w_1 + w_2 = \gamma + 2s\) and \(a + b = 2s\). Then for any functions \(f, g, h\) we have

(1) if \(\gamma + 2s > 0\), then \(|Q(g,h), f|_{L^2_{x}} \lesssim \|g\|_{L^2_{x}}\|h\|_{L^2_{x}}\|f\|_{H^\infty_{x,t}}\|f\|_{H^s_{x,t}}\);

(2) if \(\gamma + 2s = 0\), then \(|Q(g,h), f|_{L^2_{x}} \lesssim \|g\|_{L^2_{x}}\|h\|_{H^\infty_{x,t}}\|f\|_{H^s_{x,t}}\), where \(\nu = \max\{\delta, (w_1)^{+} + (-w_2)^{+}\}\), with \(\delta > 0\) sufficiently small.

(3) if \(-1 < \gamma + 2s < 0\), then \(|Q(g,h), f|_{L^2_{x}} \lesssim \|g\|_{L^2_{x}}\|h\|_{H^\infty_{x,t}}\|f\|_{H^s_{x,t}}\), where \(\nu = \max\{-\gamma, 2s\} + (w_1)^{+} + (-w_2)^{+}\).

As a first application, we have the following corollaries.

\textbf{Corollary 2.5.} Suppose \(\gamma \in (-3, 1), s \in (0, 1), \gamma + 2s > -1\). For any multi-indices \(|\beta| \leq 2\), any constant \(k \geq 0\) and any functions \(f, g, h\), there exists some constant \(C_k > 0\), such that
\[
(Q(\partial_\beta \mu, f), g(v)^{2k}) \leq C_k \|f\|_{H^{s+\gamma}_{k+2s}} \|g\|_{H^{\gamma}_{k+2s}}.
\]

\textbf{Lemma 2.6 ( [8, Lemma 3.3]).} Suppose that \(-3 < \gamma \leq 1\). For any \(k \geq 14\), and functions \(g, h\), we have
\[
|Q(h, \mu, g(v)^{2k})| \lesssim (b\cos \theta) \left(\frac{\sin k^{\gamma} - \frac{1}{2} \theta^2}{\theta} \|h\|_{L^2_{x,t}} \|f\|_{L^2_{x,t}}\|g\|_{L^2_{x,t}} + C_k \|h\|_{L^2_{x+t} \|f\|_{L^2_{x,t}}\|g\|_{L^2_{x+t}}}ight)
\]
\[
\lesssim (b\cos \theta) \left(\frac{\sin k^{\gamma} - \frac{1}{2} \theta^2}{\theta} \|h\|_{L^2_{x,t}} \|f\|_{L^2_{x,t}}\|g\|_{L^2_{x,t}} + C_k \|h\|_{L^2_{x+t} \|f\|_{L^2_{x,t}}\|g\|_{L^2_{x+t}}}ight)
\]
\[
= C_k \|h\|_{L^2_{x,t}} \|f\|_{L^2_{x,t}}\|g\|_{L^2_{x,t}}
\]

for some constant \(C_k > 0\). Moreover, for any \(|\beta| \leq 2\) we have
\[
|Q(h, \partial_\beta \mu, g(v)^{2k})| \leq C_k \|h\|_{L^2_{x+t}} \|g\|_{L^2_{x+t}}
\]

\textbf{2.7. Remark.} In [8, Lemma 3.3], the authors only prove the first statement of Lemma 2.6, but the second statement can be proved in the same way by just replacing \(\mu\) by \(\partial_\beta \mu\).

\textbf{Theorem 2.8 ( [8, Theorem 3.1]).} Suppose that \(-3 < \gamma \leq 1, s \in (0, 1), \gamma + 2s > -1, k \geq 14\) and \(G = \mu + g \geq 0\). If there exists \(A_1, A_2 > 0\) such that
\[
G \geq 0, \|G\|_{L^1} \geq A_1, \|G\|_{L^2} + \|G\|_{L^{\log L}} \leq A_2,
\]
then there exist some constants \(\gamma_1, C_k > 0\), such that
\[
(Q(G,f), (v)^{2k}) \leq \left(\frac{\theta}{8} \|b\| \sin (\gamma + 2s) \frac{\theta}{2} \|h\|_{L^2_{x,t}} \|f\|_{L^2_{x,t}} \|g\|_{L^2_{x,t}} + C_k \|f\|_{L^2_{x,t}} \|g\|_{L^2_{x,t}}
\]
\[
+ C_k \|f\|_{L^2_{x,t}} \|g\|_{H^{\gamma}_{k+2}} \|f\|_{H^{\gamma}_{k+2}} + C_k \|g\|_{L^2_{x,t}} \|f\|_{H^{\gamma}_{k+2}}.
\]

(2.12)
Remark 2.9. In [8, Theorem 3.1], the authors explored both exponential weight perturbation and polynomial weight perturbation cases. In the exponential weight scenario, the estimation involves an infinite sum, necessitating $k \geq 22$ for convergence. However, for the polynomial case, it has been demonstrated that $k \geq 14$ is sufficient, employing the same technique. Note that whenever $\|g\|_{L^1}^2$ is small, we have $\|\mu + g\|_{L^1}^2 \geq 1 - \|g\|_{L^1}^2 > A_1$. Moreover, we couldn’t obtain a better estimate for the term $(Q(f, g), g(v^{2k}))$ as the Landau case (see (2.19)) and thus we should put the term $\mu + g \geq 0$ together.

Lemma 2.10 ([8], Lemma 2.4 + Lemma 2.4). Suppose $\gamma \in (-3, 1), s \in (0, 1), \gamma + 2s > -1$. For any functions $f, g, h$ and $k \geq 14$, we have

$$
(Q(f, g), h(v^{2k})) \lesssim \|f\|_{L^4_k} \min\{\|g\|_{H^{\gamma+2s}_k}, \|h\|_{H^{\gamma+2s}_k}, \|g\|_{H^{\gamma+2s}_k}, \|h\|_{H^{\gamma+2s}_k} \}
+ \|g\|_{L^4_k} \|f\|_{H^{\gamma+2s}_k} \|h\|_{H^{\gamma+2s}_k}.
$$

(2.13)

In particular, by duality we have

$$
\|Q(f, g)\|_{H^{\gamma+2s}_{-1}} \lesssim \|f\|_{L^4_k} \|g\|_{H^{\gamma+2s}_k} + \|g\|_{L^4_k} \|f\|_{H^{\gamma+2s}_k}.
$$

(2.14)

2.1.2. Upper and lower bound for Landau operator. Next, we give some results about the Landau collision operator $Q(f, g)$.

Lemma 2.11. Denote $m = \langle v \rangle^k$ with $k \geq 7$. For any $-3 \leq \gamma \leq 1, |\beta| \leq 2$ and functions $f, g$, we have

$$
\|Q(f, \partial \beta \mu), g(v^{2k})\| \leq C_k \|f\|_L^2 \|g\|_{L^2_k},
$$

(2.15)

and

$$
(Q(\mu, f), f(v^{2k})) \leq -\gamma_1 \|f\|^2_{L^2_\beta(m)} + C_k \|f\|^2_{L^2_k},
$$

(2.16)

for some constants $\gamma_1, C_k > 0$.

Proof. The first estimate follows from [11, Lemma 2.5] and in [10, Lemma 2.12] with $\mu$ replacing by $\partial \beta \mu$ if necessary. The second estimate follows from [11, Lemma 2.3] and [10, Lemma 2.7]. Note that the work [10] is for the case $\gamma \in [-2, 1]$ and [11] is for $\gamma \in [-3, -2)$.

Lemma 2.12 ([10], Lemma 3.5 and [11], Lemma 4.3). For any $-3 \leq \gamma \leq 1, k \geq 7$ and any functions $f, g, h$, we have

$$
\|Q(f, g), h(v^{2k})\| \leq C \|f\|_{L^4_k} \min\{\|g\|_{L^2_{D, k+1}}, \|h\|_{L^2_{D, k}}, \|g\|_{L^2_{D, k}} \|h\|_{L^2_{D, k+1}} \}
$$

(2.17)

By duality, we have

$$
\|Q(f, g)\|_{H^{\gamma+2s}_{-1}} \lesssim \|f\|_{L^2_k} \|g\|_{L^2_{D, k+1}}.
$$

(2.18)

When $h = g$, we have a better estimate:

$$
(Q(f, g), g(v^{2k})) \leq C \|f\|_{L^2_k} \|g\|^2_{L^2_k}.
$$

(2.19)

Proof. The proof is similar to [10, Lemma 3.5] and [11, Lemma 4.3] with a little modification. Denoting $m = \langle v \rangle^k$, we have

$$
(Q(f, g), hm^2) = \int_{\mathbb{R}^3} \partial_j((\phi^{ij} * f)\partial_i g - (\partial_i \phi^{ij} * f)g)hm^2 dv
$$

$$
= -\int_{\mathbb{R}^3} (\phi^{ij} * f)\partial_i \partial_j hm^2 dv - \int_{\mathbb{R}^3} (\phi^{ij} * f)\partial_i g\partial_j m^2 dv
+ \int_{\mathbb{R}^3} (\partial_i \phi^{ij} * f)\partial_j hm^2 dv + \int_{\mathbb{R}^3} (\partial_i \phi^{ij} * f)\partial_j h m^2 dv := T_1 + T_2 + T_3 + T_4.
$$

For the $T_1, T_2$ term, by [10, Lemma 3.5] and [11, Lemma 4.3], we have $|T_1| + |T_2| \leq C \|f\|_{L^2_k} \|g\|_{L^2_{D, k}} \|h\|_{L^2_{D, k}}$.

Now we give a better estimate for the $T_3, T_4$ term. Since $\partial_i \phi^{ij}(v - v_*) \lesssim |v - v_*|^{-1+1}$, $\partial_j m^2 \leq C \langle v \rangle^{-1} m^2$, for the term $T_3, T_4$, by (2.5), we have

$$
|T_3| \leq C \|f\|_{L^2_k} \min\{\|g\|_{L^2_{D, k}}, \|h\|_{L^2_{D, k+1}} \}, \quad |T_4| \leq C \|f\|_{L^2_k} \|g\|_{L^2_{D, k}} \|h\|_{L^2_{D, k}}.
$$

and (2.17) is thus proved. For the case $g = h$, we give a better estimate for $T_4$. In fact,

$$
T_4 = \int_{\mathbb{R}^3} (\partial_i \phi^{ij} * f)\partial_i gm^2 dv = -\frac{1}{2} \int_{\mathbb{R}^3} (\partial_i \phi^{ij} * f)\partial_i g m^2 dv - \frac{1}{2} \int_{\mathbb{R}^3} (\partial_i \phi^{ij} * f)\partial_j m^2 g^2 dv := T_{31} + T_{32}.
$$
For the $T_{32}$ term, similar to the $T_4$ term, by (2.5), we have $T_{32} \leq C \|f\|_{L^2_x} \|g\|_{L^2_{x,v}}^2$. For the $T_{31}$ term, if $\gamma = -3$, then $\partial_j \phi^{ij} = -8\pi \delta_0$. It is easily seen that

$$T_{31} \leq C \int_{\mathbb{R}^3} |f|^2 |g|^2 m^2 dv \leq C \|f\|_{L^2_x} \|g\|_{L^2_{x,v}} \leq C \|f\|_{L^2_x} \|g\|_{L^2_{x,v}}^2 \leq C \|f\|_{L^2_x} \|g\|_{L^2_{x,v}}^2.$$  

For the case $\gamma \in [0,1]$, we have

$$T_{31} \leq C \int_{\mathbb{R}^3} |v - v_*|^\gamma |f| |g| m^2 dv dv_*, \quad T_{31} \leq C \|f\|_{L^2_x} \|g\|_{L^2_{x,v}} \leq C \|f\|_{L^2_x} \|g\|_{L^2_{x,v}}.$$  

The case $\gamma \in (-3,1]$ follows from (2.6). Collecting the above estimates on $T_{31}$ and $T_{32}$, we obtain (2.19) and complete the proof of Lemma 2.12.

For the Landau operator, we need another upper bound which writes

**Lemma 2.13.** For the Landau operator $Q$, for any $\gamma \in [-3,1]$ and any function $f, g, h$, we have

$$|Q(f,g,h)| \leq \|f\|_{L^2_x} \|g\|_{L^2_x} \|h\|_{H^2_x}, \quad |Q(f,g,h)| \leq \|f\|_{L^2_x} \|g\|_{L^2_{x,v}} \|h\|_{H^2_{x,v}}.$$  

**Proof.** By integration by parts, we easily have

$$(Q(f,g),h) = \int_{\mathbb{R}^3} \left( - \phi^{ij} f \partial_i g \partial_j h + \partial_i \phi^{ij} f g \partial_j h \right) dv = \int_{\mathbb{R}^3} \left( \phi^{ij} f \partial_i g \partial_j h + 2 \partial_i \phi^{ij} f g \partial_j h \right) dv,$$

then by the homogeneity of $\phi^{ij}$ and $\partial_i \phi^{ij}$, we have $|\phi^{ij} (v - v_*)| \lesssim |v - v_*|^{\gamma + 1}, \quad |\partial_i \phi^{ij} (v - v_*)| \lesssim |v - v_*|^{\gamma + 1}$. So the theorem follows directly from (2.3) and (2.4).

### 2.2. High-order specular boundary conditions

When $\Omega$ is the union of cubes given by (1.10), we give the high-order compatible specular boundary condition from [19, Lemma 3.1 and 3.2]. Although the proof in [19] is given for exponential decay perturbations $F = \mu + \mu^{1/2} f$, similar calculations can be applied to polynomial perturbations $F = \mu + f$.

**Lemma 2.14 ([19, Lemma 3.1]).** Let $(f, \phi)$ be the solution to (1.3) with boundary conditions (1.12) and (1.13). Fix $i \in \{1,2,3\}$, $x \in \Gamma_i$, and $v \cdot n(x) \neq 0$. Then we have the following identities on boundary $\Gamma_i$:

$$\partial^\alpha f(x,v) = (-1)^{\alpha_i} \partial^\alpha f(x,R_x v),$$  

for any $\alpha = (\alpha_1, \alpha_2, \alpha_3) \in \mathbb{N}^3$.

As a corollary, by definition (1.6), we have the following boundary values for $|a_{\pm}, b, c|$.

**Lemma 2.15 ([19, Lemma 3.2]).** Let $(f, \phi)$ be the solution to (1.3) with boundary conditions (1.12) and (1.13). Define $[a_{\pm}, b, c]$ by (1.6). For $i = 1,2,3$, $j \neq i$ and any $x \in \Gamma_i$, we have

$$\partial_{x_i} c(x) = \partial_{x_i} a_{\pm}(x) = \partial_{x_i} b_j(x) = \partial_{x_i} b_i(x) = b_i(x) = 0.$$  

#### 2.3. Estimates on the weight

Recall the weight function $w = w(|\alpha|, |\beta|) = w(\alpha, \beta)$ is defined in (1.15). We have the following properties of $w$.

**Lemma 2.16.** Assume $-3 < \gamma \leq 1$, $1/2 \leq s < 1, \gamma + 2s > -1$ for Boltzmann case and $-3 \leq \gamma \leq 1$ for Landau case. For any multi-indices $\alpha, \beta$ and $k \in \mathbb{N}$, $w(\alpha, \beta)$ satisfies the following properties.

- For $|\alpha_1| < |\alpha|$, $|\beta| < |\beta|$, we have

  $$w(\alpha, \beta)(v)^{6s} \leq w(\alpha, \beta_1), \quad w(\alpha, \beta)(v)^{6s} \leq w(\alpha_1, \beta) \quad \text{for the Boltzmann case},$$  

  $$w(\alpha, \beta)(v)^3 \leq w(\alpha, \beta_1), \quad w(\alpha, \beta)(v)^3 \leq w(\alpha_1, \beta) \quad \text{for the Landau case}.$$  

- For both Boltzmann and Landau case, and any $|\alpha| \geq 0, |\beta| \geq 1$, we have

  $$w(\alpha, \beta) \leq (v)^{1-s} w(\alpha|+1, |\beta| - 1).$$  

- For the Boltzmann case and any $|\alpha| \geq 1, |\beta| \geq 0$, we have

  $$w(\alpha, \beta) \leq w(|\alpha| - 1, |\beta|) w(|\alpha| - 1, |\beta| + 1)^{1-s}(v).$$
Proof. Recall that \( q = 6s - 3(\gamma - 1), p = q + \gamma - 1, r = 2q + 6, \) for Boltzmann case, and \( q = 3 - (\gamma - 1), p = 3, r = 2q + 6 \) for the Landau case. \((2.22)\) and \((2.23)\) are just from the fact that \(-3 \leq \gamma \leq 1\) and
\[
P = -3(\gamma - 1) + 6s + \gamma - 1 \geq 6s, \quad q \geq 6s,
\]
for the Boltzmann case and \( p, q \geq 3 \) for the Landau case. The estimate \((2.24)\) follows from the fact that
\[
k - p|\alpha| - q|\beta| + r \leq k - p(|\alpha| + 1) - q(|\beta| - 1) + r + \gamma - 1 \iff q - p + \gamma - 1 \geq 0,
\]
and we conclude \((2.24)\) from the definition of \( p, q \). \((2.25)\) is equivalent to
\[
k - p|\alpha| - q|\beta| + r \leq (k - p(|\alpha| - 1) - q|\beta| + r)s + (k - p(|\alpha| - 1) - q|\beta| + 1 + r)(1 - s) + \gamma,
\]
which is equivalent to
\[
0 \leq ps + p(1 - s) - q(1 - s) + \gamma \iff 0 \leq qs + (p - q) + \gamma = (6s - 3(\gamma - 1))s + \gamma - 1 + \gamma.
\]
We thus conclude \((2.25)\) from the definition of \( q, 1/2 \leq s < 1 \) and \(-3 < \gamma \leq 1 \).
\(\square\)

We can directly deduce the following Corollary from Lemma 2.16.

**Corollary 2.17.** Assume the same conditions as in Lemma 2.16. Then we have
\[
\max_{|\alpha| + |\beta| = 1} w^2(\alpha, \beta)(v)^{\kappa} \leq w(0,0)w(1,0),
\]
\[
\max_{|\alpha| + |\beta| = 2} w^2(\alpha, \beta)(v)^{\kappa} \leq w(1,0)w(2,0), \quad \max_{|\alpha| + |\beta| = 2} w^2(\alpha, \beta)(v)^{\kappa} \leq w(0,1)w(1,1),
\]
\[
\max_{|\alpha| + |\beta| = 2} w^2(\alpha, \beta)(v)^{\kappa} \leq w(2,0)(v)^{\kappa} \leq w(1,0)^{4/5}w(2,0)^{6/5},
\]
where \( \kappa = 4s \) for Boltzmann case, \( \kappa = 2 \) for Landau case.

### 2.4. Weighted estimates

Next, we come to the nonlinear term for the Vlasov-Poisson term. Noticing \( w^2(\alpha, \beta) \) is still of the form \((v)^k\) for some \( k > 0 \), we have
\[
\nabla_v(w^2(\alpha, \beta)) = A_{\alpha,\beta} \frac{v}{(v)^2}w^2(\alpha, \beta),
\]
for some constant \( A_{\alpha,\beta} \) depending on \( \alpha, \beta, k, \gamma \). Then we can apply the space-velocity weight \( e^{\frac{\pm A_{\alpha,\beta}}{(v)^2}} \).

To the end of this section, we will assume
\[
\|\phi\|_{L^\infty_v} \leq C < +\infty, \quad \|\psi\|_{L^\infty_v} \leq C < +\infty.
\]
and hence,
\[
\|e^{\frac{\pm A_{\alpha,\beta}}{(v)^2}}\| \leq C < \infty, \quad \|e^{\frac{\pm A_{\alpha,\beta}}{(v)^2}}\| \leq C < \infty.
\]

**Lemma 2.18.** Suppose that \(-3 \leq \gamma \leq 1 \) for Landau case and \(-3 < \gamma \leq 1 \) for Boltzmann case. For \( |\alpha| + |\beta| \leq 2 \) and any functions \( f_\pm \), for any function \( \phi \) satisfies \((2.30)\), we have
\[
\left| (v \nabla_x \partial_\beta^0 f_\pm, e^{\frac{\pm A_{\alpha,\beta}}{(v)^2}} \partial_\beta^0 f_\pm w^2(\alpha, \beta) \right|_{L^2_{x,v}} \leq \|\nabla_x \phi\|_{H^1_x} \|f\|_{L^2_{x,v}},
\]
and for \(|\beta| > 0\),
\[
\sum_{|\beta_1| = 1} |(\partial_{\beta_1} v \nabla_x \partial_{-\beta_1} \partial_\beta^0 f_\pm w^2(\alpha, \beta))|_{L^2_{x,v}} \leq C \sum_{|\beta_2| = |\beta| - 1} \|\partial_{\beta_2} f w(\alpha_2, \beta_2)\|_{L^2_{x,v}} \|\partial_{\beta} f w(\alpha, \beta)\|_{L^2_{x,v}}.
\]
For \(|\alpha| \geq 1\), we have
\[
\left| (\nabla_x \partial_\alpha^0 \phi \cdot \nabla_v \partial_{\alpha} \partial_{\beta}^0 f, e^{\frac{\pm A_{\alpha,\beta}}{(v)^2}} \partial_\beta^0 f w^2(\alpha, \beta)) \right|_{L^2_{x,v}} \leq \|\nabla_x \phi\|_{H^1_x} \|f\|_{L^2_{x,v}},
\]
where \( A_{\alpha,\beta} \) is given by \((2.29)\), for some constant \( C_0 > 0 \) for both Landau and Boltzmann case.
Proof. For (2.32), taking integration by parts with respect to $\nabla_x$, we have

$$
(v \cdot \nabla_x \partial^\alpha_\beta f_{\pm}, e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta \partial^\alpha_\beta f w^2(\alpha, \beta))_{L^2_x, v} + \int_{\Omega} \int_{\mathbb{R}^3} v \cdot n(x)(e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f_{\pm}(v, \alpha, \beta))^2 \, d\sigma(x)
$$

For the torus case, the right hand side is equal to zero. For the case of union of cubes, we apply Lemma 2.14 to obtain $|\partial^\alpha_\beta f_{\pm}(v)| = |\partial^\alpha_\beta f_{\pm}(R_x v)|$ for $x \in \partial \Omega$ and $R_x$ is given by (1.11). Thus, by change of variable $v \mapsto R_x v$,

$$
\int_{\Omega} \int_{\mathbb{R}^3} v \cdot n(x)(e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f_{\pm}(v, \alpha, \beta))^2 \, d\sigma(x)
$$

where $R_x v \cdot n(x) = -v \cdot n(x)$. Taking integration by parts with respect to $\nabla_x$ and using (2.29), we have

$$
\int_{\Omega} \int_{\mathbb{R}^3} v \cdot n(x)(e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f_{\pm}(v, \alpha, \beta))^2 \, d\sigma(x)
$$

Notice $|\frac{v}{v^3}| \leq |v|$ for $-3 \leq \gamma \leq 1$ and taking summation of the above two estimates, we have

$$
\left| \left( v \cdot \nabla_x \partial^\alpha_\beta f_{\pm}, e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f w^2(\alpha, \beta) \right)_{L^2_x, v} \right| \leq \left( \left( v \cdot \nabla_x \partial^\alpha_\beta f_{\pm}, e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f w^2(\alpha, \beta) \right)_{L^2_x, v} \right)
$$

This yields (2.32). Here we used the fact (2.30) and its consequence (2.31).

Notice that $\partial_i v \cdot \nabla_x \partial^\alpha_{\beta-e_i} f = \partial^\alpha_{\beta-e_i} f, \forall i = 1, 2, 3$, where $e_i$ is the unit vector with $i$-th component being 1. Then (2.33) follows from (2.24) and (2.31).

When $1 \leq |\alpha| \leq 2$, we have

$$
\left( v \cdot \nabla_x \partial^\alpha_\beta f_{\pm}, e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f w^2(\alpha, \beta) \right)_{L^2_x, v} \leq \left( \left( v \cdot \nabla_x \partial^\alpha_\beta f_{\pm}, e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f w^2(\alpha, \beta) \right)_{L^2_x, v} \right)
$$

For the Boltzmann case, by (2.25) and (2.9), we have for $|\alpha| = 1$ that

$$
\left( \left( v \cdot \nabla_x \partial^\alpha_\beta f_{\pm}, e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f w^2(\alpha, \beta) \right)_{L^2_x, v} \right)
$$

For the Landau case, by (2.23) we have

$$
\left( \left( v \cdot \nabla_x \partial^\alpha_\beta f_{\pm}, e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f w^2(\alpha, \beta) \right)_{L^2_x, v} \right)
$$

Next, we compute the linear part for the Poisson term.

**Lemma 2.19.** For $|\alpha| + |\beta| \leq 2$, any functions $f_{\pm}, \phi$ satisfying (1.3) and any $\psi$ satisfies (2.30), there exists $C_k > 0$ such that

$$
|\partial^\alpha_\beta \left( \nabla_x \phi \cdot \nabla \psi \right), e^{\frac{\mathbf{A}_Q}{2v^2}} \nabla_x \partial^\alpha_\beta f w^2(\alpha, \beta) \right)_{L^2_x, v} | \leq C_k \| \nabla_x \psi \|_{H^2} \| f \|_{H^2_{x, v}}.
$$

When $|\beta| = 0$, there exists some $C_\alpha > 0$, such that
\[
\sum_{\pm} \pm(\partial^\alpha \nabla_x \phi \cdot v \mu, e^{\frac{\pm A_{\alpha, \beta}}{2}} \partial^\alpha f_{\pm} w^2(\alpha, \beta))_{L^2_v} \geq C_\alpha \partial^\alpha \nabla_x \phi \|L^2_v \|_{L^2_v}^2 - C\|\partial^\alpha \nabla_x \phi \|L^2_v \|\nabla_x \psi \|H^1_v \|f\|_{Y_1}.
\]

\textbf{Proof.} From integration by parts about \( \partial^\beta \), we have
\[
(\partial^\alpha \gamma (\nabla_x \phi \cdot v \mu), e^{\frac{\pm A_{\alpha, \beta}}{2}} \partial^\alpha f w^2(\alpha, \beta))_{L^2_x} = (\nabla_x \partial^\alpha \phi \cdot \partial \beta (v \mu) w^2(\alpha, \beta), e^{\frac{\pm A_{\alpha, \beta}}{2}} \partial^\beta f)_{L^2_x} = ((-1)^{\beta} \nabla_x \partial^\alpha \phi \cdot \partial \beta (v \mu) e^{\frac{\pm A_{\alpha, \beta}}{2}} w^2(\alpha, \beta), \partial^\alpha f)_{L^2_x}.
\]

By Fourier transform, Cauchy-Schwarz inequality, and using the exponential decay of \( \mu \), it is direct to show that (2.39) is bounded by
\[
\|\nabla_x \partial^\alpha \phi \|L^2_v \| \int \partial^\alpha f \partial \beta (v \mu) e^{\frac{\pm A_{\alpha, \beta}}{2}} w^2(\alpha, \beta) \|dv \|L^2_v \| \leq \|\nabla_x \phi \|H^1_v \|f\|_{Y_1}.
\]

When \( \beta = 0 \), we temporarily define the projection
\[
Pf = \left( \int_{\mathbb{R}^3} f(u) \, du + v \cdot \int_{\mathbb{R}^3} uf(u) \, du + \|v\|^2 - 3 \right) \int_{\mathbb{R}^3} \frac{|v|^2 - 3}{6} f(u) \, du.
\]

Then we split \( e^{\frac{\pm A_{\alpha, \beta}}{2}} \) = 1 + \( e^{\frac{\pm A_{\alpha, \beta}}{2}} \) = 1 and \( f_{\pm} = Pf + (I - P)f \) to obtain
\[
\pm (\partial^\alpha \nabla_x \phi \cdot v \mu, e^{\frac{\pm A_{\alpha, \beta}}{2}} w^2(\alpha, 0) \partial^\alpha f_{\pm})_{L^2_v} = \pm (\partial^\alpha \nabla_x \phi \cdot v \mu, w^2(\alpha, 0) P \partial^\alpha f_{\pm})_{L^2_v}.
\]

Then one can check that
\[
(I - P)f_{\pm} = (I - P)\{I_{\pm} - P_{\pm}\} f.
\]

For the first right hand term of (2.40), we have from (1.7) and (1.3) that
\[
\sum_{\pm} \pm(\partial^\alpha \nabla_x \phi \cdot v \mu, w^2(\alpha, 0) P \partial^\alpha f_{\pm})_{L^2_v} = \sum_{i=1}^{3} \left( \partial^\alpha \nabla_x \phi \cdot v \mu, w^2(\alpha, 0) v_i \mu \int_{\mathbb{R}^3} \frac{1}{2} \psi \partial^\alpha (f_+ - f_-) (v') \, dv' \right)_{L^2_v} = 2C_\alpha \int_{\Omega} \int_{\mathbb{R}^3} \nabla_x \partial^\alpha \phi \cdot v \partial^\alpha (f_+ - f_-) (v) \, dx \, dv = -2C_\alpha \int_{\Omega} \int_{\mathbb{R}^3} v \partial^\alpha (f_+ - f_-) (v) \, dx \, dv.
\]

for some constant \( C_{\alpha, \beta} \) depending only on \( \alpha, \beta \). Here we can directly take integration by parts for the case of torus. When \( \Omega \) is the union of cubes, we need to verify the zero boundary values as the following. Fix \( i = 1, 2, 3 \). If \( \alpha_i = 1 \), then \( \partial_{x_i} \phi = 0 \) on \( \Gamma_i \). If \( \alpha_i = 0, 2 \), then by Lemma 2.14 and change of variable \( v \mapsto R_x v \), we have on \( \Gamma_i \) that
\[
\int_{\mathbb{R}^3} v_i \partial^\alpha (f_+ - f_-) (v) \, dv = \int_{\mathbb{R}^3} (R_x v) \partial^\alpha (f_+ - f_-) (R_x v) \, dv = - \int_{\mathbb{R}^3} v_i \partial^\alpha (f_+ - f_-) (v) \, dv = 0.
\]

Note that tangent derivatives don’t affect the zero boundary values. This completes the integration by parts in (2.42). For the second right hand term of (2.40), noticing exponentially velocity decay in \( \mu \) and using (2.41), we estimate it by
\[
\left| (\partial^\alpha \nabla_x \phi \cdot v \mu, w^2(\alpha, \beta) (I - P) \partial^\alpha f_{\pm})_{L^2_v} \right| \leq \|\partial^\alpha \nabla_x \phi \|L^2_v \|\partial^\alpha \{I_{\pm} - P_{\pm}\} \|f\|_{L^2_v}.
\]

For the third term in (2.40), noticing \( e^{\frac{\pm A_{\alpha, \beta}}{2}} - 1 \) \( \leq A_{\alpha, \beta} \|\psi\|_{L^\infty} \leq A_{\alpha, \beta} \|\nabla_x \psi\|_{H^1_v} \), we have
\[
\left| (\partial^\alpha \nabla_x \phi \cdot v \mu, (e^{\frac{\pm A_{\alpha, \beta}}{2}} - 1) w^2(\alpha, \beta) \partial^\alpha f_{\pm})_{L^2_v} \right| \leq \|\partial^\alpha \nabla_x \phi \|L^2_v \|\nabla_x \psi\|_{H^1_v} \|f\|_{Y_1}.
\]

The above four estimates imply (2.38) and we conclude Lemma 2.19.

\[ \square \]

In [8], one only needs to compute \( x \) derivative term, but for our Vlasov-Poisson system we also need estimates about \( v \) derivative term.
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Lemma 2.20. Suppose that $\gamma \in (-3, 1], s \in (0, 1), \gamma + 2s > -1$ for Boltzmann case and $\gamma \in [-3, 1]$ for Landau case. For any $|\alpha| \geq 0, |\beta| \leq 2, k \geq 7,$ there exist constants $C_k > 0$ such that, for any functions $f, g, \psi,$ we have for the Boltzmann case,
\[
|\partial^\alpha_\beta Q(f, \mu), (\partial^\alpha_\beta gw^2(\alpha, \beta))|_{L^2_{x,v}} \leq \|b(\cos \theta) \sin^k_{\frac{2}{2}k} \| L^2_k \| \partial^\alpha_\beta g \|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}} + C_k \| \partial^\alpha_\beta f(\alpha, \beta)\|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}} + C_k \sum_{\beta_1 < \beta} \| \partial^\alpha_\beta f(\alpha, \beta_1)\|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}},
\]
and for the Landau case,
\[
|\partial^\alpha_\beta Q(f, \mu), (\partial^\alpha_\beta gw^2(\alpha, \beta))|_{L^2_{x,v}} \leq C_k \sum_{\beta_1 \leq \beta} \| \partial^\alpha_\beta f\|_{L^2_{x,v}} \| \partial^\alpha_\beta g\|_{L^2_{x,v}}.
\]
Proof. For both cases, it's easily seen that
\[
|\partial^\alpha_\beta Q(f, \mu), (\partial^\alpha_\beta gw^2(\alpha, \beta))|_{L^2_{x,v}} = \sum_{\alpha_1 \leq \alpha} (Q(\partial^\alpha_\beta f, \partial_{\beta-\beta_1} \mu), (\partial^\alpha_\beta gw^2(\alpha, \beta))|_{L^2_{x,v}}.
\]
For the Boltzmann case, we split it into two cases: $\beta_1 = \beta$ and $\beta_1 < \beta.$ For the case $\beta_1 = \beta,$ by (2.10) and integration about $x,$ we have
\[
|\langle Q(\partial^\alpha_\beta f, \mu), (\partial^\alpha_\beta gw^2(\alpha, \beta))\rangle_{L^2_{x,v}}| \leq \|b(\cos \theta) \sin^k_{\frac{2}{2}k} \| L^2_k \| \partial^\alpha_\beta g \|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}} + C_k \| \partial^\alpha_\beta f(\alpha, \beta)\|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}} + C_k \sum_{\beta_1 < \beta} \| \partial^\alpha_\beta f(\alpha, \beta_1)\|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}}.
\]
Notice that
\[
|e^{\frac{1}{(\cos \theta)} - 1}| \leq A_{\alpha, \beta} \| \psi \|_{L^\infty_{x,v}}^{-1} \| \nabla_x \|_{H^1_{x,v}}^{-2} \leq A_{\alpha, \beta} \| \nabla_x \|_{H^1_{x,v}}^{-2}.
\]
By (2.11) we have
\[
|\langle Q(\partial^\alpha_\beta f, \mu), (\partial^\alpha_\beta gw^2(\alpha, \beta))\rangle_{L^2_{x,v}}| \leq C_k \| \partial^\alpha_\beta f(\alpha, \beta)\|_{L^2_{x,v}} \| (e^{\frac{1}{(\cos \theta)} - 1}) \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}} \leq C_k \| \partial^\alpha_\beta f(\alpha, \beta)\|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}} + C_k \sum_{\beta_1 < \beta} \| \partial^\alpha_\beta f(\alpha, \beta_1)\|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}}.
\]
For $\beta_1 < \beta,$ by (2.11), (2.31) and integration about $x,$ we have
\[
|\langle Q(\partial^\alpha_\beta f, \partial_{\beta-\beta_1} \mu), (\partial^\alpha_\beta gw^2(\alpha, \beta))\rangle_{L^2_{x,v}}| \leq C_k \sum_{\beta_1 < \beta} \| \partial^\alpha_\beta f(\alpha, \beta)\|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}}.
\]
So the proof for the Boltzmann case is completed by gathering the three terms. The Landau case can be proved similarly by taking integration in (2.15).

The next two coercive estimates play a key role. For the Boltzmann case, we have the following.

Lemma 2.21. Remind $\| \cdot \|_{L^2_{x,v}}$ is given in (2.10). Suppose that $-3 < \gamma < 1, s \in (0, 1), \gamma + 2s > -1$ and $k \geq 14.$ For any function $f, g,$ let $G = \mu + g \geq 0$ satisfies $\|G\|_{L^1} \geq A_1, \|G\|_{L^2} + \|G\|_{L^{\log}L} \leq A_3$ for some generic constants $A_1, A_2.$ Then for $Q$ as the Boltzmann collision operator, and any $|\alpha| + |\beta| \leq 2,$
\[
|\partial^\alpha_\beta Q(\mu + g, f), (\partial^\alpha_\beta f w^2(\alpha, \beta))|_{L^2_{x,v}} \leq \frac{1}{8} \|b(\cos \theta) \sin^k_{\frac{2}{2}k} \| L^2_k \| \partial^\alpha_\beta f \|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{L^2_{x,v}} + C_k \| \mu \|_{H^2_{x,v}} \| \nabla_x \|_{H^1_{x,v}} + C_k \| \mu \|_{H^2_{x,v}} \| \nabla_x \|_{H^1_{x,v}} + C_k \| \partial^\alpha_\beta f \|_{L^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{H^2_{x,v}} + C_k \sum_{\beta_1 < \beta} \| \partial^\alpha_\beta f(\alpha, \beta_1)\|_{H^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{H^2_{x,v}}.
\]
for some constants $\gamma_1, C_k > 0.$ Moreover, suppose $\psi$ satisfies (2.30), we have
\[
|\langle Q(\partial^\alpha_\beta Q(f, g), (\partial^\alpha_\beta gw^2(\alpha, \beta))\rangle_{L^2_{x,v}}| \leq C_k \| \mu \|_{H^2_{x,v}} \| \nabla_x \|_{H^1_{x,v}} \| \mu \|_{H^2_{x,v}} \| \nabla_x \|_{H^1_{x,v}} + C_k \| \mu \|_{H^2_{x,v}} \| \nabla_x \|_{H^1_{x,v}} \| \mu \|_{H^2_{x,v}} \| \nabla_x \|_{H^1_{x,v}} + C_k \sum_{\beta_1 < \beta} \| \partial^\alpha_\beta f(\alpha, \beta_1)\|_{H^2_{x,v}} \| \partial^\alpha_\beta gw(\alpha, \beta)\|_{H^2_{x,v}}.
\]
and
\[ \left| \left( \partial_3^\alpha Q(g, f), \partial_3^\beta h^2(\alpha, \beta) \right)_{L^2_y} \right| + \left| \left( \partial_3^\alpha Q(g, f), e^{\frac{4\mu}{(v)^2}} \partial_3^\beta h^2(\alpha, \beta) \right)_{L^2_y} \right| \leq C_k \|v\|^{14} \|H_{32}\| \min \{\|v\|^{24} \|Y_h\|, \|f\| \|v\| \|Y_h\| \} + C_k \|v\|^{14} \|H_{32}\| \|g\| \|Y_h\|. \quad (2.46) \]

**Remark 2.22.** By assuming \( \|g\|_{L^4_1} \) small, we can check \( \|G\|_{L^4_1} = \|\mu + g\|_{L^4_1} \) \( \geq A_1 \) to apply Lemma 2.21.

**Proof.** First we have \( \left( \partial_3^\alpha Q(G, f), \partial_3^\beta f \omega^2(\alpha, \beta) \right)_{L^2_y} = \sum_{\alpha_1 \leq \alpha, \beta_1 \leq \beta} (Q(\partial_3^\alpha G, \partial_3^{\beta_1} f), \partial_3^{\beta - \beta_1} f, \partial_3^\alpha f \omega^2(\alpha, \beta))_{L^2_y}. \)

We split it into several cases. For \( \alpha_1 = \beta_1 = 0 \), after integrating about \( x \) in Theorem 2.8, we have

\[
\left( (Q(G, \partial_3^\alpha f), \partial_3^\beta f \omega^2(\alpha, \beta))_{L^2_y} \right) \leq -\frac{1}{8} \|b(\cos \theta)\| \sin^2 \left( \frac{\theta}{2} \right) \|L_k \partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y}^2 \leq \gamma_1 \|\partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y}^2 + C_k \|\partial_3^\alpha f\|_{L^2_y}^2 + C_k \|g\|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} dx. \]

For the case \( |\beta_1| > 0, \alpha_1 = 0 \), using \( \partial_3^\alpha G = \partial_3^\alpha \mu + \partial_3^\alpha g \), we split it into two parts. By (2.22), if \( |\beta_1| > 0 \), we have \( w(\alpha, \beta)(\text{v}^{2k}) \leq w(\alpha, \beta - \beta_1) \). Then by Corollary 2.5, we have

\[
\left( (Q(\partial_3^\alpha G, \partial_3^{\beta - \beta_1} f), \partial_3^\beta f \omega^2(\alpha, \beta))_{L^2_y} \right) \leq C_k \|\partial_3^{\beta - \beta_1} f \omega^2(\alpha, \beta)\|_{L^2_y} \|\partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} \|H_{32}\| \|w\|_{L^2_y} \|H_{32}\| \|g\|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} dx. \]

By Lemma 2.10, we have

\[
\left( (Q(\partial_3^\alpha g, \partial_3^{\beta - \beta_1} f), \partial_3^\beta f \omega^2(\alpha, \beta))_{L^2_y} \right) \leq \int \frac{C_k \|\partial_3^{\beta - \beta_1} f \omega^2(\alpha, \beta)\|_{L^2_y} \|\partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} \|H_{32}\| \|w\|_{L^2_y} \|H_{32}\| \|g\|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} dx. \]

Gathering all the terms, we have

\[
\begin{aligned}
&\left( (Q(\partial_3^\alpha G + \mu \ast g, f), \partial_3^\beta f \omega^2(\alpha, \beta))_{L^2_y} \right) \leq -\frac{1}{8} \|b(\cos \theta)\| \sin^2 \left( \frac{\theta}{2} \right) \|L_k \partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y}^2 \\
&- \gamma_1 \|\partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y}^2 + C_k \|\partial_3^\alpha f\|_{L^2_y}^2 + C_k \sum_{\alpha_1 \leq |\beta|} \|\partial_3^{\beta - \beta_1} f \|_{L^2_y} \|\partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} \|H_{32}\| \|w\|_{L^2_y} \|H_{32}\| \|g\|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} dx. \\
&+ C_k \int \sum_{\alpha_1 \leq |\beta| \leq \beta} \|\partial_3^{\beta - \beta_1} f \omega^2(\alpha, \beta)\|_{H_{32}} \|\partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} \|g\|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{H_{32}} dx \\
&+ C_k \int \sum_{\alpha_1 \leq |\beta| \leq |\beta_1| > 0} \|\partial_3^{\beta - \beta_1} f \omega^2(\alpha, \beta)\|_{H_{32}} \|\partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{L^2_y} \|g\|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{H_{32}} dx. \quad (2.47)
\end{aligned}
\]

Now we only need to prove that

\[
\int \|g\|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{H_{32}} dx \lesssim \|v\|^{14} \|g\|_{H_{32}} \|f\|_{L^2_y}^2, \quad (2.48)
\]

and for all \( \alpha_1 \leq \alpha, \beta_1 \leq \beta, |\alpha_1| + |\beta_1| > 0 \),

\[
\int \|\partial_3^{\alpha_1} g \|_{L^2_y} \|\partial_3^{\beta - \beta_1} f \omega^2(\alpha, \beta)\|_{H_{32}} \|\partial_3^\alpha g \|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{H_{32}} dx \lesssim \|v\|^{14} \|g\|_{H_{32}} \|f\|_{L^2_y}^2. \quad (2.49)
\]

The fifth term on the right-hand side of (2.47) follows similarly by changing the order \( f \) and \( g \). First, for the case \( |\alpha_1| = |\beta_1| = 0 \), we have

\[
\int \|g\|_{L^2_y} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{H_{32}} dx \lesssim \|g\|_{H_{32}} \|\partial_3^\beta f \omega^2(\alpha, \beta)\|_{H_{32}} \lesssim \|v\|^{14} \|g\|_{H_{32}} \|f\|_{L^2_y}^2.
\]
This gives \((2.48)\). For \((2.49)\), we split it into two cases: \(|\alpha_1| + |\beta_1| = 1\) and \(|\alpha_1| + |\beta_1| = 2\). For the case \(|\alpha_1| + |\beta_1| = 1\), by \(\|fg\|_{L^2} \leq \|f\|_{L^2}\|g\|_{L^2}\), we have

\[
\int_{Q} \|\partial_{\beta_1}^\alpha g\|_{L^2} \|\partial_{\beta_1}^{-\alpha} f w(\alpha, \beta)\|_{H^{\gamma/2}_{L^2}} \|\partial_{\beta_1}^\alpha f w(\alpha, \beta)\|_{H^{\gamma/2}_{L^2}} \, dx \\
\leq \|\partial_{\beta_1}^\alpha g\|_{L^2} \|\partial_{\beta_1}^{-\alpha} f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \|\partial_{\beta_1}^\alpha f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \tag{2.50}
\]

We again split it into two parts \(|\alpha| + |\beta| = 1\) and \(|\alpha| + |\beta| = 2\). For the case \(|\alpha_1| + |\beta_1| = |\alpha| + |\beta| = 1\), we have \(|\alpha - \alpha_1| = |\beta - \beta_1| = 0\). Then by \((2.8)\) and \((2.26)\), we have

\[
\|fw(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \leq \|fw(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} + \|fw(1, 0)\|_{L^2 H^{\gamma/2}_{L^2}} \lesssim \|f\|_{Y_k}.
\]

We then consider the case \(|\alpha_1| + |\beta_1| = 1\), \(|\alpha| + |\beta| = 2\). This time we have \(|\alpha - \alpha_1| = 1\), \(|\beta - \beta_1| = 0\) or \(|\alpha - \alpha_1| = 0\), \(|\beta - \beta_1| = 1\). For the first case, by \((2.27)\),

\[
\|\partial_{\beta_1}^{-\alpha} f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \leq \|fw(1, 0)\|_{H^{\gamma/2}_{L^2}} + \|fw(2, 0)\|_{H^{\gamma/2}_{L^2}} \lesssim \|f\|_{Y_k}.
\]

For the second case, \(|\beta| \geq 1\) and by \((2.27)\), we obtain

\[
\|\partial_{\beta_1}^{-\alpha} f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \leq \|fw(1, 0)\|_{H^{\gamma/2}_{L^2}} + \|fw(1, 0)\|_{H^{\gamma/2}_{L^2}} \lesssim \|f\|_{Y_k}.
\]

By \((2.7)\) with suitable \(k\) and \((2.28)\), we have

\[
\|fw(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \leq \|fw(1, 0)\|_{H^{\gamma/2}_{L^2}} + \|fw(2, 0)\|_{H^{\gamma/2}_{L^2}} \lesssim \|f\|_{Y_k}.
\]

These estimates imply \((2.49)\). Substituting \((2.48)\) and \((2.49)\) into \((2.47)\), we obtain \((2.44)\). For \((2.45)\), by \((2.13)\) and \((2.43)\), we have

\[
\left| (\partial_{\beta_1}^\alpha Q(g, f), (e^{-\frac{\Lambda_{\alpha_1} s^w}{(\alpha + s^w)} - 1}) \partial_{\beta_1}^\alpha hw^2(\alpha, \beta)) \right|_{L^2_{x,w}} \lesssim \sum_{\alpha_1 \leq \alpha_1 \leq \beta_1 \leq \beta} \min \left\{ \|\partial_{\beta_1}^\alpha g\|_{L^2_{x,w}} \|\partial_{\beta_1}^{-\alpha_1} f w(\alpha, \beta)\|_{H^{\gamma/2}_{L^2}} \left( e^{\frac{\Lambda_{\alpha_1} s^w}{(\alpha + s^w)} - 1} \right) \|\partial_{\beta_1}^\alpha f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \right\} \\
+ \left\| \|\partial_{\beta_1}^\alpha g\|_{L^2_{x,w}} \|\partial_{\beta_1}^{-\alpha} f w(\alpha, \beta)\|_{H^{\gamma/2}_{L^2}} \|\partial_{\beta_1}^\alpha f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \|\partial_{\beta_1}^\alpha hw(\alpha, \beta)\|_{H^{\gamma/2}_{L^2}} \right\} \\
+ \left\| \|\partial_{\beta_1}^\alpha g\|_{L^2_{x,w}} \|\partial_{\beta_1}^{-\alpha} f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \|\partial_{\beta_1}^\alpha hw(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \right\}. \tag{2.52}
\]

Applying \(L^\infty - L^2\) and \(L^3 - L^6\) Hölder’s inequality and using the first term in the minimum, the first right-hand term of \((2.52)\) can be estimated as

\[
\left( \sum_{|\alpha_1| + |\beta_1| = 0} \|\partial_{\beta_1}^\alpha g\|_{L^2_{x,w}} \|\partial_{\beta_1}^{-\alpha_1} f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} + \sum_{|\alpha_1| + |\beta_1| = 1} \|\partial_{\beta_1}^\alpha g\|_{L^2_{x,w}} \|\partial_{\beta_1}^{-\alpha_1} f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \\
+ \sum_{|\alpha_1| + |\beta_1| = 2} \|\partial_{\beta_1}^\alpha g\|_{L^2_{x,w}} \|\partial_{\beta_1}^{-\alpha_1} f w(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \right) \Lambda_{\alpha, \beta} \|\nabla_x \psi\|_{H^1} \|\partial_{\beta_1}^\alpha hw(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \lesssim \|\langle v \rangle^{14} g\|_{H^2_{x,w}} \|\nabla_x \psi\|_{H^1} \|\psi\|_{Y_k} \|\partial_{\beta_1}^\alpha hw(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}}. \tag{2.53}
\]

The second right-hand term of \((2.52)\) can be estimated similarly and then we deduce that

\[
\left| (\partial_{\beta_1}^\alpha Q(g, f), (e^{-\frac{\Lambda_{\alpha_1} s^w}{(\alpha + s^w)} - 1}) \partial_{\beta_1}^\alpha hw^2(\alpha, \beta)) \right|_{L^2_{x,w}} \lesssim \|\langle v \rangle^{14} g\|_{H^2_{x,w}} \|\nabla_x \psi\|_{H^1} \|\psi\|_{Y_k} \|\partial_{\beta_1}^\alpha hw(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}} \\
+ \|\langle v \rangle^{14} f\|_{H^2_{x,w}} \|\nabla_x \psi\|_{H^1} \|\psi\|_{Y_k} \|\partial_{\beta_1}^\alpha hw(\alpha, \beta)\|_{L^2 H^{\gamma/2}_{L^2}}.
\]

The proof of \((2.46)\) is similar by replacing the term \((e^{\frac{\Lambda_{\alpha_1} s^w}{(\alpha + s^w)} - 1})\) by 1 and \(e^{\frac{\Lambda_{\alpha_1} s^w}{(\alpha + s^w)}}\). Note that we keep the minimum in \((2.52)\) this time, and the proof is omitted for brevity. Thus Lemma 2.21 is proved. \(\square\)

We can also prove a similar result for the Landau case.
Lemma 2.23. Let $-3 \leq \gamma \leq 1$, $Q$ be the Landau collision operator and $k \geq 7$. There exists a constant $C_k > 0$ such that for any function $f, g, h$, and any function $\psi$ satisfies (2.30), we have the following.

(1) For any $|\alpha| + |\beta| \leq 2$,
\[
\begin{aligned}
(\partial_\beta^2 Q(\mu, f), \partial_\beta^2 f w^2(\alpha, \beta)) &\leq -\gamma_1 \|\partial_\beta^2 f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}}^2 + C_k \|\partial_\beta^3 f h\|_{L^2_{\beta} L^2_{\beta}}^2 \\
&+ C_k \sum_{\beta_1 < \beta} \|\partial_{\beta_1} \partial_\beta h w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}}.
\end{aligned}
\] (2.54)

(2) Remind the norm $\|\cdot\|_{Y_1}$ is given in (1.20). For any $|\alpha| + |\beta| \leq 2$, we have
\[
\|\partial_\beta^2 Q(g, f), \partial_\beta^2 f w^2(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} \leq C_k \|g(v)^7\|_{H^2_{\beta}} \|f\|_{Y_1},
\] (2.55)
\[
|\partial_\beta^3 Q(g, f), (e^{-\alpha \beta v (\cdot) - 1} \partial_\beta h w^2(\alpha, \beta))_{L^2_{\beta} L^2_{\beta}}| \leq C_k \|g(v)^7\|_{H^2_{\beta}} \|\nabla v\|_{H^2_{\beta}} \|f\|_{Y_1} h, \] (2.56)
and
\[
|\{\partial_\beta^3 Q(g, f), \partial_\beta^3 h w(\alpha, \beta)\}_{L^2_{\beta} L^2_{\beta}}| + |\{\partial_\beta^3 Q(g, f), e^{-\alpha \beta v (\cdot) - 1} \partial_\beta h w^2(\alpha, \beta)\}_{L^2_{\beta} L^2_{\beta}}| \\ \leq C_k \|g(v)^7\|_{H^2_{\beta}} \min\{\|f\|_{Y_1} h, \|f\|_{Y_1}\}.
\] (2.57)

Proof. Notice that $(\partial_\beta^2 Q(\mu, f), \partial_\beta^2 f w^2(\alpha, \beta))_{L^2_{\beta} L^2_{\beta}} = \sum_{\alpha_1 \leq \alpha, \beta_1 \leq \beta} (Q(\partial_{\beta_1} \mu, \partial_{\beta_1}^2 f), \partial_\beta^2 f w(\alpha, \beta))_{L^2_{\beta} L^2_{\beta}}$. We split it into two cases: $\beta_1 = 0$ and $|\beta_1| > 0$. If $\beta_1 = 0$, after integrating about $x$ in (2.16), we have
\[
\begin{aligned}
(\mu, \partial_\beta^2 f), \partial_\beta^2 f w^2(\alpha, \beta))_{L^2_{\beta} L^2_{\beta}} &\leq -\gamma_1 \|\partial_\beta^2 f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} + C_k \|\partial_\beta^2 f\|_{l^2_{\beta} L^2_{\beta}}.
\end{aligned}
\] For the case $|\beta_1| > 0$, by (2.23), $w(\alpha, \beta)(v) \leq w(\alpha, \beta - \beta_1)$. Then by Lemma 2.12 we have
\[
\begin{aligned}
|\{\partial_{\beta_1} \mu, \partial_{\beta_1}^2 f, \partial_\beta^2 f w(\alpha, \beta)\}_{L^2_{\beta} L^2_{\beta}} &\leq C_k \|\partial_{\beta_1} \partial_{\beta_1}^2 f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}}, \|\partial_{\beta_1}^3 g w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} \\
&\leq C_k \|\partial_{\beta_1}^2 \partial_{\beta_1}^2 f w(\alpha, \beta - \beta_1)\|_{L^2_{\beta} L^2_{\beta} L^2_{\beta}}, \|\partial_{\beta_1}^3 g w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta} L^2_{\beta}}.
\end{aligned}
\]
So (2.54) is thus finished by gathering the above two terms together. Next, for (2.55), notice that
\[
\begin{aligned}
(\partial_\beta^3 Q(g, f), \partial_\beta^3 f w^2(\alpha, \beta))_{L^2_{\beta} L^2_{\beta}} &\leq \sum_{\alpha_1 \leq \alpha, \beta_1 \leq \beta} (Q(\partial_{\beta_1}^2 \mu, \partial_{\beta_1}^2 g, \partial_{\beta_1}^3 f w^2(\alpha, \beta))_{L^2_{\beta} L^2_{\beta}}.
\end{aligned}
\]
We again split it into two cases: $|\alpha_1| = |\beta_1| = 0$ and $|\alpha_1| + |\beta_1| > 0$. For the case $|\alpha_1| = |\beta_1| = 0$, by (2.17) and (2.43), we have
\[
|\{\partial_{\beta_1}^3 g, \partial_{\beta_1}^3 f w^2(\alpha, \beta)\}_{L^2_{\beta} L^2_{\beta}}| \leq \int_{\Omega} C_k \|g\|_{L^2_{\beta} L^2_{\beta}} \{e^{-\alpha \beta v (\cdot) - 1}\} \|\partial_\beta^2 f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}}^2 dx \\
\leq C_k \|g\|_{L^2_{\beta} L^2_{\beta}} \|\nabla v\|_{H^2_{\beta}} \|\partial_\beta^2 f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} \leq C_k \|g(v)^7\|_{H^2_{\beta}} \|\nabla v\|_{H^2_{\beta}} \|f\|_{Y_1}.
\]
For $\alpha_1 \leq \alpha, \beta_1 \leq \beta$, $|\alpha_1| + |\beta_1| > 0$, by (2.17), we have
\[
|\{\partial_{\beta_1}^2 g, \partial_{\beta_1}^2 f w^2(\alpha, \beta)\}_{L^2_{\beta} L^2_{\beta}}| \leq \int_{\Omega} C_k \|\partial_{\beta_1}^2 g\|_{L^2_{\beta} L^2_{\beta}} \|\partial_{\beta_1}^2 \partial_{\beta_1}^2 f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} dx.
\]
We split it into two cases, $|\alpha_1| + |\beta_1| = 1$ and $|\alpha_1| + |\beta_1| = 2$. For the case $|\alpha_1| + |\beta_1| = 1$, by $\|f\|_{L^2_{\beta} L^2_{\beta}} \leq \|f\|_{L^2_{\beta} L^2_{\beta}}$ and similarly as (2.50), we have
\[
\int_{\Omega} \|\partial_{\beta_1}^2 g\|_{L^2_{\beta} L^2_{\beta}} \|\partial_{\beta_1}^2 \partial_{\beta_1}^2 f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} dx \leq \|\partial_\beta f\|_{L^2_{\beta} L^2_{\beta}} \|\partial_{\beta_1}^2 \partial_{\beta_1}^2 f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} \|f\|_{Y_1}.
\]
We again split it into two parts $|\alpha| + |\beta| = 1$ and $|\alpha| + |\beta| = 2$. For the case $|\alpha| + |\beta| = 2$, either $|\alpha - \alpha_1| = 1, |\beta - \beta_1| = 0$ or $|\alpha - \alpha_1| = 0, |\beta - \beta_1| = 1$. For the first case, by (2.27) and (2.8), we have
\[
\|\partial_{\beta - \beta_1} f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} \leq \|w(0)\|_{L^2_{\beta} L^2_{\beta}} + \|w(1)\|_{H^2_{\beta} L^2_{\beta}} \leq \|f\|_{Y_1}.
\]
For the second case, this time $|\beta| \geq 1$. By (2.27) and (2.8), we have
\[
\|\partial_{\beta - \beta_1} f w(\alpha, \beta)\|_{L^2_{\beta} L^2_{\beta}} \leq \|\nabla w(0, 1)\|_{L^2_{\beta} L^2_{\beta}} + \|\nabla w(1, 1)\|_{H^2_{\beta} L^2_{\beta}} \leq \|f\|_{Y_1}.
\]
For the case $|\alpha_1| + |\beta_1| = 2$, we have obviously $|\alpha| + |\beta| = 2$ and $|\alpha - \alpha_1| = |\beta - \beta_1| = 0$. Similar to (2.51), we have
\[
\int \|\partial_{\beta}^{\alpha} g\|_{L^2} \|\partial_{\beta}^{\alpha_1-\alpha} f w(\alpha, \beta)\|_{L^2_{D_1}} \|\partial_{\beta}^{\alpha} f w(\alpha, \beta)\|_{L^2_{D_1}} dx \lesssim \|\langle v \rangle^7 g\|_{H^2_{x,v}} \|f w(\alpha, \beta)\|_{H^\infty L^1_{x,v}, 1} \|f\|_{Y_k}.
\]
We obtain again from (2.7) and (2.28) that
\[
\|f w(\alpha, \beta)\|_{L^\infty L^2_{x,v}, 1} \lesssim \|f w(1, 0)\|_{H^1_{x,v}} + \|f w(2, 0)\|_{H^2_{x,v}} \lesssim \|f\|_{Y_k}.
\]
The proof of (2.55) is done after gathering the above terms. For (2.56), by (2.17) and (2.43), we have
\[
\left| \left( \partial_{\beta}^{\alpha} Q(g, f), (e^{\frac{\pm A_n g}{(\cdot)^2}} - 1) \partial_{\beta}^{\alpha} h w^2(\alpha, \beta) \right) \right|_{L^2_{x,v}} \lesssim \sum_{\alpha_1 \leq \alpha, \beta \leq \beta_1} \int_\Omega \|\partial_{\beta}^{\alpha_1} g\|_{L^2} \min \left\{ \|\partial_{\beta}^{\alpha_1-\alpha} f w(\alpha, \beta)\|_{L^2_{D_1}} \left( e^{\frac{\pm A_n g}{(\cdot)^2}} - 1 \right) \|\partial_{\beta}^{\alpha} h w(\alpha, \beta)\|_{L^2_{D_1}} , \right\}
\]
\[
\lesssim \left( \sum_{|\alpha_1| + |\beta_1| = 0} \|\partial_{\beta}^{\alpha_1} g\|_{L^\infty L^2_{x,v}} \|\partial_{\beta}^{\alpha_1-\alpha} f w(\alpha, \beta)\|_{L^2_{D_1}} + \sum_{|\alpha_1| + |\beta_1| = 1} \|\partial_{\beta}^{\alpha_1} g\|_{L^2_{x,v}} \|\partial_{\beta}^{\alpha_1-\alpha} f w(\alpha, \beta)\|_{L^2_{D_1}} \right) A_{\alpha, \beta} \|\nabla \psi\|_{H^1} \|\partial_{\beta}^{\alpha} h w(\alpha, \beta)\|_{L^2_{D_1}} \lesssim \|\langle v \rangle^7 g\|_{H^2_{x,v}} \|\nabla \psi\|_{H^1} \|f\|_{Y_k},
\]
where we apply $L^\infty - L^2$ and $L^3 - L^6$ Hölder’s inequality. The proof of (2.57) is similar by replacing the term $e^{\frac{\pm A_n g}{(\cdot)^2}} - 1$ by $1$ and $e^{\frac{\pm A_n g}{(\cdot)^2}}$. Note that this time we keep the minimum in (2.58), and we omit the proof for brevity. This completes the proof of Lemma 2.23.

For the local existence, similar to [6] we have

**Theorem 2.24.** Suppose that $-3 < \gamma < 1$ for Boltzmann case and $-3 \leq \gamma < 1$ for Landau case. For any $k \geq k_0 + 2$, there exist small constants $\varepsilon_0, \tau_0, T_0 > 0$, such that if $f_0 \in X_{k_0}$ satisfies $\mu + f_0 \geq 0$ and
\[
\mathcal{E}_{k_0}(0) \leq \varepsilon_0, \quad \mathcal{E}_k(0) \leq A,
\]
for some $A > 0$, Then the Cauchy problem
\[
\left\{\begin{array}{l}
\partial_t f_\pm + v \cdot \nabla_x f_\pm = \nabla_x \phi \cdot \nabla_x f_\pm \pm \nabla_x \phi \cdot \nabla_x \phi \cdot \nabla_x \phi \cdot v \mu = Q(f_\pm + f_\mp, \mu) + Q(\mu + f_\pm, f_\mp) + Q(\mu + f_\pm, f_\mp), \\
- \Delta_x \phi = \int_{\mathbb{R}^3} (f_+ - f_-) \, dv, \quad \int_{\Omega} \phi(x) \, dx = 0, \quad f(0) = f_0, \quad E(0) = E_0,
\end{array}\right.
\]
\[
f(t, x, R_t v) = f(t, x, v) \quad \text{on } \gamma_-, \quad \text{and } \partial_\nu \phi = 0 \quad \text{on } \partial \Omega, \quad \text{if } \Omega \text{ is given by (1.10),}
\]
admits a unique weak solution $f \in L^\infty_{t_0} X_k$ satisfying $\mu + f \geq 0$ and
\[
\sup_{0 \leq t \leq T_0} \mathcal{E}_{k_0}(t) \leq \tau_0, \quad \sup_{0 \leq t \leq T_0} \mathcal{E}_k(t) \leq A.
\]

3. Global regularity

In this section, we prove the Theorem 1.2. We first establish the macroscopic estimates.

3.1. Macroscopic estimate. We recall the operator $P$ defined in (1.5). It is direct to obtain $\|a\|_{L^2}^2 + \|b\|_{L^2}^2 + |c|_{L^2}^2 \sim \|P f\|_{L^2_{x,v}}^2$. We also rewrite the equation (1.3) as
\[
\partial_t f_\pm + v \cdot \nabla_x f_\pm + \nabla_x \phi \cdot v \mu - L_\pm f = N_\pm(f), \quad -\Delta_x \phi = \int_{\mathbb{R}^3} (f_+ - f_-) \, dv,
\]
with initial data $f(0) = f_0, \quad E(0) = E_0$, where $L = [L_+, L_-]$ and $N = [N_+, N_-]$ are given by
\[
L_\pm f := Q(f_\pm + f_\mp, \mu) + 2Q(\mu, f_\pm), \quad N_\pm(f) := \pm \nabla_x \phi \cdot \nabla_x f_\pm + Q(f_\pm, f_\mp) + Q(f_\pm, f_\mp).
\]
Our next goal is to estimate $a(t, x), b(t, x), c(t, x)$ in terms of $\{I - P\} f$. In contrast to [39], our $P$ is not symmetric and we cannot compare the $v_i, v_j$ terms on both sides. The following Lemma gives the macroscopic estimates.
Lemma 3.1. For both Landau and Boltzmann case, suppose $f$ solves (3.1). For any integer $m \geq 0$, there exists function $G = G(t)$ satisfying

$$G(t) \lesssim \sum_{|\alpha| \leq 1} \|\partial^\alpha f\|_{L^2_t L^\infty_x} \|\partial^\alpha \nabla_x P f\|_{L^2_t L^2_x},$$

(3.3)

such that

$$\partial_t G(t) + \lambda \|a_+ - a_-\|_{H^2_x} + \lambda \|\nabla_x \phi\|_{H^2_x} \lesssim \| (I - P) f \|_{H^4_t L^2_x}^2 + \| N \|_{L^2_t L^2_x}^2 + \|\nabla_x \phi\|_{L^2_x}^4,$$

(3.4)

Here $N$ is the inner product of $N(f)$ with some linear combination of $(1, v_i v_j, v_i^2, v_i |v|^2)$ over $v \in \mathbb{R}^3$.

Proof. Here we only consider the non-cutoff Boltzmann case and the Landau case is similar. The proof follows the idea in [39, Section 6]. Splitting $f = Pf + (I - P) f$, we rewrite (3.1) to be

$$\left( \partial_t a_{\pm} + \partial_t b \cdot v + \partial_t c |v|^2 - 3 \right) = \mu + v \cdot \nabla_x (a_{\pm} + b \cdot v + c |v|^2 - 3) \mu \pm \nabla_x \phi \cdot v \mu$$

(3.5)

Taking the inner product of (3.5) with $1, v_i^2, |v|^2, v_i v_j$, $i, j = 1, 2, 3, \ i \neq j$ over $v \in \mathbb{R}^3$, we have

$$\partial_t a_{\pm} + \nabla_x b = \left( -\partial_t + v \cdot \nabla_x \right) \left( \left( I_\pm - P_\pm \right) f \right) - L\left( I_\pm - P_\pm \right) f + N_\pm(f),$$

$$\partial_t a_{\pm} + 2 \partial_t c + 2 \partial_t b_i + \nabla_x b = \left( -\partial_t + v \cdot \nabla_x \right) \left( \left( I_\pm - P_\pm \right) f \right) - L\left( I_\pm - P_\pm \right) f + N_\pm(f),$$

(3.6)

$$3 \partial_t a_{\pm} + 6 \partial_t c + 5 \nabla_x b = \left( -\partial_t + v \cdot \nabla_x \right) \left( \left( I_\pm - P_\pm \right) f \right) - L\left( I_\pm - P_\pm \right) f + N_\pm(f),$$

and

$$\partial_t b_i + \partial_t b_j = \left( -\partial_t + v \cdot \nabla_x \right) \left( \left( I_\pm - P_\pm \right) f \right) - L\left( I_\pm - P_\pm \right) f + N_\pm(f),$$

(3.7)

By taking the subtraction of (3.6)2 and (3.6)1, we have

$$\partial_t c + \partial_t b_i = \left( -\partial_t + v \cdot \nabla_x \right) \left( \left( I_\pm - P_\pm \right) f \right) - L\left( I_\pm - P_\pm \right) f + N_\pm(f),$$

(3.8)

Taking the inner product of (3.5) with $v, |v|^2$ over $v \in \mathbb{R}^3$, we have

$$\partial_t b + \nabla_x (a_{\pm} \pm \phi) + 2 \nabla_x c = \left( -\partial_t + v \cdot \nabla_x \right) \left( \left( I_\pm - P_\pm \right) f \right) - L\left( I_\pm - P_\pm \right) f + N_\pm(f),$$

(3.9)

The two identities in (3.9) implies

$$\nabla_x c = \left( -\partial_t + v \cdot \nabla_x \right) \left( \left( I_\pm - P_\pm \right) f \right) - L\left( I_\pm - P_\pm \right) f + N_\pm(f),$$

(3.10)

and

$$\nabla_x a_{\pm} = \left( -\partial_t + v \cdot \nabla_x \right) \left( \left( I_\pm - P_\pm \right) f \right) - L\left( I_\pm - P_\pm \right) f + N_\pm(f),$$

(3.11)

Here we use the fact that $\int_{\mathbb{R}^3} |v|^2 \mu dv = 3$, $\int_{\mathbb{R}^3} |v|^4 \mu dv = 15$, $\int_{\mathbb{R}^3} |v|^6 \mu dv = 105$. By the definitions (1.5) of Pf and (3.2) of L, we have for $\psi(v) = 1, v_i, |v|^2$ that

$$\left( \left( I_\pm - P_\pm \right) f, \psi(v) \right) = 0, \quad \left( L\left( I_\pm - P_\pm \right) f, \psi(v) \right) = 0, \quad \left( \partial_t \left( I_\pm - P_\pm \right) f, \psi(v) \right) = 0,$$

Thus the inequalities (3.6)1, (3.6)3 and (3.9)1 (i.e. inner product with $1, v_i, |v|^2$) become

$$\partial_t a_{\pm} + \nabla_x b = \left( N_\pm(f), 1 \right)_{L^2_x},$$

$$\partial_t b + \nabla_x a_{\pm} + 2 \nabla_x c \pm \nabla_x \phi = \left( v \cdot \nabla_x \left( \left( I_\pm - P_\pm \right) f \right), v \right)_{L^2_x} + \left( N_\pm(f), v \right)_{L^2_x},$$

(3.12)

$$3 \partial_t a_{\pm} + 6 \partial_t c + 5 \nabla_x b = \left( -v \cdot \nabla_x \left( \left( I_\pm - P_\pm \right) f \right), |v|^2 \right)_{L^2_x} + \left( N_\pm(f), |v|^2 \right)_{L^2_x}.$$

Combining (3.12)1 and (3.12)3, we have

$$\partial_t c + \frac{1}{3} \nabla_x \cdot b = -\frac{1}{6} \left( v \cdot \nabla_x \left( \left( I_\pm - P_\pm \right) f \right), |v|^2 \right)_{L^2_x} + \left( N_\pm(f), \frac{|v|^2 - 3}{6} \right)_{L^2_x}.$$

(3.13)

For brevity, we define

$$\xi_a = \frac{v(10 - |v|^2)}{5}, \quad \xi_{b1} = \frac{10v^2 - 5}{2}, \quad \xi_c = \frac{v(|v|^2 - 5)}{10}.$$

(3.14)

It follows that
\[
|\langle v \cdot \nabla_x (I_\pm - P_\pm) f, \xi_\alpha \rangle| + |\langle v \cdot \nabla_x (I_\pm - P_\pm) f, v, v_j \rangle| + |\langle v \cdot \nabla_x (I_\pm - P_\pm) f, v_i \rangle| 
\leq \|\nabla_x (I_\pm - P_\pm) f\|_{L^2_\Omega}. 
\]

For the Boltzmann case, by Lemma 2.4, we have
\[
|\langle Q(\mu, f), \xi_\alpha \rangle| \leq \|\mu\|_{L_{\infty}^1} \|f\|_{L^2_{\Omega}} \|\xi_\alpha\|_{H^{s_\gamma}_\Omega} 
\leq C \|f\|_{L^2_{\Omega}} \|\mu\|_{L^2_{\Omega}} \|\xi_\alpha\|_{H^{s_\gamma}_\Omega} 
\leq C \|f\|_{L^2_{\Omega}}. 
\]

For the Landau case, by Lemma 2.13, we have
\[
|\langle Q(\mu, f), \xi_\alpha \rangle| \leq \|\mu\|_{L_{\infty}^1} \|f\|_{L^2_{\Omega}} \|\xi_\alpha\|_{H^{s_\gamma}_\Omega} 
\leq C \|f\|_{L^2_{\Omega}} \|\mu\|_{L^2_{\Omega}} \|\xi_\alpha\|_{H^{s_\gamma}_\Omega} 
\leq C \|f\|_{L^2_{\Omega}}. 
\]

Similar arguments can be carried on inner product with \(\xi_{bi}, v, v_j, \xi_c\). Recalling the definition (3.2) of \(L = [L_+; L_-]\), we have
\[
|\langle Lf, \xi_\alpha \rangle_{L^2_\Omega}| + |\langle Lf, v, v_j \rangle_{L^2_\Omega}| + |\langle Lf, \xi_\alpha \rangle_{L^2_\Omega}| = \lesssim \|f\|_{L^2_{\Omega}}. 
\]

**Step 1: Computation of \(\nabla_x \partial^\alpha c\).** Let \(|\alpha| \leq 2\). Applying \(\partial^\alpha\) on both side of (3.10) and taking inner product with \(\nabla_x \partial^\alpha c\) over \(x \in \Omega\), we deduce that
\[
\|\nabla_x \partial^\alpha c\|_{L^2_{\Omega}}^2 \leq -\frac{d}{dt} \int_\Omega \langle (I_\pm - P_\pm)\partial^\alpha f, \xi_\alpha \rangle_{L^2_\Omega} \cdot \nabla_x \partial^\alpha c \, dx
+ \int_\Omega \langle (I_\pm - P_\pm) \nabla_x \partial^\alpha f, \xi_\alpha \rangle_{L^2_\Omega} \cdot \partial_t \partial^\alpha c \, dx
+ C\|\nabla_x \partial^\alpha c\|_{L^2_{\Omega}} \|\partial^\alpha N_{\mu}\|_{L^2_{\Omega}}. 
\]

Here, for the torus case, one can take integration by parts directly. For the union of cubes case, we have from boundary (1.6) that \(\partial_x c = 0\) on \(\Gamma_1\). On the other hand, when \(\alpha_i = 0, 2\), we have from Lemma 2.14 and definition (3.14) of \(\xi_\alpha\) that for \(x \in \Gamma_i\),
\[
\langle (I_\pm - P_\pm)\partial^\alpha f, \xi_\alpha \rangle_{L^2_\Omega} = \langle (I_\pm - P_\pm)\partial^\alpha f(R_i v_i), \xi_\alpha(R_i v_i) \rangle_{L^2_\Omega} - \langle (I_\pm - P_\pm)\partial^\alpha f(v), \xi_\alpha(v) \rangle_{L^2_\Omega} = 0.
\]

Note that \(\partial^\alpha P_\pm f(R_i v_i) = \partial^\alpha P_\pm f(v)\) by using (2.21). This implies the integration by parts about \(\nabla_x c\) in (3.16). For the term \(\partial_t \partial^\alpha c\) in (3.13), it follows from (3.13) that
\[
\partial_t \partial^\alpha c = \frac{1}{3} \nabla_x \partial^\alpha b - \frac{1}{6} \langle v \cdot \nabla_x (I_\pm - P_\pm)\partial^\alpha f, v \rangle_{L^2_{\Omega}} + \langle \partial^\alpha N_{\mu}(f), \|v\|^2_{L^2_{\Omega}} \rangle_{L^2_\Omega}.
\]

By Cauchy-Schwarz inequality, for any small \(\varepsilon > 0\), we have
\[
- \int_\Omega \langle (I_\pm - P_\pm) \nabla_x \partial^\alpha f, \xi_\alpha \rangle_{L^2_\Omega} \cdot \partial_t \partial^\alpha c \, dx 
\leq \varepsilon \|\nabla_x \partial^\alpha b\|^2 + \frac{C}{\varepsilon} \|\nabla_x \partial^\alpha (I_\pm - P_\pm) f\|_{L^2_{\Omega}}^2 + \varepsilon \|\partial^\alpha N_{\mu}\|^2_{L^2_{\Omega}}.
\]

Plugging this into (3.16), we deduce that
\[
\|\nabla_x \partial^\alpha c\|^2 \leq -\frac{d}{dt} \int_\Omega \langle (I_\pm - P_\pm) \nabla_x \partial^\alpha f, \xi_\alpha \rangle_{L^2_\Omega} \cdot \nabla_x \partial^\alpha c \, dx + \|\nabla_x \partial^\alpha b\|^2 + \varepsilon \|\nabla_x \partial^\alpha c\|^2
\]
\[
+ \frac{C}{\varepsilon} \langle \|\nabla_x \partial^\alpha (I_\pm - P_\pm) f\|^2_{L^2_{\Omega}} + \|\partial^\alpha N_{\mu}\|^2_{L^2_{\Omega}} \rangle. 
\]

**Step 2: Computation of \(\nabla_x \partial^\alpha b\).** For fixed \(i\), we use (3.7), (3.8) to compute
\[
\Delta_x b_i = \sum_{j \neq i} \partial_x \partial_{x_j} b_i + \partial_x \partial_{x_i} b_i = \sum_{j \neq i} \langle \partial_x(-\partial_{x_j} b_j + \partial_{x_j} (\gamma_{11j} + \gamma_{22j})) + \partial_x (\gamma_{11i} + \gamma_{22i}) - \partial_t \partial_{x_i} c \rangle
\]
\[
= \sum_{j \neq i} \langle \partial_x \partial_{x_j} c - \partial_x (\gamma_{11j} + \gamma_{22j}) \rangle + \sum_{j \neq i} \partial_x (\gamma_{11j} + \gamma_{22j}) + \partial_x (\gamma_{11i} + \gamma_{22i}) - \partial_t \partial_{x_i} c \rangle
\]
\[
\sum_{j \neq i} \partial_x (\gamma_{11j} + \gamma_{22j}) - \partial_x (\gamma_{11j} + \gamma_{22j}) \rangle - \partial_x \partial_{x_j} b_i + 2 \partial_x (\gamma_{11i} + \gamma_{22i}). 
\]

We can rewrite the linear terms \(\sum_{j \neq i} \partial_x \partial_{x_j} c - \partial_x (\gamma_{11j} + \gamma_{22j})\) including \(\gamma_{11i}, \gamma_{22j}\) as the linear combination of \(\partial_x (-(\partial_t + v \cdot \nabla_x) (I_\pm - P_\pm) f, \xi_\alpha)_{L^2_\Omega} - (L_\pm (I_\pm - P_\pm) f, \xi_\alpha)_{L^2_\Omega}\), where \(\xi_{11j}\) are certain linear combinations of the basis \(\{v, v_j, v_i^2\}_{j=1}^2\). Similar to (3.15), we have \(\|\langle Lf, \xi_\alpha \rangle_{L^2_\Omega} \|^2_{L^2_{\Omega}} \lesssim \|f\|_{L^2_{\Omega}}.\). Note that \(-\langle \Delta_x \partial^\alpha b_i, \partial^\alpha b_i \rangle_{L^2_{\Omega}} \lesssim \|\nabla_x \partial^\alpha b_i\|^2_{L^2_{\Omega}} + \langle \partial_x \partial^\alpha b_i, \partial^\alpha b_i \rangle_{L^2_{\Omega}} - \|\partial_x \partial^\alpha b_i\|^2_{L^2_{\Omega}}\), which is trivial for the torus case and follows from (2.21) for the union of cubes case. Applying \(\partial^\alpha\) on both side of (3.18), taking inner product with \(\partial^\alpha b_i\) over \(x \in \Omega\) and summation over \(i = 1, 2, 3\), we deduce that
\[
\|\nabla_x \partial^\alpha b_i\|^2_{L^2_{\Omega}} = \sum_1^3 \left( -\int_\Omega \sum_{j \neq i} \langle \partial_x \partial^\alpha (\gamma_{11j} + \gamma_{22j}) - \partial_x \partial^\alpha (\gamma_{11j} + \gamma_{22j}) \rangle \cdot \partial^\alpha b_i \, dx \right)
\]
\[
- \sum_1^3 \left( \int_\Omega |\partial_x \partial^\alpha b_i|^2 \, dx - 2 \int_\Omega \partial_x \partial^\alpha (\gamma_{11i} + \gamma_{22i}) \cdot \partial^\alpha b_i \, dx \right) 
\]
Then by Cauchy-Schwarz inequality, we have
\[ \|\nabla_x \partial^\alpha b\|_L^2 \leq \sum_{i,j} \frac{d}{dt} \int_\Omega (\{I_{\pm} - P_{\pm}\} \partial_{x_i} \partial^\alpha f, \xi_{ij})_{L^2} \cdot \partial_{x_j} \partial^\alpha b_i \, dx \]
\[ + C\|\nabla_x \partial^\alpha b\|_0 \|\partial^\alpha f, \xi_{ij}\|_{H^1 L^2} + \|\partial^\alpha N_j\|_{L^2}. \]  
(3.19)

Here we used integration by parts on \( \partial_{x_i} \) and \( \partial_{x_j} \). For the case of the union of cubes, we need the following boundary values to complete the integration by parts. For \( i = 1, 2, 3 \) and \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \). If \( \alpha_i = 0 \) or 2, then it follows from (2.21) that \( \partial^\alpha b_i = 0 \) on \( \Gamma_i \). If \( \alpha_i = 1 \), then applying Lemma 2.14 and change of variable \( v \mapsto R_x v \), we can obtain from (3.8) that \( \partial^\alpha \gamma_{ij} = 0 \) on \( \Gamma_i \) for \( j = 1, 2, 3 \). Similarly, for \( j \neq i \), if \( \alpha_j = 1 \), then \( \partial^\alpha b_j = 0 \) on \( \Gamma_j \). If \( \alpha_j = 0 \) or 2, then it follows from (3.7) that \( \partial^\alpha \gamma_{ij} = 0 \) on \( \Gamma_j \) for \( j \neq i \).

Next we calculate the term \( \partial_t \partial^\alpha b_i \). Applying \( \partial^\alpha \) to (3.12) yields
\[ \partial_t \partial^\alpha b_i = -\nabla_x \partial^\alpha a_\pm - 2\nabla_x \partial^\alpha c + \nabla_x \partial^\alpha \phi - (v \cdot \nabla_x \{I_{\pm} - P_{\pm}\} \partial^\alpha f + \partial^\alpha N_i(f), v_i)_{L^2}. \]
Then by Cauchy-Schwarz inequality, we have
\[ - \int_\Omega (\{I_{\pm} - P_{\pm}\} \partial_{x_i} \partial^\alpha f, \xi_{ij})_{L^2} \cdot \partial_t \partial^\alpha b_i \, dx \leq \varepsilon (\|\nabla_x \partial^\alpha a_\pm\|_{L^2}^2 + \|\nabla_x \partial^\alpha c\|_{L^2}^2 + \|\nabla_x \partial^\alpha \phi\|_{L^2}^2) \]
\[ + \varepsilon \|\partial^\alpha N_j\|_{L^2}^2 \quad \text{and (3.19) becomes} \]
\[ \|\nabla_x \partial^\alpha b\|_L^2 \leq \sum_{i,j} \frac{d}{dt} \int_\Omega (\{I_{\pm} - P_{\pm}\} \partial_{x_i} \partial^\alpha f, \xi_{ij})_{L^2} \cdot \partial_{x_j} \partial^\alpha b_i \, dx + \varepsilon \|\nabla_x \partial^\alpha \phi\|_{L^2}^2 \]
\[ + \varepsilon \|\nabla_x \partial^\alpha a_\pm\|_{L^2}^2 + \|\nabla_x \partial^\alpha c\|_{L^2}^2 + \frac{C}{\varepsilon} \|\partial^\alpha \{I_{\pm} - P_{\pm}\} f\|_{H^1 L^2}^2 + \|\partial^\alpha N_j\|_{L^2}^2, \]  
(3.20)

where we choose \( \varepsilon \) small enough.

**Step 3: Computation of \( \nabla_x \partial^\alpha a \).** Taking the addition and difference of (3.11) over \( \pm \), it yields that
\[ \nabla_x (a_+ + a_-) = -2\partial_t b + \sum_{\pm} \left( \pm (\partial_t + v \cdot \nabla_x) \{I_{\pm} - P_{\pm}\} f - L_{\pm} \{I - P\} f + N_\pm(f), \xi_{\pm}\right)_{L^2}, \]  
(3.21)
and
\[ \nabla_x (a_+ - a_-) = -2\nabla_x \phi + \sum_{\pm} \left( - (\partial_t + v \cdot \nabla_x) \{I_{\pm} - P_{\pm}\} f - L_{\pm} \{I - P\} f + N_\pm(f), \xi_{\pm}\right)_{L^2}. \]  
(3.22)

Applying \( \partial^\alpha \) derivative on both side of (3.21) and taking inner product with \( \nabla_x \partial^\alpha (a_+ + a_-) \) over \( \Omega \), we deduce that
\[ \|\nabla_x \partial^\alpha (a_+ + a_-)\|_{L^2}^2 = - \int_\Omega \partial_t \left( \partial^\alpha b + (\{I_{\pm} - P_{\pm}\} \partial^\alpha f, \xi_{\pm}\right)_{L^2} \cdot \nabla_x \partial^\alpha (a_+ + a_-) \, dx \]
\[ - \int_\Omega (v \cdot \nabla_x \{I_{\pm} - P_{\pm}\} \partial^\alpha f + L_{\pm} \{I - P\} f + \partial^\alpha N_\pm(f), \xi_{\pm}\)_{L^2} \cdot \nabla_x \partial^\alpha (a_+ + a_-) \, dx. \]  
(3.23)

By integration by parts about \( \partial_t \) and \( \nabla_x \), we have
\[ - \int_\Omega \partial_t \left( \partial^\alpha b + (\{I_{\pm} - P_{\pm}\} \partial^\alpha f, \xi_{\pm}\)_{L^2} \right) \cdot \nabla_x \partial^\alpha (a_+ + a_-) \, dx \]
\[ = - \frac{d}{dt} \int_\Omega (\partial^\alpha b + (\{I_{\pm} - P_{\pm}\} \partial^\alpha f, \xi_{\pm}\)_{L^2}) \cdot \nabla_x \partial^\alpha (a_+ + a_-) \, dx \]
\[ - \int_\Omega \nabla_x \left( \partial^\alpha b + (\{I_{\pm} - P_{\pm}\} \partial^\alpha f, \xi_{\pm}\)_{L^2} \right) \partial_t \partial^\alpha (a_+ + a_-) \, dx. \]  
(3.24)

To apply the integration by parts for the union of cubes case, we write the following boundary values by using (2.21). If \( \alpha_i = 1 \), then \( \partial^\alpha (a_+ + a_-) = 0 \) on \( \Gamma_i \). If \( \alpha_i = 0, 2 \), then \( \partial^\alpha b_i = 0 \) on \( \Gamma_i \) and by change of variable \( v \mapsto R_x v \) and the definition (3.14) of \( \xi_{\pm} \), we have
\[ (\{I_{\pm} - P_{\pm}\} \partial^\alpha f, \xi_{\pm}\)_{L^2} = (\{I_{\pm} - P_{\pm}\} \partial^\alpha f(R_x v), \xi_{\pm}(R_x v))_{L^2} = -(\{I_{\pm} - P_{\pm}\} \partial^\alpha f, \xi_{\pm})_{L^2} = 0. \]

The time derivative and tangent derivatives don't affect the zero boundary values. This completes the integration by parts in (3.24). In view of (3.24) and (3.23), applying (3.12), (3.15) and Cauchy-Schwarz inequality, we have
\[\|\nabla_x \varphi^a(a_+ + a_-)\|^2 + \frac{d}{dt} \sum_{\pm} \int_{\Omega} \left( \varphi^a b + \left( \{I_{\pm} - P_{\pm}\} \varphi^a f, \xi_\alpha \right)_{L^2} \right) \cdot \nabla_x \varphi^a (a_+ + a_-) \, dx \]
\[\leq \|\varphi^a (I_{\pm} - P_{\pm}) f\|_{H^2 L^{2}_{\pm}} + \|\varphi^a N\|_{L^2}^2 + \|\nabla_x \varphi^a b\|_{L^2}. \tag{3.25}\]

Similarly, noticing that \((\nabla_x \varphi^a, \nabla_x \varphi^a (a_+ + a_-))_{L^2} = - (\Delta_x \varphi^a, \varphi^a (a_+ + a_-))_{L^2} = \|\Delta_x \varphi^a\|_{L^2}^2\), we apply \(\varphi^a\) to (3.22) and take inner product with \(\nabla_x \varphi^a (a_+ + a_-)\) over \(\Omega\) to deduce that
\[\|\nabla_x \varphi^a(a_+ - a_-)\|^2_{L^2} + 2\|\Delta_x \varphi^a\|_{L^2}^2 = \frac{d}{dt} \int_{\Omega} \sum_{\pm} \left( (\{I_{\pm} - P_{\pm}\} \varphi^a f, \xi_\alpha \right)_{L^2} \cdot \nabla_x \varphi^a (a_+ + a_-) \, dx \]
\[\leq \|\varphi^a (I_{\pm} - P_{\pm}) f\|_{H^2 L^{2}_{\pm}} + \|\varphi^a N\|_{L^2}^2 + \|\nabla_x \varphi^a b\|_{L^2}. \tag{3.26}\]

Notice that \(|a_+ + a_-|^2 + |a_+ - a_-|^2 = 2|a_+|^2 + 2a_-^2\). For the torus case, by Sobolev inequality, we have
\[\|\nabla_x \varphi\|^2 \lesssim \|\varphi\|^2 = \|\Delta_x \varphi\|_{L^2}^2. \tag{3.27}\]

For the zeroth order, we apply the Poincaré inequality to \(a_\pm, b, c\) in \(x\) and use the conservation law (1.9) to deduce that
\[\|a_\pm\|^2_{L^2} \leq C \left( \int_{\Omega} a_\pm (t, x) \, dx \right)^2 + C \|\nabla_x a_\pm\|^2_{L^2} \lesssim \|\nabla_x a_\pm\|^2_{L^2}, \]
\[\|b\|^2_{L^2} \leq C \left( \int_{\Omega} b (t, x) \, dx \right)^2 + C \|\nabla_x b\|^2_{L^2} \lesssim \|\nabla_x b\|^2_{L^2}, \tag{3.28}\]
\[\|c\|^2_{L^2} \leq C \left( \int_{\Omega} c (t, x) \, dx \right)^2 + C \|\nabla_x c\|^2_{L^2} \lesssim \|\nabla_x c\|^2_{L^2} + \|\nabla_x c\|^2_{L^2}.
\]

For the union of cubics case, it follows from (1.13) that \(\partial_x \phi = 0\) on \(\Gamma\). Then by Sobolev embedding (cf. [15, Theorem 6.7-5]), we also have (3.27). The second equality in (3.27) can be obtained by using integration by parts. For the zeroth order, the conservation laws (1.14) give the conservation on mass and energy hence, the estimates for \(a_\pm, c\) in (3.28) still hold. For the estimate on \(b\), we have from (2.21) that \(b_i = 0\) on \(\Gamma\), for \(i = 1, 2, 3\). Then by Sobolev embedding (cf. [15, Theorem 6.7-5]), we obtain
\[\|b\|^2_{L^2} \lesssim \|\nabla_x b\|^2_{L^2}.\]

In view of these facts, we take linear combination \(\lambda \times (3.26) + \lambda \times (3.25) + (3.17) + (3.20)\) and summation over \(|a_i| \leq 1\) and \(\pm\) with sufficiently small \(\lambda, \varepsilon > 0\) to deduce that

\[\partial_t G(t) + \lambda \sum_{|a_i| \leq 2} \|\varphi^a [a_+, a_-, b, c]\|^2_{L^2} + \lambda \|\nabla_x \varphi\|^2_{L^2} \lesssim \|\{I - P\} f\|^2_{H^2 L^2_{\pm}} + \|N\|^2_{H^2_{\pm}} + \|\nabla_x \varphi\|^4_{L^2},\]

where
\[G = \sum_{|a_i| \leq 1} \left( \int_{\Omega} \left( \left\{ I_{\pm} - P_{\pm} \right\} \varphi^a f, \xi_\alpha \right)_{L^2} \cdot \nabla_x \varphi^a c + \sum_{i,j} \int_{\Omega} \left( \left\{ I_{\pm} - P_{\pm} \right\} \varphi^a f, \xi_{ij} \right)_{L^2} \cdot \partial_x \varphi^a b_i \, dx \right) + \lambda \int_{\Omega} \left( \varphi^a b + \left\{ I_{\pm} - P_{\pm} \right\} \varphi^a f, \xi_\alpha \right)_{L^2} \cdot \nabla_x \varphi^a (a_+ + a_-) \, dx \]
\[+ \frac{\lambda}{\varepsilon} \left( \int_{\Omega} \left( \left\{ I_{\pm} - P_{\pm} \right\} \varphi^a f, \xi_\alpha \right)_{L^2} \cdot \nabla_x \varphi^a (a_+ - a_-) \, dx \right).
\]

This implies (3.4) and the estimate (3.3) can be directly deduced by Cauchy-Schwarz inequality. \(\square\)

3.2. Estimates on the energy. In this subsection, we give the energy estimates on (1.3).

**Lemma 3.2.** Let \(T > 0, \eta > 0\) and \(k \geq k_0\). Suppose \([f, \phi]\) is the solution to equation (1.3) satisfying \(\mu + f \geq 0\) and \(E(t) \leq C\). Then there exists functional \(E_1(t)\) satisfying
\[E_1(t) \approx \|f\|^2_{L^2} + \|\nabla_x \varphi\|^2_{L^2}, \tag{3.29}\]

such that, for any \(T, \eta > 0\) and \(k \geq k_0\), we have
\[\partial_t E_1(t) + \lambda \eta \|f\|^2_{Y^2} + \lambda \sum_{|a_i| \leq 2} \|w(\alpha, 0) \varphi^a \{I - P\} f\|^2_{L^2_{\pm}} \lesssim \|f\|^2_{X_k} + \|\varphi\|_{Y^2}^2 \]
\[+ C_{0,k} \|\{I - P\} f\|^2_{H^2 L^2_{\pm}} + \eta \|\nabla_x \varphi\|^2_{L^2} + \eta \|\nabla x \varphi\|^2_{L^2_{\pm}} + C(\sqrt{\varepsilon_{k_0}(t)} + \varepsilon_{k_0}(t)) \partial \varepsilon_{k_0}(t). \tag{3.30}\]

for some generic constant \(\lambda > 0\) and any sufficiently small \(\eta > 0\).
Proof. We proceed by considering spatial derivatives and mixed derivatives. Notice that \(\|\phi\|_{L^\infty_x} \lesssim \|\nabla_x \phi\|_{H^1} \lesssim \mathcal{E}(t) \leq C\), which verify \((2.30)\) and we can apply estimates in Section 2.4.

**Step 1. Estimates with mixed derivatives.** Recall that \(A_{\alpha, \beta}\) is given in \((1.16)\). For any \(|\alpha| + |\beta| \leq 2\), we apply \(\partial_\alpha^2\) to \((1.3)\), and obtain
\[
\partial_\alpha \partial_\beta^3 f_{\pm} + \partial_\beta^3 (v \cdot \nabla_x f_{\pm}) + \partial_\beta^3 (\nabla_x \phi \cdot \nabla_v f_{\pm}) \pm \partial_\beta^3 (\nabla_x \phi \cdot v \mu).
\]
Thus, taking inner product of \((3.31)\) with \(e^{\pm A_{\alpha, \beta} \phi} w^2(\alpha, \beta) \partial_\beta^3 f_{\pm}\) over \(\Omega \times \mathbb{R}^3\), one has
\[
\frac{1}{2} \partial_t \|e^{\pm A_{\alpha, \beta} \phi} \partial_\beta^3 f_{\pm}\|_{L^2_x}^2 + \langle A_{\alpha, \beta} \partial_\alpha \phi(v) e^{-2 \partial_\beta^3 f_{\pm}} e^{\pm A_{\alpha, \beta} \phi} w^2(\alpha, \beta) \partial_\beta^3 f_{\pm} \rangle_{L^2_x} = (\partial_\beta^3 Q(f_{\pm} + f_{\mp}, \mu), e^{\pm A_{\alpha, \beta} \phi} w^2(\alpha, \beta) \partial\partial_\beta^3 f_{\pm})_{L^2_x} + \sum_{|\alpha_1| \leq 1} \partial_\alpha^1 \nabla_x \phi \cdot \nabla_v \partial\partial_\alpha^1 \partial_\beta^3 f_{\pm}, e^{\pm A_{\alpha, \beta} \phi} w^2(\alpha, \beta) \partial_\beta^3 f_{\pm})_{L^2_x}.
\]
We denote the second to tenth terms in \((3.32)\) by \(I_1\) to \(I_9\) and estimate them one by one. For \(I_1\), we make a rough estimate:
\[
\|I_1\| \lesssim \|\partial_\alpha \phi\|_{L^\infty_x} \|f\|_{L^2_x}^2.
\]
Notice that \(\|\phi\|_{L^\infty_x} \lesssim \|\nabla_x \phi\|_{H^1} \leq C\), which verify \((2.30)\) and we can apply estimates in Section 2.4. By \((2.32)\), we deduce that \(\|I_2 + I_4\| \lesssim \|\nabla_x \phi\|_{H^2} \|f\|_{Y_k}^2\). Next, after applying \((2.33)\), when \(|\beta| \geq 1\), we have
\[
\|I_3\| \lesssim C_{\eta} \|\partial_\alpha^3 f w(\alpha, \beta_2)\|_{L^2_x L^2_{\gamma=2}}^2 + \eta \|\partial_\alpha^3 f w(\alpha, \beta)\|_{L^2_x L^2_{\gamma=0}}^2.
\]
for any \(\eta > 0\). By \((2.34)\), we have \(\|I_3\| \lesssim \|\nabla_x \phi\|_{H^2} \|f\|_{Y_k}^2\). When \(|\beta| = 0\), using \((2.38)\), we have
\[
\sum_{\pm} I_6 \geq C_{\eta} \|\partial^\alpha \nabla_x \phi\|_{L^2_x}^2 - C\|\partial^\alpha \nabla_x \phi\|_{L^2_x} - C\|\partial^\alpha \nabla_x \phi\|_{L^2_x} (1 - P)f_{L^2_x L^2_{\gamma} f_{L^2_x L^2_{\gamma}} + C\|\partial^\alpha f\|_{L^2_x L^2_{\gamma} f_{L^2_x L^2_{\gamma}}}
\]
for any \(\eta > 0\). When \(|\beta| \geq 1\), we have from \((2.37)\) that
\[
\sum_{\pm} |I_6| \leq C_k \|\nabla_x \phi\|_{H^2} \|f\|_{H^2 L^2_x}.
\]
For the Boltzmann case and for convenience, we define
\[
\|f\|_{Y_k} := \sum_{|\alpha| + |\beta| \leq 2} C_{|\alpha|, |\beta|} \|\partial_\beta^3 f w(\alpha, \beta)\|_{L^2_x L^2_{\gamma=2}}^2.
\]
For \(I_7\), since \(\theta \in [0, \frac{\pi}{2}]\), we have \(\sin^2 \theta \leq \frac{1}{2}\) and hence if \(k \geq 14\) we have
\[
\|b(\cos \theta) \sin^{k-2} \frac{\theta}{2} \|_{L^2_x} \|f\|_{Y_k}^2 \leq \frac{1}{16} \|b(\cos \theta) \sin^{k-2} \frac{\theta}{2} \|_{L^2_x} \|f\|_{Y_k}^2.
\]
For Boltzmann case, applying Lemma 2.20, we have for any \(\eta > 0\) that
\[
\sum_{\pm} |I_7| \leq \|b(\cos \theta) \sin^{k-2} \frac{\theta}{2} \|_{L^2_x} \|\partial_\beta^3 f w(\alpha, \beta)\|_{L^2_x L^2_{\gamma=2}} + \|\partial_\beta^3 f w(\alpha, \beta)\|_{L^2_x L^2_{\gamma=2}}.
\]
For Boltzmann case, applying Lemma 2.20, we have for any \(\eta > 0\) that
\[
\sum_{\pm} |I_7| \leq \|b(\cos \theta) \sin^{k-2} \frac{\theta}{2} \|_{L^2_x} \|\partial_\beta^3 f w(\alpha, \beta)\|_{L^2_x L^2_{\gamma=2}} + \|\partial_\beta^3 f w(\alpha, \beta)\|_{L^2_x L^2_{\gamma=2}}.
\]
\[
\frac{1}{16} \|b(\cos \theta) \sin^2 \frac{\theta}{2} \| L^2 \| \partial^2 f w(\alpha, \beta) \|^2_{L^r_{\alpha, \beta}} + \eta \| f \|^2_{L^r_{\alpha, \beta}} + C \eta \| f \|^2_{H^2_{\alpha, \beta}} + C_k \sum_{\beta_1 < \beta} \| \partial^2 f w(\alpha, \beta_1) \|_{L^2_{\alpha, \beta}} \| \partial^2 f w(\alpha, \beta) \|_{L^2_{\alpha, \beta}}.
\]

For the Landau case, it follows from Lemma 2.20 that

\[
\sum_{\pm} \| I_7 \| \leq C_k \sum_{|\alpha| + |\beta| \leq 2} \| \partial^2 f \|^2_{L^2_{\alpha, \beta}} \leq \eta \| f \|^2_{L^r_{\alpha, \beta}} + C \eta \| f \|^2_{H^2_{\alpha, \beta}}.
\]

For \( I_8 \), for Boltzmann case, we deduce from (2.44) that

\[
\sum_{\pm} I_8 \leq -\frac{1}{8} \| b(\cos \theta) \sin^2 \frac{\theta}{2} \| L^2 \| \partial^2 f w(\alpha, \beta) \|^2_{L^r_{\alpha, \beta}} - \eta \| \partial^2 f w(\alpha, \beta) \|^2_{L^r_{\alpha, \beta}} + C_k \| \langle v \rangle \|^4 \| f \|^4_{L^r_{\alpha, \beta}} + C_k \sum_{\beta_1 < \beta} \| \partial^2 f w(\alpha, \beta_1) \|_{L^2_{\alpha, \beta}} \| \partial^2 f w(\alpha, \beta) \|_{L^2_{\alpha, \beta}},
\]

for Landau case, with some constants \( \gamma_1, C_k > 0 \). For \( I_9 \), for Boltzmann case, we have from (2.45) that

\[
\| I_9 \| \leq C_k \| \langle v \rangle \|^4 \| f \|^4_{H^2_{\alpha, \beta}} + C \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} \| f \|^2_{L^r_{\alpha, \beta}} + \| \langle v \rangle \|^4 \| f \|^4_{H^2_{\alpha, \beta}} \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} (\| f \|^2_{L^r_{\alpha, \beta}} + C \| f \|^2_{L^r_{\alpha, \beta}}),
\]

and for Landau case, from (2.56) we deduce

\[
\| I_9 \| \leq C_k \| \langle v \rangle \|^4 \| f \|^4_{H^2_{\alpha, \beta}} + C \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} \| f \|^2_{L^r_{\alpha, \beta}}.
\]

Combining the above estimates, we take summation \( \sum_{|\alpha| + |\beta| \leq 2, \pm} C_{|\alpha|, |\beta|} \times (3.32) \) with \( 0 < \eta < 1 \) and constants \( C_{|\alpha|, |\beta|} \) satisfying (1.18) to deduce that for the Boltzmann case:

\[
\frac{1}{2} \partial_t \| f \|_{L^r_{\alpha, \beta}}^2 + \partial_t \sum_{|\alpha| \leq 2} C_{\alpha} C_{|\alpha|, 0} \| \partial^\alpha \nabla_x \phi \|_{L^2_{\alpha}}^2 + \frac{1}{8} \| b(\cos \theta) \sin^2 \frac{\theta}{2} \| L^2 \| f \|_{L^2_{\alpha, \beta}}^2 + \gamma_1 \| f \|_{L^r_{\alpha, \beta}}^2
\]

\[
\leq \frac{1}{16} \| b(\cos \theta) \sin^2 \frac{\theta}{2} \| L^2 \| f \|_{L^r_{\alpha, \beta}}^2 + \eta \| f \|_{L^r_{\alpha, \beta}}^2 + C \eta \| f \|_{H^2_{\alpha, \beta}}^2 + C_k \| \langle v \rangle \|^2 \| f \|_{L^2_{\alpha, \beta}} + \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} \| f \|_{L^r_{\alpha, \beta}} + \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} + \| f \|_{L^r_{\alpha, \beta}} \| f \|_{L^r_{\alpha, \beta}} + \| f \|_{X_{\alpha, \beta}} \| f \|_{L^r_{\alpha, \beta}},
\]

and for the Landau case:

\[
\frac{1}{2} \partial_t \| f \|_{L^r_{\alpha, \beta}}^2 + \partial_t \sum_{|\alpha| \leq 2} C_{\alpha} C_{|\alpha|, 0} \| \partial^\alpha \nabla_x \phi \|_{L^2_{\alpha}}^2 + \gamma_1 \| f \|_{L^r_{\alpha, \beta}}^2
\]

\[
\leq \frac{1}{7} \| f \|_{L^r_{\alpha, \beta}}^2 + C_{\eta, k} \| f \|^2_{L^r_{\alpha, \beta}} + C \| \partial_t \phi \|^2_{L^r_{\alpha, \beta}} + C_k \left( \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} \| f \|^2_{L^r_{\alpha, \beta}} + \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} + \| f \|_{X_{\alpha, \beta}} \| f \|_{L^2_{\alpha, \beta}} + \| f \|_{X_{\alpha, \beta}} \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} \right) \| f \|_{L^2_{\alpha, \beta}} + \| f \|_{X_{\alpha, \beta}} \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} \| f \|_{L^r_{\alpha, \beta}} + \| f \|_{X_{\alpha, \beta}} \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} \| f \|_{L^r_{\alpha, \beta}} + C \| f \|_{L^r_{\alpha, \beta}} + C \| f \|_{L^r_{\alpha, \beta}}),
\]

for some generic constant \( \gamma_1 \) independent of \( k \), where we let \( k \geq 14 \). Next notice that

\[
\| \nabla_x \phi \|^2_{L^2_{\alpha, \beta}} \lesssim \| \nabla_x \Delta \phi \|^2_{L^2_{\alpha, \beta}} \lesssim \| \nabla_x f \|^2_{L^2_{\alpha, \beta}} \lesssim \| f \|^2_{L^2_{\alpha, \beta}}.
\]

For union of cubes case, we apply embedding \([15, \text{Theorem 6.7-5}]\) with boundary values \( \partial_x \phi = 0 \) on \( \Gamma_x \) to obtain (3.39). Taking difference of (1.7) over \( \pm \), we have \( \partial_t (a_+ - a_-) = -\nabla_x \cdot f_{\pm} \) (in the limit) for \( \text{d}v \). So

\[
\| \partial_t \phi \|_{L^\infty} \lesssim \| \nabla_x \partial_t \phi \|^2_{L^2_{\alpha, \beta}} \| \nabla_x \phi \|^2_{H^2_{\alpha, \beta}} \| f \|^2_{H^2_{\alpha, \beta}} \| f \|^2_{L^r_{\alpha, \beta}} \| \Delta \partial_t \phi \|^2_{L^2_{\alpha, \beta}} \lesssim \| f \|_{L^r_{\alpha, \beta}} \| f \|_{L^r_{\alpha, \beta}} \| f \|_{L^r_{\alpha, \beta}} \| f \|_{X_{\alpha, \beta}}.
\]

For the Boltzmann case, applying (3.36), (3.39), (3.40) and choosing \( \eta < \frac{1}{4} \), we have

\[
\partial_t \left( \frac{1}{2} \| f \|_{L^r_{\alpha, \beta}}^2 + \sum_{|\alpha| \leq 2} C_{\alpha} C_{|\alpha|, 0} \| \partial^\alpha \nabla_x \phi \|_{L^2_{\alpha}}^2 \right) + \frac{\gamma_1}{2} \| f \|^2_{L^r_{\alpha, \beta}}.
\]
\[ \leq C_k \|f\|_{H^2_x}^2 + C \|f\|_{x_0} \|f\|_{Y_k}^2 + C_k \left( \| \nabla_x \phi \|_{H^2_x} \|f\|_{Y_k}^2 + \| \nabla_x \phi \|_{H^2_x}^2 + \|f\|_{x_0} \|f\|_{Y_k}^2 \right) \]
\[ + \left( \|f\|_{x_0} + C \| \nabla_x \phi \|_{H^2_x} \|f\|_{Y_k}^2 + \|f\|_{x_0} \|\nabla_x \phi \|_{H^2_x} \right) \left( \|f\|_{Y_k} + C \|f\|_{Y_k} \right), \tag{3.41} \]
for some generic constant \( \gamma_1 \) independent of \( k \). Here \( C_\alpha \) and \( C_{|\alpha|,0} \) are given in (2.38) and (1.18) respectively. If \( |\alpha| \geq 1 \), by interpolation we have
\[ C_k \|\partial^\alpha f\|_{L^2_{t,x}}^2 \leq \frac{\gamma_1}{24} \|\partial^\alpha f\|_{L^2_{t,x}}^2 + C_k \|\partial^\alpha f\|_{L^2_{t,x}}^2 \leq \frac{\gamma_1}{24} \|f\|_{Y_k}^2 + C_k \|\partial^\alpha f\|_{L^2_{t,x}}^2 \tag{3.42} \]
Also, by Sobolev embedding or Poincaré's inequality,
\[ \|\nabla_x \phi \|_{H^2_x} \leq \|\nabla_x \phi \|_{H^2_x} = \|\Delta_x \phi \|_{H^2_x} \leq \|f\|_{H^1_{L^2}} \leq \eta \|f\|_{Y_k} + C_\eta \|f\|_{H^1_{L^2}}. \]
In view of the above two estimates, choosing \( \eta > 0 \) small enough, (3.41) implies that
\[ \partial_t \left( \frac{1}{2} \|f\|_{Y_k}^2 + \sum_{|\alpha| \leq 2} C_\alpha C_{|\alpha|,0} \|\partial^\alpha \nabla_x \phi \|_{L^2_{t,x}}^2 \right) + \frac{\gamma_1}{4} \|f\|_{Y_k}^2 \]
\[ \leq \|f\|_{H^1_{L^2}}^2 + C \|f\|_{x_0} \|f\|_{Y_k}^2 + \|\nabla_x \phi \|_{H^2_x}^2 + \left( \sqrt{E_{x_0}(t)} + E_{x_0}(t) \right) D_k(t). \tag{3.43} \]
For the Landau case, one can apply a similar calculation as (3.38) instead of (3.37) to derive (3.43) by using the same technique and we omit the details for brevity.

**Step 2. Estimates with spatial derivatives.** For any \( |\alpha| \leq 2 \), we apply \( \partial^\alpha \) to (1.3), take inner product with \( e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm} \) over \( \Omega \times \mathbb{R}^3 \) to deduce that
\[ \frac{1}{2} \partial_t \| e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm} \|_{L^2_{t,x}}^2 + A_{\alpha,0} \partial_t \|e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm} \|_{L^2_{t,x}}^2 \]
\[ + (v \cdot \nabla_x \partial^\alpha f_{\pm}, e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm})_{L^2_{t,x}} \]
\[ + \sum_{|\alpha| \geq 1} (\partial^\alpha \nabla_x \phi \cdot \nabla_x \partial^{-\alpha} f_{\pm}, e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm})_{L^2_{t,x}} \]
\[ = (\partial^\alpha L_{\pm} f + \partial^\alpha Q(f_{\pm} + f_{\mp}, f_{\pm}), e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm})_{L^2_{t,x}}, \tag{3.44} \]
where \( L_{\pm} \) is given in (3.2). We denote the second to seventh terms in (3.44) by \( J_1 \) to \( J_6 \) and estimate them one by one. Similar to the calculation of \( J_1 \) to \( J_6 \) from (3.33) to (3.34), one can obtain the following estimates by using (2.32) and (2.34):
\[ |J_1 + J_2 + J_3 + J_4| \leq \left( \|\partial_0 \phi\|_{L^\infty} + \|\nabla_x \phi\|_{H^2_x} \right) \left( \frac{1}{2} \|f\|_{Y_k} \right) \]
\[ \leq C \|\partial_0 \phi\|_{L^\infty} \left( \|f\|_{Y_k} + \|\nabla_x \phi\|_{H^2_x} \right) \leq \frac{\gamma_1}{24} \|f\|_{Y_k} + \sqrt{E_{x_0}(t)} D_k(t), \]
where we apply (3.39) and (3.40) for the terms \( \|\nabla^3_x \phi\|_{L^2_x} \) and \( \|\partial_0 \phi\|_{L^\infty} \) respectively. For \( J_5 \), using (2.38), we have
\[ J_5 \geq C_k \partial_t \left( \|\nabla_x \phi\|_{H^2_x} \right) \left( \frac{1}{2} \|f\|_{Y_k} \right) - C \|\partial^\alpha \nabla_x \phi\|_{L^2} \left( \|\nabla_x \phi\|_{H^2_x} \right) \|f\|_{Y_k} \]
\[ \geq C_k \partial_t \left( \|\nabla_x \phi\|_{H^2_x} \right) - \eta \|\nabla_x \phi\|_{H^2_x} \|f\|_{Y_k} \]
\[ = C_k \|\partial^\alpha (I - P) f\|_{L^2_{t,x}}^2 - C \sqrt{E_{x_0}(t)} D_k(t), \]
for any \( \eta > 0 \). Here \( C_k \) is given in (2.38). For the term \( J_6 \), we need some different estimates. Noticing \( L_{\pm} \partial^\alpha (P f_{\pm}) = 0 \), we split \( J_6 \) into
\[ J_6 = (\partial^\alpha Q(2\mu + f_{\pm} + f_{\mp}, P_{\pm} f), e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm})_{L^2_{t,x}} \]
\[ + (\partial^\alpha Q(f_{\pm} + f_{\mp} + f_{\mp}, P_{\pm} f), e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm})_{L^2_{t,x}} \]
\[ + (\partial^\alpha Q(f_{\pm} + f_{\mp} + f_{\mp}, P_{\pm} f, \mu), e^{-\frac{t}{\alpha}} w^2(\alpha,0) \partial^\alpha f_{\pm})_{L^2_{t,x}} \]
\[ =: J_7 + J_8 + J_9. \]
We further split \( J_7 \) as
\[ J_7 = (\partial^\alpha Q(2\mu + f_{\pm} + f_{\mp}, (I_{\pm} - P_{\pm}) f), w^2(\alpha,0) \partial^\alpha (I_{\pm} - P_{\pm}) f)_{L^2_{t,x}}. \]
\[ + (\partial^\alpha Q(2\mu + f_\pm + f_\mp, \{ I_\pm - P_\pm \} f), w^2(\alpha, 0)\partial^\alpha P_{\pm f})_{L^2_{x,v}} \]
\[ + (\partial^\alpha Q(2\mu + f_\pm + f_\mp, \{ I_\pm - P_\pm \} f), (e^{\frac{\alpha^2_0}{(\alpha_0^2)^2} - 1})w^2(\alpha, 0)\partial^\alpha f_{\pm f})_{L^2_{x,v}} \]
\[ =: J_{7.1} + J_{7.2} + J_{7.3}. \]

For Boltzmann case, we deduce from (2.44) that \( J_{7.1} \) satisfies
\[ \sum_{\pm} J_{7.1} \leq \frac{1}{8}||b(\cos \theta)\sin^{\frac{\alpha_0}{2}}||L^2_{x}||w(\alpha, 0)\partial^\alpha \{ I - P \} f||^2_{L^2_{x}L^{\gamma/2}_{x,v}} \]
\[ + \frac{\gamma}{2}||w(\alpha, 0)\partial^\alpha \{ I - P \} f||^2_{L^2_{x}H^{\gamma/2}_{x,v}} + C_k \sqrt{\mathcal{E}_{00}(t)}D_k(t) + C_k||\partial^\alpha \{ I - P \} f||^2_{L^2_{x}L^{\gamma}_{x,v}}. \]

For \( J_{7.2} \) and \( J_{7.3} \), for the Boltzmann case, we deduce from Lemma 2.4 that
\[ |J_{7.2}| \lesssim (C + ||\langle \nu \rangle^4f||_{H^4_x})||\{ I - P \} f||_{H^2_x}||w^2(\alpha, 0)Pf||_{H^2_x}, \]
\[ \lesssim \eta||Pf||_{H^2_x} + C_0||\{ I - P \} f||_{H^2_x} + C_k \sqrt{\mathcal{E}_{00}(t)}D_k(t). \]

It follows from (2.45) that
\[ |J_{7.3}| \lesssim \| \nabla \phi \|_{L^2_{x}} \left( (C + \| \langle \nu \rangle^4f \|_{H^4_x}) \| \{ I - P \} f \|_{H^2_x} \| Pf \|_{H^2_x} + \| \langle \nu \rangle^4 \|_{H^4_x} (C + \| \| Pf \|_{H^2_x}) \| Pf \|_{H^2_x} \right) \]
\[ \lesssim (\sqrt{\mathcal{E}_{00}(t)} + \mathcal{E}_{00}(t)) D_k(t). \]

For the Landau case, we can deduce from (2.54) and (2.55) that
\[ \sum_{\pm} J_{7.1} \leq -\frac{\gamma}{2}||w(\alpha, 0)\partial^\alpha \{ I - P \} f||^2_{L^2_{x}L^2_{D}} + C_k||\partial^\alpha \{ I - P \} f||^2_{L^2_{x}L^2_{x}} + C_k \sqrt{\mathcal{E}_{00}(t)}D_k(t), \]
with some constants \( \gamma_1, C_k > 0 \). Applying Lemma 2.13 and (2.56), we have
\[ |J_{7.2}| \lesssim (C + \| f \|_{L^2_{x}}) \| \{ I - P \} f \|_{H^2_x} \| Pf \|_{H^2_x} \lesssim \eta||Pf||_{H^2_x} + C_0||\{ I - P \} f||_{H^2_x} + C_k \sqrt{\mathcal{E}_{00}(t)}D_k(t), \]
and
\[ |J_{7.3}| \lesssim (C + \| \langle \nu \rangle f \|_{H^2_x}) \| \nabla \phi \|_{L^2_{x}} \| \{ I - P \} f \|_{H^2_x} \| Pf \|_{H^2_x} \lesssim \sqrt{\mathcal{E}_{00}(t)}D_k(t). \]

For \( J_8 \), we deduce from (2.46) that for the Boltzmann case:
\[ |J_8| \lesssim \| \langle \nu \rangle^4f \|_{H^4_x} \| \langle \nu \rangle^2 Pf \|_{H^2_x} \| Pf \|_{H^2_x} + \| \langle \nu \rangle^4 Pf \|_{H^2_x} \| Pf \|_{H^2_x} \lesssim \sqrt{\mathcal{E}_{00}(t)}D_k(t), \]
and from (2.57) that for the Landau case:
\[ |J_8| \lesssim \| \langle \nu \rangle f \|_{H^2_x} \| \langle \nu \rangle Pf \|_{H^2_x} \| Pf \|_{H^2_x} \lesssim \sqrt{\mathcal{E}_{00}(t)}D_k(t). \]

Here we let \( k \geq k_0 \). For \( J_9 \), we split it as
\[ J_9 = (\partial^\alpha Q(\{ I_\pm - P_\pm \} f + \{ I_\mp - P_\mp \} f), e^{\frac{\alpha_0}{\alpha_0^2}}w^2(\alpha, 0)\partial^\alpha \{ I_\pm - P_\pm \} f f_{\pm f})_{L^2_{x,v}} \]
\[ + (\partial^\alpha Q(\{ I_\pm - P_\pm \} f + \{ I_\mp - P_\mp \} f), e^{\frac{\alpha_0}{\alpha_0^2}}w^2(\alpha, 0)\partial^\alpha P_{\pm f} f_{\pm f})_{L^2_{x,v}} \]
\[ =: J_{9.1} + J_{9.2}. \]

Then for Boltzmann case, applying Lemma 2.20, we have for any \( \eta > 0 \) that
\[ |J_{9.1}| \leq \|b(\cos \theta)\sin^{\frac{\alpha}{2}}||L^2_{x}||w(\alpha, 0)\partial^\alpha \{ I - P \} f||_{L^2_{x}L^{\gamma/2}_{x,v}}||\partial^\alpha \{ I - P \} f w(\alpha, 0)\|_{L^2_{x}L^{\gamma/2}_{x,v}} \]
\[ + C_k ||w(\alpha, 0)\partial^\alpha \{ I - P \} f||_{L^2_{x}L^{\gamma/2}_{x,v}}||\partial^\alpha \{ I - P \} f w(\alpha, 0)\|_{L^2_{x}L^{\gamma/2}_{x,v}} \]
\[ \leq \frac{1}{16}||b(\cos \theta)\sin^{\frac{\alpha}{2}}||L^2_{x}||w(\alpha, 0)\partial^\alpha \{ I - P \} f||^2_{L^2_{x}L^{\gamma/2}_{x,v}} \]
\[ + \eta||w(\alpha, 0)\partial^\alpha \{ I - P \} f||^2_{L^2_{x}L^{\gamma/2}_{x,v}} + C_k \eta||\{ I - P \} f ||^2_{L^2_{x}L^{\gamma}_{x,v}}. \]

For the term \( J_{9.2} \), by Lemma 2.4 we have
\[ |J_{9.2}| \leq C||w(\alpha, 0)\partial^\alpha \{ I - P \} f||_{L^2_{x}L^2_{x}}||\mu_{H^2_x}||\partial^\alpha Pf w(\alpha, 0)\|_{L^2_{x}L^{2}_{x,v}} \]
\[ \leq \eta||\partial^\alpha Pf||^2_{L^2_{x,v}} + \eta||w(\alpha, 0)\partial^\alpha \{ I - P \} f||^2_{L^2_{x}L^{2}_{x,v}} + C_k \eta||\{ I - P \} f ||^2_{L^2_{x}L^{2}_{x,v}}. \]

For the Landau case, we have from Lemma 2.20 that
\[ |J_9| \leq C_0||\partial^\alpha \{ I - P \} f||_{L^2_{x}L^2_{x}}||\partial^\alpha \{ I - P \} f ||^2_{L^2_{x}L^2_{x}}. \]
where

If the domain $\Omega$ is union of cubes given by $(3.44)$, combining the above estimates for $J_1$ to $J_3$, applying $(3.36)$ and $(3.42)$, we deduce that for small $\eta > 0$,

$$
\partial_t \sum_{|\alpha| \leq 2} \Big( \frac{1}{2} \varepsilon^{|\alpha|} \partial^\alpha f_{\pm} \|_{L^2_{\pm}}^2 + C_{\alpha} \sum_{|\alpha| \leq 2} \| w(\alpha, 0) \partial^\alpha \{ I - P \} f \|_{L^2 H^2_{/2}}^2 \Big) + \frac{\gamma_1}{3} \sum_{|\alpha| \leq 2} \| w(\alpha, 0) \partial^\alpha \{ I - P \} f \|_{L^2 H^2_{/2}}^2 \\
\lesssim \| f \|_{X_{m}} \| f \|_{H^2_{/2}} + C_{\eta, k} \| \{ I - P \} f \|_{H^2_{/2}} + \eta \| \nabla \phi \|_{H^2_{/2}}^2 + \eta \| P f \|_{H^2_{/2}}^2 + C(\sqrt{E_{k_0}(t)} + E_{k_0}(t))D_k(t),
$$

(3.45)

Here, for the Boltzmann case, we use the fact that $\| b(\cos \theta) \sin^{k-2} \theta \|_{L^1_\theta} \leq \frac{1}{100} \| b(\cos \theta) \sin^2 \theta \|_{L^1_\theta}$, which follows from $k \geq k_0$. Taking linear combination $\eta \times (3.43)$ and $(3.45)$ and applying $(3.40)$, we obtain

$$
\partial_t \mathcal{E}_1(t) + \frac{\eta}{2} \| f \|_{Y_k}^2 + \frac{\gamma_1}{4} \sum_{|\alpha| \leq 2} \| w(\alpha, 0) \partial^\alpha \{ I - P \} f \|_{L^2_{/2} L^1_{/2}}^2 \\
\lesssim \| f \|_{X_{m}} \| f \|_{H^2_{/2}} + \eta \| \nabla \phi \|_{H^2_{/2}}^2 + \eta \| P f \|_{H^2_{/2}}^2 + C(\sqrt{E_{k_0}(t)} + E_{k_0}(t))D_k(t),
$$

(3.46)

where $\mathcal{E}_1(t)$ is given by

$$
\mathcal{E}_1(t) = \frac{\eta}{2} \| f \|_{X_k}^2 + \eta \sum_{|\alpha| \leq 2} C_{\alpha} C_{\alpha, k} \| \partial^\alpha \nabla_x \phi \|_{L^2_{/2}}^2 + \sum_{|\alpha| \leq 2} \sum_{|\beta| \leq 2} \frac{1}{2} \| \varepsilon^{|\alpha|, |\beta|} \partial^\alpha f_{\pm} \|_{L^2_{/2}}^2 + C_{\alpha} \| \partial_1 \nabla_x \phi \|_{H^2_{/2}}^2.
$$

(3.47)

It's direct to verify that $\mathcal{E}_1(t)$ satisfies $(3.29)$. For the second right-hand term of $(3.46)$, we split it as

$$
\eta \| f \|_{H^2_{/2}}^2 \lesssim \eta \| P f \|_{H^2_{/2}}^2 + \eta \sum_{|\alpha| \leq 2} \| w(\alpha, 0) \partial^\alpha \{ I - P \} f \|_{L^2_{/2} L^1_{/2}}^2.
$$

(3.48)

Choosing $\eta$ sufficiently small, the second right-hand term of $(3.48)$ can be absorbed by the left hand side of $(3.46)$ and we obtain $(3.30)$. This completes the proof of Lemma $3.2$.

3.3. Recover the energy from semigroup method. According to Lemma $3.2$, we only need to deal with term $\| \{ I - P \} f \|_{H^2_{/2}}$ without velocity derivative on the right hand side of $(3.30)$. In order to eliminate this term, we define the semigroup generated by $L$ given in $(1.4)$ to be $S_L(t)$. Then we first give some estimate on $S_L(t)$, which is the solution operator to the equation

$$
\partial_t f + v \cdot \nabla_x f + \nabla_x \phi \cdot v = L \phi, \quad f(0) = f_0, \quad -\Delta_x \phi = \int_{\mathbb{R}^3} (f_+ - f_-) dx, \quad \int_{\Omega} \phi(t, x) dx = 0.
$$

(3.49)

If the domain $\Omega$ is union of cubes given by $(1.10)$, then we further assume

$$
\partial_\alpha \phi = 0 \quad \text{on} \partial \Omega.
$$

(3.50)

To obtain the estimate of $(3.49)$, we denote $-\Delta_x^{-1} \int_{\mathbb{R}^3} (f_+ - f_-) dx$ to be the solution operator to the second equation of $(3.49)$. Then we define linear operators $A = [A_+, A_-], B = [B_+, B_-]$ and $K_1, K_2$ as

$$
A_\pm = -v \cdot \nabla x + L \mp M \chi_R, \quad B_\pm = -v \cdot \nabla x + L \pm M \chi_R, \quad K_1 = M \chi_R, \quad K_2 = \pm v \cdot \nabla x, \Delta_\pm^{-1} \int_{\mathbb{R}^3} (f_+ - f_-) dx, \quad \mathcal{L} = -v \cdot \nabla x \pm v \cdot \nabla x \Delta_\pm^{-1} \int_{\mathbb{R}^3} (f_+ - f_-) dx + L \pm,
$$

where $M > 0$ is a large constant and $\chi \in D(\mathbb{R})$ is the truncation function satisfying $1_{[-1, 1]} \leq \chi \leq 1_{[-2, 2]}$ and we denote $\chi_R(\cdot) := \chi(\cdot / R)$ for $R > 0$. For the case of the union of cubes, we consider the domain of these operators, i.e., $A, B, \mathcal{L}$, with restriction of specular-reflection boundary condition for $f$ and Neumann boundary condition for $\phi$:

$$
f(R_x v) = f(v) \quad \text{on} \gamma_- \quad \text{on} \gamma_-, \quad \partial_n \Delta_\pm^{-1} \int_{\mathbb{R}^3} (f_+ - f_-) dx = 0 \quad \text{on} \partial \Omega.
$$

Then we have the following lemma.
Lemma 3.3. Consider both Boltzmann and Landau cases. For \( k \geq k_0 \), there exists \( \varepsilon_0 > 0 \) such that if
\[
\|f\|_{H^2 L^4_{k_0}} \leq \varepsilon_0, \tag{3.51}
\]
then we have
\[
\|S(t)f\|_{H^2 L^4_k} \lesssim (t)^{-\frac{n}{2}} \|f\|_{H^2 L^4_{k_0}}, \tag{3.52}
\]
and (suppose \( s = 1 \) for Landau case)
\[
\left( \int_0^\infty \| (v)^k S(t)f \|_{H^2 L^4_k}^2 dt \right)^{\frac{1}{2}} \lesssim \|f\|_{H^2 H^{-s}_{k,\gamma/2}}. \tag{3.53}
\]
Proof. We will prove (3.52) and (3.53) in two steps. We only prove the Boltzmann case and the Landau case can be proved similarly.

\textbf{Step 1.} By Duhamel’s principle, we have
\[
S_B(t) = S_A(t) + \int_0^t S_B(t-s)K_1S_A(s)ds, \tag{3.54}
\]
and
\[
S_L(t) = S_B(t) + \int_0^t S_L(t-s)K_2S_B(s)ds. \tag{3.55}
\]
Using Lemma 2.6 and Theorem 2.8 with \( g = 0 \) for the Boltzmann case and Lemma 2.11 for the Landau case, we deduce that for \( k \geq k_0 \),
\[
(-A f, (v)^{2k} f)_{L^2_{k,\gamma}} \geq \frac{2k}{2} \| (v)^k f \|_{L^2_{k,\gamma}}^2 \gtrsim \| (v)^{k+\frac{1}{2}} f \|_{L^2_{k,\gamma}}^2, \tag{3.56}
\]
here \( (v \cdot \nabla_x \partial^\alpha f, \partial^\alpha f)_{L^2_{k,\gamma}} = 0 \) by using change of variable \( v \mapsto R_x v \) for the case of union of cubes. Moreover, we use Lemma 2.14 to obtain
\[
(v \cdot \nabla_x f, (v)^{2k} f)_{L^2_{k,\gamma}} = 0. \tag{3.57}
\]
For the case of the union of cubes, and by using change of variable \( v \mapsto R_x v \). For the case of torus, (3.57) also holds. Then \( A \) generates a semigroup on \( L^2_k \) such that
\[
\|S_A(t)f\|_{L^2_k} \leq \|f\|_{L^2_k}. \tag{3.58}
\]
Also, by definition of semigroup, we have the equation
\[
\partial_t S_A(t)f - AS_A(t)f = 0. \tag{3.59}
\]
Taking inner product of (3.59) with \( (v)^{2k} S_A(t)f \) over \( \Omega \times \mathbb{R}^3 \), we have from (3.56) that
\[
\frac{1}{2k} \| (v)^k S_A(t)f \|_{L^2_{k,\gamma}}^2 + \lambda \| (v)^k S_A(t)f \|_{L^2_{k,\gamma}}^2 \leq 0. \tag{3.60}
\]
For the hard potential case, i.e. \( \gamma \geq 0 \), we have
\[
\| (v)^k S_A(t)f \|_{L^2_{k,\gamma}} \gtrsim \| (v)^k S_A(t)f \|_{L^2_{k,\gamma}},
\]
and hence,
\[
\|S_A(t)f\|_{L^2_k} \lesssim e^{-\lambda t} \|f\|_{L^2_k}, \tag{3.61}
\]
for some \( \lambda > 0 \). For the soft potential case and \( k \geq k_1 \geq k_0 \), it follows from (3.60) that
\[
\partial_t \|S_A(t)f\|_{L^2_{k,\gamma}}^2 \lesssim -\|S_A(t)f\|_{L^2_{k,\gamma}}^2 + \lambda R^{2(k-k_1)+\gamma} \|S_A(t)f\|_{L^{2}_{k,\gamma}}^2,
\]
for some \( \lambda > 0 \). Solving this ODE and using (3.58), we have
\[
\|S_A(t)f\|_{L^2_{k,\gamma}}^2 \lesssim e^{-R^{2(k-k_1)+\gamma} t} \left( \|f\|_{L^2_{k,\gamma}}^2 + \lambda R^{2(k-k_1)+\gamma} \int_0^t e^{R^{2(k-k_1)+\gamma} s} ds \|f\|_{L^{2}_{k,\gamma}}^2 \right),
\]
Choosing \( R = (\frac{t}{|\log(t)|})^{-\frac{2(k-k_1)}{k}} \), we have
\[
\|S_A(t)f\|_{L^2_{k,\gamma}} \lesssim (t)^{-\frac{k-k_1+1/2}{k}} \|f\|_{L^2_{k,\gamma}}, \tag{3.62}
\]
For $k \geq k_1 + 4$, since $|\gamma| \leq 3$, we know that $(t) \frac{k-k_1-1/2}{\tau} \leq (t)^{-\frac{1}{\tau}}$. Together with (3.61), we deduce that

$$\|S_A(t)f\|_{L^2_{t}L^1_x} \lesssim (t)^{-\frac{1}{\tau}} \|f\|_{L^2_{t}L^2_x},$$

(3.63)

For the semigroups $S_B(t)$ and $S_C(t)$ in exponential weighted space, we have

$$\partial_t S_B(t)f - BS_B(t)f = 0, \quad \partial_t S_C(t)f - LS_C(t)f = 0.$$  

(3.64)

Taking $H^2_tL^2_x$ inner product with $\mu^{-1}S_B(t)f$ and $\mu^{-1}S_C(t)f$ over $\Omega \times \mathbb{R}^3$ respectively, we have

$$\partial_t \|\mu^{-\frac{1}{2}}S_B(t)f\|^2_{H^2_tL^2_x} + \lambda \|\mu^{-\frac{1}{2}}(I - \mu \frac{1}{2})S_B(t)f\|^2_{H^2_tH^2_{1/2}} \leq 0,$$

$$\partial_t \|\mu^{-\frac{1}{2}}S_C(t)f\|^2_{H^2_tL^2_x} + \partial_t \|\nabla_x \phi\|^2_{H^2_x} + \lambda \|\mu^{-\frac{1}{2}}(I - \mu \frac{1}{2})S_C(t)f\|^2_{H^2_tH^2_{1/2}} \leq 0.$$  

(3.65)

where the dissipation rate of $L_\pm$ for exponential perturbation can be found in [33, 36] and $\phi$ is given by

$$\phi = \Delta_x^{-1} \int_{\mathbb{R}^3} (S_C(t)f)_+ - (S_C(t)f)_- dv.$$  

(3.66)

In the second estimate of (3.65), we used the fact that $\partial_t \int_{\mathbb{R}^3} (S_C(t)f)_+ - (S_C(t)f)_- dv + \int_{\mathbb{R}^3} v \cdot \nabla_x S_C(t)f dv = 0$. Thus

$$\sum_{\pm} \left( \pm mu \cdot \nabla_x \partial_t \Delta_x^{-1} \int_{\mathbb{R}^3} (S_C(t)f)_+ - (S_C(t)f)_- dv, \mu^{-1} \partial_t (S_C(t)f)_{\pm} \right)_{L^2_{t,x}}$$

$$= \left( \partial_t \phi, \int_{\mathbb{R}^3} v \cdot \nabla_x \partial_t (S_C(t)f)_+ - (S_C(t)f)_- dv \right)_{L^2_{t,x}}$$

$$= \left( \partial_t \phi, -\partial_t \partial_t \right) \int_{\mathbb{R}^3} ((S_C(t)f)_+ - (S_C(t)f)_-) dv \right)_{L^2_{t,x}} - \frac{1}{2} \partial_t \|\nabla_x \phi\|^2_{H^2_x}.$$  

Here we take integration by parts on $\nabla_x$ with (3.50) and use boundary condition (1.12) to deduce $\int_{\mathbb{R}^3} v ((S_C(t)f)_+ - (S_C(t)f)_-) dv = 0$ on $\partial \Omega$ for the case of union of cubes.

In order to derive the weighted version of (3.65), taking $H^2_tL^2_x$ inner product of (3.64) with $\langle v \rangle^{2k}\mu^{-1}S_B(t)f$ and $\langle v \rangle^{2k}\mu^{-1}S_C(t)f$ over $\Omega \times \mathbb{R}^3$ respectively, we have

$$\partial_t \|\langle v \rangle^{k}\mu^{-\frac{1}{2}}S_B(t)f\|^2_{H^2_tL^2_x} + \lambda \|\langle v \rangle^{k}(\mu^{-\frac{1}{2}}S_B(t)f)\|^2_{H^2_tH^2_{1/2}} \leq C \|\nabla_x \phi\|^2_{H^2_x} + \partial_t \|\nabla_x \phi\|^2_{H^2_x} + \lambda \|\langle v \rangle^{k}(\mu^{-\frac{1}{2}}F_C(t)f)\|^2_{H^2_tH^2_{1/2}} \leq C \|\nabla_x \phi\|^2_{H^2_x} + \partial_t \|\nabla_x \phi\|^2_{H^2_x} + \partial_t \|\nabla_x \phi\|^2_{H^2_x} + \lambda \|\langle v \rangle^{k}(\mu^{-\frac{1}{2}}S_C(t)f)\|^2_{H^2_tH^2_{1/2}}.$$  

(3.67)

By macroscopic estimates from [19, Theorem 3.4] for the case of the union of cubes and exponential perturbation, we have

$$\partial_t \mathcal{E}_{int,B}(t) + \lambda \|\langle v \rangle^{k}\mu^{-\frac{1}{2}}P_{B}^{-\frac{1}{2}}S_B(t)f\|^2_{H^2_tH^2_{1/2}} \leq C \|\mu^{-\frac{1}{2}}(I - \mu \frac{1}{2})S_B(t)f\|^2_{H^2_tH^2_{1/2}},$$

$$\partial_t \mathcal{E}_{int,C}(t) + \partial_t \|\nabla_x \phi\|^2_{H^2_x} + \lambda \|\mu^{-\frac{1}{2}}P_{C}^{-\frac{1}{2}}S_C(t)f\|^2_{H^2_tH^2_{1/2}} + \lambda \|\nabla_x \phi\|^2_{H^2_x} \leq C \|\mu^{-\frac{1}{2}}(I - \mu \frac{1}{2})S_C(t)f\|^2_{H^2_tH^2_{1/2}} + \partial_t \|\nabla_x \phi\|^2_{H^2_x} + \lambda \|\nabla_x \phi\|^2_{H^2_x}.$$  

(3.68)

where $\phi$ is given by (3.66) and $\mathcal{E}_{int,B}, \mathcal{E}_{int,C}$ are functional satisfying

$$\mathcal{E}_{int,B}(t) \lesssim \|\mu^{-\frac{1}{2}}S_B(t)f\|^2_{H^2_tL^2_x}, \quad \mathcal{E}_{int,C}(t) \lesssim \|\mu^{-\frac{1}{2}}S_C(t)f\|^2_{H^2_tL^2_x},$$

(3.69)

respectively. Although the macroscopic estimates from [19] are for the case of union of cubes, the case of the torus can be similarly derived with simpler calculations; see also [44]. Taking linear combinations (3.65) + $\kappa^2 \times (3.67)$ + $\kappa \times (3.68)$ and assuming the a priori assumption

$$\|\nabla_x \phi\|^2_{H^2_x} \leq \varepsilon,$$

(3.70)

with $\varepsilon > 0$ sufficiently small and $\phi$ given by (3.66), we have

$$\partial_t \mathcal{E}_B(t) + \lambda \|\langle v \rangle^{k} \mu^{-\frac{1}{2}}S_B(t)f\|^2_{H^2_tH^2_{1/2}} \leq 0, \quad \partial_t \mathcal{E}_C(t) + \lambda \|\langle v \rangle^{k} \mu^{-\frac{1}{2}}S_C(t)f\|^2_{H^2_tH^2_{1/2}} + \lambda \|\nabla_x \phi\|^2_{H^2_x} \leq 0,$$

(3.71)

where

$$\mathcal{E}_B(t) = \|\mu^{-\frac{1}{2}}S_B(t)f\|^2_{H^2_tL^2_x} + \|\langle v \rangle^{k} \mu^{-\frac{1}{2}}S_B(t)f\|^2_{H^2_tL^2_x} + \kappa \mathcal{E}_{int,B},$$

$$\mathcal{E}_C(t) = \|\mu^{-\frac{1}{2}}S_C(t)f\|^2_{H^2_tL^2_x} + \|\langle v \rangle^{k} \mu^{-\frac{1}{2}}S_C(t)f\|^2_{H^2_tL^2_x} + \kappa \mathcal{E}_{int,C} + \|\nabla_x \phi\|^2_{H^2_x}.$$


With (3.69), it’s direct to check that

\[ \mathcal{E}_B(t) \sim \| \mu^{-\frac{1}{2}} S_B(t) f \|_{H^2 L^2}^2 + \| \langle v \rangle^k \mu^{-\frac{1}{2}} S_B(t) f \|_{H^2 L^2}^2, \]

\[ \mathcal{E}_C(t) \sim \| \mu^{-\frac{1}{2}} S_C(t) f \|_{H^2 L^2}^2 + \| \langle v \rangle^k \mu^{-\frac{1}{2}} S_C(t) f \|_{H^2 L^2}^2 + \| \nabla_x \phi \|_{L^2}^2. \]

We calculate the first inequality of (3.71) and the second one is similar. When \( \gamma \geq 0 \), we have

\[ \partial_t \mathcal{E}_B(t) + \lambda \| \langle v \rangle^k \mu^{-\frac{1}{2}} S_B(t) f \|_{H^2 L^2}^2 \leq 0, \]

thus

\[ \| \langle v \rangle^k \mu^{-\frac{1}{2}} S_B(t) f \|_{H^2 L^2}^2 \leq e^{-\lambda t} \| \langle v \rangle^k \mu^{-\frac{1}{2}} f \|_{H^2 L^2}^2. \]

When \( \gamma < 0 \), we have

\[ \partial_t \mathcal{E}_B(t) + \lambda \| \langle v \rangle^{k+\gamma} \mu^{-\frac{1}{2}} S_B(t) f \|_{H^2 L^2}^2 \leq 0. \]

Then we apply similar arguments for obtaining (3.62) to deduce that

\[ \| \mu^{-\frac{1}{2}} S_B(t) f \|_{H^2 L^2_{t<4}}^2 \lesssim (t) \left| \frac{3(3+\gamma)}{4} \right| \| \mu^{-\frac{1}{2}} f \|_{H^2 L^2_{t<4}}^2 \lesssim (t)^{-\frac{\gamma}{2}} \| \mu^{-\frac{1}{2}} f \|_{H^2 L^2_{t<4}}^2. \] (3.72)

The estimate for hard potential case is also included in (3.72). Similarly, it follows from the second estimate of (3.71) that

\[ \| \mu^{-\frac{1}{2}} S_C(t) f \|_{H^2 L^2_{t<4}}^2 + \| \nabla_x \phi \|_{H^2 L^2_{t<4}}^2 \lesssim (t)^{-\frac{\gamma}{2}} (\| \mu^{-\frac{1}{2}} f \|_{H^2 L^2_{t<4}}^2 + \| \nabla_x \phi \|_{t=0}^2). \] (3.73)

Now we turn back to Duhamel’s principle (3.54) and (3.55). For any \( f \), we have from (3.54), (3.63) and (3.72) that for \( k_1 \geq k_0 \),

\[ \| S_B(t) f \|_{H^2 L^2_{t<1}} \lesssim \| S_A(t) f \|_{H^2 L^2_{t<1}} + \int_0^t \| \mu^{-\frac{1}{2}} S_B(t-s) K_1 S_A(s) f \|_{H^2 L^2_{t<1}} ds \]

\[ \lesssim (t)^{-\frac{\gamma}{2}} \| f \|_{H^2 L^2_{t<1}} + \int_0^t (t-s)^{-\frac{\gamma}{2}} \| \mu^{-\frac{1}{2}} K_1 S_A(s) f \|_{H^2 L^2_{t<1}} ds \]

\[ \lesssim (t)^{-\frac{\gamma}{2}} \| f \|_{H^2 L^2_{t<1}} + \int_0^t (t-s)^{-\frac{\gamma}{2}} \| S_A(s) f \|_{H^2 L^2_{t<1}} ds \lesssim (t)^{-\frac{\gamma}{2}} \| f \|_{H^2 L^2_{t<1}}. \] (3.74)

Thus, recalling \( \phi \) is given by (3.66), it follows from (3.55), (3.73) and (3.74) that for \( k_1 \geq k_0 \),

\[ \| S_C(t) f \|_{H^2 L^2_{t<1}} \lesssim \| S_B(t) f \|_{H^2 L^2_{t<1}} + \int_0^t \| \mu^{-\frac{1}{2}} S_C(t-s) K_2 S_B(s) f \|_{H^2 L^2_{t<1}} ds \]

\[ \lesssim (t)^{-\frac{\gamma}{2}} \| f \|_{H^2 L^2_{t<1}} + \int_0^t (t-s)^{-\frac{\gamma}{2}} \| \mu^{-\frac{1}{2}} K_2 S_B(s) f \|_{H^2 L^2_{t<1}} \]

\[ + \| \nabla_x \Delta^{-1} \int_{\mathbb{R}^3} (K_2 S_B(s) f)_+ - (K_2 S_B(s) f)_- \|_{H^2 L^2_{t<1}} ds. \] (3.75)

Note that by using odd property on \( \mu v \), we have

\[ \int_{\mathbb{R}^3} (K_2 S_B(s) f)_+ - (K_2 S_B(s) f)_- \cdot dv = 2 \int_{\mathbb{R}^3} \mu(v) v \cdot \nabla_x \Delta^{-1} \int_{\mathbb{R}^3} ((S_B(s)f)_+(u) - (S_B(s)f)_-(u)) \cdot du \cdot dv = 0. \]

Also, letting

\[ \phi_1 = \Delta^{-1} \int_{\mathbb{R}^3} ((S_B(s)f)_+(u) - (S_B(s)f)_-(u)) \cdot du, \]

when \( \Omega \) is torus, we know that

\[ \| \nabla_x \phi_1 \|_{L^2} \lesssim \| \Delta_x \phi_1 \|_{L^2}. \] (3.76)

If \( \Omega \) is union of cubes given by (1.10), noticing from (3.50) that \( \partial_t \phi_1 = 0 \) on \( \Gamma_t \), by Sobolev inequality [15, Theorem 6.7-5], we also have (3.76). Then we obtain from (3.75) and (3.63) that for \( k_1 \geq k_0 \),

\[ \| S_C(t) f \|_{H^2 L^2_{t<1}} \lesssim (t)^{-\frac{\gamma}{2}} \| f \|_{H^2 L^2_{t<1}} + \int_0^t (t-s)^{-\frac{\gamma}{2}} \| \langle v \rangle^3 \mu^\frac{1}{2} (v) v \cdot \nabla_x \phi_1 \|_{H^2 L^2_{t<1}} ds \]

\[ \lesssim (t)^{-\frac{\gamma}{2}} \| f \|_{H^2 L^2_{t<1}} + \int_0^t (t-s)^{-\frac{\gamma}{2}} \| \Delta_x \phi_1 \|_{H^2 L^2_{t<1}} ds \]

\[ \lesssim (t)^{-\frac{\gamma}{2}} \| f \|_{H^2 L^2_{t<1}} + \int_0^t (t-s)^{-\frac{\gamma}{2}} \| S_B(s) f \|_{H^2 L^2_{t<1}} ds \lesssim (t)^{-\frac{\gamma}{2}} \| f \|_{H^2 L^2_{t<1}}. \] (3.77)
Next, we check that (3.70) is fulfilled if \( \varepsilon_0 > 0 \) in (3.51) is small enough. Similar to (3.76), we have
\[
\| \nabla x \phi \|_{H^2} \lesssim \| \Delta x \phi \|_{H^2} = \int_{\mathbb{R}^3} (S_{\mathcal{C}}(t)f)_+ - (S_{\mathcal{L}}(t)f)_- \, d\nu \|H^1_\nu.
\] (3.78)

Then we can obtain that \( \| \nabla_x \phi \|_{H^2} \lesssim \| S_{\mathcal{C}}(t)f \|_{H^2} \lesssim \| f \|_{H^2} \|_{L^2_{\nu+4}} \). This closes the a priori assumption (3.70) and completes the proof of (3.52).

**Step 2.** For brevity of notations, we let \( s = 1 \) for the Landau case. In order to obtain (3.53), we consider the dual \( A^*_l \) of \( A_t = (v^t A(\nu)^{-1} f) \) for any \( l \in \mathbb{R} \). Notice that
\[
(A^*_l \nu, \langle v \rangle^{2k} f)_{L^2_{\nu} L^2_{H^{s}\nu}} = (\langle v \rangle^{2k-l} f, A_l(\langle v \rangle^{2k-l} f))_{L^2_{\nu} L^2_{H^{s}\nu}},
\]
where we let \( g = \langle v \rangle^{2k-l} f \). Then the taking \( L^2_{\nu} L^2_{H^{s}\nu} \) inner product of \( \partial_t S_{A^*_l}(t)f - A^*_l S_{A^*_l}(t)f = 0 \) with \( \langle v \rangle^{2k} S_{A^*_l}(t)f \), we have
\[
\partial_t \| \nu \|^2 S_{A^*_l}(t)f = (A^*_l \nu, \langle v \rangle^{2k} S_{A^*_l}(t)f)_{L^2_{\nu} L^2_{H^{s}\nu}} = 0.
\]
Hence for \( l - k \geq k_0 \),
\[
\partial_t \| \nu \|^2 S_{A^*_l}(t) + (A^*_l \nu, \langle v \rangle^{2k} S_{A^*_l}(t)f)_{L^2_{\nu} L^2_{H^{s}\nu}} = 0,
\]
where \( g = \langle v \rangle^{2k-l} S_{A^*_l}(t)f \). Integrate over \( t \), we have
\[
\lambda \int_0^\infty \| \nu \|^2 S_{A^*_l}(t) \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \leq \| \nu \|^2 S_{A^*_l}(t) \|_{L^2_{\nu} L^2_{H^{s}\nu}}.
\] (3.79)

Observe that if \( f \) satisfies equation \( \partial_t f = Af \) then \( g = \langle v \rangle^t f \) satisfies \( \partial_t g = A_l g \), and also that \( (Af, \langle v \rangle^{2l} f)_{L^2_{\nu} L^2_{H^{s}\nu}} = (A_l g, g)_{L^2_{\nu} L^2_{H^{s}\nu}} \). Thus, \( \langle v \rangle^t S_A(t)f = S_A(t) \langle v \rangle^t f \). Moreover, by duality, we have
\[
(A_f, g)_{L^2_{\nu} L^2_{H^{s}\nu}} = (f, S_A^*(g))_{L^2_{\nu} L^2_{H^{s}\nu}}.
\]
Therefore, for some sequence \( \{ \varphi_n \} \) in Schwartz space such that \( \| \varphi_n \|_{L^2_{\nu} L^2_{H^{s}\nu}} \leq 1 \), we have from (3.79) that
\[
\int_0^\infty \| \nu \|^2 S_A(t) \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt = \int_0^\infty \lim_{n \to \infty} \lim_{n \to \infty} \| \langle v \rangle^{2K} S_A(t)f, \varphi_n \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt = \lim_{n \to \infty} \inf \int_0^\infty \| \langle v \rangle^{2K} f, S_A(t) \varphi_n \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \leq \| \langle v \rangle^{2K} f \|_{L^2_{\nu} L^2_{H^{s}\nu}},
\]
for \( k \geq k_0 \). This is the estimate for \( S_A(t) \). To obtain the estimates for \( S_{\mathcal{C}}(t) \), it follows from Duhamel’s principle (3.54) that
\[
\left( \int_0^\infty \| \langle v \rangle^k S_{\mathcal{C}}(t)f \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \right)^{\frac{1}{2}} \lesssim \left( \int_0^\infty \| \langle v \rangle^k S_A(t)f \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \right)^{\frac{1}{2}} + \left( \int_0^\infty \| \langle v \rangle^k \int_0^t S_B(s) K_1 S_A(t - s) f \, ds \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \right)^{\frac{1}{2}}.
\] (3.80)

Using (3.72), the second right-hand term of (3.80) can be estimated by
\[
\int_0^\infty \left( \int_s^\infty \| \mu^{-\frac{k}{2}} S_B(s) K_1 S_A(t - s) f \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \right)^{\frac{1}{2}} \lesssim \int_0^\infty \left( \int_0^\infty \| \mu^{-\frac{k}{2}} K_1 S_A(t)f \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \right)^{\frac{1}{2}} ds \lesssim \left( \int_0^\infty \| S_A(t)f \|_{L^2_{\nu} L^2_{H^{s}\nu}} ds \right)^{\frac{1}{2}} \lesssim \| f \|_{H^2_{\nu} H^{s}_{\nu+2}}.
\]
Note that \( \nabla x \) commutes with \( S_A(t) \). The first term on the right-hand side of (3.80) can be estimated in the same way. Thus, for \( k \geq k_0 \), we have from (3.80) that
\[
\left( \int_0^\infty \| \langle v \rangle^k S_{\mathcal{C}}(t)f \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \right)^{\frac{1}{2}} \lesssim \| f \|_{H^2_{\nu} H^{s}_{\nu+2}}.
\] (3.81)

Next we apply (3.55), and (3.81) to derive the estimates on \( S_{\mathcal{L}}(t) \):
\[
\left( \int_0^\infty \| \langle v \rangle^k S_{\mathcal{L}}(t)f \|_{L^2_{\nu} L^2_{H^{s}\nu}} dt \right)^{\frac{1}{2}} \]
Note that \( \partial_t \) where the associated inner product is given by

\[
\langle f, g \rangle := \int_0^\infty \sum_{|\alpha| \leq 2} (S_\mathcal{L}(\tau) \partial^\alpha f, S_\mathcal{L}(\tau) \partial^\alpha g)_{L^2_x L^2_t} d\tau,
\]

where the term with brace is equal to zero because \( \int_{\mathbb{R}^3} v \mu \, dv = 0 \). Inserting this into (3.82), we obtain (3.53). This completes the proof of Lemma 3.3.

Next, we can introduce a norm

\[
\| f \|^2 := \sum_{|\alpha| \leq 2} \int_0^\infty \| S_\mathcal{L}(\tau) \partial^\alpha f \|^2_{L^2_x L^2_t} d\tau,
\]

where \( \| \cdot \| \) is given in (3.83), \( \mathcal{E}_k(t) \) and \( \mathcal{D}_k(t) \) are given in (1.21) and (1.22).

Lemma 3.4. For both the Boltzmann and Landau cases, suppose \((f, \phi)\) is the solution to the equation (1.3). Then we have

\[
\frac{1}{2} \partial_t \| f \|^2 + \| f \|^2_{H^2 \mathcal{L}_t} \lesssim \sqrt{\mathcal{E}_k(t)} \mathcal{D}_k(t),
\]

where \( \| \cdot \| \) is given in (3.83), \( \mathcal{E}_k(t) \) and \( \mathcal{D}_k(t) \) are given in (1.21) and (1.22).

Proof. Recall the first equation of (1.3):

\[
\partial_t f_{\pm} = \pm \nabla_x \phi \cdot \nabla_v f + \mathcal{L} f + Q(f_{\pm} + f_{\mp}, f_{\pm}),
\]

where \( \mathcal{L} \) is given in (1.4). Then we take the \( \langle \cdot, \cdot \rangle \) inner product of (3.86) with \( f \) and compute every term separately. Since \( \partial_t \) commute with \( \mathcal{L} \), we know that \( \partial_t \) commute with \( S_\mathcal{L}(\tau) \) and hence,

\[
\langle (\partial_t \partial^\alpha f, \partial^\alpha f) \rangle = \frac{1}{2} \partial_t \| \partial^\alpha f \|^2.
\]

Next, we compute Term 1. Since \( s \geq \frac{1}{2} \) implies \( 1 - s \leq s \), by Lemma 2.10 and (3.84), we have

\[
\int_0^\infty \sum_{|\alpha| \leq 2} (S_\mathcal{L}(\tau) \partial^\alpha (\nabla_x \phi \cdot \nabla_v f), S_\mathcal{L}(\tau) \partial^\alpha f)_{L^2_x L^2_t} d\tau \\
\lesssim \sum_{|\alpha| \leq 2} \| \partial^\alpha (\nabla_x \phi \cdot \nabla_v f) \|_{L^2_x H^{1-s}_{y_0+3/2}} \sum_{|\alpha| \leq 2} \| \partial^\alpha f \|_{L^2_x L^2_t} \\
\lesssim \| \nabla_x \phi \|_{H^2_x} \| f \|_{H^1_{y_0+3/2}} \| f \|_{H^2_x L^2_t} \lesssim \sqrt{\mathcal{E}_k(t)} \mathcal{D}_k(t),
\]

where the term with brace is equal to zero because \( \int_{\mathbb{R}^3} v \mu \, dv = 0 \). Inserting this into (3.82), we obtain (3.53). This completes the proof of Lemma 3.3.

Next, we can introduce a norm

\[
\| f \|^2 := \sum_{|\alpha| \leq 2} \int_0^\infty \| S_\mathcal{L}(\tau) \partial^\alpha f \|^2_{L^2_x L^2_t} d\tau,
\]

where the term with brace is equal to zero because \( \int_{\mathbb{R}^3} v \mu \, dv = 0 \). Inserting this into (3.82), we obtain (3.53). This completes the proof of Lemma 3.3.

Next, we can introduce a norm

\[
\| f \|^2 := \sum_{|\alpha| \leq 2} \int_0^\infty \| S_\mathcal{L}(\tau) \partial^\alpha f \|^2_{L^2_x L^2_t} d\tau,
\]

where the term with brace is equal to zero because \( \int_{\mathbb{R}^3} v \mu \, dv = 0 \). Inserting this into (3.82), we obtain (3.53). This completes the proof of Lemma 3.3.
for the non-cutoff Boltzmann case, where we let \( k \geq k_0 + 3/2 \). Similarly, for the Landau case, we have from (3.84) that for \( k \geq k_0 + 4 \),
\[
\int_0^{+\infty} \sum_{|\alpha| \leq 2} (S_\alpha(\tau) \partial^\alpha (\nabla_x \phi \cdot \nabla_v f), S_\alpha(\tau) \partial^\alpha f)_{L^2_{v} L^2_{x}} d\tau \lesssim \sum_{|\alpha| \leq 2} \| \partial^\alpha (\nabla_x \phi \cdot \nabla_v f) \|_{L^2_{v} L^{\infty}_{x}} \| f \|_{H^1_{v} H^{k_0+4}_{x}} \\
\lesssim \| \nabla_x \phi \|_{H^2_{v}} \| f \|_{H^2_{v} H^{k_0+4}_{x}} \| f \|_{H^1_{v} L^{\infty}_{x}} \lesssim \sqrt{E_{k_0}(t)} D_k(t).
\]

For the term 2 and for both Boltzmann and Landau case, since \( \lim_{t \to -\infty} \langle t \rangle^{-2/3} = 0 \) in (3.52), we have
\[
\int_0^{+\infty} \sum_{|\alpha| \leq 2} (S_\alpha(\tau) \partial^\alpha f, S_\alpha(\tau) \partial^\alpha f)_{L^2_{v} L^2_{x}} d\tau = \int_0^{+\infty} \frac{d}{d\tau} \sum_{|\alpha| \leq 2} \| S_\alpha(\tau) \partial^\alpha f \|_{L^2_{v} L^2_{x}}^2 d\tau = -\sum_{|\alpha| \leq 2} \| \partial^\alpha f \|_{L^2_{v} L^2_{x}}^2.
\]

Finally, we consider the nonlinear part, i.e. Term 3. For the Boltzmann case, by (2.14), (3.84), we have
\[
\int_0^{+\infty} \sum_{|\alpha| \leq 2} (S_\alpha(\tau) \partial^\alpha Q(f_{\pm} f_{\mp}, f_{\pm}), S_\alpha(\tau) \partial^\alpha f)_{L^2_{v} L^2_{x}} d\tau \\
\leq C_k \sum_{|\alpha| \leq 2} \sum_{|\beta| \leq 2, \alpha_1 \leq \alpha_2} \| Q(\partial^\beta_+ f_{\pm} f_{\mp} \partial^\alpha_+ - \partial^\alpha_+ f_{\pm} \partial^\alpha_- f_{\pm}) \|_{L^2_{v} H^{\alpha_1-\alpha_2}_{0} \ni \gamma} \| \partial^\alpha f \|_{L^2_{v} L^2_{x}} \\
\leq C_k (\| f \|_{H^2_{v} L^2_{x}} \| f \|_{H^2_{v} H^{0+\gamma}_{x}} + \| f \|_{H^2_{v} L^2_{x}} \| f \|_{H^2_{v} H^{0+\gamma}_{x}}) \| \partial^\alpha f \|_{L^2_{v} L^2_{x}} \leq C_k \sqrt{E_{k_0}(t)} D_k(t).
\]

Here we let \( k_0 \geq 14, k \geq k_0 + 2 \) and apply similar discussion on \( \alpha_1 \) as in (2.53). For the Landau case, by (2.18), (3.84), we have
\[
\int_0^{+\infty} \sum_{|\alpha| \leq 2} (S_\alpha(\tau) \partial^\alpha Q(f_{\pm} f_{\mp}, f_{\pm}), S_\alpha(\tau) \partial^\alpha f)_{L^2_{v} L^2_{x}} d\tau \\
\leq C_k \sum_{|\alpha| \leq 2} \sum_{|\beta| \leq 2, \alpha_1 \leq \alpha_2} \| Q(\partial^\beta_+ f_{\pm} f_{\mp} \partial^\alpha_+ - \partial^\alpha_+ f_{\pm} \partial^\alpha_- f_{\pm}) \|_{L^2_{v} H^{\alpha_1-\alpha_2}_{0} \ni \gamma} \| \partial^\alpha f \|_{L^2_{v} L^2_{x}} \\
\leq C_k \| f \|_{H^2_{v} L^2_{x}} \| f \|_{H^2_{v} H^{0+\gamma}_{x}} \| \partial^\alpha f \|_{L^2_{v} L^2_{x}} \leq C_k \sqrt{E_{k_0}(t)} D_k(t),
\]

where \( k \geq k_0 + 4 \) and we also apply similar discussion on \( \alpha_1 \) as in (2.53). Combining the above estimates, the \((\cdot, \cdot)\) inner product of (3.86) with \( \partial^\alpha f \) yields
\[
\frac{1}{2} \partial_t \| f \|^2 + \sum_{|\alpha| \leq 2} \| \partial^\alpha f \|_{L^2_{v} L^2_{x}}^2 \lesssim \sqrt{E_{k_0}(t)} D_k(t).
\]

Then we conclude Lemma 3.4. \( \square \)

### 3.4. Proof of the main theorem

We start this subsection by proving the main stability theorem as below. Theorem 3.5 and 3.6 together with local existence from Theorem 2.24 will imply Theorem 1.2. We give the details as the following. To prove Theorem 1.2, we assume the \textit{a priori} assumption as
\[
\sup_{0 \leq t \leq T} E_{k_0}(t) \leq 2M, \tag{3.87}
\]
for the case \( \gamma \in [0,1] \) and
\[
\sup_{0 \leq t \leq T} (1 + t)^{\frac{\gamma}{2}} E_{k_0}(t) \leq CM, \tag{3.88}
\]
for the case \( \gamma \in [-3,0] \), where \( l > \frac{1}{3} \) is a constant and we further assume \( k \geq k_0 + l \) in this case.

**Theorem 3.5.** Assume that \( f_0 \) satisfies the conservation laws (1.9) and \( F_0 = \mu + f_0 \geq 0 \). There exists \( k_1 \geq k_0 \) such that for
\[ k \geq k_0 \text{ for Landau case and } k \geq k_1 \text{ for Boltzmann case,}
\]
there exists a small constant \( M \geq 0 \) such that if \( E_{k_0}(0) \leq M, E_k(0) < \infty \), then there exist a unique global solution \( f(t, x, v) \) to the Vlasov-Poisson-Boltzmann/Landau system (1.3) with \( F = \mu + f \geq 0 \) satisfying
\[
\partial_t E_k(t) + \lambda D_k(t) \lesssim \| f \|_{X_{k_0} E_k(t)}, \tag{3.89}
\]
for any \( T > 0 \), for some generic constant \( \lambda > 0 \).
Proof. We take linear combination \( \kappa \times (3.4) + (3.30) + C_0 \times (3.85) \) with \( \kappa, C_0 > 0 \) to deduce that
\[
\partial_t \mathcal{E}_k(t) + \lambda \kappa \|a, -, b, c\|_{H^2}^2 + \lambda \kappa \|\nabla_x \phi\|_{H^2}^2 + \kappa \|\|f\|_{L^2}^2 + C_0 \|f\|_{H^2}^2 + \lambda \sum_{|\alpha| \leq 2} \|w(\alpha, 0) \partial^\alpha \{I - P\} f\|_{L^2_{x,t}}^2
\]
\[
\lesssim \|f\|_{X_{\kappa}} \|f\|_{X_k}^2 + \kappa \|\|1 - P\| f\|_{H^2}^2 + \|\|N\| f\|_{H^2}^2 + C_{\eta,k} \|\{1 - P\} f\|_{H^2}^2 + \eta \|\nabla_x \phi\|_{H^2}^2 + \eta \|\|P f\|_{H^2}^2 + C(\sqrt{E_{k_0}(t)} + E_{k_0}(t)) \mathcal{D}_k(t),
\]
for some generic constant \( \lambda > 0 \), where \( \mathcal{E}_k(t) \) is given by
\[
\mathcal{E}_k(t) := \kappa G(t) + \mathcal{E}_1(t) + \frac{C_0}{{2}} \sum_{|\alpha| \leq 2} \|\partial^\alpha f\|^2.
\] (3.90)

Here \( G(t), \mathcal{E}_1(t) \) and \( \|\cdot\| \) are given in Lemma 3.1, Lemma 3.2 and (3.83) respectively. Choosing \( \kappa > 0 \) sufficiently small, and then \( \eta > 0 \) sufficiently small, and finally \( C_0 > 0 \) sufficiently large, we have
\[
\partial_t \mathcal{E}_k(t) + \lambda \mathcal{D}_k(t) \lesssim \|f\|_{X_{\kappa}} \mathcal{E}_k(t) + \kappa \|N\| \mathcal{E}_k(t) + (\sqrt{E_{k_0}(t)} + E_{k_0}(t)) \mathcal{D}_k(t),
\] (3.91)
for some generic constant \( \lambda > 0 \), where \( \mathcal{D}_k(t) \) is given by (1.22). Then one can check (1.21) by using (3.3), (3.47), (3.84) with sufficiently small \( \kappa \). Note that \( e^{\frac{-\kappa t}{1 + t}} \approx 1 \) as in (2.31).

Next, recall from Lemma 3.1 that
\[
N_{\eta} = (\pm \nabla_x \phi \cdot \nabla_x f_{\phi, \pm} + Q(f_{\pm}, f_{\mp})) = (\pm \nabla_x \phi \cdot \nabla_x f_{\phi, \pm}, \xi) + (Q(f_{\pm}, f_{\mp}), \xi),
\]
where \( \xi \) is some linear combination of \( v, v, v, v, v, v \). For \( |\alpha| \leq 1 \), we have
\[
\|\partial^\alpha (\nabla_x \phi \cdot \nabla_x f, \xi)\|_{L^2_t} \lesssim \sum_{|\alpha| = 0} \|\partial^\alpha \nabla_x \phi \|_{L^\infty_t} \|\partial^{\alpha - \alpha_0} \nabla_x f\|_{L^2_t} + \sum_{|\alpha| = 1} \|\partial^\alpha \nabla_x \phi \|_{L^2_t} \|\partial^{\alpha - \alpha_0} \nabla_x f\|_{L^2_t}
\]
\[
\lesssim \|\nabla_x \phi\|_{H^2} \|f\|_{H^2} \|\xi\|_{H^2} \lesssim \sqrt{E_{k_0}(t)} \mathcal{D}_k(t).
\] (3.92)

For the Boltzmann case, by Lemma 2.4, we apply similar discussion on \( \alpha \) as in (3.92) to deduce that
\[
\|\partial^\alpha (Q(f_{\pm}, f_{\mp}, \xi))\|_{L^2_t} \lesssim \|f\|_{H^2} \|\xi\|_{H^2} \lesssim \sqrt{E_{k_0}(t)} \mathcal{D}_k(t).
\]

For the Landau case, by (2.17) we have
\[
\|\partial^\alpha (Q(f_{\pm}, f_{\mp}, f_{\mp}, \xi))\|_{L^2_t} \lesssim \|f\|_{H^2} \|\xi\|_{H^2} \lesssim \sqrt{E_{k_0}(t)} \mathcal{D}_k(t).
\]

Therefore, we obtain \( \sum_{|\alpha| \leq 1} \|\partial^\alpha N\|_{L^2_t} \lesssim \mathcal{E}_k(t) \mathcal{D}_k(t) \). Then (3.91) implies
\[
\partial_t \mathcal{E}_k(t) + \lambda \mathcal{D}_k(t) \lesssim \|f\|_{X_{\kappa}} \mathcal{E}_k(t) + (\sqrt{E_{k_0}(t)} + E_{k_0}(t)) \mathcal{D}_k(t).
\] (3.93)

Choosing \( M \) in the \( a \) priori assumption (3.87) and (3.88) sufficiently small, we have from (3.93) that \( \partial_t \mathcal{E}_k(t) + \lambda \mathcal{D}_k(t) \lesssim \|f\|_{X_{\kappa}} \mathcal{E}_k(t) \) for some \( \lambda > 0 \). This concludes Theorem 3.5.

To conclude Theorem 1.2, we need to prove the large-time behavior as the following.

**Theorem 3.6.** Let \( l = 0 \) for hard potential case and \( l > \frac{|\alpha|}{2} \) for soft potential case. Let \( k \geq k_0 + 2 + l \) (and let \( k \) sufficiently large for Boltzmann case). If the solution \((f, \phi)\) of (1.3) satisfies \( E_{k_0 + 1 + l}(0) \leq M \), \( \mathcal{E}_k(0) < \infty \). Then there exists a constant \( \lambda > 0 \), such that for any \( t > 0 \), we have
\[
\sup_{0 \leq t \leq T} \mathcal{E}_k(t) \leq 2 \mathcal{E}(0).
\] (3.94)

Moreover, we have \( \mathcal{E}_k(t) \leq e^{-\lambda t} \mathcal{E}_k(0) \) if \( 0 \leq \gamma \leq 1 \), \( \mathcal{E}_{k-1}(t) \leq (1 + t)^{-\frac{d-l}{2}} \mathcal{E}_k(0) \) if \( \gamma < 0 \).

**Proof.** If \( 0 \leq \gamma \leq 1 \), noticing that \( \|\cdot\|_{L^2_x} \lesssim \|\cdot\|_{L^2_x} \) and choosing \( M \) in (3.87) small enough, we have \( \|f\|_{X_{\kappa}} \lesssim \mathcal{E}_k \lesssim M \), and hence, by (3.89) we have \( \partial_t \mathcal{E}_k(t) + \lambda \mathcal{E}_k(t) \leq 0 \). Solving this ODE, we obtain \( \mathcal{E}_k(t) \leq e^{-\lambda t} \mathcal{E}_k(0) \). This closes the \( a \) priori assumption (3.87) and concludes the case of hard potential.

Next, we assume \( \gamma < 0 \). For any \( l > \frac{|\alpha|}{2} \), we have from (3.88) that
\[
\|f\|_{X_{\kappa}} \lesssim \mathcal{E}_k(t) \lesssim M(1 + t)^{-\frac{d+l}{2}}.
\] (3.95)

Let \( p = \frac{d + l}{2} \) and \( p' = \frac{d + l}{d - l} \). Then by \( L^p - L^{p'} \) Hölder’s inequality, we have
\[
\|w(\alpha, \beta) \partial_\beta^\alpha f\|_{L^2_x} = \int_{\mathbb{R}^3} (w)^{\frac{2}{p'} - \frac{1}{p'}} (v)^{-\frac{2}{d - l}} |w(\alpha, \beta) \partial_\beta^\alpha f| \|dv\lesssim
\] 37
\[
\| (v)^{1/2} w(\alpha, \beta) \partial_\gamma f \|_{L^2_t L^2_x} \leq \| (v)^{1/2} w(\alpha, \beta) \partial_\gamma f \|_{L^2_t L^2_x} \leq D_{k} \frac{2^{l}}{2^{l}} E_{k+l}^{\frac{1}{2}}.
\]

From definition (1.21) and (1.19), we have \( E_{k}^{\frac{1}{2}} \leq C_{k} \). Then it follows from (3.89) and (3.95) that

\[
\partial_t E_{k}(t) + \lambda E_{k} \bigg( \sup_{0 \leq s \leq T} E_{k+l} \bigg) \leq CM(1 + t) - \frac{2^{l}}{2^{l}} E_{k}(t). \tag{3.96}
\]

Neglecting the second left hand term of (3.96), we have \( \partial_t E_{k}(t) \leq CM(1 + t) - \frac{2^{l}}{2^{l}} E_{k}(t) \). Taking integration over \( t \in [0, T] \) yields

\[
\sup_{0 \leq t \leq T} E_{k}(t) \leq E_{k}(0) + CM \int_{0}^{T} (1 + t) - \frac{2^{l}}{2^{l}} dt \sup_{0 \leq t \leq T} E_{k}(t).
\]

Since \( \frac{2^{l}}{2^{l}} > 1 \), choosing \( M > 0 \) sufficiently small, we have

\[
\sup_{0 \leq t \leq T} E_{k}(t) \leq 2E_{k}(0). \tag{3.97}
\]

This gives (3.4). Next, we solve (3.4) directly. It’s direct to obtain that

\[
\partial_t (E_{k}^{\frac{1}{2}}(t)) \geq \frac{\gamma}{2l} E_{k}^{\frac{1}{2}}(t) + \frac{CM}{2l} (1 + t) - \frac{2^{l}}{2^{l}} E_{k}^{\frac{1}{2}}(t),
\]

and thus

\[
\partial_t \bigg( \exp \left\{ \frac{CM|\gamma|^2}{2l(-2l + |\gamma|)} (1 + t)^{- \frac{2^{l+1}}{2^{l}}} \right\} E_{k}^{\frac{1}{2}}(t) \bigg) \geq \frac{\gamma}{2l} \exp \left\{ \frac{CM|\gamma|^2}{2l(-2l + |\gamma|)} (1 + t)^{- \frac{2^{l+1}}{2^{l}}} \right\} \bigg( \sup_{0 \leq t \leq T} E_{k+l} \bigg)^{\frac{1}{2}}.
\]

Note that \(-2l + |\gamma| < 0\). Taking integration over \( t \in [0, T] \), we have

\[
\exp \left\{ \frac{CM|\gamma|^2}{2l(-2l + |\gamma|)} (1 + t)^{- \frac{2^{l+1}}{2^{l}}} \right\} E_{k}^{\frac{1}{2}}(t) \geq C_{\gamma,l}E_{k}^{\frac{1}{2}}(0) + C_{\gamma,l} \int_{0}^{T} dt \left( \sup_{0 \leq t \leq T} E_{k+i} \right)^{\frac{1}{2}},
\]

and hence \( E_{k}(t) \leq C_{\gamma,l}(1 + t)^{\frac{2^{l}}{2^{l}}} \sup_{0 \leq t \leq T} E_{k+i}(t) \). Replacing \( k \) by \( k - l \geq k_0 \), we apply (3.97) to deduce

\[
E_{k-l}(t) \lesssim (1 + t)^{\frac{2^{l}}{2^{l}}} \sup_{0 \leq t \leq T} E_{k}(t) \lesssim (1 + t)^{\frac{2^{l}}{2^{l}}} E_{k}(0).
\]

Noticing \( \gamma < 0 \), choosing \( k - l = k_0 \) and applying (1.23), we close the \textit{a priori} assumption (3.88). Using the standard continuity arguments, we complete the proof of Theorem 3.6.
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