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Abstract

We prove the uncertainty relation \( \sigma_T \sigma_E \geq \hbar / 2 \) between the time \( T \) of detection of a quantum particle on the surface \( \partial \Omega \) of a region \( \Omega \subset \mathbb{R}^3 \) containing the particle’s initial wave function, using the “absorbing boundary rule” for detection time, and the energy \( E \) of the initial wave function. Here, \( \sigma \) denotes the standard deviation of the probability distribution associated with a quantum observable and a wave function. Since \( T \) is associated with a POVM rather than a self-adjoint operator, the relation is not an instance of the standard version of the uncertainty relation due to Robertson and Schrödinger. We also prove that if there is nonzero probability that the particle never reaches \( \partial \Omega \) (in which case we write \( T = \infty \)), and if \( \sigma_T \) denotes the standard deviation conditional on the event \( T < \infty \), then \( \sigma_T \sigma_E \geq (\hbar / 2) \sqrt{\text{Prob}(T < \infty)} \).

Key words: detection time, time of arrival, POVM, Heisenberg indeterminacy relation, absorbing boundary condition in quantum mechanics.

1 Introduction

Note added. After the completion of this paper, an anonymous referee pointed out to me that the result I prove here is a special case of a result proved before in the appendix of [6]. Although I had cited [6], I had missed that result, partly because it is only in the appendix but not stated in the main body of [6]. If I had been aware of what is in the appendix of [6], I would not have written this paper. Still, this paper may be useful to some readers.

The Heisenberg uncertainty relation is perhaps best known in the form

\[
\sigma_{Q,\psi} \sigma_{P,\psi} \geq \frac{\hbar}{2}
\]  
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due to Kennard [1], where $\sigma_{Q,\psi}$ and $\sigma_{P,\psi}$ are the standard deviations of the probability distributions of position and momentum associated with a given wave function $\psi$ of norm 1. A well-known generalization to arbitrary self-adjoint operators $A, B$ in the place of $Q, P$, established by Robertson [2] and Schrödinger [3], asserts that

$$\sigma_{A,\psi} \sigma_{B,\psi} \geq \frac{1}{2} \left| \langle \psi | [A, B] | \psi \rangle \right| .$$

(2)

It was expected already in the early days of quantum mechanics that a relation of the form

$$\sigma_{T,\psi} \sigma_{E,\psi} \geq \frac{\hbar}{2}$$

(3)

should hold between time $T$ and energy $E$; however, it is far from obvious which “time observable” should be meant here, and various possibilities have been discussed in the literature, see, e.g., [4, 5, 6, 7] and the references therein.

In Section 3 we prove (3) for a particular time observable, the time at which a non-relativistic quantum particle, whose initial wave function $\psi_0$ is concentrated in some region $\Omega \subset \mathbb{R}^3$ of physical space, gets registered by ideal detectors placed along the surface $\partial \Omega$ of $\Omega$. Mathematically, we take this observable to be defined by the absorbing boundary rule [8, 9, 10, 11, 12, 13], which asserts that, in the presence of such detectors, $\psi$ evolves for $t \geq 0$ according to the Schrödinger equation

$$i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \psi$$

(4)

with the absorbing boundary condition

$$\mathbf{n}(x) \cdot \nabla \psi(x) = i\kappa \psi(x)$$

(5)

for every $x \in \partial \Omega$, where $\mathbf{n}(x)$ is the outward unit normal vector to $\partial \Omega$ at $x$ and $\kappa > 0$ is a constant (the wave number of sensitivity of the detectors). The rule asserts further that the probability that the time $T$ and location $X$ of detection lie in the interval $[t, t + dt]$ and the surface element $d^2x$ in $\partial \Omega$ around $x$, respectively, is given by

$$\text{Prob}_{\psi_0}(T \in dt, X \in d^2x) = \mathbf{n}(x) \cdot j^\psi(x) dt d^2x = \frac{\hbar}{m} |\psi_t(x)|^2 dt d^2x,$$

(6)

(7)

where it is assumed that $\|\psi_0\| = 1$, $j^\psi$ is the usual probability current associated with $\psi$,

$$j^\psi = \frac{\hbar}{m} \text{Im}[\psi^* \nabla \psi],$$

(8)

and (6) and (7) are equivalent by virtue of the boundary condition (5).

The absorbing boundary rule represents an ideal “hard” detector, i.e., one that detects the particle as soon as it reaches $\partial \Omega$, as opposed to a “soft” detector that may take a while to notice a particle moving through the detector volume. Soft detectors can be conveniently modeled through imaginary potentials [14, 12]; an energy–time
uncertainty relation concerning the time at which a soft detector clicks was established by Kiukas et al. [6]. That result, together with the facts that the relation does not depend on the parameters of the soft detector and that the absorbing boundary rule can be obtained as a limit of soft detectors [12], could also provide a strategy for proving (3) for hard detectors; however, this strategy is not straightforward because the relevant limit involves changing the detector volume and thus the Hilbert space. Be that as it may, we will give a different, direct proof of (3) for the absorbing boundary rule.

In the event that the particle is never detected, we write \( T = \infty \). The probability

\[
p := \text{Prob}_{\psi_0}(T < \infty)
\]

is 1 if \( \Omega \) is a bounded set, but may otherwise be less than 1, for example when \( \Omega \) is a half space. If \( 0 < p < 1 \) then \( T \) necessarily has infinite mean and variance, so (3) is trivially true because \( \sigma_{T,\psi} = \infty \). In such a scenario it may be of interest (as suggested in [6]) to consider the conditional distribution of \( T \), given that \( T < \infty \), and define \( \sigma_{T,\psi} \) as the standard deviation of that distribution; for this case we will show in Section 4 that

\[
\sigma_{T,\psi} \sigma_{E,\psi} \geq \sqrt{p} \frac{\hbar}{2}
\]

instead of (3).

It is noteworthy that the constant in (3) does not depend on the detector parameter \( \kappa \), and that the constant in (10) depends on it only through \( p \). The question thus arises whether the constants in (3) and (10) are sharp; at present, I cannot answer this question. (I give some discussion at the end of Section 3.)

It would also be of interest to study whether the relation

\[
\mathbb{E}_{\psi}[T|T < \infty] \sigma_{E,\psi} \geq C \sqrt{p} \hbar
\]

with \( \mathbb{E}_{\psi}[T|T < \infty] \) the expectation of \( T \) conditional on \( T < \infty \), proved in [6] for soft detectors, is also true for the absorbing boundary rule, and if so, what the optimal value of the numerical constant \( C \) is. Likewise, relations between the means of \( T \) and \( E \), i.e., \( \mathbb{E}_{\psi}[T|T < \infty] \) and \( \mathbb{E}_{\psi}E \), would be of interest. These questions will not be addressed here.

## 2 Definition of Energy

We need to say more about the exact statement involving (3), in particular what exactly the quantities in (3) mean for us. As mentioned, the quantity \( \sigma_{T,\psi} \) in (3) is the standard deviation of the probability distribution of \( T \),

\[
\sigma_{T,\psi}^2 = \text{Var}(T) = \mathbb{E}_{\psi}[(T - \mathbb{E}_{\psi}T)^2].
\]

We assume that \( \psi = \psi_0 \) is smooth with compact support that does not touch \( \partial\Omega \); for such \( \psi \) we write \( \psi \in C_0^\infty(\Omega \setminus \partial\Omega) \). For the proof to go through, however, it suffices to
make the weaker assumption that $\psi$ lies in the domain $D(H^2)$ of $H^2$ and is such that both $\psi$ and $H\psi$ vanish on the boundary.

It follows [9, 13] from (7) that the probability distribution of $T$ is given by a POVM (positive-operator-valued measure [15, 16, 17]) $F(\cdot)$ in the sense that

$$\text{Prob}_{\psi_0}(T \in \Delta) = \langle \psi_0 | F(\Delta) | \psi_0 \rangle$$

(13)

for every (measurable) set $\Delta \subseteq [0, \infty]$. Since the distribution of $T$ is given by a POVM, not a self-adjoint operator, the Robertson–Schrödinger inequality (2) does not directly apply to yield the desired relation (3). The POVM can be expressed as

$$F(dt) = \frac{6\mathbf{m}^*}{\hbar} \int_{\partial \Omega} d^2 x |x\rangle \langle x| W_t dt$$

(14)

$$= -\frac{i}{\hbar} W_t^*(H^* - H) W_t dt$$

(15)

$$F(\{\infty\}) = \lim_{t \to \infty} W_t^* W_t$$

(16)

with * denoting the adjoint operator and $W_t$ the (non-unitary) linear operator that maps $\psi_0$ to $\psi_t$ solving (11) and (13). The operators $W_t$ are of the form $W_t = e^{-iHt/\hbar}$ for $t \geq 0$ but the Hamiltonian $H$ is not self-adjoint. The $W_t$ have the properties $W_0 = I$, $W_t W_s = W_{t+s}$, and $\|W_t \psi\| \leq \|\psi\|$; that is, they form a contraction semigroup.

This brings us to the question of what exactly is meant by $\sigma_{E,\psi}$. The question arises because the Hamiltonian $H$ is not self-adjoint and, in fact, not unitarily diagonalizable (it is not a “normal” operator, its self-adjoint and its skew-adjoint part do not commute and therefore cannot be simultaneously diagonalized [13]). As a consequence, there is no PVM (projection-valued measure) or POVM associated with $H$, so it is far from clear whether and how a probability distribution (over real or complex “energies”) can be associated with $H$ and $\psi = \psi_0$. We will use instead the free Hamiltonian

$$H_{\text{free}} = -\frac{\hbar^2}{2m} \nabla^2$$

(17)

on (the appropriate domain in) $L^2(\mathbb{R}^3)$ (i.e., the second Sobolev space). This is anyhow what one would naturally regard as the “energy distribution” of $\psi \in C_0^\infty(\Omega \setminus \partial \Omega)$. The free Hamiltonian is self-adjoint and thus associated with a PVM that defines, for every $\psi \in L^2(\mathbb{R}^3)$, a probability distribution on the energy axis. In fact, this distribution is concentrated on the positive half axis and there has density

$$\rho(E) = \frac{\sqrt{2m^3 E}}{\hbar^3} \int_{\mathbb{S}^2} \omega \left| \hat{\psi} \left( \frac{\sqrt{2mE}}{\hbar} \omega \right) \right|^2,$$

(18)

where $\mathbb{S}^2 = \{\omega \in \mathbb{R}^3 : |\omega| = 1\}$ is the unit sphere, $d^2 \omega$ the surface element (sin $\theta \ d\theta \ d\phi$ in spherical coordinates), and $\hat{\psi}$ the Fourier transform of $\psi$. The standard deviation of this distribution is $\sigma_{E,\psi}$. Equivalently,

$$\sigma_{E,\psi}^2 = \langle \psi | H_{\text{free}}^2 | \psi \rangle - \langle \psi | H_{\text{free}} | \psi \rangle^2.$$

(19)
The following observation about \( \psi \in C_0^\infty(\Omega \setminus \partial \Omega) \) is relevant here: Consider the three different viewpoints of taking the Hamiltonian to be \( H \) (and regarding \( \psi \) as an element of \( L^2(\Omega) \)), or of taking the Hamiltonian to be \( H_{\text{free}} \) (and regarding \( \psi \) as an element of \( L^2(\mathbb{R}^3) \)), or of taking the Hamiltonian to be \( H_{\text{Dir}} = -(\hbar^2/2m)^2 \nabla^2 \) with Dirichlet boundary conditions on \( \partial \Omega \) (and regarding \( \psi \) as an element of \( L^2(\Omega) \) again). The latter two viewpoints lead to completely different probability distributions over the energy axis (one is continuous, the other discrete for bounded \( \Omega \)), but both have the same mean and variance, as the mean is given by

\[
\langle \psi | H_{\text{free}} | \psi \rangle = \langle \psi | H_{\text{Dir}} | \psi \rangle
\]  
(20)

(because for a function not touching the boundary, both \( H_{\text{free}} \) and \( H_{\text{Dir}} \) are given by \( -(\hbar^2/2m)^2 \nabla^2 \)), and the variance by

\[
\langle \psi | H^2_{\text{free}} | \psi \rangle - \langle \psi | H_{\text{free}} | \psi \rangle^2 = \langle \psi | H^2_{\text{Dir}} | \psi \rangle - \langle \psi | H_{\text{Dir}} | \psi \rangle^2
\]  
(21)

(because both \( H^2_{\text{free}} \) and \( H^2_{\text{Dir}} \) are \( (\hbar^4/4m^2)^2 \nabla^4 \)). Furthermore, the standard formulas for the mean and variance, \( \langle \psi | H | \psi \rangle \) and \( \langle \psi | H^2 | \psi \rangle - \langle \psi | H | \psi \rangle^2 \), applied to the non-self-adjoint \( H \), still yield the same values, for \( \psi \in C_0^\infty(\Omega \setminus \partial \Omega) \), as \( H_{\text{free}} \) and \( H_{\text{Dir}} \). That is why \( \sigma_{E,\psi} \) can still be expressed in terms of \( H \) as

\[
\sigma^2_{E,\psi} = \langle \psi | H^2 | \psi \rangle - \langle \psi | H | \psi \rangle^2.
\]  
(22)

As another remark, I mention that our proofs of (3) and (10) remain valid if a bounded, smooth potential \( V : \mathbb{R}^3 \rightarrow \mathbb{R} \) with bounded derivatives is added to the Schrödinger equation (4), and \( \sigma_{E,\psi} \) is understood as the standard deviation for \( -(\hbar^2/2m)^2 \nabla^2 + V \), in agreement with (22). While for the uncertainty relation (1) between position and momentum, the choice of potential is irrelevant, the relation (3) between time and energy is affected by the choice of \( V \) in two ways: first, because \( V \) is part of the meaning of the energy \( E \), and second, because the choice of \( V \) affects the time evolution and thus the probability distribution of \( T \).

3 Proof of (3)

We first focus on the case that \( p = \text{Prob}(T < \infty) = 1 \) for all \( \psi \). We formulate our result for \( V = 0 \). For definiteness, we take \( \Omega \) to be open, \( \Omega = \Omega \setminus \partial \Omega \).

**Theorem 1.** Suppose that \( \Omega \subset \mathbb{R}^3 \) is open with a boundary \( \partial \Omega \) that is locally Lipschitz and piecewise \( C^1 \), and such that

\[
\lim_{t \to \infty} W_t^* W_t = 0
\]  
(23)

(or, equivalently, \( p = 1 \) for every \( \psi \in L^2(\Omega) \)). For every \( \psi \in D(H^2) \) with \( \| \psi \| = 1 \) and \( \psi \) and \( H\psi \) vanishing on \( \partial \Omega \), in particular for \( \psi \in C_0^\infty(\Omega) \) with \( \| \psi \| = 1 \), (3) is true with (12) and (19).
Proof. Theorem 1 of [13] guarantees that the operators $W_t$ exist and the distribution of $T$ is well defined. Due to (23),

$$J : L^2(\Omega, \, d^3x) \rightarrow L^2([0, \infty) \times \partial \Omega, \, dt \, d^2x),$$

(24a)

defined by

$$J\psi(t, x) = \sqrt{\hbar \kappa /m} (W_t \psi)(x)$$

(24b)
on $\psi$ from the domain of $H$ and by continuation on other $\psi$s from $L^2(\Omega)$ [13, Sec. 5], is a unitary isomorphism between $\mathcal{H} = L^2(\Omega)$ and a subspace of $\mathcal{H}_2 = L^2([0, \infty) \times \partial \Omega)$; the natural PVM on $\mathcal{H}_2$ is the Naimark dilation [15] of the joint POVM for detection time $T$ and detection location $X$; $T$ corresponds to a self-adjoint operator $\hat{T} = t$ on $\mathcal{H}_2$, where $t$ means multiplication by the variable $t$, and the probability distribution of $T$ for $\psi \in \mathcal{H}$ with $||\psi|| = 1$ is exactly the distribution associated with $\hat{T}$ and $J\psi$. The time evolution $W_t$ gets mapped by $J$ to the shift $S_t$ on $\mathcal{H}_2$, $S_t\phi(s, x) = \phi(s + t, x)$ (by virtue of the semigroup property):

$$JW_t = S_tJ.$$  

(25)

Correspondingly, $H$ gets mapped by $J$ to the generator $H_\geq$ of the semigroup $(S_t)_{t \geq 0}$, i.e., $H_\geq = i\hbar \partial /\partial t$, which is no longer self-adjoint because of the boundary at $t = 0$.

We will also regard $\mathcal{H}_2$ as a subspace of $\tilde{\mathcal{H}} = L^2(\mathbb{R} \times \partial \Omega)$ (by setting $\phi(t, x) = 0$ for $t < 0$) with $\tilde{S}_t$ the shift defined for positive or negative $t$. Note that $\tilde{S}_t$ does not agree with $S_t$ even for positive $t$; $\mathcal{H}_2$ is not invariant under $\tilde{S}_t$ for $t > 0$, and $S_t f \neq \tilde{S}_t f$ for $f \in \mathcal{H}_2 \subset \tilde{\mathcal{H}}$. Rather, for such $f$, $S_t f = P_\geq \tilde{S}_t f$ with $P_\geq$ the projection $\mathcal{H} \rightarrow \mathcal{H}_2$. The group $S_t$ is generated by the operator $\hat{H} = i\hbar \partial /\partial t$, whose formula looks the same as that of $H_\geq$, but the domain of $\tilde{H}$ is different from that of $H_\geq$, and $\tilde{H}$ is self-adjoint whereas $H_\geq$ is not. The domain of $\tilde{H}$ is $H^1(\mathbb{R}, L^2(\partial \Omega))$, that of $H_\geq$ is $P_\geq H^1(\mathbb{R}, L^2(\partial \Omega))$.

The multiplication by $t$ also defines a self-adjoint operator $\tilde{T}$ on $\tilde{\mathcal{H}}$, and for $f \in \mathcal{H}_2 \subset \tilde{\mathcal{H}}$, $\tilde{T} f = \tilde{T} f$. Now on $\tilde{\mathcal{H}}$, there is an uncertainty relation between $\tilde{T}$ and $\tilde{H}$: For any $\phi \in \tilde{\mathcal{H}}$ with $||\phi|| = 1$,

$$\sigma_{\tilde{T}, \phi} \sigma_{\tilde{H}, \phi} \geq \frac{\hbar}{2}.$$  

(26)

This is simply the uncertainty relation (1) for position and momentum because $t$ is now one of the variables in $\psi$, analogous to position, and $\tilde{H}$ is the derivative relative to $t$, analogous to momentum.

Here, we need to comment on the mathematical conditions of the validity of (1). The question is whether, for (1) to be valid, $\psi$ needs to lie in the domain of $P$, or perhaps even in the domain of $QP$ and that of $PQ$. The answer is that (1), when understood appropriately, is valid for every $\psi \in L^2(\mathbb{R})$ with $||\psi|| = 1$ (whereas this is not true in general for [2] [18, Chap. 12]). Let us explain. Let $A$ be a self-adjoint operator in the Hilbert space $\mathcal{H}$ and $\psi \in \mathcal{H}$ with $||\psi|| = 1$. Then $\psi$ defines a probability distribution on the spectrum of $A$, the Born distribution $\langle \psi | P(\cdot) | \psi \rangle$ with $P
the spectral PVM of $A$, $A = \int_{\mathbb{R}} P(d\alpha) \alpha$. The Born distribution has finite expectation and variance if and only if $\psi$ lies in the domain of $A$. In that case, the variance is given by

$$\sigma_{A,\psi}^2 = \|A\psi\|^2 - \langle \psi | A\psi \rangle^2. \quad (27)$$

Thus, for every $\psi \in L^2(\mathbb{R})$ with $\|\psi\| = 1$ that lies in both the domain of $Q$ and that of $P$, $\sigma_{Q,\psi}$ and $\sigma_{P,\psi}$ are well defined and finite. For those $\psi$, (1) can be proved [18, Thm. 12.7]. However, since for $\psi$ not in the domain of $Q$, $\sigma_{Q,\psi} = \infty$, and since there is no unit vector in $L^2(\mathbb{R})$ for which either $\sigma_{Q}$ or $\sigma_{P}$ vanishes, the left-hand side of (1) is infinite (and the relation trivially true) for every $\psi$ not in both the domain of $Q$ and that of $P$. Thus, (1) is plainly and cleanly valid for all wave functions.

The remainder of the reasoning is about the implications of the relation (26) in $\tilde{H}$ for $\psi$ that vanishes along with $H\psi$ on $\partial\Omega$, such as $\psi \in C_0^\infty(\Omega)$. Since $\psi$ lies in the domain of $H$, $J\psi$ lies in the domain of $H_\omega$, and $H_\omega J\psi = JH\psi$. Moreover, $J\psi(t = 0, x) = 0$ (because $\psi$ vanishes on $\partial\Omega$), and $(\partial/\partial t)J\psi(t = 0, x) = 0$ in $L^2(\partial\Omega)$ (because $H\psi$ still lies in the domain of $H$ and thus has a trace on $\partial\Omega$, which in fact is zero). Therefore, $J\psi$ also lies in the domain of $\tilde{H}$, and

$$\tilde{H} J\psi = H_\omega J\psi = JH\psi. \quad (28)$$

Thus, by (27),

$$\sigma_{\tilde{H},\psi}^2 = \|\tilde{H} J\psi\|^2 - \langle J\psi | \tilde{H} J\psi \rangle^2 \quad (29a)$$

$$= \|JH\psi\|^2 - \langle J\psi | JH\psi \rangle^2 \quad (29b)$$

$$= \|H\psi\|^2 - \langle \psi | H\psi \rangle^2 \quad (29c)$$

$$= \sigma_{E,\psi}^2, \quad (29d)$$

using that $J$ is a unitary isomorphism and (22). On the other hand,

$$\sigma_{T,\psi}^2 = \langle J\psi | T^2 | J\psi \rangle - \langle J\psi | T | J\psi \rangle^2 \quad (30)$$

$$= \langle J\psi | T^2 | J\psi \rangle - \langle J\psi | T | J\psi \rangle^2 \quad (31)$$

$$= \sigma_{T,\psi}^2, \quad (32)$$

which completes the proof of (3).

Let us turn again to the question of the sharp constant in (3). It is well known that the constant in (1) is sharp and equality holds for suitable Gaussian packets. As a consequence, $\sigma_T \sigma_{\tilde{H}} = \hbar/2$ for some states in $\tilde{\mathcal{H}}$, and can presumably come arbitrarily close to $\hbar/2$ for suitable states in $\mathcal{H}_S$. The difficulty with making corresponding statements about $\sigma_T \sigma_E$ for states in $L^2(\Omega)$ is to characterize the functions in the range of $J$ and to control how close they can come to Gaussian packets in $\tilde{\mathcal{H}}$. 


4 Proof of (10)

In (10), we mean by \( \sigma_{T,\psi} \) the standard deviation of \( T \), conditional on \( T < \infty \):

\[
\sigma_{T,\psi}^2 = \text{Var}(T|T < \infty).
\]  

(33)

**Theorem 2.** Suppose that \( \Omega \subset \mathbb{R}^3 \) is open with a boundary \( \partial \Omega \) that is locally Lipschitz and piecewise \( C^1 \). For every \( \psi \in D(H^2) \) with \( \|\psi\| = 1 \) and \( \psi \) and \( H\psi \) vanishing on \( \partial \Omega \), in particular for \( \psi \in C_0^\infty(\Omega) \) with \( \|\psi\| = 1 \), (10) is true with (33) and (19).

**Proof.** The mapping \( J \) defined by (24) is now not unitary but still a contraction,

\[
\|J\phi\| \leq \|\phi\| \quad \forall \phi \in L^2(\Omega).
\]  

(34)

Since \( \|J\psi\| = \sqrt{p} \), \( J\psi/\sqrt{p} \) is a unit vector. As before,

\[
S_tJ = JW_t, \quad \text{so} \quad H_\psi J = JH,
\]  

(35)

and the assumption on \( \psi \) implies again that \( J\psi \) lies in the domain of \( \tilde{H} \) and

\[
\tilde{H}J\psi = JH\psi.
\]  

(36)

By the Kennard relation for \( t \) and \( i\partial/\partial t \),

\[
\frac{\hbar^2}{4\sigma_{T,J\psi/\sqrt{p}}^2} \leq \sigma_{\tilde{H},J\psi/\sqrt{p}}^2
\]

(37a)

\[
= \frac{1}{p} \|\tilde{H}J\psi\|^2 - \frac{1}{p^2} (J\psi|\tilde{H}J\psi)^2
\]

(37b)

\[
\leq \frac{1}{p} \|\tilde{H}J\psi\|^2
\]

(37c)

\[
= \frac{1}{p} \|JH\psi\|^2
\]

(37d)

\[
\leq \frac{1}{p} \|H\psi\|^2
\]

(37e)

\[
= \frac{1}{p} \|H_{\text{free}}\psi\|^2.
\]

(37f)

Since for any self-adjoint operator \( A \), the variance \( \sigma_A^2 \) does not change when adding a constant \( c \in \mathbb{R} \) to \( A \), \( \sigma_{A+cI}^2 = \sigma_A^2 \), we can replace \( \tilde{H} \) in (37) by \( \tilde{H} + E_0I \); thus, for any \( E_0 \in \mathbb{R} \),

\[
\frac{\hbar^2}{4\sigma_{T,J\psi/\sqrt{p}}^2} \leq \frac{1}{p} \|(H_{\text{free}} + E_0I)\psi\|^2.
\]

(38)

Since for any real random variable \( X \), its variance can be characterized as

\[
\text{Var}X = \inf_{c \in \mathbb{R}} \mathbb{E}[(X - c)^2],
\]

(39)
we have that for any observable $A$,
\[
\sigma^2_{A,\psi} = \inf_{c \in \mathbb{R}} \langle \psi \vert (A - cI)^2 \vert \psi \rangle ,
\]  
(40)
in particular
\[
\sigma^2_{H_{\text{free}},\psi} = \inf_{E_0 \in \mathbb{R}} \| (H_{\text{free}} + E_0I) \psi \|^2 .
\]  
(41)
Thus, with (38),
\[
\frac{\hbar^2}{4 \sigma^2_{T,J,\psi}} \leq \frac{1}{p} \sigma^2_{H_{\text{free}},\psi} ,
\]  
(42)
which is just a different notation for the desired relation (10), so the proof is complete.
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