E-Bayesian Estimation of Chen Distribution Based on Type-I Censoring Scheme
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Abstract: In this paper, E-Bayesian estimation of the scale parameter, reliability and hazard rate functions of Chen distribution are considered when a sample is obtained from a type-I censoring scheme. The E-Bayesian estimators are obtained based on the balanced squared error loss function and using the gamma distribution as a conjugate prior for the unknown scale parameter. Also, the E-Bayesian estimators are derived using three different distributions for the hyper-parameters. Some properties of E-Bayesian estimators based on balanced squared error loss function are discussed. A simulation study is performed to compare the efficiencies of different estimators in terms of minimum mean squared errors. Finally, a real data set is analyzed to illustrate the applicability of the proposed estimators.
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1. Introduction

Many lifetime distributions have been proposed in the literature to analyze data with bathtub-shaped failure rates. Distributions with bathtub-shape hazard rate functions provide an appropriate conceptual model for some electronic and mechanical products as well as the lifetime of human beings. For a detailed review about bathtub-shaped distributions, one may refer to References [1–5]. In this paper, we exclusively focus on the two-parameter bathtub-shaped lifetime model introduced by Reference [6]. Reference [6] introduced a probability distribution that can give different shapes of hazard functions, including decreasing, increasing and bathtub shapes. The cumulative distribution function (cdf) of the Chen distribution is given by

\[ F(x; \theta, \lambda) = 1 - e^{\theta(1-e^{\lambda x})}, \quad x > 0, \theta > 0, \lambda > 0, \]  

(1)

and the corresponding probability density function (pdf) is

\[ f(x; \theta, \lambda) = \theta \lambda x^{\lambda-1} e^{\lambda x^\theta(1-e^{\lambda x})}, \quad x > 0, \]  

(2)

where \( \theta > 0 \) and \( \lambda > 0 \) are the scale and shape parameters, respectively. The survival function, also known as the reliability function, is

\[ R(t; \theta, \lambda) = e^{\theta(1-e^{\lambda t})}, \quad t > 0. \]  

(3)
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and the hazard rate function can be derived as
\[ h(t; \theta, \lambda) = \theta \lambda t^{\lambda-1} e^{\theta t}, \quad t > 0, \] (4)

Recently, the Chen distribution has gained more attention among researchers because of its ability to model various shapes of the hazard rate. Reference [7] discussed the point and interval estimation based on progressive censoring. Reference [5] investigated the Bayesian estimation under progressive censoring using different loss functions. Reference [8] obtained Bayes estimators for progressively censored data based on a balanced squared error loss (BSEL) function. Reference [9] discussed Bayes estimation and prediction under progressive censoring. In this paper, we study the E-Bayesian estimation of the scale parameter, reliability and hazard rate functions of the Chen distribution. Our aim in this paper is to study the E-Bayesian estimation of the scale parameter, reliability and hazard rate functions of the Chen distribution based on type-I censored data. All of these estimators are obtained under the assumption that the shape parameter is known. It is worth mentioning here that this paper is the first attempt to estimate these functions of the Chen distribution using the E-Bayesian scenario. The balanced loss function (BLF) introduced by Reference [10] has the following form
\[ L_{\omega, \rho_0}(\tau(\theta), \rho) = \omega p(\theta) \varphi(\rho_0, \rho) + (1 - \omega) p(\theta) \varphi(\tau(\theta), \rho), \] (5)

where \( \varphi(\tau(\theta), \rho) \) is an arbitrary loss function when estimating \( \tau(\theta) \) by \( \rho \) and \( p(.) \) is a suitable positive weight function. Let \( \rho_0 \) be the parameter priori estimator of \( \tau(\theta) \) obtained from a frequentist method such as the least squares method and the maximum likelihood methods. Reference [10] discussed a general Bayesian connection between the case of \( \omega = 0 \) and \( \omega > 0 \), where \( 0 \leq \omega < 1 \). Let \( p(\theta) = 1 \) and \( \varphi(\tau(\theta), \rho) = (\rho - \tau(\theta))^2 \), using the results in Reference [10], the BLF reduced to the BSEL function as
\[ L_{\omega, \rho_0}(\tau(\theta), \rho) = \omega(\rho - \rho_0)^2 + (1 - \omega)(\rho - \tau(\theta))^2, \] (6)

and the Bayes estimate of the function \( \tau(\theta) \) can be written as
\[ \rho_{\omega, \tau, \rho_0}(x) = \omega \rho_0 + (1 - \omega) E(\tau(\theta)|x). \] (7)

To the best of our knowledge, all the studies in the literature investigated the estimation problems of the Chen distribution based on classical and Bayesian methods of estimation under different censoring schemes. Therefore, it is the first time studying the E-Bayesian estimation of the scale parameter and the reliability characteristics. We show later, based on simulation study and real data analysis, the significance of the proposed estimators over the classical and Bayes estimators. Furthermore, we provide a guideline for selecting the best estimation method for the scale parameter and the reliability characteristics of the Chen distribution. Our aim in this paper is to study the E-Bayesian estimation of the scale parameter, the reliability and hazard rate functions of the Chen distribution based on type-I censored data. We consider the gamma distribution as a prior distribution to the unknown scale parameter and obtain the E-Bayesian estimation based on three different distributions to the hyper-parameters. We compare the performance of different estimators via a simulation study as well as analyzing a real data set. The rest of the paper is organized as follows. In Section 2 we discuss the Bayesian estimation of the scale parameter, the reliability and hazard rate functions. The proposed E-Bayesian estimation is discussed in Section 3. Some properties of the E-Bayesian estimation method are studied in Section 4. The results of the simulation study are presented in Section 5. A real data set is analyzed in Section 6. Finally, the paper is concluded in Section 7.

2. Bayesian Estimation

In this section, suppose that \( n \) items are put on a life test simultaneously. The ordered lifetime of the \( n \) items are \( X_{(1)} < X_{(2)} < \ldots < X_{(n)} \) and the life test is terminated at a fixed time \( \tau \). The number
of observed failures before time \( \tau \) is a random variable and these observations represent the type-I censored sample. By using of type-I censored sample from Chen distribution with cdf and pdf given by Equations (1) and (2), respectively, the likelihood function can be written as

\[
L(\theta, \lambda \mid \mathbf{x}) = \frac{n!}{(n-r)!} \theta^r v(\lambda; \mathbf{x}) e^{-T^\theta},
\]

where

\[
\mathbf{x} = (x_1, x_2, \ldots, x_r), \quad v(\lambda; \mathbf{x}) = \lambda^r \prod_{i=1}^{r} x_i^{\lambda-1} e^{\sum_{i=1}^{r} x_i^\lambda}, (9)
\]

and

\[
T = T(\lambda; \mathbf{x}) = \sum_{i=1}^{r} e^{x_i^\lambda} + (n-r)e^{\tau^\lambda} - n. (10)
\]

In the current model, it is difficult to investigate the E-Bayesian estimation of shape parameter \( \lambda \) because of the complicated double exponents. When \( \lambda \) is known in the two-parameters lifetime distribution, the maximum likelihood estimator (MLE) of the parameter \( \theta \), can be derived in a closed-form as

\[
\hat{\theta}^{ML} = \frac{r}{T}. (11)
\]

It is well known that the MLE of the parameter does not exist when \( r = 0 \), therefore, the censoring time \( \tau \) should set to be reasonably large to ensure \( r > 0 \). The corresponding MLEs of the reliability function \( R(t) \) and the hazard rate function \( h(t) \) are obtained, respectively, from Equation (3) and Equation (4) by using (11), after replacing \( \theta \) with its MLE, \( \hat{\theta}^{ML} \).

For the Bayesian estimation of the parameter \( \theta \), the gamma conjugate prior density

\[
g(\theta \mid a, b) = \frac{b^a \theta^{a-1} e^{-b\theta}}{\Gamma(a)} \quad \theta > 0, (12)
\]

where \( a > 0 \) and \( b > 0 \), is used and the posterior density of \( \theta \) based on the random sample, \( \mathbf{x} \), can be obtained from Equations (8) and (12) as

\[
q(\theta \mid \mathbf{x}) = \kappa \theta^{r+a-1} e^{-(b+T)\theta}, \quad \theta > 0, (13)
\]

where

\[
\kappa = \frac{(b+T)^{r+a}}{\Gamma(r+a)}. (14)
\]

Under the BSEL function, the Bayesian estimator of \( \theta \) can be shown to be

\[
\hat{\theta}^{BS}(a, b) = w \left( \frac{r}{T} \right) + (1-w) \left( \frac{r+a}{b+T} \right). (15)
\]

Under the BSEL function, the Bayes estimator of the reliability function can be obtained from Equations (3) and (12) as

\[
\hat{R}^{BS}(t) = \omega e^{T^\theta (1-e^\lambda)} + (1-w) \left( \frac{b+T}{b+T+T^*} \right)^{r+a}, (16)
\]

where

\[
T^* = T^*(\lambda; t) = e^{\lambda} - 1. (17)
\]
Similarly, under the BSEL function, the Bayes estimator of the hazard rate can be shown from Equations (4) and (12) as
\[
\hat{h}^{BS}(t) = \lambda t^{\lambda-1} e^{\lambda} \left[ \omega \left( \frac{r}{T} \right) + (1 - w) \left( \frac{r + a}{b + T} \right) \right].
\] (18)

3. E-Bayesian Estimation Based on BSEL

According to Reference [11], the prior parameters \( a \) and \( b \) should be selected to guarantee that the prior \( g(\theta|a, b) \) in Equation (12) is a decreasing function of \( \theta \). The derivative of \( g(\theta|a, b) \) with respect to \( \theta \) is
\[
\frac{d g(\theta|a, b)}{d\theta} = \frac{b^a}{\Gamma(a)} \theta^{a-1} e^{-\theta} [(a - 1) - b\theta].
\]

Thus, for \( 0 < a < 1, b > 0 \), the prior \( g(\theta|a, b) \) is a decreasing function of \( \theta \). Assuming that the hyper-parameters \( a \) and \( b \) are independent random variables and their density functions are \( \pi_1(a) \) and \( \pi_2(b) \), respectively. Then the joint bivariate density function of \( a \) and \( b \) can be represented,
\[
\pi(a, b) = \pi_1(a) \pi_2(b).
\]

When the BSEL function is used, the E-Bayesian estimate of \( \theta \) (expectation of the Bayesian estimate of \( \theta \)) is defined as
\[
\hat{\theta}^{EBS} = E(\theta|X) = \int_a \int_b \hat{\theta}^{BS}(a, b) \pi(a, b) da db,
\] (19)
where \( q \) is the domain of \( a \) and \( b \) for which the prior density is decreasing in \( \theta \). \( \hat{\theta}^{BS}(a, b) \) is the Bayes estimate of \( \theta \) given by Equation (15). For more details, see Reference [12], Reference [13], Reference [14], Reference [15], Reference [16] and Reference [17].

3.1. E-Bayesian Estimate of the Parameter \( \theta \)

Reference [18] used a uniform prior distribution for the hyper-parameter to study E-Bayesian estimation of the shape parameter of Pareto distribution. In this study, there are two hyper-parameters, \( a \) and \( b \), and the properties of E-Bayesian estimates of \( \theta \) rely on different distributions of the hyper-parameters \( a \) and \( b \). In order to investigate the E-Bayesian estimation of \( \theta \), we consider using the following three joint distributions,
\[
\begin{align*}
\pi_1(a, b) &= \frac{1}{sB(u, v)} a^{u-1}(1 - a)^{v-1}, & 0 < a < 1, \quad 0 < b < s \\
\pi_2(a, b) &= \frac{2}{s^2B(u, v)} (s - b) a^{u-1}(1 - a)^{v-1}, & 0 < a < 1, \quad 0 < b < s \\
\pi_3(a, b) &= \frac{2}{s^2B(u, v)} a^{u-1}(1 - a)^{v-1}, & 0 < a < 1, \quad 0 < b < s
\end{align*}
\] (20)
where \( u > 0, v > 0 \) and \( B(u, v) \) is the beta function. Therefore, E-Bayesian estimators of the parameter \( \theta \) under BSEL function can be derived by using Equations (15), (19) and (20). The E-Bayesian estimator of \( \theta \) under the BSEL function and based on \( \pi_1(a, b) \) is given as follows,
\[
\hat{\theta}^{EBS1} = \int_a \int_b \hat{\theta}^{BS}(a, b) \pi_1(a, b) da db,
\]
\[
= \frac{1}{sB(u, v)} \int_0^1 \int_0^s \left[ \omega \left( \frac{r}{T} \right) + (1 - w) \left( \frac{r + a}{b + T} \right) \right] a^{u-1}(1 - a)^{v-1} da db.
\]
\[
= \frac{\omega r}{T} + \frac{1 - w}{s} \left( \frac{r}{u + v} \right) \ln \left( \frac{s + T}{T} \right). \] (21)
Similarly, the E-Bayesian estimators of $\theta$ under BSEL and based on $\pi_2(a, b)$ and $\pi_3(a, b)$ are computed and given, respectively, by

$$
\hat{\theta}^{EBS2} = \frac{r}{T} + \frac{2(1 - w)}{s} \left( r + \frac{u}{u + v} \right) \left[ \frac{s + T}{s} \ln \left( \frac{s + T}{T} \right) - 1 \right],
$$

and

$$
\hat{\theta}^{EBS3} = \frac{r}{T} + \frac{2(1 - w)}{s} \left( r + \frac{u}{u + v} \right) \left[ 1 - \frac{T}{s} \ln \left( \frac{s + T}{T} \right) \right].
$$

3.2. E-Bayesian Estimation of the Reliability Function

In this subsection, the closed-form of the E-Bayesian estimator for the reliability function of the two-parameter lifetime distribution are discussed. Using Equations (16), (19) and (20), the E-Bayesian estimators of the reliability function under the BSEL function and based on $\pi$ are computed and given, respectively, by

$$
\hat{R}^{EBS1} = \int_{q} \int \hat{R}^{BS1}(1) \pi_1(a, b) db da
$$

$$
\hat{R}^{EBS2} = \frac{1}{sB(u, v)} \int_{0}^{s} \left[ \omega e^{\frac{r(1-e^u)}{s}} + (1 - w) \left( \frac{b + T}{b + T + T^*} \right)^{r+a} \right] a^{a-1}(1-a)^{b-1} db da.
$$

$$
\hat{R}^{EBS3} = \frac{1 - w}{sB(u, v)} \int_{0}^{s} \left( \frac{b + T}{b + T + T^*} \right)^{r} \left\{ \int_{0}^{r} \omega e^{\frac{r(1-e^u)}{s}} + (1 - w) \left( \frac{b + T}{b + T + T^*} \right)^{r+a} \right\} a^{a-1}(1-a)^{b-1} da db,
$$

where $F_{1:1}(\cdot, \cdot, \cdot)$ is the generalized hypergeometric function [see, Reference [19], (formula 3.383(1))]. Similarly, the E-Bayesian estimators of the reliability function under BSEL and based on $\pi_2(a, b)$ and $\pi_3(a, b)$ are computed and given, respectively, by

$$
\hat{R}^{EBS2} = \omega e^{\frac{r(1-e^u)}{s}} \int_{0}^{s} \left( s - b \right) \left( \frac{b + T}{b + T + T^*} \right)^{r} F_{1:1}(u, u + v; \ln \left( \frac{b + T}{b + T + T^*} \right)) db,
$$

and

$$
\hat{R}^{EBS3} = \omega e^{\frac{r(1-e^u)}{s}} \int_{0}^{s} b \left( \frac{b + T}{b + T + T^*} \right)^{r} F_{1:1}(u, u + v; \ln \left( \frac{b + T}{b + T + T^*} \right)) db.
$$

The double integrals in Equations (24)–(26) cannot be computed analytically, therefore, it may be derived numerically using mathematical packages such as Maple.
3.3. E-Bayesian Estimation of the Hazard Rate Function

In this subsection, the closed forms of the E-Bayesian estimators for the hazard rate function of the two-parameters lifetime distribution are discussed. Using Equations (18)–(20), the E-Bayesian estimator of the hazard rate function under BSEL function and based on \( \pi_1(a,b) \) can be obtained as

\[
\hat{h}_{EBS}^1 = \int_0^1 \int_0^s \hat{h}_{BS}^1(t) \pi_1(a,b) \, db \, da
\]

\[
= \frac{1}{s B(u,v)} \int_0^1 \int_0^s \lambda t^{a-1} e^{\lambda t} \left[ \omega \left( \frac{r}{T} \right) + (1 - \omega) \left( \frac{r + a}{b + T} \right) \right] a^{u-1} (1 - a)^{v-1} \, db \, da.
\]

\[
= \lambda t^{a-1} e^{\lambda t} \left[ \frac{\omega r}{T} + \frac{(1 - \omega)}{s B(u,v)} \int_0^1 \int_0^s \left( \frac{r + a}{b + T} \right) a^{u-1} (1 - a)^{v-1} \, db \, da \right].
\]

\[
= \lambda t^{a-1} e^{\lambda t} \left[ \frac{\omega r}{T} + \frac{1 - \omega}{s} \left( r + \frac{u}{u + v} \right) \ln \left( \frac{s + T}{T} \right) \right].
\]

(27)

Similarly, we can obtain the E-Bayesian estimators of the hazard rate function under the BSEL function and based on \( \pi_2(a,b) \) and \( \pi_3(a,b) \), respectively, as

\[
\hat{h}_{EBS}^2 = \lambda t^{a-1} e^{\lambda t} \left[ \frac{\omega r}{T} + \frac{2(1 - \omega)}{s} \left( r + \frac{u}{u + v} \right) \left( \frac{s + T}{s} \ln \left( \frac{s + T}{T} \right) - 1 \right) \right],
\]

(28)

and

\[
\hat{h}_{EBS}^3 = \lambda t^{a-1} e^{\lambda t} \left[ \frac{\omega r}{T} + \frac{2(1 - \omega)}{s} \left( r + \frac{u}{u + v} \right) \left( 1 - \frac{T}{s} \ln \left( \frac{s + T}{T} \right) \right) \right].
\]

(29)

4. Properties of E-Bayesian Estimation Based on BSEL

In this section, the relationships between \( \hat{\theta}_{EBS}^i \), \( \hat{R}_{EBS}^i \) and \( \hat{h}_{EBS}^i \) \((i = 1, 2, 3)\) will be discussed.

I. Relations among \( \hat{\theta}_{EBS}^i \) \((i = 1, 2, 3)\):

**Proposition 1.** Let \( 0 < s < T \), \( u > 0 \), \( v > 0 \) and \( \hat{\theta}_{EBS}^i \) \((i = 1, 2, 3)\) are given by Equations (21)–(23), then we have the following

(i) \( \hat{\theta}_{EBS}^2 < \hat{\theta}_{EBS}^1 < \hat{\theta}_{EBS}^3 \);

(ii) \( \lim_{T \to \infty} \hat{\theta}_{EBS}^1 = \lim_{T \to \infty} \hat{\theta}_{EBS}^2 = \lim_{T \to \infty} \hat{\theta}_{EBS}^3 \).

**Proof.** See Appendix A. ✷

II. Relations among \( \hat{R}_{EBS}^i \) \((i = 1, 2, 3)\):

**Proposition 2.** Let \( 0 < s < T \), \( u > 0 \), \( v > 0 \) and \( \hat{R}_{EBS}^i \) \((i = 1, 2, 3)\) are given by Equations (24)–(26), then

\[
\lim_{T \to \infty} \hat{R}_{EBS}^1 = \lim_{T \to \infty} \hat{R}_{EBS}^2 = \lim_{T \to \infty} \hat{R}_{EBS}^3.
\]

**Proof.** See Appendix A. ✷
From Equations (24)–(26), we have
\[
\hat{R}_{EBS}^3 - \hat{R}_{EBS}^1 = \hat{R}_{EBS}^1 - \hat{R}_{EBS}^2
= \frac{1 - \omega}{s^2} \int_0^s (2b - s) \left( \frac{b + T}{b + T + T_s} \right)^r f_{1:1} \left( u, u + v; \ln \left( \frac{b + T}{b + T + T_s} \right) \right) db
> 0,
\]
implying
\[
\hat{R}_{EBS}^1 < \hat{R}_{EBS}^2 < \hat{R}_{EBS}^3.
\]
The integrals in Equations (24)–(26) cannot be computed analytically, therefore, it will be obtained numerically using the mathematical packages Maple.

III. Relations among \( h_{EBS_i} \) (\( i = 1, 2, 3 \)):

**Proposition 3.** Let \( 0 < s < T, u > 0, v > 0 \) and \( h_{EBS_i} (i = 1, 2, 3) \) are given by Equations (27)–(29), then

(i) \( \hat{h}_{EBS}^3 < \hat{h}_{EBS}^1 < \hat{h}_{EBS}^2 \),

(ii) \( \lim_{T \to \infty} \hat{h}_{EBS}^1 = \lim_{T \to \infty} \hat{h}_{EBS}^2 = \lim_{T \to \infty} \hat{h}_{EBS}^3 \).

**Proof.** See Appendix A. \( \square \)

5. Monte Carlo Simulation and Comparisons

In this section, a Monte Carlo simulation study is conducted to compare different estimators of the scale parameter, reliability and hazard functions. The simulation study is conducted according to the following steps:

1. Determine the sample size \( n = 20, 50 \) or 100 and the parameters \( (\theta, \lambda) = (0.4, 0.8) \) or \((0.5, 1.5)\) and the type-I censoring time \( \tau = 0.5 \) or 1.5;
2. Determine the values \( (u, v) = (0.5, 0.5) \), \( s = 0.5 \) or 10 and \( \omega = 0.3 \);
3. The Bayesian and E-Bayesian estimates are calculated by using two types of priors:
   - Prior I: \( (a, b) = (2.0, 1.0) \);
   - Prior II: \( (a, b) = (1.5, 0.5) \);
4. For given sample size \( n \) and censoring time \( \tau \), generate \( X_1, \ldots, X_n \) from \( X_i = \left( \log \left( 1 - \frac{1}{2} \log(1 - U_i) \right) \right)^{1/\lambda}, i = 1, \ldots, n \), where \( U_i \) is uniform \((0, 1)\), and consider only \( X_{(1)}, \ldots, X_{(r)} \), where \( X_{(r)} < \tau \);
5. Under the BSEL function, the estimates \( \hat{\theta}^{BS} \) and \( \hat{\theta}^{EBS_i}, i = 1, 2, 3 \) are computed from Equations (15) and (21)–(23), respectively;
6. Under the BSEL function, the estimates \( \hat{R}^{BS} \) and \( \hat{R}^{EBS_i}, i = 1, 2, 3 \) are computed at \( x = 0.5 \) from Equations (16) and (24)–(26), respectively;
7. Under the BSEL function, the estimates \( \hat{h}^{BS} \) and \( \hat{h}^{EBS_i}, i = 1, 2, 3 \) are computed at \( x = 0.5 \) from Equations (18) and (27)–(29), respectively.
8. Repeat Steps 4–7 10,000 times. The average estimates (AEs) and the mean squared errors (MSEs) of the 10,000 of estimates under different settings are calculated and summarized.
9. The computational results are displayed in Tables 1–4.
From Tables 1–4 we have the following observations:

1. The differences between AEs and the true value, and the MSEs of the different estimates decrease as \( n \) increases.
2. The differences between AEs and the true value, and the MSEs of the different estimates decrease as \( s \) increases.
3. The differences between AEs and the true value, and the MSEs of the different estimates in Prior I are less than Prior II.
4. The E-Bayesian estimates of \( \theta \) perform better than Bayesian estimates in terms of minimum MSE.
5. The E-Bayesian estimates of \( \theta \) have the minimum MSE among all other estimates.
6. The E-Bayesian estimates of \( \theta \) based on BSEL loss function with prior distribution \( \pi_1(a, b) \) have the minimum MSE comparing with all other estimates.

Combining all the above results, we recommend using the E-Bayesian procedure to estimate the scale parameter, reliability and hazard rate functions of Chen distribution based on the type-I censoring scheme using prior distribution \( \pi_1(a, b) \), which performs better than other estimates in terms of minimum MSE.

Table 1. Simulated average estimates (AEs) (first row) and mean squared errors (MSEs) (second row) under different settings with \( \theta = 0.4 \), \( \lambda = 0.8 \).

| \( n \) | Par | MLE | Prior I | Prior II |
|------|-----|-----|---------|----------|
|      |     |     | BS  | EBS1 | EBS2 | EBS3 | BS  | EBS1 | EBS2 | EBS3 |
| 20   | \( \theta \) | 0.4116 | 0.4428 | 0.4196 | 0.4205 | 0.4208 | 0.4041 | 0.4222 | 0.4229 | 0.4214 |
|      |     | 0.0153 | 0.0154 | 0.0135 | 0.0137 | 0.0137 | 0.0141 | 0.0126 | 0.0127 | 0.0125 |
|      | \( R \) | 0.7294 | 0.7121 | 0.7268 | 0.7264 | 0.7272 | 0.7133 | 0.7251 | 0.7247 | 0.7255 |
|      |     | 0.0040 | 0.0043 | 0.0039 | 0.0039 | 0.0040 | 0.0040 | 0.0036 | 0.0036 | 0.0036 |
|      | \( h \) | 0.6718 | 0.7226 | 0.6848 | 0.6860 | 0.7183 | 0.7183 | 0.6890 | 0.6902 | 0.6878 |
|      |     | 0.0353 | 0.0410 | 0.0363 | 0.0366 | 0.0360 | 0.0376 | 0.0336 | 0.0339 | 0.0333 |
| 50   | \( \theta \) | 0.4058 | 0.4185 | 0.4090 | 0.4093 | 0.4090 | 0.4090 | 0.4118 | 0.4121 | 0.4116 |
|      |     | 0.0053 | 0.0056 | 0.0053 | 0.0053 | 0.0053 | 0.0053 | 0.0053 | 0.0053 | 0.0053 |
|      | \( R \) | 0.7310 | 0.7238 | 0.7299 | 0.7298 | 0.7301 | 0.7235 | 0.7283 | 0.7282 | 0.7285 |
|      |     | 0.0016 | 0.0017 | 0.0016 | 0.0016 | 0.0016 | 0.0017 | 0.0016 | 0.0016 | 0.0016 |
|      | \( h \) | 0.6623 | 0.6830 | 0.6673 | 0.6680 | 0.6671 | 0.6689 | 0.6721 | 0.6726 | 0.6717 |
|      |     | 0.0140 | 0.0150 | 0.0142 | 0.0142 | 0.0141 | 0.0141 | 0.0141 | 0.0141 | 0.0140 |

Combining all the above results, we recommend using the E-Bayesian procedure to estimate the scale parameter, reliability and hazard rate functions of Chen distribution based on the type-I censoring scheme using prior distribution \( \pi_1(a, b) \), which performs better than other estimates in terms of minimum MSE.
Table 2. Simulated AEs (first row) and MSEs (second row) under different settings with $\theta = 0.5$, $\lambda = 1.5$.

| $n$ | Par | MLE | Prior I | Prior II |
|-----|-----|-----|---------|---------|
|     |     |     | $\tau = 1.5, s = 0.5$ | $\tau = 1.5, s = 10$ |
| 20  | $\theta$ | 0.5165 | 0.5440 | 0.5235 | 0.5224 | 0.5226 | 0.5393 | 0.5326 | 0.5335 | 0.5317 |
|     | $R$   | 0.8044 | 0.7951 | 0.8028 | 0.8025 | 0.8031 | 0.7933 | 0.7997 | 0.7994 | 0.8000 |
|     | $h$   | 0.7802 | 0.8217 | 0.7908 | 0.7921 | 0.7895 | 0.8297 | 0.8045 | 0.8059 | 0.8032 |
| 50  | $\theta$ | 0.5103 | 0.5215 | 0.5131 | 0.5135 | 0.5128 | 0.5201 | 0.5135 | 0.5138 | 0.5131 |
|     | $R$   | 0.8058 | 0.8020 | 0.8052 | 0.8050 | 0.8053 | 0.8025 | 0.8050 | 0.8049 | 0.8052 |
|     | $h$   | 0.7708 | 0.7877 | 0.7751 | 0.7756 | 0.7746 | 0.7856 | 0.7756 | 0.7761 | 0.7751 |

Table 3. Simulated AEs (first row) and MSEs (second row) under different settings with $\theta = 0.4$, $\lambda = 0.8$.

| $n$ | Par | MLE | Prior I | Prior II |
|-----|-----|-----|---------|---------|
|     |     |     | $\tau = 2.5, s = 0.5$ | $\tau = 2.5, s = 10$ |
| 20  | $\theta$ | 0.4140 | 0.4435 | 0.3863 | 0.3979 | 0.3748 | 0.4427 | 0.3887 | 0.4004 | 0.3711 |
|     | $R$   | 0.7281 | 0.7108 | 0.7451 | 0.7387 | 0.7515 | 0.7120 | 0.7435 | 0.7370 | 0.7499 |
|     | $h$   | 0.6757 | 0.7268 | 0.6305 | 0.6493 | 0.6417 | 0.7226 | 0.6345 | 0.6534 | 0.6159 |
| 50  | $\theta$ | 0.4024 | 0.4151 | 0.3910 | 0.3960 | 0.3860 | 0.4119 | 0.3901 | 0.3951 | 0.3852 |
|     | $R$   | 0.4045 | 0.0048 | 0.0042 | 0.0042 | 0.0041 | 0.0049 | 0.0043 | 0.0044 | 0.0042 |
|     | $h$   | 0.6568 | 0.6775 | 0.6381 | 0.6462 | 0.6300 | 0.6723 | 0.6367 | 0.6448 | 0.6286 |
| 100 | $\theta$ | 0.4035 | 0.4099 | 0.3976 | 0.4002 | 0.3950 | 0.4087 | 0.3976 | 0.4002 | 0.3950 |
|     | $R$   | 0.4024 | 0.0025 | 0.0022 | 0.0023 | 0.0022 | 0.0025 | 0.0022 | 0.0023 | 0.0022 |
|     | $h$   | 0.7317 | 0.7281 | 0.7354 | 0.7339 | 0.7368 | 0.7287 | 0.7354 | 0.7339 | 0.7368 |
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6. Real Data Analysis

In this section, we analyze a real data set, which was originally reported in Reference [20]. The dataset contains the graft survival times in months of 148 renal transplant patients. The complete dataset is presented in Table 5, which consists of 148 observations. Reference [21] reported that the Chen distribution provides a good fit to this dataset, which has a bathtub failure rate shape. The MLEs of the unknown parameters of the Chen distribution are obtained as $\hat{\theta} = 0.0429$ and $\hat{\lambda} = 0.3863$. From the complete dataset in Table 5, we generate two type-I censored samples by choosing $\tau$ to be 10 and 20. The number of observations in these samples are 52 and 93, respectively. We consider that the shape parameter is known in all the cases and equal to its MLE, i.e., $\hat{\lambda} = 0.3863$. Different estimates of the parameter $\theta$, reliability and hazard rate functions are obtained and presented in Table 6. The reliability and hazard rate functions are estimated at 15 months. The Bayes estimates are obtained under the case of noninformative priors when there is no prior information about the unknown parameters. The hyper-parameters in this case are selected to be 0.1. In addition, the approximated MSEs are obtained by considering the estimates based on the complete dataset as the true values of the parameters. From the results in Table 6, it is noted that the approximated MSEs decrease as the censoring time $\tau$ increases. We can also observe that the E-Bayesian estimates perform better than the MLEs and Bayes estimates in terms of the approximated MSEs.

| $\tau$ | Par | MLEs | BS | EBS1 | EBS2 | EBS3 |
|-------|-----|------|----|------|------|------|
| 10    | $\theta$ | 0.04267 | 0.04272 | 0.04311 | 0.04315 | 0.04307 |
|       | $R$   | 5.48610500 $\times 10^{-8}$ | 3.21284 $\times 10^{-8}$ | 4.42096 $\times 10^{-8}$ | 6.32734 $\times 10^{-8}$ | 2.85541 $\times 10^{-8}$ |
|       | $h$   | 0.50036 | 0.49992 | 0.49838 | 0.49805 | 0.49871 |
| 20    | $\theta$ | 0.04279 | 0.04282 | 0.04304 | 0.04306 | 0.04307 |
|       | $R$   | 1.31291 $\times 10^{-8}$ | 7.01528 $\times 10^{-8}$ | 6.37777 $\times 10^{-8}$ | 4.39380 $\times 10^{-8}$ | 1.24892 $\times 10^{-8}$ |
|       | $h$   | 0.49939 | 0.49914 | 0.49829 | 0.49809 | 0.49846 |

7. Concluding Remarks

In this paper, we have studied the E-Bayesian estimation of the scale parameter, reliability and hazard rate functions of the two-parameter bathtub-shape distribution proposed by Chen (2000).
based on the type-I censored sample. The E-Bayesian estimators are obtained based on the balanced squared error loss function and by considering three prior distributions of the hyper-parameters. Some properties of the E-Bayesian estimators are discussed. A simulation study is conducted to compare the efficiencies of the Bayesian estimators with the proposed E-Bayesian estimators based on mean squared errors. The simulation results showed that the E-Bayesian estimators perform better than the Bayesian estimators based on minimum mean squared errors. A real data set is analyzed to illustrate how to obtain the proposed estimators in practice. The results of this analysis agree with the simulation results. As a future work, we suggest obtaining the E-Bayesian estimators of the Chen distribution when both the parameters in the model are unknown.
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Appendix A

Proof of Proposition 1. (i) From Equations (21)–(23), we have

$$\hat{\theta}_{EBS}^{EBS2} - \hat{\theta}_{EBS}^{EBS1} = \frac{1 - \omega}{s} \left( r + \frac{\mu}{u + v} \right) \left[ \frac{s + 2T}{s} \ln \left( \frac{T + s}{T} \right) - 2 \right]$$  \hspace{1cm} (A1)

For $-1 < x < 1$, we have: $\ln(1+x) = x - \frac{x^2}{2} + \frac{x^3}{3} - \frac{x^4}{4} + \ldots = \sum_{k=1}^{\infty} (-1)^{k-1} \frac{x^k}{k}$. Let $x = \frac{s}{T}$, when $0 < s < T, 0 < \frac{s}{T} < 1$, we get:

$$= \frac{s + 2T}{s} \left[ \left( \frac{s}{T} \right)^2 - \frac{1}{2} \left( \frac{s}{T} \right)^2 + \frac{1}{3} \left( \frac{s}{T} \right)^3 - \frac{1}{4} \left( \frac{s}{T} \right)^4 + \frac{1}{5} \left( \frac{s}{T} \right)^5 - \ldots \right] - 2$$

$$\frac{s}{T} - \frac{1}{2} \left( \frac{s}{T} \right)^2 + \frac{1}{3} \left( \frac{s}{T} \right)^3 - \frac{1}{4} \left( \frac{s}{T} \right)^4 + \frac{1}{5} \left( \frac{s}{T} \right)^5 - \ldots \right) - 2$$

$$= \left( \frac{s^2}{6T^2} - \frac{s^3}{6T^3} \right) + \left( \frac{3s^4}{6T^4} - \frac{2s^5}{15T^5} \right) + \ldots$$

$$\frac{s^2}{6T^2} \left( 1 - \frac{s}{T} \right) + \frac{s^4}{60T^4} \left( 9 - \frac{8s}{T} \right) + \ldots$$  \hspace{1cm} (A2)

$$\frac{s^2}{6T^2} \left( 1 - \frac{s}{T} \right) + \frac{s^4}{60T^4} \left( 9 - \frac{8s}{T} \right) + \ldots$$  \hspace{1cm} (A2)

According to Equations (A1) and (A2), we have

$$\hat{\theta}_{EBS}^{EBS2} - \hat{\theta}_{EBS}^{EBS1} = \hat{\theta}_{EBS}^{EBS1} - \hat{\theta}_{EBS}^{EBS3} > 0,$$

that is

$$\hat{\theta}_{EBS}^{EBS3} < \hat{\theta}_{EBS}^{EBS1} < \hat{\theta}_{EBS}^{EBS2}.$$
From Equations (A1) and (A2), we get

\[
\lim_{T \to \infty} \left( \hat{\theta}_{EBS}^2 - \hat{\theta}_{EBS}^1 \right) = \lim_{T \to \infty} \left( \hat{\theta}_{EBS}^3 - \hat{\theta}_{EBS}^1 \right) = 0.
\]

That is, \( \lim_{T \to \infty} \hat{\theta}_{EBS}^1 = \lim_{T \to \infty} \hat{\theta}_{EBS}^2 = \lim_{T \to \infty} \hat{\theta}_{EBS}^3 \).

Thus, the proof is complete.

\[\Box\]

**Proof of Proposition 2.** From Equations (24)–(26), we get

\[
\lim_{T \to \infty} \left( \hat{R}_{EBS}^3 - \hat{R}_{EBS}^1 \right) = \lim_{T \to \infty} \left( \hat{R}_{EBS}^1 - \hat{R}_{EBS}^2 \right) = \lim_{T \to \infty} \left\{ \frac{1-s}{s} \int_0^s \left( \frac{b}{b + T + T^*} \right)^r \right\} = 0.
\]

That is, \( \lim_{T \to \infty} \hat{R}_{EBS}^1 = \lim_{T \to \infty} \hat{R}_{EBS}^2 = \lim_{T \to \infty} \hat{R}_{EBS}^3 \).

Thus, the proof is complete.

\[\Box\]

**Proof of Proposition 3.** (i) From Equations (27)–(29), we have

\[
\hat{h}_{EBS}^2 - \hat{h}_{EBS}^1 = \hat{h}_{EBS}^3 - \hat{h}_{EBS}^1 = \lambda \left( 1 - \frac{\omega}{s} \right) \left( r + \frac{u}{u + v} \right) \left[ \frac{s + 2T}{s} \ln \left( \frac{T + s}{T} \right) - 2 \right] \quad \text{(A3)}
\]

According to Equations (A2) and (A3), we have

\[
\hat{h}_{EBS}^2 - \hat{h}_{EBS}^1 = \hat{h}_{EBS}^3 - \hat{h}_{EBS}^1 > 0,
\]

that is

\[
\hat{h}_{EBS}^3 < \hat{h}_{EBS}^1 < \hat{h}_{EBS}^2.
\]

(ii) From Equations (A2) and (A3), we get

\[
\lim_{T \to \infty} \left( \hat{h}_{EBS}^2 - \hat{h}_{EBS}^1 \right) = \lim_{T \to \infty} \left( \hat{h}_{EBS}^3 - \hat{h}_{EBS}^1 \right) = \lambda \left( 1 - \frac{\omega}{s} \right) \left( r + \frac{u}{u + v} \right) \times \lim_{T \to \infty} \left\{ \frac{s^2}{6T} \left( 1 - \frac{s}{T} \right) + \frac{s^4}{60T^4} \left( 9 - \frac{8s}{T} \right) + \ldots \right\} = 0.
\]

That is, \( \lim_{T \to \infty} \hat{h}_{EBS}^1 = \lim_{T \to \infty} \hat{h}_{EBS}^2 = \lim_{T \to \infty} \hat{h}_{EBS}^3 \).

Thus, the proof is complete.

\[\Box\]
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