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Abstract

We consider the growth of the norms of transfer matrices of discrete Schrödinger operators with independent, identically distributed potential in one dimension. It is known that the set of energies at which the rate of exponential growth is slower than prescribed by the Lyapunov exponent is residual in the part of the spectrum at which the Lyapunov exponent is positive. On the other hand, this exceptional set is of vanishing Hausdorff measure with respect to any gauge function $\rho(t)$ such that $\rho(t)/t$ is integrable at zero.

Here we show that this condition on $\rho(t)$ is optimal: for potentials of sufficiently regular distribution, the set of energies at which the rate of exponential growth is arbitrarily slow has infinite Hausdorff measure with respect to any gauge function $\rho(t)$ such that $\rho(t)/t$ is non-increasing and not integrable at zero.

The main technical ingredient, possibly of independent interest, is a Jarník-type theorem describing the Hausdorff measure of the set of real numbers well-approximated by the eigenvalues of the Schrödinger operator. The proof of this result relies on the theory of Anderson localisation, and on the mass transference principle of Beresnevich–Velani.

1 Introduction

Sets of non–Lyapunov behaviour

Let $(v_k)_{k \geq 1}$ be an ergodic sequence, i.e.

$$v_k = v_k(\omega) = F(T^k \omega),$$

where $(\Omega, \mathcal{B}, \mathbb{P}, T)$ is a probability space equipped with an ergodic transformation $T$, and $F : \Omega \to \mathbb{R}$ is a measurable function which we assume to satisfy $\mathbb{E} \log_+ F(\omega) < \infty$. We are interested in the Schrödinger operator $H$ defined by the random Jacobi matrix

$$H = \begin{pmatrix} v_1 & 1 & 0 \\ 1 & v_2 & 1 & 0 \\ 0 & 1 & v_3 & 1 & 0 \\ 0 & 1 & v_4 & 1 & 0 \\ \ddots & \ddots & \ddots & \ddots \end{pmatrix},$$
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and in the associated transfer matrices
\[ T_n(E) = \begin{pmatrix} E - v_n & -1 \\ 1 & 0 \end{pmatrix}, \quad \Phi_n(E) = T_n(E) \cdots T_2(E)T_1(E) \quad (E \in \mathbb{R}). \]

Let
\[ \gamma(E) = \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \log \| \Phi_n(E) \| \]
be the Lyapunov exponent. A theorem of Furstenberg–Kesten \[12\] implies that for any given \( E \in \mathbb{R} \) one has almost surely
\[ \lim_{n \to \infty} \frac{1}{n} \log \| \Phi_n(E) \| = \gamma(E), \]
and consequently the set \( \Lambda \) of \( E \in \mathbb{R} \) for which (2) fails is almost surely of zero measure. This leads to the question whether this exceptional set \( \Lambda \) is in fact empty. A positive result of Craig–Simon \[8\] asserts that almost surely
\[ \forall E \in \mathbb{R} \limsup_{n \to \infty} \frac{1}{n} \log \| \Phi_n(E) \| \leq \gamma(E), \]
which rules out deviations in one direction (“up”). On the other hand, deviations in the opposite direction (“down”) do occur when the Lyapunov exponent is positive. For \( 0 \leq \tau < 1 \), let
\[ \Lambda^\tau = \left\{ E \in \mathbb{R} : \liminf_{n \to \infty} \frac{1}{n} \log \| \Phi_n(E) \| \leq \tau \gamma(E) \right\}, \]
and let \( S \) be the essential spectrum of \( H \). In \[13\ \[14\], Goldsheid proved that for \( \tau \geq 1/2 \) the set \( \Lambda^\tau \) is almost surely residual in \( S \cap \{ E : \gamma(E) > 0 \} \). Subsequently, he showed that this is in fact true for all \( \tau \geq 0 \) (see \[15\ Theorem 2\]). Recently, a similar result was established by Gorodetski and Kleptsyn \[16\] for products of independent, identically distributed (i.i.d.) random matrices in \( \text{SL}_2(\mathbb{R}) \), allowing for more complicated (non-linear) dependence of \( T_n(E) \) on the parameter \( E \). Thus the exceptional set \( \Lambda \) is very thick in topological sense.

On the metric side, Gorodetski–Kleptsyn \[16\] proved that in the i.i.d. case the exceptional set is almost surely of zero Hausdorff dimension. In the companion paper \[15\] (devoted to the properties of exceptional sets for operators of the form (1) as well as their block matrix generalisations) we show, motivated by an idea of Simon \[23\], that the \( \rho \)-Hausdorff measure
\[ \text{mes}_\rho \Lambda = \lim_{\epsilon \to 0} \left\{ \sum_{j=1}^{\infty} \rho(\epsilon_j) : \Lambda \subset \bigcup_{j=1}^{\infty} (a_j - \epsilon_j, a_j + \epsilon_j), \ 0 < \epsilon_j \leq \epsilon \right\} \]
vanishes for any gauge function \( \rho(t) \) (i.e. a non-decreasing continuous function \( \rho : [0, 1] \to \mathbb{R}_+ \) with \( \rho(0) = 0 \)) such that
\[ \int_0^1 \frac{\rho(t)dt}{t} < \infty. \quad (3) \]
The goal of the current paper is to demonstrate that the condition (3) is sharp. We assume:
\[ \left\{ \begin{array}{l} v_k \text{ are independent, identically distributed random variables} \\ \text{supported on a compact interval } J, \text{ with density bounded from above on } J, \\ \text{and bounded from zero on any proper subinterval of } J; \end{array} \right. \]
in this case,
\[ S = [-2, 2] + J = \bigcup_{E \in J} [E - 2, E + 2]. \]
Theorem 1. Assume (4), and let $I \subset S$ be an interval. Then almost surely $\text{mes}_\rho \Lambda^\tau = \infty$ for any $\tau > 0$ and any gauge function $\rho(t)$ such that $\rho(t)/t$ is non-increasing and non-integrable on $(0,1]$.

Remark 1.1. It is likely that the statement is also true for $\tau = 0$. A proof along the lines of this paper would require a stronger version of the results on Anderson localisation than what is currently available in the literature.

Remark 1.2. While the assumptions (4) on the distribution of $v_k$ are quite restrictive, we do not believe that the result remains valid for general ergodic sequences (say, with uniformly positive Lyapunov exponent).

Remark 1.3. Kleptsyn and Quintino [20, 22] conjecture that the exceptional sets are of positive logarithmic capacity. If true, this conjecture (combined with a criterion of Frostman [10]) would imply Theorem 1.

Approximability by the eigenvalues of $H$ To state the next results, we first summarise a few mostly known facts concerning the spectral properties of the random Schrödinger operator $H$.

From now on, we assume that $v_k$ are independent, identically distributed and non-constant. In this case, a theorem of Furstenberg [11] ensures that $\gamma(E) > 0$ for any $E \in \mathbb{R}$; moreover, $\gamma(E)$ is continuous and tends to infinity at $\pm \infty$, whence $\inf_{E \in \mathbb{R}} \gamma(E) > 0$.

Proposition 1.4. Assume that $v_k$ are independent, identically distributed, non-constant, and bounded. There exists $C > 0$ such that for any $\tau \in (0,1)$ there exist almost surely $(E_k, \psi_k) \in \mathbb{R} \times \ell_2$ ($k \in \mathbb{N}$) and $K < \infty$ (all of them dependent on $\omega \in \Omega$ and, possibly, also on $\tau$) such that

- $L1$ $(\psi_k)$ form an orthonormal basis of $\ell_2$;
- $L2$ $H\psi_k = E_k \psi_k$;
- $L3$ $|\psi_k(x)| \leq \exp(-1 - \tau)\gamma(E_k)|x - k|$ for $x \in \mathbb{N}$ such that $|x - k| \geq \max(\sqrt{k}, K)$;
- $L4$ for $1 \leq k' \leq k$, $|E_k - E_{k'}| \geq \max(k, K)^{-C}$.

That is, there is a basis of eigenfunctions such that the $k$-th one is exponentially localised at the site $k$, and eigenvalues with close labels cannot be too close to one another. For completeness, we sketch a proof in Section 3.

It turns out that the exceptional sets $\Lambda^\tau$ contain those $E$ which are well-approximable by the eigenvalues $E_k$. In the same Section 3 we use Proposition 1.4 to prove:

Proposition 1.5. Assume that $v_k$ are independent, identically distributed, non-constant, and bounded. Let $I \subset S$ be a finite interval, and let $\tau_I = \max_{E \in I} \gamma(E)$. Then almost surely $\Lambda^\tau \cap I \supset \{E \in I : \# \{k \geq 1 : |E - E_k| \leq e^{-2\tau_I k}\} = \infty\}$.

This leads us to the study of the metric properties of the set on the right-hand side of (5). More generally, let $\alpha_k \downarrow 0$, and let $A_\alpha = \{E \in \mathbb{R} : \# \{k \geq 1 : |E - E_k| \leq \alpha_k\} = \infty\}$ be the set of $E$ well-approximable by the eigenvalues $E_k$. We prove the following Jarník-type theorem which is perhaps of independent interest.
Theorem 2. Assume (4), and let \( I \subset S \) be an interval, and \( \alpha_k \searrow 0 \).

1. If \( \rho(t) \) is a gauge function such that \( \sum_{k=1}^{\infty} \rho(\alpha_k) < \infty \), then almost surely \( \text{mes}_\rho(\mathcal{A}_\alpha \cap I) = 0 \);

2. If \( \rho(t) \) is a gauge function such that \( \rho(t)/t \) is non-increasing and \( \sum_{k=1}^{\infty} \rho(\alpha_k) = \infty \), then almost surely \( \text{mes}_\rho(\mathcal{A}_\alpha \cap I) = \text{mes}_\rho I \).

Remark 1.6. The classical Jarník theorem provides a similar-looking statement for the case when \( E_k \) are replaced with the rational numbers, numbered so that \( p/q \prec p'/q' \) if \( q < q' \). See Beresnevich–Dickinson–Velani [3] and references therein.

Remark 1.7. Quintino [22] provides a sufficient condition for sets of the form appearing in the right-hand side of (5) to be of positive logarithmic capacity. In view of Remark 1.3 and Proposition 1.5, it would be interesting to check whether this condition is satisfied by the eigenvalues \( E_k \).

Proof of Theorem 1 (using Theorem 2). Let \( \alpha_k = e^{-2\gamma k} \), so that

\[
\sum_{k} \rho(\alpha_k) \geq \int_1^{\infty} \rho(e^{-2\gamma s}) ds = \frac{1}{2\gamma} \int_0^{e^{-2\gamma}} \frac{\rho(t) dt}{t} = \infty.
\]

By the second item of Theorem 2 almost surely \( \text{mes}_\rho(\mathcal{A}_\alpha \cap I) = \text{mes}_\rho I = \infty \), whereas by Proposition 1.5 almost surely \( \Lambda^6 \cap I \supset (\mathcal{A}_\alpha \cap I) \). Thus \( \text{mes}_\rho(\Lambda^6 \cap I) = \text{mes}_\rho I = \infty \) for any \( \tau > 0 \), as claimed.

The mass transference principle of Beresnevich and Velani [2] allows to reduce the proof of Theorem 2 to the special case of the Lebesgue measure, \( \rho(t) = 2t \) (a Khinchin-type theorem). We state this special case as a separate theorem.

Theorem 3. Assume (4), and let \( I \subset S \) be a finite interval, and \( \alpha_k \searrow 0 \).

1. If \( \sum \alpha_k < \infty \), then almost surely \( \text{mes}(\mathcal{A}_\alpha \cap I) = 0 \);

2. If \( \sum \alpha_k = \infty \), then almost surely \( \text{mes}(\mathcal{A}_\alpha \cap I) = \text{mes} I \).

Theorem 3 is the main technical result of the current paper; its proof occupies Section 2 below.

Proof of Theorem 2 (using Theorem 3). The first item is standard and does not rely on any properties of \( E_k \). For any \( \epsilon, \delta > 0 \), let \( k(\epsilon) \) be such that \( \alpha_{k(\epsilon)} \leq \epsilon \), and let \( k'(\delta) \) be such that \( \sum_{k \geq k'(\delta)} \rho(\alpha_k) \leq \delta \). Then

\[
\mathcal{A}_\alpha \subset \bigcup_{k = \max(k(\epsilon), k'(\delta))}^{\infty} (E_k - \alpha_k, E_k + \alpha_k)
\]

is a covering of \( \mathcal{A}_\alpha \) by intervals of length \( \leq \epsilon \) with

\[
\sum_{k = \max(k(\epsilon), k'(\delta))}^{\infty} \rho(\alpha_k) < \delta.
\]

Thus \( \text{mes}_\rho(\mathcal{A}_\alpha) \leq \delta \) for any \( \delta > 0 \), whence \( \text{mes}_\rho(\mathcal{A}_\alpha) = 0 \) and in particular \( \text{mes}_\rho(\mathcal{A}_\alpha \cap I) = 0 \).

The second item follows from the second item of Theorem 3 and the mass transference principle of Beresnevich and Velani [2, Theorem 2].
2 Proof of Theorem 3

Preliminary reductions The first item of Theorem 3 is a special case of the first item (proved above) of Theorem 2 therefore we turn to the second item of Theorem 3.

Next, the following standard lemma allows us to assume that \( \alpha_k \leq \frac{1}{k} \), and we shall indeed make this assumption in the remainder of this section.

Lemma 2.1. Let \( \alpha_k \rightarrow 0 \), \( \sum_{k\geq1} \alpha_k = \infty \). Then \( \sum_{k\geq1} \min(\alpha_k, 1/k) = \infty \).

Proof. We have:

\[
\sum_{2^m \leq k < 2^{m+1}} \min(\alpha_k, 1/k) \geq \sum_{2^m \leq k < 2^{m+1}} \min(\alpha_k, 2^{-m-1}) \geq 2^m \min(\alpha_{2m+1}, 2^{-m-1}) = \frac{1}{2} \min(2^{m+1} \alpha_{2m+1}, 1) .
\]

If \( 2^m \alpha_{2m} \geq 1 \) for infinitely many values of \( m \), then clearly

\[
\sum_{k \geq 1} \min(\alpha_k, 1/k) = \sum_{m \geq 0} \sum_{2^m \leq k < 2^{m+1}} \min(\alpha_k, 1/k) \geq \frac{1}{2} \sum_{m \geq 1} \min(2^{m+1} \alpha_{2m+1}, 1) = \infty ;
\]

otherwise,

\[
\sum_{m \geq 0} \min(2^{m+1} \alpha_{2m+1}, 1) = \infty
\]

by the Cauchy condensation test, whence again

\[
\sum_{k \geq 1} \min(\alpha_k, 1/k) = \infty .\]

Finally, recall that the integrated density of states of \( H \) is defined as the limit

\[
\mathcal{N}(E) = \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \# \{ \text{eigenvalues of } H_{[1,n]} \text{ in } (-\infty, E] \} ,
\]

where \( H_{[1,n]} \) is the restriction of \( H \) to \([1,n]\) (the submatrix formed by the first \( n \) rows and columns of \( H \)). The Wegner estimate [24] (presented in textbook form in [1]) asserts that if the distribution of \( v_1 \) is absolutely continuous with density bounded by \( A \), then so is \( \mathcal{N} \):

\[
\mathcal{N}(E) = \int_{-\infty}^{E} \mathcal{N}'(E')dE' , \quad \mathcal{N}' \leq A .
\]

Without loss of generality, we may assume that \( A \geq 1 \).

Further, a lower Wegner estimate [24, 19, 17] asserts that under the assumptions \( \text{(ii)} \) \( \mathcal{N}' \) is bounded from 0 on any interval \( I \) contained in the interior of \( S \). It is sufficient to prove the theorem for such intervals \( I \); thus in the sequel we assume that \( I \) is contained in the interior of \( S \) and we denote \( a_I = \inf_{E \in I} \mathcal{N}'(I) \).
Reduction to two main claims  Let $H_m$ be the restriction of $H$ to the interval $[4^m, 2 \times 4^m)$, i.e. the submatrix of $H$ formed by the rows and columns with indices $4^m \leq k < 2 \times 4^m$, and let $\sigma(H_m)$ be the spectrum of $H_m$. Denote

$$B_I = \{ E \in I : \# \{ k : |E - E_k| < \alpha_k \} < \infty \}$$

and

$$B'_I = \bigcup_{m \geq 1} B'_{m,I} , \text{ where } B'_{m,I} = \left\{ E \in I : \forall m' \geq m : \text{dist}(E, \sigma(H_{m'})) > \frac{1}{2} \alpha_{2 \times 4^{m'}} \right\} .$$

We shall prove:

Claim 2.2. Almost surely mes($B_I \setminus B'_I$) = 0.

That is, the set $B_I$ of numbers poorly approximable by the eigenvalues of $H$ is almost contained in the set $B'_I$ of numbers poorly approximable by the eigenvalues of the chunks $H_m$. The advantage of $B'_I$ over $B_I$ is that the spectra $\sigma(H_m)$ appearing in the definition of the former one are jointly independent, whence for any given $E \in I$ the event $\{ E \in B'_I \}$ lies in the tail sigma-algebra and thus satisfies the zero-one law. Consider the deterministic set

$$B''_I = \{ E \in I : \mathbb{P}\{ E \in B'_I \} = 1 \} ;$$

then almost surely mes($B'_I \Delta B''_I$) = 0. Thus we need to show that mes $B''_I$ = 0. We shall prove that typically either the measure of $B'_{m+1}$ is already small, or the measure of $B'_m \subset B'_{m+1}$ is significantly smaller than that of $B'_{m+1}$, i.e. a sizeable fraction of the numbers poorly approximable by $\sigma(H_{m'})$ with indices $m' > m$ is well approximable by $\sigma(H_m)$. Formally,

Claim 2.3. There exists $c_0(a_I, A) > 0$ (not dependent on mes I!) such that for any $0 < \zeta \leq c_0(a_I, A)$, and any $m \geq m_0$ (a deterministic number possibly depending on all the parameters, including $\zeta$),

$$\mathbb{P}\{ \text{mes} B'_{m+1,I} \geq (1 - \zeta) \text{ mes } I \} , \quad \text{mes}(B'_{m+1,I} \setminus B'_{m,I}) \leq \zeta \text{ mes } I 4^m \alpha_{2 \times 4^m} \leq e^{-c_0(a_I, A) \text{ mes I } 4^m} .$$

The claim implies that almost surely we have mes $B'_{m,I} < (1 - \zeta) \text{ mes } I$ for all $m$. Indeed, if this inequality would fail for a certain $m = m_1$, it would definitely fail for all $m \geq m_1$. By the first Borel-Cantelli lemma, this would imply that

$$\text{mes}(B'_{m+1,I} \setminus B'_{m,I}) > \zeta \text{ mes } I 4^m \alpha_{2 \times 4^m}$$

for all sufficiently large $m$. But then an application of the Cauchy condensation test would yield

$$\text{mes } B'_{m,I} \leq \text{mes } I - \sum_{m=m_1}^\infty \zeta \text{ mes } I 4^m \alpha_{2 \times 4^m} = -\infty ,$$

which can not be true. Thus indeed mes $B'_{m,I} < (1 - \zeta) \text{ mes } I$ for all $m$, and by similar reasoning also mes $B'_{m,I} < (1 - \zeta) \text{ mes } \bar{I}$ for any (deterministic) subinterval $\bar{I} \subset I$.

Now we can prove that mes $B''_I$ = 0. If this were not the case, $B''_I$ would have a Lebesgue point $E^*$, and then we would be able to find a (deterministic) neighbourhooood $\bar{I} \subset I$ of $E^*$ such that mes $B''_{\bar{I}} > (1 - \zeta) \text{ mes } \bar{I}$. But then almost surely we would have mes $B'_I > (1 - \zeta) \text{ mes } \bar{I}$, whence mes $B'_{m,I} > (1 - \zeta) \text{ mes } \bar{I}$ for sufficiently large $m$, which contradicts what we have proved. Thus the theorem is reduced to Claims 2.2 and 2.3 stated above and proved below.
Proof of Claim 2.2. First, observe that almost surely for \( m \) large enough (depending on the realisation)
\[
\max_{4^m+2^m \leq k < 2 \times 4^m - 2^m} \text{dist}(E_k, \sigma(H_m)) \leq e^{-c_2^m} < \frac{1}{2} \times 8^{-m} .
\] (6)
Indeed, for \( 4^m + 2^m \leq k < 2 \times 4^m - 2^m \) let \( \psi_k \) be the restriction of \( \psi_k \) (the eigenfunction of \( H \) corresponding to the eigenvalue \( E_k \)) to \( [4^m, 2 \times 4^m) \). Then by item (L3) of Proposition 1.4
\[
\| \psi_k \| \geq 1 - \exp(-c_2^m) , \quad \|(H_m - E_k) \psi_k \| \leq \exp(-c_2^m) ,
\]
which implies (6).

Let \( \sigma^g(H_m) = \{ E \in \sigma(H_m) : \exists 4^m + 2^m \leq k < 2 \times 4^m - 2^m : |E - E_k| \leq e^{-c_2^m} \} \),
and let \( \sigma^h(H_m) = \sigma(H_m) \setminus \sigma^g(H_m) \). By item (L4) of Proposition 1.4, for any \( E \in \sigma^g(H_m) \) the index \( k \) appearing in the definition of \( \sigma^g(H_m) \) is unique; hence \( \#\sigma^g(H_m) \geq 4^m - 2^{m+1} \) and \( \#\sigma^h(H_m) \leq 2^{m+1} \).

Denote:
\[
A^1_I = \left\{ E \in I : \# \left\{ m : \alpha_{2 \times 4^m} \leq 8^{-m} , \text{dist}(E, \sigma(H_m)) \leq \frac{1}{2} \alpha_{2 \times 4^m} \right\} = \infty \right\} ,
A^2_I = \left\{ E \in I : \# \left\{ m : \alpha_{2 \times 4^m} > 8^{-m} , \min_{4^m+2^m \leq k < 2 \times 4^m - 2^m} |E - E_k| \leq \alpha_{2 \times 4^m} \right\} = \infty \right\} ,
A^3_I = \left\{ E \in I : \# \{ m : \text{dist}(E, \sigma^h(H_m)) \leq \frac{1}{2} \alpha_{2 \times 4^m} \} = \infty \right\} .
\]
Then almost surely \( I \setminus B'_m \subset A^1_I \cup A^2_I \cup A^3_I \). We have: \( A^2_I \cap B_I = \emptyset \), while the convergence of the series
\[
\sum_m \#\sigma(H_m) \times \alpha_{2 \times 4^m} \leq \sum_m 4^m \times 8^{-m} < \infty
\]
\[
\sum_m \#\sigma^h(H_m) \times \alpha_{2 \times 4^m} \leq \sum_m 2^{m+1} \times \frac{1}{2} \times 4^m < \infty
\]
(where in the second display we have used that \( \alpha_k \leq 1/k \) implies, with the help of the first Borel–Cantelli lemma, that \( \text{mes} A^1_I = \text{mes} A^3_I = 0 \).

Proof of Claim 2.3. The random sets \( \sigma(H_m) \) and \( B'_{m+1, I} \) are independent, hence it suffices to show that for any (given) \( B \subset I \) of measure \( \text{mes} B \geq (1 - \zeta) \text{mes} I \)
\[
\mathbb{P} \left\{ \text{mes}(B \setminus \Delta_m, I) \leq \zeta \text{mes} I \times 4^m \alpha_{2 \times 4^m} \right\} \leq e^{-c_0(a_I, A) \text{mes} I 4^m} ,
\] (7)
where
\[
\Delta_m, I = \left\{ E \in I : \text{dist}(E, \sigma(H_m)) < \frac{1}{2} \alpha_{2 \times 4^m} \right\} .
\]
(Once this is proved, we can take \( B = B'_{m+1, I} \) while conditioning on this set.) We need the elementary

Lemma 2.4. Let \( I \) be an interval, and let \( B \subset I \) be a measurable set. Then for any \( \theta > 0 \)
\[
\text{mes} A^\theta \leq 4(\text{mes}(I \setminus B) + \theta) , \quad \text{where} \quad A^\theta = \{ E \in I : \text{mes}((E - \theta, E + \theta) \cap B) \leq \theta \} .
\]
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Proof. Let

\[ a_1 = \inf \{ a \in A^\theta \}, \quad a_2 = \inf \{ a \in A^\theta, a \geq a_1 + \theta \}, \quad a_3 = \inf \{ a \in A^\theta, a \geq a_2 + \theta \}, \ldots \]

Then

\[ \text{mes} A^\theta \leq \text{mes} \bigcup_j (a_j - \theta, a_j + \theta) \leq \sum_j \text{mes}(a_j - \theta, a_j + \theta) \]
\[ \leq 2 \sum_j \text{mes}((a_j - \theta, a_j + \theta) \setminus B) \leq 4 \text{mes}(I \setminus B) + 4\theta . \]

Now we proceed with the proof of the claim. Applying Lemma 2.4 to our set \( B \) with \( \theta = \frac{1}{2} \alpha_{2 \times 4^m} \), we have (for sufficiently large \( m \)) \( \text{mes} A^\theta \leq 5\zeta \text{mes} I \).

Divide \( I \) into \( [4^{m+1} \text{mes} I] \) intervals of length \( 4^{-m-1} \) so that all the intervals except for the last one are exactly of length \( 4^{-m-1} \). As \( \theta \leq 4^{-m-1} \), each interval containing a point of \( \sigma(H_m) \setminus A^\theta \) contributes at least \( \frac{1}{2} \theta = \frac{1}{4} \alpha_{2 \times 4^m} \) to the measure of \( B \cap \Delta_{m,I} \) (the factor \( 1/2 \) appears since a point of \( B \) can be covered at most twice). Thus if

\[ \text{mes}(B \setminus \Delta_{m,I}) \leq \zeta \text{mes} I 4^m \alpha_{2 \times 4^m} , \]

then \( \sigma(H_m) \) has to be contained in a set \( U \) which is the union of \( A^\theta \) and \( D = [4^{m+1} \zeta \text{mes} I] \) of these intervals. The number of possible sets \( U \) obtained by this construction is

\[ \leq \sum_{d=0}^{D} \left( \frac{[4^{m+1} \text{mes} I]}{d} \right) \leq \left( \frac{10 \times 4^{m+1} \text{mes} I}{4^{m+1} \zeta \text{mes} I} \right)^{4^{m+1} \zeta \text{mes} I} \leq \left( \frac{10}{\zeta} \right)^{4^{m+1} \zeta \text{mes} I} \]

while the measure of each of these sets is \( \text{mes} U \leq 8\zeta \text{mes} I \).

Now we claim that for each of these \( U \)

\[ \mathbb{P} \{ \sigma(H_m) \cap I \subset U \} \leq e^{-c_1(a_I,A) \text{mes} I 4^m} \quad (8) \]

(for \( m \) large enough, and \( c_1 \) depending only on \( a_I \) and \( A \), but not on \( \text{mes} I \)). Having (8) at hand, we deduce that

\[ \mathbb{P} \{ \text{mes}(\Delta_{m,I} \setminus B) \leq \zeta \text{mes} I 4^m \alpha_{2 \times 4^m} \} \leq \mathbb{P} \{ \exists U \text{ as above : } \sigma(H_m) \cap I \subset U \} \]
\[ \leq e^{-c_1(a_I,A) \text{mes} I 4^m} \left( \frac{10}{\zeta} \right)^{4^{m+1} \zeta \text{mes} I} \leq e^{-c_0(a_I,A) \text{mes} I 4^m} \quad (9) \]

(provided that \( \zeta \) is small enough in terms of \( a_I \) and \( A \), and \( m \) is large enough), which is what we claimed in (7).

It remains to prove (8), which is a consequence of the following two estimates:

\[ \mathbb{P} \{ \#(\sigma(H_m) \cap I) \leq c_2(a_I,A) \text{mes} I 4^m \} \leq e^{-c_3(a_I,A) \text{mes} I 4^m} , \quad (10) \]
\[ \mathbb{P} \{ \#(\sigma(H_m) \cap U) \geq c_2(a_I,A) \text{mes} I 4^m \} \leq e^{-c_2(a_I,A) \text{mes} I 4^m} \text{ if mes } U \leq c_4(a_I,A) , \quad (11) \]

both valid for sufficiently large \( m \). To prove (10), let \( \ell \) to be the smallest natural number such that

\[ \frac{\min(1,a_I^2)}{A} \text{mes} I 4^\ell \geq 100 . \quad (12) \]
We claim that
\[ \mathbb{P}\left\{ \#(\sigma(H_\ell) \cap I) \geq \frac{a_I \text{mes } I}{2} 4^\ell \right\} \geq \frac{a_I}{15A} . \]  
(13)

To prove (13), we first choose a large natural \( M \) and compare \( H_M \) with the direct sum of \( 4^{M-\ell} \) independent copies of \( H_\ell \). Then by interlacing
\[ \mathbb{E}\#(\sigma(H_\ell) \cap I) \geq 4^{\ell-M} (\mathbb{E}\#(\sigma(H_\ell) \cap I) - 2) , \]
whence, letting \( M \to \infty \) and using (12),
\[ \mathbb{E}\#(\sigma(H_\ell) \cap I) \geq a \text{ mes } I 4^\ell - 2 \geq \frac{49}{50} a_I \text{ mes } I 4^\ell . \]
(15)

By the Minami bound ([21]; see Combes–Germinet–Klein [6] for the form we use here),
\[ \mathbb{P}(\#(\sigma(H_\ell) \cap I) \geq r) \leq \frac{(A \text{ mes } I 4^\ell)^r}{r!} , \]
whence for \( r_0 = [2eA \text{ mes } I 4^\ell] \)
\[ \mathbb{E}\#(\sigma(H_\ell) \cap I) \mathbb{1}_{\#(\sigma(H_\ell) \cap I) \geq r_0} \leq 2^{-r_0+1} . \]

Thus
\[ \mathbb{E}\#(\sigma(H_\ell) \cap I) \mathbb{1}_{\frac{a_I \text{ mes } I}{2} 4^\ell \leq \#(\sigma(H_\ell) \cap I) \leq r_0} \geq \frac{49}{50} a_I \text{ mes } I 4^\ell - 2 - r_0 + 1 - \frac{a_I}{2} 4^\ell \geq \frac{12}{25} a_I \text{ mes } I 4^\ell , \]
i.e.
\[ \mathbb{P}\left\{ \#(\sigma(H_\ell) \cap I) \geq \frac{a_I \text{ mes } I}{2} 4^\ell \right\} \geq \frac{1}{r_0} \times \frac{12}{25} a_I \text{ mes } I 4^\ell \geq \frac{a_I}{15A} , \]
as claimed in (13).

Having (13), we can compare \( H_m \) with the direct sum of \( 4^{m-\ell} \) independent copies of \( H_\ell \). With probability \( \geq e^{-c(a_I,A)4^{m-\ell}} \geq e^{-c'(a_I,A) \text{ mes } I 4^m} \), at least \( \frac{a_I}{20A} \times 4^{m-\ell} \) of these operators have \( \geq \frac{a_I \text{ mes } I}{2} 4^\ell \) eigenvalues in \( I \), whence \( H_m \) has at least
\[ \frac{a_I}{20A} \times 4^{m-\ell} \times \frac{a_I \text{ mes } I}{2} 4^\ell - 2 \times 4^{m-\ell} \geq \frac{a_I^2 \text{ mes } I 4^m}{200A} \]
eigenvalues in this interval, thus establishing (10) with \( c_2(a_I,A) = a_I^2/(200A) \).

To prove (11) we use the Minami bound once again:
\[ \mathbb{P}\left\{ \#(\sigma(H_m) \cap U) \geq c_2(a_I, A) \text{ mes } I 4^m \right\} \leq \frac{e^{c_2(a_I, A) \text{ mes } I 4^m}}{c_2(a_I, A) \text{ mes } I 4^m} \]
\[ \leq \left( \frac{eA \text{ mes } U}{c_2(a_I, A) \text{ mes } I} \right)^{c_2(a_I, A) \text{ mes } I 4^m} \leq e^{-c_2(a_I, A) \text{ mes } I 4^m} \]
if \( \text{mes } U \leq \frac{c_2(a_I, A)}{e^2A} \text{ mes } I \), as claimed. This concludes the proof of Claim 2.3 and of Theorem 3. \( \square \)
3 Localisation and the exceptional sets

Sketch of proof of Proposition 1.4. Let $\tau > 0$. It is well-known that there exist (almost surely)

$$(E_k, \psi_k, 3_k) \in \mathbb{R} \times \ell_2 \times \mathbb{N} \quad (k \in \mathbb{N})$$

and $K < \infty$ such that

(L1) $(\psi_k)$ form an orthonormal basis of $\ell_2$;

(L2) $H \psi_k = E_k \psi_k$;

(L3) $|\psi_k(x)| \leq \exp(-(1 - \tau/2)\gamma(E_k)|x - 3_k|)$ for $|x - 3_k| \geq \max(\sqrt{k}/10, K)$.

The first two items are explicitly stated, for example, in [16]; the third one follows from the first two using the condition on resonant boxes as established by multi-scale analysis in [5] or by a single-scale argument in [18].

To upgrade (L3) to (L3), it remains to show that one can reorder the eigenfunctions so that $3_k = k$. To this end, it is sufficient to verify that for large $L$

$$L - \sqrt{L}/5 \leq \# \{k \in \mathbb{N} : 3_k \leq L\} \leq L + \sqrt{L}/5 : (17)$$

having (17), we reorder $\psi_k$ so that $3_1 \leq 3_2 \leq 3_3 \leq \cdots$. The proof of (17) follows the argument of del Rio, Jitomirskaya, Last, and Simon [9, Theorem 7.1], replacing the input (SULE) assumed in [9] with the stronger one given by (L3) above. We omit the details.

The proof of the lower bound (L4) on the spacings between the eigenvalues requires a lemma that is also used in the proof of Proposition 1.5 below.

Lemma 3.1. In the setting of Proposition 1.4, let $H_{[a,2k+b-1]}$ be the restrictions of $H$ to the intervals $[a, 2k+b-1]$, where $a, b = 1, 2$. Almost surely there exists $k_0 < \infty$ such that for $k \geq k_0$ each of these four operators has an eigenvalue $E(a, b)$ with eigenvector $\psi_k(a, b)$ satisfying

$$|E_k(a, b) - E_k| \leq \exp(-(1-2\tau) \gamma(E_k) k), \|\psi_k(a, b) - \psi_k|_{[a,2k+b-1]}\| \leq \exp(-(1-2\tau) \gamma(E_k) k). \quad (18)$$

The precise estimates (18) will be important in the proof of Proposition 1.5 here (in the proof of Proposition 1.4) it is sufficient for us that the distances between $E_k(1,1), E_k(1,1)$ and $E_k, E_{k'}$, respectively, decay faster than any power of $k$, and that $\psi_k(1,1)$ and $\psi_k(1,1)$ can not coincide since they are close to two orthogonal functions. According to a result of Bourgain [4], almost surely the spacings between the eigenvalues of $H_{[1, 2k]}$ are $\geq k^{-C}$, when $k$ is large enough (the result of Bourgain is stated for Bernoulli distribution, but the argument applies in the general case; see [7]). Thus also

$$|E_k - E_{k'}| \geq k^{-C} - 2\exp(-ck) \geq k^{-C-1}.$$

This concludes the proof of (L4).

To complete the proof of Proposition 1.4, it remains to prove Lemma 3.1.

Proof of Lemma 3.1. This proof relies significantly on the arguments from the work of Cottrell [7], to which we also refer for a detailed exposition. First observe (using the already proved item (L3) of Proposition 1.4) that the trimmed eigenfunctions $\tilde{\psi}_k = \psi_k|_{[2,2k-2]}$ satisfy

$$\|(H_{[a,2k+b-1]} - E_k)\tilde{\psi}_k\| \leq C_1 \exp(-(1 - \tau) \gamma(E_k) k).$$
This estimate ensures that the distance from $E_k$ to the spectrum of $H_{[a,2k+b−1]}$ is at most
\[ \text{dist}(E_k, \sigma(H_{[a,2k+b−1]})) \leq C_2 \exp(-(1−\tau)\gamma(E_k)k) ; \]

note that the exponent is almost twice smaller than what we claimed in (18).

To upgrade the proved bound to (18), we first appeal (as in the proof of Proposition 1.2 above) to a result of Bourgain asserting that the spacings between the eigenvalues of $H_{[a,2k+b−1]}$ are lower-bounded by $k^{-C}$ (for $k$ large enough, depending on the realisation). This implies that the eigenvectors $\psi(a,b)$ that we have constructed also satisfy
\[ \|\psi(a,b) − \tilde{\psi}_k\| \leq C_2k^{C} \exp(-(1−\tau)\gamma(E_k)k) \leq \frac{1}{2} \exp(-(1−2\tau)\gamma(E_k)k) , \]

which proves the second part of (18).

It remains to establish the first part of (18), and to this end we use first-order perturbation theory. Choose $N = 100k$ to ensure that $H_{[1,N]}$ has an eigenvalue at distance $e^{-30\gamma(E_k)k}$ from $E_k$. Construct the operators $H(t;a,b)$, $0 \leq t \leq 1$, interpolating linearly between $H(0;a,b) = H_{[1,N]}$ and
\[ H(1;a,b) = H_{[1,a−1]} \oplus H_{[a,2k+b−1]} \oplus H_{[2k+b,N]} . \]

Repeating the arguments presented above for $H_{[a,2k+b−1]}$ (which corresponds to $t = 1$), we show that for each $0 \leq t \leq 1$ the operator $H(t;a,b)$ has an eigenfunction $\psi_k(t;a,b)$ satisfying the counterpart of the bound (19) and an eigenvalue $E_k(t,a,b)$ satisfying
\[ |E_k(t;a,b) − E_k| \leq C_2 \exp(-(1−\tau)\gamma(E_k)k) . \]

Denoting by $\psi_k(t;a,b;\cdot)$ the components of $\psi_k(t;a,b)$, and applying the Feynman–Hellmann formula, we have:
\[ |E_k(1;a,b) − E_k(0;a,b)| \leq \max_{0 \leq t \leq 1} \left| \left. \left( \frac{d}{dt} H(t;a,b) \right) \psi_k(t;a,b), \psi_k(t,a,b) \right| \right| \left| \left. \psi_k(t;a,b) \right| \right| \times |\psi_k(t;a,b;2k+b−1)| \times |\psi_k(t;a,b;2k+b)| \leq \exp(-2(1−2\tau)\gamma(E_k)k) , \]

as claimed. \hfill \Box

Having established Lemma 3.1, we can turn to

Proof of Proposition 1.2. It suffices to prove that for $k$ large enough (depending on the realisation)
\[ |E − E_k| \leq \exp(-2\tau t_k) \implies \| \Phi_{2k}(E) \| \leq e^{12\tau \gamma(E_k)k} . \]

We can assume that the interval $I$ containing the numbers $E$, $E_k$ is sufficiently short to ensure that
\[ \max_{E \in I} \gamma(\tilde{E}) \leq (1+\tau) \min_{E \in I} \gamma(\tilde{E}) . \]

Set $n = 2k$. The matrix entries of $\Phi_n(E)$ are exactly the determinants of the four matrices $H_{[a,a+b−1]}$, $a, b = 1, 2$; Lemma 3.1 shows that each of these has a zero within distance $e^{-(1−2\tau)\gamma(E_k)n}$. 
from $E_k$. Now, a locally uniform version of the result of Craig–Simon \cite{8} discussed in the introduction (see e.g. \cite{15}) implies that for $n$ large enough

$$\forall E \in I : \|\Phi_n(E)\| \leq \exp((1 + \tau)\gamma(E)n) \leq \exp((1 + 2\tau)\gamma(E_k)n) ,$$

whence by Markov’s polynomial inequality

$$\|\Phi'_n(E)\| \leq C n^2 \exp((1 + 2\tau)\gamma(E_k)n) \leq \exp((1 + 3\tau)\gamma(E_k)n) .$$

Thus for any $E$ such that

$$|E - E_k| \leq \exp(-2\gamma_i k) = \exp(-\gamma_i n)$$

we have:

$$\|\Phi_n(E)\| \leq (e^{-\gamma_i n} + e^{-(1-2\tau)\gamma(E_k)n}) \exp((1 + 3\tau)\gamma(E_k)n) \leq \exp(6\tau n) ,$$

as claimed in (20). \hfill \Box
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