Radical-induced Hetero-Nuclear Mixing and Low-field $^{13}$C Relaxation in Solid Pyruvic Acid
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Radicals serve as source in dynamic nuclear polarization, but may also act as polarization sink. If the coupling between the electron spins and different nuclear reservoirs is stronger than any of the reservoirs’ couplings to the lattice, radicals can mediate hetero-nuclear mixing. Here, we report radical-enhanced $^{13}$C relaxation in pyruvic acid doped with trityl. We find a linear dependence of the carbon $T_1$ on field between 5 mT and 2 T. We extend a model, employed previously for protons, to carbon, and predict efficient proton-carbon mixing via the radical Non-Zeeman reservoir, for fields from 20 mT to beyond 1 T. Discrepancies between the observed carbon relaxation and the model are attributed to enhanced direct hetero-nuclear mixing due to trityl-induced linebroadening, and a field-dependent carbon diffusion from the radical vicinity to the bulk. Measurements of hetero-nuclear polarization transfer up to 600 mT confirm the predicted mixing as well as both effects inferred from the relaxation analysis.

ARTICLE

Nuclear magnetic resonance (NMR) and magnetic resonance imaging (MRI) are powerful tools in various fields of science and industry, but their versatility is limited by the weak nuclear polarization. The low sensitivity may be alleviated by dynamic nuclear polarization (DNP), where the large polarization of electron spins is transferred to nuclear spins. In dissolution-DNP, this process is carried out at temperatures near 1 K and fields of several Tesla. Under these conditions, the electron spins are almost fully polarized, and it is possible to achieve near unity polarization also for nuclear spins. The hyperpolarized sample is then dissolved with a jet of hot solvent, and the solution is used for sensitized NMR spectroscopy or imaging.

In bullet-DNP, the order of dissolution and transfer is reversed. Here, the solid sample is transferred rapidly to the second magnet, and dissolved only near the NMR tube. This procedure limits dilution, avoids the use of hot solvents, and may be beneficial for hyperpolarization of moieties with a short $T_1$ in the liquid state.

During the bullet transfer at low field (currently about 70 mT) the radical spin that is needed as source for DNP, however, may act as polarization sink. The extent of this effect was previously difficult to estimate, since the low-field low-temperature relaxation in presence of radicals has not been studied comprehensively. A previous study at low temperature in pyruvic acid doped with trityl between 0.9 and 9 T found a cubic field-dependence of the carbon $T_1$. If this trend were to continue to lower fields, it would be detrimental for bullet-DNP.

We have recently reported the low-temperature low-field $^1$H relaxation in pyruvic acid doped with trityl, where we showed that a first-principle based formalism by Wencelbach can describe the effect of trityl quantitatively over two orders of magnitude in field. Here, we present the corresponding $^{13}$C relaxation measurements as well as thermal mixing data in non-degassed neat 1-13C pyruvic acid (neat PA, ◊) and 1-13C pyruvic acid doped with 15 mM OX063 (doped PA, *) for fields up to 2 T. The measurements were performed using a fast field cycling (FFC) setup previously described, experimental details are given in the Supplement.

Fig.1(a) shows the field-dependence of the carbon relaxation time $T_{12}^*$ for doped PA for temperatures between 4.2 K and 40 K. At low fields, we find an approximately linear increase of $T_{12}^*$ with field. This low-field linearity holds up to 40 K, although $T_{12}^*$ expectedly decreases with increasing temperature.

Also shown in Fig.1(a) are data at 1.8 K recorded by Niedbalski, Lumata and co-workers. They found that their data are well described by a power law $T_1 = CB^α$, with an exponent of $α = 3.1$, indicated by the dashed gray line. While we observe a linear rather than a cubic field dependence at lower fields, our data at 4.2 K are nonetheless in good agreement with the data by Niedbalski et al. at 1.8 K.

The steep increase in $^{13}$C $T_{12}^*$, as observed by Niedbalski et al. at 1.8 K, may be attributed to the substantial electron spin polarization $P_e$ with increasing field, which leads to a suppression of triple-spin flips. As shown in Fig.1(a), a corresponding correction of the observed linear dependence (dotted gray line) gives a satisfactory description over more than four orders of magnitude in $T_1$.

To assess the effect of trityl radicals on nuclear relaxation, it is requisite to compare the relaxation of both $^1$H and $^{13}$C nuclear spins in the presence of trityl to that in neat PA. Relaxation rates $R_1 = 1/T_1$ of both nuclei, recorded at 4.2 K, are shown for neat and doped PA in Figure 1(b).

We note for neat PA that the rates $R_1^0$ of protons and carbons converge at low field, which is expected based on reports of direct low-field thermal mixing in neat PA. This direct exchange is negligible for $B > 10$ mT but becomes relevant as the field approaches zero.
Figure 1. Field-dependent relaxation in 1-\(^{13}\)C PA doped with 15 mM trityl (OX063). (a) \(^{13}\)C relaxation times for different temperatures together with 1.8 K data (gray) reproduced from Ref.[30]. The dashed gray line corresponds to a power law with an exponent \(\alpha = 3.1\) as reported by Niedbalski et al. based on measurements at 1.8 K and fields from 0.9 to 9 Tesla. The dotted gray line is computed using \(T_1 = cB/(1 - P_0^2)\), where \(c = 50\) s/T, and \(P_0 = \tanh(h\gamma B/(2k_BT))\) is the electron spin polarization. (b) The 4.2 K data on doped PA (solid symbols) plotted as rates together with \(^1\)H data. For comparison the relaxation rates measured on neat PA (open symbols) are shown as well. The presence of OX063 increases the relaxation rate of carbons throughout the observed field range, and causes faster proton relaxation up to approximately 200 mT. Also shown are EPR relaxation data reported by Lumata et al.[30] near 4.2 K.

The presence of trityl significantly accelerates the relaxation of carbon over the entire field range, while the effect on proton relaxation is only observable for fields below 200 mT.

In addition to the nuclear relaxation rates, Fig.1(b) also shows electron spin-lattice relaxation rates reported by Lumata et al.[30] for temperatures near 4.2 K. For our analysis below, we note that \(R_{1,\text{S}}(T = 4\text{K}) \approx 5\text{s}^{-1}\) is nearly independent of field, which is expected since trityl relaxes predominantly via oxygen.[10]

We have recently shown that the proton relaxation can be described quantitatively[17] using a thermodynamic spin temperature model.[13,20] In this model, as indicated in the sketch in Fig.2, the different nuclear spin species and radical electron spins are described as reservoirs with distinct inverse temperatures \(\beta_i = h/(k_BT_i)\) that couple to one another and the lattice. In particular, we showed that the relaxation of proton spins is described by their coupling to the electron Non-Zeeman (NZ) or dipolar reservoir. This exchange is via energy-conserving triple-spin flips (TSFs), in which a nuclear spin flip and an electron-electron flip-flop occur simultaneously.[21] The TSF rate was calculated from first principles[22] after determining the NZ heat capacity from proton relaxation data. This lead to a nearly quantitative agreement between the model and the measured proton relaxation rates over two orders of magnitude in magnetic field.[22]

Note that in this previous analysis of the proton relaxation, the carbon reservoir could be ignored, as its heat capacity \(C_C\) is about 64 times smaller than that of the proton reservoir \(C_H\) for pyruvic acid at any field, as shown in Fig.2(a). We now extend the analysis to the carbon reservoir, which is coupled to the lattice with the rate \(T_{1,C}^{-1}\) measured in neat PA and to the NZ reservoir with the TSF rate \(\tau_{N-C}^{-1}\). The latter is calculated[17] and compared to the TSF rate for protons in Fig.2(b). The field-dependence of the carbon TSF rate is shifted relative to that of protons by a factor of \(\gamma_H/\gamma_C = 4\) and its amplitude is two orders of magnitude smaller.

Details on the extension of the previous analysis[17] to three reservoirs and its numerical solution can be found in the Supplement. The relaxation of three coupled reservoirs to the lattice temperature is generally given by a tri-exponential decay. Since the experimental data do not warrant an extraction of three coefficients and three decay rates, we compare the experimental data in Fig.2(c) with effective relaxation rates \(R_{\text{comb}}(t) = -\dot{\beta}(t)/\dot{\beta}(t)\), evaluated at the time of measurement \(t = T_{1,\text{S}}^{-1}(B_0)\). Details are given in the Supplement.

As expected, the presence of the carbon reservoir does not affect the resulting proton relaxation (solid green line in Fig.2(c)), i.e., the three-reservoir description traces the proton data for doped PA (full squares) as well as the previous analysis[17] which had considered only protons and the NZ reservoir.

The solution for the expected carbon rate (solid orange line in Fig.2(c)), however, does not describe the measured carbon rates well. At fields up to 20 mT, the predicted relaxation rates are smaller than the ones observed in experiment. For fields above 50 mT, the predicted relaxation rates are larger than the ones observed in experiment.

The discrepancy at low fields may be attributed to direct thermal mixing between the \(^1\)H and \(^{13}\)C reservoirs. The rate for this process, denoted by \(\tau_{H-C}^{-1}\) in Fig.2(b), is negligible above 20 mT but becomes significant at lower fields[17] Note that this direct mixing process causes the convergence, noted above, of the experimental carbon and proton relaxation rates at low fields in neat PA. Therefore, in neat PA below 20 mT, \(\tau_{H-C}^{-1}\) should correspond to the experimentally observed carbon relaxation rate. We find that the low-field relaxation rates of \(^{13}\)C in doped PA are well described by \(5 \cdot T_{1,C}^{-1}\) above the near rates, but are accelerated five-fold. We attribute this increase to line-broadening due to the presence of trityl in doped...
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Figure 2. top: Carbon relaxation is described by three reservoirs coupled to the lattice and each other. (heat capacity for $1\text{-}^{13}\text{C}$ PA at 200 mT as vertical axis) (a) Heat capacitances of nuclear Zeeman reservoirs grow quadratically with field, while the NZ heat capacity is field-independent. (b) Exchange rates used for modelling of nuclear relaxation rates. The TSF rates $\tau_{\text{NZ-H/C}}^{-1}$ have previously been calculated$^{[2]}$ and the electron $T_{1,\text{S}}^{-1}$ is deduced from literature data$^{[13]}$. Also shown are the deduced carbon core-bulk diffusion rate $\tau_{\text{C-C}}^{-1}$ and the proton-carbon mixing rate $\tau_{\text{H-C}}^{-1}$. (c) The resulting coefficient-weighted relaxation rates for protons $R_{\text{H,comb}}(t = T_{1,\text{H}}^{-1})$ describe $^1\text{H}$ data well$^{[13]}$. The predicted rate for carbon $R_{\text{C,comb}}(t = T_{1,\text{C}}^{-1})$ is slower than experimental rates $T_{1,\text{C}}^{-1}$ for fields up to 30 mT and faster above. Between 0.1 and 1 T the high TSF rates for both nuclei cause the predicted rate for carbon to be tied to the proton relaxation. Taking into account faster low-field mixing with protons and carbon-carbon spin-diffusion, the $^{13}\text{C}$ data are well described (dash-dot line).
Figure 3. Thermal mixing in (a) neat and (b) doped PA at 4.2 K for fields from zero up to 200 mT and 600 mT, respectively. All data were normalized to the thermal equilibrium $^{13}$C signal at 4.2 K and 2 T (see supporting information), with the scale indicated for the respective zero-field data (lower left). TM efficiency is shown as a function of mixing delay. Also the measured $^{13}$C $T_1$ are indicated, where available, by white squares in the respective datasets. (c) The field-dependent maximum mixing efficiency $\eta_{\text{max}}$ shows that trityl mediates hetero-nuclear mixing above 5 mT, since $\eta_{\text{max}}$ is above equilibrium polarization throughout the investigated field range. (d) The corresponding times for TM maxima, $t_{\text{max}}$, show that trityl accelerates TM below 20 mT. Above 20 mT $t_{\text{max}}(B)$ for doped PA confirms TM, $t_{\text{max}} \ll 3 \cdot T_{1C}$ (orange dash-dot line). Also, for $B \geq 20$ mT we find $t_{\text{max}}$ grows with field, consistent with TM slowed down by diffusion. Beyond 200 mT the mixing process becomes slower than the proton relaxation, $t_{\text{max}} > T_{1H}$ (green dashed line), such that $\eta_{\text{max}}$ in (c) only slightly above equilibrium can be achieved by TM for 400 and 600 mT.

are shown in panels (a) and (b) of Fig. 3 respectively. In Fig. 3(c) and (d) the field-dependent maximum TM efficiency $\eta_{\text{max}}$ and corresponding mixing time $t_{\text{max}}$ are shown, respectively.

For neat PA we find thermal mixing is most efficient well below 10 mT, in agreement with a previous study\(^{13}\), and the converging $T_1$'s for protons and carbons pointed out above. We note, however, a limited polarization transfer to carbon in neat PA at fields up to 100 mT, cf. Fig. 3(c), corresponding to $\eta \approx 15 \%$, which has similarly been observed in previous FFC experiment\(^{13}\). We infer that this transfer occurs during the field ramp up to the resonance field, and it may be associated with the presence of oxygen in the sample or exchange with quantized rotational states of the methyl group.

For doped PA we observe, as predicted, efficient thermal mixing also for fields above 20 mT. For all fields values of $\eta_{\text{max}}$ greater than or equal to equilibrium polarization are achieved, cf. Fig. 3(c). And these transfer efficiencies are established at shorter mixing times than the measured spin-lattice relaxation could account for, i.e. $t_{\text{max}} < 3 \cdot T_{1C}$ (orange dash-dot line in Fig. 3(d)).

At low field up to 5 mT we find TM maxima similar to those in the neat sample, although $\eta$ decreases faster for longer mixing delays at low field, which is due to the radical-enhanced relaxation in the doped sample. The shorter times $t_{\text{max}}$ to reach the mixing maxima in doped PA are consistent with (i) the five-fold faster direct proton-carbon mixing inferred in the relaxation analysis. Above 10 mT the direct proton-carbon exchange diminishes, while according to the relaxation analysis indirect exchange via the NZ reservoir increases. Here, the increasing $t_{\text{max}}$ with field is consistent with (ii) the slowing of this process by a field-dependent core-bulk diffusion.

Beyond 200 mT the indirect proton-carbon mixing becomes slower than the proton relaxation, $t_{\text{max}} > T_{1H}$ (green dashed line in Fig. 3(d)), such that no pronounced maxima at 400 and 600 mT are observable, but rather $\eta_{\text{max}}$ values slightly above thermal equilibrium.

The TM data are qualitatively consistent with the results from the model used to describe the carbon relaxation. They show that the presence of trityl causes the predicted (indirect) mixing for fields above 20 mT. Additionally they indicate (i) trityl accelerates (direct) mixing at low field, and (ii) that the (indirect) mixing above 20 mT slows down with increasing field.

In conclusion, the relaxation data reported here explain the success of our bullet-DNP experiment\(^{14}\). Earlier work at fields above 1 T indicated a scaling of $^{13}$C relaxation rates with field according to $T_1 \sim B^7$\(^{14}\), and, consequently, very fast relaxation at low fields. Conversely, our data show that below 1 T the relaxation times scale only linearly with the applied field.

The extension of the model, that successfully describes proton relaxation, to the carbon spins predicts indirect
proton-carbon exchange mediated by the NZ reservoir. Qualitatively, this is consistent with the observed enhanced carbon relaxation as well as the enhanced mixing observed above 20 mT.

For a quantitative description of the carbon relaxation with our model at low field, we need to include enhanced direct proton-carbon mixing at low fields. This is also consistent with the shortened times $t_{\text{max}}$ to attain mixing maxima in doped PA, and we attribute the enhanced direct hetero-nuclear mixing to NMR line broadening due to the presence of trityl.

At fields above 50 mT the experimentally observed relaxation rates are substantially smaller than those predicted. Here the model predicts efficient indirect coupling via the NZ reservoir such that carbon relaxation rates are equal to those of protons up to 2 T and beyond. Since only core carbons in the radical vicinity exchange directly with the NZ reservoir, we attribute this discrepancy to a field-dependent carbon diffusion process. This is also consistent with the thermal mixing data, where $t_{\text{max}}$ grows with increasing field. A diffusion process that slows with increasing field is also compatible with long DNP build-up times at high field. There are two different diffusion processes that may each reduce the coupling of carbon bulk spins to the Non-Zeeman reservoir.

One possibility is that this reduction arises from slow carbon spin diffusion through the bulk. At high field the carbon line in 1$^{13}$C PA has a significant contribution from chemical shift anisotropy (CSA) and one may expect spin diffusion to limit the overall $^{13}$C relaxation as the field, and thereby the carbon linewidth, is increased. However, at the fields investigated in this study, the carbon line is strongly dominated by dipolar interactions, so that CSA cannot account for the observed field-dependence of the carbon $T_1$.

An alternative explanation of the observed slower carbon relaxation rates is that the proximity to the radicals causes a shift in the resonance frequency of the core spins, which in turn impedes diffusion to the bulk spins. The diffusion barrier separates the carbon spins into NMR-invisible core nuclei in the radical vicinity, and visible bulk nuclei outside the barrier. The diffusion among the bulk nuclei is fast, and so the carbon relaxation rate is limited by the exchange between core and bulk nuclei. As measured recently by Stern et al., the core spins do nonetheless exchange polarization with the bulk spins. This exchange was modelled with two coupled reservoirs representing the core and bulk spins, respectively, where the diffusion barrier limits the exchange of Zeeman energy between these reservoirs. The energy flow across the barrier is frequently attributed to dipolar interaction, and it is conceivable that the coupling of the two reservoirs is field-dependent, since more Zeeman energy has to be transferred across the barrier at higher fields. However, no experimental studies of this coupling for $^{13}$C have have been presented to date, nor its field-dependence.
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