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Abstract
Let \( f : \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function. We prove that under some additional assumptions on \( f \) and \( A : \mathbb{R} \rightarrow \mathbb{R}_+ \), weak \( C^1 \) solutions of the differential inequality
\[
- \text{div}(A(|\nabla u|)\nabla u) \geq f(u) \quad \text{on} \quad \mathbb{R}^N
\]
are nonnegative. Some extensions of the result in the framework of subelliptic operators on Carnot Groups are considered.

1 Introduction

In this paper we shall study the following problem.
Let \( L \) be a second order differential operator and let \( f : \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function. Find additional assumptions on \( (L, f) \) that imply the positivity of the possible solutions of the differential inequality
\[
L(u) \geq f(u) \quad \text{on} \quad \mathbb{R}^N. \tag{1.1}
\]

Some partial answers to this problem have been obtained in \([10, 16]\). In those papers, the authors deal with elliptic inequalities of the form (1.1) in the case when \( L \) is the Laplacian operator or the polyharmonic operator \((-\Delta)^k\) in the Euclidean setting or, more generally \( L \) is a sub elliptic Laplacian on a Carnot group and \( f \) is nonnegative. The main strategy used in \([10, 16]\) for proving positivity results was via integral representationformulae.
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One essential difficulty using this approach is that no assumptions on the behavior of the solutions at infinity are known. A typical example in this direction is given by,

$$-\Delta u \geq |u|^q \quad \text{on} \quad \mathbb{R}^N,$$

where $N \geq 3$ and $q > 1$.

The following result holds (see [10]).

**Theorem 1.1** Let $N \geq 3$ and $q > 1$. Let $u \in L^q_{\text{loc}}(\mathbb{R}^N)$ be a distributional solution of (1.2) and let Leb$(u)$ be the set of its Lebesgue points. If $x \in \text{Leb}(u)$, then

$$u(x) \geq C_N \int_{\mathbb{R}^N} \frac{|u(y)|^q}{|x-y|^{N-2}} \, dy,$$

where $C_N$ is an explicit positive constant.

From this result it follows that, if $u$ is a solution of (1.2) then, either $u(x) = 0$ or $u(x) > 0$ a.e. on $\mathbb{R}^N$.

Obviously, the approach via representation formulae cannot be applied to quasilinear problems. In this paper we shall consider a class of quasilinear model problems for which the positivity property mentioned at the beginning of this introduction holds.

More precisely, we shall deal with the case when $L$ is the $p$-Laplacian operator, namely

$$\Delta_p \cdot = \text{div}(|\nabla \cdot|^{p-2} \nabla \cdot),$$

or the mean curvature operator $-\text{div}(\frac{\nabla \cdot}{\sqrt{1 + |\nabla \cdot|^2}})$. In this cases some results on nonnegativity of solutions of (1.1) are proved by using a suitable comparison Lemma (see Lemma 2.15 below). We will apply this results to the problem of a priori bounds of solutions and nonexistence theorems. For interesting results on related coercive equations see the very recent paper [14].

This paper is organized as follows. In section 2 we state and prove our main results in the Euclidean setting for the $p$-Laplacian and the mean curvature operator. In addition we point out some consequences and briefly discuss the sharpness of some of the results.

In section 3 we briefly indicate some generalizations to other quasilinear operators and to differential inequalities on Carnot groups. We end the paper with an appendix which contains some well known facts on Carnot groups.

A shorter version of this paper appeared in [9]. After this paper was submitted for publication (May 2009), we learned from Professor James Serrin that in the Euclidean setting, related results similar to Lemma 2.15 are contained in [21]. See in particular Sections 2.2 and 2.4 and also Chapter 3. It seems likely that suitable versions of the comparison principles contained in [21] still hold in the framework of Carnot groups. This will be investigated in a forthcoming paper.
2 Main results

Throughout this paper we shall assume that $N \geq 2$ and we deal with weak $C^1$ solutions of the problems under consideration. See Definition 2.14 below for further details. Our main results are the following.

**Theorem 2.1** Let $p > 1$ and $N > 1$. Let $f: \mathbb{R} \to \mathbb{R}$ be a continuous function such that

$$f(t) > 0 \quad \text{if} \quad t < 0, \quad f \quad \text{is non increasing on } ]-\infty, 0[ \quad (2.3)$$

and

$$\int_{-\infty}^{-1} \left( \int_{t}^{-1} f(s) \, ds \right)^{-\frac{1}{p}} \, dt < +\infty. \quad (2.4)$$

If $u$ is a solution of

$$-\text{div}(|\nabla u|^{p-2} \nabla u) \geq f(u) \quad \text{on} \quad \mathbb{R}^N, \quad (2.5)$$

then $u \geq 0$ on $\mathbb{R}^N$. Moreover if $f(t) \geq 0$ for $t \geq 0$ then, either $u \equiv 0$ or $u > 0$ on $\mathbb{R}^N$.

**Corollary 2.2** Let $p > 1$. Let $f: \mathbb{R} \to \mathbb{R}$ be a continuous function such that $f(t) \geq C |t|^q$ for $t < 0$. Let $u$ be a solution of

$$-\text{div}(|\nabla u|^{p-2} \nabla u) \geq f(u) \quad \text{on} \quad \mathbb{R}^N. \quad (2.6)$$

If $q > p - 1$ then $u \geq 0$ on $\mathbb{R}^N$. Moreover if $f(t) \geq 0$ for $t \geq 0$ then, either $u \equiv 0$ or $u > 0$ on $\mathbb{R}^N$.

In the case of the mean curvature operator the above results can be improved. Indeed, the claim follows without the assumption (2.4) on $f$.

**Theorem 2.3** Let $f: \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying (2.3). Let $u$ be a solution of

$$-\text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) \geq f(u) \quad \text{on} \quad \mathbb{R}^N. \quad (2.7)$$

Then $u \geq 0$ on $\mathbb{R}^N$.

A first consequence of the above results is the following a priori estimate.

**Theorem 2.4** Let $p > 1$ and $N > 1$. Let $f: \mathbb{R} \to \mathbb{R}$ be a continuous function such that there exists $\alpha, \beta \in \mathbb{R}$, $\alpha \leq \beta$ such that

$$f_{]-\infty, \alpha[} \quad \text{is positive and non increasing,} \quad f_{]\beta, +\infty[} \quad \text{is negative and non increasing,} \quad (2.8)$$
and
\[ \int_{-\infty}^{\alpha} \left( \int_{t}^{\alpha} f(s) \, ds \right)^{-\frac{1}{p}} dt < +\infty, \quad \int_{\beta}^{\infty} \left( \int_{t}^{\beta} -f(s) \, ds \right)^{-\frac{1}{p}} dt < +\infty. \] (2.9)

If \( u \) is a solution of
\[ -\text{div}(|\nabla u|^{p-2} \nabla u) = f(u) \quad \text{on} \quad \mathbb{R}^N, \] (2.10)
then \( u \) is bounded and \( \alpha \leq u(x) \leq \beta \) for any \( x \in \mathbb{R}^N \).

Again, for the mean curvature operator we can require more general assumption on \( f \).

**Theorem 2.5** Let \( f : \mathbb{R} \to \mathbb{R} \) be a continuous function such that
\[ \liminf_{t \to -\infty} f(t) > 0. \]

If \( u \) is a solution of (2.7), then \( f \) has at least a zero, and set \( \alpha := \text{the first zero of } f \) (that is \( \alpha := \min S \) where \( S := f^{-1}(0) \)) we have \( u \geq \alpha \). In particular if \( f > 0 \) the (2.7) has no solution.

Moreover if
\[ \limsup_{t \to +\infty} f(t) < 0 \]
and \( u \) solves
\[ -\text{div}\left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) = f(u) \quad \text{on} \quad \mathbb{R}^N. \] (2.11)
then \( u \) is bounded and \( \alpha \leq u(x) \leq \beta \) for any \( x \in \mathbb{R}^N \), where \( \beta := \text{last zero of } f \) (that is \( \beta := \max S \)).

A direct consequence of Theorems 2.4 and 2.5 are the following Liouville theorems.

**Corollary 2.6** Let \( p > 1 \) and \( N > 1 \). Let \( f : \mathbb{R} \to \mathbb{R} \) be a non increasing continuous function such that
\[ f(t) > 0 \quad \text{if} \quad t < 0, \quad \text{and} \quad f(t) < 0 \quad \text{if} \quad t > 0, \] (2.12)
and
\[ \int_{-\infty}^{-1} \left( \int_{t}^{-1} f(s) \, ds \right)^{-\frac{1}{p}} dt < +\infty, \quad \int_{1}^{\infty} \left( \int_{1}^{t} -f(s) \, ds \right)^{-\frac{1}{p}} dt < +\infty. \] (2.13)

If \( u \) is a solution of
\[ -\text{div}(|\nabla u|^{p-2} \nabla u) = f(u) \quad \text{on} \quad \mathbb{R}^N, \] (2.14)
then $u \equiv 0$ on $\mathbb{R}^N$.

In particular, if $q > p - 1$ and $u$ is a solution of

$$\Delta_p u = |u|^{q-1} u \quad \text{on} \quad \mathbb{R}^N,$$

then $u \equiv 0$ on $\mathbb{R}^N$.

**Remark 2.7** The conclusion for equation (2.15) in the case $p = 2$ has been proved by Brezis [3]. An important generalization, by using a different technique, in the Euclidean case, has been obtained by Serrin [23, Theorem 2]. For a version of Corollary 2.6 in the framework of Carnot groups see Theorem 3.12 below.

**Theorem 2.8** Let $p > 1$ and $N > 1$. Let $f : \mathbb{R} \to \mathbb{R}$ be a positive, non increasing, continuous function satisfying (2.4). Then the inequality (2.5) has no solutions.

**Theorem 2.9** Let $N > 1$. Let $f : \mathbb{R} \to \mathbb{R}$ be a non increasing, continuous function and $f \not\equiv 0$. If $u \in C^2(\mathbb{R}^N)$ is a solution of

$$-\text{div}(\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}) = f(u) \quad \text{on} \quad \mathbb{R}^N$$

(2.16)

then $u$ is constant, that is $u \equiv \alpha$ and $f(\alpha) = 0$. In particular if $f(t) \not\equiv 0$ for any $t$, then (2.16) has no solutions.

In addition, if $f$ is supposed to be positive then the inequality

$$-\text{div}(\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}) \geq f(u) \quad \text{on} \quad \mathbb{R}^N$$

(2.17)

has no solutions.

**Remark 2.10** For a different proof of the first part of Theorem 2.9 see [13]. The claim concerning the inequality (2.17) is new and of independent interest.

The following results are an easy consequence of the fact that the only nonnegative functions $u$ such that $-\Delta_p u \geq 0$ on $\mathbb{R}^N$ with $N \leq p$ or $-\text{div}(\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}) \geq 0$ on $\mathbb{R}^2$ are the constants, see [11].

**Corollary 2.11** Let $p \geq N > 1$ and $f : \mathbb{R} \to [0, +\infty]$ be a continuous function satisfying (2.3) and (2.4). If $u$ is a solution of (2.5) then $u$ is constant on $\mathbb{R}^N$. More precisely $u \equiv \alpha \geq 0$ and $f(\alpha) = 0$.

Moreover if $f(t) > 0$ for $t \geq 0$, then (2.5) has no solutions.
Corollary 2.12 Let $f : \mathbb{R} \to [0, +\infty[$ be a continuous function satisfying (2.3). Let $u$ be a solution of
\[-\text{div}(\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}) \geq f(u) \quad \text{on} \quad \mathbb{R}^2.\] (2.18)
Then $u$ is constant on $\mathbb{R}^2$. More precisely $u \equiv \alpha \geq 0$ and $f(\alpha) = 0$.
Moreover if $f(t) > 0$ for $t \geq 0$, then (2.18) has no solutions.

Remark 2.13 The above assumptions on $f$ are sharp in the following sense. If $p = 2$ and $q = 1 = p - 1$ the result is false. Indeed the equation
\[-\Delta u = |u| \quad \text{on} \quad \mathbb{R}^N,\]
admits the explicit negative solution
$$u(x) := -\exp(x_1), \quad x \in \mathbb{R}^N,$$
or solutions that changes sign (see [10]).
In the general case $q = p - 1$ the equation
$$\Delta_p u = u^{p-1} \quad \text{on} \quad \mathbb{R}^N,$$
admits a positive solution (see for instance [17]). Therefore, the equation
$$-\Delta_p u = |u|^{p-1} \quad \text{on} \quad \mathbb{R}^N,$$
has a negative solution.

Let us briefly describe the idea of the proof of our main result. Let $u$ be a solution of (2.5). Without loss of generality we will show that $u(0) \geq 0$. The function $U := -u$ satisfies the inequality
$$\text{div}(|\nabla U|^{p-2} \nabla U) \geq f(-U) \quad \text{on} \quad \mathbb{R}^N.$$
Let $v$ be a positive solution of
$$\text{div}(|\nabla v|^{p-2} \nabla v) = f(-v) \quad \text{on} \quad B_R,$$
such that $v(0) = a > 0$ and $v(x) \to +\infty$ as $|x| \to R$. The assumptions on $f$ imply the existence of $v$. Since $U(x) \leq v(x)$ for $|x|$ close to $R$, by a comparison Lemma (see Lemma below) it follows that $U(x) \leq v(x)$ for any $|x| < R$. In particular $U(0) \leq v(0) = a$. Letting $a \to 0$ we have $U(0) \leq 0$. Hence $u(0) \geq 0$. Finally, if $f(t) \geq 0$ for $t \geq 0$, by the weak Harnack inequality we get that, either $u \equiv 0$ or $u > 0$ on $\mathbb{R}^N$. 6
2.1 A comparison Lemma

In this section, we shall prove a comparison Lemma. This Lemma will be useful when dealing with more general operators than the $p$-Laplacian and the mean curvature operator, thus we shall present it in a general form. To this end let us introduce some notations. Let $\mu = (\mu(x)_{i,j})$ be a matrix with $N$ columns and $l(\leq N)$ rows with entries belonging, for simplicity, to $C^1(R^N)$. We denote by $\nabla L := \mu \nabla$ and by $\text{div}_L = -\nabla_L^* = \text{div}(\mu^T \cdot)$. The isotropic Euclidean case corresponds to the choice $\mu = I_N$ the unitary matrix of dimension $N$.

We shall assume that if $\nabla_L u = 0$ on a connected region $\Omega$ then $u \equiv \text{const}$ in such a region.

**Definition 2.14** Let $\Omega \subset R^N$ be an open set, let $A : R \rightarrow R$ and $h : \Omega \rightarrow R$ be a continuous functions. We say that $u$ is a solution of

$$\text{div}_L(A(|\nabla_L u|)\nabla_L u) \geq h \quad \text{on} \quad \Omega,$$

if $u \in C^1(\Omega)$ and for any nonnegative $\phi \in C_0^1(\Omega)$, we have

$$-\int_{\Omega} A(|\nabla_L u|)\nabla_L u \cdot \nabla_L \phi \geq \int_{\Omega} h \phi.$$

In a similar manner we can define solutions of the inequalities

$$-\text{div}_L(A(|\nabla_L u|)\nabla u) \geq h \quad \text{and} \quad \text{div}_L(A(|\nabla_L u|)\nabla u) \leq h.$$

The following Lemma is useful when considering solutions of inequalities of the form,

$$\text{div}_L(A(|\nabla_L u|)\nabla_L u) \geq g_1(x, u) \quad \text{on} \quad \Omega, \quad (2.19)$$

and

$$\text{div}_L(A(|\nabla_L v|)\nabla_L v) \leq g_2(x, v) \quad \text{on} \quad \Omega. \quad (2.20)$$

Here, $A$ is a continuous function such that $A(t) > 0$ for $t > 0$ and for $i = 1, 2$, $g_i : \Omega \times R \rightarrow R$ is continuous.

**Lemma 2.15** Let $\Omega$ be a bounded open set and let $u$ and $v$ be solutions of (2.19) and (2.20) respectively. Assume that

1. (a) For any $x \in \Omega$, $t \geq s \geq 0$ there holds $g_1(x, t) \geq g_2(x, s)$, $g_1(x, \cdot)$ is not decreasing on $[0, +\infty]$ and $v \geq 0$; or
(b) For any \( x \in \Omega, \ t \geq s \) there holds \( g_1(x,t) \geq g_2(x,s) \) and \( g_1(x, \cdot) \) is not decreasing;

2. The function \( tA(t) \) is increasing and positive for \( t > 0 \);

3. \( u \leq v \) on \( \partial \Omega \).

Then \( u \leq v \) on \( \Omega \).

Proof. Let \( u \) and \( v \) be solutions of (2.19) and (2.20) respectively. Let \( \epsilon > 0 \) be fixed and set \( v_\epsilon := v + \epsilon \). It is a simple matter to check that the function \( v_\epsilon \) satisfies the inequality

\[
\text{div}_L(A(|\nabla_L w|)\nabla_L w) \leq g_1(x,w) \quad \text{on} \quad \Omega.
\]

Therefore, for any nonnegative \( \phi \in C^1_0(\Omega) \) we have

\[
-\int_\Omega (A(|\nabla_L u|)\nabla_L u - A(|\nabla_L v_\epsilon|)\nabla_L v_\epsilon) \cdot \nabla_L \phi \geq \int_\Omega (g_1(x,u) - g_1(x,v_\epsilon))\phi. \quad (2.21)
\]

Next we choose \( \phi \) as follows: \( \phi := (u - v_\epsilon)^2 \). It is clear that \( \phi \) is nonnegative and \( \phi \in C^1(\Omega) \). Moreover, since \( v_\epsilon - u \geq \epsilon > 0 \) on \( \partial \Omega \), it follows that \( \phi \) has compact support. Substituting \( \phi \) in (2.21), we obtain

\[
-\int_\Omega (A(|\nabla_L u|)\nabla_L u - A(|\nabla_L v_\epsilon|)\nabla_L v_\epsilon) \cdot (\nabla_L u - \nabla_L v_\epsilon)2(u - v_\epsilon)^+ \geq \int_\Omega (g_1(x,u) - g_1(x,v_\epsilon))\phi.
\]

We claim that

\[
(A(|\nabla_L u|)\nabla_L u - A(|\nabla_L v_\epsilon|)\nabla_L v_\epsilon) \cdot (\nabla_L u - \nabla_L v_\epsilon) \geq 0. \quad (2.22)
\]

Indeed,

\[
(A(|\nabla_L u|)\nabla_L u - A(|\nabla_L v_\epsilon|)\nabla_L v_\epsilon) \cdot (\nabla_L u - \nabla_L v_\epsilon)
= A(|\nabla_L u|) |\nabla_L u|^2 + A(|\nabla_L v_\epsilon|) |\nabla_L v_\epsilon|^2 - (A(|\nabla_L u|) + A(|\nabla_L v_\epsilon|))(\nabla_L u \cdot \nabla_L v_\epsilon)
= \left(A(|\nabla_L u|) |\nabla_L u| - A(|\nabla_L v_\epsilon|) |\nabla_L v_\epsilon|\right) \left( |\nabla_L u| - |\nabla_L v_\epsilon| \right) + \\
+ \left(A(|\nabla_L u|) + A(|\nabla_L v_\epsilon|)\right) \left( |\nabla_L u| |\nabla_L v_\epsilon| - \nabla_L u \cdot \nabla_L v_\epsilon \right) =: I_1 + I_2. \quad (2.23)
\]

Since \( A \geq 0 \), we have \( I_2 \geq 0 \). From the monotonicity of \( tA(t) \), it follows that

\[
I_1 = \left(A(|\nabla_L u|) |\nabla_L u| - A(|\nabla_L v_\epsilon|) |\nabla_L v_\epsilon|\right) \left( |\nabla_L u| - |\nabla_L v_\epsilon| \right) \geq 0.
\]
Assume first that $g_1(x,\cdot)$ is strictly increasing. Therefore, the inequality $(g_1(x,u) - g_1(x,v_\epsilon))((u-v_\epsilon)_+)^2 \geq 0$ holds for every $x \in \Omega$. As a consequence, $(g_1(x,u) - g_1(x,v_\epsilon))((u-v_\epsilon)_+)^2 = 0$ on $\Omega$ and hence $u \leq v_\epsilon$.

This completes the proof in case $g_1(x,\cdot)$ is strictly increasing. For the general case we need of an extra argument. Indeed, from (2.22) and (2.23) we have that $\int_\Omega (I_1 + I_2)(u-v_\epsilon)_+ = 0$. Let $x \in \Omega$ be such that $u(x) \geq v_\epsilon(x)$. Since $I_1 \geq 0$ and $I_2 \geq 0$ we have $I_1(x) = 0 = I_2(x)$.

We claim that $\nabla I u(x) = \nabla I v(x)$. Indeed, if $\nabla I u(x) \neq \nabla I v(x)$, from $I_2(x) = 0$, we deduce that $|\nabla I u(x)| \neq |\nabla I v(x)|$. Thus from $I_1(x) = 0$, the fact that $tA(t)$ is injective, it follows that

$$0 = A(|\nabla I u|)|\nabla I u| - A(|\nabla I v|)|\nabla I v| \neq 0.$$ 

This implies $\nabla I ((u-v_\epsilon)_+)^2 = 0$ on $\Omega$, that is $((u-v_\epsilon)_+)^2 = \phi = 0$.

Therefore, letting $\epsilon \to 0$ in $u \leq v + \epsilon$ the claim follows. \hfill \Box

**Remark 2.16** It is possible to extend the above result to situations where the function $A$ depends on $x$. Namely, when $A : \Omega \times \mathbb{R} \to \mathbb{R}$ is continuous and for any $x \in \Omega$ the function $t \mapsto tA(x,t)$ is increasing and strictly positive.

### 2.2 Proofs of the Main Results

The proof of Theorem 2.11 relies on the following.

**Theorem 2.17** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function such that, $g(t) > 0$ if $t < 0$, $g$ is non decreasing on $]0, +\infty[$, and

$$\int_1^{+\infty} \left( \int_1^t g(s) \, ds \right)^{-\frac{1}{p}} \, dt < +\infty. \quad (2.24)$$

For any $p > 1$, $a > 0$, $D > 1$, there exists a function $\varphi$ and $R > 0$ such that, $\varphi$ is a solution of

$$\left( r^{D-1} |\varphi'(r)|^{p-2} \varphi'(r) \right)' = r^{D-1} g(\varphi(r)), \quad \varphi(0) = a, \quad \varphi'(0) = 0, \quad (2.25)$$

$\phi$ is increasing on $]0, R[$ and $\varphi(r) \to +\infty$ as $r \to R$.

See [20] for a proof in the case $p = 2$ and [17] for the quasilinear case $p \neq 2$.

**Proof of Theorem 2.11** Let $u$ be a solution of (2.25). Since the inequality is invariant under translations, it is sufficient to prove that $u(0) \geq 0$.\footnote{If $t, s$ are two different vectors in a Hilbert space such that $(s \cdot t) = |t||s|$, then $0 < |t-s|^2 = |t|^2 + |s|^2 - 2(s \cdot t) = |t|^2 + |s|^2 - 2|s||t| = (|s| - |t|)^2$.}
Let $g(t) := f(-t)$. The function $g$ satisfies the assumptions of Theorem 2.17. Let $D = N > 1$, $a > 0$ and let $\varphi$ be a solution of (2.25) such that $\varphi(r) \to +\infty$ as $r \to R$. We set $v(x) := \varphi(|x|)$.

Therefore, the function $v$ satisfies the differential equation

$$\text{div}(|\nabla v|^p - 2 \nabla v) = g(v) \quad \text{on} \quad \Omega_R,$$

where $\Omega_R := \{x \mid |x| < R\}$. On the other hand the function $U := -u$ satisfies the inequality

$$\text{div}(|\nabla U|^p - 2 \nabla U) \geq g_1(U) := g(U) \quad \text{on} \quad \mathbb{R}^N.$$

Since $U(x) \leq v(x)$ for $|x|$ close to $R$ we are in the position to apply the comparison Lemma 2.15. As a consequence, $U(x) \leq v(x)$ for any $x \in \Omega_R$. In particular $U(0) \leq v(0) = a$. Letting $a \to 0$ it follows that $U(0) \leq 0$. Hence $u(0) \geq 0$.

Next, if $f \geq 0$, then $u$ is a nonnegative solution of the inequality, $-\text{div}(|\nabla u|^p - 2 \nabla u) \geq 0$ on $\mathbb{R}^N$. Hence, by the weak Harnack inequality (see [22]) it follows that, either $u \equiv 0$ or $u > 0$ on $\mathbb{R}^N$.

The argument for proving Theorem 2.3 is the same of the one used in the proof of Theorem 2.1, so we shall be brief.

**Proof Theorem 2.3** Let $g(t) := f(-t)$. Under the assumptions of Theorem 2.3 there exists a radial solution $v$ of $\text{div}(\frac{\nabla v}{\sqrt{1 + |\nabla v|^2}}) \geq g(v)$ such that $v(0) = a > 0$ and $v(r) \to +\infty$ as $r \to R$, see [17]. By Lemma 2.15 we get $u(0) \geq -a$. Letting $a \to 0$, the claim follows.

**Proof Theorem 2.4** Let $u$ be a solution of (2.10). The function $v := u - \alpha$ solves the equation

$$-\Delta_p(v) = f(u - \alpha + \alpha) = f(v + \alpha) =: g(v).$$

An application of Theorem 2.1 to the last equation implies $v \geq 0$ i.e. $u \geq \alpha$.

Next, the function $v := \beta - u$ solves the equation

$$-\Delta_p(v) = -f(u) = -f(-v + \beta) =: g(v).$$

Again, we are in the position to apply Theorem 2.1 which yields $v \geq 0$, that is $u \leq \beta$. This concludes the proof.

**Proof Theorem 2.5** Step 1. We treat first the case when $f$ has at least a zero. In this case let $\alpha$ be the first zero of $f$. Let $u$ be a solution of (2.7). We set

$$g(t) := \inf_{s \leq t} f(s), \quad \text{for} \quad t \in \mathbb{R}.$$

(2.26)
The function $g$ is continuous, non increasing, $g(t) > 0$ for $t < \alpha$ and $g(\alpha) = 0$.

The function $u$ satisfies the inequality

$$-\text{div} \left( \frac{\nabla v}{\sqrt{1 + |\nabla v|^2}} \right) \geq f(u) \geq g(u), \quad \text{on } \mathbb{R}^N.$$  

By the change of variable $v := u - \alpha$ and arguing as in the proof of Theorem 2.4 we get that $u \geq \alpha$. The claim is proved.

Step 2. Next, we assume that $f$ has no zeros. Let $u$ be a solution of (2.7). Let $g$ be the function defined in (2.26). Fix a number $c > 0$ and define

$$g_c(t) := \min\{g(t), c - t\}, \quad \text{for } t \in \mathbb{R}.$$  

The function $g_c$ is continuous, non increasing, $g_c(t) > 0$ for $t < c$ and $g_c(c) = 0$. Since $u$ satisfies

$$-\text{div} \left( \frac{\nabla v}{\sqrt{1 + |\nabla v|^2}} \right) \geq f(u) \geq g_c(u), \quad \text{on } \mathbb{R}^N,$$  

by step 1 it follows that $u \geq c$. Since the inequality $u \geq c$ holds for any $c$ we get a contradiction.

Step 3. Let $u$ be a solution of (2.11). By step 1. we have $u \geq \alpha$. In order to prove the estimate $u \leq \beta$ we consider the function $v := -u$ and argue as in step 1. \hfill \Box

**Proof Theorem 2.8.** Arguing by contradiction, let $u$ be a solution of (2.5). Fix $\alpha \in \mathbb{R}$ and set $v := u - \alpha$. The function $v$ solves the inequality $-\Delta_p v \geq f(u) = f(v + \alpha)$. Since the function $f(\cdot + \alpha)$ satisfies the hypothesis of theorem 2.1 we have $v \geq 0$, that is $u \geq \alpha$. Since the inequality $u \geq \alpha$ holds for any $\alpha$, we obtain $u = +\infty$. This contradiction concludes the proof. \hfill \Box

**Proof Theorem 2.9.** Let $l_1 := \lim_{t \to -\infty} f(t)$ and $l_2 := \lim_{t \to +\infty} f(t)$.

We divide the proof into five steps.

1. We consider first the case $f > 0$ and the inequality (2.17). In this case $l_1 > 0$ and Theorem 2.5 yields the thesis.

2. Next assume $f < 0$ and let $u$ be a solution of the equation (2.16). Then $v = -u$ satisfies the equation

$$-\text{div} \left( \frac{\nabla v}{\sqrt{1 + |\nabla v|^2}} \right) = g(v)$$  

where $g(t) := -f(-t)$ is a non increasing positive function. This contradicts the step 1.

Therefore, assume that the function $f$ has at least a zero. Let $u$ be a solution of the equation (2.16). From hypotheses on $f$, the set of its zeros, $S$, is an interval bounded from one side.
3. Assume, first that $S = [\alpha_1, +\infty]$. In this case $l_1 > 0$ and from Theorem 2.5 we have that $u \geq \alpha_1$. Hence $f(u(x)) = 0$ for all $x \in \mathbb{R}^N$ and so $u$ is a function bounded from one side which solves the equation

$$-\text{div}(\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}) = 0, \quad \text{on } \mathbb{R}^N. \quad (2.27)$$

This, by Bombieri-De Giorgi-Miranda Theorem ([2, 12]) implies that $u \equiv \alpha \geq 0$.

4. Next, assume that $S = ] - \infty, \alpha_2]$. By the change of variable $v = -u$ and arguing as in the step 3. we obtain that $u \leq \alpha_2$. Hence $u$ is a function bounded from one side which solves (2.27). Therefore $u$ is constant.

5. We analyze the case $S = [\alpha_1, \alpha_2]$. In this case $l_1 > 0$ and $l_2 < 0$. By Theorem 2.5 we have that $\alpha_1 \leq u \leq \alpha_2$ that is $u$ takes its value in $S$. Therefore $u$ is a bounded function which solves (2.27). Hence $u$ is constant. \hfill \Box

3 Some extensions of the main results

We extend our main results to more general quasilinear operator in Section 3.1. In Section 3.2 we extend Theorem 2.1 in Carnot group setting. The final Section 3.3 deals with a quasilinear inequality related to the porous medium equation.

3.1 A class of differential inequalities

In this section we shall consider inequalities of the type

$$-\text{div}(A(|\nabla u|)\nabla u) \geq f(u) \quad \text{on } \mathbb{R}^N, \quad (3.28)$$

where we shall assume that

$$\begin{cases} A \in \mathcal{C}([0, +\infty]), & A(t) > 0 \quad \text{for } t > 0, \\ tA(|t|) \in \mathcal{C}(\mathbb{R}) \cap \mathcal{C}^1([0, \infty]) \quad \text{and } (tA(t))' > 0 \quad \text{for } t > 0. \end{cases} \quad (3.29)$$

We shall distinguish two cases accordingly to the asymptotic behavior of the function $tA(t)$. Namely, $\lim_{t \to +\infty} tA(t) < +\infty$ or $\lim_{t \to +\infty} tA(t) = +\infty$.

**Theorem 3.1** Let $A$ be as in (3.29) and such that $\lim_{t \to +\infty} tA(t) < +\infty$. Let $f : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying (2.3). Let $u$ be a solution of (3.28), then $u \geq 0$ on $\mathbb{R}^N$.

We observe that Theorem 2.3 is a particular case of the above theorem.
In the case $\lim_{t \to +\infty} tA(t) = +\infty$, then accordingly with [18, 19], we can construct the following function $G$ and $H$. Let $G$ be defined as

$$G(t) := t^2A(t) - \int_0^t sA(s)ds, \quad t \geq 0.$$ 

The function $G$ is continuous, strictly increasing, $G(0) = 0$ and $G(+\infty) = +\infty$, see [18, 19, 17]. Let $H$ be its inverse: the function $H$ is increasing and $H(+\infty) = +\infty$.

**Theorem 3.2** Let $A$ be as in (3.29) and such that $\lim_{t \to +\infty} tA(t) = +\infty$. Let $f : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying (2.3) and

$$\int_{-1}^{-1} \frac{1}{H\left(\int_t^{-1} f(s) \, ds\right)} \, dt < +\infty. \tag{3.30}$$

Let $u$ be a solution of (3.28), then $u \geq 0$ on $\mathbb{R}^N$.

If $A(t) = t^{p-2}$, then $H(t) = \left(\frac{2}{p-1}\right)^{1/p} t^{1/p}$ and the above theorem is indeed Theorem 2.1.

We leave the proof of the above results to the interested reader since it is based on the same idea already discussed above by taking into account the nonexistence Theorem 1 and Theorem 2 in [17].

Condition (3.30) is sharp in the following sense. If the integral in (3.30) diverges, then (3.28) admits a negative solution. Indeed from Theorem 3 in [17] it follows that equation (2.25) with $g(t) = f(-t)$ has a positive solution. This implies the claim.

**Example 3.3** Let $A(t) := \frac{\ln(1+t)}{t}$ and $f(s) \geq c|s|^q$ for $s < 0$. We claim that if $q > 0$ the solutions of

$$-\text{div} \left(\ln(1 + |\nabla u|) \frac{\nabla u}{|\nabla u|}\right) \geq f(u) \quad \text{on} \quad \mathbb{R}^N \tag{3.31}$$

are nonnegative. We are in the position to apply Theorem 3.2. In this case $G(t) = t - \ln(1 + t)$. In order to prove the claim it is enough to show that the function $H(T)$ behaves at infinity as $T$. Since $H(T)$ is the solution of $t - \ln(1 + t) = T$ by the change of variable $z = (1 + T)^{-1}$ and $x = (1 + t)^{-1}$ the equation becomes $z = \frac{x}{1 + x \ln z}$ and we have to study the zero of the function $x(z)$ defined implicitly. It is easy to recognize that $x(z) = z + o(z)$, and this implies the claim.

Using the same argument as above one can prove the following. We omit the details.

**Theorem 3.4** Let $f : \mathbb{R} \to \mathbb{R}$ be a continuous function such that: there exists $c > 0$ and $q > 1$ such that $f(s) \geq c (\ln(1 + |s|))^q$ for $s < 0$. Then the solutions of (3.31) are nonnegative.
The analogous results of Theorem 2.4, 2.5, 2.6, 2.8, 2.9 are the following.

**Theorem 3.5** Let $A$ be as in (3.29) and such that $\lim_{t \to +\infty} tA(t) = +\infty$. Let $f : \mathbb{R} \to \mathbb{R}$ be a continuous function such that there exists $\alpha, \beta \in \mathbb{R}$, $\alpha \leq \beta$ such that

$f_{[1, \infty]}$ is positive and non increasing, $f_{[\beta, +\infty]}$ is negative and non increasing, \hspace{1cm} (3.32)

and

$$\int_{-\infty}^{\alpha} \frac{1}{H(\int_{t}^{\alpha} f(s) \, ds)} \, dt < +\infty, \quad \int_{\beta}^{\infty} \frac{1}{H(\int_{\beta}^{t} f(s) \, ds)} \, dt < +\infty. \hspace{1cm} (3.33)$$

Let $u$ be a solution of

$$-\text{div}(A(|\nabla u|)\nabla u) = f(u) \quad \text{on} \quad \mathbb{R}^N; \hspace{1cm} (3.34)$$

then $u$ is bounded and $\alpha \leq u(x) \leq \beta$ for any $x \in \mathbb{R}^N$.

**Theorem 3.6** Let $A$ be as in (3.29) and such that $\lim_{t \to +\infty} tA(t) < +\infty$. Let $f : \mathbb{R} \to \mathbb{R}$ be a continuous function such that

$$\liminf_{t \to -\infty} f(t) > 0.$$ \hspace{1cm} (3.36)

If $u$ is a solution of (3.28), then $f$ has at least a zero, and set $\alpha :=$ the first zero of $f$ (that is $\alpha := \min S$ where $S := f^{-1}(0)$) we have $u \geq \alpha$. In particular if $f > 0$ the (3.28) has no solution.

Moreover if

$$\limsup_{t \to +\infty} f(t) < 0$$

and $u$ solves (3.34) then $u$ is bounded and $\alpha \leq u(x) \leq \beta$ for any $x \in \mathbb{R}^N$, where $\beta :=$ last zero of $f$ (that is $\beta := \max S$).

**Theorem 3.7** Let $A$ be as in (3.29) and such that $\lim_{t \to +\infty} tA(t) = +\infty$. Let $f : \mathbb{R} \to \mathbb{R}$ be a non increasing continuous function such that

$$f(t) > 0 \quad \text{if} \quad t < 0, \quad \text{and} \quad f(t) < 0 \quad \text{if} \quad t > 0, \hspace{1cm} (3.35)$$

and (3.33) holds with $\alpha = -1$ and $\beta = 1$.

If $u$ is a solution of (3.34), then $u \equiv 0$ on $\mathbb{R}^N$.

**Theorem 3.8** Let $A$ be as in (3.29) and such that $\lim_{t \to +\infty} tA(t) = +\infty$. Let $f : \mathbb{R} \to \mathbb{R}$ be a positive, non increasing, continuous function satisfying (3.31). Then the inequality (3.28) has no solutions.
**Theorem 3.9** Let $A$ be as in (3.29) and such that $\lim_{t \to +\infty} tA(t) < +\infty$. Let $f : \mathbb{R} \to \mathbb{R}$ be a non increasing, continuous function. If $u$ is a solution of (3.34) then $u$ solves the homogeneous problem

$$-\text{div}(A(|\nabla u|)\nabla u) = 0 \quad \text{on} \quad \mathbb{R}^N,$$

and for all $x \in \mathbb{R}^N$, $u(x) \in S$ where $S := f^{-1}(0)$. In particular if $f(t) \neq 0$ for any $t$, then (3.34) has no solutions.

In addition, if $f$ is supposed to be positive then the inequality (3.28) has no solutions.

**Remark 3.10** Very recently, by using a completely different technique, a strong generalization of Theorem 3.9 has been obtained by James Serrin [23, Theorem 3.23]. We wish to thank Alberto Farina for pointing out this information.

For recent nonexistence results related to anticoercive problems, we refer the interested reader to the forthcoming paper [8].

### 3.2 Inequalities on Carnot Groups

Let $\mathbb{R}^N \equiv G$ be a Carnot group and let $\nabla_L$ be the horizontal gradient on $G$ and $Q > 1$ the homogeneous dimension (see Appendix and [1] for details on these structures). Let $\Gamma_p$ be the fundamental solution of the quasilinear operator $\Delta_{L,p}u = \text{div}_L(|\nabla_L u|^{p-2} \nabla_L u)$ at the origin. Set

$$N_p := \begin{cases} \Gamma_p^{\frac{p-1}{p}} & p > 1, p \neq Q \\ \exp(-\Gamma_p) & p = Q \end{cases}$$

It is known that $N_p$ is a homogeneous norm on $G$. From [4, 5], it is known that $N_p$ is Hölder continuous. In what follows we shall assume that $N_p$ is smooth. This assumption is satisfied for example for “Heisenberg type” groups. See [5].

With the above notation, we have that if $\zeta : \mathbb{R} \to \mathbb{R}$ is a smooth function, then the radial function $v := \zeta \circ N_p : G \to \mathbb{R}$ satisfies

$$\Delta_{G,p}v := \text{div}_L(|\nabla_L v|^{p-2} \nabla_L v) = (p - 1)\psi_p |\zeta'|^{p-2} \left(\zeta''(r) + \frac{Q - 1}{p - 1} \frac{\zeta'(r)}{r} \right)_{r=N_p},$$

where $\psi := |\nabla_L N_p|$ is a bounded function, see [6]. Hence we can apply the same arguments used in the preceding section obtaining an analog of Theorem 2.1 in this more general setting.

**Theorem 3.11** Let $p > 1$. Let $f : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying (2.3) and (2.4). Let $u$ be a solution of

$$-\text{div}_L(|\nabla_L u|^{p-2} \nabla_L u) \geq f(u) \quad \text{on} \quad \mathbb{R}^N,$$

then $u \geq 0$ on $\mathbb{R}^N$. Moreover if $f(t) \geq 0$ for $t \geq 0$ then, either $u \equiv 0$ or $u > 0$ on $\mathbb{R}^N$. 

Immediate consequences of Theorem 3.11 are the following Liouville type theorems.

**Theorem 3.12** Let \( p > 1 \). Let \( f : \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function such that there exists \( \alpha, \beta \in \mathbb{R}, \alpha \leq \beta \) such that (2.8) and (2.9) hold. If \( u \) is a solution of
\[
-\text{div}_L(|\nabla_L u|^{p-2} \nabla_L u) = f(u) \quad \text{on} \quad \mathbb{R}^N,
\]
then \( u \) is bounded and \( \alpha \leq u(x) \leq \beta \) for any \( x \in \mathbb{R}^N \). In particular, if \( q > p - 1 \) and \( u \) is a solution of
\[
\Delta_{G,p} u = |u|^{q-1} u \quad \text{on} \quad \mathbb{R}^N,
\]
then \( u \equiv 0 \) on \( \mathbb{R}^N \).

**Remark 3.13** The conclusion related to inequality (3.37) in the Euclidean setting, \( p = 2 \), and \( f(u) = |u|^{q-1} u \) has been obtained by Brezis [3] by using a variant of Kato’s inequality and .

**Theorem 3.14** Let \( p > 1 \). Let \( f : \mathbb{R} \rightarrow \mathbb{R} \) be a positive, non increasing, continuous function satisfying (2.4). Then the inequality (3.37) has no solutions.

**Corollary 3.15** Let \( p \geq Q > 1 \) and \( f : \mathbb{R} \rightarrow [0, +\infty[ \) be a continuous function satisfying (2.3) and (2.4). If \( u \) is a solution of (2.5) then \( u \) is constant on \( \mathbb{R}^N \). More precisely \( u \equiv \alpha \geq 0 \) and \( f(\alpha) = 0 \).

Moreover if \( f(t) > 0 \) for \( t \geq 0 \), then (2.5) has no solutions.

**Proof Theorem 3.11.** Let \( u \) be a solution of (2.5). Since the inequality is invariant under translations, it is sufficient to prove that \( u(0) \geq 0 \).

Let \( C > 0 \) be a constant such that \( \psi^p \leq C \). Set \( g(t) := f(-t)/C \). The function \( g \) satisfies the assumptions of Theorem 2.17. Let \( D = Q > 1 \) be the homogeneous dimension. Let \( a > 0 \) and let \( \varphi \) be a solution of (2.25) such that \( \varphi(r) \rightarrow +\infty \) as \( r \rightarrow R \). We set \( v(x) := \varphi(N_p(x)) \). By computation we have,
\[
\text{div}_L(|\nabla_L v|^{p-2} \nabla_L v) = (p - 1)\psi^p |v'|^{p-2} \left( v''(r) + \frac{Q - 1}{p - 1} \frac{v'(r)}{r} \right)_{r=N_p} = \psi^p N_p^{1-Q} \left( r^{Q-1} |v'(r)|^{p-2} v'(r) \right)_{r=N_p}.
\]

Therefore, the function \( v \) satisfies the differential equation
\[
\text{div}_L(|\nabla_L v|^{p-2} \nabla_L v) = g_2(x, v) := \psi^p g(v) \leq C g(v)
\]
on \( \Omega_R := \{ x \mid N_p(x) < R \} \). On the other hand the function \( U := -u \) satisfies the inequality
\[
\text{div}_L(|\nabla_L U|^{p-2} \nabla_L U) \geq f(-U) = C g(U) =: g_1(U) \quad \text{on} \quad \mathbb{R}^N.
\]
Since \( g_1 \geq g_2 \) and \( U(x) \leq v(x) \) for \( N_p(x) \) close to \( R \) we are in the position to apply the comparison Lemma 2.15. As a consequence, \( U(x) \leq v(x) \) for any \( x \in \Omega_R \). In particular \( U(0) \leq v(0) = a \). Letting \( a \to 0 \) it follows that \( U(0) \leq 0 \). Hence \( u(0) \geq 0 \).

Next, if \( f \geq 0 \), then \( u \) is nonnegative and solves the inequality \(-\text{div}_L(|\nabla L u|^{p-2} \nabla L u) \geq 0\) on \( \mathbb{R}^N \). Hence, by the weak Harnack inequality (see [4]) it follows that, either \( u \equiv 0 \) or \( u > 0 \) on \( \mathbb{R}^N \).

The proofs of the above Liouville theorems are very similar to those given in Section 2, so we omit them. The proof of Corollary 3.15 relies the fact that the only nonnegative functions \( u \) such that \(-\Delta_{G,p} u \geq 0\) on \( \mathbb{R}^N \) with \( Q \leq p \) are the constants, see [7].

### 3.3 A porous medium type inequality

We end this paper by pointing out the following slight modification of Theorem 2.1.

**Theorem 3.16** Let \( \gamma \geq 1 \). Let \( f : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying (2.3) and

\[
\int_{-\infty}^{-1} |t|^{\gamma-1} \left( \int_t^{-1} f(s) |s|^{\gamma-1} \, ds \right)^{-\frac{1}{2}} \, dt < +\infty. \tag{3.40}
\]

Let \( u \) be a solution of

\[-\Delta(|u|^{\gamma-1} u) \geq f(u) \quad \text{on} \quad \mathbb{R}^N,
\]

then \( u \geq 0 \) on \( \mathbb{R}^N \).

In particular if \( u \) is a solution and \( f(t) \geq C|t|^q \) for \( t < 0 \) with \( q > \gamma \), then either \( u \equiv 0 \) or \( u > 0 \) on \( \mathbb{R}^N \).

**Appendix**

We quote some facts on Carnot groups and refer the interested reader to [1, 15] for more detailed information on this subject.

A Carnot group is a connected, simply connected, nilpotent Lie group \( G \) of dimension \( N \) with graded Lie algebra \( G = V_1 \oplus \cdots \oplus V_r \) such that \([V_i, V_j] = V_{i+j+1}\) for \( i = 1, \ldots, r-1 \) and \([V_1, V_r] = 0\). Such an integer \( r \) is called the step of the group. We set \( l = n_1 = \dim V_1 \), \( n_2 = \dim V_2, \ldots, n_r = \dim V_r \). A Carnot group \( G \) of dimension \( N \) can be identified, up to an isomorphism, with the structure of a homogeneous Carnot Group \((\mathbb{R}^N, \circ, \delta_R)\) defined as follows; we identify \( G \) with \( \mathbb{R}^N \) endowed with a Lie group law \( \circ \). We consider \( \mathbb{R}^N \) split in \( r \) subspaces \( \mathbb{R}^N = \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_r} \) with \( n_1 + n_2 + \cdots + n_r = N \) and \( \xi = (\xi^{(1)}, \ldots, \xi^{(r)}) \) with \( \xi^{(i)} \in \mathbb{R}^{n_i} \). We shall assume that for any \( R > 0 \) the dilation \( \delta_R(\xi) = (R\xi^{(1)}, R^2\xi^{(2)}, \ldots, R^r\xi^{(r)}) \) is a Lie group automorphism. The Lie algebra of left-invariant vector fields on \((\mathbb{R}^N, \circ)\) is \( G \). For \( i = 1, \ldots, n_1 = l \) let \( X_i \) be the unique vector field
in \( \mathcal{G} \) that coincides with \( \partial/\partial \xi_i^{(1)} \) at the origin. We require that the Lie algebra generated by \( X_1, \ldots, X_l \) is the whole \( \mathcal{G} \).

We denote with \( \nabla_{\mathcal{L}} \) the vector field \( \nabla_{\mathcal{L}} := (X_1, \ldots, X_l)^T \) and we call it horizontal vector field. Moreover, the vector fields \( X_1, \ldots, X_l \) are homogeneous of degree 1 with respect to \( \delta_R \) and in this case \( Q = \sum_{i=1}^r i n_i = \sum_{i=1}^r i \dim V_i \) is called the homogeneous dimension of \( \mathcal{G} \). The canonical sub-Laplacian \( \Delta_G \) on \( \mathcal{G} \) is the second order differential operator defined by \( \Delta_G = \sum_{i=1}^l X_i^2 \) and for \( p > 1 \) the \( p \)-sub-Laplacian operator is \( \sum_{i=1}^l X_i(\nabla_{\mathcal{L}} u)^{p-2} X_i u \). Since \( X_1, \ldots, X_l \) generate the whole \( \mathcal{G} \), the sub-Laplacian \( \Delta_G \) satisfies the Hörmander hypoellipticity condition.

A nonnegative continuous function \( N : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) is called a homogeneous norm on \( \mathcal{G} \), if \( N(\xi^{-1}) = N(\xi) \), \( N(\xi) = 0 \) if and only if \( \xi = 0 \), and it is homogeneous of degree 1 with respect to \( \delta_R \) (i.e. \( N(\delta_R(\xi)) = R N(\xi) \)). A homogeneous norm \( N \) defines on \( \mathcal{G} \) a pseudo-distance defined as \( d(\xi, \eta) := N(\xi^{-1}\eta) \), which in general is not a distance. If \( N \) and \( \tilde{N} \) are two homogeneous norms, then they are equivalent, that is, there exists a constant \( C > 0 \) such that \( C^{-1} N(\xi) \leq \tilde{N}(\xi) \leq C N(\xi) \). Let \( N \) be a homogeneous norm, then there exists a constant \( C > 0 \) such that \( C^{-1} |\xi| \leq N(\xi) \leq C |\xi|^{1/r} \), for \( N(\xi) \leq 1 \). An example of homogeneous norm is \( N(\xi) := \left( \sum_{i=1}^r |\xi_i|^{2n/i} \right)^{1/2n!} \).

Notice that if \( N \) is a homogeneous norm differentiable a.e., then \( |\nabla_{\mathcal{L}} N| \) is homogeneous of degree 0 with respect to \( \delta_R \); hence \( |\nabla_{\mathcal{L}} N| \) is bounded.

Special examples of Carnot groups are the Euclidean spaces \( \mathbb{R}^Q \). Moreover, if \( Q \leq 3 \) then any Carnot group is the ordinary Euclidean space \( \mathbb{R}^Q \).

The most simple nontrivial example of a Carnot group is the Heisenberg group \( \mathbb{H}^1 = \mathbb{R}^3 \). For an integer \( n \geq 1 \), the Heisenberg group \( \mathbb{H}^n \) is defined as follows: let \( \xi = (\xi^{(1)}, \xi^{(2)}) \) with \( \xi^{(1)} := (x_1, \ldots, x_n, y_1, \ldots, y_n) \) and \( \xi^{(2)} := t \). We endow \( \mathbb{R}^{2n+1} \) with the group law \( \hat{\xi} \circ \xi := (\hat{x} + \hat{x}, \hat{y} + \hat{y}, \hat{t} + t + 2 \sum_{i=1}^n (\hat{x}_i \hat{y}_i - \hat{x}_i y_i)) \). We consider the vector fields

\[
X_i := \frac{\partial}{\partial x_i} + 2y_i \frac{\partial}{\partial t}, \quad Y_i := \frac{\partial}{\partial y_i} - 2x_i \frac{\partial}{\partial t}, \quad \text{for } i = 1, \ldots, n,
\]

and the associated Heisenberg gradient \( \nabla_H := (X_1, \ldots, X_n, Y_1, \ldots, Y_n)^T \). The Kohn Laplacian \( \Delta_H \) is then the operator defined by \( \Delta_H := \sum_{i=1}^n X_i^2 + Y_i^2 \). The family of dilations is given by \( \delta_R(\xi) := (R x, R y, R^2 t) \) with homogeneous dimension \( Q = 2n + 2 \). In \( \mathbb{H}^n \) a canonical homogeneous norm is defined as \( |\xi|_H := \left( \sum_{i=1}^n x_i^2 + y_i^2 + t^2 \right)^{1/4} \).

**Acknowledgements** We wish to thank Alberto Farina and James Serrin for useful discussions and for attracting our attention to references [3], [13], [14], [23].
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