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Abstract. The task of three-dimensional (3D) human pose estimation from a single image can be divided into two parts: (1) Two-dimensional (2D) human joint detection from the image and (2) estimating a 3D pose from the 2D joints. Herein, we focus on the second part, i.e., a 3D pose estimation from 2D joint locations. The problem with existing methods is that they require either (1) a 3D pose dataset or (2) 2D joint locations in consecutive frames taken from a video sequence. We aim to solve these problems. For the first time, we propose a method that learns a 3D human pose without any 3D datasets. Our method can predict a 3D pose from 2D joint locations in a single image. Our system is based on the generative adversarial networks, and the networks are trained in an unsupervised manner. Our primary idea is that, if the network can predict a 3D human pose correctly, the 3D pose that is projected onto a 2D plane should not collapse even if it is rotated perpendicularly. We evaluated the performance of our method using Human3.6M and the MPII dataset and showed that our network can predict a 3D pose well even if the 3D dataset is not available during training.
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1 Introduction

Given a single image, a three-dimensional (3D) human pose estimation, defined as a problem in the localization of human joints in a 3D space, is an important and challenging problem in computer vision. It can be applied to many areas, including action recognition, virtual reality, and human–computer interaction. A common approach divides this problem into two parts. First, two-dimensional (2D) human joint locations are estimated from an image. Next, a 3D pose is predicted from the 2D joint locations. This approach is known as the “pipeline approach.” The first part can be achieved by a joint detector such as in \cite{1,2,3,4,5,6,7,8,9,10,11}. In our research, we focus on the second part, i.e., a 3D pose estimation from 2D joint locations. This task is particularly challenging because reconstructing 3D information from 2D joint locations is essentially an ill-posed problem.

Two approaches can be used to estimate a human 3D pose from 2D joint locations. The first approach uses a 3D dataset such as \cite{12,13,14}. These datasets
have human joint coordinates in a specific 3D space, which is captured by the mocap system. Typical methods \cite{15,16,17,18} in this approach train neural networks to estimate a 3D pose from 2D joint locations. The second approach uses only 2D human joint locations to predict a 3D pose. For example, the non-rigid structure from motion (NRSfM) approach \cite{19,20,21,22} uses known 2D correspondences for the joints in multiple images from a monocular video or multiview cameras to recover a 3D pose.

However, some problems exist on these approaches. The first 3D approach requires a large amount of 3D data for training. Moreover, if we estimate a 3D pose via a pipeline approach that uses this 3D approach, the joints of the resulting 3D pose depend totally on the joints provided by the 3D datasets. In other words, the pipeline approach cannot estimate the 3D locations of joints that are detected by a 2D joint detector. For example, if a 2D joint detector can detect ears but a 3D dataset does not have an annotation of ears, the pipeline approach cannot estimate the 3D locations of ears. The second 2D approach such as the NRSfM does not require any 3D datasets. However, it requires a large number of 2D joint locations from many images at test time (e.g., consecutive frames taken from a video sequence) to recover a 3D pose correctly.

Herein, we propose a simple yet novel approach to predict a 3D human pose from 2D joint locations in a single image using a neural network. The network is trained in an unsupervised manner without any 3D signals. Fig. 1 shows the overview of our approach. Our approach is based on the generative adversarial networks \cite{23} that predict a 3D pose ($xyz$ coordinates) given 2D human joint locations. Our primary idea is that, if the network can predict joints correctly, an output 3D pose should not collapse even if it is rotated perpendicularly. Let the $x$-axis be the vertical axis and the $y$-axis be the horizontal axis in an image. Given the 2D joint locations on the $xy$-plane, the generator is trained to estimate the $z$-component for each joint. The generated 3D pose is rotated around the $y$-axis by $\theta$ radian that is obtained from a uniform distribution on $[-\pi, \pi]$. The rotated pose is then projected onto the $xy$-plane. If the generator estimates a $z$-component for each joint correctly, all projected 3D poses are indistinguishable from real 2D data. This is because we assume that the 2D dataset contains many 2D poses obtained from various angles around the $y$-axis. Therefore, in our system, the discriminator is trained to distinguish between a real 2D pose and a projected 3D pose. In a test phase, new input 2D joints are fed into the generator, and the corresponding $z$-components are predicted.

We tested our method using the Human3.6M dataset, which is widely used as a benchmark for 3D human pose estimation from 2D joint locations. This test reveals that if many ground truth 2D joint locations or detected 2D joint locations are available, we can estimate the 3D human pose accurately. We applied our method to the MPII dataset as well. This dataset does not have 3D annotations, but 2D annotations only, because the images in this dataset are taken in the wild, not in controlled environments like the Human3.6M. We show that our approach works well for 2D datasets as well.

This work presents the following contributions:
For the first time, we propose an unsupervised method that learns a 3D human pose from 2D joint locations in a single image without any 3D datasets. Our approach is applicable to the problem of 3D pose estimation from a single image using a 2D joint detector. We can estimate the 3D locations of joints that can be detected by a 2D joint detector.

2 Related Work

3D human pose estimation. If a large number of pairs (images and 3D pose) are available, the standard approach to the problem of 3D human pose estimation from a single image is by supervised learning. Li and Chan [24] trained neural networks to directly regress 3D joint locations from an image. Zhou et al. [25] used the prior knowledge on 3D human constraints while training neural networks to guarantee the geometric validity of a 3D human pose. Tekin et al. [26] trained an auto-encoder network for a 3D human pose. Moreover, they trained another network to estimate a 3D pose from an image using the high-dimensional latent pose representations from the auto-encoder as supervision. When training a 3D pose using these approaches, a 3D pose dataset is required. However, the images in the existing 3D datasets [12,13,14] are captured in controlled environments with the mocap system. The models trained on these datasets cannot be generalized well to other environments, such as those in the wild.

3D pose from 2D joint positions. Many researchers have attempted to train and estimate the 3D human pose from an image captured in the wild. The stan-
dard approach divides this problem into two parts. First, 2D joint locations are estimated from an image by a 2D joint detector trained using 2D datasets, i.e., the datasets that have a large number of human images and 2D joint locations. Many large 2D pose datasets are available, whose images are captured in the wild because they are much easier to create than those from 3D pose datasets. The second step utilizes the estimated 2D joint locations and trains to reconstruct a 3D pose using 3D datasets such as Martinez et al. trained neural networks simply to regress a 3D pose from a detected 2D pose in a specific 3D space. Other approaches created 2D joint probability heatmaps from the detected 2D joints and trained convolutional neural networks to estimate a 3D pose from these heatmaps. The NRSfM approaches recover 3D poses from 2D joint locations in a monocular video. The advantage of this approach is that 3D datasets are not required when estimating a 3D pose from 2D joint locations; instead, a large number of human 2D poses that are obtained from multiview cameras or a sequence of a monocular videos are required. Our approach is different from these methods of lifting 2D to 3D because we require 2D joints from a single image (not multiple images), without any 3D datasets.

**End-to-end approaches with 2D and 3D datasets.** Unlike the approach that divides the problem of 3D human pose estimation into two parts, some end-to-end approaches are available for the 3D human pose estimation in the wild. Mehta et al. pre-trained the convolutional neural networks to estimate 2D joint locations from an image using 2D datasets and fine-tuned the networks to predict a 3D pose using 3D datasets in a supervised manner. Zhou et al. proposed a weakly supervised transfer learning method that trains a unified convolutional neural network to estimate 2D joint locations and their depths using mixed 2D and 3D datasets. proposed the methods that do not need the paired data of a 3D pose and its image. They trained the generative adversarial networks using paired 2D datasets and unpaired 3D poses such that the discriminator network can learn the constraints of 3D human poses. Those approaches are similar to our work in that they train the generative adversarial networks; however, unlike those approaches, our method can learn the constraints of a 3D human pose from only 2D joint locations. Moreover, the joints of the resulting 3D pose predicted by those approaches that use both 2D and 3D datasets are in the different positions from the joints provided by the 2D datasets.

## 3 Proposed Method

In this section, we introduce our method that creates models of human pose in the following relative 3D space (xyz-coordinates), given 2D joint locations. First, a specific human joint (“central hip” in the Human3.6M dataset for example) locates itself at the origin point in this space. Next, the orthographic projection of the 3D joints onto the xy-plane must be input to 2D joint locations.
Therefore, our goal is to estimate the z-component for each human joint in this 3D space.

Our system assumes that an output 3D pose should be robust against the rotation around the y-axis if the z-components are estimated correctly. Therefore, if the output 3D pose is rotated and projected onto the 2D plane, the result is supposed to be natural. The discriminator is trained to distinguish between a real 2D pose and a projected 3D pose. The generator is trained to fool the discriminator. The generator trained through this system is supposed to generate the corresponding z-components to input the 2D joint locations accurately.

3.1 Generative adversarial networks for 3D pose estimation

We aim to learn the function \( G : \mathbb{R}^{N \times 2} \rightarrow \mathbb{R}^N \) that takes a 2D pose \( p = [p_1 \ldots p_N]^\top \in \mathbb{R}^{N \times 2} \) as an input and returns \( z = [z_1 \ldots z_N]^\top \in \mathbb{R}^N \) where \( N \) denotes the number of joint locations. For example, \( N \) is set as 17 for the Human3.6M dataset and 16 for the MPII dataset. Each joint represents the spine, head, shoulder, hip, etc.

Fig. 1 shows the overview of our method. The generator is defined as a function \( G \), and estimates \( z = G(p) \) of a 3D pose. The generated 3D pose is rotated around the y-axis by \( \theta \) radian that is obtained from a uniform distribution on \([−\pi, \pi]\) and projected onto xy-plane. The projected 3D pose \( \hat{p} = [\hat{p}_1 \ldots \hat{p}_N]^\top \in \mathbb{R}^{N \times 2} \) satisfies the following equation:

\[
\hat{p} = f(p, z; \theta) = p \begin{bmatrix} \cos \theta & 0 \\ 0 & 1 \end{bmatrix} + z \begin{bmatrix} \sin \theta & 0 \end{bmatrix}
\]  

(1)

where \( f \) denotes the rotation and the projection function. Because the manipulations of the rotation and the projection are differentiable, the gradients of the parameters of \( G \) can be calculated by the back propagation algorithm.

The discriminator is defined as the function \( D : \mathbb{R}^{N \times 2} \rightarrow \mathbb{R} \). It is trained to distinguish between \( p \) (2D pose that are the inputs to the generator) and \( \hat{p} \) (projected 3D pose from \( z \) estimated by the generator). We use the following standard objective function for \( G \) and \( D \):

\[
V(G, D) = \mathbb{E}_p[\log D(p)] + \mathbb{E}_{p, \theta}[\log(1 − D(f(p, G(p); \theta)))).
\]  

(2)

The discriminator is optimized to maximize \( V \) and the generator is optimized to minimize \( V \).

3.2 Network design

The design of neural networks is similar to the design proposed by Martinez et al. \[15\]. Fig. 2 shows the overview of the generator in our method. Both the generator and the discriminator consist of four linear layers and leaky relu functions after each layer except the final layer. The number of units for
Fig. 2. Overview of the generator in our method. This network consists of four linear layers, leaky relu functions, and skip connections. The input to the generator is a 2D joint location $p$ and the output is the $z$-components for each joint. The discriminator has the same network design as the generator except that the number of units of the final layer is one.

Each hidden layer is 1024. We also introduce the skip connections. Although Martinez et al. [15] used batch normalization, dropout and relu functions, we found that these regularization techniques were not effective in training our generative adversarial networks.

3.3 Normalization of 2D joint locations

As is widely known, the normalization of 2D joint locations is critical for the performance of 3D pose estimation [15,16,30]. In our case, the normalization is also important to train the generator and the discriminator efficiently because the normalization reduces the input data entropy and the divergence between the input data and projected 3D pose. Thus, we apply the following normalization steps to all joints before the training. First, we set a specific joint as the human central joint. Next, we subtract the value of the central joint coordinate from all joints. Finally, we divide the value of all joint coordinates by the scale factor, defined as the mean Euclidean distance of all joints from the central joint. In the training phase, this relative coordinate is used to represent each position ($p$).

We used the “central hip” as a central joint in the Human3.6M dataset and the MPII dataset.

3.4 Constraints of 3D human poses

We found that our training system cannot discriminate between 3D poses and those whose $z$-components are inverted, while inverted 3D poses are impossible for human (Fig. 3). After training, the generator results to generate inverted poses for about a half of inputs. To avoid this ambiguity, we command the “correct 3D poses” and the “wrong 3D poses” to the generator by introducing a new heuristic loss function. This loss function is based on the assumption that the “right shoulder” joint should be on the right side of the head.

In the Human3.6M dataset, we define the face orientation vector as $v = [v_x, v_y, v_z] = j_{nose} - j_{neck} \in \mathbb{R}^3$ and the shoulder orientation vector as $w =$
Fig. 3. 2D pose discriminator cannot detect fake 3D poses whose all z-components are inversion of ones of true 3D pose. This is because the projection of “correct 3D pose” that is rotated around y-axis by θ radian is the same 2D pose as the projection of “wrong 3D pose” that is rotated by −θ radian. The discriminator cannot distinguish these two 2D poses.

\[ [w_x, w_y, w_z] = \hat{j}_ls - \hat{j}_rs \in \mathbb{R}^3 \] where \( \hat{j}_\text{nose}, \hat{j}_\text{neck}, \hat{j}_\text{ls}, \hat{j}_\text{rs} \in \mathbb{R}^3 \) denote the 3D joint locations of the nose, neck, left shoulder, and right shoulder, respectively (Fig. 4). To satisfy the constraint above, the angle β between \( \mathbf{v} \) and \( \mathbf{w} \) on the zx-plane must satisfy \( \sin \beta = \frac{v_x w_x - v_z w_z}{\|\mathbf{v}\| \|\mathbf{w}\|} \geq 0 \). To satisfy this inequality, we introduce a new loss function:

\[
L_{\text{angle}} = \max (0, - \sin \beta) = \max \left(0, \frac{v_x w_x - v_z w_z}{\|\mathbf{v}\| \|\mathbf{w}\|} \right).
\] (3)

The final objective function with this new angle loss is

\[
V(G, D) = \mathbb{E}_p[\log D(p)] + \mathbb{E}_{p, \theta}[\log(1 - D(f(p, G(p); \theta))) + L_{\text{angle}}].
\] (4)

4 Experimental Evaluation

4.1 Datasets and protocols

We evaluated our method using a standard dataset for the 3D human pose estimation\(^4\) Human3.6M \cite{Ihm2014}. We also show qualitative results on the MPII dataset \cite{Bogo2016} that provides only 2D annotations.

\(^4\) Further results using the MPI-INF-3DHP dataset \cite{Ionescu2014} are included in the supplemental material.
The Human3.6M dataset is the largest dataset for the 3D human pose. It consists of 3.6 million images captured by four RGB cameras and the mocap system in controlled lab environments. In this dataset, seven professional actors perform 15 actions, such as discussing, walking, taking photo, and eating. Each actor has 32 joints; however, we used 17 joints for training and testing following previous works. We evaluated our method by the Human3.6M standard protocol. This protocol uses subjects 1, 5, 6, 7, and 8 for training and 9, 11 for testing. We report the average error in millimeters between the ground truth 3D pose and our predictions across all joints and cameras in the space relative to the “central hip” joint.

The MPII dataset, which provides 2D annotations only, consists of 2.5 million images for training and 3000 images for testing. The humans in the images are annotated with 16 joints. Unlike the Human3.6M dataset, the images in the MPII dataset are captured in the wild. Therefore, the models that were trained using such images are supposed to be generalized well. Although the MPII provides images in the wild, it provides only 2D annotations because annotating 3D joint locations to images in the wild is challenging. Because the images are also not always taken from a monocular video or multiview cameras, the NRSfM approach cannot be used. We show that our approach performs well using only 2D datasets, whose images are captured from a monocular camera such as those from the MPII dataset.

### 4.2 Training details

To optimize the generator and the discriminator, we used Adam \[39\] and a mini-batch size of 16. We trained the networks for 50 epochs. The initial weight of each layer was obtained from a Gaussian distribution with a standard deviation of 0.14. We updated the generator and the discriminator at every iteration, but we did not update the discriminator if its accuracy was greater than 0.9. The generator was not updated if the accuracy of the discriminator was less than 0.1. This update rule enabled the networks to train with stability. Our system is implemented by Chainer \[40\] and the training time for 50 epochs was approximately 8 hours using the Intel Core i7-5960X CPU, Nvidia Titan X GPU, 32-GB RAM.

### 4.3 3D pose from ground truth 2D joint locations

When estimating a 3D pose from an image using our method, we require 2D joint locations from a 2D joint detector. Thus, when evaluating our method as a 3D pose estimator from an image, the error naturally depends on the quality of the detected 2D joints. The best score can be achieved when the ground truth 2D joint locations are used as inputs. Therefore, we first evaluated our method using the ground truth 2D joint locations. Some studies \[15,32\] that aim to lift 2D to 3D using 3D datasets during training had also used ground truth 2D joint locations for evaluation.
Table 1. Average error in millimeters between the predicted 3D pose and the ground truth 3D pose using the ground truth 2D pose as input. While the methods except for ours use a 3D dataset during training, our method does not use a 3D dataset, and is performed in a completely unsupervised manner.

Table 2. Average error in millimeters between predicted 3D pose and ground truth 3D pose. Our method use detected 2D joint locations by Stacked Hourglass as inputs. All methods except for ours use a 3D dataset during training.

4.4 Training on 2D detection

We evaluated the error of 3D pose estimation using the results from a 2D joint detector (not the ground truth 2D joints) as inputs. We used the Stacked Hourglass [10] as a 2D joint detector and trained our networks using the detected 2D joint locations. The Stacked Hourglass can detect 2D joints efficiently and accurately. Some research works [18,15] about 3D human pose estimation also use the Stacked Hourglass as a 2D joint detector. Table 2 shows the results of the average error in millimeters between the ground truth 3D pose and estimated 3D pose from images. We found that the error in our method is higher than that
Fig. 5. Qualitative results on the Human3.6M dataset using detected 2D joint locations as input. Column (a) denotes the input 2D joint locations, column (b) denotes the ground truth 3D pose in a relative space, and column (c) denotes the predicted 3D pose in a relative space.

of the existing approach that use a 3D dataset. We speculate that the loss of error is also caused by the lack of imaging parameters that can be obtained from the 3D dataset mentioned in section 4.3.

Fig. 5 shows the qualitative results of our method using a test set from the Human3.6M dataset. Our system can generate very natural 3D human poses even when a 3D dataset is not available during training. Because the images in the Human3.6M dataset were captured by the cameras that were not placed horizontally, the predicted 3D poses were rotated around the $x$-axis compared with the ground 3D pose.

We also tested our method using the MPII dataset that has only 2D annotations. Although the existing methods that use 3D datasets have estimated 3D locations of the joints provided by the 3D datasets, we estimated those that were provided by the MPII dataset. Fig. 6 shows the qualitative results of the MPII. We found that our method also performs well for a common 2D pose...
dataset, which contains images captured in the wild. Therefore, our method can be applied to 3D pose estimation in the wild using a 2D joint detector.

5 Discussion and Future Work

5.1 Analysis of error

If we train a neural network to estimate a 3D pose from 2D joint locations in a supervised manner, we generally use a 2D and 3D pair, and this implies that some of the camera parameters, such as the translation, rotation, focal length, and distortion can be obtained while training. In an unsupervised manner, the camera parameters are not obtained because a 2D and 3D pair is not available. Moreover, it is unrealistic to expect these camera parameters explicitly during training.
In our approach, we assume that an input 2D pose is a projection of a specific 3D pose using orthographic cameras that are horizontally placed. Based on these assumptions, given a 2D pose, we can generate the corresponding \( z \)-components for each joint in a 3D space relative to the central human joint. However, most existing cameras are not orthographic cameras and are not placed horizontally. Because the images in the Human3.6M dataset are also not captured by orthographic cameras horizontally, the 3D pose estimated by our method contains errors caused by these failed assumptions.

Because the cameras used in the Human3.6M dataset are not orthographic cameras, inevitable errors occurred between the captured 2D pose by the cameras in Human3.6M and the projected ground truth 3D pose using orthographic cameras. Fortunately, the errors are not large because the variance of the depth of human joints is relatively small. Generally, the difference between an image captured by a perspective camera and an image captured by an orthographic camera depends on the variance of the depth of the captured object.

Another factor that causes inevitable errors from the failed assumption is that the cameras in Human3.6M are not placed horizontally. The errors increase as the horizontal angle of the cameras become bigger. Therefore, our method does not work well if an image is captured from a strange angle such as a bird’s eye view camera. To avoid these problems, the method to estimate camera parameters from its images is very helpful for our work, and this would be the future work to improve our method.

5.2 Applications to other tasks

Our approach can be directly applied to a semi-supervised learning. Let us suppose we have a dataset that contains many 2D joint locations, but does not contain 3D annotations, such as the MPII dataset. If we annotate the 3D joint locations to some of the images in this dataset and train the neural network in a supervised manner, the unlabeled 2D joints can be helpful using our techniques.

Our techniques can also be applied to estimate the 3D structure of general objects when we cannot access the 3D data but can access large amounts of 2D data, such as the 2D images and 2D masks of the objects.

6 Conclusion

In this study, we proposed a simple yet effective method that predicts a 3D human pose from single 2D human joint locations. Our system is based on the generative adversarial networks that are trained in an unsupervised manner, without any 3D human pose datasets. Our primary idea was that, if the network can predict a 3D human pose correctly, the 3D pose projected onto a 2D plane should not collapse even if it is rotated perpendicularly.

We tested our method using the Human3.6M dataset and showed that our network can predict a 3D pose from single 2D joint locations accurately. We also showed that our method can be easily applicable for the 3D human pose...
estimation from a single image by combining with a 2D joint detector. We tested the approach that uses our method and a 2D joint detector using the MPII dataset, which has no 3D supervision and has many images in the wild, and showed that this approach is effective for such datasets.
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1 Additional qualitative results

We show the additional results of our system. Fig. 1 and Fig. 3 show the predicted 3D poses from the ground truth 2D joint locations. Fig. 2 and Fig. 4 show the predicted 3D poses from the detected 2D joint locations by Stacked Hourglass. The 3D poses in these figures are rotated around the vertical axis by every 30 degree in the clockwise direction.

The predicted 3D poses are not collapse from any view points around the vertical axis if the inputs are the ground truth 2D joint locations. Furthermore, our system works well when we use detected 2D poses at train and test time.

Our method can learn to estimate 3D poses with an existing 2D pose dataset itself. The predicted 3D poses for MPII dataset will be publicly available as a new 3D pose dataset.

2 Evaluation for MPI-INF-3DHP dataset

Meta et al. proposed a new 3D pose dataset, which is known as MPI-INF-3DHP. The images in this dataset are captured by a mocap system in indoor and outdoor scenes. Meta et al. trained convolutional neural networks to estimate 3D poses from a single image using this dataset. They reported 84.1 PCK with a threshold 150mm in a green screen background scene. We trained our networks using 2D joint locations from the MPI-INF-3DHP dataset. We evaluated our method that predict 3D human poses from ground truth 2D joint locations and report 89.3 PCK under the same conditions. This result implies that good 2D pose estimation enables us to predict 3D poses from an image accurately.
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Fig. 1. Results of the Human3.6M dataset [2]. The upper poses are the ground truth 3D poses. The lower poses are the predicted 3D poses from ground truth 2D joint locations.
Fig. 2. Results of the Human3.6M dataset [2]. The upper poses are the ground truth 3D poses. The lower poses are the predicted 3D poses from detected 2D joint locations by Stacked Hourglass [1].
Fig. 3. Results of the MPII dataset [3]. The 3D poses are predicted from ground truth 2D joint locations.
Fig. 4. Results of the MPII dataset [3]. The 3D poses are predicted from detected 2D joint locations by Stacked Hourglass [1].