CLASSIFICATION OF GLOBALLY COLORIZED CATEGORIES OF PARTITIONS
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ABSTRACT. Set partitions closed under certain operations form a tensor category. They give rise to certain subgroups of the free orthogonal quantum group $O^+_n$, the so called easy quantum groups, introduced by Banica and Speicher in 2009. This correspondence was generalized to two-colored set partitions, which, in addition, assign a black or white color to each point of a set. Globally colorized categories of partitions are those categories that are invariant with respect to arbitrary permutations of colors. This article presents a classification of globally colorized categories. In addition, we show that the corresponding unitary quantum groups can be constructed from the orthogonal ones using tensor complexification.

INTRODUCTION

The subject of this article is to classify certain categories of two-colored partitions as defined in [TW18]. By a partition we mean a set partition, i.e. a decomposition of a finite set of points into disjoint subsets called blocks. A two-colored partition, in addition, assigns to every point of the set a black or white color. Such two-colored partitions can be represented by pictures. Below, we give two examples of two-colored partitions of seven points. Each example consists of seven points of either black or white color. The lines connect those points that are in the same block.

\[ p = \begin{array}{cccccc}
\bullet & \circ & \circ & \circ & \bullet & \\
\end{array} \\
q = \begin{array}{cccccc}
\circ & \circ & \bullet & \bullet & \bullet & \bullet
\end{array} \]

We can define certain operations on such partitions (see Section 1.2). If a collection of partitions is closed under those operations, we call it a category of (two-colored) partitions.

This paper can be divided into two parts. The first one being purely combinatorial is a contribution to the classification of categories of two-colored partitions, by which it extends the work [TW18]. The second part applies the results on the theory of compact matrix quantum groups using techniques developed in [TW17].
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Let us now briefly describe the theory of compact quantum groups, which is the main motivation for this theory. For more details, see e.g. [TW17]. The idea behind compact (matrix) quantum groups defined by Woronowicz in [Wor87] is the following. For a compact group $G$, we can construct a commutative C*-algebra $A := C(G)$ of continuous complex-valued functions over $G$. The multiplication $\mu: G \times G \to G$ can be described by a comultiplication $\Delta: A \to A \otimes A$. The group axioms can also be dualized and formulated in terms of the commutative algebra $A$ and the comultiplication $\Delta$. Such an alternative definition of a group can be generalized by dropping the commutativity condition on $A$. The resulting structure called compact quantum group forms a counterpart of groups in non-commutative geometry. In particular, generalizing compact matrix groups, we get compact matrix quantum groups.

By some Tannaka–Krein result of Woronowicz [Wor88], compact matrix quantum groups are determined by their representation theory. More precisely, the intertwiner spaces of a quantum group form a certain category. On the other hand, for any such category of intertwiners, one can construct a corresponding quantum group. In 2009, Banica and Speicher observed that such categories arise from certain categories of partitions (without colors). Thus, for any category of partitions, one can construct so called easy quantum group. For all such easy quantum groups $G$ we have $S_n \subseteq G \subseteq O_n^+$, i.e. they are between the group of permutations $S_n$ and the free orthogonal quantum group $O_n^+$ defined by Wang in [Wan95a].

The definition of a partition was generalized using colorings in [TW18] by Tarraigo and Weber in order to be able to construct a larger class of quantum groups. The easy quantum groups arising from their definition of two-colored partitions sit between $S_n$ and the free unitary quantum group $U_n^+$ defined also by Wang [Wan95a].

The categories of partitions according to the original definition of Banica and Speicher were already fully classified [RW16] providing the full classification of orthogonal easy quantum groups. The paper [TW18] provides a classification of two-colored partitions only in the so called non-crossing case and the group case. Thus, the problem of classification of unitary easy quantum groups is still open.

In this paper we deal with a special case when the partition $\bullet \boxtimes \bullet$ is an element of the category. This case is called globally colorized and in some sense it behaves very similarly as the categories with no colors. Thanks to this property we are able to find a complete classification of such categories.

**Theorem A** (Theorem 3.10). Every globally colorized category $\mathcal{C}$ is determined by the number $k(\mathcal{C})$ and a non-colored category of partitions not containing the singleton. The full classification of globally colorized categories is summarized in Table 1 (see page 14).

In the second part of the article we prove that the corresponding unitary easy quantum groups can be constructed from the orthogonal ones by a process called tensor complexification. This construction was defined in [TW17], where it was
applied on the non-crossing globally colorized categories. Using the same proof technique, we are able to formulate this theorem for any globally colorized category.

**Theorem B** (Theorem 5.3, Corollary 5.7). Let $C$ be a globally colorized category of partitions, denote $k := k(C)$. Denote $H \subseteq O^+_n$ the quantum group corresponding to the non-colored category of partitions $\langle C, \emptyset \rangle$. Then $C$ corresponds to the quantum group $H \times \hat{\mathbb{Z}}_k \subseteq U^+_n$. In the case $k = 0$, we replace $\hat{\mathbb{Z}}_k$ by $\hat{\mathbb{Z}}$. Conversely, any quantum group of the form $H \times \hat{\mathbb{Z}}_k$, where $H$ is an orthogonal easy quantum group and $k \in \mathbb{N}_0$, is a unitary easy quantum group corresponding to a globally colorized category.

The paper is structured as follows. The first three sections belong to the purely combinatorial part of the paper. In the first section we recall the basic definitions for categories of partitions. In Section 2 we summarize the classification results for categories of non-colored partitions and we also mention important results from [TW18] regarding the relationship between categories of partitions with colors and those without colors. Finally, Section 3 contains the classification of globally colorized categories of partitions.

The quantum group part of the article is introduced in Section 4 summarizing the definition of unitary easy quantum groups. In Section 5 we recall the tensor complexification and prove Theorem B.
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1. **Categories of partitions**

First of all we recall the definition of two-colored partitions, which was introduced in [TW18] and which extends the combinatorial approach to quantum groups introduced by Banica and Speicher in [BS09].

1.1. **Partitions.** A non-colored partition of $k$ points, $k \in \mathbb{N}_0$ is a partition of the set $\{1, 2, \ldots, k\}$, that is, a decomposition of the set $\{1, \ldots, k\}$ into non-empty disjoint subsets called blocks. The set of all non-colored partitions of $k$ points is denoted by $P(k)$. The set of all partitions is denoted by $P = \bigcup_{k=0}^{\infty} P(k)$. The number $k$ is called the length of the partition and is denoted by $|p| = k$ for $p \in P(k)$.

We illustrate partitions graphically by putting $k$ points representing the numbers $1, \ldots, k$ in a row and connecting by lines those that are grouped in one block. All lines are drawn above the points. Another possibility of representing the partitions is to assign a letter to each block. Then a partition $p \in P(k)$ can be represented by the word $a_1a_2\cdots a_k$, where $a_i$ is the letter representing the block of the point $i$.

Below, we give an example of two partitions $p, q \in P(7)$ including their graphical and word representation. The first set of points is decomposed into three blocks,
whereas the second one has four blocks. In addition, the first one is an example of a non-crossing partition, i.e. a partition that can be drawn in a way that lines connecting different blocks do not intersect (following the rule that all lines are above the points). On the other hand, the second partition has one crossing.

\[ p := \{\{1, 2, 7\}, \{3, 4\}, \{5, 6\}\} = \begin{array}{ccc}
\cline{1-3}
\hline
& & \\
\hline
& & \\
\hline
& & \\
\hline
\end{array} = \text{aabccca} \]

\[ q := \{\{1, 2\}, \{3, 5\}, \{4, 6\}, \{7\}\} = \begin{array}{ccc}
\cline{1-3}
\hline
& & \\
\hline
& & \\
\hline
& & \\
\hline
\end{array} = \text{aabcbcd} \]

A two-colored partition is a generalization of this concept, where, in addition, we assign to each point the color white or black. Below, we show an example of a possible coloring of the partitions above. The set of all two-colored partitions of \( k \) points is denoted by \( P^\star(k) \) and we also denote \( P^\star = \bigcup_k P^\star(k) \).

\[ p = \begin{array}{ccc}
\hline
. & . & . \\
\hline
& & \\
\hline
& & \\
\hline
& & \\
\hline
\end{array} \quad q = \begin{array}{ccc}
\hline
. & . & . \\
\hline
& & \\
\hline
& & \\
\hline
& & \\
\hline
\end{array} \]

In the colored case we can also use the word representation, but have to somehow indicate the colors. We may, for example, use lower case letters for white and upper case letters for black, so the example looks as follows.

\[ p = \text{AaBBCcA}, \quad q = \text{AabCBcd}. \]

In this paper, by partition, we mean a two-colored partition if not stated otherwise. We will use mostly the graphical representation to describe partitions since it is more illustrative. However, in some cases, it will be more convenient to use the word representation.

1.2. Operations on partitions. We define the following operations on the set \( P^\star \).

Each operation is provided with an example using the partitions \( p \) and \( q \) defined above.

- The tensor product of two partitions \( p \in P^\star(k) \) and \( q \in P^\star(k') \) is the partition \( p \otimes q \in P^\star(k+k') \) obtained by writing the graphical representations of \( p \) and \( q \) “side by side”

\[ p \otimes q = \begin{array}{ccc}
\hline
. & . & . \\
\hline
& & \\
\hline
& & \\
\hline
& & \\
\hline
\end{array} \]

- Let \( p \in P^\star(k) \) be a partition such that the \( i \)-th point has a different color than the \((i + 1)\)-st point for some \( i \in \{1, \ldots, k\} \) (if \( i = k \), the \((i + 1)\)-st point means the first point). The contraction of \( p \) at \( i \)-th position is the partition \( \Pi_ip \in P^\star(k - 2) \) obtained by unification of the blocks of the \( i \)-th
and \((i + 1)\)-st point and removing those points.

\[
\Pi_2 p = \begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
= \begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\]

\[
\Pi_7 q = \begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
= \begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\]

- The **reflection** of a partition \(p \in P^\circ \cdot (k)\) is the partition \(\tilde{p} \in P^\circ \cdot (k)\) obtained by reflecting \(p\) at the vertical axis and inverting all colors of the points.

\[
\tilde{p} = \begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\]

- The **rotation** of a partition \(p \in P^\circ \cdot (k)\) is the partition \(Rp \in P^\circ \cdot (k)\) given by shifting the last point to the beginning not changing the block it belongs to.

\[
Rp = \begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\begin{array}{c}
\bullet
\end{array}
\]

These operations are called the **category operations** on partitions.

The category operations on non-colored partitions are defined in the same way as in the colored case ignoring any information about colors. That is, we do not have to change colors when reflecting vertically and we do not have to check the colorings for performing contractions.

1.3. **Categories of partitions.** A set of partitions \(C \subseteq P^\circ \cdot\) is a **category of partitions**, if it is closed under the category operations and if it contains the **two-colored pair partitions** \(\begin{array}{c}
\bullet
\end{array}\begin{array}{c}
\circ
\end{array}\) and \(\begin{array}{c}
\circ
\end{array}\begin{array}{c}
\bullet
\end{array}\) \(\in P^\circ \cdot (2)\). We denote by \(C(k) := \{p \in C \mid |p| = k\}\).

We denote \(C = \langle p_1, \ldots, p_n \rangle\) the smallest category containing given partitions \(p_1, \ldots, p_n \in P^\circ \cdot\). We say that the category \(C\) is **generated** by those partitions. Note that the pair partitions are contained in such category by definition, so we do not explicitly write those generators.

1.4. **Some important partitions.** We already mentioned the definition of pair partitions in the definition of category of partitions. Note that apart from the **two-colored** pair partitions \(\begin{array}{c}
\bullet
\end{array}\begin{array}{c}
\circ
\end{array}\), \(\begin{array}{c}
\circ
\end{array}\begin{array}{c}
\bullet
\end{array}\), we have also **unicolored** pair partitions \(\begin{array}{c}
\bullet
\end{array}\begin{array}{c}
\circ
\end{array}\) and \(\begin{array}{c}
\circ
\end{array}\begin{array}{c}
\bullet
\end{array}\).

Then, let us mention the partition consisting of a single point, which will be called the **singleton** and for clarity denoted by arrow as \(\uparrow\begin{array}{c}
\circ
\end{array}\), \(\uparrow\begin{array}{c}
\bullet
\end{array}\), or \(\uparrow\) (the white, black, and non-colored version).

A partition, where all points belong to a single block will be called simply a **block partition**. The block of \(k\) white points will be denoted \(b_k\) and the block of \(k\) black points will be denoted \(b_{-k}\). So, for example \(b_2 = \begin{array}{c}
\circ
\end{array}\begin{array}{c}
\circ
\end{array}\), \(b_{-3} = \begin{array}{c}
\bullet
\end{array}\begin{array}{c}
\bullet
\end{array}\begin{array}{c}
\bullet
\end{array}\).
Let us also define the following
\[ u_k := \bigotimes k \otimes k/2, \quad u_{-k} := \bar{u}_k = \bigotimes k \otimes k/2 \quad \text{for} \quad k \in 2\mathbb{N}_0 = \{0, 2, 4, \ldots \}, \]
\[ s_k := \leftrightarrow \otimes k, \quad s_{-k} := \bar{s}_k = \leftrightarrow \otimes k \quad \text{for} \quad k \in \mathbb{N}_0. \]

Some partitions are particularly important, because their presence in some category tells us that the category is closed under some additional operations. In this paper, we are especially interested in operations of shifting or changing colors provided by partitions \( \leftrightarrow \otimes \leftrightarrow \leftrightarrow \). Those properties will be studied in Section 2. Other important partitions are \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \) and \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \). They allow us to do the following operations.

**Lemma 1.1** ([TW18, Lemma 1.3]). Let \( \mathcal{C} \) be a category of partitions.

- If \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \in \mathcal{C} \), then \( \mathcal{C} \) is closed under “disconnecting points”. That is, if \( p \in \mathcal{C} \), then \( p' \in \mathcal{C} \), where \( p' \) was created from \( p \) by disconnecting one point and thus making a new block consisting of this point.
- If \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \in \mathcal{C} \), then \( \mathcal{C} \) is closed under connecting neighbouring blocks if they meet at two points with inverse colors.

We can expect that the classification of categories of partitions could be quite different depending on whether those partitions are elements or not. Therefore, we define the following four cases for categories of partitions.

- \( \mathcal{C} \) is in case \( \mathcal{O} \), if \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \notin \mathcal{C} \) and \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \notin \mathcal{C} \),
- \( \mathcal{C} \) is in case \( \mathcal{B} \), if \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \in \mathcal{C} \) and \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \notin \mathcal{C} \),
- \( \mathcal{C} \) is in case \( \mathcal{H} \), if \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \notin \mathcal{C} \) and \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \in \mathcal{C} \),
- \( \mathcal{C} \) is in case \( \mathcal{S} \), if \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \in \mathcal{C} \) and \( \leftrightarrow \leftrightarrow \leftrightarrow \leftrightarrow \in \mathcal{C} \).

The letters \( \mathcal{O}, \mathcal{B}, \mathcal{H}, \) and \( \mathcal{S} \) stand for orthogonal, bistochastic, hyperoctahedral, and symmetric group, which are groups corresponding to particular instances of those categories.

**1.5. Partitions with upper and lower points.** The usual definition of partitions used in papers related to easy quantum groups (including [BS09, TW18]) is a bit different. To each partition \( p \in P^\bullet(k) \) (or \( p \in P(k) \)) we, in addition, assign a number \( l \in \{0, \ldots, k\} \) and we say that the first \( k - l \) points are upper and the remaining \( l \) points are lower. The category operations are defined a bit differently giving rise to different definition of the category of partitions.

**Proposition 1.2.** Our definition is equivalent to the original definition in the following sense.

- Let \( \tilde{\mathcal{C}} \) be a category of partitions according to [BS09, TW18]. Let \( \mathcal{C} \subseteq P^\bullet \) be the set of partitions in \( \tilde{\mathcal{C}} \) containing lower points only (i.e. \( l = k \)). Then \( \mathcal{C} \) is a category of partitions in the sense of Section 1.3.
Let $C \subseteq P^{\bullet \bullet}$ be a category of partitions in the sense of Section 1.3. Let $\tilde{C}$ be the set of all partitions $p \in C$ together with all possible choices of $l$. Then $\tilde{C}$ is a category of partitions in the sense of [BS09, TW18]. This correspondence is bijective.

Proof. Let $\tilde{C}$ be a category of partitions according to [BS09, TW18]. By definition it contains the pair partitions $\bigcirc$ and $\square$. As follows from [TW18, Lemma 1.1], the subset of partitions with lower points is closed under the category operations as defined in Section 1.2. Thus $C$ is a category of partitions according to Section 1.3.

In addition, [TW18, Lemma 1.1, item (a)] essentially says that the category $\tilde{C}$ is closed under changing the number of upper/lower points. It follows that $\tilde{C}$ can be reconstructed from $C$ by considering all partitions $p \in C$ together with all possible choices of the number $l$. □

2. Globally colorized partitions

The aim of this article is to classify globally-colorized categories of two-colored partitions, which are in some sense very close to the categories of partitions without colors. The result is based on the available classification of non-colored categories of partitions.

In this section we summarize the results on the classification of categories of non-colored partitions, define the globally-colorized categories and recall important results about the relationship between the non-colored and two-colored categories of partitions obtained in [TW18].

2.1. Classification in the case of non-colored partitions. The categories of non-colored partitions were studied in [BS09, BCS10, Web13, RW14, RW15] and their full classification was completed in [RW16].

The classification is summarized in the following table. It is divided into four cases. The non-crossing categories consisting of non-crossing partitions, the group categories containing the crossing partition $\uparrow \downarrow$, the half-liberated categories containing the half-liberating partition $\uparrow \downarrow \uparrow \downarrow$, but not the crossing partition, and the rest.

| Non-crossing | $\emptyset, \{ \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \}$ |
|--------------|--------------------------------------------------|
| Group | $\{ \, \uparrow \downarrow \} \uparrow \downarrow \uparrow \downarrow \} \{ \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \}$ |
| Half-liberated | $\{ \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \}$, $\{ \, \uparrow \downarrow \}$, $h_s$, $s \geq 3$ |
| The rest | $\{ \pi_s \}$, $s \geq 2$, $\{ \pi_l \}$, $l \in \mathbb{N}$, $A \subseteq \mathbb{Z}_2^\infty$ |

Here, we denote by $h_s$, $s \in \mathbb{N}_0$ (here $s \geq 3$) the partition of length $2s$ consisting of two blocks, where the first block connects all odd points and the second block connects all even points. We can represent this partition by the word $(ab)^s = \underbrace{ab\, ab\, ab\, \cdots \, ab}_{s \times}$. 

$\uparrow \downarrow$
By \( \pi_s \), we denote the partition represented by the following word of length \( 4s \)
\[
\pi_s = a_1a_2 \cdots a_s a_s \cdots a_2 a_1 a_1 a_2 \cdots a_s a_s \cdots a_2 a_1.
\]

Finally, consider the infinite free product \( \mathbb{Z}_2^\infty \) and denote its generators by \( a_i \), \( i = 1, 2, \ldots \). Then the elements of \( \mathbb{Z}_2^\infty \) are words over the alphabet \( \{a_i\}_{i \in \mathbb{N}} \) and therefore stand for partitions. It can be shown that if a normal subgroup \( A \triangleleft \mathbb{Z}_2^\infty \) is so called \( sS_\infty \) invariant, i.e. invariant with respect to the homomorphisms of the form \( a_i \mapsto a_{\varphi(i)} \) where \( \varphi : \mathbb{N} \to \mathbb{N} \) is an arbitrary map, then the corresponding partitions form a category. Such categories are called group-theoretical. This is indicated in the last entry of the summary.

The group categories and half-liberated categories in the rows marked by asterisk (*) are special instances of group-theoretical categories. Except for this fact, all the categories in the summary are pairwise distinct.

2.2. Non-colored categories of colored partitions. As described in [TW18], there is a bijection between categories of non-colored partitions and categories of two-colored partitions containing the unicolored pair partition \( \circ \circ \in \mathcal{C} \). More precisely, the following holds.

**Lemma 2.1 ([TW18]).** Let \( \mathcal{C} \) be a category of partitions containing the unicolored pair partition \( \circ \circ \in \mathcal{C} \). Then \( \mathcal{C} \) is closed under arbitrary choice of colors. That is, if \( p \in \mathcal{C} \), then \( p' \in \mathcal{C} \), where \( p' \) is obtained from \( p \) by making arbitrary choice for the colors of the points (keeping all blocks the same).

This means that if a category contains the unicolored pair, then the coloring of its elements is irrelevant. Hence, such a category can be identified with a category of non-colored partitions in the following way.

Let \( \Psi : P^{**} \to P \) be the map given by forgetting the colors of a two-colored partition. For \( \mathcal{C} \subseteq P \), denote \( \Psi^{-1}(\mathcal{C}) \subseteq P^{**} \) its preimage under \( \Psi \).

**Proposition 2.2 ([TW18, Proposition 1.4]).**

(a) Let \( \mathcal{C} \subseteq P \) be a category of non-colored partitions. Then \( \Psi^{-1}(\mathcal{C}) \subseteq P^{**} \) is a category of two-colored partitions containing the unicolored pair partitions \( \circ \circ \) and \( \bullet \bullet \).

(b) Let \( \mathcal{C} \subseteq P^{**} \) be a category of two-colored partitions containing the unicolored pair partition \( \circ \circ \) (or equivalently \( \bullet \bullet \)). Then \( \Psi(\mathcal{C}) \subseteq P \) is a category of non-colored partitions and \( \Psi^{-1}(\Psi(\mathcal{C})) = \mathcal{C} \).

Hence, there is a one-to-one correspondence between categories of non-colored partitions and categories of two-colored partitions containing \( \circ \circ \).

In the following, we will not distinguish between categories of non-colored partitions and categories of two-colored partitions containing \( \circ \circ \). In particular, a (two-colored) category will be called non-colored if it contains \( \circ \circ \).
2.3. Globally colorized categories. The tensor product \( \bigotimes \bigotimes \bigotimes \bigotimes \) possesses a similar, but weaker property.

**Lemma 2.3** ([TW18]). Let \( C \) be a category of partitions such that \( \bigotimes \bigotimes \bigotimes \bigotimes \in C \). Then \( C \) is closed under permutation of colors. That is, if \( p \in C \), then \( p' \in C \), where \( p' \) is obtained from \( p \) by changing colors in such a way that the number of white points (and black points) in \( p' \) is the same as in \( p \).

So, in the case of globally colorized categories the only thing that matters is the number of white and black points. The actual distribution of colors in a partition is irrelevant. This was also pointed out in [TW18], where the following two definitions were introduced.

**Definition 2.4.** A category of partitions \( C \subseteq P^* \) is
- globally colorized, if \( \bigotimes \bigotimes \bigotimes \bigotimes \in C \)
- and locally colorized if \( \bigotimes \bigotimes \bigotimes \bigotimes \not\in C \).

**Definition 2.5.** For a partition \( p \in P^* \) we denote by \( c_\bigotimes(p) \) the number of white points in \( p \), \( c_\bigotimes(p) \) the number of black points in \( p \) and finally we define \( c(p) := c_\bigotimes(p) - c_\bigotimes(p) \).

**Definition 2.6.** Let \( C \) be a category of partitions. We set \( k(C) \) as the minimum of all numbers \( c(p) \) such that \( c(p) > 0 \) and \( p \in C \), if such a partition exists in \( C \). Otherwise \( k(C) := 0 \). The parameter \( k(C) \) is called the degree of reflection of \( C \). It is the global parameter of \( C \).

**Lemma 2.7** ([TW18, Lemma 2.6]). For the map \( c: P^* \to \mathbb{Z} \), the following holds true.

1. \( c(p \otimes q) = c(p) + c(q) \),
2. \( c(\Pi p) = c(p) \),
3. \( c(\tilde{p}) = -c(p) \),
4. \( c(Rp) = c(p) \).

Here, we suppose that the assumptions for the contraction in (2) are satisfied.

**Lemma 2.8** ([TW18, Proposition 2.7]). Let \( C \) be a category of partitions. If the number \( k(C) \) is nonzero, then it is a divisor of \( c(p) \) for every \( p \in P^* \).

3. THE CLASSIFICATION OF GLOBALLY COLORIZED CATEGORIES

In this section we perform the classification of globally colorized categories.

3.1. Categories with zero degree of reflection. As we described in the previous section, the globally colorized categories are somehow close to the non-colored ones. Such a correspondence is a central tool for their classification. In this subsection we formulate this correspondence in the case when \( k(C) = 0 \).

**Lemma 3.1.** Let \( C \) be a category of partitions.
(1) If \(k(C) = 0\) then all partitions in \(C\) have even length.

(2) Let \(\underline{\bigoplus}\) \(\in C\). Then all partitions in \(C\) have even length if and only if \(\underline{\bigoplus} \not\in C\).

**Proof.** The first part is obvious: If a partition \(p \in C\) has an odd length then it cannot have the same amount of white and black points, so \(c(p) \neq 0\) and hence \(k(C) \neq 0\).

The assumption of (2) means that \(C\) is a non-colored category. Let \(p \in C\) have odd length. Since the coloring of \(p\) does not matter, we can perform contractions (and necessary color changes) on \(p\) until we get the singleton \(\underline{\bigoplus}\). \(\square\)

**Definition 3.2.** Let \(C\) be a category of partitions. Denote \(C_0 := \{p \in C \mid c(p) = 0\}\).

**Lemma 3.3.** Let \(C\) be a category of partitions. Then \(C_0\) is a category of partitions with \(k(C_0) = 0\).

**Proof.** Using Lemma 2.7, we see that the category operations applied on partitions with \(c(p) = 0\) again produces partitions with \(c(p) = 0\). Thus, the subset \(C_0 \subseteq C\) is closed under the category operations. Moreover, \(c(\underline{\bigoplus}) = c(\bigoplus) = 0\), so \(\underline{\bigoplus}, \bigoplus \in C_0\).

The fact that \(k(C_0) = 0\) follows directly from the definition of \(C_0\). \(\square\)

Recall the definition of the map \(\Psi: P^{\otimes} \rightarrow P\) from Section 2.2. Then we can formulate the following.

**Lemma 3.4.** Let \(\tilde{C}\) be a globally colorized category with \(k(\tilde{C}) = 0\) (or equivalently \(\tilde{C} = C_0\)). Then

1. \(\Psi(\tilde{C})\) is a category of non-colored partitions.

2. In terms of two-colored partitions, it corresponds to the non-colored category \(\Psi^{-1}(\Psi(\tilde{C})) = \langle C, \underline{\bigoplus}\rangle\).

3. Moreover, \(\tilde{C} = \langle C, \underline{\bigoplus}\rangle_0\).

**Proof.** To prove the first statement, we have to show that \(\Psi(\tilde{C})\) contains pair partitions and it is closed under category operations. We have that \(\underline{\bigoplus} \in \tilde{C}\), so \(\bigoplus \in \Psi(\tilde{C})\).

For \(p, q \in \tilde{C}\) we have that \(\Psi(p) \otimes \Psi(q) = \Psi(p \otimes q)\). We also have that \(\widetilde{\Psi(p)} = \Psi(\tilde{p})\).

Finally, for any \(p \in C(k)\) and any \(i \in \{1, \ldots, k\}\), we can shift colors in \(p\) in a way that the \(i\)-th and \((i + 1)\)-st point have different colors. Then \(\Pi_i(\Psi(p)) = \Psi(\Pi_i p)\).

The second statement is obvious. Surely both \(\tilde{C} \subseteq \Psi^{-1}(\Psi(\tilde{C}))\) and \(\bigoplus \in \Psi^{-1}(\Psi(\tilde{C}))\), so we have the inclusion \(\supseteq\). For the other one, we use Proposition 2.2 to see that \(\Psi^{-1}(\Psi(\tilde{C})) \subseteq \Psi^{-1}(\Psi(\langle C, \bigoplus \rangle)) = \langle C, \bigoplus \rangle\).

In the third statement, the inclusion \(\subseteq\) is obvious. For the opposite inclusion, take \(p \in \langle C, \bigoplus \rangle_0\). This means that we are taking an arbitrary element of \(\langle C, \bigoplus \rangle\) such that \(c(p) = 0\). Applying \(\Psi\) on the equality in (2), we get \(\Psi(\tilde{C}) = \Psi(\langle C, \bigoplus \rangle)\). This means that there is \(p' \in C\) such that \(\Psi(p') = \Psi(p)\). Since we have \(c(p') = c(p) = 0\) and since \(\tilde{C}\) is globally colorized, we can shift colors in \(p'\) to obtain \(p \in C\). \(\square\)

**Lemma 3.5.** Let \(\tilde{C} \subseteq P\) be a category of non-colored partitions such that \(\uparrow \not\in \tilde{C}\). Denote \(\check{C} := \Psi^{-1}(\tilde{C}) \subseteq P^{\otimes}\) the corresponding category in terms of two-colored partitions.
(1) It holds that \( \tilde{C} = \Psi(\bar{C}_0) \) or, equivalently, \( \tilde{C} = \bar{C}_0 = \langle \tilde{C}_0, \langle \quad \rangle \rangle \).

(2) If \( \tilde{C} = \langle p_1, \ldots, p_n \rangle \) for some \( p_1, \ldots, p_n \in P \), then \( \bar{C}_0 = \langle p_1', \ldots, p_n', \circ \circ \otimes \bullet \bullet \rangle \), where, for every \( i \in \{1, \ldots, n\} \), \( p_i' \) is a coloring of \( p_i \) such that \( c(p_i') = 0 \).

Proof. The inclusion \( \tilde{C} \supseteq \Psi(\bar{C}_0) \) is obvious. For the opposite, take \( p \in \tilde{C} \). Since \( \uparrow \not\in C \), \( p \) must have even length. Thus, it has a coloring \( p' \) such that \( c(p') = 0 \), so \( p' \in \bar{C}_0 \) and hence \( p \in \Psi(\bar{C}_0) \). The equivalent description of this equality follows from Lemma 3.4.

For the second statement, the existence of appropriate \( p_1', \ldots, p_n' \) again follows from the fact that \( \uparrow \not\in C \), so all the partitions \( p_1, \ldots, p_n \) have even length. Then it is easy to see that all the generators \( p_1', \ldots, p_n' \) and \( \circ \circ \otimes \bullet \bullet \) are elements of \( \bar{C}_0 \).

Finally, take arbitrary \( p \in \bar{C}_0 \). Then \( \Psi(p) \in \Psi(\bar{C}_0) = \tilde{C} = \langle p_1, \ldots, p_n \rangle \subseteq \Psi(\langle p_1', \ldots, p_n', \circ \circ \otimes \bullet \bullet \rangle) \), where we used that \( \langle p_1', \ldots, p_n', \circ \circ \otimes \bullet \bullet \rangle \) satisfies the assumptions of Lemma 3.4, so its image under \( \Psi \) is a category containing \( p_1, \ldots, p_n \). So, there is \( p' \in \langle p_1', \ldots, p_n', \circ \circ \otimes \bullet \bullet \rangle \) such that \( \Psi(p) = \Psi(p') \). Since \( c(p) = c(p') = 0 \) and since the category \( \langle p_1', \ldots, p_n', \circ \circ \otimes \bullet \bullet \rangle \) is globally colorized, it must contain also \( p \). □

Proposition 3.6. There is a bijection between globally colorized categories \( C \) with \( k(C) = 0 \) and non-colored categories \( \bar{C} \) with \( \uparrow \not\in \bar{C} \) given by \( C \mapsto \langle C, \langle \quad \rangle \rangle \) with inverse \( \bar{C} \mapsto \bar{C}_0 \).

Proof. Denote \( \Phi_1 \) the mentioned map and \( \Phi_2 \) the alleged inverse. Lemma 3.4 says that \( \Phi_2 \Phi_1 \) is the identity and Lemma 3.5 says that \( \Phi_1 \Phi_2 \) is the identity. □

3.2. Categories with non-zero degrees of reflection.

Lemma 3.7. Let \( C \) be a globally colorized category.

(1) If \( \uparrow \not\in \bar{C} \), then \( \circ \circ \quad \not\in C \).

(2) If \( \circ \circ \quad \not\in C \), then all partitions have even length.

Proof. The first part follows from the fact that \( \uparrow \not\in \bar{C} \) is a contraction of \( \circ \circ \quad \).

Now, suppose that \( |p| \) is odd for \( p \in C \). Then take
\[
p' := p \otimes R(\tilde{p} \otimes \bar{D}) = p \circ \tilde{p} \quad .
\]

Since there is the same amount of black and white points in \( p' \), we can use Lemma 2.3 to permute colors in such a way that we can contract the partition to \( \circ \circ \quad \). □

Recall the definition of partitions \( u_k \) and \( s_k \) in Section 1.4.

Lemma 3.8. Let \( C \) be a globally colorized category, denote \( k := k(C) \).

(1) If \( C \) contains only partitions of even length (in particular, if \( \circ \circ \quad \not\in C \) or \( \uparrow \not\in \bar{C} \)), then \( k \) is even and \( C = \langle C_0, u_k \rangle \).
(2) If $\uparrow \otimes \downarrow \in \mathcal{C}$, then $\mathcal{C} = \langle \mathcal{C}_0, s_k \rangle$.

Proof. We begin with the statement of (1). Suppose that every partition $p \in \mathcal{C}$ has even length. Since $k(\mathcal{C}) = k$, there is a partition $p \in \mathcal{C}$ such that $c(p) = k$. We can repeatedly perform contractions on $p$ until we get $p'$ containing only $k$ white points. Since every partition is of even length, we have that $k$ is even.

Now, let us prove the inclusion $\supseteq$ in (1). Again, take $p \in \mathcal{C}$ such that $c(p) = k$. Using Lemma 2.3 we can permute colors in $\uparrow \otimes \downarrow \in \mathcal{C}$ in such a way that the first $k$ points are white. Then we can perform contractions on the rest of the points and obtain $\uparrow \otimes \downarrow = u_k$. Note that $u_k \in \mathcal{C}$ also implies that $u_{nk} \in \mathcal{C}$ for any $n \in \mathbb{Z}$. Indeed, for positive $n$, we have $u_{nk} = u_k^{\otimes n}$ and $u_{-nk} = u_k^{\otimes n}$.

Now, we prove the inclusion $\subseteq$ in (2). Again, take $p \in \mathcal{C}$ such that $c(p) = k$. Perform contractions until we get $p'$ consisting of $k$ white points only. Now, according to Lemma 1.1, we can disconnect all points in $p'$ using $\uparrow \otimes \downarrow$ to obtain $\uparrow \otimes \downarrow = s_k$. Again, note that it follows that $s_{nk} \in \mathcal{C}$ for any $n \in \mathbb{Z}$.

The proof of the inclusion $\subseteq$ is the same in both cases. Denote $q_k$ the partition $u_k$ or $s_k$ depending on whether we are in the case (1) or (2). We have already proven that $q_{nk} \in \mathcal{C}$ for all $n \in \mathbb{Z}$. Take an arbitrary $p \in \mathcal{C}$. From Lemma 2.8 we see that $c(p)$ is a multiple of $k$, so $q_{c(p)} \in \mathcal{C}$ and hence $p' := p \otimes q_{c(p)} \in \mathcal{C}$. Since $c(p') = 0$, we have $p' \in \mathcal{C}_0$. Finally, $p$ can be obtained by repeated contraction of $p \otimes q_{c(p)} \otimes q_{c(p)} = p' \otimes q_{c(p)} \in \langle \mathcal{C}_0, q_k \rangle$.

□

Lemma 3.9. Let $\mathcal{C}_1, \mathcal{C}_2$ be non-colored categories such that $\uparrow \not\in \mathcal{C}_1, \mathcal{C}_2$. Suppose one of the following is true

(1) $\langle (\mathcal{C}_1)_{0}, u_{k_1} \rangle = \langle (\mathcal{C}_2)_{0}, u_{k_2} \rangle$ for $k_1, k_2 \in 2\mathbb{N}_0$

(2) $\uparrow \otimes \downarrow \in \mathcal{C}_1, \mathcal{C}_2$ and $\langle (\mathcal{C}_1)_{0}, s_{k_1} \rangle = \langle (\mathcal{C}_2)_{0}, s_{k_2} \rangle$ for some $k_1, k_2 \in \mathbb{N}_0$.

Then $k := k_1 = k_2$ and

(a) $\mathcal{C}_1 = \mathcal{C}_2$ if $k$ is even,

(b) $\langle \mathcal{C}_1, \uparrow \rangle = \langle \mathcal{C}_2, \uparrow \rangle$ if $k$ is odd.

Proof. Suppose $\langle (\mathcal{C}_1)_{0}, q_{k_1} \rangle = \langle (\mathcal{C}_2)_{0}, q_{k_2} \rangle$, where $q_j$ denotes $u_j$ in case (1) or $s_j$ in case (2). Then $k_1 = k_2$ follows from the fact that $k(\langle \mathcal{C}_0, q_j \rangle) = j$. If $k$ is even, we can use Lemma 3.4 to obtain

$$\mathcal{C}_1 = \langle (\mathcal{C}_1)_{0}, \uparrow \rangle = \langle (\mathcal{C}_1)_{0}, q_{k_1}, \uparrow \rangle = \langle (\mathcal{C}_2)_{0}, q_{k_2}, \uparrow \rangle = \langle (\mathcal{C}_2)_{0}, \uparrow \rangle = \mathcal{C}_2.$$

If $k$ is odd, we have

$$\langle \mathcal{C}_1, \uparrow \rangle = \langle (\mathcal{C}_1)_{0}, \uparrow \rangle = \langle (\mathcal{C}_1)_{0}, s_{k_1}, \uparrow \rangle = \langle (\mathcal{C}_2)_{0}, s_{k_2}, \uparrow \rangle = \langle (\mathcal{C}_2)_{0}, \uparrow \rangle = \langle \mathcal{C}_2, \uparrow \rangle.$$

□
3.3. The classification theorem.

**Theorem 3.10 (Theorem A)**. Every globally colorized category $C$ is determined by the number $k(C)$ and a non-colored category of partitions not containing the singleton. Therefore, the right column of Table 1 forms a complete classification of globally colorized categories. All of them are pairwise inequivalent except for the rows denoted by asterisk ($\ast$), which are special instances of the last family parametrized by normal subgroups of $\mathbb{Z}_2^{\ast\infty}$.

Before proving the theorem, let us comment on Table 1. Most of its notation is explained in Subsections 1.4 and 2.1.

The first column of the table lists all categories of non-colored partitions that do not contain the singleton $\uparrow$. The summary of the full classification is provided in Subsection 2.1. See also [RW16].

Note that there are two instances of group-theoretical categories that contain $\uparrow\otimes\uparrow$ and hence they have to be treated separately. Namely, it is $\langle \uparrow\downarrow\uparrow, \uparrow, \uparrow\downarrow\rangle$ (which should not be considered at all since it contains the singleton) and $\langle \uparrow\downarrow\uparrow, \uparrow\otimes\uparrow, \uparrow\downarrow\rangle$.

Besides that, we also treat separately those group-theoretical categories that contain the crossing partition $\downarrow$ or the half-liberating partition $\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow$. The corresponding rows are denoted by asterisk ($\ast$).

The right column lists the corresponding globally colorized categories. We use the following notation. By $h^0_s$ we denote a colored counterpart of $h_s$ for which $c(h^0_s) = 0$. Thanks to the global colorization, it does not matter which particular colorization we choose. For definiteness, we can say, for example, that the colors in $h^0_s$ alternate beginning with white. In the same way we define $\pi^0_s$. For $A$ a $sS_{\infty}$-invariant normal subgroup of $\mathbb{Z}_2^{\ast\infty}$, we denote by $A_0$ the category of partitions arising from the non-colored category of partitions corresponding to $A$ in the sense of Definition 3.2.

Note that the first five rows describe the classification of globally colorized categories of non-crossing partitions, the following four lines classify the globally colorized group categories, i.e. those containing the crossing partition $\downarrow$ (cf. results obtained in [TW18]), and the following four rows classify all globally colorized half-liberated categories of partitions, i.e. those containing the half-liberating partition $\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow$, but not the crossing partition $\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow$.

**Proof of Theorem 3.10**. Proposition 3.6 tells us how to obtain all globally colorized categories with $k = 0$ from non-colored ones (containing partitions of even length). Lemma 3.8 tells us how to obtain all globally colorized categories from those with $k = 0$.

The left column of Table 1 contain all non-colored categories of partitions of even length. All of them are pairwise distinct (except for the ones denoted by asterisk being special instances of the last one). In the right column, we construct the corresponding globally colorized categories. For $k = 0$, the generators of the category are given by Lemma 3.5. For $k \neq 0$, we just have to add the partition $u_k$ or $s_k$ according to Lemma 3.8.
\[ \langle \rangle \rightarrow O_{\text{glob}}(k) = \langle u_k, \bigcirc \otimes \bigcirc \rangle, \ k \in 2\mathbb{N}_0 \]
\[ \langle \langle \rangle \rangle \rightarrow H_{\text{glob}}(k) = \langle u_k, \bigcirc \bigcirc, \bigcirc \otimes \bigcirc \rangle, \ k \in 2\mathbb{N}_0 \]
\[ \langle \langle \rangle, \uparrow \otimes \uparrow \rangle \rightarrow S_{\text{glob}}(k) = \langle s_k, \bigcirc \bigcirc, \bigcirc \otimes \bigcirc \rangle, \ k \in \mathbb{N}_0 \]
\[ \langle \uparrow \otimes \uparrow \rangle \rightarrow B_{\text{glob}}(k) = \langle s_k, \bigcirc \bigcirc \bigcirc, \bigcirc \otimes \bigcirc \rangle, \ k \in 2\mathbb{N}_0 \]
\[ \langle \langle \rangle, \pi_s \rangle \rightarrow H(\pi_s, \kappa) = \langle \kappa, \pi_s, \bigcirc \bigcirc \bigcirc, \bigcirc \otimes \bigcirc \rangle, \ k \in \mathbb{N}_0, \ s \geq 2 \]
\[ \langle \pi_l \mid l \in \mathbb{N} \rangle \rightarrow H_{\pi}(k, \infty) = \langle u_k, \pi_l, \bigcirc \bigcirc \bigcirc \bigcirc \mid l \in \mathbb{N} \rangle, \ k \in 2\mathbb{N}_0 \]
\[ A \subseteq \mathbb{Z}_2^{\infty} \rightarrow H_{\text{inv}}(k) = \langle u_k, A_0, \bigcirc \bigcirc \bigcirc \rangle, \ k \in 2\mathbb{N}_0 \]

Table 1. Complete classification of globally colorized categories.
To prove that all categories we have constructed are pairwise distinct, we use Lemma 3.9. According to this lemma, distinct non-colored categories \( \mathcal{C}_1 \neq \mathcal{C}_2 \) can lead to equal globally colorized categories only in the case \( \uparrow \otimes \uparrow \in \mathcal{C}_1, \mathcal{C}_2 \) if \( \langle \mathcal{C}_1, \uparrow \rangle = \langle \mathcal{C}_2, \uparrow \rangle \). The only pairs \( (\mathcal{C}_1, \mathcal{C}_2) \) of non-colored categories containing \( \uparrow \otimes \uparrow \) and satisfying \( \langle \mathcal{C}_1, \uparrow \rangle = \langle \mathcal{C}_2, \uparrow \rangle \) are \( (\langle \uparrow \rangle, \langle \rangle) \) and \( (\langle \uparrow \rangle, \langle \rangle) \).

For the corresponding globally colorized categories we may easily see that indeed \( B_{\text{glob}}^k = B_{\text{glob}}^{k'} \) and \( B_{\text{grp}, \text{glob}}^k = B_{\text{hl, glob}}^k \) for \( k \) odd. □

**Remark 3.11.** The set of generators for the categories is of course not unique. We used the partition \( s_k \) for the cases \( \uparrow \otimes \uparrow \in \mathcal{C} \) and the partition \( u_k \) for the rest. Nevertheless, as we see from Lemma 3.8, we could have used \( u_k \) for all cases when \( \mathcal{C} \) consists of partitions of even length and \( s_k \) for the rest. In addition, we could reformulate Lemmata 3.8 and 3.9 and use the block partition \( b_k \) in all cases when \( \otimes \otimes \in \mathcal{C} \).

**Remark 3.12.** Our results in the non-crossing case and the group case indeed match with those obtained in [TW18]. The only difference is that, for the hyperoctahedral categories, the generator \( b_k \) is used instead of \( u_k \) in [TW18].

### 4. Unitary Easy Quantum Groups

In this section we summarize the definition of the quantum group corresponding to a category of partitions. This correspondence was described in [TW17]. To every category of partitions a unitary compact quantum group is assigned. It generalizes the approach invented by Banica and Speicher in [BS09], which assigns orthogonal quantum groups to categories of non-colored partitions.

#### 4.1. Compact Matrix Quantum Groups.

The following definitions were first formulated by Woronowicz in [Wor87]. For more details about this subject, see e.g. [Tim08, NT13].

**Definition 4.1.** Let \( A \) be a \( C^* \)-algebra, \( u_{ij} \in A \), where \( i, j = 1, \ldots, n \) for some \( n \in \mathbb{N} \). Denote \( u := (u_{ij})_{i,j=1}^n \in M_n(A) \). The pair \( (A, u) \) is called a **compact matrix quantum group** if

1. the elements \( u_{ij} \, i, j = 1, \ldots, n \) generate \( A \),
2. the matrices \( u \) and \( u^t = (u_{ji}) \) are invertible,
3. the map \( \Delta: A \to A \otimes_{\text{min}} A \) defined as \( \Delta(u_{ij}) := \sum_{k=1}^n u_{ik} \otimes u_{kj} \) is a \(*\)-homomorphism.

Compact matrix quantum groups are generalizations of compact matrix groups in the following sense. For \( G \subseteq M_n(\mathbb{C}) \) we can take the algebra of continuous functions \( A := C(G) \). This algebra is generated by the functions \( u_{ij} \in C(G) \) assigning to each matrix \( g \in G \) its \((i, j)\)-th element \( g_{ij} \). The so called co-multiplication \( \Delta: C(G) \to C(G) \otimes C(G) \simeq C(G \times G) \) is connected with the matrix multiplication on \( G \) by \( \Delta(f)(g, h) = f(gh) \) for \( f \in C(G) \) and \( g, h \in G \).
Therefore, for a general compact matrix quantum group \( G = (A, u) \), the algebra \( A \) should be seen as an algebra of non-commutative functions defined on some non-commutative compact underlying space. For this reason, we often denote \( A = C(G) \) even if \( A \) is not commutative. The matrix \( u \) is called the fundamental representation of \( G \).

**Definition 4.2.** A compact matrix quantum group \( H = (C(H), u^H) \) is a quantum subgroup of \( G = (C(G), u^G) \), denoted as \( H \subseteq G \), if \( u^G \) and \( u^H \) have the same size and there is a \( * \)-homomorphism \( \varphi : C(G) \rightarrow C(H) \) sending \( u^G_{ij} \mapsto u^H_{ij} \).

**Definition 4.3.** We say that compact matrix quantum groups \( G = (C(G), u) \) and \( H = (C(H), v) \), where \( u \) and \( v \) are of the same size, are identical if there is a \( * \)-isomorphism \( \varphi : C(G) \rightarrow C(H) \) mapping \( u_{ij} \mapsto v_{ij} \).

There are two particularly important examples of compact matrix quantum groups. It is the free unitary quantum group \( U^+_n \) and the free orthogonal quantum group \( O^+_n \), which were defined by Wang in [Wan95a] as follows.

\[
C(U^+_n) = C^*(u_{ij} \mid u \text{ and } u^t \text{ are unitary}),
\]

\[
C(O^+_n) = C^*(u_{ij} \mid u \text{ is orthogonal}).
\]

By \( u \) being unitary we mean simply \( uu^* = u^*u = 1 \), where \( u^* = (u^*_{ji}) \). By \( u \) being orthogonal, we mean \( u_{ij} = u^*_{ij} \) and \( uu^t = u^t u = 1 \), where \( u^t = (u_{ji}) \). A quantum group \( G \) is called unitary or orthogonal if it is a subgroup of \( U^+_n \) or \( O^+_n \), i.e. if its fundamental representation satisfies the relations of \( U^+_n \) or \( O^+_n \).

Another example of a compact matrix quantum group is the group \( C^*(G) \) corresponding to some discrete group \( G \). We will, in particular, use the quantum group \( \hat{Z}_k = (C^*(\mathbb{Z}_k), (z)) \) and \( \hat{Z} = (C^*(\mathbb{Z}), (z)) \), where

\[
C^*(\mathbb{Z}_k) = (z \mid z^*z = zz^* = 1, z^k = 1), \quad C^*(\mathbb{Z}) = (z \mid z^*z = zz^* = 1).
\]

### 4.2. Relations associated to partitions

Each partition defines a \( C^* \)-algebraic relation, which in the end gives rise to a \( C^* \)-algebra of a quantum group corresponding to some category of partitions.

**Definition 4.4.** Let \( p \in P^\alpha(k) \) be a partition, \( \alpha = (\alpha_1, \ldots, \alpha_k) \) a multi-index with \( \alpha_i \in \{1, \ldots, n\} \). The multi-index can also be understood as a function assigning to each point in \( p \) a number from 1 to \( n \). We define \( \delta_p(\alpha) := 1 \) if \( \alpha \) is constant on the blocks, otherwise we put \( \delta_p(\alpha) = 0 \).

We can give the following example.

For \( p = \begin{array}{cccc}
\bullet & \bigcirc \bullet & \bigcirc \bullet & \bigcirc \bullet
\end{array} \) we have

\[
\delta_p(1, 1, 3, 3, 6, 6, 1) = 1, \quad \delta_p(1, 1, 3, 3, 1, 1, 1) = 1, \quad \delta_p(1, 2, 3, 3, 6, 6, 1) = 0.
\]
Definition 4.5. Let \( n \in \mathbb{N}, p \in P^\circ\bullet(k) \) be a partition and let \( s_1, \ldots, s_k \in \{\circ, \bullet\} \) be its color pattern. The following equation

\[
\delta_p(\beta) = \sum_{\gamma_1, \ldots, \gamma_k = 1}^n \delta_p(\gamma) u_{\beta_1 \gamma_1}^{s_1} \cdots u_{\beta_k \gamma_k}^{s_k},
\]

where we set \( u_{ij}^\circ = u_{ij} \) and \( u_{ij}^\bullet = u_{ij}^* \), will be called the relation corresponding to the partition \( p \) and denoted \( R_p(u) \).

4.3. Important examples of relations. We list a few partitions and the relations that can be derived directly from the definition. We also mention an equivalent formulation of those relations assuming that the matrices \( u = (u_{ij}) \) and \( u^t = (u_{ji}) \) are unitary, i.e.

\[
\sum_k u_{ik} u_{jk}^* = \sum_k u_{ki}^* u_{kj} = \sum_k u_{ki} u_{kj}^* = \delta_{ij}.
\]

See [TW17], Section 2 for more details.
4.4. Definition of unitary easy quantum groups.

**Definition 4.6.** A compact matrix quantum group $G$ is called easy if there is a set of partitions $S \subseteq P^{\bullet}$ such that $G = (A, u)$, where

$$A = (u_{ij}, i, j = 1, \ldots, n \mid R_p(u), p \in S; \ u \text{ and } u^t \text{ unitary})$$

for some $n \in \mathbb{N}$.

It can be shown that for every set $S \subseteq P^{\bullet}$ and for every $n$ there exists such an easy quantum group. Moreover, we have the following.

**Lemma 4.7** ([Web17, Lemma 2.7, see also Section 4.1.4]). The easy quantum group corresponding to a set $S \subseteq P^{\bullet}$ is identical to the easy quantum group corresponding to the category $\langle S \rangle$ generated by this set.

**Theorem 4.8** ([TW17, Corollary 3.13]). Categories of partitions are in one-to-one correspondence with sequences $(G_n)_{n=1}^{\infty}$ of easy quantum groups with fundamental representation of size $n$.

5. Quantum groups corresponding to globally colorized categories

In [TW17] the authors study several possibilities for constructing unitary quantum groups from the orthogonal ones. They extend the work of Wang who defined tensor and free products of quantum groups in [Wan95a, Wan95b]. Using these techniques they construct the quantum groups corresponding to categories of colored partitions found in [TW18]. In this section, we follow their argumentation to construct the quantum groups of the globally colorized categories classified in this article.

5.1. The tensor complexification.

**Proposition 5.1** ([Wan95b]). Let $G = (C(G), u)$ and $H = (C(H), v)$ be compact matrix quantum groups. Then $G \times H := (C(G) \otimes_{\text{max}} C(H), u \oplus v)$ is a compact matrix quantum group. For the co-multiplication we have that

$$\Delta_x(u_{ij} \otimes 1) = \Delta_G(u_{ij}), \quad \Delta_x(1 \otimes v_{kl}) = \Delta_H(v_{kl}).$$

Note that the algebra $C(G) \otimes_{\text{max}} C(H)$ can be described as a universal $C^*$-algebra generated by elements $u_{ij}$ and $v_{kl}$ such that every $u_{ij}$ commutes with every $v_{kl}$, the elements $u_{ij}$ satisfy the same relations as $u_{ij} \in C(G)$ and the elements $v_{kl}$ satisfy the same relations as $v_{kl} \in C(H)$. Thus, the matrix

$$u \oplus v = \begin{pmatrix} u & 0 \\ 0 & v \end{pmatrix} \in M_n(C(G) \otimes_{\text{max}} C(H))$$

indeed consists of generators of the algebra $C(G) \otimes_{\text{max}} C(H)$. From now on, we will use such interpretation of the maximal tensor product and we will write just $u_{ij}v_{kl}$ instead of $u_{ij} \otimes v_{kl}$ without the explicit tensor sign.
Proposition 5.2 ([TW17]). Let $G = (C(G), u)$ and $H = (C(H), v)$ be compact matrix quantum groups. Let $A$ be the $C^*$-subalgebra of $C(G) \otimes_{\max} C(H)$ generated by the products $u_{ij}v_{kl}$, i.e. generated by the elements of the matrix $u \otimes v$. Then $G \times H := (A, u \otimes v)$ is a compact matrix quantum group. For the co-multiplication we have that
\[
\Delta_{\tilde{\times}}(u_{ij}v_{kl}) = \Delta_G(u_{ij})\Delta_H(v_{kl})
\]

Note that the co-multiplication $\Delta_{\tilde{\times}}$ is just the restriction of the comultiplication $\Delta_\times$ to the subalgebra $A$. The quantum group $G \times H$ is called the glued tensor product of $G$ and $H$.

In this work, we will use the product of the form $G \times \hat{\mathbb{Z}}_k$ or $G \times \hat{\mathbb{Z}}$, which is called the tensor $k$-complexification or tensor complexification, respectively. Note that if $u$ is the fundamental representation of $G$ and $z$ is the generator of $\mathbb{Z}_k$, then the fundamental representation of the tensor $k$-complexification is the matrix $uz = (u_{ij}z)$, which is of the same size as $u$.

5.2. Quantum groups corresponding to globally colorized categories. The following theorem was proven in [TW17] for the non-crossing and group categories of partitions. Here, we apply the same technique of proof on all of the globally colorized categories.

Theorem 5.3 (Theorem [B]). Let $\mathcal{C}$ be a globally colorized category of partitions, denote $k := k(\mathcal{C})$. Denote by $H \subseteq O_+^k$ the quantum group corresponding to the non-colored category of partitions $\langle \mathcal{C}, \overline{\mathcal{O}} \rangle$. Then $\mathcal{C}$ corresponds to the quantum group $H \times \hat{\mathbb{Z}}_k \subseteq U_+^k$. In the case $k = 0$, we replace $\hat{\mathbb{Z}}_k$ by $\hat{\mathbb{Z}}$.

Proof. We will divide the proof into two cases: Case (a) $\uparrow\downarrow\overline{\mathcal{O}} \notin \mathcal{C}$ and case (b) $\uparrow\downarrow\overline{\mathcal{O}} \in \mathcal{C}$. According to Lemma 3.8, we have $\mathcal{C} = \langle \mathcal{C}_0, s_k \rangle$ in case (a) and $\mathcal{C} = \langle \mathcal{C}_0, u_k \rangle$ in case (b). Since large parts of the proof will be identical for both cases, let us denote $\mathcal{C} = \langle \mathcal{C}_0, q_k \rangle$, where $q_k$ is either $s_k$ or $u_k$. Denote by $G$ the quantum group associated to the category $\mathcal{C}$.

Denote by $\mathcal{R}(u)$ the relations associated to the category $\mathcal{C}_0$. Note that the unicolored pair $\overline{\mathcal{O}} = u_1$ corresponds to the relation making the matrix $u$ orthogonal. So, we have
\[
C(G) = (u_{ij} \mid \mathcal{R}(u), R_{q_k}(u), u \text{ and } u^t \text{ unitary}),
\]
\[
C(H) = (v_{ij} \mid \mathcal{R}(v), R_{q_k}(v), v \text{ orthogonal}),
\]
\[
C(H) \otimes_{\max} C^*(\mathbb{Z}_k) = \left( v_{ij}, z \mid \mathcal{R}(v), R_{q_k}(v), v \text{ orthogonal}, v_{ij}z = zv_{ij}, zz^* = z^*z = 1, z^k = 1 \right),
\]
\[
C(H \times \hat{\mathbb{Z}}_k) \subseteq C(H) \otimes_{\max} C^*(\mathbb{Z}_k) \text{ generated by } u'_{ij} := v_{ij}z.
\]
According to Definition 4.3, we have to show that there exists a $*$-isomorphism $\alpha: C(G) \to C(H \times \hat{\mathbb{Z}}_k)$ mapping $u_{ij} \mapsto u'_{ij}$. We will show it in two steps. First, we are going to use the universal property of $C(G)$ to find such a surjective map $\alpha$. Secondly, we find a $*$-homomorphism $\beta: C(H) \otimes_{\max} C^*(\mathbb{Z}_k) \to M_l(C(G))$ such that
\[ \beta \circ \alpha = \iota, \text{ where } t = 1 \text{ in case (a) and } t = 2 \text{ in case (b) and } \iota : C(G) \to M_t(C(G)) \]

is the embedding \( x \mapsto x \cdot 1_{C^t} \). This will prove the injectivity of \( \alpha \).

\[
\begin{array}{ccc}
M_t(C(G)) & \xrightarrow{\beta} & C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \\
\uparrow & & \uparrow \cupl \\
C(G) & \xrightarrow{\alpha} & C(H \times \hat{\mathbb{Z}}) \\
\end{array}
\]

**Step 1.** There is a surjective \( * \)-homomorphism \( \alpha : C(G) \to C(H \times \hat{\mathbb{Z}}_k) \) mapping \( u_{ij} \mapsto u_{ij}' \).

We show that the elements \( u_{ij}' \in C(H \times \hat{\mathbb{Z}}_k) \subseteq C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \) satisfy the relations of \( u_{ij} \) in \( C(G) \).

Indeed, the unitarity is clear since \( u'u^* = vzz^*v^* = vv^* = 1 \) and similarly for \( u^*u \) and for \( u^t \).

Moreover, all elements \( p \in C_0 \) satisfy \( c(p) = 0 \), so they have the same amount of white and black points. Thus, in the relations \( R(u) \) there is the same amount of conjugated \( u_{ij}^* \) as not conjugated \( u_{ij} \). If we put \( vz \) instead of \( u \), there is the same amount of \( z \) and \( z^* \) in every relation. So, since \( z \) and \( z^* \) commute with everything, they all cancel out. Therefore, the relations \( R(vz) = R(v) \) are also satisfied in \( C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \).

Similarly for the case \( R_{q_k} \). We know that \( c(q_k) = k \) and since \( z^k = 1 \), it follows that \( R_{q_k}(vz) = R_{q_k}(v) \), which is satisfied in \( C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \).

Finally, from the universal property of \( C(G) \), we know that there is a \( * \)-homomorphism \( \alpha : C(G) \to C(H \times \hat{\mathbb{Z}}_k) \) mapping \( u_{ij} \mapsto u_{ij}' \). Since \( C(H \times \hat{\mathbb{Z}}_k) \) is generated by \( u_{ij}' \), the homomorphism must be surjective.

**Step 2a.** Suppose \( \begin{array}{ccc} \delta_0 \end{array} \begin{array}{c} \bullet \end{array} \in \mathcal{C} \). Define in \( C(G) \)

\[ z' := \sum_i u_{il} = \sum_i u_{ij}, \quad v_{ij}' := u_{ij}z'^* \]

There is a \( * \)-homomorphism \( \beta : C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \to C(G) \) mapping \( v_{ij} \mapsto v_{ij}' \), \( z \mapsto z' \) satisfying \( \beta \circ \alpha = \text{id} \).

We will again show that \( v_{ij}' \) and \( z' \) in \( C(G) \) satisfy the relations of \( v_{ij} \) and \( z \) in \( C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \). Then the existence of \( \beta \) will follow from the universal property of \( C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \).

First of all note that \( \begin{array}{ccc} \diamond \end{array} \begin{array}{c} \bullet \end{array} \in \mathcal{C} \) implies that \( \begin{array}{ccc} \uparrow \end{array} \otimes \begin{array}{c} \uparrow \end{array} \in \mathcal{C} \), so we indeed have \( \sum_l u_{il} = \sum_l u_{ij} \) for any \( i, j \) (see Subsection 1.3). Since we are in case (a), we have \( s_k \in \mathcal{C} \) if \( k \neq 0 \), which corresponds to the relation \( z'^k = 1 \). The unitarity of \( z' \) follows from

\[ z'z'^* = \sum_j u_{ij} \sum_l u_{il}^* = \sum_j \delta_{jl} = 1 = \sum_j u_{ij}^* \sum_l u_{il} = z'^*z'. \]
The relation for \( \circ \bigcirc \bigcirc \) means that \( u_{ij} z' = z' u_{ij} \), which implies that
\[
v'_{ij} z' = u_{ij} z'^* z' = u_{ij} = z' u_{ij} z'^* = z' v'_{ij}.
\]
The relation for \( \bigcirc \bigcirc \otimes \bigcirc \) implies that
\[
u_{ij} z'^* = \sum_i u_{ij} u^*_{il} = \sum_i u^*_{ij} u_{kl} = u^*_{ij} z',
\]
from which we can deduce that
\[
v'_{ij} = u_{ij} z'^* = u^*_{ij} z' = z' u^*_{ij} = v''_{ij}.
\]
The orthogonality of \( v' \) follows simply from the equality \( v' v'^* = u u^* \) and \( v'^* v' = u^* u \), which follows from the fact that \( u \) commutes with \( z' \). Similarly, all relations \( R(v') \) are satisfied since they are equivalent to \( R(u) \) thanks to the fact that \( u \) commutes with \( z' \) and hence all occurrences of \( z' \) cancel with \( z'^* \). Finally, if \( k \neq 0 \), we can use the relation \( z'^k = 1 \) to show that the relation \( R_{sk}(v') \) is equivalent to \( R_{sk}(u) \).

**Step 2b.** Suppose \( \boxdot \bigcirc \bigcirc \not\in C \). Denote \( w := \sum_i u^2_{il} = \sum_i u^2_{ij} \in C(G) \). Define in \( M_2(C(G)) \)
\[
z' := \begin{pmatrix} 0 & w \\ 1 & 0 \end{pmatrix}, \quad v'_{ij} := \begin{pmatrix} 0 & u_{ij} \\ u^*_{ij} & 0 \end{pmatrix}.
\]
There is a \( * \)-homomorphism \( \beta: C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \to M_2(C(G)) \) mapping \( v_{ij} \mapsto v'_{ij}, \)
\( z \mapsto z' \) satisfying \( \beta \circ \alpha = \iota \).

Again, we will prove that \( v'_{ij} \) and \( z' \) satisfy the appropriate relations and the statement will follow from the universal property of the algebra \( C(H) \otimes_{\text{max}} C^*(\mathbb{Z}_k) \).

From the relation corresponding to \( \bigcirc \bigcirc \otimes \bigcirc \) it follows that indeed
\[
\sum_i u^2_{il} = \sum_{i,m} u^*_{il} u_{im} u_m = \sum_{i,m} u^*_{il} u_{im} u_m = \sum_m u^2_{im},
\]
so \( w \) is well-defined. We can also use this relation to prove that
\[
ww^* = \sum_{l_1} u^2_{il_1} \sum_{l_2} u^*_{il_2} = \sum_{l_1} u_{il_1} u^*_{il_1} = 1
\]
and similarly \( w^* w = 1 \), so \( w \) is unitary. Then we use the relation to prove that
\[
u^*_{ij} w = \sum_i u^*_{ij} u_{il} = \sum_i u_{ij} u^*_{il} = u_{ij}
\]
and similarly \( uu^*_{ij} = u_{ij} \). And also together with the relation for \( u_k \) to prove that
\[
w^{k/2} = \sum_{l_1} u_{il_1} u_{il_1} \cdots \sum_{l_{k/2}} u_{il_{k/2}} u_{il_{k/2}} = \sum_{l_1} u_{il_1} u^*_{il_1} \cdots \sum_{l_{k/2}} u_{il_{k/2}} u^*_{il_{k/2}} = 1.
\]
One can now easily check the validity of all the relations. In particular, we have that
\[ v'_{ij}z' = z'v'_ij = u_{ij} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
so \( v'_{ij} = u_{ij}z'^* 1_{C2} \). Therefore, for the relations \( \mathcal{R}(v) \) we can apply the same argument as in case (a).

\[ \square \]

5.3. **Characterization of the tensor complexification.** In Theorem 5.3, we constructed precisely all quantum groups of the form \( H \tilde{\times} \hat{Z}_k \), where either

1. \( H \subseteq O_n^+ \) corresponds to a category \( \tilde{C} \) such that \( \uparrow \notin \tilde{C} \) and \( k \) is even or
2. \( H \subseteq O_n^+ \) corresponds to a category \( \tilde{C} \) such that \( \uparrow \in \tilde{C} \) and \( k \) is odd.

Indeed, consider a globally colorized category \( C \). If \( k := k(C) \) is odd, then \( C \) must contain a partition of odd length. According to Lemmata 3.7 and 3.8, we have that \( s_k \in C \) and hence \( \uparrow \in C := \langle C, \circ \rangle \). On the other hand, if \( k \) is even, then \( C \) does not contain any partition of odd length and hence \( \uparrow \notin C \).

Conversely, let \( \tilde{C} \) be any category of non-colored partitions corresponding to an orthogonal quantum group \( H \subseteq O_n^+ \) and denote \( \tilde{C} := \Psi^{-1}(\tilde{C}) \) the corresponding category in terms of two-colored partitions. If \( \uparrow \in \tilde{C} \), then we can construct \( \mathcal{C} := \langle \tilde{C}_0, s_k \rangle \) for \( k \) odd and convince ourselves that \( \tilde{C} = \langle \mathcal{C}, \circ \rangle \). Thus, Theorem 5.3 implies that \( H \tilde{\times} \hat{Z}_k \) is a unitary easy quantum group corresponding to the category \( C \). If \( \uparrow \notin \tilde{C} \), then we can similarly construct \( \mathcal{C} := \langle \tilde{C}_0, u_k \rangle \) for \( k \) even and use Theorem 5.3 to see that \( H \tilde{\times} \hat{Z}_k \) is the quantum group corresponding to \( \mathcal{C} \).

Now, we would like to characterize the product \( H \tilde{\times} \hat{Z}_k \) for an arbitrary orthogonal easy quantum group \( H \) and an arbitrary number \( k \in \mathbb{N}_0 \).

There are only four non-colored categories of partitions containing the singleton. Namely, the following:

- \( \langle \uparrow, \quad \rangle \) quantum group \( S_n^+ \),
- \( \langle \uparrow \rangle \) quantum group \( B_n^+ \),
- \( \langle \uparrow, \quad \rangle \) (quantum) group \( S_n \),
- \( \langle \uparrow, \quad \rangle \) (quantum) group \( B_n \).

Note that they can be formed by adding the singleton to the following categories:

- \( \langle \uparrow \otimes \uparrow, \quad \rangle \) quantum group \( S_n^+ = S_n^+ \tilde{\times} \hat{Z}_2 \),
- \( \langle \uparrow \otimes \rangle \) quantum group \( B_n^+ = B_n^+ \tilde{\times} \hat{Z}_2 \),
- \( \langle \uparrow \otimes \uparrow, \quad \rangle \) (quantum) group \( S_n \tilde{\times} \hat{Z}_2 \),
- \( \langle \uparrow \otimes \uparrow, \quad \rangle \) (quantum) group \( B_n \tilde{\times} \hat{Z}_2 \).
Their $k$-tensor complexifications for $k$ even are described by the following proposition.

**Proposition 5.4.** For any $k \in 2\mathbb{N}_0$ we have the following

\[
\begin{align*}
S_n^+ \times \hat{\mathbb{Z}}_k &= (S_n^+ \times \hat{\mathbb{Z}}_2) \times \hat{\mathbb{Z}}_k \quad \text{(category } S_{\text{glob}}(k)) , \\
B_n^+ \times \hat{\mathbb{Z}}_k &= (B_n^+ \times \mathbb{Z}_2) \times \hat{\mathbb{Z}}_k \quad \text{(category } B'_{\text{glob}}(k)) , \\
S_n \times \hat{\mathbb{Z}}_k &= (S_n \times \mathbb{Z}_2) \times \hat{\mathbb{Z}}_k \quad \text{(category } S_{\text{grp.glob}}(k)) , \\
B_n \times \hat{\mathbb{Z}}_k &= (B_n \times \mathbb{Z}_2) \times \hat{\mathbb{Z}}_k \quad \text{(category } B_{\text{grp.glob}}(k)) .
\end{align*}
\]

**Proof.** From Theorem 5.3 it follows that, for each row, the quantum group on the right hand side corresponds to the category in parentheses. Repeating the proof of Theorem 5.3 for the quantum group on the left hand side proves the equality. In particular, note that all the categories are in case (a) and actually the only thing we have to check is that $v_{ij}' \in C(G)$ satisfies the relation corresponding to the singleton

\[
\sum_l v_{il}' = \sum_l u_{il}z'^* = z'z'^* = 1
\]

and similarly for the other relation.

**Remark 5.5.** Those alternative descriptions of the quantum groups were actually used in [TW17, Theorem 4.13, Theorem 5.3].

**Proposition 5.6.** Let $H$ be an orthogonal easy quantum group corresponding to a category $C$ such that $\uparrow \not\in C$ and let $k$ be odd. Then $H \times \mathbb{Z}_k = H \times \mathbb{Z}_{2k}$.  

**Proof.** Denote the fundamental representation of $H$ by $v$, the generator of $C^*(\mathbb{Z}_{2k})$ by $z$ and the generator of $C^*(\mathbb{Z}_k)$ by $z'$. Then we can denote the fundamental representation of $C(H \times \mathbb{Z}_{2k})$ by $u_{ij} := v_{ij}z$ and the fundamental representation of $C(H \times \hat{\mathbb{Z}}_k)$ by $u_{ij}' := v_{ij}z'$. We have to find an isomorphism $C(H \times \mathbb{Z}_{2k}) \rightarrow C(H \times \hat{\mathbb{Z}}_k)$ mapping $u_{ij} \mapsto u_{ij}'$.

Let us define a homomorphism $\alpha: C(H) \otimes C^*(\mathbb{Z}_{2k}) \rightarrow C(H) \otimes C^*(\mathbb{Z}_k)$ by $\alpha(v_{ij}) = v_{ij} \uparrow \not\in C$ and $\alpha(z) = z'$. The existence of such a homomorphism follows from the universal property of $C(H) \otimes C^*(\mathbb{Z}_{2k})$ since we have $z'^{2k} = 1$.

We would also like to define a homomorphism $\beta: C(H) \otimes C^*(\mathbb{Z}_k) \rightarrow C(H) \otimes C^*(\mathbb{Z}_{2k})$ by $\beta(v_{ij}) = v_{ij}z'^* \uparrow \not\in C$ and $\beta(z') = z'^{k+1}$. Obviously $\beta(z')$ satisfies the relation of $z'$ since $\beta(z')^k = z^{(k+1)k} = 1$. Since $\uparrow \not\in C$, we know that $C$ contains only partitions with even length, so all the relations of $C(H)$ contain monomials in $v_{ij}$ of even length. Thus, $\beta(v_{ij})$ satisfy the relations of $v_{ij}$ since all the $z'^k$ cancel out. Therefore, such a homomorphism $\beta$ exists from a universal property of $C(H) \otimes C^*(\mathbb{Z}_k)$.

Now since we have

\[
\alpha(u_{ij}) = \alpha(v_{ij}z) = v_{ij}z' = u_{ij}'. 
\]
it follows that \( \alpha \) restricted to \( C(H \tilde{\times} \mathbb{Z}_k) \) is a surjective homomorphism onto \( C(H \tilde{\times} \mathbb{Z}_k) \) mapping \( u_{ij} \mapsto u'_{ij} \), it has an inverse provided by the map \( \beta \), and hence it is the desired isomorphism.

\[\beta(u'_{ij}) = \beta(v_{ij}z') = v_{ij}z^*kz^{k+1} = v_{ij}z = u_{ij},\]

**Corollary 5.7.** Any quantum group of the form \( H \tilde{\times} \mathbb{Z}_k \), where \( H \) is an orthogonal easy quantum group and \( k \in \mathbb{N}_0 \), is a unitary easy quantum group corresponding to a globally colorized category.

**Proof.** Denote \( \bar{C} \) the category corresponding to the orthogonal quantum group \( H \) in terms of two-colored partitions. If \( \uparrow \notin \bar{C} \) and \( k \) is even, then, as we mentioned in the beginning of this subsection, \( H \tilde{\times} \mathbb{Z}_k \) is a unitary easy quantum group corresponding to the category \( \langle \bar{C}_0, u_k \rangle \). If \( k \) is odd, then, according to Proposition 5.6, \( H \tilde{\times} \mathbb{Z}_k = H \tilde{\times} \mathbb{Z}_{2k} \), so it reduces to the previous case and \( H \tilde{\times} \mathbb{Z}_k \) corresponds to the category \( \langle \bar{C}_0, u_{2k} \rangle \).

If \( \uparrow \in \bar{C} \) and \( k \) is odd, then again, as we mentioned in the beginning of this subsection, \( H \tilde{\times} \mathbb{Z}_k \) is a unitary easy quantum group corresponding to the category \( \langle \bar{C}_0, s_k \rangle \). If \( k \) is even, then, according to Proposition 5.4, \( H \tilde{\times} \mathbb{Z}_k = (H \tilde{\times} \mathbb{Z}_2) \tilde{\times} \mathbb{Z}_k \), where \( H \tilde{\times} \mathbb{Z}_2 \) is an orthogonal easy quantum group corresponding to a category that does not contain the singleton, so the situation reduces to the first case. In fact, we again have that \( H \tilde{\times} \mathbb{Z}_k \) corresponds to the category \( \langle \bar{C}_0, s_k \rangle = \langle \bar{C}_0, u_k \rangle \). \( \square \)
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