LEAF SEGMENTATION OF ROSETTE PLANTS USING ROUGH K-MEANS IN CIELAB COLOR SPACE
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ABSTRACT
Segmentation of Plant Images plays an important role in modern agriculture where it can provide accurate analysis of a plant’s growth and possible anomalies. In this paper, rough set based partitional clustering technique called Rough K-Means has been utilized in CIELab color space for the proper leaf segmentation of rosette plants. The efficacy of the proposed technique have been analysed by comparing it with the results of traditional K-Means and Fuzzy C-Means clustering algorithms. The visual and numerical results reveal that the RKM in CIELab provides the nearest result to the ideal ground truth, hence the most efficient one.
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1 Introduction
Leaf check and leaf region (i.e., plant area) are the key plant phenotyping qualities used to examine the plant development and advancement [19] [25] [28], blossoming time [13], and yield potential. The leaf include can be tended to in different manners from the AI viewpoint [1]. One such route is to check the number of leaves from fragmented plant area. Several image segmentation techniques are reported in literature for leaf segmentation. For example, Maximal Similarity-based Region Merging (MSRM) [18] is an intuitive segmentation approach which utilizes a region merging framework to meld super-pixel division. gPb-owt-ucm [2] is another segmentation method which is dependent on spectral clustering and contour detection. The IPK technique [20] utilized 3D histogram of L*a*b* tone space of the plant images for regulated segmentation of closer view/foundation.

Vukadinovic and Polder employed neural networks combined with watershed for leaves segmentation [24]. A clatation study among several leaf segmentation algorithms had been presented in [27]. Well-known clustering techniques like KM, FCM, Self-organizing Map (SOM), and Particle Swarm Optimization (PSO) are also applied for leaf segmentation in [11] and SOM outperforms other tested methods visually and numerically. Other than the above techniques, deep learning is also utilized for the leaf segmentation [15]. However, deep learning needs large dataset in order to produce good results.

Therefore, it can be seen from the above discussion that different clustering strategies provide promising segmentation results. Although classical KM, FCM, SOM, and PSO are utilized for leaf segmentation, but rough set based K-Means (RKM) clustering did not used in this area according to the knowledge of the authors. Rough k-means is developed by Lingras et al. [16] and a refined version is proposed by Peters [21] and it shows the performance in image clustering domain as a similarity based clustering model like KM and FCM [14] [16] [12] [22]. RKM has been efficiently applied for the proper segmentation of tumor region from brain MRI images [14] [10], White blood cell segmentation [12], and satellite image segmentation [22]. As a consequence, the main contribution of the paper is the utilization of RKM in CIELab and its application for leaf segmentation. The proposed methodology which is represented in Figure 1 has been compared with classical KM and FCM. Experimental results show the supremacy of the proposed approach over other tested techniques.

The rest of the paper is organized as follows: Section 2 discusses the proposed methodology. Section 3 describes the experimental results and the paper is concluded in section 4.

2 Proposed Methodology
Clustering is a procedure of consortium a bunch of data into clusters that have superior intra-cluster and inferior inter-cluster resemblance among clusters. Two rudimentary types of image clustering practices are hard clustering and soft clustering. In hard clustering, one pixel can be the adherent of only one cluster and the proper exam-
ple of this is K-means [5] [9] [7]. On the contrary of the previous one, soft clustering uses a miniscule membership unlike hard clustering which makes it more practicable for real world usages. One pixel can be a fragment of several clusters with some degree of belongingness which is described by the fractional membership. Fuzzy C-means is a specimen of this mechanism which has been projected by Bezdek [3] [6]. FCM is better than hard clustering technique like K-means because it has the more ability to handle the ambiguity of gray levels. In some cases, the fuzzy degree of membership may be too descriptive for interpreting clustering results. Therefore, researchers have applied rough set theory into k-means and developed rough k-means [16] [21] clustering algorithm which manages these equidistant data objects or overlapping clusters using upper and lower approximations of each cluster. Rough set-based clustering provides a solution that is less restrictive than conventional clustering and less descriptive (specific) than fuzzy clustering. In this study, Rough K-Means has been utilized to segment the leaf images. Due to non-uniform illumination of regions, the segmentation algorithm’s performance is influenced by the color spaces used. According to the literature, perceptually uniform color spaces such as L*a*b* or L*a*u*v* achieve much better segmentation results than non-uniform color spaces such as RGB [23], which was developed for better color representation. As a first stage in our approach, we used MATLAB to transform all RGB images to CIE L*a*b* color space, which yielded three components: L*, a*, and b*. “L*” denotes lightness, while “a*” and “b*” denote colors, with “a*” denoting red-green and “b*” denoting blue-yellow, respectively. The flowchart of the proposed work is presented in Figure 1 The brief mathematical implementation of RKM is described in section 2.1.

![Flowchart of the Proposed Methodology](image)

**Figure 1:** Flowchart of the Proposed Methodology

### 2.1 Rough K-Means (RKM)

Suppose, a hypothetical clustering scheme is defined as Eq. (1) which partitions U depending on the equivalence relation P. Again, assume that it may not possible to accurately describe the sets C₁, 1 ≤ i ≤ k due to inadequate knowledge in the partition. But it is possible to define each set Cᵢ ∈ U/P using its lower approximation \( \bar{A}(cₖ) \) and upper approximation \( \bar{A}(cₖ) \).

\[
U/P = \{ C₁, C₂, \ldots, Cₖ \} \tag{1}
\]

Let, v and cᵢ are the vector representation of the data object and cluster Cᵢ respectively. Upper and lower approximations of only a few subsets of U have been considered. Hence, it is not possible to verify all the properties of the rough sets [16] [21]. However, the upper and lower estimates of Cᵢ ∈ U/P are obligatory to follow some of the basic rough set properties which are as follows:

- **P1:** A data entity v can be a participant of at most one lower approximation \( \bar{A}(cₖ) \).
- **P2:** If a data object v is the portion of the lower approximation \( \bar{A}(cₖ) \), then it is also portion of the upper approximation \( \bar{A}(cₖ) \) i.e., \( v \in \bar{A}(cₖ) \implies v \in \bar{A}(cₖ) \).
- **P3:** If a data article v does not belong to any lower approximation \( \bar{A}(cₖ) \) then it belongs to two or more upper approximations \( \bar{A}(cₖ) \).

In rough k-means, the lower and upper approximations of the clusters have been computed by the following rules:

Let \( v \) be a data object and \( d(v, zᵢ) \) be the distance between \( v \) and \( zᵢ \) which is the centroid of cluster \( cᵢ \).

Let \( d(v, zᵢ) = \min(1 ≤ i ≤ k) d(v, zᵢ) \)

\[
T = \{ j : \frac{d(v, zᵢ)}{d(v, zⱼ)} ≤ t_{h} \text{ and } i \neq j \} \tag{2}
\]

Where, \( t_{h} \) is the threshold value specified by the user. In order to classify a data object to the correct approximation(s), the following classification criteria are being used:

- **R1:** If the set, T is not an empty set, then the data object is classified as upper approximation of both cluster i and j. So, if \( T \neq \phi \) then \( [v \in \bar{A}(cᵢ) \text{ and } v \in \bar{A}(cⱼ), \forall j] \)

- **R2:** If \( T \) is a vacant set, the data object is being categorized as lower approximation for cluster i. Then the pixel is categorized as upper approximation for clusters i as per the hypothesis P2. So, if \( T = \phi \) then \( [v \in \bar{A}(cᵢ) \text{ and } v \in \bar{A}(cᵢ)] \)

Depending on the above deliberations the algorithm steps for rough k-means are represented as Algorithm 1.

### 3 Experimental Results

The experiment has been performed over 30 plant images using MatlabR2018b on Windows-10 OS, x64-based PC, Intel core i5 CPU with 8 GB RAM. The plant images are collected from [17]. The parameter settings of the utilized clustering techniques are as follows. Number of cluster prototype value depends on the user which is taken as 2 for all clustering techniques. For FCM, fuzzification parameter is taken as 2 and if maximum difference between two successive partition matrices U is less than minimal error threshold \( \eta \) then stop the corresponding algorithm. Mathematically, if \( \{ Max(U^{t} - U^{(t+1)}) < \eta \} \) then stop, where, minimal error threshold \( \eta = 10^{-5} \). For KM and RKM, if the change in centroid values are smaller
1 For each cluster and data object, find the distance \( d \) and threshold \( T \)
2 Classify the data object to lower and upper estimates utilizing the classification criteria i.e., 
   \( R1 \) and \( R2 \).
3 Calculate the new cluster center (mean \( z_i \)) as per following expressions:
   4 If \( |A(c_i) - \bar{A}(c_i)| \neq 0 \) and \( \bar{A}(c_i) - A(c_i) = \phi \)
   5 then \( z_i = \frac{\sum_{v \in A(c_i)} v}{|A(c_i)|} \)
   6 else if \( A(c_i) \neq \phi \) and \( \bar{A}(c_i) - A(c_i) \neq \phi \)
   7 then \( z_i = \frac{\sum_{v \in A(c_i)} v}{|A(c_i)| - |A(c_i) - A(c_i)|} \)
   8 else \( w_l = \frac{\sum_{v \in A(c_i)} v}{|A(c_i)|} + w_u \frac{\sum_{v \in A(c_i) - A(c_i)} v}{|A(c_i) - A(c_i)|} \)
   9 \( w_l + w_u = 1 \) and usually, \( w_l > w_u \). The parameters \( w_l \) and \( w_u \) correspond to the relative importance of lower and upper approximations respectively.
10 If the algorithm converges, then stop. Otherwise, repeat steps 2 to 4.

Algorithm 1: Procedure of Rough K-Means (RKM)

than \( \eta \) the stop the procedure. The rough set parameters for classical RKM are \( th = 0.7, w_l = 0.6, \) and \( w_u = 0.4 \). Threshold (\( th \)) selection in RKM is tough for different image. We have done the experiment within the range \( 0 < th \leq 10 \) and optimally set to 0.7. The performance of the utilized clustering techniques has been evaluated by calculating four ground truth based performance evaluation parameters namely accuracy, dice, Jaccard, and Matthews correlation coefficient (MCC) which are summarized in Table 1 [6] [26]. Here, TP - true positive, FP - false positive, TN - true negative, FN - false negative.

### Table 1: Performance parameters considered for evaluation of the clustering methods.

| Sl. No. | Parameters | Formulation and Remarks |
|---------|------------|-------------------------|
| 1       | Accuracy (AC) | \( AC = \frac{(TP+TN)}{(TP+FP+FN+TN)} \); Accuracy is one metric for evaluating classification models. We calculate the accuracy to know how good our model predicts. |
| 2       | Dice Index (DI) | \( DI = \frac{TP}{(2\times TP + FP + FN)} \); It combines the precision and recall concepts from information retrieval. It is the harmonic mean of the precision and recall. The DI values are within the interval \([0,1]\) and larger the value indicates higher clustering quality. |
| 3       | Jaccard Index (JI) | \( JI = DI/(2-DI) \); Jaccard similarity index measures the overlap between two sets. It is defined as the size of the intersection of two sets divided by the size of their union. The higher value indicates more similarities between two objects. |
| 4       | Matthews correlation coefficient (MCC) | \( MCC = \frac{(TP\times TN - FP\times FN)}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}} \); (MCC) is a more reliable statistical rate which produces a highscore only if the prediction obtained good results in all TP, TN, FP, FN categories and proportionally both to the size of positive elements and the size of negative elements in the dataset. Higher value indicates the better results. |

### Table 2: Numerical values of segmentation quality parameters over five sample images

| Sample No. | Original Image | KM | FCM | RKM |
|------------|----------------|----|-----|-----|
| 1          | ![Sample 1](image1.jpg) | ![KM 1](image2.jpg) | ![FCM 1](image3.jpg) | ![RKM 1](image4.jpg) |
| 2          | ![Sample 2](image5.jpg) | ![KM 2](image6.jpg) | ![FCM 2](image7.jpg) | ![RKM 2](image8.jpg) |
| 3          | ![Sample 3](image9.jpg) | ![KM 3](image10.jpg) | ![FCM 3](image11.jpg) | ![RKM 3](image12.jpg) |
| 4          | ![Sample 4](image13.jpg) | ![KM 4](image14.jpg) | ![FCM 4](image15.jpg) | ![RKM 4](image16.jpg) |
| 5          | ![Sample 5](image17.jpg) | ![KM 5](image18.jpg) | ![FCM 5](image19.jpg) | ![RKM 5](image20.jpg) |

**Figure 2**: Color segmentation results of clustering techniques over five sample images
Table 3: Average numerical values of segmentation quality parameters and execution time

| Method       | Accuracy | Dice     | Jaccard  | MCC   | Time (Sec.) |
|--------------|----------|----------|----------|-------|-------------|
| KM           | 0.9638   | 0.9470   | 0.9001   | 0.9200| 3.78        |
| FCM          | 0.9593   | 0.9417   | 0.8909   | 0.9112| 4.56        |
| RKM          | 0.9662   | 0.9531   | 0.9124   | 0.9293| 8.26        |

Figure 3: Ground truth images and segmentation results of clustering techniques in binary format over five sample images

Figure 4: Graphical analysis of average quality parameters for clustering techniques

The three clustering algorithms i.e., KM, FCM, and RKM have been utilized to segment the leaves of the rosette plants. Figure 2 and 3 represents the original color plant image, the ground truth images of the leaf segmentation provided by the experts, their segmented leaf part by the three utilized algorithms binary segmented leaf part provided by the employed clustering algorithms. Figures 2 and 3 here clearly show that the RKM provides the best leaf-based clustering results. Not only visual analysis, the segmentation efficacy of the clustering algorithms has been analyzed by computing four well-known segmentation quality parameters which are presented in Table 2. The values of the segmentation quality parameters regarding five plant samples presented in Table 2. The average values of the segmentation quality parameters over 30 images are given in Table 3. The best numerical values of the Tables 2 and 3 are given in bold. Most of the values of the quality parameters clearly reveal that RKM provides superior outcomes to other three tested clustering algorithms. The graphical representation of the average quality parameters (recorded in Table 3) is also showed in Figure 4. The average execution times of the four clustering algorithms over 30 images are also presented in Table 3. KM needs least computational effort. RKM takes the largest execution time in the same environment.

4 Conclusion

This paper presents a Rough K-Means (RKM) based clustering algorithm in CIELab color space for leaf image segmentation of rosette plants. The proposed RKM based technique is compared against two well-known conventional clustering algorithms namely K-Means and Fuzzy C-Means. An entire dataset of 30 images have been used for this experiment. Experimental results here reveals that the RKM based clustering algorithm outperforms the others and delivers the best outcomes in both the visual as well as numerical analysis for the utilized segmentation parameters. The main three limitations of the proposed method are noise sensitivity, local optima trapping and large computational time. If researched further, it can be possible to analyze the plant’s growth or to detect any visually identifiable signs of disease or damage, or any possible visual anomaly. These results encourage further research in the improvement of RKM for image segmentation such as incorporation of nature-inspired optimization algorithms to overcome local optima trapping problem [8] [4].
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