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Abstract

Multiple sound source localization is a hot issue of concern in recent years. The Single Source Zone (SSZ) based localization methods achieve good performance due to the detection and utilization of the Time-Frequency (T-F) zone where only one source is dominant. However, some T-F points consisting of components from multiple sources are also included in the detected SSZ sometimes. Once a T-F point in SSZ is contributed by multiple components, this point is defined as an outlier. The existence of outliers within the detected SSZ is usually an unavoidable problem for SSZ-based methods. To solve this problem, a multi-source localization by using offset residual weight is proposed in this paper. In this method, an assumption is developed: the direction estimated by all the T-F points within the detected SSZ has a difference along with the actual direction of sources. But this difference is much smaller than the difference between the directions estimated by the outliers along with the actual source localization. After verifying this assumption experimentally, Point Offset Residual Weight (PORW) and Source Offset Residual Weight (SORW) are proposed to reduce the influence of outliers on the localization results. Then, a composite weight is formed by combining PORW and SORW, which can effectively distinguish the outliers and desired points. After that, the outliers are removed by composite weight. Finally, a statistical histogram of DOA estimation with outliers removed is used for multi-source localization. The objective evaluation of the proposed method is conducted in various simulated environments. The results show that the proposed method achieves a better performance compared with the reference methods in sources localization.
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1 Introduction

Multiple sound source localization is a hot subject in audio signal processing and has gained extensive attention over decades for its vital role in various audio applications. An accurate estimation of sound source location can be applied in robotics [1], sound source separation [2, 3], hearing aids [4], human-machine interaction [5], and so on. The main task of multiple sound source localization is to obtain the position of sources in the acoustic scene by using observed signals from several sensors without knowing the information of sound sources and the generation process of the received signals. Generally speaking, the existing localization methods can be roughly divided into four categories. The first ones are based on the time difference of arrival (TDOA) and its extensions [6–8]. Various TDOA-based methods, including CC (cross-correlation), GCC (generalized cross-correlation), and MCCC (multichannel cross-correlation), were developed to solve the localization problem. However, these methods still suffer from the accuracy decline caused by ambient noise and reverberation. The robustness of the TDOA-based methods can be improved from three aspects [9]: incorporate priori knowledge to ameliorate the performance, increase the number of sensors to take advantage of the redundancy, and take the reverberation into account in signal model to improve the accuracy of TDOA. While limited by the practical application scenarios, priori knowledge is not always available [10] and the number of microphones set up in the space is usually restricted. Lots of the methods...
introduce reverberation in modeling while their performance still degrades inevitably when reverberation time increases.

The spectral estimation techniques are also used in multi-source localization, some of the representative methods include multiple signal classification (MUSIC) [11–13] and estimation of signal parameters via rotational invariance (ESPRIT) [14] algorithms. MUSIC is one of the famous subspace based methods for multi-source direction of arrival (DOA) estimation under super-deterministic conditions (i.e., the number of microphones is greater than the number of sound sources) [15, 16]. The MUSIC algorithm exhibits high resolution and is applicable for an array of arbitrary geometric shapes. A direct path dominance (DPD) test [17] based method is adopted to perform DOA estimation by cross-spectrum matrices. In this method, a focusing process is added to localize multiple sources using array with arbitrary configuration. Nevertheless, since the entire array manifold needs to be searched to find the steering vectors which are orthogonal to the noise subspace, most of spectral estimation techniques has poor computational efficiency [18]. Besides, the MUSIC-based methods need to know the number of sources in advance. Due to the sparseness of speech signals, the number of simultaneously active sources is not consistent in broadband, which make them not suitable to deal with broadband sources.

The third one is based on the independent component analysis (ICA), which is usually used to deal with the linear instantaneous mixtures. The convolutive blind source separation problem can be solved by transforming the problem into the frequency domain [19–22]. Recently, ICA-based methods have also been adopted to conduct multi-source localization [23–25]. As mentioned in [26], the ICA-based methods can be used in the Time-Frequency (T-F) domain to carry out the multi-source localization task so long as the number of dominant sources does not exceed the number of microphones in each T-F zone, which means that the requirement for the number of microphones becomes more relaxed.

For the last category, sparse components analysis (SCA) is applied to locate multiple sound sources. Most of the SCA-based methods rely on the w-disjoint orthogonal assumption [27]. In this assumption, there are usually some T-F zones, where only one source is active or dominant, exist, even if multiple sources sound simultaneously. These specific T-F zones are called single source zone (SSZ). According to [26], it has been proved that using T-F points within the detected SSZs to conduct multi-source localization can obtain high accuracy. Moreover, [28] proposed a DOA estimation method using a sound field microphone to realize highly accurate positioning. The SCA-based methods include not only the detection of “zone” level sparse components but also “point” level sparse components. These “point” level sparse components are the T-F points, which are called the single source point (SSP), where only one source is active or dominant. The methods that use SSP to perform multiple source localization are called the SSP-based methods [29–33]. The SSP detection methods include but are not limited to the coherent test based method [29], the energy threshold based method [31], and the energy decomposition based method in [32]. Recently, methods base on the phase feature of real and imaginary parts of mixture TF vectors have also been proposed. The method proposed in [33] falls into the last category which detects the low-reverberant single-source (LRSS) points to perform multi-source localization and achieves localization results with high accuracy. Different from these methods which focus on the extraction of sparse components from recorded signals, other methods aim to find the model that fitting the observed distribution [34]. All the methods mentioned above can achieve a good localization performance in simple acoustic scenarios (i.e., an acoustic scenario with low reverberation time and a low number of sound sources). However, as the number of sources or the reverberation time increases, the localization performance of both SSZ-based methods and SSP-based methods declines. For SSP-based methods, there could be many outliers, which contain the wrong localization information, mixed in with the detected results. For example, the outliers can be T-F points consist of multiple components with the same phase which cannot be discriminated by the phase-based SSP detection method. And the outliers can also be composed of a single reflection component that cannot be identified by both energy-based and phase-based criteria. As for the SSZ-based methods, in addition to the same problem as SSP-based methods, there are always some sources with relatively less DOA estimates in the histogram which are hard to be detected through peak searching. This kind of sources is called Statistically Weak Sources (SWS) and the other sources are called statistically dominant sources (SDS) [35]. A Statistically dominant source component removal (SDSCR) algorithm is proposed in the same paper to solve this problem. It has been proved that the SDSCR method can always obtain better localization results. However, the increasing number of outliers caused by multiple sources and high reverberation time is still unsolved and could lead to a significant decrease in localization accuracy.

In this paper, the problem of SSZ-based methods mentioned above has been proved by verification experiments. This problem can be summarized as: there is an
inevitable presence of outliers in detected SSZs which leads to the decreasing accuracy of localization. To solve this problem, a new assumption has been proposed in this paper: since the distribution of outlier within SSZ is sparse and the DOA estimates of outliers are randomly distributed, the average direction calculated by the T-F points inside SSZ does not far away from the location of sound source. Referring to this assumption, a residual based weighting idea has been proposed and applied in the SSZ-based method to realize a robust multi-source localization method for the reverberation environment.

In the proposed method, two residual measurements are introduced to weaken the adverse effect brought by outliers. Among them, the residual measurement used in the outlier detection part aims to evaluate the angular difference, which is also called the offset, between the direction estimated by each T-F point and the average direction estimated by their corresponding SSZ. This measurement is named as “point offset residual measurement.” The second proposed residual measurement, which is called “source offset residual measurement,” is mainly used to measure the offset between the DOA estimated by T-F point and the coarse localization of their corresponding sound sources. Each of the residual measurement corresponds to a weight that is applied in the localization process. According to the residual measurement, they derivate from, they are named as “Point Offset Residual Weight” (PORW) and “Source Offset Residual Weight” (SORW), respectively. Both two weights have the characteristic that they give low values to outliers while high values for desired T-F points. Based on this characteristic, these false detections of outliers would be weighted and suppressed. Different from the traditional methods which give both outliers and desired T-F points a weight of 1 in the statistical histogram of DOA estimations, the proposed method combines two weights mentioned above to produce the histogram refer to the contribution of each T-F point in the direction of their corresponding actual source. It should be mentioned that the proposed method can be applied to a variety of array setups. The PORW can be applied to all the SSZ-based methods. The SORW can be applied to the methods where histograms are plotted to perform DOA estimation. At last, the advantages of the proposed method over traditional methods and its robustness in various environments are verified by several sets of objective and subjective experiments.

2 Modeling and angular calculation

In this section, the basic model of signals received by sound field microphone is introduced. Then, the SSZ detection criterion for T-F zones and B-format transformation, angular calculation for T-F points is reviewed.

2.1 The SSZ detection using sound field microphone

In this paper, the sound field microphone [28], which is the array of directional microphones, is used to record the sound signals. A sound field microphone consists of four closely placed cardioid microphone capsules. Since the distance between source and microphone is much larger than that between different microphone capsules, these microphone capsules can be regarded spatially coincident with respect to a sound source. Under this condition, the recorded signals from different channels also have no delay in time domain. The recorded signals of four channels are represented as \([s_1, s_2, s_3, s_4]\) which are corresponding to the microphone capsules pointing at front left up (FLU), front right down (FRD), back left down (BLD), and back right up (BRU), respectively. Assume an acoustic environment contains Q sources with reverberation and noise, the signals recorded by sound field microphone after short time Fourier transform (STFT) are modeled as the formula below:

\[
s_p(n, k) = \sum_{i=1}^{Q} h_{i,p}(k) x_i(n, k) + r_{ev}(n, k) + v_{eq}(n, k)
\]  

where \(p \in \{1, 2, 3, 4\}\) is the index of the microphone capsule. The signals from \(i\)th source in the frame \(n\) and frequency number \(k\) are represented as \(x_i(n, k)\). \(h_{i,p}(k)\) is the transfer function between \(i\)th source to the \(p\)th microphone capsule. The signals received by \(p\)th microphone capsule from sound field microphone are represented as \(s_p(n, k)\). Since the reverberation components consist of signals from different sound sources in various of T-F points, this part of received signals is simplified as \(r_{ev}(n, k)\). The noise components are represented as \(v_{eq}(n, k)\). It should be mentioned that because of the spatially coincident characteristic of the different microphone capsules, the recorded signals from four capsules of the sound field microphone have close-to-equal phase while different amplitude. Following equation should also be satisfied:

\[
\frac{h_{i,p}(k)}{\left|h_{i,p}(k)\right|} = \frac{h_{i,q}(k)}{\left|h_{i,q}(k)\right|}
\]

Meanwhile, if T-F point \((n, k)\) only consists of the direct component from a single source, the following equation should also be satisfied:

\[
\frac{s_p(n, k)}{\left|s_p(n, k)\right|} = \frac{s_q(n, k)}{\left|s_q(n, k)\right|}
\]

Where \(p, q \in \{1, 2, 3, 4\}\) \((p \neq q)\) represent the index of the sound field microphone channel. Since the signals from different channels of sound field microphone should have the same phase character, which means the signal waveform within SSZ in different channels should
have high similarity. A SSZ detection criterion [26] is proposed based on this characteristic, which uses the normalized cross-correlation (NCC) coefficient between signal between channels to detect SSZ. The NCC coefficient between channel \( p \) and \( q \) in the T-F zone \( Z \) is defined as follow:

\[
r_{pq}(Z) = \frac{R_{pq}(Z)}{\sqrt{R_{pp}(Z)R_{qq}(Z)}}
\]

(4)

where \( p, q \in \{1, 2, 3, 4\} \) \((p \neq q)\) denotes the index of the channel and \( Z \) denotes the T-F zone whose size is customized by user. \( R_{pq}(Z) \) is cross-correlation coefficient given as follow:

\[
R_{pq}(Z) = \sum_{(n,k)\in Z} |s_p(n,k)s_q(n,k)|
\]

(5)

When there are no reverberation components or noise components in the T-F zone used for analysis, all the T-F points within the T-F zone consist of the signals from the same source through the direct path, the result of (4) should satisfy \( r_{pq}(Z) = 1 \), while it is hard to realize in the actual experimental environment so the criterion is relaxed as below:

\[
r_{pq}(Z) > 1 - \varepsilon
\]

(6)

where \( \varepsilon \) is an empirical threshold set by user according to the practical scenario. This threshold should guarantee that enough T-F zones are detected to perform the localization; meanwhile, most of the T-F zones contaminated by reverberation and interference sources should be removed.

### 2.2 Angular calculation for T-F points

The signals received by the sound field microphone directly are called the A-format signals. In previous work [35], a simple and intuitive angular calculation method has been proposed where A-format signals need to be changed into B-format signals. The B-format signals consist of four channels which are represented as \([s_w, s_x, s_y, s_z] \), and the transformation operation can be expressed as the formula below:

\[
\begin{align*}
    s_w(n,k) &= s_1(n,k) + s_2(n,k) + s_3(n,k) + s_4(n,k) \\
    s_x(n,k) &= s_1(n,k) + s_2(n,k) - s_3(n,k) - s_4(n,k) \\
    s_y(n,k) &= s_1(n,k) - s_2(n,k) + s_3(n,k) - s_4(n,k) \\
    s_z(n,k) &= s_1(n,k) - s_2(n,k) - s_3(n,k) + s_4(n,k)
\end{align*}
\]

(7)

where \( s_w \) is the signal received by the omnidirectional channel, and \([s_x,s_y,s_z] \) are the signal received by three channels correspond to the Cartesian coordinate.

As mentioned in [28], if a T-F point only consists of the direct component from a single source \( i \) and no reverberation components are involved, the model of received B-format signals from sound source \( i \) can be represented as:

\[
\begin{align*}
    s_w(n,k) &= \sqrt{2} x_i(n,k) \\
    s_x(n,k) &= \cos \gamma_i \cdot \cos \mu_i x_i(n,k) \\
    s_y(n,k) &= \sin \gamma_i \cdot \cos \mu_i x_i(n,k) \\
    s_z(n,k) &= \sin \gamma_i x_i(n,k)
\end{align*}
\]

(8)

Where \( x_i(n,k) \) represents the signals from source \( i \) in the frame \( n \) and frequency number \( k \), \( \mu_i, \gamma_i \) are the azimuth and elevation of \( i \)th sound source, respectively. And thus, the localization of sound source \( i \) can be calculated. For simplicity, the formula below only calculates the azimuth of source \( i \):

\[
\mu(n,k) = \tan^{-1}\left( \frac{\text{Re}\{s_y^*(n,k)s_y(n,k)\}}{\text{Re}\{s_y^*(n,k)s_z(n,k)\}} \right)
\]

(9)

where \( \text{Re}\{\cdot\} \) represents the operation of taking the real part, and * denotes conjugation. Since the azimuth calculation process depends on the ratio of B-format signals from \( x, y \) channels, which means that for the T-F points with a similar direction of the vector \([s_x,s_y]\), the DOA estimations should have similar results. This particular trait is applied afterward to calculate the weight.

It should be noted that both (8) and (9) assume only one source is active in the T-F point \((n,k)\) for simplicity. However, there are many T-F points contain reverberation components and/or multi-source components. That means there are more parameters and the components from multiple source in (8) which cannot be eliminated by the division in (9), which causes the decline of the localization accuracy.

### 3 Problem statement and the proposed point offset residual weight

As mentioned in the last section, the degradation of localization performance is mainly caused by the reverberation components and/or multi-source components. Once the estimated direction \( \hat{\mu}(n,k) \) for T-F point \((n,k)\) has a large difference to the directions of actual sources, this specific T-F point is defined as an outlier. In this section, the problem caused by the outlier is verified by experiments. After analyzing the reason causes this problem, a relaxed assumption is proposed to solve the problem. In this assumption, the direction estimated by all the T-F points in a detected SSZ is assumed to be much closer to the actual sources’ direction than that for the outliers. Refer to this assumption, the point offset residual measurement is introduced to measure the
angular difference between the direction estimated by all the T-F points within the detected SSZ and the direction estimated by each of them. Then, the point offset residual weight is calculated for the actual application.

3.1 Problem statement
In general, the SSZ-based methods use the relevance feature of the T-F zone to detect SSZ. Then, the T-F points within detected SSZ are used to perform multi-source localization. The SSZ-based methods could usually obtain a good performance. However, with the increase of reverberation time and/or the increase of the source number, the localization accuracy of SSZ-based methods is declining. This is mainly caused by the increasing ratio of outliers mixed in the detected SSZ. As this ratio increases, the wrongly counted number of sources could lead to the significant decrease in localization accuracy. To confirm the presence of outliers in the detected SSZ, a group of experiments is conducted.

In these experiments, the statistical analysis of DOA estimates for each T-F point within detected SSZ is performed using 100 sound source segments with a length of 8s from the NTT [36] database. The angle between sources is settled as 60°. The experiments are divided into two cases: changing the number of sound sources and reverberation time. As for the experiments of changing the number of sources, the source number is selected as \{2, 3, 4, 5\} in an anechoic room. For the experiments of the changing of reverberation time, two sources are active simultaneously in the rooms with a reverberation time of 0 ms, 150 ms, 300 ms, and 450 ms, respectively. In these experiments, the SSZ is detected under four different thresholds of NCC, which means that the parameter from formula 6 mentioned above is chosen from \{0.1, 0.25, 0.4, 0.55\}. Among all the T-F points in the selected SSZs, the outliers are defined as the T-F points whose DOA estimations’ deviation from the direction of the actual source by more than 20°. On the contrary, the rest of the T-F points within the detected SSZ are defined as the desired T-F points. The threshold of 20° is an empirical threshold chosen according to the informal experiments. The outlier ratio \( \eta \) is calculated as follow:

\[
\eta = \frac{\sum_{\tau=1}^{\kappa} N_o(Z_\tau)}{\sum_{\tau=1}^{\kappa} N_a(Z_\tau)}
\]

where \( \kappa \) is the number of the detected SSZ, \( Z_\tau \) is the \( \tau \)th detected SSZ, \( N_o \) is the outliers’ number in \( Z_\tau \) and \( N_a \) is the size of \( Z_\tau \). The ratio of outliers in the different condition is given in Fig. 1a and b.

From Fig. 1, a visible trend can be found that the proportion of outlier is increasing with the number of source and the reverberation time. Besides, the increase in the outlier ratio caused by reverberation is much greater than that caused by the increase in source number. More specifically, we take the blue labeled (i.e., \( \varepsilon = 0.1 \)) data in Fig. 1a as an example, when the room is anechoic with two sources, only 14.3% of outliers are mixed in the detected SSZ. When the number of sources rises to five, the ratio of the outlier is 28.6%, which means that despite the increase of the outlier ratio, most of the detected T-F zones are still dominant by only one source. However, the situation is quite different in the presence of reverberation. We still take the blue labeled

![Fig. 1 Statistical analysis for outliers’ ratio in different conditions. (a) Different source number in anechoic room. (b) Two sources with different reverberation time.](image-url)
data for analysis, in Fig. 1b, compared with the outlier ratio of 14.3% in the anechoic environment, the outlier ratio increases to 44.1% with 150 ms of reverberation. When the reverberation is 450 ms, the outlier is an account for 63.6% of the total T-F points within detected T-F zone which means the components carry the directional information of actual sources are overwhelmed by other components with a high possibility.

On the other hand, it can be found that the change of threshold can hardly decrease the ratio of outliers significantly. From both Fig. 1a and b, the red and green labeled data (i.e., \( \varepsilon = 0.4, \varepsilon = 0.55 \), respectively) always obtained a higher ratio of outliers than blue and orange labeled data (i.e., \( \varepsilon = 0.1, \varepsilon = 0.25 \), respectively), which means that the increase of the threshold could increase the ratio of outliers in the detect T-F zone. However, even lower the thresholds means fewer outliers are included in the detected T-F zone, the strict threshold also makes fewer T-F zones can be detected, which could lead to insufficient data for analysis. Above all, the change of the SSZ detection threshold could not reduce the number of outliers effectively, and the outliers are always existing in the detected SSZ.

### 3.2 The analysis for the cause of these outliers

From the description above, the outliers always exist in the detected SSZs, and the reasons for the presence of these outliers are analyzed as follows:

- The SSZ-based methods apply the zone-level characteristics to discriminate T-F zones dominated by only one sound source, and this leads to negligence in the performance of the individual T-F points. Even though the outliers may carry multiple sound components, these redundant components could hardly pull down the NCC of the whole T-F zone and that specific T-F zone can still be recognized as SSZ.
- In order to guarantee that enough SSZs are detected for the localization, the SSZ detection threshold \( \varepsilon \) should be relaxed. However, the relaxed threshold could also mean a large ratio of outliers mixed in with the detection result.

In conclusion, the existence of the outlier in the detected T-F zone is an unavoidable problem for SSZ-based methods and this problem gets worse as the reverberation time and source number increase.

### 3.3 The proposed point offset residual measurement

From the former section, we found that there are always outliers exist in the detected SSZs and the change of the SSZ detection threshold can hardly change the proportion of outliers. To solve this problem, a new assumption is proposed in this section: the DOA estimations using outliers are far away from the direction of the actual source. While the DOA estimations using all the T-F points within detected SSZ are much closer to the direction of the actual source. A set of experiments are conducted to verify this assumption. In this experiment, the root mean squared error (RMSE) is used to measure the error between estimate direction and true direction, which is defined as:

\[
RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (\hat{\mu}(i) - \mu_j)^2}
\]

where \( m \) represents the number of estimated directions. \( \hat{\mu}(i) \) is the \( i \)th estimated direction and the direction of its corresponding source is \( \mu_j, j \in \{1, 2, ..., Q\} \), \( Q \) is an integer and presents the number of actual sources.

Three sets of directional estimation are used to calculate RMSE; the first set consists of the directions estimated by taking the average of all the T-F points within each SSZ while the second set is the average of directions estimated by outliers. The third one is the directions estimated by each outlier. The same experimental data and simulation environments as the experiments performed above are used. The results are shown in Fig. 2a and b.

In Fig. 2, the lines with blue and square marks are the RMSE of directions estimated by each outlier, and the line with green circle representing the RMSE corresponding to the average direction of the outliers within the detected T-F zone. The line with a label of orange and triangle is the RMSE of the direction estimated by all the T-F points from each SSZ. In both figures, the direction estimated by each SSZ is the closest to the actual direction. While the direction estimated by each outlier obtain the biggest RMSE. The same result can be obtained in a variety of environments which proves the proposed assumption.

Besides, the reason causes this phenomenon could also be found in this figure. The reason for the low RMSE of SSZ is not only because of the introduction of desired points. From Fig. 2, it can be found that in the same situation, the green line is lower than the blue line which proves that taking average of outliers also contributes to the decrease of RMSE.

Refer to the assumption mentioned above, a conclusion can be obtained: once the offset between the direction estimated by a T-F point and the direction of its corresponding SSZ is large; this specific T-F point has little contribution to the localization. Based on this conclusion, a measurement called point offset residual measurement is introduced to evaluate the distance
between the direction estimated by SSZ and every T-F point. The point offset residual measurement is defined as:

\[ M_p(n,k) = \frac{\langle \mathbf{V}(Z) \cdot \mathbf{V}(n,k) \rangle}{\| \mathbf{V}(Z) \| \| \mathbf{V}(n,k) \|} \]  \hspace{1cm} (12)\]

where \( \langle \rangle \) is the symbol of the inner product operator, and \( \| \| \) denotes Euclidean norm. \( \mathbf{V}(n,k) \) is a vector formed by B-format signal in \( (n,k) \), \( \mathbf{V}(n,k) = [s_y(n,k), s_x(n,k)] \), \( [\cdot] \) represents taking the transposition of the vector. \( \mathbf{V}(Z) \) is a vector formed by B-format signals in \( Z \), which is given as:

\[ \mathbf{V}(Z) = \sum_{(n,k) \in Z} \frac{\mathbf{V}(n,k)}{K \| \mathbf{V}(n,k) \|} \] \hspace{1cm} (13)\]

where \( K \) represents the number of T-F points in the detected SSZ. According to the description below (9), the vector consists of B-format signals is corresponding to the estimated direction. That is why these vectors are introduced to measure the angular difference between SSZ and the T-F points.

The reason that the vector projection is used as the measurement is described as follows: In complex acoustic environments, most of the T-F points contain multiple components which can be seen as the superposition of plane waves. From the perspective of spatial geometry, if the microphone is recognized as a point in the space, then each of the plane waves corresponds to a vector. Thus, the signals received in a T-F point can be recognized as the composite vector, and formula 12 can be regarded as the projection of the vector. More specifically, the vector of each T-F points is projected onto the direction estimated by their corresponding SSZ to measure the contribution of each point in the direction of their corresponding SSZ. On the other hand, outliers could also contain the contribution of components from the source directly which is overwhelmed by reverberation components, and the proposed PORW is used to measure this contribution.

3.4 The proposed point offset residual weight

This proposed measurement calculates the orthogonal projection of each T-F point signal vector on SSZ average signal vector which aims to describe the offset between the direction of SSZ and the direction estimated by each T-F point. However, this measurement only describes the offset between the direction of SSZ and the directions of the points within it, which can be used to measure the contribution but not represent it. Therefore, a normalization step is necessary to change the angular difference into weight, which could represent the contribution of a T-F point and be directly assigned to a point. The point offset residual weight (PORW) is defined as:

\[ W_p(n,k) = 1 - \cos^{-1} \left( \frac{M_p(n,k)}{\pi} \right) \] \hspace{1cm} (14)\]

It should be noted that the higher PORW is given to the T-F points who have a higher contribution to the direction estimated by SSZ.
Since the direction estimated by SSZ is much closer to the direction of the actual source than the direction estimated by outliers. The proposed PORW should have a characteristic that a higher value for desired points, while a lower value for outliers. A set of experiments are conducted to verify this characteristic. The experimental data and simulation environment are the same as the experiment mentioned above. In this experiment, the average weights of four kinds of T-F points are calculated. These four categories are named as: Desired points in the desired SSZ (DPDS), desired points in falsely detected SSZ (DPFS), outliers in falsely detected SSZ (OFDS), and outliers in desired SSZ (ODS). The specific name of points and SSZs in the categories is explained as follows, the desired point is the same as the desired T-F point mentioned above. The desired SSZ represents a detected SSZ whose direction error is less than 20°, while the falsely detected SSZ does not meet this condition. More specifically, we take DPDS as an example: the DPDS collects all the desired T-F points in the SSZ with a direction error less than 20° and then, the average of their given PORW is calculated. The results are given in Fig. 3.

In Fig. 3, it can be found that desired points obtain higher weights than the outliers in all the situations. As the reverberation time increase, the difference of PORW for outliers and desired points is decreased. More specifically, in the environment with a reverberation time of 150 ms, the average PORWs for DPDS and DPFS are 0.96 and 0.87, respectively. While for the ODS and OFDS, the average PORWs in the same situation are just 0.81 and 0.80, respectively. As the reverberation time increase, it can be found that the PORW of DPDS holds steady and the PORW of DPFS has declined while the average PORW of the desired TF point is still higher than that of outliers, which shows the robustness of the proposed PORW.

It should be mentioned that the DPFS represents the desired T-F point in falsely detected SSZ. The reason DPFS gets a higher weight than outlier is that the falsely detected SSZ contains outliers with different directions which could also far away from their corresponding SSZ’s direction. On the other perspective, the SSZ’s direction has a feature that it does not far away from the actual source’s azimuth. Even the falsely detected SSZ has a direction whose offset larger than the threshold, it still relatively closes to the true direction which brings a relatively high weight to the desired T-F points.

In summary, the proposed PORW can be used to attenuate the undesirable effects of outliers in SSZ-based methods. However, even the outliers’ effect can be weakened; the outliers themselves are hard to be removed by using a single weight. To remove the outliers, the second kind of weight is proposed in the following process and more details are described in the next section.

4 Proposed method
Based on the proposed PORW, a multi-source localization method is proposed and the flowchart is presented in Fig. 4. The whole method is described below:

Firstly, the SSZ detection is operated for the received A-format signals. Secondly, all T-F points in detected SSZ are converted into B-format to form the signal vector and calculate PORW for every T-F points. Thirdly,
the PORWs are used to weight the B-format signal vectors to weaken the effect of outliers. A more accurate DOA estimation of SSZ after weighing can be obtained. Then, based on these DOA estimations, the statistical source component equalization (SSCE) [37] is conducted to obtain the rough localization of sources. Later, the SORW is proposed for further reducing the effect of outliers. Follow by that, the SORW and PORW are combined as a composite weight which is used to remove the outliers and draw the histogram of DOA estimation. Finally, post-processing applied in [35] including KDE and peak searching is conducted to complete the multi-source localization.

Since the directional analysis of B-format signals can be performed relatively simply based on an energetic analysis of the sound field, the activity intensity [38] which shows the direction of the flow of energy is introduced to replace the vector formed by B-format signals. The corresponding formula is shown as follow:

\[
\begin{align*}
I_x(n,k) &= \frac{\sqrt{2}}{pc} \left[ \Re \left\{ s^*_w(n,k) s_x(n,k) \right\} \right] \\
I_y(n,k) &= \frac{\sqrt{2}}{pc} \left[ \Re \left\{ s^*_w(n,k) s_y(n,k) \right\} \right] \\
I_z(n,k) &= \frac{\sqrt{3}}{pc} \left[ \Re \left\{ s^*_w(n,k) s_z(n,k) \right\} \right]
\end{align*}
\]

where \( \rho \) and \( c \) are represented as the density of the medium and the speed of sound respectively and they are both constant. The representation of active intensity vector in the horizontal plane is \( I(n,k) = [I_x(n,k), I_y(n,k)] \).

More details of the proposed method are described below:

4.1 The blind weighting of T-F points
Based on the description of the active intensity mentioned above, the proposed assumption can be changed to:

- There are always outliers in the detected SSZ whose directions far away from the actual source.
- The SSZ’s direction is close to the direction calculated by the active intensity vector which contains the actual sources’ azimuth information while the directions calculated by using the outliers’ active intensity vectors have a big difference with the actual source’s direction.

Therefore, the direction estimated by SSZ and the activity intensity vector of all the T-F points within SSZ is used to obtain the PORW. Then, the obtained PORWs are combined with the active intensity vector to weaken the impact of outliers. A more accurate direction estimated by taking the average of the weighted active intensity vector in each SSZ can be obtained by the following formula:

\[
\hat{\mu}(Z) = \tan^{-1}\left( \frac{\Re \left\{ \sum_{(n,k) \in \mathbb{Z}} W_p(n,k) I_y(n,k) \right\}}{\Re \left\{ \sum_{(n,k) \in \mathbb{Z}} W_p(n,k) I_x(n,k) \right\}} \right)
\]  

The estimated direction of the SSZ can be used as guidance for statistical source component equalization.

4.2 Statistical sound source component equalization
The statistical sound source component equalization [37] aims to deal with the masking phenomenon caused...
by the excessive disparity in the number of T-F points each sound source belongs to. The sound sources are divided into two categories, the statistically weak sources (SWS) and the statistically dominant sources (SDS). The former is likely to be masked by the latter in the DOA statistical histogram because of their few corresponding T-F points. Four thresholds are set to distinguish the T-F points belong to the SDS and remove a part of them to make the SWS sufficiently obvious to be retrieved by post-processing. Although this step solves the problem of the masked SWS, the effect of outliers on the localization is instead amplified after this step because the removal of components from sound sources is equal to the enhancement of the outliers’ components.

4.3 The weighting of outliers under rough localization guidance

To solve the problem caused by the removal of SDS components, the source offset residual measurement is proposed. The peaks formed by outliers, which are called the pseudo-peaks, have some characteristics different from the peaks formed by actual sources’ components, which are called the true peaks. These characteristics can be summarized in two aspects: Firstly, the pseudo-peaks usually lower than the true peaks. Secondly, the pseudo-peaks locate differently in the histogram before and after smoothing due to the randomly distributed outliers. While the true peaks always have the same location in the histogram before and after smoothing. Based on these characteristics, the SORW is introduced to deal with the problem caused by pseudo-peaks, the formula is shown below:

$$M_s(n,k) = \min \left\{ \frac{\langle \hat{I}_i I(n,k) \rangle}{\| \hat{I}_i \| \| I(n,k) \|} \right\}$$ (17)

where $i \in [1, \hat{Q}]$ is the index of the estimated source, $\hat{Q}$ is the estimated number of sources (i.e., the pseudo-peaks are included), $\hat{I}_i$ is the active intensity vector of the T-F point that carries the azimuth information closest to the $i$th estimated azimuth.

Like the PORW, a normalization step is also necessary to the source offset residual measurement. Therefore, the source offset residual weight (SORW) is proposed to lower the pseudo-peaks in the statistical histogram which is defined as:

$$W_s(n,k) = 1 - \frac{\cos^{-1}(M_s(n,k))}{\pi}$$ (18)

Since the pseudo-peaks in smoothed histogram hardly correspond to local maximums formed by outliers in the DOA statistical histogram, the outliers who form the local maximum in DOA statistical histogram can hardly be given the highest SORW. While the T-F points with the accurate azimuth information could obtain a higher SORW due to the peaks formed by them have the same localization before and after the smoothing. Like the previous description, an experiment is conducted to verify the proposed SORW in different reverberation time using the same group of data, the average of SORW calculated by outliers and desired points is shown in Fig. 5:

It can be found that the SORWs which are given to the desired points are higher than that given to the outliers in different reverberation time. With these experimental results, SORW can be proven effective to distinguish the outliers and desired T-F points. Although the SORW can be easily integrated into other localization frameworks, it should be noted that the SORW is based on the rough localization using PORW. That means the calculation of PORW is a necessary step for the obtaining of SORW. A detailed explanation would be given in the next section combining with the experiments.

4.4 The composite weight based post-processing

In this section, the proposed PORW and SORW are combined into one composite weight, the formula is shown below:

$$W_c(n,k) = W_p(n,k) \cdot W_s(n,k)$$ (19)

The experiment is also conducted to evaluate the composite weight and Fig. 6 shows the results:

Experimental results show that both outliers and desired points have lower composite weights compared with the results of SORW but the outliers still get weights much lower than desired points. According to the analysis above, both PORW and SORW can distinguish the desired points and outliers by giving a lower weight to outliers which means that the composite weight should have a better performance. To verify this conclusion, the difference between the weights given to outliers and desired points are calculated by using PORW, SORW, and composite weight. The results are shown in Fig. 7.

It can be found that the composite weight has the highest difference between outliers and desired points in all the simulation environments and the conclusion mentioned above is proved. Due to its high efficiency to discriminate outliers, the composite weight is used to remove the outliers and draw the histogram for the final localization. The desired points should satisfy the equation given as follow:

$$W_c(n,k) \geq 1 - \delta$$ (20)

where $\delta$ is an empirical threshold set by uses according to the application scenario and the T-F points that do
Fig. 5 SORW of desired points and outliers with different reverberation time

Fig. 6 Composite weight of desired points and outliers with different reverberation time
not satisfy this equation are recognized as outliers and their weights are assigned a value of 0. The histogram is drawn using the following formula:

\[ Y(\mu) = \left\{ \hat{\mu}(n,k) \right\} = \mu \left[ \sum W_c(n,k) \right] \]  

(21)

where \( \mu \in [1,360] \), \((n,k) \in \mathbb{Z}\) is the angle in the histogram and \( \mathbb{Z} \) represents the set of all the detected SSZ after equalization. The composite weight can be integrated into the histograms of SSZ-based methods. After that, the post-processing applied in [35] is used to perform the localization by KDE and peak searching.

5 Results and discussion

In this section, experiments are conducted to evaluate the performance of the proposed method. The experimental validation includes two aspects: the comparison between the localization results using different proposed weights and the comparison between different methods. The experiments are conducted in both simulation and actual environments, the experimental environments and reference methods is introduced as follows:

5.1 Experimental environments and reference methods

The simulation experiments were realized by using ROOMSIM package [39]. The simulation room used for experiments is uniformly set as a cube with a length of 6 m, a width of 3 m, and a height of 2 m. The sound field microphone is set in the center of the simulated room and the sources are set around the microphone with a distance of 1 m. It is noted that the elevation angle and the azimuth have the same calculation process except for the different channels of B format signals are selected. For the convenience of explanation and calculation, the elevation is set as 0° and not involved in the localization. It also means that the height of the sources is the same as that of the microphone. The original speech signals are chosen from the Chinese sub-database from the NTT database [36]. The other parameters include but are not limited to the thresholds for STFT or SDSCR algorithm is shown in Table 1.

It should be noted that \( \varepsilon_p \) is the threshold for the peak searching on post-processing. The different values for the minimum difference threshold \( \varepsilon_a \) are set based on the prediction of the minimum possible distance between sound sources, in the experiments of changing separation of sources, the minimum difference threshold is changing with the separation of sources. As for the

| Parameter                              | Value    |
|----------------------------------------|----------|
| Sampling frequency of speech source    | 44.1kHz  |
| Overlapping in frequency               | 50%      |
| T-F zone width                         | 32       |
| SSZ detection threshold                | 0.25     |
| STFT length                            | 2048     |
| Minimum difference threshold (\( \varepsilon_a \)) | 50\,40\,30\,20 |
| Peak searching threshold (\( \varepsilon_p \)) | 0.001    |
| Outliers’ removal threshold (\( \delta \)) | 0.6      |
outliers’ removal threshold ($\delta$), which is introduced in this paper, is set according to the results of statistical experiments. Combing with the results in Fig. 6, it can be found that the threshold of 0.6 can distinguish the outliers and the desired points in most of the experiment settings.

As for the experiments using actual recorded signals, the signals are recorded in an acoustic chamber with a dimension of $4.5 \, \text{m} \times 3.5 \, \text{m} \times 2.8 \, \text{m}$. The reverberation time and background noise are estimated to be 400 ms and 28 dB, respectively. A Sennheiser Ambeo VR Mic was selected to record the signals. During the recording process, the microphone was set at the center of the room with a height of 1.8 m. Two male speakers were located 1.6 m away from the microphone.

The reference methods are selected from the representative methods of SSZ-based method [28], SDSCR algorithm [35], DPD [17] test based method and SSP-based method [33].

5.2 The statistical analysis for outliers’ ratio with different source number

Before calculating the accuracy of the localization under different experimental environments, a group of experiments is performed to verify the effectiveness of the proposed method in terms of outlier removal. In these experiments, the reverberation time is set as 150 ms and the separation between sources is set as 60°, and the minimum difference threshold is set as 50°. The number of sources is chosen from $\{2, 3, 4, 5\}$. The results are shown in Fig. 8:

It should be noted that the way to select outliers and calculate outlier’s ratio are the same as experiment shown by Fig. 1, which means that the DOA estimation is conducted for the points selected by the methods, once the DOA of a selected point has a deviation from the direction of the actual source by more than 20°, this point is recognized as an outlier. The outlier’s ratio is obtained by calculating the proportion of outlier within selected points. From Fig. 8, it can be found that as the number of source increases, the outlier’s ratio of all the methods increases. Among the points selected by all the methods, the points selected by proposed methods have the lowest outliers’ ratio, which proves the effectiveness of the proposed method in terms of outlier removal.

5.3 The evaluation of the proposed method in different reverberation time

In this section, the proposed method is evaluated in the environment with different reverberation times. Four kinds of room with different reverberation times are set by the adjustment of the absorption of the walls inside the room and the experiments are conducted in these room with the reverberation time of $\{150 \, \text{ms}, 300 \, \text{ms}, 450 \, \text{ms}, 600 \, \text{ms}\}$. Three sound sources with a separation of 60° are active simultaneously and the RMSE of the estimated localization of sources are calculated. The minimum difference threshold is set as 50° in this group of experiments. The results are shown in Fig. 9:

In addition to the obvious trends of increasing RMSE with increasing reverberation time, the proposed method using composite weight can usually obtain the lowest
RMSE. As Fig. 9a shows, when the reverberation time is set as 150 ms, the difference of RMSE between the proposed method and SSP is only 1.1 while this difference widens to 6.58 when the reverberation time increases to 600 ms which demonstrates the advantage of the proposed method against reverberation environments. Comparing to that, the difference in localization accuracy between the proposed method and SSZ is even larger, especially in the environment with high reverberation time. In the room with a reverberation time of 600 ms, the RMSE of SSZ is up to 34.1, which is 20.2 higher than the RMSE of the proposed method. This severe decline in the localization accuracy is mainly due to the incorrect counting of source number. It should be noted that the data used to evaluate the localization performance is selected only if at least one method has its sound source counting correct. More specifically, the correct counting of sources’ number means that the number of detected sources is equal to the number of actual sources. But in the complex acoustic environments, this criterion is too hard to realize for some methods, so this criterion has been relaxed. As long as all of the actual sources in the scenario have a corresponding localization estimation, and the error is not higher than the minimum difference threshold set above, the source counting is considered as a correct source counting result.

Since the traditional SSZ-based methods have poor robustness to the increase of reverberation time compared with SSP-based methods and the proposed method. In the scenario with severe reverberation interference, the SSZ-based method usually has the source counting problem more often than the proposed method which brings a huge difference in the localization accuracy.

Figure 9b aims to indicate that each step of the proposed method is necessary. It can be found that in this figure, the data with red mark always has a higher RMSE than the data with orange mark which means that the removal of PORW from the proposed method leads to a greater negative influence than removing SORW from the proposed method. As previously mentioned, the SORW is used to remove the pseudo-peaks consist of outliers based on the guidance of PORW. Once the PORW is not involved in the rough localization, the difference between pseudo-peaks and peaks consist of desired T-F points is shortened and it is possible that the peaks are wrongly removed. While the PORW is used in the blind weighing process which means that it can be used without the SORW. When the reverberation time is set as 150 ms and 300 ms, it only has little difference between the data marked yellow and the data marked orange because of the rare occurrence of pseudo-peaks in these scenarios. However, the absence of PORW does cause the localization accuracy decline in high reverberation scenarios. In the scenario with a reverberation time of 450 ms, the removal of SORW in the proposed method leads to the RMSE increase by 9.22, which means that the false detection of pseudo-peaks can cause a sharp decline of localization performance. It should be noted that when the reverberation time is 600 ms, this difference caused by removing SORW is 5.32, which is lower than that in the reverberation time of 450 ms. This phenomenon is caused by the increase in the error of the estimated directions when the reverberation time is 600 ms. The offset increase in the results with wrongly counted source number is not
significant compared to the offset increase in the results with the source number counting correctly. In conclusion, the SORW is based on the PORW which means that without PORW, the proposed method is hard to be established. Even the PORW can exist only by itself, the problem of pseudo-peaks still leads to a dramatic increase of error in high reverberation situations. Both SORW and PORW play necessary roles in the proposed method.

5.4 The evaluation of proposed method with different separation of sources
In order to validate the proposed method under multiple conditions, experiments are conducted in the scenario of changing sources’ separation. The reverberation time is set as 150 ms and the number of sources is three. The separations between sources are selected as {30°, 40°, 50°, 60°}. It should be noted that in this section, the minimum difference threshold used in SDSCR and post-processing changes with the separation of sources to simulate the changing of the pre-estimated minimum angle spacing between sources. The minimum difference threshold is set 10° lower than the separation between sources which means that the minimum difference threshold is select from {20°, 30°, 40°, 50°} corresponding to the separation between sources. The results are shown in Fig. 10:

From both figures in Fig. 10, the proposed method still has the lowest RMSE in all the scenarios. Apart from that, another trend in Fig. 10 is that in complex acoustic environments, the difference of RMSE for the proposed method and the reference methods is lower than that in Fig. 9. For example, in the room with a reverberation time of 600 ms, the difference of RMSE for the proposed method and the SSP is 6.58 while in the scenario that the separation between sources is 30°, the difference between the proposed method and the SSP is just 0.25. It should be noted that the reduction of separation between sources does not boost the reverberation components as the operation of increasing reverberation time does. The problem caused by the reduction of separation mainly lies in the difficulty in the peak searching part where the distance between adjacent peaks is too close and hard to be detected. That means a reasonable pre-estimated minimum angle spacing can help with this problem. Since peak searching is a necessary part of the post-processing, both the proposed method and reference method could benefit from the suitable minimum difference threshold setting. That lowers the RMSE difference between the proposed method and reference methods. Even so, the proposed method still has the lowest RMSE compared with both reference methods and the proposed method with one proposed weight removed, which demonstrates the validity of the proposed method in a variety of situations.

5.5 The evaluation of proposed method using noisy signals and actual recorded signals
The proposed method is further verified by using noisy signals and signals recorded in real environments.

For the experiments using noisy signals, the reverberation time is set as 450 ms. Three sources with a separation of 90° sound simultaneously in the simulated room and the minimum difference threshold is set as 70°. According to the setup of experiments, white Gaussian noise is
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noise is added to all the channels of the sound field microphone to create signals with different signal to noise ratio (SNR). In this set of experiments, the SNR is chosen from \{15\text{dB}, 25\text{ dB}, 35 \text{dB} \} to evaluate the performance of proposed method for different recorded signals. The results are shown in Fig. 11 below:

It can be found from Fig. 11 that with the increase of SNR, the RMSE of all the methods decline, while their decline rate varies. Figure 11a shows that when the SNR increase from 15 to 25 dB, the RMSE of the proposed method declines sharply from 10.9 to 6.8. Then the RMSE remains relatively stable when the SNR increases from 25 to 35 dB, which means that when the SNR is equal or lower than 25 dB, noise has little effect on the localization results. While for the other methods, it can be observed that their RMSE decreases constantly with the increase of the SNR, which indicates that among all the experimental situations, noise always has a great impact on the localization accuracy of the reference methods. A similar conclusion can be also obtained from Fig. 11b. In summary, the proposed method can achieve a better performance in processing noisy signals. More specifically, when the noise is moderately added into the signals (i.e., when SNR = 25 dB or 35 dB), the proposed method can effectively reduce the impact of noise, even the localization accuracy of the proposed method is degraded by the harsh effects of lower SNR (i.e., SNR = 15 dB), it still achieves better performance than the reference methods.

To further evaluate the performance of the proposed method, a series of experiments using actual recorded signals are conducted. The information about the acoustic chamber used in these experiments is given in the first part of the section. The locations of the speakers are set in advance, and the angle difference between sources is chosen from \{60°, 90°, 120°, 150°, 180° \}. The results are shown in Fig. 12:

Similar to the experiments conducted using simulation signals, the RMSE of all the methods increases with the decline of separation between sources. The proposed method also achieves better performance in all the experimental situations compared with reference methods and incomplete versions of the proposed method. It should be noted that the RMSE of all the methods using actual recorded signals is much larger than that using simulation signals. This is not only because both noise components and reverberation components exist in the actual recorded signals but also due to the unpredictable noise caused by the incomplete sound insulation of acoustic chamber or the stronger reflections from the objects such as devices in the room. Even so, the proposed method still has the lowest RMSE, which demonstrates the validity of the proposed method in actual environments.

6 Conclusions
In this paper, the unavoidable problem of outliers’ existence in the detected SSZs has been explained and verified. To solve this problem, an assumption based on the characteristic of the whole SSZ has been proposed. Refer to this assumption, each T-F point within SSZ is weighted by the PORW and SORW proposed in this
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paper to weaken the effect of outliers. Finally, the proposed PORW and SORW are combined as a composite weight to maximize the difference between the weight applied to the outliers and desired points, then the outliers are removed by an empirical threshold. The proposed method has been proved to achieve better performance over various experimental environments compared with the reference methods. Besides, the proposed method can be integrated into other localization frameworks making use of DOA histograms plotted by SSZ-based methods. The future work lies in the scientific selection of thresholds instead of using empirical thresholds.
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