Interaction effects on a Majorana zero mode leaking into a quantum dot
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We have recently shown [Phys. Rev. B 89, 165314 (2013)] that a non–interacting quantum dot coupled to a 1D topological superconductor can sustain a Majorana mode even when the dot charge is removed by a gate voltage. This is due to the Majorana bound state of the wire leaking into the quantum dot. Here we extend this previous work by investigating the low–temperature quantum transport through an interacting quantum dot connected to source and drain leads and side–coupled to a topological wire. We explore the signatures of a Majorana zero–mode leaking into the quantum dot for a wide range of dot parameters, using a recursive Green’s function approach. We then study the Kondo regime using numerical renormalization group calculations. We observe the interplay between the Majorana mode and the Kondo effect for different dot–wire coupling strengths, gate voltages and Zeeman fields. Our results show that a “0.5” conductance signature appears in the dot due to the presence of the Majorana mode, and that it persists for a wide range of dot parameters. The Kondo effect, on the other hand, is suppressed by both Zeeman fields and gate voltages. We show that the zero–bias conductance as a function of the magnetic field follows a well–known universality curve. This can be measured experimentally, and we propose that the universal conductance drop followed by a persistent conductance of 0.5 e^2/h are evidence for the presence of Majorana–Kondo physics. These results confirm that the Majorana signature in the dot remains even in the presence of the Kondo effect.

PACS numbers: 73.63.Kv, 72.10.Fk, 73.23.Hk, 85.35.Be

I. INTRODUCTION

The search for Majorana bound states in condensed matter systems has attracted significant attention in recent years. Most of these investigations have focused on a geometry involving a spin–orbit coupled semiconducting wire with proximity–induced topological (p–wave) superconductivity, tunnel coupled to a metallic lead. As it is well established theoretically, a finite 1D topological superconductor sustains zero–energy mid–gap Majorana bound states at its ends. Theory has predicted that these unpaired Majorana bound states—when the hosting superconductor is coupled to normal Fermi liquid leads—can give rise to a zero–bias anomaly in the linear conductance of the system. Mourik et al. were the first to report experimental signatures supporting this prediction in conductance measurements through superconductor/normal interfaces. Other theoretical and experimental studies have corroborated these findings and, more importantly, have also pointed out a number of alternative possibilities for the appearance of zero–bias anomalies in transport measurements, not at all related to Majorana bound states (e.g., the Kondo effect). A review of these interesting possibilities is provided by Franz in Ref. [13]

Alternate routes to realizing Majorana bound states have been proposed, involving magnetic atomic chains with spatially–modulated spin textures on the surface of s–wave superconductors. In this case, a helical texture emulates the effects of the Zeeman plus spin–orbit fields in the earlier proposals thus giving rise to Majorana bound states. More recently, a simpler ferromagnetic configuration using self–assembled Fe chains on top of the strongly spin–orbit coupled superconductor Pb has been realized experimentally. The chain ends were probed locally using STM in order to directly visualize the localized modes at the ends of the chain. This experiment is a major step forward in the Majorana search, as compared to previous experimental studies, because it provides the first spatially–resolved possible signature of this elusive state.

A quantum dot (QD) attached to the extremity of a topological wire can also be used to locally probe the emergent Majorana end states. In a previous work, some of us proposed a strategy for identifying these Majorana modes from QD transport measurements. In Ref. we found a pinning of the QD zero–bias conductance to 0.5 e^2/h for a wide range of gate voltages; we argued then that this conductance feature was quite distinct from the Kondo effect in quantum dots. In that study, however, we had restricted our calculations to a non–interacting spinless model. The natural question is then: How robust are those results in the presence of the Coulomb repulsion in the dot? In particular, how the conductance plateau produced solely by a Majorana mode in the non–interacting dot of our earlier work is modified by the Coulomb interaction in the dot, especially in the Kondo regime?

Recent studies have addressed the Kondo regime of a quantum dot coupled to a topological wire. For example, a thorough renormalization group analysis of the Kondo–Majorana fixed points were performed in Ref.
There is, however, significant disparity among their results: While Lee et al.\cite{Lee2012} and Chirla et al.\cite{Chirla2014} agree on the fractional (0.5 $e^2/h$) conductance, similar to what we have found in our previous work\cite{Zhang2015} for the non-interacting case, Cheng et al., in contrast, do not find this feature using a slave–boson mean–field approach (see, for instance Fig. 6(a) of Ref.\cite{Cheng2013}). Moreover, none of these studies\cite{Cheng2013,Chirla2014} have focused on the pinning of the conductance as the signature of the leaked Majorana mode in the dot. This is the central goal of our work.

To address the questions in the previous paragraphs, in this paper we perform a thorough study of the normal–lead–QD–quantum wire system shown schematically in Fig. 1(a). We start off with a realistic model for the wire that explicitly accounts for the Rashba spin–orbit interaction, proximity s-wave superconductivity, and a Zeeman term used to drive the wire from its trivial to its topological phase. We study this model with a recursive Green’s function method, using a decoupling procedure known as Hubbard–I approximation.\cite{Hubbard1977} This scheme allows us to describe the behavior of the QD for a wide range of parameters, in both the trivial and topological phases of the wire. However, the Hubbard–I approximation is known to fail when describing the low–temperature regime\cite{Kivelson2010} hence a non–perturbative treatment is needed. For this purpose we employ the numerical renormalization group (NRG). Because treating the full quantum wire within the NRG is inviable, we adopt a low–energy effective Hamiltonian\cite{Zhang2015} in which the realistic wire in its topological phase is replaced by only two Majorana end modes.

We find that in the interacting case, within the Hubbard–I approximation, the pinning of the Majorana peak persists for a wide range of gate voltages as long as the dot is empty. However, in the single–occupancy regime of the dot, our mean–field calculations predict that the pinning will be suppressed by Coulomb blockade when the spin up/down states are degenerate. By applying a large Zeeman field in the QD, we drive it into a spinless regime in which Coulomb blockade does not take place and the non–interacting character of the dot is restored with the pinning appearing for both occupied and unoccupied dot as described by our results in Fig. 1(g) of Ref.\cite{Zhang2015}

At low temperatures, in the absence of external Zeeman splitting in the dot, our NRG results demonstrate that the Majorana peak in fact appears also in the single–occupancy regime. The “leaked” Majorana mode co–exists with the Kondo effect for a QD at the particle–hole symmetric point, giving a total zero–bias conductance of 1.5 $e^2/h$.\cite{Cheng2013} In this situation, we also find that the Majorana–QD coupling strongly enhances the Kondo temperature. In contrast, detuning from the particle–hole symmetric point strongly suppresses the Kondo peak because of an effective Zeeman splitting induced in the QD by the Majorana mode.\cite{Zhang2015} However, the “0.5” Majorana signature is immune to the Zeeman splitting in the QD, so that, far away from the particle-hole symmetric point the “0.5” conductance plateau is restored. Further, the Kondo effect can be progressively quenched (even at the particle–hole symmetric point) by an external magnetic field. In this case the resulting zero–bias conductance vs. Zeeman energy follows a well–known universal curve. This universal behavior of the conductance for low magnetic fields and the persistent 0.5 $e^2/h$ zero–bias conductance at large magnetic fields, are unique pieces of evidence of the Majorana–Kondo physics in the hybrid QD–wire system. We emphasize that even though the phenomenology of interacting dots is much richer than that of their non–interacting counterparts, the new dot–Majorana resonance pinned to the Fermi level of the leads we have predicted in Ref.\cite{Zhang2015} appears in both case.

This paper is organized as follows: In Sec.\cite{I} we introduce the model for the QD–topological quantum wire system. The recursive Green’s function method is explained in Sec.\cite{II} and numerical results away from the...
Kondo regime are shown in Secs. III B and III C. We introduce a low–temperature effective model in Sec. IV and numerically demonstrate its equivalence to the full model in the topological phase. The properties of this model are then investigated using the NRG method in Sec. V. In Sec. VI we discuss the interplay between Majorana and Kondo physics at low temperatures. Finally, an experimental test for this interplay is proposed in Sec. VII. Our conclusions are presented in Sec. VIII.

II. MODEL

Our model consists of a single–level QD, modeled as an atomic site coupled to a finite tight–binding chain that represents the one–dimensional degrees of freedom of the quantum wire [Fig. I(a)]. The corresponding Hamiltonian is

\[ H = H_{\text{dot}} + H_{\text{leads}} + H_{\text{wire}} + H_{\text{dot–leads}} + H_{\text{dot–wire}}, \]  

(1)

where \( H_{\text{dot}} \) describes the isolated QD, \( H_{\text{wire}} \) is the Hamiltonian of the wire, and \( H_{\text{dot–wire}} \) couples them at one end of the wire. The operator \( H_{\text{dot–leads}} \) represents the tunnel coupling of the QD to source and drain metallic leads, which are necessary for transport measurements. The terms describing the QD and the metallic leads are given by

\[ H_{\text{dot}} = \sum_s \varepsilon_{0,s} c_{0,s}^\dagger c_{0,s} + U n_{0,\uparrow} n_{0,\downarrow}, \]  

(2a)

\[ H_{\text{leads}} = \sum_{\ell, k, s} \varepsilon_{\ell k, s} c_{\ell k, s}^\dagger c_{\ell k, s}, \]  

(2b)

\[ H_{\text{dot–leads}} = \sum_{\ell, k, s} \left( V_{\ell k} c_{\ell k, s}^\dagger c_{0, s} + V_{\ell k} c_{\ell k, s}^\dagger c_{0, s} \right), \]  

(2c)

where the operator \( c_{0, s}^\dagger \) (\( c_{0, s} \)) creates (annihilates) an electron of spin \( s \) in the QD. \( \varepsilon_{0, \uparrow} = \varepsilon_{\text{dot}} + V_g + V_{\text{Z}}(\text{dot}) \) and \( \varepsilon_{0, \downarrow} = \varepsilon_{\text{dot}} + V_g - V_{\text{Z}}(\text{dot}) \), where \( \varepsilon_{\text{dot}} \) is the QD energy level, \( V_g \) represents the level shift by an applied gate voltage, and \( V_{\text{Z}}(\text{dot}) \) is the Zeeman energy induced in the QD by an external magnetic field. Orbital effects from the magnetic field are neglected. The parameter \( U \) represents the energy cost for double occupancy of the QD due to Coulomb repulsion, and \( n_{0,s} = c_{0,s}^\dagger c_{0,s} \) is the QD number operator for spin \( s \). The operator \( c_{\ell k, s}^\dagger \) (\( c_{\ell k, s} \)) creates (annihilates) an electron with spin \( s \), momentum \( \ell \) and energy \( \varepsilon_{\ell k, s} \) in the left (\( \ell = L \)) or right (\( \ell = R \)) lead. The coupling constant between the QD and lead \( \ell \) is given by \( V_{\ell k} \), and the hybridization function is given by

\[ \Gamma(\varepsilon) = \pi \sum_{\ell k, s} |V_{\ell k}|^2 \delta(\varepsilon - \varepsilon_{\ell k}). \]  

(3)

The terms describing the quantum wire and the QD–wire coupling are

\[ H_{\text{wire}} = H_0 + H_R + H_{\text{SC}}, \]  

(4a)

\[ H_{\text{dot–wire}} = -t_0 \sum_s \left( c_{0,s}^\dagger c_{1,s} + c_{1,s}^\dagger c_{0,s} \right). \]  

(4b)

The chain operator \( c_{j,s} \) creates (annihilates) an electron of spin \( s \) at site \( j \), and the hopping constant \( t_0 \) couples the QD to the first site of the wire. The terms in \( H_{\text{wire}} \) are

\[ H_0 = \sum_{j=1,s}^{N} (-\mu + V_Z \sigma_z^j) c_{j,s}^\dagger c_{j,s} \]  

(5)

\[ -\frac{t}{2} \sum_{j=1,s}^{N-1} \left( c_{j+1,s}^\dagger c_{j,s} + c_{j,s}^\dagger c_{j+1,s} \right), \]

where \( \mu \) is the chemical potential, \( \sigma^z \) is a Pauli matrix, \( t \) is the nearest–neighbor hopping between the sites of the tight–binding chain, and \( t_0 \) is the hopping between the QD and the first chain site. The Zeeman splitting \( V_Z \) from an external magnetic field (orbital effects are neglected in the wire as well) is assumed to be applied along the \( z \)-axis, with the wire oriented along the \( x \)-axis.

In principle, \( V_Z \) can be different from \( V_Z^{\text{dot}} \) because of different effective \( g \)-factors in the wire and the QD.

The length of the wire is given by \( aN \), where \( N \) is the number of sites and \( a \) the lattice constant.

The Rashba–spin–orbit Hamiltonian is

\[ H_R = \sum_{j=1}^{N-1} \sum_{s,s'} (-it_{SO}) c_{j+1,s}^\dagger \hat{\sigma}_{s,s'} \times \hat{x} c_{j,s'} + \text{H.c.}, \]  

(6)

where \( t_{SO} = \sqrt{E_{SO}} \mu, E_{SO} = m^* \alpha^2 / 2h^2, m^* \) is the effective electron mass, and \( \alpha \) the Rashba spin–orbit strength in the wire. The proximity–induced \( s \)-wave superconductivity is described by

\[ H_{\text{SC}} = \Delta \sum_{j=1}^{N} \left( c_{j,\uparrow}^\dagger c_{j,\downarrow} + c_{j,\downarrow}^\dagger c_{j,\uparrow} \right), \]  

(7)

where \( \Delta \) is the (renormalized) superconducting pairing amplitude, assumed to be real for simplicity.

III. RECURSIVE GREEN’S FUNCTION CALCULATION

The physical quantity central to our results is the spin–resolved local density of states at any given site (including the QD site), defined as

\[ \rho_{j,s}(\varepsilon) = -\frac{1}{\pi} \text{Im} \langle \langle c_{j,s}; c_{j,s}^\dagger \rangle \rangle_{\varepsilon}, \]  

(8)
where \( \langle A; B \rangle \) is the retarded Green’s function of operators \( A \) and \( B \) in the spectral representation. We now present an iterative procedure for calculating this Green’s function for the Hamiltonian Eq. (4a), using the equation of motion method. 

Because of the spin-orbit coupling and the superconducting pairing in \( H_{\text{wire}} \) [Eq. (4b)], the equation of motion for Eq. (8) couples it to other types of correlation functions involving two creation operators. To accommodate all the needed Green’s functions we define the matrix

\[
G_{i,j}(\varepsilon) = \begin{pmatrix}
\langle\langle c_i^\dagger; c_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle c_i^\dagger; c_j \rangle\rangle_{\varepsilon} & \langle\langle c_i; c_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle c_i; c_j \rangle\rangle_{\varepsilon} \\
\langle\langle c_i^\dagger; c_j \rangle\rangle_{\varepsilon} & \langle\langle c_i; c_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle c_i; c_j \rangle\rangle_{\varepsilon} \\
\langle\langle c_i^\dagger; c_j \rangle\rangle_{\varepsilon} & \langle\langle c_i; c_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle c_i; c_j \rangle\rangle_{\varepsilon} \\
\langle\langle c_i^\dagger; c_j \rangle\rangle_{\varepsilon} & \langle\langle c_i; c_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle c_i; c_j \rangle\rangle_{\varepsilon}
\end{pmatrix}_{\varepsilon} = \begin{pmatrix}
\langle\langle \tilde{c}_i^\dagger; \tilde{c}_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i^\dagger; \tilde{c}_j \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i; \tilde{c}_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i; \tilde{c}_j \rangle\rangle_{\varepsilon} \\
\langle\langle \tilde{c}_i^\dagger; \tilde{c}_j \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i; \tilde{c}_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i; \tilde{c}_j \rangle\rangle_{\varepsilon} \\
\langle\langle \tilde{c}_i^\dagger; \tilde{c}_j \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i; \tilde{c}_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i; \tilde{c}_j \rangle\rangle_{\varepsilon} \\
\langle\langle \tilde{c}_i^\dagger; \tilde{c}_j \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i; \tilde{c}_j^\dagger \rangle\rangle_{\varepsilon} & \langle\langle \tilde{c}_i; \tilde{c}_j \rangle\rangle_{\varepsilon} \end{pmatrix}_{\varepsilon}.
\]

We start our iterative procedure by assuming that our system has only the two sites \( N \) and \( N - 1 \). Applying the equation of motion to the Green’s function \( G_{N-1,N-1}(\varepsilon) \) we obtain the Dyson equation (see detailed derivation in appendix A)

\[
G_{N-1,N-1}(\varepsilon) = \tilde{G}_{N-1,N-1}(\varepsilon) + \tilde{G}_{N-1,N-1}(\varepsilon) t G_{N,N-1}(\varepsilon),
\]

whose solution is

\[
G_{N-1,N-1}(\varepsilon) = [1 - \tilde{G}_{N-1,N-1}(\varepsilon) t \tilde{g}_{N,N}(\varepsilon) t^\dagger]^{-1} \tilde{G}_{N-1,N-1}(\varepsilon).
\]

In Eqs. (10) and (11),

\[
\tilde{G}_{N-1,N-1}(\varepsilon) = \begin{pmatrix}
\tilde{g}_{0,0}(\varepsilon) & \tilde{g}_{0,1}(\varepsilon) & \tilde{g}_{0,2}(\varepsilon) & \tilde{g}_{0,3}(\varepsilon) \\
\tilde{g}_{1,0}(\varepsilon) & \tilde{g}_{1,1}(\varepsilon) & \tilde{g}_{1,2}(\varepsilon) & \tilde{g}_{1,3}(\varepsilon) \\
\tilde{g}_{2,0}(\varepsilon) & \tilde{g}_{2,1}(\varepsilon) & \tilde{g}_{2,2}(\varepsilon) & \tilde{g}_{2,3}(\varepsilon) \\
\tilde{g}_{3,0}(\varepsilon) & \tilde{g}_{3,1}(\varepsilon) & \tilde{g}_{3,2}(\varepsilon) & \tilde{g}_{3,3}(\varepsilon)
\end{pmatrix}
\]

with the definitions \( \tilde{A}_{g,s}(\varepsilon) = [1 + i \Gamma \tilde{g}_{0,0}(\varepsilon)]^{-1} \), \( \tilde{A}_{h,s}(\varepsilon) = [1 + i \tilde{h}_{0,0}(\varepsilon)]^{-1} \), \( \tilde{g}_{0,0}(\varepsilon) = A_{g,s}(\varepsilon) \tilde{g}_{0,0}(\varepsilon) \) and \( \tilde{h}_{0,0}(\varepsilon) = A_{h,s}(\varepsilon) \tilde{h}_{0,0}(\varepsilon) \), where

\[
\tilde{g}_{0,0}(\varepsilon) = \frac{1 - \langle n_{0,s} \rangle}{\varepsilon - \varepsilon_{0,s}} + \frac{\langle n_{0,s} \rangle}{\varepsilon - \varepsilon_{0,s} - U},
\]

and

\[
\tilde{h}_{0,0,s}(\varepsilon) = \frac{1 + \langle n_{0,s} \rangle}{\varepsilon + \varepsilon_{0,s}} - \frac{\langle n_{0,s} \rangle}{\varepsilon + \varepsilon_{0,s} + U}.
\]

Note that this approach requires the self-consistent calculation of the various local expectation values appearing in Eq. (13), such as the occupation of the QD \( \langle n_{0,s} \rangle \), the spin–flip expectation value \( \langle c_{0,s} \rceil c_{0,s} \rangle \), and the pairing
fraction $\langle c^\dagger_{0,\uparrow} c^\dagger_{0,\downarrow} \rangle$. The last two quantities result from the spin–flip processes induced by the spin–orbit interaction and the s-wave pairing in the wire, respectively. Since these quantities are indirectly induced on the QD via its coupling to the wire, compared to the occupations of the dot, they are small quantities and can be neglected. To confirm this we have numerically evaluated their contributions for a wide range of parameters. The main effect of these terms is to delay the convergence of the self-consistent calculation.

A. Topological phase transition for the quantum wire

For our numerical calculations we follow previous studies and use the following parameters for the quantum wire: $t = 10$ meV, $E_{SO} = 50$ µeV, $\Delta = 250$ µeV, and $\mu = -0.01t$. As discussed in detail in Ref. [1] the condition for the topological phase, where the wire sustains Majorana end states is $|V_Z| > \sqrt{\Delta^2 + \Delta^2} \equiv |V_Z^0|$. For our parameters the topological phase transition occurs for $V_Z \approx 2.250$ µeV.

In the remainder of this section, as well as in Secs. III B and III C, we maintain this set of parameters and work exclusively in the topological phase by setting the Zeeman splitting in the wire to $V_Z = 500$ µeV. The QD–leads hybridization is assumed constant and set to $\Gamma = 1$ µeV, and the QD–wire coupling is set to $t_0 = 40\Gamma$. This choice of $t_0 > \Gamma$ ensures that the hybridization to the leads does not smear out any features of the density of states introduced by the coupling to the wire. The Fermi level of the leads is set as the energy reference, $\varepsilon_{F} = 0$.

Let us begin with a general survey of the QD density of states (DOS) when the wire is driven from its trivial to its topological phase, by increasing $V_Z > 0$. Figure 2 shows a color map of the total QD DOS ($\rho_{\uparrow} + \rho_{\downarrow}$) vs. the energy $\varepsilon$, and the Zeeman energy in the wire $V_Z$. Henceforth we use the abbreviation $\rho_{\varepsilon} \equiv \rho_{0,\varepsilon}$ for the QD DOS. The left [(a) and (b)] and right [(c) and (d)] panels correspond to $U = 0$ and $U = 12.5\Gamma$, respectively. The top and bottom panels are, respectively, the DOS for $V_Z = 0$ and $V_Z = 0.1V_Z$. For a clear comparison among the four different cases we fix the lowest energy QD level—in this case $\varepsilon_0,\downarrow$, due to the positive Zeeman splitting—to an energy $\varepsilon_{\text{dot}} = -6.25\Gamma$ (see Sec. III C). This is achieved with the application of a gate voltage $V_g = V_Z^{(\text{dot})}$, as shown in Fig. 1(e).

The general features of the DOS are as follows: In Fig. 2(a) the colored band fixed at $\varepsilon = -6.25\Gamma$ corresponds to the spin–degenerate QD levels $\varepsilon_{0,\varepsilon}$. When $V_Z^{(\text{dot})} = 0.1V_Z$ [Fig. 2(b)] this degeneracy is broken, and the spin–up level $\varepsilon_0,\uparrow$ is seen moving to higher energies as the bright diagonal band on the left of the panel. The spin–down level is, as mentioned before, kept in place by a gate voltage $V_g = V_Z^{(\text{dot})}$. For $U = 12.5\Gamma$ and $V_Z^{(\text{dot})} = 0$ [Fig. 2(c)] the spin degeneracy is restored, and so is the bright feature at $\varepsilon \approx -6.25\Gamma$. In addition, a second bright band appears at $\varepsilon \approx \varepsilon_{0,\varepsilon} + U = 6.25\Gamma$, corresponding to the doubly–occupied state of the QD. When a large Zeeman field is introduced [Fig. 2(d)] both bands split, shifting both the spin–up and the doubly–occupied states to high energies, effectively eliminating them from the picture.

A sharp peak (indicated with arrows) appears at the Fermi level after the topological transition $V_Z > V_Z^c$ (indicated with the vertical dashed line) in panels (a), (b) and (d). That is, the zero–bias signature appears for a non–interacting QD ($U = 0$) for both a zero and a large magnetic field ($V_Z^{(\text{dot})} = 0$ and $V_Z^{(\text{dot})} = 0.1V_Z$), and for an interacting QD ($U = 12.5\Gamma$) in the case of a large magnetic field. Note, however, that for $U = 12.5\Gamma$ and $V_Z^{(\text{dot})} = 0$ [Fig. 2(c)] the topological phase transition appears to occur at higher $V_Z \approx 0.4$ meV. Moreover, after this apparent transition the central peak is strongly suppressed and shifted to negative energies.

The parameters used in Fig. 2(c) suggest that these effects may be a consequence of the Coulomb blockade within the QD [20]. As mentioned above, when a large $V_Z^{(\text{dot})}$ is applied the spin–up and the doubly–occupied states are pushed to high energies. For $V_Z \gtrsim V_Z^c$ these states no longer partake in the low–energy physics of the problem, and we are left with a spinless, non–interacting model. In this situation the zero–bias peak reappears.

As we discuss below, this peak is associated with the formation of Majorana zero modes $\gamma_1$ and $\gamma_2$ at the ends of the wire. The mode $\gamma_1$ located close to the QD “leaks” into the dot, producing a spectral signature pinned to the Fermi level for a wide variety of QD parameters, in agreement with our previous result [23] for a non-interacting model. The results of Fig. 2(d) might suggest that the Coulomb interaction prevents the Majorana mode from entering the QD for small values of $V_Z$. As we discuss in the following sections, this picture changes when Kondo correlations are correctly taken into account within the NRG approach.

B. Numerical results for $V_Z^{(\text{dot})} = 0$

Figures 3 and 4 show the spin–up and spin–down local DOS at the QD site, respectively, with the wire in the topological regime, and in the absence of a Zeeman splitting in the QD ($V_Z^{(\text{dot})} = 0$). The results for an interacting ($U = 12.5\Gamma$) and a non–interacting ($U = 0$) QD are presented side–by–side for comparison.

The spin–up density of states in Fig. 3 shows the usual structure of a QD level: In the non–interacting case there is a single Lorentzian peak of width $\Gamma$ and centered at $\varepsilon = \varepsilon_{\text{dot}}$, produced by the dot level dressed by the electrons of the leads. Two Hubbard bands appear in the interacting case, at $\varepsilon \approx \varepsilon_{\text{dot}}$ and $\varepsilon \approx \varepsilon_{\text{dot}} + U$ (the double occupancy excitation), but there are no additional features from the coupling to the quantum wire in either case. This is a
The only difference between the cases of Fig. 4(c) (where the “0.5” resonance appears) and Fig. 4(d) (where it does not) is the Coulomb interaction at the QD site. Indeed, the Coulomb interaction plays a role only when the dot is singly-occupied, and there is the possibility for a second electron to hop into the dot (with an energy cost $U$). This is the situation when $\epsilon_{0,\downarrow} < \varepsilon_F$ and $\epsilon_{0,\downarrow} + U > \varepsilon_F$. The Coulomb blockade effect is suppressed, for instance, when the Zeeman energy prevents one of the spin species to hop into the dot. For example, if $\epsilon_{0,\downarrow} < \varepsilon_F$ and $\epsilon_{0,\uparrow} > \varepsilon_F$ [see Fig. 4(b) and (c)]. In this case, the second electron (with spin $\uparrow$) is prevented from hopping into the dot, not because of the Coulomb repulsion, but because of the Zeeman energy.

In Fig. 5 we shown the spin–down density of states with an applied Zeeman field $V_{Z}^{(\text{dot})} = 0.1 V_Z$ within the QD, introduced to suppress the Coulomb blockade within the single–occupancy regime. The field raises (lowers) the spin–up (spin–down) level to $\varepsilon_{0,\uparrow} = \varepsilon_{\text{dot}} + V_{Z}^{(\text{dot})}$ ($\varepsilon_{0,\downarrow} = \varepsilon_{\text{dot}} - V_{Z}^{(\text{dot})}$), producing a total Zeeman splitting of $2V_{Z}^{(\text{dot})}$. We want to compare the results for the $\rho_1$ with finite $V_{Z}^{(\text{dot})}$ with those for $V_{Z}^{(\text{dot})} = 0$ shown in Fig. 4. Since now $\varepsilon_{0,\downarrow}$ is shifted by $-V_{Z}^{(\text{dot})}$, we adjust the gate voltage for every value of $V_{Z}^{(\text{dot})}$ as $V_g = V_{Z}^{(\text{dot})}$, so that the peak of $\rho_1$ at $\varepsilon = \varepsilon_{0,\downarrow}$ appears always in the same place, regardless of the Zeeman energy strength in the QD. This same procedure, which does not pose any major experimental difficulties, was followed in Figs. 2 and is sketched in Figs. 1(b) and (c).

The large magnetic field and gate voltage ($V_g = V_{Z}^{(\text{dot})} > U$) push the spin–up level and the doubly occupied state to much higher energies. These are the bright diagonal lines seen in Figs. 2(b) and (d) moving out of the frame. This makes $\rho_1 = 0$ in the relevant energy range and renders the electron-electron interaction irrelevant. At this point we are left with an effectively spinless model [Fig. 2(c)]. As expected, the large magnetic field brings the central peak to the Fermi level and restores its amplitude. This can be seen by comparing Figs. 5(d) and 4(d).

These results indicate that the suppression of the “0.5” peak in the case of Fig. 4(d) is related to the Coulomb blockade effect, at a Hartree level. This, however, should be taken with caution: As we mentioned above, the evaluation of the Green’s function for the interacting QD requires an approximation in order to close the hierarchy of equations of motion. For this purpose, the Hubbard I method uses a mean-field approach, which by definition neglects important many–body correlations introduced by the Coulomb interaction. Thus, the observed behavior of the central peak in the Coulomb blockade regime may well be an artifact of the method. In Sec. V we demonstrate that this is, in fact, the case. To properly take into account the many–body correlations we use

FIG. 2. (Color online) Density of states at the QD site as a function of the Zeeman splitting in the wire, calculated using the Hubbard I method. Top panels [(a) and (c)] are for QD $g$–factor $g_{\text{dot}} = 0$, whereas the bottom panels [(b) and (d)] correspond to $g_{\text{dot}} = 0.1 g_{\text{wire}}$. Results for the non–interacting case ($U = 0$) are presented in panels (a) and (b); results for the interacting case are shown in panels (c) and (d). These calculations are carried out with the QD spin–down level fixed at $\varepsilon_{0,\downarrow} = \varepsilon_{\text{dot}}$. For this purpose, a compensating gate voltage $V_g = V_{Z}^{(\text{dot})}$ is applied (see the discussion in Sec. III C). Parameters: $t = 10 \text{ meV}$, $E_{\text{SO}} = 50 \mu \text{eV}$, $\Delta = 250 \mu \text{eV}$, $\tilde{\mu} = -0.01 t$; $\Gamma = 1 \mu \text{eV}$, $\varepsilon_{\text{dot}} = -6.25\Gamma$, and $t_0 = 40\Gamma$.

The signature of the Majorana zero mode forming at the end of the quantum wire appears in the QD spin–down density of states $\rho_\uparrow$ (Fig. 3), as an additional resonance of amplitude 0.5 (in units of $1/\pi\Gamma$) pinned to the Fermi level. In the non–interacting case, this resonance is robust to the applied gate voltage [Fig. 4(a), (c) and (e)], in agreement with our results for a spinless model presented in Ref. 23 and also with Ref. 37. The “0.5” signature remains in the interacting case for $\varepsilon_{\text{dot}} \geq 0$ [Figs. 4(b) and (f)], and no additional features are observed in $\rho_\downarrow$ (apart from the two usual Hubbard bands). However, for $\varepsilon_{\text{dot}} = -U/2$ [Fig. 4(d)], and in general for $\varepsilon_{\text{dot}} < 0$, with $|\varepsilon_{\text{dot}}| \gg \Gamma$ (not shown), the central peak appears with a reduced amplitude (less than 0.5), and shifted toward negative energies. For $V_Z < 0.4 \mu \text{eV}$ [e.g., Fig. 2(c)], the peak can in fact be completely suppressed because of the Coulomb blockade in the dot. Again, we remark that this is an artifact of the Hubbard-I approximation that is unable to correctly describe the ground state of the system.

consequence of the large, positive Zeeman field $V_Z$ in the wire, which effectively decouples it from the spin–up level in the QD. Had we chosen a negative field $V_Z$, the spin–up level in the QD would decouple instead.

The signature of the Majorana zero mode forming at the end of the quantum wire appears in the QD spin–down density of states $\rho_\uparrow$ (Fig. 3), as an additional resonance of amplitude 0.5 (in units of $1/\pi\Gamma$) pinned to the Fermi level. In the non–interacting case, this resonance is robust to the applied gate voltage [Fig. 4(a), (c) and (e)], in agreement with our results for a spinless model presented in Ref. 23 and also with Ref. 37. The “0.5” signature remains in the interacting case for $\varepsilon_{\text{dot}} \geq 0$ [Figs. 4(b) and (f)], and no additional features are observed in $\rho_\downarrow$ (apart from the two usual Hubbard bands). However, for $\varepsilon_{\text{dot}} = -U/2$ [Fig. 4(d)], and in general for $\varepsilon_{\text{dot}} < 0$, with $|\varepsilon_{\text{dot}}| \gg \Gamma$ (not shown), the central peak appears with a reduced amplitude (less than 0.5), and shifted toward negative energies. For $V_Z < 0.4 \mu \text{eV}$ [e.g., Fig. 2(c)], the peak can in fact be completely suppressed because of the Coulomb blockade in the dot. Again, we remark that this is an artifact of the Hubbard-I approximation that is unable to correctly describe the ground state of the system.
the NRG method for the low-temperature regime. However, within the NRG approach we cannot handle the full realistic model for the wire. We then use an effective low-energy model capable of describing the wire in its topological phase. This effective model is described next.

**IV. EFFECTIVE MODEL**

In this section we discuss the equivalence of the full model Eq. 1 in the topological phase to an effective Hamiltonian in which only the emergent Majorana end state is directly coupled to the QD. This effective model has been used in the literature to describe hybrid QD–topological quantum wire systems, representing the wire only in terms of its Majorana end states. To our knowledge, its equivalence to the full microscopic model has never been demonstrated.

The effective model has been employed recently in the non–interacting QD limit, in which case its DOS and transport properties can be calculated analytically. Here, we include the Coulomb interaction in the QD site and use the Hubbard I approximation to close the infinite hierarchy of equations of motion resulting from it. We evaluate its corresponding DOS ρ^{eff}(ε) and compare it with the results of Secs. III B and III C, showing that all QD spectral features are correctly reproduced for an appropriate choice of the QD–Majorana parameter λ (Fig. 5).

The results of Sec. III B demonstrate that only the QD spin–down channel couples to the quantum wire in the topological phase when V_Z > 0. In this situation the effective model is given by

\[
H_{\text{eff}} = \sum_s \varepsilon_{0,s} c_{0,s}^\dagger c_{0,s} + U n_0 \dot{n}_0 + \lambda \left( c_{0,\downarrow} - c_{0,\downarrow}^\dagger \right) \gamma_1 + H_{\text{leads}} + H_{\text{dot-leads}},
\]

where γ_1 is the operator for the Majorana bound state at the end of the wire, λ is the coupling between the dot and the Majorana end mode and H_{leads} and H_{dot-leads}
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**FIG. 3.** Spin–up local density of states of the QD for the wire in the topological phase, with t = 10 meV, E_{SO} = 50 μeV, V_Z = 500 μeV and μ = −0.01t. QD parameters are Γ = 1 μeV and t_0 = 40Γ.
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**FIG. 4.** Spin–down local density of states of the QD for the wire in the topological phase, for the same parameters of Fig. 3. Note the reduced amplitude and the shift toward negative energies of the central peak in panel (d), for finite U and ε_{0,s} < 0.
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**FIG. 5.** Spin–down local density of states at the QD site, for the microscopic model Eq. 2 (solid line), and for the effective model Eq. 16 (squares). The parameters are the same as in Fig. 4 but with a finite Zeeman energy V_Z^{(dot)} = 0.1V_Z = 50μeV. A gate voltage V_g = V_Z^{(dot)} is also applied in order to fix ε_{0,\dot{\downarrow}} = ε_{\text{dot}} for comparison with Fig. 4.
are defined in Eqs. (2b) and (2c), respectively.

By using the equation of motion technique we derive the following closed expression for the Green’s function at the QD site, within the Hubbard I approximation (Appendix B):

$$
\langle \langle c_{0\uparrow}; c_{0\downarrow}^\dagger \rangle \rangle, \varepsilon = \frac{g_{0\uparrow} \delta_{0\uparrow}(\varepsilon)}{\varepsilon - 2\lambda^2 g_{0\uparrow} \delta_{0\uparrow}(\varepsilon)}.
$$

(17)

The peak structure of the density of states $\rho_{\text{eff}}(\varepsilon)$ is the same as that from the microscopic model. For the set of parameters used in Fig. 4 we found that $\lambda = t_0/17$ quantitatively reproduces the results of full chain in both the interacting (Hubbard-I) and the non-interacting (not shown) cases. This is presented in Fig. 5 where the density of states of the effective model is plotted in squares.

In the specific case of a large Zeeman field $V_{Z}^{(\text{dot})}$ [Figs. 3(b), (d) and (f)], the recovery of the central peak in the microscopic model is also reproduced by the effective model, as can be seen in Fig. 3(d). Moreover, the Green’s function Eq. (17) gives further insight into the behavior of the “0.5” resonance in the Coulomb blockade regime.

As the spin–up density of states $\rho_{\uparrow}(\varepsilon)$ vanishes due to the large Zeeman splitting, so does the ground–state spin–up occupancy, given by

$$
\langle n_{0,\uparrow} \rangle = \int_{-\infty}^{\infty} d\omega \rho_{\uparrow}(\omega)f(\omega, T),
$$

(18)

with $f(\omega, T)$ the Fermi function. This directly relates to the “0.5” resonance in the spin–down density of states. At $\varepsilon = 0$, Eq. (17) can be written as

$$
\langle \langle c_{0\downarrow}; c_{0\downarrow}^\dagger \rangle \rangle = 0 = \frac{1}{|g_{\downarrow}(0)|^{-1} + |h_{\downarrow}(0)|^{-1} + 2i\Gamma},
$$

(19)

whose density of states is a Lorentzian peak centered at the Fermi level only if $|g_{\downarrow}(0)|^{-1} + |h_{\downarrow}(0)|^{-1} = 0$. That is, if

$$
\frac{\varepsilon_{0\downarrow}(\varepsilon_{0\downarrow} + U)}{\varepsilon_{0\downarrow} + U(1 + \langle n_{0,\uparrow} \rangle)} - \frac{\varepsilon_{0\downarrow}(\varepsilon_{0\downarrow} + U)}{\varepsilon_{0\downarrow} + U(1 - \langle n_{0,\uparrow} \rangle)} = 0.
$$

(20)

Eq. (20) is satisfied for arbitrary $\varepsilon_{0\downarrow}$ only when $U = 0$, or $\langle n_{0,\uparrow} \rangle = 0$. The latter is precisely the case in Fig. 5(d).

The excellent agreement between the effective model and the results of Secs. III B and III C allows us to use it instead of the full model, whenever we are in the topological phase. We use this to our advantage in Sec. V where we study the Kondo regime of the Majorana–QD system with the numerical renormalization group (NRG) method.

For a typical QD–lead system, not coupled to the quantum wire, the NRG method relies on the mapping of the itinerant electron degrees of freedom into a tight–binding chain, where each site represents a given energy scale. This energy scale decreases exponentially with the “distance” between the QD and the chain site. For our hybrid QD–quantum wire system, however, the gapped nature of the topological superconducting wire prevents us from doing this mapping, which is fundamental for treating the leads and the wire on equal footing. This is not a problem for the effective model, where the topological property of the quantum wire is represented simply as a Majorana state.

V. KONDO REGIME

As mentioned in Sec. III B, the Hubbard I method makes use of a mean–field approximation (Eq. B5) which systematically neglects the many–body correlations introduced by the local Coulomb interaction within the QD. This is a good approximation at high temperatures, and it allows us to describe the system both in and out of the topological phase, as a function of all of the quantum wire parameters. However, for the parameters of Figs. 3(d) and 4(d), these correlations are known to give rise to the Kondo effect which in a typical QD (not coupled to the quantum wire) dominates the behavior of the system below a characteristic temperature scale $T_K$, known as the Kondo temperature. In this low–temperature regime the Hubbard I approximation is at a loss, and the study of the Majorana–QD system requires a method which can fully describe these low–energy correlations.

In this section we employ the NRG to study the effective Hamiltonian Eq. (16), which describes the relevant degrees of freedom of the quantum wire in terms only of the emergent Majorana zero–mode at its end, and its coupling to the QD, $\lambda$.

The NRG is a fully non–perturbative technique tailor–made to treat many–body correlations in quantum impurity problems. It makes use of a logarithmic discretization of the leads’ energy continuum to thoroughly sample the energy scales closest to the Fermi level, which are the most relevant for the Kondo effect. However, a well–known limitation of this discretization scheme is the relatively poor description of high–energy spectral features, such as Hubbard bands. Thus the NRG and the Hubbard I results complement each other for a full description of the system at hand.

The effective model can be written as a two–site interacting quantum impurity with a local superconducting pairing term, coupled to metallic leads

$$
H_{\text{eff}} = H_{\text{leads}} + H_{\text{dot–leads}} + \lambda \left( c_{0\uparrow}^\dagger f_{1\downarrow} + c_{0\downarrow}^\dagger f_{1\uparrow}^\dagger + \text{H.c.} \right),
$$

(21)

where $H_{\text{dot}}$, $H_{\text{leads}}$ and $H_{\text{dot–leads}}$ are defined in Eq. 2, and the operator $f_{1\pm} = (\gamma_1 + i\gamma_2)/\sqrt{2}$ represents a regular fermion associated with the Majorana bound states in the wire. Its number operator is given by $n_{f\uparrow} = f_{1\uparrow}^\dagger f_{1\uparrow}$.

One can readily see that the last term in the Hamiltonian Eq. (21) does not preserve the total charge $\hat{N} = \hat{n}_{0\uparrow} + \hat{n}_{0\downarrow} + \hat{n}_f$, or the total spin projection $S_z = \hat{S}_z = \hat{S}_{\text{dot}}$. For our hybrid QD–quantum wire system, however, the gapped nature of the topological superconducting wire prevents us from doing this mapping, which is fundamental for treating the leads and the wire on equal footing. This is not a problem for the effective model, where the topological property of the quantum wire is represented simply as a Majorana state.
absence of interactions, the NRG calculation confirms the non–interacting case, and for all values of $\varepsilon = \pm \lambda$. By using a small $\lambda$ we keep them closer to the Fermi level, where they are better resolved by our NRG results. In Figs. 7(c) and (e) we observe the expected Hubbard bands centered at $\varepsilon = \pm 6.5\Gamma$, but more importantly, the “0.5” peak pinned at the Fermi level. This is also in good agreement with the results of Figs. 3(c) and (e).

As in the case of the spin–up density of states, there are important differences between the results from the two methods in the interacting case. For $\varepsilon_{0,\downarrow} = 0$, the Hubbard I results predict that the three–peak structure seen in the non–interacting case remains in the presence of the Coulomb interaction. The “0.5” peak remains intact and the amplitudes for both side bands are reduced [Fig. 4(b)]. In contrast, the NRG results of Fig. 7(b) demonstrate that the side bands are shifted to positive energies, as in the case of the spin–up level in Fig. 6(b). The left side band is strongly reduced and mixes with the tail of the “0.5” central peak, which remains pinned to the Fermi level in the presence of the Coulomb interaction.

Figure 7(d) shows that the “0.5” peak persists even in the single–occupation regime ($\varepsilon_{0,\downarrow} = -6.25\Gamma$), where in a typical QD (in the absence of the wire) the Kondo peak would be expected. We emphasize that the NRG method is particularly accurate at energies close to the Fermi level, and that it correctly describes this signature of the Majorana mode. This important result has also been found by Lee et al.27 It demonstrates that the Majorana ground state dominates over the Kondo effect at zero temperature, and that the signature is robust to the effects of the Coulomb interaction in the QD. This was recently discussed in Ref. 28 using an analytical renormalization group analysis of a similar system in the weak QD–Majorana coupling limit. There, it is suggested that a new low–energy Majorana fixed point emerges, which dominates over the usual (Kondo) strong–coupling fixed point. This picture is certainly supported by our results.

For completeness, we evaluate also the spin–down density of states in the limit of a large Zeeman field in the interacting QD ($V_{z}^{\text{(dot)}} \gg U > 0$), for comparison with the results presented in Fig. 8. As discussed in Sec. III C the combination of the positive Zeeman splitting and the gate voltage holding the spin–down level in place raises the spin–up level to high energies. This effectively freezes the spin–up and the double–occupation states, restoring the non–interacting picture and eliminating the possibility for the Kondo effect. This is shown in the right panels of Fig. 8. The panels (a), (c) and (e) show the same results as the corresponding panels of Fig. 7 for side–by–side comparison. As expected, the large magnetic field restores the results for a non–interacting QD, presented in the left panels of Fig. 7. This is consistent with the results from the Hubbard I approximation: For $\varepsilon_{0,\downarrow} = 0$, shown in Fig. 7(a), the same three–peak structure of Fig. 4(a) is observed, albeit with wider side peaks. Our reasons for using a smaller value of $\lambda$ become clear in this case: The side bands in panel (a) appear at positions $\varepsilon = \pm \lambda$. By using a small $\lambda$ we keep them closer to the Fermi level, where they are better resolved by our NRG results. In Figs. 7(c) and (e) we observe the expected Hubbard bands centered at $\varepsilon = \pm 6.5\Gamma$, but more importantly, the “0.5” peak pinned at the Fermi level. This is also in good agreement with the results of Figs. 3(c) and (e).

For the case of $\varepsilon_{0,\downarrow} = -6.25\Gamma$ the QD is in the single–occupation regime, where the Kondo effect occurs at temperatures below $T_{K}$. This is signaled by the appearance of a sharp peak of amplitude ($\pi T)^{-1}$ and width $\sim T_{K}$ at the Fermi level in Fig. 4(d), typical of the Kondo ground state. It should be noted that these results correspond to $\varepsilon_{0,s} = -U/2$, where the QD has particle–hole symmetry. When there is some detuning $\delta$ from the particle–hole symmetric point, such that $\varepsilon_{0,s} = -U/2 + \delta$, an effective Zeeman splitting of strength $8|\delta|\lambda^{2}/U^{2}$ is known to arise in the QD because the Majorana mode couples exclusively to one spin channel27. The Kondo effect is quenched when this splitting is larger than the Kondo temperature. This is in stark contrast to the results of Fig. 3(d), where the Hubbard I approximation predicts simply a Coulomb blockade gap for all $-U < \varepsilon_{0,s} < 0$.

We now turn to the spin–down DOS, presented in Fig. 7. The signature of the Majorana mode “leaking” into the QD can be seen both in the interacting and in the non–interacting case, and for all values of $\varepsilon_{0,\downarrow}$. In the absence of interactions, the NRG calculation confirms the
FIG. 6. NRG calculations of the zero–temperature spin– up local density of states at the QD site, in the absence of a magnetic field \( V_z^{(dot)} = 0 \). The interacting (non–interacting) case is presented in the right (left) panels, where the Coulomb interaction is \( U = 12.5\Gamma \) \((U = 0)\). The QD level position is indicated in the panels, and the Majorana– QD coupling is \( \lambda = 0.707\Gamma \).

FIG. 7. NRG calculations of the zero–temperature spin– down local density of states at the QD site, in the absence of a magnetic field \( V_z^{(dot)} = 0 \). The interacting (non–interacting) case is presented in the right (left) panels, where the Coulomb interaction is \( U = 12.5\Gamma \) \((U = 0)\). The QD level position is indicated in the panels, and the Majorana– QD coupling is \( \lambda = 0.707\Gamma \).

FIG. 8. NRG calculations of the zero–temperature spin– down local density of states at the QD site, in the presence of a strong Zeeman field \( V_z^{(dot)} \) within the QD. Parameters: \( U = 12.5\Gamma \), \( \lambda = \Gamma \).

is strongly entangled with the Majorana mode and the lead electrons through the conservation of the parity \( \hat{P}_l \) defined in Sec. \( \text{V} \). As a consequence, the “0.5” peak is strongly renormalized by the QD–lead hybridization \( \Gamma \). This was demonstrated in Ref. \( [27] \) where the Majorana energy scale was shown to depend on the hybridization as \( \lambda/\Gamma \).

The QD spin–up channel, on the other hand, exhibits Kondo correlations which arise through virtual spin–flip processes between the lead electrons and the QD spin–up and spin–down levels. The persistence of the Kondo effect suggests that, despite its entanglement with the Majorana mode, the spin–down degree of freedom of the singly–occupied QD takes part in these processes. It follows that the Kondo temperature—the width of the zero–bias peak in \( \rho_{\uparrow} \)—must be renormalized by the Majorana– QD coupling \( \lambda \).

In Fig. \( \text{V} \) we present the dependence of the Kondo \( (T_K) \) and Majorana \( (T_M) \) energy scales on \( \lambda \), as extracted numerically from the density of states. The Kondo temperature was calculated as the width at half–maximum of the zero–bias peak in \( \rho_{\uparrow} \). As for \( T_M \), the process was somewhat subtler and requires some clarification:

Consider the top curve (squares) in Fig. \( \text{V}(a) \), where \( \lambda \ll \Gamma \). In this case the Kondo temperature is \( T_K \sim 10^{-2}\Gamma \), and the Majorana scale is \( T_M \sim 10^{-7}\Gamma \). The former is obtained from \( \rho_{\uparrow} \) (not shown), but for this value of \( \lambda \) it can also be seen in \( \rho_{\downarrow} \), as shown in Fig. \( \text{V}(b) \): With \( \varepsilon \) presented in a logarithmic scale, the positive–energy half of the Kondo peak looks simply as a climb to the \( (\pi\Gamma)^{-1} \) plateau, going from right to left (higher to lower energies). This climb corresponds to the crossover to the \( \text{Kondo} \) strong–coupling fixed point, and its width

VI. SEPARATING THE KONDO–MAJORANA GROUND STATE

The results of Figs. \( \text{VI} \) and \( \text{VII} \) have established that the DOS of the interacting QD near particle–hole symmetry features mixed Kondo and Majorana signatures. According to a recent study [28] the QD spin–down channel
where $\lambda \gtrsim \Gamma$ and $T_M \gg T_K$. In this situation the crossover to the Majorana fixed point is a climb instead of a drop, and $T_M \sim 10^{-1} \Gamma$ can be obtained as the width of the “0.5” peak at half–maximum [right vertical line in Fig. 9(b)]. For intermediate cases such as that of the middle curve (circles), where $T_M \sim T_K$, the crossover to the Majorana fixed point mixes with the crossover to the Kondo fixed point, and we are unable to clearly resolve it.

The full dependence of $T_M$ and $T_K$ on $\lambda$ is shown in Fig. 9(c). The energy scale $T_M$ (solid circles) is seen to sharply increase until exceeding the Kondo temperature for $\lambda < 0.1 \Gamma$. It then enters a stage of much slower growth, until matching—somewhat counterintuitively—the value of $T_K$ for $\lambda \gtrsim \Gamma$. The two curves continue together for larger values of $\lambda$.

The Kondo temperature (empty circles) is smallest for $\lambda = 0$, where it depends exclusively on the QD parameters, and is significantly enhanced by increasing the Majorana–QD coupling. This can be explained in terms of the spin–flip processes that give rise to the Kondo effect: In the absence of the Majorana mode, the spin of the singly–occupied QD is flipped by virtual charge excitations to zero– and double–occupancy. The coupling to the Majorana mode introduces additional spin–flip processes that renormalize the Kondo scale, accompanied by parity exchange between the Majorana mode and the lead electrons.$^{[28]}$

**VII. EXPERIMENTAL TEST FOR THE PRESENCE OF A MAJORANA ZERO MODE**

We now address the problem of distinguishing the Majorana zero–mode from the Kondo resonance through transport measurements on the QD. The zero–bias conductance through the QD is given by the Landauer–type formula$^{[29]}$

$$G(T) = \pi \Gamma G_0 \sum_{\sigma} \int d\omega \rho_{\sigma}(\omega) \left( -\frac{\partial f(\omega, T)}{\partial \omega} \right), \quad (22)$$

with $f(\omega, T)$ the Fermi function, and $G_0 = e^2/h$ the quantum of conductance. At low temperatures ($T \ll T_K$) Eq. (22) can be approximated by

$$G = \pi \Gamma G_0 \sum_{\sigma} \rho_{\sigma}(0), \quad (23)$$

which is directly proportional to the sum of the spectral density amplitudes of both spin channels at the Fermi level. For a singly–occupied, particle–hole symmetric QD, and in the absence of a Zeeman splitting $V_{Z_{QD}}$, Figs. 7(d) and 7(d) predict a low–temperature conductance $G = 1.5 G_0$. While establishing such a specific value in a transport experiment is far from trivial, a much simpler test for the presence of the Majorana mode can be carried out by quenching the Kondo effect using gate voltages or magnetic fields. A conductance drop will
be observed as the Kondo resonance disappears but the conductance signature of $G = 0.5 G_0$ from the Majorana mode remains. The ratio of the conductance before and after the Kondo quench can be used as an indicator of the Majorana physics.

The Kondo effect occurs when the QD is close to particle–hole symmetry. When the QD level is detuned from the symmetric point by a gate voltage $V_g$, an effective Zeeman splitting arises from the spin–symmetry breaking induced by the Majorana mode, which couples exclusively to the spin–down degree of freedom. This splitting is given to first order in $V_g$ as

$$V_Z^{(M)} = V_g \frac{8 \lambda^2}{U^2}.$$  

(24)

In the effective model, this field appears because the spin degeneracy is broken since only the spin–down electron of the dot is coupled to the Majorana end mode. A more physical interpretation can be drawn from the full model. In this case the the effective field arises from the polarization of the wire produced by the external Zeeman effect $V_Z$.

The effective Zeeman splitting [27] has an important effect on the spin–up spectral density shown in Figs. 10(a) and (b) for $|V_Z^{(M)}| \lesssim T_K$. As this Zeeman splitting increases, the amplitude of the spin–up density of states at the Fermi level is reduced, and the Kondo effect is quenched; this reduces the low–temperature conductance, as shown in Fig. 10(c). In contrast and more importantly, the 0.5 peak of the spin–down density of states remains pinned at the Fermi level (not shown).

For $\lambda = 2 \Gamma$ (triangles) the effective Zeeman splitting $V_Z^{(M)}$ strongly suppresses the Kondo effect, even for small $V_g$, well within the single–occupancy regime. In the case of $\lambda = 0.25 \Gamma$ the splitting $V_Z^{(M)}$ is weaker, and the Kondo effect is ultimately quenched when the QD enters the mixed–valence regime—that is, when its charge begins fluctuating between single– and double–occupancy ($V_g \approx -U/2$), or between single– and zero–occupancy ($V_g \approx U/2$), as indicated by the vertical dotted lines. Note, however, that the spin–down contribution to the conductance is fixed at $0.5(\pi \Gamma)^{-1}$ for all values of $V_g$, due to the robustness of the “0.5” peak.

Perhaps more illuminating are the effects of an induced Zeeman field, which breaks the spin degeneracy that is indispensable for the formation of the Kondo ground state. A Zeeman field of strength $V_Z^{(dot)} \sim T_K$ will suppress the Kondo zero–bias peak, and hence reduce the low–temperature conductance. This conductance suppression follows a well known universality curve when the Zeeman splitting is rescaled by the Kondo temperature [27,28,51]. This is shown in Fig. 11 where three different values of the coupling $\lambda$ are considered. The same behavior is observed for all three cases: a conductance plateau of $G = 1.5 G_0$
for $V^{\text{(dot)}}_Z \ll T_K$, followed by a monotonic decrease with $V^{\text{(dot)}}_Z$ until reaching another plateau of $G = 0.5 G_0$ when $V^{\text{(dot)}}_Z \gg T_K$, due solely to the Majorana mode. Moreover, the conductance vs. $V^{\text{(dot)}}_Z$ curve for a Kondo QD is known to be universal. The three curves in Fig. 11 collapse onto a single universal curve by rescaling the Zeeman splitting in terms of the Kondo temperature $T_K(\lambda)$ corresponding to each value of $\lambda$, which we obtained from Fig. 9. The experimental observation of this curve provides certainty that the Kondo effect was present in the QD, and that the applied magnetic field has eliminated it from the picture, leaving only the Majorana zero–bias peak.

All of the results presented in this section can be measured experimentally, and may provide a method for detecting the emergence of the Majorana zero–mode at the end of the topological quantum wire. When the QD is near its particle–hole symmetric point and the Kondo signature mixes with the Majorana peak, a finite zero–bias conductance can be measured. The Kondo effect can then be removed with the introduction of a gate–compensated magnetic field, leaving a finite zero–bias conductance coming from the “0.5” Majorana peak. The “1.5 to 0.5” ratio of the initial and final conductances is a clear sign of Majorana physics. The Kondo quench can be verified from the universal behavior of the conductance, as a function of the applied magnetic field.

We emphasize the importance of fixing the QD spin–down energy level by means of a gate voltage, since both relevant energy scales for transport in the QD, $T_K$ and $T_M$, are strongly dependent on its value. It is also important that these experiments be carried out at a sufficiently low temperature, $T \ll T_K, T_M$. It is desirable that the Majorana energy scale be of the order of the Kondo temperature ($T_M \sim T_K$), because in the case of $T_M \ll T_K$ it may be difficult to resolve the “0.5” dip in the Kondo resonance at the Fermi level from the conductance measurements, especially if it is somewhat broadened by thermal effects. Using the wire parameters from Sec. [III] and with $\Gamma \sim 100 \mu$eV, the Kondo and Majorana temperature scales are approximately 300 mK.

VIII. CONCLUSIONS

We have studied the low–temperature transport properties of a hybrid QD–topological quantum wire system, using a model that explicitly includes Rashba spin–orbit coupling and induced $s$–wave superconductivity in the quantum wire, and the local Coulomb interaction within the QD. Using recursive Green’s function calculations, we showed that only one of the QD spin degrees of freedom couples to the Majorana zero–mode emerging at the end of the wire, whereas the other fully decouples. This is signaled by a zero–bias peak in the spin–resolved conductance of the QD, which is robust to the application of arbitrarily large gate voltages and Zeeman fields.

Through numerical calculations, we established the equivalence at low energies of this full model to a minimally–coupled effective Hamiltonian. The latter has been extensively used in the literature to describe the interaction between a quantum impurity and a Majorana fermion.

The effective model was investigated using the numerical renormalization group. We studied the Coulomb blockade regime of the QD, where the Kondo effect appears and the mean–field Green’s function calculations are no longer valid. Our results show that the Majorana signature persists, and suggest a QD ground state where Majorana and Kondo physics coexists.

Finally, we proposed a method for identifying the interplay between Majorana and Kondo physics in the system. The QD zero–bias conductance should be measured close to particle–hole symmetry, when the Majorana and Kondo ground states coexist; this value is taken as a reference. The Kondo effect should be quenched by a Zeeman field in the QD, and the field–dependent conductance measured. For a large Zeeman splitting the conductance will be determined by the “0.5” peak, giving a value of $0.5 e^2/h$—a third of the reference conductance—corresponding only to the Majorana signature. The quenching of the Kondo effect can be verified from the universality properties of the conductance vs. Zeeman field curves.
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Appendix A: Iterative equations for the Green’s function of the quantum wire

We make use of the spectral representation of the retarded Green’s function:

$$\langle\langle A; B \rangle\rangle_\varepsilon \equiv -i \int e^{i\varepsilon \tau} \Theta(\tau) \langle A(\tau), B(0) \rangle_\downarrow d\tau, \quad (A1)$$

where $A(\tau)$ and $B(\tau)$ are the operators $A$ and $B$ in the Heisenberg picture, and $A$ and $B$ represent any combination of fermion operators in the Hamiltonian. The (anti)commutator is written as $[A, B]_\pm = AB \pm BA$. 
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and \( \langle \cdots \rangle \) is the thermodynamic average at finite temperature, or the ground–state expectation value in the case of zero temperature. From the standard equation of motion technique we have the recursion relation

\[
\varepsilon \langle \langle A; B \rangle \rangle_{\varepsilon} = \langle [A, B] \rangle_{\varepsilon} + \langle [\langle A, H \rangle_{-} \cdot B \rangle \rangle_{\varepsilon}. \tag{A2}
\]

In order to show how we obtained the iterative procedure in a pedagogical fashion, let us start by calculating the local Green’s function for the site \( N - 1 \). We assume for the time being that the wire has only two other sites: the sites \( N - 2 \) and \( N \). This will allow us to see how the structure of the iterative procedure for arbitrary \( N \) emerges. Given that we are ultimately interested in the local density of states

\[
\rho_{j,s}(\varepsilon) = -\frac{1}{\pi} \text{Im} \langle \langle c_{j,s} \cdot c_{j,s}^{\dagger} \rangle \rangle_{\varepsilon}, \tag{A3}
\]

we will start by calculating the Green’s function \( \langle \langle c_{j,s} \cdot c_{j,s} \rangle \rangle_{\varepsilon} \). Using Eq. \( \text{(A2)} \) we can write the expressions for \( \langle \langle c_{j,s} \cdot c_{j,s} \rangle \rangle_{\varepsilon} \) and \( \langle \langle c_{j,s} \cdot c_{j,s} \rangle \rangle_{\varepsilon} \) as

\[
(\varepsilon - \varepsilon_{N-\tau}) \langle \langle c_{N-1,\uparrow} \cdot c_{N-1,\uparrow} \rangle \rangle_{\varepsilon} = \delta_{\uparrow\downarrow} - \frac{t}{2} \langle \langle c_{N-1,\downarrow} \cdot c_{N-1,\downarrow} \rangle \rangle_{\varepsilon} + \Delta \langle \langle c_{N-1,\uparrow} \cdot c_{N-1,\uparrow} \rangle \rangle_{\varepsilon} - t_{SO} \langle \langle c_{N-1,\uparrow} \cdot c_{N-1,\uparrow} \rangle \rangle_{\varepsilon}, \tag{A4}
\]

and

\[
(\varepsilon - \varepsilon_{N-\downarrow}) \langle \langle c_{N-1,\downarrow} \cdot c_{N-1,\downarrow} \rangle \rangle_{\varepsilon} = \delta_{\downarrow\uparrow} - \frac{t}{2} \langle \langle c_{N-1,\downarrow} \cdot c_{N-1,\downarrow} \rangle \rangle_{\varepsilon} - \Delta \langle \langle c_{N-1,\uparrow} \cdot c_{N-1,\uparrow} \rangle \rangle_{\varepsilon} + t_{SO} \langle \langle c_{N-1,\downarrow} \cdot c_{N-1,\downarrow} \rangle \rangle_{\varepsilon}. \tag{A5}
\]

In Eqs. \( \text{(A4)} \) and \( \text{(A5)} \), we have defined \( \varepsilon_{j,s} = -\mu + \sigma_{s}V_{Z} \) in order to simplify the notation. The second term on the right-hand side (r.h.s.) of each equation describes simply the hopping between adjacent sites of the wire. The third term describes a hopping between adjacent sites, accompanied by a spin flip due to the Rashba spin–orbit coupling. Finally, the fourth term pairs electrons of opposite spin within a given site due to the \( s \)-wave superconductivity. We now need to calculate the equations of motion for these additional correlation functions. For instance, for the pairing correlation function we obtain

\[
(\varepsilon + \varepsilon_{N-\uparrow}) \langle \langle c_{N-1,\uparrow} \cdot c_{N-1,\uparrow} \rangle \rangle_{\varepsilon} = \Delta \langle \langle c_{N-1,\uparrow} \cdot c_{N-1,\uparrow} \rangle \rangle_{\varepsilon} + \frac{t}{2} \langle \langle c_{N-1,\uparrow} \cdot c_{N-1,\uparrow} \rangle \rangle_{\varepsilon} - t_{SO} \langle \langle c_{N-1,\uparrow} \cdot c_{N-1,\uparrow} \rangle \rangle_{\varepsilon}, \tag{A6}
\]

and

\[
(\varepsilon + \varepsilon_{N-\downarrow}) \langle \langle c_{N-1,\downarrow} \cdot c_{N-1,\downarrow} \rangle \rangle_{\varepsilon} = -\Delta \langle \langle c_{N-1,\downarrow} \cdot c_{N-1,\downarrow} \rangle \rangle_{\varepsilon} - \frac{t}{2} \langle \langle c_{N-1,\downarrow} \cdot c_{N-1,\downarrow} \rangle \rangle_{\varepsilon} + t_{SO} \langle \langle c_{N-1,\downarrow} \cdot c_{N-1,\downarrow} \rangle \rangle_{\varepsilon}. \tag{A7}
\]

From the structure of the equations above it becomes clear that we can define a matrix for each chain site, which contains all of the correlation functions at that site:

\[
G_{i,j}(\varepsilon) = \begin{pmatrix}
(\langle \langle c_{i,\uparrow} \cdot c_{i,\uparrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i,\uparrow} \cdot c_{i,\downarrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i,\downarrow} \cdot c_{i,\uparrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i,\downarrow} \cdot c_{i,\downarrow} \rangle \rangle_{\varepsilon}) \\
(\langle \langle c_{i+1,\uparrow} \cdot c_{i+1,\uparrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i+1,\uparrow} \cdot c_{i+1,\downarrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i+1,\downarrow} \cdot c_{i+1,\uparrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i+1,\downarrow} \cdot c_{i+1,\downarrow} \rangle \rangle_{\varepsilon}) \\
(\langle \langle c_{i,\uparrow} \cdot c_{i+1,\uparrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i,\uparrow} \cdot c_{i+1,\downarrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i+1,\uparrow} \cdot c_{i,\downarrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i+1,\uparrow} \cdot c_{i,\downarrow} \rangle \rangle_{\varepsilon}) \\
(\langle \langle c_{i,\downarrow} \cdot c_{i+1,\uparrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i,\downarrow} \cdot c_{i+1,\uparrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i+1,\downarrow} \cdot c_{i,\downarrow} \rangle \rangle_{\varepsilon}) & (\langle \langle c_{i+1,\downarrow} \cdot c_{i,\downarrow} \rangle \rangle_{\varepsilon})
\end{pmatrix}.
\]

With this notation, the system of equations can be written as

\[
G_{N-1,N-1}(\varepsilon) = g_{N-1,N-1}(\varepsilon) + G_{N-1,N-1}(\varepsilon) V G_{N-1,N-1}(\varepsilon), \tag{A9}
\]

where we have defined the bare local Green’s function for a generic site

\[
g_{j,j}(\varepsilon) = \begin{pmatrix}
\frac{1}{\varepsilon - \varepsilon_{\uparrow}} & \frac{1}{\varepsilon - \varepsilon_{\downarrow}} & 0 & 0 \\
0 & 0 & \frac{1}{\varepsilon + \varepsilon_{\uparrow}} & 0 \\
0 & 0 & 0 & \frac{1}{\varepsilon + \varepsilon_{\downarrow}} \\
0 & 0 & 0 & 0
\end{pmatrix}, \tag{A10}
\]

and the matrices

\[
V = \begin{pmatrix}
0 & 0 & 0 & \Delta \\
0 & 0 & -\Delta & 0 \\
\Delta & 0 & 0 & 0 \\
0 & -\Delta & 0 & 0
\end{pmatrix}, \tag{A11a}
\]

\[
t = \begin{pmatrix}
\frac{-t}{2} & -t_{SO} & 0 & 0 \\
-t_{SO} & \frac{-t}{2} & 0 & 0 \\
0 & 0 & \frac{-t}{2} & t_{SO} \\
0 & 0 & -t_{SO} & \frac{-t}{2}
\end{pmatrix}, \tag{A11b}
\]

which, respectively, pair the electrons in each site of the chain and allow for the electrons to hop between adjacent sites, either preserving the spin projection or flipping it. Moreover, we can write Eq. \( \text{(A9)} \) in the more compact Dyson equation form

\[
G_{N-1,N-1}(\varepsilon) = t G_{N,N-1}(\varepsilon), \tag{A12}
\]

with the definition

\[
g_{j,j}(\varepsilon) = (1 - V)^{-1} g_{j,j}(\varepsilon). \tag{A13}
\]

Repeating these steps for the non–local Green’s function \( G_{N,N-1}(\varepsilon) \), we obtain

\[
G_{N,N-1}(\varepsilon) = \tilde{g}_{N,N}(\varepsilon) \hat{t} G_{N-1,N-1}(\varepsilon). \tag{A14}
\]
Finally, substituting Eq. \[ A14 \] into \[ A12 \] we find
\[
G_{N-1,N-1}(\varepsilon) = \left[ 1 - \tilde{g}_{N-1,N-1}(\varepsilon) t \tilde{g}_{N,N}(\varepsilon) t^\dagger \right]^{-1} \times \tilde{g}_{N-1,N-1}(\varepsilon).
\]
(A15)

Equation \[ A15 \] establishes the iterative procedure, in which for site \( N - 1 \) we simply replace \( \tilde{g}_{N-1,N-1}(\varepsilon) \) by \( G_{N-1,N-1}(\varepsilon) \), which was calculated in the very first iteration. This procedure can be repeated \( N \) times in order to obtain the full numerical Green’s function at one end of the wire. For very large \( N \), \( G_{1,1}(\varepsilon) \) will be indistinguishable from \( G_{2,2}(\varepsilon) \); at that point the semi-infinite chain limit will have been reached.

Appendix B: The Green’s function of the quantum dot

For the derivation of the local Green’s function of the QD, we assume that the QD is symmetrically coupled to the right and left terminals, and replace them by a symmetrized band with a coupling \( \tilde{V}_k = \sqrt{2}V_k \). The total hybridization function for the symmetric band is given by \( \Gamma(\omega) = \pi \sum_k |\tilde{V}_k|^2 \delta(\omega - \varepsilon_k) \), with \( \varepsilon_k \) the band dispersion. The complementary asymmetric band, on the other hand, is decoupled from the QD, and contributes only a constant energy to the Hamiltonian which can be neglected.

The local Green’s function at the QD site is given by the equation of motion
\[
\langle \langle c_{0,s}; c_{0,s}' \rangle \rangle \varepsilon = \delta_{ss'} + \langle \langle [c_{0,s}, H]_\downarrow; c_{0,s}' \rangle \rangle \varepsilon.
\]
(B1)

Evaluating the commutator
\[
[c_{0,s}, H]_\downarrow = \varepsilon_{0,s} c_{0,s} + U n_{0,s} c_{0,s} - t_0 c_{1,s} + \sum_k \tilde{V}_k \langle \langle c_{k,s}; c_{0,s}' \rangle \rangle \varepsilon.
\]
(B2)

we obtain
\[
(\varepsilon - \varepsilon_{0,s}) \langle \langle c_{0,s}; c_{0,s}' \rangle \rangle \varepsilon = \delta_{ss'} + \sum_k \tilde{V}_k \langle \langle c_{k,s}; c_{0,s}' \rangle \rangle \varepsilon
\]
\[
- t_0 \langle \langle c_{1,s}; c_{0,s}' \rangle \rangle \varepsilon - \sum_k \tilde{V}_k \langle \langle c_{k,s}; c_{0,s}' \rangle \rangle \varepsilon.
\]
(B3)

The three new correlation functions on the r. h. s. must be evaluated as well. The first and last obey the equation of motion
\[
\langle \langle c_{0,s} c_{1,s}; c_{0,s}' \rangle \rangle \varepsilon \approx \langle \langle c_{0,s} c_{1,s}; c_{0,s}' \rangle \rangle \varepsilon,
\]
(B5a)

\[
\langle \langle c_{1,s} c_{0,s}; c_{0,s}' \rangle \rangle \varepsilon \approx \langle \langle c_{1,s} c_{0,s}; c_{0,s}' \rangle \rangle \varepsilon.
\]
(B5b)

At this point we use the Hubbard I decoupling procedure, introducing the following approximations:
\[
\langle \langle n_{0,s} c_{1,s}; c_{0,s}' \rangle \rangle \varepsilon \approx \langle n_{0,s} \rangle \langle \langle c_{1,s}; c_{0,s}' \rangle \rangle \varepsilon,
\]
(B5c)

\[
\sum_k \tilde{V}_k \langle \langle n_{0,s} c_{k,s}; c_{0,s}' \rangle \rangle \varepsilon
\]
\[
\approx \langle n_{0,s} \rangle \sum_k \tilde{V}_k \langle \langle c_{k,s} c_{0,s}; c_{0,s}' \rangle \rangle \varepsilon.
\]
(B5d)

Moreover, we assume that \( \sum_k \tilde{V}_k^* c_{k,s} c_{0,s} = \sum_k \tilde{V}_k^* c_{0,s} c_{k,s} \), and that \( c_{0,s} c_{1,s} = c_{1,s} c_{0,s} \). With these assumptions we get
\[
(\varepsilon - \varepsilon_{0,s} - U) \langle \langle n_{0,s} c_{0,s}; c_{0,s}' \rangle \rangle \varepsilon
\]
\[
= \langle n_{0,s} \rangle \delta_{ss'} + \langle \langle c_{0,s} c_{0,s}; c_{0,s}' \rangle \rangle \varepsilon + \langle \langle c_{1,s} c_{0,s}; c_{0,s}' \rangle \rangle \varepsilon - t_0 \langle \langle c_{1,s}; c_{0,s}' \rangle \rangle \varepsilon.
\]
(B6)

It is now straightforward to obtain the following expression for \( \langle \langle c_{k,s}; t_{0,s}' \rangle \rangle \varepsilon \):
\[
\langle \langle c_{k,s}; t_{0,s}' \rangle \rangle \varepsilon = - t_{0,s} \langle \langle c_{k,s}; c_{0,s}' \rangle \rangle \varepsilon.
\]
(B7)
Substituting Eq. \[(B7)\] into Eq. \[(B6)\], and then the resulting expression into \[(B3)\], we obtain

\[
\left[\varepsilon - \varepsilon_{0,s} - \left(1 + \frac{U\langle n_{0,s}\rangle}{\varepsilon - \varepsilon_{0,s} - U}\right) \sum_k |\tilde{V}_k|^2 \right] \langle \langle c_{0,s}; c_{0,s}^\dagger \rangle \rangle_\varepsilon = \delta_{ss'} + \frac{U\langle n_{0,s}\rangle \delta_{ss'} + U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'}}{\varepsilon - \varepsilon_{0,s} - U}
- \left(1 + \frac{U\langle n_{0,s}\rangle}{\varepsilon - \varepsilon_{0,s} - U}\right) t_0 \langle \langle c_{1,s}; c_{0,s}^\dagger \rangle \rangle_\varepsilon. \tag{B8}\]

The expression above is simplified in the wide-band limit for the electronic band, in which case \[\sum_k |\tilde{V}_k|^2/(\varepsilon - \varepsilon_k) = -i\Gamma(\varepsilon)\]. We can simplify this even further by assuming a “flat” density of states, so that \[\Gamma(\varepsilon) \equiv \Gamma\] is a constant.

Some algebraic manipulation leads to the compact form

\[
\langle \langle c_{0,s}; c_{0,s}^\dagger \rangle \rangle_\varepsilon = \tilde{g}_{0s0s}(\varepsilon)\delta_{ss'} + \frac{A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'}}{(\varepsilon - \varepsilon_{0,s})(\varepsilon - \varepsilon_{0,s} - U)}
- \tilde{g}_{0s0s}(\varepsilon)t_0 \langle \langle c_{1,s}; c_{0,s}^\dagger \rangle \rangle_\varepsilon, \tag{B9}\]

with

\[
A_{g,s}(\varepsilon) = \frac{1}{1 + i\Gamma \tilde{g}_{0s0s}(\varepsilon)}, \tag{B10}\]

and

\[
\tilde{g}_{0s0s}(\varepsilon) = \frac{1 - \langle n_{0,s}\rangle}{\varepsilon - \varepsilon_{0,s}} + \frac{\langle n_{0,s}\rangle}{\varepsilon - \varepsilon_{0,s} - U}. \tag{B11}\]

\[
\tilde{g}_{0\tau,0\tau}(\varepsilon) \begin{bmatrix} A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle & A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'} & 0 & A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'} \\ A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'} & A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'} & \tilde{h}_{0,s0s}(\varepsilon) & A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'} \\ 0 & \tilde{h}_{0,s0s}(\varepsilon) & 0 & \tilde{h}_{0,s0s}(\varepsilon) \\ A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'} & A_{g,s}(\varepsilon)U \langle c_{0,s}^\dagger c_{0,s} \rangle \delta_{ss'} & \tilde{h}_{0,s0s}(\varepsilon) & 0 \end{bmatrix}. \tag{B16}\]

The coupling of the QD with the first site of the wire is given by the matrix

\[
t_0 = \begin{bmatrix} -t_0 & 0 & 0 & 0 \\ 0 & -t_0 & 0 & 0 \\ 0 & 0 & t_0 & 0 \\ 0 & 0 & 0 & t_0 \end{bmatrix}. \tag{B17}\]

Note that the Green’s function matrix \[(B16)\] depends on various expectation values. The two occupations \(\langle n_{0,\uparrow}\rangle\) and \(\langle n_{0,\downarrow}\rangle\), appearing in the diagonal elements of \(\mathbf{g}_{0,0}(\varepsilon)\), are given at finite temperature by

\[
\langle n_{0,\uparrow}\rangle = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\varepsilon \, f(\varepsilon, T) \text{Im} \, [\mathbf{g}_{0,0}(\varepsilon)]_{1,1}, \tag{B18}\]

and

\[
\langle n_{0,\downarrow}\rangle = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\varepsilon \, f(\varepsilon, T) \text{Im} \, [\mathbf{g}_{0,0}(\varepsilon)]_{2,2}. \tag{B19}\]
where \( f(\varepsilon, T) = [1 + \exp(\varepsilon/T)]^{-1} \) is the Fermi function. There are eight other expectation values appearing in the off-diagonal terms of the matrix \( \langle \sigma \rangle \). However, due to the anti-commutation relations between fermionic operators, only four of them are independent:

\[
\langle c_{0,\uparrow}^\dagger c_{0,\uparrow} \rangle = -\langle c_{0,\uparrow} c_{0,\uparrow}^\dagger \rangle = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\varepsilon f(\varepsilon, T) \text{Im} \langle G_{0,0}(\varepsilon) \rangle_{1,2}, \tag{B20a}
\]

\[
\langle c_{0,\downarrow}^\dagger c_{0,\downarrow} \rangle = -\langle c_{0,\downarrow} c_{0,\downarrow}^\dagger \rangle = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\varepsilon f(\varepsilon, T) \text{Im} \langle G_{0,0}(\varepsilon) \rangle_{2,1}, \tag{B20b}
\]

\[
\langle c_{0,\uparrow} c_{0,\downarrow} \rangle = -\langle c_{0,\downarrow} c_{0,\uparrow} \rangle = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\varepsilon f(\varepsilon, T) \text{Im} \langle G_{0,0}(\varepsilon) \rangle_{1,4}, \tag{B20c}
\]

and

\[
\langle c_{0,\downarrow} c_{0,\uparrow} \rangle = -\langle c_{0,\uparrow} c_{0,\downarrow} \rangle = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\varepsilon f(\varepsilon, T) \text{Im} \langle G_{0,0}(\varepsilon) \rangle_{4,1}. \tag{B20d}
\]

These expectation values depend on the Green’s functions themselves, and thus have to be computed self-consistently.
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