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Abstract—Feed-forward neural networks (FNNs) work as standard building blocks in applying artificial intelligence (AI) to the physical world. They allow learning the dynamics of unknown physical systems (e.g., biological and chemical) to predict their future behavior. However, they are likely to violate the physical constraints of those systems without proper treatment. This work focuses on imposing two important physical constraints: monotonicity (i.e., a partial order of system states is preserved over time) and stability (i.e., the system states converge over time) when using FNNs to learn physical dynamics. For monotonicity constraints, we propose to use nonnegative neural networks and batch normalization. For both monotonicity and stability constraints, we propose to learn the system dynamics and corresponding Lyapunov function simultaneously. As demonstrated by case studies, our methods can preserve the stability and monotonicity of FNNs and significantly reduce their prediction errors.

I. INTRODUCTION

Artificial intelligence (AI) is rapidly advancing in the cyber world, especially in computer vision and natural language processing [1]. Recently, there has been a growing interest in building AI that can learn to interact with the physical world [2]. To this end, feedforward neural networks (FNNs) can serve as building blocks to learn unknown physical system dynamics [3], [4], [5] to predict their future behavior. Such systems usually obey physical constraints such as monotonicity and stability [6].

Monotonicity and stability naturally arise from applications in biology and chemistry. For instance, in an ecological model, the population of several cooperative species can be monotone. If a species’ population increases at some time (e.g., by bringing in new ones from outside), then other species’ populations will also be higher later, as illustrated in Figure 1. Besides, monotone systems can also be stable, i.e., the populations converge to given values over time. Examples include traffic networks [7], chemical reactions [8], and biochemical models [9].

However, without proper treatments, monotonicity and stability are likely to be violated by FNNs in learning, and consequently, the learned dynamics will not correctly reflect the dynamics of the real systems. In this work, we propose a new method to impose monotonicity on FNNs in learning without reducing their expressiveness by fusing nonnegative neural networks and batch normalization. In addition, for monotone and stable systems, we propose another method to impose both constraints by simultaneously learning the system dynamics and the corresponding Lyapunov function, as illustrated in Figure 2.

We implement our methods in a window-based fashion on two case studies: the Lotka-Volterra model of two cooperative species that can migrate between multiple patches and the biochemical control circuit of the translation from DNA to mRNA. The results show that our methods ensure the stability and monotonicity of the learned FNNs at most test points. In addition, by imposing the constraints and the window-based implementation, the prediction errors of the FNN to the system are significantly reduced, especially for long time horizons.

Imposing monotonicity constraints in learning starts from classification and regression of data whose labels increase (or decrease) with the features (e.g., the dependence of the value of a used car on its mileage). To handle such data, monotonicity constraints were imposed for kernel machines [10] and trees [11], [12]. Recently, monotonicity were studied for learning probabilistic dynamical models [13], [14], [15], [16]. Our work differs due to the use of the window method and learning with both monotonicity and stability constraints.

A common approach is to impose monotonicity as a penalty to the training loss, computed for a set of samples [17] or the average of some pre-defined distribution [18]. For this approach, the derived NNs are only monotonic for that set of samples or distribution, and require further certification for global monotonicity [19]. Alternatively, we can indirectly learn a monotone function from its derivative using an NN that only provides nonnegative outputs [20]. However, recovering the monotone function from the trained NN

Fig. 1: Monotone system paths. If \( x'(t_0) \geq x(t_0) \), then \( x'(t) \geq x(t) \) for all \( t \geq t_0 \).

Fig. 2: Diagram of learning setup.
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would require integration; thus, any learning errors would accumulate over the integration/time, effectively resulting in large approximation errors.

To avoid the above issues, we impose monotonicity through the structure and weights of the NNs in a correct-by-construction way. For example, it is proposed to set single weights to be positive [21] or introduce constraints between multiple weights [22], [12], [23]. Examples range from a simple three-layer NN [24] to a more complex structure combining linear calibrators and lattices [25]. Our work proposes to use two-layer NNs with both min-ReLU and max-ReLU activation functions with non-negative weights that can capture general nonlinear functions. To avoid suboptimal outcomes [26] caused by the hard constraints in training, we propose to use batch normalization to “soften” the constraints. The case studies show that our approach can accurately approximate system dynamics without significantly affecting monotonicity conditions.

Inspired by the idea of using piecewise linear dynamics to approximate (known) nonlinear dynamics in non-learning context [27], we consider a NN with ReLU activation functions (instead of sigmoid). Similar to [24], [22], our NN can be viewed as a piecewise linear approximation of a nonlinear function, where the monotonicity is achieved by enforcing positive weights. However, our ReLU NN is more versatile and can have any number of layers, which is needed for learning complex nonlinear dynamics beyond classification and regression [28].

Our approach to ensuring stability is based on existing work on learning for Lyapunov functions [3], [4]. Specifically, we simultaneously learn the unknown dynamics and its Lyapunov function. This is similar in spirit to the idea from [5]. Conventionally, to learn the dynamics $f$ by FNNs.

The system (1) is monotone if and only if the function $f$ is monotonically non-decreasing in the common sense – i.e., if for any two inputs $x_1, x_2 \in \mathbb{R}^n$, it holds that $x_1 \leq x_2 \implies f(x_1) \leq f(x_2)$.

**Example 1:** A scalar linear system $x(t + 1) = ax(t)$ is monotone on the domain $[0, +\infty)$ for any $a \geq 0$, since for any two initial states $x_1(0) \leq x_2(0)$, the two corresponding trajectories satisfy $x_1(t) = a^t x_1(0) \leq a^t x_2(0) = x_2(t)$. Therefore, the ordering between the initial states is preserved during the evolution of two trajectories for all times $t \in \mathbb{N}$.

It is important to highlight that the monotonicity is defined for the (initial) state not for the time, as illustrated in Figure 1. By Example 1, when $a \in (0, 1)$, the trajectory $x(t) = a^t x(0)$ decreases with the time $t$; yet, the system is still monotone with respect to the initial state $x(0)$. In addition, the monotonicity of the system (1) can be equivalently characterized by the gradient of function $f(x)$, as captured in the following lemma from.

**Lemma 1:** [6] The system (1) is monotone if and only if $\frac{\partial f}{\partial x_i} \geq 0$ for each entry $x_i$, $(i = 1, \ldots, n)$ of $x \in \mathbb{R}^n$. Specially, if the system (1) is linear – i.e., $f(x) = Ax$ for some $A \in \mathbb{R}^{n \times n}$, then it is monotone if and only if each entry $A_{ij}, (i, j \in [n])$ of the matrix $A$ satisfies that $A_{ij} \geq 0$.

The system (1) is globally asymptotically stable (or stable for short), if it has a (discrete-time) Lyapunov function $V(x)$ [29]. Suppose that $x = 0$ is the stable point of the system (i.e., $f(0) = 0$) in general, a stable point $x_0$ can be moved to 0 by substituting $x$ with $x - x_0$ in the system (1). Then $V(x)$ should satisfy the Lyapunov condition that $V(0) = 0$ and $\forall x \neq 0, V(x) > 0$ and $V(f(x)) - V(x) < 0$.

The Lyapunov function can be viewed as a ‘potential’ with zero value at the stable point and positive values elsewhere. For stable systems, since the discrete Lie derivative $V(f(x)) - V(x)$ is negative, the (positive) value of the Lyapunov function should decrease along the system path so that it finally converges to zero at the stable point. For monotone stable systems, the Lyapunov function can always be written as the maximum of scalar functions [6]. That is, there exist scalar functions $V_i : \mathbb{R} \to \mathbb{R}$ such that

$$V(x) = \max_{i \in [n]} V_i(x_i), \quad \text{for} \quad [n] = \{1, \ldots, n\}. \quad (5)$$

This provides a foundation for our technique to efficiently learn the Lyapunov function of $\dot{f}$ by FNNs.

**III. MONOTONE NEURAL NETWORK**

We introduce a window-based method to utilize FNNs to learn the dynamics of the system (1). We show that this method can reduce the learning error in general (Section III-A), as well as how to impose the monotonicity and stability constraints (Sections III-B and III-C, respectively). The proofs are available in Appendix of [30].

**A. Window-Based Learning Method**

Conventionally, to learn the dynamics $f$ of the system (1), an FNN $f_\theta$ parametrized by weights $\theta$ is trained to predict
the next state $x(t+1)$ from the current state $x(t)$ \cite{3,4,5}, i.e.,
\[
\hat{x}(t+1) = \hat{f}_\theta(x(t)) \approx x(t+1) = f(x(t)),
\]
To improve the prediction accuracy, we propose a window-based method. Specifically, the FNN $f_\theta$ uses a $q$-window of past states to predict the next state, i.e.,
\[
\hat{x}(t+1) = \hat{f}_\theta(x(t), x(t-1), \ldots, x(t-q+1)) \\
\approx x(t+1) = f(x(t)).
\]
Accordingly, the training loss of $\hat{f}_\theta$ for $f$ is given by
\[
E_{x(\cdot) \sim \rho} [||x(t+1) - \hat{f}_\theta(x(t), x(t-1), \ldots, x(t-q+1))||^2],
\]
where $\rho$ is the state visitation distribution from a random initial state $x(0)$. In practice, the expectation in loss (6) is substituted by the empirical training loss for a batch of $N$ given sample paths of the time horizon $H$, i.e.,
\[
J(\hat{f}_\theta) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{H} \sum_{t=0}^{H-1} ||x_i(t+1) - \hat{f}_\theta(x_i(t), x_i(t-1), \ldots, x_i(t-q+1))||^2,
\]
where $N$ is the batch size and $x_i(\cdot)$ represents the state obtained from the $i$th sample path for all $i \in \{1, \ldots, N\}$.

Admittedly by the dynamics $f$, the next state $x(t+1)$ only depends on the current state $x(t)$. However, using past states can still help training. The past state $x(t-i)$ is related to the next state $x(t+1)$ by $x(t+1) = f^{(i+1)}(x(t-i))$. Suppose we start from training $\hat{f}_\theta$ by only using the dependency of $x(t+1)$ on $x(t)$. By adding $x(t-1)$ to training, the FNN $\hat{f}_\theta$ not only needs to fit the dependency of $x(t+1)$ on $x(t)$ but also $x(t+1)$ on $x(t-1)$. This generally reduces the prediction error when $\hat{f}_\theta$ is not exactly equal to $f$. By using the window method, we force the FNN $\hat{f}_\theta$ not only fit with 1-step dependencies of states by also multi-step dependencies, and hence improves the utility of sample trajectories.

**B. Imposing the Monotonicity Constraints**

Our method forces the input-output relation of each neuron to be monotone so that the overall FNN is monotone by setting the weights in the FNN to be nonnegative. We achieve this by resetting the negative weights to zero, or to relatively small random numbers that are close to zero, after each backpropagation operation, as in the Dropout \cite{31} method that prevents deep neural networks from overfitting. We refer to such NNs as *nonnegative NNs*. This is inspired by the use, in non-learning context, of piecewise linear dynamics to approximate known nonlinear dynamics \cite{27}. Specifically, as $\varphi$ is a piecewise linear function, the FNN $f_\theta$ using such activation functions is also piecewise linear. Thus, it can serve as a piecewise linear approximation, if trained to approximate the dynamics (1). Finally, the min-ReLU activations in (8) are needed to allow for capturing general nonlinear dynamics due to the following claim.

**Claim 1:** If an FNN $f_\theta$ only has the max-ReLU activations from (8), then $f_\theta$ is convex.

Since the activations from (8) are monotone, the following holds.

**Theorem 1:** An FNN using the activations from (8) is monotone.

We note that the inverse of Theorem 1 may not be necessarily true; i.e., a monotone NN can have negative weights. For example, consider an NN with two hidden layers, each containing a single-neuron. The output of the first hidden layer is $y_1 = \max\{x_1, 1\}$ given its input $x_1$. The ReLU activation in the second hidden layer with a negative weight, computes $z_1 = \max\{-y_1, 1\}$ from the output of the first neuron $y_1$. Yet, the NN is still monotone as the output is always 1. In addition, the dynamics represented by a monotone NN may decrease over time. For example, consider the single-neuron network that computes $x_{1}(t+1) = \max\{0.5x_{1}(t), 1\}$ from the input $x_{1}(t)$. For an initial state $x_{1}(0) = 10$, the corresponding trajectory is decreasing with time $t \in \mathbb{N}$.

**Batch Normalization.**: Imposing hard constraints on the weights can lead to undesirable sub-optimal results in training, as observed in \cite{26}. Hence, instead of straightly imposing the positive weight constraint $\theta_0, \ldots, \theta_d \geq 0$ for the activations (8), we propose to use batch normalization (BN) \cite{32} to soften the constraints and ensure the representation power of $f_\theta$. This is because the BN parameters are allowed to converge to optima defined in a broader search space if necessary but can be trained to satisfy the weight constraints as well if it is optimal to do so, although this may lead to tolerable (minor) violations of the hard constraints as we will show in the applications in Section IV.

**C. Imposing Stability Constraints**

When the system (1) of interest is stable, we introduce the following learning method based on an optimization framework \cite{33} that learns $\hat{f}_\theta$ and $\hat{V}_\xi$ iteratively. Recall that the system is stable if and only if it has a Lyapunov function $V(x)$ in the form of (5). Here, we train an FNN $\hat{V}_\xi(x)$ of the form (5) to represent $V(x)$. For a given $\hat{f}_\theta$, we train $\hat{V}_\xi(x)$ by imposing the Lyapunov condition (4) via the following expected loss
\[
\min_{\xi} \mathbb{E}_{x(\cdot) \sim \rho} \left[ \hat{V}_\xi(0)^2 + \left[ -\hat{V}_\xi(x(t)) \right]^+ + \left[ \hat{V}_\xi(\hat{f}_\theta(x(t) - q + 1)) - \hat{V}_\xi(x(t)) \right]^+ \right],
\]
where the expectation $\mathbb{E}_{x(\cdot) \sim \rho}$ follows from (6). In (9), the first term penalizes the non-zero value of $\hat{V}_\xi(0)$, the second term penalizes the negative values of $\hat{V}_\xi(x)$, and the third term

Theorem 1: An FNN using the activations from (8) is convex.

Theorem 1: ANN using the activations from (8) is monotone.
penalizes the positive values of the discrete Lie derivative of \( \dot{V}_\xi \) for \( \hat{f}_\theta \), as discussed in Section II. Effectively, our approach can be viewed as a discrete-time version of the training loss for the Lyapunov function from [4].

In practice, the expected loss of (9) is approximated by the average of \( N \) sample paths of length \( H \gg q \) – i.e., to impose the Lyapunov condition, while training FNN \( \hat{V}_\xi \), we utilize the loss function

\[
\min_\theta \frac{1}{N} \sum_{i=1}^{N} \frac{1}{H-q-1} \sum_{t=q}^{H-1} \left( \tilde{V}_\xi(0)^2 + [- \tilde{V}_\xi(x_i(t))]^+ \right. \\
+ \left. [\tilde{V}_\xi(\hat{f}_\theta(x_i(t); t+q+1))) - \tilde{V}_\xi(x_i(t))]^+ \right),
\]

(10)

Similarly, for a given \( \hat{V}_\xi \), we train \( \hat{f}_\theta \) by incorporating the Lyapunov condition (4) into the training loss of (6)

\[
\min_\theta E_{x(t) \sim P} \left( \| f(x(t)) - \hat{f}_\theta(x(t); t-q+1) \|^2 \right. \\
+ \left. [\tilde{V}_\xi(\hat{f}_\theta(x_i(t); t+q+1))) - \tilde{V}_\xi(x_i(t))]^+ \right).
\]

Here, the first term penalizes the difference in predicting the next state between \( f \) and \( \hat{f} \) from (1); the second term penalizes the positive values of the discrete Lie derivative of \( \tilde{V}_\xi \) for \( \hat{f}_\theta \), equivalent to the third term of (10). The first two terms of (10) are not included, as they are independent of \( \hat{f}_\theta \).

As done for (10), in practice we approximate the expected loss in (11) by using the sample average

\[
\min_\theta \frac{1}{N} \sum_{i=1}^{N} \frac{1}{H-q-1} \sum_{t=q}^{H-1} \left( \| f(x_i(t)) - \hat{f}_\theta(x_i(t); t-q+1) \|^2 \right. \\
+ \left. [\tilde{V}_\xi(\hat{f}_\theta(x_i(t); t+q+1))) - \tilde{V}_\xi(x_i(t))]^+ \right).
\]

(12)

To train \( \hat{f}_\theta \) by (12), we also impose the monotonicity constraints using the method from Sec. III-B.

IV. CASE STUDIES

To evaluate the effectiveness of our techniques, we consider two high-dimensional complex nonlinear dynamical systems that are monotone due to their physical properties.

A. Lotka-Volterra (LV) Model

We start with the LV model that describes the interaction of two cooperative groups (e.g., the males and the females of the same specie) occupying an environment of \( n \) discrete patches. For the group \( k \in \{0,1\} \), let \( x_{ik}(t) \geq 0 \) be the populations of the group \( k \) in the \( i \)-th patch at time \( t \in \mathbb{N} \). The rate of migration from the \( j \)-th patch to the \( i \)-th patch is \( a_{ijk} x_{ik}(t) \) with \( a_{ijk} \geq 0 \). At the patch \( i \), the death rate is \( b_{ik} x_{ik}(t) \), with \( b_{ik} \geq 0 \); and the reproduction rate is \( c_{ik} x_{ik}(t) x_{jk}(t) \), with \( c_{ik} \geq 0 \), where we make the convention that \( k = (k+1) \text{ mod } 2 \). Thus, for a discrete-time step \( \tau > 0 \), the change of the populations of the two groups at the \( i \)-th patch is given by

\[
x_{ik}(t+1) = x_{ik}(t) + \tau \left( c_{ik} x_{ik}(t) x_{jk}(t) - \bar{b}_{ik} x_{ik}(t) + \sum_{j \in [n] \setminus \{i\}} a_{ijk} (x_{jk}(t) - x_{ik}(t)) \right).
\]

(13)

The LV model is monotone on the positive orthant – if the population \( x_{ik}(t) \) suddenly increases at time \( t \) for some \( i \) and \( k \) (e.g., adding new individuals from the outside), then the growth rate of all other populations will not decrease; thus, their populations only increase from the increment of \( x_{ik}(t) \). To ensure that the time discretization in (13) faithfully captures this monotonicity property, the time step \( \tau \) should satisfy \( \tau < 1 / \max_{i \in [1,2]} \max_{E_{ne}[n]} (b_{ik} + \sum_{j \in [n] \setminus \{i\}} a_{ijk}) \) for the system (13) to be monotone.

B. Biochemical Control Circuit (BCC) Model

We also consider the BCC model describing the process of synthesizing a protein from segments of mRNA \( E_0 \) in a cell, through a chain of enzymes \( E_1, ..., E_n \), where \( E_n \) is the end product. Let \( x_{0}(t) \geq 0 \) be the celluar concentration of mRNA, \( x_{i}(t) \geq 0 \) be the concentration of the enzyme \( i \) for \( i \in [n] \) at time \( t \). For each \( i \in [n] \), the chemical reaction \( \alpha_i E_{i-1} \rightarrow E_i \) is assumed to happen with unit rate, where \( \alpha_i > 0 \). In addition, the end product stimulates the creation of the mRNA by the rate \( (x_{n}(t)+1)/(x_{n}(t)+K) \) for some \( K > 1 \), and \( p \in \mathbb{N} \). For a discrete-time step \( \tau > 0 \), the change of the concentration of the enzyme \( i \) is given by

\[
x_{0}(t+1) = x_{0}(t) + \tau \left( \frac{x_{n}(t)+1}{x_{n}(t)+K} - \alpha_1 x_{1}(t) \right),
\]

\[
x_{i}(t+1) = x_{i}(t) + \tau \left( x_{i-1}(t) - \alpha_{i} x_{i}(t) \right).
\]

(14)

The BCC model is monotone in the positive orthant since if the concentration of the enzyme \( i \) increases with the concentration of the enzyme \( i+1 \). To ensure that the time discretization in (14) does not violate this monotonicity property, the time step \( \tau \) should satisfy \( \tau < 1 / \max_{i \in [n]} \alpha_i \) for the system (14) to satisfy Lemma 1, i.e., to be monotone.

C. Evaluation

We set \( n = 10 \) in (13) for the LV model and \( n = 20 \) in (14) for the BCC model, so the dimensions of the system states are 20 and 21, respectively. The training data are drawn from the system with a random set of initial states \( x(0) \). More details on the selection of system constants, FNN architectures, and training hyper-parameters are provided in Appendix B of [30].

We compare the performance when training the FNNs with (I) the proposed loss (12) that enforces both monotonicity and stability conditions, against (II) monotonicity loss (7) only (which does not ensure stability), and (III) mean-square loss only (i.e., neither monotonicity nor Lyapunov conditions are considered). We test the FNNs by iteratively predicting the system state \( T \) time steps (specifically \( T = 1500, 2500, 3500 \)) after a given initial \( q \)-window of states that are not contained in the training data and then compare with the ground truth. In all cases, the FNN is trained for different windows sizes (specifically \( q = 1, 100 \)). The normalized \( \ell^2 \)-norm errors, defined by the ratio of the \( \ell^2 \)-norm of the prediction error to the \( \ell^2 \)-norm of the ground truth, are summarized in Table I. The column headers “monotone and Lyapunov”, “monotone only” and “baseline” refer to training with the methods (I), (II), and (III) specified above.
The predicted trajectories for a subset of the states for the two case studies are shown in Figures 3(a) and 4(a), whereas the results for all states are provided in Appendix D of [30]. Imposing either the monotonicity or stability constraints reduces the prediction errors, and imposing both brings down the error even further. In addition, when the stability constraint is imposed (method (I)), the trained FNN becomes much more stable, which significantly reduces the prediction errors for long time horizons. Also, Table I shows using a longer window results in more accurate predictions of future states – the normalized $\ell^2$-norm of the prediction errors for the window size $q = 100$ is generally much smaller than that for the window size $q = 1$. In addition, the prediction errors ramp up much slower for $q = 100$ than $q = 1$ over long time horizons.

To validate the monotonicity of the trained FNNs, we show in Figures 3(b) and 4(b) the $x(t+1)$ against $x(t)$ relations for the first 250 steps for a selection of the dimensions of the states. The figures for all dimensions are given in Appendix D of [30]. The monotonicity condition is better satisfied when the monotonicity constraint is imposed in the training loss (in method (I) and (II)), despite the occasional violations due to the batch normalization. Besides, imposing the stability constraint (method (I)) generally does not worsen the violation of monotonicity.

V. CONCLUSION

We introduced a window-based method to learn the dynamics of unknown nonlinear monotone and stable dynamical systems. We employed feedforward neural networks (FNNs) and captured the system’s physical properties by imposing the corresponding monotonicity and stability constraints during training. On two high-dimensional complex nonlinear systems (biological and chemical), we showed that the combination of the monotonicity and stability constraints enforces both properties on the learned dynamics while significantly reducing learning errors.
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