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Abstract. Ramanujan gave a recurrence relation for the partition function in terms of the sum of the divisor function \( \sigma(n) \). In 1885, J.W. Glaisher considered seven divisor sums closely related to the sum of the divisors function. We develop a calculus to associate a generating function with each of these divisor sums. This yields analogues of Ramanujan’s recurrence relation for several partition-theoretic functions as well as \( r_k(n) \) and \( t_k(n) \), functions counting the number of ways of writing a number as a sum of squares (respectively, triangular) numbers. As by-products of this association, we obtain several convolutions, recurrences and congruences for divisor functions. We give alternate proofs of two classical theorems, one due to Legendre and the other—Ramanujan’s congruence \( p(5n + 4) \equiv 0 \pmod{5} \).

1. Introduction

Let \( \sigma(n) \) be the sum of divisors of \( n \) and \( p(n) \) the number of unordered integer partitions of \( n \). There is a famous recurrence relation connecting them:

\[
n p(n) = \sum_{i=1}^{n} \sigma(i)p(n - i).
\]

This has been found in Ramanujan’s work (see [5, p. 108]). There are several divisor functions studied in the literature. One can ask whether there are analogues of (1.1) which relate divisor functions to partition-theoretic functions.

The purpose of this paper is to answer this question for 7 sums over divisors, studied by J. W. Glaisher [13]. Each of these can be expressed in terms of \( \sigma(n) \), where we take \( \sigma(n) = 0 \) whenever \( n \) is not a positive integer. The seven sums, which we call Glaisher’s divisors, are listed in Williams [26, p. xvi], and are as follows.

\[
d_1(n) = \sum_{d|n} d = \sigma(n); \tag{1.2a}
\]
\[
d_2(n) = \sum_{d|n, d \text{ odd}} d = \sigma(n) - 2\sigma(n/2); \tag{1.2b}
\]
\[
d_3(n) = \sum_{d|n, d \text{ even}} d = 2\sigma(n/2); \tag{1.2c}
\]
\[
d_4(n) = \sum_{d|n, n/d \text{ odd}} d = \sigma(n) - \sigma(n/2); \tag{1.2d}
\]
\[ d_5(n) = \sum_{d|n} d = \sigma(n/2); \]  
\[ d_6(n) = \sum_{d|n} (-1)^{d-1} d = \sigma(n) - 4\sigma(n/2); \]  
and,  
\[ d_7(n) = \sum_{d|n} (-1)^{n/d-1} d = \sigma(n) - 2\sigma(n/2). \]

The expressions of Glaisher’s divisors in terms of the divisor function \( \sigma(n) \) on the right-hand side of each of the above follow by elementary number-theoretic considerations.

In this paper, we find connections of Glaisher’s divisors with the following functions (see Andrews and Eriksson \[2\] for an introduction to partition functions).

\[ p_o(n) := p(n \mid \text{odd parts}), \]  
the number of partitions with all parts odd;

\[ p_d(n) := p(n \mid \text{distinct parts}), \]  
the number of partitions with distinct parts;

\[ p_e(n) := p(n \mid \text{even parts}), \]  
the number of partitions with all parts even;

\[ \overline{p}(n) := \text{the number of overpartitions of } n; \]

Of these, only the last one—introduced by Corteel and Lovejoy \[9\]—is not self-explanatory. An overpartition is a partition where the first occurrence of a part may be overlined. For example, \( 5 + 3 + \overline{2} + 2 + 1 + 1 + 1 \) is an overpartition of 15.

In addition, two other number-theoretic functions appear in our results.

\[ r_m(n) := \text{the number of ways of writing } n \text{ as an ordered sum of } m \text{ squares of integers; } \]

\[ t_m(n) := \text{the number of ways of writing } n \text{ as an ordered sum of } m \text{ triangular numbers.} \]

The analogues of \((1.1)\) we find are all recurrence relations connecting Glaisher’s divisors to the above functions. Two other divisor functions appear naturally, as special cases. Let \( \overline{\sigma}_3(n) \) be the sum of cubes of the divisors of \( n \). Then we require:

\[ \overline{\sigma}_3(n) := \sum_{d|n} d^3 = \sigma_3(n) - \sigma_3(n/2); \]

and

\[ \overline{\sigma}_3(n) := \sum_{d|n} (-1)^{d-1} d^3 = \sigma_3(n) - 16\sigma_3(n/2). \]

Ramanujan had the following very general entry which indicates an approach to recurrences such as \((1.1)\). The following is from Berndt \[4, \text{ Entry } 12a, \text{ p. } 28\]. Let

\[ f(q) = \sum_{k=1}^{\infty} \frac{A_k q^k}{k}, \]

and \( P_k \) be defined for \( k = 0, 1, 2, \ldots \) by

\[ e f(q) = \sum_{n=0}^{\infty} P_n q^n. \]
Then \( P_0 = 1 \) and for \( n \geq 1 \),
\[
nP_n = \sum_{k=1}^{n} A_k P_{n-k}.
\]

Our approach is a mild modification of Ramanujan’s approach. We begin with a definition.

**Definition 1.1 (Series-divisor).** Let
\[
A(q) = \sum_{k=0}^{\infty} a(k)q^k
\]
be a formal power series. The series divisor \((\sigma^A(k))\) for \( k = 1, 2, \ldots \) is defined by the equation
\[
\sum_{k=1}^{\infty} ka(k)q^k = \sum_{k=1}^{\infty} \sigma^A(k)q^k \sum_{k=0}^{\infty} a(k)q^k.
\]

We define
\[
\sigma^A(r) = 0 \text{ unless } r \in \mathbb{Z} \text{ and } r > 0.
\]

Alternatively, (1.4a) specifies the recurrence
\[
na(n) = \sum_{i=1}^{n} \sigma^A(i)a(n-i),
\]
which can also be used to define the series-divisor \( \sigma^A(n) \), for \( n = 1, 2, \ldots \).

We develop a calculus to associate a divisor function with an infinite product. In turn, this infinite product is the generating function of the relevant partition-theoretic or arithmetic sequence. The approach is elementary. Nevertheless, we succeed in finding several new results which fit in well with the existing literature.

Note that when the formal power series \( A(q) \) is the generating function for the number of partitions of \( p(n) \), that is,
\[
\prod_{k=0}^{\infty} \frac{1}{(1-q^k)} = \sum_{n=0}^{\infty} p(n)q^n,
\]
then (1.5) reduces to (1.1). This motivates the term “sigma-divisor”.

Evidently, the series-divisor is nothing but the coefficients of the logarithmic derivative of \( A(q) \). Finding the recurrence relation satisfied by a sequence whose generating function is known using logarithmic derivatives is standard in generatingfunctionology (see Wilf [25, p. 22]). Thus, we usually find the sigma-divisor from a generating function. Here we develop the calculus to go in the reverse direction—from the divisor sum to the generating function.

Our approach was implicit in our earlier work [3]. In that paper, we applied this idea to embed Ramanujan’s congruences \( p(5n + 4) \equiv \tau(5n) \equiv 0 \pmod{5} \) into an infinite family of such recurrences. Here \( \tau \) is Ramanujan’s \( \tau \) function [6, p. 5], defined by
\[
\prod_{k=1}^{\infty} \left( \frac{1}{1-q^k} \right)^{24} = \sum_{n=0}^{\infty} \tau(n+1)q^n.
\]

In the current work, the focus is on divisor functions and their correspondence with functions from additive number theory. As an immediate consequence of this correspondence, we obtain recurrence relations connecting the two. In §2 we
develop the calculus and list these recurrence relations. As special cases, we obtain some more recurrence relations for divisor functions. There are further recurrence relations in §3 which are obtained by using an elementary idea that was used very effectively by Gould [15]. Next, in §4, we round off the applications of our calculus by deriving a pair of formulas for overpartitions of \( n \), analogous to results for the partition function due to Euler and Glaisher.

Aside from (2.1), there seem to be few results connecting partition-theoretic functions with the multiplicative functions of number theory; see Merca [20] and previous work by the authors [3]. Christopher [8] and Merca [22] have results analogous to Euler’s recursion for partitions which is obtained by using the pentagonal number theorem. Convolutions of Glaisher’s divisors appear in [18, 16]. Many such results have been obtained by using Liouville’s approach in Williams [26]. Regarding congruences for the divisor functions, congruences such as 3|\( \sigma(3n + 2) \) and 4|\( \sigma(4n + 3) \) follow from the definition of \( \sigma(n) \). Bonciocat [7] and Gallardo [12] have proved congruences for the convolution of the sum of divisors functions. Merca [21] has examined congruence sums for \( d_2(n) \) over the extended pentagonal numbers. Fine [11] has shown the application of bilateral \( q \)-hypergeometric series evaluations to divisor functions; Berdnt [6] uses similar techniques.

The results of this paper complement other work in the area. We illustrate this in §5 by giving alternate proofs of two classical results. One of them is due to Legendre:

\[
t_4(j) = \sigma(2j + 1).
\]

We also give an alternate proof of Ramanujan’s famous recurrence

\[
p(5n + 4) \equiv 0 \pmod{5}.
\]

Our proof gives an example of an equivalence between a congruence result from partition theory with one involving the convolution of the sum of divisors function \( \sigma(n) \). We conclude with another example of this kind involving overpartitions.

2. Recurrences for the sum of divisors function

We begin our development of a calculus of series-divisors which allows us to virtually read-off from the divisor function the corresponding generating function of an appropriate partition function.

The following is the first of three useful lemmas about series-divisors (recall Definition 1.1).

**Lemma 2.1** (Addition Lemma). Let \( \sigma^A(k) \) and \( \sigma^B(k) \) be the series-divisors for the power series \( A(q) \) and \( B(q) \). Then \( \sigma^A(k) + \sigma^B(k) \) is the series-divisor for \( A(q)B(q) \). That is, the series-divisor of the product of two power series is the sum of the respective series-divisors.

*Proof.* The proof is immediate from the fact that the log of a product is the sum of the logs. \( \square \)

The following proposition allows us to compute series-divisors in many cases of interest.

**Proposition 2.2** (Calculus of series-divisors I). Let \( A(q) \) and \( (\sigma^A(k)) \) be as in Lemma 2.1. For \( k = 1, 2, \ldots \), we have the following.

(i) The series divisors of \( A(q)^{-1} \) are given by \( \{-\sigma^A(k)\} \).
(ii) The series divisors of $A(-q)$ are given by $((-1)^k \sigma^A(k))$.

(iii) The series divisors of $A(q^n)$ are given by $(n \sigma^A(k/n))$.

(iv) The series divisors of $A(q)^n$ are given by $(n \sigma^A(k))$.

Proof. While parts (i) and (iv) follows from the addition lemma, the other two parts follow from (1.5). For part (iii), recall that we take $\sigma^A(r) = 0$ unless $r$ is a positive integer. □

Corollary 2.3 (Recursion for powers). Let $a_m(k)$ be the coefficients of the $m$th powers of the power series $A(q)$, that is,

$$A(q)^m = \sum_{k=0}^{\infty} a_m(k) q^k.$$

Then

$$na_m(n) = m \sum_{j=1}^{n} \sigma^A(i) a_m(n-j).$$

(2.1)

Proof. This is immediate from Proposition 2.2 (part (iv)) and (1.5). □

Examples (The calculus of series-divisors II). The following will allow us to compute the series-divisor for a host of infinite products. The first is trivial. The rest follow from the previous ones using Proposition 2.2.

1. The series-divisor for $A(q) = 1 - q$ is $(-1, -1, -1, \ldots)$ since

$$-q = (1 - q) \sum_{k=1}^{\infty} (-1)^k q^k.$$

2. The series-divisor for $(1 - q)^{-1}$ is $(1, 1, 1, \ldots)$.
3. The series-divisor for $1 + q$ is $(1, -1, 1, \ldots)$.
4. The series-divisor for $(1 + q)^{-1}$ is $(-1, 1, -1, \ldots)$.
5. If $A(q) = 1 - q^n$, then the series-divisor is the sequence

$$\sigma^A(k) = \begin{cases} 
-n & \text{if } k = mn, \text{ for some } m \in \mathbb{N} \\
0 & \text{otherwise.}
\end{cases}$$

6. If $A(q) = (1 - q^n)^{-1}$, then

$$\sigma^A(k) = \begin{cases} 
n & \text{if } k = mn, \text{ for some } m \in \mathbb{N}, \\
0 & \text{otherwise.}
\end{cases}$$

7. If $A(q) = 1 + q^n$, then

$$\sigma^A(k) = \begin{cases} 
(-1)^{m-1} n & \text{if } k = mn, \text{ for some } m \in \mathbb{N}, \\
0 & \text{otherwise.}
\end{cases}$$

8. Finally, the series-divisor for $A(q) = (1 + q^n)^{-1}$ is

$$\sigma^A(k) = \begin{cases} 
(-1)^{m} n & \text{if } k = mn, \text{ for some } m \in \mathbb{N}, \\
0 & \text{otherwise.}
\end{cases}$$
Remark (Alternative recursion for the binomial coefficients). Combining part (1) the above with the recursion for powers, we see that the series-divisor for $A(q) = (1 - q)^m$ satisfies the recurrence equation

$$na_m(n) = -m \sum_{j=1}^{n} a_m(n-j) \text{ with } a(0) = 1.$$  

The first few terms of $a_m(j)$ for $j = 0, 1, 2, 3$ are seen to be $1, -j, j(j-1)/2$ and $-j(j-1)(j-2)/6$. From here it is not difficult to obtain the usual formula for the binomial coefficients and prove it satisfies the above recursion.

Example 2.1 (The recurrence (1.1)). Let $p(n)$ be the number of integer partitions of $n$. We apply the addition lemma term by term to the generating function

$$P(q) = \prod_{k=1}^{\infty} \frac{1}{1 - q^k} = \sum_{k=0}^{\infty} p(k)q^k. \quad (2.2)$$

From the above, the series divisors for $(1 - q)^{-1}, (1 - q^2)^{-1}, \ldots$ are easy to find, and then they are summed using the Addition Lemma. Here we have used $\leftrightarrow$ to denote the correspondence.

$$\frac{1}{1 - q} \leftrightarrow (1, 1, 1, 1, 1, 1, \ldots)$$
$$\frac{1}{1 - q^2} \leftrightarrow (0, 2, 0, 2, 0, 2, 0, \ldots)$$
$$\frac{1}{1 - q^3} \leftrightarrow (0, 0, 3, 0, 0, 3, 0, \ldots)$$
$$\frac{1}{1 - q^4} \leftrightarrow (0, 0, 0, 4, 0, 0, 4, \ldots)$$

$$\vdots$$
$$\prod_{k=1}^{\infty} \frac{1}{1 - q^k} \leftrightarrow (1, 3, 4, 7, \ldots)$$

Summing each component, we see that the sigma-divisor is $\sigma(i)$, the sum of divisors function. The recurrence (1.1) is thus a special case of (1.5).

Notation. We use the notation $\leftrightarrow$ to indicate the correspondence between sigma-divisors $\sigma^n(k)$ and infinite products $A(q)$.

The calculations in Example 2.1 are easily reversed to associate sums of divisors with an infinite product. In the rest of this section we apply this to each one of Glaisher’s divisors. The associated infinite products are interesting in their own right, and lead to analogues of (1.1) with other partition-theoretic functions.

In the following, the generating functions of the various partition-theoretic functions are required. These can be found in [2] and [9]. In addition, we require two theta functions from Berndt [6, p. 7]:

$$\varphi(q) := \sum_{k=-\infty}^{\infty} q^{k^2} = \prod_{k=1}^{\infty} (1 + q^{2k-1})^2 (1 - q^{2k}) \quad (2.3)$$
and

\[ \psi(q) := \sum_{k=0}^{\infty} q^{ \frac{k(k+1)}{2} } = \prod_{k=1}^{\infty} \frac{(1-q^{2k})}{(1-q^{2k-1})}. \] (2.4)

The factorizations into infinite products are due to Gauss and special cases of Jacobi’s triple product identity; we refer to Andrews, Askey and Roy [1, p. 500] (a small typo in [1, (eq. (10.4.8)]) is corrected in (2.4)). Note that these are the only identities in [1] where the sums have positive coefficients.

**Theorem 2.4.** Let \( d_1(n), d_2(n), \ldots, d_7(n) \) be Glaisher’s divisor functions. They are sigma-divisors of the following products, which in turn, are generating functions as given below.

\( d_1(n) = \sigma(n) \leftrightarrow \prod_{k=1}^{\infty} \frac{1}{1-q^k} = \sum_{k=0}^{\infty} p(k) q^k; \) (2.5a)

\( d_2(n) \leftrightarrow \prod_{k=1}^{\infty} \frac{1}{1-q^{2k-1}} = \sum_{k=0}^{\infty} p_o(k) q^k; \) (2.5b)

\( d_3(n) = 2d_5(n) \leftrightarrow \prod_{k=1}^{\infty} \frac{1}{1-q^{2k}} = \sum_{k=0}^{\infty} p_e(k) q^k; \) (2.5c)

\( 2d_4(n) \leftrightarrow \prod_{k=1}^{\infty} \frac{1+q^k}{1-q^k} = \sum_{k=0}^{\infty} p(k) q^k; \) (2.5d)

\( (-1)^{n+1}2d_4(n) \leftrightarrow \prod_{k=1}^{\infty} (1+q^{2k-1})^2(1-q^{2k}) = \varphi(q) = \sum_{k=-\infty}^{\infty} q^{k^2}; \) (2.5e)

\( d_6(n) \leftrightarrow \prod_{k=1}^{\infty} \frac{(1-q^{2k})}{(1-q^{2k-1})} = \psi(q) = \sum_{k=0}^{\infty} q^{k(k+1)}; \) (2.5f)

\( d_7(n) \leftrightarrow \prod_{k=1}^{\infty} (1+q^k) = \sum_{k=0}^{\infty} p_d(k) q^k. \) (2.5g)

**Proof.** The proof of (2.5a) outlined in Example 2.1 extends easily to prove (2.5b) and (2.5c). Here only the odd (respectively, even) divisors are there, with only the corresponding terms in the infinite product. That \( d_3(n) = 2d_5(n) \) follows from the right-hand side of (1.2c) and (1.2e).

Next we consider the sequence \( (d_7(n)) \). The sequence is generated by summing \((1,-1,1,-1,\ldots), (0,2,0,-2,\ldots)\) and so on. Thus

\[ d_7(n) \leftrightarrow \prod_{k=1}^{\infty} (1+q^k) \]

which is the generating function of partitions with distinct parts. This gives (2.5g).

From here we obtain

\[ 2d_4(n) = d_1(n) + d_2(n) \leftrightarrow \prod_{k=1}^{\infty} \frac{1}{1-q^k} \prod_{k=1}^{\infty} \frac{1}{1-q^{2k-1}} = \prod_{k=1}^{\infty} \frac{1+q^k}{1-q^k}, \]

where we have used the analytic form of Euler’s theorem that the number of partitions with distinct parts equals the number of partitions with odd parts. This shows (2.5d).
To show (2.5e), consider the following:

\[ \varphi(q) = \prod_{k=1}^\infty (1 - (-q)^{2k-1})^2 (1 - (-q)^{2k}) \quad \sim \quad -(1)^n 2d_2(n) - (1)^n d_3(n) \]

\[ = (-1)^{n+1} \left( 2(\sigma(n) - 2\sigma(n/2)) + 2\sigma(n/2) \right) = (-1)^{n+1} 2d_4(n). \]

Finally, observe that

\[ d_6(n) = \sigma(n) - 4\sigma(n/2) = d_2(n) - d_3(n) \quad \sim \quad \prod_{k=1}^\infty \frac{(1 - q^{2k})}{(1 - q^{2k-1})} = \psi(q). \]

\[ \square \]

**Remark.** Here is an interesting application of Euler’s ODD = DISTINCT theorem. Note that

\[ d_7(n) \quad \sim \quad \prod_{k=1}^\infty (1 + q^k) = \prod_{k=1}^\infty \frac{1}{1 - q^{2k-1}} \quad \sim \quad d_2(n). \]

Thus

\[ d_7(n) = d_2(n) \]

and both equal

\[ d_1(n) - d_3(n) = \sigma(n) - 2\sigma(n/2). \]

This is an alternate partition-theoretic proof of the right hand side of (1.2g).

From the correspondence between Glaisher’s divisor functions and partition-theoretic generating functions, we obtain analogues of Ramanujan’s recurrence (1.1).

**Theorem 2.5.** The following recurrence relations hold.

\[ np_e(n) = \sum_{i=1}^n d_3(i)p_e(n - i) = 2 \sum_{i=1}^n \sigma(i/2)p_e(n - i); \quad (2.6a) \]

\[ np_d(n) = \sum_{i=1}^n d_2(i)p_o(n - i) = \sum_{i=1}^n d_7(i)p_d(n - i); \quad (2.6b) \]

\[ = \sum_{i=1}^n (\sigma(i) - 2\sigma(i/2))p_d(n - i); \quad (2.6c) \]

\[ n\overline{p}(n) = 2 \sum_{i=1}^n d_4(i)\overline{p}(n - i) = 2 \sum_{i=1}^n (\sigma(i) - \sigma(i/2))\overline{p}(n - i). \quad (2.6d) \]

**Proof.** These recurrence relations are just (1.5) when applied to (2.5e), (2.5b) and (2.5g), and (2.5d), respectively. In (2.6b) and (2.6c), we use Euler’s theorem \( p_d(n) = p_o(n). \)

**Theorem 2.6.** For integers \( n \geq 0 \) and \( m > 0 \), let \( r_m(n) \), represent the number of ways \( n \) can be written as an ordered sum of \( m \) squares, and let \( t_m(n) \), represent the number of ways \( n \) can be written as an ordered sum of \( m \) triangular numbers. Then

\[ nr_m(n) = n \sum_{j=1}^n 2(-1)^{j+1}(\sigma(j) - \sigma(j/2))r_m(n - j); \quad (2.7a) \]
and,
\[ nt_m(n) = m \sum_{j=1}^{n} \left( \sigma(j) - 4\sigma\left(j/2\right) \right) t_m(n - j). \]  

(2.7b)

**Proof.** Since the coefficient of \( q^n \) of \( \varphi(q)^m \) is the number of ways \( n \) can be written as a sum of \( m \) squares, by (2.1) we have (2.7a). Similarly, the coefficients of \( \psi(q)^m \) are the number of ways \( n \) can be written as a sum of \( m \) triangular numbers; by (2.1) we have (2.7b). □

**Remark.** The calculus of series-divisor presented above is implicit in [3], where we consider any power series generated by an infinite product of the form
\[ \prod_{k=0}^{\infty} \left(1 - q^k\right)^{f(k)}. \]

In [3], \( f(k) \) can take complex values or could even be a polynomial with complex coefficients. Here we only require integral powers, so we provided a simpler exposition.

Next we take special cases of (2.7a) and (2.7b) to obtain several convolution recurrences for Glaisher’s divisor functions in terms of \( \sigma(n) \), \( \sigma_3(n) \) and \( \bar{\sigma}_3(n) \) (see (1.2h) and (1.2i)).

To take special cases, we use the following well-known identities given in [6, Theorems 3.3.1 and 3.3.4]. For \( n > 0 \), we have
\[
\begin{align*}
 r_1(n) &= \begin{cases} 
 2, & \text{if } n = j^2 \text{ for some } j > 0; \\
 0, & \text{otherwise} 
\end{cases} \tag{2.8a} \\
 r_4(n) &= 8\left(\sigma(n) - 4\sigma(n/4)\right) \tag{2.8b} \\
 r_8(n) &= (-1)^{n+1}16(\sigma_3(n) - 16\bar{\sigma}_3(n/2)) = (-1)^{n+1}16\bar{\sigma}_3(n). \tag{2.8c}
\end{align*}
\]

where \( r_1(0) = r_4(0) = r_8(0) = 1 \).

Next, we use the following for the sum of triangular numbers (see [23, Theorems 3 and 5]):
\[
\begin{align*}
 t_1(n) &= \begin{cases} 
 1, & \text{if } n = j(j+1)/2 \text{ for some } j > 0; \\
 0, & \text{otherwise} 
\end{cases} \tag{2.9a} \\
 t_4(n) &= \sigma(2n+1) \tag{2.9b} \\
 t_8(n) &= \sigma_3(n+1) - \sigma_3((n+1)/2) = \bar{\sigma}_3(n+1) \tag{2.9c}
\end{align*}
\]

where \( t_1(0) = t_4(0) = t_8(0) = 1 \).

**Theorem 2.7.** Let \( n \) be a positive integer. Then we have the following recurrences:
\[
\begin{align*}
 d_4(n) + 2 \sum_{j=1}^{\infty} (-1)^j d_4(n - j^2) &= \begin{cases} 
 (-1)^{n-1}n, & \text{if } n = j^2 \text{ for some } j; \\
 0, & \text{otherwise}. 
\end{cases} \tag{2.10} \\
\sum_{j=0}^{\infty} d_6(n - \frac{j(j+1)}{2}) &= \begin{cases} 
 n, & \text{if } n = j(j+1)/2 \text{ for some } j; \\
 0, & \text{otherwise}. 
\end{cases} \tag{2.11}
\end{align*}
\]
\[8 \sum_{j=1}^{n-1} (-1)^{j+1} d_4(j)(\sigma(n - j) - 4\sigma(n - j/4)) = n(\sigma(n) - 4\sigma(n/4)) + (-1)^n d_4(n) \tag{2.12}\]

\[4 \sum_{j=1}^{\infty} d_6(j)\sigma(2n + 1 - 2j) = n\sigma(2n + 1). \tag{2.13}\]

\[16 \sum_{j=1}^{n-1} d_4(j)\tilde{\sigma}_3(n - j) = d_4(n) - n\tilde{\sigma}_3(n). \tag{2.14}\]

\[8 \sum_{j=1}^{n} d_6(j)\tilde{\sigma}_3(n + 1 - j) = n\tilde{\sigma}_3(n + 1). \tag{2.15}\]

Remark. Note that (2.10) is due to Liouville; see [26, Theorem 6.1]. Williams [26] also uses the notation \(\sigma^*(n)\) for \(d_4(n)\) and \(\tilde{\sigma}(n)\) for \(d_6(n)\).

Proof. These results are special cases of (2.7a) and (2.7b). Plug in \(m = 1, 4\) and 8 in (2.7a), and use (2.8a)-(2.8c), to obtain (2.10), (2.12) and (2.14) (respectively). Similarly, (2.7b) and (2.9a)-(2.9c) yield (2.11), (2.13) and (2.15). \(\square\)

Remark. We can obtain analogous results by specializing (2.7a) and (2.7b) using other values of \(m\). For example, see [6, Theorems 3.2.1 and 3.4.1] for expressions for \(r_m(n)\) with \(m = 2\) and 6, and [23, §3] for expressions for \(t_m(n)\) with several small values for \(m\) not considered here. All these give rise to analogous results. This remark applies to the theorems in §3 too.

3. Powers of a power series

The next set of results require an old trick involving powers of generating functions. It is a recurrence relation connecting powers of a generating function.

Lemma 3.1 (Power Recursion Lemma). For any power series \(A(q)\), the coefficients \(a_u, a_v\) of its powers \((A(q))^u\) and \((A(q))^v\), where \(u\) and \(v\) are any two non-zero integers, satisfy:

\[\sum_{k=0}^{n} (n - (u/v + 1)k)a_u(n - k)a_v(k) = 0. \tag{3.1}\]

Remark. This result hold as long as \(A(q)^u\) and \(A(q)^v\) are formal power series; see [3, Prop. 6.1]. Gould [15] credits this to Rothe (1793). For the sake of completeness, we repeat the proof from [3] for integral \(u\) and \(v\).

Proof. We have

\[\sum_{k=0}^{\infty} ka_u(k)q^k = u\left(\sum_{k=1}^{\infty} \sigma^4(k)q^k\right)(A(q))^u\]

and

\[\sum_{k=0}^{\infty} ka_v(k)q^k = v\left(\sum_{k=1}^{\infty} \sigma^4(k)q^k\right)(A(q))^u.\]

From here, we obtain

\[\left(\sum_{k=0}^{\infty} ka_u(k)q^k\right)\left(\sum_{k=0}^{\infty} a_v(k)q^k\right) = \frac{u}{v}\left(\sum_{k=0}^{\infty} ka_v(k)q^k\right)\left(\sum_{k=1}^{\infty} a_u(k)q^k\right).\]
Carrying out the Cauchy product and collecting terms we obtain (3.1). □

Next, as in [3], we take \( u = 1, v = m \), with \( A(q) = \varphi(q), \psi(q) \) to obtain
\[
nr_m(n) = -2 \sum_{k=1}^{\infty} (n - (m + 1)k^2) r_m(n - k^2)
\] (3.2)
and
\[
nt_m(n) = - \sum_{k=1}^{\infty} (n - (m + 1)k(k + 1)/2) t_m(n - k(k + 1)/2).
\] (3.3)

Of these, (3.2) appears in Venkov [24, p. 204] and Williams [26, p. 44]. These results yield recurrence relations for \( \sigma(n) \), \( \varphi_3(n) \) and \( \bar{\varphi}_3(n) \).

**Theorem 3.2.** Let \( n \) be a positive integer. Then we have the following recursions:
\[
2n\sigma(2n + 1) = \sum_{j=1}^{\infty} (5j(j + 1) - 2n)\sigma(2n + 1 - j(j + 1)),
\] (3.4)
\[
n(\sigma(n) - 4\sigma(\frac{n}{4})) - 2 \sum_{j=1}^{\infty} (5j^2 - n)(\sigma(n - j^2) - 4\sigma(\frac{n - j^2}{4})) = \begin{cases} n, & \text{if } n = j^2 \text{ for some } j; \\ 0, & \text{otherwise} \end{cases}
\] (3.5)
\[
n\varphi_3(n + 1) = \sum_{j=1}^{\infty} (9j(j + 1)/2 - n)\varphi_3(n + 1 - j(j + 1)/2),
\] (3.6)
\[
n\bar{\varphi}_3(n) - 2 \sum_{j=1}^{\infty} (-1)^j(9j^2 - n)\bar{\varphi}_3(n - j^2) = \begin{cases} (-1)^{n-1}n, & \text{if } n = j^2 \text{ for some } j; \\ 0, & \text{otherwise} \end{cases}
\] (3.7)
\[
\sum_{j=0}^{\infty} (3j - n)\sigma(2j + 1)\bar{\varphi}_3(n + 1 - j) = 0,
\] (3.8)
and
\[
n(\bar{\varphi}_3(n) + (-1)^n(\sigma(n) - 4\sigma(\frac{n}{4}))) = 8 \sum_{j=1}^{n-1} (-1)^j(\sigma(j) - 4\sigma(\frac{j}{4}))\bar{\varphi}_3(n - j). \quad (3.9)
\]

**Proof.** These results follow from (3.2) and (3.3) by taking \( n = 1, 4, 8 \), and using (2.8a)-(2.8c) and (2.9a)-(2.9c). □

The recurrences in Theorem 2.7 and Theorem 3.2 yield several congruences for divisor functions.

**Theorem 3.3.** Let \( n \) be a positive integer. Then we have the following congruences:
If \( 5 \nmid n \), then
\[
\sum_{j=0}^{\infty} \sigma(2n + 1 - j(j + 1)) \equiv 0 \pmod{5}.
\] (3.10)
\[
\sum_{j=0}^{\infty} \sigma(n - j(j + 1)/2) \equiv \begin{cases} 0 \pmod{4}, & \text{if } n \neq \frac{k(k+1)}{2} \text{ for some } k; \\ n \pmod{4}, & \text{if } n = \frac{k(k+1)}{2} \text{ for some } k. \end{cases}
\] (3.11)
If $5 \nmid n$ and $n = 4m + 3$ or $4m + 2$, then
\[
\sigma(n) + 2 \sum_{j=1}^{\infty} \sigma(n - j^2) \equiv 0 \pmod{5}. \tag{3.12}
\]

If $(n, 3) = 1$, then
\[
\sum_{j=0}^{\infty} \sigma\left(2n + 1 - j(j+1)\right) \equiv 0 \pmod{3^2}. \tag{3.13}
\]

**Proof.** If $5 \nmid n$, consider the identity (3.4) mod 5 and cancel the $n$ to obtain (3.10).

The identity (2.11) mod 4 immediately yields (3.11).

Next, consider identity (3.5) mod 5 and note that $j^2$ is always of the form $4k$ or $4k + 1$ for some integer $k$ so the terms $\sigma((4m + 3 - j^2)/4) = 0$. Considering the resulting identity mod 5 gives (3.12).

Finally, (3.13) follows from (3.6). \(\square\)

Regarding (3.10), more may be true. Computer experiments suggest the following conjecture.

**Conjecture 1.**
\[
\sum_{j=0}^{\infty} \sigma(2n + 1 - j(j+1)) \equiv \begin{cases} 
0 \pmod{5} & \text{if } n \neq \frac{5k(k+1)}{2} \text{ for some } k \\
1 \pmod{5} & \text{if } n = \frac{5k(k+1)}{2} \text{ for some } k 
\end{cases} \tag{3.14}
\]

**Remark.** Here is another nice trick. Consider the product
\[
\psi(q)^5 = \psi(q)^4\psi(q),
\]
and recall that $t_4(n) = \sigma(2n + 1)$. On comparing coefficients, we obtain
\[
t_5(n) = \sum_{j=0}^{\infty} \sigma(2n + 1 - j(j+1)).
\]

By (2.7b) this is a multiple of 5 when $5 \nmid n$. This gives an alternate proof of (3.11).

A similar approach works for (3.12) and (3.13).

This process can be iterated and we note that
\[
t_6(n) = \sum_{j,k=0}^{\infty} \sigma(2n + 1 - j(j+1) - k(k+1))
\]
is divisible by 6 if $n$ is relatively prime to 6 and so on.

4. **Convolutions of series divisors**

In this section, we give a pair of formulas for $\overline{\sigma}(n)$, the number of overpartitions of $n$. These are analogous to the following two results, due to Euler [10] and Glaisher [14] (respectively).

\[
\sigma(n) = \sum_{i=-\infty}^{\infty} (-1)^i (n - \frac{i(3i-1)}{2}) p(n - \frac{i(3i-1)}{2}) \tag{4.1}
\]

and
\[
\sum_{i=1}^{n} \sigma(n-i)\sigma(i) = \sum_{i=-\infty}^{\infty} (-1)^{i+1} \left(\frac{i(3i-1)}{2}\right) (n - \frac{i(3i-1)}{2}) p\left(n - \frac{i(3i-1)}{2}\right). \tag{4.2}
\]
We had derived (4.1) and (4.2) in [3], but had inadvertently omitted the reference to Glaisher. The following lemma formalizes our calculation in [3].

**Lemma 4.1** (Convolution lemma). Let $A(q)$ be a formal power series with coefficients $a_n$, and let $B(q) = 1/A(q)$ have coefficients $b_n$. Then

$$\sigma^A(n) = \sum_{i=0}^{n} (n-i)a(n-i)b(i); \quad (4.3)$$

and

$$\sum_{i=1}^{n} \sigma^A(n-i)\sigma^A(i) = -\sum_{i=1}^{n} i(n-i)a(n-i)b(i). \quad (4.4)$$

**Proof.** Since

$$A(q) \sum_{i=1}^{\infty} \sigma^A(i)q^i = \sum_{i=1}^{\infty} ia(i)q^i,$$

we get

$$\sum_{i=1}^{\infty} \sigma^A(i)q^i = B(q) \sum_{i=1}^{\infty} a(i)q^i$$

and carrying out the Cauchy product gives us (4.3).

Since the series divisor of $1/A(q)$ is $-\sigma^A$, we also obtain

$$\frac{-A(q)}{A(q)} \sum_{i=1}^{\infty} \sigma^A(i)q^i \sum_{i=1}^{\infty} \sigma^A(i)q^i = \sum_{i=1}^{\infty} ia(i)q^i \sum_{i=1}^{\infty} ib(i)q^i$$

and carrying out the Cauchy product yields (4.4). \qed

The results cited above follow from (4.3) and (4.4) by taking $A(q)$ to be the generating function for partitions. The expansion of $A(q)^{-1}$ as a power series is Euler’s pentagonal number theorem [1, p. 500]:

$$\prod_{k=1}^{\infty} (1 - q^k) = \sum_{n=-\infty}^{\infty} (-1)^i q^{n(n-1)/2}.$$  

The key idea is that the power series expansion of the reciprocal should be available.

**Theorem 4.2.** Let $\mathfrak{p}(n)$ be the number of overpartitions of $n$. Then

$$2d_4(n) = 2(\sigma(n) - \sigma(n/2)) = n\mathfrak{p}(n) + 2\sum_{i=1}^{\infty} (-1)^i(n-i^2)\mathfrak{p}(n-i^2); \quad (4.5)$$

and

$$2\sum_{i=1}^{n} d_4(n-i)d_4(i) = \sum_{i=1}^{\infty} (-1)^{i+1}i^2(n-i^2)\mathfrak{p}(n-i^2). \quad (4.6)$$

**Proof.** By Theorem 2.4, the series-divisor $2d_4(n)$ is associated with the product

$$\prod_{k=1}^{\infty} \frac{1+q^k}{1-q^k} = \sum_{n=1}^{\infty} \mathfrak{p}(n)q^n$$

and

$$\prod_{k=1}^{\infty} \frac{1}{1+q^k} = 1 + 2\sum_{n=1}^{\infty} (-1)^n q^{n^2}.$$
The results follows from (4.3) and (4.4). The identity for the reciprocal of the generating function of $\overline{p}(n)$ follows from (2.3) by replacing $q$ by $-q$ and manipulating the infinite products.

5. TWO CLASSICAL RESULTS

In this section we give alternate proofs of two classical theorems, due to Legendre and Ramanujan. These illustrate the application of our approach to prove both results involving the divisor functions and those in the theory of partitions.

First we use (2.7b) along with two results due to Melfi [19] to prove (2.9b), a result of Legendre.

**Proposition 5.1 (Legendre).** For $j = 0, 1, 2, 3, \ldots$,

$$t_4(j) = \sigma(2j + 1).$$

**Proof.** By (2.7b)

$$jt_4(j) = 4 \sum_{i=1}^{j} (\sigma(i) - 4\sigma(i/2))t_4(j - i).$$

We show that $\sigma(2j + 1)$ satisfies the same recurrence by invoking two convolution identities proved by elementary means by Huard, Ou, Spearman and Williams in [18]:

$$\sum_{i=1}^{n} \sigma(i)\sigma(2n + 1 - 2i) = \frac{1}{24}(2\sigma_3(2n + 1) + (1 - 3(2n + 1))\sigma(2n + 1),$$

$$\sum_{i=1}^{\lfloor n/2 \rfloor} \sigma(i)\sigma(2n + 1 - 4i) = \frac{1}{48}(\sigma_3(2n + 1) + (2 - 3(2n + 1)))\sigma(2n + 1).$$

These are special cases of results of Melfi [19]; see [18, Th. 2] and [18, Th. 4]. Plugging in these identities, yields the desired result:

$$4 \sum_{i=1}^{j} (\sigma(i) - 4\sigma(i/2))\sigma(2j + 1 - 2i) = j\sigma(2j + 1).$$

For more proofs of Legendre’s result, see [23], [18], [6, p. 72] and [16].

**Theorem 5.2.** Let $p(n)$ denote the number of partitions of $n$. Then the following statements are equivalent.

$$p(5m + 4) \equiv 0 \pmod{5} \quad (5.1a)$$

$$\sum_{i \geq 1} \sigma(i)\sigma(5m + 1 - i) \equiv 0 \pmod{5}. \quad (5.1b)$$

**Proof.** The key idea is to consider (4.2) mod 5, with $n = 5m + 1$. The left hand side is the convolution sum in (5.1b). As for the right-hand side of (4.2), note that for $i = 0, 1, 2 \pmod{5}$, the product

$$\left( \frac{i(3i - 1)}{2} \right) \left( n - \frac{i(3i - 1)}{2} \right) \equiv 0 \pmod{5}.$$
So the only terms that survive in the product are when $i = 3, 4$ (mod 5) and the product is of the form $2(5m - 1) \equiv -2$ (mod 5). Thus we see that when $n = 5m + 1$, the sum on the right-hand side of (4.2) is over terms of the form

\[ (*)(5m + 1 - k), \text{ with } k \equiv 2 \pmod{5}, \]

To be precise, we change the index by replacing $i = 5j - 1$ and $i = 5j - 2$, and write (4.2) (mod 5) as

\[
\sum_{i \geq 1} \sigma(5m + 1 - i)\sigma(i) = \sum_{j = -\infty}^{\infty} (-1)^j 2\left( p \left( 5m + 1 - \frac{(5j - 1)(15j - 4)}{2} \right) + \right. \\
\left. p \left( 5m + 1 - \frac{(5j - 2)(15j - 7)}{2} \right) \right) \pmod{5}. \tag{5.2}
\]

Replacing $m$ by $m + 1$, we see that all the terms have $p(5k + 4)$ for some $k$. If they are all 0 by (5.1a), we immediately obtain (5.1b).

Conversely, we assume (5.1b), and use induction to show that $p(5m + 4) \equiv 0$ (mod 5). For $m = 0$, the result is true because $p(4) = 5$. Suppose it is true for numbers less than $m$.

Note that at $j = 0$, $(5j - 1)(15j - 4)/2$ is 2. Thus using the right-hand side of (5.2) with $m$ replaced by $m + 1$, we can write $p(5m + 6 - 2) = p(5m + 4)$ in terms of $p(5k + 4)$ with $k < m$. Since the sum is 0 (mod 5) by (5.1b), we obtain (5.1a) by induction. \qed

Next, we give a new proof of one of Ramanujan’s congruences for partitions. This proof uses a result of Jacobi, as well as (4.2) (which relies on Euler’s pentagonal number theorem). Both these are special cases of Jacobi’s triple product identity.

**Proposition 5.3 (Ramanujan).** Let $p(n)$ be the number of partitions of $n$. Then

\[ p(5m + 4) \equiv 0 \pmod{5}. \]

**Proof.** In view of Theorem 5.2, it is enough to show (5.1b). We use the following result due to Jacobi [1, p. 500]:

\[
\prod_{k=1}^{\infty} (1 - q^k)^3 = \sum_{k=0}^{\infty} (-1)^k (2k + 1) q^{k(k+1)/2}. \tag{5.3}
\]

Let $p_3(n)$ be defined from the generating function

\[
A(q) = \prod_{k=1}^{\infty} \frac{1}{(1 - q^k)^3} = \sum_{n=0}^{\infty} p_3(n) q^n.
\]

(The quantity $p_3(n)$ is the number of partitions of $n$ where each part can occur in 3 colors.) Then (4.4) and Proposition 2.2 (part (iv)) yield

\[
9 \sum_{i \geq 1} \sigma(i)\sigma(n - i) = \sum_{k=0}^{\infty} (-1)^{k+1} \frac{k(k + 1)(2k + 1)}{2} \left( n - \frac{k(k + 1)}{2} \right) p_3 \left( n - \frac{k(k + 1)}{2} \right).
\]

Now when $n = 5m + 1$, consider each term for $k = 0, 1, 2, 3, 4$. Clearly, each term is 0 (mod 5). This implies (5.1b). \qed

We conclude with a theorem for overpartitions on the lines of Theorem 5.2.
Theorem 5.4. Let $p(n)$ denote the number of partitions of $n$. Then the following statements are equivalent.

\begin{align}
\overline{p}(4m + 3) &\equiv 0 \pmod{8} \quad (5.4a) \\
\sum_{i \geq 1} d_4(i)d_4(4m - i) &\equiv 0 \pmod{4}. \quad (5.4b)
\end{align}

Proof. We first show (5.4a) implies (5.4b). We consider (4.6) when $n = 4m$. For all $i$, $i^2 \equiv 0$ or $1 \pmod{4}$, so

\[ 4m - i^2 \equiv 0 \text{ or } 3 \pmod{4}. \]

When $4m - i^2 \equiv 0 \pmod{4}$, then $i^2$ and $4m - i^2$ are both multiples of 4, so we see that the left hand side of (4.6) is divisible by 16. The convolution

\[ \sum_{i \geq 1} d_4(i)d_4(4m - i) \]

is divisible by 8, and so by 4. When $4m - i^2 \equiv 3 \pmod{4}$, then by (5.4a) the right hand side of (4.6) is divisible by 8 and again (5.4b) holds.

Conversely, if (5.4b) holds, only the terms when $4m - i^2 \equiv 3 \pmod{4}$ survive in the sum

\[ \sum_{i = 1}^{\infty} (-1)^{i+1} i^2(4m - i^2)p(4m - i^2) \]

when we take the sum $\pmod{8}$. In this case, the sum is over terms of the form

\[ (-1)^{i+1} 3 \overline{p}(4k + 3) \]

and (5.4a) follows by induction. \qed

Remark. Equation (5.4a) follows from a theorem of Hirschhorn and Sellers [17, Equation (6)]. Thus (5.4b) holds too.

Theorems 5.2 and 5.4 illustrate the correspondence between results in the theory of partitions theory and results for divisor functions.
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