A Wavefunction Description for a Localized Quantum Particle in Curved Spacetimes
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We reduce Dirac’s spinor formalism for a spin 1/2 particle to a complex wavefunction description in curved spacetimes. We consider a localized fermionic particle in curved spacetimes and perform an expansion in terms of the acceleration and curvature around the center of mass of the system, generalizing the results of [1, 2]. Under a non-relativistic approximation, one obtains a quantum description in a Hilbert space of complex wavefunctions defined in the rest space of the system. The wavefunction of the particle then evolves according to a modified Schrödinger equation associated with a symmetric Hamiltonian. When compared to the standard Schrödinger equation for a wavefunction, we obtain corrections in terms of the acceleration of the system’s center of mass and curvature of spacetime along its trajectory. In summary, we provide a formalism for the use of a complex wavefunction to describe a localized quantum particle in curved spacetimes.

I. INTRODUCTION

Although physics is often concerned with descriptions of processes in terms of more fundamental concepts, in order to describe more complex systems, it is usual to employ an effective and less fundamental formulation. For instance, quantum field theory (QFT) is among the most successful physical theories ever formulated [3, 4]. In fact, the theory is even well defined in relativistic contexts and is compatible with Einstein’s general relativity in the semiclassical regime [5, 6]. However, there are still issues within QFT that require a deeper understanding. For instance, although non-perturbative processes are well understood in specific examples [7, 8], there is no general approach for non-perturbative problems in QFT. In fact, when describing localized bound states in quantum electrodynamics the mechanism for binding the electron is still regarded as a classical electromagnetic field [9, 10]. Another issue is the definition of projective measurements within the context of quantum field theory [11, 12], which have been shown to violate causality. In fact, one way to provide a consistent measurement theory for a quantum field is by coupling a localized non-relativistic probe to it [13].

In summary, although we have fundamental quantum field theories that describe some physical setups very precisely, we still require other less fundamental theories in order to describe numerous physical situations, such as bound electron systems and non-relativistic probes of quantum fields [14, 15]. One of the physical scenarios where these theories are relevant is when considering the Unruh effect [16, 17]. In fact, it has been argued that uniformly accelerated atoms can in principle be used as probes of Unruh-like effects [18, 23]. Simpler theories that describe bound states can also be relevant when probing Hawking radiation [24, 25], where the effect of gravity in the system might play a crucial role. Moreover, there are recent experiments that use atoms to probe weak gravitational fields [26, 27] and there has also been recent interest in investigating quantum gravitational effects [28, 30] by means of atomic probes.

Among the first studies of the interaction of atoms with gravity are the works of Leonard Parker [11, 12, 31], where the energy level corrections of a geodesic atom under the influence of spacetime curvature were computed. Parker’s works provided a framework for exploring the coupling of unaccelerated atoms with gravitational fields by treating the electron in an atom as a Dirac spinor. However, given that there has been growing interest in the description of accelerated probes [32, 34], it is only natural to seek an extension of the works [11, 12, 31] that also takes into account acceleration. We extend the works of Parker by also considering arbitrary states of motion for the system, thus obtaining a framework able to describe arbitrarily accelerated atoms [32, 34] and also takes into account the effect of gravity.

We are then concerned with the description of a one-particle fermionic state localized around an arbitrary trajectory in curved spacetimes. Problems that involve a single fermion can be described by a spinor field that satisfies Dirac’s equation in a curved background, provided that the energy of the system is small compared to the particle’s mass [35]. However, there are very limited cases of analytical solutions to Dirac’s equation even in flat spacetimes and yet less in curved backgrounds [35, 36]. For this reason, rather than a spinor formalism, we seek an approximate description for one-particle systems in terms of complex wavefunctions that satisfy a modified Schrödinger equation. This description also provides a formalism which is compatible with theories that couple localized systems to quantum fields, where the probe is usually considered to be a non-relativistic quantum system [14, 30, 37, 38].

In this work we present the reduction of Dirac’s spinor description to Schrödinger’s wavefunction formalism for a localized one-particle system in its proper frame. Our results are given in terms of an expansion to first order.
in the acceleration of the system’s worldline and curvature of spacetime along its trajectory. This description allows one to identify the Hilbert space associated with the description of the particle and provides a purpose to Schrödinger’s complex wavefunction formalism in general relativistic scenarios. The expansion is performed in the reference frame of the center of mass of the system, using the Fermi normal coordinates (FNC) around its worldline. The major result of this manuscript is the generalized Schrödinger Hamiltonian \( \hat{H} \), which provides a complex wavefunction description for a particle in its center of mass frame, with corrections due to curvature and acceleration.

This manuscript is organized as follows: in Section II, we review the calculations that reduce Dirac’s description for a spin 1/2 particle to the Schrödinger formalism in the case of inertial reference frames in Minkowski spacetime. Section III is devoted to the review of the most relevant properties of spinors in curved spacetimes and setting the conventions that will be used throughout the manuscript. In Section IV, we present the mathematical apparatus associated with Synge’s world function and discuss the FNC around a timelike curve. We also review the expansions of the metric and Christoffel symbols in these coordinates in terms of curvature and acceleration. In Section V, we expand Dirac’s equation in terms of acceleration and curvature along a particle’s worldline, obtaining an effective Hamiltonian for the system. In Section VI, we present our main results regarding the reduction of Dirac’s theory for a spin 1/2 particle to Schrödinger’s wavefunction description in curved spacetimes and identify the suitable Hilbert space and observables of the theory. In Section VII, we apply our formalism to the example of a static atom under the influence of gravity, and a fermion in AdS spacetime. The formalism to the example of a static atom under the influence of gravity, and a fermion in AdS spacetime. The major result of this manuscript is the generalization of Dirac’s theory for a spin 1/2 particle to the Schrödinger formalism in general relativistic scenarios. The expansion is performed in the reference frame of the center of mass of the system, using the Fermi normal coordinates (FNC) around its worldline.

The resulting theory successfully describes multiple non-relativistic scenarios, such as the Schrödinger atom and electrons in most potentials \([40,41]\). Later, in Section VII, we will perform a similar reduction in the context of systems localized around arbitrary trajectories in curved spacetimes.

In special relativity it is crucial to keep track of the way objects transform under actions of the Lorentz group. In this work, we will regard a spinor as an object that transforms according to the \((\frac{1}{2},0) \oplus (0,\frac{1}{2})\) representation of the Lorentz algebra. This, a spinor is an element of a 4-dimensional complex vector space. A spinor field can then be written as

\[
\psi = \begin{pmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \\ \psi_4 \end{pmatrix} = \begin{pmatrix} \psi_A \\ \psi_B \end{pmatrix},
\]

where \(\psi_1, \psi_2, \psi_3, \psi_4\) are complex functions in spacetime and \(\psi_A, \psi_B\) are 2-dimensional complex vectors. In this section we assume to have inertial coordinates \(x=(t, \mathbf{x})\).

Equivalently, the spinor space can be defined as a fundamental representation of the Clifford algebra. The Clifford algebra in Minkowski spacetime requires 4 generators, that are usually denoted \(\gamma^\mu\), \(\mu = (0,1,2,3)\). These are called the gamma matrices and satisfy the anticommutation relations \(\{\gamma^\mu, \gamma^\nu\} = -2\eta^{\mu\nu} \mathbb{1}_4\), where we use the convention \(\eta_{\mu\nu} = \text{diag}(-1,1,1,1)\) for the Minkowski metric. In our description we use the Dirac basis, so that the gamma matrices \(\gamma^\mu\) take the following form

\[
\gamma^0 = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 \\ 0 \\ 0 \\ -\sigma^i \end{pmatrix},
\]

The Dirac Lagrangian for a spinor coupled to an external electromagnetic field \(A_\mu\) can then be written as

\[
\mathcal{L} = \frac{1}{2} \bar{\psi} (i\gamma^\mu \partial_\mu + qA_\mu - m) \psi + \text{H.c.},
\]

where \(q\) is the electromagnetic charge of the spinor field and we use Feynman’s slash notation \(\bar{\psi} = \gamma^\mu \partial_\mu\) and \(\text{H.c.}\) denotes the Hermitian conjugate. The extremization of the associated action yields Dirac’s equation as an equation of motion for the spinor \(\psi\):

\[
(i\gamma^\mu \partial_\mu - m)\psi = 0.
\]

Having Dirac’s equation associated with a given inertial reference frame allows one to split the time and space components of the equation and associate a Hamiltonian to the system. We obtain

\[
i\partial_t \psi = \gamma^0 (-i\gamma^i \partial_i - qA + m) \psi,
\]

Notice that in order to use the standard convention for the \(\gamma^\mu\) matrices and the mostly plus metric convention, we add a minus sign to the Clifford algebra anticommutation relations.
where we have used $(\gamma^0)^2 = \mathbb{1}$ to isolate the generator of time translations with respect to the frame. One then identifies the Hamiltonian operator for the spinor system as

$$H = \gamma^0 \left(-i\gamma^i \partial_i - q\mathbf{A} + m\right).$$  

(6)

Dirac’s formalism can be used to describe a spin 1/2 quantum particle. Indeed, the Hilbert space associated with the underlying quantum theory can be seen as the space of spinors defined at a given instant of time equipped with the following inner product,

$$(\phi, \psi) = \int d^3x \, \phi^\dagger(x)\psi(x).$$  

(7)

Elements of this Hilbert space then evolve according to the Hamiltonian of Eq. (6). Expected values of observables of the theory can also be computed using standard techniques of quantum mechanics.

To define Dirac’s Hamiltonian is Hermitian implies $H_{AB} = H_{BA}$.

To obtain Schrödinger’s equation, one usually proceeds by solving the equation of motion for the $B$ component of the spinor in terms of the $A$ component. Equation (9) for $\psi_B$ reads

$$-(i\partial_t + qA_0 + m)\psi_B = i\sigma^i(\partial_i - iqA_i)\psi_A.$$  

(12)

In order to perform a nonrelativistic expansion, we identify the nonrelativistic energy operator as the total energy of the system minus its rest mass,

$$i\partial_T = i\partial_t - m.$$  

(13)

With this we can rewrite $i\partial_t + m = i\partial_T + 2m$. In the nonrelativistic regime, the expected value of the nonrelativistic energy $i\partial_T$ and the electromagnetic potential is much smaller than the rest mass of the particle. This allows us to perform the following expansion

$$\psi_B = -(2m + qA_0 + i\partial_T)^{-1}i\sigma^i(\partial_i - iqA_i)\psi_A$$

$$= -\frac{1}{2m} \sum_{n=0}^\infty (-1)^n \left(\frac{i\partial_T + qA_0}{2m}\right)^n i\sigma^i(\partial_i - iqA_i)\psi_A$$

$$\approx \frac{1}{2ml} \sigma^i(\partial_i - iqA_i)\psi_A = D_B\psi_A.$$  

(14)

where have only carried the 0th order term and $D_B$ is defined by Eq. (14).

Plugging the result for $\psi_B$ into Eq. (8) we obtain

$$i\partial_t\psi_A = (H_{AA} + H_{AB}D_B)\psi_A$$

$$= -\frac{1}{2m}\sigma^i(\partial_i - iqA_i)(\partial_j - iqA_j)\psi_A$$

$$+ m\psi_A - qA_0\psi_A$$  

(15)

(16)

Then we use the following relation for the product of Pauli matrices:

$$\sigma^i\sigma^j = \delta^{ij} + i\epsilon^{ijk}\sigma^k,$$  

(17)

where $\epsilon_{ijk}$ is the Levi-Civita symbol and we raise Latin indices with the Kronecker delta. This yields

$$i\partial_T\psi_A = -\frac{1}{2m}(\partial^i - iqA^i)(\partial_i - iqA_i)\psi_A$$

$$- qA_0\psi_A - \frac{m}{2}\sigma^k\partial_kA_j\psi_A,$$  

(18)

which we have again used the definition of the nonrelativistic energy operator $i\partial_T$. Equation (18) represents the equation of motion for a two-component complex-valued wavefunction. This is the formalism commonly employed to study the fine structure of the hydrogen atom due to the spin-orbit term (last term in Eq. (18)). The last step to obtain an equation for a complex scalar function $\psi(x)$ is to take the trace of the effective Hamiltonian $H_{AA} + H_{AB}D_B$, over the spin degrees of freedom. This yields an equation for a complex scalar function,

$$i\partial_T\psi = -qA_0\psi - \frac{1}{2m}(\partial^3 - iqA^3)(\partial_i - iqA_i)\psi,$$  

(19)

which is exactly the Schrödinger equation for a free particle of mass $m$ coupled to an external electromagnetic field.

Under this nonrelativistic approximation and the trace over spin degrees of freedom, the inner product from Eq. (7) reduces to the standard $L^2(\mathbb{R}^3)$ inner product in each space slice. That is, given two complex wavefunctions $\phi$ and $\psi$, we obtain

$$(\phi, \psi) = \int d^3x \, \phi^\dagger(x)\psi(x).$$  

(20)

One can then identify the Hilbert space associated with the underlying quantum theory that describes a nonrelativistic particle as the space of square integrable wavefunctions for each value of time.

Notice that to reach the expression from Eq. (19) we needed to perform the expansion of Eq. (14), which is intrinsically associated with the spacetime decomposition in the reference frame considered. Therefore, this expansion allows us to treat a nonrelativistic spinor as a complex wavefunction in the coordinates $(t, \mathbf{x})$. Our goal now will be to generalize this approach to accelerated trajectories in curved spacetimes. In order to do so, we will first describe spinors in curved spacetimes. The next step will be to fix an explicit spacetime decomposition associated with the system. Finally, in Section V, we will perform a similar expansion to Eq. (14).
III. SPINORS IN CURVED SPACETIMES

In the previous section we have seen how to reduce Dirac’s flat spacetime spinor description to a complex wavefunction formalism associated to an inertial frame. Nevertheless, Dirac’s equation can also be used to describe a fermionic particle in the context of general relativity [39, 43, 44]. The goal of this manuscript is to generalize the reduction done in Section II to the context of a fermionic system localized around an arbitrary trajectory in curved spacetimes. For this purpose, in this section we review the formalism of spinors in four dimensional Lorentzian manifolds [35, 39, 43, 44] and fix the conventions that will be used throughout the manuscript.

The description of spinors in a curved spacetime \( \mathcal{M} \) relies on defining a spin structure, and thus the spinor bundle, \( \mathcal{S}\mathcal{M} \). However, due to topological intricacies, not every spacetime admits a spin structure [39, 44]. In order to define spinors in a consistent manner, we will assume our spacetime to be time oriented and spacetime oriented. On top of these conditions, we will also assume that there exists a globally defined orthonormal frame over \( \mathcal{M} \) so that Geroch’s theorem ensures that a spinor bundle can be built [39, 44].

The spinor bundle \( \mathcal{S}\mathcal{M} \) is an associated bundle to an \( SL(2, \mathbb{C}) \) principal bundle and can be built from the tangent bundle \( T\mathcal{M} \). In order to do that, given that \( \mathcal{M} \) is spacetime orientable, we can write \( T\mathcal{M} \) as an associated bundle to an \( SO(1,3) \) principal bundle. Using the fact that \( SL(2, \mathbb{C}) \) is the universal (double) cover of \( SO(1,3) \) allows us to build the spinor bundle from \( T\mathcal{M} \) and import a natural connection from it. This will be essential in order to describe Dirac’s equation in curved spacetimes.

We will now explicitly build the spinor bundle and the spin connection from a global frame in \( T\mathcal{M} \). Let \( (e_I) \), with \( I = (0,1) \), be any orthonormal frame on the tangent bundle. We use the convention that capitalized Latin indices are associated with this frame and the space components are denoted by non capitalized, non italicized letters of the Latin alphabet are used to denote indices associated with this frame.

The connection 1-form associated with this frame, \( \omega^J_I \), is defined by

\[
\nabla_I e_J = \omega^J_I e_J. \tag{22}
\]

The generators of the Clifford algebra can be encoded into a tensor \( \gamma \) of rank \((1,0)\) in \( T\mathcal{M} \) and \((1,1)\) in \( \mathcal{S}\mathcal{M} \) such that \( \{\gamma^J, \gamma^I\} = -2\eta^{IJ}\mathbf{1}_4 \). We introduce a frame \( (E_a) \), \( a = 1, 2, 3, 4 \) in \( \mathcal{S}\mathcal{M} \) such that the components of \( \gamma \) are given by

\[
\gamma^0 = \begin{pmatrix} \mathbf{1}_2 & \mathbf{-1}_2 \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 & \sigma^i \end{pmatrix}. \tag{23}
\]

The frame \( (E_a) \) is analogous to the Dirac basis for spinors in flat spacetimes. We fix the convention that the first letters of the Latin alphabet are used to denote indices associated with this frame.

The covariant derivative can be extended to act on spinors according to

\[
\nabla_{\mu} \psi^a = \partial_{\mu} \psi^a + \Gamma_{\mu}^a b_{\psi}^b. \tag{24}
\]

Notice that the equation above contains two types of indices: spinor indices \( a \) and \( b \) that run from 1 to 4 (associated with the components of \( \psi \)) and a spacetime index \( \mu \) that runs from 0 to 3 (associated with the covariant derivative). \( \Gamma_{\mu} \) in Eq. (24) is the spin connection [35], explicitly given by

\[
\Gamma_{\mu}^a_{\ b} = -\frac{1}{2} \omega_{\mu I J}(S^{IJ})^a_{\ b}, \tag{25}
\]

where we lower the indices of the connection 1-form with the Minkowski metric and \( S^{IJ} \) are the generators of the \( SL(2, \mathbb{C}) \) action in the spinor bundle. These are given in terms of the \( \gamma \) matrices by

\[
S^{IJ} = \frac{1}{4}[\gamma^I, \gamma^J]. \tag{26}
\]

With this we can then write down Dirac’s Lagrangian \( \mathcal{L} \) for a spinor field \( \psi \) in curved spacetimes [35],

\[
\mathcal{L} = \frac{1}{2} \sqrt{-g} \bar{\psi} (i\gamma^\mu \nabla_\mu - m) \psi + \text{H.c.}, \tag{27}
\]

where \( \bar{\psi} = \psi^\dagger \gamma^0 \) and \( \gamma^\mu = e^\mu_I \gamma^I \) in any coordinate system. When extremized, it yields Dirac’s equation as an equation of motion,

\[
(i\nabla - m) \psi = 0. \tag{28}
\]

This is the natural generalization of Eq. (1), now taking into account the connection \( \nabla_\mu \). Feynman’s convention is still valid, using the general covariant \( \gamma^\mu \) matrices. Notice that in order for equation Eq. (28) to yield unique solutions given initial data in a spacelike surface, one must assume a regularity condition for the spacetime \( \mathcal{M} \). Namely, we must assume \( \mathcal{M} \) to be a globally hyperbolic [39, 45] spacetime, so that given initial data in a Cauchy surface, it is possible to obtain the solution for the field in any point of spacetime.

The solutions to Dirac’s equation provide a relativistic quantum mechanical description of a spin \( \frac{1}{2} \) fermion. Indeed, it is possible to obtain a probability density from the following conserved current

\[
J^\mu = \bar{\psi} \gamma^\mu \psi. \tag{29}
\]

Given a four velocity \( u^\mu \), the quantity \( u_\mu J^\mu \) can be interpreted as a probability density for the Dirac wavefunction \( \psi(x) \). This motivates the definition of the inner product between two spinors \( \phi(x) \) and \( \psi(x) \) in a spacelike hypersurface \( \Sigma \) with future pointing unit normal \( n^\mu \) to be

\[
\langle \phi, \psi \rangle = \int_\Sigma d\Sigma \bar{\phi} n_\mu \gamma^\mu \psi, \tag{30}
\]
which is independent of \( \Sigma \). It is then possible to identify the Hilbert space associated with the underlying quantum theory to be the space of spinors defined in a given Cauchy surface, equipped with the inner product from Eq. (30). It is with respect to this inner product that it is possible to apply the standard techniques and interpretations of quantum mechanics. For example, \((\phi, \psi)\) can be understood as the probability amplitude for a state described by the spinor \( \psi \) to be measured in the state \( \phi \). It is worth pointing out that this prescription can be used to describe an electron under the influence of a central charge, describing a hydrogen-like atom and this formulation gives more accurate predictions for the energy levels than the nonrelativistic description \[49\].

IV. SYNGE’S WORLD FUNCTION AND FERMI NORMAL COORDINATES

In Section II we reduced Dirac’s equation to Schrödinger’s equation in an inertial coordinate system. In order to extend this reduction to curved spacetimes, we consider the generalization of inertial coordinates to arbitrary timelike trajectories: the Fermi normal coordinates (FNC). In this section we review the definition and basic properties of Synge’s world function in order to construct the FNC \[47, 48\] around a timelike trajectory \( z(\tau) \). We then present an expansion of the metric and connection to first order in the acceleration of the curve and spacetime curvature in these coordinates. These expansions will allow us to compute the spin connection and Dirac’s equation in these coordinates in Section V.

Synge’s world function, among other features, allows one to generalize the concept of separation vector locally in any curved spacetime \[49\]. It is a real scalar function that takes two spacetime points as input and is defined as half the square of their geodesic distance,

\[
\sigma(x', x) = \frac{1}{2}(u_1 - u_0) \int_{u_0}^{u_1} g_{\mu\nu} \dot{\gamma}^\mu(u) \dot{\gamma}^\nu(u) du, \tag{31}
\]

where \( \dot{\gamma}(u) \) is assumed to be the unique geodesic connecting \( x \) and \( x' \) such that \( \gamma(u_0) = x \) and \( \gamma(u_1) = x' \), where \( u \) is any parameter. Therefore, Synge’s function is only defined within a very special region of \( \mathcal{M} \times \mathcal{M} \), where the points \((x', x)\) can be connected by a unique geodesic.

Given that Synge’s world function depends on two spacetime points, it can be differentiated with respect to each of these. Its total covariant derivative with respect to \( x \) is then a 1-form in \( T_x^* \mathcal{M} \), while the covariant derivative with respect to \( x' \) is an element of \( T_{x'}^* \mathcal{M} \). To handle this, it is important to keep track of the point with respect to which we are differentiating. In order to do this we will use the convention that primed indices refer to differentiation with respect to the first argument and unprimed indices to the second.

As an example, Synge’s function in Minkowski space-time and inertial coordinates can be written simply as

\[
\sigma(x', x) = \frac{1}{2}(x' - x)^\mu(x' - x)_\mu. \tag{32}
\]

In particular, this means that in flat spacetimes the separation vector between \( x' \) and \( x \) can be obtained by differentiating \( \sigma \) with respect to its arguments,

\[
(x' - x)_\mu = \frac{\partial \sigma}{\partial x^\mu}, \quad -(x' - x)_\mu = \frac{\partial \sigma}{\partial x^\mu}. \tag{33}
\]

As we will see, an analogue property holds in curved spacetimes.

In general curved spacetimes, the derivatives of Synge’s world function can be used to define an analogous concept to the separation vector in flat spacetimes. Indeed, let \( \gamma(s) \) be the unique geodesic that connects the point \( x \) to the point \( x' \), parametrized by arc length. Then, it is possible to show \[46\] that

\[
\dot{\gamma}_\alpha = \frac{\partial \sigma}{\partial x^\alpha}, \quad \dot{\gamma}_\alpha = -\frac{\partial \sigma}{\partial x^\alpha}, \tag{34}
\]

where \( \dot{\gamma}_\alpha' \) is the final tangent vector to the geodesic and \( \dot{\gamma}_\alpha \) is its initial velocity. This property allows for the generalization of the concept of separation vector between two points to be defined as the initial velocity of the geodesic that connects them.

Synge’s world function is useful in many contexts of general relativity and geometry in general. For example, given a point in spacetime, the Riemann normal coordinates around this point can be defined in terms of the derivatives of \( \sigma(x', x) \). Another use of Synge’s world function is to define covariant tensor expansions locally around a point, which is a fundamental tool for many perturbative approaches to general relativity \[48, 50–52\].

Synge’s world function can also be used to define the FNC. These are coordinates associated with a given observer that undergoes a timelike curve \( z(\tau) \), which we assume to be parametrized by proper time \( \tau \). It is a coordinate system \( x = (\tau, x) \) such that \( \tau \) is the proper time of the curve and \( x \) defines coordinates in the rest space associated with \( z(\tau) \) for each \( \tau \). We define the rest space associated with \( z(\tau) \) to be the spacelike hypersurface \( \Sigma_\tau \) defined by the events \( z \) such that

\[
\nabla_\alpha \sigma(x, z(\tau)) u^\alpha(\tau) = 0, \tag{35}
\]

where \( u^\alpha(\tau) \) denotes the four-velocity of the curve at time \( \tau \). In essence, equation (35) defines \( \Sigma_\tau \) to be the surface reached by each geodesic originating from the point \( z(\tau) \) which has its initial tangent vector orthogonal to \( u^\alpha(\tau) \).

The FNC can then be defined in terms of an orthonormal frame \((e_i(\tau))\), where we write \( I = (0, i) \), in agreement with the previous convention. This frame is defined along \( z(\tau) \) such that \( e_0(\tau) = u(\tau) \) and the \( e_i(\tau) \) are spacelike. This frame is imposed to be Fermi-Walker transported along the curve. That is, once the basis \((e_i(\tau_0))\) is chosen at a given instant of time \( \tau_0 \) with \( e_0(\tau_0) = u(\tau_0) \), we
extend it to the whole curve by imposing the following first order differential equation
\[
\frac{De^\mu}{d\tau} + (a^\mu u^\nu - a^\nu u^\mu)(e_I)_\nu = 0, \tag{36}
\]
where \(a^\mu\) is the four acceleration of the curve. The equation above imposes that the frame is irrotational from the perspective of the curve (more about this can be found in [48]). In particular, it is easy to see that \(u(\tau)\) satisfies the differential equation above for all \(\tau\), implying that once \(\epsilon_0(\tau_0)\) is chosen to be the four-velocity, it will coincide with \(u(\tau)\) along the whole curve. To build the FNC, we associate the coordinate \(x = (\tau, \mathbf{x})\) to the point \(x\) which is reached by the geodesic that starts at \(z(\tau)\) with initial velocity \(x^i e_i(\tau)\). From this point on, the only coordinate system we will use throughout the manuscript will be the FNC associated with a given curve, so we will stick to the convention that Greek indices are split into its space and time components according to \(\mu = (\tau, i)\) and refer to components in the corresponding coordinate basis. Notice that the space indices associated with the FNC are italic, unlike the ones associated with the frame.

With this construction, the proper distance between a point \(x\) with coordinates \(x = (\tau, \mathbf{x})\) and the curve will be given by the Euclidean norm of \(\mathbf{x}\), that is \(r = |\mathbf{x}| = \sqrt{\mathbf{x}^T \mathbf{x}}\). This gives a physical meaning to this coordinate system, associating \(\tau\) to the proper time of the curve and \(\mathbf{x}\) to the proper distance between an event and the trajectory. In a way, the FNC can be seen as the generalization of the coordinates associated with inertial trajectories in Minkowski spacetimes.

Using the tensor expansions from [48], it is possible to expand the metric in Fermi normal coordinates in terms of the proper distance between a point and the curve. The expansion to first order in acceleration and curvature reads
\[
\begin{align*}
g_{\tau\tau} &= -\left(1 + 2a_\tau(\tau)x^i + R_{00ij}(\tau)x^ix^j\right), \\
g_{\tau i} &= -\frac{2}{3}R_{0ijk}(\tau)x^ix^k, \\
g_{ij} &= \delta_{ij} - \frac{1}{3}R_{ikjl}(\tau)x^kx^l, 
\end{align*}
\tag{37}
\]
where \(R_{IJKL}(\tau)\) denotes the Riemann curvature tensor evaluated along the curve \(z(\tau)\) and \(a_\tau(\tau)\) denotes the proper acceleration of the worldline. Notice that in the expansion above the curvature tensor and acceleration components are evaluated in the frame, while the FNC components naturally have italic indices. For brevity we will not explicitly write the \(\tau\) dependence in the components of the curvature tensor and acceleration. The expansion in Eq. (37) is well defined in the whole normal convex neighbourhood of the curve \(z(\tau)\), where Synge’s world function is defined [48]. The computation of the volume form in Fermi normal coordinates can be found in [14] and reads
\[
\sqrt{-g} = 1 + a_\tau x^i + \left(\frac{1}{3}R_{00ij} - \frac{1}{6}R_{ij}\right)x^ix^j. \tag{38}
\]

From the metric we can compute the Christoffel symbols in these coordinates to first order in curvature and acceleration. To do so, and throughout the manuscript we will work under the assumption that derivatives of curvature and acceleration are of subleading order. Under this assumption, the Christoffel symbols are given by
\[
\begin{align*}
\Gamma^\tau_{ij} &= \frac{1}{3}(R_{0ijm} + R_{0jim})x^m, \\
\Gamma^\tau_i &= a_i + R_{0i0m}x^m, \\
\Gamma^\tau\tau &= 0, \\
\Gamma^i_{jk} &= \frac{1}{3}(R^i_{jkm} + R^i_{kjm})x^m, \\
\Gamma^i_{\tau j} &= R_{0mj}i.x^m, \\
\Gamma^i_{\tau\tau} &= a^i + R_{0i0m}x^m. \tag{44}
\end{align*}
\]
With this, we have the means to perform tensor calculations in Fermi normal coordinates up to first order in acceleration and curvature.

Although we have built the Fermi normal coordinates, in order to work with spinors we must also have a locally defined frame such that we can apply the techniques described in Section III. In this sense, the frame \(e_i\) is still only defined along the curve and not in a neighbourhood of it. To extend the frame to a local region around the curve \(z(\tau)\), we parallel transport the vectors \(e_i(\tau)\) along the spacelike geodesics used to build the FNC. This means that we can now refer to the frame \(e_I(\mathbf{x})\), bearing a spacetime dependence and localized around the curve. It is important to remark that although this frame is parallel transported, \(e_0\) is in general not normal to the surfaces and neither are the vectors \(e_i\) tangent to \(\Sigma_\tau\).

It is then possible to express the components of the frame vectors in the Fermi normal coordinate basis. We thus obtain the following expressions for the frame to first order in curvature and acceleration,
\[
\begin{align*}
e^\mu_0 &= \delta^\mu_\tau(1 - a_i x^i) + \frac{1}{2}R^\mu_{00i}x^ix^m, \\
e^\mu_i &= \delta^\mu_i + \frac{1}{6}R^\mu_{00}i.x^ix^m. \tag{46}
\end{align*}
\]
We remind the reader that \(I = (0, i)\) refers to the components in the orthonormal frame and \(\mu = (\tau, i)\) to the components in the Fermi normal coordinates. The dual frame’s components can be calculated by inverting the matrix of components above and reads
\[
\begin{align*}
e^I_0 &= \delta^I_\tau(1 + a_i x^i) - \frac{1}{2}R^I_{00i}x^ix^m, \\
e^I_i &= \delta^I_i - \frac{1}{6}R^I_{00}i.x^ix^m. \tag{48}
\end{align*}
\]
Finally, to be able to calculate the spin connection one requires the connection on the orthonormal frame. In Appendix A we compute the components of the connection 1-form associated with the frame to first order in
curvature and acceleration,
\[
\begin{align*}
\omega_{\mu}^0 &= 0, \\
\omega_{\tau} = a^i + R_{0im}^j x^m, \\
\omega_1^j &= \frac{1}{2} R^j_{\text{im}} x^m, \\
\omega_{i}^j &= R_{0mj}^i x^m, \\
\omega_{k}^j &= \frac{1}{2} R^j_{\text{kim}} x^m.
\end{align*}
\]
(49) (50) (51) (52) (53)

With these we have all the tools needed to compute the effect of curvature and acceleration on the description of a Dirac spinor. In the next section we will compute the spin connection and the correction terms that arise in the Hamiltonian of a spinor system due to curvature and acceleration.

**V. DIRAC'S EQUATION AROUND A WORLDLINE**

The goal of this section is to apply the results of Section [IV] and write Dirac’s equation for a spinor in curved spacetimes in Fermi normal coordinates around a given worldline \( z(\tau) \). We will then expand the equation to first order in acceleration and curvature in order to obtain the system’s Hamiltonian. This will allow us to obtain the effects of curvature and acceleration on the dynamics of the system.

We first write Eq. (28) in Fermi normal coordinates. In terms of the spin connection, Dirac’s equation can be written as
\[
0 = (i\nabla - m)\psi = (i\gamma^\tau \nabla_\tau + i\gamma^i \nabla_i - m)\psi
\]
(54)

where the components of the spin connection operators \( \Gamma_\mu \) are given by Eq. (25). In order to get the Hamiltonian, we factor the time evolution term \( i\partial_\tau \psi \) to the left hand side and obtain
\[
i\partial_\tau \psi = - (\gamma^\tau)^{-1} (i\gamma^i \partial_i + i\gamma^i \Gamma_i - m)\psi - i\Gamma_\tau \psi.
\]
(56)

The terms on the right hand side are then identified as the Hamiltonian operator \( H \), that generates time translation with respect to the proper time of the curve \( \tau \). \( H \) can be seen as generating time evolution between the rest space hypersurfaces associated with the trajectory. The Hamiltonian is then given by
\[
H = - (\gamma^\tau)^{-1} (i\gamma^i \partial_i + i\gamma^i \Gamma_i - m)\psi - i\Gamma_\tau.
\]
(57)

In order to work with the expression above, it is useful to rewrite the inverse of \( \gamma^\tau \) in terms of other known operators. For that, we use the fact that
\[
(\gamma^\tau)^{-1} = - (g^{\tau\tau})^{-1} \gamma^\tau,
\]
(58)

which can be seen from \( \{ \gamma^\tau, \gamma^\tau \} = -2g^{\tau\tau} \). Therefore, the Hamiltonian can be written as
\[
H = (g^{\tau\tau})^{-1} \gamma^i (i\gamma^i \partial_i + i\gamma^i \Gamma_i - m)\psi - i\Gamma_\tau.
\]
(59)

The spin connection \( \Gamma_\mu \) can be expanded to first order in curvature and acceleration using Eq. (25). In Appendix [B] we compute the expansions in Fermi normal coordinates and obtain
\[
\begin{align*}
\Gamma_\tau &= - \frac{1}{2} (a_i + R_{0im}^j x^m) \gamma^i \gamma^j - \frac{1}{4} R_{00ij} x^m \gamma^i \gamma^j, \\
\Gamma_k &= - \frac{1}{4} R_{iklm} x^m \gamma^i - \frac{1}{8} R_{ijkl} x^m \gamma^i \gamma^j.
\end{align*}
\]
(60) (61)

Plugging the results above in Eq. (59) and expanding to first order in acceleration and curvature yields the following expression for the Hamiltonian
\[
H = -\gamma^0 (i\gamma^i \partial_i - m) - a_i x^i \gamma^0 i\partial_i - \frac{1}{2} R_{0lm} x^k x^m \gamma^0 i\gamma^i \partial_i + m a_i x^i \gamma^0 + \frac{m}{2} R_{0im} x^k x^m \gamma^0 i\gamma^i \partial_i + \frac{1}{6} R_{0ilm} x^k x^m \gamma^0 i\gamma^j \partial_j - \frac{i}{4} (2a_i x^i x^m - \text{Lm} x^m) \gamma^0 \gamma^i - \frac{i}{4} R_{0ilm} x^m \gamma^i.
\]
(62)

It is important to remark that all the curvature terms are evaluated along the curve \( z(\tau) \), so that the \( R_{\text{ijkl}} \) and the \( a_i \) depend only on the time parameter \( \tau \). The result above agrees with Parker’s result from [1, 2] if one sets the acceleration to zero.

It is also important to comment on the Hermiticity of this Hamiltonian with respect to the conserved inner product from Eq. (30). The conserved inner product can be compared to the “flat” one by means of the expansion in terms of curvature and acceleration. Indeed, the conserved inner product is given by
\[
(\phi, \psi) = \int_{\Sigma} d\Sigma_{\mu} \phi(x) \gamma^\mu(x) \psi(x),
\]
(63)

which can then be expanded in the space slices associated with the curve \( z(\tau) \). To perform the integral of Eq. (63) one must notice that \( e_0 \) is not necessarily orthogonal to the surface at every point. That is, it is not true that...
\[ n_{\mu} \gamma^\mu = \gamma^0 \text{ in general.} \]
We can then use a 3 + 1 metric decomposition associated with the FNC. The spinor inner product takes the form presented in [11][12], which reads
\[
(\phi, \psi) = \int_\Sigma d^3x \sqrt{-g} \phi(x) \gamma^\tau(x) \psi(x). \tag{64}
\]
The equivalence between Eqs. (63) and (64) can be found in [35].

Using the fact that \( \gamma^\tau = e^\tau \gamma^\tau \) and the expansion for \( \sqrt{-g} \) from Eq. [35], one finds that the spinor inner product can be written as
\[
(\phi, \psi) = (\phi, \psi)_0 + (\phi, C \psi)_0, \tag{65}
\]
where \( C = \sqrt{-g} \gamma^0 \gamma^\tau - 1 \)
\[
= -\frac{1}{6} \left( (R_{00ij} + R_{ij}) x^i x^j + R_{ijkl} x^i x^j \gamma^0 \gamma^k \right). \tag{67}
\]
Notice that the inner product is independent of the acceleration of the worldline, it only depends on the curvature of spacetime. We define \((\phi, \psi)_0\) in analogy with the inner product for flat spacetimes, but in terms of the FNC in the constant \( \tau \) surfaces,
\[
(\phi, \psi)_0 = \int d^3x \phi^\dagger(x) \psi(x). \tag{68}
\]
We have checked that the acceleration terms in the Hamiltonian from Eq. (62) are symmetric with respect to the covariant inner product to the order we are considering. The remaining terms have been checked in [11][12]. The Hermiticity condition is important so that the Hamiltonian generates a unitary time evolution.

VI. SCHröDINGER EQUATION IN CURVED SPACETIMES

In this section we reduce Dirac’s Hamiltonian for a spinor particle to an operator that acts on complex wavefunctions defined in spacelike surfaces \( \Sigma_\tau \). We take a similar approach to the one described in Section [11] but we start from the Hamiltonian in Eq. (62) and only consider first order terms in acceleration and curvature. However, there are two problems that have to be considered. First, one must choose a worldline associated with the quantum system such that the expansion [37] is valid. Second, to provide a consistent quantum theory for the wavefunctions defined in the rest spaces, one needs to define a Hilbert space and an inner product such that the Hamiltonian operator is Hermitian.

In order to approach these problems, we start by pointing out what was done in Section [11] where we have seen that for inertial trajectories in Minkowski spacetime, one could describe a quantum particle by a nonrelativistic wavefunction defined in the constant time slices. In terms of coordinates \((t, \mathbf{x})\) such that \( \mathbf{x} \) provide coordinates in the space slices, one could then do standard quantum mechanics in the Hilbert space of square integrable functions in each slice. The natural inner product under these assumptions is then given by
\[
(\phi, \psi) = \int d^3x \phi^\dagger(x) \psi(x). \tag{69}
\]
Of course this procedure is not covariant, or valid in other reference frames, rather, it would only provide an approximate description of a localized quantum system in its own reference frame. Notice that it is not trivial to provide a similar formalism in the context of curved spacetimes, where not even the choice of time slice is clear. In fact, to the authors knowledge, the generalization of this wavefunction approximation to the general case of arbitrary trajectories in curved spacetimes has not yet been studied.

To generalize this approach to curved spacetimes, we perform a similar approximation around a trajectory \( z(\tau) \). In order for the expansion of Eq. (37) to be valid, one must assume that the average extension of the system is small compared to the curvature radius. The natural worldline to pick is then the trajectory of the center of mass of the system. To define the center of mass worldline one can use Dixon’s definition [34][32], which only requires the stress-energy tensor of the system. The trajectory \( z(\tau) \) then defines a natural notion of rest space where the wavefunctions can be defined. That is, in Fermi normal coordinates, the system can be described by a complex wavefunction \( \psi(\tau, \mathbf{x}) \). For every value of \( \tau \), \( \psi(\tau, \mathbf{x}) \) can be seen as a function defined in the surface \( \Sigma_\tau \). Therefore, the Hilbert space used to define our one-particle quantum theory will be a space of square integrable functions in \( \Sigma_\tau \) with respect to a given measure for each \( \tau \). The major problem with this idea is that in principle there is no unambiguous way to choose the integration measure that defines the inner product. Nevertheless, there are two main candidates that we are going to call respectively the flat and the curved inner products
\[
(\phi, \psi)_0 = \int d^3x \phi^\dagger(x) \psi(x), \tag{70}
\]
\[
(\phi, \psi) = \int d^3x \sqrt{g_{\Sigma}} \phi^\dagger(x) \psi(x), \tag{71}
\]
where \( \sqrt{g_{\Sigma}} d^3x = d\Sigma \) is the volume element of \( \Sigma_\tau \).

While the flat inner product could be seen as natural due to its similarity to the one from Eq. (69) and the fact that it neglects the gravitational effects, the curved inner product is more natural precisely due to the fact that it accommodates for the intrinsic geometry of the surfaces. Nevertheless, the flat inner product is not only easier to work with, but can also be compared to the curved one by means of the curvature and acceleration expansions we have been considering so far. Indeed, the difference between these inner products will be given by the factor of \( \sqrt{g_{\Sigma}} \), whose expansion can be found to be,
see e.g. [14],
\[
\sqrt{g^2} = 1 - \frac{1}{6} \left( R_{111} + R_{222} + R_{333} \right) x^i x^j \quad (72)
\]
\[
= 1 - \frac{1}{6} \left( R_{000} + R_{ij} \right) x^i x^j. \quad (73)
\]
Although we will make use of both the flat and curved inner products, the one that should be used for the computation of expected values and transition probabilities is the one that makes the Hamiltonian Hermitian. It is important to remark that the choice of inner product is not a cosmetic problem, for it might yield radically different predictions for transition probabilities and expected values.

There is also the possibility that neither the flat nor the curved inner products make the Hamiltonian symmetric. Indeed, the natural inner product to be used should come from the fully covariant spinor theory. We then reduce the spinor inner product to an inner product for wavefunctions by tracing over the spin degrees of freedom. Although this does not guarantee that the Hamiltonian will be Hermitian, it is consistent with our general approach. In order to reduce the spinor inner product, we look at Eq. (65), where it is expanded in terms of the flat inner product and a correction term $C$. If one traces over the spin components of $C$, one finds that the inner product for a complex wavefunction should then be, to first order in curvature and acceleration,
\[
(\phi, \psi) = \int \mathrm{d}^3 x \phi^*(x) \left( 1 - \frac{1}{6} \left( R_{000} + R_{ij} \right) x^i x^j \right) \psi(x). \quad (74)
\]
Notice that this is exactly what one obtains if one expands the measure on the surfaces $\sqrt{g^2}$ in terms of curvature. This implies that, in principle, the covariant inner product from Eq. (71) is equivalent to tracing out the spin degrees of freedom of the covariantly conserved inner product from Eq. (63). Indeed, we will also show that the Hamiltonian obtained for the wavefunction description will be Hermitian with respect to this inner product.

We now apply the analogue of the approximation from Eq. (14) to this general setup. That is, we solve for the $B$ component of the spinor in terms of the $A$ component and plug this result back into the Hamiltonian. It is possible to split the time evolution equation associated with the Hamiltonian from Eq. (62) in terms of its $A$ and $B$ components,
\[
i \partial_\tau \psi_A = H_{AA} \psi_A + H_{AB} \psi_B, \quad (75)
\]
\[
i \partial_\tau \psi_B = H_{BA} \psi_A + H_{BB} \psi_B. \quad (76)
\]
We then solve Eq. (76) for $\psi_B$ in terms of $\psi_A$, and obtain
\[
\psi_B = (i \partial_\tau - H_{BB})^{-1} H_{BA} \psi_A \equiv D_B \psi_A, \quad (77)
\]
where $D_B$ is a matrix valued differential operator. Although in principle the solution for $D_B$ can be done exactly, a perturbative approach is able to yield Schrödinger’s description from Dirac’s. For this non-relativistic limit, we consider a system whose energy is much lower than its rest mass. Similar to the case in Minkowski spacetime, we expand the inverse operator in Eq. (77) as a power series in $m^{-1}$. In order to do so, we must keep track of two approximations. First, we only consider terms of first order in acceleration and curvature. Second, we neglect terms of the order $m^{-2}$ or higher. This is justified, because the rest mass is assumed to be much larger than acceleration, curvature or the non-relativistic energy of the system. A more detailed discussion about these approximations can be found in Appendix C.

The next step is to plug the result of Eq. (77) back into Eq. (75) in order to obtain a differential equation only for the $A$ component of the spinor, $\psi_A$. We obtain
\[
i \partial_\tau \psi_A = (H_{AA} + H_{AB} D_B) \psi_A \equiv \mathcal{H}_A \psi_A. \quad (78)
\]
$\mathcal{H}_A$ can then be regarded as the effective Hamiltonian for the two-component wavefunction $\psi_A$. In order to obtain a single-valued complex wavefunction description, we then trace over the spin degrees of freedom on the Hamiltonian level. Thus, the Hamiltonian $\mathcal{H}$ compatible with the description of a Schrödinger wavefunction $\psi(x)$ in the reference frame associated with an observer undergoing a trajectory $z(\tau)$ in curved spacetimes can be written as
\[
\mathcal{H} = \text{tr} \mathcal{H}_A. \quad (79)
\]
The calculations regarding the curvature and acceleration expansions are done in detail in Appendix C.

We obtain the following Hamiltonian operator for a complex wavefunction $\psi(x)$,
\[
\mathcal{H} = m - \frac{1}{2m} \partial^i \partial_i + m a_j x^j + \frac{m}{2} R_{k0m0} x^k x^m - \frac{2}{3} R_{ijlm} x^l x^m i \partial^j + \frac{i}{3} R_{0k} x^k
\]
\[
- \frac{3}{4m} \left( a_j x^j + \frac{1}{2} R_{k0m0} x^k x^m \right) \partial_i \partial^i - \frac{3}{4m} (a_i + R_{0ik} x^k) \partial^i
\]
\[
- \frac{1}{6m} R_{ijlm} x^l x^m \partial^i \partial^j - \frac{1}{3m} \delta^{jm} R_{ijlm} \partial^i + \frac{R}{8m}. \quad (80)
\]
Eq. (80) is the major result of this work. It prescribes the Hamiltonian that generates the time evolution of a
wavefunction with respect to its proper time. Notice that the rest mass of the system \( m \) contributes with a term proportional to the identity, and therefore only with a global phase. We also obtain a correction term to the rest energy, proportional to the Ricci scalar \( R \). There are also two terms proportional to the mass of the system, which are expected to contribute the most: The \( ma_q x^i \) term is associated with the energy contribution of the external force accelerating the system, while the term proportional to curvature is associated with the tidal forces acting on the system due to spacetime curvature.

It is worth mentioning that the protocol outlined here ignores the spin degrees of freedom of the spinors. This is different from taking the partial trace over the spin degrees of freedom that could be done in quantum mechanics. That is, we do not consider a full unitary time evolution that takes the spin into account, and later partial trace over these degrees of freedom, which would result in a mixed state. Instead, we obtain the dynamics only for the wavefunction of the system, by also partial tracing the Hamiltonian that generates time evolution. This is the standard procedure employed in order to obtain a wavefunction description from a spinor field.

The coupling of the system to electromagnetism can be done by means of minimal coupling. That is, if one wishes to consider the interaction of the system with an external electromagnetic field \( A_\mu \), it is enough to shift

\[
\partial_\mu \longrightarrow D_\mu = \partial_\mu - iqA_\mu. \tag{81}
\]

The reason this can be done at this stage is detailed in Appendix C where we perform the calculations considering the electromagnetic field from the beginning.

In Appendix D, we show that the Hamiltonian \( \mathcal{H} \) is Hermitian with respect to the inner product of Eq. (74) up to first order in acceleration and curvature. This allows us to associate \( \mathcal{H} \) to the energy of the system and ensures that the time evolution generated by this Hamiltonian will be unitary, thus defining a consistent quantum mechanical theory defined locally around a general worldline \( z(\tau) \) in any curved spacetime. In this description, time evolution happens with respect to the proper time of the curve and the wavefunctions can be thought of as complex functions defined in the rest spaces associated with the trajectory. In the next section, we will study the coupling with electromagnetism and the hydrogen atom in arbitrary trajectories in curved spacetimes. We also look at the example of a fermion in AdS spacetime.

\section{Coupling with Electromagnetism and Explicit Examples}

In this section, we provide two examples to the wavefunction formulation presented in Section VI and make general considerations regarding the coupling of these systems with an external electromagnetic field. First, we expand Maxwell’s equations using the expansions of Section IV. Then we specialize this discussion to the case of a static atom in Schwarzschild spacetime. The second example is that of a fermion in AdS spacetime, where the negative curvature can act to create a quadratic potential that localizes the system. Overall, we evaluate the typical orders of magnitude of the terms in Eq. (80) in specific examples.

\subsection{A. Corrections to the electromagnetic coupling due to acceleration and curvature}

From Eq. (80), one can compute the Hamiltonian associated with the interaction of a fermionic system of charge \( q \) with an external electromagnetic field by shifting the partial derivatives according to \( \partial_\mu \longrightarrow \partial_\mu - iqA_\mu \). This procedure yields

\begin{align}
\hat{p}_i \psi &= -i \frac{\partial}{(g_{\Sigma})^{\frac{1}{2}} \partial x^i} \left( (g_{\Sigma})^{\frac{1}{2}} \psi \right). \tag{82}
\end{align}

Indeed, it is the case that this operator satisfies

\begin{align}
(\phi, \hat{p}_i \psi) &= \int d\Sigma (\hat{p}_i \phi)^* \psi = \int d\Sigma (\hat{p}_i \phi)^* \psi = (\hat{p}_i \phi, \psi), \tag{83}
\end{align}

showing that it is Hermitian. Not only that, but it also satisfies the canonical commutation relations with the position operator,

\begin{align}
[\hat{x}^i, \hat{p}_j] &= i\delta^i_j. \tag{84}
\end{align}

Therefore, we argue that the operator defined in Eq. (82) is the adequate definition of the momentum operator for this system. To first order in curvature, it can then be written as

\begin{align}
\hat{p}_i &= -i \partial_i + \frac{i}{6} (R_{00ij} + R_{ij}) x^i. \tag{85}
\end{align}

With this, we have presented a consistent quantum mechanical theory defined locally around a general worldline \( z(\tau) \) in any curved spacetime. In this description, time evolution happens with respect to the proper time of the curve and the wavefunctions can be thought of as complex functions defined in the rest spaces associated with the trajectory. In the next section, we will study the coupling with electromagnetism and the hydrogen atom in arbitrary trajectories in curved spacetimes.
\[ H_{EM} = -qA_t + \frac{1}{2m} (iq\partial_i A^i + 2iq A_i \partial^i + q^2 A_i A^i) + H_{EM}', \]  
\[ (86) \]

\[ H_{EM}' = \frac{1}{2m} \left( \frac{3}{2} a_k x^k \delta_{ij} + \frac{3}{4} R_{klm0} x^k x^m \delta_{ij} + \frac{1}{3} R_{jlim} x^l x^m \right) (iq \partial^i A^j + 2iq A^i \partial^j + q^2 A^i A^j) \]
\[ + \frac{iq}{2m} \left( \frac{3}{2} a_i + \frac{3}{2} R_{0ilm} x^k + \frac{2}{3} \delta^{jm} R_{jlim} x^l \right) A^i - \frac{2}{3} q R_{0lim} x^l x^m A^i. \]

where \( H_{EM}' \) is the Hamiltonian that contains the first order in curvature and acceleration corrections to the coupling. It is explicitly given by

\[ \nabla^\mu F_{\mu\nu} = -4\pi j_\nu, \]
\[ (90) \]

Notice that the first term in Eq. (86) does not come from the Hamiltonian \[80], instead, it comes from the \( i\partial_t \) operator in Schrödinger’s equation. Another remark is that the acceleration/curvature correction terms only involve the vector potential \( A_t \), and not \( A_i \). The reason for this is that in the expansion that takes Dirac’s equation to Schrödinger’s equation does not change the time derivatives, only the spatial ones.

An important property of Eq. (87) is that it is not gauge invariant. This is a standard feature of Hamiltonians for quantum mechanical systems coupled to electromagnetism. In fact, under gauge transformations \( A_\mu \rightarrow A_\mu + \partial_\mu \chi \) for a scalar function \( \chi \) the wavefunctions transform according to

\[ \psi(x) \rightarrow e^{-iq\chi(x)} \psi(x). \]
\[ (88) \]

The Hamiltonian \( H_{EM} \) must then transform according to

\[ H_{EM}(A_i) \rightarrow H_{EM}(A_i + \partial_i \chi) - q\partial_t \chi \]
\[ (89) \]
in order to make the equations of motion gauge independent. Equations (89) and (88) ensure that the expected value of the energy in any state is a gauge independent quantity.

When considering an external electromagnetic field, it is crucial to compute Maxwell’s equations around the system’s center of mass worldline. This will be applicable in cases where the sources of Maxwell’s theory are comoving with the system or are sufficiently close to it.

In a general spacetime, Maxwell’s equations for the electromagnetic potential can be written as

\[ \nabla^\mu F_{\mu\nu} = -4\pi j_\nu, \]
\[ (90) \]

where \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) is the electromagnetic tensor. In order to compute the corrections relative to the flat spacetime Maxwell’s equations, we assume that the time derivatives of \( A_\mu \) can be neglected. This is compatible with our assumption that one can neglect the time derivatives of acceleration and curvature. We will also work in the Coulomb gauge associated with the worldline. That is, we impose the gauge condition \( \nabla_i A^i = 0 \). Once the expansion of Sec. IV is employed, we can write

\[ \nabla^\mu \nabla_\mu A_\nu = \partial_\mu \partial^\mu A_\nu + a_i \partial_\nu A_i - \partial_\nu \Gamma^\nu_{\mu\alpha} A_\alpha - 2 \Gamma^\nu_{\mu\nu} A_\alpha (91) \]

Plugging in the expressions for the Christoffel symbols of Eqs. [39], [40], [41], [42], [43] and [44], we obtain the following equation of motion for the time and space components, respectively,

\[ \partial_t \partial^t A^t + \frac{1}{3} R_{ikj} x^k \partial^i \partial^j A^t - a_i \partial^i A^t + 2 R_{0mj} x^m \partial^t A^i - \left( R_{0il0} + \frac{2}{3} \delta^{kl} R_{kijm} \right) x^m \partial^i A^t = -4\pi j^t, \]
\[ (92) \]

\[ \partial_t \partial^i A^i + \frac{1}{3} R_{ikj} x^k \partial^m \partial^i A^i + \frac{2}{3} (R_{ilm} + R_{lim}) x^m \partial^i A^i + a_i \partial^i A^i - R_{0i0} A^i - \left( a_i + R_{0im} x^m \right) \partial_t A^i \]
\[ - \frac{2}{3} R_{ij} A^j + \frac{2}{3} R_{0l} A^i + \frac{1}{3} R_{0ij0} A^j + \frac{1}{3} R_{0ij0} x^m \partial^i A^j - \frac{2}{3} R_{0im} x^m \partial^i A^j = -4\pi j^i. \]
\[ (93) \]

It is worth pointing out that a similar result is computed in [1] [2] using the Lorenz gauge in the absence of acceleration. Overall, Eq. (92) and (93) can be used to compute the electromagnetic potential in a given reference frame, provided the sources are sufficiently close to the origin of the Fermi normal coordinates. This condition translates to the statement that the proper distance between the charge and the curve \( z(\tau) \) is much smaller
that the acceleration of the curve and the curvature of spacetime along the trajectory. This would be the case for a pointlike charge moving along the trajectory used for the expansion, for example.

B. An atom in curved spacetimes

As a first explicit example of the formalism developed in Section III, in this subsection we study the case of an atom under the influence of gravity in a general spacetime that fits the regularity conditions discussed in Section III. We then specialize to the case of Schwarzschild spacetime. A physical situation that could be described by this is an atom on the surface of Earth or in the vicinity of a black hole. This example has been studied in the literature before, see [1, 2, 31–34]. In this manuscript, we generalize these results by using the Hamiltonian in Eq. (80), which combines the first order in acceleration and curvature contributions. The Hamiltonian in Eq. (80) also contains novel first order in curvature terms that have not been analyzed in the references [1, 2, 31–34] due to the fact that their contribution is usually $10^4$ times smaller than the other terms.

To consider an atom, we assume the nucleus to be localized in the center of mass of the system and to have a mass much larger than the electron’s. We can then consider the nucleus as a pointlike positive charge that undergoes the trajectory $z(t)$. Its coordinates in the FNC associated with this trajectory are then $x = 0$. We can then solve for the first order corrections to the electromagnetic potential $A_{\mu}$ associated with this source in the Coulomb gauge. The zeroth order term is given by the simple solution of an inertial charge. Namely, we have

$$ A_{\tau}^{(0)} = -\frac{Ze}{r}, \quad A_i^{(0)} = 0, $$

where $e$ is the fundamental charge, $Z$ is the atomic number of the atom and $r = \sqrt{x^2 + y^2}$. Next, we will solve Eqs. (92) and (93) for a first order correction to the potential. We write

$$ A_{\mu} = A_{\mu}^{(0)} + A_{\mu}^{(1)} $$

and solve for $A_{\mu}^{(1)}$ only considering first order terms in acceleration and curvature. The solution reads

$$ A_0^{(1)} = \frac{1}{2!} Ze \left( R + 4R_{00} \right) r - Ze a_i \frac{x_i}{2r} $$

$$ + \frac{1}{2} R e \left( 3R_{0i0m} - R_{im} \right) x^ix^m r^{-1} $$

$$ A_i^{(1)} = \frac{1}{2} Ze R_{0i} r - Ze R_{0i} x^j x^m r^{-1}. $$

Thus, the full Hamiltonian that contemplates the coupling with electromagnetism for an electron in an atom can be computed from Eqs. (96) and (97). To first order in acceleration and curvature, we obtain

$$ H_{EM} = -\frac{Ze^2}{r} + Ze^2 \left( 3R_{0i0m} - R_{im} \right) \frac{x_i x^m}{12r} $$

$$ + \frac{1}{12} Ze^2 \left( R + 4R_{00} \right) r - Ze^2 \frac{a_i x_i}{2r} $$

$$ + \frac{Ze^2}{2m} \left( R_{0i} x_i + r R_{0i} \theta^i + R_{0i0m} \frac{x_i x^m}{3r} \partial^i \right). $$

Together with Eq. (80), it is possible to obtain the energy corrections to first order in acceleration and curvature. Using standard techniques from non relativistic quantum mechanics, we can compute the energy corrections and the change of the atomic orbitals.

We then specialize to the case of a static atom in Schwarzschild spacetime. This could describe numerous phenomena, such as an atom on the surface of a planet or in the vicinity of an irrotational black hole. The metric can be written in coordinates $(t, r, \theta, \phi)$ as

$$ g = -f(r)dt^2 + \frac{dr^2}{f(r)} + r^2(d\theta^2 + \sin^2 \theta d\phi^2) $$

with the radial metric function $f(r)$ given by

$$ f(r) = 1 - \frac{2M}{r}. $$

$M$ can be seen as the mass of the spherically symmetric distribution of matter that generates the gravitational field.

The first step towards applying the formalism of wavefunctions associated with a trajectory in curved spacetimes is to fix the trajectory of the center of mass, $z(t)$. We are interested in the description of a static atom in the geometry [99]. Thus, assuming the atom to be located at a fixed radius $r_0$, the trajectory can be parametrized as

$$ z(t) = \left( \frac{t}{\sqrt{f_0}}, r_0, \frac{\pi}{2}, 0 \right), $$

where $\tau$ is the proper time of the trajectory and we define $f_0 = f(r_0)$. Its four velocity is then parallel to the timelike vector $\partial_t$, and is explicitly given by

$$ u = \frac{1}{\sqrt{f_0}} \partial_t. $$

The next step is to compute the acceleration and curvature along the curve $z(t)$ in the Fermi-Walker frame. This frame can be easily defined by normalizing the coordinate vectors. That is, along the worldline we define

$$ e_0 = u, \quad e_1 = \sqrt{f_0} \partial_r, \quad e_2 = \frac{1}{r_0} \partial_\theta, \quad e_3 = \frac{1}{r_0} \partial_\phi. $$

These can be shown to satisfy Eq. (36) along $z(t)$. The non-vanishing components of the Riemann tensor in this
frame can then be written as

\[ R_{0101} = -\frac{2M}{r_0^3}, \quad R_{0202} = \frac{M}{r_0^3}, \quad R_{0303} = \frac{M}{r_0^3}, \quad R_{1212} = -\frac{M}{r_0^3}, \quad R_{1313} = -\frac{M}{r_0^3}, \quad R_{2323} = 2M. \]  

(104)

Due to the fact that the metric describes vacuum solutions to Einstein’s equations, both the Ricci tensor and scalar vanish. The acceleration of the curve is given by

\[ a = \frac{Du}{d\tau} = \frac{1}{\sqrt{f_0}} \frac{M}{r_0^3} e_1, \]  

(105)

that is, static observers have a constant acceleration in the positive radial direction.

In the reference frame of the atom it is useful to label the FNC according to \( x^1 = z, x^2 = r, x^3 = y \), defining \( r = (x, y, z) \). Although at first unhinged, this convention makes the z axis orthogonal to the spherical shells in Schwarzschild spacetime. The electromagnetic coupling Hamiltonian in Eq. \( \text{(99)} \) then yields

\[ H_{EM} = -\frac{Ze^2}{r} - \frac{Ze^2 M}{2r^2} \frac{z}{\sqrt{f_0}}. \]  

(106)

\[ H_k = -\left( \frac{3M}{4m r_0^3} \frac{z}{\sqrt{f_0}} \right) \nabla^2 + \left( \frac{3M}{8m r_0^3} - \frac{9M}{2M} \frac{z^2}{r_0^3} \right) \nabla^2 - \left( \frac{3M}{4m r_0^3} \frac{r}{\sqrt{f_0}} + \frac{5M}{12m r_0^3} \frac{r}{\sqrt{f_0}} \right) \nabla - \frac{5M}{4M} \frac{z}{r_0^3} \partial_z \right) \]  

(110)

\[ + \frac{1}{6m} \frac{M}{r_0^3} \left( (x^2 + y^2) \partial_x^2 + z^2 (\partial_x^2 + \partial_y^2) - 2x^2 \partial_x^2 - 2y^2 \partial_y^2 - 2xz \partial_x \partial_z - 2yz \partial_y \partial_z + 4xy \partial_x \partial_y \right) \]

\[ \frac{Ze^2 M}{2r_0^3} \frac{z^2}{r_0^3} + \frac{Ze^2 M}{4r_0^3} (x^2 + y^2), \]

where we see the Coulomb term, acceleration correction term and curvature correction terms, respectively. In the expression above \( r = \sqrt{x^2 + y^2 + z^2} \), while \( r_0 \) is the radial coordinate of the atom in the spacetime. When we put the result above with the Hamiltonian of Eq. \( \text{(80)} \), we obtain the full Hamiltonian of the system,

\[ H = m - \frac{Ze^2}{r} - \frac{\nabla^2}{\sqrt{f_0}} + H_m + H_e + H_k, \]  

(107)

where we define

\[ H_m = m - \frac{M}{2r_0} \left( \frac{r^2}{2r_0} - \frac{3z^2}{2r_0^3} \frac{z}{\sqrt{f_0}} \right), \]  

(108)

\[ H_e = \frac{Ze^2 M}{r} \left( \frac{r^2}{4r_0^3} - \frac{3z^2}{4r_0^3} - \frac{z}{2\sqrt{f_0}} \right), \]  

(109)

and

Notice that \( H_0 \) is the hydrogen atom Hamiltonian, with the rest mass term. The remaining terms \( H_m, H_e \) and \( H_k \) are the correction terms due to the curvature of spacetime and acceleration. Notice that \( H_m \) is proportional to the electron mass, \( H_e \) is proportional to the squared electron charge, \( e^2 \), and \( H_k \) is associated with the corrections to the kinetic term. Under the assumption that these three terms are small compared to \( H_0 \), an expansion can be performed to compute the shift in the energy levels and eigenfunctions.

We proceed to analyze the typical orders of magnitude of each of the terms in Eq. \( \text{(107)} \). We will work with natural units, so that the Bohr radius is of the order of \( a_0 \sim 10^{24} \ell_p \), where \( \ell_p \) is the Planck length. Then, the following relation holds between the mass of the electron \( m \), the electron charge \( e \) and the fine structure constant \( \alpha \),

\[ ma_0 = \frac{1}{\alpha} = \frac{1}{e^2}. \]  

(111)

The relation above is important because all the approximations involved will regard the relationship of \( m \) and \( a_0 \) with the Schwarzschild radius \( r_S = 2M \) and the coordinate radius \( r_0 \). As a matter of fact, we can quantify the order of magnitude of each of the terms in the Hamiltonian above. For that, we use the fact that the expected values of position and momentum are of the order of \( \langle r \rangle \sim a_0 \) and \( \langle \partial \rangle \sim a_0^{-1} \). We can then estimate the expected values of the following terms

\[ m \sim \frac{1}{\alpha a_0}, \quad -\frac{Ze^2}{r} \sim \frac{\alpha}{a_0}, \quad -\frac{\nabla^2}{2m} \sim \frac{\alpha}{a_0}. \]  

(112)

With these we can compute the order of magnitude of the hydrogen Hamiltonian,

\[ H_0 \sim \frac{1}{\alpha} \left( \frac{1}{\alpha} + \alpha \right), \]  

(113)

where the first term is associated with the rest mass and the second to the hydrogen atom energy levels. Thus, the rest mass of the electron is of the order of \( \alpha^{-2} \sim 10^4 \) times larger than the energy levels of the electron in the atom.

The acceleration and curvature for the static trajectory
chosen are of order

\[ a \sim \frac{r_S}{r_0^2}, \quad R \sim \frac{r_S}{r_0^2}, \]  

(114)

We thus conclude that the orders of magnitude of the correction terms are

\[ H_m \sim \frac{1}{\alpha} \left( \frac{r_S}{r_0^2} \right) \left( 1 + \frac{a_0}{r_0} \right), \]  

(115)

\[ H_k \sim H_c \sim \alpha \left( \frac{r_S}{r_0^2} \right) \left( 1 + \frac{a_0}{r_0} \right), \]  

(116)

where the \( a_0/r_0 \) term in the parenthesis is the contribution due to curvature, while the other is due to acceleration. We can then see that the curvature correction tends to be orders of magnitude less than the acceleration terms whenever \( a_0 \ll r_0 \). Noticing that in order for the atom to be outside of the black hole, one must have \( r_0 > r_S \), we obtain that the curvature will contribute less than acceleration whenever \( r_S > a_0 \), which is a reasonable assumption for the black hole radius. Another conclusion is that the \( H_m \) term is of the order of \( \alpha^{-2} \sim 10^4 \) larger than the \( H_c \) and \( H_k \) corrections. The full correction Hamiltonian \( H_f = H_m + H_c + H_k \) is then of order

\[ H_f \sim \left( \frac{1}{\alpha} + \alpha \right) \frac{r_S}{r_0^2} \left( 1 + \frac{a_0}{r_0} \right), \]  

(117)

where the respective contributions of \( H_m, H_c \) and \( H_k \) have been factored.

In order to apply perturbative techniques, we must make sure that \( H_f \) is much smaller than \( H_0 \). Comparing Eqs. (117) and (113), we see that the condition that is compatible with this approximations is

\[ \frac{a_0 r_S}{r_0^2} \ll 1. \]  

(118)

And indeed, this condition is satisfied unless the Schwarzschild radius of the spacetime is of the order of the Bohr radius and the atom is close to the horizon. Thus, the formalism can be used in most physical situations of atoms on the surface of planets and stars.

We thus compute the corrections due to the inner product, \( H_m, H_c \) and \( H_k \) to the 1s, 2s and 2p energies. We found that the first order coupling does not produce any energy correction to the 1s state. The 2s and 2p states are degenerate, so that we apply the degenerate perturbation theory developed in [12] that takes into account the curvature corrections to the inner product. The acceleration and curvature break part of the degeneracy, yielding the following energy corrections for the \( n = 2 \) states

\[ E_{2,1,\pm 1} = \frac{r_S a_0}{2r_0^3} \left( \frac{6}{\alpha} \frac{Z}{2} + \frac{13}{24} \alpha \right), \]  

(119)

\[ E_2^\pm = -\frac{r_S a_0}{2r_0^3} \left( \frac{6}{\alpha} \frac{Z}{2} + \frac{13}{24} \alpha \right) \pm \frac{r_S}{96r_0^2\alpha r_0} \sqrt{\Delta}, \]  

where \( \Delta \) is a dimensionless parameter given by

\[ \Delta = 9(48+(3-4Z)\alpha^2)^2 + \frac{4a_0^2 r_0^2}{r_0^2} (144+(13+12Z)\alpha^2)^2. \]  

(120)

The energy corrections to the states \( \psi_{2,1,\pm 1} \) still do not break their degeneracy, and are given by \( E_{2,1,\pm 1} \). The degeneracy in the space generated by \( \psi_{2,0,0} \) and \( \psi_{2,1,0} \) is broken and the energy corrections to the corresponding eigenstates are \( E_{2,1 \pm 1} \). This result is compatible with previous calculations in [32], where only acceleration was considered. It is also compatible with [12, 31, 33, 34], where only the \( H_m \) curvature contributions were taken into account in a non-relativistic description. Our result contains additional first order in curvature corrections which, to the authors knowledge, have not been computed before.

It is arguably more interesting to look at the corrections to the wavefunctions themselves, where acceleration plays a crucial role. We will do so for the 1s state in order to see the break of the spherical symmetry of the orbitals. Given that the acceleration terms in general contribute more than curvature, we compute the first order corrections considering only a uniformly accelerated atom and neglecting the spacetime curvature. Notice that the theory of perturbation for states in quantum mechanics requires one to compute expected values for all eigenstates of the Hamiltonian. However, it is possible to show that only the \( \psi_{n,k \pm 1,0} \) states contribute non-trivially, for natural \( n \) and integer \( k \). The highest contribution will then be associated with the \( \psi_{2,1,0} \) state. Taking only this contribution into account, one finds

\[ \psi_{1,0,0}(x) = \frac{e^{-r/a_0}}{\sqrt{\pi a_0^{3/2}}} - \frac{128}{729} \frac{r_S}{r_0^2} \frac{a_0}{r_0} \frac{e^{-r/2a_0}}{\sqrt{\pi a_0^{3/2}}} \]  

(121)

We then see a break of the spherical symmetry of the ground state that shifts the probability density down, as can be seen in Fig. [1]. It is an effect that drags the orbitals in the opposite direction to the acceleration required to stay at rest in this gravitational field. This effect is valid in general spacetimes due to the fact that in most scenarios curvature will contribute orders of magnitude less than acceleration. In fact, Eq. (121) neglects curvature effects and thus does not depend on the geometry of spacetime.

C. A fermion in AdS spacetime

In the previous sections we have considered a localized fermionic system in curved spacetimes. In particular, we have studied in detail what happens with an electron bound to an atom, where the Coulomb potential associated with the proton was responsible for localizing the system. However, as we will show in this subsection, one does not require an electromagnetic field to produce
The Riemann curvature tensor is given by \( R_{\mu\nu\rho\sigma} = -\frac{1}{\ell^2} (g_{\mu\rho}g_{\nu\sigma} - g_{\mu\sigma}g_{\nu\rho}) \), (124)

where \( \ell \) is the curvature radius.

In this spacetime, we shall consider a quantum mechanical system undergoing a trajectory \( z(\tau) \). We assume to have a frame which is Fermi-Walker transported along this trajectory and associate Fermi normal coordinates to the worldline. Notice that in constant curvature spacetimes, such as the anti-de Sitter, the components of the curvature tensor in any orthonormal frame are the same. This can be seen from Eq. (124). We then have

\[
R_{k0m0} = -\frac{1}{\ell^2} \eta_{km} \eta_{00} = \frac{1}{\ell^2} \delta_{km}, \tag{125}
\]

Plugging the result above in Eq. (122), we obtain the Hamiltonian

\[
\hat{H} = m + m a \cdot \hat{x} + \frac{m}{2\ell^2} \hat{x}^2 + \frac{\hat{p}^2}{2m}, \tag{126}
\]

where we use bold symbols to denote spacelike vectors tangent to the system’s rest space and \( \cdot \) denotes the flat inner product.

Thus, in Eq. (126) the curvature of spacetime acts as an effective potential for the particle. The contribution is quadratic in the FNC \( \mathbf{x} \), thus we expect some bound states similar to a harmonic oscillator. Indeed, we can rewrite the Hamiltonian as

\[
\hat{H} = m + \frac{m}{2\ell^2} (\hat{x} + \ell^2 \mathbf{a})^2 - \frac{m\ell^2}{2} \mathbf{a}^2 + \frac{\hat{p}^2}{2m}, \tag{127}
\]

It is easy to see that under the transformation \( \mathbf{y} = \hat{x} + \ell^2 \mathbf{a} \), the Hamiltonian transforms into a three-dimensional Harmonic oscillator with a constant shift in energy. We can then read off the frequency of the effective harmonic oscillator

\[
\omega^2 = \frac{1}{\ell^2}. \tag{128}
\]

The corresponding eigenfunctions are shifted, such that their centre is at \( x_0 = -\ell^2 \mathbf{a} \). This means that due to the acceleration correction, the wavefunction is moved in the direction opposite to \( \mathbf{a} \), as if the wavefunction was lagging behind, similar to what we saw in the previous Subsection VII B.

In order for the potential of Eq. (122) to trap the fermionic particle we are describing, it must be of the same order of magnitude as the kinetic energy of the system. To study whether this is compatible with our expansions, we first assume the system to start in a state that is localized around a region of characteristic size \( \sigma \). With this we can estimate the order of magnitude of the terms in Eq. (122) by using

\[
\mathbf{x}^2 \sim \sigma^2, \quad \hat{p}^2 \sim \sigma^{-2}. \tag{129}
\]
In order to have bound states, the potential term must be of the same order of magnitude as the kinetic term. Imposing this condition yields the following estimate for the localization of the system in terms of its mass and the spacetime curvature

\[ \frac{m}{\ell^2} \sigma^2 \sim \frac{1}{m \sigma^2} \Rightarrow \sigma \sim \left( \frac{\ell}{m} \right)^{1/2}. \]  

(130)

The equation above then tells us that, in principle, it is possible to localize the system in a region of size of the order of \((\ell/m)^{1/2}\). Notice that this quantity is the geometric mean between the Compton wavelength of the particle and the curvature radius.

This result is also compatible with the previous expansion we have used, where we assumed curvature to be small. Indeed, the localization of the particle, \(\sigma\), has to be larger than the Compton wavelength \(m^{-1}\). In Eq. (130), we then obtain the condition \((m\ell)^{-1} \leq 1\), while in our expansions we assume to have \(R_{i00i} x^j x^j \ll 1\). This translates into \((m\ell)^{-1} \ll 1\) when one uses Eqs. (129) and (130). It is important to remark that in this example the spacetime curvature would need to be very large compared to most astrophysical phenomena, but our expansions would still be valid due to the small size of the system.

In summary, we conclude that curvature itself might be a mechanism to produce localized states of fermionic particles. The localization produced by weak gravitational fields would then be able to localize particles in regions larger than their Compton wavelength, but much smaller than spacetime curvature.

### VIII. CONCLUSION

We have provided the means by which one can use a Schrödinger complex wavefunction description for a fermionic particle undergoing an arbitrary trajectory in curved spacetimes. Our results are valid provided that the acceleration and curvature along the center of mass worldline are small compared to the size and rest mass of the system. We were able to provide a Hilbert space, an inner product and obtain a Hamiltonian operator (given in Eq. (80)) associated with the proper energy of the system. The Hamiltonian then generates a unitary time evolution for complex wavefunctions defined in the center of mass rest spaces.

Explicitly writing down the FNC around a given spacetime in terms of other coordinate systems tends to be an unpractical task. However, our description does not require one to relate the FNC with any other coordinate system. Instead, the formulation happens with respect to the rest frame of the observer. This means that, for all purposes, the description can be done as if one was applying the techniques of non-relativistic quantum mechanics in Cartesian coordinates with external force terms. These terms could then be calculated in terms of the acceleration and curvature along the system’s trajectory.

To apply this formalism it is then only required to have the Riemann curvature tensor and acceleration along the center of mass worldline. With this, writing these tensors in the Fermi-Walker frame associated with the curve yields all the necessary tools for calculating expected values of observables. The theory yields the correct predictions for expected values to first order in curvature and acceleration, provided one neglects the spin degree of freedom of the system. This is compatible with the single component complex wavefunction description presented here. If instead one wants to consider fully relativistic quantum mechanics and Dirac’s equations, we also provide a general form for the Hamiltonian expanded to first order in acceleration and curvature in Eq. (62).

Moreover, we present corrections for the coupling of a one-particle quantum system with electromagnetism in the presence of acceleration and curvature. The acceleration terms could be relevant if, for example, one wishes to probe the Unruh effect by accelerating a probe [16, 20, 21, 55, 56]. In these extreme regimes the correction terms we found might produce relevant effects to its observation. In particular we have seen that the description of a static atom in a spherically symmetric gravitational field depends on both acceleration and curvature. Indeed, both contribute to the correction terms that arise in this formulation.

Our results also provide means by which one can study the coupling of a nonrelativistic quantum particle with gravity. Possible applications of these studies range from using atoms to probe spacetime curvature [21, 28, 57] to probing the quantum nature of the gravitational field. Overall we conclude that the Hamiltonian in Eq. (80), with the inner product (74) provide the description of a Schrödinger wavefunction in curved spacetimes. This allows one to compute the leading order corrections to the eigenstates and eigenvalues of any one-particle wavefunction system due to spacetime curvature and acceleration. In most regimes it can be reduced to the following Hamiltonian

\[ \mathcal{H} = \mathcal{H}_0 + \frac{m a_j x^j + m}{2} R_{i00i} x^k x^m, \]  

(131)

where \(\mathcal{H}_0\) is the original Hamiltonian in its reference frame, \(a\) is the proper acceleration of the system and \(R\) the Riemann curvature tensor evaluated along the worldline.

Notice that although in this work we have considered both the electromagnetic and gravitational fields to be classical, the description could be extended to couple systems to quantum fields. Our formalism would then describe a localized nonrelativistic quantum system interacting with a quantum field. Systems that satisfy these properties are commonly called particle detector models [13, 15, 38] and they are usually motivated by considering a Schrödinger atom interacting with electromagnetism. Our formalism then allows for this analogy to be studied when the atom undergoes an arbitrary trajectory in curved spacetimes.
Complementary, one can think of a didactic application of this manuscript. The formalism developed here allows for a student who has learned nonrelativistic quantum mechanics to perform calculations regarding quantum particles in curved spacetimes. Overall, we have simplified the complex description of a spinor in curved spacetimes to a formalism that could be presented to physics undergraduate students.
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Appendix A: The Frame Connection

The goal of this appendix is to present the computations that lead to Eqs. (49), (50), (51), (52) and (53) for the frame connection coefficients. In order to do that we make use of the following equation

$$\omega_{\mu I}^J = \Gamma_{\mu I}^{\nu} e_{\nu}^I e_{\mu}^J - e_{\nu}^J \partial_{\mu} e_{\nu}^I, \quad (A1)$$

for the change of Christoffel symbols from one frame to another. The first step is then to compute the derivatives of the frame. These can be computed by direct calculation and yield

$$\partial_{\mu} e_{\nu}^I = \delta_{\mu}^I \alpha_{\nu} - \frac{1}{2} (R_{I k 0 m}^I + R_{I m k 0}^I) \rho_{\mu} x^m \quad (A2)$$

$$\partial_{\mu} e_{\nu}^I = -\frac{1}{6} (R_{I k im}^I + R_{I m k i}^I) \rho_{\mu} x^m. \quad (A3)$$

With this and the expressions for the Christoffel symbols from Eqs. (49), (50), (51), (52) and (53), it is possible to obtain the connection coefficients in the orthonormal frame. These read

$$\omega_{\tau 0 0} = 0 \quad (A4)$$

$$\omega_{\tau 0 I} = a_I + R_{0 0 I m} x^m - (a_I - R_{0 I 0 m} x^m) = 0 \quad (A5)$$

$$\omega_{\tau I 0} = a_I + R_{0 I 0 m} x^m \quad (A6)$$

$$\omega_{\tau I J} = R_{0 I J m} x^m - \frac{1}{2} (R_{I J 0 m} + R_{J I 0 m}) x^m$$

$$= \frac{1}{2} (R_{I J 0 m} - R_{J I 0 m}) x^m \quad (A7)$$

$$= \frac{1}{2} (R_{0 I J m} + R_{J 0 I m}) x^m$$

$$= \frac{1}{2} R_{0 I J m} x^m \quad (A8)$$

$$\omega_{\tau 0 I} = a_I + R_{0 0 I m} x^m \quad (A9)$$

$$\omega_{\tau J 0} = a_J + R_{0 J 0 m} x^m$$

$$= \frac{1}{3} (R_{0 j i m} + R_{0 j i m}) x^m + \frac{1}{6} (R_{I J 0 m} + R_{0 I J m}) x^m$$

$$= \frac{1}{3} (R_{0 j i m} + R_{0 j i m}) x^m + \frac{1}{6} (R_{I J 0 m} + R_{0 I J m}) x^m$$

$$= \frac{1}{2} R_{0 j i m} x^m \quad (A10)$$

$$\omega_{\tau k J} = \frac{1}{3} (R_{k j I m} + R_{j i k m}) x^m + \frac{1}{6} (R_{I J 0 m} + R_{0 I J m}) x^m$$

$$= \frac{1}{3} (R_{k j I m} + R_{j i k m}) x^m + \frac{1}{6} (R_{I J 0 m} + R_{0 I J m}) x^m$$

$$= \frac{1}{3} R_{k j I m} + \frac{1}{3} R_{j i k m} + \frac{1}{6} R_{I J 0 m} x^m$$

$$= \frac{1}{2} R_{0 j i m} x^m, \quad (A11)$$

where we used the Bianchi identity to rewrite the curvature terms in the equations above,

$$R_{0 I J m} = -R_{0 J I m} + R_{0 I J m}, \quad (A12)$$

$$R_{I J 0 m} + R_{0 I J m} = R_{I J 0 m}. \quad (A13)$$

Appendix B: Dirac’s Hamiltonian around a Worldline

In this appendix we explicitly show the calculations that lead from the exact expression of the Hamiltonian from Eq. (59) to the expansion in terms of curvature and acceleration from Eq. (62). The first step is then the computation of the spin connection, given by

$$\Gamma_{\mu} = -\frac{1}{2} \omega_{\mu I J} S^{I J} = -\frac{1}{4} \omega_{\mu I J} \gamma^I \gamma^J \quad (B1)$$

For that purpose, we rewrite the generators of the SL(2, C) action over the spinor bundle in the following form

$$S^{I J} = \frac{1}{4} [\gamma^I, \gamma^J] = \frac{1}{2} \gamma^I \gamma^J \quad (B2)$$
Using the expression for the frame Christoffel symbols in Eqs. [A4][A1], we find the following components for the spin connection:

\[
\Gamma_\tau = -\frac{1}{4} \left( \omega_{\tau_0} \gamma^0_\tau \gamma^{ij}_0 + \omega_{\tau_0} \gamma^0_\tau \gamma^{ij}_1 + \omega_{\tau_1} \gamma^0_\tau \gamma^{ij}_1 \right) \tag{B3}
\]

\[
= -\frac{1}{4} \left( 2\omega_{\tau_0} \gamma^0_\tau \gamma^{ij}_0 + \omega_{\tau_1} \gamma^0_\tau \gamma^{ij}_1 \right) 
+ \frac{1}{4} R_{0i0m} \gamma^0_\tau \gamma^{ij}_1 - \frac{1}{4} R_{0m0j} \gamma^0_\tau \gamma^{ij}_1, \tag{B4}
\]

\[
\Gamma_k = -\frac{1}{4} \left( \omega_{k_0} \gamma^0_0 \gamma_i^0 + \omega_{k_1} \gamma^0_0 \gamma_i^1 + \omega_{k_0} \gamma^0_0 \gamma_i^1 \right) 
= -\frac{1}{4} \left( 2\omega_{k_0} \gamma^0_0 \gamma_i^0 + \omega_{k_1} \gamma^0_0 \gamma_i^1 \right) 
+ \frac{1}{4} R_{0i0m} \gamma^0_0 \gamma_i^j - \frac{1}{4} R_{0m0j} \gamma^0_0 \gamma_i^j. \tag{B5}
\]

We thus obtain the following exact form of the Hamiltonian

\[
H = (g^{\tau\tau})^{-1} \gamma^\tau \left( i_r^0 \partial_i - i_r^1 \Gamma_i \right) - \psi - i\Gamma^\tau, \tag{B6}
\]

or, to first order in curvature and acceleration, one can write

\[
H = (g^{\tau\tau})^{-1} \gamma^\tau \left( i_r^0 \partial_i - i_r^1 \Gamma_i \right) - \psi - i\Gamma^\tau. \tag{B7}
\]

The only terms we are missing to expand the Hamiltonian are the expansions of \( \gamma^\tau \) and \( (g^{\tau\tau})^{-1} \). These can be easily cast into Eqs. (B20)-(B22). From which we obtain

\[
\gamma^\tau = e_0^\tau \gamma^0_0 + e_i^\tau \gamma^i 
= \left( 1 - a_i x^i - \frac{1}{2} R_{0i0m} x^m \right) \gamma^0 - \frac{1}{6} R_{0i0m} x^i x^m \gamma^0 \tag{B8}
\]

and

\[
g^{\tau\tau} = -1 + 2a_i x^i + R_{0i0j} x^i x^j, \tag{B9}
\]

\[
(g^{\tau\tau})^{-1} = -1 - 2a_i x^i + R_{0i0j} x^j. \tag{B10}
\]

By plugging the individual expansions for the inverse metric component, \( \gamma \) matrices and the Christoffel symbols, we obtain the expression

\[
H = \left( -1 - a_i x^i - \frac{1}{2} R_{0i0m} x^k x^m \right) \gamma^0_0 \left( i_r^0 \partial_i - m \right) + \frac{1}{6} R_{0i0j} x^i x^j \gamma^0_0 \left( i_r^0 \partial_i - m \right) - \frac{1}{6} R_{0i0j} x^i x^j \gamma^0_0 \left( i_r^0 \partial_i - m \right) \tag{B11}
\]

In the first line of the second equality we find the “flat spacetime” Hamiltonian. All the remaining terms are corrections due to acceleration of the curve or curvature. Notice that the bottom two rows are not in the simple shape presented in Section [V]. To simplify the Hamiltonian we must use the following relations

\[
R_{0i0m} x^i x^m \gamma^0_0 \gamma^j_0 = -R_{0i0m} x^i x^m \gamma^0_0 \gamma^j_0 = R_{0i0m} x^i x^m \gamma^j_0, \tag{B12}
\]

where \( e_i \) is the Levi-Civita symbol in four dimensions. From which we obtain

\[
R_{0i0j} x^i x^j = R_{0i0j} x^i x^j + i R_{0i0j} x^i x^j \tag{B13}
\]

With this, the bottom two lines of Eq. (B13) can then be rewritten as

\[
\frac{i}{4} R_{0i0m} x^i x^m \gamma^0_0 \gamma^j_0 + \frac{i}{4} R_{0i0j} x^i x^j \gamma^0_0 \gamma^j_0 \tag{B14}
\]

\[
- \frac{i}{4} R_{0i0j} x^i x^j \gamma^0_0 \gamma^j_0 + \frac{i}{4} R_{0i0j} x^i x^j \gamma^0_0 \gamma^j_0 \tag{B15}
\]

\[
= \left( -\frac{i}{2} a_i x^i \right) - \frac{i}{4} R_{0i0m} x^i x^m \gamma^0_0 \gamma^j_0 + \frac{i}{4} R_{0i0j} x^i x^j \gamma^0_0 \gamma^j_0 \tag{B16}
\]

\[
= \left( -\frac{i}{2} a_i x^i \right) - \frac{i}{4} R_{0i0m} x^i x^m \gamma^0_0 \gamma^j_0 + \frac{i}{4} R_{0i0j} x^i x^j \gamma^0_0 \gamma^j_0 \tag{B17}
\]

\[
+ \frac{i}{4} R_{0i0j} x^i x^j \gamma^0_0 \gamma^j_0 - \frac{i}{4} R_{0i0m} x^i x^m \gamma^0_0 \gamma^j_0 - \frac{i}{4} R_{0i0j} x^i x^j \gamma^0_0 \gamma^j_0 \tag{B18}
\]

\[
= \left( -\frac{i}{2} a_i x^i \right) - \frac{i}{4} R_{0i0m} x^i x^m \gamma^0_0 \gamma^j_0 + \frac{i}{4} R_{0i0j} x^i x^j \gamma^0_0 \gamma^j_0 \tag{B19}
\]
\[
= \left(-\frac{i}{2} a_i - \frac{i}{4} R_{0i0m} x^m + \frac{i}{4} R_{i0m} x^m \right) \gamma^0 \gamma^i \quad \text{(B23)}
\]
\[
+ \frac{i}{4} \left( R_{0jim} x^m - R_{0jim} x^m \right) \gamma^j \gamma^i \quad \text{(B24)}
\]
\[
= -\frac{i}{4} \left( 2a_i + R_{0i0m} x^m - R_{i0m} x^m \right) \gamma^0 \gamma^i
\]
\[
+ \frac{i}{4} \left( R_{0jim} x^m + R_{0jim} x^m \right) \gamma^j \gamma^i
\]

This recovers the the expansion of Eq. (62).

**Appendix C: Reduction of Dirac Equation to Schrödinger Equation in Curved Spacetimes**

For the reduction of Dirac’s equation to the Schrödinger equation we proceed similarly to the approach taken in Section II in flat spacetimes. First, we need to split the spinor into two two-component vectors and solve the bottom equation of motion for \( \psi_B \). This can be done by getting the projection \( P_B \) of the Hamiltonian and setting this equal to \( i \partial_t \psi_B \). We will do so considering the minimal coupling with a \( U(1) \) gauge field representing electromagnetism, so that we shift the partial derivative according to \( \partial_i \rightarrow D_i = \partial_i - \tau \partial_t \). With this in mind, the \( B \) component of the equation of motion originated by the Hamiltonian from Eq. (62) is found to yield

\[
\left( iD_r + m + ma_j x^j + \frac{m}{2} R_{k0m0} x^k x^m + \frac{i}{6} R_{0jim} x^l x^m \sigma^i \sigma^j D_l - \frac{i}{4} R_{0imj} x^m \sigma^i \sigma^j + \frac{i}{2} R_{10m} x^m D_l \right) \psi_B \quad \text{(C1)}
\]

\[
= \left( -i \sigma^i D_l - a_j x^j \sigma^i D_l - \frac{1}{2} R_{k0m0} x^k x^m i \sigma^i D_l + \frac{m}{6} R_{0jim} x^l x^m \sigma^j D_l - \frac{i}{6} R_{0imj} x^m \sigma^j D_l - \frac{i}{4} \left( 2a_l + R_{0i0m} x^m - R_{i0m} x^m \right) \sigma^l \right) \psi_A. \quad \text{(C2)}
\]

The operator \( i \partial_t \) corresponds to the total energy of the system. It is given by the rest mass of the system plus the non-relativistic energy, which can be associated with a differential operators \( i \partial_l = i \partial_t - m \) and \( D_r = \partial_r - i q A_0 \). We also factor out the term \( 1/2m \).

\[
\psi_B = \frac{1}{2m} \left( 1 + \frac{i \partial T + q A_0}{2m} + \frac{i}{2} a_j x^j + \frac{i}{4} R_{k0m0} x^k x^m + \frac{1}{12m} R_{0jim} x^l x^m \sigma^i \sigma^j D_l - \frac{i}{8m} R_{0imj} x^m \sigma^j D_l + \frac{i}{4m} R_{10m} x^m D_l \right)^{-1}
\]

\[
\left( -i \sigma^i D_l - a_j x^j \sigma^i D_l - \frac{1}{2} R_{k0m0} x^k x^m i \sigma^i D_l + \frac{m}{6} R_{0jim} x^l x^m \sigma^j D_l - \frac{i}{6} R_{0imj} x^m \sigma^j D_l - \frac{i}{4} \left( 2a_l + R_{0i0m} x^m - R_{i0m} x^m \right) \sigma^l \right) \psi_A. \quad \text{(C3)}
\]

Notice that the rest mass of the system tends to be much larger than any of the terms that show up in the expansion. In particular, it is usually larger than the non-relativistic energy, Coulomb potential, curvature and acceleration. This means that in a power expansion of the inverse operator in Eq. (C3), it makes sense to neglect terms that will contribute with order \( m^{-2} \). Therefore, the expansion of the inverse of the operator above up to first order in \( m^{-1} \), curvature and acceleration yields

\[
\psi_B = \left[ \frac{1}{2m} \left( 1 - \frac{i}{2} a_j x^j - \frac{1}{4} R_{k0m0} x^k x^m \right) + O(m^{-2}) \right] \quad \text{(C4)}
\]

\[
\left( -i \sigma^i D_l - a_j x^j \sigma^i D_l - \frac{1}{2} R_{k0m0} x^k x^m i \sigma^i D_l + \frac{m}{6} R_{0jim} x^l x^m \sigma^j D_l - \frac{i}{6} R_{0imj} x^m \sigma^j D_l - \frac{i}{4} \left( 2a_l + R_{0i0m} x^m - R_{i0m} x^m \right) \sigma^l \right) \psi_A
\]

\[
+ \frac{1}{24m} R_{0jim} x^l x^m \sigma^j i D_l \psi_A \quad \text{(C5)}
\]
so that we can write \( \psi \) of motion for \( H \) the expansion of Eq. (C7). The \( H \) in the effective Hamiltonian \( H \) notice that \( h \) curvature and in 1
\[ A \equiv H_{AB} R_B \text{ and } P_I \text{ is the projector in the I component of the spinor for } I = A, B \text{ and } H_A \text{ is the effective Hamiltonian for } \psi_A. \]

The Hamiltonian \( H \) is then simply given by the expansion of Eq. (62) and \( H_{AA} \equiv P_A H P_A, H_{AB} \equiv P_A H P_B \). Moreover, it is possible to simplify Eq. (C7) to first order in curvature and acceleration. In fact, the term \( R_A iD_T \) term can be written as
\[
H_{AB} R_B iD_T \psi_A = -i \sigma^I D_I \left( \frac{1}{24m} R_0 x^m \sigma^I D_I \psi_A \right) = \frac{-i}{2m} (R_0 x^m D_I + R_{ij} x^m + R_{ij} x^m) \sigma^I \psi_A.
\]

where we neglected derivatives of curvature and used \( D_T = D_r - m \). Notice that the term above is of first order in curvature and in \( 1/m \). Then, we write
\[
H_A = m - \frac{1}{2m} \sigma^I \sigma^J D_I D_J + h_A,
\]

where \( h_A \) are the first order corrections due to curvature and acceleration. Then, Eq. (C7) can be written as
\[
(1 - R_A) iD_T \psi_A = (1 - R_A) m \psi_A - \frac{1}{2m} \sigma^I \sigma^J D_I D_J \psi_A + h_A \psi_A.
\]

Notice that \( R_A \frac{1}{2m} \sigma^I \sigma^J D_I D_J = \mathcal{O}(1/m^2) \) and \( R_A h_A \) in of second order in our expansion in curvature and acceleration. That is, within the expansion we are considering, we can write
\[
(1 - R_A) iD_T \psi_A = (1 - R_A) \left( m \psi_A - \frac{1}{2m} \sigma^I \sigma^J D_I D_J \psi_A + h_A \psi_A \right) = (1 - R_A) H_A \psi_A,
\]

so that to first order in curvature and acceleration, we obtain
\[
iD_T \psi_A = H_A \psi_A \iff i \partial_T \psi_A = (H_A - q A_0) \psi_A.
\]

so that the effective Hamiltonian for the component \( \psi_A \) is given by \( H_A - q A_0 \).

This formulation by itself characterizes an approximation to Dirac’s equation that recovers Schrödinger’s equation for a two-component wavefunction \( \psi_A \). However, we are interested in a Hamiltonian formulation for a complex wavefunction rather than for the two-component object \( \psi_A \). We proceed by tracing out the spin degrees of freedom in the effective Hamiltonian \( H_A \). This means that Schrödinger’s equation for a wavefunction \( \psi \) then reads
\[
i \partial_T \psi = \text{tr}(H_A) \psi.
\]

To obtain the Hamiltonian for the wavefunction it is then enough to calculate the trace of \( H_{AA} \) and \( H_{AB} D_B \) from the expansion of Eq. (C7). The \( H_{AA} \) term reads
\[
\text{tr}(H_{AA}) = m + m a_j x^j \pm \frac{m}{2} R_{k00m} x^k x^m - \frac{1}{6} R_{00m} x^m D_l - \frac{i}{2} R_{00m} x^m D_l + \frac{i}{4} R_{00m} x^m.
\]
The $H_{AB}D_B$ term requires more work, since we must compute the composition of the operators $H_{AB} = P_AHP_B$ with $D_B$ to compute its trace. $H_{AB}$ then reads
\begin{equation}
H_{AB} = -i\sigma^i D_i - a_j x^j \sigma^i D_i - \frac{1}{2} R_{k0m0} x^k x^m \sigma^i D_i - \frac{m}{6} R_{0ijm} x^i x^j x^m \sigma^i D_i - \frac{i}{6} R_{ij}^l x^l x^m \sigma^i D_j - \frac{i}{4} (2 a_i + R_{0i0m} x^m - R_{i0m} x^m) \sigma^i.
\end{equation}
(C15)

Its composition with $D_B$ is more easily computed when applied to the wavefunction $\psi_A$ due to the fact that it contains differential operators. Notice that as $D_i$ is a covariant derivative associated with the $U(1)$ gauge symmetry acting on the wavefunctions, it reduces to a partial derivative when applied to any function of $x$. The reason for the covariant derivative to act differently in complex wavefunctions is that $\psi_A$ is not a function but a section of a complex vector bundle associated with a $U(1)$ principal bundle. Taking this fact into consideration we obtain
\begin{equation}
H_{AB}D_B\psi_A = \frac{1}{2m} \left( -\sigma^i \sigma^j D_i D_j - i\sigma^i D_i \left( -\frac{i}{6} R^l_{kjm} x^k x^m \sigma^l D_j - \frac{i}{4} (2 a_i + R_{0i0m} x^m - R_{i0m} x^m) \sigma^l \right) 
+ 2 \left( \frac{i}{6} R^l_{kjm} x^k x^m \sigma^l D_j - \frac{i}{4} (2 a_i + R_{0i0m} x^m - R_{i0m} x^m) \sigma^l \right) \left( -i\sigma^i D_i \right) - i\sigma^i D_i \frac{1}{2} R_{k0m0} x^k x^m i\sigma^j D_j \right)
- i\sigma^i D_i \left( -\frac{1}{2} a_j \sigma^j i D_i - \frac{1}{4} R_{k0m0} x^k x^m i\sigma^j D_j \right) (i\sigma^i D_i) \psi_A
= \frac{1}{2m} \left( -\sigma^i \sigma^j D_i D_j - \frac{1}{6} R_{jik} x^j \sigma^i D^j - \frac{1}{6} R^l_{kjm} x^k x^m \sigma^l D^j - \frac{1}{4} (R_{0ik0} - R_{ik}) \sigma^i \sigma^j 
- \frac{1}{3} R^l_{ji0} x^i x^m \sigma^l D^j + \frac{1}{2} (2 a_i + R_{0i0m} x^m - R_{i0m} x^m) \sigma^l \sigma^j D^j 
- i \frac{m}{6} R_{0jk} x^j \sigma^i \sigma^j - i \frac{m}{6} R^l_{kjm} x^k x^m \sigma^l \sigma^j 
- \frac{1}{2} a_j x^j + \frac{1}{4} R_{k0m0} x^k x^m \right) \sigma^i \sigma^j D_j D_j \psi_A.
\end{equation}
(C16)

The expression above then allows one to identify the matrix valued differential operator $H_{AB}D_B$. Although this expression looks cumbersome, it is important to keep in mind that we are looking for the trace of such operator. To compute it we make use of the well known trace properties of sigma matrices (Eq. (17)). We obtain
\begin{equation}
\text{tr}(H_{AB}D_B) = - \frac{1}{2m} \left( 1 + \frac{3}{2} a_j x^j + \frac{3}{4} R_{k0m0} x^k x^m \right) D_i D^i - \frac{1}{6m} R_{jikm} x^i x^m D^i D^j 
- \frac{1}{2m} \left( \frac{3}{2} a_i + R_{0ik} x^k - \frac{1}{2} R_{0ik} x^k + \frac{1}{6} \delta^{km} R_{0mjk} x^k \right) D^i + \frac{i}{12} R_{0ik} x^k + \frac{R}{8m}.
\end{equation}
(C17)

We can then finally add together Eqs. (C14) and (C17) in order to obtain the Hamiltonian $\mathcal{H} = \text{tr}(\mathcal{H}_A - q A_0)$ for the wavefunction $\psi$. We obtain
\begin{equation}
\mathcal{H} = m + m a_j x^j + \frac{m}{2} R_{k0m0} x^k x^m - \frac{1}{6} R_{00lm} x^l x^m x^i D^i - \frac{i}{2} R^l_{10m} x^l x^m D^i + \frac{i}{4} R_{m0} x^m 
- \frac{1}{2m} \left( 1 + \frac{3}{2} a_j x^j + \frac{3}{4} R_{k0m0} x^k x^m \right) D_i D^i - \frac{1}{6m} R_{jikm} x^i x^m D^i D^j 
- \frac{1}{2m} \left( \frac{3}{2} a_i + R_{0ik} x^k - \frac{1}{2} R_{0ik} x^k + \frac{1}{6} \delta^{km} R_{0mjk} x^k \right) D^i + \frac{i}{12} R_{0ik} x^k + \frac{R}{8m} - q A_0.
\end{equation}
(C18)

Appendix D: Hermiticity of the Hamiltonian

In this appendix we show that the Hamiltonian $\mathcal{H}$ from Eq. (80) is Hermitian with respect to the inner product defined for the space of complex wavefunctions associated with the spacelike hypersurfaces $\Sigma_\tau$ (Eq. (74)) up to first order in curvature and acceleration. In order to do this we will explicitly integrate each term in $(\phi, \mathcal{H} \phi)$ by parts and show that we obtain the same differential operator $\mathcal{H}$ acting on the function $\phi$. We will do so when the theory
is coupled to electromagnetism, so we use the fact that the derivatives \( D_\mu = \partial_\mu - iqA_\mu \) allow for integration by parts just like the \( \partial_\mu \) operators.

We start by showing that the terms that are a function of the acceleration are a Hermitian operator. Namely, we will start by showing that the following operator is Hermitian in the expansion we are considering,

\[
A = ma_j x^j - \frac{3}{4m} a_j x^j D_i D^i - \frac{3}{4m} a_i D_i.
\]  

(D1)

Notice the operator \( A \) is already of first order in the expansion we are considering. This means that for the purpose of showing Hermitianness of this term we only need to consider the flat inner product from Eq. \[70\]. With this in mind, we compute \((\phi, A\psi)\) for two arbitrary wavefunctions \(\phi\) and \(\psi\). We obtain

\[
\int d^3 x \phi^* \left( ma_j x^j - \frac{3}{4m} a_j x^j D_i D^i - \frac{3}{4m} a_i D_i \right) \psi
= \int d^3 x \left( ma_j x^j + \frac{3}{4m} a_i D_i \right) \phi^* \psi - \frac{3}{4m} D_i D^i \left( a_j x^j \phi^* \right) \psi
= \int d^3 x \left( ma_j x^j + \frac{3}{4m} a_i D_i \right) \phi^* \psi - \frac{3}{4m} a^i D_i \phi^* \left( a_j x^j D^i \phi^* \right) \psi
= \int d^3 x \left( ma_j x^j + \frac{3}{4m} a_i D_i \right) \phi^* \psi - \frac{3}{4m} a^i D_i \phi^* \psi
= \int d^3 x \left( ma_j x^j - \frac{3}{4m} a_i D_i - \frac{3}{4m} a_j x^j D_i D^i \right) \phi^* \psi = (A\phi, \psi),
\]  

(D2)

which is enough to show that the acceleration terms are Hermitian.

The next step is then to show that the Hamiltonian is Hermitian without the presence of acceleration. That is, we consider the operator

\[
\mathcal{H} = -\frac{1}{2m} \left( 1 + \frac{3}{4} R_{kln0} x^k x^l \right) D_i D^i - \frac{1}{6m} R_{jlim} x^j x^l D^i D^i - \frac{1}{2m} \left( R_{i0kj} x^k - \frac{1}{2} R_{ik} x^k + \frac{1}{6} \delta^{jm} R_{jmik} x^k \right) D^i + \frac{i}{3} R_{0ki} x^k - \frac{2}{3} R_{0ni} x^j x^m i D^i,
\]  

(D3)

which corresponds precisely to the Hamiltonian of Eq. \[80\] when one sets \( a_i = 0 \). We will use the technique of integration by parts in each one of the terms above separately in order to obtain their adjoints and then add these together in order to calculate the adjoint of the operator \( \mathcal{H} \). Notice that the only term that contains a factor which is not proportional to curvature is the kinetic term. Therefore, it will also be the only term that will require us to take into account the correction to the inner product due to curvature. Integrating by parts we obtain

\[
\int d^3 x \phi^* \left( 1 - \frac{1}{6} \left( R_{i0kj} + R_{ijk} \right) x^j x^l \right) \left( 1 + \frac{3}{4} R_{kln0} x^k x^l \right) D_i D^i \psi(x)
= \int d^3 x D_k D_k \left( \phi^* (x) \left( 1 - \frac{1}{6} \left( R_{i0kj} + R_{ijk} \right) x^j x^l \right) \left( 1 + \frac{3}{4} R_{kln0} x^k x^l \right) \right) \psi(x)
= \int d^3 x D_k \left( D_k \phi^* (x) \left( 1 - \frac{1}{6} \left( R_{i0kj} + R_{ijk} \right) x^j x^l + \frac{3}{4} R_{kln0} x^k x^l \right) \right) \psi(x)
+ \int d^3 x D_k \left( \phi^* (x) \partial_k \left( 1 - \frac{1}{6} \left( R_{i0kj} + R_{ijk} \right) x^j x^l + \frac{3}{4} R_{kln0} x^k x^l \right) \right) \psi(x)
= \int d^3 x D_k D_k \phi^* (x) \left( 1 - \frac{1}{6} \left( R_{i0kj} + R_{ijk} \right) x^j x^l + \frac{3}{4} R_{kln0} x^k x^l \right) \psi(x)
+ 2 \int d^3 x D_k \phi^* (x) \partial_k \left( 1 - \frac{1}{6} \left( R_{i0kj} + R_{ijk} \right) x^j x^l + \frac{3}{4} R_{kln0} x^k x^l \right) \psi(x)
+ \int d^3 x \phi^* (x) \partial_k \partial_k \left( 1 - \frac{1}{6} \left( R_{i0kj} + R_{ijk} \right) x^j x^l + \frac{3}{4} R_{kln0} x^k x^l \right) \psi(x)
= \int d^3 x D_i D^i \phi^* (x) \left( 1 - \frac{1}{6} \left( R_{i0kj} + R_{ijk} \right) x^j x^l \right) \left( 1 + \frac{3}{4} R_{kln0} x^k x^l \right) \psi(x)
\]  

(D4)
\[
+ 2 \int d^3 x D_k \phi^*(x) \left( -\frac{1}{3} (R_{0k0i} + R_{ki}) x^j + \frac{3}{2} R_{k0m0} x^m \right) \psi(x) \\
+ \int d^3 x \phi^*(x) \partial_k \partial^k \left( 1 - \frac{1}{3} (R_{0ij} + R_{ij}) \delta^{ij} + \frac{3}{2} R_{0ij0} \delta^{ij} \right) \psi(x) \\
= \int d^3 x D_i D^i \phi^*(x) \left( \frac{1}{6} (R_{0ij0} + R_{ij}) x^j x^j \right) \left( 1 + \frac{3}{4} R_{k0m0} x^k x^m \right) \psi(x) \\
+ 2 \int d^3 x D_i \phi^*(x) \left( -\frac{1}{3} R_{ij} + \frac{7}{6} R_{0ij} \right) x^j \psi(x) \\
+ \int d^3 x \phi^*(x) \left( -\frac{1}{3} \delta^{ij} R_{ij} + \frac{7}{6} R_{00} \right) \psi(x),
\]

where the first term in the last equality above is exactly the operator itself acting in the wavefunction \( \phi \) instead of \( \psi \).

The adjoint of this operator then includes the two extra terms from the bottom two lines of Eq. (D4). Because none of the terms that constitute the Hamiltonian of Eq. (D3) is Hermitian, we will see a similar pattern for the remaining computations of this section.

The second term from Eq. (D3), when applied to two wavefunctions can be recast as

\[
\int d^3 x \phi^*(x) R_{jlim} x^j x^m D_i \psi(x) = \int d^3 x D^i \left( \phi^*(x) R_{jlim} x^j x^m \right) \psi(x) \\
= \int d^3 x D^i \left( D^i \phi^*(x) R_{jlim} x^j x^m \right) \psi(x) + \int d^3 x D^i \left( \phi^*(x) D^j \left( R_{jlim} x^j x^m \right) \right) \psi(x) \\
= \int d^3 x D^i \left( D^i \phi^*(x) R_{jlim} x^j x^m \right) \psi(x) + \int d^3 x D^i \left( \phi^*(x) \left( \delta^{ij} x^j x^m + \delta^{mj} x^i \right) \right) \psi(x) \\
= \int d^3 x D^i D^j \phi^*(x) R_{jlim} x^j x^m \psi(x) + \int d^3 x D^i \phi^*(x) R_{jlim} \delta^{ij} x^m \psi(x) \\
+ \int d^3 x D^i \phi^*(x) \delta^{mj} R_{jlim} x^j \psi(x) + \int d^3 x \phi^*(x) \delta^{mj} R_{jlim} \delta^{ij} \psi(x) \\
= \int d^3 x D^i D^j \phi^*(x) R_{jlim} x^j x^m \psi(x) + 2 \int d^3 x D^i \phi^*(x) \delta^{mj} R_{jlim} x^j \psi(x) + \int d^3 x \phi^*(x) \delta^{mj} R_{jlim} \delta^{ij} \psi(x).
\]

We can again identify two additional terms after computing the adjoint of such operator. The third term from Eq. (D3) yields

\[
\int d^3 x \phi^*(x) \left( R_{0i0k} x^k - \frac{1}{2} R_{ik} x^k + \frac{1}{6} \delta^{jm} R_{imjk} x^k \right) D^i \psi(x) \\
= - \int d^3 x D^i \phi^*(x) \left( R_{0i0k} x^k - \frac{1}{2} R_{ik} x^k + \frac{1}{6} \delta^{jm} R_{imjk} x^k \right) \psi(x) - \int d^3 x \phi^*(x) D^i \left( R_{0i0k} x^k - \frac{1}{2} R_{ik} x^k + \frac{1}{6} \delta^{jm} R_{imjk} x^k \right) \psi(x) \\
= - \int d^3 x D^i \phi^*(x) \left( R_{0i0k} x^k - \frac{1}{2} R_{ik} x^k + \frac{1}{6} \delta^{jm} R_{imjk} x^k \right) \psi(x) - \int d^3 x \phi^*(x) \left( R_{00} - \frac{1}{2} R_{ik} \delta^{ki} + \frac{1}{6} \delta^{ji} \delta^{jm} R_{imjk} \right) \psi(x).
\]

The fourth term in Eq. (D3) is simply a product term, so that its adjoint is simply complex conjugation. Given that the fourth term is multiplication by a purely imaginary function, it is anti-Hermitian. Finally, the adjoint of the last term in Eq. (D3) yields

\[
\int d^3 x \phi^*(x) R^t_{j0m} x^j x^m D_i \psi(x) \\
- \int d^3 x D_i \phi^*(x) R^t_{j0m} x^j x^m \psi(x) - \int d^3 x \phi^*(x) R^t_{j0m} D_i x^j x^m \psi(x) \\
- \int d^3 x D_i \phi^*(x) R^t_{j0m} x^j x^m \psi(x) - \int d^3 x \phi^*(x) \left( R^t_{j0k} x^k + R^t_{k0i} x^k \right) \psi(x) \\
- \int d^3 x D_i \phi^*(x) R^t_{j0m} x^j x^m \psi(x) + \int d^3 x \phi^*(x) R_{0k} x^k \psi(x).
\]
We thus have all the terms that constitute the adjoint of the Hamiltonian when $a_i = 0$. We then define the operator $K$ by the following equation

$$ (\phi, H\psi) = (H\phi, \psi) + (K\phi, \psi). \quad (D8) $$

Then we have that $H$ is Hermitian if and only if $K = 0$. Out of Eqs. (D4), (D5), (D6) and (D7) we find $K$ to be given by

$$ K = \frac{1}{2m} \left( \frac{-1}{3} \delta^{ij} R_{ij} + \frac{7}{6} R_{00} \right) + \frac{1}{6m} \delta^{ij} \delta^{kl} R_{jlm} + \frac{1}{2m} \left( R_{00} - \frac{1}{2} R_{ik} \delta^{kj} + \frac{1}{6} \delta^{kj} \delta^{lm} R_{lm} \right) $$

$$ + \frac{1}{m} \left( R_{0i0j} x^k - \frac{1}{2} R_{ik} x^k + \frac{1}{6} \delta^{lm} R_{lm} x^k \right) D^i + \frac{2i}{3} R_{0k} x^k - \frac{2i}{3} R_{0k} x^k $$

$$ - \frac{1}{m} \left( -\frac{1}{3} R_{ij} + \frac{7}{6} R_{00j} \right) x^i D^j - \frac{1}{3m} \delta^i \delta^j R_{jlm} x^i D^j. \quad (D9) $$

We can then regroup the similar terms together, obtaining

$$ K = \frac{1}{6m} \left( R_{00} + R_{i0} + \delta^{lm} R_{lm} \right) \left( \frac{1}{2} \delta^{kj} + x^k D^j \right). \quad (D10) $$

It is then possible to show that the first factor is zero by decomposing the Ricci tensor in terms of the time and space components of the Riemann tensor,

$$ R_{0i0j} + R_{ij} + \delta^{km} R_{lm} = R_{0i0j} + (\delta^{km} R_{km} - R_{00}) + \delta^{km} R_{lm} $$

$$ = \delta^{km} \left( R_{km} + R_{lm} \right) = \delta^{km} \left( R_{km} - R_{lm} \right) = 0. \quad (D11) $$

Therefore we have shown that $K = 0$, so that Eq. (D8) yields

$$ (\phi, H\psi) = (H\phi, \psi). \quad (D12) $$

That is, the Hamiltonian found for the system is Hermitian with respect to the rest surface's inner product to first order.
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