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Abstract
The article develops marginal models for multivariate longitudinal responses. Overall, the model consists of five regression submodels, one for the mean and four for the covariance matrix, with the latter resulting by considering various matrix decompositions. The decompositions that we employ are intuitive, easy to understand, and they do not rely on any assumptions such as the presence of an ordering among the multivariate responses. The regression submodels are semi-parametric, with unknown functions represented by basis function expansions. We use spike-slap priors for the regression coefficients to achieve variable selection and function regularization, and to obtain parameter estimates that account for model uncertainty. An efficient Markov chain Monte Carlo algorithm for posterior sampling is developed. The simulation study presented investigates the gains that one may have when considering multivariate longitudinal analyses instead of univariate ones, and whether these gains can counteract the negative effects of missing data. We apply the methods on a highly unbalanced longitudinal dataset with four responses observed over a period of 20 years.
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1 | INTRODUCTION

There is a variety of systems that evolve over time and are too intricate to be appropriately characterized by a single outcome variable. Consider for example “cognition,” the topic of the data example presented later in this article. According to the American Psychological Association’s Dictionary of Psychology, cognition is a term that refers to “all forms of knowing and awareness, such as perceiving, conceiving, remembering, reasoning, judging, imagining, and problem solving.” Cognition is a complex, not directly observable, system that evolves over time. Measuring cognitive function relies on administering multiple psychometric tests, and investigating how it evolves and declines in the elderly requires observations over multiple years. Analyzing datasets generated by such investigations requires flexible regression models for multivariate longitudinal responses. The main goal of this article is to develop, within a Bayesian framework, marginal models for multivariate longitudinal continuous responses, nonparametrically linking the mean vectors and covariance matrices to the covariates. The current literature on modeling covariance matrices for multivariate longitudinal data relies on decompositions of the covariance matrices that are either difficult to interpret or that make assumptions that are not tenable. Here, we avoid all such decompositions and we only utilize those that are easy to understand and justify.
In order to set the notation, let $Y_j$ denote a vector of $p$ responses observed at time point $t_j$, $j = 1, \ldots, n$, $Y = (Y_1^T, \ldots, Y_n^T)^T$ the $np$-dimensional vector of all responses, and $\Sigma$ the covariance matrix of $Y$. Matrix $\Sigma$ must satisfy the positive definiteness (pd) condition, and that creates a major challenge when modeling its elements as functions of covariates. To ensure that this condition is satisfied, it is necessary to factorized $\Sigma$ into a product of matrices. The decomposition \(^1\)

$$L \Sigma L^T = D, \quad (1)$$

has been utilized for modeling multivariate longitudinal data by Xu and Mackenzie,$^2$ Kim and Zimmerman,$^3$ Kohli et al.$^4$ and Lee et al.$^5$ Matrices $L$ and $D$ have the following structures

$$L = \begin{bmatrix} I & 0 & \cdots & 0 \\ -\Phi_{21} & I & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ -\Phi_{n1} & -\Phi_{n2} & \cdots & I \end{bmatrix}, \quad D = \begin{bmatrix} D_1 & 0 & \cdots & 0 \\ 0 & D_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & D_n \end{bmatrix}, \quad (2)$$

where submatrices $\Phi_{jk}$ are unconstrained, $j = 2, \ldots, n$, $k < j$, while submatrices $D_j$ are pd, $j = 1, \ldots, n$, and all submatrices in $L$ and $D$ are of dimension $p \times p$. The following interpretation that has appeared in, among others, Pourahmadi$^6$ and Daniels and Pourahmadi$^7$ for the univariate case, and Xu and Mackenzie$^2$ and Kim and Zimmerman$^3$ for the multivariate case, provides justification for the lack of constraints on the elements of $\Phi_{jk}$ and the pd constraint on the elements of $D_j$. For the sake of simplicity we assume that vectors $Y_j$ have zero mean. Let $\hat{Y}_j$ denote the linear least squares predictor of $Y_j$ based on its predecessors $Y_{j=1}, \ldots, Y_t$, and let $e_j = Y_j - \hat{Y}_j$ denote the prediction error. It can be shown that the predictor $\hat{Y}_j$ is expressed in terms of the negatives of the submatrices of $L$ as

$$\hat{Y}_j = \sum_{k=1}^{j-1} \Phi_{jk} Y_k. \quad (3)$$

Further, the prediction error variance is given by the corresponding block of $D$, that is, $\text{var}(e_j) = D_j$. To see how factorization (1) is satisfied, let $e = (e_1^T, \ldots, e_n^T)^T$. We have that $\text{var}(e) = \text{var}(LY) = L\Sigma L^T$, and since consecutive prediction errors are uncorrelated, it follows that $L \Sigma L^T = D$. The sets of matrices $\{\Phi_{jk} : j = 2, \ldots, n, k < j\}$ and $\{D_j : j = 1, \ldots, n\}$ have been termed the generalized autoregressive matrices and innovation covariance matrices of $\Sigma$.$^2$

A simple modification of (1) can provide an alternative interpretation. Since $L^{-1}$ has the same block triangular structure as $L$, the decomposition

$$L^{-1} \Sigma (L^{-1})^T = D^*, \quad (4)$$

also holds, where $D^*$ has the same structure as $D$. This decomposition, for univariate responses, has been studied by Zhang and Leng,$^8$ and for multivariate ones by Feng et al.$^9$ With this decomposition, the submatrices of $L$ that are below the main diagonal can be interpreted as moving average coefficient matrices in a time series context, hence, again, they are unconstrained.

In this article, we adopt the decomposition in (1) that leads to the interpretation in (3). Since matrices $\Phi_{jk}$ are unconstrained, their elements can be modelled utilizing semi-parametric regression models. These are described in Section 2.

The decompositions in (1) and (4) have been unanimous among researchers modeling multivariate longitudinal data. By contrast, there have been several proposals for modeling the innovation covariance matrices $\{D_j : j = 1, \ldots, n\}$. These are reviewed in the next paragraph. The difficulty in modeling these matrices arises from having to satisfy the pd condition and from the absence of any natural ordering in the elements of the errors $e_j$.

Based on the spectral decomposition and the matrix logarithmic transformation,$^{10}$ Xu and Mackenzie$^2$ model matrices $D_j, j = 1, \ldots, n$, in terms of the explanatory variable “time,” $t$. Further, based on the modified Cholesky decomposition,$^{6,11}$ that is, the decomposition in (1) applied for $p = 1$, Kim and Zimmerman$^3$ model the innovation covariance matrices as functions of $t$. Lastly, Kohli et al.$^4$ avoid decompositions and instead model each $D_j^{-1}$ using linear covariance models,$^{12}$ that is, $D_j^{-1} = a_1 M_1 + \cdots + a_j M_j$, where $M_k$ are known pd matrices and $a_k$ are unknown weights, $k = 1, \ldots, j$. The
spectral decomposition and the modified Cholesky decomposition outside the context of longitudinal studies, lack simple statistical interpretation. Further, the linear covariance model does not express the matrices in terms of covariates and its implementation in practice can be difficult. For instance, the best performing model in the study of Kohli et al.\textsuperscript{4} does not guarantee that the estimated covariance matrix is pd.

A decomposition, however, that is statistically simple and intuitive, was proposed by Barnard et al.\textsuperscript{13} It separates the matrices $D_j$ into diagonal matrices of innovation variances $S_j$ and innovation correlation matrices $R_j, D_j = S_j^{1/2} R_j S_j^{1/2}$. With this decomposition it is easy to model the innovation variances in terms of covariates as the only constrained they must satisfy is the positiveness. This was the approach taken by Lee et al.\textsuperscript{5} and the approach that we take in this article too.

As was remarked by Pourahmadi,\textsuperscript{14} of the available decompositions, the separation of variances and correlations is the least effective in satisfying the pd condition. Clearly, this condition must now be satisfied by the innovation correlation matrices $\{R_j : j = 1, \ldots, n\}$. To overcome this condition, and model the elements of a correlation matrix $R$ of longitudinal observations in terms of covariates, Zhang et al.\textsuperscript{15} utilize the Cholesky decomposition $R = TT^\top$, parametrizing the non-zero elements of $T$ using hyperspherical coordinates. In the applications presented by Zhang et al.,\textsuperscript{15} the elements of $R$ are modelled in terms of covariate ‘lag’. Lee et al.\textsuperscript{5} follow the same approach as Zhang et al.,\textsuperscript{15} but merely reparametrise the innovation correlation matrices without modelling their elements in terms of covariates. In the data analysis they presented, this resulted in a common, time invariant, innovation correlation matrix, even though they stressed the importance of correctly specifying the correlation structure.

Here, we take a different, more intuitive approach, by specifying a normal prior on the Fisher’s $z$ transformation of the nonredundant elements of the matrices $R_j = \{r_{jkl}\}$,

$$
\log((1 + r_{jkl})/(1 - r_{jkl}))/2 \sim N(\mu_{jkl}, \sigma_{jkl}^2)I[R_j \in C].
$$

(5)

where $C$ denotes the space of correlation matrices and $I[.]$ the indicator function that maintains positive definiteness. In addition, the indicator function truncates the range of the correlations and induces dependence among them.\textsuperscript{16} Due to this truncation, parameters $\mu_{jkl}$ and $\sigma_{jkl}^2$ are no longer interpreted as the mean and variance of the distribution. Here, we model both parameters as unknown functions of time $t$, $\mu_{jkl} = \eta_0 + f_\mu(t)$ and $\log \sigma_{jkl}^2 = \omega_0 + f_\sigma(t)$.

The model in (5) can be restrictive because it only allows for a single function $\mu_{jkl}$ that is common to all correlations. However, it is conceivable that correlations evolve differently over time. Failing to specify a prior that allows for the needed flexibility can have a negative impact on the estimated correlations, especially in small samples.\textsuperscript{16} Here, this flexibility is reached by considering mixtures of normal distributions $\log((1 + r_{jkl})/(1 - r_{jkl}))/2 \sim \sum \pi_i N(\mu_{jklh}, \sigma_{jklh}^2)I[R_j \in C]$. We refer to this model as the ‘grouped correlations model’.\textsuperscript{17} We also consider a ‘grouped variables model’ that clusters the variables instead of the correlations and it is more structured than the grouped correlations model.

The overall model consists of 5 regression submodels. These are the models for the mean of the response vector, the elements of the generalized autoregressive matrices, the innovation variances, and the 2 parameters of distribution of the innovation correlation matrices. In the approach presented here, each regression model involves nonparametrically modelled effects, represented utilizing basis function expansions. We enable flexible estimation by utilizing several basis functions and we implement variable selection and function regularization by utilizing spike-slab priors (see e.g. George and McCulloch\textsuperscript{18}). The work presented in this article builds upon the work of Chan et al.\textsuperscript{19} and Papageorgiou\textsuperscript{20} who describe methods for univariate response regression with nonparametric models for the mean and variance, and the work of Papageorgiou and Marshall\textsuperscript{21} who presented methods for multivariate response regression with nonparametric models for the means, the variances and the correlation matrix.

We develop an efficient stochastic search variable selection algorithm by using Zellner’s g-prior\textsuperscript{22} that allows integrating out the regression coefficients in both the mean function of the responses $E(Y)$ and the parameter $\mu_{jkl}$ (or $\mu_{jklh}$) of the innovation covariance matrices. In addition, the Markov chain Monte Carlo (MCMC) algorithm generates the variable selection indicators in blocks\textsuperscript{19,20} and selects the MCMC tuning parameters adaptively.\textsuperscript{23}

The remainder of this article is arranged as follows. Section 2 describes the model in detail and Section 3 describes the main elements of the MCMC algorithm. In Section 4 we present results from a simulation study that investigates the gains that one may have, in terms of reduced posterior mean squared error (MSE), when fitting multivariate longitudinal models instead of univariate ones. Additionally, we examine the effects that missing data have on the posterior MSE and whether adding more than one response to the model can counteract these effects. Section 5 applies the methods on a highly unbalanced dataset on cognitive function and depressive symptomatology, with 4 responses observed over a period of 20 years. Section 6 concludes the paper with a brief discussion. All the methods described in this article are freely available in the R package BNSP.\textsuperscript{24}
2. **MULTIVARIATE LONGITUDINAL RESPONSE MODEL**

Let \( Y_{ij} = (Y_{ij1}, \ldots, Y_{ijn})^T \) denote the vector of \( p \) responses observed on individual \( i, i = 1, \ldots, n \), at time point \( t_{ij}, \ j = 1, \ldots, n \). Here, we allow the observational time points \( t_{ij} \) to be unequally spaced. We let \( T \) denote the ordered set of all unique observational times, \( T = \{t_1, \ldots, t_M \} \), and we denote its cardinality by \( M \). Further, let \( u_{ij} \) denote the covariate vector that is observed along with \( Y_{ij} \) and that may include time, other time-dependent covariates and time-independent ones. In addition, let \( Y_i = (Y_{i1}^T, \ldots, Y_{in}^T)^T \) denote the \( i \)th response vector. With \( \mu_i = E(Y_i) \) and \( \Sigma_i = \text{cov}(Y_i) \), the overall model takes the form

\[
Y_i \sim N(\mu_i, \Sigma_i), \ i = 1, 2, \ldots, n.
\]

In the following subsections we detail how the means \( \mu_i \) and covariance matrices \( \Sigma_i \) are modelled semi-parametrically in terms of covariates.

2.1 **Mean model**

The means \( \mu_{ijk} = E(Y_{ijk}), k = 1, \ldots, p, \) are modelled utilizing semi-parametric regression methods

\[
\mu_{ijk} = \beta_{k0} + \sum_{l=1}^{K_1} u_{ijl} \beta_{kl} + \sum_{l=K_1+1}^{K} f_{p,k,l}(u_{ijl}), \quad (6)
\]

where \( u_{ijl}, l = 1, \ldots, K_1, \) are regressors with parametrically modelled effects, \( u_{ijl}, l = K_1 + 1, \ldots, K, \) are regressors with effects that are modelled as unknown functions, and \( K \) denotes the total number of effects that enter the \( p \) mean models.

Unknown functions are represented utilizing basis function expansions

\[
f_{p,k,l}(u_{ijl}) = \sum_{s=1}^{q_{pl}} \beta_{kls} \kappa_{sul}(u_{ijl}) = x_{ijl}^T \beta_{kl}, \quad (7)
\]

where \( q_{pl} \) is fixed and it represents the maximum number of basis functions that can be used in modelling \( f_{p,k,l}(\cdot) \). Further, \( x_{ijl} = (\kappa_{sul}(u_{ijl}), \ldots, \kappa_{sul}(u_{ijl}))^T \) is the vector of basis functions and \( \beta_{kl} = (\beta_{k1l}, \ldots, \beta_{klq_{pl}})^T \) is the vector of the corresponding coefficients. Here, the basis functions of choice are the radial basis functions, given by \( \kappa_1(u) = u, \kappa_2(u) = \frac{1}{2} [u - \xi_1]^2 \log \left( \frac{|u - \xi_1|^2}{|u - \xi_1^2|} \right), \ldots, \kappa_{q-1}(u) = \frac{1}{2} [u - \xi_{q-1}]^2 \log \left( \frac{|u - \xi_{q-1}|^2}{|u - \xi_{q-1}|^2} \right) \) where \( \xi_1, \ldots, \xi_{q-1} \) are fixed knots.

Now, model (6) can be linearised as

\[
\mu_{ijk} = \beta_{k0} + \sum_{l=1}^{K_1} u_{ijl} \beta_{kl} + \sum_{l=K_1+1}^{K} x_{ijl}^T \beta_{kl} = \beta_{k0} + x_{ijl}^T \beta_{kl}, = (x_{ijl}^T)^T \beta_{kl}, \quad (8)
\]

where \( x_{ijl} = (u_{ij1}, \ldots, u_{ijK_1}, x_{ijl,K_1+1}^T, \ldots, x_{ijK}^T)^T \) and \( \beta_k = (\beta_{k1}, \ldots, \beta_{k,K_1}, \beta_{k,K_1+1}^T, \ldots, \beta_{kK}^T)^T \). Further, \( x_{ijl}^e = (1, x_{ijl}^T)^T \) and \( \beta_{k} = (\beta_{k0}, \beta_{kl}^e)^T \).

The implied model for the mean of vector \( Y_{ij} \) is

\[
\mu_{ij} = E(Y_{ij}) = \beta_0 + X_{ij}^e \beta^{eT},
\]

where \( \beta_0 = (\beta_{01}, \ldots, \beta_{0p})^T, X_{ij} = I_p \otimes x_{ijl}^T, \) and \( \beta = (\beta_1^T, \ldots, \beta_p^T)^T \). In the final expression, \( X_{ij}^e \) and \( \beta^e \) are as \( X_{ij} \) and \( \beta \) but with \( x_{ijl} \) and \( \beta_k \) replaced by \( x_{ijl}^e \) and \( \beta_k^e, k = 1, \ldots, p \).

Recalling that \( Y_i \) denotes the \( i \)th response vector, we may write the mean model as \( E(Y_{ij}) = X_{ij}^e \beta^{eT}, \) where \( X_{ij}^e = [(X_{ij1}^T, (X_{ij2}^T)^T, \ldots, (X_{ijn}^T)^T)^T \). Alternatively, the model can be written in the usual form \( E(Y) = X^e \beta^e, \) where \( Y = (Y_{11}^T, \ldots, Y_{n}^T)^T \) and \( X^e = [(X_{ij1}^T, \ldots, (X_{ijn}^T)^T)^T \).

We note that \( x_{ijl} \) is a maximal vector covariates and it is common to the \( p \) responses. By introducing binary indicators for variable selection, we allow each response to have its own set of covariates. Vector \( y_k = (y_{k1}, \ldots, y_{kK_1}, y_{k,K_1+1}^T, \ldots, y_{kK}^T)^T \)
has the same length and structure as vector $\beta_k$, introduced just below (8), and its elements are binary indicators that select which regressors enter the mean model of the $k$th response. Given $\gamma_k$, model (8) is written as

$$\mu_{ijk} = \beta_{k0} + x_{ijk}^T \beta_{r_k}^* = (x_{ijk}^*)^T \beta_{r_k}^*,$$

where $\beta_{r_k}^*$ consists of all non-zero elements of $\beta_k$ and $x_{ijk}$ of the corresponding elements of $x_{ijk}$.

Letting $\gamma = (\gamma_1, \ldots, \gamma_p)^T$ denote the vector of binary indicators and $\beta_\gamma^* = ((\beta_{r_1}^*)^T, \ldots, (\beta_{r_p}^*)^T)^T$ the vector of non-zero regression coefficients for the $p$ responses, we can write the regression model for the mean of $Y_i$ as $E(Y_i) = X_i^\gamma \beta_\gamma^*$. Similarly, we can write $E(Y) = X^\gamma \beta_\gamma^*$.

### 2.2 Covariance model

Let $\Sigma_i$ denote the covariance matrix of $Y_i$. As was discussed in the introduction, to model the elements of $\Sigma_i$ in terms of covariates, we begin by considering the factorization $L_i \Sigma_i L_i^T = D_i$, where matrices $L_i$ and $D_i$ have the form shown in (2). The next two subsections describe semi-parametric models for the generalized autoregressive matrices $\{\Phi_{ijk} : j = 2, \ldots, n_i, k < j\}$ and the innovation covariance matrices $\{D_j : j = 1, \ldots, n_i\}$.

### 2.3 Generalized autoregressive matrices

For $\phi_{ijklm}$, the $(l, m)$ element of $\Phi_{ijk}$, $l, m = 1, \ldots, p$, we consider the following semi-parametric model

$$\phi_{ijklm} = \psi_{im0} + \sum_{b=1}^{B_i} v_{ijkl} \psi_{imb} + \sum_{b=B_i+1}^{B} f_{p, i, l, m, b} (v_{ijkl}) = \psi_{im0} + z_{ijkl}^T \psi_{im} = (z_{ijkl}^*)^T \psi_{im}^*, \quad (9)$$

where the developments in (9) follow along the same lines as those for the mean model, detailed in (6) - (8). Functions $f_{p, i, l, m, b} (v_{ijkl}) = z_{ijkl}^T \psi_{imb}$ are linearized utilizing a fixed number $q_{p, b}$ of basis functions, $b = B_i + 1, \ldots, B$. Vector $z_{ijkl}^*$ denotes the maximal set covariates that is common to the $p^2$ autoregressive coefficients. Further, vector $\psi_{im}^* = (\psi_{im0}, \psi_{im1}, \ldots, \psi_{imb}, \psi_{imb+1}, \ldots, \psi_{imB})^T$ consists of the regression coefficients, grouped by the effect they model. Vector $\xi_{im}$ is the corresponding vector of binary indicators that selects which coefficients enter the model of the $(l, m)$ autoregressive coefficient. We note that here the intercepts are subject to selection. Given $\xi_{ik}$, model (9) is expressed as

$$\phi_{ijklm} = (z_{ijklm}^*)^T \psi_{im}, \quad (10)$$

where $\psi_{im}^*$ consists of all non-zero elements of $\psi_{im}$ and $z_{ijklm}^*$ of the corresponding elements of $z_{ijklm}^*$.

Let $\psi^* = ((\psi_{11}^*)^T, \ldots, (\psi_{1p}^*)^T, (\psi_{p1}^*)^T, \ldots, (\psi_{pp}^*)^T)^T$ be the vector of all regression coefficients, and $\xi = (\xi_{11}, \ldots, \xi_{1p}, \xi_{p1}, \ldots, \xi_{pp})^T$ be the vector of all binary indicators. Further, let $\psi_{\xi}^*$ be the vector of all non-zero coefficients. Now, from (3) and the definition of the prediction error, we have

$$Y_{ij} = \sum_{k=1}^{j-1} \Phi_{ijk} Y_{ik} + e_{ij} = \sum_{k=1}^{j-1} \{I_p \otimes Y_{ik}^\top \otimes (z_{ijklm}^*)^T \} \psi_{\xi}^* + e_{ij} = V_{ij} \psi_{\xi}^* + e_{ij}, \quad (11)$$

which represents a dynamic linear model, since the design matrix $V_{ij} = \sum_{k=1}^{j-1} \{I_p \otimes Y_{ik}^\top \otimes (z_{ijklm}^*)^T \}^T$ involves the predecessors of $Y_{ij}$. Note that, by using $\xi$ as subscript in a matrix $[]_\xi$, we mean the matrix with the columns that correspond to the zero elements of $\xi$ removed. When the mean of $Y_{ij}$ is not zero, we replace $Y_{ij}$ in (11) by its centred version $Y_{ij} - X_{ij}^\gamma \beta_\gamma^*$. This leads to

$$Y_{ij} - X_{ij}^\gamma \beta_\gamma^* = \sum_{k=1}^{j-1} \Phi_{ijk} (Y_{ik} - X_{ik}^\gamma \beta_\gamma^*) + e_{ij}, \quad (12)$$
which can be written in the more familiar form of a multivariate mixed model
\[ Y_{ij} = X_{ij}^\prime \beta + V_{ij} \xi + e_{ij}, \]  
where the design matrix \( V_{ij} \) depends on \( \beta^* \).

### 2.4 Innovation covariance matrices

For modelling the innovation covariance matrices \( D_{ij}, i = 1, \ldots, n, j = 1, \ldots, n_i \), we begin by employing the separation strategy of Barnard et al.\(^{13}\) by which \( D_{ij} \) is decomposed into a diagonal matrix of variances \( S_{ij} = \text{diag}(\sigma_{11}^2, \ldots, \sigma_{pp}^2) \) and a correlation matrix \( R_{ij} \).

\[ D_{ij} = S_{ij}^{1/2} R_{ij} S_{ij}^{1/2}. \]  

The next subsections consider models for the diagonal elements of \( S_{ij} \) and the correlation matrix \( R_{ij} \).

#### 2.4.1 Diagonal innovation variance matrices

It is easy to model matrix \( S_{ij} \) in terms of covariates as the only requirement on its diagonal elements is that they are nonnegative. It is clear that the following semi-parametric model satisfies this requirement
\[ \log \sigma_{ijk}^2 = \alpha_{k0} + \sum_{l=1}^{L_i} w_{ijkl} \alpha_{kl} + \sum_{l=L_i+1}^{L} f_{\sigma,l}(w_{ijkl}) = \alpha_{k0} + w_{ijk}^\top \alpha_k. \]  

Similar models for innovation variances have appeared in Leng et al.\(^{25}\) and Lin and Pan.\(^{26}\)

Consider now vectors of indicator variables for selecting the elements of \( w_{ij} \) that enter the \( k \)th variance regression model. In line with the indicator variables for the mean and autoregressive models, these are denoted by \( \delta_k = (\delta_{k1}, \ldots, \delta_{kL_i}, \delta_{kL_i+1}, \ldots, \delta_{kT})^\top \). Given \( \delta_k \), model (15) can be expressed as
\[ \log \sigma_{ijk}^2 = \alpha_{k0} + w_{ijk}^\top \delta_k, \]  
or equivalently
\[ \sigma_{ijk}^2 = \exp(\alpha_{k0}) \exp(w_{ijk}^\top \delta_k) = \sigma_k^2 \exp(w_{ijk}^\top \delta_k). \]  

#### 2.4.2 Time-varying innovation correlation matrices

The approach we take for modelling the correlation matrices \( R_{ij}, i = 1, \ldots, n, j = 1, \ldots, n_i \), extends the work of Liechty et al.\(^{17}\) and Papageorgiou and Marshall\(^{21}\) who proposed models for correlation matrices in the context of cross-sectional studies. In the context of longitudinal studies, we propose to model these matrices utilizing time as the only covariate. Hence, we use symbols \( R_t = \{r_{itl}, t \in T \} \) to denote these matrices. Below we describe three priors, termed ‘common correlations’, ‘grouped correlations’ and ‘grouped variables’ priors.

#### 2.4.3 Common correlations

The common correlations model is defined as follows
\[ f(R_t \mid \mu_c, \sigma_{\alpha_c}^2) = \pi(\mu_c, \sigma_{\alpha_c}^2) \prod_{k<l} \{ \exp[-(g(r_{ikl}) - \mu_c)^2/2\sigma_{\alpha_c}^2] I[g(r_{ikl}) \rightarrow r_{ikl}] \} I[R_t \in C]. \]  

\[ (17) \]
where \( C \) denotes the space of correlation matrices, \( I[.] \) is the indicator function that ensures that the correlation matrix is \( \text{pd} \) and \( \pi(\ldots) \) is the normalizing constant

\[
\pi^{-1}(\mu_{ct}, \sigma_{ct}^2) = \int_{R_{ct} \in C} \prod_{k<l} \left\{ \exp\{-\pi(g(r_{kl}) - \mu_{ct})^2/2\sigma_{ct}^2\} J[g(r_{kl}) \rightarrow r_{kl}] \right\} dr_{kl}.
\]

A typical choice for \( g(r) \) is the Fisher’s \( z \) transformation \( g(r) = \log((1+r)/(1-r))/2 \) that leads to \( J[g(r) \rightarrow r] = (1 - r)^{-1}(1 + r)^{-1} \).

We model the parameters of this distribution using nonparametric regression, with time \( t \) as the only independent variable

\[
\mu_{ct} = \eta_0 + f_\mu(t) = \eta_0 + z^\top_{ct} \eta.
\]

\[
\log \sigma_{ct}^2 = \omega_0 + f_\sigma(t) = \omega_0 + z^\top_{ct} \omega.
\]

Equivalently, we can write (19) as

\[
\sigma_{ct}^2 = \exp(\omega_0) \exp(z^\top_{ct} \omega) = \sigma^2 \exp(z^\top_{ct} \omega). \tag{19}
\]

If the indicator function were not present in (17), then the model described in (17)–(19) could be thought of as a semi-parametric regression model for the mean and the variance of normally distributed responses (see eg, Chan et al19 and Papageorgiou20). Let vector \( r_t \) consist of the nonredundant elements of \( R_t, t \in T \), and let \( r = (r^T_{t_1}, \ldots, r^T_{t_M})^T \). Subject to the \( \text{pd} \) constraint, we can express the common correlations model as

\[
g(r) = Z^\top \eta^* + \epsilon, \epsilon \sim N(0, \sigma^2 D^2(\omega)), \tag{20}
\]

where \( \eta^* = (\eta_0, \eta^T) \), \( Z^* \) is a design matrix with rows equal to \( z^*_{ct} = (1, z^T_{ct}) \) and \( D(\omega) \) is a diagonal matrix with elements equal to \( \exp(z^T_{ct} \omega/2), t \in T \), where \( z^*_{ct} \) and \( \exp(z^T_{ct} \omega/2) \) appear in the corresponding matrices \( d = p(p-1)/2 \) times, the number of unique elements of \( R_t \).

Introducing now vectors of indicators \( v \) and \( \varphi \) for selecting the elements of \( z^*_{ct} \) and \( z_{ct} \) that enter the models for \( \mu_{ct} \) and \( \sigma_{ct}^2 \), respectively, model (20) can be written as

\[
g(r) = Z^* \eta^*_v + \epsilon, \epsilon \sim N(0, \sigma^2 D^2(\omega_v)), \tag{21}
\]

where \( \eta^*_v \) and \( \omega_v \) consist of the nonzero elements of \( \eta^* \) and \( \omega \), and \( Z^*_v \) consists of the columns of \( Z^* \) that correspond to the nonzero elements of \( \eta^* \).

### 2.4.4 Grouped correlations

The common correlations model is restrictive as it implies that all correlations evolve in the same way over time. It is important, however, from a theoretical standpoint to estimate the correlation structure correctly. Hence, here we generalize the model to include multiple surfaces by considering the following prior

\[
f(R|\mu_{ct}, \sigma_{ct}^2, \lambda) = \pi(\mu_{ct}, \sigma_{ct}^2, \lambda)
\]

\[
\times \prod_{k<l} \left\{ \sum_{h=1}^H I(\lambda_{kl} = h) \exp[-(g(r_{kl}) - \mu_{ch})^2/2\sigma_{ch}^2] \right\} J[g(r_{kl}) \rightarrow r_{kl}] | [R_l \in \mathcal{C}]. \tag{22}
\]

where \( H \) denotes the number of surfaces in the model, \( \lambda_{kl} \) is the surface assignment indicator and

\[
\mu_{ch} = \eta_0 + f_\mu(t) = \eta_0 + z^T_{ch} \eta_v = (z^*_{ch})^T \eta^*_v.
\]
In the above, \( \eta_h \) are surface specific regression coefficients and \( \nu_h \) are surface specific variable selection indicators, \( h = 1, \ldots, H \).

Let vector \( r_{th} \) consist of the nonredundant elements of \( R_t \), \( t \in T \), assigned to surface \( h \). Further, let \( r_h = (r_t^T|_{rh}, \ldots, r_t^T|_{th})^T \).

Subject to the pd constraint, we can express model (22) as

\[
g(r_h) = Z_{\eta_h}^\ast \eta_h^\ast + e_h, h = 1, \ldots, H.
\]

where \( e_h \sim N(0, \sigma^2 D_h^2(\omega_\nu)) \).

### 2.4.5 Grouped variables

Here we describe another clustering model that, instead of correlations, clusters the variables. We have the following prior

\[
f(R_t|\mu_{ct}, \sigma^2_{ct}, \lambda) = \pi(\mu_{ct}, \sigma^2_{ct}, \lambda) \times \prod_{k<l} \left\{ \sum_{h_1,h_2=1}^{\frac{G}{2}} I[\lambda_k = h_1]I[\lambda_l = h_2] \exp\left[-(g(r_{kl}) - \mu_{ct,h_1,h_2})^2/2\sigma^2_{ct}\right] \right\} J[g(r_{kl}) \rightarrow r_{kl}] I[R_t \in C].
\]

where

\[
\mu_{ct,h_2} = \eta_{h_2,0} + f_{\mu_{ct},h_2}(t) = \eta_{h_2,0} + \mathbf{Z}_{\mu_{ct,h_2}}^T \eta_{h_2} = (\mathbf{Z}_{\mu_{ct,h_2}}^T)^T \eta_{h_2}.
\]

and \( G \) is the number of groups in which the variables are distributed, creating \( H = G(G+1)/2 \) clusters for the correlations.

### 2.5 Prior specification

In this section we specify the priors for the model parameters. We begin by describing the priors of the parameters of the mean model. For \( \beta^\ast \) we specify a g-prior,\(^{22}\)

\[
\beta_{\mu}^\ast | c_\beta, \gamma, \Sigma \sim N(0, c_\beta(\widehat{X}_{\beta}^\ast \widehat{X}_{\beta})^{-1}),
\]

where \( \widehat{X}_{\beta} = \Sigma^{-\frac{1}{2}} X_{\gamma} \), and \( \Sigma \) is the covariance matrix of \( Y \), that is \( \Sigma = \text{diag}(\Sigma_i, i = 1, \ldots, n) \). Further, the prior for \( c_\beta \) is taken to be an inverse Gamma, \( c_\beta \sim \text{IG}(a_\beta, b_\beta) \).

Consider now the vectors \( \gamma_k = (\gamma_{k1}, \ldots, \gamma_{kK}, \gamma_{k,K+1}, \ldots, \gamma_{kK})^T, k = 1, \ldots, p \), of variable selection indicators for the mean functions. We specify independent binomial priors for each of their \( K \) subvectors,

\[
P(\gamma_{kl}|p_{kl}) = \pi_{p_{kl}}^{\gamma_{kl}} (1 - \pi_{p_{kl}})^{1 - \gamma_{kl}}, l = 1, \ldots, K,
\]

where, for parametric effects, \( N(\gamma_{kl}) = \gamma_{kl} \) and \( q_{pl} = 1, l = 1, \ldots, K, \) while for nonparametric effects, \( N(\gamma_{kl}) = \sum_{l=1}^{q_{pl}} \gamma_{kls} \) and \( q_{pl} \) was defined in (7), \( l = K_1 + 1, \ldots, K \). Independent Beta priors are specified for \( \pi_{p_{kl}} \sim \text{Beta}(c_{p_{kl}}, d_{p_{kl}}), k = 1, \ldots, p, l = 1, \ldots, K \).

Moving on to the priors of the parameter of the autoregressive coefficients, a normal prior is specified for the nonzero coefficients \( \psi_{l,m}^\ast, l, m = 1, \ldots, p, \) of the model in (10)

\[
\psi_{l,m}^\ast \sim N(0, c_{\psi_{l,m}}^2 I).
\]

For the scale parameter \( c_{\psi_{l,m}}^2 \), we consider inverse Gamma and half-normal priors, \( c_{\psi_{l,m}}^2 \sim \text{IG}(a_{\psi_{l,m}}, b_{\psi_{l,m}}) \) and \( c_{\psi_{l,m}} \sim N(0, \phi_{\psi_{l,m}}^2) I[c_{\psi_{l,m}} > 0] \). Further, the specification of the priors for the vectors of variable selection indicators \( \xi_{lm} = (\xi_{lm1}, \xi_{lm2}, \xi_{lm3}, \xi_{lm4}, \xi_{lm5})^T, l, m = 1, \ldots, p \), follows the same pattern as for \( \gamma_k \) indicators. That is, independent binomial priors are specified for each of the \( 1 + B \) subvectors of \( \xi_{lm} \),
Further, we consider inverse Gamma and half-normal priors for \( \alpha_{\delta_k} \) and \( \delta_k \) as proposed in (16). We specify an inverse Gamma \( \Gamma(\alpha_{\delta_k}, \delta_k) \) for \( \alpha_{\delta_k} \) and a half-normal \( \mbox{HN}(\delta_k) \) for \( \delta_k \). We also consider inverse Gamma and half-normal priors for \( \sigma_k^2 \) as shown in (18), where \( \sigma_k^2 = \Gamma(\alpha_k, \delta_k) \) and \( \delta_k \) as proposed in (16). We specify an inverse Gamma \( \Gamma(\alpha_k, \delta_k) \) for \( \sigma_k^2 \) and a half-normal \( \mbox{HN}(\delta_k) \) for \( \delta_k \). We then use (18) to compute the matrix \( \Sigma_k \), which is the following:

\[
\Sigma_k = \sum_{l=1}^{m} \delta_l \mathbf{Z}_l \mathbf{Z}_l^\top.
\]

Lastly, we describe the priors placed on the parameters of the models of the innovation correlation matrices. Starting with the “common correlations model” in (21), let \( \mathbf{Z} = \mathbf{D}(\omega)^{-1/2} \mathbf{Z}' \). The prior for the nonzero part of \( \eta' \) is the following g-prior

\[
\eta' | c_{\eta}, \sigma^2, \nu, \omega, \varphi \sim N(0, c_{\eta}^2 (\mathbf{Z}_v \mathbf{Z}_v^\top)^{-1}).
\]

Further, the prior for \( c_{\eta} \) is specified as \( c_{\eta} \sim \Gamma(a_\eta, b_\eta) \). Furthermore, we specify a binomial prior for vector \( \nu \)

\[
P(\nu | \pi_\nu) = \pi_\nu^{N(\nu)} (1 - \pi_\nu)^{q_{\nu} - N(\nu)},
\]

where \( q_{\nu} \) denotes the number of basis functions used in linearising \( f_\nu(t) \) in (18), and \( N(\nu) = \sum_{j=1}^{q_{\nu}} \nu_j \). A Beta prior is specified for \( \nu | \pi_\nu \sim \Gamma(c_{\nu}, d_{\nu}) \).

Further, the prior for \( \omega_{\varphi} \) is specified as

\[
\omega_{\varphi} | c_{\omega}, \varphi \sim N(0, c_{\omega}^2 I).
\]

For \( c_{\omega} \) we consider inverse Gamma and half-normal priors, \( c_{\omega}^2 \sim \Gamma(a_{\omega}, b_{\omega}) \) and \( c_{\omega} \sim N(0, \phi_{\omega}^2) \). We specify a Beta prior for \( \omega_{\varphi} | \pi_{\omega} \sim \Gamma(c_{\omega}, d_{\omega}) \). Further, we specify inverse Gamma and half-normal priors for \( \sigma^2, \sigma^2 \sim \Gamma(a_{\sigma}, b_{\sigma}) \) and \( \sigma \sim N(0, \phi_{\sigma}^2) \). We specify a Beta prior for \( \sigma | \pi_{\sigma} \sim \Gamma(c_{\sigma}, d_{\sigma}) \). Further, we specify inverse Gamma and half-normal priors for \( \sigma^2, \sigma^2 \sim \Gamma(a_{\sigma}, b_{\sigma}) \) and \( \sigma \sim N(0, \phi_{\sigma}^2) \).

Next we describe the priors for the cluster specific parameters \( (\omega_h, \eta_h) \) and cluster weights \( w_h \), \( h = 1, \ldots, H \), of the grouped correlation model. Firstly, conditionally on \( \nu_h \), the non-zero elements of \( \eta_h \) are specified to have the following prior

\[
\eta_h | c_{\eta}, \sigma^2, \nu, \omega, \varphi \sim N(0, c_{\eta} \sigma^2 (\mathbf{Z}_v \mathbf{Z}_v^\top)^{-1}),
\]

if the cluster is nonempty,

\[
\eta_h | c_{\eta}, \sigma^2, \nu, \omega, \varphi \sim N(0, c_{\eta} \sigma^2 I),
\]

if the cluster is empty.

(28)

Secondly, for vectors \( \nu_h \) we specify binomial priors

\[
P(\nu_h | \pi_v) = \pi_v^{N(\nu)} (1 - \pi_v)^{q_{\nu} - N(\nu)},
\]

with the prior on \( \pi_v \) being \( \pi_v \sim \Gamma(c_v, d_v) \), \( h = 1, \ldots, H \).
Lastly, the prior weights $w_h$ are constructed utilizing the so called stick-breaking process. Let $v_h, h = 1, \ldots, H - 1$, be independent draws from a Beta(1, $a^*$) distribution. We have: $w_1 = v_1$, for $2 \leq l < H$, $w_l = v_l \prod_{k=1}^{l-1}(1 - v_k)$, and $w_H = \prod_{k=1}^{H-1}(1 - v_k)$. We take the concentration parameter $a^*$ to be unknown and we assign to it a gamma prior $a^* \sim \text{Gamma}(a_{\alpha^*}, b_{\alpha^*})$ with mean $a_{\alpha^*}/b_{\alpha^*}$.

In the numerical illustrations that we present in this article, we use the following priors. For $c_\beta$ we specify IG(1/2, np/2), as a p-variate analogue to the prior of Liang et al. For $\kappa_{ijkl}$, $\kappa_{klmb}$, $\kappa_{sikl}$, $\kappa_s$, and $\kappa_p$ we specify Beta(1, 1) priors. The priors on $c_{sk}, k = 1, \ldots, p$, and $c_{ca}$ are specified to be IG(1.1, 1.1). Further, for $c_{\psi lm}, l, m = 1, \ldots, p, \sigma_k, k = 1, \ldots, p$, and $\sigma$ we define HN(2) priors. Furthermore, for $c_{\psi}$, we specify IG(1/2, $Md$/2), again, as an analogue to the prior of Liang et al. Lastly, the prior on the DP concentration parameter is specified as $a^* \sim \text{Gamma}(5, 2)$.

### 3 POSTERIOR SAMPLING

Posterior sampling is carried out by expressing the likelihood function in different ways and using the expression that is more computationally convenient for each step of the MCMC algorithm. Further, where possible, we integrate out parameters to improve mixing, and where beneficial, we augment the model with additional parameters to make sampling easier. Here we only present the main concepts and a detailed description of all MCMC steps is available in the supplementary material.

We first consider the likelihood that is obtained from the normality assumption, $Y_i \sim N(X_i^\gamma \beta_i^\gamma, \Sigma_i)$, $i = 1, \ldots, n$. Due to the factorization in (1), the quadratic form $Q = \sum_{i=1}^n (Y_i - X_i^\gamma \beta_i^\gamma)^T \Sigma_i^{-1} (Y_i - X_i^\gamma \beta_i^\gamma)$ of the likelihood may be written as

$$Q = \sum_{i=1}^n (L_i r_i)^T D_i^{-1} (L_i r_i) = \sum_{i=1}^n \sum_{j=1}^{n_i} (r_{ij} - \hat{r}_{ij})^T D_i^{-1} (r_{ij} - \hat{r}_{ij}),$$  \hspace{1cm} (29)

where $r_i = Y_i - X_i^\gamma \beta^\gamma$.

Further, recalling (12) and the definition of prediction error, and the separation of variances and correlations in (14), $Q$ may be written as

$$Q = \sum_{i=1}^n \sum_{j=1}^{n_i} e_{ij}^T \{ S_{ij}^{1/2} R_{ij} S_{ij}^{1/2} \}^{-1} e_{ij} = \sum_{t \in T \subseteq O_t} \tilde{e}_t^T R_t^{-1} \tilde{e}_t,$$  \hspace{1cm} (30)

where $\tilde{e}_t = S_t^{-1/2} e_t$. In the first equality, matrix $R$ is subscripted by $t$ because here we model its elements in terms of covariate “time” $t$ only. In the second equality, $T$ denotes the set of unique observational time points and $O_t$ the set of sampling units observed at time point $t$. We denote the cardinality of $O_t$ by $n_t$.

In addition, recalling (11) and its centred versions in (12) and (13), we can write (29) as

$$Q = \sum_{i=1}^n \sum_{j=1}^{n_i} (r_{ij} - V_{ij \xi \beta} \psi_{\xi})^T D_{ij}^{-1} (r_{ij} - V_{ij \xi \beta} \psi_{\xi}).$$  \hspace{1cm} (31)

where $V_{ij \xi \beta} = \sum_{k=1}^{l_i-1} [(I_p \otimes r_{ik}^T \otimes (x_{ik}^\gamma)^T] \xi$. We take $V_{ij \xi \beta}$ to be a matrix of zeros when $j = 1$.

To improve mixing of the MCMC algorithm, we can integrate out vector $\beta_i^\gamma$ from the likelihood of $Y$

$$f(Y) = (2\pi)^{-N/2} \left( \prod_{i=1}^n |\Sigma_i|^{-1/2} \right) (c_{\beta} + 1)^{-N_{\psi \beta}+p/2} \exp(-S/2).$$  \hspace{1cm} (32)

where

$$S = \tilde{Y}^T \left\{ I - \frac{c_{\beta}}{1 + c_{\beta}} \tilde{X}_i (\tilde{X}_i^T \tilde{X}_i)^{-1} \tilde{X}_i^T \right\} \tilde{Y},$$

$\tilde{Y} = \Sigma^{-\frac{1}{2}} Y, N = \sum_{i=1}^n n_i, \tilde{X}_i = \Sigma^{-\frac{1}{2}} X_i$ and $N(\gamma) + p$ is the total number of columns in $X_i^\gamma$. 


To write function $S$ in a computationally convenient way, first note that $\hat{Y}^T \hat{Y} = \sum_{i=1}^{n} Y_i^T \sum_i^{-1} Y_i$, which, due to (1), may be written as $\sum_{i=1}^{n} (L_i Y_i)^T D_i^{-1} L_i Y_i$. Further, due to the separation of variances and correlations in (14), we may further express the latter as $\sum_{i=1}^{n} (S_i^{-1/2} L_i Y_i)^T S_i^{-1/2} L_i Y_i = \sum_{i=1}^{n} \hat{Y}_i^T R_i^{-1} \hat{Y}_i$, where $\hat{Y}_i = S_i^{-1/2} L_i Y_i$. Furthermore, we write the last expression as $\sum_{i=1}^{n} \sum_{j=1}^{n} \hat{Y}_i^T R_i^{-1} \hat{Y}_j$. Likewise, we may write that $\hat{X}^T \hat{X} = \sum_{i=1}^{n} (L_i X_{i})^T D_i^{-1} L_i X_{i} = \sum_{i=1}^{n} (S_i^{-1/2} L_i X_{i})^T S_i^{-1/2} L_i X_{i} = \sum_{i=1}^{n} \sum_{j=1}^{n} (\hat{X}_{i})^T R_i^{-1} \hat{X}_{j}$. In addition, $\hat{X}_i^T \hat{Y} = \sum_{i=1}^{n} \sum_{j=1}^{n} (\hat{X}_{i})^T R_i^{-1} \hat{Y}_j$. It follows that

$$S = \sum_{i=1}^{n} \sum_{j=1}^{n} \hat{X}_{i}^T R_i^{-1} \hat{Y}_{j} - c_p (1 + c_p)^{-1} \left[ \sum_{i=1}^{n} \sum_{j=1}^{n} (\hat{Y}_i^T R_i^{-1} \hat{X}_{j}) \right] \left[ \sum_{i=1}^{n} \sum_{j=1}^{n} (\hat{X}_{i})^T R_i^{-1} \hat{X}_{j} \right]^{-1} \left[ \sum_{i=1}^{n} \sum_{j=1}^{n} (\hat{X}_{i})^T R_i^{-1} \hat{Y}_j \right].$$

The most computationally expensive step of the MCMC algorithm is the one that samples from the posterior of the parameters of the correlation matrices. This is because acceptance probabilities of the Metropolis–Hastings step involve the ratio of the normalizing constants of the density in (17) (or the ones in (22) and (24)). Calculating this ratio is very computationally demanding, but it can be avoided by introducing the “shadow prior.”17 The basic idea is to introduce latent variables $\theta_{kl}$ between the correlations $r_{kl}$ and the means $\mu_{it}$. This modifies prior (17) as follows

$$f(R_{t} | \theta_{t}, \tau^2) = \pi(\theta_{t}, \tau^2) \prod_{k < l} \exp[-(g(r_{kl}) - \theta_{kl})^2/2\tau^2] J[|g(r_{kl}) - r_{kl}|]/[R_{t} \in C].$$

(33)

where

$$\pi^{-1}(\theta_{t}, \tau^2) = \int_{R_{t} \in C} \prod_{k < l} \exp[-(g(r_{kl}) - \theta_{kl})^2/2\tau^2] J[|g(r_{kl}) - r_{kl}|] dr_{kl}.$$

and $\tau$ is a fixed, small constant. Further, variables $\theta_{kl}$ are independently distributed with time specific means and variances, $\theta_{kl} \sim N(\mu_{kl}, \sigma_{\theta_{kl}}^2)$. Hence, the semi-parametric model (21) now applies on the unconstrained $\theta$,

$$\theta = Z_{it} \eta_{it} + \epsilon_i, \epsilon_i \sim N(0, \sigma^2 D^2(\omega_{i})).$$

(34)

Sampling from the posterior of $\theta = \{ \theta_{kl} \}$ still involves the ratio of the normalizing constants of the density in (33), but that, as was argued by Liechty et al,17 for small $\tau$, can reasonably be approximated by one. In all numerical examples presented here, we take $\tau = 0.01$.

Considering now the “grouped correlations” model, with the introduction of the shadow prior, model (22) becomes the same as the one in (33). The difference is that here variables $\theta_{kl}$ are independent with conditional distribution $\theta_{kl} | \lambda_{kl} = h \sim N(\mu_{h}, \sigma_{\theta_{kl}}^2)$. Further, letting $\theta_h$ be analogous to $r_h$, defined above (23), it is easy to see that semi-parametric model (23) now applies on the unconstrained $\theta_h$

$$\theta_h = Z_{ih} \eta_{ih} + \epsilon_h, h = 1, \ldots, H.$$

(35)

Additionally, letting $\theta = (\theta_1, \ldots, \theta_H)^T$, model (35) may be written in vectorized form in precisely the same way as (34).

To sample from the full conditional of $R_{t}, t \in T$, recall (30) and (33). It follows that

$$f(R_{t}, \ldots) \propto |R_{t}|^{-\frac{n_t}{2}} \exp(-R_{t}^{-1} S_t/2) \prod_{k < l} \exp[-(g(r_{kl}) - \theta_{kl})^2/2\tau^2] J[|g(r_{kl}) - r_{kl}|]/[R_{t} \in C].$$

(36)

where $n_t$ denotes the total number of observations at time point $t$, $\exp(tr(.)) = \exp(tr(.))$, and $S_t = \sum_{i \in T} \hat{e}_i \hat{e}_i^T$. We obtain a proposal density and sample from (36) by utilizing the method of Zhang et al.30 and Liu and Daniels.31 We start by substituting $R_{t}$ for symmetric pd and otherwise unconstrained matrices $E_{t}$. These are assumed to have an inverse Wishart prior $E_{t} \sim IW(\zeta_{t}, \Psi_{t}), t \in T$, with mean equal to the realization of $E_{t}$ from the previous iteration of the sampler.
Given the inverse Wishart prior on $E_t$, we obtain the following easy to sample from inverse Wishart posterior
\[ g(E_t|\ldots) \propto |\Psi_t|^\frac{N}{2} |E_t|^{-\frac{N+1}{2}} \exp\{-E_t^{-1}(S_t + \Psi_t)/2\}. \] (37)

We decompose $E_t = B_t^{1/2} R_t B_t^{1/2}$ into a diagonal matrix of variances $B_t = \text{Diag}(b_{11}, \ldots, b_{pp})$, and a correlation matrix $R_t$. The Jacobian associated with this transformation is $J(B_t, R_t) = \prod_{k=1}^p (b_{kk})^{p-1} = |B_t|^{(p-1)/2}$. It follows that the joint density for $(B_t, R_t)$ is
\[ h(B_t, R_t|\ldots) \propto |\Psi_t|^\frac{N}{2} |B_t|^{(p-1)/2} |E_t|^{-\frac{N+1}{2}} \exp\{-E_t^{-1}(S_t + \Psi_t)/2\}. \] (38)

Sampling from (38) at iteration $u + 1$ of the sampler proceeds by sampling $E_t^{(u+1)}$ from (37) and decomposing $E_t^{(u+1)}$ into $(B_t^{(u+1)}, R_t^{(u+1)})$. Further, the pair $(B_t^{(u+1)}, R_t^{(u+1)})$ is accepted as a sample from (36) with probability
\[ \alpha = \min \left\{ \frac{f(R_t^{(u+1)}|\ldots)}{f(R_t^{(u)}|\ldots)}, \frac{h(B_t^{(u+1)}, R_t^{(u+1)}|\ldots)}{h(B_t^{(u)}, R_t^{(u)}|\ldots)} \right\}, \]
where in $h(\cdot, \cdot)$, $\Psi_t = (\zeta_t - p - 1)E_t^{(u)}$, and $\zeta_t$ is a tuning parameter.

To improve mixing of the MCMC algorithm over the parameters of the models of the correlation matrices, we can integrate out vector $\eta$ from the likelihood of $\theta$. The marginal of $\theta$, computed from (34) and (27), is
\[ f(\theta|\omega, c_n, \nu, \varphi, \sigma^2) \propto |\sigma^2 D(\omega_\nu)|^{-\frac{1}{2}} (c_n + 1)^{-\frac{N+n+1}{2}} \exp\{-S^*/2\sigma^2\}, \] (39)
where $S^* = S^*(\theta, \omega, c_n, \nu, \varphi) = \bar{\theta}^T D \bar{\theta} - \frac{c_n}{1+c_n} \bar{Z}_n \bar{Z}_n^T \bar{Z}_n^{-1} \bar{Z}_n^T \bar{\theta}$, and $\bar{D} = D^{-1}(\omega_\nu)\theta$.

Lastly, under the grouped correlations model, the marginal likelihood of $\theta$ is given by
\[ f(\theta|\omega, c_n, \nu, \varphi, \sigma^2) \propto |\sigma^2 D(\omega_\nu)|^{-\frac{1}{2}} (c_n + 1)^{-\frac{N+n+1}{2}} \exp\{-S^*/2\sigma^2\}, \]
where $N(\nu) = \sum_h N(\nu_h)$, and $S^* = S^*(\theta, \omega, c_n, \nu, \varphi) = \sum_h S^*_h = \sum_h \bar{\theta}_h^T \left\{ I - \frac{c_n}{1+c_n} \bar{Z}_h \bar{Z}_h^T \bar{Z}_h^{-1} \bar{Z}_h^T \right\} \bar{\theta}_h$.

### 4 | SIMULATION STUDY

The simulation study investigates the gains that one may have, in terms of reduced posterior MSE, when fitting multivariate longitudinal models instead of univariate ones. Additionally, the study examines the effects that missing data have on the posterior MSE and whether adding more than one response to the model can counteract these effects.

We consider a data-generating mechanism that consists of three responses, $Y_{1t}, Y_{2t}, Y_{3t}$, observed over $M = 6$ time points, $t = -0.5, -0.3, \ldots, 0.5$. The three responses are generated from a multivariate normal distribution with mean $\mu_t = (\beta_{10} + \beta_{11}t, 0, 0)^T$, that is, the mean of the first response is a linear function of $t$, while the other two responses have constant zero mean. Further, the $18 \times 18$ covariance matrix is taken to be $\Sigma = \Sigma(\rho_1, \rho_2) = \Sigma_1(\rho_1) \otimes \Sigma_{23}(\rho_2)$, where $\Sigma_1(\rho_1) = \rho_1^{k-I}$ is the marginal covariance matrix of $Y_1$ and $\Sigma_{23}(\rho_2)$ has diagonal elements equal to 1 and all off diagonal elements equal to $\rho_2$.

The choice of autoregressive covariance structure $\Sigma_1$ is a standard one. It implies that correlations between observations on $Y_1$ at different time points decrease quickly with increasing lag. The value of $\rho_1$ is not of particular interest here, and hence it is fixed at $\rho_1 = 0.5$, implying that correlations get halved every time the lag increases by 0.2. The structure of $\Sigma$ indicates that $Y_1$ is equally correlated with $Y_2$ and $Y_3$ at all time points. This correlation is equal to $\rho_2$ at lag 0 and it gets halved when the lag increases by 0.2.

The chosen mean and covariance structures are fairly simple, and this suffices for the purposes of the current study. The main interest here is on the quality of the estimate of the mean function of the first response. We examine how this quality, as measured by the posterior MSE, or its components bias and variance, depends on the dimension of the response in the fitted model, the value of the correlation coefficient $\rho_2$, the sample size $n$, and the mechanism and percentage
of missing data. The effect of the dimension of the response is evaluated by fitting one-, two-, and three-dimensional response models. The effect of the correlation coefficient is examined by letting $\rho_2$ take values in the set $\{0.2, 0.4, 0.6, 0.8\}$. The effect of the sample size is assessed by letting $n$ take values in the set $\{100, 300\}$. Lastly, the effect of the missing data is investigated by considering full datasets (0% probability of missingness), and missing completely at random (MCAR) and missing at random (MAR) mechanisms. In the MCAR mechanism observations are missing with probability 25% and 50%, while in the MAR mechanism observations are missing with probability given by

$$\logit(P(\text{missingness at time } t) = m_0 + m_1 Y_{1,t-1}.$$ 

We consider two values for the pair $(m_0, m_1)$: firstly $(-1.53, -0.30)$ (denoted by MAR$_1$) and secondly $(0.49, 0.34)$ (denoted by MAR$_2$). For both MCAR and MAR we require that each subject is observed at least twice: at “baseline” $(t = -0.5)$ and at one occasion thereafter. The MAR$_1$ mechanism is associated with the following probabilities of missingness at the six time points: 0%, 10%, 13%, 17%, 20%, 25%, while the MAR$_2$ with: 0%, 30%, 35%, 40%, 45%, 50%.

Considering a three-dimensional response model as an example, the mean functions are modeled using $\mu_{tk} = \beta_{k0} + \beta_{k1}t$, $k = 1, 2, 3$. This specification is correct for the first response and wrong for the other two responses. Further, the autoregressive coefficients and innovation variances are modeled using $\phi_{jklm} = \phi_{lm} + f_{p,lm}(t_l - t_k)$ and $\log\sigma^2_{tk} = \alpha_{k0} + f_{x,k}(t)$, where $f_{p,lm}(t_l - t_k)$ and $f_{x,k}(t)$ include 5 and 6 knots, respectively, allowing for the possibility of nonlinear effects. Lastly, we fit the common correlations model (17) with constant mean, $\mu_{ct} = \eta_0$, and constant variance, $\log\sigma^2_{ct} = \omega_0$. These choices for $\mu_{ct}$ and $\log\sigma^2_{ct}$ were arrived at after experimentation with more complex models that showed the more complex models to not be necessary.

The regression coefficients are taken to be $\beta_{10} = 0$ and $\beta_{11} = 2.95$, where the value of $\beta_{11}$ was so chosen to achieve a signal-to-noise ratio (SNR) equal to 1. The SNR is defined as $\text{SNR} = (\text{SST} - \text{SSE})/\text{SSE}$, where SST is the total sum of squares $\text{SST} = \sum_{ij} (y_{ij} - \bar{y}_i)^2$ and SSE is the error sum of squares $\text{SSE} = \sum_{ij} (y_{ij} - \hat{y}_{ij})^2$. Predictions $\hat{y}_{ij}$ were obtained by fitting the true data-generating model.

For all models we obtain $3 \times 10^4$ posterior samples of which we discard the first $10^4$ as burn in, and of the remaining $2 \times 10^4$ we keep one in two. Based on the $10^4$ retained samples, we obtain samples for the parameter of main interest, $\mu_{it} = E(Y_{it} | t) = \beta_{10} + \beta_{11}t$, by replacing the regression coefficients $\beta_{10}$ and $\beta_{11}$ by the corresponding sampled values, $\mu_{i(t)}^{(s)} = \beta_{10}^{(s)} + \beta_{11}^{(s)}t$, $s = 1, \ldots, 10^4$. We compare fitted models in terms of their posterior bias and variance in estimating $\mu_{11}$. Using subscript $p$ to denote quantities obtained from models with fitted response dimension $p = 1, 2, 3$, the posterior bias and variance are computed as $B_p(t) = (\mu_{11,p} - \mu_{11})^2$ and $V_p(t) = \sum_i (\mu_{11,i,p} - \mu_{11,p})^2$, where $\mu_{11,p}$ is the mean of $\mu_{11,i,p}$, $s = 1, \ldots, 10^4$. Further, because $B_p(t)$ and $V_p(t)$ are computed for $t = -0.5, -0.3, \ldots, 0.5$, results are summarized by computing sums: $B_p = \sum_t B_p(t)$ and $V_p = \sum_t V_p(t)$. Results presented are based on 30 replicate datasets.

Table 1 compares model performance by reporting the ratio $100B_p/B_{11}$, that we refer to as relative bias, while Table 2 compares model performance by reporting the ratio $100V_p/V_{11}$, that we refer to as relative variance, $p = 2, 3$. We can see from Table 1 that relative bias decreases as the correlation $\rho_2$ between the responses increases, for all $n$, $p$, and missingness mechanisms and probabilities. Comparing the left-hand side of the table, that refers to two-dimensional response models, to the right-hand side, that refers to three-dimensional models, we see that the comparison depends on the missingness mechanisms and probabilities. For the 0%, MCAR and MAR$_1$ mechanisms, two- and three-dimensional models fair almost equally, but for the MAR$_2$ mechanism, the relative bias of the three-dimensional model is usually lower than that of the two-dimensional model. Table 2 displays the results on relative variances. We can observe that as correlations between the responses increase, the relative variance decreases, for all $n$, $p$, and missingness mechanisms and probabilities. The relative variance for three-dimensional response models is lower than that of two-dimensional models, for all missingness mechanisms and probabilities. These results are very much in line with what one would expect given the results of Zellner.32

We now study the effects of missing data on the posterior bias and variance. To do so, we introduce a second subscript: we let $B_{p,m}$ and $V_{p,m}$ denote the bias and variance in estimating $\mu_{11}$ based on a $p$-dimensional response model where the observations can be either MCAR or MAR. In the former case, subscript $m$ denotes the probability of missingness, $m = 0, 0.25, 0.50$, and in the latter case the MAR mechanism, $m = \text{MAR}_1, \text{MAR}_2$. Table 3 presents results on the ratios $100B_{p,m}/B_{11,0}$, $p = 1, 2, 3$, that is, it compares the bias of univariate response models that are based on the full dataset with the performance of univariate and multivariate response models that are based on subsets of the full dataset. First, looking at univariate response models ($p = 1$) and the MCAR 25% mechanism, bias increases by 8.4% and 8.7% for $n = 100$ and $n = 300$, respectively. These two percentages are derived by averaging the four relevant numbers in the table. Adding a second response to the model is enough to counteract the increase in bias due to missing 25% of the data. We can see that
almost all the eight relevant entries in the table are less than 100%, and as low as 75.19%. Adding a third response slightly improves the model performance relative to the model with two responses. Further, when the probability of missingness increases to 50% in the MCAR mechanism, the bias in the univariate response models increases, on average, by 29% and 37.9% for the two sample sizes (again computed by averaging the four relevant numbers in the table). Adding a second response improves performance, but it cancels out the increase in the bias only when the correlation $\rho_2$ is as high as 0.80. Adding a third response does not further improve model performance. Moving on to the MAR1 mechanism, the bias in the univariate response models increases, on average, by 17.3% and 30.4% for the two sample sizes. We can see that the addition of the second response reduces bias and that the addition of the third one offers a slight further improvement. Lastly, due to the MAR2 mechanism, the average bias increase in the univariate response models is 62.3% and 38% for the two sample sizes. Clearly, the addition of the second response in the model reduces bias. The addition of the third one offers a slight further improvement.

Table 4 presents results on the ratios $100B_p/V_{p,m} = V_{1,0}$, $p = 1, 2, 3$. Concerning univariate response models, $p = 1$, when the mechanism is MCAR with missingness probability $m = 0.25$, the variance increases by a modest 4.6% and 1.1% for $n = 100$ and $n = 300$, respectively. Adding a second response to the model counterbalances the effect of MCAR 25% of the data. It can be seen in the table that, with only one exception, all entries are below 100%, and as low as 79.71%. The addition of a third response further improves model performance. Further, when the MCAR mechanism is associated with missingness probability of $m = 0.50$, the variance increases, on average, by 13.8% and 12.2% for the two sample sizes. Adding a second response completely cancels out the increase in the variance when $\rho_2 = 0.80$ and it almost cancels it out when $\rho_2 = 0.6$, for both sample sizes. A third response further improves performances and it neutralizes the increase in the variances when $\rho_2$ is 0.60 or higher. The MRA1 mechanism increases the variance of univariate response models by 6.1% and 5% for $n = 100$ and $n = 300$, respectively, while the MRA2 by 20.1% and 17.9% for the two sample sizes, respectively. We can see that for MAR1, the addition of the second response completely cancels out the increase in the

### Table 1: Simulation study results

| Missingness 0% | p = 2 | 0.2 | 0.4 | 0.6 | 0.8 | p = 3 | 0.2 | 0.4 | 0.6 | 0.8 |
|---------------|-------|-----|-----|-----|-----|-------|-----|-----|-----|-----|
| 100           | 93.79 | 85.81 | 76.42 | 67.07 | 100   | 96.37 | 87.48 | 76.00 | 66.49 |
| 300           | 95.79 | 89.59 | 81.43 | 71.70 | 300   | 96.79 | 90.03 | 82.50 | 73.78 |
| MCAR 25%      | p = 2 | 0.2 | 0.4 | 0.6 | 0.8 | p = 3 | 0.2 | 0.4 | 0.6 | 0.8 |
| 100           | 95.69 | 88.12 | 77.99 | 67.12 | 100   | 95.04 | 84.01 | 74.29 | 64.48 |
| 300           | 93.27 | 86.67 | 79.45 | 70.32 | 300   | 92.43 | 85.44 | 78.51 | 70.58 |
| MCAR 50%      | p = 2 | 0.2 | 0.4 | 0.6 | 0.8 | p = 3 | 0.2 | 0.4 | 0.6 | 0.8 |
| 100           | 96.39 | 91.55 | 84.72 | 75.56 | 100   | 100.80 | 94.8 | 87.24 | 79.93 |
| 300           | 94.53 | 87.70 | 78.89 | 68.02 | 300   | 94.71 | 86.6 | 78.04 | 66.83 |
| MAR1          | p = 2 | 0.2 | 0.4 | 0.6 | 0.8 | p = 3 | 0.2 | 0.4 | 0.6 | 0.8 |
| 100           | 93.95 | 87.91 | 79.57 | 67.94 | 100   | 91.04 | 83.41 | 73.95 | 65.39 |
| 300           | 97.18 | 93.49 | 86.46 | 78.17 | 300   | 97.20 | 93.64 | 85.53 | 79.78 |
| MAR2          | p = 2 | 0.2 | 0.4 | 0.6 | 0.8 | p = 3 | 0.2 | 0.4 | 0.6 | 0.8 |
| 100           | 99.99 | 87.57 | 85.42 | 73.08 | 100   | 92.60 | 85.61 | 80.02 | 73.48 |
| 300           | 100.87 | 91.59 | 83.28 | 71.36 | 300   | 102.86 | 87.43 | 77.64 | 70.27 |

Abbreviations: MAR, missing at random; MCAR, missing completely at random.
TABLE 2  Simulation study results: the entries of the table are the relative variances $100V_p/V_1$, $p = 2, 3$. Rows refer to the sample size $n = 100, 300$, columns to the correlation coefficient $\rho_2 = 0.2, 0.4, 0.6, 0.8$, and the 5 parts of the table to the mechanism and probabilities of missingness. Results are based on 30 replicate datasets per sample size by correlation combination.

| Missingness | $p = 2$ | $p = 3$ | $p = 2$ | $p = 3$ | $p = 2$ | $p = 3$ | $p = 2$ | $p = 3$ |
|-------------|---------|---------|---------|---------|---------|---------|---------|---------|
| $n = 100$   | 0.2     | 0.4     | 0.6     | 0.8     | 0.2     | 0.4     | 0.6     | 0.8     |
|             | 99.06   | 95.74   | 90.36   | 81.64   | 100     | 97.90   | 93.10   | 85.67   | 75.57   |
| $n = 300$   | 98.77   | 95.59   | 89.47   | 79.73   | 100     | 97.42   | 92.19   | 84.91   | 74.13   |
| MCAR 25%    | $\rho_2 = 0.2$ | 0.4 | 0.6 | 0.8 | 0.2 | 0.4 | 0.6 | 0.8 |
|             | 98.58   | 95.13   | 90.04   | 81.38   | 100     | 97.58   | 92.97   | 85.48   | 75.09   |
|             | 98.77   | 94.96   | 88.76   | 78.84   | 300     | 98.27   | 92.07   | 83.95   | 72.72   |
| MCAR 50%    | $\rho_2 = 0.2$ | 0.4 | 0.6 | 0.8 | 0.2 | 0.4 | 0.6 | 0.8 |
|             | 98.35   | 95.13   | 90.22   | 80.74   | 100     | 97.40   | 92.56   | 85.41   | 75.22   |
|             | 98.94   | 94.96   | 88.76   | 80.18   | 300     | 98.13   | 93.21   | 85.07   | 73.65   |
| MAR1        | $\rho_2 = 0.2$ | 0.4 | 0.6 | 0.8 | 0.2 | 0.4 | 0.6 | 0.8 |
|             | 98.61   | 95.10   | 89.43   | 81.34   | 100     | 97.35   | 92.47   | 84.78   | 74.29   |
|             | 99.11   | 94.68   | 87.68   | 77.82   | 300     | 97.61   | 91.77   | 83.42   | 72.69   |
| MAR2        | $\rho_2 = 0.2$ | 0.4 | 0.6 | 0.8 | 0.2 | 0.4 | 0.6 | 0.8 |
|             | 97.53   | 94.86   | 88.89   | 78.23   | 100     | 96.67   | 91.96   | 83.74   | 71.62   |
|             | 98.58   | 94.49   | 87.21   | 77.63   | 300     | 97.36   | 92.39   | 83.18   | 72.33   |

Abbreviations: MAR, missing at random; MCAR, missing completely at random.

variance when $\rho_2$ is 0.4 or higher. The addition of the third response offers further reductions in the variance. For the MAR2 mechanism we can see that the addition of the second and third response results in important reduction is the variances, for both sample sizes and for correlations $\rho_2$ that are 0.4 or higher.

5 | APPLICATION

The dataset that we analyze here is a random subsample of $n = 500$ subjects from the Paquid prospective cohort study and it is available in the R package lcmm. The Paquid study aimed at investigating cerebral and functional aging in individuals aged 65 years and older, and it involved individuals living in south-western France. Longitudinal observations over a maximum period of 20 years were collected on three cognitive tests and depressive symptomatology. The cognitive tests evaluated the global mental status using the Mini Mental State Examination ($y_1$), verbal fluency using the Isaacs Set Test ($y_2$), and visual memory using the Benton’s Visual Retention Test ($y_3$). Depressive symptomatology was measured by the Center for Epidemiological Study Depression scale ($y_4$). We note that for the first 3 responses higher scores indicate better cognitive function performance, while for the fourth response, higher scores indicate more symptoms. The available covariates are a binary gender indicator, $x_1 = 1$ for males and $x_1 = 0$ for females, a binary indicator of educational level, $x_2 = 1$ for individuals who graduated from primary school and $x_2 = 0$ otherwise, age at entry in the cohort $x_3$, and time of observation $t$.

Because the distribution of $y_1$ is very asymmetric, we analyze a normalized version of it. Certain power transformations are needed on the other three responses in order for the normality assumption to appear plausible. Furthermore, to avoid computational problems, we scale the time of observation, $t = 0, 1, 2, \ldots , 20$, by dividing by 20, hence, $t = 0, 0.05, 0.1, \ldots , 1$. Further, we center and scale the age at entry $x_3$ by subtracting the minimum age and dividing by 15.
Lastly, we note that the dataset is highly unbalanced, with individuals observed at no more than nine time points of the possible 21. The number of individuals observed at each time point decreases quickly: there are about 300 observations at \( t = 0.1 \), about 200 at \( t = 0.2 \), about 150 between \( t = 0.3 \) and \( t = 0.4 \), and thereafter the number of observations stays well below 100, with only 18 individuals observed at the last time point.

We model the mean using

\[
\mu_{ij} = \beta_{k0} + \beta_{k1}x_{i1} + \beta_{k2}x_{i2} + f_{\mu,k,3}(x_{i3}) + f_{\mu,k,4}(t_{ij}), k = 1, \ldots, 4, \tag{40}
\]

where \( f_{\mu,k,3}(x_{i3}) \) and \( f_{\mu,k,4}(t_{ij}) \) are modelled using up to 10 and 8 knots, equivalently 11 and 9 basis functions, respectively. These knots are chosen as the unique quantiles of \( x_3 \) and \( t \) that correspond to the 10 equally spaced probabilities between 0 and 1. Although for \( x_3 \) there are 10 unique quantiles, for \( t \) there are only 8, hence the difference in the number of knots for modelling these two functions. Thus, for modeling the means there are in total 92 parameters, of which 88 are subject to selection.

Further, the 84 × 84 covariance matrix includes 3570 unique elements. These are modelled using four regression models that we describe next. First, the autoregressive coefficients are modelled using

\[
\phi_{ijklm} = \psi_{lm0} + f_{\phi,l,m}(t_{ij} - t_{ik}), l, m = 1, \ldots, 4, \tag{41}
\]

where \( f_{\phi,l,m}(t_{ij} - t_{ik}) \) is modeled using up to 10 knots. These are selected as the unique quantiles of lag, \( t_{ij} - t_{ik} \), that correspond to the 10 equally spaced probabilities between 0 and 1. Thus, there are up to 192 parameters for modeling the autoregressive coefficients and all of these are subject to selection.

### Table 3

Simulation study results: the entries of the table are the relative biases 100\( B_{p,m}/B_{1,0} \), \( p = 1, 2, 3 \). Rows refer to the sample size \( n = 100, 300 \), columns to the correlation coefficient \( \rho^2 = 0.2, 0.4, 0.6, 0.8 \), and the 4 parts of the table to the MCAR and MAR mechanisms of missingness. Results are based on 30 replicate datasets per sample size by correlation combination.

|            | MCAR 25%         |            | MCAR 50%         |            |
|------------|------------------|------------|------------------|------------|
|            | \( p = 1 \)      | \( p = 1 \) | \( p = 2 \)      | \( p = 2 \) |
|            | 0.2              | 0.2        | 0.2              | 0.2        |
|            | 0.4              | 0.4        | 0.4              | 0.4        |
|            | 0.6              | 0.6        | 0.6              | 0.6        |
|            | 0.8              | 0.8        | 0.8              | 0.8        |
|            | 100              | 100        | 100              | 100        |
|            | 110.74           | 109.26     | 110.78           | 114.21     |
|            | 107.67           | 107.11     | 108.65           | 107.11     |
|            | 108.65           | 107.11     | 112.03           | 114.21     |
| 300        | 107.67           | 107.11     | 112.03           | 114.21     |
|            | 131.80           | 130.82     | 131.80           | 127.64     |
|            | 130.82           | 139.64     | 131.80           | 137.11     |
|            | 127.64           | 137.11     | 127.64           | 137.11     |
|            | 125.61           | 133.82     | 125.61           | 133.82     |
| 300        | 109.26           | 107.11     | 109.26           | 114.21     |
|            | 110.74           | 107.11     | 110.74           | 114.21     |
|            | 107.67           | 107.11     | 107.67           | 114.21     |
|            | 108.65           | 112.03     | 108.65           | 112.03     |
|            | 112.03           | 131.80     | 112.03           | 131.80     |
|            | 131.80           | 127.64     | 131.80           | 127.64     |
| 300        | 110.74           | 107.11     | 110.74           | 114.21     |
|            | 107.67           | 107.11     | 107.67           | 114.21     |
|            | 108.65           | 112.03     | 108.65           | 112.03     |
|            | 112.03           | 131.80     | 112.03           | 131.80     |
|            | 131.80           | 127.64     | 131.80           | 127.64     |
|            | 127.64           | 137.11     | 127.64           | 137.11     |
|            | 125.61           | 133.82     | 125.61           | 133.82     |

Abbreviations: MAR, missing at random; MCAR, missing completely at random.
The innovation variances are modeled as

$$\log \sigma^2_{ijk} = \alpha_{k0} + f_{\sigma,k,1}(x_{3i}) + f_{\sigma,k,2}(t_{ij}), k = 1, \ldots, 4, \quad (42)$$

where $f_{\sigma,k,1}(x_{3i})$ and $f_{\sigma,k,2}(t_{ij})$ are modeled using up to 10 and 8 knots, just as was done for the mean functions. Hence, there are up to 84 parameters for modeling the innovation variances, of which 4 are always in the model, while the other 80 are subject to selection.

Lastly, we describe the model for the correlation matrices. Since the four responses can be naturally clustered into the group of three variables that measure cognitive function and the group of one variable that measures depressive symptomatology, a grouped variables model is a priori justifiable. Despite that, we prefer the less structured grouped correlations model, and let the data decide if a grouped variables model is preferable. The parameters of the correlation matrices are modeled using 6 different trajectories for the means $\mu_{ht}$, $h = 1, \ldots, 6$. Functions $f_{\rho}(t_{ij})$ are modeled using up to 10 knots. These are selected as the unique quantiles of $t$ that correspond to the 10 equally spaced probabilities between 0 and 1. Although for modeling innovation variances there are eight unique quantiles, here there are 10, as there is a single correlation matrix observed at each time point. Hence, there are up to 84 parameters for modeling the innovation variances, of which 66 are subject to selection. For modeling $\log \sigma^2_{ct}$ there are 12 parameters, of which 11 are subject to selection. This brings the number of parameters for modeling the innovation variance matrix to 360, 10 times smaller than the number of unique elements in the covariance matrix.

Results presented below are based on $25 \times 10^3$ posterior samples that are obtained from $10^5$ iterations of the MCMC sampler, with the first $5 \times 10^4$ discarded as burn-in, and of the remaining keeping every second sample. Convergence

| TABLE 4 | Simulation study results: the entries of the table are the relative variances $100V_{p,m}/V_{1.0}, p = 1, 2, 3, 4$. Rows refer to the sample size $n = 100,300$, columns to the correlation coefficient $\rho = 0.2, 0.4, 0.6, 0.8$, and the 4 parts of the table to the MCAR and MAR mechanisms of missingness. Results are based on 30 replicate datasets per sample size by correlation combination. |
|----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **MCAR 25%** |  |  |  |  |  |  |  |  |
| $p = 1$ | 0.2 | 0.4 | 0.6 | 0.8 | $p = 1$ | 0.2 | 0.4 | 0.6 | 0.8 |
| 100 | 104.35 | 104.54 | 104.41 | 104.98 | 100 | 113.97 | 114.17 | 113.45 | 113.60 |
| 300 | 100.79 | 101.19 | 101.36 | 101.11 | 300 | 111.57 | 112.18 | 112.77 | 112.45 |
| $p = 2$ | 0.2 | 0.4 | 0.6 | 0.8 | $p = 2$ | 0.2 | 0.4 | 0.6 | 0.8 |
| 100 | 102.87 | 99.45 | 94.00 | 85.43 | 100 | 112.09 | 108.60 | 102.36 | 91.71 |
| 300 | 99.65 | 96.09 | 89.97 | 79.71 | 300 | 110.39 | 106.85 | 100.79 | 90.16 |
| $p = 3$ | 0.2 | 0.4 | 0.6 | 0.8 | $p = 3$ | 0.2 | 0.4 | 0.6 | 0.8 |
| 100 | 101.82 | 97.19 | 89.25 | 78.83 | 100 | 111.01 | 105.68 | 96.90 | 85.44 |
| 300 | 99.05 | 93.17 | 85.10 | 73.53 | 300 | 109.48 | 104.57 | 95.93 | 82.81 |
| **MAR 1** |  |  |  |  |  |  |  |  |
| $p = 1$ | 0.2 | 0.4 | 0.6 | 0.8 | $p = 1$ | 0.2 | 0.4 | 0.6 | 0.8 |
| 100 | 105.90 | 106.10 | 106.28 | 106.10 | 100 | 119.78 | 118.29 | 121.32 | 121.06 |
| 300 | 104.32 | 104.86 | 105.91 | 104.93 | 300 | 116.84 | 118.22 | 118.95 | 117.50 |
| $p = 2$ | 0.2 | 0.4 | 0.6 | 0.8 | $p = 2$ | 0.2 | 0.4 | 0.6 | 0.8 |
| 100 | 104.43 | 100.90 | 95.05 | 86.30 | 100 | 116.82 | 112.22 | 107.83 | 94.70 |
| 300 | 103.39 | 99.28 | 92.85 | 81.65 | 300 | 115.18 | 111.71 | 103.73 | 91.22 |
| $p = 3$ | 0.2 | 0.4 | 0.6 | 0.8 | $p = 3$ | 0.2 | 0.4 | 0.6 | 0.8 |
| 100 | 103.09 | 98.12 | 90.11 | 78.83 | 100 | 115.79 | 108.78 | 101.60 | 86.70 |
| 300 | 101.83 | 96.23 | 88.35 | 76.27 | 300 | 113.76 | 109.23 | 98.94 | 84.99 |

Abbreviations: MAR, missing at random; MCAR, missing completely at random.
of the MCMC algorithm was diagnosed by running two parallel chains with different initializations and computing the Gelman–Rubin diagnostic, as implemented in the R package coda. It was observed that the “potential scale reduction factor” had upper limits close one. Further, results from the two chains were indistinguishable.

Concerning the mean regression models, results in the form of posterior means and 80% credible intervals are presented in the figure of Appendix S1. Covariate $x_1$ (gender) has little to no effect on the means of three cognitive function responses but it has an important effect on the mean of depressive symptomatology, indicating that males have, on average, less symptoms than females. The corresponding posterior probabilities of inclusion of $x_1$ in the mean models of the 4 responses are 3.3%, 23.4%, 33.2%, and 100%, respectively. Further, covariate $x_2$ (education) has important effects on the means of the responses relating to cognitive function, with posterior probability of inclusion 100%, and with those who graduated from primary school having higher mean cognitive function scores. In addition, $x_2$ appears to have no effect on mean depressive symptomatology, with posterior probability of inclusion 2.9%. Covariates $x_3$ (age) and $t$ (time) have negative linear (or almost linear) associations with the means of the three responses that relate to cognitive function. Furthermore, $x_3$ has a curved relationship with mean depressive symptomatology that is characterized by high uncertainty. Lastly, $t$ has positive linear association with the mean of fourth response, indicating that the average depressive

**FIGURE 1** Application results: autoregressive coefficient regression models. Posterior means and 80% credible intervals
symptomatology increases with time. Visually, the covariates have simple relationships with the mean responses. This can also be confirmed by the small number of regression coefficients that are selected to fit the mean functions: of the 88, on average, 16.5 or 18.8% were selected during MCMC sampling.

Results on the autoregressive coefficient regression models are shown in Figure 1. Recalling the discussion around (3), the fitted models presented in the diagonal of Figure 1 correspond to the coefficients for predicting responses based on passed observations on the same response. These four curves have similar shapes: they start from around 0.35 to 0.45 and they decrease toward 0. Based on univariate data analyses, Pan and MacKenzie37 and Papageorgiou38 reported similar curves. The remaining plots include a variety of fitted curves: complex and clearly important (such as \( \phi_{jk12} \) and \( \phi_{jk13} \)), complex but not very important (such as \( \phi_{jk14} \) and \( \phi_{jk32} \)) and flat at 0 (such as \( \phi_{jk21} \), \( \phi_{jk31} \) and \( \phi_{jk41} \)). For fitting these curves, of the 192 regression coefficients, on average, 62.7 or 32.7% were selected during MCMC sampling.

Results relating to innovation standard deviations are displayed in Figure 2. The first row shows almost flat fitted curves \( \exp(f_{\sigma,1,1}(x_3)/2) \) and \( \exp(f_{\sigma,4,1}(x_3)/2) \), and more complex fitted curves \( \exp(f_{\sigma,2,1}(x_3)/2) \) and \( \exp(f_{\sigma,3,1}(x_3)/2) \). The four fitted curves \( \exp(f_{\sigma,2,2}(t)/2) \), shown in the second row of Figure 2, have similar shapes: they decrease as \( t \) increases and they are characterized by increasing uncertainty as \( t \) increases. For fitting these curves, of the 80 regression coefficients, on average, 32.8 or 41% were selected during MCMC sampling.

Figure 3 shows the fitted models of the parameters of the innovation correlation matrices. The first plot shows the clustering structure that the MCMC sampler visited most often: for 81.9% of the MCMC samples, two clusters were formed, the first being \{\( (1, 2), (1, 3), (2, 3) \)\} (denoted by the darker color on the plot) while the second being \{\( (1, 4), (2, 4), (3, 4) \)\} (denoted by the lighter color). While this clustering was obtained by a “grouped correlations” model, it is also compatible with the “grouped variables” model, the first cluster consisting of variables 1,2,3 (the results on the cognitive tests) and the second consisting of variable 4 (the test result on depressive symptomatology). The other two plots in the Figure show the fitted curves for \( \mu_{t1}, h = 1, 2 \), and \( \sigma_{ct} \). The fitted curve \( \mu_{t1} \) starts at around 0.25, decreases below 0.2 and then increases to just below 0.35. The fitted curve \( \mu_{t2} \) is much simpler: it is constant at 0.1 for all time points. For fitting these curves, of the 66 regression coefficients, on average, 24.5 or 37.1% were selected during MCMC sampling. The fitted smooth curve for \( \sigma_{ct} \) is shown in the third plot of Figure 3. For fitting this curve, of the 11 regression coefficients, on average, 3.5 or 31.8% were selected during MCMC sampling.

Hence, overall, for fitting the 3570 unique elements of the 84 × 84 covariance matrix, the model selects, on average, 123.5 of the available 360 parameters, per MCMC iteration.

**FIGURE 2** Application results: innovation standard deviation regression models. Posterior means and 80% credible intervals. Rows refer to the covariate effects and columns to the innovation standard deviations.
We conclude this section by providing an interpretation of the results in terms of the elements of the covariance matrix $\Sigma$ of the 4 responses. To do so, we construct two covariance matrices based on the sampled parameter values, both for time points $t = 0, 0.15, 0.30, 0.45, 0.60, 0.75, 0.90$, and for $x_3$ equal to the lower ($x_3 = 0.18$) and upper ($x_3 = 0.73$) quartiles of age. With these choices we can examine the effects of time $t$ and age $x_3$ on the elements of $\Sigma$. For every iteration of the MCMC sampler (that is not discarded), we first obtain the innovation variances from (42). Based on these and on the sampled correlation matrices $R$, using (14), we reconstruct the innovation covariance matrices $D$. Further, we obtain the autoregressive coefficients from (41), and based on these we construct the generalized autoregressive matrices $\Phi$, which, in turn, give us the matrix $L$ in (2). Lastly we rearrange (1) to obtain $\Sigma = L^{-1}D(L^{-1})^{-1}$. This process results in $25 \times 10^3$ realizations of the two covariance matrices that correspond to $x_3 = 0.18$ and $x_3 = 0.73$. Results are shown in Figures 4, 5, and 6.

First, Figure 4 shows the posterior means and 80% credible intervals for the standard deviations of $Y_1$ and $Y_2$ over time. The standard deviations of $Y_3$ and $Y_4$ have similar shapes as the ones for $Y_2$, and hence they are omitted. We can see that in all four plots the standard deviations first decrease and then increase with time, $t$. The first two plots display the standard deviation of $Y_1$ for $x_3 = 0.18$ and $x_3 = 0.73$, respectively. We can see that age has no effect on the standard deviation of $Y_1$. However, it does have an effect on the standard deviation of $Y_2$ as the curve in the fourth plot, when compared with that in the third plot, is shifted downwards. Further, Figure 5 shows how the correlations among responses evolve over time. We can see that correlations do not change by much over time and that there is high uncertainty about the posterior means. Lastly, Figure 6 displays autocorrelations at lag 0.15 over time. These autocorrelations can be seen to be increasing over time.

6 | DISCUSSION

The article describes a Bayesian framework for the analysis of multivariate longitudinal Gaussian responses, with nonparametric models for the means, the elements of the generalized autoregressive matrices, the elements of the innovation
variance matrices, and the two parameters of the innovation correlation matrices. The use of spike-slab priors is important here as it allows for automatic variable selection and function regularization, simultaneously in the five submodels. Further, it obviates the need for model selection based on information criteria, see for example Pan and Mackenzie,39 and it allows for the uncertainty in the model choice to propagate in the model parameter estimates. In addition, the automatic variable selection allows each regression equation to have its own set of covariates. For example, looking back at (40), it may appear that the responses have the same mean model. However, the binary indicators for variable selection allow each response to have its own mean model. The same is true for the autoregressive coefficients and innovation variances.

The major assumption of the framework is that the errors have a multivariate Gaussian distribution. It is worthwhile to relax this assumption, and to that end, in future work, we will be exploring the use of the multivariate skew-normal distribution.40
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