A Graphics Process Unit-Based Multiple-Relaxation-Time Lattice Boltzmann Simulation of Non-Newtonian Fluid Flows in a Backward Facing Step
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Abstract: A modified power-law (MPL) viscosity model of non-Newtonian fluid flow has been used for the multiple-relaxation-time (MRT) lattice Boltzmann methods (LBM) and then validated with the benchmark problems using the graphics process unit (GPU) parallel computing via Compute Unified Device Architecture (CUDA) C platform. The MPL model for characterizing the non-Newtonian behavior is an empirical correlation that considers the Newtonian behavior of a non-Newtonian fluid at a very low and high shear rate. A new time unit parameter ($\lambda$) governing the flow has been identified, and this parameter is the consequence of the induced length scale introduced by the power law. The MPL model is free from any singularities due to the very low or even zero shear-rate. The proposed MPL model was first validated for the benchmark study of the lid-driven cavity and channel flows. The model was then applied for shear-thinning and shear-thickening fluid flows through a backward-facing step with relatively low Reynolds numbers, $Re = 100–400$. In the case of shear-thinning fluids ($n = 0.5$), laminar to transitional flow arises while $Re \geq 300$, and the large vortex breaks into several small vortices. The numerical results are presented regarding the velocity distribution, streamlines, and the lengths of the reattachment points.
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1. Introduction

The study of non-Newtonian fluids has received prodigious attention from the researchers in many branches of science because of the ubiquitous presence of non-Newtonian fluids in nature. Examples include shampoo, toothpaste, ketchup, whipped cream, biological fluids (e.g., blood, saliva, and synovia), industrial fluids (e.g., lubricants, paints, and emulsions), polymer solutions, Oobleck, and body armor, to name a few. Unlike Newtonian fluids, these fluids exhibit variations of viscosity in a nonlinear form with shear-rate change. For shear-thinning (shear-thickening) behavior of non-Newtonian fluids, viscosity decreases (increases) with increasing shear rate. There are many mathematical models [1] to describe the characteristics of these types of fluid. Numerical simulations of non-Newtonian fluids are more complicated than those of Newtonian fluids because of the
constitutive equation, representing non-Newtonian fluid behavior. Many researchers paid attention to
the numerical simulation of non-Newtonian fluid flow by considering different constitutive equations
and numerical methods such as the finite difference method, finite volume method, finite element
or spectral method, and boundary element method. Among these, the work of Bell and Surana [2]
is remarkable. They investigated two dimensional incompressible non-Newtonian power-law fluid
flow in a lid-driven square cavity using $p$-version least-squares finite element formulation for various
values of power-law index $n$, $(0.25 \leq n \leq 1.5)$. Neofytou [3] studied the 3rd order upwind finite
volume method for generalized Newtonian fluid flows in a lid-driven cavity and considered the
power-law, Bingham, Casson, and Quemada model and presented the results in graphical form.
Rafiee [4] also studied the modeling of generalized Newtonian lid-driven cavity flow using the smooth
particle hydrodynamics (SPH) method. Syrjälä [5] investigated the fully developed laminar flow of
a power-law non-Newtonian fluid in a rectangular duct. Bose and Carrey [6] studied $p$-$r$ finite element
methods for incompressible non-Newtonian flows.

An enormous amount of research has been reported on non-Newtonian power-law fluids
using Navies–Stokes (N–S) nonlinear partial differential equations (PDEs) of order two with
an employment of the above-mentioned numerical methods. Indeed, the N–S equations associated
with the conservation law of mass, momentum, and energy are utilized to describe the flow as
a continuous medium at the macroscopic level. All the macroscopic variables, such as velocity,
pressure, and temperature, are obtained in a region of interest by solving the N–S equations with
the given boundary conditions. Although finding the macroscopic variables from the governing
macroscopic equations (i.e., N–S equations) are methodically straightforward; however, researchers
need to emphasize the truncation errors that come from the truncation of the Taylor series.
Furthermore, the numerical instability arises when solving the discretized algebraic equations for the
macroscopic variables at each mesh point, obtained from the nonlinear PDEs.

Compared to the above mentioned numerical method, the lattice Boltzmann method (LBM) is
developed based on the fact the fluids are comprised of coarse-grained fictive particles that reside on
a regular mesh and perform translation and collision steps entailing overall fluid-like behavior [7–9].
Instead of solving macroscopic quantities through N-S equations, LBM uses particle distributions for
calculating different properties of the fluid. It is worth being mentioned that the LBM approach with
the simple collision model of Bhatnagar–Gross–Krook (BGK) eventually constructs a stable, accurate,
and computationally efficient method for simulating complex fluid flows such as non-Newtonian
fluid flows, chemical reacting fluid flows, single-phase, multiphase fluid flows, and so on. An efficient
strategy was developed for building suitable collision operators and used in a simplified form of
the lattice gas Boltzmann equation by Higuera et al. [10]. They found that the resulting numerical
scheme was linearly stable while applied to the computation of the flow in a channel containing
a periodic array of obstacles. Succi et al. [11] did another earlier study on the three-dimensional
fluid flow simulation in complex geometry with the low Reynolds number flows. Lavallee et al. [12]
investigated the wall boundary conditions for the lattice Boltzmann simulation, and they reported
that the bounce-back reflection was not the only interaction for no-slip boundary conditions and but
Knudsen-type interaction was also appropriate. Ziegler [13] developed a heuristic interpretation
of no-slip boundary conditions for lattice Boltzmann and lattice gas simulations. He also suggested
an improvement that consists of including the wall nodes in the collision operation.

The above pioneer development of the lattice Boltzmann method is based on the
single-relaxation-time (SRT) or Bhatnagar–Gross–Krook (BGK) approach. Later on, it was found that
the GGK-LBM has some limitations due to the numerical instability for the higher Reynolds number
fluid flows and fixed Prandtl number ($Pr = 1$) problem. To overcome these defects d’Humieres [14]
developed a multiple-relaxation-time (MRT)-based lattice Boltzmann method. Later on, Lallemand
and Luo [15] and d’Humieres [16] found in their studies that MRT-LBM is much more stable than the
BGK-LBM because the different relaxation parameters change the optimal numerical stability. Due to
the superiority of The MRT-LBM over BGk-LBM, many researchers applied MRT-LBM to simulate the fluid flow and convective heat transfer, such as [17–21].

In recent decades, the LBM has become attractive for numerical simulations in computational fluid dynamics because of its parallelism in the algorithm, simplicity of programming, high accuracy, lesser computational time, and simplicity for modeling complex geometrical flow problems [22–26]. Nevertheless, very few investigations are related to non-Newtonian fluids that have been conducted in the lattice Boltzmann simulations. Fillips and Roberts [27] analyzed the non-Newtonian flows using the lattice Boltzmann simulation. A lattice Boltzmann simulation of non-Newtonian flows past confined cylinders has been done by Nejat et al. [28]. Chai et al. [29] used the multiple-relaxation-time (MRT) lattice Boltzmann method for investigating the generalized Newtonian flows. Mendu and Das [30] investigated the non-Newtonian cavity flow driven by two facing lids using the LBM. Immersed boundary SRT or BGK-LBM has been applied to investigate the non-Newtonian flows over a heated cylinder by Deloueci et al. [31]. Li et al. [32] studied power-law fluid flows in the two-dimensional square cavity using the multiple-relaxation-time lattice Boltzmann method.

A massively scalable implementation approach of the 2D and 3D lattice Boltzmann method for CPU/GPU heterogeneous clusters has been studied by Riesinger et al. [33]. They used massage passing interface (MPI) programming for the multi-core Xeon E5-2680v2 CPU and two different NVIDIA GPUs: Tesla K20x and Tesla P100, for the heterogeneous GPU clusters. They found that Tesla P100 showed the best computational performance. Geier and Schönherr [34] implemented the esoteric twist algorithms for the lattice Boltzmann method. Esoteric Twist is a thread-safe in-place streaming method that combines streaming and collision and requires only a single data set, which is particularly suitable for the implementation of the lattice Boltzmann method on graphics processing units.

Franco et al. [35] investigated the 2D lid-driven cavity flow simulation using GPU-CUDA with a high-order finite difference scheme for the Navier–Stokes equations with a maximum $Re = 10,000$. They used NVIDIA GeForce GTX-570 card and found that for the lid-driven cavity flow, GPU computing performed well for the larger grid sizes, and a similar performance had been found by Molla et al. [36]. GPU accelerated simulations of the three-dimensional flow of power-law fluids in a lid-driven cubic cavity based on the Navier–Stokes equations have been studied by Jin et al. [37]. They used NVIDIA Tesla k20x GPU to simulate the laminar flow for the shear-thinning ($n < 1$) and shear-thickening ($n > 1$) along with Newtonian fluid ($n = 1$) for maximum $Re = 1000$. Recently, Rahim et al. [38] have done the BGK-based lattice Boltzmann simulations of natural convection and heat transfer from multiple heated blocks using the Tesla k40 GPU and found that GPU computing is much faster than the single-core central process unit (CPU) computing.

The literature mentioned above for non-Newtonian fluid flow employed the traditional Ostwald-de Waele power-law (PL) model [39], to characterize the non-Newtonian fluid behavior. Indeed, the PL model is the most deliberately used in all branches of rheology because of its straightforward description of non-Newtonian fluids [1,39–41]. However, the model contains several limitations in its description. Firstly, an unphysical prediction of infinite viscosity arises at the zero shear rate. Therefore, a singularity problem arises at the zero shear rate in the case of shear-thinning fluids. Secondly, the non-Newtonian viscosity for the shear-thickening fluids obtained by the traditional power-law model is substantially large at an infinite shear rate. Therefore, a modification has been adopted in the literature considering that all time-independent type non-Newtonian fluids behave Newtonian at a very low and high shear rates [42]. The amendment is considered according to an experimental result conducted by Boger [43], who first reported a lower and upper non-Newtonian regime for the pseudo-plastic fluids against applied shear-stress. Indeed, pseudo-plastic fluids sustain a constant viscosity at very low and high shear rates, and that viscosity decreases when the shear rate is increasing within a range. In this approach, Yao and Molla [42,44] proposed a modified power-law viscosity model for the external boundary layer studies, which is free from the singularity that arises in the traditional Ostwald-de Waele power-law model. A lower and upper threshold of shear rates has been imposed in the original power-law model in the modification.
The viscosity is predicted as Newtonian before and after the threshold limit, according to the report of Boger [43]. Within the lower and upper threshold limits, the viscosity is measured using the Ostwald-de Waele power-law model. Therefore, the introduced modified power-law model becomes free from singularities in the boundary-layer formulations. Molla and Yao [42,44] have investigated several Prandtl boundary-layer studies with a modified power-law model. However, the present modified power-law model for the lattice Boltzmann method is different due to the presence of governing parameter $\lambda$.

The present study intended to employ the modified power-law viscosity model to investigate the non-Newtonian fluid flow in a complex benchmark problem; the lattice Boltzmann method (LBM) conducted the numerical simulation. In this approach, the lid-driven cavity flow, channel flow, and backward-facing step (BFS) flow are utilized for the present study as the computational fluid dynamics (CFD) community considered these models a benchmark problem examining the accuracy and efficiency of any numerical method. The backward-facing step (BFS) flows are essential for their wide range of engineering applications such as engine flows, separation flow behind a vehicle (cars and boat), heat transfer systems, inlet tunnel flow of engine or inside a condenser/combustor, and even the flow around buildings [45]. The BFS model is one representative model that involves essential flow features such as flow separation, vortex evolution, re-circulation, and re-attachment. Many experimental and numerical investigations are carried out using these physical domains since they are considered classical problems in fluid dynamics. For example, Lee and Mateescu [46] experimentally and numerically investigated the two-dimensional backward-facing step flow. Their study’s working fluid was air, and they have considered the Reynolds number $Re \leq 3000$, and the channel’s expansion ratio is 1.17 and 2.0. Armaly et al. [47] also conducted an experimental and theoretical investigation of backward-facing step flow considering air. They presented results for laminar, transitional, and turbulent airflow in a Reynolds-number range of $70 \leq Re \leq 8000$.

For high Reynolds numbers, Erturk [48] studied two-dimensional steady incompressible flow over a backward-facing step using a very efficient finite difference method and presented the results both in graphical and tabular forms. Xiong and Zhang [49] developed a two-dimensional lattice Boltzmann model for uniform channel flow. Zhou et al. [50] studied the lattice Boltzmann method (LBM) for open channel flow. They discussed the power, potential, applicability, and accuracy of the LBM in many open-channel flow simulations. Wu and Shao [51] investigated numerical simulation of steady two-dimensional incompressible lid-driven cavity flows ($Re = 100–500$) using a multi-relaxation-time (MRT) model in the parallel lattice Boltzmann Bhatnager–Gross–Krook method (LBGK). Recently, Aditya and Kenneth [52] investigated the backward-facing step flow using a numerical procedure that involves the coupling of the LBM and the vorticity-stream function method (VSM). They found that the coupled LBM-VSM solver is superior to a single solver for the 2D incompressible BFS flow for $Re = 150,500$ while maintaining the same accuracy. The literature that mentioned and not mentioned here regarding the BFS flow mainly focused on the Newtonian fluid, and an extensive literature review can be found in Chen et al. [45]. Furthermore, Ameur and Menni [53] recently investigated a three-dimensional BFS flow for the case of shear-thinning fluids (carboxymethylcellulose) where the power-law index $n = 0.83$ and the Reynolds number has been varied within the range of $100 \leq Re \leq 12,000$. However, to the best of the author’s knowledge, no study has considered a comprehensive investigation of the non-Newtonian power-law fluids in a backward-facing step flow with the lattice Boltzmann simulation approach.

Recently, several studies based on the finite difference and finite volume methods for the Naiver–Stokes and lattice Boltzmann method with non-Newtonian fluids have been done by the different authors. Shupti et al. [54] investigated the pulsatile non-Newtonian fluid flows in a model aneurysm with an oscillating wall. A lattice Boltzmann simulation of non-Newtonian power-law fluid flows in a bifurcated channel with low Reynolds number has been studied by Siddikk et al. [55]. Thohura et al. [56–58] have investigated the fluid flows’ numerical simulation of
convective heat transfer for the non-Newtonian fluids based the Naiver-Stokes that are solved by the finite volume method.

On top of the above literature review, the present study has been structured as follows: A modified power-law viscosity (MPL) model is proposed for the lattice Boltzmann method. In this approach, the Reynolds number \((Re)\) has been found to be free from the power-law index \((n)\). For the lattice Boltzmann method, a new parameter associated with the time unit is introduced into the power-law model that governs the non-Newtonian fluid flows. Moreover, in the modified power-law model, there is no singularity for which the infinitely large viscosity can generate in the simulation while the fluid shear rate approaches zero. The MPL model was validated for the well-known benchmark problems and then applied for fluid flows through a backward-facing step. The present simulations have been done using the state-of-the-art GPU parallel computing using the CUDA C platform.

2. Governing Equations on the Macro Scale

The two-dimensional (2D) Navier–Stokes equations for non-Newtonian fluid flow can be written as the following dimensional form:

\[
\begin{align*}
\nabla \cdot \vec{u} &= 0 \\
\frac{\partial (\rho \vec{u})}{\partial t} + (\rho \vec{u} \cdot \nabla) \vec{u} &= -\nabla P + \nabla \cdot \vec{\tau}
\end{align*}
\]

where \(\vec{u} = (u, v)\), \(P\) and \(\rho\) denote the velocity, pressure, and the density of the fluid in dimensional form, respectively. The dimensional form of the shear stress for generalized Newtonian fluids is denoted by \(\vec{\tau}\) which is defined as

\[
\vec{\tau} = \mu \left( |\gamma| \right) \gamma
\]

where \(\mu \left( |\gamma| \right)\) is the apparent or effective dynamic viscosity for non-Newtonian fluids, and \(\gamma \overset{\text{def}}{=} \frac{1}{2} \left( \nabla \vec{u} + (\nabla \vec{u})^T \right)\) is called the second invariant of the rate-of-strain tensor. For two-dimensional flow, the explicit form of \(|\gamma|\) in terms of the Frobenius inner product is given by,

\[
|\gamma| = \sqrt{2 \left( \gamma, \gamma \right)} = \sqrt{2 \left( \frac{\partial u}{\partial x} \right)^2 + 2 \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)^2}
\]

where \((x, y)\) are the dimensional coordinates and \((u, v)\) are the velocity components along \((x, y)\). The corresponding lattice Boltzmann model of the above equations is described in the following section.

3. Formulation of the Problem in LBM

In the present numerical simulation, we consider two-dimensional (2D) incompressible pseudo-plastic fluid flows using the modified power-law model via MRT lattice Boltzmann method as the following.

*Multiple-Relaxation-Time Lattice Boltzmann Method*

The multiple-relaxation-time lattice Boltzmann equation for fluid flow the collision operation can be generalized as

\[
f_i (x + \xi \Delta t, t + \Delta t) - f_i (x, t) = -\Omega \left[ f_i (x, t) - f_i^{eq} (x, t) \right]
\]

where \(\Omega\) is the collision matrix. To calculate the equilibrium distribution functions \(f_i^{eq} (\tilde{x}, t)\), the general expressions has been considered as \([30]\)

\[
f_i^{eq} = w_{ir} \left[ 1 + \frac{3(\xi \cdot \vec{u})}{c^2} + \frac{9(\xi \cdot \vec{u})^2}{2c^4} - \frac{3(\vec{u} \cdot \vec{u})}{2c^2} \right]
\]
where \( \vec{u} = (u, v) \), \( \vec{x} = (x, y) \) and \( c = \frac{\lambda}{\tau} = 1 \) is the lattice speed for the uniform lattice space for the present simulation. Here it is noted that in MRT, the value of \( c \) can be other than unity for non-uniform lattice space [59].

The weighted factors \( w_i \) for D2Q9 are \( w_0 = \frac{4}{5}, w_{1-4} = \frac{4}{9}, \) and \( w_{5-8} = \frac{1}{36} \). For the D2Q9 model, the discrete velocities \( \vec{c}_i \) have separate values and are defined by:

\[
\vec{c}_i = \begin{cases} 
(0, 0) & \text{for } i = 0 \\
\cos \left[ \left( i - 1 \right) \frac{\pi}{4} \right], \sin \left[ \left( i - 1 \right) \frac{\pi}{4} \right] & \text{for } i = 1-4 \\
\sqrt{2} \left( \cos \left[ \left( i - 1 \right) \frac{\pi}{4} \right] \cos \left[ \left( i - 5 \right) \frac{\pi}{4} \right] \right) & \text{for } i = 5-8
\end{cases}
\]

It is convenient to perform the collision process in the momentum space instead of velocity space. Thus, Equation (5) can be transformed as

\[
f(\vec{x} + \vec{c}_i \Delta t, t + \Delta t) - f(\vec{x}, t) = -\mathbf{M}^{-1} \mathbf{S} \left[ \mathbf{m}(\vec{x}, t) - \mathbf{m}^{eq}(\vec{x}, t) \right]
\]

where \( \mathbf{f} = (f_0, f_1, f_2, ..., f_n)^T \) and \( \mathbf{m} \) and \( \mathbf{m}^{eq} \) are vectors of moments, \( \mathbf{m} = (m_0, m_1, m_2, ..., m_n)^T \) and \( \mathbf{m}^{eq} = (m_0^{eq}, m_1^{eq}, m_2^{eq}, ..., m_n^{eq})^T \).

The mapping between velocity and moment spaces can be transformed by linear transformation \( \mathbf{m} = \mathbf{M} \mathbf{f} \) and \( \mathbf{f} = \mathbf{M}^{-1} \mathbf{m} \). The \( 9 \times 9 \) transformation matrix \( \mathbf{M} \) for D2Q9 used in this study was shown in Molla et al. [36] and is not repeated here.

The collision matrix \( \mathbf{S} \) in a moment space is a diagonal matrix. The nine eigenvalues of \( \mathbf{S} \) are all between 0 and 2 to maintain linear stability and the separation of scales, which means that the relaxation times of non-conserved quantities are much faster than the hydrodynamic time scales. The LBGK model is the particular case in which the nine relaxation times are all equal, and the collision matrix \( \mathbf{S} = \frac{1}{2} \mathbf{I} \), where \( \mathbf{I} \) is the identity matrix. The diagonal collision matrix \( \mathbf{S} \) can be written as

\[
\mathbf{S} = \text{diag} \left[ s_0, s_1, s_2, s_3, s_4, s_5, s_6, s_7, s_8 \right]
\]

where \( s_0 = s_3 = s_5 = 1.0, s_1 = s_2 = 1.4, s_4 = s_6 = 1.2, \) and \( s_7 = s_8 = \frac{1}{\tau(\vec{c}_i)} \). Here, \( \tau(\vec{c}_i, t) = 3\nu(\vec{c}_i, t) + 1/2 \) is the relaxation time, \( f_i(\vec{x}, t) \) is the density distribution function for velocity along the direction \( \vec{c}_i \) at \( (\vec{x}, t) \), and \( \nu(\vec{x}, t) \) is the kinematic viscosity. Here it should be mentioned that the viscosity dependent relaxation time influences the collision matrix (9).

The equilibrium vectors of the moment \( \mathbf{m}^{eq} \) are

\[
\mathbf{m}_0^{eq} = \rho \\
\mathbf{m}_1^{eq} = -2\rho + 3 \left( j_x^2 + j_y^2 \right) \\
\mathbf{m}_2^{eq} = \rho - 3 \left( j_x^2 + j_y^2 \right) \\
\mathbf{m}_3^{eq} = j_x \\
\mathbf{m}_4^{eq} = -j_x \\
\mathbf{m}_5^{eq} = j_y \\
\mathbf{m}_6^{eq} = -j_y \\
\mathbf{m}_7^{eq} = \left( j_x^2 - j_y^2 \right) \\
\mathbf{m}_8^{eq} = j_x j_y
\]

where \( j_x = \rho u \) and \( j_y = \rho v \). Here \( \rho \) is macroscopic fluid density. The macroscopic fluid density \( \rho \) and velocity \( \vec{u} \) are obtained from the moments of the distribution function as follows:

\[
\rho = \sum_{i=0}^{8} f_i
\]
\[ \eta = \frac{1}{\rho} \sum_{i=0}^{8} f_i \tilde{e}_i \]  

(12)

4. Non-Newtonian Viscosity Model for the Lattice Boltzmann Method

For the non-Newtonian fluids the viscosity \( \nu = v(|\gamma|) \) depends on the shear rate or strain rate tensor which can be expressed in a tensor notation by \( \gamma_{\alpha\beta} = \frac{1}{2} \left( \frac{\partial u_\alpha}{\partial x_\beta} + \frac{\partial u_\beta}{\partial x_\alpha} \right) \). For the BGK model, shear rate or strain rate tensor \( \gamma_{\alpha\beta} \) can be obtained locally at each node by \[ \gamma_{\alpha\beta} = -\frac{3}{2 \rho c^2 \tau_{BGK}} \sum_{i=0}^{8} e_{ia} e_{\beta i} \left( f_i - f_i^{eq} \right) \]  

(13)

Similarly, for the MRT model shear rate or strain rate tensor \( \gamma_{\alpha\beta} \) can be calculated locally by \[ \gamma_{\alpha\beta} = -\frac{3}{2 \rho c^2} \sum_{i=0}^{8} e_{ia} e_{\beta i} \sum_{j=0}^{8} \left( M^{-1} S M \right)_{ij} \left( f_j - f_j^{eq} \right) \]  

(14)

where \( f_i^{eq} \) is calculated from the Equation (6).

4.1. Power-Law Viscosity Model (PL)

The non-Newtonian viscosity characterized by the power-law (PL) model is given by

\[ v(\bar{x}, t)_{PL} = v_0 |\gamma|^{n-1} \]  

(15)

where \( n \) is the power-law index, and \( v_0 \) is the Newtonian viscosity. The power-law model describes that the working fluid behaves like Newtonian for \( n = 1 \) and that behave like non-Newtonian for \( n \neq 1 \). Therefore, the Newtonian and non-Newtonian behavior of nanofluid can be characterized by looking into the value of the power-law index \( n \). Thus the shear-thinning (pseudo-plastic) and the shear-thickening (dilatant) fluids can be characterized by \( n < 1.0 \) and \( n > 1.0 \), respectively. In the present study, the Reynolds number \( \text{Re}_{PL} \) \( \overset{\text{def}}{=} U L^{2-n} H^n / v_0 \) depends on the power-law index \( n \), here \( U \) is the bulk velocity and \( H \) is the height of the cavity or width of the channel.

4.2. Modified Power-Law Viscosity Model (MPL)

In the present study, we introduce the modified power-law model to characterize the non-Newtonian viscosity for the internal flow. The proposed model is similar to the model for external boundary layer flows introduced by Molla and Yao [60] by,

\[ v(\bar{x}, t)_{MPL} = \begin{cases} 
  v_0, & (\lambda |\gamma|) < \gamma_1 \\
  v_0 \left( \lambda |\gamma| \right)^{n-1} / \gamma_1, & \gamma_1 \leq (\lambda |\gamma|) \leq \gamma_2 \,, \\
  v_0 \left( \gamma_2 \right)^{n-1}, & (\lambda |\gamma|) > \gamma_2 
\end{cases} \]  

(16)

where \( \gamma_1 = 10^{-6} \) and \( \gamma_2 = 10^2 \) are the lower and upper thresholds for the shear-rate respectively. It should be mentioned that the present MPL model is proposed according to the experiment results reported by Boger [43]. Therefore, if the shear rate is less than the lower threshold \( \gamma_1 \) and greater than the upper threshold \( \gamma_2 \), then the viscosity is considered to behave like Newtonian fluids. For the MPL model, the Reynolds number is independent of the power-law index \( n \) and is defined by \( \text{Re}_{MPL} \overset{\text{def}}{=} \text{Re} = U H / v_0 \). In Equation (16), \( \lambda = H / U \) is the new parameter with time unit that governs the non-Newtonian fluid flows. The lattice unit of this new shear-rate parameter is \( ts \). For the present simulation, \( U = 0.1 \) lattice unit (lu) and \( H = N \) lattice numbers in \( - \) direction were considered. Here the viscosity dependent relaxation-time is defined as \( \tau(\bar{x}, t) \overset{\text{def}}{=} 3v(\bar{x}, t) + 1/2 \). In the present
MPL viscosity model, there exists no singularity for very small shear rate that causes infinite viscosity, which would lead to infinite relaxation-time (i.e., $\tau \to \infty$). It is also assumed that the viscosity does not vanish (i.e., $\nu(x, t) \to 0$) for the very large shear rate, and hence there is no chance of becoming unstable in the present LBM simulation for $\tau \to 1/2$.

The new parameter $\lambda$ is identified due to the effect of length scale during the non-dimensional procedure, and the derivation of this $\lambda$ is given in the Appendix A. Traditionally, the researcher included this length scale effect with the Reynolds number $Re = \frac{UH}{\nu_0}$. However, only for the non-Newtonian power-law fluids, the definition of the generalized Reynolds number is recalculated as $Re_{PL} = \frac{U^2 - nH^n}{\nu_0}$, where $n$ is the power-law index. In LBM, for calculating the relaxation time $\tau$, anyone has to calculate the constant reference kinetic viscosity $\nu_0$ from the definition of the Reynolds number. If we use the new definition $Re_{PL}$, the reference kinematic viscosity $\nu_0$ varies for the different power-law index for a fixed $Re$; consequently, we have to normalize the stream function $\psi$ by the different reference kinematic viscosity $\nu_0$ for the different power-law index $n$. The benefits are simple: (i) to generalize the power-law viscosity model instead of generalizing the Reynolds number; (ii) to remove the singularity that arises during the numerical simulation; (iii) to get a constant reference kinematic viscosity $\nu_0$ for a fixed $Re$; (iv) it is easy to implement for the mixed convection flow without considering the generalized Grashof number, $Gr$.

5. Boundary Conditions for the Flow in a Backward-Facing Step

The no-slip boundary conditions are applied on the and bottom walls, including the step walls, as follows:

- On the left of the step: $f_1 = f_3$, $f_5 = f_7$, and $f_8 = f_6$
- On the right of the step: $f_1 = f_3$, $f_5 = f_7$, and $f_8 = f_6$
- At the top of the step: $f_2 = f_4$, $f_5 = f_7$, and $f_6 = f_8$

At the inlet of the backward-facing step the Zou and He [61] boundary conditions have been used as:

\[
\rho_W = \frac{(f_0 + f_2 + f_4 + 2(f_3 + f_6 + f_7))}{(1 - U(y))},
\]

\[
f_1 = f_3 - \frac{2}{3}\rho_W U(y),
\]

\[
f_5 = f_7 - \frac{1}{6}\rho_W U(y),
\]

\[
f_8 = f_6 - \frac{1}{6}\rho_W U(y)
\]

where $U(y)$ is the parabolic velocity profile calculated from the relation $U(y) = 24U \left[ \frac{3}{2}(y/H) - (y/H)^2 - \frac{1}{2} \right]$. Here $U$ is the bulk velocity based on the Reynolds number $Re \overset{\text{def}}{=} \frac{UH}{\nu_0}$. At the outlet the zero gradient boundary conditions are used:

\[
f_{3,N} = f_{3,N-1},
\]

\[
f_{7,N} = f_{7,N-1},
\]

\[
f_{6,N} = f_{6,N-1}
\]

6. GPU Implementation for Lattice Boltzmann Method

Graphics processor units (GPUs) can accelerate scientific computations through parallel execution of the many-core computing architecture. Since LBM requires processing a huge amount of data to simulate real-world fluid flow scenarios, the LBM program needs to be parallel to achieve maximum throughput. Despite having less latency than central processing units (CPUs), GPUs have more
throughput than CPUs. Thus they are the most promising hardware with which to simulate LBM programs. Different programming environments, including CUDA, OpenCL, OpenACC, etc., are the programming platforms for compiling GPUs’ parallel programs. The CUDA for NVIDIA’s GPUs, introduced by NVIDIA in 2007, is the most widely used GPU computing platform for implementing a wide range of scientific computations. The NVIDIA GPU has a significant amount of global dynamic random access memory (DRAM) and consists of various streaming multiprocessors (SM). These SMs are individual processors with arithmetic computation capability like CPU cores. CUDA environment uses these SMs through a hardware paradigm: thread, block, and grid. Each of these three units is the schematic assumption of the CUDA programming environment to perform parallel code execution. This hardware architecture is well suited to perform multiple data processing with a single instruction. Each of these SM has a set of scalar processors (SP) with individual memory in a corresponding register, referred to as thread’s local memory. Besides, each block of threads has a shared memory unit that can be accessed from any SP within a block. The CUDA programming platform enables the concurrent execution of multiple data in NVIDIA GPUs, while each thread performs individual tasks at a single time-step. In GPU hardware, the computational performance depends mainly on the system’s maximum throughput and memory bandwidth. Maximum throughput is the compatibility to perform a task in a single time step, while memory bandwidth is the data transfer rate between the CPU and GPU hardware.

CUDA Programming Interface

CUDA is the computing model for performing computational programs in NVIDIA GPUs. CUDA utilizes all GPU’s advantages by maintaining the hierarchy of threads and memories within the GPU. The programming model operates any computational program using the single instruction multiple thread (SIMT) principle. SIMT paradigm is based on the parallel execution of multiple threads using a reserve function kernel, which is performed by the streaming multiprocessors. In the kernel function’s run-time, N different kernels are executed in parallel in N different grids. Each individual thread can be identified using reserved threadIdx variable while each thread block can be accessed through blockIdx variable. Block size and grid size can also be determined by using block_size and grid_size variables consecutively in one, two, or three dimensions. For defining the thread ID in three-dimensional block of size \((D_i, D_j)\), the thread ID of a thread of index \((i, j)\) is \((i + jD_i)\). Additionally, threads are executed in groups of 32 threads defined as warps by [62], which are created by the thread execution unit to ensure instruction oriented data parallelism inside SM. In CUDA implementation for the GPU acceleration in CPU, the shared memory is accessible within a thread block. The special function unit in each block is the processing unit for the solution of different transcendental functions in single precision. For that reason, the CUDA programming environment implements a hybrid approach for executing serial and parallel code together by using both the parent hardware as the host system and CUDA capable hardware as the device. The environment activates the host to perform sequential programs, including parallel programs of the kernel functions and programs for visual data representations. The CUDA comprises three types of memory organization, thread’s local memory, shared memory, and global memory, managed by CUDA run-time for different types of data transfers between the host and device. The global memory is the constant and texture memory of the DRAM of the GPU hardware, which allocates all the memory allocation for the blocks within the grid and the threads for enabling data parallelism. Thread’s local memory is the sole register memory only used for instruction processing in each thread. In contrast, the shared memory is the cache memory of each block for inter-communication between threads. cudaMalloc() function is used for CUDA memory allocation of DRAM constant and texture variables defined in the host program while cudaMemcpy() performs device-to-host data transfers after executing the parallel computation in the GPU. Shared memory can be defined using _shared_ qualifier and can be used in kernel functions. Since data transaction between the host and device is time expensive, the optimal amount of global memory usage can achieve good computational performance for any parallel program in the CUDA C
programming environment. The optimized algorithm for the implementation of the lattice Boltzmann method is described as in [63]. NVIDIA’s GPU Tesla k40 with 2880 CUDA cores and 12GB RAM and Geforce RTX 2080 Ti with 4352 CUDA cores and 11GB RAM were used in the present research work. Table 1 shows the performance of the two NVIDIA GPUs, and it is clear that Geforce RTX 2080 Ti is more efficient than the Tesla k40 GPU. From this performance table, it can be concluded that performance depends on the higher data transfer bandwidth and the number of CUDA cores.

| Lattice Size | Average Time (s)/Step: | $t_{GPU1}$ | $t_{GPU2}$ | Speed up = $t_{GPU1} / t_{GPU2}$ |
|--------------|-------------------|---------|---------|-----------------|
| $512 \times 32$ | $1.68 \times 10^{-4}$ | $3.89 \times 10^{-5}$ | 4.3 |
| $1024 \times 64$ | $4.45 \times 10^{-4}$ | $1.37 \times 10^{-4}$ | 3.3 |
| $2048 \times 128$ | $7.93 \times 10^{-4}$ | $2.56 \times 10^{-4}$ | 3.1 |

7. Results and Discussion

In the present investigation, a new modified power-law viscosity model has been proposed for the lattice Boltzmann method and successfully applied for the 2D laminar flows in a lid-driven cavity, channel, and backward-facing step that are shown in Figure 1a–c, respectively. Here $x$ and $y$ indicate the horizontal and the vertical directions, respectively. Firstly, the MRT-LBM CUDA C code and the proposed modified power-law viscosity model were validated with the benchmark results of the non-Newtonian flow in a lid-driven cavity and with the analytical solution of the channel flow for the different power-law index values, $n = 0.5, 0.8, 1.0, 1.2, 1.5$. Finally, the investigation for the power-law fluid in a backward-facing step for the different Reynolds numbers $Re = 100, 200, 300$, and 400 was done. For the MRT-LBM, the GPU computing details and the performance over the central process unit (CPU) are described in the previous investigation by Molla et al. [36].
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7.1. Grid Sensitivity Test and Code Validation with Lid-Driven Cavity Flow

A square lid-driven cavity flow was considered to test the MPL model using the SRT lattice Boltzmann (LB) simulation for $Re = UH/v_0 = 100$ and 500 where $U = 0.1$ and $H$ indicate the maximum lid velocity and the height of the cavity, respectively. At the top wall of the cavity, a moving boundary condition was applied as $f_x (\tilde{x}_b, t + \Delta t) = f_x^0 (\tilde{x}_b) - 6\alpha \bar{v}_x U \cdot \vec{e}_y$, where $\tilde{a} = -a$ and for the rest of the walls, a well known bounce-back condition was applied (for no slip walls). Before going to the code validation, firstly a grid-sensitivity test (GST) has been done in terms of the horizontal $u$ velocity components for the maximum Reynolds number $Re = 500$, with three different grid orientations; case 1: $256 \times 256 \sim (x \times y)$, case 2: $512 \times 512$, and Case 3: $1024 \times 1024$. The GIT results are illustrated in Figure 2a–c for the power-law indexes $n = 0.5$, 1, and 1.5, respectively. From these figures, it is clearly evident that the flow is grid independent. For $Re = 100$, a lattice size of $512 \times 512$ is considered in the present simulation and the obtained numerical results are depicted in Figure 3 for $n = 0.5, 1.0$, and 1.5.
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**Figure 2.** Grid sensitivity test interms of the horizontal velocity profiles, $u/U$, for the lid driven cavity (a) $n = 0.5$, (b) $n = 1.0$ and (c) $n = 1.5$ at $x/H = 0.5 Re = 500$.
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**Figure 3.** Velocity profiles for the lid driven cavity (a) $u/U$ at $x/H = 0.5$ and (b) $v/U$ at $y/H = 0.5$ while $Re = 100$.

In Figure 3a,b, the results obtained from the modified power-law (MPL) are compared with the available results of from the traditional power-law (PL) model for $Re_{PL} = 100$ by Chai et al. [29], Neoftou [3], Bell and Surana [2], and Ghia et al. [64]. Results show an excellent agreement with the available results published before. In Figure 4a,b another comparison is shown in terms of the velocity distribution for $Re = 500$ with the Newtonian and non-Newtonian fluids. For $Re = 500$, a lattice size of $1024 \times 1024 \sim (x \times y)$ has been used for the simulation and the results exhibit very good agreement with the results of Neoftou [3].
Figures 4. Velocity profiles for the lid driven cavity (a) \( u/U \) at \( x/H = 0.5 \) and (b) \( v/U \) at \( y/H = 0.5 \) while \( Re = 500 \).

Figures 5a–c and 6a–c show the flow feature in terms of the streamlines for \( Re = 100 \) and 500, respectively. Figures show the results for the case of shear-thinning \( (n = 0.5) \), Newtonian \( (n = 1) \), and shear-thickening \( (n = 1.5) \) fluids. It is apparent from the results that the core of the primary vortex has appeared near the driven lid. Besides the primary vortex, a secondary and tertiary vortex has emerged in the right and left bottom corners of the cavity with increasing the values of power-law index \( n \). That happened because increasing the values of \( n \) led to increased viscosity inside the fluid, leading to the emergence of the corner vortex. It is also apparent that for larger \( Re \), the size of the corner vortex increases.

In Figure 6, there is a quantitative comparison in terms of the streamlines for the different power-law indexes, which means direct comparison with the published results by our numerical data. Qualitative comparison implies a comparison of two figures keeping side-by-side, and by inspection; it can be decided whether they look similar or not. A qualitative comparison of the streamlines with the results of Li et al. [32] for the lid-driven cavity flow was done while \( Re = 500 \), and it shows that the agreement is good indeed. To support this qualitative comparison, again, a quantitative comparison is made by calculating the center of the primary vortex shown in the Table 2 and found excellent agreement with the available published results in the literature.

Figure 5. Streamlines for the lid driven cavity flow: (a) \( n = 0.5 \), (b) \( n = 1.0 \) (Newtonian), and (c) \( n = 1.5 \) while \( Re = 100 \).
Figure 6. Qualitative comparison of the streamlines with the results of Li et al. [32] for the lid driven cavity flow: (a) $n = 0.5$ (shear-thinning), (b) $n = 1.0$ (Newtonian), and (c) $n = 1.5$ (shear-thickening) while $Re = 500$.

Table 2. Comparison of the center of the primary vortex for the different power-law indexes $n$ while $Re = 500$.

| Center of Primary Vortex | $n = 0.5$ | $n = 1.0$ | $n = 1.5$ |
|--------------------------|----------|----------|----------|
| $x_c$                    | Neoftou [3] | 0.5731   | 0.5494   | 0.5495   |
|                          | Li et al. [32] | 0.5793   | 0.5467   | 0.5495   |
|                          | Present   | 0.5762   | 0.5449   | 0.5469   |
| $y_c$                    | Neoftou [3] | 0.5490   | 0.5935   | 0.6380   |
|                          | Li et al. [32] | 0.5497   | 0.5947   | 0.6378   |
|                          | Present   | 0.5449   | 0.5938   | 0.6367   |

7.2. Validation with Channel Flow

Here, we consider a simple 2D channel whose width is $H$, and the length is $16H$. In this case, a lattice size of $1024 \times 64 \sim (x \times y)$ is considered for the simulation study. At the top and bottom walls, the bounce-back condition is used, and at the left wall, an inflow boundary condition is applied with uniform velocity $U$. At the outlet (right wall), a zero gradient condition is employed. The available analytical solution for the power-law fluid regarding channel flow is given by

$$u(y) = U \left( \frac{2n + 1}{n + 1} \right) \left( 1 - \left| 1 - \frac{2y}{H} \right|^{(n+1)/n} \right), \text{ for } 0 \leq y \leq H,$$

(24)

where $U$ is the average velocity, the numerical result in terms of the stream-wise velocity $u/U$ obtained from LBM is compared with the analytical results obtained by Equation (24) for the power-law non-Newtonian fluids. Figure 7a–e show the axial velocity $u/U$ distributions for the different power-law index such as $n = 0.5, 0.8, 1.0, 1.2$ and $1.5$ respectively, while $Re = UH/\nu_0 = 100$. 
The comparison in the figure shows that the numerical results establish an excellent agreement with the analytical results.
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**Figure 7.** Velocity profile $u/U$ for the channel flow at (a) $n = 0.5$, (b) $n = 0.8$, (c) $n = 1.0$, (d) $n = 1.2$, and (e) $n = 1.5$.

### 7.3. Flow in a Backward-Facing Step

There are no results available for the non-Newtonian power-law fluids in a backward-facing step while $100 \leq Re \leq 400$, so it is not possible to show a direct comparison for the code validation. Instead of the backward-facing step, for the power-law fluids, $(n = 0.6, 1.0, 1.5)$, a qualitative comparison is shown in terms of the streamlines with the results of power-law non-Newtonian fluids flow in a sudden expansion channel obtained by Ilio et al. [65] and depicted in Figure 8. Here the boundary conditions, the aspect ratio of the inlet and channel height $(H/d = 3.0$, where $H$ is the channel height and $d$ is the length of the inlet), and the length of the upstream and downstream regions are kept as same as Ilio et al. [65]. Based on Ilio et al. [65] study, the lattice size $1120 \times 96$ is chosen for this comparison. From these figures, it can be concluded that the comparison showed a good agreement.

Newtonian flow’s well-known benchmark problem through a backward-facing step has been considered for the non-Newtonian power-law fluids. In this study, the ratio between the channel height $(H)$ and facing step height $(h)$ is chosen by $H/h = 2.0$. The facing step’s length is $8h$, and the length of the downstream region is $24h$. At the inlet of the backward facing-step, the parabolic velocity profile $U(y)$ is used as inflow condition. Before going to the final simulation a grid-sensitivity test (GST) has been done using the three different lattice sizes $(x \times y)$: case1 $512 \times 32$, case2 $1024 \times 64$ and case3 $2048 \times 128$ for the maximum $Re = 400$ while shear-thinning $(n = 0.5)$, Newtonian $(n = 1.0)$ and shear-thickening $(n = 1.5)$. For the shear-thinning fluid $(n = 0.5)$, the flow is transitional, and it is not possible to get the instantaneous steady-state results. For this shear-thinning case, the time-mean results are calculated and eventually found steady-state results. Five million iterations have been taken for the shear-thinning fluid $(n = 0.5)$ flow simulations, and the last one million data samples are considered for calculating the time-mean results. From this GST, the numerical results are presented in terms of the primary recirculation zone $(X_s)$ immediately after the step, and they are shown in Table 3. The lattice size for this simulation is considered by $2048 \times 128 \sim (x \times y)$. The simulations have been done for different Reynolds number, $Re = 100, 200, 300$, and 400 and for different power-law index such as $n = 0.5, 0.8$ (shear-thinning fluids), 1.0 (Newtonian fluids), 1.2 and 1.5 (shear-thickening fluids).
Figure 8. Streamlines for the power-law non-Newtonian fluids flow in a sudden expansion channel with aspect ratio ($H/d = 3.0$): (i) BGK-LBM results of Ilio et al. [65] and (ii) present MRT-LBM for (a) $n = 0.6$, (b) $n = 1.0$ and (c) $n = 1.4$.

Table 3. Grid sensitivity test for the flow in a backward-facing step in terms of the length of reattachment point $x_r/h$ of the primary recirculation zone at the bottom wall for the different power-law index $n$ while $Re = 400$.

| Grid Size   | $n = 0.5$       | $n = 1.0$       | $n = 1.5$       |
|-------------|-----------------|-----------------|-----------------|
| 512 $\times$ 32 | 11.774 (time-mean) | 8.182           | 5.181           |
| 1024 $\times$ 64 | 9.601 (time-mean) | 8.219           | 5.667           |
| 2048 $\times$ 128 | 10.258 (time-mean) | 8.231           | 5.412           |

In backward-facing step flow, the flow separations and flow-reattachment are common phenomena to investigate. The reattachment point $x_r/h$ in the recirculation zones after the facing step appear for each power-law fluids $n$ that are shown in Table 4. In the case of Newtonian fluid ($n = 1$), a comparison is made with the results of Erturk [48] (see in parenthesis) and found a good agreement. It should be mentioned that similar boundary conditions of Erturk [48] have been used in the present simulation. For shear-thinning fluids, the length of the recirculation zone increases for decreasing the values of $n$. On the other hand, the recirculation zone’s length decreases for increasing $n$ in shear-thickening fluids. It is obvious because in shear-thinning fluids, decreasing the power-law index ($n$) leads to reduce fluid viscosity and accelerates the fluid velocity. As a result, the recirculation zone is getting larger after the backward-facing step. The opposite phenomenon is observed for shear-thickening fluid while increasing the value of $n$. The depiction of the steady-state recirculation zones for $Re = 100$ (left) and 200 (right) with different power-law index such as $n = 0.5, 0.8, 1.0, 1.2$, and 1.5 are shown in the Figure 9. These results showed a good agreement with the length of the
reconciliation zone. The effect of power-law index ($n$) on the flow of backward-facing step for $Re = 300$ and 400 is shown in Figures 10 and 11. Here the flow becomes laminar-to-transition in shear-thinning fluids, and the large vortex splits into several vortices for both the values of $Re = 300$ and 400. For these Reynolds number and shear-thinning cases, it becomes difficult to measure the steady-state recirculation zone. For the Newtonian fluid, the length of the primary recirculation zone’s reattachment point expands with increasing the value of $Re$; however, several recirculation zones are observed in the shear-thinning fluid in the flow domain.

Table 4. Length of reattachment point $x_r/h$ of the primary recirculation zone at the bottom wall for the different power-law indexes $n$ and for different Reynolds numbers $Re$.

| $Re$ | $n = 0.5$ | $n = 0.8$ | $n = 1.0$ (Erturk [48]) | $n = 1.2$ | $n = 1.5$ |
|------|-----------|-----------|-------------------------|-----------|-----------|
| 100  | 4.501     | 3.512     | 2.984 (2.922)           | 2.539     | 1.943     |
| 200  | 8.171     | 6.032     | 5.032 (4.921)           | 4.213     | 3.229     |
| 300  | –         | 7.332     | 6.951 (6.751)           | 5.853     | 4.830     |
| 400  | –         | –         | 8.231 (8.237)           | 6.974     | 5.412     |

Figure 9. Streamlines for different power-law indexes: (a) $n = 0.5$, (b) $n = 0.8$, (c) $n = 1.0$, (d) $n = 1.2$, (e) $n = 1.5$ while $Re = 100$ (left) and (f) $n = 0.5$, (g) $n = 0.8$, (h) $n = 1.0$, (i) $n = 1.2$, (j) $n = 1.5$ while $Re = 200$ (right).
Figure 10. Streamlines for different power-law indexes: (a) $n = 1.5$, (b) $n = 1.2$, (c) $n = 1.0$, (d) $n = 0.8$, (e) $n = 0.5$ while $Re = 300$.

Figure 11. Streamlines for different power-law indexes: (a) $n = 1.5$, (b) $n = 1.2$, (c) $n = 1.0$, (d) $n = 0.8$, (e) $n = 0.5$ while $Re = 400$.

Figures 12 and 13 illustrate the axial velocity profiles $u/U$ at the different location of $x/h$ for $n = 0.5, 1.0$ and $1.5$ while $Re = 100$ and $200$, respectively. For both the Reynolds numbers, the velocity profile’s variation is prominent for the shear-thinning fluids due to the large recirculation zones. The velocity gets a negative magnitude near the lower wall within the recirculation zones, as one can observe in different frames corresponding to the channel’s different positions. The negative
velocity intensity is higher in the shear-thinning fluids \((n = 0.5)\) and lower for the shear-thickening fluids \((n = 1.5)\). Near the upper wall, the velocity distribution increases for decreasing the values of the power-law index \(n\); i.e., fluid velocity becomes augmented for the shear-thinning case \(n = 0.5\). For higher Reynolds number \(Re = 200\), the shear-thinning effect on the augmentation of velocity grows up to the length of \(10^{n/2}\).
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**Figure 12.** Velocity \(u/U\) distribution at the different axial locations of the downstream region while \(Re = 100\) and \(n = (0.5, 1.0, 1.5)\).
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**Figure 13.** Velocity \(u/U\) distribution at the different axial locations of the downstream region while \(Re = 200\) and \(n = (0.5, 1.0, 1.5)\).

The effect of the power-law index \(n = (0.5, 0.8, 1.0, 1.2, \text{ and } 1.5)\) on the wall shear stress is investigated in terms of the local skin-friction coefficient \(C_f \equiv \tau_w/\frac{1}{2} \rho_0 U^2 = \frac{\partial u}{\partial y}|_{w/\sqrt{\rho_0 U^2}}^\text{w} \) as displayed in Figures 14a,b and 15a,b for different Reynolds numbers, \(Re = 100, 200, 300, \text{ and } 400\). Here \(\rho_0 = 1\) is considered for the present numerical simulation. The effect of the power-law index is visible on the wall shear stress. It is known that increasing the values of \(n\) leads to increased fluid viscosity and, consequently, enhances the wall shear stress intensity. The phenomena are quite apparent in Figure 14. Results show that increasing the power-law index leads to a decrease in the re-circulation zone where \(C_f < 0\) due to the negative velocity near the wall. Within the re-circulation zone, \(C_f\) gets stronger
in the negative direction with increasing the power-law index \( (n) \). After the flow gets reattached to the wall, \( C_f \) becomes stronger in the positive direction for shear-thickening fluids \( (n = 1.5, 1.2) \) than the Newtonian \( (n = 1.0) \) and the shear-thinning fluids \( (n = 0.8, 0.5) \). For \( Re = 200 \), the intensity of the wall shear stress increases in magnitude in the re-circulation zone, while \( C_f \) decreases in the next reattachment region for all types of fluids. Further increasing the Reynolds number to \( Re = 300 \) and \( Re = 400 \), as shown in Figure 15, the wall shear stress show periodic nature for shear-thinning fluids as there exist several re-circulation zones and reattachment region along the bottom wall for these fluids. The feature of shear-thickening fluids showing higher wall shear stress in magnitude still present for \( Re = 300 \). For \( Re = 400 \), the amplitude of the periodic nature of \( C_f \) for shear-thinning fluids gets stronger. In this case, \( C_f \) becomes higher for shear-thinning fluids than the shear-thickening fluids at some regions on the wall shear stress. We assume that at \( Re = 400 \), shear-thinning fluids do not behave like laminar rather transitional. It is found that with increasing the values of \( Re \), the shear-thickening fluids exhibit less intensity of wall shear stress, but the shear-thinning fluids tend to show the periodic nature of wall shear stress with increasing amplitude.
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Figure 14. Skin-friction coefficient, \( C_f = \frac{\tau_w}{\frac{1}{2} \rho_0 U^2} \) at the lower wall for the different values of power-law index \( n \) at (a) \( Re = 100 \) and (b) \( Re = 200 \).
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Figure 15. Skin-friction coefficient, \( C_f = \frac{\tau_w}{\frac{1}{2} \rho_0 U^2} \) at the lower wall for the different values of power-law index \( n \) at (a) \( Re = 300 \) and (b) \( Re = 400 \).

It is possible to find numerous studies in the literature considering the flow in a backward-facing step. However, still, there is a lack of tabulated data in hand. In this study, the results are presented in tabular form in order to facilitate the comparison. Tables 5 and 6 present the tabular values of \( u \)-velocity profiles for \( Re = 300 \) and \( 400 \), respectively, and for different values of power-law index \( n = 0.5, 1.0, 1.5 \) across the channel at different location \( x/h = 1, x/h = 2, x/h = 3 \) and \( x/h = 4 \).
Table 5. Tabulated $u$-velocity profiles for $Re = 300$.

| $y/h$ | $n = 0.5$ | | $n = 1.0$ | | $n = 1.5$ |
|-------|-----------|------------|-----------|------------|-----------|
|       | $x/h = 1$ | $x/h = 2$ | $x/h = 3$ | $x/h = 1$ | $x/h = 2$ | $x/h = 3$ | $x/h = 1$ | $x/h = 2$ | $x/h = 3$ | $x/h = 1$ |
| 0.0   | 0.0000    | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     |
| 0.2   | $-2.99 \times 10^{-2}$ | $-2.46 \times 10^{-2}$ | $1.55 \times 10^{-2}$ | $-0.3055$ | $-7.09 \times 10^{-2}$ | $-0.1299$ | $-0.1668$ | $-0.1786$ | $-0.1441$ | $-0.2448$ | $-0.1785$ | $8.195 \times 10^{-3}$ |
| 0.4   | $-3.7 \times 10^{-2}$ | $-2.46 \times 10^{-2}$ | $-2.90 \times 10^{-2}$ | $-0.3067$ | $-0.1003$ | $-0.1467$ | $-0.1481$ | $-0.1008$ | $-0.3870$ | $-0.1544$ | $2.3625$ | $0.2547$ |
| 0.6   | $-2.78 \times 10^{-2}$ | $-2.67 \times 10^{-2}$ | $2.03 \times 10^{-2}$ | $-9.93 \times 10^{-2}$ | $-6.35 \times 10^{-2}$ | $-3.48 \times 10^{-2}$ | $3.93 \times 10^{-2}$ | $0.1626$ | $-4.12 \times 10^{-2}$ | $0.1388$ | $0.3697$ | $0.5906$ |
| 0.8   | $2.25 \times 10^{-2}$ | $6.69 \times 10^{-2}$ | 0.1593 | $0.3514$ | $8.45 \times 10^{-2}$ | $0.2331$ | $0.3718$ | $0.3712$ | $0.5341$ | $0.7686$ | $0.9284$ |
| 1.0   | 0.3123    | 0.4578     | 0.4463 | 0.80259 | 0.4771 | 0.6674 | 0.8231 | 0.9627 | 0.7183 | 0.9881 | 1.1310 | 1.1668 |
| 1.2   | 1.10666   | 1.10396    | 1.1888 | 1.1104 | 1.1846 | 1.2351 | 1.2488 | 1.2863 | 1.3904 | 1.3391 | 1.1122 |
| 1.4   | 1.3821    | 1.3420     | 1.2854 | 1.3995 | 1.4705 | 1.4295 | 1.3542 | 1.2269 | 1.6628 | 1.4538 | 1.1298 | 0.8389 |
| 1.6   | 1.3983    | 1.3033     | 1.2564 | 1.2903 | 1.3764 | 1.2506 | 1.0873 | 0.8813 | 1.3926 | 1.0624 | 0.7338 | 0.4911 |
| 1.8   | 0.9275    | 0.8582     | 0.8651 | 0.7626 | 0.8378 | 0.6930 | 0.5435 | 0.3986 | 0.7577 | 0.5712 | 0.3165 | 0.1888 |
| 2.0   | 0.0000    | 0.0000     | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Table 6. Tabulated $u$-velocity profiles for $Re = 400$.

| $y/h$ | $n = 0.5$ | | $n = 1.0$ | | $n = 1.5$ |
|-------|-----------|------------|-----------|------------|-----------|
|       | $x/h = 1$ | $x/h = 2$ | $x/h = 3$ | $x/h = 1$ | $x/h = 2$ | $x/h = 3$ | $x/h = 1$ | $x/h = 2$ | $x/h = 3$ | $x/h = 1$ |
| 0.0   | 0.0000    | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     | 0.0000     |
| 0.2   | $1.0 \times 10^{-2}$ | $-0.1114$ | $-0.4377$ | $2.24 \times 10^{-2}$ | $-5.64 \times 10^{-2}$ | $-0.1073$ | $-0.4440$ | $-0.1697$ | $-0.1066$ | $-0.2209$ | $-0.2415$ | $-0.1359$ |
| 0.4   | $-1.24 \times 10^{-2}$ | $-0.1399$ | $-0.4377$ | $-7.92 \times 10^{-2}$ | $-8.33 \times 10^{-2}$ | $-0.1334$ | $-0.1525$ | $-0.1464$ | $-0.1626$ | $-0.1908$ | $-9.24 \times 10^{-2}$ | $9.41 \times 10^{-2}$ |
| 0.6   | $-9.73 \times 10^{-3}$ | $-6.24 \times 10^{-2}$ | $-0.1411$ | $0.1766$ | $-6.33 \times 10^{-2}$ | $-5.53 \times 10^{-2}$ | $-1.74 \times 10^{-2}$ | $4.98 \times 10^{-2}$ | $-7.04 \times 10^{-2}$ | $5.22 \times 10^{-2}$ | $0.2302$ | $0.4469$ |
| 0.8   | $5.43 \times 10^{-2}$ | $0.1056$ | $0.3798$ | $0.6877$ | $5.476 \times 10^{-2}$ | $0.1586$ | $0.2653$ | $0.3859$ | $0.1778$ | $0.4156$ | $0.6304$ | $0.8303$ |
| 1.0   | 0.2437    | 0.3805     | 0.9326 | 1.0827 | 0.4214 | 1.1430 | 0.7124 | 0.8338 | 0.6241 | 0.8702 | 1.0475 | 1.1564 |
| 1.2   | 0.8616    | 0.8558     | 1.3894 | 1.2368 | 1.0801 | 1.1846 | 1.1938 | 1.2318 | 1.2100 | 1.3259 | 1.3617 | 1.2435 |
| 1.4   | 1.3162    | 1.3480     | 1.4705 | 1.0493 | 1.4635 | 1.4403 | 1.3998 | 1.3348 | 1.6266 | 1.5137 | 1.2763 | 0.9784 |
| 1.6   | 1.3205    | 1.3520     | 1.1135 | 0.5684 | 1.3900 | 1.3287 | 1.1941 | 1.0572 | 1.4076 | 1.3568 | 0.8707 | 0.5929 |
| 1.8   | 0.8676    | 0.8775     | 0.4677 | 3.71 \times 10^{-2} | 0.8634 | 0.7518 | 0.6393 | 0.5169 | 0.7973 | 0.5822 | 0.3914 | 0.2297 |
| 2.0   | 0.0000    | 0.0000     | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
8. Conclusions

In this paper, a modified power-law viscosity model for the generalized Newtonian fluid is used for the lattice Boltzmann method and validated by comparing with numerical and analytical results of well-known benchmark problems and then applied for fluid flow in a backward-facing step. In this MPL model, one distinct time unit parameter $\lambda$ for the LBM has been identified that governs the non-Newtonian fluid flows. In the traditional power-law model for a very low shear rate, the effective viscosity is very large or infinity. For the substantial shear rate, the viscosity is very low or vanishes in shear-thinning fluids, causing the unstable LBM simulation. For the shear-thickening fluids, the opposite phenomena appear. This MPL model removes the deficiencies of the traditional PL model. Hence, there are no singularities in MPL and there is no chance to be a viscosity-less fluid (solid) in the simulation.

The MRT-LBM code and the proposed modified power-law viscosity model have been validated with the benchmark results for the different power-law index, $n$. Finally, the investigation has been done for the power-law fluid flows in a backward-facing step for the different Reynolds number. The length of the re-attachment point decreases for increasing the power-law index from the shear-thinning ($n < 1$) to shear-thickening fluids ($n > 1$) fluids. In the shear-thinning case $n \leq 0.5$, the flow is transitional while $Re \geq 300$, and the large vortex breaks down into small eddies. The flow is always laminar for the shear-thickening fluids due to the higher viscosity of the fluid. On the other hand, for increasing the Reynolds number, $Re$, the re-attachment point’s length increases while the flow is laminar. The numerical results of the flow in backward-facing step for the power-law fluids may be used as benchmark results for low Reynolds numbers. In the near future, the investigation would be done for $Re > 400$.
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Appendix A

Here the derivation of $\lambda$ for the modified power-law is given as follows:

$$Re = \frac{U^2 n H^n}{v_0} \Rightarrow (v_0)_{PL} = \frac{U H \gamma^{n-1}}{Re \gamma^{n-1}}$$  \hspace{1cm} (A1)

$$\Rightarrow v(\vec{x}, t)_{MPL} = (v_0)_{PL} |\gamma|^{n-1}$$

$$\Rightarrow v(\vec{x}, t)_{MPL} = \frac{U H \gamma^{n-1}}{Re \gamma^{n-1}} |\gamma|^{n-1}$$

$$\Rightarrow v(\vec{x}, t)_{MPL} = (v_0)_{MPL} \left(\frac{H}{U} |\gamma|\right)^{n-1}$$

$$\Rightarrow v(\vec{x}, t)_{MPL} = (v_0)_{MPL} (\lambda |\gamma|)^{n-1}$$  \hspace{1cm} (A2)
where \((\nu_0)_{MPL} = \frac{UH}{Re}\) which is free from the power-law index and gives a constant reference kinematic viscosity for a fixed \(Re\) and lattice size. Here \(\lambda = \frac{H}{U}\). For the modified power-law model the definition of \(Re = \frac{UH}{\nu_0}\) is not generalized. (‘PL= power-law’ and ‘MPL= modified power-law’).
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