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Abstract

Using an operator-theoretic framework in a Hilbert-space setting, we perform a detailed spectral analysis of the one-dimensional Laplacian in a bounded interval, subject to specific non-self-adjoint connected boundary conditions modelling a random jump from the boundary to a point inside the interval. In accordance with previous works, we find that all the eigenvalues are real. As the new results, we derive and analyse the adjoint operator, determine the geometric and algebraic multiplicities of the eigenvalues, write down formulae for the eigenfunctions together with the generalised eigenfunctions and study their basis properties. It turns out that the latter heavily depend on whether the distance of the interior point to the centre of the interval divided by the length of the interval is rational or irrational. Finally, we find a closed formula for the metric operator that provides a similarity transform of the problem to a self-adjoint operator.

1 Introduction

In this paper we are interested in the non-self-adjoint eigenvalue problem

\[
\begin{aligned}
-\psi'' &= \lambda \psi & \text{in} & & (-\frac{\pi}{2}, \frac{\pi}{2}), \\
\psi(\pm \frac{\pi}{2}) &= \psi(\pm \frac{\pi}{2}a),
\end{aligned}
\]

with a real parameter $a \in (-1, 1)$. The operator $H$ associated with (1.1) is the generator of the following stochastic process:

1. Start a Brownian motion with quadratic variation equal to 2 in the interval $(-\frac{\pi}{2}, \frac{\pi}{2})$ and wait until it hits one of the boundary points $\pm \frac{\pi}{2}$.

2. At the hitting time of $\pm \frac{\pi}{2}$ the Brownian particle gets restarted in an interior point $\frac{\pi}{2}a$ and repeats the process at the previous step.

This process is sometimes described as the Brownian motion on the figure eight \[9]. The existence of such a process is in fact elementary and it can be constructed by piecing together Brownian motions in a rather direct way. The problem (1.1) can be also understood as a spectral problem for a non-self-adjoint graph with regular boundary conditions \[10].

There are several obvious generalisations of the stochastic process. Firstly, instead of restarting the process at the fixed point $\frac{\pi}{2}a$, one could restart it according to a given probability distribution $\mu$ on $(-\frac{\pi}{2}, \frac{\pi}{2})$. Secondly, one can even take two different probability distributions $\mu_-$ and $\mu_+$ on $(-\frac{\pi}{2}, \frac{\pi}{2})$ and
restart the process according to $\mu_\pm$ depending on whether the boundary point $\pm \frac{\pi}{T}$ has been hit. This
generalised process leads to the following analogue of \( (1.1) \):

\[
\begin{aligned}
- \psi'' &= \lambda \psi \quad \text{in} \quad \left( -\frac{\pi}{T}, \frac{\pi}{T} \right), \\
\psi(\pm \frac{\pi}{T}) &= \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \psi(x) \mu_\pm (dx).
\end{aligned}
\]  

(1.2)

Despite its apparent simplicity, the process leads to several interesting results. First of all, it has been shown by Leung et al. in \[17\] that, even in the most general setting described above, the spectrum of the operator $H^{\mu_-, \mu_+}$ associated with \( (1.2) \) is purely real, a property which cannot be typically expected for non-selfadjoint operators. It has also been shown in \[17\], that the spectral gap of $H^{\mu_-, \mu_+}$ is always greater than the first Dirichlet eigenvalue of the Laplacian in the interval $(-\frac{\pi}{T}, \frac{\pi}{T})$. Furthermore, it has been shown analytically in \[12\] and probabilistically in \[12\] that in the case of $\mu_+ = \mu_-$ the spectral gap of the spectrum of the generator $H^{\mu_-, \mu_+}$ always coincides with the second Dirichlet eigenvalue of the Laplacian in the interval $(-\frac{\pi}{T}, \frac{\pi}{T})$, independently of the specific choice of $\mu_+ = \mu_-$. This is fair to say that this family of non-selfadjoint differential operators exhibits rich spectral features. This is our starting point and we aim to further develop some of the spectral-theoretic properties of members of this family of non-self-adjoint differential operators.

In this paper we are concerned with the most simple case \( (1.1) \) and investigate the associated operator $H$ from a purely spectral-theoretic perspective and complement existing results which mainly focused on the determination of eigenvalues or even only on the spectral gap. We investigate the spectrum of the operator $H$ and its adjoint $H^*$, determine algebraic multiplicities of the eigenvalues and analyse the basis properties of the set of eigenfunctions. Due to the non-self-adjointness of the operator, it is not at all clear in which sense the eigenfunctions can be expected to be a basis of the associated Hilbert space. In these respects we further develop certain strands of research first developed in \[10\], whose authors calculated among other things the spectrum of the above operator in the case $a = 0$; see also \[3\] and \[14\], where the authors derive results on the spectrum of the above operator including geometric multiplicities of the eigenvalues.

The organisation of this paper is as follows. In Section 2 we properly define $H$ as a closed operator in the Hilbert space $L^2((-\frac{\pi}{T}, \frac{\pi}{T}))$ and state its basic properties. We also provide an \textit{a priori} proof of the reality of the eigenvalues of $H$, without the need to compute the eigenvalues and eigenfunctions explicitly. The latter is done only in Section 3, where we analyse algebraic degeneracies of the eigenvalues (Proposition 1). In Section 4 we find the adjoint operator $H^*$ and compute its spectrum (Proposition 2). These results enable us in Section 5 to eventually determine algebraic degeneracies of the eigenvalues of $H$ (Proposition 3). It turns out that the eigenvalue degeneracies heavily depend on Diophantine properties of the parameter $a$.

\textbf{Theorem 1.} All the eigenvalues of $H$ are algebraically simple if, and only if, $a \notin \mathbb{Q}$.

In the second part of the paper, namely in Section 7, we study basis properties of $H$. Using the explicit knowledge of the resolvent kernel of $H$ constructed in Section 4 we first show in Section 7.1 that the eigenfunctions together with the generalised eigenfunctions form a complete set in $L^2((-\frac{\pi}{T}, \frac{\pi}{T}))$. Then we study the minimal completeness and conditional-basis properties in Sections 7.2 and 7.3 respectively. These results can be summarised as follows.

\textbf{Theorem 2.}

1. If $a \notin \mathbb{Q}$, then the eigenfunctions of $H$ form a minimal complete set but not a conditional basis in $L^2((-\frac{\pi}{T}, \frac{\pi}{T}))$.

2. If $a \in \mathbb{Q}$, then the eigenfunctions of $H$ do not form a minimal complete set in $L^2((-\frac{\pi}{T}, \frac{\pi}{T}))$.

Finally, in Section 7.4 we are interested in the possibility of the quasi-self-adjointness relation

\[
H^* \Theta = \Theta H,
\]

(1.3)

where $\Theta$ is a positive operator called a \textit{metric}. The concept of quasi-self-adjoint operators goes back to a seminal paper of Dieudonné \[3\] and has been renewed recently in the context of quantum mechanics with non-self-adjoint operators; we refer to \[15\] and \[14\] Chap. 5 for more details and references.
Theorem 3. Let \( a \not\in \mathbb{Q} \). The operator \( H \) satisfies the relation \((1.3)\) with the operator \( \Theta \) explicitly given by \((1.10)\). The latter is a positive, bounded and invertible operator (the inverse is unbounded).

In view of this theorem, the reality of the spectrum of \( H \) can be understood as a consequence of a generalised similarity to a self-adjoint operator. We would like to emphasise that we have an explicit and particularly simple formula \((1.10)\) for the metric operator \( \Theta \). There are not many non-self-adjoint models in the literature for which the metric operator can be constructed in a closed form, cf. \(1.10\) and references therein.

We conclude the paper by Section 8 where we suggest some open problems.

2 An operator-theoretic setting and basic properties

We understand \((1.1)\) as a spectral problem for the operator \( H \) in \( L^2((-\frac{\pi}{2}, \frac{\pi}{2})) \) defined by

\[
H \psi := -\psi'' \quad \psi \in D(H) := \{ \psi \in H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \mid \psi(-\frac{\pi}{2}) = \psi(\frac{\pi}{2}) = 0 \} .
\]

(2.1)

Note that the boundary values are well defined due to the embedding \( H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \hookrightarrow C^1([-\frac{\pi}{2}, \frac{\pi}{2}]) \).

Let us first state some basic properties of \( H \). In the sequel, \( \| \cdot \| \) and \( \langle \cdot, \cdot \rangle \) denote respectively the norm and inner product (antilinear in the first argument) of the Hilbert space \( L^2((-\frac{\pi}{2}, \frac{\pi}{2})) \).

- \( H \) is densely defined because \( C^\infty_0((-\frac{\pi}{2}, \frac{\pi}{2}) \setminus \{ \frac{\pi}{2}a \}) \subset D(H) \) and \( C^\infty_0((-\frac{\pi}{2}, \frac{\pi}{2}) \setminus \{ \frac{\pi}{2}a \}) \) is dense in \( L^2((-\frac{\pi}{2}, \frac{\pi}{2}) \setminus \{ \frac{\pi}{2}a \}) \).
- \( H \) is closed, which can be directly shown as follows. First of all, let us notice that there exists a positive constant \( C \) such that

\[
\forall \psi \in D(H), \quad \| \psi' \|^2 \leq C(\| \psi \|^2 + \| \psi'' \|^2) .
\]

(2.2)

Indeed, integrating by parts and using the boundary conditions, we find

\[
\| \psi' \|^2 = (\psi, -\psi'') + \psi(\frac{\pi}{2}) [\psi'(-\frac{\pi}{2}) - \psi'(-\frac{\pi}{2})] \\
= (\psi, -\psi'') + \psi(\frac{\pi}{2}) (1, \psi'') \\
\leq \| \psi \| \| \psi'' \| + \| \psi(\frac{\pi}{2}) \| \sqrt{\pi} \| \psi'' \| ,
\]

where the last line is due to the Schwarz inequality. At the same time, by quantifying the embedding \( H^1((-\frac{\pi}{2}, \frac{\pi}{2})) \hookrightarrow C^0([-\frac{\pi}{2}, \frac{\pi}{2}]) \), we have

\[
|\psi(x)|^2 \leq \frac{1}{\pi} \| \psi \|^2 + 2 \| \psi \| \| \psi'' \| \leq \left( \frac{1}{\pi} + \frac{1}{\epsilon} \right) \| \psi \|^2 + \epsilon \| \psi'' \|^2
\]

(2.3)

for every \( \psi \in H^1((-\frac{\pi}{2}, \frac{\pi}{2})), x \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) and any \( \epsilon > 0 \). Putting these two inequalities together, we verify \((2.2)\).

Now, let \( \{ \psi_n \}_{n=1}^\infty \subset D(H) \) be such that \( \psi_n \to \psi \) and \( -\psi''_n \to \phi \) as \( n \to \infty \). Applying \((2.2)\) to \( \psi_n \), we see that \( \{ \psi_n \}_{n=1}^\infty \) is a bounded sequence in \( H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \) and thus weakly converging in this space. Hence, \( \psi \in H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \) and \( \phi = -\psi'' \). Applying \((2.2)\) to \( \psi_n - \psi \), we see that \( \psi_n \to \psi \) strongly in \( H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \) as \( n \to \infty \). The preservation of the boundary conditions in the limit is ensured by the embedding inequality \((2.3)\).

- The numerical range of \( H \) covers the whole complex plane, i.e.,

\[
\{ \langle \psi, H \psi \rangle \mid \psi \in D(H), \| \psi \| = 1 \} = \mathbb{C} .
\]

To see it, we employ the identity

\[
\langle \psi, H \psi \rangle = \| \psi' \|^2 - \psi(\frac{\pi}{2}) [\psi'(-\frac{\pi}{2}) - \psi'(-\frac{\pi}{2})] ,
\]

which follows by integrating by parts and using the boundary conditions. Let \( \phi \in C^\infty(\mathbb{R}) \) be an arbitrary complex-valued function such that its support is contained in \((\frac{\pi}{2}a, \frac{\pi}{2})\). We set

\[
\psi_\varepsilon(x) := \begin{cases} 
1 + \sqrt{\pi} \phi(x - \varepsilon^{-1}(\frac{\pi}{2} - x)) & \text{if } x \in [\frac{\pi}{2}b, \frac{\pi}{2}], \\
1 & \text{otherwise},
\end{cases}
\]

where \( b \) is an arbitrary positive constant. We can easily verify that \( \psi_\varepsilon \in D(H) \) and

\[
\| \psi_\varepsilon \| = \| \psi_\varepsilon'' \| \to 2 \| \phi \| \quad \text{as } \varepsilon \to 0 ,
\]

\[
\langle \psi_\varepsilon, H \psi_\varepsilon \rangle = \| \psi_\varepsilon' \|^2 - \psi_\varepsilon(\frac{\pi}{2}) [\psi_\varepsilon'(-\frac{\pi}{2}) - \psi_\varepsilon'(-\frac{\pi}{2})] \to \| \phi \|^2 ,
\]

\[
\| \psi_\varepsilon'' \|^2 \to 0 \quad \text{as } \varepsilon \to 0 .
\]
with \( b_\epsilon := 1 - \epsilon(1 - a) \) and any \( \epsilon \in (0, 1) \). Clearly, \( \psi_\epsilon \in \mathcal{D}(H) \) and a straightforward calculation yields
\[
(\psi_\epsilon, H \psi_\epsilon) = ||\phi'||^2 - \frac{\phi'(\frac{\pi}{2})}{\sqrt{\epsilon}}, \quad ||\psi_\epsilon||^2 = \pi + 2 \epsilon^{3/2} \Re \int_\mathbb{R} \phi(y) dy + \epsilon^2 \int_\mathbb{R} |\phi(y)|^2 dy \xrightarrow{\epsilon \to 0} \pi.
\]
Since \( \phi'(\frac{\pi}{2}) \) is an arbitrary complex number, the desired claim follows by sending \( \epsilon \) to zero and recalling the convexity of the numerical range.

- \( H \) has purely real eigenvalues. This striking property can be shown \textit{a priori}, without solving the eigenvalue problem explicitly, as follows. Multiplying the first equation in (1.1) by \( \psi' \), we arrive at the first integral
\[
-\psi'^2 - \lambda \psi'^2 = \text{const} \quad \text{in } (-\frac{\pi}{2}, \frac{\pi}{2}). \quad (2.4)
\]
Using the boundary conditions of (1.1), we thus deduce that the derivative of any eigenfunction \( \psi \) of \( H \) satisfies
\[
\psi'(-\frac{\pi}{2})^2 = \psi'(-\frac{\pi}{2})^2 = \psi'(\frac{\pi}{2})^2. \quad (2.5)
\]
We divide the analysis into two cases now.

1. Let \( \psi'(\frac{\pi}{2}a) = \psi'(\frac{\pi}{2}) \). Then \( \psi \) is a solution of the problem \( -\psi'' = \lambda \psi \) in \((\frac{\pi}{2}a, \frac{\pi}{2})\), subject to periodic boundary conditions \( \psi(\frac{\pi}{2}a) = \psi(\frac{\pi}{2}) \) and \( \psi'(\frac{\pi}{2}a) = \psi'(\frac{\pi}{2}) \). This is a self-adjoint problem and thus \( \lambda \in \mathbb{R} \). Actually,
\[
\lambda = \left( \frac{4m}{1-a} \right)^2, \quad m \in \mathbb{N}.
\]
The same argument applies to the situation \( \psi'(\frac{\pi}{2}a) = \psi'(\frac{\pi}{2}) \), where we find
\[
\lambda = \left( \frac{4m}{1+a} \right)^2, \quad m \in \mathbb{N}.
\]
In this paper we use the convention \( 0 \in \mathbb{N} \) and set \( \mathbb{N}^* := \mathbb{N} \setminus \{0\} \).

2. Let \( \psi'(\frac{\pi}{2}a) = -\psi'(\frac{\pi}{2}) \). If \( \psi'(\frac{\pi}{2}a) = \psi'(-\frac{\pi}{2}) \), we are in the previous case for which we already know that the eigenvalues are real. We may thus assume \( \psi'(\frac{\pi}{2}a) = -\psi'(-\frac{\pi}{2}) \) as well. But then \( \psi \) is a solution of the problem \( -\psi'' = \lambda \psi \) in the whole interval \((-\frac{\pi}{2}, \frac{\pi}{2})\), subject to periodic boundary conditions \( \psi(-\frac{\pi}{2}) = \psi(\frac{\pi}{2}) \) and \( \psi'(-\frac{\pi}{2}) = \psi'(\frac{\pi}{2}) \). This is again a self-adjoint problem and thus \( \lambda \in \mathbb{R} \). Actually,
\[
\lambda = (2m)^2, \quad m \in \mathbb{N}.
\]
The above analysis implies:
\[
\sigma_p(H) \subset \left\{ \left( \frac{4m}{1-a} \right)^2, \left( \frac{4m}{1+a} \right)^2, (2m)^2 \right\}_{m \in \mathbb{N}}.
\]
The opposite inclusion \( \supset \) will follow from an explicit solution of the spectral problem (1.1) (alternatively, we could construct admissible eigenfunctions for (1.1) from the periodic solutions discussed above, but this would be almost like solving (1.1) explicitly).

The fact that the total spectrum of \( H \) is real will follow from the reality of the eigenvalues established here, but only after we show that \( H \) has a purely discrete spectrum. To see the latter, we remark that \( \mathcal{D}(H) \) is a subset of \( H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \), which is compactly embedded in \( L^2((-\frac{\pi}{2}, \frac{\pi}{2})) \). But we still need to show that the resolvent set of \( H \) is not empty, in order to show that \( H \) is an operator with compact resolvent. To this aim, we shall determine the adjoint of \( H \). First, however, let us study the point spectrum of \( H \) in detail.
3 The point spectrum

In this section we compute the point spectrum of \( H \) by solving the eigenvalue problem (1.1) explicitly. Set \( \lambda =: k^2 \). The general solution of the differential equation in (1.1) reads (including \( \lambda = 0 \))

\[
\psi(x) = A \sin(kx) + B \cos(kx), \quad A, B \in \mathbb{C}.
\]

Subjecting this solution to the boundary conditions of (1.1), we arrive at the homogeneous system

\[
\begin{pmatrix}
\sin(k \frac{\pi}{2}) + \sin(k \frac{\pi}{2} a) & - \cos(k \frac{\pi}{2}) + \cos(k \frac{\pi}{2} a) \\
\sin(k \frac{\pi}{2}) - \sin(k \frac{\pi}{2} a) & \cos(k \frac{\pi}{2}) - \cos(k \frac{\pi}{2} a)
\end{pmatrix}
\begin{pmatrix}
A \\
B
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix},
\]

(3.1)

Eigenfunctions of (1.1) correspond to non-trivial solutions of this system, which in turn are determined by the singularity condition

\[
\sigma_p(H) = \left\{ \left( \frac{4m}{1-a} \right)^2, \left( \frac{4m}{1+a} \right)^2, (2m)^2 \right\}_{m \in \mathbb{N}}.
\]

(3.2)

It will be convenient to introduce the notation

\[
\sigma_{\pm 1} := \left\{ \left( \frac{4m}{1 \pm a} \right)^2 \right\}_{m \in \mathbb{N}}, \quad \sigma_0 := \left\{ (2m)^2 \right\}_{m \in \mathbb{N}},
\]

(3.3)

and refer to eigenvalues from \( \sigma_{+1}, \sigma_{-1} \) and \( \sigma_0 \) as eigenvalues from the “+1 class”, “−1 class” and “0 class”, respectively. Note that zero is excluded from \( \sigma_{\pm 1} \) and that the sets \( \sigma_{+1}, \sigma_{-1} \) and \( \sigma_0 \) are not disjoint in general. Dependence of the eigenvalues on the parameter \( a \) is depicted in Figure 1.

Now we specify the eigenfunctions associated with the individual classes. To study the eigenfunctions corresponding to the classes \( \pm 1 \), it is useful to rewrite (3.1) into the form

\[
\begin{pmatrix}
\sin(k \frac{\pi}{2} (1 + a)) \cos(k \frac{\pi}{2} (1 - a)) & \sin(k \frac{\pi}{2} (1 + a)) \sin(k \frac{\pi}{2} (1 - a)) \\
\sin(k \frac{\pi}{2} (1 - a)) \cos(k \frac{\pi}{2} (1 + a)) & - \sin(k \frac{\pi}{2} (1 + a)) \sin(k \frac{\pi}{2} (1 - a))
\end{pmatrix}
\begin{pmatrix}
A \\
B
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix},
\]

(3.4)

\[\text{• \quad -1 class eigenvalues} \quad \text{That is,} \quad k = \frac{4m}{1-a} \quad \text{with} \quad m \in \mathbb{N}^*. \text{In this case, the second equation of (3.4) is automatically satisfied, while the first yields the condition}
\]

\[A \sin \left( m \pi \frac{1-a}{1+a} \right) = 0.\]

There are two possibilities:

1. If \( \frac{4m}{1+a} \notin \mathbb{N} \) (generic situation), then \( A = 0 \) and the eigenfunction associated with \( k^2 \) reads

\[\psi(x) = B \cos \left( \frac{4m}{1-a} x \right), \quad \text{with a normalisation constant} \quad B \in \mathbb{C} \setminus \{0\}.\]

(3.5)

2. If \( \frac{4m}{1+a} \in \mathbb{N} \) (exceptional situation), then there are two (independent) eigenfunctions

\[\psi_1(x) = A \sin \left( \frac{4m}{1-a} x \right), \quad \psi_2(x) = B \cos \left( \frac{4m}{1-a} x \right), \quad \text{with normalisation constants} \quad A, B \in \mathbb{C} \setminus \{0\}.\]

(3.6)

\[\text{• \quad +1 class eigenvalues} \quad \text{That is,} \quad k = \frac{4m}{1+a} \quad \text{with} \quad m \in \mathbb{N}^*. \text{Here the situation is reversed with respect to the previous one. Now the first equation of (3.4) is automatically satisfied, while the second yields the condition}
\]

\[A \sin \left( m \pi \frac{1-a}{1+a} \right) = 0.\]

There are again two possibilities:
1. If $\frac{4m}{1 + a} \notin \mathbb{N}$ (generic situation), then $A = 0$ and the eigenfunction associated with $k^2$ reads

$$\psi(x) = B \cos \left( \frac{4m}{1 + a} x \right),$$

with a normalisation factor $B \in \mathbb{C} \setminus \{0\}$.

2. If $\frac{4m}{1 + a} \in \mathbb{N}$ (exceptional situation), then there are two (independent) eigenfunctions

$$\psi_1(x) = A \sin \left( \frac{4m}{1 + a} x \right), \quad \psi_2(x) = B \cos \left( \frac{4m}{1 + a} x \right),$$

with normalisation constants $A, B \in \mathbb{C} \setminus \{0\}$.

0 class eigenvalues That is, $k = 2m$ with $m \in \mathbb{N}$. In this case, the two equations of (3.11) reduce to one

$$A \sin(m\pi a) = B [\cos(m\pi) - \cos(m\pi a)].$$

There are several possibilities:

1. If $m = 0$ (zero eigenvalue), there is just one (constant) eigenfunction

$$\psi(x) = B \in \mathbb{C} \setminus \{0\}.$$

2. If and $m \neq 0$ and $ma \notin \mathbb{N}$ (generic situation), then we express $A$ as a function of $B$ and the eigenfunction associated with $k^2$ reads

$$\psi(x) = B \left[ \cos (2mx) + \frac{\cos(m\pi) - \cos(m\pi a)}{\sin(m\pi a)} \sin (2mx) \right],$$

with a normalisation constant $B \in \mathbb{C} \setminus \{0\}$.

3. If and $m \neq 0$ and $ma \in \mathbb{N}$ (exceptional situation), then (3.12) reads

$$0 = B [\cos(m\pi) - \cos(m\pi a)] = -2 B \sin \left( \frac{m\pi(1 + a)}{2} \right) \sin \left( \frac{m\pi(1 - a)}{2} \right)$$

and we still distinguish two cases:

(a) If $m(1 + a)$ is odd (which necessarily implies that $m(1 - a)$ is odd as well), then $B = 0$ and there is just one eigenfunction

$$\psi(x) = A \sin (2mx),$$

with a normalisation constant $A \in \mathbb{C} \setminus \{0\}$.

(b) If $m(1 + a)$ is even (which necessarily implies that $m(1 - a)$ is even as well), there are two (independent) eigenfunctions

$$\psi_1(x) = A \sin (2mx), \quad \psi_2(x) = B \cos (2mx),$$

with normalisation constants $A, B \in \mathbb{C} \setminus \{0\}$.

The exceptional situations in the classes $-1$, $+1$ and 0 are related. First of all, note that $m \frac{4m}{1 + a} \in \mathbb{N}$, $m \frac{4m}{1 + a} \in \mathbb{N}$ or $ma \in \mathbb{N}$ with some $m \in \mathbb{N}^*$ imply that $a$ is rational. Conversely, let $a$ be rational. Then the sets $\sigma_-, \sigma_+$ and $\sigma_0$ are not disjoint. Clearly, $\lambda = \frac{4m^2}{1 + a} \in \sigma_- \cap \sigma_+$ with some $m \in \mathbb{N}^*$ such that $m \frac{4m}{1 + a} \in \mathbb{N}$ if, and only if, $\lambda = \frac{4m^2}{1 + a} \in \sigma_+ \cap \sigma_0$ with some $m \in \mathbb{N}^*$ such that $m \frac{4m}{1 + a} \in \mathbb{N}$. At the same time, if $\lambda = \frac{4m^2}{1 + a} \in \sigma_+ \cap \sigma_0$ with some $m \frac{4m}{1 + a} \in \mathbb{N}$, then there exists $m_0 \in \mathbb{N}^*$ such that $\lambda = (2m_0)^2 \in \sigma_0$. On the other hand, if $\lambda = (2m_0)^2 \in \sigma_0$ with some $m_0 \in \mathbb{N}^*$ such that $m_0a \in \mathbb{N}$ and $m_0(1 + a)$ is even (which necessarily implies that $m_0(1 - a)$ is even as well), then there exist $m \frac{4m}{1 + a} \in \mathbb{N}$ such that $m \frac{4m}{1 + a} \in \mathbb{N}$ and $\lambda = \frac{4m}{1 + a} \in \sigma_+ \cap \sigma_0$. Hence, all the exceptional situations with two independent eigenfunctions coincide with the intersection $\sigma_- \cap \sigma_+ = \sigma_- \cap \sigma_+ \cap \sigma_0$, which
is infinite, and the elements of the intersection correspond to eigenvalues of geometric multiplicity two. However, \( \sigma_{-1} \cap \sigma_{+1} \neq \emptyset \); in fact, \( \sigma_0 \setminus (\sigma_{-1} \cup \sigma_{+1}) \) also contains an infinite number of elements, which correspond to geometrically simple eigenvalues.

On the other hand, if \( a \) is irrational, then the sets \( \sigma_{-1} \sigma_{+1} \) and \( \sigma_0 \) are mutually disjoint and each point in the spectrum is an eigenvalue of geometric multiplicity one.

Let us summarise the spectral properties into the following proposition.

**Proposition 1.** \( \sigma_p(H) = \sigma_{-1} \cup \sigma_{+1} \cup \sigma_0 \), where the sets \( \sigma_{-1} \), \( \sigma_{+1} \) and \( \sigma_0 \) are introduced in (3.3).

1. If \( a \notin \mathbb{Q} \), then the sets \( \sigma_{-1} \sigma_{+1} \) and \( \sigma_0 \) are mutually disjoint and each point of the point spectrum corresponds to an eigenvalue of \( H \) of geometric multiplicity one, with the associated eigenfunction (3.5), (3.7), (3.11) or (3.10).

2. If \( a \in \mathbb{Q} \), then \( \sigma_{-1} \cap \sigma_{+1} = \sigma_{-1} \cap \sigma_{+1} \cap \sigma_0 \neq \emptyset \). Each point of \( \sigma_{-1} \cap \sigma_{+1} \) corresponds to an eigenvalue of \( H \) of geometric multiplicity two, with the associated eigenfunctions (3.6) and (3.8). Each point of \( \sigma_p(H) \setminus (\sigma_{-1} \cap \sigma_{+1}) \) corresponds to an eigenvalue of geometric multiplicity one, with the associated eigenfunction (3.5), (3.7), (3.11) or (3.10) or (3.10) (zero eigenvalue, associated with the constant function (3.10), is always geometrically simple).

It is expected that the geometrically doubly degenerate eigenvalues in \( \sigma_{-1} \cap \sigma_{+1} \cap \sigma_0 \) will have algebraic multiplicity three. Indeed, fix \( a \in \mathbb{Q} \) and consider a point \( \lambda \in \sigma_{-1} \cap \sigma_{+1} \cap \sigma_0 \). That is, there exists \( l, m, n \in \mathbb{N} \) such that

\[
\lambda = \left( \frac{4l}{1-a} \right)^2 = \left( \frac{4m}{1+a} \right)^2 = (2n)^2.
\]

Introducing a small perturbation \( a \mapsto a + \varepsilon \), the eigenvalue \( \lambda \) splits into three distinct eigenvalues of geometric multiplicity one,

\[
\lambda_{-1}(\varepsilon) := \left( \frac{4l}{1-a-\varepsilon} \right)^2 \in \sigma_{-1}, \quad \lambda_{+1}(\varepsilon) := \left( \frac{4m}{1+a+\varepsilon} \right)^2 \in \sigma_{+1}, \quad \lambda_0(\varepsilon) := (2n)^2 \in \sigma_0,
\]

corresponding to mutually linearly independent eigenfunctions.

To discuss the algebraic degeneracies, we first need to determine the adjoint of \( H \).

**4 The adjoint operator**

Obviously, \( H \) is a closed extension of the symmetric operator

\[
(\hat{H}\psi)(x) := -\psi''(x), \quad x \in (-\frac{\pi}{2}, \frac{\pi}{2}) \cup (\frac{\pi}{2}, \frac{\pi}{2}),
\]

\[
\psi \in D(\hat{H}) := H^0_2((-\frac{\pi}{2}, \frac{\pi}{2})) \oplus H^0_2((\frac{\pi}{2}, \frac{\pi}{2})).
\]

That is, \( \hat{H} \subset H \). The adjoint \( H^* \) of \( H \) is well known:

\[
(\hat{H}^*\psi)(x) = -\psi''(x), \quad x \in (-\frac{\pi}{2}, \frac{\pi}{2}) \cup (\frac{\pi}{2}, \frac{\pi}{2}),
\]

\[
\psi \in D(\hat{H}^*) := H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \oplus H^2((\frac{\pi}{2}, \frac{\pi}{2})).
\]

Since \( \hat{H} \subset H \subset \hat{H}^* \), we also have

\[
\hat{H} \subset H^* \subset \hat{H}^*.
\]

It follows that \( D(H^*) \subset H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \oplus H^2((\frac{\pi}{2}, \frac{\pi}{2})) \) and that \( H^* \) acts as \( \hat{H}^* \). Hence, we may integrate by parts to get the identity

\[
(\phi, H\psi) = (H^*\phi, \psi) + \psi\left(\frac{\pi}{2}a\right) \left[ \phi'(\frac{\pi}{2}a) - \phi'(\frac{\pi}{2}a+) + \phi'(-\frac{\pi}{2}) - \phi'(-\frac{\pi}{2}+) \right] + \psi\left(\frac{\pi}{2}a\right) \left[ \phi(\frac{\pi}{2}a+) - \phi(\frac{\pi}{2}a-) \right] + \psi\left(-\frac{\pi}{2}\right) \phi(-\frac{\pi}{2}) - \psi\left(\frac{\pi}{2}\right) \phi(\frac{\pi}{2})
\]
for every $\psi \in D(H)$ and $\phi \in D(H^*) \supset D(H^*)$. Using the arbitrariness of $\psi$, we thus get

\[(H^*\psi)(x) = -\psi''(x), \quad x \in (-\frac{\pi}{2}, \frac{\pi}{2}a) \cup (\frac{\pi}{2}a, \frac{\pi}{2}).\]

\[\psi \in D(H^*) = \left\{ \psi \in H^2((-\frac{\pi}{2}, \frac{\pi}{2}a)) \oplus H^2((\frac{\pi}{2}a, \frac{\pi}{2})) \right\}

\[\begin{align*}
\phi(-\frac{\pi}{2}) &= \phi(\frac{\pi}{2}) = 0 \\
\phi(\frac{\pi}{2}a) &= \phi'(\frac{\pi}{2}a) \\
\phi'(\frac{\pi}{2}) - \phi'(\frac{\pi}{2}a) &= \phi'(\frac{\pi}{2}a) - \phi'(\frac{\pi}{2}a) - \phi'(\frac{\pi}{2}a).
\end{align*}\]

Notice that $D(H^*) \supset H^1_0((-\frac{\pi}{2}, \frac{\pi}{2}))$.

The point spectrum of $H^*$ can be found by writing down the general solutions of $-\phi'' = k^2\phi$ in $(-\frac{\pi}{2}, \frac{\pi}{2}a)$ and $(\frac{\pi}{2}a, \frac{\pi}{2})$ and subjecting them to the boundary conditions of $D(H^*)$. Since the procedure is similar to our analysis for $H$, we just present the results. We find that the eigenvalues of $H$ and $H^*$ coincide, i.e.,

\[\sigma_p(H^*) = \sigma_p(H).\quad (4.2)\]

We again use the decomposition $\sigma_p(H^*) = \sigma_{-1} \cup \sigma_+ \cup \sigma_0$ and specify the eigenfunctions associated with the individual classes.

- **−1 class eigenvalues**

  That is, $k = \frac{4m}{1-a}$ with $m \in \mathbb{N}^*$.

  1. If $m \frac{1-a}{1+a} \notin \mathbb{N}$ (generic situation), then the eigenfunction associated with $k^2$ reads

  \[\phi(x) = \left(A_+ \sin \left(\frac{4m}{1-a}(x - \frac{\pi}{2})\right)\right)\quad (4.3)\]

  with a normalisation constant $A_+ \in \mathbb{C} \setminus \{0\}$. Here and in the sequel, for any $\phi = \phi_- \oplus \phi_+ \in L^2((-\frac{\pi}{2}, \frac{\pi}{2}a)) \oplus L^2((\frac{\pi}{2}a, \frac{\pi}{2}))$, we write $\phi = \left(\frac{\phi_-}{\phi_+}\right)$.
2. If \( \frac{4m}{1+a} \in \mathbb{N} \) (exceptional situation), then there are two (independent) eigenfunctions

\[
\phi_1(x) = \begin{pmatrix} 0 \\ A_+ \sin \left( \frac{4m}{1+a}(x - \frac{\pi}{2}) \right) \end{pmatrix}, \quad \phi_2(x) = \begin{pmatrix} A_+ \sin \left( \frac{4m}{1+a}(x + \frac{\pi}{2}) \right) \\ 0 \end{pmatrix},
\]

with normalisation constants \( A_\pm \in \mathbb{C} \setminus \{0\} \).

- \( +1 \) class eigenvalues That is, \( k = \frac{4m}{1+a} \) with \( m \in \mathbb{N}^* \).
1. If \( \frac{4m}{1+a} \not\in \mathbb{N} \) (generic situation), then the eigenfunction associated with \( k^2 \) reads

\[
\phi(x) = \begin{pmatrix} 0 \\ A_- \sin \left( \frac{4m}{1+a}(x + \frac{\pi}{2}) \right) \end{pmatrix},
\]

with a normalisation constant \( A_- \in \mathbb{C} \setminus \{0\} \).
2. If \( \frac{4m}{1+a} \in \mathbb{N} \) (exceptional situation), then there are two (independent) eigenfunctions

\[
\phi_1(x) = \begin{pmatrix} 0 \\ A_+ \sin \left( \frac{4m}{1+a}(x - \frac{\pi}{2}) \right) \end{pmatrix}, \quad \phi_2(x) = \begin{pmatrix} A_- \sin \left( \frac{4m}{1+a}(x + \frac{\pi}{2}) \right) \\ 0 \end{pmatrix},
\]

with normalisation constants \( A_\pm \in \mathbb{C} \setminus \{0\} \).

- \( 0 \) class eigenvalues That is, \( k = 2m \) with \( m \in \mathbb{N} \).
1. If \( m = 0 \) (zero eigenvalue), there is just one eigenfunction

\[
\phi(x) = \begin{pmatrix} C(a-1)(x + \frac{\pi}{2}) \\ C(a+1)(x - \frac{\pi}{2}) \end{pmatrix},
\]

with a normalisation constant \( C \in \mathbb{C} \setminus \{0\} \).
2. If \( m \neq 0 \) and \( ma \not\in \mathbb{N} \) (generic situation), the eigenfunction associated with \( k^2 \) reads

\[
\phi(x) = \begin{pmatrix} C \sin (2m(x + \frac{\pi}{2})) \\ C \sin (2m(x - \frac{\pi}{2})) \end{pmatrix},
\]

with a normalisation constant \( C \in \mathbb{C} \setminus \{0\} \).
3. If \( m \neq 0 \) and \( ma \in \mathbb{N} \) (exceptional situation), we still distinguish two cases:
   (a) If \( m(1+a) \) is odd (which necessarily implies that \( m(1-a) \) is odd as well), there is just one eigenfunction, which coincides with \( \{E\} \).
   (b) If \( m(1+a) \) is even (which necessarily implies that \( m(1-a) \) is even as well), there are two (independent) eigenfunctions

\[
\phi_1(x) = \begin{pmatrix} 0 \\ A_+ \sin (2m(x - \frac{\pi}{2})) \end{pmatrix}, \quad \phi_2(x) = \begin{pmatrix} A_- \sin (2m(x + \frac{\pi}{2})) \\ 0 \end{pmatrix},
\]

with normalisation constants \( A_\pm \in \mathbb{C} \setminus \{0\} \).

Let us summarise the spectral analysis of \( H^* \) into the following proposition.

**Proposition 2.** \( \sigma_p(H^*) = \sigma_{-1} \cup \sigma_{+1} \cup \sigma_0 \), where the sets \( \sigma_{-1} \), \( \sigma_{+1} \) and \( \sigma_0 \) are introduced in \( \{E\} \).

1. If \( a \not\in \mathbb{Q} \), then the sets \( \sigma_{-1} \), \( \sigma_{+1} \) and \( \sigma_0 \) are mutually disjoint and each point of the point spectrum corresponds to an eigenvalue of \( H^* \) of geometric multiplicity one, with the associated eigenfunction \( \{E\} \), \( \{L\} \), \( \{E\} \) or \( \{L\} \).
2. If \( a \in \mathbb{Q} \), then \( \sigma_{-1} \cap \sigma_{+1} = \sigma_{-1} \cap \sigma_{+1} \cap \sigma_0 \neq \emptyset \). Each point of \( \sigma_{-1} \cap \sigma_{+1} \) corresponds to an eigenvalue of \( H^* \) of geometric multiplicity two, with the associated eigenfunctions \((4.3)\) and \((4.6)\). Each point of \( \sigma_0 \cap (\sigma_{-1} \cap \sigma_{+1}) \) corresponds to an eigenvalue of geometric multiplicity one, with the associated eigenfunction \((4.3)\), \((4.9)\), or \((4.12)\) (zero eigenvalue, associated with the function \((4.7)\), is always geometrically simple).

As the last result of this section, we show that \( H \) is an operator with compact resolvent.

**Proposition 3.** \( H \) is an operator with compact resolvent.

**Proof.** Since \( H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \supset D(H) \) is compactly embedded in \( L^2((-\frac{\pi}{2}, \frac{\pi}{2})) \), it is enough to show that the resolvent of \( H \) exists at a point \( z \) of the complex plane (and consequently at every point \( z \not\in \sigma_0(H) \)). We show it for \( z = -1 \), i.e., for every \( F \in L^2((-\frac{\pi}{2}, \frac{\pi}{2})) \), there exists \( \psi \in D(H) \) such that \( (H + z)^{-1} \psi = F \).

Indeed (using for instance the variation of constants), the general solution of the differential equation \(-\psi'' + \psi = F\) reads

\[
\psi(x) = Ae^x + Be^{-x} + g(x) \quad \text{with} \quad g(x) := - \int_0^x \cosh(x - x') \int_0^{x''} F(x'') \, dx'' \, dx'.
\]

Here \( A \) and \( B \) are complex constants to be determined by the boundary conditions \((4.1)\), that is,

\[
A(e^{\frac{\pi}{2}} - e^{-\frac{\pi}{2}}) + B(e^{-\frac{\pi}{2}} - e^{\frac{\pi}{2}}) = g(-\frac{\pi}{2}) - g(\frac{\pi}{2}),
\]

\[
A(e^{\frac{\pi}{2}} - e^{\frac{\pi}{2}}) + B(e^{-\frac{\pi}{2}} - e^{-\frac{\pi}{2}}) = g(\frac{\pi}{2}a) - g(-\frac{\pi}{2}).
\]

Since

\[
(e^{\frac{\pi}{2}} - e^{-\frac{\pi}{2}})(e^{\frac{\pi}{2}} - e^{-\frac{\pi}{2}}) - (e^{-\frac{\pi}{2}} - e^{\frac{\pi}{2}})(e^{\frac{\pi}{2}} - e^{-\frac{\pi}{2}}) = 4 \sinh(\frac{\pi}{2}) \left[ \cosh(\frac{\pi}{2}) - \cosh(\frac{\pi}{2}a) \right] > 0,
\]

it is clear that the system above admits uniquely determined \( A \) and \( B \). (Alternatively, we could use the explicit formula for the resolvent kernel of \( H \) given in Proposition \( 5 \) below, whose statement remains valid for all \( \lambda \in \mathbb{C} \setminus [\sigma_0(H) \cup \sigma_0(H^*)] \).)

As a consequence of Proposition \( 3 \) the spectrum of \( H \) (as well as \( H^* \)) is purely discrete, in particular, it is exhausted by the eigenvalues \((4.2)\). Summing up,

\[
\sigma(H) = \sigma_{-1} \cup \sigma_{+1} \cup \sigma_0 = \sigma(H^*).
\]

**5 Algebraic multiplicities**

It is a general fact that \((\phi, \psi) = 0\) is a necessary condition for the existence of a generalised (root) vector for an eigenvalue \( \lambda \) of an operator \( H \), where \( \psi \) is a corresponding eigenfunction and \( \phi \) is an eigenfunction of \( H^* \) corresponding to \( \bar{\lambda} \). The study of algebraic multiplicities of eigenvalues of our operator \( H \) is thus reduced to a computation of elementary trigonometric integrals.

\(\text{•} \ 1 \text{-class eigenvalues} \) Let \( \lambda = \left(\frac{4m}{1 - a}\right)^2 \) with \( m \in \mathbb{N}^* \).

1. If \( m \frac{1 + a}{1 - a} \in \mathbb{N} \) (generic situation), we already know that the eigenvalue \( \lambda \) is geometrically simple. The functions \( \psi \) and \( \phi \) are given by \((4.5)\) and \((4.3)\), respectively. Since

\[
(\phi, \psi) = -\tilde{A} \pi \frac{1}{4} (1 - a) \sin \left( m \pi \frac{1 + a}{1 - a} \right) \cos(m \pi) \neq 0,
\]

the eigenvalue \( \lambda \) is algebraically simple too.

2. If \( m \frac{1 + a}{1 - a} \notin \mathbb{N} \) (exceptional situation), we already know that the eigenvalue \( \lambda \) has geometric multiplicity two. The two eigenfunctions \( \psi_1, \psi_2 \) of \( H \) and the two eigenfunctions \( \phi_1, \phi_2 \) of \( H^* \) are given by \((4.6)\) and \((4.12)\), respectively. Since

\[
(\phi_1, \psi_1) = \tilde{A} \pi \frac{1}{4} (1 - a) \cos \left( m \pi \frac{1 + a}{1 - a} \right) \cos(m \pi) \neq 0,
\]

\[
(\phi_2, \psi_1) = \tilde{A} \pi \frac{1}{4} (1 + a) \cos \left( m \pi \frac{1 + a}{1 - a} \right) \cos(m \pi) \neq 0,
\]

\[
(\phi_1, \psi_2) = 0 = (\phi_2, \psi_2),
\]
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there might be a generalised eigenvector $\xi$ of $H$ associated with $\psi_2$. In fact, the linearly independent solution of $(H - \lambda)\xi = \psi_2$ reads

$$\xi(x) := -B \frac{1 - a}{64m^2} \left[ (1 - a) \cos \left( \frac{4mx}{1 - a} \right) + 8mx \sin \left( \frac{4mx}{1 - a} \right) \right]. \quad (5.3)$$

Note that the function indeed belongs to $D(H)$ because necessarily $\frac{2m}{1 - a} \not\in \mathbb{N}$, i.e. $\lambda \in \sigma_0$. Hence, the algebraic multiplicity of $\lambda$ is at least three. To see that the algebraic multiplicity is not higher than three, it is enough to verify that

$$\langle \phi_1, \xi \rangle = -A_+ B \frac{\pi^2}{128m} (1 - a)^2 (1 + a) \cos \left( \frac{m\pi (1 + a)}{1 - a} \right) \cos(m\pi) \neq 0,$$

$$\langle \phi_2, \xi \rangle = A_- B \frac{\pi^2}{128m} (1 - a)^2 (1 + a) \cos \left( \frac{m\pi (1 + a)}{1 - a} \right) \cos(m\pi) \neq 0. \quad (5.4)$$

### +1 class eigenvalues

Let $\lambda = \left(\frac{4m}{1 + a}\right)^2$ with $m \in \mathbb{N}^*$.

1. If $m \frac{1 - a}{1 + a} \not\in \mathbb{N}$ (generic situation), we already know that the eigenvalue $\lambda$ is geometrically simple. The functions $\psi$ and $\phi$ are given by \((5.5)\) and \((5.6)\), respectively. Since

$$\langle \phi, \psi \rangle = A_- B \frac{\pi^2}{4} (1 + a) \sin \left( \frac{m\pi (1 - a)}{1 + a} \right) \cos(m\pi) \neq 0, \quad (5.5)$$

the eigenvalue $\lambda$ is algebraically simple too.

2. If $m \frac{1 - a}{1 + a} \in \mathbb{N}$ (exceptional situation), we already know that the eigenvalue $\lambda$ has geometric multiplicity two. The two eigenfunctions $\psi_1, \psi_2$ of $H$ and the two eigenfunctions $\phi_1, \phi_2$ of $H^*$ are given by \((5.8)\) and \((4.6)\), respectively. Since

$$\langle \phi_1, \psi_1 \rangle = A_+ A \frac{\pi}{4} (1 - a) \cos \left( \frac{m\pi (1 - a)}{1 + a} \right) \cos(m\pi) \neq 0,$$

$$\langle \phi_2, \psi_1 \rangle = A_- A \frac{\pi}{4} (1 + a) \cos \left( \frac{m\pi (1 - a)}{1 + a} \right) \cos(m\pi) \neq 0, \quad (5.6)$$

$$\langle \phi_1, \psi_2 \rangle = 0 = \langle \phi_2, \psi_2 \rangle,$$

there might be a generalised eigenvector $\xi$ of $H$ associated with $\psi_2$. In fact, the linearly independent solution of $(H - \lambda)\xi = \psi_2$ reads

$$\xi(x) := -B \frac{1 + a}{64m^2} \left[ (1 + a) \cos \left( \frac{4mx}{1 + a} \right) + 8mx \sin \left( \frac{4mx}{1 + a} \right) \right]. \quad (5.7)$$

Note that the function indeed belongs to $D(H)$ because necessarily $\frac{2m}{1 + a} \not\in \mathbb{N}$, i.e. $\lambda \in \sigma_0$. Hence, the algebraic multiplicity of $\lambda$ is at least three. To see that the algebraic multiplicity is not higher than three, it is enough to verify that

$$\langle \phi_1, \xi \rangle = -A_+ B \frac{\pi^2}{128m} (1 + a)^2 (1 - a) \cos \left( \frac{m\pi (1 - a)}{1 + a} \right) \cos(m\pi) \neq 0,$$

$$\langle \phi_2, \xi \rangle = A_- B \frac{\pi^2}{128m} (1 + a)^2 (1 - a) \cos \left( \frac{m\pi (1 - a)}{1 + a} \right) \cos(m\pi) \neq 0. \quad (5.8)$$

We remark that \((5.4)\) can be deduced from \((5.3)\) by the replacement $m \mapsto m \frac{1 - a}{1 + a}$, which reflects the relationship between the exceptional situations in the +1 and −1 classes.

### 0 class eigenvalues

Let $\lambda = (2m)^2$ with $m \in \mathbb{N}$.

1. If $m = 0$, we already know that $\lambda$ is geometrically simple. The functions $\psi$ and $\phi$ are given by \((5.10)\) and \((4.7)\), respectively. Since

$$\langle \phi, \psi \rangle = -CB \frac{\pi^2}{4} (1 - a^2) \neq 0, \quad (5.9)$$

the zero eigenvalue is always algebraically simple.
2. If $m \neq 0$ and $ma \notin \mathbb{N}$ (generic situation), we already know that the eigenvalue $\lambda$ is geometrically simple. The functions $\psi$ and $\phi$ are given by (3.11) and (4.8), respectively. Since

$$\langle \phi, \psi \rangle = \bar{C}B \frac{\pi}{2} \frac{1 - \cos(m\pi) \cos(m\pi a)}{\sin(m\pi a)} \neq 0,$$

the eigenvalue $\lambda$ is algebraically simple too.

3. If $m \neq 0$ and $ma \in \mathbb{N}$ (exceptional situation), we distinguish two cases:

(a) If $m(1 + a)$ is odd (which necessarily implies that $m(1 - a)$ is odd as well), we already know that the eigenvalue $\lambda$ is geometrically simple. The eigenfunction $\psi$ of $H$ is given by (3.12) and the corresponding eigenfunction $\phi$ of $H^*$ is given by (4.8). Since

$$\langle \phi, \psi \rangle = \bar{C}A \frac{\pi}{2} \cos(m\pi) \neq 0,$$

the eigenvalue $\lambda$ is algebraically simple too.

(b) If $m(1 + a)$ is even (which necessarily implies that $m(1 - a)$ is even as well), we already know that the eigenvalue $\lambda$ has geometric multiplicity two. The two eigenfunctions $\psi_1, \psi_2$ of $H$ and the two eigenfunctions $\phi_1, \phi_2$ of $H^*$ are given by (3.13) and (4.9), respectively.

Since

$$\langle \phi_1, \psi_1 \rangle = \bar{A} + A \frac{\pi}{4} (1 - a) \cos(m\pi) \neq 0,$$

$$\langle \phi_2, \psi_1 \rangle = \bar{A} - A \frac{\pi}{4} (1 + a) \cos(m\pi) \neq 0,$$

$$\langle \phi_1, \psi_2 \rangle = 0 = \langle \phi_2, \psi_2 \rangle,$$

there might be a generalised eigenvector $\xi$ of $H$ associated with $\psi_2$. In fact, the linearly independent solution of $(H - \lambda)\xi = \psi_2$ reads

$$\xi(x) := -B \frac{1}{16m^2} \left[ \cos(2mx) + 4mx \sin(2mx) \right].$$

Hence, the algebraic multiplicity of $\lambda$ is at least three. To see that the algebraic multiplicity is not higher than three, it is enough to verify that

$$\langle \phi_1, \xi \rangle = -\bar{A} + B \frac{\pi}{64m} (1 - a^2) \cos(m\pi) \neq 0,$$

$$\langle \phi_2, \xi \rangle = \bar{A} - B \frac{\pi}{64m} (1 - a^2) \cos(m\pi) \neq 0.$$  

We remark that (5.13) can be deduced from (5.3) by the replacement $m \to m \frac{1}{2}$, which reflects the relationship between the exceptional situations in the 0 and $-1$ classes.

We summarise the established geometric and algebraic properties of the eigenvalues of $H$ in the following proposition.

Proposition 4.

1. If $a \notin \mathbb{Q}$, then all the eigenvalues of $H$ are algebraically simple.

2. Let $a \in \mathbb{Q}$. Each point of $\sigma(H) \setminus (\sigma_{-1} \cap \sigma_{+1})$ corresponds to an eigenvalue of $H$ of algebraic multiplicity one. Each point of $\sigma_{-1} \cap \sigma_{+1} = \sigma_{-1} \cap \sigma_{+1} \cap \sigma_0$ corresponds to an eigenvalue of $H$ of geometric multiplicity two and algebraic multiplicity three.

Theorem 1 follows as a consequence of this proposition.

6 The resolvent

Now we turn to a study of the resolvent of $H$ in some further detail. We have already seen in Section 4 that the resolvent is a compact operator (cf. Proposition 3). However, the compactness by itself is not
sufficient to analyse completeness of eigenfunctions and related properties. In this section we therefore give an explicit formula for the integral kernel of the resolvent and show that it is a trace-class operator.

Let us denote by $H^0$ the Laplacian in $(-\frac{\pi}{2}, \frac{\pi}{2})$ with Dirichlet boundary conditions, i.e.,

$$H^0 \psi := -\psi'' , \quad \psi \in D(H^0) := \{ \psi \in H^2((-\frac{\pi}{2}, \frac{\pi}{2})) \mid \psi(-\frac{\pi}{2}) = 0 = \psi(\frac{\pi}{2}) \} ,$$

and by $R^0(\lambda)$ its resolvent. It is well known that $\sigma(H^0) = \{ n^2 \}_{n \in \mathbb{N}}$ and that $R^0(\lambda)$ acts as an integral operator with explicit kernel (see, e.g., [11, Sec. III.2.3])

$$G^0_\lambda(x,y) := \frac{1}{k\sin(2k\frac{x}{2})} \begin{cases} 
\sin(k(x+\frac{\pi}{2}))\sin(k(y-\frac{\pi}{2})) , & x < y , \\
\sin(k(y+\frac{\pi}{2}))\sin(k(x-\frac{\pi}{2})) , & x > y , 
\end{cases} (6.1)$$

where $k \in \mathbb{C}$ is such that $k^2 = \lambda \in \mathbb{C} \setminus \sigma(H^0)$.

We have the following Krein-type formula for the resolvent $R(\lambda)$ of $H$.

**Proposition 5.** For every $\lambda \in \mathbb{C} \setminus [\sigma(H) \cup \sigma(H^0)]$, the resolvent $R(\lambda)$ of $H$ admits the decomposition

$$(R(\lambda)f)(x) = (R^0(\lambda)f)(x) + \frac{h^x(\lambda)}{1-h^x(\lambda)} (R^0(\lambda)f)(\frac{\pi}{2}a) , (6.2)$$

with any $f \in L^2((-\frac{\pi}{2}, \frac{\pi}{2}))$ and $x \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, where

$$h^x(\lambda) := \frac{\cosh(\sqrt{-\lambda}x)}{\cosh(\sqrt{-\lambda} \frac{\pi}{2})} .$$

**Proof.** First of all, notice that $R(\lambda)$ introduced by (6.2) is a bounded operator on $L^2((-\frac{\pi}{2}, \frac{\pi}{2}))$. Indeed, it is the case of $R^0(\lambda)$ for $\lambda \in \mathbb{C} \setminus \sigma(H^0)$ and the second term on the right hand side of (6.2) represents a rank-one perturbation of $R^0(\lambda)$. More specifically,

$$\frac{h^x(\lambda)}{1-h^x(\lambda)} (R^0(\lambda)f)(\frac{\pi}{2}a) = g_1(x) (g_2,f) ,$$

where

$$g_1(x) := \frac{h^x(\lambda)}{1-h^x(\lambda)} \quad \text{and} \quad g_2(y) := G^0_\lambda(\frac{\pi}{2}a,y)$$

are continuous functions on $[-\frac{\pi}{2}, \frac{\pi}{2}]$ for all $\lambda \in \mathbb{C} \setminus [\sigma(H) \cup \sigma(H^0)]$. Next, we observe that the function $x \mapsto (R(\lambda)f)(x)$ solves the boundary conditions

$$(R(\lambda)f)(-\frac{\pi}{2}) = (R(\lambda)f)(\frac{\pi}{2}a) = (R(\lambda)f)(\frac{\pi}{2}) .$$

Indeed,

$$(R(\lambda)f)(-\frac{\pi}{2}) = \frac{1}{1-h^x(\lambda)} (R^0(\lambda)f)(\frac{\pi}{2}a) = (R(\lambda)f)(\frac{\pi}{2})$$

and

$$(R(\lambda)f)(\frac{\pi}{2}a) = (R^0(\lambda)f)(\frac{\pi}{2}a) \left( 1 + \frac{h^x(\lambda)}{1-h^x(\lambda)} \right) = \frac{1}{1-h^x(\lambda)} (R^0(\lambda)f)(\frac{\pi}{2}a) .$$

Furthermore, it is straightforward to check that, for every $f \in L^2((-\frac{\pi}{2}, \frac{\pi}{2}))$, $R(\lambda)f \in H^2((-\frac{\pi}{2}, \frac{\pi}{2}))$ and

$$-(R(\lambda)f)' - \lambda (R(\lambda)f) = f .$$

Hence, $R(\lambda) : L^2((-\frac{\pi}{2}, \frac{\pi}{2})) \to D(H)$ and $R(\lambda)$ is the right inverse of $H - \lambda$. To show that $R(\lambda)$ is also the left inverse of $H - \lambda$, one can employ (6.1), which in particular yields the useful identity

$$[R^0(\lambda)(H - \lambda)\psi](x) = \psi(x) - \frac{\cos(kx)}{\cos(k\frac{\pi}{2})} \psi(\frac{\pi}{2}a)$$

for every $\psi \in D(H)$ and $k \in \mathbb{C}$ such that $k^2 = \lambda \in \mathbb{C} \setminus \sigma(H^0)$. □
Remark 1. Formula (6.2) can be deduced from [9] Thm. 1] (see also [9, Eq. (3.5)]). However, since the transition semigroup of [9] is defined on a different functional space, the present proof of Proposition 5 is still needed.

From Proposition 5 we get the following corollary.

**Proposition 6.** For every $\lambda \in \mathbb{C} \setminus \sigma(H)$, the resolvent $R(\lambda)$ is a trace-class operator.

**Proof.** From Proposition 5 we see that the resolvent $R(\lambda)$ is a rank-one perturbation of $R_k(\lambda)$. Since $R_k(\lambda)$ is well known to be trace-class, rank-one operators are obviously trace-class and trace-class operators form a two-sided ideal in the space of bounded operators (see, e.g., [19, Thm. 7.8]), we immediately obtain the claim from Proposition 5 for every $\lambda \in \mathbb{C} \setminus \sigma(H) \cup \sigma(H^0)$. By the first resolvent identity [19, Thm. 5.13] and the two-sided ideal properties of trace-class operators, the trace-class property then easily extends to all $\lambda$ in the resolvent set of $H$. \hfill $\square$

# 7 Basis properties

Since the spectrum of $H$ is real, it is natural to ask whether $H$ is similar to a self-adjoint operator. This question is related to basis properties of the eigenfunctions of $H$.

## 7.1 Completeness

Recall that the **completeness** of a family of vectors $\{\psi_j\}_{j \in \mathbb{N}}$ in a Hilbert space $\mathcal{H}$ means that its span is dense in $\mathcal{H}$, or equivalently, $\{\psi_j\}_{j \in \mathbb{N}}^\perp = \{0\}$.

**Theorem 4.** The eigenfunctions of $H$ together with the generalised eigenfunctions form a complete set in $L^2((-\frac{\pi}{2}, \frac{\pi}{2}))$.

**Proof.** We use a completeness criterion due to Dunford and Schwartz [7, Corol. XI.6.31], which requires that the resolvent of $H$ is a Hilbert-Schmidt operator and its norm admits an algebraic decay with respect to the spectral parameter along several rays in the complex plane. The former follows from Proposition 5. To establish the latter, we come back to Proposition 5 and compute the Hilbert-Schmidt norm of $[6,2]$. For $\lambda = -k^2$ with $k \in \mathcal{R}_c := \{k \in \mathbb{C} \mid \exists k = c \Re k \wedge \Re k \geq 1\}$ where $c \in \mathbb{R}$. Notice that for any $k \in \mathcal{R}_c$ it holds $|k| \to +\infty$ if, and only if, $\Re k \to +\infty$; in fact, $|k|^2 = (1 + c^2)(\Re k)^2$. Since

$$|h^x(\lambda)|^2 = \frac{\cosh(2\Re k x) + \cos(2 \Im k x)}{\cosh(2\Re k \frac{x}{2}) + \cos(2 \Im k \frac{x}{2})} \sim e^{-2\Re k |\Im| x}$$

as $k \to \infty$ in $\mathcal{R}_c$ and $h^x(\lambda) = 1$ if, and only if, $\lambda = 0$, we have

$$\sup_{k \in \mathcal{R}_c} \sup_{x \in (-\frac{\pi}{2}, \frac{\pi}{2})} \left| \frac{h^x(\lambda)}{1 - h^x(\lambda)} \right| < \infty.$$ 

Hence it is enough to compute the Hilbert-Schmidt norms of $G_\lambda^0(x, y)$ and $G_\lambda^a(x, y)$ with $x, y \in (-\frac{\pi}{2}, \frac{\pi}{2})$. Using

$$|G_\lambda^a(x, y)|^2 = \frac{1}{2 |k|^2 [\cosh(\Re k \pi) - \cos(3k \pi)]} \times \left\{ \begin{array}{ll} [\cosh(\Re (k x + \frac{\pi}{2})) - \cos(3k (x + \frac{\pi}{2}))][\cosh(\Re (k y - \frac{\pi}{2})) - \cos(3k (y - \frac{\pi}{2}))], & x < y, \\
[\cosh(\Re (k y + \frac{\pi}{2})) - \cos(3k (y + \frac{\pi}{2}))][\cosh(\Re (k x - \frac{\pi}{2})) - \cos(3k (x - \frac{\pi}{2}))], & x > y, 
\end{array} \right.$$ 

an explicit calculation yields

$$\int \frac{2}{\pi} |G_\lambda^a(x, y)|^2 dy = \frac{1}{2 |k|^2 [\cosh(\Re k \pi) - \cos(3k \pi)]} \times \left\{ \begin{array}{ll} \left[ \frac{\sinh(\Re (k x + \frac{\pi}{2}))}{\Re k} - \frac{\sin(3k (x + \frac{\pi}{2}))}{3k} \right][\cosh(\Re (k x - \frac{\pi}{2})) - \cos(3k (x - \frac{\pi}{2}))] \\
- [\cosh(\Re (k x + \frac{\pi}{2})) - \cos(3k (x + \frac{\pi}{2}))][\frac{\sinh(\Re (k x - \frac{\pi}{2}))}{\Re k} - \frac{\sin(3k (x - \frac{\pi}{2}))}{3k}] \end{array} \right\}.$$ 

\hfill 14
Let $H$ be the eigensystem of (7.2). Minimal completeness result (7.1) for $(\mathcal{H}, \phi)$ (its generalised eigenfunctions of any term makes it incomplete. By [5, Prob. 3.3.2], \{ exists a sequence \{ \xi_{j,k} \} such that (7.2) holds. Consequently, the statements of Theorem 4 and Corollary 1 apply to the eigensystem of $H^*$ as well.

**7.2 Minimal completeness**

We say that a complete set of vectors $\{\psi_j\}_{j \in \mathbb{N}}$ in a Hilbert space $\mathcal{H}$ is minimal complete if the removal of any term makes it incomplete. By [5, Prob. 3.3.2], $\{\psi_j\}_{j \in \mathbb{N}}$ is minimal complete if, and only if, there exists a sequence $\{\phi_j\}_{j \in \mathbb{N}} \subset \mathcal{H}$ such that the pair is biorthogonal, i.e.,

$$\langle \phi_j, \psi_k \rangle = \delta_{jk} \quad (7.2)$$

for all $j, k \in \mathbb{N}$.

In our case, we form $\{\psi_j\}_{j \in \mathbb{N}}$ from the eigenfunctions $\psi$ of $H$ together with the generalised eigenfunctions $\xi$. The dual sequence $\{\phi_j\}_{j \in \mathbb{N}}$ will be then given by the eigenfunctions $\phi$ of $H^*$ together with its generalised eigenfunctions $\eta$ that we determine only now.

- **-1 class eigenvalues** Let $\lambda = \left( \frac{4m}{m+1-a} \right)^2$ with $m \in \mathbb{N}^+$.  

  1. If $m \frac{1-a}{m+1-a} \notin \mathbb{N}$ (generic situation), the eigenvalue $\lambda$ is algebraically simple. In view of (5.1), the functions $\tilde{\psi}$ and $\tilde{\phi}$ given by (5.5) and (5.6), respectively, can be normalised in such a way that (5.2) holds.

  2. If $m \frac{1-a}{m+1-a} \in \mathbb{N}$ (exceptional situation), the eigenvalue $\lambda$ has geometric multiplicity two and algebraic multiplicity three. In view of (5.2) and (5.3), the functions $\tilde{\psi}_1, \tilde{\xi}$ given by (5.5) and (5.3) and the functions $\tilde{\phi}_1, \tilde{\phi}_2$ given by (5.3) are mutually biorthogonal when normalised properly. We still need to find the function dual to $\tilde{\psi}_2$ from (5.3). To this aim, we consider the equation $(H^* - \lambda) \eta = \tilde{\phi}_1 + \tilde{\phi}_2$ and find the linearly independent solution

$$\eta(x) := \begin{cases} \begin{array}{l} A_1 \frac{1-a}{m+1-a} \sin \left( \frac{4m}{1-a} (x + \frac{\pi}{2}) \right) - (1-a) \sin \left( \frac{4m}{1-a} (x + \frac{\pi}{2}) \right) \end{array} \end{cases}, \quad (7.3)$$
which indeed belongs to $\mathcal{D}(H^*)$ provided that

$$A_-(1 + a) = -A_+(1 - a),$$

(7.4)

where $A_\pm$ are the normalisation constants from [1], [14]. Since

$$\langle \eta, \psi_2 \rangle = \tilde{A}_- B \frac{\pi^2}{6a} (1 - a) (1 + a) \cos \left( m\pi \frac{1 + a}{1 - a} \right) \cos (m\pi) \neq 0,$$

(7.5)

we can eventually choose the normalisation constants in such a way that $\psi_2$ and $\eta$ is the remaining biorthogonal pair.

- **+1 class eigenvalues** Let $\lambda = \left( \frac{4m}{1 + a} \right)^2$ with $m \in \mathbb{N}^*$.
  1. If $m \frac{1 - a}{1 + a} \notin \mathbb{N}$ (generic situation), the eigenvalue $\lambda$ is algebraically simple. In view of [5, Lem. 3.3.3], the functions $\psi$ and $\phi$ given by (3.4) and (4.7), respectively, can be normalised in such a way that (7.2) holds.
  2. If $m \frac{1 - a}{1 + a} \in \mathbb{N}$ (exceptional situation), then $\lambda$ belongs to the exceptional situation in the $-1$ class too. Hence, the analysis is reduced to the preceding case. In particular, the formula (7.3) holds here after the replacement $m \mapsto m \frac{1 - a}{1 + a}$.

- **0 class eigenvalues** Let $\lambda = (2m)^2$ with $m \in \mathbb{N}$.
  1. If $m = 0$, the eigenvalue $\lambda$ is algebraically simple. In view of [5, Lem. 3.3.3], the functions $\psi$ and $\phi$ given by (3.10) and (4.7), respectively, can be normalised in such a way that (7.2) holds.
  2. If $m \neq 0$ and $ma \notin \mathbb{N}$ (generic situation), the eigenvalue $\lambda$ is algebraically simple. The functions $\psi$ and $\phi$ given by (3.11) and (4.8), respectively, can be normalised in such a way that (7.2) holds.
  3. If $m \neq 0$ and $ma \in \mathbb{N}$ (exceptional situation), we distinguish two cases:
    (a) If $m(1 + a)$ is odd (which necessarily implies that $m(1 - a)$ is odd as well), the eigenvalue $\lambda$ is algebraically simple. In view of (5.11), the functions $\psi$ and $\phi$ given by (3.12) and (4.8), respectively, can be normalised in such a way that (7.2) holds.
    (b) If $m(1 + a)$ is even (which necessarily implies that $m(1 - a)$ is even as well), then $\lambda$ belongs to the exceptional situation in the $-1$ class too. In particular, the formula (7.3) holds here after the replacement $m \mapsto m \frac{1 - a}{1 + a}$.

We summarise the results of this subsection in the following theorem.

**Theorem 5.** The eigenfunctions of $H$ together with the generalised eigenfunctions form a mutually biorthogonal pair in $L^2(-\frac{\pi}{2}, \frac{\pi}{2})$. Consequently, the eigenfunctions of $H$ together with the generalised eigenfunctions form a minimal complete set in $L^2(-\frac{\pi}{2}, \frac{\pi}{2})$. In particular, the eigenfunctions of $H$ form a minimal complete set in $L^2(-\frac{\pi}{2}, \frac{\pi}{2})$ if, and only if, $a \notin \mathbb{Q}$.

An analogue of this theorem holds for the adjoint operator $H^*$ as well.

### 7.3 Conditional basis

Recall that $\{\psi_j\}_{j \in \mathbb{N}} \subset \mathcal{H}$ is a conditional (or Schauder) basis in a Hilbert space $\mathcal{H}$ if every $f \in \mathcal{H}$ has a unique expansion in the vectors $\{\psi_j\}_{j \in \mathbb{N}},$ i.e.,

$$\forall f \in \mathcal{H}, \quad \exists \{\alpha_j\}_{j \in \mathbb{N}} \subset \mathbb{C}, \quad f = \sum_{j=0}^{\infty} \alpha_j \psi_j.$$  

(7.6)

The minimal completeness of $\{\psi_j\}_{j \in \mathbb{N}}$ is a necessary condition for $\{\psi_j\}_{j \in \mathbb{N}}$ to be a conditional basis. By [5, Lem. 3.3.3] (see also [13, Prop. 5]), another necessary condition for $\{\psi_j\}_{j \in \mathbb{N}}$ being a conditional basis is that the norms of the one-dimensional projections

$$P_j := \psi_j(\phi_j, \cdot)$$  

(7.7)

are uniformly bounded in $j$. Since $\|P_j\| = \|\psi_j\|\|\phi_j\|$, this check reduces to a computation of elementary trigonometric integrals in our case.
-1 class eigenvalues Let $\lambda = \left(\frac{4m}{1+a}\right)^2$ with $m \in \mathbb{N}^*$.

1. If $m \frac{1+a}{1-a} \not\in \mathbb{N}$ (generic situation), recalling (3.5), (4.3) and (5.1), we define $P := \psi(\phi, \cdot)$ and find
   \[ \|P\| = \sqrt{\frac{\pi}{2} \left[ \frac{4\pi + \frac{1-a}{m} \sin \left( \frac{4m\pi}{1+a} \right)}{\sin \left( m\pi \frac{1+a}{1-a} \right)} \right]} \]  
   (7.8)

2. If $m \frac{1+a}{1-a} \in \mathbb{N}$ (exceptional situation), recalling (3.6), (4.4), (5.3), (7.3), (5.2), (5.4) and (7.5), we define $P_1 := \psi_1(\phi_1, \cdot)$, $P_2 := \psi_2(\eta, \cdot)$, $P_3 := \xi(\phi_2, \cdot)$, and find
   \[ \|P_1\| = \sqrt{\frac{2}{(1-a)}}, \]
   \[ \|P_2\| = \sqrt{\frac{15(1-a) + 16m^2\pi^2(1+a)}{2\sqrt{3} \pi \sqrt{1+a} m}}, \]  
   (7.9)
   \[ \|P_3\| = \sqrt{\frac{64m^2\pi^2 - 36(1-a)^2}{6 \pi \sqrt{1+a} (1-a) m}}. \]

+1 class eigenvalues Let $\lambda = \left(\frac{4m}{1+a}\right)^2$ with $m \in \mathbb{N}^*$.

1. If $m \frac{1-a}{1+a} \not\in \mathbb{N}$ (generic situation), recalling (3.5), (4.3) and (5.1), we define $P := \psi(\phi, \cdot)$ and find
   \[ \|P\| = \sqrt{\frac{\pi}{2} \left[ \frac{4\pi + \frac{1-a}{m} \sin \left( \frac{4m\pi}{1+a} \right)}{\sin \left( m\pi \frac{1+a}{1-a} \right)} \right]} \]  
   (7.10)

2. If $m \frac{1-a}{1+a} \in \mathbb{N}$ (exceptional situation), then $\lambda$ belongs to the exceptional situation in the $-1$ class too. Hence, the analysis is reduced to the preceding case.

0 class eigenvalues Let $\lambda = (2m)^2$ with $m \in \mathbb{N}$.

1. If $m = 0$, recalling (3.10), (4.7) and (5.9), we define $P := \psi(\phi, \cdot)$ and find
   \[ \|P\| = \sqrt{\frac{4}{3}}. \]  
   (7.11)

2. If $m \neq 0$ and $ma \not\in \mathbb{N}$ (generic situation), recalling (3.11), (4.8) and (5.10), we define $P := \psi(\phi, \cdot)$ and find
   \[ \|P\| = \sqrt{\frac{2}{\sqrt{1 - \cos (m\pi(1+a))}}}, \]  
   (7.12)

3. If $m \neq 0$ and $ma \in \mathbb{N}$ (exceptional situation), we distinguish two cases:
   (a) If $m(1+a)$ is odd (which necessarily implies that $m(1-a)$ is odd as well), recalling (3.12), (4.8) and (5.11), we define $P := \psi(\phi, \cdot)$ and find
      \[ \|P\| = 1. \]  
      (7.13)
   (b) If $m(1+a)$ is even (which necessarily implies that $m(1-a)$ is even as well), then $\lambda$ belongs to the exceptional situation in the $-1$ class too. Hence, the analysis is reduced to the case studied above.

Now we are in a position to establish Theorem 2 announced in the introduction.
Proof of Theorem 3. If \( a \in \mathbb{Q} \), the eigenfunctions of \( H \) cannot form a conditional basis in \( L^2((-\frac{\pi}{2}, \frac{\pi}{2})) \), because they are not even minimal complete by Theorem 3. To disprove the basis property in the case \( a \notin \mathbb{Q} \), we show that the spectral projections (7.12) are not uniformly bounded. To this aim, we consider for instance (7.12). By Dirichlet’s theorem on Diophantine approximation of irrational numbers (see, e.g., [15, Thm. 1A]), there exist sequences of integers \((p_k, q_k) \in \mathbb{Z} \times \mathbb{N}^*\) such that \(|p_k| \to \infty\) and \(q_k \to \infty\) as \(k \to \infty\) and

\[
|a - \frac{p_k}{q_k}| < \frac{1}{q_k^2}
\]

for every \(k \in \mathbb{N}\). Consequently, choosing \(m := 2q_k\), we get

\[
\cos(m\pi(1 + a)) = \cos(2q_k\pi \left( a - \frac{p_k}{q_k} \right)) \xrightarrow[k \to \infty]{} 1.
\]

Restricting to spectral projections (7.12) from the 0 class, we thus obtain

\[
\sup_{j \in \mathbb{N}} \|P_j\| \geq \sup_{m \in \mathbb{N}^*} \frac{\sqrt{2}}{\sqrt{1 - \cos(m\pi(1 + a))}} \geq \sup_{k \in \mathbb{N}^*} \frac{\sqrt{2}}{\sqrt{1 - \cos(2q_k\pi(1 + a))}} = \infty.
\]

This concludes the proof of the theorem.

Remark 2. If \(a \in \mathbb{Q}\), it is still possible that the generalised eigensystem (i.e. the collection of eigenfunctions and generalised eigenfunctions) is a conditional basis. We leave this question open here. Anyway, let us demonstrate that the projections (7.7), where \(\{\psi_j\}_{j \in \mathbb{N}}\) and \(\{\phi_j\}_{j \in \mathbb{N}}\) denote the biorthogonal pair formed by the eigenfunctions and generalised eigenfunctions of \(H\) and \(H^*\), respectively, are uniformly bounded. The formulae (7.9), (7.11) and (7.13) are obviously uniformly bounded in \(m \in \mathbb{N}^*\). To show that it is the case for the remaining norms of one-dimensional projections (7.8), (7.10) and (7.12), too, it is enough to write \(a = \frac{p}{q}\) with some integers \((p, q) \in \mathbb{Z} \times \mathbb{Z}^*\) (since \(|a| < 1\), we have \(|q| > |p|\)) and use the elementary estimates

\[
\left| \sin \left( m_{-1} \pi \frac{1 + a}{1 - a} \right) \right| \geq \frac{2}{\pi} \text{dist} \left( m_{-1} \pi \frac{1 + a}{1 - a}, \pi \mathbb{Z} \right) \geq \frac{2}{|q - p|},
\]

\[
\left| \sin \left( m_{+1} \pi \frac{1 - a}{1 + a} \right) \right| \geq \frac{2}{\pi} \text{dist} \left( m_{+1} \pi \frac{1 - a}{1 + a}, \pi \mathbb{Z} \right) \geq \frac{2}{|q + p|},
\]

\[
1 - \cos(m_0\pi(1 + a)) \geq \frac{4}{\pi^2} \text{dist} \left( m_0\pi(1 + a), 2\pi \mathbb{Z} \right)^2 \geq \frac{4}{q^2},
\]

valid for all \(m_{-1}, m_{+1}, m_0 \in \mathbb{N}^*\) such that \(m_{-1} \frac{1 + a}{1 - a} \notin \mathbb{N}\) and \(m_0a \notin \mathbb{N}\).

7.4 Metric operator

We finally recall that \(\{\psi_j\}_{j \in \mathbb{N}}\), normalised to 1 in a Hilbert space \(\mathcal{H}\), is an unconditional (or Riesz) basis if it is a conditional basis and the inequality

\[
\forall f \in \mathcal{H}, \quad C^{-1}\|f\|^2 \leq \sum_{j=0}^{\infty} |\langle \psi_j, f \rangle|^2 \leq C\|f\|^2
\]

(7.14)

holds with a positive constant \(C\) independent of \(f\). If \(\{\psi_j\}_{j \in \mathbb{N}}\) is a normalised set of eigenfunctions of an operator \(H\) with compact resolvent in \(\mathcal{H}\), then \(H\) is similar to a normal operator via bounded and boundedly invertible transformation if, and only if, \(\{\psi_j\}_{j \in \mathbb{N}}\) is an unconditional basis in \(\mathcal{H}\), cf. [5, Thm. 3.4.5]. The latter is equivalent to the similarity to a self-adjoint operator if the spectrum of \(H\) is in addition real.

The similarity to a self-adjoint operator is also equivalent to the existence of a metric operator, i.e. a positive, bounded and boundedly invertible operator \(\Theta\) such that (14.3) holds (cf. [14, Prop. 5.5.2]). The metric operator can be constructed by the formula

\[
\Theta = \sum_{j=0}^{\infty} \phi_j(\phi_j, \cdot),
\]

(7.15)
where \( \phi_j \) are eigenfunctions of \( H^* \).

In our case, \( H \) cannot be similar to a self-adjoint operator via bounded and boundedly invertible transformation because the eigenfunctions of \( H \) do not form already a conditional basis (they are not even complete if \( a \in \mathbb{Q} \)), cf. Theorem \[\text{[5]}\]. Nonetheless, if \( a \notin \mathbb{Q} \), we shall show that the relation \[\text{[13]}\] still holds with a positive and bounded \( \Theta \) whose inverse exists but it is unbounded. Furthermore, we shall derive a closed formula for the metric operator \[\text{(7.15)}\].

Our approach is based on the following peculiar properties of the eigenbasis of \( H^* \). Hereafter we assume \( a \notin \mathbb{Q} \).

- Eigenfunctions in the \(-1\) class are all those eigenfunctions of the Dirichlet Laplacian in \((\frac{2}{\pi}a, \frac{2}{\pi})\) which are antisymmetric with respect to the middle point \( \frac{1}{2}(1 + a) \). Putting \( A_+ := \sqrt{2/\pi(1 - a)} \), the eigenfunctions become normalised to 1 in \( L^2((\frac{2}{\pi}a, \frac{2}{\pi})) \). Consequently,
  \[
  \sum_{\lambda_j \in \sigma_-} \phi_j(\phi_j, \cdot) = 0 \oplus P_+ ,
  \]
  where \( P_+ \) is the antisymmetric projection
  \[
  (P_+ f)(x) := \frac{ f(x) - f(-x + \frac{\pi}{2}(1 + a))}{2} , \quad x \in [\frac{2}{\pi}a, \frac{2}{\pi}] .
  \]
  The direct sum is again with respect to the decomposition \( L^2((-\frac{\pi}{2}, \frac{\pi}{2})a)) \oplus L^2((\frac{2}{\pi}a,\frac{2}{\pi})) \).

- Eigenfunctions in the \(+1\) class are all those eigenfunctions of the Dirichlet Laplacian in \((-\frac{\pi}{2}, \frac{\pi}{2})a\) which are antisymmetric with respect to the middle point \(-\frac{\pi}{2}(1 - a)\). Putting \( A_- := \sqrt{2/\pi(1 + a)} \), the eigenfunctions become normalised to 1 in \( L^2((-\frac{\pi}{2}, \frac{\pi}{2})a)) \). Consequently,
  \[
  \sum_{\lambda_j \in \sigma_+} \phi_j(\phi_j, \cdot) = P_- \oplus 0 ,
  \]
  where \( P_- \) is the antisymmetric projection
  \[
  (P_- f)(x) := \frac{ f(x) - f(-x - \frac{\pi}{2}(1 - a))}{2} , \quad x \in [\frac{\pi}{2}, \frac{\pi}{2}]a .
  \]

- Eigenfunctions in the 0 class except for \[\text{[4.17]}\] are all those eigenfunctions of the Dirichlet Laplacian in \((-\frac{\pi}{2}, \frac{\pi}{2})\) which are antisymmetric with respect to the middle point 0. Putting \( C := \sqrt{2/\pi} \), the eigenfunctions become normalised to 1 in \( L^2((-\frac{\pi}{2}, \frac{\pi}{2})) \). Consequently,
  \[
  \sum_{\lambda_j \in \sigma_0 \setminus \{0\}} \phi_j(\phi_j, \cdot) = P_0 ,
  \]
  where \( P_0 \) is the antisymmetric projection
  \[
  (P_0 f)(x) := \frac{ f(x) - f(-x)}{2} , \quad x \in [\frac{\pi}{2}, \frac{\pi}{2}] .
  \]

- Finally, let us denote the eigenfunction \[\text{[4.17]}\] corresponding to the zero eigenvalue by \( \phi_0 \) and let us put the normalisation constant \( C \) equal to one for instance. Then we get a rank-one operator
  \[
  \sum_{\lambda_j = 0} \phi_j(\phi_j, \cdot) = \phi_0(\phi_0, \cdot) .
  \]

Summing up, we arrive at the following particularly simple form for the metric operator defined by \[\text{[7.15]}\]
  \[
  \Theta = \phi_0(\phi_0, \cdot) + P_0 + P_- \oplus P_+ .
  \]

Let us carefully verify all the required properties of the metric operator, giving thus a proof Theorem \[\text{[3]}\] announced in the introduction.
Proof of Theorem 3.

- Obviously, $\Theta$ defined by (7.10) is bounded.
- It is positive just because

$$ (f, \Theta f) = |(\phi_0, f)|^2 + \|P_0 f\|^2 + \|P_- f + P_+ f\|^2 \geq 0 $$

for every $f \in L^2((-\frac{\pi}{2}, \frac{\pi}{2}))$.

- To prove that $\Theta$ is invertible (i.e. 0 is not an eigenvalue of $\Theta$), we need the following fact.

**Lemma 1.** Let $a \not\in \mathbb{Q}$. If $P_0 f = 0$ and $P_- f \oplus P_+ f = 0$ for some $f \in L^2((-\frac{\pi}{2}, \frac{\pi}{2}))$, then $f(x)$ is a constant for almost every $x \in (-\frac{\pi}{2}, \frac{\pi}{2})$.

**Proof.** We decompose $f$ into the eigenbasis of the Neumann Laplacian in $(-\frac{\pi}{2}, \frac{\pi}{2})$, i.e., we write

$$ f = \sum_{n=0}^{\infty} \alpha_n \chi_n, \quad \chi_n(x) := \begin{cases} \sqrt{\frac{2}{\pi}} \cos(nx) & \text{if } n \geq 1 \text{ is even,} \\ \sqrt{\frac{2}{\pi}} \sin(nx) & \text{if } n \geq 1 \text{ is odd,} \\ \sqrt{\frac{1}{\pi}} & \text{if } n = 0, \end{cases} $$

where $\alpha_n := (\chi_n, f)$. Requiring $P_0 f = 0$ immediately yields that the coefficients $\alpha_n$ vanish for all odd $n$. At the same time, an explicit computation gives

$$ (\chi_m, P_- \chi_n \oplus P_+ \chi_n) = \frac{1}{2} \left[ 1 - \cos(\frac{n\pi}{2}) \cos(\frac{n\pi a}{2}) \right] \delta_{mn} $$

for all even $m, n$. Summing up,

$$ \|P_0 f\|^2 + \|P_- f \oplus P_+ f\|^2 = \sum_{n \text{ odd}} |\alpha_n|^2 \sum_{n \text{ even}} |\alpha_n|^2 \frac{1}{2} \left[ 1 - \cos(\frac{n\pi}{2}) \cos(\frac{n\pi a}{2}) \right]. $$

If $a \not\in \mathbb{Q}$, the square bracket is positive for all $n \neq 0$ and we may conclude that $\alpha_n = 0$ for all $n \geq 1$. Consequently, $f(x) = \alpha_0 \chi_0(x)$ for almost every $x \in (-\frac{\pi}{2}, \frac{\pi}{2})$. Using this lemma, assuming that $f \neq 0$ is an eigenfunction of $\Theta$ corresponding to its zero eigenvalue, we conclude from (7.17) that $f(x) = \text{const} \in \mathbb{C}$ for almost every $x \in (-\frac{\pi}{2}, \frac{\pi}{2})$ and

$$ 0 = (\phi_0, \psi) = \text{const} \left( \frac{\pi}{2} \right)^2 (a^2 - 1), $$

which can be satisfied only if $\text{const} = 0$, a contradiction. Hence $\Theta$ is invertible.

- Recall that $\Theta$ is not boundedly invertible (i.e. 0 is in the continuous spectrum of $\Theta$), otherwise the eigenfunctions of $H$ would form an unconditional basis, which contradicts Theorem 2.

- Finally, let us show that the quasi-self-adjointness relation (133) holds. First of all, we have to check that $\Theta$ properly maps $D(H)$ to $D(H^*)$. It is obvious for the first term $\phi_0(\phi_0, \cdot)$ in (133). Let $\psi \in D(H)$. We clearly have

$$ P_0 H^2((-\frac{\pi}{2}, \frac{\pi}{2})) = H^2((-\frac{\pi}{2}, \frac{\pi}{2})), \quad (P_- \oplus P_+) H^2((-\frac{\pi}{2}, \frac{\pi}{2})) = H^2((-\frac{\pi}{2}, \frac{\pi}{2} a) \oplus H^2((\frac{\pi}{2} a, \frac{\pi}{2})). $$

Using the antisymmetric nature of the projections $P_0, P_{\pm}$ and the boundary conditions $f \in D(H)$ satisfies, we easily find

$$ (P_- f)(-\frac{\pi}{2}) = 0, \quad (P_+ f)(\frac{\pi}{2}) = 0, \quad (P_0 f)(\pm \frac{\pi}{2}) = 0, \quad (P_- f)(\frac{\pi}{2} a -) = 0, \quad (P_+ f)(\frac{\pi}{2} a +) = 0, \quad (P_0 f)(\frac{\pi}{2} a \pm) = \frac{f(\frac{\pi}{2} a -) - f(-\frac{\pi}{2} a)}{2}. $$
and

\[
(P_0 f)'(\frac{\pi}{2}) - (P_0 f)'(-\frac{\pi}{2}) = 0,
(P_0 f)'(\frac{\pi}{2} a^+) - (P_0 f)'(\frac{\pi}{2} a^-) = 0,
(P_- f + P_+ f)'(\frac{\pi}{2}) - (P_- f + P_+ f)'(-\frac{\pi}{2}) = \frac{f'(\frac{\pi}{2}) - f'(-\frac{\pi}{2})}{2},
(P_- f + P_+ f)'(\frac{\pi}{2} a^+) - (P_- f + P_+ f)'(\frac{\pi}{2} a^-) = \frac{f'(\frac{\pi}{2}) - f'(-\frac{\pi}{2})}{2}.
\]

Hence \( \Theta f \in D(H^*) \).

Verifying the identity \((f \psi)''(x) = (\Theta f'') (x)\) for \( x \in (-\frac{\pi}{2}, \frac{\pi}{2} a) \cup (\frac{\pi}{2} a, \frac{\pi}{2}) \) is straightforward.

This concludes the proof of Theorem 3. \( \square \)

8 Some open problems

Let us conclude this paper by suggesting some further research questions related to problems of the type (1.2). The list is certainly not complete and we just added those questions which are most directly connected with our present contribution.

- If \( a \in \mathbb{Q} \), do the eigenfunctions together with the generalised eigenfunctions form a conditional basis (cf. Remark 2)?
- Is there a direct operator-theoretic argument for the fact that the spectrum of the operator associated with (1.2) is always real? This has been shown in [17] using results about the zero set of trigonometric series.
- Is it possible to derive related results about the spectrum and the multiplicity for more general jump distributions than those considered in the present work?
- If one replaces the operator \(-\frac{d^2}{dx^2}\) by \(-\frac{\sigma^2}{2} \frac{d^2}{dx^2} - \frac{b}{2} \frac{d}{dx}\) in \((-\frac{\pi}{2}, \frac{\pi}{2})\), then it is shown probabilistically partially in [13] and fully in [14] that the spectral gap, denoted by \(\gamma_1(\sigma, b)\), of the corresponding diffusion with jump distribution \(\delta_0\) is given by

\[
\gamma_1(\sigma, b) = \min \left\{ \lambda_0^{(0, \frac{\pi}{2})}(\sigma, b), \lambda_0^{(0, \frac{\pi}{2})}(\sigma, 0) \right\}.
\]

Here we denote by \(\lambda_{0,(l)}(\sigma, b)\) the smallest Dirichlet eigenvalue of \(-\frac{\sigma^2}{2} \frac{d^2}{dx^2} - \frac{b}{2} \frac{d}{dx}\) in the interval \((0, l)\). Thus

\[
\gamma_1(\sigma, \mu) = \begin{cases} 
2\sigma^2 + \frac{b^2}{2} & \text{if } |b| \leq 2\sqrt{3} \sigma^2, \\
8\sigma^2 & \text{otherwise}.
\end{cases}
\]

In particular, the spectral gap stays constant once \( |b| \) is greater than \( 2\sqrt{3}\sigma^2 \). An investigation of the full spectrum including multiplicities and its dependence on the drift \( b \) might reveal further interesting properties.

Finally, let us mention that the stochastic process described in (1.2) is still not fully understood probabilistically; for recent developments we refer to [2].
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