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Abstract—Screening feature selection methods are often used as a preprocessing step for reducing the number of variables before training a model. Traditional screening methods only focus on dealing with complete high dimensional datasets. However, modern datasets not only have higher dimensions and larger sample size, but also have properties such as streaming input, sparsity, and concept drift. Therefore a considerable number of online feature selection methods were introduced to handle these kinds of problems in recent years. Online screening methods are one of the categories of online feature selection methods. The methods that we propose in this paper are capable of handling all three situations mentioned above, in classification settings. Our experiments show that the proposed methods can generate the same feature importance as their offline versions with faster speed and less storage requirements. Furthermore, the results show that online screening methods with integrated model adaptation have a higher true feature detection rate than without model adaptation on data streams exhibiting concept drift. Among the three large real datasets that potentially have concept drift, online screening methods with model adaptation show advantages in either saving computation time and space, reducing model complexity, or improving prediction accuracy.
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1 INTRODUCTION

With the explosive growth in the amount of data available in recent years, the efficiency of data processing remains a heated topic in both hardware and software fields. Various approaches have emerged to tackle this challenge, such as cloud computing, batch learning, online learning, more powerful hardware and so on. These approaches mainly focus on how to increase the loading capacity of the systems. On the other hand, the screening (filter) feature selection methods, which show impressive performance in reducing feature dimensions of large high dimensional data and improving overall model performance, especially with ad-hoc implementations, focus on how to scale down the data before considering the loading capacity of the learning system.

Screening feature selection methods are independent of the learning algorithms, which gives them a fast execution speed. They can be ideal add-ons when it comes to improving efficiency without losing performance. Building on the foundation of our previous survey on the performance of screening feature selection methods on real large datasets, in this article we introduce several novel online feature screening methods as extensions of existing offline screening methods to tackle datasets that come from a more modern environment.

In this article, five screening methods are selected from our previous survey [1] to be developed into their online versions. Among them, T-score [2] and Fisher Score [3] are mean-variance based methods, while Gini index [4], Chi-square score [5], and Mutual Information [6] are bin-count based methods.

The newly introduced methods are capable of working in one pass fashion using minibatches on extremely large data streams. They are compatible with sparse input and are robust when concept drift is present in the data stream. For mean-variance based methods, we used moving averages and altered the update frequency from at each input to only at non-zero inputs for sparse data. A fading factor was applied to each update to deal with concept drift issues. However, our main focus was on bin-count based methods where we adapted the underlying quantile summary mechanism from [7] to deal with streaming data, with sparsity, and with concept drift using a fading factor. To make it compatible with the discretization method we adapted and to our fading factor update mechanism under sparse inputs, we introduced an exact weight update procedure to replace the original one. We also introduced delayed-weight-update to cope with the sparse input data. Moreover, when applying the fading factor for model adaptation, in order to maintain the correct penalization order without compromising computing speed, we introduced a new updating order for the fading factor. In the case where the data stream has both sparsity and concept drift, we proposed the concept of time anchors and universal weight maps to further reduce the computing time of our algorithm while maintaining the weight-penalization accuracy.

Comparative evaluations were conducted between the proposed methods and their offline versions. The proposed
methods with model adaptation were also tested using synthetic data streams with concept drift. Finally, the performance of our methods was evaluated on large real datasets, with and without model adaptation. The methods were also compared with and usually outperformed some of the state-of-the-art feature screening methods that were built for concept drifting data. These real datasets that were used all have sparsity and potentially concept drift.

Two types of variables could exist in a data stream, based on the distribution they originate from: variables that are sampled from a continuous distribution and variables that come from a discrete distribution. For instance, in [8], the author used “continuous attributes” to refer to variables from continuous distributions. For simplicity, we will call these types of variables (or features) continuous features and discrete features respectively.

This study addresses the problem of online learning with continuous features with two approaches: mean-variance based feature screening methods based on moving averages, and quantile based methods based on the weighted quantile summary. The proposed algorithm also integrates ways to handle sparse streaming data as well as streaming data featuring concept drift, as adaptations to the needs of modern applications.

The contributions of this paper are the following:

- It shows how to adapt the mean-variance and bin-count based screening methods such as Mutual Information, Chi-squared score and Gini index for online screening. For that, it modifies the work from [7] to approximate continuous distributions with online histograms using quantile summaries. Theoretical guarantees of accuracy are also proved. The mean-variance based methods can be easily computed online using running averages, and are also included for completeness.
- It shows how to modify these online screening methods for handling sparse data and concept drift.
- Through extensive experiments, it shows that the proposed online screening methods compare favorably with their offline counterparts, in the sense that they can obtain the same feature ranking with less computational cost, while being able to handle streaming data. Simulations show that the proposed online methods are capable to handle concept drift with different drift speeds much better than the ones without model adaptation. Furthermore, experiments on three large real datasets show that the proposed methods usually outperform two state-of-the-art online screening methods from the literature.

1.1 Related Work

The study of feature selection on streaming data has a long history. Even before the big data boom, there already existed applications that generated and required processing streaming data under computation and memory constraints.

Feature selection methods can be divided into three categories based on their interaction with the learning algorithm: filters, wrappers and hybrids. Filters, also known as screening methods, compute a criterion for each feature and select features according to some selection scheme. They don’t involve a learner. Wrappers wrap feature selection with any learner. They use a feature importance measure calculated by the learner to decide what features to keep. Hybrids, also known as embedded methods, rely on a sparsity inducing built-in regularizer of the learner to drop irrelevant features. One such example is the Lasso[9].

Screening methods have the advantage of fast processing and easy integration with other systems. The methods introduced in this article also falls into this category. Considering the large number of streaming high dimensional applications, we feel its advantages make it an appropriate direction to pursue.

One property of large stream datasets is data sparsity. A sparse dataset is a dataset with a large proportion of its entries zero. Such a phenomenon appears in various domains, such as text processing, social network analysis, disease analysis, etc. In [10] was proposed an adaptive multimodal multi-task learning model that can co-regularize the modality agreement, temporal progression and discriminative capabilities of different modalities for chronic disease progression monitoring, which can be applied to sparse data. A comprehensive overview of multi-task learning, feature selection and handling of sparse data was shown in [11] through the theoretical explanation and real life applications to multiple social network learning problems.

Another property of continuously generated data stream is concept drift. The fundamental idea is that the relation between the prediction target and its features usually changes over time either gradually or drastically. Concept drift is also called model adaptation, feature drift, concept adaptation, depending on the focus of the dynamic connection between target and features.

Feature selection methods are expected to be robust in face of concept drift. One of the popular methods is the sliding window. Its idea is to only consider the most recent data, making it a natural adaptation to the drift problem. Using a month as a natural window, [12] introduced a two stage feature selection framework to first select feature candidates using symmetrical uncertainty, then a greedy stepwise search was performed using a generic learner to further refine the feature space. Although the search strategy involved a stopping criterion, it can still become time consuming when feature space is large. Also the symmetrical uncertainty used can only directly process discrete features. [13] also utilizes a fixed size moving window that stores the most recent data. It filters features based on the comparison of symmetrical uncertainty between a set of baseline features and non-baseline features dynamically. Again, the symmetrical uncertainty used can only directly process discrete features. This method requires a $p \times p$ conditional entropy matrix to be maintained constantly, where $p$ is the number of features. It will become a burden if the number of features grows ultra large. In [14], the authors used the cost-sensitive ReliefF method with a sliding window for dynamic feature selection.

Methods utilizing sliding windows rely heavily on the assumption that the decided sliding window fashion matches the actual shifting pattern of the data stream. One way to mitigate this disadvantage is to detect a valid drifting window first before performing feature selection. A feature selection framework for drifting data streams that
adopted this exact scheme was introduced in [15]. It first performed drift detection to identify the width of a drift window. Once a drifting point was detected, a feature selection procedure was carried on based on a relevancy-redundancy criteria calculated from an incrementally updated correlation coefficient matrix. [16] uses a generic drifting detector to tell which decision stumps in a stream-adaptive boosting were no longer compatible with the new data. The features were selected based on the decision stumps’ purity metric after updating the incompatible stumps.

Another popular strategy to handle the drift problem is the fading factor. In [17], both sliding window and fading factor are used. In the fading factor variation, feature measures such as the Gini index and entropy are calculated incrementally over the entire data stream. However the criterion they used also works with discrete features only.

There are methods handling the drifting feature selection problem by adding a follow-up right after the feature selection stage. The authors in [18] introduced a feature fusion method to suppress the negative effect caused by concept drifting after the feature selection step.

One genre of feature selection on drifting data is to maintain a dataset throughout the processing of the data stream. One such method is [19], where the algorithm maintains a set of micro-clusters based on the arriving new instances. Once a drift is detected, all features that relate to the drift will have their mutual information updated using data in all the clusters. Eventually feature selection was conducted based on mutual information. The computing time of this method goes up if the newly arrived instances keep failing to meet the criteria for removing outdated micro-clusters. In [20], the authors tackled the drift issue by maintaining a fixed size pool of the newest set of training data and refined the feature size such that the data in the pool is always compatible with the trend of the newly arrived data. However the method didn’t cover the issue where an irrelevant feature later becomes relevant again, a case that can be handled by our approach.

As an interesting new approach that is different from the others, [21] assumed the coefficients of a linear model to be a set of distributions. The algorithm then incrementally updates the parameters of these distributions. The feature importances were computed based on these distributions on request. Another recent interesting method, [22], mixed a set of features selected by Information Gain with several sets of random features. Feature sets with above average performance were passed to a genetic algorithm to cross-breed the final selected feature set.

Despite various situations in which the aforementioned methods can be applied, to the best our knowledge, none of the existing methods were capable of using metrics that was designed for discrete features (such as mutual information) for screening continuous features in a one pass fashion. In order to calculate an appearance based criterion such as mutual information and chi-squared score from continuous features, one needs to be able to discretize the continuous features in an online fashion. Much effort has been put into this area, since good discretizations are based on quantiles. It has been proven in [23] that \( O(N) \) space is required for an algorithm to compute the exact quantiles in a single pass of streaming data. In order to describe a one pass data stream in a reduced space, approximate quantile calculation methods are needed. Some earlier works are [24] and [25]. Their algorithms are used to calculate uniform quantiles in a single pass. In [8] a two-stage framework was proposed to obtain discrete binned features from continuous features. The suggested method first constructs many equal width intervals to capture and update the partition of incoming sample points. At query time, it aggregates the collected intervals to generate equal-width histograms or equal-frequency histograms. As intuitive as it is, this is a non-deterministic method, in the sense that there are no deterministic guarantees on the estimation error.

Manku et al., [26] introduced a single pass algorithm to compute a deterministic \( \epsilon \)-approximate uniform quantile summary. It requires prior knowledge of the sample size \( N \) and has a space complexity of \( O(\log^2 \epsilon N) \). Another algorithm that does not require prior knowledge of \( N \) was also proposed by Manku et al., in [27]. The space complexity for this algorithm is \( O(\sqrt{\log \frac{\sqrt{N}}{\epsilon}} + \log^3 \frac{1}{\epsilon}) \) with a failure probability of \( \delta \). A more recent approach (the GK algorithm) was introduced by Greenwald et al., in [28] to compute a deterministic \( \epsilon \)-approximate quantile summary on a single pass of streaming data without the prior knowledge of \( N \). This method imposed a tree structure and it is an improvement of Manku’s algorithm, with a space bound of \( O(\log \epsilon N) \). In [29], an improvement was made on the GK algorithm to significantly reduce the computational cost. The computational cost of this multi-level quantile summary algorithm is \( O(N \log \frac{\sqrt{\epsilon}}{\epsilon}) \). It is shown in their experiments that it can achieve about 200-300 times speedup over the GK algorithm. However, its storage requirement of \( O(\log^2 \epsilon N) \) is higher than the GK algorithm.

Recent work in Xgboost[7] extended [28] and [29] with a focus on processing weighted data. This saves space and improves summary accuracy when dealing with data streams containing duplicate values. The algorithm introduced in their article has the same guarantee as the GK algorithm. It can be plugged into all GK frameworks and its extensions.

There also exist works that focus on other aspects of calculating quantile summaries. In [30] was introduced an algorithm to compute uniform quantiles over sliding windows. Cormode et al., [31] proposed an algorithm to handle the biased quantile problem. It has a storage bound of \( O(\log^U \log \epsilon N) \) and time complexity of \( O(\log^U \log \epsilon) \) where \( N \) is the sample stream size and \( U \) is the size of the domain from which the sample points are drawn. Efforts were also made to compute approximate quantiles for distributed streams and sensor networks. Greenwald et al., [32] proposed an algorithm for calculating \( \epsilon \)-approximate quantiles for sensor network applications. In [33] an algorithm with a space complexity of \( O(U \log \epsilon) \) was proposed to compute medians and other quantiles in sensor networks.

## 2 Proposed Methods

Two categories of online feature screening methods are introduced in this section: mean-variance based methods and bin count based methods. For mean-variance based methods, we will give an overview and introduce the modifications that are integrated to tackle data streams with
sparsity and concept drift. For bin count based methods, we will briefly go over the concept of quantile summary, which is the foundation of our proposed methods. Our modification that helps provide exact observation count will also be introduced during the overview. Lastly, we will introduce extensions for the bin count based methods to handle data streams with sparsity and concept drift.

2.1 Mean-Variance Based Methods

The mean-variance based methods obtain the scoring from mean and variance estimates of the feature values corresponding to each class. The means and variances are known to be able to computed online using moving averages as shown below.

2.1.1 Running Averages

Without losing generality, we assume that a sample \( x_i \) arrives at each time step \( i = 1, 2, 3, \ldots, n \). The \( j \)-th feature value at the \( i \)-th time is \( x_{ij} \). At time \( n \), the average value \( \mu_{nj} \) of the \( j \)-th feature is:

\[
\mu_{nj} = \frac{1}{n} \sum_{i=1}^{n} x_{ij}. \tag{1}
\]

It can be updated incrementally as follows:

\[
\mu_{nj} = \frac{n-1}{n} \mu_{(n-1)j} + \frac{1}{n} x_{nj}. \tag{2}
\]

For the variance, we will use the running mean of squares \( MS_{nj} = \frac{1}{n} \sum_{i=1}^{n} x_{ij}^2 \), which can also updated incrementally:

\[
MS_{nj} = \frac{n-1}{n} MS_{(n-1)j} + \frac{1}{n} x_{nj}^2. \tag{3}
\]

Consequently the variance of \( j \)-th feature at time \( n \) can be computed as:

\[
\sigma_{nj}^2 = MS_{nj} - \mu_{nj}^2 \tag{4}
\]

Thus each feature’s mean and variance can be computed exactly and updated incrementally as new samples arrive.

2.1.2 Criteria of Interest

It is well known that T-score and Fisher Score are calculated from mean, variance and sample count.

The running means can be used to compute for a feature \( x \) and each class \( c \in \{1, \ldots, C\} \) the mean \( \mu_{cj} \), sample count \( n_{cj} \), and standard deviation \( \sigma_{cj} \) of the values of all observations belonging to class \( c \).

**T-Score.** For a feature \( x_j \), its T-score is calculated as:

\[
T_j = \frac{|\mu_{j(1)} - \mu_{j(2)}|}{\sqrt{\frac{\sigma_{j(1)}^2}{n_{j(1)}} + \frac{\sigma_{j(2)}^2}{n_{j(2)}}}}. \tag{5}
\]

The higher the score, the more relevant the feature is to the target variable.

**Fisher Score.** Similarly, the Fisher Score of feature \( x_j \) is defined as:

\[
Fisher_j = \frac{\sum_{c=1}^{C} n_{cj}^{(c)} (\mu_{cj}^{(c)} - \mu_j)^2}{\sum_{c=1}^{C} n_{cj}^{(c)} (\sigma_{cj}^{(c)})^2} \tag{6}
\]

where \( \mu \) is feature \( x_j \)’s mean and \( \mu_{cj}^{(c)} \) and \( \sigma_{cj}^{(c)} \) have been defined above. It is clear that (5) and (6) are calculated from basic components such as means and variances, which can be updated incrementally as described above.

2.1.3 Sparse Input

In the sparse input scenario, since the zero values are not shown in the data stream, one only needs to update the running averages with the values that are shown, and keep a record of the sample count.

2.1.4 Model Adaptation

In order to handle concept drift, a fading factor strategy is used to gradually decrease the weight of past samples in the running averages:

\[
\mu_{nj} = \alpha \mu_{(n-1)j} + x_{nj} \]

\[
MS_{nj} = \alpha MS_{(n-1)j} + x_{nj}^2 \tag{7}
\]

where \( \alpha \in (0, 1) \) is a fading factor that is set by the user. This way the last sample has weight 1, previous one has weight \( \alpha \), and the sample at time \( n-t \) has weight \( \alpha^{t} \) at time \( n \).

**Sparse Input.** When adaptation is required with sparse input, a time anchor is employed for each feature in every class to record the last appearance of non-zero values \( n_{last} \). Accumulated statistics are then updated the next time a non-zero value appears:

\[
\mu_{nj} = \alpha^{(n-n_{last})} \mu_{last,j} + x_{nj} \]

\[
MS_{nj} = \alpha^{(n-n_{last})} MS_{last,j} + x_{nj}^2 \]

where \( \mu_{last,j} \) and \( MS_{last,j} \) is the penalized running average and running mean of squares at the last appearance of a non-zero value. Observe that \( \mu_{nj} \) and \( MS_{nj} \) can be computed at any time, keeping in mind that \( x_{nj} \) is zero if not present.

2.2 Bin Count Based Methods

These feature screening methods assume that each feature is discrete, taking a number \( B \) of values (bins). In this work we will focus on mutual information, chi-squared score and Gini index, which will be described below.

One approach to compute these criteria for continuous features is to approximate them using online histograms through a proper online discretization method. For that, online quantiles must be computed and online bin counts for discrete bins based on the online quantiles must be updated at the same time. In Section 2.2.2, we walk through the quantile summary used in [7]. We will introduce in Section 2.2.3 an alternate procedure with a maximum 3\( e \) error, which was modified in a way to be compatible with the discretization method we adapted in Section 2.2.4. Moreover the procedure was also made compatible with the handling of sparse input and fading factor updates that will be introduced in Sections 2.2.5 and 2.2.6 respectively. The introduced procedures will generate on demand bin counts from
data stream features whose values are sampled from continuous distributions.

### 2.2.1 Criteria of Interest

Mutual Information, Chi-squared score and Gini Index are all calculated directly or indirectly (through a probability estimation) from bin counts of the data belonging to the different classes.

**Mutual Information.** For a feature \( x_j \), its mutual information can be calculated as:

\[
I(x_j, y) = \sum_{b=1}^{B} \sum_{c=1}^{C} P(x_j \in bin_b, y = c) \log \frac{P(x_j \in bin_b, y = c)}{P(x_j \in bin_b)P(y = c)}
\]

where \( P(x_j \in bin_b, y = c) \) is the joint probability of having feature values fall into \( bin_b \) and label value equal to \( c \), while \( P(x_j \in bin_b) \) and \( P(y = c) \) are the marginal probabilities.

In the case of samples with discrete features, the probability can be expressed as:

\[
P(x_j \in bin_b, y = c) = \frac{n_{x_j \in bin_b, y = c}}{n},
\]

\[
P(x_j \in bin_b) = \frac{n_{x_j \in bin_b}}{n},
\]

\[
P(y = c) = \frac{n_{y=c}}{n},
\]

where \( n, n_{x_j \in bin_b, y = c}, n_{x_j \in bin_b}, n_{y=c} \) denote the sample counts that fall into the respective value groups.

**Chi-Squared Score.** With a similar definition of \( n \)’s, the chi-squared score of a feature \( x_j \) can be defined as:

\[
\chi^2_j = \sum_{b=1}^{B} \sum_{c=1}^{C} \left( \frac{n_{x_j \in bin_b, y = c} - \hat{n}_{x_j \in bin_b, y = c}}{\hat{n}_{x_j \in bin_b, y = c}} \right)^2,
\]

where:

\[
\hat{n}_{x_j \in bin_b, y = c} = \frac{n_{x_j \in bin_b}n_{y=c}}{n}
\]

**Gini Index.** For a given feature \( x_j \), let \( A_h = \{i, x_{ij} \leq h\} \) denote the number of samples whose values of the \( j \)-th feature is smaller than or equal to \( h \) and \( B_h = \{i, x_{ij} > h\} \). The feature \( j \)’s Gini Index can be expressed as:

\[
\text{Gini}_j = P(A_h)(1 - \sum_{c=1}^{C} P(C_c|A_h)^2) + P(B_h)(1 - \sum_{c=1}^{C} P(C_c|B_h)^2),
\]

where \( P(A_h) \) is the number of samples in subset \( A_h \) divided by the total number of samples, and \( P(C_c|A_h) \) is the conditional probability of samples having label \( c \) given that they are in subset \( A_h \). Let \( n_{x_j \in A_h, y = c} \) denote the number of samples in \( A_h \) with label \( c \) and let \( n_{x_j \in A_h} \) denote the number of samples in \( A_h \). Then \( P(C_c|A_h) = n_{x_j \in A_h, y = c} / n_{x_j \in A_h} \) remains the same for \( P(B_h) \) and \( P(C_c|B_h) \). The value of \( h \) for each feature is chosen to give the minimum Gini Index for that feature.

These criteria can be calculated on demand if the bin counts can be updated online in a streaming fashion. However, many features are continuous features and need to be discretized into a small number of bins for these criteria to be effective. Most effective discretizations are based on quantiles of the data, so the quantiles need to be computed online, at the same time with the discretization into the bins obtained from the quantiles, and with the bin counts based on the discretization. Quantile summaries will be used for this purpose.

### 2.2.2 Quantile Summary Overview

For a data stream with known size \( N \), the basic idea is to use several container like sub-summaries \( s \) to store approximate ranking information on parts of the data stream. In turn, an aggregated summary \( S \) of the sub-summaries can describe the entire data stream. Various operations are conducted continuously to maintain the estimations in these containers such that at any time \( n \), the summary \( S(n) \) can answer any \( r \)-quantile query with \( \epsilon \) precision.

Let \( D \) be a small input stream

\[
D = \{(x_1, w_1), (x_2, w_2), \ldots, (x_n, w_n)\},
\]

where \((x_i, w_i)\) is a data point with its value \( x_i \) and its weight \( w_i \). Usually the data weights are set to 1. For each value \( v \), two rank functions and a weight function are defined,

\[
\begin{align*}
& r^-(v) = \sum_{(x, w) \in D, x < v} w, \\
& r^+(v) = \sum_{(x, w) \in D, x \leq v} w, \\
& w(v) = r^+(v) - r^-(v) = \sum_{(x, w) \in D, x = v} w.
\end{align*}
\]

The weight of \( D \) is defined as:

\[
w(D) = \sum_{(x, w) \in D} w
\]

Without loss of generality, in the rest of this article, weight will be used to refer to the calculated weight value \( w(v) \), rank will be used to refer to the calculated rank value of \( r^+(v) \) or \( r^-(v) \).

A summary \( S \) or sub-summary \( s \) consists of several tuples \( S = \{T_1, T_2, \ldots, T_h\} \). Each tuple has the form \( T=(\bar{v}, \bar{r}^-, \bar{r}^+, \bar{w}) \) and describes a number of similar data points from the data stream. Here \( \bar{v} \) denotes the data value estimation this tuple represents, \( \bar{r}^- \) and \( \bar{r}^+ \) are the lowest and highest estimated ranks of this value in the current sub-summary, and \( \bar{w} \) is the accumulated weight value which represents how many data points this tuple covers. The sub-summary \( s \) entries \( T_1, T_2, \ldots, T_h \) are sorted by the values of their corresponding \( v \)’s.

A multi-level summary structure \( S = \{s_1, s_2, \ldots, s_L\} \) consists of several sub-summaries, shown in Fig. 1, when it is not queried. It is used to maintain the desired precision as well as to speed-up the calculation. \( L \) is the total number of levels, \( s_l \) denotes the sub-summary at level \( l \in \{0, 1, \ldots, L\} \).
The whole data stream is divided into consecutive segments of size \( b = \lceil \frac{L}{l} \rceil \), where \( L \) is the largest integer that makes \( b2^{l-1} \leq N \), and \( N \) is the size of the entire data stream.

At the lowest level, \( s_0 \) is defined to hold all recently arrived points until it reaches size \( b \). The tuples in \( s_0 \) are constructed with

\[
\begin{align*}
v &= x_i, \quad r^{-}(x_i) = r^{-}(x_i), \\
r^{+}(x_i) &= r^{+}(x_i), \quad \bar{w}(x_i) = w(x_i),
\end{align*}
\]

therefore \( s_0 \) is a \( \epsilon_0 \)-approximate summary, where \( \epsilon_0 = 0 \). It can answer all query questions exactly.

**Algorithm 1. General Procedure for Quantile Summary**

**Input:** \( x_i, i = 1, l \)
1: push \( x_i \) into \( s_0 \)
2: if \( \text{size}(s_0) < b \) then
3: go back to line 1
4: else
5: \( s_{\text{temp}} = \text{PRUNE}(s_0, \frac{\text{size}(s_0)}{2}) \)
6: clear \( s_0 \)
7: for \( i = 1, \ldots, L \) do
8: if \( \text{size}(s_i) = 0 \) then
9: \( s_i = s_{\text{temp}} \)
10: clear \( s_{\text{temp}} \)
11: else
12: \( s_{\text{temp}} = \text{MERGE}(s_{\text{temp}}, s_i) \)
13: \( s_{\text{temp}} = \text{PRUNE}(s_{\text{temp}}, \frac{\text{size}(s_{\text{temp}})}{2}) \)
14: if \( \text{size}(s_{\text{temp}}) < b \) then
15: \( s_i = s_{\text{temp}} \); clear \( s_{\text{temp}} \); break
16: else
17: clear \( s_i \)
18: end if
19: end if
20: end for
21: end if
22: Output: \( s = \text{MERGE}(s_0, s_1, \ldots, s_L) \)

Algorithm 1 shows the basic procedures of summarizing when a new data point \( x_i \) arrives in the data stream. In the algorithm, \( s_{\text{temp}} \) denotes a temporary sub-summary, \( s_j \) denotes the \( j \)-th level in the multi-level summary structure mentioned above.

PRUNE\((s, k)\) is an operation that converts a sub-summary \( s \) with size \( k \) and precision \( \epsilon' \) into a sub-summary with size \( k+1 \) and precision \( \epsilon' + \frac{1}{k} \). It is shown in [29] that each level in the summary can maintain an error less than \( \epsilon \). The PRUNE procedure is detailed below.

**Algorithm 2. Prune Operation PRUNE\((s, b)\)**

**Input:** Sub-summary \( s \), maximum size \( g \) of output sub-summary
1: \( i = 1 \), \( s_{\text{out}} = \emptyset \)
2: while \( d < b + 1 \) do
3: \( d = \lceil \frac{i-1}{b} \rceil w(s) \)
4: \( i_{\text{err}} = Q(s, d) \)
5: \( s_{\text{out}} \leftarrow s_{\text{out}} \cup \{ (x_{i_{\text{err}}}, r^{-}_{i_{\text{err}}}, r^{+}_{i_{\text{err}}}, w_{i_{\text{err}}}) \} \)
6: \( i + + \)
7: end while
8: Output: \( s_{\text{out}} \)

In the PRUNE operation, maximum \( b \) tuples are chosen from the input sub-summary according to the position indicator \( d = \frac{i-1}{b} w(s) \), \( i = 1, 2, \ldots, b + 1 \). Algorithm 3 below shows how to use the query operation \( Q(s, d) \) to choose tuples to form the new sub-summary. The \( r^{-}(x_i), r^{+}(x_i), \bar{w}(x_i) \) of the selected tuples are copied from the original sub-summary.

**Algorithm 3. Query Function \( Q(s, d) \)**

**Input:** Sub-summary \( s \) with tuple values \( v_i = x_i, i = 1, 2, \ldots, k \), position indicator \( d \) with \( 0 \leq d \leq w(s) \)
1: if \( d < \frac{1}{b} [r^{-}_i(x_i) + r^{+}_i(x_i)] \) then
2: return 1
3: end if
4: if \( d \geq \frac{1}{b} [r^{-}_i(x_k) + r^{+}_i(x_k)] \) then
5: return \( k \)
6: end if
7: Find \( i \) such that
8: \( \frac{1}{b} [r^{-}_i(x_i) + r^{+}_i(x_i)] \leq d < \frac{1}{b} [r^{-}_i(x_{i+1}) + r^{+}_i(x_{i+1})] \)
9: if \( d < r^{-}_i(x_k) + \bar{w}_i(x_i) + r^{+}_i(x_{i+1}) - \bar{w}_i(x_{i+1}) \) then
10: return \( i \)
11: else
12: return \( i + 1 \)
13: end if

Another operation is MERGE\((s_1, s_2)\), which combines two sub-summaries/summaries into one sub-summary/summary. Tuples from sub-summaries/summaries \( s_1 \) and \( s_2 \) are sorted together by their value \( v \). For each unique value \( v \) from \( s_1 \) and \( s_2 \), the quantities \( r^{-}(x_i), r^{+}(x_i), \bar{w}(x_i) \) are updated as follows:

\[
\begin{align*}
r^{-}(v) &= r^{-}_{s_1}(v) + r^{-}_{s_2}(v) \\
r^{+}(v) &= r^{+}_{s_1}(v) + r^{+}_{s_2}(v) \\
\bar{w}(v) &= \bar{w}_{s_1}(v) + \bar{w}_{s_2}(v)
\end{align*}
\]

Let the precisions of the two sub-summaries/summaries be \( \epsilon_a \) and \( \epsilon_b \). The precision of the merged sub-summary/summary \( s_{\text{temp}} \) is \( \max(\epsilon_a, \epsilon_b) \) [29]. The detailed MERGE algorithm is in Appendix A. Algorithm 5, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TKDE.2022.3232752. Such MERGE operations are one-way mergeable based on the definition in [34]. The MERGE operation can also be applied to more than two sub-summaries/summaries. As one could see in the last line of Algorithm 1, the summary \( S \) is the outcome of a MERGE operation over all sub-summaries within the multi-level summary structure \( S \). Therefore, \( S \) also consists of several tuples.

It is shown in [29] that the outcome summary \( S \) is an \( \epsilon \)-approximate summary of the entire stream.

According to Algorithm 1, the decision whether to perform a PRUNE or a MERGE operation is based on the segment size \( b \) which is determined by the stream size \( N \). In order to obtain a summary from a data stream with unknown stream size \( N \), the input data stream is divided into pieces of disjoint sub-streams \( B_i, i = 0, 1, \ldots, m \). Sub-stream \( B_i \) has size \( \frac{N}{m} \) and covers data arriving in the time interval \( \left[ \frac{i-1}{m}, \frac{i}{m} \right) \). With fixed sub-stream sizes, aggregated
summaries can be obtained. Due to the fact that two summaries \( S \) and \( s \) have the same structure, \( S \) can perform PRUNE and MERGE operations with \( s \). Therefore after obtaining summaries \( S_i \) for each sub-stream \( B_t \), a multi-level summary structure \( [S] \) can now be constructed from the summaries \( S_i \) of the sub-streams \( B_t \). The procedure is described below:

1) The summary \( S_t \) of current sub-stream \( B_t \) is updated and maintained until the last data point in \( B_t \) has arrived. \( \epsilon' = \frac{\epsilon}{2} \) is used to set the size limit.

2) A \( \frac{\epsilon}{2} \)-approximate summary is obtained as an output of \( S_t \). The output is then set to PRUNE with the desired size of \( \frac{\epsilon}{2} \) and assigned to \( S_t \).

3) A set of summaries of all sub-streams \( \tilde{S} = \{S_0, S_1, \ldots, S_n\} \) is computed. \([S]\) is obtained by applying MERGE to the summaries from \( \tilde{S} \).

### 2.2.3 Exact Weight Update

When used as a query algorithm, only the rank \( r \) and value \( v \) of the tuple will be used to answer the question. According to the original PRUNE operation in Section 2.2.2, the selected tuples along with their stored elements are directly moved to the resulting summary with the unselected tuples removed. This guarantees the \( \epsilon \) maximum error, as shown in [7], [29]. However, for the purpose of providing accurate bin counts and correctly applying the fading factor later, especially when the input stream is sparse, the preservation of the complete weight values at the correct timestamps is required.

For this purpose, in the PRUNE operation, after each selection, instead of carrying elements directly from the original tuples to the tuples in the new summary, a different approach is taken. Let the value of each tuple associated with original summary be \( v_k, k \in \{1, 2, \ldots, h, \ldots, b\} \), where \( i \) is the index of the last selected tuple and \( j \) is the index of the currently selected tuple. Let the value of each tuple associated with output summary be \( u_h, h \in \{1, 2, \ldots, q, \ldots, b/2\} \), where the tuple containing \( u_h \) corresponds to the tuple containing \( v_j \). The following adjustments are made:

\[
\begin{align*}
    u_h &= v_j \\
    \tilde{r}^-(u_h) &= \tilde{r}^-(u_{i+1}) \\
    \tilde{r}^+(u_h) &= \tilde{r}^+(v_j) \\
    \tilde{w}(u_h) &= \sum_{k=i+1}^{j} \tilde{w}(v_k)
\end{align*}
\]  

For an input \( \epsilon' \)-approximate summary, the adjusted PRUNE operation will generate a \( (\frac{\epsilon}{2} + \frac{\epsilon}{2}) \)-approximate summary.

**Lemma 2.1.** Let \( U \) be the summary with \( h \) tuples pruned from an \( \epsilon' \)-approximate quantile summary \( V \). Then \( U \) is a \( (\frac{\epsilon}{2} + \frac{\epsilon}{2}) \)-approximate summary.

As it will be shown next, this new PRUNE procedure causes the error at each level of the multi-level summary to increase to a maximum \( 3\epsilon \). With other procedures remaining the same, the entire summary has a maximum error of \( 3\epsilon \).

**Proposition 2.1.** Each level the multi-level summary handled by the new PRUNE procedure maintains an error less than \( 3\epsilon \).

### 2.2.4 Quantile Binning

If the weight of each data point is 1, the weight element in a tuple can represent the number of data points this tuple covers. Using the procedure described in the last two sections, a final summary \([S]\) consisting of \( m \) tuples can be generated. \([S]\) is then further aggregated into a smaller number of bins. For the purpose of comparability with our offline method survey [1], procedures that mimic the discretization in [35] are introduced. Details are shown in Algorithm 4, where \( d_{inter} \) denotes the interval length when data points are equally divided into \( K \) segments, \( Bin_k \) denotes the bin count in the \( k \)-th bin, \( p_i \) is the position index of \( i \)-th point, and \( T_j,w \) represents the weight of the \( j \)-th tuple.

The score criteria defined in Section 2.2.1 can then be calculated using Bin\(_k\).

**Algorithm 4.** Bin Aggregation Procedure

**Input:** Summaries \([S] = T_1, T_2, \ldots, T_n\), number \( N \) of data points, user defined number of final bins \( K \).
1: \( d_{inter} = \frac{|S|}{K}, h = 0 \)
2: for \( i = 1, \ldots, K - 1 \) do
3: \( p_i = i * d_{inter} \)
4: end for
5: for \( k = 1, \ldots, K \) do
6: \( Bin_k = 0 \)
7: end for
8: for \( j = 1, \ldots, m \) do
9: \( Bin_k = Bin_k + T_j.w \)
10: if \(|Bin_k| \geq p_h \) then
11: \( h_{temp} = h \)
12: \( h = h + 1 \)
13: while \(|Bin_{h_{temp}}| \geq p_h \) do
14: \( h = h + 1 \)
15: end while
16: else
17: continue
18: end if
19: end for
20: **Output:** \( Bin_k, k = 1, K \)

### 2.2.5 Sparse Input

If the input data is sparse, one must take into account the fact that the zero values should be assigned weight one, therefore in the scenario of sparse input, the zero values need to be processed through the summary. However, processing zero values will be computationally inefficient. We take the advantage of the fact that sparse data has an enormous number of zero values and the quantile summary directly stacks the weights of identical data values together. The total number of zero values is recorded for each feature. When the algorithm is called to provide feature importance score, a single data point \((x, w)\), with \( x = 0 \) and \( w \) equal to the recorded number of zero values, is pushed through the algorithm before aggregating the summary.

Although the incoming order of the zero values are changed, the algorithm still builds the multi-level summary using PRUNE and MERGE operations. Therefore the summary under sparse input condition is still an \( 3\epsilon \)-approximate quantile summary.
2.2.6 Model Adaptation

In the situation of concept drift, a fading factor strategy is still adopted. Let $\alpha$ denote the fading factor, $w_i$ be the weight value of data point at time $i$ and $W_i$ be the weight values in the multi-level quantile summary at time $i$. Then the fading equation is:

$$W_i = \alpha W_{i-1} + w_i \quad (16)$$

Notice in (16), the weight in $W_{i-1}$ needs to be updated every time a new data point arrives. This includes all the tuples on all the levels in the summary. Such high frequency repeated calculation can be very time consuming. Therefore, we split the update process into two parts. The first part, we update only on recently established tuples in $s_0$ (shown in Fig. 1). The second part, based on the number of data points covered in $s_0$, we only penalize the weights in the multi-level structure whenever a PRUNE and MERGE operation initialized by $s_0$ happens. Let the number of data points in $s_0$ be $k$ and the weights in multi-level summary be $W_i$. The update for part two becomes:

$$W_i = \alpha^k W_{i-1}. \quad (17)$$

Sparse Input. When sparse inputs are received in a model adaptation setting, since the weight of each data point is penalized according to the order it arrives, injecting the weights of all zero value data points at the end does not provide the correct penalized weight. In order to keep the weight accumulation match the data point order for the zero value data points, time anchors and universal weight maps are employed. The universal weight map is a vector that stores the accumulated penalized weight at each timestamp for each class. These maps are used across all features. The time anchors are designed to record the timestamp of the last non-zero data point.

When the incoming data stream has at least two classes, simply recording the class label and recovering the penalized weight for zero values by repeatedly penalizing the weights in the summary obtained so far can be extremely time consuming. In contrast, the universal weight map and time anchor can achieve the same purpose with very small extra storage space and faster computing speed. Given the universal weight map recorded so far for each class, the weight for all zero values between last non-zero data point and the current non-zero data point can be calculated. Let the time index for last non-zero data point be $a$ and current non-zero data point be $b$.

$$w_c = M_{b,c} - M_{a,c} \times \alpha^{(b-a)} \quad (18)$$

$w_c$ denotes the recovered weight for zero values, $M_{b,c}$ indicates the recorded weight value for class $c$ at time index $b$. When a non-zero value arrives, $w_c$ is calculated and added to summary before any other procedures.

The handling of a sparse stream here also only changes the passing order of the zero values without changing the PRUNE and MERGE operation. Therefore the multi-level summary in this situation is still $3\epsilon$-approximate.

2.3 Time Complexity

Comparing to [29], our quantile summary calculation when in sparse-input-without-drifting mode has a time complexity of $O(M_s N_s \log \left( \frac{1}{\epsilon \log \epsilon N_s} \right))$ to account for all $M$ features. Here, $M_s$ is the average column density, and $N_s$ is the average number of nonzero values plus one across all features. In this mode, the 0 level block size is still calculated from the sub-stream size $N'$. Therefore the time spent on each summary of the sub-stream given the sub-stream size $N'$ is still $N' \log \left( \frac{1}{\epsilon \log \epsilon N'} \right) + \sum_{i=2}^{s} \log \left( \frac{1}{\epsilon \log \epsilon N'} \right)$. However, the total number of actual instances becomes $N_s$ instead of $N$, which causes the number of sub-streams to decrease. Moreover for each actual instance, the operations are only operated on part of the total features. Without loss of generality, $M_s$ is used to represent the activated features in each iteration. In total, it gives a time complexity of $O(M_s N_s \log \left( \frac{1}{\epsilon \log \epsilon N_s} \right))$. To put it into perspective, for the real datasets we used in Section 3.3, the $M_s$ values are 242, 115 and 169, and the $N_s$ are 4.97, 80.24 and 37.

When our method operates under sparse-input-with-drifting mode, it has a time complexity of $O(M_s N_s \log \left( \frac{1}{\epsilon \log \epsilon N_s} \right))$ where $N_s$ is interpreted differently than the non-drifting situation. Here $N_s$ is twice the number of non-zero values. At 0 level, the block size is still calculated from the sub-stream size $N'$. However, to maintain the correct penalization, each time when a PRUNE operation happens at level 0, an extra scanning of every tuple in the current multi-level summary structure needs to be performed. Therefore at the 0 level, instead of spending $\sum_{i=1}^{N} (\log b + \frac{b}{2})$ time for the zero value data points, time anchors and universal weight maps are employed. The universal weight map is a vector that stores the accumulated penalized weight at each timestamp for each class. These maps are used across all features. The time anchors are designed to record the timestamp of the last non-zero data point.

For the summary of each sub-stream, it becomes $N' \log b + \frac{3N'}{2} + N' \log \frac{N'}{b}$, which still has $O(N' \log \frac{1}{\epsilon \log \epsilon N'})$. At the level of the entire algorithm, the total number of actual instances becomes $N_s$ instead of $N$, which causes the number of sub-streams to decrease. Similar to the sparse-input without drifting mode, it gives a time complexity of $O(M_s N_s \log \left( \frac{1}{\epsilon \log \epsilon N_s} \right))$. To put it into perspective, for the real datasets we used in Section 3.3, the $M_s$ are 242, 115 and 169, and the $N_s$ are 7.94, 158.48 and 72.

2.4 Minibatch Processing

We have noticed during our experiments that for non-sparse inputs, the summaries of all features are required to be visited for each new observation. This behavior incurs an increased computation time. Therefore within a reasonable storage budget, batch data handling can be integrated in the algorithm as it gives a considerable acceleration by reducing the visit frequency. This batch procedure is denoted by minibatch in the rest of the text.

3 Experimental Evaluation

Experiments are conducted first on small real datasets to evaluate the difference between the proposed online screening
methods and their offline counterparts. Then simulations are conducted to evaluate concept drift, and finally experiments on large real datasets are conducted and compared with other online screening methods from the literature.

### 3.1 Comparison Between Online and Offline Methods

To perform the experiments, each dataset is processed in a one-pass fashion by both online and offline version of screening methods respectively. Each dataset is passed through each algorithm and parameter setting once and the weight scores for all features are calculated. For quantile summary based methods, we use \( K = 5 \) quantile bins throughout all our experiments. We test the computation time by fixing either the minibatch size or the precision parameter \( \epsilon \) and varying the other parameter. When testing the approximation accuracy, we only fix the minibatch size. The fixed values are 250 for the minibatch and 0.001 for \( \epsilon \). The varying ranges are \( \epsilon = \frac{1}{f} \), where \( f \in \{5, 50, 100, 500, 1000, 1500, 2000\} \) and minibatch\( = 2^k \), where \( k \in \{0, 1, 2, \ldots, 11\} \). The feature rank is calculated by sorting the feature weights monotonically according to the importance score obtained by the corresponding screening method. Features that have low rank values are more important (i.e., a feature with rank value 1 is the most important). For Gini index, the feature that has smaller weight has lower (better) rank value. On the contrary, for the other methods, the feature that has larger weight has lower rank value. Feature weights and feature ranks were used to construct different kinds of tables to evaluate the performance of the online methods and compare them with offline methods.

#### 3.1.1 Construction of Comparison Tables

Five types of tables are constructed according to minibatch size, feature weights and feature rank.

1) **The influence of minibatch size on computation time.** This table shows the computation time (in milliseconds) of the online quantile based methods. Here we only evaluate the time using Matlab 2018b [42]. For the offline screening methods we used the same Matlab 2018b implementations as those in [1]. The online screening methods were implemented by ourselves.

#### 3.1.2 Data Sets

The datasets used for online-offline comparison are shown in Table 1.

Gisette, Dexter, and Madelon are part of the NIPS 2003 Feature selection challenge [36] and are also available on the UCI Machine Learning Repository. Dorothea is part of the NIPS 2003 Feature selection challenge and is also available on the UCI Machine Learning Repository. We combined the training and validation sets in order to get a larger sample body. The Url dataset contains a total of 121 data files, one for each monitored day. We only used data from Day0 in our experiments. The Kdd12 dataset originates from the second track of the KDD Cup 2012. The raw version can be found on kaggle.com, made available by the organizers and Tencent Inc. The data we use comes from LIBSVM [41]: a library for support vector machines. Only the first 16000 samples were used in our experiments.

#### 3.1.3 Results

The following results are based on the output generated using Matlab 2018b [42]. For the offline screening methods we used the same Matlab 2018b implementations as those in [1]. The online screening methods were implemented by ourselves.

Comparison of the Moving Average Based Methods. It is proved in Section 2.1 that the moving average based online screening methods can achieve exactly the same result as their offline version. Therefore we don’t provide any real data analysis here.

Comparison of the Online Quantile Based Methods. First we conducted a study of the computation time of the online quantile based methods. Here we only evaluate the time from when the data was input to when the sample point

### Table 1

The Classification Datasets Used for Evaluating the Online/Offline Screening Methods

| Dataset       | Feature type | Number of features | Number of observations |
|---------------|--------------|--------------------|------------------------|
| Gisette [36]  | Continuous   | 5000               | 7000                   |
| Dexter [36]   | Continuous   | 20000              | 600                    |
| Madelon [36]  | Continuous   | 500                | 2600                   |
| SMK_CAN_187   | Continuous   | 19993              | 187                    |
| GLI_85 [38]   | Continuous   | 22283              | 85                     |
| Dorothea [36] | Continuous   | 100,000            | 1,150                  |
| Url [39]      | Continuous + Binary | 74,110 | 16,000                |
| Kdd12 [40]    | Binary       | 48,957             | 16,000                 |

5) The influence of \( \epsilon \) on the rank accuracy among top 10% most important features. This table shows the average unmatched ranking ratio of online methods with respect to corresponding offline methods when varying the value of \( \epsilon \). Only the top 10% of features ranked by offline scores are involved. The average mis-rank ratio is calculated as

\[
\text{DR} = \frac{1}{p} \sum_{j=1}^{p} \frac{|w_{on}^j - w_{off}^j|}{\max(W_{off}) - \min(W_{off})},
\]

where \( p \) is the total number of features. \( W_{on} \) and \( W_{off} \) are the score vectors of all features generated from online and offline methods, \( w_{on}^j \) and \( w_{off}^j \) are the scores of the \( j \)-th feature from online and offline methods.
is the target feature vector, the relation is assumed to be
Furthermore, in some cases, the results are reported as sample count differences per bin per feature. Although different datasets have different schedules, all differences were annihilated when \( \epsilon \) decreased below 0.001. The online quantile method can in practice achieve a speed advantage with little to no error in bin count estimation.

Table 5 shows the accuracy measure from Eq. (19) of the scores calculated by three online methods compared to their offline counterparts when the \( \epsilon \) value was varied. The scores were computed using the Chi-square score, Gini index and Mutual information respectively. Among the three methods

\[ y_i = x_i^T \beta_i + c + e_i, \]

where \( \beta_i \) is a coefficient vector with its elements corresponding to the elements in \( x_i \), \( \epsilon \) is a constant, \( e_i \) is a random noise \( e_i \sim N(0,1) \). The feature vector \( x_i \) is generated from a
uniformly correlated model:

\[ x_i = n z_i + e_i, \]  

(21)

\[ z_i \sim N(0,1), \]  

where \( z_i \sim N(0,1), \) \( e_i \) is a vector of the same length as \( x_i \), with all entries equal to 1, \( v \) is a parameter to control the correlation between features, and \( e_{ij} \) is a noise vector with its \( j \)-th element \( e_{ij} \sim N(0,1). \) In this setup, the correlation between any two features is \( n = (1 + v)^{-1}. \) In our experiment \( v \) is set to 0.5.

Let \( j \) denote the element index in the coefficient vector \( \beta_i \) and \( k \) denote the number of non-zero coefficients. The indices of non-zero coefficients are shifted every \( l \) observations. Let \( b \) denote the non-zero signal value. Then \( \beta_i \) is constructed as:

\[ \beta_{ij} = \begin{cases} b & \text{if } j \in (|J| : |J| + k) \\ 0 & \text{otherwise} \end{cases} \]  

(22)

In our experiments, we choose the feature space to be 1000 dimensional, thus \( x_i \in \mathbb{R}^{1000}. \) The number of true features \( k \) is set to 100. The coefficient signal value is set to \( b = 1. \) A total of 100,000 samples are generated. We change the value of \( l \) (number of samples until a feature shift occurs) to control the concept drift level.

### Results

In this section, we use detection rate @\( k \) to measure how well the algorithm performed in recovering the true features. Given a set \( FS \) of \( |FS| = k \) selected feature indices and a set \( TU \) of true feature indices, the detection rate @\( k \) is defined as:

\[ \text{DetRate}_{@k} = \frac{|FS \cap TU|}{|TU|} \]  

(23)

All \( k \)-s in this section are set to 500.

**Performance Plots.** Fig. 2 visualizes the performance of the online screening methods in handling data with concept
drift. Fig. 2a shows the overall performance of different screening methods as the detection rate @500 versus sample size $N$. The shifting rate $l$ is fixed to 2000, and the fading factor $\alpha$ is fixed to $\alpha = 0.9$. The five screening methods show very similar performance. However compared to the others, the Gini Index requires more samples to establish a good performance at the beginning. Fig. 2b shows how the shift rate $l$ affects the variable detection rate. The fading factor $\alpha$ is still fixed to $\alpha = 0.9$. It is obvious that a fast shifting rate has a negative impact on the performance of the algorithm. From Fig. 2c it can be observed that by adjusting the fading factor $\alpha$, the detection rate can be improved even for data with a faster shifting rate. The heatmap from Fig. 2d shows the impact of the fading factor on detection rate in detail.

In Fig. 3, it is shown in detail how the detection rate changes when different numbers of features are selected by the online screening methods as well as whether model adaptation helps improve the performance of the screening methods. Across all four shift rates that were tested, the screening methods with model adaptation outperform those without model adaptation. Generally, the slower the shift the fewer features need to be selected to provide a full detection. Even in the fastest shift rate that is tested (shift every 250 samples), the screening methods with model adaptation still manage to detect all true features with fewer selected features and consistently detect more true features than the methods without model adaptation.

### 3.3 Real Data Evaluation

This section evaluates the performance of the introduced feature screening methods on large real world datasets. The misclassification error rate is used as the evaluation metric. The time unit used for evaluation is seconds. Our methods and the sparse FSA learner were implemented in C++ and compiled in MATLAB 2018b. The rest of the comparison methods, learners and the other main experiments were conducted using Python 3.7.

**Screening With Adaptation versus Non-Adaptation.** We first compare the performance of the introduced screening methods with adaptation versus their non-adaptation versions. All screening methods will be used to select the same number of features. Three learners were trained on the data with the selected features. For learners, Sparse FSA, SGD with log loss, and SGD with perceptron loss (linear loss) are chosen. The SGD methods were from the Python scikit-learn package.

**Introduced Methods versus Others.** In the second part, we compare the performance of our methods with other state-of-the-art feature screening methods with drifting adaptation functionality. FIRES [21] and MC-NN [19] were selected not only due to their state-of-the-art performance shown in their own papers but also because they met the minimum computing time requirement for processing our largest dataset. For FIRES, we used the Python implementation from the author’s GitHub repository. The implementation of MC-NN was obtained from pystreamfs Python package. Both methods were modified by us to handle sparse matrices more efficiently and to reduce computing time.

For each experiment setting, we conduct 10 repeated runs with a fixed set of different random seeds. This is due to the fact that the order of the instances can generate result differences from one run to another. All values in our tables are the average of these 10 runs. The only exception are all the experiments with URL data using FSA as the learner.
due to its long training time. The model parameters in our experiments were also not fine tuned to show optimal results. This is to prevent over tuning. The goal is to compare different feature screening methods under the same settings.

### 3.3.1 Data Sets

The three datasets used are presented in Table 7. There, the number of instances represents the size of the training sets. The number of features is the count of all features in the training sets that don’t have all-zero values.

The Url dataset has already been introduced in Section 3.1. Here Url data from day 0 to 99 is used to train the model. Data from day 100 is used as test set. Because this data has huge number of instances and features, only the data from day 98 and day 99 was processed by the FIRES and the MC-NN methods. The training part of this dataset has a 0.99996 sparsity.

The 20NewsGroups is an email content data that is generated according to \[44\]. The data originates from the UCI repository [45]. We also extracted the timestamp for each email and sorted the data in time order. The emails before “1993-04-22 00:00:00” are used as training data and the rest as test data. The training part of this dataset has a 0.99975 sparsity.

The Spam Corpus was developed in [46]. We used the version from spamassassin.apache.org. The data remains its original order. 80% of the data was used for training. The training part of this dataset has a 0.99975 sparsity.

### 3.3.2 Results

The detailed comparison of adaptive versus non-adaptive methods as well as training with versus without feature screening are presented in Appendix C, available in the online supplemental material.

Tables 8 and 9 show results from the best of the introduced adaptive feature screening methods comparing to state of art methods. For the moving-average based and quantile based methods, the best of each category was selected.

The three sub-tables in Table 8 show the misclassification error rate for three different learners respectively. The best value of each dataset is shown in bold. We also conducted two sample T-test between each pair of compared methods. If a method showed no significant difference ($p \geq 0.05$) from the best performed method, it is also shown in bold.

Using Sparse FSA as the learner, the quantile based methods had the best result on two datasets. Because we didn’t perform hypothesis test on URL data, we can’t say that best performance of the quantile based method is significant. The moving average based methods had the best result on one dataset while the result of FIRES was not significantly different than that of the moving average based method’s. Using L-SGD, the quantile based methods performed the best on all three datasets, while for URL data, the moving average based methods and MC-NN weren’t shown to be significantly different than the quantile based methods. For results from the P-SGD learner, the quantile based methods performed the best in two datasets. The moving average based methods performed best in one dataset. For 20NewsGroup data, the moving average didn’t show a significant difference from the best performing method. For the Spam Corpus, FIRES didn’t show a significant difference from the best performing method. For URL, all other three methods didn’t show significant difference from the best performing method.

Table 9 compares the computing time of the compared methods. It should be noted that our methods were implemented in C++ while the two compared methods FIRES and MC-NN were implemented in Python. For URL, FIRES and MC-NN only processed two days’ data. Therefore their computing time for the full data will be roughly 50 (total 100 days) times the time showed in the table. Our experiments using the aforementioned implementations indicate that our methods seem to be faster than the two methods compared, while usually doing a better job at screening.

### 4 Conclusion

In our studies of online screening methods, the moving average based online screening methods are proved to have the same performance as their offline version and have the advantage of a faster speed and lower storage requirements. The experiments in Section 3.1 show that the bin-count based online screening methods can also achieve the same results as their offline versions given the right $\epsilon$. Moreover, they can obtain faster or about the same computation speed compared to their offline versions with the right combination of $\epsilon$ and minibatch size.

The results in Section 3.2 give empirical evidence that adding model adaptation capability to screening methods...
can help improve their performance when data exhibits concept drift. It is shown that to some degree, adjusting the fading factor can assist screening methods to tackle datasets with a high concept drift rate.

The real data analysis in Section 3.3 further demonstrates the capability of online screening methods in dealing with large real datasets with sparsity and possible concept drift. The results in the tables of Appendix C, available in the online supplemental material, show that for the 20news-groups data, in 3 out of 3 scenarios, our best performing online screening methods provide significant improvement to underlying learning algorithms. For URL data, the table shows that none of the online screening methods provides significant improvement to the underlying learning algorithms. The table of the Spam Corpus data shows that in 1 out of 3 scenarios, our best performing online screening method provides significant improvement to underlying learning algorithms.

Comparing the online screening methods with and without adaptation, among all 4 scenarios where using feature screening yielded significantly better results than not using them, 3 of these best results are generated by using the adaptive version of the screening methods. All of these differences are significant, and all of them are quantile/bin-count based methods.

For all experiments, the training time after the feature screening procedure was significantly reduced, which is expected. It is worth noting the time saving benefit is more obvious when the underlying learner is supposed to take a lot of time, such as in the case of the URL data using Sparse FSA. Two exceptions are when Sparse FSA was used on the 20NewsGroup and Spam Corpus datasets. There is no improvement in time because the Sparse FSA computation depends on the sparsity of the remaining features, and possibly the most sparse features were eliminated in the first few epochs of Sparse FSA.

When comparing with other state-of-the-art methods, quantile/bin-count based online screening methods with adaptation perform the best. Even when taking statistical significance into consideration, they still score the best performance 6 times (excluding Url data with FSA) compared to FIRES which was best 2 times (ties to moving-average based methods). Our introduced methods (C++) also used lesser processing time comparing to the other two methods (Python), especially for datasets with large number of observations and features such as URL.

In summary, our introduced online feature screening methods show advantages when it comes to processing time. This advantage expands further, the more computationally intensive the underlying learning task is. Our methods were also shown to improve the learning tasks in 4 out of 8 cases (excluding Url data with FSA) and tie on the performance in 4 out of 8 cases (again excluding Url data with FSA). Among the improved cases, the adaptive version of our methods also showed better performances (3 out of 4) than non-adaptive when data was expected to have a drifting effect. All 3 of them are quantile/bin-count based adaptive screening methods, which were our focus. Our methods, especially quantile/bin-count based, also showed better performance in both misclassification error rate and computing time than other state-of-the-art methods in tasks of tackling large and even ultra large sparse datasets with the potential of concept drift.

5 Future Work

Some criteria used by screening methods such as mutual information and Gini index are also used in some learning algorithms such as decision trees as a component to measure impurity. It will be an interesting topic to research how to integrate our introduced procedures with these learning algorithms, especially to cope with training on sparse, streaming, and concept drifting datasets.

Moreover, throughout the years some works showed that decision trees can be mapped into certain neural networks. Several mapping methods were mentioned in [47], [48], [49] and [50]. A new framework named Neural Rule Ensembles (NRE) [51], introduced in the recent literature, also focused on such a mapping strategy. It shows that any decision tree can be mapped into a set of neural rules, and the ensemble of neural rules can subsequently be trained using backpropagation. Therefore the expected improvement in training speed on decision trees using such online screening measures can hopefully also reflect on neural network training.
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