Bisector-Based Tracking of In Plane Subpixel Translations and Rotations

Julián Espinosa 1,2,*, Jorge Pérez 1,2, Belén Ferrer 3, Carmen Vázquez 1,2 and David Mas 1,2

1 Institute of Physics Applied to the Sciences and Technologies, Universidad de Alicante, Carretera San Vicente del Raspeig, s/n, San Vicente del Raspeig, 03690 Alicante, Spain; jorge.perez@ua.es (J.P.); ferri@ua.es (C.V.); david.mas@ua.es (D.M.)
2 Department of Optics, Pharmacology and Anatomy, Universidad de Alicante, Carretera San Vicente del Raspeig, s/n, San Vicente del Raspeig, 03690 Alicante, Spain
3 Department of Civil Engineering, Universidad de Alicante, Carretera San Vicente del Raspeig, s/n, San Vicente del Raspeig, 03690 Alicante, Spain
* Correspondence: julian.espinosa@ua.es; Tel.: +34-965-903-400

Received: 17 July 2017; Accepted: 11 August 2017; Published: 14 August 2017

Abstract: We present a method for distance measuring planar displacements and rotations with image processing methods. The method is based on tracking the intersection of two non-parallel straight segments extracted from a scene. This kind of target can be easily identified in civil structures or in industrial elements or machines. Therefore, our method is suitable for measuring the displacement in some parts of structures and therefore for determining their stress state. We have evaluated the accuracy of our proposal through a computational simulation and validated the method through two lab experiments. We obtained a theoretical mean subpixel accuracy of 0.03 px for the position and 0.02 degrees for the orientation, whereas the practical accuracies were 0.1 px and 0.04 degrees, respectively. One presented lab application deals with the tracking of an object attached to a rotation stage motor in order to characterize the dynamic of the stage, and another application is addressed to the noncontact assessment of the bending and torsional process of a steel beam subjected to load. The method is simple, easy to implement, and widely applicable.
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1. Introduction

In the last years, computer vision systems have been demonstrated to be an efficient tool to accurately track movements and vibrations, mainly in those applications where contact measurement is inadequate. The majority of applications rely on displacement tracking, which is also a key parameter in structures in order to evaluate their security under loading.

Local displacements can be described through cross-correlation, which allows an investigator to obtain the relative position between two identical images [1]. This correlation can be applied on specific targets as well as on distinct object parts. The advantages of cross-correlation are widely known. Unfortunately, it also has some disadvantages. Among them, because of its linear formulation, it has a strong dependence on the scene luminance. Also, it has a limited spatial accuracy, and, additionally, it only stands for displacement tracking but not for object rotations. The first issue has been addressed through normalized cross-correlation [2], and the second through smart interpolation of the scene or the correlation peak itself [3]. Solving the third problem is not so easy, and it is necessary to usually make use of a mathematical transformation of both the scene and the target prior to the cross-correlation operation [4–6].

Measuring rotations and torsions is of great importance for completely describing the movements and forces acting on a structure [7]. Traditionally, this movement is described indirectly through local
displacements by using contact methods. The measured shifts may be then decomposed in order to separate real displacement from torsions and rotations, thus introducing calculation noise and a level of uncertainty into the movement determination. Additionally, contact measurements are adequate in controlled environments and small parts, but the cost–benefit ratio in real structures is really high, thus impeding its use in this case.

In our opinion, it would be of great interest to design a noninvasive method capable of tracking object displacements and rotations simultaneously, even in big elements located far away from the measuring point. In the published literature, one can find different methods used to image rotation measurement, such as phase-encoded grayscale image correlation [8], which is used to measure rotation at a constant interval of 3° using holographic storage; double phase-encoded correlation [9], which provides results with absolute errors of 0.22 degrees and around 0.12 px in the determination of the rotation and the displacement, respectively; log polar correlation [5,6], which is able to detect translation, rotation, shear, and scale changes with an angle resolution of 0.7 degrees for a 512 × 512 log-polar representation [10]; Hilbert wavelet transformation [11], which allows an investigator to obtain out-of-plane rotations at steps of 15 degrees; and holographic optical correlator methods [12], which are able to measure the rotation of the image as accurately as 0.05 degrees. However, in spite of the variety of approaches to the problem, we find that some of them [8,9] can be sensitive to certain kinds of noise that make them not suitable for some practical applications, and others [6,11] may require computationally intensive calculations or are of limited application because of low computing accuracy [12].

On the other hand, the position and orientation of an object can also be obtained by calculating some object features, like the centroid and second-order moments of the image’s intensity distribution [13]. However, these techniques can impose constraints on the target morphology or on scene illumination in order to facilitate the detection of these features. In certain cases, these constraints cannot be met due to the nature of the system or the limitations of the experiment, and, additionally, if the selected features are too restrictive, they might be inadequate for tracking complex motions.

In [14], the authors proposed a technique to track translations within the image plane xy of an object without using a specific target or template-matching techniques, but with the specific need of the object image having two nonparallel straight segments. They tracked displacements with an accuracy of hundredths of a pixel, or even of thousandths of a pixel in the case of tracking harmonic vibrations. The motion of the object is described by tracking the intersection of two straight lines obtained from the digitization of the two segments from the scene, which allows an investigator to locate that point with a subpixel resolution. Unfortunately, the object tracking is done through a single-point target, which does not provide information about changes of orientation.

In this paper, we propose a significant improvement of the technique presented in [14] and simultaneously obtain information about the object’s position and orientation in the image plane with subpixel accuracy. The method explained below exactly locates the object using a vector consisting of the coordinates \((x_c, y_c)\) of the intersection of two nonparallel straight lines and the angle \((\beta)\) with the horizontal axis of one of the bisectors of the angles between those lines.

The manuscript is structured as follows. In the next section, we describe the theoretical basis of the technique. The Method section is set for explaining the algorithm developed to compute these parameters. In order to check the performance of this technique, we propose a theoretical simulation and two lab experiments in the fourth section, in which we describe those experiments and discuss the obtained results. Finally, the main conclusions of this paper are outlined.

2. Conceptual Approach

Let us consider a simple object in Figure 1 consisting of two nonparallel straight segments \(s_1\) and \(s_2\). The straight lines that best fit to these segments are \(l_i\), with \(i = 1, 2\), and they fulfil Equation (1):

\[
y = \tan(\theta_i)x + b_i = m_ix + b_i, \tag{1}
\]
where \( b_i \) are the \( y \)-intercepts of each line, and \( \theta_i \) are the angles with respect the abscises axis. The straight lines intersect in a point \((x_c, y_c)\) that can be used to locate the position of the object [14].

As we said above, by only tracking the lines’ intersection, we are not able to distinguish orientation changes, and thus the object’s movement will only be partially described. Therefore, we need an extra parameter that provides information on the orientation of the assembly formed by the two segments. To this end, the trivial solution is selecting the angle between them, e.g., \((\theta_1 - \theta_2)\) in Figure 1. Obtaining all of the describing parameters, i.e., the crossing point and the angle between segments, implies computing the four unknown parameters in (1). Although valid, this procedure has two main drawbacks. The first is that it considers the two segments as independent from one another, so it does not inform about the shape invariance of the target as a whole. The second drawback is that a combination between two independent adjustments may increase the errors, thus making an unreliable method for tracking small movements.

Here, we propose an alternative method that overcomes those drawbacks. If the object is rigid and its shape does not change, the Equation in (1) can be transformed and linked to reduce the number of unknowns, and then the accuracy of the tracking algorithm would be increased. Following with Figure 1, the straight lines define two pairs of opposite angles in the plane. These angles are divided into two equal parts by the lines called angle bisectors. The bisectors can be used as axes of a new Cartesian system due to the fact that they perpendicularly intersect. Hence, they form a coordinates system centred at the intersection point \((x_c, y_c)\) that moves with the object. Therefore, our proposal is not solving the Equation in (1) but to find the new coordinates system formed by the bisectors and track its movement. In that way, we reduce the unknown to three: the coordinates of the intersection point \((x_c, y_c)\), or equivalently, how much the original coordinates system must be translated to match the intersection with the origin, and the angle \((\beta)\), which means how much the original coordinates system must be rotated to match the axes with the bisectors. Therefore, the aim now is to compute vector \((x_c, y_c, \beta)\) that locates \((X', Y')\) in position and orientation.

A particular feature of the Cartesian system formed by the bisectors is that the axes act as reflecting axes of symmetry, i.e., the specular reflection of one of the lines relative to one of the axes coincides with the other line. This can be observed in Figure 2, where we have represented the rotated and re-centred version of the scheme depicted in Figure 1. There, \(s_1\), the reflection of \(s_1\) with respect to \(X'\),

![Figure 1](image-url)

**Figure 1.** Two nonparallel segments (blue lines), best fitting straight lines to each segment (dashed blue lines), intersection \((x_c, y_c)\), and bisectors (red lines).
matches with the line $l_2$. Therefore, both straight lines $l_1$ and $l_2$ referred to $(X', Y')$ are equivalent if we change the sign of one of the coordinates to one of them (2). Thus, this feature can be used as a condition to link Equation (1) and to obtain $(x_c, y_c, \beta)$.

\[
\begin{align*}
\hat{l}_1(x', y') &= l_1(x', -y') = l_1(-x', y') = l_2(x', y'), \\
\hat{l}_2(x', y') &= l_2(x', -y') = l_2(-x', y') = l_1(x', y'),
\end{align*}
\]  

(2)

Figure 2. Cartesian coordinates system formed by bisectors centred at the intersection.

3. Methods

We have developed an algorithm that allows an investigator to compute the location vector $(x_c, y_c, \beta)$ from a video sequence of a moving object using a function minimization algorithm. Next, we describe the algorithm step by step.

The first step consists of image processing to obtain edge binary images. The particular method followed in this stage may vary depending on the video sequence, although the result must be an edge binary image. After this, it is necessary to select by hand two masks that contain the two digitized nonparallel segments, $s_1$ and $s_2$. Inside each mask, the coordinates of the activated pixels $(X_{ij}, Y_{ij})$ define both segments in the initial Cartesian coordinates reference system, with the axes aligned with the rows and columns of the support matrix. The objective is to find $(x_c, y_c, \beta)$ that transforms $(X_{ij}, Y_{ij})$ to $(X'_{ij}, Y'_{ij})$, which describes the coordinates in one Cartesian system with the axes aligned with the bisectors between the two segments. Such a geometrical transformation changes the set of coordinates following:

\[
\begin{align*}
X'_{ij} &= (X_{ij} - x_c) \cos(\beta) - (Y_{ij} - y_c) \sin(\beta), \\
Y'_{ij} &= (X_{ij} - x_c) \sin(\beta) + (Y_{ij} - y_c) \cos(\beta),
\end{align*}
\]  

(3)

where $i = 1, 2$ stands for the number of the segment and $j = 1, \ldots, N_i$, being $N_i$ the number of pixels that form each segment. It is just a composition of a geometrical translation and rotation, i.e., $\mathbb{R}(\beta) \cdot \mathbb{T}(-x_c, -y_c)$, where $\mathbb{R}$ and $\mathbb{T}$ are the rotation and translation matrices.

On the other hand, let us remember that in the Cartesian system formed by the bisectors, the data set that comprises the coordinates from one segment ($s_2$ in the above example) and those from the reflection with respect to one axis of the other one (e.g., $s_1$) will lie on the same straight line. According to Figure 2, the Equation of the straight line that contains one segment, and the reflected version of the other with respect to one axis of the reference system $(X', Y')$, can be expressed as:
\[ y' = \tan \left( \frac{\pi - \theta_1 + \theta_2}{2} \right) x' \equiv m' x'. \] (4)

We estimated the slope of Equation (4) from the result of separately fitting the coordinates of the segments to straight lines by solving the linear least-squares problem, described by:

\[ Y_{i,j} = \tan(\theta_i)X_{i,j} + b_j \equiv m_iX_{i,j} + b_i. \] (5)

Notice that, from Equation (5), we could have estimated the value of the location vector \((x_c, y_c, \beta)\), provided that \(\beta = (\theta_1 + \theta_2)/2\). In that case, as we claimed above, we would not take into account that the shape of the object does not change, and the result would be affected by the noise of two different fittings.

Alternatively, we geometrically transform the coordinates of the segments using different location vectors \((x_d, y_d, \phi)\), i.e., \((X'_{i,j}, Y'_{i,j}) = (\Phi) \cdot (X_{i,j} - Y_{i,j}) \cdot (X_{i,j}, Y_{i,j})\), until the mean squared error (MSE) between the transformed data and the straight line obtained from (4) is minimized.

\[ \text{MSE}_{x_d, y_d, \phi} = \frac{1}{N_1 + N_2} \sum_{k=1}^{N_1 + N_2} (Y_k' - m_k' X_k')^2, \] (6)

where \(X'_{k} = \{X'_{1,j}, X'_{2,j}\}\); \(Y'_{k} = \{-Y'_{1,j}, Y'_{2,j}\}\) with \(k = 1, \ldots, N_1 + N_2\).

At this point, we would like to underline that there is no preference in the choosing of the segment that is reflected or in the choosing of the bisector with respect to that segment is reflected. In fact, the choice is irrelevant when we track a moving object in a video sequence, provided that we do not change the choice during the process. Selecting any option only implies that we obtain the orientation of the bisector at the angle \(\beta\) or at the complementary one. Both cases provide the same information, so from here onward and for simplicity, we only consider the angle \(\beta\).

We use the Nelder–Mead simplex algorithm \[15\] in order to minimize (6) and obtain the optimum parameters \((x_c, y_c, \beta)\). Basically, the algorithm repeatedly modifies the parameters of the transformation from an initial guess until it meets a stopping criterion. In our case, we made a blind search with no initial guess, i.e., \((x_d, y_d, \phi) = (0, 0, 0)\), and established a termination tolerance on the parameters of \(10^{-8}\) and a maximum number of function evaluations allowed of \(10^8\).

An issue we must not forget is that the object is supposed to be in movement, so the defined masks should follow that movement in order to avoid a case where the segments fall out of them in any frame. What is done in order to not lose the object and to accelerate the calculation is to recalculate the coordinates of the masks every third frame. They are successively transformed according to the relative movement of the two previous frames. This way, we assume that the location variation frame to frame is similar during three frames of the sequence. In the case of a sudden steep change of movement, the segments would fall out of the masks, and the tracking would fail. This may be solved by increasing the frame rate of the camera in order to avoid a change from frame to frame that is sudden and steep. The algorithm finally provides \((x_c, y_c, \beta)_t\), being \(t = 1, \ldots, T\), so relative translations and rotations between previous frames are:

\[ \Delta(x_c, y_c, \beta)_t = (x_c, y_c, \beta)_{t-1} - (x_c, y_c, \beta)_{t-2}. \] (7)

4. Results

We propose a theoretical simulation and two real experiments to evaluate the performance of the presented technique. All processing was implemented offline using Matlab through a script that followed the steps depicted in the flow chart of Figure 3. Matlab offers a function named `fminsearch` with the Nelder–Mead simplex algorithm, and a function named `lscov` \[16\] that was used to compute the least-square solution that minimized the sum of squared errors.
4.1. Numerical Simulation

We created a sequence of frames with a rhombus that rotated 2 degrees in steps of 0.01 degrees with reference to a point, and we applied the proposed minimization technique to track the object. We assumed that we were able to obtain an edge binary image in the image-processing stage, and we have only isolated two nonparallel segments from the border of the object at each frame of the sequence. In Figure 4, we show a processed frame of the sequence (see Visualization 1) where both segments, the theoretical and the computed intersection point, the rotation centre, the computed bisector, and the orientation angle are plotted.

![Figure 3. Flow chart for the algorithm.](image)

**Figure 3.** Flow chart for the algorithm.

![Figure 4.](image)

**Figure 4.** Segments (white) extracted from a rhombus and the obtained bisector (pink line), its orientation and the intersection point (pink cross) together with the theoretical intersection (green cross) and rotation centre (red circle).
We have compared the computed intersections and orientations with the theoretical ones. They show a good correlation, with $p$-values $<0.05$ in all parameters and Pearson coefficients near one (0.99). This way, we have denoted the linear dependence existing between the computed and the theoretical location vector parameters. In Figure 5, we represent the quotient between them, computed at each frame of the sequence. Note that all are near one. The MSE resulting from the linear least-squared fittings (computed vs. theoretical ones) is 0.0010 for $x_c$ (crosses), 0.0028 for $y_c$ (squares), and 0.0005 for $\beta$ (circles). With the standard deviation, we can set that the mean subpixel accuracy determining the position and the angle is to be 0.03 px and 0.02 degrees, respectively.

![Figure 5. Quotient between the computed and the theoretical parameters of the location vector ($x_c$ (crosses), $y_c$ (squares), $\beta$ (circles)) for the frames of the above simulated sequence.](image)

4.2. Experimental Results

4.2.1. Experimental Setups

- Rotation stage

We implemented an experiment consisting of an object attached to a motorized rotation stage (CR1-Z7), which was controlled by a motor controller (TDC001 DC) from Thorlabs. The stage provides continuous 360° travel, with a wobble and repeatability of less than 2 arcsec and 1 arcmin, respectively. We set a trajectory consisting of a rotation of 5 degrees, with a maximum angular acceleration $\alpha_m = 0.5 \text{ deg/s}^2$ and a maximum angular velocity $\omega_m = 1 \text{ deg/s}$. The motion employed is described by a trapezoidal velocity profile: the stage is gradually ramped at an acceleration to a maximum velocity, and, as the destination is approached, the stage is decelerated so that the final position is slowly reached.

The object was a sheet with a calibrated grid and the printed logo of our University. The grid was used to facilitate the calculation of the pixel to millimetre ratio. The video sequence was recorded using a Nikon 5100 camera with a Nikkor 18–55 objective, a resolution of 25 fps and 1920 × 1080 px at a distance of 1 m from the object, which provided a spatial resolution equal to 4.4 px/mm. The whole scene was illuminated with a halogen projector.

- Mechanical torsion and bending in a beam

We have implemented another experiment aimed at measuring the torsion and bending of a cantilever steel beam with a $50 \times 25 \times 4 \text{ mm} U$ cross-section and a length of 775 mm. In Figure 6,
we show a scheme of the experimental setup. On the free end, a perpendicular plate is welded. In that plate, one can hang different weights from a hole located at 296.5 mm from point O. In our case, we used a weight \( w = 5 \) N. A displacement measurer was placed over the plate at \( x_D = 200 \) mm from the point O in the X direction. It is used to measure the vertical displacement resulting from the combination of torsion and bending forces in the system. We used two Basler AC800-510uc video cameras with objectives Pentax TV lens of 25 mm recording at 300 frames per second (fps). One measured the distance, and the other one recorded the profile of the U-shape beam.

In Figure 6, we show images resulting from the main stages of the image processing algorithm used in the experiment of the rotation stage. The logo of our University was the object to be tracked.

The units of distances drawn are millimeters.

The bending and torsion of the experimental structure caused by a load of known weight \( w \) can be theoretically characterized using the moment-area theorems [17], by which we obtain the vertical displacements due to bending both in the U cross-section beam, \( \Delta y_{BU} \), and in the perpendicular plate, \( \Delta y_{BP} \), as well as the torsional angle \( \vartheta \) in the cross-section beam for the point D, following:

\[
\Delta y_{BU} = -0.01808w; \quad \Delta y_{BP} = -3.922 \times 10^{-3}w; \quad \vartheta = -0.00456w,
\]

where all distances are in millimeters, \( w \) in Newtons, and \( \vartheta \) in radians. In our case, we got \( \Delta y_{BU} = -0.0904 \) mm; \( \Delta y_{BP} = -1.9611 \times 10^{-2} \) mm; and \( \vartheta = -0.0228 \) rad. Due to the eccentric load, the section rotates around its shear center \( S \) that is located at \( x_S = 6.56 \) mm. Due to the rotation of the U section, all points have an additional displacement, given by

\[
\begin{align*}
\Delta y_T(x, y) &= -y + r \sin(\gamma + \vartheta), \\
\Delta x_T(x, y) &= x_S - x + r \cos(\gamma + \vartheta),
\end{align*}
\]

where \( r = r(x, y) = \sqrt{(x - x_S)^2 + (y - y_S)^2} \) and \( \gamma = \gamma(x, y) = \tan(\vartheta/ (x - x_S)) \) are the distance of a point \((x, y)\) to the shearing center, and \( \gamma \) indicates the direction from S to the point.

4.2.2. Video Processing and Object Tracking Calculation

The video sequences were processed offline following our own algorithm implemented in Matlab as we explained in the Method section.

- Rotation stage

In Figure 7, we show images resulting from the main stages of the image processing algorithm used in the experiment of the rotation stage. The logo of our University was the object to be tracked,
so, from each frame, we cropped a region where we expected to extract two nonparallel segments (Figure 7a). Then, we quantized the image using two quantization levels (Figure 7b) and extracted the edges (Figure 7c) using the Canny method [18]. Next, we applied a binary opening filter to remove objects smaller than 200 px, to avoid undesired interferences, and manually selected two regions of the processed image that contained the two nonparallel segments (s₁ and s₂) (Figure 7d). There, we got the coordinates of both segments. The two masks were automatically transformed frame to frame following the relative movement. We computed a location vector for each frame of the sequence. Figure 7e shows a frame of the sequence with the selected segments (blue) and the computed intersection (red square).

Figure 7. The image of the object fixed to the rotation stage was (a) cropped, (b) quantized, (c) edge extracted, (d) and removed of small objects, successively. From the final step, we selected two areas from where the segments were extracted. (e) Frame of the recorded video (see Visualization 2) of the object in the rotation stage together with the selected segments in blue and the computed intersection.

In Figure 8, we present the variation of the angle β of the computed location vector in time through the video. Since we were not able to compare the position with the theoretical value, we only evaluated the parameters of the rotation stage provided by the manufacturer. As it was said above, the trajectory was a rotation of 5 degrees, in accordance with the registered rotation. The start and the end of the curve correspond to the time intervals when the object is stopped. There, one can appreciate two extrema zones where the stage motor accelerates and decelerates, in concordance with the employed trapezoidal velocity profile. Between these zones, the stage theoretically reached a constant maximum angular velocity of 1 deg/s. We have approximately cropped these three zones in the curve and fitted them to uniformly accelerated and constant velocity movement Equations, and obtained significant correlations (p-value < 0.05). The first interval, which corresponds to the start of the engine until it reached constant velocity at around t = 2 s, was fitted assuming it was uniformly accelerated, i.e., β(t) = (α₁/2)t². The initial acceleration α₁ resulted in 0.34 ± 0.02 deg/s², with a Pearson coefficient R = 0.89. Next, approximately between t = 2 s and t = 6 s, the curve was fitted to the straight line β(t) = ωₘ(t − t₁) with R = 0.99, thus assuming constant angular velocity movement. The slope resulted in 0.978 ± 0.004 deg/s, which deviates 2% from the maximum theoretical value, and t₁ = 1.29 ± 0.03 s. At this instant, the angle in the uniformly accelerated phase would be β(t₁) = 0.28 ± 0.03 degrees. Finally, we assumed that the rotation stage uniformly decelerated and fitted data from t = 6 s to the end to the curve β(t) = (1/2)α₂(t − t₂)² + ω(t − t₂) + β(t₂). We constrained the angular velocity to be ω = ωₘ = 1 deg/s. We obtained α₂ = −0.41 ± 0.07 deg/s², t₂ = 5.2 ± 0.3 s, and β(t₂) = 3.8 ± 0.2 degrees, with R = 0.94.
Figure 8. Variation in time of the orientation of the computed bisector for the selected segments from the rotation stage experiment. The curve was divided into three, approximately distinguishing between the linear (blue circles) and nonlinear parts (red circles). The blue line and the red dashed lines represent the best curve fitting to each part.

Therefore, the proposed method allowed us to obtain angular acceleration and velocity with accuracies of hundredths of deg/s² and thousandths of deg/s, respectively, besides tracking the position of the object (see Visualization 2). Under the assumption of being a motion consisting of a constant velocity phase between two uniformly accelerated ones, we have been able to determine the instants and angular positions limiting each motion phase.

- Mechanical torsion and bending in a beam

In this experiment, we obtained two video sequences: one from the camera recording the beam, and another one from the camera recording the contact distance measurer. On the one hand, the processing of the first video is again directed to obtain an edge binary image. The object to be tracked is the U-shape beam profile, so, from each frame, we cropped a region around the point A, where we expected to extract two intersecting segments. Then, we equalized the histogram of the image to enhance contrast and we binarized it. Straightaway, we extracted the edges using the Canny method [18], and applied an opening filter to remove small objects (those shorter than 200 px, in this case). In the final processed image, we manually selected two regions that contained the two nonparallel segments (s₁ and s₂), and got the coordinates of both segments. These regions were automatically transformed frame to frame following the relative movement. With those, we computed the location vector (xc, yc, β) for each frame of the sequence through the presented minimization method. In Figure 9, we show a frame of the sequence with the selected segments (blue), the computed intersection (red square), which coincided with the corner of the beam as expected, and the bisector (pink).
In Table 1, we present the results for the location vectors’ parameters computed separately solving (5), with those obtained by applying the proposed minimization method and the theoretical values obtained from (8) and (9). We can compare the errors and deviations obtained with both methods at point A with reference to the theoretical one. The torsional angle coincides with the variation of $\beta$. Its value obtained with the proposed method is quite similar to the theoretical one, with an absolute difference of $4 \times 10^{-3}$ radians and a relative deviation of 18%, whereas the result obtained solving (5) differed around 0.02 radians with a relative deviation of 78%. The errors of the fittings in (5) probably accumulate, a fact that leads to a bad angle estimation, and therefore the method is dismissed.

**Table 1.** Horizontal and vertical distances and torsional angle obtained from the location vector components computed using different methods for the experiment in Figure 9, and the theoretical values. Errors are obtained as standard deviation of the computed component of the last 50 frames of the sequence, when the system is static.

|                  | Minim. Method | Solving (5)     | Theoretical |
|------------------|---------------|-----------------|-------------|
| $\Delta x(x_A, y_A)$ | $-0.47 \pm 0.01$ | $-0.25 \pm 0.06$ | $-0.5698$   |
| $\Delta y(x_A, y_A)$ | $0.033 \pm 0.007$ | $0.049 \pm 0.006$ | $0.0591$    |
| $\theta$        | $-0.0187 \pm 0.0004$ | $-0.005 \pm 0.004$ | $-0.0228^1$ |

$^1$ Distances in millimeters and angles in radians.

By comparing the theory and the minimization method regarding the displacements, one can see that the deviation in the $x$-direction is similar to that of the angle. However, the deviation in the $y$-direction is quite higher. Note that the displacement magnitudes are low, so the signal-to-noise ratio is high and the measurements inaccurate, although the estimation is not bad. It is not worth comparing displacement values because those magnitudes are related to the torsional angle in Equation (9). Indeed, they are more sensitive to errors in the theoretical calculations. Note that the structure is not ideal (welding, holes, not squarely welded pieces, irregularities in the shape pieces, inhomogeneities in the material, … ).
Besides the rotation and the total displacement of points once the applied load has stabilized, the proposed method allows for the instantaneous measurement of these quantities in time, while the load is being transferred from the operator’s hand to the structure and the structure distributes the stresses and suffers strains though the whole structure. The load was applied slowly enough to avoid an additional impact factor in the structure, but fast enough to minimize transference time from the operator’s hand to the structure. Despite this, some small time was spent during this transference and hence both effects (transference load and strain-stresses redistribution) are mixed in the results in time. In Figure 10, we represent the relative displacement of the point A in (a) the x-direction, (b) the y-direction, and (c) the torsional angle computed both separately solving (5) and with the proposed minimization method for the video of Figure 9. Separately solving Equation (5) seems to work well; however, it suddenly provides an inaccurate solution from around 0.8 s. This might be because the errors of both fittings accumulate. The results provided by the minimization method show a smooth behaviour, which allows us to assess the dynamic process. Note that the accuracy of the method (0.01 mm, equivalent to 0.1 px) and the theoretical total displacement in the y-direction (0.07 mm) are of the same order, so the graph in Figure 10b seems wrinklier, and thus the results obtained for this displacement are not reliable.

![Figure 10](image)

**Figure 10.** (a) x-displacements at A, (b) y-displacements at A, and (c) torsional angle computed using the proposed minimization method (red) and separately solving Equation (5) (blue).

On the other hand, we have processed the video from the camera recording the contact distance measurer (Figure 11a) in order to obtain the vertical displacement of the beam in time. This measurement can be used to evaluate the results provided by the minimization method in the dynamic process of the deflection. Therefore, we compare it with the results of the proposed technique. Each frame was cropped, binarized, and transformed to polar coordinates around the centre of the clock (Figure 11b). This point was manually selected in the first frame of the sequence. The sum of the intensity values of the columns of that image in polar coordinates is at a minimum where the needle is, so we computed the column of minimum sum and we quantized the number of columns to one hundred discrete levels between 0 and 1, which corresponds to the hundredths of a millimetre (Figure 11c) of the accuracy of the device. Each time a whole lap was performed, we added 1 mm.
which can be simplified into:

In Figure 12, we have represented the displacement measured with the contact measurer at the point D, \([Y(x_D, y_D)]_t\), versus the torsional angle computed from the orientation of the bisector obtained with the proposed method at the point A, \([\theta]_t = [\beta]_t - [\beta]_0\). They are related following (9), which can be simplified into:

\[
\Delta y(x, y) = \Delta y_{BL} + \Delta y_{BP}(x) - y + r \sin(y + \theta) = \Delta y_B(x) - y + r \sin(y + \theta), \\
\Delta y(x_D, y_D) = \Delta y_B(x_D) - y_D + r_D \sin(y_D + \theta).
\] (10)

We have compared the data from the contact measurer \([Y(x_D, y_D)]_t \equiv \Delta y(x_D, y_D)\) with the angles computed with the proposed technique, \([\theta]_t \equiv \theta\), through Equation (10). We imposed the bending values \(\Delta y_{BL} = -0.0904\) mm and \(\Delta y_B = -1.9611 \times 10^{-2}\) mm, the positions \(y_D = 17.5\) mm and \(r_D = 194.23\) mm, and the angle \(\gamma_D = 5.17\) deg, according to the theory, and computed the linear least-square fitting. The results from the fitting are shown in Figure 12, with a \(p\)-value <0.05, root mean squared error equal to 0.16 mm, and \(R = 0.99\).

In Figure 12, we have represented the displacement measured with the contact measurer at the point D, \([Y(x_D, y_D)]_t\), versus the torsional angle computed from the orientation of the bisector obtained with the proposed method at the point A, \([\theta]_t = [\beta]_t - [\beta]_0\). They are related following (9), which can be simplified into:

\[
\Delta y(x, y) = \Delta y_{BL} + \Delta y_{BP}(x) - y + r \sin(y + \theta) = \Delta y_B(x) - y + r \sin(y + \theta), \\
\Delta y(x_D, y_D) = \Delta y_B(x_D) - y_D + r_D \sin(y_D + \theta).
\] (10)

We have compared the data from the contact measurer \([Y(x_D, y_D)]_t \equiv \Delta y(x_D, y_D)\) with the angles computed with the proposed technique, \([\theta]_t \equiv \theta\), through Equation (10). We imposed the bending values \(\Delta y_{BL} = -0.0904\) mm and \(\Delta y_B = -1.9611 \times 10^{-2}\) mm, the positions \(y_D = 17.5\) mm and \(r_D = 194.23\) mm, and the angle \(\gamma_D = 5.17\) deg, according to the theory, and computed the linear least-square fitting. The results from the fitting are shown in Figure 12, with a \(p\)-value <0.05, root mean squared error equal to 0.16 mm, and \(R = 0.99\).

Figure 12. Vertical displacement computed from Equation (10) with theoretical values for \(\Delta y_B, r_D, y_D\), and \(\gamma_D\), and the torsional angle obtained with the proposed method versus the vertical displacement measured with the contact measurer at the point D (black dots). The blue line represents the linear least-square fitting.
Theoretically, for the point D, the total deflection is $\Delta y(x_D, y_D) = \Delta y_{BU} + \Delta y_{BP}(200) + \Delta y_T(200, 17.5) = -4.54$ mm. Again, the theoretical value differs from the measurements, if we compare that value with those shown in Figure 12 (around $-3.50$ mm). This fact made us doubt the accuracy of the parameters used for the theoretical calculations. Probably, some inhomogeneities (density, shape, weldings) in the steel pieces of the structure affect the inertial moments, and therefore the position of the shearing center and/or the torsional angle are not accurately predicted.

5. Discussion and Conclusions

We have presented a targetless noncontact measuring technique that completely locates both the position and orientation of an object describing a trajectory. Two nonparallel segments from the image of the object are used as features to compute, through a simplex minimization method, a location vector that comprises the intersection point and the orientation of the bisector of the angle between them.

We have evaluated the performance of the method both with a numerical simulation and lab experiments that comprised practical applications. The algorithm provides a theoretical mean subpixel accuracy of 0.03 px for the position and 0.02 degrees for the orientation. In the practical application, we reached subpixel accuracy of 0.1 px and 0.04 degrees for the orientation, besides obtaining accuracies of hundredths of deg/s$^2$ in the angular acceleration, and thousandths of deg/s in the angular velocity. The obtained resolutions equal the best ones reported in the literature.

The technique could be used to test the performance of stage motors and engines. In the above example, we were able to distinguish the accelerated phases and the constant velocity phase. The obtained angular velocity value agrees with theoretical one, whereas both angular acceleration values are below the limit of the device. One could also establish the time necessary to reach constant velocity, evaluate the stability of the different phases of the movement (constant velocity, uniformly accelerated, . . . ), and model the acceleration and deceleration stages, etc. The technique has also been useful to measure the change of position in time of a structure under external loads. The instantaneous position is linked with stresses and strains in the structure, but usually only the final position can be measured due to the speed of the process. With this technique, using the fast-enough camera needed, the instant stress-strain process during the structure’s loading can be measured, and additional information about the stress transmission can be obtained.

One of the steps of the algorithm is an image processing block to obtain a binary image with some nonparallel segments. That block is susceptible to being changed depending on the application, thus providing a spread range of use. Indeed, even the condition of the object to remain unaltered in shape and having some nonparallel segments could be relaxed. Of course, it would imply an increase in the uncertainty of the measurement. The technique could be applied to track the translation and rotation of crawling cells in time-lapse video microscopy sequences [4].

We insist on the idea that the algorithm can be adapted and optimized depending on the application. It could be also modified to be addressed to a clinical application, such as image registration [19]. The sequences are processed offline; nevertheless, as future work, we expect to modify the algorithm to perform real-time processing, and then apply the technique to automatic target recognition research.

The method is supported on the a priori knowledge of some structural information, that is that the object extracted from the image does not deform. If we extend that assumption not only to the image plane (XY) but to the Z direction, we could perform three-dimensional tracking. Instead of extracting only two intersecting segments on a plane, we would need three intersecting segments in a three-dimensional space. If the angles between segments do not change in time, we could compute the bisector and use it to track the movement, if the object does not change its shape.
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