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ABSTRACT A modern power grid is a cyber-physical system, which are vulnerable to cyber attacks. A recently found attack, the time-delay switch attack (TDSA), is made by inserting time delays into communication channels. A TDSA can be highly destructive to a power system as it can lead to instability. This paper presents a novel model predictive control (MPC) for fast frequency controller in a power system which can effectively mitigate the unknown TDSA. The MPC recently has received great attentions to be applied as FFC in a power system. Most of the MPC design are based on discrete-time model, whose future plant behaviour is calculated through iteration, rather than convolution. Nevertheless, one crucial step in the derivation of discrete-time MPC (DTMPC) is to capture the control trajectory over a finite prediction horizon. This imposes a challenge in designing a DTMPC to counteract the time-delay with unknown time length. Thus, a continuous-time MPC (CTMPC) is proposed to deal with TDSA. To overcome the unknown time delay, we synthesize an accurate time-delay estimator and sequential state predictor (SSP), are designed to accurately estimate and effectively counteract the unknown and random TDSA. All presented case studies are based on a real Taipower system and justification of the effectiveness of the proposed method was verified.

INDEX TERMS Energy storage, frequency regulation, model predictive control, sequential state predictor, time-delay switch attack, time-delay estimation.

NOMENCLATURE $\tau(t)$ unknown round trip time delay.
$\hat{s}(t)$ estimated state variable variables.
$\hat{t}$ estimated time-delay.
$N$ order of sequential state predictor.
$H$ inertia constant.
$D$ damping coefficient.
$T_g$ governor-turbine constant.
$R_g$ equivalent droop constant.
$P_m$ change of mechanical power.
$P_{ESS}$ power of energy storage system.
$\tilde{P}$ change of electrical power.
$\tilde{f}$ frequency deviation.
$K_{ob}$ observer gain.
$K_{SPN}$ state predictor gain.
$K_{mpc}$ control gain.
$z(t)$ approximation of the predicted state.
$m(t)$ external signal.
$\sigma(t)$ sliding surface.
$l(t)$ orthonormal basis functions $i$.
r the number of Laguerre networks.
$L(t)$ Laguerre function.
$\lambda$ time scaling factor for the Laguerre functions.
$J$ expression of the cost function.
$Q$ weighting matrix of predicted state.
$T_p$ horizon of predicted time.
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$\phi$ an arbitrary future time.
$R$ weighting matrix of input.
$k$ step size.
$\gamma_{\text{max}}$ minimum frequency deviation.
$\gamma_{\text{min}}$ maximum frequency deviation.
$\alpha_1, \alpha_2$ parameters of super-twisting time-delay estimator.
$P_{\text{C, max}}$ Maximum energy storage system (ESS) charging power.
$P_{\text{D, max}}$ Maximum ESS discharging power.
$P_{\text{RR, dn}}$ Maximum downward ramp rate.
$P_{\text{RR, up}}$ Maximum upward ramp rate.

I. INTRODUCTION

A modern power grid, taking advantages of advanced control strategies, cost-competitive technologies and information and communication technology (ICT), is a cyber-physical systems (CPSs), which are vulnerable to cyber attacks. Some of the well-known cyber-attacks are denial of service, which disables access to the system information or a service, false data injection, which intentionally manipulates the exchange of data, replay attack, which maliciously repeats valid data transmission [1]. A recently found attack, the time-delay switch attack (TDSA) [2], is made by inserting time delays into communication channels of CPSs.

A TDSA can be highly destructive to a power system as it can lead to instability [3]. The critical time-delay reflects the maximum time-delay causing the system to be marginally stable. If the specified critical time-delay is smaller than the allowable communication time-delay, then the power system is unstable. Moreover, power systems may also introduce uncertainties depending on their operations, which particularly change the critical time-delay. This change may potentially reduce the allowable time-delay limit, which reflects on the communication time-delay. In this way, the stability of the power systems can be degraded. Several strategies have been proposed to deal with time-delay issues, in which the majorities concern on load frequency control (LFC) problem. In [4], an LFC based PI controller is implemented to regulate the system frequency after unpredictable contingency. This work investigated the maximum allowable critical time-delay, which can be withstood by the PI controller. Similar works have been done by [5], [6], [7], [8], which employ PI controllers for LFC applications. These works are more concentrated in the investigation of stability boundaries caused by the time-delay. In [9], Fu et al. proposed a filter-based method to compensate the communication time-delay issue. Even though this method can enlarge the critical time-delay to some extent, the robustness against the random TDSA has not been ensured yet. A method to counteract random time-delay attack based on perturbation observer has been devised by [10]. In their work, the random time-delay is assumed as an unknown disturbance, whose effect is necessary to be minimized to some degree. Although this method does not require to exactly estimate the time-delay values to tune the control parameters, this method is not able to compensate relatively long time-delay. It is to be noted that the methods proposed by [4], [5], [6], [7], [8] merely evaluate the maximum critical time-delay by selecting the appropriate control parameters. Nevertheless, in practice, the TDSA can be time-varying and random, which makes the work of [4], [5], [6], [7], [8] not applicable to counteract the time-varying and random TDSA. Two approaches for compensating the TDSA are by redesigning the controller to satisfy the robustness and by estimating the unknown TDSA without the need of redesigning the controller. The first approach is prone to be unstable if the TDSA is larger than the specified critical-time delay. The second approach, on the other hand, is intended to estimate the unknown TDSA and compensate the time-delay. There are studies for estimating time delays, and they can be generally classified into five approaches, which are optimization-based, convolution-based algebraic, adaptive backstepping-based, artificial intelligence-based, and sliding mode-based. In the optimization-based, the estimated time-delay is an optimal solution obtained based on a cost function minimization. Some studies related to optimization-based approach can be found in [11], [12], [13], [14], [15], and [16]. For example, in [15], input and output time-delays are lumped into a round trip time (RTT) delay and a time-delay estimator (TDE) is proposed to estimate the unknown RTT delay in a linear system. In [2], the authors used gradient descent method to estimate the delay by minimizing the modelling error signals. Furthermore, in [16], the TDE is proposed to estimate the unknown time-delay in dc motor applications. Nevertheless, these methods are unable to estimate fast time-varying and random time-delay. In the convolution-based algebraic approach, the convolution method is applied to identify the unknown parameters and constant delay of a linear system. This approach provides high convergence, but it is not applicable to time-varying or random time-delay estimation. Some studies related to this approach are covered in [17], [18], and [19]. The third approach, which is a class of nonlinear systems, applies partial differential equation (PDE) transformation to estimate the unknown time-delay. For instance, in [20], [21], and [22], an adaptive backstepping-based TDE method is attempted to regulate an unstable system. Nevertheless, this method is only able to estimate the constant time-delay and the convergence highly depends on the initial conditions. In the artificial intelligence-based approach, a neural network (NN) is used to estimate the unknown time-delay [23], [24]. However, this method is only able to estimate constant time-delay and requires a large set of data for training. Moreover, as pointed out in [1], the NN-based methods are prone to maliciously altering the training data and cause disastrous operation and system instability. The sliding mode-based TDE was first developed by [25] to estimate the unknown, fast time-varying and random time-delay. This estimator is similar to the concept of sliding mode control, in which the sliding surface is employed and defined as a function of external signal difference. The external signal is basically a function of time, which specifically can be a clock. In [25],
variable structure-like estimator is devised to estimate the unknown and random time-delay. This method is able to converge to the actual time-varying time-delay. Nevertheless, the estimated time-delay suffers from chattering due to switching functions, leading to inaccuracy. To enhance the effectiveness of this method, Deng et al. [26], [27] proposed a TDE based on super-twisting algorithm, which was first introduced by [28] for chattering suppression in conventional sliding mode control. This concept is subsequently extended for estimation problem by Deng et al., aiming at reducing the chattering effect and improving the convergence time. This method provides superior performance in accurately estimating the unknown and random time-delay.

Generally, the above mentioned TDEs are verified using a simple state feedback controller. For instance, in [29], a delay-dependent robust method is proposed for analysis of a PID-type LFC scheme considering time delays. Recently, model predictive control (MPC) [30], [31], [32] has attracted great attention for power system controller because of its simplicity in developing the control strategy for a multi-input and multi-output system and its capability of dealing with various types of constraints imposed by the system [33]. Moreover, Chen et al. [34] shows that MPC based LFC controllers have low overshoot and fast response, compared to the conventional PI-based. In addition, the MPC employed in [34] was discrete one and can only handle constant time delay. In this paper, we designed a MPC based fast frequency controllers (FFCr), which can effectively counteract the frequency deviation using an energy storage system (ESS) for a low inertia system and is able to compensate for random and unknown time delay attack. To authors’ knowledge, such an FFCr is currently not available. The main contributions of the paper are:

- It devises a MPC based FFCr which is capable of optimally allocating ESS power considering on its specifications and admissible frequency ranges.
- Different from most the MPC based controller, the proposed FFCr is based on continuous MPC; thus it can synthesizes super-twisting TDE into the controller to accurately estimate random TDSA injected by malicious adversary.
- It yields practicability as the proposed FFC is able to compensate TDSA without the need of redesigning the controller.
- It evaluates the robustness and effectiveness of the improved model predictive fast frequency controller under parameter changes and various TDSAs.

The paper is organized as follows. Section II describes the structure of the proposed FFC. Section III describes how various constraints are incorporated into the designed MPC to be applicable in a power system. Section IV specifies control parameters and the effect of system parameter changes on the critical time-delay. Case studies are presented in Section V. Conclusions are drawn in Section VI.

II. PROPOSED CONTROL SYSTEM DESIGN

Fig. 1 depicts the block diagram of the proposed system, composed of the power system, acting as a plant, the unknown time-delay, and the proposed control method. The unknown time-varying time-delay constitutes lumps of input and output delays and is represented as a RTT delay. Furthermore, the proposed control method is composed of three subsystems, which are the super-twisting time-delay estimator (ST-TDE), sequential state predictor (SSP), and MPC, which consists of an observer and optimizer. The unknown RTT delay, τ(t), is estimated by ST-TDE to yield the estimated time-delay, ̂τ. Then, the estimated time-delay is fed to the observer and SSP. The observer receives the measurement data, which are specifically the measured frequencies, to yield the estimated state variable ̂x(t). The estimated state variable is subsequently processed by the SSP to predict the future state variable under a given estimated time-delay, which results in ẑN. Note that ẑN is an approximation of ̂x(t + τ). The optimization algorithm, such as Quadratic Programming (QP) is employed to iteratively compute the optimal solution, which minimizes the given cost function under specified ESS power
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limitations. The corresponding cost function is a function of the future state trajectory and ESS power. The resulting optimal solution is the time derivative of ESS power, \( \dot{P}_{\text{ESS}}(t) \), which is then passed to an integrator to determine the required amount of power from the energy storage, \( P_{\text{ESS}}(t) \).

**A. DESCRIPTION OF THE SYSTEM MODEL**

In general, the aggregated PFR dynamics incorporated with the ESS power is formulated as [35]

\[
\begin{align*}
\dot{x}_p(t) &= A_p x_p(t) + B_p \left( P_{\text{ESS}}(t) - \tilde{P}_c(t) \right) \\
y(t) &= C_p x_p(t)
\end{align*}
\]

(1)

where

\[
\begin{align*}
x_p &= \left[ \tilde{P}_m \tilde{f} \right]^T \\
A_p &= \left[ \frac{-1}{\frac{T_m}{2H}} \frac{-1}{\frac{1}{2H}} \right] \\
B_p &= \left[ \frac{0}{\frac{1}{2H}} \right]^T \\
C_p &= \left[ 0 \ 1 \right]^T
\end{align*}
\]

(2)

Note that the PFR parameters, such as inertia constant \( (H) \), damping coefficient \( (D) \), governor-turbine constant \( (T_g) \), and an equivalent droop constant \( (R_g) \), are obtained via identification method, proposed by Subroto et al. [33]. \( \tilde{P}_m, P_{\text{ESS}}, \tilde{P}_c, \), and \( \tilde{f} \) denote the mechanical power change, ESS power, electrical power change, and frequency deviation, respectively. We assume that the external disturbance is related to a zero mean, white noise sequence. Hence, based on [30], the predicted value of the difference of the disturbance at future sample \( i \) is assumed to be zero. The prediction of state variable and output variable is calculated as the expected values of the respective variables, hence, the noise effect to the predicted values being zero.

To minimize the steady-state error, an integrator can be embedded in (1), and an auxiliary variable is introduced as \( v(t) = \dot{x}_p(t) \). Hence, the dynamics of \( v(t) \) can be expressed as

\[
\dot{v}(t) = A_p v(t) + B_p P_{\text{ESS}}(t)
\]

(3)

Note that \( \tilde{P}_c \) is basically a step function and \( \dot{\tilde{P}}_c = 0 \). Also, the output state variable dynamics can be obtained as

\[
\dot{y}(t) = C_p \dot{x}_p(t) = C_p v(t)
\]

(4)

Augmenting (3) and (4) to the system yields

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + B \dot{P}_{\text{ESS}}(t) \\
y(t) &= Cx(t)
\end{align*}
\]

(5)

where

\[
\begin{align*}
x(t) &= \left[ v(t) \ y(t) \right]^T \\
A &= \left[ \begin{array}{ccc} A_p & 0 \\ C_p & 0 \end{array} \right] \\
B &= \left[ \begin{array}{ccc} B_p & 0 \end{array} \right]^T
\end{align*}
\]

\[
C = \left[ \begin{array}{ccc} 0 & I \end{array} \right]
\]

Eq. (5) serves as an augmented system of (1) containing an integrator. To consider the existence of time-delay in (5), the integrator representation of a time-delay system is expressed as

\[
\dot{x}(t) = Ax(t) + B \dot{P}_{\text{ESS}}(t - \tau(t)) + K_{ob} \times (y(t) - Cx(t))
\]

(6)

where \( \tau(t) \) is the unknown RTT time-delay. Note that since \( \tau(t) \) is an unknown value, the estimation is carried out to obtain the estimated value of time-delay, \( \hat{\tau}(t) \). Section II.B. discusses how the proposed ST-TDE can accurately estimate the unknown TDSA. Furthermore, the observer is applied to estimate the state-variables from the input and output variables. The observer dynamics is represented as

\[
\dot{x}(t) = A \hat{x}(t) + B \dot{P}_{\text{ESS}}(t - \hat{\tau}(t)) + K_{ob} \times (y(t) - C \hat{x}(t))
\]

(7)

where \( K_{ob} \) is the observer gain, whose value is determined via pole-placement technique.

**B. SEQUENTIAL STATE PREDICTOR**

SSP is devoted as a countermeasure to deal with a relatively long time-delay system. This method is also well-known as a chain predictor. The term “long” is used to describe the time-delay, which is larger than the critical time-delay. To circumvent this problem, this approach extends a sequential prediction containing copies of the system dynamics which run at different time scale.

The concept of this approach resembles a basic predictor, which essentially provides the estimation of the predicted state, \( x(t + \tau) \). Without loss of generality, \( z(t) \) is defined as the approximation of the predicted state, \( x(t + \tau) \). In [36], the SSP is expressed as a set of successive estimation of \( x(t + i\tau) \), where \( i = 1, 2, \ldots, N \) defines the number of set. Accordingly, the SSP dynamics are represented as

\[
\begin{align*}
\dot{z}_1(t) &= A_z1(t) + B \dot{P}_{\text{ESS}}(t - k_1 \tau) + K_{SP1} \times [z_1(t - \frac{\tau}{N}) - x(t)] \\
\dot{z}_2(t) &= A_z2(t) + B \dot{P}_{\text{ESS}}(t - k_2 \tau) + K_{SP2} \times [z_2(t - \frac{\tau}{N}) - z_1(t)] \\
&\vdots \\
\dot{z}_N(t) &= A_zN(t) + B \dot{P}_{\text{ESS}}(t) + K_{SPN} \times [z_N(t - \frac{\tau}{N}) - z_{N-1}(t)]
\end{align*}
\]

(8)

where \( k_i = \frac{N-i}{N} \) for \( i = 1, 2, \ldots, N \) and \( K_{SP1}, K_{SP2}, \ldots, K_{SPN} \) denote the predictor gain for \( i = 1, 2, \ldots, N \), respectively. For simplicity, one may select \( K_{SP1} = K_{SP2} = \ldots = K_{SPN} \). As \( \tau(t) \) is unknown, the estimated time-delay, \( \hat{\tau} \), yielded from ST-TDE is used. Moreover, as \( x(t) \) is not readily available, \( \hat{x}(t) \) obtained from the observer, i.e. (7) is employed. Consequently, SSP in (8) can be modified into (9).

\[
\begin{align*}
\dot{z}_1(t) &= A_z1(t) + B \dot{P}_{\text{ESS}}(t - k_1 \hat{\tau}) + K_{SP1} \\
\dot{z}_2(t) &= A_z2(t) + B \dot{P}_{\text{ESS}}(t - k_2 \hat{\tau}) + K_{SP2} \times [z_2(t - \frac{\tau}{N}) - z_1(t)] \\
&\vdots \\
\dot{z}_N(t) &= A_zN(t) + B \dot{P}_{\text{ESS}}(t) + K_{SPN} \times [z_N(t - \frac{\tau}{N}) - z_{N-1}(t)]
\end{align*}
\]

(9)
plant behaviour is calculated through iteration, rather than convolution. Nevertheless, one crucial step in the derivation of discrete-time MPC (DTMPC) is to capture the control trajectory over a finite prediction horizon. This imposes a challenge in designing a DTMPC to counteract the time-delay with unknown time length. Thus, a continuous-time MPC (CTMPC) is proposed to deal with TD SA. In section III-A, we will show the trajectory of the continuous control variable can be described by means of Laguerre functions so that the CTMPC can be solved in a similar fashion to the DTMPC without considering the system constraints. In section III-B, we will then incorporate the system constraints to the developed CTMPC to be applicable in a practical power system.

A. MODEl PREDICTIVE FAST FREQUENCY CONTROL WITHOUT CONSTRAINTS

Recall that the input of the augmented system (5) as the derivative of the control, \( \dot{P}_{ESS} (t) \). This condition implies that the bounded input and bounded output stability is achieved if \( \lim_{t \to \infty} \dot{P}_{ESS} (t) = 0 \). This condition leads to the convergence of the control signal to its steady-state value, which can be represented as

\[
\lim_{t \to \infty} \dot{P}_{ESS} (t) = \dot{P}_{ESS}^{ss}
\]

where \( \dot{P}_{ESS}^{ss} \) is the steady-state control signal. Since the trajectory of \( \dot{P}_{ESS} (t) \) resembles the impulse response, \( \dot{P}_{ESS} (t) \) can be approximated with a set of Laguerre functions, formulated as

\[
\dot{P}_{ESS} (t) \approx \sum_{i=1}^{m} c_i l_i (t) = L(t)^T \eta
\]

where \( \eta \) is the vector coefficients, composed of \( \eta = [c_1 c_2 \ldots c_m]^T \) and \( l_i (t), i = 1, 2, \ldots, m \) are the set of orthonormal basis functions, expressed in [30]. Note that \( m \) defines the number of Laguerre networks. Accordingly, in a vector form, one can express \( L(t) = [l_1 (t) l_2 (t) \ldots l_m (t)]^T \). According to [30] and [37], the Laguerre function dynamics is expressed as

\[
\dot{L} (t) = A_\lambda L (t)
\]

where

\[
L (0) = \sqrt{2 \lambda} \begin{bmatrix} 1 & 1 & \ldots & 1 \end{bmatrix}^T.
\]

1) COST FUNCTION EVALUATION

The cost function is formulated as a function of predicted state variables and control, which are weighted by

\[
P_{ESS} (t) = K_{mpc} z_N (t)
\]

where \( K_{mpc} \) is the control gain, whose value can be obtained by minimizing a cost function with respect to the control input. In this study, we will show that \( K_{mpc} \) defined for a time-delay system is similar to that defined in a delay-free system. Detailed discussion of the control gain calculation is presented in Section III.

C. SUPER-TWISTING TIME-DELAY ESTIMATOR

Several attempts to improve the accuracy of TDE techniques have been conducted by [15], [16], [25], [26]. Among the TDE techniques, super-twisting time-delay estimator (ST-TDE) offers numerous advantages because it is able to estimate random time-delay. ST-TDE essentially employs the concept of sliding mode control, in which the sliding surface is constructed as an attempt to drive the error states to stay in the equilibrium. The sliding surface is defined as

\[
\sigma (t) = m (t - \tilde{t} (t)) - m (t - \tau (t))
\]

where \( m (t) \) is an external signal, which satisfies \( m (t) \in C^1 \). Note that \( C^1 \) is the set of all functions whose derivatives are in \( C^0 \), and \( C^0 \) is the set of all continuous functions. Thus, for simplicity, we define \( m (t) = t \).

ST-TDE dynamics can be represented as

\[
\dot{\tilde{t}} (t) = 1 - \frac{1}{m (t - \tilde{t} (t))} h (t)
\]

where

\[
h (t) = -\alpha_1 |\sigma (t)|^{1/2} sgn (\sigma (t)) - \alpha_2 \int \sigma (\sigma (t)) dt
\]

where \( \alpha_{1,2} > 0 \) are positive constants. Compared to [25], this approach shares some advantages i.e. fast convergence speed, less chattering, and minimum steady-state error for time-varying TDE.
The first term of (18) is the predicted state variables, whose solution is obtained as

$$x(t + \varphi) = e^{A \varphi} x(t) + \phi(\varphi)^T \eta$$

where

$$\phi(\varphi)^T = \int e^{A(\varphi - \gamma)} B L(\gamma)^T d\gamma$$

Note that convolution integral expressed in (20) can be solved recursively by partitioning predicted time \( T_p \) into arbitrary time intervals \( \varphi = 0, k, 2k, \ldots, T_p \), as done in [30]. In single input system, \( R \) is a scalar. Thus, the second term of (18) can be reformulated into

$$\int_0^{T_p} \dot{P}_{ESS}(\varphi) R P_{ESS}(\varphi) d\varphi \approx \int_0^\infty \eta^T L(\varphi) R L(\varphi)^T \eta d\varphi$$

Note that the orthonormality of Laguerre function allows

$$\int_0^\infty L(\varphi) L_k(\varphi)^T d\varphi = I.$$  

Substituting (19) and (21) into (18) gives

$$J = \eta^T \Omega \eta + 2\eta^T \psi x(t) + x(t)^T \int_0^{T_p} e^{A \varphi} Q e^{A \varphi} d\varphi x(t)$$

where

$$\Omega = \int_0^{T_p} \phi(\varphi) Q \phi(\varphi)^T d\varphi + R$$

$$\approx \sum_{i=0}^q \phi(i k) Q \phi(i k)^T k + R$$

$$\psi = \int_0^{T_p} \phi(\varphi) Q e^{A \varphi} d\varphi \approx \sum_{i=0}^q \phi(i k) Q e^{A i k} k$$

Note that \( \Omega \) and \( \psi \) expressed in the integral form can be approximated numerically. By defining the predicted time window \( T_p = q k \), time interval \( \varphi \) can be stated as \( \varphi = 0, k, 2k, \ldots, qk \), where \( k \) is a constant step size. The step size \( k \) can be selected as small as possible.

The optimal solution minimizing (22) can be obtained by taking the partial derivative of the cost function with respect to \( \eta \) as

$$\frac{\partial J}{\partial \eta} = 0 \rightarrow \eta = -\Omega^{-1} \psi x(t)$$

Consequently, the optimal trajectory of derivative of control at \( \varphi \) can be expressed as

$$\dot{P}_{ESS}(t) = -L(t)^T \Omega^{-1} \psi x(t)$$

2) EMBEDDING OBSERVER FOR STATE VARIABLES ESTIMATION

Replacing \( x(t + \varphi) \) with the estimated state, \( \hat{x}(t + \varphi) \) in (18) leads to (27)

$$J = \int_0^{T_p} \left[ \dot{\hat{x}}(t + \varphi)^T Q \hat{x}(t + \varphi) + \dot{P}_{ESS}(\varphi)^T R P_{ESS}(\varphi) \right] d\varphi$$

which after some algebraic manipulation, is also equivalent to

$$J = \hat{\eta}^T \Omega \hat{\eta} + 2\hat{\eta}^T \psi \hat{x}(t) + \hat{x}(t)^T \int_0^{T_p} e^{A t} Q e^{A t} d\varphi \hat{x}(t)$$

where \( \hat{\eta} \) denotes the estimated vector coefficient. Accordingly, the optimal \( \hat{\eta} \) minimizing (28) is obtained as

$$\hat{\eta} = -\Omega^{-1} \psi \hat{x}(t)$$

Note that the difference between \( \eta \) in (25) and \( \hat{\eta} \) in (29) lie on the use of all state variables measurement. Once \( \hat{x}(t) \) converges to \( x(t) \), then \( \hat{\eta} \) resembles to \( \eta \).

3) RECEDING HORIZON CONTROL

The basic concept of receding horizon control (RHC) is as follows: Once the set of the future control is obtained on a fixed predicted time window, \( [0, qk] \), only the first one is adopted as the current control law. The principle of receding horizon control relies on the utilization of control signal at \( \varphi = 0 \). Thus, the derivative of control can be represented as

$$\dot{P}_{ESS}(t) = K_{mpc} \hat{x}(t)$$

where \( K_{mpc} = -L(0)^T \Omega^{-1} \psi \) is known as a feedback gain matrix.

B. MODEL PREDICTIVE FAST FREQUENCY CONTROL WITH CONSTRAINTS

In practical situations, the power of an energy storage system is restricted under specified limits. These limitations are considered as actuator constraints and they need to be incorporated to the control formulation to satisfy the control objective. Furthermore, to maintain the system frequency standard, the allowable range of the system frequency is included in the control design. Accordingly, the constraints are categorized into three terms, i.e. power limitation of energy storage, rate of power limitation of energy storage, and system frequency. These constraints are formulated into linear inequalities, which are necessary to provide boundary conditions for real-time optimization. The procedures of formulating the constraints into linear inequalities are described as follows:
1) RATE OF POWER LIMITATION OF ENERGY STORAGE

The rate of power of ESS, $\dot{P}_{\text{ESS}}$, can be defined as the ESS ramp rate, whose unit is denoted in MW/s. The value of ESS ramp rate affects the characteristics of ESS to inject the power during disturbance. For instance, the high ramping capability of ESS is quicker to ramp up and reach maximum power during the initialization. On the other hand, slow ramping capability of ESS may induce to slower time required for the ESS to reach maximum power, which affects the frequency nadir and transient time. In general, the ramp rate of ESS is limited to

$$P_{RR,dn} \leq \dot{P}_{\text{ESS}} (t) \leq P_{RR,up}$$

(31)

where $P_{RR,up}$ and $P_{RR,dn}$ denote up and down ramp rates, respectively.

Employing the approximation of (26), at $t = 0$, (31) can be written as

$$-L(0)^T \dot{y} \leq -P_{RR,dn}$$

(32a)

$$L(0)^T \dot{y} \leq P_{RR,up}$$

(32b)

2) POWER LIMITATION OF ENERGY STORAGE

It is known that an ESS is a limited capacity device, in which the power is restricted under its specification. Generally, it can be expressed as

$$P_{C,\text{max}} \leq P_{\text{ESS}} (t) \leq P_{D,\text{max}}$$

(33)

Accordingly, the ramp rate is expressed as

$$\dot{P}_{\text{ESS}} (t) = \frac{P_{\text{ESS}} (t) - P_{\text{ESS}} (t - T_s)}{T_s} = L(0)^T \dot{y}$$

(34)

where $T_s$ is the specified sampling time. Consequently, the ESS power at sampling instant $t$ can be represented as

$$P_{\text{ESS}} (t) = P_{\text{ESS}} (t - T_s) + L(0)^T \dot{y} T_s$$

(35)

Hence, substituting (35) into inequality (33) gives

$$P_{C,\text{max}} - P_{\text{ESS}} (t - T_s) \leq L(0)^T \dot{y} T_s \leq P_{D,\text{max}} - P_{\text{ESS}} (t - T_s)$$

(36)

which is equivalent to

$$y_{\text{min}} - C e^{A \phi} \dot{x} (t) \leq C \phi (\psi)^T \dot{y} \leq y_{\text{max}} - C e^{A \psi} \dot{x} (t)$$

(40)

Consequently, (40) can be elaborated to

$$-C \phi (\psi)^T \dot{y} \leq -y_{\text{min}} + C e^{A \psi} \dot{x} (t)$$

(41a)

$$C \phi (\psi)^T \dot{y} \leq y_{\text{max}} - C e^{A \psi} \dot{x} (t)$$

(41b)

4) COST FUNCTION EVALUATION

Recall that the cost function (22) with estimated state variables yielded by the observer contains the term

$$\dot{x} (t)^T \int_0^{T_p} e^{A \psi} Q e^{A \psi} d \psi \dot{x} (t)$$

(42)

which can be considered as a constant, and consequently, the cost function of (28) can be written as (43).

$$\min \hat{\eta}^T \Omega \hat{\eta} + 2 \hat{\eta}^T \psi \dot{x} (t)$$

(43)

subjected to

$$M \hat{\eta} \leq \beta$$

(44)

where $M$ and $\beta$ are the vectors whose elements are composed by the ESS power limitations and allowable system frequency, defined in (32), (37), and (41) as

$$M = \begin{bmatrix} -L(0)^T \\ L(0)^T \\ -L(0)^T T_s \\ -L(0)^T T_r \\ -C \phi (\psi)^T \\ C \phi (\psi)^T \end{bmatrix}$$

$$\beta = \begin{bmatrix} -P_{RR,dn} \\ P_{RR,up} \\ -P_{C,\text{max}} + P_{\text{ESS}} (t - T_s) \\ P_{D,\text{max}} - P_{\text{ESS}} (t - T_s) \\ -y_{\text{min}} + C e^{A \psi} \dot{x} (t) \\ y_{\text{max}} - C e^{A \psi} \dot{x} (t) \end{bmatrix}$$

In other words, the numerical solution of this method is concerned with the problems of constrained minimization where the cost function is a positive definite quadratic function and constraint functions are linear functions. A QP approach can be applied to obtain such solutions.

IV. PARAMETER IDENTIFICATION AND DETERMINATION FOR TAIPOWER SYSTEM

According to (1), the relationship between the frequency deviation to electrical power change can be described as

$$\frac{\dot{f} (s)}{P_s (s)} = \frac{-\frac{1}{2H} s - \frac{1}{2HT_s}}{s^2 + \left( \frac{DT_s + 2H}{2HT_s} \right) s + \frac{1}{2HT_s} (D + \frac{1}{R_s})}$$

(45)

From (45), one may observe that the lumped power system and governor can be represented into an approximate SISO system using generation and load aggregation. The unknown
The estimated system parameters need to be estimated are $H$, $D$, $T_g$, and $R_g$. By defining the system model with second order system as
\[
\frac{\ddot{f}_m(s)}{P_e(s)} = \frac{-a_1 s - a_0}{s^2 + b_1 s + b_0} \tag{46}
\]
where $\ddot{f}_m$ is the frequency deviation obtained from system modeling, $a_0$ and $a_1$ denote the coefficient associated with the numerator whereas $b_0$ and $b_1$ represent the coefficient associated with the denominator. Accordingly, the corresponding unknown parameters can be estimated as
\[
H = \frac{1}{2a_1} \\
T_g = \frac{a_1}{a_0} \\
D = \frac{b_1 a_1 - a_0}{a_1^2} \\
R_g = \frac{b_0}{a_0} - \left( \frac{b_1 a_1 - a_0}{a_1^2} \right) \tag{47}
\]
The estimated system parameters $a_0$, $a_1$, $b_0$, and $b_1$ are obtained via least squares method, which is describe as follows.

(46) can be re-written as
\[
s^2 \ddot{f}_m(s) + b_1 \dot{f}_m(s) + b_0 f_m(s) = a_1 s (-\dot{P}_e(s)) + a_0 (-\ddot{P}_e(s)) \tag{48}
\]
Taking the inverse of Laplace transform of (48) yields
\[
\ddot{f}_m(t) + b_1 \dot{f}_m(t) + b_0 f_m(t) = a_1 (-\dot{P}_e(t)) + a_0 (-\ddot{P}_e(t)), \tag{49}
\]
which is also equivalent to
\[
\ddot{f}_m(t) = -\frac{1}{b_0} \ddot{f}_m(t) - \frac{b_1}{b_0} \dot{f}_m(t) + \frac{a_1}{b_0} (-\dot{P}_e(t)) + \frac{a_0}{b_0} (-\ddot{P}_e(t)) \tag{50}
\]
Thus, (50) can also be represented in a matrix form as
\[
\ddot{f}_m(t) = \Phi(t) \mu \tag{51}
\]
where $\Phi$ denotes the regressor and $\mu$ represents a vector containing the unknown parameters. Their elements can be rewritten as
\[
\Phi(t) = \left[ \ddot{f}_m(t), \dot{f}_m(t) - \dot{\ddot{P}}_e(t), -\dot{\ddot{P}}_e(t) \right] \\
\mu = \left[ -\frac{1}{b_0}, \frac{b_1}{b_0}, \frac{a_1}{b_0}, \frac{a_0}{b_0} \right]^T \tag{52}
\]
Since the element of the regressor is essentially known and is based on the measurement data, the element of the regressor containing $\ddot{f}_m(t)$ and $\dot{f}_m(t)$ can be replaced by $\ddot{f}(t)$ and $\dot{f}(t)$, respectively. Consequently, it results in
\[
\Phi(t) = \left[ \ddot{f}(t), \dot{f}(t) - \dot{\ddot{P}}_e(t), -\dot{\ddot{P}}_e(t) \right] \\
\]
Defining the modeling error as the difference between the actual data and model, stated as
\[
\nu = \ddot{f}(t) - \ddot{f}_m(t) \tag{52}
\]
A cost function, which defines the function of modeling error, is formulated as
\[
J_{LS} = \nu^T \nu \\
= \left[ \ddot{f}(t) - \Phi(t) \mu \right]^T \left[ \ddot{f}(t) - \Phi(t) \mu \right] \\
= \ddot{f}(t)^T \ddot{f}(t) - 2 \mu^T \Phi(t)^T \ddot{f}(t) + \mu^T \Phi(t)^T \Phi(t) \mu \tag{53}
\]
$J_{LS}$, minimizing $\mu$, can be obtained by taking the partial derivative of $J_{LS}$ with respect to $\mu$ as
\[
\frac{\partial J_{LS}}{\partial \mu} = -2 \Phi(t)^T \ddot{f}(t) - \Phi(t) \mu = 0 \tag{54}
\]
Accordingly, the optimal $\mu$ can be obtained as
\[
\mu_{opt} = \left( \Phi(t)^T \Phi(t) \right)^{-1} \Phi(t)^T \ddot{f}(t) \tag{55}
\]
The validation of the proposed method is conducted for Taiwan power systems. Two events recorded in PMUs occurred on September 14, 2018 (event 1) and December 1, 2018 (event 2) are taken as examples of generation-loss cases. Event 1 dealt with three generator units trip whose total power generation is 708 MW. On the other hand, one generator unit is tripped with total power generation of 550 MW in event 2.

Figure 2 shows the frequency responses recorded from the PMU, resulted from two actual generation-loss events. The sampled time of PMU is 0.05 s. The figure shows that the models obtained from system identification technique are in great agreement with the real measurement data.

The total system loads of events 1 and 2 are 32607 and 24127 MW, respectively. The model for even 2 is stated in [33].

\[
\ddot{f}(s) = \frac{-0.0446 s - 0.0075}{s^2 + 0.1889 s + 0.0381} \tag{56}
\]
The corresponding estimated power system parameters are obtained as $H = 11.22$, $D = 0.48$, $R_g = 0.22$, and $T_g = 5.97$ based on calculation in [33].

Table 1 lists parameters of the proposed method. The weighting matrices $Q = Q^T \in \mathbb{R}^{3 \times 3}$ and $R \in \mathbb{R}^{1 \times 1}$ are associated with the predicted state variables and the time derivative of the control input, respectively. The optimal $Q$ is often selected as $Q = C^T C$ [28]. With this choice, the closed-loop eigenvalues are determined by $R$. The larger $R$ generates the smaller control input, which results in slower settling time. On the contrary, the smaller $R$ produces the higher control input, which yields fast response, yet exhibits overshoot.

Fig. 3 shows the frequency trajectory of the power system under various time-delay constants. As can be seen, the maximum time-delay causing the system to be marginally
stable is $\tau = 0.568s$. This indicates that MP-FFC is unable to compensate the time-delay, which is greater than $\tau = 0.568s$.

Changes of system parameters are also a key factor contributing to the shift of the critical time-delay. To validate this, the MP-FFC designed for event 2 is tested to event 1, whose system parameters are different from event 2. In event 1, the system parameters are obtained as follows: $H = 8.92$, $D = 2.09$, $R_g = 0.19$, and $T_g = 24.14$. Accordingly, as depicted in Fig. 4, the critical time-delay shifts to 0.49s, which is smaller than the previous one. This indicates that system uncertainties can affect the critical time-delay.

V. CASE STUDIES
To verify the robustness of the proposed method in compensating the TDSAs, four cases studies are carried out and two types of TDSA, i.e. constant and random TDSAs are investigated. The first and second cases are to study the robustness of the proposed controller against constant and random TDSAs, respectively. On the other hand, the robustness of the proposed controller under parameter variations, together with constant and random TSDAs, is investigated in cases 3 and 4, respectively. It is to be noted that these TDSAs occur at $t = 0s$, which are subsequently followed by an under-frequency contingency (i.e. generator outage) at $t = 6s$. Moreover, to justify the proposed method, three controllers are tested under these cases. The first controller is named as model predictive FFC (MP-FFC) without constraints. It is based on the model developed in most of the studies such as [38], [39] where the time-delay estimator and corrector are not included in the control formulation. Moreover, the system constraints such as the ESS limitation and frequency constraints are also not taken into account. The second control is called improved model predictive FFC (IMP-FFC) without constraints. Different from MPC-FFC, IMP-FFC employs the proposed time-delay estimator (i.e. ST-TDE) and corrector (i.e. SSP). Finally, the third controller is the complete proposed controller, which is called IMP-FFC with constraints. It consists of the model predictive control together with the proposed SSP and ST-TDE, and takes the system constraints into account as well.

A. ROBUSTNESS AGAINST CONSTANT TIME-DELAY SWITCH ATTACK
The constant TDSA is set to $\tau (t) = 5s$. The TDSA value is selected greater than the critical time-delay (about 8.8 times) to prove the robustness of the proposed method. Fig. 5a depicts the trajectory of frequency under constant TDSA and generator outage. As can be seen, the MP-FFC without constraints causes the frequency to diverge from its nominal value and results in unstable response since the value of TDSA is larger than the critical time-delay that can be withstood by the corresponding controller. It is indicated that at $t = 6s$, the frequency response of MP-FFC causes the frequency uncontrollably oscillates. On the other hand, the proposed method is able to regulate the frequency in the presence of TDSA and under-frequency contingency by accurately estimating the unknown TDSA and effectively
compensating the actual TDSA based on the estimated TDSA. As depicted in Fig. 5b, the estimated TDSA can converge to the actual TDSA within 5s from its initial value. Note that the initial value is selected as the minimum time-delay which can possibly occur in the system. Moreover, compared to the proposed method, IMP-FFC without constraints yields high overshoot frequency response, yet producing the same frequency nadir, that is 59.64 Hz.

In terms of constraint handling, the $P_{ESS}$ generated by the proposed method satisfies the range of the specified power limitation. Figs. 5c and 6 justify the effectiveness of the proposed method in distributing the ESS power and its ramp rates. As can be seen, the proposed method is capable of optimally allocating $P_{ESS}$ under given power limitations. On the contrary, the other two methods are not able to allocate $P_{ESS}$ under its limitation, as $P_{ESS}$ specifications are not incorporated in the controller design. This emphasizes the importance of incorporating $P_{ESS}$ specifications into control design to attain the feasible optimal values.

### B. ROBUSTNESS AGAINST RANDOM TIME-DELAY SWITCH ATTACK

The random TDSA is given within the range $\tau(t) = [3, 5.5]$s with sample time 0.1s. This range is selected since it is greater than the critical time-delay, which essentially causes the power system to be unstable. Fig. 7a shows the trajectory of system frequency under random TDSA and generator outage. As can be seen, the proposed method is able to maintain and stabilize the system frequency under random TDSA. Furthermore, the system frequency can also be recovered to its nominal value by the proposed method, while the other two controllers are not able to stabilize the system under random TDSA. Additionally, the unknown and random TDSA can also be accurately estimated by the proposed method. As depicted in Fig. 8, the resulting time-delay estimation produced by the proposed method can quickly converge to the actual TDSA.

The proposed method is also able to allocate $P_{ESS}$, satisfying the range of the specified power limitation. As evident in Figs. 7(b) and 9, the ESS power and ramp rate generated by the proposed method are still within the specified limits. This indicates that the proposed method is able to handle the constraints determined by the ESS specifications.

---

**TABLE 1.** Parameters of the proposed method.

| Subsystem                | Parameters                        |
|--------------------------|-----------------------------------|
| Model Predictive Control | $Q = C^T A; R = 0.01; \lambda = 0.2; m = 6; T_p = 10; K_{stb} = \begin{bmatrix} 439.81 & 24.3 & 8.81 \end{bmatrix}^T$ |
| Sequential State Predictor | $N = 40$  
| Super-Twisting Time-Delay Estimator | $\alpha_1 = 100$  
|                               | $\alpha_2 = 20$ |

**TABLE 2.** Power limitation of ESS and frequency deviation constraints.

| Parameters                  | Symbol  | Value     | Unit |
|-----------------------------|---------|-----------|------|
| Max. charging power         | $P_{C,\text{max}}$ | -554.92   | MW   |
| Max. discharging power      | $P_{D,\text{max}}$ | 554.92    | MW   |
| Down ramp rate              | $P_{R,\text{down}}$ | 72.38     | MW/s |
| Up ramp rate                | $P_{R,\text{up}}$  | 72.38     | MW/s |
| Min. frequency deviation    | $\omega_{\text{min}}$ | -0.5      | Hz   |
| Max. frequency deviation    | $\omega_{\text{max}}$ | 0.5       | Hz   |

**FIGURE 5.** Trajectories of: (a) $f$; (b) $P_{ESS}$; and (c) $\hat{\tau}$ under constant time-delay switch attack.
C. CASE 3: ROBUSTNESS UNDER PARAMETER VARIATIONS AND CONSTANT TIME-DELAY SWITCH ATTACK

In this case, the controller parameters determined by the parametric identification of event 2 are subsequently applied for event 1. Note that events 1 and 2 occurred at different days of the year. Hence, the system inertia, total demanded power, and etc. are completely different. This case study is aimed at testing the robustness of the proposed method to counteract the system parameter and external disturbance variations as well as the constant TDSA. The constant TDSA is set to $\tau(t) = 5s$ from $t = 0$. The power limitations of ESS for this case are listed in Table 3. Figure 10(a) depicts the trajectories of the system frequency. As can be seen, the IMP-FFC with constraints is able to stabilize the power systems. The frequency nadir governed by the IMP-FFC with
TABLE 3. Power limitation of ESS for Cases 3 and 4.

| Parameters           | Symbol | Value   | Unit |
|----------------------|--------|---------|------|
| Max. charging power  | $P_{C,max}$ | 749.85  | MW   |
| Max. discharging power | $P_{D,max}$ | 749.85  | MW   |
| Max. charging ramp rate | $P_{C_{ramp}}$ | 97.8    | MW/s |
| Max. discharging ramp rate | $P_{D_{ramp}}$ | 97.8    | MW/s |

Constraints can be rescued to 59.65 Hz. Moreover, as illustrated in Figures 10(b) and 11, $P_{ESS}$ and $\dot{P}_{ESS}$ generated by the IMP-FFC with constraints satisfies the ESS power limitations. It can be indicated that the resulting $P_{ESS}$ and $\dot{P}_{ESS}$ are still within the limits. On the contrary, both MP-FFC and IMP-FFC without constraints are not able to produce $P_{ESS}$ and $\dot{P}_{ESS}$ satisfying the specified limits. Accordingly, both controllers are not able to maintain the system stability. As demonstrated in Figure 10(c), the estimated time-delay can converge to actual time-delay, whose initial settling time is similar to that of Case 1. Hence, it justifies that system parameter variations do not affect the STA TDE.

FIGURE 11. Trajectories of: (a) $P_{ESS}$; (b) $P_{ESS}$ (zoom-in) under parameter variations and constant time-delay switch attack.

FIGURE 12. Trajectories of: (a) $f$; and (b) $P_{ESS}$ under parameter variations and random time-delay switch attack.

D. CASE 4: ROBUSTNESS UNDER PARAMETER VARIATIONS AND RANDOM TIME-DELAY SWITCH ATTACK

In this case, the system is tested under parameter variations, whose setup is the same as that of Case 3. However, random TDSA is injected at $t = 0$, whose value range is the same as that of Case 2. The power limitations of ESS for this case are listed in Table 3.
The system frequency trajectory is shown in Figure 12(a). As can be seen, the IMP-FFC with constraints maintains the frequency and is able to regulate the frequency to its nominal value after 18s. Moreover, the frequency nadir can be rescued to 59.65Hz, which is still within the Taipower standard. This proves the superiority of the IMP-FFC with constraints in countering random TDSA and handling the ESS power limitations. On the contrary, both MP-FFC and IMP-FFC without constraints are not able to stabilize the frequency. The frequency trajectories yielded by these methods tend to diverge and exhibit severe oscillations.

In terms of constraints handling, the IMP-FFC with constraints is able to satisfy the constraints given by ESS specifications. As can be seen from Figures 12(b) and 13, the IMP-FFC with constraints is able to allocate $P_{ESS}$ and $\dot{P}_{ESS}$ within their specified ranges. On the other hand, both MP-FFC and IMP-FFC without constraints are not able to allocate $P_{ESS}$ and $\dot{P}_{ESS}$ within their specified ranges since the constraints are not considered in their control design.

Furthermore, the random TDSA can be accurately estimated via STA TDE as shown in Figure 14. By accurately estimating the unknown TDSA, the controllers can provide control actions corresponding to the estimated TDSA.

VI. CONCLUSION

In this paper, a unified fast frequency control, based on model predictive control has been proposed. The proposed method is not only able to regulate the system frequency to the nominal value during large disturbance, but also able to counteract any types of unknown TDSA. By accurately estimating the unknown TDSA, the proposed method can compensate the attacks injected by the hacker. Thus, the power system resiliency can be maintained. Furthermore, the proposed method is also able to optimally allocate ESS power based on ESS specifications, such as ESS power and ramp rate, and frequency limits set by the grid code.
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