SPECTRAL PROPERTIES OF LIMIT-PERIODIC OPERATORS
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Abstract. We survey results concerning the spectral properties of limit-periodic operators. The main focus is on discrete one-dimensional Schrödinger operators, but other classes of operators, such as Jacobi and CMV matrices, continuum Schrödinger operators and multi-dimensional Schrödinger operators, are discussed as well.

We explain that each basic spectral type occurs, and it does so for a dense set of limit-periodic potentials. The spectrum has a strong tendency to be a Cantor set, but there are also cases where the spectrum has no gaps at all. The possible regularity properties of the integrated density of states range from extremely irregular to extremely regular. Additionally, we present background about periodic Schrödinger operators and almost-periodic sequences.

In many cases we outline the proofs of the results we present.
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1. Introduction

We will talk about Schrödinger operators $H$ acting in $\ell^2(\mathbb{Z})$ via

$$[Hu](n) = u(n-1) + u(n+1) + V(n)u(n)$$

with periodic and limit-periodic potentials. We say that $V$ (or, interchangeably, $H$) is periodic if there is some $q \in \mathbb{Z}_+$ with $V(n+q) = V(n)$ for every $n$. We say that $V$ (or $H$) is limit-periodic if $V$ lies in the closure of the space of periodic potentials, that is, if there exist $V_1, V_2, \ldots$ periodic with

$$\lim_{n \to \infty} \| V - V_n \|_{\infty} = 0.$$

One might think that such operators would be rather similar to periodic operators, and that many characteristics and results can be “pushed through” to the limit using uniform convergence. However, one would be very wrong! Periodic operators always exhibit purely absolutely continuous...
The spectrum of multiplicity two supported on a spectrum which is a finite union of nondegenerate closed intervals, and the associated quantum dynamics are ballistic (i.e. a particle subjected to a periodic potential behaves like a free particle). Every single one of these characteristics can be broken in the limit-periodic regime. Concretely, in the limit-periodic regime:

- The spectrum can be a Cantor set (a dense set of gaps). In fact, the spectrum may have zero Hausdorff dimension;
- The spectral type may be purely singular continuous or even pure point;
- The quantum dynamics may be localized in a very strong sense.

The study of these operators was begun in the 1980s by work of Avron-Simon [4], Moser [13], and the Soviet school [8, 9, 21, 41, 48, 49]. These classical results focused on the presence of Cantor spectrum and purely absolutely continuous spectral measures. A notable exception is the work [53] by Pöschel from that era, which exhibited examples that are uniformly localized. There has been a recent uptick in activity, ushered in by Avila [3], which has led to the realization that new phenomena are possible, such as the genericity of purely singular continuous spectrum [3, 16] and the denseness of pure point spectrum [18] in the space of all limit-periodic potentials. Another new phenomenon established in a recent paper is the Lipschitz continuity of the integrated density of states in Pöschel’s examples [12].

The paper is structured as follows. We provide a quick introduction to the periodic case in Section 2. Almost periodic sequences and their hulls are discussed in Section 3. Every limit-periodic sequence is almost-periodic, and those almost-periodic sequences that are limit-periodic can be characterized via a topological property of their hulls: they need to be totally disconnected. Moreover, this discussion also shows that the study of almost-periodic operators fits in the broader class of ergodic operators, which are discussed in Section 4 along with the standard quantities associated with them: the Lyapunov exponent and the integrated density of states. Section 5 contains results about limit-periodic operators with purely absolutely continuous spectral measures, supported on thick (Carleson homogeneous) Cantor sets. The genericity of zero-measure Cantor spectrum and purely singular continuous spectral measures is the subject of Section 6. Limit-periodic operators with pure point spectrum are presented in Section 7 both those that arise in the large coupling regime and those that arise due to local randomness. Section 8 addresses regularity results for the integrated density of states. While we focus on discrete Schrödinger operators in this paper, much of what we say has analogs for related families of operators in mathematical physics, namely: Jacobi matrices, CMV matrices/quantum walks, and continuum Schrödinger operators. We describe these operators and some of the known results in Section 9. Motivated by the known results, we present some interesting open problems in Section 10. Finally, since the hull of a limit-periodic potential is a totally disconnected group, we discuss some characteristics of totally disconnected groups in Appendix A.

Acknowledgment. Some of this material was presented in a lecture series at the Academy of Mathematics and Systems Science (Chinese Academy of Sciences), Beijing in February 2018. D.D. would like to express his gratitude to Zhe Zhou and AMSS/CAS for the kind invitation and extraordinary hospitality and all the lecture series attendees for their interest and participation.

2. A Crash Course on Periodic Operators

In the present section, we will review some aspects of the spectral analysis of periodic operators in 1D. Throughout, assume that $V$ is $q$-periodic and that $q \in \mathbb{Z}_+$ is chosen to be minimal with respect to this property. We will at least sketch most of the arguments here. With the exception of the discussion of ballistic motion in Section 2.4, the results in this section are textbook material; lucid references include [61, Chapter 5] and [67, Chapter 7].

The eigenvalue equation for $H$ reads

$$u(n - 1) + u(n + 1) + V(n)u(n) = Eu(n)$$

(2.1)
where \( E \) is a scalar. We shall see presently that this equation has no (nontrivial) solution \( u \in \ell^2(\mathbb{Z}) \) when \( V \) is periodic, so we will need to be somewhat more generous in our interpretation of (2.1). Namely, we will consider (2.1) for arbitrary \( u \in \mathbb{C}^\mathbb{Z} \), not just \( u \in \ell^2(\mathbb{Z}) \). Through a standard abuse of notation, we will also write \( Hu \) for \( u \in \mathbb{C}^\mathbb{Z} \), where \([Hu](n)\) is simply defined by the left-hand side of (2.1).

2.1. **Floquet Theory.** The difference equation (2.1) can be rewritten as a \( 2 \times 2 \) matrix recursion:

\[
\begin{bmatrix}
  u(n+1) \\
  u(n)
\end{bmatrix} = \begin{bmatrix}
  E - V(n) & -1 \\
  1 & 0
\end{bmatrix} \begin{bmatrix}
  u(n) \\
  u(n-1)
\end{bmatrix}.
\]

(2.2)

Clearly then, the asymptotic characteristics of \( u \) can be encoded by the **monodromy matrix**

\[
\Phi(E) = \begin{bmatrix}
  E - V(q) & -1 \\
  1 & 0
\end{bmatrix} \begin{bmatrix}
  E - V(q-1) & -1 \\
  1 & 0
\end{bmatrix} \cdots \begin{bmatrix}
  E - V(1) & -1 \\
  1 & 0
\end{bmatrix}
\]

and the relationship between \((u(1), u(0))^T\) and the eigenvector(s) of \( \Phi(E) \). Since \( \Phi \in \text{SL}(2, \mathbb{C}) \), the character of its eigenvectors is entirely encoded by its trace. We may characterize the spectrum of \( H \) as follows:

**Theorem 2.1.** If \( V \) is \( q \)-periodic with discriminant \( D \), then

\[
\sigma(H_V) = \{ E \in \mathbb{C} : D(E) \in [-2, 2] \} = \{ E \in \mathbb{R} : |D(E)| \leq 2 \}.
\]

For all \( c \in (-2, 2) \), all solutions of \( D(E) = c \) are real and simple. For \( c = \pm 2 \), all solutions of \( D(E) = c \) are real and at most doubly degenerate.

**Proof Sketch.** Since \( H_V \) is self-adjoint, we focus on real \( E \). For each \( E \in \mathbb{R} \), there are four possibilities for \( \Phi(E) \):

1. \(|\text{Tr} \Phi(E)| < 2\): Then, the powers of \( \Phi(E) \) are uniformly bounded, so all solutions of (2.1) are bounded;

2. \(|\text{Tr} \Phi(E)| = 2\) and \( \Phi(E) \notin \{ \pm I \} \): There is a Jordan anomaly. One solution of (2.1) is bounded, and any linearly independent solution grows linearly;

3. \( \Phi(E) = \pm I \). Clearly, all solutions of (2.1) are bounded;

4. \(|\text{Tr} \Phi(E)| > 2\). There are linearly independent solutions \( u_+ \) and \( u_- \) of (2.1) with the property that \( u_{\pm} \) decays exponentially at \( \pm \infty \) and grows exponentially at \( \mp \infty \).

In cases (1), (2), and (3), one can use a bounded solution to construct a Weyl sequence, and hence \( E \in \sigma(H) \). In case (4), we have two special solutions \( u_{\pm} \), defined as follows: let \((u_+(1), u_+(0))^T\) be a contracting eigenvector of \( \Phi(E) \) and let \((u_-(1), u_-(0))^T\) be an expanding eigenvector of \( \Phi(E) \), and use (2.2) to extend these initial data to produce solutions of (2.1). Then, \( u_{\pm} \) decays exponentially at \( \pm \infty \) and one can use these solutions to construct a Green function for \( H \). Concretely, one can check that

\[
\langle \delta_n, R \delta_m \rangle = \frac{u_-(n \land m)u_+(n \lor m)}{u_-(0)u_+(1) - u_+(0)u_-(1)}
\]

\((n \land m = \min(n, m) \) and \( n \lor m = \max(n, m) \) defines a bounded operator with \( R(H - E) = (H - E)R = I \) by Schur’s criterion.

In view of the discussion above, it follows that any solution of \( D(E) = c \) with \( c \in [-2, 2] \) must be real, since such an \( E \) belongs to the spectrum of \( H \) and \( H \) is self-adjoint. The multiplicity statements follow from Rouche’s theorem. Concretely, if \( D(E) = c \) has a double (or higher) root at \( E \in \mathbb{R} \) for some \( c \in (-2, 2) \), then Rouche’s theorem implies the existence of non-real \( z \) near \( E \) such that \( D(z) \in (-2, 2) \), contradicting reality of such solutions. Similarly, if \( D(E) = c \) vanishes to third order or higher for some choice of \( c \in \{ \pm 2 \} \), then Rouche’s theorem implies the existence of nearby non-real \( z \) with \( D(z) \in [-2, 2] \), \( \square \)
Thus, we see that the spectrum of $H$ consists of $q$ nondegenerate closed intervals, which we call the bands:

$$\sigma(H) = \bigcup_{j=1}^{q} [\alpha_j, \beta_j].$$

Here, $\alpha_1 < \beta_1 \leq \alpha_2 < \cdots < \alpha_q < \beta_q$ denotes an enumeration of the solutions of $D(E) = \pm 2$, counted with multiplicity. Each of the closed intervals $[\alpha_j, \beta_j]$ may be obtained as the closure of a connected component of $D^{-1}((-2, 2))$. In the event that $\beta_j < \alpha_{j+1}$, we say that the $j$th gap is open. Otherwise, we say that we have a closed gap at the point $\alpha_j = \beta_{j+1}$. Notice that one has a closed gap at $c$ if and only if $D^2 - 4$ vanishes to second order at $c$, that is, $D(c) = \pm 2$ and $D'(c) = 0$.

2.2. Bloch Waves. If $E \in \sigma(H)$, then $D(E) \in [-2, 2]$. Writing $D(E) = 2 \cos \theta$ for some $\theta \in [0, \pi]$, we see that $\Phi(E)$ has eigenvalues $e^{\pm i\theta}$. Using an eigenvector corresponding to the eigenvalue $e^{i\theta}$ as an initial condition, we may generate a solution $u_+$ to $Hu = Eu$ so that

$$u_+(n + q) = e^{i\theta} u_+(n).$$

Similarly, using the eigenvector for $e^{-i\theta}$ as an initial condition, one obtains a solution $u_-$ satisfying $u_-(n + q) = e^{-i\theta} u_-(n)$. On can encode solutions of $Hu = Eu$ satisfying a condition like (2.3) in terms of $q \times q$ matrices with suitable boundary conditions. Concretely, define

$$H_\theta = H_{\theta,q} = \begin{bmatrix} V_1 & 1 & e^{-i\theta} \\ 1 & V_2 & 1 \\ \vdots & \vdots & \vdots \\ 1 & V_{q-1} & 1 \\ e^{i\theta} & 1 & V_q \end{bmatrix}.$$

Theorem 2.2. If $V$ is $q$-periodic, we have

$$\sigma(H) = \bigcup_{\theta \in [0, \pi]} \sigma(H_\theta).$$

Moreover, the discriminant and the characteristic polynomials are related via

$$\det(E - H_\theta) = D(E) - 2 \cos \theta.$$  

Proof Sketch. Given $E \in \sigma(H)$, write $D(E) = 2 \cos \theta$ as before, and define $u_\pm$ as above. One can then check that $(u_+(1), u_+(2), \ldots, u_+(q))^\top$ is an eigenvector of $H_\theta$ with eigenvalue $E$. On the other hand, if $E$ is an eigenvalue of $H_\theta$, an eigenvector of $H_\theta$ can be extended to a solution of $Hu = Eu$ satisfying (2.3). Thus, $e^{i\theta}$ is an eigenvalue of $\Phi(E)$, which implies $D(E) = 2 \cos \theta$. This discussion proves (2.4).

Thus, for fixed $\theta$, $D(E) - 2 \cos(\theta)$ and $\det(E - H_\theta)$ are monic polynomials in $E$ with the same degree and the same roots. For $\theta \in (0, \pi)$, all roots of $D(E) - 2 \cos \theta$ are simple by Theorem 2.1 so (2.5) follows for all $E \in \mathbb{C}$ and all $\theta \in (0, \pi)$. Then, fixing $E$, both sides of (2.5) define entire functions of $\theta$ that agree for $\theta \in (0, \pi)$ and hence must agree everywhere.

Let us note a couple of pleasant consequences of the foregoing result. First of all, since $D(E) - c$ can only vanish to first order for $c \in (-2, 2)$, it follows from (2.5) that $H_\theta$ has simple spectrum for $\theta \in (0, \pi)$. One can also prove this directly (cf. [61, Section 5.3]). We can also read off from (2.5) that the spectrum of $H$ has a closed gap at energy $E_0$ with $D(E_0) = 2$ (resp. $D(E_0) = -2$) if and only if all solutions to $Hu = E_0 u$ are periodic (resp. anti-periodic).

One can formulate Theorem 2.2 in terms of direct integrals in a natural manner. Concretely, consider the space

$$\mathcal{H}_q := L^2([0, 2\pi), \mathbb{C}^q).$$
$$\{ \tilde{f} : [0, 2\pi) \to \mathbb{C}^q : \int_0^{2\pi} \| \tilde{f}(\theta) \|^2_{\mathbb{C}^q} < \infty \}.$$ 

Naturally, $\mathcal{H}_q$ is a Hilbert space with respect to the inner product

$$\langle f, g \rangle_{\mathcal{H}_q} = \int_0^{2\pi} \langle f(\theta), g(\theta) \rangle_{\mathbb{C}^q} \frac{d\theta}{2\pi}.$$ 

This space is sometimes written as a direct integral, especially in the physics literature:

$$\mathcal{H}_q = \int_{[0, 2\pi)} \mathbb{C}^q \frac{d\theta}{2\pi}.$$ 

We may define a linear operator $F : \ell^2(\mathbb{Z}) \to \mathcal{H}_q$ by $F : u \mapsto \hat{u}$, where

$$\hat{u}_j(\theta) = \sum_{\ell \in \mathbb{Z}} u_{j+\ell} e^{-i\ell\theta}, \quad \theta \in [0, 2\pi), \quad 1 \leq j \leq q.$$ 

Of course, $F$ is initially only defined on $\ell^1(\mathbb{Z})$, but it admits a unique extension to a unitary operator on $\ell^2(\mathbb{Z})$ by Parseval’s formula.

**Lemma 2.3.** The map $F$ extends to a unitary operator from $\ell^2(\mathbb{Z})$ to $\mathcal{H}_q$; its inverse maps $f \in \mathcal{H}_q$ to $\tilde{f} \in \ell^2(\mathbb{Z})$, defined by

$$\tilde{f}_{j+\ell} = \int_0^{2\pi} e^{i\ell\theta} f_j(\theta) \frac{d\theta}{2\pi}, \quad 1 \leq j \leq q, \quad \ell \in \mathbb{Z}.$$ 

**Proof.** For each $1 \leq j \leq q$ and each $\ell \in \mathbb{Z}$, we define $\varphi_{j,\ell} \in \mathcal{H}_q$ by $\varphi_{j,\ell} = \hat{\delta}_{j+\ell}$, that is:

$$\varphi_{j,\ell}(\theta) = e^{-i\ell\theta} \hat{e}_j,$$

where $\hat{e}_1, \ldots, \hat{e}_q$ denotes the standard basis of $\mathbb{C}^q$. It is easy to see that $\{\varphi_{j,\ell} : 1 \leq j \leq q, \quad \ell \in \mathbb{Z}\}$ is an orthonormal basis of $\mathcal{H}_q$. Armed with this knowledge, all claims in the lemma are straightforward. 

For any operator $B$ on $\ell^2(\mathbb{Z})$, we denote by $\hat{B}$ its action on Fourier space, that is, $\hat{B} = FB F^{-1}$. Using the definition of $F$, we see that $\hat{H}$ acts as a multiplication operator on $\mathcal{H}_q$. That is, for any $f \in \mathcal{H}_q$, one has

$$\left( \hat{H} f \right)(\theta) = H_\theta f(\theta) \text{ for Lebesgue almost every } \theta \in [0, 2\pi).$$

Thus, even though $H$ has no eigenvalues and no point spectrum, we still colloquially say that $F$ “diagonalizes” $H$. If we denote the eigenvalues of $H_\theta$ as $\lambda_1(\theta) \leq \cdots \leq \lambda_q(\theta)$, then,

$$\sigma(H) = \bigcup_{q-j \text{ even}} [\lambda_j(\pi), \lambda_j(0)] \cup \bigcup_{q-j \text{ odd}} [\lambda_j(0), \lambda_j(\pi)].$$

This point of view takes the problem of determining the spectrum and replaces a numerically unstable problem (polynomial root-finding) and replaces it with a very stable procedure (computing eigenvalues of Hermitian matrices). Concretely, one can completely determine the spectrum by diagonalizing $H_0$ and $H_\pi$. There are fast, stable numerical algorithms for computing eigenvalues of finite tridiagonal Hermitian matrices; however, $H_0$ and $H_\pi$ are not tridiagonal, but rather “tridiagonal with corner entries” which can lead to numerical bottlenecks with a naive implementation leading to needlessly performing $O(q^2)$ floating-point operations. However, conjugating $H_0$ and $H_\pi$ by a breadth-first permutation matrix creates penta-diagonal matrices which can be reduced to tridiagonal form very efficiently (in $O(q^2)$ operations). See [54] for more details on this point of view.
2.3. The Density of States. Define a sequence of measures by
\[
\int g \, dk_N = \frac{1}{N} \text{Tr}(P_N g(H) P_N^*),
\]
for Borel sets $B$, where $P_N$ denotes projection onto coordinates $\{0, 1, \ldots, N - 1\}$. We will prove that $dk_N$ has a weak limit, $dk$, as $N \to \infty$, which we will call $dk$ the density of states measure (DOS) for $H$. The accumulation function of the DOS is called the integrated density of states (IDS) and is denoted by
\[
k(E) = \int \chi_{(-\infty, E]} \, dk.
\]

**Theorem 2.4.** The DOS of $H$ exists. That is, $dk = \lim dk_N$ exists, where the limit is taken with respect to the weak topology. Denoting $\Sigma = \sigma(H)$, the IDS of $H$ is differentiable away from the edges of open gaps of $\Sigma$ (i.e. on $\mathbb{R} \setminus \partial \Sigma$); more explicitly, if $V$ is $q$-periodic, we have
\[
dk dE(E_0) = \frac{|D'(E_0)|}{\pi q \sqrt{4 - D(E_0)^2}} = \frac{1}{\pi q} \left| \frac{d\theta}{dE}(E_0) \right|,
\]
whenever $D(E_0) \in (-2, 2)$, where $\theta = \theta(E)$ is chosen continuously so that
\[
2 \cos(\theta) = D(E), \quad E \in \Sigma.
\]
If $E_0$ is a closed gap of $\Sigma$, then
\[
dk dE(E_0) = \lim_{E \to E_0} \frac{|D'(E)|}{\pi q \sqrt{4 - D(E)^2}};
\]
in particular, the limit on the right-hand side exists and is finite. Otherwise, when $E_0 \in \partial \Sigma$, then $E_0$ borders an open gap of $\Sigma$, and $dk/dE$ diverges at the rate $|E - E_0|^{-1/2}$ as $E \in \Sigma$ approaches $E_0$. Moreover, if $B = [\alpha, \beta]$ is any band of the spectrum,
\[
\int_B dk = k(\beta) - k(\alpha) = \frac{1}{q}.
\]

**Proof.** For $m \in \mathbb{Z}_+$, consider $H_{m \perp}$, the restriction of $H$ to $[1, mq]$ with periodic boundary conditions, i.e.,
\[
H_{m \perp} = \begin{bmatrix}
V(1) & 1 & & \\
1 & V(2) & 1 & \\
& \ddots & \ddots & \ddots \\
& & 1 & V(mq - 1) & 1 \\
& & & 1 & V(mq)
\end{bmatrix},
\]
and denote the corresponding eigenvalues by $E_{m,j} \leq \cdots \leq E_{m,mq}$ (notice that eigenvalues of $H_{m \perp}$ may occur with multiplicity two).

For $m \in \mathbb{Z}_+$, consider the probability measure
\[
dk_{m \perp} = \frac{1}{mq} \sum_{j=1}^{mq} \delta_{E_{m,j}}
\]
defined by uniformly distributing point masses on the eigenvalues of $H_{m \perp}$. One can easily check that $E$ is an eigenvalue of $H_{m \perp}$ if and only if $1$ is an eigenvalue of $[\Phi(E)]_m$, which holds if and only if the monodromy matrix $\Phi(E)$ has an $m$th root of unity as an eigenvalue. Thus, $E$ is an eigenvalue of $H_{m \perp}$ if and only if
\[
D(E) = 2 \cos \left( \frac{2\pi j}{m} \right)
\]
for some integer $0 \leq j \leq m/2$. Notice that any such eigenvalue with $0 < j < m/2$ is necessarily of multiplicity two, while the eigenvalues corresponding to $j = 0$ and $j = m/2$ (for even $m$) can have multiplicity one or two.

Let $B_n$ denote the $n$th band of $H$ and $D_n$ the restriction of $D$ to $B_n$ so that $D_n^{-1}$ is a continuous map $[-2,2] \to B_n$. Given a continuous compactly supported function $g$, the previous discussion implies

$$
\lim_{m \to \infty} \int_{B_n} g(E) \, dk_{m_{\text{per}}}^{E}(E) = \frac{1}{\pi q} \int_{0}^{\pi} g \left( D_n^{-1}(2 \cos(\theta)) \right) \, d\theta.
$$

From the existence of the weak limit of $dk_{m_{\text{per}}}^{E}$, one may deduce that $dk_{X}$ converges weakly to the same limit. From this and the foregoing work, the first equality in (2.8) follows by using the change of variables suggested in (2.9) and keeping track of the sign of $D'$; the second is a consequence of the definition of $\theta$. This also shows that $dk/dE$ diverges as the inverse square root at borders of open gaps, since $D'(E_0) \neq 0$ whenever $E_0$ borders an open gap of $\Sigma$ (which may be seen from (2.5)). Now, if $E_0$ is a closed gap of $\Sigma$, then the limit in (2.10) exists since $D'$ vanishes linearly at $E_0$ and $4 - D^2$ vanishes quadratically at $E_0$. \hfill \Box

### 2.4. Ballistic Motion.

Let us consider the position operator:

$$
[X \psi]_n = n \psi_n,
$$

which is self-adjoint on $D(X) = \{ \psi \in \ell^2(\mathbb{Z}) : X \psi \in \ell^2(\mathbb{Z}) \}$. We are interested in the Heisenberg evolution when $H$ is periodic:

$$
X(t) = e^{itH} X e^{-itH}, \quad t \in \mathbb{R}.
$$

One can check that $e^{itH}$ preserves $D(X)$ and that $X(t)$ is self-adjoint on $D(X)$ for all $t$.

**Theorem 2.5.** If $H$ is periodic, the strong limit

$$
Q = s-lim_{t \to \infty} t^{-1} X(t)
$$

exists and $\ker(Q) \cap D(X) = \{0\}$.

In fact, the conclusion of this theorem applies to any operator family with a Bloch-like decomposition. It was proved first for continuum operators by Asch and Knauf [2], and then for block Jacobi operators [19] (which include discrete Schrödinger operators as a special case), CMV matrices, and quantum walks [1, 15].

We will sketch the main strokes of the proof and refer the reader to [19] for details in the present setting. Formally (we are avoiding some niceties regarding domains, since $X$ is unbounded), differentiating $X(t)$ with respect to time, one obtains:

$$
\frac{dX}{dt} = ie^{itH}(HX - XH)e^{-itH} = A(t),
$$

where

$$
A := i[H, X] = i(HX - XH).
$$

Then, one can identify

$$
(2.12) \quad \frac{1}{t}(X(t) - X) = \frac{1}{t} \int_{0}^{t} A(s) \, ds.
$$

If $H$ and $A$ were finite matrices, the existence of the limit on the right-hand side of (2.12) would be trivial. To wit, if $H_0$ and $A_0$ are $m \times m$ matrices with $H_0$ Hermitian-symmetric, then, writing the spectral decomposition of $H_0$ as

$$
H_0 = \sum_{\lambda \in \sigma(H_0)} \lambda P_{\lambda},
$$

where $P_{\lambda}$ is the projection onto the eigenspace corresponding to $\lambda$. If $m$ is finite, then $\lambda P_{\lambda}$ is a finite matrix, and so $e^{it\lambda P_{\lambda}}$ is also a finite matrix for all $t$. Therefore, $e^{itH}$ and $e^{-itH}$ can be treated as finite matrices, and the right-hand side of (2.12) converges to $H_0$ as $t \to \infty$. Hence, we have:

$$
Q = \lim_{t \to \infty} t^{-1} X(t) = H_0.
$$
one can readily compute that
\begin{equation}
\lim_{t \to \infty} \frac{1}{t} \int_0^t e^{i s H_0} A_0 e^{-i s H_0} ds = \sum_{\lambda \in \sigma(H_0)} P_{\lambda} A_0 P_{\lambda},
\end{equation}
the “diagonal part” of $A_0$ with respect to $H_0$. More generally, this argument obtains for operators having pure point spectrum. However, as $H$ has purely absolutely continuous spectrum, one has to work a little harder. The main idea is to apply (2.13) on the Floquet fibers to obtain the existence of the limit defining $A$ and compute the diagonal part explicitly (fiberwise) to verify that $\ker(Q)$ is trivial.

Thus, the Bloch decomposition from Section 2.2 is the key ingredient in the proof of Theorem 2.5. Recall that we defined the direct integral space $\mathcal{H}_q$ by
\begin{equation}
\mathcal{H}_q := L^2 \left( [0, 2\pi), \mathbb{C}^q; \frac{d\theta}{2\pi} \right) = \left\{ f : [0, 2\pi) \to \mathbb{C}^q : \int_0^{2\pi} \|f(\theta)\|_q^2 \frac{d\theta}{2\pi} < \infty \right\}.
\end{equation}

Let $\mathcal{F}$ be the Fourier transform defined by (2.6). It is not hard to see that $\mathcal{F}$ also diagonalizes the commutator $A$ into a multiplication operator. Specifically, we have
\begin{equation}
(\mathcal{F} A f)(\theta) = A_{\theta} f(\theta) \text{ for } f \in \mathcal{H}_q \text{ and Lebesgue a.e. } \theta \in [0, 2\pi),
\end{equation}
where
\begin{equation}
A_{\theta} = i \begin{bmatrix}
0 & 1 & -e^{-i\theta} \\
-1 & 0 & 1 \\
e^{i\theta} & \cdots & \cdots & \cdots & 1\end{bmatrix}.
\end{equation}
Now let $\Lambda_{\theta} \in \mathbb{C}^{q \times q}$ denote the diagonal matrix with diagonal entries $\langle e_k, \Lambda_{\theta} e_k \rangle = e^{ik\theta/q}$, i.e.,
\begin{equation}
\Lambda_{\theta} = \begin{bmatrix}
e^{i\theta/q} & & & \\
e^{2i\theta/q} & & & \\
& \cdots & \cdots & \\
e^{(q-1)i\theta/q} & & & e^{i\theta}
\end{bmatrix}.
\end{equation}
Define
\begin{equation}
\tilde{H}_{\theta} = \Lambda_{\theta}^* H_{\theta} \Lambda_{\theta}, \quad \tilde{A}_{\theta} = \Lambda_{\theta}^* A_{\theta} \Lambda_{\theta}.
\end{equation}
By a direct calculation, one can verify that
\begin{equation}
\frac{\partial}{\partial \theta} \tilde{H}_{\theta} = \frac{1}{q} \tilde{A}_{\theta}.
\end{equation}
The key calculation now is to compute the limit of the Heisenberg evolution of the truncated operators.

**Lemma 2.6.** For each $\theta \in [0, 2\pi)$, let $\lambda_1(\theta) \leq \cdots \leq \lambda_q(\theta)$ denote the eigenvalues of $H_{\theta}$ (enumerated with multiplicities). Then, for every $\theta \in [0, 2\pi) \setminus \{0, \pi\}$, we have
\begin{equation}
\lim_{t \to \infty} \frac{1}{t} \int_0^t e^{i s H_{\theta}} A_{\theta} e^{-i s H_{\theta}} ds = q \sum_{j=1}^q \frac{\partial \lambda_j}{\partial \theta}(\theta) P_j(\theta),
\end{equation}
where $P_j(\theta)$ denotes projection onto the eigenspace corresponding to $\lambda_j(\theta)$.
Proof Sketch. Since $H_\theta$ is a finite Hermitian-symmetric matrix, the limit on the left-hand side of (2.15) exists and is simply equal to the diagonal part of $A_\theta$ with respect to the eigenspaces of $H_\theta$. Since $H_\theta$ has simple spectrum for $\theta \neq 0, \pi$, it then suffices to show
\[
\langle v_j(\theta), A_\theta v_j(\theta) \rangle = q \frac{\partial \lambda_j}{\partial \theta}(\theta)
\]
for $1 \leq j \leq q$ and $\theta \neq 0, \pi$. This follows from (2.14). To see this, let $v_j(\theta)$ denote a continuous choice of a unit vector from the $\lambda_j(\theta)$ eigenspace of $H_\theta$, put $\tilde{v}_j(\theta) := \Lambda^* v_j(\theta)$, and observe that
\[
\frac{\partial \lambda_j}{\partial \theta}(\theta) = \frac{\partial}{\partial \theta} \langle v_j(\theta), H_\theta v_j(\theta) \rangle = \frac{1}{q} \langle \tilde{v}_j(\theta), \tilde{A}_\theta \tilde{v}_j(\theta) \rangle = \frac{1}{q} \langle v_j(\theta), A_\theta v_j(\theta) \rangle.
\]
for $\theta \neq 0, \pi$.

Proof of Theorem 2.5. Once one has (2.15), we get the conclusions of Theorem 2.5 with
\[
Q = F^{-1} \left( \int_{(0,2\pi)} \sum_{j=1}^q q \frac{\partial \lambda_j}{\partial \theta}(\theta) P_j(\theta) \frac{d\theta}{2\pi} \right) F.
\]
In particular, the limit exists by (2.15) and dominated convergence. The kernel of $Q$ is trivial, since $\partial_\theta \lambda_j(\theta) \neq 0$ for $\theta \neq 0, \pi$ (which may be proved using (2.5) and implicit differentiation).

3. Almost-Periodic Hulls

3.1. Almost-Periodic Sequences. The shift acts on $\ell^\infty(\mathbb{Z})$ via
\[
[SV]_n = V_{n+1}.
\]
Given $V$, the orbit of $V$ is the set of its translates:
\[
\text{orb}(V) = \left\{ S^k V : k \in \mathbb{Z} \right\} ;
\]
the hull of $V$ is the closure of the orbit in $\ell^\infty$:
\[
\text{hull}(V) = \overline{\text{orb}(V)}^{\ell^\infty(\mathbb{Z})}.
\]
Naturally, it is easy to see that $V$ is periodic if and only if $\text{hull}(V)$ is finite. We say that $V$ is Bochner almost-periodic if $\text{hull}(V)$ is compact (in the $\ell^\infty(\mathbb{Z})$ topology). We say that $V$ is Bohr almost-periodic if, for every $\varepsilon > 0$, the $\varepsilon$-almost periods of $V$ are relatively dense in $\mathbb{Z}$. That is, $V$ is Bohr almost-periodic if for every $\varepsilon > 0$, there is an $R > 0$ so that for any $k \in \mathbb{Z}$, there exists $\ell \in \mathbb{Z}$ with $|k - \ell| \leq R$ and
\[
\|S^\ell V - V\|_\infty < \varepsilon.
\]
Proposition 3.1. An element $V \in \ell^\infty(\mathbb{Z})$ is almost-periodic in the Bohr sense if and only if it is almost-periodic in the Bochner sense.

Thus, going forward, we only speak of potentials being almost-periodic and freely use both characterizations.
Proof Sketch. If \( V \) is Bohr-almost periodic, let \( \varepsilon > 0 \) and cover \( \text{hull}(V) \) by finitely many \( \varepsilon \)-balls centered at elements of \( \text{orb}(V) \), say
\[
\text{hull}(V) \subseteq \bigcup_{j=1}^{n} B_\varepsilon(S^{m_j}V).
\]
Take \( R = \max |m_j| \). Then, given \( k \), choose \( m_j \) with \( S^kV \in B_\varepsilon(S^{m_j}V) \) to get \( \|S^k - m_jV - V\|_\infty < \varepsilon \) and hence \( V \) is Bochner almost-periodic.

Conversely, if \( V \) is Bochner almost-periodic, then one can cover \( \text{hull}(V) \) by finitely many \( \varepsilon \)-balls centered at elements of \( \text{orb}(V) \). Thus, \( \text{hull}(V) \) is complete and totally bounded, hence compact. \( \square \)

The operation
\[
(S^jV) \circ (S^kV) = S^{j+k}V
\]
makes \( \text{orb}(V) \) into a group. For abelian groups, one usually uses “+” or “∗”; we have eschewed these symbols to avoid confusion with addition and convolution of functions.

In the event that \( V \) is periodic of minimal period \( q \), it is clear that \( \text{orb}(V) \sim /C_q \). Otherwise, when \( V \) is aperiodic, \( \text{orb}(V) \sim /C_\infty \). We should note that this isomorphism is purely as groups without topology; in particular, the reader is invited to verify that \( \text{orb}(V) \) never has the discrete topology when \( V \) is almost-periodic and aperiodic.

Proposition 3.2. The operation \( \circ \) extends uniquely to a continuous operation \( \circ : \text{hull}(V)^2 \to \text{hull}(V) \). With respect to this operation, \( \text{hull}(V) \) is a compact abelian topological group.

Proof. Since \( S \) is an isometry, we have
\[
\|S^{k+\ell}V - S^{k'+\ell'}V\|_\infty = \|S^{k-k'}V - S^{\ell-\ell'}V\|_\infty \\
\leq \|S^{k-k'}V - V\|_\infty + \|S^{\ell-\ell'}V - V\|_\infty \\
= \|S^kV - S^{k'}V\|_\infty + \|S^{\ell}V - S^{\ell'}V\|_\infty.
\]
This calculation shows that \( \circ \) is uniformly continuous on \( \text{orb}(V) \times \text{orb}(V) \) and hence extends uniquely to a continuous operation
\[
\circ : \text{hull}(V) \times \text{hull}(V) \to \text{hull}(V).
\]
The abelian group properties of \( (\text{hull}(V), \circ) \) follow from those of \( (\text{orb}(V), \circ) \) and continuity. \( \square \)

Clearly, if \( V \) is almost-periodic, then \( \Omega = \text{hull}(V) \) is also a monothetic group, that is, \( \Omega \) contains a dense cyclic subgroup (namely \( \text{orb}(V) \)). In view of this observation and Proposition 3.2, we can also characterize almost-periodic \( V \in \ell^\infty(\mathbb{Z}) \) as precisely those sequences of the form
\[
V(n) = f(n\alpha),
\]
where \( G \) is a compact, monothetic group whose topology is generated by a translation-invariant metric; \( \alpha \in G \) generates a dense cyclic subgroup; and \( f : G \to \mathbb{R} \) is continuous. In light of this connection, the theory of compact topological groups naturally plays an important role in the analysis of Schrödinger operators with almost-periodic potentials.

3.2. Limit-Periodic Hulls. One can characterize exactly what compact abelian groups are hulls of limit-periodic sequences.

Proposition 3.3. Every limit-periodic \( V \) is almost-periodic. Moreover, an almost-periodic \( V \) is limit-periodic if and only if \( \text{hull}(V) \) is totally disconnected. Finally, an almost-periodic \( V \) is aperiodic if and only if no point of \( \text{hull}(V) \) is isolated.
Proof. Suppose \( V \) is limit-periodic. For each \( j \in \mathbb{Z}_+ \), choose \( V_j \in \ell^\infty(\mathbb{Z}) \) and \( q_j \in \mathbb{Z}_+ \) such that \( S^{q_j}V_j = V_j \) and

\[
\lim_{j \to \infty} \| V - V_j \|_\infty = 0.
\]

As before, it suffices to prove that \( \text{orb}(V) \) is totally bounded (since this also implies that \( \text{hull}(V) \) is totally bounded). Given \( \varepsilon > 0 \), choose \( j \) such that

\[
\| V - V_j \|_\infty < \varepsilon.
\]

One can then check that \( \text{orb}(V) \) is contained in the following finite union of \( \varepsilon \)-balls:

\[
\bigcup_{k=0}^{q_j-1} B(S^kV_j, \varepsilon).
\]

Thus, \( \text{hull}(V) \) is complete and totally bounded, hence compact, so \( V \) is almost-periodic. Let us show that \( \text{hull}(V) \) is totally disconnected. Since the hull of \( V \) is a topological group, it suffices to show that there are arbitrarily small neighborhoods of the identity (i.e. \( V \)) that are simultaneously open and closed. Therefore, given \( \varepsilon > 0 \) we will show that \( B(V, \varepsilon) \cap \text{hull}(V) \) contains a non-empty set that is both closed and open. Choose \( j \) so that \( \| V_j - V \|_\infty \leq \varepsilon/2 \). Then,

\[
\text{hull}^q_j(V) := \{ S^{kq_j}V : k \in \mathbb{Z} \}
\]

is a compact subgroup of \( \text{hull}(V) \) of index at most \( q_j \). Clearly, \( \text{hull}^q_j(V) \) is closed, but it is also open since it is the complement of the union of no more than \( q_j - 1 \) other closed cosets. Moreover, since \( S^{q_j}V_j = V_j \) and \( \| V_j - V \|_\infty \leq \varepsilon/2 \), every element \( W \in \text{hull}^q_j(V) \) satisfies \( \| W - V_j \|_\infty \leq \varepsilon/2 \) and hence \( \text{hull}^q_j(V) \) is contained in the \( \varepsilon \)-ball centered at \( V \). Consequently, \( \text{hull}(V) \) is totally disconnected.

Conversely, let \( V \) be almost-periodic and suppose its hull is totally disconnected. We have to show that \( V \) is limit-periodic. Given \( \varepsilon > 0 \), we have to find \( W \in \ell^\infty(\mathbb{Z}) \) and \( p \in \mathbb{Z}_+ \) with \( S^pW = W \) and \( \| W - V \|_\infty < \varepsilon \). By Proposition \[A.6\] we may choose a compact open neighborhood \( N \) of \( V \) in \( \text{hull}(V) \), small enough so that

\[
(W_1 \otimes W_2) - W_1 \in \text{hull}(V), \quad W_2 \in N.
\]

This is possible since \( \otimes \) is uniformly continuous, \( V \) is the identity of \( \text{hull}(V) \) with respect to \( \otimes \), and \( \text{hull}(V) \) is totally disconnected. Since the sets \( N \) and \( \text{hull}(V) \setminus N \) are compact and disjoint, there exists \( \delta > 0 \) so that \( \| X - Y \| \geq \delta \) for all \( X \in N \) and all \( Y \in \text{hull}(V) \setminus N \). By almost-periodicity of \( V \), we can choose \( p \geq 1 \) so that

\[
\| S^pV - V \|_\infty < \delta,
\]

hence \( S^pV \in N \) by our choice of \( \delta \). But then we find inductively that \( \{ S^{kp}V : k \in \mathbb{Z} \} \subseteq N \), by isometry of \( S \) and the choice of \( \delta \). Now consider the \( p \)-periodic \( W \) that coincides with \( V \) on \([0, p-1]\). Given \( n \in \mathbb{Z} \), we write \( n = r + \ell p \) with \( \ell \in \mathbb{Z} \) and \( 0 \leq r \leq p - 1 \). Then, it follows from (3.3) that

\[
|V(n) - W(n)| = |V(r + \ell p) - V(r)|
\]

\[
= \left| (S^rV \otimes S^pV)(0) - (S^rV)(0) \right|
\]

\[
< \varepsilon/2,
\]

since \( S^pV \in N \). This shows that the \( p \)-periodic \( W \) obeys \( \| W - V \|_\infty \leq \varepsilon/2 < \varepsilon \), concluding the proof of the first two claims.

For the final claim, note first that \( \text{hull}(V) \) consists only of isolated points when \( V \) is periodic. Conversely, if \( V \) is aperiodic (and almost-periodic), let \( \varepsilon_j \) be any sequence converging to zero and pick \( \varepsilon_j \) almost-periods \( 0 < q_1 < q_2 < \ldots \). Then \( S^{q_j}V \to V \) (in \( \ell^\infty \)), which implies that \( V \) is not isolated. We leave it to the reader to confirm that this implies that no point of \( \text{hull}(V) \) is isolated. \( \square \)
In light of Proposition 3.3, the following definition is natural.

**Definition.** A Cantor group is a compact, totally disconnected group that has no isolated points.

**Example 3.4.** The cyclic group $\mathbb{Z}_q$ is not a Cantor group, nor is the circle group $\mathbb{T} = \mathbb{R}/\mathbb{Z}$. Given a prime $p$, the group $\mathbb{J}_p$ of $p$-adic integers is a Cantor group. The group $\mathbb{J}_p$ admits a minimal translation, namely $T\omega = \omega + 1$. More generally, if $q = (q_1, q_2, \ldots)$ is a sequence of positive integers so that $q_j | q_{j+1}$ for every $j$, the inverse limit

$$
\mathbb{J}_q = \varprojlim \mathbb{Z}_{q_j}
$$

is a Cantor group; (the map from $\mathbb{Z}_{q_{j+1}}$ to $\mathbb{Z}_{q_j}$ is the canonical projection). For more about the $p$-adic integers and inverse limits, see the appendix.

In the course of the proof of Proposition 3.3, we encountered a device that is quite useful in the study of limit-periodic operators and hulls, in the guise of the closed subgroup generated by $S^q V$, which we denoted hull$^q(V)$. Namely, a Cantor group will have many compact finite-index subgroups. These compact subgroups are useful, as they provide a means of producing precisely those periodic potentials that can be represented via continuous functions on the hull. To be more specific, fix a monothetic Cantor group $\Omega$ and let us define $P$ to be the subset of $f \in C(\Omega, \mathbb{C})$ with the property that $f \circ T^q = f$ for some $q \in \mathbb{Z}_+$. Clearly, if $f$ satisfies such an identity, one has

$$
V_\omega(n + q) = f(T^{n+q}\omega) = f(T^n\omega) = V_\omega(n),
$$

so that the associated potentials are periodic.

**Theorem 3.5.** $P$ is dense in $C(\Omega, \mathbb{R})$.

**Proof.** Since $P$ is an algebra and contains all constant functions, it suffices (by Stone–Weierstrass) to verify that $P$ separates points of $\omega$. To that end, let $\omega \neq \omega'$ be given.

By Theorem A.7 the open subgroups of $\Omega$ comprise a neighborhood basis for the topology of $\Omega$ at the identity. In light of this, choose $\Omega_0 \subseteq \Omega$ to be an open subgroup with $\omega - \omega' \notin \Omega_0$. Define a function $g : \Omega/\Omega_0 \to \mathbb{R}$ such that $g(\omega + \Omega_0) \neq g(\omega' + \Omega_0)$ (which is possible precisely because $\omega$ and $\omega'$ are inequivalent mod $\Omega_0$). Then,

$$
f(\omega) = g(\omega + \Omega_0)
$$

yields a continuous function with $f(\omega) \neq f(\omega')$. Moreover, since $\Omega_0$ is open and $\Omega$ is compact, $\Omega_0$ is a finite-index subgroup; denoting $q = \text{index}(\Omega_0)$, one necessarily has $q\alpha \in \Omega_0$, which implies

$$
f(T^q x) = f(q\alpha + x) = f(x)
$$

for all $x \in \Omega$, whence $f \in P$. Thus, $P$ is dense in $C(\Omega, \mathbb{R})$ by Stone–Weierstrass. \(\square\)

## 4. Ergodic Schrödinger Operators

We have seen that limit-periodic Schrödinger operators are those having potentials of the form

$$
V(n) = V_\omega(n) = f(T^n\omega),
$$

where $\omega$ is an element of $\Omega$ a monothetic metrizable Cantor group, $T$ is a minimal translation of $\Omega$, and $f : \Omega \to \mathbb{R}$ is continuous. Thus, limit-periodic operators naturally fall into the category of operators with ergodic, dynamically defined potentials. The present subsection will describe some tools, techniques, and objects that this dynamical formalism enables us to use in the study of ergodic Schrödinger operators.

---

1Since $\Omega_0$ is open, $\Omega/\Omega_0$ has the discrete topology, so continuity of $f$ is free.
Definition. Let \((\Omega, \mathcal{B}, \mu)\) be a probability measure space. That is, \(\Omega\) is a nonempty set, \(\mathcal{B}\) is a \(\sigma\)-algebra of subsets of \(\Omega\), and \(\mu\) is a (positive) probability measure defined on \(\mathcal{B}\). A \(\mu\)-ergodic transformation \(T: \Omega \to \Omega\) is a measurable transformation which is \(\mu\)-preserving in the sense that
\[
\mu(T^{-1} E) = \mu(E)
\]
for every \(E \in \mathcal{B}\) and which has the property that \(\mu(E) \in \{0, 1\}\) whenever \(E \subseteq \Omega\) satisfies \(T^{-1} E = E\). We will also interchangeably say that \(\mu\) is a \(T\)-ergodic measure.

Suppose \(T\) is invertible and that \(T^{-1}\) is also measurable, and let \(f : \Omega \to \mathbb{R}\) denote a bounded, measurable function. The associated family of ergodic Schrödinger operators is defined by \(H_\omega = \Delta + V_\omega\), where
\[
V_\omega(n) = f(T^n \omega), \quad \omega \in \Omega, \ n \in \mathbb{Z}.
\]

In view of Proposition \([3.3]\) limit-periodic operators fall into this categorization by taking \(\Omega = \text{hull}(V)\), \(T \omega = \omega \circ S\), and \(f(\omega) = \omega(0)\). The notation becomes somewhat redundant in that case, since one has \(V_\omega = \omega\) for \(\omega \in \text{hull}(V)\), but we will continue to write \(V_\omega\) to better match current notational conventions in the literature. In this setting, one can check that the normalized Haar measure is the unique \(T\)-ergodic measure on \(\Omega\).

Throughout the remainder of the present section, we fix a measure space \((\Omega, \mathcal{B}, \mu)\), an invertible \(\mu\)-ergodic transformation \(T: \Omega \to \Omega\), a bounded measurable \(f : \Omega \to \mathbb{R}\), and we let \(\{H_\omega\}_{\omega \in \Omega}\) denote the associated family of ergodic Schrödinger operators. In this setting, one can leverage tools, techniques, and ideas from dynamical systems to prove results that hold \(\mu\)-almost surely. First, one can alternatively characterize ergodicity in the following manner: if \(f : \Omega \to \mathbb{R}\) is measurable and \(T\)-invariant in the sense that \(f \circ T = f\), then \(f\) is almost-surely constant; that is, there exists \(c \in \mathbb{R}\) such that \(f(\omega) = c\) for \(\mu\)-a.e. \(\omega \in \Omega\). In the present formalism, if \(S : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})\) denotes the left shift \(\delta_n \mapsto \delta_{n-1}\), it is easy to verify that
\[
H_{T \omega} = S H_\omega S^*,
\]
so \(H_{T \omega}\) is unitarily equivalent to \(H_\omega\) via the shift. By an induction followed by a limiting argument, it follows that \([4.1]\) holds for sufficiently nice functions of the operator, e.g.,
\[
g(H_{T \omega}) = S g(H_\omega) S^*, \quad g \in C(\mathbb{R}).
\]

Consequently, any spectral data of \(H_\omega\) is \(T\)-invariant so one should expect that if one can prove suitable measurability statements, then any spectral data of \(H_\omega\) to be almost-surely constant with respect to the ergodic measure \(\mu\). As a sample result, this holds for the spectrum as a set as well as the spectral decomposition with respect to Lebesgue measure.

Theorem 4.1. There exist compact sets \(\Sigma, \Sigma_{ac}, \Sigma_{sc}, \Sigma_{pp} \subseteq \mathbb{R}\) with the property that
\[
\sigma(H_\omega) = \Sigma, \ \mu\text{-almost surely}
\]
\[
\sigma_{ac}(H_\omega) = \Sigma_{ac}, \ \mu\text{-almost surely}
\]
\[
\sigma_{sc}(H_\omega) = \Sigma_{sc}, \ \mu\text{-almost surely}
\]
\[
\sigma_{pp}(H_\omega) = \Sigma_{pp}, \ \mu\text{-almost surely}.
\]

Moreover, one also has
\[
\sigma_{\text{disc}}(H_\omega) = \emptyset, \ \mu\text{-almost surely},
\]
and, for any \(E \in \mathbb{R}\),
\[
\mu\{\omega \in \Omega : E \text{ is an eigenvalue of } H_\omega\} = 0.
\]

The previous theorem summarizes results of Kunz–Souillard \([38]\) and Pastur \([46]\). Consult \([11]\), Chapter 9 for proofs. See also \([7, 13, 47]\). Imposing additional assumptions on the base dynamics \((\Omega, T)\) and the sampling function \(f\) can allow one to draw stronger conclusions. For example, in the case where \(\Omega\) is the hull of an almost periodic sequence and \(T\) is the shift map, the dynamical system \((\Omega, T)\) is minimal in the sense that \(\{T^n \omega : n \in \mathbb{Z}\}\) is dense in \(\Omega\) for all \(\omega \in \Omega\) and the sampling
function \( f \) is continuous. Under the assumptions of minimality of \((\Omega, T)\) and continuity of \( f \), one can use strong operator approximation to upgrade the almost-sure spectrum to a completely-sure spectrum. That is, one has
\[
\sigma(H_\omega) = \Sigma \text{ for all } \omega \in \Omega.
\]

One can prove this by using very general results, e.g. [33, Theorem VIII-1.14] or [55, Theorem VIII.24]. It is a deep result of Last and Simon that this also holds true for the absolutely continuous spectrum. That is, if \((\Omega, T)\) is minimal and \( f \) is continuous, then \( \sigma_{ac}(H_\omega) = \Sigma_{ac} \) for all \( \omega \in \Omega \) [40].

4.1. The Lyapunov Exponent. Motivated by (2.2), define
\[
A_z(\omega) = \begin{bmatrix} z - f(T\omega) & -1 \\ 1 & 0 \end{bmatrix}, \quad \omega \in \Omega, \quad z \in \mathbb{C}.
\]

For \( n \in \mathbb{Z} \), let
\[
A^n_z(\omega) = \begin{cases} A_z(T^{n-1}\omega)A_z(T^{n-2}\omega) \cdots A_z(\omega) & n > 0, \\ I & n = 0, \\ A_z^{-n}(T^n\omega)^{-1} & n < 0. \end{cases}
\]

Thus, if \( u \in \mathbb{C}^\mathbb{Z} \) solves \( H_\omega u = zu \) in the difference equation sense, one has
\[
\begin{bmatrix} u(n+1) \\ u(n) \end{bmatrix} = A^n_z(\omega) \begin{bmatrix} u(1) \\ u(0) \end{bmatrix}
\]
for all \( n \in \mathbb{Z} \).

**Definition.** The *Lyapunov exponent* of the ergodic family is defined by
\[
L(z) = \lim_{n \to \infty} \frac{1}{n} \int \log \| A^n_z(\omega) \| \, d\mu(\omega), \quad z \in \mathbb{C}.
\]

By Kingman’s subadditive ergodic theorem [34], for each fixed \( z \in \mathbb{C} \),
\[
L(z) = \lim_{n \to \infty} \frac{1}{n} \log \| A^n_z(\omega) \|
\]
for \( \mu \)-a.e. \( \omega \in \Omega \). In general, one cannot reverse the quantifiers. That is to say, it is not the case in general that there exists a \( z \)-independent full-measure set of \( \Omega_L \subseteq \Omega \) with the property that (4.2) holds simultaneously for all \( z \in \mathbb{C} \) and every \( \omega \in \Omega_L \). In general, one can partially reverse the quantifiers by applying Fubini’s theorem on a suitable product space. For example, one can say that, for \( \mu \)-a.e. \( \omega \), one has (4.2) for Lebesgue a.e. \( E \in \mathbb{R} \).

4.2. The Density of States. Next, we consider the density of states (DOS) in the ergodic setting. For each \( \omega \in \Omega \) and each \( N \in \mathbb{Z}_+ \), we may define \( dk_{\omega,N} \) as in (2.7), that is,
\[
\int g(E) \, dk_{\omega,N} = \frac{1}{N} \text{Tr}(P_N g(H_\omega) P_N^*),
\]
for continuous \( g \), where \( P_N \) is projection onto coordinates in \([0, N] \). In this setting, the weak limit of \( dk_{\omega,N} \) (i.e. the DOS) exists \( \mu \)-almost surely and is deterministic.

**Theorem 4.2.** There is a deterministic probability measure \( dk \) and full-measure subset \( \Omega_{\text{DOS}} \subseteq \Omega \) with the property that \( dk_{\omega,N} \) converges weakly to \( dk \) for all \( \omega \in \Omega_{\text{DOS}} \). Moreover,
\[
\int g \, dk = \int_{\Omega} \langle \delta_0, g(H_\omega) \delta_0 \rangle \, d\mu(\omega)
\]
for \( g \in C(\mathbb{R}) \).
Proof. Let us consider a continuous $g : \mathbb{R} \to \mathbb{R}$ and define $\tilde{g} : \Omega \to \mathbb{R}$ by

$$\tilde{g}(\omega) = \langle \delta_0, g(H_\omega) \delta_0 \rangle.$$ 

By definition of $dk_{\omega,N}$, we then observe that

$$\int g \, dk_{\omega,N} = \frac{1}{N} \text{Tr}(P_N g(H_\omega) P_N^*)$$

$$= \frac{1}{N} \sum_{n=0}^{N-1} \langle \delta_n, g(H_\omega) \delta_n \rangle.$$ 

Applying (4.1), we obtain

$$\int g \, dk_{\omega,N} = \frac{1}{N} \sum_{n=0}^{N-1} \tilde{g}(T^n \omega).$$

By Birkhoff’s ergodic theorem, we know that the right-hand side converges to the integral of $\tilde{g}$ $\mu$-almost surely, and hence (4.3) holds by definition of $\tilde{g}$. This provides a $g$-dependent full measure set $\Omega_g$ on which (4.3) holds; to obtain $\Omega_{\text{DOS}}$, note that boundedness of the sampling function $f$ implies that there is a uniform compact set $K$ that contains the support of $dk_{\omega,N}$ for all $\omega$ and $N$; then, choose a countable dense set $\{g_n : n \geq 1\} \subseteq C(K, \mathbb{R})$, take $\Omega_{\text{DOS}} = \bigcap_n \Omega_{g_n}$, and apply an $\varepsilon/3$ argument. ∎

For almost-periodic (and in particular limit-periodic) operators, the situation is even better. Since normalized Haar measure is the unique invariant measure on the hull, an argument using unique ergodicity implies that $dk_{\omega,N}$ converges weakly to $dk$ for all $\omega$ in the hull. Specifically, unique ergodicity implies that the limit of the quantity on the right hand side of (4.4) exists for all $\omega$, not just $\mu$-a.e. $\omega \in \Omega$. Consequently, if $V$ is limit-periodic, then $dk_{V,N}$ converges weakly to $dk$, and we may speak of “the density of states of $V$” without worry.

We will be concerned with the regularity of the DOS and IDS. In full generality, the IDS is continuous [20].

Theorem 4.3. For any ergodic family, the integrated density of states is a continuous function of $E$. Equivalently, the DOS is an atomless measure.

Proof. Fix $E_0 \in \mathbb{R}$ and suppose $g_n$ are continuous compactly supported functions with $g_n(E_0) = 1$ and $g_n(E) \downarrow 0$ for $E \neq E_0$. Then, by dominated convergence,

$$\int g_n \, dk \to \int \chi_{\{E_0\}} \, dk.$$ 

Denoting $A_\omega = \chi_{\{E_0\}}(H_\omega)$, we then also have

$$\langle \delta_0, g_n(H_\omega) \delta_0 \rangle \to \langle \delta_0, A_\omega \delta_0 \rangle$$

for all $\omega$, and hence, again by dominated convergence,

$$\int g_n \, dk = \int \langle \delta_0, g_n(H_\omega) \delta_0 \rangle \, d\mu(\omega)$$

$$\to \int \langle \delta_0, A_\omega \delta_0 \rangle \, d\mu(\omega).$$

For $\omega$’s from a set of full $\mu$-measure,

$$\int \langle \delta_0, A_\omega \delta_0 \rangle \, d\mu(\omega) = \lim_{N \to \infty} \frac{1}{N} \text{Tr}(P_N A_\omega P_N^*).$$

To get this full-measure set, apply the argument from Theorem 4.2 to the function $g = \chi_{\{E_0\}}$. 

\[\text{To get this full-measure set, apply the argument from Theorem 4.2 to the function } g = \chi_{\{E_0\}}.\]
Since $\text{Tr}(P_N A_\omega P_N^*)$ is bounded by 1, the limit is zero. Thus, $dk(\{E_0\}) = 0$, and $dk$ is a continuous measure. Since $k$ is the accumulation function of $dk$, continuity of $k$ follows immediately. \hfill \Box

**Theorem 4.4.** The almost sure spectrum is given by the points of increase of $k$, that is, $\text{supp}(dk) = \Sigma$.

**Proof.** If $E_0 \notin \Sigma$, there is an open interval $I$ containing $E_0$ with $I \cap \Sigma = \emptyset$. We then have $\chi_I(H_\omega) = 0$ for a.e. $\omega$ and hence

$$
\int \chi_I \, dk = \int \langle \delta_0, \chi_I(H_\omega) \delta_0 \rangle \, d\mu(\omega) = 0.
$$

Thus, $E_0 \notin \text{supp}(dk)$.

Conversely, if $E_0 \notin \text{supp}(dk)$, there is an interval $I$ containing $E_0$ such that $I \cap \text{supp}(dk) = \emptyset$. Then,

$$
\int \chi_I \, dk = \int \langle \delta_0, \chi_I(H_\omega) \delta_0 \rangle \, d\mu(\omega) = \int \langle \delta_n, \chi_I(H_\omega) \delta_n \rangle \, d\mu(\omega).
$$

By positivity, we obtain

$$
\dim \text{ran} \chi_I(H_\omega) = \text{Tr} \chi_I(H_\omega) = 0
$$

for $\mu$-a.e. $\omega \in \Omega$ and hence $E_0 \notin \Sigma$. \hfill \Box

The density of states and the Lyapunov exponent are related via the Thouless formula:

$$
L(z) = \int \log |E - z| \, dk(E), \quad z \in \mathbb{C}.
$$

This was discovered on an intuitive basis by Thouless in the early 1970s [68], with the first rigorous proof due to Avron–Simon [5].

5. Absolutely Continuous Spectrum

In this section, we shall consider the limit-periodic potentials in the perturbative regime. Concretely, we will consider potentials $V$ with $q_n$-periodic approximants such that

$$
\lim_{n \to \infty} e^{bn_{n+1}} \|V_n - V\|_\infty = 0 \text{ for every } b > 0.
$$

In this case, we will write $V \in \text{PT}$, after the contributions of [48, 49]; the inverse spectral problem for Jacobi matrices satisfying a condition like (5.1) was studied by Egorova [21]. See also \cite{8, 9, 41}. The main point of the present section is that potentials in PT behave extremely similarly to periodic potentials.

We consider first the spectrum as a set. In the case when $V$ is $q$-periodic, we have seen that the spectrum consists of $q$ nondegenerate closed intervals, each of which is given as the closure of a connected component of $D^{-1}((-2, 2))$, where $D$ is the Floquet discriminant. The intervals may touch at the endpoints but do not overlap otherwise. It should not be surprising that this behavior does not persist for genuine aperiodic limit-periodic models. The number of spectral bands grows with the period, and the spectrum must lie within the interval

$$
I = [-2 - \|V\|_\infty, 2 + \|V\|_\infty],
$$

and so we cannot expect $\sigma(H)$ to consist of nontrivial closed intervals when $V$ is aperiodic. Indeed, one can get Cantor sets for $V \in \text{PT}$:

**Theorem 5.1.** For a dense set $\mathcal{C} \subseteq \text{PT}$, $\sigma(H_V)$ is a Cantor set for all $V \in \mathcal{C}$. 

However, for \( V \in \text{PT} \), the spectrum of \( H \) is thick in a precise sense that is nice from the point of view of inverse spectral theory. Concretely, one says that a set \( \Sigma \subseteq \mathbb{R} \) is \( \tau \)-homogeneous if there exists \( \delta_0 > 0 \) with the property that

\[
\text{Leb}(\Sigma \cap (x - \delta, x + \delta)) \geq \delta \tau
\]

for all \( 0 < \delta \leq \delta_0 \) and all \( x \in \Sigma \). For instance, it is easy to see that \( \sigma(H) \) is 1-homogenous if \( V \) is periodic. The property of homogeneity persists for all \( V \in \text{PT} \), which is due to Fillman and Lukic [24].

**Theorem 5.2.** If \( V \in \text{PT} \), then \( \sigma(H_V) \) is \( \tau \)-homogeneous for every \( \tau < 1 \).

**Proof.** We will describe how to prove homogeneity with \( \tau = 1/2 \); modifying the proof for \( 1/2 < \tau < 1 \) involves fiddling with constants. If \( V \in \text{PT} \), let \( V_j \to V \) be such that (5.1) holds, and abbreviate \( H_j = \Delta + V_j \). There is a constant that only depends on \( \|V\|_\infty \) with the property that each band of \( \sigma(H_j) \) has length at least \( K^{-q_j} \). Using the PT condition, we may remove finitely many terms of the sequence \( \{V_n\}_{n=1}^\infty \) and renumber to ensure that

\[
\sum_{n=1}^\infty K^{q_n+1} \|V_n - V_{n+1}\|_\infty < \frac{1}{10}.
\]

Put \( \delta_0 = K^{-q_1} \). We will prove the following estimate:

\[
|B_\delta(x) \cap \Sigma_N| \geq \delta/2 \quad \text{for all } x \in \Sigma_N \text{ and every } 0 < \delta \leq \delta_0
\]

for all \( N \in \mathbb{Z}_+ \). To that end, fix \( N \in \mathbb{Z}_+ \), \( x \in \Sigma_N \), and \( 0 < \delta \leq \delta_0 \). If \( \delta \leq K^{-q_N} \), (5.3) is an obvious consequence of our choice of \( K \), since \( \delta \) is less than the length of the band of \( \Sigma_N \) which contains \( x \) in this case. Otherwise, \( \delta > K^{-q_N} \), and there is a unique integer \( n \) with \( 1 \leq n \leq N - 1 \) such that

\[
K^{-q_{n+1}} < \delta \leq K^{-q_n}.
\]

This integer \( n \) is relevant, as it determines the periodic approximant corresponding to the length scale \( \delta \). More precisely, by our choice of \( K \), any band of \( \Sigma_n \) has length at least \( \delta \). On the other hand, by Lemma 6.4 there exists \( x_0 \in \Sigma_n \) with

\[
|x - x_0| \leq \sum_{\ell=n}^{N-1} \|V_\ell - V_{\ell+1}\|_\infty.
\]

Using (5.4), we deduce

\[
|x - x_0| \leq \sum_{\ell=n}^{N-1} \|V_\ell - V_{\ell+1}\|_\infty < \delta K^{q_{n+1}} \sum_{\ell=n}^{N-1} \|V_\ell - V_{\ell+1}\|_\infty < \delta \sum_{\ell=n}^{N-1} K^{q_{\ell+1}} \|V_\ell - V_{\ell+1}\|_\infty < \frac{\delta}{10}.
\]

Thus, there exists an interval \( I_0 \) with \( x_0 \in I_0 \subseteq B_\delta(x) \cap \Sigma_n \) such that

\[
\text{Leb}(I_0) = \delta - \frac{\delta}{10} = \frac{9\delta}{10}.
\]
By standard measure theory, we have
\[
\text{Leb}(B_δ(x) \cap \Sigma_N) \geq \text{Leb}(I_0 \cap \Sigma_n) - \sum_{\ell = n}^{N-1} \text{Leb}(I_0 \cap (\Sigma_\ell \setminus \Sigma_{\ell+1})).
\]
Our choice of \( K \) implies that the interval \( I_0 \) completely contains at most \( \delta K^{q_{\ell+1}} \) bands of \( \Sigma_{\ell+1} \) for each \( \ell \geq n \). Consequently, perturbation theory (cf. Lemma \[6.4\]) yields
\[
\text{Leb}(I_0 \cap (\Sigma_\ell \setminus \Sigma_{\ell+1})) \leq 2(\delta K^{q_{\ell+1}} + 1)\|V_\ell - V_{\ell+1}\|_\infty \\
\leq 4\delta K^{q_{\ell+1}}\|V_\ell - V_{\ell+1}\|_\infty.
\]
Notice that the extra term in the parentheses on the first line is needed to account for possible boundary effects. Summing this over \( \ell \) and estimating the result with \( (5.2) \), we obtain
\[
\sum_{\ell = n}^{N-1} \text{Leb}(I_0 \cap (\Sigma_\ell \setminus \Sigma_{\ell+1})) \leq \sum_{\ell = n}^{N-1} 4\delta K^{q_{\ell+1}}\|V_\ell - V_{\ell+1}\|_\infty < \frac{2\delta}{5}.
\]
Putting all of this together, we have
\[
|B_δ(x) \cap \Sigma_N| \geq |I_0 \cap \Sigma_n| - \sum_{\ell = n}^{N-1} |I_0 \cap (\Sigma_\ell \setminus \Sigma_{\ell+1})| > \frac{9\delta}{10} - \frac{2\delta}{5} = \frac{\delta}{2}.
\]
This proves \( (5.3) \) for arbitrary \( N \in \mathbb{Z}_+ \). Since Lebesgue measure is upper semicontinuous with respect to the topology induced by the Hausdorff metric, we obtain
\[
|B_δ(x) \cap \Sigma| \geq \delta/2 \text{ for all } x \in \Sigma, \text{ and } 0 < \delta \leq \delta_0,
\]
so \( \Sigma \) is homogeneous, as promised. \( \square \)

The motivation to study homogeneity of the spectrum of a Schrödinger operator (or Jacobi matrix) arises from inverse spectral theory. Loosely speaking, if \( \Sigma \subseteq \mathbb{R} \) is homogeneous, then one has a very nice description of the set of Jacobi matrices with spectrum \( \Sigma \) and which are reflectionless thereupon, due to M. Sodin and Yuditskii; all such operators are almost-periodic, and they comprise a torus whose dimension coincides with the number of gaps in \( \Sigma \) \[66\]. On homogeneous sets, one has a potent generalization of a theorem of Kotani for ergodic Schrödinger operators. Concretely, let \( \{H_\omega\} \) be an ergodic family with Lyapunov exponent \( L \). Kotani showed that if \( L \) vanishes in an interval, then (almost surely with respect to the underlying ergodic measure) the spectrum of \( H_\omega \) is purely absolutely continuous thereon (compare \[35\] Theorem 4.2). By a result of Poltoratski and Remling \[51\], one may replace “interval” by “homogeneous set” and deduce the pure absolute continuity of the spectrum (in fact, one can assume a “weak” version of homogeneity in which some constants are allowed to vary over the spectrum). There are also results for reflectionless continuum Schrödinger operators \[27, 65\] and CMV matrices \[28\].

**Theorem 5.3.** If \( V \in \text{PT} \), then \( H \) has purely a.c. spectrum.

**Proof Sketch.** Let \( \Omega = \text{hull}(V) \), denote by \( \Sigma \) the common spectrum of \( H_\omega \) for all \( \omega \in \Omega \), and let \( \Sigma_{\omega}^{(q)} \) denote the spectrum of the \( q \)-periodic operator obtained by repeating the string \( V_\omega(1), \ldots, V_\omega(q) \). From the definition of PT and perturbation theory, one can see that
\[
(5.7) \quad \lim_{n \to \infty} \text{Leb} \left( \Sigma \setminus \Sigma_{\omega}^{(q_n)} \right) = 0
\]
for all \( \omega \). Defining \( Z = \{ z \in \mathbb{C} : L(z) = 0 \} \) where \( L \) denotes the Lyapunov exponent, one can use \( (5.7) \) and a result of Last to show that \( \text{Leb}(\Sigma \setminus Z) = 0 \) \[39\]. From this, Remling’s Theorem implies that \( H \) is reflectionless on \( \Sigma \) \[56\]. Consequently, the spectral type is purely absolutely continuous by homogeneity and Poltoratski–Remling \[51\]. \( \square \)
At the level of quantum dynamics, the potentials in PT also exhibit strong ballistic motion in the sense of Asch–Knauf, which is due to Fillman [23].

**Theorem 5.4.** If $V \in \text{PT}$, then the Schrödinger group generated by $H_V$ exhibits strong ballistic motion in the sense that

$$Q = \lim_{t \to \infty} t^{-1} X(t)$$

exists and $\ker(Q) \cap D(X) = \{0\}$.

The key ingredient in the proof of Theorem 5.4 is to get precise quantitative estimates on the rate at which the strong convergence in Theorem 2.5 occurs. In a naïve sense, this looks easy. Thinking about how the convergence was originally proved, one can see easily that the convergence rate is roughly proportional to $t^{-1}$. However, the constant of proportionality depends on the length of the smallest gap, and thus the naïve estimates completely break when a gap degenerates; moreover, it is difficult to divine the length of the smallest gap from coefficient data alone; finally, even in the generic (“all gaps open”) scenario, since we are interested in the aperiodic case, one absolutely needs estimates that are independent of the period and the gap size. Consequently, one needs a more robust estimate that averages out resonances. One also needs to be sure that the estimate one obtains must have constants that do not depend on the period (since one would eventually need to send the period to $\infty$) or at least some quantitative control on the constants as functions of the period.

**Theorem 5.5.** For every $q$-periodic Schrödinger operator $H$, and every $\varphi \in D(X)$, one has

$$\left\| Q\varphi - \frac{1}{t} X(t)\varphi \right\| \leq t^{-1}\|X\varphi\| + C_1^q\|\varphi\|_1 t^{-1/5},$$

where $C_1$ denotes a constant that depends solely on $\|V\|_\infty$ and $\|\varphi\|_1$ denotes the $l^1$ norm of $\varphi$.

6. SINGULAR CONTINUOUS SPECTRUM

Fix a monothetic Cantor group $\Omega$ and an $\alpha \in \Omega$ so that $\{n\alpha : n \in \mathbb{Z}\}$ is dense in $\Omega$. If $f \in C(\Omega, \mathbb{R})$ and $\omega \in \Omega$, then the potential given by

$$V_{\omega,f}(n) = f(\omega + n\alpha), \quad n \in \mathbb{Z}$$

is limit-periodic. The associated Schrödinger operator is denoted by $H_{\omega,f}$ and the spectrum of $H_{\omega,f}$, which is independent of $\omega$ by minimality, is denoted by $\Sigma(f)$.

**Theorem 6.1.** There exists a dense $G_\delta$ set $S \subseteq C(\Omega, \mathbb{R})$ such that for every $f \in S$ and every $\omega \in \Omega$, the spectrum of $H_{\omega,f}$ is a Cantor set of zero Lebesgue measure and $H_{\omega,f}$ has purely singular continuous spectrum.

This theorem follows from two separate observations that lead to generic spectral results, the combination of which is the conclusion in Theorem 6.1. The first observation is that one can carry out periodic approximation with control on the measure of the spectrum of the approximant. This leads to generic zero-measure spectrum, which as a byproduct also precludes any absolutely continuous spectral measures. The second observation shows that quantitative approximation with periodic potentials allows one to generically conclude that the limit-operators share an important property with the approximants: the absence of square-summable (and in fact decaying) solutions, which in turn shows that the spectral measures will also have no atoms. The next two subsections explain these two parts in more detail.
6.1. Zero-Measure Spectrum.

**Theorem 6.2.** There exists a dense $G_δ$ subset $C \subseteq C(Ω, \mathbb{R})$ so that $Σ(f)$ is a Cantor set of zero Lebesgue measure for all $f \in C$.

**Remark 6.3.** In fact, one may pass from the generic setting to the dense setting and obtain even finer control on the size of the spectrum. Namely, there is a dense family whose spectra are of Hausdorff dimension zero. Both Theorem 6.2 and the strengthening described in this remark are due to Avila [3].

The proof of Theorem 6.2 is based on two key perturbative lemmas. Recall that the Hausdorff distance between two compact nonempty sets $F, K \subset \mathbb{R}$ is defined by

$$d_H(F, K) = \inf \{\varepsilon > 0 : F \subset B_\varepsilon(K) \text{ and } K \subset B_\varepsilon(F)\},$$

where $B_\varepsilon(S)$ denotes the $\varepsilon$-neighborhood of the set $S$. Then the following estimate is not difficult to prove (exercise).

**Lemma 6.4.** If $A$ and $B$ are bounded self-adjoint operators on a Hilbert space $\mathcal{H}$, then

$$d_H(σ(A), σ(B)) \leq \|A - B\|.$$

The second key lemma shows that any sampling function may be uniformly approximated by periodic sampling functions whose spectra are exponentially small (with respect to the period). To formulate the lemma, we need to precisely say what periods a function in $P$ may have. To that end, fix a sequence $Ω = Ω_0 \supset Ω_1 \supset Ω_2 \supset \cdots$ of open subgroups of $Ω$ with

$$\bigcap_{n=1}^{\infty} Ω_n = \{0\},$$

where 0 denotes the identity element of $Ω$. Such a sequence exists by Proposition A.7 and metrizability of $Ω$. Each $Ω_n$ has finite index $q_n$ by compactness, and one clearly has $q_n \to \infty$ as $n \to \infty$. One can use $Ω_n$ to define periodic sampling functions of period $q_n$ by the construction in the proof of Theorem 3.5. That is, if $\tilde{f} : Ω/Ω_n \to \mathbb{R}$ is any function, then

$$f(ω) = \tilde{f}(ω + Ω_n)$$

defines a $q_n$-periodic sampling function in $P$.

**Lemma 6.5.** Fix $f \in C(Ω, \mathbb{R})$. For all $ε > 0$, there exist $c = c(f, ε) > 0$ and $n_0 = n_0(f, ε) \in \mathbb{Z}_+$ such that the following holds true. For all $n \geq n_0$, there exists $g = g_n \in C(Ω, \mathbb{R})$ of period $q_n$ such that

$$\text{Leb}(Σ(g)) \leq e^{-cq_n}$$

and $\|f - g\|_\infty < ε$.

**Proof Sketch.** From Theorem 3.5, $P$ is dense in $C(Ω, \mathbb{R})$, so it suffices to prove the lemma for periodic sampling functions. Let $f \in C(Ω, \mathbb{R})$ be a given $q$-periodic sampling function. The construction works by first perturbing $f$ to produce a family of sampling functions which are very close to $f$, and whose resolvent sets cover the line. Thus, for every $E \in \mathbb{R}$, one of these new potentials will have $L(E) > 0$. We then form a new potential by concatenating these finite families over long blocks. Positive exponents over sub-blocks enable us to produce growth of transfer matrices, and one can then parlay growth of transfer matrices into upper bounds on band lengths.

**Proof of Theorem 6.2.** For each $δ > 0$, define

$$U_δ = \{f \in C(Ω, \mathbb{R}) : \text{Leb}(Σ(f)) < δ\}.$$
To prove the theorem, we will show that $U_\delta$ is open and dense for all $\delta > 0$. To that end, suppose given $f \in U_\delta$. In essence, small perturbations of $f$ remain in $U_\delta$ by continuity of the spectrum. The details follow.

Since $\Sigma(f)$ is a compact set with $\text{Leb}(\Sigma(f)) < \delta$, we may choose finitely many open intervals $J_1, \ldots, J_n$ such that

$$\Sigma(f) \subseteq \bigcup_{k=1}^{n} J_k, \quad \sum_{k=1}^{n} \text{Leb}(J_k) < \delta.$$ 

Next, choose $\varepsilon > 0$ small enough that

$$B_\varepsilon(\Sigma(f)) \subseteq \bigcup_{k=1}^{n} J_k.$$ 

Now, if $\|f - f'\|_\infty < \varepsilon$, then Lemma 6.4 implies

$$\Sigma(f') \subseteq B_\varepsilon(\Sigma(f)) \subseteq \bigcup_{k=1}^{n} J_k.$$ 

Consequently, $\text{Leb}(\Sigma(f')) < \delta$. Thus, $U_\delta$ is open.

On the other hand, Lemma 6.5 clearly implies that $U_\delta$ is dense for all $\delta > 0$. Consequently,

$$C = \bigcap_{k=1}^{\infty} U_{1/k}$$

is a dense $G_\delta$ in $C(\Omega, \mathbb{R})$ by the Baire Category Theorem; clearly $\text{Leb}(\Sigma(f)) = 0$ for every $f \in C$. □

6.2. Continuous Spectrum. In order to prove that spectral measures are continuous, one has to exclude eigenvalues. In other words, one needs to show that for any $E$, the difference equation (2.1) does not admit any square-summable solutions $u$.

A classical sufficient condition is due to Gordon. This condition is applicable whenever one has very good approximation of a given potential $V$ by periodic potentials over a (rather small) fixed number of periods around the origin. Clearly, for limit-periodic $V$, the number of periods for which one has the desired rate of approximation may be arbitrary, so all one needs to take care of is the size of the error relative to the size of the period. It turns out that the absence of eigenvalues can be established in this way for a generic set of sampling functions.

Let us begin by recalling the abstract Gordon criterion. Due to the reformulation (2.2) of (2.1), a sequence $u \in \mathbb{C}^\mathbb{Z}$ solves (2.1) if and only if the sequence $U : \mathbb{C} \rightarrow \mathbb{C}^2$ defined by

$$U(n) = \begin{bmatrix} u(n+1) \\ u(n) \end{bmatrix}, \quad n \in \mathbb{Z}$$

solves

$$U(n) = M_E(n)U(0),$$

where

$$M_E(n) = \begin{cases} A_E(n) A_E(n-1) \cdots A_E(1) & n > 0, \\ I & n = 0, \\ A_E(n+1)^{-1} A_E(n+2)^{-1} \cdots A_E(0)^{-1} & n < 0 \end{cases}$$

and

$$A_E(m) = \begin{bmatrix} E - V(m) & -1 \\ 1 & 0 \end{bmatrix}.$$
Lemma 6.6. Suppose $V : \mathbb{Z} \to \mathbb{R}$ obeys $V(n+q) = V(n)$ for some $q \in \mathbb{Z}_+$ and $-q + 1 \leq n \leq q$, $z \in \mathbb{C}$, and $u$ solves (6.3). Then, we have

$$\max \{ \| U(-q) \|, \| U(q) \|, \| U(2q) \| \} \geq \frac{1}{2} \| U(0) \|.$$  

Proof. By assumption, we have

$$U(2p) = M_E(2q) \cdot U(0) = M_E(q)^2 \cdot U(0)$$

and similarly

$$U(q) = M_E(q)^2 \cdot U(-q).$$

Moreover, the Cayley-Hamilton theorem implies

$$M_E(q)^2 - \text{Tr}(M_E(q)) \cdot M_E(q) + I = 0.$$  

Consequently, we have

$$\begin{align*}
U(2q) - \text{Tr}(M_E(p)) \cdot U(p) + U(0) &= \begin{bmatrix} 0 \\ 0 \end{bmatrix} \\
U(q) - \text{Tr}(M_E(q))U(0) + U(-q) &= \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\end{align*}$$

The assertion (6.4) follows from (6.5) when $|\text{Tr}(M_E(q))| \leq 1$ and it follows from (6.6) when $|\text{Tr}(M_E(q))| > 1$. □

The estimate (6.4) can of course be used to exclude the existence of decaying solutions.

Theorem 6.7. Suppose that there exist $q_k \to \infty$ such that

$$V(n - q_k) = V(n) = V(n + q_k)$$

for all $1 \leq n \leq q_k$.

Then $H$ has purely continuous spectrum.

Proof. Let $E$ be given, and let $u$ denote a nontrivial solution to (6.3), then Lemma 6.6 implies that

$$\max(\|U(-q_k)\|, \|U(q_k)\|, \|U(2q_k)\|) \geq \frac{1}{2} \|U(0)\|.$$  

Thus, $u$ cannot go to zero at $\pm \infty$, so $u \notin \ell^2(\mathbb{Z})$. Consequently, $z$ is not an eigenvalue of $H$. □

Notice that the energy $E$ plays no role in the argument. As soon as the potential $V$ has the required local periodicity for infinitely many values of $q$, we have the estimate (6.4) for infinitely many values of $q$, which in turn shows that no $E$ can be an eigenvalue.

It is clear that one can perturb about this situation a little bit and still deduce useful estimates. In light of this, the following definition is natural.

Definition. A bounded potential $V : \mathbb{Z} \to \mathbb{R}$ is called a Gordon potential if there are positive integers $q_k \to \infty$ such that

$$\max_{1 \leq n \leq q_k} |V(n) - V(n \pm q_k)| \leq k^{-q_k}$$

for every $k \geq 1$. Equivalently, there are positive integers $q_k \to \infty$ such that

$$\forall C > 0 : \lim_{k \to \infty} C^{q_k} \max_{1 \leq n \leq q_k} |V(n) - V(n \pm q_k)| = 0.$$
**Theorem 6.8.** If \( V \) is a Gordon potential, then \( H \) has purely continuous spectrum. More precisely, for every \( E \in \mathbb{C} \) and every solution \( u \) of \( (2.1) \), we have

\[
(6.9) \quad \limsup_{|n| \to \infty} \|U(n)\| \geq \frac{1}{2} \|U(0)\|,
\]

where \( U \) is defined by \((6.2)\).

**Proof.** By assumption, there is a sequence \( q_k \to \infty \) such that \((6.8)\) holds. Given \( E \in \mathbb{C} \), we consider a solution \( u \) of \((6.3)\) and, for every \( k \), a solution \( u_k \) of

\[
u_k(n+1) + u_k(n-1) + V_k(n)u_k(n) = Eu_k(n)
\]

with \( u_k(1) = u(1) \) and \( u_k(0) = u(0) \), where \( V_k \) is the \( q_k \)-periodic potential that coincides with \( V \) on the interval \( 1 \leq n \leq q_k \). It follows from Lemma 6.6 that \( u_k \) satisfies the estimate

\[
\max \left\{ \|U_k(-q_k)\|, \|U_k(q_k)\|, \|U_k(2q_k)\| \right\} \geq \frac{1}{2} \|U(0)\|,
\]

where \( U_k(n) = (u_k(n+1), u_k(n))^\top \), as usual. Since \( V \) is very close to \( V_k \) on the interval \([-q_k+1, 2q_k]\) and \( u \) and \( u_k \) have the same initial conditions, we expect that they are close throughout this interval and hence \( u \) obeys a similar estimate.

Let us make this observation explicit. Denote the transfer matrices associated with \( V_k \) by \( M_{k,E}(n) \). We have

\[
\max_{-q_k \leq n \leq 2q_k} \|U(n) - U_k(n)\| \leq \max_{-q_k \leq n \leq 2q_k} \|M_E(n) - M_{k,E}(n)\| \|U(0)\|
\]

\[
\leq C q_k \max_{-q_k+1 \leq n \leq 2q_k} \|V(n) - V_k(n)\| \|U(0)\|,
\]

which goes to zero by \((6.8)\). \(\square\)

We are now ready to apply the Gordon criterion in the context of limit-periodic potentials; compare the paper [10] by Damanik and Gan.

**Proposition 6.9.** There exists a dense \( G_\delta \) set \( G \subseteq C(\Omega, \mathbb{R}) \) such that the potential \( V_{\omega,f} \) defined by \((6.1)\) is a Gordon potential for all \( f \in G \) and all \( \omega \in \Omega \). That is, \( V_{\omega,f} \) satisfies \((6.7)\) for suitable positive integers \( q_k \to \infty \).

**Proof.** Define \( \varepsilon_n = n^{-n} \) and

\[
\mathcal{O}_k = \bigcup_{q=1}^{\infty} \bigcup_{f \in P_q} B \left( f, \frac{\varepsilon_k q}{2} \right), \quad k \in \mathbb{Z}_+,
\]

where \( P_q \subset C(\Omega, \mathbb{R}) \) denotes the set of \( q \)-periodic sampling functions defined over \( \Omega \). Since \( \mathcal{O}_k \) is clearly open, it follows that

\[
G := \bigcap_{k=1}^{\infty} \mathcal{O}_k
\]

is a \( G_\delta \) in \( C(\Omega, \mathbb{R}) \). One can easily verify that \( G \) contains all periodic sampling functions, so, since \( \mathcal{P} \) is dense by Theorem 3.5, \( G \) is dense as well.

We next show that all elements of \( G \) produce Gordon potentials. To that end, let \( f \in G \) and \( \omega \in \Omega \) be given. By definition, \( f \in \mathcal{O}_k \) for each \( k \), so we may produce a sequence \( f_k \in \mathcal{P} \) such that \( f_k \) is \( \ell_k \)-periodic for some \( \ell_k \in \mathbb{Z}_+ \) and \( \|f - f_k\|_\infty < \frac{1}{2^k \ell_k} \) for each \( k \). Set \( q_k = k \cdot \ell_k \) and note that \( q_k \geq k \), whence \( q_k \to \infty \). For all \( k, n \) such that \( 1 \leq n \leq q_k \), we use the triangle inequality and periodicity to obtain

\[
|V_{\omega}(n) - V_{\omega}(n \pm q_k)| = |f(T^n \omega) - f(T^{n\pm q_k} \omega)|
\]

\[
\leq |f(T^n \omega) - f_k(T^n \omega)| + |f_k(T^n \omega) - f(T^{n\pm q_k} \omega)|
\]

where \( f_k \) is \( \ell_k \)-periodic for some \( \ell_k \in \mathbb{Z}_+ \) and \( f_k \) is close to \( f \).
\[ |f(T^n \omega) - f_k(T^n \omega)| + |f_k(T^{n \pm k\ell_k} \omega) - f(T^{n \pm q_k} \omega)| \leq \varepsilon_{k \ell_k} \leq k^{-q_k}. \]

Taking the max over \( n \) with \( 1 \leq n \leq q_k \) yields
\[
\max_{1 \leq n \leq q_k} |V(n) - V(n \pm q_k)| \leq k^{-q_k},
\]
and hence \( V_\omega = V_{\omega,f} \) is a Gordon potential for all \( \omega \in \Omega \) and all \( f \in \mathcal{G} \).

**Proof of Theorem 6.1.** Let \( \mathcal{C}, \mathcal{G} \subseteq C(\Omega, \mathbb{R}) \) be the sets constructed in Theorem 6.2 and Proposition 6.9 respectively, and put \( \mathcal{S} = \mathcal{C} \cap \mathcal{G} \). By the Baire Category Theorem, \( \mathcal{S} \) is a dense \( G_\delta \). Since \( \mathcal{S} \subseteq \mathcal{C} \), the zero-measure Cantor set statement follows.

For all \( f \in \mathcal{S} \) and \( \omega \in \Omega \), the Lebesgue measure of \( \sigma(H_\omega) \) is zero, which precludes the presence of absolutely continuous spectrum. Similarly, for every \( f \in \mathcal{S} \) and \( \omega \in \Omega \), \( V_\omega \) is a Gordon potential, so by Theorem 6.8 it follows that \( H_\omega \) has no eigenvalues. Thus, \( H_\omega \) has purely singular continuous spectrum, as claimed.

\[ \square \]

**7. Pure Point Spectrum**

We have seen that purely absolutely continuous spectrum and purely singular continuous spectrum are each dense phenomena in the space of limit-periodic Schrödinger operators, with the latter being even generic. This raises the natural question of what can be said about cases with pure point spectrum. It turns out that even this spectral type is a dense phenomenon. Clearly this is surprising as in these cases the spectral type of the limit object is as different from the spectral type of the approximants as it can be.

**Theorem 7.1.** For every limit-periodic \( V \) and every \( \varepsilon > 0 \), there is a limit-periodic \( \widetilde{V} \) with \( \|V - \widetilde{V}\|_\infty < \varepsilon \) such that the Schrödinger operator with potential \( \widetilde{V} \) has pure point spectrum.

Note that we do not fix the base dynamics and vary the sampling function only. Rather we perturb in the space of all limit-periodic potentials. It would be interesting to prove a variant of Theorem 7.1 with fixed base dynamics.

The proof of Theorem 7.1 actually does not really care about the fact that the potential \( V \) we are perturbing is limit-periodic. Indeed, the proof directly yields the following more general result, which is due to Damanik and Gorodetski [18]:

**Theorem 7.2.** For every bounded \( V \) and every \( \varepsilon > 0 \), there is a limit-periodic potential \( V_{lp} \) with \( \|V_{lp}\|_\infty < \varepsilon \) such that the Schrödinger operator with potential \( V + V_{lp} \) has pure point spectrum.

In other words, a suitable arbitrarily small limit-periodic perturbation can turn any given spectral type into one that is pure point. Such a strong dominance property was previously only known for small random perturbations. Not coincidentally, the proof of Theorem 7.2 is based on a generalization of the argument that yields the latter statement. Thus, let us first explain how pure point spectrum can be proved for random potentials, then for perturbations of fixed background potentials by arbitrarily small random potentials, and finally for the setting in question – perturbations of fixed background potentials by arbitrarily small limit-periodic potentials.

The way we want to explain why random potentials lead to pure point spectrum is based on the Kunz-Souillard method [38]. Suppose \( V_\omega \) is a bounded random potential and \( H_\omega \) is the associated Schrödinger operator. Integration with respect to the underlying probability measure \( \mu \) will be denoted by \( \mathbb{E}(\cdot) \). A key quantity in this approach is

\[ a(n, m) = \mathbb{E} \left( \sup_{t \in \mathbb{R}} \left| \langle \delta_n, e^{-itH_\omega} \delta_m \rangle \right| \right), \quad n, m \in \mathbb{Z}. \]
The following sufficient criterion for (almost sure) pure point spectrum follows from the RAGE theorem:

**Proposition 7.3.** Suppose that

$$\sum_{n \in \mathbb{Z}} |a(n, m)| < \infty$$

for \( m = 0, 1 \). Then, for \( \mu \)-almost every \( \omega \), the operator \( H_\omega \) has pure point spectrum.

For \( L \in \mathbb{Z}_+ \), we denote by \( H_\omega^{(L)} \) the restriction of \( H_\omega \) to \( \ell^2(\{-L, \ldots, L\}) \) with Dirichlet boundary conditions. For \( |n|, |m| \leq L \), we define \( a_L(n, m) \) to be \( a(n, m) \) with \( H_\omega \) replaced by \( H_\omega^{(L)} \), that is,

$$a_L(n, m) = \mathbb{E} \left( \sup_{t \in \mathbb{R}} \left| \left< \delta_n, e^{-itH_\omega^{(L)}} \delta_m \right> \right| \right).$$

It is easy to see that \( H_\omega^{(L)} \) has \( 2L + 1 \) real simple eigenvalues

$$E_\omega^{(L),1} < E_\omega^{(L),2} < \ldots < E_\omega^{(L),2L+1}.$$  

By our boundedness assumption there exists a compact interval \( \Sigma_0 \) that contains all eigenvalues \( E_\omega^{(L),k} \). For each \( k \), let \( \varphi_\omega^{(L),k} \) denote a normalized eigenvector corresponding to \( E_\omega^{(L),k} \). We now define

$$\rho_L(n, m) = \mathbb{E} \left( \sum_{k=1}^{2L+1} \left| \left< \delta_n, \varphi_\omega^{(L),k} \right> \right| \left| \left< \delta_m, \varphi_\omega^{(L),k} \right> \right| \right).$$

**Lemma 7.4.** (a) For \( n, m \in \mathbb{Z} \), we have

$$a(n, m) \leq \liminf_{L \to \infty} a_L(n, m).$$

(b) If \( |n|, |m| \leq L \), then

$$a_L(n, m) \leq \rho_L(n, m).$$

Part (a) follows from strong approximation and Fatou’s lemma and part (b) follows by simply expanding \( \delta_m \) in the basis of eigenvectors and using that the eigenvalues are real. It follows that we can estimate \( a(n, m) \) from above by proving upper bounds for \( \rho_L(n, m) \) that are uniform in \( L \).

Let us now assume, for the time being, that the potential of the random Schrödinger operator \( H_\omega \) is generated by independent identically distributed random variables, each of which has a bounded compactly supported density \( r \). Thus, we can write

$$\rho_L(n, m) = \int \cdots \int \left( \sum_{k=1}^{2L+1} \left| \left< \delta_n, \varphi_\omega^{(L),k} \right> \right| \left| \left< \delta_m, \varphi_\omega^{(L),k} \right> \right| \right) \left( \prod_{j=-L}^{L} r(v_j) \right) dv_{-L} \ldots dv_L,$$

since \( H_\omega^{(L)} \) only depends on the random variables corresponding to \( |j| \leq L \). Moreover, it also follows that \( \rho_L(n, m) = \rho_L(m, n) \) and \( \rho_L(n, m) = \rho_L(n - m, 0) \), so that it suffices to estimate \( \rho_L(n, m) \) for \( n \geq 0 \) and \( m = 0 \).

Let us apply a suitable change of variables to the iterated integral expressing \( \rho_L(n, 0), n \geq 0 \). If \( E \) is \( E_{\varphi_\omega^{(L),k},v_{\varphi_\omega^{(L),k}}} \) and \( u \) is \( \varphi_\omega^{(L),k} \), then we have

$$u(\ell + 1) + u(\ell - 1) + v_\ell u(\ell) = Eu(\ell)$$

for \( -L \leq \ell \leq L \), where \( u(-L - 1) = u(L + 1) = 0 \). We rewrite this identity as

$$v_\ell = E - \frac{u(\ell + 1)}{u(\ell)} - \frac{u(\ell - 1)}{u(\ell)},$$

and this in turn motivates the change of variables

$$\{v_\ell\}_{\ell=-L}^L \leftrightarrow \{x_{-L}, \ldots, x_{-1}, \ell, x_1, \ldots, x_L\},$$
Specifically, the following estimates, where we denote the norm of an operator \( r \) by an \( r \)-distributed random variables. Indeed, if the density is generalized, in a number of ways. Of Theorem 7.2, we first point out that the argument sketched above can be modified, and in fact clearly applicable.

There exists \((d)\) for every \((c)\) for every \((b)\) for every \((a)\) based on the following key lemma [58]:

By the definition above.

Implementing this change of variables, the \( 2L+1 \)-fold iterated integral expressing \( \rho_L(n,0) \) takes the following form:

**Lemma 7.5.** Fix \( L \in \mathbb{Z}_+ \) and \( n \) with \( 0 < n \leq L \). Set

\[
\phi_E(x) = r(E - x),
\]

\[
(U_0f)(x) = |x|^{-1}f\left(|x|^{-1}\right),
\]

\[
(S_Ef)(x) = \int_{\mathbb{R}} r(E - x - y^{-1}) f(y) dy,
\]

\[
(T_Ef)(x) = \int_{\mathbb{R}} r(E - x - y^{-1}) |y|^{-1} f(y) dy.
\]

Then, we have

\[
\rho_L(n,0) = \int_{\Sigma_0} \left\langle T^{n-1}_{E} S^{L-n}_{E} U S^L_E \phi_E, \phi_E \right\rangle_{L^2(\mathbb{R})} dE.
\]

In this representation one then proceeds by applying the Cauchy-Schwarz inequality inside the integral and applying suitable norm estimates for the operators involved that are uniform in \( E \in \Sigma_0 \). Specifically, the following estimates, where we denote the norm of an operator \( T : L^p(\mathbb{R}) \to L^q(\mathbb{R}) \) by \( \|T\|_{p,q} \), can be proved and then used in this way:

**Lemma 7.6.** (a) For every \( E \in \mathbb{R} \), we have \( \|S_E\|_{1,1} \leq 1 \).

(b) For every \( E \in \mathbb{R} \), we have \( \|S_E\|_{1,2} \leq \|r\|_{1/2} \).

(c) For every \( E \in \mathbb{R} \), we have \( \|T_E\|_{2,2} \leq 1 \).

(d) There exists \( q < 1 \) such that for every \( E \in \Sigma_0 \), we have \( \|T^q_E\|_{2,2} \leq q \).

With these estimates one can show exponential decay of \( \rho_L(n,0) \) and hence Proposition [7.3] is clearly applicable.

Before turning our attention to limit-periodic perturbations and the idea underlying the proof of Theorem [7.2], we first point out that the argument sketched above can be modified, and in fact generalized, in a number of ways.

First of all, while independence is crucially used, it is not necessary to consider identically distributed random variables. Indeed, if the density \( r \) changes from site to site, one simply replaces \( r \) by an \( \ell \)-dependent density \( r_\ell \) as one processes the random variable at site \( \ell \). For simplicity we will consider rescalings of a fixed density: \( r_\ell(x) = d_\ell^{-1}r(d_\ell^{-1}x) \) for suitable \( d_\ell > 0 \). This results in obvious changes to (7.3) and Lemma 7.5. The necessary change to Lemma 7.6 is trickier. Namely, part (d) has no obvious replacement and needs to be modified via a quantitative estimate that is based on the following key lemma [58]:
Lemma 7.7. For \( \lambda \geq 0 \) sufficiently small, \( \hat{r} \), the Fourier transform of \( r \), obeys

\[
\sup_{|\eta| \geq \lambda} |\hat{r}(\eta)|^2 \leq e^{-c|\lambda|^2}
\]

for a suitable constant \( c = c(r) > 0 \). Furthermore, there exist constants \( K_0 = K_0(r) \) and \( \lambda = \lambda(r) \) such that for every \( \ell \) and every \( E \in \Sigma_0 \), we have

\[
\|T_E^{(\ell)} T_E^{(\ell-1)}\|_{2,2} \leq \frac{1}{4} \left( 15 + \sup_{|\eta| \geq K_0 \min\{d_\ell, d_{\ell-1}\}} |\hat{r}(\eta)|^2 \right)^{1/2} \leq e^{-cK_0^2 \min\{d_\ell, d_{\ell-1}, \lambda\}}.
\]

With this replacement of Lemma 7.6(d) one can still prove that Proposition 7.3 is applicable under suitable assumptions on the sequence \( \{d_\ell\} \) (which obviously cannot decay too fast since the modification of Lemma 7.6(b) results in a factor \( d_\ell^{-1/2} \) and the influence of the exponential in (7.10) becomes weaker with smaller \( d_\ell, d_{\ell-1} \)).

The second generalization of the basic argument outlined above is the addition of a fixed bounded background potential. Indeed, this simply results in obvious changes to (7.4)–(7.7) and then to Lemma 7.5. Note that this generalization produces the precursor to Theorem 7.2, which says that any fixed bounded potential can be turned into one whose associated Schrödinger operator has pure point spectrum by an arbitrarily small random perturbation.

The third generalization is the most severe. It is here that the independence of the values of the perturbation potential is given up, which is clearly necessary if we are to produce limit-periodic perturbations.

To explain what kind of correlations we wish to introduce, let us discuss the general setup of the proof of Theorem 7.2. The limit-periodic perturbation \( V_{lp} \) will be obtained as a convergent series

\[
V_{lp} = \sum_{k=1}^{\infty} V_{lp}^{(k)}
\]

where \( V_{lp}^{(k)} \) is \((2q_k + 1)\)-periodic and we have

\[
\sum_{k=1}^{\infty} \|V_{lp}^{(k)}\|_{\infty} < \varepsilon
\]

in order to satisfy \( \|V_{lp}\|_{\infty} < \varepsilon \). The values of \( V_{lp}^{(k)} \) on \( \{-q_k, -q_k + 1, \ldots, q_k - 1, q_k\} \) will be generated by independent identically distributed random variables with density \( r_k(x) = d_k^{-1} r(d_k^{-1} x) \), where \( r \) is a fixed density and \( d_k > 0 \) is chosen suitably. Note that for each \( \ell \), there will be infinitely many random variables (with scaling factors \( d_k, k \geq k_0(\ell) \)) participating in determining the value of \( V_{lp} \) at site \( \ell \). The key idea will be to choose a decaying sequence \( \{d_k\} \) and to consider the lowest-level participating random variable with scaling factor \( d_{k_0(\ell)} \) as the essential random variable at site \( \ell \), and all others as inessential random variables that are frozen and put in the background potential for the purpose of estimating the relevant quantities as above uniformly in the background potential. One can then average the resulting estimate over the inessential random variables to obtain the desired estimate of the overall expectation defining \( \rho_\ell(n, 0) \). Of course the periodicity of \( V_{lp}^{(k)} \) results in another change to the equations (7.4)–(7.7) and then to Lemma 7.5.

This strategy may be implemented in a way that allows one to choose the sequences \( \{q_k\} \) (determining the periods of the \( V_{lp}^{(k)} \)'s) and \( \{d_k\} \) (determining the sizes of the \( V_{lp}^{(k)} \)'s) so that Proposition 7.3 may be applied, showing that almost all of these limit-periodic perturbations will produce operators with pure point spectrum. Choosing one of them then establishes Theorem 7.2. We refer the reader to [18] for further details. Note that in this line of reasoning one only gets the pure point property for the \( V_{lp} \) as constructed (chosen from the full measure set), but not for the elements...
of its hull. As a consequence, as pointed out above, the formulation of the result is different from some of the earlier results about the spectral type and does not apply uniformly across the hull of the limit-periodic sequence in question.

It is however possible to prove pure point spectrum uniformly across the hull in certain scenarios (which are not dense). This follows from a combination of works of Pöschel [53] and Damanik-Gan [17].

First, we discuss Pöschel’s work contained in [53]. Given a function \( \Omega : [0, \infty) \to [0, \infty) \), define the quantities \( \Phi_\Omega(t) \), \( \kappa \), and \( \Psi_\Omega(t) \) for \( t > 0 \) by

\[
\Phi_\Omega(t) := t^{-4} \sup \{ \Omega(r) e^{-tr} : r \geq 0 \}
\]

\[
\kappa_t := \{ (t_j)_{j=0}^\infty : t \geq t_0 \geq t_1 \geq \cdots \text{ and } \sum_{j=0}^\infty t_j \leq t \}
\]

\[
\Psi_\Omega(t) := \inf_{(t_j) \in \kappa} \prod_{j=0}^\infty \Phi(t_j) 2^{-j-1}
\]

for \( t > 0 \). We call \( \Omega \) an approximation function if \( \Phi_\Omega(t) \) and \( \Psi_\Omega(t) \) are finite for every \( t > 0 \). For example, for any \( \alpha \geq 0 \), \( \Omega(r) = r^{\alpha} \) defines an approximation function.

Now, suppose that \( \mathcal{M} \) is a Banach subalgebra of \( \ell^\infty(\mathbb{Z}) \) with respect to the operations of pointwise addition and pointwise multiplication; in particular, we assume that 1 is contained in \( \mathcal{M} \) (where 1(n) \( \equiv 1 \)). We say that \( \lambda : \mathbb{Z} \to \mathbb{R} \) is a distal sequence for \( \mathcal{M} \) if, for each \( k \in \mathbb{Z} \setminus \{0\} \), one has \( (\lambda - S^k \lambda)^{-1} \in \mathcal{M} \), and one has the bound

\[
\| (\lambda - S^k \lambda)^{-1} \|_\infty \leq \Omega(|k|), \text{ for all } k \neq 0,
\]

where \( \Omega \) is an approximation function. Here, the inverse refers to the multiplicative inverse in the Banach algebra.

Pöschel proved the following theorem in [53]:

**Theorem 7.8.** If \( \lambda \) is a distal sequence for the Banach algebra \( \mathcal{M} \), then there exists \( \varepsilon_0 > 0 \) such that the following holds true. For any \( 0 < \varepsilon \leq \varepsilon_0 \), there is a sequence \( V \) so that \( \lambda - V \in \mathcal{M} \) and the Schrödinger operator \( H_{\varepsilon^{-1}V} = \Delta + \varepsilon^{-1}V \) is spectrally localized with eigenvalues \( \{ \varepsilon^{-1} \lambda_j : j \in \mathbb{Z} \} \). Moreover, if \( \psi_k \) is the normalized eigenvector corresponding to the eigenvalue \( \lambda_k \), then there are constants \( c > 0 \) and \( d > 1 \) such that

\[
|\psi_k(n)|^2 \leq cd^{-|k-n|}
\]

for all \( k \) and \( n \).

He also supplied some examples. Here is one that is particularly interesting because it shows not only that the theorem above can be applied and yields uniformly localized limit-periodic Schrödinger operators, but also that the spectrum in this case has no gaps (which is surprising in view of our earlier results showing that Cantor spectra are typical for limit-periodic Schrödinger operators):

**Pöschel’s Example: A Limit-Periodic Distal Sequence.** Let \( \mathcal{D}_n \) denote the set of sequences in \( \ell^\infty(\mathbb{Z}) \) having period \( 2^n \), and \( \mathcal{D} = \bigcup_n \mathcal{D}_n \); the space

\[
\mathcal{L} = \overline{\mathcal{D}}
\]
is a Banach algebra and a subspace of the space of all limit-periodic sequences. Let us describe how to construct a distal sequence for \( L \). For \( j \in \mathbb{Z}_+ \), define the set \( B_j \) by

\[
B_j := \begin{cases} 
\bigcup_{N \in \mathbb{Z}} [N \cdot 2^j, N \cdot 2^j + 2^{j-1}), & \text{if } j \text{ is even;} \\
\bigcup_{N \in \mathbb{Z}} [N \cdot 2^j + 2^{j-1}, (N + 1) \cdot 2^j), & \text{if } j \text{ is odd.}
\end{cases}
\]

For example, \( B_1 \) is precisely the set of odd integers. Denoting the indicator function of \( B_j \) by \( b_j = \chi_{B_j} \), define \( \lambda \) by

\[
\lambda_n = \sum_{j=1}^{\infty} b_j(n)2^{-j}.
\]

It is immediate from the definition that \( \lambda \in \mathcal{L} \); moreover, the inequality

\[
\| (\lambda - S^k\lambda)^{-1} \| \leq 16|k|
\]

for \( k \neq 0 \) means that \( \lambda \) is distal for \( \mathcal{L} \). It is not too difficult to prove the following statement:

**Lemma 7.9.** For any \( m \in \mathbb{Z}_+ \) and any integer \( 0 \leq j < 2^m \), there is an integer \( \ell = \ell(j, m) \) so that

\[
\lambda_k \in I_{m,j} := \left[ \frac{j}{2^m}, \frac{j + 1}{2^m} \right] \iff k \in \ell + 2^m \mathbb{Z}.
\]

We see that in this particular example, the Schrödinger operators produced by Theorem 7.8 have spectrum \([0, \varepsilon^{-1}]\).

Damanik and Gan showed in [17] that Pöschel’s results extend to the hull, that is, whenever Theorem 7.8 can be applied to produce limit-periodic potentials for which the associated Schrödinger operator is uniformly localized, then the same statement is true, with the same constants, for all elements of the hull of the potential in question; see also [29] for a generalization of this statement.

### 8. The Density of States

Recall that we defined the density of states (DOS) measure \( dk \) to be the weak limit of \( dk_N \), where

\[
\int g dk_N = \frac{1}{N} \text{Tr}(P_N g(H) P_N^*),
\]

for Borel sets \( B \), and \( P_N \) denotes projection onto coordinates \( \{0, \ldots, N-1\} \) (provided that the limit exists). In the event that \( V \) is limit-periodic, we saw that the DOS exists by unique ergodicity. The accumulation function of the DOS is called the *integrated density of states* (IDS) and is denoted by

\[
k(E) = \int \chi_{(-\infty, E]} dk.
\]

The results of the present section are concerned with the regularity of \( k \) as a function of \( E \). In full generality, \( dk \) is continuous (Theorem 4.3). In light of this, it is natural to ask whether one has a quantitative modulus of continuity, for example \( \alpha \)-Hölder continuity for some \( \alpha > 0 \). In full generality, this is too ambitious, but one can argue just a bit more continuity out of the Thouless formula, as the following theorem of Craig and Simon [10] illustrates:

**Theorem 8.1.** For any almost-periodic potential, the integrated density of states is log-Hölder continuous. That is, there is a constant \( C > 0 \) with the property that

\[
|k(E_1) - k(E_2)| \leq C (\log |E_1 - E_2|^{-1})^{-1}
\]

for all \( E_1, E_2 \in \mathbb{R} \) with \( |E_1 - E_2| \leq 1/2 \).
Theorem 8.3. which was proved by Damanik and Fillman [12].

than 1/2. In the localization regime of Pöschel, the IDS can be shown to be 1-Hölder continuous, continuous (and no better); compare Theorem 2.4. It is interesting to ask whether one can do better
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that goes to zero faster than \([\log(1/\delta)]^{-1}\) [37].

Theorem 8.2. Let \(\Omega\) denote a Cantor group with a minimal translation \(T\). There is a dense set \(\mathcal{I} \subseteq C(\Omega, \mathbb{R})\) with the property that the density of states of \(V(n) = f(T^n 0)\) is no better than log-Hölder continuous. That is, if \(k\) denotes the IDS of \(V\), given any increasing function \(h : \mathbb{R}_+ \to \mathbb{R}_+\) with

\[
\lim_{\delta \to 0} h(\delta) \log(1/\delta) = 0,
\]

one has

\[
\lim_{E \to E_0} \sup_{E \to E_0} \frac{|k(E) - k(E_0)|}{h(|E - E_0|)} = \infty
\]

for at least one \(E_0\). In fact, one can guarantee that this holds for all \(E_0\) in the spectrum.

The main idea is the following: since \(\mathcal{P}\) is dense, start with some \(f_0 \in \mathcal{P}\) and let \(\varepsilon > 0\). Then, inductively choose \(f_1, \ldots, \in \mathcal{P}\) using Lemma [6,5] so that \(\|f_j - f_{j-1}\|_\infty < \varepsilon 2^{-j}\) and so that \(\text{Leb}(\Sigma(f_j))\) is exponentially small, that is

\[
\text{Leb}(\Sigma(f_j)) \leq e^{-c_j q_j}
\]

where \(q_j\) is the period of \(f_j\). Then, by completeness, \(f_\infty = \lim f_j\) exists. The density of states corresponding to the potential function \(f_j\) gives weight 1/\(q_j\) to an interval having length no greater than \(\exp(-c_j q_j)\). By carefully tuning the rate at which \(f_j \to f_\infty\), one can push a statement like this through to the DOS of \(f_\infty\).

On the other hand, for a dense set, namely, for \(f \in \mathcal{P}\), one knows that the IDS is 1/2-Hölder continuous (and no better); compare Theorem [2,4]. It is interesting to ask whether one can do better than 1/2. In the localization regime of Pöschel, the IDS can be shown to be 1-Hölder continuous, which was proved by Damanik and Fillman [12].

Theorem 8.3. There exist limit-periodic \(V\) whose associated IDS is Lipschitz-continuous.
9. Other Families of Operators

Let us explore some models that are closely connected with, but distinct from the discrete 1D Schrödinger operators that we have considered thus far. For each of these families of models, many of the results from previous sections have analogs. To avoid being tedious, we will be somewhat selective with our presentation in this section, focusing on results whose analogs involve interesting challenges.

9.1. Jacobi Matrices. A Jacobi matrix is an operator on $\ell^2(\mathbb{Z})$ of the form

$$[Ju]_n = a_{n-1}u_{n-1} + b_nu_n + a_nu_{n+1}, \quad n \in \mathbb{Z}, \ u \in \ell^2(\mathbb{Z}),$$

where $a_n, b_n \in \mathbb{R}$ with

$$\sup_n |b_n| < \infty, \ \sup_n a_n < \infty, \ \inf_n a_n > 0.$$  

Thus, discrete Schrödinger operators are obtained from Jacobi matrices as a special case (in which $a_n \equiv 1$). Most of the results discussed in the foregoing section have Jacobi analogs.

A periodic Jacobi matrix is one for which the parameters $a$ and $b$ satisfy $a_{n+q} = a_n$ and $b_{n+q} = b_n$ for all $n$. Thus, a limit-periodic Jacobi matrix $\mathcal{J}$ is one for which there are periodic Jacobi matrices $\{\mathcal{J}_j\}_{j=1}^\infty$ such that

$$\lim_{j \to \infty} \| \mathcal{J} - \mathcal{J}_j \| = 0,$$

where $\| \cdot \|$ denotes the operator norm.

Jacobi matrices are not only considered simply for the sake of a more general setting (even though it is the natural generalization that still keeps many of the essential features intact; notably self-adjointness and a $2 \times 2$ transfer matrix formalism) but also because they provide the natural setting for the study of inverse spectral problems, where it is not at all clear that a solution to the given problem at hand can be found in the class of discrete Schrödinger operators, but where it can be shown to be solvable within the class of Jacobi matrices.

The most natural instance of this principle is the association of a spectral measure to an operator, either a discrete Schrödinger operators or a Jacobi matrix, on the discrete half-line (i.e., an operator acting in $\ell^2(\mathbb{Z}_+)$) and the corresponding spectral measure (associated with the cyclic vector $\delta_1$). This correspondence, which can be established via the spectral theorem when passing from operator to measure and via orthogonal polynomials or a continued fraction expansion of the Borel transform of the measure when passing from measure to operator, sets up a natural bijection between bounded Jacobi matrices and compactly supported probability measures on the real line, but it continues to be an open problem to characterize explicitly those measures that correspond to discrete Schrödinger operators.

More closely related to the topic of this survey, however, is the way in which Jacobi matrices arise as solutions of certain renormalization equations, which can sometimes be shown to give rise to limit-periodic coefficients. Let us describe work in this spirit by Peherstorfer, Volberg and Yuditskii [50].

Suppose $T$ is an expanding polynomial and denote its real Julia set by Julia($T$) and its degree by $d$. Recall that Julia($T$) is the compact set of real numbers that do not go to infinity under forward iterations of $T$. Under the normalization

$$T^{-1} : [-1, 1] \to [-1, 1]; \pm 1 \in \text{Julia}(T)$$

such a polynomial is well-defined by the position of its critical values

$$\text{CV}(T) = \{ t_i = T(c_i) : T'(c_i) = 0, \ c_i > c_j \text{ for } i > j \}.$$

$T$ is expanding (or hyperbolic) if

$$c_i \notin \text{Julia}(T) \ \forall i.$$

Then we have the following pair of theorems from [50]:
Theorem 9.1. Let $J$ be a Jacobi matrix with spectrum contained in $[-1,1]$. With the polynomial $T$ of degree $d$ from above, consider the renormalization equation

\begin{equation}
V^*(z - J)^{-1}V = (T(z) - \tilde{J})^{-1} \frac{T'(z)}{d}
\end{equation}

where

\[ V\delta_k = \delta_{dk} \]

for each $k \in \mathbb{Z}$. It has a solution $J = J(\tilde{J})$ with spectrum contained in $T^{-1}([-1,1])$.

Moreover, if $\min_i |t_i| \geq 10$, then

\[ \|J(\tilde{J}_1) - J(\tilde{J}_2)\| \leq \kappa \|\tilde{J}_1 - \tilde{J}_2\| \]

with an absolute constant $\kappa < 1$.

Theorem 9.2. Let us assume that $T$ is sufficiently hyperbolic in the sense that

\[ \text{dist}(C\nu(T), [-1,1]) \geq 10. \]

Then the renormalization equation (9.1) has a unique fixed point. That is, there is a unique Jacobi matrix $J$ such that

\[ V^*(z - J)^{-1}V = (T(z) - J)^{-1} \frac{T'(z)}{d}. \]

Moreover, the coefficients of $J$ are limit-periodic.

Remark 9.3. To be more accurate, one has to expand the notion of a Jacobi matrix slightly for the purpose of these theorems and allow the off-diagonal terms to vanish. Indeed, the central off-diagonal element $a_0$ of the fixed point $J$ is zero, and hence $J$ splits into the direct sum of two half line Jacobi matrices. It turns out that spectral measure of the Jacobi matrix corresponding to the right half line in this decomposition is the balanced (equilibrium) measure on Julia($T$). In other words, the equilibrium measure on the Julia set of a suitable hyperbolic polynomial has orthogonal polynomials with limit-periodic recursion coefficients.

9.2. Continuum Schrödinger Operators. The continuum Schrödinger operator acts as a self-adjoint operator in $L^2(\mathbb{R})$ via

\begin{equation}
L_V y = -y'' + V y,
\end{equation}

where $V : \mathbb{R} \to \mathbb{R}$ is a sufficiently nice function; for most of the present section, $V$ will be bounded and continuous. For such $V$, (9.2) defines a self-adjoint operator in $L^2(\mathbb{R})$ in a canonical fashion. These operators enjoy a transfer matrix formalism quite similar to the one described in the discrete setting: for each $z \in \mathbb{C}$ and $x \in \mathbb{R}$, there is an SL(2, $\mathbb{C}$) matrix $A_z^x(V)$ such that

\[ \begin{bmatrix} y'(x) \\ y(x) \end{bmatrix} = A_z^x(V) \begin{bmatrix} y'(0) \\ y(0) \end{bmatrix} \]

whenever $y$ satisfies $L_V y = zy$. We then consider potentials that are uniform limits of continuous periodic potentials; concretely, define

\[ P(\mathbb{R}) = \{ V \in C(\mathbb{R}) : \text{there exists } T > 0 \text{ such that } V(x + T) \equiv V(x) \} \]

and then let $LP(\mathbb{R})$ denote the closure of the space of periodic potentials (with respect to the topology induced by the uniform metric):

\[ LP(\mathbb{R}) = \overline{P(\mathbb{R})}^{\|\cdot\|_{\infty}}. \]

In particular, every $V \in LP(\mathbb{R})$ is continuous and uniformly almost-periodic.

In the event that $V \in P(\mathbb{R})$, say $V(x+T) \equiv V(x)$ for some $T > 0$, the formalism from Section 2.1 enables one to describe the spectrum of $L_V$. Concretely, the discriminant is again given by

\[ D(z) = \text{Tr} A_z^T(V), \]
and then the spectrum of $L_V$ is again given by
\[ \sigma(L_V) = \{ E \in \mathbb{R} : |D(E)| \leq 2 \}. \]
On the other hand, one can also consider the analog of Section 2.2 here, we consider $L(\theta) = L_V(\theta)$ acting via
\[
L_V(\theta)y = -y'' + Vy,
\]
\[
D(L(\theta)) = \left\{ f \in H^2([0, T]) : f(T) = e^{i\theta} f(0) \text{ and } f'(T) = e^{i\theta} f'(0) \right\}.
\]
One can then show that $L_V(\theta)$ has compact resolvent and hence a sequence of eigenvalues $\lambda_1(\theta) \leq \lambda_2(\theta) \leq \cdots$. As before, the eigenvalues of $L_V(0)$ and $L_V(\pi)$ provide the endpoints of the spectral bands. Fixing $T = \pi$ for concreteness, we can consider $V \equiv 0$ as a $\pi$-periodic potential and explicitly compute the eigenvalues of $L_0(\theta)$ for $\theta = 0, \pi$:
\[
\sigma(L_0(0)) = \{(2k)^2 : k = 0, 1, 2, \ldots \}, \quad \sigma(L_0(\pi)) = \{(2k + 1)^2 : k = 0, 1, 2, \ldots \}.
\]
Here, all eigenvalues are doubly degenerate with the exception of $0 \in \sigma(L_0(0))$ which is simple. Thus, (counting from $k = 1$ at the bottom of the spectrum) the $k$th spectral band is $[(k - 1)^2, k^2]$. So, if $V$ is then a bounded $\pi$-periodic potential, the $k$th spectral band of $L_V$ satisfies
\[
[(k - 1)^2 + \|V\|_\infty, k^2 - \|V\|_\infty] \subseteq \mathcal{B}_k \subseteq [(k - 1)^2 - \|V\|_\infty, k^2 + \|V\|_\infty]
\]
by general eigenvalue perturbation theory \[33\]. Then, it follows that the length of the $k$th band of $L_V$, grows approximately linearly in $k$. This can be viewed as one instance of a tendency for the spectrum of $L_V$ to thicken in the high-energy region (which is not present in the discrete case). In view of this, it is quite surprising that one can beat this tendency and prove the following result, due to Damanik, Fillman, and Lukic:

**Theorem 9.4.** There is a Baire-generic subset $Z \subseteq \text{LP}(\mathbb{R})$ with the property that $\sigma(L_V)$ is an (unbounded) Cantor set of zero Lebesgue measure for all $V \in Z$ and all $\lambda > 0$. There is a dense subset $H \subseteq \text{LP}(\mathbb{R})$ with the property that $\sigma(L_V)$ is an (unbounded) Cantor set of zero Hausdorff dimension for all $V \in H$ and all $\lambda > 0$. Moreover, for all $V \in Z$ and all $V \in H$, the spectral type of $L_V$ is purely singular continuous.

The proof of Theorem \[9.4\] parallels that of \[6.2\] except that one is only able to prove suitable measure estimates in compact energy windows, since, as observed above, the Lebesgue measure of the bands grows linearly in the band label. Thus, one has to expand the compact sets on which one has effective measure estimates on the spectrum in a way that misses the lengthening effect of the high-energy region. See \[14\] for more details.

### 9.3. CMV Matrices and Quantum Walks.
CMV matrices arise naturally in the study of orthogonal polynomials on the unit circle (OPUC) and are universal within the class of unitary operators of spectral multiplicity one. Concretely, one starts with $\mu$, a Borel probability measure supported on the unit circle which does not admit a support having only finitely many points. A CMV matrix is a five-diagonal semi-infinite matrix that is determined by a sequence of Verblunsky coefficients $\{\alpha_n\}_{n \in \mathbb{Z}_+} \subseteq \mathbb{D}$; these coefficients arise as the recursion coefficients of the orthogonal polynomials associated $\mu$. In terms of $\alpha_n$ and the derived quantities $\rho_n = \left(1 - |\alpha_n|^2\right)^{1/2}$, the CMV

3Recall that the subscript in $L_V$ refers to the potential, so $L_0$ refers to the free Laplacian with $V \equiv 0$. 
The relevant state space is \( H \) to a Schrödinger operator, the proofs are generally more involved; see, e.g., [25, 26, 44].

Due to a seminal paper of Cantero, Grünbaum, Moral, and Velázquez, we know that the unitary update rule

\[
\ell^2(\mathbb{Z}^+),
\]

This matrix defines a unitary operator on \( \ell^2(\mathbb{Z}^+) \), and the spectral measure corresponding to \( \mathcal{C} \) and the vector \( \delta_0 \) is given by \( \mu \). This sets up a one-to-one correspondence between measures \( \mu \) and coefficient sequences \( \{\alpha_n\}_{n \in \mathbb{Z}^+} \), which has been extensively studied in recent years, mainly due to the infusion of ideas from Simon’s monographs [59, 60].

Similarly, an extended CMV matrix is a unitary operator on \( \ell^2(\mathbb{Z}) \) defined by a bi-infinite sequence \( \{\alpha_n\}_{n \in \mathbb{Z}} \subset \mathbb{D} \) in an analogous way:

\[
\mathcal{E} = \begin{bmatrix}
\alpha_0 & \alpha_1 & \rho_1 & 0 & 0 & 0 & \cdots \\
0 & \alpha_0 & \rho_0 & \rho_1 & 0 & 0 & \cdots \\
0 & 0 & \alpha_0 & \rho_0 & \rho_1 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{bmatrix}.
\]

(9.4)

From the point of view of orthogonal polynomials, the study of \( \mathcal{C} \) is more natural; however, when the Verblunsky coefficients are generated by an invertible ergodic map (such as a minimal translation of a compact abelian group as in the present paper), the study of \( \mathcal{E} \) is more natural.

CMV matrices also arise in a natural fashion in the study of 1-dimensional coined quantum walks. A 1D quantum walk on \( \mathbb{Z} \) is a quantum mechanical analog of a classical random walk, with two twists:

- The walker has an internal degree of freedom (called “spin”) that influences her probability of hopping to the left or to the right.
- The walker may exist as a superposition of pure states, rather than being fully localized.

The relevant state space is \( \mathcal{H}_{QW} = \ell^2(\mathbb{Z}) \otimes \mathbb{C}^2 \); the \( \ell^2(\mathbb{Z}) \) component captures the spatial position of the walker, while the \( \mathbb{C}^2 \) variable captures her spin. We will denote the pure states as \( \delta_n^\pm = \delta_n \otimes e_\pm \), where \( \{e_+, e_-\} \) denotes the usual basis of \( \mathbb{C}^2 \). Each quantum coin is then a superposition of two “classical coins”, so the quantum walk is parameterized by a sequence of 2 \( \times \) 2 unitaries:

\[
Q_n = \begin{bmatrix} q_{11}^{n} & q_{12}^{n} \\ q_{21}^{n} & q_{22}^{n} \end{bmatrix}.
\]

As time advances one unit forward, the quantum walk update rule acts as follows on pure states:

\[
U \delta_n^+ = q_{11}^{n} \delta_{n+1}^+ + q_{21}^{n} \delta_{n-1}^-
\]

\[
U \delta_n^- = q_{12}^{n} \delta_{n+1}^- + q_{22}^{n} \delta_{n-1}^+.
\]

Due to a seminal paper of Cantero, Grünbaum, Moral, and Velázquez, we know that the unitary update rule \( U \) is unitarily equivalent to a CMV matrix [6]. Thus, any and all tools relevant to the study of CMV matrices enter the game and can be used to study 1D quantum walks.

Most of the results from the previous sections have CMV analogs (and hence analogs for quantum walks as well) – however, owing to the more complicated structure of the CMV matrix compared to a Schrödinger operator, the proofs are generally more involved; see, e.g., [25, 26, 44].
However, there is one notable exception to the previous remark: it is not yet known that CMV matrices having pure point spectrum are dense in the space of all limit-periodic CMV matrices. To spell things out more carefully, the Kunz–Souillard approach to localization is an essential ingredient in the arguments that proved Theorem 7.1. However, there is not a satisfactory version of the Kunz–Souillard localization proof for the CMV operators. In addition, to the best of our knowledge, no one has worked out an analog of Pöschel’s KAM scheme in the CMV setting. We would regard resolutions to either of these issues as very interesting results.

9.4. Multidimensional Discrete Operators. Given a bounded potential $V : \mathbb{Z}^d \to \mathbb{R}$, the discrete Schrödinger operator $H_V$ acts in $\ell^2(\mathbb{Z}^d)$ via

$$[H_V u]_n = V_n u_n + \sum_{\|m-n\|_1=1} u_m.$$ 

Given $p = (p_1, p_2, \ldots, p_d) \in \mathbb{Z}_+^d$, we say that a potential $V$ is $p$-periodic if $V_{n+p_j e_j} = V_n$ for all $n \in \mathbb{Z}^d$ and all $1 \leq j \leq d$.

**Theorem 9.5.** Suppose $d \geq 2$. For all $p = (p_1, p_2, \ldots, p_d) \in \mathbb{Z}_+^d$, there is a constant $C = C_p > 0$ such that the following holds true.

- If $V : \mathbb{Z}^d \to \mathbb{R}$ is $p$-periodic and $\|V\|_\infty \leq C$, then $\sigma(H_V)$ consists of at most two connected components.
- If at least one entry of $p$ is odd, $V$ is $p$-periodic, and $\|V\|_\infty \leq C$, then $\sigma(H_V)$ consists of a single interval.

Theorem 9.5 was proved first in the special case $d = 2$ when $\gcd(p_1, p_2) = 1$ by Krüger [36] (note that at least one of $p_1$ and $p_2$ must be odd in this case). This was generalized to all periods in $d = 2$ by Embree and Fillman [22] and to all $d \geq 2$ by Han and Jitomirskaya [30]. One should view this result as a discrete analog of the Bethe–Sommerfeld conjecture:

**Theorem 9.6.** If $V : \mathbb{R}^d \to \mathbb{R}$ is periodic, then $\sigma(-\nabla^2 + V)$ has only finitely many gaps.

Theorem 9.6 has a rich history with contributions from many authors, including (but certainly not limited to) [31, 32, 52, 62, 63, 64, 69] and culminating in the paper of Parnovskii [45].

As a consequence of Theorem 9.5 one can show that small limit-periodic operators in $\ell^2(\mathbb{Z}^d)$ for $d \geq 2$ also will have spectra comprising only one or two intervals.

**Corollary 9.7.** Let $d \geq 2$ and $p_n \in \mathbb{Z}_+^d$ be such that the $j$th coordinate of $p_n$ divides the $j$th coordinate of $p_{n+1}$ for all $1 \leq j \leq d$ and all $n \in \mathbb{Z}_+$. Then, there exists a sequence $\delta_n > 0$ with the following property: if $V_n$ is $p_n$-periodic and $\|V_n\|_\infty \leq \delta_n$ for each $n$, then the limit-periodic potential $V_{lp} = \sum_{n=1}^{\infty} V_n$ is such that $\sigma(H_{V_{lp}})$ consists of at most two connected components. If at least one component of $p_n$ is odd for every $n \in \mathbb{Z}_+$, then $\sigma(H_{V_{lp}})$ is a single interval.

In particular, it is substantially harder to produce Cantor spectrum in higher dimensions than in dimension one.

10. Open Problems

In this section we describe a number of open problems that are suggested by the existing results. Our first set of questions can be summarized by asking whether or not any limit-periodic operator ever experiences any sort of phase transition. Concretely, whenever a result is known about a limit-periodic potential $V$, it is known that the spectral type of $H_V$ is pure. Thus far, any results
that give information about the hull of \( V \) show that the spectral type is constant on the hull of \( V \). Finally, whenever one is able to prove a result about the one-parameter family \( \{ \Delta + \lambda V \}_{\lambda > 0} \), the spectral type of \( H_{\lambda V} \) does not vary with \( \lambda > 0 \). This leads us to our first three questions:

**Question 10.1.** Is the spectral type of a limit-periodic operator always pure?

**Question 10.2.** Does the spectral type ever change as one passes to other elements of the hull?

**Question 10.3.** Considering a limit-periodic Schrödinger operator and replacing the potential by a non-trivial multiple of it (i.e., by varying the coupling constant), can the spectral type ever change?

**Question 10.4.** We know that the occurrence of Cantor spectra is a generic phenomenon in the limit-periodic universe. What about the failure of Cantor spectrum? We know that it is possible (certainly for periodic cases, but also for non-periodic cases due to Pöschel’s work [53]). Is it a dense phenomenon among the non-periodic limit-periodic cases?

Let us discuss the general questions above, and others, in specific settings:

**Question 10.5.** Suppose \( V \) is limit-periodic and \( \sigma_{ac}(H_V) \neq \emptyset \).

1. Is it true that \( H_V \) has purely a.c. spectrum?
2. Is it true that \( H_{\lambda V} \) has purely a.c. spectrum for all \( \lambda \)?
3. Is it true that \( H_W \) has purely a.c. spectrum for all \( W \in \text{hull}(V) \)?

**Question 10.6.** Consider a limit-periodic Schrödinger operator with pure point spectrum that arises via the generalized Kunz-Souillard approach presented in Section 7. Pass to a different element of the hull and/or vary the coupling constant. Does the spectral type remain pure point?

**Question 10.7.** In the setting of the previous problem (limit-periodic operators obtained via the generalized Kunz-Souillard approach), can one show that the eigenfunctions cannot decay exponentially? In other words, can one show that the Lyapunov exponent vanishes throughout the spectrum? This would be a new phenomenon within the class of ergodic Schrödinger operators: eigenvalues inside the set of energies where the Lyapunov exponent vanishes.

**Question 10.8.** Consider a limit-periodic Schrödinger operator with pure point spectrum that arises via the Pöschel approach presented in Section 7. Recall that this puts us in the regime of large potentials. Vary the coupling constant, and consider in particular the case where it is chosen to be small. Does the spectral type remain pure point? Does it remain constant across the hull? If so, is this due to the persistence of uniform localization?

**Question 10.9.** In the general Pöschel approach, can one find additional examples that display a variety of features? Pöschel provided two examples in [53], showing that the spectrum can be a Cantor set or it can have no gaps at all. What about other sets (sets with finitely many gaps; sets that are non-trivial unions of Cantor sets and finite unions of non-degenerate intervals; sets that are Cantorvals)?

Speaking of the Pöschel and Kunz-Souillard approaches, it would be interesting to work out their analogs for CMV matrices.

**Question 10.10.** Can the approach to limit-periodic Schrödinger operators from Pöschel’s paper [53] be carried over to CMV matrices?

**Question 10.11.** Can the Kunz-Souillard approach to random Schrödinger operators from [38] be carried over to CMV matrices? If so, is there an extension of it analogous to [18], which then has similar consequences for almost-periodic CMV matrices?
APPENDIX A. PROFINITE GROUPS

Since the hull of a limit-periodic potential is a totally disconnected group, we will discuss some characteristics of totally disconnected groups. The goal of the appendix is to provide a short, self-contained proof of two results: that compact totally disconnected groups are profinite and that monothetic Cantor groups are procyclic. Let us recall that a topological group is a Hausdorff topological space $G$ that is endowed with a group structure in such a way that the group operations (composition and inversion) are both continuous. For thorough treatments of totally disconnected groups, see [57, 70].

A.1. Inverse Limits.

**Definition.** A partial order on a set $I$ is a binary relation $\leq$ with the following properties:

1. $i \leq i$ for every $i \in I$.
2. $i = j$ whenever $i \leq j$ and $j \leq i$.
3. $i \leq k$ whenever $i \leq j$ and $j \leq k$.

Given a nonempty set $I$ equipped with a partial order $\leq$, an inverse system of topological groups over $(I, \leq)$ is an ordered pair $((G_i), (\varphi_j^i))$, in which $G_i$ is a topological group for each $i \in I$ and $\varphi_j^i : G_j \to G_i$ is a continuous homomorphism whenever $i \leq j$ such that

1. $\varphi_i^i = \text{id}_{G_i}$ for all $i \in I$
2. The $\varphi$'s are compatible in the sense that $\varphi_j^i \circ \varphi_j^k = \varphi_k^i$ whenever $i \leq j \leq k$. Equivalently, the following diagram commutes for every triple $i, j, k \in I$ for which $i \leq j \leq k$:

\[
\begin{array}{ccc}
G_k & \xrightarrow{\varphi_k^i} & G_i \\
\downarrow{\varphi_j^k} & & \downarrow{\varphi_j^i} \\
G_j & & \\
\end{array}
\]

An inverse limit (or projective limit) of an inverse system is a group $G$ together with continuous homomorphisms $\psi_i : G \to G_i$ with the following properties:

1. The maps $\psi_i$ are compatible with the $\varphi$'s in the sense that $\varphi_j^i \circ \psi_j = \psi_i$ whenever $i \leq j$, i.e., the following diagram commutes:

\[
\begin{array}{ccc}
G & \xrightarrow{\psi_j} & G_j \\
\downarrow{\psi_i} & & \downarrow{\varphi_j^i} \\
G_i & & \\
\end{array}
\]

2. The pair $(G, (\psi_i))$ is minimal with respect to property (1) in the following sense: if $G'$ and $\psi'_i$ are a group and a family of morphisms with $\varphi_j^i \circ \psi'_j = \psi'_i$ whenever $i \leq j$, then there exists a unique continuous homomorphism $\theta : G' \to G$ such that $\psi'_i = \psi_i \circ \theta$ for every $i \in I$. Pictorially, the induced map $\theta$ is such that the following diagram commutes:

\[
\begin{array}{ccc}
G' & \xrightarrow{\theta} & G \\
\downarrow{\psi'_j} & & \downarrow{\psi_j} \\
G_j & & \xrightarrow{\varphi_j^i} G_i \\
\end{array}
\]
**Theorem A.1.** Any inverse system of topological groups has an inverse limit which is unique up to isomorphism.

**Proof.** Put

\[(A.1) \quad G = \left\{ (g_i)_{i \in I} : \varphi^j_i(g_j) = g_i \text{ whenever } i \preceq j \right\} \subseteq \prod_{i \in I} G_i,\]

and let \(\psi_i : G \to G_i\) denote projection onto the \(i\)th coordinate. A simple diagram chase shows that \((G, \psi_i)\) satisfies the definition of an inverse limit. If \(G_0\) is another inverse limit, then the \(\theta\)’s guaranteed by the universal mapping property furnish isomorphisms between \(G\) and \(G_0\). \(\square\)

We denote the inverse limit of the inverse system \(((G_i), (\varphi^j_i))\) by

\[G = \varprojlim G_i = \varprojlim (G_i, \varphi^j_i),\]

and we typically use the first notation, even though \(G\) clearly depends on the maps \(\varphi^j_i\).

**Remark A.2.** Of course, we have described the construction of the categorical inverse limit in the category whose objects are topological groups and whose morphisms are continuous homomorphisms. One could just as well speak of the inverse limit of rings, modules over a PID, or topological spaces, for example, but we will not have any need for more general inverse limits.

**Example A.3.** Let \(I\) be any nonempty set, and equip \(I\) with the trivial partial order where \(\alpha \prec \alpha\) for any \(\alpha \in I\) and \(\alpha \neq \beta\) for every \(\alpha \neq \beta\). Then, one can verify that \(\varprojlim G_i = \prod_{i \in I} G_i\); note that there is no need to specify maps \(\varphi^j_i\) in this case.

Given a prime \(p \in \mathbb{Z}_+\), the additive group of \(p\)-adic integers is defined to be the set of formal sums:

\[\mathbb{J}_p = \left\{ \sum_{j=0}^{\infty} a_j p^j : a_j \in \{0, 1, \ldots, p-1\} \right\},\]

where the group operation is given by “adding with carrying.” One can realize \(\mathbb{J}_p\) as an inverse limit of cyclic groups. To see this, let \(I = \mathbb{Z}_+\) with the usual order, and let \(G_k = \mathbb{Z}_{p^k}\) for \(k \in \mathbb{Z}_+\). Define

\[\varphi^k (n + p^j \mathbb{Z}) = n + p^k \mathbb{Z}\]

whenever \(k \leq \ell\). The inverse limit of this inverse system is canonically isomorphic to \(\mathbb{J}_p\). Specifically, if we define \(\psi_k : \mathbb{J}_p \to \mathbb{Z}_{p^k}\) by

\[\psi_k \left( \sum_{j=0}^{\infty} a_j p^j \right) = \left( \sum_{j=0}^{k-1} a_j p^j \right) + p^k \mathbb{Z},\]

one can check that \(\mathbb{J}_p\) together with this family of maps satisfies the definition of an inverse limit.

**Definition.** We say that a group \(G\) is *profinite* if it can be written as the inverse limit of an inverse system of finite groups and *procyclic* if it can be written as the inverse limit of an inverse system of cyclic groups.

**Proposition A.4.** The inverse limit of a family of compact totally disconnected groups is itself compact and totally disconnected. In particular, profinite groups are compact, Hausdorff, and totally disconnected.
Proof. The product of compact spaces is compact by Tychonoff’s theorem. It is straightforward to check that $G$ defined in (A.1) is closed with respect to the product topology, and hence compact. Since products and subspaces of totally disconnected (respectively Hausdorff) spaces are totally disconnected (respectively Hausdorff), the proposition follows. □

The remainder of the appendix will focus on the converse of the preceding proposition; that is, any totally disconnected compact group is profinite. Indeed, such a group may be naturally identified with its so-called profinite completion.

Definition. Let $G$ be a topological group, and consider the index set

$$I = \mathcal{N} := \{ N \subseteq G : N \text{ is an open normal subgroup of } G \},$$

partially ordered by reverse inclusion (i.e., $H \preceq K$ if and only if $H \supseteq K$). For $H \supseteq K$, define $\varphi^K_H : G/K \to G/H$ denote the natural projection, i.e.,

$$\varphi^K_H(gK) = gH.$$ 

The inverse limit of this system is called the profinite completion of $G$, denoted

$$\hat{G} = \varprojlim G/H.$$ 

There is a canonical map $\rho : G \to \hat{G}$ given by

$$(A.2) \quad \rho(g) = (gN)_{N \in \mathcal{N}} \in \prod_{N \in \mathcal{N}} G/N.$$ 

Notice that $\hat{G}$ may be trivial, and hence, $\rho$ need not be injective. For example, the only open subgroup of $\mathbb{T}$ is $\mathbb{T}$ itself, so the profinite completion of $\mathbb{T}$ is trivial.

Theorem A.5. A compact topological group $G$ is profinite if and only if it is totally disconnected. Indeed, any compact totally disconnected group is isomorphic to its profinite completion.

To prove this, we need a pair of preliminary results.

Proposition A.6. Any totally disconnected compact Hausdorff space is of topological dimension zero in the sense that its topology enjoys a neighborhood basis consisting of compact open sets.

Proof. Suppose $X$ is a totally disconnected compact Hausdorff space, let $x \in X$ be given, and denote by $C = C(x)$ the intersection of all compact open sets containing $x$; notice that $C$ is necessarily closed, but it need not be open. First, we claim that $C = \{x\}$. If not, then total disconnectedness of $X$ implies that $C$ is disconnected, so it can be written as a disjoint union

$$C = A \cup B,$$

where $A$ and $B$ are disjoint, nonempty, closed subsets of $C$. Since $C$ is a closed subset of $X$, both $A$ and $B$ are closed subsets of $X$ as well. Since $X$ is compact and Hausdorff, we may choose disjoint open sets $U, V \subseteq X$ with $A \subseteq U$ and $B \subseteq V$. Since $C \subseteq U \cup V$, the complements of the compact open sets containing $x$ comprise an open cover of $X \setminus (U \cup V)$, so, by using compactness to reduce to a finite subcover, we see that there are finitely many compact open sets $C_1, \ldots, C_n$ containing $x$ such that

$$P := \bigcap_{j=1}^n C_j \subseteq U \cup V.$$ 

Of course, $P$ is itself compact and open. Notice that

$$P \cap U \subseteq P \cap \overline{U} = (U \cup V) \cap P \cap \overline{U} = P \cap U.$$ 

Consequently, $P \cap U$ is compact, open, and contains no points of $B$. However, this contradicts the definition of $C$. Thus, $C(x) = \{x\}$. 

Now, given an open set \( V \subseteq X \) containing \( x \), \( C = \{ x \} \) implies that the complements of the compact open sets containing \( x \) comprise an open cover of \( X \setminus V \). In particular, we may choose a finite collection \( K_1, \ldots, K_n \) of compact open subsets of \( X \) with
\[
x \in \bigcap_{j=1}^{n} K_j \subseteq V.
\]
As the intersection of finitely many compact open sets is itself compact and open, the proposition follows. \( \Box \)

**Proposition A.7.** Suppose \( G \) is a totally disconnected compact group. Then the collection
\[
N = \{ N \subseteq G : N \text{ is an open normal subgroup of } G \}
\]
is a neighborhood basis for the topology of \( G \) at the identity, \( e \). In particular,
\[
(A.3) \quad \bigcap_{N \in \mathcal{N}} N = \{ e \}.
\]

**Proof.** By Proposition [A.6] it suffices to prove that any compact open set containing \( e \) contains an open normal subgroup of \( G \). To that end, suppose that \( K \ni e \) is compact and open.

**Claim.** There is a symmetric neighborhood \( V \) of \( e \) for which \( K \cdot V \subseteq K \).

For each \( g \in K \), openness of \( K \) and continuity of multiplication in \( G \) implies that there exists an open set \( U = U_g \) containing \( e \) with \( U_g^2 \subseteq g^{-1} \cdot K \). Here, we denote
\[
U^2 = \{ uv : u \in U \text{ and } v \in U \}.
\]
By replacing \( U \) with \( U \cap U^{-1} \) we may assume without loss of generality that \( U_g = U_g^{-1} \) for each \( g \). Since \( K \) is compact, one has
\[
K \subseteq \bigcup_{j=1}^{m} (g_j \cdot U_{g_j})
\]
for some finite collection \( g_1, \ldots, g_m \in K \). The open set \( V = \bigcap_{j=1}^{m} U_{g_j} \) is a symmetric neighborhood of the identity with \( VK \subseteq K \).

Let us see how the proposition follows from the claim. Since \( V \) is symmetric, the subgroup it generates is given by
\[
N = \bigcup_{n=1}^{\infty} V^n.
\]
Since \( V \) is open, \( N \) is clearly open. Moreover, \( K \cdot V \subseteq K \) implies that \( N \subseteq K \). By compactness, \( N \) has finite index and hence there are only finitely many subgroups of \( G \) conjugate to \( N \). The intersection of these (finitely many) conjugate subgroups is an open normal subgroup of \( G \) contained in \( K \). \( \Box \)

**Sketch of Proof of Theorem A.5.** Let \( G \) be a totally disconnected compact group and let \( \rho : G \to \hat{G} \) be the homomorphism defined in \( [A.2] \).

**Step 1.** The image of \( \rho \) is dense in \( \hat{G} \).

Suppose \( U \subseteq \hat{G} \) is open and nonempty. Without loss, we may assume that \( U \) is of the form
\[
U = \hat{G} \cap \left( \prod_{N \in \mathcal{N}} U_N \right),
\]
where $U_N = G/N$ for all but finitely many $N \in \mathcal{N}$. If $N_1, \ldots, N_k$ denote the exceptional elements of $\mathcal{N}$, put

$$\bar{N} = \bigcap_{j=1}^{k} N_j$$

and choose $(g_N \cdot N)_{N \in \mathcal{N}} \in U$. By the compatibility conditions, $g_{\bar{N}} N_j = g_{N_j} N_j$ for each $1 \leq j \leq k$, whence $\rho(g_{\bar{N}}) \in U$.

**Step 2.** $\rho$ is surjective.

By Step 1, the image of $\rho$ is dense. On the other hand, it must be closed by compactness of $G$ and continuity of $\rho$.

**Step 3.** $\rho$ is injective. This is immediate from (A.3).

Thus, $\rho$ is a continuous bijective homomorphism. To see that $\rho^{-1}$ is continuous, simply apply the Open Mapping Theorem (see, e.g., [42, Theorem 3, Chapter 1]).

**Corollary A.8.** A compact monothetic totally disconnected group is procyclic.

**Proof.** Suppose $G$ is compact, monothetic and totally disconnected. Let $\alpha$ denote a generator of a dense cyclic subgroup. If $N$ is any open subgroup of $G$, then $G/N$ is cyclic – indeed, the coset $\alpha + N$ can be seen to generate $G/N$ by minimality. Since $G$ is isomorphic to the inverse limit of such quotients by Theorem [A.5] $G$ is procyclic.
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