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Abstract—Safety is a critical feature of controller design for physical systems. When designing control policies, several approaches to guarantee this aspect of autonomy have been proposed, such as robust controllers or control barrier functions. However, these solutions strongly rely on the model of the system being available to the designer. As a parallel development, reinforcement learning provides model-agnostic control solutions but in general, it lacks the theoretical guarantees required for safety. Recent advances show that under mild conditions, control policies can be learned via reinforcement learning, which can be guaranteed to be safe by imposing these requirements as constraints of an optimization problem. However, to transfer from learning safety to learning safely, there are two hurdles that need to be overcome: (i) it has to be possible to learn the policy without having to re-initialize the system; and (ii) the rollouts of the system need to be in themselves safe. In this paper, we tackle the first issue, proposing an algorithm capable of operating in the continuing task setting without the need of restarts. We evaluate our approach in a numerical example, which shows the capabilities of the proposed approach in learning safe policies via safe exploration.

I. INTRODUCTION

Safety is a fundamental requirement of systems design needed to guarantee proper operation, but also the integrity of the environment in which they operate. While its exact definition is application-dependent, it typically arises as constraints on the states in which the underlying dynamical system can be. For power systems this can be voltage/current limitations \cite{1} and for robotic systems, be it single- or multi-agent, some form of collision avoidance \cite{2}. Several control techniques have been put forward in order to satisfy these constraints, such control barrier functions \cite{3}, artificial potentials \cite{4}, or explicit state constraints, as in the context of model predictive control (MPC) \cite{5}. Yet, these techniques rely on prior knowledge of the underlying dynamical system. Without such a model, guaranteeing that a policy or control law is safe becomes considerably more challenging, especially for stochastic systems.

Reinforcement learning (RL) has become a popular solution to the problem of obtaining model-free policies for systems expressible in terms of Markov decision processes (MDPs) \cite{6}. MDPs are stochastic control processes used ubiquitously to study control problems \cite{7}, robotic \cite{8}, and financial systems \cite{9}. RL enables policies to be learned by sampling trajectories rather than having direct access to the underlying MDP \cite{6}. While effective, it provides no guarantee that the learned policy is safe \cite{10}--\cite{12}. A common approach to deal with this problem is to explicitly incorporate constraints to the RL formulation \cite{13}--\cite{17}. Recently, it was proven that this technique results in policies that are guaranteed to be safe and can be obtained using primal-dual algorithms \cite{18}, \cite{19}.

The current guarantees offered by constrained RL methods, however, have two limitations that hinder their use in critical applications. First, it requires the system to be reinitialized after each rollout \cite{20}. While this is not an issue in the lab, real-world systems often cannot be reset safely. What is more, when deployed to live, production systems, these resets can cause costly disruptions. Enabling constrained RL for continuing tasks is therefore paramount to achieve safety. Second, while constrained RL addresses the issue of learning safe policies, it does not guarantee that the policies are themselves learned safely, a problem often known as safe exploration \cite{21}.

This work provides guarantees for the first limitation, i.e., it develops the theoretical underpinnings necessary to enable constrained RL for continuing tasks. To do so, we leverage recent results on the strong duality of constrained RL problems in the policy space to learn in the dual domain \cite{18}. That is, we pose the constrained RL problem as a sequence of unconstrained ones. Further, we formulate safety in a manner amenable to the constrained RL framework. More specifically, we define safety as a guarantee on the probability of remaining in the safe set at all times. An ergodic relaxation of this definition is then used, which can be used to match the safety level of the optimal definition \cite{19}. We then derive the main contribution of this paper which is to show that, under standard conditions, primal and dual gradients provide ascent and descent directions, despite the fact that the system is not reinitialized. These results show that primal-dual approaches can potentially be used to solve constrained RL problems with continuing tasks. Additionally, strong duality also provides an equivalence between regularized and constrained formulations. Explicitly, for each value of the regularization parameters (dual variables) corresponds a safety level of the optimal policy. We exploit this fact during simulations to encourage safe rollouts, converging to the optimal solution by navigating the interior of the feasible set. We illustrate the effectiveness of this approach in an obstacle-ridden navigation example. These preliminary results point towards the possibility of using online approaches not only to learn safety but also to learn safely. Due to space constraints, obtaining guarantees for this latter procedure is the focus of future work.
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II. PROBLEM FORMULATION

In this work we consider a stochastic optimal control problem under safety constraints and we assume that the model is unknown in situations where restarting the system is not possible or it is so rare that it is not possible to rely on it. Formally, let $S$ and $A$ be compact sets describing the states and actions of the agent, respectively. We consider a random controller—or policy—defined as a distribution $\pi_\theta(a|s)$ from which the agent draws actions $a \in A$ when in state $s \in S$. We restrict our controllers parametrized by a vector $\theta \in \mathbb{R}^d$. The action selected by the agent drives it to another state according to the transition dynamics of the system defined by the conditional probability $P_{s_t \rightarrow s_{t+1}}(s) := P(s_{t+1} = s | s_t, a_t)$, for time $t \in \mathbb{N}$, $s_t, s_{t+1} \in S$, and $a_t \in A$. This process is assumed to satisfy the Markov property $P(s_{t+1} = s | (s_u, a_u), \forall u \leq t) = P(s_{t+1} = s | s_t, a_t)$, hence it is denoted as a Markov Decision Process (MDP).

The main concern of this work is to accomplish a task while learning a policy that guarantees safety. To formalize this notion, define a safe set $S_{\text{safe}} \subset S$ in which the agent is required to remain. Then, we define safety as a probabilistic extension of control invariant sets [22].

Definition 1. We say a policy $\pi_\theta$ is $(1 - \delta)$-safe for the set $S_{\text{safe}} \subset S$ if $P \left( \bigcap_{t \geq 0} \{s_t \in S_{\text{safe}} \} | \pi_\theta, s_0 \right) \geq 1 - \delta$.

In other words, a policy is safe if the trajectories it generates remain within the safe set $S_{\text{safe}}$ with high probability. In addition to guaranteeing safety in general, the system is required to complete a mission that is related to a cost or reward. Each action selected by the agent results in a reward $r : S \times A \rightarrow \mathbb{R}$ that informs it of the quality of the decision. As such, the goal of the agent is to find a parametrization $\theta$ of the policy that maximizes the value function of the MDP, i.e., the expected value of the discounted cumulative rewards obtained along a trajectory

$$V_{s_0}(\theta) = \mathbb{E}_{a \sim \pi_\theta(a|s)} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) | s_0 \right], \quad (1)$$

where $s$ and $a$ represent the trajectory of the system and $\gamma \in (0, 1)$ is the discount factor, which defines how myopic the agent is. Thus, we can pose the following constrained safety problem by combining the objective function (1) with Definition 1. Namely,

$$\begin{align*}
\text{maximize } & \mathbb{E}_{a \sim \pi_\theta(a|s)} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) | s_0 \right] \\
\text{subject to } & P \left( \bigcap_{t=0}^{\infty} \{s_t \in S_{\text{safe}} \} | \pi_\theta, s_0 \right) \geq 1 - \delta. 
\end{align*} \quad (2)$$

Maximizing functions of the form (1) is a well studied problem and can be done by updating the parameters of the policy using stochastic estimates of the gradient of $V_{s_0}(\theta)$. However, guaranteeing that the policy satisfies the requirement of Definition 1 as posed by the optimization problem (2) is a longstanding question in situations where the transition probabilities are unknown. This prevents us from establishing relationships between the parameters of the policy and the probability of remaining in a given set. A second challenge in solving this problem arises in its nonconvexity. Even if the transition probabilities were to be known, for the most common parameterizations of policies (neural networks for instance), the problem of maximizing (1) while guaranteeing safety as per Definition 1 is a constrained nonconvex problem. To overcome the first difficulty several relaxations can be proposed. One can, for instance, regularize the objective in (2) by adding a penalty every time an unsafe set is visited [23]. This approach however, lacks the guarantees of whether the end policy is safe or not. Another possibility is to relax the safety constraints for average constraints [19]. We exploit this idea in Section III which allows us to guarantee that the policies learned are safe. Despite the relaxation, the problem still remains nonconvex and constrained. We propose therefore to solve the dual problem, as despite their nonconvexity, certain forms of constrained reinforcement learning problems have zero (or small) duality gap [18], thus motivating a dual approach. In particular, the relaxation used in Section III yields one such problem. Due to the aforementioned strong duality result, in the case of systems with restarts, we can solve the problem using a stochastic primal-dual algorithm. However, in continuing tasks (without restarts), to be able to compute gradients one typically considers undiscounted problems and assumes stationarity of the MDP for every policy [6, Chapter 13.6]. The latter is a strong assumption and the former is in fact modifying the problem of interest in the sense that it ignores the transient behaviors of the system. In this work, we do away with these assumptions, analyzing the problem in its most general form and showing that primal-dual approaches can also be used to solve continuing task reinforcement learning problems.

III. CONSTRAINED REINFORCEMENT LEARNING FOR SAFETY

Going back to the formulation (2), if the transition probabilities of the system were to be known, the problem could be solved by directly imposing constraints on the probabilities, using for instance MPC [24]. However, this is not the scenario in RL problems, where the transition probabilities can only be evaluated through experience. Hence, although the safety probabilities in (2) can be estimated, there is no straightforward way to optimize $\pi_\theta$ with respect to them. To overcome this difficulty, we relax the chance constraints in (2) in the form of the cumulative costs as in (1). Explicitly, we formulate the following constrained reinforcement learning problem

$$P_{\theta}^* \triangleq \max_{\theta \in \mathbb{R}^d} V_{s_0}(\theta) \quad (3)$$

subject to $U_{s_0}(\theta) \triangleq \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t 1 \{s_t \in S_{\text{safe}}\} | \pi_\theta, s_0 \right] \geq c$

where $V_{s_0}(\theta)$ is the value function defined in (1) and $c$ is the appropriate level that guarantees that the resulting policy is
safe according to Definition [1]. An explicit characterization of such value is given by the following proposition.

**Proposition 1.** Suppose there exist parameters \( \tilde{\theta} \) and time horizons \( T \) such that the policy \( \pi_{\tilde{\theta}} \) is \( (1 - \gamma^T (1 - \gamma) \delta) \)-safe for the set \( S_{\delta_{safe}} \). Then, problem (3) with \( c = (1 - \delta (1 - \gamma^T (1 - \gamma))) / (1 - \gamma) \) is feasible and its solution is \( (1 - \delta) \)-safe for the set \( S_{\delta_{safe}} \) up to time \( T \).

**Proof.** See [19].

The intuition of the previous result is that policies computed solving (3) are safe for an arbitrarily long window \( t \leq T \), assumed to exist in Proposition [1]. Naturally, arbitrarily safe policies must exist for this to hold and Proposition [1] quantifies the trade-off between safety level and safety horizon in terms of the value function discount factor \( \gamma \). Proposition [1] establishes that the safety level of the policies can be preserved as long as safe enough parametric policies exist. Moreover, the value \( c \) required in the formulation (3) can be computed based on the desired safety level \( \delta \) and the desired safety horizon \( T \).

Having reformulated the problem of interest using a constrained reinforcement learning approach, we set focus in solving it. Notice that this problem is still nonconvex and constrained. However, despite their nonconvexity problems of the form (3) have zero duality gap [18] and therefore we can solve them in the dual domain. To do so, let us define the Lagrangian associated to (3) as the following

\[
L(\theta, \lambda) = V_{s_0}(\theta) + \lambda (U_{s_0}(\theta) - c),
\]

where \( \lambda \in \mathbb{R}_+ \) is the Lagrange multiplier associated to the safety constraint. A possible approach to solve problem (3) is to perform primal-dual updates with properly selected step sizes [25]. The primal variable is updated by following the gradient of the Lagrangian with respect to the parameterization \( \theta \). Namely,

\[
\theta_{k+1} = \theta_k + \eta_0 \nabla_\theta L(\theta_k, \lambda_k) = \theta_k + \eta_0 (\nabla_\theta V_{s_0}(\theta_k) + \lambda \nabla_\theta U_{s_0}(\theta_k)).
\]

And the Lagrange multipliers are in turn updated in the descent direction by the following expression

\[
\lambda_{k+1} = [\lambda_k - \eta_\lambda \nabla_\lambda L(\theta_k, \lambda_k)]_+ = [\lambda_k - \eta_\lambda (U_{s_0}(\theta_k) - c)]_+, \tag{6}
\]

where \([ \cdot ]_+\) denotes the projection onto the positive orthant. An important observation from the algorithmic perspective is that by defining the reward

\[
r_{\lambda}(s, a) = r(s, a) + \lambda \mathbb{I}(s \in S_{\delta_{safe}}),
\]

the Lagrangian can be in fact written as

\[
L(\theta, \lambda) = V_{s_0}(\theta) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_{\lambda}(s_t, a_t) \mid \pi_\theta, s_0 \right]. \tag{7}
\]

This allows us to update the policy (cf., (5)) as if we were solving an unconstrained reinforcement learning problem, where the required step is to compute the policy gradient of the value function \( V_{s_0}^{\lambda_0} \). Hence, we can rewrite (5) as

\[
\theta_{k+1} = \theta_k + \eta_0 \nabla_\theta V_{s_0}^{\lambda_k}(\theta_k).
\]

Using the celebrated policy gradient theorem [20], we can write the previous gradient as

\[
\nabla_\theta V_{s_0}^{\lambda_k}(\theta) = E_{(s,a) \sim \mu_{s_0}} \left[ Q_{\lambda_k}(s, a) \nabla_\theta \log \pi_\theta(a | s) \mid \pi_\theta, s_0 \right], \tag{8}
\]

where \( \mu_{s_0}(s, a) \) is the following occupancy measure

\[
\mu_{s_0}(s, a) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t p_\pi(s_t = s, a_t = a \mid s_0), \tag{9}
\]

in which for convenience we denote by \( p_\pi \) the probability kernel induced by policy \( \pi \), and

\[
Q_{\theta}^{\lambda_k}(s, a) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r_{\lambda_k}(s_t, a_t) \mid \pi_\theta, s_0 = s, a_0 = a \right].
\]

From (10) it becomes apparent that in order compute unbiased estimates of \( \nabla_\theta V_{s_0}^{\lambda_k}(\theta) \) we are required to sample from the occupancy measure \( \mu_{s_0} \). However, in order to sample from this distribution we must reset the system after each rollout. Similarly, if we want to get an unbiased estimate of \( U_{s_0}(\theta) \) we are required to restart the system since its value depends on the initial condition (cf. (5)). In the case of continuing tasks, where restarts are not possible, after the \( (k + 1) \)-th update of the policy and the multipliers, the system reaches state \( s_k \) and therefore what is available are unbiased estimates of \( \nabla_\theta V_{s_k}^{\lambda_k}(\theta_k) \) and \( U_{s_k}(\theta_k) \).

Overall, the resulting procedure takes the form shown in Algorithm [1]. At time \( k \), the agent advances the system by \( T \sim \text{Geom}(\gamma) \) steps and thus obtains a sample \( s_k \) from the occupancy measure \( \mu_{s_k} \) [26]. Similarly, in order to obtain estimates of \( \nabla_\theta V_{s_k}^{\lambda_k}(\theta_k) \) and \( U_{s_k}(\theta_k) \), the agent can do so by accumulating the rewards \( r(s_t, a_t) \) and constraint satisfaction \( \mathbb{I}(s \in S_{\delta_{safe}}) \) by performing another rollout of \( T \sim \text{Geom}(\gamma) \) time steps. Then, these estimates are used to update both the primal and dual variables. Algorithm [1] notwithstanding, for the cases used in it to be useful towards solving the problem (3), we need to establish that they are primal and dual improvement directions for the Lagrangian (4). This is the subject of the following section.

---

**Algorithm 1 Continuing Task Algorithm**

**Input:** Initial state \( s_0 \), step size \( \eta_0, \eta_\lambda \)

1: **Initialize:** Dual variable \( \lambda_0 \)
2: for \( k = 0, 1, \ldots \)
3: Advance system \( T \sim \text{Geom}(\gamma) \) steps to reach state \( s_k \)
4: Obtain estimates \( \nabla V_{s_k}^{\lambda_k}(\theta_k) \) and \( U_{s_k}(\theta_k) \)
5: Update the policy
6: \( \theta_{k+1} = \theta_k + \eta_0 \nabla_\theta V_{s_k}^{\lambda_k}(\theta_k) \)
7: Update the dual variables
8: \( \lambda_{k+1} = [\lambda_k - \eta_\lambda (U_{s_k}(\theta_k) - c)]_+ \)
9: **end**

---
IV. IMPROVEMENT DIRECTIONS

Contrary to the offline case, we cannot reinitialize the system after each rollout in continuing tasks. This poses an issue since the gradient dynamics in (5), or more specifically, (10) and (6) depend on the value function evaluated for the same initial state $s_0$. However, after the $k$-th update, we can only obtain estimates of $\nabla V_{\lambda_k}^z(\theta_k)$ and $U_{s_k}(\theta_k)$. Intuitively, if these quantities carry enough information about $\nabla V_{\lambda_k}^z(\theta_k)$ and $U_{s_0}(\theta_k)$, then they can still be used to learn a safe policy using the dual procedure put forward in the previous section. In the sequel, we shall establish that the distance is bounded and provide results relating it to Lagrangian (4). To do so, define the discounted occupation measure

$$\rho_z(s) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t p_\pi(s_t = s | s_0 = z).$$

(12)

In contrast to (11), (12) is a measure over only the state space $S$. The main result of this section is collected next.

**Theorem 1.** Define the signed measure $\Delta_{z,z'} = \rho_z - \rho_{z'}$ for $z, z' \in S$ in terms of the occupation measure (12) and let $\|\Delta_{z,z'}\|_{TV}$ be its total variation norm. Then,

$$\langle \nabla V_{\lambda_k}^z(\theta_k), \nabla V_{\lambda_k}^{z'}(\theta_k) \rangle \geq \| \nabla V_{\lambda_k}^z(\theta_k) \| \times$$

$$\left( \| \nabla V_{\lambda_k}^z(\theta_k) \| - 2 \| D_{\lambda_k} \|_{\infty,2} \| \Delta_{s_0,s_k} \|_{TV} \right)$$

(13a)

$$\langle U_{s_k}(\theta_k), U_{s_k}(\theta_k) \rangle \geq U_{s_k}(\theta_k) - 2 \| \Delta_{s_0,s_k} \|_{TV}$$

(13b)

where $D_{\lambda_k} = \int Q_{\lambda_k}(s,a) \nabla_\theta \pi(a | s)dsa$.

(14)

Theorem 1 states that the inner products in (13) are non-negative as long as $\| \Delta_{z,z'} \|_{TV}$ is small for all $z, z' \in S$. In other words, if $\rho_{\lambda_k}$ is a similar to $\rho_{\lambda_0}$, then $\nabla V_{\lambda_k}^z(\theta_k)$ and $U_{s_k}(\theta_k)$ are positively correlated with $\nabla V_{\lambda_k}^{z'}(\theta_k)$ and $U_{s_k}(\theta_k)$. Thus, they are ascent directions of $V_{\lambda_k}$ and $U_{s_k}$ and can be used in the primal-dual policy update in (5)–(6). However, the different occupation measures must be depended essentially on how “good” the current policy is. When far from the optimum, the value of $\| \nabla V_{\lambda_k}^z(\theta_k) \|$ and $\| \Delta_{s_0,s_k} \|_{TV}$ is large and the occupation measures obtained from different starting points can be quite different. On the other hand, as we approach an optimal (safe) policy, we require increasingly precise estimates of the gradient to continue making progress, i.e., the value of $\| \Delta_{s_0,s_k} \|_{TV}$ must be considerably smaller. We show later that this distance can be controlled by the discount factor $\gamma$ and provide results relating it to certain mixing properties of the underlying MDP.

**Proof.** The proof of Theorem 1 stems from the next lemma.

**Lemma 1.** Let $H^2 = \| \int R(s)p_\pi(s)ds \|^2$ for some function $R(s) : S \to \mathbb{R}^d$ and occupation measure as (12). Then,

$$q = \int R^T(s)p_\pi(s)\rho_z(s)\rho_{z'}(s')dsds' \geq H \left( H - 2 \| R \|_{\infty,2} \| \Delta_{z,z'} \|_{TV} \right).$$

(15)

**Proof.** Notice that (15) can be rearranged to read

$$q = H^2 + \left[ \int R(s)p_\pi(s)ds \right]^T \left[ \int R(s')\Delta_{z,z}(s')ds' \right],$$

which can be bounded using Cauchy-Schwartz as

$$q \geq H^2 - H \left\| \int R(s')\Delta_{z,z}(s')ds' \right\|.$$  

(16)

We bound the remaining norm in (16) using Hölder’s inequality. Explicitly,

$$\left\| \int R(s')\Delta_{z,z}(s')ds' \right\| \leq \left[ \sum_{i=1}^{d} \sup_{s \in S} |R(s)|_i^2 \left( |\Delta_{z,z}|_1 \right)^2 \right]^{\frac{1}{2}} \leq \|R\|_{\infty,2} \|\Delta_{z,z}\|_1.$$  

(17)

Combining this bound with (16) and using the fact that $\|\Delta\|_1 = 2 \|\Delta\|_{TV}$ (see, e.g., [27]) yields (15). Q.E.D.

To see this is the case, notice that the transition probability in the occupancy measure (11) separates as in

$$p_\pi(s_t = s, a_t = a | s_0) = p_\pi(s_t = s | a_t = a, s_0)\pi(a_t = a | s_t = s, s_0) = p_\pi(s_t = s | s_0)\pi(a_t = a | s_t = s),$$

where we used the Markovian property and the fact that the action depends only on the current state. Using this identity in (5) and (10), the gradient $\nabla V_{\lambda_k}^z(\theta)$ and the constraint value function $U_{\lambda_k}(\theta)$ can then be written as

$$\nabla_\theta V_{\lambda_k}^z(\theta) = \int D_{\lambda_k}(s)\rho_z(s)ds \quad (17)$$

$$U_{\lambda_k}(\theta) = \int \mathbb{1}(s \in S)\rho_z(s)ds \quad (18)$$

for any initial state $z \in S$ and $D_{\lambda_k}$ defined as in (14). Hence, the inner products in (13) can be expanded as

$$\left\langle \nabla V_{\lambda_k}^z(\theta), \nabla V_{\lambda_k}^{z'}(\theta) \right\rangle = \int D_{\lambda_k}(s)D_{\lambda_k}(s')\rho_z(s)\rho_{z'}(s')dsds'$$

$$\left\langle U_{\lambda_k}(\theta), U_{\lambda_k}(\theta) \right\rangle = \int \mathbb{1}(s \in S)\mathbb{1}(s' \in S)\rho_z(s)\rho_{z'}(s')dsds'$$

and taking $R(s) = D_{\lambda_k}(s)$ in Lemma 1 yields (13a) and $R(s) = \mathbb{1}(s \in S)$ yields (13b).

While Theorem 1 provides an explicit bound on the admissible difference between occupancy measures starting from different states $\| \Delta_{s_0,s_k} \|_{TV}$, it does not inform when these occupation measures are similar. Using a different argument, [28] shows that the inner products in (13) can be made positive by restricting the policy parametrization. In contrast, using the occupation measure argument from Theorem 1 we provide conditions of the underlying dynamical system and control problem (discount factor $\gamma$) that are independent of the parametrization used for the policy. Namely, we provide two propositions showing that if the MDP “mixes”
fast enough, then we can expect occupation measures to be similar. As is typical to obtain such results, we assume from now on that the MDP is ergodic, i.e., that the Markov chains induced by the transition probabilities $p_\pi(s_t | s_{t-1})$ are ergodic for all allowed policies $\pi$.

**Proposition 2.** Assume that the MDP is ergodic and let $p_\pi$ be its stationary distribution under the policy $\pi$. Define $\tau$ to be the worst-case mixing time of the MDP, i.e., $\tau = \min \{ t | |p_\pi(s_t = s | s_0 = z) - p_\pi|_{TV} \leq 1/4 \text{ for all } z \in S \text{ and } \pi \}$. Then, for $\epsilon > 1/4,$

$$\gamma \geq \left(\frac{4(1 - \epsilon)}{3}\right)^{1/\tau} \Rightarrow \|\Delta\|_{TV} \leq \epsilon$$

**Proof.** Using the triangle inequality, we obtain that

$$\|\rho_\pi - p\|_{TV} \leq \|\rho_\pi - p\|_{TV} + \|\rho_\pi' - p\|_{TV},$$

where $p$ is the stationary distribution of the MDP. Note that, as with the occupation measure, we have omitted its dependence on the policy $\pi$. Since the ergodic MDP assumption, $p$ is independent of the initial state, so that using the definition of occupation measure from (12) we get

$$\rho_\pi(s) - p(s) = (1 - \gamma) \sum_{t=0}^{\tau-1} \gamma^t [p_\pi(s_t = s | s_0 = z) - p(s)] + (1 - \gamma) \sum_{t=\tau}^{\infty} \gamma^t [p_\pi(s_t = s | s_0 = z) - p(s)].$$

Using the triangle inequality, we bound (21) by

$$\|\rho_\pi - p\|_{TV} \leq (1 - \gamma) \sum_{t=0}^{\tau-1} \gamma^t \|p_\pi(s_t = s | s_0 = z) - p(s)\|_{TV} + (1 - \gamma) \sum_{t=\tau}^{\infty} \gamma^t \|p_\pi(s_t = s | s_0 = z) - p(s)\|_{TV}.$$

The first term in (22) can be bounded using the fact that $\|p_\pi(s_t = s | s_0 = z) - p(s)\|_{TV} \leq 1$ and the second term, using the definition of mixing time. Evaluating the resulting series then yields

$$\|\rho_\pi - p\|_{TV} \leq 1 - \frac{3}{4} \gamma^\tau,$$

which holds for all initial states $z$. To conclude, notice that using the discount factor from (19) in (23) yields $\|\rho_\pi - p\|_{TV} \leq \epsilon/2$ for all $z$, which together with (20) implies that $\|\Delta\|_{TV} \leq \epsilon$.

**Proposition 3.** Consider a discrete, ergodic, reversible MDP. Let $p_{\min} = \min_{s \in S, \pi} p_\pi(s)$ be the smallest value of the stationary distribution $p_\pi$ achieved under any policy $\pi$ and $\lambda_* < 1$ be an upper bound on the value of the second largest eigenvalue of the transition probability matrix $P = [p_\pi(s_t = j | s_0 = i)]_{ij}$ for any policy $\pi$. Then,

$$\gamma \geq \frac{1 - \rho_{\min}}{1 - \lambda_* \rho_{\min}} \Rightarrow \|\Delta\|_{TV} \leq \epsilon.$$

**Proof.** We start using the triangle inequality as in (20) to once again reduce the problem to bounding $\|\rho_\pi - p\|_{TV}$, where $p$ is the stationary distribution of the MDP. Note, once more, that since the MDP is ergodic, $p$ is independent of the initial state. Together with the reversibility of the MDP, the Perron-Frobenius theorem implies that the transition probability kernel can be decomposed as

$$p(s_t = s | s_0 = z, \pi) = p(s) \left[ 1 + \sum_{i=2}^n \lambda_i q_i(z) q_i(s) \right]$$

where the $\{q_i\}$ form an orthonormal basis of $\mathbb{R}^n$ with respect to the inner product $(q, r)_p = \sum_{s \in S} q(s)r(s)p(s)$ [27, Lemma 12.2]. Hence, it holds that

$$\rho_\pi(s) - p(s) = (1 - \gamma) \sum_{i=2}^n \lambda_i q_i(z) q_i(s) p(s).$$

Since both series are convergent (by hypothesis, otherwise $\rho_\pi(s)$ would not be a proper probability measure), the summations in (26) can be rearranged to get

$$\rho_\pi(s) - p(s) = (1 - \gamma) \sum_{i=2}^n \lambda_i q_i(z) q_i(s) p(s).$$

We now proceed to evaluate the total variation norm of (27). To do so, recall that the total variation norm is essentially the $\ell_1$-norm, up to a $1/2$ scaling. Hence, we begin by bounding the absolute value of (27) as in

$$|\rho_\pi(s) - p(s)| \leq \left(\frac{1 - \gamma}{1 - \lambda_* \gamma}\right) p(s) \left|\sum_{i=2}^n q_i(z) q_i(s)\right|,$$

where $\lambda_* < 1$ is an upper bound on the value of the second largest eigenvalue of the transition probability matrix. Using Cauchy-Schwartz then yields

$$|\rho_\pi(s) - p(s)| \leq \left(\frac{1 - \gamma}{1 - \lambda_* \gamma}\right) p(s) \left[ \sum_{i=2}^n q_i(z)^2 \sum_{i=2}^n q_i(s)^2 \right]^{1/2}.$$
Recalling that the \( q_i \) are orthonormal with respect to the inner product \( \langle \cdot , \cdot \rangle_p \), i.e., \( \sum_{i=1}^{n} q_i(s)^2 p(s) = 1 \), we get that
\[
|\rho_z(s) - p(s)| \leq \left( \frac{1 - \gamma}{1 - \lambda_s \gamma} \right) \sqrt{p(s) / p(z)}.
\] (28)

The desired total variation norm then evaluates to
\[
\|\rho_z - p\|_{TV} = \frac{1}{2} \sum_{s \in S} |\rho_z(s) - p(s)|
\leq \frac{1}{2} \left( \frac{1 - \gamma}{1 - \lambda_s \gamma} \right) \sum_{s \in S} p(s) \frac{1}{\sqrt{p(s) p(z)}}.
\] (29)

Using Hölder’s inequality and the fact that \( \sum_{s \in S} p(s) = 1 \) and \( p_{\min} \leq \sqrt{p(s) p(z)} \) for any \( s, z \in S \) yields
\[
\|\rho_z - p\|_{TV} \leq \frac{1}{2} \left( \frac{1 - \gamma}{1 - \lambda_s \gamma} \right) \frac{1}{2p_{\min}}.
\] (30)

For \( \gamma \) as in (24), (30) yields \( \|\rho_z - p\|_{TV} \leq \epsilon/2 \) for all \( z \in S \), which together with (24) yields the desired result.

Proposition 3 provides a bound on the discount factor \( \gamma \) as a function of the stationary distribution of the MDP and spectral properties of its probability kernel. Assuming that \( p_{\min} \) is not too small, which is the case, e.g., when exploring the MDP using a Gaussian policy with moderate variance, the correlation between the value functions and its gradients is dominated by the rate of the slowest decaying mode of the MDP, i.e., \( \lambda_s \). Hence, if the MDP has fast decaying modes, which will typically be the case for exploration policies that have large randomness, then the value of the inner products in \( (13) \) will be large. Ultimately, this result is to be expected given that the relaxation time, i.e., \( 1/\lambda_s \), is closely related to the mixing time of lazy Markov chains [27]. Still, despite its dependence on \( p_{\min} \) which can be quite small, the rate of \( (24) \) is more favorable than that of \( (19) \).

Before proceeding, we note that as quantitative results, neither propositions in this section are fully satisfactory. One relies on mixing times, which are hard to estimate, while the other relies on the minimum state occupation probability, which can be very close to zero, e.g., in safety applications where parts of the state space must be avoided by design. Nevertheless, they provide intuition as to when we can expect the value functions and their gradients to be correlated when starting from different points of the state space. More importantly, we have shown that the estimates of Algorithm 1 provide primal ascent and dual descent directions for the Lagrangian (4) of the constrained reinforcement learning problem (3). This result can be utilized, together with the strong duality of the problem [18], to provide guarantees on the convergence of the continuing task Algorithm 1 by following an analysis along the lines of [19].

\[ \]
\[ \gamma = 0.95 \text{ and the step sizes are chosen to be } \eta_0 = 0.01 \text{ and } \eta_\lambda = 0.005. \] In order to induce safe exploration, we initialize the dual variable to a large value of \( \lambda_0 = 20. \)

First, observe in Fig. 1 the trajectory taken by the agent. This figure shows in red the online trajectory taken by the agent, shown in contrast to the optimal trajectory that can be learned offline (blue). The agent manages to navigate to its goal while mostly avoiding the obstacles. However, notice that the online trajectory it follows differs from the optimal trajectory that an agent trained offline would take. This is due to the lack of a priori knowledge of the map and the randomness of the agent’s policy, which it utilizes for exploration. Furthermore, notice that the agent is conservative in approaching the obstacles. Due to the large starting value of \( \lambda \), when the agent enters an unsafe region, it gets pulled away considerably from that area. The occurrence of these unsafe events can be evaluated more clearly in Figure 2.

Figure 2 shows the runtime safety of the agent. We also show the unsafe events, which are the instances of time in which the agents traverses unsafe regions. Overall, recall that the safety demanded of the system is \( 1 - \delta = 0.99 \), and the system stays above that prespecified safety level during all its operating time, reaching the goal after around \( \sim 750 \) time steps. Thus, the agents is capable of performing the required task in an online manner while remaining safe.

Furthermore, as previously seen in Fig. 1 unsafe events are rare due to the large value of the initial dual variable \( \lambda \). These preliminary numerical results point towards the possibility of using primal-dual algorithms not only for learning safe policies but also to achieve safe exploration.

VI. CONCLUSIONS

In RL problems, two main obstacles prevent us from learning safely. First, it has to be possible to learn in an online manner, without the need of system restarts. Secondly, the system rollouts need to also be safe. In this work, we have taken a preliminary step into attaining safe continuing task reinforcement learning by providing guarantees and algorithmic details for continuous task primal-dual approaches. Thus, we have cleared one of the two major hurdles to learn safely. Furthermore, preliminary numerical results have illustrated that the primal-dual reinforcement learning approach taken in this work can potentially be used to learn safely.
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