S-parameter at Non-Zero Temperature and Chemical Potential
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We compute the finite-temperature and matter density corrections to the S-parameter at the one loop level. At non-zero temperature T and matter density µ Lorentz symmetry breaks and therefore we suggest a suitable generalization of the S-parameter. By computing the plasma correction, we discover a reduction of the S-parameter in the physically relevant region of small external momenta for any non-zero µ and T. In particular, the S-parameter vanishes at small m/T, where m is the mass of the fermions, due to the finite extent of the temporal direction. Our results are directly applicable to the determination of the S-parameter via first principle lattice simulations performed with anti-periodic boundary conditions in the temporal direction.
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I. INTRODUCTION

Models of dynamical electroweak symmetry breaking are quickly gaining momentum. The reason why these models featuring uncolored techniquarks are harder to constrain, even at the LHC, is that they typically predict a heavier spectrum, compared to the electroweak scale, of new particles1. For this reason it is interesting to analyze the indirect constraints from electroweak precision data established at LEP. It is well known that any extension of the Standard Model replacing the electroweak symmetry breaking sector can be constrained analyzing the electroweak gauge bosons vacuum polarizations as proved long time ago by Kennedy and Lynn [1]. Indirect constraints were therefore set using LEP results via the S, T and U parameters, or any linear combinations of them in [1-4]. It is therefore crucial to gain as much information as possible about these important correlators. In particular, the S-parameter is especially relevant for models of electroweak symmetry breaking. Several estimates have appeared in the literature making use of model computations [5-17] and/or first-principle lattice computations [18, 19]. The latter ones are necessarily carried out on finite lattices, i.e. at finite volume and temperature. Surprisingly the finite size corrections to such parameters have not yet been investigated. Here we analyze the impact of the finite-temperature corrections on the S-parameter.

This correlator can be determined for any asymptotically free gauge theory with matter transforming according to a given representation of a generic underlying gauge group. Once the number of colors of the new gauge dynamics is fixed, we can have a number of distinct phases in which the theory can exist. For example, it can display large distance conformality or break the global chiral symmetries spontaneously. In both cases this correlator is well defined [12-14] and worth computing.

We provide here the first one loop determination of the S-parameter at non-zero matter density µ and temperature T. These computations are either under perturbative control when applied to the upper end of the conformal window or can be viewed as naive estimates, ‘a la Peskin and Takeuchi, when used below the conformal window. Since at non-zero temperature and matter density Lorentz symmetry breaks we suggest a suitable generalization of the S-parameter and investigate the various limits in the ratios of the relevant energy scales.

In Sect. II we compute the plasma corrections to the S-parameter and we show that, at small external momenta, it is reduced with respect to the zero T and µ case. We consider different limits for which analytical expressions can be derived, better elucidating the physical results.

In Sect. III we discuss the relevance of our results for lattice determinations of the S-parameter and we finally conclude in Sect. IV.

A detailed derivation of our results is provided in the Appendices.

II. THE S-PARAMETER AT NON-ZERO TEMPERATURE AND CHEMICAL POTENTIAL

The definition of the S-parameter used by Polonsky and Su [20] and in [12,14] is

\[ S = -16\pi \frac{\Pi_{3Y}(k^2) - \Pi_{3Y}(0)}{k^2}, \]  

(1)
where $\Pi_{3y}$ is the vacuum polarization of the third component of the isospin into the hypercharge current, and we have used, as a reference point, an external momentum $k^2$, instead of the usual Z boson mass. The S-parameter in Eq. (1) also depends on the up- and down-type fermions masses $m_u, m_d$.

The definition by Peskin and Takeuchi [2] is recovered in the $k^2 \to 0$ limit:

$$ S = -16\pi \left. \frac{d\Pi_{3y}(k^2)}{dk^2} \right|_{k^2=0}. $$

At non-zero temperature, Lorentz invariance breaks, and therefore one should differentiate between the temporal and spatial components of the 4-momentum $k$. Also several new scales will enter in the definition of the S-parameter.

The partition function of a four dimensional field theory with (anti)periodic boundary conditions in the euclideanized temporal direction coincides with the partition function of a three dimensional theory at finite temperature. The compactification of the temporal direction makes $k^0$ discrete. For a pedagogical introduction of the formalism we refer to the book by J. I. Kapusta and C. Gale [21]. For a system in thermal equilibrium at temperature $T$ and chemical potential $\mu$, the allowed frequencies have values $k^0 = i\omega_n + \mu$ where $\omega_n = 2n\pi T$ for bosons and $\omega_n = (2n + 1)\pi T$ for fermions.

At non-zero temperature, we extend the definition of the Polonsky-Su S-parameter in the following way:

$$ S^{\mu}(m_u, m_d, x, k^2, T, \mu) = \Pi_{3y}^{\mu}(m_u, m_d, x, k^2, T, \mu) - 16\pi \left. \frac{d\Pi_{3y}^{\mu}(m_u, m_d, x, 0, T, \mu)}{dk^2} \right|_{k^2=0}, $$

with the reference external 4-momentum given by $(k_0, \mathbf{k})$ with $k_0 = x|\mathbf{k}|$ and $k^2 = k_0^2 - \mathbf{k}^2$. Note that the external 4-momentum can also be written as

$$ \left( \frac{k_0}{|\mathbf{k}|} \right) = \left( \frac{k \cosh \eta}{k \sinh \eta} \right), \quad x = \coth \eta \geq 1, $$

where $\eta$ is the rapidity of the 4-vector $(k_0, \mathbf{k})$. As expected from the breaking of Lorentz invariance, the generalized S-parameter in Eq. (4) does not depend only on $k^2$, but also on $x = \coth \eta$.

We also extend the Peskin-Takeuchi definition at finite temperature, by taking the limit $k^2 \to 0$ of Eq. (5):

$$ S^{\mu}(m_u, m_d, x, k^2, T, \mu) - 16\pi \left. \frac{d\Pi_{3y}^{\mu}(m_u, m_d, x, k^2, T, \mu)}{dk^2} \right|_{k^2=0}. $$

The complete expressions for the finite temperature $\Pi_{3y}^{\mu}(m_u, m_d, x, k^2, T, \mu)$ and the S-parameter are derived in Appendix B.

The S-parameter being a pure number can only depend on adimensional ratios of the physical scales entering in its definition. In the case of degenerate u- and d-type fermions we have $m_u = m_d = m$, and the S-parameter will only depend on the pure numbers $x$, $k^2/m^2$, $\beta m$ and $\beta\mu$: $S(m, x, k^2, T, \mu) = S(x, k^2/m^2, \beta m, \beta\mu)$. As shown in the Appendix B the total S-parameter is given by its zero-temperature and zero chemical potential part $S_0$ plus a plasma contribution $S_\beta$: $S = S_0 + S_\beta$.

The explicit expression of the plasma contribution to the S-parameter is given by:

$$ S_\beta(x, (k/m)^2, \beta m, \beta\mu) = \frac{\#}{6\pi} \int_0^{\infty} dq q^{12} \frac{\tilde{F}(\beta m, \beta\mu, q)}{\sqrt{1 + q^2}} \left( \frac{\sqrt{x^2 - 1}}{4q^2} + \frac{x^2 - 1}{2(q^2(x^2 - 1) + x^2)} \right) \left( \frac{m}{k} \right)^2, $$

where we used the shorthand notation:

$$ u_\pm = \pm \frac{k}{m} q \sqrt{x^2 - 1} + \frac{k^2}{m^2}(x^2 - 1) - 4 \left( x^2 + q^2(x^2 - 1) \right), $$

and the function $\tilde{F}$ is defined as:

$$ \tilde{F}(\beta m, \beta\mu, q) = \frac{1}{\exp(\beta m \sqrt{1 + q^2} - \beta\mu) + 1} + \frac{1}{\exp(\beta m \sqrt{1 + q^2} + \beta\mu) + 1}. $$

In Eq. (6), the factor $\# = d[r]N_f/2$ accounts for $N_D = N_f/2$ doublets of fermions in the representation $r$ with dimension $d[r]$ of the gauge group. To understand the plasma contribution to the S-parameter, we plot in Fig. (1) the finite temperature S-parameter, in the case $\mu = 0$, as a function of $k^2/m^2$ for a particular value of $\beta m$. The zero-temperature part $S_0$ was computed in [12] and it is displayed for comparison by the dashed-dotted lines (the real part corresponds to the thick line, while the imaginary part to the thin line). The plasma contribution $S_\beta$ is
shown by the dashed lines, and the total S-parameter is displayed by the solid lines. As we will show below with a direct computation, $S_+$ vanishes in the zero-temperature limit as expected. At non-zero temperature the structure of the real and imaginary parts of $S_+$ is similar to the one of $S_0$, and, at small $k^2/m^2$, reduces the total S-parameter. When increasing the temperature, $S_+$ grows in absolute value, and in the limit $\beta m \to 0$ exactly cancels the zero-temperature part, so that the S-parameter vanishes in this limit. In the case of zero chemical potential, this cancellation is encoded directly in the Matsubara frequency sum formula (B3). Physically one can understand this cancellations by recalling that in this limit the fermions decouple.

Adding a non-zero chemical potential does not alter this picture, as we shall see below, and a similar reduction at small $k^2/m^2$ is observed.

**A. The $k^2/m^2 \to 0$ limit**

Starting from Eq. (6) we expand the term in parenthesis as a power series in $k^2/m^2$. We have:

$$\sqrt{x^2 - 1} \left[ \frac{\ln \left( \frac{\mu^2}{\mu} \right)}{4q m^2} + \frac{x^2 - 1}{2(q^2 (x^2 - 1) + x^2)} \right] = \sum_{i=1}^{\infty} a_i \left( \frac{k^2}{m^2} \right)^i, \quad (9)$$

where the first coefficients in the expansion are

$$a_1 = -\frac{(x^2 - 1)^2(q^2(3x^2 + 1) + 3x^2)}{24(q^2(x^2 - 1) + x^2)^3}, \quad (10)$$

$$a_2 = -\frac{(x^2 - 1)^3(q^4(5x^4 + 10x^2 + 1) + 10q^2(5x^4 + x^2) + 5x^4)}{160(q^2(x^2 - 1) + x^2)^5}. \quad (11)$$

By inserting the expansion in Eq. (9) into Eq. (6), we obtain

$$S_+ = \frac{\eta}{6\pi} \sum_{i=0}^{\infty} C_i \left( \frac{k^2}{m^2} \right)^i, \quad (12)$$

where

$$C_i(x, \beta m, \beta \mu) = 24 \int_0^{\infty} dq q^2 \frac{F(\beta m, \beta \mu, q)}{\sqrt{1+q^2}} a_{i+1}. \quad (13)$$

The generalized S-parameter in Eq. (5) can be easily read from the above expression:

$$S(k^2/m^2 \to 0) = \frac{\eta}{6\pi \eta} \left[ 1 + C_0(x, \beta m, \beta \mu) \right]. \quad (14)$$

We plot in Fig. 2 the generalized S-parameter in Eq. (5) and (14) as a function of the temperature and chemical potential. We find the interesting result that the S-parameter reduces in the presence of non-zero temperature and/or chemical potential.

We have already discussed why the S-parameter is reduced at small $k^2/m^2$ at high temperature. The decrease as a function of the chemical potential is due to the fact...
that only one species of fermions survives at large $\mu$, effectively restoring chiral symmetry. At large chemical potential there will be instabilities at the Fermi surface leading to the breaking of the vacuum, which we are not considering here.

B. High-temperature limit

In the limit of large temperature $\beta m \to 0$, we expand $\tilde{F}$ as a power series in $\beta m$:

$$
\tilde{F}(\beta m, \mu) = 1 - \text{sech}^2\left(\frac{1}{2} \beta \mu\right) \frac{1}{2} \sqrt{1 + q^2 \beta m + O(\beta^3 m^3)},
$$

(15)

and insert this expansion in the integral defining $S_\tau$.

The first term in the expansion $\tilde{F}(\beta m, \mu)$, constant in $\beta m$, gives a contribution which is identical in size but opposite in sign to the zero temperature $S$-parameter $S_0$. The second term, linear in $\beta m$, can also be computed leading to:

$$
S_\tau = -S_0 + \text{sech}^2\left(\frac{1}{2} \beta \mu\right) \text{cosh}(\eta) S_\tau^{(1)}(k^2/m^2)(\beta m) + O(\beta^3 m^3),
$$

(16)

where:

$$
S_\tau^{(1)}(k^2/m^2) = \frac{3\pi}{k^2/m^2} \left(1 + i \sqrt{\frac{k^2}{4 m^2} - 1}\right).
$$

(17)

In the limit $k^2/m^2 \to 0$ the generalized $S$-parameter in Eq. (5) is given by:

$$
S(k^2/m^2 \to 0) = \frac{\mu}{16} \text{sech}^2\left(\frac{1}{2} \beta \mu\right) \text{cosh}(\eta) (\beta m) + O(\beta^3 m^3).
$$

(18)

Interestingly we note that, in this limit, the contribution to the $S$-parameter depending on $\beta \mu$, $\eta$, $k^2/m^2$ and $\beta m$ all factorize.

C. Low-temperature limit

When the ratio $\beta m$ is large enough, corresponding to the low-temperature limit of the theory, we expect to recover the familiar zero-temperature result. To show that this is indeed the case, we start from the expression for $S_\tau$ in Eq. (5) and perform a change of variable and rewrite the integral in terms of the new variable $Q = \beta m (\sqrt{1 + q^2} - 1)$. We then expand the integrand as an asymptotic series for large $\beta m$. In the final expression the dependence on the chemical potential factorizes, as in the case of the high-temperature expansion. This can be easily seen as, at large $\beta m$, the function $\tilde{F}$ appearing in Eq. (6) can be approximated by:

$$
\tilde{F}(\beta m, \beta \mu) \approx 2 \text{cosh} (\beta \mu) e^{-\beta m \sqrt{1 + q^2}}.
$$

(19)

Higher order terms in the expansion can easily be obtained in the same way.

The final expression (16) contains an exponential Boltzmann-like suppression factor as expected.

We compare the high- and low-temperature expansions in Eq. (16) and (20) to the complete numerical result for the generalized $S$-parameter in the $k^2/m^2 \to 0$ limit in Figure 3. The expansions converge within their respective domain of validity temperature regions.

We also note that the accuracy of the low-temperature expansion in Eq. (20) depends critically on the value of $k^2/m^2$ as the coefficient of the first term in the expansion diverges for $k/m = 2 \cosh \eta$. This divergence is unphysical, as it is clear from the fact that it is not present in the full expression. We compare in Fig. 3 the value of $S_\tau$ with its asymptotic expansion at low-temperature for a finite, low value of the temperature $\beta m = 5$ and at finite density $\beta \mu = 3$. The deep at $k^2/m^2 = 4$ of $S_\tau$ is the kinematical threshold.

FIG. 3: The generalized $S$-parameter in Eq. (5) (thick lines) at finite temperature and chemical potential as compared to the high-temperature (16) and low-temperature (20) expansions. The three different curves correspond to $\beta \mu = 0$ (top, dashed line), $\beta \mu = 2.33$ (middle, solid line) and $\beta \mu = 4.33$ (bottom, dashed-dotted line). In this plot we use $\text{coth} \eta = \sqrt{2}$.

Keeping only the first term in the expansion of $S$ we obtain:

$$
S_\tau = -\frac{\mu}{6\pi} \cosh(\beta \mu) \text{sech}^4(\eta) \frac{3}{2} \sqrt{2\pi} (\beta m)^{3/2} e^{-\beta m} \left(1 + O\left(\frac{1}{\beta m}\right)\right).
$$

(20)

III. APPLICATIONS TO LATTICE FIELD THEORY

Our result can be used to estimate the finite-temperature corrections to the $S$-parameter as computed
using numerical lattice simulations. These are typically performed at non-zero temperature, when anti-periodic boundary conditions are used in the temporal direction, so that it is crucial to disentangle the finite temperature effects to extrapolate to zero temperature. We demonstrated that the S-parameter in the phenomenologically relevant parameter region of small external momenta, is reduced by the effects of non-zero temperature. The smaller is $\beta m$ the larger the negative corrections. There is also a dependence on the rapidity $\eta$ which has to be taken into account. At large $\beta m$ such a dependence disappears, while it increases at smaller $\beta m$. This dependence is shown in Fig. 5. In the large rapidity regime, corresponding to $x \to 1$, one approaches the zero temperature result. This can be better understood considering that in this limit the temporal and spacial momentum both diverge in order to keep $k^2$ finite, as required by our definition of the S-parameter.

To better elucidate the size of the corrections to the S-parameter, we plot in Fig. 6 the contour lines of $S/S_0$ in the $\beta m - \coth \eta$ plane. We also show in Fig. 7 the contour plots of $S/S_0$ as a function of $\beta m$ and $\beta \mu$, for $\coth \eta = \sqrt{2}$ corresponding to Fig. 2.

To compare to the lattice results, we show in Fig. 8 the dependence on the fermion masses of the S-parameter at zero chemical potential and finite $T$ for two different values of the reference momentum $k^2$. The decrease in $S$ at small $m$ is not due to a chiral restoration but the finite temperature corrections. From Fig. 8 it is possible
IV. CONCLUSIONS

In this work we provided a suitable generalization of the S-parameter at non-zero temperature and chemical potential. By computing the plasma contributions $S_\pi$ we discovered a reduction of the S-parameter in the physically relevant region of small $k^2/m^2$ for any non-zero $\mu$ and $T$. Our results are directly applicable to the determination for the S-parameter via first principle lattice simulations performed with anti-periodic boundary conditions in the temporal direction. In this case we find that the vanishing of the S-parameter at small $\beta m$ is due to the finite extent of the temporal direction.
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Appendix A: Vacuum contribution to the S-parameter

At zero temperature $T=0$ and chemical potential $\mu=0$, the perturbative expression for the S-parameter, as defined by Polonsky and Su, has been calculated at 1-loop in [20] and at 2-loop in [22]. At 1-loop order the S-parameter can be written in terms of the following vacuum polarization amplitudes:

$$\Pi^{\mu\nu}_{LL}(m_u, m_d) = \mu \sim L \cdots \sim \nu \sim L \sim \mu$$

$$\Pi^{\mu\nu}_{LR}(m_u, m_d) = \mu \sim L \cdots \sim \nu \sim R \sim \mu$$

where the wavy lines represent electroweak gauge bosons, once we specify the hypercharge and isospin of the fermion doublets. We use the choice of table 1. The amplitude $\Pi^{\mu\nu}_{LL}$, entering in the S-parameter, can then be constructed in terms of $\Pi^{\mu\nu}_{LL}$ and $\Pi^{\mu\nu}_{LR}$. We have:

$$4\Pi^{\mu\nu}_{LL}(k, m_u, m_d) = y [\Pi^{\mu\nu}_{LL}(k, m_u, m_d) + \Pi^{\mu\nu}_{LR}(k, m_u, m_d)]$$

where $y$ is an arbitrary real number.

Polonsky-Su S-parameter, as defined in Eq. (1), reads

$$S = \frac{N_D d[r]}{6\pi} \left(2(4Y + 3)z_u + 2(-4Y + 3)z_d - 2Y \log \left(\frac{z_u}{z_d}\right) + \left[\left(\frac{3}{2} + 2Y\right)z_u + Y\right]G(z_u) + \left[\left(\frac{3}{2} - 2Y\right)z_d - Y\right]G(z_d)\right),$$

(A1)

with

$$G(z) = -4 \sqrt{4z - 1} \arctan \left(\frac{1}{\sqrt{4z - 1}}\right),$$

where $Y$ is the hypercharge, $z_i = m_i^2/k^2$, $i = u, d$, $m_i$ is the mass of the fermionic species and $N_D = N_f/2$ is the number of doublets transforming under a technicolor group representation $r$ with dimension $d[r]$.

Appendix B: Detailed calculation of plasma contribution to the S-parameter

The S-parameter can be written in terms of the following vacuum polarization amplitudes:

| $T^3$ | $Y$ |
|-------|-----|
| $u_L$ | $1/2$ |
| $u_R$ | $(y + 1)/2$ |
| $d_L$ | $-1/2$ |
| $d_R$ | $(y - 1)/2$ |

TABLE I: Hypercharge and isospin assignments for the fermions. $y$ is an arbitrary real number.
In the equations above we have suppressed the explicit dependence on the temperature $T$ and the chemical potential $\mu$. In the case of degenerate fermion masses, $\Pi_{\mathcal{LL}}^{\mu\nu}(k)$ becomes independent of the particular choice of hypercharge, and we have:

$$\Pi_{\mathcal{LL}}^{\mu\nu}(k, m) = \frac{1}{2} \Pi_{\mathcal{LL}}^{\mu\nu}(k, m). \quad (B2)$$

### Evaluation of diagrams

The explicit expression for the amplitudes, at finite temperature and chemical potential, have the form:

$$\Pi_{\mathcal{LL}}^{\mu\nu}(k, m, T, \mu) = \frac{1}{2} \Pi_{\mathcal{LL}}^{\mu\nu}(k, m, T, \mu)$$

where $k^0 = i(2l + 1)\pi T + \mu$ and $H = L, R$. Let $N_{\mathcal{LL}}^{\mu\nu}$ denote the numerator of the expression in square brackets. By evaluating the traces we get:

$$N_{\mathcal{LL}}^{\mu\nu} = 2 \left[ p^\mu (p + k)^\nu + p^\nu (p + k)^\mu - p \cdot (p + k) g^{\mu\nu} \right],$$

$$N_{\mathcal{LR}}^{\mu\nu} = 2m^2 g^{\mu\nu}.$$ 

Introducing the shorthand

$$b = (p^0 + |k|)^2 - p^2 - k^2 - m^2,$$

we can rewrite the amplitude in a more compact form:

$$\Pi_{\mathcal{LL}}^{\mu\nu}(k, m, T, \mu) = \frac{1}{2} \Pi_{\mathcal{LL}}^{\mu\nu}(k, m, T, \mu)$$

We now use the Matsubara frequency sum formula (see e.g. [21])

$$T \sum_{n=-\infty}^{\infty} f(p^0) = \frac{i}{2\pi} \int_{-\infty}^{\infty} dp^0 f(p^0) \bar{f}(p^0 - \mu)$$

for evaluation of this term we refer to standard textbooks, see e.g. Peskin and Schroeder [23]. The final result for this integral corresponds to the $S$-parameter as stated in [11].

In this paper we compute $\Pi_{\mathcal{LH}}^{\mu\nu}$. We first consider the case where no poles are contained inside the closed path $C$. This depends on the values of the chemical potential $\mu$ and the external momentum. In this case only the first two integrals contribute to the result:

$$\Pi_{\mathcal{LH}}^{\mu\nu}(\bar{k}, \mu) \approx i \int_{-\infty}^{\infty} dp^0 \frac{1}{2\pi} \int_{-\infty}^{\infty} dp^0 \frac{1}{(2\pi)^2 p^2 - m^2} \frac{N_{\mathcal{LH}}^{\mu\nu}}{b - 2|p||k|} \cos \theta f(p^0 - \mu)$$

Changing to spherical coordinates the angular part of the integration over $p$ can be performed (note that also $N_{\mathcal{LH}}^{\mu\nu}$ depends on the angle $\theta$). The results for the two amplitudes are:

$$\Pi_{\mathcal{LH}}^{\mu\nu}(\bar{k}, \mu) \approx i \int_{-\infty}^{\infty} dp^0 \frac{1}{2\pi} \int_{-\infty}^{\infty} dp^0 \frac{1}{(2\pi)^2 p^2 - m^2} \frac{N_{\mathcal{LH}}^{\mu\nu}}{b - 2|p||k|} \cos \theta f(\mu - p^0)$$

$$\Pi_{\mathcal{LH}}^{\mu\nu}(\bar{k}, \mu) \approx i \int_{-\infty}^{\infty} dp^0 \frac{1}{2\pi} \int_{-\infty}^{\infty} dp^0 \frac{1}{(2\pi)^2 p^2 - m^2} \frac{N_{\mathcal{LH}}^{\mu\nu}}{b - 2|p||k|} \cos \theta f(\mu - p^0).$$

Evaluating the integrals in $p^0$ by closing the contours at infinity gives:

$$\Pi_{\mathcal{LH}}^{\mu\nu}(\bar{k}, \mu) \approx -2 \int_{-\infty}^{\infty} dp^0 \frac{1}{(2\pi)^2 p^2 - m^2} \frac{N_{\mathcal{LH}}^{\mu\nu}}{b - 2|p||k|} \cos \theta f(\mu - p^0)$$

$$\Pi_{\mathcal{LH}}^{\mu\nu}(\bar{k}, \mu) \approx -2 \int_{-\infty}^{\infty} dp^0 \frac{1}{(2\pi)^2 p^2 - m^2} \frac{N_{\mathcal{LH}}^{\mu\nu}}{b - 2|p||k|} \cos \theta f(\mu - p^0).$$

In the above expression we have:

$$\text{Re} f(k^0) = \frac{1}{2} [ f(k^0) + f(-k^0) ],$$

$$E_F = \sqrt{|p|^2 + m^2}.$$
The computation was performed in the case where no poles reside in the interior of C. However it is straightforward to verify that this result holds also if some of the poles are located inside the contour C.

\[
\Pi_{3Y,+}^{\mu\nu}(k^0, |k|, m_u, m_d) = \frac{y}{2} \Re \int_0^\infty \frac{d|p|}{(2\pi)^2} \left\{ \frac{f(E_{p,d} - \mu) + f(E_{p,d} + \mu)}{E_{p,d}} \right\} \left[ a_{\mu\nu} + b_{\mu\nu} N_{LR}^{\mu\nu} \right] \frac{1}{4|p|} \ln \left( \frac{b_d + 2|p||k|}{b_d - 2|p||k|} \right) - \frac{g_{\mu\nu}}{4|p|} \right] \right],
\]

where the subscript \(u, d\) denotes which mass is used. To write down the explicit expression for the S-parameter in Eq. (5), we now take the limit \(k \to 0\) keeping \(k^0 = \cosh(\eta)k\), \(|k| = \sinh(\eta)k\):

\[
\lim_{k \to 0} \Pi_{3Y,+}^{\mu\nu}(\cosh(\eta)k, \sinh(\eta)k, m_u, m_d) = \frac{y}{4} \int_0^\infty \frac{d|p|}{(2\pi)^2} \left\{ \frac{f(E_{p,d} - \mu) + f(E_{p,d} + \mu)}{E_{p,d}} \right\} \left[ a_{\mu\nu} + \frac{1}{2} N_{LR}^{\mu\nu} \right] \frac{1}{2(m^2 \cosh^2(\eta) + p^2)} - \frac{g_{\mu\nu}}{2(m^2 \cosh^2(\eta) + p^2)} \right] \right],
\]

The plasma contribution to the S-parameter \(S_\mu\) can be computed from the explicit expressions for \(\Pi_{3Y,+}\) and \(\lim_{k \to 0} \Pi_{3Y,+}\) above

\[
S_\mu(k^2, x, m_u, m_d) = \frac{-16\pi}{k^2} \left( \Pi_{3Y,+} - \lim_{k \to 0} \Pi_{3Y,+} \right),
\]

where \(x = \coth(\eta)\) and \(\Pi_{3Y,+}\) is the transverse part of \(\Pi_{3Y,+}^{\mu\nu}\).

---
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