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Abstract
This paper presents and evaluates a method for automatic orthographic normalization and the treatment of out-of-vocabulary words (OOV) in German social media data. The system uses a cascade of spellchecking operations including casing-, sound- and keyboard-based letter permutations, as well as letter context likelihoods, and combines partial and root spellchecking with compound analysis and heuristic inflection analysis in novel ways. The system also handles contractions, elisions and some tokenization errors. In addition, pattern-based recognition of foreign words and abbreviations is attempted, supported by jargon-informed lexicon expansion. Contextual Constraint Grammar (CG) disambiguation is used to resolve possible ambiguity. For Twitter data, F-scores of 87.3 and 77.1 were achieved for the identification and correct lemmatization, respectively, of German spelling errors and non-standard abbreviations. 77.6% of foreign words were recognized with 86.5% precision and 1/3 POS errors.

1 Introduction
Computer-mediated communication (CMC) is a notoriously difficult genre to annotate, an important issue being non-standard orthography and unusual word formation. For Social Media, in particular, Proisl (2018) and Beißwenger (2016) mention a host of problems such as out-of-vocabulary words (OOV), emoticons/emojis, interaction words (lach [laugh], heul [cry]), URL’s and discourse links (hashtags and user id’s), onomatopoeia, spelling variation and contractions, emphasis by upper-casing or letter repetition, as well as syntactic idiosyncrasies. In a corpus annotation scenario, all of these may lead to reduced lexicon coverage, affecting tagging performance. Thus, Neunerdt (2013) reports a drop in accuracy from 95.8% to 68% for OOV words, a problem he successfully tackled by adding a specialized web lexicon. But even with word additions and a correct (heuristic) POS assignment, a failure to group spelling variations, abbreviations and spelling errors under the same lemma negatively affects the possibility of corpus searches and statistics. In this paper, following Sidarenka et al. (2013), we suggest an automatic, spellchecking-like normalization process to address the problem, providing a common lemma for spelling variants and outright errors at the same time. For a language like German, compound analysis may also increase the search-accessibility of a corpus, and prevent false positive spelling corrections. The work presented here was performed on a large German Twitter and Facebook corpus compiled for the XPEROHS hate speech project (Baumgarten et al. 2019) and annotated with a multi-level Constraint Grammar (CG) parser (GerGram\(^1\)). All examples in the paper are authentic excerpts from this corpus.

2 Systematic normalization
A relatively straightforward first step of

\(^1\)https://visl.sdu.dk/de/parsing/automatic/
normalization concerns systematic variation, especially re-casing of lower-cased German nouns and of words written in all-uppercase for emphasis, both very common in our corpus. However, ignoring upper/lower case may lead to ambiguity between two German words or a foreign and a German word. This needs to be resolved contextually and is a possible source of errors.

Another case of systematic variation is gendering, which in German writing manifests as a female suffix, -In (sg.) or -Innen (pl.), attached to the (male/neutral) root with a variety of separators (‘*’, ‘-‘, ‘?’ or ‘#’) or with only the upper-case ‘I’ as a separator. For word classification and corpus search purposes all should be grouped under one lemma. Sometimes, this task borders on spellchecking or lexicography. Thus, our corpus contained examples of plural or adjective roots (FreundInnen ‘friends’, GrünInnen ‘Green Party-ists’) and phonetic e-ellision (RabaukInnen - Rabauke ‘brawler’).

3 Spell-checking techniques
The second, and more challenging, step in normalization consists of spell-checking proper. In a text processor environment, a spell-checker offers a prioritized list of suggestions to be interactively processed by a human user. For automatic spell-checking, this is obviously not possible, so we only allowed suggestions with a Levenshtein distance of 1, meaning that the correction can be achieved by substituting, inserting or deleting a single letter. Again, contextual disambiguation may be necessary, because even at the Levenshtein-1 level, more than one correction may be possible. In our setup, disambiguation is an automatic side effect of ordinary CG disambiguation, triggered by differences in POS or inflection between the possible corrections.

To validate letter changes as legitimate corrections, we use a fullform dictionary with 1.23 million correct entries, consisting in part of a proof-read token list from non-CMC corpora, in part of fullform expansions arrived at by using German inflectional paradigms. The dictionary also contains 68907 error forms with their correction(s), also these consisting of manually sanctioned corpus examples and some paradigmatic expansion. The lexicalized error forms complement free spell-checking in two ways: First, in obvious cases, they can pre-empt the need for contextual disambiguation. Second, they represent a safe option for covering cases with higher Levenshtein-distance above 1.

Our spell-checking pipeline consists of a cascade of steps progressing from safe to unsafe. The first round mostly contains letter changes sanctioned by phonetic similarity, QWERTY keyboard layout or surrounding letters\(^2\). This module is run after ordinary lookup, inflectional analysis and prefix-/suffix-stripping, but before compound analysis. It performs the following checks:

- keyboard adjacency (e.g. v/b, b/n) or left-right confusion (e.g. s/l)
- phonetics, e.g. vowel lengthening markers (i/ie/ih, versö(h)nlich) and other grapheme ambiguity (äu/eu) or silent consonants (ck/k, tz/z, ch/sch)
- s-errors and pre-reform spelling (ss/ß)
- umlaut / diacritics (e.g. u/ue/ü, a/ae/ä, o/oe/ö, e/é)
- gemination errors and letter repetition (Papkasse, Tanntte, gaanz lang)
- weak letter omission: g(e)kauft, bedeutun(d)ste, pakistan(i)schen
- extra letter: Bein(e)ame, Freundin(g)
- letter pair repetition: Ahnen(en)reihe, digit(it)ale
- letter swap: turg->trug, gignen->gingen

It is a specific trait of German that a large proportion of OOV words are ordinary

\(^2\) In this module, change patterns may involve 2 changed letters, or unchanged letters, and in that sense, while safer, are not ordinary Levenshtein-1 spellchecks.
Our corpus contained 10% compounds, of which 1/6 were OOV, i.e. found through live analysis. 2/3 of the OOV compounds were flagged as high confidence. 17% of low-confidence compounds were really names or spelling errors. The size of the context window has to be balanced to avoid sparse-data problems, but in principle, a similar strategy could be used for entire words and word contexts of sufficient frequency (future work). Also, the list of correction possibilities could be passed on to CG disambiguation, exploiting the wider context of the sentence/utterance. However, while the latter technique worked well for ordinary, interactive spell-checking, it proved to be much less safe for cases where the context itself is also full of errors, orthographical creativity and OOV tokens, as is often the case in CMC data.
placement of dots can be trusted. For instance, zB, zB., z.B., z.b. all mean zum Beispiel ('for instance'). There is also great variation as to which letters (other than the first) are used to abbreviate single words (vll, vllt, vlt = vielleicht ('maybe')). Very typical are multi-word expressions (MWEs) representing small utterances, e.g. ka = keine Ahnung ('no idea') or kb = kein Bock ('no desire to'), including many English ones, e.g. WTF (what the fuck) or omg (oh my God). Arguably, recognizing abbreviations is not a classical spellchecking, but either a lemmatization/normalization task (for z.B. and vlt) or a lexicalization task (WTF, omg) necessary for assigning a "syntactically harmless" word class such as adverb or interjection, but also to prevent spellchecking an abbreviation into a regular word (e.g. omg as mg or Oma). Foreign words need to be recognized for the same reason, also if they are not abbreviated, because a small change may make them look like a German word. The problem was addressed by pre-filtering input lines that looked English in their entirety, by matching certain letter patterns typical of English but not of German, and by adding some genre-typical words may to the lexicon.

6 Evaluation

We evaluated the performance of the normalizer tool on two chunks of tweets from a random day. The sample consisted of 5764 tokens containing 4761 words when excluding punctuation, web links and @-names. Of these, 6.5% were words in need of spelling correction and/or other lexical normalization to support a correct reading. Another 2.1% were non-name foreign words also representing a recognition challenge. The system identified 82.5% of the spelling errors and non-standard abbreviations, and 77.6% of the foreign words as such. 66.8% of the former (79.9% of the recognized ones) were assigned the correct normalization/lemma. Of the unrecognized spelling errors, half were OOV, half were real word errors, e.g. frage not recognized as the noun Frage, but rather accepted as a possible (but wrong in-context) inflection form of the verb fragen. 7.2% of all words marked as spelling errors were false positives, mostly foreign words misread or, sometimes, miscorrected as German, e.g. locker (a German adjective, but in-context an English noun) or freefall (read as Freifall). These numbers translate into F-scores of 87.3 and 77.1 for the identification and correction of spelling errors, respectively (see Table 1).

|                | R   | P   | F1  | ERR |
|----------------|-----|-----|-----|-----|
| identification | 82.5| 92.8| 87.3| 77.1|
| correction     | 66.8| 91.2| 77.1| 60.3|
| foreign word recog. | 77.6| 85.4| 81.3| 64.3|

Table 1: Recall, precision, F-score (%), ERR

The ERR score for the correction task can in principle be compared to results obtained in the shared task for multilingual lexical normalization (MultiLexNorm) in the W-NUT workshop 2021 (van der Goot et al., 2021), where only the best system, ÚFAL (Samuel and Stracka, 2021), achieved a higher score (ERR=66.2) in the intrinsic evaluation. However, the data sets are not directly comparable, and differences in normalization principles and tokenization made it impossible to perform a true cross-evaluation within the scope of this paper.

Recognition of foreign words worked reasonably, but not as well as German normalization, considering that 1/3 of the recognized foreign words received a wrong POS. 7% of the non-name foreign words were tagged as proper nouns because they were in upper case. For foreign words, false positives were triggered by lower-case names or by some OOV 8F1-score, defined as 2*recall*precision/(recall+precision) 9Defined as ERR=(CF-FP)/(CF+FN), with CF=correctly found, FN=false negatives, FP=false positives 10Still, as a first step, a filter program was written to convert system output into the MultiLexNorm two-column format.
abbreviations without dot, e.g. guna (= Gute Nacht ‘good night’).

7 Conclusions and outlook

We have discussed a method for ameliorating the high OOV rate in German CMC data using automatic spellchecking, morphological analysis and letter pattern recognition. The system has been integrated with a CG disambiguator and parser, and used in the annotation of a 3-billion-word Twitter corpus with satisfactory results. Based on qualitative error analysis from the test run, real-word errors should also be addressed, in particular where lower-casing errors of real German words can be confused with other German words, foreign words or abbreviations. For this task, wider word context should be exploited, either statistically and/or through CG disambiguation of the most likely replacements.
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