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Abstract

Textbook wisdom advocates for smooth function fits and implies that interpolation of noisy data should lead to poor generalization. A related heuristic is that fitting parameters should be fewer than measurements (Occam’s Razor). Surprisingly, contemporary machine learning (ML) approaches, cf. deep nets (DNNs), generalize well despite interpolating noisy data. This may be understood via Statistically Consistent Interpolation (SCI), i.e. data interpolation techniques that generalize optimally for big data. In this article we elucidate SCI using the weighted interpolating nearest neighbors (wiNN) algorithm, which adds singular weight functions to kNN (k-nearest neighbors). This shows that data interpolation can be a valid ML strategy for big data. SCI clarifies the relation between two ways of modeling natural phenomena: the rationalist approach (strong priors) of theoretical physics with few parameters and the empiricist (weak priors) approach of modern ML with more parameters than data. SCI shows that the purely empirical approach can successfully predict. However data interpolation does not provide theoretical insights, and the training data requirements may be prohibitive. Complex animal brains are between these extremes, with many parameters, but modest training data, and with prior structure encoded in species-specific mesoscale circuitry. Thus, modern ML provides a distinct epistemological approach different both from physical theories and animal brains.

Introduction: We can easily imagine the perfect equality of two sticks, even though we have never seen two real sticks being exactly equal. Thus, argues Socrates in Phaedo, we must have been born with the idea of perfect equality, and it was not derived from our sensory experience.

The existence and extent of a priori knowledge has long been a subject of philosophical debate between the rationalist and empiricist schools of thought, the latter emphasizing the derivation of all knowledge from sense data. This debate has re-emerged in the enterprise of modern machine learning (ML), with the failures of a previous generation of AI attributed to strong and possibly inappropriate priors in the form of hand-crafted rules. In contrast, the idea is that the modern approach succeeds by focusing on empirical learning from exhaustively large data sets without incorporating strong priors.

Two striking and inter-related features of current practice in ML are over-parameterization (more model parameters than data values) and data interpolation (exactly fitting the training data labels). Traditionally, in statistics, the practice has been to minimize the number of model parameters and not to interpolate the training data, as this is thought to lead to fitting "noise" rather than "signal" and consequently to poor generalization on a test data set[1, 2]. Over-parameterization also runs counter to scientific theoretical norms of model parsimony for understanding natural phenomena, as exemplified by theoretical physics. Another important context comes from neurobiology and the nature-nurture tradeoff. Although shaped by experience and learning, brain architecture is encoded in the species genome and unfolded through a developmental program, a modern day version of Socrates’ prior knowledge. Thus the emerging practice of interpolating noisy data distinguishes modern ML from textbook statistics, theorizing in the physical sciences as well as biological learning with its species-specific priors.

Given this departure from standard practice in multiple disciplines as well as from biological learning, it is particularly striking to note that commercially successful modern ML approaches...
do not hallucinate.

The circumstances under which this can happen is the subject of a growing body of research\[3, 4, 5, 6, 7\]. The current article attempts to clarify one of the key underlying issues, namely the statistical consistency of data interpolation, i.e. the circumstances under which the data interpolation function is optimal in the sense of having the least possible generalization error in the limit of large data sizes.

This phenomenon, Statistically Consistent Interpolation or SCI, may be readily understood in terms of a newly introduced class of non-parametric interpolating function estimators discussed in the article, and sheds light on the differing approaches to modeling natural phenomena provided by traditional physical theory, modern ML, and biological brains. Beyond the theoretical interest, SCI has practical implications. It opens up a new area of research by bringing function interpolation techniques, an established discipline but applied previously largely to noise free data (such as in computer graphics), to bear on ML problems. It also clarifies the circumstances under which data interpolation using modern ML approaches might be legitimate in scientific data analysis despite the presence of measurement noise.

**Disciplinary context: physical sciences, classical statistics and computer science**

Theoretical physics has long sought to minimize the number of free parameters, as exemplified by Von Neumann’s quip\[8\] about being able to "fit an elephant" given four parameters, and making its tail wiggle if given a fifth. An important triumph of theoretical physics has been to encapsulate natural phenomena in a small number of laws with a very small number of fundamental parameters. Some of the most important aspects of physical law (e.g., the conservation of mass-energy) do not involve any parameters whatsoever, and do not relate in any obvious way to parametric model fitting, let alone data interpolation.

Classical statistics also aims to minimize fitting parameters and in addition cautions against data interpolation (e.g., see P.21 \[2\]). In modern statistics, algorithms such as $l_1$ penalized sparse regression\[9\] have explored the high-dimensional regime\[10\] where the number of fitting parameters and data points are comparable. However, standard statistical practice is to use non-zero regularization to maintain non-zero error on the training set and not to interpolate data. Indeed, it has been suggested that a reason why data interpolation has taken hold in modern machine learning is that computer scientists are not used to making strong distinctions between signal and noise\[4\] and are therefore more comfortable "fitting noise".

In light of these divergent views and practices across disciplines, the pragmatic success of noisy data interpolation using overparameterized learners\[5\] for real applications, calls for better theoretical understanding. The success of interpolating learners also has important practical implications - it brings a rich set of theoretical and computational tools for data interpolation, previously used in noise-free settings, into the arena of machine learning, and has the potential of changing how data analysis is taught and practiced.

**How can noisy data interpolation coexist with good generalization?**

The literature on overparameterized and interpolating learners\[5\] is growing rapidly and is beyond the scope of this perspective to review\[3, 4, 11, 12, 13, 14, 15, 16, 17, 18\]. However, it is useful to briefly discuss some of the relevant ideas.

Much of the current theoretical analysis in machine learning is centered around the computation...
\[ \tilde{\eta}(x) = \sum_{i=1}^{k} w(x, x(i)) y(i) \]

\[ w(x, x(i)) = \left( \frac{|x-x_{(k+1)}|}{|x-x_{(i)}|} \right)^{\delta - 1}, \frac{d}{\zeta} > \delta > 0 \]

or

\[ w(x, x(i)) = \ln \left( \frac{|x-x_{(k+1)}|}{|x-x_{(i)}|} \right) \]

Figure 1: The Weighted Interpolating Nearest Neighbor (wiNN) algorithm and its application to a simple linear regression problem. In the regression example, the sample data points (open circles) are given by \( y_i = x_i + \nu_i \) \((i = 1..50)\) where \( x_i \) are uniformly distributed over the interval \([0 1]\) and the noise is normally distributed \( \nu_i \sim N(0, 1) \). \( y = x \) is given as a solid blue line. The wiNN interpolator using logarithmic weights and \( k = 20 \) is shown as a red curve (note that the curve is close to the blue line, except near the data points where it spikes to interpolate). Outside the range of \( x_i \), the interpolating function goes to a constant value consistent with its value at the edge of the range: wiNN is an interpolation algorithm, and cannot extrapolate.

of bounds on the generalization error based on the capacity of the class of fitting functions\([19]\), also see Rademacher complexity analysis of overparameterized networks\([20, 21]\). However, model complexity based bounds lack explanatory power for interpolating learners even for the theoretically well controlled case of Kernel Machines\([5]\). One set of theoretical ideas to explain good generalization under zero training error conditions can be found in Boosting, where weak learners are progressively added while re-weighting training examples to prioritize difficult cases. Continuing to boost can drive the training error for classification to zero, without increasing the test error (see Fig.1 in \([22]\)), a phenomenon that has been explained by invoking the concept of classifier margin on the training set. However, the margin theory of boosting does not directly apply to regression functions that interpolate data labels since the margin on the training set is zero.

Deep nets are non-linearly parameterized functions, and are challenging to analyze theoretically except in limiting cases. In addition, an interpolating deep net fit does not guarantee good generalization\([23]\). The phenomenon of SCI, although observed empirically while training deep nets, is better understood directly within the context of a simple non-parametric estimation algorithm presented below. We will comment briefly on parametric models such as deep nets in a later section.

Statistically consistent interpolation: the wiNN estimator

A recently proposed non-parametric data interpolation algorithm for classification and regression, the (singularly) weighted Interpolating Nearest Neighbors algorithm (wiNN)\([6]\) (Figs.1-2) helps understand why zero training error can coexist with good generalization\([6]\). The phenomenon of SCI, although observed empirically while training deep nets, is better understood directly within the context of a simple non-parametric estimation algorithm presented below. We will comment briefly on parametric models such as deep nets in a later section.

Consider \( n \) labelled data points \( x_i, y_i \) drawn from a suitable joint distribution \( P(x, y) \), where \( (x_i, y_i) \in \mathbb{R}^d \times \mathbb{R} \) for regression and \( (x_i, y_i) \in \mathbb{R}^d \times \{0, 1\} \) for classification. The wiNN estimator (with parameters \( k, \delta \)) for the regression function (i.e. conditional mean) at a test point \( x \) is given by a singularly weighted average of the \( k \) nearest neighboring sample points \( x(i) \), \( i = 1..k \), where
The novelty is that the within a factor of two of the Bayes risk, worth emphasizing that in the large data limit, this well-known rule has a classification risk that is low such that only noise is small, this is already quite good. If the classes do not overlap and there is no label noise, consistent (i.e. the asymptotic large-sample limit is not equal to the Bayes risk). However, if label noise is high, then the generalization error for the rule predicts perfectly in the large sample size limit. For example, if the label noise is low such that only 5% of the samples are mislabelled, then the generalization error for the kNN rule will be less than 10% in the big data limit. Statistical consistency can be achieved by using the kNN rule, where the labels of k nearest neighbors are averaged over, but the kNN estimator interpolates.

Precursors:
The well-known "one nearest neighbor" (1NN) rule is in fact an interpolating classifier. It is worth emphasizing that in the large data limit, this well-known rule has a classification risk that is within a factor of two of the Bayes risk, \( \lim_{n \to \infty} R_{1NN} \leq 2R_B \). The 1NN rule is not statistically consistent (i.e. the asymptotic large-sample limit is not equal to the Bayes risk). However, if label noise is small, this is already quite good. If the classes do not overlap and there is no label noise, then the 1NN rule predicts perfectly in the large sample size limit. For example, if the label noise is low such that only 5% of the samples are mislabelled, then the generalization error for the 1NN rule will be less than 10% in the big data limit. Statistical consistency can be achieved by using the kNN rule, where the labels of k nearest neighbors are averaged over, but the kNN estimator interpolates and does not interpolate the training data.

Two previous examples of using singular weights for interpolation exist: Shepard’s method \cite{27} for spatial interpolation of geophysical data in 2D and 3D, and the non-adaptive Hilbert-kernel estimator due to Devroye et al. \cite{28}, with \( k = n \) and \( \delta = d \), however, in general, interpolating learners for noisy data are missing from classical statistics.

An interesting side note: the well-known Lagrange polynomial interpolation \cite{29} in 1D can be recovered from Eq.\( \ref{eq:1} \) with the singular "weight" \( w(x, x_i) = w_i/(x - x_i) \) with \( w_i = \prod_{j \neq i} (x - x_j) \).
increasing $k$, but note that this "weight" function can be negative and Lagrange interpolation is not a very good interpolation scheme for general positions of the interpolation points (due to Runge’s phenomenon\cite{Runge}).

**Statistical consistency of wiNN:**

Importantly, it can be shown \cite{9}(an intuitive proof-sketch is provided in the supplementary section 1), that the wiNN estimator is statistically consistent for functions (or class-conditional PDFs, respectively, for regression and binary classification problems) chosen from Hölder classes, a broad function class. This means that in the case of classification, the expected risk or generalization error tends to that of the Bayes classifier in the large sample limit $n \to \infty$. For regression, the expected risk or generalization error is measured using the expected mean squared error between the sample-based estimate of the regression function and the true regression function. These expected risks can be shown to approach the theoretical lower bounds as the number of samples grow.

More precisely, for regression the excess risk goes to zero as (see the supplementary section for notation and a proof sketch):

$$R_{sq}(\hat{\eta}) - R_{sq}(\eta) = E[(\hat{\eta}(x) - \eta(x))^2] \sim n^{-\frac{2\alpha}{d+2\alpha}}$$  \hspace{1cm} (2)

For classification,

$$E[R_{0/1}^{\text{wiNN}}(\hat{f})] - R_{0/1}(f_B) \leq \sqrt{E[(\hat{\eta}(x) - \eta(x))^2]} \sim n^{-\frac{\alpha}{d+\alpha}}$$  \hspace{1cm} (3)

Here $R_{sq}$ is the expected value of the squared loss or risk, $\hat{\eta}$ is the wiNN estimator, $\eta$ is the regression function, $R_{0/1}$ is the zero-one loss for classification, and $f_B$ the Bayes classifier. The basic idea is to use a bias-variance decomposition of the excess risk term. The variance term reduces with increasing $k$ as $\sim \frac{1}{k^2}$, as would be expected from averaging $k$ samples. The bias term increases with $k$ since further neighbors are used in the estimator, however if the sample size $n$ increases for fixed $k$, then the distance to the $k^{th}$ neighbor also decreases, so that bias decreases with increasing $n$. Under the assumptions of $\alpha$-Holder continuity of the regression function in dimension $d$, the bias term behaves as $(\frac{k}{n})^{\frac{d}{2\alpha}}$. Trading off the bias and variance terms, one finds that the optimal sample-size dependent choice for $k$ is $\sim n^{\frac{1}{1+\frac{d}{2\alpha}}}$. For this choice of $k$, the excess risk for regression goes to zero as $n^{-\frac{\alpha}{d+\alpha}}$.

Not only is the wiNN estimator consistent under general conditions, surprisingly it can outperform the smoother non-interpolating kNN estimator for suitable choices of parameters\cite{16, 31}. This goes against the grain of the intuition that smoother non-interpolating regression functions are better than interpolating regression functions that appear less smooth.

Note that wiNN exhibits the "curse of dimensionality" as one would expect given its general setting. The number of samples needed to reach an excess risk $\sim \epsilon$ scales exponentially with dimension as $n(\epsilon) \sim (1/\epsilon)^{1+\frac{d}{2\alpha}}$.

**How do deep net based function fits relate to SCI?**

A detailed theoretical treatment of the generalization properties of overparameterized deep networks that interpolate data is beyond the scope of this article, but we present some relevant ideas here. The possible connections between these different interpolation schemes in the context of statistical consistency is schematically illustrated in Fig.3.

The wiNN algorithm is a local, non-parametric function estimator and exhibits SCI in any data dimension for a broad class of functions. A fixed size DNN is a parametric function estimator and cannot in general be statistically consistent for a similarly broad class of functions. It will generally stop having the capacity to interpolate as the training data set size grows indefinitely. Furthermore, a DNN with a fixed number of parameters cannot be expected to exhibit the same locality properties. However, if the number of parameters in a DNN are allowed to increase with the sample size in a sufficiently flexible way to permit training data interpolation, together with an appropriate optimization procedure for selecting an interpolating DNN for a given sample size, one would effectively obtain a non-parametric function fitting procedure. It is reasonable to ask whether statistical consistency can be obtained in a suitable limit (such as infinitely wide deep nets).

Whether such a limiting procedure can lead to statistical consistency in any input dimension for some appropriate class of DNNs, is not currently known. However, it is conceivable that such a limiting procedure could produce DNN based function interpolators that are statistically consistent in the asymptotic limit of large input dimensionality. To see why this may be the case, first note the example of Simplex interpolation, an algorithm also presented in [6], which is not statistically consistent in finite dimensions, but where the generalization gap goes to zero exponentially with
the input dimension. The algorithm is conceptually straightforward and is based on constructing a simplicial complex with the input data vectors, and applying linear interpolation inside each simplex. This indicates the existence of a class of interpolators that are asymptotically consistent with increasing input dimensionality.

Secondly, it has been shown that Kernel Machine based interpolation can exhibit asymptotic consistency in high dimensions. Note that Kernel Machine Regression has locality properties (c.f. locality of Spline interpolation). Finally, Kernel Machine regression can be linked to DNNs in the limit of infinitely wide nets (c.f. the Neural Tangent Kernel). Thus, it is possible that suitable classes of DNNs could exhibit statistical consistency after taking the appropriate limits. This is an interesting challenge for future research.

To invoke wiNN-like interpolating algorithms to explain the empirically observed success of overparameterized deep nets, one needs the additional element that the effective dimensionality of the input space $d_{eff}$ is small enough that training data set sizes match contemporary big data. If $d_{eff} \sim 10$ and $\alpha = 1$, then to achieve 90\% accuracy one needs $\sim 10^{1+10/2} = 10^{6}$ data samples - and millions of labelled samples are now routine in many domains. Note that it is not necessary for an interpolation scheme like wiNN to learn a low dimensional representation. Representation learning has been suggested as one of the reasons for the success of DNNs, and may well play a practical role, but the existence of nonparametric interpolation schemes seem to indicate that (parametric) representation learning is not necessary for achieving statistical consistency in the big data limit.

In essence, what is being said here is that modern overparameterized learning machines (c.f., deep nets) resemble classical non-parametric estimators, operating in an interpolating regime and with asymptotically large training data sets. Labelled data sets have gotten so large that even with the curse of dimensionality, local non-parametric estimation can now work for complex input spaces such as natural images. Although the nominal dimensionality of such input spaces would still appear to be too big, natural structure in the real world (e.g., the data lies on a low dimensional manifold) would then permit the success of this kind of effectively local, non-parametric estimation.

A somewhat different approach to the generalization properties of overparameterized ANNs, compared with the "local averaging" picture presented above, is from the perspective of norm-controlled function approximation. It has been argued that good generalization in deep nets is achieved by controlling the norm of the weights rather than the number of parameters (note that such norm control is essential for infinitely large networks). Fitting a single hidden layer ReLU network with a constraint on the Euclidean norm of the weights has been shown to be equivalent to choosing a function while minimizing a specific norm. Notably, this norm is not an RKHS norm and therefore does not fit simply into the above discussion relating large ANNs to GPs. Clearly, there are a number of open theoretical directions to pursue.

Costs and benefits of interpolating learners

There are two "costs" of learning via interpolation that also correspond to phenomena that have been observed with deep nets: non-extrapolation, and adversarial examples.

First, interpolating learners will not in general extrapolate (unless, of course, supplemented by prior knowledge about the function outside the data range, which is not a possibility we will consider here). As seen in Fig.1, at the edge of the training data set, the regression function becomes a constant given by its value at the edge. This is consistent with the difficulties encountered by deep nets when going outside the domain where significant amounts of training data are present. This issue raises its head in different guises, such as "continual learning" for non-stationary data, or "transfer learning" across domains, neither of which have fully satisfactory solutions. A recent real life example of the lack of extrapolation, is provided the numerous and widespread glitches that appeared in contemporary AI engines due to a sudden domain shift caused by the Covid pandemic.

Second, the wiNN algorithm provides a ubiquitous mechanism for adversarial examples, that are well known for deep nets. For example, adversarial examples in image classification correspond to the surprising mis-classification of images due to visually imperceptible addition of small but intentionally adversarial noise, or even rotation/translation of the images after padding. As can be seen in Fig.2, the singular weights forces mis-classification in the immediate vicinity of a mislabeled sample. In regions of the input space where there is some finite density of mislabeled points, adversarial examples are therefore dense in the large sample limit (but occupy a set of measure zero since the training set is countable, and therefore adversarial examples must be searched for and cannot be found "at random").
Figure 3: Tentative landscape outlining the relation between statistically consistent regression estimators, data interpolation, and parametric vs non-parametric estimation. Interpolating estimators may be either non-parametric or parametric. Note that in discussing statistical consistency we have in mind sufficiently general function classes, cf. Hölder spaces - the discussion here is meant to be suggestive rather than formal. Estimators may be statistically consistent in any input data dimension, or may be asymptotically consistent as the input dimension grows indefinitely. Statistically consistent estimators do not have to interpolate training data (and previous studies have focussed on regularized estimators that do not interpolate), but parametric estimators are not generally expected to be statistically consistent for broad function classes unless suitable limits are taken where they effectively behave like non-parametric estimators. Only two interpolating estimators are currently proven to be consistent for broad function classes in any dimension (wiNN and the Hilbert interpolator). The Simplex interpolation method was proven to be statistically consistent in the limit of large data dimensions. It is not currently known if arbitrary Kernel Machine interpolators are asymptotically consistent, but some theoretical progress has been made in this regard. Infinitely wide nets may resemble Kernel Machine interpolators, but it is not currently known if interpolating deep nets can exhibit statistical consistency for broad function classes in arbitrary dimensions.
the learning dynamics. With significant overparameterization, data-interpolating global minima with zero training error proliferate and can be relatively easily found using stochastic gradient descent, in contrast with the under-parameterized case where the optimization dynamics can get frequently stuck in local minima due to the non-convexity of the landscape. If the loss function possesses second derivatives around these global minima, then the asymptotic convergence rates may be analyzed transparently using an effective linear regression model that permits closed form theoretical analyses\cite{39,40,32}. In general, the interpolating limit appears to provide tractable routes to theoretical understanding.

*The ghost of Occam’s razor: overfitting peaks and double descent*

The discussion so far may provide the temptation to entirely abandon textbook wisdom and freely overparameterize and interpolate data. However, data interpolation by itself provides no guarantee of good generalization. One can trivially produce bad data interpolating functions (e.g. one that gives the training values on the training set, but is zero elsewhere). More interestingly, as one increases the numbers of fitting parameters during a parametric fit, the generalization error can *diverge* precisely when data interpolation is achieved, followed by a region of lower generalization error where regularized interpolation is performed using more parameters than data points.

This phenomenon was first reported over 30 years ago (\cite{41}, also see Figs 4.3 and 5.3 in \cite{42}) but was an obscure topic until recently. It has recently been highlighted and dubbed "double descent" \cite{13} and is an active research topic \cite{43,10,44,45}. The diverging generalization error at the data interpolation point can be simply understood by examining multivariable linear regression with random design matrices. Consider the linear regression problem given by the data fitting model $Y = X\beta$, where $Y$ is an $m$-dimensional vector of observations, fitted by a $p$ dimensional parameter vector $\beta$, given the $m \times p$ matrix of regressors $X$. Precisely at the data interpolation point $m = p$, $X$ is square and will generically have singular values that tend to zero as the matrix becomes large. Since the least square parameter estimator is $\hat{\beta} = (X^T X)^{-1} X Y$, ill-posedness of $(X^T X)$ causes $\hat{\beta}$ and therefore the generalization error to diverge.

With over-parameterization ($p > m$), the design matrix is rectangular and no longer has close to zero singular values as long as the null space is suppressed through appropriate regularization (e.g. by employing a minimum norm condition). The interesting point is that under suitable conditions, the generalization error in the over-parameterized region $p > m$ can in fact be lower than the GE in the under-parameterized region $p < m$. An intuitive scenario for this phenomenon, is the case where the number parameters $n$ in the data generating model is larger than $m$, and good generalization requires $p \geq n > m$ \cite{44,43}. In this case, having fewer parameters than data points $p < m$ causes model mis-specification, and this can cause the GE to suffer in the under-parameterized regime. Note however that these interpolating solutions are generally *not statistically consistent* and have generalization error above the theoretical lower limits. Another point to be noted, is that training data interpolation, in the sense of zero training error, can be achieved for classification, without passing through a peak in the GE curve. This is the case for boosting\cite{22}.

The non-monotonic behavior of the GE curves with increasing model complexity (the double descent scenario) is of interest in reconciling the textbook wisdom about the dangers of "overfitting" training data with the observations of good generalization under overparameterized conditions. However, the study of generalization error as a function of model complexity is not the focus of this perspective piece. Generally speaking, data interpolation is neither necessary nor sufficient for good generalization. The interpolating models in the overparameterized region of the double descent curves are not in general statistically consistent - the generalization error is above the theoretical lower bounds. While one can imagine that under certain circumstances data interpolation may produce reasonable generalization, what is surprising is the existence of interpolating learners that are *optimal* in the sense of Statistical Consistency. The provable examples available so far of such SCI learners (wiNN, Hilbert interpolation) are not parametric.

**SCI shows why ANNs in ML are distinct from biological brains**

Artificial neural network models, particularly deep nets, have produced good results in practical applications. It is tempting to conclude (and this conclusion has been widely drawn) that the source of this success is that the ANNS/DNs mimic some important aspect of biological brains. What if this is not true? We argue in this article is that the success of ANNs/DNs in modern machine learning applications is the phenomenon of SCI, not necessarily resemblance to biological brains. This has important implications.

First, although successful ANN/DN models for ML/RL were motivated loosely by real brain circuits, if they are indeed overparameterized data interpolation schemes owing their success to...
SCI, they are unlikely to provide a route to the scientific understanding of brains. Second, this holds open the possibility of a new generation of ML approaches that do indeed resemble real brain circuitry.

We first address the relation between real brains and ANNs. To the extent that ANNs are over-parameterized data interpolation devices whose generalization success is contingent on large training data sets - as this article would argue, and empirical evidence indicates - one is forced to conclude that they are quite different from biological brains. In contrast with the data-hungry interpolation algorithms, biological brains often need much smaller training data sets. For example, humans need to play many fewer games than the deep reinforcement learning algorithms to gain similar performance in video games\[10\]. Striking examples of pre-programmed behaviors or "instincts" abound in the animal kingdom, where there is little or no requirement of training data. Even learned song culture in songbirds can be traced back to innate sources and can emerge spontaneously over multiple generations\[17\]. An obvious hypothesis is that biological brains are more efficient learners than modern ML algorithms due to extra "prior structure" (this is essentially the well known poverty of stimulus argument\[18\]).

Note that deep nets do have their own prior (handcrafted) network architecture (e.g. the encoder-decoder architecture and the translational invariance of convolutional layers in U-Net\[49\] like architectures for machine vision). Indeed such prior structure is essential for good performance even if deep nets are interpolating learners, and the "art" of designing deep nets consists in designing this structure in some manner. Nevertheless, the networks still require very large training data sets for good performance, and the training error is essentially driven to zero, indicating data interpolation. This is costly both from an engineering and financial perspective. Data interpolation implies sensitive dependence on the training data set and non-extrapolation, forcing the user to constantly gather new volumes of data as the application domain shifts. Adversarial examples are an obligatory property of interpolating learners, another engineering weakness. Also, overparameterization gives rise to very large models that are costly from an implementation perspective.

Thus, it would be beneficial for modern ML techniques to lessen the dependence on large volumes of training data by building in better priors. Since biological brains require smaller training data sets, it is natural to look at brains for inspiration for the necessary priors. How should this be done?

**Mesoscale brain circuit architecture as a route to incorporating biological priors into modern ML**

While ANNs bear a loose resemblance to biological neural networks, it is interesting to note that most of the biomimetic efforts so far have focussed on a behavioral/psychological level, drawing on reinforcement learning behaviors\[50\], seeking to incorporate psychological/cognitive phenomena such as short term memory\[51\] or selective attention\[52\]. Also notable in this regard, is that Turing’s inspiration for his model of computation came from the human cognitive behavioral process involved in solving mathematical problems, and the development of the formal theory of computer languages and automata relied on the analysis of linguistic phenomena. In all cases, brain-related considerations have largely occurred at the psycho-behavioral level rather than at the level of the underlying brain circuitry. However, despite these sources of inspiration for brain mimicry, modern ML appears to be still producing data-hungry interpolation schemes.

Is there a different approach to incorporating prior knowledge that will move us away from data interpolation schemes? We wish to argue that there is a currently under-exploited avenue that would be fruitful to explore in this context, i.e. "network mimesis", where the biomimetic effort is directed to the actual network architecture of real brains rather than surface behaviors or cognitive psychological constructs. Arguably, mimicry at the neural circuit level is the origin of ANNs, reflected in the work of McCullogh and Pitts\[53\]. Turing also proposed an ANN model of computation inspired by neural circuitry\[54\].

Deep nets for machine vision are loosely inspired by the hierarchical organization of the primate visual system\[55\]. However, networks used in contemporary ML algorithms bear little resemblance to real neural circuit architecture - in the case of machine vision, it is routine to use dozens if not hundreds of feed forward layers, whereas the visual system employs perhaps five or six hierarchical levels, with strong feedback connections between levels\[56\]. As another example, the convolutional structure (equivalently, translationally invariant filters) used in CNNs for machine vision are in fact different from the real visual systems, which have 'receptive fields', i.e different sets of neurons perform the spatial filtering operations at different points on the image, rather than a shared set of
filters performing the operation across the entire network ("weight sharing").

Human engineers devising machine learning networks design their "network anatomy", so circuit architectures can be adopted in a straightforward manner. At what level should one try to adopt the circuit connectivity patterns from brains? We would like to suggest that a fruitful future avenue for neuromimesis lies in the mesoscale circuit architecture of entire vertebrate brains. Network architecture at the mesoscopic scale is concerned with the connectivity rules or patterns between cytoarchitectonically distinct brain compartments or groups of similar neurons. This mesoscale circuit architecture is species-specific and genetically encoded. In contrast, individual synaptic connections (as measured using Electron Microscopy, e.g. the recently published synaptic connectivity matrix of a major portion of the fruitfly brain) are individual-specific and subject to plasticity and learning. Indeed, one might argue that human engineers designing deep nets are precisely engaged in the engineering of mesoscale circuitry of ANNs, leaving the specification of individual "synaptic weights" to the process of fitting training data sets.

As an example of how this might work, consider the recent neuroanatomical finding of unidirectional monosynaptic connections between the primary auditory cortex and the periphery of the primary visual cortex in the marmoset. This early fusion of the sensory streams stands in distinction to how video is processed today, where the image and sound streams are first converted into high level symbols before fusion; the mesoscale projection from primary auditory to primary visual cortex might argue for the utility of early fusion of the data streams.

Beyond this specific example, there are many prominent differences between deep net architectures and mesoscale brain architectures. The mesoscale network architecture in real brains is "shallow-recurrent" rather than "deep-feedforward". In the visual pathway, often used to motivate deep networks, there are only five or six levels before object recognition is achieved, and strong feedback connections exist from early on (cf. the strong projection from the primary Visual cortex to the sensory relay neurons in the Lateral Geniculate Nucleus of the Thalamus). One field where such input from mesoscale circuitry may prove particularly useful is robotics - this is an area where deep nets have had limited impact. The circuit architectures of entire vertebrate brains, particularly the integration between sensory and motor systems and the hierarchical organization of motor systems may prove of utility (c.f. recent work elaborating the input-output projections of the mouse motor cortex).

Behavioral/psychological priors tell us more about the problem being solved than about the algorithm being employed to solve the problems. Neuroanatomical circuitry are in some sense the distributed algorithms that are involved in the problem solution and closer examination of these circuits may help close the training data gap between data-interpolating deep nets and biological brains.

Understanding Nature: Scientific Theories vs Data Interpolation

A second set of questions raised by data interpolation in modern ML relates to scientific models and theories. As the quote from Von Neumann shows, models or theories with too many parameters are generally regarded as problematic in scientific work, and interpolating noisy data is antithetical to basic practice in science. However, to the extent that scientific theories are meant to be predictive, statistically consistent interpolation methods also offer predictions that are optimal in the limit of many observations. Can they therefore replace scientific models and theories? Such a replacement would have big implications for the training of scientists and for scientific methodology: learning and developing theories in the classical manner would simply be replaced by large scale data gathering exercises. While such an enterprise would be centuries too late in terms of discovering physical laws, it raises provocative questions about future scientific analysis of complex phenomena.

SCI learners perfectly "explain" (fit) the observations while generalizing well - superficially this is also what one expects of scientific theories. An obvious weakness is the sensitive dependence of interpolating learners on the distribution from which the training set is chosen. Non-stationarity of the training distribution and the appearance of previously unobserved regimes in the test will prevent interpolating approaches from predicting accurately outside the training data domain. However, one might consider a brute force approach that continuously gathers more training data as distributional non-stationarities are encountered, in real life engineering applications. This may well succeed in narrow domains of application.

There is however a basic difficulty in trying to automate scientific knowledge generation by interpolating data. Indeed, the success of modern physics, a paradigmatic science, is not based on trying to explain the full complexity of observations, a strategy that Noam Chomsky has characterized as predicting "what’s gonna happen outside the window next." Interpolating
Figure 4: The figure summarizes the perspective presented in this article relating the three epistemologies or theories of the world as viewed by the laws of physics (a), by animal brains with large neuron numbers (b) and by deep nets (c). Physical law is strongly rationalist in spirit, adopting a priori theories with few if any adjustable parameters that are revised when contradicting empirical evidence. Complex animal brains with large neuron numbers have exponentially many parameters (potential synaptic connectivity), but have innate structure and efficient learning mechanisms that require a modest set of empirical measurements. These innate predispositions of complex animal brains are captured by the mesoscale circuit architectures specified by the species genomes. Modern ML as exemplified by deep net architectures is strongly empiricist, with a large number of parameters that are fitted to an equally large number of measurements, often in an interpolating manner, with relatively weak priors which are imposed by relatively ad-hoc, engineered network architectures. Deriving physical law by fitting data in the spirit of modern ML is inconsistent with previously successful approaches. Physical law sets fundamental energetic limits to both biological brains and current implementations of ML algorithms, and the current hardware implementations of ML appear to be highly energetically inefficient, operating far from the fundamental physical limits.
learners may indeed be better tools for explaining the intricacies of the world outside the window (if equipped with suitably large training corpora), but the successful development of theoretical physics depended on ignoring the world outside the window, so to speak, and looking into the night sky to study planetary orbits. Interestingly, the first models of planetary orbits in fact resemble the modern Machine Learning approach using function fits: the method of epicycles used in Ptolemy’s astronomy to predict planetary orbits, are in fact equivalent to a Fourier series expansion.[66]

Thus a key to theoretical advancements in physics has been to ignore the observed complexities of the natural world and to selectively focus on well-chosen details that provide the right hooks to unravel the seeming complexity. This strategy has clearly been very successful. Overparametrized and interpolating learners by design do not provide a methodology for selecting a few "important" details. Therefore, despite pragmatic success in solving real problems they seem unsuitable for scientific theorizing.

The perspective presented in this article may be summarized as follows. The success of data-intensive modern machine learning approaches depend in an important way on the phenomenon of Statistically Consistent Interpolation. SCI learners generalize well while interpolating training data in the limit of large data sets, a property that seemingly contradicts previous statistical practice, but that can be proven rigorously for some data interpolation algorithms. To the extent that modern ML methods are interpolation schemes, implemented using overparametrized models dependent on very large data sets for good generalization, they present a third way of modeling or predicting natural phenomena, in contrast with theoretical physics, which has very few parameters, but also in contrast with biological brains, which effectively have many parameters but do not require such large training data sets. This points to the possibility of a new generation of intelligent machinery based on distributed circuit architectures which incorporate stronger priors, possibly drawing upon the mesoscale circuit architecture of vertebrate brains.

One important theme that is beyond the scope of this perspective piece, but which bears mention, is the matter of energetic costs. Implementations of modern machine learning on existing hardware approaches are energy inefficient compared to biological brains. In addition to the "data gap" discussed in this article, this "energy gap" is an important area of future study. Physical law may set fundamental limits to the energetic efficiency of intelligent machines[67], and it is also possible that non-biological hardware and computational paradigms may permit yet other varieties of machine intelligence we have not yet conceived[68].

Given the fundamental weakness of data interpolation as a repository of observations, it is unlikely that theoretical physicists will switch to fitting elephants. Neither will overparametrized, data-fitting ANNs help us understand the mystery of how and why our biological brains can imagine perfectly equal Platonic sticks without any experiential basis. Nevertheless, we now have a better theoretical understanding of how one can interpolate noisy data and generalize well at the same time, an observation that is likely to have lasting theoretical as well as practical impact across multiple disciplines.

Acknowledgement

This work was supported by the Crick-Clay Professorship (CSHL) and the H N Mahabala Chair Professorship (IIT Madras).
References

[1] Gareth James, Daniela Witten, Trevor Hastie, and Robert Tibshirani. *An introduction to statistical learning*, volume 112. Springer, 2013.

[2] László Györfi, Michael Kohler, Adam Krzyzak, and Harro Walk. *A Distribution-Free Theory of Nonparametric Regression*. Springer series in statistics. Springer, 2002.

[3] Chiyuan Zhang, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol Vinyals. Understanding deep learning requires rethinking generalization. In *International Conference on Learning Representations*, 2017.

[4] Abraham J Wyner, Matthew Olson, Justin Bleich, and David Mease. Explaining the success of adaboost and random forests as interpolating classifiers. *Journal of Machine Learning Research*, 18(48):1–33, 2017.

[5] Mikhail Belkin, Siyuan Ma, and Soumik Mandal. To understand deep learning we need to understand kernel learning. In *Proceedings of the 35th International Conference on Machine Learning*, pages 541–549, 2018.

[6] Mikhail Belkin, Daniel Hsu, and Partha Mitra. Overfitting or perfect fitting? risk bounds for classification and regression rules that interpolate. *arXiv preprint arXiv:1806.05161*, 2018.

[7] Adele Cutler and Guohua Zhao. Pert-perfect random tree ensembles. *Computing Science and Statistics*, 33:490–497, 2001.

[8] Freeman Dyson. A meeting with enrico fermi. *Nature*, 427(6972):297, 2004.

[9] David L Donoho and Jared Tanner. Sparse nonnegative solution of underdetermined linear equations by linear programming. *Proceedings of the National Academy of Sciences of the United States of America*, 102(27):9446–9451, 2005.

[10] Martin J Wainwright. *High-dimensional statistics: A non-asymptotic viewpoint*, volume 48. Cambridge University Press, 2019.

[11] Alexander Rakhlin and Xiyu Zhai. Consistency of interpolation with laplace kernels is a high-dimensional phenomenon. *arXiv preprint arXiv:1812.11167*, 2018.

[12] Greg Ongie, Rebecca Willett, Daniel Soudry, and Nathan Srebro. A function space view of bounded norm infinite width relu nets: The multivariate case. *arXiv preprint arXiv:1910.01635*, 2019.

[13] Mikhail Belkin, Daniel Hsu, Siyuan Ma, and Soumik Mandal. Reconciling modern machine-learning practice and the classical bias–variance trade-off. *Proceedings of the National Academy of Sciences*, 116(32):15849–15854, 2019.

[14] Tengyuan Liang and Alexander Rakhlin. Just interpolate: Kernel" ridgeless" regression can generalize. *arXiv preprint arXiv:1808.00387*, 2018.

[15] Peter L Bartlett, Philip M Long, Gábor Lugosi, and Alexander Tsigler. Benign overfitting in linear regression. *arXiv preprint arXiv:1906.11300*, 2019.

[16] Andrea Montanari, Feng Ruan, Youngtak Sohn, and Jun Yan. The generalization error of max-margin linear classifiers: High-dimensional asymptotics in the overparametrized regime. *arXiv preprint arXiv:1911.01544*, 2019.

[17] Mina Karzand and Robert D Nowak. Active learning in the overparameterized and interpolating regime. *arXiv preprint arXiv:1905.12782*, 2019.

[18] Yue Xing, Qifan Song, and Guang Cheng. Statistical optimality of interpolated nearest neighbor algorithms. *arXiv preprint arXiv:1810.02814*, 2018.

[19] Martin Anthony and Peter L Bartlett. *Neural Network Learning: Theoretical Foundations*. Cambridge University Press, 1999.
[20] Sanjeev Arora, Simon S Du, Wei Hu, Zhiyuan Li, and Ruosong Wang. Fine-grained analysis of optimization and generalization for overparameterized two-layer neural networks. *arXiv preprint arXiv:1901.08584*, 2019.

[21] Zeyuan Allen-Zhu, Yuanzhi Li, and Yingyu Liang. Learning and generalization in overparameterized neural networks, going beyond two layers. In *Advances in neural information processing systems*, pages 6158–6169, 2019.

[22] Robert E Schapire, Yoav Freund, Peter Bartlett, Wee Sun Lee, et al. Boosting the margin: A new explanation for the effectiveness of voting methods. *The annals of statistics*, 26(5):1651–1686, 1998.

[23] Nicole Mücke and Ingo Steinwart. Global minima of dnns: The plenty pantry. *arXiv preprint arXiv:1905.10686*, 2019.

[24] Elizbar A Nadaraya. On estimating regression. *Theory of Probability & Its Applications*, 9(1):141–142, 1964.

[25] GS Watson. Smooth regression analysis. *Sankhya A*: 26: 359-372, (50), 1964.

[26] Thomas Cover and Peter Hart. Nearest neighbor pattern classification. *IEEE transactions on information theory*, 13(1):21–27, 1967.

[27] Donald Shepard. A two-dimensional interpolation function for irregularly-spaced data. In *Proceedings of the 1968 23rd ACM national conference*, pages 517–524. ACM, 1968.

[28] Luc Devroye, László Györfi, and Adam Krzyżak. The hilbert kernel regression estimate. *Journal of Multivariate Analysis*, 65(2):209–227, 1998.

[29] Edward Waring. Vii. problems concerning interpolations. *Philosophical transactions of the royal society of London*, (69):59–67, 1779.

[30] Carl Runge. Über empirische funktionen und die interpolation zwischen äquidistanten ordinaten. *Zeitschrift für Mathematik und Physik*, 46(224-243):20, 1901.

[31] Yue Xing, Qifan Song, and Guang Cheng. Benefit of interpolation in nearest neighbor algorithms. *arXiv preprint arXiv:1909.11720*, 2019.

[32] Arthur Jacot, Franck Gabriel, and Clément Hongler. Neural tangent kernel: Convergence and generalization in neural networks. In *Advances in neural information processing systems*, pages 8571–8580, 2018.

[33] Ian Goodfellow, Yoshua Bengio, and Aaron Courville. *Deep Learning*. MIT Press, 2016.

[34] Peter L Bartlett. For valid generalization the size of the weights is more important than the size of the network. In *Advances in neural information processing systems*, pages 134–140, 1997.

[35] Behnam Neyshabur, Ryota Tomioka, and Nathan Srebro. In search of the real inductive bias: On the role of implicit regularization in deep learning. *arXiv preprint arXiv:1412.6614*, 2014.

[36] Will Douglas Heaven. Our weird behavior during the pandemic is messing with ai models. *MIT Technology Review*, (May), 2020.

[37] Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. *arXiv preprint arXiv:1412.6572*, 2014.

[38] Logan Engstrom and Aleksander Madry. A rotation and a translation suffice: Fooling cnns with simple transformations.

[39] Siyuan Ma, Raef Bassily, and Mikhail Belkin. The power of interpolation: Understanding the effectiveness of SGD in modern over-parametrized learning. *CoRR*, abs/1712.06559, 2017.

[40] Partha P Mitra. Fast convergence for stochastic and distributed gradient descent in the interpolation limit. In *2018 26th European Signal Processing Conference (EUSIPCO)*, pages 1890–1894. IEEE, 2018.
[41] Marco Loog, Tom Viering, Alexander Mey, Jesse H Krijthe, and David MJ Tax. A brief prehistory of double descent. *Proceedings of the National Academy of Sciences*, 117(20):10625–10626, 2020.

[42] Andreas Engel and Christian Van den Broeck. *Statistical mechanics of learning*. Cambridge University Press, 2001.

[43] Trevor Hastie, Andrea Montanari, Saharon Rosset, and Ryan J Tibshirani. Surprises in high-dimensional ridgeless least squares interpolation. *arXiv preprint arXiv:1903.08560*, 2019.

[44] Partha P Mitra. Understanding overfitting peaks in generalization error: Analytical risk curves for $l_2$ and $l_1$ penalized interpolation. *arXiv preprint arXiv:1906.03667*, 2019.

[45] Ben Adlam and Jeffrey Pennington. The neural tangent kernel in high dimensions: Triple descent and a multi-scale theory of generalization. *arXiv preprint arXiv:2008.06786*, 2020.

[46] Matteo Hessel, Joseph Modayil, Hado Van Hasselt, Tom Schaul, Georg Ostrovski, Will Dabney, Dan Horgan, Bilal Piot, Mohammad Azar, and David Silver. Rainbow: Combining improvements in deep reinforcement learning. In *Thirty-Second AAAI Conference on Artificial Intelligence*, 2018.

[47] Olga Fehér, Haibin Wang, Sigal Saar, Partha P Mitra, and Ofer Tchernichovski. De novo establishment of wild-type song culture in the zebra finch. *Nature*, 459(7246):564–568, 2009.

[48] Noam Chomsky, Samuel Jay Keyser, et al. *Language and problems of knowledge: The Managua lectures*, volume 16. MIT press, 1988.

[49] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomedical image segmentation. In *International Conference on Medical image computing and computer-assisted intervention*, pages 234–241. Springer, 2015.

[50] Richard S Sutton and Andrew G Barto. *Reinforcement learning: An introduction*. MIT press, 2018.

[51] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. *Neural computation*, 9(8):1735–1780, 1997.

[52] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. In *Advances in neural information processing systems*, pages 5998–6008, 2017.

[53] Tara H Abraham. (physio) logical circuits: The intellectual origins of the mcculloch–pitts neural networks. *Journal of the History of the Behavioral Sciences*, 38(1):3–25, 2002.

[54] Alan Mathison Turing. Intelligent machinery, 1948.

[55] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. *nature*, 521(7553):436–444, 2015.

[56] Adam M Sillito, Javier Cudeiro, and Helen E Jones. Always returning: feedback and sensory processing in visual cortex and thalamus. *Trends in neurosciences*, 29(6):307–316, 2006.

[57] Jason W Bohland, Caizhi Wu, Helen Barbas, Hemant Bokil, Mihail Bota, Hans C Breiter, Hollis T Cline, John C Doyle, Peter J Freed, Ralph J Greenspan, et al. A proposal for a coordinated effort for the determination of brainwide neuroanatomical connectivity in model organisms at a mesoscopic scale. *PLoS computational biology*, 5(3):e1000334, 2009.

[58] Partha P Mitra. The circuit architecture of whole brains at the mesoscopic scale. *Neuron*, 83(6):1273–1283, 2014.

[59] Seung Wook Oh, Julie A Harris, Lydia Ng, Brent Winslow, Nicholas Cain, Stefan Mihalas, Quanxin Wang, Chris Lau, Leonard Kuan, Alex M Henry, et al. A mesoscale connectome of the mouse brain. *Nature*, 508(7495):207–214, 2014.
[60] Louis K Scheffer, C Shan Xu, Michal Januszewski, Zhiyuan Lu, Shin-ya Takemura, Kenneth J Hayworth, Gary Huang, Kazunori Shinomiya, Jeremy Maitlin-Shepard, Stuart Berg, et al. A connectome and analysis of the adult drosophila central brain. *BioRxiv*, 2020.

[61] Piotr Majka, Marcello GP Rosa, Shi Bai, Jonathan M Chan, Bing-Xing Huo, Natalia Jermakow, Meng K Lin, Yeonsook S Takahashi, Ianina H Wolkowicz, Katrina H Worthy, et al. Unidirectional monosynaptic connections from auditory areas to the primary visual cortex in the marmoset monkey. *Brain Structure and Function, 224*(1):111–131, 2019.

[62] Leslie Pack Kaelbling. The foundation of efficient robot learning. *Science, 369*(6506):915–916, 2020.

[63] Rodrigo Muñoz-Castaneda, Brian Zingg, Katherine S Matho, Quanxin Wang, Xiaoyin Chen, Nicholas N Foster, Arun Narasimhan, Anan Li, Karla E Hirokawa, Bingxing Huo, et al. Cellular anatomy of the mouse primary motor cortex. *bioRxiv*, 2020.

[64] Michael Schmidt and Hod Lipson. Distilling free-form natural laws from experimental data. *Science, 324*(5923):81–85, 2009.

[65] Yarden Katz. Noam chomsky on where artificial intelligence went wrong, the atlantic, 1 November 2012, 2012.

[66] Griselda Acosta, Eric Smith, and Vladik Kreinovich. Need for a careful comparison between hypotheses: Case study of epicycles. In *Towards Analytical Techniques for Systems Engineering Applications*, pages 61–64. Springer, 2020.

[67] Rolf Landauer. Irreversibility and heat generation in the computing process. *IBM Journal of Research and Development, 5*(3):183–191, 1961.

[68] Richard P Feynman. *Feynman lectures on computation*. CRC Press, 2018.