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Abstract

We establish some higher differentiability results for solutions to non-autonomous obstacle problems of the form

$$\min \left\{ \int_{\Omega} f(x, Dv(x)) \, dx : v \in K_{\psi}(\Omega) \right\},$$

where the function $f$ satisfies $p-$growth conditions with respect to the gradient variable, for $1 < p < 2$, and $K_{\psi}(\Omega)$ is the class of admissible functions.

Here we show that, if the obstacle $\psi$ is bounded, then a Sobolev regularity assumption on the gradient of the obstacle $\psi$ transfers to the gradient of the solution, provided the partial map $x \mapsto D_{\xi} f(x, \xi)$ belongs to a Sobolev space, $W^{1,p+2}$.

The novelty here is that we deal with subquadratic growth conditions with respect to the gradient variable, i.e. $f(x, \xi) \approx a(x)|\xi|^p$ with $1 < p < 2$, and where the map $a$ belongs to a Sobolev space.

AMS Classifications. 35J87; 49J40; 47J20.
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1 Introduction

We are interested in the regularity properties of solutions to problems of the form

$$\min \left\{ \int_{\Omega} f(x, Dv(x)) \, dx : v \in K_{\psi}(\Omega) \right\},$$

where $\Omega \subset \mathbb{R}^n$ is a bounded open set, $n > 2$, $f : \Omega \times \mathbb{R}^n \to \mathbb{R}$ is a Carathéodory map, such that $\xi \mapsto f(x, \xi)$ is of class $C^2(\mathbb{R}^n)$ for a.e. $x \in \Omega$, $\psi : \Omega \mapsto [-\infty, +\infty)$ belonging to the Sobolev class $W^{1,p}_{\text{loc}}(\Omega)$ is the obstacle, and

$$K_{\psi}(\Omega) = \left\{ v \in u_0 + W^{1,p}_{0}(\Omega, \mathbb{R}) : v \geq \psi \text{ a.e. in } \Omega \right\}$$

is the class of the admissible functions, with $u_0 \in W^{1,p}(\Omega)$ a fixed boundary datum.

Let us observe that $u \in W^{1,p}_{\text{loc}}(\Omega)$ is a solution to the obstacle problem (1.1) in $K_{\psi}(\Omega)$ if and only if $u \in K_{\psi}(\Omega)$ and $u$ is a solution to the variational inequality

$$\int_{\Omega} \langle A(x, Du(x)), D(\varphi(x) - u(x)) \rangle \, dx \geq 0 \quad \forall \varphi \in K_{\psi}(\Omega),$$

where the operator $A : \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ is defined as follows
\[ A_i(x, \xi) = D_{\xi_i} f(x, \xi) \quad \forall i = 1, \ldots, n. \]

We assume that \( A \) is a \( p \)-harmonic type operator, that is it satisfies the following \( p \)-ellipticity and \( p \)-growth conditions with respect to the \( \xi \)-variable. There exist positive constants \( \nu, L, \ell \) and an exponent \( 1 < p \leq 2 \) and a parameter \( 0 \leq \mu \leq 1 \) such that

\[ |A(x, \xi)| \leq \ell \left( \mu^2 + |\xi|^2 \right)^{\frac{\mu-1}{2}}, \quad (1.3) \]

\[ \langle A(x, \xi) - A(x, \eta), \xi - \eta \rangle \geq \nu |\xi - \eta|^2 \left( \mu^2 + |\xi|^2 + |\eta|^2 \right)^{\frac{\mu-2}{2}}, \quad (1.4) \]

\[ |A(x, \xi) - A(x, \eta)| \leq L |\xi - \eta| \left( \mu^2 + |\xi|^2 + |\eta|^2 \right)^{\frac{\mu-2}{2}}, \quad (1.5) \]

for all \( \xi, \eta \in \mathbb{R}^n \) and for almost every \( x \in \Omega \).

First, we show that an higher differentiability property of integer order of the gradient of the obstacle transfers to the solution of problem (1.1), provided the partial map \( x \mapsto D_{\xi} f(x, \xi) \) belongs to a suitable Sobolev class, with no loss in the order of differentiation.

More precisely we assume that the map \( x \mapsto A(x, \xi) \) belongs to \( W^{1, p+2}_{\text{loc}}(\Omega) \) for every \( \xi \in \mathbb{R}^n \) or, equivalently, that there exists a non-negative function \( g \in L^{p+2}_{\text{loc}}(\Omega) \) such that

\[ |A(x, \xi) - A(y, \xi)| \leq (g(x) + g(y)) |x - y| \left( \mu^2 + |\xi|^2 \right)^{\frac{\mu-1}{2}} \quad (1.6) \]

for a.e. \( x, y \in \Omega \) and for every \( \xi \in \mathbb{R}^n \), and

\[ |D_x A(x, \xi)| \leq g(x) \left( \mu^2 + |\xi|^2 \right)^{\frac{\mu-1}{2}}, \quad (1.7) \]

(see [34]).

Note that, since \( f \), as a function of the \( \xi \) variable, is of class \( C^2 \), then the operator \( A \) is of class \( C^1 \) with respect to \( \xi \), and (1.5) implies

\[ |D_{\xi} A(x, \xi)| \leq c \left( \mu^2 + |\xi|^2 \right)^{\frac{\mu-2}{2}}, \quad (1.8) \]

for all \( \xi \in \mathbb{R}^n \setminus \{0\} \) and for a.e. \( x \in \Omega \).

Higher differentiability results for solutions to homogeneous obstacle problems of the type (1.1) under a Sobolev assumption on the partial map \( x \mapsto A(x, \xi) \) have been obtained when the energy density satisfies standard \( p \)-growth conditions, both in case \( p \geq 2 \) ([17]) and in case \( 1 < p < 2 \) ([23]). The case of non-standard growth conditions has been faced, for example, in [21, 22], for what concerns \( (p, q) \)-growth and in case of variable exponents in [18]. The case of non-homogeneous obstacle problems is faced in [35], where the energy density satisfies \( p \)-growth conditions, and in [7], where the energy density satisfies \( (p, q) \)-growth conditions. All previously quoted higher differentiability results have been obtained assuming that, with respect to the \( x \)-variable, the map \( A \) belongs to a Sobolev space \( W^{1, r} \) with \( r \geq n \).

However, taking into account the result obtained for unconstrained problem in [11, 30], proving that if we deal with bounded solutions to, the higher differentiability holds true under weaker assumptions on the partial map \( x \mapsto A(x, \xi) \) with respect to \( W^{1, n} \), and the result obtained in [7] proving that a local bound assumption on the obstacle \( \psi \) implies a local bound for the solutions to the obstacle problem (1.1), in [8, 26] have been proven that, if the obstacle is locally bounded, higher differentiability results for the solutions of (1.1) persist assuming...
that the partial map \( x \mapsto A(x, \xi) \) belongs to a Sobolev class that is not related to the dimension \( n \) but to the growth exponent \( p \) of the functional in case of standard growth and to the ellipticity and the growth exponents \( p \) and \( q \) of the functional in case of non-standard growth.

We want to observe that all these regularity results obtained to the solutions of obstacle problems have been inspired by the results obtained for the solutions of systems or for the minimizers of functionals in the case of unconstrained problems (see [10, 14, 15, 16, 24, 25, 28, 29, 36, 37]) since the regularity of the solutions to the obstacle problem (1.1) is strictly connected to the analysis of the regularity of the solutions to a partial differential equation of the form

\[
\text{div} A(x, Du) = \text{div} A(x, D\psi),
\]

(see Theorem 2.4 in Section 2 below).

For higher fractional differentiability results, we refer to [17, 32, 33, 35, 38] for obstacle problems, and to [2, 3, 4, 5, 9, 27] for the case of unconstrained problems.

For other results dealing regularity of solutions to elliptic problems, both in case of unconstrained and constrained case, we refer to [6, 12, 13], where Lipschitz regularity results are proved, even under non-standard growth and ellipticity conditions.

As usual in the study of regularity results for solutions to elliptic problems, we shall use a function of the gradient defined as

\[
V_p(\xi) = \left( \mu^2 + |\xi|^2 \right)^{\frac{p-2}{4}} \xi, \quad \text{for any } \xi \in \mathbb{R}^n.
\]

The main result we prove in this paper is the following.

**Theorem 1.1.** Let \( u \in W^{1,p}_{\text{loc}}(\Omega) \) be a solution to the obstacle problem (1.1) under assumptions (1.3)–(1.5) and let us assume that there exists a function \( g \in L^{p+2}_{\text{loc}}(\Omega) \) such that (1.6) and (1.7) hold, for \( 1 < p < 2 \).

Then the following implication holds:

\[
\psi \in L^\infty_{\text{loc}}(\Omega) \text{ and } V_p(D\psi) \in W^{1,2}_{\text{loc}}(\Omega) \implies V_p(Du) \in W^{1,2}_{\text{loc}}(\Omega).
\]

Moreover, for any ball \( B_{8R} \subseteq \Omega \), the following estimate holds

\[
\int_{B_{4R}} |D V_p(Du(x))|^2 \, dx 
\leq \frac{c \left( \|\psi\|^2_{L^\infty(B_{8R})} + \|u\|^2_{L^p(B_{8R})} \right)^{\sigma_1} R^2}{\sigma_1} 
\cdot \left[ \int_{B_{4R}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p-2}{2}} \, dx + \int_{B_{4R}} g^{p+2}(x) dx 
+ \int_{B_{4R}} |D V_p(D\psi(x))|^2 \, dx + \int_{B_{4R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx \right]^{\sigma_2},
\]

(1.9)

where \( c > 0 \) depends on \( n, p, \nu, L \) and \( \ell \) and \( \sigma_1, \sigma_2 > 0 \) depend on \( n \) and \( p \).

Let us observe that, since we are taking \( 1 < p < 2 \), if we have \( p + 2 < n \) (i.e. if \( n \geq 4 \)), under stronger assumptions on the regularity of the obstacle, we can assume less regularity on the coefficients, if we compare this result with the Theorem 1.1 in [23], where \( g \in L^n \), but the obstacle is not assumed to be bounded. However, the same result can be obtained by removing the assumption of boundedness of the obstacle if we consider a priori bounded minimizers.

Moreover, we can see this result as an extension to the case of sub-quadratic growth and ellipticity, of the result proved in [8].
2 Notations and preliminary results

In this section we list the notations that we use in this paper and recall some tools that will be useful to prove our results.

We shall follow the usual convention and denote by $C$ or $c$ a general constant that may vary on different occasions, even within the same line of estimates. Relevant dependencies on parameters and special constants will be suitably emphasized using parentheses or subscripts. The norm we use on $\mathbb{R}^n$, will be the standard Euclidean one.

For a $C^2$ function $f : \Omega \times \mathbb{R}^n \to \mathbb{R}$, we write

$$D_{\xi} f(x, \xi)[\eta] := \frac{d}{dt} \bigg|_{t=0} f(x, \xi + t\eta) \quad \text{and} \quad D_{\xi\xi} f(x, \xi)[\eta, \eta] := \frac{d^2}{dt^2} \bigg|_{t=0} f(x, \xi + t\eta)$$

for $\xi, \eta \in \mathbb{R}^n$ and for almost every $x \in \Omega$.

With the symbol $B(x, r) = B_r(x) = \{ y \in \mathbb{R}^n : |y - x| < r \}$, we will denote the ball centered at $x$ of radius $r$ and

$$(u)_{x_0, r} = \int_{B_r(x_0)} u(x) \, dx,$$

stands for the integral mean of $u$ over the ball $B_r(x_0)$. We shall omit the dependence on the center when it is clear from the context. In the following, we will denote, for any ball $B = B_r(x_0) = \{ x \in \mathbb{R}^n : |x - x_0| < r \} \subset \Omega$

$$\int_B u(x) \, dx = \frac{1}{|B|} \int_B u(x) \, dx.$$

Here we recall some results that will be useful in the following.

The next lemma can be proved using an iteration technique, so we will refer to this as Iteration Lemma.

**Lemma 2.1 (Iteration Lemma).** Let $h : [\rho, R] \to \mathbb{R}$ be a nonnegative bounded function, $0 < \theta < 1$, $A, B \geq 0$ and $\gamma > 0$. Assume that

$$h(r) \leq \theta h(d) + \frac{A}{(d - r)^\gamma} + B$$

for all $\rho \leq r < d \leq R_0$. Then

$$h(\rho) \leq c \left[ \frac{A}{(R_0 - \rho)^\gamma} + B \right],$$

where $c = c(\theta, \gamma) > 0$.

For the proof we refer to [31, Lemma 6.1].

**Lemma 2.2.** For any $\phi \in C_0^1(\Omega)$ with $\phi \geq 0$, and any $C^2$ map $v : \Omega \to \mathbb{R}^N$, we have

$$\int_\Omega \phi^{m/(p+2)}(x) |Dv(x)|^{m/(p+2)} \, dx$$

$$\leq (p + 2)^2 \left( \int_\Omega \phi^{m/(p+2)}(x) |v(x)|^{2m} \, dx \right)^{1/(m+1)}$$

$$\cdot \left( \int_\Omega \phi^{m/(p+2)}(x) |D\phi(x)|^{2} |Dv(x)|^{p} \, dx \right)^{m/(m+1)}$$

$$+ n \left( \int_\Omega \phi^{m/(p+2)}(x) |Dv(x)|^{p-2} \left| D^2v(x) \right|^{2} \, dx \right)^{m/(m+1)},$$

(2.1)
for any \( p \in (1, \infty) \) and \( m > 1 \). Moreover, for any \( \mu \in [0, 1] \)

\[
\int_\Omega \phi^2(x) \left( \mu^2 + |Dv(x)|^2 \right)^{\frac{p}{2}} |Dv(x)|^2 \, dx \\
\leq c \|v\|_{L^\infty(\text{supp}(\phi))}^2 \int_\Omega \phi^2(x) \left( \mu^2 + |Dv(x)|^2 \right)^{\frac{p}{2}} |D^2v(x)|^2 \, dx \\
+ c \|v\|_{L^\infty(\text{supp}(\phi))}^2 \int_\Omega \left( \phi^2(x) + |D\phi(x)|^2 \right) \left( \mu^2 + |Dv(x)|^2 \right)^{\frac{p}{2}} \, dx,
\]

(2.2)

for a constant \( c = c(p) \).

The following result is proved for solutions to the problem (1.1) as Theorem 1.1 in [7] in the case of \( p, q \)-growth conditions with respect to the gradient variable with \( 2 \leq p \leq q \), but the proof still works exactly in the same way under sub-quadratic growth conditions, so that for \( 1 < p = q < 2 \) this suits with our ellipticity and growth assumptions.

**Theorem 2.3.** Let \( u \) in \( K_\psi(\Omega) \) be a solution of (1.1) under the assumptions (1.3) – (1.4). If the obstacle \( \psi \in L^\infty(\Omega) \), then \( u \in L^\infty(\Omega) \) and the following estimate

\[
\|u\|_{L^\infty(B_R)} \leq \left[ \|\psi\|_{L^\infty(B_R)} + \left( \int_{B_R} |u(x)|^p \, dx \right)^{\gamma} \right]^{\gamma}
\]

(2.3)

holds for every ball \( B_R \Subset \Omega \), for \( \gamma(n, p) > 0 \) and \( c = c(\ell, \nu, p, n) \).

Let us conclude this section with a result (see [19, 20]), that is useful to prove Theorem 1.1.

**Theorem 2.4.** For any \( 1 < p < \infty \), a function \( u \in W^{1, p}_\text{loc}(\Omega) \) is a solution to the problem (1.1) if and only if it is a weak solution of the following equation:

\[
\text{div} A(x, Du(x)) = -\text{div} A(x, D\psi(x)) \chi\{u = \psi\}(x).
\]

(2.4)

### 2.1 Difference quotients

A key instrument in studying regularity properties of solutions to problems of Calculus of Variations and PDEs is the so called *difference quotients method.*

In this section, we recall the definition and some basic results.

**Definition 2.5.** Given \( h \in \mathbb{R} \), for every function \( F : \mathbb{R}^n \to \mathbb{R}^N \), for any \( s = 1, ..., n \) the finite difference operator in the direction \( x_s \) is defined by

\[
\tau_{s,h} F(x) = F(x + he_s) - F(x),
\]

where \( e_s \) is the unit vector in the direction \( x_s \).

In the following, in order to simplify the notations, we will omit the vector \( e_s \) unless it is necessary, denoting

\[
\tau_h F(x) = F(x + h) - F(x),
\]

where \( h \in \mathbb{R}^n \).

We now describe some properties of the operator \( \tau_h \) whose proofs can be found, for example, in [31].
Proposition 2.6. Let $F$ and $G$ be two functions such that $F,G \in W^{1,p}(\Omega)$, with $p \geq 1$, and let us consider the set 
\[ \Omega_{|h|} := \{ x \in \Omega : d(x, \partial \Omega) > |h| \}. \]

Then

(a) $\tau_h F \in W^{1,p}(\Omega_{|h|})$ and $D_i(\tau_h F) = \tau_h (D_i F)$.

(b) If at least one of the functions $F$ or $G$ has support contained in $\Omega_{|h|}$ then
\[ \int_{\Omega} F(x) \tau_h G(x) dx = \int_{\Omega} G(x) \tau_{-h} F(x) dx. \]

(c) We have
\[ \tau_h (FG)(x) = F(x+h) \tau_h G(x) + G(x) \tau_h F(x). \]

The next result about finite difference operator is a kind of integral version of Lagrange Theorem.

Lemma 2.7. If $0 < \rho < R$, $|h| < \frac{R-\rho}{2}$, $1 < p < +\infty$, and $F, DF \in L^p(B_R)$ then
\[ \int_{B_{\rho}} |\tau_{s,h} F(x)|^p dx \leq c(n,p)|h|^p \int_{B_R} |DF(x)|^p dx. \]

Moreover
\[ \int_{B_{\rho}} |F(x+h)|^p dx \leq \int_{B_R} |F(x)|^p dx. \]

The following result is proved in [31].

Lemma 2.8. Let $F : \mathbb{R}^n \to \mathbb{R}^N$, $F \in L^p(B_R)$ with $1 < p < +\infty$. Suppose that there exist $\rho \in (0, R)$ and $M > 0$ such that
\[ \sum_{s=1}^n \int_{B_{\rho}} |\tau_{s,h} F(x)|^p dx \leq M^p |h|^p \]
for $|h| < \frac{R-\rho}{2}$. Then $F \in W^{1,p}(B_R, \mathbb{R}^N)$. Moreover
\[ \|DF\|_{L^p(B_{\rho})} \leq M, \]
\[ \|F\|_{L^{\frac{n}{n-p}}(B_{\rho})} \leq c \left( M + \|F\|_{L^p(B_R)} \right), \]
with $c = c(n, N, p, \rho, R)$. Moreover
\[ \frac{\tau_{s,h} F}{|h|} \to D_s F \quad \text{in } L^p_{\text{loc}}(\Omega), \text{ as } h \to 0, \]
for each $s = 1, \ldots, n$. 
2.2 An auxiliary function

Here we define an auxiliary function of the gradient variable that will be useful in the following.

The function \( V_p : \mathbb{R}^n \rightarrow \mathbb{R}^n \), defined as

\[
V_p(\xi) := \left( \mu^2 + |\xi|^2 \right)^{\frac{p-2}{2}} \xi,
\]

for which the following estimates hold (see [1]).

**Lemma 2.9.** Let \( 1 < p < 2 \). There is a constant \( c = c(n, p) > 0 \) such that

\[
c^{-1} |\xi - \eta| \leq |V_p(\xi) - V_p(\eta)| \cdot \left( \mu^2 + |\xi|^2 + |\eta|^2 \right)^{\frac{2-p}{2}} \leq c |\xi - \eta|,
\]

for any \( \xi, \eta \in \mathbb{R}^n \).

**Remark 2.10.** One can easily check that, for a \( C^2 \) function \( v \), there is a constant \( C(p) \) such that

\[
C^{-1} |D^2 v|^2 \left( \mu^2 + |Dv|^2 \right)^{\frac{p-2}{2}} \leq |D [V_p(Dv)]|^2 \leq C |D^2 v|^2 \left( \mu^2 + |Dv|^2 \right)^{\frac{p-2}{2}}.
\]

In what follows, the following result can be useful.

**Lemma 2.11.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set, \( 1 < p < 2 \), and \( v \in W^{1,p}_{\text{loc}}(\Omega, \mathbb{R}^N) \). Then the following implication holds

\[
V_p(Dv) \in W^{1,2}_{\text{loc}}(\Omega) \implies v \in W^{2,p}_{\text{loc}}(\Omega),
\]

and the following estimate

\[
\int_{B_r} |D^2 v|^p \, dx \leq c \left[ 1 + \int_{B_r} |DV_p(Dv(x))|^2 \, dx + c \int_{B_r} |Dv(x)|^p \, dx \right] \quad (2.7)
\]

holds for any ball \( B_r \subset \Omega \) and \( 0 < r < R \).

**Proof.** We will prove the existence of the second-order weak derivatives of \( v \) and the fact that they are in \( L^p_{\text{loc}}(\Omega) \), by means of the difference quotients method.

Let us consider a ball \( B_R \subset \Omega \) and \( 0 < \frac{R}{2} < r < R \).

For \( |h| < \frac{R-r}{2} \), we have \( 0 < \frac{R}{2} < r < \rho_1 := r + |h| < R - |h| =: \rho_2 < R \), and by (2.5), we get, for any \( s = 1, \ldots, n \).

\[
\int_{B_r} |\tau_{s,h} Dv(x)|^p \, dx = \int_{B_r} |\tau_{s,h} Dv(x)|^p \left( \mu^2 + |Dv(x + he_s)|^2 + |Dv(x)|^2 \right)^{\frac{p(2-p)}{4}}
\]

\[
\cdot \left( \mu^2 + |Dv(x + he_s)|^2 + |Dv(x)|^2 \right)^{\frac{(2-p)}{2}} \, dx.
\]

By Hölder’s Inequality with exponents \( \left( \frac{2}{p}, \frac{2}{2-p} \right) \) and the use of (2.5), we get

\[
\int_{B_r} |\tau_{s,h} Dv(x)|^p \, dx \leq \left( \int_{B_r} |\tau_{s,h} V_p(Dv(x))|^2 \, dx \right)^\frac{p}{2}
\]

\[
\cdot \left( \int_{B_r} \left( \mu^2 + |Dv(x + he_s)|^2 + |Dv(x)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\frac{2-p}{2}},
\]
and since \( V_p(Dv) \in W^{1,2}_{\text{loc}}(\Omega) \), by Lemma 2.7 and Young’s Inequality, we have

\[
\int_{B_r} |\tau_{x,h}Dv(x)|^p \, dx \leq c \left[ |h|^2 \int_{B_R} |DV_p(Dv(x))|^2 \, dx \right]^{\frac{2}{p}} + \left[ \int_{B_r} \left( \mu^2 + |Dv(x + he_s)|^2 + |Dv(x)|^2 \right)^{\frac{2}{p}} \, dx \right]^{\frac{2-p}{p}} \leq c |h|^p \left[ 1 + \int_{B_R} |DV_p(Dv(x))|^2 \, dx + \int_{B_R} |Dv(x)|^p \, dx \right].
\]

Since \( v \in W^{1,p}_{\text{loc}}(\Omega) \) and \( V_p(Dv) \in W^{1,2}_{\text{loc}}(\Omega) \), then, by Lemma 2.8, we get \( v \in W^{2,p}_{\text{loc}}(\Omega) \), and by Young’s inequality, we have the estimate

\[
\int_{B_r} |D^2v(x)|^p \, dx \leq c \left[ 1 + \int_{B_R} |DV_p(Dv(x))|^2 \, dx + c \int_{B_R} |Dv(x)|^p \, dx \right],
\]

that is (2.7).

\[\square\]

**Remark 2.12.** If \( \Omega \subset \mathbb{R}^n \) is a bounded open set and \( 1 < p < 2 \), then one may use Remark 2.10 and Lemma 2.11 to show that, if \( v \in W^{1,p}_{\text{loc}}(\Omega) \) and \( V_p(Dv) \in W^{1,2}_{\text{loc}}(\Omega) \), then \( v \in W^{2,p}_{\text{loc}}(\Omega) \) and (2.6) holds true.

**Remark 2.13.** If \( \Omega \subset \mathbb{R}^n \) is a bounded open set and \( p \in (1, \infty) \), for any \( v \in W^{1,p}_{\text{loc}}(\Omega) \) such that \( V_p(Dv) \in W^{1,2}_{\text{loc}}(\Omega) \), if \( m > 1 \) and \( v \in L^{2m}_{\text{loc}}(\Omega) \), then, thanks to (2.1), \( Dv \in L^{m(p+1)}_{\text{loc}}(\Omega) \) and if \( v \in L^\infty_{\text{loc}}(\Omega) \), thanks to (2.2), we get \( Dv \in L^{p+2}_{\text{loc}}(\Omega) \).

### 2.3 Proof of Theorem 1.1

**Step 1: the a priori estimate.**

Let us observe that, if \( V_p(D\psi) \in W^{1,2}_{\text{loc}}(\Omega) \) then, by virtue of Remark 2.13 and estimate (2.2), we get \( D\psi \in L^{p+2}_{\text{loc}}(\Omega) \).

Suppose that \( u \in K_{\psi}(\Omega) \) is a solution to the obstacle problem (1.1) such that

\[
V_p(Du) \in W^{1,2}_{\text{loc}}(\Omega).
\]

Our first step is to prove the following a priori estimate

\[
\int_{B_{\frac{R}{2}}} |DV_p(Du(x))|^2 \, dx \leq c \left( \|\psi\|^2_{L^\infty(B_{2R})} + \|u\|^2_{L^p(B_{2R})} \right)^{\sigma_1} R^2 \left[ \int_{B_{2R}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx + \int_{B_{2R}} g^{p+2}(x) \, dx \right]^2 + \int_{B_{2R}} |DV_p(D\psi(x))|^2 \, dx + \int_{B_{2R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx \right]^{\sigma_2},
\]

for any ball \( B_{2R} \subset \Omega \).

By estimate (2.3), since \( \psi \in L^\infty_{\text{loc}}(\Omega) \), we have \( u \in L^\infty_{\text{loc}}(\Omega) \).

Recalling Remarks 2.12 and 2.13, and Lemma 2.2, thanks to the a priori assumption \( V_p(Du) \in W^{1,2}_{\text{loc}}(\Omega) \),
\( W_{\text{loc}}^{1,2} (\Omega) \), we have \( u \in W_{\text{loc}}^{2,p} (\Omega) \) and \( Du \in L_{\text{loc}}^{p+2} (\Omega) \).

In order to apply Theorem 2.4, let us recall that \( u \in W_{\text{loc}}^{1,p} (\Omega) \) is a solution to the equation \((2.4)\) if and only if, for any \( \varphi \in W_{0}^{1,p} (\Omega) \),

\[
\int_{\Omega} \left( A (x, Du(x)), D\varphi(x) \right) \, dx = -\int_{\Omega} \text{div} A (x, D\psi(x)) \chi_{\{ u = \psi \}} (x) \varphi(x) \, dx. \tag{2.9}
\]

Let us fix a ball \( B_{s} \subset \Omega \) and arbitrary radii \( \frac{\tilde{r}}{2} \leq r < \tilde{s} < t < \tilde{t} < \lambda r \), with \( 1 < \lambda < 2 \). Let us consider a cut-off function \( \eta \in C^\infty (B_t) \) such that \( \eta \equiv 1 \) on \( B_{\tilde{s}} \) and \( |D\eta| \leq \frac{c}{1-r} \). From now on, with no loss of generality, we suppose \( R < \frac{1}{4} \).

For any \( s = 1, \ldots, n \) and \( h \in \mathbb{R} \) with \( |h| \) is sufficiently small, let us consider the test function

\[
\varphi = \tau_{s,-h} \left( \eta^2 \cdot \tau_{s,h} u \right).
\]

For this choice of \( \varphi \), using Proposition 2.6, the left-hand side of \((2.9)\) can be written as follows:

\[
\int_{\Omega} \left( A (x, Du(x)), D \left( \tau_{-h} \left( \eta^2 (x) \tau_{h} u(x) \right) \right) \right) \, dx
\]

\[
= \int_{\Omega} \left( \tau_{h} A (x, Du(x)) \right), D \left( \eta^2 (x) \tau_{h} u(x) \right) \right) \, dx
\]

\[
= \int_{\Omega} \left( A (x + h, Du(x + h)) - A (x, Du(x)) \right), D \left( \eta^2 (x) \tau_{h} Du(x) \right) \right) \, dx
\]

\[
+ \int_{\Omega} \left( A (x + h, Du(x + h)) - A (x, Du(x)) \right), 2 \eta (x) D\eta (x) \tau_{h} u(x) \right) \, dx
\]

\[
= \int_{\Omega} \left( A (x, Du(x + h)) - A (x, Du(x)) \right), \eta^2 (x) \tau_{h} Du(x) \right) \, dx
\]

\[
+ \int_{\Omega} \left( A (x + h, Du(x + h)) - A (x, Du(x + h)) \right), \eta^2 (x) \tau_{h} Du(x) \right) \, dx
\]

\[
+ \int_{\Omega} \left( A (x + h, Du(x + h)) - A (x, Du(x)) \right), 2 \eta (x) D\eta (x) \tau_{h} u(x) \right) \, dx
\]

\[
:= I_0 + I + II, \tag{2.10}
\]

where, for the finite differences, we used the simplified notation

\[
\tau_{h} F (x) = F (x + h) - F (x),
\]

with \( h \in \mathbb{R}^n \), in place of

\[
\tau_{s,h} F (x) = F (x + he_s) - F (x),
\]

with \( h \in \mathbb{R} \) and, in the following, we will specify the direction only if it will be necessary.

Since the right-hand side of \((2.9)\) is not zero only where \( u = \psi \), using the test function given above, it becomes

\[
- \int_{\Omega} \text{div} A (x, D\psi(x)) \chi_{\{ u = \psi \}} (x) \tau_{-h} \left( \eta^2 (x) \tau_{h} \psi(x) \right) \, dx, \tag{2.11}
\]

and since the map \( x \mapsto A (x, \xi) \) belongs to \( W_{\text{loc}}^{1,p+2} (\Omega) \) for any \( \xi \in \mathbb{R}^n \), the map \( \xi \mapsto A (x, \xi) \) belongs to \( C^1 (\mathbb{R}^n) \) for a.e. \( x \in \Omega \) and \( V_p (D\psi) \in W_{\text{loc}}^{1,2} (\Omega) \), we can write \((2.11)\) as follows
Therefore, the right-hand side of (2.9) is given by the following expression

\[-\int_{\Omega} \left\{ \left[ A_x(x,D\psi(x)) + A_\xi(x,D\psi(x)) D^2\psi(x) \right] \chi_{\{u=\psi\}}(x) \cdot \tau_h \left( \eta^2(x)\sigma_h \psi(x) \right) \right\} dx = -\int_{\Omega} \left\{ \left[ A_x(x,D\psi(x)) + A_\xi(x,D\psi(x)) D^2\psi(x) \right] \chi_{\{u=\psi\}}(x) \cdot \tau_h \left( \eta^2(x) \cdot h \int_0^1 D\psi(x + \sigma h) d\sigma \right) \right\} dx \]

\[= -\int_{\Omega} \left\{ \left[ A_x(x,D\psi(x)) + A_\xi(x,D\psi(x)) D^2\psi(x) \right] \chi_{\{u=\psi\}}(x) \cdot \left| h \right|^2 \left[ \eta^2(x - \theta h) \int_0^1 D^2\psi(x + \sigma h - \theta h) d\sigma \right) + 2\eta(x - \theta h) D\eta(x - \theta h) \int_0^1 D\psi(x + \sigma h - \theta h) d\sigma \right] d\theta \right\} dx \]

\[= -\int_{\Omega} \left\{ \left[ A_x(x,D\psi(x)) + A_\xi(x,D\psi(x)) D^2\psi(x) \right] \chi_{\{u=\psi\}}(x) \cdot \left| h \right|^2 \left[ \eta^2(x - \theta h) D^2\psi(x + \sigma h - \theta h) + 2\eta(x - \theta h) D\eta(x - \theta h) D\psi(x + \sigma h - \theta h) \right] d\sigma d\theta \right\} dx. \]

Therefore, the right-hand side of (2.9) is given by the following expression

\[-\left| h \right|^2 \int_{\Omega} A_x(x,D\psi(x)) \chi_{\{u=\psi\}}(x) \int_0^1 \int_0^1 \eta^2(x - \theta h) D^2\psi(x + \sigma h - \theta h) d\sigma d\theta dx = -2 \left| h \right|^2 \int_{\Omega} A_x(x,D\psi(x)) \chi_{\{u=\psi\}}(x) \int_0^1 \int_0^1 \eta(x - \theta h) D\eta(x - \theta h) D\psi(x + \sigma h - \theta h) d\sigma d\theta dx \]

\[-\left| h \right|^2 \int_{\Omega} A_\xi(x,D\psi(x)) D^2\psi(x) \chi_{\{u=\psi\}}(x) \int_0^1 \int_0^1 \eta^2(x - \theta h) D^2\psi(x + \sigma h - \theta h) d\sigma d\theta dx = -2 \left| h \right|^2 \int_{\Omega} A_\xi(x,D\psi(x)) D^2\psi(x) \chi_{\{u=\psi\}}(x) \int_0^1 \int_0^1 \eta(x - \theta h) D\eta(x - \theta h) D\psi(x + \sigma h - \theta h) d\sigma d\theta dx \]

\[=: -III - IV - V - VI. \quad (2.12) \]

Inserting (2.10) and (2.12) in (2.9) we get

\[I_0 = -I - II - III - IV - V - VI, \quad (2.13)\]

and so

\[I_0 \leq |I| + |II| + |III| + |IV| + |V| + |VI|. \quad (2.14)\]

By assumption (1.4), we have

\[I_0 \geq \nu \int_{\Omega} \eta^2(x) \left( \mu^2 + |Du(x)|^2 + |Du(x + h)|^2 \right) \frac{2nu2}{\nu^2} |\tau_h Du(x)|^2 dx. \quad (2.15)\]
Let us consider the term $I$. By assumption (1.6), and using Young’s inequality with exponents $(2, 2)$, Hölder’s inequality with exponents $(\frac{p+2}{p}, \frac{p+2}{2})$, and the properties of $\eta$, we get

$$
|I| \leq \int_{\Omega} |h| \left(g(x + h) + g(x)\right) \left(\mu^2 + |Du(x)|^2 + |Du(x + h)|^2\right)^{\frac{p+2}{p}} \eta^2(x) |\tau_h Du(x)| \, dx
$$

$$
\leq \varepsilon \int_{\Omega} \eta^2(x) \left(\mu^2 + |Du(x)|^2 + |Du(x + h)|^2\right)^{\frac{p+2}{p+2}} \eta^2(x) |\tau_h Du(x)|^2 \, dx
$$

$$
+ c_\varepsilon |h|^2 \left(\int_{\Omega} \left(\mu^2 + |Du(x)|^2 + |Du(x + h)|^2\right)^{\frac{p+2}{p+2}} \, dx\right)^2 \left(\int_{B_{\lambda r}} g^{p+2}(x) dx\right)^{\frac{2}{p+2}}
$$

$$
\leq \varepsilon \int_{\Omega} \eta^2(x) \left(\mu^2 + |Du(x)|^2 + |Du(x + h)|^2\right)^{\frac{p+2}{p+2}} \eta^2(x) |\tau_h Du(x)|^2 \, dx
$$

$$
+ c_\varepsilon |h|^2 \left(\int_{\Omega} \left(\mu^2 + |Du(x)|^2 + |Du(x + h)|^2\right)^{\frac{p+2}{p+2}} \, dx\right)^2 \left(\int_{B_{\lambda r}} g^{p+2}(x) dx\right)^{\frac{2}{p+2}}
$$

(2.16)

where we also used Lemma 2.7.

Let us consider the term $II$. If we denote again finite differences with respect to a precise direction $s = 1, \ldots, n$, with an integration by parts, we have

$$
-II = -2h \int_{\Omega} \left(A\left(x + \theta \epsilon_s, Du(x + \theta \epsilon_s)\right) d\theta, \eta(x) D\eta(x) \tau_{s,h} u(x)\right) \, dx
$$

$$
= 2h \int_{\Omega} \left(A\left(x + \theta \epsilon_s, Du(x + \theta \epsilon_s)\right) d\theta, d \frac{d}{dx_s} (\eta(x) D\eta(x) \tau_{s,h} u(x))\right) \, dx,
$$

where, for $s = 1, \ldots, n$, $\epsilon_s$ is the unit vector in the $x_s$ direction, and now $h \in \mathbb{R}$.

So we can estimate $II$ as follows

$$
|II| \leq 2|h| \int_{\Omega} \left|A\left(x + \theta \epsilon_s, Du(x + \theta \epsilon_s)\right)\right| \left|D\eta(x)\right| \left|\tau_{s,h} u(x)\right| \left|D^2 \eta(x)\right| \left|\tau_{s,h} u(x)\right| \, d\theta \, dx
$$

$$
+ 2|h| \int_{\Omega} \left|A\left(x + \theta \epsilon_s, Du(x + \theta \epsilon_s)\right)\right| \left|\eta(x)\right| \left|D\eta(x)\right| \left|\tau_{s,h} Du(x)\right| \, d\theta \, dx
$$

$$
\leq 2|h| \int_{\Omega} \left|A\left(x + \theta \epsilon_s, Du(x + \theta \epsilon_s)\right)\right| \left|\eta(x)\right| \left|D\eta(x)\right| \left|\tau_{s,h} Du(x)\right| \, d\theta \, dx
$$

$$
+ 2|h| \int_{\Omega} \left|A\left(x + \theta \epsilon_s, Du(x + \theta \epsilon_s)\right)\right| \, d\theta \left|\tau_{s,h} u(x)\right| \, dx
$$

$$
+ 2|h| \int_{\Omega} \left|A\left(x + \theta \epsilon_s, Du(x + \theta \epsilon_s)\right)\right| \, d\theta \left|\tau_{s,h} u(x)\right| \, dx
$$

$$
+ 2|h| \int_{\Omega} \left|A\left(x + \theta \epsilon_s, Du(x + \theta \epsilon_s)\right)\right| \left|\eta(x)\right| \left|D\eta(x)\right| \left|\tau_{s,h} Du(x)\right| \, d\theta \, dx
$$
Now, recalling the properties of $\eta$, assumption (1.3), and using Hölder’s inequality with exponents $\left( \frac{p}{p-1}, \frac{p}{p-1} \right)$, Lemma 2.7 and Young’s inequality with exponents $(2, 2)$, we get

\[
|II| \leq 2c|h| \int_{B_t} \left( \mu^2 + |Du(x)|^2 + |Du(x+\theta h_s)|^2 \right)^{\frac{p-1}{2}} dx \\
\cdot \left( |D\eta(x)|^2 + \eta(x) |D^2\eta(x)| \right) d\theta |\tau_{s,h}Du(x)| \, dx \\
+ 2c|h| \int_{\Omega} \int_{0}^{1} \left( \mu^2 + |Du(x)|^2 + |Du(x+\theta h_s)|^2 \right)^{\frac{p-1}{2}} dx \\
\cdot \eta(x) |D\eta(x)| |\tau_{s,h}Du(x)| \, d\theta \\
= 2c|h| \int_{B_t} \left( \mu^2 + |Du(x)|^2 + |Du(x+\theta h_s)|^2 \right)^{\frac{p-1}{2}} dx \\
\cdot \left( |D\eta(x)|^2 + \eta(x) |D^2\eta(x)| \right) |\tau_{s,h}u(x)| \, dx d\theta \\
+ 2c|h| \int_{\Omega} \int_{0}^{1} \left( \mu^2 + |Du(x)|^2 + |Du(x+\theta h_s)|^2 \right)^{\frac{p-1}{2}} dx \\
\cdot \eta(x) |D\eta(x)| |\tau_{s,h}Du(x)| \, d\theta \\
\leq \frac{c|h|^2}{(t-s)^2} \int_{0}^{1} \left( \int_{B_t} \left( \mu^2 + |Du(x)|^2 + |Du(x+\theta h_s)|^2 \right)^{\frac{p}{2}} dx \right)^{\frac{p-1}{p}} d\theta \\
\cdot \left( \int_{B_t} |\tau_{s,h}u(x)|^p \, dx \right)^{\frac{1}{p}} \\
+ \varepsilon \int_{\Omega} \int_{0}^{1} \int_{B_t} \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p-2}{p}} dx \\
\cdot \left( \eta^2(x) |\tau_{s,h}Du(x)|^2 \right)^{\frac{p-2}{p}} \\
+ \varepsilon \int_{\Omega} \int_{0}^{1} \int_{B_t} \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p-1}{p}} dx \\
\cdot \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p-2}{p}} d\theta.
\]

Now, if we use again the simplified notation for finite differences, with $h \in \mathbb{R}^n$ in place of $he_s$ where $h \in \mathbb{R}$, by Lemma 2.7, we get

\[
|II| \leq \frac{c|h|^2}{(t-s)^2} \int_{0}^{1} \left( \int_{B_t} \left( \mu^2 + |Du(x)|^2 + |Du(x+\theta h)|^2 \right)^{\frac{p}{2}} dx \right)^{\frac{p-1}{p}} d\theta \\
\cdot \left( \int_{B_t} |Du(x)|^p \, dx \right)^{\frac{1}{p}} \\
+ \varepsilon \int_{\Omega} \int_{0}^{1} \int_{B_t} \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p-2}{p}} dx \\
\cdot \left( \eta^2(x) |\tau_{h}Du(x)|^2 \right)^{\frac{p-2}{p}} \\
+ \varepsilon \int_{\Omega} \int_{0}^{1} \int_{B_t} \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p-1}{p}} dx \\
\cdot \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p-2}{p}} d\theta. 
\]  \quad (2.17)
Let us consider, now, the term \( III \). By (1.7) and the properties of \( \eta \), we get

\[
|III| \leq |h|^2 \int_0^1 \int_0^1 \int_{B_{x\nu}} g(x) \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x + h)|^2 \right)^{\frac{p-1}{2}} dx
\]

\[
\cdot \left| D^2\psi(x + \sigma h - \theta h) \right| d\sigma d\theta.
\]

Using Young’s inequality with exponents (2, 2), we get

\[
|III| \leq c|h|^2 \int_0^1 \int_0^1 \left[ \int_{B_{x\nu}} g^2(x) \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x + h)|^2 \right)^{\frac{p}{2}} dx \right.
\]

\[
+ \int_{B_{x\nu}} \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x + h)|^2 \right)^{\frac{p-2}{2}} \left| D^2\psi(x + \sigma h - \theta h) \right|^2 dx \bigg] d\sigma d\theta.
\]

Again by Young’s inequality with exponents \( \left( \frac{p+2}{2}, \frac{p+2}{p} \right) \) in the first integral of (2.18), we get

\[
|III| \leq c|h|^2 \left[ \int_{B_{x\nu}} g^{p+2}(x) dx + \int_{B_{x\nu}} \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x + h)|^2 \right)^{\frac{p+2}{2}} dx \right]
\]

\[
+ c|h|^2 \int_0^1 \int_0^1 \int_{B_{x\nu}} \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x + h)|^2 \right)^{\frac{p-2}{2}} \left| D^2\psi(x + \sigma h - \theta h) \right|^2 dx d\sigma d\theta.
\]

(2.19)

By (1.7), we can estimate the term \( IV \), thus getting

\[
|IV| \leq 2|h|^2 \int_{B_{x\nu}} g(x) \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x + h)|^2 \right)^{\frac{p-1}{2}} dx
\]

\[
\cdot \left| D\psi(x + \sigma h - \theta h) \right| \left| D\eta(x - \theta h) \right| d\sigma d\theta dx.
\]

(2.20)

Let us consider, now, the term \( V \). By assumption (1.8), we get

\[
|V| \leq |h|^2 \int_{B_{x\nu}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p-2}{2}} \left| D^2\psi(x) \right|
\]

\[
\cdot \left| D^2\psi(x + \sigma h - \theta h) \right| d\sigma d\theta dx.
\]

(2.21)

Recalling (1.8) again, we have

\[
|VI| \leq 2|h|^2 \int_{B_{x\nu}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p-2}{2}} \left| D^2\psi(x) \right|
\]

\[
\cdot \left| D\eta(x - \theta h) \right| \left| D\psi(x + \sigma h - \theta h) \right| d\sigma d\theta dx.
\]

(2.22)

Now, inserting (2.15), (2.16), (2.17), (2.19), (2.20), (2.21) and (2.22) in (2.14), recalling the properties of \( \eta \) and choosing a sufficiently small value of \( \varepsilon \), we get
\[
\int_{\Omega} \eta^2(x) \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p-2}{2}} |\tau_h Du(x)|^2 \, dx
\]

\[
\leq c|h|^2 \left( \int_{B_1} \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p+2}{2}} \, dx \right)^{\frac{2}{p+2}} \cdot \left( \int_{B_{2r}} g^{p+2}(x) \, dx \right)^{\frac{2}{p+2}}
\]

\[
+ \frac{c|h|^2}{(t-s)^2} \int_0^1 \left( \int_{B_{2r}} \left( \mu^2 + |Du(x)|^2 + |Du(x+\theta h)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\frac{2}{p}} \, d\theta
\]

\[
\cdot \left( \int_{B_1} |Du(x)|^p \, dx \right)^{\frac{1}{p}}
\]

\[
+ \frac{c|h|^2}{(t-s)^2} \int_0^1 \int_{B_{2r}} \left( \mu^2 + |Du(x)|^2 + |Du(x+\theta h)|^2 \right)^{\frac{p-1}{2}} \, dxd\theta
\]

\[
+ c|h|^2 \left[ \int_{B_{2r}} g^{p+2}(x) \, dx + \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x+h)|^2 \right)^{\frac{p+2}{2}} \, dx \right]
\]

\[
+ c|h|^2 \int_0^1 \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x+h)|^2 \right)^{\frac{p-2}{2}} \, dxd\theta
\]

\[
\cdot \left( \int_{B_1} |D^2 \psi(x+\sigma h-\theta h)|^2 \, dx d\sigma d\theta \right)^{\frac{1}{2}}
\]

\[
+ 2 |h|^2 \int_0^1 \int_{B_{2r}} g(x) \left( \mu^2 + |D\psi(x)|^2 + |D\psi(x+h)|^2 \right)^{\frac{p-1}{2}} \, dx d\sigma d\theta
\]

\[
\cdot |D\psi(x+\sigma h-\theta h)||D\eta(x-\theta h)| \, dx d\sigma d\theta
\]

\[
+ |h|^2 \int_0^1 \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p-2}{2}} \left| D^2 \psi(x) \right| \, dxd\sigma d\theta
\]

\[
+ 2 |h|^2 \int_0^1 \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p-2}{2}} \left| D^2 \psi(x) \right| \, dxd\sigma d\theta
\]

\[
\cdot |D\eta(x-\theta h)||D\psi(x+\sigma h-\theta h)| \, dx d\sigma d\theta.
\]

By Lemma 2.9 and the properties of \(\eta\), the left-hand side of (2.23) can be bounded from below as follows

\[
\int_{\Omega} \eta^2(x) \left( \mu^2 + |Du(x)|^2 + |Du(x+h)|^2 \right)^{\frac{p-2}{2}} |\tau_h Du(x)|^2 \, dx \geq \int_{\Omega} \eta^2(x) |\tau_h V_p(Du(x))|^2 \, dx.
\]

So, by (2.24) and (2.23), recalling the properties of \(\eta\) and using Lemma 2.7, we get

\[
\int_{\Omega} \eta^2(x) |\tau_h V_p(Du(x))|^2 \, dx
\]

\[
\leq c|h|^2 \left( \int_{B_{2r}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p+2}{2}} \, dx \right)^{\frac{2}{p+2}} \cdot \left( \int_{B_{2r}} g^{p+2}(x) \, dx \right)^{\frac{2}{p+2}}
\]

\[
+ \frac{c|h|^2}{(t-s)^2} \int_{B_{2r}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx
\]
+c|h|^2 \left[ \int_{B_{2r}} g^{p+2}(x)dx + \int_{B_{2r}} (\mu^2 + |D\psi(x)|^2)^{\frac{p+2}{2}} dx \right] \\
+ c\frac{|h|^2}{t-s} \int_{B_{2r}} g(x) \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{p+2}} dx \\
+ c\frac{|h|^2}{t-s} \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{p+2}} dx \\
+ c\frac{|h|^2}{t-s} \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{p+2}} dx.

Now we apply Hölder’s inequality with three exponents \( \left( p + 2, p + 2, \frac{p+2}{p} \right) \) to the integral of the fifth line, Young’s inequality with exponents \( (2, 2) \) to the last integral, thus getting

\[
\int_{\Omega} \eta^2(x) |\tau_h V_p(Du(x))|^2 dx \\
\leq c|h|^2 \left( \int_{B_{3r}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p+2}{2}} dx \right)^{\frac{2}{p+2}} \cdot \left( \int_{B_{2r}} g^{p+2}(x)dx \right)^{\frac{p}{p+2}} \\
+ \frac{c|h|^2}{(t-s)^2} \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p+2}{p+2}} dx \\
+ \frac{c|h|^2}{(t-s)^2} \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p+2}{p+2}} dx \\
+ \frac{c|h|^2}{(t-s)^2} \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p+2}{p+2}} dx.
\]

for a constant \( c = c(n, p, \nu, L, t) \), where we also used (2.6). By Young’s inequality with exponents \( \left( \frac{p+2}{2}, \frac{p+2}{p} \right) \), for some \( \varepsilon > 0 \), we get

\[
\int_{\Omega} \eta^2(x) |\tau_h V_p(Du(x))|^2 dx \\
\leq c|h|^2 \left[ \varepsilon \int_{B_{3r}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p+2}{2}} dx + \frac{c}{t-s} \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p+2}{2}} dx \right] \\
+ \frac{c|h|^2}{t-s} \left[ \int_{B_{2r}} g^{p+2}(x)dx + \left( \int_{B_{2r}} g^{p+2}(x)dx \right)^{\frac{p}{p+2}} \right] \\
+ \frac{c|h|^2}{t-s} \left[ \int_{B_{2r}} |DV_p(D\psi(x))|^2 dx + \left( \int_{B_{2r}} |DV_p(D\psi(x))|^2 dx \right)^{\frac{p}{p+2}} \right] \\
+ \frac{c|h|^2}{(t-s)^2} \left( \int_{B_{2r}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p+2}{p}} dx \right),
\]

and since \( \eta \equiv 1 \) on \( B_s \), we get

\[
\int_{B_s} |\tau_h V_p(Du(x))|^2 dx \\
\leq c|h|^2 \left[ \varepsilon \int_{B_{3r}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p+2}{2}} dx + \frac{c}{t-s} \int_{B_{2r}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p+2}{2}} dx \right].
\]
Arguing in the same way, using (2.2) with \( \phi \)

Thanks to Lemma 2.8, deduce

Now, since \( \tilde{\mu} \) on \( [0, \lambda t) \), thanks to (2.27), since

and, similarly,

Since \( \tilde{t} < \lambda t < \lambda s < \lambda t < \lambda^2 r < 4R < 1 \), if we use (2.2) with \( \phi \in C_0^\infty (B_{3\lambda}) \) such that

0 \leq \phi \leq 1, \phi \equiv 1 on \( B_{3\lambda} \) and \( |D\phi| \leq \frac{c}{\lambda(t-s)} \), recalling (2.6), thanks to (2.26) we get

Arguing in the same way, using (2.2) with \( \phi \in C_0^\infty (B_{2\lambda}) \) such that

0 \leq \phi \leq 1, \phi \equiv 1 on \( B_{2\lambda} \) and \( |D\phi| \leq \frac{c}{2(t-s)} \), thanks to (2.27), since \( r < s < t < R < \frac{1}{\lambda} \), we get

\[
\int_{B_{2r}} \left( \mu^2 + |Du|^2 \right)^{\frac{\tilde{t} + 2}{2}} dx \\
\leq c \int_{B_{2r}} |Dv|^2 dx \\
+ c \int_{B_{2r}} \left( \mu^2 + |Du|^2 \right)^{\frac{\tilde{t}}{2}} dx + c \int_{B_{2r}} \left( \mu^2 + |Du|^2 \right)^{\frac{\tilde{t}}{2}} dx
\]
\[
\begin{align*}
\leq & \quad c \|\psi\|^2_{L^\infty(B_{4R})} \int_{B_{4R}} |D\psi(D\psi(x))|^2 \, dx \\
& + \frac{c \|\psi\|^2_{L^\infty(B_{4R})}}{4(t-s)^2} \int_{B_{4R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx.
\end{align*}
\]

(2.29)

Therefore, inserting (2.28) and (2.29) into (2.25), since \(1 < \lambda < 2\) and \(t - \tilde{s} < 1\), we get

\[
\int_{B_{\tilde{s}}} |D\psi(Du(x))|^2 \, dx \\
\leq c \|u\|^2_{L^\infty(B_{4R})} \cdot \varepsilon \int_{B_{\lambda t}} |D\psi(Du(x))|^2 \, dx \\
+ \frac{c \|u\|^2_{L^\infty(B_{4R})}}{(t-s)^2} \left( \int_{B_{4R}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx ight) \\
+ \frac{c \|\psi\|^2_{L^\infty(B_{4R})}}{(t-s)^2} \left( \int_{B_{4R}} g^{p+2}(x)dx + \left( \int_{B_{4R}} g^{p+2}(x)dx \right)^{\frac{1}{2}} \right) \\
+ \int_{B_{4R}} |D\psi(D\psi(x))|^2 \, dx + \int_{B_{4R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx,
\]

and recalling (2.3), we have

\[
\int_{B_{\tilde{s}}} |D\psi(Du(x))|^2 \, dx \\
\leq \varepsilon \cdot c \left( \|\psi\|^2_{L^\infty(B_{8R})} + \|u\|^2_{L^{\lambda^2}(B_{8R})} \right)^{\sigma_1} \int_{B_{\lambda t}} |D\psi(Du(x))|^2 \, dx \\
+ \frac{c \left( \|\psi\|^2_{L^\infty(B_{8R})} + \|u\|^2_{L^{\lambda^2}(B_{8R})} \right)^{\sigma_1}}{(t-s)^2} \\
\cdot \left[ \int_{B_{4R}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx + \int_{B_{4R}} g^{p+2}(x)dx \right] \\
+ \int_{B_{4R}} |D\psi(D\psi(x))|^2 \, dx + \int_{B_{4R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx \right]^{\sigma_2},
\]

(2.30)

where \(\sigma_1\) and \(\sigma_2\) depend on \(n\) and \(p\). Now, if we choose \(\varepsilon > 0\) such that

\[
\varepsilon \cdot c \left( \|\psi\|^2_{L^\infty(B_{8R})} + \|u\|^2_{L^{\lambda^2}(B_{8R})} \right)^{\sigma_1} = \frac{1}{2},
\]

(2.30) becomes

\[
\int_{B_{\tilde{s}}} |D\psi(Du(x))|^2 \, dx \\
\leq \frac{1}{2} \int_{B_{\lambda t}} |D\psi(Du(x))|^2 \, dx \\
+ \frac{c \left( \|\psi\|^2_{L^\infty(B_{8R})} + \|u\|^2_{L^{\lambda^2}(B_{8R})} \right)^{\sigma_1}}{(t-s)^2} \\
\cdot \left[ \int_{B_{4R}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx + \int_{B_{4R}} g^{p+2}(x)dx \right]
\]
\[
+\int_{B_{4R}} |DV_p(D\psi(x))|^2 \, dx + \int_{B_{4R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\sigma_2}, \tag{2.31}
\]
and since (2.31) holds for any \( \frac{R}{2} \leq r < \tilde{s} < t < \lambda r < R \) and for any \( \lambda \in (1, 2) \) and the constant \( c \) is independent of the radii, we can pass to the limit as \( \tilde{s} \to r \) and \( t \to \lambda r \), thus getting
\[
\int_{B_r} |DV_p(Du(x))|^2 \, dx \leq \frac{1}{2} \int_{B_{2r}} |DV_p(Du(x))|^2 \, dx + \frac{c \left( \|\psi\|^2_{L^\infty(\tilde{s}r)} + \|u\|^2_{L^p(B_{sr})} \right)^{\sigma_1}}{r^2 (\lambda^2 - 1)^2} \cdot \left[ \int_{B_{4R}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx + \int_{B_{4R}} g^{p+2}(x) \, dx \right]^2 \]
\[
+ \int_{B_{4R}} |DV_p(D\psi(x))|^2 \, dx + \int_{B_{4R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\sigma_2}, \tag{2.32}
\]
which also implies
\[
\int_{B_r} |DV_p(Du(x))|^2 \, dx \leq \frac{1}{2} \int_{B_{2r}} |DV_p(Du(x))|^2 \, dx + \frac{c \left( \|\psi\|^2_{L^\infty(\tilde{s}r)} + \|u\|^2_{L^p(B_{sr})} \right)^{\sigma_1}}{r^2 (\lambda^2 - 1)^2} \cdot \left[ \int_{B_{4R}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx + \int_{B_{4R}} g^{p+2}(x) \, dx \right]^2 \]
\[
+ \int_{B_{4R}} |DV_p(D\psi(x))|^2 \, dx + \int_{B_{4R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\sigma_2}, \tag{2.32}
\]
Now, setting
\[
h(r) = \int_{B_r} |DV_p(Du(x))|^2 \, dx,
\]
\[
A = c \left( \|\psi\|^2_{L^\infty(\tilde{s}r)} + \|u\|^2_{L^p(B_{sr})} \right)^{\sigma_1} \cdot \left[ \int_{B_{4R}} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx + \int_{B_{4R}} g^{p+2}(x) \, dx \right]^2 \]
\[
+ \int_{B_{4R}} |DV_p(D\psi(x))|^2 \, dx + \int_{B_{4R}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\sigma_2},
\]
and
\[
B = 0,
\]
since (2.32) holds for any \( 1 < \lambda < 2 \), we can apply the Iteration Lemma 2.1 with
\[
\theta = \frac{1}{2} \quad \text{and} \quad \gamma = 2,
\]
thus getting

\[
\int_{B_{\varepsilon}^c} |DV_p(Du(x))|^2 \, dx \leq c \left( \left\| \psi \right\|_{L^\infty(B_{2\varepsilon})}^2 + \left\| u \right\|_{L^p(B_{2\varepsilon})}^{2} \right)^{\sigma_1} \frac{R^2}{R^2} \cdot \left[ \int_{B_{4\varepsilon}} \left( \mu^2 + \left| Du(x) \right|^2 \right)^{\frac{p}{2}} \, dx + \int_{B_{4\varepsilon}} g^{p+2}(x) \, dx \right. \\
+ \left. \int_{B_{4\varepsilon}} |DV_p(D\psi(x))|^2 \, dx + \int_{B_{4\varepsilon}} \left( \mu^2 + \left| D\psi(x) \right|^2 \right)^{\frac{p}{2}} \, dx \right]^{\sigma_2},
\]

that is (2.8), where \(c > 0\) depends on \(n, p, \nu, L\) and \(\ell\), and \(\sigma_1, \sigma_2 > 0\) depend on \(n\) and \(p\).

**Step 2: the approximation.**

Fix an open set \(\Omega' \Subset \Omega\), and for a smooth kernel \(\phi \in C_0^\infty(B_1(0))\) with \(\phi \geq 0\) and \(\int_{B_1(0)} \phi = 1\), and for any \(\varepsilon \in (0, d(\Omega', \partial \Omega))\), let us consider the corresponding family of mollifiers \(\{ \phi_\varepsilon \}_\varepsilon\), and set

\[
g_\varepsilon = g \ast \phi_\varepsilon,
\]

\[
\mathcal{K}_{\varepsilon, \psi}(\Omega) = \{ w \in u + W_0^{1,p}(\Omega) : w \geq \psi \text{ a.e. in } \Omega \}
\]

and

\[
A_\varepsilon(x, \xi) = \int_{B_1} \phi(\omega) A(x + \varepsilon \omega, \xi) \, d\omega
\]

on \(\Omega'\), for each \(\varepsilon \in (0, d(\Omega', \partial \Omega))\). The assumptions (1.3)–(1.5) imply

\[
|A_\varepsilon(x, \xi)| \leq \ell \left( \mu^2 + |\xi|^2 \right)^{\frac{p-1}{2}}, \quad (2.33)
\]

\[
\langle A_\varepsilon(x, \xi) - A_\varepsilon(x, \eta), \xi - \eta \rangle \geq \nu |\eta - \xi|^2 \left( \mu^2 + |\xi|^2 + |\eta|^2 \right)^{\frac{p-2}{2}}. \quad (2.34)
\]

\[
|A_\varepsilon(x, \xi) - A_\varepsilon(x, \eta)| \leq L |\xi - \eta| \left( \mu^2 + |\xi|^2 + |\eta|^2 \right)^{\frac{p-2}{2}}. \quad (2.35)
\]

By virtue of assumption (1.6) we also have

\[
|A_\varepsilon(x, \xi) - A_\varepsilon(y, \xi)| \leq (g_\varepsilon(x) + g_\varepsilon(y)) |x - y| \left( \mu^2 + |\xi|^2 \right)^{\frac{p-1}{2}} \quad (2.36)
\]

for almost every \(x, y \in \Omega\) and for all \(\xi, \eta \in \mathbb{R}^n\). Let \(u\) be a solution of the variational inequality (1.2) and let fix a ball \(B_R \Subset \Omega'\). Let us denote by \(u_\varepsilon \in u + W_0^{1,p}(B_R)\) the solution to the inequality

\[
\int_{\Omega} \langle A_\varepsilon(x, Dw(x)), D(\varphi - w)(x) \rangle \, dx \geq 0 \quad \forall \varphi \in \mathcal{K}_{\varepsilon, \psi}(\Omega). \quad (2.37)
\]

Thanks to [23, Theorem 1.1] we have \(V_p(Du_\varepsilon) \in W_1^{1,2}(B_R)\) and, since \(A_\varepsilon\) satisfies conditions (2.33)–(2.36), for \(\varepsilon\) sufficiently small, we are legitimated to apply estimate (2.8) thus getting

\[
\int_{B_{\varepsilon}^c} |DV_p(Du_\varepsilon(x))|^2 \, dx
\]
therefore, thanks to (2.42) and (2.43), (2.41) implies
\[ u \leq c \left( \|\psi\|_{L^\infty(B_{s\ell})}^2 + \|u_\varepsilon\|_{L^{p^*}(B_{s\ell})}^2 \right)^{\frac{1}{2}} \]
\[
\cdot \left[ \int_{B_{s\ell}} \left( \mu^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p^*}{2}} dx + \int_{B_{s\ell}} g_\varepsilon^{p+2}(x) dx \right. \\
+ \left. \int_{B_{s\ell}} |DV_p(D\psi(x))|^2 \ dx + \int_{B_{s\ell}} \left( \mu^2 + |D\psi(x)|^2 \right)^{\frac{p^*}{2}} dx \right]^{\frac{1}{2}},
\] (2.38)
for a constant \( c = c(n, p, \nu, L, \ell) \), for any ball \( B_{s\ell} \subset B_{\tilde{R}} \).
Moreover, since and \( g \in L^{p+2}_{\text{loc}}(\Omega) \), we have
\[ g_\varepsilon \to g \quad \text{strongly in } L^{p+2}(B_{\tilde{R}}), \quad \text{as } \varepsilon \to 0 \] (2.39)
and, up to a subsequence, almost everywhere in \( B_{\tilde{R}} \).
Since by (2.33), \( |A_\varepsilon(x, Du)| \leq \ell \left( \mu^2 + |Du|^2 \right)^{\frac{p}{2}} \) and since \( A_\varepsilon(x, Du) \) converges almost everywhere to \( A(x, Du) \), by the dominated convergence Theorem we have
\[ A_\varepsilon(x, Du) \to A(x, Du) \quad \text{strongly in } L^{p+2}_{\text{loc}}(B_{\tilde{R}}), \quad \text{as } \varepsilon \to 0. \] (2.40)
Using the ellipticity condition (2.34), we have
\[
\int_{B_{\tilde{R}}} \left( \mu^2 + |Du(x)|^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p^*}{2}} |(Du_\varepsilon - Du)(x)|^2 dx \\
\leq \int_{B_{\tilde{R}}} \left| \langle A_\varepsilon(x, Du_\varepsilon(x)) - A_\varepsilon(x, Du(x)), (Du_\varepsilon - Du)(x) \rangle \right| dx \\
= \int_{B_{\tilde{R}}} \left| \langle A_\varepsilon(x, Du_\varepsilon(x)), (Du_\varepsilon - Du)(x) \rangle \right| dx \\
- \int_{B_{\tilde{R}}} \left| \langle A_\varepsilon(x, Du(x)), (Du_\varepsilon - Du)(x) \rangle \right| dx \\
= \int_{B_{\tilde{R}}} \left| \langle A_\varepsilon(x, Du_\varepsilon(x)), (Du_\varepsilon - Du)(x) \rangle \right| dx \\
- \int_{B_{\tilde{R}}} \left| \langle A(x, Du(x)), (Du_\varepsilon - Du)(x) \rangle \right| dx \\
- \int_{B_{\tilde{R}}} \left| \langle A_\varepsilon(x, Du(x)) - A(x, Du(x)), (Du_\varepsilon - Du)(x) \rangle \right| dx
\] (2.41)
Using \( u \) and \( u_\varepsilon \) as test functions in (2.37) and (1.2) respectively, we have
\[ \int_{B_{\tilde{R}}} \left| \langle A_\varepsilon(x, Du_\varepsilon(x)), (Du_\varepsilon - Du)(x) \rangle \right| dx \leq 0 \] (2.42)
and
\[ - \int_{B_{\tilde{R}}} \left| \langle A(x, Du(x)), (Du_\varepsilon - Du)(x) \rangle \right| dx \leq 0, \] (2.43)
therefore, thanks to (2.42) and (2.43), (2.41) implies
\[
\int_{B_{\tilde{R}}} \left( \mu^2 + |Du(x)|^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p^*}{2}} |(Du_\varepsilon - Du)(x)|^2 dx
\]
\[
\begin{align*}
\leq & - \int_{B_R} \langle A_\varepsilon (x, Du(x)) - A (x, Du(x)) , (Du_\varepsilon - Du) (x) \rangle \, dx \\
\leq & \left( \int_{B_R} |(Du - Du_\varepsilon) (x)|^p \, dx \right)^{\frac{1}{p}} \\
& \cdot \left( \int_{B_R} |A (x, Du(x)) - A_\varepsilon (x, Du(x))|^\frac{p}{p-1} \, dx \right)^{\frac{p-1}{p}}. \\
& \text{(2.44)}
\end{align*}
\]

Now let us observe that, by (2.42), using Hölder’s inequality with exponents \((p, \frac{p}{p-1})\) and recalling (2.33), we get
\[
\begin{align*}
\int_{B_R} \langle A_\varepsilon (x, Du_\varepsilon(x)) , Du_\varepsilon(x) \rangle \, dx & \leq \int_{B_R} \langle A_\varepsilon (x, Du_\varepsilon(x)) , Du(x) \rangle \, dx \\
& \leq \left( \int_{B_R} |A_\varepsilon (x, Du_\varepsilon(x))|^{\frac{p}{p-1}} \, dx \right)^{\frac{p-1}{p}} \\
& \cdot \left( \int_{B_R} |Du(x)|^p \, dx \right)^{\frac{1}{p}} \\
& \leq \left( \int_{B_R} \left( \mu^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\frac{2}{p}} \\
& \cdot \left( \int_{B_R} |Du(x)|^p \, dx \right)^{\frac{1}{p}}. \\
& \text{(2.45)}
\end{align*}
\]

Moreover, using Hölder’s inequality with exponents \(\left(\frac{2}{p}, \frac{2}{2-p}\right)\) and thanks to the ellipticity condition (2.34), we have
\[
\begin{align*}
\int_{B_R} |Du_\varepsilon(x)|^p \, dx & \leq \int_{B_R} |Du_\varepsilon(x)|^p \left( \mu^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p(2-p)}{4}} \cdot \left( \mu^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p(2-p)}{4}} \, dx \\
& \leq \left( \int_{B_R} |Du_\varepsilon(x)|^2 \left( \mu^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p(2-p)}{2}} \, dx \right)^{\frac{2}{p}} \\
& \cdot \left( \int_{B_R} \left( \mu^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\frac{2-p}{2}} \\
& \leq \left( \int_{B_R} \langle A_\varepsilon (x, Du_\varepsilon(x)) - A_\varepsilon (x, 0) , Du_\varepsilon(x) \rangle \, dx \right)^{\frac{2}{p}} \\
& \cdot \left( \int_{B_R} \left( \mu^2 + |Du_\varepsilon(x)|^2 \right)^{\frac{p}{2}} \, dx \right)^{\frac{2-p}{2}}. \\
& \text{(2.46)}
\end{align*}
\]

We can notice that, since the ellipticity condition implies
\[
\langle A_\varepsilon (x, Du_\varepsilon(x)) - A_\varepsilon (x, 0) , Du_\varepsilon(x) \rangle \geq 0,
\]
and so
\[
\langle A_\varepsilon (x, Du_\varepsilon(x)) , Du_\varepsilon(x) \rangle \geq \langle A_\varepsilon (x, 0) , Du_\varepsilon(x) \rangle,
\]
for a.e. \(x \in B_R\).

Hence, if we denote
\[
E_1 := \{ x \in B_R : \langle A_\varepsilon (x, Du_\varepsilon(x)) , Du_\varepsilon(x) \rangle < 0 \},
\]
and
\[ E_2 := \{ x \in B_R : \langle A^e(x, Du^e(x)) , Du^e(x) \rangle \geq 0 \}, \]
we have
\[ |\langle A^e(x, Du^e(x)) , Du^e(x) \rangle| \leq |\langle A^e(x, 0) , Du^e(x) \rangle| \]
for a.e. \( x \in E_1 \), and
\[ \langle A^e(x, Du^e(x)) - A^e(x, 0) , Du^e(x) \rangle \leq \langle A^e(x, Du^e(x)) , Du^e(x) \rangle + |\langle A^e(x, 0) , Du^e(x) \rangle| \]
for a.e. \( x \in E_2 \). Therefore (2.46) implies
\[
\int_{B_R} |Du^e(x)|^p \, dx \leq \left( c \int_{E_1} |\langle A^e(x, 0) , Du^e(x) \rangle| \, dx 
+ \int_{E_2} \left( \langle A^e(x, Du^e(x)) , Du^e(x) \rangle + |\langle A^e(x, 0) , Du^e(x) \rangle| \right) \, dx \right)^\frac{\frac{2-p}{p}}{\frac{2}{p}} 
\cdot \left( \int_{B_R} \left( \mu^2 + |Du^e(x)|^2 \right)^\frac{\frac{2-p}{p}}{\frac{2}{p}} \, dx \right)^{\frac{2-p}{p}} 
\leq \left( \int_{E_1} \mu^{p-1} |Du^e(x)| \, dx 
+ \int_{E_2} \left( \langle A^e(x, Du^e(x)) , Du^e(x) \rangle + \mu^{p-1} |Du^e(x)| \right) \, dx \right)^\frac{\frac{2-p}{p}}{\frac{2}{p}} 
\cdot \left( \int_{B_R} \left( \mu^2 + |Du^e(x)|^2 \right)^\frac{\frac{2-p}{p}}{\frac{2}{p}} \, dx \right)^{\frac{2-p}{p}}, \tag{2.47}
\]
where, in the last line, we used (2.33).
Using Young’s inequality with exponents \( \left( \frac{2}{p}, \frac{2}{2-p} \right) \), by (2.47) we deduce
\[
\int_{B_R} |Du^e(x)|^p \, dx \leq c_\sigma \left( \int_{B_R} \mu^{p-1} |Du^e(x)| \, dx + c_\sigma \int_{B_R} \langle A^e(x, Du^e(x)) , Du^e(x) \rangle \, dx \right.
+ \left. \sigma \int_{B_R} \left( \mu^2 + |Du^e(x)|^2 \right)^\frac{\frac{2-p}{p}}{\frac{2}{p}} \, dx \right) \leq c_\sigma \int_{B_R} \langle A^e(x, Du^e(x)) , Du^e(x) \rangle \, dx 
+ 2\sigma \int_{B_R} |Du^e(x)|^p \, dx + c_\sigma |B_R|, \tag{2.48}
\]
where we also used Young’s inequality with exponents \( \left( p, \frac{2}{p-1} \right) \) and the fact that \( \mu \in [0, 1] \).
Now, joining (2.45) with (2.48), we get
\[
\int_{B_R} |Du^e(x)|^p \, dx \leq c_\sigma \left( \int_{B_R} \left( \mu^2 + |Du^e(x)|^2 \right)^\frac{\frac{2-p}{p}}{\frac{2}{p}} \, dx \right)^{\frac{2-p}{p}} \cdot \left( \int_{B_R} |Du(x)|^p \, dx \right)^{\frac{2-p}{p}} 
+ 2\sigma \int_{B_R} |Du^e(x)|^p \, dx + c_\sigma |B_R| \leq c_\sigma \int_{B_R} |Du^e(x)|^p \, dx + 3\sigma \int_{B_R} |Du^e(x)|^p \, dx 
+ c_\sigma |B_R|, \tag{2.49}
\]
where we used Young’s inequality with exponents \( \left( p, \frac{p}{p-1} \right) \) and the fact that \( \mu \in [0, 1] \) again. Choosing \( \sigma < \frac{1}{3} \), (2.49) implies

\[
\int_{B_R} |Du_e(x)|^p \, dx \leq c \int_{B_R} |Du(x)|^p \, dx + c |B_R|.
\]  

(2.50)

Let us observe that, using Hölder’s inequality with exponents \( \left( \frac{2}{p}, \frac{2}{2-p} \right) \) recalling (2.50), we have

\[
\int_{B_R} |(Du_e - Du)(x)|^p \, dx = \int_{B_R} \left( \mu^2 + |Du(x)|^2 + |Du_e(x)|^2 \right)^{\frac{p-2}{4}} |(Du_e - Du)(x)|^p \\
\times \left( \mu^2 + |Du(x)|^2 + |Du_e(x)|^2 \right)^{\frac{p(2-p)}{4}} \, dx \\
\leq \left( \int_{B_R} \left( \mu^2 + |Du(x)|^2 + |Du_e(x)|^2 \right)^{\frac{2-p}{4}} |(Du_e - Du)(x)|^p \, dx \right)^{\frac{4}{2-p}} \\
\times \left( \int_{B_R} \left( \mu^2 + |Du(x)|^2 + |Du_e(x)|^2 \right)^{\frac{p}{2}} \, dx + |B_R| \right)^{\frac{2-p}{2}} \\
\leq c \left[ \int_{B_R} \left( |(Du - Du_e)(x)|^p \, dx \right)^{\frac{4}{2}} \\
\times \left( \int_{B_R} |A(x, Du(x)) - A_e(x, Du(x))|^\frac{p}{p-1} \, dx \right)^{\frac{p-1}{4}} \right]^\frac{2}{2-p} \\
\times \left( \int_{B_R} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx + |B_R| \right)^{\frac{2-p}{2}},
\]  

(2.51)

where we also used (2.44).

By Young’s inequality with exponents (2.2), (2.51) implies

\[
\int_{B_R} |(Du_e - Du)(x)|^p \, dx \leq \sigma \int_{B_R} |(Du - Du_e)(x)|^p \, dx \\
+ c_\sigma \left( \int_{B_R} |A(x, Du(x)) - A_e(x, Du(x))|^\frac{p}{p-1} \, dx \right)^{p-1} \\
\times \left( \int_{B_R} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}} \, dx + |B_R| \right)^{2-p},
\]
for any $\sigma > 0$, and if we choose $\sigma < \frac{1}{2}$, we have

$$
\int_{B_R} |(Du_\varepsilon - Du)(x)|^p\, dx \leq c \left( \int_{B_R} |A(x,Du(x)) - A_\varepsilon(x,Du(x))|^{\frac{p}{p-1}}\, dx \right)^{p-1} \\
\cdot \left( \int_{B_R} \left( \mu^2 + |Du(x)|^2 \right)^{\frac{p}{2}}\, dx + |B_R| \right)^{2-p}.
$$

Hence, by (2.40), we deduce

$$
Du_\varepsilon \to Du \quad \text{strongly in } L^p_{loc}(B_R),
$$

which implies

$$
u_\varepsilon \to u \quad \text{strongly in } L^{p'}_{loc}(B_R)
$$

and, up to a subsequence

$$
u_\varepsilon \to u \quad \text{almost everywhere in } B_R,
$$

as $\varepsilon \to 0$.

Moreover, by the continuity of the map $\xi \mapsto DV_p(\xi)$, we also get

$$
DV_p(Du_\varepsilon) \to DV_p(Du) \quad \text{a.e. in } B_R, \text{ as } \varepsilon \to 0.
$$

Therefore, recalling (2.39), if we pass to the limit in (2.38), by Fatou’s Lemma and a covering argument, we conclude, proving (1.9).

As a consequence of Theorem 1.1, Lemma 2.11 and Remark 2.13, we get the following result.

**Corollary 2.14.** Let $u \in W^{1,p}_{loc}(\Omega)$ be a solution to the obstacle problem (1.1) under assumptions (1.3)–(1.5) and let us assume that there exists a function $g \in L^{p+2}_{loc}(\Omega)$ such that (1.6) and (1.7) hold, for $1 < p < 2$.

Then the following implication holds:

$$
\psi \in L^\infty_{loc}(\Omega) \text{ and } V_p(D\psi) \in W^{1,2}_{loc}(\Omega) \implies u \in W^{2,p}_{loc}(\Omega) \text{ and } Du \in L^{p+2}_{loc}(\Omega).
$$

**Acknowledgements:** The authors have partially been supported by the Gruppo Nazionale per l’Analisi Matematica, la Probabilit?e e le loro Applicazioni (GNAMPA) of the Istituto Nazionale diAlta Matematica (INdAM)

**References**

[1] E. Acerbi and N. Fusco. “Regularity for minimizers of non-quadratic functionals: The case $1 < p < 2$”. In: *Journal of Mathematical Analysis and Applications* 140.1 (1989), pp. 115–135. DOI: [https://doi.org/10.1016/0022-247X(89)90098-X](https://doi.org/10.1016/0022-247X(89)90098-X).

[2] P. Ambrosio. “Besov regularity for a class of singular or degenerate elliptic equations”. In: *Journal of Mathematical Analysis and Applications* 505.2 (2022), p. 125636. DOI: [https://doi.org/10.1016/j.jmaa.2021.125636](https://doi.org/10.1016/j.jmaa.2021.125636).

[3] A. L. Baisón, A. Clop, and J. Orobitg. “Beltrami equations with coefficient in the fractional Sobolev space $W^{\theta,\frac{\theta}{2}}$”. In: *Proceedings of the American Mathematical Society* 145.1 (2017), pp. 139–149. DOI: [https://doi.org/10.1090/proc/13204](https://doi.org/10.1090/proc/13204).
[4] A. L. Baisón et al. “Fractional Differentiability for Solutions of Nonlinear Elliptic Equations”. In: *Potential Analysis* 46.3 (2017), pp. 403–430. DOI: https://doi.org/10.1007/s11118-016-9585-7.

[5] A. K. Balci, L. Diening, and M. Weimar. “Higher order Calderón-Zygmund estimates for the $p$-Laplace equation”. In: *Journal of Differential Equations* 268.2 (2020), pp. 590–635. DOI: https://doi.org/10.1016/j.jde.2019.08.009.

[6] L. Beck and G. Mingione. “Lipschitz bounds and nonuniform ellipticity”. In: *Communications on Pure and Applied Mathematics* 73.5 (2020), pp. 944–1034. DOI: https://doi.org/10.1002/cpa.21880.

[7] M. Caselli, M. Eleuteri, and A. Passarelli di Napoli. “Regularity results for a class of obstacle problems with $p$, $q$-growth conditions”. In: *ESAIM Control Optim. Calc. Var.* 27 (2021). DOI: https://doi.org/10.1051/cocv/2021017.

[8] M. Caselli, A. Gentile, and R. Giova. “Regularity results for solutions to obstacle problems with Sobolev coefficients”. In: *Journal of Differential Equations* 269.10 (2020), pp. 8308–8330. DOI: https://doi.org/10.1016/j.jde.2020.06.015.

[9] A. Clop, R. Giova, and A. Passarelli di Napoli. “Besov regularity for solutions of p-harmonic equations”. In: *Advances in Nonlinear Analysis* 8.1 (2019), pp. 762–778. DOI: doi:10.1515/anona-2017-0030.

[10] D. Cruz-Uribe, K. Moen, and S. Rodney. “Regularity results for weak solutions of elliptic PDEs below the natural exponent”. In: *Ann. Mat. Pura Appl. (4)* 195.3 (2016), pp. 725–740. DOI: https://doi.org/10.1007/s10231-015-0486-y.

[11] G. Cupini et al. “Regularity results for vectorial minimizers of a class of degenerate convex integrals”. In: *Journal of Differential Equations* 265.9 (2018), pp. 4375–4416. DOI: https://doi.org/10.1016/j.jde.2018.06.010.

[12] C. De Filippis and G. Mingione. “Lipschitz bounds and nonautonomous integrals”. In: *Archive for Rational Mechanics and Analysis* 242.2 (2021), pp. 973–1057. DOI: https://doi.org/10.1007/s00205-021-01698-5.

[13] C. De Filippis and G. Mingione. “On the regularity of minima of non-autonomous functionals”. In: *The Journal of Geometric Analysis* 30.2 (2020), pp. 1584–1626. DOI: https://doi.org/10.1007/s12220-019-00225-z.

[14] M. Eleuteri, P. Marcellini, and E. Mascolo. “Lipschitz continuity for energy integrals with variable exponents”. In: *Atti Accad. Naz. Lincei Rend. Lincei Mat. Appl* 27.1 (2016), pp. 61–87. DOI: https://doi.org/10.4171/RLM/723.

[15] M. Eleuteri, P. Marcellini, and E. Mascolo. “Lipschitz estimates for systems with ellipticity conditions at infinity”. In: *Ann. Mat. Pura Appl. (4)* 195.5 (2016), pp. 1575–1603. DOI: https://doi.org/10.1007/s10231-015-0529-4.

[16] M. Eleuteri, P. Marcellini, and E. Mascolo. “Regularity for scalar integrals without structure conditions”. In: *Advances in Calculus of Variations* 13.3 (2020), pp. 279–300. DOI: https://doi.org/10.1515/acv-2017-0037.

[17] M. Eleuteri and A. Passarelli di Napoli. “Higher differentiability for solutions to a class of obstacle problems”. In: *Calculus of Variations and Partial Differential Equations* 57.5 (2018), Paper No. 115. DOI: https://doi.org/10.1007/s00526-018-1387-x.

[18] N. Foralli and G. Giliberti. *Higher differentiability of solutions for a class of obstacle problems with variable exponents*. 2021. arXiv: 2107.04336 [math.AP].

[19] M. Fuchs. “Hölder continuity of the gradient for degenerate variational inequalities”. In: *Nonlinear Analysis: Theory, Methods & Applications* 15.1 (1990), pp. 85–100. DOI: https://doi.org/10.1016/0362-546X(90)90016-A.
[20] M. Fuchs and G. Mingione. “Full $C^{1,\alpha}$-regularity for free and constrained local minimizers of elliptic variational integrals with nearly linear growth”. In: Manuscripta Mathematica 102.2 (2000), pp. 227–250. DOI: https://doi.org/10.1007/s002291020227.

[21] C. Gavioli. “A priori estimates for solutions to a class of obstacle problems under $p, q$-growth conditions”. In: Journal of Elliptic and Parabolic Equations 5.2 (2019), pp. 325–347. DOI: https://doi.org/10.1007/s41808-019-00043-y.

[22] C. Gavioli. “Higher differentiability of solutions to a class of obstacle problems under non-standard growth conditions”. In: Forum Mathematicum 31.6 (2019), pp. 1501–1516. DOI: doi:10.1515/forum-2019-0148.

[23] A. Gentile. “Higher differentiability results for solutions to a class of non-autonomous obstacle problems with sub-quadratic growth conditions”. In: Forum Mathematicum 33.3 (2021), pp. 669–695. DOI: https://doi:10.1515/forum-2020-0299.

[24] A. Gentile. “Regularity for minimizers of a class of non-autonomous functionals with sub-quadratic growth”. In: Advances in Calculus of Variations (2020). DOI: https://doi.org/10.1515/acv-2020-0299.

[25] A. Gentile. “Regularity for minimizers of non-autonomous non-quadratic functionals in the case $1<p<2$: an a priori estimate”. In: Rend. Acc. Sc. fis. mat. Napoli 85 (2018), pp. 185–200. DOI: https://doi.org/10.32092/1011.

[26] A. Gentile, R. Giova, and A. Torricelli. Regularity results for bounded solutions to obstacle problems with non-standard growth conditions. 2021. arXiv: 2110.09586 [math.AP].

[27] R. Giova. “Besov regularity for solutions of elliptic equations with variable exponents”. In: Math. Nachr. 293.8 (2020), pp. 1459–1480. DOI: https://doi.org/10.1002/mana.201900185.

[28] R. Giova. “Higher differentiability for n-harmonic systems with Sobolev coefficients”. In: Journal of Differential Equations 259.11 (2015), pp. 5667–5687. DOI: 10.1016/j.jde.2015.07.004.

[29] R. Giova. “Regularity results for non-autonomous functionals with $L \log L$-growth and Orlicz Sobolev coefficients”. In: NoDEA Nonlinear Differ. Equ. Appl. 23.6 (2016), Article ID 64. DOI: https://doi.org/10.1007/s00030-016-0419-5.

[30] R. Giova and A. Passarelli di Napoli. “Regularity results for a priori bounded minimizers of non-autonomous functionals with discontinuous coefficients”. In: Advances in Calculus of Variations 12.1 (2019), pp. 85–110. DOI: https://doi.org/10.1515/acv-2016-0059.

[31] E. Giusti. Direct Methods in the Calculus of Variations. World Scientific, 2003.

[32] A. G. Grimaldi. “Regularity results for solutions to a class of obstacle problems”. In: Nonlinear Analysis: Real World Applications 62 (2021), p. 103377. DOI: https://doi.org/10.1016/j.nonrwa.2021.103377.

[33] A. G. Grimaldi and E. Ipocoana. Higher fractional differentiability for solutions to a class of obstacle problems with non-standard growth conditions. 2021. arXiv: 2109.01584 [math.AP].

[34] P. Hajlasz. “Sobolev Spaces on an Arbitrary Metric Space”. In: Potential Anal. 5.4 (1996), pp. 403–415. DOI: https://doi.org/10.1007/BF00275475.

[35] L. Ma and Z. Zhang. “Higher differentiability for solutions of nonhomogeneous elliptic obstacle problems”. In: Journal of Mathematical Analysis and Applications 479.1 (2019), pp. 789–816. DOI: https://doi.org/10.1016/j.jmaa.2019.06.052.

[36] A. Passarelli di Napoli. “Higher differentiability of minimizers of variational integrals with Sobolev coefficients”. In: Advances in Calculus of Variations 7.1 (2014), pp. 59–89. DOI: https://doi.org/10.1515/acv-2012-0006.

[37] A. Passarelli di Napoli. “Higher differentiability of solutions of elliptic systems with Sobolev coefficients: the case $p = n = 2$”. In: Potential Analysis 41.3 (2014), pp. 715–735. DOI: https://doi.org/10.1007/s11118-014-9390-0.
X. Zhang and S. Zheng. “Besov regularity for the gradients of solutions to non-uniformly elliptic obstacle problems”. In: Journal of Mathematical Analysis and Applications 504.2 (2021), p. 125402. DOI: https://doi.org/10.1016/j.jmaa.2021.125402.

A. Gentile
Università degli Studi di Napoli “Federico II”
Dipartimento di Mat. e Appl. “R. Caccioppoli”,
Via Cintia, 80126 Napoli, Italy
E-mail address: andrea.gentile@unina.it

R. Giova
Università degli Studi di Napoli “Parthenope”
Palazzo Pacanowsky - Via Generale Parisi, 13
80132 Napoli, Italy
E-mail address: raffaella.giova@uniparthenope.it