Localization of a mobile impurity interacting with an Anderson insulator
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Thermalizing and localized many-body quantum systems present two distinct dynamical phases of matter. Recently, the fate of a localized system coupled to a thermalizing system viewed as a quantum bath received significant theoretical and experimental attention. In this work, we study a mobile impurity, representing a small quantum bath, that interacts locally with an Anderson insulator with a finite density of localized particles. Using static Hartree approximation to obtain an effective disorder strength, we formulate an analytic criterion for the perturbative stability of the localization. Next, we use an approximate dynamical Hartree method and the quasi-exact time-evolved block decimation (TEBD) algorithm to study the dynamics of the system. We find that the dynamical Hartree approach which completely ignores entanglement between the impurity and localized particles predicts the delocalization of the system. In contrast, the full numerical simulation of the unitary dynamics with TEBD suggests the stability of localization on numerically accessible timescales. Finally, using an extension of the density matrix renormalization group algorithm to excited states (DMRG-X), we approximate the highly excited eigenstates of the system. We find that the impurity remains localized in the eigenstates and entanglement is enhanced in a finite region around the position of the impurity, confirming the dynamical predictions. Dynamics and the DMRG-X results provide compelling evidence for the stability of localization.

I. INTRODUCTION

Many body localization (MBL) is an example of a stable dynamical phase of matter that avoids thermal equilibrium. The existence of the MBL phase may be understood from the stability of localization in the Anderson Hamiltonian \cite{1} with respect to weak but finite interactions \cite{2–4}. Recently a number of dynamical properties of MBL \cite{5, 6} were explained via the existence of an extensive number of quasi-local conserved quantities \cite{7–9}. At the same time, experiments provided strong support for the stability of the MBL phase on long timescales, verified a number of theoretical predictions, and started exploring new regimes where the theoretical understanding is incomplete \cite{10–13}. In particular, experiments suggested the existence of MBL in higher dimension \cite{14, 15} and also probe the so-called many-body mobility edges \cite{16}, although theoretically their existence is subject to debate \cite{17–26}.

Another open question concerns the stability of localization in an MBL system coupled to a so-called quantum bath, represented by another quantum system that thermalizes in the absence of the coupling. In the case of a thermodynamically large bath, where the back-action of the localized system can be neglected, the system-bath coupling is expected to result in delocalization. However, considering a bath whose dimension is comparable to the localized system, or smaller, can yield distinct outcomes, especially if the back-action on the bath is taken into account. The MBL degrees of freedom can localize the bath – a phenomenon dubbed “MBL proximity effect” by Nandkishore \cite{27}. Alternatively, the bath can thermalize the formerly localized system \cite{28}.

Inspired by the avalanche mechanism \cite{22} for the delocalization transition, a number of works studied the effect of a “thermal grain” coupled to a localized system \cite{28–30}. These works described the bath by a random matrix type Hamiltonian and account for the quasi-local nature of integrals of motion while considering coupling between the bath and localized system. In these models the bath lacks spatial structure, thus it cannot be localized by the MBL system, excluding a priori the MBL proximity effect. In order to keep the microscopic structure of the bath, Refs. \cite{27, 31, 32} represented it by a set of thermalizing particles. In this framework, thermal and localized degrees of freedom coexist and are coupled through local interaction. It has been numerically shown \cite{31} that localization can globally persist, if the bandwidth of the thermal particles is small. However, the fingerprints of localization of the bath under the influence of the disordered degrees of freedom was not studied in detail and still remains an open question.

All the studies discussed so far relied on the use of exact diagonalization (ED), which dramatically limits the system sizes available. In contrast, recent experimental studies \cite{33, 34} have addressed this problem on bosonic quantum simulators, enabling the study of large systems. In Ref. \cite{33} a “global” setup was used, where the thermal degrees of freedom are homogeneously distributed through the 2d lattice. Varying the number of thermal particles, the experiment showed evidence of the stability of localization when the thermalizing bosons are a small fraction of the total. On the other hand, the authors of Ref. \cite{34} used a different approach. There, a 1d chain is split into a disorder-free segment, that represents a bath, and is connected to a disordered segment. The experiment investigated the stability of localization while changing the size of the disorder-free segment. While localization is stable for small thermal chains, signs of...
delocalization were observed when the bath constitutes half of the whole system.

In this work, inspired by Ref. [33], we study a one-dimensional system of two hard-core bosonic species interacting with one another. The disordered particles form an Anderson insulator and are coupled locally to a single disorder-free boson representing the smallest possible bath. Analyzing the model under a mean-field type approximation, we formulate a perturbative criterion for stability of localization, that suggests that localization remains robust at strong interaction and disorder. This is in contrast with the results discussed in Ref. [35], where ergodicity is introduced in the system by a stable doublon, that can freely move in the strong interaction limit, therefore facilitating delocalization in the case when single-particle localization length is long enough.

In an accompanying paper [36], we studied the dynamics of the model discussed here in large systems using matrix product state (MPS) [37] techniques. There, at strong interactions and disorder we observed the localization of the bath through the back-action of the Anderson insulator. Here, besides analytic results supporting localization in such a regime, we provide a thorough comparison of fully interacting dynamics with an approximate time-dependent Hartree method, which neglects entanglement and quantum correlations among the two particle species. This latter technique reveals delocalization at long times, supported by the diffusive spreading of the particle constituting the bath and decaying memory of the initial state of the Anderson insulator. This result highlights the fundamental role played by entanglement, which we study in detail in the present work.

Finally, we use density-matrix renormalization group for excited states method (DMRG-X) [38–40], to study highly excited eigenstates of the Hamiltonian in large chains. This effectively allows us to probe localization at infinite times. Analyzing the expectation value of density in eigenstates, we observe localization of the small bath due to the interaction with the Anderson insulator. Furthermore, we find that eigenstates show area-law entanglement, thus providing complementary support for the persistence of localization at strong interactions.

The structure of this paper is as follows. In Section II we introduce the model and describe the typical initial state chosen for the dynamics. In Section III we analyze the Hartree limit and study perturbatively the effect of the interaction. Following that, in Section IV, we introduce the time-dependent Hartree approximation for the dynamics, showing its results and comparing them with quasi-exact TEBD results. Finally, in Section V we present our DMRG-X study.

II. MODEL

In this work, we study two bosonic species of particles, interacting through an on-site potential. The disordered bosons (d-bosons) are subject to a random potential drawn from a uniform distribution $\epsilon_i \in [-W,W]$ and are governed by the Hamiltonian $\hat{H}_d$

$$\hat{H}_d = t_d \sum_{i=1}^{L-1} (\hat{d}^\dagger_i \hat{d}_{i+1} + \text{h.c.}) + \sum_{i=1}^{L} \epsilon_i \hat{n}_{d,i}, \quad (1)$$

where $\hat{d}_i$ is the annihilation operator for the $d$-bosons, $\hat{n}_{d,i} = \hat{d}^\dagger_i \hat{d}_i$ is their density operator, and $t_d$ is the hopping strength. These bosons realize an Anderson insulator [1], that is localized at any density of bosons thereby providing a specific system that avoids thermalization.

The small quantum bath will be represented by the clean bosons (c-bosons) described by $\hat{H}_c$,

$$\hat{H}_c = t_c \sum_{i=1}^{L-1} (\hat{c}^\dagger_i \hat{c}_{i+1} + \text{h.c.}), \quad (2)$$

that are characterized by a single hopping parameter $t_c$ and are not subject to disordered potential. Finally, the two boson species are coupled via the on-site Hubbard interaction,

$$\hat{H}_{\text{int}} = U \sum_{i=1}^{L} \hat{n}_{c,i} \hat{n}_{d,i}, \quad (3)$$

where $U$ is the interaction strength and $\hat{n}_{c,i} = \hat{c}^\dagger_i \hat{c}_i$ is the number operator of c-bosons.

The full interacting Hamiltonian then reads:

$$\hat{H} = \hat{H}_d + \hat{H}_c + \hat{H}_{\text{int}}. \quad (4)$$

The system described by the Hamiltonian (4) has $U(1) \times U(1)$ symmetry, as the number of both types of particles, $\hat{N}_{c/d} = \sum_i \hat{n}_{c/d,i}$, is conserved. In what follows we restrict to a sector of finite d-bosons density and to the case $t_d = t_c = 1$. In particular, density of $N_d/N = N_d/L = 1/3$ would be used unless specified otherwise. At the same time, throughout this work we consider the presence of a single c-boson, that realizes the smallest possible quantum bath with non-trivial spatial structure and local coupling to a localized system. In this respect, our setting resembles the experimental setup of Ref. [33] which was, however, performed on a two dimensional lattice and considered various densities of clean particles.

Although the boson density is sufficient to specify a particular sector of the Hilbert space, we further restrict ourselves to states where d-bosons have a globally homogeneous distribution. In particular, we will study initial states corresponding to a d-bosons density wave, with the single c-boson located on the central site, as exemplified by $|\psi_0\rangle$ below on a system of $L = 18$ sites and with $\nu_d = 1/3$

$$|\psi_0\rangle = |\bullet\bullet\bullet\bullet\bullet\bullet\bullet\bullet\bullet\bullet\bullet\bullet\rangle,$$  

where empty circles represent empty sites, and black (red) circles are sites occupied by d- and c-boson respectively. Such initial state resembles the configurations
used in experiments and can be characterized by the so-called imbalance [11, 41], quantifying the memory of the initial density-wave configuration in the system after a quench.

While a strictly periodic arrangement of $d$-bosons akin to the state (5) is not required, we assume that the density of $d$-bosons is on average distributed uniformly on a scale that is larger than a few lattice spacings. This assumption is important since the presence of large empty/occupied regions in the chain would imply the effective absence of disorder for $c$-boson in that region. While such configurations could be used to imitate another experimental study of MBL-bath coupling [34], states where extensive regions of the chain are fully empty or occupied by $d$-bosons are far from typical initial product states. Moreover, we expect that if the localization of $d$-bosons persists, such states are nearly decoupled from spatially homogenous initial states of the type (5). Indeed, in order to connect the highly inhomogeneous state such as $|\psi_0\rangle = \bigl(\underbrace{\ldots}_{\text{empty}}\underbrace{\ldots}_{\text{occupied}}\ldots\bigr)$ to the density-wave state in Eq. (5), the tunneling of an extensive number of $d$-boson over long distances is required.

### III. HARTREE APPROXIMATION AND CRITERION FOR STABILITY OF LOCALIZATION

First, we formulate the Hartree approximation and use it to study the Hamiltonian (4). This facilitates the choice of parameters in the Hamiltonian, and allows to formulate an analytic criterion for stability of localization with respect to two-particle tunneling processes.

#### A. Effective Disorder

The Hartree approximation adopted in this section consists of replacing the density operator $\hat{n}_{d,i}$ in Eq. (4) with its infinite-time average $\langle \hat{n}_{d,i} \rangle$. This approximation would be fully justified in the case of instantaneous relaxation of $d$-bosons with respect to $c$-boson dynamics, i.e. if $t_d, W \gg t_c$. Moreover, as in an Anderson insulator the fluctuations of the expectation value $\langle \hat{n}_{d,i} \rangle$ are finite at all times, the Hartree approximation overestimates localization. In spite of these shortcomings, the Hartree approximation will assist us with the choice of model parameters and will also allow defining an effective disorder strength thus quantifying the analytic criterion for stability of localization.

The infinite-time average of the $d$-bosons density is given by the diagonal ensemble generated by the eigenstates of $\hat{H}_d$:

$$
\langle \hat{n}_{d,i} \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T dt \langle \psi(t) | \hat{n}_{d,i} | \psi(t) \rangle 
= \sum_n |c_n|^2 \langle E_n | \hat{n}_{d,i} | E_n \rangle,
$$

where $\{|E_n\rangle\}$ is the eigenbasis of $\hat{H}_d$, $c_n = \langle \psi_0 | E_n \rangle$ and $|\psi(t)\rangle = T e^{-i \int_0^t \hat{H}_d(c')dt'} |\psi_0\rangle = e^{-i \hat{H}_d t} |\psi_0\rangle$. The initial state $|\psi_0\rangle$ is taken to be a density wave, see Eq. (5).

Due to the random potential in the Anderson Hamiltonian, the $d$-bosons occupation at infinite times acquires a quasi-random nature and is distributed according to $P(\langle \hat{n}_{d,i} \rangle)$ in the range [0, 1].

Thanks to the noninteracting nature of the problem in the Hartree approximation, the eigenstates in Eq. (6) can be written as product states of single particle orbitals $|\ell\rangle$. Then, by going into eigenbasis one can decouple the sum over $\langle \hat{n}_{d,i} \rangle$ terms in Eq. (6) into a double sum over the $N_d$ occupied sites in the initial state and the $L$ single particle orbitals. The problem of finding the infinite time occupation values then reduces to finding eigenstates of a single-particle Hamiltonian, whose Hilbert space scales as $L$, thus greatly reducing the complexity of the problem. The infinite-time average of the $d$-bosons density, hence, can be carried out through Eq. (6) for very large systems, $L = 500$, where boundary effects on its probability distribution are negligible, and at various disorder strengths.

The infinite-time occupation of the $d$-bosons plays the role of an effective random chemical potential experienced by the $c$-boson in the Hartree approximation. As shown in the inset of Figure 1(a), when the disorder is strong compared to the hopping parameter, $t_d = 1$, $P(\langle \hat{n}_{d,i} \rangle)$ resembles a bimodal distribution, with two distinct peaks at $\langle \hat{n}_{d,i} \rangle \sim 0, 1$. This behavior can be understood as a consequence of the strong localization of $d$-bosons for disorder $W = 10$. Thus, even at infinite time, the $d$-bosons remain close to their initial position and expectation value of $\langle \hat{n}_{d,i} \rangle$ remains close to its initial value, i.e. either 0 or 1, depending on the considered site. As disorder is decreased, the two peak structure gradually disappears, and the distribution acquires a single peak around the average density $\nu_d$.

In order to define the effective disorder $\tilde{\epsilon}_i$ generated by the $d$-bosons, we need to isolate the random part of the distribution of $\langle \hat{n}_{d,i} \rangle$. To this end, we subtract from $\langle \hat{n}_{d,i} \rangle$ its uniform and the period-1/$\nu_d$ contribution. In Fourier space this corresponds to modifying the Fourier harmonics of density, $\tilde{n}_d(k) = \sum_j \langle \hat{n}_{d,j} \rangle e^{-i k j}$, as follows:

$$
\tilde{\epsilon}(k) = \tilde{n}_d(k) - (1 - \alpha) L \nu_d \delta_{k,0} - \alpha \sum_{j=1}^L f(j, \nu_d) e^{-i k j},
$$

where $\alpha = \sum_j \langle \hat{n}_{d,j} \rangle e^{-i t \nu_d j}$ corresponds to the weight of the $1/\nu_d$ harmonic in the particle distribution and $f(j, \nu_d) = \sum_{n=0}^{N_d-1} \delta_{j,n/\nu_d+1}$ is a functional representation of the initial density wave configuration. Transforming $\tilde{\epsilon}(k)$ back to the real space, we obtain the effective random potential $\tilde{\epsilon}_i$. Its distribution differs from the one of the infinite-time density, as it can be seen in Figure 1(a). In particular, $P(\tilde{\epsilon}_i)$ is centered around zero for all values of disorder, and has an approximately Gaussian shape. Thus, we use the standard deviation of this distribution...
as the effective disorder strength $\tilde{W} = U \text{std} P(\tilde{\epsilon}_i)$ experienced by $c$-boson in the Hartree approximation.

The effective disorder strength measured in units of $U$, $\tilde{W}/U$ is shown as a function of the disorder strength experienced by $d$-bosons, $W$, in Figure 1(b). First, we note a non-monotonic dependence of $\tilde{W}$ on the $d$-boson disorder strength, $W$. The effective disorder strength $\tilde{W}$ presents a maximum around $W^* \approx 5$, whose position depends weakly on the density of $d$-bosons. This behavior can be naturally explained by considering two opposite limits: at weak $W$ the localization length of $d$-bosons is much larger and the initial period-$2/3/4$ density wave configuration is washed out at late times resulting in weak effective disorder $\tilde{W}$. In the opposite limit of very strong $W$, the $d$-bosons remain frozen close to their initial positions resulting in a nearly perfect periodic potential experienced by $c$-boson. However such periodic potential is unable to localize $c$-boson and is subtracted in Eq. (7), thus again resulting in a weak effective disorder. Given that $\tilde{W}$ is expected to decrease for very large and small $W$, we expect it to achieve a maximal value at some intermediate disorder $W$. Finally, we study in Fig. 1(b) the dependence of the effective disorder on the $d$-bosons density $\nu_d$. As $\nu_d$ is increased, $\tilde{W}$ increases accordingly due to the fact that the effective random potential $\tilde{\epsilon}_i$ is generated by the $d$-bosons density. We note, however, that for $\nu_d > 1/2$ the effective disorder would decrease again, because of the hard-core nature of the bosons.

**B. Localization length of the $c$-boson in Hartree approximation**

We demonstrated that in the Hartree approximation the $c$-boson experiences an approximately Gaussian-distributed random potential with disorder strength $\tilde{W}$ that depends on the initial state and disorder experienced by $d$-bosons. Since an arbitrary weak disorder potential suffices to localize a single particle in a one-dimensional lattice, the $c$-boson in the Hartree approximation is always localized. We proceed with the calculation of its localization length $\xi_c$ that provides a characteristic length-scale of localization and can be compared with the localization length of the $d$-bosons, $\xi_d$.

To obtain the localization length for the $c$-boson we use the weak disorder approximation, justified at weak values of $U$ as the random potentials $\tilde{\epsilon}_i$ are restricted to $[-1,1]$. Perturbing around the tight-binding limit with the transfer matrix method [42], we obtain $\xi_c(k) \approx 8t_c^2 \sin^2(k)/\langle \tilde{\epsilon}_i \rangle^2$ that depends on the momentum $k$ that determines single particle energy in absence of disorder, $E(k) = -2t_c \cos(k)$. The average localization length is calculated by performing the integral over the complete band

$$\xi_c \approx \frac{8t_c^2}{\langle \tilde{\epsilon}_i \rangle^2} \int_{-2t_c}^{2t_c} d\xi \left[ 1 - \left( \frac{\xi}{2t_c} \right)^2 \right] \rho(\xi),$$

where $\rho(\xi)$ is the usual density of states of the tight-binding Hamiltonian. Carrying out the integral we realize that it contributes only to a numerical factor as the $c$-boson hopping terms cancel out. Recalling that, since $\langle \tilde{\epsilon}_i \rangle = 0$, the variance $\langle \tilde{\epsilon}_i^2 \rangle$ corresponds to the definition of the effective disorder strength squared, we obtain

$$\xi_c \approx \frac{4t_c^2}{aW^2}, \quad (9)$$

where $a = 1$ is the lattice spacing.

The resulting simple expression for $\xi_c$, Eq. (9), has two main consequences. First, we expect that $\xi_c$ inherits the non-monotonic dependence on $W$ and has a minimum approximately when the effective disorder strength is maximal in Fig. 1. Second, since $\tilde{W} \propto U$, we expect that localization length diverges as $\xi_c \propto 1/U^2$ at small values of $U$ where weak disorder approximation is controllable. To confirm these predictions, we extract the localization length of $c$-bosons from numerical
Figure 2. The localization length of the $c$-boson from the Hartree approximation for initial period-3 density wave state of $d$-bosons. Inset shows bare data, for different values of $U$ ranging from $U = 0.5$ (dark blue) to $U = 5$ (yellow). For a broad range of interaction strength, $\xi$ has a minimum at $W^* \approx 5$. The main plot shows the collapse of data, confirming the scaling $\xi_c \sim U^{-2}$.

simulations. Using the effective disorder obtained from the eigenstates of the $d$-boson Hamiltonian, we use exact diagonalization to calculate the single-particle wave functions of $c$-bosons resulting from the Hamiltonian $H^{\text{Hartree}}_c = H_c + \sum \langle \hat{n}_{d,i} \rangle \hat{n}_{c,i}$. Each eigenstate $|\phi_x\rangle$ of this Hamiltonian can be characterized by an (energy-dependent) localization length $\xi_c(x)$. After obtaining $\xi_c(x)$ for each eigenstate through an exponential fit of its probability distribution in the real space, $|\langle i | \phi_x \rangle|^2$, we average the localization length over all eigenstates and further over 50 disorder realizations.

The localization length resulting from the numerical simulation is shown in Fig. 2, where the nonmonotonic behavior of $\xi_c$ and its scaling with the interaction strength becomes apparent. We note that for the adopted choice of hoppings $t_d = t_c = 1$, $\xi_c$ always exceeds the localization length of $d$-bosons and is tunable by the interaction strength in a broad range. In particular, for disorder strength $W = 6.5$, used in the accompanying paper [36], $\xi_d \approx 0.5$ is smaller than one lattice spacing, while $\xi_c$ takes values from 1.5 to 100 lattice spacings, as the interaction strength is decreased from $U = 5$ to $U = 0.5$ respectively. This result also assists in the choice of disorder strength: in order to facilitate the numerical studies, we fix disorder at $W = 6.5$ so that the localization length of $c$-bosons is close to its minimum.

C. Analytic criterion for stability of localization

The drawback of the Hartree approximation presented above is that it ignores fluctuations of $d$-bosons density, thus strongly favoring localization. However, it provides a useful starting point to address the perturbative stability of such localized system. To this end, we use the basis of Anderson localized orbitals provided by Hartree approximation to address the stability of the system with respect to interactions between clean and disordered bosons.

We transform the interaction Hamiltonian (3) to the basis of localized orbitals via the relation $\hat{d}_\alpha = \sum \psi_{d_\alpha}^\dagger(i) \hat{d}_i$, where $\hat{d}_i$ is the annihilation operator of an Anderson orbital and $\psi_{d_\alpha}^\dagger(i) = \langle \alpha | \hat{i} \rangle$ is the corresponding wave function and similar expressions hold for $c$-bosons. This leads to

$$\hat{H}_{\text{int}} = \sum_{\alpha \beta \gamma \delta} V_{\alpha \beta \gamma \delta} \hat{d}^\dagger_{\alpha i} \hat{c}^\dagger_{\beta \gamma} \hat{c}_{\delta \gamma}.$$

As shown in the schematic representation in the inset of Figure 3, the matrix element $V_{\alpha \beta \gamma \delta}$ corresponds to a correlated hopping process with its value being given by the overlap of the wave functions of the corresponding localized orbitals,

$$V_{\alpha \beta \gamma \delta} = U \sum_{i=1}^L \psi_{d_\alpha}^\dagger(i) \psi_{c_\beta}^\dagger(i) \psi_{d_\gamma}(i) \psi_{c_\delta}(i),$$

where the envelope of the wave functions decays on the scale of the corresponding localization length, $|\psi_{d_\alpha}(i)| \sim e^{-|x_i-x_\alpha|/(2\xi_d)/\sqrt{2\xi_d}}$, where $x_\alpha$ is the site around which the orbital is localized. In order to address the stability of localization with respect to such correlated hoppings triggered by interaction, we compare the matrix element of this process to the corresponding level spacing.

Keeping only the leading behavior of the wave functions, i.e. the exponential decay, and neglecting their oscillatory behavior results in an upper bound for the matrix element in Eq. (11) and thus favors delocalization. In this case, the matrix element can be easily estimated as

$$V_{\alpha \beta \gamma \delta} \approx \frac{U}{4 \xi_c \xi_d} \sum_{i=1}^L e^{-|x_{\alpha} - x_{\gamma}| / \xi_c} e^{-|x_{\gamma} - x_{\delta}| / \xi_d},$$

from where one can immediately realize that it is exponentially suppressed whenever any of terms in the exponents $|x - i|/\xi_{c/d} > 1$ exceeds one. This restricts the localized orbitals that can efficiently participate in the hopping process:

$$\left\{ \begin{array}{l} |x_\alpha - x_\gamma| \lesssim \xi_d, \\
| x_\alpha - x_\beta | \lesssim \max(\xi_c, \xi_d) , \\
| x_\beta - x_\delta | \lesssim \xi_c, \\
| x_\gamma - x_\delta | \lesssim \max(\xi_c, \xi_d). \end{array} \right.$$  

Using the fact that $\xi_c \geq \xi_d$, the summation cancels the $\xi_d$ in the denominator resulting in a simple estimate

$$V_{\alpha \beta \gamma \delta} \approx -\frac{U}{4 \xi_c}.$$

The second element needed to understand if such tunneling processes are resonant is the typical level spacing $\delta_{c,d}$, obtained as the ratio of the typical energy difference $\Delta E$ to the number of states $N$ connected by the interaction. Since the two states differ for the position of the two bosons, the typical energy difference is given by the
The typical probability of resonance $\mathcal{R}$ can also be evaluated numerically and compared with the prediction of Eq. (16). To this end, after diagonalizing the Hamiltonian in the Hartree approximation, for each $c$-boson eigenstate we select states lying within the localization lengths $\xi_c$ and $\xi_d$ from one another and evaluate for all of them the matrix element $V_{\alpha\beta\gamma\delta}$ and the energy difference.

Then we define the resonance value $r_\beta$ fixing the initial state of the $c$-boson, e.g., $\beta$, and maximizing the ratio of the matrix element to the energy difference over all other available states. In a similar way we define the resonance $r_{\alpha\beta}$, where both the initial state of the $c$-boson ($\beta$) and of the $d$-boson ($\alpha$) are fixed. Being a more constrained version of $r_\beta$, the following inequality holds

$$r_\beta = \max_{\alpha\gamma\delta} \left( \frac{V_{\alpha\beta\gamma\delta}}{\Delta E} \right) \geq r_{\alpha\beta} = \max_{\gamma\delta} \left( \frac{V_{\alpha\beta\gamma\delta}}{\Delta E} \right).$$

Finally, we obtain the typical resonance probability by taking the median of the distribution of $r_\beta$ and $r_{\alpha\beta}$. The results of this numerical evaluation are shown in the inset of Figure 3(a) together with the analytic prediction (16) and show an overall agreement. In particular, we notice that $r_{\alpha\beta}$ is always smaller than $r_\beta$.

From Figure 3(a) we observe that the disorder $W$ at which the condition (17) is satisfied decreases as the interaction strength $U$ increases. Taking disorder value $W = 5.0$, a point that is located deep in the localized regime according to our stability condition.

**Figure 3.** (a) The typical ratio between matrix element and level spacing as a function of disorder for different coupling strengths $U$ rapidly decreases as the interaction strength increases. In the left inset we compare analytic expression for $\mathcal{R}$ with its numerical estimate. The right inset shows the tunneling process induced by $H_{\text{int}}$. (b) Phase diagram resulting from the criterion $\mathcal{R} = 1$ reveals a broad region where the localization is perturbatively stable, which increases with increasing $U$ and $W$.

sum of the two disorder strengths: $\Delta E \approx W + \tilde{W}$. To account for the number of states ($|\psi\rangle, |\psi'\rangle$) connected by the interaction we need to consider the constraints (13), which restrict the possible configurations. First, in the initial state the two bosons must lie within a distance $\xi_c$ from one another, as $\xi_c \geq \xi_d$, thus contributing $2\xi_c$ possible configurations. Due to the localized nature of wave functions, the position of the bosons in the final state must lie within a distance $\xi_c$ and $\xi_d$ for the $c$-boson and the $d$-bosons respectively. A naïve computation would then give $N = (2\xi_c)(2\xi_c)(2\xi_d) = 8\xi_c^2\xi_d$. However, one must be careful as also in the final state the two bosons must be separated by at most $\xi_c$ for the matrix element not to vanish. This reduces the total number of states, as not all the moves increasing the distance among the bosons are allowed. A careful computation reveals that for a given $d$-boson hopping there are only $(3/2)\xi_c$ possible choices, thus reducing the total number of states.

Finally, one has to take into account the finite density of the $d$-bosons, together with their hard-core nature, that requires that an initially occupied site must be left empty after the hopping and vice versa, leading to

$$N \approx 6\xi_c^2\xi_d\nu_d(1 - \nu_d), \quad \delta_{cd} = (W + \tilde{W})/N. \quad (15)$$

Gathering the results of Eqs. (14)-(15) we obtain the expression for the ratio of level spacing to the matrix element,

$$\mathcal{R} = \frac{3}{2} U \frac{\xi_c\xi_d\nu_d(1 - \nu_d)}{W + \tilde{W}}. \quad (16)$$

Condition $\mathcal{R} < 1$ provides a criterion for stability of localization. Recalling that the $c$-boson localization length depends on the interaction strength $\xi_c \approx \xi_c^0/U^2$, the criterion $\mathcal{R} < 1$ can be rearranged as

$$(W + \tilde{W})U > \frac{3}{2} \xi_c^0\xi_d\nu_d(1 - \nu_d), \quad (17)$$

suggesting that localization remains stable at strong interactions and large disorder.
IV. QUENCH DYNAMICS AS A PROBE OF LOCALIZATION

The static Hartree approximation introduced above allowed to formulate a criterion for the stability of localization. Below we proceed with probing the dynamics of the full model in the localized regime. First, we extend the Hartree approximation attempting to include dynamical effects in the system. More importantly, we study the full quantum dynamics using TEBD. In this section we fix $U = 12$ and $W = 6.5$ and investigate the dynamics of a quench from the state (5) with density $\nu_d = 1/3$.

A. Time-dependent Hartree approximation

The static Hartree approximation relied on the assumption of quick equilibration of the $d$-boson density. This overestimated localization in the system, as we shall demonstrate below. Here, we adopt a different approximation: we assume that the full many-body wave function can be decomposed into a product of $c$- and $d$-bosons wave functions respectively. Such representation completely ignores entanglement between two boson species. However, it allows performing fast and efficient simulation of dynamics on long timescales for large systems. We note here that similar approaches to the approximation of dynamics on long timescales for large systems can be reconstructed from the single-particle evolved states, thus reducing the complexity from exponential to linear in $L$.

First, we study the dynamics of the $c$-boson, illustrated in Figure 4, where we plot the density profile of the clean boson $\langle \hat{n}_{c,x}(t) \rangle$ as a function of distance from its initial location, $x = i - L/2$, and time. We observe that in contrast to the case of static Hartree approximation, where the $c$-boson spreads within an exponentially localized envelope (see Appendix A), the dynamic Hartree approximation results in a diffusive spreading of $c$-boson and its complete delocalization over the entire system on a timescale $t \sim L^2$. Once the $c$-boson spreads over the whole chain, it does not reach a steady state, which can be attributed to the fact that this approximation oversimplifies the true many-body character of the problem.

The fluctuations of the $c$-boson density result in a time-dependent potential acting on disordered bosons, see Eq. (19). In order to quantify the density fluctuations of the clean boson, we average the absolute value of the deviation of its density from the mean value, $\delta n_{c,i}(t) = |\langle \hat{n}_{c,i}(t) \rangle - \langle \hat{n}_{c,i} \rangle|$, where $\langle \hat{n}_{c,i} \rangle$ corresponds to the average over the interval $t \in [9.9 \times 10^3, 10^4]$. As shown in Figure 5, the density fluctuations around the initial position of the $c$-boson decay in time, until they eventually reach a plateau. Note the long timescale involved in reaching the saturation value, even for a relatively small system of $L = 30$ this happens at times $t \gtrsim 10^4$.

The dynamics of the $d$-bosons can be intuitively under-
stood as resulting from an Anderson insulator globally coupled to a weak, non-Markovian, local noise. While it is known [44–48] that Anderson localization is unstable with respect to global noise, a recent work [49] has demonstrated that coupling of an Anderson insulator to a local Markovian white noise leads to a logarithmically slow particle transport and entanglement growth. Our dynamics differs from that of Ref. [49] in that \(d\)-bosons are coupled to fluctuations of the \(c\)-boson density globally throughout the entire length of the chain. Another important difference is that the density fluctuations of the clean boson produce a temporally and spatially correlated noise.

In Figure 6(a) we show the density profile of \(d\)-bosons at late times, \(T = 10^4\), for different system sizes \(L = 30, 60,\) and 90. Although the relaxation is strongest in the middle of the chain, the memory of initial density wave configuration survives even at late times. To understand the dynamics of relaxation of density profile, we consider the imbalance \(I(t)\) [10]. Imbalance quantifies the memory of the initial state using the difference in occupation among initially occupied and empty sites \((N_o\) and \(N_e\) respectively),

\[
I(t) = \frac{N_o(t) - N_e(t)}{N_o(t) + N_e(t)}.
\]

For the initial period-3 density wave state considered here, the explicit form of \(N_o/c\) reads:

\[
N_o = \sum_{i=1}^{L/3} \tilde{n}_{d, 3i-2}, \quad N_e = \frac{1}{2} \sum_{i=1}^{L/3} \left( \tilde{n}_{d, 3i} + \tilde{n}_{d, 3i-1} \right).
\]

Figure 6(b) reveals that \(I(t)\) decays without any signs of saturation even at times \(T = 10^4\). After rescaling the time axis with a factor of \(1/L^2\) we observe the collapse of the data, which further supports the intuition that although the imbalance is not a conserved quantity, its relaxation will happen on timescale that scales as \(t \propto L^2\) with the system size. The decay of imbalance, after a plateau extending up to \(t \approx 0.1L^2\) follows a power-law scaling, \(I(t) \sim (L^2/t)^\beta\), with \(\beta \approx 0.4\) as shown in the inset of Fig. 8(a).

In summary, the dynamic Hartree approximation suggests a complete delocalization of the clean particle, that is followed by the melting of the imbalance of disordered bosons. This does not agree with our expectations from the criterion for stability of localization obtained in Sec. III.C, and also disagrees with the results of the TEBD dynamics presented below. It is natural to attribute the delocalization observed here to the nature of dynamic Hartree approximation, that completely neglects the many-body character of the problem and discards the correlations between the two species of bosons. The inclusion of such correlations is expected to lead to a more efficient relaxation of density fluctuations and may stop the diffusive spreading of \(c\)-boson as we illustrate below.

**B. Stability of localization from TEBD dynamics**

We now turn our attention to the fully interacting system, thus reintroducing all the effects neglected in the Hartree approximation (both static and time-dependent). In order to simulate dynamics of large sys-
We now consider the dynamics of imbalance of $d$-bosons, defined in Eq. (22), that is shown in Fig. 8(a). While TEBD and time-dependent Hartree approximation approximately agree at times up to $t \approx 10$, at later times the imbalance obtained from TEBD remains approximately constant, while the time-dependent Hartree approximation predicts a power-law decay of the imbalance. This is further highlighted by the exponent $\beta$, shown in the inset, that is compatible within error bars with value $\beta = 0$ for TEBD dynamics, which corresponds to non-decaying imbalance.

In order to quantify the stronger relaxation close to the center of the chain, triggered by the presence of the clean boson, we also study the local imbalance in the middle of the chain, $I_{\text{mid}}(t)$ defined according to Eq. (22) but restraining the sum in Eq. (23) to the six central sites. The quantity $I_{\text{mid}}(t)$ shows a stronger decay in Fig. 8(b) as compared to its global counterpart in Fig. 8(a). However, again the TEBD dynamics reveals a much weaker effect of the $c$-boson compared to the Hartree approximation. Fitting the decay to the power-law form, the resulting exponent remains small and it does not change with system size (inset). Hence, we expect the effect on the central region to be system size independent, thus leaving the boundaries unaffected as $L \to \infty$. 

Figure 8. (a) TEBD dynamics (blue line) reveals a broad plateau in imbalance at late times, whereas time-dependent Hartree approximation (red line) predicts a power-law decay. (b) The imbalance of central six sites in TEBD dynamics reveals a weak power-law decay. The stronger deviation between TEBD and approximate time-dependent Hartree data highlights the importance of entanglement for the accurate description of the dynamics. Data is shown for $L = 60$ and averaged over 400 and 50 disorder realizations for time-dependent Hartree and TEBD respectively.
2. Entanglement dynamics

After demonstrating the stability of localization in TEBD dynamics, we present additional details for the picture of entanglement spreading provided in Ref. [36]. Thanks to $U(1)$ conservation, we can write the reduced density matrix of the first $i$ sites from the left, $\rho_i$, in block-diagonal form, $\rho_i = \sum_n p_i^{(n)} P_i^{(n)}$, where $p_i^{(n)}$ corresponds to the weight of the $n$-particles sector and $\text{tr} p_i^{(n)} = 1$. It is then convenient to separate the entanglement entropy, $S(i) = -\text{tr} \rho_i \log \rho_i$, in two contributions: the configuration entanglement $S_C(i)$ and the particle entanglement $S_n(i)$ [51]

$$S(i) = S_n(i) + S_C(i) \quad (26)$$
$$S_C(i) = -\sum_n p_i^{(n)} \text{tr} p_i^{(n)} \log p_i^{(n)} \quad (27)$$
$$S_n(i) = -\sum_n p_i^{(n)} \log p_i^{(n)} \quad (28)$$

The configuration entropy $S_C(i, t)$ arises from the superposition of different product states in $|\psi(t)\rangle$ and measures the correlation between particle configurations in the two subsystems. The growths of configuration entropy can be attributed to the interacting nature of the system. Thus configuration entropy does not show interesting dynamics in Anderson insulator, while displaying a logarithmic growth in a many-body localized phase [51] providing the main contribution to the entanglement growth [6]. Particle number entanglement $S_n(i)$ arises from the occupation of different sub-sectors of the density matrix $\rho_i$ and hence accounts for the particle transport in the system. Recent studies [52, 53] suggested an extremely slow, albeit finite, growth $S_n(i, t) \sim \log \log t$, which they attributed to slow particle transport. Subsequent work by Luitz and Lev [54] however suggested absence of such transport and saturating particle number entanglement.

The dynamics of the two contributions to the entanglement in our model is presented in Figure 9, where the first row shows the configuration entanglement growth for different cuts in the chain (a) and its profile at different times (b). In the second row, we show the dynamics of particle number entanglement. Similarly to the configuration entropy, $S_n(i, t)$ has a non-homogeneous growth across the system shown in Fig. 9(c)-(d).

Separating entanglement $S(i)$ into configurational and particle part, it is clear that the logarithmic growth is due to the configuration entropy, $S_C(i, t) \sim \xi_S \log(t)$, as clearly shown in Figure 9(a). The configuration entanglement growth has a non-homogeneous behavior in the system, explained by the propagation of MBL phenomenology discussed in Ref. [36]. Introducing an effective interaction $U_{\text{eff}}(x, t) = U n_c(x, t)$, the dynamics of $S_C(i)$ can be described by the ansatz $S_C(i, t) \approx \xi_S \log(1 + U_{\text{eff}}(i, t)t)$. 

Figure 10. The configuration entropy $S_C(i, t)$ at $U = 12$ and $L = 60$, characterizing the interacting nature of the system, presents an extremely inhomogeneous growth. In agreement with the picture of propagation of MBL, its growth is constrained within the “MBL light-front” $x_{\text{MBL}}(t)$ shown by the red line. When $x > x_{\text{MBL}}$, the configuration entropy $S_C$ is close to zero, suggesting that system remains effectively non-interacting until late times.

Figure 9. (a) The configuration entropy shows a steady logarithmic growth, whose start is delayed as the cut gets farther from the center of the chain, due to the weaker effect of the interaction at the boundaries. (b) The real space profile of the configuration entropy is highly non-uniform, with entropy being maximal in the center of the chain, where the $c$-boson is localized. Far from the center, $S_C(i)$ is close to zero, indicating the absence of interactions in the boundaries up to late times. (c) The growth of number entropy is similarly delayed with increasing distance from the center of the chain. It shows slow growth, compatible with the weak relaxation of $c$-bosons observed in the imbalance dynamics. (d) The number entropy also has a non-uniform profile, with its values far from the center being consistent with the particle entropy of the Anderson insulator. This data refer to a system of $L = 60$ sites, averaged over 50 disorder realizations.
This explains the delay of onset of growth of configurational entropy in Fig. 9(a) away from the center of the chain. In addition, this phenomenology predicts an linearly decreasing entanglement profile away from the center of the chain. Indeed, using an exponential profile for the density of the clean boson at late times we obtain the following effective interaction strength, $U_{\text{eff}} \approx U e^{-|i-L|/\xi_c(t)}$. This gives the following asymptotic behavior of configurational entanglement,\[ S_C(i, t \gg 1) \approx \text{const} - \frac{\xi_S(t)}{\xi_c(t)} |i - L/2|, \tag{29}\]
that decays linearly away from the center of the chain with slope given by $1/\xi_S$. This prediction is confirmed by the numerical results shown in Fig. 9(b), yielding the value of $\xi_S \approx 0.31$.

According to the effective interaction picture describing the propagation of MBL, the interacting nature spreads through the system producing a many-body localization lightcone. At late times, when $n_c(i, t) \approx N_c(t) e^{-|i-L|/\ell_c(t)}$, this can be captured analytically by solving $S_C(x, t) = \text{const}$ for $x$ and defines the MBL “light-front”,
\[ x_{\text{MBL}}(t) = \ell_c(t) \log(N_c(t)Ut). \tag{30}\]
As shown in Figure 10, the prediction of the MBL lightcone (red curve) provides an accurate description of the actual behavior of the spread of configuration entropy, thus testing the genuine propagation of the many-body nature through the chain.

V. PROBING EIGENSTATES WITH DMRG-X

Although TEBD enabled simulation of dynamics for large systems, the maximal time remained limited by entanglement growth. Below we use the DMRG-X algorithm [38–40] to probe eigenstates of large systems, providing an effective insight into infinite time behavior.

A. $c$- and $d$-boson localization

We extract highly excited eigenstates of the Hamiltonian (4) with $L = 30$ and 60 sites, $U = 12$ and $1/3$ filling of $d$-bosons. We obtain in total 250 (500) eigenstates in the middle of the spectrum by targeting 25 different energies for each of the 10 (20) disorder realizations considered for $L = 30$ (60) chain respectively. The states are obtained as a result of 100 sweeps where the targeted eigenstate is variationally approximated by an MPS of maximum bond dimension $\chi = 500$ and 250 for systems of size 30 and 60, respectively. The algorithm is initialized with different copies of the initial state (5), where the $c$-boson initial position is chosen among empty sites in the central region. We refer the reader to Appendix C for details on the implementation of the algorithm as well as its performance metrics.

For each of the eigenstates we extract the peak position of the $c$-boson density, $i_{\text{max}}$. The average $c$-boson density plotted as a function of the distance from its peak presents an exponential profile, as shown in Fig. 11. We notice that the density profile around the peak is enhanced with respect to the tails, which can be potentially attributed to the large value of $U$ producing stable doublons. The exponentially decaying density confirms the localization of the clean particle and allows us to extract the upper and lower bound on the localization length, $\xi_c^{\text{up}} \approx 2.1$ and $\xi_c^{\text{low}} \approx 3$ resulting from fitting its profile close to the center (excluding the central site) and at the edges of the chain. The two bounds quantitatively agree with the lengthscale $\ell_c(t \to \infty) = \xi_c = 2.5$ extrapolated from TEBD dynamics in Ref. [36], suggesting that the localization of the $c$-boson observed in dynamics is not a transient effect, but it is a property of the system, provided the correct sector of the Hilbert space is explored.

Probing potential localization of $d$-bosons in eigenstates is more complicated: the finite particle density does not allow to define a localization center. Therefore, we consider the average deviations of the $d$-bosons density from the thermal value given by their average density $\nu_d = 1/3$ as a function of the distance from $i_{\text{max}}$. In Figure 12, we show the averaged absolute value of the deviation of the density expectation value from $\nu_d$, which is limited to the range of values $0 < \langle |\hat{n}_{d,i} - \nu| \rangle < 1 - \nu$. While in a thermalizing system we expect this quantity to be small and decrease exponentially with the system size, the eigenstates of our problem have on average large

![Figure 11](image_url). The density profile of the $c$-boson averaged over different eigenstates as a function of the distance from $i_{\text{max}}$ shows an exponential decay for both the system sizes considered. Through a fit to the density in different regions we obtain an upper and lower bound for the localization length, with $\xi_c^{\text{low}} \approx 2.1$ (red dashed line) corresponding to the fit excluding the central site and $\xi_c^{\text{up}} \approx 3$ (black dashed line) obtained from the fit that exclude 12 central sites.

\[\text{1 We note, that the first 10 disorder realizations for } L = 60 \text{ system are chosen in such a way that the values of the random energies of the 30 central sites agree with those for } L = 30 \text{ system.}\]
expectation value of $\langle |n_{d,i} - \nu| \rangle$. In addition, increasing the system size does not lead to a decrease of the average distance from the thermal value, thus suggesting that the $d$-bosons density strongly fluctuates around $\nu_d$ in eigenstates due to their localization. Interestingly, we notice a slight peak of this quantity at $i = i_{\text{max}}$, which is in agreement with the enhancement of the $c$-boson density observed in Fig. 11 and may be attributed to the effect of doublons. In the region around the center, however, we observe a slight weakening of localization, corresponding to smaller values of $\langle |n_{d,i} - \nu| \rangle$. This can be attributed to the fact that in the vicinity of the peak of the $c$-boson, the interactions are effectively stronger, leading to an increased relaxation of the $d$-bosons.

Further evidence of localization for both types of particles is found in the spectrum of the single-particle density matrices $\rho_c = \langle c_i^\dagger c_i \rangle$ ($\rho_d = \langle d_i^\dagger d_i \rangle$) [55, 56]. In the particular case treated here, the von Neumann entropy of $\rho_c$ corresponds to the intra-species entanglement $S_{cd} = -\text{tr} \rho_c \log \rho_c$. We study its distribution and average value among eigenstates, obtaining average entropy of $S_{cd} \approx 0.85$ for both system sizes. Furthermore, the eigenvalues of $\rho_{c/d}$, $\omega_{c/d,i}$, sorted by decreasing value, can be interpreted as occupation numbers of single-particle orbitals [55, 56]. In the case of an MBL system, it is expected that particles sit on almost localized sites, hence only the first $N_{c/d}$ orbitals should be significantly occupied. In Figure 13 we show the average, $\langle \cdot \rangle$, and log-average, $\overline{\cdot} = e^{\langle \ln \cdot \rangle}$, value of the ordered eigenvalues for $\rho_d$ and $\rho_c$ respectively. The scaling of $\langle w_{d,i} \rangle$ shown in the inset presents a step behavior, consistent with the localization of the $d$-bosons. Similarly, the typical value $\overline{\omega}_{c,i}$ presents a single large eigenvalue, while the rest decay exponentially.

### B. Entanglement structure of eigenstates

In Figure 14(a) we show the bipartite entanglement profile averaged as a function of the position of the cut $i$. While the entanglement profile of eigenstates suggests an area-law entanglement scaling characteristic of many-body localization [7, 57], this representation of data does not show any effect from the presence of the clean boson. To observe the influence of the $c$-boson, we average
the entanglement profile defined with respect to the distance from the localization site of the $c$-boson, $i - i_{\max}$. Figure 14(b) reveals a peak in $S(i - i_{\max})$ around zero, indicating that the clean boson is responsible for additional entanglement in eigenstates. Away from $i_{\max}$ entanglement saturates to a constant value, revealing a clear area-law scaling. Fitting the decay of entanglement away from the center with an exponential of the type $S_i + e^{-|i - i_{\max}|/\xi}$ allows to extract the value of $\xi \approx 4$, suggesting that the single $c$-boson is capable of generating non-trivial entanglement patterns on a scale larger than its localization length.

The increase in entanglement of eigenstates that decays exponentially with the distance away from the location of $c$-boson provides further support to the localized nature of eigenstates. Moreover, this provides a complementary view on the picture of the inhomogeneous effective interaction triggered by the presence of $c$-boson and resulting in the dynamical “propagation of MBL” presented in [36].

VI. DISCUSSION

We investigated the effect of the coupling of a small local bath represented by a single clean boson to a one dimensional Anderson insulator with finite particle density. First, we used a static Hartree approximation that overestimates localization to obtain the parameters range most favorable for localization. In addition, we analyzed the effect of two-particle resonances triggered by the interaction, estimating the region of parameters where localization is perturbatively stable with respect to such resonances.

Focusing on the parameter values where the perturbative criterion predicts localization, we studied the dynamics in the coupled system. We demonstrated that the time-dependent Hartree approximation, which neglects the entanglement between the localized particles and the degree of freedom representing the bath, predicts a slow delocalization of the system consistent with diffusion. In contrast, the TEBD numerical simulation, which takes into account all quantum correlations among the two bosonic species, shows evidence of localization within the experimentally relevant timescales achieved. In particular, the imbalance of disordered particles saturates, suggesting that memory of the initial density-wave configuration is retained even at long times. In addition simulations reveal logarithmic growth of configuration entanglement, in agreement with the MBL phenomenology, and extremely slow growth of particle number entanglement, ascribed to the weak relaxation of the disordered particles due to the interaction with the small bath. In agreement with Ref. [36], we observed an enhanced effect of the bath on the $d$-bosons in the center of the system, while far from it the difference with the Anderson case is negligible.

Finally, in order to probe the fate of localization at infinite times, we used DMRG-X method to extract highly excited eigenstates of the Hamiltonian. We observe that the clean boson remains localized in eigenstates, confirming the intuition gained from the study of dynamics. We further notice area-law scaling of the entanglement entropy of eigenstates, with an enhancement in the vicinity of the localization site of the $c$-boson, $i_{\max}$. These results provide evidence for the effective stability of localization even at infinite times and further support for the picture proposed in the accompanying work [36].

In summary, our work provides evidence for MBL proximity effect and a phenomenological picture of dynamics [36] for large systems that are beyond the reach of numerical exact diagonalization. Our predictions are readily verifiable in state of the art experimental setups [33, 34] that are capable of probing the particle dynamics with a single-site resolution.

However, there remain many open questions. Describing a more “powerful” thermal bath requires a finite $c$-bosons density. The persistence of the phenomenology proposed here in such a scenario is non-trivial and its study can lead to a better understanding of the MBL proximity effect. In the same direction, a careful investigation of the role of the interaction strength is in order for an accurate description of MBL-bath systems. In particular, in the opposite limit of weak interaction the $c$-boson is expected to delocalize quickly yielding a very weak and uniform effective coupling. This regime can provide a different point of view on the MBL-bath model. A further interesting direction would be to address the stability of our predictions to inter-species interactions, i.e. replacing the Anderson insulator Hamiltonian $H_d$ with an MBL Hamiltonian. Although we expect the qualitative picture discussed above to hold, a different entanglement dynamics is supposed to arise in this case. Finally, replacing the Hamiltonian evolution with a periodic Floquet drive may allow the investigation of the long-time behavior of the model, since it would avoid the large number of singular value decompositions required for reaching long times with TEBD algorithm. In this framework, the saturation of the measured quantities could be observed, thus providing insight into the infinite-time fate of the system.
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Appendix A: Clean boson dynamics in static Hartree disorder

In the main part of the current paper, we discussed the static Hartree approximation, yielding an effective disorder acting on the \( c \)-boson and consequently its localization. As the effective disorder changes with the filling fraction of the \( d \)-bosons, we expect also the localization length to change accordingly. This should lead to a weaker localization whenever the \( d \)-bosons density, \( \nu_d \), deviates from half filling. This is confirmed by the numerical results shown in Figure 15, where we observe stronger localization for \( \nu_d = 1/2 \). Additionally, we compare the data with the prediction of Eq. (9) in the main text (dashed lines). Although qualitatively similar, the quantitative agreement fails as the disorder strength \( W \) increases. We attribute this discrepancy to the deviation of the distribution of effective disorder from Gaussian discussed in the main text.

Next, we consider the \( c \)-boson dynamics in the static Hartree approximation fixing the disorder strength to \( W = 6.5 \), close to the minimum of its localization length. The dynamics in this setup can be obtained numerically for large systems without resorting to large computational resources, as the single-particle Hilbert space dimension only scales as the system size \( L \). Therefore, we study the density dynamics of a \( c \)-boson initialized in the center of a \( L = 120 \) chain evolving the initial state up to \( t \approx 10^4 \). The density profiles obtained in this way in Figure 16(a) reveal the presence of two distinct behaviors, depending on the distance from the center. Close to the initial position of the particle, the density in Fig. 16(a) decays exponentially, consistently with the expectation for a localized particle. However, further away from the initial location of the particle, the density dependence is consistent with a Gaussian profile. While the Gaussian profile is expected from the diffusive spreading of the particle that could take place at early times for weak disorder (weak localization), the coherent backscattering from static disorder leads to the localization of the particle.

The two distinct regimes in the density profile can be described by introducing two separate length scales: the distance \( R(t) \) corresponds to crossover from exponential to diffusive behavior, and \( \ell_c(t) \) describes the slope of exponential decay. Using these length scales, the dynamics of the density can be captured by the following ansatz,

\[
n(x,t) \propto \exp\left(-\frac{|x|}{\ell_{\xi}(t) \tanh(R(t)/|x|)}\right),
\]

that smoothly interpolates between exponential and Gaussian decays for \( x < R(t) \) and \( x > R(t) \) respectively.

The ansatz (A1) can then be used to fit the numerical data and to obtain the behavior of the two parameters \( \ell_c(t) \) and \( R(t) \), shown in Figure 16(b)-(c). We observe that for the static Hartree approximation, the decay length after a transient quickly saturates to the corresponding localization length \( \xi_d \) shown in Figure 15 by a dashed line. The extent of the exponential decay region around the center, \( R(t) \), instead increases as a power-law, before its saturation to half system size, meaning that the localized region extends over the whole chain. In the companion paper [36] and in the main text we use the same ansatz to study the dynamics in the fully interacting system, obtaining similar results, although interactions result in much more intricate dynamics.

Appendix B: Details and benchmarks of TEBD implementation

We use the TEBD algorithm [50] to perform the time evolution of the wave function of the large system represented as an MPS. The algorithm splits the unitary evolution into time steps (Trotterization), \( dt \), and further divides them into even and odd gates, \( \hat{G}_{i,i+1} = \exp(-idt \hat{h}_{i,i+1}) \), where \( \hat{h}_{i,i+1} \) is the Hamiltonian density on sites \( i \) and \( i+1 \). Since even(odd) gates do not overlap with one another, all even (odd) gates can be applied independently to the state. This allows a natural parallel implementation of the algorithm, where all even (odd) gates are applied simultaneously.

The TEBD algorithm has two main sources of error: the finite value of time-step used in Trotterization and the truncation error in the singular-value decomposition (SVD). The time step error naively scales as \( O(dt^2) \), but it can be reduced to \( O(dt^4) \) with an appropriate higher order Suzuki-Trotter decomposition. By choosing sufficiently small time steps, then, the accuracy of
the simulation remains reliable for long timescales. The accuracy of the simulation can be controlled by the degree of energy conservation violation, i.e., by tracking $\Delta E(t) = |\langle \psi_0 | \hat{H} | \psi_0 \rangle - \langle \psi(t) | \hat{H} | \psi(t) \rangle |$. In our simulations, we fixed $dt = 0.05$. In spite of a slower execution time, such a small time-step ensures very accurate results, as evidenced by $\Delta E(T) < 10^{-4}$ at the final simulation time $T = 200$.

The second source of error, i.e., the singular values truncation $\varepsilon$, arises from the singular-value decomposition performed after each gates application in order to restore the MPS form. In order to avoid the exponential growth of the MPS bond dimension $\chi$, one needs to select the most relevant singular values by neglecting all those which are smaller than a certain threshold $\varepsilon$. The truncation then corresponds to neglecting some weight of the wave-function, and the error can be estimated by the sum of the discarded singular values $\sum_{\lambda_i > \varepsilon} \lambda_i^2$. A further limit on the number of singular values is imposed by the maximal bond dimension, $\chi$. If during the time evolution the number of singular values smaller than $\varepsilon$ becomes larger than $\chi$, i.e., the bond dimension is saturated, then the control on the accuracy of the results is lost, as there is no guarantee that large singular values will be discarded in the future. In our simulations, we fix $\varepsilon = 10^{-9}$ and $\chi = 3000$. This set of parameters guarantees the reliability of the results as the maximum bond dimension is saturated only in the last 10 time-steps (in hopping parameter units) of less than $1/10$ of the central bonds. Furthermore, we can ensure accuracy by comparison to exact diagonalization results on smaller systems, which for the chosen simulation parameters show discrepancies in local observables and entanglement typically of the order $O(10^{-4})$.

The choice of these parameters, however, makes the simulations extremely demanding. However, the structure of the algorithm is naturally suited for parallelization, as shown in Figure 17, and the use of a parallel implementation of the code allowed us to study the dynamics even in the high entanglement regime, where most of the tensors have a large bond dimension of order 1000.

### Appendix C: Details and benchmarks of DMRG-X implementation

The DMRG-X algorithm [38–40] used to obtain the highly excited eigenstates of the Hamiltonian (4) relies on the shift-invert method applied to MPS states. The variant of the algorithm used in this work is described in detail in the supplementary material of [38]. In this section, we will give a brief overview of the algorithm and then explore the dependence of the quality of the results with respect to various tuning parameters such as bond dimension, system size, etc.

The DMRG-X algorithm used can be understood as a simple modification of the standard two-site DMRG [58] algorithm which is extensively used to target ground states of one-dimensional systems. We describe the two differences compared to the ground state algorithm.
First, the ground state DMRG uses the matrix product operator (MPO) form of the Hamiltonian, $H$, to perform the variational optimization. The DMRG-X algorithm, in contrast, employs $\mathcal{H} = (H - E_0)^2$, which is still efficiently represented by a MPO with a slightly larger bond dimension. The energy $E_0$ is the target energy, i.e. the energy of the eigenstates we are aiming to calculate. We square the operator in order to make it semi-positive definite. This is done in order to use iterative inversion algorithms (see below) which require such property and can be avoided if a different iterative algorithm is chosen. We have numerically observed that different iterative algorithms are less stable and converge slower for most cases.

Second, in the DMRG-X algorithm, we are not aiming to find the eigenstate of $\mathcal{H}$ with the largest magnitude eigenvalue. Instead, the goal is to find the eigenstate corresponding to the lowest magnitude eigenvalue, i.e. the one which corresponds to the eigenstate closest to energy $E_0$. This is taken into account in the local optimization step, present in DMRG-type algorithms, i.e. when two adjacent local tensors are optimized. In this step, one generates an effective operator by tracing the left and right environments, $\mathcal{H}_{\text{eff}}$ [58]. Calculating the lowest magnitude eigenvalue of $\mathcal{H}_{\text{eff}}$ is equivalent to calculating the largest eigenvalue of $\mathcal{H}^{-1}_{\text{eff}}$. We use a power-method to converge to the largest magnitude eigenvalue geometrically. Instead of applying $\mathcal{H}^{-1}_{\text{eff}}$ at each iteration, we solve the linear system $\mathcal{H}_{\text{eff}}x_{i+1} = x_i$ using a conjugate gradient algorithm. Due to the sweeping nature of the DMRG-type algorithms we have observed that a single iteration of the local power method leads to a faster convergence of the global wavefunction (for fixed runtime), indicating that increasing the number of sweeps is a more important factor. The iterative algorithm scales as $O(CG\chi^3)$, where $CG$ is the number of conjugate gradient iterations, instead of the $O(\chi^5)$ scaling of the exact diagonalization of $\mathcal{H}_{\text{eff}}$. This scaling, together with the explicit conservation of both particle numbers, allow us to reach bond dimensions up to $\chi = 500$.

For the simulations presented in this work we used the following parameters: In the global level we restricted to 100 DMRG sweeps. However, we do not always keep the final state but the state with the least energy variance as measured at the end of every sweep for the last 50 sweeps. This is because the algorithm tends to switch between different eigenstates as it converges towards the target energy and during the switching period it is not always accurately converged. This behaviour is not present in the standard DMRG algorithm and is attributed to the exponentially large density of states around the target energy. For the solution of each local optimization problem, we use a single power method iteration which is performed using the conjugate gradient algorithm. For the singular value decomposition which is used to extract the updated local tensors we have used a very low probability truncation cutoff $\epsilon = 10^{-28}$, in order to avoid any statistical bias towards eigenstates of low entanglement.

![Figure 18](image.png)

Figure 18. (a) Increasing the bond dimension $\chi$ leads to a better distribution of the variance of the energy of the states $\sigma^2$, shifting it to lower values. Similarly, the increase of the number of conjugate gradient iterations at fixed $\chi$ improves the dataset quality. (b) The distribution of the distance of the final energy $E$ from the target energy $E_0$. At fixed bond dimension $\chi = 250$ doubling the number of conjugate gradient iterations produces a dramatic improvement of the final energy distribution. Further increasing the bond dimension to $\chi = 500$ then gives an additional refinement of the distribution. (c) The entanglement distribution $P(S)$ for the bonds closest to $i_{\text{max}}$ becomes narrower as the number of conjugate gradient iterations is increased. However, as the bond dimension is increased at fixed CG the MPS states can host larger entanglement, as is confirmed by the broader $P(S_{\text{max}})$ at $\chi = 500$.

We found that the most important tuning parameters are the bond dimension $\chi$ and the number of conjugate gradient iterations $CG$. Below we show various benchmarks for different parameters and system sizes.

We compare the quality of the resulting eigenstates for $\chi = 250, 500$ and $CG = 600, 1200$. A first check is obtained by comparison of the energy variance

$$\sigma^2 = \langle \hat{H}^2 \rangle - \langle \hat{H} \rangle^2 \quad (C1)$$

of the resulting states. As true eigenstates have exactly 0 energy variance, a small $\sigma^2$ is an indicator of good convergence. In Figure 18(a), we compare the variance distribution for the different range of parameters, observing, as
expected, that increasing both the number of iterations and the bond dimension leads to a better quality result.

The low-valued distribution of the variance suggests that the final states obtained with the DMRG-X algorithm are actually extremely close to exact eigenstates of $H$. As a next step, one must check whether the obtained states are indeed highly excited. We thus study the distribution of the energy difference among the obtained states and the target energy $E_0$. As shown in Figure 18(b), increasing $\chi$ and $CG$ yields a narrower distribution close to 0.

Since the amount of entanglement entropy an MPS state can host is strictly related to its bond dimension, it is important to observe how the entanglement varies as we increase $\chi$. We thus study the distribution of the entanglement entropy on the 10 bonds closer to the peak of the $c$-boson, $i_{\text{max}}$, where entanglement is supposed to be largest. The results are shown in Figure 18(c) and show that at fixed bond dimension, a larger number of iterations leads to a narrower distribution, in agreement with the small entanglement of exact eigenvalues of MBL Hamiltonians. On the other hand, fixing $CG = 1200$ and increasing the bond dimension gives access to states with larger entanglement, as verified by the broader distribution of $S$ at $\chi = 500$.

Finally, we study the distribution of the position of the peak of the $c$-boson. As initial state in the DMRG-X algorithm we always used a version of $|\psi_0\rangle$, Eq. (5), with the $c$-boson shifted of a few sites from the center, provided the site is not already occupied by a $d$-boson to avoid stable doublons. However, the local optimization performed by the algorithm can easily “move” the $c$-boson, as can be seen by the almost even distribution of $i_{\text{max}}$ shown in Figure 19, for $L = 30$. This behavior is consistent in all the datasets studied and does not seem to have a particular relation with the quality of the eigenstates. As the system size is doubled, the distribution of the peak of the $c$-boson becomes more centered around $L/2$, probably due to the larger density of state which increases the possibility of finding an eigenstate close to the target energy for smaller displacement of the $c$-boson.

![Figure 19. The distribution of the peak of the $c$-boson is almost homogeneous through the whole system in the $L = 30$ case, but as the system size is doubled the typical position of $i_{\text{max}}$ is more restrained to the center of the chain. The broad distribution of $i_{\text{max}}$ is expected, as the local optimization performed in the algorithm can indeed update the position of the $c$-boson from its initial value and “move” it through the system.](image-url)
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