Effect of collisions on non-adiabatic electron dynamics in ITG-driven microturbulence
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Non-adiabatic electron response leads to significant changes in Ion Temperature Gradient (ITG) eigenmodes, leading in particular to fine-structures that are significantly extended along the magnetic field lines at corresponding Mode Rational Surfaces (MRSs). These eigenmodes can nonlinearly interact with themselves to drive zonal flows via the so-called self-interaction mechanism. In this paper, the effect of collisions on these processes are studied. In presence of non-adiabatic electrons, the linear growth rate of ITG eigenmodes decreases with increasing collisionality. Detailed velocity space analysis of the distribution function shows that this results from collisions leading to a more adiabatic-like response of electrons away from MRSs. In linear simulations, collisions are furthermore found to broaden the radial width of the fine-structures, which translates to narrower tails of the eigenmode in extended ballooning space. The characteristic parallel scale length associated to these tails is shown to scale with the mean free path of electrons. In nonlinear turbulence simulations accounting for physically relevant values of collisionality, the fine structures located at MRSs, together with the associated drive of zonal flows via self-interaction, are shown to persist and play a significant role.

I. INTRODUCTION

The temperatures and densities typical of tokamak cores lead to plasmas with very low collisionalities, with collision frequencies lower than that of typical frequencies of microinstabilities. Hence these plasmas are often approximated as collisionless and modelled without collisions in gyrokinetic simulations. However, it is important to model collisions properly in the core for various reasons. For instance, collisions are necessary to smooth the small-scale structures in velocity space, which have been observed in gyrokinetic simulations1,2, and play an important role in the energy transfer mechanism3. In fact collisions provide the physical link between macroscopic plasma heating and microturbulence, through dissipation of small-scale structures in both position and velocity space, thereby enabling the system to reach the correct statistical steady state4,6-8.

Collisions can affect the steady-state turbulence levels either by affecting the linear microinstability drive of turbulence or by affecting the saturation mechanism. An example of the former case is the collisional stabilisation of the Trapped Electron Mode (TEM) microinstability6, which in turn could lead to a transition of TEM dominant turbulence to Ion Temperature Gradient (ITG) dominant one with increasing collisionality7. And an example of collisions affecting turbulence saturation is the collisional damping of zonal flows which in turn can lead to larger heat and particle steady-state flux levels6,9.

Earlier studies10,11 where electrons were modelled to respond adiabatically have reported that collisions do not significantly alter ITG eigenmode growth rates. Note that the adiabatic electron response is valid in the limit of the (parallel) phase velocity [=\(\omega/k_{\parallel}\)], with \(\omega\) being the real frequency of the eigenmode and \(k_{\parallel}\) being the parallel wavenumber of the wave being much less than the thermal velocity of electrons. However at radial locations corresponding to the Mode Rational Surfaces (MRSs) of an eigenmode, where \(k_{\parallel} \rightarrow 0\), non-adiabatic electron response becomes important. In particular, non-adiabatic passing electron response has been shown to lead to ‘fine-structures’ in the electrostatic potential, temperature and density perturbations at the MRSs of the respective eigenmode12-14. Furthermore, the recently studied zonal flow driving mechanism referred to as the self-interaction mechanism15,16 is particularly dominant in presence of non-adiabatic electrons and has been shown to possibly play a significant role in determining the steady state flux levels in nonlinear gyrokinetic simulations16,17.

In this paper, we focus on the effect of collisions on ITG turbulence in presence of non-adiabatic electron response. The previous work by Mikkelson18 has already reported that the ITG eigenmodes are significantly affected by collisions when electrons are treated kinetically. This study is followed up here, providing additional insights. Furthermore, we explore the effects of collisions on the fine-structures associated to non-adiabatic passing electrons and the self-interaction mechanism.

Using linear simulations, through a scan in collisionality, two results are obtained: 1) growth rate of ITG eigenmode can decrease significantly with increasing collisionality in collisionality regimes typical of the core, and 2), the radial width of fine-structure associated to non-adiabatic passing electrons broadens with increasing collisionality. While the first result has already been reported in Ref. 18, its fundamental reason has not been illustrated in detail. In this paper, through a detailed velocity space analysis of the distribution function, it is shown that collisions lead to a more adiabatic-like response of electrons away from MRSs, which in turn explains the decrease in growth rates with increasing collisionality. Furthermore it is shown that collisionality sets the characteristic parallel length scale associated to the ballooning envelope tail of...
eigenmodes, which in turn explains the radial broadening of the fine-structures.

In nonlinear turbulence simulations, the steady-state heat flux decreases with increasing collisionality, which is then illustrated to be the consequence of the corresponding decrease in the growth rate of linear eigenmodes. The width of the fine-structures in nonlinear simulations is however not found to show an increase with increasing collisionality. This is a consequence of the dominant nonlinear broadening effect on these fine structures. Of particular interest to this work is investigating how collisions affect the nonlinear drive of zonal flows via the self-interaction mechanism. This investigation is undertaken with the help of the diagnostic methods already developed in Ref. 16, more specifically, the time-averaged ballooning structure, time evolution of linear phase difference along the ballooning structure, the normalised self-interaction contribution to Reynolds stress, the bicoherence estimate and the correlation between the various toroidal mode contributions to Reynolds stress. This study reveals that as the ITG eigenmodes become less unstable with increasing collisions, the number of significant toroidal modes participating significantly in turbulence decreases, which in turn decreases the uncorrelated contribution to self-interaction drive of zonal flows from all the toroidal modes.

The organisation of the rest of the article is as follows. First, the simulation setup is described in section II. In section III, the linear simulation study is presented, in two parts. The analysis on the dependence of growth rate on collisionality and the analysis on the increase in the radial width of fine-structures with collisionality are discussed in sections III A and III B respectively. The results on the effect of collisions in nonlinear simulations is presented in three subsections which are as follows: The effect of collisions on the heat flux and the shearing rate associated with zonal flows is discussed in section IV A, followed by its effect on the radial width of nonlinear fine-structures in section IV B. In section IV C, the effect of collisions on the self-interaction mechanism is studied. Finally, conclusions are presented in section V.

II. SIMULATION SETUP

Flux-tube gyrokinetic model and the coordinate system

The flux-tube version of the Eulerian gyrokinetic code GENE is used in this study. It considers a field-aligned coordinate system with with \( x \in [-L_x/2, L_x/2] \) being the radial coordinate, \( y \in [0, L_y] \) being the binormal coordinate and \( z \in [-\pi, \pi] \) being the parallel coordinate. In the following, a brief description of the flux-tube model and the coordinate system are given. For a more detailed description, including that of the boundary conditions, refer Ref. 16.

In the flux-tube model, the background density and temperature profiles, their radial gradients, and the magnetic equilibrium quantities are assumed to be constant over the radial length \( L_x \) of the simulation box, and are evaluated at a radial position denoted by \( r_0 \). The safety factor \( q_s \simeq q_0 (1 + \delta x / r_0) \) is an exception and is assumed to have a linear variation across the flux-tube, with \( q_0 = q_0 \big|_{r=r_0} \), a constant magnetic shear \( \delta = (r/q_0)(dq_0/dr)\big|_{r=r_0} \) and \( x = r - r_0 \). \( r \) has units of length and labels magnetic surfaces, providing an estimate of the (average) minor radius. \( n_{ij0} = n_{ij0}(r_0) \) and \( T_{ij0} = T_{ij0}(r_0) \) represents the background density and temperature for a species \( j \), and \( 1/L_N^j = -d \log n_{ij0}/dr \big|_{r=r_0} \) and \( 1/L_T^j = -d \log T_{ij0}/dr \big|_{r=r_0} \) represents the corresponding inverse gradient length scales respectively.

In the GENE flux-tube model, both the radial and binormal coordinates are treated in Fourier space with the corresponding wavenumbers being \( k_x \) and \( k_y \) respectively. Given the axisymmetric toroidal geometry of the unperturbed system and the associated parallel boundary condition, a linear eigenmode which has a fixed \( k_y \) wavenumber along \( y \) involves a set of linearly coupled \( k_x \) Fourier modes with \( k_x = k_{x0} + 2\pi n_k \frac{\delta x}{\delta x} \), \( p \in \mathbb{Z} \). An eigenmode with a given \( k_x \) and \( k_{y0} \) (measuring the so-called ballooning angle as mentioned above) is thus of the form:

\[
\phi(x, y, z) = e^{i k_y y} \sum_{p=-\infty}^{\infty} \mathcal{A}_{k_{y0}+p2\pi k_x, k_y}(z) \left[ e^{i(k_{y0}+p2\pi k_x) x} \right].
\]

The ballooning representation of the eigenmode is defined as follows:

\[
\mathcal{A}_p(z + p2\pi) = \mathcal{A}_{k_{y0}+p2\pi k_x, k_y}(z), \quad z \in [-\pi, \pi]
\]

\[
\chi_0 = -k_{y0}/(k_y),
\]

where the ballooning envelope \( \mathcal{A}_0(\chi) \) extends over the ballooning space \( \chi \in ]-\infty, +\infty[ \) and \( \chi_0 \) is the so-called ballooning angle.

In a flux-tube of radial extent \( L_x \), all coupled radial Fourier modes \( k_x + 2\pi n_k \delta x \) must be harmonics of \( k_{x,\text{min}} = 2\pi/L_x \). This should be valid for all \( k_x \) and hence for the lowest value of \( k_{y,\text{min}} \), implying:

\[
2\pi k_{y,\text{min}} \delta x = M k_{x,\text{min}} = M \frac{2\pi}{L_x}, \quad M \in \mathbb{N}^+.
\]

where \( M \in \mathbb{N}^+ \) is a positive integer. The above relation thus constrains the radial and binormal extensions of the flux tube, \( L_x \) and \( L_y = 2\pi/k_{y,\text{min}} \) respectively. This relation furthermore implies that \( L_x = M \Delta_{\text{MRS}} \) must be an integer multiple of the distance \( \Delta_{\text{MRS}} = 1/(k_{y,\text{min}} \delta x) \) between lowest order MRSs. Indeed, with the linearised \( q_s \)-profile, the distance \( \Delta_{\text{MRS}} \) between MRSs corresponding to a \( k_y \neq 0 \) mode is given by:

\[
\Delta_{\text{MRS}}(k_y) = 1/(k_y \delta x),
\]

and the radial positions of the respective MRSs are given by:

\[
x_{\text{MRS}} = m \Delta_{\text{MRS}} = m k_y k_{y,\text{min}} \Delta_{\text{MRS}}, \quad m \in \mathbb{Z}.
\]

The discretisation of the phase space coordinates is as follows. In real space, the simulation volume \( L_x \times L_y \times L_z \) is discretised by \( N_x \), \( N_y \) and \( N_z \) equidistant grid points. The parallel velocity coordinate \( v_1 \in [-v_{1,\text{max}}, +v_{1,\text{max}}] \) is discretised by \( N_{v_1} \) equidistant grid points, while the magnetic moment coordinate \( \mu \in [0, \mu_{\text{max}}] \) is discretised by \( N_\mu \) grid points according to the Gauss-Laguerre integration scheme.
**Collision frequency**

A brief description on implementation of collisions in GENE is given here. For a more detailed description, see the Refs. 22, 24, and 25.

In GENE, the collision frequency is set via the normalised quantity \( \nu_c \) defined as

\[
\nu_c = \frac{\pi \ln \Lambda e^4 n_{\text{ref}} L_{\text{ref}}}{23^2 T_{\text{ref}}^2},
\]

where \( n_{\text{ref}}, L_{\text{ref}} \), and \( T_{\text{ref}} \) are the reference density, equilibrium length and temperature respectively. \( e \) is the elementary electron charge and \( \ln \Lambda \) is the Coulomb logarithm. For the simulations considered in this paper, one has \( n_{\text{ref}} = n_{0,e}, L_{\text{ref}} = R \) the major radius on axis of the tokamak and \( T_{\text{ref}} = T_{0,e} = T_{0,i} \). \( \nu_c \) is related to the electron-ion collision rate \( \nu_{ei} \) as

\[
\nu_{ei}(v) = \frac{2\pi Z^2 e^4 n_{0,i} \ln \Lambda \nu_{\text{li}}^2 v}{\sqrt{m_e^{3/2} T_{0,e}^3 \nu_c}},
\]

where \( \nu_{\text{li}} = \sqrt{2 T_{0,i} / m_e} \). \( m_e \) denotes the mass of electrons/ions respectively. Note that the thermal collision rate is obtained for \( v = \nu_{\text{li}} \).

A physically more illustrative measure of collision frequency is the normalised collisionality \( \nu_c^* \), which estimates the average number of times a trapped electron is scattered to become passing before completing a banana orbit. Naturally, the banana (so-called collisionless) regime for electrons is therefore characterised by \( \nu_c^* < 26 \). For a general geometry, \( \nu_c^* \) is defined as

\[
\nu_c^* = \frac{\sqrt{2} a B_0}{B_\rho \nu_{\text{li}} e^{3/2} T_{ei}},
\]

where \( a \) is the minor radius of the tokamak, \( B_\rho \) is the poloidal component of the background magnetic field strength, \( e = r / R_0 \) is the inverse aspect ratio and \( \tau_e = 3 m_e v_\text{li}^2 / 16 e Z^2 \ln \Lambda \) is the electron-ion momentum exchange time, also called the electron collision time. For the circular ad-hoc geometry considered in this paper, one has \( B_\rho = B_0 R_0 / (R_0 T_0) \) and

\[
\nu_c^* = \frac{16 q_0 Z^2 R}{3 \sqrt{\pi} \ e^{3/2} L_{\text{ref}} n_{\text{ref}} T_{\text{ref}}^2 \nu_c},
\]

The corresponding ion collisionality \( \nu_i^* \) is given by

\[
\nu_i^* = \frac{8 q_0 Z^2 R}{3 \sqrt{\pi} \ e^{3/2} L_{\text{ref}} n_{\text{ref}} T_{\text{ref}}^2 \nu_c}.
\]

In this study, collisions are modelled with the linearized Landau collision operator, and a scan in collisionality is carried out over the range \( 0 < \nu_c^* < 2.758 \). Note that the background densities \( n_0 \) and temperatures \( T_0 \) typical of the tokamak cores lead to collisionalities \( (\nu^* \propto n_0 / T_0^2) \) that fall within the banana regime characterised by \( \nu^* < 1 \), while those at the plasma edge can extend towards the plateau regime characterised by \( 1 < \nu^* < \epsilon^{-3} / 226 \). The Finite Larmor Radius (FLR) corrections to the collision operator leading in particular to spatial diffusion terms in gyrocenter coordinates are absent in the collision operator which has been used in the simulations shown in this paper. However, by explicitly turning on the FLR contributions, it has been verified that it leads to an insignificant change in the linear simulations results, for the considered range of collisionality.

The other parameters used in this study are close to the Cyclone base case and, are given in table I. \( \beta \) denotes the ratio of the magnetic pressure to plasma pressure.

### III. EFFECT OF COLLISIONS IN LINEAR SIMULATIONS

In this section, the effect of collisions on ITG eigenmodes is studied by performing a scan in collisionality. In the following subsection, the observed decrease in the linear growth rate with increasing collisionality is explained by using a velocity space analysis.

#### A. Decrease in growth rate with increasing collisionality. Adiabatic-like electron response away from MRSs.

In the collisionless case, non-adiabatic electron dynamics are known to strengthen the ITG instability drive. With the introduction of collisions, the instability drive is found to weaken, as has already been reported in Ref. 18. In Fig. 1, the growth rate of the ITG microinstability with kinetic electrons and \( \kappa \rho_i = 0.35 \) (most unstable) is shown to decrease with increasing collisionality for \( \nu_c^* \lesssim 1 \), and approaching the growth rate of the modes with adiabatic electrons for \( \nu_c^* \sim 1 \). The growth rate of the eigenmode with imposed adiabatic electron response presents a weak increase as collisionality is increased. In this subsection, a velocity space analysis of the electron distribution function is done to explain the weakening of the non-adiabatic electron instability drive with collisions.

In Fig. 2, the real value of the perturbed electron distribution function \( f_{1,e} \) at the outboard midplane \( (z = 0) \) for radial
locations at \((x = 0)\) and away \((x = -L_e/2)\) from MRS is plotted as a function of \((v_{th,e}/\mu)\) for three cases, with collisionalities \(v_{\|}^* = 0, 0.276\) and \(2.758\). In these plots, \(v_{\|}\) is normalised by \(v_{th,e} = \sqrt{T_{0,e}/m_e}\) (not to be confused with \(v_{th,e} = \sqrt{T_{0,e}/m_e}\)). Magenta circles in the plots represent the boundary between the trapped and passing electron velocity space domains, defined by the relation \(v_{\|}^* = (2/m_e)(B_0(z = -\pi) - B_0(z = 0))/\mu\). Recall that in the flux-tube model, \(B_0\) represents the equilibrium magnetic field strength on the flux-surface considered, and is independent of the radial coordinate \(x\). Furthermore, \(z = -\pi\) and \(z = 0\) denote the inboard midplane and outboard midplane where the magnetic field strength is maximum and minimum respectively, in the considered circular ad-hoc equilibrium.\(^{28}\)

In the collisionless ITG case, using local dispersion relation, one can show that the trapped electrons are essentially passive and their response can be neglected\(^{14}\). This is also illustrated in appendix C of Ref. 30, in particular in figure C.4 where it is shown that the simplified slab like passing electron kinetic response \(\text{SimPassKinE}\) result closely matches those including kinetic trapped electron response \(\text{SimPassKinE} + \text{TrapKinE}\). In Fig. 2(a,d), while there is a small non-negligible contribution to the electron distribution function in the trapped region, most of the contribution is indeed localised in the passing electron velocity space, verifying that the trapped electrons are essentially passive in the collisionless case. Let us emphasize that, in linear simulations, in absence of collisions, passing and trapped electrons do no mix with each other. With collisions, \(i.e.,\) in Figs. 2(b,c,e,f), the fluctuating part of the electron distribution function in the trapped region becomes comparable to the one in the passing region, especially at lower velocities where collisionality is stronger. This is a result of the collisional trapping-detrapping of electrons.

At MRS, in the collisionless case, \(i.e.,\) in Fig. 2(a), one can observe large relative amplitude of the perturbed electron distribution function at \(v_{\|} \simeq \pm v_{\perp,e}\) in the passing electron domain of the velocity space. These structures are in fact characteristic of the non-adiabatic passing electron dynamics, as evident from the corresponding dominant structures in Fig. 3(a), where the non-adiabatic part of the perturbed electron distribution function \(f_{1,e,na} = f - f_{1,e,ad}\) normalised by the adiabatic part \(f_{1,e,ad} = e\Phi_{f_{0,e}}/T_0\) is plotted, where \(f_{0,e}\) is the local Maxwellian. With collisions, the passing electrons get trapped and vice-versa, leading to a ‘smearing’ of these structures associated to non-adiabatic passing electrons in Fig. 2(a) into the trapped electron domain of the velocity space as seen more so in Fig. 2(c). In fact in Fig. 2(c), one could clearly observe that the ‘smearing’ velocity space distribution of the electron distribution function follows the constant energy curve \((m_e v_{\perp}^2 + B_0^2 \mu = \text{const.})\), denoted by the dashed white line, indicating that electron-ion pitch angle-scattering is the dominant collision mechanism at play.

Away from MRS, in the collisionless case, passing electrons behave adiabatically, as evident in Fig. 3(d). As collisionality increases, the collisional trapping-detrapping of electrons becomes more frequent and as one moves away from the banana regime there is less distinction between trapped and passing electrons. The trapped electrons as well therefore begin to respond adiabatically as can be seen in Fig. 3(e, f). The more adiabatic-like electron response away from MRS with increasing collisionality is also evident in Fig. 4 which plots the \(v_{\|}\) and \(v_{\perp}\) profiles of the perturbed electron distribution function \(f_{1,e}\) normalised by its maximum value, at \(\mu = 0\) and \(v_{\|} = 0\) respectively, at \(x = -L_e/2\), at the outboard midplane. That is, with collisions, the distribution function becomes proportional to a Maxwellian, characteristic of adiabatic electron response. This is observed to a lesser extent at MRS as well. Naturally with increasing collisionality, as a greater fraction of electrons behave adiabatic-like, the growth rate decreases and approaches that for the fully adiabatic electron model.

B. Increase in radial width of fine structures with increasing collisionality

With non-adiabatic passing electron dynamics, the ballooning structure of the ITG (and TEM) linear eigenmodes develop extended tails\(^{31}\), corresponding to fine radial structures at associated MRSs\(^{12–14,16,32}\). Collisions are found to increase the radial width of these fine-structures. This is evident in Fig. 5(a-c), which shows the \((x, z)\) dependence of the absolute value of the electrostatic potential \(|\Phi|\) with different collisionalities, for the same eigenmodes considered in Figs. 2. The corresponding \(z\)-averaged electrostatic potential subtracted by its minimum value, \(i.e.,\) \(|\Phi|_z - \min(|\Phi|_z)\) is also plotted as a
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FIG. 2. \( (v_∥, \mu) \) velocity space colour plot of the real value of the perturbed electron distribution function \( f_{1,e} \) of the eigenmodes in linear simulations with three different collisionalities (a and d) \( \nu^*_e = 0 \), (b and e) \( \nu^*_e = 0.276 \) and (c and f) \( \nu^*_e = 2.758 \). The distribution function at the outboard mid-plane, i.e. at \( z = 0 \), is plotted for all the subfigures, with (a, b and c) corresponding to radial location \( x = 0 \), i.e. at the corresponding MRS, and (d, e and f) corresponding to \( x = -L_e/2 \), i.e. mid-point between MRSs. Magenta circles indicate the boundary between trapped and passing regions. White dashed line indicates a constant energy curve \( m_e v_∥^2/2 + B_0 \mu = \text{const.} \)

FIG. 3. \( (v_∥, \mu) \) velocity space contour plot of the non-adiabatic part of the perturbed electron distribution function \( f_{1,e,\text{na}} = f_{1,e} - f_{1,e,\text{ad}} \) normalised by the adiabatic part \( f_{1,e,\text{ad}} \), in absolute value, i.e. \( |f_{1,e,\text{na}}|/f_{1,e,\text{ad}} \), of the eigenmodes in linear simulations presented in Fig. 2. Shown are cases with three different collisionalities (a and d) \( \nu^*_e = 0 \), (b and e) \( \nu^*_e = 0.276 \) and (c and f) \( \nu^*_e = 2.758 \). The outboard mid-plane \( z = 0 \) slice is plotted for all the subfigures, with (a, b and c) corresponding to radial location \( x = 0 \), i.e. at the corresponding MRS, and (d, e and f) corresponding to \( x = -L_e/2 \), i.e. mid-point between MRSs. Magenta circles indicate the boundary between trapped and passing regions.

function of \( x \) in Figs. 5(d-f). To quantify the radial broadening of the fine-structures, the full width at half maximum FWHM of \( \langle |\Phi|^2 \rangle_z \) is plotted as a function of collisionality in Fig. 6. In the following, this radial broadening of fine-structures is explained as the consequence of a decrease in the characteristic parallel length associated to the tail of the ballooning representation of the eigenmodes with increasing collisionality.

In the ballooning representation, the radial Fourier \( (k_\rho) \) and the parallel \( (z) \) dependence of the linear mode profile is mapped to a purely parallel (ballooning space \( \chi \)) dependence [See Eq. (2)]. In Fig. 7(a), the ballooning representation of the electrostatic potential \( |\Phi_b| \) is plotted in log-lin scale as a function of the ballooning space angle \( \chi \) for ITG eigenmodes with different collisionalities. While for \( \chi < 5 \), the ballooning envelope is larger for higher collisionalities, for significantly longer tail with \( |\chi| \geq 5 \), the ballooning envelope is smaller for higher collisionalities.

It can be seen that the tail of each of these ballooning structures presents essentially an exponential decay. A fit of the form \( A e^{-\chi/\Delta\chi} \) is therefore made, as indicated by the thicker lines in Fig. 7(a); \( A \) is a constant and \( \Delta\chi \) measures a characteristic parallel 'angular' extension of the mode in the extended ballooning space \( \chi \). The angular width \( \Delta\chi \) can be related to a characteristic length scale \( \lambda_{||} \), in the considered
In kinetic electron simulations, the time-averaged gyro-Bohm normalised ion heat flux is found to decrease with increasing collisionality, as shown in Fig. 8. In Ref. 18, this drop in heat flux with collisionality is attributed to the corresponding reduction in the linear growth rates (discussed in section III A, see Fig. 1). This statement is further justified by an analysis based on quasilinear estimate of flux levels and another based on the shearing rate associated with $E \times B$ zonal flows in subsections IV A 1 and IV A 2 respectively.

1. Quasilinear analysis

To verify that the decrease in linear growth rates with collisionality leads to the decrease in nonlinear heat and particle fluxes in kinetic electron simulations, a quasilinear estimate of the flux levels is performed. Following the model in Refs. 33–35, one has the quasilinear ion heat flux

$$Q_i^{QL} = A_0 \sum_{k_y} \hat{Q}_i^{QL}(k_y),$$

where $\hat{Q}_i^{QL}(k_y) = w^{QL}(k_y)Q_{norm}(k_y),$ and $A_0$ is a constant. $w^{QL}(k_y)$ are quasilinear weights modelling the relative saturation levels of the nonlinear electrostatic potential for each $k_y$. The following form for these weights is considered

$$w^{QL}(k_y) = \left( \frac{\gamma(k_y)}{\langle k_y^2 \rangle(k_y)} \right)^\xi,$$

where $\gamma$ is the growth rate of the eigenmode for each $k_y$ and

$$\langle k_y^2 \rangle(k_y) = \frac{\sum_{k_y} \int |k_y|^2 \langle k_y, k_z, z \rangle |\Phi(k_y, k_z, z)|^2 J(z)dz}{\sum_{k_y} \int |\Phi(k_y, k_z, z)|^2 J(z)dz}$$

is the squared perpendicular wavenumber $k^2_\perp(k_y, k_z, z) = k^2_x + 2g^{\nu}(z)k_yk_x + g^{\nu}(z)k^2_z$ weighted-averaged over the mode structure envelope $|\Phi|^2$. $J(z)$ is the $(x, y, z)$ coordinate space Jacobian and $g^{\nu} = \nabla \mu \cdot \nabla \nu$ for $\nu, \mu = x, y, z$ are the metric coefficients. $\xi$ is a fit parameter chosen after matching the resulting quasilinear $k_y$ spectra with the corresponding nonlinear spectra. The typical values of $\xi$ considered are 1, 2 and 3.33–37.

$Q_{norm}(k_y)$ is the normalised ‘linear heat flux’ computed from the linear eigenmodes as

$$Q_i^{L}(k_y) = \frac{1}{\langle |\Phi(k_y, k_z, z=0)|^2 \rangle} Q_i^{L}(k_y),$$

where $\langle \cdot \rangle = \int J(Z)dz/\int J(Z)dz,$ $\nu = \nu_0/\sqrt{\nu_0^2 - (\nu^0)^2}.$ Re indicates the real part of a function, $m$ is the mass of ions and $\delta f$ is the fluctuating part of the particle distribution function. In Eqs. (12) and (14), the summation over $k_y$ involves

FIG. 4. Velocity space dependence of the absolute value of the real value of the perturbed electron distribution function $f_{1,e}$, normalised by the maximum, for the eigenmodes in the same set of linear simulations presented in Fig. 2, with collisionality $\nu_e^* = 0$ (brown), 0.278 (blue) and 2.758 (green). In (a), the $v_\parallel$ profile is shown at $\mu = 0$ and in (b), the $\mu$ velocity profile is shown at $v_\parallel = 0$, both at the outboard midplane $z = 0$ and at the radial position $x = -L_e/2$ away from MRS. Dashed black line represent the normalised Maxwellian distribution.
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FIG. 5. Top: $(x,z)$ colour plot of the absolute value of the electrostatic potential, (normalised by its maximum value and) weighted by the $(x,y,z)$ coordinate space Jacobian $J$, i.e. $J|\Phi|$, for the eigenmodes in the same set of linear simulations in Fig. 2, with collisionalities (a) $\nu_e^* = 0$, (b) $\nu_e^* = 0.276$ and (c) $\nu_e^* = 2.758$. Bottom: The corresponding $z$-average of the absolute value of the electrostatic potential, subtracted by its minimum value, i.e. $\langle |\Phi| \rangle_z - \min[\langle |\Phi| \rangle_z]$, plotted as a function of $x$.

FIG. 6. Full radial width at half maximum FWHM of the $z$-averaged electrostatic potential $\langle |\Phi| \rangle_z$ of the eigenmodes for the same set of linear simulations with kinetic electrons presented in Fig. 1.

FIG. 7. (a) Ballooning envelope $|\phi_p(\chi)|$ of the electrostatic field $\Phi$ for the linear eigenmodes considered in Fig. 1, with collisionality $\nu_e^* = 0$ (brown), 0.028 (magenta), 0.276 (blue), 1.103 (red) and 2.758 (green). The $\nu_e^* = 0$ and 0.028 lines nearly overlap each other. Thick lines indicate the respective fits of the form $\propto e^{-\chi/\lambda||}$. Zoom near $\chi = 0$ is shown in the inset. (b) Inverse of characteristic parallel scale length $\lambda(||) = q_{\text{rms}}|\Delta x|$ plotted as a function of the inverse of electron-ion mean free path $\lambda_{\text{mfp},e}$, both normalised by $1/q_e R$.

FIG. 8. Gyro-Bohm normalised ion heat flux $Q_i/Q_{GB,i}$ as a function of collisionality $\nu_e^*$ in simulations with kinetic (blue asterisks) and adiabatic (red circles) electrons.

the linearly coupled radial modes for a given $k_y$ and can be explicitly written as $\sum_{\nu_e^*} = \sum_{\nu_e^* \neq 0}^{NL} q_{\text{rms}}|/p = \sum_{\nu_e^*}^{NL} q_{\text{rms}}|/k_x^2$, where $k_x$ and $\nu_e^*$ are considered here. Three different values of $\nu_e^*$, 1 and 3 and 3 are also considered. The resulting 9 sets of quasilinear ion heat flux $k_y$ spectra $\bar{Q}_i^{NL}(k_y)$ for the collisionless case were then compared with the corresponding saturated nonlinear ion heat flux spectra. From this analysis it was found that the $N_{\nu_e^*}^{NL}$ = 1 and $\xi = 2$ gave the best fit. This is shown in Fig. 9(a) and (b) where the resulting quasilinear and saturated nonlinear $k_y$ ion heat flux spectra respectively for the collisionless case, both normalised by their maximum, are plotted in brown. The plots for the three finite collisionalities $\nu_e^* = 0.028$, 0.276 and 2.758 are also shown, normalised by the maximum of their respective collisionless cases.

The relative decrease in the total quasilinear ion heat flux $Q_i^{NL}$, assuming $A_0$ to remain the same, are 30.5%, 62.6% and 70.9% for $\nu_e^* = 0.028$, 0.276 and 2.758 respectively, with respect to $\nu_e^* = 0$. Note that the overall fit parameter $A_0$ that
should account for the final balance between the drive and saturation mechanisms is in general itself a function of collisionality. We will however assume here that $A_0$ remains approximately constant over the considered collisionality scan. The decrease with respect to $v_e^* = 0$ in total saturated nonlinear ion heat flux for the runs with kinetic electrons are 15.1%, 45.2% and 54.8% for $v_e^* = 0.028$, 0.276 and 2.758 respectively. There is thus a fairly good semi-quantitative agreement between the relative decrease in the quasilinear and nonlinear flux levels, at least approximately correct to a factor of 2, thereby verifying the assumption of constant $A_0$ to a good degree and also providing a validation for the argument that decrease in linear growth rates with collisionality is the main cause for the decrease in nonlinear flux levels in kinetic electron simulations.

Note that quasilinear estimates sometimes fail to capture nonlinear saturation mechanism such as for example the zonal flow saturation mechanism in the Digits shifted regime. This is based on the fact that in the Digits shifted regime where the nonlinear flux levels are zero, the quasilinear estimate which computes the fluxes primarily based on the growth rates of linear eigenmodes still predicts non-zero flux levels. Hence, the quasilinear analysis presented above might fail to capture the effects of zonal flow saturation. Therefore, complementing this quasilinear analysis, in the following, an analysis based on shearing rate associated with zonal flows is performed to further verify that the decrease in nonlinear heat flux with increasing collisionality is indeed a result of the decrease in the growth rate of corresponding linear eigenmodes.

2. Zonal flow saturation analysis

ITG driven turbulence saturates primarily via the shearing of turbulence eddies by zonal flows.\textsuperscript{38-40}

For a quantitative analysis, an effective shearing rate $\omega_{\text{eff}}$ is defined as follows. Given that ions are the dominant instability drivers in the case of ITG turbulence considered here, one first estimates the zonal flow shearing rate $\omega_{E \times B, \text{ion}}$ experienced by ions:

$$\omega_{E \times B, \text{ion}}(x,t) = \frac{1}{B_0} \frac{\partial^2 \langle \Phi \rangle_{yz}}{\partial x^2},$$

where the flux-surface average $\langle \Phi \rangle_{yz}$ provides the zonal component of $\Phi$. $\Phi$ is the gyro-averaged electrostatic field, i.e. $\Phi = \mathcal{G}_f \Phi$, where the gyro-averaging operator $\mathcal{G}_f$ itself involves averaging over the Maxwellian background distribution, given in Fourier space by

$$\mathcal{G}_f = \int_0^{\nu_{\text{eff}}} v_\perp dv_\perp e^{-\frac{1}{2} \left( \frac{v_\perp}{v_{\text{th},\perp}} \right)^2} \left( \frac{k_i v_\perp}{\Omega_i} \right) = e^{-\frac{(k_i \rho_i)^2}{4}}.$$

Since the effective electric field felt by the ions is a gyro-averaged one, it is justified to consider the gyro-average of the scalar potential. It also eliminates the observed non-vanishing tail in the $k_i$-spectra of $\omega_{E \times B}$ for $|k| \rightarrow \infty$ when a non-gyro-averaged scalar potential is considered.

The shearing rate $\omega_{E \times B, \text{ion}}$ is then further averaged over a small time window $\tau$ since short-lived fluctuations do not play a significant role in the zonal flow saturation mechanism.\textsuperscript{41} One thus obtains the effective shearing rate:

$$\omega_{\text{eff}}(x,t) = \frac{1}{\tau} \int_{t-\tau/2}^{t+\tau/2} \omega_{E \times B, \text{ion}}(x,t') dt'.$$

$\tau = 1/\gamma_{\text{max}}$ is considered here, with $\gamma_{\text{max}}$ being the growth rate of the most unstable linear mode.

Three different estimates of radial and time averages of $\omega_{\text{eff}}$ are considered: (a) time and system average of total shearing rate $\mathcal{R}_{\text{sys}}(\omega_{\text{eff}}) = \langle \langle \omega_{\text{eff}} \rangle \rangle_x^1/2$, (b) contribution from the stationary components, $\mathcal{R}_{\text{st}}(\langle \omega_{\text{eff}} \rangle_x) = \left[ \langle \langle \omega_{\text{eff}} \rangle_x^2 \rangle_x^1/2 \right]$, and (c) contribution from fluctuating components $\mathcal{R}_{\text{fl}}(\omega_{\text{eff}}) = \left[ \langle \langle \omega_{\text{eff}} - \langle \omega_{\text{eff}} \rangle_x \rangle_x^2 \rangle_x^1/2 \right]$, all normalised by their corresponding maximum linear growth rates. Note $\mathcal{R}_{\text{sys}}(\omega_{\text{eff}}) = \mathcal{R}_{\text{st}}^2(\langle \omega_{\text{eff}} \rangle_x) + \mathcal{R}_{\text{fl}}^2(\omega_{\text{eff}})$.

These estimates of the effective shearing rate for the considered nonlinear simulation scan over collisionality are shown in Figs. 10(a-c). The plot of the shearing rate contribution from stationary structures for the case with kinetic electrons in Fig. 10(b) shows an increase of 19% as collisionality increases from $v_e^* = 0$ to 0.276, which then drops to an increase of only 13% between $v_e^* = 0$ and 2.758. The corresponding ion heat flux plot in Fig. 8, on the other hand shows a monotonic decrease over the full considered range of collisionality from $v_e^* = 0$ to 2.758. The fluctuating component of zonal flows estimated with $\mathcal{R}_{\text{fl}}(\omega_{\text{eff}})$, which also play an important role in the saturation mechanism, as explained in detail in section 4 of Ref. 16, is found to show a negligible maximum change of only 6% in Fig. 10(c). The total shearing rate estimate in Fig. 10(a) also shows only a 5% maximum change over the considered range of collisionalities. These results suggest that, for the considered simulations, turbulence saturation via zonal flows is less likely to be the primary factor leading to the decrease in heat flux with increasing collisionality. The decrease in linear drive of turbulence with increasing
collisionality is therefore most likely to be the reason for the observed decrease in turbulent fluxes, which further validates the quasi-linear model applied in the previous section for interpreting the nonlinear simulations.

B. Effect of collisions on radial width of fine-structures

The increase in the radial width of fine-structures on linear kinetic electron ITG eigenmodes with increasing collisionality have already been discussed in section III B. In this subsection, the effect of collisions on the width of these structures in the turbulent steady state of nonlinear simulations is explored.

Recalling the definition of ballooning representation in Eq. (2), one notes that a broader tail of the ballooning envelope of an eigenmode reflects a radially narrower fine structure in real space. It is therefore also possible to study the effect of collisionality on the width of fine-structures associated to an eigenmode in nonlinear simulations by comparing its ballooning representations across simulations with different collisionalities.

In Fig. 11(a), the absolute value of the time-averaged ballooning representation of the scalar potential for \( k_0 = 0 \) and \( k_y \rho_t = 0.35 \) (same as in Fig. 7), normalised by its value at \( \chi = 0 \), i.e. \(|\langle \hat{\Phi}_y(\chi, t) / \hat{\Phi}_y(\chi_0 = 0, t) \rangle|\), is plotted for the four different values of collisionality considered. Contrary to the linear result, a narrowing of the extended ballooning tail, corresponding to a radial broadening in real space, is not observed with increasing collisionality. In fact a slight narrowing of the radial width is observed (visible in Fig. 11(b)). This different dependence of radial width on collisionality between linear and nonlinear results is a consequence of the linear coupling between \( k_t = k_{t0} + p 2 \pi s k_z, p \in \mathbb{Z} \), in an eigenmode being significantly disrupted by nonlinear couplings in the turbulent state for \(|p| \geq 2\).

Furthermore, recall that in the case of linear eigenmodes discussed in section III B with the help of Fig. 7(a), lower relative values of the ballooning envelope are observed with increasing collisionality for \(|p| \geq 2\), or more precisely for \(|\chi| \geq 5 \pi\), while higher values are observed for \(|\chi| < 5 \pi\). The latter is similar to that observed in the corresponding time-averaged ballooning envelope in nonlinear simulations in Fig. 11(a), and consistent with the radial broadening of the time-averaged fine-structures in real space.

To further study the nonlinear modification of an eigenmode, one can measure how well the linear phase difference along its ballooning structure is retained in a nonlinear simulation. The relative phase \( \delta \phi_{\text{nl}} \) along the ballooning structure in nonlinear simulations, defined as \( \delta \phi_{\text{nl}}(\chi, t) = \phi(\hat{\Phi}_{b, \text{nl}}(\chi, t) / \hat{\Phi}_{b, \text{nl}}(\chi_0 = 0, t)), \) is therefore compared to its linear value \( \delta \phi_{\text{lin}}(\chi) = \phi(\hat{\Phi}_{b, \text{lin}}(\chi) / \hat{\Phi}_{b, \text{lin}}(\chi_0 = 0)) \). Here, the function \( \phi[A] \) outputs the phase (i.e. argument) of the complex number \( A \).

In Fig. 12(a), the quantity \( \Delta \phi(\chi, t) = \delta \phi_{\text{nl}}(\chi, t) - \delta \phi_{\text{lin}}(\chi) \) measuring the deviation of the relative phase, at the extended ballooning space coordinate \( \chi \), between the nonlinear and linear simulations, is plotted as a function of time for \( \chi = 2\pi \) and \( 4\pi \). The eigenmodes with \( k_{t0} = 0 \) and \( k_y \rho_t = 0.35 \) is considered for two nonlinear simulations corresponding to the two extreme values of collisionalities considered here, i.e. \( \nu^* = 0 \) and \( \nu^* = 2.758 \). In this figure, one can observe that the relative phase along the ballooning structure remains nearer to its linear value in the case with \( \nu^* = 2.758 \) (as indicated by the corresponding plots more closely adhering to one of the horizontal dashed lines representing phase differences that are multiples of \( 2\pi \)), than in the case with no collisions.

To quantitatively measure the extent to which the linear phase difference along the ballooning structure is retained in nonlinear simulations, one can use the quantity MOD(\( \Delta \phi(\chi, t) \)) defined as:

\[
\text{MOD}(A) = ((\text{mod}_{2\pi}(A))^2)^{1/2},
\]

where \( \text{mod}_{2\pi}(A) = A - 2\pi \times \text{round}(A/2\pi), A \in \mathbb{R}, \) with the round function providing the nearest integer. Note that, the smaller the value of MOD(\( \Delta \phi(\chi, t) \)), the more strongly the relative phase difference is set by the linear couplings, while for uniform random values of \( \Delta \phi \) between \(-\pi \) and \( \pi \), one obtains MOD(\( \Delta \phi(\chi, t) \)) \( \approx 0.58\pi \). In Fig. 12(b), MOD(\( \Delta \phi(\chi, t) \)) is plotted as a function of collisionality \( \nu^* \), for \( \chi = 2\pi \) and \( 4\pi \). From this figure, in general (with the exception of the \( \nu^* = 2.758 \) data point for the case with \( \chi = 2\pi \)), one can conclude that the linear relative phase difference along the ballooning structure of an eigenmode is more closely maintained in turbulence simulations with larger collisionalities.

Figs. 12 (a) and (b) show that collisions affect the nonlinear modification of the eigenmodes, in particular leading to a decrease in the width of the fine-structures with increasing collisionality. This can be seen explicitly in Fig. 11(b), where the time and \( z \) averaged absolute value of the electrostatic potential \( |\langle \hat{\Phi}_{b, \text{nl}}(\chi, t) / \hat{\Phi}_{b, \text{nl}}(\chi_0 = 0) \rangle| \) for \( k_y \rho_t = 0.35 \) is plotted as a function of \( x \); \( \hat{\Phi}_{b, \text{nl}} \) is defined by the relation:

\[
\hat{\Phi}(x, y, z) = \sum_{k_y} \hat{\Phi}_{b, \text{nl}}(x, z)e^{ik_y y}. \tag{18}
\]

Only a part of the radial domain is shown in this figure for better visualization. Each of the peaks is located at the radial positions of the corresponding MRSs. For the collisionless case, these fine-structures can be seen to be flatter, which then become more peaked as collisionality increases, indicating a (slight) narrowing of the fine-structures with collisions.

A slight decrease in the width of fine-structures with increasing collisionality can be further observed on the shearing rate associated to zonal flows, as seen in Fig. 13, where the effective shearing rate \( \phi_{\text{eff}} \) is plotted as a function of the radial coordinate for different collisionalities.

C. Effect of collisions on self-interaction mechanism

Self-interaction is the process by which each microturbulence eigenmode interacts non-linearly with itself to produce a Reynolds stress contribution to zonal flow drive. While a detailed explanation of the self-interaction mechanism can be found in Ref. 16, a short description is provided in the following paragraph.
Effect of collisions on non-adiabatic electron dynamics in ITG-driven microturbulence

One may recall the general form of an eigenmode in Eq. (1), in particular the linear coupling of \( k_x = k_{x0} + p \ 2\pi k_y, k_y \) Fourier modes, with \( p \in \mathbb{Z} \). In self-interaction, any two such Fourier modes \( \Phi_{k_{x0}+p \ 2\pi k_y, k_y} \) and \( \Phi_{k_{x0}+p' \ 2\pi k_y, k_y} \) part of the same eigenmode will drive, the zonal mode \( \Phi^p_{p \ 2\pi k_y, 0} \) with \( p' = p - p'' \). This drive of zonal modes is through the same quadratic \( E \times B \) non-linearity in the gyrokinetic equation. Since the relative phases between the Fourier modes \( \Phi_{k_{x0}+p \ 2\pi k_y, k_y} \) remains set to some extent by the linear coupling during the non-linear turbulent state, the phases of the associated Reynolds stress contributions are also fixed. In direct space this means stationary periodic radial dependence [with a period \( \Delta x_{\text{MSRS}} = 1/k_y \)] as reflected in Fig. 14(a) of the Reynolds stress contribution from a given eigenmode via the self-interaction mechanism.

In this subsection, the effects of collisions on the self-interaction mechanism in nonlinear simulations are explored with the help of three diagnostics, namely the normalised self-interaction contribution to Reynolds stress presented in section IV C 1, the bicoherence type analysis presented in section IV C 2 and the analysis based on the correlation between the various \( k_y \) contributions to Reynolds stress presented in section IV C 3.

As will be seen in these following sections, it may a priori appear that there is a contradiction of results from these diagnostics, with the first diagnostic indicating that the relative contribution to Reynolds stress from self-interaction compared to the total contribution from each \( k_y \) increases with increasing collisionality, while the second and third diagnostics reflecting that the combined effect of self-interaction from the multiple \( k_y \) decreases with increasing collisionality. In section IV C 4, a discussion is provided to understand this apparent contradiction.

1. Normalised self-interaction contribution to Reynolds stress

Reynolds stress \( \langle \hat{V}_x \hat{V}_z \rangle \), resulting from the combination of fluctuating \( E \times B \) drift components in the radial and poloidal directions, can be considered as a proxy for the drive of zonal flows\(^{16,12} \). In particular, the radial conservation equation for the total gyrocenter charge density, along with the quasi-neutrality equation in the limit of long wavelength (correct to second order in \( k_z p_z \)), in the electrostatic limit and making use of \( m_e/m_i \ll 1 \), leads to an equation relating the shearing rate \( \omega_B \) associated to \( E \times B \) zonal flows with the Reynolds stress \( \text{RS} \):

\[
\frac{\partial}{\partial t} \text{RS}_{\times B} \sim \frac{\partial^2}{\partial x^2} \text{RS}. \tag{19}
\]

Refer appendix B in Ref. 30 for the full equation and derivation. In GENE coordinates, this Reynolds stress can be defined as

\[
\text{RS}(x,t) = \left\langle \frac{1}{B_0^2} \frac{\partial \Phi}{\partial y} \left( g^{xy} \frac{\partial \Phi}{\partial x} + g^{yy} \frac{\partial \Phi}{\partial y} \right) \right\rangle_{yz}. \tag{20}
\]

One can also express

\[
\text{RS}(x,t) = \sum_{k_y>0} \hat{\text{RS}}_{k_y}(x,t), \tag{21}
\]

where the Reynolds stress contribution \( \hat{\text{RS}}_{k_y} \) from each \( k_y \) Fourier mode is given by

\[
\hat{\text{RS}}_{k_y}(x,t) = 2 \text{Re} \left\{ \sum_{k_x, k_x'} \left( \frac{1}{B_0^2} k_y \left( g^{xz} k_{xz}'' + g^{yy} k_y \right) \Phi_{k_x k_y} \Phi_{k_x' k_y}^* e^{i(k_x - k_x')x} \right) \right\}. \tag{22}
\]

\( \hat{\text{RS}}_{k_y} \) therefore measures the drive of the the zonal modes \( \Phi_{k_x k_y} \) via the non-linear interaction between all possible Fourier mode combinations of \( \Phi_{k_x, k_y} \) and \( \Phi_{k_x', k_y}^* \), for the given \( k_y \).

Given that the self-interaction drive of zonal flows results from the nonlinear interaction involving any two linearly coupled \( k_y \) Fourier modes belonging to the same eigenmode [see Eq. (1)], the self-interaction contribution to Reynolds stress

FIG. 10. Effective zonal flow shearing rate \( \omega_{\text{eff}} \), normalised by respective maximum linear growth rate \( \gamma_{\text{max}} \), as a function of collisionality \( \nu^*_e \). Blue asterisks denote kinetic electron simulations and red circles denote adiabatic electron simulations. (a) Estimate of the time and system averaged shearing rate, \( \text{RMS}_{\times t}(\omega_{\text{eff}}) = \left( \langle \omega_{\text{eff}}^2 \rangle_{x,t} \right)^{1/2} \). (b) Estimate of the stationary component, \( \text{RMS}_{t}(\omega_{\text{eff}}) = \left( \langle (\omega_{\text{eff}})^2 \rangle_x \right)^{1/2} \). (c) Estimate of the fluctuating component, \( \text{SD}_{\times t}(\omega_{\text{eff}}) = \left( \langle (\omega_{\text{eff}} - \langle \omega_{\text{eff}} \rangle_t)^2 \rangle_{x,t} \right)^{1/2} \).
for a particular \( k_{y} \) can be written as

\[
\hat{R}_{\hat{S}_{y}}(x,t) = 2 \text{Re} \left\{ \sum_{k_{y}''=k_{y}+2p_{x}_{k_{y}x}x} \sum_{k_{y}'} k_{y} \left( g^{xx} k_{y}'' + g^{yy} k_{y} \right) \Phi_{k_{y}0} \Phi_{k_{y}0}^{\ast} z^{\ast} \right\},
\]

(23)

where \( p \) is an integer index running from \(-\infty \) to \( \infty \) (or more practically, the maximum limits of the Fourier domain being considered in the simulation). Note that this definition of \( \hat{R}_{\hat{S}_{y}} \) is equivalent to Eq. (5.17) in Ref. 16.

In the following analysis, one considers the double partial radial derivative of the total Reynolds stress, i.e. \( \partial^{2} \hat{R}_{\hat{S}_{y}} / \partial x^{2} \), and the self-interaction contribution, i.e. \( \partial^{2} \hat{R}_{\hat{S}_{y}}^{\ast} / \partial x^{2} \), following their relation to zonal flow drive as given in Eq. (19). The normalised self-interaction contribution to Reynolds stress is now defined as the time average of the (radial derivative of the) total Reynolds stress contribution, i.e. \( \hat{R} = \langle (\partial^{2} \hat{R}_{\hat{S}_{y}}^{\ast} / \partial x^{2})_{t} \rangle / \text{RMS}(\partial^{2} \hat{R}_{\hat{S}_{y}} / \partial x^{2}) \). This quantity simultaneously estimates the relative importance of the self-interaction drive of zonal flows compared to the total drive from a given \( k_{y} \), as well as how good the phase (i.e. sign) of the self-interaction contribution to Reynolds stress is fixed at each radial position over time, which is a characteristic feature of the self-interaction mechanism.

In Fig. 14(a), \( \hat{R} \) for \( k_{y} \rho_{l} = 0.21 \) [contributing significantly to the \( |\Phi|^{2} \) \( k_{y} \)-spectra, see Fig. 17(a)] in turbulence simulations with the different considered collisionalities is plotted as a function of the radial coordinate over the interval \( \Delta_{\text{MRS}} = 1/k_{y} \delta \) between MRSs, with \( x = 0 \) the position of a corresponding MRS. As already discussed in section IV B, the nonlinear broadening mechanism radically widens these structures to essentially a sinusoid with a period \( \Delta_{\text{MRS}} \). For the particular case of \( k_{y} \rho_{l} = 0.21 \) considered in Fig. 14(a), it is found that the normalised measure \( \hat{R} \) becomes more significant with increasing collisionality, with the exception of the collisionless case. To study the dependence of \( \hat{R} \) on all \( k_{y} \), its maximum in \( x \) is plotted as a function of \( k_{y} \) in Fig. 14(b). The peak of these plots, measuring the maximum intensity of self-interaction as measured by the normalised self-interaction contribution to Reynolds stress \( \hat{R} \), is found to increase with increasing collisionality.

Note that, the more the linear characteristics of an eigenmode is retained in nonlinear simulations, greater will be the contribution to \( \hat{R}_{\hat{S}_{y}}^{\ast} \) and the quantity \( \hat{R} \). Hence the above result is consistent with the relative phase evolution analysis presented in Fig. 12, which shows an increased retention of the linear phase difference along the ballooning structure with increasing collisionality in nonlinear simulations.

2. Bicoherence analysis

Apart from the self-interaction mechanism, another, well-known zonal flow driving mechanism is that via the modulational instability mechanism.\(^{43-45}\) As compared to the self-interaction mechanism, which leads to incoherent and random kicks to the zonal flow drive from each \( k_{y} \) contribution,\(^{16}\) modulational instability is a coherent mechanism involving resonant 3-wave interactions, which in turn requires frequency matching between the three participating Fourier modes. The bicoherence-type diagnostic, explained in detail below, makes use of the fact that the level of frequency matching between 3 Fourier modes, \( k = (k_{y},k_{z}) \), the zonal mode \( k' = (k_{y}',0) \) and daughter mode \( k'' = k - k' = (k_{y} - k_{y}',k_{z}) \) reflects the intensity of the resonant interaction between them. Through this analysis, one aims to measure the relative significance of the modulational instability mechanism in driving zonal flows, over the self-interaction mechanism.

One first considers the triple product:

\[
T\left(k:+k'\right) = \Phi_{k}(t)\Phi_{k'}^{\ast}(t)\Phi_{k''}(t)
\]

(24)

where \( \Phi_{q}(t) \sim \exp[-i(\omega_{q}t+\phi_{q})] \) is the complex time dependent amplitude of the Fourier mode component \( q \) of the elec-
FIG. 12. Phase difference $Δφ(χ, t) = (Φ[⟨⟨(k_0 + k, t)⟩⟩]/⟨⟨(k_0 + k, t)⟩⟩) - (⟨⟨(k_0 + k, t)⟩⟩/⟨⟨k_0 + k, t⟩⟩)$ plotted as a function of time for the eigenmode with $k_t, 0 = 0$ and $k_{\xi, 0} = 0.35$. Brown and green colours represent simulations with collisionality $ν_e^* = 0$ and 2.758 respectively, while thick and thin lines denote $χ = 2\pi$ and $4\pi$ respectively. (b) MOD$(Δφ(χ, t))$ plotted as a function of collisionality $ν_e^*$. Thick and thin lines denote $χ = 2\pi$ and $4\pi$ respectively.

FIG. 13. (a) Radial profile of the time-averaged effective shearing rate $⟨ω_{eff}⟩_t$ normalised by the respective maximum linear growth rates $γ_{max}$ in simulations with collisionalities $ν_e^* = 0$ (brown), 0.028 (magenta), 0.276 (blue) and 2.758 (green). (b) Zoom of the same plot near $x = 0$.

FIG. 14. (a) Normalised self-interacting contribution to Reynolds stress $R = ⟨(∂^2 R S_{\xi, y} / ∂ x^2)⟩/ ⟨(R S_{\xi, y} / ∂ x^2)⟩$, plotted as a function of the radial coordinate $x$ for $k_{\xi, 0} = 0.21$. (b) Maximum of $R$ along the radial coordinate $x$, plotted as a function of $k_{\xi, 0}$. Results from turbulence simulations with collisionalities $ν_e^* = 0$ (brown), 0.028 (magenta), 0.276 (blue) and 2.758 (green) are shown.

non-zero value, i.e. $⟨T(k : +k')⟩_t \neq 0$. A bicoherence-type estimate is now defined as:

$$b_N(k : +k') = \frac{|⟨T(k : +k')⟩_t|}{|⟨T(k : +k')⟩_t|}$$

(25)

giving a normalised measure of the intensity of the resonant 3-wave interaction among the Fourier triplet $[k, k', k'' = k - k']$, such that $0 \leq b_N \leq 1$. In case of a fully resonant 3-wave interaction among the three Fourier modes, $b_N(k : +k') \simeq 1$, and in case of a non-resonant process, $b_N \simeq 0$.

Modulational instability essentially involves two simultaneous resonant interactions involving the two triplets $[k, k', k'' = k - k']$ and $[k, -k', k'' = k + k']$. Hence a total bicoherence estimate is defined as

$$B_N(k : k') = (b_N(k : +k') + b_N(k : -k'))/2$$

(26)

such that $B_N \simeq 1$ indicates fully resonant interactions characteristic of zonal flow drive dominated by the modulational instability mechanism, and $B_N \simeq 0$ indicates non-resonant interactions typical of the self-interaction mechanism.

In Fig. 15(a) and (b), $B_N(k, k')$ is plotted as a function of $k_{\xi}$ and $k_{\gamma}$, for the zonal mode $k' = (k'_{\xi, 0} = 0.31, 0)$ which has
a significant contribution to the $k_z$-spectra of effective zonal shearing rate $\omega_{z,kz}$ in turbulence simulations with (a) no collisions and (b) collisionality $\nu^* = 2.758$. Clearly, with collisions, the bicoherence levels are higher. To quantify the increase in the bicoherence levels with collisions, an average of $B_N(\mathbf{k}; \mathbf{k}')$ over $k_x$ and $k_y$, i.e. $\langle B_N(\mathbf{k}; \mathbf{k}') \rangle_{k_x,k_y}$, as defined below in Eq. (27), is plotted in Fig. 15(c) as a function of $\nu^*$. 

$$\langle B_N(\mathbf{k}; \mathbf{k}') \rangle_{k_x,k_y} = \frac{k_{x,\text{min}} k_{y,\text{min}}}{\Delta k^2} \sum_{k_x,k_y} B_N(\mathbf{k} = (k_x, k_y); \mathbf{k}') \quad \text{(27)}$$

where

$$\Delta k^2 = \frac{\sum_{k_x,k_y} [(k_x - k_{x,\text{av}})^2 + (k_y - k_{y,\text{av}})^2] |B_N(\mathbf{k} = (k_x, k_y); \mathbf{k}')|}{\sum_{k_x,k_y} |B_N(\mathbf{k} = (k_x, k_y); \mathbf{k}')|}$$

and

$$k_{x,\text{av}} = \frac{\sum_{k_x,k_y} k_x |B_N(\mathbf{k} = (k_x, k_y); \mathbf{k}')|}{\sum_{k_x,k_y} |B_N(\mathbf{k} = (k_x, k_y); \mathbf{k}')|}$$

with $k_{y,\text{av}} = k_{x,\text{av}}, k_{y,\text{av}}$. Note that this average of $B_N(\mathbf{k} = (k_x, k_y); \mathbf{k}')$ as defined above is independent of $N_k$ (i.e. $k_{x,\text{max}}$) and $N_k$ (i.e. $k_{y,\text{max}}$), which would not be the case if one were to consider a simple average of the form $\sum_{k_x,k_y} B_N(\mathbf{k} = (k_x, k_y); \mathbf{k}')/N_k N_k$. As already mentioned, higher bicoherence levels are characteristic of increased zonal flow drive from the modulational instability mechanism, whereas the self-interaction contribution to Reynolds stress from the different $k_y$s, being uncorrelated with each other and random in time, lead to lower levels of bicoherence. Hence, the increase in $\langle B_N(\mathbf{k}; \mathbf{k}') \rangle_{k_x,k_y}$ with collisionality suggests that collisions weaken the self-interaction mechanism.

In the following, the analysis based on correlation between the various $k_y$ contributions to Reynolds stress is discussed.

3. Correlation between the various $k_y$ contributions to Reynolds stress

As indicated by the bicoherence analysis, the self-interaction mechanism leads to incoherent and random kicks to the zonal drive from each $k_y$ contribution, whereas modulational instability leads to more correlated drive. To quantify this more explicitly, one defines an effective correlation function $C_{RS}$ measuring the mean of the correlation between all pairs of $[\partial^2 RS_{k_{y,j}}/\partial x^2, \partial^2 RS_{k_{y,j}}/\partial x^2]$ for $k_{y,i} \neq k_{y,j}$ as:

$$C_{RS}[f] = \sum_{k_{y,i} > k_{y,j}}^{k_{y,j} > k_{y,i}} \frac{\text{Cov}[f_{k_{y,i}}, f_{k_{y,j}}]}{\sigma[f_{k_{y,i}}] \sigma[f_{k_{y,j}}]} / \sum_{k_{y,i} > k_{y,j}}^{k_{y,j} > k_{y,i}} 1 \quad \text{(28)}$$

$$f = \partial^2 RS/\partial x^2, \hat{f}_j = \partial^2 RS_{k_{y,j}}(x)/\partial x^2$$

as defined in Eq. (22).

covariance $\text{Cov}[a, b] = \langle \sigma^2[a + b] - \sigma^2[a] - \sigma^2[b] \rangle / 2$, and

deviation $\sigma[a] = \langle [a - \langle a \rangle]^2 \rangle$. Note that $0 \leq C_{RS} \leq 1$, with the limit 0 denoting a total decorrelation between Reynolds stress drive from all $k_y$’s and 1 denoting a perfect correlation between them.

In Fig. 16(a), the normalised correlation $C_{RS}[\partial^2 RS/\partial x^2]$ between the $k_y$ modes of Reynolds stress contributions is plotted as a function of $x$ for turbulence simulations with different collisionalities. And in Fig. 16(b), the corresponding radial average $C_{RS}[\partial^2 RS/\partial x^2]$, is plotted as a function of $\nu^*$. It is found that the normalised correlation between the $k_y$ modes of Reynolds stress contributions, as measured by $C_{RS}[\partial^2 RS/\partial x^2]$, increases with increasing collisionality. This is consistent with the conclusion based on the bicoherence analysis, that collisions weaken the (incoherent) self-interaction drive mechanism and lead to a relative dominance of the (coherent) modulational instability mechanism.

However these results are seemingly in contradiction to the result from the first diagnostic that measures the effect of self-interaction independently for each $k_y$. In the following, an attempt is made to resolve this apparent contradiction.

4. Comparing diagnostics measuring the significance of self-interaction from each $k_y$ separately and from all $k_y$s simultaneously

The first diagnostic, measuring the normalised self-interaction contribution to Reynolds stress (in Fig. 14), estimates the importance of the self-interaction contribution independently for each $k_y$. The result from this diagnostic shows that with increasing collisionality, the eigenmodes retain more of their linear characteristics in turbulence simulations, consistent with the linear phase difference evolution analysis in Fig. 12. Given that higher RMS amplitudes of physical quantities in turbulence simulations is indicative of a system being more nonlinear, it is consistent to expect simulations with higher collisionalities, which consequently have less unstable linear eigenmodes, and therefore reduced RMS amplitudes of physical quantities, to be less nonlinear. In the $k_y$ spectra of $|\Phi|^2$ in Fig. 17(a) for each of the four turbulence simulations considered in this paper, one can indeed see that the RMS amplitudes and therefore the overall level of nonlinearity is lower in simulations with higher collisionalities. On the other hand, the the bicoherence analysis (in Fig. 15) and the analysis based on the correlation between the different $k_y$ contributions to Reynolds stress (in Fig. 16), measures the collective effect of self-interaction from multiple $k_y$s, i.e., these diagnostics also account for how the different $k_y$s compete with each other to drive zonal flows via self-interaction.

While the first diagnostic indicates that the relative self-interaction contribution from each $k_y$ increases with increasing collisionality, the second and third diagnostics reflect that the combined effect of self-interaction from the multiple $k_y$s decreases with increasing collisionality. These different results may a priori appear contradictory. However, it should be noted that the number of significant $k_y$ modes participating in turbulence and how nonlinear the system is plays a significant role in determining the total effect of self-interaction. This can be explained using the following thought experi-
ment: Consider a case where the linear eigenmode continues to become less unstable as one increases collisionality (Note that in reality, this is true only until electron response becomes fully adiabatic, beyond which the growth rate plateaus as shown in Fig. 1). Now, consider a nonlinear system with high enough collisionality such that effectively the microturbulence is driven by a single unstable eigenmode having a particular $k_y$. In this limit of just one mode contributing to Reynolds stress via self-interaction, corresponding kicks always drive the zonal flows in the same direction at a given radial position. Whereas with multiple $k_y$s contributing, as in a system with low collisionality, the Reynolds stress kicks to zonal flows from different $k_y$s have different signs at any particular radial position (since the MRSs of each $k_y$ are mis-aligned in the radial coordinate), and given that they are furthermore uncorrelated in time, act as random kicks that more effectively disrupt the coherent drive from modulational instability.

One thus concludes that in case with high collisionality, where the system is less nonlinear, the bicoherence analysis and the correlation between the various $k_y$s, contributions to Reynolds stress show a decrease in the total effect of self-interaction.

Parallel between increasing collisionality and decreasing $R/L_{T,i}$

A clear illustration of a reduced number of $k_y$ modes contributing to turbulence and self-interaction is observed when the background ion temperature gradient is decreased. In Fig. 17(b), the $k_y$ spectra of $\Phi$ of two such simulations are shown, with $R/L_{T,i} = 6$ and 4, with the latter being close to marginal stability. These are the same set of kinetic electron simulations presented in Ref. 16, having parameters similar to that in Table I but with different background gradients, a mass ratio of $m_i/m_e = 400$ and slightly different numerical resolutions.

For the case with $R/L_{T,i} = 4$, one can clearly observe that $k_y \rho_i = 0.245$ contributes a large fraction of the total fluctuation energy. Therefore, in the corresponding plot of zonal flow shearing rate $\omega_{e,i}B$ shown in Fig. 18(b), one can see significant stationary structures driven by self-interaction at the corresponding MRSs separated by a distance $\Delta x = 5.10 \rho_i$. Whereas in the case far from marginal stability, i.e. for $R/L_{T,i} = 6$ in Fig. 18(a), the stationary self-interaction contributions from the larger number of $k_y$s, being radially mis-aligned, tend to cancel each other out on average between lowest order MRSs.

In the collisionless simulations with $R/L_{T,i} = 6$ and 4, the average bicoherence level $\langle B_N(k, k') \rangle_{k_y, k_y}$ are 0.113 and 0.160 respectively. The corresponding correlation levels $\langle C_{RS}[\partial^2 \rho / \partial x^2] \rangle_{k_y, k_y}$ are 0.006 and 0.011 respectively. Both these diagnostics indicate that the total effect of self-interaction decreases as one moves closer to marginal stability. This provides further validation to the hypothesis that self-interaction is less disruptive to modulation instability in cases nearer to marginal stability, for which a reduced number of $k_y$ modes contribute significantly to the turbulence drive.

V. CONCLUSIONS

The effect of collisions on the non-adiabatic passing electron dynamics has been studied in this work using both linear and nonlinear gyrokinetic simulations. In linear simulations, the weakening of the non-adiabatic electron drive of ITG microinstability with collisions, which has already been reported in Ref. 18, has been shown to be a consequence of...
The increased adiabatic like response of electrons away from MRSs. In addition, it is found that the characteristic parallel length scale associated to the ballooning envelope tail of the eigenmodes is set primarily by the electron-ion mean free path. This in turn leads to an increase in the radial width of the fine-structures with increasing collisionality.

The decrease in the linear drive of the microinstability with increasing collisions leads to a corresponding decrease in the heat and particle flux levels in nonlinear simulations. The radial width of fine-structures in nonlinear simulations is found to be set predominantly by the nonlinear broadening mechanism. As a result, a slight decrease in the radial width with increasing collisionality is observed in turbulence simulations.

Finally, the effect of collisions on the self-interaction mechanism is studied using three diagnostics, the first measuring the effect of self-interaction independently for each $k_y$ and the second and third measuring the total effect of self-interaction simultaneously for multiple $k_y$s. While the first diagnostic indicates that the self-interaction for each $k_y$ increases with increasing collisionality, the other two show that the total effect of self-interaction in a nonlinear simulation decreases with increasing collisionality. This is explained by the decreased nonlinearity and the associated lower number of significant $k_y$s contributing towards self-interaction in simulations with higher collisionality where the flux and amplitude levels of physical quantities are also lower.

The final take-away from this paper is that for physically relevant values of collisionality in the core, the effect of non-adiabatic passing electrons, in particular the self-interaction mechanism, remains significant.
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