Spatial distribution of phase singularities in optical random vector waves
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Phase singularities are dislocations widely studied in optical fields as well as in other areas of physics. With experiment and theory we show that the vectorial nature of light affects the spatial distribution of phase singularities in random light fields. While in scalar random waves phase singularities exhibit spatial distributions reminiscent of particles in isotropic liquids, in vector fields their distribution for the different vector components becomes anisotropic due to the direct relation between propagation and field direction. By incorporating this relation in the theory for scalar fields by Berry and Dennis, we quantitatively describe our experiments.
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Finding correlations in chaotic systems is the first step towards understanding. Many are the fields where such predictions could be exploited, from weather forecast to economic modeling [1, 2]. The study of random phenomena is a topic of great interest and inspiration for many branches of physics as well. In electromagnetism, for example, random wave fields have been a topic of intense studies since decades, an outstanding example being Anderson localization of light [3]. More recently the scientific interest on random wave fields has continued intensively, ranging from useful techniques as non-invasive imaging with speckle correlation [4] to fascination concerning the observation of rogue waves in optical fields [5, 6]. Zooming into the structure of a random wave field, attention has been pointed to deep-subwavelength dislocations known as phase singularities [7].

Phase singularities are locations in which the phase of a scalar complex field is not defined. In two-dimensional fields these locations are points in the plane. Although they are just a discrete set of points, phase singularities can describe the basic properties of the field in which they arise. For this reason they are widely studied in wave fields [8-14], as well as in many areas of physics, where they are better-known as topological defects in nematics [15] or as vortices in superfluids [16].

For a single frequency phase singularities are fixed in space, and their spatial distribution in a scalar field of monochromatic random waves has been analytically modeled by Berry and Dennis [17]. The hallmark of such a distribution is a clear pair correlation, reminiscent of that of particles in liquids. By realizing random waves ensembles in microwave billiards [18-20], the correlation of phase singularities was tested for a field perpendicular to the plane of the billiard, showing excellent agreement with the theoretical expectations [21]. For such a field and in that geometry indeed scalar theory was appropriate. However, electromagnetic waves are vectorial in nature, and in a different framework it was already demonstrated how the presence of a spin degree of freedom can affect the correlation properties of a random field [22, 23].

Here, we show how the vectorial nature of light affects the distribution of its phase singularities. By mapping the in-plane optical vector field measured above a chaotic resonator we investigate the distribution of phase singularities in two-dimensional random vector waves. We show that the distribution of phase singularities deviates from that for scalar random waves. This deviation is caused by the relation between the transverse field and waves propagation direction. Thus, even when the considered vector field is equipartitioned with respect to both the in-plane polarization and propagation direction, any specific choice of field component directly leads to an anisotropic distribution of the contributing propagation directions. By treating this anisotropy with an analytical model we quantitatively explain our experimental observations. Finally, we show how an out-of-plane component that we construct from our in-plane fields obeys the predictions for scalar fields.

To generate optical random waves we inject monochromatic light (\(\lambda_0 = 1550\) nm) in a chaotic cavity: a silicon-on-insulator membrane enclosed by a planar photonic crystal with one input and one output waveguide [Fig. 1a]. Light is coupled through the input waveguide, exciting a Transverse Electric (TE) slab mode in the silicon membrane, which has its electric field vector in the membrane plane.

With our near-field microscope we map the in-plane components of the optical field in the cavity, which is in fact the only non-vanishing component of the electric field. The near field is locally converted and delivered to the far field through an optical fiber. A heterodyne detection scheme enables the measurement of amplitude and phase [24]. With standard polarization optics we selectively detect the \((E_x, E_y)\) Cartesian components of the in-plane electric field \(E\) [25], thus gaining access to its vectorial content. By scanning the surface of the sample we measure a two-dimensional map of the in-plane complex optical field above the cavity.

Figure 1 presents the measurements of the amplitude...
of $E_x$ and $E_y$. The field pattern that results in the cavity can be thought of as a random superposition of plane waves [20]. We find that for the $x$- and $y$-components of the field the probability density function of the intensity is exponential [26], underlying the randomness. The near-field maps [Fig. 1(b),(c)] depict the patterns resulting from interference of light in the chaotic cavity. At first sight destructive and constructive interference occurs at random locations in the plane. On closer inspection a single correlation seems discernible if taking into account the topological charge. In order to unveil such correlation we quantitatively characterize their spatial distribution. A natural way to do this is by calculating the pair correlation function

$$g(r) = \frac{1}{N\rho} \sum_{i \neq j} \delta(|r_i - r_j|),$$

(2)

where $N$ is the total number of singularities, $\rho$ is the average density of surrounding singularities and $\delta$ the Dirac function. This function is directly related to the probability of finding two entities $(r_i$ and $r_j)$ at a distance $r$ from each other and is widely used in physics to describe discrete systems of various kinds [28].

Figure 3 presents the $g(r)$ calculated from our experimental data, specifically for the full data set of singularities of $E_x$ [29]. The shape of the distribution function is highly similar to what is typically observed for a system of particles in a liquid [28]. After an initial dip $g(r)$ oscillates around one, with an amplitude that decreases as $r$ increases. The first peak, representative of a surplus of singularities, emerges at a distance of roughly half a wavelength. The decrease in amplitude of the oscillations describes the loss of correlation of the system. However, one peculiarity that we observe is definitely different compared to the case of a liquid: $g(r)$ approaches a finite value for $r \approx 0$. This means that asymptotically there is a finite probability of finding two vortices at the same location. While unusual this is in fact allowed by the zero-dimensionality of optical vortices.

In analogy to what typically done for ionic liquids [28],
it is convenient to introduce a generalized expression of the $g(r)$ for a system of charged entities. In the charge correlation function $g_Q(r)$ each vortex is weighted with its topological charge $s$:

$$g_Q(r) = \frac{1}{N^0} \left( \sum_{i \neq j} \delta (r - |{\bf r}_i - {\bf r}_j|) s_i s_j \right). \quad (3)$$

The experimental result for the $g_Q(r)$ is also reported in Fig. 3, providing new information about our system. The main observation here is that $g_Q(r)$ is approximately equal to $-g(r)$ in the region $r \approx 0$, meaning that only singularities with opposite topological charge are likely to be indefinitely close to each other. This behavior is usually interpreted in terms of reciprocal screening among critical points with opposite topological charge [30, 31]. Notably, critical-point screening is related to the reduction of topological charge fluctuations inside a finite region with respect to the prediction for a collection of random charges [17, 30, 32].

In an influential paper [17], Berry and Dennis calculated the correlation functions of singularities in a scalar field $\psi$, modeled as a superposition of plane waves with the same momentum and random phases $\delta_k$, i.e.,

$$\psi({\bf r}) = \sum_{k} a_k \exp(i{\bf k} \cdot {\bf r} + i\delta_k). \quad (4)$$

The model assumes that the waves amplitudes are isotropically distributed along a circle of radius $k_0$ in Fourier space. The results of this isotropic model are shown as solid gray lines in Fig. 3. Most of the key features of the experimental distribution are qualitatively accounted for by the model, but we clearly observe some deviation from the theory. The biggest difference is in the $g_Q(r)$, where the first peak turns out to be narrower than in theory, as well as significantly shifted towards lower distances. This is in contrast with what was observed for out-of-plane fields in microwaves billiards [21], where excellent agreement was found.

The origin of the observed discrepancies with respect to $g(r)$ and $g_Q(r)$ lies in the vector nature of the light. For the TE modes a direct relation exists between the selected in-plane field component and the direction of propagation: the modes will have no electric field component along the direction of propagation. Therefore the choice of field component to be investigated (e.g. $E_x$ in Fig. 2) affects the distribution of propagation directions that contribute to the wave pattern. Whereas the general model in Eq. (1) remains valid, the anisotropy of our system violates the assumption of isotropy [17], i.e., that $a_k$ only depends on the magnitude of $k$. As a consequence, the field correlation function must display an additional dependence on the relative spatial orientation of the points.

We now calculate the correlation properties of the in-plane components of the field and of the corresponding singularities distribution, by including such anisotropy in a modified version of the original model. Since for a TE mode $E(\mathbf{k}) \perp \mathbf{k}$, the Fourier coefficients of the in-plane field components are effectively modulated by the sine of the angle $\theta_{\mathbf{k}}$ enclosed by the direction of the considered field component and the in-plane wavevector $\mathbf{k}$. For this reason, we assume

$$E_j(r) \propto \sum_{k} \sin(\theta_{\mathbf{k}}) \exp(ik \cdot r + i\delta_{\mathbf{k}}), \quad j = x, y. \quad (5)$$

Note that the total intensity, $E_x^2 + E_y^2$ remains isotropic. The additional angular dependence in the Fourier expansion of Eq. (5) influences the correlation properties of the wave field. In particular, the spatial autocorrelation function of each field component,

$$C(r) = \int d{\bf r}' E_j^*(r')E_j(r' + r) = \frac{1}{2\pi} \int d\mathbf{k} |E_j(\mathbf{k})|^2 e^{-i\mathbf{k} \cdot r}, \quad (6)$$

exhibits a dependence on the orientation $\varphi$ of vector $\mathbf{r}$:

$$C(r, \varphi) = C(r, \varphi) = \frac{1}{2\pi} \int d\theta_{\mathbf{k}} \sin^2(\theta_{\mathbf{k}}) e^{-ik_0 r \cos(\theta_{\mathbf{k}} - \varphi)} \quad (7)$$

$$= \frac{1}{2} \left[ J_0(k_0 r) + \cos(2\varphi) J_2(k_0 r) \right]. \quad (8)$$

where $J_n(x)$ is the Bessel function of order $n$ and $k_0$ is the wavenumber of the TE mode. This is in contrast with the case of a fully isotropic scalar field, where $C(r) = J_0(k_0 r)$ [17]. The autocorrelation function of the field contains all the information needed to retrieve pair and charge correlation functions of the phase singularities [20]. Analogously to $C(r, \varphi)$, the pair and charge
Anisotropies show a completely different behavior, neither being equal to the isotropic (Anisotropic Model). The two direction-dependent distribution functions (not shown) do not exhibit any anisotropy.

The agreement is in this case excellent. The direction-dependent distribution functions (not shown) do not exhibit any anisotropy.

The inset in Fig. 5 shows the amplitude of $H_z(x,y)$ as constructed from our measured data. No anisotropy is evident in the resulting amplitude map, in contrast to what we observed for the constituent fields $E_x$ and $E_y$. Figure 5 presents the distribution functions $g_Q(r)$ and $g_Q(r)$ for the phase singularities in $H_z$, together with the theoretical model for isotropic random waves [17]. The agreement is in this case excellent. The direction-dependent distribution functions (not shown) do not exhibit any anisotropy.
When considering phase singularities in optical fields one needs to take into account that light is in general described as a vector wave. We studied the case in which the Cartesian components of an optical random field are separately considered as scalar quantities. We noticed how considering each field component goes hand in hand with directional anisotropies in the distribution of propagation direction of random waves. This leads to significant consequences for the spatial distribution of optical vortices. As discussed by analyzing experimental results supported by analytical model, the differences become particularly dramatic when considering the angular dependence of the distribution. We stress that the anisotropic behavior that we analyzed in this Letter is a consequence of the vector nature of light and it is not related to the shape or dielectric constituents of the optical cavity that we used. For this reason, we believe that similar phenomena should arise every time that a truly vectorial electromagnetic field is projected along one of its component.
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