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Abstract

The use of personal data for training machine learning systems comes with a privacy threat and measuring the level of privacy of a model is one of the major challenges in machine learning today. Identifying training data based on a trained model is a standard way of measuring the privacy risks induced by the model. We develop a novel approach to address the problem of membership inference in pattern recognition models, relying on information provided by adversarial examples. The strategy we propose consists of measuring the magnitude of a perturbation necessary to build an adversarial example. Indeed, we argue that this quantity reflects the likelihood of belonging to the training data. Extensive numerical experiments on multivariate data and an array of state-of-the-art target models show that our method performs comparable or even outperforms state-of-the-art strategies, but without requiring any additional training samples.

1. Introduction

With the deluge of data and increase of computational power within the last decades, performance of modern machine learning shows dramatic improvement in a wide range of applications such as computer vision [15, 23, 43] and natural language processing [6, 13, 63]. Along with this improvements new methods emerge, leading to remarkable change in societal applications ranging from industry [7, 25] to modern medicine [24, 36, 60] to art [16, 22], all of which may be considered sensitive domains, given the nature of the data.

*Equal contribution.

While the benefits of machine learning are set upfront, other societal aspects such as fairness [39, 58] or safety [5] should not be trampled on [4]. It is common consensus that models require vast amounts of training data [2, 12] to reach state-of-the-art performance; meanwhile they do not necessarily guarantee the anonymity of the data provider [20]. This represents a serious privacy issue and controlling such leakage of information with modern regulation presents a new challenge [18, 38]. With recent data protection regulations [1, 44] personal data are required to be protected while being used by machine learning models [55]. To improve safety in machine learning, the study of attack strategies that exploit models in order to infer training data, or even corrupt them, has become an active area of research.

In this paper we investigate membership inference attacks (MIAs) [33–35, 47, 49–52, 56, 64], in which an attacker tries to determine whether or not a sample was part of the training set of a target model [50]. By leveraging adversarial attacks, we propose an MIA strategy that achieves similar performance to the state-of-the-art, but without using training samples to construct the attack. We only require accessing the target model and the testing sample.

Adversarial attacks maximize the loss function of a model with respect to an input sample, in order to find a perturbation that changes the class predicted by the model. Interestingly, we empirically observed that changing the predicted class requires a larger perturbation for samples that are part of the training set since the model was tuned to minimize the empirical loss function computed using these samples. Hence the idea is to measure this perturbation, i.e., the distance between an adversarial example and its original counterpart, and test whether it is larger than a certain threshold. We call this measure Adversarial Distance. Fig-
ure 1 provides an overview of our strategy\(^1\).

In contrast to other recent works [41, 45, 50], which provide the attacker with a subset of the training set of the target model, our approach does not require any training data. Intuitively, if a model is susceptible to MIAs without resorting to training resources, we would expect it to be even more vulnerable in presence of additional data. As a matter of fact, we will show that in many cases additional samples are not necessary in order to accurately determine the membership of target samples.

### 1.1. Contributions

Below we list the contributions of this work:

- We propose a novel MIA (Sec. 3) that performs consistently well regardless of the architecture of the target model, and does not require training samples. This strategy exploits the distance between adversarial examples and the corresponding raw inputs.

- We perform a thorough revision of MIA strategies previously proposed in the literature and evaluate their performance (Sec. 5). Through this evaluation we show that several well-known machine learning models are vulnerable to MIAs.

- Empirically, we show that in most of the investigated scenarios the proposed MIA outperforms, or it is at least competing with, state-of-the-art methods that rely on a large amount of data samples to perform the attack. On the other hand, for large models (e.g., DenseNet), we observe that training samples can grant a significant advantage to the attacker.

### 1.2. Related Work

Along the review cycle, the reviewers brought to our attention the work from the authors of [32] where they propose a similar strategy for MIAs to the one depicted in this article. We thank the reviewers for pointing out such concurrent work. However, their work differs from ours in two crucial ways: First, our attack exploits white-box access to the target model, which allows for different, more powerful adversarial strategies. Namely, they use HopSkipJump [10] and QEBA [31], while we use Auto-PGD [11]. Second, we evaluate the performance of our strategy on real-world models, testing our attack strategies and those of our competitors on pre-trained state-of-the-art ML models for image classification (AlexNet, DenseNet, ResNet, ResNext), while their work uses its own target model, which makes it difficult to compare the results directly.

#### Membership Inference Attacks.

The work [50] introduced MIAs against machine learning models. The attacks proposed in [50] consist of training an attack model that observes the input-output relation of the target model. In this black-box scenario, the attacker can access the target model only by querying it. In order to be trained, the attacker requires a part of the training set of the target model. When this is not available, the attacker resorts to training its own shadow models, which share the same architecture as the target model, but provide the attacker with full knowledge of their training set. This seminal work was further extended by [41], which considers an attacker with white-box access to the target model, using intermediate outputs of the target model and gradients of the loss function as input to the attacker.

A more recent contribution [51] proposes the use of entropy and “Modified Entropy” in MIAs, while [45] studies the use of gradients with respect to the input samples, gradients with respect to model parameters, intermediate outputs and “distance to the decision boundary” in MIAs. Note that our Adversarial Distance strategy does not attempt to estimate the distance to the decision boundary, but to estimate the magnitude of the perturbation required to produce an adversarial example, i.e., a sample that is classified incorrectly with very high confidence. Remarkably, while [45] suggests that MIAs are ineffective against machine learning models, our revision of state-of-the-art MIA strategies provides evidence to the contrary. It is important to note that we repeated some of the same experiments of [45], obtaining different results.

The aforementioned works are taken as baselines for assessing the performance of our method. We reproduce their results and, like those works, we use the output of the target model, loss value, norm of the gradient and modified entropy. However, we directly implement MIAs as binary decision tests, without training attack models.

The authors of [53] propose to exploit the model’s predictions on adversarial examples to perform MIAs. Their method consists of using the predictions on adversarial examples to distinguish members from non-members of the training set. This strategy is found to be significantly more effective against models that are robust against adversarial attacks. In our work we take a different approach, by measuring the size of the perturbation necessary to produce an adversarial example, rather than looking at the model’s prediction on an adversarial example. In contrast to [53], our aim is to develop effective MIAs, and not to compare the vulnerability of different models.

In [48] the reader can find an extensive discussion on the success and complexity of MIAs based on the difficulty of the underlying machine learning task. In [56] a strategy similar to [50] is used, but the emphasis is on investigating how the vulnerability of the model is influenced by the
Figure 1. Illustrative diagram of our method to perform membership inference attack based on adversarial perturbations.

model choice and dataset, rather than providing novel attack strategies. The work [65] studies the connection between MIAs, attribute inference, differential privacy and overfitting, and proposes an MIA method that uses the value of the loss function to distinguish members from non-members of the training set. We use a similar strategy, but without requiring the average value of the loss of the target model over its training set. Finally, a comprehensive study of MIAs against GANs and other generative models is provided by [9]. Although similar attack strategies can be used in this context, generative models are beyond the scope of the present work.

Adversarial Attacks. Adversarial examples were first introduced in [53], showing that most ML models, and more specifically neural networks, are vulnerable to minor changes to their inputs [17]. Since then, a myriad of works has emerged in this field [8, 40, 46, 61] and opened the path for a better understanding of broader issues in generative models and mechanisms to fool algorithms, including deepfake technologies [26, 59]. We will use the adversarial attack proposed by [11], as it is highly adaptable and does not require fine-tuning of additional parameters.

2. Definitions and Preliminaries

In this section, we introduce the framework and notation used throughout the rest of the paper and the formal definitions for membership inference and adversarial attacks.

2.1. Pattern Recognition

Among the classical frameworks of machine learning, pattern recognition [14] consists of predicting a discrete random variable $Y \in \mathcal{Y}$ based on observing some multivariate random variable $X \in \mathcal{X}$, using a classifier $g_\theta$ from a class of classifiers $\mathcal{G}$, parameterized by $\theta$. The classifier outputs a probability distribution on the label set $\mathcal{Y}$ (i.e. for any $g_\theta \in \mathcal{G}$, $g_\theta : \mathcal{X} \rightarrow \mathcal{P}(\mathcal{Y})$) to predict $Y$ with low classification risk $R(g_\theta) = \mathbb{E} \{ (g_\theta(X), Y) \}$, where loss function $\ell$ measures the error occurring between the true label $Y$ and the one provided by the classification rule $g_\theta$. As the joint distribution $P_{XY}$ is unknown in practice, in order to select a possible classifier, one relies on $\mathcal{D}_n = \{(x_i, y_i)\}_{i=1}^n$ composed of $n \geq 1$ realizations of $(X, Y)$. The empirical risk minimization paradigm [57] suggests to select the classifier minimizing the empirical risk $\hat{R}(g_\theta) = \frac{1}{n} \sum_{i=1}^n \ell(g_\theta(x_i), y_i)$, among all the possible classifiers in $\mathcal{G}$. Let $g_\theta^*$ denote the classifier minimizing $\hat{R}$ for a training set $\mathcal{D}_n$.

2.2. Membership Inference Attacks

Membership inference attacks (MIAs) can be used to measure the privacy leakage of ML models [50]. The goal of a MIA is to determine whether or not a sample (or group of samples) belongs to the training set of target model. Formally, MIAs can be stated as a binary decision test. Given a test sample $(x_{test}, y_{test})$, and the target model $g_\theta^*$ defined above, the goal of the attacker is to determine if $(x_{test}, y_{test}) \in \mathcal{D}_n$. Let $\varphi$ be a scoring criteria, which takes as input the target model, the test sample and outputs a prediction score. This prediction score can be compared to a threshold $\tau \in \mathbb{R}_+$ to predict if the test sample belongs to the training set of the target model. Formally,

$$
\text{if } \varphi((x_{test}, y_{test}), g_\theta^*) \geq \tau \text{ then } (x_{test}, y_{test}) \in \mathcal{D}_n \\
\text{otherwise } (x_{test}, y_{test}) \notin \mathcal{D}_n .
$$

The hyper parameter $\tau$ of our approach selects the operating point in ROC curve. In practice, we make our analysis independent of $\tau$ by comparing performance for the whole range of possible $\tau$ values.

Hereafter, we consider different scoring criteria.

Softmax Response. Our main claim is that models tend to give more confident predictions over samples that belong to their training set. This strategy aims to exploit the confidence of the predictions to identify members of the training set of the target model:

$$
\varphi((x_{test}, y_{test}), \hat{g}_\theta^*) = \max_{i \in \mathcal{Y}} \hat{g}_\theta^*(x_{test}) ,
$$

where $\hat{g}_\theta^*$ is the $i$-th component of the output of the model parametrized by $\theta$. This observation has previously been
used to build MIAs in [41, 50], training an attack model, while [53] directly compares the score to a threshold.

**Modified Entropy.** An alternative idea is to look at the un-certainty of the model. Intuitively, this should be lower for samples that were present in the training set. [51] proposes a metric called modified entropy, which decreases with the prediction probability of any other class:

\[
\varphi (x_{\text{test}}, y_{\text{test}}, \hat{g}_\theta) = - (1 - \hat{g}_{\theta}^{x_{\text{test}}} (x_{\text{test}})) \log (\hat{g}_{\theta}^{y_{\text{test}}} (x_{\text{test}})) - \sum_{i \neq y_{\text{test}}} \hat{g}_\theta (x_{\text{test}}) \log (1 - \hat{g}_\theta (x_{\text{test}})).
\]  

(3)

Unlike other metrics, modified entropy (3) takes into account whether the target model is predicting the correct class.

**Loss.** The learning objective of ML models is to minimize a loss function,

\[
\varphi (x_{\text{test}}, y_{\text{test}}, \hat{g}_\theta) = - \ell (y_{\text{test}}, \hat{g}_\theta (x_{\text{test}})),
\]  

(4)

over samples from the training set. Hence, we expect the value of the loss to be lower for samples in the training set. The minus sign in front of the loss is added to make this definition consistent with Eq. (1). An attack proposed in [65] compares the loss on the test sample to the average loss on the training set. The idea was also exploited in [30].

**Gradient Norm.** The loss function is minimized via Stochastic Gradient Descent, or similar iterative optimization algorithms. Around the optimal points, the gradient of the loss function with respect to its model parameters should approach 0. This attack strategy measures the \(\ell_2\) norm of the gradient of the loss function w.r.t. to the model parameters over different samples and expects this norm to be smaller for members of the training set,

\[
\varphi (x_{\text{test}}, y_{\text{test}}, \hat{g}_\theta) = -\| \nabla_\theta \ell (y_{\text{test}}, \hat{g}_\theta (x_{\text{test}})) \|_2.
\]  

(5)

Since we expect the norm of the gradient to be smaller for members of the training set, the minus sign is added to make this definition consistent with Eq. (1). This observation was first used in [50] as part of their MIA.

Although these ideas are not novel, most of them have not been used to make a binary decision test. Our aim is to assess and compare in a systematic way the power of these observations and whether or not it is possible to perform MIAs with them without requiring a training set for the attack.

### 2.3. Adversarial Examples

The framework of untargeted adversarial examples can be set as follows: Given an input \(x \in \mathcal{X}\) and target model \(\hat{g}_\theta : \mathcal{X} \mapsto \mathcal{P}(\mathcal{Y})\), the goal of adversarial strategy \(\psi_{p,e}\) is to produce some perturbation \(v \in \mathcal{X}\) such that the prediction provided by \(\hat{g}_\theta (x+v)\) changes from that provided by \(\hat{g}_\theta (x)\). Additionally, we require that the target model is confident on its prediction of the adversarial example. Formally, we define an untargeted adversarial strategy for a classifier \(g \in \mathcal{G}\) as a function \(\psi_{p,e} : \mathcal{X} \rightarrow \mathcal{X}\) on the input space \(\mathcal{X}\), such that for any \(x \in \mathcal{X}\) it obtains \(v = \psi_{p,e} (x) \in \mathcal{X}\) with

\[
\arg \max_{i \in \mathcal{Y}} g^i (x + v) \neq \arg \max_{i \in \mathcal{Y}} g^i (x) \quad \text{and} \quad \|v\|_p \leq \epsilon,
\]  

(6)

\(i.e.,\) the constrained perturbation \(v\) changes the prediction of the target model to a wrong class.

Adversarial examples are computed constraining \(\|v\|_p < \epsilon\), with \(\epsilon \in \mathbb{R}_+\) and the \(\ell_p\) norm \(\| \cdot \|_p\) (see [3] for an extensive review on adversarial strategies). The purpose of this constraint is twofold: to perturb the original image in a way that is imperceptible for the human eye and to control the power of the attacker. In our case, the goal is not to produce subtle perturbations, the adversarial examples may be significantly different from their original counterparts. Indeed, our goal is to observe the size of the perturbation necessary to force the target model to drastically change its prediction, and use it as a criteria to distinguish members from non-members of the training set. Since \(\psi_{p,e}\) will tend to compute the smallest perturbation possible such that \(\hat{g}_\theta\) changes its prediction, arbitrarily high \(\epsilon\) can be allowed while still observing a significant difference between the size of the perturbation of samples in and outside the training set.

For our experiments we use **Auto-Attack** to build adversarial examples\(^2\) [11]. The Auto-Attack library offers an ensemble of different strategies to compute adversarial examples. Particularly, we use auto Projected Gradient Descent (Auto-PGD). Given an objective function for the adversary \(f_a : \mathcal{X} \rightarrow \mathbb{R}\) and a constraint in the form \(S \subseteq \mathcal{X}\), Auto-PGD iteratively solves \(\max_{x \in S} f_a (x)\) by applying \(x^{(k+1)} = P_S (x^{(k)} + \eta^{(k)} \nabla_{x^{(k)}} f_a (x^{(k)}))\), for \(k = \{1, \ldots, N_{\text{iter}}\}\), where \(P_S\) is the projection onto the surface of \(S\), and typically \(f_a (x) = \ell (y, \hat{g}_\theta (x))\). In the original algorithm introduced by [30, 37], the step size \(\eta^{(k)}\) is fixed, while Auto-PGD uses an adaptive step size which improves the performance and makes the algorithm model-agnostic.

### 3. Membership Inference Attacks from Adversarial Examples

In this section, the core elements of this paper are discussed as we show how the adversarial distance bridges the gap between MIA and adversarial examples. We introduce our attack and describe the resulting algorithm in detail.

\(^2\)Code available at https://github.com/fra31/auto-attack.
During training, the target model minimizes the loss over samples from the training set. The objective of Projected Gradient Descent [30,37] and other algorithms derived from it (e.g., Auto-PGD [11]) is to maximize the very same loss. Hence, we expect this process to require larger perturbations for members of the training set, compared to samples that were not observed during training. We exploit this feature to perform MIAs against machine learning models.

Our membership inference strategy measures the distance between an adversarial example and its original counterpart, i.e., the size of the perturbation, and uses this as a criteria to distinguish members of the training set,\[ \varphi((x_{\text{test}}, y_{\text{test}}), \hat{g}_\theta) = \|\psi_{p,\epsilon}((x_{\text{test}}, y_{\text{test}}), \hat{g}_\theta)\|_p, \]

where \( \| \cdot \|_p \) measures the length of the perturbation. In our experiments, we use either \( \ell_1 \), \( \ell_2 \) or \( \ell_\infty \) norm (i.e., \( p \in \{1, 2, \infty\} \) and the same norm is used to constraint the size of the perturbation produced by the adversarial strategy, guaranteeing that \( \varphi((x_{\text{test}}, y_{\text{test}}), \hat{g}_\theta) \leq \epsilon \) (see Algorithm 1).

**Algorithm 1**

**Require:** Target sample \((x_{\text{test}}, y_{\text{test}})\), target model \( \hat{g}_\theta \), adversarial strategy \( \psi_{p,\epsilon} \), \( p \in \{1, 2, \infty\} \), \( \epsilon > 0 \) and, \( \tau \in \mathbb{R}_+ \).

1. \( v \leftarrow \psi_{p,\epsilon}((x_{\text{test}}, y_{\text{test}}), \hat{g}_\theta) \)
   - \( \backslash \backslash \) Adversarial perturbation \( v \).
2. \( \text{return } \mathbb{I}\{\|v\|_p \geq \tau\} \)
   - \( \backslash \backslash \) Is the distance between the adv. ex. and the original input \( x_{\text{test}} \) greater than \( \tau \)?

Since we are not interested in producing subtle perturbations that preserve the perspective of a human, we let the adversarial attacker generate arbitrarily large perturbations (constrained only by the dynamic range of the image). However, as shown in Fig. 2 and as demonstrated in the experimental section, there is a significant shift in the distribution of the size of perturbations, depending on whether (or not) the samples are part of the training set.

**4. Review of MIAs Relying on Training Data**

Most of the MIA strategies proposed in the literature combine sets of features of the target sample and target model. Combining these features into a single score that can be used for a binary decision test is a challenging task. A common strategy is to train a machine learning model that learns to combine these features and predict whether the target sample belongs to the training set or not. Naturally, the attack model requires a set of samples that are labeled as either part of the training set of the target model or outside of the training set of the target model. In this section we present a short review of attack models previously proposed in the literature:

**Grad \( x \) and Grad \( w \) Attack Models:** In [45], they propose an attack model that uses an array of statistics from the gradient of the loss of target model. The statistics considered are the \( \ell_1 \) norm, \( \ell_2 \) norm, maximum value, mean, skewness, kurtosis and absolute minimum of the gradient. These statistics are combined by a logistic regression model trained on labeled data. We implement this attack model and reproduce the results in our setting. When the gradient is taken with respect to the model parameters, we refer to the attack model as ‘Grad \( w \)’. On the other hand, when the gradient is taken with respect to the input sample, we refer to the attack model as ‘Grad \( x \)’.  

**Intermediate Outputs:** The authors of [45] also consider an attack model that uses the intermediate outputs of the target model. For the models considered in this work, the attacker uses the outputs of the last two layers of the target model. This attack model is also implemented as described in the original paper and evaluated in our setting. This model is later abbreviated as Int. Outs.

**White-Box [41]:** The attack model proposed by [41] utilizes the gradients of the loss function with respect to model parameters at the target sample, the value of the loss at the target sample, intermediate outputs of the target model and the one hot encoded labels of the target sample. To our knowledge this was the first work to propose using the gradient of the loss w.r.t. model parameters as a criteria to infer membership. We implement this attack strategy and reproduce the results presented in their paper. This attack strategy
is referred to as WB [41].

**Ensemble Attacker** We propose an ensemble attacker that takes as input the Softmax response of the target model, the value of its loss function, the norm of the gradient of the loss with respect to the model parameters, the norm of the gradient of the loss with respect to the input sample, the modified entropy, and the adversarial distance. This model outperforms the state-of-the-art against AlexNet, and achieves similar performance against ResNext. The details of the model are presented in the supplementary material Appendix A. The results for this model are also detailed in the supplementary material Appendix C.

## 5. Numerical Experiments

Hereafter, we first present the experimental setting for MIAs and then provide numerical results on real world data. The code necessary to reproduce these experiments is available in our repository³. Further intuition and results are presented in the supplementary material Appendix B.

### 5.1. CIFAR10 and CIFAR100 Datasets

These datasets are a standard benchmark for image recognition tasks [28]. They contain 60000 $32 \times 32$ pixels, color (RGB) images split amongst 10, 100 distinct classes, respectively. In standard libraries, like PyTorch [42], these datasets are usually divided into a training set containing 50k images and a test set containing the remaining 10k images. The standard training set provided by PyTorch is used to train the target models we consider, the rest is used as outside-the-training-set data.

### 5.2. Target Models

**State-of-the-art models for image recognition.** We consider popular models for image recognition, pre-trained and publicly available⁴. Namely, the models considered are AlexNet [29], ResNet [19], ResNext [62] and DenseNet [21], trained for image classification on CIFAR-100. These are the same pretrained models considered in [41,45].

### 5.3. Comparison of MIA strategies

To evaluate a membership inference strategy, two groups of samples are needed: samples from the training set and samples outside the training set of the target model. The pre-trained models considered in this work are trained on 50k samples from the CIFAR-100 dataset. The remaining 10k samples constitute the test set.

We perform membership inference attacks using nine different strategies. The Softmax Response, Modified Entropy and Loss strategies are black-box strategies, since the attacker only requires access to the target sample, its label and the output of the model (either the logits or Softmax response of the model). On the other hand, the Gradient Norm and Adversarial Distance strategies are white-box, as the attacker requires access to the model parameters in order to compute gradients of the loss function. In addition to white-box access to the target model, for some of the strategies we consider, the attacker requires its own training set of samples, including a subset of the training set used by the target model. This is the case for the Grad $w$, Grad $x$, Intermediate Outputs (Int. Outs) and the White-Box (WB) attacker.

In our analysis we consider a balanced evaluation set and report the AUROC score and the maximum accuracy achieved by each strategy. In this setting, a subset of 10$k$ samples from the training set is selected uniformly as *in-training* data and the entire test set (10k samples) is selected as *out-of-training* data. Since the choice of the subset of the training set influences our results, the experiments are repeated 20 times, choosing a different subset each time. All the quantities reported are averaged over these 20 runs of the experiment and the error reported is the empirical standard deviation. The results of this analysis are reported in Tab. 1. For each target model, the best performing attack strategies are highlighted in boldface. Note that the upper part of the table corresponds to strategies that do not require to train an attack model, nor require any additional samples, while the bottom part corresponds to strategies that require training an attack model. The best performing strategy when no additional samples are available is the adversarial distance strategy. Note that this strategy performs consistently across all target models and even surpasses the more resource hungry strategies for the case of AlexNet and ResNext. When additional samples are available, the Intermediate Outputs strategy is the most effective against the ResNet and DenseNet models. It is worth to mention that it might be infeasible for the attacker to obtain enough samples from the training set of the target model to launch this attack, in which case Adversarial Distance might be a better alternative. Figure 3 shows the ROC curves for the different strategies mentioned in the upper portion of Tab. 1. Note the jump on the ROC curve of the adversarial distance strategy. Due to a large group of samples having a score of 0, increasing the threshold slightly above results in a sudden increase in the true positive rate (TPR). Indeed, this strategy takes advantage of the fact that most misclassified samples lie outside of the training set.

Additionally, to demonstrate that our results are not biased by our analysis we perform the same analysis as in [45]. In this setting the whole training set (50k samples)
and the whole test set (10k samples) are used, resulting in an unbalanced evaluation set. To alleviate this issue, the metrics considered are robust to the training:test sample ratio. Namely, the False Positive Ratio (FPR) and balanced accuracy are considered. Table 2 presents the results of this analysis. Note that these results are consistent with Tab. 1; in particular, Adversarial Distance remains the best performing strategy across all models when no additional samples are available, also outperforming the state-of-the-art against AlexNet and ResNext. On the other hand, Intermediate Outputs is the best option against ResNet and DenseNet out of the models that require additional information and training.

To demonstrate that the effectiveness of our approach is not limited to one dataset, we repeat our experiments on CIFAR10. The target model considered is AlexNet and both the analyses from Tab. 1 and from Tab. 2 are considered. The results, shown in Tab. 3, are consistent with the results for CIFAR100, in the sense that our strategy remains the most effective. However, the performance of MIAs in general is worsen in comparison to CIFAR100. This is tied to the fact that the classification problem at hand has less classes, a trend that was previously observed in the literature [56]. Finally, we test how robust the AUROC score is to a change in the proportion of training/testing samples. For this purpose we perform membership inference attacks using the Adversarial Distance strategy, and measure the AUROC score in three different settings, where we change the training/testing ratio. The results presented in Tab. 4 show that the AUROC score measures the effectiveness of the attack consistently, regardless of the ratio of members to non-members present in the evaluation set.

### 6. Summary and Concluding Remarks

We have proposed a novel strategy for membership inference that pushes forward the state of the art. We have compared our strategy to the best performing membership inference attacks in the literature using the same setting (standalone scenario with popular image classification models on CIFAR-100) and found that our strategy is the most consistent across all target models. Despite not using additional resources (no additional samples from the training set of the target model and no computational resources to train an attacker), our model outperforms the more resource demanding state-of-the-art methods against AlexNet and ResNext, and remains relevant in other cases.

We found that MIAs are highly effective against machine
Table 2. Comparison of different MIA Techniques. The balanced accuracy (%) and FPR (%) on an imbalanced evaluation set are reported. The whole training set (50k samples) and testing set (10k samples) are used; thus ratio between members and non-members is 5:1. 80% of the total data is used to find the threshold that maximizes accuracy and the other 20% is used to evaluate this threshold. Techniques with a (*) require training. In this case, instead of using 80% of the total data to determine the threshold, this 80% is used for training and the threshold is set at 0.5.

Table 3. Comparison of different MIA techniques against the AlexNet model trained on CIFAR10. The best accuracy (%) and AUROC score (%) on a balanced evaluation set are reported (marked as “Analysis 1”). The best balanced accuracy (%) and FPR (%) at the same threshold on an unbalanced evaluation set are also computed (marked as “Analysis 2”). Techniques with a (*) require training.

Table 4. Influence of evaluation set on performance for the Adversarial Distance strategy. The AUROC (%) for different evaluation sets is reported. When the ratio is 5:1, the whole training is selected. When the ratio is 1:1, 10k samples from the training set are uniformly selected. When the ratio is 1:5, 2k samples from the training set are uniformly selected. In all cases the whole test set is also selected for evaluation.

6.1. Limitations

In this work we only consider target models trained on CIFAR10 and CIFAR100 as there is a lack of standard pre-trained models available for other data sets. Hence, comparing MIA strategies on such datasets is more difficult. In the future, we will extend our work to target models trained on other datasets.

On the other hand, always using the same pre-trained model for a particular architecture might result in a biased assessment of the privacy risks of that given architecture. Thus, it is equally important to evaluate the potential privacy risks on different shots of training, over the same dataset with the same architecture.

In this paper, we focused on the standalone scenario, i.e. the target model is trained by a single entity which has access to the whole training set and the attacker does not observe the model during training. This setup was chosen since it is the simplest setting. The ideas in this work can be extended to other scenarios (e.g., federated learning).

6.2. Discussion of (Potential) Negative Impact

This article describes a novel attack strategy to retrieve information from the training data from any classification model. A direct potential negative impact of the work would be the improvement of attacks against machine learning models in production. Nevertheless, reliable and effective MIA strategies are needed to assess a model’s privacy risks.
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SUPPLEMENTARY MATERIAL: LEVERAGING ADVERSARIAL EXAMPLES TO QUANTIFY MEMBERSHIP INFORMATION LEAKAGE

Appendix A describes our proposed ensemble membership inference attacker. In Appendix B we provide further experimental details and complementary results to those presented in the main paper, including results for several attack strategies that were initially considered, but under-performed. Finally, Appendix C provides additional results for the ensemble membership attacker.

A. Ensemble Attacker

This attacker requires not only white-box access to the model, as it needs to compute gradients with respect to input and to model parameters, but it also requires a training set of its own (similarly to [41, 45, 50]). Essentially, what the attacker learns is how to map different observations to a membership label.

The attack model is a DNN with 5 fully connected layers with output sizes 40, 40, 20, 10 and 1, respectively. The input to the network is a vector of length 6, containing the softmax response, modified entropy, loss value, gradient norm w.r.t. parameters, gradient norm w.r.t. input, and adversarial distance. These quantities are re-scaled to [0, 1], which significantly improves the performance of the model. The rescaling is done according to the maximum and minimum values from the training set. The model is trained with Adam optimizer [27] for up to 300 epochs. The performance of the ensemble attacker is evaluated and compared to the performance of other strategies in Tab. 5. Additionally, we vary the size of the attacker’s training set and observe how this affects its performance. This results are presented in Tab. 6.

B. Further Experimental Details and Results

B.1. Experimental Details

Most of the experiments were run on a cluster with multiple nodes, each with NVIDIA Quadro RTX 6000 GPUs and an AMD EPYC 7302 16-Core processors.

When computing adversarial examples, we rescale the images so that their dynamic range lies within [0, 1]. This is necessary in order for the adversarial attacks to compute distance and perform clipping properly. However, since the pre-trained models were trained on the natural images (previous to rescaling), we include an additional layer at the input of each target model that reverts the scaling, preserving the performance of the target model.

The accuracy presented in Tab. 1 and Tab. 5 is computed by choosing a threshold along the ROC curve for each strategy. The threshold is chosen in order to maximize the accuracy. A similar process is done in the case of Tab. 2, where 80% of the data is used to determine the threshold that maximizes the accuracy, and then the accuracy is reported for the other 20% of the data.

B.2. Additional Results

Figure 4 is a copy of Fig. 3, except it includes the confidence intervals for the TPR. The curves in these figures are computed using the following process: A grid of FPR values is fixed. For each run of the experiment, we compute a ROC
### Table 5. Comparison of different MIA Techniques. The Accuracy(%) and AUROC score (%) on a balanced evaluation set are reported. 10k samples are uniformly selected from the training set (members) and the whole 10k samples from the testing set are selected (non-members). All the data selected is used for evaluation. Techniques with (*) require training. In this case, only 60% of the data is used for evaluation and rest is used for training.

| Attack Strategy | NUROC | AlexNet Accuracy | ResNet Accuracy | ResNext Accuracy | DenseNet Accuracy |
|-----------------|-------|------------------|-----------------|-----------------|------------------|
| Softmax         | 68.00 ± 0.16 | 65.34 ± 0.14 | 55.45 ± 0.15 | 67.30 ± 0.13 | 72.37 ± 0.07 | 74.84 ± 0.11 | 70.52 ± 0.09 | 72.11 ± 0.10 |
| Lenet [51]      | 72.11 ± 0.10 | 74.16 ± 0.11 | 67.40 ± 0.11 | 75.28 ± 0.11 | 74.21 ± 0.10 | 72.69 ± 0.10 |
| Loss            | 76.69 ± 0.10 | 74.14 ± 0.13 | 58.66 ± 0.13 | 62.19 ± 0.11 | 72.57 ± 0.07 | 75.17 ± 0.11 | 70.85 ± 0.09 | 72.61 ± 0.10 |
| Grad w Norm     | 76.58 ± 0.10 | 74.19 ± 0.12 | 59.93 ± 0.13 | 62.56 ± 0.09 | 73.06 ± 0.07 | 75.74 ± 0.11 | 71.30 ± 0.09 | 73.81 ± 0.09 |
| Grad x Norm     | 75.20 ± 0.14 | 73.12 ± 0.12 | 59.64 ± 0.14 | 62.17 ± 0.11 | 72.92 ± 0.07 | 75.62 ± 0.10 | 71.15 ± 0.08 | 73.00 ± 0.09 |
| Adv. Dist. || ||∞ | 84.35 ± 0.13 | 85.12 ± 0.18 | 84.53 ± 0.16 | 85.45 ± 0.11 | 89.24 ± 0.03 | 89.10 ± 0.05 | 82.76 ± 0.03 | 82.63 ± 0.05 |
| Adv. Dist. || ||2 | 76.89 ± 0.16 | 74.03 ± 0.15 | 70.86 ± 0.19 | 67.71 ± 0.18 | 72.47 ± 0.19 | 67.68 ± 0.16 | 68.00 ± 0.21 | 62.65 ± 0.20 |
| Adv. Dist. || ||1 | 73.66 ± 0.12 | 74.03 ± 0.10 | 64.94 ± 0.16 | 64.51 ± 0.13 | 70.98 ± 0.19 | 66.95 ± 0.15 | 59.39 ± 0.17 | 59.27 ± 0.04 |

Table 5 contains the results for additional attack strategies that were not included in the main body of the paper.

Among the strategies that can be implemented as a binary decision test, we include the Grad x Norm strategy, and the adversarial distance strategy with other different norms. In the Grad x Norm strategy, the gradient of the loss function of the target model with respect to the input image is computed. Then, the ℓ2 norm of the gradient is computed and used for the binary decision test. The Grad w Norm is equivalent to the Grad Norm strategy presented in the main body of the paper. In the main body of the paper, we present the results for the adversarial distance strategy that uses the ℓ∞ norm to measure the distance between samples. Here we include the results for the ℓ1 and ℓ2 norms.

Table 5 also shows the results for two additional models that require training. Namely, the ensemble attacker explained in Appendix A and referred to as ML attacker in the table, and the Logits attacker from [45]. The Logits attacker is similar to the intermediate outputs attacker explained in the main body of the paper, but only utilizes the outputs of the last layer.

### C. Additional Results for the ML Attacker

We also study how the amount of side information influences the performance of the attacker. Table 6 reports the AUROC score of the ML Attacker against the pre-trained target models for different amounts of side information. The side information is always composed by 50% in-training samples and 50% out-of-training samples, and the total is indicated in the table. Remark that the performance of the ML Attacker might improve with the increase in the size of its training set; however, in some cases a small training set (1000 samples) is enough to obtain an effective attack model.

| Target Model | 1000 | 2000 | 4000 | 8000 |
|--------------|------|------|------|------|
| AlexNet      | 86.68 ± 1.95 | 88.25 ± 1.63 | 89.87 ± 0.73 | 90.84 ± 0.32 |
| ResNet       | 87.15 ± 1.05 | 88.34 ± 0.68 | 89.26 ± 0.55 | 89.31 ± 1.04 |
| ResNext      | 92.24 ± 0.22 | 92.30 ± 0.28 | 92.31 ± 0.19 | 92.30 ± 0.19 |
| DenseNet     | 86.20 ± 5.51 | 87.42 ± 1.45 | 87.71 ± 0.56 | 87.58 ± 0.22 |

Table 6. Influence of training set size on performance for the ML Attacker. The AUROC (%) for a balanced evaluation set is reported. Half of the training samples for the attacker are uniformly selected from the original training set and the other half from the test set. Then, 6k samples from the training set and 6k samples from the test set are uniformly selected for evaluation.