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Abstract

Recent work in data-driven control has revived behavioral theory to perform a variety of complex control tasks, by directly plugging libraries of past input-output trajectories into optimal control problems. Despite recent advances, a key aspect remains unclear: how and to what extent do noise-corrupted data impact the achieved control performance? In this work, we provide a quantitative answer to these questions. We formulate a Behavioral version of the Input-Output Parametrization (BIOP) for the predictive control of unknown systems using output-feedback dynamic control policies. The main advantages of the proposed framework are that 1) the state-space parameters and the initial state need not be specified for controller synthesis, 2) it can be used in combination with state-of-the-art impulse response estimators, and 3) it allows to recover recent suboptimality results for the Linear Quadratic Gaussian (LQG) control problem, therefore revealing, in a quantitative way, how the level of noise in the data affects the performance of behavioral methods. Specifically, it is shown that the performance degrades linearly with the prediction error of a behavioral model. We conclude the paper with numerical experiments to validate our results.

I. INTRODUCTION

Several safety-critical engineering systems that play a crucial role in our modern society are becoming too complex to be accurately modeled through white-box models [1]. As a consequence, most modern control perspectives envision unknown black-box systems for which an optimal behavior must be attained by solely relying on a collection of historical system’s output trajectories in response to different inputs.

Widely speaking, we can learn optimal controllers from data according to two paradigms. The first category contains model-based methods, where historical input-output trajectories are exploited to approximate the system parameters, and a suitable controller is computed for this estimated model. The second category contains model-free methods, where one aims to learn the best control policy directly by observing historical trajectories, without explicitly reconstructing an internal representation of the dynamical system. Both approaches possess their own potential and limitations; among numerous recent surveys, we refer to [2].

Given the intricacy of establishing rigorous suboptimality and sample-complexity bounds, most recent model-based and model-free approaches have focused on basic Linear Quadratic Regulator (LQR) and Linear Quadratic Gaussian (LQG) control problems as suitable benchmarks to establish how machine learning can be interfaced to the continuous action spaces typical of control [3]–[10]. When it comes to complex tasks, such as constrained and distributed control, it is more challenging to perform a rigorous probabilistic analysis. Recent advances include [11], [12] for constrained and distributed LQR control with direct state measurements and [13] for distributed output-feedback LQG.

A promising data-driven approach that aims at bypassing a parametric description of the system dynamics, while still being conceptually simple to implement for users, hinges on the behavioral framework [14]. This approach has gained renewed interest with the introduction of Data-EnablEd Predictive Control [15], where the authors established that constrained output reference tracking can be effectively tackled in an MPC-like way by plugging adequately generated historical data into a convex optimization problem. Further work [16] derived links with distributionally robust programming, and novel connections between the behavioral perspective, system identification and subspace predictive control were established in [17]. In parallel, [18] introduced data-driven formulations for some controller design tasks. These works inspired several extensions including closed-loop control with stability guarantees [19], maximum-likelihood identification and control [20], [21], and nonlinear variants [22].

Predictive behavioral approaches have shown remarkable performance for complex, even nonlinear control tasks [15], [17], [21], [22]. In practice, however, historical data are corrupted by noise and the quality and coherency of the achieved solutions may be compromised. While several promising approaches have recently been proposed, including distributionally robust formulations [16], data-enabled Kalman filtering [23] and non-parametric maximum-likelihood estimation [21], a complete quantitative analysis for the noisy case is still unavailable. Recently, the authors of [24] have derived suboptimality and sample-complexity bounds establishing a behavioral formulation of the System Level Synthesis (SLS) approach. However, a strong assumption in [24] is that the internal system states can be measured directly.
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Our main contribution is to propose a behavioral optimal control framework for partially observed systems. Specifically, we leverage recent Input-Output Parametrization (IOP) tools [25] for optimal output-feedback controller design and set up a data-driven formulation built upon behavioral theory; we denote the resulting framework as Behavioral IOP (BIOP). The advantages of the proposed BIOP are threefold. First, it solely relies on libraries of past input-output trajectories, therefore enabling optimal controller synthesis without specifying the system’s state-space parameters and the value of the state at time 0. Second, the system impulse response is replaced by a suitable linear combination of historical noisy input-output trajectories, which may encompass, for instance, standard least-squares solutions [25], data-enabled Kalman filtering [23], and the recently proposed signal matrix models (SMM) [20], [21]. Third, our framework allows one to quantify the incurred suboptimality as a function of the level of the noise corrupting the available data; this is achieved by adapting recent results from [6]. As a consequence, we endow behavioral approaches with rigorous analysis tools that have been recently utilized in more classical control contexts [3], [6]. To the best of our knowledge, noise-dependent suboptimality guarantees on using behavioral theory for output-feedback control have not been established before.

A. Notation

We use \( \mathbb{R} \) and \( \mathbb{N} \) to denote real numbers and non-negative integers, respectively. We use \( I_n \) to denote the identity matrix of size \( n \times n \) and \( 0_{m \times n} \) to denote the zero matrix of size \( m \times n \). We write \( M = \blkdiagonal(M_1, \ldots, M_n) \) to denote a block-diagonal matrix with \( M_1, \ldots, M_n \) on its diagonal block entries. The Kronecker product between \( M \in \mathbb{R}^{m \times n} \) and \( P \in \mathbb{R}^{p \times q} \) is denoted as \( M \otimes P \in \mathbb{R}^{mp \times nq} \). Given \( K \in \mathbb{R}^{m \times n} \), \( \vec{v}(K) \in \mathbb{R}^m \) is a column vector that stacks the columns of \( K \). The Euclidean norm of a vector \( v \in \mathbb{R}^n \) is denoted by \( \|v\|_2 = v^T v \) and the induced two-norm of a matrix \( M \in \mathbb{R}^{m \times n} \) is defined as \( \sup_{\|x\|_2 = 1} \|Mx\|_2^2 \). The Frobenius norm of a matrix \( M \in \mathbb{R}^{m \times n} \) is denoted by \( \|M\|_F = \sqrt{\text{Trace}(M^T M)} \). We recall the following standard inequalities for matrices \( M, N \) and vectors \( v \) of compatible dimensions, which will be used throughout the paper:

1. \( \|MN\|_2 \leq \|M\|_2 \|N\|_2 \),
2. \( \|MN\|_F \leq \|M\|_F \|N\|_2 \),
3. \( \|MN\|_F \leq \|M\|_2 \|N\|_F \),
4. \( \|v\|_2 \leq \|v\|_F \).

For a symmetric matrix \( M \), we write \( M > 0 \) (resp. \( M \succeq 0 \)) if and only if it is positive definite (resp. positive semidefinite). We say that \( x \sim \mathcal{N}(\mu, \Sigma) \) if the random variable \( x \in \mathbb{R}^n \) is distributed according to a normal distribution with mean \( \mu \in \mathbb{R}^n \) and covariance matrix \( \Sigma \succeq 0 \) with \( \Sigma \in \mathbb{R}^{n \times n} \).

We use upper case boldface letters (e.g. \( x \) and \( G \)) to denote trajectories of vectors in time, and linear maps between trajectories respectively. Specifically, a finite-horizon trajectory of length \( T \) is a sequence \( \omega(0), \omega(1), \ldots, \omega(T - 1) \) with \( \omega(t) \in \mathbb{R}^n \) for every \( t = 0, 1, \ldots, T - 1 \), which can be compactly written as

\[
\omega_{[0,T-1]} = \begin{bmatrix} \omega(0) \\ \omega(1) \\ \vdots \\ \omega(T-1) \end{bmatrix} \in \mathbb{R}^{nT}. 
\]

For a finite-horizon trajectory \( \omega_{[0,T-1]} \) we also define the Hankel matrix of depth \( L \) as

\[
\mathcal{H}_L(\omega_{[0,T-1]}) = \begin{bmatrix} \omega(0) & \omega(1) & \cdots & \omega(T-L) \\ \omega(1) & \omega(2) & \cdots & \omega(T-L+1) \\ \vdots & \vdots & \ddots & \vdots \\ \omega(L-1) & \omega(L) & \cdots & \omega(T-1) \end{bmatrix}.
\]

II. Problem Statement

We consider a linear system with output observations, whose state-space representation is given by

\[
\begin{align*}
x(t+1) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t) + v(t),
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \) is the state of the system and \( x(0) = x_0 \) for a predefined \( x_0 \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \) is the control input, \( y(t) \in \mathbb{R}^p \) is the observed output, and \( v(t) \in \mathbb{R}^p \) denotes Gaussian measurement noise \( v(t) \sim \mathcal{N}(0, \Sigma_v) \), with \( \Sigma_v > 0 \). The system is controlled through a time-varying, dynamic linear control policy of the form

\[
u(t) = \sum_{k=0}^{t} K_{t,k} y(k) + w(t),
\]
where $w(t) \in \mathbb{R}^m$ denotes Gaussian noise on the input $w(t) \sim \mathcal{N}(0, \Sigma_w)$ with $\Sigma_w \succeq 0$. Similar to standard LQG, our control goal is to synthesize a feedback control policy that minimizes the expected value with respect to the disturbances of a quadratic objective defined over future input-output trajectories for a horizon $N \in \mathbb{N}$:

$$J := \mathbb{E}_{w,v} \left[ \sum_{t=0}^{N-1} (y(t)^T L(t)y(t) + u(t)^T R(t)u(t)) \right],$$

where $L(t) \succeq 0$, $R(t) > 0$ for every $t = 0, \ldots, N - 1$.

**Remark 1.** The reader might have noticed that the problem of minimizing $J$ for a system in the form (1)-(2) is slightly different from some of the classical LQG formulations, see for instance [27]. Specifically, in [3] we penalize the outputs instead of the states, and the input noise $w(t)$ enters the state equation indirectly through the matrix $B$. This choice is motivated as follows:

1) For all practical purposes, the cost function must be defined by the user. In a data-driven setup where only input-output samples can be measured, the user has to evaluate the cost solely relying on input-output trajectories. Furthermore, to define the cost, it is natural to specify the variance of the noise affecting inputs and outputs; instead it would be less meaningful to specify the statistics of the noise entering the states, as these would be representation dependent (i.e. only specified up to a change of variables $z(t) = Sx(t)$, where $S$ is unknown because we do not have access to $x(t)$ by assumption).

2) For zero initial state, the system (1) is equivalent to a classical transfer function representation as per Figure 2. The considered noise model is indeed the standard choice in closed-loop plant $H_2$ norm minimization, see for instance [28].

**Remark 2.** In this work, we focus on solving and analyzing a finite-horizon control problem, which represents one iteration of a receding-horizon Model Predictive Control (MPC) implementation scheme. It is therefore appropriate to compare the proposed approach with a single iteration of the DeePC setup in [15], [19]. The main difference is that we perform closed-loop predictions, i.e., we optimize over feedback policies $\pi(\cdot)$ such that $u(t) = \pi(y(t), \ldots, y(0))$, while the DeePC [15], [19] performs open-loop predictions, i.e., it directly optimizes over input sequences $u(0), u(1), u(N - 1)$. For linear systems subject to polytopic safety constraints, it is well-known that closed-loop predictions are less conservative than open-loop ones and allow for longer prediction horizons without incurring in infeasibility [29]. The price to pay for such performance improvement is an increased computational burden due to the larger dimensionality of the problem.

### A. Strongly convex design through the IOP

By leveraging tools offered by the framework of the IOP [25], we formulate a strongly convex program that computes the optimal feedback control policy by finding the optimal input-output closed-loop responses. The state-space equations (1) provide the following relations between trajectories

$$x_{[0,N-1]} = P_A(t;0)x(0) + P_Bu_{[0,N-1]}, \quad y_{[0,N-1]} = Cx_{[0,N-1]} + v_{[0,N-1]},$$

where $P_A(0;0)$ denotes the first block-column of $P_A$ and

$$P_A = (I - ZA)^{-1}, \quad P_B = (I - ZA)^{-1}ZB,$$

$$A = I_N \otimes A, \quad B = I_N \otimes B,$$

$$C = I_N \otimes C, \quad Z = \begin{bmatrix} 0_{n \times n(N-1)} & 0_{n \times n} \\ J_{n(N-1)} & 0_{n(N-1) \times n} \end{bmatrix}.$$

We note that $CP_B$ is a Toeplitz matrix with blocks in the form $C_A \otimes B$. From now on, we equivalently denote $G = CP_B$ to highlight that $G$ contains the first $N$ components of the impulse-response of the plant $G(z) = C(zI - A)^{-1}B$ reported in

$^1$With Gaussian noise, dynamic linear policies are optimal for the cost defined in (3).

---

**Fig. 1: Interconnection of the plant $G$ and the controller $K$, where $z^{-1}$ denotes the standard time-shift operator.**
Figure 1. Second, with similar reasoning, the matrix \( CP_A(\cdot; 0) \) contains the observability terms \( CA^t \) for \( i = 0, \ldots, N - 1 \). The control policy can be rewritten as:

\[
\begin{align*}
    u_{[0,N-1]} &= Ky_{[0,N-1]} + w_{[0,N-1]},
\end{align*}
\]  

(5)

where the control policy \( K \) has a causal sparsity pattern, that is:

\[
K = \begin{bmatrix}
    K_{0,0} & 0_{m \times p} & \cdots & 0_{m \times p} \\
    K_{1,0} & K_{1,1} & \cdots & 0_{m \times p} \\
    \vdots & \vdots & \ddots & \vdots \\
    K_{N-1,0} & K_{N-1,1} & \cdots & K_{N-1,N-1}
\end{bmatrix}.
\]  

(6)

Note that since we assume that \( y(t) \) is only a function of the inputs up to time \( t - 1 \), the optimal value of \( u(N - 1) \) is zero. Hence, the optimizer will always choose the last block-row of (6) to be null. Since the derivations are unaffected, we let the corresponding decision variables in (6) be free for notational simplicity.

By plugging the controller \( K \) into (4), it is easy to derive the closed-loop relations

\[
\begin{bmatrix}
    y_{[0,N-1]} \\
    u_{[0,N-1]} 
\end{bmatrix} = \begin{bmatrix}
    (I - GK)^{-1} & (I - GK)^{-1}G \\
    K(I - GK)^{-1} & (I - KG)^{-1}
\end{bmatrix}
\begin{bmatrix}
    v_{[0,N-1]} + CP_A(\cdot; 0)x(0) \\
    w_{[0,N-1]}
\end{bmatrix},
\]  

(7)

\[
\begin{bmatrix}
    \Phi_{yy} & \Phi_{yu} \\
    \Phi_{uy} & \Phi_{uu}
\end{bmatrix}
\begin{bmatrix}
    v_{[0,N-1]} + CP_A(\cdot; 0)x(0) \\
    w_{[0,N-1]}
\end{bmatrix}.
\]  

(8)

The parameters \( (\Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu}) \) in (8) represent the four closed-loop responses defining the relationship between disturbances and input-output signals.

The main concept behind the IOP in [25] is that linear output-feedback control policies \( K \) can be expressed in terms of corresponding closed-loop responses that lie in an affine subspace, hence enabling a convex formulation of the objective \( J(G, K) \) as a function of the closed-loop responses. The idea of optimizing over the closed-loop responses roots back to Youla-based and disturbance-feedback controller design [28, 30]. These concepts have been revisited in different contexts through the introduction of 1) system level synthesis [31] and 2) newer parametrizations, including the IOP [25]. All these controller parametrizations are equivalently expressive; we refer the interested reader to [32] for a survey.

The IOP serves well our purposes in a data-driven output-feedback setup, as it offers a controller parametrization that is directly defined through the impulse response parameters \( G \), without requiring a state-space representation. We recall the following result from [25] and adapt it to the finite horizon case. A proof is reported in the Appendix for completeness.

**Proposition 1.** Consider the LTI system (1) evolving under the control policy (5) within a finite horizon of length \( N \in \mathbb{N} \). Then:

1. For any controller \( K \) there exist four matrices \( (\Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu}) \) such that \( K = \Phi_{uy} \Phi_{yy}^{-1} \) and

\[
\begin{bmatrix}
    I & -G \\
    \Phi_{yy} & \Phi_{yu} \\
    \Phi_{uy} & \Phi_{uu}
\end{bmatrix}
\begin{bmatrix}
    \Phi_{yy} & \Phi_{yu} \\
    \Phi_{uy} & \Phi_{uu}
\end{bmatrix} = \begin{bmatrix}
    I & 0 \\
    0 & I
\end{bmatrix},
\]  

(9)

\[
\begin{bmatrix}
    \Phi_{yy} & \Phi_{yu} \\
    \Phi_{uy} & \Phi_{uu}
\end{bmatrix}
\begin{bmatrix}
    -G & I \\
    I & 0
\end{bmatrix} = \begin{bmatrix}
    0 & I \\
    I & 0
\end{bmatrix},
\]  

(10)

\( \Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu} \) have causal sparsities \( 6 \).

2. For any four matrices \( (\Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu}) \) lying in the affine subspace \( 9, 11 \), the controller \( K = \Phi_{uy} \Phi_{yy}^{-1} \) is causal as per \( 6 \) and yields the closed-loop responses \( (\Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu}) \).

We are now ready to establish a strongly convex formulation of the optimal control problem under study. Please refer to the Appendix for a complete proof.

**Proposition 2.** Consider the LTI system (1). The controller in the form (5) achieving the minimum of the cost functional (3) is given by \( K = \Phi_{uy} \Phi_{yy}^{-1} \), where \( \Phi_{uy}, \Phi_{yy} \) are optimal solutions to the following strongly convex program:

\[
\begin{aligned}
    \min_{\Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu}} & \left\| \begin{bmatrix}
        L^\frac{1}{2} & 0 \\
        0 & R^\frac{1}{2}
    \end{bmatrix} \begin{bmatrix}
        \Phi_{yy} & \Phi_{yu} \\
        \Phi_{uy} & \Phi_{uu}
    \end{bmatrix} \begin{bmatrix}
        \Sigma_v^\frac{1}{2} & 0 \\
        0 & \Sigma_w^\frac{1}{2}
    \end{bmatrix} \left[ \begin{bmatrix}
        CP_A(\cdot; 0)x(0)
    \end{bmatrix} \right] \right\|_F^2 \\
\text{subject to} & \quad 9 - 11,
\end{aligned}
\]  

(12)

where \( L = blkdiag(L(0), \ldots, L(N - 1)) \), \( R = blkdiag(R(0), \ldots, R(N - 1)) \), \( \Sigma_v = I_N \otimes \Sigma_v \) and \( \Sigma_w = I_N \otimes \Sigma_w \).

\(^2\)Specifically, they have the block lower-triangular sparsities resulting by construction from the expressions (7), the sparsity of \( K \) in (6) and that of \( G \).
When the system parameters \((A, B, C, x_0)\) are known, it is straightforward and efficient to compute the unique globally optimal solution \((\Phi^*, \Phi^{*, y}, \Phi^{*, y}, \Phi^{*, u})\) of problem (12) with off-the-shelf interior point solvers. The globally optimal control policy is recovered as \(K^* = \Phi^{*, y} (\Phi^{*, y})^{-1}\). We also remark that, since the noise is Gaussian, the linear policy \(u = \pi^*(y) = K^* y\) is optimal with respect to all feedback policies. If the noise is non-Gaussian, \(K^*\) remains the optimal linear controller, but nonlinear policies may outperform it.

However, it is more challenging to compute \(K^*\) merely relying on libraries of past input-output trajectories. In the next section, we exploit behavioral theory to provide a non-parametric version of (12).

### III. Behavioral Input-Output Parametrization

Behavioral system theory \([14], [33]\) offers a way of characterizing a dynamical system without resorting to a particular system representation, but rather exploiting the subspace of the signal space in which the trajectories of the system live. Before moving on, we recall the following definition of persistency of excitation and the result known as the Fundamental Lemma for LTI systems \([33]\).

**Definition 1.** We say that \(u^h_{[0,T-1]}\) is persistently exciting (PE) of order \(L\) if the Hankel matrix \(\mathcal{H}_L(u^h_{[0,T-1]})\) has full row-rank.

A necessary condition for the matrix \(\mathcal{H}_L(u^h_{[0,T-1]})\) to be full row-rank is that it has at least as many columns as rows. It follows that the historical trajectory must be long enough to satisfy \(T \geq (m + 1)L - 1\).

**Lemma 1 (Theorem 3.7, [33]).** Consider system (1) and assume that \((A, B)\) is controllable and that there is no noise. Let \(\{y^h_{[0,T-1]}, u^h_{[0,T-1]}\}\) be a historical system trajectory of length \(T\). Then, if \(u_{[0,T-1]}\) is PE of order \(n + L\), the signals \(y^r_{[0,L-1]} \in \mathbb{R}^{pL}\) and \(u^r_{[0,L-1]} \in \mathbb{R}^{mL}\) are valid trajectories of (1) if and only if there exists \(g \in \mathbb{R}^{T-L+1}\) such that

\[
\begin{bmatrix}
\mathcal{H}_L(y^h_{[0,T-1]}) \\
\mathcal{H}_L(u^h_{[0,T-1]})
\end{bmatrix}
= \begin{bmatrix}
y^r_{[0,L-1]} \\
u^r_{[0,L-1]}
\end{bmatrix}.
\]

(13)

As pointed out in \([17]\), controllability of the data-generating system and PE of the input signal constitute standard conditions that are only sufficient to generate all input-output system trajectories through (13). A more general necessary and sufficient condition can be given as follows \([17]\): for \(L \geq l\), with \(l\) defined as in Assumption \([4]\) and letting \(w^h_{[0,T-1]} = P\text{col}(y^h_{[0,T-1]}, u^h_{[0,T-1]})\), where \(P\) is a generic permutation matrix, we are able to span all system trajectories of length \(L\) by means of (13) if and only if \(\text{rank}(\mathcal{H}_L(w^h_{[0,T-1]})) = mL + n\).

Next, we show how Lemma \([1]\) can be directly exploited to obtain a non-parametric formulation of (12). We work under the following assumptions.

**Assumption 1.** The data-generating LTI system (1) is such that \((A, B)\) is controllable and \((A, C)\) is observable.

**Assumption 2.** The following data are available:

i) A recent system trajectory of length \(T_{ini}\): \(\{y^r_{[0,T_{ini}-1]}, u^r_{[0,T_{ini}-1]}\}\), with \(y^r_{[0,T_{ini}-1]} = y_{[-T_{ini},-1]} \text{ and } u^r_{[0,T_{ini}-1]} = u_{[-T_{ini},-1]}\), corresponding to the trajectory in the immediate past that brought the system to its current initial state \(x(0)\).

ii) A historical system trajectory of length \(T\): \(\{y^h_{[0,T-1]}, u^h_{[0,T-1]}\}\), with \(y^h_{[0,T-1]} = y_{[-T_h,-T_h+T-1]} \text{ and } u^h_{[0,T-1]} = u_{[-T_h,-T_h+T-1]}\) for \(T_h \in \mathbb{N}\) such that \(T_h > T + T_{ini}\).

**Assumption 3.** The historical and recent data are not corrupted by noise.

**Assumption 4.** The historical input trajectory \(u^h_{[0,T-1]}\) is persistently exciting of order \(n + T_{ini} + N\), where \(T_{ini} \geq l\) and \(l\) is the smallest integer such that

\[
\begin{bmatrix}
C^T \\
(CA)^T \\
\vdots \\
(CA^{l-1})^T
\end{bmatrix}^T,
\]

has full row-rank. Note that if Assumption \([7]\) holds, then \(l \leq n\).

A few comments are in order. First, Assumption \([1]\) is without loss of generality, as from an input-output perspective we are not concerned with the non-controllable and non-observable subsystems. Therefore, it is equivalent to assume that \((A, B, C)\) are the matrices associated with the controllable and observable parts of the LTI system. Second, in Assumption \([2]\) the historical data are needed to construct a non-parametric system representation, and the recent data are exploited to define a cost function that accurately reflects the system initial state \(x(0) \in \mathbb{R}^n\). Third, in Assumption \([3]\) we assume that the observed data are noiseless so that we construct a non-parametric optimal control problem equivalent to (12). In the next section, we will deal with historical and recent trajectories that are indeed corrupted by noise.
Theorem 1 (Behavioral IOP). Consider the unknown LTI system (1) and let Assumptions 14 hold. Let \((G, g)\) be any couple of solutions to the linear system of equations

\[
\begin{bmatrix}
U_p \\
Y_p \\
U_f
\end{bmatrix}
\begin{bmatrix}
G \\
g
\end{bmatrix}
= \begin{bmatrix}
0_{mT_{ini} \times m} \\
0_{pT_{ini} \times m} \\
\text{col}(I_m, 0_{m(N-1) \times m})
\end{bmatrix}
\begin{bmatrix}
u_p^0_{[0,T_{ini}-1]} \\
y_p^f_{[0,T_{ini}-1]} \\
0_{mN \times 1}
\end{bmatrix},
\]

where \([U_p \ U_f] = \mathcal{H}_{T_{ini}+N}(u^b_{[0,T-1]})\) and \([Y_p \ Y_f] = \mathcal{H}_{T_{ini}+N}(y^b_{[0,T-1]}).\) Then, the optimization problem (12) is equivalent to

\[
\min_{\Phi_{uu}, \Phi_{uy}, \Phi_{uy}, \Phi_{yu}, \Phi_{yu}} \left\| \begin{bmatrix}
[I-Y_fG] & \Phi_{yy} & \Phi_{yu} \\
\Phi_{uy} & \Phi_{uu}
\end{bmatrix}
\begin{bmatrix}
\Sigma_{\nu}^{\frac{1}{2}} \\
0 \\
\Sigma_{w}^{\frac{1}{2}}
\end{bmatrix}
\begin{bmatrix}
Y_f g

\end{bmatrix}
\right\|_F^2
\]

subject to

\[
\begin{bmatrix}
[I-Y_fG] & \Phi_{yy} & \Phi_{yu} \\
\Phi_{uy} & \Phi_{uu}
\end{bmatrix}
\begin{bmatrix}
\Sigma_{\nu}^{\frac{1}{2}} \\
0 \\
\Sigma_{w}^{\frac{1}{2}}
\end{bmatrix}
= \begin{bmatrix}
0 \\
I
\end{bmatrix},
\]

\[
\Phi_{uy}, \Phi_{uy}, \Phi_{yu}, \Phi_{uu}
\]

have causal sparsities,

\[
(15)
\]

\[
(16)
\]

\[
(17)
\]

\[
(18)
\]

Proof. In problem (12), the system parameters \((A, B, C, x(0))\) appear through the terms \(G = CP_B\) in the constraints and \(CP_A x(0)\) in the cost. It is therefore sufficient to show that we are able to substitute both elements with data as per the theorem statement.

Let \(G\) be any solution (14). By rearranging the terms, each column of \(G\) can be thought as a solution to (13) associated with a zero initial condition and a unitary input \(e_i \in \mathbb{R}^m\). Since the hypotheses of Lemma 1 are satisfied for \(L = T_{ini} + N\), similar to Proposition 11 of [34] we deduce that \(Y_f G\) is the system impulse response matrix, independent of the solution \(G\). Therefore, we can equivalently substitute \(G = Y_f G\) in the constraints (9)-(10) of problem (12). Finally, note that \(Y_f g\) corresponds to the trajectory starting at \(x(0)\) (as implicitly defined by the recent trajectory \(y_{[-T_{ini},-1]}\) and \(u_{[-T_{ini},-1]}\)) when applying a zero input (14). Therefore, it corresponds to the true free response starting from \(x(0)\).

For any solution \(G\) of the behavioral impulse response representation (14), the affine constraints (9)-(11) describe all the achievable closed-loop responses for the unknown model and the corresponding controller \(K\). Also, for any solution \(g\) of (14), the term \(Y_f g\) represents the true free response of the system. As a result, the achieved optimal controller \(K^*\) and optimal cost \(J^*\) are independent of the chosen solution \((G, g)\) for (14). We have thus characterized a data-driven version of the IOP. Theorem 1 further shows that, by exploiting the BIOP, it is straightforward to cast the LQG problem as a strongly convex program.

Remark 3. To use the language of [15], [17], [20], the proposed BIOP formulation belongs to the class of indirect, non-parametric data-driven controller synthesis methods enabled by behavioral theory. Indeed, the optimal feedback controller is computed in two phases, hence the adjective indirect. First, an impulse response matrix is obtained as part of an implicit identification step based on Willems’s fundamental lemma. Second, an optimal control problem is cast and solved by replacing the impulse and free responses with a suitable linear combinations of historical input-output trajectories. The works in [18], [22], propose an alternative direct approach where a single, high-dimensional optimization problem is solved; the decision variables are the weights to be assigned to the different columns of the data Hankel matrix rather than the system closed-loop responses.

A thorough analysis of the advantages and disadvantages inherent to direct or indirect behavioral approaches is a topic of ongoing research in the field. Here, we note a few initial points. First, the proposed indirect BIOP can directly encapsulate recent results on statistically optimal non-parametric estimation of an impulse response matrix [20], [21], [23]. Second, [15] involves a number of decision variables that only scales with \(N, m, p\), while in the cost of a direct method the decision variables involved in the control cost would also scale with \(T\). Last, we notice that a direct BIOP formulation can most likely be obtained by adapting, for instance, the results of Section VI in [18]; we leave this topic for future work.

Remark 4. While other parametrizations equivalent to the IOP exist, including the System Level Parametrization (SLP) [31], and other mixed parametrizations (see [22] for a survey), the IOP may be particularly well-suited for an output-feedback data-driven setup. Indeed, the SLP and the mixed parametrizations in [22] all explicitly involve state-space parameters in the constraints. By solely using input-output trajectories, the state-space parameters can only be recovered up to an unknown change of variables [35], which may be problematic for defining an initial state and noise variances in the LQG cost. Instead, the BIOP is uniquely defined from data, as it only depends on the impulse response matrix without resorting to an internal state representation.
IV. ROBUST BIOP WITH NOISE-CORRUPTED DATA

The linear system \( (14) \) is highly underdetermined when the historical trajectory is very long and noiseless. In particular, any solution \((G, g)\) to \((14)\) gives an exact impulse response matrix and free trajectory of the system. In practice, however, the historical and recent data are corrupted by noise. According to the system equations (1)–(2), we can assume historical and recent data are corrupted by noise. Hence, the matrix on the left-hand-side of \((14)\) becomes full row-rank almost surely and \((14)\) can only yield an approximated impulse response matrix and free response. This issue is well-known in the behavioral theory literature, and several promising solutions have recently been proposed \([15], [16], [18], [21], [23]\). We briefly review some of them.

Letting \( \hat{U}_p, \hat{Y}_p, \hat{U}_f, \hat{Y}_f \) denote the matrices built upon noisy historical data, a simple idea is to choose \( G \) and \( g \) as
\[
G = G_{LS} = \begin{bmatrix} \hat{U}_p \\ \hat{Y}_p \\ \hat{U}_f \end{bmatrix}^+ \begin{bmatrix} 0_{mT_{ini} \times m} \\ 0_{pT_{ini} \times m} \\ \text{col}(I_m, 0_{m(N-1) \times m}) \end{bmatrix}, \quad g = g_{LS} = \begin{bmatrix} \hat{U}_p \\ \hat{Y}_p \\ \hat{U}_f \end{bmatrix}^+ \begin{bmatrix} u^r_{[0,T_{ini}-1]} \\ Y^r_{[0,T_{ini}-1]} \\ 0_{mN \times 1} \end{bmatrix}.
\]

The least-square solutions \( G_{LS} \) and \( g_{LS} \) satisfy \((14)\) with noisy data and are such that \( \|G\|_2 \) and \( \|g\|_2 \) are minimized. While being simple to compute, the least-squares predictor comes without strong statistical guarantees and, for the case of the impulse response matrix, it is biased in general due to the finite-impulse-response truncation error; we refer the interested reader to \([26], [56]\). A data-based Kalman filter based solution to reduce the effect of noise is proposed in \([23]\). Another approach is to minimize a scalar functional \( f(\cdot) \) that penalizes the residuals \( \Xi_y = (Y_p - \hat{Y}_p)G \) and \( \xi_y = (Y_p - \hat{Y}_p)g \) \([16]\). A choice that reflects the maximum-likelihood interpretation of total least squares is proposed in \([21]\) and consists in solving the optimization problems
\[
G_{ML} = \arg\min_G - \log \left[ p \left( \Xi_y \mid G, Y_f \right) \right] \quad \text{subject to} \quad \hat{U}_p \hat{Y}_f = \begin{bmatrix} 0_{mT_{ini} \times m} \\ \text{col}(I_m, 0_{m(N-1) \times m}) \end{bmatrix}, \quad g_{ML} = \arg\min_g - \log \left[ p \left( \xi_y \mid y_f g \right) \right] \quad \text{subject to} \quad \hat{U}_p \hat{Y}_f = \begin{bmatrix} u^r_{[0,T_{ini}-1]} \\ 0_{mN \times 1} \end{bmatrix}.
\]

While the above problems are nonconvex, an iterative procedure to obtain an approximate solution is proposed in \([21]\). A further refinement of the technique applied to impulse response identification is established in \([20]\) through optimal input design.

Based on the above discussion, denote the estimated impulse and free responses as \( \hat{G} \) and \( \hat{y}_{free} \) respectively. Independent of the chosen estimator for \((G, g)\) in the presence of noise, we will have that
\[
E[\hat{G}] = M_G, \quad \text{Var}(\text{vec}(\hat{G})) = \Sigma_G,
\]
\[
E[\hat{y}_{free}] = \mu_y, \quad \text{Var}(\hat{y}_{free}) = \Sigma_y,
\]
where \( M_G = G \) and \( \mu_y = y_{free} \) if and only if the estimators are unbiased, and where \( \Sigma_G, \Sigma_y \) are “small” in an appropriate sense. We thus work under the assumption that, with high-probability, the errors \( \|G - \hat{G}\|_2 \) and \( \|y_{free} - \hat{y}_{free}\|_2 \) are small; the better the predictor (i.e., smaller bias and variance), the smaller the errors. Motivated as above, we abstract from the particular identification scheme and formalize the following assumption.

**Assumption 5.** There exist \( \epsilon_G > 0 \) and \( \epsilon_0 > 0 \) such that, for any sequence of noisy historical and recent data, with high probability
\[
\|G - \hat{G}\|_2 = \|\Delta\|_2 \leq \epsilon_G, \quad \|y_{free} - \hat{y}_{free}\|_2 = \|\delta_0\|_2 \leq \epsilon_0.
\]
We denote \( \epsilon = \max(\epsilon_G, \epsilon_0) \).

After condensing the effect of noise into a single error parameter \( \epsilon > 0 \), we are ready to leverage and adapt the analysis technique recently suggested in \([6]\) for infinite-horizon LQG, which follows the philosophy first introduced in \([3]\) for LQR. As we will show, this allows to quantify the performance degradation due to noise-corrupted data in behavioral models with respect to LQG. The first step is to construct a robust version of \((15)\) that is defined in terms of the available noisy historical data. The proof of Proposition \([3]\) is reported in the Appendix. For simplicity, but without loss of generality, we assume that \( L, R, \Sigma_w, \Sigma_v \) are identity matrices with appropriate dimensions.
Proposition 3. Assume that historical and recent data are affected by noise. Let \( \hat{G}, \hat{y}_{\text{free}} \) be estimators of \( G, y_{\text{free}} \), respectively, such that Assumption 5 holds with \( \epsilon > 0 \). Consider the following model-based worst-case robust optimal control problem:

\[
\begin{align*}
\min_{K} \quad & J(G, K) = \sqrt{E_{w,v} \left[ y_{(0,N-1)}^T y_{(0,N-1)} + u_{(0,N-1)}^T u_{(0,N-1)} \right]} \\
\text{subject to} \quad & x_{(0,N-1)} = P_A(\cdot, 0)x(0) + P_B u_{(0,N-1)}, \quad y_{(0,N-1)} = Cx_{(0,N-1)} + v_{(0,N-1)}, \\
& u_{(0,N-1)} = Ky_{(0,N-1)} + w_{(0,N-1)}.
\end{align*}
\]

Then, problem (20) is equivalent to

\[
\begin{align*}
\min_{\phi} \quad & J(G, K) = \left\| \Phi_{yy}(I - \Delta \Phi_{yy})^{-1} \Phi_{yu}(I - \Delta \Phi_{yu})^{-1}(\hat{G} + \Delta) \left[ \begin{array}{c} I \\ \Phi_{uu} \end{array} \right] \right\|_F \\
\text{subject to} \quad & \left[ I \quad -\hat{G} \right] \left[ \begin{array}{c} \hat{\Phi}_{yy} \\ \hat{\Phi}_{yu} \\ \hat{\Phi}_{uu} \end{array} \right] = \left[ I \right], \\
& \left[ \begin{array}{c} \hat{\Phi}_{yy} \\ \hat{\Phi}_{yu} \\ \hat{\Phi}_{uu} \end{array} \right] \left[ -\hat{G} \right] = \left[ 0 \right], \\
& \hat{\Phi}_{yy}, \hat{\Phi}_{yu}, \hat{\Phi}_{uu} \text{ have causal sparsities}.
\end{align*}
\]

The robust problem in Proposition 3 is highly non-convex. We therefore proceed with deriving a quasi-convex upperbound to \( J(G, K) \) to be used for controller synthesis and suboptimality analysis.

A. A tractable robust BIOP formulation

The following lemma serves as the basis to derive a tractable formulation of (21). Its rather lengthy technical proof is reported in the Appendix.

Lemma 2. Let \( \epsilon = \max(\epsilon_G, \epsilon_0) \) and assume \( \epsilon \left\| \hat{\Phi}_{yy} \right\|_2 < 1 \). Further assume that \( \left\| \hat{\Phi}_{yy} \right\|_2 \leq \alpha \) for \( \alpha > 0 \). Then, we have

\[
J(G, K) \leq \frac{1}{1 - \epsilon \left\| \hat{\Phi}_{yy} \right\|_2} \left\| \left[ \begin{array}{c} \sqrt{1 + h(\epsilon, \alpha, \hat{G}) + h(\epsilon, \alpha, \hat{y}_{\text{free}})} \hat{\Phi}_{yy} \\ \sqrt{1 + h(\epsilon, \alpha, \hat{y}_{\text{free}})} \hat{\Phi}_{yu} \\ \hat{\Phi}_{uu} \hat{\Phi}_{yu} \hat{\Phi}_{uu} \hat{y}_{\text{free}} \end{array} \right] \right\|_F
\]

where

\[
h(\epsilon, \alpha, Y) = \epsilon^2(2 + \alpha \left\| Y \right\|_2)^2 + 2\epsilon \left\| Y \right\|_2 (2 + \alpha \left\| Y \right\|_2).
\]

Exploiting the reformulation idea first introduced in [37] and utilized for analysis in [6], we are now ready to establish a quasi-convex reformulation of problem (21).

Theorem 2. Given estimation errors \( \epsilon_G, \epsilon_0 \) with \( \epsilon = \max(\epsilon_G, \epsilon_0) \), and for any \( \alpha > 0 \), the minimal cost of problem (20) is upper bounded by the minimal cost of the following quasi-convex program:

\[
\begin{align*}
\min_{\gamma \in [0, 1]} \quad & \frac{1}{1 - \epsilon \gamma} \left\| \left[ \begin{array}{c} \sqrt{1 + h(\epsilon, \alpha, \hat{G}) + h(\epsilon, \alpha, \hat{y}_{\text{free}})} \hat{\Phi}_{yy} \\ \sqrt{1 + h(\epsilon, \alpha, \hat{y}_{\text{free}})} \hat{\Phi}_{yu} \\ \hat{\Phi}_{uu} \hat{\Phi}_{yu} \hat{\Phi}_{uu} \hat{y}_{\text{free}} \end{array} \right] \right\|_F \\
\text{subject to} \quad & \left[ I \quad -\hat{G} \right] \left[ \begin{array}{c} \hat{\Phi}_{yy} \\ \hat{\Phi}_{yu} \\ \hat{\Phi}_{uu} \end{array} \right] = \left[ I \right], \\
& \left[ \begin{array}{c} \hat{\Phi}_{yy} \\ \hat{\Phi}_{yu} \\ \hat{\Phi}_{uu} \end{array} \right] \left[ -\hat{G} \right] = \left[ 0 \right], \\
& \hat{\Phi}_{yy}, \hat{\Phi}_{yu}, \hat{\Phi}_{uu} \text{ have causal sparsities}, \\
& \left\| \hat{\Phi}_{uu} \right\|_2 \leq \min(\gamma, \alpha).
\end{align*}
\]

Proof. See Theorem 3.2 in [6].

First, notice that the inner minimization problem in (23) is strongly convex for a fixed \( \gamma \), and that the outer function \( (1 - \epsilon \gamma)^{-1} \) is monotonically increasing in \( \gamma \). Hence, it is well-known that the overall program can be efficiently solved by golden search on \( \gamma \) and solving the corresponding instances of the inner program. Second, we explicitly take into account the effect of an unknown and noisy initial state \( x(0) \in \mathbb{R}^n \) through the parameter \( \hat{y}_{\text{free}} \). Assuming \( x(0) = 0 \) as per [24] may not be realistic for practical purposes, as the user initially lets the system free to evolve in order to harvest data. Furthermore, the following analysis will show that, for finite-horizon control problems, the suboptimality strongly depends on \( x(0) \in \mathbb{R}^n \) as a function...
of $\|y_{\text{free}}\|_2^2$. Last, we note that the constraint on $\|\hat{\Phi}_{uy}\|_2$ is the main source of suboptimality with respect to the true LQG problem (12); as pointed out in [3, 6, 24], this additional constraint enforces stronger disturbance rejection properties, for which we have to pay in terms of performance. We are now ready to quantify the suboptimality of (23) with respect to (12).

V. SUBOPTIMALITY ANALYSIS

In this section, we denote as $K^*, \Phi^*$ the optimal controller and corresponding closed-loop responses for the real LQG problem (12). Furthermore, we denote as $\hat{K}^*, \hat{\Phi}^*$ the optimal controller and corresponding closed-loop responses for the quasi-convex program (23) and let $J^* = J(G, K^*)$ and $\hat{J} = J(G, \hat{K}^*)$.

In this section, inspired by the analysis in [6], we show that if $\epsilon < \frac{1}{5\|\Phi^*_{uy}\|_2}$ and that $\epsilon$ is small enough to guarantee $\epsilon \|\Phi^*_{uy}\|_2 < \frac{1}{2}$. The bound also grows quadratically with the norm of the true impulse and free responses, which implies that an unstable system will be difficult to control for a long horizon. Note that it is appropriate to choose $\alpha$ not too large, and specifically $\alpha \leq 5 \|\Phi^*_{uy}\|_2 < \frac{1}{2}$ in order for the scaling of $h(\epsilon, \alpha, \hat{G})$ in terms of $\epsilon$ to not dominate over $h(\epsilon, \|\Phi^*_{uy}\|_2, G)$. Our rate in terms of $\epsilon$ matches that of [3, 6], which are valid in infinite-horizon. In spite of the additional challenges of considering a noisy unknown initial state $x(0) \in \mathbb{R}^n$ and noisy output-feedback, our rate also matches the one achieved with the approach of [24] valid for $x(0) = 0$ and noisy state-feedback.

Remark 5 (Sample complexity). In related work, e.g. [3], [6], [27], the authors more precisely quantify $\epsilon$ and the probability of the estimate to be within the corresponding norm error interval as a function of the noise statistics and the real system parameters, leading to an end-to-end sample complexity analysis. This is achieved by focusing on a specific estimation technique (i.e. least squares in [3, 6] and column averaging in [24]) and the corresponding non-asymptotic norm error bounds [26], [28]. We expect that analogous results can be derived for the least-square choice $(G, g) = (G_{\text{LS}}, g_{\text{LS}})$. However, in this work we wished to focus on the potential generality of the proposed BIOP, i.e., the fact that the approximation of the impulse and free responses is not bound to a specific estimation technique. Hence, here we have limited ourselves to deriving a suboptimality bound as a function of $\epsilon$, and will not further characterize $\epsilon$ and the success probability, as both are dependent on the chosen estimation technique.
VI. Numerical Experiments

In this section we present our numerical results. For solving optimization problems we used MOSEK [39], called through MATLAB via YALMIP [40] on a standard laptop computer. Our goals are 1) to verify the noiseless BIOP formulation in Theorem 1 and 2) to validate the suboptimality analysis of Theorem 3 in the presence of noise-corrupted data. In the experiments, we considered the LTI system characterized by the matrices

\[
A = \rho \begin{bmatrix} 0.7 & 0.2 & 0 \\ 0.3 & 0.7 & -0.1 \\ 0 & -0.2 & 0.8 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0.2 \\ 2 & 0.3 \\ 1.5 & 0.5 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0.7 \\ 1 & 0.2 \\ 1 & 0.4 \end{bmatrix} \quad \text{and} \quad D = 0.
\]

It can be verified that the value \( \rho > 0 \) corresponds to the spectral radius of \( A \). The cost function is given by \( (3) \), where \( N = 11 \) and the cost weights are chosen as \( L(t) = I_p \) and \( R(t) = I_m \) for every \( t = 0, \ldots, 10 \). The average in \( (5) \) is taken over future input/output noise with variances \( \Sigma_w = I_m \) and \( \Sigma_v = I_m \). Assuming an initial state \( x(0) = [1 \quad -1 \quad 0.5]^T \) and \( \rho = 0.99 \), the optimal controller \( K^* \) can be found by solving the model-based optimization problem \( (12) \), and the corresponding optimal cost is \( J^* = 17.2157 \).

Hereafter, we assume that the system parameters \( A, B, C \) and \( x(0) \) are completely unknown. Instead, the following data are available: 1) a historical system trajectory \( \{y_h^0, u_h^0, u_p^0\} \), with \( y_h^0 \subseteq y_{[0,T_i]} \) and \( u_p^0 \subseteq u_{[0, T]} \) where \( T = 200 \) and \( T_h = 249 \), and 2) a recent system trajectory \( \{y^r, u^r, u^m\} \), with \( y^r, u^r, u^m \subseteq y_{[0,T_{ini}]} \) and \( T_{ini} = 30 \). When the collected data are noiseless, one can compute a solution \((G, \Phi^r)\) to \( (11) \), for instance by using \( (19) \), and solve the optimization problem \( (15) \) to find the optimal closed-loop responses. In this case, the solution \((\Phi^r, \Phi_{uy}, \Phi_{yu}, \Phi_{uu})\) yields the optimal closed-loop control policy \( K^* = \Phi_{uy}(\Phi_{yy})^{-1} \) and the same optimal cost \( J^* = 17.2157 \) obtained before, as predicted by Theorem 1.

We now focus on the case where the historical and recent data are affected by noise with zero mean and variances \( \Sigma_w = \sigma I_m \), \( \Sigma_v = \Sigma_h = \sigma I_p \). We analyze performance degradation for increasing values of \( \sigma \). First, we note that solving \( (15) \) with noisy data yields unsatisfactory results; indeed, the problem is often infeasible due to an incoherent estimation of \( G \). Next, we consider the robust formulation of Theorem 2.

In order to quantify the estimation error level \( \epsilon \) to be used in \( (21) \), one can employ a standard bootstrapping methodology [41]. In essence, this approach consists in running experiments to obtain many different new estimates \((G', \hat{y}_{free}^r)\) using trajectories generated by an initial estimated system \( G \), and selecting \( \epsilon \) to be an appropriately high percentile - say the 90-th percentile - of the maximum between \( \|\hat{G}' - G\|_2 \) and \( \|\hat{y}_{free}' - \hat{y}_{free}\|_2 \). The corresponding \( \epsilon \) is then such that \( \|\hat{G}' - G\|_2 \leq \epsilon \) with a probability of approximately 0.9. The hyper-parameter \( \alpha \) can be tuned manually until satisfactory results are obtained and \( \alpha < \epsilon^{-1} \) is verified.

![Fig. 2: Bootstrapped estimation error as a function of the noise level (on the left). Corresponding suboptimality gap for increasing values of the spectral radius \( \rho \) of matrix \( A \) (on the right).](image-url)
In Figure 2, we report the suboptimality gap one incurs by applying the controller $\hat{K}^*$ that solves the robust BIOP (21). Specifically, for each choice of the spectral radius $\rho = 0.4, 0.5, \ldots, 0.9, 0.99$, we consider increasing levels of the variance $\sigma^2$ of the noise that corrupts the historical and recent data. We first plot the corresponding estimation errors $\epsilon$ obtained through bootstrapping in the left part of Figure 2. While observing that the bootstrapped $\epsilon$ grows almost linearly with $\sigma$ for any fixed $\rho$, we highlight that a formal analysis of this relationship is beyond the scope of this paper. We then plot the suboptimality gap $\frac{\hat{J}^\star - J}{\hat{J}^\star}$ as a function of $\epsilon$ in the right part of Figure 2. It can be observed that, as predicted by Theorem 3, 1) the gap converges to 0 when $\epsilon$ converges to 0, and 2) for similar values of $\epsilon$, the gap grows faster than linearly with the spectral radius $\rho$. We finally observe that, in theory, the BIOP and robust BIOP formulations in finite-horizon are valid for unstable systems with $\rho > 1$. However, in practice, it is inherently challenging to collect trajectories of an unstable system, as the values to be plugged into the corresponding numerical programs will become too large to be handled by numerical solvers. For unstable systems in a data-driven scenario, it is common to assume knowledge of a pre-stabilizing controller [6], [7].

## VII. Conclusions

We have proposed the BIOP, a method for the design of optimal output-feedback controllers which directly embeds historical input-output trajectories in its formulation. When these historical data are noiseless, the BIOP is equivalent to the standard IOP and recovers an optimal LQG controller. Furthermore, the developed framework is readily compatible with state-of-the-art behavioral estimation and prediction techniques, e.g. [16], [20], [23]. By exploiting recently developed analysis techniques, the suboptimality of the obtained solution is quantified and compared with the nominal LQG solution. Furthermore, the developed framework is readily compatible with state-of-the-art behavioral estimation and prediction techniques, e.g. [16], [20], [23].

Our results are intended as a first step towards quantifying the effect of noise-corrupted data when using behavioral models for complex data-driven prediction and control tasks. Envisioned future work includes developing a direct counterpart of the proposed BIOP, deriving the sample-complexity for new state-of-the-art estimation methods, adding safety constraints on inputs and outputs, extending to receding horizon scenarios and addressing distributed control tasks.

## Appendix

### A. Proof of Proposition 7

For the first statement, notice that the controller $K$ achieves the closed-loop responses [7]. Now select $(\Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu})$ as

$$
\begin{bmatrix}
\Phi_{yy} & \Phi_{yu} \\
\Phi_{uy} & \Phi_{uu}
\end{bmatrix} = \begin{bmatrix}
(I - GK)^{-1} & (I - GK)^{-1}G \\
K(I - GK)^{-1} & (I - KG)^{-1}
\end{bmatrix}
$$

Clearly, $K = \Phi_{uy} \Phi_{yy}^{-1}$, and by plugging the corresponding expressions in (20)-[11], we verify that (20)-[11] are satisfied.

For the second statement, it is easy to notice $K$ is causal by construction because $\Phi_{uy}$ and $\Phi_{yy}$ are block lower-triangular. Consider now the equation $\Phi_{yy} = (I - GK)^{-1}$ corresponding to the upper-left block of (25). By selecting the controller $K = \Phi_{uy} \Phi_{yy}^{-1}$ one has

$$
(I - G\Phi_{uy} \Phi_{yy}^{-1})^{-1} = (I - G\Phi_{uy}(I + G\Phi_{uy})^{-1})^{-1}
= ((I + G\Phi_{uy} - G\Phi_{uy})(I + G\Phi_{uy})^{-1})^{-1}
= I + G\Phi_{uy} = \Phi_{yy},
$$

which shows that $\Phi_{yy}$ is the closed-loop response from $v_{[0, N-1]} + \text{CP}_A(:, 0)x(0)$ to $y_{[0, N-1]}$ as per [7]. Similar computations for the remaining closed-loop responses complete the proof.

### B. Proof of Proposition 2

Let $\delta_y = v_{[0, N-1]} + \text{CP}_A(:, 0)x(0)$ and $\delta_u = w_{[0, N-1]}$. From linearity of the expectation operator it follows that

$$
J(\Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu}) = \mathbb{E}_{\delta_y, \delta_u}[y^TLy + u^TRu]
= \mathbb{E}[L^2\delta_y \Phi_{yy}^T \delta_y] + \mathbb{E}[L^2\delta_y \Phi_{yu} \delta_u \delta_y L^2] + \mathbb{E}[R^2\delta_y \Phi_{uy}^T \delta_y \delta_y R^2] + \mathbb{E}[R^2\delta_y \Phi_{uu} \delta_u \delta_y R^2]
= L^2\mathbb{E}[\delta_y \Phi_{yy}^T \delta_y] + L^2\mathbb{E}[\delta_y \Phi_{yu} \delta_u \delta_y] + R^2\mathbb{E}[\delta_y \Phi_{uy}^T \delta_y \delta_y] + R^2\mathbb{E}[\delta_y \Phi_{uu} \delta_u \delta_y] R^2.
$$

Focusing, for example, on the first addend we have

$$
L^2\mathbb{E}[\delta_y \Phi_{yy}^T \delta_y] = L^2 \left[ \text{Tr}(\Phi_{yy}^T \Sigma_u) + (\text{CP}_A(:, 0)x(0))^T \Phi_{yy}^T \Phi_{yy} \text{CP}_A(:, 0)x(0)) \right] L^2
= L^2 \left[ \Phi_{yy} \Sigma_u^2 \right]_F L^2 + L^2 \left[ \Phi_{yy} \text{CP}_A(:, 0)x(0) \right]_F L^2
= L^2 \left[ \Phi_{yy} \Sigma_u^2 \right]_F L^2 + L^2 \left[ \Phi_{yy} \text{CP}_A(:, 0)x(0) \right]_F L^2.
$$


where the first equality follows from $\mathbb{E}_x(x^T M x) = \text{Tr}(M \Sigma_x) + \mu_x^T M \mu_x$, where $\Sigma_x$ and $\mu_x$ are the variance and average value of the random variable $x$ respectively, while the third equality uses the fact that for vectors $x \in \mathbb{R}^n$ we have $\|x\|_2 = \|x\|_F$. Similar computations hold for the remaining terms of (26). In total, since $\delta_u$ has zero mean, the cost is made up of six addends. Since they are all convex functions of $([\Phi_{yy}, \Phi_{yu}, \Phi_{uy}, \Phi_{uu}], \mathbb{R}^2 \|\Phi_{uy}\|_{F}^2 \Sigma_{\hat{F}}^2$) is strongly convex, then $J(\cdot)$ is strongly convex and admits a unique global optimum. By using the property that

$$\|M\|_F^2 + \|N\|_F^2 = \left\|\begin{bmatrix} M & N \end{bmatrix}\right\|_F^2,$$

we can rewrite the six addends of the cost compactly as the squared Frobenius norm of the $2 \times 3$ block-matrix in (12).

C. Proof of Proposition 3

First, we verify by direct inspection that for any $K$, the parameters

$$\hat{\Phi} = \begin{bmatrix} (I - GK)^{-1} & (I - GK)^{-1}G \\ \Phi(I - GK)^{-1} & (I - KG)^{-1} \end{bmatrix}$$

satisfy the constraints of (21) and are such that $K = \Phi_{uy} \hat{\Phi}_{yy}^{-1}$. Therefore, every controller $K$ is parametrized in problem (21), irrespective of $G$.

We know that for any $K$, the cost $J(G, K)$ is equivalent to

$$\left\|\begin{bmatrix} (I - GK)^{-1} & (I - GK)^{-1}G \\ \Phi(I - GK)^{-1} & (I - KG)^{-1} \end{bmatrix} I 0 & CP_A(:, 0) x(0) \right\|_F,$$

(27)

Now, we notice that $G = \hat{G} + \Delta$, $y_{free} = \hat{y}_{free} + \delta_0$ and substitute into (27). We obtain:

$$\Phi_{yy} = (I - GK)^{-1} = (I - (\hat{G} + \Delta) \Phi_{yy})^{-1} = (I - \hat{G} \Phi_{yy} - \Delta \Phi_{uy} \Phi_{yy})^{-1} = \hat{\Phi}_{yy} (I - \Delta \hat{\Phi}_{uy})^{-1},$$

$$\Phi_{yu} = (I - GK)^{-1} G = \Phi_{yu} G = \hat{\Phi}_{yu} (I - \Delta \hat{\Phi}_{uy})^{-1} (\hat{G} + \Delta),$$

$$\Phi_{uy} = K(I - GK)^{-1} = K \Phi_{yu} = \hat{\Phi}_{uy} \Phi_{yy} (I - \Delta \hat{\Phi}_{uy})^{-1} = \hat{\Phi}_{uy} (I - \Delta \hat{\Phi}_{uy})^{-1},$$

$$\Phi_{uu} = (I - KG)^{-1} = K(I - GK)^{-1} \Phi_{uu} (I - \Delta \hat{\Phi}_{uy})^{-1} (\hat{G} + \Delta) + I$$

$$= \left(I - \hat{\Phi}_{uy} \Delta \right)^{-1} \Phi_{uy} (\hat{G} + \Delta) + I = \left(I - \Phi_{uy} \Delta \right)^{-1} (\Phi_{uy} \hat{G} + \Phi_{uy} \Delta + \Phi_{uy} \Delta)$$

$$= \left(I - \Phi_{uy} \Delta \right)^{-1} (\Phi_{uy} \hat{G} + I) = \left(I - \Phi_{uy} \Delta \right)^{-1} \Phi_{uu}.$$

This concludes the proof.

D. Proof of Lemma 2

The objective function in Proposition 3 can be written as

$$J(G, K) = \left\|\begin{bmatrix} \Phi_{yy}(I - \Delta \hat{\Phi}_{uy})^{-1} & \Phi_{yu}(I - \Delta \hat{\Phi}_{uy})^{-1} \hat{G} + \Delta \\ \Phi_{uy}(I - \Delta \hat{\Phi}_{uy})^{-1} & \Phi_{uu}(I - \Delta \hat{\Phi}_{uy})^{-1} \hat{y}_{free} + \delta_0 \end{bmatrix}\right\|_F,$$

or, equivalently, as the square-root of the sum of the square of the Frobenius norms of each of its six blocks. For the upper-left block, we have

$$\|\Phi_{yy}(I - \Delta \hat{\Phi}_{uy})^{-1}\|_F \leq \|\Phi_{yy}\|_F \left\|\sum_{k=0}^{\infty} (\Delta \hat{\Phi}_{uy})^k\right\|_2 \leq \|\Phi_{yy}\|_F \left\|\sum_{k=0}^{\infty} (\epsilon_G \Delta \hat{\Phi}_{uy})^k\right\|_2 \leq \|\Phi_{yy}\|_F \frac{1 - \epsilon_G \|\Phi_{uy}\|_2}{1 - \epsilon \|\Phi_{uy}\|_2},$$

where $\epsilon_G$ and $\epsilon$ are small positive constants.
where the convergence of the Neumann series follows from $\Delta$ and $\hat{\Phi}_{uy}$ having zero-entries diagonal blocks by construction. Similarly

$$||\hat{\Phi}_{uy}(I - \Delta \hat{\Phi}_{uy})^{-1}||_F \leq \frac{||\hat{\Phi}_{uy}||_F}{1 - \epsilon||\Phi_{uy}\hat{y}_{free}||_2},$$

$$||(I - \hat{\Phi}_{uy}\Delta)^{-1}\hat{\Phi}_{uu}||_F \leq \frac{||\hat{\Phi}_{uu}||_F}{1 - \epsilon||\Phi_{uy}\hat{y}_{free}||_2}.$$

Next, we have

$$||\hat{\Phi}_{gy}(I - \Delta \hat{\Phi}_{uy})^{-1}(\hat{G} + \Delta)||_F \leq ||\hat{\Phi}_{gy}\hat{G}||_F + ||\Phi_{gy}\Delta||_F + \left(\sum_{k=1}^{\infty}(\Delta \hat{\Phi}_{uy})^k\right)(\hat{G} + \Delta)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\right)\r
E. Proof of Lemma \[3\]

First, it is easy to verify that $\Phi$ satisfies the affine constraints in (23); indeed, $\Phi$ is defined to be the closed-loop responses when we apply $K^*$ to the estimated plant $\hat{G}$. Then, since $\eta < \frac{1}{5}$, it is easy to verify that $\tilde{\gamma} \leq \epsilon^{-1}$. It remains to show that $\|\Phi_{uy}\|_2 \leq \min(\tilde{\gamma}, \alpha)$: it holds

$$\|\Phi_{uy}\|_2 = \|\Phi_{uy}(I + \Delta \Phi_{uy})^{-1}\|_2 \leq \frac{\|\Phi_{uy}\|_2}{1 - \epsilon \|\Phi_{uy}\|_2} \leq \sqrt{2} \frac{\|\Phi_{uy}\|_2}{1 - \epsilon \|\Phi_{uy}\|_2}$$

$$= \sqrt{2} \frac{\eta}{\epsilon(1 - \eta)} = \tilde{\gamma} \leq \alpha.$$

F. Proof of Theorem \[3\]

The key of the proof is to find a useful relationship between $J(G, \hat{K}^*)$ and $J(G, K^*)$, by exploiting the fact that we know a suboptimal solution to (23) by Lemma [3]. Using the assumption $\eta < \frac{1}{5}$ so that $\alpha \geq \frac{5\sqrt{2}}{4} \|\Phi_{uy}\|_2 \geq \frac{\sqrt{2} \|\Phi_{uy}\|_2}{1 - \eta} = \sqrt{2} \frac{\eta}{\epsilon(1 - \eta)} = \tilde{\gamma}$, we have

$$J(G, \hat{K}^*) \leq \frac{1}{1 - \epsilon \gamma^*} \left[ \left\| \frac{1}{\sqrt{1 + h(\epsilon, \alpha, \hat{G}) + h(\epsilon, \alpha, \tilde{\gamma}, \hat{G})} \Phi_{yy} + \frac{\Phi_{uy}}{\Phi_{yy}} \right\|_F^2 \right],$$

where $\gamma^*$ is optimal for (23), and the second inequality holds because $(\gamma^*, \hat{\Phi}^*)$ represents the optimal solution to (23) and $(\tilde{\gamma}, \Phi)$ is a suboptimal feasible solution of (23) by Lemma [3]. Using the definition of $\Phi$ from Lemma [3], we now relate the term

$$\tilde{C} = \left\| \left[ \frac{\Phi_{yy}}{\Phi_{uy}} \Phi_{yy} \right] \right\|_F^2 + \frac{\tilde{\gamma}}{\epsilon(1 - \eta)} \left\| \left[ \frac{\Phi_{yy}}{\Phi_{uy}} \right] \right\|_F^2,$$

to the optimal cost of problem (12). By defining

$$M = h(\epsilon, \alpha, \hat{G}) + h(\epsilon, \alpha, \tilde{\gamma}, \hat{G}) + h(\epsilon, \|\Phi_{uy}\|_2, \hat{G}) + h(\epsilon, \|\Phi_{uy}\|_2, \tilde{\gamma}, \hat{G}),$$

and

$$V = h(\epsilon, \alpha, \tilde{\gamma}, \hat{G}),$$

we derive

$$\tilde{C} \leq \frac{1}{1 - \epsilon \|\Phi_{uy}\|_2} \sqrt{J(G, \hat{K}^*)^2 + M \|\Phi_{yy}\|_F^2 + V \|\Phi_{uy}\|_F^2},$$

where the bound

$$(1 - \epsilon \|\Phi_{uy}\|_2)^2 \left\| \left[ \frac{\Phi_{yy}}{\Phi_{uy}} \Phi_{yy} \right] \right\|_F^2 \leq J(G, \hat{K}^*)^2 + h(\epsilon, \|\Phi_{uy}\|_2, \hat{G}) + h(\epsilon, \|\Phi_{uy}\|_2, \tilde{\gamma}, \hat{G}) \|\Phi_{yy}\|_F^2$$

$$+ h(\epsilon, \|\Phi_{uy}\|_2, \tilde{\gamma}, \hat{G}) \|\Phi_{yy}\|_F^2,$$

is derived in the same way as in Lemma [3] by using the expressions in Lemma [3].

Thus, we have established the chain of inequalities

$$J(G, \hat{K}^*) \leq \frac{1}{1 - \epsilon \gamma^*} \tilde{C} \leq \frac{1}{1 - \epsilon \gamma^*} \frac{1}{1 - \epsilon \|\Phi_{uy}\|_2} \sqrt{J(G, \hat{K}^*)^2 + M \|\Phi_{yy}\|_F^2 + V \|\Phi_{uy}\|_F^2}.$$

Taking the squares, recalling that $\eta < \frac{1}{5}$, and using the fact that if $M, V > 0$, then

$$Ma^2 + Vb^2 \leq (M + V)(a^2 + b^2),$$
we derive

\[
\frac{J(G, \hat{K})^2 - J(G, K^*)^2}{J(G, K^*)^2} \leq \left( \frac{1}{1 - \epsilon (\|\Phi_{uy}\|^2 + \|\Phi_{uy}\|^2)} \right) \left( \frac{M \|\Phi_{uy}\|^2 + V \|\Phi_{uy}\|^2}{J(G, K^*)^2} \right) - 1
\]

\[
\leq \eta \left( \frac{2(1 + \sqrt{2}) - (1 + \sqrt{2})\eta}{(1 - (1 + \sqrt{2})\eta)^2} \right) + \frac{M \|\Phi_{uy}\|^2 + V \|\Phi_{uy}\|^2}{J(G, K^*)^2(1 - (1 + \sqrt{2})\eta)^2}
\]

\[
\leq \frac{M + V}{(1 - (1 + \sqrt{2})\eta)^2}
\]

\[
\leq 20\eta + 4(M + V).
\]

Last, we prove that \(20\eta + 4(M + V) = \mathcal{O} \left( \epsilon \|\Phi_{uy}\|^2 + \|\Phi_{uly}\|^2 \right)\). By considering the expressions of \(M\) and \(V\), using \(\alpha < \frac{1}{\sqrt{2}}\), \(\|\hat{G}\| \leq \|G\| + \epsilon\) and \(\|\hat{y}_{free}\| \leq \|y_{free}\| + \epsilon\), we deduce that:

\[
M = h(\epsilon, \alpha \hat{G}) + h(\epsilon, \|\Phi_{uy}\|^2, G) + h(\epsilon, \|\Phi_{uy}\|^2, \|y_{free}\|^2) \leq 2\epsilon^2(2 + 5 \|\Phi_{uy}\|^2) + 2\epsilon \|\Phi_{uy}\|^2 + \epsilon^2(2 + 5 \|\Phi_{uy}\|^2) \|y_{free}\|^2) + \mathcal{O}(\epsilon^2 \|\Phi_{uy}\|^2 (\|G\|^2 + \|y_{free}\|^2))
\]

and similarly \(V = \mathcal{O} \left( \epsilon \|\Phi_{uy}\|^2 + \|\Phi_{uly}\|^2 \right)\).

The result follows.
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