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Abstract

Users of interactive search dialogue systems specify their preferences with natural language utterances. However, a schema-driven system is limited to handling the preferences that correspond to the predefined database content. In this work, we present a methodology for extending a schema-driven interactive search dialogue system with the ability to handle unconstrained user preferences. Using unsupervised semantic similarity metrics and text snippets associated with the search items, the system identifies suitable items for the user’s unconstrained natural language query. In a crowd-sourced evaluation, the users were asked to chat with our extended restaurant search system. Based on objective metrics and subjective user ratings, we demonstrate the feasibility of using this unsupervised low latency approach to extend a schema-driven search dialogue system to handle unconstrained user preferences.

1 Introduction

We extend a schema-driven dialogue system with the ability to handle unconstrained user queries and to allow users to specify preferences flexibly as they would when using a search engine.

Interactive search dialogue systems, such as search for restaurants, hotels, trains, books, shows, venues, are task-oriented systems that provide a natural language interface for interactive search and information extraction. In these systems, a user typically starts by typing (or speaking) a search query. Next, the system’s policy chooses an optimal action, which may be either asking the user to provide additional information or presenting one or more search result options. Once the system presents an option, the user may provide another query, narrowing down or changing the search criteria, or ask a question about the presented option(s).

In a schema-guided approach to designing a dialogue interface (Rastogi et al., 2020a), a set of ‘informable’ and ‘requestable’ slots derived from the fields of the underlying database table (or schema), define the natural language interface capability. A user can specify the values of ‘informable’ fields as search criteria and ask questions to retrieve information stored in the ‘requestable’ fields. The schema-guided method simplifies authoring dialogue systems for new domains. With this approach, a dialogue interface for a new database may be bootstrapped from the schema/ontology and database content of the domain.1

One of the drawbacks of the schema-guided approach is that the criteria by which the user can search for an item and the types of questions that the user may ask are limited by the database schema. For example, a restaurant search query ‘Find a romantic place that serves great wines’ cannot be handled by a schema-driven system unless the schema includes the relevant properties of the restaurant atmosphere and wine quality. It is possible to design a system to notify the user of its limitations using help messages (Komatani et al., 2005), but the constraint on the interaction remains, as the user is unable to retrieve items using criteria other than those defined by the ‘informable’ slots. Given that in many domains, additional unstructured information beyond the database fields may be available, it is natural to extend schema-guided systems to use this unstructured information. Kim et al. (2020) describe a system that extends the schema-guided functionality with the ability to ask follow-up questions. In this work, we propose to extend the information search dialogue interface functionality to retrieve items for unconstrained user queries.

To handle user queries that cannot be grounded in terms of a domain schema and ontology, we propose to use semantic similarity metrics to retrieve search results from unstructured data. We evaluate the proposed approach with crowd-sourced evaluation.

1The schema/ontology refers to the definition of the database tables.
users interacting with the restaurant search system through a chat interface. In previous work, restaurant search systems were evaluated by giving users predefined ‘goals’ which primed users and lead to rigid interactions. In our evaluation, the users are given a general instruction to find an ideal restaurant and are free to specify any search query. The results show the users’ preference for the proposed flexible system that allows the use of unconstrained search queries. We release the dialogues with the automatically annotated intents and the subjective user judgements collected during the evaluation to the research community.²

2 Related Work

Interactive search can be modelled as task-oriented dialogue using structured knowledge, symbolic dialogue state representation, and a statistical policy that addresses both task and conversational phenomena, such as clarifications and social dialogue acts (Budzianowski et al., 2018; Yan et al., 2017). However, users of dialogue systems that are based only on structured knowledge are limited in expressing their preferences by the underlying database schema. In response to an out-of-schema user request, a task-oriented dialogue system may produce an informative help message guiding the user to adapt to its limitations (Komatani et al., 2005; Tomko and Rosenfeld, 2004). Alternatively, system capabilities may be extended beyond a domain API. For example, Kim et al. (2020) proposes a method for handling user’s follow-up questions in task-oriented dialogue systems. To support pragmatic interpretation, Louis et al. (2020) explores users’ indirect responses to questions. To extend a task-oriented system to handle natural preferences, a corpus of natural requests for movie preferences was collected using preference elicitation (Radlinski et al., 2019).

End-to-end approaches to dialogue, where the system generates a response without explicitly modelling intent or storing a dialogue state, have been successfully applied to open-domain chitchat (Serban et al., 2016). The use of unstructured knowledge was shown to improve open-domain chitchat systems (Dinan et al., 2018; Ma et al., 2022; Zhou et al., 2018). In recent work, interactive search has been modelled as end-to-end generation task using text and images as the knowledge source (Varshney and Anushkha Singh, 2021).

Search tasks in natural human-human dialogues can be complex and are often resolved interactively (Trippas et al., 2017, 2018), motivating the need for methods capable of handling natural conversational phenomena as well as extracting information and generating knowledge-grounded responses. In this work, we evaluate a task-oriented dialogue system with a semantic-level policy extended with the use of unstructured knowledge.

Task-oriented dialogue systems require accurate models to extract information from unstructured text. Pretrained transformer models, such as BERT (Devlin et al., 2019), have shown to be effective in extracting information from text, leading to significant improvements on many NLP tasks, including open-domain question answering, FAQ retrieval, and dialogue generation (Wang et al., 2019; Sakata et al., 2019; Kim et al., 2020). Following previous work, we use BERT in an unsupervised setting to extract relevant information from text (Izacard and Grave, 2021; Zhan et al., 2020).

3 Method

3.1 System Overview

We implement a schema-driven restaurant search dialogue system that uses a database with 422 restaurants in Cambridge, UK.³ Following the database schema used in previous work (Henderson et al., 2014), each restaurant is described in terms of the following attributes: name, cuisine, price range, area, phone number, and address. As in previous systems, the price range is mapped to cheap, moderate, or expensive and location to north, south, east, west, or city centre. In contrast to the schema in the DSTC2 domain (Henderson et al., 2014), cuisine in our database is mapped to a list of values rather than a single value for each entity. In addition to the specific restaurant attributes, each restaurant is associated with a set of text snippets including meals (breakfast, lunch, dinner), special diets (e.g., vegan, gluten free) and reviews. Only positive reviews (rating 4 or 5 stars) are used, as we expect user queries to mention desirable properties of the restaurant. 99% of the snippets are reviews and the average number of text snippets per restaurant is 147, varying between 2 and 1.6K.

³The database is compiled by crawling the Web in January 2021.
Figure 1 outlines the system architecture. The left-hand side shows the components handling in-schema user acts, such as requesting and providing information for one of the restaurant-specific attributes. The Domain Act Detection module interprets in-schema user acts (Stoyanchev et al., 2021) and a database lookup results in a new list of matching restaurants. A statistical dialogue policy component trained in simulation in the purely schema-driven DSTC2 domain generates the system response for in-schema user utterances (Keizer et al., 2021). The right-hand side of Figure 1 shows the components for handling out-of-schema utterances that do not mention any of the schema-specific attributes, e.g. ‘Find a romantic place that serves great wine’. In (Kim et al., 2020), the authors build a binary model that determines whether to access unstructured data for follow-up question answering and resulting in a retrieved set of items. Utterances labeled as SQ include information seeking requests related to one of the restaurants in context, e.g. ‘Are dogs allowed?’ which may trigger a question answering module. The Other class includes utterances that are neither SQ nor IRq, for example, an exclamation ‘Great!’. While these utterances do not trigger data access, it is important to detect them and respond appropriately to, in order to maintain fluent conversation.

We tuned the pre-trained uncased BERT transformer model (Devlin et al., 2019) on this 3-way classification task. Table 1 shows the statistics for the training dataset. We obtain the initial training dataset from two publicly available task-oriented dialogue corpora: Schema Guided Dialogue (SGD) and Frequently Asked Questions (FAQ) (Rastogi et al., 2020b; Kim et al., 2021). SGD contains semi-

4Question answering from unstructured data for this system remains future work.
automatically generated task-oriented dialogues in 26 domains, including restaurant search, annotated with dialogue acts. We confirm that the initial utterances in the restaurant search domain are search queries and use them as the training examples for the SQ class. Since the utterances in the SGD dataset are authored by people, they include a wide variety of queries outside of our system’s domain schema. We use the utterances from the restaurant search domain in SGD annotated as ‘AFFIRM’, ‘NEGATE’, or ‘SELECT’ for the Other class. The FAQ dataset includes 2.2k manually authored questions in the restaurant search domain for the Beyond Domain APIs track of The Ninth Dialog System Technology Challenge (Kim et al., 2021; Budzianowski et al., 2018). We use the questions as examples for the IRq class.

Next, we train an intent classifier using the data from the SGD and FAQ datasets and evaluate the system internally. We collect an additional 554 utterances where the authors and colleagues interacted with the system using a web-based chat interface. As the initial set of SQ did not contain any follow-up queries, the intent classifier tended to fail on such utterances. We manually annotate the collected utterances with the dialogue act label and include them in the training set.

### 3.3 Relevance Ranking

The Relevance Ranker accesses unstructured data producing a ranked list of candidate items (restaurants in Cambridge) for a user’s search query. The unstructured data includes reviews and restaurant details extracted from the Web, stored as text snippets associated with each item. Restaurants with snippets that have higher semantic similarity to the user query are more likely to be relevant for the user (see Table 2).

| Intent               | Initial Dataset | Collected with the system | Overall | Average #words±stdev |
|----------------------|-----------------|---------------------------|---------|----------------------|
| SGD (1,698)          | FAQ (2,198)     | (554)                     | (4,450) | 11.124±5.794         |
| Search Query (SQ)    | 72%             | -                         | 47%     | 33%                  |
| Info Request (IRq)   | -               | 100%                      | 41%     | 54%                  |
| Other                | 28%             | -                         | 12%     | 12%                  |

Table 1: Statistics of the dataset used to train the intent classifier showing the numbers of utterances extracted from the schema-guided dialogue corpus (SGD), DSTC9 Beyond Domain APIs track (FAQ), and collected with the system.

**Query**: I am looking for a place that serves vegan food and also allows dogs inside.

**Relevant snippets**

| Special diets | Vegan friendly |
|---------------|---------------|
| Review        | It was such a happy surprise that they allowed dogs inside their premises. |

Table 2: Query and relevant snippet examples

First, we score each snippet with the semantic similarity according to the user’s query. In previous work, we have shown that a supervised model based on BERT encoding and trained on in-domain data achieves F1=.86 on the binary task of identifying relevant query-snippet pairs (Pandey et al., 2021). However, using such a model is computationally expensive as it requires 60k snippets to be classified during run-time, making it intractable for a real-time system. Instead, we use a less accurate low latency approach which achieves F1=.66 on this task.

To measure semantic similarity between the query and the snippet, the user query ($Q_i$) and each snippet ($S_j$) are mapped into a fixed-sized vector using an encoding function $E$. The cosine similarity score between the user request and each snippet is used to measure the semantic similarity:

$$Score(Q_i, S_j) = \cos(E(Q_i), E(S_j))$$ (1)

As the encoder, we use pretrained Sentence-BERT (SBERT) optimized on the semantic similarity task and further tuned on the SNLI corpus of semantic entailment which was previously shown to improve sentence classification performance (Reimers and Gurevych, 2019; Bowman et al., 2015). The intuition is that the tuned model’s capability will extend to capture not only semantic similarity between the encodings but also the entailment, which may be a relation between search
query and a relevant snippet. SNLI is a collection of 570,000 sets of premises and hypotheses sentences annotated with the labels contradiction, entailment, and neutral as in the example in Table 3. We use the pairs of Premise&Entailment as positive examples and Premise&Contradiction/Neutral as the negative examples to further tune the SBERT model.

| Premise: | A boy is jumping on skateboard in the middle of a red bridge. |
|---------|-----------------------------------------------------------|
| Entailment: | The boy does a skateboarding trick. |
| Contradiction: | The boy skates down the sidewalk. |
| Neutral: | The boy is wearing safety equipment. |

Table 3: Example from SNLI dataset

Next, the items (restaurants) are ranked based on the average score of the top \( M \) snippets for each item. The top \( N \) items are returned.\(^6\)

A user’s search query may specify a schema-specific attribute as well as additional information. For example, a query ‘Italian restaurant with great desserts’ specifies a food type (Italian) as well as an out-of-schema preference (great desserts). Such queries are processed both by in-schema and out-of-schema modules. The in-schema processing narrows down the set of results to Italian and the out-of-schema processing ranks the restaurants based on the snippets’ similarity with the query. The result is the ranked list of Italian restaurants where the restaurants with the snippets mentioning the high quality of desserts (if there are any) are at the top.

3.4 System Response

If at least one domain-specific user action (inform-slot or request-slot) is detected in the user’s utterance, the utterance is considered in-schema. The system’s response to an in-schema utterance may be an Offer (e.g., ‘Zizzi is an Italian restaurant in the centre’), a clarification (e.g., ‘Did you mean in the centre?’), or a request for additional information (e.g., ‘What price range do you prefer?’). The response act is selected using a statistical policy which maximizes the expected reward, and the surface form of the response is generated using templates. The out-of-schema user utterances do not mention any of the slots and can not be directly handled with the policy trained on a schema-driven dataset. The system uses the prediction of the intent classifier to determine the method of response selection.

When an out-of-schema utterance is classified as search query, the system updates the state with an inform action and the dialogue policy selects the response act. If the Offer act is selected, the system presents the top-ranked restaurant and its top-matching review is appended to the template-generated description. See Figure 2(b) for examples of system responses.

While searching for an item, a user may ask questions about the previously discussed items (restaurants). The intent classifier labels such questions as Info Request, differentiating them from the search queries produced in a question form. If the user requests information about one of the schema attributes (phone number, address, price range, etc.), the statistical policy determines the system’s response. However, a user may also ask for information outside of the database schema, such as ‘Are dogs allowed inside?’ Currently, the system informs the user that the question cannot be answered signalling understanding of the user’s intent. In future work, we plan to handle such questions with a question answering model, e.g. following the approach proposed in (Kim et al., 2020).

According to the initial data collection with the dialogue system, 12% of user utterances are neither search queries nor information requests (see Table 1). These utterances are typically exclamations like ‘Sounds great!’ or ‘Too bad!’ and are labeled as Other by the intent classifier. The system responds to these utterances by generating a sentiment-appropriate template-based response. A user utterance labeled as Other is processed with an off-the-shelf RoBERTa model trained on \( \sim 58M \) tweets and fine-tuned for sentiment analysis with the TweetEval benchmark (Barbieri et al., 2020). The model outputs either a positive, negative, or neutral sentiment class of the input text. Based on the predicted sentiment, the system selects one of the appropriate template responses, e.g. Brilliant! How else can I help you? for a positive sentiment or ‘OK, calm down now.’ for a negative sentiment, maintaining the dialogue flow and adding a bit of template-based humour.

\(^6\)We use empirically chosen \( M=5 \) and \( N=5 \) in this work.
4 Evaluation

Our goal is to evaluate the use of unstructured data in an interactive task-oriented dialogue system. The proposed approach involves two statistical models: 1) intent classifier and 2) relevance ranker, which accesses unstructured data, depending on the prediction of the intent classifier. We first show the performance of the intent classifier on the collected dataset and then describe the human evaluation of the overall system.

4.1 Intent Classification

| Model | Train/Test data | Accuracy |
|-------|-----------------|----------|
| SVM   | All             | 88.2%    |
| BERT  | All             | 99.8%    |
| BERT  | Initial/Collected | 70.9%   |

Table 4: Intent classification accuracy.

We evaluate the intent classification performance using the dataset described in Table 1. We compare the performance of the BERT model with bag-of-words SVM baseline using stratified 10-fold cross validation on the full dataset of 4.5K utterances. The BERT model and the SVM model achieve 99.8% and 88.2% overall accuracy (see Table 4). This shows that the pre-trained transformer model is able to effectively capture the distinction between the three intent classes in the restaurant search domain. The intent classifier trained on the initial data subset (the utterances from SGD and FAQ) achieved accuracy of only 70.9% on the utterances collected with the dialogue system, which is not sufficient for the interaction with the real users.

4.2 Human Evaluation

4.2.1 Experimental Setup

Table 5 summarizes the differences between the three systems. The SCHEMA baseline does not use the intent classifier and the relevance ranker. Its Offer act does not include the text snippet associated with the restaurant. RAND-RANK is used as the control condition to isolate the effect of the relevance ranker. The RAND-RANK system uses the intent classifier and includes a snippet in the system’s Offer dialogue act. However, it assigns random relevance scores to the text snippets resulting in a random selection of the proposed restaurant. If RAND-RANK and EXP-RANK receive similar user ratings, the preference over SCHEMA may be due to the intent classifier and snippets in the offer output. We hypothesize that the users are typically given concrete goals, e.g. ‘You are looking for a cheap Italian restaurant and don’t care about the price range’. Since the proposed system handles unconstrained queries, we instruct the users to imagine a situation like going out with a family, a romantic date, a business lunch, or use any other preferences. Given more general instructions, the user can come up with authentic in-schema or out-of-schema search preferences. The users are instructed to retrieve at least three restaurant options and ask for the address of their preferred restaurant.

Table 5: Experimental Conditions.

When evaluating schema-driven dialogue systems with recruited experiment participants, the

\[ \text{This result was achieved after 5 epochs.} \]
prefer EXP-RANK over both RAND-RANK and SCHEMA.

|            | SCHEMA | RAND-RANK | EXP-RANK | Overall |
|------------|--------|-----------|----------|---------|
| #Dlg       | 81     | 81        | 81       | 243     |
| #Utts      | 636    | 610       | 557      | 1803    |
| SQ (%)     | 47.3%  | 32.5%     | 34.8%    | 38.4%   |
| IRq (%)    | 25.3%  | 36.1%     | 32.9%    | 31.3%   |
| % Out-of-schema |       |           |          |         |
| SQ (%)     | 44.5%  | 47.5%     | 29.4%    | 41.1%   |
| IRq (%)    | 11.8%  | 28.2%     | 11.5%    | 14.2%   |

Table 6: Statistics for the user utterances based on the automatic predictions. % of Search Query (SQ) and Info Request (IRq); % of in-schema SQ and IRq utterances.

4.2.2 Data

We collected 243 dialogues (81 for each system variant), with a total of 1,803 user utterances summarized in Table 6. 38.4% are classified as search queries and 31.3% are classified as information requests. The SCHEMA system is unable to process out-of-schema queries, leading to the longer dialogues where users have to change their initial query.

41.1% of the search queries are out-of-schema (no slots are detected) indicating that the users’ preferences constructed without specific instructions are likely to mention information other than price range, area, and food type. Surprisingly, we find that in EXP-RANK system, only 29.4% of search queries are out-of-schema. We notice that the users tend to provide queries with both in-schema and out-of-schema info, e.g. ‘I’d like to find a mexican restaurant that has excellent customer service’ which are considered in-schema yet they can benefit from the use of relevance ranking.

Despite the instructions given to the users to find out the address of their preferred restaurant, 14.2% of information requests ask about the information outside of the schema. This shows the need for the more flexible question answering capability. Example dialogues with the SCHEMA and the
Table 7: Average scores and standard deviation for the subjective user judgements and objective metrics. † indicates a statistical significance with the SCHEMA condition ($p < .05$). Success rate is the % of the dialogues where a user made a choice of a restaurant in the questionnaire.

| Question                                           | SCHEMA       | RAND-RANK   | EXP-RANK    |
|----------------------------------------------------|--------------|-------------|-------------|
| I was able to find a satisfactory restaurant option.| 4.086±1.769  | 4.358±1.559 | **4.888±1.423†** |
| The restaurant descriptions matched my preferences.| 4.074±1.787  | 4.308±1.578 | **4.876±1.354†** |
| The system understood me well.                     | 3.592±1.909  | 3.753±1.684 | **4.518±1.696†** |
| The conversation felt natural.                     | 3.666±1.936  | 3.679±1.723 | **4.209±1.633†** |
| I would recommend the system to my friends.        | 3.358±2.020  | 3.543±1.837 | **4.320±1.808†** |

**Objective Metrics**

|                        | SCHEMA | RAND-RANK | EXP-RANK |
|------------------------|--------|-----------|---------|
| Average dialogue length (# exchanges) | 7.9    | 7.5       | 6.9     |
| Success rate           | 80.2%  | 91.4%     | **95.1%†** |
| ‘Start over’ rate      | 3.8%   | 1.5%      | 1.5%    |

EXP-RANK systems are shown in Table 2.

4.2.3 Results

We asked the users to score each dialogue on a scale from 1 (strongly disagree) to 6 (strongly agree) for the five subjective statements shown in Table 7. For all statements, the users prefer the EXP-RANK over SCHEMA and over RAND-RANK. The difference in the scores between SCHEMA and EXP-RANK is statistically significant based on the two-tailed t-test with $p<0.05$ for all statements (except for ‘The conversation felt natural’). The biggest difference (nearly 1 point) between the scores of EXP-RANK and SCHEMA systems was observed for the questions ‘The system understood me well’ and ‘I would recommend the system to my friends’. We did not observe a significant difference in subjective ratings between the RAND-RANK and SCHEMA systems. These results suggest that relevance ranking together with the intent classification and additional information in the system response lead to the higher user rating.

We also report the objective scores: average dialogue length, success rate, and ‘start over’ rate. The dialogues with the EXP-RANK system are the shortest, while the dialogues with the SCHEMA system are the longest, on average 6.9 and 7.9 exchanges respectively. This result shows that users were able to complete the task quicker using the EXP-RANK system than the baseline systems.

In the questionnaire, the users were asked to record the name of their preferred restaurant or ‘None’ if no restaurants matched their preference. Success rate is the % of the dialogues where the user indicated a preferred restaurant name in the questionnaire. EXP-RANK system achieves the highest success rate of 95.1% in comparison with 91.4% and 80.2% for the RAND-RANK and SCHEMA conditions.

The users had an option to use ‘start over’ command when they felt stuck in the dialogue. We observe a higher proportion of ‘start over’ s in the SCHEMA system than in the other two systems which use intent classifier and return a suggestion for out-of-schema response leading to fewer non-understanding system responses. This result indicates a functional improvement of the RAND-RANK over the SCHEMA system, which, however, was not reflected in the users’ subjective ratings.

5 Conclusions

In this work, we propose a hybrid design for information navigation dialogue systems combining structured and unstructured knowledge. We present a restaurant search dialogue system where the users specify preferences flexibly as they would to a search engine. The proposed system uses the structured knowledge in a database to extract matching restaurants when a user’s natural language search query mentions one of the database fields and unstructured text when it does not. The system is evaluated in the interactive experiments with crowd-sourced users. The results show a preference for the proposed approach. In future work, we will extend the system to answer follow-up questions and introduce a response generation model.
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