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ABSTRACT. We study the existence, non-existence and multiplicity of prescribed mass positive solutions to a Schrödinger equation of the form
\[-\Delta u + \lambda u = g(u), \quad u \in H^1(\mathbb{R}^N), N \geq 1.\]

Our approach permits to handle in a unified way nonlinearities \(g(s)\) which are either mass subcritical, mass critical or mass supercritical. Among its main ingredients is the study of the asymptotic behaviors of the positive solutions as \(\lambda \to 0^+\) or \(\lambda \to +\infty\) and the existence of an unbounded continuum of solutions in \((0, +\infty) \times H^1(\mathbb{R}^N)\).
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1. INTRODUCTION

The aim of this paper is to study the existence, non-existence and multiplicity of positive solutions with a prescribed mass for nonlinear Schrödinger equations with general nonlinearities
\[-i \frac{\partial \Phi}{\partial t} = \Delta \Phi + f(|\Phi|^2)\Phi \quad \text{in } \mathbb{R}^2. \quad (1.1)\]
The ansatz \(\Phi(x, t) = e^{i\lambda t}u(x)\) for standing waves solutions leads to the elliptic equation
\[-\Delta u + \lambda u = g(u) \quad \text{in } \mathbb{R}^2, \quad (1.2)\]
with \(g(u) = f(|u|^2)u\). For physical reasons we shall focus on solutions to (1.2) in \(H^1(\mathbb{R}^2)\).

In the past decades, this equation has been investigated by many authors, mainly in the fixed frequency case where \(\lambda \in [0, +\infty)\) is prescribed.

An important feature of (1.1) is the conservation of mass: the \(L^2\)-norm \(\|\Phi(\cdot, t)\|_2\) of a solution is independent of \(t \in \mathbb{R}\). In view of this property it is relevant to search for solutions satisfying a normalization constraint
\[\int_{\mathbb{R}^2} |u|^2 \; dx = a, \quad a > 0. \quad (1.3)\]

When \(g(s) = |s|^{p-1} s\) with \(p+1 \in (2, 2^*)\), where \(2^* = +\infty\) for \(N = 1, 2\) and \(2^* = \frac{2N}{N-2}\) for \(N \geq 3\) is the Sobolev critical exponent, the issue of positive normalized solutions to (1.2)-(1.3)
can be completely solved by scaling. Indeed, let $U_p$ be the unique positive radial solution to
\[-\Delta u + u = u^p \text{ in } \mathbb{R}^2; \quad u(x) \to 0 \text{ as } |x| \to \infty;\]
cf. [26]. Setting $U_{\lambda,p}(x) := \lambda^{\frac{1}{p-1}}U_p(\sqrt{\lambda}x)$, one can check that, up to a translation, $U_{\lambda,p}$ is the unique positive solution to
\[-\Delta u + \lambda u = u^p \text{ in } \mathbb{R}^2; \quad u(x) \to 0 \text{ as } |x| \to \infty.\]
A direct computation shows that
\[
\|U_{\lambda,p}\|_{L^2(\mathbb{R}^2)}^2 = \lambda^{\frac{4-(p-1)N}{2(p-1)}}\|U_p\|_{L^2(\mathbb{R}^2)}^2.
\]
So one can see that if $p \neq \bar{p} := 1 + \frac{4}{N}$, there exists a unique $\lambda_a > 0$ such that $\|U_{\lambda_a,p}\|_{L^2(\mathbb{R}^2)}^2 = a$. That is, there exists a positive normalized solution to (1.2)-(1.3) for any $a > 0$ whenever $p \neq 1 + \frac{4}{N}$ (and it is unique up to a translation). While for the so-called mass critical exponent $p + 1 = 2 + \frac{4}{N}$, (1.2)-(1.3) has a positive normalized solution if and only if $a = \|U_p\|_{L^2(\mathbb{R}^2)}^2$ (with infinitely many solutions and $\lambda > 0$).

However, if $g(s)$ is nonhomogeneous, such scaling argument is not valid anymore, more elaborate arguments are required. The classical way to attack such problems is through a variational approach: one looks for critical points $u \in H^1(\mathbb{R}^2)$ of the energy functional
\[
J(u) = \frac{1}{2} \int_{\mathbb{R}^2} |\nabla u|^2 \, dx - \int_{\mathbb{R}^2} G(u) \, dx, \quad \text{where } G(s) := \int_0^s g(t) \, dt,
\]
subject to the constraint
\[
S_a := \{ u \in H^1(\mathbb{R}^2) : \|u\|_{L^2(\mathbb{R}^2)}^2 = a \}.
\]
Note that in such an approach the parameter $\lambda \in \mathbb{R}$ appears as a Lagrange multiplier and is not a priori known.

One speaks of a mass subcritical case if $J(u)$ is bounded from below on $S_a$ for any $a > 0$, and of a mass supercritical case if $J(u)$ is unbounded from below for any $a > 0$. One also refers to a mass critical case when the boundedness from below depends on the value of $a > 0$. Actually the case we are in crucially depends on the nonlinearity $g(s)$. So, when using a variational approach, in each case specific global conditions need to be imposed on $g(s)$ to treat the problem.

The study of the mass subcritical case, which can be traced back to the work of Stuart [38] [39], had seen a major advance with the introduction of the Compactness by Concentration approach of Lions [28] [29]. Nowadays, this case is rather well-understood and we refer to [34] [21] [23] [37] for recent contributions.

In the mass supercritical case, $J(u)$ is unbounded from below on $S_a$ and thus there is no global minimizer. In [18], the first author imposed some global conditions on $g(s)$ to guarantee the mountain pass geometry of $J(u)$ on $S_a$. Then, after solving some compactness issues, a normalized solution was obtained. Since [18] there has been numerous contributions in the mass
supercritical, and mass critical cases. Let us just mention here \[3, 5, 6, 10, 22, 17, 35\]. We also refer to \[20, 36, 40\] for the treatment of nonlinearities which are Sobolev critical.

In the current paper, our aim is to present a different approach, based on the fixed point index and continuation arguments, to study normalized solutions problems. This approach does not rely on the variational structure, and thus we can treat in a unified way nonlinearities which are either mass subcritical, mass critical or mass supercritical. Apart for providing another framework for the study of normalized problems, we believe it is already of interest for the existence of global branches of solutions. In contrast to the classical bifurcation methods, which concerns a branch bifurcating from some eigenvalue, in the spirit of Rabinowitz’s global bifurcation theorem \[32\], our argument offers the possibility to investigate problems without eigenvalues.

It seems that Bartsch, Zou and the third author \[7\] are the first to apply a global branch approach to study the existence of normalized solutions. They focused on the following coupled Schrödinger system

\[
\begin{aligned}
-\Delta u + \lambda_1 u &= \mu_1 u^3 + \beta uv^2, \quad \text{in } \mathbb{R}^2, \\
-\Delta v + \lambda_2 v &= \mu_2 v^3 + \beta vu^2, \quad \text{in } \mathbb{R}^2, \\
\int_{\mathbb{R}^2} u^2 &= a^2 \quad \text{and} \quad \int_{\mathbb{R}^2} v^2 = b^2.
\end{aligned}
\]

The existence of normalized solutions for a large range of \(\beta\) was obtained for arbitrary masses \(a > 0\) and \(b > 0\). The results of \[7\] significantly extended the ones of Bartsch et al.\[4\], which rely on a variational approach on the \(L^2\)-spheres. However, we note that in \[7\], there is a positive branch bifurcating from the branch of semi-trivial solutions when \(\beta\) is large. Also, the implicit theorem can be applied for \(\beta = 0\), since the problem \(1.4\) is reduced to two independent scalar equations whose positive solutions are well identified by \[26\]. In our scalar problem, we do not benefit from these features. The global branch approach we shall develop is rather distinct from the one of \[7\].

The following assumptions will be used in the paper.

\(G1\) \(g \in C^1([0, +\infty))\), \(g(s) > 0\) for \(s > 0\).

\(G2\) There exists some \((\alpha, \beta) \in \mathbb{R}^2_+\) satisfying

\[
\begin{aligned}
2 < \alpha, \beta &< 2^* := \frac{2N}{N-2} \quad \text{if } N \geq 3, \\
2 < \alpha, \beta &< 2^* := +\infty \quad \text{if } N = 1, 2,
\end{aligned}
\]

such that

\[
\lim_{s \to 0^+} \frac{g'(s)}{s^{\alpha-2}} = \mu_1(\alpha - 1) > 0 \quad \text{and} \quad \lim_{s \to +\infty} \frac{g'(s)}{s^{\beta-2}} = \mu_2(\beta - 1) > 0.
\]

\(G3\) \(-\Delta u = g(u)\) has no positive radial decreasing classical solution in \(\mathbb{R}^N\).

**Remark 1.1.** (i) Note that \((G1)-(G2)\) imply that \(g(0) = 0\). Since we are interested in non-negative solutions to \((1.2)\), it is not restrictive to assume, throughout the paper, that \(g\) is extended to a continuous function on all \(\mathbb{R}\) by setting \(g(s) = 0\), for all \(s \in (-\infty, 0]\).
Then, by the weak maximum principle, any solution to (1.2) is non-negative. The strong maximum principle also implies that it is strictly positive.

(ii) In Theorem 2.5 we provide sufficient conditions on \( g(s) \) under which condition (G3) holds. Actually, under (G1) and (G2), the condition (G3) holds, if \( N = 1, 2 \) or assuming that \( \alpha - 1 < \frac{N}{N-2} \) if \( N \geq 3 \). Furthermore, in the case of \( N \geq 3 \) with \( \alpha - 1 > \frac{N}{N-2} \), if we suppose further that \( s g(s) \leq 2^* G(s) \) in \( [0, +\infty) \), then (G3) also holds.

In our setting, what is essentially imposed is the behavior of \( g(s) \) at 0 and \( \infty \). Apart, to some extent, with condition (G3), we do not need global conditions on \( g \). Our main result is the following theorem.

**Theorem 1.2.** Let \( N \geq 1 \) and assume that (G1)-(G3) hold. Then we have the following conclusions.

(i) **(mass subcritical case)** If \( 2 < \alpha, \beta < 2 + \frac{4}{N} \), then for any given \( a > 0 \), (1.2)-(1.3) possesses a positive normalized solution \((\lambda, u_\lambda) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2)\).

(ii) **(exactly mass critical case)** If \( \alpha = \beta = 2 + \frac{4}{N} \), denote \( \bar{\mu}_1 := \min\{\mu_1, \mu_2\} \) and \( \bar{\mu}_2 := \max\{\mu_1, \mu_2\} \). Then (1.2)-(1.3) possesses at least one positive normalized solution \((\lambda, u_\lambda) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2)\) provided \( a \in \left( \bar{\mu}_2^{-\frac{N}{2}} \|U_{1+\frac{4}{N}}\|_2, \bar{\mu}_1^{-\frac{N}{2}} \|U_{1+\frac{4}{N}}\|_2 \right) \). In particular, there exists some \( 0 < a_1 < \bar{\mu}_2^{-\frac{N}{2}} \|U_{1+\frac{4}{N}}\|_2 \) and \( a_2 > \bar{\mu}_1^{-\frac{N}{2}} \|U_{1+\frac{4}{N}}\|_2 \) such that (1.2)-(1.3) has no positive normalized solution for \( a \in (0, a_1) \cup (a_2, +\infty) \).

(iii) **(at most mass critical case)**

(iii-1) If \( 2 < \alpha < \beta = 2 + \frac{4}{N} \), (1.2)-(1.3) has at least one positive normalized solution \((\lambda, u_\lambda) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2)\) if \( 0 < a < \bar{\mu}_2^{-\frac{N}{2}} \|U_{1+\frac{4}{N}}\|_2 \). Furthermore, there exists some \( a^* \geq \mu_2^{-\frac{N}{2}} \|U_{1+\frac{4}{N}}\|_2 \) such that (1.2)-(1.3) has no positive normalized solution provided \( a > a^* \).

(iii-2) If \( 2 < \beta < \alpha = 2 + \frac{4}{N} \), (1.2)-(1.3) has at least one positive normalized solution \((\lambda, u_\lambda) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2)\) if \( a > \bar{\mu}_1^{-\frac{N}{2}} \|U_{1+\frac{4}{N}}\|_2 \). Furthermore, there exists some positive \( a^* \leq \mu_1^{-\frac{N}{2}} \|U_{1+\frac{4}{N}}\|_2 \) such that (1.2)-(1.3) has no positive normalized solution provided \( 0 < a < a^* \).

(iv) **(mixed case)**

(iv-1) If \( 2 < \alpha < 2 + \frac{4}{N} < \beta < 2^* \), there exists some \( 0 < a^* < M < +\infty \) such that for any \( a \in (0, a^*) \), (1.2)-(1.3) has at least two distinct positive normalized solutions \((\lambda_i, u_{\lambda_i}) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2), i = 1, 2\), while (1.2)-(1.3) has no positive normalized solution provided \( a > M \).

(iv-2) If \( 2 < \beta < 2 + \frac{4}{N} < \alpha < 2^* \), there exists some \( 0 < m < a^* < +\infty \) such that for any \( a \in (a^*, +\infty) \), (1.2)-(1.3) has at least two distinct positive normalized solutions \((\lambda_i, u_{\lambda_i}) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2), i = 1, 2\), while (1.2)-(1.3) has no positive normalized solution \( 0 < a < m \).
continuum of positive solutions to (1.2). The other one is to understand the behavior of the norms of the positive solutions as $\lambda \to \infty$ which has its own interest.

Theorem 1.3. Let $V \in C_{r,0}(\mathbb{R}^2)$ be the unique positive solution to (1.3). For any given $a > 0$, (1.2)-(1.3) possesses a normalized positive solution $(\lambda_n, u_n) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2)$.

There are two main steps in the proof of Theorem 1.2. One is to show the existence of a continuum of positive solutions to (1.2). The other one is to understand the behavior of the $L^2$-norms of the positive solutions as $\lambda \to 0^+$ or $\lambda \to +\infty$. In that direction we have the following result which has its own interest.

In Theorem 1.3 below, and throughout the paper $C_{r,0}(\mathbb{R}^2)$, denotes the space of continuous radial functions vanishing at $\infty$.

**Theorem 1.3.** Let $N \geq 1$ and assume that (G1)-(G3) hold. Let $U \in C_{r,0}(\mathbb{R}^2)$ be the unique positive solution to

$$-\Delta U + U = \mu_1 U^{\alpha - 1} \text{ in } \mathbb{R}^2,$$

and $V \in C_{r,0}(\mathbb{R}^2)$ be the unique positive solution to

$$-\Delta V + V = \mu_2 V^{\beta - 1} \text{ in } \mathbb{R}^2.$$  

Then it holds,

1. Let $\{u_n\}_{n=1}^{\infty} \subset H^1(\mathbb{R}^2)$ be positive solutions to (1.2) with $\lambda = \lambda_n \to 0^+$. Then

$$\lim_{n \to \infty} \|u_n\|_{\infty} = 0, \quad \lim_{n \to \infty} \|\nabla u_n\|_2 = 0$$

and

$$\lim_{n \to \infty} \|u_n\|_2 = \begin{cases} 0 & \alpha < 2 + \frac{4}{N}, \\ \|U\|_2 & \alpha = 2 + \frac{4}{N}, \\ +\infty & \alpha > 2 + \frac{4}{N}. \end{cases}$$

2. Let $\{u_n\}_{n=1}^{\infty} \subset H^1(\mathbb{R}^2)$ be positive solutions to (1.2) with $\lambda = \lambda_n \to +\infty$. Then

$$\lim_{n \to \infty} \|u_n\|_{\infty} = +\infty, \lim_{n \to \infty} \|\nabla u_n\|_2 = +\infty$$
and

\[
\lim_{n \to \infty} \|u_n\|_2 = \begin{cases} 
+\infty & \beta < 2 + \frac{4}{N}, \\
\|V\|_2 & \beta = 2 + \frac{4}{N}, \\
0 & \beta > 2 + \frac{4}{N}.
\end{cases}
\]

Let us now present the main steps of the proofs of Theorems 1.2 and 1.3 and more globally the structure of the paper.

In Section 2, we collect a few facts about (1.2). In particular, under the assumptions (G1)-(G2), we prove the radial symmetry and the monotonicity of the positive solutions associated to solutions of (1.2) when \(\lambda > 0\). Also, through the derivation of some non-existence results, we reach the conclusion that positive solutions to (1.2) should be searched assuming that \(\lambda > 0\).

In Section 3, we derive a priori bounds on the \(L^\infty\)-norm of positive solutions depending on the parameter \(\lambda > 0\). Furthermore, we prove the compactness of the set of positive solutions, both in the sense of \(C_{r,0}(\mathbb{R}^2)\) and in the sense of \(H^1(\mathbb{R}^2)\), when \(\lambda > 0\) lies in a compact interval away from 0.

In Section 4, we apply blow up arguments to explicit the behavior of positive solutions both in \(C_{r,0}(\mathbb{R}^2)\) and in \(H^1(\mathbb{R}^2)\), as \(\lambda \to 0^+\) or \(\lambda \to +\infty\). The proof of Theorem 1.3 is given there.

In Section 5, we investigate the uniqueness of positive solutions and prove in Theorem 5.1 that under (G1)-(G3), (1.2) possesses at most one positive solution for \(\lambda > 0\) small. It is also the case for \(\lambda > 0\) large just under (G1)-(G2).

In Section 6, relying on classical results from [8, 9], we prove that (1.2) has a positive solution for any \(\lambda > 0\). Thus, in view of Theorem 5.1 equation (1.2) has a unique positive solution \(u_\lambda \in H^1_{rad}(\mathbb{R}^2)\) if \(\lambda > 0\) is small. We also show that \(u_\lambda \in H^1_{rad}(\mathbb{R}^2)\) is of mp-type, see Lemma 6.2, a property that will be useful in Section 7. When \(N \geq 2\), this uniqueness combined with the mountain pass variational characterization of the solution permits to show that \(\{(\lambda, u_\lambda)\}\) is a curve for \(\lambda > 0\) small, see Lemma 6.4. A separate argument is required when \(N = 1\), but it directly leads to the conclusion that, the set consisting of all positive solutions \(\{(\lambda, u_\lambda) : \lambda > 0\}\) is connected, see Theorem 6.6.

In Section 7, we focus on the case \(N \geq 2\). Denoting

\[
\mathcal{S} = \{(\lambda, u) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2) : (\lambda, u) \text{ solves } (1.2), \ u > 0\},
\]

we prove the existence of an unbounded component \(\tilde{\mathcal{S}} \subset \mathcal{S}\) containing the local branch whose existence is guaranteed by Lemma 6.4. More precisely, letting \(P_1 : (0, +\infty) \times H^1_{rad}(\mathbb{R}^2) \to (0, +\infty)\) be the projection onto the \(\lambda\)-component, we prove that \(P_1(\tilde{\mathcal{S}}) = (0, +\infty)\).

This result is obtained by reformulating (1.2) into a fixed point problem. For \(\lambda > 0\) we define the map \(T_\lambda : H^1_{rad}(\mathbb{R}^2) \mapsto H^1_{rad}(\mathbb{R}^2)\) by

\[
T_\lambda(u) = (-\Delta + \lambda)^{-1}g(u).
\]

Then, a solution to (1.2) satisfies the fixed point equation

\[
T_\lambda(u) = u,
\]
where $\mathcal{T}_\lambda$ is a completely continuous operator, see Lemma 7.1.

A key point to prove that the local branch belongs to an unbounded component of $\mathcal{S}$ is to show that the unique solution $u_\lambda$ with $\lambda > 0$ small, carries a non null topological degree. Actually, this degree is $-1$. It is proved combining the fact that $u_\lambda$ is a mp-type critical point of $J_\lambda(u)$ defined in (6.2), with the fact that the Hessian of $J_\lambda(u)$ at $u_\lambda$ admits a simple non-positive first eigenvalue, see Lemma 7.2.

Once we know that the topological degree is nontrivial, following classical arguments which go back to Leray and Schauder, we are able to conclude that $\tilde{\mathcal{S}} \subset \mathcal{S}$ is unbounded. In fact, the information on the degree of $u_\lambda$ plays a similar role to the presence of a bifurcation point having an odd multiplicity in the classical result of P.H. Rabinowitz [32], which guarantees the existence of a global branch emanating from a bifurcation point. Now, in view of the priori bounds derived in Corollary 3.2 and Lemma 3.3, we conclude that $P_1(\tilde{\mathcal{S}}) = (0, +\infty)$, see Lemma 7.3.

In Section 8, Theorem 1.2 is proved combining Theorem 1.3 with the information that $P_1(\tilde{\mathcal{S}}) = (0, +\infty)$.

Throughout the paper we use the notation $\|u\|_p$ for the $L^p$-norm. $H^1_{rad}(\mathbb{R}^2)$ denotes the radial subspace of $H^1(\mathbb{R}^2)$. By $\rightharpoonup$ we denote the weak convergence in $H^1(\mathbb{R}^2)$. Capital letters $C, C_\varepsilon, C_\lambda$ stand for positive constants which may depend on some parameters and whose precise value may change from line to line.

2. Preliminaries and non existence results

Our first lemma gather some properties of $g$ that hold under (G1)-(G2). Its proof is by direct computations.

**Lemma 2.1.** Let $N \geq 1$ and assume that (G1)-(G2) hold,

1. \( \lim_{s \to 0^+} \frac{g(s)}{s^{\alpha-1}} = \mu_1 \) and \( \lim_{s \to +\infty} \frac{g(s)}{s^{\beta-1}} = \mu_2 \).

2. There exists some $C > 0$ such that

\[
g(s) \leq C(s^{\alpha-1} + s^{\beta-1}), \quad s \in \mathbb{R}^+.
\]

and for any $M > 0$, there exists some $C_{M,1} \geq C_{M,2} > 0$ such that

\[
C_{M,2}s^{\alpha-1} \leq g(s) \leq C_{M,1}s^{\alpha-1}, \forall s \in [0, M].
\]

3. There exists some $\tilde{C} > 0$ such that

\[
G(s) \leq \tilde{C}(s^\alpha + s^\beta), \quad s \in \mathbb{R}^+,
\]

where $G(s) := \int_0^s g(t)dt$ and for any $M > 0$, there exists some $\tilde{C}_{M,1} \geq \tilde{C}_{M,2} > 0$ such that

\[
\tilde{C}_{M,2}s^{\alpha-1} \leq G(s) \leq \tilde{C}_{M,1}s^{\alpha-1}, \forall s \in [0, M].
\]

4. If $\alpha > \beta$, we have, for some $D > 0$,

\[
g'(s) \leq DS^{\beta-2}, \quad g(s) \leq DS^{\beta-1}, \quad G(s) \leq DS^\beta, \quad s \in \mathbb{R}^+.
\]
Lemma 2.2. Let $N \geq 1$ and assume that (G1)-(G2) hold. Let $u$ be a non-negative classical solution to (1.2) with $\lambda > 0$, which vanishes at infinity. Then, up to a translation, $u$ is radially symmetric and decreases with respect to $|x|$.

**Proof.** The conclusion follows by [13, Theorem 3”] for $N = 1$ and by [14, Theorem 2] for $N \geq 2$. \qed

Remark 2.3. Note that $u \in H^1(\mathbb{R}^N)$ is a non-negative solution to (1.2) with $\lambda > 0$, if and only if $u$ is a non-negative classical solution vanishing at infinity. Indeed, if $u \in H^1(\mathbb{R}^N)$ is a solution to (1.2), by a standard Schauder estimate and the Harnack inequality, we can see that $u \in C^2$ and is vanishing at infinity. Conversely, it is readily seen that any non-negative classical solution to (1.2) where $\lambda > 0$ which vanishes at infinity has an exponential decay and thus belongs to $H^1(\mathbb{R}^N)$. In particular, the conclusions of Lemma 2.2 hold for the non-negative solutions to (1.2) with $\lambda > 0$ which belong to $H^1(\mathbb{R}^N)$.

Let us now present some non-existence results of non-negative solutions.

Theorem 2.4. Let $N \geq 1$ and assume that $g \in C([0, +\infty), \mathbb{R}^+)$, where $\mathbb{R}^+$ denotes $[0, +\infty)$. Then (1.2) has no nontrivial non-negative classical solution if $\lambda < 0$.

**Proof.** If $N = 1$ the result follows directly from [9, Theorem 5]. If $N = 2$ the result follows from [2, Theorem 2.8] and if $N \geq 3$ from [2, Theorem 2.1]. \qed

We also have a non-existence result when $\lambda = 0$, which provides sufficient conditions for (G3) to hold.

Theorem 2.5. Let $N \geq 1$ and $g \in C([0, +\infty), \mathbb{R}^+)$ be such that,

$$\liminf_{s \to 0^+} \frac{g(s)}{s^{\gamma-1}} > 0, \text{ for some } \gamma > 2. \quad (2.1)$$

(i) If $N = 1, 2$ or assuming that $\gamma - 1 \leq \frac{N}{N-2}$ if $N \geq 3$, (1.2) has no nontrivial non-negative classical solution when $\lambda = 0$.

(ii) If $N \geq 3$ assuming that $\gamma - 1 < \frac{N+2}{N-2}$ and $sg(s) \leq 2^*G(s)$ in $\mathbb{R}^+$, (1.2) has no nontrivial non-negative radial classical solution when $\lambda = 0$.

**Proof.** (i) Suppose that $u \geq 0$ is a classical solution to (1.2) with $\lambda = 0$. Then from (2.1) and using the fact that $u$ belongs to $L^\infty(\mathbb{R}^2)$ we can find a constant $C > 0$ such that

$$-\Delta u \geq C u^{\gamma-1} \text{ in } \mathbb{R}^2.$$  

At this point, under our assumption on $\gamma > 2$, the conclusion follows by [31, Theorem 8.4].

(ii) We first remark that if $u \not\equiv 0$ is a radial solution, then $u(r)$ is positive in $[0, +\infty)$ by the maximum principle and it solves

$$\begin{cases} 
-u'' - \frac{N-1}{r} u' = g(u), & r > 0, \\
u'(0) = 0.
\end{cases} \quad (2.2)$$
Also, \( u \) decreases with respect to \( r \in [0, +\infty) \). Indeed,

\[ -(u''(r) + \frac{N-1}{r} u'(r)) = g(u(r)) > 0, \]

implies that \((r^{N-1}u'(r))' < 0\). Hence, \( r^{N-1}u'(r) \) is decreasing in \([0, +\infty)\). By \( r^{N-1}u'(r) \big|_{r=0} = 0 \), we see that \( r^{N-1}u'(r) < 0 \) for \( r > 0 \). Hence, \( u'(r) < 0 \) for \( r > 0 \). This implies that \( \tau := \lim_{r \to \infty} u(r) \geq 0 \) exists and since

\[ g(\tau) = \lim_{r \to \infty} -(u''(r) + \frac{N-1}{r} u'(r)) = 0, \]

we have that \( \tau = 0 \), i.e.,

\[ \lim_{r \to +\infty} u(r) = 0. \]

The corresponding Pohozaev function is defined by

\[ P(r) := r^N \left( \frac{u'(r)^2}{2} + G(u(r)) + \frac{N-2}{2} u(r) u'(r) \right). \quad (2.3) \]

It is of class \( C^1[0, +\infty) \) and satisfies \( P(0) = 0 \). A direct computation shows that

\[ P'(r) = r^{N-1} \left( N G(u(r)) - \frac{N-2}{2} u(r) g(u(r)) \right), \quad \forall r > 0. \]

Hence, under our assumption \( sg(s) \leq 2^* G(s) \) in \( \mathbb{R}^+ \), we see that \( P(r) \) is non-decreasing in \([0, +\infty)\).

Let us now prove that \( ru'(r) + (N-2)u(r) \geq 0 \). It holds for \( r = 0 \). Suppose there exists some \( r_0 > 0 \) such that

\[ T := r_0 u'(r_0) + (N-2)u(r_0) < 0. \]

By \(-\Delta u \geq 0\), we obtain that

\[ \left[ ru'(r) + (N-2)u(r) \right]' \leq 0. \]

That is, \( ru'(r) + (N-2)u(r) \) is non-increasing in \( \mathbb{R}^+ \). So

\[ ru'(r) + (N-2)u(r) \leq T < 0, \quad \forall r > r_0. \]

For \( s > t > r_0 \), since \( u \) is positive, we have

\[ -u(t) \leq \int_t^s u'(\tau)d\tau \leq \int_t^s \frac{T}{\tau}d\tau = T \ln \frac{s}{t}. \]

Let \( s \to +\infty \), since \( T < 0 \), we obtain a contradiction. Hence, \( ru'(r) + (N-2)u(r) \geq 0 \) for all \( r \in [0, +\infty) \) and thus

\[ |u'(r)| \leq (N-2) \frac{u(r)}{r}, \quad r > 0. \quad (2.4) \]
Using the fact $u(r)$ is decreasing in $[0, +\infty)$, it follows from (2.2) and (2.4) that

$$G(u(r)) = (N - 1) \int_r^\infty \frac{u'(t)^2}{t} dt - \frac{u'(r)^2}{2}$$

$$\leq (N - 1) \int_r^\infty \frac{u'(t)^2}{t} dt$$

$$\leq C \int_r^\infty \frac{u(t)^2}{t^3} dt \leq C \frac{u(r)^2}{r^2}. \quad (2.5)$$

Since $u \in L^\infty(\mathbb{R}^2)$, under our assumption on $\gamma > 2$ there exists a constant $C > 0$ such that

$$G(u(r)) \geq Cu(r)^\gamma, \text{ for all } r > 0.$$ 

Thus, using (2.5), we obtain that

$$u(r) \leq C_0 r^{-\frac{2}{N-2}}, \text{ for } r \text{ large enough.} \quad (2.6)$$

Then by (2.4), we have that

$$|u'(r)| \leq C_1 r^{-\frac{\gamma}{N-2}}, \text{ for } r > 0 \text{ large enough.} \quad (2.7)$$

So from (2.3), (2.5)-(2.7) and since $\gamma < \frac{2N}{N-2}$, we conclude that

$$\lim_{r \to +\infty} P(r) = 0.$$ 

Hence, the monotonicity of $P(r)$ implies that $P(r) \equiv 0$ and thus $P'(r) \equiv 0$ in $[0, +\infty)$. Namely,

$$u(r)g(u(r)) \equiv 2^* G(u(r)), \text{ } r \in [0, +\infty). \quad (2.8)$$

By the Hospital’s rule, (2.6) and (2.8) can lead to

$$0 < b := \lim_{s \to 0^+} s g(s) = \lim_{s \to 0^+} \frac{\gamma G(s)}{s^{\gamma}} = \lim_{r \to +\infty} \frac{\gamma G(u(r))}{(u(r))^{\gamma}}$$

$$= \lim_{r \to +\infty} \frac{\gamma g(u(r)) u(r)}{(u(r))^{\gamma}} = \lim_{s \to 0^+} \frac{\gamma g(s) s}{s^{\gamma}} = \frac{\gamma}{2^*} b,$$

which implies that $\gamma = 2^*$, a contradiction. \qed

In view of Theorems 2.4 and 2.5 for the search of positive radial solutions to (1.2) in $H^1(\mathbb{R}^2)$ we shall focus on the case where $\lambda > 0$.

Finally, for future reference we state a Proposition and recall some classical results.

**Proposition 2.6.** Let $N \geq 1$, $1 < p < 2^* - 1$, $\mu > 0$. Then there exists a unique positive radial solution $U_\mu \in H^1(\mathbb{R}^2)$ to

$$-\Delta u + u = \mu u^p, \quad u \in H^1(\mathbb{R}^2). \quad (2.9)$$

Moreover, the linearization of (2.9) at $U_\mu$, $\phi \mapsto -\Delta \phi + \phi - \mu p (U_\mu)^{p-1} \phi$, has a null kernel in $H^1_\text{rad}(\mathbb{R}^2)$. 

Proof. These results follow from the corresponding results due to [26] on the unique positive solution \( U_p \in H^1(\mathbb{R}^2) \) to

\[-\Delta u + u = u^p \] (2.10)

after having observed that \( U_p \) is a positive solution to (2.10) if and only if \( U_p^{\mu} := \mu^{\frac{1}{p-1}} U_p \) is a positive solution to (2.9).

**Definition 2.7.** (see [16, Definition 1]). Let \( U \) be a nonempty open subset of a Banach space \( F \) and \( \Phi \in C^1(U, \mathbb{R}) \). Suppose \( u_0 \) is a critical point of \( \Phi \) at some level \( d \in \mathbb{R} \). We say that \( u_0 \) is of mountainpass-type (mp-type) if for all open neighborhoods \( W \subset U \) of \( u_0 \) the topological space \( W \cap \{ u \in F : \Phi(u) < d \} \) is nonempty and not path-connected.

Then we have, see [16, Theorem 2].

**Theorem 2.8.** We assume that the condition \( (\Phi) \) hold:

- (\( \Phi \)) Let \( F \) be a real Hilbert space and \( \Phi \in C^2(F, \mathbb{R}) \), and assume the gradient \( \Phi' \) of \( \Phi \) has the form identity-compact. Furthermore, suppose that for all critical points \( u_0 \) of \( \Phi \) the first eigenvalue \( \lambda_1 \) of the linearisation \( \Phi''(u_0) \) at \( u_0 \) is simple provided \( \lambda_1 \leq 0 \).

Then, if \( u_0 \in U \) is an isolated critical point of \( \Phi \) of mp-type, the local degree at \( u_0 \) is \(-1\).

Finally, we recall the following result, due to Leray-Schauder, see [11, Theorem 4.3.4].

**Proposition 2.9.** Assume that \( X \) is a real Banach space, \( \Omega \) is a bounded, open subset of \( X \) and \( \Phi : [a, b] \times \overline{\Omega} \rightarrow X \) is given by \( \Phi(\lambda, u) = u - T(\lambda, u) \) with \( T \) a compact map. Suppose also that

\[ \Phi(\lambda, u) = u - T(\lambda, u) \neq 0, \quad \forall (\lambda, u) \in [a, b] \times \partial \Omega. \]

If,

\[ \text{deg}(I - T(a, \cdot), \Omega, 0) \neq 0, \]

then there exists a compact connected set \( C \in \Sigma \) such that

\[ C \cap \{(a) \times \Sigma_a\} \neq \emptyset \quad \text{and} \quad C \cap \{(b) \times \Sigma_b\} \neq \emptyset. \]

Here,

\[ \Sigma = \{(\lambda, u) \in [a, b] \times \overline{\Omega} : \Phi(\lambda, u) = 0\} \]

and \( \Sigma_\lambda \) denotes the \( \lambda \)-slice of \( \Sigma \), i.e.

\[ \Sigma_\lambda = \{u \in \overline{\Omega} : (\lambda, u) \in \Sigma\}. \]

3. A PRIORI BOUNDS AND COMPACTNESS RESULTS

For \( 0 < \Lambda_1 \leq \Lambda_2 < +\infty \), we define the set

\[ U_{\Lambda_1}^{\Lambda_2} := \left\{ u \in H^1_{rad}(\mathbb{R}^2) : u \text{ is a non-negative solution to (1.2) with } \lambda \in [\Lambda_1, \Lambda_2] \right\} \] (3.1)

and recall that \( C_{r,0}(\mathbb{R}^2) \) denotes the space of continuous radial functions vanishing at infinity. In view of Remark 2.3, \( U_{\Lambda_1}^{\Lambda_2} \subset C_{r,0}(\mathbb{R}^2) \).
Lemma 3.1. Let \( N \geq 1 \) and assume that (G1)-(G2) hold.

(i) For any \( M > 0 \), there exists \( C_M > 0 \) such that, for any non-negative solution \( u \in H^1(\mathbb{R}^N) \) to (1.2) with \( \lambda \in (0, M) \),

\[
\max_{x \in \mathbb{R}^2} u(x) \leq C_M.
\]

(ii) Let \( 0 < \Lambda_1 \leq \Lambda_2 < +\infty \). Then the set \( \mathcal{U}_{\Lambda_2}^\Lambda \) is compact in \( C_{r,0}(\mathbb{R}^2) \).

Proof. (i) We proceed by contradiction, assuming there exists a sequence \( (\lambda_n, u_n) \in (0, M) \times H^1(\mathbb{R}^N) \) where \( u_n \in H^1(\mathbb{R}^2) \) is solution to (1.2) with \( \lambda = \lambda_n \) and

\[
\max_{x \in \mathbb{R}^2} u_n(x) \to +\infty \quad \text{as } n \to +\infty.
\]

We follow a blow up procedure introduced by Gidas and Spruck [15]. Without loss of generality, we may assume that \( M_n := u_n(0) = \max_{x \in \mathbb{R}^2} u_n(x) \). Now we perform a rescaling, setting \( x = \frac{y}{M_n} \) and defining \( \tilde{u}_n : \mathbb{R}^2 \to \mathbb{R} \) by

\[
\tilde{u}_n(y) := \frac{1}{M_n} u_n \left( \frac{y}{M_n} \right).
\]

Then \( \tilde{u}_n(0) = \max_{y \in \mathbb{R}^2} \tilde{u}_n(y) = 1 \) and

\[
-\Delta \tilde{u}_n = \frac{g(M_n \tilde{u}_n)}{M_n^{\beta-1}} - \frac{\lambda_n}{M_n^{\beta-2}} \tilde{u}_n.
\]

If \( \alpha \leq \beta \), since \( \| \tilde{u}_n \|_{L^\infty} = 1 \) and \( M_n \to +\infty \), recalling Lemma 2.1(ii), we see that

\[
\frac{g(M_n \tilde{u}_n)}{M_n^{\beta-1}} \leq C \left( M_n^{\alpha-\beta} \tilde{u}_n^{\alpha-1} + \tilde{u}_n^{\beta-1} \right) \leq C \left( \tilde{u}_n^{\alpha-1} + \tilde{u}_n^{\beta-1} \right) \in L^\infty(\mathbb{R}^2).
\]

If \( \alpha > \beta \), we also have that

\[
\frac{g(M_n \tilde{u}_n)}{M_n^{\beta-1}} \leq C(M_n \tilde{u}_n)^{\beta-1} \frac{M_n^{\beta-1}}{M_n^{\beta-1}} = C \tilde{u}_n^{\beta-1} \in L^\infty(\mathbb{R}^2).
\]

We also remark that \( \frac{\lambda_n}{M_n^\beta} \tilde{u}_n \in L^\infty(\mathbb{R}^2) \). So, applying standard elliptic estimates, and passing to a subsequence if necessary, we may assume that \( \tilde{u}_n \to \tilde{u} \) in \( C^2_{loc}(\mathbb{R}^2) \), where \( \tilde{u} \) is a nontrivial and non-negative bounded radial solution to

\[
-\Delta \tilde{u} = \mu_2 \tilde{u}^{\beta-1} \text{ in } \mathbb{R}^2.
\]

At this point Theorem 2.5 provides a contradiction.

(ii) Note that a bounded set \( \mathcal{A} \subset C_{r,0}(\mathbb{R}^2) \) is pre-compact if and only if \( \mathcal{A} \) is equi-continuous on bounded sets and decay uniformly at infinity. Firstly, by a standard regularity argument we can check that the set \( \mathcal{U}_{\Lambda_2}^\Lambda \) is bounded in \( C^2(\mathbb{R}^2) \). To prove the uniform decay we argue by contradiction and assume that there exists a \( \epsilon > 0 \), that can be assumed as arbitrarily small, and
sequences \( \{u_n\} \subset C_{r,0}^0(\mathbb{R}^2) \) and \( r_n \to +\infty \) such that \( u_n(r_n) = \varepsilon \) and \( u_n \) solves (1.2) with \( \lambda = \lambda_n \). Put \( \bar{u}_n(r) := u_n(r + r_n) \), then
\[
-\left( \bar{u}_n'' + \frac{(N-1)}{r+r_n} \bar{u}_n' \right) = -\lambda_n \bar{u}_n + g(\bar{u}_n), \ r > -r_n.
\]

Passing to subsequences (still denoted by \( \lambda_n \) and \( \bar{u}_n \)) and then taking the limits, we get that \( \lambda_n \to \lambda^* > 0 \) and that \( \{u_n\} \) converges to \( \bar{u} \), a nontrivial solution of the following equation
\[
-\bar{u}'' = -\lambda^* \bar{u} + g(\bar{u}) \text{ in } \mathbb{R}
\]  

(3.2)

with \( \bar{u}(0) = \varepsilon, \bar{u} \geq 0 \) and bounded. By Lemma 2.2, \( \bar{u}_n(r) \) is decreasing in \([-r_n, +\infty)\) and thus \( \bar{u} \) is bounded and decreasing in \( \mathbb{R} \). Hence, \( \bar{u}(r) \) has a limit \( \bar{u}_+ \) at \( r = +\infty \) and a limit \( \bar{u}_- \) at \( r = -\infty \). In particular, \( 0 \leq \bar{u}_+ \leq \bar{u}(r) \leq \bar{u}_- < +\infty, \forall r \in \mathbb{R} \) and \( \bar{u}_- \geq \bar{u}(0) = \varepsilon > 0 \). Here \( \bar{u}_\pm \) satisfies
\[
-\lambda^* \bar{u}_\pm + g(\bar{u}_\pm) = 0.
\]

Since \( \lambda > 0 \) is bounded away from 0, we have that \( \lambda^* > 0 \). Under the assumption (G2), taking \( \varepsilon > 0 \) smaller if necessary, we can assume that \( \frac{g(s)}{s} < \lambda^* \) for \( s \in (0, \varepsilon] \), which implies that \( \bar{u}_+ = 0 \). Put \( f(s) := -\lambda^* s + g(s) \) and \( F(s) := \int_0^s f(t)dt \). Noting that \( \lim_{t \to +\infty} \bar{u}'(t) = 0 \) and
\[
\lim_{t \to +\infty} F(\bar{u}(t)) = 0,
\]
we have that
\[
\frac{1}{2} \bar{u}'(t)^2 = \int_{-r}^{+\infty} -\bar{u}''(t)\bar{u}'(t)dt = \int_{-r}^{+\infty} f(\bar{u}(t))\bar{u}'(t)dt = -F(\bar{u}(r)), \forall r \in \mathbb{R}.
\]  

(3.3)

Under the assumptions (G1)-(G2), by [9] Theorem 5, there exist a unique solution \( v \) (up to a translation) to the following equation
\[
-v'' = f(v) \text{ in } \mathbb{R}, \ v \in C^2(\mathbb{R}), \ \lim_{r \to \pm \infty} v(r) = 0 \text{ and } v(r_0) > 0 \text{ for some } r_0 \in \mathbb{R}.
\]  

(3.4)

Without loss of generality, we suppose that \( v(0) = \max_{r \in \mathbb{R}} v(r) \), then
\[
\begin{cases}
 v(r) = v(-r); \\
 v(r) > 0, \ r \in \mathbb{R}; \\
 v(0) = \bar{\xi}_0; \\
 v'(r) < 0, \ r > 0,
\end{cases}
\]

where \( \bar{\xi}_0 > 0 \) is determined by
\[
\bar{\xi}_0 := \inf \{ \xi > 0 : F(\xi) = 0 \},
\]
see [9] Theorem 5] again. By our choice of \( \varepsilon > 0 \), we see that \( f(s) < 0, s \in (0, \varepsilon] \), and thus \( \varepsilon < \bar{\xi}_0 \). So there exists some \( r_0 > 0 \) such that \( v(r_0) = \varepsilon \). Now, we let \( \tilde{v}(r) := v(r + r_0) \), then \( -\tilde{v}'' = f(\tilde{v}) \text{ in } \mathbb{R}, \ \tilde{v}(0) = \varepsilon \).
Furthermore, noting that\( \lim_{r \to +\infty} \bar{v}(r) = 0 \), applying a similar argument as that in (3.3), we conclude that
\[
\bar{v}'(r) = \begin{cases} 
-\sqrt{-2F(\bar{v}(r))}, & \forall r \geq -r_0, \\
\sqrt{-2F(\bar{v}(r))}, & \forall r < -r_0.
\end{cases}
\] (3.6)

Hence, both \( \bar{u} \) and \( \bar{v} \) solve
\[
\begin{cases}
-u''(r) = f(u(r)) \text{ in } \mathbb{R}, \\
u(0) = \varepsilon, \\
u'(0) = -\sqrt{-2F(\varepsilon)}.
\end{cases}
\] (3.7)

By the uniqueness of solutions of initial value problem, we conclude \( \bar{u} \equiv \bar{v} \) in \( \mathbb{R} \). Thus,
\[
\bar{u}_- = \lim_{r \to -\infty} \bar{u}(r) = \lim_{r \to -\infty} \bar{v}(r) = 0,
\]
a contradiction to \( \bar{u}_- \geq \varepsilon > 0 \).

\[\square\]

**Corollary 3.2.** Let \( N \geq 1 \) and assume that (G1)-(G2) hold. Let \( 0 < \Lambda_1 \leq \Lambda_2 < +\infty \). Then the set \( \mathcal{U}^{\Lambda_2}_{\Lambda_1} \) is compact in \( H^1(\mathbb{R}^2) \).

**Proof.** By Lemma 3.1(ii), the set \( \mathcal{U}^{\Lambda_2}_{\Lambda_1} \) is compact in \( C_{r,0}(\mathbb{R}^2) \). So by (G2), we can find some \( R > 0 \) large such that
\[
\frac{g(u(x))}{u(x)} < \frac{\Lambda_1}{2}, \quad \forall \mid x \mid \geq R, \forall u \in \mathcal{U}^{\Lambda_2}_{\Lambda_1}.
\]
Then it follows that
\[
-\Delta u + \frac{\Lambda_1}{2}u \leq 0, \quad \forall \mid x \mid \geq R, \forall u \in \mathcal{U}^{\Lambda_2}_{\Lambda_1}
\]
and combining with the compactness of \( \mathcal{U}^{\Lambda_2}_{\Lambda_1} \) in \( C_{r,0}(\mathbb{R}^2) \), there exists some \( C > 0 \) so that
\[
u(x) \leq C e^{\frac{-\Lambda_1}{2} \mid x \mid}, \quad \forall \mid x \mid \geq R, \forall u \in \mathcal{U}^{\Lambda_2}_{\Lambda_1}.
\]
Recalling Lemma 3.1(ii), we can modify \( C > 0 \) such that
\[
u(x) \leq C e^{\frac{-\Lambda_1}{2} \mid x \mid} \text{ in } \mathbb{R}^2, \forall u \in \mathcal{U}^{\Lambda_2}_{\Lambda_1}
\]
from which the boundedness of \( \mathcal{U}^{\Lambda_2}_{\Lambda_1} \) in \( H^1(\mathbb{R}^2) \) follows. Now, for any sequence \( \{u_n\} \subset \mathcal{U}^{\Lambda_2}_{\Lambda_1} \), we may assume that \( u_n \rightharpoonup u \) in \( H^1(\mathbb{R}^2) \) and \( \lambda_n \to \lambda^* \in [\Lambda_1, \Lambda_2] \). In particular, \( u \) is a positive radial solution to
\[
-\Delta u + \lambda^* u = g(u) \text{ in } H^1(\mathbb{R}^2).
\] (3.8)
Noting that Lemma 2.1(ii) implies that \( g(u)/u \leq C(\mid u \mid^a + \mid u \mid^b) \), by the uniform exponential decay of \( \{u_n\} \) and the Lebesgue dominated convergence theorem, we observe that
\[
\int_{\mathbb{R}^2} g(u_n)u_n \, dx \to \int_{\mathbb{R}^2} g(u)u \, dx \quad \text{as } n \to +\infty.
\] (3.9)
Hence, by (3.8)-(3.9), we obtain that
\[
\|\nabla u_n\|_2^2 + \lambda_n \|u_n\|_2^2 \to \|\nabla u\|_2^2 + \lambda^* \|u\|_2^2.
\] (3.10)
Recalling that $\lambda_n \to \lambda^* \geq \Lambda_1 > 0, u_n \to u$ in $H^1(\mathbb{R}^2)$, (3.10) implies that $u_n \to u$ in $H^1(\mathbb{R}^2)$. That is, $\mathcal{U}^{\Lambda_2}_{\Lambda_1}$ is compact in $H^1(\mathbb{R}^2)$.

For future reference we also observe

**Lemma 3.3.** Let $N \geq 2$ and assume that (G1)-(G2) hold. For any $0 < \Lambda_1 \leq \Lambda_2 < +\infty$, let $\mathcal{U}^{\Lambda_2}_{\Lambda_1}$ be given by (3.1). Then there exists some $\delta_{\Lambda_1, \Lambda_2} > 0$ such that

$$\|u\|_{H^1(\mathbb{R}^2)}^2 \geq \delta_{\Lambda_1, \Lambda_2}, \quad \forall u \in \mathcal{U}^{\Lambda_2}_{\Lambda_1}. $$

**Proof.** Since any $u \in \mathcal{U}^{\Lambda_2}_{\Lambda_1}$, solves (1.2) for some $\lambda \in [\Lambda_1, \Lambda_2]$, using Lemma 2.1-(ii),

$$\min\{1, \Lambda_1\} \|u\|_{H^1(\mathbb{R}^2)} \leq \|\nabla u\|_2^2 + \Lambda_1 \|u\|_2^2 \leq \|\nabla u\|_2^2 + \lambda \|u\|_2^2 \leq \int_{\mathbb{R}^2} g(u) u dx \leq C \left( \|u\|_{H^1(\mathbb{R}^2)}^\alpha + \|u\|_{H^1(\mathbb{R}^2)}^\beta \right),$$

which implies the existence of $\delta_{\Lambda_1, \Lambda_2} > 0$. □

4. **Asymptotic Behaviors of Positive Solutions for $\lambda \to 0^+$ and $\lambda \to +\infty$**

4.1. **The case of $\lambda \to 0^+$**.

**Lemma 4.1.** Let $N \geq 1$ and assume that (G1)-(G2) hold. Let $\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$ be positive solutions to (1.2) with $\lambda = \lambda_n \to 0^+$. Then

$$\limsup_{n \to +\infty} \|u_n\|_{\infty} < +\infty.$$ 

**Proof.** It follows by Lemma 3.1-(i). □

**Lemma 4.2.** Let $N \geq 1$ and assume that (G1)-(G2) hold. Let $\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$ be positive solutions to (1.2) with $\lambda = \lambda_n \to 0^+$. Then

$$\liminf_{n \to +\infty} \frac{\|u_n\|_{\infty}^{\alpha-2}}{\lambda_n} > 0.$$ 

Furthermore, if (G3) holds, then

$$\|u_n\|_{\infty} \to 0 \text{ as } n \to +\infty.$$ (4.1)

**Proof.** For any sequence $(\lambda_n, u_n)$ with $\lambda_n \to 0^+$ and

$$-\Delta u_n + \lambda_n u_n = g(u_n) \text{ in } \mathbb{R}^2, \quad 0 < u_n \in H^1(\mathbb{R}^2),$$ (4.2)

thanks to Lemma 4.1 and the invariance of (1.2) under translation, we may suppose that $u_n(0) = \|u_n\|_{\infty} \leq M, \forall n \in \mathbb{N}$. Setting

$$\bar{u}_n(x) := \frac{1}{u_n(0)} u_n \left( \frac{x}{\sqrt{\lambda_n}} \right),$$
Lemma 4.3. Let solutions to (1.2) 

$$\Delta \tilde{u}_n = \lambda_n \tilde{u}_n$$

Proof. We argue by contradiction and assume there exists a sequence $$u_n \to u$$ in $$C^2_{\text{loc}}(\mathbb{R}^2)$$ with $$u(0) = \max_{x \in \mathbb{R}^2} u(x) > 0$$ and $$u$$ a non-negative bounded radial decreasing function which solves

$$-\Delta u = g(u),$$

in $$\mathbb{R}^2.$$ Hence, by (G3), we obtain that

$$1 = \bar{u}_n(0) \leq -\Delta \bar{u}_n(0) + \bar{u}_n(0) \quad \text{(by maximum principle)}$$

$$= \frac{1}{\lambda_n u_n(0)} g(u_n(0)) \leq C_{M,1} \frac{u_n(0)^{a-2}}{\lambda_n} \quad \text{(by Lemma 2.1-(ii)).}$$

Hence,

$$\lim_{n \to \infty} \frac{\|u_n\|_{\infty}^{a-2}}{\lambda_n} > \frac{1}{C_{M,1}} > 0.$$ 

Suppose now that $$\lim \inf_{n \to +\infty} u_n(0) > 0.$$ Since $$g(u_n) - \lambda_n u_n \in L^\infty(\mathbb{R}^2)$$ in (4.2), passing to a subsequence, we may assume that $$u_n \to u$$ in $$C^2_{\text{loc}}(\mathbb{R}^2)$$ with $$u(0) = \max_{x \in \mathbb{R}^2} u(x) > 0$$ and $$u$$ a non-negative bounded radial decreasing function which solves

$$-\Delta u = g(u),$$

in $$\mathbb{R}^2.$$ Hence, by (G3), we obtain that $$u \equiv 0,$$ a contradiction to $$u(0) > 0.$$ 

Lemma 4.3. Let $$N \geq 1$$ and assume that (G1)-(G3) hold. Let $$\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$$ be positive solutions to (1.2) with $$\lambda = \lambda_n \to 0^+.$$ Then

$$\lim_{n \to +\infty} \sup \frac{\|u_n\|_{\infty}^{a-2}}{\lambda_n} < +\infty.$$ 

Proof. We argue by contradiction and assume there exists a sequence $$\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$$ of positive solutions to (1.2) with $$\lambda = \lambda_n \to 0^+$$ such that

$$\frac{\|u_n\|_{\infty}^{a-2}}{\lambda_n} \to +\infty.$$ 

Without loss of generality, we suppose that $$u_n(0) = \|u_n\|_{\infty}, \forall n \in \mathbb{N}.$$ Setting

$$\tilde{u}_n(x) := \frac{1}{\|u_n\|_{\infty}} u_n \left( \frac{x}{\|u_n\|_{\infty}} \right),$$

we have $$\tilde{u}_n(0) = \|\tilde{u}_n\|_{\infty} = 1$$ and

$$-\Delta \tilde{u}_n = g(\|u_n\|_{\infty} \tilde{u}_n) \frac{\lambda_n}{\|u_n\|_{\infty}^{a-2}} \tilde{u}_n.$$

In view of Lemmas 2.1 and 4.1 the right hand side of (4.4) is in $$L^\infty(\mathbb{R}^2).$$ So, passing to a subsequence if necessary, we may assume that $$\tilde{u}_n \to \tilde{u}$$ in $$C^2_{\text{loc}}(\mathbb{R}^2).$$ Using (4.1), we obtain that $$\tilde{u}$$ is a non-negative bounded solution to

$$-\Delta \tilde{u} = \mu \tilde{u}^{a-1}$$

in $$\mathbb{R}^2.$$
Here again, Theorem 2.5 provides a contradiction to $\tilde{u}(0) = \|\tilde{u}\|_\infty = 1$. □

**Lemma 4.4.** Let $N \geq 1$ and assume that (G1)-(G3) hold. Let $\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$ be positive radial solutions to (1.2) with $\lambda = \lambda_n \to 0^+$. Define

$$\tilde{u}_n(x) := \frac{1}{u_n(0)} u_n \left( \frac{x}{\sqrt{\lambda_n}} \right),$$

then $\tilde{u}_n(x) \to 0$ as $|x| \to +\infty$ uniformly in $n \in \mathbb{N}$.

**Proof.** By Lemmas 4.2 and 4.3 up to a subsequence, we may assume that

$$\frac{\|u_n\|_\infty^{\alpha - 2}}{\lambda_n} \to C_0 > 0.$$

Take $\varepsilon > 0$ small such that $C_0 \mu_1 e^{\alpha - 1} < 1$. We argue by contradiction and suppose there exists a sequence $r_n \to +\infty$ such that $\tilde{u}_n(r_n) = \varepsilon$. By changing the origin to $r_n$ and passing to the limit, we obtain a nontrivial solution $\tilde{u}$ of the following equation,

$$-\tilde{u}'' = -\tilde{u} + C_0 \mu_1 \tilde{u}^{\alpha - 1}, \quad r \in \mathbb{R},$$

with $\tilde{u}(0) = \varepsilon, \tilde{u} \geq 0$ and bounded. By Lemma 2.2, we obtain that $\tilde{u}$ is decreasing on $\mathbb{R}$. Hence, $\tilde{u}$ has a limit $\tilde{u}_+$ at $r = +\infty$ and a limit $\tilde{u}_-$ at $r = -\infty$. In particular, $\tilde{u}_\pm$ solve

$$-\tilde{u}_\pm + C_0 \mu_1 \tilde{u}_\pm^{\alpha - 1} = 0.$$

So by $\tilde{u}_+ < \varepsilon \leq \tilde{u}_-$, we obtain that $\tilde{u}_+ = 0$ and $\tilde{u}_- = (C_0 \mu_1)^{\frac{1}{\alpha - 1}}$. Then, since from (4.6), we have that $-\tilde{u}_-'' \leq 0$ on $\mathbb{R}$ necessarily $\tilde{u}'(0) < 0$ and using again that $-\tilde{u}_-'' \leq 0$ on $(-\infty, 0]$ we get a contradiction with the fact that $\tilde{u}$ is bounded. □

**Theorem 4.5. (The behavior in the sense of $C_{r,0}(\mathbb{R}^2)$ as $\lambda \to 0^+$)** Let $N \geq 1$ and assume that (G1)-(G3) hold. Let $\{u_n\}_{n=1}^\infty$ be positive radial solutions to (1.2) with $\lambda = \lambda_n \to 0^+$. Defining

$$v_n(x) := \lambda_n^{\frac{1}{\alpha - 2}} u_n \left( \frac{x}{\sqrt{\lambda_n}} \right),$$

and passing to a subsequence if necessary we have that $v_n \to U$ in $C_{r,0}(\mathbb{R}^2)$ as $n \to +\infty$, where $U$ is given by Theorem 1.3

**Proof.** By Lemmas 4.2 and 4.3, we have

$$0 < \lim\inf_{n \to \infty} \frac{u_n(0)^{\alpha - 2}}{\lambda_n} \leq \lim\sup_{n \to \infty} \frac{u_n(0)^{\alpha - 2}}{\lambda_n} < +\infty.$$ (4.8)

Noting that $v_n$ solves the equation

$$-\Delta v_n + v_n = g(\lambda_n^{\frac{1}{\alpha - 2}} v_n) \text{ in } \mathbb{R}^2$$ (4.9)

by standard regularity argument, it is easy to see that $\{v_n\}$ is equi-continuous on bounded sets. On the other hand, we remark that $v_n(x) = u_n(0) \lambda_n^{\frac{1}{\alpha - 2}} \tilde{u}_n(x)$, where $\tilde{u}_n(x)$ is given by (4.5). So,
by Lemma 4.4 and (4.8), we see that \( \{ v_n \} \) decay to 0 uniformly at \( \infty \). Hence, \( \{ v_n \} \) is pre-compact in \( C_{r,0}(\mathbb{R}^2) \). Passing to a subsequence if necessary, we may assume that \( v_n \to U \in C_{r,0}(\mathbb{R}^2) \) where \( U \in C_{r,0}(\mathbb{R}^2) \) solves (1.5) with \( U(0) = \max_{x \in \mathbb{R}^2} U(x) > 0 \). \( \Box \)

In order to apply these results to the study of the existence of solutions with prescribed mass, we also need to explicit the behavior of these solutions in \( L^2(\mathbb{R}^2) \) as \( \lambda \to 0^+ \).

**Theorem 4.6. (The behavior in the sense of \( H^1(\mathbb{R}^2) \) as \( \lambda \to 0^+ \))** Let \( N \geq 1 \) and assume that (G1)-(G3) hold. Let \( \{ u_n \} \), \( \{ \lambda_n \} \), \( \{ v_n \} \) and \( U \) be given by Theorem 4.5 Then we also have

\[
v_n \to U \text{ in } H^1(\mathbb{R}^2).
\]

**Proof.** We can rewrite (4.9) as

\[
-\Delta v_n + \left( 1 - \frac{g(\lambda_n^{\frac{1}{n}} v_n)}{\lambda_n^{\frac{n-1}{2}} v_n} \right) v_n = 0 \text{ in } \mathbb{R}^2.
\]

By the proof of Theorem 4.5 we know that \( \{ v_n \} \) is pre-compact in \( C_{r,0}(\mathbb{R}^2) \). So, in view of Lemma 2.1, we can find some \( R > 0 \) large enough such that

\[
1 - \frac{g(\lambda_n^{\frac{1}{n}} v_n)}{\lambda_n^{\frac{n-1}{2}} v_n} > \frac{1}{2}, \forall \ |x| \geq R, \forall n \in \mathbb{N}.
\]

Then we have

\[
-\Delta v_n(x) + \frac{1}{2} v_n(x) \leq 0, \forall \ |x| \geq R, \forall n \in \mathbb{N}.
\]

It follows by the comparison principle and since, see Theorem 4.5, \( v_n \to U \) in \( C_{r,0}(\mathbb{R}^2) \) that one can find some \( C_1, C_2 > 0 \) such that

\[
v_n(x) \leq C_1 e^{-C_2|x|} \text{ in } \mathbb{R}^2, \forall n \in \mathbb{N}.
\]

On the other hand, by Lemma 2.1(i),

\[
\| v_n \|_{H^1(\mathbb{R}^2)}^2 = \int_{\mathbb{R}^2} \frac{g(\lambda_n^{\frac{1}{n}} v_n)}{\lambda_n^{\frac{n-1}{2}}} v_n dx = (\mu_1 + o(1)) \| v_n \|_{H^1(\mathbb{R}^2)}^2,
\]

which implies that \( \{ v_n \} \) is bounded in \( H^1(\mathbb{R}^2) \). Without loss of generality, we assume that \( v_n \to \bar{U} \) in \( H^1(\mathbb{R}^2) \). By the Lebesgue dominated convergence theorem, we see that

\[
v_n \to \bar{U} \text{ in } L^p(\mathbb{R}^2), \forall p \in [1, +\infty).
\]

Furthermore, since \( \{ v_n \} \) is pre-compact in \( C_{r,0}(\mathbb{R}^2) \) and \( \lambda_n \to 0^+ \), by Lemma 2.1(i), we have that

\[
\frac{g(\lambda_n^{\frac{1}{n}} v_n)}{\lambda_n^{\frac{n-1}{2}}} v_n = (\mu_1 + o(1)) v_n^\alpha, \ \text{a.e. in} \ \mathbb{R}^2.
\]
So $\bar{U}$ solves

$$-\Delta \bar{U} + \bar{U} = \mu_1 \bar{U}^{\alpha-1} \text{ in } \mathbb{R}^2 \quad \text{with } \lim_{|x| \to +\infty} \bar{U}(x) = 0.$$ 

Hence $\bar{U} = U$ and thus

$$\|v_n\|_{H^1(\mathbb{R}^2)}^2 - \|U\|_{H^1(\mathbb{R}^2)}^2 = \int_{\mathbb{R}^2} g\left(\frac{1}{\lambda_n^{\frac{1}{\alpha}}} v_n\right) v_n \, dx - \mu_1 \int_{\mathbb{R}^2} U^{\alpha} \, dx$$

$$= -\mu_1 \left(\|v_n\|_\alpha^\alpha - \|U\|_\alpha^\alpha\right) + o(1) = o(1),$$

which implies that $v_n \to U$ in $H^1(\mathbb{R}^2)$.

4.2. The case of $\lambda \to +\infty$.

**Lemma 4.7.** Let $N \geq 1$ and assume that (G1)-(G2) hold. Let $\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$ be positive solutions to (1.2) with $\lambda = \lambda_n \to +\infty$. Then

$$\liminf_{n \to +\infty} \|u_n\|_\infty = +\infty,$$  

and

$$\limsup_{n \to +\infty} \frac{\|u_n\|_{\infty}^{\beta-2}}{\lambda_n} > 0.$$  

**Proof.** By regularity, for any fixed $n$, $u_n \in C^2(\mathbb{R}^2)$ and we may suppose that $u_n(0) = \|u_n\|_\infty$. We let $\bar{u}_n$ be given as in the proof of Lemma 4.2 and thus (4.5) holds. Taking $x = 0$, by Lemma 2.1 we obtain that

$$1 = \bar{u}_n(0) \leq -\Delta \bar{u}_n(0) + \bar{u}_n(0) \leq \frac{1}{\lambda_n u_n(0)} g(u_n(0))$$

$$\leq C \frac{u_n(0)^{\alpha-2} + u_n(0)^{\beta-2}}{\lambda_n}.$$

Since $\lambda_n \to +\infty$ and $\min\{\alpha, \beta\} > 2$, we obtain (4.10). Furthermore, if $\alpha \leq \beta$, (4.11) trivially holds. If $\alpha > \beta$, by Lemma 2.1(ii), $g(s) \leq Cs^{\beta-1}$, $s \in \mathbb{R}^+$, and we also obtain (4.11). \qed

**Lemma 4.8.** Let $N \geq 1$ and assume that (G1)-(G2) hold. Let $\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$ be positive solutions to (1.2) with $\lambda = \lambda_n \to +\infty$. Then

$$\limsup_{n \to +\infty} \frac{\|u_n\|_{\infty}^{\beta-2}}{\lambda_n} < +\infty.$$  

**Proof.** As in the proof of Lemma 4.3 we argue by contradiction and assume there exists a sequence $\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$ of positive solutions to (1.2) with $\lambda = \lambda_n \to +\infty$ such that

$$\frac{\|u_n\|_{\infty}^{\beta-2}}{\lambda_n} \to +\infty.$$
Without loss of generality, we suppose that $u_n(0) = \|u_n\|_\infty, \forall n \in \mathbb{N}$. Setting
\[
\tilde{u}_n(x) := \frac{1}{\|u_n\|_\infty}u_n \left( \frac{x}{\|u_n\|_\infty^{\frac{\beta-2}{2}}} \right),
\]
we have $\tilde{u}_n(0) = \|\tilde{u}_n\|_\infty = 1$ and
\[
-\Delta \tilde{u}_n = \frac{g(\|u_n\|_\infty \tilde{u}_n)}{\|u_n\|_\infty^{\beta-1}} - \frac{\lambda_n}{\|u_n\|_\infty^{\beta-2}} \tilde{u}_n. \tag{4.12}
\]
By Lemma \ref{lem:2.1} the right hand side of (4.12) is in $L^\infty(\mathbb{R}^2)$. Passing to the limit, we may assume that $\tilde{u}_n \to \tilde{u}$ in $C^2_{loc}(\mathbb{R}^2)$ where $\tilde{u}$ is a non negative bounded solution to
\[
-\Delta \tilde{u} = \mu_2 \tilde{u}^{\beta-1} \text{ in } \mathbb{R}^2. \tag{4.13}
\]
Again here, Theorem \ref{thm:2.5} contradicts $\tilde{u}(0) = 1$. □

**Theorem 4.9. (The behavior in the sense of $C_{r,0}(\mathbb{R}^2)$ as $\lambda \to +\infty$)** Let $N \geq 1$ and assume that (G1)-(G2) hold. Let $\{u_n\}_{n=1}^\infty \subset H^1(\mathbb{R}^2)$ be positive radial solutions to (1.2) with $\lambda = \lambda_n \to +\infty$. Defining
\[
v_n(x) := \lambda_n^{\frac{1}{\beta-2}} u_n \left( \frac{x}{\sqrt{\lambda_n}} \right), \tag{4.14}
\]
and passing to a subsequence if necessary we have that $v_n \to V$ in $C_{r,0}(\mathbb{R}^2)$ as $n \to +\infty$, where $V$ is given by Theorem 1.3.

**Proof.** By Lemmas \ref{lem:4.7} and \ref{lem:4.8}, we see that
\[
0 < \liminf_{n \to \infty} u_n(0)^{\beta-2} \lambda_n \leq \limsup_{n \to \infty} u_n(0)^{\beta-2} \lambda_n < +\infty,
\]
which implies $\{v_n\}$ is uniformly bounded in $L^\infty(\mathbb{R}^2)$. We note that $v_n$ solves
\[
-\Delta v_n = -v_n + \frac{g(\lambda_n^{\frac{1}{\beta-2}} v_n)}{\lambda_n^{\frac{1}{\beta-2}}} \text{ in } \mathbb{R}^2. \tag{4.15}
\]
If $\alpha \leq \beta$, by Lemma \ref{lem:2.1} and $\lambda_n \to +\infty$, we have that
\[
\frac{g(\lambda_n^{\frac{1}{\beta-2}} v_n)}{\lambda_n^{\frac{1}{\beta-2}}} \leq C \left( \lambda_n^{\frac{\beta-\alpha}{\beta-2}} v_n^{1-\alpha} + v_n^{\beta-1} \right),
\]
which implies the right hand side of (4.15) is in $L^\infty(\mathbb{R}^2)$. If $\alpha > \beta$, still by Lemma \ref{lem:2.1} we have that
\[
\frac{g(\lambda_n^{\frac{1}{\beta-2}} v_n)}{\lambda_n^{\frac{1}{\beta-2}}} \leq C v_n^{\beta-1},
\]
the right hand side of \((4.15)\) is also of \(L^\infty(\mathbb{R}^2)\). Thus, in view of standard elliptic estimates, we may assume that \(v_n \rightarrow V\) in \(C^2_{loc}(\mathbb{R}^2)\). Hence, \(\{v_n\}\) is equi-continuous on bounded sets. Also, proceeding exactly as in the proof of Lemma 4.4 we may check that \(\{v_n\}\) decay to 0 uniformly at \(\infty\). Hence, \(\{v_n\}\) is pre-compact in \(C^{r,0} (\mathbb{R}^2)\) and \(v_n \rightarrow V\) in \(C^{r,0} (\mathbb{R}^2)\) where \(0 < V \in C^{r,0} (\mathbb{R}^2)\) solves (1.6). \(\square\)

Now, adapting in a straightforward way the proof of Theorem 4.6 we also have

**Theorem 4.10.** (The behavior in the sense of \(H^1(\mathbb{R}^2)\) as \(\lambda \rightarrow +\infty\)) Let \(N \geq 1\) and assume that (G1)-(G2) hold. Let \(\{u_n\}\), \(\{\lambda_n\}\), \(\{v_n\}\) and \(V\) be given by Theorem 4.9 Then we also have

\[ v_n \rightarrow V \text{ in } H^1(\mathbb{R}^2). \]

Now we can give the

**Proof of Theorem 1.3.** (i) In view of Lemma 2.2 and Remark 2.3 we can assume without restriction that \(u_n\) is a radial function. Let \(v_n\) be defined by (4.7). Thus, noting that

\[
\begin{align*}
\|\nabla u_n\|_2^2 &= \lambda_n^{1+\frac{2}{p-2}} - \frac{N}{2} \|\nabla v_n\|_2^2, \\
\|u_n\|_2^2 &= \lambda_n^{\frac{2}{p-2} - \frac{N}{2}} \|v_n\|_2^2,
\end{align*}
\]

and recalling, see Theorem 4.6, that \(v_n \rightarrow U\) in \(H^1(\mathbb{R}^2)\) as \(\lambda_n \rightarrow 0^+\), the conclusion follows.

(ii) Similarly, for \(v_n\) defined by (4.14), we have

\[
\begin{align*}
\|\nabla u_n\|_2^2 &= \lambda_n^{1+\frac{2}{p-2}} - \frac{N}{2} \|\nabla v_n\|_2^2, \\
\|u_n\|_2^2 &= \lambda_n^{\frac{2}{p-2} - \frac{N}{2}} \|v_n\|_2^2.
\end{align*}
\]

Since \(v_n \rightarrow V\) in \(H^1(\mathbb{R}^2)\) as \(\lambda_n \rightarrow +\infty\), see Theorem 4.10, the conclusion follows. \(\square\)

5. LOCAL UNIQUENESS OF POSITIVE SOLUTIONS

In this section, we prove the uniqueness of positive solutions to (1.2) provided \(\lambda > 0\) small or large enough. The uniqueness will help us to prove that the set consisting of \((\lambda, u_\lambda)\) with \(\lambda > 0\) small, is indeed a curve in Section 6. More precisely,

**Theorem 5.1.** Let \(N \geq 1\) and assume that (G1)-(G2) hold. Then (1.2) has at most one positive solution for \(\lambda > 0\) large enough. If in addition (G3) holds, it is also the case for \(\lambda > 0\) small enough.

**Proof.** (i) We first consider the case where \(\lambda > 0\) is small. We argue by contradiction and suppose there exist two families of positive solutions \(u^{(1)}_\lambda\) and \(u^{(2)}_\lambda\) to (1.2) with \(\lambda \rightarrow 0^+\). Let

\[ v^{(i)}_\lambda (x) := \lambda^{-\frac{1}{p-2} + \frac{1}{2}} u^{(i)}_\lambda \left( \frac{x}{\sqrt{\lambda}} \right), \quad i = 1, 2. \]
We study the normalization

\[ -\Delta v + v = \frac{g(\lambda \frac{1}{\alpha-2} v)}{\lambda^{\frac{1}{\alpha-2}}} \]

By Theorems 4.5 and 4.6

\[ \lambda^{\frac{1}{\alpha-2}} g' \left( \lambda^{\frac{1}{\alpha-2}} \left[ \theta(x) v_\lambda^{(1)}(x) + (1 - \theta(x)) v_\lambda^{(2)}(x) \right] \right) \lambda^{\frac{1}{\alpha-2}} \left( v_\lambda^{(1)}(x) - v_\lambda^{(2)}(x) \right) \]

We study the normalization

\[ \xi_\lambda := \frac{v_\lambda^{(1)} - v_\lambda^{(2)}}{\|v_\lambda^{(1)} - v_\lambda^{(2)}\|_\infty} \]

By Lemma 2.1 and the mean value theorem, for any \( x \in \mathbb{R}^2 \), there exists some \( \theta(x) \in [0, 1] \) such that

\[ \frac{g(\lambda \frac{1}{\alpha-2} v_\lambda^{(1)}(x))}{\lambda^{\frac{1}{\alpha-2}}} - \frac{g(\lambda \frac{1}{\alpha-2} v_\lambda^{(2)}(x))}{\lambda^{\frac{1}{\alpha-2}}} = \lambda^{-\frac{1}{\alpha-2}} g' \left( \lambda^{\frac{1}{\alpha-2}} \left[ \theta(x) v_\lambda^{(1)}(x) + (1 - \theta(x)) v_\lambda^{(2)}(x) \right] \right) \lambda^{\frac{1}{\alpha-2}} \left( v_\lambda^{(1)}(x) - v_\lambda^{(2)}(x) \right) \]

So we have that

\[ -\Delta \xi_\lambda = -\xi_\lambda + [1 + o(1)] \mu_1 (\alpha - 1) \left( \theta(x) v_\lambda^{(1)}(x) + (1 - \theta(x)) v_\lambda^{(2)}(x) \right)^{\alpha-2} \left( v_\lambda^{(1)}(x) - v_\lambda^{(2)}(x) \right) \]

Recalling Lemma 4.4 and the facts that \( \|\xi_\lambda\|_\infty = 1, \theta(x) \in [0, 1] \) and \( v_\lambda^{(i)} \to U \) in \( C_{r,0} (\mathbb{R}^2) \), one can see that the right hand side of (5.1) is in \( L^\infty (\mathbb{R}^2) \). Hence, passing to a subsequence if necessary, we can assume that \( \xi_\lambda \to \bar{\xi} \) in \( C^2_{loc} (\mathbb{R}^2) \), where \( \bar{\xi} \) is a radial bounded function satisfying

\[ -\Delta \bar{\xi} + \bar{\xi} = (\alpha - 1) \mu_1 U^{\alpha-2} \bar{\xi} \]

Since \( \|\xi\|_\infty = 1 \), standard elliptic estimates imply that \( \bar{\xi} \) is a strong solution. Then by the decay of \( U \) and applying a comparison principle, we obtain that \( \bar{\xi} \) is exponentially decaying to 0 as \( |x| \to \infty \). Hence, \( \bar{\xi} \in C_{r,0} (\mathbb{R}^2) \cap H^1_{rad} (\mathbb{R}^2) \). At this point, Proposition 2.6 provides a contradiction.

(ii) Now, we consider the case of \( \lambda > 0 \) large. We also argue by contradiction and suppose there exist two families of positive solutions \( u_\lambda^{(1)} \) and \( u_\lambda^{(2)} \) to (1.2) with \( \lambda \to +\infty \). Let

\[ \psi_\lambda^{(i)}(x) := \lambda^{-\frac{1}{\alpha-2}} u_\lambda^{(i)} \left( \frac{x}{\sqrt{\lambda}} \right), \quad i = 1, 2. \]
Then \( v^{(1)}_\lambda(x), v^{(2)}_\lambda(x) \in H^1_{rad}(\mathbb{R}^2) \) are two families of positive solutions to the problem
\[
-\Delta v + v = \frac{g(\lambda^{\frac{1}{\beta-2}}v)}{\lambda^{\frac{\beta-1}{\beta-2}}}.
\]

By Theorems 4.9 and 4.10,
\[
v^{(i)}_\lambda(x) \to V \text{ as } \lambda \to +\infty \text{ both in } C_{r,0}(\mathbb{R}^2) \text{ and also in } H^1(\mathbb{R}^2), \ i = 1, 2.
\]

We also consider the normalization
\[
\xi_\lambda := \frac{v^{(1)}_\lambda - v^{(2)}_\lambda}{\|v^{(1)}_\lambda - v^{(2)}_\lambda\|_\infty}.
\]

A direct computation shows that there exists some \( \theta(x) \in [0,1] \) such that
\[
-\Delta \xi_\lambda = -\xi_\lambda + \lambda^{-1}g' \left( \lambda^{\frac{1}{\beta-2}}[\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)] \right) \xi_\lambda \text{ in } \mathbb{R}^2. \tag{5.2}
\]

By Lemma 2.1(iv), if \( \alpha > \beta \), we have
\[
\lambda^{-1}g' \left( \lambda^{\frac{1}{\beta-2}}[\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)] \right)
\leq C[\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)]^{\beta-2},
\]
which implies the right hand side of (5.2) is in \( L^\infty(\mathbb{R}^2) \) by \( \|\xi_\lambda\|_\infty = 1, \theta(x) \in [0,1] \) and \( v^{(i)}_\lambda \to V \) in \( C_{r,0}(\mathbb{R}^2) \). On the other hand, if \( \alpha \leq \beta \),
\[
\lambda^{-1}g' \left( \lambda^{\frac{1}{\beta-2}}[\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)] \right)
\leq C \left( \lambda^{\frac{\alpha-\beta}{\beta-2}}[\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)]^{\alpha-2} + [\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)]^{\beta-2} \right).
\]

So by \( \lambda \to +\infty \),
\[
\lambda^{-1}g' \left( \lambda^{\frac{1}{\beta-2}}[\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)] \right)
\leq C \left( [\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)]^{\alpha-2} + [\theta(x)v^{(1)}_\lambda(x) + (1 - \theta(x))v^{(2)}_\lambda(x)]^{\beta-2} \right).
\]

Using the facts that \( \|\xi_\lambda\|_\infty = 1, \theta(x) \in [0,1] \) and \( v^{(i)}_\lambda \to V \) in \( C_{r,0}(\mathbb{R}^2) \), we see the right hand side of (5.2) is in \( L^\infty(\mathbb{R}^2) \). Hence, passing to a subsequence we can assume that \( \xi_\lambda \to \xi \) in \( C^2_{loc}(\mathbb{R}^2) \), where \( \xi \) is a radial bounded function satisfying
\[
-\Delta \xi + \xi = (\beta - 1)\mu_2 V^{\beta-2} \xi.
\]

As in the case of \( \lambda > 0 \) small, Proposition 2.6 provides a contradiction. \( \square \)
6. Existence of a Curve of Positive Solutions for $\lambda > 0$ Small.

In this section we prove the existence of a curve of positive solutions to (1.2) when $\lambda > 0$ is small. In the particular case of $N = 1$ we prove that this curve is global. We shall use the classical results recalled below.

**Proposition 6.1.** Let $N \geq 1$ and assume that (G1)-(G2) hold. For any $\lambda > 0$ there exists a positive radial solution $u_\lambda \in H^1(\mathbb{R}^2)$ to (1.2) which, as any solution to (1.2), satisfies the Pohozaev identity

$$\frac{N-2}{2} \|\nabla u\|^2_2 + \frac{N}{2} \lambda \|u\|^2_2 = N \int_{\mathbb{R}^2} G(u) \, dx. \quad (6.1)$$

Moreover, defining the functional $J_\lambda : H^1(\mathbb{R}^2) \to \mathbb{R}$ by

$$J_\lambda(u) := \frac{1}{2} \left( \|\nabla u\|^2_2 + \lambda \|u\|^2_2 \right) - \int_{\mathbb{R}^2} G(u) \, dx$$

we have

$$J_\lambda(u_\lambda) = m_\lambda := \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} j_\lambda(\gamma(t)), \quad (6.2)$$

where

$$\Gamma_\lambda := \left\{ \gamma \in C([0,1], H^1(\mathbb{R}^2)) : \gamma(0) = 0, J_\lambda(\gamma(1)) < 0 \right\}. \quad (6.3)$$

In particular,

$$m_\lambda = \frac{1}{N} \|\nabla u_\lambda\|^2_2. \quad (6.4)$$

**Proof.** In [9] for $N \geq 3$ and in [8] for $N = 2$ the existence of a least action solution was established for (1.2) under very general assumptions which are satisfied under (G1)-(G2) and assuming that $g$ is odd. Later in [25], for $N \geq 2$ and in [24] for $N = 1$, the mountain pass characterization of this least action solution was established. Let us check that these results also hold for our nonlinearity $g(s)$ which is not odd. Clearly, the solution $u_\lambda$ obtained by replacing $g(s)$ by $\tilde{g}(s)$ with

$$\tilde{g}(s) = \begin{cases} g(s) & \text{if } s \geq 0, \\ -g(-s) & \text{if } s \leq 0 \end{cases}$$

being non-negative is also a least action solution of the functional $J_\lambda(u)$. Now, observe that since $g(s) \geq 0$ it holds that

$$\tilde{G}(s) := \int_0^s \tilde{g}(t) \, dt \geq G(s), \quad \forall s \in \mathbb{R}.$$ 

Thus, recalling, see [25, 24] that, for any positive least action solution, there exists a path $\gamma \in \Gamma_\lambda$ satisfying

$$\max_{t \in [0,1]} J_\lambda(\gamma(t)) = m_\lambda$$

such that $\gamma(t)(x) > 0$ for all $x \in \mathbb{R}^2$, $t \in (0, 1]$, we deduce that the mountain pass characterization given in (6.2)-(6.3) is preserved even if $g$ is not odd. Finally, we note that (6.4) follows directly combining (6.1) and (6.2). \qed
Remark 6.3. The property that any least action solution of the general equations considered in \( \tilde{\gamma} \) is in contradiction with the definition of \( m_s \).

\[ \text{Lemma 6.4.} \quad \text{Let } N \geq 2 \text{ and assume that (G1)-(G2) hold. Any solution } w \in H^1(\mathbb{R}^2) \text{ to (1.2)} \]

which satisfies \( I_\lambda(w) = m_\lambda \) is of mp-type can be proved exactly as in Lemma 6.2.

\[ \text{Proof.} \quad \text{Let } w \in H^1(\mathbb{R}^2) \text{ be a critical point of } I_\lambda \text{ with } I_\lambda(w) = m_\lambda. \text{ We need to show that: for any open neighborhood } W \subset H^1(\mathbb{R}^N) \text{ of } w, \text{ the set} \]

\[ W_w^- := W \cap \{ u \in H^1(\mathbb{R}^N) : J_\mu(u) < m_\mu \} \]

is nonempty and not path-connected.

Since \( W \) is open, it contains a ball \( B(w, 4r) \) where

\[ B(w, 4r) = \{ u \in H^1(\mathbb{R}^N) : \|u - w\|_{H^1(\mathbb{R}^N)} < 4r \}. \]

Using [23, Lemma 4.1] with \( \delta = 2r \) and \( M > 0 \) arbitrary fixed, we deduce that there exists a constant \( T > 0 \) and a continuous path \( \gamma : [0, T] \to H^1(\mathbb{R}^N) \) satisfying

\[ (i) \quad \gamma(0) = 0, I_\lambda(\gamma(T)) < -1, \max_{t \in [0, T]} I_\lambda(\gamma(t)) = J_\lambda(w); \]

\[ (ii) \quad \gamma(\tau) = w \text{ for some } \tau \in (0, T), \text{ and} \]

\[ I_\lambda(\gamma(t)) < J_\lambda(w) \]

for any \( t \in [0, T] \) such that \( \|\gamma(t) - w\|_{H^1(\mathbb{R}^N)} \geq 2r. \)

Note that, after a reparametrization, we can assume \( T > 0 \) to be 1. We fix \( \tau_1 < \tau < \tau_2 \) such that

\[ \|\gamma(\tau_1) - w\|_{H^1(\mathbb{R}^N)} = \|\gamma(\tau_2) - w\|_{H^1(\mathbb{R}^N)} = 3r. \]

The points \( \gamma(\tau_1) \) and \( \gamma(\tau_2) \) belong to \( W_w^- \) and cannot be connected inside the set \( W_w^- \). Indeed, suppose that they can be connected by \( s : (\tau_1, \tau_2) \mapsto W_w^- \) with \( s(\tau_1) = \gamma(\tau_1) \) and \( s(\tau_2) = \gamma(\tau_2) \). Then, considering the path

\[ \tilde{\gamma}(t) = \begin{cases} \gamma(t), & \text{for } t \in [0, \tau_1], \\ s(t), & \text{for } t \in [\tau_1, \tau_2], \\ \gamma(t), & \text{for } t \in [\tau_2, T] \end{cases} \]

we would have that \( \tilde{\gamma} \in \Gamma_\lambda \) with

\[ \max_{t \in [0, T]} I_\lambda(\tilde{\gamma}(t)) < m_\lambda \]

in contradiction with the definition of \( m_\lambda. \) \( \square \)

\[ \text{Remark 6.3.} \quad \text{The property that any least action solution of the general equations considered in (9) is of mp-type can be proved exactly as in Lemma 6.2} \]

\[ \text{Lemma 6.4.} \quad \text{Let } N \geq 2 \text{ and assume that (G1)-(G3) hold. There exists some } \lambda_0 > 0 \text{ small, such that for any } \lambda \in (0, \lambda_0), (1.2) \text{ has a unique positive solution } u_\lambda \in H^1(\mathbb{R}^2). \]

Furthermore, the map \( \lambda \mapsto u_\lambda, \lambda \in (0, \lambda_0) \) is continuous. That is, \( \{(\lambda, u_\lambda) : \lambda \in (0, \lambda_0)\} \) is a curve in \( \mathbb{R} \times H^1_{rad}(\mathbb{R}^2) \).
Proof. Combining Proposition 6.1 and Theorem 5.1 we see that there exists a unique positive solution $u_{\lambda} \in H^1(\mathbb{R}^2)$ to (1.2) provided $\lambda > 0$ small enough. For $N \geq 3$, just under (G1)-(G2), the result follows by [19, Corollary 3.5], see also [33, Lemma 19]. Here, assuming in addition that (G3) holds we give a proof for any $N \geq 2$. Under (G1)-(G2) we can find some $s^* > 0$ and some $\gamma > 2$ such that
\[
g(s)s \geq \gamma G'(s), \quad \forall s \in [0, s^*]. \tag{6.5}
\]
When in addition (G3) holds, by Lemma 4.2 we have
\[
\|u_{\lambda}\|_{\infty} \to 0 \text{ as } \lambda \to 0^+
\]
and so we can find some $\lambda_0 > 0$ such that
\[
u_{\lambda}(x) \leq \|u_{\lambda}\|_{\infty} \leq s^*, \quad \forall x \in \mathbb{R}^2, \quad \forall \lambda \in (0, \lambda_0]. \tag{6.6}
\]
For any $\lambda^* \in (0, \lambda_0)$, we shall prove that $u_{\lambda}$ is continuous at $\lambda = \lambda^*$, namely that for any sequence $\lambda_n \to \lambda^*$, we have that $u_{\lambda_n} \to u_{\lambda^*}$ in $H^1(\mathbb{R}^2)$. Without loss of generality, we may assume that
\[
\frac{\lambda^*}{2} \leq \lambda_n \leq \lambda_0, \quad \forall n \in \mathbb{N}.
\]
Noting that $u_{\lambda_n} \in H^1(\mathbb{R}^2)$ satisfies
\[
\|\nabla u_{\lambda_n}\|^2 + \lambda_n\|u_{\lambda_n}\|^2 \geq \int_{\mathbb{R}^2} g(u_{\lambda_n})u_{\lambda_n}dx, \tag{6.7}
\]
we obtain, combining (6.7) with (6.1) and (6.4)-(6.6), that
\[
(\gamma N - 1)\lambda_n\|u_{\lambda_n}\|^2 \leq (1 + |2 - N|\gamma)\|\nabla u_{\lambda_n}\|^2 \leq (1 + |2 - N|\gamma)N\lambda_n.
\]
Hence,
\[
\|u_{\lambda_n}\|^2 \leq \frac{2(1 + |2 - N|\gamma)N}{(\gamma N - 1)\lambda^*}m_{\lambda_n} \quad \text{and} \quad \|\nabla u_{\lambda_n}\|^2 = Nm_{\lambda_n} \leq Nm_{\lambda_n},
\]
where we have used the fact that $\lambda \mapsto m_{\lambda}$ is non-decreasing due to the mountain pass characterization (6.2)-(6.3). So we conclude that $\{u_{\lambda_n}\}$ is bounded in $H^1(\mathbb{R}^2)$. Now, by the compact embedding of $H^1_{rad}(\mathbb{R}^2)$ into $L^p(\mathbb{R}^2), 2 < p < 2^*$ and using the equation of $u_n$, we can prove that $\{u_{\lambda_n}\}$ is compact in $H^1(\mathbb{R}^2)$. Hence, up to a subsequence, $u_{\lambda_n} \to u$ in $H^1(\mathbb{R}^2)$, where $u \in H^1_{rad}(\mathbb{R}^2)$ is a positive solution of (1.2) with $\lambda = \lambda^*$. Then the uniqueness implies that $u = u_{\lambda^*}$. That is, the map $\lambda \mapsto u_{\lambda}$ is continuous at $\lambda = \lambda^*$. \hfill \Box

Remark 6.5. Clearly the conclusion of Lemma 6.4 could be extended to all $\lambda > 0$ if the uniqueness of positive solutions is known. However, note that

(i) The problem of deriving conditions on $g(s)$, which insure that (1.2) has a unique positive solution, has been extensively studied. The uniqueness is known to hold only for some specific class of nonlinearities. We refer to [26, 27, 30] and the references therein in that direction.
(ii) We also note that the uniqueness of positive solution is in general not true. In [12], assuming $N = 3, \lambda = 1$, $g(s) = |s|^p - 1 s + \mu |s|^q - 1 s$ with $1 < q < 3, p < 5$ close to 5 and $\mu$ large enough, the authors proved that (1.12) possesses at least three different positive solutions.

We now focus on the case of $N = 1$. Then it is known, see [9, Theorem 5] or [24, Theorem 1.2], that for any $\lambda > 0$ there exists a unique solution in $H^1(\mathbb{R})$ to (1.2) and that this solution is, up to a translation of the origin, a positive even (radial) decreasing function. The following result will be crucial in the proof of Theorem 1.2 when $N = 1$.

**Theorem 6.6.** Let $N = 1$ and assume that (G1)-(G2) hold. For any $\lambda > 0$, let $u_\lambda$ denote the unique solution of (1.2) in $H^1(\mathbb{R})$. Then the map $\lambda \mapsto u_\lambda$ is continuous from $(0, +\infty)$ to $H^1(\mathbb{R})$. In particular $\{(\lambda, u_\lambda) : \lambda \in (0, +\infty)\}$ is connected.

**Proof.** For any $\lambda_0 > 0$, we shall prove that $u_\lambda$ is continuous at $\lambda = \lambda_0$, namely that for any sequence $\lambda_n \to \lambda_0$, we have that $u_{\lambda_n} \to u_{\lambda_0}$ in $H^1(\mathbb{R})$. We claim that $\{u_{\lambda_n}\}$ is bounded in $H^1(\mathbb{R})$. The boundedness of $\{\|\nabla u_{\lambda_n}\|_2\}$ is a direct consequence of (6.4) and of the fact that $m \mapsto m_\lambda$ is non-decreasing. To prove the boundedness of $\{\|u_{\lambda_n}\|_2\}$ we set, for any fixed $n$, $f(s) = -\lambda_n s + g(s)$ and recall, see [9, Theorem 5]) that

$$\max_{x \in \mathbb{R}} u_{\lambda_n}(x) = u_{\lambda_n}(0) = s_0,$$

where $s_0 > 0$ is the unique value for which $F(s) < 0$ for $s \in (0, s_0)$ and $F(s_0) = 0$. Here $F(s) := \int_0^s f(t)dt$.

Since $u_{\lambda_n}(x) \leq s_0, x \in \mathbb{R}$, we have that $F(u_{\lambda_n}(x)) \leq 0, x \in \mathbb{R}$. Hence

$$\int_{\mathbb{R}} G(u_{\lambda_n})dx \leq \frac{\lambda_n}{2} \|u_{\lambda_n}\|_2^2.$$  \hfill (6.8)

Recalling that $u_{\lambda_n}$ must satisfy the Pohozaev identity, i.e.,

$$\lambda_n \|u_{\lambda_n}\|_2^2 = \int_{\mathbb{R}} G(u_{\lambda_n})dx + \|\nabla u_{\lambda_n}\|_2^2,$$  \hfill (6.9)

we deduce, combining (6.8) and (6.9), that

$$\|u_{\lambda_n}\|_2^2 \leq \frac{2}{\lambda_n} \|\nabla u_{\lambda_n}\|_2^2.$$  

Hence, $\{\|u_{\lambda_n}\|_2^2\}$ is also bounded. The sequence of solutions $\{u_n\} \subset H^1(\mathbb{R})$ is bounded. Recalling that for each $n \in \mathbb{N}$, $u_{\lambda_n}$ is a decreasing function, and making use of [11, Proposition 1.7.1], we deduce that $\{u_n\}$ is compact in $L^p(\mathbb{R}), \forall 2 < p \leq \infty$. Then one see that $u_n \to u$ in $H^1(\mathbb{R})$ up to a subsequence, where $u \in H^1_{rad}(\mathbb{R})$ is a positive solution of (1.2) with $\lambda = \lambda_0$. As in the proof of Lemma 6.4, the uniqueness of positive solutions permits to conclude. \hfill □
7. Global branches of positive solutions

When \( N = 1 \), we have shown in Theorem 6.6 just under (G1)-(G2) that, for any \( \lambda \in (0, +\infty) \), the unique positive solution \( u_\lambda \in H^1(\mathbb{R}) \) of (1.2) lies on a global curve. In this section, under (G1)-(G3), we show that when \( N \geq 2 \), the local curve, whose existence is established in Lemma 6.4, belongs to a connected component of the set of positive solutions, which contains a positive solution for every \( \lambda \in (0, +\infty) \). Let

\[
S = \{ (\lambda, u) \in (0, +\infty) \times H^1_{rad}(\mathbb{R}^2) : (\lambda, u) \text{ solves (1.2), } u > 0 \}.
\]

We define \( \tilde{S} \subset S \) as the connected component of \( S \) containing the solutions \( (\lambda, u_\lambda) \) for \( \lambda \in (0, \lambda_0) \). Denoting by \( P_1 : (0, +\infty) \times H^1_{rad}(\mathbb{R}^2) \to (0, +\infty) \) the projection onto the \( \lambda \)-component, we shall prove that \( P_1(\tilde{S}) = (0, +\infty) \). To reach this conclusion, we reformulate (1.2) into a fixed point problem. For \( \lambda > 0 \) fixed, the norm \( \|u\|_{\lambda, \lambda} \), defined by

\[
\|u\|_{\lambda, \lambda} := \left( \|\nabla u\|_2^2 + \lambda \|u\|_2^2 \right)^{\frac{1}{2}},
\]

is equivalent to the usual norm \( \|u\|_{H^1(\mathbb{R}^2)} \). The gradient of \( J_\lambda \) with respect to \( \langle \cdot, \cdot \rangle_\lambda \) can be computed as

\[
\nabla J_\lambda(u) = u - (-\Delta + \lambda)^{-1} g(u) =: u - T_\lambda(u).
\]

We shall apply classical degree theory arguments to the equation

\[
T_\lambda(u) = u, \lambda \in (0, +\infty), u \in H^1_{rad}(\mathbb{R}^2).
\]

Some preliminaries are necessary.

**Lemma 7.1.** Let \( N \geq 2 \) and assume that (G1)-(G2) hold. The operator \( T_\lambda : H^1_{rad}(\mathbb{R}^2) \to H^1_{rad}(\mathbb{R}^2) \) is completely continuous.

**Proof.** We need to prove that \( T_\lambda \) maps any bounded set into a pre-compact set. We shall work on \( H^1_{rad}(\mathbb{R}^2) \) with the norm \( \| \cdot \|_{\lambda, \lambda} \). Let \( \{u_n\} \subset H^1_{rad}(\mathbb{R}^2) \) be a bounded sequence. By the compact embedding \( H^1_{rad}(\mathbb{R}^2) \hookrightarrow \hookrightarrow L^p(\mathbb{R}^2), 2 < p < 2^* \), there exists a non-negative \( u \in H^1_{rad}(\mathbb{R}^2) \) such that, passing to a subsequence if necessary,

\[
u_n \rightharpoonup u \text{ in } H^1(\mathbb{R}^2) \text{ and } u_n \to u \text{ in } L^p(\mathbb{R}^2), \forall \, 2 < p < 2^*.
\] (7.1)

Let \( \phi_n := T_\lambda(u_n) \), i.e.,

\[-\Delta \phi_n + \lambda \phi_n = g(u_n) \text{ in } H^1(\mathbb{R}^2).
\] (7.2)

When \( N \geq 3 \), under the assumptions (G1)-(G2), for any \( \varepsilon > 0 \) there exists \( C_\varepsilon < +\infty \) such that

\[g(s) \leq \varepsilon s + C_\varepsilon s^q, \, q = 2^* - 1, \, s \in (0, +\infty).
\] (7.3)

Testing (7.2) with \( \phi_n \), by the Hölder inequality and the critical Sobolev inequality, we have

\[
\|\phi_n\|_{\lambda, \lambda}^2 = \int_{\mathbb{R}^2} g(u_n) \phi_n dx \leq \varepsilon \|u_n\|_2 \|\phi_n\|_2 + C_\varepsilon \|u_n\|_2^{2^* - 1} \|\phi_n\|_2 \leq C_{\varepsilon, M} \|\phi_n\|_{\lambda, \lambda}.
\]
which implies that \( \{ \phi_n \} \subset H^1_{rad}(\mathbb{R}^2) \) is bounded. Assuming that \( \phi_n \to \phi \) in \( H^1(\mathbb{R}^2) \), it follows that \( \phi \in H^1(\mathbb{R}^2) \) is a non-negative weak solution to

\[
-\Delta \phi + \lambda \phi = g(u), \quad u \in H^1_{rad}(\mathbb{R}^2).
\]

(7.4)

Now, combining (7.1) and Lemma 2.1-(ii), we deduce, in a standard way, that

\[
\int_{\mathbb{R}^2} g(u_n) \phi_n \, dx \to \int_{\mathbb{R}^2} g(u) \phi \, dx.
\]

(7.5)

Then by (7.2), (7.4)-(7.5), we have that

\[
\|\phi_n\|^2_\Lambda \to \|\phi\|^2_\Lambda \text{ as } n \to +\infty,
\]

which implies that \( \phi_n \to \phi \) in \( H^1(\mathbb{R}^2) \). When \( N = 2 \), we take \( q \) in (7.3) satisfying \( q = \max\{\alpha - 1, \beta - 1\} \). We can still write by Hölder inequality and the Sobolev embedding,

\[
\|\phi_n\|_\Lambda = \int_{\mathbb{R}^2} g(u_n) \phi_n \, dx \leq \varepsilon \|u_n\|_2 \|\phi_n\|_2 + C\varepsilon \|u_n\|^q_2 \|\phi_n\|_2 \leq C\varepsilon \|\phi_n\|_{H^1(\mathbb{R}^2)},
\]

and the rest of the proof proceeds as when \( N \geq 3 \).

We recall that local fixed point index \( ind(\mathbb{T}_\lambda, u_\lambda) \) is defined as

\[
ind(\mathbb{T}_\lambda, u_\lambda) = \deg \left( id - \mathbb{T}_\lambda, N_\varepsilon(u_\lambda), 0 \right),
\]

where \( \varepsilon > 0 \) is small, \( N_\varepsilon \) denotes the \( \varepsilon \)-neighborhood in \( H^1_{rad}(\mathbb{R}^2) \), and \( \deg \) denotes the Leray-Schauder degree. It is well defined when \( u_\lambda \) is an isolated fixed point of \( \mathbb{T}_\lambda \) in \( H^1_{rad}(\mathbb{R}^2) \).

**Lemma 7.2.** Let \( N \geq 2 \) and assume that (G1)-(G3) hold. Let \( \lambda_0 > 0 \) be given by Lemma 6.4. For \( \lambda \in (0, \lambda_0) \), let \( u_\lambda \) be the unique positive solution to (1.2). Then it holds \( ind(\mathbb{T}_\lambda, u_\lambda) = -1, \forall \lambda \in (0, \lambda_0) \).

**Proof.** The lemma follows directly from Theorem 2.8. Let us show that the condition (Φ) is satisfied. Denote by \( \gamma_1 \in \mathbb{R} \) the first eigenvalue of \( J'_\lambda(u_\lambda) \) and \( v \in H^1_{rad}(\mathbb{R}^2) \) an associated eigenfunction, namely

\[
v - (-\Delta + \lambda)^{-1} g'(u_\lambda) v = \gamma_1 v.
\]

We assume that \( \gamma_1 \leq 0 \) and define \( \mu := (1 - \gamma_1)^{-1} \in (0, 1] \) we obtain that \( 0 \neq v \in H^1_{rad}(\mathbb{R}^2) \) is such that

\[
-\Delta v + \lambda v = \mu g'(u_\lambda) v.
\]

By the choice of \( \lambda_0, (6.5)-(6.6) \) readily imply that the eigenvalue problem

\[
-\Delta v + \lambda v = \theta g'(u_\lambda) v, \quad v \in H^1_{rad}(\mathbb{R}^2)
\]

possesses a smallest positive eigenvalue \( \theta_1 \in (0, 1] \). Furthermore, since \( \|u_\lambda\|_\infty \to 0 \) as \( \lambda \to 0^+ \), for \( \lambda > 0 \) small enough, it holds that \( g'(u_\lambda(x)) > 0 \) in \( \mathbb{R}^2 \). Then it is standard to show that \( \theta_1 \) is a simple eigenvalue. Thus, since \( \gamma_1 = 1 - \frac{1}{\theta_1} \) the condition (Φ) holds. Also, by Lemma 6.2 we know that the unique critical point \( u_\lambda \) is of mp-type. Finally, since \( \{(\lambda, u_\lambda) : \lambda \in (0, \lambda_0)\} \) is a curve, the conclusion holds for all \( \lambda \in (0, \lambda_0) \).

**Lemma 7.3.** Let \( N \geq 2 \) and assume that (G1)-(G3) hold. Then \( P_1(S) = (0, \infty) \).
Theorem 1.3. Let us introduce the function \( \rho \) such that \( 0 < C_1(a, b) < \| u \|_{H^1(\mathbb{R}^2)} < C_2(a, b) \), for any \( u \in U^b_a \).

Proof. We assume by contradiction that there exists a \( \lambda > \lambda_0 \) such that \( P_1(\tilde{S}) \cap \{ \lambda \} = \emptyset \). Let \( a = \frac{\lambda}{\rho} \) and \( b > \lambda \). In view of Corollary 3.2 and Lemma 3.3, there exist two positive constants \( C_1(a, b) < C_2(a, b) \) such that

\[
0 < C_1(a, b) < \| u \|_{H^1(\mathbb{R}^2)} < C_2(a, b), \quad \text{for any } u \in U^b_a.
\]

We define

\[
\Omega = \{ u \in H^1(\mathbb{R}^2) : C_1(a, b) < \| u \|_{H^1(\mathbb{R}^2)} < C_2(a, b) \},
\]

\[
\Phi(\lambda, u) = u - T_\lambda(u), \quad u \in H^1(\mathbb{R}^2)
\]

and

\[
\Sigma = \{ (\lambda, u) \in [a, b] \times \overline{\Omega} : \Phi(\lambda, u) = 0 \}.
\]

We also use the notation \( \Sigma_\lambda \) for the \( \lambda \)-slice of \( \Sigma \), i.e.,

\[
\Sigma_\lambda = \{ u \in \overline{\Omega} : (\lambda, u) \in \Sigma \}.
\]

We note that

\[
\Phi(\lambda, u) = u - T_\lambda(u) \neq 0, \quad \forall (\lambda, u) \in [a, b] \times \partial \Omega.
\]

Indeed, if \( \Phi(\lambda, u) = 0 \), then \( u \) is positive by the maximum principle. Thus \( u \in U^b_a \) and (7.6) holds. At this point, we apply Proposition 2.9 with \( X = H^1_{rad}(\mathbb{R}^2) \) and \( \Omega, \Phi \) defined as above. Note that the assumption \( \text{deg}(\Phi(a, \cdot), \Omega, 0) \neq 0 \) holds because we know from Lemma 7.2 that \( \text{deg}(\Phi(a, \cdot), \Omega, 0) = \text{ind}(\mathcal{T}_0, u_\lambda) = -1 \). We conclude that the compact connected set \( C \subset \Sigma \) provided by Proposition 2.9 satisfies

\[
C \cap (\{a\} \times \Sigma_a) \neq \emptyset \quad \text{and} \quad C \cap (\{b\} \times \Sigma_b) \neq \emptyset.
\]

Since necessarily \( C \) coincides with \( \tilde{S} \), this is in contradiction with our assumption that \( P_1(\tilde{S}) \cap \{ \lambda \} = \emptyset \). The lemma is proved. \( \square \)

8. APPLICATION TO EXISTENCE, NON-EXISTENCE AND MULTIPLICITY OF POSITIVE NORMALIZED SOLUTIONS.

In this section we give the proof of our main result.

Proof of Theorem 1.2: Let us introduce the function

\[
\rho : \mathcal{S} \to (0, +\infty), \quad (\lambda, u) \mapsto \| u \|_2^2.
\]

(i) By Lemma 7.3 for \( N \geq 2 \) and Theorem 6.6 for \( N = 1 \), there exists a connected set \( \tilde{S} \subset \mathcal{S} \) with \( P_1(\tilde{S}) = (0, +\infty) \). Recalling Theorem 1.3 there exist \( (\lambda_n, u_n) \subset \tilde{S} \) with \( \lambda_n \to 0^+ \) and \( \| u_n \|_2^2 \to 0 \). Similarly, there exist \( (\lambda'_n, u'_n) \subset \tilde{S} \) with \( \lambda_n \to +\infty \) and \( \| u'_n \|_2^2 \to +\infty \). Since \( \tilde{S} \) is connected, it follows that \( \rho \) is onto.

(vi) As in the proof of (i), we have that \( \rho(\tilde{S}) = (0, +\infty) \), and the conclusion follows from Theorem 1.3.

(ii) By

\[
\rho(\mathcal{S}) \supset \rho(\tilde{S}) \supset (\min\{\| U \|_2^2, \| V \|_2^2 \}, \max\{\| U \|_2^2, \| V \|_2^2 \}),
\]
we see that for any \( a \in (\min\{\|U\|_2^2, \|V\|_2^2\}, \max\{\|U\|_2^2, \|V\|_2^2\}) \), (1.2) possesses at least one normalized solution \((\lambda, u_\lambda)\) with \( \lambda > 0 \) and \( 0 < u_\lambda \in H^1_{rad}(\mathbb{R}^2) \). Recalling Theorem 5.1, (1.2) has a unique solution \( u_\lambda > 0 \) for \( \lambda > 0 \) small or large enough. So for any \( \delta \in (0, \min\{\|U\|_2^2, \|V\|_2^2\}) \), there exists some \( \Lambda_1 > 0 \) small enough and \( \Lambda_2 > 0 \) large enough such that
\[
\begin{cases}
\rho(\lambda, u_\lambda) \in (\|U\|_2^2 - \delta, \|U\|_2^2 + \delta), \quad \forall \lambda \in (0, \Lambda_1), \\
\rho(\lambda, u_\lambda) \in (\|V\|_2^2 - \delta, \|V\|_2^2 + \delta), \quad \forall \lambda \in (\Lambda_2, +\infty).
\end{cases}
\]

On the other hand, by Corollary 3.2 and Lemma 3.3, we can find some \( M_1, M_2 > 0 \) such that
\[
\left\{ \|u\|_2^2 : u \in U_{\Lambda_2}^\lambda \right\} \subset [M_1, M_2].
\]

Hence, we can take
\[
a_1 = \min\{\|U\|_2^2 - \delta, \|V\|_2^2 - \delta, M_1\} \quad \text{and} \quad a_2 = \max\{\|U\|_2^2 + \delta, \|V\|_2^2 + \delta, M_2\}.
\]

Then for any \( a \in (0, a_1) \cup (a_2, +\infty) \), (1.2)-(1.3) has no positive normalized solution.

(iii) We only prove (iii-1). By
\[
\rho(S) \supset \rho(\tilde{S}) \supset (0, \|V\|_2^2),
\]
applying a similar argument as (ii), we can prove that (1.2)-(1.3) has at least one normalized solution \((\lambda, u_\lambda)\) with \( \lambda > 0 \) and \( 0 < u_\lambda \in H^1_{rad}(\mathbb{R}^2) \) if \( 0 < a < \|V\|_2^2 \). And there exists some \( a^* \geq \|V\|_2^2 \) such that (1.2)-(1.3) has no positive normalized solution provided \( a > a^* \). This finishes the proof of (iii-1). The case of (iii-2) can be proved similarly.

(v) We only prove (v-1). By
\[
\rho(S) \supset \rho(\tilde{S}) \supset (0, \|U\|_2^2),
\]
we can prove it in a similar way to (iii-1).

(iv) We only prove (iv-1). In such case, we have \( \|u_\lambda\|_2^2 \rightarrow 0 \) both as \( \lambda \rightarrow 0^+ \) and as \( \lambda \rightarrow +\infty \). Define
\[
a^* := \max_{\tilde{S}} \rho(\lambda, u_\lambda).
\]
Then there exists some \( \lambda^* > 0 \) with \( \|u_{\lambda^*}\|_2^2 = a^* \). Then for any \( a \in (0, a^*) \), there exist some \( \lambda_1 \in (0, \lambda^*) \) and \( \lambda_2 \in (\lambda^*, +\infty) \) such that
\[
\rho(\lambda_1, u_{\lambda_1}) = \rho(\lambda_2, u_{\lambda_2}) = a.
\]
That is, for any \( a \in (0, a^*) \), (1.2)-(1.3) has at least two different normalized solutions \((\lambda_i, u_i)\) with \( \lambda_i > 0 \) and \( 0 < u_i \in H^1_{rad}(\mathbb{R}^2), i = 1, 2 \). Furthermore, applying a similar argument as in (ii), we can find some \( M \geq a^* \) such that (1.2)-(1.3) has no positive normalized solution provided \( a > M \). The case of (iv-2) can be proved similarly. We only note that in such a case, \( \|u_\lambda\|_2^2 \rightarrow +\infty \) both as \( \lambda \rightarrow 0^+ \) and \( \lambda \rightarrow +\infty \).
\[\square\]
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