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Abstract
SYN flood attacks (half-open attacks) have been proven a serious threat to software-defined networking (SDN)-enabled infrastructures. A variety of intrusion detection and prevention systems (IDPS) have been introduced for identifying and preventing such security threats, but they often result in significant performance overhead and response time. Therefore, those existing approaches are inflexible for large-scale networks and real-time applications. For this reason, a novel and adaptive threshold-based kernel-level intrusion detection and prevention system by leveraging SDN capabilities are proposed. The proposed systems to detect and mitigate the aforementioned threats within an SDN environment. The experimental results demonstrate the efficacy of the mechanism to detect and mitigate SYN flood attacks within an SDN environment.

1 | INTRODUCTION
Software-defined networking (SDN) has emerged as a next-generation networking technology in computer science and engineering. SDN technology allows for merging existing infrastructures of networking to a centralised framework where SDN-enabled devices such as Open vSwitch (OVS) must support an open communication protocol such as OpenFlow [1]. SDN has been used to address various networking problems such as intrusion detection and prevention and traffic monitoring. In SDN environments, the centralised controller allows for a flexible and efficacious configuration and network management to enhance communication performance and quality of service (QoS). Moreover, while benefiting from the controller's global view, administrators of network can leverage various SDN features and functionality to secure and optimise a networking environment through an integration of science de-militarised Zone (DMZ), a QoS rule set, or even implementing an in-line intrusion detection system (IDS) and/or intrusion prevention system (IPS).

However, the use of SDN-based technologies introduces many new attack vectors for malicious actors [2]. Some key examples here include denial of service (DoS) attacks [3], link discovery service (LDS) exploitation [4], and Man-in-the-Middle (MITM) attacks [2]. Indeed, many of these exploits have already been demonstrated in real SDN settings. Accordingly, various efforts have also looked at improving the security of SDN operation. Of particular concern is large scale DoS flooding attacks, which can be used to overwhelm both the data and control planes in SDN. For example, SLICOTS [5], OPERETTA [6], and the solution presented in [7] try to thwart transmission control protocol (TCP) SYN flooding attacks by surveilling failed SYN requests. However, there is a further need to develop more effective DoS security solutions due to network traffic dynamics. In particular, these methods should leverage the real-time traffic monitoring capabilities of SDN controllers to implement more dynamic schemes for DoS/flooding detection and mitigation.

On the other hand, it has been demonstrated that the centralised SDN controller itself, as well as SDN-enabled devices, are a potential target of DoS attacks, such as SYN flooding attacks. Indeed, an adversary might aim to exhaust the controller's resource, consume control plane and/or infrastructure plane bandwidth, or overload flow tables in switches [8]. In Ref. [2], Hong et al. highlighted security threats in SDN, including DoS, and studied its relevant...
attack scenarios in various SDN controller software. However, grand challenges concerning the detection and prevention of DoS attacks remain unsolved. Existing intrusion detection and prevention systems (IDPS) solutions to prevent such attacks introduce serious challenges, including system performance [9], network communication constraints [10], and response time [3]. Existing IDPS detection mechanisms are based on a static threshold, which needs to be manually set by a network administrator before launching the software. Moreover, in such traditional IDPS solutions, detection modules might fall short in detecting unknown or new network attacks due to constrained attack signatures and comparison mechanisms.

Now, of particular interest is the TCP SYN flooding attack. This attack model has been presented and proven a serious threat in SDN networks by Ziegler [11]. Adversaries here can generate a large number of SYN packets to saturate targeted resource (e.g. server), which leads to availability and QoS degradation. This type of attacks is based upon the TCP 3-way handshake, where the handshaking process does not complete the establishment between source and target nodes (i.e. half-open connection). Unlike normal TCP connection, the adversary generates a large number of half-open TCP connections without sending ACK packets/messages to the target node. This scenario leads to the target’s resource exhaustion as well as the throughput of both data and control planes. Note that this attack can be achieved by sending SYN packets at a very high rate, which will strangle the processing and throughput capacities at both the OpenFlow switch and controller levels.

Even though many studies tried to address this security concern in SDN infrastructures, they are still unable to identify threats, where an adversary completes the TCP handshake without communicating any further packets and/or present significant delays in legitimate TCP traffic processing due to the static detection thresholds (in these solutions). Here, it is essential to note that previous mitigation solutions based upon static detection thresholds fall short of providing optimal in-structure and mitigation times, where adversary flooding traffic is based upon a dynamic pattern nature. Hence, such variable pattern-based DoS attacks will require the elaboration of attack vector signatures based upon the changing traffic parameters and patterns over time.

We propose an IDPS solution named SYNGuard, a lightweight modular kernel-level filtering solution inspired by Amann et al. [12]. Our framework is introduced to identify and prevent SYN flooding threats in an SDN environment. Notably, our framework is self-threshold-adjusting and runs as an independent test access point (TAP) at the application layer level using switch port analyser (SPAN) on forwarding devices. Furthermore, the Bloom filter [13] and Aho-Corasick filter [14] are deployed in our solution as partial string matching and exact string matching techniques, respectively. By leveraging the strengths of these two approaches and SDN capabilities, our solution allows for an efficient and flexible interchange between these two techniques of string matching in addition to threat signature database update to guarantee efficacious detection and mitigation of threats within the kernel space in real time.

While our IDPS signature methods are used to compare a list of given strings or a set of rules with incoming network traffic signatures, we propose a novel approach based on the additive-increase/multiplicative-decrease (AIMD) algorithm to dynamically calculate and update the detection threshold to capture SYN flooding attacks. The adapted additive increase-multiplicative decrease (AIMD) approach is a feedback control approach that merges both the linear growth of the attack window and a reduction when attacks are identified. To demonstrate the performance efficacy of SYNGuard, we experimentally compare it with Zeek [15] and Snort [16], two well-known IDPS solutions through the global environment for network innovations (GENI) [17], a real-world heterogeneous and federated testbed. Our framework is implemented in Floodlight [18], an open-source SDN controller software, as a representational state transfer (REST) application programme interface (API). In order for one to thwart this attack, two key research challenges should be considered. (1) How to maintain the main operability of the SDN environment functioning while being under SYN flooding attacks? and (2) how to manage the malicious SYN traffic when mixed with legitimate user networking traffic?

To address these challenges while enforcing security policies of the SDN controller during a data-to-control layer SYN attack, our presented mechanism places contingent policy rules in the corresponding OpenFlow switches in a proactive manner. The proactive flow rules refer to low-level data plane flow rules, which are created by any application based on the SDN controller state [9,19], and consist of forwarding rules of all incoming traffic. Moreover, the insertion of traffic rules in a proactive way will help maintain the main operability of the SDN architecture.

Now note that the proactive installation of traffic rules does not guarantee complete protection of the centralised SDN controller; for example during SYN saturation attack against the data-to-control layer, the controller might be susceptible to the overloading issue. This is plausible due to saturation traffic that can remain outside the SDN-enabled applications logic if it does not match the existing proactive forwarding rules (i.e. in this case, the traffic will be forwarded back; the forwarding may lead to SDN controller’s overloading problem). Herein, a possible solution could be that the controller rejects such traffic to protect the controller, but this will sacrifice considerable legitimate user traffic. Furthermore, in our mechanism, we incorporate the cache of the data layer through the migration module of the controller with table – miss packets to cache packets for a fixed time frame prior to sending them to the SDN controller in a rate restricted mode. In this way, the data layer forwarding devices (e.g. such as Open vSwitch) are significantly protected from SYN flooding packets, and data-to-control layer saturations are efficiently detected.

The main contributions are summarised as follow:

- We first examine the behaviours and impact of the SYN saturation against the data-to-control layer and construe its effect on the OpenFlow-enabled environment.
• We propose a novel approach based on the additive increase-multiplicative decrease (AIMD) algorithm to dynamically calculate and update the threat detection threshold in real time to efficiently capture malicious SYN flooding traffic.

• As dynamic SYN flooding is proven a serious security threat in SDN environments, we develop SYNGuard, a lightweight kernel space security framework to identify and mitigate the SYN flood type of DoS attacks. SYNGuard is a lightweight and protocol-independent defence solution to thwart data-to-control layer SYN attack in SDN networks. Most notably, SYNGuard is a scalable framework and can adapt to larger topological scales and Science DMZ technology growth.

• We implement the SYNGuard solution through an open-source SDN controller software and test it over GENI, a real-world heterogeneous and federate testbed. In addition, we test the solution in various attack scenarios in a software OpenFlow switch (Open vSwitch) platform. Our experimental findings demonstrate SYNGuard efficiency in offering a scalable security mechanism for SDN-enabled environments against SYN flooding threats.

The rest is organised as follows. Section 3 presents our research background. Section 2 provides related work and Section 4 describes the approach and design of our solution. In Section 5, we present our evaluation findings. Finally, we give concluding remarks of our research in Section 6.

2 RELATED WORK

In the past, SDN has been widely deployed to enhance network efficiency [20] and security [21, 22]. However, recent studies have revealed various vulnerabilities of existing security approaches in SDN environments [23–25], and thus, various studies have been conducted to improve the SDN resiliency. In particular, Mahout [26] proposed a mechanism for flooding threats prevention in SDN. However, the solution is based on statistic aggregation, which renders it impractical as data-to-control layer saturation attacks may exploit micro-flows. KernelDetect [21,27] suggested a lightweight kernel space-based IDPs using modular string searching and filtering approaches to address DoS threats. AVANT-GUARD [28] presented a solution to alleviate the impact of saturation attacks using flow alteration management in OF devices. However, its design [28] is based on a SYN proxy implementation and limited to TCP saturation attacks, where only flows that accomplish TCP handshake are exposed.

In Ref. [29], Tian et al. presented FlowSec and Blackbox, two approaches to counter the DoS threat by enforcing the number of packets sent to controller per second and keeping track of attack levels while mitigating it. While PrioGuard [30] is a DoS mitigation scheme using a non-cooperative repeated game, FloodDefender [31] is a protocol-independent solution for DoS mitigation. FloodDefender aims at securing both the control and data layers through leveraging table-miss engineering and packet filter approaches. FMD [32] is another solution to prevent re-forwarded request-based flooding attacks in a multi-SDN environment. FMD deploys an adaptive rate adjustment method to adjust the re-forwarding rate.

In addition, MinDoS [33] prevents DoS attacks using a priority manager, where the flows are forwarded to multiple buffer queues of varying priority levels to enhance controller security. In Ref. [34], Bharathi et al. proposed path randomisation and flow aggregation-based solution to solve DoS impact on switch flow tables. Furthermore, SDNManager is a lightweight framework for DoS prevention in SDN based on flow bandwidth change forecasts. Lastly, SECO [35] and SECOD [36] are secure controller mechanisms to prevent DoS attack against both the control plane and data plane of SDN.

Furthermore, SYN flooding traffic can be identified by assessing the ratio of SYN packets number to ACK flows produced by the same entities [37]. However, it is impractical to elaborate this mechanism since malicious packets identification from a large traffic pool, and efficacious marking of threatening flows in runtime are challenging tasks to achieve. In Ref. [8], Deng et al. conducted a study on how to solve flooding threats and improve network resiliency by leveraging the SDN capabilities and infrastructure characteristics. However, the current detection and mitigation knowledge are incomplete yet with regard to sophisticated SYN flooding attacks (noting that the lever-aged SDN modules could be themselves vulnerable to malicious SYN behaviours).

To the best of our knowledge, most of these studies attempted to improve the internal interactions within modules in the application-controller-switch infrastructure to address external DoS resiliency threats in the SDN environment. However, none of them considered a dynamic/self-adapting detection threshold where the flooding traffic and burst may vary in real-time and change parameters and patterns over time.

3 RESEARCH BACKGROUND AND PROBLEM

In this following section, we provide a brief background discussion about SDN, we introduce the adversary and attack model of data-to-control layer saturation attack through SYN flooding, and lastly, we describe our research problem.

In an SDN-enabled network, switching devices (such as OVS platforms) process packet flows according to the rules injected by the SDN controller. Namely, these flow rules are generated and transmitted by the SDN controller to data plane switches in either a proactive or reactive manner. Specifically, in the proactive mode, the controller tries to populate rules prior to the arrival of user traffic at the forwarding device. Conversely, in the reactive mode, the controller injects and adjusts flow rules dynamically in real-time. Hence this study focuses on using reactive techniques to handle TCP SYN flooding threats against SDN controllers.
3.1 Overview of SYN flooding attacks

TCP SYN flooding attacks are DoS attacks that try to overwhelm a victim’s host computer with a large quantity of ICMP, SYN/SYN fragments, or UDP packet traffic. In particular, these attacks appear when a single or multiple hosts are flooded by TCP SYN segments initiating unaccomplished TCP connection requests (and hence are unable to respond to legitimate connection requests) [38]. Specifically, TCP client and server hosts use a three-way handshake mechanism to establish a connection, as shown in Figure 1. Successful setup requires the client to send a SYN packet to the server host, which in turn replies with a SYN_ACK packet and immediately allocates TCP stack resources for this established connection query. Once this is achieved, the server enters a listening state, called transmission control block (TCB) [5], and stays there until it receives a final ACK message from the client (within a given timeout interval). It is only once the client replies with an ACK message that the TCP session is deemed as successfully established, and data can be exchanged.

Now, as per the above, TCP session establishment is very susceptible to SYN flooding attacks, that is where an adversary sends a large number of half-open connections to the server without sending closing ACK packets, also shown in Figure 1. These floods can lead to resource exhaust at the server, preventing legitimate new connections from being established. Moreover, in some cases, many distributed adversarial hosts can even send a large number of SYN packets using spoofed IP addresses (i.e. DDoS attacks), making it even more difficult for a server to identify the sources of an attack.

3.2 Threat and attack model in SDN

The threat model here assumes both data and control plane vulnerability to TCP SYN flooding attacks. Furthermore, it is also assumed that (1) an attacker is capable of sending a large amount of TCP SYN-based traffic to an OpenFlow network, and (2) adversarial traffic comprised a mixture of both legitimate and malicious packets, making it difficult to differentiate. Accordingly, Figure 2 shows a realistic scenario that illustrates how an attacker can flood the SDN infrastructure with TCP SYN packets. Here, the OVS device receives an incoming packet stream containing a mixture of legitimate (normal user traffic) packets and malicious SYN flooding packets (from the adversary host). It is assumed that the single adversary host is capable of producing a large number of SYN packets to saturate the switching device.

Now consider the detailed interactions between the end hosts, switches, and SDN controller shown in Figure 2. Foremost, the adversary Host A (host) sends SYN flooding packets (step a), and the receiving switch checks its flow table for a matching forwarding rule. If no flow rule matching the destination IP address is found, that is, table-miss, the switch forwards it to the SDN controller (step b) in the form of Packet_In message. The SDN controller processes this Packet_In request and searches for the corresponding path to the target host (assuming that there is at least one path available). It then inserts the flow rule into the switch’s flow table (step c). Next, the switch forwards the SYN packet to the target host, Host B (step d). Finally, when Host B receives the SYN packet, it allocates a new buffer for this request and replies with a SYN_ACK packet (step e). Similarly, once the destination switch receives the SYN_ACK message, it again forwards it to the SDN controller for flow rule query (step f). Upon receiving this Packet_In message from the switch, the SDN controller once again computes the return route and inserts it in the switch flow table (step g). Finally, the switch sends a SYN_ACK message to Host B (step h). Given this handshake-based communication model, an adversary can readily insert false source IP addresses and make the SDN controller insert spurious new forwarding rules (step g). Namely, the forwarded SYN ACK packets to Host B will be based on invalid IP addresses.

In light of the above, if the adversary host transmits a large number of ‘spoofed’ SYN packets, it can easily flood the resources at the target host. More importantly, the adversary can also overwhelm switch lookup tables with spurious flow rules, consuming precious memory. Furthermore, SYN floods can impose a high computational workload at the SDN controller.
that is *Packet_In* processing, and also saturate bandwidth usage at the control plane due to excessive messaging that is *Packet_In* messages and flow rules.

### 3.3 Motivation and problem Scope

In this subsection, we discuss key challenges related to this research problem and motivate our need for an efficacious IDPS solution to thwart TCP SYN flooding threats against SDN infrastructures.

As discussed earlier, SDN environments can face many specialised threats from malicious adversaries. Hence the simple pre-placement of flow rules in data plane switches to dismiss any non-matching flows is not practical. Instead, SDN control implementations typically consist of different processing policies since network traffic is usually very dynamic. For example, policies can differ according to varying network conditions or user types [37]. Indeed, dynamic processing policies can render controller applications susceptible to security SYN flooding threats because such policies require frequent updates during the data layer transition [37]. Recent versions of the OpenFlow protocol also allow the SDN controller to receive information about data layer transition via incoming *Packet_In* messages. Hence when a SYN flooding attack occurs, the controller’s resources can easily be exhausted.

In light of the above, the first objective here is to maintain the core functionality of the SDN infrastructure during SYN flooding saturation attacks. In particular, this is done via the direct installation of flow rules in SDN switching devices in real time. Furthermore, another objective is to process table-miss flows without harming normal/legitimate user traffic flows. In particular, simply dropping all table-miss traffic is not acceptable as it may adversely impact legitimate users as well. Instead, whenever a SYN flooding attack takes place, the table-miss traffic will be sent to the corresponding data layer cache prior to communication with the SDN control layer (via *Packet_In* messages).

### 4 MODELLING AND FRAMEWORK DESIGN

To address SYN flooding attacks in SDN settings, we present SYNGuard, a novel protocol-independent IDPS solution. The proposed scheme runs as an application at the SDN controller and comprises several modules, as shown in Figure 3. As noted earlier, SYNGuard makes exclusive use of SDN capabilities to monitor and collect statistics from incoming data plane traffic and execute flow routing rules/responses. The overall placement of this solution (in relation to the Floodlight controller and OVS platform) is also shown in Figure 4. Namely, this scheme uses OVS switched port analyser (SPAN) ports to mirror all incoming flows on the corresponding device (for analysis). Precisely, SPAN ports support communication traffic between the application and data layers of the SDN setup. Overall, this positioning is critical for effective identification and threat mitigation of SYN flood traffic, as shown in Figure 4. Now the architectural system in Figure 3 consists of four key modules; (1) **Initialisation**, which sets up initial operation of the switches, (2) **Inspection**, which examines the traffic received through the raw operating system socket (e.g. SPAN port); (3)
Mitigation, which tries to limit false positive detection events; and (4) Threshold Evaluation, which dynamically adjusts the attack detection threshold according to the current record of attacks (based upon the SDN controller view).

Furthermore, to determine whether incoming traffic constitutes a TCP SYN flood attack, we identify the pattern of incoming flows over a time frame. Namely, when the current threshold value is surpassed by the quantity of arriving flows, the inspection module in the framework detects/flags a SYN flood attack and generates an alert message. Contrary to existing IDPS solutions, the dynamic threshold mechanism in the proposed framework also relies on the state of the inspection module and the frequency of generated alerts.

Overall, SYNGuard (1) is a lightweight design that uses a modular-based filtering technique, (2) runs as an independent network application that utilizes SPAN interfaces on OVS platforms, (3) adds minimal overhead and traffic processing latency, and (4) operates transparently to end hosts and SDN-enabled applications. The latter ensures improved applicability to larger networking environments. Further details are presented as follows.

4.1 Adaptive detection threshold and signature structure

In the context of DoS/DDoS attack detection, threshold values generally refer to the rate of attack events per second. Specifically, a detection threshold represents the rate at which an IDPS raises an alert for an attack. For example, if the event threshold is set to 70 attack packets per second, an alert will be generated once the incoming packets from a source exceed this bound. Hence, selecting an appropriate detection threshold value is critical to provide an efficacious response to DoS threats while reducing false alerts (i.e., threshold value too high or too low). To address these challenges, a dynamic self-adjusting detection threshold is proposed for SYNGuard. Consider some further details here.

Foremost, it is assumed that legitimate user flows generate TCP SYN requests at steady intervals. Namely, the number of SYN connection requests range from \([r_1, r_2]\), whereas the number of flows per SYN connection is \(n \geq 3\) (i.e., three-way handshake exchange). Now to compute the number of packets per SYN connection, \(n\), the SDN controller sends a flow statistics collection (FSC) request via an OpenFlow Read State message to switches with the matched field set equal to the IP addresses in the flow table. The value of \(n\) can then be estimated using the OpenFlow Packet Count parameter, which is a pre-defined metric that tracks the number of incoming flows based upon the switch flow table that is

\[
n = \min_{pc_i} (pc_i)
\]

(1)

where \(F\) and \(pc_i\) are the set of flows in the flow tables and the Packet Count value of flow \(i\), respectively.

Now consider the dynamic threshold update mechanism for SYN flood detection. Here, the ubiquitous TCP additive increase multiplicative decrease (AIMD) window size control mechanism is adopted. Namely, let \(\Psi_i\) and \(\Psi_D\) represent the updating functions for threshold increase and decrease, respectively. In a default TCP AIMD mechanism,

\[
\Psi_i = S + 1,
\]

(2)

and

\[
\Psi_D = \frac{S}{2},
\]

(3)

where \(S\) is the threshold value bounded by \(S_{\min} \leq S \leq S_{\max}\) that is \(S_{\min}\) and \(S_{\max}\) represent the minimum and maximum threshold ranges, respectively (e.g., in our experiments, they are initially set at 15 and 70, respectively, before launching the system). Leveraging from the above, the SYNGuard solution introduces a modified, improved AIMD mechanism that dynamically adjusts the increase and decrease levels based upon the event state of the SYN flood threat. Namely, now the increase and decrease operations (for the \(i\)-th interval) are given by:

\[
\Psi_i = S_i + \alpha,
\]

(4)

and

\[
\Psi_D = \frac{S_i}{\beta},
\]

(5)
1: Set $P = PACKET\_IN$
2: Set $Th = threshold\_value$
3: while True do
4:   $T = Time\_frame[Timestamps]$; $S_0 = P/T$
5:   if $P.Type == ICMP$ then
6:      Calculate $n/T$
7:      $QP.\_SRC\_ADDR$ + +
8:   if $P.\_SRC\_ADDR$ NOT IN $S$ then
9:      $S(P.\_SRC\_ADDR) = T$
10: else
11:    if $T - S(P.\_SRC\_ADDR) > Th$ AND $Si < Smax$ then
12:       if $Q(P.\_SRC\_ADDR) > Th$ then
13:          Increase $Th$
14:       else
15:          $S(P.\_SRC\_ADDR) = T$
16:     else
17:        Decrease $Th$ if $Si > S\_min$
18: return 0

FIGURE 5 The proposed algorithm for the detection threshold update

where $S_{\_min} \leq S_i \leq S_{\_max}$ and $\alpha$ and $\beta$ represent the threshold increase and decrease values, respectively. Furthermore, $S_i$ is manually initialised at a default threshold value at startup.

As for further improvement, a single update function is also defined for the detection threshold. This function is continuously invoked by SYNGuard to update the current threshold according to both legitimate and total traffic rates. Namely, the two update functions, $\Psi_I$ (Equation 4) and $\Psi_D$ (Equation 5), are now replaced by a next-round threshold value, $S(i + 1)$, such that:

$$S(i + 1) = p(\frac{n}{T} \geq S(i)) \cdot q(i) \cdot \Psi_I(S(i)) + (1 - q(i)) \cdot \Psi_D(S(i))$$

(6)

$$S(i + 1) = q(i) \cdot \Psi_I(S(i)) + (1 - q(i)) \cdot \Psi_D(S(i))$$

(7)

where $T$ denotes the window value. Next, simplifying Equation 6 gives a threshold update function as follows:

$$S(i + 1) = q(i) \cdot \Psi_I(S(i)) + (1 - q(i)) \cdot \Psi_D(S(i))$$

(7)

where $S(i + 1)$ represents the threshold value and it is thus an integer. For notation simplicity, $q(i) \cdot \Psi_I(S(i)) + (1 - q(i)) \cdot \Psi_D(S(i))$ in Equation 7 is considered an integer (or its flooring value otherwise), and $p(\frac{n}{T} \geq S(i))$ and $p(\frac{n}{T} \leq S(i))$ are the probabilities that both events $\frac{n}{T} \geq S(i)$ and $\frac{n}{T} \leq S(i)$ occur, respectively.

Now carefully note that packet signature matching may not always be the best strategy to identify SYN flood attacks; that is since malicious hosts may be capable of injecting any arbitrary data bytes into packet payloads. As a result, signature matching can actually be defeated by an adept adversary. Moreover, certain types of TCP SYN flooding attacks may not contain proper packet payload data for example low-profile SYN flood attacks. Hence, the proposed framework also tries to match packet header information (instead of packet payload data) to improve anomaly detection performance. Specifically, this approach can help increase the effectiveness of threat signature matching and detection and can also handle low-profile SYN attacks (with no particular data format in the packet payloads).

The overall pseudo-code of traffic inspection is shown in Figure 5, where the header information of the packet is checked using string matching techniques. Here, the variables $T, Th$, and $S_i$ represent the timestamp, threshold value, and list of strings (i.e., for string matching purposes), respectively. Besides, $S(\cdot)$ is defined as a counter function to track the number of packets per source address (for threshold comparison). Furthermore, if an ICMP packet is received, the packet counter, $S(\cdot)$, is updated, and its header information is compared with the existing signatures that is string search. Hence, an alert is generated based upon the current threshold and string matching result, that is, anomalous packet load. Lastly, the threshold update function is invoked for appropriate adjustment of the current attack detection rate.

4.2 Framework placement and functionality

Now, once SYNGuard has been initialised, the inspection module (Figure 6) monitors and classifies all TCP SYN requests that is established TCP handshakes, while recording source-side connection timeouts that is failed connections. Once a connection request (i.e. first SYN packet) is received at the data layer, the OVS searches for a matching TCP ACK forwarding rule in its flow table or inquires about it from the SDN controller. Carefully note that the OVS device also verifies whether the received packet type is a TCP SYN (prior to validating the completion of the TCP handshaking session) to identify unsolicited packets.
The overall finite-state machine for the SYNGuard system is also shown in Figure 6. Here, the initial state specifies all the input and global variables used in the inspection and mitigation modules, and jumps start the packet inspection process. Once a malicious TCP SYN event is detected in the Inspection state, a string matching operation is carried out, followed by alert generation. Next, if the current threshold value of detected events is exceeded, the system moves to the prevention state to mitigate the attack. Lastly, the system also invokes the threshold update function to update the current detection threshold.

Finally, as shown in the architecture in Figure 3, once a flow is received at the respective OVS port, the switch will transition from the idle state to the inspection state that is to start traffic inspection prior to forwarding it to the potential target. It is expected that the network administrator will specify/enter a default threshold value at startup as well. Finally, a secure mode option is also supported to allow the IDPS solution to conduct more comprehensive deep packet (payload) inspection using exact string matching that is in the case of sensitive data. However, if the switch is located in a trusted region, the IDPS will only perform partial string matching.

Overall, switches will continuously inspect and examine all incoming flows and keep track of malignant adversary traffic. Based upon this, threat detection thresholds will be updated in a dynamic manner (as per the current trace and intensity of illegitimate traffic). For example, if a sequence of flows is found to be legitimate, the switch will decrease the threshold $S_i$ by a value $\beta$ and also select exact string matching filters (or partial ones). Alternatively, if a particular flow is found to be malicious, the controller will forward it to the prevention module (Figure 3) to either drop or block it.

5 | EVALUATION

The performance of the proposed SYNGuard solution is now tested in a real-world heterogeneous testbed setup with various networking capabilities. Again the NSF GENI facility is used here, and the proposed topology slice is shown in Figure 7. Namely, this setup consists of two end hosts, host and Host B, SDN controllers, and four OVSes. In particular, host represents the adversary, which transmits a mixture of legitimate and malicious traffic to the target at Host (b) Meanwhile, hosts O1-O4 represent OVSes running the IDPS solution (in addition to performing their essential traffic forwarding operations). Finally, hosts C1 and C2 represent the SDN controllers running the Floodlight controller software. Namely, controller C1 manages OVSes O1 and O2, and controller C2 manages OVSes O3 and O4, respectively. Lastly, the dashed and solid lines represent the control and data plane links, respectively. Although a relatively simple topology is used to evaluate the performance of SYNGuard scheme here, the solution can readily be used in larger and more complex networking environments.

5.1 | Traffic generation and event rules implementation

Initial tests are done to evaluate system response time to threats under simulated real-world networking conditions. Namely, two network traffic intent types are considered here that is adverse (malicious) and normal (benign). Packets from these flows are then generated and mixed into the network. Furthermore, both the iPerf and the distributed Internet traffic generator (D-ITG) toolkits are used in tandem to generate packet traffic and quantify/control it across the network. Note that iPerf also allows the saturation of edge network links, which can be used as a baseline technique to evaluate response efficiency to saturation attacks.

In addition, both the Zeek and Snort IDS toolkits are also deployed here for rule-based detection. Namely, pre-defined detection rules are manually added or configured that is if they are already implemented in a particular version. However, to ensure proper performance comparison, the only rules used for Zeek and Snort are those for SYN flood attack detection and mitigation. Since both of these tools can handle a broader range of network threats, comparing their associated overheads with other rules enabled will not be meaningful (and hence they are offloaded or disabled). Accordingly, the sample scripts in Figures 8 and 9 also show the actual detection rules for SYN-based flood traffic in the Snort and Zeek IDS tools, respectively. Namely, in Figure 8, Snort raises a TCP-SYN flagged threat alert based upon a default threshold value, for example, whenever 70 or more packets arrive within a 10 s interval. Meanwhile, in Figure 9, Zeek uses a specified threshold, $n$, which can be manually adjusted during configuration setup. This parameter counts the number of failed TCP connections and raises an alert flag when this count is exceeded.

5.2 | Performance results

Overall, effective IDPS solutions play a critical role in countering malicious attack traffic. As noted, adverse packet flows can result in the end host resource exhaustion, link and switch
saturation, as well as other bottlenecks. Therefore, proper flow inspection is critical for limiting resource exhaust. Along these lines, the performance of the SYNGuard solution is examined with regards to the inspection times, threat response times (mitigation), threat identification accuracy, and performance overheads. Furthermore, comparisons are also made with some existing well-established solutions, including Snort and Zeek.

5.2.1 | Inspection time

Foremost, inspection time for incoming flows is a critical parameter that directly impacts malicious flow response times. Namely, when flows are captured by the IDPS, the related packet information must be inserted into a buffer while awaiting inspection. Expectedly, this waiting time will add to the overall time required for mitigating the attack if an alert is raised. Hence, to evaluate the inspection times of the proposed solution, both the Snort and Zeek solutions are implemented with near equivalent configurations as used in the SYNGuard scheme. Specifically, for evaluation fairness, each IDPS solution is configured with similar threat detection signatures.

To gauge inspection times, a communication scenario is established between two hosts using the hping3 tool. Specifically, smaller-sized packets are generated at a high rate in a very small time window (e.g., 1 ns) to achieve a high network link saturation. Note that the proposed SYNGuard solution automatically adjusts its detection threshold, whereas this value is static in both the Zeek and Snort schemes (and hence needs to be manually set at initialisation time). Hence these static detection thresholds are set to default values of 10 s each. Experimental runs are also conducted for 15 successive trials in an automated manner, and the results are averaged, as shown in Figure 10 and Table 1. Overall, these findings demonstrate that the proposed solution notably outperforms both Snort and Zeek. For example, Zeek gives almost 100% higher inspection times, whereas Snort gives about 10–20% higher latencies. However, for some randomized runs, Snort can match (but not exceed) the performance of the SYNGuard scheme.

5.2.2 Mitigation and response time

Next, consider mitigation time, which is defined as the response time to handle threatening adversary flows. Namely, once a specific flow has been detected and flagged as malicious, the mitigation time is defined as the time between raising an attack alert and taking necessary corresponding action for example drop, block, etc. Indeed, this delay is a critical factor in assuring the availability of key operational resources in SDN environments. Now even though the detection attributes (for malicious traffic) in each IDPS scheme are unique, the mitigation time for the SYNGuard scheme is still compared against Snort and Zeek. Precisely, this value is measured as the time between attack initiation and attack rectification.
First, it is assumed that each IDPS scheme initiates blocking actions against harmful IP addresses once an attack alert is generated. Table 1 summarises the averages of mitigation times, inspection times, and system resource utilization for the three IDPS solutions using the same experimental configuration described earlier that is threshold initialisation, threat detection signature, etc. Note that these experimental results in Table 1 are averaged over 15 runs. As shown in Table 1, SYNGuard outperforms Snort and Zeek for the cases of 100 and 500K SYN flagged packets in terms of all the three performance metrics, inspection time, mitigation time, and the percentage of system load. In the case of 200K SYN flagged packets, SYNGuard still performs better than Zeek in all the three performance metrics. However, while SYNGuard has a lower percentage of system load than Snort, it has slightly higher inspection time and mitigation time compared to Snort. Moreover, Figure 11 further depicts the attack mitigation times for all schemes, where the SYNGuard solution demonstrated superior performance compared with Zeek and Snort systems.

5.2.3 | Overhead evaluation

Now excessive inspection operations can also lead to resource drainage on the platforms running the IDPS software (due to overheads associated with examining packets). Hence to gauge system overheads, Figure 12 also plots the memory utilisation for each IDS scheme for the case of a single attack with 100,000 SYN flagged packets. Here, both the Snort and Zeek solutions are initialised to use their default detection threshold (10 s). Carefully note that link saturation also occurs in this attack scenario. These results clearly show lower memory utilization with the proposed SYNGuard scheme, particularly in comparison with the Zeek solution. Note that Figure 1 also summarises the measured system load in terms of average resource utilization for a variety of network flooding attacks with 100,000, 200,000, and 500,000 SYN flagged attack packets (from adversary host to target Host B, Figure 7).

Finally, Figure 13 plots the CPU utilisation overhead for SYNGuard, Snort, Zeek, normal SDN (unprotected with no IDS), SLICOTS [5], and OPERETTA [6]. In particular, SLICOTS and OPERETTA are state-of-art IDS solutions (developed by Mohammadi et al. [5] and S. Fiebhera et al. [6], respectively) to prevent SYN flooding attacks in SDN networks. These schemes work by surveilling failed TCP SYN requests and blocking malicious adversary hosts. Specifically, SLICOTS is implemented as an extension of the OpenDayLight controller software, whereas OPERETTA is developed as an SDN framework using the POX controller. Overall, the results in Figure 13 show that the SYNGuard solution gives the lowest CPU utilization of all that is many factors lower than the Zeek toolkit. However, the Snort solution performs

| Metric          | IDPS     | 100   | 200   | 500   |
|-----------------|----------|-------|-------|-------|
| Inspection (sec.)| SYNGuard | 0.0031| 0.0068| 0.0117|
|                 | Snort    | 0.0041| 0.0059| 0.0145|
|                 | Zeek     | 0.0073| 0.0102| 0.0130|
| Mitigation (sec.)| SYNGuard | 0.0029| 0.0081| 0.0112|
|                 | Snort    | 0.0045| 0.0073| 0.0130|
|                 | Zeek     | 0.0076| 0.0100| 0.0128|
| System (%)      | SYNGuard | 8.04  | 12.70 | 15.09 |
|                 | Snort    | 9.02  | 15.08 | 19.17 |
|                 | Zeek     | 17.53 | 26.05 | 34.19 |

**TABLE 1** Average inspection and mitigation times as well as system load

**FIGURE 11** SYN flood mitigation time (100K flagged packets and 10 s threshold used in Zeek and Snort)

**FIGURE 12** Memory utilization for a single attack (100K SYN flagged packets and 10 s threshold used in Zeek and Snort)
and at-scale real-world testbed, to conduct a comprehensive and comparative analysis of our modular framework with popular IDPS solutions, Zeek and Snort. The performance evaluation demonstrated our solution outperforms the other two examined IDPS solutions in terms of accuracy and efficiency with regard to inspection time, mitigation time, and resource consumption. As we considered solving network threats within the infrastructure layer of SDN, in the future, we plan on identifying other serious DoS threats at the SDN layers, particularly spoofed packets-based and TCP reply-enabled DoS threats.
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