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Abstract—This paper studies the event-triggered control problem of general nonlinear systems with time delay. A novel event-triggering scheme is presented with two tunable design parameters, based on a Lyapunov functional result for input-to-state stability of time-delay systems. The proposed event-triggered control algorithm guarantees the resulting closed-loop systems to be globally asymptotically stable, uniformly bounded and/or globally attractive for different choices of these parameters. Sufficient conditions on the parameters are derived to exclude Zeno behavior. Two illustrative examples are studied to demonstrate our theoretical results.
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I. INTRODUCTION

Event-triggered control provides an effective way to update the control signals at a sequence of discrete-time moments determined by certain execution rule, often referred to as an event. The main advantage is to improve the efficiency of control implementations while still guaranteeing the desired performance levels of the closed-loop systems. Since the flagship work [1] was published more than a decade ago, the control community has shown an increasing interest in the study of event-triggering algorithms and their corresponding applications. Up to now, the applications of event-triggered control have been found in a wide variety of control problems, notably in consensus and synchronization problems, distributed optimization, economic dispatch, robot operation, and vehicle platooning (see, e.g., the survey papers [2]–[4] and references therein).

Time delay exists in nature and frequently occurs in many practical systems (see monographs [5], [6] and many references therein). Evolution of a time-delay system, typically modeled by functional differential equations (see, e.g., [7]), depends not only on the present states but also the states at some historical moments. Time-delay effects have been considered with the event-triggered controllers for numerous systems that themselves are delay-free. For example, event-based consensus of multi-agent systems was studied in [8], [9] with time delay effects considered in the consensus protocols. To compensate for the delay in the control inputs, the predictor-based control method recently has been combined with the event-triggered control mechanism for stabilization of control systems (see, e.g., [10], [11]). However, the study of event-triggered control for time-delay systems has just started to gain attentions in the past few years. The main topic of this research is to provide a framework for incorporating time delays in the control systems with the design of event-triggered controllers, while ensuring the absence of Zeno behavior, i.e., making an infinite number of control updates in a finite time. For systems without time delay, one of the main ideas for ruling out Zeno behavior, initially introduced in [1], is to analyze the dynamics of ∥e∥/∥x∥, where e represents a certain measurement error, and x is the system state. However, such method for Zeno behavior exclusion cannot be extended seamlessly to time-delay systems mainly because the state can be zero in a finite time due to the existence of time delays. Since it is important for the purpose of control implementations to rule out Zeno behavior with the designed event-triggered controller, alternative approaches are crucially needed for time-delay systems.

In the past few years, a handful of results have been reported for event-triggered control of time-delay systems, particularly in the area of network control systems. A commonly used method to exclude Zeno behavior is based on hybrid event-triggering strategies. For instance, a hybrid event-triggering scheme, which considers the switching between periodic state sampling and continuous event-triggering, is proposed in [12]. The natural feature of this scheme is the automatic avoidance of Zeno behavior due to state sampling. In [13], a hybrid impulsive and event-triggered control algorithm is constructed for nonlinear time-delay systems. The impulsive controller plays an important role in ruling out Zeno behavior with a prescribed lower bound of the inter-execution times. So far, several event-triggering control schemes have been successfully developed for some particular time-delay systems. Event-based stabilization of nonlinear time-delay systems was studied in [14], where the considered systems are affine in the control, and the proposed event-triggering rule and the feedback controller both require the full knowledge of the system delays, and such requirement is essential in ruling out Zeno behavior. Event-triggered stabilization of stochastic nonlinear systems with discrete delays and external disturbances was initially investigated in [15] in which the global Lipschitz condition is required on the nonlinear dynamics. There are few other interesting event-triggering schemes introduced for some particular network systems with sufficient conditions provided for the exclusion of Zeno behavior (see, e.g., [16]–[18] for
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more details). Recently, event-triggering algorithms under sample-and-hold implementations were constructed in [19], [20] for stabilization of general nonlinear systems with time delay. The designed triggering conditions are only examined at a sequence of state-sampling instants so that a minimum inter-event time can be naturally guaranteed. However, the knowledge of the maximum involved delay and a memory of the system states at some historic moments are required for each control update. It can be seen that the study of event-triggering designs with guaranteed Zeno behavior is the main contribution of this paper. For stabilization of general nonlinear time-delay systems has not been extensively conducted, and we set this as our main objective in this research. The main contributions of this paper are described as follows.

**Statement of Contributions.** Based on a Lyapunov functional result for input-to-state stability of time-delay systems, we propose a novel event-triggered control algorithm for stabilization of general nonlinear systems with time delay. This algorithm invokes the control updates when a certain measurement error reaches a dynamic threshold which is a sum of two functions: one is a function of the system states and another is a function of the evolution time.

- Without the time-dependent function, the state-dependent function in our algorithm guarantees the asymptotic stability of the closed-loop systems, but using this alone, Zeno behavior cannot be avoided.
- With the time-dependent function, we show that we can exclude Zeno behavior while also ensuring boundedness and attractivity of the trajectories; however, we show that with this strategy, one cannot in general guarantee that the trajectories stay arbitrarily close to the equilibrium by setting the initial data close enough to the equilibrium, i.e., stability may not be maintained.

In the sense described above, our results demonstrate an interesting interplay between establishing stability properties and excluding Zeno behavior. It is also worthwhile to mention that our algorithm preserves the performance of trajectory boundedness and attractivity which naturally leads to applications in various control problems, e.g., synchronization of dynamical networks, consensus of multi-agent systems, and distributed optimization. Compared with the most recent work on event-triggered control of general nonlinear time-delay systems in [19], [20], our results are delay-independent, that is, the exact value of the maximum involved delay in the system is not necessary for the computation of control updates, and the proposed event-triggering condition does not require the memory of the delayed states.

The rest of this paper is organized as follows. Some mathematical preliminaries and a Lyapunov functional result for input-to-state stability of time-delay systems are provided in Section II. We propose an event-triggered control algorithm with the main results in Section III. Illustrative examples are presented with some numerical simulations in Section IV to demonstrate the effectiveness of the obtained theoretical results. Section V concludes this paper and outlines some future research directions.

**II. Preliminaries**

Let $\mathbb{N}$ denote the set of positive integers, $\mathbb{R}^+$ the set of real numbers, $\mathbb{R}^+$ the set of nonnegative reals, and $\mathbb{R}^n$ the $n$-dimensional real space equipped with the Euclidean norm denoted by $\| \cdot \|$. For $a, b \in \mathbb{R}$ with $b > a$, define

$$PC([a, b], \mathbb{R}^n) = \{ \varphi : [a, b] \rightarrow \mathbb{R}^n \mid \varphi \text{ is piecewise right-continuous} \}$$

$$PC([a, \infty), \mathbb{R}^n) = \{ \phi : [a, \infty) \rightarrow \mathbb{R}^n \mid \phi|_{[a, c]} \in PC([a, c], \mathbb{R}^n) \text{ for all } c > a \}$$

where $\phi|_{[a, c]}$ is a restriction of $\phi$ on interval $[a, c]$. Let $C(J, \mathbb{R}^n)$ denote the set of continuous functions mapping interval $J$ to $\mathbb{R}^n$. Given $\tau > 0$, the linear space $C([-\tau, 0], \mathbb{R}^n)$ is equipped with a norm defined by $||\varphi|| := \sup_{s \in [-\tau, 0]} ||\varphi(s)||$ for $\varphi \in C([-\tau, 0], \mathbb{R}^n)$. For the sake of simplicity, we use $\mathcal{C}_\tau$ to represent $C([-\tau, 0], \mathbb{R}^n)$.

Consider the time-delay control system:

$$\begin{cases}
\dot{x}(t) = f(t, x_t, u) \\
x_0 = \varphi
\end{cases}$$

(1)

where $x(t) \in \mathbb{R}^n$ denotes the system state at time $t$; $u \in PC([t_0, \infty), \mathbb{R}^m)$ represents the input; $\varphi \in \mathcal{C}_\tau$ is the initial function; $f : \mathbb{R}^+ \times \mathcal{C}_\tau \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ satisfies $f(t, 0, 0) = 0$ for all $t \in \mathbb{R}^+$, which implies that system (1) without the input admits the zero solution (trivial solution); $x_t$ is defined as $x_t(s) := x(t + s)$ for $s \in [-\tau, 0]$; and $\tau > 0$ is the maximum involved delay. Given $u \in PC([t_0, \infty), \mathbb{R}^m)$, define $F(t, \varphi) := f(t, \varphi, u(t))$ and suppose $F$ satisfies the necessary conditions in [21] so that, for any initial function $\varphi \in \mathcal{C}_\tau$, system (1) has a unique solution $x(t, t_0, \varphi)$ that exists in a maximal interval $[t_0 - \tau, t_0 + \Gamma)$, where $0 < \Gamma \leq \infty$.

The notion of input-to-state stability (ISS), introduced by Sontag in [22], has been proved powerful to characterize the effects of external inputs, and recently has shown great application potential in the design of event-triggered controllers (see, e.g., [1], [8]). Our event-triggered control algorithm relies heavily on this notion. We recall the following function classes before giving the formal ISS definition for system (1). A continuous function $\alpha : \mathbb{R}^+ \rightarrow \mathbb{R}$ is said to be of class $\mathcal{K}$ and we write $\alpha \in \mathcal{K}$, if $\alpha$ is strictly increasing and $\alpha(0) = 0$. If $\alpha \in \mathcal{K}$ and also $\alpha(s) \rightarrow \infty$ as $s \rightarrow \infty$, we say that $\alpha$ is of class $\mathcal{K}_\infty$ and we write $\alpha \in \mathcal{K}_\infty$. A continuous function $\beta : \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is said to be of class $\mathcal{KL}$ and we write $\beta \in \mathcal{KL}$, if the function $\beta(\cdot, t) \in \mathcal{K}$ for each fixed $t \in \mathbb{R}^+$, and the function $\beta(s, \cdot)$ is decreasing and $\beta(s, t) \rightarrow 0$ as $t \rightarrow \infty$ for each fixed $s \in \mathbb{R}^+$.

Now we are ready to state the ISS definition for system (1).

**Definition 1.** System (1) is said to be input-to-state stable (ISS) if there exist functions $\beta \in \mathcal{KL}$ and $\gamma \in \mathcal{K}$ such that, for each initial function $\varphi \in \mathcal{C}_\tau$ and input function $F$.

Since $u \in PC([t_0, \infty), \mathbb{R}^m)$, it is possible for the function $F$ to be discontinuous at the discontinuity points of $u$. Hence, the fundamental theory introduced in [21] for impulsive time-delay systems applies to system (1) with discontinuous function $F$. 
globally and satisfies
\[ \|x(t)\| \leq \beta (\|\varphi\|, t - t_0) + \gamma \left( \sup_{s \in [0, t]} \|u(s)\| \right) \text{ for all } t \geq t_0. \]

Next, we present several concepts regarding Lyapunov candidates and review a Lyapunov functional result which will be used for the design of our event-triggering algorithm. A function \( V : \mathbb{R}^+ \times \mathbb{R}^n \to \mathbb{R}^+ \) and write \( V \in \mathcal{V}_0 \), if, for each \( x \in C(\mathbb{R}^+ \times \mathbb{R}^n) \), the composite function \( t \mapsto V(t, x(t)) \) is in \( C(\mathbb{R}^+, \mathbb{R}^+ \times \mathbb{R}^+) \). A functional \( V : \mathbb{R}^+ \times C_t \to \mathbb{R}^+ \) is said to be of class \( \mathcal{V} \) if and only if \( \|x\| \in V(\|x\|, t_0) \) is in \( C(\mathbb{R}^+, \mathbb{R}^+) \), where \( \mathcal{V} \) is Lipschitz in its second argument (such Lipschitz condition will be introduced formally in Definition 5). Given an input \( u \in \mathcal{P}(V_0, \mathbb{R}^m) \), we define the upper right-hand derivative of the Lyapunov functional candidate \( V(x, t) \) with respect to system (1):
\[ D^+ V(t, \phi) = \lim_{h \to 0^+} \frac{V(t + h, x_{t+h}(t, \phi)) - V(t, \phi)}{h} \]
where \( x(t, \phi) \) is a solution to (1) satisfying \( x_t = \phi \), that is, \( x(s) = x(t, \phi)(s) \) is a solution to the initial value problem:
\[ \begin{cases} \dot{x}(s) = f(s, x_s, u(s)) \\ x_{t_0} = \phi \end{cases} \]
for \( s \in [t, t + h) \) and \( s_0 = t \), where \( h \) is a small positive number.

Reference [23] studied a more general form of system (1) with impulse effects (state abrupt changes or jumps). Here, we review a special case in which no impulses are considered and the corresponding ISS result is as follows (see also [24]).

**Theorem 1.** Assume that there exist functions \( V_1 \in \mathcal{V}_0, V_2 \in \mathcal{V}_0, \alpha_1, \alpha_2, \alpha_3 \in \mathcal{K}_\infty \) and \( \chi \in \mathcal{K} \), and constant \( \mu > 0 \) such that, for all \( t \in \mathbb{R}^+ \) and \( \phi \in C_t \),
\begin{enumerate}
  \item \( \alpha_1(\|\phi(0)\|) \leq V_1(t, \phi(0)) \leq \alpha_2(\|\phi(0)\|) \);
  \item \( 0 \leq V_2(t, \phi) \leq \alpha_3(\|\phi\|_1) \);
  \item \( V(t, \phi) := V_1(t, \phi(0)) + V_2(t, \phi) \) satisfies
\end{enumerate}
\[ D^+ V(t, \phi) \leq -\mu V(t, \phi) + \chi(\|u\|). \]
Then system (1) is ISS.

It can be seen from the proof of Theorem 1 in [23] that the global asymptotic stability (GAS) of system (1) is guaranteed when \( u = 0 \). Let \( \alpha := \alpha_2 + \alpha_3, \) and note that \( \alpha_4 \in \mathcal{K}_\infty \) and conditions (i) and (ii) of Theorem 1 imply
\[ \alpha_1(\|\phi(0)\|) \leq V(t, \phi) \leq \alpha_4(\|\phi\|_1), \]
which is a standard condition on the Lyapunov candidate when using the method of Lyapunov functionals to justify the stability of a time-delay system (see, e.g., [23], [24]). The decomposition of \( V \) into a function portion \( V_1 \) and a functional portion \( V_2 \) was introduced for impulsive systems with time delay (see, e.g., [23]). The function \( V_1 \) is used to analyze the impulse effects on the entire Lyapunov candidate \( V \), whereas the functional \( V_2 \) is indifferent to impulses. Although we will not consider the impulse effects in system (1), such decomposition with condition (iii) of Theorem 1 will play an essential role in the event-triggered controller design, as demonstrated in the next section.

### III. Event-Triggered Control Algorithm

Consider feedback control system (1) with a sampled-data implementation:
\[ \begin{cases} \dot{x}(t) = f(t, x_t, u(t)) \\ u(t) = k(x(t)), t \in [t_i, t_{i+1}) \\ x_0 = \varphi \end{cases} \]
where \( u : \mathbb{R}^+ \to \mathbb{R}^m \) is a control input and \( k : \mathbb{R}^n \to \mathbb{R}^m \) is the feedback control law and satisfies \( k(0) = 0 \). Therefore, system (2) admits the trivial solution. The time sequence \( \{t_i\}_{i \in \mathbb{N}} \) is to be determined according to certain execution rule defined later based on the state measurement, and each time instant \( t_i \) corresponds to a control update \( u(t_i) \). To be more specific, the controller receives the states, calculates the control law, and updates the control signals all at time \( t = t_i \) while staying unchanged between consecutive control updates.

Define the measurement error of state by
\[ e(t) = x(t_i) - x(t) \text{ for } t \in [t_i, t_{i+1}), \]
and note that \( e(t_i) = 0 \) for all \( i \in \mathbb{N} \) and \( e \in \mathcal{P}(V_0, \mathbb{R}^n) \). The feedback control \( u \) can then be written as follows
\[ u(t) = k(x(t_i)) = k(\epsilon(t) + x(t)) \text{ for } t \in [t_i, t_{i+1}). \]

We thus derive the following closed-loop system by substituting (4) into system (2):
\[ \begin{cases} \dot{x}(t) = f(t, x_t, k(\epsilon + x)) \\ x_{t_0} = \varphi. \end{cases} \]

Throughout this paper, we make the following assumption on control system (5).

**Assumption III.1.** There exist functions \( V_1 \in \mathcal{V}_0, V_2 \in \mathcal{V}_0, \alpha_1, \alpha_2, \alpha_3 \in \mathcal{K}_\infty \) and \( \chi \in \mathcal{K} \), and constant \( \mu > 0 \) such that all the conditions of Theorem 1 hold for system (5) with input \( u \) replaced by the measurement error \( \epsilon \).

With the above assumption, the closed-loop system (5) is ISS with respect to the measurement error \( \epsilon \), and GAS when \( \epsilon = 0 \). Boundedness of the state follows from Assumption III.1, and then the global existence of the unique solution to system (2) is guaranteed (see [21]).

For the completion purpose, we recall the following two definitions related to system (5) (or equivalently, system (2)).

**Definition 2 (Global Uniform Boundedness).** System (5) is said to be globally uniformly bounded (GUB), if for any \( \delta > 0 \) there exists a constant \( M := M(\delta) > 0 \) such that \( \|x(t)\| \leq \delta \Rightarrow \|x(t)\| \leq M \) for all \( t \geq t_0 \), where \( x(t) := x(t_0, \varphi) \) is the solution of system (5).

**Definition 3 (Global Attractivity).** The trivial solution of system (5) is said to be globally attractive (GA), if \( \lim_{t \to \infty} \|x(t)\| = 0 \) for any \( \varphi \in C_t \), where \( x(t) := x(t_0, \varphi) \) is the solution of (5).

In this paper, we propose an execution rule to determine the time sequence \( \{t_i\}_{i \in \mathbb{N}} \) for the updates of the feedback control
input $u$ so that the closed-loop system (5) with the measurement error $\epsilon$ still preserves certain desired performance (such as GAS, boundedness, and attractivity). To do so, we restrict $\epsilon$ to satisfy

$$\chi(||\epsilon||) \leq \sigma_1(||x||) + \chi\left(a e^{-b(t-t_0)}\right)$$

(6)

for some constants $\sigma \geq 0$, $a \geq 0$, and $b > 0$; the updating of the control input $u$ is then triggered by the execution rule (or event)

$$\chi(||\epsilon||) = \sigma_1(||x||) + \chi\left(a e^{-b(t-t_0)}\right).$$

(7)

The event times are the moments when the event occurs, i.e.,

$$t_{i+1} = \inf \{ t \geq t_i | \chi(||\epsilon||) = \sigma_1(||x||) + \chi\left(a e^{-b(t-t_0)}\right) \}.$$  

(8)

According to the feedback control law in (2), the control input is updated at each $t_i$ (the error $\epsilon$ is set to zero simultaneously), remains constant until the next event time $t_{i+1}$, and then the error $\epsilon$ is reset to zero again. The event times in (8) are defined implicitly, and then it is necessary to rule out the existence of Zeno behavior, which is formalized in the following definition.

**Definition 4** (Zeno Behavior [3]). For the closed-loop system (5) with event times determined by (8), a solution with initial condition $x_0 = \varphi$ is said to exhibit Zeno behavior, if there exists $T > 0$ such that $t_i < T$ for all $i \in \mathbb{N}$. If Zeno behavior does not occur along any solution of system (5), then we say system (5) does not exhibit Zeno behavior.

The objective for the rest of this paper is to establish sufficient conditions to guarantee the desired performance of system (5) with event times determined by (8) and also exclude Zeno behavior. In general, there are two main ways that Zeno behavior can be ruled out: the first one is to ensure the existence of a uniform lower bound of any inter-execution time, and the second one is based on the contradiction argument to show the exclusion of Zeno behavior by a direct use of Definition 4. We will derive our results by using these two methods. It is worth mentioning that ensuring a lower bound of the inter-execution times is stronger than ruling out Zeno behavior. For example, suppose system (5) has a solution with event times $t_k = \sum_{i=1}^k 1/i$ for $k \in \mathbb{N}$. It can be seen that $t_k \to \infty$ as $k \to \infty$ which means such a solution does not exhibit Zeno behavior. However, a lower bound of the inter-execution times is not ensured, since $t_{k+1} - t_k \to 0$ as $k \to \infty$. We refer the reader to [3] for a detailed discussion on Definition 4.

In this study, we mainly require locally Lipschitz conditions on the functions $\sigma_1^{-1}$ (the inverse function of $\sigma_1$), $\chi$, $k$, and $f$, which are described as follows.

**Definition 5** (Locally Lipschitz). In this paper, local Lipschitz comes in two different flavors.

1. The function $f : \mathbb{R}^n \to \mathbb{R}^m$ is called locally Lipschitz, if for each $x \in \mathbb{R}^n$ there exist constants $L > 0$ and $R > 0$ such that $||f(y) - f(z)|| \leq L||y - z||$ on the open ball of center $z$ and radius $R$:

$$B_R(z) := \{ y \in \mathbb{R}^n | ||y - z|| < R \}.$$

2. The function $f : C_\tau \to \mathbb{R}^n$ is called locally Lipschitz, if for each $\phi \in C_\tau$ there exist positive constants $L$ and $R$ such that $||f(\varphi) - f(\psi)|| \leq L||\varphi - \psi||_r$ on the open ball of center $\phi$ and radius $R$:

$$B_R(\phi) := \{ \varphi \in C_\tau | ||\varphi - \psi||_r < R \}.$$
If $b = c$, then

$$v(t) \leq v(t_0)e^{-c(t-t_0)} + aL(t - t_0)e^{-c(t-t_0)}$$

$$\leq v(t_0)e^{-c(t-t_0)} + \frac{aL}{c - \xi} \leq e^{-\xi(t-t_0)}(v(t_0) + \frac{aL}{c - \xi}) \quad (14)$$

where constant $\xi$ satisfies $0 < \xi < c$. To derive the second inequality of (14), we applied the fact that $(c - \xi)(t - t_0) \leq e^{(c-\xi)(t-t_0)}$ for $t \geq t_0$. Define

$$\eta := \begin{cases} \min(b, c), & \text{if } b \neq c \\ \xi, & \text{if } b = c \end{cases} \quad (15)$$

and

$$\tilde{M} := \begin{cases} \frac{aL}{e - \xi}, & \text{if } b \neq c \\ \frac{aL}{e - \xi}, & \text{if } b = c \end{cases}$$

then

$$v(t) \leq (v(t_0) + \tilde{M})e^{-\eta(t-t_0)} \leq M e^{-\eta(t-t_0)} \quad (16)$$

for all $t \geq t_0$, where $M = \alpha_2(\|\varphi(0)\|) + \alpha_3(\|\varphi\|) + \tilde{M}$. From condition (i) of Theorem 1, we have

$$\|x(t)\| \leq \alpha_1^{-1}(M e^{-\eta(t-t_0)}) \leq \alpha_1^{-1}(M) \quad \text{for all } t \geq t_0 \quad (17)$$

and

$$\lim_{t \to \infty} \|x(t)\| \leq \lim_{t \to \infty} \alpha_1^{-1}(M e^{-\eta(t-t_0)}) = 0. \quad (18)$$

Therefore, system (5) is GUB, that is, $\|x(t)\| \leq \alpha_1^{-1}(M)$ for all $t \geq t_0$, and the trivial solution is GA. The Lyapunov functional candidate $v(t)$ has an exponential convergence rate $\eta$ defined in (15). Furthermore, if $\alpha = 0$, then $M = 0$ and $M$ depends only on the initial function $\varphi$. Hence, stability of system (5) follows from (17).

In the following, Zeno behavior will be excluded from system (5) when $a > 0$ and $b < c$. We will do this through identifying a lower bound $T^*$ of the inter-execution times $|t_{i+1} - t_i|_{\text{leff}}$.

Let $L_1$ be the Lipschitz constant of $\alpha_1^{-1}$ on the interval $[0, M]$. Let $R := \alpha_1^{-1}(M)$ and $L_2$ be the Lipschitz constant of the function $f(t, u) \in C_\alpha \to \mathbb{R}^n$ on $B_2(0)$ for all $(t, u) \in \mathbb{R}^+ \times \mathbb{R}^m$. Since $k$ is locally Lipschitz and $f$ is locally Lipschitz with respect to its third argument, the composite function $f(t, \phi, k(\cdot)) : \mathbb{R}^n \to \mathbb{R}^n$ is also locally Lipschitz and we denote $L_3$ as its Lipschitz constant on $B_2(0)$.

For $t \in [t_i, t_{i+1})$, we have

$$\epsilon(t) = -\dot{\epsilon}(t) = -f(t, x_i, k(x(t_i))).$$

Integrating both sides of the above equation from $t_i$ to $t$ gives

$$\epsilon(t) - \epsilon(t_i) = -\int_{t_i}^{t} f(s, x_i, k(x(t_i)))ds.$$
cannot be derived. The bound $\alpha^{-1}_1(M)$ of the states is not only dependent on the initial data $\varphi$ but is also closely related to the tunable design parameters $a$ and $b$ in (8). For example, setting $a$ small and $b$ large decreases the bound at the cost of more events being triggered. On the other hand, setting $a$ large and $b$ small reduces the number of control updates at the cost of increasing the bound. The exponential convergence rate of the Lyapunov candidate depends on parameter $b$, and small $b$ corresponds to small rate $\eta$. Moreover, the lower bound $T^*$ of the inter-execution times also depends on these parameters. Increasing $a$ or reducing $b$ increases this bound and potentially decreases the number of event times over a finite time period (see Table I for a demonstration).

It can be seen from the above proof that parameter $a$ is essential in ruling out Zeno behavior from system (5). If $a = 0$ with $\sigma > 0$, our execution rule reduces to the following one:

$$\chi(||e||) = \sigma a_1(||x||)$$

(22)

which is identical to the one proposed in [13]. Although the asymptotic stability of system (5) can be guaranteed from (17) as discussed in the proof of Theorem 2, Zeno behavior cannot be excluded for some linear scalar time-delay systems (see [13] for details and Fig. 1(a) for a demonstration). We can also see from the proof of Theorem 2 that, if $b < c$, the convergence rate of the Lyapunov functional $V(t,x_t)$ is $\eta = b$. Compared to system (5) associated with the execution rule (22), the convergence rate is smaller and less control updates are triggered, which implies that it might be possible to exclude Zeno behavior from system (5) and Theorem 2 confirms this possibility. If $\sigma = 0$ with $a > 0$, then we derive from (7) the following execution rule

$$||e(t)|| = a e^{-b(t-t_{0})}.$$  

(23)

We can conclude from Theorem 2 that system (5) with the event times determined according to the execution rule (23) does not exhibit Zeno behavior provided $0 < b < \mu$. Compared with the execution rule (7) which depends on both the states and the evolution time, the execution rule (23) is only time-dependent and thus simpler to implement, but more control updates are most likely triggered (see Table II for numerical comparisons).

Quadratic forms as Lyapunov functions have been widely used in stability analysis of control systems, e.g., $V_1(t,x) = x^T P x$ where $P$ is a positive definite $n \times n$ matrix. For this type of Lyapunov functions, condition (i) of Theorem 1 holds with $\alpha_1(s) = \gamma s^2$ where $\gamma > 0$ is some constant (e.g., $\gamma$ is the smallest eigenvalue of $P$ if $V_1(t,x) = x^T P x$), and then $\alpha^{-1}_1(s) = \sqrt{s/\gamma}$, which is locally Lipschitz on the open interval $(0, \infty)$ but not at $s = 0$. Therefore, inequality (19) is not valid, and the technique of ruling out Zeno behavior in Theorem 2 is not applicable to such class $K\alpha$ functions. In the next theorem, we will show the lack of Zeno behavior from system (5) by a direct use of Definition 4, if $\alpha^{-1}_1$ is not locally Lipschitz at zero. Nevertheless, the lower bound may not be guaranteed.

**Theorem 3.** Suppose all the conditions of Theorem 2 hold with the Lipschitz condition of $\alpha^{-1}_1$ replaced with the following one:

- $\alpha^{-1}_1$ is locally Lipschitz on the open interval $(0, \infty)$ but not at zero.

Then,

1) if $a = 0$ and $\sigma > 0$, the closed-loop system (5) is GAS;
2) if $a > 0$, the closed-loop system (5) is GUB and its trivial solution is GA. Furthermore, if $b < \mu - \sigma$, system (5) does not exhibit Zeno behavior.

**Proof.** The GAS, GUB, and GA properties of system (5) follow directly from the proof of Theorem 2. We only need to show that system (5) does not exhibit Zeno behavior when $a > 0$ and $b < \mu - \sigma$. We will do this by a contradiction argument. Assume there exists an initial condition so that the corresponding solution of system (5) exhibits Zeno behavior, that is, the sequence of event times $\{t_i\}_{i\in\mathbb{N}}$ is upper bounded by a finite number. Hence, the sequence $\{t_i\}_{i\in\mathbb{N}}$ is convergent, and we denote $t^* := \lim_{i\to\infty} t_i$ where $t^* > t_0$. Since $\alpha^{-1}_1$ is locally Lipschitz on $(0, \infty)$, let $\bar{L}_1$ represent the Lipschitz constant of $\alpha^{-1}_1$ on the closed interval $[M e^{-\eta(t-t_{0})}, M]$ with $\eta$ defined in the proof of Theorem 2. For any small $\varepsilon > 0$, there exists a $t_i$ such that $t^* - \varepsilon < t_i < t^*$, and we then can obtain from (19) that

$$||e(t)|| \leq \bar{L}_1(e^{-\eta(t-t_{0})} - e^{-\eta(t'-t_{0})} + \bar{L}_2(t-t_i)e^{-\eta(t-t_{0})})$$

for all $t \in [t_i, t_{i+1})$, where $\bar{L}_1 = \bar{L}_1 L_2 M e^\eta > 0$ and $\bar{L}_2 = \bar{L}_1 L_2 M > 0$ with $L_2$ and $L_3$ given in the proof of Theorem 2. Similarly to the discussion of (21), we can derive a lower bound of $t_{i+1} - t_i$, that is, there exists a $\bar{T} > 0$ so that $t_{i+1} - t_i \geq \bar{T}$. Since $\varepsilon > 0$ can be chosen arbitrarily small, we let $\varepsilon < \bar{T}$ which then implies $t_{i+1} \geq t_i + \bar{T} \geq t^* - \varepsilon + \bar{T} > t^*$. This gives a contradiction to the definition of $t^*$. Therefore, system (5) does not exhibit Zeno behavior. $\Box$

**IV. Illustrative Examples**

**Example 1.** Consider a linear scalar control system with time delay

$$\begin{cases}
\dot{x}(t) = B x(t-r) + u(t) \\
x_0 = \varphi
\end{cases}$$

(24)

where state $x \in \mathbb{R}$, initial function $\varphi(s) = 1$ for $s \in [-r, 0]$, time delay $r = 16$, $B = -0.1$, and $u(t) = k x(t)$ is the state feedback control with control gain $k = -0.2$. It has been shown in [13] that system (24) with $u = 0$ is unstable, and we can conclude from Theorem 1 that the feedback control system (24) is GAS.

Consider the event-triggered implementation of $u$ in system (24), and then the closed-loop system can be written in the form of (5):

$$\begin{cases}
\dot{x}(t) = B x(t-r) + k x(t) + k e(t) \\
x_0 = \varphi
\end{cases}$$

(25)

where $e(t) = x(t_i) - x(t)$ for $t \in [t_i, t_{i+1})$ with $i \in \mathbb{N}$, and the sequence of event times $\{t_i\}_{i\in\mathbb{N}}$ is to be determined by (8).

To derive the functions $\alpha_1$ and $\chi$ in (8) and illustrate the effectiveness of Theorem 2, we consider Lyapunov functional $V = V_1 + V_2$ with

$$V_1(\varphi(0)) = p |\varphi(0)| \text{ and } V_2(\varphi) = \int_0^q |\varphi(s)| \left(\frac{s-r}{r} q_1 + \frac{s+r}{r} q_2\right) ds,$$
where constants $p$, $q_1$, and $q_2$ are positive and satisfy $-k > q_2 > q_1 = pB$. Then condition (i) of Theorem 1 is satisfied with $a_1(|\phi(0)|) = a_2(|\phi(0)|) = p|\phi(0)|$, while condition (ii) holds with $a_3(|\|\|) = r_2q_2 |\|\|$.

It can be seen that $a_1(z) = z/p$ is globally Lipschitz on its domain.

From the dynamics of system (25), we have
\[
D^*V_1(x(t)) = D^*|x(t)| \leq p|B||x(t - r)| + pk\text{sgn}(x) + p|ke| = |B|V_1(x(t - r)) + kV_1(x(t)) + p|ke|
\]
where $\text{sgn}(x)$ represents the sign function of the real number $x$, and
\[
D^*V_2(x_i) = \frac{d}{dt} \left( \int_{t-r}^{t} |x(s)| \left( \frac{t-s}{r} q_1 + \frac{s-t+r}{r} q_2 \right) ds \right) = -\frac{q_2 - q_1}{r} \int_{t-r}^{t} |x(s)| ds - q_2 |x(t)| - q_1 |x(t - r)| \\
\leq -\frac{q_2 - q_1}{rq_2} V_2(x_i) + \frac{q_2}{p} V_1(x(t)) - \frac{q_1}{p} V_1(x(t - r)).
\]
The above two inequalities imply
\[
D^*V(x_i) \leq (k + q_2) V_1(x_i) - \frac{q_2 - q_1}{rq_2} V_2(x_i) + p|ke|.
\]
Then condition (iii) of Theorem 1 is satisfied with
\[
\mu = \min \left\{ -(k + q_2), \frac{q_2 - q_1}{rq_2} \right\} > 0 \quad \text{and} \quad \chi(|e|) = p|ke|
\]
and the execution rule (7) can be written as follows
\[
|e| = \frac{\sigma}{|k|} |x| + ae^{-\beta(t-b)}.
\]
Thus, all the conditions of Theorem 2 are satisfied. From the definitions of $\mu$ and $q_1$, we can see that choosing small enough $p$ and $q_2$ while keeping $p/q_2$ close to 0 can make $\mu$ arbitrarily close to $\min(-k, 1/r) = 0.0625$. In the following simulations, we select small $p$ and $q_2$ so that $p/q_2 = 0.08$, and then $\mu = 0.062$.

To illustrate our results with numerical simulations, we choose $\sigma = 0.03$ so that $\mu > \sigma$. Figure 1(a) shows the trajectory of system (25) with $a = 0$ in (26) and numerically verifies the existence of Zeno behavior (theoretical proof of the existence can be found in [13]). Let $a = 0.3$ and $b = 0.03$, then $\mu - \sigma > b$ and Fig. 1(b) shows the trajectories of system (25) with execution rule (26). For system (25) with the above Lyapunov functional, all the functions mentioned in Theorem 2 are linear, and the corresponding Lipschitz constants can be derived easily. It can be obtained from (21) with (26) that the lower bound of the inter-execution times $[t_{i+1} - t_i]_{\text{min}}$ is $3.59 \times 10^{-3}$ which is the unique solution of the equation $g(T) = 0$ given in the proof of Theorem 2. This equation can be readily solved by Matlab or Maple.

Table I indicates the number of events triggered by the execution rule (26) over the time interval $[0, 10^3]$ for different combinations of the parameters $a$ and $b$. It can be seen that less events will be triggered for bigger $a$ and/or smaller $b$, which verifies our discussion in Section III. Table II shows the number of event times determined by (26) on the interval $[0, 600]$ for different values of $a$ with $b = 0.05$. We can observe that more control updates are triggered according to the time-dependent execution rule (23) (the execution rule (26) with $\sigma = 0$).

**Example 2. Consider the following nonlinear time-delay control system**

\[
\dot{x}(t) = Ax(t) + g(x(t - d)) + Bu(t)
\]

where state $x \in \mathbb{R}^n$, time delay $d > 0$, matrices $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$, and $u(t) = Kx(t)$ is the state feedback control with control gain $K \in \mathbb{R}^{m \times n}$. For any $x, y \in \mathbb{R}^n$, nonlinear function $g \in \mathcal{PC}(\mathbb{R}^n, \mathbb{R}^n)$ satisfies $\|g(x) - g(y)\| \leq L\|x - y\|$ with $L > 0$.

With the event-triggering implementation and measurement error $e(t) = x(t) - x(t)$ for $t \in [t_i, t_{i+1})$, we can rewrite system (27) as follows

\[
\dot{x}(t) = (A + BK)x(t) + g(x(t - d)) + BK \epsilon(t)
\]

where the event times $t_i (i \in \mathbb{N})$ are to be determined by event-triggering condition (7). To do so, let us apply Theorem 3 with

---

**Table I**

| $a$  | $b$  | Number of event times |
|------|------|-----------------------|
| 0.1  | 0.01 | 117                   |
| 0.3  | 0.01 | 89                    |

**Table II**

| $a$  | $b$  | Number of event times |
|------|------|-----------------------|
| (b = 0.05) | 0.1  | 1160                  |
| (b = 0.05) | 0.4  | 699                   |
| (b = 0.05) | 1    | 518                   |
| (b = 0.05) | 2    | 492                   |

---

Fig. 1. Trajectories of the closed-loop system (25) with event times determined by (26).
the Lyapunov functional candidate \( V = V_1 + V_2 \) where

\[
V_1(\phi(0)) = \phi^T(0)\phi(0),
\]

\[
V_2(\phi) = \int_0^d \phi^T(s) \left( \frac{d + s}{d} q + 1 \right) \phi(s) ds.
\]

Here, \( q \) is a positive constant. Then, both conditions (i) and (ii) of Theorem 2 hold and \( \alpha_1(||\phi||) = ||\phi|| \) which is not locally Lipschitz at zero. It follows from the dynamics of system (28) that

\[
D^+ V_1(x(t)) \leq (\Lambda + \epsilon_1 + \epsilon_2) V_1(x(t)) + \epsilon_1^{-1} L^2 V_1(x(t - d)) + \epsilon_2^{-1} \epsilon^T(t)(BK)^T BK \epsilon^T(t)
\]

and

\[
D^+ V_2(x(t)) \leq (q + 1)V_1(x(t)) - \frac{q}{d} \int_{t-d}^t x^T(s)x(s) ds
\]

where \( \Lambda \) denotes the largest eigenvalue of the matrix \( (A + BK)^T(A + BK) \). In the first inequality, we applied Young’s inequality twice with \( \epsilon_1 = L^2 \) and \( \epsilon_2 > 0 \). We get from these two inequalities that condition (iii) of Theorem 2 holds with \( \chi(||\epsilon||) = \epsilon_2^{-1} ||BK||^2 ||\epsilon||^2 \) and

\[
\mu = \min \left\{ (\Lambda + L^2 + 1 + q + \epsilon_2) \left( \frac{q}{d(q + 1)} \right) \right\}. \tag{29}
\]

Then, the sequence of event times defined by (8) is as follows

\[
t_{i+1} = \inf \left\{ t > t_i \mid ||\epsilon|| = \frac{\sigma \epsilon_2 \sqrt{||BK||^2 ||\epsilon||^2 + \alpha^2 e^{-2b(t-t_0)}}}{q} \right\}. \tag{29}
\]

Therefore, we can conclude from Theorem 3 that if \( \mu > 0 \) and we select positive parameters \( \sigma \) and \( b \) in (29) so that \( b < \mu - \sigma \), then closed-loop system (28) with event times determined by (29) is free of Zeno behavior and GUB, and its trivial solution is GA. To ensure a positive \( \mu \), it is sufficient to require

\[
\Lambda + L^2 + 1 < 0,
\]

and then positive constants \( \epsilon_2 \) and \( q \) can be chosen close to zero so that \( \Lambda + L^2 + 1 + q + \epsilon_2 < 0 \).

V. CONCLUSIONS

We have investigated event-triggered control for nonlinear time-delay systems. A novel execution rule has been proposed with tunable parameters. Analysis of many different combinations of these parameters has been conducted. Numerical simulations have been provided to verify our theoretical results. We can see from the proof of Theorem 2 that if \( b \geq c \), the exponential convergence rate of the Lyapunov functional candidate is \( \eta = c \) which is the same as the convergence rate for system (5) with execution rule (22). Since system (5) with execution rule (22) can exhibit Zeno behavior, intuitively we expect that it is still possible for system (5) with execution rule (7) to exhibit Zeno behavior when \( b \geq c \). Discussion in this direction will be explored further which is a topic for future research. In this study, we considered time delays in the nonlinear systems but assumed that the feedback controller receives the system states and updates the control signals simultaneously. Therefore, another future research topic is to consider time delays in the implementation of the proposed event-triggered control algorithm and also in the feedback controllers.
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