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We consider NS and SNS junctions based on one-dimensional nanowires with Rashba spin-orbit coupling and proximity-induced s-wave spin singlet superconductivity and analytically demonstrate how both even- and odd-frequency and spin-singlet and triplet superconducting pair correlations are always present. In particular, by using a fully quantum mechanical scattering approach, we show that Andreev reflection induces mixing of spatial parities at interfaces, thus being the unique process which generates odd-frequency pairing; on the other hand, both Andreev and normal reflections contribute to even-frequency pairing. We further find that locally neither odd-frequency nor spin-triplet correlations are induced, but only even-frequency spin-singlet pairing. In the superconducting regions of NS junctions, the interface-induced amplitudes decay into the bulk, with the odd-frequency components being generally much larger than the even-frequency components at low frequencies. The odd-frequency pairing also develop short and long-period oscillations due to the chemical potential and SO coupling, respectively, leading to a visible beating feature in their magnitudes. Moreover, we find that in short SNS junctions at \( \pi \)-phase difference and strong SO coupling, the odd-frequency spin-singlet and triplet correlations strongly dominate with an alternating spatial pattern for a large range of sub-gap frequencies.

I. INTRODUCTION

Conventional superconductors are characterized by an equal-time pairing amplitude, but in its most general form superconducting pairing can also occur at different times, or equivalently at finite frequency. Such finite frequency pairing opens for an odd-frequency dependence of the pairing amplitudes, or Cooper pair wave-functions, which have the only formal requirement that they need to be fully antisymmetric under the interchange of all quantum numbers (frequency, spin, and spatial coordinates), due to Fermi-Dirac statistics. For even-frequency dependence this leads to the usual classification of symmetries of Cooper pairs into spin-singlet and even parity in spatial coordinates, such as s-wave (in short ESE for its frequency, spin, and spatial symmetries) or spin-triplet and odd in spatial coordinates, e.g. p-wave (ETO). But the antisymmetry condition also allows for more exotic odd-frequency pairing, where the pairing function can instead have spin-triplet and even parity (s-wave) symmetry (OTE) or spin-singlet and odd in spatial parity (p-wave) symmetry (OSO).

Originally Berezinskii\(^1\) envisaged a possible odd-frequency dependence in the superconducting order parameter in the context of superfluid \(^3\)He with OTE symmetry. Later, Balatsky and Abrahams\(^2\) investigated an odd-frequency order parameter in spin-singlet superconductors with OSO symmetry and discussed interesting peculiarities of such a non-trivial state. Although the initial excitement of odd-frequency superconductivity was related to the frequency dependence of the order parameter itself, no experimental evidence of such a state has been reported so far. The search has instead mainly turned towards the study of odd-frequency pair correlations in systems possessing conventional even-frequency order parameters. In this regard, it is important to mention that even such odd-frequency pair correlations can arise due to intrinsic properties of the system, as found for example in multiband superconductors,\(^3,4\) or even due to more exotic mechanisms.\(^5,6\)

Odd-frequency pairing has also been extensively studied in hybrid systems that include superconductor-ferromagnet junctions,\(^7,8\) normal metal-superconductor (NS) junctions,\(^9,10\) topological insulators-superconductor junctions,\(^11,12\) as well as in inhomogeneous systems under time-dependent fields.\(^13,14\) In NS junctions, odd-frequency pairing is generated due to the interface breaking the spatial parity, which allows the transformation from even s-wave to odd p-wave symmetry, while conserving the spin structure. Likewise, under the presence of spin active fields for example created by a ferromagnet, a spin-singlet to triplet conversion can take place, which has raised strong interest due to its fundamental importance in unconventional superconductivity,\(^15,16\) and also due to applications in superconducting spintronics.\(^17,18\)

Although the existence of intrinsic odd-frequency pairing has been debated, the emergence of induced odd-frequency pairing in hybrid systems is nowadays well established. For instance, the induced long-range superconducting correlations in superconductor-ferromagnet junctions\(^19\) is only explained by considering odd-frequency superconducting pairing.\(^19,20\) Similarly, the enhancement of local density of states at interfaces of hybrid junctions\(^21,22,23\) as well as Majorana bound states in topological superconductors have been demonstrated to be due to odd-frequency pairing.\(^24,25,26,27,28\) For a recent review on progress on odd-frequency superconductivity see Ref.\(^29\).

While interfaces generally mix spatial parities, spin active fields also allow mixing of spin states, which opens for spin-triplet pairing amplitudes using simple conventional spin-singlet superconductors. Among the alternatives to achieve spin-triplet odd-frequency supercon-
ducting pairing, hybrid structures with magnetic fields have mainly been considered so far. Another intriguing possibility is offered by spin-orbit (SO) coupling, which exhibits large intrinsic values in many materials, thus avoiding the need of external magnetic fields and explicit breaking of time-reversal symmetry. The SO coupling can be of different nature depending on the crystal symmetries, and can, in some situations, even be controlled by voltage gates. Only very few and recent works have so far investigated this possibility of SO coupling generating significant odd-frequency pairing and then with their major findings focused on two-dimensional situations. Additional studies are thus desirable for a better understanding of the induced odd-frequency superconducting pairing in systems with SO coupling. In particular, one-dimensional systems are highly interesting in this regard as they both provide possibilities for analytical treatment within a fully quantum picture without any notable approximations and because of the huge recent experimental interest in SO coupled one-dimensional nanowires.

In this work we therefore investigate analytically and within a fully quantum mechanical framework the emergence of odd-frequency superconducting pairing in one-dimensional nanowire-based junctions with SO coupling. In particular, we consider NS and short SNS junctions with Rashba SO coupling, which arises due to the lack of structural inversion symmetry. These are both highly relevant experimental situations as large values of intrinsic Rashba SO coupling have been reported in InAs, InSb, and InAsSb nanowires. Additionally, a strong superconducting proximity effect has recently been observed in such nanowires, as clearly reflected in induced hard gaps and thus providing the necessary superconducting order parameter in the S regions of the wire.

Using retarded Green’s functions extracted from scattering states, which allow us to fully analytically extract all pairing amplitudes, we demonstrate that both even- and odd-frequency spin-singlet (ESE and OSO) and spin-triplet (ETO and OTE) pairings are induced in SO coupled NS and SNS nanowires even without any external magnetic fields. The former two arise due to translational invariance breaking, while the latter two are due to the SO field causing mixing between spin-singlet and -triplet spin states. We find that locally only ESE pairing survives due to the specific scattering processes present in junctions with Rashba SO coupling, while non-local pairing correlations, including both even and odd parities, are non-zero in all symmetry classes.

More specifically for the normal region of NS junctions, we find that all pairing amplitudes coexist and are proportional solely to the Andreev processes at the interface. However, in the superconducting region, the pairing amplitudes acquire contributions from both the bulk and interface through Andreev as well as normal reflections processes. The interface terms exhibit an exponential and oscillatory decay from the interface, such that their magnitudes develop a beating profile determined by the SO coupling. Interestingly, we reveal that the odd-frequency components in both the normal and superconducting regions are only determined by Andreev processes. This we demonstrate as a direct consequence of Andreev scattering being responsible for mixing the spatial parities at interfaces. Although Andreev terms also contribute to the even-frequency components, these also contain additional contributions from normal reflections. At low-frequencies, both the odd-frequency spin-singlet and triplet pairings (OSO and OTE) are stronger than the even-frequency terms and thus explain the large values of the local density of states (LDOS) in the S region.

In short SNS junctions we find that pairing amplitudes are phase ($\phi$) dependent and sense the emergence of Andreev bound states in the junction. Also in this case, we reveal that all odd-frequency components are solely generated by Andreev scattering. We also show that at zero phase all the interface amplitudes vanish, provided full transparency and large chemical potentials in the junction, and they only acquire larger finite values as the phase approaches $\phi = \pi$. While at low SO coupling both the even- and odd-frequency components exhibit large values, at strong SO coupling odd-frequency pairing dominates, especially when frequencies are larger than the Andreev state energies and below the superconducting gap. Thus the odd-frequency pairing serves as an indicator for the reduction of the minigap at $\phi = \pi$ at large SO coupling.

The remainder of this article is organized as follows. In Sec. II, we present the model and discuss the method based on retarded Green’s functions calculated from scattering states. In Sec. III, we analytically derive all induced pairing amplitudes in NS and short SNS junctions at finite SO coupling. Finally, we present some concluding remarks in Sec. IV. For completeness, in Appendices we provide all the details on the derivation of the analytical calculations reported in this work and also show how odd-frequency spin-singlet pairing emerges in NS and short SNS junctions at zero SO coupling.

II. MODEL AND METHOD

We consider a one-dimensional single-mode nanowire with Rashba SO coupling as shown in Fig. I whose right region is in proximity to a spin-singlet $s$-wave superconductor (S), while the left region in contact either with a normal (X=N) or superconducting lead (X=S). Experimental advances have made very good contacts between nanowires and leads, which guarantees induced superconducting correlations into the nanowire. The Bogoliubov-de Gennes Hamiltonian for the nanowire, in the basis $|\psi_\uparrow, \psi_\downarrow, \psi_\uparrow^\dagger, \psi_\downarrow^\dagger\rangle$, can thus be written

$$H_{\text{BdG}}(x) = \left(\frac{\nu_x^2}{2m} - \mu_i\right)\sigma_0 \tau_z + \frac{\alpha}{\hbar} \sigma_z \tau_0 p_x + \Delta(x)\sigma_y \tau_y , \quad (1)$$
where \( p_x = -i \hbar \partial_x \), while \( \sigma_i \) and \( \tau_i \) are the \( i \)-Pauli matrices in spin and Nambu spaces, respectively. The first term is the kinetic energy of the nanowire with \( \mu \) being the chemical potential. Due to different local environments of the wire controllable by gate voltages, we allow for different chemical potentials, \( \mu_N \) and \( \mu_S \) in the normal and superconducting regions of the nanowires, respectively. The second term is the Rashba SO coupling with \( \alpha \) being the SO strength. Note that the choice of SO direction along the \( z \)-axis is both most common and also allows us to directly compare with results recently obtained for the edge of a two-dimensional topological insulator.\(^{[22]}\) Finally the third term represents the induced conventional spin-singlet \( s \)-wave superconductivity with \( \Delta(x) \) being the induced pairing potential which introduces a length scale \( \xi = \hbar \sqrt{2 \mu_S / m} / \Delta \) known as the superconducting coherence length, where \( \Delta \) is the value of the induced superconducting potential in the wire. We consider for NS junctions \( \Delta(x) = \theta(x) \Delta \) and for SNS junctions \( \Delta_{L/R}(x) = \Delta e^{i \phi_{L/R}} \), with \( L/R \) denoting the left and right superconducting regions, as shown in Fig. 1(a). The interface between the X and S regions we model by adding the finite delta barrier \( V \delta(x) \) to the above Hamiltonian, giving an interface transparency \( Z = 2 m V / \hbar^2 \).

Our choice of system and Hamiltonian is strongly motivated by recent experiments where high quality junctions made of InAs\(^{[20,21,22,27,28,29,31]}\) and InSb\(^{[44,74,75,76,77,78,79]}\) nanowires with strong intrinsic SO coupling have been fabricated with extremely good contact to superconductors, resulting in hard induced gaps in the nanowires. Furthermore, a recent study reported that InAsSb\(^{[22]}\) exhibits even larger values of SO coupling than previous two materials, making it important to study the impact of strong spin-orbit coupling.

The energy versus momentum for the Hamiltonian in Eq. 1 is plotted in Fig. 1(b) in the normal and superconducting regimes, respectively. The SO coupling splits the normal spin bands around \( k = 0 \), while a finite superconducting potential \( \Delta \) opens gaps at the Fermi momenta \( k_{F_{1,2}} \), mixing electron and hole bands of different spins. Notice that at low energies, each energy corresponds to eight values of momentum, namely \( \pm k_{c_{1,2}} \) and \( \pm k_{h_{1,2}} \) with

\[
  k_{c_{1,2}}(\omega) = \pm k_{s_0} + \sqrt{k_{s_0}^2 + k_{\mu_i} (1 + \omega/\mu_i)}
\]

where \( k_{h_{1,2}}(\omega) = k_{c_{1,2}}(-\omega) \), \( k_{s_0} = m \alpha / \hbar^2 \), and \( k_{\mu_i} = \sqrt{2 m \mu_i / \hbar^2} \) and \( i \) denotes the normal (N) and superconducting (S) regions. In the S region at low energies but above the gap, the momenta acquire the same form but with \( \omega \to \sqrt{\omega^2 - \Delta^2} \). Notice how the SO coupling introduces a new energy scale associated with \( k_{s_0} \), which we refer to as the SO energy \( E_{s_0} = m \alpha^2 / (2 \hbar^2) \). Since there is no spin flip processes possible due to the absence of any magnetic fields, normal reflection occurs between states of the same spin band, with different momenta \( e \rightarrow -e \) (see blue and red horizontal arrows in Fig. 1(b)), while Andreev reflection takes place between states of different spin bands with momenta \( e \rightarrow h \) (blue-red and red-blue gradient arrows). This is different from the case in topological insulators, where normal reflections are forbidden, despite similarities in the SO term in the Hamiltonian 1.

The aim of this work is to study the role of Rashba SO coupling on the induced superconducting pairing in nanowire-based superconducting junctions. For this purpose we follow Ref. 44 and first construct the retarded Green’s function \( G^r(x, x', \omega) \) with outgoing boundary conditions in each region derived from the scattering processes at the interface.\(^{[30]}\) For a more detailed description see Appendix A. While the explicit forms of all Green’s functions are given in the Appendix we focus in the main text primarily on their anomalous electron-hole components which directly determine the pairing amplitudes. In the chosen basis, the spin symmetry of the anomalous electron-hole component is obtained from

\[
  G_{eh}^r(x, x', \omega) = (f_0^0 \sigma_0 + f_j^j \sigma_j) \sigma_y ,
\]

where \( \sigma_i \) is the \( i \)-Pauli matrix in spin space and repeated indices imply summation. Here \( f_j^j \) corresponds to
the spin-singlet $(↑↓−↓↑)$, \(f_{i,2}^s\) to the equal spin-triplet $(↓↓±↑↑)$ and \(f_{i}^t\) to the mixed spin-triplet $(↑↓+↓↑)$ contributions. Due to the specific Fermi points of the Rashba bands, see Fig. 1(b), only mixed spin-singlet \(f_0^s\) and triplet \(f_3^t\) states are expected 82–89 which is also what we explicitly find.

Since the equal spin-triplet amplitudes vanish, \(f_{i,2}^s(x, x', \omega) = 0\), for the remainder of this work we refer to the mixed spin-triplet amplitude \(f_3^t\) simple as the spin-triplet component. Also, \(f_3^t\) is referred to as pairing amplitude, while \(|f|^2 = \sqrt{f_3^t(f_3^t)^*}\) denotes the pairing magnitude. Finally, we can extract the even- and odd-frequency components by using

\[
\begin{align*}
    f_{i}^{t,E}(x,x',\omega) &= \frac{f_{i}^{t}(x,x',\omega) + f_{i}^{t}(x,x',-\omega)}{2}, \\
    f_{i}^{t,O}(x,x',\omega) &= \frac{f_{i}^{t}(x,x',\omega) - f_{i}^{t}(x,x',-\omega)}{2},
\end{align*}
\]

where \(f_3^s\) necessarily correspond to the advanced Green’s function \(G^s(x, x', \omega) = [G^t(x', x, \omega)]\) 83.

In the Appendix B we provide the full expressions for the Green’s functions, but in order to reach tractable analytical expressions in the main text we work with a few reasonable assumptions. We consider large chemical potentials in the nanowires such that \(\mu_1 + E_{so} \gg \omega, \Delta\). Then the wave vectors acquire the following form

\[ k_{r_{1}(2)} = k_{F_{1}(2)} + \kappa^N, \]

where \(k_{F_{1}(2)} = \pm k_{so} + \vec{k} \), \(\vec{k} = \sqrt{2m(\mu_1 + E_{so})}/\hbar^2\), \(\kappa^N = \vec{k}_{so}/(2(\mu_1 + E_{so}))\). In the superconducting region for \(\omega < \Delta\) we have \(k_{r_{1}(2)} = \pm k_{so} + \vec{k} + i\kappa\) with \(\kappa = \vec{k}\sqrt{\Delta^2 - \omega^2}/[2(\mu_1 + E_{so})]\). Also to simplify some results we assume the same chemical potential \(\mu_N = \mu_s\). Finally, in the main text we mainly consider fully transparent junctions, \(Z = 0\), but whenever important we incorporate a finite \(Z\) and the full expressions are always given in the appendix.

III. PAIRING AMPLITUDE ANALYSIS

Following the method outlined above we here analyze the pairing amplitudes and their symmetries in both NS and short SNS junctions based on nanowires with Rashba SO coupling.

A. NS junctions

We first focus on a semi-infinite NS junction with the interface located at \(x = 0\). The Green’s function in each region of the hybrid junction is a 4x4 matrix in electron-hole and spin spaces due to the SO coupling and is calculated from the scattering processes at the interface. The pairing amplitudes are then directly obtained from the anomalous electron-hole element of \(G^T(x, x', \omega)\) using Eqs. (3) and (4), assuming that \(\mu_1 + E_{so} \gg \omega, \Delta\) with \(i = NS\) in order to derive analytical expressions. Full derivation and details on the calculations are given in Appendix C such that we here can focus on the resulting even and odd-frequency pairing amplitudes.

In the normal N region we obtain for the even and odd-frequency pairing amplitudes

\[
\begin{align*}
    f_{0}^{r,E}(x,x',\omega) &= \frac{\eta}{2i}\cos[k(x-x')].A_{xx}^{−+}(\omega), \\
    f_{0}^{r,O}(x,x',\omega) &= -\frac{\eta}{2i}\sin[k(x-x')].A_{xx}^{+-}(\omega), \\
    f_{3}^{r,E}(x,x',\omega) &= \frac{\eta}{2i}\cos[k(x-x')].\text{sgn}(x-x').A_{xx}^{++}(\omega), \\
    f_{3}^{r,O}(x,x',\omega) &= -\frac{\eta}{2i}\sin[k(x-x')].A_{xx}^{+-}(\omega),
\end{align*}
\]

which correspond to ESE, OSO, ETO and OTE classes, respectively, as easily seen by their frequency, spin, and spatial parities. Here \(\eta = 2m/\hbar^2\), while \(A_{xx}^{mn}(\omega) = e^{-i\kappa x}(x+x')\left[A_m\cos[k_{so}|x-x'|] - A_n\sin[k_{so}|x-x'|]\right]\), and \(A_m = a_{42} \pm a_{31}, a_{42} = -a_{31}\). The expressions for the Andreev coefficients \(a_{ij}\) are given in the Appendix C.

The first observation is that all symmetry classes (ESE, OSO, ETO and OTE) are present in N and proportional to the Andreev reflection coefficients \(a_{ij}\), which forms the core of the proximity effect 87–89. The finite value of these pairing amplitudes in N indeed represent the proximity-induced superconducting correlations, which interestingly, include both mixed spin-triplet pairing and odd-frequency components. Notice that, at zero SO coupling, the spin symmetry is preserved and the last two expressions in Eqs. (6) vanish, such that, as expected, only ESE and OSO amplitudes are induced into the N region due to the translation invariance breaking at the interface. We have verified this conclusion by performing a full calculation at zero SO coupling, which is presented in Appendix C.

A finite Rashba SO induces spin-mixing 83–89 which gives rise to spin singlet \(f_0^s\) and mixed spin-triplet correlations \(f_3^t\) which are both non-local, i.e. they are finite only for \(x \neq x'\), as also seen in Fig. 2(a).

Secondly, all pairing amplitudes exhibit an oscillatory behavior determined by the SO coupling strength, through \(A_{xx}^{mn}\), and by the chemical potential through \(\kappa\), see Eqs. (6) and Fig. 2(a). Note that our description is at zero temperature and therefore the induced pairing amplitudes in the N region do not decay but, instead, survive technically infinitely far away. Any finite temperature corrects this issue, one only needs to go into the Matsubara representation by \(\omega \rightarrow i\omega\). This is a well-known behavior for proximity-induced superconductivity in the N region of a NS junction, since the decay length into N is \(\xi^N \sim 1/T\), see e.g. Refs. 83 and 89.

Moreover, we find that, quite generally, at both zero and finite SO coupling, the Andreev reflection is solely responsible for mixing the spatial parities by mixing electron and hole wave vectors with spatial coordinates (x...
and $x'$ and therefore all even and odd-frequency components are generated by Andreev reflection in the N region. For instance, we find that the spin-triplet amplitude, see the derivation of Eqs. (6) in Appendix C.1 before decomposing into even and odd-frequency components is proportional to the Andreev coefficients (for right moving electron with spin up and down) multiplied by the term $[\theta(x-x')e^{i(-k_{1}x+k_{h_{1}}x')} - \theta(x'-x)e^{i(-k_{2}x+k_{h_{2}}x')}]$. We directly see that this latter term mixes spatial coordinates $(x \text{ and } x')$ with electron and hole wave vectors of different spin bands, being therefore the generator of both even- and odd-parity amplitudes and subsequently also the generator of even- and odd-frequency components. We attribute this phenomenon to the Andreev process for the following reason. A right moving electron with spin down and momentum $k_{e_{1}}$, is Andreev reflected into a hole band with spin up and momentum $k_{h_{1}}$, leading to the first term in the exponent, $-k_{e_{1}}x + k_{h_{1}}x'$, see red-blue gradient arrow in Fig. 2 (b). Likewise, a right moving electron with spin up with momentum $k_{e_{2}}$ being Andreev reflected to a left moving hole with spin down with momentum $k_{h_{2}}$ and leading to a term $-k_{e_{2}}x + k_{h_{2}}x'$, see blue-red gradient arrow in Fig. 2 (b). We can also understand the vanishing of the local $(x \equiv x')$ spin-triplet amplitudes ETO and OTE as a direct consequence of the dependence on the Andreev reflection, by simply evaluating the exponential term given above at $x \equiv x'$. Then we obtain for the two Andreev processes the exponents $-k_{e_{1}} + k_{h_{1}}$ and $-k_{e_{2}} + k_{h_{2}}$, which, interestingly, for a Rashba nanowire are the same and therefore the exponential term discussed above vanishes. This means vanishing local ETO and OTE amplitudes, in agreement with previous studies.\cite{thesis} Similarly, we can explain the non-existence of a finite local OSO amplitude. Although the expressions in Eqs. (6) correspond to the large chemical potential limit, $\mu + E_{so} \gg \omega, \Delta$, it is straightforward to show that the existence of all four symmetry classes for the pairing amplitude remains under more general conditions. Also the vanishing of odd-frequency and spin-triplet local $x \equiv x'$ correlations is a general feature that does not rely on any approximation.

In the superconducting region of a NS junction the pairing amplitudes acquire a more complicated structure. In this case, the pairing amplitudes read:

\begin{align}
    f_{r,B}^{E}(x, x', \omega) &= B(\omega)2\cos[k_{s_{0}}|x - x'|]e^{-\kappa|x-x'|} \left[ e^{i\frac{\kappa(x+x')}{k_{s_{0}} + k_{s_{2}}}} + e^{-i\frac{\kappa(x-x')}{k_{s_{0}} + k_{s_{2}}}} \right], \\
    f_{r,0}^{E}(x, x', \omega) &= B(\omega)e^{-\kappa(x+x')} \left[ e^{i\frac{\kappa(x+x')}{k_{0} + k_{2}}}[b_{51}e^{ik_{s_{0}}|x-x'|} + b_{52}e^{-ik_{s_{0}}|x-x'|}] + \frac{e^{-i\kappa(x+x')}}{k_{h_{1}} + k_{h_{2}}} \left[ b_{52}e^{ik_{s_{0}}|x-x'|} + b_{51}e^{-ik_{s_{0}}|x-x'|} \right] \right] + B_{+}(\omega)e^{-\kappa(x+x')\cos[k(x-x')]A_{x,x'}^{+}(-\omega)}, \\
    f_{r,0}^{O}(x, x', \omega) &= B_{-}(\omega)e^{-\kappa(x+x')\sin[k(x-x')]A_{x,x'}^{-}(-\omega)}, \\
    f_{3,B}^{E}(x, x', \omega) &= B(\omega)(-2i)\sin[k_{s_{0}}|x - x'|]e^{-\kappa|x-x'|} \left[ e^{i\frac{\kappa(x+x')}{k_{s_{1}} + k_{s_{2}}}} + e^{-i\frac{\kappa(x-x')}{k_{s_{1}} + k_{s_{2}}}} \right], \\
    f_{3,1}^{E}(x, x', \omega) &= B(\omega)e^{-\kappa(x+x')}\text{sgn}(x-x') \left[ e^{i\frac{\kappa(x+x')}{k_{s_{1}} + k_{s_{2}}}}[b_{52}e^{-ik_{s_{0}}|x-x'|} - b_{51}e^{ik_{s_{0}}|x-x'|}] + \frac{e^{-i\kappa(x+x')}}{k_{h_{1}} + k_{h_{2}}} \left[ b_{51}e^{-ik_{s_{0}}|x-x'|} + b_{52}e^{ik_{s_{0}}|x-x'|} \right] \right] + B_{+}(\omega)e^{-\kappa(x+x')\text{sgn}(x-x')\cos[k(x-x')]A_{x,x'}^{-}(-\omega)}, \\
    f_{3,1}^{O}(x, x', \omega) &= B_{-}(\omega)e^{-\kappa(x+x')\text{sgn}(x-x')\sin[k(x-x')]A_{x,x'}^{-}(-\omega)},
\end{align}
where $B(\omega) = \eta/[2\Im((u/v) - (v/u))]$, $B_{\pm} = (\eta/2i)(u^2 \pm v^2)/(u^2 - v^2)$, and $K_{mn}(\omega) = A_m \cos[k_{sa}(x - x')] - iA_s \sin[k_{sa}(x - x')]$ with $A_\pm = a_{\pm 2} \pm a_{\pm 2}$. Also, $a_{\pm 2} = \tilde{a}_{\pm 2}$ and $b_{ij}$ are the Andreev and normal reflection coefficients, respectively, while $u$ and $v$ are the Bogoliubov coherence factors, all given by explicit expressions in Appendix C.

The pairing amplitudes in Eq. (7) are divided up into bulk (B) and interface (I) contributions, where bulk contributions do not depend on any Andreev or normal reflections processes, as they are associated with the interface.

Identifying symmetries we see that Eq. (7) corresponds to ESE, OSO, ETO, and OTE symmetries, respectively, where the OSO and OTE pairing amplitudes vanish in the bulk, i.e. $f_{0(3)B}^r(x, x', \omega) = 0$. Furthermore, we notice that the even-frequency amplitudes (ESE and ETO) both have a bulk term and their interface contributions include normal (i.e. proportional to $b_{ij}$) and Andreev (i.e. proportional to $a_{ij}$) reflections, while the odd-frequency amplitudes (OSO and OTE) contain solely interface contributions, which are proportional only to Andreev reflection coefficients. The last conclusion also holds at zero SO coupling as reported in Appendix B. This result further supports the direct coupling between induced odd-frequency pairing and Andreev reflection, where the latter acts as the necessary mixer of even and odd-parities at the interface. Also, we see again how both spin-triplet ETO and OTE as well as the OSO amplitude only survive non-locally, in full accordance with our results in the normal region.

Interestingly, all the amplitudes develop an oscillatory behavior, as seen in Figs. 2(b,d), which depends on the chemical potential $\mu_S$ for small SO contribution through $k$ and on SO strength through $A$. The ESE and ETO classes also have an additional SO oscillatory dependence reflected in the terms in curly brackets stemming from normal reflections. However, for full transparent junctions ($Z = 0$) only Andreev processes matter and thus the oscillations then only include short- and long-period oscillations that depend on the chemical potential ($\mu_S$) and SO coupling, respectively. The small period oscillations are given by the terms that include $k$ which contain the chemical potential and SO coupling, for instance for OSO the $\sin[k(x - x')]$ term. On the other hand, the large period is given by the SO coupling itself, for instance by the $\cos[k_{sa}(x - x')]$ term in the OSO amplitude. This multiple oscillations periods give rise to a considerable beating features for the OSO and OTE magnitudes, which therefore reveal a clear presence of SO coupling in the system. Moreover, in Fig. 2(b,d) we observe that the interface contributions exhibit an exponential decay into the bulk of S with a decay length given by $1/\kappa_S$. A strong SO coupling slows the decay of the pairing magnitudes.

Moreover, for the interface amplitudes, there is a competition between normal (terms with $b_{ij}$) and Andreev (terms with $a_{ij}$) processes, where the former terms also include $B(\omega)$ and the latter $B_{\pm}(\omega)$. The Andreev contributions to the even-frequency amplitudes (ESE and ETO) are proportional to $B_{\pm}$, while the Andreev contributions to the odd-frequency (OSO and OTE) are proportional to $B_{-}$. At low energies ($\omega < \Delta$) the factors $B$ and $B_{\pm}$ play an important role mainly because $B_{-} = 1$ is larger than both $B_{+}$, which grows almost linearly, and $B(\omega)$, as seen in Fig. 2(c). Furthermore, for large chemical potentials, the case discussed here, the normal reflection magnitudes are very small in comparison to the Andreev magnitudes, provided there is no mismatch of chemical potentials and a fully transparent interface is guaranteed. The combined effect of these behaviors is that the OSO and OTE magnitudes are much larger than the ESE and ETO magnitudes, as clearly seen in Fig. 2(b,d). We have verified that varying the SO coupling does not alter the dominant behavior of odd-frequency pairing amplitudes.

Another interesting quantity here is the LDOS, which in the S region has contributions from both the bulk and interface as derived in Appendix B. In particular, the interface term in the large chemical potential limit is given by $\rho_I(x, \omega) = (-1/\pi) \Im[\tilde{\rho}_I(x, \omega)]$ with

$$
\tilde{\rho}_I(x, \omega) = \frac{2\eta e^{-2kx}}{i(u^2 - v^2)} \left[ \frac{u^2 e^{2ikx} b_{51} + v^2 e^{-2ikx} b_{71}}{k_{b1}^S + k_{b2}^S} + \frac{k_{b1}^S + k_{b2}^S}{k_{b1}^S + k_{b2}^S} \right] 
+ \frac{4\eta \nu a_{\pm 2} e^{-2kx}}{i(u^2 - v^2)},
$$

where the first and second lines correspond to contributions from normal and Andreev reflections, respectively. In Fig. 2(b,d) the magenta curve shows the spatial dependence of the LDOS in the transparent limit $Z = 0$. The major contribution to the LDOS for $Z = 0$ comes from the Andreev reflection, $a_{\pm 2}$, as in this regime normal reflections are small. We observe that the LDOS decays exponentially in a very similar way to the pairing amplitudes but does not exhibit the oscillatory behavior due to the SO coupling. However, the local ESE at low energies is rather small due to the factor $B_{+}$, as also seen in Fig. 2(b,c,d), and thus does not explain the large value of LDOS. We are therefore forced to attribute non-local pairing and the finite odd-frequency magnitudes to the large values of LDOS in the S region.

We conclude this part by pointing out that SO coupling mixes spin states giving rise to a coexistence of spin-singlet and mixed spin-triplet pairing amplitudes. Locally, only even-frequency spin-singlet (ESE) survives due to the special Andreev reflections in a Rashba SO coupled nanowire. However, large odd-frequency OSO and OTE dominate all non-local pairing correlations, including at short distances even compared to the superconducting coherence length $\xi$. We also stress that, within our scattering approach, the Andreev reflection is the sole process that mixes spatial parities and therefore gives rise to a simultaneous coexistence of even and odd-frequency pairs which decay from the interface in the S and N region.
B. Short SNS junctions

Next we turn to short nanowire SNS junctions at finite SO coupling with the interface located at \( x = 0 \), where \( L_N \to 0 \) the length of the N region. We allow for a finite phase difference, where the phase in the right region is fixed to \( \phi \) while zero in the left region. The Green’s functions from the left and right S regions are calculated in a similar way as for NS junctions and they give the same information but now with phase-dependent properties. Thus, it is enough to focus on the right region only we we obtain (for details see Appendix [C]2):

\[
f_{0,1}^{E}(x, x', \omega) = 2B(\omega) \left[ \frac{e^{ik|x-x'|}}{k_{e_1} + k_{e_2}} + \frac{e^{-ik|x-x'|}}{k_{h_1} + k_{h_2}} \right] \cos[k_{so}|x-x'|]e^{-\kappa|x-x'|}e^{i\phi},
\]

\[
f_{0,1}^{E}(x, x', \omega) = B(\omega) \left[ C_{1,xx'}^{NR,+}(\omega, \phi) + \frac{e^{-ik(x+x')}}{k_{h_1} + k_{h_2}} \right] e^{-\kappa(x+x')}e^{i\phi},
\]

\[
f_{0,1}^{O}(x, x', \omega) = iB(\omega) \left[ C_{1,xx'}^{AR,-}(\omega, \phi) e^{-ik_{so}|x-x'|} + C_{2,xx'}^{AR,+}(\omega, \phi) e^{i\kappa_{so}|x-x'|} \right] e^{-\kappa|x-x'|}e^{i\phi},
\]

\[
f_{3,1}^{E}(x, x', \omega) = B(\omega) \left[ C_{1,xx'}^{NR,-}(\omega, \phi) e^{ik(x+x')} + \frac{e^{-ik|x-x'|}}{k_{h_1} + k_{h_2}} \right] \sin[k_{so}|x-x'|]e^{-\kappa|x-x'|}e^{i\phi},
\]

where \( C_{1,xx'}^{NR,\pm} = [b_{so} e^{-ik_{so}|x-x'|} \pm b_{so} e^{i\kappa_{so}|x-x'|}] / (k_{e_1} + k_{e_2}) \), \( C_{2,xx'}^{NR,\pm} = b_{so} e^{i\kappa_{so}|x-x'|} / (k_{h_1} + k_{h_2}) \), \( C_{1,xx'}^{AR,\pm} = (\tilde{a}_{1,xx'} \pm a_{1,xx'}) \), and \( C_{2,xx'}^{AR,\pm} = (\tilde{a}_{2,xx'} \pm a_{2,xx'}) \). Here the label NR (AR) in the coefficients \( C \) stands for normal (Andreev) reflection with accompanied coefficients \( b_{ij} \) and \( a_{ij} \) where \( \tilde{a}_{ij} \) signifies the corresponding reflection for the conjugated process, see Appendix [C]2 for more details.

The pairing amplitudes in Eqs. (9) correspond to ESE, SO, ETO and OTE amplitudes, respectively, where there are zero bulk (B) terms for the odd-frequency components \( f_{0,3,B}(x, x', \omega) = 0 \). On the other hand, the interface (I) terms are present for all symmetries and involve both normal and Andreev reflections. Normal reflections contribute to interface even-frequency amplitudes (ESE and ETO), while Andreev reflections contribute to all symmetry classes. Interestingly, Eqs. (9) also indicate that the odd-frequency amplitudes (OSO and OTE) are proportional only to the Andreev coefficients, with neither bulk nor normal reflection terms, in agreement with the results for NS junctions. In addition, we observe in Eqs. (9) that local \( (x = x') \) odd-frequency and spin-triplet pairings (OSO, ETO, and OTE) all vanish, also in agreement with our findings for NS junctions. Yet another similarly to NS junctions is how the interface amplitudes exponentially decay into the bulk of the S region with a decay length \( 1/\kappa \) and an oscillatory behavior determined by the chemical potential (through \( \tilde{k} \)) and SO coupling (terms in square brackets).

While many overall properties are similar for short SNS junctions and NS junctions, short SNS junctions acquire a unique dependence of its pairing functions on the superconducting phase difference \( \phi \). The normal and Andreev reflection coefficients \( b_{ij} \) and \( a_{ij} \) also acquire a phase dependence with important consequences. The most striking result of this is that in SNS junctions a pair of Andreev bound states \( (\omega_{ABS,\pm}) \) emerge within \( \Delta \). The emergence of these states is reflected in the coefficients \( a_{ij} \) and \( b_{ij} \) and therefore captured in the pairing amplitudes as resonances in the phase-dependent pairing magnitudes, as shown in Figs. 3(a,b) at or close to \( \phi = \pi \).

At zero phase-difference, \( \phi = 0 \), and at large chemical potentials and fully transparent interface \((Z = 0)\), i.e. the regime discussed here, the interface pairing magnitudes vanish, as observed in Fig. 3(a,b). This stems from vanishing normal and Andreev reflection coefficients in this regime. We have checked that a finite value of \( Z \) gives rise to finite normal coefficients at \( \phi = 0 \) which induce finite even-frequency interface pairing, while the Andreev coefficients remain zero and lead to zero odd-frequency terms. A finite phase-difference results in finite even- and
odd-frequency amplitudes remains at finite transparency \((Z \neq 0)\), where the even-frequency can acquire larger values by increasing \(Z\).

The situation is different for strong SO coupling at \(\phi = \pi\), where we find that the odd-frequency completely dominates over the even-frequency amplitudes, see Figs.\([3b,d]\). In this case, the normal reflection coefficients are heavily reduced inducing a suppression of even-frequency amplitudes, while the Andreev terms remain at around the same values, leading to dominating odd-frequency pairing at \(\phi = \pi\). It is important to mention here that the dominant behavior we find is not restricted to low frequencies \(\omega\). In fact, we find that the dominant behavior of odd-frequency remains for energies larger than the energy of the Andreev states but below the superconducting gap, namely for all frequencies \(\omega_{ABS} \lesssim \omega < \Delta\), as can be seen in Fig.\([3f]\). At very low frequency \(\omega \approx 0\) the odd-frequency terms practically vanish (as necessary for an odd function) and the even-frequency amplitudes dominate. When finite transparency is allowed \((Z \neq 0)\) the normal reflections become larger and induce larger even-frequency amplitudes, which can be comparable or even larger than the odd-frequency terms. Although, Figs.\([3b,d,f]\) shows pairing magnitudes for quite large and possibly unrealistic SO coupling strengths, as they were chosen to highlight the role of SO, we have verified that similar results are obtained by choosing experimentally relevant SO coupling strengths.

Furthermore, it has been demonstrated that the SO coupling in short junctions does not split the ABSs\([95,100]\) but that it has a clear effect on the minigap at \(\phi = \pi\), significantly reducing its size when the SO gets stronger. This is also what we observe by comparing Fig.\([3e]\) and \((f)\), where the frequency dependent pairing magnitudes capture this effect. This thus shows that the closing of this minigap by SO coupling acts as an indicator of dominant odd-frequency pairing for \(\omega_{ABS} < \omega < \Delta\). This phenomenon can be seen as a crossing in the phase-dependent spectrum or as a saw-tooth profile at \(\phi = \pi\) in the phase-dependent supercurrent of short SNS junctions\([99,100]\).

### IV. Concluding Remarks

In this work we have studied the emergence of odd-frequency superconducting pairing in NS and SNS junctions with Rashba spin-orbit (SO) coupling. We have analytically found that, as expected, translational symmetry breaking at interfaces induces even- and odd-frequency spin-singlet components (ESE and OSO) and, interestingly, singlet to triplet conversion due to SO coupling induces also even- and odd-frequency mixed spin-triplet amplitudes (ETO and OTE). Importantly, we have demonstrated that, both at zero and finite SO coupling, Andreev reflection is solely responsible for mixing of spatial parities at interfaces and therefore act as the
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**FIG. 3.** (Color online.) Phase dependent at \(x = 0.1\xi\) (a,b), spatial dependent at \(\phi = \pi\) (c,d), and frequency-dependent at \(\phi = \pi\) and at \(x = 0.1\xi\) (e,f) pairing magnitudes in short SNS junctions for \(E_{s0} = 0.5\Delta\) (a,c,e) and \(E_{s0} = 50\Delta\) (b,d,f). Parameters: \(\omega = 0.1\Delta, x = 0, \mu_{N,S} = 10\Delta, Z = 0\).
generator of all odd-frequency components in both NS and SNS junctions. We have also obtained that locally, i.e. at \( x = x' \), only the even-frequency spin singlet pairing (ESE) is finite due to the specific features of Rashba SO coupling. However, non-local pairing correlations, including both even and odd parity, are non-zero in all symmetry classes. Interestingly, the odd-frequency terms emerge purely proportional to the Andreev processes, with an oscillatory behavior. In the superconducting region, the amplitudes also acquire contributions from the bulk and interface, the latter due to both normal and Andreev reflections. The interface terms exponential decay with both short and long-period oscillations due to the chemical potential and SO coupling, respectively. The large-period oscillations thus cause a prominent beating feature in the pairing magnitudes which is sensitive to the SO coupling. Interestingly, the odd-frequency terms emerge purely proportional to the Andreev processes, while even-frequency terms contain also contributions from normal reflections and the bulk. Also, at very low frequencies (\( \omega \ll \Delta \)), the odd-frequency spin-singlet and spin-triplet amplitudes (OSO and OTE) are much larger than the even-frequency terms (ESE and ETO). This we have used to directly relate the high values of the LDOS we find at low frequencies in the superconducting region to odd-frequency pairing. In fact, we have found that the LDOS in the large chemical potential and high transparency limits is heavily dominated by one single Andreev process for a NS junction. The same Andreev process also determines the odd-frequency amplitudes, both OSO and OTE pairing. Thus by measuring the LDOS and from there extract the associated Andreev coefficient, we can exactly resolve and determine all odd-frequency pairing amplitudes in NS junctions.

In short SNS junctions, we have demonstrated that the pairing amplitudes become phase-dependent and also capture the emergence of Andreev bound states in the junction. At zero phase all amplitudes vanish at full transparency, while they acquire a finite value as the phase approaches \( \phi = \pi \), where the odd-frequency components are also strongly dominating, especially for strong SO coupling and full transparency junctions. This behavior is preserved for frequencies larger than bound state energies but below the superconducting gap. Furthermore, we have showed that the odd- and even-frequency pairing amplitudes capture the reduction of the minigap at \( \phi = \pi \) caused by large SO coupling, which thus serves as an indicator of odd-frequency dominant behavior. On the other hand, at very low frequencies \( \omega \approx 0 \) and strong SO coupling, the even-frequency amplitudes (ESE and ETO) are larger than the odd-frequency components (OSO and OTE).

To conclude, Andreev reflection mixes spatial parities at interfaces and thus generates both even- and odd-frequency components. Adding SO coupling allows for a mixing of spin symmetries without breaking time-reversal symmetry and thus all possible symmetry classes of superconducting pairing, ESE, OSO, ETO, and OTE, generally appears in NS and SNS junctions in Rashba SO coupled nanowires. Importantly, all odd-frequency components are solely generated by Andreev reflection. This is both a significant conceptual result and can also be used to experimentally measure the odd-frequency components.
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**Appendix A: Retarded and advanced Green’s functions**

In this appendix we briefly outline the method we use to calculate the pairing amplitudes. We follow Ref. [44] and first construct the retarded Green’s function $G^r(x, x', \omega)$ with outgoing boundary conditions in each region from the scattering processes at the interface. Thus, the retarded Green’s function reads

$$G^r(x, x', \omega) = \begin{cases} 
\Psi_1(x)[(a_{11} \tilde{\Psi}_1^T(x') + a_{12} \tilde{\Psi}_2^T(x') + a_{13} \tilde{\Psi}_3^T(x') + a_{14} \tilde{\Psi}_4^T(x')] \\
+ \Psi_2(x)[(a_{21} \tilde{\Psi}_1^T(x') + a_{22} \tilde{\Psi}_2^T(x') + a_{23} \tilde{\Psi}_3^T(x') + a_{24} \tilde{\Psi}_4^T(x')] \\
+ \Psi_3(x)[(a_{31} \tilde{\Psi}_1^T(x') + a_{32} \tilde{\Psi}_2^T(x') + a_{33} \tilde{\Psi}_3^T(x') + a_{34} \tilde{\Psi}_4^T(x')] \\
+ \Psi_4(x)[(a_{41} \tilde{\Psi}_1^T(x') + a_{42} \tilde{\Psi}_2^T(x') + a_{43} \tilde{\Psi}_3^T(x') + a_{44} \tilde{\Psi}_4^T(x')] \\
\Psi_5(x)[(a_{11} \tilde{\Psi}_1^T(x') + a_{12} \tilde{\Psi}_2^T(x') + a_{13} \tilde{\Psi}_3^T(x') + a_{14} \tilde{\Psi}_4^T(x')] \\
+ \Psi_6(x)[(a_{21} \tilde{\Psi}_1^T(x') + a_{22} \tilde{\Psi}_2^T(x') + a_{23} \tilde{\Psi}_3^T(x') + a_{24} \tilde{\Psi}_4^T(x')] \\
+ \Psi_7(x)[(a_{31} \tilde{\Psi}_1^T(x') + a_{32} \tilde{\Psi}_2^T(x') + a_{33} \tilde{\Psi}_3^T(x') + a_{34} \tilde{\Psi}_4^T(x')] \\
+ \Psi_8(x)[(a_{41} \tilde{\Psi}_1^T(x') + a_{42} \tilde{\Psi}_2^T(x') + a_{43} \tilde{\Psi}_3^T(x') + a_{44} \tilde{\Psi}_4^T(x')] \
\end{cases}, \quad x > x' \quad (A1)$$

where $\Psi_i$ represent the scattering processes at the interface of the junction under investigation and they are found after solving the BdG equations given by $H_{BdG}(k)$; their specific form for NS and SNS junctions is given in subsequent appendices. Moreover, $\Psi_i$ correspond to the conjugated processes found after solving the BdG equations using $H_{BdG}(-k)^*$ instead of $H_{BdG}(k)$. The Green’s function $G^r$ includes eight scattering processes $\Psi_i$ assuming that spin up and down particles are involved in the problem. The first four processes $\Psi_1, 2, 3, 4$ account for right moving particles (up and down electrons, up and down holes) from the left region towards the interface. The last four processes $\Psi_5, 6, 7, 8$ correspond to left moving particles from the right region towards the interface (up and down electrons, up and down holes). If spin is not an active degree of freedom, half of the scattering states drop out of the problem. Equation (A1) is a generalization of the expression given by McMillan [90] and later...
by Furusaki and Tsukada\cite{Furusaki98} and the method allows the calculation of the Green’s function in the left and right regions separately. We thus do not consider a situation that accounts for the total Green’s function of the left region coupled to the right one.

The coefficients $\alpha_{ij}$ and $\beta_{mn}$ in Eq. $\text{(A1)}$ are found from the continuity of the Greens function

$$
(\omega - H_{\text{BdG}}(x))G^r(x, x', \omega) = \delta(x - x').
$$

(A2)

where $H_{\text{BdG}}$ is the BdG Hamiltonian of the system defined in Eq. $\text{(A1)}$. Then, by integrating around $x = x'$ we obtain

$$
\begin{align*}
[G^r(x > x')|_{x=x'} &= [G^r(x < x')]|_{x=x'}, \\
[\partial_x G^r(x > x')]|_{x=x'} - [\partial_x G^r(x < x')]|_{x=x'} &= \eta\sigma_0 \tau_z
\end{align*}
\tag{A3}
$$

where $\eta = 2m/\hbar^2$ and $\sigma_i$ and $\tau_z$ are $i$-Pauli matrices in spin and electron-hole spaces, respectively.

In general, the Green’s function, either in the left or right region, is a 2x2 matrix in electron-hole space,

$$
G^r(x, x', \omega) = \begin{pmatrix} G_{ee} & G_{eh} \\ G_{he} & G_{hh} \end{pmatrix},
$$

(A4)

where each element is a matrix. If spin is an active degree of freedom, and using the basis of $H_{\text{BdG}}$ they individual Green’s function components read

$$
\begin{align*}
G_{ee}^r(x, x', \omega) &= \frac{[G_{ee}^r]_{++} - [G_{ee}^r]_{--}}{2}, \\
G_{eh}^r(x, x', \omega) &= \frac{[G_{eh}^r]_{+\downarrow} - [G_{eh}^r]_{\downarrow+}}{2}, \\
G_{he}^r(x, x', \omega) &= \frac{[G_{he}^r]_{\downarrow+} - [G_{he}^r]_{+\downarrow}}{2}, \\
G_{hh}^r(x, x', \omega) &= \frac{[G_{hh}^r]_{+\uparrow} + [G_{hh}^r]_{\downarrow\uparrow}}{2}.
\end{align*}
\tag{A5}
$$

Electron-hole symmetry connects the electron-electron and hole-hole blocks and also the electron-hole and hole-electron blocks. Thus, it is enough to calculate $G_{ee}^r$ and $G_{eh}^r$. Notice that if spin is not active, then the Green’s function in Eq. $\text{(A1)}$ is a 2x2 matrix in electron-hole space but the electron-electron and electron-hole components are just numbers.

We are here interested in the pairing amplitudes, which are obtained from the anomalous electron-hole element $G_{eh}^r$. The spin symmetry is decomposed according to Eq. $\text{(3)}$ in the main text, where we obtain the pairing amplitudes as

$$
\begin{align*}
f_0^r(x, x', \omega) &= \frac{[G_{eh}^r]_{\uparrow \downarrow} - [G_{eh}^r]_{\downarrow \uparrow}}{2}, \\
f_1^r(x, x', \omega) &= \frac{[G_{eh}^r]_{\downarrow \uparrow} - [G_{eh}^r]_{\uparrow \downarrow}}{2}, \\
f_2^r(x, x', \omega) &= \frac{[G_{eh}^r]_{+\downarrow} + [G_{eh}^r]_{\downarrow+}}{2i}, \\
f_3^r(x, x', \omega) &= \frac{[G_{eh}^r]_{\uparrow \downarrow} + [G_{eh}^r]_{\downarrow \uparrow}}{2}.
\end{align*}
\tag{A6}
$$

Here $f_0^r$ corresponds to spin-singlet ($\uparrow\downarrow - \downarrow\uparrow$), $f_1^r, f_2^r$ equal spin-triplet ($\downarrow\downarrow \pm \uparrow\uparrow$), and $f_3^r$ mixed spin-triplet ($\uparrow\downarrow + \downarrow\uparrow$) amplitudes.

**Appendix B: Zero-orbit coupling**

In this appendix we revisit the emergence of odd-frequency superconducting pairing in junctions without SO coupling. Although the induced odd-frequency pairing in NS junctions is well established within the quasi-classical Usadel and Eilenberger frameworks\cite{Usadel70, Eilenberger74}, a detailed scattering approach has not yet been carried out. We believe our approach is useful, yet simple to visualize the emergence of odd-frequency superconducting pairing and especially establish its relation with the scattering processes at the interfaces. As explained above, we first calculate the Green’s functions, a 2x2 matrix in either the N or S regions in electron-hole subspace as spin is now not an active degree of freedom, from scattering states and then obtain the pairing amplitudes.

With spin is not actively involved in the problem, the system’s Hamiltonian is given by

$$
H_{\text{BdG}}(x) = \begin{pmatrix} H_0(x) & \Delta(x) \\ \Delta^\dagger(x) & -H_0(x) \end{pmatrix},
$$

(B1)

where $H_0(x) = \frac{\hbar^2 k^2}{2m} - \mu(x)$. For NS junctions

$$
\Delta(x) = \begin{cases} \Delta, & x < 0, \\
\Delta e^{i\phi}, & x > 0. \end{cases}
$$

(B2)

while for short SNS junctions

$$
\Delta(x) = \begin{cases} \Delta, & x < 0, \\
\Delta e^{i\phi}, & x > 0. \end{cases}
$$

(B3)

The chemical potential $\mu(x)$ can, in principle, take different values in N and S. First, we discuss semi-infinite NS junctions with the interface located at $x = 0$ and then short SNS junctions.

1. **NS junction**

Here we discuss NS junctions, whose interface is located at $x = 0$ in the limit of vanishing SO coupling. In this case, the scattering processes at the interface read

$$
\begin{align*}
\Psi_1(x) &= \begin{pmatrix} \phi_1^N e^{ik_x x} & a_1 \phi_3^N e^{ik_x x} + b_1 \phi_2^N e^{-ik_x x} \end{pmatrix}, x < 0 \\
&= c_1 \phi_1^S e^{ik_x x} + d_1 \phi_2^S e^{-ik_x x}, x > 0
\end{align*}
\tag{B1}
$$

$$
\begin{align*}
\Psi_2(x) &= \begin{pmatrix} \phi_2^N e^{-ik_x x} + a_2 \phi_2^N e^{-ik_x x} + b_2 \phi_3^N e^{ik_x x} \end{pmatrix}, x < 0 \\
&= c_2 \phi_1^S e^{-ik_x x} + d_2 \phi_2^S e^{ik_x x}, x > 0
\end{align*}
\tag{B2}
$$

$$
\begin{align*}
\Psi_3(x) &= \begin{pmatrix} c_3 \phi_2^N e^{-ik_x x} + d_3 \phi_3^N e^{ik_x x} \end{pmatrix}, x < 0 \\
&= a_3 \phi_2^S e^{-ik_x x} + b_3 \phi_3^S e^{ik_x x}, x > 0
\end{align*}
\tag{B3}
$$

$$
\begin{align*}
\Psi_4(x) &= \begin{pmatrix} c_4 \phi_2^S e^{ik_x x} + a_4 \phi_3^S e^{ik_x x} + b_4 \phi_4^S e^{-ik_x x} \end{pmatrix}, x < 0 \\
&= a_5 \phi_1^S e^{ik_x x} + c_5 \phi_2^S e^{ik_x x} + d_5 \phi_3^S e^{ik_x x}, x > 0
\end{align*}
\tag{B4}
$$
where

\[ \phi_{\text{i},2}^N = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \phi_{\text{d},4}^N = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \]
\[ \phi_{\text{i},2}^S = \begin{pmatrix} u \\ v \end{pmatrix}, \quad \phi_{\text{d},4}^S = \begin{pmatrix} v \\ u \end{pmatrix}, \]
and

\[ k_{e,h} = \sqrt{\frac{2m}{\hbar^2} (\mu_N \pm \omega)}, \]
\[ q_{e,h} = \sqrt{\frac{2m}{\hbar^2} \left[ \mu_S \pm \sqrt{\omega^2 - \Delta^2} \right]}, \]
\[ u = \frac{1}{2} \left[ 1 + \frac{\sqrt{\omega^2 + \Delta^2}}{\omega} \right], \]
\[ v = \frac{1}{2} \left[ 1 - \frac{\sqrt{\omega^2 + \Delta^2}}{\omega} \right]. \]

The conjugated processes needed for the Green’s functions are found after solving for \( H_{\text{BdG}}(-k) \). In this special case without SO coupling, however, the solutions are the same as previous equations, namely \( \Psi_i = \Psi_i \) because \( \phi_i^{N(S)} = \phi_i^{N(S)} \), also resulting in the same coefficients, namely \( a_i = \bar{a}_i \) and so on. The coefficients in the scattering states are found from the conditions established when integrating the BdG equations,

\[ \left[ \partial_x \Psi(x > 0) \right] - \left[ \partial_x \Psi(x < 0) \right] = Z \Psi(x = 0), \]
\[ [\Psi_i(x < 0)] = [\Psi_i(x > 0)], \]

where \( Z = \frac{2mV}{\hbar^2} \) is the interface transparencies, where for generality we consider a delta potential \( V(x) = Z\delta(x) \) at \( x = 0 \).

### a. Green’s function in \( N \)

The next step consists on finding the Green’s function \( G^r \) following Eqs. [A1], where we only include four scattering processes as spin is not involved in the problem. For doing so we need to find the coefficients \( \alpha \) and \( \beta \) from the continuity and discontinuity of \( G^r \) at \( x = x' \) given by Eq. [A3], but without \( \sigma_0 \). After some algebra we finally obtain the elements of the Green’s function

\[ G_{ee}^r(x, x', \omega) = \frac{\eta}{2ik_e} e^{ik_e|x-x'|} + \frac{\eta b_1}{2ik_e} e^{-i(x+x')k_e}, \]
\[ G_{eh}^r(x, x', \omega) = \frac{\eta}{2ik_h} e^{-ik_h|x-k_hx'|}, \]
\[ G_{he}^r(x, x', \omega) = \frac{\eta}{2ik_e} e^{ik_e|x-k_ex'|}, \]
\[ G_{hh}^r(x, x', \omega) = \frac{\eta}{2ik_h} e^{-ik_h|x-x'|} + \frac{\eta b_2}{2ik_h} e^{i(x+x')k_h}, \]

where \( \bar{A} = (a_1/k_e) = (a_2/k_h) \) depends on the Andreev reflection coefficient for a right moving electron from \( N \),

\[ a_1, \text{ where} \]
\[ a_1 = \frac{2k_e(k_e^S + k_h^S)uv}{D}, \quad a_2 = \frac{2k_h(k_e^S + k_h^S)uv}{D}, \]
\[ b_1 = \frac{P}{D}, \quad b_2 = \frac{Q}{D}, \]
\[ D = a^2 \left[ (k_e + k_h^S + iZ)(k_h + k_h^S - iZ) \right] + v^2 \left[ (k_e - k_h + iZ)(k_e - k_h^S + iZ) \right], \]
\[ P = a^2 \left[ (k_e - k_h^S - iZ)(k_h + k_h^S - iZ) \right] + v^2 \left[ (k_e - k_h + iZ)(k_e - k_h^S + iZ) \right], \]
\[ Q = a^2 \left[ (k_e + k_h^S + iZ)(k_h - k_h^S + iZ) \right] + v^2 \left[ (k_h^S + k_h + iZ)(k_h^S - k_e - iZ) \right]. \]

Note that in these expressions we have omitted the normalization constants in the Andreev coefficients \( a_i \) as they simplify out in the general expression of the Green’s functions.

The pairing amplitudes are determined by the anomalous terms, which in this case are not matrices, but just numbers due to the absence of spin. Thus, the electron-hole Green’s function is the pairing amplitude and reads

\[ f_0^r(x, x', \omega) = \frac{\eta}{2\tilde{A}} e^{-(ik_ex-k_hx')} \]

where \( k_{e,h} = k_{\mu N} \sqrt{1 \pm \frac{\omega}{\mu N}} \) with \( k_{\mu N} = \sqrt{2m\mu_N/R^2} \).

Notice that the pairing amplitude is proportional to the Andreev reflection coefficient through \( \tilde{A} \). The exponential term mixes electron and hole wave vectors at different positions, introducing a mixing of spatial parity. In this case, the simple expression given above describes the effect of the superconducting region on the normal region. Since there is no active spin mechanism in our assumption, previous expression has the same spin-singlet symmetry as the initial superconductor before contacting with the normal region.

Further insight is obtained by writing down the even and odd-frequency pairing components for large \( \mu_N \), where we approximate \( k_{e,h} \approx k_{\mu}(1 \pm \frac{\omega}{2\mu N}) \),

\[ f_0^O(x, x', \omega) = -\frac{\eta}{2\tilde{A}} e^{-ikN(x+x')} \sin[k_{\mu N}(x - x')], \]
\[ f_0^E(x, x', \omega) = \frac{\eta}{2\tilde{A}} e^{-ikN(x+x')} \cos[k_{\mu N}(x - x')] \]

where, \( k_N = \omega k_{\mu N}/(2\mu N) \). Since we consider a spin-singlet \( \Delta \), the only possibilities for the pairing classes are the spin-singlet ESE and OSO symmetries, respectively. These are proportional to the Andreev reflection, through the coefficient \( a_i \), an effect which is at the core of the proximity effect [A12].
only even-frequency pairing exists and is maximum, while odd-frequency can dominate non-locally. In fact, it is hard to think about pair formation at the same position \((x = x')\) after Andreev reflection at an interface. Thus we believe the most common formation of pairs occurs in fact when \(x \neq x'\), a condition that directly enables the existence of odd-frequency component as we then always has a contribution from OSO. In particular, when \(k_\mu(x - x') = \frac{\pi}{2} + \pi n\) for \(n = 0, 1, 2, \ldots\), OSO becomes maximum and ESE zero. This latter situation might arise when considering Copper pairs formed from electrons at different positions. Notice that these results arise purely due to the NS interface breaking spatial invariance and thus mixing even and odd spatial parities, which is a fundamental effect directly connected to Andreev reflection. This information is shown in the exponential part of Eq. \((B10)\), which mixes electron and hole wave vectors with \(x\) and \(x'\) and acts as the generator of even- and odd-frequency components. We close this part by pointing out that in order to observe the decay of superconducting correlations in the normal metal we needs to incorporate a finite temperature by going to the Matsubara representation where \(\omega \rightarrow \text{i} \omega\).

b. Green’s function in S

The Green’s function in the S region is obtained similarly to in the N region and we arrive at the following expression

\[
G^r(x, x', \omega) = \frac{\eta}{2ik_c^S u^2 - v^2} \left[ e^{ik_c^S|x - x'|} \left( \frac{u^2}{uv} \frac{uv}{u^2} \right) + b_3 e^{ik_h^S(x + x')} \left( \frac{u^2}{uv} \frac{uv}{u^2} \right) + a_3 e^{ik_{\mu S}(x + x')} \left( \frac{u^2}{uv} \frac{uv}{u^2} \right) \right] + \frac{\eta}{2ik_h^S u^2 - v^2} \left[ e^{-ik_h^S|x - x'|} \left( \frac{u^2}{uv} \frac{uv}{u^2} \right) + b_4 e^{-ik_h^S(x + x')} \left( \frac{u^2}{uv} \frac{uv}{u^2} \right) + a_4 e^{-ik_{\mu S}(x + x')} \left( \frac{u^2}{uv} \frac{uv}{u^2} \right) \right],
\]

(B12)

where \((a_3/k_h^S)^2 = (a_3/k_c^S)^2\) with

\[
a_3 = -\frac{2k_h^S(k_c + k_h)uv}{D}, \quad b_3 = \frac{R}{D}, \quad b_4 = \frac{S}{D},
\]

(S = u^2 \left[ (k_c + k_h + iZ)(k_h - k_c + iZ) \right] + u^2 \left[ (k_h - k_c - iZ)(k_c + k_h + iZ) \right])

(B13)

are the Andreev and normal coefficients found from wave-matching. Then, from Eq. \((B12)\) the electron-hole term is found to be

\[
G^r_{eh}(x, x', \omega) = \frac{\eta}{2i} \frac{uv}{u^2 - v^2} \left\{ \frac{e^{ik_c^S|x - x'|}}{k_c^S} + \frac{e^{-ik_h^S|x - x'|}}{k_h^S} \right\} + \frac{a_3}{k_c^S} \left[ \frac{u}{v} e^{ik_c^S(x + x')} + \frac{v}{u} e^{ik_h^S(x + x')} \right] + \frac{b_3}{k_c^S} e^{ik_c^S(x + x')} + \frac{b_4}{k_h^S} e^{-ik_h^S(x + x')} + \frac{a_3}{k_h^S} \left[ \frac{u}{v} e^{ik_h^S(x - x')} + \frac{v}{u} e^{-ik_c^S(x - x')} \right],
\]

(B14)

which again corresponds to the pairing amplitude only of spin-singlet nature \(f_0^r\). Next, we can write the wave vectors in the large chemical potential limit: \(k_{\mu S}^S = k_{\mu S} \pm i \kappa\), where \(\kappa = \sqrt{\Delta^2 - \omega^2[k_{\mu S}/(2\mu S)]}\) to to arrive at the simpler expressions

\[
f_0^r(x, x', \omega) = \frac{\eta}{2i} \frac{uv}{u^2 - v^2} \left\{ e^{-\kappa|x - x'|} \left[ \frac{e^{ik_{\mu S}|x - x'|}}{k_c^S} + \frac{e^{-ik_{\mu S}|x - x'|}}{k_h^S} \right] + e^{-\kappa(x + x')} \left[ \frac{b_3}{k_c^S} e^{ik_{\mu S}(x + x')} + \frac{b_4}{k_h^S} e^{-ik_{\mu S}(x + x')} \right] \right\} + \frac{a_3 e^{-\kappa(x + x')}}{k_c^S} \left[ \frac{u}{v} e^{ik_{\mu S}(x - x')} + \frac{v}{u} e^{-ik_{\mu S}(x - x')} \right].
\]

(B15)

Here the pairing amplitude is formed out from correlations deep in the bulk (first square bracket) and contributions from the NS interface (second and third square brackets). The interface contributions corresponds to normal reflection \((b_i\) in second square bracket) and Andreev reflection \((a_3\) in third square bracket). At this level, we observe that the bulk and normal reflection contributions exhibit an even in space contribution without mixing the spatial parity, while the bulk become space independent at \(x = x'\). At the interface, however, Andreev processes adds a very interesting feature. The Andreev term is proportional to \(e^{i(k_{\mu S}(x + x') - k_{\mu S}(x'))}\) in Eq. \((B14)\), which mixes spatial coordinates with electron and hole wave vectors. This leads to \(e^{i(k_{\mu S}(x - x')) = \cos[k_{\mu S}(x - x')] + \sin[k_{\mu S}(x - x')]\) in Eq. \((B15)\). The first term is even in space, while the second is odd, showing directly that the Andreev reflection is responsible for spatial parity mixing. The Andreev reflection thus generates even- and odd-parity components, which in turn gives rise to even and
odd-frequency dependence due to the antisymmetry condition. This discussion can be further clarify by writing down the even-frequency (ESE) pairing

\[ f_0^{r,E}(x, x', \omega) = \frac{\eta \nu}{2\nu} \left[ \frac{e^{ik_\nu \mu [x-x']}}{k^S_e} + \frac{e^{-ik_\nu \mu [x-x']}}{k^S_h} \right] e^{-\kappa |x-x'|} + \frac{\eta \nu}{2\nu} \left[ \frac{b_2 e^{i \mu_\nu (x+x')}}{k^S_e} + \frac{b_4 e^{-i \mu_\nu (x+x')}}{k^S_h} \right] e^{-\kappa (x+x')} \]  

(B16)

and odd-frequency (OSO) pairing

\[ f_0^{r,O}(x, x', \omega) = \frac{\eta a_3}{2k^S_e} \sin[k_{\mu S}(x-x')] e^{-\kappa (x+x')} \]  

(B17)

The odd-frequency component is purely proportional to the Andreev reflection coefficient \( a_3 \). The even-frequency component, however, has contributions from the bulk (first term in square brackets), normal reflection (second term in square brackets), and Andreev reflection (last term in square brackets). However, normal reflection coefficients \( b_i \) are very small (negligible) if the interface is transparent (\( Z \)) and if there is not mismatch of large chemical potentials, leaving only large contributions due to Andreev reflection \( a_3 \). Locally, at \( x = x' \) OSO is zero while ESE is maximum. On the other hand, when \( k_{\mu S}(x-x') = \frac{\pi}{2} + n \pi \) for \( n = 0, 1, 2, \cdots \) the opposite case happens: OSO dominates over the completely reduced ESE. The odd-frequency term is thus generated at the interface and exhibits an exponential decay into the bulk of S. Previous expression together with Eq. (B11) shows on a very a strong relation between odd-frequency pairing and Andreev reflection. In summary, it is the Andreev reflection process that mixes spatial parities and is responsible for the coexistence for the odd-frequency components at the interface.

2. Short SNS junction

Next we treat a SNS junction, where for analytical tractability we restrict ourselves to a very short N region. The scattering processes are constructed in a similar way as for NS junctions. Thus,

\[ \Psi_1(x) = \begin{cases} \phi_1^S e^{ik^S_e x} + a_1 \phi_3^S e^{ik^S_e x} + b_1 \phi_2^S e^{-ik^S_e x}, & x < 0 \\ c_1 \phi_1^R e^{ik^S_e x} + d_1 \phi_4^R e^{-ik^S_e x}, & x > 0 \end{cases} \]

\[ \Psi_2(x) = \begin{cases} \phi_2^S e^{-ik^S_e x} + a_2 \phi_4^S e^{-ik^S_e x} + b_2 \phi_3^S e^{ik^S_e x}, & x < 0 \\ c_2 \phi_2^R e^{-ik^S_e x} + d_2 \phi_3^R e^{ik^S_e x}, & x > 0 \end{cases} \]

\[ \Psi_3(x) = \begin{cases} \phi_3^S e^{ik^S_e x} + a_3 \phi_1^S e^{ik^S_e x} + b_3 \phi_2^S e^{-ik^S_e x}, & x < 0 \\ c_3 \phi_3^R e^{ik^S_e x} + d_3 \phi_1^R e^{-ik^S_e x}, & x > 0 \end{cases} \]

\[ \Psi_4(x) = \begin{cases} \phi_4^S e^{-ik^S_e x} + a_4 \phi_2^S e^{-ik^S_e x} + b_4 \phi_3^S e^{ik^S_e x}, & x < 0 \\ c_4 \phi_4^R e^{-ik^S_e x} + d_4 \phi_2^R e^{ik^S_e x}, & x > 0 \end{cases} \]  

(B18)

where

\[ \phi_{1,2} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \phi_{3,4} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \phi_{1,2}^N = \begin{pmatrix} u e^{i \phi_i/2} \\ v e^{-i \phi_i/2} \end{pmatrix}, \quad \phi_{3,4}^N = \begin{pmatrix} v e^{i \phi_i/2} \\ u e^{-i \phi_i/2} \end{pmatrix} \]

(B19)

where \( i = L, R \) denote the left and right S regions. The conjugated processes in this special case without SOC are the same as previous equations. The coefficients in the scattering states are again found from

\[ \left[ \begin{bmatrix} \partial_x \Psi(x > 0) \\ -\partial_x \Psi(x < 0) \end{bmatrix} \right]_{x=0} = Z \left[ \begin{bmatrix} \Psi(x < 0) \end{bmatrix} \right]_{x=0}, \]

(B20)

\[ \left[ \begin{bmatrix} \Psi_1(x < 0) \end{bmatrix} \right]_{x=0} = \left[ \begin{bmatrix} \Psi_1(x > 0) \end{bmatrix} \right]_{x=0}, \]

with similar conditions applying for \( \tilde{\Psi}_i \).
The Greens function in the left $S$ region is

$$G^r(x, x', \omega) = \frac{\eta}{2ik_c^2} \frac{1}{v^2 - v'^2} \left\{ e^{ik_c^2|x-x'|} + b_1 e^{-ik_c^2(x+x')} \left( \frac{u^2}{u e^{-i\phi_R}} - \frac{uv e^{i\phi_R}}{v^2} \right) + a_1 e^{(k_h^S x - k_h^S x') \left( \frac{u v e^{-i\phi_R}}{v^2} \right) - \frac{u^2 e^{-i\phi_L}}{u^2}} \right\}$$

while in the right $S$ region we obtain

$$G^r(x, x', \omega) = \frac{\eta}{2ik_c^S} \frac{1}{v^2 - v'^2} \left\{ e^{ik_c^S|x-x'|} + \left( \frac{u^2}{u e^{-i\phi_R}} - \frac{uv e^{i\phi_R}}{v^2} \right) + a_3 e^{(k_h^S x - k_h^S x') \left( \frac{u v e^{-i\phi_R}}{v^2} \right) - \frac{u^2 e^{-i\phi_L}}{u^2}} \right\}$$

where $a_i$ and $b_i$ in this case are the coefficients corresponding to the SNS geometry. Since both Green’s functions provide the same information, such as LDOS, supercurrents and pairing amplitudes, we only need to analyze the one in the right $S$ region. Thus, we write down the anomalous electron-hole component

$$G'_{ch}(x, x', \omega) = \frac{\eta}{2k_c^L} \frac{1}{v^2 - v'^2} \left\{ e^{ik_c^L|x-x'|} + b_3 e^{ik_c^L(x+x')} \left( \frac{u^2}{u e^{-i\phi_R}} - \frac{uv e^{i\phi_R}}{v^2} \right) + b_2 \frac{e^{-ik_c^L(x+x')}}{k_c^S} \right\}$$

where we have used that $b_{3(4)} = b_{1(2)}$ and $\tilde{a}_{3(4)} = a_{3(2)}$, and

$$a_1(\phi_L, \phi_R) = \frac{2k_h^S (k_c^S + k_h^S)uv(u^2 e^{i\phi_L} - v^2 e^{i\phi_R})(e^{i\phi_R} - e^{i\phi_L})}{D},$$

$$a_2(\phi_L, \phi_R) = \frac{k_h^S}{k_c^S} a_1(\phi_R, \phi_L),$$

$$b_1(\phi_L, \phi_R) = e^{i(\phi_R + \phi_L)} \frac{(u^4 + v^4)Z(2ik_h^S + Z) - 2u^2 v^2 (k_c^L S^2 - k_h^S Z)(1 - \cos(\phi_L + \phi_R)) + (Z + 2ik_h^S)^2}{D},$$

$$b_2(\phi_L, \phi_R) = -b_1(\phi_L, \phi_R),$$

where the denominator is given by $D = -u^4 + v^4)Z(2k_h^S - iZ)(2k_h^S + iZ) - u^4 - \left( k_c^L S^2 + k_h^S Z \right)^2$. Notice how Andreev reflection is fully determined by a finite phase difference between the two superconducting regions, where at zero phase difference the Andreev coefficient $a_1 = 0$. On the other hand, normal reflection is allowed even if there is no phase difference, but in the full transparent regime ($Z = 0$) we still have $b_1 = 0$ at zero phase difference. These coefficients play an important role in the pairing amplitudes as they fully determine their existence at the interface.

Then, by using the wave vectors in the large chemical potential limit and energies within $\Delta$, $k_{c,h}^S = k_{\mu \pm} \pm ik$, where $\kappa = \sqrt{\Delta^2 - \omega^2} [k_{\mu \pm} / (2\mu_S)]$, we obtain

$$G'_{ch}(x, x', \omega) = \frac{\eta}{2k_c^L} \frac{1}{v^2 - v'^2} \left\{ e^{-\kappa|x-x'|} \left[ \frac{e^{ik_{c\mu \pm} x - x'}}{k_c^S} + \frac{e^{-ik_{c\mu \pm} x + x'}}{k_h^S} \right] + e^{-\kappa(x+x')} \left[ \frac{b_1}{k_h^S} e^{ik_{c\mu \pm} (x+x')} + \frac{b_2}{k_h^S} e^{-ik_{c\mu \pm} (x+x')} \right] \right\}.$$

Observe that in this case the anomalous electron-hole component, being the pairing amplitude in this case, acquires an overall factor that is dependent on the superconducting phase of the right $S$ region. As in the NS case, such
amplitude contains contributions from the bulk (first term) and interface (second and third terms). The interface contributes through normal (terms with $b$) and Andreev ($a_i$) reflections. The interface contributions exponentially decay into the bulk of the S region. By writing the even and odd-frequency amplitudes separately we obtain

\[
\begin{align*}
    f_0^{r,E}(x,x',\omega) &= \frac{\eta}{2i} \frac{uv e^{i\phi_R}}{u^2 - v^2} \left[ e^{-i|\kappa(x-x')|} \left( \frac{e^{i\kappa|\nu|}}{k^2} + \frac{e^{-i\kappa|\nu|}}{k'\kappa} \right) \right] \nonumber \\
    &+ e^{-i\kappa(x+x')} \left[ \frac{b_1}{k^2} e^{i\kappa\mu_S(x+x')} + \frac{b_2}{k'\kappa} e^{-i\kappa\mu_S(x+x')} \right] \nonumber \\
    f_0^{r,O}(x,x',\omega) &= \frac{\eta}{2i} \frac{uv e^{i\phi_R}}{u^2 - v^2} \left( -\kappa(x-x') \right) \left[ \frac{a_1}{k^2} \frac{u}{v} - \frac{a_2}{k'\kappa} \right],
\end{align*}
\]

where we notice that bulk and normal reflection contributions induce parity even terms, while the Andreev reflection mixes spatial parity giving rise to both even and odd components in the spatial coordinates and therefore even and odd-frequency terms. These two pairing components correspond to ESE and OSO classes, respectively. Observe that the odd-frequency component is solely proportional to the Andreev reflection coefficients; normal reflections do not generate odd-frequency pairs.

The very first observation we make is that at $\phi = 0$, the Andreev coefficients are zero, as seen directly in Eqs. (B24), and therefore the Andreev contribution is zero, leaving only normal reflection and bulk terms. This indicates a relation between phase-dependent properties at the junction interface, namely Andreev bound states and supercurrents. In fact, in the large chemical potential limit we can directly obtain from $f_0^{r,O}$ the well-known expression for the energy for the Andreev bound states: $\omega_\pm = \pm \Delta \sqrt{1 - \tau \sin^2(\phi/2)}$, with $\tau = 1/(1 + \bar{Z}^2)$ and $\bar{Z} = Z/(2k_\mu_S)$, since the bound state show up as poles in the Andreev reflection and thus also as poles in $f_0^{r,O}$. Thus, the interface pairing functions capture the formation of Andreev bound states, which in turn fully determine the supercurrent in short junctions. Indeed, the supercurrent across a short SNS junction is proportional to the integral over frequency of $(a_1/k^2) - (a_2/k'\kappa)$ as was reported already long time ago.\[\text{[101,102]}\] The supercurrent is thus described by an expression very similar to the odd-frequency term given by Eq. (B26). In the fully transparent regime, the normal coefficients are much smaller than the Andreev coefficients and therefore the interface pairing amplitudes are all approximately determined by Andreev reflections.

We conclude this section by pointing out that within a scattering approach we have explained the well-stablished induced odd-frequency pairing in NS and in SNS junctions in terms of Andreev reflections and have also been able to directly relate odd-frequency pairing to the supercurrent in short SNS junctions.

---

Appendix C: Finite spin-orbit coupling

In this appendix we treat the case of finite SO coupling, i.e. the junction is modelled by Eq. (1) in the main text. The construction of the Green's functions follows the same recipe as in previous appendix, with the sole difference that now we need to account for the spin degree of freedom. Under spin-orbit coupling the spin becomes an active degree of freedom and the problem gets notably more complicated than the case discussed in the previous appendix. In this appendix we provide the detailed equations and results underlying the results in the main text for NS and SNS junctions with Rashba SO coupling in the main text.
1. NS junction

For the NS junction there are at finite SO coupling 8 scattering processes, four particles coming from the left region and four from the right one, and they read

\[ \Psi_1(x) = \begin{cases} \phi_1^N e^{ik_2 x} + b_{11} \phi_2^N e^{-ik_1 x} + b_{12} \phi_4^N e^{-ik_2 x} + a_{11} \phi_6^N e^{ik_1 x} + a_{12} \phi_8^N e^{ik_2 x}, & x < 0, \\ t_{11} \phi_1^S e^{ik_2 x} + t_{12} \phi_2^S e^{ik_1 x} + c_{11} \phi_6^S e^{-ik_2 x} + c_{12} \phi_8^S e^{-ik_1 x}, & x > 0, \end{cases} \]

\[ \Psi_2(x) = \begin{cases} \phi_3^N e^{ik_2 x} + b_{21} \phi_4^N e^{-ik_1 x} + b_{22} \phi_6^N e^{-ik_2 x} + a_{21} \phi_8^N e^{ik_1 x} + a_{22} \phi_2^N e^{ik_2 x}, & x < 0, \\ t_{21} \phi_3^S e^{ik_2 x} + t_{22} \phi_4^S e^{ik_1 x} + c_{21} \phi_8^S e^{-ik_2 x} + c_{22} \phi_2^S e^{-ik_1 x}, & x > 0, \end{cases} \]

\[ \Psi_3(x) = \begin{cases} \phi_5^N e^{-ik_2 x} + b_{31} \phi_6^N e^{ik_1 x} + b_{32} \phi_8^N e^{ik_2 x} + a_{31} \phi_2^N e^{-ik_2 x} + a_{32} \phi_4^N e^{-ik_1 x}, & x < 0, \\ t_{31} \phi_5^S e^{-ik_2 x} + t_{32} \phi_6^S e^{-ik_1 x} + c_{31} \phi_2^S e^{ik_2 x} + c_{32} \phi_4^S e^{ik_1 x}, & x > 0. \end{cases} \]

\[ \Psi_4(x) = \begin{cases} \phi_7^N e^{-ik_2 x} + b_{41} \phi_8^N e^{ik_1 x} + b_{42} \phi_2^N e^{ik_2 x} + a_{41} \phi_4^N e^{-ik_2 x} + a_{42} \phi_6^N e^{-ik_1 x}, & x < 0, \\ t_{41} \phi_7^S e^{-ik_2 x} + t_{42} \phi_8^S e^{-ik_1 x} + c_{41} \phi_2^S e^{ik_2 x} + c_{42} \phi_6^S e^{ik_1 x}, & x > 0. \end{cases} \]

\[ \Psi_5(x) = \begin{cases} t_{51} \phi_1^N e^{-ik_2 x} + t_{52} \phi_2^N e^{-ik_1 x} + c_{51} \phi_6^N e^{ik_1 x} + c_{52} \phi_8^N e^{ik_2 x}, & x < 0, \\ \phi_2^S e^{-ik_2 x} + \phi_3^S e^{-ik_1 x} + c_{62} \phi_6^S e^{ik_1 x} + c_{61} \phi_8^S e^{ik_2 x}, & x > 0. \end{cases} \]

\[ \Psi_6(x) = \begin{cases} t_{61} \phi_4^N e^{-ik_2 x} + t_{62} \phi_2^N e^{-ik_1 x} + c_{61} \phi_6^N e^{ik_1 x} + c_{62} \phi_8^N e^{ik_2 x}, & x < 0, \\ \phi_2^S e^{-ik_2 x} + \phi_3^S e^{-ik_1 x} + c_{62} \phi_6^S e^{ik_1 x} + c_{61} \phi_8^S e^{ik_2 x}, & x > 0. \end{cases} \]

\[ \Psi_7(x) = \begin{cases} t_{71} \phi_8^N e^{ik_1 x} + t_{72} \phi_6^N e^{ik_2 x} + c_{71} \phi_4^N e^{-ik_2 x} + c_{72} \phi_2^N e^{-ik_1 x}, & x < 0, \\ \phi_3^S e^{-ik_1 x} + \phi_4^S e^{-ik_2 x} + c_{62} \phi_8^S e^{ik_1 x} + c_{61} \phi_6^S e^{ik_2 x}, & x > 0. \end{cases} \]

\[ \Psi_8(x) = \begin{cases} t_{81} \phi_2^N e^{ik_1 x} + t_{82} \phi_6^N e^{ik_2 x} + c_{81} \phi_4^N e^{-ik_2 x} + c_{82} \phi_2^N e^{-ik_1 x}, & x < 0, \\ \phi_3^S e^{-ik_1 x} + \phi_4^S e^{-ik_2 x} + c_{62} \phi_8^S e^{ik_1 x} + c_{61} \phi_6^S e^{ik_2 x}, & x > 0. \end{cases} \]

where \( k_{1,2} = k_{e1,2}, \bar{k}_{1,2} = k_{h1,2} \) and

\[
\phi_{1,2}^N = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \phi_{3,4}^N = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \phi_{5,6}^N = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \phi_{7,8}^N = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \phi_{1,2}^S = \begin{pmatrix} u \\ 0 \\ 0 \\ 0 \end{pmatrix}, \phi_{3,4}^S = \begin{pmatrix} -u \\ v \\ 0 \\ 0 \end{pmatrix}, \phi_{5,6}^S = \begin{pmatrix} -v \\ u \\ 0 \\ 0 \end{pmatrix}, \phi_{7,8}^S = \begin{pmatrix} 0 \\ 0 \\ u \\ 0 \end{pmatrix} \]

The conjugated processes \( \tilde{\Psi}_i \) have the same form but instead of previous vectors we obtain \( \tilde{\phi}_{1,2}^N = \phi_{1,2}^S, \tilde{\phi}_{3,4}^N = \phi_{3,4}^S, \tilde{\phi}_{5,6}^N = \phi_{5,6}^S, \tilde{\phi}_{7,8}^N = \phi_{7,8}^S, \tilde{\phi}_{1,2}^S = \phi_{1,2}^N, \tilde{\phi}_{3,4}^S = \phi_{3,4}^N, \tilde{\phi}_{5,6}^S = \phi_{5,6}^N, \tilde{\phi}_{7,8}^S = \phi_{7,8}^N \). The coefficients of these scattering processes are found by matching them at the interface \( x = 0 \) as outlined in Eq. (B7). Then, the retarded Green’s function is found by plugging all scattering functions into Eq. (A1), where Eqs. (A3) are also employed to find the coefficients.
After some tedious but straightforward algebra, we obtain in the N region the electron-electron and electron-hole components

$$
\begin{align*}
(G^e_{ee})_{↑↑}(x, x', \omega) &= \frac{\eta}{i(k_{e1} + k_{e2})} \left\{ \theta(x - x')e^{ik_{e2}(x - x')} + \theta(x' - x)e^{-ik_{e1}(x - x')} \\
&+ e^{-i(k_{e1} + k_{e2})}(b_{11} \theta(x - x') + b_{22} \theta(x' - x)) \right\}, \\
(G^e_{ee})_{↓↓}(x, x', \omega) &= \frac{\eta}{i(k_{e1} + k_{e2})} \left\{ \theta(x - x')e^{ik_{e2}(x - x')} + \theta(x' - x)e^{-ik_{e1}(x - x')} \\
&+ e^{-i(k_{e1} + k_{e2})}(b_{22} \theta(x - x') + b_{11} \theta(x' - x)) \right\}, \\
(G^e_{eh})_{↑↑}(x, x', \omega) &= 0, \quad (G^e_{ee})_{↑↑}(x, x', \omega) = 0, \\
(G^e_{eh})_{↓↓}(x, x', \omega) &= 0, \quad (G^e_{eh})_{↓↓}(x, x', \omega) = 0, \\
(G^e_{eh})_{↑↓}(x, x', \omega) &= \frac{\eta}{k} e^{i(-k_{e1}x + k_{h1}x')} [a_{42} \theta(x - x') + a_{21} \theta(x' - x)], \\
(G^e_{eh})_{↓↑}(x, x', \omega) &= \frac{\eta}{k} e^{i(-k_{e2}x + k_{h2}x')} [a_{31} \theta(x - x') + a_{12} \theta(x' - x)],
\end{align*}
$$

where $a_{12} = -a_{42}$, $a_{21} = -a_{31}$,

$$
\begin{align*}
a_{42} &= \frac{(k_{e2} + k_{h2})uv}{w^2(k_{h1} + k_{h2} - iZ)(k_{e2} + k_{e1} + iZ)} + \frac{(k_{e1} + k_{h1})uv}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)} + \frac{v^2(k_{e1} - k_{h1} + iZ)(k_{e1} + k_{h1} - iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} - iZ)} + \frac{v^2(k_{e1} - k_{h1} + iZ)(k_{e1} + k_{h1} - iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} - iZ)}, \\
a_{31} &= -\frac{(k_{e1} + k_{h1})uv}{w^2(k_{h1} + k_{h2} - iZ)(k_{e2} + k_{e1} + iZ)} - \frac{(k_{e2} + k_{h2})uv}{w^2(k_{h1} + k_{h2} - iZ)(k_{e2} + k_{e1} + iZ)} + \frac{v^2(k_{e1} - k_{h1} + iZ)(k_{e2} + k_{e1} + iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)} + \frac{v^2(k_{e1} - k_{h1} + iZ)(k_{e2} + k_{e1} + iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)}, \\
b_{11} &= \frac{u^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ) + v^2(k_{h2} + k_{h1} + iZ)(k_{e1} + k_{e2} + iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)} + \frac{v^2(k_{e2} - k_{h1} + iZ)(k_{e1} + k_{e2} + iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)} + \frac{v^2(k_{e1} - k_{h1} + iZ)(k_{e2} + k_{e1} + iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)}, \\
b_{22} &= \frac{u^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ) + v^2(k_{h2} + k_{h1} + iZ)(k_{e1} + k_{e2} + iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)} + \frac{v^2(k_{e2} - k_{h1} + iZ)(k_{e1} + k_{e2} + iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)} + \frac{v^2(k_{e1} - k_{h1} + iZ)(k_{e2} + k_{e1} + iZ)}{w^2(k_{h1} + k_{h2} - iZ)(k_{e1} + k_{e2} + iZ)}.
\end{align*}
$$

The spin-singlet and triplet pairing amplitudes are then found using Eqs. (3) and Eqs. (A6), resulting in

$$
\begin{align*}
f_0^e(x, x', \omega) &= \frac{\eta}{2\pi} \left\{ a_{42} \left[ \theta(x - x')e^{i(-k_{e1}x + k_{h1}x')} + \theta(x' - x)e^{i(-k_{e2}x + k_{h2}x')} \\
&- a_{31} \left[ \theta(x - x')e^{i(-k_{e2}x + k_{h2}x')} + \theta(x' - x)e^{i(-k_{e1}x + k_{h1}x')} \right] \right\}, \\
f_3^e(x, x', \omega) &= \frac{\eta}{2\pi} \left\{ a_{42} \left[ \theta(x - x')e^{i(-k_{e1}x + k_{h1}x')} - \theta(x' - x)e^{i(-k_{e2}x + k_{h2}x')} \right] \\
&+ a_{31} \left[ \theta(x - x')e^{i(-k_{e2}x + k_{h2}x')} - \theta(x' - x)e^{i(-k_{e1}x + k_{h1}x')} \right] \right\}.
\end{align*}
$$

In these pairing amplitudes we can introduce the wave vectors defined in Eqs. (2) and demonstrate that $f_3(x, x, \omega) = 0$. To visualize this result we further simplify the pairing amplitudes in the limit of large chemical potential and at the same time we isolate the even- and odd-frequency components. Then, we obtain

$$
\begin{align*}
f_0^{e, E} &= \frac{\eta}{2\pi} e^{-ik_{so}x'} \cos[k(x - x')] \left( a_{42} e^{-ik_{so}x} - a_{31} e^{ik_{so}x} \right), \\
f_0^{e, O} &= \frac{\eta}{2\pi} e^{-ik_{so}x'} (-i) \sin[k(x - x')] \left( a_{42} e^{-ik_{so}x} - a_{31} e^{ik_{so}x} \right), \\
f_3^{e, E} &= \frac{\eta}{2\pi} e^{-ik_{so}x'} \text{sgn}(x - x') \cos[k(x - x')] \left( a_{42} e^{-ik_{so}x} + a_{31} e^{ik_{so}x} \right), \\
f_3^{e, O} &= \frac{\eta}{2\pi} e^{-ik_{so}x'} \text{sgn}(x - x') (-i) \cos[k(x - x')] \left( a_{42} e^{-ik_{so}x} + a_{31} e^{ik_{so}x} \right),
\end{align*}
$$
which, in this large chemical potential limit, can be further simplified using \( a_{31} = -a_{42} \),

\[
\begin{align*}
    f_0^{E} &= \frac{\eta}{2i} e^{-ik_x'(x+x')} \cos[k(x-x')]2a_{42}\cos[k_{so}|x-x'|], \\
    f_0^{O} &= \frac{\eta}{2i} e^{-ik_x'(x+x')} (-i)\sin[k(x-x')]2a_{42}\cos[k_{so}|x-x'|], \\
    f_3^{E} &= \frac{\eta}{2i} e^{-ik_x'(x+x')} \text{sgn}(x-x') \cos[k(x-x')](-2i)a_{42}\sin[k_{so}|x-x'|], \\
    f_3^{O} &= \frac{\eta}{2i} e^{-ik_x'(x+x')} \text{sgn}(x-x') (-i)\sin[k(x-x')](-2i)a_{42}\sin[k_{so}|x-x'|].
\end{align*}
\]

(C7)

This is the final result given by Eqs. (6) in the main text, where the result is also further analyzed.

\[a_{31} = \frac{\eta}{2i} (k_e^{S} + k_h^{S}) (2u^2 - v^2) \left\{ \theta(x-x') e^{ik_{e1}^{S}(x-x')} + \theta(x'-x) e^{-ik_{e1}^{S}(x-x')} \right\} + \eta u_{aa} \theta(x'-x) \left[ e^{ik_{e2}^{S}x-k_{h2}^{S}x} + e^{ik_{e1}^{S}x-k_{h1}^{S}x} \right] + \eta u_{bb} \theta(x'-x) \left[ e^{ik_{e2}^{S}x-k_{h2}^{S}x} + e^{ik_{e1}^{S}x-k_{h1}^{S}x} \right] + \eta u_{bb} \theta(x'-x) \left[ e^{ik_{e2}^{S}x-k_{h2}^{S}x} + e^{ik_{e1}^{S}x-k_{h1}^{S}x} \right],
\]

In the S region we obtain for the electron-electron part

\[
\begin{align*}
    \left[ G_{ee}^{(1)} \right]_{++}(x, x', \omega) &= \frac{\eta u^2}{i(k_{e1}^{S} + k_{e2}^{S})(u^2 - v^2)} \left\{ \theta(x-x') e^{ik_{e1}^{S}(x-x')} + \theta(x'-x) e^{-ik_{e1}^{S}(x-x')} \right\} + \eta u_{aa} \theta(x'-x) \left[ e^{ik_{e2}^{S}x-k_{h2}^{S}x} + e^{ik_{e1}^{S}x-k_{h1}^{S}x} \right] + \eta u_{bb} \theta(x'-x) \left[ e^{ik_{e2}^{S}x-k_{h2}^{S}x} + e^{ik_{e1}^{S}x-k_{h1}^{S}x} \right] + \eta u_{bb} \theta(x'-x) \left[ e^{ik_{e2}^{S}x-k_{h2}^{S}x} + e^{ik_{e1}^{S}x-k_{h1}^{S}x} \right],
\end{align*}
\]

(C8)

\[a_{52} = \frac{u^2(k_{e1}^{S} + k_{h2}^{S}) - iZ}{u^2(k_{e1}^{S} + k_{h2}^{S} - iZ)(k_{e2}^{S} + k_{e1}^{S} + iZ) + v^2(k_{e1}^{S} - k_{h1}^{S} + iZ)(k_{e2}^{S} - k_{h2}^{S} + iZ)},
\]

\[b_{51} = \frac{u^2(k_{e1}^{S} - k_{e1}^{S} - iZ)(k_{e1}^{S} + k_{h2}^{S} - iZ) + v^2(k_{e1}^{S} + k_{h2}^{S} - iZ)(k_{e1}^{S} - k_{h1}^{S} + iZ)}{u^2(k_{e1}^{S} + k_{h1}^{S} - iZ)(k_{e2}^{S} + k_{e1}^{S} + iZ) + v^2(k_{e1}^{S} - k_{h1}^{S} + iZ)(k_{e2}^{S} - k_{h2}^{S} + iZ)},
\]

\[b_{71} = \frac{u^2(k_{e1}^{S} - k_{e1}^{S} + iZ)(k_{e1}^{S} + k_{e2}^{S} + iZ) + v^2(k_{e1}^{S} + k_{e2}^{S} - iZ)(k_{e1}^{S} - k_{h1}^{S} + iZ)}{u^2(k_{h1}^{S} + k_{h1}^{S} + iZ)(k_{e2}^{S} + k_{e1}^{S} + iZ) + v^2(k_{e1}^{S} - k_{h1}^{S} + iZ)(k_{e2}^{S} - k_{h2}^{S} + iZ)},
\]

(C9)
For the electron-hole component we get

\[ [G_{\text{eh}}]_{\uparrow \downarrow}(x,x',\omega) = \frac{\eta_{\mu \nu}}{i(k_{e1}^S + k_{e2}^S)(u^2 - v^2)} \left\{ \theta(x-x')e^{ik_x^S(x-x')} + \theta(x'-x)e^{-ik_x^S(x-x')} + b_{51}e^{i(k_y^S x + k_z^S x')} \right\} \]

\[ + \frac{\eta_{\mu \nu}}{i(k_{h1}^S + k_{h2}^S)(u^2 - v^2)} \left\{ \theta(x-x')e^{-ik_y^S(x-x')} + \theta(x'-x)e^{ik_y^S(x-x')} + b_{71}e^{-i(k_y^S x + k_z^S x')} \right\} \]

\[ + \frac{\eta_{\mu \nu}}{i(u^2 - v^2)} \left[ u^2 e^{i(k_y^S x - k_y^S x')} + v^2 e^{i(k_y^S x - k_y^S x')} \right], \]

\[ [G_{\text{eh}}]_{\uparrow \downarrow}(x,x',\omega) = - \frac{\eta_{\mu \nu}}{i(k_{e1}^S + k_{e2}^S)(u^2 - v^2)} \left\{ \theta(x-x')e^{ik_x^S(x-x')} + \theta(x'-x)e^{-ik_x^S(x-x')} + b_{51}e^{i(k_y^S x + k_z^S x')} \right\} \]

\[ - \frac{\eta_{\mu \nu}}{i(k_{h1}^S + k_{h2}^S)(u^2 - v^2)} \left\{ \theta(x-x')e^{-ik_y^S(x-x')} + \theta(x'-x)e^{ik_y^S(x-x')} + b_{71}e^{-i(k_y^S x + k_z^S x')} \right\} \]

\[ - \frac{\eta_{\mu \nu}}{i(u^2 - v^2)} \left[ u^2 e^{i(k_y^S x - k_y^S x')} + v^2 e^{i(k_y^S x - k_y^S x')} \right] \]

\[ [G_{\text{eh}}]_{\downarrow \downarrow}(x,x',\omega) = 0, \quad [G_{\text{eh}}]_{\downarrow \downarrow}(x,x',\omega) = 0. \]

From the diagonal elements of \( G_{ee} \) given by Eqs. \[C8\] we calculate the LDOS as \( \rho_S(x,\omega) = (-1/\pi)\text{ImTr}[G_{ee}(x,\omega)] \), which in the large chemical potential limit and for energies within \( \Delta \) read \( \rho_S(x,\omega) = (-1/\pi)\text{Im}[\bar{\rho}(x,\omega)] \), where

\[ \bar{\rho}(x,\omega) = \frac{2\eta}{i(u^2 - v^2)} \left[ \frac{u^2}{k_{e1}^S + k_{e2}^S} + \frac{v^2}{k_{h1}^S + k_{h2}^S} \right] + \frac{2\eta - 2\kappa x}{i(u^2 - v^2)} \left[ \frac{u^2 e^{2ik_x x} b_{51}}{k_{e1}^S + k_{e2}^S} + \frac{v^2 e^{-2ik_x x} b_{71}}{k_{h1}^S + k_{h2}^S} \right] + \frac{4\eta_{\mu \nu}a_{52}e^{-2\kappa x}}{i(u^2 - v^2)}. \] (C11)

Thus the LDOS includes contributions from the bulk \( \bar{\rho}_B \) (first term in square brackets) and interface \( \bar{\rho}_I \) through normal (second term) and Andreev reflections (third term). The interface terms are discussed in the main text and its relation to odd-frequency pairing is there clearly pointed out.

From the anomalous Green’s function we obtain the pairing amplitudes, with decomposed according to Eq. \[3\] and in the large chemical potential limit are given by

\[ f_0^r(x,x',\omega) = \frac{\eta_{\mu \nu}}{2i(u^2 - v^2)} \left\{ 2\cos[k_{so}x - x']e^{-\kappa|x-x'|} \left[ \frac{e^{ik|x-x'|}}{k_{e1}^S + k_{e2}^S} + \frac{e^{-ik|x-x'|}}{k_{h1}^S + k_{h2}^S} \right], \right\} \]

\[ + 2\cos[k_{so}x - x']e^{-\kappa|x+x'|} \left[ \frac{e^{ik|x+x'|}}{k_{e1}^S + k_{e2}^S}b_{51} + \frac{e^{-ik|x+x'|}}{k_{h1}^S + k_{h2}^S}b_{71} \right] \]

\[ + e^{-\kappa(x+x')} \left( \frac{\eta}{u} e^{ik(x-x')} + \frac{\eta}{u} e^{-ik(x-x')} \right) a_{52}2\cos[k_{so}x - x'] \right\} \]

\[ f_1^r(x,x',\omega) = 0, \quad f_2^r(x,x',\omega) = 0 \]

\[ f_3^r(x,x',\omega) = \frac{\eta_{\mu \nu}}{2i(u^2 - v^2)} \left\{ (-2i)\sin[k_{so}x - x']e^{-\kappa|x-x'|} \left[ \frac{e^{ik|x-x'|}}{k_{e1}^S + k_{e2}^S} + \frac{e^{-ik|x-x'|}}{k_{h1}^S + k_{h2}^S} \right], \right\} \]

\[ + \text{sgn}(x-x')( -2i)\sin[k_{so}x - x']e^{-\kappa(x+x')} \left[ \frac{e^{ik|x+x'|}}{k_{e1}^S + k_{e2}^S}b_{51} + \frac{e^{-ik|x+x'|}}{k_{h1}^S + k_{h2}^S}b_{71} \right] \]

\[ + \text{sgn}(x-x')e^{-\kappa(x+x')} \left( \frac{\eta}{v} e^{ik(x-x')} + \frac{\eta}{v} e^{-ik(x-x')} \right) a_{52}(-2i)\sin[k_{so}x - x'] \right\}. \] (C12)
Further isolating the even- and odd-frequency components we arrive at

\[
\begin{align*}
J_0^{\text{E}}(x, x', \omega) &= \frac{\nu \mu}{2i(u^2 - v^2)} \left\{ 2 \cos[k_s x - x'] e^{-\kappa|x-x'|} \left[ e^{i \tilde{k}|x-x'|} \left[ \frac{e^{i k_x x'}}{k_{c_1} + k_{c_2} + \frac{\kappa}{k_{h_1} + k_{h_2}}} + e^{-i k_x x'} \right] \\
&+ 2 \cos[k_s |x-x'|] e^{-\kappa(x+x')} \left[ \frac{e^{i \tilde{k}|x-x'|}}{k_{c_1} + k_{c_2} - \frac{\kappa}{k_{h_1} + k_{h_2}}} + e^{-i \tilde{k}|x-x'|} \right] \\
&+ e^{-\kappa(x+x')} \cos(\tilde{k}(x - x')) \left( \frac{u}{v} + \frac{v}{u} \right) a_{52} 2 \cos[k_s |x-x'|] \right\}, \\
J_0^{\text{O}}(x, x', \omega) &= \frac{\nu \mu}{2i(u^2 - v^2)} \left\{ 2 \cos[k_s x - x'] e^{-\kappa|x-x'|} \left[ e^{i \tilde{k}|x-x'|} \left[ \frac{e^{i k_x x'}}{k_{c_1} + k_{c_2} + \frac{\kappa}{k_{h_1} + k_{h_2}}} + e^{-i k_x x'} \right] \\
&+ \text{sgn}(x - x') \cos(k_s |x-x'|) e^{-\kappa(x+x')} \left[ \frac{u}{v} + \frac{v}{u} \right] a_{52} 2 \cos[k_s |x-x'|] \right\}, \\
J_3^{\text{E}}(x, x', \omega) &= \frac{\nu \mu}{2i(u^2 - v^2)} \left\{ (-2i) \sin[k_s |x-x'|] e^{-\kappa|x-x'|} \left[ e^{i \tilde{k}|x-x'|} \left[ \frac{e^{i k_x x'}}{k_{c_1} + k_{c_2} + \frac{\kappa}{k_{h_1} + k_{h_2}}} + e^{-i k_x x'} \right] \\
&+ \text{sgn}(x - x') e^{-\kappa(x+x')} \left[ \frac{u}{v} + \frac{v}{u} \right] a_{52} (-2i) \sin[k_s |x-x'|] \right\}, \\
J_3^{\text{O}}(x, x', \omega) &= \frac{\nu \mu}{2i} \text{sgn}(x - x') \sin[k_s |x-x'|] e^{-\kappa(x+x')} a_{52} (-2i) \sin[k_s |x-x'|].
\end{align*}
\]

These expressions correspond to the pairing amplitudes given in the main text by Eqs. (7).

2. Short SNS junction

Finally, we treat a short SNS junctions located at \( x = 0 \) with finite Rashba SO coupling. The solution method is the same as above but here we also have to keep track of a finite phase difference across the junction, as given by Eq. (13). The scattering states are defined in the left (zero phase) and right (finite phase \( \phi \)) superconducting regions and acquire the same form as in Eqs. (C1), with the eigenvectors in the left region labelled by \( S_L \) and in the right region labelled by \( S_R \) and reading

\[
\begin{align*}
\phi^S_{1,2} &= \begin{pmatrix} u e^{i \phi/2} \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \phi^S_{3,4} = \begin{pmatrix} 0 \\ -u e^{i \phi/2} \\ v e^{-i \phi/2} \\ v e^{-i \phi/2} \end{pmatrix}, \\
\phi^S_{5,6} &= \begin{pmatrix} 0 \\ -v e^{i \phi/2} \\ u e^{-i \phi/2} \\ u e^{-i \phi/2} \end{pmatrix}, \quad \phi^S_{7,8} = \begin{pmatrix} v e^{i \phi/2} \\ u e^{i \phi/2} \\ 0 \\ 0 \end{pmatrix}, \\
\gamma^S_{1,2} &= \begin{pmatrix} -u e^{-i \phi/2} \\ -v e^{-i \phi/2} \\ 0 \\ 0 \end{pmatrix}, \quad \gamma^S_{3,4} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \gamma^S_{5,6} = \begin{pmatrix} -v e^{-i \phi/2} \\ -u e^{-i \phi/2} \\ 0 \\ 0 \end{pmatrix}, \\
\gamma^S_{7,8} &= \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}.
\end{align*}
\]
\[ [G_{ee}^r]_{\uparrow\downarrow} = \frac{\eta u^2}{i(k_{1e}^S + k_{2e}^S)(u^2 - v^2)} \left\{ \theta(x' - x') e^{ik_{1e}^S(x-x')} + \theta(x' - x) e^{-ik_{1e}^S(x-x')} + \frac{\eta uv}{i(u^2 - v^2)} \left[ \theta(x' - x') \tilde{b}_{02}\theta(x' - x') + b_{51}\theta(x' - x) \right] + \frac{\eta uv}{i(u^2 - v^2)} \left[ \theta(x' - x') a_{52} e^{i(k_{1e}^S - k_{2e}^S)(x-x')} + \theta(x' - x) a_{52} e^{i(k_{1e}^S - k_{2e}^S)(x-x')} \right] \right\} + \frac{\eta v^2}{i(k_{1h}^S + k_{2h}^S)(u^2 - v^2)} \left\{ \theta(x' - x') e^{-ik_{1h}^S(x-x')} + \theta(x' - x) e^{ik_{1h}^S(x-x')} + \frac{\eta uv}{i(u^2 - v^2)} \left[ \theta(x' - x') \tilde{b}_{17}\theta(x' - x') + b_{71}\theta(x' - x) \right] + \frac{\eta uv}{i(u^2 - v^2)} \left[ \theta(x' - x') a_{72} e^{i(k_{1h}^S - k_{2h}^S)(x-x')} + \theta(x' - x) a_{72} e^{i(k_{1h}^S - k_{2h}^S)(x-x')} \right] \right\}, \]

\[ [G_{ee}^r]_{\uparrow\uparrow} = 0, \]

\[ [G_{ee}^r]_{\downarrow\downarrow} = 0, \]

and the electron-hole component is given by

\[ [G_{eh}^r]_{\uparrow\downarrow} = \frac{\eta u^2 e^{i\phi}}{i(k_{1e}^S + k_{2e}^S)(u^2 - v^2)} \left\{ \theta(x' - x') e^{ik_{1e}^S(x-x')} + \theta(x' - x) e^{-ik_{1e}^S(x-x')} + \frac{\eta e^{i\phi}}{i(u^2 - v^2)} \left[ \theta(x' - x') \tilde{b}_{02}\theta(x' - x') + b_{51}\theta(x' - x) \right] + \frac{\eta e^{i\phi}}{i(u^2 - v^2)} \left[ \theta(x' - x') a_{52} e^{i(k_{1e}^S - k_{2e}^S)(x-x')} + \theta(x' - x) a_{52} e^{i(k_{1e}^S - k_{2e}^S)(x-x')} \right] \right\} + \frac{\eta v^2 e^{-i\phi}}{i(k_{1h}^S + k_{2h}^S)(u^2 - v^2)} \left\{ \theta(x' - x') e^{-ik_{1h}^S(x-x')} + \theta(x' - x) e^{ik_{1h}^S(x-x')} + \frac{\eta e^{-i\phi}}{i(u^2 - v^2)} \left[ \theta(x' - x') \tilde{b}_{17}\theta(x' - x') + b_{71}\theta(x' - x) \right] + \frac{\eta e^{-i\phi}}{i(u^2 - v^2)} \left[ \theta(x' - x') a_{72} e^{i(k_{1h}^S - k_{2h}^S)(x-x')} + \theta(x' - x) a_{72} e^{i(k_{1h}^S - k_{2h}^S)(x-x')} \right] \right\}, \]

\[ [G_{eh}^r]_{\uparrow\uparrow} = 0, \]

\[ [G_{eh}^r]_{\downarrow\downarrow} = 0, \]

where the coefficients \( a_{ij} \) and \( b_{ij} \) become phase-dependent due to the finite phase difference across the junction and they are thus different to the coefficients found in NS junctions.
We have found that in general $\tilde{b}_{ij}(\phi) = b_{ij}(\phi), \tilde{a}_{ij}(\phi) = a_{ij}(-\phi)$, and

$$b_{i2}(\phi) = b_{51}(\phi), \quad b_{82}(\phi) = b_{71}(\phi),
\quad a_{r2}(\phi) = \tilde{a}_{61}(\phi), \quad a_{81}(\phi) = \tilde{a}_{52}(\phi), \quad a_{72}(\phi) = a_{61}(\phi), \quad \tilde{a}_{81}(\phi) = a_{52}(\phi),$$

$$b_{51}(\phi) = \frac{4\sin^2(\phi/2)(k_{c_1} - k_{h_1})(k_{c_2} + k_{h_2})u^2v^2 - iZ(k_{c_1} + k_{h_1} + iZ)}{K},$$

$$b_{71}(\phi) = -\frac{4\sin^2(\phi/2)(k_{c_2} - k_{h_2})(k_{c_2} + k_{h_2})u^2v^2 - iZ(k_{c_2} + k_{h_2} + iZ)}{K},$$

$$a_{52}(\phi) = \frac{(1 - e^{-i\phi})(k_{c_1} + k_{h_2})uv(e^{i\phi}u^2 - v^2)}{K},$$

$$a_{61}(\phi) = \frac{(1 - e^{-i\phi})(k_{c_2} + k_{h_1})uv(e^{i\phi}u^2 - v^2)}{K},$$

where $K = (u^4 + v^4)(k_{c_1} + k_{h_1} - iZ)(k_{c_2} + k_{h_2} + iZ) - 2u^2v^2[(k_{c_2} - k_{h_2} - iZ)(k_{c_2} + k_{h_2} + iZ) + (k_{c_1} + k_{h_1})(k_{c_1} + k_{h_1})\cos(\phi)].$

The pairing amplitudes are finally found by employing Eqs. (3) in a similar way as for NS junctions. We therefore do not repeat the process here, but rather only write down the even- and odd-frequency components, which read

$$f_{r,0B}^E(x, x', \omega) = 2B(\omega) \left[ \frac{e^{i\frac{\omega}{2}|x-x'|} + e^{-i\frac{\omega}{2}|x-x'|}}{k_{c_1} + k_{c_2}} \right] \cos[k_{50}|x-x'|e^{-\kappa|x-x'|}e^{i\phi_R}],$$

$$f_{r,01}^E(x, x', \omega) = B(\omega) \left[ \frac{e^{i\frac{\omega}{2}|x-x'|} + e^{-i\frac{\omega}{2}|x-x'|}}{k_{c_1} + k_{c_2}} \right] \left[ b_{51}e^{-ik_{in}|x-x'|} + b_{82}e^{-ik_{in}|x-x'|} \right] + \frac{e^{-i\frac{\omega}{2}|x-x'|}}{k_{c_1} + k_{c_2}} \left[ b_{51}e^{-ik_{in}|x-x'|} + b_{82}e^{-ik_{in}|x-x'|} \right] e^{-\kappa(x-x')}e^{i\phi_R},$$

$$f_{r,0B}^E(x, x', \omega) = 0,$$

$$f_{r,01}^O(x, x', \omega) = iB(\omega) \left[ \frac{\tilde{a}_{61}}{v} - \frac{\tilde{a}_{52}}{u} \right] e^{-i\kappa|x-x'|} + \left[ \tilde{a}_{61} - \tilde{a}_{52} \right] e^{-i\kappa|x-x'|} \right] \sin[k_{50}|x-x'|e^{-\kappa(x-x')}e^{i\phi_R}],$$

$$f_{r,0B}^E(x, x', \omega) = -2iB(\omega) \left[ \frac{e^{i\frac{\omega}{2}|x-x'|} + e^{-i\frac{\omega}{2}|x-x'|}}{k_{c_1} + k_{c_2}} \right] \left[ \frac{\tilde{a}_{61}}{v} - \frac{\tilde{a}_{52}}{u} \right] e^{-i\kappa|x-x'|} \sin[k_{50}\kappa_{x-x'}e^{-\kappa|x-x'|}e^{i\phi_R}],$$

$$f_{r,01}^O(x, x', \omega) = -2iB(\omega) \left[ \frac{e^{i\frac{\omega}{2}|x-x'|} + e^{-i\frac{\omega}{2}|x-x'|}}{k_{c_1} + k_{c_2}} \right] \left[ \frac{\tilde{a}_{61}}{v} - \frac{\tilde{a}_{52}}{u} \right] e^{-i\kappa|x-x'|} \sin[k_{50}\kappa_{x-x'}e^{-\kappa|x-x'|}e^{i\phi_R}],$$

$$f_{r,3B}^O(x, x', \omega) = 0,$$

$$f_{r,31}^O(x, x', \omega) = iB(\omega) \left[ \frac{\tilde{a}_{61}}{v} - \frac{\tilde{a}_{52}}{u} \right] e^{-i\kappa|x-x'|} - \left[ \tilde{a}_{61} - \tilde{a}_{52} \right] e^{-i\kappa|x-x'|} \right] \sin[k_{50}\kappa_{x-x'}e^{-\kappa(x-x')}e^{i\phi_R}],$$

(E18)

which correspond to ESE, OSO, ETO and OTE symmetries, respectively, and are reported in Eqs. (9) in the main text, where the results are also extensively analyzed.