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Vertex functions are a crucial ingredient of several forefront many-body algorithms in condensed matter physics. However, the full treatment of their frequency and momentum dependence severely restricts numerical calculations. A significant advancement requires an efficient treatment of the high-frequency asymptotic behavior of the vertex functions. In this work, we first provide a detailed diagrammatic analysis of the high-frequency structures and their physical interpretation. Based on these insights, we propose a parametrization scheme, which captures the whole high-frequency domain for arbitrary values of the local Coulomb interaction and electronic density, and we discuss the details of its algorithmic implementation in many-body solvers based on parquet-equations as well as functional renormalization group schemes. Finally, we assess its validity by comparing our results for a single impurity Anderson model with exact diagonalization calculations. The proposed parametrization is pivotal for the algorithmic development of all quantum many-body methods based on vertex functions arising from local microscopic interactions, such as the diagrammatic approaches including spatial correlations beyond dynamical mean-field theory.
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I. INTRODUCTION

One of the most challenging aspects in contemporary condensed matter research is the theoretical treatment of correlation effects in the non-perturbative regime. While the state-of-the-art theoretical tools allow for an accurate treatment of quantum many-body correlations in specific cases, their reliability is not guaranteed in general and is often limited to particular parameter regimes. In the last decade, several promising quantum field theoretical schemes have been proposed, but their actual implementation calls for a significant improvement of the current algorithmic procedures. In particular, most of the novel non-perturbative schemes are based on a Feynman diagrammatic expansion around a correlated starting point. This means to replace the bare electronic interaction with a dynamical effective one and the bare propagators by dressed ones, which includes non-perturbatively, through the two-particle vertex function and the self-energy, a significant part of the correlations from the very beginning. The numerical treatment of these vertex functions is, however, numerically very demanding, and the development of efficient ways to include them in the current algorithms is mandatory.

The two-particle vertex, recently object of several focused studies, depends in general on three independent frequencies and momenta, and additionally on spin and orbital variables. Even in the SU(2) symmetric case, the efficient computation of two-particle vertices becomes very challenging for a reasonably large system at low temperatures. Besides the storage, the inclusion of the asymptotic structure during the computation represents a major issue and requires to exploit a detailed understanding of its underlying structure in order to reduce the numerical effort.

To this aim, we begin by presenting a detailed diagrammatic analysis of the frequency and momentum structures of the vertex functions, focusing on the algorithmic aspects relevant for the development of improved parametrization schemes. After defining the general guidelines of the algorithmic implementation, we present applications for many-body solvers based on functional renormalization group (fRG) and parquet schemes. In particular, the validity of the proposed parametrization algorithm could be quantitatively assessed by comparing our results for the single impurity Anderson model (SIAM) obtained by means of fRG and the parquet approximation with exact diagonalization (ED) calculations. We emphasize that the identification of the relevant asymptotic structures of the vertex functions in frequency and momentum space and the resulting reduced parametrizations are extremely valuable for an efficient implementation of several other many-body approaches beyond fRG & PA, such as the dynamical vertex approximation (DVA), the one-particle irreducible approach (DΓA), the dual fermion (DF), TRILEX and QUADRILEX.

The paper is organized as follows: We introduce the formalism and notation at the two-particle level in Sec. I and the parametrization of the asymptotics in Sec. II. The generic implementation is presented in Sec. IV with some technical details specified in the appendices. After
a short discussion of analytical results obtained in the atomic limit, we describe the specific implementations for the fRG and the parquet solvers. In Sec. VI we then provide a discussion of the obtained results together with a comparison to exact results of the SIAM. A conclusion and outlook is eventually provided in Sec. VI.

II. DIAGRAMMATIC FORMALISM AT THE TWO-PARTICLE LEVEL

In this section we present a concise summary of the general formalism for two-particle vertex functions and of their generic frequency and momentum structures. In particular, we recall how their high-frequency asymptotic behavior can be qualitatively related to the lowest-order perturbation theory diagrams. While a comprehensive investigation of the physical interpretation of the different structures can be found in Sec. III and in Refs. [4,7], we focus here mainly on aspects which are relevant for the algorithmic development and the applications presented in this paper.

Although most of the following considerations are valid for a wide range of many-body Hamiltonians, we will restrict ourselves, for the sake of notational simplicity, to one-band systems with a local Coulomb interaction. Specifically, we consider the following Hamiltonian:

\[ \hat{H} = \sum_{ij,\sigma} t_{ij} (\hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} + \hat{c}_{j\sigma} \hat{c}_{i\sigma}) + \sum_i U_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}, \]  

(1)

where \( \hat{c}_{i\sigma}^\dagger \) annihilates (creates) an electron with spin \( \sigma \) at the lattice site \( \mathbf{R}_i \), and \( \hat{n}_{i\sigma} = \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma} \). The hopping amplitude for an electron between the lattice sites \( i \) and \( j \) is denoted by \( t_{ij} \) (for \( i = j \) this corresponds to setting the energy-level for an electron at site \( i \)), while \( U_i \) is a (site-dependent) local interaction between electrons of opposite spin.

From the Hamiltonian in Eq. (1) one retains the standard Hubbard model by choosing the parameters \( t_{ij} = -t \) if \( i \) and \( j \) are nearest neighbors and \( t_{ij} = 0 \) otherwise, and \( U_i = U \) (site independent). The restriction \( t_{ij} = V_{ij} \delta_{0\nu}, t_{ii} = \varepsilon_i/2 \) and \( U_i = U \delta_{ip} \), on the other hand, corresponds to the SIAM, where lattice site \( \mathbf{R}_0 \) is the impurity.

In the following we will consider the two-particle Green’s function for the model in Eq. (1), where for the SIAM we will restrict ourselves to the corresponding (purely local) correlation functions at the impurity site. Considering the time - and for the Hubbard model also space- translational invariance of the system, we can work more conveniently in frequency (and momentum) space. To this end, we will adopt both for the SIAM and the Hubbard model the following generalized notation for the frequency and momentum arguments of the Green’s functions: \( k \) denotes a generalized fermionic, \( q \) a generalized bosonic index. For the Hubbard model, this corresponds to the four-vector notation \( k = (\nu, \mathbf{k}) \) and \( q = (\Omega, \mathbf{q}) \), where \( \nu \) is a fermionic and \( \Omega \) a bosonic Matsubara frequency and \( \mathbf{k} \) and \( \mathbf{q} \) are momenta in the first Brillouin zone. In the case of the SIAM, \( k \) and \( q \) correspond simply to the fermionic and bosonic Matsubara frequencies \( \nu \) and \( \Omega \), respectively.

The general definition of the two-particle Green’s function \( G_2 \) is given explicitly in Appendix A together with the general relation between the two-particle Green’s function and the (full) vertex function \( \mathcal{F} \). The latter is obtained from \( G_2 \) by first removing all unconnected parts, and by subsequently amputating all outer legs. From a physical perspective, \( \mathcal{F} \) represents the quasi-particle scattering rate between particles and holes (in parameter regimes where such excitations are well-defined). Diagrammatically, \( \mathcal{F} \) consists of all connected two-particle diagrams, i.e., all (connected) Feynman diagrams with two incoming and two outgoing lines (see leftmost diagram in Fig. 1).

One can now decompose the full vertex \( \mathcal{F} \) into four distinct classes of diagrams, that differ in their two-particle irreducibility. Specifically, a vertex diagram is coined fully two-particle irreducible if it cannot be split into two parts by cutting any two internal lines. An example for such a diagram is the second diagram in the upper line of Fig. 1. The sum of all diagrams exhibiting this property is denoted as \( \Lambda_{2PI} \). On the other hand, if a vertex diagram can be separated by cutting two lines, it is referred to as two-particle reducible. However, this notion of reducibility is obviously more complicated than in the one-particle situation. In fact, there are three possible scenarios for the separation of a diagram. The third, fourth and fifth diagram in the first row of Fig. 1 illustrate this state of affairs: (i) In the third diagram the two incoming particles can be separated from the two outgoing ones by cutting the two Green’s functions and, hence, this diagram is coined particle-particle reducible. The diagrams of this type sum up to the reducible vertex function \( \Phi_{pp} \). (ii) In the fourth diagram of Fig. 1 the lower incoming particle and hole can be separated from the corresponding upper ones. The sum of all such longitudinal particle-hole reducible diagrams is referred to as \( \Phi_{ph} \). (iii) Finally, the rightmost diagram can be split in such a way, that one part contains the lower incoming particle and the upper incoming hole and vice versa for the second part. Such diagrams are reducible in the transverse particle-hole channel, and belong to the subset \( \Phi_{ph} \) of the full vertex \( \mathcal{F} \).

It is important to stress that each diagram for the full vertex \( \mathcal{F} \) belongs to exactly one of the four classes: Either it is fully two-particle irreducible (\( \Lambda_{2PI} \)) or it is reducible in the \( pp \)-channel (\( \Phi_{pp} \)), in the longitudinal \( ph \)-channel (\( \Phi_{ph} \)) or in the transverse \( ph \)-channel (\( \Phi_{ph} \)). Conse-

1 The orientation of \( ph \) and \( \overline{ph} \) diagrams (horizontal/vertical) is directly linked to the arrangement of the external indices, and is thus a matter of convention.
which is transferred via the ladder (see Fig. 2) is given by the bosonic index $q$. In the particle-particle notation this is exactly the case for the choice depicted in the first diagram of Fig. [1]. Here, the two particles with the frequencies (momenta) $k$ and $q-k$ scatter and transfer the energy (momentum) $q$ to the system. Hence, we refer to the frequency convention indicated in this figure as particle-particle ($pp$) notation. The corresponding natural frequency convention for the longitudinal particle-hole channel ($ph$) can be obtained from the latter one simply by replacing $q \rightarrow q + k + k'$. Finally, for the transverse particle-hole channel ($ph$) the natural frequency/momentum convention is derived from the $pp$-one by the shifts $k' \rightarrow k + q$ and $q \rightarrow k + k' + q$.

In their natural frequency/momentum convention the BS equations can be written as simple matrix multiplications in the frequency/momentum space. Hence, in the following, we will assume that the corresponding irreducible and reducible vertex functions $\Gamma_r$ and $\Phi_r$ in the three channels $r \in \{pp, ph, ph\}$ always depend on their natural frequency/momentum arguments. However, for the parquet equation (2), all vertex functions must be considered in the same representation which, hence, re-

$$F = \Lambda_{pp} + \Phi_{pp} + \Phi_{ph} + \Phi_{ph}.$$  

which is transferred via the ladder (see Fig. 2) is given by the bosonic index $q$. In the particle-particle notation this is exactly the case for the choice depicted in the first diagram of Fig. [1]. Here, the two particles with the frequencies (momenta) $k$ and $q-k$ scatter and transfer the energy (momentum) $q$ to the system. Hence, we refer to the frequency convention indicated in this figure as particle-particle ($pp$) notation. The corresponding natural frequency convention for the longitudinal particle-hole channel ($ph$) can be obtained from the latter one simply by replacing $q \rightarrow q + k + k'$. Finally, for the transverse particle-hole channel ($ph$) the natural frequency/momentum convention is derived from the $pp$-one by the shifts $k' \rightarrow k + q$ and $q \rightarrow k + k' + q$.

In their natural frequency/momentum convention the BS equations can be written as simple matrix multiplications in the frequency/momentum space. Hence, in the following, we will assume that the corresponding irreducible and reducible vertex functions $\Gamma_r$ and $\Phi_r$ in the three channels $r \in \{pp, ph, ph\}$ always depend on their natural frequency/momentum arguments. However, for the parquet equation (2), all vertex functions must be considered in the same representation which, hence, re-
Turning to the diagrams reducible in the particle-particle scattering channel, i.e., $\Phi_{pp\uparrow\downarrow}^{\nu\nu'}(\Omega=0)$ (third panel in Fig. 1), they exhibit two of the three asymptotic frequency structures of $F_{pp\uparrow\downarrow}^{\nu\nu}(\Omega=0)$. Specifically, one can identify a constant background and a well-defined “plus”-structure. The background can be immediately understood by analyzing the second order diagram depicted above the plot of $\Phi_{pp\uparrow\downarrow}$. This is given by the bubble-term

$$
\frac{U^2}{\beta} \sum_{\nu_1} G(\nu_1)G(\Omega - \nu_1),
$$

which -evidently- does not depend explicitly on $\nu$ and $\nu'$. Hence, bubble diagrams of this type are responsible for the constant background observed in the particle-particle reducible vertex, and, consequently, in the full vertex $F$. The “plus”-structure, on the other hand, originates in lowest order, from the so-called “eye”-diagrams (see Fig. 3), which either on their left or on their right hand side collapse into a bare vertex $U$. For this reason (as detailed in Sec. III), they cannot explicitly depend on both $\nu$ and $\nu'$, thus remaining constant upon increasing the corresponding (unnecessary) frequency $\nu$.

Let us now consider the vertex function reducible in the particle-hole (longitudinal) channel, i.e., $\Phi_{ph\uparrow\downarrow}^{\nu\nu'}(\Omega=0)$ (fourth density plot from the left in Fig. 1). One can clearly see that this vertex exhibits a secondary diagonal structure along $\nu' = -\nu$. Again, we can gain insight about the origin of this feature by analyzing the lower order $U$ perturbative diagram of this vertex. For the $\uparrow\downarrow$-channel considered here, this is of third order in $U$, as the bare bubble term vanishes as a result of spin conservation. It is given by the fourth diagram (from the left) in Fig. 1 and reads (pp-notation)

$$
\frac{U^3}{\beta^2} \left[ \sum_{\nu_1} G(\nu_1)G(\nu_1 - \Omega + \nu + \nu') \right]^2,
$$

i.e., it depends only on the $ph$ transfer frequency $\Omega - \nu - \nu'$ rather than the two fermionic frequencies $\nu$ and $\nu'$ separately. Consequently, for fixed $pp$ transfer $\Omega$, its value remains constant along a line $\Omega - \nu - \nu' = \text{const}$ and, thus, generates the secondary diagonal structure.

Finally, we turn our attention to the vertex reducible in the transverse particle-hole channel, $\Phi_{ph\downarrow\uparrow}^{\nu\nu'}(\Omega=0)$. Obviously, it accounts for the main diagonal in the full scattering amplitude $F_{pp\uparrow\downarrow}^{\nu\nu}(\Omega=0)$. Once again, the analysis of its lowest order (bubble) contribution allows for an intuitive explanation of this feature. It is given by the last

---

2 Every frequency dependence of a diagram originates from the frequency dependence of the corresponding Green’s functions. The latter decay in the asymptotic high frequency regime as $1/\nu$. 

---

FIG. 3: The so-called “eye”-diagrams in the $pp$ channel.
diagram in Fig. 4 which reads explicitly (pp-notation)

\[ \frac{U^2}{\beta} \sum_{\nu_i} G(\nu_1)G(\nu_1 + \nu' - \nu), \tag{7} \]

and depends only on the \( ph \) transfer frequency \( \nu' - \nu \). Consequently, its value remains constant along a line \( \nu' - \nu = \text{const} \) and, hence, generates the main diagonal structure.

The above analysis demonstrates that the high-frequency asymptotic features of the vertex functions in the weak coupling regime are determined at the second and third order in \( U \) by two-particle reducible bubble- and "eye"-like diagrams. A generalization of these conclusions to the non-perturbative regime will be discussed in the following Section.

### III. PARAMETRIZATION OF THE ASYMPTOTICS

In the following, we will generalize the discussion of the previous section about the main (asymptotic) structures of the various vertex functions to the non-perturbative situation. To this end, we first note that the reduced complexity of specific diagrams regarding their frequency and momentum dependence is not a peculiarity of low(est) order perturbation theory but rather a general consequence of the frequency and momentum independence of the bare Coulomb (Hubbard) interaction \( U \). In fact, if any two external lines of the vertex, e.g., the incoming momenta and frequencies \( k_1 \) and \( k_3 \), are attached to the same bare vertex \( U \), energy and momentum conservation requires \( k_1 + k_3 = k' + k'' \) where \( k' \) and \( k'' \) denote internal frequencies/momenta which are summed. Obviously, in this situation the entire diagram does depend only on the linear combination \( k_1 + k_3 \) rather than \( k_1 \) and \( k_3 \) separately. Such a behavior has been already observed for lowest order perturbative (bubble and "eye") diagrams in the previous section, and does not change, as a matter of course, upon dressing these diagrams by means of vertex corrections. These insights hence suggest the following subdivision of the reducible vertex function \( \Phi_{pp}^{kk'q} \) (and correspondingly for the other two channels) into three distinct classes, that are depicted diagrammatically in Fig. 4.

- **Class 1:** The ingoing and outgoing frequencies/momenta are attached to the same bare vertex. These diagrams correspond to (dressed) bubble diagrams (see first line of Fig. 4), and can hence be parametrized by a single (bosonic) transfer frequency and momentum \( q = k_1 + k_3 \). The sum of all diagrams of this class will be denoted by \( K_{pp}^{kk'q} \).

- **Class 2:** Either the incoming or the outgoing frequencies/momenta are attached to the same bare vertex. These diagrams correspond to (dressed) eye diagrams (see, e.g., Fig. 3) and first two diagrams in the second line of Fig. 4. These diagrams depend on the bosonic transfer frequency/momentum \( q = k_1 + k_3 \) and one fermionic frequency \( k = k_1 \) or \( k' = k_4 \), respectively. The sum of such types of diagrams will be denoted as \( K_{2,pp}^{kq} \) and \( K_{2,pp}^{kq} \).

- **Class 3:** Every external frequency/momentum is attached to a different bare vertex. These diagrams depend independently on all three external arguments. Their sum will in the following be referred to as the "rest" function, denoted by \( R_{pp}^{kk'q} \). It is illustrated diagrammatically by the last diagram in the second row of Fig. 4.

Based on this classification, we can thus introduce an (a priori exact) decomposition of each reducible \( \Phi \)-function into these four terms. In the particle-particle channel it reads

\[ \Phi_{pp}^{kk'q} = K_{1,pp}^{kk'q} + K_{2,pp}^{kq} + K_{2,pp}^{cq} + R_{pp}^{kk'q}. \tag{8} \]

In the same way we can decompose also the other scattering channels \( ph \) and \( ph \). It is important to note that the structures arising due to \( K_1, K_2 \) and \( R \) extend to infinitely large frequencies and, hence, generate a highly non-trivial high-frequency asymptotic behavior of the corresponding vertex function.

On the contrary, the diagrammatic content of \( R \) implies a decay in all frequency directions, since each external fermionic frequency will enter directly one of the inner diagrammatic propagator lines by means of the frequency conservation at its attached bare vertex. These decay properties are verified numerically in Sec. VI and motivate our proposed approximation for treating the vertex asymptotics. Our strategy will be the following: We will explicitly consider the full frequency dependence of the \( \Phi \)-functions only in a small frequency window, while the third class of diagrams \((R)\) will be neglected at larger frequencies, i.e.,

\[ \Phi_{pp,\text{asympt.}}^{kk'q} \approx K_{1,pp}^{kq} + K_{2,pp}^{kq} + K_{2,pp}^{kq}. \tag{9} \]

One can see that the reducible vertex \( \Phi_{pp}^{kk'q} \) is described by functions of at most two arguments in the asymptotic

---

3 Note that for \( K_1, K_2 \) and \( R \), respectively, the index denotes the reduced number of external arguments required to describe them. These shall in the following be referred to as 'necessary' arguments for the corresponding term.

4 Let us remark that the concrete form of the argument(s) for \( K_{1,pp}/K_{2,pp} \) depend(s) on the chosen frequency/momentum convention. The dependence on one/two single argument(s) becomes apparent only in its natural notation, while for other conventions, \( K_{1,pp}/K_{2,pp} \) will depend on one/two linear combination(s) of all frequencies/momenta. Nevertheless, these functions will be constant along two-dimensional planes/one-dimensional lines in the space of three frequencies/momenta (in the natural notation these planes/lines are parallel to the coordinate axes).
FIG. 4: Diagrammatic representation of the asymptotic functions for the particle-particle channel. For a more rigorous definition see Appendix C.

regime, which drastically lowers the cost for its numerical treatment. This way, we are able to (i) determine the reducible vertex $\Phi_{pp}$ up to arbitrarily large frequencies with a reduced computational effort, and (ii) avoid any problem arising from boundary effects due to finite-size frequency grids in vertex-based numerical algorithms.

Let us stress that, whenever momenta are considered, the decay of $\mathcal{R}$ in the frequency domain implies that the reducible vertices $\Phi$ exhibit their full momentum dependence only in the domain of small frequencies. At larger frequency values, where the reducible vertex function is determined by at most two of the asymptotic functions, the momentum dependence is reduced alongside the frequencies. This matter will become evident in the following Sec. IV. The same argument holds for the fully irreducible vertex $\Lambda_{2pt}$, which decays to the value of the bare interaction in all frequency directions. As a consequence, strongly momentum dependent parts of the vertex $F$, e.g., the contributions responsible for a $d$-wave scattering amplitude, have to be localized in the frequency domain.

Let us now discuss the physical content of the asymptotic functions $\mathcal{K}_1$ and $\mathcal{K}_2$. The former is directly linked to the susceptibility in the corresponding scattering channel. In fact, they are equal up to a prefactor $U^2$, i.e.

$$\mathcal{K}_1^q = -U^2 \chi^q,$$

with $\chi^q$ defined according to Appendix A (compare Eqs. [AS] and (10)). $\mathcal{K}_2$ on the other hand encodes information about how the electrons couple to different bosonic degrees of freedom. For instance, for the generalized density in Fourier space $n_q = \frac{1}{2} \sum_{\sigma} c_{\sigma}^\dagger(k) c_\sigma(k + q)$, we find the relation

$$U \times \langle T n_q c_\sigma(k + q)c_\sigma^\dagger(k) \rangle_c = G_\sigma(k) G_\sigma(k + q) \sum_{\sigma'} \left( \mathcal{K}_{1,ph,\sigma\sigma'}^q + k_{ph,\sigma\sigma'}^{kq} \right).$$

Here, $\langle \ldots \rangle_c$ considers only connected contractions, and the imaginary time-ordering acts inside the Fourier-integrals, and $\mathcal{F}$ denotes the generalized four-vector integration as introduced in Appendix A. The above equation identifies the sum of $\mathcal{K}_1$ and $\mathcal{K}_2$ with the expectation value $\langle T n_q c_\sigma(k + q)c_\sigma^\dagger(k) \rangle_c$, which is directly related to the electron-boson coupling (three-point or Hedin) vertex as used in the ladder version of DΓA and the recently introduced TRILEX approach.

IV. IMPLEMENTATION

In this section, we describe how the ideas presented in the previous section can be practically exploited in analytical and numerical calculations based on two-particle vertex functions. After a general presentation of the main concepts, we will explicitly discuss the application of our scheme for analytic calculations based on the atomic limit vertex, and for numerical implementations of the RG in its second order truncation and the parquet approximation.

The observation that any diagram vanishes if one of its necessary frequency arguments is taken to infinity allows us to select the different diagrammatic contributions by taking the corresponding limits in the frequency domain, i.e.

$$\lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} \Phi_{r,\sigma\sigma'}^{kk'q} = \mathcal{K}_{1,r,\sigma\sigma'}^q,$$

$$\lim_{|\nu| \to \infty} \Phi_{r,\sigma\sigma'}^{kk'q} = \mathcal{K}_{1,r,\sigma\sigma'}^q + \mathcal{K}_{2,r,\sigma\sigma'}^{kq},$$

$$\lim_{|\nu| \to \infty} \Phi_{r,\sigma\sigma'}^{kk'q} = \mathcal{K}_{1,r,\sigma\sigma'}^q + \mathcal{K}_{2,r,\sigma\sigma'}^{kq},$$

where $r \in \{pp, ph, ph\}$. We stress again the fact that, by taking limits in the frequency domain, we find alongside the reduced frequency dependence also a reduced momentum dependence. The remaining diagrammatic class 3 introduced in Sec. III or rest function $\mathcal{R}$, which requires the full dependence on all arguments, can then be acquired by inverting Eq. (8).

$$\mathcal{R}_{r,\sigma\sigma'}^{kk'q} = \Phi_{r,\sigma\sigma'}^{kk'q} - \mathcal{K}_{1,r,\sigma\sigma'}^q - \mathcal{K}_{2,r,\sigma\sigma'}^{kq} - \mathcal{K}_{2,r,\sigma\sigma'}^{kq}.$$ (12a)

One advantage of performing this limiting procedure based on the reducible vertex, is that Eq. (12a) holds equally if $|\nu|$ and $|\nu'|$ are taken to infinity at the same time, i.e.

$$\lim_{|\nu| \to \infty} \Phi_{r,\sigma\sigma'}^{kk'q} = \mathcal{K}_{1,r,\sigma\sigma'}^q.$$

(13)

(14)
This property allows for a simplified scanning procedure to numerically extract asymptotic functions, which, depending on the frequency ranges and parameters, provide a good approximation.

The procedure is straightforward and applicable in all channels (see also Fig. 5 and Ref. 8):

- I: For large $|\nu|$ and $|\nu'|$ vary the transfer four-vector $q$ to acquire $\mathcal{K}_q^1$.
- II: For large $|\nu'|$, vary $k$ and the transfer four-vector $q$ and subtract $\mathcal{K}_q^1$ in order to obtain $\mathcal{K}_{k^q}^2$.
- III: Repeat II by replacing $\nu' \rightarrow \nu$ and $k \rightarrow k'$ to determine $\mathcal{K}_{k'^q}^2$.

The above described procedure proposed to determine $\mathcal{K}_1$ and $\mathcal{K}_2$ has some limitations. Firstly, one can easily see that if the scanning is not performed at sufficiently large $|\nu|/(|\nu'|)$, the rest function might not be fully decayed, giving rise to an error in the $\mathcal{K}_1$ and $\mathcal{K}_2$ extraction. We found this error to be particularly pronounced in the strong coupling regime ($U = 4$ for the comparisons in Sec. V) where the rest function becomes comparable with the asymptotic functions in the domain of small frequencies. Secondly, the scanning procedure requires the knowledge of the reducible vertex functions $\Phi_r$, which are not directly available in some algorithms, as e.g. for the exact diagonalization. This raises the question whether a similar set of limits can be formulated also for $F$. And in fact, as will be clarified in the following, the limits presented in Eq. 12 still hold, i.e.

$$\lim_{|\nu| \rightarrow \infty} \Phi_{r,\sigma,\sigma'}^{k'q} F_{r,\sigma,\sigma'}^{kk'q} - (1 - \delta_{\sigma,\sigma'})U = \mathcal{K}_{k^r,\sigma,\sigma'}^{k^q}$$

(15a)

$$\lim_{|\nu'| \rightarrow \infty} F_{r,\sigma,\sigma'}^{kk'q} - (1 - \delta_{\sigma,\sigma'})U = \mathcal{K}_{k^q,\sigma,\sigma'}^{k^r} + \mathcal{K}_{k'^q,\sigma,\sigma'}^{k^r}$$

(15b)

$$\lim_{|\nu'| \rightarrow \infty} F_{r,\sigma,\sigma'}^{kk'q} - (1 - \delta_{\sigma,\sigma'})U = \mathcal{K}_{k^q,\sigma,\sigma'}^{k^r} + \mathcal{K}_{k'^q,\sigma,\sigma'}^{k^r}$$

(15c)

where again $F_r$ denotes the representation of $F$ in one of the three mixed notations. However, the numerical equivalent of the limiting procedure, i.e. the scanning procedure previously described for the $\Phi$-functions, is not feasible in the case of $F$, which is directly related to the fact that Eq. (14) does not hold equally for $F$. In order to numerically extract the asymptotics from $F$ directly we thus suggest an alternative approach detailed in Appendix C. We implemented this diagrammatic extraction to determine the exact asymptotic functions, as presented in Sec. V from ED calculations.

The limiting procedure Eq. (15) is however particularly suited in the case that analytical expressions for $F$ are available, as demonstrated for the atomic limit case in Sec. IV A. Let us thus argue why this generalization of Eq. 12 holds. It relies on the property that any reducible diagram vanishes if the corresponding transfer frequency, being a necessary argument, is sufficiently large, i.e.

$$\lim_{|\Omega| \rightarrow \infty} \Phi_{r,\sigma,\sigma'}^{k'q} = 0.$$ (16)

We have to further consider, that in order to take the limits in Eq. (15), we should formulate Eq. 2 in the corresponding mixed notation. E.g. for the particle-particle channel we have to translate $\Phi_{ph}$ and $\Phi_{pp\sigma^\prime}$ to the $pp$-notation as follows

$$F_{pp,\sigma,\sigma'}^{kk'q} = \Phi_{pp,\sigma,\sigma'}^{kk'q} + \Phi_{pp,\sigma,\sigma'}^{kk'(q-k'-k)} + \Phi_{pp,\sigma,\sigma'}^{kk(q-k')(k'-k)},$$

(17)

It now becomes clear that for fixed $\Omega$ and $\nu'$, the bosonic frequencies of the $ph$ and $pp\sigma^\prime$ channel, that is $\Omega - \nu' - \nu$ and $\nu' - \nu$, will lead to a vanishing of the respective scattering channels for $|\nu| \rightarrow \infty$. This behavior can also be observed in Fig. 1 and holds equally for the other scattering channels. Since $\Delta_{2pp\sigma'}$ decays in all frequency directions to the bare interaction, we conclude that

$$\lim_{|\nu| \rightarrow \infty} F_{r,\sigma,\sigma'}^{kk'q} - (1 - \delta_{\sigma,\sigma'})U = \lim_{|\nu| \rightarrow \infty} \Phi_{r,\sigma,\sigma'}^{kk'q},$$

while the same argument can be made for the other limits in Eq. (15).

A. The atomic limit

As a first showcase of these ideas we discuss the vertex decomposition for a system that can be treated analyti-
cally, i.e., the atomic limit, whose Hamiltonian reads
\[ \hat{H} = U \left[ \hat{n}_\uparrow \hat{n}_\downarrow - \frac{1}{2} (\hat{n}_\uparrow + \hat{n}_\downarrow) \right]. \] (18)

Here, \( \hat{n}_\sigma = \hat{c}_\sigma^\dagger \hat{c}_\sigma \) is the number operator for fermions of spin \( \sigma \), and we have imposed the half-filling (particle-hole symmetry) condition \( \mu = U/2 \). The Hilbert space is spanned by the four eigenstates \( |0\rangle, |\uparrow\rangle, |\downarrow\rangle \) and \( |\uparrow\downarrow\rangle \), allowing for a direct calculation of the two-particle Green's functions by means of the Lehmann representation. The resulting two-particle vertex function is, for our purposes, split into four terms (note \( F_r \neq F_t \))
\[ F_{\uparrow \downarrow} = F_{\text{odd}} + F_{\text{pp}} + F_{\text{ph}} + F_{\text{ph}}, \] (19)

which are defined in the following. The first term contains only odd orders in the interaction, and takes the most compact form in the purely fermionic notation
\[ F_{\text{odd}}^{\nu_1 \nu_2 \nu_3 \nu_4} = U - \frac{U^3}{8} \sum_i \frac{1}{\nu_i} - \frac{3U^5}{16} \prod_i \frac{1}{\nu_i}, \] (20)

while the functions \( F_r \) with \( r \in \{ \text{pp, ph, } \bar{\text{ph}} \} \) are more conveniently expressed in their respective mixed notation (see Appendix [A])

\[ F_{\text{pp}}^{\nu_1 \nu_2} = -\beta \delta_{0,0} \frac{U^2}{2} \frac{f \left( \frac{U}{2} \right)}{2}, \] (21a)
\[ F_{\text{ph}}^{\nu_1} = -\beta \delta_{0,0} \frac{U^2}{4} D^{\nu_1} \left[ f \left( \frac{U}{2} \right) - f \left( -\frac{U}{2} \right) \right], \] (21b)
\[ F_{\text{pp}}^{\nu_1 \nu_2} = \beta \delta_{0,0} \frac{U^2}{2} D^{\nu_1} f \left( -\frac{U}{2} \right), \] (21c)

with \( D^{\nu_1} = \frac{1}{2\nu_1} \left( \nu_1^2 + \frac{U^2}{4} \right) \left( \nu_1^2 + \frac{U^2}{4} \right) \) and the Fermi function \( f(\epsilon) = \frac{1}{1 + e^{\Delta/\epsilon}} \). Note that, at this stage, the decomposition for the full vertex \( F \) is motivated solely by algebraic reasons, while the connection to the physical-scattering channels will be established in the following.

Let us now use the limits in Eqs. (15) to identify the contributions arising from the different diagrammatic classes. This task can be performed by considering each term in Eq. (19) separately. Let us illustrate this procedure for the pp-channel, beginning with the first term, \( F_{\text{odd}} \). Here, we have to translate from the purely fermionic notation to the mixed pp-notation:
\[ F_{\text{odd}, pp}^{\nu_1 \nu_2} = F_{\text{odd}}^{\nu_1 \nu_2} \frac{1}{(\Omega - \nu_1)(\Omega - \nu_2)} = U - \frac{3U^5}{16} \frac{1}{\nu(\Omega - \nu)(\Omega - \nu)(\Omega - \nu)(\Omega - \nu)} \]
\[ - \frac{U^3}{8} \frac{\nu^2 + (\Omega - \nu)^2 + (\Omega - \nu)^2 + \nu^2}{\nu(\Omega - \nu)(\Omega - \nu)(\Omega - \nu)(\Omega - \nu)}. \] (22)

The large frequency limits then result in
\[ \lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} F_{\text{odd}, pp}^{\nu_1 \nu_2} = U, \] (23a)
\[ \lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} F_{\text{odd}, pp}^{\nu_1 \nu_2} = U - \frac{U^3}{4} \frac{1}{\nu' \nu - \Omega}, \] (23b)
\[ \lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} F_{\text{odd}, pp}^{\nu_1 \nu_2} = U - \frac{U^3}{4} \frac{1}{\nu' \nu' - \Omega}. \] (23c)

As for the limits of the second term, \( F_{\text{pp}} \), we have
\[ \lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} F_{\text{pp}}^{\nu_1 \nu_2} = -\beta \delta_{0,0} \frac{U^2}{2} \frac{f \left( \frac{U}{2} \right)}{2}, \] (24a)
\[ \lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} F_{\text{pp}}^{\nu_1 \nu_2} = -\beta \delta_{0,0} \frac{U^2}{2} \left[ 1 + \frac{U^2}{4} \frac{1}{\nu^2} \right] f \left( \frac{U}{2} \right), \] (24b)
\[ \lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} F_{\text{pp}}^{\nu_1 \nu_2} = -\beta \delta_{0,0} \frac{U^2}{2} \left[ 1 + \frac{U^2}{4} \frac{1}{\nu^2} \right] f \left( \frac{U}{2} \right). \] (24c)

Determining the contributions from the remaining terms \( F_{\text{ph}} \) and \( F_{\text{ph}} \), which involves a translation from their respective mixed notation to the pp-notation, we find that their contributions vanish. This leads to the final expressions for the asymptotic functions in the pp-channel

\[ K_{1, pp, \uparrow \downarrow}^\Omega = -\beta \delta_{0,0} \frac{U^2}{4} \frac{f \left( \frac{U}{2} \right)}{2}, \] (25a)
\[ K_{2, pp, \uparrow \downarrow}^\Omega = \frac{U^2}{4} \frac{1}{\nu' \nu - \Omega} \left( K_{1, pp, \uparrow \downarrow}^\Omega - U \right), \] (25b)

while the \( K_2 \) can be acquired by means of the symmetry properties reported in Appendix [D]. Performing the analogous procedure for the remaining two channels yields

\[ K_{1, ph, \uparrow \downarrow}^\Omega = -\beta \delta_{0,0} \frac{U^2}{4} \left[ f \left( \frac{U}{2} \right) - f \left( -\frac{U}{2} \right) \right], \] (26a)
\[ K_{2, ph, \uparrow \downarrow}^\Omega = \frac{U^2}{4} \frac{1}{\nu' \nu + \Omega} \left( K_{1, ph, \uparrow \downarrow}^\Omega - U \right), \] (26b)

for the ph-channel, and

\[ K_{1, \bar{ph}, \uparrow \downarrow}^\Omega = \beta \delta_{0,0} \frac{U^2}{4} \frac{f \left( -\frac{U}{2} \right)}{2}, \] (27a)
\[ K_{2, \bar{ph}, \uparrow \downarrow}^\Omega = \frac{U^2}{4} \frac{1}{\nu' \nu + \Omega} \left( K_{1, \bar{ph}, \uparrow \downarrow}^\Omega - U \right). \] (27b)

in the \( \bar{\text{ph}} \) case.

Now that we have determined all asymptotic functions of the atomic limit vertex, let us consider its structures that are localized in the frequency domain. We proceed again in a term-wise fashion, beginning with \( F_{\text{odd}} \). By subtracting all asymptotic contributions arising from this term, we find that only the fifth order term \( -\frac{3U^5}{16} \prod_i \frac{1}{\nu_i} \) survives, while it remains unclear whether this term can
be attributed to the fully irreducible vertex function or the rest functions.

For the $F_\tau$ terms, let us again consider the $pp$-channel as an example. Here we find

$$F_{pp}^{\nu'\Omega} = \lim_{|\nu'\Omega| \to \infty} F_{pp}^{\nu'\Omega} = \lim_{|\nu'| \to \infty} F_{pp}^{\nu'\Omega} + \lim_{|\nu'| \to \infty} \lim_{|\nu'\Omega| \to \infty} F_{pp}^{\nu'\Omega}$$

$$= \left( \frac{U^2}{4} \frac{1}{\nu' \nu' - \Omega} \right) \times K_{pp,\uparrow\downarrow}^{\Omega} \times \left( \frac{U^2}{4} \frac{1}{\nu' \nu' - \Omega} \right).$$

This term contains three factors, i.e. a fermion-boson vertex that describes the coupling to a pairing field, the bosonic propagator in the $pp$-channel, and an additional fermion-boson vertex, as depicted schematically in Fig. [6]. We can thus argue diagrammatically that this localized term belongs to the rest function $R_{pp,\uparrow\downarrow}$. For the other channels, we find equally that the localized structures belong to the respective rest function, and hence $F_\tau \in \Phi_{\tau,\uparrow\downarrow}$.

Note that, to obtain the full rest functions as well as the fully irreducible vertex function, it would require the analytic expressions for all the reducible $\Phi$ functions, that have so far never been reported in the literature. Their calculation requires the very involved procedure of inverting analytically the Bethe-Salpeter equations, which goes beyond the scope of this paper. The resulting expressions should reproduce the multiple vertex divergencies appearing in the $\Phi$ functions for $T \leq \sqrt{3\pi}U$. As these divergent terms are not present in the full vertex $F$, they must be subjected to cancellations between $\Sigma_{2PI}$ and one (or more) of rest functions.

### B. Implementation for the fRG solver

The functional renormalization group approach implements Wilson’s renormalization group idea in a general field-theoretical framework. By introducing a scale-dependence into the quadratic part of the action, i.e. the non-interacting propagator

$$G_0(i\nu) \rightarrow G_0^\Lambda(i\nu),$$

one can derive an exact functional flow equation, also named “effective action”. This flow equation describes the gradual evolution of all correlation functions as the scale $\Lambda$ is varied from the initial to the final value. Being an exact reformulation of the initial problem, it serves as a basis for further approximations, and has been used in many different applications ranging from high-energy physics to condensed matter theory. In the fRG, this approximation consists in an expansion in orders of the fields, resulting in an infinite hierarchy of coupled ordinary differential equations for all $1PI$ n-particle vertex functions, e.g. the self-energy $\Sigma$, the two-particle vertex $F$ and so on. This hierarchy is typically truncated at the two-particle level, rendering the fRG perturbative in the interaction strength.

For the flow-parameter dependence, we consider in the following two different schemes: The so-called $\Omega$-flow

$$G_0^\Lambda(i\nu) = \frac{\nu^2}{\nu^2 + \Lambda^2} G_0(i\nu),$$

and the $U$-flow

$$G_0^\Lambda(i\nu) = \Lambda \cdot G_0(i\nu).$$

The $\Omega$-flow introduces an energy cutoff into the system, that allows to successively integrate out the different energy scales from high to low. This approach is very much in the spirit of other renormalization group approaches. The $U$-flow on the other hand introduces a frequency-independent regulator into the Green function that treats all energy scales on an equal footing. In this sense, the $U$-flow is more similar to common perturbative approaches.

The flow-equations resulting from a second order truncation of the flow-equation hierarchy can be summarized as follows, where, for simplicity, we consider the $SU(2)$ symmetric case. At the level of the self-energy, the derivative takes the simple form

$$\Sigma(k)^\Lambda = \int \frac{d^3k}{(2\pi)^3} \frac{1}{\nu'} S^\Lambda(k') \left[ F^\Lambda_{ph,\downarrow\downarrow} + F^\Lambda_{ph,\uparrow\downarrow} \right],$$

where we have introduced the so-called single-scale propagator

$$S^\Lambda(i\nu) = \partial_\Lambda G^\Lambda(i\nu)|_{\Sigma_\Lambda \text{ fixed}}.$$

At the level of the $1PI$ two-particle vertex, the flow-equation is composed of contributions from three scattering channels (particle-particle, particle-hole and transverse particle-hole)

$$F^\Lambda = T^\Lambda_{pp} + T^\Lambda_{ph} + T^\Lambda_{pp'},$$

where
These terms can be depicted diagrammatically as shown in Fig. 7 for the pp-channel. To understand the diagrammatic content generated by each channel let us refer to the previously introduced parquet equation, that holds for any scale $\Lambda$

$$F^\Lambda = \Lambda^{2\Pi_1}_\Lambda + \Phi^\Lambda_{pp} + \Phi^\Lambda_{ph} + \Phi^\Lambda_{ph}.$$  \hspace{1cm} (34)

Considering the vertex flow equation Eq. (32) (see also Fig. 7), it is obvious that at this level of truncation, the only diagrammatic content than can be generated by the flow is two-particle reducible, meaning $\Lambda^2_{2\Pi_1} = \mathcal{X}_{2\Pi_1}$.

We can thus separate the different two-particle reducible terms in Eq. (32), and identify

$$\Phi^\Lambda_{pp} = T_{pp}, \quad \Phi^\Lambda_{ph} = T_{ph}, \quad \Phi^\Lambda_{ph} = T_{ph}.$$  \hspace{1cm} (35)

This allows us to make use of the parametrization scheme described in Sec. III during the fRG flow. While keeping track of the reducible vertex functions on a finite frequency grid, we also track the flow of the previously introduced asymptotic functions. In fact, we can directly perform the limits in Eq. (12) to compute the corresponding derivatives

$$K^\Lambda_{1, r, \sigma \sigma'} = \lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} \Phi^\Lambda_{1, r, \sigma \sigma'}.$$  \hspace{1cm} (36a)

$$K^\Lambda_{2, r, \sigma \sigma'} = \lim_{|\nu| \to \infty} \Phi^\Lambda_{2, r, \sigma \sigma'} - K^\Lambda_{1, r, \sigma \sigma'},$$  \hspace{1cm} (36b)

$$K^\Lambda_{2, r, \sigma \sigma'} = \lim_{|\nu| \to \infty} \Phi^\Lambda_{2, r, \sigma \sigma'} - K^\Lambda_{1, r, \sigma \sigma'}.$$  \hspace{1cm} (36c)

In practice, these limits are performed numerically by setting the corresponding frequency to an arbitrarily large value. In doing this, we have to determine $F^\Lambda$ in the large frequency domain by making use of Eq. (11). In addition to the flow of the $\Phi$-functions we then track, using Eqs. (36), the flow of the asymptotic functions.

Due to the numerical costs involved in treating the full argument dependence of the vertex function, a simplified parametrization scheme\(^{[11]}\)

$$\Phi_{pp}^{kk'} \simeq K_{eff, pp}^q = K_{q_{pp}}^q + K_{[(\Omega/2)-v_0, k')q} + R_{pp}^{[(\Omega/2)-v_0, k')q}.$$  \hspace{1cm} (37)

has found extensive use in the fRG community. Here, $\nu_0, \frac{\pi}{\beta}$ denotes the first positive Matsubara frequency, and $[\ldots]$ will round up to the next bosonic Matsubara frequency.\(^5\) This scheme considers only the dominant transfer frequency dependence of the $K_2$ and $R$ functions, and will be compared to the full parametrization in Sec. IV.\(^3\) Performing the same approximation in the momentum domain limits the scattering to the s-wave type, while higher harmonics can be captured by means of a form-factor expansion.\(^{[12]}\)

The fRG flow equations in their second order truncated form account for the feedback of $F^\Lambda$ into the flow up to the second order. If we in addition consider partially the neglected contribution of the 1PI three-particle vertex in the flow equations, it is possible to account fully for the feedback up to $O(F^3)$.\(^{[13]}\) In practice this is achieved by taking into account both self-energy\(^6\), and vertex corrections from diagrams with overlapping loops,\(^{[13]}\) which is possible with a manageable numerical effort.\(^{[12]}\) These corrections will in the following be referred to as two-loop (2$\ell$) corrections to distinguish this scheme from the conventional one-loop (1$\ell$) one.

When considering the flow of the asymptotic functions, we find that including the two-loop corrections gives a substantial improvement of the two-particle vertex results. While a quantitative comparison between the one- and two-loop scheme will be presented in Sec. V,\(^2\) we can already understand from a simple diagrammatic argument that the lowest order contribution to $K_2$ is not fully captured in the one-loop scheme. Here, the derivative includes four contributions, as depicted in Fig. 8

---

\(^5\) The parametrization scheme presented in Eq. (37) was originally implemented at zero temperature, where the flow of each channel was determined for vanishing transfer frequency of the other two channels. At finite temperature, this choice is only possible for every other transfer frequency, as the condition $\left(\frac{\beta}{2\pi} \sum \Omega_r \right) \mod 2 = 1$ needs to hold. This leads to ambiguities in the definition.

\(^6\) The self-energy correction $S \to \partial_\Lambda G^\Lambda$ is generally referred to as Katanin-substitution.\(^{[12]}\)
The one-loop scheme accounts only for the first two diagrams, while the two-loop scheme includes all of them. In particular for the $U$-flow, the contribution from all four diagrams is equal, meaning that in its one-loop implementation the flow reproduces exactly $1/3$ of the exact value for $U \to 0$. This is verified numerically in Sec. V 2 (see Fig. 20). A similar argument can be made for the lowest order diagram of $R$, where the resulting factor is $1/3$.

C. Implementation for the parquet solver

In this section we discuss the implications of the asymptotic functions $K_1^n$ and $K_2^{eq}$ in the context of the parquet equations, that have been previously addressed from a numerical perspective in Ref. 8. We further demonstrate how the diagrams of $K_1, K_2$ and $R$ emerge naturally in a self-consistent solution of the parquet approximation.

Given the fully irreducible vertex function $\Lambda_{2PI}$, the parquet equations form a closed set of equations for the vertex functions $F, \Gamma_r$ and $\Phi_r$, as well as the self-energy $\Sigma$. They can be summarized schematically as

$$ F = \Lambda_{2PI} + \sum_r \Phi_r, \quad \Gamma_r = \Lambda_{2PI} + \sum_{r' \neq r} \Phi_{r'}, \quad \Phi_r = \Gamma_r GGF $$

while the detailed explicit forms of these equations are presented in Appendix.

In the following we consider the $SU(2)$ symmetric case, which allows us to decouple the Bethe-Salpeter equations by introducing the density ($d$), magnetic ($m$), singlet ($s$) and triplet ($t$) channel

$$ \Phi_d = \Phi_{ph,\uparrow\uparrow} + \Phi_{ph,\downarrow\downarrow}, \quad \Phi_m = \Phi_{ph,\uparrow\downarrow} - \Phi_{ph,\downarrow\uparrow}, \quad \Phi_s = \Phi_{pp,\uparrow\downarrow} - \Phi_{pp,\downarrow\uparrow}, \quad \Psi_t = \Phi_{pp,\uparrow\downarrow} + \Phi_{pp,\downarrow\uparrow} $$

and $F_r, \Gamma_r, R_r, K_{1,r}$ and $K_{2,r}$ for $r \in \{d, m, s, t\}$ are defined in the same way.

As observed in Ref. 8 and detailed in the previous sections, the reducible two-particle vertices $\Phi_r$ play a fundamental role in the correct treatment of the two-particle vertex function $F$, and thus for the solution of the parquet equations. The closed set of equations is solved self-consistently by using the iterative procedure described in the following. For this solution of the parquet equations, the fact that the asymptotic functions $K_1$ and $K_2$ allow us to determine the vertex functions on the whole frequency domain is essential, as every step of the solution requires translations between the different notations as e.g. demonstrated in Eq. (17). If the vertex functions were known only on a finite frequency grid, these translations would lead to a loss of frequencies with every iteration of the parquet equations.

The only approximation that enters in the solution of the parquet equations is the choice of the fully irreducible vertex $\Lambda_{2PI}$. In the parquet approximation, it is approximated by its lowest order contribution $\Lambda_{2PI} \sim U$, while the $D\Gamma A$ approximates $\Lambda_{2PI}$ by the local one of the effective impurity model. A typical procedure for the solution of the parquet approximation can then be outlined as follows:

1. Choose a finite but sufficiently large frequency range $[-\lambda, \lambda]$ for the problem studied
2. Initialize $\Sigma$ and the vertex functions $\Phi_r$ to 0, or make some educated guess for their starting values. Initialize $F$ and $\Gamma_r$ according to Eq. (38).\]
3. Calculate the reducible vertex functions $\Phi_r^{kk'q}$ with frequency arguments in the range $[-\lambda, \lambda]$ from the Bethe-Salpeter equations [Eq. (38) left].
4. Determine the asymptotic functions using

$$ K_{1,r}^{q} = \lim_{|\nu| \to \infty} \lim_{|\nu'| \to \infty} \Phi_r^{kk'q}, $$

$$ K_{2,r}^{kq} = \lim_{|\nu'\nu'| \to \infty} \Phi_r^{kk'q} - \Phi_{1,r}^{kq}, $$

where the limits are performed numerically using the Bethe-Salpeter equations. For an implementation using the scanning procedure outlined in Sec. IV see Ref. 8.
5. Compute the vertex functions $F_r^{kk'q}$ and $\Gamma_r^{kk'q}$ using the updated values of $\Phi_r^{kk'q}$ [Eq. (38)]. When any of the three frequency arguments of $k, k'$ or $q$ fall outside of the range $[-\lambda, \lambda]$, we approximate

$$ \Phi_r^{kk'q}_{pp,asympt.} \approx K_{1,pp}^{q} + K_{2,pp}^{kq} + K_{2,pp}^{k'q}. $$

6. Calculate the self-energy from $F$ through the Schwinger-Dyson equation [Eq. (38) right].
7. Go back to step 3 and iterate until convergence is achieved.
Let us now consider diagrams (see Fig. 9 for the $d$-channel) generated in the first iterations of the parquet approximation solution (assuming initial conditions $\Phi_r = 0$), and attribute them to the diagrammatic classes I ($\mathcal{K}_1$), II ($\mathcal{K}_2, \mathcal{K}_3$) and III ($\mathcal{R}$). After the first iteration the reducible vertex functions $\Phi_{kk}$ read

\[
\Phi_{d}^{kk} = U^2 \chi_{0, ph}^q, \quad \Phi_{m}^{kk} = U^2 \chi_{0, ph}, \quad (40a)
\]

\[
\Psi_{s}^{kk} = -2U^2 \chi_{0, pp}, \quad \Psi_{t}^{kk} = 0, \quad (40b)
\]

where $\chi_0$ denotes the non-interacting bubble (see first diagram in Fig. 9 for the $d$ case). This corresponds to the lowest order perturbation theory for $\Phi_r$, which is only dependent on the transfer frequency and momentum $q$, and can thus be attributed to $\mathcal{K}_1$. The dependence of $\Phi$ on the fermionic arguments is only generated when the updated vertex functions $F$ and $\Gamma$, e.g. for the $d$-channel

\[
F_{d}^{kk} = U - 2U^2 \chi_{0, ph}^q - U^2 \chi_{0, pp}^q + U^2 \chi_{0, ph}, \quad (41a)
\]

\[
\Gamma_{d}^{kk} = U - 2U^2 \chi_{0, ph}^q - U^2 \chi_{0, pp}^q, \quad (41b)
\]

are inserted into the Bethe-Salpeter equation in the second iteration. This produces the remaining diagrams in Fig. 9 and thus the first contributions to the $\mathcal{K}_2$ (II) and $\mathcal{R}$ (III) functions. Iterating this procedure, we generate successively all reducible diagrams. Results obtained by this approach for a SIAM are presented in the following Sec. V.

**V. COMPARISON TO EXACT RESULTS OF THE SIAM**

In this section we illustrate the high quality of the description of the vertex asymptotics obtained using the algorithmic implementations discussed in the previous sections.

In particular, we present results for the asymptotic functions as obtained from the fRG ($\Omega$-flow including two-loop corrections) and parquet approximation for a single impurity Anderson model and compare them with exact diagonalization data, which were acquired following the procedure outlined in Appendix C. Besides the asymptotic functions, also results for the rest function and the self-energy will be shown. In Sec. V 2 we will further discuss a detailed comparison between the fRG in its one- and two-loop implementation for both the $\Omega$- as well as the $U$-flow. We first consider the regime of weak coupling where the fRG and the PA, as approximation schemes, are expected to be quantitatively correct. Hence, in this regime, the comparison with the exact results of ED will represent a stringent test for our treatment of the high-frequency asymptotics. After having demonstrated that the error introduced in the high-frequency asymptotics of the vertex function is negligible, we proceed by applying our fRG and PA algorithms, including the high-frequency treatment, to the intermediate to strong coupling regime. In this case, the comparison to the ED will allow us to assess directly the intrinsic performance of the two approximations in the non-perturbative parameter region, because no spurious effects are introduced by an incorrect treatment of the high-frequency part anymore.

The system of interest in this section is a SIAM, i.e. a single impurity site with local repulsive Coulomb interaction $U$ coupled to a non-interacting bath (see Sec. II Eq. (1)). In our specific case, we consider a box-like density of states

\[
\rho(\omega) = \frac{1}{2D} \Theta(D - |\omega|), \quad (42)
\]

where $D$ denotes the half-bandwidth, which will be used as our unit of energy, i.e. $D = 1$. This bath is coupled to our impurity site by means of a hopping $t = \sqrt{2/\pi}$, such
FIG. 10: $K_1^{\Omega \uparrow \downarrow}$ for all three scattering channels. We present results obtained by fRG (left, solid), PA (right, solid) and ED (right, dashed) for the SIAM with $U = 1$, $\beta = 20$ and $\Delta(0) = D = 1$.

FIG. 11: $K_2^{\Omega \uparrow \downarrow}$ for all three scattering channels as a function of $\nu$ and for different values of $\Omega$. We present results obtained by fRG (left, solid), PA (right, solid) and ED (right, dashed) for the SIAM with $U = 1$, $\beta = 20$ and $\Delta(0) = D = 1$.

that the resulting hybridization function reads $\Delta(\omega) = \pi t^2 \rho(\omega) = 2 \rho(\omega)$. This choice results in $\Delta(0) = D = 1$, allowing us to directly relate our unit of energy to the one used in wide-band limit calculations, namely the hybridization function evaluated at the chemical potential.

However, the exact diagonalization of the SIAM is not possible for $\rho(\omega)$ of Eq. (42). Hence, we have determined a set of four optimized bath energy levels $\epsilon_n$ and hoppings $t_n$ with the resulting hybridization function

$$\Delta_{\text{ED}}^{\Omega}(\nu) = \sum_{n=1}^{4} \frac{t_n^2}{\nu - \epsilon_n},$$  (43)

in order to mimic the continuous bath of Eq. (42) in the best way possible within a discretized ED scheme. Following a somewhat similar strategy as in the ED algorithms for DMFT, we determine our bath parameters such that the norm

$$\sum_{\nu} |\Delta_{\text{ED}}^{\Omega}(\nu) - \Delta(\nu)|^2$$  (44)

is minimized. For an inverse temperature $\beta = 20$, which was used for all numerical calculations presented in this paper, we have $\epsilon_n = -0.7, -0.15, 0.15, 0.7$ and $t_n = 0.45, 0.34, 0.34, 0.45$. Note also that, since we are considering the particle-hole symmetric case, all two-particle quantities are purely real, while the self-energy is purely imaginary. Unless mentioned otherwise, calculations are performed with a frequency grid of $128 \times 128 \times 256$ Matsubara frequencies for the $\Phi$-functions, while grids of $128 \times 256$ and $256$ are chosen for $K_1$ and $K_2$ respectively.

Let us start considering the weak-coupling case ($U = 1$). The data for $K_1^{\uparrow \downarrow}$, $K_2^{\uparrow \downarrow}$ and $R^{\uparrow \downarrow}$ are presented in Fig. 10, Fig. 11 and Figs. 12 and 13 respectively. For this parameter choice, we find an excellent agreement between the different approaches and the exact solution for all quantities. At the level of the asymptotic function $K_1^{\uparrow \downarrow}$, no distinction can be made between the results of the different schemes, while for $K_2^{\uparrow \downarrow}$ the fRG shows some minor deviations w.r.t. PA and ED in the $pp$ and

---

8 The contour plots are created such that every small square of equal color represents the value of the function at the bottom left corner of this square.
FIG. 12: Rest function $R_{\nu',\Omega}^{\nu,\Omega}$ for all three scattering channels as a function of $\nu$ and $\nu'$ plotted for $\Omega = 0$. We present results obtained by fRG (1st row, left) and PA (2nd row, left) for the SIAM with $U = 1$, $\beta = 20$ and $\Delta(0) = D = 1$. The right side always shows the corresponding ED result.

FIG. 13: Same as Fig. 12 but for a finite transfer frequency $\Omega = 8\frac{2\pi}{\beta}$. 
main structures of the rest function $R$, which has as a leading order $U^4$, we find excellent agreement between PA and ED, while only minor deviations are again observed for the fRG. Note that, contrary to the plotting conventions adopted in previousRefs. 43, the fermionic frequencies are shifted by $\pm \Omega/2$ for $K_{2}$ and $R$, because the main frequency structures move outwards as $\Omega$ is increased. This observation suggests to include a corresponding shift also in the notation used in the numerical implementation, such that the localized frequency structures can be more efficiently captured by means of the finite grid even in the case of finite transfer frequency. Similar trends are observed for the self-energy, shown in Fig. 18. While PA and ED agree perfectly, we find that the fRG self-energy deviates from the exact results, especially in its tail.

All this numerical evidence proves the reliability of our treatment of the high frequency asymptotics within the different schemes (see also the results for $U = 2$ in the supplements), allowing us to evaluate in an unbiased way their intrinsic performance in the most challenging strong-coupling regime.

Due to the perturbative nature of fRG and PA, the situation changes drastically in the regime of stronger coupling. The corresponding results for $U = 4$ are presented for $K_{1,\uparrow\downarrow}$ and $K_{2,\uparrow\downarrow}$ in Figs. 15 and 16 respectively. Note that, for this value of the interaction, we are clearly in the non-perturbative regime, as divergences are already present in the exact vertices obtained by ED.

For both, PA and fRG, $K_{1,\uparrow\downarrow}$ shows already strong deviations from the exact results, while the qualitative structures are still captured. These deviations are particularly enhanced in the $ph$ and $\overline{ph}$ channel. In the case of $K_{2,\uparrow\downarrow}$ qualitative features are missed by the PA and fRG, in particular for $\Omega = 0$, while a qualitative agreement is still achieved for finite transfer frequency. As the main structures of the rest function $R$ are neither reproduced by PA nor by fRG, we show only one example for this comparison in Fig. 17 (the full vertices are reported in the supplements). Since this diagrammatic class is at least fourth order in the interaction, the strongest deviations were to be expected here. Finally, we note that for the self-energy, shown in Fig. 18, strong deviations are observed in both cases.

1. Neglecting the asymptotics

Let us now discuss the importance of considering asymptotic functions in numerical implementations. In this regard, we present in Fig. 19 results for $\text{Im} \Sigma(i\nu_{0})/U^2$ as a function of $U$ calculated by fRG and PA, with and without asymptotic functions, and compare them with the exact ED data. For these calculations, a frequency grid of $64 \times 64 \times 128$ Matsubara frequencies was used for the reducible vertex functions. In the large frequency domain, we used Eq. 9 and $\Phi_{\text{asymp}} \approx 0$ respectively.

We observe that the results for both, fRG and PA, are strongly affected if we include the asymptotic functions in the calculations: The comparison with the exact result improves by a substantial amount. This is a strong indication of the importance of a correct description of the high-frequency part of the vertex function in all vertex-based numerical implementations.

2. Higher order corrections in fRG

In this subsection, we provide a quantitative comparison between the SIAM results as obtained by means of fRG in its one- and two-loop implementation. To this aim, we compare in Fig. 20 the quantities $K_{1,\uparrow\downarrow}^{\nu_{0}=0}$, $K_{2,\uparrow\downarrow}^{\nu_{0}=0}$, as well as $\text{max}_{\nu_{0}} |R_{\nu_{0},\nu}(\Omega=0)|$ normalized by their leading order in $U$, to the exact ED results as well as to the PA. Consistently to our expectations, we find that the two-loop corrections yield a systematic improvement of the $K_{1}$, $K_{2}$ and $R$ functions acquired during the flow, in particular for larger values of the interaction.

More specifically, for $K_{1,\uparrow\downarrow}$ the two-loop corrections have a minor effect in the weak-coupling regime, whereas an excellent agreement with the exact results is achieved already at the one-loop level. At larger $U$, the one-loop scheme strongly overestimates $K_{1,\uparrow\downarrow}$. Here, the two-loop corrections yield a substantial improvement over the one-loop scheme, while underestimating $K_{1,\uparrow\downarrow}$. We also note the strongly improved agreement of the two-loop fRG with the PA, which is a trend to be expected, since the two-loop scheme allows to include higher orders of the reducible diagrams in an exact way.

As for $K_{2,\uparrow\downarrow}$, we observe that already in the limit $U \to 0$ the one-loop scheme fails to reproduce the exact result. This can be attributed to the fact that the lowest

---

9 For the particle-hole channel in the $\uparrow\downarrow$ spin configuration the bare bubble vanishes, resulting in a leading order $O(U^3)$. 
order diagram in \( K_{2,ph,↑↓} \) is of order \( U^3 \), and is thus not captured exactly in the one-loop scheme. In particular for the \( U \)-flow, we numerically verify the factor \( \frac{1}{2} \) (w.r.t. the exact result) already predicted diagrammatically at the end of Sec. [IV B] while for the \( \Omega \)-flow we find, numerically, a factor of \( \sim 0.89 \) in all channels. For larger values of \( U \), we observe a behavior similar to the one described for \( K_{1,ph,↑↓} \), that is, a systematic improvement of the results if the two-loop corrections are included in fRG.

For \( R_{ph,↑↓} \) the trend is similar, while, being a function of \( O(U^4) \), the relative deviations from the exact results increase substantially. The predicted factor \( \frac{1}{3} \) for \( U \to 0 \) is verified numerically, while for the \( \Omega \)-flow we find factors 0.78, 0.25 and 0.78 in the pp, ph and \( \overline{ph} \) channel respectively.

As for the comparison between the flow-schemes, consistently with the ratios in the weak-coupling regime, we
observe that the simpler $U$-flow performs overall worse than the $\Omega$-flow.

3. Efficiency of simplified parametrization schemes

In this subsection we preset results for the simplified parametrization scheme presented in Eq. (37). It has found extensive use in the fRG community, as it allows for a substantial speedup of numerical calculations. In the left two panels of Fig. 21 we compare the self-energy at the first Matsubara frequency ($\text{Im} \Sigma(i\nu_0)/U^2$) as well as its tail ($\text{Im} \Sigma(i\nu)/U^2$) for fRG one-loop and two-loop in their full and simplified ($K_{\text{eff}}$) implementation with PA and the exact results from ED.

For the self-energy at the first Matsubara frequency, we find a good agreement between the simplified parametrization scheme and the fully parametrized fRG implementation for both the one- and two-loop scheme, while the simpler scheme performs slightly worse in reproducing the exact results. In the case of the self-energy tail, the situation is reversed. Here, the aforementioned deviations of the fRG from ED are indeed cured by the simplified parametrization scheme.

To capture the effect of the simplified approximation scheme on the two-particle quantities, we compare in the right panel of Fig. 21 the corresponding susceptibility for the $ph$-channel for the two-loop case. It is important to note that $\chi$ cannot be directly extracted from $K_{\text{eff}}$ using Eq. (10) due to the effective inclusion of $K_2$ and $R$. Instead, we calculate the susceptibility after the flow by calculating explicitly the bare and vertex-corrected bubble according to equation Eq. (C1) (VC). This is compared, for an interaction value $U = 4$, to $\chi = K_1/U^2$ and the corresponding PA and ED data. We find that the simplified parametrization fails to qualitatively reproduce the exact susceptibility, while the other approximations, although underestimating $\chi$, compare qualitatively well with ED.\footnote{We note that $\chi$ calculated after the full two-loop flow by means of Eq. (C1) yields a result different from $K_1/U^2$. This is connected to the specific approximations introduced in the fRG, and is absent in the fully self-consistent PA.}

While the parametrization scheme of Eq. (37) performs well for one-particle quantities, we find that the qualitative features of the susceptibility are badly reproduced. Further, we observe that the ambiguities in the definition of the flow equations for the case of finite temperatures turn out to have a substantial effect on the results for larger values of the interaction. These are strong arguments for the fully parametrized schemes, that capture, consistently, all frequency structures of the two-particle vertex function.

VI. CONCLUSIONS AND OUTLOOK

We have presented a detailed analysis of the diagrammatic content of the two-particle vertex functions, focusing on the terms controlling their high frequency structures. This information is extremely valuable, also at a practical level, because the efficient algorithmic treatment of the vertex asymptotics is fundamental for several recently proposed quantum field theoretical approaches based on expansions around a correlated starting point. In particular, by focusing on the two-particle reducible parts of the vertex function, we could identify the different contributions to their high-frequency asymptotics as diagrammatic classes with a reduced frequency (and momentum) dependence, and establish a connection to the (physical) susceptibilities and the fermion-boson vertices. The gained insights are essential in order to devise efficient parametrization schemes for the two-particle vertex functions. We then discussed the algorithmic details necessary for the implementation of these ideas in numerical (and analytical) studies, considering as specific examples the functional renormalization group approach and the parquet approximation. In order to verify the correct treatment of the high frequency asymptotics, we benchmarked our numerical implementations for a SIAM against exact calculations from ED. Finally, we tested the intrinsic performance of the approaches also in the most challenging strong coupling regime.

This algorithmic progress paves the way towards a full numerical treatment of correlations at the two-particle level, which is pivotal for all vertex-based quantum many-body methods. In particular, these ideas are directly applicable in the treatment of non-local correlations beyond the dynamical mean-field theory by means of its cutting-edge diagrammatic extensions, such as the DF, the DMF2RG, the DΓA, and the recently introduced TRILEX and QUADRILEX approach.
FIG. 20: Comparison of $\mathcal{K}_{1, ph, \uparrow \downarrow}^{\Omega = 0}/U^3$, $\mathcal{K}_{2, ph, \uparrow \downarrow}^{\nu_0(\Omega = 0)}/U^3$, and $\max_{\nu'} |\mathcal{R}_{ph, \uparrow \downarrow}^{\nu', \Omega = 0}|/U^4$ ($\nu_0 = \frac{\pi}{2}$) for fRG in the one-loop (1l) and two-loop (2l) implementation, for both the $\Omega$- and $U$-flow, with ED and PA. We note that the one-loop $U$-flow diverges for $U = 3$ or larger.

FIG. 21: Left two panels: Comparison of $\text{Im} \Sigma(i\nu_0)/U^2$ and $\lim_{\nu \to -\infty} \text{Im} \nu \Sigma(i\nu)/U^2$ for fRG one-loop and two-loop with the corresponding simplified schemes introduced previously ($K_{\text{eff}}$, see Eq. (37)), PA and ED. Right panel: Comparison of the susceptibility $\chi$ in the ph-channel for $U = 4$ as obtained by means of Eq. (C1b) after the two-loop fRG flow ($\chi_{VC}$) in the conventional and the simplified scheme (eff). This is compared to the susceptibility $\chi$ obtained directly from Eq. (10) as well as the PA and ED result.
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Appendix A: Notations

In this appendix we present the definitions of the two-particle Green’s and (1PI) vertex functions following the notation of Refs. [HLRS], and further specify the notations used throughout this paper. Let us start by defining the two-particle Green’s function $G_2$, which reads

$$G_{2, \sigma_1 \sigma_2 \sigma_3 \sigma_4}(x_1, x_2, x_3, x_4) = \langle T(c_{\sigma_1}^\dagger(x_1)c_{\sigma_2}(x_2)c_{\sigma_3}(x_3)c_{\sigma_4}(x_4)) \rangle. \tag{A1}$$

Here, $c^\dagger$ (c) represent the fermionic creation (annihilation) operators with an associated spin $\sigma = \{\uparrow, \downarrow\}$, the brackets $\langle \rangle$ imply a thermal expectation value, $T$ denotes the time-ordering operator, and $x = (R_i, \tau)$ is a four-vector including the lattice site $R_i$ and the imaginary time $\tau$. First, we note that the number of spin combinations can be reduced by considering spin conservation and the antisymmetry of the two-particle Green’s function, allowing us to consider only

$$G_{2, \sigma \sigma'}(x_1, x_2, x_3, x_4) = G_{2, \sigma \sigma'}(x_1, x_2, x_3, x_4). \tag{A2}$$

Further, by making use of time and space-translational invariance, we can always shift all arguments such that $x_4 = 0$. This property can be exploited to yield moment-

\[\text{im} \Sigma(i\nu_0)/U^2\]
tum and frequency conservation, i.e.
\[
G_{2,\sigma\sigma'}^{k_1k_2k_3k_4} = \beta V_{\text{BZ}} \delta_{k_1+k_3,k_2+k_4} \times \\
\sum \prod_{i=1}^{3} \int_{k} \, G_{2,\sigma\sigma'}(x_1, x_2, x_3, 0) e^{-i k_1 x_1} e^{i k_2 x_2} e^{-i k_3 x_3},
\]
where \( k = (\nu, \mathbf{k}) \) represents the four-vector with momentum \( \mathbf{k} \) and Matsubara frequency \( \nu \). Here, we introduced the generalized four-vector integration \( \int \, dx = \sum_{\mathbf{R}} \int_{0}^{\beta} \, d\tau \), that combines the lattice-site summation with the imaginary time integration. The corresponding object in dual space reads \( \int \, dk = \frac{1}{V_{\text{BZ}}} \int_{\text{BZ}} \frac{d^k \mathbf{k}}{2\pi^3} \), where BZ denotes the first Brillouin zone with a volume \( V_{\text{BZ}} \).

To obtain the two-particle vertex function \( F \), we subtract the two possible contractions of the composite operator within the brackets (all disconnected diagrams) and subsequently cut the external fermionic legs. This yields

\[
F_{\sigma\sigma'}^{k_1k_2k_3k_4} = -G^{-1}(k_1)G^{-1}(k_3) \left[ G_{2,\sigma\sigma'}^{k_1k_2k_3k_4} - G(k_1)G(k_3) \left( \delta_{k_1,k_2} - \delta_{k_1,k_4} \delta_{\sigma,\sigma'} \right) \right] G^{-1}(k_2)G^{-1}(k_4). \tag{A4}
\]

Here, the additional minus sign is a matter of convention, which is commonly introduced such that the lowest order contribution of \( F \) is given by \( U \). Note that \( SU(2) \) symmetry is here and in the following explicitly assumed.

While so far we considered the two-particle Green and vertex function with purely fermionic arguments, one often introduces ‘mixed’ notations using a bosonic and two fermionic arguments, in order to highlight a specific scattering channel. The adoption of these notations is essential for the decomposition scheme presented in this paper, in particular for the reducible vertex functions. Hence, we introduce the particle-particle (\( pp \)) notation

\[
F_{pp,\sigma\sigma'}^{kk'q} = F_{\sigma\sigma'}^{k(q-k')(q-k')}, \tag{A5}
\]
the particle-hole (\( ph \)) notation

\[
F_{ph,\sigma\sigma'}^{kk'q} = F_{\sigma\sigma'}^{k(k+q)(k'+q)k'}, \tag{A6}
\]
and the transverse particle-hole (\( p\overline{h} \)) notation

\[
F_{ph,\sigma\sigma'}^{kk'q} = F_{\sigma\sigma'}^{k(k+q)(k'+q)}, \tag{A7}
\]
which are defined correspondingly for \( G_2 \) and the other vertex functions \( \phi, \Delta_{2\Pi} \) and \( \Gamma \) (see Sec. [II]). A diagrammatic representation of the three notations is shown in Fig. 22. Let us note that in general, for the two-particle vertex \( F \) and also for the fully irreducible vertex \( \Delta_{2\Pi} \), none of these notations is a priori more favorable, each of them just being an alternative way to look at the same physical object.

Finally, we introduce susceptibilities in all scattering channels,

\[
\chi_{pp,\sigma\sigma'}^{kk'q} = \sum k \sum k' \sum q \, dk \, dk' \, G_{2,c,pp,\sigma\sigma'}^{kk'q}, \tag{A8a}
\]
\[
\chi_{ph,\sigma\sigma'}^{kk'q} = \sum k \sum k' \sum q \, dk \, dk' \, G_{2,c,ph,\sigma\sigma'}^{kk'q} - \delta_{\sigma,\sigma'} \sum k \sum q \, dk \, G(k)G(k+q), \tag{A8b}
\]
\[
\chi_{p\overline{h},\sigma\sigma'}^{kk'q} = \sum k \sum k' \sum q \, dk \, dk' \, G_{2,c,p\overline{h},\sigma\sigma'}^{kk'q} + \sum k \sum q \, dk \, G(k)G(k+q). \tag{A8c}
\]

They can be easily combined to yield the physical susceptibilities in the density, magnetic, singlet and triplet channel\[III\].

**Appendix B: Explicit equations**

We here want to present some explicit forms of the parquet equations presented schematically in Sec. [IVC]. Let us begin by showing the Bethe Salpeter equations in
We want to point out the fond similarity between Eqs. (B1), which are the basis for the iterative parquet approximation solver, and the channel-resolved fRG flow Eqs. (33), which technically allows for very similar implementations of the two approaches.

In the \(SU(2)\) symmetric case they can be diagonalized by introducing the density \((d)\), magnetic \((m)\), singlet \((s)\) and triplet \((t)\) channel as introduced in Sec. [IVC] for any approach. Similarly, the channel-dependent irreducible two-particle vertex \(\Gamma_{r}^{kk'}q\) is obtained as \(\Gamma_{r}^{kk'}q = F_{r}^{kk'q} - \Phi_{r}^{kk'q}\).

### Appendix C: Extracting asymptotics from \(F\)

In this part we describe an approach that extracts the asymptotic functions directly from the full vertex function \(F\). This procedure was employed to acquire all presented high-frequency results for the ED vertices, and is based on the fact that one can write down explicit Feynman diagrams for all asymptotic functions. These consist of all possible ways of pinching two external legs of \(F\) into one bare vertex \(U_{[ED]}\). Since the latter is purely local in space and time, the dependence on two fermionic arguments is replaced by a single bosonic (transfer) one. The resulting diagrams for \(K_{1}\) are shown in Fig. [23] and read explicitly:
Appendix D, one can easily derive

Further, by exploiting the symmetry relations shown in Fig. 24. Note that here, the previously determined $K_{1,pp,\sigma\sigma'}$ is explicitly assumed. In the case of $K_2$ one introduces just one additional bare vertex, as shown in Fig. 24. Note that here, the previously determined $K_1$ has to be subtracted. The equations in all scattering channels then read

$$K_{1,pp,\sigma\sigma'}^q = U^2 \sum dk_i G(k_1)G(q-k_1)F_{pp,\sigma\sigma'}^{k,k,q}G(q-k_2)G(k_2) - U^2 \sum dk_1 G(q-k_1)G(k_1), \quad (C1a)$$

$$K_{1,ph,\sigma\sigma'}^q = U^2 \sum dk_i G(k_1)G(k_1+q)F_{ph,\sigma\sigma'}^{k,k,q}G(q-k_2)G(k_2+q) + U^2 \delta_{\sigma\sigma'} \sum dk_1 G(k_1)G(k_1+q), \quad (C1b)$$

$$K_{1,ph,\sigma\sigma'}^q = U^2 \sum dk_i G(k_1)G(k_1+q)F_{ph,\sigma\sigma'}^{k,k,q}G(k_2)G(k_2+q) - U^2 \sum dk_1 G(k_1)G(k_1+q). \quad (C1c)$$

Here $\sigma'$ denotes the opposite spin of $\sigma$, and $SU(2)$ symmetry is explicitly assumed. The equations in all scattering channels then read

$$K_{2,pp,\sigma\sigma'}^q = -U \sum dk_1 G(q-k_1)F_{pp,\sigma\sigma'}^{k,k,q}G(k_1) - K_{1,pp,\sigma\sigma'}^q, \quad (C2a)$$

$$K_{2,ph,\sigma\sigma'}^q = U \sum dk_1 G(k_1)F_{ph,\sigma\sigma'}^{k,k,q}G(k_1+q) - K_{1,ph,\sigma\sigma'}^q, \quad (C2b)$$

$$K_{2,ph,\sigma\sigma'}^q = -U \sum dk_1 G(k_1)G(k_1+q) \times \left[ \delta_{\sigma\sigma'} F_{ph,\sigma\sigma'}^{k,k,q} + (1-\delta_{\sigma\sigma'}) F_{ph,\sigma\sigma'}^{k,k,q} \right] - K_{1,ph,\sigma\sigma'}^q. \quad (C2c)$$

Further, by exploiting the symmetry relations shown in Appendix D, one can easily derive $K_2$ from $K_1$.

As it is typical within an ED algorithm for a SIAM, the values for $F$ are known numerically for a finite grid in the frequency domain. Thus, in the first calculation of the aforementioned diagrams according to Eqs. (C1) and (C2), we have to make a rough approximation for $F$ (i.e. $F = U$) in the large-frequency domain, which will introduce an error. To improve on this ‘one-shot’ calculation of the diagrams, we exploit a self-consistent scheme:

- I: Initialize the $K_1$’s and $K_2$’s to 0. Their grids may deviate from the grid for $F$.
- II: Calculate a set of new $K_1$’s and $K_2$’s according to Eqs. (C1) and (C2).
- III: Rebuild the vertex in an arbitrarily large region (as needed) using the updated asymptotic functions.
- IV: Continue from II till convergence.
Once the asymptotic functions are fully converged, we can directly determine the localized structures using

$$\Lambda_{2PI} + \sum_r R_r = F - \left( \sum_r \mathcal{K}_{1,r} + \mathcal{K}_{2,r} + \mathcal{K}_{2,r} \right).$$ \hspace{1cm} (C3)

Further, since, at this point, we have $F$ available in the full frequency domain, we can use this additional information to determine also all the $\Phi$ functions on an arbitrarily large frequency grid by means of the Bethe-Salpeter equations \[4\]. If needed, $R$ and $\Lambda_{2PI}$ can then be determined by Eq. \[13\] and Eq. \[2\] respectively.

The approach described in this section was used to compute all the exact asymptotic functions and reducible vertices presented in Sec. \[V\] from ED calculations, originally performed on a fermionic frequency grid of $128 \times 128 \times 128$ Matsubara frequencies. While here we are dealing with a purely local vertex, we stress that this approach is equally applicable in the non-local case.

**Appendix D: Symmetries**

1. **Symmetries of $K_1$ and $K_2$**

In this section we summarize the symmetries of the previously introduced asymptotic functions. Before addressing the specific physical symmetries of the system of our interest, which provide useful relations for $K_1$ and $K_2$, we provide some fundamental relations which hold independently of the system under analysis. First, we consider the exchange of two (fermionic) annihilation operators in the time-ordered matrix element of Eq. \[A3\], which, as a consequence of the Pauli-principle, yields a minus sign (also referred to as ‘crossing symmetry’). Diagrammatically speaking, this corresponds to an exchange of two outgoing lines. For $K_1$, this operation leads to the following relations:

$$K_{1,pp,\sigma\sigma'}^q = -K_{1,pp,\sigma\sigma'}^{q\sigma}$$ \hspace{1cm} (D1a)
$$K_{1,ph,\sigma\sigma'}^q = -K_{1,ph,\sigma\sigma'}^{q\sigma}$$ \hspace{1cm} (D1b)
$$K_{1,ph,\sigma\sigma'}^{q\sigma} = -K_{1,ph,\sigma\sigma'}^q$$ \hspace{1cm} (D1c)

Here, $\sigma\sigma'$ denotes a spin configuration of the external indices where spins are crossing. While for the $pp$ channel one finds relations between different spin configurations within the same channel, the $ph$ and $\bar{p}h$-channel are interchanged. Similarly, for $K_2$ one finds:

$$K_{2,pp,\sigma\sigma'}^{kq} = -K_{2,pp,\sigma\sigma'}^{qk}$$ \hspace{1cm} (D2a)
$$K_{2,ph,\sigma\sigma'}^{kq} = -K_{2,ph,\sigma\sigma'}^{qk}$$ \hspace{1cm} (D2b)
$$K_{2,ph,\sigma\sigma'}^{q\sigma} = -K_{2,ph,\sigma\sigma'}^{k\sigma}$$ \hspace{1cm} (D2c)

A second generic operation involves the simultaneous exchange of both annihilation and creation operators in Eq. \[A3\]. Diagrammatically, this corresponds to an exchange of both the incoming and outgoing particles. In this case we end up with the following relations for $K_1$:

$$K_{1,pp,\sigma\sigma'}^{q\kappa} = K_{1,pp,\sigma\sigma'}^{\kappa q}$$ \hspace{1cm} (D3a)
$$K_{1,ph,\sigma\sigma'}^{-q\kappa} = K_{1,ph,\sigma\sigma'}^{-\kappa q}$$ \hspace{1cm} (D3b)
$$K_{1,ph,\sigma\sigma'}^{-\kappa q} = K_{1,ph,\sigma\sigma'}^{-q\kappa}$$ \hspace{1cm} (D3c)

For $K_2$ one obtains:

$$K_{2,pp,\sigma\sigma'}^{kq} = K_{2,pp,\sigma\sigma'}^{(q-k)\kappa}$$ \hspace{1cm} (D4a)
$$K_{2,ph,\sigma\sigma'}^{kq} = K_{2,ph,\sigma\sigma'}^{(k+q)\kappa}$$ \hspace{1cm} (D4b)
$$K_{2,\bar{p}h,\sigma\sigma'}^{kq} = K_{2,\bar{p}h,\sigma\sigma'}^{(k-q)\kappa}$$ \hspace{1cm} (D4c)

While for this operation all the corresponding channels are conserved, the diagrammatic class changes from $K_2$ to $\bar{K}_2$ in the case of the $ph$ and $\bar{p}h$ channel.
To conclude the discussion of the fundamental relations, we consider the complex conjugation operation, that leads to the following relations for $K_1$:

\[
\begin{align*}
\left(K^q_{1,pp,\sigma}\right)^* &= K^{-q}_{1,pp,\sigma} & (D5a) \\
\left(K^q_{1,ph,\sigma}\right)^* &= K^{-q}_{1,ph,\sigma} & (D5b) \\
\left(K^q_{1,\bar{ph},\sigma}\right)^* &= K^q_{1,\bar{ph},\sigma'} & (D5c)
\end{align*}
\]

and for $K_2$:

\[
\begin{align*}
\left(k_{2,pp,\sigma}\right)^* &= K^{-(k-q)}_{2,pp,\sigma} & (D6a) \\
\left(k_{2,ph,\sigma}\right)^* &= K^{-(k-q)}_{2,ph,\sigma} & (D6b) \\
\left(k_{2,\bar{ph},\sigma}\right)^* &= K^{-(k-q)}_{2,\bar{ph},\sigma} & (D6c)
\end{align*}
\]

Using these fundamental relations, we can formulate the system-related physical symmetries, namely $SU(2)$, time reversal and particle-hole symmetry, in a channel-independent way. The results are summarized in Table I. Note that for the particle-hole symmetry, the relations differ for the frequency and momentum dependence. While in the purely local case, this symmetry implies a vanishing imaginary part of all two-particle quantities, this holds only for specific lattice-dependent $k$ vectors in the non-local case.

2. Symmetries of $R$

For the sake of completeness we report the symmetries of the remaining diagrammatic class, namely the rest function $R$, which hold equally for the reducible vertex functions $\Phi$. As shown above, the first set of fundamental relations results from exchanging two outgoing particles. We find the following relations for $R$ in the different channels:

\[
\begin{align*}
\mathcal{R}^{kk'q}_{pp,\sigma}\sigma' &= -\mathcal{R}^{(k-q)(-k')q}_{pp,\sigma}\sigma' & (D7a) \\
\mathcal{R}^{kk'q}_{ph,\sigma}\sigma' &= -\mathcal{R}^{k(q-k')q}_{ph,\sigma}\sigma' & (D7b) \\
\mathcal{R}^{kk'q}_{\bar{ph},\sigma}\sigma' &= -\mathcal{R}^{k(q-k')q}_{\bar{ph},\sigma}\sigma' & (D7c)
\end{align*}
\]

By means of the simultaneous exchange of both incoming and outgoing particles we obtain:

\[
\begin{align*}
\mathcal{R}^{kk'q}_{pp,\sigma}\sigma' &= \mathcal{R}^{(k-q)(-k')q}_{pp,\sigma}\sigma' & (D8a) \\
\mathcal{R}^{kk'q}_{ph,\sigma}\sigma' &= \mathcal{R}^{(k+q)(-k')q}_{ph,\sigma}\sigma' & (D8b) \\
\mathcal{R}^{kk'q}_{\bar{ph},\sigma}\sigma' &= \mathcal{R}^{(k+q)(-k')q}_{\bar{ph},\sigma}\sigma' & (D8c)
\end{align*}
\]

Finally, the complex conjugation operation leads to the following relations:

\[
\begin{align*}
\left(\mathcal{R}^{kk'q}_{pp,\sigma}\sigma'\right)^* &= \mathcal{R}^{(-k')(k-q)}_{pp,\sigma}\sigma' & (D9a) \\
\left(\mathcal{R}^{kk'q}_{ph,\sigma}\sigma'\right)^* &= \mathcal{R}^{(-k')(k-q)}_{ph,\sigma}\sigma' & (D9b) \\
\left(\mathcal{R}^{kk'q}_{\bar{ph},\sigma}\sigma'\right)^* &= \mathcal{R}^{(-k')(k-q)}_{\bar{ph},\sigma}\sigma' & (D9c)
\end{align*}
\]

In the same way as for $K_1$ and $K_2$, the fundamental relations for $R$ allow us to express the physical symmetries in a channel-independent way, see Table II.
