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Majorana fermions often coexist with other low-energy fermionic degrees of freedom. In such situation, topological quantum computation requires the use of fermionic zero modes of a many-body system. We classify all such modes for interacting fermions and show how to select the mode that maximizes the decoherence time. We find that in a typical interacting system the maximal decoherence time is within one order of magnitude from the decoherence time of a qbit based on the local part of the fermion parity operator.
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I. INTRODUCTION

The beautiful idea of topological quantum computation\textsuperscript{1,2} offers a conceptually simple and straightforward approach to quantum information processing: Logical operations can be performed by braiding topological excitations and the memory remains protected from errors as long as the ground state manifold is separated from the excitations by a sufficient gap. Several systems are expected to host non-Abelian particles which can be used to implement topological quantum computing. In particular, much attention has focused on fractional quantum Hall states in the second Landau level\textsuperscript{3,4}, p-wave superconductors\textsuperscript{5,6}, and heterostructures of superconductors and topological insulators\textsuperscript{7}. In a majority of those systems, topological excitations are bound states of Majorana fermions. Majorana fermions are insufficient for the universal quantum computation\textsuperscript{8,9} but they do provide a route to topologically protected memory.

A Majorana fermion can be thought of as a half of a complex fermion. Thus, a system of two distant Majorana fermions $\gamma_1$ and $\gamma_2$ possesses two degenerate quantum states which differ by their fermion parity. Those two states can be used to form a qbit (strictly speaking, one needs four Majorana fermions but this will not be important below). No local operators that affect parity can be constructed from $\gamma_1$ and $\gamma_2$ and hence the qbit enjoys topological protection. The situation changes, if other low-energy fermionic excitations are present. For example, a Majorana fermion in the core of a superconducting vortex is separated from other excitations in the vortex by a tiny minigap\textsuperscript{10}. Within the mean-field approximation those excitations do not interact with Majorana fermions but corrections to the mean-field theory are always present and can be significant and comparable to the minigap.\textsuperscript{10} As a result, the parity of the Majorana qbit no longer conserves.

An elegant way around this problem was proposed by Akhmerov in Ref. \textsuperscript{11}. The topological charge of a closed subsystem that contains a Majorana fermion must always conserve. As a consequence, the local part $\Gamma$ of the fermion parity operator can be used in place of the original Majorana fermion to obtain a protected qbit. The form of the local parity operator $\Gamma$ does not depend on any details of the closed system except the number of its degrees of freedom. Thus, the same solution works for any interaction, weak or strong, and even time-dependent Hamiltonians. The only weakness of the proposal is related to the fact that a Majorana qbit is never an ideal closed system\textsuperscript{12–15}. For example, it can exchange fermions with metallic gates used to control the system\textsuperscript{15}. Another problem comes from quasiparticle poisoning\textsuperscript{16–18}. In the ideal equilibrium limit, the number of bulk excitations scales as $\exp(-\Delta/T)$, where $\Delta$ is the energy gap, and hence is vanishingly small at low temperatures. However, in real low-temperature superconductors a nonequilibrium quasiparticle population is present and may considerably limit the qbit lifetime. The local parity $\Gamma$ is much more vulnerable to these and other decoherence mechanisms than an individual Majorana fermion.

Ref. \textsuperscript{27} has argued that other fermionic zero modes can be used to build a qbit with a longer lifetime than in Akhmerov’s proposal. An appropriate zero mode has been identified for a quadratic Hamiltonian. Its use significantly increases the decoherence time indeed. That observation could be anticipated from the fact that quadratic Hamiltonians correspond to the mean-field approximation. One can expect similar behavior in the limit of weak interactions. What happens beyond that limit remains an open question. We answer that question below. We find simple analytic expressions for all zero modes of a general fermionic Hamiltonian, use those expressions to estimate the maximum decoherence time, and give an algorithm for designing a qbit with the longest lifetime. At weak interaction, in a system of $2N+2$ Majorana fermions, the lifetime $\tau$ can be increased to about $2N\tau_\Gamma$, where $\tau_\Gamma$ is the decoherence time of the qbit, based on the local parity operator $\Gamma$. At strong interaction the gain in the lifetime is less spectacular: $\tau \lesssim 10\tau_\Gamma$.\textsuperscript{19,20}

This paper is organized as follows. As a warming-up exercise, in Section II, we consider the simplest case of one Majorana and one complex fermion. In Section III we classify all zero modes of a general interacting fermionic Hamiltonian and describe those modes which can be used in a qbit. A general expression for their decoherence time
is obtained in Section IV. We estimate the maximal decoherence time for strongly interacting systems in Section V. Sections II-V focus on systems made of fermions only. This is the main question addressed in this article. 

What happens in the presence of additional bosonic modes, such as phonons, is briefly discussed in Section VI. We summarize our results in Section VII. Four Appendices contain technical details.

II. ONE REAL AND ONE COMPLEX FERMION

This case is easy and always reduces to the mean-field limit considered in Ref. 27. We will generalize for an arbitrary number of degrees of freedom in subsequent sections.

One complex fermion is equivalent to two real fermions: $e^{iA} = (\gamma_1 + i\gamma_2)/2$. Thus, it is sufficient to study the problem with three Majorana fermions $\gamma_0, \gamma_1, \gamma_2$ with the anticommutation relations $\{\gamma_i, \gamma_j\} = 2\delta_{ij}$.

Let $f$ be another Majorana operator, localized far away from the subsystem, where $\gamma_i$ live. Consider a Majorana operator $F$, constructed from $\gamma_i$. Since $F$ obeys the Fermi statistics and anticommutates with $f$, it is a polynomial of an odd degree as a function of $\gamma_i, i = 0, 1, 2$. $F$ must also be Hermitian and satisfy the Majorana condition $F^2 = 1$. Then the operator $iFf$ has two parity eigenvalues $\pm 1$ which can be used to store quantum information. The information is preserved as long as the parity does not change. In a closed system, the parity conserves indefinitely as long as $F$ commutes with the Hamiltonian, i.e., is a zero mode. Thus, as the first step, we classify fermionic zero modes.

The Hamiltonian that controls the $\gamma_i$ degrees of freedom is a Bose-operator and reduces to a sum of products of even numbers of Majorana fermions. Since $\gamma_1^2 = 1$, the Hamiltonian is quadratic:

$$H = 2i(a_0\gamma_1\gamma_2 + a_1\gamma_2\gamma_0 + a_2\gamma_0\gamma_1) = i\sum_{ij} A_{ij} \gamma_i \gamma_j,$$

(1)

where $A_{ij}$ is a skew-symmetric matrix. Any three-dimensional skew symmetric matrix can be reduced to a block diagonal form

$$\tilde{A} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & a \\ 0 & -a & 0 \end{pmatrix},$$

(2)

by an orthogonal transformation $\tilde{\gamma}_i = \sum_{ij} O_{ij} \gamma_j$, where $\tilde{\gamma}_i$ is a new set of Majorana operators. Hence, the Hamiltonian can be rewritten as $H = 2ia\tilde{\gamma}_1\tilde{\gamma}_2$. In order to identify fermionic zero modes $F$ we need to compute the commutator $[H, F] = 0$. We find that all (Hermitian) zero modes $F$ reduce to linear combinations $F = a\gamma_0 + b\Gamma$ with real coefficients $a$ and $b$, where $\Gamma = i\gamma_0\gamma_1\gamma_2$ is the local parity operator. Since $F$ is a Majorana fermion, $F^2 = 1$. Therefore there are only two possibilities for $F$ (up to an overall sign): $F = \pm \gamma_0$ or $F = \pm \Gamma$.

The first choice corresponds to Ref. 27 and the second choice coincides with Akhmerov’s proposal.

Both choices would work equally well in a closed system. We now wish to include decoherence effects due to external degrees of freedom. As argued in Ref. 27, the decoherence time $\tau_F$ for $F = \Gamma$ is shorter than the decoherence time $\tau_0$ for $F = \gamma_0$. We review the estimate of the lifetimes below. We generalize it for larger systems in subsequent sections.

The lifetime depends on the details of the interaction with the bath. Thus, for the most general case, only a crude estimate can be obtained for the ratio of $\tau_0$ and $\tau_F$. Our estimate is based on a simple model of a bath as a system of noninteracting electrons $c_{k,i}$ with the Hamiltonian $H_b = \sum_{k,i} c_{k,i}^\dagger c_{k,i}$. The index $k$ is continuous and $i$ labels various discrete degrees of freedom. The calculations simplify slightly, if we assume that each operator $\tilde{\gamma}_i$ couples only with the bath fermions labeled by the same index $i$. Thus, the interaction with the bath is described by the Hamiltonian $H_I = \sum_{i,k} M_{k,i}(t)\tilde{\gamma}_i c_{k,i} + H.c.$

We will estimate the lifetime $\tau$ of a qubit by computing how long it takes until the bath flips the sign of the parity eigenvalue $iFf = \pm 1$. A similar estimate can be extracted from the time dependence of the parity correlation function $C(s) = \langle iF(t = 0)F(t = s)f \rangle$ and the condition $C(\tau) \sim C(0)/e = e^{-1}$. Both approaches also lead to similar results in a system with an arbitrary number of Majorana fermions.

Let the system be in an initial state $|0\rangle$ with a definite parity of the qubit $q(t = 0) = \langle 0| iFf |0\rangle$. $q(0)$ can be set equal to one without loss of generality. In order to compute the qubit lifetime we need to estimate the time-dependence of $q(t) = \langle \psi(t)| iFf |\psi(t)\rangle$, where $\psi(t)$ is the time-dependent wave function with the initial condition $|\psi(0)\rangle = |0\rangle$. Let $u$ be the matrix elements of the transition to the state $|\psi_q\rangle|\psi_b\rangle$ during the time interval $t$, where $|\psi_q\rangle$ is a wave function of the qubit and $|\psi_b\rangle$ a state of the bath. The probability is given by Fermi’s golden rule, $p \sim t^2\langle \psi_q| H_{I,\omega}|0\rangle^2$, where $H_{I,\omega}$ is the Fourier harmonic of the interaction at the frequency $\omega$, determined by the energy conservation: $\hbar\omega = E_{\text{final}} - E_{\text{initial}}$. The matrix element in the above formula is a linear combination of the products of the matrix elements $\langle \psi_q| \tilde{\gamma}_i |0\rangle$ and matrix elements of the fermion operators in the bath. The relevant matrix elements and densities of states depend on the details of the physical realization. For the sake of a general estimate, we use the simplest assumption that the probability to find the qubit in a common energy and total parity eigenstate $|\psi_q\rangle$ is $P_q = A \sum_{\tilde{\gamma}_i} |\langle \psi_q| \tilde{\gamma}_i |0\rangle|^2$, where $A$ does not depend on $|\psi_q\rangle$. It is easy to compute $q(t)$ now:
where it is legitimate to include \(|\psi_q⟩ = |0⟩\) in the sums in the first line. By setting \(F = γ_0\) we get \(q(t) = q_0(t) = 1 − 2At\) at \(t \ll 1/A\). By setting \(F = Γ\) we find \(q(t) = q_1(t) = 1 − 6At\). This shows that \(τ_0 = 3τ_1 ≈ 1/[2A]\).

The above results crucially depend on the existence of a linear zero mode in any system of three Majorana particles. Such modes do not exist in a generic system with more than three Majorana fermions. We address the structure of the zero modes for an arbitrary number of the degrees of freedom in the next section.

III. ZERO MODES

We consider a system of an arbitrary odd number \(2N + 1\) of interacting Majorana fermions \(γ_0, \ldots, γ_{2N}\). This is equivalent to a system of one Majorana and \(N\) complex fermions. We first neglect the interaction with the bath. Then the Hamiltonian \(H\) is a linear combination of various products of even numbers of Majorana operators.

As the discussion in the previous section shows, in order to construct a qubit, we need to identify a fermionic zero mode operator \(F\), constructed from \(γ_i\), such that \(F = F^\dagger\), \([H, F] = 0\) and \(F^2 = 1\). Then quantum information can be encoded in the total parity operator \(iFγ\), where \(γ\) is a Majorana fermion far away from \(γ_i\). We start with finding all fermionic zero modes \(O\), commuting with \(H\), and impose the Majorana condition \(O^2 = 1\) later.

Obviously, \(Γ = i^N Π_{i=0}^N γ_i\) is Hermitian and commutes with any Hamiltonian \(H\). The operator \(H\) also commutes with itself. Thus, any operator of the form

\[
O = P(H)Γ,
\]

where \(P(x)\) is a polynomial, is a fermionic zero mode. We show in Appendix B that there are no other fermionic zero modes for a generic Hamiltonian \(H\). We also find that for a generic Hamiltonian, there are exactly \(2^N\) linear independent integrals of motion of the above form. Note that the number \(2^N\) of fermionic zero modes has been identified in Ref. [27] for non-interacting Hamiltonians and in the case of infinitesimal interactions. On the other hand, we establish a general result.

The number of the linear independent zero modes is easy to understand. We first note that any fermionic zero mode can be obtained by multiplying a bosonic zero mode by \(Γ\). This establishes a one-to-one correspondence between bosonic and fermionic zero modes. Thus, it is sufficient to establish that there are exactly \(2^N\) linear independent bosonic zero modes. For this end, we notice that the Hamiltonian acts in the Hilbert space of dimension \(2^{N+1}\), defined by the \((2N + 2)\) Majorana operators \(γ_k\) and \(f\). There are \(2^N\) states of even parity \(iΓf\) and \(2^N\) states of odd parity \(iΓf\) in the Hilbert space. The two subspaces are connected by the operator \(Γ\). The Hamiltonian and all bosonic zero modes commute with \(Γ\) as well as with the parity operator \(iΓf\). Hence, they can be represented in the form of block operators with two identical blocks in the even and odd subspaces. This means, in turn, that it is sufficient to classify bosonic zero modes of the restriction of \(H\) to the even subspace. After the diagonalization of the Hamiltonian in that subspace, we obtain a diagonal matrix of size \(2^N\). Clearly, such matrix commutes with at least \(2^N\) linear independent Grassman operators that preserve the parity \(iΓf\) and commute with \(Γ\), i.e., bosonic zero modes. Moreover, there are exactly \(2^N\) linear independent modes in the generic case of the Hamiltonian without degenerate eigenvalues.

Appendix B contains a different proof, based on an explicit construction of the zero modes for particular Hamiltonians.

It is also easy to see that for a generic Hamiltonian, \(2^N\) linear independent fermionic zero modes can be selected in the form \(Ω_k = H^kΓ\), \(k = 0, \ldots, 2N − 1\). Indeed, if those modes were linear dependent then one could find a polynomial \(P(x)\) of a degree \(n < 2^N\) such that \(P(H) = 0\). Thus, \(P(Ω_k)\) is zero for all eigenvalues \(E_k\) of the Hamiltonian. However, in a generic situation there are \(2^N\) different energy levels \(E_k\) in contradiction with the fundamental theorem of algebra. Hence, the modes \(Ω_k\) are linear independent. Any other fermionic zero mode is a linear combination of the modes \(Ω_k\), i.e., satisfies Eq. (4), where the degree of the polynomial \(P(H)\) is less than \(2^N\).

Not all zero modes \(O = P(H)Γ\), \(\deg P(x) < 2^N\), are suitable to build a qubit. We need to impose the condition

\[
O^2 = 1.
\]

This is equivalent to \(P^2(H) = 1\). In turn, the former condition simplifies to \(P(E_k) = ±1\) where \(E_k\), \(k = 1, \ldots, N_E = 2^N\), are the eigenenergies of \(H\). All allowed polynomials \(P\) can be written in terms of \(E_k\) with the use of standard interpolation formulas, e.g.,

\[
P(x) = \sum_k P(E_k) Π_{n=1}^{k-1} \frac{x - E_n}{E_k - E_n} Π_{n=k+1}^{N_E} \frac{x - E_n}{E_k - E_n}.
\]

The number of the possible choices of \(P\) depends on the number \(N_E = 2^N\) of the energy levels of \(H\) and equals \(2^{N_E}\). This set is made of \(2^{N_E - 1}\) pairs of opposite polynomials \(P\) and \(-P\). Thus, there are \(2^{N_E - 1}\) ways to build a topological qubit.

The goal of the next two sections is to estimate the maximal lifetime for such qubits in the presence of a bath.
IV. DEPHASING

In this section we derive a general formula for the lifetime of a qubit. We will use it to estimate the maximal possible lifetime in a system of $2N+1$ interacting Majorana modes in the next section. The exact value of the lifetime depends on many details of the Hamiltonian and cannot be computed in a general situation. Thus, we limit ourselves to an estimate based on a simple model in the spirit of Section II.

Our model Hamiltonian is the sum of three pieces, \( H + H_b + H_l \), where \( H \) describes the Majorana degrees of freedom, \( H_b = \sum_{k,i} \epsilon_{k,i} c_{k,i}^\dagger c_{k,i} \) is the bath Hamiltonian, and \( H_l = \sum_{i,k} M_{k,i}(t) \gamma_i c_{k,i} + H.c. \) describes the interaction of the qubit with the bath. Quantum information is encoded in the total parity operator \( P = iFf \), where \( F \) is a fermionic zero mode (Section III) and \( f \) is a Majorana fermion, located far away from the Majorana fermions \( \gamma_0, \ldots, \gamma_{2N} \). As discussed above, \( F \) is a polynomial of \( \gamma \)'s:

\[
F = \sum_{n=0}^{N} i^n \sum_{\{k_1\}} a_{k_1,\ldots,k_{2n+1}} \Pi_{s=1}^{2n+1} \gamma_{k_s},
\]

where \( k_1 < k_2 < \cdots < k_{2n+1} \) and \( \{k_1\} \) is the shorthand for the set of the indices \( k_1, \ldots, k_{2n+1} \). The fact that \( F \) is Hermitian implies that the coefficients \( a_{k_1,\ldots,k_{2n+1}} \) are real. The normalization condition (5) means that

\[
\frac{\text{Tr} F^2}{2^{N+1}} = \sum_{\{k_1\}} a_{\{k_1\}}^2 = 1.
\]

In what follows we ignore the interaction between \( f \) and the bath and only compute the lifetime due to the interaction of the bath with the Majorana modes \( \gamma_k \). Assuming that the physics is similar in the regions, where \( F \) and \( f \) are localized, one can expect that the interaction of \( f \) with the bath cuts the lifetime in half.

We assume that initially the qubit is in a common eigenstate \( |q_k\rangle \) of the total parity operator \( P \) and the Hamiltonian \( H \), \( P|q_k\rangle = \pm |q_k\rangle \). The \( 2^{N+1} \) states \( |q_k\rangle \) form an orthonormal basis in the Hilbert space on which \( P \) and \( F \) act. Due to the interaction with the bath, the average \( q(t) = \langle P(t) \rangle \) depends on time and eventually approaches 0. Since \( P^2 = 1 \) for any choice of \( |q_k\rangle \), a convenient definition of the relaxation time is

\[
\tau = \frac{2P^2(0)}{-d\langle P(t) \rangle^2_{t=0}} = \frac{2}{d\langle P(t) \rangle^2_{t=0}},
\]

where the bar denotes the average with respect to all possible choices of \( |q_k\rangle \) and the angular brackets denote the average with respect to the time-dependent wave function.

In order to compute \( q(t) = \langle P(t) \rangle \) we need to know the density matrix of the qubit at the time \( t \). This reduces to the calculation of the transition probabilities from the initial state to all other states \( |q_i\rangle \). The probabilities can be computed with Fermi’s golden rule and depend on many features of the system. Following Section II, we make the simplest assumption that the transition probability between the states \( |q_i\rangle \) and \( |q_j\rangle \), \( i \neq j \), has the form

\[
q(t) = q(0)[1 - \sum_{i,j} A(t)|\gamma_i\rangle\langle\gamma_j|q_k\rangle^2] + \sum_{i,j} A(t)|\gamma_i\rangle\langle\gamma_j|P|q_k\rangle\langle\gamma_i|q_j\rangle
\]

\[
= q(0)[1 - (2N+1)A(t)] + A(t) \sum_{j} |\langle q_k|\gamma_j|P|q_j\rangle| = |\langle q_k|P|q_j\rangle|,
\]

where we include \( i = k \) in the sums, use the fact that \( P \) is diagonal in the \( |q_i\rangle \) basis, and set \( P_t = iQ_tf \) with

\[
Q_t = \sum_{n=0}^{N} [1 - 2(2n+1)A(t)]i^n \sum_{\{k_1\}} a_{k_1,\ldots,k_{2n+1}} \Pi_{s=1}^{2n+1} \gamma_{k_s}.
\]

Note that

\[
\frac{d}{dt} \left( \frac{\langle P(t) \rangle^2}{2^{N+1}} \right)_{t=0} = \frac{2\langle P(t) \rangle \frac{d\langle P(t) \rangle}{dt}}{2^{N+1}}
\]

\[
= \frac{2\text{Tr} P_t \frac{d\langle P(t) \rangle}{dt}}{2^{N+1}}_{t=0} = 2\langle Q_t \rangle \frac{d\langle Q_t \rangle}{dt} \bigg|_{t=0},
\]

where the inner product \( (A, B) \) is defined in Appendix A and we use the fact that \( P_{t=0} \) is diagonal in the \( |q_k\rangle \) basis. From Eqs. (12) one finds the decoherence time

\[
\tau = \frac{1}{2A \sum_{n=0}^{N} (2n+1) \sum_{\{k_1\}} a_{k_1,\ldots,k_{2n+1}}^2}.
\]

Eq. (13) can be used to estimate the decoherence time and select the most robust of the fermionic zero modes, listed in Section III, for use in a qubit. Longer lifetimes correspond to zero modes, dominated by contributions of lower orders in \( \gamma_i \)'s.

V. THE LONGEST DECOHERENCE TIME

In this section we estimate the longest decoherence time that can be achieved in an interacting system of \( 2N+1 \) Majorana fermions. As is illustrated in the case of \( N = 1 \) in Section II, at small \( N \) all zero modes can be
expected to have comparable decoherence times. Thus, we concentrate on the limit of large \( N \).

Based on Eq. 13, one expects that the local parity fermionic zero mode \( \Gamma \) always corresponds to the shortest decoherence time. Thus, any other choice of the zero mode improves the dephasing time. What is the maximal improvement one can achieve? Since the number of the Majorana zero modes is very large at large \( N \), one might think that at least one of the very many Majorana modes has the lifetime, much greater than \( \tau_\Gamma \). It turns out, however, that such intuition does not work for strongly interacting systems.

We start with an easy case of a noninteracting system, where the qubit Hamiltonian \( H \) is quadratic in Majorana operators. Similar to Section II, an orthogonal change of the variables reduces the Hamiltonian to the canonical form \( H = i \sum_{n=1}^{N} a_n \hat{\gamma}_{2n-1} \hat{\gamma}_{2n} \), where \( \hat{\gamma}_k \) \( (k = 0, \ldots, 2N) \) are new Majorana fermions and \( \hat{\gamma}_0 \) does not enter the Hamiltonian. The operator \( \hat{\gamma}_0 \) is a fermionic zero mode. It is a linear combination of the original Majorana fermions \( \gamma_k \). Consider a qubit, based on the Majorana mode \( \gamma_0 \). Eq. 13 shows that the decoherence time of such qubit does not depend on the system size \( N \) and equals roughly \( 1/[2A] \). For comparison, the decoherence time \( \tau_\Gamma \) for the local parity operator \( \Gamma = i N \Pi_{n=0}^{2N} \gamma_n \) scales as \( 1/N \). Thus, choosing \( \gamma_0 \) to build a qubit gives a considerable advantage at large \( N \) in agreement with Ref. 27. Unfortunately, such long lifetime cannot be obtained in a general strongly interacting system.

To see why, we start with a crude simplistic estimate. We will see that it has the same order of magnitude as the rigorous result. The fermionic zero modes, classified in Section III, are linear combinations of products of odd numbers of Majoranas. For our estimate, we will treat the zero modes as random vectors in the linear space of all such products. The total number of linear independent fermionic zero modes is \( 2^N \). In a system with \( 2N+1 \) Majorana fermions, one can construct exactly \( 2^N \) linear independent products \( \Pi_k \) of odd numbers \( \deg[\Pi_k] \) of Majorana operators. For the sake of a crude estimate, let us make a simplifying assumption that up to constant prefactors a set of \( 2^N \) linear independent fermionic zero modes can be chosen from those \( 2^{2N} \) products, i.e. monomial functions of Majorana operators. We will denote those linear independent modes \( F_1, \ldots, F_{2^N} \).

Let us estimate the decoherence times for the above \( 2^N \) modes \( F_k \). Eq. 13 shows that this is sufficient to identify the longest possible decoherence time.

A mode \( F_k \) is given by a product of \( \deg[F_k] \) Majorana operators. As Eq. 13 shows, to find the maximal decoherence time we need to identify the mode \( F_{\min} \) with the minimum degree \( \deg[F_{\min}] = d_{\min} \). The dephasing time can then be extracted from the value of \( d_{\min} \). Assuming that each \( F_n \) is randomly chosen among \( \Pi_i \), one expects that \( F_{\min} \) is typically one of the \( K = 2^{2N}/2^N = 2^N \) operators \( \Pi_i \) of the lowest degrees \( \deg[\Pi_i] = d_1 \leq d_2 \leq \cdots \leq d_K \). For a crude estimate we can set \( d_{\min} \sim d_K \). Then Eq. 13 yields the dephasing time \( \sim 1/[2Ad_K] \).

The number \( K \) of the operators \( \Pi_k \) with \( \deg[\Pi_k] \leq d_K \) can be easily found from combinatorics as \( K = L C_{2N+1}^{d_K} \), where the binomial coefficient \( C_{2N+1}^{d_K} = (2N+1)!/[d_K!(2N+1 - d_K)!] \) and \( (d_K/2N)^2 < L < (d_K + 1)/2 \). Since we are interested in \( d_K \) in large \( N \), the binomial coefficient can be approximated with the Stirling formula and

\[
K \approx \frac{L}{2\pi \sqrt{2}eN} \left[ \left( \frac{\epsilon}{2} \right)^{\epsilon/2} \left( 1 - \frac{\epsilon}{2} \right)^{1-\epsilon/2} \right]^{-2N},
\]

where we define \( \epsilon = d_K/N \). Next, we use the fact that \( K = 2^N \) to obtain \( \epsilon \approx 0.22 \). Hence, \( \deg[F_{\min}] \sim 0.2N \) and the decoherence time (13), \( \tau_{\max} \sim 5/2NA \). This scales as \( 1/N \) and is only one order of magnitude better than the estimate \( \tau_\Gamma \sim 1/[4NA] \) for a qubit, constructed from the local parity operator \( \Gamma \) in place of \( F_{\min} \).

The above conclusion agrees with the rigorous estimate from Appendix C. The maximal decoherence time depends on the details of the Hamiltonian and can be higher than the result of Appendix C for special Hamiltonians. To formulate our results precisely, we introduce a measure on the ensemble of all possible Hamiltonians \( H \) of a system with \( 2N+1 \) Majorana fermions. Specifically, we assume that the measure depends only on the inner product \( \langle H, H \rangle \), defined in Appendix A. The details of the dependence are not important. Then, in the limit of a large \( N \), our estimate applies to all Hamiltonians except a set of measure 0. We find that the dephasing time

\[
\tau_{\max} < \frac{5}{NA},
\]

VI. INTERACTION WITH BOSONS

So far, our focus has been on a system of fermions. In realistic systems, interaction with Bose degrees of freedom, such as phonons, is possible. The arguments from Sections III and IV easily translate to such situations. We first remove physically unimportant high energy states from the Hilbert space of bosons. Let the dimension of the truncated Hilbert space of bosons be \( D_b \). Any operator of the form \( \Pi \), where the Hamiltonian \( H \) includes both Fermi and Bose degrees of freedom, is still a fermionic zero mode; All fermionic zero modes satisfy \( \Pi \). The number of the linear independent zero modes changes but can be found with essentially the same argument as in Section III. It equals \( D_b 2^N \). Exactly the same prescription as in Section III can be used to construct zero modes, satisfying Eq. 13. The number of the ways to build a qbit is given by the same expression as before, \( 2^{N_b - 1} \), where the number of the different energy levels expresses now as \( N_b = D_b 2^N \) for a generic Hamiltonian.

The discussion of dephasing, Section IV, also applies. In particular, only a slight change is necessary in Eq.
The coefficients $\alpha_{(k_i)}$ in Eq. (7) should now be understood as Hermitian operators $\hat{a}^{\dagger}_{(k_i)}$ in the Hilbert space of bosons. In order to compute the dephasing time, $\text{Tr} \hat{a}^{2}_{(k_i)}/\hat{b}_{(k_i)}$ should be written instead of $\alpha^2_{(k_i)}$ in Eqs. (8) and (13) and $D_2 2^{N+1}$ instead of $2^{N+1}$ in Eq. (8).

We were unable to extend the rigorous proof of the estimate (15) from Appendix C to systems with bosons. Nevertheless, we expect the limit on the maximal decoherence time (15) to hold irrespective of the presence of Bose degrees of freedom. This expectation is supported by the qualitative argument below.

We first note that there are $D_b^2$ linear independent Hermitian operators $\hat{A}_k$ in the Hilbert space of bosons. They can be selected so that $\text{Tr} \hat{A}_i \hat{A}_j = \delta_{ij}$. Any of the Majorana zero modes, satisfying Eq. (6), can be represented in the form

$$ F = \sqrt{D_b} \sum_{k_1 < k_2 < \ldots < k_{2N+1}} c_{m,\{k_i\}}^{(n)} \hat{A}_m \prod_{s=1}^{2N+1} \gamma_{k_s}, \quad (16) $$

where $k_1 < k_2 < \ldots < k_{2N+1}$, $m = 1, \ldots, D_b^2$ and $\sum_{m,\{k_i\}}^{(n)} c_{m,\{k_i\}}^{(n)} = 1$. The dephasing time is given by Eq. (15) with $c_{m,\{k_i\}}^{(n)}$ in place of $\alpha_{(k_i)}$. For the sake of our qualitative argument we will treat the above Majorana zero modes (16) as random vectors in the space of all possible fermionic operators. The dimension of the latter space is $D_b^2 2^{2N}$. It will be convenient to set

$$ c_{m,\{k_i\}}^{(n)} = \frac{b_{m,\{k_i\}}^{(n)}}{\sqrt{\sum b_{m,\{k_i\}}^{(n)^2}}}. \quad (17) $$

This ansatz takes care about appropriate normalization conditions. For simplicity we will assume that $b_{m,\{k_i\}}^{(n)}$ are independent Gaussian variables. The results do not depend on their variance and we select the distribution functions of the form $P(b_{m,\{k_i\}}^{(n)}) \sim \exp[-(b_{m,\{k_i\}}^{(n))^2 D_b^2 2^{2N}/2}].$ This choice implies that $\langle \sum b_{m,\{k_i\}}^{(n)^2} \rangle = 1$.

Since there are $2^{D_b 2^{N-1}}$ Majorana modes (16), we can neglect the choices of the coefficients $b_{m,\{k_i\}}^{(n)}$ whose joint probability is below $2^{-D_b 2^{N}}$. For example, $\sum b_{m,\{k_i\}}^{(n)^2}$ is a random variable with the variance $2/(D_b^2 2^{2N})$. Thus, we can neglect the probability of the event that $|\sum b_{m,\{k_i\}}^{(n)^2} - 1| \gg 1/\sqrt{D_b^2 2^{2N}}$. Similar considerations show that we can neglect the probability of such configurations that $\sum_{2n+1 < 0,1/2N} b_{m,\{k_i\}}^{(n)^2} \sim 1$. Eq. (13) then immediately leads to the estimate (15).

In contrast to Appendix C, the above simple argument is not rigorous. In Appendix D, we use a rigorous approach to compare dephasing times for Hamiltonians, quadratic in Majoranas, in the absence and presence of bosonic modes. We find that Bose modes shorten the decoherence time. Thus, we expect that interaction with Bose modes improves the decoherence time in neither weakly nor strongly interacting systems.

VII. SUMMARY

A topological qbit can be constructed from a fermionic zero mode of a system of $2N+1$ Majorana fermions. We classified such modes $F_k$ for a generic Hamiltonian and found a simple analytical expression for all of them. We also proposed how to design the qbit with the longest decoherence time. One first needs to identify the modes, satisfying the Majorana condition $F_k^2 = 1$. Second, one should use Eq. (13) to estimate the decoherence time, corresponding to each choice of the zero mode, and select the most robust Majorana operator. In noninteracting systems, the decoherence times vary greatly, depending on the choice of $F_k$. We found that the maximum decoherence time does not depend on the system size in the absence of interactions. On the other hand, in strongly interacting systems, the shortest decoherence time $T_r \sim 1/[4NA]$ and the longest decoherence time (15) differ by no more than one order of magnitude. The contrast between interacting and noninteracting systems is not surprising. In the absence of interactions, it is possible to find a subsystem that does not feel most excitations in the bath. Such effectively isolated subsystems cannot exist in the presence of strong interactions.

Many-particle systems can exhibit many-body localization (MBL) in the presence of weak interactions. Localized states may support topological order and it was argued that MBL may be used to build robust topological memory in a large system. This does not conflict with our results in the case of strong interactions, where we find rapid decrease of the decoherence time as a function of $N$. First of all, MBL occurs at weak interactions, where our results do not apply. Even more importantly, a typical Hamiltonian in the space of all Hamiltonians, Appendix C, involves the interaction of all pairs of Majorana modes. This is natural for Majorana fermions, localized in the same vortex, but quite different from what happens in systems with MBL. Such systems have zero measure in the space of the interacting Hamiltonians at $N \to \infty$.

It was proposed in Ref. [27] that selecting a zero mode with the longest decoherence time is a route to more robust topological quantum computation. Our results show that such strategy is rather limited. The structure of all zero modes, except $\Gamma$, is complicated and sensitive to the system details. It is not obvious how to access them experimentally. Taking into account a relatively small gain in the decoherence time from optimizing $F_k$, we see that the advantages of such optimization are narrow. The only ways to dramatically improve the decay time consist in 1) suppressing the interaction with the bath; 2) reducing the interaction between the fermions that form the qbit or 3) cutting the number of low-energy degrees
of freedom by increasing the minigap\textsuperscript{22,33}.
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\section*{Appendix A: Inner product of operators.}

In this appendix we introduce the notion of the inner product of operators, constructed from Majorana fermions. This notion is used in Sections IV and V of the main text and Appendices B and C.

We consider $2N + 2$ Majorana fermions $\gamma_0, \ldots, \gamma_{2N}$ and $\gamma$. They act in the Hilbert space of dimension $D = 2^{N+1}$. One can also associate this set of Majoranas with two linear spaces of operators. The space $\mathbb{L}_{\text{even}}$ includes all Hermitian operators that express as linear combinations of products of even numbers of the operators $\gamma_i$. We will denote such products as $E_{\{k\}} = \mathbb{E}_{k_1,\ldots,k_2}$, where $n = 0, \ldots, N$ and $k_1 < k_2 < \cdots < k_{2N}$. The product of zero $\gamma$’s is defined as $E = 1$. Any vector in $\mathbb{L}_{\text{even}}$ can be represented as $\sum_{n=0}^{N} \sum_{k_1,\ldots,k_{2N}} a_{k_1,\ldots,k_{2N}} \mathbb{E}_{k_1,\ldots,k_{2N}}$. We prove below that $\mathbb{E}_{k_1,\ldots,k_{2N}}$ form a basis in $\mathbb{L}_{\text{even}}$. Note that the operator $\gamma$ does not enter any of the expressions for $\mathbb{E}_{k_1,\ldots,k_{2N}}$. Note also that the Hamiltonian of the qubit is a vector in the space $\mathbb{L}_{\text{even}}$.

The space of fermionic Hermitian operators $\mathbb{L}_{\text{odd}}$ is constructed in a similar way. The only difference is that any vector in $\mathbb{L}_{\text{odd}}$ is a linear combination of the products $O_{\{k\}} = \mathbb{O}_{k_1,\ldots,k_{2N+1}} = i^n \gamma_{k_{2N+1}} \gamma_{k_1} \mathbb{P}_{k_{2N+1}}$ of odd numbers of the Majorana operators $\gamma_{k_1}$, $k_1 < \cdots < k_{2N+1}$.

Consider two vectors in the space $\mathbb{L}_{\text{even}}$:

\begin{align*}
A &= \sum_n \sum_{k_1,\ldots,k_{2N}} a_{k_1,\ldots,k_{2N}} \mathbb{E}_{k_1,\ldots,k_{2N}} \quad \text{and} \\
B &= \sum_n \sum_{k_1,\ldots,k_{2N}} b_{k_1,\ldots,k_{2N}} \mathbb{E}_{k_1,\ldots,k_{2N}}. 
\end{align*}

We define their inner product as

\begin{equation}
(A, B) = \text{Tr} AB / 2^{N+1}. \tag{A1}
\end{equation}

It is easy to see that the product is positive definite and satisfies all other requirements for an inner product in a Euclidean space.

Let us check that $(E_{\{\alpha\}}, E_{\{\beta\}}) = \delta_{\alpha,\beta}$, where $\delta_{\alpha,\beta} = 1$, if the sets of the indices $\alpha$ and $\beta$ are identical, and $\delta_{\alpha,\beta} = 0$ otherwise. This statement is equivalent to the requirement that

\begin{equation}
\text{Tr} \mathbb{E}_{k_1,\ldots,k_{2N}} = 2^{N+1} \delta_{n,0}. \tag{A2}
\end{equation}

Proving (A3) is easy. It follows immediately after we construct the complex fermions $\zeta_m = (\gamma_{k_{2m-1}} + i \gamma_{k_{2m}}) / 2$ and rewrite $E_{k_1,\ldots,k_{2N}}$ as $\mathbb{P}_{k_{2N+1}} (2\zeta_m^\dagger e_m - 1)$.

We have thus proved that the Hermitian operators $E_{k_1,\ldots,k_{2N}}$ form an orthonormal basis in the space $\mathbb{L}_{\text{even}}$. It then follows that the coefficients $a_{k_1,\ldots,k_{2N}}$ and $b_{k_1,\ldots,k_{2N}}$ in the expansions $\{A1\}$ of the Hermitian operators $A$ and $B$ must be real. We also get a simple expression for the inner product in terms of the coordinates: $(A, B) = \sum_n a_{k_1,\ldots,k_{2N}} b_{k_1,\ldots,k_{2N}}$.

The definition of the inner product in the space $\mathbb{L}_{\text{odd}}$ is the same: If

\begin{align*}
A &= \sum_n \sum_{k_1,\ldots,k_{2N+1}} a_{k_1,\ldots,k_{2N+1}} \mathbb{O}_{k_1,\ldots,k_{2N+1}} \quad \text{and} \\
B &= \sum_n \sum_{k_1,\ldots,k_{2N+1}} b_{k_1,\ldots,k_{2N+1}} \mathbb{O}_{k_1,\ldots,k_{2N+1}} \tag{A4}
\end{align*}

then

\begin{equation}
(A, B) = \text{Tr} AB / 2^{N+1} = \sum_n a_{k_1,\ldots,k_{2N+1}} b_{k_1,\ldots,k_{2N+1}}. \tag{A5}
\end{equation}

Just as above, the Hermitian operators $O_{\{k\}}$ form an orthonormal basis in the Euclidean space $\mathbb{L}_{\text{odd}}$ and the coordinates $a_{\{k\}}, b_{\{k\}}$ are always real.

\section*{Appendix B: Classification of zero modes.}

We are looking for Hermitian operators $F = F^\dagger$ that commute with the Hamiltonian $H$ and anticommute with the Fermi operator $\gamma$ which creates excitations far away from the Majorana modes $\gamma_i$.

Clearly,

\begin{equation}
F = P(H) \Gamma, \tag{B1}
\end{equation}

where $P(H)$ is an arbitrary polynomial of the Hamiltonian and $\Gamma = i^n \mathbb{P}_{k=0}^{2N} \gamma_k$ the local parity operator, are integrals of motion that satisfy Fermi statistics. For some Hamiltonians, additional fermionic zero modes are possible. For example, any fermionic operator commutes with the Hamiltonian, if $H = 0$. We show below that for a typical Hamiltonian all fermionic zero modes have the form $\mathbb{B}_{1}$ and exactly $2^N$ of such modes are linear independent. Those statements do not hold for a zero-measure set of Hamiltonians only.

It was stated in Ref. \textsuperscript{27} that there are exactly $2^N$ fermionic zero modes in the absence of interactions and for infinitesimal interactions. Here we find the number of the zero modes for an arbitrary interaction strength. We also give an explicit formula for all integrals of motion.

We first prove the existence of $2^N$ linear independent integrals of motion of the form $\mathbb{B}_{1}$. This is equivalent to finding $2^N$ linear independent polynomials $P(H)$. We
show below that the appropriate polynomials are \( P(H) = H^k \) with \( k = 0, 1, \ldots, 2^N - 1 \).

We start with an example. Let the Hamiltonian be

\[
H = \sum_{n=0}^{N} \sum_{0<k_1<k_2<\ldots<k_n<N+1} u_{k_1,\ldots,k_n} \prod_{j=1}^{n} \alpha_{k_j}, \quad (B2)
\]

where \( u_{(k_j)} \) are constants and \( \alpha_k = i\gamma_{2k-1}\gamma_{2k} \). Note that all \( \alpha_k \) commute with each other and square to 1. Hence, the multiplicative group \( G \) of all possible products of several operators \( \alpha_k \) is \( G = \mathbb{Z}_2^N \). The identity operator plays the role of the identity element in the group. The Hamiltonian \( H \) is an element of the group algebra \( R[G] \) of \( G \).

The same is true for any polynomial \( P(H) \). The Abelian group \( G \) has \( \dim G = 2^N \) one-dimensional representations \( R_k, k = 1, \ldots, 2^N \), whose characters are \( \pm 1 \). Thus, the group can be faithfully represented by \( 2^N \times 2^N \) diagonal matrices \( M(g_s), g_s \in G \), whose nonzero entries \( M_{kk}(g_s) \) equal the characters of the elements of \( G \) in the representation \( R_k \). In such representation, \( H \) becomes a diagonal matrix whose diagonal elements \( H_{jj} \) are linear combinations \( \sum_{n} \sum_{0<k_1<k_2<\ldots<k_n<N+1} \pm u_{k_1,\ldots,k_n} \) with a different set of signs in front of the variables \( u_{k_1,\ldots,k_n} \) for each \( j \). For almost any choice of \( H \), all \( 2^N \) entries \( H_{jj} \) are different from each other. Consider now an arbitrary linear combination \( \sum_{k=0}^{2^N - 1} c_k H^k = Q(H) \), where the degree of the polynomial \( Q(x) = \sum c_k x^k \) is \( 2^N - 1 \) or lower. \( Q(H) \) is a diagonal matrix with the entries \( Q(H_{jj}) \). They could be simultaneously zero only if all the numbers \( H_{jj} \) were the roots of \( Q(x) \), in contradiction with the fundamental theorem of algebra. Hence, \( Q(H) \neq 0 \). This proves that the operators \( H^k, k = 0, \ldots, 2^N - 1 \) are linear independent.

So far the desired property of linear independence was established for a special class of Hamiltonians \( \{B2\} \). We now demonstrate that the result for this special class implies the general statement. Indeed, any Hamiltonian \( H \) can be seen as a vector in the space \( L_{\text{even}} \) (Appendix A) and is defined by its \( 2^N \) coordinates \( a_{(k_j)} \) in the basis \( E_{(k_j)} \) (see Appendix A for details). The components of any polynomial \( H^k \) in the same basis are polynomials of \( a_{(k_j)} \). Let us write the components of the vectors \( H^k \), \( k = 0, \ldots, 2^N - 1 \) in the form of a \( 2^N \times 2^N \) matrix \( T \). The coordinates of any of the \( 2^N \) vectors \( H^k \) form one row of the matrix. Let us first select an arbitrary Hamiltonian \( H_1 \) of the form \( \{B2\} \). Then the rank of the matrix \( T \) is \( 2^N \) since all of its rows are linear independent. Hence, \( T \) has a nonzero minor \( M_T \) of size \( 2^N \). Let us now consider an arbitrary Hamiltonian \( H \). We form the matrix \( T \) and compute exactly the same minor as for \( H_1 \), i.e., select the same columns that form \( M_T \) and compute the determinant of the square matrix, formed by those \( 2^N \) columns. We obtain a polynomial of \( a_{(k_j)} \). We know that the minor is nonzero for any particular choice of the variables \( a_{(k_j)} \). Since it is a polynomial, it follows that it is nonzero for almost any other choice. Thus, the rank of the matrix \( T \) is \( 2^N \) almost everywhere and hence the

\( 2^N \) operators \( H^k \) are linear independent indeed.

We need to prove the converse statement now: almost all Hamiltonians have no more than \( 2^N \) fermionic zero modes. We will prove instead that there are no more than \( 2^N \) bosonic modes. This is enough since multiplying Hermitian bosonic zero modes by \( \Gamma \) establishes a one-to-one correspondence between bosonic and fermionic zero modes.

A zero mode \( F \) is a Hermitian operator that satisfies the equation \([H, F] = 0 \). We consider \( F \) as a vector in \( L_{\text{even}} \) and introduce a linear operator \( \tilde{H} \) from \( L_{\text{even}} \) such that \( HF = i[H, F] \). Since zero modes form the kernel of \( \tilde{H} \), our goal is to prove that \( \dim \ker \tilde{H} \leq 2^N \) for almost all \( H \).

As above, we first prove that inequality for a particular Hamiltonian

\[
H_0 = U \sum_{k=1}^{N} 2^k \alpha_k, \quad (B3)
\]

where \( U \neq 0 \). An arbitrary zero mode is determined by its coefficients in the basis \( E_{(k_j)} \). It will be convenient to change the notation for the basis vectors. This will help us better exploit the structure of \( H_0 \). We define the following operators: \( Z_{k,0}^k = 1, Z_{k,0}^{-1} = \alpha_k, Z_{k,1}^k = i\gamma_{2k-1}, Z_{k,-1}^k = i\gamma_{2k}, z_0 = 1, z_1 = \sqrt{i\gamma_0}, \) \( k = 1, \ldots, N \). Any operator \( E_{(k_j)} \) can be represented as a product \( z_{s_1} \prod_{k=1}^{N} Z_{p_k,s_k}^{k} \). We will denote such products as \( e_{s_0,p_1,s_1,\ldots,p_n,s_n} \). Let us cut the set of integers \( S = \{1, 2, \ldots, N\} \) into two nonintersecting sets \( S_1 \) and \( S_2 \) whose union is \( S \). Consider the subspace \( L_{S_2} \) of \( L_{\text{even}} \), spanned by the vectors \( e_{s_0,p_1,s_1,\ldots,p_n,s_n} \) with \( p_k = 0 \) for all \( k \in S_1 \), \( p_k = 1 \) for all \( k \in S_2 \), and \( s_0 = (\text{card } S_2) \mod 2 \), where card means the number of the elements in a set. Any such subspace is an invariant subspace of \( \tilde{H} \). Thus, in order to find the kernel of \( \tilde{H} \) it is sufficient to find the kernels of its restrictions to the above subspaces.

Let us first consider the subspace \( L_0 \) that corresponds to \( S_2 = \emptyset \). This space of dimension \( 2^N \) is all in the kernel \( \ker \tilde{H} \). Thus, we need to prove that the restrictions of \( H \) to all other subspaces \( L_{S_2} \) have trivial kernels.

Let us focus on one such subspace \( L = L_{S_2} \), \( S_2 \neq \emptyset \). It will be convenient to change the notation for the basis vectors in the subspace \( L \) one more time. We define \( e_{s_0,p_1,s_1,\ldots,p_n,s_n} = (s_{k_1},s_{k_2},\ldots,s_{k_C}), \) where \( C \) is the number of the elements of \( S_2 \) and \( k_1 > k_2 > \cdots > k_C \) are the elements of \( S_2 \). Consider an arbitrary nonzero vector in \( L \), \( v = \sum a_{s_{k_1},\ldots,s_{k_C}} (s_{k_1},\ldots,s_{k_C}) \). Let \( a_{r_1,\ldots,r_C} \) have the maximal absolute value \( |m| \) among all the components of \( v \). We will now compute the projection of \( \tilde{H} v \) on the vector \((-r_1,r_2,r_3,\ldots,r_N)\) (the inner product was defined in Appendix A). We find that the absolute value of the projection is no less than \( 2|m|U|\sum_{r=2}^{C} a_{r}^{k_r} > 0 \). Hence, \( \tilde{H} v \neq 0 \). Since \( v \) is an arbitrary vector, we have established that the restriction of \( \tilde{H} \) to \( L \) has a trivial kernel. It follows that \( \dim \ker \tilde{H} = 2^N \) and \( H_0 \)
has exactly $2^N$ bosonic (and hence also fermionic) zero modes.

What about an arbitrary Hamiltonian? The number $K$ of the bosonic (and fermionic) zero modes is determined by the rank of the linear operator $\hat{H}$ in the space $L_{\text{even}}$: $K = 2^{2N} - \text{rank} \hat{H}$. We want to prove that rank $\hat{H} \geq 2^{2N} - 2^N$ for almost all Hamiltonians. The latter inequality has been established for $H_0$. Consider the matrix of the operator $\hat{H}$, corresponding to $H = H_0$, in the basis $E_{(k)}$. It has a nonzero minor of the dimension $(2^{2N} - 2^N)$. The minor is a polynomial of the matrix elements of $\hat{H}$. Those matrix elements are, in turn, linear combinations of the coordinates of $H$, if $H$ is interpreted as a vector in $L_{\text{even}}$ and expanded as a linear combination of $E_{(k)}$. Thus, the minor is a polynomial function of the components of $H$ seen as a vector in $L_{\text{even}}$. That polynomial is nonzero at $H = H_0$. It follows that it is nonzero for almost all choices of the components of $H$, i.e., for almost all Hamiltonians. Thus, the rank of $\hat{H}$ is almost always at least $2^{2N} - 2^N$. This finishes the proof of the statement of Appendix B.

Appendix C: Structure of zero modes.

In this Appendix we derive Eq. (14). As discussed in Section V, we are only interested in the limit of large $N$.

1. The idea of the argument

We start with the summary of our argument.

Zero modes are polynomials of $\gamma_k$’s. Long decoherence times correspond to polynomials with large coefficients in front of the terms of low powers in $\gamma_k$ and small coefficients in front of the terms of high powers in $\gamma_k$. We want to prove that for almost all Hamiltonians, all of their fermionic zero modes have decoherence times that scale as $1/N$ and satisfy Eq. (14).

In order to make the above statements precise, we introduce a measure on the set of all possible Hamiltonians of a system of $2N + 1$ Majorana fermions. This gives a clear meaning to the phrase “almost all Hamiltonians”. We also need to define what is meant by low and high powers. We introduce a constant $\epsilon < 1$. Low powers $p$ satisfy

$$p < \epsilon N.$$  

What is meant by long and short decoherence times also depends on the choice of $\epsilon$: long decoherence times correspond to zero modes whose expressions are dominated by terms of power $\epsilon N$. Thus, the choice of $\epsilon$ defines the set of all Hamiltonians $H_{\text{long}}$ that possess at least one fermionic zero mode $F_{\text{long}}(H_{\text{long}})$ with a long decoherence time. We denote the measure of that set of Hamiltonians by $\sigma$ (the measure of the set of all Hamiltonians is normalized to 1). Our goal is to find the smallest $\epsilon$ such that $\sigma$ remains finite in the limit of large $N$. The upper bound on the decoherence time for an arbitrary Hamiltonian outside a set of zero measure can then be derived from the knowledge of $\epsilon$.

As the first step of the argument, we introduce a family of measure-preserving unitary transformations $U_k$. They transform Hamiltonians into Hamiltonians and zero modes into zero modes. The total number $N_U$ of the transformations in the family grows rapidly as a function of $N$.

Next, we consider all Hamiltonians $H_{\text{long}}$ that possess at least one fermionic zero mode $F_{\text{long}}(H_{\text{long}})$ with a long decoherence time. We track the fate of the Hamiltonians from that set under the action of each unitary transformation $U_k$. Each pair $(H_{\text{long}}, F_{\text{long}})$ is transformed by $U_k$ into a new Hamiltonian $H_k(H_{\text{long}})$ and a fermionic zero mode $F_k(F_{\text{long}})$ of the new Hamiltonian $H_k(H_{\text{long}})$. In general, $F_k(F_{\text{long}})$ may have arbitrary coefficients in front of high- and low-power terms.

At the third step, we sum over $k$ the measures of the sets of the Hamiltonians of the form $H_k(H_{\text{long}})$. At large $N$, the sum $\tilde{\sigma} = \sigma N_U \gg 1$. This means that those sets intersect and some Hamiltonians $H$ can be represented as $H = H_k(H_{\text{long}})$ at multiple choices of $k$ and $H_{\text{long}}$. For each of those choices, $F_k = F_k(F_{\text{long}})$ is a fermionic zero mode of $H$. Not all of the modes $F_k$ are linear independent. We use the structure of the operators $U_k$ to derive the lower bound $\tilde{N}_F$ on the number of the linear independent zero modes $F_k$. It assumes the form $\tilde{N}_F = N_U/r$, where $r$ is a function of $N$ and $\epsilon$, Eq. (C1). According to Appendix B, $\tilde{N}_F \leq 2^N$. Hence, $r \geq 2^{-N} N_U$. This yields an inequality for $\epsilon$ whose solution leads to Eq. (14).

2. Measure in the space of Hamiltonians

According to Appendix A, every Hamiltonian $H$ is determined by its coordinates $a_{(k)}$ in the basis $E_{(k)}$. We define a volume element in terms of those components and the inner product, introduced in Appendix A: $dV = f(H, H)|\Pi_{(k)}|\Pi_{(k)}|d\alpha_{(k)}$, where $f(x)$ is an arbitrary function of the inner square of $H$. The only restriction is that the total volume of the space of the Hamiltonians must be finite: $\int dV = 1$.

We will not prove that relevant sets are measurable or integrals exist. Such proofs can be deduced from a physically sensible assumption that zero modes depend continuously on the Hamiltonian for almost all Hamiltonians.

3. Unitary transformations

Consider the operators
\[ U_{\{k_i\}} = \frac{1+iA_{\{k_i\}}}{\sqrt{2}} = \frac{1}{\sqrt{2}}(1+i^{M/2+1}\prod_{l=1}^{M} \gamma_{k_l}), \quad (C2) \]

where \( M = N \) for even \( N \), \( M = N + 1 \) for odd \( N \), and \( \{k_i\} \) is a shorthand for the set of the indices \( k_1 < k_2 < \cdots < k_M \). All such operators are unitary. The total number of different operators \( U \) is

\[ N_U = C^M_{2N+1} \approx \frac{2^{N+1}}{\sqrt{\pi N}}. \quad (C3) \]

The action of \( U_{\{k_i\}} \) on a Hamiltonian \( H \) and its fermionic zero mode \( \Gamma_\alpha \) is defined by \( H \rightarrow H' = UHU^\dagger \), \( \Gamma_\alpha \rightarrow \Gamma'_\alpha = U\Gamma_\alpha U^\dagger \). Clearly, \( \Gamma'_\alpha \) is a fermionic zero mode of \( H' \). It is also clear that the action of \( U_{\{k_i\}} \) preserves the measure, Subsection C.1.

We wish to understand the action of the operators \( U_{\{k_i\}} \) on fermionic zero modes. Each fermionic zero mode can be represented as a linear combination of the vectors \( O_{\{k_i\}} \), Eq. (A1). To simplify notations we will use Greek indices with a bar to denote sets of the indices \( \{k_i\} \). Thus, we may write \( O_\bar{\alpha} \) instead of \( O_{k_1,...,k_{2N+1}} \) and represent zero modes as \( \Gamma_i = \sum_\alpha a_\alpha O_\bar{\alpha} \). Let us first consider the action of \( U_\beta = (1+iA_\beta)/\sqrt{2} \) on \( O_\bar{\alpha} \). There are two possibilities.

1) The index sets \( \bar{\alpha} \) and \( \bar{\beta} \) have an even number of indices in common. In such case, \( U_\beta \) and \( O_\bar{\alpha} \) commute so that \( U_\beta O_\bar{\alpha} U^\dagger_\beta = O_\bar{\alpha} \).

2) The index sets \( \bar{\alpha} \) and \( \bar{\beta} \) have an odd number of indices in common. Then

\[ U_\beta O_\bar{\alpha} U^\dagger_\beta = i A_\beta O_\bar{\alpha} = \pm O_\bar{\alpha}' \], \quad (C4) \]

where \( \bar{\alpha}' = \bar{\alpha}'(\bar{\alpha}, \bar{\beta}) \neq \bar{\alpha} \). Note also that \( U_\beta O_\bar{\alpha}' U^\dagger_\beta = \mp O_\bar{\alpha}' \). Thus, there are two types of operators \( O_\bar{\alpha} \) for each \( U_\beta \): 1) some operators \( O_\bar{\alpha} \) are fixed points of the action of \( U_\beta \) and 2) the rest consists of the pairs of operators \( O_\bar{\alpha}, O_\bar{\alpha}' \) that transform into each other by the action of \( U_\beta \).

Let us fix a number \( \epsilon \ll 1 \). Consider a fermionic zero mode

\[ \Gamma_i = \sum_\alpha a_\alpha O_\bar{\alpha} \quad (C5) \]

of some Hamiltonian \( H \). We introduce the notation \( \Gamma^\epsilon_i \) for the sum of all monomials of the degrees less than \( \epsilon N \) in the above expansion of \( \Gamma_i \):

\[ \Gamma^\epsilon_i = \sum_{\bar{\alpha} \text{ contains fewer than } \epsilon N \text{ indices}} a_\alpha O_\bar{\alpha}. \quad (C6) \]

The action of \( U_\beta \) transforms \( \Gamma_i^\epsilon \) into the sum \( \Gamma_i^\epsilon \Gamma_i^{\epsilon^*} U_\beta + \Gamma_i^{\epsilon^*} U_\beta \), where \( \Gamma_i^{\epsilon^*} \) includes terms of degrees less than \( \epsilon N \). This means that \( \Gamma_i^\epsilon \) combines monomials of degrees between \( M - \epsilon N \) and \( M + \epsilon N - 2 \). We define \( \Gamma_i^{\text{rest}} U_\beta \) according to the equation \( U_\beta \Gamma_i U_\beta^\dagger = \Gamma_i^{\text{rest}} U_\beta + \Gamma_i^{\text{rest}^*} U_\beta \), and expand \( \Gamma_i^{\text{rest}} U_\beta \) as a linear combination of the form \( \sum b_\gamma O_\bar{\gamma} \) and \( \Gamma_i^{\text{rest}^*} U_\beta = \sum c_\gamma O_\bar{\gamma} \). It follows from the way how \( U_\beta \) acts on the operators \( O_\bar{\gamma} \), that \( b_\gamma \) and \( c_\gamma \) cannot be simultaneously nonzero for any \( \gamma \). This statement will be important below. We will refer to it as Proposition C.3.

\[ \Gamma_i^\epsilon U_\beta \] depends on \( U_\beta \) in a complicated way. It will be thus convenient for us to switch from the discussion of the action of an individual unitary operator \( U_\beta \) on a zero mode \( \Gamma_i \), to a discussion of an average action of the whole set of the unitary operators \( U_\beta \) on a given zero mode. Note first that

\[ (\Gamma_i^\epsilon U_\beta, \Gamma_i^{\epsilon^*} U_\beta) = \sum_{\bar{\alpha} \text{ contains fewer than } \epsilon N \text{ indices}} a_\alpha^2, \quad \bar{\alpha} \text{ has an odd number of common indices with } \bar{\beta} \]

where \( a_\alpha \) are defined in Eq. (C5). Simple combinatorics shows that for each index set \( \bar{\alpha} \) with fewer than \( \epsilon N \) indices there are approximately \( N_U/2 \) operators \( U_\beta \) such that the index sets \( \bar{\alpha} \) and \( \bar{\beta} \) have an odd number of indices in common. We use that fact and Eq. (C7) to obtain that

\[ \sum_\beta (\Gamma_i^\epsilon U_\beta, \Gamma_i^{\epsilon^*} U_\beta) > c N_U (\Gamma_i^\epsilon, \Gamma_i^{\epsilon^*}), \quad (C8) \]

where the summation runs over all operators \( U_\beta \) and the constant \( c \approx 1/2 \). Upper and lower bounds on \( c \) can be easily derived from combinatorics but will not be needed below.

4. Counting zero modes

The Majorana fermion condition (10) implies \( (O, O) = 1 \). Thus, we may assume that all zero modes are normalized: \( (\Gamma_i, \Gamma_i) = 1 \).

Let us estimate the decoherence time for a qubit, built using a fermionic zero mode \( \Gamma_i \). We will do it in terms of \( \Gamma_i^\epsilon \), introduced in the previous subsection. From the normalization condition \( (\Gamma_i, \Gamma_i) = 1 \) one finds: \( \Gamma_i - \Gamma_i^\epsilon \Gamma_i = \Gamma_i (1 - \Gamma_i^\epsilon \Gamma_i) \). Combining this expression with Eq. (15) and the definition of \( \Gamma_i^\epsilon \), one finds the decoherence time

\[ \tau < \frac{1}{2\epsilon N A [1 - (\Gamma_i^\epsilon, \Gamma_i^\epsilon)]}. \quad (C9) \]

Thus, in the search for a long decoherence time, we need to focus on the zero modes with large \( (\Gamma_i^\epsilon, \Gamma_i^\epsilon) \).

At the same time, we are not interested in special cases, corresponding to a zero-measure set of Hamiltonians. Below we fix a positive constant \( f < 1 \) and consider the
Hamiltonians $H$ such that each of them has at least one fermionic zero mode $\Gamma_H$, satisfying

$$(\Gamma'_H, \Gamma_H) > f. \quad (C10)$$

We assume that $\epsilon$ and $f$ are chosen so that the measure $\sigma(S_f)$ of the set $S_f$ of all such Hamiltonians remains nonzero in the limit of large $N$: $\sigma(S_f) > \mu > 0$, where $\mu$ does not depend on $N$. For each Hamiltonian $H$ in $S_f$ we select exactly one fermionic zero mode $\Gamma_H$, satisfying Eq. (C10).

Note that $(\Gamma'_{H,\beta}, \Gamma_{H,\beta}) \leq (\Gamma'_{H}, \Gamma_{H}) \leq (\Gamma_{H}, \Gamma_{H}) = 1$. It follows then from Eqs. (C8),(C10) that for each $\Gamma_H$, Eq. (C10), there are more than

$$K_U = f \epsilon N_U/2 \quad (C11)$$

operators $U_{\beta}$ such that

$$(\Gamma'_{U_{\beta},\beta}, \Gamma_{U_{\beta},\beta}) > cf/2. \quad (C12)$$

We will denote as $S_{U_{\beta}}$ the set of all such operators $U_{\beta}$ for a given $\Gamma_H$, $H \in S_f$. We will also define the sets $S_{U_{\beta}}$ made of all such Hamiltonians $H$ that $U_{\beta} \in S_H$. Each $S_{U_{\beta}}$ is a subset of $S_f$.

Consider now the action of $U_{\beta}$ on the Hamiltonians in the set $S_{U_{\beta}}$. Each Hamiltonian $H \in S_{U_{\beta}}$ is transformed into a new Hamiltonian $H^{U_{\beta}}$. Each $U_{\beta}$ transforms $S_{U_{\beta}}$ into a set $S'_{U_{\beta}}$ of the same measure,

$$\sigma(S'_{U_{\beta}}) = \sigma(S_{U_{\beta}}). \quad (C13)$$

Below we will evaluate the sum of the measures $\sigma(S'_{U_{\beta}})$ in several ways. The sum of the measures $\Omega = \sum_\beta \sigma(S'_{U_{\beta}})$ can be represented as

$$\Omega = \sum_\beta \sigma(S'_{U_{\beta}}) = \int dV N(S_H), \quad (C14)$$

where $\int dV$ means integration over all Hamiltonians with the measure, defined in Subsection C.1, and $N(S_H)$ denotes the number of the elements in the set $S_H$ for $H \in S_f$, $N(S_H) = 0$ for $H$ that are not in $S_f$. The discussion around Eq. (C11) shows that all nonzero $N(S_H)$ exceed $K_U$. Hence,

$$\Omega > K_U \sigma(S_f) > K_U \mu. \quad (C15)$$

On the other hand, Eq. (C13) implies that

$$\Omega = \sum_\beta \sigma(S'_{U_{\beta}}). \quad (C16)$$

Let us introduce a new piece of notations. For each Hamiltonian $H$, consider all such pairs $(H, U_{\beta})$ that $H \in S_f$, $H = U_{\beta} H U_{\beta}$ and $U_{\beta} \in S_H$. We will denote the set of such pairs as $\tilde{S}_H$ and their number as $\tilde{N}(H)$. Note that different pairs $(H, U_{\beta})$ in $\tilde{S}_H$ contain different operators $U_{\beta}$. We can now rewrite Eq. (C16) as

$$\Omega = \int dV \tilde{N}(H). \quad (C17)$$

Recall that the total measure of the whole space of Hamiltonians is $\int dV = 1$. Hence, a comparison of Eq. (C17) with (C15) shows that

$$\tilde{N}(H) > K_U \mu \quad (C18)$$

for the Hamiltonians $H$ from some set of a nonzero measure.

According to Appendix B, a generic Hamiltonian $H_0$ in that set has exactly $2^n$ linear independent fermionic zero modes. On the other hand, for each pair $(H, U_{\beta}) \in \tilde{S}_H$, there is a fermionic zero mode $\Gamma_{H}$ such that: 1) it satisfies Eq. (C10) and 2)

$$\Gamma^\beta_{\bar{\beta}} = U_{\beta} \Gamma_{H} U_{\beta}^\dagger \quad (C19)$$

is a zero mode of $H_0$. The number of the zero modes $\Gamma^\beta_{\bar{\beta}}$ with different sets of indices $\beta$ is $\tilde{N}(H_0)$. At the same time, it is easy to see that $\tilde{N}(H_0) > K_U \mu > 2^N$ at large $N$. Thus, if all $\tilde{N}(H_0)$ modes $\Gamma^\beta_{\bar{\beta}}$ were distinct and linear independent we would arrive at a contradiction. In what follows we count the linear independent modes among $\Gamma^\beta_{\bar{\beta}}$ and use the limit of $2^N$ on their number to estimate $\epsilon$.

Our estimate relies on a geometric lemma and a combinatorial inequality, proven in the next two subsections.

**5. Geometric lemma**

Consider $n$ unit vectors $v_1, \ldots, v_n$ and another set of $n$ mutually orthogonal unit vectors $e_1, \ldots, e_n$ in a $D$-dimensional Euclidean space $E$. Let $(v_k, e_k)^2 > g$ for each $k$. Then the dimension $d$ of the linear space $V$, spanned by the $n$ vectors $v_k$, is greater than $gn$.

**Proof.** The projection $P_V(e_k)$ of the vector $e_k$ onto the space $V$ cannot be shorter than the absolute value of the inner product of $e_k$ with an arbitrary unit vector in $V$. Hence, $P_V^2(e_k) \geq (v_k, e_k)^2 = g$. Since the unit vectors $e_k$, $k = 1, \ldots, n$ are mutually orthogonal, we can consider them as a part of the orthonormal basis $e_1, \ldots, e_n, e_{n+1}, \ldots, e_D$ in the space $E$. Clearly, $S = \sum_{k=1}^{n} P_V^2(e_k) \geq \sum_{k=1}^{n} P_V^2(e_k) \geq gn$. Let $w_1, \ldots, w_d$ be an orthonormal basis in $V$. Then $\tilde{S} = \sum_{i,j}(e_i, w_j)^2 = \sum_{j=1}^{d}(w_j, w_j) = d$. It follows that $d > gn$. 
Consider two sets \( \tilde{\alpha} \) and \( \tilde{\beta} \) of \( M \) indices \( k_1^\alpha < k_2^\alpha < \cdots < k_M^\alpha \) and \( M \) indices \( k_1^\beta < k_2^\beta < \cdots < k_M^\beta \), assuming values between 0 to \( 2N \). The constant \( M \) was defined in the beginning of Subsection C.3. Let us define the overlap \( o(\tilde{\alpha}, \tilde{\beta}) \) of \( \tilde{\alpha} \) and \( \tilde{\beta} \) as the number of the common indices in the sets \( \{k_1^\alpha, k_2^\alpha, \ldots, k_M^\alpha\} \) and \( \{k_1^\beta, k_2^\beta, \ldots, k_M^\beta\} \). For a given \( \tilde{\alpha} \), we wish to estimate the number \( R \) of the sets of indices \( \tilde{\beta} \) with overlap \( \tilde{\alpha} \) exceeds \( (M - \epsilon N) \).

Consider an arbitrary subset \( [\tilde{\alpha}]_{\text{short}} \) of \( (M - \epsilon N) \) indices in \( \tilde{\alpha} \). Let us count all sets \( \tilde{\gamma} \) which contain the same subset \( [\tilde{\alpha}]_{\text{short}} \). Next, let us add the resulting numbers for every choice of \( [\tilde{\alpha}]_{\text{short}} \). This way we will count every \( \tilde{\gamma} \) with \( o(\tilde{\alpha}, \tilde{\gamma}) > (M - \epsilon N) \) at least once. Thus, we will get an upper estimate for \( R \). One can choose \( [\tilde{\alpha}]_{\text{short}} \) in \( C_M^{M-\epsilon N} \) ways. There are \( C_{2N+1-M+\epsilon N} \) ways to complement \( [\tilde{\alpha}]_{\text{short}} \) by \( \epsilon N \) additional indices to make a set of \( M \) different indices. Thus, we obtain the inequality

\[
R < C_M^{M-\epsilon N} C_{2N+1-M+\epsilon N}.
\]

Using the inequality

\[
\frac{(2N + 1 - M + \epsilon N)!}{(M - \epsilon N)!} < (2N + 1 - M + \epsilon N)^{2N + 1 - 2M + 2\epsilon N},
\]

and the Stirling formula, we estimate

\[
R < C \left( \frac{1 + \epsilon/e}{e} \right)^{2\epsilon N}, \tag{C20}
\]

where the constant \( C \) does not depend on \( N \) and \( \epsilon \).

### 7. Linear independent zero modes

We now come back to the end of Subsection C.4 and determine the number of linear independent zero modes among the modes \( \Gamma_0^\beta \) of the Hamiltonian \( H_0 \). Recall that Eq. (C13) establishes a correspondence between the modes \( \Gamma_0^\beta \) and the zero modes \( \Gamma_H \) of the Hamiltonians \( H \) such that \( H_0 = U_0 H U_0^\dagger \). Let all operators \( \Gamma_{H^0}^{e,U_0^\beta} \) satisfy Eq. (C12). Let us introduce the set \( S_\epsilon \) of the unit vectors \( e_\beta = \Gamma_{H^0}^{e,U_0^\beta}/\sqrt{\Gamma_{H^0}^{e,U_0^\beta,\epsilon,U_0^\beta}} \) in the space \( L_{\text{odd}} \). The number \( N(S_\epsilon) \) of the vectors in \( S_\epsilon \) satisfies Eq. (C18), i.e.,

\[
N(S_\epsilon) > K_{\mu} = f\epsilon\mu N_U/2. \tag{C21}
\]

Note that \( N(S_\epsilon) \) counts different index sets \( \tilde{\beta} \) and it may happen that some \( e_\tilde{\beta} = e_\tilde{\gamma} \) at \( \tilde{\beta} \neq \tilde{\gamma} \). Eq. (C12) can be rewritten as

\[
(e_\tilde{\beta}, \Gamma_{H^0}^{e,U_0^\beta})^2 > \epsilon f/2. \tag{C22}
\]

Proposition C.3 implies now that

\[
(e_\tilde{\beta}, \Gamma_{H^0}^{e,U_0^\beta})^2 > \epsilon f/2. \tag{C23}
\]

At this point our tactics becomes obvious: In order to find the number of linear independent modes \( \Gamma_0^\beta \), we need to use geometric lemma C.5 with \( \Gamma_0^\beta \) in place of \( v_k \) and \( e_\tilde{\beta} \) in place of \( e_\tilde{\epsilon} \). However, a difficulty emerges: In general, the unit vectors \( e_\tilde{\beta} \) are not mutually orthogonal. That is where the combinatorial inequality (C20) is going to help.

Any vector \( e_\tilde{\beta} \) is a linear combination of some operators of the form \( O_{\tilde{\beta}}^{e,U_0^\beta} = U_0^{\dagger} O_{\tilde{\epsilon}}^e U_0 \), where the operators \( O_{\tilde{\epsilon}}^e \) satisfy two conditions:

1) \( O_{\tilde{\epsilon}}^{e,U_0^\beta} \neq O_{\tilde{\epsilon}}^e \);  
2) \( O_{\tilde{\epsilon}}^e \) are the vectors \( O_{(k_1)} \), Appendix A, with fewer than \( \epsilon N \) indices.

We can be sure that \( (e_\tilde{\beta}, e_\tilde{\epsilon}) = 0 \), if there is no overlap between the sets of all operators \( O_{\tilde{\epsilon}}^{e,U_0^\beta} \) and all operators \( O_{\tilde{\epsilon}}^{e,U_0^\beta} \). Using Eq. (C24) one can show that this is guaranteed to occur, if \( o(\tilde{\beta}, \tilde{\epsilon}) > M - \epsilon N \), where the overlap function \( o \) is defined in Subsection C.6. We now select a vector \( e_\tilde{\beta}_1 \). There are no more than \( R \), Eq. (C20), operators \( e_\tilde{\epsilon} \) in \( S_\epsilon \) such that \( o(\tilde{\epsilon}, \tilde{\gamma}) > M - \epsilon N \). Remove all such vectors \( e_\tilde{\epsilon} \) from \( S_\epsilon \). All remaining vectors \( e_\tilde{\epsilon} \in S_\epsilon, \tilde{\epsilon} \neq \tilde{\beta}_1 \) are orthogonal to \( e_\tilde{\beta}_1 \). We next select an arbitrary vector \( e_\tilde{\beta}_2 \neq e_\tilde{\beta}_1 \). By removing no more than \( R \) additional vectors from \( S_\epsilon \) we guarantee that all remaining vectors are orthogonal to \( e_\tilde{\beta}_2 \). We then select an arbitrary remaining vector \( e_\tilde{\beta}_3 \neq e_\tilde{\beta}_1, e_\tilde{\beta}_2 \) and continue in the same spirit until only selected vectors \( e_\tilde{\beta}_k \) remain in \( S_\epsilon \). Clearly, \( e_\tilde{\beta}_k \) form an orthonormal basis. Since we started with at least \( K_{\mu} \) elements in \( S_\epsilon \), we end with at least \( K_{\mu}/R \) orthogonal vectors \( e_\tilde{\beta}_k \).

Finally, we use geometric lemma C.5 and Eq. (C23) to estimate the number \( N_F \) of linear independent zero modes among the operators \( \Gamma_0^\beta \). \( \Gamma_0^\beta \) play the role of the vectors \( v_k \) in the lemma and \( e_\tilde{\beta}_k \) play the role of the vectors \( e_\tilde{\epsilon} \). There may be additional linear independent modes \( \Gamma_0^\beta \) with \( \tilde{\beta} \neq \tilde{\beta}_1, \ldots, \tilde{\beta}_k \). \( H_0 \) may also have zero modes that do not assume the form \( \Gamma_0^\beta \). Thus, the total number of linear independent modes \( N_F \geq N_F \). We find

\[
N_F > \frac{\epsilon f K_{\mu} U}{2R} = \frac{(\epsilon f)^2 \mu N_U}{4 R}. \tag{C24}
\]

where \( 4R/[\mu(\epsilon f)^2] \) plays the role of \( r \) from Section C.1.

### 8. The lowest decoherence rate

Only one step is left: we will use Eq. (C24) to estimate \( \epsilon \). Combining Eqs. (C3), (C20), (C24) and using the fact that \( N_F = 2^N \), one finds
\[ 2^N > 2^{2N} \left( \frac{(cf)^2 \mu \sqrt{N}}{2C \sqrt{\pi}} \right) \left( \frac{\epsilon}{1 + \epsilon |e|} \right)^{2N}. \]  

(C25)

In the limit of large \( N \), Eq. (C25) reduces to \( \ln 2 < 2(1 + \ln 2) \). The solution is \( \epsilon > 0.103 \). In other words, for any \( \epsilon < 0.103 \) and for almost all Hamiltonians \( H \), all fermionic zero modes \( \Gamma_H \) have vanishing \( (\Gamma_H^\dagger, \Gamma_H) \). We now substitute \( \epsilon = 0.1 \) into Eq. (C20) and obtain Eq. (15). Finally, we must mention that some of the modes \( \Gamma_H \) do not satisfy the Majorana fermion condition \( \Gamma_H^2 = 0 \), Section III, and hence Eq. (15) is meaningless for such modes.

**Appendix D: Bosonic degrees of freedom in contact with weakly interacting fermions**

In this Appendix we investigate the effect of bosonic degrees of freedom on the dephasing time \( \tau \). We address only the case of weakly interacting fermions below, i.e., we assume that the Hamiltonian is quadratic in Majorana operators. We also assume that the number of fermions is large. No assumptions are made about the dimension \( D_b \) of the Hilbert space of bosons (certainly, \( D_b > 1 \)).

In the absence of Bose degrees of freedom, any quadratic Hamiltonian has an integral of motion, linear in Majorana operators. We show below that this is no longer the case in the presence of bosons. According to Eq. (13) this means that the interaction with Bose degrees of freedom shortens the dephasing time.

We demonstrate this by working with a particular Hamiltonian:

\[ H = i\hat{A} \sum_{n=0}^{N-1} \gamma_{2n+1} \gamma_{2n} + i\hat{B} \sum_{n=1}^{N} \gamma_{2n-1} \gamma_{2n}, \]

(D1)

where \( \hat{A} \) and \( \hat{B} \) are Hermitian \( D_b \times D_b \) matrices acting in the Hilbert space of the bosons. We select the basis in which \( \hat{B} \) is diagonal and assume that its eigenvalues \( b_k \), \( k = 1, \ldots, D_b \) are nondegenerate. We also assume that all matrix elements \( A_{ij} \) of the operator \( \hat{A} \) are nonzero in that basis.

Does a linear zero mode \( \Gamma_L = \sum \hat{C}_k \gamma_k \) exist? Here \( \hat{C}_k \) are operators in the Hilbert space of bosons. In order to answer the question we compute the commutator \( [H, \Gamma_L] \). It must be zero for \( \Gamma_L \) to be an integral of motion. The commutator contains one- and three-fermion contributions. In particular, for each \( k > 3 \), the commutator contains contributions \( X_1 = i\gamma_1 \gamma_2 \gamma_k [\hat{B}, \hat{C}_k] \) and \( X_2 = i\gamma_0 \gamma_1 \gamma_k [\hat{A}, \hat{C}_k] \). For each \( k < 2N - 3 \), there are contributions \( X_3 = i\gamma_k \gamma_{2N-1} \gamma_{2N} [\hat{B}, \hat{C}_k] \) and \( X_4 = i\gamma_k \gamma_{2N-2} \gamma_{2N-1} [\hat{A}, \hat{C}_k] \). Each of those contributions \( X_4 = 0 \). Hence, \( [\hat{B}, \hat{C}_k] = [\hat{A}, \hat{C}_k] = 0 \). This is only possible, if each \( \hat{C}_k \) reduces to a \( c \)-number: \( \hat{C}_k = c_k \delta_{ij} \). Thus, \( \Gamma_L = \sum c_k \gamma_k \) and

\[
[H, \Gamma_L] = 2i\hat{A} \sum_{n=0}^{N-1} (c_{2n+1} \gamma_{2n} - c_{2n} \gamma_{2n+1}) \\
+2i\hat{B} \sum_{n=0}^{N-1} (c_{2n+2} \gamma_{2n+1} - 2c_{2n+1} \gamma_{2n+2}) = 0. \tag{D2}
\]

This means that \( \hat{A} c_{2n+1} = \hat{B} c_{2n-1} \) and \( \hat{A} c_{2n} = \hat{B} c_{2n+2} \) and hence all \( c_k = 0 \).

We find that no zero mode, linear in Majoranas, exists for the Hamiltonian (D1). It may exist at other choices of the Hamiltonian. Still, a general conclusion about the relaxation time being \( \tau = (2N + 1)\tau_T \) no longer holds in the presence of bosons.
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