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1. Introduction

The purpose of this paper is to study the spectral type of some class of rank one flows and its connection to Riesz products on real line. We will also establish similar results to those proved for the spectral type of rank one maps, and we will extended, as far as possible, the results obtained by M. Nadkarni and the author for the generalized Riesz products on the circle [4]. So, this later paper can be seeing as a companion to this paper. Notice that, therein, the authors proved an entropy formula for the spectral type of rank one by computing its Mahler measure and by applying some methods from \( H^p \) theory. Here, using the entropy method, we will extended as far as possible those results. Let us point also that some of the results presented here are new even for the \( \mathbb{Z} \)-action. Precisely, Klemes-Parreau theorem on the singularity of the linear staircase and our result on the singularity of exponential staircase. We will further discuss some issues related to flat trigonometric polynomials on real line.

We recall that there exists a several generalized Riesz products [60], [16], [34], [36]. But all those generalized Riesz products is based on the notion of dissociation (Roughly speaking the alphabet is dissociated if there exist at most one way to product a word of given length). As in the classical case, the dissociation property is needed to prove the existence of those generalized Riesz products. In our case we deal with generalized Riesz products without dissociated property, nevertheless, we shall prove the existence of these kind of generalized Riesz products in the case of \( \mathbb{R} \) action using the dynamical properties. In 1993, The same generalization for \( \mathbb{Z} \) action has been produced by Bourgain in [15]. Precisely, J. Bourgain in [15] introduced a new method of generalized Riesz products and proved that almost surely Ornstein’s transformations have singular spectrum. Subsequently, using the same method, I. Klemes [46] and I. Klemes & K. Reinhold [47] show that mixing staircase transformations of Adams [11] and Adams & Friedman [12] have singular spectrum. Here, we will extended, as far as possible, those results.

Rank one flows have simple spectrum and using a random Ornstein procedure [54], A. Prikhod’ko in [59] produce a family of mixing rank one flows. It follows that the mixing rank one flows may possibly contain a candidate for the flow version of the Banach’s well-known problem whether there exists a dynamical flow \((\Omega, \mathcal{A}, \mu, (T_t)_{t \in \mathbb{R}})\) with simple Lebesgue spectrum. In [58], A. Prikhod’ko introduced a class of rank one flows called exponential staircase rank one flows and studied its spectral type. The paper contained many interesting ideas and facts. Moreover, therein, the author stated also that in this class the answer to the flow version of Banach problem is affirmative by establishing that there is a \( L^1 \)-locally flat trigonometric polynomials on real line. Unfortunately, as we shall see, those
polynomials are far from being $L^1$-locally flat (see the appendix). In the very recent republished version of Prikhod’ko’s paper in the same journal (Sb. Math. 211, 2020, [57]), the issue of flatness is not addressed. Precisely, the proof of Theorem 1 and Theorem 2 of that paper are missing. Moreover, assuming the existence of $L^1$-locally flat polynomials, the author does not address the problem of constructing the rank one flow acting on a probability space with simple Lebesgue spectrum for which the spectral type is given as the generalized Riesz product associated to those polynomials. However, therein, the author establish some consequences in ergodic theory under the assumption of the existence of rank one flow acting on a probability space with absolutely continuous spectrum or Lebesgue spectrum (see Lemma 4, Lemma 5, Lemma 14 and Lemma 15 in [57]). Here, we will further proved that the spectrum of a large class of exponential staircase rank one flow is singular.

Our main tools are on one hand an extension to $\mathbb{R}$ of the CLT method (introduced in [8] for the torus) and on the other hand the extension of Bourgain methods [15] for the generalized Riesz products on $\mathbb{R}$. It turns out that one of the most crucial idea here is to generalize first the Bourgain lemma in [15] which may be independently with some interest. For that, we shall give a new generalization of Weiner Wintner to flows. We further present a new extension of the Salem-Zygmund CLT Theorem [73] to the trigonometric sums with real frequencies.

Originally Salem-Zygmund CLT Theorem concerns the asymptotic stochastic behavior of the lacunary trigonometric sums on the torus. Since Salem-Zygmund pioneering result, the central limit theorem for trigonometric sums has been intensively studied by many authors, Erdős [26], J.P. Kahane [37], J. Peyrière [56], Berkers [14], Murai [51], Takahashi [68], Fukuyama and Takahashi [28], and many others. The same method is used to study the asymptotic stochastic behaviour of Riesz-Raikov sums [55]. Nevertheless all these results concern only the trigonometric sums on the torus.

It turns out that the fundamental ingredient in our proof is based on the famous Hermite-Lindemann Lemma in the transcendental number theory [71].

Notice that the main argument used in the torus case [8] is based on the density of trigonometric polynomials. This argument cannot be applied here since the density of trigonometric polynomials in $L^1(\mathbb{R}, \omega(t)dt)$ ($\omega$ is a positive function in $L^1(\mathbb{R})$), is not verified unless $\omega$ satisfies some extra-condition. Nevertheless, using the density of the functions with compactly supported Fourier transforms, we are able to conclude.
We recall that Banach problem is stated in Ulam’s book [70, p.76] as follow

**Question 1.1 (Banach Problem).** Does there exist a square integrable function \(f(x)\) and a measure preserving transformation \(T(x), -\infty < x < \infty\), such that the sequence of functions \(\{f(T^n(x)); n = 1, 2, 3, \cdots\}\) forms a complete orthogonal set in Hilbert space? \(\text{[1]}\)

Therefore, the flow can act on a \(\sigma\)-finite measure space. Banach problem was solved positively here [1] by establishing that there is a sequence of \(L^1\)-flat trigonometric polynomials on the torus. This is accomplished by applying a result due to M. Nadkarni and the author which say that the existence of \(L^1\)-flat polynomials implies that there is rank one map acting on infinite measure space. As, we shall see, this result can be extended to the case of the flow of rank one. We will thus obtain a positive answer to Banach problem by establishing the existence of rank one flow acting on infinite measure space.

We should point out here that the famous spectral problem in ergodic theory asks on the existence of a measure preserving transformation on a probability space with simple Lebesgue spectrum. This problem should be attributed to Banach and Rokhlin. Indeed, Rokhlin asked whether there exist an ergodic measure preserving transformation on a finite measure space whose spectrum is Lebesgue type with finite multiplicity [62, p.219].

Later, Kirillov in his 1966’s paper [45] wrote “there are grounds for thinking that such examples do not exist”. However he has described a measure preserving action (due to M. Novodvorskii) of the group \((\bigoplus_{j=1}^\infty \mathbb{Z}) \times \{-1, 1\}\) on the compact dual of discrete rationals whose unitary group has Haar spectrum of multiplicity 2. Similar group actions with higher finite even multiplicities are also given.

Subsequently, finite measure preserving transformation having Lebesgue component of finite even multiplicity have been constructed by J. Mathew and M. G. Nadkarni [49], Kamae [38], M. Queffelec [61], and O. Ageev [13]. Fifteen years later, M. Guenais [32] used a \(L^1\)-flat generalized Fekete polynomials on some torsion groups to construct a group action with simple Lebesgue component. A straightforward application of Gauss formula yields that the generalized Fekete polynomials constructed by Guenais are ultraflat. Very recently, el Abdalaoui and Nadkarni strengthened Guenais’s result [2] by proving that there exist an ergodic non-singular dynamical system with simple Lebesgue component. However, despite all these efforts, it is seems that the question of Rokhlin still open since the

---

1Professor M. Nadkarni pointed to me that the question contain an oversight. The sequence of functions should be bilateral, that is, \(n \in \mathbb{Z}\).
maps constructed does not have a pure Lebesgue spectrum.

It is noticed in [1] that this problem is a “dark continent” for the ergodic theory.

We should mention also that the famous problem in ergodic theory whether there is flow acting on the probability space with finite multiplicity and pure Lebesgue spectrum is due to Rokhlin [62, p.219 and p.238]. As far as the author know, this problem is still open for any finite multiplicity.

The paper is organized as follows. In section 2, we review some standard facts from the spectral theory of dynamical flows. In section 3, we recall the basic construction of the rank one flows obtained by the cutting and stacking method and some related definitions. In sections 4, 5, 6 and 7, we summarize and extend the relevant material on the Bourgain criterion concerning the singularity of the generalized Riesz products on \( \mathbb{R} \). In section 8, we extend el Abdalaoui-Nadkarni theorem [4] by presenting a formula of Radon-Nikodym for the Riesz products on \( \mathbb{R} \). In section 9, we extend partially the el Abdalaoui-Nadkarni formula for the Mahler measure of the spectral type of rank one maps established in [4]. In section 10, we extend the results from [4] and [3] to the real line with connection to flat polynomials and Banach problem. In section 11, we extend Bourgain theorem [15] by establishing the singularity almost sure of Ornstein rank one flows. In sections 12 and 13, we present the real line version of Klemes-Reinhold theorem and Klemes-Parreau theorem. In sections 14 and 15, we develop the CLT method for trigonometric sums with real frequencies and we prove the singularity of some class of exponential staircase rank one flows. In section 16, we present present an affirmative answer to the flow version of Banach problem. Finally, in the appendix, we introduce the notion of \( L^1 \)-locally flat polynomials and we discuss some issues related to the main result in [58].

2. Basic facts from spectral theory of dynamical flows

A dynamical flow is a quadruplet \((X, \mathcal{A}, \mu, (T_t)_{t \in \mathbb{R}})\) where \((X, \mathcal{A}, \mu)\) is a Lebesgue probability space and \((T_t)_{t \in \mathbb{R}}\) is a measurable action of the group \( \mathbb{R} \) by measure preserving transformations. (It means that

- each \( T_t \) is a bimeasurable invertible transformation of the probability space such that, for any \( A \in \mathcal{A} \), \( \mu(T_t^{-1}A) = \mu(A) \),
- for all \( s, t \in \mathbb{R} \), \( T_s \circ T_t = T_{s+t} \),
- the map \((t, x) \mapsto T_t(x)\) is measurable from \( \mathbb{R} \times X \) into \( X \).

Let us recall some classical definitions. A dynamical flow is ergodic if every measurable set which is invariant under all the maps \( T_t \) either has measure zero
or one. A number $\lambda$ is an eigenfrequency if there exists nonzero function $f \in L^2(X)$ such that, for all $t \in \mathbb{R}$, $f \circ T_t = e^{i\lambda t} f$. Such a function $f$ is called an eigenfunction. An ergodic flow $(X, \mathcal{A}, \mu, (T_t)_{t \in \mathbb{R}})$ is weakly mixing if every eigenfunction is constant (a.e.). A flow $(X, \mathcal{A}, \mu, (T_t)_{t \in \mathbb{R}})$ is mixing if for all $f, g \in L^2(X)$,

$$\int f \circ T_t(x) \overline{g}(x) d\mu(x) \underset{|t| \to +\infty}{\longrightarrow} \int f(x) d\mu(x) \int \overline{g}(x) d\mu(x).$$

Any dynamical flow $(T_t)_{t \in \mathbb{R}}$ induces an action of $\mathbb{R}$ by unitary operators acting on $L^2(X)$ according to the formula $U_{T_t}(f) = f \circ T_{-t}$. When there will be no ambiguity on the choice of the flow, we will denote $U_t = U_{T_t}$.

The spectral properties of the flow are the property attached to the unitary representation associated to the flow. We recall below some classical facts; for details and references see [20] or [40].

Two dynamical flows $(X_1, \mathcal{A}_1, \mu_1, (T_t)_{t \in \mathbb{R}})$ and $(X_2, \mathcal{A}_2, \mu_2, (S_t)_{t \in \mathbb{R}})$ are metrically isomorphic if there exists a measurable map $\phi$ from $(X_1, \mathcal{A}_1, \mu_1)$ into $(X_2, \mathcal{A}_2, \mu_2)$, with the following properties:

- $\phi$ is one-to-one,
- For all $A \in \mathcal{A}_2$, $\mu_1(\phi^{-1}(A)) = \mu_2(A)$.
- $S_t \circ \phi = \phi \circ T_t$, $\forall t \in \mathbb{R}$.

If two dynamical flows $(T_t)_{t \in \mathbb{R}}$ and $(S_t)_{t \in \mathbb{R}}$ are metrically isomorphic then the isomorphism $\phi$ induces an isomorphism $V_\phi$ between the Hilbert spaces $L^2(X_2)$ and $L^2(X_1)$ which acts according to the formula $V_\phi(f) = f \circ \phi$. In this case, since $V_\phi U_{S_t} = U_{T_t} V_\phi$, the adjoint groups $(U_{T_t})$ and $(U_{S_t})$ are unitary equivalent. Thus if two dynamical flows are metrically isomorphic then the corresponding adjoint groups of unitary operators are unitary equivalent. It is well known that the converse statement is false [20].

By Bochner theorem, for any $f \in L^2(X)$, there exists a unique finite Borel measure $\sigma_f$ on $\mathbb{R}$ such that

$$\sigma_f(t) = \int_{\mathbb{R}} e^{-i\xi t} \ d\sigma_f(\xi) = \langle U_t f, f \rangle = \int_X f \circ T_t(x) \cdot \overline{f}(x) \ d\mu(x).$$

$\sigma_f$ is called the spectral measure of $f$. If $f$ is eigenfunction with eigenfrequency $\lambda$ then the spectral measure is the Dirac measure at $\lambda$. 

The following fact derives directly from the definition of the spectral measure: let $(a_k)_{1 \leq k \leq n}$ be complex numbers and $(t_k)_{1 \leq k \leq n}$ be real numbers; consider $f \in L^2(X)$ and denote $F = \sum_{k=1}^{n} a_k \cdot f \circ T_{t_k}$. Then the spectral measure $\sigma_F$ is absolutely continuous with respect to the spectral measure $\sigma_f$ and

$$\frac{d\sigma_F}{d\sigma_f}(\xi) = \left| \sum_{k=1}^{n} a_k e^{it_k \xi} \right|^2.$$  \hspace{1cm} (1)

Here is another classical result concerning spectral measures: let $(g_n)_{n \geq 1}$ be a sequence in $L^2(X)$, converging to $f \in L^2(X)$; then the sequence of real measures $(\sigma_{g_n} - \sigma_f)$ converges to zero in total variation norm.

The maximal spectral type of $(T_t)_{t \in \mathbb{R}}$ is the equivalence class of Borel measures $\sigma$ on $\mathbb{R}$ (under the equivalence relation $\mu_1 \sim \mu_2$ if and only if $\mu_1 \ll \mu_2$ and $\mu_2 \ll \mu_1$), such that $\sigma_f \ll \sigma$ for all $f \in L^2(X)$ and if $\nu$ is another measure for which $\sigma_f \ll \nu$ for all $f \in L^2(X)$ then $\sigma \ll \nu$.

The maximal spectral type is realized as the spectral measure of one function: there exists $h_1 \in L^2(X)$ such that $\sigma_{h_1}$ is in the equivalence class defining the maximal spectral type of $(T_t)_{t \in \mathbb{R}}$. By abuse of notation, we will call this measure the maximal spectral type measure.

The reduced maximal type $\sigma_0$ is the maximal spectral type of $(U_t)_{t \in \mathbb{R}}$ on $L^2_0(X) \overset{\text{def}}{=} \left\{ f \in L^2(X) : \int f \, d\mu = 0 \right\}$. The spectrum of $(T_t)_{t \in \mathbb{R}}$ is said to be discrete (resp. continuous, resp. singular, resp. absolutely continuous, resp. Lebesgue) if $\sigma_0$ is discrete (resp. continuous, resp. singular with respect to Lebesgue measure, resp. absolutely continuous with respect to Lebesgue measure).

The cyclic space of $h \in L^2(X)$ is

$$Z(h) \overset{\text{def}}{=} \text{span}\{U_t h : t \in \mathbb{R}\}.$$  

There exists an orthogonal decomposition of $L^2(X)$ into cyclic spaces

$$L^2(X) = \bigoplus_{i=1}^{\infty} Z(h_i), \quad \sigma_{h_1} \gg \sigma_{h_2} \gg \ldots$$  \hspace{1cm} (2)

Each decomposition (2) is be called a spectral decomposition of $L^2(X)$ (while the sequence of measures is called a spectral sequence). A spectral decomposition is unique up to equivalent class of the spectral sequence. The spectral decomposition is determined by the maximal spectral type and the multiplicity function $M : \mathbb{R} \rightarrow \mathbb{Z}$. 


which is defined \( \sigma_{h_1}\)-a.e. by \( M(s) = \sum_{i=1}^{\infty} Y_i(s) \), where \( Y_1 = \mathbb{R} \) and \( Y_i = \text{supp} \frac{d\sigma_i}{dx_i} \) for \( i \geq 2 \).

The flow has \textit{simple spectrum} if 1 is the only essential value of \( M \). The multiplicity is \textit{homogeneous} if there is only one essential value of \( M \). The essential supremum of \( M \) is called the \textit{maximal spectral multiplicity}.

Von Neumann showed that the flow \((T_t)_{t \in \mathbb{R}}\) has homogeneous Lebesgue spectrum if and only if the associated group of unitary operators \((U_t)_{t \in \mathbb{R}}\) satisfy the Weyl commutation relations for some one-parameter group \((V_t)_{t \in \mathbb{R}}\) i.e.

\[ U_t V_s = e^{-ist} V_s U_t, \quad s, t \in \mathbb{R}, \]

where \( e^{-ist} \) denotes the operator of multiplication by \( e^{-ist} \).

It is easy to show that the Weyl commutation relations implies that the maximal spectral type is invariant with respect to the translations. The proof of von Neumann homogeneous Lebesgue spectrum theorem can be found in [20].

3. RANK ONE FLOWS BY CUTTING AND STACKING METHOD

Several approach of the notion of rank one flow have been proposed in the literature. The notion of \textit{approximation of a flow by periodic transformations} has been introduced by Katok and Stepin in [41] (see Chapter 15 of [20]). This was the first attempt of a definition of a rank one flow.

In [23], del Junco and Park adapted the classical Chacon construction [17] to produce similar construction for a flow. The flow obtain by this method is called the Chacon flow.

This cutting and stacking construction has been extended by Zeitz ([72]) in order to give a general definition of a rank one flow. In the present paper we follow this cutting and stacking (CS) approach and we recall it now. We assume that the reader is familiar with the CS construction of a rank one map acting on certain measure space which may be finite or \( \sigma \)-finite. A nice account may be founded in [29].

Let us fix a sequence \((p_n)_{n \in \mathbb{N}}\) of integers \( \geq 2 \) and a sequence of finite sequences of non-negative real numbers \( \left((s_{n,j})_{j=1}^{p_n-1}\right)_{n>0} \).

Let \( B_0 \) be a rectangle of height 1 with horizontal base \( B_0 \). At stage one divide \( B_0 \) into \( p_0 \) equal parts \( (A_{1,j})_{j=1}^{p_0} \). Let \( (\overline{A}_{1,j})_{j=1}^{p_0} \) denotes the flow towers over \( (A_{1,j})_{j=1}^{p_0} \). In order to construct the second flow tower, put over each tower \( \overline{A}_{1,j} \) a rectangle spacer of height \( s_{1,j} \) (and base of same measure as \( A_{1,j} \)) and form a stack of height \( h_1 = p_0 + \sum_{j=1}^{p_0} s_{1,j} \) in the usual fashion. Call this second tower \( \overline{B}_1 \), with \( B_1 = A_{1,1} \).

At the \( k\)th stage, divide the base \( B_{k-1} \) of the tower \( \overline{B}_{k-1} \) into \( p_{k-1} \) subsets \( (A_{k,j})_{j=1}^{p_{k-1}} \) of equal measure. Let \( (\overline{A}_{k,j})_{j=1}^{p_{k-1}} \) be the towers over \( (A_{k,j})_{j=1}^{p_{k-1}} \) respectively. Above each tower \( \overline{A}_{k,j} \), put a rectangle spacer of height \( s_{k,j} \) (and base of
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same measure as \( A_{k,j} \). Then form a stack of height \( h_k = p_{k-1}h_{k-1} + \sum_{j=1}^{p_k-1} s_{k,j} \) in the usual fashion. The new base is \( B_k = A_{k,1} \) and the new tower is \( B_k \).

All the rectangles are equipped with Lebesgue two-dimensional measure that will be denoted by \( \nu \). Proceeding this way we construct what we call a rank one flow \((T_t)_{t \in \mathbb{R}}\) acting on a certain measure space \((X, \mathcal{B}, \nu)\) which may be finite or \( \sigma \)-finite depending on the number of spacers added at each stage.

This rank one flow will be denoted by

\[
(T^t)_{t \in \mathbb{R}} \overset{\text{def}}{=} \left( T^t_{(p_n, (s_{n+1,j})^p_{n+1}, n \geq 0)} \right)_{t \in \mathbb{R}}
\]

The invariant measure \( \nu \) will be finite if and only if

\[
\sum_{k=0}^{+\infty} \frac{\sum_{j=1}^{p_k} s_{k+1,j}}{p_k h_k} < +\infty.
\]

In that case, the measure will be normalized in order to have a probability.

Remarks 3.1.

- The only thing we use from [72] is the definition of rank one flows. Actually, a careful reading of Zeitz paper [72] shows that the author assumes that for any rank one flow there exists always at least one time \( t_0 \) such that \( T_{t_0} \) has rank one property. But, as we shall see in the next point, this is not the case in general. Furthermore, if this property was satisfied then the weak closure theorem for flows would hold as a direct consequence of the King weak closure theorem [43] which state that for any rank one map \( T \), we have the centralizer of \( T \) is the weak closure of the powers, that is, \( C(T) = WCT(T) \), where \( C(T) \) is the centralizer of \( T \) and \( WCT(T) \) is the weak closure of \( \{T^n, n \in \mathbb{Z}\} \). Indeed, by King’s theorem, we get \( C(T_t) \subset C(T_{t_0}) \overset{\text{J, King}}{=} WCT(T_{t_0}) \subset WCT(T_t) \subset C(T_t) \).

- Let us further notice that an alternative definition of a rank one flow has been proposed by Ryzhikov in [63]. We don’t know if these two definitions are equivalent. Here is Ryzhikov definition.

**Definition 3.2.** A dynamical flow \((X, \mathcal{A}, \mu, (T_t)_{t \in \mathbb{R}})\) has rank one if there exists a sequence \((E_j)\) in \( \mathcal{A} \), a sequence \((s_j)\) of real numbers and a sequence \((h_j)\) of positive integers such that, for each \( j \),

\[
\xi_j := \left( E_j, T_{s_j} E_j, T_{2s_j} E_j, \cdots, T_{h_j-1}s_j E_j, X \setminus \bigcup_{i=0}^{h_j-1} T_{is_j} E_j \right)
\]

is a partition of \( X \) and
– the sequence \((\xi_j)\) converges to the \(\sigma\)-algebra (that is, for every \(A \in \mathcal{A}\) and every \(j\), we can find a \(\xi_j\)-measurable set \(A_j\) in such a way that \(\mu(A \Delta A_j) \to 0\));

\[- s_j h_j \to +\infty.\]

- Based on the previous definition, Ryzhikov proved the weak closure theorem for flows, that is, \(C(T_t) = WCT(T_t)\). It follows that for a mixing rank one flow, we have \(C(T_t) = \{T_t, t \in \mathbb{R}\}\). Hence for each \(t, T_t\) is not a rank one map since its centralizer is uncountable.

- After Ryzhikov’s paper, del Junco in [22] extended the cutting and stacking methods to the case of local Abelian group using a Følner sequence. He introduced a new construction called CF construction. The definition using the CF construction can be founded in [21]. But we must point out that this definition is more general than the CS definition. In fact, CF definition corresponds to the notion of funny rank one flows.

4. **On Bourgain’s Lemma for Flows**

Let \((X, \mathcal{B}, \mu, T)\) be an ergodic probability measure preserving dynamical system. In [15] Bourgain uses the following fact: for all \(f \in L^2(X)\), for \(\mu\)-almost all \(x\), the sequence of finite measures

\[\sigma_{f,N,x}(d\theta) = \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} f(T^j x) e^{2\pi i j \theta} d\theta\]

converges weakly to the spectral measure of \(f\).

This fact is a simple consequence of a classical harmonic analysis lemma [19], combined with the ergodic theorem which asserts that, for \(\mu\)-almost all \(x\), for all \(k \in \mathbb{Z}\),

\[\lim_{N \to +\infty} \frac{1}{N} \sum_{n=1}^{N} f(T^{n+k} x) \cdot \overline{T^n x} = \int_X f \circ T^k \cdot \overline{T^k} \ d\mu = \sigma_f(k).\]

We will state a similar result for \(\mathbb{R}\)-actions.

Let us consider a kernel \(\{k_\lambda\}_{\lambda>0}\), that is a family of bounded positive integrable functions \(k_\lambda\) on \(\mathbb{R}\), with \(\int k_\lambda(t) \ dt = 1\) such that the family of probability measures \(k_\lambda(t) \ dt\) converges weakly to the Dirac mass at zero, when \(\lambda\) goes to zero.

If \(\psi\) is any bounded continuous function on \(\mathbb{R}\) we have: for all \(t \in \mathbb{R}\),

\[\lim_{\lambda \to 0} \psi * k_\lambda(t) = \psi(t).\]
Thus for all $\phi \in L^2(dt)$ and for all $t \in \mathbb{R}$ we have
\[
\lim_{\lambda \to 0} (\phi * \tilde{\phi})*k_{\lambda}(t) = \phi * \tilde{\phi}(t),
\]
where we denote $\tilde{\phi}(t) = \overline{\phi(-t)}$. Using Fourier transformation and its inverse this can be written:
\[
\lim_{\lambda \to 0} \left( \frac{\hat{\phi}}{\lambda} \right)^2 \cdot \hat{k}_{\lambda} = \lim_{\lambda \to 0} \left( \hat{\phi} \cdot \hat{k}_{\lambda} \right) = \phi * \tilde{\phi}.
\]

Let $(T_t)_{t \in \mathbb{R}}$ be an ergodic flow on a Lebesgue space $(X, \mathcal{B}, \mu)$, and $f \in L^2(X)$. We claim that, for $\mu$-almost all $x$, for all $S > 0$, Equation (3) can be applied to the function $\phi(t) = f(T_t x) 1_{[0,S]}(t)$.

The function
\[
[0, S] \times X \ni (t, x) \mapsto f(T_t x)
\]
is measurable and
\[
\int_0^S \left( \int_X |f(T_t x)|^2 \, d\mu(x) \right) \, dt = S\|f\|_2^2 < +\infty.
\]
By taking a sequence of $S$’s going to infinity, we conclude that, for $\mu$-almost all $x$, for all $S > 0$,
\[
\int_0^S |f(T_t x)|^2 \, dt < +\infty.
\]
This proves our claim.

Equation (3) applied to our particular functions gives: for $\mu$-almost all $x$, for all $S > 0$,
\[
\lim_{\lambda \to 0} \int_{\mathbb{R}} \left( \int_0^S f(T_t x) e^{-i\theta t} \, dt \right)^2 \left( \int_{\mathbb{R}} k_{\lambda}(s) e^{-i\theta s} \, ds \right) e^{i\theta u} \, d\theta
\]
\[
= \int_{\max\{u,0\}}^{\min\{u+S,S\}} f(T_{t-u} x) \cdot \overline{f(T_t x)} \, dt.
\]

In the next section, we will prove that for $\mu$-almost all $x$, for all $u \in \mathbb{R}$, we have
\[
\lim_{S \to +\infty} \frac{1}{S} \int_{\max\{u,0\}}^{\min\{u+S,S\}} f(T_t x) \cdot \overline{f(T_{t-u} x)} \, dt = \int_X f \circ T_u \cdot \overline{f} \, d\mu.
\]
This allows us to state the following lemma.
Lemma 4.1. For $f \in L^2(X)$ and $x \in X$, we consider the absolutely continuous measure
\[
\sigma_{f,\lambda,S,x}(d\theta) = \left| \frac{1}{\sqrt{S}} \int_0^S f(T^t x) e^{-i\theta t} dt \right|^2 \tilde{k}_\lambda(\theta) d\theta.
\]
For all $f \in L^2(X)$, for $\mu$-almost all $x$, we have
\[
\lim_{S \to +\infty} \lim_{\lambda \to 0^+} \sigma_{f,\lambda,S,x} = \sigma_f,
\]
in the sense of weak convergence.

5. ALMOST SURE APPROXIMATION OF THE CORRELATION FUNCTION

We state and prove in this section a version of the ergodic theorem which gives an almost sure approximation of the function $s \mapsto \tilde{\sigma}_f(s)$. The statement of Corollary 5.2 can be found in [64], but we have not been able to find a proof in the literature.

We prove the result for functions which are Lipschitz regular along the trajectories, then use a density argument. This method can be applied to a wide class of ergodic theorems perturbed in time, including convergence of multiple ergodic averages with weight of Wiener-Wintner type.

We consider an ergodic dynamical flow $(X, \mathcal{A}, \mu, (T_t)_{t \in \mathbb{R}})$.

Theorem 5.1. For any $S > 0$ and all $f, g \in L^2(X)$, for almost all $x \in X$, we have
\[
\lim_{\tau \to +\infty} \frac{1}{\tau} \int_0^\tau f(T_{\tau+s}x) \cdot g(T_s x) \, dt = \int_X f \circ T_s \cdot g \, d\mu
\]
uniformly for $s$ in the interval $[-S, S]$.

This yields the result we need as a corollary.

Corollary 5.2. Let $f \in L^2(\mu)$. There exist a full measure subset $X_f$ of $X$ such that, for any $x \in X_f$ and any $s \in \mathbb{R}$, we have
\[
\lim_{\tau \to +\infty} \frac{1}{\tau} \int_0^\tau f(T_{\tau+s}x) \cdot \overline{f}(T_s x) \, dt = \int_X f \circ T_s \cdot \overline{f} \, d\mu.
\]

As mentioned above we shall need the following crucial lemma.

Lemma 5.3. The set of bounded measurable functions $f$ on $X$ such that, for any $x \in X$, the function $s \mapsto f(T_s x)$ is Lipschitz continuous with Lipschitz constant not depending on $x$, is dense in $L^2(X)$. 

Proof. Let \( f \) be a bounded measurable function on \( X \) and \( a \) be a positive number. We define the function \( f_a \) on \( X \) by
\[
f_a(x) = \frac{1}{a} \int_0^a f(T_t x) \, dt.
\]
Since \( \lim_{t \to 0} f \circ T_t = f \) in \( L^2(X) \), we deduce that \( \lim_{a \to 0} f_a = f \) in \( L^2(X) \). But, for any \( x \), the function \( s \mapsto f_a(T_s x) \) is Lipschitz continuous with Lipschitz constant equal to \( 2\|f\|_X/a \). In fact, we have
\[
|f_a(T_s x) - f_a(T_{s'} x)| = \frac{1}{a} \left| \int_s^{a+s} f(T_t x) \, dt - \int_{s'}^{a+s'} f(T_t x) \, dt \right|
\]
and if \( 0 \leq s - s' \leq a \), then
\[
|f_a(T_s x) - f_a(T_{s'} x)| \leq \frac{1}{a} \left( \int_s^{s'} |f(T_t x)| \, dt + \int_{a+s}^{a+s'} |f(T_t x)| \, dt \right) \leq \frac{2}{a} \|f\|_X (s - s').
\]
\[
\square
\]
Lemma 5.4. Let \( f, g \) be two bounded measurable functions on \( X \). Assume that, for any \( x \in X \), the function \( s \mapsto f(T_s x) \) is Lipschitz continuous. Then, for any \( S > 0 \), for almost all \( x \in X \), we have
\[
\lim_{\tau \to +\infty} \frac{1}{\tau} \int_0^\tau f(T_{t+s} x) \cdot g(T_t x) \, dt = \int_X f \circ T_s \cdot g \, d\mu
\]
uniformly for \( s \) in the interval \([-S, S]\).

Proof. By the Ergodic Theorem, for almost all \( x \in X \) and all rational number \( r \), we have
\[
\lim_{\tau \to +\infty} \frac{1}{\tau} \int_0^\tau f(T_{t+r} x) \cdot g(T_t x) \, dt = \int_X f \circ T_r \cdot g \, d\mu.
\]
Let us choose \( x \) and \( S \) as above. Let \( \varepsilon \) be a positive number and \( q \) a positive rational number such that \( \frac{1}{q} < \varepsilon \). Then, there exists \( \tau_0 > 0 \) such that, for all \( \tau > \tau_0 \), for any rational number \( r = \frac{p}{q} \) belonging to the interval \([-S, S]\),
\[
\left| \frac{1}{\tau} \int_0^\tau f(T_{t+r} x) \cdot g(T_t x) \, dt - \int_X f \circ T_r \cdot g \, d\mu \right| \leq \varepsilon.
\]
Let $s \in [-S, S]$. There exists a rational number $r = p/q$ such that $|s - r| \leq \epsilon$. We have, for all $\tau > \tau_0$,

\[
\left| \frac{1}{\tau} \int_0^\tau f(T_{t+s}x) \cdot g(T_t x) \, dt - \int_X f \circ T_s \cdot g \, d\mu \right|
\leq \frac{1}{\tau} \int_0^\tau |f(T_{t+s}x) - f(T_{t+r}x) \cdot g(T_t x)| \, dt
\]
\[+ \frac{1}{\tau} \int_0^\tau f(T_{t+r}x) \cdot g(T_t x) \, dt - \int_X f \circ T_r \cdot g \, d\mu \]
\[+ \int_X f \circ T_s \cdot g \, d\mu - \int_X f \circ T_r \cdot g \, d\mu .\]

Using Lipschitz condition, we see that first and third terms are bounded by $c\|g\|_{L^2} \epsilon$. The second term is bounded by $\epsilon$ by our choice of $x$ and $\tau$ and the proof of the lemma is complete. \qed

**Proof of Theorem 5.7** Let $S$ be a positive number. By Lemmas 5.3 and 5.4 it is sufficient to show that the set of pairs of $L^2$ functions $(f, g)$ for which the theorem holds is closed in $L^2(X) \times L^2(X)$.

Let $f, g \in L^2(X)$ and $\epsilon$ be a positive number, assume that there exist $\tilde{f}, \tilde{g} \in L^2(X)$ such that $||f - \tilde{f}||_2 < \epsilon$ and $||g - \tilde{g}||_2 < \epsilon$, and for almost all $x$,

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau f(T_{t+s}x) \cdot \tilde{g}(T_t x) \, dt = \int_X \tilde{f} \circ T_s \cdot \tilde{g} \, d\mu,
\]

uniformly for $s \in [-S, S]$. For such an $x$ we have

\[
\limsup_{\tau \to \infty} \sup_{-S \leq s \leq S} \left| \frac{1}{\tau} \int_0^\tau f(T_{t+s}x) \cdot g(T_t x) \, dt - \int_X f \circ T_s \cdot g \, d\mu \right|
\leq \limsup_{\tau \to \infty} \sup_{-S \leq s \leq S} \left| \frac{1}{\tau} \int_0^\tau f(T_{t+s}x) \cdot g(T_t x) \, dt - \frac{1}{\tau} \int_0^\tau \tilde{f}(T_{t+s}x) \cdot \tilde{g}(T_t x) \, dt \right|
\]
\[+ \sup_{-S \leq s \leq S} \left| \int_X f \circ T_s \cdot g \, d\mu - \int_X \tilde{f} \circ T_s \cdot \tilde{g} \, d\mu \right| .\]
We need to estimate two terms on the right hand side. For the first one, we have

\[
\lim_{\tau \to \infty} \sup_{-S \leq s \leq S} \left| \frac{1}{\tau} \int_{0}^{\tau} \left( f(T_{t+s}x) \cdot g(T_{i}x) \right) dt - \frac{1}{\tau} \int_{0}^{\tau} \tilde{f}(T_{t+s}x) \cdot \tilde{g}(T_{i}x) dt \right|
\]

\[
\leq \lim_{\tau \to \infty} \sup_{-S \leq s \leq S} \left| \frac{1}{\tau} \int_{0}^{\tau} f(T_{t+s}x) \cdot g(T_{i}x) dt - \frac{1}{\tau} \int_{0}^{\tau} \tilde{f}(T_{t+s}x) \cdot g(T_{i}x) dt \right|
\]

\[
+ \lim_{\tau \to \infty} \sup_{-S \leq s \leq S} \left| \frac{1}{\tau} \int_{0}^{\tau} \tilde{f}(T_{t+s}x) \cdot g(T_{i}x) dt - \frac{1}{\tau} \int_{0}^{\tau} \tilde{f}(T_{t+s}x) \cdot \tilde{g}(T_{i}x) dt \right|
\]

\[
\leq \lim_{\tau \to \infty} \sup_{-S \leq s \leq S} \left( \frac{1}{\tau} \int_{0}^{\tau} \left| (f - \tilde{f})(T_{t+s}x) \right|^{2} dt \right)^{1/2} \left( \frac{1}{\tau} \int_{0}^{\tau} \left| g(T_{i}x) \right|^{2} dt \right)^{1/2}
\]

\[
+ \lim_{\tau \to \infty} \sup_{-S \leq s \leq S} \left( \frac{1}{\tau} \int_{0}^{\tau} \left| \tilde{f}(T_{t+s}x) \right|^{2} dt \right)^{1/2} \left( \frac{1}{\tau} \int_{0}^{\tau} \left| (g - \tilde{g})(T_{i}x) \right|^{2} dt \right)^{1/2}
\]

Observe that we may assume in addition that the ergodic theorem holds at the point \( x \) for the four functions \( \left| \tilde{f} \right|^{2}, \left| g \right|^{2}, \left| f - \tilde{f} \right|^{2} \) and \( \left| g - \tilde{g} \right|^{2} \). Hence, we have

\[
\lim_{\tau \to \infty} \sup_{-S \leq s \leq S} \left| \frac{1}{\tau} \int_{0}^{\tau} f(T_{t+s}x) \cdot g(T_{i}x) dt - \frac{1}{\tau} \int_{0}^{\tau} \tilde{f}(T_{t+s}x) \cdot \tilde{g}(T_{i}x) dt \right|
\]

\[
\leq \| f - \tilde{f} \|_{2} \| g \|_{2} + \| \tilde{f} \|_{2} \| g - \tilde{g} \|_{2} \leq \varepsilon \| g \|_{2} + \varepsilon \| f \|_{2} \varepsilon.
\]

Consider now the second term.

\[
\sup_{-S \leq s \leq S} \left| \int_{X} f \circ T_{s} \cdot g d\mu - \int_{X} \tilde{f} \circ T_{s} \cdot \tilde{g} d\mu \right|
\]

\[
\leq \sup_{-S \leq s \leq S} \left| \int_{X} f \circ T_{s} \cdot g d\mu - \int_{X} \tilde{f} \circ T_{s} \cdot g d\mu \right|
\]

\[
+ \sup_{-S \leq s \leq S} \left| \int_{X} \tilde{f} \circ T_{s} \cdot g d\mu - \int_{X} \tilde{f} \circ T_{s} \cdot \tilde{g} d\mu \right|
\]

\[
\leq \sup_{-S \leq s \leq S} \left( \int_{X} \left| (f - \tilde{f}) \circ T_{s} \right|^{2} d\mu \right)^{1/2} \left( \int_{X} \left| g \right|^{2} d\mu \right)^{1/2}
\]

\[
+ \sup_{-S \leq s \leq S} \left( \int_{X} \left| \tilde{f} \circ T_{s} \right|^{2} d\mu \right)^{1/2} \left( \int_{X} \left| (g - \tilde{g}) \right|^{2} d\mu \right)^{1/2}
\]

\[
= \left| f - \tilde{f} \right|_{2} \| g \|_{2} + \left| \tilde{f} \right|_{2} \| g - \tilde{g} \|_{2} \leq \varepsilon \| g \|_{2} + \varepsilon \| f \|_{2} \varepsilon.
\]
Therefore, for a set of \( x \)'s off full measure,

\[
\limsup_{\tau \to \infty} \sup_{-S < s < S} \left| \frac{1}{\tau} \int_0^\tau f(T_{1+s}x) \overline{f(T_{ix})} \, dt - \int_X f \circ T_s \cdot \overline{f} \, d\mu \right|
\]

is arbitrarily small. The proof of the theorem is complete. \( \square \)

**Remark.** Using the same ideas of Bourgain in [15] combined with the lemma 4.1 one may compute the maximal spectral type of rank one flows. But, as we shall see in the next section, it is easier to do the calculations directly following the ideas of Choksi-Nadkarni [18] and Klemes-Reinhold [47].

6. ON THE MAXIMAL SPECTRAL TYPE OF ANY RANK ONE FLOW BY CS CONSTRUCTION

In the spirit of the methods used in the case of \( \mathbb{Z} \) actions by Host-Melgaard-Parreau [36], Choksi-Nadkarni [18] and Klemes-Reinhold [47], we shall compute the maximal spectral type of the rank one flow given by CS construction. Since the dual group of \( \mathbb{R} \) is \( \mathbb{R} \) which is not compact, we need to produce a probability measure on \( \mathbb{R} \) for which we can define the notion of Riesz product. It turns out that a probability measure on \( \mathbb{R} \) naturally associated to rank one construction is given by Fejér kernel density. Precisely, we have

**Theorem 6.1** (Maximal spectral type of rank one flows). For any \( s \in (0, 1) \), the spectral measure \( \sigma_{0,s} \) is the weak limit of the sequence of probability measures

\[
\prod_{k=0}^n |P_k(\theta)|^2 K_s(\theta) \, d\theta,
\]

where

\[
P_k(\theta) = \frac{1}{\sqrt{p_k}} \left( \sum_{j=0}^{p_k-1} e^{i\theta(jk + s_k(j))} \right), \quad s_k(j) = \sum_{i=1}^j s_{k+1,i}, \quad s_k(0) = 0,
\]

and

\[
K_s(\theta) = \frac{s}{2\pi} \left( \frac{\sin(\frac{\theta}{2})}{\frac{\theta}{2}} \right)^2.
\]

In addition the continuous part of spectral type of the rank one flow \( (X, A, \nu, (T_i)_{i \in \mathbb{R}}) \) is equivalent to the continuous part of

\[
\sum_{k \geq 1} 2^{-k} \sigma_{0, \frac{1}{k}}.
\]
As customary, for a fixed $s \in (0, 1]$, the spectral measure $\sigma_{0,s}$ will be denoted by

$$\sigma_{0,s} = \prod_{k=0}^{+\infty} |P_k(\theta)|^2.$$ 

The theorem above gives a new generalization of Choksi-Nadkarni Theorem \[18, 52\]. We point out that in \[10\], the author generalized the Choksi-Nadkarni Theorem to the case of funny rank one group actions for which the group is compact and Abelian.

6.1. **Spectral interpretation of CS construction.** We start from the CS construction described in the preceding section. Let $B_{n,s}$ be the rectangle of height $s \in ]0, h_n]$ and base $A_{n,1} = B_n$ in the $n^{th}$ flow tower. By construction, we have

$$B_{n,s} = \bigcup_{j=0}^{p_n-1} T_{jh_{n+\tilde{s}_n(j)}} B_{n+1,s},$$

where $\tilde{s}_n(j) := s_{n+1,1} + s_{n+1,2} + \ldots + s_{n+1,j}$ and $\tilde{s}_n(0) = 0$. We have

$$\nu \left( B_{n,s} \right) = p_n \nu \left( B_{n+1,s} \right).$$

Put

$$f_{n,s} = \frac{1}{\sqrt{\nu \left( B_{n,s} \right)}} \mathbb{1}_{B_{n,s}},$$

where $\mathbb{1}_{B_{n,s}}$ is the indicator function of $B_{n,s}$. So

$$f_{n,s} = \frac{1}{\sqrt{p_n}} \sum_{j=0}^{p_n-1} f_{n+1,s} \circ T^{-\left(jh_{n+\tilde{s}_n(j)}\right)}$$

that we can write

$$f_{n,s} = P_n(U_s) f_{n+1,s} \text{ with } P_n(t) = \frac{1}{\sqrt{p_n}} \sum_{j=0}^{p_n-1} e^{it(jh_{n+\tilde{s}_n(j)})}. \tag{4}$$

It follows from (1) that

$$d\sigma_{k,s} = |P_k|^2 d\sigma_{k+1,s} = \ldots = \prod_{j=0}^{m-1} |P_{k+j,s}|^2 d\sigma_{k+m,s}, \tag{5}$$

where $\sigma_{k,s}$ denotes the spectral measure of $f_{k,s}, k \geq 0, s \in ]0, h_k].$
Lemma 6.2. Denoting, for each integer \( n \geq 0 \),
\[ H_n := \text{linear span}\{ U_t(f_{n,s}) : s \in [0, h_n], t \in [0, h_n - s] \}, \]
we have \( H_n \subset H_{n+1} \).

**Proof.** On one hand we have (4); on the other hand, for \( s \in [0, h_n] \) and \( t \in [0, h_n - s] \), since
\[ \mathbb{I}_{T_t B_n, s} = \mathbb{I}_{B_{n+s+t}}, \]
we have
\[ U_t(f_{n,s}) = \sqrt{1 + \frac{t}{s} f_{n,s+t}} - \sqrt{\frac{t}{s} f_{n,t}}. \]
These two facts show that \( H_n \subset H_{n+1} \). \( \square \)

Lemma 6.3. \( \bigcup_{n=0}^{+\infty} H_n = L^2(X) \).

**Proof.** Notice that \( \{ (T_t(B_{n,s}))_{s\in[0,h_n],t\in[0,h_n-s]} \}_{n=0}^{+\infty} \) generates a dense subalgebra of the Borel \( \sigma \)-algebra, (here we are using the metric (modulo sets of measure zero) given by \( d(A,B) = \text{Lebesgue measure of } A \triangle B \)). It follows that the linear subspace generated by \( \{ U_t(f_{n,s}) : s \in [0, h_n], t \in [0, h_n - s], 0 \leq n < \infty \} \) is dense in \( L^2(X) \). But Lemma 6.2 shows that this linear subspace is \( \cup_n H_n \). \( \square \)

Lemma 6.4. The maximal spectral type \( \sigma \) of the rank one flow \( (X, \mathcal{A}, \nu, (T_t)_{t \in \mathbb{R}}) \) is absolutely continuous with respect to \( \sum_{n \geq 0, k \geq 1} 2^{-(n+k)} \sigma_{n,k}^{1/2} \).

This lemma tells us that the class of \( \sum_{n \geq 0, k \geq 1} 2^{-(n+k)} \sigma_{n,k}^{1/2} \) is the maximal spectral type of the flow.

**Proof.** Given \( f \in L^2(X) \), since the span of the family \( \{ U_t(f_{n,s}) : s \in [0, h_n], t \in [0, h_n - s], 0 \leq n < \infty \} \) is dense in \( L^2(X) \), \( f \) can be approximated by functions \( g_n \in L^2(X) \) which are constant on the levels of the flow tower \( B_n \). We can find
\[ g_n = \sum_{j=1}^{k_n} a_j^{(n)} U_j^{(n)} f_{n, s_j^{(n)}} \]
where \( k_n \in \mathbb{N} \), \( a_j^{(n)} \in \mathbb{C} \), \( t_j^{(n)} \in [0, h_n - s_j^{(n)}] \), \( j = 1, \ldots, k_n \) and \( ||f - g_n||_2 \xrightarrow{n \to +\infty} 0 \). Hence
\[ d\sigma_f = d\sigma_{g_n} + d\nu_n \]
where \( ||\nu_n|| \to 0 \) as \( n \to \infty \).
We have

\[ d\sigma_{gn} = \sum_{i,j=1}^{k_n} a_i^{(n)} a_j^{(n)} d\sigma_{i^{(n)}, j^{(n)}, i^{(n)}, j^{(n)}}, \]

where \( \sigma_{i^{(n)}, j^{(n)}, i^{(n)}, j^{(n)}} \) is the complex measure on \( \mathbb{R} \) whose Fourier transform is

\[ t \mapsto \left\langle U_t \left( U_{j^{(n)}} f_{n,s^{(n)}} \right), U_{i^{(n)}} f_{n,s^{(n)}} \right\rangle. \]

It is easy to see that \( \sigma_{i^{(n)}, j^{(n)}, i^{(n)}, j^{(n)}} \) is absolutely continuous with respect to \( \sigma_{n,s^{(n)}} \) and \( \sigma_{n,s^{(n)}} \).

We claim that, for all \( n \in \mathbb{N} \) and \( s \geq 0 \), the spectral measure \( \sigma_{n,s} \) is absolutely continuous with respect to \( \sigma_{n, \frac{1}{k}} \).

First consider the case where \( s \) is rational. In this case, put \( s = \frac{p}{q} \) where \( p \in \mathbb{Z} \) and \( q \in \mathbb{Z}^* \). Then

\[ f_{n,s} = \frac{1}{\sqrt{p}} \sum_{j=1}^{p} T_{j-1} f_{n, \frac{1}{q}}, \]

which implies that \( \sigma_{n,s} \ll \sigma_{n, \frac{1}{k}} \).

The case where \( s \) is irrational can be handled using the existence of rational numbers \( \left( \frac{p_m}{q_m} \right)_{m \in \mathbb{N}} \) which converge to \( s \). We have

\[ \| f_{n,s} - f_{n, \frac{p_m}{q_m}} \|_2 \xrightarrow{m \to \infty} 0. \]

This yields that \( \sigma_{n, \frac{p_m}{q_m}} \) converges in the sense of the norm variation to \( \sigma_{n,s} \) and the proof of the claim is complete.

Therefore, if \( A \) is a Borel set such that, for any \( (n, k) \in \mathbb{N} \times \mathbb{N}^* \), we have \( \sigma_{n, \frac{1}{k}}(A) = 0 \), then, for all \( (n, s) \in \mathbb{N} \times \mathbb{R} \), \( h_n, \sigma_{n,s}(A) = 0 \). We deduce that \( \sigma_{g_n} = 0 \). Thus

\[ 0 \leq \sigma_f(A) = \nu_n(A) \leq \| \nu_n \| \xrightarrow{n \to +\infty} 0. \]

This achieves the proof of the lemma. \( \square \)

**Remark.** Lemma 6.4 can be derived from the more general result which follows. Let \( (U_t)_{t \in \mathbb{R}} \) be a family of bounded operators on the Hilbert space \( H \) such that \( U_{t+s} = U_t \circ U_s \), for any \( s, t \in \mathbb{R} \) and let \( (x_i)_{i \geq 1} \) be a bounded sequence in \( H \) such that

\[ \text{span} \{ U_t x_i \mid t \in \mathbb{R}, \ i \geq 1 \} = H. \]

Then the maximal spectral type \( (U_t)_{t \in \mathbb{R}} \) can be given by

\[ \sigma_{\text{max}} = \sum_{i=1}^{+\infty} \sigma_{x_i}. \]
As mentioned in the introduction, we shall show that the maximal spectral type of a rank one flow given by CS construction is given by some kind of generalized Riesz product. In the classical theory, the Riesz product on $\mathbb{R}$ is defined using some kernel function as is done in [56] (a function $K$ is called a kernel function if $K$ is a positive integrable function on $\mathbb{R}$ with positive Fourier transform $\hat{K}$ such that the support of $\hat{K}$ is contained in some bounded interval).

In our case, we will see that the kernel is given by the dynamics as the weak limit of the sequence of measures $(\sigma_{n,s})_{n \in \mathbb{N}}$. We summarize this fact in the following lemma. (We consider only values of $s$ in $[0, 1[$, so that the measures $\sigma_{n,s}$ are always well defined.)

**Lemma 6.5.** The sequence of spectral measures $(\sigma_{n,s})_{n \in \mathbb{N}}$ converges weakly to the measure $K_s(t) \, dt$, where $K_s(t) = \frac{s}{2\pi} \cdot \left( \frac{|t|}{s/2} \right)^2$.

**Proof.** Let $t \in [0, +\infty[$ and choose $n_0 \in \mathbb{N}^*$ such that for all $n \geq n_0$, $h_n - s > t$.

By definition of $\sigma_n$, we have

$$\sigma_{n,s}(t) = \frac{\nu(T_tB_{n,s} \cap B_{n,s})}{\nu(B_{n,s})}.$$

When comparing $t$ to $s$ we must distinguish two cases

1. $t > s$. In this case we have $T_tB_{n,s} \cap B_{n,s} = \emptyset$,

2. $t \leq s$. We claim that we have

$$\frac{\nu(T_tB_{n,s} \cap B_{n,s})}{\nu(B_{n,s})} = 1 - \frac{t}{s}. \quad (6)$$

Indeed the flow move by the unit speed uniformly and if we put $B_{n,s} = [0, \alpha_n] \times [0, s]$, we have $T_tB_{n,s} = [0, \alpha_n] \times [t, s + t]$. It follows easily that we have $T_tB_{n,s} \cap B_{n,s} = [0, \alpha_n] \times [t, s]$ which yields to

$$\frac{\nu(T_tB_{n,s} \cap B_{n,s})}{\nu(B_{n,s})} = \frac{t - s}{s} = 1 - \frac{t}{s}.$$

and the proof of (6) is complete.

Notice that $\hat{K}_s(t) = \left(1 - \frac{|t|}{s}\right) \mathbb{1}_{[-s,s]}(t)$. Therefore,

$$\sigma_{n}(t) \xrightarrow{n \to \infty} \hat{K}_s(t),$$

which achieves the proof of the lemma. □
Remark 6.6. Since $K_s(t)$ is positive a.s. with respect to Lebesgue measure and
\[
\int_{-\infty}^{+\infty} K_s(t) dt = \widehat{K}_s(0) = 1,
\]
the probability measure $K_s(t) dt$ is equivalent to the Lebesgue measure on $\mathbb{R}$.

6.2. A generalized Riesz product on $\mathbb{R}$ and dynamics. The trigonometric polynomials $P_n$ are related to the cutting and stacking construction of a rank one flow. They are defined by
\[
P_n(\theta) = \frac{1}{\sqrt{p_n}} \sum_{j=0}^{p_n-1} e^{i\theta(jh_n+s_n(j))}.
\]
We also recall that $K_s$ denotes the Fejér Kernel on $\mathbb{R}$, characterized by its Fourier transform:
\[
\widehat{K}_s(\theta) = \left(1 - \frac{|\theta|}{s}\right) \mathbb{I}_{[-s,s]}(\theta).
\]

Lemma 6.7. Let $K$ be an integrable function on $\mathbb{R}$, whose Fourier transform $\widehat{K}$ is null outside the interval $[-1,1]$. Let $0 \leq n_1 < n_2 < \ldots < n_k$ be integer numbers. We get
\[
\int_{\mathbb{R}} \prod_{j=1}^{k} |P_{n_j}(\theta)|^2 \cdot K(\theta) d\theta = \int_{\mathbb{R}} K(\theta) d\theta.
\]
This applies in particular to $K = K_s$ when $0 < s < 1$.

Proof. We start with
\[
|P_{n_j}(\theta)|^2 = 1 + \frac{1}{p_{n_j}} \sum_{0 \leq a, b < p_{n_j}} e^{i\theta((b-a)h_{n_j}+s_{n_j}(b)-s_{n_j}(a))}.
\]
Let us define
\[
W_j = \{(b-a)h_{n_j} + s_{n_j}(b) - s_{n_j}(a) \mid b \neq a \in \{0, \ldots, p_{n_j} - 1\}\}.
\]
Expanding the product of the $|P_{n_j}(\theta)|^2$, we can write
\[
\int_{\mathbb{R}} \prod_{j=1}^{k} |P_{n_j}(\theta)|^2 \cdot K(\theta) d\theta = 1
\]
as a sum of terms of the type
\[
\frac{1}{p_{n_1} \cdots p_{n_k}} \widehat{K} \left(\sum_{j=1}^{k} \epsilon_j W_j \right),
\]
where each $\epsilon_j$ is 0 or 1 (not all = 0) and each $w_j$ belongs to $W_j$. It is sufficient to prove that each of these terms is null. Since the Fourier transform of $K$ is supported on $[-s, s]$, it is sufficient to prove that each of the numbers $\sum_{j=1}^{k} \epsilon_j w_j$ has absolute value $\geq 1$.

We consider one of these expressions $\sum_{j=1}^{k} \epsilon_j w_j$ and denote by $j_0$ the greater index $j$ such that $\epsilon_j \neq 0$. We have

$$\left| \sum_{j=1}^{k} \epsilon_j w_j \right| \geq |w_{j_0}| - \sum_{j<j_0} |w_j|.$$ 

Moreover, for all $j$,

$$h_{n_j} \leq |w_j| \leq (p_{n_j} - 1)h_{n_j} + \tilde{s}_{n_j}(p_{n_j}).$$

Thus it is sufficient to prove that

$$h_{n_{j_0}} - \sum_{j=0}^{j_0-1} (p_{n_j} - 1)h_{n_j} + \tilde{s}_{n_j}(p_{n_j}) \geq 1.$$ 

And this is true since

$$h_n = p_{n-1}h_{n-1} + \tilde{s}_{n-1}(p_{n-1})$$

implies by induction

$$h_n - \sum_{k=0}^{n-1} (p_k - 1)h_k + \tilde{s}_k(p_k) = 1.$$

\[\square\]

**Lemma 6.8.** Let $K$ be a positive integrable function on $\mathbb{R}$, whose Fourier transform $\widehat{K}$ has compact support. The sequence of measures $|P_n(\theta)|^2 K(\theta) \, d\theta$ converges weakly to $K(\theta) \, d\theta$.

**Proof.** Let us compute the Fourier transform of $|P_n|^2 K$. Fix $t \in \mathbb{R}$.

$$\int_{\mathbb{R}} e^{-it\theta} |P_n(\theta)|^2 K(\theta) \, d\theta =$$

$$\int_{\mathbb{R}} e^{-it\theta} \left( 1 + \frac{1}{p_n} \sum_{p \neq q} e^{i\theta((p-q)h_n + \tilde{s}_n(p) - \tilde{s}_n(q))} \right) K(\theta) \, d\theta =$$

$$\widehat{K}(t) + \frac{1}{p_n} \sum_{p \neq q} \widehat{K} (t - (p - q)h_n - (\tilde{s}_n(p) - \tilde{s}_n(q))).$$
Since, for \( p \neq q \), \(|t - (p - q)h_n - \bar{s}_n(p) + \bar{s}_n(q)| \geq h_n - |t|\), we can choose \( n_0 > 0 \) such that for all \( n \geq n_0 \), we have \( t - (p - q)h_n - \bar{s}_n(p) + \bar{s}_n(q) \) outside the support of \( \hat{K} \). For all such \( n \),

\[
\int_{\mathbb{R}} e^{-i t \theta} |P_n(\theta)|^2 K(\theta) \, d\theta = \hat{K}(t).
\]

We proved that the Fourier transform of \(|P_n|^2 K\) converges everywhere to the Fourier transform of \( K \). The proof of Lemma 6.8 is complete. \( \square \)

**Proposition 6.9.** The sequence of measures \(|P_n(\theta)|^2 d\theta\) converges weakly to Lebesgue measure.

The weak convergence here is the convergence for the vague topology, where the space of test functions is the set of continuous functions with compact support. Of course, when we consider the convergence of a sequence of finite measures without “loss of mass”, this weak convergence is also the convergence in the narrow topology, where the space of test functions is the set of all bounded continuous functions. Thus in Lemma 6.8 we can speak of narrow convergence, while in Proposition 6.9 we have to speak of vague convergence.

**Proof of Proposition 6.9.** Lemma 6.8 applies in particular to the Fejér Kernel \( K_s \), which is strictly positive on the interval \(( -\frac{2\pi}{s}, \frac{2\pi}{s} )\).

Let \( f \) be continuous function on \( \mathbb{R} \) with compact support \( S \). For \( s \) small enough, we have \( K_s > 0 \) on \( S \). Then

\[
\int_{\mathbb{R}} f(\theta) |P_n(\theta)|^2 \, d\theta = \int_S \frac{f(\theta)}{K_s(\theta)} |P_n(\theta)|^2 K_s(\theta) \, d\theta
\]

\[
\rightarrow \int_S \frac{f(\theta)}{K_s(\theta)} K_s(\theta) \, d\theta = \int_{\mathbb{R}} f(\theta) \, d\theta.
\]

\( \square \)

**Proposition 6.10.** For any \( s \in (0, 1] \), the spectral measure \( \sigma_{0,s} \) is the weak limit of the sequence of probability measures

\[
\prod_{k=0}^n |P_k(\theta)|^2 K_s(\theta) \, d\theta.
\]

**Proof.** As we did in the proof of Lemma 6.7, we can write

\[
\prod_{k=0}^n |P_k(\theta)|^2 = \frac{1}{p_0 p_1 \cdots p_n} \sum_{m \in M_n} e^{i m \theta},
\]
where $M_n$ is the family of all sums of the type

$$R((a_k, b_k)_{0 \leq k \leq n}) := \sum_{k=0}^{n} (b_k - a_k)h_k + \bar{s}_k(b_k) - \bar{s}_k(a_k), \quad 0 \leq a_k, b_k \leq p_k - 1.$$  

We know (see proof of Lemma 6.7) that for all choice of $(a_k, b_k)_{0 \leq k \leq n}$ as above,

$$|R((a_k, b_k))| \leq h_{n+1} - 1. \quad (9)$$

The same argument shows that the sign of $R((a_k, b_k))$ is the sign of $b_j - a_j$ where $j$ is the greatest index $k$ such that $a_k \neq b_k$.

We will use the following fact:

Given $(a_k, b_k)_{0 \leq k \leq n}$ as above, $0 \leq \ell \leq n$, and $t \in [0, h_\ell]$,

$$\exists j \in \{\ell, \ell + 1, \ldots, n\}, a_j - b_j < p_j - 1 \implies |R((a_k, b_k)) - t| \leq h_{n+1} - 1. \quad (10)$$

Let us prove this fact. If $R((a_k, b_k)) \geq 0$, it is clear that $|R((a_k, b_k)) - t| \leq h_{n+1} - 1$, since we have (9) and $0 \leq t \leq h_{n+1} - 1$. Suppose now that $R((a_k, b_k)) < 0$. Denote by $j$ an index satisfying the hypothesis of (10). Using the fact that $0 \leq t \leq h_\ell \leq h_j$, we can write

$$|R((a_k, b_k)) - t| = t + R((b_k, a_k)) \leq h_j + R((b_k, a_k)) = (a_j - b_j + 1)h_j + s_j(a_j) - s_j(b_j) + \sum_{0 \leq k \leq n, k \neq j} (a_k - b_k)h_k + \bar{s}_k(a_k) - \bar{s}_k(b_k),$$

and this is $\leq h_{n+1} - 1$, once more by the argument used in the proof of Lemma 6.7.

The fact (10) is proved. It says that, if $t \in [0, h_\ell]$, in order to see $|R((a_k, b_k)) - t| > h_{n+1} - 1$, we must have $a_j = p_j - 1$ and $b_j = 0$ for all $j$ between $\ell$ and $n$; as a consequence, the number of elements $m$ of $M_n$ such that $|m - t| > h_{n+1} - 1$ is bounded by $(p_0p_1 \cdots p_{\ell-1})^2$. Of course, by symmetry, the result is identical for $t \in [-h_\ell, 0]$.

We have

$$\int_{\mathbb{R}} e^{-i\theta} \prod_{k=0}^{n} |P_k(\theta)|^2 K_s(\theta) d\theta = \frac{1}{p_0p_1 \cdots p_n} \sum_{m \in M_n} \widehat{K}_s(t - m).$$
For $|t| \leq s$ we have $\hat{K}_s(t) = \hat{\sigma}_{n+1,s}(t)$, and for $|t| \geq s$ we have $\hat{K}_s(t) = 0$. We obtain

$$\int_{\mathbb{R}} e^{-i\theta} \prod_{k=0}^{n} |P_k(\theta)|^2 K_s(\theta) \, d\theta = \frac{1}{p_0 p_1 \cdots p_n} \sum_{m \in M_n \cap [m-t] < s} \hat{\sigma}_{n+1,s}(t - m). \quad (11)$$

On the other hand, since \( \frac{d\sigma_{0,s}}{d\sigma_{n+1,s}} = \prod_{k=0}^{n} |P_k(\theta)|^2 \), we have

$$\hat{\sigma}_{0,s}(t) = \frac{1}{p_0 p_1 \cdots p_n} \sum_{m \in M_n \cap [m-t] < s} \hat{\sigma}_{n+1,s}(t - m). \quad (12)$$

By construction we have $\hat{\sigma}_{n+1,s}(t) = 0$ for all $t \in [s, h_{n+1} - s]$. Moreover, for all $t$, $|\hat{\sigma}_{n+1,s}(t)| \leq 1$. We deduce from (12) that

$$\left| \hat{\sigma}_{0,s}(t) - \frac{1}{p_0 p_1 \cdots p_n} \sum_{m \in M_n \cap [m-t] < s} \hat{\sigma}_{n+1,s}(t - m) \right| \leq \frac{\# \{ m \in M_n \mid |m-t| > h_{n+1} - s \}}{p_0 p_1 \cdots p_n}.$$

We can conclude that if $|t| \leq h_{\ell}$, then

$$\left| \hat{\sigma}_{0,s}(t) - \frac{1}{p_0 p_1 \cdots p_n} \sum_{m \in M_n \cap [m-t] < s} \hat{\sigma}_{n+1,s}(t - m) \right| \leq \frac{(p_0 p_1 \cdots p_{\ell-1})^2}{p_0 p_1 \cdots p_n}.$$

Associated with (11), this shows that, for all $t \in \mathbb{R}$,

$$\lim_{n \to +\infty} \int_{\mathbb{R}} e^{-i\theta} \prod_{k=0}^{n} |P_k(\theta)|^2 K_s(\theta) \, d\theta = \hat{\sigma}_{0,s}(t),$$

and this gives the announced weak convergence result. \( \square \)

**Proof of Theorem 6.1** With the same argument that allowed us to go from Lemma 6.8 to Proposition 6.9 we deduce from Proposition 6.10 that the sequence of measures $\prod_{k=0}^{n} |P_k(\theta)|^2 \, d\theta$ is weakly convergent to a limit denoted by $\sigma$. 
Let $S$ be a compact subset of $\mathbb{R}$. For all $\ell \geq 1$ and all non-negative continuous function $f$ with support in $S$, we have
\[
\inf_{\theta \in S} K_{1/\ell}^2(\theta) \cdot \int_{\mathbb{R}} f(\theta) \prod_{k=0}^{n} |P_k(\theta)|^2 \, d\theta 
\leq \int_{\mathbb{R}} f(\theta) \prod_{k=0}^{n} |P_k(\theta)|^2 K_{1/\ell}^2(\theta) \, d\theta 
\leq \sup_{\theta \in S} K_{1/\ell}^2(\theta) \cdot \int_{\mathbb{R}} f(\theta) \prod_{k=0}^{n} |P_k(\theta)|^2 \, d\theta,
\]
and letting $n$ go to infinity, we have
\[
\inf_{\theta \in S} K_{1/\ell}^2(\theta) \cdot \int_{\mathbb{R}} f(\theta) \, d\sigma(\theta) \leq \int_{\mathbb{R}} f(\theta) \, d\sigma_{0,1/\ell}(\theta) \leq \sup_{\theta \in S} K_{1/\ell}^2(\theta) \cdot \int_{\mathbb{R}} f(\theta) \, d\sigma(\theta).
\]
The second inequality proves that the measure $\sum_{\ell \geq 1} 2^{-\ell} \sigma_{0,1/\ell}$ is absolutely continuous with respect to $\sigma$. In order to use the first inequality, we choose an integer $\ell$ large enough so that the kernel $K_{1/\ell}$ is strictly positive on $S$, and we conclude that, on $S$,
\[
\sigma \ll \sigma_{0,1/\ell}.
\]
Hence, on the whole real line we get
\[
\sigma \ll \sum_{\ell \geq 1} 2^{-\ell} \sigma_{0,1/\ell},
\]
and at the end
\[
\sigma \approx \sum_{\ell \geq 1} 2^{-\ell} \sigma_{0,1/\ell}.
\]
We recall now [5], which states that the measure $\sigma_{0,s}$ is absolutely continuous with respect to the measure $\sigma_{n,s}$ and the Radon-Nicodym derivative has only countably many zeros. It follows that the continuous parts of these measures are equivalent.

Thus the continuous part of $\sum_{\ell \geq 1} 2^{-\ell} \sigma_{0,1/\ell}$ is equivalent to the continuous part of the maximal spectral type $\sum_{n \geq 0, \ell \geq 1} 2^{-(n+\ell)} \sigma_{n,1/\ell}$ and the proof of theorem is complete.

\[\square\]

7. ON THE SINGULARITY CRITERION OF GENERALIZED RIEZ Products ON $\mathbb{R}$

The notion of Riesz products on $\mathbb{R}$ is introduced by Peyrière in [56]. As observed by Peyrière in the context of classical Riesz products one may check that
Zygmund theorem and Peyrière theorem holds for the classical Riesz products in the case of the torus can be extended to the case of $\mathbb{R}$. We shall show in this section that the same holds for the generalized Riesz products on $\mathbb{R}$ coming from dynamical systems. More precisely, we shall stated and proved Bourgain singularity criterion for the generalized Riesz Products on $\mathbb{R}$ and the Guenais sufficient condition on the $L^1$ flatness of the polynomials which implies the existence of rank one maps with Lebesgue component. Guenais conditions is connected to the strong $L^1$ flatness of the polynomials.

We keep the notations of the CS construction described in Sections 3 and 6. We denote by $\sigma$ the weak limit of the sequence of measures $\prod_{k=0}^n |P_k(\theta)|^2 d\theta$. By Proposition 6.10, the spectral measure $\sigma_{0,s}$ has density $K_s$ with respect to $\sigma$. For fix $s \in (0, 1)$, recall that

$$K_s(\theta) = \frac{s}{2\pi} \left( \frac{\sin(\frac{sd\theta}{2})}{\frac{sd\theta}{2}} \right)^2,$$

and $\lambda_s$ is the probability measure of density $K_s$ on $\mathbb{R}$, that is,

$$d\lambda_s(\theta) = K_s(\theta) d\theta.$$

Here is the $\mathbb{R}$ version of Bourgain singularity criterion.

**Theorem 7.1** (Bourgain criterion). Fix $s \in (0, 1]$. The following are equivalent:

(i) $\sigma_{0,s}$ is singular with respect to Lebesgue measure.

(ii) $\inf \left\{ \int_{\mathbb{R}} \prod_{L=1}^L |P_{n_L}(\theta)| \cdot K_s(\theta) \ d\lambda_s : L \in \mathbb{N}, \ n_1 < n_2 < \ldots < n_L \right\} = 0.$

We recall here that the maximal spectral type of the flow is singular if and only if, for all $s$, the measure $\sigma_{0,s}$ is singular. (See the end of Section 6)

Let us begin by a Lemma which gives a simplest version of condition (ii) of Theorem 7.1.

**Lemma 7.2.** The following are equivalent

(1) $\int_{\mathbb{R}} \prod_{k=0}^N |P_k(\theta)| \cdot K_s(\theta) \ d\theta \xrightarrow{N \to \infty} 0.$

(2) $\inf \left\{ \int_{\mathbb{R}} \prod_{L=1}^L |P_{n_L}(\theta)| \cdot d\lambda_s : L \in \mathbb{N}, \ n_1 < n_2 < \ldots < n_L \right\} = 0.$
Proof. The proof is simply a double application of Cauchy-Schwarz inequality. Consider \( n_1 < n_2 < \ldots < n_L \) and \( N \geq n_L \). Denote \( \mathcal{N} = \{ n_1 < n_2 < \ldots < n_L \} \) and \( \mathcal{N}^c \) its complement set in \( \{ 1, \ldots, N \} \). We have

\[
\int \prod_{k=0}^{N} |P_k| d\lambda_s = \int \prod_{k \in \mathcal{N}} |P_k|^\frac{1}{2} \times \prod_{k \in \mathcal{N}^c} |P_k|^\frac{1}{2} \prod_{k=0}^{N} |P_k| d\lambda_s
\]

\[
\leq \left( \int \prod_{k \in \mathcal{N}} |P_k| d\lambda_s \right)^\frac{1}{2} \left( \int \prod_{k \in \mathcal{N}^c} |P_k| \times \prod_{k=0}^{N} |P_k| d\lambda_s \right)^\frac{1}{2}
\]

\[
\leq \left( \int \prod_{k \in \mathcal{N}} |P_k| d\lambda_s \right)^\frac{1}{2} \left( \int \prod_{k \in \mathcal{N}^c} |P_k|^2 d\lambda_s \right)^\frac{1}{2} \left( \int \prod_{k=0}^{N} |P_k|^2 d\lambda_s \right)^\frac{1}{2}
\]

\[
= \left( \int \prod_{k \in \mathcal{N}} |P_k| d\lambda_s \right)^\frac{1}{2}.
\]

The last equality comes from two uses of Lemma 6.7.

Proof of Theorem 7.1. Assume that (i) holds. Denote by \( \lambda_s \) the measure \( d\lambda_s = K_s(\theta) d\theta \). To prove that \( \sigma_{0,s} \) is singular, it suffices to show that \( \sigma_{0,s} \perp \lambda_s \). For that it suffices to show that for any \( \epsilon > 0 \), there is a Borel set \( E \) with \( \lambda_s(E) < \epsilon \) and \( \sigma_{0,s}(E^c) < \epsilon \). Let \( 0 < \epsilon < 1 \).

Fix \( N_0 \) such that, for any \( N > N_0 \) we have \( \int \prod_{k=0}^{N} |P_k| d\lambda_s < \epsilon^2 \). The set \( E = \{ \theta \in \mathbb{R} : \prod_{k=0}^{N} |P_k(\theta)| > \epsilon \} \) satisfies:

\[
\lambda_s(E) \leq \frac{1}{\epsilon} \left\| \prod_{k=0}^{N} P_k \right\|_1 \leq \epsilon^2 / \epsilon = \epsilon,
\]

and, by the Portmanteau Theorem, since \( E^c \) is open set, it follows

\[
\sigma_{0,s}(E^c) \leq \liminf_{M \to +\infty} \int_{E^c} \prod_{k=0}^{M} |P_k|^2 d\lambda_s \leq \epsilon^2 \lim_{M \to +\infty} \int_{E^c} \prod_{k=0}^{N} |P_k|^2 \prod_{k=N+1}^{M} |P_k|^2 d\lambda_s (13)
\]

\[
\leq \epsilon^2 \lim_{M \to +\infty} \int_{E^c} \prod_{k=N+1}^{M} |P_k|^2 d\lambda_s = \epsilon^2 < \epsilon. (14)
\]
For the converse. Given $0 < \epsilon < 1$, there exists a continuous function $\varphi$ on $\mathbb{R}$ such that:

$$0 \leq \varphi \leq 1, \quad \sigma_{0,s}(\{\varphi \neq 0\}) \leq \epsilon \quad \text{and} \quad \lambda_s(\{\varphi \neq 1\}) \leq \epsilon.$$ 

Let $f_N = \prod_{k=1}^{N} |P_k|$. By a double use of Cauchy-Schwarz inequality, we have

$$\int f_N \, d\lambda_s = \int_{\{\varphi \neq 1\}} f_N \, d\mu_s + \int_{\{\varphi = 1\}} f_N \, d\lambda_s$$
$$\leq \lambda_s(\{\varphi \neq 1\})^{1/2} \left( \int_{\mathbb{R}} f_N^2 \, d\mu_s \right)^{1/2} + \left( \int_{\{\varphi = 1\}} f_N^2 \, d\lambda_s \right)^{1/2}$$
$$\leq \sqrt{\epsilon} + \left( \int f_N^2 \varphi \, d\lambda_s \right)^{1/2}.$$

But since $d\sigma_{0,s} = W - \lim_{N \to \infty} f_N^2 \, d\lambda_s$,

$$\lim_{N \to \infty} \int f_N^2 \varphi \, d\lambda_s = \int \varphi \, d\sigma_{0,s} \leq \sigma_{0,s}(\{\varphi \neq 0\}) \leq \epsilon.$$

Thus, $\lim \sup \int f_N \, d\mu_s \leq 2\sqrt{\epsilon}$. Since $\epsilon$ is arbitrary, we get $\lim_{N \to \infty} \int f_N \, d\lambda_s = 0$, and this completes the proof. \hfill \Box

In the following lemma we state a sufficient condition for the existence of an absolutely continuous component for the generalized Riesz product associated to CS-construction of a rank one flow. In the case of $\mathbb{Z}$ action, the lemma is due to M. Guenais [32], and the proof is similar. We present its proof by sake of completeness. We keep the notation $d\lambda_s(\theta) = K_s(\theta) \, d\theta$.

**Lemma 7.3.** If $\sum_{k=1}^{+\infty} \sqrt{1 - \left( \int_{\mathbb{R}} |P_k(\theta)| \, d\lambda_s(\theta) \right)^2} < \infty$ then $\sigma_{0,s}$ admits an absolutely continuous component.

(Of course, if there exists $s$ such that $\sigma_{0,s}$ admits an absolutely continuous component, then it is the same for the maximal spectral type of the flow.)

**Proof.** We denote by $\| \cdot \|_P$ the norm in $L^p(\lambda_s)$.

For all functions $P$ and $Q$ in $L^2(\lambda_s)$, by Cauchy-Schwarz inequality we have

$$\|P\|_1 \|Q\|_1 - \|PQ\|_1 = - \int (\|P\| - \|P\|_1) (\|Q\| - \|Q\|_1) \, d\lambda_s$$
$$\leq \|P\| - \|P\|_1 \|Q\| - \|Q\|_1.$$

(15)
By assumption, \( \sum_{k=1}^{+\infty} \sqrt{1 - \|P_k\|_1^2} < \infty \). Hence \( \sum_{k=1}^{+\infty} 1 - \|P_k\|_1^2 < \infty \) and the infinite product \( \prod_k \|P_k\|_1 \) is convergent:

\[
\prod_{k=0}^{+\infty} \|P_k\|_1 > 0. \tag{16}
\]

Let \( n_0 \leq n \) be positive integers. If \( P = P_n \) and \( Q = \prod_{k=n_0}^{n-1} P_k \), then \( \|P - \|P\|_2 = \sqrt{1 - \|P\|_1^2} \) and \( \|Q - \|Q\|_1 \leq 1 \); hence by (15) we have

\[
\|PQ\|_1 \geq \|P\|_1 \|Q\|_1 - \sqrt{1 - \|P\|_1^2}.
\]

Using also the fact that \( \|P_k\|_1 \leq 1 \), we obtain by induction

\[
\prod_{k=n_0}^{n} \|P_k\|_1 \geq \prod_{k=n_0}^{n} \|P_k\|_1 - \sum_{k=n_0}^{n} \sqrt{1 - \|P_k\|_1^2} \geq \prod_{k=n_0}^{n} \|P_k\|_1 - \sum_{k=n_0}^{+\infty} \sqrt{1 - \|P_k\|_1^2}.
\]

From lemma assumption and from (16) we deduce that, for \( n_0 \) chosen large enough

\[
\lim_{n \to +\infty} \prod_{k=n_0}^{n} \|P_k\|_1 - \sum_{k=n_0}^{+\infty} \sqrt{1 - \|P_k\|_1^2} > 0,
\]

hence the sequence \( \prod_{k=n_0}^{n} P_k \) does not go to zero in \( L^1 \)-norm. It follows from Bourgain criterion that the generalized Riesz product \( \prod_{k=n_0}^{+\infty} |P_k|^2 d\lambda_s \) is not purely singular. As \( \prod_{k=n_0}^{+\infty} |P_k|^2 \) has only countably many zeros, we conclude that \( \sigma \) admits also an absolutely continuous component.

As observed by Bourgain and Klemes in the case of the torus, in order to prove the singularity of the spectrum of the rank one it is sufficient to prove that a weak limit point of the sequence \( \langle |P_m|^2 - 1 \rangle \) is bounded below by a positive constant. More precisely we have the following proposition. The proof is similar to the one given in the case of \( Z \) in \( [8] \). However, for the sake of completeness, we will give the proof here.

**Proposition 7.4.** Let \( E \) be an infinite set of positive integers. Suppose that there exists a constant \( c > 0 \) such that, for all integer \( L > 0 \) and all integers \( 0 \leq n_1 < n_2 < \ldots < n_L \),

\[
\liminf_{m \to +\infty} \int_{\mathbb{R}} |P_m|^2 - 1 \prod_{\ell=1}^{L} |P_{n_\ell}| \, d\lambda_s \geq c \int_{\mathbb{R}} \prod_{\ell=1}^{L} |P_{n_\ell}| \, d\lambda_s.
\]

Then \( \sigma_{0,s} \) is singular.
The following lemma comes from [15] and it can also be found in [9] (Lemma 3.2).

**Lemma 7.5.** Let $E$ be an infinite set of positive integers. Let $L$ be a positive integer and $0 \leq n_1 < n_2 < \cdots < n_L$ be integers. Denote $Q = \prod_{\ell=1}^{L} |P_{n_{\ell}}|$. Then

$$\limsup_{m \to \infty} \int_{m \in E} |P_{m}| \, d\lambda_s \leq \int Q \, d\lambda_s - \frac{1}{8} \left( \liminf_{m \to \infty} \int Q \left| P_{m} \right|^2 - 1 \, d\lambda_s \right)^2.$$

The proof of this lemma relies on the following inequality (for $m > n_L$):

$$\int Q \, d\lambda_s \leq \frac{1}{2} \left( \int Q \, d\lambda_s + \int Q \left| P_{m} \right|^2 \, d\lambda_s \right) - \frac{1}{8} \left( \int Q \left| P_{m} \right|^2 - 1 \, d\lambda_s \right)^2.$$

**Proof of Proposition 7.4.**

Let $\beta = \inf \left\{ \int Q \, d\lambda_s : Q = \prod_{\ell=1}^{L} |P_{n_{\ell}}|, L \in \mathbb{N}, 0 \leq n_1 < n_2 < \cdots < n_L \right\}$. Then, for any such $Q$, we have

$$\int Q \, d\lambda_s \geq \beta \quad \text{and} \quad \liminf \int Q |P_{m}| \, d\lambda_s \geq \beta.$$

Thus by Lemma 7.5 and by taking the infimum over all $Q$ we get

$$\beta \leq \beta - \frac{1}{8} (c\beta)^2$$

It follows that

$$\beta = 0,$$

and the proposition follows from Theorem 7.1. \qed

The previous argument is refined as in [8], as follows.

**Proposition 7.6.** Let $s > 0$. Then, there exist a subsequence of the sequence $(||P_m(t)|| - 1|)$ which converge weakly in $L^2(\lambda_s)$ to some non-negative function $\phi$ which satisfy $\phi \leq 2$, almost surely with respect the Lebesgue measure.

**Proof.** The sequence $||P_m(t)|| - 1|$ is bounded in $L^2(\lambda_s)$. It follows that there exist a subsequence which converges weakly to some non-negative $L^2(\lambda_s)$ function $\phi$. Let $\omega$ be a non-negative continuous function, then we have
\[
\int \omega \left| |P_m(t)| - 1 \right| d\lambda_s(t) 
\]

(17)

\[
\leq \int \omega |P_m(t)| d\mu_s(t) + \int \omega(t) d\lambda_s(t) 
\]

(18)

\[
\leq \left( \int \omega(t)d\mu_s(t) \right)^{\frac{1}{2}} \left( \int \omega(t)|P_m(t)|^2 d\lambda_s(t) \right)^{\frac{1}{2}} + \int \omega(t) d\lambda_s(t).
\]

Hence

\[
\int \omega(t)\phi(t) d\lambda_s(t) \leq 2 \int \omega(t) d\lambda_s(t).
\]

Now, Apply Lusin theorem to get that for any Borel set \( A \) and for any \( \varepsilon > 0 \), there exist a compact set \( K \) such that

\[
(\alpha + \lambda_s)(\mathbb{R}\setminus K) < \varepsilon \quad \text{and} \quad \chi_{A\mid K} \text{ is a continuous non-negative function.}
\]

where \( \chi_{A\mid K} \) is the restriction of the indicator function of \( A \) to \( K \). Hence, we have

\[
\int_A \omega(t) \phi(t) d\lambda_s \leq 2\lambda_s(A).
\]

and the proposition follows. \( \square \)

Put

\[
\alpha_s = \phi \quad d\lambda_s.
\]

By applying the same arguments as before it is easy to see that we have the following.

**Proposition 7.7.** For any \( s > 0, \alpha_s \perp \sigma. \)

In the next section we will generalize the previous results by establishing a formula for Radon-Nikodym derivative of two Riesz products on real line obtained in \([4]\).

**8. A FORMULA FOR RADON NIKODYM DERIVATIVE.**

Let \( s \in (0, 1] \) and consider two generalized Riesz products \( \mu_s \) and \( \nu_s \) based on polynomials \( P_j, j = 1, 2, \cdots \) and \( Q_j, j = 1, 2, \cdots \) where \( \nu_s \) is continuous except for a possible mass at 1. Under suitable assumptions we prove the formula:

\[
\sqrt{\frac{d\mu_s}{d\nu_s}} = \lim_{n \to \infty} \frac{\prod_{j=1}^{n} |P_j|}{\prod_{j=1}^{n} |Q_j|},
\]


in the sense of $L^1(\mathbb{R}, \nu_s)$ convergence. Let $\sigma$ and $\tau$ be two measures on the real line. Then, by Lebesgue decomposition of $\sigma$ with respect to $\tau$, we have

$$\sigma = \frac{d\sigma}{d\tau} d\tau + \sigma_s,$$

where $\sigma_s$ is singular to $\tau$ and $\frac{d\sigma}{d\tau}$ is the Radon-Nikodym derivative. In the case of two Riesz products $\mu_s = \prod_{j=1}^{\infty} |P_j|^2$ and $\nu_s = \prod_{j=1}^{\infty} |Q_j|^2$, we are able to extend el Abdalaoui-Nadkarni theorem [4] by proving that the ratios $\frac{\nu_s}{\mu_s}$, $k = 1, 2, \cdots$, converge in $L^1(\nu_s)$ to $\sqrt{\frac{d\mu_s}{d\nu_s}}$, assuming that $\nu_s$ has no point masses except possibly at $1$.

**Theorem 8.1.** Let $\mu_s = \prod_{j=0}^{\infty} |P_j|^2$, $\nu_s = \prod_{j=0}^{\infty} |Q_j|^2$ be two generalized Riesz products. Let

$$\mu_{n,s} = \prod_{j=n+1}^{\infty} |P_j|^2, \quad \nu_{n,s} = \prod_{j=n+1}^{\infty} |Q_j|^2$$

Assume that

1. $\nu_s = \nu'_s + b\delta_1$, $\nu'_s$ is continuous measure, $0 \leq b < 1$.
2. $\prod_{j=0}^{n} |P_j|^2 d\nu_{n,s} \longrightarrow \mu_s$ weakly as $n \longrightarrow \infty$
3. $\prod_{j=0}^{n} |Q_j|^2 d\mu_{n,s} \longrightarrow \nu_s$ weakly as $n \longrightarrow \infty$

Then the finite products $R_n = \prod_{k=1}^{n} \left| \frac{P_k(t)}{Q_k(t)} \right|$, $n = 1, 2, \cdots$ converge in $L^1(\mathbb{R}, \nu_s)$ to $\sqrt{\frac{d\mu_s}{d\nu_s}}$.

To prove this we need the following proposition.

**Proposition 8.2.** The sequence $\prod_{j=0}^{n} \left| \frac{P_j(t)}{Q_j(t)} \right|$, $n = 1, 2, \cdots$ converges weakly in $L^2(\mathbb{R}, \nu_s)$ to $\sqrt{\frac{d\mu_s}{d\nu_s}}$.

**Proof.** Put $f = \sqrt{\frac{d\mu_s}{d\nu_s}}$ and let $n$ be a positive integer. Now

$$\int_{\mathbb{R}} R_n^2 d\nu_s = \int_{\mathbb{R}} \prod_{j=1}^{n} |P_j|^2 d\nu_{n,s} \longrightarrow \int_{\mathbb{R}} d\mu_s = 1$$
by assumption (2). Hence $\int R_n^2 d\nu_s, n = 1, 2, \cdots$ remain bounded. Thus, the weak closure of $R_n(t), n = 1, 2, \cdots$ in $L^2(\mathbb{R}, \nu_s)$ is not empty.

We show that this weak closure has only one point, namely, $b d\mu_s d\nu_s$. Indeed, let $g$ be a weak subsequential limit, say, of $R_{n_j}(t), j = 1, 2, \cdots$. Then, for any continuous positive function $h$, we have, by judicious applications of Cauchy-Schwarz inequality,

$$\left( \int_{\mathbb{R}} f(t)h(t)d\nu_s(t) \right)^2 \leq \left( \int_{\mathbb{R}} h(t)R_{n_j}(t)d\nu_s(t) \right) \left( \int_{\mathbb{R}} h(t)R_{n_j}(t) \frac{1}{R_{n_j}(t)} d\mu_s d\nu_s(t) \right)$$

$$\leq \left( \int_{\mathbb{R}} h(t)R_{n_j}(t)d\nu_s(t) \right) \left( \int_{\mathbb{R}} h(t)R_{n_j}(t) \frac{1}{R_{n_j}(t)} d\mu_s \right)$$

$$\leq \left( \int_{\mathbb{R}} h(t)R_{n_j}(t)d\nu_s(t) \right) \left( \int_{\mathbb{R}} h(t)d\mu_s \right) \left( \int_{\mathbb{R}} h(t) \frac{d\mu_s}{R_{n_j}(t)} \right)$$

$$\leq \left( \int_{\mathbb{R}} h(t)R_{n_j}(t)d\nu_s(t) \right) \left( \int_{\mathbb{R}} h(t)d\mu_s \right) \left( \int_{\mathbb{R}} h(t) \prod_{k=1}^{n_j} Q_k^2 d\mu_{n_j,s} \right)$$

Letting $j \to +\infty$, from our assumption (3), we get

$$\left( \int_{\mathbb{R}} fhd\nu_s \right)^2 \leq \left( \int_{\mathbb{R}} hgd\nu_s \right) \left( \int_{\mathbb{R}} hd\mu_s \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}} h\nu_s \right)^{\frac{1}{2}} \quad (2)$$

But, since the space of continuous functions is dense in $L^2(\mu + \nu)$, we deduce from (2) that, for any Borel set $B$,

$$\left( \int_B f d\nu_s \right)^2 \leq \left( \int_B g d\nu_s \right) \left( \int_B d\mu_s \right)^{\frac{1}{2}} \left( \int_B d\nu_s \right)^{\frac{1}{2}}.$$

By taking a Borel set $E$ such that $\mu_s(E) = 0$ and $\nu_s(E) = 1$, we thus get, for any $B \subset E$, 
\[
\left( \int_B f \, d\nu_s \right)^2 \leq \left( \int_B g \, d\nu_s \right) \left( \int_B f^2 \, d\nu_s \right)^{\frac{1}{2}} \left( \int_B \nu \, d\nu_s \right)^{\frac{1}{2}}.
\]

It follows from Martingale convergence theorem that:

\[ f(t) \leq g(t) \text{ for almost all } z \text{ with respect to } \nu. \]

Indeed, let \( \mathcal{P}_n = \{ A_{n,1}, A_{n,2}, \ldots, A_{n,k_n} \} \), \( n = 1, 2, \ldots \), be a refining sequence of finite partitions of \( E \) into Borel sets such that they tend to the partition of singletons. If \( \{ x \} = \bigcap_{n=1}^{\infty} A_{n,j_n} \),

\[
\left( \frac{1}{\mu_s(A_{n,j_n})} \int_{A_{n,j_n}} f \, d\nu_s \right)^2 \leq \left( \frac{1}{\mu_s(A_{n,j_n})} \int_{A_{n,j_n}} g \, d\nu_s \right) \left( \frac{1}{\mu_s(A_{n,j_n})} \int_{A_{n,j_n}} f^2(t) \, d\nu_s \right)^{\frac{1}{2}} \left( \frac{1}{\mu_s(A_{n,j_n})} \int_{A_{n,j_n}} \nu \, d\nu_s \right)^{\frac{1}{2}}.
\]

Letting \( n \to \infty \) we have, by Martingale convergence theorem as applied to the theory of derivatives, for a.e \( x \in E \) w.r.t. \( \nu \),

\[ (f(x))^2 \leq g(x)f(x), \text{ whence } f(x) \leq g(x). \]

For the converse note that for any continuous positive function \( h \) we have

\[
\int_{\mathbb{R}} gh \, d\nu_s = \lim_{j \to +\infty} \int_{\mathbb{R}} h(t) R_{n,j}(t) \, d\nu_s
\]

\[
\leq \lim_{j \to +\infty} \left( \int_{\mathbb{R}} hR_{n,j}^2 \, d\nu_s \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}} h \, d\nu_s \right)^{\frac{1}{2}}
\]

\[
\leq \left( \int_{\mathbb{R}} h \, d\mu_s \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}} h \, d\nu_s \right)^{\frac{1}{2}}.
\]

As before we deduce that \( g(t) \leq f(t) \) for almost all \( t \) with respect to \( \nu_s \). Consequently, we have proved that \( g = f \) for almost all \( t \) with respect to \( \nu_s \) and this complete the proof of the proposition. \( \square \)
Proof of Theorem 8.1. We will show that $\beta_n \overset{def}{=} \int_\mathbb{R} |R_n - f| \, d\nu \to 0$ as $n \to \infty$, where $f = \sqrt{\frac{d\mu}{d\nu}}$. Now,

$$\frac{d\mu_s}{d\nu_s} = R_n^2(t) \frac{d\mu_{n,s}}{d\nu_{n,s}} \text{ and } \sqrt{\frac{d\mu_s}{d\nu_s}} = R_n(t) \sqrt{\frac{d\mu_{n,s}}{d\nu_{n,s}}}$$

Put $f_n^2 = \frac{d\mu_{n,s}}{d\nu_{n,s}}$.

Then,

$$\int_\mathbb{R} f_n^2 \, d\nu_s = \int_\mathbb{R} \prod_{k=1}^n |Q_k|^2 \, d\mu_{n,s} \to \int_\mathbb{R} \, d\nu_s = 1,$$

by assumption (3). The functions $f_n, n = 1, 2, \cdots$ are therefore bounded in $L^2(\mathbb{R}, \nu_s)$. Hence, there exists a subsequence $f_{n_j} = \sqrt{\frac{d\mu_{n_j}}{d\nu_{n_j,s}}}, j = 1, 2, \cdots$ which converges weakly to some $L^2(\mathbb{R}, \nu_s)$-function $\phi$. We show that $0 \leq \phi \leq 1$ a.e ($\nu_s$). For any continuous positive function $h$, we have

$$\left( \int_\mathbb{R} h f_{n_j} \, d\nu_s \right)^2 \leq \left( \int_\mathbb{R} h \, d\nu_s \right) \left( \int_\mathbb{R} h f_{n_j}^2 \, d\nu_s \right)$$

$$\leq \left( \int_\mathbb{R} h \, d\nu_s \right) \left( \int_\mathbb{R} h \frac{d\mu_{n_j}}{d\nu_{n_j,s}} \, d\nu_s \right).$$

Hence, by letting $j$ go to infinity combined with our assumption (3), we deduce that

$$\int_\mathbb{R} h(t) \phi(t) \, d\nu_s \leq \int_\mathbb{R} h(t) \, d\nu_s.$$

Since this hold for all continuous positive functions $h$, we conclude that $0 \leq \phi \leq 1$ for almost all $t$ with respect to $\nu_s$. Thus any subsequential limit of the sequence $f_n, n = 1, 2, \cdots$ assumes values between 0 and 1. Now, for any subsequence $n_j, j = 1, 2, \cdots$ over which $f_{n_j}, j = 1, 2, \cdots$ has a weak limit, from our assumption (2) combined with Cauchy-Schwarz inequality, we have

$$\left( \int_\mathbb{R} |R_{n_j} - f| \, d\nu_s \right)^2 = \left( \int_\mathbb{R} |R_{n_j} - R_{n_j} f_{n_j}| \, d\nu_s \right)^2$$
\[
\begin{align*}
&= \left( \int_{\mathbb{R}} R_{n_j} \left| 1 - f_{n_j} \right| d
\nu_s \right)^2 \\
&\leq \left( \int_{\mathbb{R}} R_{n_j} (t) \left| 1 - f_{n_j} \right|^2 d\nu_s \right) \left( \int_{\mathbb{R}} R_{n_j} (t) d\nu_s \right) \\
&\leq \left( \int_{\mathbb{R}} R_{n_j} d\nu_s - 2 \int_{\mathbb{R}} R_{n_j} f_{n_j} d\nu_s + \int_{\mathbb{R}} R_{n_j} (f_{n_j})^2 d\nu_s \right) \left( \int_{\mathbb{R}} R_{n_j} d\nu_s \right) \\
&\leq \left( \int_{\mathbb{R}} R_{n_j} d\nu - 2 \int_{\mathbb{R}} f d\nu_s + \int_{\mathbb{R}} f f_{n_j} d\nu_s \right) \left( \int_{\mathbb{R}} R_{n_j} d\nu \right)
\end{align*}
\]

Hence, letting \( j \) go to infinity,
\[
\left( \lim_{j \to \infty} \int_{\mathbb{R}} \left| R_{n_j} - f \right| d\nu_s \right)^2 \\
\leq \int_{\mathbb{R}} f d\nu_s - 2 \int_{\mathbb{R}} f d\nu_s + \int_{\mathbb{R}} f f_{n_j} d\nu_s \\
\leq \int_{\mathbb{R}} (\phi(t) - 1) f(t) d\nu_s(t) \\
\leq 0,
\]

and this implies that \( R_{n_j}, j = 1, 2, \ldots \) converges to \( f \) in \( L^1(\mathbb{R}, \nu_s) \) and the proof of the theorem is achieved. \( \Box \)

**Remark 8.3.** Notice that \( \int_{\mathbb{R}} \frac{d\mu_s}{d\nu_s} d\nu_s = 1 \), implies the convergence of \( \prod_{j=0}^{N} |R_j| \) to \( \sqrt{\frac{d\mu_s}{d\nu_s}} \) in \( L^2(d\nu_s) \), by virtue of the classical results on “when weak convergence implies strong convergence”.

We further have [18]

**Corollary 8.4.** Let $s \in (0, 1]$. Two generalized Riesz products $\mu_s = \prod_{j=1}^{\infty} |P_j|^2$, $\nu_s = \prod_{j=1}^{\infty} |Q_j|^2$ satisfying the conditions of Theorem 8.1 are mutually singular if and only if

$$\int_\mathbb{R} \prod_{j=0}^{n} \left| \frac{P_j}{Q_j} \right| d\nu_s \to 0 \text{ as } n \to \infty.$$  

Corollary 8.4 generalized Bourgain criterion (Theorem 7.1)

9. **Mahler Measure of the Spectral Type of Rank One Flow.**

In this section, we will extended, as far as possible, the formula established by el Abdalaoui-Nadkarni in [4]. Our extension is based on the entropy method.

For that, we start by introducing the notion of Mahler measure. Let $(X, \mathcal{B}, \rho)$ be a probability space and $f \in L^1(X, \rho)$. The Mahler measure of the measure $\mu = f(x)d\rho(x)$ is defined by

$$M(\mu) = \exp \left( \int_X \log \left( |f(x)| \right) d\rho \right).$$

In our case the measure $\rho$ is equal to $\lambda_s = K_s(t)dt$ and the Mahler measure of a trigonometric polynomial $P$ and a measure $\mu$ is given, respectively, by

$$M_s(P) = \exp \left( \int_\mathbb{R} \log \left( |P(t)| \right) d\lambda_s(t) \right),$$

$$M_s(\mu) = \exp \left( \int_\mathbb{R} \log \left( \left| \frac{d\mu}{d\lambda_s}(t) \right| \right) d\lambda_s(t) \right).$$

Here are some elementary properties of the Mahler measure. But, we provide a proof for the reader’s convenience.

**Proposition 9.1.** Let $(X, \mathcal{B}, \rho)$ be a probability space. Then, for any two positive functions $f, g \in L^1(X, \rho)$, we have

1) $M(f)$ is a limit of the norms $\|f\|_\delta$ as $\delta$ goes to 0, that is,

$$\|f\|_\delta \overset{\text{def}}{=} \left( \int f^\delta d\rho \right)^{\frac{1}{\delta}} \xrightarrow{\delta \to 0} M(f),$$
provided that $\log(f)$ is integrable.

ii) If $\rho \left\{ f > 0 \right\} < 1$ then $M(f) = 0$.

iii) If $0 < p < q < 1$, then $\|f\|_p \leq \|f\|_q$.

iv) If $0 < p < 1$, then $M(f) \leq \|f\|_p$.

v) $\lim_{\delta \to 0} \int f^\delta d\rho = \rho \left\{ f > 0 \right\}$.

vi) $M(f) \leq \|f\|_1$.

vii) $M(fg) = M(f)M(g)$.

**Proof.** We start by proving ii). Without loss of generality, assume that $f \geq 0$ and put

$$B = \left\{ f > 0 \right\},$$

and let $\delta = 1/k$ be in $]0, 1[, \ k \in \mathbb{N}^*$. Then $1/(1/\delta) + 1/(1 - \delta) = 1/k + (k - 1)/k = 1$. Hence, by Hölder inequality, we have

$$\int f^\delta d\rho = \int f^{1/k} \cdot 1_B d\rho$$

$$\leq \left( \int (f^{1/k})^k d\rho \right)^{1/k} \left( \int 1_B^{k/k-1} d\rho \right)^{k-1/k}$$

$$\leq \left( \int f d\rho \right)^{1/k} \left( \int 1_B d\rho \right)^{k-1/k}$$

$$\leq \left( \int f d\rho \right)^{1/k} \left( \rho(B) \right)^{(k-1)/k}$$

Therefore we have proved

$$\|f\|_\delta \leq \left( \int f d\rho \right) \left( \rho(B) \right)^{(1-\delta)/\delta}$$

$$\leq \left( \int f d\rho \right) \left( \rho(B) \right)^{k-1} \xrightarrow[k \to +\infty]{} 0,$$
To prove i), apply the Mean Value Theorem to the following functions
\[
\begin{cases}
\delta \to x^\delta, & \text{if } x \in [0, 1]; \\
t \to t^\delta, & \text{if } x > 1,
\end{cases}
\]
Hence, for any \( \delta \in ]0, 1[ \) and for any \( x > 0 \), we have
\[
\left| \frac{x^\delta - 1}{\delta} \right| \leq x + |\log(x)|.
\]
Furthermore, it is easy to see that
\[
\frac{f^\delta - 1}{\delta} = e^{\delta \log(f)} \frac{1}{\delta} \to \log(f),
\]
and, by Lebesgue Dominated Convergence Theorem, we get that
\[
\int f^\delta \frac{1}{\delta} d\rho \to \int \log(f) d\rho.
\]
On the other hand, for any \( \delta \in ]0, 1[ \)
\[
\|f\|_\delta = \exp\left( \frac{1}{\delta} \log \left( \int f^\delta d\rho \right) \right),
\]
and for a sufficiently small \( \delta \), we can write
\[
\frac{1}{\delta} \log \left( \int f^\delta d\rho \right) \sim \int \frac{f^\delta - 1}{\delta} d\rho
\]
since \( \log(x) \sim x - 1 \) as \( x \to 1 \). Summarizing we have proved
\[
\lim_{\delta \to 0} \|f\|_\delta = \exp \left( \int \log(f) d\rho \right) = M(f).
\]
For the proof of iii) and iv), notice that the function \( x \to x^p \) is a convex function and \( x \to \log(x) \) is a concave function. Applying Jensen’s inequality to \( \int |f|^p d\rho \) we get
\[
\|f\|_p \leq \|f\|_q, \quad \int \log(|f|) d\rho \leq \log \left( \|f\|_p \right),
\]
and this finishes the proof, the rest of the proof is left to the reader. \( \blacksquare \)
Szegő-Kolmogorov-Krein theorem established a connection between a given measure and the Mahler measure of its derivative. Precisely, we have

**Theorem 9.2** (Szegő, Kolmogorov-Krein [35, p.49]). Let \( \sigma \) be a finite positive Baire measure on the unit circle and let \( h \) be the derivative of \( \sigma \) with respect to normalized Lebesgue measure. Then, for any \( r > 0 \),

\[
M(h) = \inf_{P} \left\| 1 - P \right\|_r = \inf_{P} \left( \int |1 - P|^r h(z) dz \right),
\]

where \( P \) ranges over all analytic trigonometric polynomials with zero constant term. The right side is 0 if \( \log(h) \) is not integrable.

Clearly, Szegő-Kolmogorov-Krein theorem gives an alternative definition to Mahler measure (that is, the Mahler measure of a given measure is the Mahler measure of its derivative). For other definitions, we refer the reader to [24].

Following Helson and Szegő [33], Szegő-Kolmogorov-Krein theorem solved the first problem of the theory of prediction. This theorem can be interpreted in the entropy language. We are going to recall the entropy between two positive measures and present this interpretation. For more details, we refer to [67].

Let \( \mu \) and \( \nu \) be two (positive) measures on a Polish space \( X \). We define their relative entropy by

\[
\text{En}(\mu \mid \nu) = \begin{cases} 
\int_X \log \left( \frac{d\mu}{d\nu}(x) \right) d\mu(x) & \text{if } \mu \ll \nu \\
-\infty & \text{if not.}
\end{cases}
\]

For the entropy interpretation of Szegő theorem on the circle for refer to [67]. Let us denote \( \mathcal{P}(X) \) the set of probability measures on \( X \). In this setting, we have

**Theorem 9.3.** Let \( \sigma_{0,s} = \prod_{k=0}^{+\infty} |P_k(\theta)|^2 \) be a spectral type of some rank one flow. Then

\[
M_s(\sigma_{0,s}) \geq \limsup_{K \to \infty} \int \log \left( \prod_{k=0}^{K} |P_k(\theta)|^2 \right) K_s(\theta) d\theta.
\]

For the proof we need the following lemma.

**Lemma 9.4.** The Relative entropy \( E : \mathcal{P}(X) \times \mathcal{P}(X) \to [0, +\infty] \) is a non-positive, convex and upper semicontinuous function with respect to the weak-star topology on \( \mathcal{P}(X) \).
Proof of Theorem 9.3 We start by writing the Lebsegue decomposition of $\sigma_{0,s}$ with respect to $\lambda_s$ as follows

$$\sigma_{0,s} = f d\lambda_s + \mu_{\sin}.$$ 

Therefore

$$\text{En}(d\lambda_s||\sigma_{0,s}) = \int \log(f) d\lambda_s.$$ 

Moreover, applying Lemma 9.4 we get

$$\text{En}(d\lambda_s||\sigma_{0,s}) \geq \limsup_{K \to \infty} \int \log \left( \prod_{k=0}^{K} |P_k(\theta)|^2 \right) d\lambda_s.$$ 

since $\prod_{k=0}^{K} |P_k(\theta)|^2 d\lambda_s$ converge weakly to $\sigma_{0,s}$. Whence

$$M_s(\sigma_{0,s}) \geq \limsup_{K \to \infty} M_s(\prod_{k=0}^{K} |P_k(\theta)|^2).$$ 

The proof of the theorem is complete. \[\square\]

**Question 9.5.** We ask whether the following extension of Theorem 9.3 is true:

$$M_s(\sigma_{0,s}) = \lim_{K \to \infty} M_s(\prod_{k=0}^{K} |P_k(\theta)|^2) ?$$

For the case of $\Z$-action this formula holds. Moreover, by appealing to Proposition 2 from the appendix of [15], the author in unpublished paper [5] proved that the Mahler measure of the spectral type of any rank one maps with the cutting parameter $(m_j)$ satisfying $m_j = \theta(j^\beta)$, for some $\beta \leq 1$ is zero. We ask also if it is possible to extend this result to the rank one flow.

10. Banach Problem for Flow and Flat Polynomials on Real Line

In this section, we strengthen Lemma 7.3 by establishing that Banach problem for flow has a positive solution if and only if there is a sequence of flat polynomials on real line. We start by recalling the notion of flatness.

Let $s \in (0, 1]$, and $\alpha \in [0, +\infty]$. If $\alpha > 0$, the sequence $(P_n(t))$ of analytic trigonometric polynomials of $L^2(\R, d\lambda_s)$ norm 1 is said to be $L^\alpha$-flat if the sequence $(|P_n(t)|)$ converges in $L^\alpha$-norm to the constant function 1 as $n \to +\infty$. For $\alpha = +\infty$, the sequence is said to be almost everywhere (a.e) ultraflat. If $\alpha = 0$, 

we say that \((P_n)\) is \(L^\alpha\)-flat, if the sequence of the Mahler measures \((M(P_n))\) converge to 1. We recall that the Mahler measure of a function \(f \in L^1(\mathbb{R}, d\lambda)\) is defined by

\[
M(f) = \|f\|_0 = \lim_{\beta \to 0} \|f\|_\beta = \exp\left(\int_{\mathbb{R}} \log(|f(t)|) d\lambda(t)\right).
\]

The sequence \((P_n(t)K_s(t))\) is said to be flat in a.e. sense (almost everywhere sense) if the sequence \((|P_n(t)|)\), converges a.e. to 1 with respect to \(d\lambda_s\) as \(n \to +\infty\). Since \(\lambda_s\) is equivalent to the Lebesgue measure, the a.e. is stand also for the Lebesgue measure.

The sequence \((P_n(t)K_s(t))\) can be seeing as a sequence of functions in \(C_0(\mathbb{R})\) (the subspace of continuous functions which vanish at infinity). We thus say that \((P_n(t))\) is ultraflat if there is a sequence of compact subset \(K_m \subset \mathbb{R}, m \geq 1\) such that

(i) \(\bigcup_{m \in \mathbb{R}} K_m = \mathbb{R},\) and

(ii) \(\sup_{t \in K_m} \left|P_m(t) - 1\right| \to 0,\) for each \(m \in \mathbb{N}\).

We further say that a sequence \((P_n)\) of \(L^2\)-normalized polynomials is flat in the sense of Littlewood if there is a sequence of compact subset \(K_m \subset \mathbb{R}, m \geq 1\) and constants \(0 < A_m < B_m, m \geq 1\) such that for all \(n \in \mathbb{N}\) (or at least for sufficiently large \(n \in \mathbb{N}\)), we have

\[A_m \leq |P_n(t)| \leq B_m, \forall t \in K_m, \forall m \in \mathbb{N}.
\]

Erdős and Newman asks on the existence of ultraflat polynomials on the torus with coefficients of modulus one \([27, \text{Problem 22}]\), and Littlewood on the existence of flat polynomials with coefficients \(\pm 1\) in his sense \([48]\). One may ask the same questions about polynomials on \(\mathbb{R}\). But, it is easy to see that if \((P_n)\) is a flat polynomials in any sense on the torus then \((P_n)\) is flat as polynomials on \(\mathbb{R}\). Here, we will first establish that the existence of such polynomials in \(L^1\) or a.e. sense implies the existence of rank one flow acting on infinity measure space with Lebesgue spectrum. We thus obtain that the existence of those polynomials implies that Banach problem has a positive answer in the class of conservative flows. The complete solution of Banach problem will be given in section \([16]\).
Generalized Riesz Products of Dynamical Origin. We start by introducing the notion of dissociation. Let \( \Gamma \) be a subset of \( \mathbb{R} \) and denote by \( W(\Gamma) \) the set of all element \( w \) of \( \mathbb{R} \) of the form

\[
    w = \sum_{j=0}^{n} \epsilon_j \gamma_j,
\]

where all \( \gamma_j \) are distinct elements of \( \Gamma \), \( \epsilon_k = \pm 1 \). Following [34], the subset \( \Gamma \) of \( \mathbb{R} \) is a dissociate set if each element of \( W(\Gamma) \) has a unique representation of the form (25). For the general definition of dissociate subset of locally compact abelian group, and its connection to the classical Riesz products, we refer to [44] and the references therein.

In our setting, we formulate the dissociation notion as follows.

**Definition 10.1.** Finitely many trigonometric polynomials on real line \( P_0, P_1, \ldots, P_n, \)

\[
P_j(\theta) = \sum_{k=-N_j}^{N_j} d_k(j) e^{i\epsilon_k \theta}, \quad j = 0, 1, 2, \ldots, n
\]

are said to be dissociated if in their product

\[
P_0(\theta) P_1(\theta) \cdots P_n(\theta),
\]

(when expanded formally, i.e., without grouping terms or canceling identical terms with opposite signs), the frequencies \( t_{l_0} + t_{l_1} + \cdots + t_{l_n} \) in non-zero terms

\[
d^{(0)}_{l_0} \cdots d^{(n)}_{l_n} e^{i(t_{l_0} + t_{l_1} + \cdots + t_{l_n})\theta}
\]

are all distinct.

A sequence \( P_0, P_1, \ldots \) of trigonometric polynomials on real line is said to be dissociated if for each \( n \) the polynomials \( P_0, P_1, \ldots, P_n \) are dissociated.

Now, let \( s \in [0, 1] \) and \( K_s \) be the Fejér Kernel as in Theorem 6.1 and consider the polynomials appearing in the spectral type of some rank one flow.

\[
P_j(\theta) = \frac{1}{\sqrt{m_k}} \left( 1 + e^{iR_{1,s} \theta} + \cdots + e^{iR_{m-k+1,s} \theta} \right).
\]

The exponent \( R_{j,k}, 1 \leq j \leq m_k - 1, j = 1, 2, \ldots \), is the \( j \)-th return time of a point in \( B_{k,s} \) into \( B_{k-1,s} \), \( 0 < s \leq 1 \). Also

\[
    R_{j,k} = jh_{k-1} + s_{0,k} + s_{1,k} + \cdots + s_{j-1,k}, \quad 1 \leq j \leq m_k - 1
\]

where \( h_{k-1} \) is the height of the tower after \( (k - 1) \)-th stage of the construction is complete, and \( s_{k,l} \) is the number of spacers on the \( l \)-th column, \( 0 \leq l \leq m_k - 2 \). We observe that
(1) \( h_1 = R_{m_1-1,1} + 1, \)

(2) \( R_{1,k} \geq h_{k-1} > R_{m_k-1,k-1}, \)

(3) \( R_{j+1,k} - R_{j,k} \geq h_{k-1}. \)

These properties (1), (2), (3) of the powers \( R_{j,k}, \ 1 \leq j \leq m_k - 1, \ k = 1, 2, \ldots \) indeed characterize generalized Riesz products which arise from rank one transformations. More precisely consider a generalized Riesz product

\[
\prod_{k=1}^{\infty} \left| Q_k(\theta) \right|^2.
\]

where

\[
Q_k(\theta) = \frac{1}{\sqrt{m_k}} \sum_{i=0}^{m_k-1} e^{i r_i j \theta}.
\]

Define inductively:

\[
h_0 = 1, \ h_1 = r_{m_1,1} + h_0, \ldots , \ h_k = r_{m_k,k} + h_{k-1}, \ k \geq 2
\]

Note that \( h_k > r_{m_k,k}. \)

We further have for any \( \varrho > 1, \) the \( L^2 - \) norm of \( P_j(\varrho \theta) \) is 1. Indeed, by changing the variable of integration, we have

\[
\| P_j(\varrho \theta) \|_2 = \int_{\mathbb{R}} \left| P_j(\varrho \theta) \right|^2 K_s(\theta) d\theta = \int_{\mathbb{R}} \left| P_j(\theta) \right|^2 \frac{1}{\varrho} K_s(\frac{\theta}{\varrho}) d\theta = \int_{\mathbb{R}} \left| P_j(\theta) \right|^2 K_s(\varrho \theta) d\theta = 1.
\]

**Proposition 10.2.** Assume that for each \( k = 1, 2, \ldots , \)

\[
r_{1,k} \geq h_{k-1}, \ r_{j+1,k} - r_{j,k} \geq h_{k-1}
\]

Then \( r_{j,k}, h_k, \) satisfy (1), (2) and (3). The generalized product \( \prod_{k=1}^{\infty} \left| Q_k(\theta) \right|^2 \) describes the maximal spectral type (up to possibly a discrete part) of a suitable rank one flow.
Proof. That the \( r_{i,j}, h_j \) satisfy (1), (2), (3) is obvious. The needed rank one flow \((T^i)\) is given by cutting parameters \( p_k = m_k, j = 1, 2, \ldots, \) and spacers \( s_{j-1,k} = r_{j,k} - r_{j-1,k} - h_{k-1}, 1 \leq j \leq m_k - 1, k = 1, 2, \ldots \). This proves the proposition.

\[ \square \]

**Definition 10.3.** A generalized Riesz product \( \mu_s = \prod_{k=1}^{\infty} |Q_k(\theta)|^2 \), where \( Q_k(\theta) = \frac{1}{\sqrt{m_k}} \sum_{j=0}^{m_k} e^{-2\pi i r_{j,k} \theta} \), is said to be of dynamical origin if with \( h_0 = 1, h_1 = r_{m_1,1} + h_0, \ldots, h_k = r_{m_k,k} + h_{k-1}, k \geq 2 \)

it is true that for \( k = 1, 2, \ldots \),

\[ r_{1,k} \geq h_{k-1}, \quad r_{j+1,k} - r_{j,k} \geq h_{k-1} \]

Let us further observe that the generalized Riesz products \( \prod_{j=1}^{\infty} |P_j|^2 \) raised from rank one \((T^i)\) have the property that the sequence of their tails \( \mu_{n,s} = \prod_{j=n+1}^{\infty} |P_j|^2, n = 1, 2, \ldots \) converges weakly to \( \lambda_s = K_s(\theta) d\theta \). In the rest of this section we will assume that the generalized Riesz products have this additional property, although it is not assumed that they arise from rank one transformations as above.

**Definition 10.4.** Let \( s \in [0, 1] \), a generalized Riesz product \( \mu_s = \prod_{j=1}^{\infty} |P_j|^2 \) is said to be of class (L) if for each sequence \( k_1 < k_2 < \cdots \) of natural numbers, the tail measures \( \prod_{j=k_{n+1}}^{\infty} |P_j|^2, n = 1, 2, \cdots \) converge weakly to \( \lambda_s \).

**Proposition 10.5.** Let \( s \in [0, 1] \), if the generalized Riesz product \( \mu_s = \prod_{j=1}^{\infty} |P_j|^2 \) is of class (L) then the partial products \( \prod_{j=1}^{n} |P_j|^2, n = 1, 2, \cdots \) converge in \( L^1(\mathbb{R}, \lambda_s) \) to \( \frac{du}{dx} \), and the convergence is almost everywhere (w.r.t \( d\theta \)) over a subsequence.

**Proof.** In Theorem [8.1] we put \( Q_j(\theta) = 1 \) for all \( j \), so that \( \nu \) is the probability measure on \( \lambda_s \). The first conclusion follows from theorem 8.1. The second conclusion follows since \( L^1 \) convergence implies convergence a.e over a subsequence and \( \lambda_s \) is equivalent to Lebesgue measure.

The following formula follows immediately from this:

**Corollary 10.6.** Let \( s \in [0, 1] \), and \( \mu \) be a generalized Riesz product of class (L). Let \( K_1, K_2 \) be two disjoint subsets of natural numbers and let \( K_0 \) be their union.
Let $\mu_{1,s}, \mu_{2,s}$ and $\mu_{0,s}$ be the generalized Riesz subproducts of $\mu_s$ over $\mathcal{K}_1, \mathcal{K}_2$, and $\mathcal{K}_0$ respectively. Then we have:

$$\frac{d\mu_0}{d\lambda_s} = \frac{d\mu_1}{d\lambda_s} \frac{d\mu_2}{d\lambda_s},$$

where equality is a.e. with respect to the measure $d\theta$.

**Flat Polynomials and Generalized Riesz Products.**

**Lemma 10.7.** Given a sequence of trigonometric polynomials

$$P_n(\theta) = \frac{1}{\sqrt{m_n}} \left(1 + \sum_{j=1}^{m_n-1} e^{it_j \theta}\right), \quad t_j \geq 0, \quad 1 \leq j \leq m_n - 1, \quad n = 1, 2, \cdots,$$

then there exist a sequence of positive real numbers $\varrho_1, \varrho_2, \cdots$ such that

$$\prod_{j=1}^{\infty} | P_j(\varrho_j \theta) |^2$$

is a generalized Riesz product of dynamical origin.

**Proof.** For each $j \geq 1$, let

$$P_j(\theta) = \sum_{k=0}^{m_j-1} b_{k,j} e^{ir_{k,j} \theta}, \quad b_{k,j} = \frac{1}{\sqrt{m_j}} \neq 0, \quad b_{0,j} = 1 > 0, \quad \sum_{i=1}^{n_j} | b_{i,j} |^2 = 1.$$

Let $\varrho_1 = 1$ and $H_1 = r_{n_1,1} + 1$. Choose $\varrho_2 \geq 2H_1 > 2r_{n_1,1}$. Then

$$\lambda_2 \cdot r_{1,2} > h_1, \quad \varrho_2 (r_{i+1,2} - r_{i,2}) > h_i.$$

Since $\varrho_2 > 2r_{n_1,1}$ the polynomials $| P_1(\varrho_1 \theta) |^2$ and $| P_2(\varrho_2 \theta) |^2$ are dissociated. Consider now $P_1(\varrho_1 \theta) P_2(\varrho_2 \theta)$. Write $H_2 = \varrho_1 r_{n_1,1} + \varrho_2 r_{n_2,2} + h_1$.

By (26).

\[ \varrho_3 \cdot r_{1,3} \geq h_2, \quad \varrho_3 (r_{i+1,3} - r_{i,3}) > h_i. \]

Since $\varrho_3 \geq 2H_2 > 2(\varrho_1 r_{n_1,1} + \varrho_2 r_{n_2,2})$ the polynomial $| P_3(\varrho_3 \theta) |^2$ is dissociated from $| P_1(\varrho_1 \theta) |^2$ and $| P_2(\varrho_2 \theta) |^2$. Proceeding thus we get $\varrho_j, j = 1, 2, \cdots$ and polynomials $Q_j(\theta) = P_j(\varrho_j \theta), j = 1, 2, \cdots$ such that

(i) $|| Q_j ||_2 = 1$ (since $|| P_j ||_2 = 1$ and $|| P_j(\varrho_j \theta) ||_2 = 1$ by (26)).

(ii) the polynomials $| Q_j |^2, j = 1, 2, \cdots$ are dissociated,
(iii) for each \( j \geq 1 \),

\[
h_{j-1} < \varrho_j r_{1,j}, \quad h_{j-1} < \varrho_j (r_{i+1,j} - r_{i,j})
\]

Since the polynomials \( Q_j, j = 1, 2, \ldots \) have \( L^2(\mathbb{R}, d\lambda_s) \) norm 1 and their absolute squares are dissociated, the generalized Riesz product \( \prod_{j=1}^{\infty} |P(\varrho_j \theta)|^2 \) is well defined. Moreover, (iii) shows that the conditions for it to arise from a rank one flow \((T^q)\) in the above fashion are satisfied. The lemma follows. \( \square \)

An immediate application of this Lemma is the following:

**Theorem 10.8.** Let \( s \in [0, 1] \) and \( P_j, j = 1, 2, \ldots \) be a sequence of trigonometric polynomials on real such that \( |P_j(\theta)| \to 1 \) a.e. \((d\theta)\) as \( j \to \infty \). Then there exists a subsequence \( P_{j_k}, k = 1, 2, \ldots \) and real numbers \( \varrho_1 < \varrho_2 < \cdots \) such that for any \( s \in [0, 1] \), the product \( \mu_s = \prod_{k=1}^{\infty} |P_{j_k}(\varrho_k \theta)|^2 \) is a generalized Riesz product of dynamical origin with \( \frac{d\mu_s}{d\theta} > 0 \) a.e. \((d\theta)\).

**Proof.** Since \( |P_j(\theta)| \to 1 \) as \( j \to \infty \) a.e. \((d\theta)\), by Egorov’s theorem we can extract a subsequence \( P_{j_k}, k = 1, 2, \cdots \) such that for any \( s \in [0, 1] \), the sets

\[
E_k = \left\{ \theta : \left| (1 - |P_{j_k}(\theta)|) \right| < \frac{1}{2^k} \quad \forall \quad l \geq k \right\}
\]

increase to \( \mathbb{R} \) (except for a \( \lambda_s \) null set, \( s \in [0, 1] \)), and \( \sum_{k=1}^{\infty} (1 - \lambda_s(E_k)) < \infty \). Write \( Q_k = P_{j_k} \). Then for \( \theta \in E_k \), \( |1 - |Q_k(\theta)|| < \frac{1}{2^k} \). By the lemma above we can choose \( \varrho_1, \varrho_2, \cdots \) such that

\[
\prod_{k=1}^{\infty} |Q_k(\varrho_k \theta)|^2
\]

is a generalized Riesz product of dynamical origin. We show that \( \lim_{L \to \infty} \prod_{k=1}^{L} |Q_k(\varrho_k \theta)| \) is nonzero a.e. \((d\theta)\), which will imply, by proposition [10.5] that \( \frac{d\mu_s}{d\theta} > 0 \) a.e. \((d\theta)\).

Now the maps \( S_\varrho : \theta \to \varrho \theta, \varrho > 0 \), preserve the Fejér kernel family, and since \( \sum_{k=1}^{\infty} \lambda_s(\mathbb{R} \setminus E_k) < \infty \) we have \( \sum_{k=1}^{\infty} \lambda_s(S_\varrho^{-1}(\mathbb{R} \setminus E_k)) < \infty \), for all \( s \in [0, 1] \). Let

\[
F_k = S_{\varrho_k}^{-1}(\mathbb{R} \setminus E_k) \quad \text{and} \quad F = \limsup_{k \to \infty} F_k = \bigcap_{k=1}^{\infty} \bigcup_{l=k}^{\infty} F_l.
\]

Then \( \lambda_s(F) = 0 \), and if \( \theta \notin F, \varrho \notin S_{\varrho_k}^{-1}(\mathbb{R} \setminus E_k) \) hold for all but finitely many \( k \), which in turn implies that \( S_{\varrho_k} \theta \in E_k \) for all but finitely many \( k \). Thus, if \( \theta \notin F \), then \( |1 - |Q_k(\varrho_k \theta)|| < \frac{1}{2^k} \).
for all but finitely many \( k \). Also the set of points \( \theta \) for which some finite product 
\[
\prod_{k=1}^{L} | Q_k(\varrho_k \theta) |
\]
vanishes is countable. Clearly 
\[
\lim_{L \to \infty} \prod_{k=1}^{L} | Q_k(\varrho_k \theta) |
\]
is nonzero a.e. \((d\lambda)\) and the theorem is proved. 

\( \square \)

**Corollary 10.9.**

(i) If \( P_k, \ k = 1, 2, \cdots \) are as in the above theorem and if 
\[
\limsup_{k \to \infty} M_s(P_k) = 1, \text{ for all } s \in [0, 1],
\]
then we can choose \( P_{j_k}, \ k = 1, 2, \cdots \) and \( \varrho_1, \varrho_2, \cdots \) in such a way that 
\[
M_s(\mu_s) \text{ is positive, for all } s \in [0, 1].
\]

(ii) If \( P_k, \ k = 1, 2, \cdots \) are as in the above theorem and if 
\[
\liminf_{k \to \infty} M_s(P_k) < 1, \text{ for all } s \in [0, 1],
\]
then we can choose \( P_{j_k}, \ k = 1, 2, \cdots \) and \( \varrho_1, \varrho_2, \cdots \) in such a way that 
\[
M_s(\mu_s) = 0, \text{ and } \frac{d\mu}{d\theta} > 0 \text{ a.e. } (d\theta).
\]

**Remark 10.10.**

(1) Now it is easy to construct polynomials \( P_k, \ k = 1, 2, \cdots \) satisfying the 
hypothesis of part (ii) of the above corollary, so one can obtain general-
ized Riesz products \( \mu_s \) with zero Mahler measure and \( \frac{d\mu}{d\theta} > 0 \) a.e. \((d\theta)\).

(2) In our presentation, we use the notion of dissociation but since the coeff-
ficients of our polynomials are positives this assumption can be dropped
(see Lemma 12.3).

(3) The results of this section can be straightforward generalized to the non-
singular rank on flow and its \( \mathbb{Z}_2 = \{ \pm 1 \} \) extension. The details are left to
the reader.

11. THE SPECTRAL SINGULARITY THEOREM FOR ORNSTEIN MIXING FLOWS

In this section, we extend Ornstein random construction of rank one transfor-
mations to flows. We extend Bourgain theorem in this setting by showing that 
the spectrum of Ornstein flow is almost surely singular. Our method, following ideas
introduced in [8], uses the Central Limit Theorem.

In the classical Ornstein construction the spacers are chosen randomly and
independently using the uniform distribution. In the present article, we will stay
in this setting. Let us notice however, as it has been pointed out by J. Bourgain in [15], that other random choices are possible: in [7] the authors shows that Bourgain singularity theorem holds for some more general random constructions.

Let us now describe the classical Ornstein construction, adapted to flows. We fix a sequence \( (p_k)_{k \geq 0} \) of integers \( \geq 2 \) and a sequence \( (t_k)_{k \geq 0} \) and of positive real numbers. Put

\[
\Omega = \prod_{k=0}^{+\infty} \left[ -\frac{t_k}{2}, \frac{t_k}{2} \right]^{p_k-1}
\]

equipped with the probability product measure \( P := \bigotimes_{k \geq 0} U_k \), where \( U_k \) is uniform measure on \( [-\frac{t_k}{2}, \frac{t_k}{2}] \). We denote by \( x_{k,j} \), \( (j = 1, \ldots, p_k - 1 \text{ and } k \geq 0) \) the projection maps. It follows that \( x_{k,j} \) are independent random variables and that each \( x_{k,j} \) is uniformly distributed in \( [-\frac{t_k}{2}, \frac{t_k}{2}] \). We define the spacers in the following way

\[
s_{k+1,j} = t_k + x_{k,j} - x_{k,j-1}, \quad j = 1, \ldots, p_k,
\]

where \( x_{k,0} = 0 \) and the \( x_{k,p_k} \) are chosen deterministically in \( \mathbb{R}_+^n \). (Note that in this random construction the sequence of heights \( (h_k) \) stays deterministic.) In order to insure that we get a finite measure preserving system, we impose the following condition on the parameters of the construction

\[
\sum_k \frac{1}{p_0 p_1 \ldots p_k} (p_k t_k + x_{k,p_k}) < +\infty.
\]

We get a family of probability preserving dynamical rank one flows denoted by \( (X, \mathcal{A}, \nu, (T_\omega^t)_{\omega \in \Omega}) \). Following notation introduced in Subsection 6.1 we have \( s_k(j) = \sum_{i=1}^j s_{k+1,i} = jt_k + x_{k,j} \). According to Theorem 6.1 the spectral type of each \( T_\omega^t \), up to discrete part, is given by the weak limit

\[
d\sigma^\omega(\theta) = W - \lim_{n \to \infty} \prod_{k=0}^n |P_k^\omega(\theta)|^2 d\theta,
\]

where

\[
P_k^\omega(\theta) = \frac{1}{\sqrt{P_k}} \sum_{j=0}^{p_k-1} e^{i\theta(j(h_k+t_k)+x_{k,j}(\omega))}.
\]

More precisely, the continuous part of the maximal spectral type is equivalent to the continuous part of \( \sigma^\omega \).
Theorem 11.1. Let \((p_k), (x_{k,p_k})\) and \((t_k)\) be a choice of parameters for the Ornstein construction of a rank one flow. Suppose that condition (27) is satisfied and that there exists an infinite set of positive integers along which the sequences \((p_k)\) and \((t_k)\) go to infinity.

Then the Ornstein flow has almost surely singular spectrum, i.e.

\[
P\{\omega : \sigma(\omega) \perp \text{Lebesgue measure on } \mathbb{R}\} = 1.
\]

We denote by \(\sigma(\omega)\) the measure with density \(K_s\) with respect to \(\sigma^\omega\). On each compact subset of \(\mathbb{R}\), for all \(s\) large enough the measures \(\sigma(\omega)\) and \(\sigma^\omega\) are equivalent. In order to prove Theorem 11.1 it is sufficient to prove that, for each \(s \in (0, 1)\), the measure \(\sigma(\omega)\) is almost surely singular. This will be done in the sequel of this section. The proof is organized as in the case of \(\mathbb{Z}\) rank one actions, using the Central Limit Theorem as it appears in [8].

We suppose in the rest of this section that hypothesis of Theorem 11.1 are satisfied. In particular we denote by \(D\) an infinite set of integers such that

\[
\lim_{k \to +\infty} p_k = \lim_{k \to +\infty} t_k = +\infty.
\]

We denote by \(\lambda_s\) the measure with density \(K_s\) with respect to Lebesgue measure. As we know,

\[
d\sigma^\omega(\theta) = W - \lim_{n \to 0} \prod_{k=0}^{n} |P_k^\omega(\theta)|^2 d\lambda_s(\theta),
\]

Proposition 11.2. There exists a subsequence of the sequence \(((\theta, \omega) \mapsto ||P_k^\omega(\theta)| - 1||)_{k \in D}\) which converges weakly in \(L^2(\mu_s \otimes \mathbb{P})\) to some non-negative function \(\phi(\theta, \omega)\) below by a universal positive constant \(c\).

Proof. Since for all \(k\) and all \(\omega\), we have \(\|P_k^\omega\|_{L^2(\mu_s)} = 1\), the sequence \(((||P_k|| - 1||)_{k \in D}\) is bounded in \(L^2(\mu_s \otimes \mathbb{P})\), thus admits a weakly convergent subsequence. Let us denote by \(\phi\) one such weak limit function.

Let us prove that the function \(\phi\) is bounded by below by a universal positive constant.

Lemma 11.3. We have

\[
\lim_{k \to +\infty} \int_{\mathbb{R}} \int_{\omega} \left| \int_{\Omega} P_k^\omega(\theta) d\mathbb{P}(\omega) \right| d\lambda_s(\theta) = 0.
\]

As a direct consequence of this lemma, if we define \(P_k' = P_k - \int_{\Omega} P_k^\omega(\theta) d\mathbb{P}(\omega)\), we have

\[
\lim_{k \to +\infty} \int \left| ||P_k|| - ||P_k'|| \right| d\mathbb{P} = 0. \tag{30}
\]
Proof of Lemma 11.3. We come back to the expression of the polynomial $P_k$.

$$
\int_{\Omega} P_k^e(\theta) \, d\mathbb{P}(\omega) = \frac{1}{\sqrt{p_k}} \sum_{j=0}^{p_k-1} e^{ij(h_k+t_k)\theta} \int_{\Omega} e^{i\theta x_{k,j}(\omega)} \, d\mathbb{P}(\omega)
$$

$$
= \frac{1}{\sqrt{p_k}} \sum_{j=0}^{p_k-1} e^{ij(h_k+t_k)\theta} \frac{1}{t_k} \int_{-t_k/2}^{t_k/2} e^{i\theta x} \, dx = \frac{1}{\sqrt{p_k}} \sum_{j=0}^{p_k-1} e^{ij(h_k+t_k)\theta} \frac{\sin(t_k\theta/2)}{t_k\theta/2}.
$$

Using Cauchy-Schwarz inequality and $\int_{\mathbb{R}} \left| \frac{1}{\sqrt{p_k}} \sum_{j=0}^{p_k-1} e^{ij(h_k+t_k)\theta} \right|^2 \, d\lambda(\theta) = 1$, we obtain

$$
\int_{\mathbb{R}} \left| \int_{\Omega} P_k^e(\theta) \, d\mathbb{P}(\omega) \right| \, d\lambda(\theta) \leq \left( \int_{\mathbb{R}} \left( \frac{\sin(t_k\theta/2)}{t_k\theta/2} \right)^2 \, d\mu(\theta) \right)^{1/2}.
$$

Remind that we assume that the sequence $(t_k)$ goes to infinity. The function under the integral in the last expression goes to zero when $k$ goes to infinity, and it is uniformly bounded by 1. Thus the whole integral goes to zero.

We will use the following version of the Central Limit Theorem. It is a particular case of the classical Lindeberg-Feller Theorem (see for example [25], Chapter 2, Section 4.b).

**Proposition 11.4.** Let $(Y_{k,j}; 0 \leq j < p_k, k \geq 1)$ be an array of real random variables, with $p_k \to +\infty$ when $k \to +\infty$. Suppose that

(i) The random variables are centered: for all $k, j$, $E(Y_{k,j}) = 0$;

(ii) The random variables are uniformly bounded: $\sup_{k,j,\omega} |Y_{k,j}(\omega)| < +\infty$;

(iii) For each $k \geq 1$, the random variables $Y_{k,j}, 0 \leq j < p_k$, are independent;

(iv) $\lim_{k \to +\infty} \frac{1}{p_k} \sum_{j=0}^{p_k-1} E(Y_{k,j}^2) = \sigma^2 \in [0, +\infty)$

Then the sequence

$$
\frac{1}{\sqrt{p_k}} \sum_{j=0}^{p_k-1} Y_{k,j}
$$

converges in law to the normal distribution $\mathcal{N}(0, \sigma^2)$ when $k$ goes to infinity.

(If $\sigma = 0$, this convergence is a convergence in probability to zero.)

**Corollary 11.5.** For all $\theta \neq 0$, the sequence of random variables $(\text{Re} P_k^e(\theta))_{k \in D}$ converges in law to $\mathcal{N}(0, \frac{1}{\theta})$. 
Proof. We fix $\theta \neq 0$. We define

$$Y_{k,j}(\omega) := \cos(\theta(j(h_k + t_k) + x_{k,j}(\omega))) - \mathbb{E}(\cos(\theta(j(h_k + t_k) + x_{k,j}(\omega)))).$$  

We have

$$\text{Re}P_k' = \frac{1}{\sqrt{P_k}} \sum_{j=0}^{pk-1} Y_{k,j}.$$  

Conditions (i), (ii) and (iii) of Proposition 11.4 are satisfied. Let us verify the last one.

$$\mathbb{E}(Y_{k,j}^2) = \mathbb{E}\left((\cos(\theta(j(h_k + t_k) + x_{k,j}(\omega))))^2\right) - (\mathbb{E}(\cos(\theta(j(h_k + t_k) + x_{k,j}(\omega)))))^2$$

$$= \frac{1}{t_k} \int_{-t_k/2}^{t_k/2} \cos^2(\theta(j(h_k + t_k) + x)) \, dx - \left(\frac{1}{t_k} \int_{-t_k/2}^{t_k/2} \cos(\theta(j(h_k + t_k) + x)) \, dx\right)^2$$

$$= \frac{1}{2} \left(1 + \cos(2\theta j(h_k + t_k)) \frac{\sin(t_k \theta)}{t_k \theta} - \left(\cos(\theta j(h_k + t_k)) \frac{\sin(t_k \theta/2)}{t_k \theta/2}\right)^2\right)^2$$

If $t_k \to +\infty$, we see that $\mathbb{E}(Y_{k,j}^2) \to \frac{1}{2}$, hence condition (iv) is satisfied with $\sigma^2 = \frac{1}{2}$. □

Coming back to the proof of Proposition 11.2, we consider a weak limit $\phi$ in $L^2(\mu_s \otimes \mathbb{P})$ of the sequence $\{||P_k|| - 1\}_{k \in \mathbb{D}}$. Let $A$ be a measurable subset of $\mathbb{R}$ and let $C$ be a cylinder subset of $\Omega$. By cylinder subset we mean a set of $\omega$’s defined by a condition depending only of finitely many coordinates of $\omega \in \Omega = \prod_{k=0}^{\infty} \left[-\frac{t_k}{2}, \frac{t_k}{2}\right]^{pk-1}$. Note that, for all large enough $k$, for all $\theta$, the set $C$ is independent of the random variable $P_k'(\theta)$. We have

$$\int_{A \times C} ||P_k'(\theta)|| - 1 \, d\mu_s(\theta) \, d\mathbb{P}(\omega) = \mathbb{P}(C) \int_{A \times \Omega} ||P_k|| - 1 \, d\lambda_s \, d\mathbb{P}$$

$$\geq \mathbb{P}(C) \int_{A \times \Omega} ||P_k'|| - 1 \, d\mu_s \, d\mathbb{P} - \int_{A \times \Omega} ||P_k|| \, |P_k'| \, d\lambda_s \, d\mathbb{P}.$$  

On one hand, we have

$$\int_{A \times \Omega} ||P_k'|| - 1 \, d\mu_s \, d\mathbb{P} \geq \int_A \mathbb{P}(\text{Re}P_k' > 2) \, d\mu_s,$$  

and, by Corollary 11.5

$$\lim \mathbb{P}(\text{Re}P_k' > 2) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-t^2} \, dt =: c,$$
thus, by dominated convergence,

$$\lim \int_A \mathbb{P}(\text{Re} P'_k > 2) \ d\lambda_s(\theta) = c\lambda_s(A).$$

On the other hand, by Lemma [11.3]

$$\lim \int_{\mathbb{R} \times \Omega} \|P_k\| - \|P'_k\| \ d\lambda_s d\mathbb{P} = 0.$$

We conclude that

$$\lim \inf \int_{A \times C} \|P'_k(\theta)\| - 1 \ d\lambda_s(\theta) d\mathbb{P}(\omega) \geq c\mathbb{P}(C)\lambda_s(A),$$

which proves that the weak limit $\phi$ satisfies $\int_{A \times C} \phi \ d\lambda_s d\mathbb{P} \geq c\mathbb{P}(C)\lambda_s(A)$.

Since this is true for all choices of $A$ and $C$, the function $\phi$ is (a.s.) bounded by below by $c$. Proposition [11.2] is proved. $\square$

Let us state now a randomized version of Lemma [7.5]. Its proof is straightforward by integration with respect to $\mathbb{P}$ of the inequality which follows the statement of Lemma [7.5].

**Lemma 11.6.** Let $E$ be an infinite set of positive integers. Let $L$ be a positive integer and $0 \leq n_1 < n_2 < \cdots < n_L$ be integers. Denote $Q(\theta, \omega) = \prod_{k=1}^L |P_{n_k}(\theta)|$.

Then

$$\limsup_{k \to +\infty} \left( \int_{k \in E} Q \ d\lambda_s d\mathbb{P} \leq \int_{k \in E} Q \ d\mu_s d\mathbb{P} \right).$$

**Proof of Theorem 11.1** Applying Proposition [11.2], we fix an infinite set of integers $E$ such that the sequence $(\|P_k\| - 1)_{k \in E}$ converges weakly to a function bounded by below by $c$. We use notations of Lemma [11.6]. Since we have of course

$$\int_{k \to +\infty} Q \|P_k\|^2 - 1 \ d\lambda_s d\mathbb{P} \geq \int_{k \to +\infty} Q \|P_k\| - 1 \ d\lambda_s d\mathbb{P},$$

we know that

$$\lim \inf_{k \to +\infty} \int_{\mathbb{R} \times \Omega} Q \|P_k\|^2 - 1 \ d\lambda_s d\mathbb{P} \geq c \int_{\mathbb{R} \times \Omega} Q \ d\lambda_s d\mathbb{P}$$

Thanks to Lemma [11.6], we can construct by induction an increasing sequence $\left(\lambda_s/\gamma\right)_{\ell \geq 1}$ such that, for all $L \geq 1$,

$$\int_{\mathbb{R} \times \Omega} \lambda_s d\mathbb{P} \leq \int_{\mathbb{R} \times \Omega} \lambda_s d\mathbb{P} - \frac{c^2}{2} \left( \int_{\mathbb{R} \times \Omega} \lambda_s d\mathbb{P} \right)^2.$$
This inequation gives us the existence and the value of the following limit:

$$
\lim_{L \to +\infty} \int \prod_{\ell=1}^{L} |P_{n_{\ell}}| \ d\lambda_{d}d\mathbb{P} = 0.
$$

Almost surely (for the probability measure \(\mathbb{P}\)), along a subsequence of \(L\)’s, we have

$$
\int \prod_{\ell=1}^{L} |P_{n_{\ell}}| \ d\lambda_{d} \to 0.
$$

By Bourgain criterion (Theorem 7.1) we conclude that, for almost all \(\omega\), the measure \(\sigma^{(\omega)}\) is singular. This is what had to be proved. \(\square\)

**Remark.** The results above can extended to establish that for almost all choose of \((\omega, \omega')\) in the Ornstein probability space of spacers, the spectral type of \(T_{(p_{n})_{\omega}}^{t}\) and \(T_{(p_{n})_{\omega'}}^{t}\) are singular, that is, \(T_{p,\omega}^{t}\) and \(T_{p,\omega'}^{t}\) are spectrally disjoint. The details of the proof is left to the reader.

12. **Klemes-Reinhold’s theorem for rank one flows.**

In this section we present the extension of Klemes-Reinhold’s theorem to the rank one flow. This theorem, for a rank one map, assert that if the sequence square of the cutting parameter is not summable then the spectrum is singular. The principal ingredients of the proof is based on the Bourgain singularity tools, as presented in subsection 7, combined with the extension of Peyrière criterion to the generalized Riesz products to \(\mathbb{R}\). This later extension can be obtained easily. But, for sake of completeness, we will present its proof. Let us state Klemes-Reinhold’s theorem to the rank one flow.

**Theorem 12.1.** If \(\sum_{n \geq 1} \frac{1}{P_{n}^{2}} = +\infty\), then the spectral type of the rank one flow \(\sigma\) is singular.

We begin by proving the extension of Peyrière criterion to the generalized Riesz products to \(\mathbb{R}\).

**Lemma 12.2** (of Peyrière). Let \(s \in (0, 1]\) and \(\mu\) a Borel probability measure on \(\mathbb{R}\). If there exists a sequence of reals numbers \(\{\xi_{k}\}_{k \geq 1}\) such that

(i) \(|\xi_{j} - \xi_{k}| > s\), for any \(j \neq k \in \mathbb{N}^{*}\).

(ii) \(|a_{2\pi i \xi_{k} t} - \hat{\mu}(\xi_{k})|_{k \geq 1}\) is an orthogonal system in \(L^{2}(\mu)\) and \((\hat{\mu}(\xi_{k}))_{k \geq 1} \notin \ell^{2}\).

(iii) \(\hat{\mu}(\xi_{j} - \xi_{k}) = \hat{\mu}(\xi_{j})\hat{\mu}(\xi_{k})\), for all \(j \neq k \in \mathbb{N}^{*}\).
Then, \( \mu \perp \lambda_s \).

**Proof.** Since the support of \( \widetilde{K}_s \) is \([-s, s]\) and by our assumption \( \xi_j - \xi_k \notin [-s, s] \), for all \( j \neq k \), it follows that the family \( \{e^{2\pi i \xi_k t}\}_{k \in \mathbb{N}^s} \) is a bounded orthogonal system in \( L^2(\lambda_s) \). We further have \( \|e^{2\pi i \xi_k} - \hat{\mu}(\xi_k)\|_{L^2(\mu)} \) is bounded since \( \mu \) is a probability measure. By our assumption (iii), we have also that \( \{\hat{\mu}(\xi_k)\}_{k \geq 1} \notin \ell^2 \).

Therefore, by Banach-Steinhauss theorem, there is a sequence \( p_k \) in \( \ell^2 \) such that

\[
\sum_{k=1}^{+\infty} c_k \hat{\mu}(\xi_k) = \infty. \tag{31}
\]

Now, consider the sequences of functions

\[
f_n(t) = \sum_{k=1}^{n} c_k e^{2\pi i \xi_k t}, \quad \text{and}
\]

\[
g_n(t) = \sum_{k=1}^{n} (e^{2\pi i \xi_k} - \hat{\mu}(\xi_k)).
\]

Obviously \( f_n \) and \( g_n \) converge in \( L^2(\lambda_s) \) and \( L^2(\mu) \) respectively. We can thus extract a subsequence \( (n_j) \) such that \( f_{n_j}(t) \) and \( g_{n_j}(t) \) converge a.e. respectively with respect to \( \lambda_s \) and \( \mu \). We thus deduce that both series cannot converge for the same \( t \) because their difference diverge by (31). Hence, the set \( E \) on which the first series converges is a Borel set such that \( \lambda_s(E^c) = 0 \) and \( \mu(E) = 0 \), which ends the proof. \( \square \)

We need also the following lemma.

**Lemma 12.3** (of the weak convergence). Let \( P_n(t) = \sum_{k=1}^{n} a_k e^{2\pi i \xi_k t} \), \( n = 1, 2, \ldots \), be a family of trigonometric polynomials on \( \mathbb{R} \) with positive coefficients, and \( s \in (0, 1] \). Let \( d\rho_n = \prod_{j=1}^{n} |P_j(t)|^2 \, d\lambda_s \), and suppose that \( \prod_{j=1}^{n} P_j(t) \|_{L^2(\lambda_s)} = 1 \),

and \( \|P_n(t)\|_{L^2(\lambda_s)} = 1 \), for all \( n \in \mathbb{N}^s \). Then \( \{\rho_n\} \) converge in the weak topology.

**Proof.** By our assumption, we have for any \( n \), \( \rho_n \) is a probability measure on \( \mathbb{R} \). Furthermore, for any \( \xi \in \mathbb{R} \), we have

\[
\rho_{n+1}(\xi) = \int e^{-2\pi i \xi t} \prod_{j=1}^{n} |P_j(t)|^2 \cdot |P_{n+1}(t)|^2 \, d\lambda_s
\]

\[
= \int e^{-2\pi i \xi t} \prod_{j=1}^{n} |P_j(t)|^2 \cdot (1 + R_{n+1}(t)) \, d\lambda_s,
\]

where \( R_{n+1}(t) \) is the remainder term.
where \( R_{n+1}(t) = \sum_{1 \leq j \neq k \leq n} a_j a_k e^{2\pi i (\xi_j - \xi_k)t} \). We thus get
\[
\widehat{\rho}_{n+1}(\xi) = \widehat{\rho}_n(\xi) + \sum_{1 \leq j \neq k \leq n} a_j a_k \lambda_e(\xi_j - \xi_k).
\]
Whence, \( \widehat{\rho}_{n+1}(\xi) \geq \widehat{\rho}_n(\xi) \) since the coefficients \( a_j a_k \) are positive and \( \lambda_e(t) \geq 0 \).

We thus conclude that \( \lim \rho_n \) exists in the weak topology. □

According to Bourgain criterion, we need to construct a subsequence \( (n_k) \) for which the sequence of probability measures \( \rho_k = \prod_{j=1}^k |P_{n_j}|^2 d\lambda_k, k \in \mathbb{N}^* \) converge to a probability measure \( \alpha \), by Lemma 12.3. By construction, \( \alpha \) will satisfy the condition (ii) and (iii) of Pyri`ere Lemma. We start by putting
\[
R_n(t) = |P_n(t)|^2,
\]
and
\[
Q_k(t) = \prod_{j=1}^k |P_{n_j}(t)|^2.
\]
By construction, the dynamic of the rank one flow is obtained at each stage \( n \) by cutting in subcolumns of the tower \( B_n \), we further have that the height of \( j \)th subcolumn is \( c_j = h_n + s_{n,j} \) with \( j = 1, \ldots, p_n - 1 \) and \( c_0 = 0 \). Put \( d_j = \sum_{k=0}^j c_k \). Then, we have
\[
P_n(t) = \frac{1}{p_n} \sum_{j=0}^{p_n-1} e^{2\pi i d_j t},
\]
\[
R_n(t) = 1 + \frac{1}{p_n} \sum_{\xi \in \Gamma_n} e^{2\pi i \xi t}
\] (33)
where \( \Gamma_n = \{d_j - d_k/k \neq j = 0, \ldots, p_n - 1\} \). Let \( d_n = \max\{|\gamma|, \gamma \in \Gamma_n\} \). Then \( d_n = h_{n+1} - h_n - s_{n,p_n} < h_{n+1} \). We further have \( h_n \leq \frac{h_{n+1}}{p_n} \leq \frac{h_{n+1}}{2} \).

Now, let \( n_1 < n_2 < \cdots < n_k \) such that \( n_{j+1} \geq n_j + 3 \). It follows that
\[
Q_k(t) = 1 + \frac{1}{p_{n_1} \cdots p_{n_k}} \sum_{\xi \in S_k} e^{2\pi i \xi t},
\]
where \( S_k = \{\xi_1 + \cdots + \xi_k \mid \xi_i \in \Gamma_{n_i}, i = 1, \ldots, k\} \). We thus get, by the triangle inequality,
\[
q_k = \max \{|x| \mid x \in S_k\} \leq d_{n_1} + \cdots + d_{n_k} \leq h_{n_1+1} - h_{n_1} + h_{n_2+1} - h_{n_2} + \cdots + h_{n_k+1} - h_{n_k} < h_{n_k+1},
\] (34)
since, for any \( j = 1, \cdots, k \), \( n_{j+1} \geq n_j + 3 \) and \( h_{n_{j+1}} \leq \frac{h_{n_j} + 3}{4} \). Whence, (34) follows by telescoping. We will now summarize some properties of Fourier coefficients of \( R_{n_k} \) and \( Q_{n_k} \) with respect to \( L^2(\lambda_s), \ s \in (0, 1) \), as follows.

**Proposition 12.4.** Let \( n_1 < n_2 < \cdots < n_k \) such that \( n_{j+1} \geq n_j + 3 \), for each \( j = 1, \cdots, k \), and \( s \in (0, 1) \). Then, the Fourier coefficients of \( \pi_k = R_{n_k} d\lambda_s \) and \( \tau_k = Q_k d\lambda_s \) satisfy

(a) \( \hat{\pi}_k(0) = 1 \), and \( \hat{\pi}_k(t) = 0 \), if \( s < |t| < h_{n_k} - s \).

(b) \( \hat{\pi}_k(d_{n_k}) = \frac{1}{p_{n_k}}, \) and \( \hat{\pi}_k(t) = 0 \), if \( d_{n_k} - h_{n_k} + s < |t| < d_{n_k} - s \).

(c) \( \hat{\tau}_m+k(t) = \hat{\tau}_k(t) \), whenever \( |t| < q_k, \ m \geq 0 \).

(d) \( \hat{\tau}_k(0) = 1 \) and \( \hat{\tau}_k(d_{n_k}) = \frac{1}{p_{n_k}} \).

**Proof.** By definition of \( \pi_k \), as in the proof of Lemma 6.8 for any \( t \in \mathbb{R} \) we have,

\[
\hat{\pi}_k(t) = \widehat{K_s}(t) + \frac{1}{p_{n_k}} \sum_{\gamma \in \Gamma} \widehat{K_s}(t - \gamma),
\]

Therefore, \( \hat{\pi}_k(0) = 1 \) and for \( s < |t| < h_{n_k} - s \), the first term is zero. The rest of (a) follows from the fact that for \( i > j, d_{i,j} \geq c_i \geq h_{n_k} \), and by symmetry, \( |d_{i,j}| \geq h_{n_k} \) for \( i < j \) also. Indeed, assume \( i > j \) and \( t \geq 0 \). Then, \( d_{i,j} - t \geq h_{n_k} - t > s \), and by symmetry, we conclude that \( t - \gamma \notin \Gamma \), for any \( s < |t| < h_{n_k} - s \), and \( \gamma \in \Gamma \). For the proof of the first part of (b), it suffices to observe that \( d_{n_k} = \max(d_{i,j}) \). For the second part, suppose \( i > j \) and \( (i,j) \neq (p_{n_k} - 1, 0) \). Then \( d_{i,j} = \sum_{l=j+1}^p c_l \) is a sum over a proper subset \( I \) of the indexes \( \{1, 2, \cdots, p_{n_k} - 1\} \). Whence \( d_{n_k} - d_{i,j} \geq \min\{c_1, c_2, \cdots, c_{p_{n_k} - 1}\} \geq h_{n_k} \), since \( d_{n_k} - d_{i,j} \) is the sum over the complement of \( I \). We thus get for \( t \in [d_{n_k} - h_{n_k} + s, d_{n_k} - s], t - \gamma > s \), for all \( \gamma \in \Gamma \), and by symmetry for \( t < 0 \). The first part of (d) follows from Lemma 6.7 For the rest of (d) and the proof of (c) Consider \( Q_{k+1} = Q_k R_{n_{k+1}} \). Then,

\[
\hat{\tau}_{k+1}(t + d_{n_k}) = \hat{\tau}_{k+1}(t) \frac{1}{p_{n_k}}, \quad \forall t \in [-q_k, q_k]. \tag{35}
\]

Indeed,

\[
\hat{\tau}_{k+1}(t + d_{n_{k+1}}) = \hat{\pi}_k(t + d_{n_{k+1}}) + \frac{1}{p_{n_{k+1}}} \sum_{\xi \in S_k} \hat{\pi}_{k+1}(t + d_{n_{k+1}} - \xi),
\]

\[
= \frac{1}{p_{n_k}} \hat{\tau}_k(t), \tag{36}
\]

by (34) and (a). We thus get for \( t = 0 \) the second part of (d). By the same reasoning, we get (c). This finish the proof of the proposition. \( \square \)
Now, we are going to construct, for any $s \in [0, 1]$, a generalized Riesz product $\nu_s$ which satisfy the condition of Lemma 12.2. Let $(n_j)$ such that $n_{j+1} \geq n_j + 3$, and put

$$\nu_s = \prod_{j=0}^{+\infty} |P_{n_j}(\theta)|^2.$$

Lemma 12.5. There is a subsequence $\{t_j, j \in \mathbb{N}\} \subset \mathbb{R}_+$ such that the generalized Riesz products $(\nu_s)_{s \in [0, 1]}$ satisfy

(i) $\hat{\nu}_s(\pm t_j) = \frac{1}{p_{n_j}}$.

(ii) $\hat{\nu}_s(t_j \pm t_k) = \hat{\nu}_s(t_j)\hat{\nu}_s(t_k)$.

Proof. By definition of the family $(\nu_s)_{s \in [0, 1]}$, we have

$$\hat{\nu}_s(t) = \lim_{J \to +\infty} \int_{\mathbb{R}} e^{-i\theta t} \prod_{j=0}^{J} |P_{n_j}(\theta)|^2 d\lambda_s.$$

Let $t_k = d_{n_k}$. Then, by Proposition 12.4, we have $\hat{\nu}_s(t_k) = \pi_k(t)$, whenever $t \in [-q_k, q_k]$. We further have $\hat{\nu}_s(t_k) = \frac{1}{p_{n_k}}$ and since $\widehat{\nu}_s(-t) = \hat{\nu}_s(t)$, for any $t \in \mathbb{R}_+$, we get $\hat{\nu}_s(-t_k) = \frac{1}{p_{n_k}}$. This proves (i). To prove (ii) suppose $j < k$ and apply (35) combined (36) to get

$$\hat{\nu}_s(t_j \pm t_k) = \pi_k(t_j \pm t_k) = \pi_{k-1}(\pm t_j) \frac{1}{p_{n_k}},$$

$$\hat{\nu}_s(t_j)\hat{\nu}_s(t_k),$$

and the series $\nu_{s} \in \ell^2(\mathbb{N})$.

Proof of Theorem 12.1. According to our assumption the series $(\frac{1}{p_{n}})_{n \in \mathbb{N}}$ is not in $\ell^2(\mathbb{N})$. Therefore, for any $k = 3, \ldots$, there is $r \in \{0, 1, \ldots, k-1\}$ such that

$$\sum_{n=r[k]} \frac{1}{p_{n}^2} = +\infty.$$

Therefore, we can choose $(n_j)$ such that $n_{j+1} \geq n_j + 3$ and the series $(\frac{1}{p_{n_j}})_{j \in \mathbb{N}}$ is not in $\ell^2(\mathbb{N})$. Now, by applying Lemma 12.2 with $\mu = \nu_s$ we obtain that $\nu_s$ is singular for any $s \in [0, 1]$. This finish the proof of the theorem. □
13. KLEMES-PARREAU’S THEOREM FOR LINEAR STAIRCASE RANK ONE FLOWS.

In this section, we extended Klemes theorem [47] to linear staircase rank one flows. For that, we will adapt the material from Tuesday, 20 December 1994 conference of François Parreau given at the seminar of ergodic theory of Paris Jussieu on Klemes’s theorem. In this conference, F. Parreau presented an extension of Klemes’s result. The condition on the cutting parameter was improved. But, the result still unpublished until this paper.

We recall that the rank one flow is in the class of linear staircase if the family of spacers \( (s_{n,k})_{k=0}^{p_n-1} \) is given by \( s_{n,1} = s_{n,p_n-1} = 0 \) and \( s_{n,k} = k\alpha, \alpha > 0, k = 2, \cdots, p_n - 2 \). In this case, the polynomials associated to the spectral type are given by

\[
P_n(\theta) = \frac{1}{\sqrt{p_n}} \sum_{j=0}^{p_n-1} e^{i(jh_n + \overline{s_n}(j))\theta},
\]

where \( \overline{s_n}(0) = 0 \) and \( \overline{s_n}(j) = \frac{j(j+1)}{2}\alpha, j = 1, \cdots, p_n - 1 \). We fix also, as before, \( K, n_1 < n_2 < \cdots < n_K, \) and

\[
Q(\theta) = \prod_{j=1}^{K} |P_{n_j}(\theta)|.
\]

The subject of this section is to establish the following theorem.

**Theorem 13.1.** If \( \frac{p_n^3}{h_n} \to 0 \), as \( n \to +\infty \), then the spectral type of the linear staircase flow \( \sigma \) is singular.

Let us stress that Theorem [13.1] extended Klemes’s theorem even for the case of \( \mathbb{Z} \) action. We start by putting, for any \( \ell \in \mathbb{N}^* \),

\[
D_\ell(\theta) = \sum_{j=0}^{\ell-1} e^{ij\theta}, \quad \text{and} \quad a_{n,j} = jh_n + \overline{s_n}(j), j = 0, \cdots, p_n - 1,
\]

and for convenience, we further put

\[
D_{-\ell}(\theta) = \overline{D_\ell(\theta)} \quad \text{and} \quad a_{n,-j} = \overline{a_{n,j}}.
\]

For \( \theta \notin 2\pi\mathbb{Z} \), we have

\[
D_\ell(\theta) = \frac{e^{i\ell\theta} - 1}{e^{i\ell\theta} - 1}.
\]
Moreover, for any \( x \in \mathbb{R} \), \( |x| \leq \frac{1}{\sqrt{8}} \), we have \( \Re(D_\ell(2\pi x)) \geq \frac{\ell}{\sqrt{2}} \). Indeed,

\[
\Re(D_\ell(2\pi x)) = \sum_{j=0}^{\ell-1} \cos(2j\pi x) \geq \frac{\ell}{\sqrt{2}},
\]

since, for any \( j = 0, \ldots, \ell-1 \), \( |2j\pi x| \leq \frac{|j|\pi}{4\ell} \leq \frac{\pi}{4} \), and \( \cos(2j\pi x) \geq \cos(\frac{\pi}{4}) = \frac{1}{\sqrt{2}} \).

We have also the following lemma.

**Lemma 13.2.** Let \( \theta \in \mathbb{R} \) and \( n \in \mathbb{N}^* \), then, we have

\[
\left| P_n(\theta) \right|^2 - 1 = g_n(\theta) + \overline{g_n}(\theta),
\]

where

\[
g_n(\theta) = \frac{1}{p_n} \sum_{k=1}^{p_n-1} e^{i\alpha_n k \theta} D_{p_n-k}(k\theta \alpha).
\]

We further have,

\[
\Re\left( D_{p_n-k}(k\theta \alpha) \right) \geq \frac{p_n}{4\sqrt{2}}, \quad \text{for } 0 < k \leq \frac{3p_n}{4} \quad \text{and} \quad \left| \theta - \frac{2\pi j}{ak} \right| < \frac{4\pi}{\alpha p_n^2},
\]

**Proof.** Write

\[
\left| P_n(\theta) \right|^2 - 1 = \frac{1}{p_n} \sum_{j \neq k} e^{i(a_n,j-a_n,k)\theta}
\]

\[
= \frac{1}{p_n} \sum_{j \neq k} e^{i(j-k)h_n + s_n,j - s_n,k}\theta
\]

\[
= g_n(\theta) + \overline{g_n}(\theta).
\]

where

\[
g_n(\theta) = \frac{1}{p_n} \sum_{\ell=1}^{p_n-1} e^{i\ell h_n \theta} \sum_{k=0}^{p_n-\ell-1} e^{i(s_{n,k+\ell}-s_{n,k})}\theta
\]

\[
= \frac{1}{p_n} \sum_{\ell=1}^{p_n-1} e^{i\alpha_n,\ell \theta} D_{p_n-\ell}(\ell\theta \alpha),
\]

since \( s_{n,k+\ell} - s_{n,k} = k\alpha + \frac{\ell(\ell+1)}{2} \alpha \), which finish the proof of the lemma. \(\square\)
Remark 13.3. It follows from (40) that if \( |x - \frac{j}{k}| \leq \frac{1}{8k(p_n - k)} \) then \( \Re(D_{p_n - k}(kx)) \geq \frac{p_n - k}{\sqrt{2}} \). Moreover, if \( |x - \frac{j}{k}| < \frac{2}{p_n} \) and \( 0 < k < \frac{3p_n}{4} \) then \( \Re(D_{p_n - k}(kx)) \geq \frac{p_n}{4\sqrt{2}} \).

Following the strategy of the proof given by Klemes, as it was presented by François Parreau, for the case of the torus, we shall construct a family of positives \( \frac{2\pi}{\alpha} \)-periodic functions \( (f_{n,k}) \) with disjoint support such that for any non-negative continuous function \( \omega \), we have

1. \[ \sum_{\frac{p_n}{4} \leq k \leq \frac{3p_n}{4}} f_{n,k}(\theta) \leq 1, \text{ for all } \theta \in \mathbb{R}. \]

2. \[ \frac{1}{p_n} \sum_{\frac{p_n}{4} \leq k \leq \frac{3p_n}{4}} \Re\left( \int_{\mathbb{R}} \omega(\theta)D_{p_n - k}(\theta)f_{n,k}(\theta)d\lambda_s(\theta) \right) \geq c \int_{\mathbb{R}} \omega d\lambda_s(\theta), \text{ where } c \text{ is an absolute constant}, \]

3. and, under the condition of Theorem 13.1, we have

\[ \frac{1}{p_n} \sum_{1 \leq k \neq k' \leq n} \Re\left( \int_{\mathbb{R}} \omega(\theta)e^{i(a_{n,k} - a_{n,k'})\theta}D_{p_n - k'}(\theta)f_{n,k}(\theta)d\lambda_s(\theta) \right) \xrightarrow{n \to +\infty} 0. \]

Put

\[ \chi_n(\theta) = \mathbb{I}_{[-\frac{2\pi}{2p_n}, \frac{2\pi}{2p_n}]}(\theta), \text{ and } \chi_n(\theta + \frac{2\pi}{\alpha}) = \chi_n(\theta), \forall \theta \in \mathbb{R}, \]

and

\[ f_{n,k}(\theta) = \sum_{1 \leq j \leq k - 1} \chi_n\left( \theta - \frac{2\pi j}{\alpha k} \right). \]

The functions \( f_{n,k} \) register the number of time for which \( \Re(D_{p_n - k}(\theta)) \geq \frac{p_n}{4\sqrt{2}} \).

Define

\[ F_n(\theta) = \sum_{\frac{p_n}{4} \leq k \leq \frac{3p_n}{4}} e^{i a_{n,k} \theta} f_{n,k}(\theta), \quad \theta \in \mathbb{R}. \]

By construction, we have

Lemma 13.4. For all \( \theta \in \mathbb{R}, |F_n(\theta)| \leq 1. \)

Proof. It suffices to see that the support of the functions \( f_{n,k} \) is disjoint. For that, let \( (k, j), (k', j') \in \{ \frac{p_n}{4}, \cdots, \frac{3p_n}{4} \} \) such that \( (k, j) \neq (k', j'), k \wedge j = k' \wedge j' = 1. \)
Then
\[
\left| \frac{j}{k} - \frac{j'}{k'} \right| = \left| \frac{j'k - kj'}{kk'} \right| \geq \frac{1}{kk'} \geq \frac{16}{9p_n^2} > \frac{1}{2p_n^2}.
\] (42)

This implies
\[
\left( \frac{2\pi j}{\alpha k} + \left[ -\frac{\pi}{2\alpha p_n^2}, \frac{\pi}{2\alpha p_n^2} \right] \right) \cap \left( \frac{2\pi j'}{\alpha k'} + \left[ -\frac{\pi}{2\alpha p_n^2}, \frac{\pi}{2\alpha p_n^2} \right] \right) = \emptyset,
\]
which complete the proof of the lemma. \[\square\]

We proceed now to check (2) and (3). For that, we observe first that by Lemma 13.4, we have
\[
\left| \int Q(\|P_n(\theta)\|^2 - 1) F_n(\theta) d\lambda_s(\theta) \right| \leq \int Q(\|P_n(\theta)\|^2 - 1)|d\lambda_s(\theta)|. \tag{44}
\]
We further have
\[
\int Q(\|P_n(\theta)\|^2 - 1) F_n(\theta) d\lambda_s(\theta) = \int Q(\|P_n(\theta)\|^2 - 1) d\lambda_s(\theta) = I_n + II_n,
\]
where
\[
I_n = \frac{1}{p_n} \int Q(\theta) \sum_{\frac{p_n}{2} \leq k \leq \frac{3p_n}{2}} e^{i\alpha_n \theta} D_{p_n-k}(k\theta \alpha) f_{n,k}(\theta) d\lambda_s(\theta),
\]
and
\[
II_n = \frac{1}{p_n} \int Q(\theta) \sum_{\frac{k \in k'}{p_n \leq k' \leq \frac{3p_n}{2}, 1 \leq |k'| \leq (p_n-1)} e^{i(\alpha_n - \alpha_n \cdot \alpha') \theta} D_{p_n-k}(k\theta \alpha) f_{n,k'}(\theta) d\lambda_s(\theta),
\]
We claim:

**Claim 13.5.**

(i) \(\liminf_{n \to \infty} |I_n| \geq c \int Q(\theta) d\lambda_s(\theta),\) for some absolute constant \(c.\)

(ii) \(\lim_{n \to \infty} II_n = 0.\)
At this point, let us notice that from (i) and (ii) we have
\[
\int Q(\theta)(|P_n(\theta)|^2 - 1)\mathcal{F}_n(\theta)d\lambda_s(\theta) \geq |I_n| - |I_n|.
\]
Whence
\[
\liminf_{n \to \infty} \int Q(|P_n(\theta)|^2 - 1)d\lambda_s(\theta) \geq c \int Q(\theta)d\lambda_s(\theta).
\]
We thus get, by Proposition 7.4 that \(\sigma_{0,s}\) is singular and the proof of Theorem 13.1 is complete. Therefore, we need only to establish (i) and (ii) of Claim 13.5.

For the proof of Claim 13.5, we need the following observation.

**Observation 13.6.** Let \(f \in L^1(\mathbb{R})\) and define \(\tilde{f}\) by
\[
\tilde{f}(\theta) = \frac{\alpha}{2\pi} \sum_{n \in \mathbb{Z}} f\left(\theta + \frac{2\pi n}{\alpha}\right), \quad \theta \in \mathbb{R}.
\]
Obviously, \(\phi(\theta)\) depend only on \(\theta \mod \frac{2\pi}{\alpha}\). We can thus consider \(\tilde{f}\) as defined on \([0, \frac{2\pi}{\alpha})\) equipped with the normalized Lebesgue measure \(d\theta_\alpha = \frac{2\pi}{\alpha}d\theta\). We further have
\[
\tilde{f}(n) = \hat{f}(n), \forall n \in \mathbb{Z},
\]
and
\[
\|\tilde{f}\|_1 \leq \|f\|_1.
\]
According to this observation, we shall proved the following
\[
\liminf \Re(I_n) \geq c \int Q(\theta)d\lambda_s(\theta),
\]
for some absolute constant \(c\). Fix \(k \in \left\{\frac{p_n}{4}, \ldots, \frac{3p_n}{4}\right\}\), and write
\[
I_{n,k} \overset{\text{def}}{=} \int_0^{\frac{2\pi}{\alpha}} D_{p_n-k}(\theta) f_{n,k}(\theta)\overline{K_s}(\theta)d\theta_\alpha.
\]
Whence
\[
Re(I_{n,k}) = \frac{1}{p_n} \int_0^{\frac{2\pi}{\alpha}} \Re(D_{p_n-k}(\theta)) f_{n,k}(\theta)\overline{K_s}(\theta)d\theta_\alpha,
\]
\[
\geq \frac{1}{p_n} \sum_{j \neq k} \int_0^{\frac{2\pi}{\alpha}} \Re(D_{p_n-k}(\theta)) \chi \left(\theta - \frac{2\pi j}{k\alpha}\right)\overline{K_s}(\theta)d\theta_\alpha
\]
\[
\geq \frac{1}{4\sqrt{2}} \int_0^{\frac{2\pi}{\alpha}} f_{n,k}(\theta)\overline{K_s}(\theta)d\theta_\alpha.
\]
Therefore

\[
\text{Re}(I_n) = \text{Re}\left( \sum_{ \frac{p_n}{4} \leq k \leq \frac{3p_n}{4}} I_{n,k} \right)
\]  

(45)

\[
\geq \frac{1}{4\sqrt{2}} \int_0^{2\pi} \sum_{ \frac{p_n}{4} \leq k \leq \frac{3p_n}{4}} f_{n,k}(\theta) \overline{QK_s(\theta)} d\theta_\alpha
\]  

(46)

We proceed now to the estimation of

\[
\lim \inf_{n \to +\infty} \int_0^{2\pi} \sum_{ \frac{p_n}{4} \leq k \leq \frac{3p_n}{4}} f_{n,k}(\theta) \overline{QK_s(\theta)} d\theta_\alpha.
\]

For that we claim that

**Claim 13.7.** \( \mu_n \eqdef \int \sum_{ \frac{p_n}{4} \leq k \leq \frac{3p_n}{4}} f_{n,k}(x) dx_\alpha \) converge weakly to \( d\theta_\alpha \).

We start by computing

\[
\int_0^{2\pi} \sum_{ \frac{p_n}{4} \leq k \leq \frac{3p_n}{4}} f_{n,k}(x) dx_\alpha.
\]

For each \( k \in \{ \frac{p_n}{4}, \ldots, \frac{3p_n}{4} \} \), we have

\[
\int_0^{2\pi} f_{n,k}(x) dx_\alpha = \sum_{j \neq k} \int_0^{2\pi} \chi(x - \frac{2\pi j}{k\alpha}) dx_\alpha = \frac{\phi(k)}{p_n^2},
\]

where \( \phi(k) \) is the indicator of Euler. At this point we need the following classical lemma from Number theory for the proof of it we refer to [66].

**Lemma 13.8.** For a large enough \( x > 0 \), we have \( \sum_{1 \leq k \leq x} \phi(k) \sim \frac{3}{x^2}. \)
Applying Lemma [13.8] we obtain

\[
\int_{0}^{\frac{2\pi}{\eta}} \sum_{\frac{pn}{4} < k < \frac{3pn}{4}} f_{n,k}(\theta) \, d\theta = \frac{1}{p_n^2} \sum_{\frac{pn}{4} < k < \frac{3pn}{4}} \phi(k) \leq \frac{1}{p_n^2} \sum_{k \leq \frac{3pn}{4}} \phi(k) - \frac{1}{p_n^2} \sum_{k \leq \frac{pn}{4}} \phi(k) \\
\lim_{n \to \infty} \frac{3}{2\pi^2} = 0
\]

(47)

We thus deduce that for the proof of Claim [13.7] we need to establish

**Lemma 13.9.** \( \mu_n = \frac{2}{p_n^2} \sum_{\frac{pn}{4} < k < \frac{3pn}{4}} \frac{(p_n^2 f_{n,k}(\theta))}{\phi(k)} d\theta \) converge weakly to \( d\theta \).

**Proof.** For each \( k \in \{ \frac{pn}{4} < k < \frac{3pn}{4} \} \), put

\[
\mu_{n,k} = \frac{(p_n^2 f_{n,k}(\theta))}{\phi(k)} d\theta.
\]

It suffices to see that \( (\mu_{n,k}) \) converge weakly to \( d\theta \). For that, let us put

\[
\nu_{n,k} = \frac{1}{\phi(k)} \sum_{j \cdot k = 1} \delta_j.
\]

We are going to show that \( (\nu_{n,k}) \) converge weakly to Lebesgue measure \( dx \) on \([0, 1]\). Define

\[
\eta_{n,k} = \sum_{1 \leq j \leq k} \delta_j.
\]

Therefore, for any \( a \in \mathbb{Z}^* \),

\[
\hat{\eta}_k(a) = \begin{cases} 0 & \text{if } k \nmid a \\ k & \text{if } k \mid a. \end{cases}
\]

But, by Möbius inverse formula, we have

\[
\phi(k) \nu_{n,k} = \sum_{d|k} \mu(d) \eta_{\frac{k}{d}} = \sum_{d|k} \mu\left(\frac{k}{d}\right) \eta_d
\]
Hence
\[ |\phi(k)\hat{\nu}_{n,k}(a)| = \left| \sum_{d \mid a} \mu \left( \frac{k}{d} \right) d \right| \leq \sum_{d \mid a} d, \]
The last term is a constant which depends only on \( a \). We thus conclude that
\[ \hat{\nu}_{n,k}(a) \xrightarrow{n \to \infty} 0 = \hat{d}x(a). \]

Now, for any interval \( I \subset [0, 1] \), we obtain
\[
\mu_{n,k}(I) - 2 \cdot \frac{4}{p_n^2} \leq \int I \chi f_{n,k} d\theta \leq \mu_{n,k}(I) \cdot \frac{4}{p_n^2},
\]
(48)
\[
\mu_{n,k}(I) \leq \frac{4}{p_n^2}.
\]
(49)

since the intervals \( \frac{I}{2} + \left[ -\frac{2}{p_n}, \frac{2}{p_n} \right] \) are disjoints, only two interval can contain the endpoints of \( I \). Moreover,
\[ \int f_{n,k} d\theta = \phi(k) \cdot \frac{4}{p_n^2}. \]
We thus conclude, since \( \phi(k) \to \infty \) as \( n \to +\infty \), that
\[ \int_0^1 \chi f_{n,k}(x) dx \leq \int_0^1 \chi d\nu_{n,k} \quad \xrightarrow{n \to \infty} \int_0^1 \chi I(x) dx. \]
(50)

Summarizing, we have proved
\[ \lim_{n \to \infty} \text{Re}(I_n) \geq \frac{1}{4\sqrt{2}} \int QK_{s}(\theta) d\theta \alpha \lim \inf \sum_{2\pi \not\in k \in \frac{3\pi}{24}} f_{n,k}(x) dx_\alpha \]
(51)
\[ \geq \frac{1}{4\sqrt{2}} \frac{3}{2\pi} \int Q(\theta) d\lambda. \]
(52)

This proved (i) of Claim \( 13.5 \) with the constant \( c = \frac{3}{4\sqrt{2} \pi} \). We proceed in the same manner to prove (ii) by reducing the study to the case of the torus \([0, 1]\). We point out here that we modify slightly the construction of the rank one by taking
at the first stage a rectangle with height $\alpha$, so that $\frac{h_n}{\alpha} \in \mathbb{N}$, for any $n \gg 1$. We consider, without loss of generality, that $Q$ is a trigonometric polynomial given by

$$Q(\theta) = \sum_{-\omega \leq j \leq \omega} c_j e^{\frac{2\pi i}{\alpha} j \theta}. $$

Therefore

$$II_n = \sum_{-\omega \leq j \leq \omega} \frac{c_j}{p_n} \int_0^1 \sum_{k \neq k'} e^{\frac{2\pi i}{\alpha} (a_{n,k} - a_{n,k'} + j) \theta} D_{p_n - k}(\theta) f_{n,k'}(\theta) d\theta$$

$$= \sum_{0 \leq |m| \leq \omega + \frac{p_n^2}{4}} \frac{d_m}{p_n} \int_0^1 \sum_{k \neq k'} e^{\frac{2\pi i}{\alpha} (a_{n,k} - a_{n,k'} + m) \theta} f_{n,k'}(\theta) d\theta. \quad (53)$$

The last equality follows from writing, for each $\frac{p_n}{4} \leq k \leq \frac{3p_n}{4}$,

$$Q(\theta) D_{p_n - k}(\theta) = \sum_{0 \leq |m| \leq \omega + \frac{p_n^2}{4}} d_m e^{\frac{2\pi i m \theta}{\alpha}} \text{ with } d_m = 0 \text{ for } |m| \geq \omega + k(p_n - k).$$

We thus have, for all $m \in \{ -(p_n^2 + \omega), \ldots, (p_n^2 + \omega) \}$,

$$|d_m| \leq p_n \sup_{|\xi| \leq \omega} |c_j|. $$

Whence

$$II_n = \sum_{0 \leq |m| \leq \omega + \frac{p_n^2}{4}} \frac{d_m}{p_n} \sum_{k \neq k'} \hat{f}_{n,k'}(a_{n,k'} - a_{n,k} - m). \quad (55)$$

But, for each $k'$, we have

$$\hat{f}_{n,k'}(a_{n,k'} - a_{n,k} - m) = \sum_{j \neq k'} \chi_{\frac{\alpha}{\pi}}(a_{n,k'} - a_{n,k} - m),$$

where $\chi_{\frac{\alpha}{\pi}}(x) = \chi_{[-\frac{\pi}{2} \frac{\pi}{2}]}(x - \frac{j}{k'}).$

Now, a straightforward computation, gives

$$|\hat{f}_{\frac{\alpha}{\pi}}(\ell)| = \left| \frac{\sin \left( \frac{2\pi \ell}{\alpha} \right)}{\pi \ell} \right|, \text{ for } \ell = a_{n,k'} - a_{n,k} - m.$$ 

Moreover,

$$|\ell| \geq |a_{n,k'} - a_{n,k}| - |m| \geq h_n - (p_n^2 + \omega) = h_n(1 - \frac{p_n^2 + \omega}{h_n}). \quad (56)$$

$$|\ell| \geq |a_{n,k'} - a_{n,k} - m| \geq \frac{h_n}{\alpha} \geq \frac{1}{\alpha} \left( \frac{h_n}{\alpha} \right)^2.$$ 

$$|\ell| \geq |a_{n,k'} - a_{n,k} - m| \geq h_n(1 - \frac{p_n^2 + \omega}{h_n}). \quad (57)$$
Hence, by our assumption, for \( n \) largely enough, we have \( |\ell| \geq \frac{h_n}{2} \), and

\[
II_n \leq C \cdot p_n^3 \sup_{|\ell| \geq \frac{h_n}{2}} \left| \sum_{\ell} \phi(\ell) \right| \quad (58)
\]

\[
\leq C \cdot p_n^3 \sup_{|\ell| \geq \frac{h_n}{2}} \frac{1}{\pi |\ell|} \quad (59)
\]

\[
\leq C \cdot p_n^3 \frac{1}{h_n} \quad (60)
\]

the last assertion follows for our assumption. This completes the proof of (ii) of Claim 13.5 and the proof of the theorem (Theorem 13.1).

14. EXPONENTIAL STAIRCASE RANK ONE FLOWS

The main purpose of this section is to study the spectrum of a subclass of a rank one flows called exponential staircase rank one flows which are defined as follows.

Let \((m_n, p_n)_{n \in \mathbb{N}}\) be a sequence of positive integers such that \(m_n\) and \(p_n\) goes to infinity as \(n\) goes to infinity. Let \(\varepsilon_n\) be a sequence of rationals numbers which converge to 0. Put

\[
\omega_n(p) = \frac{m_n}{\varepsilon_n^2} p_n \left( \exp\left( \frac{\varepsilon_n \cdot p}{p_n} \right) - 1 \right) \quad \text{for any } p \in \{0, \ldots, p_n - 1\},
\]

and define the sequence of the spacers \((s_{n+1, p=0,\ldots,p_n-1})_{n \geq 0}\) by

\[h_n + s_{n+1, p+1} = \omega_n(p + 1) - \omega_n(p), \quad p = 0, \ldots, p_n - 1, n \in \mathbb{N}.\]

In this definition we assume that

1. \(m_n \geq \varepsilon_n, h_n\), for any \(n \in \mathbb{N}\).

2. \(\frac{\log(p_n)}{m_n} \to 0\) if \(p_n \geq \frac{m_n}{\varepsilon_n}\)

3. \(\frac{\log(p_n)}{m_n} \to 0\) and \(\frac{\log(p_n)}{p_n} \leq \varepsilon_n\) if \(p_n < \frac{m_n}{\varepsilon_n}\)

We will denote this class of rank one flow by

\[(T^t)_{t \in \mathbb{R}} \triangleq (T_{(p_n, \omega_n), n \geq 0})_{t \in \mathbb{R}}.\]
It is easy to see that this class of flows contain a large class of examples introduced by Prikhodko [58]. Indeed, assume that \( h_n^\beta \geq p_n \geq h_n^{1+\alpha} \), \( \beta \geq 2 \) and \( \alpha \in ]0, \frac{1}{4} [ \). Then, by assumption (1), we have

\[
\frac{\log(p_n)}{m_n} \leq \beta \frac{\log(h_n)}{\varepsilon_n h_n},
\]

Taking \( \beta = \varepsilon_n (\lfloor h_n^{\delta} \rfloor + 1) \), \( 0 < \delta < 1 \), we get

\[
\frac{\log(p_n)}{m_n} \xrightarrow{n \to \infty} 0.
\]

At this point we state the main result of this section.

**Theorem 14.1.** Let \((T^t)_{t \in \mathbb{R}} = \left( T^t_{(p_n, \omega_n)_{n \geq 0}} \right)_{t \in \mathbb{R}}\) be a exponential staircase rank one flow associated to

\[
\omega_n(p) = \frac{m_n}{\varepsilon_n^2} p_n \exp \left( \frac{\varepsilon_n p}{p_n} \right), \quad p = 0, \ldots, p_n - 1,
\]

which satisfy the condition (1), (2) and (3). Then the spectrum of \((T^t)_\mathbb{R}\) is singular.

The proof of Theorem 14.1 is the subject of the next section.

15. **The CLT Method for Trigonometric Sums and the Singularity of the Spectrum of Exponential Staircase Rank One Flows**

The main goal of this section is to prove the following proposition

**Proposition 15.1.** Let \((T^t)_{t \in \mathbb{R}} = \left( T^t_{(p_n, \omega_n)_{n \geq 0}} \right)_{t \in \mathbb{R}}\) be a exponential staircase rank one flow associated to

\[
\omega_n(p) = \frac{m_n}{\varepsilon_n^2} p_n \exp \left( \frac{\varepsilon_n p}{p_n} \right), \quad p = 0, \ldots, p_n - 1.
\]

Then, there exists a constant \( c > 0 \) such that, for any positive function \( f \) in \( L^2(\mathbb{R}, \lambda_s) \), we have

\[
\liminf_{m \to +\infty} \int_{\mathbb{R}} f(t) \left| |P_m(t)|^2 - 1 \right| \, d\mu_s(t) \geq c \int_{\mathbb{R}} f(t) \, d\lambda_s(t).
\]

The proof of the proposition 15.1 is based on the study of the stochastic behavior of the sequence \(|P_m|\). For that, we follow the strategy introduced in [8] based on the method of the Central Limit Theorem for trigonometric sums.
This method takes advantage of the following classical expansion

\[ \exp(ix) = (1 + ix) \exp\left(-\frac{x^2}{2} + r(x)\right), \]

where \( |r(x)| \leq |x|^3 \), for all real number \( x \). Combined with some ideas developed in the proof of martingale central limit theorem due to McLeish [50]. Precisely, the main ingredient is the following theorem proved in [8].

**Theorem 15.2.** Let \( \{X_{nj} : 1 \leq j \leq k_n, n \geq 1\} \) be a triangular array of random variables and \( t \) a real number. Let

\[ S_n = \sum_{j=1}^{k_n} X_{nj}, \quad T_n = \prod_{j=1}^{k_n} (1 + it X_{nj}), \]

and

\[ U_n = \exp\left( -\frac{t^2}{2} \sum_{j=1}^{k_n} X_{nj}^2 + \sum_{j=1}^{k_n} r(t X_{nj}) \right). \]

Suppose that

1. \( \{T_n\} \) is uniformly integrable.
2. \( \mathbb{E}(T_n) \xrightarrow{n \to \infty} 1. \)
3. \( \sum_{j=1}^{k_n} X_{nj}^2 \xrightarrow{n \to \infty} 1 \) in probability.
4. \( \max_{1 \leq j \leq k_n} |X_{nj}| \xrightarrow{n \to \infty} 0 \) in probability.

Then \( \mathbb{E}(\exp(itS_n)) \xrightarrow{} \exp(-\frac{t^2}{2}). \)

We remind that the sequence \( \{X_n, n \geq 1\} \) of random variables is said to be uniformly integrable if and only if

\[ \lim_{c \to +\infty} \int_{\{X_n > c\}} |X_n|d\mathbb{P} = 0 \quad \text{uniformly in } n. \]

and it is well-known that if

\[ \sup_{n \in \mathbb{N}} \left( \mathbb{E}(\|X_n\|^{1+\epsilon}) \right) < +\infty, \quad (61) \]

\(^2\)This is a direct consequence of Taylor formula with integral remainder.
for some $\varepsilon$ positive, then $\{X_n\}$ is uniformly integrable.

Using Theorem 15.2 we shall prove the following extension to $\mathbb{R}$ of Salem-Zygmund CLT theorem, which seems to be of independent interest.

**Theorem 15.3.** Let $A$ be a Borel subset of $\mathbb{R}$ with $\mu_s(A) > 0$ and let $(m_n, p_n)_{n \in \mathbb{N}}$ be a sequence of positive integers such that $m_n$ and $p_n$ goes to infinity as $n$ goes to infinity. Let $\varepsilon_n$ be a sequence of rationals numbers which converge to 0 and

$$\omega_n(j) = \frac{m_n}{\varepsilon_n^2} p_n \exp\left(\frac{\varepsilon_n j}{p_n}\right) \text{ for any } j \in \{0, \cdots, p_n - 1\}.$$ 

Then, the distribution of the sequence of random variables

$$\frac{1}{\mu_s(A)} \mu_s \left\{ t \in A : \frac{\sqrt{2}}{p_n} \sum_{j=0}^{p_n-1} \cos(\omega_n(j)t) \leq x \right\}$$

converges to the Gauss distribution. That is, for any real number $x$, we have

$$\lim_{n \to \infty} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{1}{2}t^2} dt \overset{\text{def}}{=} \mathcal{N}([-\infty, x]). \quad (62)$$

As in the proof of Theorem 11.1 we need to see that the function $\phi$ defined in 7.6 is bounded by below by a universal positive constant. For that we need to prove Proposition 15.1. Let $n$ be a positive integer and put

$$\mathbb{W}_n \overset{\text{def}}{=} \left\{ \sum_{j \in I} \eta_j \omega_n(j) : \eta_j \in \{-1, 1\}, I \subset \{0, \cdots, p_n - 1\} \right\}.$$ 

The element $w = \sum_{i \in I} \eta_j \omega_n(j)$ is called a word.

We shall need the following two combinatorial lemmas. The first one is a classical result in the transcendental number theory and it is due to Hermite-Lindemann.

**Lemma 15.4 (Hermite-Lindemann, 1882).** Let $\alpha$ be a non-zero algebraic number. Then, the number $\exp(\alpha)$ is transcendental.

We state the second lemma as follows.

**Lemma 15.5.** For any $n \in \mathbb{N}^*$. All the words of $\mathbb{W}_n$ are distinct.
Proof. Let \( w, w' \in \mathbb{W}_n \), write
\[
\begin{align*}
w &= \sum_{j \in I} \eta_j \omega_n(j), \\
w' &= \sum_{j \in I'} \eta'_j \omega_n(j).
\end{align*}
\]
Then \( w = w' \) implies
\[
\sum_{j \in I} \eta_j \omega_n(j) - \sum_{j \in I'} \eta'_j \omega_n(j) = 0
\]
Hence
\[
\sum_{j \in I} \eta_j \exp\left(\frac{\varepsilon_n}{p_n} j\right) - \sum_{j \in I'} \eta'_j \exp\left(\frac{\varepsilon_n}{p_n} j\right) = 0
\]
But Lemma 15.4 tell us that \( e^{\varepsilon_n/p_n} \) is a transcendental number. This clearly forces \( I = I' \) and the proof of the lemma is complete. \( \square \)

Proof of Theorem 15.3 Let \( A \) be a Borel set with \( \lambda_s(A) > 0 \) and notice that for any positive integer \( n \), we have
\[
\int_{\mathbb{R}} \left| \frac{2}{p_n} \sum_{j=0}^{p_n-1} \cos(\omega_n(j)t) \right|^2 d\lambda_s(t) \leq 1.
\]
Therefore, applying the Helly theorem we may assume that the sequence
\[
\left( \frac{2}{p_n} \sum_{j=0}^{p_n-1} \cos(\omega_n(j)t) \right)_{n \geq 0}
\]
converge in distribution. As is well-known, it is sufficient to show that for every real number \( x \),
\[
\frac{1}{\mu_s(A)} \int_A \exp\left\{-ix \frac{2}{p_n} \sum_{j=0}^{p_n-1} \cos(\omega_n(j)t) \right\} d\lambda_s(t) \xrightarrow{n \to \infty} \exp\left(-\frac{x^2}{2}\right).
\]
To this end we apply theorem 15.2 in the following context. The measure space is the given Borel set \( A \) of positive measure with respect to the probability measure \( \lambda_s \) on \( \mathbb{R} \) equipped with the normalised measure \( \frac{\lambda_s}{\lambda_s(A)} \) and the random variables are given by
\[
X_{nj} = \frac{\sqrt{2}}{\sqrt{p_n}} \cos(\omega_n(j)t), \quad \text{where} \quad 0 \leq j \leq p_n - 1, \ n \in \mathbb{N}.
\]
It is easy to check that the variables \( \{X_{nj}\} \) satisfy condition (4). Further, condition (3) follows from the fact that
\[
\int_{\mathbb{R}} \left| \sum_{j=0}^{p_n-1} X_{nj}^2 - 1 \right|^2 d\lambda_s(t) \xrightarrow{n \to \infty} 0.
\]

It remains to verify conditions (1) and (2) of Theorem 15.2. For this purpose, we set
\[
\Theta_n(x, t) = \prod_{j=0}^{p_n-1} \left( 1 - i x \frac{\sqrt{2}}{\sqrt{p_n}} \cos(\omega_n(j)t) \right)
\]
(64)
\[
= 1 + \sum_{w \in \mathbb{W}_n} \rho_w^{(n)}(x) \cos(w t),
\]
(65)
and
\[
\mathbb{W}_n = \bigcup_r \mathbb{W}_n^{(r)},
\]
where \( \mathbb{W}_n^{(r)} \) is the set of words of length \( r \). Hence
\[
\left| \Theta_n(x, t) \right| \leq \left\{ \prod_{j=0}^{p_n-1} \left( 1 + \frac{2x^2}{p_n} \right) \right\}^{\frac{1}{2}}.
\]
But, since \( 1 + u \leq e^u \), we get
\[
\left| \Theta_n(x, t) \right| \leq e^{x^2}.
\]
(66)
This shows that the condition (1) is satisfied. It still remains to prove that the variables \( \{X_{nj}\} \) satisfy condition (2). For that, it is sufficient to show that
\[
\int_{A} \prod_{j=0}^{p_n-1} \left( 1 - i x \frac{\sqrt{2}}{\sqrt{p_n}} \cos(\omega_n(j)t) \right) d\lambda_s(t) \xrightarrow{n \to \infty} \lambda_s(A).
\]
(67)
Observe that
\[
\int_{A} \Theta_n(x, t) d\lambda_s(t) = \mu_s(A) + \sum_{w \in \mathbb{W}_n} \rho_w^{(n)}(x) \int_{A} \cos(w t) d\lambda_s(t)
\]
and for \( w = \sum_{j=1}^{r} \omega_n(q_j) \in \mathbb{W}_n \), we have
\[
|\rho_w^{(n)}(x)| \leq \frac{2^{1-r}|x|^r}{p_n},
\]
(68)
hence
\[
\max_{w \in \mathbb{W}_n} |\rho_w^{(n)}(x)| \leq \frac{|x|}{p_n} \xrightarrow{n \to \infty} 0.
\]

We claim that it is sufficient to prove the following
\[
\int_{\mathbb{R}} \phi \prod_{j=0}^{p_n-1} \left( 1 - ix \frac{\sqrt{2}}{\sqrt{p_n}} \cos(\omega_n(j)t) \right) dt \xrightarrow{n \to \infty} \int_{\mathbb{R}} \phi dt,
\]
(69)
for any function \( \phi \) with compactly supported Fourier transforms. Indeed, assume that (69) holds and let \( \epsilon > 0 \). Then, by the density of the functions with compactly supported Fourier transforms [42, p.126], one can find a function \( \phi_\epsilon \) with compactly supported Fourier transforms such that
\[
\left\| \chi_A \cdot K_s - \phi_\epsilon \right\|_{L^1(\mathbb{R})} < \epsilon,
\]
where \( \chi_A \) is indicator function of \( A \). Hence, according to (69) combined with (67), for \( n \) sufficiently large, we have
\[
\left| \int_{A} \Theta_n(x,t)d\mu_s(t) - \lambda_s(A) \right| = \left| \int_{A} \Theta_n(x,t)d\lambda_s(t) - \int_{\mathbb{R}} \Theta_n(x,t)\phi_\epsilon(t)dt \right| < e^{r^2} \epsilon + 2\epsilon.
\]
(70)
(71)
The proof of the claim is complete. It still remains to prove (69). For that, let us compute the cardinality of words of length \( r \) which can belong to the support of \( \phi \).

By the well-known sampling theorem, we can assume that the support of \( \phi \) is \([\Omega, \Omega]\), \( \Omega > 0 \). First, it is easy to check that for all odd \( r \), \( |u^{(r)}_n| \xrightarrow{n \to \infty} +\infty \). It suffices to consider the words with even length. The case \( r = 2 \) is easy, since it is obvious to obtain the same conclusion. Moreover, as we will see later, it is sufficient to consider the case \( r = 2^k, k \geq 2 \). We argue that the cardinality of words
of length $2^k$, $k \geq 2$ which can belong to $[-\Omega, \Omega]$ is less than $\Omega\frac{p_n^k (\log(p_n))^{k-1}}{m_n \varepsilon_n^{k-2}}$. Indeed, for $k = 2$. Write

$$w_n^{(4)} = \eta_1 \omega_n(k_1) + \eta_2 \omega_n(k_2) + \eta_3 \omega_n(k_3) + \eta_4 \omega_n(k_4),$$

with $\eta_i \in \{-1, 1\}$ and $k_i \in \{0, \ldots, p_n - 1\},$ $i = 1, \ldots, 4,$ and put

$$e_n(p) = \exp\left(\frac{\varepsilon_n}{p_n}\right), p \in \{0, \ldots, p_n - 1\}.$$

If $\sum_{i=1}^4 \eta_i \neq 0$ there is nothing to prove since the $|w_n^{(4)}|$ $\overset{n \to \infty}{\longrightarrow}$ $+\infty$. Therefore, let us assume that $\sum_{i=1}^4 \eta_i = 0$. In this case, without loss of generality (WLOG), we will assume that $k_1 < k_2 < k_3 < k_4$. Hence

$$w_n^{(4)} = \eta_1 \omega_n(k_1) + \eta_2 \omega_n(k_2) + \eta_3 \omega_n(k_3) + \eta_4 \omega_n(k_4)$$

$$= \frac{m_n}{\varepsilon_n^2} p_n e_n(k_1) \left(\eta_1 + \eta_2 e_n(\alpha_1) + \eta_3 e_n(\alpha_2) + \eta_4 e_n(\alpha_3)\right)$$

(72)

where, $\alpha_i = k_{i+1} - k_1, i = 1, \ldots, 3$. At this stage, we may assume again WLOG that $\eta_1 + \eta_2 = 0$ and $\eta_3 + \eta_4 = 0$. It follows that

$$w_n^{(4)} = \frac{m_n}{\varepsilon_n^2} p_n e_n(k_1) \left(\eta_2 \left(e_n(\alpha_1) - 1\right) + \eta_4 \left(e_n(\alpha_2) \left(e_n(\alpha'_1) - 1\right)\right),

\right.$$

with $\alpha'_1 = \alpha_3 - \alpha_2$. Consequently, we have two cases to deal with.

- **Case 1:** $\eta_2 = \eta_4$. Then

$$\left|w_n^{(4)}\right| \geq \frac{m_n}{\varepsilon_n^2} p_n e_n(k_1) \left(e_n(\alpha_1) - 1\right)$$

$$\geq \frac{m_n}{\varepsilon_n^2} p_n \varepsilon_n \overset{n \to \infty}{\longrightarrow} +\infty.$$

(73)

- **Case 2:** $\eta_2 = -\eta_4$. We thus get

$$w_n^{(4)} = \frac{m_n}{\varepsilon_n^2} p_n e_n(k_1) \eta_4 \left(e_n(\alpha_2) \left(e_n(\alpha'_1) - 1\right) - \left(e_n(\alpha_1) - 1\right)\right),$$

Hence

$$\left|w_n^{(4)}\right| = \frac{m_n}{\varepsilon_n^2} p_n e_n(k_1) \left|e_n(\alpha_2) \left(e_n(\alpha'_1) - 1\right) - \left(e_n(\alpha_1) - 1\right)\right|$$

Therefore, we have three cases to deal with.
Case 1: $\alpha_1' > \alpha_1$. In this case,

$$|w_n^{(4)}| = \frac{m_n}{\varepsilon_n^2} p_n e_n(k_1) \left( e_n(\alpha_2) (e_n(\alpha_1) - 1) - (e_n(\alpha_1) - 1) \right)$$

$$\geq \frac{m_n}{\varepsilon_n^2} p_n (e_n(\alpha_1') - e_n(\alpha_1))$$

$$\geq \frac{m_n}{\varepsilon_n^2} p_n (e_n(\alpha_1') - \alpha_1 - 1) \xrightarrow{n \to \infty} +\infty.$$  

Case 2: $\alpha_1' < \alpha_1$. Write $\alpha_1 = \alpha_1' + \beta$. Thus

$$|w_n^{(4)}| = \frac{m_n}{\varepsilon_n^2} p_n e_n(k_1) \left| e_n(\alpha_2) (e_n(\alpha_1') - 1) - (e_n(\alpha_1' + \beta) - 1) \right|$$

$$\geq \frac{m_n}{\varepsilon_n^2} p_n \left| e_n(\alpha_1' + \alpha_2) - e_n(\alpha_2) - e_n(\alpha_1' + \beta) + 1 \right|$$

$$\geq \frac{m_n}{\varepsilon_n^2} p_n \left| (e_n(\alpha_2) - 1) (e_n(\alpha_1') - 1) - e_n(\alpha_1') (e_n(\beta) - 1) \right|$$

$$\geq \frac{m_n}{\varepsilon_n^2} p_n \beta \alpha_1' \left( \frac{e_n(\alpha_1') (e_n(\beta) - 1)}{\varepsilon_n^2 \alpha_1'} - \frac{e_n(\alpha_2) - 1}{p_n} \right)$$

$$\geq \frac{m_n}{\varepsilon_n^2} \beta \alpha_1' \left( \frac{e_n(\alpha_1') (e_n(\beta) - 1)}{p_n} - \frac{e_n(\alpha_2) - 1}{p_n} \right)$$

But for any $x \in [0, \log(2)]$, we have $x \leq e^x - 1 \leq 2x$. Therefore

$$\frac{(e_n(\alpha_2) - 1) (e_n(\alpha_1') - 1)}{\varepsilon_n^2 \alpha_1'} \leq 4 \varepsilon_n.$$  

Hence

$$|w_n^{(4)}| \xrightarrow{n \to \infty} +\infty.$$  

Case 3: $\alpha_1' = \alpha_1$. In this case, we have

$$|w_n^{(4)}| \geq \frac{m_n}{\varepsilon_n^2} p_n \left( e_n(\alpha_2) - 1 \right) (e_n(\alpha_1) - 1).$$  

From this, we have

$$|w_n^{(4)}| \geq \frac{m_n}{\varepsilon_n^2} p_n \left( \frac{\varepsilon_n}{p_n} \right)^2 \alpha_2 \alpha_1.$$  

$$\geq \frac{m_n}{p_n} \alpha_2 \alpha_1.$$
It follows that
\[ |w_4^n| \leq \Omega \implies \alpha_2 \cdot \alpha_1 \leq \frac{p_n}{m_n} \cdot \Omega. \]

But the cardinality of \((\alpha_1, \alpha_2)\) such that \(\alpha_2 \cdot \alpha_1 \leq \Omega \cdot \frac{p_n}{m_n}\) is less than \(\Omega \cdot \frac{p_n}{m_n} \log(p_n)\). This gives that the cardinality of words of length 4 which can belong to \([-\Omega, \Omega]\) is less than \(\Omega \cdot \frac{p_n^2}{m_n} \log(p_n)\).

Repeated the same argument as above we deduce that the only words to take into account at the stage \(k = 3\) are the form
\[ w_8^n = \frac{m_n}{\varepsilon_n^2} p_n e_n(\alpha) \left( (e_n(\alpha_1) - 1)(e_n(\alpha_2) - 1) + \eta e_n(\alpha_3)(e_n(\alpha_4) - 1)(e_n(\alpha_5) - 1) \right), \]
where \(\eta = \pm 1\). In the case \(\eta = 1\), it is easy to see that
\[ |w_8^n| \geq \frac{m_n \varepsilon_n}{p_n^2} \alpha_3 \tilde{\alpha}_1 \tilde{\alpha}_2, \text{ where } \tilde{\alpha}_i = \inf(\alpha_i, \alpha_{3+i}). \]

For \(\eta = -1\), write
\[ |w_8^n| = \frac{m_n}{\varepsilon_n^2} p_n e_n(\alpha) \left( (e_n(\alpha_1) - 1)(e_n(\alpha_2) - 1) - (e_n(\alpha_3) - 1)(e_n(\alpha_4) - 1)(e_n(\alpha_5) - 1) - (e_n(\alpha_4) - 1)(e_n(\alpha_5) - 1) \right). \] (81)

Using the following expansion
\[ e_n(x) = 1 + \frac{\varepsilon_n \cdot x}{p_n} + o(1), \] (82)
we obtain, for a large \(n\),
\[ |w_8^n| \geq \frac{m_n \varepsilon_n}{p_n^2} \alpha_3 \tilde{\alpha}_1 \tilde{\alpha}_2. \]

We deduce that the cardinality of words of length 8 which can belong to \([-\Omega, \Omega]\) is less than
\[ \Omega \cdot p_n \cdot \frac{p_n^2}{m_n \varepsilon_n} \sum_{\alpha_1, \alpha_2} \frac{1}{\alpha_1 \alpha_2} \leq \Omega \cdot \frac{p_n^3}{m_n \varepsilon_n} (\log(p_n))^2. \]

In the same manner as before consider the words of length \(k\) in the following form
\[ w_{2^k}^n = \frac{m_n}{\varepsilon_n^2} p_n e_n(\alpha) \left( (e_n(\alpha_1) - 1) \cdots (e_n(\alpha_k) - 1) \right). \]
Therefore
\[
|u_n^{(2k)}| \geq \frac{m_n}{\epsilon_n^2} p_n \left( \frac{\epsilon_n}{p_n} \right)^k \alpha_1 \alpha_2 \cdots \alpha_k.
\] (83)

which yields as above that the cardinality of words of length $2^k$ which can belong to $[-\Omega, \Omega]$ is less than
\[
\Omega p_n \frac{p_n^{k-1}}{m_n \epsilon_n^{k-2}} \sum_{\alpha_2, \ldots, \alpha_k} \frac{1}{\alpha_2 \cdots \alpha_k} \leq \Omega p_n \frac{p_n^{k-1}}{m_n \epsilon_n^{k-2}} (\log(p_n))^{k-1}.
\]

Now, if $r$ is any arbitrary even number. Write $r$ in base 2 as
\[
r = 2^{l_s} + \cdots + 2^{l_1} \text{ with } l_s > \cdots > l_1 \geq 1.
\]

and write
\[
w_n^{(r)} = w_n^{(2^{l_s})} + \cdots + w_n^{(2^{l_1})},
\]

with
\[
w_n^{(2^j)} = \eta_1^{(j)} \omega_n(k_1^{(j)}) + \cdots + \eta_s^{(j)} \omega_n(k_s^{(j)}), \quad j = 1, \cdots, s,
\]

and
\[
\sum_{i=1}^{2^j} \eta_i^{(j)} = 0, \quad j = 1, \cdots, s.
\]

Observe that the important case to consider is the case
\[
w_n^{(2^j)} = \pm \frac{m_n}{\epsilon_n^2} p_n \prod_{i=1}^{l_j} (\epsilon \alpha_i^{(j)} - 1), \quad j = 1, \cdots, s.
\]

Using again (82) we obtain for a large $n$ that
\[
|u_n^{(r)}| \geq \frac{m_n}{p_{n}^{l-1} \epsilon_n^{l-2}} \prod_{i=1}^{l} \alpha_i^{(s)}.
\]

Hence, the cardinality of words of length $r$ which can belong to $[-\Omega, \Omega]$ is less than
\[
\Omega \frac{1}{m_n} \frac{p_n^{[\log_2(r)]}}{\epsilon_n^{[\log_2(r)]-2}} (\log(p_n))^{[\log_2(r)]-1},
\]
and, in consequence, by (68), we deduce that
\[ \sum_{w \in W_n} \left| \rho_w^{(n)}(x) \int_{\mathbb{R}} e^{-iwt} \phi(t) dt \right| \] (84)
\[ \leq \sum_{w \in W_n^{(r)}, r \text{ even}} \left| \rho_w^{(n)}(x) \int_{\mathbb{R}} \phi(t) e^{-iwt} dt \right|. \]

Therefore, under the assumption (2), we get
\[ \sum_{w \in W_n} \left| \rho_w^{(n)}(x) \int_{\mathbb{R}} e^{-iwt} \phi(t) dt \right| \] (85)
\[ \leq \Omega \frac{|x|}{m_n} \sum_{r \text{ even}} \frac{(\log(p_n))^{[\log_2(r)]-1}}{p_n} \frac{1}{\log_2(r)} \] (86)
\[ \leq \Omega \frac{\log(p_n)}{m_n} \sum_{4 \leq r \leq p_n} \frac{1}{p_n^{\frac{1}{2}[\log_2(r)]+2}}. \]

The last inequality is due to the fact that for a large \( n \) we may assume that \( \frac{\log(p_n)}{m_n} \) is strictly less than 1. In addition, since \( p_n \gg 2 \), \( \sum_{4 \leq r \leq p_n} \frac{1}{p_n^{\frac{1}{2}[\log_2(r)]+2}} \) is convergent. We conclude that
\[ \left| \sum_{w \in W_n} \rho_w^{(n)}(x) \int_{\mathbb{R}} \phi(t) \cos(wt) dt \right| \]
\[ \leq \Omega \frac{\log(p_n)}{m_n} \sum_{4 \leq r \leq p_n} \frac{1}{p_n^{\frac{1}{2}[\log_2(r)]+2}} \xrightarrow{n \to \infty} 0. \]

This finishes the proof, the other case is left to the reader. \( \square \)

**Remark.** Let us point out that if
\[ \frac{h_n \varepsilon_k}{p_n^k} \xrightarrow{n \to \infty} +\infty, \quad \text{for any } k \geq 1. \] (87)

Then the spectrum of the associated exponential staircase flow is singular. Indeed, Let \( W_n^{(r)} = \frac{m_n p_n}{\varepsilon_n^2} \sum_{j=1}^{r} \eta_j c_n(k_j) \) a word of length \( r \). If \( W_n^{(r)} \neq 0 \). Then, by Lemma
there exists $\alpha \geq 1$ such that
\[
\sum_{j=1}^r \frac{\eta_j k_j^\alpha}{\alpha!} \neq 0.
\]
Therefore, using a Taylor expansion of $e_n$ and assuming that all the terms of degree less than $\alpha$ are 0, we have
\[
|W_n^r| = \frac{m_n \cdot p_n}{\varepsilon_n} \left( \frac{\varepsilon_n}{p_n} \right) ^\alpha \sum_{j=1}^r \frac{\eta_j k_j^\alpha}{\alpha!} + o\left( \frac{\varepsilon_n}{p_n} \right) ^\alpha \sum_{j=1}^r \frac{\eta_j k_j^\alpha}{\alpha!} \right) | (88)
\]
To ensure that the assumption (87) holds, take $p_n = n, \varepsilon_n = \frac{1}{n}$ and $m_n = \frac{h_n}{n^r}$.

**Proof of Proposition 15.3** Let $A$ be a Borel subset of $\mathbb{R}$, and $x \in ]1, +\infty[$, then, for any positive integer $m$, we have
\[
\left| \int_{\theta \in A} |P_m(\theta)|^2 - 1 \right| d\lambda_s(\theta) \geq (x^2 - 1) \lambda_s \left\{ \theta \in A : |P_m(\theta)| > x \right\} \quad (89)
\]
\[
\geq (x^2 - 1) \lambda_s \left\{ \theta \in A : |\mathcal{R}(P_m(\theta))| > x \right\} \quad (90)
\]
\[
\geq (x^2 - 1) \lambda_s \left\{ \theta \in A : |\mathcal{R}(P_m(\theta))| > x \right\}
\]
Let $m$ goes to infinity and use Theorem 15.3 and Proposition 11.2 to get
\[
\int_A \phi \, d\lambda_s \geq (x - 1) \{1 - \mathcal{N}([-\sqrt{2}x, \sqrt{2}x])\} \lambda_s(A).
\]
Put $K = (x - 1) \{1 - \mathcal{N}([-\sqrt{2}x, \sqrt{2}x])\}$. Hence
\[
\int_A \phi \, d\lambda_s \geq K \lambda_s(A),
\]
for any Borel subset $A$ of $\mathbb{R}$. This end the proof of the proposition. \(\square\)

Now, we give the proof of our main result.
Proof of Theorem [14.1] Follows easily from the proposition [15.1] combined with proposition [7.4]. □

According to our results we ask the following question.

Question 15.6. Does any exponential rank one flow have singular spectrum?

We are not able to address the previous question. However, in the next section, we establish that there exists a rank one flow acting on infinite measure space with Lebesgue spectrum. We will further discuss some flatness problem related to the previous question raised by A. A. Prikhod’ko in [58].

16. Infinite rank one flow with simple Lebesgue spectrum

The main subject of the following section is to establish the following theorem.

Theorem 16.1. There exist a conservative ergodic measure preserving flow on \( \sigma \)-finite space \((X, \mathcal{A}, \mu)\) with simple Lebesgue spectrum.

The proof of Theorem [16.1] is based essentially on the following result proved in [1].

Lemma 16.2. There exist a sequence of analytic trigonometric polynomials \( \left(P_n\right)_{n \in \mathbb{N}}\) with coefficients 0 and 1 such that the polynomials \( \frac{P_n(z)}{\left\|P_n\right\|_2} \) are flat in almost everywhere sense, that is,

\[
\frac{P_n(z)}{\left\|P_n\right\|_2} \xrightarrow{n \to +\infty} 1,
\]

for almost all \( z \) of modulus 1 with respect to the Lebesgue measure \( dz \).

We are now able to proceed to the proof of Theorem [16.1].

Proof of Theorem [16.1] We start by establishing the existence of a sequence of \( L^1(d\lambda_s) \)-flat trigonometric polynomials on \( \mathbb{R} \) with coefficients 0 and 1, for any \( s \in [0, 1] \). For that, let \( \left(\frac{P_n(z)}{\left\|P_n\right\|_2}\right)_{n \in \mathbb{N}}\) be a sequence of flat polynomials given by Lemma [16.2] and for any \( \theta \in \mathbb{R} \), put

\[
Q_n(\theta) = \frac{P_n(e^{i\theta})}{\left\|P_n\right\|_2}.
\]

As before, for any \( s > 0 \), define

\[
\tilde{K}_s(\theta) = 2\pi \sum_{n \in \mathbb{Z}} K_s(\theta + 2n\pi), \forall \theta \in \mathbb{R}.
\]

Then \( \tilde{K}_s(\theta) \) is 2\( \pi \)-periodic. We further have

\[
\frac{1}{2\pi} \int_0^{2\pi} \left|Q_n(\theta)\right| - 1 \left|\tilde{K}_s(\theta)\right| d\theta = \int_{\mathbb{R}} \left|Q_n(t)\right| - 1 dt.
\]
But $\tilde{K}_s(\theta)$ is bounded. Therefore,

$$\int_{\mathbb{R}} \left| Q_n(t) - 1 \right| dt \xrightarrow{n \to +\infty} 0,$$

since $Q_n(z)$ is $L^1(dz)$-flat. Now, applying Theorem 10.8, we get that there exist a rank one flow $(T^t)$ acting on $\sigma$-finite measure space with simple Lebesgue spectrum. The proof of the theorem is complete. \qed

**APPENDIX. ON THE LOCALLY FLAT POLYNOMIALS ON THE REAL LINE**

The purpose of this appendix is to investigate the problem of flatness of some class of polynomials on the real line. This class of polynomials was introduced in [58] in connection with the study of the spectrum of some class of flows in ergodic theory. Therein, the author claimed that those polynomials are $L^1$-locally flat. Unfortunately, as we will see by applying carefully Karatsuba-Korolev theorem [39], this is not the case.

Let us point out that the reader is not required to be familiar with the spectral theory of dynamical systems and the flat polynomials business. But, the only thing need it from [58] is the definition of the sequences of polynomials which we recall in the next section. We stress that in the very recent republished version of Prikhod’ko’s paper in the same journal [57], the author state without proof that those polynomials are $L^1$-locally flat. We stress that the notion of $L^1 - \epsilon$ is more general than $L^1$-locally flat but according to the construction 2 in [57], it is easy to see that the sequence of polynomials $(P_n(t))$ which is $L^1 - \epsilon_n$-flat on $W_{a_n,b_n} = (-b_n, -a_n) \bigcup (a_n, b_n)$ with $W_{a_n,b_n} \cap \mathbb{R} \setminus \{0\}$ is $L^1$-locally flat.

Let us start by recalling that the sequence of polynomials $(P_n)$ on the real line is $L^1$-locally flat if, for any $a < b$, we have

$$\int_a^b \left| P_n(t) \right|^2 dt \xrightarrow{n \to +\infty} 0.$$

We further demand that for $s > 0$,

$$\int |P_n(t)|^2 K_s(t) dt = 1,$$

where

$$K_s(t) = \frac{s}{2\pi} \left( \frac{\sin \left( \frac{st}{2} \right)}{\frac{st}{2}} \right)^2.$$
Obviously, we have
\[
\int_a^b \left| |P_n(t)|^2 - 1 \right| dt = \int_a^b \left| |P_n(t)| - 1 \right||P_n(t)| + 1 \right| dt \geq \int_a^b \left| |P_n(t)| - 1 \right| dt
\]  
(91)

The connection between the notion of \(L^1\)-locally flat and the notion of \(L^1\)-flat is formulated in the following proposition.

**Proposition 16.3.** Let \((P_n(t))\) be a sequence of real trigonometric polynomials \(L^2(K_s(t)dt)\)-normalized for any \(s > 0\), and \((P_n(t))\) is \(L^1\)-Locally flat, then there is a subsequence \((P_{n_k}(t))\) which is \(L^1(K_s(t)dt)\)-flat for any \(s > 0\).

**Proof.** Assume that \((P_n(t))\) is \(L^1\)-Locally flat. Then, for any \(a < b\),
\[
\int_a^b \left| |P_n(t)| - 1 \right| dt \xrightarrow[n \to +\infty]{} 0.
\]

We can thus extract a subsequence \((P_{n_k}(t))\) such that
\[
\left| |P_{n_k}(t)| - 1 \right| \xrightarrow[n \to +\infty]{} a.e. 0.
\]

But, for any \(s > 0\), we have
\[
\int_{\mathbb{R}} \left| |P_{n_k}(t)| - 1 \right|^2 K_s(t) dt \leq 4.
\]

Whence, the sequence \((P_{n_k}(t))\) is uniformly integrable. We can thus apply the classical Vitaly convergence theorem, to conclude
\[
\int_{\mathbb{R}} \left| |P_{n_k}(t)| - 1 \right| K_s(t) dt \xrightarrow[k \to +\infty]{} 0.
\]

Hence, \((P_{n_k}(t))\) is \(L^1(K_s(t)dt)\)-flat, for any \(s > 0\), which finish the proof of the proposition. \(\square\)

**Exponential-staircase polynomials are not \(L^1\)-locally flat**

The main issue of this appendix is related to the problem of \(L^1\)-locally flatness of the following sequence of polynomials
\[
P_n(t) = \frac{1}{\sqrt{q_n}} \sum_{j=0}^{q_n-1} e^{2\pi \omega_n(j)t},
\]
where $q_n$ is a sequence of positive integers such that $q_n \to +\infty$, $\omega_n$ is given by

$$\omega_n(x) = \frac{m_n}{\beta_n^2} q_n e^{\beta_n \frac{x}{q_n}},$$

$\beta_n \to 0$. We call such polynomials the exponential-staircase polynomials. This is due to the fact that this class of polynomials is related to the spectral type of the exponential-staircase rank one flows. In [58], the sequences $m_n, \beta_n, q_n$ verify

(i) $\frac{1}{\beta_n} \in \mathbb{N}$ and we put $\frac{m_n}{\beta_n} = h_n \in \mathbb{N}$.

(ii) For some $\alpha \in (0, \frac{1}{2})$, $h_n^{\frac{1}{2}+\alpha} < q_n$ and $m_n \leq h_n^{\frac{1}{2}-\alpha}$.

Notice that the condition (i) and (ii) gives

(A) $m_n^{\frac{1}{2}+\alpha} < q_n \beta_n^{\frac{1}{2}+\alpha} < (q_n \beta_n)^{\frac{1}{2}+\alpha}$.

(B) From which we get $m_n < q_n \beta_n$.

(C) We further have

$$\sqrt{m_n \beta_n} \leq \beta_n^\alpha < 1.$$

For a real number $x$ we will denote by $[x]$ the greatest integer less than or equal to $x$, and by $\{x\} = x - [x]$ the fractional part. Let $||x||$ denote the distance of $x$ to the nearest integer, that is, $||x|| = \min \{\{x\}, 1 - \{x\}\}$. If $f$ is a differentiable real function and $\rho$ is a positive number, we set

$$T_{f,x,\rho} = \begin{cases} 0, & \text{if } ||f'(x)|| = 0; \\ \min\{\sqrt{\rho}, \frac{1}{||f'(x)||}\}, & \text{if not}. \end{cases}$$

In [58], the author stated under condition (i) and (ii) that the following sequence of polynomials is $L^1$-locally-flat:

$$Q_n(t) = \frac{1}{\sqrt{q_n}} \sum_{j=0}^{q_n-1} e^{2i\pi \omega_n(j) t},$$

where $\omega_n(j) = \frac{\omega_n(j)}{m_n} = \frac{q_n}{\beta_n^2} e^{\beta_n \frac{j}{q_n}}$.

There is many issues in the paper but the principal gap is in the proof of Lemma 6 and 7 from [58]. Indeed, the author state that $\gamma(y_k) = e^{\frac{\beta_n}{q_n} y_k} \sim 1$ with $t \psi'(y_k) = k$ (this is also hidden in the equation (3.27)). But, according to the definition of $y_k$ (equation (3.20) in [58]), we have

$$e^{\frac{\beta_n}{q_n} y_k} = \beta_n \frac{k}{t}, \quad \text{with } k \in \left[ \frac{t}{\beta_n}, \frac{t}{\beta_n} e^{\beta_n} \right]. \quad (92)$$
Therefore, the computation need to be carried out carefully since the constant in
the approximation in the equation (3.27) depend on $k$ and $t$. Moreover, the para-
parameters depend tightly on each other (see equation (95) where $x_j$ play the same
role as $y_k$).

Let us state now the main result of this appendix.

**Theorem 16.4.** For any positive numbers $\tau_1 < \tau_2$, we have

$$\limsup_{n \to +\infty} |Q_n(t)| \leq \sqrt{t},$$

uniformly for any $t \in [\tau_1, \tau_2]$.

The proof of Theorem 16.4 is a direct consequence of the so-called van der Corput
method, for a nice account on this method and its generalization by Salem, we
refer to [73] and [65]. For the classical results, we refer to [69] and [30].

Here, we need the following theorem due to Karatsuba and Korolov [39].

**Lemma 16.5.** Let real function $f(x)$ satisfies the following conditions on a closed
interval $[a, b]$:

(a) The fourth derivative $f^{(4)}(x)$ of $f$ is continuous.

(b) There are non-negative numbers $U, A, \lambda, c_1, c_2, c_3, c_4$ such that

$$U \geq 1, \quad 0 < b - a \leq \lambda U,$$

$$\frac{c_1}{A} \leq f''(x) \leq \frac{c_2}{A}, \quad |f^{(3)}(x)| \leq \frac{c_3}{AU}, \quad |f^{(4)}(x)| \leq \frac{c_4}{AU^2}.$$  \hspace{1cm} (93) \hspace{1cm} (94)

Then

$$\sum_{a < x \leq b} e^{2\pi i f(x)} = \sum_{f'(a) \leq j \leq f'(b)} c(j)Z(j) + E,$$

with

$$c(j) = \begin{cases} 1, & \text{if } f'(a) < j < f'(b); \\ 0.5, & \text{if } j = f'(a) \text{ or } j = f'(b), \end{cases}$$

$$Z(j) = \frac{1 + i}{\sqrt{2}} \frac{1}{\sqrt{f''(x_j)}} e^{2\pi i (f(x_j) - jx_j)},$$

where the numbers $x_j$ satisfy $f'(x_j) = j$. $E$ is given by

$$E = \theta \left( K_1 \ln(f'(b) - f'(a) + 2) + K_2 + K_3(T_{f,a,A} + T_{f,b,A}) \right), \quad |\theta| \leq 1,$$
and

\[ K_1 = \frac{1}{\pi} \left( 6.5 + 2 \frac{c_1}{c_2} \right), \]

\[ K_3 = 2 \left( 2 + \frac{1}{\pi} \right) + \frac{1}{\pi c_1} \left( 4 + 2.8 \sqrt{c_1} + c_2 + \frac{2c_2}{c_1} \right), \]

\[ K_2 = \frac{1}{\pi c_1} \left( \left( \lambda c_2 + \frac{2A}{U} \right) K + 2c_2 \left( c_1 + \frac{A}{b - a} \right) \right) + \left( 22.5 + 9 \frac{c_2}{k} \right), \]

\[ K = 5c_3 + \frac{1}{2} \max \left\{ \frac{9}{8} c_4 + \left( \frac{13}{6} \right)^2 \frac{1}{c_1} (c_3 + 0.5k c_4)^2, 2 \frac{c_2}{k^2} \right\}, \]

\[ k = \min \{ \frac{c_1}{4c_2}, \sqrt{\frac{c_1}{2c_2}} \}. \]

**Proof of Theorem 16.4.** We will apply Theorem 16.5 to estimate

\[ \frac{1}{\sqrt{q_n}} \sum_{j=0}^{q_n} e^{2i\pi \beta_n (j)t}, \]

with \( \beta_n \ll 1 \). In this case \( a = 0, b = q_n \) and \( f(x) = t.\psi_n(x) = t \frac{\beta_n}{\beta_n} e^{\frac{\beta_n}{q_n}} \).

We start by computing \( U, A, \lambda, c_1, c_2, c_3, \) and \( c_4 \). We check at once that

\[ f'(x) = t. \frac{1}{\beta_n} e^{\frac{\beta_n}{q_n}}, \quad f'(0) = t. \frac{1}{\beta_n}, \quad f'(q_n) = t. \frac{1}{\beta_n} e^{\beta_n}. \]

\[ f''(x) = t. \frac{1}{q_n} e^{\frac{\beta_n}{q_n}}, \quad f''(0) = t. \frac{\beta_n}{q_n} e^{\frac{\beta_n}{q_n}}, \quad f''(q_n) = t. \frac{\beta_n}{q_n} e^{\frac{\beta_n}{q_n}}, \]

and

\[ f^{(4)}(x) = t. \frac{\beta_n^2}{q_n^2} e^{\frac{\beta_n}{q_n}}. \]

We further have

\[ \tau_1, \frac{1}{q_n} \leq f''(x) \leq e. \tau_2 \frac{1}{q_n}. \]

From this, we can set

\[ c_1 = \tau_1, c_2 = c_3 = c_4 = e. \tau_2, A = q_n. \]

Of course we take \( \lambda = 1 \) and \( U = q_n \), and it is a simple matter to see that

\[ |f^{(3)}(x)| = f^{(3)}(x) \leq \frac{c_3}{AU} = e. \tau_2 \frac{1}{q_n} \frac{1}{q_n}, \]
\[ |f^{(4)}(x)| = f^{(4)}(x) \leq \frac{c_4}{AU^2} = e\tau_2 \frac{1}{q_n^2} \frac{1}{q_n^2}, \]

and
\[ \frac{f'(x)}{f(x)} = \frac{f''(x)}{f'(x)} = \frac{f'''(x)}{f''(x)} = \cdots = \frac{\beta_n}{q_n}. \]

From this, we deduce that
\[ f''(x_j) = \frac{\beta_n}{q_n} j, \quad \text{and} \quad f(x_j) = \frac{q_n}{\beta_n} j \in \mathbb{Z}, \quad \forall j \in \left[ t \frac{1}{\beta_n}, t \frac{1}{\beta_n} e^{\beta_n} \right], \quad (95) \]

since
\[ f'(x_j) = j, \quad \forall j \in \left[ t \frac{1}{\beta_n}, t \frac{1}{\beta_n} e^{\beta_n} \right]. \quad (96) \]

We further have
\[ x_j = \frac{q_n}{\beta_n} \log \left( \frac{1}{\beta_n} \right) + \frac{q_n}{\beta_n} \log(j) = C_n(t) + D_n \log(j), \]

where \( D_n = \frac{q_n}{\beta_n} \in \mathbb{N} \) and \( C_n(t) = D_n \log \left( \frac{q_n}{\beta_n} \right) \).

Remembering that Lemma 16.5 gives us an estimate of \( |P_n(t)| \) up to the error term \( E_n = \frac{E}{\sqrt{q_n}} \). To achieve this goal, we need to estimate \( E \). For that, notice that
\[ K_1 = \frac{1}{\pi} \left( 6.5 + 2 \frac{\tau_1}{e.\tau_2} \right), \quad K_3 = 2 \left( 2 + \frac{1}{\pi} \right) + \frac{1}{\pi \tau_1} \left( 4 + 2.8 \sqrt{\tau_1} + e.\tau_2 + 2 \frac{e.\tau_2}{\tau_1} \right), \]

and since \( \tau_1 < \tau_2 \), we get
\[ k = \frac{\tau_1}{4e.\tau_2}. \]

We further have
\[ \max \left\{ \frac{9}{8} e.\tau_2 + \left( \frac{13}{6} \right) ^2 \frac{1}{\tau_1} \left( e.\tau_2 + \frac{\tau_1}{8} \right) ^2, 32 \frac{e^{3.\tau_2^3}}{\tau_1 ^2} \right\} = 32 \frac{e^{3.\tau_2^3}}{\tau_1 ^2}. \]

Hence
\[ K = 5e.\tau_2 + 16 \frac{e^{3.\tau_2^3}}{\tau_1 ^2}. \]

We thus get
\[ K_2 = \frac{1}{\pi \tau_1} \left( \left( e.\tau_2 + 2 \right) K + 2e.\tau_2 \left( \tau_1 + 1 \right) + \left( 22.5 + 9 \frac{e.\tau_2}{q_n} \right) \right). \]
Finally, we note that there exist a constant $\gamma(t)$ which depend only on $t$ such that for an infinitely many $n$, we have
\[
\max\{T_{f,a,A}, T_{f,b,A}\} = \max\{T_{f,0,q_n}, T_{f,q_n,q_n}\} \leq \gamma(t).
\]
Indeed, we have
\[
T_{f,0,q_n} \leq \frac{1}{\|\beta_n^{-1}t\|}, \quad \text{and} \quad T_{f,q_n,q_n} \leq \frac{1}{|e^{\beta_n} \beta_n^{-1}t|}. \tag{97}
\]
It suffice to establish that
\[
\frac{1}{\|\beta_n^{-1}t\|} \leq \gamma(t), \quad \text{and} \quad \frac{1}{|e^{\beta_n} \beta_n^{-1}t|} \leq \gamma(t). \tag{98}
\]
For that, let $t = \sum_{k=0}^{+\infty} b_k(t) \beta_n^k$ be the $\beta_n^{-1}$-expansion of $t$. Then, $\beta_n^{-1} t = b_0 \beta_n^{-1} + \sum_{k=1}^{+\infty} b_k(t) \beta_n^{k-1}$. Whence
\[
\|\beta_n^{-1}t\| = \left\| \sum_{k=2}^{+\infty} b_k(t) \beta_n^{k-1} \right\|,
\]
\[
= \|t - \beta_n b_1(t)\| \tag{99}
\]
\[
\geq \|t\| - \|\beta_n b_1(t)\|
\]
But $0 \leq \beta_n b_1(t) \leq 1 - \beta_n$ and $\beta_n \xrightarrow{n \to +\infty} 0$. Hence
\[
0 \leq \liminf (\beta_n b_1(t)) \overset{\text{def}}{=} g(t) \leq \limsup (\beta_n b_1(t)) < 1.
\]
Combining this with (99), we get
\[
\limsup_{n \to +\infty} \|\beta_n^{-1}t\| \geq \|t\| - \|g(t)\|.
\]
by the continuity of the map $d : x \in \mathbb{R} \mapsto \|x\| = \min_{n \in \mathbb{Z}} |x - n|$. To finish the proof of (97), we notice, again by the continuity of the map $d$, that
\[
\left\| \frac{e^{\beta_n} t}{\beta_n} - \frac{t}{\beta_n} \right\| \xrightarrow{n \to +\infty} \|t\|.
\]
Therefore,
\[
\limsup_{n \to +\infty} \left\| \frac{e^{\beta_n} t}{\beta_n} \right\| \geq \limsup_{n \to +\infty} \left\| \frac{t}{\beta_n} - \left\| \frac{e^{\beta_n} t}{\beta_n} - \frac{t}{\beta_n} \right\| \right. \tag{100}
\]
\[
\geq \|2t\| - \|g(t)\| = \gamma(t). \tag{101}
\]
We are now able to estimate $|P_n(t)|$. Write

$$Q_n(t) = \frac{1}{\sqrt{q_n}} \sum_{t \beta_n^{-1} \leq j \leq t \beta_n^{-1}, e^{i \beta_n}} Z(j) + E_n \quad (102)$$

$$= \frac{1 + i}{\sqrt{2}} \sum_{t \beta_n^{-1} \leq j \leq t \beta_n^{-1}, e^{i \beta_n}} \frac{1}{\sqrt{\beta_n j}} \exp(-jx_j) + E_n \quad (103)$$

$$\leq \sqrt{t} + E_n$$

Since

$$\left| \frac{1}{\sqrt{q_n}} \sum_{t \beta_n^{-1} \leq j \leq t \beta_n^{-1}, e^{i \beta_n}} Z(j) \right| \leq \frac{1}{\sqrt{q_n}} \sum_{t \beta_n^{-1} \leq j \leq t \beta_n^{-1}, e^{i \beta_n}} |Z(j)| \quad (104)$$

$$= \sum_{t \beta_n^{-1} \leq j \leq t \beta_n^{-1}, e^{i \beta_n}} \frac{1}{\sqrt{\beta_n j}},$$

and the last term can be estimated by the integral test as follows

$$\frac{1}{\sqrt{\beta_n}} \sum_{t \beta_n^{-1} \leq j \leq t \beta_n^{-1}, e^{i \beta_n}} \frac{1}{\sqrt{j}} \sim \frac{1}{\sqrt{\beta_n}} \int_{t \beta_n^{-1}}^{t \beta_n^{-1}, e^{i \beta_n}} \frac{dx}{\sqrt{x}} \quad (105)$$

$$= \frac{1}{\sqrt{\beta_n}} 2 \sqrt{t \beta_n^{-1}} \left( e^{\frac{\beta_n}{2}} - 1 \right).$$

Therefore, for a sufficiently large $n$ we can write

$$\frac{1}{\sqrt{\beta_n}} \sum_{t \beta_n^{-1} \leq j \leq t \beta_n^{-1}, e^{i \beta_n}} \frac{1}{\sqrt{j}} \sim \frac{1}{\sqrt{\beta_n}} 2 \sqrt{t \beta_n^{-1}} \left( e^{\frac{\beta_n}{2}} - 1 \right) \sim \sqrt{t}.$$

Letting $n$ goes to infinity, we conclude that

$$\limsup_{n \to +\infty} |Q_n(t)| \leq \sqrt{t}.$$

This complete the proof of the theorem. \qed

**Remark 16.6.** Our result can be deduced also by using Lemma 5 from [58]. But, one needs to replace carefully the exact value of $\gamma(y_k)$ given by equation (92). We further notice that therein, the error term is given as follows (see Lemma 6 equation (3.34))

$$\int_{t_1}^{t_2} \left| \frac{E_n(t)}{\sqrt{q_n}} \right| dt \leq (t_2 - t_1) \frac{\ln(q_n)}{\sqrt{q_n}}.$$
We end this appendix by mentioning that it is a simple matter to deduce from Theorem 16.4 that $(Q_n(t))$ are not $L^1$-locally flat. Indeed, assume by contradiction that $(Q_n(t))$ is $L^1$-locally flat and let $1 > \tau_2 > \tau_1 > \frac{1}{2}$. Then, we can extract a subsequence $(n_k)$ such that $(Q_{n_k}(t))$ converge for a.e. $t \in [\tau_1, \tau_2]$. Therefore, by Vitali convergence theorem combined with Theorem 16.4 we have

$$\lim \int_{\tau_1}^{\tau_2} |Q_{n_k}(t)|dt = \int_{\tau_1}^{\tau_2} \lim |Q_{n_k}(t)|dt \leq \frac{2}{3}(\tau_2^\frac{3}{2} - \tau_1^\frac{3}{2}),$$

that is,

$$\lim \int_{\tau_1}^{\tau_2} |Q_{n_k}(t)|dt = \tau_2 - \tau_1 \leq \frac{2}{3}(\tau_2^\frac{3}{2} - \tau_1^\frac{3}{2}).$$

Applying the classical Rolle’s theorem, we get that there is $\theta \in ]\tau_1, \tau_2[$ such that $1 \leq \sqrt{\theta}$, which is impossible.
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