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Abstract

In the present paper, the wavelet transform of Fractal Interpolation Function (FIF) is studied. The wavelet transform of FIF is obtained through two different methods. The first method uses the functional equation through which FIF is constructed. By this method, it is shown that the FIF belongs to Lipschitz class of order $\delta$, $(0 < \delta \leq 1)$, under certain conditions on free parameters. The second method is via Fourier transform of FIF. This approach gives the $\lambda$-regularity, $(0 < \lambda)$, of FIF under certain conditions on free parameters. Fourier transform of a FIF is also derived in this paper to facilitate the approach of wavelet transform of a FIF via Fourier transform.
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1 Introduction

Fractal Interpolation Function (FIF) was introduced by Barnsley [2] using the theory of Iterated Function System (IFS). It is a new and novel method to construct irregular functions from interpolation data. The construction of FIF depends on a functional operator which was investigated by Read [10] and Bajraktarevic [1]. It is now known as Read-Bajraktarevic operator and it defines a functional equation on FIF. In [6, 7], the nowhere differentiable functions are studied as solution of functional equations. In this paper, the wavelet transform of FIF is studied through two different methods. The first method uses the functional equation of FIF to find bounds on the wavelet transform of FIF. By this method, we show that the FIF belongs to Lipschitz class of order $\delta$ under certain conditions. The second method is via Fourier transform of FIF. This approach gives the $\lambda$-regularity, $(0 < \lambda)$, of FIF under certain conditions on free parameters used in the construction of FIF.

The present paper is organized as follows: In Section 2 a brief introduction on construction of FIF is given. For convenience, some points pertaining to notation and terminology are also noted in the same section. Following the approach of [4], the Fourier transform of a general FIF is obtained in Section 3. The result given in [4] follows as a special case. Section 4 is devoted to Wavelet transform of FIF. It is divided in two subsections - Subsection 4.1 wherein the Wavelet transform of FIF is obtained using the recursive functional equation and Subsection 4.2 wherein the Wavelet transform of FIF is obtained using the Fourier transform of FIF.

2 Construction of FIF

In this section, a brief introduction on the construction of a Fractal Interpolation Function (FIF) is given. This section is based on [2, 3].
Given an interpolation data \(\{(x_i, y_i) \in \mathbb{R}^2 : i = 0, 1, \ldots, N\}\), where \(-\infty < x_0 < x_1 < \ldots < x_N < \infty\), the interval \([x_0, x_N]\) is denoted by \(I\) and the smaller intervals \([x_{k-1}, x_k]\) are denoted by \(I_k\) for \(k = 1, 2, \ldots, N\). The functions \(L_k : I \rightarrow I_k\) and \(F_k : I \times \mathbb{R} \rightarrow \mathbb{R}\) for \(k = 1, 2, \ldots, N\) are defined as

\[
L_k(x) = a_k x + b_k = \frac{x_k - x_{k-1}}{x_N - x_0} x + \frac{x_N x_{k-1} - x_0 x_k}{x_N - x_0}
\]

\[
F_k(x, y) = \gamma_k y + q_k(x) \quad (2.1)
\]

respectively. In (2.1), \(\gamma_k\) are free variables chosen such that \(|\gamma_k| < 1\) and \(q_k\) are continuous functions chosen such that the following conditions on \(F_k\) are satisfied:

\[
|F_k(x, y) - F_k(\bar{x}, \bar{y})| \leq s d_M((x, y), (\bar{x}, \bar{y})), \quad s < 1
\]

\[
F_k(x_0, y_0) = y_{k-1} \quad \text{and} \quad F_k(x_N, y_N) = y_k \quad (2.2)
\]

where, \(d_M\) is a suitable metric equivalent to Euclidean metric in \(\mathbb{R}^2\). Finally, the functions \(\omega_k : I \times \mathbb{R} \rightarrow I \times \mathbb{R}\) are defined as

\[
\omega_k(x, y) = (L_k(x), F_k(x, y)). \quad (2.3)
\]

It is shown in [2, 3] that \(\omega_k\) defined by (2.3) are contraction maps with respect to a metric equivalent to Euclidean metric. Consequently,

\[
\{I \times \mathbb{R} : \omega_k, k = 1, 2, \ldots, N\} \quad (2.4)
\]

is a hyperbolic Iterated Function System (IFS) and therefore there exists an attractor \(A\) in \(H(\mathbb{R}^2)\), the space of compact sets in \(\mathbb{R}^2\), such that \(A = \bigcup_{k=1}^{N} \omega_k(A)\), where \(\omega_k(A) = \{\omega_k(x, y) : (x, y) \in A\}\). It is proved in [2], that attractor \(A\) of IFS (2.4) is graph of a continuous
function \( f : I \to \mathbb{R} \) which interpolates the given data \( \{(x_i, y_i) : i = 0, 1, \ldots, N\} \), i.e. \( A = \{(x, f(x)) : x \in I\} \) and \( f(x_i) = y_i \) for \( i = 0, 1, \ldots, N \). The Fractal Interpolation Function (FIF) is thus defined as:

**Definition 2.1** (c.f. [2, 3]) The Fractal Interpolation Function (FIF) for the interpolation data \( \{(x_i, y_i) : i = 0, 1, \ldots, N\} \) is defined as the continuous function \( f : I \to \mathbb{R} \), whose graph is the attractor of IFS \( \{I \times \mathbb{R}; \omega_k, k = 1, 2, \ldots, N\} \), where \( \omega_k \) are defined by (2.3).

It is shown in [2, 3] that the FIF \( f \) is a fixed point of Read-Bajraktarevic operator \( T \) defined by,

\[
T(g)(x) = F_k(L_k^{-1}(x), g(L_k^{-1}(x))), \ x \in I_k
\]
on the space \( (\mathcal{G}, d_\mathcal{G}) \), where the set \( \mathcal{G} \) is defined by \( \mathcal{G} = \{g : g : I \to \mathbb{R} \text{ is continuous}, g(x_0) = y_0 \text{ and } g(x_N) = y_N\} \) and the maximum metric \( d_\mathcal{G} \) is given by

\[
d_\mathcal{G}(g, \hat{g}) = \max_{x \in I} |g(x) - \hat{g}(x)|, \ g, \hat{g} \in \mathcal{G}.
\]
Hence, FIF \( f \) satisfies the functional equation

\[
f(x) = \gamma_k f(L_k^{-1}(x)) + q_k(L_k^{-1}(x)), \ x \in I_k \text{ and } k = 1, 2, \ldots, N. \tag{2.5}
\]

For convenience, we assume that \( x_0 = 0, x_N = 1, x_k - x_{k-1} = \frac{1}{N} \) for \( k = 1, \ldots, N \) and \( y_0 = y_N = 0 \) in the rest of our paper. So,

\[
a_k = \frac{1}{N} \quad \text{and} \quad b_k = \frac{k-1}{N}. \tag{2.6}
\]

Also, for notational convenience, the value of an empty product is taken to be unity and the value of an empty sum is taken to be zero.
3 Fourier Transform of a FIF

In this section, the Fourier transform of a FIF is obtained for a general \( q_k \). The result given in [4] follows as a special case.

Let \( f \) be a FIF obtained from an interpolation data. Extend \( f \) to \( \mathbb{R} \) by defining \( f(x) = 0 \) if \( x \not\in I \) and hence \( f \in L_1(\mathbb{R}) \). The Fourier transform of \( f \) is given by the following theorem:

**Theorem 3.1** Let \( f \) be a FIF obtained from the interpolation data \( \{(x_i, y_i) \in \mathbb{R}^2 : i = 0, 1, \ldots, N\} \), where \( 0 = x_0 < x_1 < \ldots < x_N = 1 \), \( x_k - x_{k-1} = \frac{1}{N} \) for \( k = 1, 2, \ldots, N \) and \( y_0 = y_N = 0 \). Extend \( f \) to \( \mathbb{R} \) by defining \( f(x) = 0 \) if \( x \not\in I = [x_0, x_N] \). The Fourier transform of \( f \) is given by

\[
\hat{f}(\omega) = \sum_{j=1}^{\infty} \frac{1}{N^j} \sum_{k_1, k_2, \ldots, k_j = 1}^{N} \gamma_{k_1} \gamma_{k_2} \cdots \gamma_{k_{j-1}} e^{-i\omega p_{k_1, k_2, \ldots, k_j}} \int_I q_{k_j}(x)e^{-i\omega \left(\frac{x}{N^j}\right)} dx
\]

(3.1)

where, \( p_{k_1, k_2, \ldots, k_j} = \frac{k_1-1}{N} + \frac{k_2-1}{N^2} + \ldots + \frac{k_j-1}{N^j} \).

**Proof** The Fourier transform of \( f \) is

\[
\hat{f}(\omega) = \int_I f(x)e^{-i\omega x} dx = \sum_{k=1}^{N} \int_{I_k} f(x)e^{-i\omega x} dx.
\]

Using (2.5) in the above equation,

\[
\hat{f}(\omega) = \sum_{k=1}^{N} \int_{I_k} [\gamma_k f(L^{-1}_k(x)) + q_k(L^{-1}_k(x))] e^{-i\omega x} dx
\]
Substituting \( x = \frac{L_k - 1}{N} \), we have

\[
\hat{f}(\omega) = \sum_{k=1}^{N} \frac{1}{N} \int_{I} \left[ \gamma_k f(x) + q_k(x) \right] e^{-i\omega \left( \frac{x+k-1}{N} \right)} \, dx
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} e^{-i\omega(k-1)/N} \left( \gamma_k \hat{f} \left( \frac{\omega}{N} \right) + \int_{I} q_k(x) e^{-i\omega x/N} \, dx \right). \tag{3.2}
\]

Consider any \( j = 1, 2, \ldots \). Replace \( \omega \) by \( \frac{\omega}{N^j} \) in (3.2). Then,

\[
\hat{f} \left( \frac{\omega}{N^j} \right) = \frac{1}{N} \sum_{k=1}^{N} e^{-i\omega(k-1)/N^{j+1}} \left( \gamma_k \hat{f} \left( \frac{\omega}{N^{j+1}} \right) + \int_{I} q_k(x) e^{-i\omega x/N^{j+1}} \, dx \right).
\]

Therefore, by induction, for any \( n = 1, 2, \ldots \),

\[
\hat{f}(\omega) = \frac{1}{N^n} \sum_{k_1, k_2, \ldots, k_n=1}^{N} \gamma_{k_1} \gamma_{k_2} \cdots \gamma_{k_n} e^{-i\omega p_{k_1, k_2, \ldots, k_n}} \hat{f} \left( \frac{\omega}{N^n} \right) + \sum_{j=1}^{n} \frac{1}{N^j} \sum_{k_1, k_2, \ldots, k_j=1}^{N} \gamma_{k_1} \gamma_{k_2} \cdots \gamma_{k_{j-1}} e^{-i\omega p_{k_1, k_2, \ldots, k_j}} \int_{I} q_{k_j}(x) e^{-i\omega x/N^j} \, dx. \tag{3.3}
\]

With the argument similar to [4], the Fourier transform of \( f \) given by (3.1) is obtained from (3.3) as \( n \to \infty \).

**Corollary 3.1** If \( q_k, k = 1, \ldots, N \) in (2.1) are polynomials of degree \( m_k \) i.e., \( q_k(x) = \sum_{r=0}^{m_k} c_{k,r} x^r \), \( c_{k,m_k} \neq 0 \), the Fourier transform of FIF \( f \) is given by

\[
\hat{f}(\omega) = \sum_{j=1}^{\infty} \sum_{k_1, k_2, \ldots, k_j=1}^{N} \gamma_{k_1} \gamma_{k_2} \cdots \gamma_{k_{j-1}} e^{-i\omega p_{k_1, k_2, \ldots, k_j}} \times
\]

\[
\times \sum_{r=1}^{m_j} c_{k_j,r} \left\{ \frac{r N^j}{\omega^2} - \frac{ir(r-1)N^{2j}}{\omega^3} - \frac{r(r-1)(r-2)N^{3j}}{\omega^4} + \ldots \right. \left. - \frac{(-i)^{r+1} N r^j r!}{\omega^{r+1}} \right\} e^{-i\omega/N^j} + \frac{(-i)^{r+1} N r^j r!}{\omega^{r+1}}. \tag{3.4}
\]
Proof Using \( q_k(x) = \sum_{r=0}^{m_k} c_{k,r} x^r \) for \( k = 1, 2, \ldots, N \) in (3.1) and integrating, we have

\[
\hat{f}(\omega) = \sum_{j=1}^{\infty} \frac{1}{N^j} \sum_{k_1, k_2, \ldots, k_j=1}^{N} \gamma_{k_1} \gamma_{k_2} \cdots \gamma_{k_{j-1}} e^{-i\omega p_{k_1, k_2, \ldots, k_{j-1}}} \times
\]

\[
\times \sum_{r=0}^{m_{kj}} c_{kj,r} \left[ \left\{ \frac{i N^j}{\omega^2} + \frac{N^{2j} r}{\omega^3} - \frac{i N^{3j} r (r - 1)}{\omega^4} - \frac{N^{4j} r (r - 1)(r - 2)}{\omega^5} \right\} + \ldots 
\right.
\]

\[
- \left. \frac{(-i)^{r+1} N^{(r+1)!} j!}{\omega^{r+1}} \right\} e^{-i\omega k_{j,1}/N} + \frac{(-i)^{r+1} N^{(r+1)!} j!}{\omega^{r+1}} e^{-i\omega (k_{j,1}/N)} \right].
\]

(3.5)

By (2.2), the constants \( c_{k,r}, \ k = 1, 2, \ldots, N \) satisfy the following conditions:

- \( c_{1,0} = 0 \)

- \( \sum_{r=0}^{m_k} c_{k,r} = c_{k+1,0}, \ k = 1, \ldots, N - 1 \)

- \( \sum_{r=0}^{m_N} c_{N,r} = 0. \)

Using the above conditions in (3.5), the Fourier transform of \( \text{FIF} \) \( f \) as given by (3.4) is obtained.

Remark 3.1 If \( q_k \) in (2.1) are linear polynomials i.e, \( q_k(x) = c_k x + d_k \), the Fourier transform of the \( \text{FIF} \) given in (4) as

\[
\hat{f}(\omega) = \frac{1}{\omega^2} \sum_{j=1}^{\infty} N^j (e^{-i\omega N} - 1) \left\{ \sum_{k_1, k_2, \ldots, k_j = 1}^{N} \gamma_{k_0} \gamma_{k_1} \cdots \gamma_{k_{j-1}} c_{k_1} e^{-i\omega p_{k_1,k_2,\ldots,k_j}} \right\}
\]

(3.6)

follows from above corollary.
4 Wavelet Transform of FIF

In this section, the wavelet transform of a FIF is studied through two methods - first using the recursive functional equation given by (2.5) and second using the Fourier transform of FIF given by (3.4).

The wavelet transform $W_\psi g$ of a function $g \in L_1(\mathbb{R})$ with respect to a suitable wavelet $\psi$ is a function over the half-plane $H = \{(s,t), s, t \in \mathbb{R}, s > 0\}$ defined as follows:

$$W_\psi g(s,t) = \frac{1}{s} \int g(x) \psi\left(\frac{x-t}{s}\right) dx.$$

4.1 Wavelet Transform of FIF via functional equation

For $k = 1, 2, \ldots, N$, assume $q_k \in \text{Lip} \, \delta$, $0 < \delta \leq 1$; i.e., for some constant $K > 0$, $|q_k(x) - q_k(y)| \leq K|x - y|^\delta$ for $x, y \in \mathbb{R}$. Then, for $k = 1, 2, \ldots, N$, $q_k \circ L_k^{-1} : I_k \rightarrow \mathbb{R}$ is a function defined on the compact interval $I_k$ and $q_k \circ L_k^{-1} \in \text{Lip} \, \delta$; in fact for $K* = KN^\delta$, $|q_k \circ L_k^{-1}(x) - q_k \circ L_k^{-1}(y)| \leq K*|x - y|^\delta$ for $x, y \in \mathbb{R}$.

Let $\phi$ be a wavelet such that $\phi \in L_1(\mathbb{R})$, $\int \phi(x)dx = 0$ and $\phi$ defined as $\phi(x) = x^\delta \psi(x)$ is also in $L_1(\mathbb{R})$. We also choose the wavelet such that the following conditions are satisfied:

$$\begin{align*}
(i) & \quad \hat{\psi} \text{ is real and supp}\hat{\psi} \subset \mathbb{R}^+. \\
(ii) & \quad \text{For some } r > 0, \hat{\psi}(\omega) = \omega^r + O(\omega^{r+1}), \ \omega \rightarrow 0^+. \\
(iii) & \quad \text{For each } p > 0, \hat{\psi}(\omega) = O(\omega^{-p}), \ \omega \rightarrow \infty.
\end{align*}$$

(4.1)

It is well known that wavelet transform of any bounded function $g$ with respect to $\psi \in L_1(\mathbb{R})$ is bounded. Since $q_k \circ L_k^{-1} : I_k \rightarrow \mathbb{R}$ are functions defined on the compact interval $I_k, k = 1, 2, \ldots, N$, $q_k \circ L_k^{-1}$ for $k = 1, 2, \ldots, n$ are bounded and therefore each $W_\psi(q_k \circ L_k^{-1})$ is also
bounded. For a bounded function $g$, if $g(s) = O(|s|^\delta)$ as $s \to 0$ then $g(s) = O(|s|^\delta)$ for all $s$.

Then, from [8], it is observed that the wavelet transform of $q_k \circ L_k^{-1}$ satisfies

$$
\begin{align*}
|W_\psi(q_k \circ L_k^{-1})(s,t)| &= O(s^\delta) & \text{if } \delta < r \\
|W_\psi(q_k \circ L_k^{-1})(s,t)| &= O(s^m) & \text{if } \delta > r.
\end{align*}
$$

(4.2)

Now, for $(s,t) \in H$, the wavelet transform of FIF is given as

$$
W_\psi f(s,t) = \frac{1}{s} \int f(x) \psi \left( \frac{x-t}{s} \right) dx = \frac{1}{s} \sum_{k=1}^{N} \int f(x) \psi \left( \frac{x-t}{s} \right) dx
$$

Using (2.5) in the above equation, we get, for $(s,t) \in H$,

$$
W_\psi f(s,t) = \frac{1}{s} \sum_{k=1}^{N} \int \left[ \gamma_k f(L_k^{-1}(x)) + q_k(L_k^{-1}(x)) \right] \psi \left( \frac{x-t}{s} \right) dx
$$

$$
= \frac{1}{s} \sum_{k=1}^{N} \left\{ \frac{1}{N} \int \gamma_k f(x) \psi \left( \frac{x+k-1}{N} - \frac{t}{s} \right) dx + \int q_k(L_k^{-1}(x)) \psi \left( \frac{x-t}{s} \right) dx \right\}
$$

$$
= \sum_{k=1}^{N} \left\{ \gamma_k \frac{1}{Ns} \int f(x) \psi \left( \frac{x-(Ns)-k-1}{Ns} \right) dx + \frac{1}{s} \int q_k(L_k^{-1}(x)) \psi \left( \frac{x-t}{s} \right) dx \right\}
$$

$$
= \sum_{k=1}^{N} \left\{ \gamma_k W_\psi f(Ns, Ns - (k - 1)) + W_\psi(q_k \circ L_k^{-1})(s,t) \right\}.
$$

By induction, for any $n = 1, 2, \ldots$, we have, for $(s,t) \in H$,

$$
W_\psi f(s,t)
= \sum_{k_1, k_2, \ldots, k_n = 1}^{N} \gamma_{k_1} \gamma_{k_2} \cdots \gamma_{k_n} W_\psi f(N^n s, N^n t - \sum_{j=1}^{n} N^{n-j} (k_j - 1))
$$

$$
+ \sum_{j=1}^{n} \sum_{k_1, k_2, \ldots, k_{j-1}}^{N} \gamma_{k_1} \gamma_{k_2} \cdots \gamma_{k_{j-1}} W_\psi(q_{k_{j}} \circ L_{k_{j}}^{-1})(N^{j-1} s, N^{j-1} t - \sum_{p=1}^{j-1} N^{j-1-p} (k_p - 1))
$$

(4.3)
Defining $\Omega_j = N^\delta |\gamma_j|$ and $\Omega = \max\{\Omega_j : j = 1, \ldots, N\}$ as in [5], an upper bound on $|W_\psi f(s, t)|$ as $s \to 0$ is obtained in the following theorem:

**Theorem 4.1** Let $f$ be a FIF obtained from the interpolation data $\{(x_i, y_i) \in \mathbb{R}^2 : i = 0, 1, \ldots, N\}$, where $0 = x_0 < x_1 < \ldots < x_N = 1$, $x_k - x_{k-1} = \frac{1}{N}$ for $k = 1, 2, \ldots, N$ and $y_0 = y_N = 0$. For this, the free parameters $\gamma_k$ and functions $q_k, k = 1, 2, \ldots, N$ in (2.1) satisfy, for some constant $K > 0$ and $0 < \delta \leq 1$, $|\gamma_k| < \frac{1}{N^{\delta+1}}$ and $|q_k(x) - q_k(y)| \leq K|x - y|^{\delta}$ for $x, y \in \mathbb{R}$ i.e., $q_k \in \text{Lip} \: \delta$. Extend $f$ to $\mathbb{R}$ by defining $f(x) = 0$ if $x \notin I = [x_0, x_N]$. The wavelet $\psi$ is chosen such that $\psi \in L_1(\mathbb{R}), \int \psi(x)dx = 0$, $\phi$ defined as $\phi(x) = (x^\delta \psi(x))$ is also in $L_1(\mathbb{R})$ and the conditions (i),(ii) and (iii) in (4.1) are satisfied for some $r,p > 0$. Then the following holds:

(a) If $\delta < r$, for $(s, t) \in H$, $|W_\psi f(s, t)| \leq \frac{NK^* s^\delta}{1-N\Omega}|s|^\delta$,

(b) $f$ belongs to Lipschitz class of order $\delta$ if $\delta < r$.

**Proof** (a) From (4.2), $|W_\psi (q_k \circ L_k^{-1})(s, t)| \leq K^* s^\delta$ if $\delta < r$. Substituting this bound in (4.6), we have,

$$
|W_\psi f(s, t)| \leq \sum_{k_1, k_2, \ldots, k_n=1}^{N} |\gamma_{k_1}| |\gamma_{k_2}| \ldots |\gamma_{k_n}| |W_\psi f(N^n s, N^n t - \sum_{j=1}^{n} N^{n-j}(k_j - 1))| + \sum_{j=1}^{n} \sum_{k_1, k_2, \ldots, k_{j-1}=1}^{N} |\gamma_{k_0}| |\gamma_{k_1}| \ldots |\gamma_{k_{j-1}}| \sum_{k_j=1}^{N} K^* (N^{j-1} s)^{\delta}
$$

$$
\leq \sum_{k_1, k_2, \ldots, k_n=1}^{N} |\gamma_{k_1}| |\gamma_{k_2}| \ldots |\gamma_{k_n}| |W_\psi f(N^n s, N^n t - \sum_{j=1}^{n} N^{n-j}(k_j - 1))| + K^* N s^\delta \sum_{j=1}^{n} (N\Omega)^{j-1}. \quad (4.4)
$$

Since $|\gamma_k| < \alpha < \frac{1}{N^{\delta+1}}$ for all $k = 1, \ldots, N$, $N\Omega < 1$. Also, the conditions on $\psi$ tells
us that $|W_\psi f|$ is a bounded function. Hence, as $n \to \infty$, $|W_\psi f(s, t)| \leq \frac{MN}{1-N\Omega}|s|^\delta$ for all values of $(s, t)$.

(b) By Theorem 2.1.1 of Chapter 4 in [9], $|W_\psi f(s, t)| = 0(s^\delta)$ implies $f$ belongs to Lipschitz class of order $\delta$.

4.2 Wavelet Transform of FIF via Fourier transform

It is well known [8] that the wavelet transform of a function $g \in L_1(\mathbb{R})$ with respect to a wavelet $\psi \in L_1(\mathbb{R})$ is also obtained by the following expression:

$$W_\psi g(s, t) = \frac{1}{2\pi} \int \hat{g}(\omega) \overline{\hat{\psi}(s\omega)} e^{it\omega} d\omega.$$  

Let $q_k$, $k = 1, 2, \ldots, N$ in (2.1) be polynomials of degree $m_k$ i.e $q_k(x) = \sum_{r=0}^{m_k} c_{k,r} x^r$. Choose $\psi$ such that $\hat{\psi}(\omega) = |\omega|_+^M e^{-\omega}$ with $M - 1 > m = \max\{m_k, k = 1, 2, \ldots, N\}$. Then, for $(s, t) \in H$, the wavelet transform of FIF is given by

$$W_\psi f(s, t) = \frac{1}{2\pi} \int \hat{f}(\omega) \overline{\hat{\psi}(s\omega)} e^{it\omega} d\omega$$

Using (3.1) in the above equation, we get,

$$W_\psi f(s, t) = \frac{1}{2\pi} \int_0^\infty \left\{ \sum_{j=1}^{\infty} \sum_{k_1, k_2, \ldots, k_j=1}^N \gamma_{k_1} \gamma_{k_2} \cdots \gamma_{k_{j-1}} e^{-i\omega \sum_{k=1}^j k} \right\} \left( \frac{rN^j}{\omega^2} - \frac{ir(r-1)N^{2j}}{\omega^3} - \frac{r(r-1)(r-2)N^{3j}}{\omega^4} + \ldots \right) e^{-\omega/N} e^{-s\omega} e^{it\omega} d\omega$$
Hence, for \((s, t) \in H\),

\[ |W_\psi f(s, t)| \leq \frac{s^M}{2\pi} \int_{0}^{\infty} \sum_{j=1}^{\infty} \sum_{k_1, k_2, \ldots, k_j=1}^{N} |\gamma_{k_1}| |\gamma_{k_2}| \cdots |\gamma_{k_{j-1}}| e^{-s\omega} \times \]

\[ \times \sum_{r=1}^{m_{k_j}} |c_{k_j, r}| \left\{ rN^j \omega^{M-2} + r(r-1)N^j \omega^{M-3} + \ldots + 2N^j r! \omega^{M-r-1} \right\} d\omega. \]

Fix \(0 < s < \infty\). The above integral is divided into \(|W_\psi f(s, t)|_1\) and \(|W_\psi f(s, t)|_2\), where

\[ |W_\psi f(s, t)|_1 = \frac{s^M}{2\pi} \int_{0}^{s} \sum_{j=1}^{\infty} \sum_{k_1, k_2, \ldots, k_j=1}^{N} |\gamma_{k_1}| |\gamma_{k_2}| \cdots |\gamma_{k_{j-1}}| e^{-s\omega} \times \]

\[ \times \sum_{r=1}^{m_{k_j}} |c_{k_j, r}| \left\{ rN^j \omega^{M-2} + r(r-1)N^j \omega^{M-3} + \ldots + 2N^j r! \omega^{M-r-1} \right\} d\omega \] \hspace{1cm} (4.5)

and

\[ |W_\psi f(s, t)|_2 = \frac{s^M}{2\pi} \int_{s}^{\infty} \sum_{j=1}^{\infty} \sum_{k_1, k_2, \ldots, k_j=1}^{N} |\gamma_{k_1}| |\gamma_{k_2}| \cdots |\gamma_{k_{j-1}}| e^{-s\omega} \times \]

\[ \times \sum_{r=1}^{m_{k_j}} |c_{k_j, r}| \left\{ rN^j \omega^{M-2} + r(r-1)N^j \omega^{M-3} + \ldots + 2N^j r! \omega^{M-r-1} \right\} d\omega \] \hspace{1cm} (4.6)
Using the regularity notation $\lambda^\alpha$ as in [9] and from (4.5) and (4.6), the regularity of FIF is obtained in the following theorem.

**Theorem 4.2** Let $f$ be a FIF obtained from the interpolation data $\{(x_i, y_i) \in \mathbb{R}^2 : i = 0, 1, \ldots, N\}$, where $0 = x_0 < x_1 < \ldots < x_N = 1$, $x_k - x_{k-1} = \frac{1}{N}$ for $k = 1, 2, \ldots, N$ and $y_0 = y_N = 0$. Here, for $k = 1, 2, \ldots, N$, the functions $q_k$ in (2.1) are polynomials of degree $m_k$ and the free parameters $\gamma_k$ satisfy $|\gamma_k| < \frac{1}{N^{m+1}}$, where $m = \max\{m_k, k = 1, 2, \ldots, N\}$. Extend $f$ to $\mathbb{R}$ by defining $f(x) = 0$ if $x \notin I = [x_0, x_N]$. Let $\psi$ be such that $\hat{\psi}(\omega) = |\omega|^M e^{-\omega}$ with $M - 1 > m$. Then the following holds:

(a) $|W_\psi f(s, t)| = o(s)$ as $s \to 0$,

(b) $f$ is of regularity $M - m$ i.e. $f \in \lambda(\mathbb{R})$, $\lambda = M - m$.

**Proof** (a) It is observed that, for $p = 2, 3, \ldots, r + 1$,

$$s^M \int_0^s \omega^{M-p} e^{-s\omega} d\omega = 0 \quad \text{and} \quad s^M \int_s^\infty \omega^{M-p} e^{-s\omega} d\omega = s^{p-1}(M - p)!.$$  \hfill (4.7)

Using (4.7) in (4.5) and (4.6), we have $|W_\psi f(s, t)|_1 = 0$ and

$$|W_\psi f(s, t)|_2 \leq \frac{1}{2\pi} \sum_{j=1}^{\infty} \sum_{k_1, k_2, \ldots, k_j=1}^N |\gamma_{k_1}| |\gamma_{k_2}| \ldots |\gamma_{k_{j-1}}| \times \sum_{r=1}^{m_{k_j}} |c_{k_j,r}| \left\{ rN^j(M - 2)! s^{M-1} + r(r - 1)N^{2j}(M - 3)! s^{M-2} + \ldots \right. \right.$$  

$$\left. + 2N^{rj}r!(M - r - 1)! s^{M-r} \right\}.$$

Now, as $s \to \infty$, $|W_\psi f(s, t)| = |W_\psi f(s, t)|_1 = 0$ and as $s \to 0$, $|W_\psi f(s, t)| = |W_\psi f(s, t)|_2 \leq Cs^{M-m}$ for a suitable constant $C$. Hence, $|W_\psi f(s, t)| = o(s)$ as $s \to 0$. 
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(b) By Theorem 2.1.1 of Chapter 4 in [9], $|W_\psi f(s,t)| = o(s)$ implies $f$ is of regularity $M-m$
  i.e. $f \in \lambda(\mathbb{R})$, $\lambda = M - m$.
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