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Abstract—For efficiency reasons, manycore systems are increasingly heterogeneous, which makes the mapping of complex workloads a key problem with a high optimization potential. Constraints express the application requirements like which core type to choose, how many cores to choose, exclusively or non-exclusively, using a certain core, etc. In this work, we propose a decentralized solution for solving application resource constraints by means of an agent-based approach in order to obtain scalability. We translate the constraints into a Distributed Constraint Optimization Problem (DCOP) and propose a local search algorithm RESMGM to solve them. For the first time, we demonstrate the viability and efficiency of the DCOP approach for heterogeneous manycore systems. Our RESMGM algorithm supports a far wider range of constraints than state-of-the-art, leading to superior results, but still has comparable overheads w.r.t. computation and communication.

1 Introduction and Related Work

The amount of cores per CPU is growing and expected to be around hundreds or even thousands in the next few years [1], [2]. This creates the challenge of how to efficiently use the computational resources of such large manycore systems, i.e., which computational resources should be assigned to which application. The search space of the underlying problem grows excessively with the amount of available resources. Highly dynamic workloads make it difficult to pre-determine the resource allocation and call for runtime resource management approaches.

We strongly believe that applications will have to be resource-aware [7] and provide constraints, i.e., preferences for a desired resource assignment, to the resource management system. By introducing support for constraints on resource assignments, we give the application programmer freedom to influence the resource assignment of an application. For instance, constraints encompass a minimum and maximum amount of required compute cores, on-chip memory or NoC-bandwidth necessary to execute the application. A concrete example for such a constraint is given in Figure 1 (right), where Application 5 is mapped to the small manycore architecture (left). The application provides two implementation alternatives for its functionality and describes them as a hierarchical composition using the Or and And constraints. One implementation can be executed on an exclusively-reserved tile (Tile-Sharing forbidden) using a single (PEQuantity) specialized (PETYPE) core. Alternatively, a larger amount of regular cores scattered over several tiles of the manycore system may be used. Existing examples of applications that benefit from using constraints to express changing resource demands during different phases of their execution comprise applications that use multigrid methods [8].

Surveys of state-of-the-art manycore resource allocation systems are given in [9], [10]. Our contribution in the presented taxonomy in [9] lies in the branch of distributed resource management systems that operate at runtime and support heterogeneous resources. A similar NoC-based system architecture is targeted in [11], but it only employs a centralized stochastic hill climbing approach for resource management in order to find a contiguous mapping of resources. The approaches in [6], [12] are distributed, but they only support a small subset of the constraints conceivable in our approach. The Distributed Resource Manager (DistRM) [6] foresees one agent per application and features local decision-making. Moreover, DistRM also supports
The novel contributions of this paper are as follows:

- We are the first to tackle the problem of manycore resource management with an agent-based constraint solving approach to the best of our knowledge.

- For the first time, we formally translate the problem of agent-based solving of resource constraints for resource-aware applications in manycore systems into a versatile mathematical problem formulation: the Distributed Constraint Optimization Problem (DCOP). This yields a new approach of a fully decentralized constraint solving for resource-aware applications.

- We propose RESMGM, an optimized DCOP algorithm for decentralized resource management. It uses the maximum gain message (MGM) communication along with a multitude of novel heuristics that improve execution time and solution quality significantly. Among these heuristics are the Smart initialization heuristic to incorporate the respective system state, the Early termination heuristic, which adds improved termination detection, and the Incorporating system information heuristic, which exploits the architecture of the manycore system in order to make the evaluation of constraints more efficient.

2 Problem Formulation and System Overview

2.1 System Overview

It is expected that future manycore CPUs will consist of a big amount of so called compute tiles with a tiled Network-on-Chip (NoC)-based communication infrastructure. By compute tile we understand the basic unit of future manycore systems, consisting of one or several compute cores, caches, and a network adapter to interface the NoC. A typical software stack for manycore systems is illustrated on the left side of Figure 2. The agent-based resource management system, the focus of this publication, is situated on top of the operating system and below the application and its runtime system (providing standard library calls). By an agent we understand a software entity that exclusively negotiates the resource demands of its application, i.e., there is one agent per application. Agents can communicate with other agents via message passing. An example of the agent’s interactions is shown on the right side of Figure 2. An application that demands new or different resources, passes a constraint along with its request for resources to the agent system via the agent-system API. The agents then start a distributed constraint solving optimization that will be described in Section 3.1 Resource requests that arrive before the constraint solving finishes will be buffered and processed in the subsequent optimization. This ensures termination of the started resource management process, instead of aiming at ‘a moving target’. Afterwards, all buffered requests (potentially from different applications) are processed together.

2.2 Problem Formulation

In the following, a formal problem formulation is provided. We assume the manycore system to consist of allocatable resources \( r_e \)

\[
r_e \in R = \{r_1, \ldots, r_r\}
\]

where \( R \) is the set of all resources, and \( r \) is the total number of resources. The resources could be computational resources (i.e. cores), chunks of scratchpad memory, NoC bandwidth or other countable resources present in the manycore system. For the sake of simplicity, we will limit
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Fig. 2: Overview of targeted technology stack (left) and agent interactions (right). The agent-based resource management is implemented as a part of a manycore operating system.

our discussion to compute cores. Every resource is part of a compute tile \( t_m \).

\[
t_m \in T = \{t_1, \ldots, t_t\}
\]

(2)

The function \( \text{tile} \) maps resources to their corresponding compute tile, e.g., \( \text{tile}(r_a) = t_m \). \( H \) is the set of heterogeneous resource types. In our case there are three different computational resource types, namely \( H = \{\text{REGULAR}, \text{RECONFIG}, \text{STREAM}\} \), where REGULAR may represent a standard general purpose processor, RECONFIG may represent a runtime reconfigurable processor, and STREAM may represent a dedicated stream processing unit. Note that our approach is not limited to specific resource types or a specific number of different resource types. The function \( \text{type} : R \mapsto H \) maps resources to their corresponding heterogeneous resource type, e.g., \( \text{type}(r_a) = \text{RECONFIG} \).

The set of applications is given by \( A = \{a_1, \ldots, a_p\} \cup \{a_{\text{new}}\} \). We refer to \( \{a_1, \ldots, a_p\} \) as a priori applications with \( p \) being the number of priori applications. \( a_{\text{new}} (= a_{p+1}) \) represents a new application for which resources shall be found. Note that our approach is not limited to resource allocations for a single new application. It also supports multiple new applications and applications that change their resource requirements at runtime, but for the sake of simplicity, we limit our discussion to having just one new application. The function \( \text{assigned} \) provides the current resource assignment of an application

\[
\text{assigned} : A \mapsto \mathcal{P}(R)
\]

(4)

where \( \mathcal{P}(R) \) denotes the power set of the available resources, i.e., the resource assignment of an application is a subset of all resources. Initially \( \text{assigned}(a_{\text{new}}) = \emptyset \).

All applications \( a_j \in A \) provide a soft, valued constraint, i.e., a constraint that can be partially fulfilled.

\[
C_j : \mathcal{P}(R) \mapsto \mathbb{R}_0^+ \cup \{\infty\}
\]

(5)

We assume one constraint \( C_j \) per application \( a_j \) that takes a set of resources as input and evaluates them w.r.t. the constraint. Note that a constraint may internally consist of sub-constraints. For instance the example shown in Figure 3 (right) shows actually the (one) constraint for Application 5, describing its resource requirements. The constraints and their internal composition are formalized further in Section 3 and Eqs. [13] to [20]. The problem to be solved is to find a resource assignment for \( a_{\text{new}} \) that minimizes a cost function, given by

\[
cost : \mathcal{P}(R)^{p+1} = \mathcal{P}(R) \times \cdots \times \mathcal{P}(R) \mapsto \mathbb{R}_0^+ \cup \{\infty\}
\]

(6)

It takes the \( p + 1 \) resource assignments of the \( p \) a priori applications and the new application as input, evaluates their constraints and calculates the corresponding cost for the resource assignments, where \( cost = \infty \) means that at least one hard constraint is violated. The cost function returns smaller values for resource allocations that are more useful (i.e., have a higher utility) to the application. The goal is to minimize cost by finding a well-suited resource assignment. This is to be done by the agents, whose local knowledge is only sufficient to evaluate some of the terms in cost. The cost function is calculated as

\[
cost = \sum_{j=1}^{p+1} \left( C_j(\text{assigned}'(a_j)) \right) + \sum_{j=1}^{p+1} (C_{\text{migr},j}) + C_{\text{Sys}}
\]

(7)

where the function \( \text{assigned}' \) provides the new (to be examined) resource assignment of an application. Depending on the configuration of the resource management system, it is permissible that the a priori applications change their resource assignment from \( \text{assigned}(a_j) \in \mathcal{P}(R) \) to \( \text{assigned}'(a_j) \in \mathcal{P}(R) \) in order to allow the new application to obtain a better resource assignment and/or to improve the overall system performance. This incurs a migration cost represented by a set of migration constraints

\[
C_{\text{migr},j} : \mathcal{P}(R)^2 \mapsto \mathbb{R}_0^+ \cup \infty
\]

(8)

where \( C_{\text{migr},j} = \infty \) means that application \( a_j \) does not support migration. Lastly, it has to be made sure that resources are not assigned to different applications at the same time. We formally capture this with the system constraint \( C_{\text{Sys},j} \), which we introduce more in detail in Eq. 21.

3 Distributed constraint solving with the RESMG algorithm

3.1 Formulating resource management as distributed constraint optimization problem

We first outline how the formulated problem (see Section 2) can be expressed as a Distributed Constraint Optimization Problem (DCOP), and explain how it can be applied to solve resource constraints for manycore architectures. Our definitions regarding DCOP are based on [18]. Every agent represents one software application in the system. The set of all agents in the system is given by

\[
\tilde{A} = \{a_1, \ldots, a_p\} \cup \{a_{\text{new}}\}
\]

(9)

in analogy to the set of applications \( A \). Every agent in the system has exactly one resource assignment, except for \( a_{\text{new}} \), for which it is yet to be determined. The resource assignments of all agents make up the the resource allocation.

Every agent \( a_j \) maintains a variable \( v_j \) from the domain \( D \) in which it records the agent’s current local view of the system’s global resource allocation. That is, \( v_j \) contains the
agent’s local view about the resource owner for all r resources, i.e., itself, another agent, no agent (a free resource), or an unknown status.

\[ v_j = (a_1, \ldots, a_r) \in D = d^p = d \times \cdots \times d \]
\[ \alpha_i \in d = \hat{A} \cup \{\text{FREE}\} \cup \{\text{UNKNOWN}\} \]

(10)

Note that this local view is typically incomplete, i.e., it does not contain all information of the global view and might even contain wrong information temporarily. Each agent \( \hat{a}_j \) has its own local view \( v_j \) and each agent must at least have knowledge of all its own resources in \( v_j \). The set of all variables is given by \( V = \{v_1, \ldots, v_p\} \cup \{v_{\text{new}}\} \).

The incomplete/wrong information will be incrementally updated by communicating with other agents, as explained in the following.

Every agent strives to fulfill the constraint of its application as good as possible, taking into account the other agents. In analogy to Eq. (5), constraints are functions that rate the quality of resource assignments. The original definition of \( C_j \) in Eq. (2) expects the resources that are actually assigned to an application \( \hat{a}_j \) as input. In the following, we use an extended version of \( C_j \) that also accepts the local resource allocation view of an agent instead. For instance, the constraint \( C_j \) rates the local resource allocation view \( v_j \) of agent \( \hat{a}_j \) to inform how good the constraint is fulfilled by that assignment. The set of all constraints is given by:

\[ C = \{C_1, \ldots, C_p\} \cup \{C_{\text{new}}\} \]

(11)

The agents examine different resource assignments (i.e. intermediate assignments to variable \( v_j \)), communicate that assignment to other agents to identify and solve conflicting assignments, and try to optimize the global cost function. The cost function (lower is better) for intermediate variable assignments \( v_j \) is given by

\[ \tilde{\text{cost}} : D^{p+1} = D \times \cdots \times D \mapsto \mathbb{R}_+^+ \cup \{\infty\} \]

\[ \tilde{\text{cost}} = \sum_{j=1}^{p+1} C_j(v_j) + \sum_{j=1}^{p+1} C_{\text{migr},j} + C_{\text{Sys}} \]

(12)

in analogy to the definition in Section 2. It is noteworthy to mention that global knowledge is not necessary in order to minimize \( \tilde{\text{cost}} \). The agents minimize \( \tilde{\text{cost}} \) by sending/receiving messages to/from other agents, evaluating their constraints locally, and optimizing the assignment of their own variables.

Many different kinds of constraints are conceivable. In the following, \( \hat{a} \) is the agent to which the constraint applies, \( v = (a_1, \ldots, a_r) \in D \) (cf. Eq. 10) is a possible resource assignment for agent \( \hat{a} \), and \( v[r_e] = \alpha_e, r_e \in R \) is the local view of agent \( \hat{a} \) about the owner/status of resource \( r_e \). We envision the following constraints for our system: \( C_{\text{PEquantity}} \) constrains the number of cores in a resource assignment:

\[ C_{\text{PEquantity}}(v, \hat{a}, \text{minPES}, \text{maxPES}) = \begin{cases} 0 & \text{minPES} \leq \text{countPE}(v, \hat{a}) \leq \text{maxPES} \\ \infty & \text{else} \end{cases} \]

(13)

where \( \text{minPES}, \text{maxPES} \in \mathbb{N}_0 \) are the minimum and maximum amount of resources in the resource assignment \( (\text{minPES} \leq \text{maxPES}) \), and \( \text{countPE} \) determines the amount of PEs assigned to \( \hat{a} \) in the examined resource assignment \( v \).

\( C_{\text{PEType}} \) evaluates to the constraint cost, i.e., whether or not the constraint is fulfilled. Similarly, \( C_{\text{PEType}} \) constrains the resource types in a resource assignment:

\[ C_{\text{PEType}}(v, \hat{a}, \text{PEType}) = \begin{cases} 0 & \text{type}(r_e) = \text{PEType} \\ \infty & \text{else} \end{cases} \]

(15)

where \( \text{type}(r_e) \in H \) is the resource type of \( r_e \) (see Section 2.2) and \( \text{PEType} \in H \) is the type of the requested resource. The \( C_{\text{TileSharing}} \) constraint allows to request an exclusive access to tiles, i.e., no resource in any of the tiles of the requesting agent may be given to another agent. Additionally, the resource management system should minimize the number of tiles in the resource assignment.

\[ C_{\text{TileSharing}}(v, \hat{a}) = \begin{cases} \forall r_e \in R, v[r_e] = \hat{a} & \exists r_f \in R : \\
\text{tile}(r_e) = \text{tile}(r_f) & v[r_e] \notin \{\hat{a}, \text{FREE}\} \\
\infty & \text{else} \end{cases} \]

(16)

\( C_{\text{Downey}} \) provides a hint on the scalability of an application.

\[ C_{\text{Downey}}(v, \hat{a}, \text{Dow}_{\sigma}, \text{Dow}_{A}) = \begin{cases} 1/\text{Dow}_{\sigma} & \text{Dow}_{\sigma}, \text{Dow}_{A}, \text{countPE}(v, \hat{a}) \neq 0 \\
\infty & \text{else} \end{cases} \]

(17)

\( f_{\text{Downey}} \in \mathbb{R}_0^+ \) is a formula to model the speedup of parallel applications [19]. The model depends on the average parallelism \( \text{Dow}_{A} \in \mathbb{N} \), and the parameter \( \text{Dow}_{\sigma} \in \mathbb{R}^+ \), which are both provided by the application programmer. In order to build more complex constraints, we introduce the conjunction and disjunction of constraints and to allow for heterogeneous constraints, we define union:

\[ C_{\text{And}}(v, C_1, C_2) = \max\{C_1(v), C_2(v)\} \]

(18)

\[ C_{\text{Or}}(v, C_1, C_2) = \min\{C_1(v), C_2(v)\} \]

(19)

\[ C_{\text{Union}}(v, C_1, C_2) = C_1(v) + C_2(v) \]

(20)

Here, \( C_1 \) and \( C_2 \) are independent constraints (e.g. \( C_{\text{PEquantity}}, \text{nested} C_{\text{And}} \), etc., see Figure 4). For the \( \text{And}/\text{Or} \) constraint, \( C_1 \) and \( C_2 \) are combined by max/min to ensure that the worst/best resource assignment is considered. The union constraint allows to request heterogeneous resources. For instance, requesting regular and reconfigurable PEs is possible by creating two separate constraints (one for regular and one for reconfigurable with the corresponding PE quantities etc.) and then combining them using the union constraint. In order to guarantee a consistent system state (e.g., there must not be two agents that want to use the same resource), we introduce the notion of a system constraint:

\[ C_{\text{Sys}} = \begin{cases} \forall \hat{a}_j, \hat{a}_k \in \hat{A}, \hat{a}_j \neq \hat{a}_k & \exists r_e \in R : \\
 v_j[r_e] = \hat{a}_j \land v_k[r_e] = \hat{a}_k \\
\infty & \text{else} \end{cases} \]

(21)
The list of constraints presented here is by no means exhaustive and can be extended to capture other types of constraints according to the specific requirements of the applications. However, for the sake of simplicity, we limit our considerations to the constraints presented above. The entire DCOP is given as a tuple of DCOP = \((V, D, C, \hat{A}, \hat{c}_{\text{ost}}, \hat{t}_{\text{ile}}, R)\).

### 3.2 The RESMGM Algorithm

A variety of algorithms exist to solve the DCOP formulation established in Section 3.1. Preliminary tests show the Maximum Gain Message (MGM) [17] algorithm to be a well-suited candidate for the purpose of manycore resource management. MGM is an agent-based local search algorithm. It is incomplete, i.e., it is not guaranteed to find an optimal solution, whereas complete DCOP algorithms, like BnB-ADOPT [18], showed poor scalability in our preliminary tests due to excessive overheads in computational effort and/or message passing. Additionally, MGM comes with an anytime property, i.e., it always improves on a partial solution that can be extracted if the algorithm needs to be interrupted before termination.

Starting from MGM as a baseline, we analyze its performance and behavior when applied to the specific scenario of manycore resource management (cf. Section 3.1) and we conceive multiple novel heuristics that improve execution time and solution quality significantly, altogether building the foundation of our proposed Resource Management MGM (RESMGM) algorithm. An overview of the functioning of RESMGM is illustrated in Figure 3. A more in-depth understanding follows from the pseudo codes in Algorithms 1 and 2 and borrows its terminology from [20].

The same algorithm is executed on every agent and communication takes place via asynchronous messages between neighboring agents, i.e., agents that have a constraint between them (for instance the system constraint in Eq. (21)). In RESMGM, message delivery is assumed to be reliable, but delays are tolerated.

Neighboring agents exchange two types of messages between each other: Firstly the ok?-message contains an agent’s designation and the current assignment of its variables (see Eq. (10)). The receiving agent adds its neighbors’ current variable assignment to its agent_view, which is a possibly incomplete and outdated record of its neighbors’ resource assignment. After having received the ok?-messages from all neighbors, an agent uses its agent_view to calculate its current constraint cost and determines for which assignment of its variables it can minimize its constraint cost and by how much (= improvement). Subsequently, the agent communicates its improvement via improve-messages to all of its neighbors. To avoid oscillations, the agent is only allowed to change its variable assignment, if its improvement is maximum among its neighbors. Non-neighboring agents can change their variable assignments concurrently.

RESMGM alternates between two modes, i.e., the wait_ok?-mode and the wait_improve?-mode as illustrated in Figure 3. In the wait_ok?-mode, the agent can either be waiting for all ok?-messages to arrive from its neighbors or it can be waiting for all improve-messages to arrive in the wait_improve?-mode. At the end of the processing in the wait_ok?-mode, the agent sends out the improve-messages and switches to the wait_improve?-mode. Similarly, at the end of the processing in the wait_improve?-mode, the agent sends out ok?-messages and switches to the wait_ok?-mode. RESMGM alternates between these two modes until termination. The other agents execute the same steps. Synchronization happens when waiting for all ok?-/improve-messages to arrive from the neighbors.

The algorithm improves the solution quality monotonously, i.e., if an agent’s variable assignment does not change for any agent in a round, it will not change for any agent in the remaining rounds. The ok?-message has a Boolean field that encodes, whether the sending agent has changed its variable assignments in the last round or whether it has observed a change from any other agent’s ok?-message. Due to the high connectedness of the constraint tree, it is safe to terminate RESMGM when one agent does not see any change from other agents in a round.

### 3.3 RESMGM: Heuristics and Optimization of MGM

In the following, we describe a set of heuristics that we apply in order to improve the scalability of the MGM
algorithm. These improvements are specific to solving constraints for manycore resource management. We therefore refer to this improved version of MGM as Resource Management MGM (RESMGM). The heuristics presented below improve execution time, solution quality, or both.

**Smart initialization heuristic.** The resource management system has to solve a new DCOP every time any application changes its resource demands. We initialize the agent pairs with their actual resource assignment from the last DCOP optimization and the new agent’s variables with FREE after the first optimization round. In the very first DCOP optimization, when no prior resource allocation exists, every agent takes a value that minimizes its local cost function without taking any other agent into account. By contrast, the original MGM implementation initializes all variables with random values, as starting with ‘less conflicting’ assignments reduces the effort of the initial conflict resolution.

**Early termination heuristic.** In contrast to the original version of MGM, we employ a different technique for quick termination detection. The original MGM algorithm iterates for a fixed amount of max_distance rounds, even if an optimal solution has been found already. In general, determining, whether a partial solution will not yield any improvement in subsequent rounds, necessitates computation and communication. We make the following observation: If the variable assignment does not change for any agent in round $j, 1 \leq j \leq \text{max\_distance}$, it will not change for any agent in the remaining rounds. This is due to the monotonous improvement of the solution quality of the MGM algorithm. We extend the ok? message with a Boolean field that encodes whether the agent has changed its variable in the last round or whether it has observed change from any other agent’s ok? message. Every agent counts the rounds in which no change was observed and terminates when this counter reaches a fixed built-in threshold value that is determined for the constraint graph of the current DCOP. It is also possible to lower the threshold value, such that MGM terminates, when ‘nearly all’ agents do not observe any more change in their variables.
Early termination in local search: We formulate the DCOP as a minimization problem with a minimum constraint cost of zero. If a variable assignment with zero constraint cost is found, we can abort the search without having to iterate over the entire domain of a variable. Often variables have an optimal assignment already before the start of the optimization. This idea can be extended. Initially, the agents calculate the cost for giving up a resource (loss) and the ok? message is extended with a field for this value. Upon receiving an ok? message, agents store this value for every variable in a hash map. The agents will then assign their variables to resources of other agents first, such that the other agent has a minimal loss, while maximizing its own decrease in solution cost (gain).

Incorporating system information: This heuristic exploits information about the hardware platform in order to solve \( C_{TileSharing} \) more efficiently. If \( C_{TileSharing} \) applies, the search strategy is changed from iterating over individual cores to iterating over individual tiles. Initially, the agent has to find out for every variable, if \( C_{TileSharing} \) applies to it. The implementation of the heuristic is similar to the previous one, with the notable difference that loss and gain is accumulated for entire tiles. The heuristic allows to avoid checking resources that are on non-free tiles.

Thinking globally: In the original implementation of MGM, agents optimize their cost function locally without taking the cost of other agents into account. This heuristic allows agents to consider loss and gain of both agents in a mutual swap of resources. Due to the extended ok? message, the agent can compare its gain with the potential loss of another agent. The agent achieves this by temporarily changing its own local view to pretend a resource is not allocated. This heuristic does not improve execution time, but it improves the solution quality, especially in heavily loaded systems.

Multiple variable changes: The original implementation finds among all neighbors the variable with the maximum local gain and only this variable is allowed to change. Instead, this heuristic allows to change the assignment of an arbitrary amount of variables as long as this does not cause any conflict. An arbitrary number of variables of one agent can be changed as long as this reduces the local cost monotonously. The heuristic decreases the amount of rounds required by the algorithm.

Reduced field-of-view heuristic: If the a priori agents aim to improve their resource assignment during the optimization too, the amount of constraints can be reduced significantly by letting the a priori agents choose from PEs only, that are geometrically close to PEs on the chip, that the priori agents have claimed already. This means that the a priori agents have a limited field of view. By limiting the field of view to a fixed number of tiles, the maximum amount of constraints, and thereby conflicts, is limited to a constant and is no longer affected by the size of the manycore system and the total amount of agents.

Scalability optimizations: Initial tests show that the large number of neighboring agents affect the scalability of RESMGM noticeably. We therefore limit the amount of agents that can participate in the negotiation and propose a heuristic that allows to select a reasonable subset of agents by augmenting RESMGM with a k-d tree data structure. The manycore system is logically partitioned into partitions that group similar types and amounts of computing resources. In the simplest case of a homogeneous system (see Figure 4), this results in a binary space partition. The levels of the tree correspond to an either vertical or horizontal cut of the manycore system as illustrated in Figure 4. There is a fixed number of levels in the tree, which is predetermined for the given manycore system. The nodes (except for root) maintain a list of agents that have at least one resource assigned to them in the given cut. This tree has to be updated during the execution of the resource management. The nodes are stored in the scratchpad memory of individual cores that are associated with the cut. When a new application requests a resource allocation, its constraint is scanned, e.g., for the requested resource types. For example, if a constraint does not request any other core types than regular PEs, a list of agents for the negotiation is assembled from the k-d tree omitting cuts that have only non-regular resources (e.g., reconfigurable PEs, see Section 2.2). If a constraint involves a TileSharing constraint, the tree is scanned for a partition that contains only resources of a given agent and free resources.

4 Evaluations

4.1 Experimental Setup

We evaluated the presented method using the Sniper Multicore Simulator [21], which is a fast, accurate and parallel simulation infrastructure for x86 architectures. We implemented our proposed RESMGM and the approach presented by [13] as POSIX threads applications that can be run in Sniper.

Sniper is configured with a configuration file that is derived from the many-core configuration which is shipped with releases of Sniper. This configuration is loosely inspired by the Intel Xeon Phi and models a many-core system that features many small cores with private L1 and L2 caches and...
directory-based cache coherency. We use this configuration for our simulations and modify it in order to model a tile-based architecture (see Figure 3) in Sniper. For a tile-based architecture we need to model and measure messages that are sent between tiles, i.e., communication between agents. Therefore, we extend the model and introduce large private L3 caches per core. If used properly, read and write access to the L3 caches can be regarded as a measure of the message passing overhead.

At initialization of an agent object on a specific core, an isolated area of memory ("agent memory") is allocated for the agent such that it resides entirely in the simulated L3 cache. Agent memory is only directly accessible by a specific agent and is entirely self-contained, i.e., not only the actual data is stored in it, but also the necessary bookkeeping. The agent memory stores the agent’s message queue, its local view, and every other piece of private data. Before starting the resource management algorithm, agents load their agent memory into their private cache simulated in Sniper. Each agent runs on its own simulated core in Sniper by creating a separate POSIX thread and pinning it to a unique core.

Communication between agents occurs via simple message passing primitives. Messages are constructed in the agent memory and appended to another agent’s message queue. In order to read a message, the receiving agent retrieves a pointer from the message in the message queue and reads the content that is located in the sending agent’s agent memory. Subsequent cache-coherency traffic between cores is therefore directly related to read accesses of remote agents to another agent’s private cache. This can be exploited to measure communication overhead of the algorithms. Note that the simulations only execute the resource management algorithm to ensure that the message passing evaluation is not disturbed by application activity.

In addition to our proposed RESMGM, we implemented the resource management scheme introduced by [13] to compare against RESMGM. Ref. [13] introduces a workload-aware distributed runtime framework for malleable applications, i.e., applications that support changing their resources at runtime. In our experiments, we generate random constraints that are inspired by, but not limited to the constraints required for the multigrid solver application introduced in [22]. The multigrid solver has a master-slave structure and a global queue of jobs. For the individual jobs, it defines $C_{PEQuantity}$ to request a single-digit amount of resources, a scalability with $C_{Downey}$ and $C_{TileSharing}$ for some jobs. Each agent is assigned a random set of resources, in accordance with a user-defined a priori system load and a specified maximum number of resources per individual agent. By a priori system load $L \in [0,1]$ we understand the ratio of the number of initially allocated resources over the total number of resources in the system. The metrics we obtain from Sniper are execution time, number of executed instructions, number of requests to agent memory and maximum size of used agent memory. The number of requests to agent memory is equal to the number of loads from remote caches necessary for cache coherency measured by the Sniper framework. The numbers, that we report, are averaged over all cores of a system.

A limitation of the comparison between RESMGM and [13] is, that they do not support constraints, except for $C_{Downey}$. In order to allow for a more fair comparison, $C_{TileSharing}$ cannot be used. Ref. [13] does not distinguish between different types of resources and disregards the intricate resource requirements that applications formulate with a set of constraints. This intrinsic deficiency of [13] puts RESMGM naturally at a disadvantage in the following evaluations, since it is significantly more complex to satisfy an entire set of constraints instead of balancing different scaling properties of a number of applications. The following experiments were conducted on a system with an Intel Core i7-6700T CPU with a clock rate of 2.80 GHz and 32 GiB DDR3 RAM running Ubuntu 17.04 (GNU/Linux 4.10.0-33-generic x86_64).

### 4.2 Simulation Results

#### 4.2.1 Increasing the number of tiles

In the first experiment, we vary the domain size, i.e., the amount of tiles in the manycore system, ranging from 1 to 8. The a priori system load is at a constant of 40% and the number of a priori agents is adjusted accordingly. A priori agents are assigned up to 4 resources and the new agent requires 2 to 4 resources of any type. The overheads measured in the experiment are shown in Figure 5. RESMGM has a significantly smaller execution time and message
passing overhead, although being at a disadvantage in the simulation setup. The number of instructions and the maximum size of used agent memory are comparable for both approaches. Reducing the amount of agents that participate in the negotiation with the k-d tree helps to reduce the overheads further, albeit visually it does not seem to alter the scalability of our approach itself. For small numbers of tiles, the bars in Figure 5 for RESMGM w/ k-d tree are too small to be visually seen in the plot. Note that [13] is a randomized algorithm and the results may vary depending on random seed, system state etc.

4.2.2 Increasing the number of agents

In the second experiment, the number of a priori agents is increased from 2 to 10 on a system with 3 tiles. A priori agents only claim up to 2 resources, while the new agent continues to demand 2 to 4 resources of any type. The a priori system load ranges from 11% (with two agents) to 100% (with ten agents). The performed measurements are analogous to the previous experiment. Our findings are shown in Figure 6. Similar to the first experiment, the number of instructions and maximum size of used agent memory is comparable for RESMGM and [13]. Message passing overhead and execution times are always smaller for RESMGM, except for the case of a highly loaded system, in which RESMGM has an execution time of more than 2× compared to [13]. This is because the RESMGM agents need to test a big number of possible variable assignments and evaluate the corresponding constraints before finding a valid solution in a highly loaded system. Again, for a small numbers of agents, the bars in Figure 6 for RESMGM w/ k-d tree are too small to be visually seen in the plot.

5 Conclusions

The resources of state-of-the-art manycore systems are heterogeneous for efficiency reasons. Their management, i.e., mapping application to cores, has become a key problem since workloads are increasingly complex. We present a DCOP formulation of the manycore resource allocation problem that allows finding a resource allocation at runtime in a decentralized manner for applications that provide constraints on their resource requirements. Our proposed local search algorithm RESMGM finds resource allocations quickly and efficiently with a high solution quality requiring a feasible computational overhead. We demonstrate the effectiveness of our proposed approach with an evaluation using the Sniper multi-core simulator. The computational overheads of the state-of-the-art approach [13] and RESMGM are mostly comparable, but RESMGM allows applications to express a wide range of constraints flexibly.
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