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I. Introduction

Byzantine fault tolerant (BFT) consensus has recently gained much attention because of its intriguing connection with blockchains. Several state-of-the-art BFT consensus protocols have been proposed in the age of blockchains such as Tendermint [5], Pala [9], Streamlet [8], HotStuff [23] and Fast-HotStuff [17]. These protocols are all leader-based (i.e., protocols run in a series of views, and each view has a delegated node called the leader to coordinate all consensus decisions). To make progress, leader-based BFT protocols usually rely on view synchronization, which is an ad-hoc way of rotating leader and synchronizing nodes to the same view with the leader for enough overlap time. However, many studies and system implementations show that existing methods of view synchronization are complicated and bug-prone [2], [15], [16], [19]. In this paper, we aim to design a leaderless Byzantine fault tolerant (LBFT) protocol, in which nodes simply compete to propose blocks (containing a batch of clients’ requests) without the need of explicit coordination through view synchronization. LBFT also enjoys several other desirable features emphasized recently by the research community, such as the chain structure, pipelining techniques, and advanced cryptography [5], [9], [9], [17], [23]. With these efforts, LBFT can achieve both good performance (e.g., $O(n)$ or $O(n \log(n))$ message complexity) and prominent simplicity.

II. System Model and Preliminaries

A. System Model

We consider a system with $n$ nodes. We consider two roles of nodes in the system: proposers, who propose blocks, and voters, who vote for received blocks. The system consists of $2m + 1$ proposers and $3f + 1$ voters. At most $m$ (resp. $f$) proposers (resp. voters) may be Byzantine at any time. We assume a public-key infrastructure (PKI) of voters; each voter has a pair of keys for signing messages. In addition, we assume each proposer with identical ability to produce block proofs (introduced shortly). For simplicity, all the Byzantine nodes (i.e., Byzantine proposers and voters) are assumed to be controlled by a single adversary. The adversary is computationally bounded and cannot (except for negligible probability) forge honest nodes’ messages.

We assume that honest nodes are fully and reliably connected, i.e., every pair of honest nodes is connected with an authenticated and reliable communication link. We adopt the partial synchrony model of Dwork et al. [11], in

\footnote{In a system, a single node may play both roles.}

\footnote{Clearly, we have $n \geq 2m + 1$, $n \geq 3f + 1$, and $n \leq 2m + 1 + 3f + 1$. In particular, if every node plays both roles, then we have $n = 2m + 1 = 3f + 1$.}
which there are a known delay bound $\Delta$ and an unknown Global Stabilization Time (GST) such that all message transmissions between two honest nodes arrive within the bound $\Delta$ after GST. In other words, the system is running in synchronous mode after GST and in asynchronous mode if GST never occurs.

B. Preliminaries

**Block and Block Format.** A block has a three-tuple $\langle$parent qc, txs, $\sigma$ $\rangle$, where parent qc denotes a quorum certificate of its previous block (also referred to as its parent block), txs is a collection of application-specific transactions, and $\sigma$ is the block’s proof. (The quorum certificates and block proofs will be explained shortly.) There exists a hard-coded genesis block $G_0$. Every block except the genesis block must specify its parent block by including a quorum certificate of that block.

**Block Tree.** Blocks are chained by a sequence of certificate references $G_0 \leftarrow B_1 \leftarrow B_2 \leftarrow \cdots$. A block’s height is its distance from the genesis block. (The height of the genesis block is 0.) A chain’s length is defined as the number of blocks in the chain excluding the genesis block. For example, a chain of length 2 contains three blocks, namely, the genesis block, a height-1 block, and a height-2 block. A block $B$ is called a descendant of another block $B'$ if there is a chain from $B'$ to $B$. Conversely, block $B'$ is an ancestor of block $B$. Two (distinct) blocks $B$ and $B'$ conflict if neither is a descendant of the other. Because of the possibility of conflicting blocks, each node maintains a block tree (referred to as blockTree) of received blocks.

**Quorum Certificate.** A block’s quorum certificate (QC) is proof that more than $2f + 1$ voters have signed this block. Here, a QC could be implemented as a simple set of individual signatures or aggregated signatures [4]. We say a block is certified when its QC is received, and certified blocks are ranked by their heights. Each node keeps track of all signatures for all blocks and keeps updating the certified blocks.

**Block Proof.** In LBFT, proposers participate in a lottery to win the right of producing a block, and winning probabilities are proportional to their abilities. Once winning the lottery, a proposer sends out the block together with the proof, which is also called block proof. The lottery can be realized by different cryptographic means to generate the randomness needed. For example, the solution of a Hash puzzle is used in Proof-of-Work (PoW) lottery [13], while verifiable delay functions (VDFs) and verifiable random functions (VRFs) are widely used in Proof-of-Stake (PoS) lottery [3], [13]). Here, we exclude the cryptographic realizations of the lottery since they have already been carefully studied and implemented. Instead, we only provide the necessary abstractions for us to construct LBFT and prove its safety and liveness (See Sec. [IV-B] for details).

C. Design Goals

We aim to design a leaderless BFT (LBFT) protocol in the partial synchronous network model. From a very high level, all proposers in LBFT can compete to propose blocks once they find some block proofs (at any time), and some of these blocks will eventually be committed. Therefore, there is no explicit leader (which is also called

---

3To make the signature collection more efficient, nodes keep track of some “fresh” uncertified blocks instead of all blocks. Besides, nodes can send signatures with some signed block information (e.g., hash values or height) to accelerate other nodes’ verification processes.
primary in PBFT \cite{7}). Instead, multiple nodes can propose blocks at any given interval (which is known as view \cite{7}, and phase \cite{11}). As a BFT consensus protocol, LBFT satisfies the following safety and liveness guarantees:

- Safety: No two honest nodes commit to two different blocks at the same height.
- Liveness: If some honest proposer receives a collection of transactions $txs$, these $txs$ will eventually be included in all honest nodes’ committed blocks.

In particular, according to the FLP theorem \cite{12}, LBFT protocol can always keep safety regardless of the network condition but guarantee liveness only when the network is synchronous.

### III. PROTOCOL DESIGN

#### A. Overview

In this section, we will present an overview of the LBFT protocol. Specifically, it contains three key components: block proposing, voting and committing rules. Proposers compete to generate new blocks to extend some certified blocks chosen by the proposing rule. Specifically, a proposer is allowed to generate a new block once it finds an associated block proof. Once producing a new block, the proposer immediately broadcasts the block to other nodes. After receiving the new block, nodes first check whether this new block is valid. If yes, nodes insert this block into their local blockTrees. Meanwhile, voters will broadcast votes for this valid block if it satisfies the voting rule. When nodes collect more than $2f + 1$ votes for the block, this block will be certified, and nodes will check whether there exist new committed blocks by following the committing rule.

Unlike other leader-based BFT protocols, LBFT has no predefined views and associated delegated leaders. Therefore, there may exist conflicts between blocks (possibly produced by different proposers). For example, when one block is being broadcast, some different blocks at the same height may be produced simultaneously. As a result, nodes may observe multiple blocks (of the same height), which leads to forks. Hence, nodes have to solve block conflicts and guarantee that only one block is eventually committed at each height through careful protocol design, which can be a challenging task. Below we will explain how the aforementioned three rules address this issue.

#### B. Protocol Details

In this section, we specify the block proposing, voting, and committing rules of LBFT.

**Proposing Rule.** A proposer tries to produce a new block on top of the highest certified block that it has seen. In addition, if there are two certified blocks with the same highest height, the proposer randomly chooses one to extend.\(^5\) Note that a valid block should contain transactions that are consistent with the transactions included in its ancestor blocks, a valid QC, and block proof.

\(^4\)In blockchains, block proposers and voters may be two different groups of nodes.

\(^5\)The immediate publish of proposed blocks without additional confirmation of leadership makes the system secure against the adaptive adversary. A detailed discussion will be provided in Sec.\(^7\).\(^8\)

\(^6\)This proposing rule is similar to the longest chain rule, i.e., proposers extend the longest chain that they have seen. Here, we adopt this version for simplicity.
Voting Rule. When a node receives a new block, it first does the validity check for this block (including transactions, QC, and block proof). If this block does not satisfy the validity, the node will abandon this block. Otherwise, it will insert this block (not certified yet) into its blockTree. After that, if this node is a voter, it will check whether to vote for this block. Specifically, the voter votes for this block only if the block extends the highest certified block that it has seen. Additionally, when voting, a voter should choose the type of votes, which are mainly determined by the new block’s parent block (denoted by parent block). That is, if there exists one conflicting block of height no lower than that of the parent block in this voter’s local blockTrees and the voter has voted for this conflicting block before, the voter sends a witness vote (short for witVote); Otherwise, the voter sends a commit vote (short for comVote)\(^7\). In particular, when a voter broadcasts its witVote, it must include at least one proof (e.g., hash digest) of the conflicting blocks that have heights no lower than the parent block. Note that for each new block, a voter only votes once, and a block is certified if there are at least \(2f + 1\) votes for this block (regardless of the type of votes).

To better understand the voting rule, we illustrate some simple cases in Fig. 1. In both cases, the new arriving block \(B_{k+1}\) extends the highest certified block \(B_k\) that a voter has seen, so the voter will broadcast a vote for it. But under different conditions, the types of votes are different. In Fig. 1(a), the voter sends a witVote for the block. This is because there exists a conflicting block \(B'_k\) whose height is the same as block \(B_{k+1}\)’s parent block \(B_k\), and this voter has voted for block \(B'_k\) before. By contrast, the voter broadcasts a comVote in Fig. 1(b).

Committing Rule. When having a new certified block, a node will check whether there are new committed blocks. Specifically, if the node observes that the new certified block’s QC contains no less than \(2f + 1\) comVotes, it will commit all uncommitted ancestor blocks of this block, as shown in Fig. 2. Otherwise, it will commit no new blocks. Note that nodes maintain a chain containing committed blocks, and this chain is referred to as the main chain.

Here, we provide some insights behind the voting rule design, especially on role of the vote types. First, limiting voters to only vote for blocks that extend the longest certified chain can prevent the adversary from creating blocks with low heights\(^8\). Second, allowing a voter to vote for multiple blocks at the same height (which all extend the longest certified chain that it has seen) is for liveness. This is because, if voters are required to only vote for one block at each height, they may vote for different blocks with the same height, and then no block is certified with \(2f + 1\) votes. As a result, no higher blocks can be produced without referencing a previous certified block, i.e., no

\(^7\)For implementation, a 1-bit field can be included to denote the type of votes.

\(^8\)The longest certified chain extension requirement can be relaxed, which will be discussed in our future work.
liveness. Third, it is necessary to have two types of votes for safety. To see this, let us consider a setting where there is only one type of votes. Then, under our previous voting rule, nodes cannot commit blocks or guarantee that committed blocks are safe. For example, when a node recovers from a network partition and receives a chain from others, it cannot tell whether blocks in this chain are committed as there possibly exists another forking chain. Hence, another type of vote is required to carry the information that voters have confidence in some “pre-committed” blocks (the only block at the height when voting). Furthermore, if the majority of honest voters send out the promises that a parent block is the only block at the height, and they refuse to vote for any blocks which do not extend this block, this parent block will be committed and safe (i.e., no conflicting committed blocks can be produced at its height).

Remark 1: In LBFT, blocks have three possible states: valid, certified and committed. A valid block contains valid transactions, block proof and a QC of its parent block; A certified block has been voted by at least \(2f + 1\) voters; A committed block will be eventually committed by every honest node.

IV. SAFETY AND LIVENESS PROOFS

In this section, we provide safety and liveness proofs for LBFT. We consider no signature forgery or hash collision events as stated in Sec. II. All the lemmas and theorems below hold except for a negligible probability (in the security parameter) due to these events.

A. Safety Analysis

The safety property guarantees that there are no conflicting committed blocks at the same height. It holds for the asynchronous network as well. Before our analysis, we present two useful lemmas here.

Lemma 1: If two certified blocks \(B_k\) and \(B_k'\) are observed by some honest nodes, there must exist an honest voter who has voted for both of them.

Proof: Let \(S\) (resp. \(S'\)) denote the set of honest voters that have voted for block \(B\) (resp. \(B'\)). As there are at most \(f\) corrupted voters (who can voted twice for both block \(B\) and \(B'\)), set \(S\) and \(S'\) at least contain \(f + 1\) honest voters. The intersection of these two sets (of honest voters) is \(|S \cap S'| \geq (f + 1) + (f + 1) - (2f + 1) = 1 > 0\). This implies that at least one honest voter must have voted for both block \(B\) and \(B'\). \(\square\)

Lemma 2: Suppose that a certified chain adopted among honest nodes contains two blocks \(B_k, B_{k+1}\) at height \(k\) and \(k + 1\), respectively, and block \(B_{k+1}\)’s QC contains no less than \(2f + 1\) comVotes. Then, there cannot exist a conflicting block \(B_k' \neq B_k\) such that \(B_k'\) is also certified.
Proof: Assume for contradiction that $B'_k \neq B_k$ is certified in at least one honest node, as shown in Fig. 3. By Lemma 1 there must exist one honest voter who has voted for these two blocks. In particular, this voter has sent a comVote for block $B_{k+1}$. Let $t_0$ (resp. $t_1$) denote the time when this voter voted for block $B_{k+1}$ (resp. $B'_k$). No matter $t_0 < t_1$ or $t_0 > t_1$, we will drive a contradiction. (Here, a voter is assumed to sequentially vote for blocks, so we do not consider the case $t_0 = t_1$.)

- $t_0 < t_1$. The honest voter first voted for block $B_{k+1}$. According to the voting rule, when the voter receives block $B'_k$, it would not vote for it. This is because the voter at least has seen a block at height $k$ (i.e., block $B_k$), and obviously, $B'_k$ does not extend the highest certified block. This leads to a contradiction.

- $t_0 > t_1$. The honest voter first voted for block $B'_k$. When the voter later received $B_{k+1}$, it would send a witVote for it according to the voting rule (because block $B'_k$ has the same height as block $B_{k+1}$’s parent block $B_k$, and this voter has voted it.). This leads to a contradiction that this voter has sent a comVote for block $B_{k+1}$.

Lemma 2 shows that once a block $B_{k+1}$ is certified with at least $2f + 1$ comVotes, its parent block will be the only certified block at height $k$. Furthermore, the parent block will be the only committed block at height $k$, which guarantees the safety of committing this block. However, this is not enough to prove the safety property. Recall that, according to the committing rule, all uncommitted ancestor blocks of the parent block are also committed. The following theorem will show that the safety property holds for all committed blocks.

**Theorem 1 (Safety):** If blocks $B_k$ and $B'_k$ at height $k$ are committed by some honest nodes, then $B_k = B'_k$.

Proof: Assume for contradiction that $B'_k \neq B_k$ is committed by some honest nodes. (Note that the two blocks could also be committed by a single node.) First, according to the committing rule, there must exist two chain branches: one chain branch containing block $B_k$ ended with two certified blocks $B_v$ and $B_{v+1}$ (with heights $v$ and $v+1$, respectively), and another one containing block $B'_k$ ended with two certified blocks $B'_m$ and $B'_{m+1}$ (with heights $m$ and $m+1$, respectively) adopted by at least one honest node. Both QCs of blocks $B_{v+1}$ and $B'_{m+1}$ contain no less 2f + 1 comVotes. By the committing rule, block $B_v$ together with its ancestor blocks, and block $B'_m$ together with its ancestor blocks are all committed. Obviously, $v, m \geq k$. With loss of generality, assume that $v \leq m$. By Lemma 1 there must exist one honest voter who has sent comVotes for both of blocks $B_{v+1}$ and $B'_{m+1}$. Let $t_0$ (resp. $t_1$) denote the time when this voter voted for block $B_{v+1}$ (resp. $B'_{m+1}$). No matter $t_0 < t_1$ or $t_0 > t_1$, we will drive a contradiction.

- $t_0 < t_1$. The honest voter first voted for block $B_{v+1}$. By Lemma 2 there cannot exist a certified block $B'_v$. 

Fig. 3. The safety violation cases (impossible).
As $v \leq m$, there cannot exist certified blocks $B'_{m}$. Furthermore, this voter could not vote for block $B'_{m+1}$ without receiving its parent block. This leads to a contradiction.

- $t_0 > t_1$. The honest voter first voted for block $B'_{m+1}$. By Lemma 4, there cannot exist a conflicting certified block at $m$. This implies $k + 1 < m$. In addition, to vote for $B'_{m+1}$, this voter at least has received the parent block $B'_m$. Obviously, block $B_{k+1}$ did not extend the highest certified block (Block $B_k$ has a smaller height than block $B'_m$), this voter would not vote for it. This leads to a contradiction.

B. Liveness Analysis

In this section, we prove liveness for LBFT. The liveness property guarantees that honest blocks (including clients’ transactions) will be eventually committed no matter what the adversary does. Specifically, the liveness property holds only when the network is synchronous, i.e., after the GST. This is because when the network is partitioned and delays can be arbitrarily long, no certified blocks can be produced (without enough votes), and consequently, no blocks can be committed.

1) Proof Overview: Let us first revisit the block committing case in Fig. 2. In this case, block $B_k$ is the only certified block at height $k$, and is later extended by some descendant blocks $B_{k+1}$ and $B'_{k+1}$. During the voting process for blocks $B_{k+1}$ and $B'_{k+1}$, there are no other blocks at height $k$ except for block $B_k$. Obviously, honest voters will send comVotes for blocks $B_{k+1}$ and $B'_{k+1}$ according to the voting rule. Eventually, when nodes receive at least $2f + 1$ comVotes for either block $B_{k+1}$ or block $B'_{k+1}$, they will commit block $B_k$ together with its ancestor blocks by the committing rule. Therefore, if there exists such a certified honest block, and the block remains unique at its height until it is later extended by a certified descendent block (i.e., with at least $2f + 1$ comVotes), the block together with its ancestor blocks will be committed. The following analysis will show that, with high probability, there always exist such certified honest and unique blocks (referred to as certified unique blocks for short), which will be committed no matter what the adversary does.

To this end, we first prove that the liveness property can hold from any time $t_0$ after the GST under an ideal assumption that the adversary does not withhold any block at time $t_0$. Specifically, we prove that there exist certified unique blocks with high probability no matter what the adversary does. The existence of certified unique blocks can guarantee that there are honest committed blocks after $t_0$. We then relax this ideal assumption and show that the adversary can only hide a finite number of blocks at time $t_0$, which does not affect the existence of certified unique blocks.

2) Detailed Analysis: We first introduce a mathematical model of the generation process of block proofs. For concreteness, we assume that LBFT adopts the well-known PoW lottery to generate block proofs, which implies that the generation process can be modeled as a Poison process with rate $\lambda$ [1], [10], [20], [22]10. In particular, the

9When the network is synchronous, it takes at most $2\Delta$ to certify a block by Lemma 4.

10LBFT can also adopt other cryptographic means to realize the lottery. In [10], the authors provided a unified framework to model the block producing process of PoW, Proof-of-Stake, and Chia Proof-of-Space lotteries. The liveness analysis can be easily extended to different models.
generation process at each proposer is a Poisson process with rate $\lambda/(2m+1)$ as proposers have identical capability in our system model. Let $\beta (\beta \leq m/(2m+1))$ be the fraction of proposers corrupted by the adversary. Let $\lambda_h$ and $\lambda_a$ denote the rate at which the honest proposers and the adversary produce block proofs, respectively. We have $\lambda_a = \beta \lambda$ and $\lambda_h = (1-\beta)\lambda$. As $\beta < 1/2$, we have $\lambda_a < \lambda_h$. We next present some useful lemmas.

**Lemma 3:** If an honest node has observed a certified block at time $t_0$ ($t_0 \geq \text{GST}$), then every honest node observes a chain ended with this certified block by the time $t_0 + \Delta$.

**Proof:** First, by the strong $\Delta$-bounded assumption during periods of synchrony, all honest nodes will have observed this block by $t_0 + \Delta$. Second, for a certified block, at least $f+1$ honest voters have signed for this block at or before time $t_0$, and they must have observed a certified blockchain extended by this block by time $t_0$. Hence, by the time $t_0 + \Delta$, every honest node will observe a chain ended with this certified block.

**Lemma 4:** If an honest node has observed a block $B_t$ (not certified yet) that extends a certified blockchain at time $t_0$ ($t_0 \geq \text{GST}$), then every honest proposer can start to produce blocks of height at least $\ell + 1$ by the time $t_0 + 2\Delta$.

**Proof:** First, this block $B_t$ will reach all the honest nodes by time $t_0 + \Delta$ by the $\Delta$-bounded assumption during periods of synchrony. Next, by Lemma 3, its certified ancestor blocks will reach all the honest nodes by time $t_0 + \Delta$. Then, all honest voters will send votes for this block (no matter what is the type) unless that some of the honest voters have observed a certified chain with no less than $\ell$ length at time $t_0 + \Delta$. If all honest voters vote for this block at time $t_0 + \Delta$, then at least $2f+1$ votes will arrive at all honest nodes by time $t_0 + 2\Delta$, and then all nodes will observe a certified chain ended with this certified block. Otherwise, at least one honest voter has seen a certified chain of no less than $\ell$ length at time $t_0 + \Delta$, and by Lemma 3 all nodes will observe this chain by time $t_0 + 2\Delta$. Therefore, no matter in which cases, honest nodes will observe a certified chain with no less than $\ell$ length at time $t_0 + 2\Delta$. Every honest proposer can start to produce blocks with at least a height of $\ell + 1$.

Next, we introduce a special kind of honest blocks called *unique* blocks. An honest block produced at time $t$ is called a unique block if there is no honest block produced in the previous and next $2\Delta$ time. We have the following two lemmas for unique blocks.

**Lemma 5:** Suppose block $B$ is a unique block of height $\ell$, then no other honest block can be of height $\ell$.

**Proof:** Suppose for contradiction that two honest blocks $B$ and $B'$ of height $\ell$ are produced at time $t$ and $t'$ respectively. Since no other honest block is produced between time $t - 2\Delta$ and $t + 2\Delta$, we have $t' \geq t + 2\Delta$ or $t' \leq t - 2\Delta$. If $t' \geq t + 2\Delta$, by Lemma 4 every honest node observes a certified chain of length at least $\ell$ by time $t'$, and meanwhile, proposers produce blocks on top of it. Therefore, no honest proposer will produce a new block of height $\ell$ after time $t'$, leading to a contradiction. Similarly, if $t' \leq t - 2\Delta$, every honest node observes a certified chain of length at least $\ell$ before the time $t$ (or even earlier), leading to a contradiction.

The following lemma gives the bounds on the number of unique blocks in a time interval of $t$.

**Lemma 6:** Let $\eta = e^{-2(1-\beta)\lambda\Delta}$. For any $0 < \delta < 1$, the number of unique blocks produced in a time interval $t$ is at least $(1 + \delta)^2(1-\beta)\lambda t$, except for probability $e^{-\Omega(t)}$.

**Proof:** Let $N_H(t)$ denote the number of honest block produced in a time interval $t$, and note that $E[N_H(t)] = \lambda_h t = (1-\beta)\lambda t$. Then, for any $\delta_1 \in (0, 1)$, we have $\Pr[N_H(t) \leq (1-\delta_1)(1-\beta)\lambda t] \leq e^{-\delta_1^2(1-\beta)\lambda t/2} = e^{-\Omega(t)}$ by
Lemma 10. In particular, let \( k = (1 - \delta_1)(1 - \beta)\lambda t \) be an integer by choosing a suitable \( t \). We enumerate the first \( k \) honest blocks produced since the start of the time interval as blocks 1, 2, ..., \( k \). Without loss of generality, we assume there is a block 0 (resp. block \( k + 1 \)) that is the last honest block produced before (resp. after) the interval.

Let \( X_i \) denote the block interval between \((i - 1)\)-th and \( i\)-th block. Recall the block production process of honest proposers is the Poisson process with rate \((1 - \beta)\lambda\). Hence, \( X_i \) follows i.i.d. exponential distribution with the same rate. Let \( Y_i \) denote an indicator random variable which equals one if the \( i\)-th block is unique block and zero otherwise. Define \( Y = \sum_{i=1}^{n} Y_i \). It is easy to see that the \( i\)-th block is a unique block if \( X_i \geq 2\Delta \) and \( X_{i+1} \geq 2\Delta \). Since \( X_i \) and \( X_{i+1} \) are independent, we have \( \Pr[X_i = 1] = \Pr[X_i \geq 2\Delta]\Pr[X_{i+1} \geq 2\Delta] = e^{-4(1-\beta)\lambda\Delta} = \eta^2 \).

Note that \( Y_i \) and \( Y_{i+1} \) are not independent since they both depend on the event that \( X_{i+1} \geq 2\Delta \), but \( Y_i \) and \( Y_{i+2} \) are independent. Thus, \( Y \) can be broken up into two summations of independent Boolean random variables \( Y = \sum_{\text{odd}} Y_i + \sum_{\text{even}} Y_i \). By Lemma 11, we have \( \Pr[Y \leq (1 - \delta)\eta^2(1 - \beta)\lambda t] \leq e^{-\delta^2\eta^2(1-\beta)\lambda t/2} = e^{-\Omega(t)} \).

The following lemma presents the condition to guarantee that there exist certified unique blocks in the longest certified chain.

Lemma 7: Suppose \( \eta^2(1 - \beta) > (1 + \delta)\beta \). In a time interval \( t \), there exist certified unique blocks in the longest chain except for \( e^{-\Omega(t)} \) probability.

Proof: Let \( N_H(t) \) (resp. \( N_A(t) \)) denote the unique (resp. adversarial) block produced in the interval \( t \). By Lemma 6, the number of unique blocks is \( N_H(t) > (1-\delta_1)\eta^2(1-\beta)\lambda t \) except for \( e^{-\Omega(t)} \) probability. Similarly, the expected time for the adversary to produce a block is \( \frac{1}{\lambda \eta^2} \). In the best case, the adversary can immediately transmit a block to honest voters, and then obtain their votes without delay. This means that the adversary can immediately produce the next block on its new block. Thus, during a time interval \( t \), the adversary can produce blocks at most \( (1 + \delta_2)\lambda t \) except for probability \( e^{-\delta^2_2\lambda t/3} = e^{-\Omega(t)} \) by Lemma 10.

By setting \( \delta_1 = \delta_2 = \delta/4 \) and noticing \( \frac{1+\delta/4}{1-\delta/4} < 1 + \delta \), we have \( (1-\delta_1)\eta^2(1-\beta) > (1+\delta_2)\beta \). Therefore, \( N_H(t) > N_A(t) \) except for \( e^{-\Omega(t)} \) probability. This means that the adversary cannot create conflicting blocks to match each unique block. In other words, there exist unique blocks that every honest voter will vote for it (as it is the only block that extends the longest certified chain), and then this block will be certified.

Theorem 2 (Liveness): Suppose \( \eta^2(1 - \beta) > (1 + \delta)\beta \). In a time interval \( t \), there exist committed honest blocks in the main chain except for \( e^{-\Omega(t)} \) probability.

Proof: By Lemma 7, there exists at least one certified unique block in the longest chain except for \( e^{-\Omega(t)} \) probability. Without loss of generality, we assume that such a block \( B \) is produced at time \( t_1 \). By time \( t_1 + 2\Delta \), all honest proposers can produce the next block on block \( B \) by Lemma 4. When a new block is proposed, honest voters will send \( \text{comVotes} \) for this new block by the voting rule, and this new block will be certified at each node within \( 2\Delta \) interval. By that time, the unique block \( B_l \) together with its ancestor blocks will be committed by each nodes.

Finally, we will relax the ideal assumption and allow the adversary to withhold some blocks from honest proposers at time \( t_0 \) and then publish them to match unique blocks produced by honest proposers. The following lemma shows that the adversary cannot hide more than a finite number of blocks that are higher than the highest block that any honest nodes know after \( \text{GST} + 2\Delta \).
Lemma 8 (Bounded number of hidden blocks): At any time \( t_0 \geq \text{GST} + 2\Delta \), the number of unknown blocks to any honest nodes is bounded with high probability.

Proof: Without loss of generality, we assume block \( B_\ell \) is the highest block published by the adversary before the time \( t_0 - 2\Delta \). Specifically, to produce block \( B_\ell \), all ancestor blocks of block \( B_\ell \) have been certified. This implies, at least \( f + 1 \) honest nodes have seen and voted for block \( B_\ell \)'s parent block before the time \( t_0 - 2\Delta \). (In the ideal case, we assume the adversary immediately collect all votes for block \( B \)'s parent block, and then generate block \( B \) without delay.) By Lemma 4, all honest nodes would observe a certified chain with no less than \( \ell \) length by time \( t_0 \). Let \( N_A(2\Delta) \) denote the number of produced adversarial blocks between the time \( t_0 - 2\Delta \) and time \( t_0 \). As the block proof production process of the adversary is a Poisson process with rate \( \lambda h \), the probability of generating \( k \) new blocks that extend block \( B_\ell \) is \( e^{-2\lambda h (2\Delta)}/k! \), which drops exponentially with the increase of \( k \).

This lemma implies that any honest nodes do not know a finite number of blocks that are higher than the highest block that they have known. Therefore, by increasing the interval \( t \), LBFT can guarantee these exist certified unique blocks, which will be committed with high probability. This establishes the liveness of LBFT.

V. Discussion

A. Message Complexity

In this section, we briefly discuss how to reduce the message complexity. Let us first revisit the message complexity of the current version of LBFT. When receiving a new block (satisfying the voting rule), a voter will broadcast its vote of this block to all nodes. Hence, the message complexity of broadcasting all votes equals to the product of the number of voters and the number of nodes, i.e., \( O(n^2) \) message complexity. When a subsequent proposer produces a new block on this block, it has to include a QC with at least \( 2f + 1 \) votes and broadcast the new block to all nodes, which also occurs \( O(n^2) \) message complexity.

We can reduce the message complexity in the following ways. First, we can use aggregated signatures \(^{11}\) for the QC to reduce the message complexity of broadcasting a block to \( O(n) \). Second, we can change the message transmitting pattern to reduce the message complexity. Specifically, we can use a gossip protocol or a leader-based pattern. With a gossip protocol, the message complexity for proposers (resp, voters) to transmit blocks (resp, votes) is \( O(n \log(n)) \). With a leader-based pattern, the producer of a new block becomes a “leader”, and all voters only send their votes for this new block to this leader. When collecting enough votes (forming a certificate), the leader will send the QC of its block to every nodes. In this way, the message complexity of votes and blocks become \( O(n) \). Note that changing the message transmitting pattern does not affect the block proposing, voting, and committing rules.

B. Adaptive Adversary

In LBFT, proposers participate in a lottery to win the right to produce a block. Once winning a lottery, proposers immediately publish their blocks. There is no further special role or actions after the block publishing is performed.

\(^{11}\)In the worst case, there are two types of votes for a block. Hence, at most two aggregated signatures of votes are needed.
Therefore, the block proposing is unpredictable, which makes LBFT secure against a fully adaptive adversary. By contrast, some leader-based BFT systems require nodes to first participate in a lottery to win the leader candidacy [14], [21]. After that, one candidate is eventually chosen as the leader by some reductions or agreements, and the single leader is responsible for coordinating the consensus decisions. However, the additional reductions or agreements may expose these candidates’ identity, making it possible for a fully adaptive adversary to corrupt them. Consequently, a corrupted leader would hinder the progress.

VI. PRIOR WORK

In this section, we review several state-of-the-art BFT protocols [5], [9], [23] in the age of blockchains that are mostly related to LBFT. As we will see, LBFT enjoys many desirable features achieved by these protocols.

**Tendermint.** Tendermint [5] features a continuous leader rotation (also called the democracy-favoring leader rotation [9]) based on PBFT protocol. Specifically, Tendermint embeds a round-change mechanism into the common-case pattern, and the leader is re-elected from all the nodes by some desired policy after every block, resulting in better leadership fairness.

**Casper FFG.** Buterin and Griffith [6] proposed a protocol called Casper FFG, which works as an overlay atop NC to provide “finality gadget”. Casper FFG applies an elegant pipelining idea to the classical BFT protocol, i.e., if each block requires two rounds of voting, one can piggyback the second round on the next block’s voting. This pipelining idea enables the system to have one identical round (rather than multiple rounds with different functionalities and names [7]), and so significantly simplifies the protocol design.

**Pala and Streamlet.** Pala [9] is a simple BFT consensus protocol that adopts the pipelining idea. However, for high throughput, it uses a stability-favoring leader rotation policy. Based on this work, Chan et al. [8] proposed Streamlet, which further simplifies the voting rule. Streamlet aims to provide a unified, simple protocol for both teaching and implementation.

**HotStuff.** HotStuff proposed by Yin et al. [23] creatively adopts a three-phase commit rule (rather than the two-phase commit rule used in Casper FFG, Pala, and Streamlet) to enable the protocol to reach consensus at the pace of actual network delay. In addition, HotStuff adopts the threshold signature to realize linear message complexity, and can also be pipelined into a practical protocol for building large-scale blockchains.

VII. CONCLUSION

In the paper, we propose a leaderless BFT (LBFT) consensus protocol, which does not require coordinators to make progress. Consequently, LBFT eliminates the often complicated view synchronization, leading to better security and simplicity. LBFT also enjoys many desirable features, such as the chain structure, pipelining techniques, and advanced cryptography. All these efforts make LBFT both practical (i.e., \(O(n)\) or \(O(n\log(n))\) message complexity after optimizations), secure and simple to be implemented for large-scale applications like blockchains.

\[12\] In PBFT, for committing one proposal, there are two phases: prepare and commit phases, and each phase has different functionalities.
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APPENDIX

A. Concentration Bounds

In this section, we provide the concentration bounds that we use in the analysis. We denote the probability of an event $E$ by $\Pr[E]$ and the expected value of a random variable $X$ by $\E[X]$.

Lemma 9 (Chernoff bound): Let $X_1, \ldots, X_n$ be independent random variables, and let $\mu := \E[\sum_{i=1}^n X_i]$. For $0 < \delta < 1$, we have

$$\Pr[\sum_{i=1}^n X_i > (1 + \delta)\mu] < e^{-\delta^2\mu/3} \quad \text{and} \quad \Pr[\sum_{i=1}^n X_i < (1 - \delta)\mu] < e^{-\delta^2\mu/2}.$$

Lemma 10 (Chernoff bounds for Poisson random variables): Let $X$ be a Poisson random variable with mean $\mu$. Then, for $0 < \delta < 1$, $\Pr(X \geq (1 + \delta)\mu) \leq e^{-\delta^2\mu/3}$ and $\Pr(X \geq (1 - \delta)\mu) \leq e^{-\delta^2\mu/2}$.

Lemma 11 (Chernoff bound for dependent random variables [20]): Let $T$ be a positive integer. Let $X^{(j)} = \sum_{i=0}^{n-1} X_{j+iT}$ be the sum of $n$ independent indicator random variables and $\mu_j = \E[X^{(j)}]$ for $j \in \{1, \ldots, T\}$. Let $X = X^{(1)} + \cdots + X^{(T)}$. Let $\mu = \min_j \{\mu_j\}$. Then, for $0 < \delta < 1$, $\Pr[X \leq (1 - \delta)\mu T] \leq e^{-\delta^2\mu/2}$.