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ABSTRACT. A recent line of work [3, 5, 23, 29] has established intriguing connections between the generalization/compression properties of a deep neural network (DNN) model and the so-called layer weights’ stable ranks. Intuitively, the latter are indicators of the effective number of parameters in the net. In this work, we address some natural questions regarding the space of DNNs conditioned on the layers’ stable rank, where we study feed-forward dynamics, initialization, training and expressivity. To this end, we first propose a random DNN model with a new sampling scheme based on stable rank. Then, we show how feed-forward maps are affected by the constraint and how training evolves in the overparametrized regime (via Neural Tangent Kernels). Our results imply that stable ranks appear layerwise essentially as linear factors whose effect accumulates exponentially depthwise. Moreover, we provide empirical analysis suggesting that stable rank initialization alone can lead to convergence speed ups.

1. INTRODUCTION

Stable Ranks in Neural Networks

Obtaining good generalization properties is a central task in current machine learning research as well as practical work. Motivated by classical VC theory [32], a recent line of work [3, 23, 5] obtained DNN generalization-error estimates in terms of the so-called stable ranks of the weight matrices (i.e. the ratio of the matrix’s Frobenius and spectral norms; formal definition is given below). Intuitively, the stable rank is a continuous counterpart of the rank of a matrix and represents the effective “true” number of parameters, or the “effective” size of a layer in the DNN. Hence, bounds on the stable rank yield control on the complexity of the weight matrices and, ultimately, on the flexibility of the hidden representations. Recently, stable rank-based regularization was studied [29], and furthermore, [29, 24] empirically demonstrated that carefully crafted regularizations based on spectral norms and stable ranks can lead to impressive performance improvements of DNN models in terms of scaling and generalization (in particular, for Generative Adversarial Networks [12]).

A major question that was implicitly addressed in the above body of literature asks about the DNN’s capabilities whenever stable ranks are constrained:

1. The geometric features and (PAC-based) generalization bounds of DNN’s hidden representations are controlled by the layer weights’ stable rank via exponential-to-linear trade-off. Left to right: the output of a multi-layer perceptron whose layer weights are of increasingly large stable ranks.
**Question 1:** How can one quantify the trade-off between lower stable ranks, generalization bounds and the network’s expressivity? In particular, how “expressive” can the space of DNNs conditioned on their layers’ stable ranks be?

A missing piece of analysis in this regard goes along the net’s geometric and feed-forward map properties. The notion of DNN expressivity has been central to a substantial body of ML literature (e.g. [27, 26] and the references therein). By expressivity, one usually refers to the network’s ability to adapt to a multitude of scenarios and data distributions, still providing meaningful and useful data representations w.r.t. the present task (e.g. classification, clustering, etc). To this end, a highly-expressive neural net should geometrically be capable of shaping and transforming the data in a sufficiently sophisticated way. Hence, our goal in this regard will be to analyze how basic geometric notions such as lengths of curves, distances and curvature change as one applies the feed-forward map of the neural network.

**Question 2:** Is the space of DNNs conditioned on stable ranks useful for initialization? How is this reflected in the training?

Previous work in this regard established mostly empirical results on stable rank regularized training [29]. However, the theoretical training framework appears to a large extent unexplored. Moreover, interesting related questions if (and why) stable rank initialization alone is beneficial remain open.

In this work we discuss Questions 1, 2 in the regime of large-width DNNs. Regarding Question 1:

- We propose and study a random DNN model constrained on layers’ stable rank (Section 3).
- After obtaining suitable moment bounds for our non-standard layer sampling, we theoretically study the behavior in the large width limit. Here, we show how one can make use of both simultaneous limit techniques [33, 9] as well as "classical" sequential (GP-based) limits [13, 26, 27, 21]. Regarding the latter and somewhat surprisingly, our non-standard matrix sampling still yields normal distributions via an application of a non-trivial Central Limit Theorem for the Orthogonal group $O(n)$ as $n \to \infty$ [7].
- Finally, we obtain control on the DNN’s feed-forward dynamics and see that stable ranks act as linear factors layerwise (Theorem 4.1). Using arguments in [26, 27] one sees that within our DNN model small stable ranks (bounded above by $s$) lead to an exponential decrease of geometric expressivity (regarding the net’s depth $L$) in terms of curvature and curve lengths, i.e. these geometric quantities are bounded by $\sim s^L$ (Section 5). At the same time the model-capacitory contribution in the well-known theoretical PAC-based generalization gaps [24, 3, 29] are improved linearly in terms of the net’s stable rank, i.e. as $\sim L s$.

Regarding Question 2:

- We analyze training of stable rank constrained nets via Neural Tangent Kernels (Section 3). Similar to the feed-forward dynamics, we see that evolution kernels scale layerwise w.r.t. stable ranks.
- Further, we provide empirical analysis and theoretical motivation as to why stable rank initialization alone could be useful for improving training convergence (Section 7).

**Further motivation and some open questions**

In the present paper, the random model methodology is inspired by works such as [26, 27] - namely, our considerations are mostly taking place within a suitable random DNN model where the layers are stable rank constrained. Furthermore, as in [26, 27] some of our analysis (and proposed random DNN model) is not making use of data characteristics or training-algorithm information. The guiding idea here is that one attempts to understand generic DNN behavior under stable-rank (capacity) constraints. Moreover, as a first step we implicitly interpret these constraints as well-controlling the PAC-based generalization bounds (Section 2 below). Of course, the full generalization bound also includes a post-training loss term (which in practice is often
comparable or negligible in comparison to the other model-capacitory terms) - in this regard one interpretation of our random DNN model is as follows: one trains a black-box DNN without direct access to the layer weights, but after training has information only on stable-ranks and train loss (thus controlling completely the theoretical generalization bound): hence, "opening the black-box" could be interpreted in a simplistic way as drawing a DNN from the proposed scheme. Indeed, a natural follow-up would be to improve the random DNN model by explicitly using training or data information. Below we observe how data sets might exhibit "natural" stable ranks - being able to estimate those in advance is an intriguing open problem. In particular, this might require one to understand and extract insights on how the layers’ stable ranks are related with data Hessian and NTK evolution in the spirit of [1].

Another interesting open question addresses the negative correlation between generalization and some PAC-based estimates established empirically for unconstrained/unregularized random DNNs [16]. It is argued in [29] that this observation becomes invalid whenever stable rank constraints/regularization are enforced within this random DNN model. Here, we also provide some empirical analysis in support of the latter. However, the intriguing question how and in which regime the negative correlation holds remains open.

2. Background

We define a fully connected feed-forward DNN with Lipschitz activation \( \varphi \), and \( L \) layers of width \( N_0, \ldots, N_L \) as a mapping \( f_\theta : \mathbb{R}^{N_0} \rightarrow \mathbb{R}^{N_L} \) (\( \theta \) being the set of parameters) with the following structure. For \( l = 1, \ldots, L \) let \( W^l \) be the \( N_l \times N_{l-1} \) matrix in the \( l \)-th layer, and \( b^l \) be the corresponding bias. We let \( \tilde{\alpha}^l \) be the output (pre-activation) from the \( l \)-th layer, and \( \alpha^l \) be the post-activation. Thus, for an input vector \( x \in \mathbb{R}^{N_0} \) the feed-forward mappings are given by:

\[
\tilde{\alpha}^l(x) = \gamma^l W^l \alpha^{l-1}(x) + b^l, \quad \alpha^l(x) = \varphi(\tilde{\alpha}^l(x))
\]

(1)

where we set \( \alpha^0(x) = x, f(x) = \tilde{\alpha}^L(x) \), and the nonlinear activation function \( \varphi(\cdot) \) is applied coordinate-wise. \( \gamma^l \) is a normalization factor, and the common choice for \( \gamma^l \) in ML literature is 1. However, to ensure stability at the large width asymptotics, some results require a normalization factor which compensates for the growing width (e.g., in [15, 33], the authors have used \( \gamma^l = \frac{1}{\sqrt{N_{l-1}}} \)). Note that in this context, the parameter set \( \theta \) consists of the layer widths \( W^l \) and biases \( b^l \). Under the standard random Gaussian weights assumption the entries of each weight matrix \( W^l \in \mathbb{R}^{N_l \times N_{l-1}} \) at the layer \( l \) are sampled independently from a normal distribution \( \mathcal{N}(0, \sigma_b^2 / N_{l-1}) \), and similarly, the bias entries are initially sampled from \( \mathcal{N}(0, \sigma_w^2) \) where \( \sigma_w, \sigma_b \) are some fixed positive numbers.

For a matrix \( A \in \mathbb{R}^{D_1 \times D_2} \) we denote by \( \|A\|_2 \) the spectral norm of the operator, i.e. \( \sup_{\|x\|=1} \|Ax\| \); \( \|A\|_2 \) is the largest singular value of the linear operator \( A \). The stable rank of a matrix \( A \in \mathbb{R}^{D_1 \times D_2} \) is defined as

\[
srank(A) := \frac{\|A\|_F^2}{\|A\|_2^2} = \sum_{i=1}^{\text{rank}(A)} \frac{\sigma_i^2}{\sigma_1^2},
\]

(2)

where \( \| \cdot \|_F \) denotes the Frobenius norm and \( \sigma_1 \geq \cdots \geq \sigma_n \) denote the singular values of \( A \), while \( \text{rank}(A) \leq \min(D_1, D_2) \). As mentioned before, the stable rank is intuitively understood as a continuous proxy for \( \text{rank}(A) \) and is known to be more stable against small perturbation [3, 29, 23].

The relation between stable ranks and generalization has been intensively studied over the last years [29]. For a DNN consisting of \( L \) layers as above, recent works obtain generalization errors, roughly speaking, in terms of the expression \( \mathcal{O}\left( \prod_{l=1}^L \|W^l\|_2^2 \sum_{l=1}^L \text{srank}(W^l) \right) \), see [24, 3]. A related stronger compression-based estimate in terms of so-called noise cushions is obtained in [3]. Clearly, the generalization error is influenced by the spectral norms, as well as the stable ranks of the layers. Intuitively, small stable rank and spectral norm implies a smoother model, while for high values the learning model can overfit the training data.
3. Random DNNs with given stable rank and spectral norm

To obtain a basic intuition how stable ranks might vary, we first evaluate the stable rank behaviour of the standard Gaussian model for random DNNs as defined in Sec. [2]

**Proposition 3.1** (Supplementary, Section [10]). Let us suppose that the DNN’s weights are i.i.d. Gaussian and the widths \( N_l, N_{l-1} \) are increasingly large, but the ratio \( N_{l-1}/N_l = \alpha \) is kept fixed for some \( \alpha \in (0, 1] \). Then, for the weights \( W^l \) at layer \( l \) of a random DNN as proposed in Sec. [3] we have

\[
\frac{srank(W^l)}{N_l} \to \frac{\alpha}{(1 + \sqrt{\alpha})^2},
\]

almost surely as \( N_l, N_{l-1} \to \infty \). In particular, for a constant large width \( N_l \) across layers \( l = 1, \ldots, L \), the stable rank \( srank(W^l) \) is essentially \( N_l/4 \).

In other words, this states how implicit stable ranks some previous expressivity studies (examining i.i.d. Gaussian weights) have dealt with - e.g. in [26] the authors have empirically examined DNNs with \( N_l = 1000 \), and hence worked with matrices of approximate stable rank 250. As next step, it is natural to inquire about the behaviour of a DNN (expressivity and geometry propagation) provided the stable ranks are controlled explicitly. To this end, one would need to design a model where the weights \( W^l \) are suitably sampled according to their stable rank. In the following we will define our weight sampling methods and obtain results for the feed-forward dynamics. To accomplish this, we first need to be able to sample weight matrices \( W^l \) with respect to a fixed target stable rank \( r_t \geq 1 \) and spectral norm \( s_t \). We propose a sampling strategy based on the singular value decomposition

\[
W^l = U \Sigma V^\top, \text{ where } U \sim \mathcal{U}(O(N_l)), V \sim \mathcal{U}(O(N_{l-1})), \Sigma \sim \mathcal{S}_{r_t,s_t}
\]

Here \( \mathcal{U}(O(N_l)) \) denotes the uniform distribution w.r.t. Haar measure on the orthogonal group of dimension \( N_l \) and \( \mathcal{S}_{r_t,s_t} \) denotes a uniform distribution in spectral space over diagonal matrices with given stable rank and spectral norm. Indeed, stable ranks and spectral norms are invariant under orthogonal transformations, so the resulting matrix \( W^l \) will possess the required properties.

### 3.1. Uniform sampling over matrices with given stable rank and spectral norm

A straightforward way to uniformly sample matrices as in Eq. [4] is via rejection sampling, outlined in Algorithm [1]. In addition, one can come up with further (reasonable) sampling methods - e.g. in the Supplementary, Subsection [10.2] we discuss a method based on uniform sampling over a cube in spectral space.

**Proposition 3.2** (Supplementary, Subsection [10.1]). Algorithm [2] produces a sample that follows uniform distribution over all diagonal matrices with given spectral norm \( s_t = s_{11} \) and stable rank \( r_t \).

As usual, the rejection sampling in higher dimensions and \( r_t \) close to \( m \) is to be taken with care. In order to guarantee that the algorithm ends faster one could use various further techniques from MCMC or instead of starting with uniform samples on the sphere (Steps 3-5), one could sample points from a spherical cap of appropriate radius.

---

**Algorithm 1:** Sampling diagonal matrix \( \Sigma \) for Eq. [4]

**input**: Stable rank \( r_t \), spectral norm \( s_t \), sizes \( N_l, N_{l-1} \)

**ensure**: Diagonal matrix \( \Sigma \in \mathbb{R}^{N_l \times N_{l-1}} \) with provided \( r_t \) and \( s_t \).

Set \( s_1 := 1 \) and \( m := \min(N_l, N_{l-1}) \)

for \( i = 2, \ldots, m \) do

\[ s_i := |x_i|, \text{ with i.i.d. } x_i \sim \mathcal{N}(0, 1) \]

end

Define \( r := \frac{\sqrt{s_{11}}}{\sqrt{s_{11}} + \sqrt{\sum_{i=2}^m s_i}} \)

Rescale \( s_i := r \times s_i, i = 2, \ldots, m \)

if \( s_1 \geq \max_{i=2,\ldots,m} s_i \) then

Return

\[ \Sigma := \text{diag}(s_1 \times \{s_i\}_{i=1}^m) \in \mathbb{R}^{N_l \times N_{l-1}} \]

else

Go to Step 2

end
Proposition 3.3 (Sampling efficiency, Supplementary, Subsection 10.1). Let $\eta$ be an arbitrary positive real number that is at least $\sqrt{(r_l - 1)/(m - 1)}$. Then, the above algorithm accepts a sample with probability at least
\[
\mathbb{P} [\text{Accept } \{s_i\}] \geq 1 - \left(\frac{r_l - 1}{\eta^2(m - 1)} e^{1 - \frac{r_l - 1}{\eta^2(m - 1)}}\right)^{m_2 - 1} - (m_1 - 1) \left(1 - 2 \text{erf}\left(\frac{1}{\eta}\right)\right). \tag{5}
\]
In particular, if the dimension $m$ is sufficiently large and $r_l/m$ is sufficiently small, one can select $\eta$ very close to 0 and conclude that the above algorithm accepts a sample with large probability.

4. Large width asymptotics of the random stable rank DNN model

We now study the behaviour of feed-forward neural networks whose layer weights are initialized by the proposed algorithm. We emphasize that, in contrast to the Gaussian initialization, our weight sampling produces non-independent and non-Gaussian entries. Thus, the analysis of the network’s mappings requires further tools such as specialized law-of-large-numbers and central limit theorems.

Sequential vs simultaneous limits While investigating large width DNNs, we recall that there are by now two popular ways in the literature to interpret the large width regime: (a) the so-called “sequential limits” where the large width limits are taken iteratively through the layers, as popularized by, e.g., [24, 14] "geometrically" in [26, 27], (b) the process of “simultaneous limits”, where all layer widths are allowed to go to infinity at the same time [33, 9]. In particular, the simultaneous limit techniques provide a general framework where one does not require independence of the individual weights, but rather only that the individual neurons are exchangeable within the same layer, which is also true for our initialization. In the statements following henceforth, we will use the nomenclature “in the large width regime” to encompass both the above. It is well-known that i.i.d. Gaussian weight sampling yields DNNs that behave like Gaussian processes provided the layer widths are sufficiently large [22, 17, 15, 33]. However, it is somewhat surprising that even with our non-i.i.d. we are able to recover a similar phenomenon, which seems to give a strong indication that the sampling described by Algorithm 1 is natural and useful for further purposes (e.g., Bayesian inference and kernel analysis [31]). Moreover, provided the spectral norms are held fixed, the feed-forward dynamics is step-wise linearly influenced by the above. It is well-known that i.i.d. Gaussian weight sampling yields DNNs that behave like Gaussian processes (both in the sequential and simultaneous limit regimes):

Theorem 4.1 (GP Behavior, Supplementary, Section 11). Let us suppose that $W^l$ are sampled as in Algorithm 7 with given target spectral norm $s_l$ and stable rank $r_l$, $l = 1, \ldots, L$. At initialization, in the sequential limit $N_1, \ldots, N_{L-1} \to \infty$ the output functions $\tilde{\phi}_k^l(x, \theta)$, and in the simultaneous limit the final output function $f_{\theta,L}(x)$ tend to centered Gaussian processes of covariance $\Sigma^l$ (respectively $\Sigma^L$), where $\Sigma^L$ is defined in the following recursive way:
\[
\Sigma^l(x, x') = \frac{s_l^2 r_l}{N_l N_1} \langle x, x' \rangle + \sigma_b^2, \tag{6}
\]
\[
\Sigma^L(x, x') = \frac{s_l^2 r_l}{N_{L-1} N_l} \mathbb{E}_f (\varphi(f(x)) \varphi(f(x'))) + \sigma_b^2, \tag{7}
\]
where $\gamma^l = \frac{1}{\sqrt{N_{l-1}}}$ for $l = 1, \ldots, L$ and the expectation in the last step is taken with respect to a centered Gaussian process $f$ of covariance $\Sigma^{L-1}$.

The proof of Theorem 4.1 is rather technical, and we indicate the main steps below. In order to analyze the network’s feed-forward map one first needs to evaluate the covariance of the weight matrices in our sampling scheme. To this end one uses results from representation theory and Weingarten functions [7]:

1. **Sequential limits**

2. **Simultaneous limits**
where

\[ \sum_{U} \]

Numerical illustration of the convergence is given in Fig. 2. In each subplot a random input point \( x \) is fixed and the Gaussian distribution is rescaled in accordance with Proposition 4.3.

**Proposition 4.2 (Supplementary, Section 11).** According to the sampling above, let \( W^l = USV^T \) where \( U, V \) are orthogonal matrices independently uniformly sampled w.r.t. Haar measure and where \( \Sigma \sim \mathcal{S}_{S_1, S_2} \). Then,

\[
\mathbb{E} \left[ W_{ij}^l W_{kl}^l \right] = \delta_{ik}\delta_{jl} \frac{s^2_r}{N_1 N_2}. \tag{8}
\]

Second, the main technical step is the single-layer dynamics, summarized in the following:

**Proposition 4.3 (Large-width behavior of a single layer, Supplementary, Section 11).** Let us suppose that \( \mathbf{W} = \mathbf{USV}^T \in \mathbb{R}^{N_0 \times N_1} \) is sampled as in Section 3. Then, provided the bias variance \( \sigma_b \) is chosen sufficiently small w.r.t. \( N_0, N_1 \), we have the following convergence properties:

1. Conditioning on \( \mathbf{U}, \mathbf{S} \), as \( N_0 \to \infty \) the outputs \( f_{\theta,k}(\mathbf{x}) \) in distribution approach a centered Gaussian process (indexed by \( \mathbf{x} \)) with covariance \( \Sigma(\mathbf{x}, \mathbf{x}') = \frac{\langle \mathbf{x}, \mathbf{x}' \rangle}{N_0} \sum_a (U_{ka} S_{a0})^2 + \sigma_b^2 \).
2. Conditioning on \( \mathbf{V}, \mathbf{S} \), as \( N_1 \to \infty \) the outputs \( f_{\theta,k}(\mathbf{x}) \) in distribution approach a centered Gaussian process (indexed by \( \mathbf{x} \)) with covariance \( \Sigma(\mathbf{x}, \mathbf{x}') = \sum_a \frac{s^2_r}{N_1} \sum_j (V_{aj} x_j x_j')^2 + \sigma_b^2 \).
3. If one lets \( N_0, N_1 \to \infty \) simultaneously, then the conditioning on \( \mathbf{U}, \mathbf{S}, \mathbf{V} \) does not play a role and the outputs \( f_{\theta,k}(\mathbf{x}) \) approach a centered Gaussian process with covariance \( \Sigma(\mathbf{x}, \mathbf{x}') = \langle \mathbf{x}, \mathbf{x}' \rangle \frac{s^2_r}{N_0 N_1} + \sigma_b^2 \).

Numerical illustration of the convergence is given in Fig. 2.

The above proposition sets up the base case for the induction for multilayer DNNs. In particular, Statement 3. above allows us to carry through the induction for the simultaneous limits regime.

5. Effects on Geometry and Expressivity

In [26] and [27] the authors start with a random DNN model with i.i.d. Gaussian weights. They provide estimates on lengths of curves and curvature as one propagates the input along the net’s layers. Briefly put, it shown that curvature and lengths could increase exponentially in terms of \( L \) thus equipping the random network model with rich expressive capabilities. To provide a more formal perspective of these results, let us define

\[
q^l := \frac{1}{N_l} \sum_{i=1}^{N_l} (\alpha_i^l)^2, \quad q_{ab}^l := \frac{1}{N_l} \sum_{i=1}^{N_l} \alpha_i^l(x)\alpha_i^l(x'), \tag{9}
\]

where \( x, x' \) are two inputs. Here, \( q^l \) captures the vector’s length whereas \( q_{ab}^l \) describes angles. Based on the dynamics of Eq. (1), [26] derived expressions on the evolution of length and scalar product (see Proposition 9.1 in the Supplementary) in terms of the weights initialization (e.g.
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Figure 3. a) Distances between random pairs of MNIST examples in terms of \( \ell_2 \) norm during propagation through a 6-layer MLP with hidden dimension \( h_d = 1000 \). Each curve corresponds to an averaged-out distance between pairs of MNIST samples. As seen in Proposition 5.1 distances increase with larger stable ranks. b) Propagating a 1d circle through a random 5-layer MLP of hidden dimension 200 initialized via Algorithm 1. Left to right: increasing the layers’ stable ranks indicate increasing geometric complexity, lengths and curvature (Propositions 5.1, 12.1).

\[ \sigma_w \) and depth \( L \). Furthermore, \[27\] refined the analysis and were able to obtain exponential bounds on curve lengths in terms of, e.g., depth \( L \), \( \sigma_w \) and properties of the non-linearity \( \varphi \).

**Lengths of vectors and scalar products.** Using the result of Theorem 4.1 and Proposition 4.2 we can obtain the following version of Proposition 9.1, Appendix, in our setting:

**Proposition 5.1** (Supplementary, Section 11). Let us suppose that \( W^l \) are sampled as in Algorithm 1 with given target spectral norm \( s_l \) and stable rank \( r_l \). Then, for sufficiently large layer widths, the feed-forward dynamics of the length \( q^l \) and two-input covariance \( q^l_{12} \) is given by

\[
q^l \approx r_l s^2_N \mathbb{E}_z \left[ \varphi(\sqrt{q^l-1}z) \right], \quad q^l_{12} \approx r_l s^2_N \mathbb{E}_{z_1,z_2} \left[ \varphi(z_1)\varphi(z_2) \right],
\]

where the distribution \( (z_1,z_2) \) is given by the \( l-1 \)-th layer GP dynamics outlined in Theorem 4.1.

In this formulation we explicitly see the influence of stable ranks and spectral norms have to lengths and scalar products. An example of the behaviour of lengths is given in Fig. 3.

**Evolution of curvature.** As outlined in \[26\] the feed-forward dynamics of the length \( q^* \) and two-input covariance \( q^*_{12} \) implies that under mild conditions on the non-linearity \( \varphi \) there exists a fix-point \( q^* \) of Eq. (14) in the Supplementary,

\[
q^* \approx \sigma_w^2 \int \varphi(\sqrt{q^*}z)Dz,
\]

that is, the forward pass of the DNN does not alter the size of vectors of length \( q^* \) - in other words it is a mapping from the sphere of radius \( q^* \) to itself. Now, let us consider an input that is a subset of this invariant sphere of radius \( q^* \) - in particular, let us consider a 1d circle of radius \( q^* \) on this sphere. We are interested in the evolution of the geometry of the circle into curves as it is propagated down the DNN’s layers. At a given point \( t \) on a curve, let the osculating circle have a radius \( R(t) \). Then we define \( \kappa(t) = 1/R(t) \) as the curvature at that point. Furthermore, we denote by \( g \) the metric induced on a curve from the ambient Euclidean space. With that in place, we have the following:

**Proposition 5.2.** The feed-forward dynamics of the metric \( g^l \) and curvature \( \kappa^l \) of the circle are given by

\[
g^l = \chi_1 g^{l-1}, \quad \left( \kappa^l \right)^2 = \frac{3\chi_2}{\chi_1} + \frac{1}{\chi_1} \left( \kappa^{l-1} \right)^2,
\]

\]
Figure 4. Convergence properties of NTK for a 5-layer MLP. a) We consider a 1d circle parametrized by angle $\gamma$ and fit 4 random points. We compare finite-width fitting via least-squares (blue curves) against the large-width GP evolution prescribed by the NTK (red curves) for 10 initializations. First, the NTK evolution gives a reasonable approximation of the smaller-width least-squares solution. Second, stable ranks clearly influence the variance of the curves as proved in Sections 4, 6. b) We plot NTKs by fixing a first input point and let the second one vary along on a 1d circle parametrized by angle $\gamma$ as before. We compare pre- and post-training NTKs (after 500 steps) for 10 initializations. Left and right we plot finite vs. large-width behaviour.

where
\[
\chi_1 = (s_l^2 r^N_l N_l N_{l-1} \int [\phi'((\sqrt{q^*}z)^2 Dz, \chi_2 = (s_l^2 r^N_l N_l N_{l-1} \int [\phi''((\sqrt{q^*}z)^2 Dz.
\]

In particular, the stable rank boost/reduce geometric features exponentially with respect to depth.

Thus, as in the case of vector lengths, lower stable ranks yield a decrease in curvature (Fig. 3).

6. Training analysis - NTK evolution

A recent well-known line of work \[15, 14, 33\] studies the training evolution of DNN models in terms of Neural Tangent Kernels. In the following, we show how our non-i.i.d. and non-Gaussian initialization scheme affects the NTK behavior. In short, similarly to the i.i.d. Gaussian case, we obtain a recursive (in terms of layer depth) NTK description where the stable ranks and spectral norm appear explicitly. Furthermore, for large widths we show that the NTKs are deterministic and remain constant during training (as in the Gaussian case). We recall that the NTK $\Theta^L(\theta)$ is defined by:

\[
\Theta^L(\theta) = \sum_{p=1}^{P} \partial_{\theta_p} F^L(\theta) \otimes \partial_{\theta_p} F^L(\theta),
\]

where $F^L : \mathbb{R}^P \to \mathcal{F}, \theta \mapsto f_\theta$ represents the evaluation function of the DNN having $L$ layers, where the parameter vector $\theta$ lies in the Euclidean space $\mathbb{R}^P$, and $\mathcal{F} = \{f_\theta : \theta \in \mathbb{R}^P\}$ represents the space of output functions $f_\theta$. For further background we refer to Appendix, Section 13.1.

**NTK behavior at initialization.** Now we record the large width behavior of the NTK in our special setting. Our results in this context are parallel to (and inspired from) the main theorems of \[15\], which were further adapted to the setting of simultaneous limits in \[33\]. In both the sequential and simultaneous limit regimes, we have:

**Proposition 6.1** (NTKs are deterministic, Supplementary, Section \[13\]). In the large width regime, the NTK $\Theta^L$ converges in probability to a deterministic limiting kernel:

\[
\Theta^L \rightarrow \Theta^L \otimes \text{Id}_{N_L}.
\]
The kernel $\Theta^l_{\infty}$ is defined recursively by
\[
\Theta^l_{\infty}(x, x') = (\gamma)^2 (x, x') + 1
\]
\[
\Theta^l_{\infty}(x, x') = (\gamma)^2 r l^2 \Theta^{l-1}_{\infty}(x, x') \Sigma^l(x, x') + \Sigma^l(x, x'),
\]
where $\Sigma^l(x, x') = E_{f \sim \mathcal{N}(0, \Sigma^{l-1})} [\phi(f(x)) \phi(f(x'))]$. 

NTK behavior during training. Our sampling scheme assures that at initialization the layer weights possess a certain stable rank and spectral norm. However, this property is not guaranteed to hold along the gradient descent evolution. Indeed, the weights would evolve via the ODE $\partial_t \theta_p(t) = -\langle \partial \theta_p F^l, d_t \rangle N_0$, where $t \mapsto d_t \in \mathcal{F}$ would indicate the training direction. To ensure the invariance of stable ranks along the gradient descent evolution one could use a projection scheme (see also [29]). More precisely, for $l = 1, \ldots, L$, let $\Pi_l := \Pi(s_l, r_l)$ denote the “projection” of a matrix onto the tangent space of the class of matrices of stable rank $r_l$ and spectral norm $s_l$. Then, one can consider the constrained gradient descent given by the differential equation:
\[
\partial_t \theta_l(t) = \Pi_l \left(\langle \partial \theta_l F^l, d_l \rangle N_0, \ldots, \langle \partial \theta_l F^l, d_l \rangle N_0 \right),
\]
where $\Pi_l$ is the operator that acts on the $l$-th layer by $\Pi_l$. We now state the asymptotic behavior of the NTK during both plain or constrained (via stable rank projection) training for the sequential limit:

\textbf{Proposition 6.2} (NTKs are constant during training, Supplementary, Section [13]. Suppose that the integral $\int_0^T \| P d_t \|_{N_0} \, dt$ is stochastically bounded, where $P$ is either the identity operator or the projection operator $\Pi_l$ as above. For any such $T$, in the limit $N_1, \ldots, N_{L-2} \to \infty$ sequentially, we have, uniformly for $t \in [0, T]$,
\[
\Theta^L(t) \to \Theta^L_{\infty} \otimes Id_{N_L}.
\]
In the limit, the dynamics of $f_{\theta}(t)$ is described by the differential equation $\partial_t f_{\theta}(t) = \Phi \Theta^\infty \otimes Id_{N_L} \left(\langle P d_t, \cdot \rangle N_0 \right)$. 

\textbf{Eigenspectrum of the constrained stable rank NTK.} The eigenspectrum can play a significant role in determining whether the network fits clean label faster than noisy labels as optimization will be faster (slower) for larger (lower respectively) eigenvalues [1, 25]. It is natural to expect that such a projection would impede training speeds - to this end, in the Appendix Section 13.2 for a proof): 

\textbf{Proposition 6.3.} For constrained stable rank DNNs where $s_l^2 r_l \leq C N_l^{1/2}$, the eigenspectrum of the NTK becomes arbitrarily small in the large width regime as $C$ becomes arbitrarily small.

7. Further empirical results

Training speeds and generalization. A related question arises as to stable rank initialization and stable rank projection (as in Subsection NTK) necessarily leads to improvements in convergence speeds and model generalization. First, stable rank projection (i.e. normalize stable rank after each training step) has been thoroughly investigated in [29] and improved generalization properties have been reported. Although not explicitly reported, it is natural to expect that such a projection would impede training speeds - to this end, in the Appendix Figure 6 for completeness we provide an illustrative explicit example as to how geometrically convergence could be slowed down. Intuitively, we consider a simple least-squares convex problem where stable rank control forces the gradient descent curves to be projected on certain spherical hypersurfaces whereas the plain gradient-descent trajectories follow optimal straight lines. Numerical outline is given in Fig. 6 with further details provided in Supplementary, Section [14.1].
Another intriguing problem is whether initialization alone assists training speed and generalization. Basic experiments and intuition suggest that a given dataset poses conditions on what stable rank the class of optimal solutions are allowed to attain - e.g., this is naively manifested in linear regression problems, where the data explicitly determines the weights (and hence, their stable ranks); for further discussion we refer to Appendix, Section 14. In a more general DNN situation one might similarly expect that appropriate stable rank initialization would focus the solution space and would lead to improved convergence and generalization. After experimenting with synthetic data (Appendix, Section 14) we collected some results on the MNIST dataset in Fig. 5 where we directly compare the proposed stable rank initialization with other regularization schemes such as $L^1, L^2$ that have proven effective in decreasing the model’s complexity and geometry [30]. Roughly, in Fig. 5 we observe that depending on the relevant hyperparameter setup each regularization scheme has a certain "sweet-spot" regime - what is more, the initialization with stable rank $\sim 10$ provides a certain advantage in terms of convergence and generalization. In other words, although simplistic, these experiments suggest that initialization with the "appropriate" stable rank is beneficial - an exciting remaining problem is how one could a priori estimate the stable rank constraints of this optimal regime in terms of the given data, training algorithm and model architecture. Further analysis of the relation between noise fitting and stable rank constraints is provided in Appendix Figure 8.

8. Conclusions

We have analyzed the effect of layer weights with controlled stable rank and spectral norm in deep neural networks. After proposing a suitable sampling scheme, we studied properties of the DNN at initialization as well as during training. This led to results on geometric expressivity (lengths, scalar products, curvature), generalization trade-off, NTK training description and empirical evaluation. In particular, theoretically we have made use of non-trivial central limit theorems associated with the group of orthogonal matrices $O(n)$ as well as Weingarten moment estimates; further, we have provided an empirical evaluation of convergence illuminating how stable rank initialization/regularization could prove beneficial. As a consequence, our analysis demonstrates that stable ranks can be used to obtain smoother and less overfitting models with theoretically improved generalization errors. We hope the present study aids and further motivates
the understanding of compression-based or parameter reduction initialization/regularization schemes.

9. Dynamics with Gaussian initialization

We begin by recalling the following result regarding the feed-forward dynamics of Gaussian i.i.d. neural nets:

**Proposition 9.1** ([26]). Let the weights $W_{ij}^l$ be drawn i.i.d. from a zero mean Gaussian with variance $\sigma_w^2/N_{l-1}$, while the biases are drawn i.i.d. from a zero mean Gaussian with variance $\sigma_b^2$. Provided the network widths $N_l$ are sufficiently large, the following recursive relations for $q^l$ hold:

$$q^l \approx \sigma_w^2 \int \varphi(\sqrt{q^{l-1}}z)Dz,$$

(14)

where $Dz$ denotes the standard Gaussian measure $\frac{e^{-z^2/2}}{\sqrt{2\pi}}dz$ and $N_l$ is assumed sufficiently large. Further, for the covariance $q_{12}^l$ one has:

$$q_{12}^l \approx \sigma_w^2 \int \varphi(u_1)\varphi(u_2)Dz_1Dz_2 + \sigma_b^2,$$

(15)

where

$$u_1 = \sqrt{q_{11}^{l-1}}, \quad u_2 = \sqrt{q_{22}^{l-1}}(c_{12}^{l-1}z_1 + \sqrt{1 - (c_{12}^{l-1})^2}z_2).$$

(16)

**Sketch of Proof.** Using the definitions and denoting the empirical expectation by $\hat{E}$, one writes

$$q^l = \hat{E}\left(\alpha_i^{l-1}\right)^2 = \hat{E}\left(\left(W_{ij}^l \cdot \varphi(\alpha_i^{l-1})\right)^2\right) + \sigma_b^2$$

$$= \frac{\sigma_w^2}{N_{l-1}} \sum_{i=1}^{N_{l-1}} \varphi(\alpha_i^{l-1})^2 + \sigma_b^2 \approx \sigma_w^2 \int \varphi(\sqrt{q^{l-1}}z^2)Dz + \sigma_b^2,$$

(17)

where $Dz$ denotes the standard Gaussian measure $\frac{e^{-z^2/2}}{\sqrt{2\pi}}dz$ and $N_{l-1}$ is sufficiently large so that the integral approximation is sufficiently close by the central limit theorem. Here one uses essentially that

$$\hat{E}\left(W_{ij}^l \cdot W_{kj}^l\right) \approx \frac{\delta_{jk}\sigma_w^2}{N_{l-1}}.$$  

(18)

The computation for $q_{ab}^l$ is similar and we refer to [26] for further details.

10. Sampling properties

**Proof.** First we recall that for random matrices whose entries are zero mean i.i.d. variables whose variance is 1 and the fourth moment is bounded [11, 28], the following convergence almost surely holds:

$$\frac{1}{\sqrt{N_l}}\sigma_1 \to 1 + \sqrt{\alpha}.$$  

(19)

In our case, the matrix $\frac{\sqrt{N_{l-1}}W^l/\sigma_w}$ satisfies the above conditions so for the largest singular eigenvalue $\sigma_1^W$ of $W^l$ we obtain the almost sure convergence:

$$\frac{1}{\sigma_w}\sqrt{\frac{N_{l-1}}{N_l}}\sigma_1^W = \frac{\sqrt{\alpha}}{\sigma_w}\sigma_1^W \to 1 + \sqrt{\alpha}.$$
Furthermore, by construction
\[
\|W^t\|^2_F = \sum_{i,j} (W^t_{ij})^2 = \sum_{i=1}^{N_i} N_i \left( \frac{1}{N_i} \sum_{j=1}^{N_i} (W^t_{ij})^2 \right)
\]
(20)
\[
\approx \sum_{i=1}^{N_i} N_i \frac{\sigma_w^2}{N_i} = N_t \sigma_w^2
\]
(21)
where we have used that \(N_i\) is sufficiently large and the empirical second moment approximates almost surely the true one. Putting the above convergence estimates together finishes the claim. \(\square\)

10.1. Correctness and success rates. Proof of Proposition 3.2 of the main text.

Proof. First, it follows from the construction that the maximal eigenvalue \(s_1\) of the output is \(s_t\). Furthermore, using the definition of stable rank, it follows that \(\text{srank}(S) = r_t\). Geometrically, the space of vectors \(\{s_i\}\) that induce the required matrices is the intersection \([0, s_t]^{m-1} \cap (s_t \sqrt{r_t - 1}) S^{m-2}\), where \(\sqrt{r_t - 1}\) is the scaling factor from the algorithm. It is well-known that normalizing standard Gaussian vectors produces a uniform distribution on the sphere, hence, after Step 4, \(\{s_i\}_{i=2}^m\) are uniformly distributed over the sphere \(S^{m-2}\) in the positive quadrant. Finally, Step 5 just takes the intersection with the \((m - 1)\)-dimensional cube and, hence, produces the required uniform distribution over \([0, s_t]^{m-1} \cap (s_t \sqrt{r_t - 1}) S^{m-2}\).

Now we give a proof of Proposition 3.3 of the main text.

Proof. In order to accept a sample we need Step 5 in Algorithm 1 of the main text to be true. In practice, we need \(\frac{\sqrt{r_t - 1}}{\sqrt{\sum_{i=2}^{m} s_i^2}} |s_i| \leq 1\), \(i = 2, \ldots, m\), so we can decompose this bound as \(\frac{\sqrt{r_t - 1}}{\sqrt{\sum_{i=2}^{m} s_i^2}} \leq \eta\) and \(\eta \leq \frac{1}{|s_i|}\). Clearly, when both conditions hold, a sample is accepted. Therefore, we can compute the corresponding probability as
\[
P[\text{Accept} \{s_i\}] \geq P \left[ \left( \sum_{i=2}^{m} s_i^2 \geq \frac{r_t - 1}{\eta^2} \right) \cap \left( \bigcap_{i=2}^{m} |s_i| \leq \frac{1}{\eta} \right) \right]
\]
(22)
where \(\eta\) is an arbitrary real positive number. Hence, by using that \(P[A \cap B] = 1 - \overline{P[A \cup B]} \geq 1 - P[A] - P[B]\), one gets
\[
P[\text{Accept} \{s_i\}] \geq 1 - P \left[ \sum_{i=2}^{m} s_i^2 < \frac{r_t - 1}{\eta^2} \right] - \sum_{i=2}^{m} P \left[ |s_i| > \frac{1}{\eta} \right].
\]
(23)
The last term on the right is clearly equal to \((m - 1) \left( 1 - 2 \text{erf}(\frac{1}{\eta}) \right)\). We observe that \(\sum_{i=2}^{m} s_i^2\) follows a chi-squared law with \(m - 1\) degrees of freedom. The second term on the right hand side in Eq. 23 is precisely the corresponding cdf \(F_{m-1}(x)\) evaluated at \(x = (r_t - 1)/\eta^2\). Appropriate upper bounds on the tails \([8]\) yield for \(x \leq m - 1\)
\[
F_{m-1}(x) \leq \left( xe^{1-z} \right)^{m-1}, \quad z = \frac{x}{m-1} \in [0, 1].
\]
(24)
Hence, to apply the bound one needs \(\eta^2 \geq (r_t - 1)/(m - 1)\). Putting the above two estimates together yields the claim. \(\square\)

10.2. Further sampling methods. While the procedure proposed in Subsection 3.1 of the main text starts with vectors uniformly sampled on a sphere and then intersects with a cube, another approach would be to start with samples uniformly distributed in a cube and then normalize to a sphere. This method puts more emphasis on spectral space uniformization; however, due to the uniform sampling and normalization afterwards, the produced matrix samples will in general not
be uniformly distributed w.r.t. surface measure as in the first scheme in Subsection 3.1 of the main text. We outline the method in Algorithm 2.

Algorithm 2: Sampling uniformly in a cube

Require: Input
Ensure: Output
1: Set $s_1 := 1, m := \min(N_l, N_{l-1})$
2: Set $s_1 := 1, m := \min(N_l, N_{l-1})$
3: Set $s_i \sim \mathcal{U}([0, 1])$ for $i = 2, \ldots, m$
4: Define $r := \sqrt{r_t - \sum_{i=2}^{m} s_i^2}$
5: If $r \leq 1$, accept the sample, rescale $s_i := r \cdot s_i, i = 2, \ldots, m$ and return $S := \text{diag}(s_1 \cdot \{s_i\}_{i=1}^{m}) \in \mathbb{R}^{N_l \times N_{l-1}}$. Else, go to Step 2.

Proposition 10.1. The above algorithm produces a matrix with stable rank $r_t$ and spectral norm $s_t$.

Proof. One directly checks using the definitions of stable rank that the output matrix is having the required properties. Similarly to Proposition 3.3 of the main text one can obtain lower bounds on the acceptance rate of the algorithm. □

11. Large width asymptotics of the random stable rank DNN

Before going into the proof of Lemma 4.3 of the main text, we first prove the following technical preliminary:

Proof of Proposition 4.2 of the main text. Using the singular value decomposition and independence one obtains

$$
\mathbb{E}[W^l_{i,j}W^l_{p,q}] = \mathbb{E}\left[\sum_{a,b} U_{ia} U_{pb} \Sigma_{aa} \Sigma_{bb} V_{aj} V_{bq}\right] = \sum_{a,b} \mathbb{E}[U_{ia} U_{pb} \Sigma_{aa} \Sigma_{bb} V_{aj} V_{bq}].
$$

To handle the first and third terms one could use well-known integration results for polynomials over the orthogonal group equipped with the Haar measure [6] in terms of Weingarten functions. One obtains

$$
\mathbb{E}[U_{ia} U_{pb}] = \delta_{ip} \delta_{ab} \frac{1}{N_l}, \quad \mathbb{E}[V_{aj} V_{bq}] = \delta_{ab} \delta_{jq} \frac{1}{N_{l-1}}.
$$

(25)

Hence,

$$
\mathbb{E}[W^l_{i,j}W^l_{p,q}] = \begin{cases} 0, & \text{for } i \neq p \text{ or } j \neq q, \\ \frac{1}{N_l N_{l-1}} \sum_{n=1}^{m} \mathbb{E}[s_{nn}^2] = \frac{s_t^2 r_l}{N_l N_{l-1}}, & \text{else}, \end{cases}
$$

(26)

where, finally, we have used that $\Sigma$ possesses a stable rank $r_t$. The second equation follows by noting that, by construction, $s_{11} = s_t$ and $\sum_{n=1}^{m} s_{nn}^2 / s_{11}^2 = r_t$ are fixed, so taking the expectation yields the result. □

Now we start with the proof of Proposition 5.1 of the main text. As part of the proof, we will also include a proof of the important technical result Proposition 4.3 of the main text.

Proof. First, we start with the initial layer as a base case and consider the pre-activations

$$
f_{\theta}(x) = W^1 x + b^1, \quad f_{\theta,k}(x) = \sum_{i=1}^{N_0} W_{ki}^1 x_i + b^1_k.
$$

(27)
Let us consider for simplicity the bias-free case and set $b^1$ to $0$.

In general, the marginal distribution of the column vector $W_1$ is not the same as $W_1W_2 \ldots W_n$, since $\|W_1\|^2$ is deterministically given by the stable rank of $W$, the spectral norm (which gives the scaling) and the norms of all the other rows.

First, we prove a couple of technical lemmas.

**Lemma 11.1.** The output functions $f_{\theta,k}(x)$ are centered, identically distributed and dependent. Furthermore, $E[\|f_{\theta}(x)\|^2] = r_0s_0^2\|x\|^2/N_0$ and the covariance is given by $E[f_{\theta,k}(x)f_{\theta,k}(x')] = r_0s_0^2\langle x, x' \rangle / N_0$.

**Proof of Lemma.** First, one can express $f_{\theta,k}(x) = e_kWx = W_kx$ and observe that by construction $e_kW$ follows the same distribution as $e_lW$ for each pair of indices $k,l$ since $e_kU^T$ and $e_lU^T$ are uniformly distributed on the unit sphere.

Finally, using the properties of $W$ we have

$$E[\|f_{\theta}(x)\|^2] = E\sum_{k=1}^{N_1} f_{\theta,k}(x)^2 = E\sum_{i,k} W_{k,i}^2x_i^2 = N_1\frac{s_0r_0}{N_1N_0}\|x\|^2.$$ 

This concludes the proof of the Lemma. □

Next, we study the distribution of $(z_1, z_2) := (f_{\theta,k}(x), f_{\theta,k}(x'))$ for two given inputs $x, x' \in \mathbb{R}^{N_0}$.

**Lemma 11.2.** The joint distribution of $(z_1, z_2)$ is completely determined by $\|x\|, \|x'\|$ and the scalar product $\langle x, x' \rangle$.

**Proof of Lemma.** By definition we have $(z_1, z_2) = \left(\sum_i W_{k,i}x_i, \sum_j W_{kj}x'_j \right)$. Hence the pointwise density of $(z_1, z_2)$ can be computed by accumulating the density of $W$ over the instances where the following system holds:

$$\begin{cases} \sum_i W_{k,i}x_i = z_1, \\ \sum_j W_{kj}x'_j = z_2. \end{cases} \quad (28)$$

Since $W$ and $WR$ for a rotation matrix $R$ follow the same distribution, we can arrange that $x = \|x\|e_1$ and $x'$ is spanned by $e_1, e_2$. One straightforwardly checks that the linear system translates to

$$\begin{cases} W_{k1} = \frac{z_1}{\|x\|}, \\ W_{k2} = \sqrt{\|x\|^2 - (z_2 - \langle x, x' \rangle)^2} \left( z_2 - \frac{(x,x')\|x\|^2}{\|x\|^2} z_1 \right). \end{cases} \quad (29)$$

Thus we obtain the density of $(z_1, z_2)$ as $p_{z_1,z_2}(W)W_{k1}, W_{k2})$ where the conditioning depends only on $\|x\|, \|x'\|, \langle x, x' \rangle$. This completes the proof of the Lemma. □

The next result is at the technical heart of much of our paper.

**Proof of Proposition 4.3 of the main text.** The main tool we employ is a Central Limit Theorem (CLT) result for Haar distributed orthogonal matrices:

**Theorem 11.3 (17 [19]).** For some $n \in \mathbb{N}$, let $A_n \in \mathbb{R}^{n \times n}$ be a deterministic matrix such that $\text{tr}(A_{ni}A_i^T) = n$ and let $U_n \in O(n)$ be uniformly distributed according to the Haar measure on the $n$-dimensional orthogonal group $O(n)$. Then $\text{tr}(A_{ni}U_n)$ converges in distribution to $\mathcal{N}(0,1)$ as $n \to \infty$. Moreover, the convergence rate is of order $1/(n-1)$ in total variation distance.

First, we address the regime when $N_0$ is large. In this case we can write

$$f_{\theta,k}(x) = \sum_j W_{kj}x_j + b_k = \sum_{a,j} U_{ka}S_{aa}V_{ja}x_j + b_k = \sum_{a,j} V_{aj}h_{a}x_j + b_k,$$
where \( U \in O(N_1), \mathbf{V} \in O(N_0) \) and where we have denoted \( h_a = U_{ka} S_{aa} \). Further, we can write the latter as
\[
f_{\theta, k}(x) = \text{tr}(\mathbf{V}(h \otimes x)) + b_k. \tag{30}
\]
Let us now fix \( U, S \) and \( x \). From Theorem 11.3 and the independence between the bias and the layer weights it follows that
\[
\frac{\sqrt{N_0}}{\|h \otimes x\|} f_{\theta, k}(x) \to_d N \left( 0, 1 + \frac{N_0 \sigma_b^2}{\|h \otimes x\|^2} \right), \quad N_0 \to \infty. \tag{31}
\]
The right-hand side has a non-exploding variance provided we select
\[
\sigma_b^2 \in O(\|h \otimes x\|^2 / N_0). \tag{32}
\]
Further, we have
\[
\|h \otimes x\|^2 = \sum_{a,j} (U_{ka} S_{aa} x_j)^2 = \|x\|^2 \sum_a (U_{ka} S_{aa})^2. \tag{33}
\]
Now, we claim that \( N_1 \sum_a (U_{ka} S_{aa})^2 \) converges in probability to \( \|S\|^2 \) as \( N_1 \) gets increasingly larger. We note that
\[
\mathbb{E} \left[ N_1 \sum_a (U_{ka} S_{aa})^2 \right] = \|S\|^2, \tag{34}
\]
so, in particular, since we have \( \|S\|^2 \) fixed independent of the sampling of \( S \),
\[
\mathbb{E} \left[ N_1 \sum_a (U_{ka} S_{aa})^2 \right] = \mathbb{E} \left[ N_1 \sum_a (U_{ka} S_{aa})^2 \|S\|^2 \right] = \|S\|^2. \tag{35}
\]
In other words, to prove the above convergence one needs a form of the weak law of large numbers. Using Chebyshev’s bound and conditioning on \( S \), we have
\[
\mathbb{P} \left[ N_1 \sum_a (U_{ka} S_{aa})^2 - \|S\|^2 \right. > \epsilon \|S\| \left. \right] \leq N_1^2 \text{Var} \left[ \sum_a (U_{ka} S_{aa})^2 \|S\|^2 \right]
\leq N_1^2 \sum_{a,b} \text{Cov} \left[ (U_{ka} S_{aa})^2, (U_{kb} S_{bb})^2 \|S\|^2 \right]
= N_1^2 \sum_{a,b} S_{aa}^2 S_{bb}^2 \left[ \mathbb{E} \left[ U_{ka}^2 U_{kb}^2 \right] - \mathbb{E} \left[ U_{ka}^2 \right] \mathbb{E} \left[ U_{kb}^2 \right] \right]
= N_1^2 \sum_{a,b} S_{aa}^2 S_{bb}^2 \left[ \mathbb{E} \left[ U_{ka}^2 U_{kb}^2 \right] - \frac{1}{N_1^2} \right],
\]
where in the last equality we have used the orthogonal Weingarten function for \( U_{ka}^2 \), \( \mathbb{E} \). Further, using the Weingarten functions there are two cases for the first term:
\[
\mathbb{E} \left[ U_{ka}^2 U_{kb}^2 \right] = \begin{cases} \frac{3}{N_1(N_1+2)}, & a = b, \\ \frac{1}{N_1(N_1+2)}, & a \neq b. \end{cases} \tag{36}
\]
Hence, for some universal constant \( C > 0 \) we have the bound:
\[
N_1^2 \sum_{a,b} S_{aa}^2 S_{bb}^2 \left[ \mathbb{E} \left[ U_{ka}^2 U_{kb}^2 \right] - \frac{1}{N_1^2} \right] \leq C \left( \sum_a S_{aa}^4 + \frac{1}{N_1} \sum_{a \neq b} S_{aa}^2 S_{bb}^2 \right)
\leq C \left( \|S\|^4 + \frac{\|S\|^2}{N_1} \right).
\]
The last expression depends only on the \( L^4 \)-norm of \( S \) since the \( L^2 \)-norm is held fixed by construction. To complete the convergence claim we need to show that in our setup, with large probability, the \( L^4 \)-norm of \( S \) decays with larger values of \( N_1 \). Indeed, for large dimension our sampling of \( S \) is close to sampling \( S_{aa} \) as independent standard Gaussians and normalizing them.
by $r_1/\sqrt{N_1}$, so that the target stable rank is achieved. In particular, one can estimate the fourth moments of $S_{aa}$ as $\approx 3r_1^4/N_1^2$ which implies that with large probability (increasing with $N_1$)

$$\|S\|^4 = \sum_a S_{aa}^4 \leq \frac{3C' r^4}{N_1},$$

(37)

for some universal positive constant $C'$. Let us denote this event by $A$. We have

$$\mathbb{P}\left[ N_1 \sum_a (U_{ka} S_{aa})^2 - \|S\|^2 > \epsilon \right] = \mathbb{P}\left[ \left( N_1 \sum_a (U_{ka} S_{aa})^2 - \|S\|^2 > \epsilon \right) \cap A \right]$$

$$+ \mathbb{P}\left[ \left( N_1 \sum_a (U_{ka} S_{aa})^2 - \|S\|^2 > \epsilon \right) \setminus A \right]$$

$$\leq \mathbb{P}\left[ \left( N_1 \sum_a (U_{ka} S_{aa})^2 - \|S\|^2 > \epsilon \right) \mid A \right] \mathbb{P}[A] + \mathbb{P}[\bar{A}]$$

for some universal positive constant $C''$. This completes the proof of the convergence claim, namely, $N_1 \sum_a (U_{ka} S_{aa})^2$ converges in probability to $\|S\|^2$ as $N_1$ gets increasingly larger.

Now, we address the regime when $N_1$ is large. Analogously, we can write

$$f_{\theta,k}(x) = \text{tr}(UL) + b_k,$$

(38)

where $L$ is the matrix with all columns 0 except $L_{ak} = \sum_{b,j} S_{ab} V_{bj} x_j$, $a = 1, \ldots, N_1$. Conditioning on $S, V, x$ and applying Theorem 11.3 yields

$$\frac{\sqrt{N_1}}{\|L\|} f_{k,\theta}(x) \to_d N\left(0, 1 + \frac{N_1 \sigma_b^2}{\|L\|^2}\right), \quad N_1 \to \infty.$$

(39)

To assure a non-exploding variance on the RHS we choose $\sigma_b^2 \in O(\|L\|^2/N_1)$. Further, as in the previous case that the following convergence in probability holds:

$$N_0 \|L\|^2 \to \|x\|^2 \|S\|^2, \quad N_0 \to \infty.$$

(40)

This shows that taking the limits in $N_0$ after $N_1$ and in $N_1$ after $N_0$ yield the same Gaussian distribution for $f_{\theta,k}(x)$.

Finally, we observe that in the large width limit $f_{\theta,k}(x)$ is not only Gaussian, but behaves as a Gaussian process in $x$. More precisely, let $\{x_s\}_{s=1}^{s_0}$ be an arbitrary finite collection of input vectors. By definition, the $f_{\theta,k}(\cdot)$ is a Gaussian process provided the distribution of the vector $(f_{\theta,k}(x_1), \ldots, f_{\theta,k}(x_{s_0}))$ is a multivariate Gaussian. This is equivalent to requiring that every linear combination of the coordinates is Gaussian:

$$\sum_{s=1}^{s_0} \alpha_s f_{\theta,k}(x_s) = W \sum_{s=1}^{s_0} (\alpha_s x_s) + \sum_{s=1}^{s_0} \alpha_s b_k.$$

(41)

By linearity, this has been reduced to the case of a single input vector for which we already know the in the large-width limit the behaviour is Gaussian. Now, it remains to compute the covariance function $\Sigma(x, x')$. Note that $f_{\theta,k}(x)$ is universally bounded by the spectral norm of $W$ and $\|x\|$ and hence by the dominated convergence theorem for convergence in distribution (and the continuous mapping theorem for $g(f_{\theta,k}(x), f_{\theta,k}(x')) := f_{\theta,k}(x)f_{\theta,k}(x')$) we have

$$\lim_{N_0, N_1 \to \infty} \mathbb{E}\left[ f_{\theta,k}(x)f_{\theta,k}(x') \right] = \mathbb{E}\left[ \lim_{N_0, N_1 \to \infty} f_{\theta,k}(x)f_{\theta,k}(x') \right] = \Sigma(x, x').$$
By using Proposition 4.2 and the independence of the bias vector we evaluate the LHS as
\[ \mathbb{E}[f_{k,\theta}(x)f_{k,\theta}(x')] = \mathbb{E}\left[ \left( \sum_i W_{ki}x_i + b_k \right) \left( \sum_j W_{kj}x'_j + b_k \right) \right] \]
\[ = \frac{s^2 r}{N_1N_0} \langle x, x' \rangle + \sigma^2_b. \]

Lastly, we make some comments about the distribution of \( f_{k,\theta}(x) \) as \( N_0, N_1 \to \infty \) simultaneously, which will form the base case for induction for the simultaneous limit regime. From the proof above, it is clear that
\[ f_{k,\theta}(x) = \|x\| \frac{(N_1 \sum \alpha(U_{ka}S_{ka})^2)^{1/2}}{\sqrt{N_0N_1}} \text{tr} \left( V \sqrt{N_0}(h \otimes x) \right) + b_k. \]
Let \( \xi := \frac{\|x\|(N_1 \sum \alpha(U_{ka}S_{ka})^2)^{1/2}}{\sqrt{N_0N_1}} \), and \( \eta := \text{tr} \left( V \sqrt{N_0}(h \otimes x) \right) \). Then, as shown above, we have that \( \xi \to \frac{\|x\|(s^2r)^{1/2}}{\sqrt{N_0N_1}} \) in probability (observe that the natural scaling of \( s^2r \) is \( \sim N_0N_1 \)) and \( \eta \to N(0,1) \) in distribution (as an application of Theorem 11.3). Since \( \xi \) converges to a constant, by a well-known property of convergence in distribution of a product of random variables, we have that the product \( \xi \eta \) converges in distribution to \( N \left( 0, \frac{\|x\|^2s^2r}{N_0N_1} \right) \). The rest of the proof proceeds similarly.

Now, we analyze the application of activations and proceed by induction. At the l-th layer we have
\[ \tilde{\alpha}^l(x) = W^l \tilde{\alpha}^{l-1}(x). \]
As in the Lemma, when conditioned on \( x^l, x'^l \), the joint distribution \( (\tilde{\alpha}^l(x), \tilde{\alpha}^l(x')) \) is \( \omega(\|\tilde{\alpha}^{l-1}(x)\|, \|\tilde{\alpha}^{l-1}(x')\|, \langle \alpha^{l-1}(x), \alpha^{l-1}(x') \rangle) \). First, we have by definition that
\[ \langle \tilde{\alpha}^l(x), \tilde{\alpha}^l(x') \rangle = \sum_{k,s} \alpha_k^{l-1}(x)\alpha_k^{l-1}(x') \sum_i W_{ik}W_{is}. \]
From the Lemma, it follows that collection of random variables \( \{Z_i\} := \{W_{ik}W_{is}\} \) is identically distributed and \( \text{Cov}(Z_i, Z_j) = O(N_l^2) \) using the definition of \( W \) and the Weingarten functions for the orthogonal group for expressions of the type \( U_{ia}U_{ib}U_{ja}U_{jd} \). By Chebyshev’s inequality
\[ \mathbb{P}\left[ \left| \sum_i Z_i \right| - \mathbb{E}[Z_i] > \epsilon \right] \leq \frac{1}{\epsilon^2 \text{Var} \left( \sum_i Z_i \right)} \leq \frac{1}{\epsilon^2 N_l^2} \text{Var} \left( \sum_i Z_i \right) \]
\[ \leq \frac{1}{\epsilon^2 N_l^2} \sum_i \sum_j \text{Cov}(Z_i, Z_j) \leq \frac{1}{\epsilon^2 N_l^2 N_l^4} \to 0, \quad N_l \to \infty. \]
Hence, the weak law of large numbers holds and
\[ \langle \tilde{\alpha}^l(x), \tilde{\alpha}^l(x') \rangle \to \frac{r_1s_2^2}{N_{l-1}} \langle \alpha^{l-1}(x), \alpha^{l-1}(x') \rangle = \mathbb{E}[\langle \tilde{\alpha}^l(x), \tilde{\alpha}^l(x') \rangle], \]
\[ \|\tilde{\alpha}^l(x)\|^2 \to \frac{r_1s_2^2}{N_{l-1}} \|\alpha^{l-1}(x)\|^2 = \mathbb{E}[\|\tilde{\alpha}^l(x)\|^2], \]
\[ \|\tilde{\alpha}^l(x')\|^2 \to \frac{r_1s_2^2}{N_{l-1}} \|\alpha^{l-1}(x')\|^2 = \mathbb{E}[\|\tilde{\alpha}^l(x')\|^2]. \]
In other words, one can read out the parameters of the joint distribution \( \omega (\tilde{\alpha}^L (\mathbf{x}), \tilde{\alpha}^L (\mathbf{x}')) \) from the corresponding expectations. To finish the proof, we connect these expectations recursively to the previous layer \( l - 1 \), where this time we take the infinite width limit w.r.t. previous layers. Using the law of large numbers for dependent variables with controlled variance as above (and the Lipschitz property of \( \varphi \)), in the large width limit we have

\[
\frac{r_l s_l^2}{N_{l-1}} \| \alpha^{l-1}(\mathbf{x}) \|^2 \rightarrow r_l s_l^2 E_{z_1} [\varphi(z_1)^2] =: a_l, \\
\frac{r_l s_l^2}{N_{l-1}} \| \alpha^{l-1}(\mathbf{x}') \|^2 \rightarrow r_l s_l^2 E_{z_2} [\sigma(z_2)\varphi(z_2)] =: b_l, \\
\frac{r_l s_l^2}{N_{l-1}} \langle \alpha^{l-1}(\mathbf{x}), \alpha^{l-1}(\mathbf{x}') \rangle \rightarrow r_l s_l^2 E_{z_1, z_2} [\varphi(z_1)\varphi(z_2)] =: c_l,
\]

\((z_1, z_2) \sim \omega (a_{l-1}, b_{l-1}, c_{l-1}) \).

Further, we proceed by induction. This completes the outline of the dynamics and finishes the proof of the lemma.

\[ \square \]

Now we record the iterated version of Proposition 4.3, which is Theorem 4.1 of the main text. The main line of proof is inspired by Proposition 1 of [21] and Theorem D.1 of [33] and gives a common argument assimilating both.

**Proof.** The base case of the induction is already covered by Lemma 4.3. Now, let

\[
f_{\theta, i} = \gamma^l \sum_j W^L_{ij} (\varphi (\tilde{\alpha}^{L-1}))_j + b^L_i.
\]

Since the \( W^L_{ij} \) and \( b^L_i \) are centered, using the independence of the \( W^L_{ij}, b^L_i \) from the output of the previous layers, it is clear that \( E (f_{\theta, i}) = 0 \). So,

\[
\text{Cov} (f_{\theta, k}(\mathbf{x}), f_{\theta, k'}(\mathbf{x}')) = E (f_{\theta, k}(\mathbf{x}) f_{\theta, k'}(\mathbf{x}'))
\]

\[
= (\gamma^l)^2 E \left[ \left( \sum_j W^L_{kj} (\varphi (\tilde{\alpha}^{L-1}(\mathbf{x}; \theta)))_j \right) \left( \sum_l W^L_{kl} (\varphi (\tilde{\alpha}^{L-1}(\mathbf{x}'; \theta)))_l \right) \right] + \delta_{kk'} \sigma^2_b
\]

\[
= (\gamma^l)^2 \sum_{j,l} E \left( W^L_{kj} W^L_{kl} \right) E \left( (\varphi (\tilde{\alpha}^{L-1}(\mathbf{x}; \theta)))_j (\varphi (\tilde{\alpha}^{L-1}(\mathbf{x}'; \theta)))_l \right) + \delta_{kk'} \sigma^2_b
\]

\[
= \delta_{kk'} (\gamma^l)^2 \frac{s^2_L r_L}{N_{L-1} N_L} \sum_j E \left( (\varphi (\tilde{\alpha}^{L-1}(\mathbf{x}; \theta)))_j (\varphi (\tilde{\alpha}^{L-1}(\mathbf{x}'; \theta)))_j \right) + \delta_{kk'} \sigma^2_b,
\]

where we have used the independence of the \( L \)-th layer from the output \( \tilde{\alpha}^{L-1} \) of the previous layers. By law of large numbers, we have the following convergence in probability

\[
\frac{1}{N_{L-1}} \sum_j E \left( \varphi (\tilde{\alpha}^{L-1}_j(\mathbf{x}; \theta)) \varphi (\tilde{\alpha}^{L-1}_{j'}(\mathbf{x}'; \theta)) \right) \rightarrow E \left( \varphi (f(\mathbf{x})) \varphi (f(\mathbf{x}')) \right).
\]

Observe that some care has to be taken in the last step, as the random variables \( Z_j := \varphi (\tilde{\alpha}^{L-1}_j(\mathbf{x}; \theta)) \varphi (\tilde{\alpha}^{L-1}_{j'}(\mathbf{x}'; \theta)) \) are not independent. However, their covariance is \( O(1/N^2) \), and one needs to repeat a calculation which is similar to [44]. We skip the repetition.

Now, conditioned on the outputs \( \alpha^{L-1} \) of the \((L - 1)\)-th layer, \( f_{\theta, k}(\mathbf{x}) \) are centered Gaussians. In the limit of large width, the covariance, as calculated above, is deterministic and hence independent of \( \alpha^{L-1} \). So they follow genuine (unconditioned) Gaussian distributions. The claim that the distribution of the vector \( (f_{\theta, k}(\mathbf{x}_1), \ldots, f_{\theta, k}(\mathbf{x}_L)) \) is multivariate Gaussian follows similarly as outlined in Lemma 4.3. This finishes the proof.
12. Expressivity and curvature analysis

Here we give an outline of the curvature estimate mentioned in the main text:

**Proposition 12.1.** The feed-forward dynamics of the metric $g^l$ and curvature $\kappa^l$ of the circle are given by
\[
g^l = \chi g^{l-1}, \quad (\kappa^l)^2 = \frac{3\chi^2_2}{\chi_1} + \frac{1}{\chi_1} (\kappa^{l-1})^2, \quad (45)
\]
where
\[
\chi_1 = (s_1^l)^2 r^l_1 \int \left[\varphi'(\sqrt{q^2 z})^2 \right] Dz, \quad \chi_2 = (s_1^l)^2 r^l_1 \int \left[\varphi''(\sqrt{q^2 z})^2 \right] Dz.
\]

**Proof.** The proof follows the strategy in Supplementary Sections 2.1-2.3 of [26], only one replaces the standard Gaussian covariance with the one obtained in Proposition 4.2 and uses Theorem 4.4. \hfill \Box

13. NTK analysis: initialization and training for large widths

13.1. Background on NTKs. To set the stage, let us suppose that $F^L : \mathbb{R}^P \to \mathcal{F}, \theta \mapsto f_{\theta}$ represents the evaluation function of the DNN having $L$ layers, where the parameter vector $\theta$ lies in the Euclidean space $\mathbb{R}^P$, and $\mathcal{F} = \{ f_{\theta} : \theta \in \mathbb{R}^P \}$ represents the space of output functions $f_{\theta}$. Usually the training of a DNN will optimize the output $f_{\theta}$ with respect to a cost functional $C : \mathcal{F} \to \mathbb{R}$, where the usual gradient descent will be driven by the differential equation $\partial_t \theta = -\nabla_{\theta} C$. However, a nontrivial insight from [15] shows that it is technically easier to lift the equation to the Hilbert space level. Observe that $\mathcal{F}$ becomes a Hilbert space with respect to the inner product $\langle . , . \rangle_{N_0}$ given by $\langle f, g \rangle = \mathbb{E}_{x \sim \mathcal{D}} [f(x)^T g(x)]$ for a given data distribution $\mathcal{D}$ on the input space $\mathbb{R}^N$. Now, using the chain rule, we get
\[
\partial_t \theta_p(t) = -\partial_{\theta_p} (C \circ F)(\theta(t)) = -\partial_{\theta_p} C|_{\theta(t)} \partial_{\theta_p} F^L = -\langle d|_{\theta(t)} \partial_{\theta_p} F^L_{\theta(t)} \rangle_{N_0},
\]
where $\partial_{\theta_p} C$ denotes the usual Fréchet derivative. This implies that the training evolution is given by
\[
\partial_t f_{\theta(t)} = \sum_p \partial_{\theta_p(t)} \partial_{\theta_p} f = -\nabla_{\theta(t)} C|_{\theta(t)}, \quad (46)
\]
where the right hand side denotes the kernel gradient with respect to the NTK $\Theta^L(\theta)$, which in turn is defined by:
\[
\Theta^L(\theta) = \sum_{p=1}^P \partial_{\theta_p} F^L(\theta) \otimes \partial_{\theta_p} F^L(\theta). \quad (47)
\]

For a further detailed discussion of the kernel gradient and the NTK, we refer the reader to Section 3 of [15] and [14].

Now we give a proof of Proposition 6.1. To keep the discussion technically less demanding, we give a detailed proof for the sequential case, and indicate how a proof can be given for the simultaneous limit regime, following [33].

**Proof of Proposition 6.1.** Let us first tackle the base case of the induction. Recall that the tangent kernel $\Theta^1$ is defined by
\[
\Theta^1_{kk'}(x,x') = \sum_p \partial_{b_p} \alpha_k^1(x; \theta) \partial_{b_p} \alpha_{k'}^1(x'; \theta)
= \sum_p \partial_{b_p} (\gamma^1(W^1 x)_k + b_k) \partial_{b_p} (\gamma^1(W^1 x')_{k'} + b_{k'}). \quad (48)
\]
Now, \((W^1 x)_k = \sum_i \gamma^1 W^1_{ki} x_i\), which gives that \(\partial_{\theta_m n}(W^1 x)_k = \sum_i \gamma^1 \delta_{mk} \delta_{ni} x_i\). So, we have
\[
\Theta_{kk'}(x, x') = (\gamma^1)^2 \sum_{m, n, i, j} \delta_{mk} \delta_{ni} \delta_{mk'} \delta_{nj} x_i x_j + \sum_l \delta_l \delta_{lk'}
\]
\[
= (\gamma^1)^2 \delta_{kk'}(x, x') + \delta_{kk'}.
\]

Now we go for the induction. It is already known that in the large width regime, the preactivations \(\tilde{a}_{k-1}^L\) are centered Gaussian processes. Assume that the NTK \(\Theta_{kk'}^{L1}(x, x')\) of the smaller network converges in probability:
\[
\sum_p \partial_{\theta_p} \tilde{a}_{k-1}^L(x; \theta) \partial_{\theta_p} \tilde{a}_{k-1}^L(x'; \theta) \rightarrow \Theta^{L-1}_{\infty}(x, x') \delta_{kk'}.
\]

The new neural net has the old parameters \(\theta_p\), and the added parameters on the \(L\)-th layer, namely, \(W_{kL}^F\) and \(b_k^L\). We first look at the contribution towards the kernel from the parameters \(\theta_p\).

Since the new layer is not dependent on the old parameters, we have,
\[
\partial_{\theta_p} f_{\theta, k}(x) = \sum_i \gamma^L W_{ki}^L \partial_{\theta_p} \tilde{a}_{k-1}^L \varphi \left( \tilde{a}_{k-1}^L(x; \theta) \right).
\]

We first comment on the case of sequential limits. We have that
\[
\sum_p \partial_{\theta_p} f_{\theta, k}(x) \partial_{\theta_p} f_{\theta, k'}(x') = \sum_{p, i, j} \left( \gamma^L \right)^2 W_{ki}^L W_{kj}^L \partial_{\theta_p} \tilde{a}_{k-1}^L \varphi \left( \tilde{a}_{k-1}^L(x; \theta) \right) \partial_{\theta_p} \tilde{a}_{j-1}^L \varphi \left( \tilde{a}_{j-1}^L(x'; \theta) \right)
\]
\[
= \left( \gamma^L \right)^2 \sum_{i, j} W_{ki}^L W_{kj}^L \Theta^{L-1}_{\infty}(x, x') \varphi \left( \tilde{a}_{k-1}^L(x; \theta) \right) \varphi \left( \tilde{a}_{j-1}^L(x'; \theta) \right)
\]
\[
\rightarrow \left( \gamma^L \right)^2 \sum_i \Theta^{L-1}_{\infty}(x, x') W_{ki}^L W_{ki}^L \varphi \left( \tilde{a}_{k-1}^L(x; \theta) \right) \varphi \left( \tilde{a}_{k-1}^L(x'; \theta) \right)
\]
\[
\rightarrow \left( \gamma^L \right)^2 \Theta^{L-1}_{\infty}(x, x') \delta_{kk'} \varphi_L \varphi_L(x, x').
\]

where in the second last step we have used the induction hypothesis, and in the last step we have used the weak law of large numbers, as in [14]. The rest of the proof (looking at the contribution of the new parameters \(W_{ij}^L, b_k^L\)) follows along similar lines as in the base case above.

For the case of simultaneous limits, one can verbatim follow the induction scheme in the proof of Theorem D.1 of [33], inserting the outcome of Proposition 4.2 of the main text at the last step. Since there are no new ideas in our case, we skip writing out the details. However, we make two important observations about the proof of Theorem D.1 of [33] which illustrate the essential points of difference with the sequential proof. Firstly, the induction step in Theorem D.1 starts by expressing the NTK as
\[
\Theta_{kk'}^L(x, x') = \left( \frac{1}{N_L} \sum_{i=1}^{N_L} \partial f_{\theta, k} \varphi \left( \partial f_{\theta, k'} \varphi(x') \right) \right) \left( \frac{1}{N_{L-1}} \sum_{j=1}^{N_{L-1}} \alpha_{j-1}^L(x) \alpha_{j-1}^L(x') \right).
\]

Now, \(l = 1, \ldots, L\). This leads to a somewhat different induction scheme (see pp. 25 of [33]) than the one above. Secondly, the main technical ingredient introduced in [33] that makes the induction argument go through is recorded in the significantly involved Theorem 5.1 which gives the stronger almost sure convergence (instead of convergence in probability) at the last step of the induction. This theorem allows one to justify the gradient independence assumption. Observe that the last step in the sequential induction argument tacitly makes an assumption about the gradient independence. This point has also been explicitly mentioned in [33].

**Remark 13.1** (Remarks on the proof of Proposition 6.2). The proof is long, but virtually similar to the proof of Theorem 2 of [15] (observe that we have stated this result only in the sequential limit regime), so we refer the reader for details therein. A technical requirement for the proof of
Proposition 6.3 is that one needs to be careful with the normalization \( \gamma^l \) in the update rule (1) of the main text. For Proposition 6.3 to hold, one has to choose the normalizations \( \gamma^l \) such that
\[
\max\{\gamma^l : 1 \leq l \leq L - 1\} \to 0 \text{ as } N_1, \ldots, N_{L-2} \to \infty \text{ sequentially.}
\]
This is clear on careful scanning of the proof of Lemma 1 of [13]. We point out that this requirement is not essential for Theorem 4.1 and Proposition 6.1 to work, where we can choose \( \gamma^l = 1, \ l = 1, \ldots, L - 1. \)

Remark 13.2. For overparametrized DNNs, it is observed in practice that gradient descent is largely restricted to a low dimensional linear subspace of the parameter space, which essentially remains fixed throughout the training process [13, 10]. Such a phenomenon is independent of the initialization, provided one is looking at standard SGD based learning. However, stable rank constrained gradient based learning will with high probability take the learning gradient out of its subspace.

13.2. Eigenspectrum of the NTK. Now we indicate a proof for Proposition 6.3 of the main text.

Proof. The proof follows from equation (13) of the main text. For the sake of simplicity, let us ignore the biases. Since \( s_l^2 r_l \leq C \frac{N_l}{(\gamma^l)^2} \), the expression for the NTK (13) of the main text shows that the entries in the kernel matrix are to the order \( \sim C \). We know that the eigenvalues are continuous functions of the entries in the kernel matrix (since the roots of a polynomial are continuous functions of the coefficients). This shows that the eigenspectrum of the NTK is smaller in the constrained rank regime and go to 0 as \( N_l \to \infty \).

Even with \( \gamma^l = \frac{1}{\sqrt{N_l}} \) and the natural assumption \( N_{l-1} \sim N_l \) asymptotically, observe that to get a non-trivial limit in (13), we need \( s_l^2 r_l \) to be \( O(N_l^2) \). The main case of interest is then when \( s_l^2 r_l = O(N_l^2) \), but not \( o(N_l^2) \) (because in the latter case the limit is just 0). This is precisely the case addressed by Proposition 6.3 of the main text.

14. FURTHER EMPIRICAL RESULTS

14.1. Training speeds. Here we elaborate on the toy-example discussed in the main text. Suppose we are given 3-sample data in the form of 3-dimensional observation vectors forming a \( 3 \times 3 \) diagonal matrix \( X \) and suppose to each of the 3 samples a target 3-dimensional label vector is prescribed which also form a \( 3 \times 3 \) diagonal matrix \( Y \). Let us regress \((X, Y)\) by fitting a linear classifier described by a \( 3 \times 3 \) diagonal matrix \( W \). Of course, the regressor \( W^* \) is given explicitly by:
\[
W^* = X^{-1}Y.
\]

In particular, the optimal solution has a stable rank given by \( srank(X^{-1}Y) \). On the other hand, we could start with a given diagonal \( W_0 \) and converge to \( W^* \) via least-squares gradient descent - moreover, the solution traces a line from \( W_0 \) to \( W^* \). We note that in this particular setup, if one applies stable-rank normalization as in [29] the solution would trace out a curve lying on a sphere (the matrices are diagonal and a fixed stable rank translates to forcing points to lie on a sphere). In particular, the solution curve is necessarily longer than the one for a classical least-squares gradient descent. A numerical description of those observations is given in Fig. 4.

Noise fitting. Recently, the DNN’s striking capability to fit random noise has been put forward [31, 18, 2]. As we have already seen, stable rank control affects the networks geometric expressivity, as intuitively represented by Fig. 7. We now investigate whether stable rank initialization and control during training prevents overfitting of shuffled labels. To this end, we consider the MNIST dataset and we compare the DNN’s overfitting performance both on the clean (unshuffled) and noisy (shuffled) dataset. The results are presented in Fig. 8. On one hand, we observe that in general the DNN needs more time to to overfit the shuffled dataset [2]; on the other hand, we consistently see that lower stable ranks hinders the overfitting ability capability for both the clean and noisy case. However, this expressivity reduction occurs in a regime where
the layers are constrained to $10 - 17\%$ of their expected stable rank from Proposition 3.1 of the main text (in the i.i.d. Gaussian case). This suggests a curious "exponential" dependence between stable rank control and noise-fitting capability.
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