Abstract: Around the world, countries are integrating photovoltaic generating systems to the grid to support climate change initiatives. However, solar power generation is highly uncertain due to variations in solar irradiance level during different hours of the day. Inaccurate modelling of this variability can lead to non-optimal dispatch of system resources. Therefore, accurate characterization of solar irradiance patterns is essential for effective management of renewable energy resources in an electrical power grid. In this paper, the Weibull distribution based probabilistic model is presented for characterization of solar irradiance patterns. Firstly, Weibull distribution is utilized to model inter-temporal variations associated with reference solar irradiance data through moving window averaging technique, and then the proposed model is used for irradiance pattern generation. To achieve continuity of discrete Weibull distribution parameters calculated at different steps of moving window, Generalized Regression Neural Network (GRNN) is employed. Goodness of Fit (GOF) techniques are used to calculate the error between mean and standard deviation of generated and reference patterns. The comparison of GOF results with the literature shows that the proposed model has improved performance. The presented model can be used for power system planning studies where the uncertainty of different resources such as generation, load, network, etc., needs to be considered for their better management.
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1. Introduction

1.1. Background

Energy has become part and parcel of our daily life and the dream of a sustainable society is unrealizable without sustainable energy solutions. Environmental and cost concerns associated with fossil fuels have also tracked the attention of relevant stakeholders on green energy resources to achieve sustainable and green policy objectives. Solar energy is a promising Renewable Energy Resource (RER) and an economical alternative to fossil fuels that can play a critical role in achieving green policy objectives and resolving energy crisis issues [1]. Recently, solar Photovoltaic (PV) generation systems are getting more worldwide adoption due to wider availability of solar energy, improvement in panel efficiency, extended life time [2], declining costs, and supporting policies for energy exchange and net metering [3]. The importance of solar energy is marked by the fact that the current global installed capacity of solar PV generation is around 505 GW [4]. Further expansion is possible if governments and policy makers announce more incentives on the purchase of solar panels [5] and related auxiliaries such as power electronic converters and energy storages, etc., for their effective utilization [6]. Higher Education Institutes (HEIs) can also play a significant role in this regard by motivating large segments of society towards decarbonization objectives [7]. Another strategy to engage consumers in green energy programs is to declare a penalty cost for CO\textsubscript{2} emissions and a continuous increment in its value with the passage of time to achieve goals targeted in various environmental protocols signed by the international stakeholders [8].

Integration of huge PV installations with the progression of global economy is posing certain challenges as well. Some of the associated challenges are optimal placement and sizing of PV installations [9,10], time coupled accurate energy prediction [11], the requirements of extended demand flexibility in power system [12], and their recycling [2], etc. Most of the integration challenges are associated with power system operation [13,14]. The uncertainties associated with renewable generation and variations of electrical load demand may create mismatch between demand and supply that badly affects the reliability of power systems [11]. Moreover, other problems like power quality, stability, and voltage fluctuations may arise due to the intermittent and unpredictable nature of renewable generation [15,16]. Probabilistic modelling and characterization of solar irradiance can help to manage many challenges associated with the uncertain varying nature of grid connected PV systems. It extracts useful information from the irradiance data and can therefore be used as a supporting tool in the decision making process [17].

1.2. Literature Review

Integration of RERs into an electrical power system is a key research challenge for power system engineers. Solar PV systems are one of the prominent renewable energy systems for energy production in electrical power grids. Solar radiation directly affects the performance of PV systems, therefore accurate modeling of solar radiation data is essential for design and optimization of solar PV systems, and inaccurate modelling may result in inefficient resource allocation and asset management in electrical power systems. In conjunction, some literature specifically used solar irradiance data to calculate the output power generated from a solar PV system, where solar irradiance is the instantaneous value of solar radiation received at the surface of the unit area (W/m\textsuperscript{2}). When we integrate this solar irradiance in a specified time duration then it is referred to as solar irradiation (Wh/m\textsuperscript{2}). Modelling of solar irradiance variability is a key factor for different power system studies, e.g., power system analysis and its medium-term and long-term planning.

There are different works in the literature related to the modelling of solar radiation but most of the literature normally focuses on the modelling of mean solar radiation for a particular time horizon in comparison with its time coupled uncertainty. The review of the literature reveals that approximately 75% of publications pertaining to solar radiation estimation and modelling have been done in the last five years [18] and most of them are based on statistical, physical, hybrid, and Artificial
Intelligence (AI) techniques. Several linear and nonlinear models for solar energy modelling are reviewed in [19–21]. These models mainly associate solar radiation with other metrolological variables for its modelling. Statistical methods are applied to analyze variations of hourly data of solar radiation at various geographical locations with different climatic conditions [14]. Some studies have used empirical models for estimating monthly solar radiation at specific locations [22,23].

In the literature, Beta distribution has been utilized for solar irradiance modelling. In [9], solar irradiance was modelled in independent time segments by ignoring inter-temporal correlation but, in practice, there may exist some week or reasonable correlation in the change in irradiance behaviour among time segments. Authors of [24] presented a Beta distribution based probabilistic generation model for solar irradiance uncertainty modelling that is often employed in planning studies related to PV systems such as their penetration level [25], allocation, sizing [9,10], and estimation of output power [26] for better resource allocation. Inter-temporal uncertainty for changes in irradiance level was not focused on in these papers.

Apart from solar irradiance data, probabilistic distributions can also be employed for characterizing time series data of other variables. Suitability of a distribution for a specific data depends upon the nature of the variable. Normal distribution is generally used for stochastic modelling of Plug-in Electric Vehicles (PEVs) [27], while Weibull distribution is employed for modelling wind speed [28,29]. Weibull, Gamma, lognormal, and Rayleigh distribution have been employed in [30] for estimating the electricity consumption of various residential houses. Outcomes of the work showed that the Weibull distribution has produced better estimations.

Artificial Intelligence (AI) techniques have emerged as an alternative to conventional modelling techniques. Among different AI techniques, Artificial Neural Networks (ANN) have become an attractive choice for solar radiation modelling due to their computational efficiency. Different ANN techniques (such as recurrent, wavelet, Bayesian neural network, and diagonal recurrent wavelet) have been exploited to improve the estimation of solar radiation [31,32]. Some researchers have also applied Fuzzy Logic (FL) for solar radiation estimation [33]. Results show that FL produces better estimation results in situations when available data for estimation is vague and ambiguous.

Probabilistic modelling/characterization of solar irradiance to provide its expected variability and uncertainty have been performed in various works. Such modelling of solar irradiance can be useful for energy managers, power planners, system operators, and power system researchers in diverse applications. Based on historical observations, authors of [34] constructed day-ahead probabilistic scenarios to calculate the output power of PV systems where each scenario represents the possible behavior of solar power with an associated probability. Some research works have performed probabilistic modelling of solar irradiance data for economical operation and optimal management of power grids [35–37].

1.3. Contributions

It is evident from the literature review that Beta distribution is generally utilized for solar irradiance modelling. Even though Weibull distribution has produced better results with other time series-based data sets (such as wind speed modelling), it has not been applied to irradiance modelling. Therefore, in this paper, Weibull distribution has been proposed to generate time-coupled solar irradiance patterns from reference data for the computation of hourly power output from PV generation systems. Moving window average based technique is used to obtain the inter-temporal irradiance patterns. Weibull distribution parameters (i.e., shape and scale) are estimated for each time step, which provide a complete relationship among the reference and generated irradiance patterns. The proposed model is validated using well-known Goodness of Fit (GOF) indicators such as Mean Absolute Percentage Error (MAPE), Variance of Mean Absolute Percentage Error (MAPE\textsubscript{var}), and auto correlation between reference and generated irradiance patterns. The significant contributions of this paper are as follows:

1. Design of a methodology based on Weibull distribution to effectively model uncertainties associated with solar irradiance data,
2. Use of Generalized Regression Neural Network (GRNN) instead of Piecewise Cubic Hermite Interpolation Polynomial (PCHIP) to achieve continuity of Weibull distribution parameters calculated at discrete steps.

3. Ability to create different scenarios of solar generation that are beneficial for operational planning of power systems.

The rest of this paper is organized as follows: Section 2 discusses the data arrangement and its mathematical formulation. The calculation of Weibull distribution shape and scale parameters with the generation of irradiance patterns are also discussed in the same section. The case study and results are presented in Section 3. Conclusions and future work are described in Section 4.

2. Data Arrangement and Probabilistic Model Formulation

The four years of data of hourly solar irradiance (W/m²) collected from a PV power plant is used as reference data for the probabilistic model. To have uniformity between days of the year, hourly solar irradiance, data stamped at local standard time from 6:00 am to 7:00 pm of each day for the complete period, is considered. In this paper, this data is termed as reference solar irradiance data and is shown in Figure 1. This data is saved in the data matrix, S, presented in Expression (1), where D represents number of days and H represents number of hours.

\[
S = \begin{bmatrix}
S_{11} & S_{12} & \cdots & S_{1H} \\
S_{21} & S_{22} & \cdots & S_{2H} \\
\vdots & \vdots & \ddots & \vdots \\
S_{D1} & S_{D2} & \cdots & S_{DH}
\end{bmatrix}
\] (1)

Figure 1. Solar irradiance reference patterns for one year.

2.1. Formulation of Probabilistic Model

Formulation of the probabilistic model for the generation of solar patterns consists of two main steps:

1) At each time step, probabilistic distribution parameters are estimated using reference irradiance data patterns present in the next time step,

2) Solar irradiance patterns are generated using estimated probability distribution parameters.

Important features to be considered for the formulation of a probabilistic model of solar generation patterns are:
(1) Probabilistic representation of generated irradiance patterns should be analogous to the probabilistic representation of reference solar patterns,

(2) Deviations of generated solar patterns from one-time step to the next one should be analogous to the reference solar pattern deviations.

The block diagram of the proposed model for the characterization and generation of solar irradiance patterns is shown in Figure 2. Each part of the block diagram is explained in the following sub-sections.

**Figure 2.** Block diagram of proposed method for generation of solar irradiance patterns.

2.2. Extraction of Solar Irradiance Data Patterns

The probabilistic generation model developed in this paper characterizes reference solar irradiance data for each time step through Weibull distribution parameters. The basic algorithm for extraction of inter-temporal irradiance patterns is shown in Figure 3.
Figure 3. Algorithm for the extraction of probability distribution parameters.

The upper bound and lower bound of the reference solar irradiance data is identified with a 95% confidence interval to filter out outliers or bad data. At each time step (hour) $h = 1 \ldots H$, the upper and lower bound is spotted by applying a 95% confidence interval to eradicate irrelevant data and is assembled in the vector form as:

$$m^l = \begin{bmatrix} m^l_1 & m^l_2 & \cdots & m^l_H \end{bmatrix}$$  \hspace{1cm} (2)

$$m^u = \begin{bmatrix} m^u_1 & m^u_2 & \cdots & m^u_H \end{bmatrix}$$  \hspace{1cm} (3)

where, $m^u$ and $m^l$ represent the upper and lower bound of data at each time step.

The range of reference irradiance data ($r^{95\%}$) considered for probabilistic modelling is determined by using (4). This range is used to scan the irradiance patterns using moving window technique as presented in Figure 4.

$$r^{95\%} = m^u - m^l$$  \hspace{1cm} (4)
To extract reference irradiance patterns lying inside the selected range, a suitable size of moving window is required. For this purpose, the size of the moving window is variable and regulated by following the user-defined parameter:

$$w_s = \frac{r_{95\%}}{u_s} = (\Delta r_h, h = 1 \ldots H)$$ (5)

An appropriate size of the moving window is required for each time step so that it contains a significant number of data points for the formulation of the probabilistic distribution model. However, the size of the moving window should not be too large, otherwise data points with relatively different irradiance values will become part of the same moving window, and this must be avoided. The values of basic parameters used in the probabilistic model are presented in Table 1.

| Sr. no | Parameter                  | Values     |
|--------|----------------------------|------------|
| 1      | No of irradiance patterns  | 365 days   |
| 2      | Time Step                  | 1 hour     |
| 3      | No of moving windows       | 365        |
| 4      | Window size                | 10         |

The probability distribution of the solar irradiance that occurs at consecutive time steps can be accomplished through the moving window, which attempts to achieve this initially by considering any point lying inside the window (all these points are considered as the same starting point). The moving window moves upward in the vertical direction for the extraction of other data points present in the same time step, and linking irradiance points lie in the next time step, which is used to build the probabilistic distribution parameters of the respective window. To achieve smoothness and effectiveness of probabilistic distribution parameters, the moving window includes some portion of amplitude of the previous window for the next step. The vertical step of the moving window is determined as:
where $R_n$ is the number of moving windows used for the collection of data points, which should be greater than $u_s$. Firstly, the starting point of the moving window lies below the lower limit of time step $'h'$, such that the central point of the window meets with lower limit of the relevant time step and the data points available inside the region $d_h - \frac{w_s}{2}$ to $d_h + \frac{w_s}{2}$. Data points placed at the next time step, $'h+1'$, which are associated with the obtained data points of time step $'h'$, are extracted and stored in set $S_h$ for a moving window. The window is moved upwards at the same time step, $'h'$, by using (6) and the above procedure is repeated for extraction of irradiance data points. The extracted data points are stored in set $S_h$ for this window. This procedure is repeated for the entire movement of the window for each time step. For the next time step, $'h+1'$, window size, $w_s$, and shifting step, $w_{shift}$, are calculated using (5) and (6). However, the central point for starting the moving window corresponds with the lower margin of time step, $'h+1'$. The data points lying inside the window are used to extract the associated points at the next time step, $'h+2'$. Then these points are stored in set $S_{h+1}$. This process is repeated for all moving windows at each time step, i.e., $h = (1, 2 \ldots , H)$.

2.3. Calculation of Weibull Distribution Parameters

In this paper, the Weibull distribution based probabilistic model is used for characterization of solar irradiance patterns. The detailed procedure used for the extraction of irradiance patterns and estimation of Weibull distribution parameters is shown in Figure 3.

Reference irradiance patterns obtained at time step $'h+1'$, associated with the data points of previous time, $'h'$, lying inside the moving window, $'i'$, are extracted and stored in set $S_{h,i}$. The data points present inside set $S_{h,i}$ are normalized between (0, 1) to determine the Weibull distribution shape and scale parameters.

$$s_{h,i} = \frac{s_{h,i} - m_l}{m_u - m_l} (7)$$

After normalization, the parameters of Weibull distribution are calculated for the entire moving window corresponding to each time step, $'h'$.

2.4. Smoothness and Continuity of Weibull Distribution Parameters

The Weibull distribution parameters estimated at each time step, $'h'$, depend on the solar irradiance data points inside the moving window. The number of data points inside the moving window may vary. At times, the number of data points are somewhat less, therefore it becomes difficult to determine the Weibull distribution parameters that could lead to high values. The estimated Weibull distribution parameters are in discrete form. To convert these parameters from discrete to continuous form, curve fitting is required. Different curve fitting techniques, such as polynomial fitting, interpolation, regression, and artificial neural networks have been implemented in the literature to find the best fit curve for the series data points. Artificial neural networks (ANNs) have been used as a curve fitting on a discrete data input available for the plot of Weibull probability density function. Results demonstrate that Weibull plot by using ANNs is very accurate as compared to the actual plot of Weibull probability density function [38]. In [39], an ANN is adopted as a curve fitting on a discrete data, and results reveal that it is a much more effective and quicker technique for the application of curve fitting on discrete data. Based on its effective properties discussed in [38,40], a Generalized Regression Neural Network (GRNN) curve fitting technique is employed in this paper. This technique preserves the shape of the estimated Weibull distribution parameters by reducing the variations associated with them. The basic formula of GRNN is:

$$E(y|X) = \frac{\int_{-\infty}^{\infty} yf(x,y)dy}{\int_{-\infty}^{\infty} f(x,y)dy} (8)$$
where ‘y’ represents estimator output, ‘x’ represents input data, and \( E(y|X) \) is the joint probability function (also called regression) of ‘x’ and ‘y’ [41].

2.5. Generation of Solar Irradiance Patterns

The calculations in previous sections provide probability distribution parameters at each time step and probabilistic connection among these time steps. The estimated parameters are used for generation of solar irradiance patterns that are beneficial for scenario analysis of PV based Distributed Generator (DG) integrated in electrical power systems. This requires representation of appropriately identified random patterns for the irradiance level of a specified number of days. Initially, a random starting point is chosen at time step ‘h’ for irradiance pattern generation. Subsequently, the Weibull distribution parameters of respective window numbers are estimated through GRNN. Figure 5 shows the irradiance pattern generation algorithm.

Let \( \beta_i \) and \( \eta_i \) be the Weibull distribution shape and scale parameter of starting data point \( i_h \). The shape and scale parameter provide a possible outcome of the data point at the next time step, ‘h + 1’.

Inverse Weibull cumulative distribution function (CDF) is used for the generation of normalized data point \( \tilde{i}_{h+1} \) at the next time step, ‘h+1’, and its mathematical formulation is as follows:
The estimated Weibull distribution parameters of respective windows are extracted, and inverse Weibull distribution is applied. The same procedure is repeated to generate irradiance data points for all time step, \( h = (1, 2, \ldots H) \). Since there are \( 'D' \) irradiance patterns in the reference data set, a fixed number of irradiance patterns are generated. The irradiance patterns of the generated data set can be represented by the following equation:

\[
I = \begin{bmatrix}
i_{11} & i_{12} & \cdots & i_{1H} \\
i_{21} & i_{22} & \cdots & i_{2H} \\
\vdots & \vdots & \ddots & \vdots \\
i_{D1} & i_{D2} & \cdots & i_{DH}
\end{bmatrix}
\]  

(11)

The solar irradiance patterns of any desired number of days can also be generated for offline testing and scenario analysis.

3. Case Study Application

The performance of the proposed irradiance pattern generation model is investigated by utilizing four years of hourly solar irradiance data of a site located in Islamabad, Pakistan, located in time zone UTC+5. The Weibull distribution parameters of all moving windows for each hour are extracted using the procedure presented in Figure 3. The discrete Weibull distribution parameters are converted into a continuous form to achieve continuity by employing a GRNN curve fitting technique. The scale and shape parameters of Weibull distribution used for calculation of irradiance pattern at 9:00 am of all moving windows are shown in Figure 6. A flowchart for the generation of solar irradiance patterns is shown in Figure 5.

![Figure 6. Weibull distribution scale and shape parameters after applying generalized regression neural network technique.](image-url)

3.1. Assessment using Goodness-of-Fit Test

The proposed probabilistic generation model is validated using different Goodness of Fit (GOF) indicators. These indicators are determined by using the values of mean and standard deviation of...
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reference and generated solar irradiance patterns. The comparison of the proposed modelling approach with the Beta distribution based probabilistic generation model presented in previous work [10] is performed based on GOF indicators. For this purpose, the values of GOF indicators for the Beta distribution based probabilistic model [10] are also computed in this work.

3.1.1. Mean Absolute Percentage Error (MAPE)

MAPE calculates the percentage error between the mean and standard deviation of reference and generated irradiance data patterns [42].

\[
MAPE = \frac{1}{H} \sum_{h} \left( \frac{|I_h - S_h|}{\left( \frac{1}{H} \sum_{h} S_h \right)} \right) \times 100 \tag{12}
\]

where \(I_h\) and \(S_h\) are the reference and generated sets of solar irradiance patterns at each hour (h) of the day, respectively.

a. Mean

\(MAPE_{\text{mean}}\) determines the percentage error between the mean values of the reference and generated irradiance values. The maximum, minimum and average value of \(MAPE_{\text{mean}}\) for both Beta and Weibull distribution based probabilistic generation models are presented in Table 2. Moreover, the \(MAPE_{\text{mean}}\) value for each hour of the day are shown in Figure 7. This figure demonstrates that, for the Beta probabilistic model, \(MAPE_{\text{mean}}\) has the maximum value of 30.36%, while it is 26.25% for the Weibull distribution based model. Similarly, the minimum value of \(MAPE_{\text{mean}}\) for both the Beta and Weibull distribution based models is 1.36% and 0.0825%, respectively. Furthermore, it can be seen from Table 2 and Figure 7 that the daily average \(MAPE_{\text{mean}}\) calculated for both the Beta and Weibull distribution probabilistic generation models is 15.15% and 11.57%, respectively, which demonstrates a percentage improvement of 23.62% in the case of the Weibull distribution probabilistic model.

Table 2. Comparison of \(MAPE_{\text{mean}}\) for Beta and Weibull probabilistic distribution models.

| Probabilistic Model | Maximum | Minimum | Average | Percentage Improvement (%) |
|---------------------|---------|---------|---------|---------------------------|
| Beta                | 30.3658 | 1.3638  | 15.1527 | 23.62                     |
| Weibull             | 26.2590 | 0.0825  | 11.5732 |                           |

Figure 7. Hourly \(MAPE_{\text{mean}}\) for (a) Beta and (b) Weibull distribution models.
b. Standard Deviation

\( MAPE_{STD} \) determines the percentage error between the standard deviation values of the reference and generated irradiance values. The maximum, minimum, and average value of \( MAPE_{STD} \) for both the Beta and Weibull distribution based probabilistic generation models are presented in Table 3. Moreover, the \( MAPE_{STD} \) value for each hour of the day are shown in Figure 8, which demonstrates that, for the Beta probabilistic model, \( MAPE_{STD} \) has the maximum value of 31.89%, while it is 27.12% for Weibull distribution based model. Similarly, the minimum value of \( MAPE_{STD} \) for both the Beta and Weibull distribution based models is 0.2026% and 0.6366%, respectively. Furthermore, it can be seen from Table 3 and Figure 8 that the daily average \( MAPE_{STD} \) calculated for both the Beta and Weibull distribution probabilistic generation models is 8.72% and 7.98%, respectively, which demonstrates a percentage improvement of 8.5% in the case of the Weibull distribution probabilistic model. The percentage improvement of the daily average \( MAPE_{STD} \) demonstrates that solar irradiance patterns generated through the Weibull distribution probabilistic model are more accurate and in accordance with the reference patterns as compared to the Beta distribution model presented in [10].

![Figure 8. Hourly MAPE_{STD} for (a) Beta and (b) Weibull distribution models.](image)

**Table 3.** Comparison of \( MAPE_{STD} \) for Beta and Weibull probabilistic distribution models.

| Probabilistic Model | Maximum | Index Value | Average | Percentage Improvement (%) |
|---------------------|---------|-------------|---------|---------------------------|
| Beta                | 31.8919 | 0.2026      | 8.7216  | 8.505                     |
| Weibull             | 27.1291 | 0.6366      | 7.9798  |                           |

3.1.2. Variance of Mean Absolute Percentage Error (\( MAPE_{var} \))

\( MAPE_{var} \) is used to calculate the variance and uncertainty of the proposed scenario generation model and is expressed with the following mathematical formulation.

\[
MAPE_{var} = \frac{1}{H} \sum_{i=h}^{H} \left( \frac{|I_h - S_h|}{\frac{1}{H} \sum_{i=h}^{H} S_h} - \frac{MAPE}{100} \right)^2 \times 100
\]  

(13)

a. Mean

\( (MAPE_{var})_{avg} \) determines the percentage error between the mean values of the reference and generated irradiance values. The maximum, minimum, and average value of \( (MAPE_{var})_{avg} \) for both
the Beta and Weibull distribution based probabilistic generation models are presented in Table 4. Moreover, \( \text{MAPE}_{\text{var}} \) value for each hour of the day are shown in Figure 9, which demonstrates that for the Beta probabilistic model, \( \text{MAPE}_{\text{var}} \) has the maximum value of 2.41% while it is 2.1% for the Weibull distribution based model. Similarly, the minimum value of \( \text{MAPE}_{\text{var}} \) for both the Beta and Weibull distribution based models is 0.0012% and 0.0062%, respectively. Furthermore, it can be seen from Table 4 and Figure 9 that the daily average \( \text{MAPE}_{\text{var}} \) calculated for both the Beta and Weibull distribution probabilistic generation models is 1.053% and 0.7754%, respectively, which demonstrates a percentage improvement of 28.29% in the case of the Weibull distribution probabilistic model.

**Table 4.** Comparison of \( \text{MAPE}_{\text{var}} \) for Beta and Weibull probabilistic distribution models.

| Probabilistic Model | Maximum | Minimum | Average | Percentage Improvement (%) |
|---------------------|---------|---------|---------|-----------------------------|
| Beta                | 2.4103  | 0.0012  | 1.0534  | 28.29                       |
| Weibull             | 2.1021  | 0.0062  | 0.7554  |                             |

- **Figure 9.** Hourly \( \text{MAPE}_{\text{var}} \) for (a) Beta and (b) Weibull distribution models.

b. Standard deviation

\( \text{MAPE}_{\text{var}} \) determines the percentage error between the standard deviation values of the reference and generated irradiance values. The maximum, minimum, and average value of \( \text{MAPE}_{\text{var}} \) for both the Beta and Weibull distribution based probabilistic generation models are presented in Table 5. Moreover, \( \text{MAPE}_{\text{var}} \) value for each hour of the day are shown in Figure 10, which demonstrates that for the Beta probabilistic model, \( \text{MAPE}_{\text{var}} \) has the maximum value of 5.3686% while it is 3.6669% for the Weibull distribution based model. Similarly, the minimum value of \( \text{MAPE}_{\text{var}} \) for both the Beta and Weibull distribution based models is 0.0679% and 0.0019%, respectively. Furthermore, it can be seen from Table 5 and Figure 10 that the daily average \( \text{MAPE}_{\text{var}} \) calculated for the Beta and Weibull distribution probabilistic generation models is 0.9760% and 0.6101%, respectively, which demonstrates a percentage improvement of 37.48% in the case of the Weibull distribution probabilistic model.

**Table 5.** Comparison of \( \text{MAPE}_{\text{var}} \) for Beta and Weibull probabilistic distribution models.

| Probabilistic Model | Index Value | Average | Percentage Improvement (%) |
|---------------------|-------------|---------|-----------------------------|
| Beta                | 5.3686      | 0.9760  | 37.48                       |
| Weibull             | 3.6669      | 0.6101  |                             |
A probabilistic technique based on Weibull distribution for the generation of solar irradiance patterns has been presented. GOF indicators, MAPE, and autocorrelation are used for validation of the proposed model. Results generated through the Weibull distribution based probabilistic model are compared with the results of the Beta probabilistic distribution model. MAPE and autocorrelation results show validity of the proposed model. In comparison with the Beta distribution model, percentage improvements in MAPE for mean and standard deviation of the reference and generated irradiance patterns are 23.62% and 8.505%, respectively.

### Table 5. Comparison of (\(\text{MAPE}_\text{var,STD}\)) for Beta and Weibull probabilistic distribution models.

| Probabilistic Model | Index Value | Percentage Improvement (%) |
|--------------------|-------------|-----------------------------|
| Beta               | 5.3686      | 0.9760 37.48                |
| Weibull            | 3.6669      | 0.6101                        |

### Figure 10. Hourly (\(\text{MAPE}_\text{var,STD}\)) for (a) Beta and (b) Weibull distribution models.

#### 3.2. Autocorrelation between Reference and Generated Irradiance Patterns

Autocorrelation is a reliable GOF indicator to find out time coupling between the values at different instants. It is calculated for the mean and standard deviation of the reference and generated solar irradiance patterns. Figure 11a,b presents correlation with respect to different time lags. It is observed that the behavior of autocorrelation is almost similar for both irradiance patterns. In addition, autocorrelation of the proposed method has considerable improvement in comparison with the results presented in [43], and it demonstrates the effectiveness of the proposed approach.

### Figure 11. Autocorrelation between reference and generated irradiance patterns for (a) mean and (b) standard deviation.

#### 4. Conclusions and Future Work

A probabilistic technique based on Weibull distribution for the generation of solar irradiance patterns has been presented. GOF indicators, MAPE, and autocorrelation are used for validation of the proposed model. Results generated through the Weibull distribution based probabilistic model are compared with the results of the Beta probabilistic distribution model. MAPE and autocorrelation results show validity of the proposed model. In comparison with the Beta distribution model, percentage improvements in MAPE for mean and standard deviation of the reference and generated irradiance patterns are 23.62% and 8.505%, respectively.
The performance of the presented technique can further be improved by introducing other exogenous variable (temperature, cloud cover, humidity, etc.) into the modeling process in future. In addition, testing of this technique for online applications needs to be assessed and verified. The proposed method can be used to generate multiple solar generation patterns for scenario analysis in different power system studies, such as offline testing and construction and planning of power system. The proposed probabilistic technique can further be adopted for the construction of wind, thermal, and hydro power generation patterns. Furthermore, the principles adopted in this research may be used to model uncertainties associated with transmission or distribution system losses (generation and load differences) if reference data is available.
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