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Abstract. Time-frequency concentration operators restrict the integral analysis-synthesis formula for the short-time Fourier transform to a given compact domain. We estimate how much the corresponding eigenvalue counting function deviates from the Lebesgue measure of the time-frequency domain. For window functions in the Gelfand-Shilov class, the bounds almost match known asymptotics, with the advantage of being effective for concrete domains and spectral thresholds. As such our estimates allow for applications where the spectral threshold depends on the geometry of the time-frequency concentration domain. We also consider window functions that decay only polynomially in time and frequency.

1. Introduction

1.1. Spectrum of concentration operators. The short-time Fourier transform of a function $f \in L^2(\mathbb{R}^d)$ is defined by means of a smooth and fast decaying window function $g : \mathbb{R}^d \to \mathbb{C}$ as

$$V_g f(z) = \int_{\mathbb{R}^d} f(t) g(t-x) e^{-2\pi i \xi t} dt, \quad z = (x, \xi) \in \mathbb{R}^d \times \mathbb{R}^d. \quad (1.1)$$

The number $V_g f(x; \xi)$ measures the importance of the frequency $\xi$ of $f$ near $x$ and provides a form of local Fourier analysis. Indeed, with the normalization $\|g\|_2 = 1$, the short-time Fourier transform provides the following analysis-synthesis formula:

$$f(t) = \int_{\mathbb{R}^{2d}} V_g f(x; \xi) g(t-x) e^{2\pi i \xi t} dxd\xi, \quad t \in \mathbb{R}^d, \quad (1.2)$$

where the integral converges in quadratic mean.

Time-frequency concentration operators are defined by restricting integration in (1.2) to a compact time-frequency domain $\Omega \subset \mathbb{R}^{2d}$:

$$L_\Omega f(t) = \int_{\Omega} V_g f(x, \xi) g(t-x) e^{2\pi i \xi t} dxd\xi, \quad f \in L^2(\mathbb{R}^d). \quad (1.3)$$

Introduced in [12], concentration operators for the short-time Fourier transform distinguish themselves from other forms of phase-space localization in that they treat the joint time-frequency variable $z = (x, \xi)$ as a single entity.
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It is easy to see that $L_\Omega$ is positive semi-definite and contractive. Heuristically $L_\Omega$ represents a projection onto the space of functions whose short-time Fourier transform is essentially localized on $\Omega$; the extent to which that intuition is correct is determined by the profile of the spectrum $\sigma(L_\Omega)$.

Weyl asymptotics for general time-frequency concentration operators involve dilations of a fixed domain $\Omega$ and go back to [35]. In the refined version of [18] they provide the following for each fixed $\delta \in (0, 1)$:

$$\frac{\# \{ \lambda \in \sigma(L_{R,\Omega}) : \lambda > \delta \}}{|R \cdot \Omega|} \rightarrow 1, \text{ as } R \rightarrow +\infty,$$

where $|E|$ denotes the Lebesgue measure of $E$, and eigenvalues are counted with multiplicity — i.e., $\# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} = \text{trace}[1_{[\delta, \infty)}(L_\Omega)]$.

The number of intermediate eigenvalues $\# \{ \lambda \in \sigma(L_\Omega) : \delta < \lambda < 1 - \delta \}$ - dubbed plunge region in [12] - essentially encodes the error of the approximation $\# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} \approx |\Omega|$ as it is the difference of two such error terms. For suitably general windows $g$ and domains $\Omega$, the following asymptotics were obtained in [14]:

$$(1.4) \quad 0 < c_{g,\delta,\Omega} \leq \frac{\# \{ \lambda \in \sigma(L_{R,\Omega}) : \delta < \lambda < 1 - \delta \}}{\mathcal{H}^{2d-1}(\partial[R \cdot \Omega])} \leq C_{g,\delta,\Omega} < \infty,$$

for all sufficiently large $R$ and sufficiently small $\delta > 0$, depending on $\Omega$ and $g$. Here, $\mathcal{H}^{2d-1}$ is the $2d - 1$ dimensional Hausdorff measure. In fact, [14] derives similar asymptotics more generally for families of domains $\Omega$ where certain qualities related to curvature are kept uniform, the family of dilations $\{ R \cdot \Omega : R > 0 \}$ being one such example.\footnote{The quotation is not exact, as [14] uses the $2d$ dimensional measure of a neighborhood of the boundary instead of the perimeter; under the assumptions in [14] these are equivalent.}

Precise two-term Szegő asymptotics for the eigenvalue counting function of a time-frequency concentration operator with Schwartz window $g$ and under increasing dilation of a $C^2$ domain $\Omega$ were derived in [31]. The key quantity is

$$A_1(g, \partial\Omega, \delta) = C_d \cdot \int_{\partial\Omega} \inf \left\{ \lambda \in \mathbb{R} : \int_{\{z \cdot n_u > \lambda\}} Wg(z) \, dz < \delta \right\} d\mathcal{H}^{2d-1}(u),$$

where $Wg$ is the Wigner distribution of $g$ [19, Chapter 1] and $n_u$ is the outer unit normal of $\partial\Omega$ at $u$. The asymptotic expansion reads

$$\# \{ \lambda \in \sigma(L_{R,\Omega}) : \lambda > \delta \} = |R \cdot \Omega| + A_1(g, \partial\Omega, \delta) \cdot R^{2d-1} + o_{\delta,\Omega,g}(R^{2d-1}), \text{ as } R \rightarrow +\infty.$$  

1.2. Robust versus non-robust error terms. The asymptotic expansion (1.6) is non-robust with respect to $\delta$ in the sense that (1.6) is only valid when $\delta$ is considered fixed with respect to $R$. Indeed, while the leading error term in (1.6), $A_1(g, \partial\Omega, \delta)$, depends explicitly on $\delta$, $g$ and $\Omega$, the error bound $o_{\delta,\Omega,g}(R^{2d-1})$ is not uniform on these parameters, which precludes applications where $\delta$ is allowed to vary with $R$.\footnote{The quotation is not exact, as [14] uses the $2d$ dimensional measure of a neighborhood of the boundary instead of the perimeter; under the assumptions in [14] these are equivalent.}
In contrast, upper bounds for the error \(|\# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} - |\Omega| |\) that are threshold-robust are possible even for a fixed (non-dilated) domain. For example, if \(H^{2d-1}(\partial \Omega) < \infty\), comparing the first two moments of \(L_\Omega\), as done for example in [1, Proposition 3.3], gives
\[
(1.7) \quad \left| \# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} - |\Omega| \right| \leq C_g \cdot H^{2d-1}(\partial \Omega) \cdot \max \left\{ \frac{1}{\delta}, \frac{1}{1-\delta} \right\}, \quad \delta \in (0, 1),
\]
where \(C_g = \int_{\mathbb{R}^{2d}} |z| |V_gg(z)|^2 \, dz\).

Threshold-robust spectral deviation bounds such as (1.7) enable applications in which \(\delta\) is chosen as a function of the geometry of the domain \(\Omega\). For example, Landau’s method to study the discrepancy of sampling and interpolating sets [29] relies on a formula analogous to (1.7), whose most subtle applications require choosing \(\delta\) proportional to a negative power of \(|\Omega|\); see, e.g. [3, Proposition 1.3]. Similarly, the quantification of the performance of randomized linear algebra methods [24] applied to Toeplitz operators demands robust spectral bounds, and this has motivated the revisitation of the classical Landau-Widom asymptotics for the truncation of the Fourier transform [25, 27, 7, 32].

The purpose of this article is to provide a threshold-robust spectral deviation bound for time-frequency concentration operators (1.3), valid for a concrete (non-dilated) domain \(\Omega\) and fully explicit on the threshold \(\delta\), as in (1.7), but with a more favorable dependence on \(\delta\).

### 1.3. Results

We say that a compact domain \(\Omega \subseteq \mathbb{R}^{2d}\) has regular boundary at scale \(\eta > 0\) if there exists a constant \(\kappa > 0\) such that
\[
(1.8) \quad H^{2d-1}(\partial \Omega \cap B_r(z)) \geq \kappa \cdot r^{2d-1}, \quad 0 < r \leq \eta, \quad z \in \partial \Omega.
\]
In this case, the largest possible constant \(\kappa\) is denoted
\[
(1.9) \quad \kappa_{\partial \Omega, \eta} = \inf_{0 < r \leq \eta} \inf_{z \in \partial \Omega} \frac{1}{r^{2d-1}} \cdot H^{2d-1}(\partial \Omega \cap B_r(z)).
\]
This condition means that \(\partial \Omega\) satisfies the lower estimate in the definition of Ahlfors regularity (see [13, Definition I.1.13]). Aside from Lipschitz domains, which satisfy (1.8), boundary regularity allows for ridges — for example, sets of the form \([0, 1]^n \times E \subseteq \mathbb{R}^{n+2}\) where \(\partial E \subseteq \mathbb{R}^2\) is compact and connected.

In this article we prove the following.

**Theorem 1.1** (Threshold-robust spectral bounds, non-dilated domains). Let \(\Omega \subseteq \mathbb{R}^{2d}\) be a compact set with regular boundary at scale \(\eta > 0\). Let \(g \in L^2(\mathbb{R}^d)\) satisfy \(\|g\|_2 = 1\) and the following Gelfand-Shilov-type condition with parameter \(\beta \geq 1/2\): there exist \(C_g, A > 0\) such that for every \(n \in \mathbb{N}_0\):
\[
(1.10) \quad |V_g(g(z))| \leq C_g A^n n!^\beta (1 + |z|)^{-n}, \quad z \in \mathbb{R}^{2d}.
\]

For \(\delta \in (0, 1)\) set \(\tau = \max \{ \frac{1}{\eta}, \frac{1}{1-\eta} \}\). Then
\[
(1.11) \quad \left| \# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} - |\Omega| \right| \leq C_g' \cdot H^{2d-1}(\partial \Omega) \cdot (\log \tau)^\beta \left( 1 + \frac{(\log \tau)^{(2d-1)\beta}}{\eta^{2d-1}} \right) \frac{\log [\log (\tau) + 1]}{\kappa_{\partial \Omega, \eta}},
\]
where \( C'_g = C'_g \cdot A^{2d+2} \cdot C'_d \) and \( C'_d \) depends only on \( d \).

**Remark 1.2.** Condition (1.10) is satisfied whenever \( g \) belongs to the Gelfand-Shilov class \( S^{\beta, \beta} \), i.e., if there exist constants \( a, b, C > 0 \) such that the following decay and smoothness conditions hold:

\[
|g(x)| \leq Ce^{-a|x|^{1/\beta}}, \quad |\hat{g}(\xi)| \leq Ce^{-b|\xi|^{1/\beta}}, \quad x, \xi \in \mathbb{R}^d;
\]

see [20, 10], [9, Theorem 3.2], [23, Corollary 3.11 and Proposition 3.12], [33, Proposition 3.3] and [40, Theorem 3.1]. Conversely, (1.10) implies that \( g \in S^{\beta', \beta'} \) for every \( \beta' > \beta \).

The restriction to \( \beta \geq 1/2 \) in (1.10) is natural, as a version of Hardy’s uncertainty principle [22] precludes the case \( \beta < 1/2 \). As we show in Section 4.3, the estimate in Theorem 1.1 is sharp in the spectral threshold \( \delta \) up to \( \log \log \) factors. In particular, the exponents 1 and \( 2d - 1 \) on \( (\log \tau)^{\beta} \) in (1.11) cannot be improved.

### 1.4. The dilation regime.

To better appreciate Theorem 1.1, let us specialize it to the dilation regime. Note that if \( \Omega \) has regular boundary at scale \( \eta \) with parameter \( \kappa_{\partial \Omega, \eta} \), then \( R \cdot \Omega \) has regular boundary at scale \( R \cdot \eta \) with parameter \( \kappa_{\partial \Omega, \eta} \). Thus, Theorem 1.1 implies the following.

**Corollary 1.3** (Threshold-robust spectral bounds, the dilation regime). Let \( \Omega \subseteq \mathbb{R}^{2d} \) and \( g \in L^2(\mathbb{R}^d) \) satisfy the conditions of Theorem 1.1. Then, with the same notation, for all \( R > 0 \),

\[
\# \{ \lambda \in \sigma(L_{R \cdot \Omega}) : \lambda > \delta \} - |R \cdot \Omega| \leq C'_g \cdot \mathcal{H}^{2d-1}(\partial[R \cdot \Omega]) \cdot (\log \tau)^\beta \left( 1 + \frac{(\log \tau)^{(2d-1)\beta}}{(R \cdot \eta)^{2d-1}} \right) \frac{\log [\log(\tau) + 1]}{\kappa_{\partial \Omega, \eta}}.
\]

Let us compare Corollary 1.3 with the spectral deviation estimate that follows from the asymptotics in [31]. Suppose for concreteness that \( g \) satisfies the Gelfand-Shilov condition (1.12). Then, as shown in [9], there are constants \( c, C' > 0 \) such that

\[
|W g(z)| \leq C' e^{-c|z|^{1/\beta}}.
\]

Inspection of (1.5) — say, for \( \delta < 1/2 \) — gives

\[
|A_1(g, \partial \Omega, \delta)| \leq C'_g \cdot \mathcal{H}^{2d-1}(\partial \Omega) \cdot [\log(1/\delta)]^{\beta}.
\]

The asymptotic expansion (1.6) now shows that there exist \( R_0 = R_0(\Omega, \delta, g) \) such that

\[
\# \{ \lambda \in \sigma(L_{R \cdot \Omega}) : \lambda > \delta \} - |R \cdot \Omega| \leq C_{g, \Omega} \cdot R^{2d-1} \cdot [\log(1/\delta)]^{\beta}, \quad R \geq R_0(\Omega, g, \delta).
\]

No information on the dependence of \( R_0 \) on \( \delta \) is available and applications of (1.15) where \( R \) is taken as a function of \( \delta \) (or vice-versa) are thus not possible.
In contrast, (1.13) — still with \( \delta < \frac{1}{2} \) — provides the threshold-robust bound:

\[
\left| \left| \{ \lambda \in \sigma(L_{R \Omega}) : \lambda > \delta \} - |R \cdot \Omega| \right| \right| 
\leq C_{g, \Omega} \cdot R^{2d-1} \cdot \left[ \log(1/\delta) \right]^\beta \cdot \log \left[ \log(1/\delta) + 1 \right], \quad R \geq \frac{[\log(1/\delta)]^\beta}{\eta},
\]

and allows, for example, for \( R \to \infty \), while \( \delta = R^{-s} \), with \( s > 0 \).

While the dependence of (1.16) on \( \delta \) almost matches the one in the less quantitative estimate (1.15), one may wonder if the comparison is fair, since (1.15) was derived by means of the upper bound (1.14). As it turns out, the dependence of (1.16) in \( \delta \) is indeed best possible up to \( \log \log \) factors. This almost sharpness of Corollary 1.3 is discussed in Section 4.3 for different regimes of \( R \) and \( \delta \) by testing the bound on explicit examples.

1.5. **Polynomial time-frequency decay.** We also provide a variant of Theorem 1.1 for window functions with only polynomial time-frequency decay.

**Theorem 1.4.** Let \( \Omega \subseteq \mathbb{R}^{2d} \) be a compact set with regular boundary at scale \( \eta \in (0, 1] \). Let \( g \in L^2(\mathbb{R}^d) \) be such that \( \|g\|_2 = 1 \), and, for some \( s \geq 1 \),

\[
(1.17) \quad C_g := \int_{\mathbb{R}^{2d}} (1 + |z|)^s |V_g(z)|^2 \, dz < \infty.
\]

For \( \delta \in (0, 1) \) set \( \tau = \max \left\{ \frac{1}{\delta}, \frac{1}{1-\delta} \right\} \). Then

\[
(1.18) \quad \left| \left| \{ \lambda \in \sigma(L_{\Omega}) : \lambda > \delta \} - |\Omega| \right| \right| \leq C'_g \cdot \mathcal{H}^{2d-1}(\partial \Omega) \cdot \tau^{\frac{2d}{2d+s-1}} \cdot \left( \frac{\log(C_g \tau)}{\kappa_{\partial \Omega, \eta} \cdot \eta^{2d-1}} \right)^{\frac{s-1}{2}} \mathcal{H}^{2d-1}(\partial \Omega),
\]

where \( C'_g = C_d \cdot C_g^{2d+s-1} \), and \( C_d \) depends only on \( d \).

Note that for \( s = 1 \), (1.18) recovers (1.7) (with a larger constant \( C'_g \)). As \( s \) grows, the dependence on \( \tau \) becomes milder while the geometric constant \( \kappa_{\partial \Omega, \eta} \) becomes more relevant.

**Remark 1.5.** The hypothesis (1.17) is satisfied, for example, if \( g \) belongs to the modulation space \( M^1_s(\mathbb{R}^d) \) [4]; see Section 4.4.

1.6. **Some consequences.** We first note the following.

**Remark 1.6.** Under the hypotheses of Theorem 1.1 or 1.4, the error bounds (1.11) or (1.18) also apply to the plunge region

\[
\# \{ \lambda : \delta < \lambda \leq 1 - \delta \} = \left( \# \{ \lambda : \lambda > \delta \} - |\Omega| \right) - \left( \# \{ \lambda : \lambda > 1 - \delta \} - |\Omega| \right).
\]

Second, spectral deviation bounds can of course be reformulated as asymptotics for individual eigenvalues. We now spell out the details.

We let \( \{ \lambda_k : k \geq 1 \} \) be the decreasing rearrangement of the eigenvalues of \( L_{\Omega} \) counting multiplicities. According to (1.11) and (1.18), the eigenvalues are expected to transition from
about 1 to about 0 around the index \( A_\Omega := \lceil |\Omega| \rceil \) (smallest integer \( \geq |\Omega| \)). Theorem 1.1 yields the following estimates.

**Corollary 1.7.** Let \( \Omega \subseteq \mathbb{R}^{2d} \) and \( g \in L^2(\mathbb{R}^d) \) satisfy the conditions of Theorem 1.1 with \( \eta \in (0, 1] \). Using the theorem’s notation write

\[
\gamma = \frac{2C'_g}{\kappa_{\partial \Omega, \eta} \cdot \eta^{2d-1}} \cdot \mathcal{H}^{2d-1}(\partial \Omega).
\]

Then the following hold.

(i) For every \( k = A_\Omega + \gamma h \in \mathbb{N} \) with \( h \geq 1 \),

\[
\lambda_k \leq e^{-\left( \frac{h}{e(1 + \log h)} \right)^{1/2d}}.
\]  

(ii) For every \( k = A_\Omega - \gamma h \in \mathbb{N} \) with \( h \geq 1 \),

\[
\lambda_k \geq 1 - e^{-\left( \frac{h}{e(1 + \log h)} \right)^{1/2d}}.
\]

Similarly, for windows with polynomial time-frequency decay, Theorem 1.4 gives the following.

**Corollary 1.8.** Let \( \Omega \subseteq \mathbb{R}^{2d} \) and \( g \in L^2(\mathbb{R}^d) \) satisfy the conditions of Theorem 1.4. Using the theorem’s notation write

\[
\gamma = C'_g \cdot \left( \kappa_{\partial \Omega, \eta} \cdot \eta^{2d-1} \right)^{-\frac{s-1}{2d+s-1}} \cdot \mathcal{H}^{2d-1}(\partial \Omega).
\]

Then the following hold.

(i) For every \( k = A_\Omega + \gamma h \in \mathbb{N} \) with \( h \geq 1 \),

\[
\lambda_k \leq e^{\left( \frac{2d+s-1}{2d+s} \right)^2 \cdot h^{-\frac{2d+s-1}{2d}}} \cdot \left( 1 + \log(C_g h) \right)^{\frac{s-1}{2d}}.
\]  

(ii) For every \( k = A_\Omega - \gamma h \in \mathbb{N} \) with \( h \geq 1 \),

\[
\lambda_k \geq 1 - e^{\left( \frac{2d+s-1}{2d+s} \right)^2 \cdot h^{-\frac{2d+s-1}{2d}}} \cdot \left( 1 + \log(C_g h) \right)^{\frac{s-1}{2d}}.
\]

1.7. **Related literature and organization.** Eigenvalue asymptotics related to the truncation of the Fourier transform go back at least to [30]. These describe precisely the limit behavior of the eigenvalue counting function as the truncation domain grows. The description is however only valid for a fixed eigenvalue threshold, and may be therefore insufficient in many applications — see Section 1.2. The need for corresponding threshold-robust spectral deviation bounds has motivated substantial research [25, 27, 7, 32]. While this article shares a similar goal, with the exception of [25], the existing literature on threshold-robust spectral bounds for the truncation of the Fourier transform exploits specific properties of that context, such as a connection with a Sturm–Liouville equation, that are not available in our setting.

Time-frequency concentration operators for the short-time Fourier transform are also called localization operators [12] or (generalized) anti-Wick operators [5, 6], specially when considered, with respect to symbols, so that the truncated integral in (1.3) is
replaced by a weighted integral. A remarkable special case occurs when $g$ is the one variable Gaussian window $g(t) = 2^{1/4}e^{-\pi t^2}$ and $\Omega$ is a disk, as $L_\Omega$ is then diagonal in the Hermite basis, and the spectrum can be computed explicitly [12]. We use this example to test the sharpness of our estimates.

In the case of time-frequency concentration operators, the benchmark result for spectral asymptotics is in [31], partially building on [36]. As explained in Section 1.2, when applied to produce spectral deviation bounds (that is, bounds on $|\# \{\lambda \in \sigma(L_{R\Omega}) : \lambda > \delta\} - |R \cdot \Omega| |$), the asymptotics of [31] deliver conclusions that are ineffective in applications where $R$ and $\delta$ vary together. In contrast, when particularized to the dilation regime, Theorems 1.1 and 1.4 yield threshold-robust spectral deviation bounds, which do allow for $R$ and $\delta$ to vary together. In addition, Theorems 1.1 and 1.4 are applicable beyond the dilation regime.

The lacking quantitative information in the error terms of (1.6) cannot be found by simply reinspecting the proofs in [31], which are conceived with the different objective of capturing the precise value of the first asymptotic term (1.5). Indeed, inspection of the proofs in [31] yields bounds on the term $o_{\delta, \Omega, g}$ on the right-hand side of (1.6) that are exponentially worse than (1.13), and which may overtake the first error term (1.6) if $\delta$ is allowed to fluctuate, even moderately, with $R$. Similarly, inspection of the proofs in [14] yield constants in (1.4) of the order $O(1/\sqrt{\delta})$.

From the point of view of pseudo-differential theory, time-frequency concentration operators are Weyl quantizations of symbols of the form $\sigma = W g * 1_\Omega$, where $W g$ is the Wigner distribution of the window function $g$ and $*$ is the standard convolution. The results in [31] apply more generally to operators with Weyl symbol $\sigma = W *[a \cdot 1_\Omega]$ where $a$ and $W$ are suitably smooth functions. In contrast, our proofs rely on a more specific characteristic of time-frequency concentration operators, namely that they are unitarily equivalent to Toeplitz operators on the range of the short-time Fourier transform [11]. Such spaces are reproducing kernel subspaces of $L^2(\mathbb{R}^d)$ and share certain properties with the Fock space of square integrable analytic functions on $\mathbb{C}^d$ with respect to the Gaussian measure. The core of our proof is to estimate Schatten $p$-norms of Hankel operators, with a value of $p$ that is optimized as a function of the spectral parameter $\delta$. We draw mainly on arguments from [39], [26], developed to study Hankel operators on Fock spaces, and combine them with methods from geometric measure theory [17, 8]. While the $p$-dependence of Schatten norms is normally left unquantified [39], [26], [37], in our case capturing that dependence is essential. We also greatly benefited from reading [38].

The proofs of Theorem 1.1 and the auxiliary Proposition 3.1 rely on well-known methods in spectral theory. Our contribution is in the quantification of certain aspects by means of tools from geometric measure theory. Remarkably, our approach leads to almost-sharp estimates in the spectral parameter; see Section 4.3.

The article is organized as follows. Section 2 provides background results. In Section 3 we derive Schatten norm estimates for Hankel operators on the range of the short-time Fourier transform. These are applied in Section 4.1 to prove Theorems 1.1 and 1.4, and in turn
Corollaries 1.7 and 1.8 in Section 4.2. In Section 4.3 we test the sharpness of our main estimates. Remark 1.5 is proved in Section 4.4. Some of our proofs require revisiting standard arguments while carefully tracking dependencies on certain parameters, and are therefore given in detail. Detailed proofs of Corollaries 1.7 and 1.8 are also included for completeness.

2. Preliminaries

2.1. Notation. We always let \(|z|\) denote the Euclidean norm of a vector \(z \in \mathbb{R}^{2d}\). The differential of the Lebesgue measure is denoted \(dz\). We write \(1_E\) for the indicator function of a set \(E \subseteq \mathbb{R}^{2d}\) and \(E^C = \mathbb{R}^{2d} \setminus E\). We write \(a \lesssim b\) for two non-negative quantities \(a, b\) if there exists a constant \(C_d\) depending only on the dimension \(d\) such that \(a \leq C_d b\) holds. \(L^p\) norms with respect to polynomial weights are denoted as

\[
\| (1 + |z|)^s F(z) \|_{L^p(dz)}^p = \int_{\mathbb{R}^{2d}} (1 + |z|)^{ps} |F(z)|^p dz,
\]
or \(\|(1 + |z|)^s F\|_p^p\) for short.

For \(F, G \in L^2(\mathbb{R}^{2d})\) we write \(F \ast G\) for the twisted convolution:

\[
F \ast G (z) = \int_{\mathbb{R}^{2d}} F(z') G(z - z') e^{\pi i (x \xi' - x' \xi')} dz', \quad z = (x, \xi), \ z' = (x', \xi') \in \mathbb{R}^d \times \mathbb{R}^d.
\]

We will use the following consequence of Pool’s Theorem [34]:

\[
\| F \ast G \|_2 \leq \| F \|_2 \| G \|_2; \tag{2.1}
\]

see also [19, Chapter 2] and [21, Corollary 14.6.2].

2.2. Operators. The spectrum of an operator \(A\) on a Hilbert space is denoted \(\sigma(A)\), and its Schatten (quasi)norm is given by

\[
\| A \|_p^p = \text{trace}(|A|^p) = \text{trace}((A^* A)^{p/2}), \quad p > 0.
\]

The eigenvalue counting function of a self-adjoint operator \(A\) is

\[
\# \{ \lambda \in \sigma(A) : \sigma > \delta \} = \text{trace}[1_{(\delta, \infty)}(A)].
\]

In general, all expressions involving \(\sigma(A)\) are to be understood to include multiplicities.

We will use the following elementary lemma, which follows from a convexity argument. (See, e.g., [42, Proposition 6.3.3] for a proof.)

**Lemma 2.1.** Let \(A\) be a positive operator on a Hilbert space \(H\). Then

\[
\langle A^p x, x \rangle \leq \langle A x, x \rangle^p, \quad \|x\| = 1, \quad 0 < p \leq 1.
\]
2.3. Perimeters and level sets. The topological boundary of a set $\Omega \subseteq \mathbb{R}^{2d}$ is denoted $\partial \Omega$. Besides working with $\Omega$ compact, we will assume without further mention that $\mathcal{H}^{2d-1}(\partial \Omega) < \infty$ as the bounds we prove are otherwise trivial. Since $\Omega$ has finite measure, $\Omega$ has finite perimeter, i.e., its indicator function has bounded variation; see, e.g., [17, Chapter 5]. Indeed, $\Omega$ has finite perimeter if and only if $\mathcal{H}^{2d-1}(\partial \Omega) < \infty$, where $\partial \Omega \subset \partial \Omega$ is the measure theoretic boundary, consisting of points with positive density both on $\Omega$ and $\Omega^c$ [17, Theorem 1, Section 5.11]. Similarly, we assume without further mention that $\mathcal{H}^{2d-1}(\partial \Omega) > 0$, since, otherwise, by the isoperimetric inequality, $|\Omega| = 0$.

We will need the following regularization lemma.

**Lemma 2.2.** Let $\Omega \subseteq \mathbb{R}^{2d}$ be a compact set, let $E = \Omega$ or $\Omega^c$ and let $\varphi \in L^1(\mathbb{R}^{2d})$. Then

$$\left\| 1_E * \varphi - \left( \int \varphi \right) \cdot 1_E \right\|_{L^1(\mathbb{R}^{2d})} \leq \mathcal{H}^{2d-1}(\partial \Omega) \cdot \int_{\mathbb{R}^{2d}} |z| \left| \varphi(z) \right| dz.$$

**Proof.** When $E = \Omega$ a simple proof can be found in [1, Lemma 3.2]. That reference actually provides a better bound in terms of the measure theoretic boundary: $\text{var}(1_\Omega) = \mathcal{H}^{2d-1}(\partial \Omega) \leq \mathcal{H}^{2d-1}(\partial \Omega)$. If $E = \Omega^c$, we use that $1_E * \varphi - \left( \int \varphi \right) \cdot 1_E = \left( \int \varphi \right) \cdot 1_{E^c} - 1_{E^c} * \varphi$. □

The following bound for level sets of distances will be a key technical tool. It is a special case of [8, Theorems 5 and 6]; see [28] for related results.

**Proposition 2.3.** Let $\Omega \subseteq \mathbb{R}^{2d}$ be a compact set with regular boundary at scale $\eta > 0$. Then

$$\mathcal{H}^{2d-1} \left( \{ z : d(z, \partial \Omega) = r \} \right) \leq \frac{C_d}{\kappa_{\partial \Omega, \eta}} \cdot \mathcal{H}^{2d-1}(\partial \Omega) \cdot \left( 1 + \frac{r}{\eta} \right)^{2d-1},$$

for almost every $r > 0$, where $C_d$ is a constant that depends on $d$. In addition, $|\nabla d(z, \partial \Omega)| = 1$, for almost every $z \in \mathbb{R}^{2d}$.

Note that if $\Omega$ has regular boundary at scale $\eta > 0$ (and assuming as we do that $\mathcal{H}^{2d-1}(\partial \Omega) > 0$), it follows by differentiation around a point of positive $\mathcal{H}^{2d-1}$-density that (1.9) satisfies

$$\kappa_{\partial \Omega, \eta} \leq c_d,$$

for a dimensional constant $c_d$.

2.4. Toeplitz and Hankel operators on the range of the STFT. For a normalized window function $g \in L^2(\mathbb{R}^d)$, $\|g\|_2 = 1$, the short-time Fourier transform defines an isometry $V_g : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^{2d})$ [21, Chapter 3].

The range of the short-time Fourier transform with window $g$ is the (closed) subspace

$$\mathbb{H} = \{ V_g f : f \in L^2(\mathbb{R}^d) \} \subseteq L^2(\mathbb{R}^{2d}),$$

and the orthogonal projection $P : L^2(\mathbb{R}^{2d}) \to \mathbb{H}$ is the integral operator

$$PF(z) = \int_{\mathbb{R}^{2d}} K(z, w) F(w)dw,$$
where $K$ is the reproducing kernel

$$K(z, w) = K_w(z) = V_g g(z - w)e^{2\pi i (z' - t')/t}, \quad z = (x, \xi), w = (x', \xi') \in \mathbb{R}^d \times \mathbb{R}^d.$$  

In particular $\|K_w\|_{L^2(\mathbb{R}^d)} = 1$. Since $P$ is a projection, $K$ satisfies the reproducing formula

$$(2.3) \quad K(z, w) = \int_{\mathbb{R}^d} K(z, z') K(z', w) \, dz', \quad z, w \in \mathbb{R}^d.$$  

If $\{e_n\}_n$ is an orthonormal basis of $\mathbb{H}$, then $K$ can be expanded as $K(z, w) = \sum_n e_n(z)\overline{e_n(w)}$.

In terms of the adjoint short-time Fourier transform $V_g^* : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$, $V_g^* F(t) = \int_{\mathbb{R}^d} F(x, \xi) g(t-x) e^{2\pi i \xi t} \, dx \, d\xi$, the time-frequency concentration operator $L_\Omega$ is

$$L_\Omega f = V_g^* [1_\Omega : V g f].$$

This shows that time-frequency concentration operators (1.3) are unitarily equivalent to contractions of certain Toeplitz operators on the range of the short-time Fourier transform. Indeed, given a compact domain $\Omega \subseteq \mathbb{R}^d$, we define the Gabor-Toeplitz operator $T_\Omega : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ by

$$T_\Omega F = P(1_\Omega \cdot PF), \quad F \in L^2(\mathbb{R}^d).$$

As $P = V_g V_g^*$, it follows that, with respect to the decomposition $L^2(\mathbb{R}^d) = \mathbb{H} \oplus \mathbb{H}^\perp$,

$$(2.4) \quad T_\Omega F = \begin{bmatrix} V_g L_\Omega V_g^* F & 0 \\ 0 & 0 \end{bmatrix},$$

see, e.g., [14, 11, 16]. Thus, the spectrum of $T_\Omega$ and $L_\Omega$ coincide except for the multiplicity of the eigenvalue $\lambda = 0$. A direct calculation shows that

$$(2.5) \quad \text{trace}(L_\Omega) = |\Omega|, \quad \text{and} \quad \text{trace}(L_\Omega^2) = \int_\Omega \int_\Omega |V_g g(z - z')|^2 \, dz \, dz',$$

see, e.g., [1, Lemma 2.1].

Our proofs are based on the analysis of the Hankel operator $H_\Omega = (1 - P)1_\Omega P$, i.e.,

$$H_\Omega F = 1_\Omega \cdot PF - P(1_\Omega \cdot PF), \quad F \in L^2(\mathbb{R}^d).$$

We sometimes drop the dependence on $g$ and $\Omega$, and simply write $T$ and $H$. Notice that $H$ and $T$ are related by

$$(2.6) \quad H^* H = T - T^2.$$  

3. Estimates for Hankel operators on the range of the STFT

**Proposition 3.1.** Let $\Omega \subseteq \mathbb{R}^d$ be a compact set with regular boundary at scale $\eta > 0$. Let $p \in (0, 2]$ and $\alpha > 0$. Then

$$(3.1) \quad \|H\|_p \leq C_d \cdot \mathcal{H}^{2d-1}(\partial \Omega) \cdot \left( (1 + |z|\eta^{-1})^{(2d-1)(2-p)/2p} (1 + |z|)^{(1+\alpha)(2-p)/2p + 1/2} V g \right)_{L^p}^p \overline{\mathcal{H}^{d-1}(\partial \Omega) \cdot \alpha}^{1-p/2},$$

where $C_d$ is a constant that only depends on the dimension $d$. 

In particular, if $\eta \in (0, 1],$

(3.2) \[ \|H\|_p^p \leq C_d \cdot \mathcal{H}^{d-1}(\partial \Omega) \cdot \| (1 + |z|)^{(2d+\alpha)(2-p)/2p+1/2} V_{\eta} g \|_2^p. \]

Proof. Step 1. We first argue as in the proof of [39, Theorem 1.1].

Denote $A = (H^*H)^{p/2}$. Since $A|_{\mathbb{H}^\perp} = 0$, for an orthonormal basis $\{e_n\}$ of $\mathbb{H}$ we have

\[
\|H\|_p^p = \text{trace}(A) = \sum_n \langle Ae_n, e_n \rangle = \sum_n \int_{\mathbb{R}^d} Ae_n(z)\overline{e_n(z)} \, dz = \sum_n \int_{\mathbb{R}^d} P A e_n(z)\overline{e_n(z)} \, dz
\]

\[
= \sum_n \int_{\mathbb{R}^d} \langle Ae_n, K_z \rangle\overline{e_n(z)} \, dz = \int_{\mathbb{R}^d} \langle A \sum_n e_n\overline{e_n(z)}, K_z \rangle \, dz = \int_{\mathbb{R}^d} \langle AK_z, K_z \rangle \, dz
\]

\[
= \int_{\mathbb{R}^d} \langle (H^*H)^{p/2} K_z, K_z \rangle \, dz.
\]

By Lemma 2.1, we have \( \langle (H^*H)^{p/2} K_z, K_z \rangle \leq \langle (H^*H)K_z, K_z \rangle^{p/2} \) since $p/2 \leq 1$, and, consequently,

(3.3) \[ \|H\|_p^p \leq \int_{\mathbb{R}^d} \langle H^*HK_z, K_z \rangle^{p/2} \, dz = \int_{\mathbb{R}^d} \|HK_z\|_2^p \, dz. \]

Let us describe the function $HK_z$:

\[
HK_z(w) = (1 - P)[1_\Omega \cdot PK_z](w) = (1 - P)[1_\Omega \cdot K_z](w)
\]

\[
= 1_\Omega(w)K(w, z) - \int_{\mathbb{R}^d} 1_\Omega(z')K(z', z)K(w, z') \, dz'
\]

\[
= \int_{\mathbb{R}^d} (1_\Omega(w) - 1_\Omega(z'))K(w, z')K(z', z) \, dz'
\]

\[
= \int_{\mathbb{R}^d} (1_\Omega(w)1_\Omega(z') - 1_\Omega(w)1_\Omega(z'))K(w, z')K(z', z) \, dz'.
\]

So,

\[
\|HK_z\|_2 \leq \left( \int_{\Omega} \left| \int_{\Omega^c} K(w, z')K(z', z) \, dz' \right|^2 \, dw \right)^{1/2}
\]

\[ + \left( \int_{\Omega^c} \left| \int_{\Omega} K(w, z')K(z', z) \, dz' \right|^2 \, dw \right)^{1/2}. \]
We combine the last estimate with (3.3), and use the fact that \((a + b)^p \leq 2(a^p + b^p)\) for \(a, b \geq 0, 0 < p \leq 2\), to split the integrals similarly to [14, Proof of Lemma 4.4]:

\[
\|H\|_p^p \lesssim \int_{\mathbb{R}^{2d}} \left( \int_{\Omega} \int_{\Omega^c} K(w, z') K(z', z) \, dz' \, dw \right)^{p/2} \, dz + \int_{\mathbb{R}^{2d}} \left( \int_{\Omega} \int_{\Omega^c} K(w, z') K(z', z) \, dz' \, dw \right)^{p/2} \, dz
\]

\[
= \int_{\Omega} \left( \int_{\Omega} \int_{\Omega^c} K(w, z') K(z', z) \, dz' \, dw \right)^{p/2} \, dz + \int_{\Omega} \left( \int_{\Omega^c} \int_{\Omega} K(w, z') K(z', z) \, dz' \, dw \right)^{p/2} \, dz
\]

Hence,

\[(3.4) \quad \|H\|_p^p \lesssim \max \{ I_j(E) : j = 1, 2, E = \Omega, \Omega^c \}, \]

where

\[
I_1(E) = \int_E \left( \int_{E^c} \left| \int_{E^c} K(w, z') K(z', z) \, dz' \right|^2 \, dw \right)^{p/2} \, dz, \quad I_2(E) = \int_E \left( \int_{E^c} \left| \int_{E^c} K(w, z') K(z', z) \, dz' \right|^2 \, dw \right)^{p/2} \, dz.
\]

**Step 2.** We let \(E\) denote either \(\Omega\) or \(\Omega^c\); in both cases \(\partial E = \partial \Omega\). We write for short \(I_1 = I_1(E), I_2 = I_2(E)\), and introduce the quantity:

\[
I_3 = I_3(E) = \int_E \left( \int_{E^c} |V_g(z' - z)|^2 \, dz' \right)^{p/2} \, dz.
\]

Let us show that

\[(3.5) \quad I_1 \leq I_3, \text{ and } I_2 \leq 4I_3.\]

For \(I_1\) define \(F \in L^2(\mathbb{R}^{2d})\) by

\[
F(x, \xi) = V_g(x, \xi)e^{\pi i x \xi},
\]

and notice that for \(z = (x, \xi)\) and \(z' = (x', \xi')\) we have

\[
K(z', z) = V_g(z' - z)e^{2\pi i (\xi - \xi')x} = F(z' - z)e^{-\pi i (x' - x)(\xi' - \xi)}e^{2\pi i (\xi - \xi')x} = F(z' - z)e^{\pi i (-x'\xi' + x'\xi - x\xi + x\xi)}.
\]
Denoting \( w = (x'', \xi'') \) we get
\[
K(w, z') K(z', z) = F(w - z') \cdot F(z' - z) \cdot e^{\pi i(-x'' \xi'' + x'' \xi' - x' \xi'' + x' \xi' + x' \xi' + x \xi)} \\
= F(w - z') \cdot F(z' - z) e^{\pi i(x'' \xi' - x' \xi'')} e^{\pi i x'' \xi''} \\
=: F(w - z') \cdot G_z(z') \cdot e^{\pi i(x'' \xi' - x' \xi'')} e^{\pi i x'' \xi''}.
\]
So,
\[
\int_{E^c} K(w, z') K(z', z) dz' = e^{-\pi i x'' \xi''} \int_{\mathbb{R}^{2d}} 1_{E^c}(z') G_z(z') F(w - z') e^{\pi i(x'' \xi' - x' \xi'')} dz' \\
= e^{-\pi i x'' \xi''} (1_{E^c} G_z(z)) F(w).
\]
Invoking (2.1), we obtain
\[
(3.6) \quad \int_{\mathbb{R}^{2d}} \left| \int_{E^c} K(w, z') K(z', z) dz' \right|^2 dw = ||(1_{E^c} G_z(z)) F||^2_2 \leq ||F||^2_2 ||1_{E^c} G_z||^2_2 \\
= ||V_g(z')||^2_2 \int_{E^c} |V_g(z' - z)|^2 dz' = \int_{E^c} |V_g(z' - z)|^2 dz',
\]
and it follows that \( I_1 \leq I_3 \). Regarding \( I_2 \), we observe that, by the reproducing formula (2.3),
\[
\int_{E} K(w, z') K(z', z) dz' = K(w, z) - \int_{E^c} K(w, z') K(z', z) dz'.
\]
By the triangle inequality and applying again (3.6),
\[
\left( \int_{E^c} \left| \int_{E} K(w, z') K(z', z) dz' \right|^2 dw \right)^{1/2} \leq \left( \int_{E^c} |K(w, z)|^2 dw \right)^{1/2} \\
+ \left( \int_{\mathbb{R}^{2d}} \left| \int_{E^c} K(w, z') K(z', z) dz' \right|^2 dw \right)^{1/2} \leq 2 \left( \int_{E^c} |V_g(z' - z)|^2 dz' \right)^{1/2}.
\]
This directly implies that \( I_2 \leq 2^p I_3 \leq 4I_3 \).

**Step 3.** By (3.4) and (3.5),
\[
(3.7) \quad ||H||^p_\rho \lesssim \max\{I_3(E) : E = \Omega, \Omega^C\}.
\]
We now bound \( I_3 \) for either \( E = \Omega, \Omega^C \). Recall the parameter \( \alpha > 0 \) and define \( h : \mathbb{R}^{2d} \rightarrow \mathbb{R} \) as
\[
h(z) = (1 + d(z, \partial \Omega) \eta^{-1})^{2d-1} (1 + d(z, \partial \Omega))^{1+\alpha}.
\]
By Hölder’s inequality,
\[
I_3 = \int_{E} \frac{h(z)^{1-p/2}}{h(z)^{1-p/2}} \left( \int_{E^c} |V_g(z' - z)|^2 dz' \right)^{p/2} dz \\
\leq \left( \int_{E} \frac{1}{h(z)} dz \right)^{1-p/2} \left( \int_{E} \int_{E^c} h(z)^{(2-p)/p} |V_g(z' - z)|^2 dz' dz \right)^{p/2}.
\]
We study the two integrals in (3.8) separately. For the first one we use the coarea formula and invoke Proposition 2.3 to obtain

\[
\int_E \frac{1}{h(z)} \, dz \leq \int_{\mathbb{R}^d} \frac{1}{h(z)} \, dz = \int_{\mathbb{R}^d} \frac{\|\nabla d(z, \partial \Omega)\|}{h(z)} \, dz = \int_0^\infty \mathcal{H}^{2d-1}(\{w : d(w, \partial \Omega) = r\}) \, dr
\]

\[
\lesssim \frac{\mathcal{H}^{2d-1}(\partial \Omega)}{\kappa_{\partial \Omega, \eta}} \int_0^\infty \frac{1}{(1 + r)^{1+\alpha}} \, dr = \frac{\mathcal{H}^{2d-1}(\partial \Omega)}{\kappa_{\partial \Omega, \eta} \cdot \alpha}.
\]

Next we bound the second integral in (3.8). Since \( E \) is either \( \Omega \) or \( \Omega^c \), for \( z \in E, z' \in E^c \),

\[
h(z) = (1 + d(z, \partial \Omega)\eta^{-1})^{2d-1}(1 + d(z, \partial \Omega))^{1+\alpha} \leq (1 + |z' - z|\eta^{-1})^{2d-1}(1 + |z' - z|)^{1+\alpha}.
\]

So we get

\[
\int_E \int_{E^c} h(z)^{(2-p)/p} |V_g g(z' - z)|^2 \, dz' \, dz 
\leq \int_E \int_{E^c} (1 + |z' - z|\eta^{-1})^{(2d-1)(2-p)/p}(1 + |z' - z|)^{(1+\alpha)(2-p)/p} |V_g g(z' - z)|^2 \, dz' \, dz.
\]

Setting \( \varphi(z) = (1 + |z|\eta^{-1})^{(2d-1)(2-p)/p}(1 + |z|)^{(1+\alpha)(2-p)/p} |V_g g(z)|^2 \), Lemma 2.2 gives

\[
\int_E \int_{E^c} h(z)^{(2-p)/p} |V_g g(z' - z)|^2 \, dz' \, dz \leq \int_E \int_{E^c} \varphi(z' - z) \, dz' \, dz 
\leq \frac{\| (f \varphi) 1_{E^c} - 1_{E^c} * \varphi \|_1}{\mathcal{H}^{2d-1}(\partial E) \int_{\mathbb{R}^d} |z| \| \varphi(z) \| \, dz}.
\]

Combining (3.8), (3.9) and (3.10) we obtain

\[
I_3 \lesssim \frac{\mathcal{H}^{2d-1}(\partial \Omega)}{(\kappa_{\partial \Omega, \eta} \cdot \alpha)^{1-p/2}} \| z \varphi \|^p_1/2 
\]

\[
\lesssim \frac{\mathcal{H}^{2d-1}(\partial \Omega)}{(\kappa_{\partial \Omega, \eta} \cdot \alpha)^{1-p/2}} \| (1 + |z|\eta^{-1})^{(2d-1)(2-p)/p}(1 + |z|)^{(1+\alpha)(2-p)/p+1} |V_g g|^2 \|_1^{p/2},
\]

which, together with (3.7), yields (3.1). \( \square \)

4. Eigenvalue estimates

4.1. Spectral deviation estimates. The next lemma allows us to describe the eigenvalue counting function in terms of Schatten norms of Hankel operators.

**Lemma 4.1.** Let \( \|g\|_{L^2(\mathbb{R}^d)} = 1 \), \( \Omega \subseteq \mathbb{R}^d \) be compact, and let \( H \) be the corresponding Gabor-Hankel operator. Then, for every \( \delta \in (0, 1) \) and every \( 0 < p \leq 2 \),

\[
|\#\{\lambda \in \sigma(L_\Omega) : \lambda > \delta\} - |\Omega| | \leq (\delta(1 - \delta))^{-p/2} \cdot \|H\|_p,
\]

4.1. Spectral deviation estimates. The next lemma allows us to describe the eigenvalue counting function in terms of Schatten norms of Hankel operators.
Proof. Define $G : [0, 1] \to \mathbb{R}$ by
\[
G(t) = \begin{cases} 
-t & \text{if } 0 \leq t \leq \delta \\
1-t & \text{if } \delta < t \leq 1
\end{cases}.
\]
Since $|G(t)| \leq 1$ for $t \in [0, 1]$, a straightforward concavity argument shows that
\[
|G(t)| \leq \left(\frac{t-t^2}{\delta-\delta^2}\right)^{p/2}, \quad t \in [0, 1].
\]
Recall that the Gabor-Toeplitz operator $T$ is related to $L_\Omega$ by (2.4), and to $H$ by (2.6). Since $0 \leq T \leq 1$, we conclude
\[
\begin{align*}
\# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} - |\Omega| & = \text{trace}(G(T)) \leq \text{trace}(|G||T|) \\
& \leq (\delta - \delta^2)^{-p/2} \cdot \text{trace}[(T - T^2)^{p/2}] \\
& = (\delta(1 - \delta))^{-p/2} \cdot |H|^p.
\end{align*}
\]
We can now prove our first main result.

Proof of Theorem 1.1. Let $0 < p \leq 1/2$ and $0 < \alpha \leq 1$. By Lemma 4.1,
\[
\begin{align*}
\# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} - |\Omega| & \leq (\delta(1 - \delta))^{-p/2} |H|^p \\
& \leq 2^{p/2} \max\{\delta^{-1}, (1 - \delta)^{-1}\}^{p/2} |H|^p \\
& \leq 2 \max\{\delta^{-1}, (1 - \delta)^{-1}\}^{p/2} |H|^p.
\end{align*}
\]
We use Proposition 3.1 to bound $|H|^p$. First note that
\[
\begin{align*}
(1 + |z|\eta^{-1})^{(2d-1)(2-p)/p} & \leq (1 + |z|\eta^{-1})^{(2d-1)/2} \leq 2^{(2d-1)/2} (1 + (|z|\eta^{-1})^{(2d-1)/2/p}) \\
& \leq 2^{(2d-1)/2} (1 + (\eta^{-1}(1 + |z|))^{(2d-1)/2/p}),
\end{align*}
\]
and therefore,
\[
\begin{align*}
& \left\|(1 + |z|\eta^{-1})^{(2d-1)(2-p)/2p} (1 + |z|)(1+\alpha)(2-p)/2p+1/2Vg \right\|_2^p \\
= & \left\|(1 + |z|\eta^{-1})^{(2d-1)(2-p)/2p} (1 + |z|)(1+\alpha)/p-\alpha/2Vg \right\|_2^p \\
& \lesssim \left(\int_{\mathbb{R}^2d} (1 + |z|)^{(1+\alpha)/2}/p-\alpha |Vg(z)|^2dz + \frac{1}{\eta^{2d-1}/2} \int_{\mathbb{R}^2d} (1 + |z|)^{(2d+\alpha)/2}/p-\alpha |Vg(z)|^2dz \right)^{p/2}.
\end{align*}
\]
Regarding the first integral we have
\[
\begin{align*}
& \int_{\mathbb{R}^2d} (1 + |z|)^{(1+\alpha)/2}/p-\alpha |Vg(z)|^2dz \\
\leq & \left\|(1 + |z|)^{(1+\alpha)/p+d}Vg(z) \right\|_1 \left\|(1 + |z|)^{(1+\alpha)/p+d}Vg \right\|_\infty^2 \\
& \lesssim \frac{1}{\alpha} \left\|(1 + |z|)^{(1+\alpha)/p+d}Vg \right\|_\infty^2.
\end{align*}
\]
By (1.10), we get
\[
\|(1 + |z|)^{(1 + \alpha)p + d} V_g\|_\infty^2 \leq C_g^2 A^{2\beta(1 + \alpha)/p + d} \left( (1 + \alpha)/p + d \right)^{2\beta}
\]
(4.4)
\[
\leq C_g^2 A^{2(1 + \alpha)/p + 2d + 2} \left( 1 + \alpha + p(d + 1) \right) \left( (1 + \alpha)/p + d \right)^{2\beta(1 + \alpha)/p + d + 1}
\]
\[
\leq C_g^2 A^{4/p + 2d + 2} \left( d + 3 \right)^{2\beta(2 + d + 1)/p} p^{-2\beta(d + 1)/p} - 2\beta(1 + \alpha)/p.
\]

Similarly, for the second integral in the right-hand side of (4.2),
\[
\int_{\mathbb{R}^{2d}} |(1 + |z|)^{(2d + \alpha)/p + d} V_g g(z)|^2 \, dz = \int_{\mathbb{R}^{2d}} \frac{((1 + |z|)^{(2d + \alpha)/p + d} |V_g g(z)|)^2}{(1 + |z|)^{2d + \alpha}} \, dz
\]
(4.5)
\[
\leq \|(1 + |z|)^{(2d + \alpha)/p + d} V_g\|_\infty^2 \|(1 + |z|)^{(2d + \alpha)/p + d} V_g\|_\infty^2
\]
\[
\leq \frac{1}{\alpha} \|(1 + |z|)^{(2d + \alpha)/p + d} V_g g\|_\infty^2.
\]

Again by (1.10), we get
\[
\|(1 + |z|)^{(2d + \alpha)/p + d} V_g\|_\infty^2 \leq C_g^2 A^{2\beta(2d + \alpha)/p + d} \left( (2d + \alpha)/p + d \right)^{2\beta}
\]
(4.6)
\[
\leq C_g^2 A^{2(2d + \alpha)/p + 2d + 2} \left( 2d + \alpha + p(d + 1) \right) \left( (2d + \alpha)/p + d \right)^{2\beta(2d + \alpha)/p + d + 1}
\]
\[
\leq C_g^2 A^{2(2d + 1)/p + 2d + 2} \left( 3d + 2 \right)^{2\beta(2d + 1)/p + d + 1} p^{-2\beta(d + 1)/p} - 2\beta(2d + \alpha)/p.
\]

Joining (4.2), (4.3), (4.4), (4.5) and (4.6) we obtain
\[
\|(1 + |z|\eta^{-1})^{(2d - 1)(2 - p)/2p} (1 + |z|)^{(1 + \alpha)(2 - p)/2p + 1/2} V_g\|_2^p
\]
(4.7)
\[
\approx \alpha^{-p/2} C_g^p A^{2d + 1 + (d + 1)p} (3d + 2)^{\beta(2d + 1 + (d + 1)p)} p^{-p\beta(d + 1)} p^{-\beta(1 + \alpha)} \left( 1 + (\eta p^\beta)^{-2d - 1)}/p \right)^{p/2}
\]
\[
\approx \alpha^{-p/2} C_g^{1/2} A^{3d + 2} (3d + 2)^{\beta(3d + 2)} e^{-\beta(d + 1)} p^{-\beta(1 + \alpha)} \left( 1 + (\eta p^\beta)^{-2d - 1)}/p \right)
\]
\[
\approx \alpha^{-p/2} C_g^{1/2} A^{3d + 2} C_d p^{-\beta(1 + \alpha)} \left( 1 + (\eta p^\beta)^{-2d - 1)}/p \right),
\]
where we used the elementary bound $p^{-p} \leq e$. ($C_d$ always denotes a constant that depends only on $d$; its particular value may change from line to line.) Combining this with Proposition 3.1 and (2.2), we get
\[
\|H\|_p \approx \frac{\|(1 + |z|\eta^{-1})^{(2d - 1)(2 - p)/2p} (1 + |z|)^{(1 + \alpha)(2 - p)/2p + 1/2} V_g\|_2^p}{(\kappa_{\partial\Omega_\eta} \cdot \alpha)^{1 - p/2}} \cdot \mathcal{H}^{2d - 1}(\partial\Omega)
\]
(4.8)
\[
\approx \frac{C_g^{1/2} A^{3d + 2} C_d p^{-\beta(1 + \alpha)} \cdot \left( 1 + (\eta p^\beta)^{-2d - 1)}/p \right)}{(\kappa_{\partial\Omega_\eta} \cdot \alpha)^{1 - p/2}} \cdot \mathcal{H}^{2d - 1}(\partial\Omega).
\]
We now choose $\alpha = 1/(\log(1/p + 1))$ and assume for the moment that this choice is indeed compatible with the assumption $\alpha \leq 1$, to obtain
\[
\|H\|_p^p \lesssim \frac{C_g^{1/2} A^{3d+2} C_d^\beta}{\kappa_{\partial\Omega,\eta}} \cdot \frac{(1 + (\eta p^\beta)^{-2d-1}) \log(1/p + 1)}{p^\beta} \cdot \mathcal{H}^{2d-1}(\partial\Omega).
\]
This together with (4.1) gives
\[
|\{\lambda \in \sigma(L_\Omega) : \lambda > \delta\} - |\Omega|| \lesssim \frac{C_g^{1/2} A^{3d+2} C_d^\beta}{\kappa_{\partial\Omega,\eta}} \cdot \frac{(1 + (\eta p^\beta)^{-2d-1}) \log(1/p + 1)}{p^\beta} \cdot \mathcal{H}^{2d-1}(\partial\Omega).
\]
Taking $p = 1/\log \tau$ yields (1.11), provided that this choice indeed leads to $p \leq 1/2$ and $\alpha \leq 1$.

To complete the proof, we first observe that, if $\tau \geq e^2$, then, indeed,
\[
p := \frac{1}{\log \tau} \leq \frac{1}{2}, \quad \text{and} \quad \alpha := \frac{1}{\log ((1/p) + 1)} \leq \frac{1}{\log(2 + 1)} \leq 1,
\]
are valid choices for $p$ and $\alpha$. On the other hand, if $\tau \leq e^2$ we choose $p = 1/2$ and $\alpha = 1$ in (4.8) to get
\[
\|H\|_p^p \lesssim \frac{C_g^{1/2} A^{3d+2} C_d^\beta}{\kappa_{\partial\Omega,\eta}} \cdot 2^{2\beta} (1 + 2^{\beta(2d-1)} \eta^{-(2d-1)}) \cdot \mathcal{H}^{2d-1}(\partial\Omega)
\]
(4.9)
\[
\lesssim \frac{C_g^{1/2} A^{3d+2} C_d^\beta}{\kappa_{\partial\Omega,\eta}} \cdot (1 + \eta^{-(2d-1)}) \cdot \mathcal{H}^{2d-1}(\partial\Omega).
\]
Note that $\tau \geq 2$, as either $\delta \leq 1/2$ or $1 - \delta \leq 1/2$. Combining this observation, the assumption $\tau \leq e^2$, (4.1) and (4.9), we conclude
\[
|\{\lambda \in \sigma(L_\Omega) : \lambda > \delta\} - |\Omega|| \lesssim \frac{C_g^{1/2} A^{3d+2} C_d^\beta}{\kappa_{\partial\Omega,\eta}} \cdot (1 + \eta^{-(2d-1)}) \cdot \tau^{1/4} \cdot \mathcal{H}^{2d-1}(\partial\Omega)
\]
\[
\leq \frac{C_g^{1/2} A^{3d+2} C_d^\beta}{\kappa_{\partial\Omega,\eta}} \cdot \left(1 + \frac{(\log \tau)}{\log 2}\right)^{\beta(2d-1)} \eta^{-(2d-1)} \cdot \sqrt{e} (\log \tau)^\beta \log \left[\log(\tau) + 1\right] \cdot \mathcal{H}^{2d-1}(\partial\Omega)
\]
\[
\leq \frac{C_g^{1/2} A^{3d+2} C_d^\beta}{\kappa_{\partial\Omega,\eta}} \cdot \left(1 + \left(\frac{(\log \tau)}{\eta}\right)^{(2d-1)}\right) (\log \tau)^\beta \log \left[\log(\tau) + 1\right] \cdot \mathcal{H}^{2d-1}(\partial\Omega).
\]
Hence, we have proved (1.11) for all possible values of $\tau$. \hfill \Box

**Remark 4.2.** The constant $C_g'$ in (1.11) can be taken as
\[
C_g' = C_d \cdot C_g^{1/2} \cdot A^{3d+2} \cdot e^{\beta(d+2)} \cdot (3d + 2)^{\beta(3d+2)} \cdot 2^{\beta(2d+1)} \cdot (\log 2)^{-2d\beta}.
\]
In fact, assuming that $A \geq 1$, a close inspection of (4.4)–(4.7) shows that for sufficiently large $\tau$, (1.11) holds with $C_g' = C_d \cdot A^{2d} \cdot e^{\beta} \cdot (2d)^{2d\beta}$.

Finally, we prove our second main result.
Proof of Theorem 1.4. Fix $\alpha > 0$ and set
\[
p = 2 \frac{2d + \alpha}{2d + \alpha + s - 1}, \quad \text{so that} \quad s = 1 + \frac{(2d + \alpha)(2 - p)}{p}.
\]
Note that $p \leq 2$ since $s - 1 \geq 0$. Applying Proposition 3.1 we obtain
\[
\|H\|_p^p \lesssim \mathcal{H}^{2d-1}(\partial \Omega) \cdot \left( \left(1 + |z|\right)^{\frac{2d}{2d + \alpha} - 1} \|Vg\|_2^2 \right) \lesssim \mathcal{H}^{2d-1}(\partial \Omega) \cdot \left( \frac{C_g^{p/2}}{(\kappa \delta \Omega, \eta^{2d-1} \cdot \alpha)^{1-p/2}} \right).
\]
As in the proof of Theorem 1.1, by Lemma 4.1, we derive (4.1). In combination with the previous estimate this leads to the bound
\[
\# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} - |\Omega| \lesssim \mathcal{H}^{2d-1}(\partial \Omega) \cdot \left( \frac{(C_g \tau)^{p/2}}{(\kappa \delta \Omega, \eta^{2d-1} \cdot \alpha)^{1-p/2}} \right).
\]
We now choose $\alpha$ so that the above expression is small. Note that $C_g \tau \geq 2$ since $\|Vg\|_2 = 1$ and $\tau = \max\{\delta^{-1}, (1 - \delta)^{-1}\} \geq 2$. Therefore, we can choose
\[
\alpha = \frac{\log 2}{\log(C_g \tau)} \leq 1.
\]
Let us now estimate (4.10) for this choice of $\alpha$. First note that
\[
p - 2 = \frac{2d + \alpha}{2d + \alpha + s - 1} = \frac{2d}{2d + s - 1 + \alpha} + \frac{\alpha}{2d + s - 1 + \alpha} \leq \frac{2d}{2d + s - 1} + \frac{\log 2}{\log(C_g \tau)},
\]
and, consequently,
\[
(C_g \tau)^{p/2} \leq 2(C_g \tau)^{2d/(2d+s-1)}.
\]
In addition, we have,
\[
1 - p - 2 = \frac{s - 1}{2d + s - 1 + \alpha} \leq \frac{s - 1}{2d + s - 1} \leq 1.
\]
Hence, using (2.2), we obtain:
\[
\bullet \ (\kappa \delta \Omega, \eta^{2d-1})^{1-p/2} \gtrsim (\kappa \delta \Omega, \eta^{2d-1})^{(s-1)/(2d+s-1)},
\]
\[
\bullet \ \left( \frac{\log(C_g \tau)}{\log 2} \right)^{1-p/2} \lesssim \left( \frac{\log(C_g \tau)}{\log 2} \right)^{(s-1)/(2d+s-1)} \lesssim \left( \frac{\log(C_g \tau)}{\log 2} \right)^{(s-1)/(2d+s-1)}.
\]
Finally, (1.18) follows by applying the estimates (4.11) and (4.12) to (4.10). \qed

4.2. Asymptotics for eigenvalues. We now apply Theorems 1.1 and 1.4 to derive asymptotic estimates for the individual eigenvalues of concentration operators with compact time-frequency domains. This is a standard procedure, which we present in detail for completeness.

We order the eigenvalues of $L_\Omega$ in decreasing order. More precisely, we define
\[
\lambda_k = \inf \{ \|L_\Omega - S\| : S \in \mathcal{L}(L^2(\mathbb{R}^d)), \dim(\text{Im } S) < k \}, \quad k \geq 1.
\]
As $L_Ω$ is compact, $\{λ_k : k ≥ 1\} \setminus \{0\} = σ(L_Ω) \setminus \{0\}$ as sets with multiplicities — see, e.g., [15, Lemma 4.3].

As a first step towards eigenvalue asymptotics, we estimate the index $k$ where the eigenvalue $λ_k$ crosses the threshold $1/2$. Theorems 1.1 and 1.4 suggest that this occurs near the index $A_Ω = \lceil |Ω| \rceil$ — that is, the smallest integer $≥ |Ω|$.

**Lemma 4.3.** Let $Ω ⊆ \mathbb{R}^d$ be a compact set, $g ∈ L^2(\mathbb{R}^d)$ with $\|g\|_2 = 1$, and denote

$$K_g = 2 \int_{\mathbb{R}^d} |z||V_g(z)|^2 \, dz.$$  

The following statements hold:

(i) $λ_k ≤ 1/2$ for every $k ≥ A_Ω + K_g \cdot \mathcal{H}^{d-1}(∂Ω)$,

(ii) $λ_k ≥ 1/2$ for every $1 ≤ k ≤ A_Ω - K_g \cdot \mathcal{H}^{d-1}(∂Ω)$.

**Proof.** Without loss of generality we can assume that $0 < K_g \cdot \mathcal{H}^{d-1}(∂Ω) < ∞$. Indeed, if $K_g \cdot \mathcal{H}^{d-1}(∂Ω) = ∞$, then the statements are vacuous. On the other hand, $K_g > 0$ as $\|V_g\|_2 = 1$, while, by the isoperimetric inequality, $\mathcal{H}^{d-1}(∂Ω) = 0$ can only occur if $|Ω| = 0$ and $A_Ω = 0$ (see, e.g., [17, Section 5.2.6, Theorem 2]), in which case the conclusions hold trivially. Thus, we assume that $0 < K_g \cdot \mathcal{H}^{d-1}(∂Ω) < ∞$.

By (2.5) and Lemma 2.2,

$$0 ≤ \text{trace}(L_Ω) - \text{trace}(L^2_Ω) = \int_Ω 1 - (1_Ω * |V_g|)^2 (z) \, dz$$

$$≤ \|1_Ω - 1_Ω * |V_g|^2\|_1 ≤ \frac{1}{2} \cdot K_g \cdot \mathcal{H}^{d-1}(∂Ω).$$

Second, we proceed as in the proof of [2, Theorem 1.5]. We have

$$\text{trace}(L_Ω) - \text{trace}(L^2_Ω) = \sum_{n=1}^∞ λ_n(1 - λ_n) = \sum_{n=1}^{A_Ω} λ_n(1 - λ_n) + \sum_{n=A_Ω+1}^∞ λ_n(1 - λ_n)$$

$$≥ λ_{A_Ω} \sum_{n=1}^{A_Ω} (1 - λ_n) + (1 - λ_{A_Ω}) \sum_{n=A_Ω+1}^∞ λ_n$$

$$= λ_{A_Ω} A_Ω - λ_{A_Ω} \sum_{n=1}^{A_Ω} λ_n + (1 - λ_{A_Ω})(|Ω| - \sum_{n=1}^{A_Ω} λ_n)$$

$$= λ_{A_Ω} A_Ω - \sum_{n=1}^{A_Ω} λ_n + (1 - λ_{A_Ω})|Ω| = |Ω| - \sum_{n=1}^{A_Ω} λ_n + λ_{A_Ω}(A_Ω - |Ω|).$$

Combining this with (4.14) we obtain

$$|Ω| - \sum_{n=1}^{A_Ω} λ_n + λ_{A_Ω}(A_Ω - |Ω|) ≤ \text{trace}(L_Ω) - \text{trace}(L^2_Ω) ≤ \frac{1}{2} \cdot K_g \cdot \mathcal{H}^{d-1}(∂Ω).$$
As a consequence,

\[ \sum_{n=\Omega+1}^{\infty} \lambda_n = |\Omega| - \sum_{n=1}^{\Omega} \lambda_n \leq \frac{1}{2} \cdot K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega), \quad \text{and} \]

\[ \sum_{n=1}^{\Omega-1} (1 - \lambda_n) = |\Omega| - \sum_{n=1}^{\Omega} \lambda_n + \lambda_{\Omega}(A_{\Omega} - |\Omega|) - (1 + |\Omega| - A_{\Omega})(1 - \lambda_{\Omega}) \]

\[ \leq \frac{1}{2} \cdot K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega). \]

To prove (i), let \( k \geq A_{\Omega} + K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega) \). We can write

\[ k = A_{\Omega} + j, \]

with \( j \geq K_g \mathcal{H}^{2d-1}(\partial\Omega) \), and use (4.15) to estimate

\[ K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega) \cdot \lambda_k \leq j \cdot \lambda_{A_{\Omega} + j} \leq \sum_{n=A_{\Omega}+1}^{\infty} \lambda_n \leq \frac{1}{2} \cdot K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega). \]

Since \( 0 < K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega) < \infty \), it follows that \( \lambda_k \leq 1/2 \), as claimed.

We proceed similarly to prove (ii). Let \( 1 \leq k \leq A_{\Omega} - K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega) \). We write

\[ k = A_{\Omega} - j, \]

with \( j \geq K_g \mathcal{H}^{2d-1}(\partial\Omega) \), and use (4.16) to estimate

\[ K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega) \cdot (1 - \lambda_k) \leq j(1 - \lambda_{A_{\Omega} - j}) \leq \sum_{n=1}^{A_{\Omega}-1} (1 - \lambda_n) \leq \frac{1}{2} \cdot K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega). \]

Again since \( 0 < K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega) < \infty \), it follows that \( \lambda_k \geq 1/2 \) as claimed. \( \square \)

We can now prove eigenvalue asymptotics in the context to Theorem 1.1.

**Proof of Corollary 1.7.** A direct computation shows that

\[ K_g \leq C_d, \]

where \( K_g \) is the magnitude defined in (4.13), and the dimensional constant \( C_d \) is large enough.

To prove (i), let \( k = A_{\Omega} + \gamma h \in \mathbb{N} \) with \( h \geq 1 \). By (4.17),

\[ A_{\Omega} + K_g \cdot \mathcal{H}^{2d-1}(\partial\Omega) \leq A_{\Omega} + \gamma \leq k. \]

Thus, by Lemma 4.3, \( \lambda_k \leq 1/2 \). We may assume that \( \lambda_k > 0 \), since otherwise (1.19) holds trivially. Applying Theorem 1.1 for \( 0 < \delta \not< \lambda_k \leq 1/2 \) and \( \eta \leq 1 \), we obtain

\[ k - A_{\Omega} \leq \lim_{\delta \searrow \lambda_k} \frac{\gamma}{\gamma_{\lambda_k}} |\lambda \in \sigma(L_{\Omega}) : \lambda > \delta| - |\Omega| | \leq \gamma \lim_{\delta \searrow \lambda_k} (\log(1/\delta))^{2d} \log [\log(1/\delta) + 1] \]

\[ = \gamma (\log(1/\lambda_k))^{2d} \log [\log(1/\lambda_k) + 1] \leq \frac{\gamma}{\varepsilon} (\log(1/\lambda_k))^{2d+\varepsilon}, \]
for every $0 < \varepsilon \leq 1$, where we used that $\log(x + 1) \leq x^\varepsilon / \varepsilon$ for $x \geq 0$. Rearranging the last expression we arrive at

$$\left(\varepsilon h\right)^{1/(2d\beta + \varepsilon)} \leq \log(1/\lambda_k).$$

(As in the proof of Lemma 4.3, we assume without loss of generality that $H^{2d-1}(\partial\Omega) > 0$, since, otherwise, the conclusions hold trivially.) Choosing $\varepsilon = 1/(1 + \log h) \leq 1$,

$$\left(\frac{h}{1 + \log h}\right)^{1/(2d\beta)} = \left(\varepsilon h\right)^{1/(2d\beta + \varepsilon)} \left(\varepsilon h\right)^{1/(2d\beta - 1)/(2d\beta + \varepsilon)} = \left(\varepsilon h\right)^{1/(2d\beta + \varepsilon)} e^{(2d\beta + \varepsilon)}$$

$$\leq \left(\varepsilon h\right)^{1/(2d\beta + \varepsilon)} e^{1/(1 + \log h)(2d\beta)^2} \leq \left(\varepsilon h\right)^{1/(2d\beta + \varepsilon)} e^{1/(2d\beta)}.$$ Combining this with (4.18) yields

$$\left(\frac{h}{e(1 + \log h)}\right)^{1/(2d\beta)} \leq \log(1/\lambda_k),$$

$$e\left(\frac{h}{e(1 + \log h)}\right)^{1/(2d\beta)} \leq \frac{1}{\lambda_k},$$

and (1.19) follows.

Towards (ii), let $k = A_\Omega - \gamma h \in \mathbb{N}$ with $h \geq 1$. By (4.17),

$$k = A_\Omega - \gamma h \leq A_\Omega - \gamma \leq A_\Omega - K_g \cdot H^{2d-1}(\partial\Omega).$$

From Lemma 4.3 it follows that $\lambda_k \geq 1/2$. Applying Theorem 1.1, we obtain

$$A_\Omega - k \leq |\Omega| - (k - 1) \leq |\Omega| - \# \{\lambda \in \sigma(L_\Omega) : \lambda > \lambda_k\} \leq \gamma (\log(1/(1 - \lambda_k)))^{2d\beta} \log\left[\log(1/(1 - \lambda_k)) + 1\right]$$

$$\leq \frac{\gamma}{\varepsilon} (\log(1/(1 - k)))^{2d\beta + \varepsilon}, \quad 0 < \varepsilon \leq 1.$$

Proceeding exactly as before we arrive at

$$\left(\frac{h}{e(1 + \log h)}\right)^{1/(2d\beta)} \leq \log(1/(1 - \lambda_k))$$

$$e\left(\frac{h}{e(1 + \log h)}\right)^{1/(2d\beta)} \leq \frac{1}{1 - \lambda_k},$$

which proves (1.20).

We now prove an analogous result concerning windows with polynomial time-frequency decay.

Proof of Corollary 1.8. Recall that the constant $C'_g$ in (1.21) is given by $C'_g = C_d \cdot C_g^{2d/(2d + s - 1)}$ (see Theorem 1.4). We assume, as we may, that $C_d$ satisfies $C_d \geq 2$. Second, since $s \geq 1$
we have that $2d \leq 2d + s - 1 \leq 2ds$. As $\|V_\theta g\|_2 = 1$, Jensen’s inequality gives the following bound on the quantity in (4.13):

$$K_g = 2 \int_{\mathbb{R}^d} |z||V_\theta g(z)|^2 \, dz \leq 2 \int_{\mathbb{R}^d} (1 + |z|)|V_\theta g(z)|^2 \, dz \leq 2 \left( \int_{\mathbb{R}^d} (1 + |z|)^{2d+s-1} |V_\theta g(z)|^2 \, dz \right)^{2d \over 2d+s-1}$$

Thus, by Lemma 4.3, $\lambda_k \leq 1/2$. As before, we may assume that $\lambda_k > 0$, since otherwise (1.22) holds trivially. Applying Theorem 1.4 for $0 < \delta \not\subseteq \lambda_k \leq 1/2$ and denoting $\theta = 2d/(2d+s-1)$, we obtain

$$k - A_\Omega \leq \lim_{\delta \to \lambda_k} \# \{ \lambda \in \sigma(L_\Omega) : \lambda > \delta \} - |\Omega| \leq \gamma \lim_{\delta \to \lambda_k} \delta^{-\theta}(\log(C_g/\delta))^{1-\theta} = \gamma \lambda_k^{-\theta}(\log(C_g/\lambda_k))^{1-\theta} \leq \lambda_k^{-\theta} C_g(\log(C_g/\lambda_k))^{\theta + \epsilon(1-\theta)},$$

for every $\epsilon > 0$, where we used that $\log(x) \leq x^\epsilon/\epsilon$ for $x > 0$. Rearranging the last expression we arrive at (4.20)

$$(\epsilon^{1-\theta} C_g^\theta h)^{1/(\theta + \epsilon(1-\theta))} \leq \frac{C_g}{\lambda_k^\theta}.$$  

(As in the proof of Lemma 4.3, we assume without loss of generality that $\mathcal{H}^{2d-1}(\partial \Omega) > 0$, since, otherwise, the conclusions hold trivially.) Choosing $\epsilon = 1/(1 + \log(C_g h)) \leq 1$,

$$C_g \left( \frac{h}{1 + \log(C_g h)} \right)^{1-\theta} = (\epsilon^{1-\theta} C_g^\theta h)^{1/(\theta + \epsilon(1-\theta))} (\epsilon^{1-\theta} C_g^\theta h)^{\epsilon(1-\theta)/(\theta + \epsilon(1-\theta))} \leq (\epsilon^{1-\theta} C_g^\theta h)^{1/(\theta + \epsilon(1-\theta))} (C_g h)^{(1-\theta)/(1 + \log(C_g h))\theta^2} \leq (\epsilon^{1-\theta} C_g^\theta h)^{1/(\theta + \epsilon(1-\theta))} e^{(1-\theta)/\theta^2} \leq (\epsilon^{1-\theta} C_g^\theta h)^{1/(\theta + \epsilon(1-\theta))} e^{1/\theta^2}.$$  

Combining the last estimate with (4.20) yields (1.22).

Towards (ii), let $k = A_\Omega - \gamma h \in \mathbb{N}$ with $h \geq 1$ and use (4.19) to estimate

$$k = A_\Omega - \gamma h \leq A_\Omega - K_g \cdot \mathcal{H}^{2d-1}(\partial \Omega).$$
From Lemma 4.3 it follows that $\lambda_k \geq 1/2$. Applying Theorem 1.4, we get
\[
A_{\Omega} - k \leq |\Omega| - (k - 1) \leq |\Omega| - \# \{\lambda \in \sigma(L_{\Omega}) : \lambda > \lambda_k\} \\
\leq \gamma (1 - \lambda_k)^{-\theta} (\log(C_g/(1 - \lambda_k)))^{1-\theta} \\
\leq \frac{\gamma}{e^{1-\theta}C_g} (C_g/(1 - \lambda_k))^{\theta + \epsilon(1-\theta)}, \quad \varepsilon > 0.
\]

Proceeding exactly as before we arrive at
\[
\left(\frac{h}{(1 + \log(C_g h))^{1-\theta}}\right)^{1/\theta} \leq \frac{e^{1/\theta^2}}{1 - \lambda_k},
\]
which proves (1.23). \end{proof}

4.3. Almost sharpness of the bounds. Let us show that the exponents 1 and $2d - 1$ of $(\log \tau)^{\beta}$ in (1.11) can not be improved. To this end we first inspect the special case of $d = 1$, $g$ the Gaussian window $g(t) = 2^{1/4}e^{-\pi t^2}$, and $\Omega$ the disk $\Omega = B_R(0) \subseteq \mathbb{R}^2$. As shown in [12], the eigenvalues of $L_{\Omega}$ are
\[
\lambda_k = \frac{\gamma(k + 1, \pi R^2)}{k!},
\]
where
\[
\gamma(s, x) = \int_0^x t^{s-1} e^{-t} dt,
\]
is the lower incomplete gamma function.

Introducing the random variable $X \sim \Gamma(k + 1, 1)$ we then have
\[
\lambda_k = \frac{\gamma(k + 1, \pi R^2)}{k!} = P(X \leq \pi R^2).
\]

From [41, Theorem 5] we see that for $M > 1$ there are constants $a = a(M), b = b(M) > 0$ such that for $\pi R^2 \leq k + 1 \leq M\pi R^2$,
\[
ae^{-\frac{(k+1-\pi R^2)^2}{2k+1}} \leq \lambda_k = P(X \leq \pi R^2) \leq e^{-\frac{(k+1-\pi R^2)^2}{2k+1}}.
\]

Hence, Corollary 1.7 almost recovers the exponential decay in this region.

Furthermore, a straightforward calculation shows that there exist constants $c, C > 0$ such that
\[
\# \{k \in \mathbb{N} : \lambda_k > \delta\} \geq \pi R^2 + c\sqrt{\log(1/\delta)}R, \quad C \leq \sqrt{\log(1/\delta)} \leq R.
\]

On the other hand, for $R \geq 1$,
\[
\lambda_k \geq \int_0^1 \frac{x^k e^{-x}}{k!} dx \geq \frac{1}{k+1} \gtrsim k^{-k}. \quad \text{A simple computation then shows that}
\]
\[
\# \{k \in \mathbb{N} : \lambda_k > \delta\} \gtrsim \frac{\log(1/\delta)}{\log \log(1/\delta)}.
\]
In particular,\
\begin{equation}
\# \{ k \in \mathbb{N} : \lambda_k > \delta \} - \pi R^2 \gtrsim \frac{\log(1/\delta)}{\log \log(1/\delta)}, \quad 1 \leq R = o \left( \left( \frac{\log(1/\delta)}{\log \log(1/\delta)} \right)^{1/2} \right).
\end{equation}

In both regimes, the estimate (4.21) and (4.22) saturate the upper bound (1.13) of Corollary 1.3 up to log log factors.

The analysis extends to higher dimensions. The eigenvalues of \( L_\Omega \) for \( \Omega = B_R(0)^d \subseteq \mathbb{R}^d \) are \( \mu_k = \prod_{j=1}^d \lambda_k, k \in \mathbb{N}^d \), where \( \lambda_k \) are the eigenvalues of the one-dimensional case [12]. Hence, for \( C \leq \sqrt{\log(1/\delta)/d} \leq R \),
\[
\# \{ k \in \mathbb{N}^d : \mu_k > \delta \} \geq \left( \frac{\pi R^2 + c \sqrt{\log(\delta^{-1/d}) R}}{\sqrt{\log(\delta^{-1})}} \right)^d,
\]
while, for \( 1 \leq R = o(\sqrt{\log(1/\delta)/\log \log(1/\delta)}) \),
\[
\# \{ k \in \mathbb{N}^d : \mu_k > \delta \} - (\pi R^2)^d \geq \# \{ k \in \mathbb{N} : \lambda_k > \delta^{1/d} \}^d - (\pi R^2)^d \gtrsim \left( \frac{\log(1/\delta)}{\log \log(1/\delta)} \right)^d.
\]

As before, the bound in (1.13) is attained up to log log factors in these two regions. In particular, the exponents \( 1 \) and \( 2 \) of \( (\log \tau)\beta \) in (1.11) can not be improved. The analysis for \( \delta \) close to 1 is similar.

4.4. Modulation spaces, proof of Remark 1.5. The function \( g \) belongs to the modulation space \( M^1_s(\mathbb{R}^d), s > 0 \), if for some (or any) non-zero Schwartz function \( \varphi \),
\[
\| g \|_{M^1_s} := \int_{\mathbb{R}^d} (1 + |z|)^s |V_\varphi g(z)| \, dz < \infty,
\]
see, e.g., [4]. The following folkloric argument allows us to show that the hypothesis of Theorem 1.4 concerning \( g \) is satisfied, whenever \( g \in M^1_s(\mathbb{R}^d) \) with \( s \geq 1 \). The change of window formula for the short-time Fourier transform [21, Lemma 11.3.3] implies
\[
|V_g g| \leq |V_\varphi g| * |V_g \varphi|.
\]
Since \( |V_g g(z)| \leq \| g \|^2 = 1 \) and \( |V_\varphi \varphi(z)| = |V_\varphi g(-z)| \), we conclude that
\[
\int_{\mathbb{R}^d} (1 + |z|)^s |V_g g(z)|^2 \, dz \leq \int_{\mathbb{R}^d} (1 + |z|)^s |V_g g(z)| \, dz
\]
\[
\leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (1 + |w|)^s |V_\varphi g(w)|(1 + |z - w|)^s |V_\varphi g(w - z)| \, dw \, dz = \| g \|^2_{M^1_s} < \infty.
\]
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