On self-similar solutions of the vortex filament equation
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Abstract

We study self-similar solutions of the binormal curvature flow which governs the evolution of vortex filaments and is equivalent to the Landau-Lifshitz equation. The corresponding dynamics is described by the real solutions of \(\sigma\)-Painlevé IV equation with two real parameters. Connection formulae for Painlevé IV transcendent allow for a complete characterization of the asymptotic properties of the curvature and torsion of the filament. We also provide compact hypergeometric expressions for self-similar solutions corresponding to corner initial conditions.

1 Introduction and statement of results

The present note is concerned with the study of self-similar solutions of the geometric flow

\[ \frac{\partial \gamma}{\partial t} = \gamma_x \wedge \gamma_{xx}, \]

where \(\gamma\) is a curve in \(\mathbb{R}^3\) parameterized by its arc-length \(x\). The equation (1.1) was first considered more than a century ago by Da Rios [10, 34] and rederived in the middle 60s [1, 5] as a simplified model for dynamics of a vortex filament in an inviscid incompressible fluid. In this context, it is often referred to as the localized induction approximation (LIA).

The Frenet orthonormal frame for \(\gamma\) is formed by the tangent, normal and binormal vectors \(T = \gamma_x\), \(N = T_x / \|T_x\|\) and \(B = T \wedge N\). Denoting by \(c\) and \(\tau\) the curvature and torsion of the curve, the LIA can be equivalently rewritten as the binormal curvature flow, \(\gamma_t = cB\). Yet another form is obtained by differentiating (1.1) with respect to \(x\) and rewriting the result in terms of the tangent vector \(T\),

\[ T_t = T \wedge T_{xx}, \quad \|T\| = 1. \]

This is the Landau-Lifshitz (LL) equation for a one-dimensional continuous Heisenberg spin chain. The arc-length parameter \(x\) plays therein the role of spatial coordinate and \(T(x, t)\) is the spin field, which may be represented by a point on the unit sphere \(S^2\).

The self-similar solutions of (1.1) discussed in this work depend on a constant vector \(a \in \mathbb{R}^3\). Let \(ad_a\) be the linear transformation defined by \(ad_a v = a \wedge v\) for any \(v \in \mathbb{R}^3\) and consider the ansatz

\[ \gamma(x, t) = \sqrt{T} \cdot t^{\frac{1}{2}} ad_a G(s), \quad s = \frac{x}{\sqrt{T}}. \]

Hereafter it will be assumed that \(t > 0\) so that \(s \in \mathbb{R}\). Note that \(T(x, t) = T^{\frac{1}{2}} ad_a G'(s)\). The above substitution transforms the LIA equation (1.1) into a system of coupled nonlinear ODEs

\[ a \wedge G + G' - sG'' = 2G' \wedge G''', \quad \|G'\| = 1, \]

where the latter constraint follows from \(\|T\| = 1\) and the antisymmetry of \(ad_a\) (in other words, from the fact that \(t^{\frac{1}{2}} ad_a\) is a rotation). It is worthwhile to note already at this point that (1.4) admits a nontrivial integral of motion. Indeed, computing the scalar and exterior product of this equation with \(G'\), we find that \((a \wedge G + G)' \cdot G = s\) and \(G''' = \frac{1}{2} (a \wedge G + G) \wedge G'\). It then becomes straightforward to check that the quantity

\[ \epsilon = \frac{1}{2} \left[ (a^2 + 1) \|G\|^2 - (a \cdot G)^2 + 4(a \cdot G') - s^2 \right], \]
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where \( a = \|a\| \), is conserved. In particular, for \( a = 0 \) it is given by \( \epsilon = \frac{1}{4} (\|G\|^2 - \|G'\|^2) \geq 0 \) and coincides with the energy density of the LL ferromagnet.

The qualitative behavior of the self-similar solutions (1.3) is drastically different for \( a > 0 \) and \( a = 0 \), which is perhaps best seen in the asymptotics of \( G'(s) \) as \( s \to \pm \infty \). The effect of the distinguished direction \( a \) is a logarithmically slowing precession of \( G'(s) \) along two circles \( C_{\pm} \) orthogonal to \( a \) (left part of Fig. 1). For \( a = 0 \), the trajectory asymptotically approaches fixed points \( T_{\pm} = G'(\pm \infty) \) along two spirals, as shown in the right part of Fig. 1.

Self-similar solutions with \( a = 0 \) were first considered in [28] in the context of the LL equation. Their asymptotics has been completely characterized by Gutiérrez, Rivas and Vega in [17]. In this case, the curvature and torsion are given by particularly simple expressions,

\[
\begin{align*}
    c(x,t) &= \sqrt{\frac{\epsilon}{t}}, \\
    \tau(x,t) &= \frac{x}{2t},
\end{align*}
\]

(1.6)

In fact, in [17] it is shown that equation (1.3) with \( a = 0 \) can be reduced to linear ODEs whose solutions admit explicit integral representations. These latter allow not only to describe the asymptotics of \( G(s) \) but also to extract explicit connection formulas between the asymptotic parameters of two spirals at \( s \to \pm \infty \). The relevant solutions \( G(s) \) are completely determined (up to rotations) by the value of the parameter \( \epsilon \). The stability of self-similar \( a = 0 \) solutions has been extensively studied, see e.g. [3] and references therein.

An analog of the ansatz (1.3) with \( a > 0 \) was considered in [29, 30] for a dissipative deformation of the binormal flow. The systematic study of self-similar solutions (1.4) with \( a > 0 \) was initiated in [18]; their stability properties were investigated in [19]. As we will see shortly, for fixed \( a \) and \( \epsilon \) and up to rotations around \( a \), there is a 2-parameter family of solutions for \( c, \tau \) and \( G \). While the general form of the asymptotics of \( G(s) \) as \( s \to \pm \infty \) has been established already in [18], the corresponding connection problem has not yet been solved; the challenge comes from the lack of explicit representations for solutions. Obtaining connection formulas between the parameters of asymptotic precessional motion at \( s \to \pm \infty \) constitutes the main goal of this work.

We are going to relate the self-similar dynamics of \( \gamma \) for \( a \neq 0 \) to the fourth Painlevé (PIV) equation. Painlevé equations describe monodromy preserving deformations of model systems of linear ODEs with rational coefficients [23, 24]. We refer the reader to [9, 13] for detailed account of Painlevé theory, its earlier history and applications.

**Theorem A.** The "potential" \( \sigma(s) = a \cdot G(s) \) satisfies the \( \sigma \)-form of Painlevé IV equation:

\[
(\sigma')^2 + \frac{1}{4} (\sigma')^2 = (\sigma' - a) (\sigma' + a) (\sigma' - \epsilon).
\]

(1.7)
The curvature and torsion of $\gamma$ are given by

$$
c(x,t) = \frac{1}{\sqrt{T}} C \left( \frac{x}{\sqrt{T}} \right), \quad \tau(x,t) = \frac{1}{\sqrt{T}} T \left( \frac{x}{\sqrt{T}} \right),
$$

where the functions $C(s)$, $T(s)$ are expressed in terms of $\sigma(s)$ as

$$
C^2 = \varepsilon - \sigma', \quad 4C^2 \left( T - \frac{s}{2} \right) = s\sigma' - \sigma.
$$

Though this connection to PIV does not seem to be known to the LIA community, it can hardly be qualified as unexpected. It is well-known that the Hasimoto transformation \cite{20}

$$
\psi(x,t) = c(x,t) \exp \int^x \tau(x',t) \, dx'
$$

relates the LIA flow to the nonlinear Schrödinger (NLS) equation, and that, on the other hand, NLS admits a scaling reduction to generic PIV with two free parameters \cite{8}. A special case of this reduction leading to a one-parameter PIV had been found earlier in \cite{33}. The 2-parameter PIV was also obtained by Quispel and Capel \cite{33} as a scaling reduction of the Landau-Lifshitz equation, and the first statement of Theorem A may be viewed as a reformulation of their results in invariant form. All of this is of course consistent with the general lore that the ODEs obtained as exact reductions of integrable PDEs should belong to Painlevé class.

The general solution of PIV is, at least in some sense, transcendental, and the reader might wonder whether the identification of the equation has any benefit. One may recall that for special parameter values and initial conditions PIV admits explicit rational and special function solutions \cite{4}. We will see, however, that these solutions are irrelevant for LIA. Secondly, and more importantly, the connection problem has been effectively solved for generic PIV transcendental by Kitaev \cite{27} and Kaprav \cite{23} by expressing the asymptotic parameters in terms of monodromy data of the associated linear system. This leads to

**Theorem B.** The asymptotic behavior of $C(s)$ and $T(s)$ as $s \to \pm \infty$ satisfies

$$
C^2(s) = \frac{2(\varepsilon - 3\omega \pm)}{3} + \frac{2R(\omega \pm) \cos \left( \frac{\pi^2}{6} - 6\omega \pm \ln \frac{|\sigma|}{\sqrt{2}} + \delta \right)}{9s} + O(s^{-2}),
$$

$$
(\varepsilon - 3\omega \pm) \left( T(s) - \frac{s}{2} \right) = \pm \frac{R(\omega \pm)}{12} \cos \left( \frac{\pi^2}{6} - 6\omega \pm \ln \frac{|\sigma|}{\sqrt{2}} + \delta \right) + O(s^{-1}),
$$

where $R(\omega) = \sqrt{6(\varepsilon - 3\omega)(9a^2 - (\varepsilon + 6\omega)^2)}$ and $\omega, \delta$ are real parameters satisfying $-\frac{9}{2} - \frac{\epsilon}{6} \leq \omega \leq \min \left\{ \frac{9}{2}, \frac{\epsilon}{6} \right\}$. The connection formulas relating the pairs $(\omega, \delta)$ and $(\omega\pm, \delta\pm)$ are given by

$$
e^{-2\pi\rho} = e^{4\pi\rho} \cos \left( 2e^{-\pi} \cosh \pi a + e^{2\pi} \right) + e^{2\pi\rho} \left( 1 - e^{i\rho} \right),
$$

$$
e^{2\pi\rho} \left( 1 - e^{i\rho} \right) + e^{2\pi\rho} \left( 1 - e^{i\rho} \right) = 2e^{-\pi} \cosh \pi a + e^{2\pi} - e^{-2\pi(\omega\pm, \delta\pm)},
$$

where

$$
R\rho = \delta \pm - \arg \Gamma \left( 1 + \frac{i(\varepsilon + 6\omega \pm + 3\delta)}{3} \right) - \arg \Gamma \left( 1 + \frac{i(\varepsilon + 6\omega \pm + 3\delta)}{3} \right) + \frac{3\pi}{4},
$$

$$
e^{-2\pi\rho} = 4e^{-3\pi\rho} \sinh \frac{\pi(\varepsilon - 3\omega \pm)}{3} \cosh \pi a - \cosh \frac{\pi(\varepsilon + 6\omega \pm)}{3}.
$$

As already mentioned, self-similar LIA solutions with $a = 0$ were constructed in terms of contour integrals. The corresponding expressions are not easy to identify in \cite{17}; it actually took us a while to realize that Section 3 therein effectively solves the problem. We therefore decided to include to the present note a simple derivation of the $a = 0$ solution as well as its explicit compact expression in terms of the confluent hypergeometric and parabolic cylinder functions, which has been overlooked in \cite{17}.

Consider the self-similar flow \cite{14} with $a = 0$:

$$
G = sG' = 2G' \wedge G', \quad \|G'\| = 1.
$$

1
Fix an orthonormal frame \((e_1, e_2, e_3)\). Recalling that \(\varepsilon = \|G''\|^2\) and using rotational invariance, it may be assumed without loss of generality that the initial conditions for \((1.14)\) at \(s = 0\) are given by

\[
G'(0) = (1, 0, 0) , \quad G''(0) = (0, \sqrt{\varepsilon}, 0) .
\]  

(1.15)

To solve the corresponding Cauchy problem, it suffices to find the expression of \(G'(s)\); it turns out to be simpler than that of \(G(s)\), which itself can be easily recovered from \((1.14)\). Observe that under the above choice of initial conditions \(G_1'(s)\) is an even function of \(s\) while \(G_{2,3}'(s)\) are odd.

**Theorem C.** The solution of \((1.14)\) subject to the initial conditions \((1.15)\) is given by

\[
G_1'(s) = 1 - \frac{\varepsilon^2}{2} \Gamma_1 \left( \frac{1}{2} + \frac{i \varepsilon}{2}, \frac{3}{4}, \frac{i \varepsilon}{4} \right) \Gamma_1 \left( \frac{1}{2} - \frac{i \varepsilon}{2}, \frac{3}{4}, -\frac{i \varepsilon}{4} \right),
\]

\[
G_2'(s) = \sqrt{\varepsilon} \Gamma_1 \left( \frac{1}{2} \pm \frac{i \varepsilon}{2}, \frac{3}{4}, \pm \frac{i \varepsilon}{4} \right) \Gamma_1 \left( \frac{1}{2} + \frac{i \varepsilon}{2}, \frac{3}{4}, \frac{i \varepsilon}{4} \right),
\]

where \(\Gamma_1(a, \gamma, z)\) denotes the confluent hypergeometric function.

The paper is organized as follows. In the next section, we show how the self-similar LIA flow \((1.4)\) reduces to Painlevé IV. Section 3 describes the monodromy data relevant to self-similar LIA solutions and characterizes the geometric properties of \(G(s)\) as \(s \rightarrow \pm \infty\) in terms of these data. The special case of symmetric solutions, for which the asymptotics at \(s \rightarrow \pm \infty\) can be related to the Cauchy data at \(s = 0\), is discussed in Subsection 3.3. The derivation of special function representations of \(a = 0\) solution is outlined in Section 4.

### 2 Self-similar dynamics and Painlevé IV

The goal of this section is to establish the relation between the self-similar solutions \((1.3)\) of LIA and Painlevé IV functions outlined in Theorem A. Recall the definitions \(\sigma(s) = a \cdot G(s)\) and \(a = \|a\|\). It will be assumed that \(a \neq 0\) unless otherwise specified.

Differentiating \((1.4)\) once with respect to \(s\), we find the equation

\[
a \land G' - \varepsilon G'' = 2G' \land G''.
\]  

(2.1)

Computing the scalar product of this equation with \(G''\) and using that \((a \land G') \cdot G'' = a \cdot (G' \land G'') = -\frac{1}{2} \varepsilon \sigma''\), it follows that

\[
\varepsilon = \|G''\|^2 + \sigma''
\]  

(2.2)

is an integral of motion for \((1.4)\). This quantity coincides with \(-\alpha\) in \((1.5)\). In order to check that it can be equivalently written as \((1.5)\), it suffices to use the identities \(G'' = \frac{1}{2} (a \land G + G) \land G'\) and \(\|G'\| = 1\). On the other hand, the scalar product of \((1.4)\) with \(a\) yields

\[
a \cdot (G' \land G'') = \frac{1}{2} (\sigma - s \sigma').
\]  

(2.3)

Any triple of vectors \(a, b, c \in \mathbb{R}^3\) satisfies the identity

\[
(a \cdot (b \land c))^2 = \det \left( \begin{array}{ccc} a \cdot a & a \cdot b & a \cdot c \\ b \cdot a & b \cdot b & b \cdot c \\ c \cdot a & c \cdot b & c \cdot c \end{array} \right).
\]  

(2.4)

Now, choosing \(b = G', c = G''\), we may express all entries of the symmetric matrix on the right in terms of \(\sigma\) and its derivatives. Indeed,

\[
\|a\|^2 = a^2, \quad \|G'\|^2 = 1, \quad \|G''\|^2 = \varepsilon - \sigma', \quad a \cdot G' = \sigma', \quad a \cdot G'' = \sigma'', \quad G' \cdot G'' = 0.
\]  

(2.5)

Similarly, equation \((2.3)\) provides an expression for the left-hand side of the identity \((2.4)\). This yields a nonlinear 2nd order ODE for \(\sigma\),

\[
\frac{1}{2} (\sigma - s \sigma')^2 = \det \left( \begin{array}{ccc} a^2 & \sigma' & \sigma'' \\ \sigma' & 1 & 0 \\ \sigma'' & 0 & \varepsilon - \sigma' \end{array} \right).
\]  

(2.6)
which is clearly equivalent to the Painlevé IV equation (1.7) of Theorem A.

The expressions (1.8)–(1.9) for the curvature and torsion can be deduced from the Frenet-Serret formulas \( T_x = eN, N_x = -eT + rB \). Indeed, these formulas imply that

\[
e = \| T_x \| = \frac{\| G' \|}{\sqrt{t}}, \quad c^2 = T \cdot (T_x \wedge T_{xx}) = -\frac{G'' \cdot (G' \wedge G'')}{t \sqrt{t}}.
\]

(2.7)

The first of expressions (1.9) now immediately follows from (2.2). In order to prove the second one, it suffices to compute the scalar product of (2.1) with \( G'' \) and use again (2.2) and (2.3) to compute \( \| G' \|^2 \) and \( a \cdot (G' \wedge G'') \). This ends the proof of Theorem A.

**Remark 2.1.** It is far from trivial to characterize the PIV initial conditions relevant for the LIA flow. Here are some constraints. From \( \| G' \| = 1 \) it follows that \( |\sigma'(s)| \leq a \) for all \( s \in \mathbb{R} \). This in turn implies that \( \epsilon \geq -a \). Similarly, \( (a \wedge G + G) \cdot G' = s \) implies that \( \| a \wedge G + G \| \leq |s| \). The conserved quantity \( \epsilon \) is related to the length of \( \| G' \| \), which may be used to show that \( \sigma^2 a^2 - s^2 + 4a' - 4 \epsilon \geq 0 \). It is a classical fact that any local solution of PIV meromorphically continues to the whole complex \( s \)-plane. The LIA-PIV initial conditions are such that the poles do not appear on the real axis.

In order to express the projection of \( G \) onto the plane orthogonal to \( a \) in terms of \( \sigma \), it is convenient to fix an orthonormal frame in which \( a = (0, 0, a) \). Then, parameterizing \( G' \) by spherical angles so that \( G' = (\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta) \), one finds from (2.1) the following equations of motion:

\[
2 \theta'' = \sin \theta \left[ 2 \cos \theta (\phi')^2 - s \phi' + a \right], \quad (2.8a)
\]

\[
2 \sin \theta \phi'' = (s - 4 \cos \theta \phi') \phi'. \quad (2.8b)
\]

The conserved quantity \( \epsilon \) is expressed in terms of \( \theta, \theta' \) and \( \phi' \) as

\[
\epsilon = (\theta')^2 + \sin^2 \theta (\phi')^2 + a \cos \theta. \quad (2.9)
\]

Recall that \( \sigma' = a \cos \theta \). An alternative way to derive the \( \sigma \)-form (1.7) of the PIV equation is to eliminate \( \phi' \) from (2.8a) using (2.9). A compact expression for \( \phi \) is most easily deduced from (2.3): using that \( a \cdot (G' \wedge G'') = a \sin^2 \theta \phi' \) we find that

\[
\phi(s) = a \int_0^s \frac{s \sigma' - a}{(\sigma')^2 - a^2} \, ds. \quad (2.10)
\]

The value of \( s_0 \) can be fixed arbitrarily; its different choices correspond to rotations around \( a \).

Before we move on to the asymptotics, let us recall the relation between the \( \sigma \)-PIV equation (1.7) and the standard form of PIV. Define the functions \( q(s), p(s) \) by

\[
e^{-i \pi/4} \frac{q(\frac{1}{2} e^{-i \pi/4} s)}{e^{-i \pi/4}} = -\frac{\sigma'' + \frac{i}{2} (s \sigma' - \sigma)}{a + \sigma'}, \quad (2.11a)
\]

\[
e^{-i \pi/4} \frac{p(\frac{1}{2} e^{-i \pi/4} s)}{e^{-i \pi/4}} = -\frac{\sigma'' - \frac{i}{2} (s \sigma' - \sigma)}{a + \sigma'}. \quad (2.11b)
\]

It is straightforward to check that \( q(s) \) satisfies the conventional PIV equation

\[
q'' = \frac{(q')^2}{2q} + \frac{3}{2} q^3 + 4 s q^2 + 2 (s^2 - a) q + \frac{\beta}{q},
\]

(2.12)

with \( a = 1 - \frac{i(\epsilon - 3a)}{2}, \beta = \frac{(a + e)^2}{2} \), whereas \( p(s) \) satisfies the same equation with \( a = -1 - \frac{i(\epsilon + 3a)}{2}, \beta = \frac{(a - e)^2}{2} \). Conversely, \( \sigma \) can be expressed in terms of \( q \); up to suitable rescalings, it coincides with the non-autonomous Hamiltonian for (2.12).

**Remark 2.2.** It is known (see, for example, [9 Theorem 6.1]) that Painlevé IV equation (2.12) admits special function solutions if and only if \( \beta = -2n^2 \) or \( \beta = -2 (2n + 1 + \alpha)^2 \) with \( n \in \mathbb{Z} \). Given that \( a, \epsilon \in \mathbb{R} \), in our case these constraints imply that \( \epsilon = -a \) or \( \epsilon = a \) and simultaneously fix the value of \( n \). From (1.5) it follows that for \( \epsilon = -a \)
one has $G'' = 0$, $G' = -a/a$, which leads to a trivial LIA solution $G(s) = -sa/a$. Let us examine the remaining possibility $\epsilon = a$. In this case, the equation for $q(s)$ defined by (2.11) becomes

$$q'' = \frac{(q')^2}{2q} + \frac{3}{2}q^3 + 4sq^2 + 2\left(s^2 - 1 - ia\right)q + \frac{2a^2}{q}. \hspace{1cm} (2.13)$$

This admits a one-parameter family of solutions

$$q(s) = -s + \frac{d}{ds} \ln \left(C_+ D_{ia} \left(i s \sqrt{2}\right) + C_- D_{ia} \left(-i s \sqrt{2}\right) \right), \hspace{1cm} (2.14)$$

where $D_{ia}(z)$ denotes the parabolic cylinder function. The initial conditions are parameterized here by the ratio $C_+/C_-$. While at first sight such a solution may look non-trivial, the corresponding $\sigma$-function is given by $\sigma(s) = as$ and describes the same straight line $G(s) = sa/a$.

3 Asymptotics and connection problem

3.1 Asymptotics

We have seen that, in the context of LIA, the argument of conventional (but inconvenient!) Painlevé function $q(s)$ lives on the lines $s \in e^{i2\pi k/4}\mathbb{R}$. The argument of $\sigma(s)$ belongs to the real ($t > 0$) or imaginary ($t < 0$) axis. The asymptotics of PIV functions along the corresponding 4 directions at $\infty$ has been found by Kitaev in [27]; his results have been completed by Kapaev [25] who described the large $s$ asymptotics for arbitrary complex argument.

In order to explain the relevant results of [25, 27], it is useful to mention a conjecture which simultaneously generalizes and reformulates them in a compact way. Let us introduce the Painlevé IV tau function $\tau(s)$ (not to be confused with the torsion $\tau(x, t)$ of $\gamma$) by

$$\sigma(s) = -4 \frac{d}{ds} \ln \tau(s). \hspace{1cm} (3.1)$$

This function holomorphically continues to the entire complex $s$-plane. Its zeros correspond to simple poles of $\sigma(s)$. The conjecture is as follows.

**Conjecture 3.1.** The asymptotic expansions of the generic PIV tau function $\tau(s)$ as $s \to \infty$ along the rays $\arg s = \frac{2\pi k}{4}, \ell = 0, \ldots, 3$ can be represented in the form

$$\tau(s) \approx \sum_{n \in \mathbb{Z}} e^{i\ell n \pi} \mathcal{D} \left(i \omega_{\ell} + n, s\right), \hspace{1cm} (3.2)$$

where $\mathcal{D} \left(i \omega, s\right)$ expands as

$$\mathcal{D} \left(i \omega, s\right) = C \left(i \omega\right) s^{3i\omega^2 - \frac{2 - i\omega}{4\pi}} e^{-e^{i\omega s^2} s^2} \left[1 + \sum_{k=1}^{\infty} \frac{\mathcal{D}_k \left(i \omega\right)}{s^{2k}}\right], \hspace{1cm} (3.3)$$

$$C \left(i \omega\right) = 2^{-\frac{1}{2} + \frac{3i}{4\pi}} (2\pi)^{-\frac{3i}{4}} G(1 + i\omega + \frac{ix}{6} - \frac{ia}{2}) G(1 + i\omega + \frac{ix}{6} + \frac{ia}{2}) G(1 + i\omega - \frac{ix}{6}), \hspace{1cm} (3.4)$$

and $G(z)$ is the Barnes $G$-function.

A proposal essentially equivalent to the above has been first put forward by Nagoya [31, 32]. It extends earlier similar results for Painlevé VI, V and III [14, 15, 22]. Fourier expansions of type (3.2) have been found in [7] for tau functions of all Painlevé equations on different sets of canonical rays. They have the meaning of resurgent trans-series encoding the sums over all multi-instanton sectors, labeled by $n$ in (3.2), and fluctuations inside each sector [12]. The pairs of parameters $(\omega_{\ell}, \rho_{\ell})$ represent PIV initial conditions.

Let us make a few comments:
• The qualifier “generic” in Conjecture 3.1 will be clarified below in terms of monodromy. For the moment, we just note that this includes all solutions with 2-parameter dependence on the initial conditions, such as those described in [23, Theorem 5]. Painlevé IV also admits 0- and 1-parameter families of degenerate solutions [23, 26] whose asymptotics may differ from [3.2]–[3.4], but they are not relevant for LIA.

• It is not difficult to understand that the asymptotics of \( \sigma(s) \) depends on the structure constants only via the ratios \( C(i\omega + m) / C(i\omega + n) \) with \( m, n \in \mathbb{Z} \). Hence the only propery of \( G(z) \) relevant for us is the recurrence relation \( G(z + 1) = \Gamma(z) G(z) \) expressing such ratios in terms of gamma functions.

• The coefficients \( \mathcal{D}_k(i\omega) \) are polynomial in \( \omega, \varepsilon, a \). They may be straightforwardly computed using the differential equation (1.7). In particular,

\[
\mathcal{D}_1(i\omega) = -12\omega^3 + \frac{\varepsilon^2 + 3a^2}{2} - \frac{\varepsilon(\varepsilon^2 - 9a^2)}{36}.
\] (3.5)

• The asymptotic series \( \mathcal{D}(i\omega, s) \) has a representation-theoretic meaning: in [31, 32], it was introduced as a specialization of an irregular of a regular conformal block of the Virasoro algebra which involves a vertex operator intertwining two rank 2 Whittaker modules. A direct algebraic computation of \( \mathcal{D}_k \) from the Virasoro commutation relations is possible but it becomes rather cumbersome as \( k \) increases.

The periodic structure of (3.2) allows one to assume that for every \( \omega = \omega_f \) belongs to the strip \( 3\omega \in (-\frac{1}{2}, \frac{1}{2}) \). Assuming the validity of Conjecture 3.1 the asymptotics of \( q(s) \) on the rays \( \arg s = -\frac{1}{3} + \frac{2}{3}k \) can be derived from that of \( \tau(s) \) using (3.1) and (2.11a). Its form is more involved than that of \( \sigma(s) \) and depends on the value of \( 3\omega \) (cf different cases in [25, 27]) because of the need to compute the logarithmic derivatives. For example, for \( |3\omega| < \frac{1}{3} \) one has

\[
\sigma(s) = \frac{\varepsilon + 6\omega}{3} s + \frac{a^2 - 12\omega^2 + \frac{\varepsilon^2}{3}}{s} - \frac{2i}{s^2} \left( A s^{-6i\omega} e^{i\omega^2} - B s^{6i\omega} e^{-i\omega^2} \right) - \frac{8\mathcal{D}_1(i\omega)}{s^3} + O(|s|^{6(3\omega|-1})), \quad (3.6a)
\]

\[
\sigma'(s) = \frac{\varepsilon + 6\omega}{3} s + \frac{A s^{-6i\omega} e^{i\omega^2} + B s^{6i\omega} e^{-i\omega^2}}{s} - \frac{a^2 - 12\omega^2 + \frac{\varepsilon^2}{3}}{s^2} + O(|s|^{6(3\omega|-1})), \quad (3.6b)
\]

\[
\sigma''(s) = \frac{i}{2} \left( A s^{-6i\omega} e^{i\omega^2} - B s^{6i\omega} e^{-i\omega^2} \right) + O(|s|^{6(3\omega|-2})), \quad (3.6c)
\]

where \( A = e^{i\omega} C(i\omega + 1) / C(i\omega) \) and \( B = e^{-i\omega} C(i\omega - 1) / C(i\omega) \). These coefficients satisfy

\[
AB = \frac{2(\varepsilon - 3\omega)(9\omega^2 - (\varepsilon + 6\omega)^2)}{27}. \quad (3.7)
\]

If we now assume in addition that \( 0 \leq 3\omega \leq \frac{1}{3} \), then it follows from the above estimates and the definition (2.11a) of \( q(s) \) that

\[
\frac{e^{\varepsilon s^4/4}}{q(\frac{1}{2} e^{-i\pi/4} s)} = \frac{\varepsilon + 6\omega - 3a}{3A} s^{6i\omega} e^{-i\omega^2} + O(|s|^{-1}). \quad (3.8)
\]

The asymptotics (3.8) matches the results of [25, 27]; see, for instance, the cases (ii) (for \( s \rightarrow \pm i\infty \)) and (iii) (for \( s \rightarrow \pm \infty \)) of Theorem 5 in [25]. On the other hand, once the leading asymptotics is known, it is not difficult to calculate subleading corrections to it to any desired order from the differential equation, and it is this computation which leads to Conjecture 3.1. Although complete asymptotic expansion for \( \tau(s) \) (in particular, the periodic structure of its coefficients) has not yet been proved, the proof of correctness of its truncation to any finite number of terms is a routine procedure.

We are interested in generic solutions of \( \sigma \)-PIV equation (1.7) which are real for \( s \in \mathbb{R} \). Such solutions can exist only if \( 3\omega = 0 \) or \( \frac{1}{3} \) (mod 2). It turns out that the second option is inconsistent with the LIA asymptotics of \( G(s) \) found in [18, Theorem 1] (\( \sigma(s) = a_3 G_3(s) \) in their notation). One reason for this is that \( \sigma(s) \) in this case develops an infinite number of poles on the real axis. We may therefore assume that \( 3\omega = 0 \). Also, since \( \sigma'(s) \in [-a, a] \), from the asymptotics (3.6b) it follows that \( -\frac{2}{3} \leq \omega \leq \frac{2}{3} \).
Let us introduce the notation
\[ \omega_+ = \omega_0, \quad \omega_- = \omega_2, \quad \rho_+ = \rho_0, \quad \rho_- = \rho_2 + \pi (1 - 6i\omega_2). \] (3.9)
The parameters \( \omega_\pm \) are directly related to the positions of asymptotic circles \( \mathcal{C}_k \) by \( \sigma' (\pm \infty) = a \cdot G' (\pm \infty) = \frac{e^{+6\omega_0}}{3} \), as well as to limiting values \( C (\pm \infty) \) of the curvature scaling function by (1.9). Note that the equality \( \varepsilon - \sigma' = |G'|^2 \), which remains valid for all \( s \), implies that \( \varepsilon \geq 3\omega_0 \), and therefore the product (3.7) is non-negative for \( \omega = \omega_\pm \).

Subleading corrections to (3.6) should also be real, therefore we have to require that \( A = B' \). This fixes the imaginary part of \( \rho_\pm \):
\[ e^{-2\varepsilon^2\rho_\pm} = 4e^{-3\pi \varepsilon \omega} \sinh \frac{\pi (e^{-3\pi \omega \pm})}{3} \left( \cosh \pi a - \cosh \frac{\pi (e^{+6\omega_0})}{3} \right). \] (3.10)
The real part of \( \rho_\pm \) remains unconstrained and appears in the phase shifts \( \delta_\pm = \arg A_\pm \). This finishes the derivation of the asymptotics (1.11) in Theorem 9.

Any of the pairs \( (\omega_+, \delta_+), (\omega_-, \delta_-) \) of asymptotic parameters at \( s \to \pm \infty \) fixes the initial conditions for (1.7). The connection formulas between the two pairs can be obtained using the monodromy data of the linear system associated to PIV, which we describe in the next subsection.

### 3.2 PIV monodromy data and connection formulas

Painlevé IV naturally arises in the description of isomonodromic deformations of rank 2 linear systems with one regular singularity and one irregular singularity of Poincaré rank 2 on the Riemann sphere \( \mathbb{CP}^1 \). However, the papers [25,27] use instead a system with one regular and one irregular point of rank 4 which admits a particular \( Z_2 \)-symmetry. This latter system comes from the standard Lax pair for NLS equation and is explicitly given by
\[ \partial_z \Phi = A(z) \Phi, \quad A(z) = \begin{pmatrix} \frac{z^3}{2} + z(s + uv) + \theta_0 z^{-1} & i \left( z^2 u + 2su + u \right) \\ i \left( z^2 u + 2suv - v_1 \right) & -\frac{z^2}{2} - z(s + uv) - \theta_0 z^{-1} \end{pmatrix}. \] (3.11)
The discrete symmetry in question is \( A(-z) = -\sigma_3 A(z) \sigma_3 \), where \( \sigma_3 = \text{diag}(1,-1) \). It implies that if \( \Phi(z) \) is a solution of (3.11), then so is \( \sigma_3 \Phi(-z) \). The quantities \( s, \theta_0, u, v, u_1, v_1 \) parameterize the space of systems with such symmetry and prescribed singularity structure.

If the regular singularity is non-resonant (i.e. \( \theta_0 \notin \mathbb{Z} + \frac{1}{2} \)), then there exists a fundamental matrix solution \( \Phi^{(0)}(z) \) characterized by diagonal monodromy at \( z = 0 \). It can be written as
\[ \Phi^{(0)}(z) = \Psi^{(0)}(z) z^0 \sigma_3, \] (3.12)
where \( \Psi^{(0)}(z) \) is holomorphic and invertible on \( \mathbb{C} \). The construction of canonical solutions at \( z = \infty \) is more intricate. There exists a formal solution of (3.11) of the form
\[ \Phi^{(0)}(z) = \Psi^{(0)}(z) \exp \left\{ \left( \frac{z^4}{8} + \frac{z^2}{2} - \theta_0 \ln z \right) \sigma_3 \right\}, \] (3.13)
where
\[ \theta_\infty = u_1 v - uv_1 + 2suv - u^2 v^2 - \theta_0, \] (3.14)
and the coefficients of the formal series \( \Psi^{(0)}(z) = 1 + \sum_{k=1}^{\infty} \Psi_k^{(0)} z^{-k} \) are uniquely determined by (3.11). The canonical solutions \( \Phi^{(\ell)}_f(z), \ell \in \mathbb{Z} \) are uniquely specified by the asymptotic condition \( \Phi^{(\infty)}_f(z) = \Phi^{(0)}(z) \) as \( z \to \infty \) inside the Stokes sectors \( \arg z \in \left( \frac{2\ell - 3\pi}{8}, \frac{2\ell + 3\pi}{8} \right) \). The canonical solutions at 0 and \( \infty \) are connected by
\[ \Phi^{(\infty)}_f(z) = \Phi^{(0)}(z) E, \quad \Phi^{(\infty)}_{f+1}(z) = \Phi^{(0)}(z) S_f, \] (3.15)
The monodromy data for the linear system (3.11) consist of (i) the exponent \( \theta_0 \) of local monodromy at \( z = 0 \), (ii) the exponent \( \theta_\infty \) of formal monodromy at \( z = \infty \), (iii) Stokes matrices \( S_f \) relating canonical solutions in different sectors at \( z = \infty \) and (iv) connection matrix \( E \) relating canonical solutions at different singular points.

According to the general scheme of [23], one may now consider \( s \) in (3.13) as a deformation parameter and construct a smooth family of systems (3.11) parametrized by \( s \) and sharing the same monodromy. The last requirement leads to the deformation equation
\[ \partial_z \Phi = B(z) \Phi, \quad B(z) = \begin{pmatrix} \frac{z^3}{2} + uv & izu \\ izv & -\frac{z^2}{2} - uv \end{pmatrix}. \] (3.16)
The consistency condition $\partial_z B - \partial_z A = [A, B]$ then yields a system of nonlinear ODEs for $u$, $u_1$, $v$, $v_1$ viewed as functions of $s$:

$$u_1 = u', \quad v_1 = v',$$  \hspace{1cm} (3.17a)

$$u'' = 2u'(uu - s) + u(4su_1 - 1 - 2\theta_0),$$ \hspace{1cm} (3.17b)

$$v'' = 2v'(s - uv) + v(4sv_1 + 1 - 2\theta_0).$$ \hspace{1cm} (3.17c)

The last equation is actually redundant as it can be obtained from the previous two and (3.14). It then becomes straightforward to check that the function $q(s) = uv$ satisfies Painlevé IV equation [2.12] with parameters $\alpha = \frac{3\theta_0 - \delta_0}{2}$, $\beta = -\frac{\theta_0 + \theta_\infty}{2}$, which encode the local monodromy at $z = 0$ and formal monodromy around $z = \infty$.

The Stokes data are conserved quantities for Painlevé IV. We are now going to describe them in more detail, following [21,23]. The Stokes matrices $S_\ell$ have the standard triangular form

$$S_{2\ell - 1} = \begin{pmatrix} 1 & 0 \\ -\eta_{2\ell - 1} & 1 \end{pmatrix}, \quad S_{2\ell} = \begin{pmatrix} 1 & 0 \\ \eta_{2\ell} & 1 \end{pmatrix},$$ \hspace{1cm} (3.18)

and satisfy the quasiperiodicity relation $S_{\ell + 4} = \sigma_3 e^{i\pi\theta_0} \sigma_3 S_{\ell} e^{-i\pi\theta_0} \sigma_3$, which gives $\eta_{\ell + 4} = -\eta_\ell e^{2\pi i/(\ell + 1)\theta_\infty}$. In combination with (3.12)–(3.15), the quasiperiodicity also implies a relation between $S_\ell$'s and the connection matrix $E$:

$$S_1 S_2 S_3 S_4 e^{i\pi\theta_0} e^{i\pi\theta_3} = E^{-1} \sigma_3 e^{-i\pi\theta_0} E.$$ \hspace{1cm} (3.19)

Comparing the traces of both sides of this relation, one finds that

$$e^{i\pi\theta_0} \begin{pmatrix} 1 + \eta_1 \eta_2 \\ 1 + \eta_1 \eta_3 \end{pmatrix} = e^{-i\pi\theta_0} \begin{pmatrix} 1 + \eta_2 \eta_3 \\ 1 + \eta_2 \eta_4 \end{pmatrix} = -2i \sin \pi \theta_0.$$ \hspace{1cm} (3.20)

It follows that among the Stokes factors $\eta_\ell \ell \in \mathbb{Z}$ at most 3 are independent. Moreover, conjugating the fundamental solution $\Phi(z) = \Phi^{(0)}(z)$ by a constant diagonal matrix, $\Phi \rightarrow e^{i\pi \sigma_3} \Phi e^{-i\pi \sigma_3}$, leads to the transformation

$$\eta_{2\ell - 1} \rightarrow e^{2\pi i} \eta_{2\ell - 1}, \quad \eta_{2\ell} \rightarrow e^{2\pi i} \eta_{2\ell}, \quad u \rightarrow e^{2\pi i} u, \quad v \rightarrow e^{-2\pi i} v,$$ \hspace{1cm} (3.21)

so that $q(s)$ remains unchanged under simultaneous rescaling of all $\eta_{2\ell - 1}$ and $\eta_{2\ell}$ by the same amount. The remaining (at most) 2 parameters encode PIV initial conditions. The Stokes matrices $S_\ell$ and Stokes factors $\eta_\ell$ may be regarded as functions of $s$, $u$, $v$, $\theta_0$. There is a useful symmetry [23, Eq. (13)]

$$\eta_{\ell+1} \begin{pmatrix} \pm is, e^{\pm \pi i/4} v, e^{\pm \pi i/4} u, -\theta_0 \end{pmatrix} = -e^{i\pi \ell/2} \theta_\infty \eta_\ell (s, u, v, \theta_0).$$ \hspace{1cm} (3.22)

Given the large $|s|$ asymptotics of $q(s)$ on the rays $s = \phi_0$ in terms of monodromy, the last formula allows to solve the asymptotic problem on the rays $s = \phi_0 \pm \frac{\pi i}{2}$, $\ell = 1, 2, 3$.

**Definition 3.2.** The monodromy data will be called generic if $\theta_0 \notin \mathbb{Z} + \frac{1}{2}$ and the following conditions are satisfied for $\ell = 0, \ldots, 3$:

$$1 + \eta_1 \eta_\ell \eta_{\ell+1} \neq 0, \quad (1 + \eta_1 \eta_{\ell+1} + \eta_1 \eta_{\ell+1}) \neq 1.$$ \hspace{1cm} (3.23)

In order to connect the above to self-similar LIA solutions, one may use the function $q(s)$ given in (2.11a). The parameters of PIV can then be identified as

$$\theta_0 = \frac{1}{2} + ia, \quad \theta_\infty = -\frac{1}{2} + ic.$$ \hspace{1cm} (3.24)

For generic monodromy, the asymptotics of $q(s)$ as $s \to \infty$ along the rays $s = \frac{\pi(2\ell - 1)}{4}$, $\ell = 0, \ldots, 3$ is described by Theorem 5 in [23]. Comparing the result with e.g. the estimate [3.8], we find that

$$e^{-2\pi i (\omega - \frac{\pi}{4})} = 1 + \eta_1 \eta_2, \quad e^{-2\pi i (\omega - \frac{\pi}{4})} = 1 + \eta_1 \eta_3, \quad 1 - e^{i\pi \rho'} = (1 + \eta_1 \eta_1 \eta_1 \eta_2) (1 + \eta_1 \eta_2), \quad 1 - e^{i\pi \rho'} = (1 + \eta_1 \eta_1 \eta_1 \eta_3) (1 + \eta_1 \eta_3).$$ \hspace{1cm} (3.25)

The connection formulas (1.12)–(1.13) in Theorem 8 can now be deduced from the quasiperiodicity relation $\eta_0 = \eta_4 e^{-2\pi i} \theta_\infty$ and the monodromy equation (3.20) rewritten as

$$e^{-\pi i} \begin{pmatrix} 1 + \eta_1 \eta_2 \\ 1 + \eta_1 \eta_4 \end{pmatrix} + \eta_1 \eta_4 + e^{i\pi} (1 + \eta_1 \eta_3) = 2 \cosh \pi a.$$ \hspace{1cm} (3.26)

These formulas only involve the asymptotics of $q(s)$ as $s \to \pm e^{-\pi i} \infty$ and remain valid even if the conditions (3.23) are relaxed for $\ell = 1, 3$. 
3.3 Odd and mixed symmetry solutions

We are now going to discuss in more detail the asymptotic and connection properties of the curvature and torsion for two classes of symmetric self-similar solutions of \( \text{(1.4)} \), dubbed odd and mixed cases in \([18]\). Choose an orthonormal frame \((e_1, e_2, e_3)\) such that \(a = (0, 0, a)\). In this frame, symmetric solutions satisfy

\[
G(-s) = \begin{cases} 
-G(s), & \text{(odd)} \\
\text{diag}(1, 1, -1) G(s), & \text{(mixed)}
\end{cases}
\]

(3.27)

Since the functions \(\sigma(s) = aG_3(s), \sigma''(s)\) are odd in both cases, we have \(\sigma(0) = \sigma''(0) = 0\). Substituting these initial conditions into \(\sigma\)-PIV equation \(\text{(1.7)}\), it follows that \(\sigma'(0)\) is equal to \(\epsilon\) or \(\pm a\). The first option corresponds to the odd case and the latter two to the mixed one, cf \([18]\) Section 5. We denote the corresponding solutions by \(\sigma_a(s)\), with \(a \in \{\epsilon, a, -a\}\).

The parameter \(\epsilon\) is constrained by the conditions \(|\sigma'(s)| \leq a, \epsilon - \sigma'(s) \geq 0\) coming from \(\|G\|^2 + \sigma'\). Therefore, symmetric solutions \(\sigma_{\epsilon}(s), \sigma_{\pm a}(s)\) can exist only for \(|\epsilon| \leq a, \epsilon \geq \pm a\), respectively. We would like to describe the asymptotics of these solutions as \(s \to \pm \infty\), as this happens to be one of the rare cases where such behavior can be explicitly related to the Cauchy type initial conditions at a finite point (here \(s = 0\)).

The crucial point is that the parity properties allow to express the monodromy data in terms of the parameters \(\epsilon, a\) of Painlevé IV. For example, from the asymptotics \(\text{(3.6)}\) as \(s \to \pm \infty\) it follows that

\[
\omega_+ = \omega_-, \quad \rho_+ = \rho_-, 
\]

(3.28)

which translates into conditions on the Stokes coefficients,

\[
\eta_1 \eta_2 = \eta_3 \eta_4, \quad \eta_1 \eta_4 = e^{2\pi \epsilon} \eta_2 \eta_3.
\]

(3.29)

The equation \(\text{(3.28)}\) then produces four solutions for \(\omega = \omega_\pm\):

\[
X \equiv e^{2\pi(e \mp a)/2} \in \left\{-e^{\pi \epsilon} \pm 2 e^{2\pi \epsilon} \cosh \frac{\pi a}{2}, e^{\pi \epsilon} \pm 2 e^{2\pi \epsilon} \sinh \frac{\pi a}{2}\right\}. 
\]

(3.30)

To each of them is also assigned a unique solution for \(e^{i\rho_\pm}\) but the corresponding expressions are omitted for simplicity. Not all of these solutions are actually relevant, in particular, because of the condition \(|\epsilon| \geq 3|\omega|\):

- Solution \(X_1 = -e^{\pi \epsilon} - 2 e^{2\pi \epsilon} \cosh \frac{\pi a}{2}\) is negative and therefore may be discarded.
- Solution \(X_2 = -e^{\pi \epsilon} + 2 e^{2\pi \epsilon} \cosh \frac{\pi a}{2}\) satisfies \(X_2 \geq 1\) only for \(|\epsilon| \leq a\).
- Solution \(X_3 = e^{\pi \epsilon} - 2 e^{2\pi \epsilon} \sinh \frac{\pi a}{2}\) satisfies \(X_3 \geq 1\) only for \(\epsilon \geq a\).
- Solution \(X_4 = e^{\pi \epsilon} + 2 e^{2\pi \epsilon} \sinh \frac{\pi a}{2}\) always satisfies \(X_4 \geq 1\).

Thus we have at most two admissible solutions \((X_2, X_4)\) for \(|\epsilon| < a\) as well as at most two admissible solutions \((X_3, X_4)\) for \(|\epsilon| > a\). On the other hand, we know that symmetric solutions \(\sigma_{\epsilon}(s)\) and \(\sigma_{\pm a}(s)\) do exist for \(|\epsilon| < a\), while \(\sigma_{\epsilon}(s)\) and \(\sigma_{-a}(s)\) do exist for \(\epsilon > a\). One may therefore expect the identification

\[
X_2 \to \sigma_{\epsilon}(s), \quad X_3 \to \sigma_{a}(s), \quad X_4 \to \sigma_{-a}(s). 
\]

(3.31)

This matching is quite plausible: indeed, there is no reason to expect any discontinuous behavior of the mixed solution \(\sigma_{-a}(s)\) in \(\epsilon\) when the latter crosses the value \(\epsilon = a\) (which is why \(\sigma_{-a}(s)\) should correspond to \(X_4\)). Moreover, the matching \(\text{(3.31)}\) is readily confirmed by numerics. However, since we were unable to justify it rigorously, the following result is formulated as a conjecture rather than a theorem.

**Conjecture 3.3.** The asymptotics of the curvature and torsion for the symmetric solutions \(\sigma_{s,a,\epsilon}(s)\) is described by the formulas of Theorem \([2]\) with parameters

1. **Odd solution,** \(C(0) = 0, |\epsilon| < a:\)

\[
\omega_\pm = \frac{\epsilon}{12} - \frac{1}{2a} \ln \left(2 \cosh \frac{\pi a}{2} - e^{\pi \epsilon}\right), \quad \Re \rho_\pm = \pi. 
\]

(3.32a)
2. Mixed solution, \( C^2(0) = \varepsilon - a > 0 \):

\[
\omega_\pm = \frac{\varepsilon}{12} - \frac{1}{2\pi} \ln \left( e^{\pi / 2} - 2 \sinh \frac{\pi a}{2} \right), \quad \Re \rho_\pm = \pi. \tag{3.32b}
\]

3. Mixed solution, \( C^2(0) = \varepsilon + a > 0 \):

\[
\omega_\pm = \frac{\varepsilon}{12} - \frac{1}{2\pi} \ln \left( e^{\pi / 2} + 2 \sinh \frac{\pi a}{2} \right), \quad \Re \rho_\pm = 0. \tag{3.32c}
\]

In particular, the limiting values of the curvature scaling function are \( C^2(\pm \infty) = C^2(-\infty) = \frac{2(\varepsilon - 3\omega_\pm)}{3} \).

Remark 3.4. A particular odd solution singled out in [18] describes an asymptotically planar spiral filament. It corresponds to \( G_3(\pm \infty) = 0 \), which implies (cf. (3.32a)) that \( \varepsilon + 6\omega_\pm = 0 \). In combination with the 1st equation in (3.32a), this in turn gives \( \varepsilon = \frac{2}{3} \ln \cosh \frac{\pi a}{2} \), thereby fixing the relevant initial conditions at \( s = 0 \) in terms of the only remaining parameter \( a \). Namely, the parameter \( \delta = G_3'(0) \) in [18, eq. (164)] is equal to \( \delta = 2 \varepsilon \ln \cosh \frac{\pi a}{2} \). One may compare e.g. the value \( \delta = 0.95587 \) found for \( a = 10 \) with the one used to produce Fig. 2 in [18].

4 Asymptotics and explicit solution for \( a = 0 \)

In principle, it should be possible to prove Theorem C by direct differentiation of the representations (1.16) and application of various hypergeometric function identities. Below we outline a more intuitive bottom-up approach.

**Proposition 4.1.** The solution of (1.14) satisfying the initial conditions (1.15) is given by

\[
G_j(s) = 1 - \kappa (\lambda_+, \lambda_-) \prod_{i=\pm} \left( e^{i \lambda_i/2} D_{\frac{j}{2} + i} \left( \frac{e^{i \pi/4} J}{\sqrt{2}} \right) \right), \quad j = 1, 2, 3 \tag{4.1a}
\]

where \( D_{\alpha}(z) \) is the parabolic cylinder function and

\[
\kappa (\lambda_+, \lambda_-) = e^{\frac{\pi i}{4}} \cosh (\lambda_+ + \lambda_-) + e^{-\frac{\pi i}{4}} \cosh (\lambda_+ - \lambda_-), \tag{4.1b}
\]

\[
\lambda_{\pm,1} = \frac{i \pi}{2}, \quad \tan \lambda_{\pm,2} = \pm i \tan \lambda_{\pm,3} = - \frac{2 e^{i \frac{\pi}{4}}} {\sqrt{2} \Gamma \left( \frac{1 \pm \frac{\pi}{4}}{2} \right)}. \tag{4.1c}
\]

**Proof.** The first step of the proof mimics the derivation of PIV in the \( a \neq 0 \) case. Fix a constant unit vector \( \mathbf{e} \) and denote \( \zeta = \mathbf{e} \cdot \mathbf{G} \). We have

\[
\| \mathbf{e} \|^2 = 1, \quad \| \mathbf{G} \|^2 = s^2 + 4\varepsilon, \quad \| \mathbf{G}' \|^2 = 1, \quad \mathbf{e} \cdot \mathbf{G} = \zeta, \quad \mathbf{e} \cdot \mathbf{G}' = \zeta', \quad \mathbf{G} \cdot \mathbf{G}' = s. \tag{4.2}
\]

Also, \( \mathbf{G}'' = \frac{1}{2} \mathbf{G} \land \mathbf{G}' \) and therefore \( \mathbf{e} \cdot (\mathbf{G} \land \mathbf{G}') = 2\zeta'' \). Then, setting \( \mathbf{a} = \mathbf{e}, \mathbf{b} = \mathbf{G}, \mathbf{c} = \mathbf{G}' \) in the identity (2.4), it can be easily checked that \( \zeta \) satisfies the equation

\[
(\zeta'')^2 + \frac{1}{2} (s \zeta' - \zeta) = \varepsilon (1 - \zeta'^2). \tag{4.3}
\]

The same result can also be formally obtained from the \( \sigma \)-Painlevé IV equation (1.7) by setting \( \sigma = a\zeta \) and sending \( a \) to 0. It should be emphasized, however, that \( \mathbf{e} \) can be chosen arbitrarily in the above.

In order to integrate (4.3), introduce the combinations

\[
q_{\pm} = \frac{\zeta'' + i (s \zeta' - \zeta)}{1 - \zeta'^2}. \tag{4.4}
\]

This substitution is inspired by the formulas (2.11) relating the standard and \( \sigma \)-form of Painlevé IV. It is straightforward to verify that \( q_{\pm} \) satisfy Riccati equations

\[
2q_{\pm}' = q_{\pm}^2 \pm isq_{\pm} + \varepsilon. \tag{4.5}
\]
The substitution \( q_\pm = -2 \frac{d}{ds} \ln f_\pm \) reduces them to 2nd order linear ODEs, \( 4 f'_\pm + 2i s f'_\pm + \varepsilon f_\pm = 0 \), which are equivalent to Hermite differential equation. The respective general solutions for \( q_\pm \) may then be written as

\[
q_\pm (s) = -2 \frac{d}{ds} \ln \sum_{\mu=\pm} e^{\pm i \alpha^\pm + \mu \lambda^\pm} D_{\pm} \left( \frac{\mu e^{\pm i \pi/4} s}{\sqrt{2}} \right),
\]

where \( \lambda^\pm \) are integration constants. Now, add equations (4.4) for \( q_\pm \) and integrate the result:

\[
\zeta' (s) = 1 - \kappa^{-1} \prod_{\nu=1}^{\nu} \left( \sum_{\mu=\pm} e^{\mu \lambda^\pm} D_{\pm} \left( -\frac{\mu e^{i \pi/4} s}{\sqrt{2}} \right) \right).
\]

(4.7)

We have thus shown that the solution of (4.3) necessarily has the form (4.7). However, the integration constants \( \lambda^\pm, \kappa \) are not independent. The relation between them can be found by rewriting (4.3) in the form \( q_+, q_- = \epsilon^\frac{1 + \zeta'}{1 - \zeta'} \) and evaluating both sides at \( s = 0 \), which implies that \( \kappa = \kappa (\lambda_+, \lambda_-) \) is given by (4.10).

Setting \( \mathbf{e} = \mathbf{e}_j \) \( (j = 1, 2, 3) \), we see that each of \( G_j' (s) \) is given by (4.7). It remains to choose the integration constants \( \lambda_{\pm, j} \) as to satisfy the initial conditions (1.1). The details of this cumbbersome but straightforward computation are omitted; we only note that e.g. \( \zeta' (0) = 0 \) implies that \( \tanh \lambda_+ \tanh \lambda_- = \coth \frac{\pi}{4} \). The values of \( \tanh \lambda_{\pm, j} \) are uniquely fixed by \( G_j' (0), G_j'' (0) \) for \( j = 1, 2 \); for \( j = 3 \) there remains a two-fold ambiguity which can be lifted by requiring consistency of the full system (1.13). The solution (4.7) depends on the initial conditions only via exponentials \( e^{\pm \lambda^\pm} \) (equivalently, \( \tanh \lambda_{\pm, 1} \)), therefore the choice of solution of (4.10) for \( \lambda_{\pm, j} \) is not essential.

In the derivation leading to (4.3), one could use instead of \( \mathbf{e} \) a complex vector of zero norm, e.g. \( \mathbf{e} = \mathbf{e}_2 + i \mathbf{e}_3 \). The complex-valued function \( \zeta (s) = \mathbf{e} \cdot \mathbf{G} (s) \) would then satisfy the equation

\[ (\zeta')^2 + \frac{1}{4} (\mathbf{\alpha}^2 - \zeta)^2 + \varepsilon \mathbf{\zeta}^2 = 0. \]

(4.8)

A computation similar to the one carried in the previous proof yields the general solution of (4.8):

\[
\zeta' (s) = \kappa^{-1} \prod_{\nu=1}^{\nu} \left( \sum_{\mu=\pm} e^{\mu \lambda^\pm} D_{\pm} \left( -\frac{\mu e^{i \pi/4} s}{\sqrt{2}} \right) \right).
\]

(4.9)

where, in general, the integration constants \( \kappa, \lambda^\pm \) satisfy \( \tanh \lambda_+ \tanh \lambda_- = -\coth \frac{\pi}{4} \). For the initial conditions we are interested in, i.e. \( \zeta' (0) = 0 \), we have \( \lambda_+ = \frac{\pi}{4}, \lambda_- = 0 \). The same remains true if we start from \( \mathbf{e} = \mathbf{e}_2 - i \mathbf{e}_3 \), except that the values of \( \lambda_+ \) and \( \lambda_- \) have to be swapped.

Observe that the formula (4.1a) for \( G_j' (s) \) as well as representations (4.9) for \( G_\pm (s) = \pm i G_j' (s) \) involve only sums and differences \( D_{\pm} (z) \pm D_{\pm} (-z) \) of the parabolic cylinder functions. These combinations can be rewritten in terms of the confluent hypergeometric functions using that

\[
D_{\pm} (z) + D_{\pm} (-z) = \frac{2^{1+\frac{\nu}{s}} \sqrt{s}}{\Gamma \left( \frac{1-s}{2} \right)} e^{-\frac{z^2}{2}} 1_F \left( -\frac{s}{2} ; -\frac{1-s}{2} ; \frac{z^2}{2} \right), \tag{4.10a}
\]

\[
D_{\pm} (z) - D_{\pm} (-z) = -\frac{2^{\frac{3-s}{2}} \sqrt{s}}{\Gamma \left( -\frac{s}{2} \right)} e^{-\frac{z^2}{2}} 1_F \left( \frac{1}{2} - \frac{s}{2} ; 3+\frac{3-s}{2} ; \frac{z^2}{2} \right), \tag{4.10b}
\]

which ultimately yields compact formulas (1.19) of Theorem C.

The behavior of \( \mathbf{G}' (s) \) as \( s \to \pm \infty \) can now be easily characterized using the explicit hypergeometric expressions and the known asymptotics of \( 1_F \left( a, \gamma, z \right) \) as \( z \to \pm \infty \). In particular, one finds the following result (cf [17 Theorem 1]).

**Proposition 4.2.** As \( s \to +\infty \), we have

\[
G_1' (s) = e^{-\frac{2s}{4}} + 2\sqrt{s} \left( 1 - e^{-s\pi i} \right) \cos \left( \Omega (s) - \beta_1 - \beta_2 \right) + O \left( s^{-2} \right), \tag{4.11a}
\]

\[
G_2' (s) + i G_3' (s) = \sqrt{1 - e^{-s\pi i}} e^{i (\beta_1 - \beta_2)} + \frac{\sqrt{s}}{2} \left( 1 - e^{-s\pi i} \right) e^{i \Omega (s) \pm 2i \beta_1 - \left( 1 + e^{-s\pi i} \right)} e^{i \Omega (s) \pm 2i \beta_2} + O \left( s^{-2} \right), \tag{4.11b}
\]

where

\[
\Omega (s) = \frac{s^2}{4} + \varepsilon \ln \frac{s}{2}, \quad \beta_1 = \arg \Gamma \left( 1 + \frac{i s}{4} \right), \quad \beta_2 = \arg \Gamma \left( \frac{1}{2} + \frac{s}{4} \right) - \frac{\pi}{4}. \tag{4.11c}
\]
The asymptotics of $G'(s)$ as $s \to -\infty$ follows from the parity properties of different components. The asymptotic directions at $\pm \infty$ are given by

$$T_{\pm} = \left( e^{-\frac{\pi \varepsilon}{2}}, \pm \sqrt{1 - e^{-\pi \varepsilon}} \cos (\beta_1 - \beta_2), \pm \sqrt{1 - e^{-\pi \varepsilon}} \sin (\beta_1 - \beta_2) \right).$$ (4.12)

The angle between them monotonously increases from 0 to $\pi$ with the growth of curvature parameter $\varepsilon$, which is clearly seen from $T_{+} \cdot T_{-} = 2 e^{-\pi \varepsilon} - 1$.

5 Discussion

In this work, we have studied self-similar solutions of the vortex filament evolution, which can also be formulated as the Landau-Lifshitz equation for an isotropic continuous spin chain — a one-dimensional ferromagnet. The self-similar dynamics is governed by Painleve IV equation with two real parameters. We explicitly describe the asymptotics of solutions as well as the corresponding connection formulae.

The Cauchy problem for the original equations is formulated by fixing profiles at the initial moment of time. The case $a = 0$ corresponds to a corner-like initial profile of the filament or to the domain-wall spin-configurations in the LL ferromagnet. It was recently checked that numerical solutions with the smoothed domain-wall profile approach the self-similar solutions after a certain amount of time [16]. It is interesting to note, however, that self-similar solutions cannot fully capture anti-parallel domain-wall profiles $T_3(x \to \pm \infty) = \pm 1$. Indeed, if it were the case then at large times the half-space magnetization would grow as a square root of time $M(t) = \int_0^\infty (1 - T_3(x)) \, dx \approx \int_0^\infty (1 - T_3(x/\sqrt{t})) \, dx \sim \sqrt{t}$. It was observed, however, that the growth gets a logarithmic enhancement $M(t) \sim \sqrt{t} \ln t$ [16]. This situation is reminiscent of the asymptotic behavior of classical integrable systems whose scattering data contain real poles of the transition amplitude [2].

In general, self-similar solutions describe certain regions of the long-time asymptotic behavior of integrable non-linear wave equations with arbitrary initial profiles (see, for instance, [11]). The relevant ordinary differential equation often belong to Painlevé class. Nevertheless, the complete significance of the self-similar solutions investigated in the present manuscript is yet to be clarified.
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