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Abstract

The eigenvalues of the Laplace–Beltrami operator and the integrals of products of eigenfunctions must satisfy certain consistency conditions on compact Riemannian manifolds. These consistency conditions are derived by using spectral decompositions to write quadruple overlap integrals in terms of products of triple overlap integrals in multiple ways. In this paper, we show how these consistency conditions imply bounds on the Laplacian eigenvalues and triple overlap integrals of closed hyperbolic manifolds, in analogy to the conformal bootstrap bounds on conformal field theories. We find an upper bound on the gap between two consecutive nonzero eigenvalues of the Laplace–Beltrami operator in terms of the smaller eigenvalue, an upper bound on the smallest eigenvalue of the rough Laplacian on symmetric, transverse-traceless, rank-2 tensors, and bounds on integrals of products of eigenfunctions and eigentensors. Our strongest bounds involve numerically solving semidefinite programs and are presented as exclusion plots. We also prove the analytic bound

$$\lambda_{i+1} \leq 1/2 + 3\lambda_i + \sqrt{\lambda_i^2 + 2\lambda_i + 1}/4$$

for consecutive nonzero eigenvalues of the Laplace–Beltrami operator on closed orientable hyperbolic surfaces. We give examples of genus-2 surfaces that nearly saturate some of these bounds. To derive the consistency conditions, we make use of a transverse-traceless decomposition for symmetric tensors of arbitrary rank.
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1 Introduction

Hyperbolic manifolds are important in many areas of mathematics and physics, including number theory, low-dimensional topology, dynamical systems, and string theory. A hyperbolic manifold \((M, \hat{g})\) is a Riemannian manifold of constant sectional curvature \(-1\), so its Riemann curvature tensor can be written in terms of its metric as

\[
R_{mnpq} = \kappa (\hat{g}_{mp} \hat{g}_{nq} - \hat{g}_{mq} \hat{g}_{np}),
\]

where \(\kappa = -1\). In this paper, we study bootstrap bounds on Laplacian eigenvalues and integrals of products of eigenfunctions on hyperbolic manifolds that are closed, i.e., compact without boundary.\(^1\) Bootstrap bounds are bounds that arise from certain consistency conditions that eigenvalues

\(^1\)The manifolds in this work are always assumed to be smooth, connected, and orientable.
and overlap integrals must satisfy, which are analogous to the consistency conditions used in the conformal bootstrap for conformal field theories (CFTs) [1–6]. Such bounds were studied for general closed Einstein manifolds in Ref. [7]. By restricting to hyperbolic manifolds, we can obtain additional consistency conditions and stronger bounds.

To give a simple example of the consistency conditions we study, consider the Laplace–Beltrami operator ∆ on \((\mathcal{M}, \hat{g})\) and its eigenfunctions \(\phi_i\) with eigenvalues \(\lambda_i\),

\[
\Delta \phi_i = \lambda_i \phi_i, \quad i \in \mathbb{Z}_{\geq 0},
\]

(1.2)

where we take the eigenfunctions to be real and orthonormal. The eigenvalues are ordered by increasing magnitude and with multiplicity, \(\lambda_0 = 0 < \lambda_1 \leq \lambda_2 \leq \cdots \to \infty\). The eigenfunctions form a basis for the space of square-integrable functions on \((\mathcal{M}, \hat{g})\), so we can expand the product of any two eigenfunctions as a sum over eigenfunctions,

\[
\phi_i \phi_j = \sum_{k=0}^{\infty} c_{ijk} \phi_k.
\]

(1.3)

The coefficients in this spectral decomposition are the integrals of products of three eigenfunctions,

\[
c_{ijk} := \int_{\mathcal{M}} dV \phi_i \phi_j \phi_k,
\]

(1.4)

where \(dV\) is the Riemannian volume form. Given the integral of any product of eigenfunctions, we can write it in terms of the triple overlap integrals \(c_{ijk}\) by repeatedly using the eigenfunction expansion (1.3). For example, we can expand a quadruple overlap integral as

\[
\int_{\mathcal{M}} dV \phi_i^2 \phi_j^2 = \sum_{k=0}^{\infty} c_{iik} c_{jjk},
\]

(1.5)

which is just an instance of Parseval’s identity. However, this is not the only way to write this integral in terms of triple overlap integrals. By expanding different pairs of eigenfunctions, we get

\[
\int_{\mathcal{M}} dV \phi_i^2 \phi_j^2 = \sum_{k=0}^{\infty} c_{iik} c_{jjk}.
\]

(1.6)

Since these are two ways of evaluating the same integral, we obtain the consistency condition

\[
\sum_{k=0}^{\infty} (c_{iik}^2 - c_{iik} c_{jjk}) = 0,
\]

(1.7)

which holds on any closed Riemannian manifold.

By considering more complicated integrals involving derivatives of eigenfunctions and using spectral decompositions for tensor fields, we can obtain additional consistency conditions involving Laplacian eigenvalues and integrals of products of eigenfunctions and eigentensors. In this paper,
we consider consistency conditions coming from quadruple overlap integrals involving a single fixed scalar eigenfunction. There are infinitely many consistency conditions of this form on closed hyperbolic manifolds, whereas there are finitely many for general closed Einstein manifolds [7, 8]. We consider integrals with up to 16 derivatives.

Given a set of consistency conditions, we can derive bounds on eigenvalues and triple overlap integrals by following the methods of the conformal bootstrap [1–6], as explored in Ref. [7]. An example of the type of bound we can obtain is shown in Fig. 1. This plot shows an upper bound on $\lambda_2$ in terms of $\lambda_1$ for closed hyperbolic surfaces, together with the eigenvalues from a particular family of genus-2 surfaces that nearly saturate the bound. This bound is derived using numerical semidefinite programming methods without rigorous error estimates. We also prove the following analytic version of this bound, which is slightly weaker and shown by the dashed line in Fig. 1:

$$\lambda_2 \leq \frac{1}{2} + 3\lambda_1 + \sqrt{\lambda_1^2 + 2\lambda_1 + \frac{1}{4}}.$$  \hspace{1cm} (1.8)

Both this analytic bound and the numerical one apply more generally to any pair of consecutive nonzero eigenvalues. We also present numerical upper bounds on the following quantities:

1. Eigenvalue gaps for closed hyperbolic manifolds with more than two dimensions.
2. The smallest eigenvalue of the rough Laplacian on symmetric, transverse-traceless, rank-2 tensors.
3. The magnitude of the triple overlap integral of the lightest non-constant eigenfunction, normalised by the volume $V$ of the manifold.
4. The magnitudes of triple overlap integrals involving the lightest non-constant eigenfunction and holomorphic $s$-differentials in two dimensions, for $s = 2$ and $s = 4$, normalised by $V$.

Our numerical bounds are presented as exclusion plots, and the data points used to produce these plots are available in an ancillary notebook. We expect that these numerical bounds could be made mathematically rigorous with additional effort.

The outline of the rest of this paper is as follows: in Section 2, we review some results about closed hyperbolic manifolds and their spectral theory. In Section 3, we discuss the decomposition of symmetric tensors into symmetric, transverse-traceless eigentensors of the rough Laplacian and explain how to derive consistency conditions. In Section 4, we present bounds on eigenvalues and in Section 5 we present bounds on triple overlap integrals. We conclude in Section 6. In Appendix A, we prove the existence of a transverse-traceless decomposition for smooth, symmetric tensor fields of arbitrary rank on a closed Riemannian manifold, following Refs. [11–14].

2 Spectral theory of closed hyperbolic manifolds

In this section, we briefly review some results about closed hyperbolic manifolds and their spectral theory, focusing on two and three dimensions and the eigenvalues of the Laplace–Beltrami operator. Further details and background material can be found in Refs. [15–17].
Figure 1: An upper bound on the second positive eigenvalue of the Laplace–Beltrami operator on closed hyperbolic surfaces in terms of the first positive eigenvalue. The blue region is allowed by the numerical bound, where the lower bound is $\lambda_2 \geq \lambda_1$. The dashed line is the analytic bound (1.8). The black line corresponds to the eigenvalues of the family of genus-2 surfaces $\rho(\ell)$, defined in Eq. (4.16), for $\ell \in [15/4, 20]$, which were computed using the program Hypermodes by Strohmaier and Uski [9, 10]. The same bounds apply to any pair of consecutive nonzero eigenvalues of the Laplace–Beltrami operator on a closed hyperbolic surface.

2.1 Hyperbolic surfaces

A closed orientable surface is classified topologically by its genus $g \in \mathbb{Z}_{\geq 0}$. Surfaces with $g \geq 2$ admit hyperbolic metrics and, by the uniformisation theorem, any metric on such a surface is conformally equivalent to a unique hyperbolic metric. There is also a one-to-one correspondence between hyperbolic structures and complex structures, so we can think of a closed hyperbolic surface as a closed Riemann surface and vice versa. Every closed hyperbolic surface can be written as a quotient $\mathbb{H}^2/\Gamma$, where $\mathbb{H}^2$ is the upper-half plane model of two-dimensional hyperbolic space and $\Gamma$ is a freely acting discrete subgroup of $\text{PSL}(2, \mathbb{R})$, the group of orientation-preserving isometries of $\mathbb{H}^2$. A hyperbolic surface of genus $g$ has volume $4\pi(g - 1)$ by the Gauss–Bonnet theorem.

The moduli space of hyperbolic structures on a genus-$g$ surface is the space of hyperbolic metrics on the surface modulo diffeomorphisms. Its universal cover is a $(6g - 6)$-dimensional space called Teichmüller space, which is the space of hyperbolic metrics on the surface modulo diffeomorphisms that are isotopic to the identity. Moduli space and Teichmüller space are related by the mapping class group. Every hyperbolic surface of genus $g$ can be obtained by glueing together $2g - 2$ hyperbolic pairs of pants along their $3g - 3$ pairs of geodesic boundaries. Each such gluing is completely specified by two real numbers, $\ell > 0$ and $\tau$, describing the boundary lengths and their relative twisting—see Fig. 2. We can therefore specify a hyperbolic surface by the $6g - 6$ parameters.
\( \ell_i, \tau_i, i = 1, \ldots, 3g - 3 \) of such a pants decomposition, although such a decomposition is not unique. These parameters are called Fenchel–Nielsen coordinates, and they give a parametrisation of Teichmüller space.

There are many results concerning the spectrum of the Laplace–Beltrami operator on closed orientable hyperbolic surfaces. The eigenvalue \( 1/4 \) plays a special role in this subject—it is the bottom of the spectrum on \( \mathbb{H}^2 \) and eigenvalues smaller than \( 1/4 \) are called small. The number of small eigenvalues is bounded above in terms of the genus \( g \) since \( \lambda_{2g-2} > 1/4 \) [18]. On the other hand, for any \( g \geq 2 \) and \( \epsilon > 0 \), there are genus-\( g \) surfaces with arbitrarily many eigenvalues smaller than \( 1/4 + \epsilon \) [19]. The spectral gap \( \lambda_1 \) is bounded above by a constant that tends to \( 1/4 \) as \( g \to \infty \) [20]. There is no lower bound on \( \lambda_1 \), and in fact \( \lambda_{2g-3} \) can be made arbitrarily small [19]. The Yang–Yau bound for the first three nonzero eigenvalues gives [21]

\[
\frac{1}{\lambda_1} + \frac{1}{\lambda_2} + \frac{1}{\lambda_3} \geq \frac{3(g - 1)}{2[(g + 3)/2]},
\]

(2.1)

where \( \lfloor \cdot \rfloor \) is the floor function and we have used an improvement pointed out in Ref. [22]. This implies an upper bound on \( \lambda_1 \),

\[
\lambda_1 \leq \frac{2[(g + 3)/2]}{g - 1} \leq 4,
\]

(2.2)

and also an upper bound on \( \lambda_2 \) for sufficiently large \( \lambda_1 \),

\[
\lambda_1 > \frac{2[(g + 3)/2]}{3(g - 1)} \implies \lambda_2 \leq \left[ \frac{3(g - 1)}{4[(g + 3)/2]} - \frac{1}{2\lambda_1} \right]^{-1}.
\]

(2.3)

For a hyperbolic surface with \( g = 2 \), the largest value of \( \lambda_1 \) is conjectured to be that of the Bolza surface [10], which has \( \lambda_1 \approx 3.839 \). This surface is called the Hadamard–Gutzwiller model in the quantum chaos literature [23]. An improved upper bound on \( \lambda_1 \) for \( g = 3 \) was found recently [24], namely \( \lambda_1 \leq 2(4 - \sqrt{7}) \), and improved upper bounds on \( \lambda_1 \) for almost all other genera were found in Ref. [25]. A generalisation of Eq. (2.2) for general eigenvalues was given in Ref. [26],

\[
\lambda_k \leq \frac{2k[(g + 3)/2]}{g - 1}.
\]

(2.4)

There are also interesting recent results concerning the size of \( \lambda_1 \) on generic closed hyperbolic surfaces of genus \( g \) as \( g \to \infty \). It was shown that generically \( \lambda_1 > 3/16 - \epsilon \) for any \( \epsilon > 0 \) as \( g \to \infty \) [27, 28], where generic here means with probability tending to one using the normalised Weil–Petersson measure on moduli space. This builds on Mirzakhani’s result that generically \( \lambda_1 > 0.0024 \) as \( g \to \infty \) [29]. It is conjectured that this \( 3/16 \) can be replaced by \( 1/4 \) [30]. There is a similar result for the eigenvalues of random covers of a surface [31].

### 2.2 Hyperbolic 3-manifolds

The classification of closed 3-manifolds was pioneered by Thurston with his geometrisation conjecture [32], which was proved by Perelman [33]. Of the eight geometries appearing in the geometrisation conjecture, hyperbolic manifolds are the most complex and the only ones yet to be
fully classified. Unlike in two dimensions, a closed hyperbolic 3-manifold has a unique hyperbolic metric. In fact, closed hyperbolic $d$-manifolds with isomorphic fundamental groups are isometric if $d \geq 3$ by Mostow rigidity [34]. However, as in two dimensions, there is also a sense in which most 3-manifolds are hyperbolic. For example, any orientable closed 3-manifold can be obtained from $S^3$ by performing Dehn surgery along some link $L$, i.e., by excising a neighbourhood around $L$ and filling in a solid torus for each component of $L$, such that $S^3 \setminus L$ admits a complete hyperbolic metric, and most manifolds obtained from $S^3$ by performing Dehn surgery along $L$ admit a hyperbolic metric [32]. Another important result is the virtual fibering conjecture proved by Agol [35], which implies that every closed hyperbolic 3-manifold has a finite cover that is a surface bundle over $S^1$.

We mention just a few spectral results; see, e.g., Ref. [36] for a more detailed review. Schoen showed that on a closed hyperbolic 3-manifold $\lambda_1 \geq \pi^2/(3 \times 2^{34}V)^2$ [37]. This means that $\lambda_1$ cannot be arbitrarily small for a fixed volume, although it can be arbitrarily small [36]. Explicit numerical results for the low-lying eigenvalues of certain closed hyperbolic 3-manifolds can be found in the cosmology literature [38–40]; this includes the Weeks manifold, which has $\lambda_1 \approx 27.8$ and $\lambda_2 \approx 32.9$ [39]. The Weeks manifold has volume $V \approx 0.9427$, the smallest of any closed orientable hyperbolic 3-manifold [41], and can be obtained by performing Dehn surgery on the Whitehead link.

3 Tensor decompositions and consistency conditions

In this section, we explain how to derive consistency conditions for closed hyperbolic manifolds. The derivation requires introducing a transverse-traceless spectral decomposition for symmetric tensors of arbitrary rank.

3.1 Symmetric tensors

Let $T^{(s)}$ and $T'^{(s)}$ be real, symmetric, rank-$s$ tensor fields on a closed $d$-dimensional Riemannian manifold $(\mathcal{M}, \hat{g})$. The tensor fields in this paper, which we refer to as tensors for simplicity, are always assumed to be smooth. The canonical global inner product on the space of such tensors is

![Figure 2: Fenchel–Nielson coordinates for a genus-2 surface.](image)
the following $L^2$ product:

$$ (T^{(s)}, T^{(s)')} := \int_M dV \hat{g}^{m_1 n_1} \cdots \hat{g}^{m_s n_s} T^{(s)}_{m_1 \ldots m_s} T^{(s)'}_{n_1 \ldots n_s}. $$

(3.1)

This inner product induces an $L^2$ norm on symmetric tensors.

### 3.2 Transverse-traceless decomposition

We want to decompose a symmetric tensor into symmetric, transverse-traceless tensors. The first step is to decompose a symmetric tensor $T^{(s)}$ into a symmetric, transverse-traceless tensor plus a trace term and the symmetrised traceless derivative of a lower-rank, symmetric, traceless tensor,

$$ T^{(s)}_{m_1 \ldots m_s} = T^{(s)TT}_{m_1 \ldots m_s} + \nabla (m_1 W^{(s-1)}_{m_2 \ldots m_s}) - \frac{s - 1}{2s + d - 4} \hat{g} (m_1 m_2 \nabla^n W^{(s-1)}_{m_3 \ldots m_s} n) + \hat{g} (m_1 m_2 T^{(s-2)}_{m_3 \ldots m_s}), $$

(3.2)

where $\nabla$ is the covariant derivative, $T^{(s)TT}$ is transverse and traceless, $W^{(s-1)}$ is traceless, and $T^{(s-2)}$ can be written in terms of traces of $T^{(s)}$. Note that we symmetrise with weight one. This decomposition is possible on any closed Riemannian manifold, as discussed in Appendix A. On a manifold of constant curvature, we can iteratively apply this decomposition to the trace and longitudinal pieces to get an orthogonal decomposition of an arbitrary symmetric tensor in terms of symmetric, transverse-traceless tensors,

$$ T^{(s)}_{m_1 \ldots m_s} = \sum_{t=0}^s \sum_{a=0}^{|s-t|} \hat{g} (m_1 m_2 \cdots m_{2a-1} m_{2a}) \left( \nabla m_{2a+1} \cdots \nabla m_{s} h^{(t)}_{a, m_{s-t+1} \ldots m_s} + \cdots \right), $$

(3.3)

where $h^{(t)}_a$ are symmetric, transverse-traceless, rank-$t$ tensors and the expression in parenthesis is fixed by adding terms to make it symmetric and traceless. More explicitly, the expression in parenthesis is $P_{s-2a-1} P_{s-2a-2} \ldots P_1 h^{(t)}_a$, where $P_n$ is the symmetrised traceless derivative defined in Eq. (A.3).

As some examples of the decomposition (3.3), for $s = 1, 2, 3$ on a hyperbolic manifold we get

$$ T^{(1)}_{m_1} = h^{(1)}_{0, m_1} + \nabla m_1 h^{(0)}_0, $$

(3.4)

$$ T^{(2)}_{m_1 m_2} = h^{(2)}_{0, m_1 m_2} + \nabla (m_1 h^{(1)}_{0, m_2}) + \left( \nabla (m_1 \nabla m_2) + \frac{1}{d} \hat{g} m_1 m_2 \Delta \right) h^{(0)}_0 + \hat{g} m_1 m_2 h^{(1)}_0, $$

(3.5)

$$ T^{(3)}_{m_1 m_2 m_3} = h^{(3)}_{0, m_1 m_2 m_3} + \nabla (m_1 h^{(2)}_{0, m_2 m_3}) + \left( \nabla (m_1 \nabla m_2 h^{(1)}_{0, m_3}) + \frac{\Delta + d - 1}{d+2} \hat{g} (m_1 m_2 h^{(1)}_{0, m_3}) + \hat{g} (m_1 m_2 h^{(1)}_{1, m_3}) \right) + \left( \nabla (m_1 \nabla m_2 \nabla m_3) h^{(0)}_0 + \frac{3\Delta + 2(d-1)}{d+2} \hat{g} (m_1 m_2 \nabla m_3) h^{(0)}_0 \right) + \hat{g} (m_1 m_2 \nabla m_3) h^{(1)}_1, $$

(3.6)

where $\Delta$ is the rough Laplacian defined below. For $s = 1$, this is the Hodge decomposition of a 1-form, which exists on any closed Riemannian manifold. For $s = 2$, this is the transverse-traceless decomposition of a symmetric, rank-2 tensor [13, 14], combined with the 1-form Hodge decomposition, which exists as an orthogonal decomposition on closed Einstein manifolds. It is useful for studying general Kaluza–Klein reductions of gravity [42].
3.3 Laplacians and eigenmodes

From now on we assume that \((\mathcal{M}, \hat{g})\) is a closed hyperbolic manifold, unless otherwise stated. Consider the rough Laplacian on a symmetric, rank-\(s\) tensor \(T^{(s)}\) for any \(s \in \mathbb{Z}_{\geq 0}\), defined as minus the divergence of the gradient,\(^2\)

\[
\Delta T^{(s)}_{m_1...m_s} := -\nabla^n \nabla_n T^{(s)}_{m_1...m_s}.
\]  

(3.8)

This operator is non-negative, essentially self-adjoint, and strongly elliptic. By standard results of spectral theory, the spectrum of \(\Delta\) is discrete with a possible accumulation point only at infinity, each eigenspace is finite-dimensional, and the eigentensors are smooth and form a basis for the space of square-integrable, symmetric tensors.

The rough Laplacian on functions is just the Laplace–Beltrami operator. As in the introduction, we denote its eigenvalues in non-decreasing order by \(\lambda_i\) for \(i \in \mathbb{Z}_{\geq 0}\),

\[
0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots,
\]  

(3.9)

where \(\lambda_i \to \infty\) as \(i \to \infty\) and eigenvalues are repeated according to their multiplicities. The associated real orthonormal eigenfunctions are denoted by \(\phi_i^{(0)}\) or \(\phi_i\). The unique zero mode is \(\phi_0 = V^{-1/2}\), which we usually treat separately from the other eigenfunctions.

Given a symmetric eigentensor of the rough Laplacian, we can decompose it into transverse-traceless tensors using Eq. (3.3). Using the constant curvature condition, each term in the decomposition separately satisfies an eigenvalue equation since the different terms remain orthogonal after acting with \(\Delta\). This means that we can restrict to transverse-traceless eigentensors without loss of generality. We denote the eigenvalues of the rough Laplacian on symmetric, transverse-traceless tensors of rank \(s \geq 1\) for \(d > 2\) in non-decreasing order by \(\lambda_i^{(s)}\) for \(i \in \mathbb{Z}_{>0}\),

\[
\lambda_1^{(s)} \leq \lambda_2^{(s)} \leq \lambda_3^{(s)} \leq \ldots,
\]  

(3.10)

where \(\lambda_i^{(s)} \to \infty\) as \(i \to \infty\) and eigenvalues are repeated according to multiplicity. We denote the associated real, orthonormal, symmetric, transverse-traceless, rank-\(s\) eigentensors by \(\phi_i^{(s)}\) for \(i \in \mathbb{Z}_{>0}\),

\[
\Delta \phi_i^{(s)}_{m_1...m_s} = \lambda_i^{(s)} \phi_i^{(s)}_{m_1...m_s}, \quad \nabla^{m_1} \phi^{(s)}_{m_1...m_s} = \hat{g}^{m_1m_2} \phi^{(s)}_{m_1...m_s} = 0, \quad \left( \phi_i^{(s)}, \phi_j^{(s)} \right) = \delta_{ij}. \tag{3.11}
\]

\(^2\)For some applications, a more natural operator to consider is the Lichnerowicz Laplacian \(\Delta_L\), which on a manifold of constant curvature \(\kappa\) is given by

\[
\Delta_L T^{(s)}_{m_1...m_s} = \Delta T^{(s)}_{m_1...m_s} + \kappa s (s + d - 2) T^{(s)}_{m_1...m_s} - \kappa s (s - 1) \hat{g}^{m_1m_2} T^{(s)}_{m_3...m_s} n. \tag{3.7}
\]

The Lichnerowicz Laplacian commutes with several other standard operators defined on symmetric tensors. For symmetric, traceless tensors on constant curvature backgrounds, the Lichnerowicz Laplacian and rough Laplacian differ only by a constant, so their symmetric, traceless eigentensors are the same.
On a two-dimensional manifold, there are only finitely many symmetric, transverse-traceless, rank-\(s\) eigentensors for \(s \geq 2\), as discussed below; for these cases, we use the same notation for eigenvalues and eigentensors, but with the index running over a finite range.

Using the completeness of the eigentensors, we can expand any square-integrable, symmetric, transverse-traceless tensor in terms of \(\phi_i^{(s)}\). Performing such an expansion on each \(h_a^{(t)}\) in Eq. (3.3), we obtain the decomposition of a square-integrable, symmetric tensor in terms of symmetric, transverse-traceless eigentensors of the rough Laplacian,

\[
T_{m_1...m_s}^{(s)} = \sum_{t=0}^{s} \sum_{a=0}^{\lfloor \frac{s-t}{2} \rfloor} \sum_{i=1}^{\infty} C_{a,i}^{(t)} \hat{g}(m_1m_2 \cdots \hat{g}m_{2a-1}m_{2a} \left( \nabla m_{2a+1} \cdots \nabla m_{s-1} \phi_i^{(s)}(t, m_{s-t+1} \cdots m_s) + \cdots \right) + \cdots )
+ C_{s/2,0}^{(0)} \hat{g}(m_1m_2 \cdots \hat{g}m_{s+1}) \phi_0,
\]

(3.12)

where the second line is only present when \(s\) is even and \(C_{a,i}^{(t)}\) are constants that can be determined by taking appropriate inner products of each side of this equation. The term in parenthesis is fixed by adding terms to make it symmetric and traceless, as in Eq. (3.3). For \(d = 2\), the index \(i\) is only summed over a finite range for \(t \geq 2\).

### 3.4 Eigenvalue lower bounds

The eigenvalues of the Laplace–Beltrami operator are non-negative, \(\lambda_i \geq 0\). For \(s > 0\), we can obtain a nonzero lower bound on the eigenvalues of the rough Laplacian by considering the positivity of the following norm:

\[
\int_M dV \left( \nabla_{[m_1} \phi_i^{(s)} m_{j]m_3...m_{s+1}} \right)^2 \geq 0,
\]

(3.13)

where \(\phi_i^{(s)}\) is a transverse-traceless eigentensor of the rough Laplacian with eigenvalue \(\lambda_i^{(s)}\). Evaluating this using integration by parts, we get the following lower bound, given in Ref. [43]:

\[
\lambda_i^{(s)} \geq s + d - 2, \quad s \geq 1.
\]

(3.14)

This is analogous to the CFT unitary bound for symmetric, traceless tensors. The bound is saturated by symmetric, transverse-traceless eigentensors satisfying \(\nabla_{[m_1} \phi_i^{(s)} m_{j]m_3...m_{s+1}} = 0\). For \(s = 1\), these are harmonic 1-forms. If \((M, \hat{g})\) can be immersed as a minimal hypersurface in a round sphere, then its second fundamental form is a rank-2 tensor satisfying this condition [44].

#### 3.4.1 Holomorphic s-differentials

When \(d = 2\), we can say more about higher-rank, transverse-traceless tensors. First we show that their eigenvalues must saturate the above lower bound, following an argument from Ref. [45]. Let \(\phi_i^{(s)}\) be a symmetric, transverse-traceless eigentensor with \(s \geq 1\) in two dimensions. We can write

\[
\nabla_{[m_1} \phi_i^{(s)} m_{j]m_3...m_{s+1}} = \epsilon_{m_1m_2} \phi_i^{(s-1)}(m_{s+1})\]

(3.15)
where $\theta_i^{(s-1)}$ is a symmetric tensor and $\epsilon$ is the constant antisymmetric tensor. For $s \geq 2$, contracting the left-hand side with $\hat{g}^{m_2m_3}$ gives zero since $\phi_i^{(s)}$ is transverse and traceless. This implies that $\theta_i^{(s-1)}$ must vanish and so $\phi_i^{(s)}$ satisfies the condition for saturating the lower bound (3.14). Therefore, on a closed hyperbolic surface the only transverse-traceless, rank-$s$ tensors with $s \geq 2$ are those with $\lambda_i^{(s)} = s$. For $s = 1$, taking the divergence of Eq. (3.15) gives

$$
\lambda_i^{(1)} \phi_{i,m_1}^{(1)} = -2 \epsilon_{m_1m_2} \nabla^{m_2} \theta_i^{(0)}.
$$

(3.16)

This shows that a transverse vector either has $\lambda_i^{(1)} = 1$, in which case it is a harmonic 1-form, or it has $\lambda_i^{(1)} > 1$, in which case it can be written as the dual of the gradient of a non-constant scalar eigenfunction $\phi_j$ and $\lambda_i^{(1)} = \lambda_j + 1$.

To better understand these transverse-traceless tensors in $d = 2$, it is helpful to take a complex-analytic point of view (some useful physics references for this are Refs. [46–48]). In a neighbourhood of every point in two dimensions, there exist local isothermal coordinates in which the metric takes the form

$$
\text{ds}^2 = e^{2\sigma} \delta_{ij} dx^i dx^j, \quad i, j = 1, 2.
$$

(3.17)

Defining complex coordinates $z = x^1 + ix^2$ and $\bar{z} = x^1 - ix^2$, the metric is

$$
\text{ds}^2 = e^{2\sigma} dz d\bar{z}.
$$

(3.18)

A symmetric, traceless, rank-$s$ tensor $T^{(s)}$ has only two independent components in two dimensions, which can be taken as

$$
T_{z\ldots z}^{(s)} = (T_{z\ldots z}^{(s)})^* = \frac{1}{2} \left( T_{1\ldots 1}^{(s)} - iT_{1\ldots 12}^{(s)} \right),
$$

$$
T_{z\ldots \bar{z}}^{(s)} = \hat{g}^{zz} \ldots \hat{g}^{\bar{z}\bar{z}} T_{z\ldots z}^{(s)} = 2^{s-1} e^{-2s\sigma} \left( T_{1\ldots 11}^{(s)} + iT_{1\ldots 12}^{(s)} \right),
$$

(3.19) (3.20)

which are called the negative- and positive-helicity components of $T^{(s)}$.

A symmetric, traceless tensor in two dimensions is transverse if and only if its negative-helicity component is holomorphic, i.e., $\partial_{\bar{z}} T_{z\ldots z}^{(s)} = 0$, where $\partial_{\bar{z}} = (\partial_1 + i\partial_2)/2$. By the Riemann–Roch theorem, the vector space of holomorphic $s$-differentials with $s \geq 2$ on a closed surface of genus $g \geq 2$ has complex dimension $(2s-1)(g-1)$. Therefore, the vector space of symmetric, transverse-traceless, rank-$s$ tensors has real dimension $2(2s-1)(g-1)$ for $s \geq 2$. For example, there are $6(g-1)$ independent symmetric, transverse-traceless, rank-2 tensors, given by the real parts of holomorphic quadratic differentials, and these span the cotangent space of Teichmüller space. Holomorphic $s$-differentials with $s > 2$ are important in higher Teichmüller theory. The transverse vectors with $\lambda^{(1)} = 1$ are harmonic 1-forms and correspond to the real parts of holomorphic differentials. The vector space of holomorphic differentials on a genus-$g$ surface has complex dimension $g$, so there are $2g$ independent real transverse vectors with $\lambda^{(1)} = 1$.
3.4.2 Spherical manifolds

Let us comment on manifolds of constant positive curvature. On a closed manifold of constant curvature $\kappa$, the norms of the symmetrised traceless derivatives of transverse-traceless eigentensors of the rough Laplacian take the form

$$\int_{\mathcal{M}} dV \left( \nabla_{m_1} \cdots \nabla_{m_{s'-s}} \phi_i^{(s)} \nabla_{m_{s'-s+1}} \cdots \nabla_{m_{s'}} + \cdots \right)^2 = c_{s,s'}(d) \prod_{l=s}^{s'-1} \left[ \lambda_l^{(s)} - \kappa (l(l + d - 1) - s) \right], \quad (3.21)$$

where $c_{s,s'}(d)$ is a rational function of $d$ that is positive for $d > 1$. The only way these norms can all be non-negative when $\kappa > 0$ is if the eigenvalues are restricted to specific discrete values, in which case the norms vanish for sufficiently large $s'$. In particular, the eigenvalues must be a subset of the eigenvalues of the round sphere,

$$\kappa > 0 \implies \lambda_l^{(s)} \in \{ \kappa (l(l + d - 1) - s) : l \in \mathbb{Z}, l \geq s \}, \quad (3.22)$$

since otherwise the right-hand side of Eq. (3.21) would be negative for certain $s'$. This also follows from the compactness of spheres and the Killing–Hopf theorem, which says that complete manifolds with constant positive curvature are quotients of the round sphere.

3.5 Triple overlap integrals

It will be useful to introduce notation for certain triple overlap integrals involving eigenfunctions and eigentensors. For scalar eigenfunctions $\phi_i$ and $\phi_j$ and a transverse-traceless, rank-$s$ eigentensor $\phi_k^{(s)}$, we define $c_{ijk}^{(s)}$ to be the following triple overlap integral:

$$c_{ijk}^{(s)} := \int_{\mathcal{M}} dV \phi_i \nabla^{m_1} \cdots \nabla^{m_s} \phi_j \phi_k^{(s)} \nabla_{m_1} \cdots \nabla_{m_s}, \quad (3.23)$$

which corresponds to the unique cubic interaction between two scalars and a spin-$s$ particle. We often drop the superscript for the scalar overlap integrals, i.e., $c_{ijk} := c_{ijk}^{(0)}$. In this paper, we only consider triple overlap integrals with $i = j$, which can be non-vanishing only when $s$ is even. In two dimensions, these overlap integrals can be written in terms of the real parts of overlap integrals of eigenfunctions and holomorphic $s$-differentials,$^3$

$$c_{ijk}^{(s)} = 2 \int_{\mathcal{M}} dV \text{Re} \left[ \phi_i \nabla^z \cdots \nabla^z \phi_j \phi_k^{(s)} \right], \quad (3.24)$$

where $\nabla^z = \hat{g}^{zz} \partial_z$ when acting on a tensor of definite helicity.

These triple overlap integrals appear when expanding symmetrised products of derivatives of eigenfunctions using spectral decompositions, e.g.,

$$\phi_i^2 = V^{-1} + \sum_{j=1}^{\infty} c_{ij} \phi_j, \quad \phi_i \partial_{m_1} \phi_i = \frac{1}{2} \sum_{j=1}^{\infty} c_{ij} \partial_{m_1} \phi_j. \quad (3.25)$$

$^3$The imaginary parts come from overlap integrals involving the constant antisymmetric tensor.
Physically, we can think of these overlap integrals as cubic coupling constants since they determine the strengths of cubic interactions of Kaluza–Klein modes in theories with extra dimensions—see, for example, Refs. [49–51] for some old and recent discussions of hyperbolic extra dimensions. Scalar overlap integrals on hyperbolic manifolds have also been studied in the mathematics literature due to their relation with integral representations of \(L\)-functions [52–55].

3.6 Consistency conditions

We can now introduce the consistency conditions that are the main tool used in this paper. Using the decomposition of a symmetric tensor in terms of transverse-traceless eigentensors of the rough Laplacian, we can reduce a quadruple overlap integral to a sum of products of triple overlap integrals. This reduction can be done in multiple ways, and equating the different expressions gives consistency conditions on the eigenvalues and triple overlap integrals. Fixing a single eigenfunction \(\phi_i\), we consider identities of the following form:

\[
\int_M dV \nabla_{(m_1} \phi_i \nabla_{m_1+1} \cdots \nabla_{m_{s_1}} \cdots \nabla_{m_{s_2}} \cdots \nabla_{m_{s_3})} \phi_i \nabla_{(m_1} \cdots \nabla_{m_{s_1+s_2+s_3})} \phi_i = \int_M dV \nabla_{(m_1} \phi_i \nabla_{m_1+1} \cdots \nabla_{m_{s_1}} \cdots \nabla_{m_{s_2}} \cdots \nabla_{m_{s_3})} \phi_i \nabla_{(m_1} \cdots \nabla_{m_{s_1+s_2+s_3})} \phi_i,
\]

where \(s_i\) are non-negative integers and the Wick contraction notation means that we decompose the indicated pair of tensors according to Eq. (3.12). Each side of this equation can then be written as a sum over products of triple overlap integrals using orthonormality.

For fixed non-negative integers \(s_1, s_2,\) and \(s_3,\) we can get up to two consistency conditions from Eq. (3.26). We consider all independent consistency conditions of this form with \(2(s_1+s_2+s_3) \leq \Lambda,\) i.e., with at most \(\Lambda\) derivatives, for some fixed even integer \(\Lambda.\) In this paper we take \(\Lambda = 16.\) For \(d > 2,\) the number of independent consistency conditions for \(\Lambda = 2, 4, \ldots, 16\) is \(1, 2, 3, 5, 7, 9, 12, 15.\) For \(d = 2,\) the number of independent consistency conditions equals \(\Lambda/2\) for \(\Lambda \leq 16.\)

The simplest example of a consistency condition with a single fixed eigenfunction comes from a two-derivative integrand. It is given by the following relation:

\[
\int_M dV \partial_{m_i} \phi_i \partial^m \phi_i = \int_M dV \partial_{m_i} \phi_i \partial^m \phi_i \phi_i.
\]

After evaluating the contractions, this gives the consistency condition

\[
V^{-1} \lambda_i + \sum_{j=1}^{\infty} \left( \lambda_i - \frac{3}{4} \lambda_j \right) c_{ij}^2 = 0,
\]

which holds on any closed manifold. This consistency condition appears as a sum rule for scattering amplitudes in Yang–Mills theories dimensionally reduced on a general closed manifold [8]. The first instance of this that we are aware of is in Ref. [56].
Suppose that we have found all of the consistency conditions up to some fixed \( \Lambda \). We can put these consistency conditions in the following form:

\[
V^{-1} \tilde{F}_0(\lambda_i, 0) + \sum_{s=0}^{\Lambda/2} \sum_{j=1}^{\infty} \tilde{F}_s(\lambda_i, \lambda_j^{(s)}) \left( c^{(s)}_{iij} \right)^2 = 0,
\]

(3.29)

where, in a given dimension, \( \tilde{F}_s \) are vectors whose components are polynomials of the eigenvalues \( \lambda_i \) and \( \lambda_j^{(s)} \). The functions \( \chi_{s,\Lambda} \) are polynomials defined by

\[
\chi_{s,\Lambda}(\lambda_j^{(s)}) := \prod_{l=s}^{\Lambda-1} \left[ \lambda_j^{(s)} + l(l + d - 1) - s \right],
\]

(3.30)

which are positive for eigenvalues satisfying the lower bound (3.14). On a closed hyperbolic surface, there are only finitely many transverse-traceless, rank-\( s \) tensors for \( s \geq 2 \), so in these cases the sum over \( j \) in Eq. (3.29) has a finite range. The explicit consistency conditions for \( \Lambda = 16 \) are included in the ancillary file. We have verified that the \( \kappa > 0 \) versions of these consistency conditions are satisfied by zonal spherical harmonics on round spheres of various dimensions, which is a nontrivial part of the consistency conditions.

These consistency conditions are closed under restricting to quotients of \( \mathcal{M} \) by subgroups of its isometry group. This means that the bounds we derive also apply to such quotients, including certain unoriented manifolds, orbifolds, and manifolds with boundaries. Closed hyperbolic manifolds cannot have continuous isometries, but they can have discrete symmetries. For example, every closed genus-2 surface has a \( \mathbb{Z}_2 \) symmetry (a hyperelliptic involution). Hurwitz’s automorphism theorem says that the maximum order of the symmetry group of a closed orientable hyperbolic surface of genus \( g \) is \( 84(g - 1) \).

\[\text{\footnotesize\textsuperscript{4}}\] Let us explain why only odd values of \( l \) occur in Eq. (3.30). Consider the following class of integrals on a manifold of constant curvature \( \kappa \):

\[
I_{i,j}^{s_1, s_2} := \int_{\mathcal{M}} dV \left( \nabla_{m_1} \cdots \nabla_{m_{s_1+s_2-2}} \phi_{j,m_{s_1+s_2-2+s_1+s_2}} \cdots \right) \nabla^{(m_1) \cdots \nabla^{(m_{s_1+s_2-2})} \phi_i}. \tag{3.31}
\]

When deriving the consistency conditions, we must divide such integrals by the norms in Eq. (3.21), which is how these consistency conditions in the following form:

\[
I_{i,j}^{s_1, s_2} = p_{s_1, s_2}(\lambda_i, \lambda_j^{(s)}) \left| c^{(s)}_{iij} \right|, \tag{3.32}
\]

where \( p_{s_1, s_2} \) is a polynomial depending also on \( d \) and \( \kappa \). Suppose that \( \kappa > 0 \), so we can write \( \lambda_j^{(s)} = \kappa(l(l + d - 1) - s) \) for some integer \( l \geq s \). It follows from the discussion in Sec. 3.4.2 that \( I_{i,j}^{s_1, s_2} \) vanishes for \( s_1 + s_2 \geq l + 1 \). If \( l \) is odd, then \( c^{(s)}_{iij} \) vanishes by parity when \( s \) is even. If \( l \leq s_1 + s_2 - 1 \) is even, then \( c^{(s)}_{iij} \) can be nonzero, so \( p_{s_1, s_2} \) must have a zero at the corresponding eigenvalue. By continuity in \( \kappa \), this implies that for general \( \kappa \) we must have

\[
p_{s_1, s_2}(\lambda_i, \lambda_j^{(s)}) \propto \prod_{l=s_1+s_2-1}^{l_{\text{max}}} \left[ \lambda_j^{(s)} - \kappa(l(l + d - 1) - s) \right]. \tag{3.33}
\]

These zeros in \( I_{i,j}^{s_1, s_2} \) at even values of \( l \) cancel the zeros that would otherwise occur in \( \chi_{s,\Lambda} \) when \( \kappa = -1 \).
To conclude this section, we note that for Λ = 16 the vector of polynomials $\vec{F}_0(\lambda_i, \lambda_j)$ satisfies the following condition:

$$\vec{F}_0\left(\frac{3(d-1)^2}{16}, \frac{(d-1)^2}{4}\right) = 0.$$  (3.34)

We do not have a good explanation for this zero, but its effect will be apparent in some of our bounds since it can mark the transition between the existence or not of solutions to the semidefinite programming problems we consider. In two dimensions, this zero occurs at the eigenvalues 3/16 and 1/4. Curiously, the eigenvalue 3/16 appears in several places in the spectral theory of hyperbolic surfaces, including Selberg’s 3/16 theorem for congruence subgroups [57] and the recent results of Refs. [27, 28, 31]. The eigenvalue $(d-1)^2/4$ is the bottom of the spectrum of $\mathbb{H}^d$.

4 Eigenvalue upper bounds

In this section, we use the consistency conditions (3.29) to find bounds on the eigenvalues of closed hyperbolic manifolds. The strategy parallels that for finding bounds on scaling dimensions of CFTs [1, 2]. We first derive an analytic bound for surfaces and then find various numerical bounds.

4.1 An analytic bound for surfaces

We start by deriving an analytic eigenvalue bound for closed hyperbolic surfaces.

**Theorem.** Let $\lambda_i$ denote the $i^{th}$ positive eigenvalue of the Laplace–Beltrami operator on a closed orientable hyperbolic surface. Then the following inequality holds:

$$\lambda_{i+1} \leq \frac{1}{2} + 3\lambda_i + \sqrt{\lambda_i^2 + 2\lambda_i + 1/4}. \quad (4.1)$$

**Proof.** Fix a positive integer $i$. Consider the following two consistency conditions for closed hyperbolic surfaces:

$$Z_1 := V^{-1}\lambda_i + \sum_{j=1}^{\infty} \left(\lambda_i - \frac{3}{4}\lambda_j\right) c_{ij}^2 = 0, \quad (4.2)$$

$$Z_2 := \sum_{j=1}^{\infty} \lambda_j (\lambda_j (\lambda_j - 1) - 6\lambda_j \lambda_i + \lambda_i (8\lambda_i + 1)) c_{ij}^2 = 0. \quad (4.3)$$

These follow from the three consistency conditions that exist for $\Lambda = 6$, which were studied for general closed Einstein manifolds in Refs. [7, 8]. We define

$$x := \lambda_{i+1} - \left(\frac{1}{2} + 3\lambda_i + \sqrt{\lambda_i^2 + 2\lambda_i + 1/4}\right). \quad (4.4)$$

Now assume that $x > 0$. We want to show that this is inconsistent with $Z_1 = Z_2 = 0$. To reach a contradiction, we consider the combination $Z_1 + \alpha Z_2$, where $\alpha$ is defined as

$$\alpha := \frac{32\lambda_{i+1}\lambda_i^3 - 24\lambda_{i+1}\lambda_i^2 + 4\lambda_{i+1}\lambda_i^2 + 4\lambda_{i+1}^3\lambda_i - 4\lambda_{i+1}\lambda_i^2 - 4\lambda_i + 3\lambda_{i+1}}{4\lambda_{i+1} \left(8\lambda_i^2 - 6\lambda_{i+1}\lambda_i + \lambda_i + \lambda_{i+1}^2 - \lambda_{i+1}\right)}. \quad (4.5)$$
First we establish that \( \alpha > 0 \) by writing it in terms of \( x \) and \( t := \sqrt{4\lambda_1 (\lambda_i + 2) + 1} \),
\[
\alpha = \frac{10\lambda_i + 4\lambda_i x (2\lambda_i (2\lambda_i + 3t + 4) + x (6\lambda_i + 3t + 1) + t + 2x^2 + 1) + 3t + 6x + 3}{4x(t + x) (6\lambda_i + t + 2x + 1)},
\] (4.6)
which is manifestly positive since \( \lambda_i > 0, t > 0, \) and, by assumption, \( x > 0 \). Now let us write
\[
Z_1 + \alpha Z_2 = \frac{\lambda_i}{V} + \sum_{j=1}^{\infty} r_j c_{ij}^2,
\] (4.7)
where we have defined
\[
r_j := \lambda_i - \frac{3}{4} \lambda_j + \alpha \lambda_j (\lambda_j (\lambda_j - 1) - 6\lambda_j \lambda_i + 8\lambda_i^2 + 1).
\] (4.8)
We show that the right-hand side of Eq. (4.7) is positive for \( x > 0 \), thus reaching a contradiction with \( Z_1 = Z_2 = 0 \). The term \( \lambda_i / V \) is positive since \( \lambda_i > 0 \) and \( V > 0 \). Since \( c_{ij}^2 \geq 0 \), it only remains to show that \( r_j \geq 0 \) for each \( j \in \mathbb{Z}_{>0} \).

Let \( j \in \mathbb{Z}_{>0} \). Consider first the case \( j > i \). We define \( y_j := \lambda_j - \lambda_{i+1} \), so that \( y_j \geq 0 \) for \( j > i \). We can then write \( r_j \) for \( j > i \) as
\[
r_j = \alpha y_j^3 + \frac{1}{2} \alpha (6\lambda_i + 3t + 6x + 1) y_j^2 + \frac{p_1}{4x(t + x) (6\lambda_i + t + 2x + 1)} y_j
+ \frac{1}{2} \lambda_i x (2\lambda_i (2\lambda_i + 3t + 4) + x (6\lambda_i + 3t + 1) + t + 2x^2 + 1),
\] (4.9)
where
\[
p_1 := 56\lambda_i^3 + 124\lambda_i^2 + 38\lambda_i + 36\lambda_i^2 t + 86\lambda_i t + 60\lambda_i t x^4 + 240\lambda_i^2 t x^3 + 40\lambda_i t x^4 + 288\lambda_i^3 t x^2 + 216\lambda_i^2 t x^2
+ 24\lambda_i t x^2 + 18 t x^2 + 96\lambda_i^3 t x + 56\lambda_i^2 t x + 52\lambda_i t x + 12 t x + 3 t + 24\lambda_i x^5 + 120\lambda_i^2 x^4 + 20\lambda_i x^4
+ 352\lambda_i^3 x^3 + 464\lambda_i^2 x^3 + 56\lambda_i x^3 + 576\lambda_i^4 x^2 + 1248\lambda_i^3 x^2 + 336\lambda_i^4 x^2 + 72\lambda_i x^2 + 12 x^3 + 12 x^2 + 320\lambda_i^5 x
+ 800\lambda_i^4 x + 416\lambda_i^3 x + 168\lambda_i^2 x + 104\lambda_i x + 12 x + 3.
\] (4.10)
This is manifestly non-negative since all coefficients and variables are non-negative. Similarly, we define \( z_j := \lambda_i / \lambda_j - 1 \), which satisfies \( z_j \geq 0 \) for \( 1 \leq j \leq i \). We can then write \( r_j \) for \( 1 \leq j \leq i \) as
\[
r_j = \lambda_i \left( 12 \alpha \lambda_i^2 + (4 \alpha \lambda_i (8\lambda_i + 1) + 9) z_j^2 + (4 \alpha \lambda_i (10\lambda_i + 1) + 6) z_j + 4 z_j^3 + 1 \right)
4 (z_j + 1)^3,
\] (4.11)
which is also manifestly non-negative. We therefore reach a contradiction and hence \( x \leq 0 \).
\[\square\]

4.2 Numerical bounds
Let us now generalise the above reasoning in a way that can easily incorporate many consistency conditions and can be optimised numerically on a computer, following the bootstrap logic [1–6].
If $n_\Lambda$ is the number of independent consistency conditions in Eq. (3.29), we consider real linear combinations by contracting with a vector $\vec{\alpha} \in \mathbb{R}^{n_\Lambda}$,

$$V^{-1}\vec{\alpha} \cdot \vec{F}_0(\lambda_i, 0) + \sum_{s=0}^{\Lambda/2} \sum_{s \text{ even}}^{\infty} \vec{\alpha} \cdot \vec{F}_s(\lambda_i, \lambda_j^{(s)}) \frac{c_{ij}^{(s)}}{\chi_{s,\Lambda}(\lambda_j^{(s)})^2} = 0. \quad (4.12)$$

The idea is to make an assumption about the spectrum and then try to find an $\vec{\alpha}$ such that Eq. (4.12) gives a contradiction. If this is possible, then the assumption about the spectrum is inconsistent. For example, to find an upper bound on $\lambda_2$ for a given value of $\lambda_1$, we take some candidate eigenvalues ($\lambda_1^*, \lambda_2^*$) and try to find an $\vec{\alpha}$ satisfying the following conditions:

$$\vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, 0) = 1, \quad (4.13)$$

$$\vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, x) \geq 0, \quad \forall x \in \{\lambda_1^*\} \cup [\lambda_2^*, \infty), \quad (4.14)$$

$$\vec{\alpha} \cdot \vec{F}_s(\lambda_1^*, x) \geq 0, \quad \forall x \geq s + d - 2, \quad s = 2, 4, \ldots, \Lambda/2, \quad (4.15)$$

where the last condition implements the lower bound (3.14). If such an $\vec{\alpha}$ can be found, then we have a contradiction with Eq. (4.12) since the sum of a positive number with non-negative numbers cannot be zero, so we can conclude that $\lambda_2 < \lambda_2^*$ for $\lambda_1 = \lambda_1^*$. If no such $\vec{\alpha}$ can be found, then we conclude nothing. The best upper bound is obtained by finding the smallest $\lambda_2^*$ for which there exists such an $\vec{\alpha}$. If the first positive eigenvalue is degenerate, then this bound applies to the second distinct positive eigenvalue.

The problem of finding an $\vec{\alpha}$ satisfying the above conditions can be formulated as a semidefinite programming problem [4, 5]. The program SDPB is an arbitrary-precision semidefinite program solver that is designed to find numerical solutions to problems of precisely this form [58, 59]. For the above problem, we use SDPB to find the best upper bound, up to some small threshold, for a discrete set of values of $\lambda_1$, and then we interpolate between these points. The bound is presented by plotting this interpolation. We similarly find and plot numerical upper bounds for the smallest eigenvalue of the rough Laplacian on symmetric, transverse-traceless, rank-2 tensors. The output from SDPB can sometimes be used to find an exact solution and we can verify a bound analytically. However, other times the solution holds only up to a small threshold specified by the user (e.g., a nonzero duality gap), which can mean that a polynomial becomes negative for very large values of its argument. For such cases, we do not know how to bound the error in terms of the user-specified parameters of SDPB, although any error can in principle be made arbitrarily small. In practice, we expect the error to be much smaller than the precision to which we quote the bounds, which can be checked by recomputing bounds using higher precision and smaller thresholds.

### 4.2.1 Hyperbolic surfaces

We first consider closed hyperbolic surfaces. The numerical and analytic upper bounds on $\lambda_2$ are shown in Fig. 1 above. It is also interesting to compare the numerical bootstrap bound to some

$^5$We can also conclude the stronger statement that there exists some $j > 1$ such that $\lambda_j < \lambda_2^*$ and $c_{11j} \neq 0$. 
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Figure 3: Allowed regions for the first two nonzero eigenvalues of the Laplace–Beltrami operator on closed hyperbolic surfaces of genus 2, 3, and 4. The regions are shaped by the bounds of Yang–Yau [21] (as given in Eqs. (2.2) and (2.3)), Otal–Rosas [18], Ros [24], and Karpukhin et al. [26], together with the numerical bootstrap bound. The regions shrink as $g$ increases, except for the triangular region with $\lambda_2 \leq 1/4$, which is excluded by the Otal–Rosas bound only for $g = 2$. The filled circles going from right to left correspond to the Bolza surface, the Klein quartic, and Bring’s surface, which are the closed hyperbolic surfaces of genus 2, 3, and 4 with the largest symmetry groups. These surfaces are conjectured to have the largest values of $\lambda_1$ for their genera [10, 60]. The black line corresponds to the eigenvalues of the genus-2 surfaces along the path $\rho(\ell)$, defined in Eq. (4.16), for $\ell \in [2, 20]$, computed using Hypermodes [9, 10].

existing eigenvalue bounds by plotting the allowed values of $\lambda_1$ and $\lambda_2$ for surfaces of small genus. For surfaces of genus $g \in \{2, 3, 4\}$, Fig. 3 shows the regions carved out by the numerical bootstrap bounds and the bounds of Refs. [18, 21, 24, 26], which were reviewed in Sec. 2. The filled circles in Fig. 3 correspond to the surfaces conjectured to maximise the first eigenvalue for these genera [10, 60], namely the Bolza surface, the Klein quartic, and Bring’s surface. In both Figs. 1 and 3, the black lines correspond to the eigenvalues of a particular family of genus-2 surfaces described in the next paragraph. The proximity of some of these examples to the numerical bootstrap bound shows that it is nearly optimal in these regions, which is a good indication that bootstrap methods work well for hyperbolic manifolds. These genus-2 eigenvalues were computed using the Fortran program Hypermodes by Strohmaier and Uski [9], which implements an algorithm for computing eigenvalues and eigenfunctions based on the method of particular solutions [10] (see Ref. [61] for some introductory lectures).

Let us now describe the family of genus-2 surfaces whose eigenvalues are shown in Figs. 1 and 3. We write the Fenchel–Nielson coordinates of a genus-2 surface as $(\ell_1, \tau_1; \ell_2, \tau_2; \ell_3, \tau_3)$, using the
same conventions as Ref. [10]—see Fig. 2. A full Dehn twist is $\tau_i = \pm 1$. Consider then the path through the Teichmüller space of closed genus-2 surfaces defined by

$$
\rho : \mathbb{R}_{>0} \to (\mathbb{R}_{>0} \times \mathbb{R})^3, \quad \ell \mapsto \left(\ell, 0; 2, \frac{1}{2}; 2, \frac{1}{2}\right).
$$

(4.16)

The black lines in Figs. 1 and 3 correspond to the eigenvalues of surfaces along finite segments of this path. To give a clearer picture of the spectra of these surfaces, in Fig. 4 we show the low-lying eigenvalues of $\rho(\ell)$ for $\ell \in [2, 8.5]$. Along real analytic paths through Teichmüller space, such as $\rho$, the eigenvalues are described by real analytic functions [15]. The curves of a given colour in Fig. 4 are not analytic due to level crossings, but the underlying analytic curves can be discerned. We can thus determine the $\mathbb{Z}_2$ parity of the corresponding eigenfunctions by knowing their parity at a particular value of $\ell$. Similarly, we can check that no low-lying eigenvalues have been missed by verifying at one point along the curve that none have been missed, e.g., using one of the methods described in Ref. [61], as we have done. We picked the path $\rho$ because it is easy to describe and it falls close to the bootstrap bounds, but it is possible to find genus-2 surfaces that are slightly closer to saturating the bound, even in a small neighbourhood of this path.

![Figure 4: Low-lying eigenvalues of the Laplace–Beltrami operator for the closed genus-2 surfaces along the path $\rho(\ell)$ in Teichmüller space, defined in Eq. (4.16), for $\ell \in [2, 8.5]$, computed using Hypermodes [9, 10]. The $\pm$ labels indicate the $\mathbb{Z}_2$ parity of the first four nontrivial eigenfunctions at $\ell = 4$.](image)

**4.2.2 Hyperbolic manifolds with $d \geq 3$**

We can find similar upper bounds for closed hyperbolic manifolds of dimension $d > 2$. We show these bounds in Fig. 5 for $d = 3, 4, 5, 6$, together with the $d = 2$ bound just discussed. For small $\lambda_1$, the lines exhibit a change of slope but have no visible kinks, which in the conformal bootstrap
are often associated with interesting theories \cite{2,62}. The explicit eigenvalues for hyperbolic 3-manifolds computed in Refs. \cite{38,39} are easily compatible with the $d = 3$ bound for larger $\lambda_1$.

More generally, we can look for an upper on $\lambda_{i+1}$ for a given value of $\lambda_i$ for any $i \geq 1$. For candidate eigenvalues $(\lambda_i^*, \lambda_{i+1}^*)$, we look for an $\vec{\alpha} \in \mathbb{R}^n$ such that

\begin{align}
\vec{\alpha} \cdot \vec{F}_0(\lambda_i^*, 0) &= 1, \quad (4.17) \\
\vec{\alpha} \cdot \vec{F}_0(\lambda_i^*, x) &\geq 0, \quad \forall x \in (0, \lambda_i^*] \cup [\lambda_i^*+1, \infty), \quad (4.18) \\
\vec{\alpha} \cdot \vec{F}_s(\lambda_i^*, x) &\geq 0, \quad \forall x \geq s + d - 2, \quad s = 2, 4, \ldots, \Lambda/2, \quad (4.19)
\end{align}

which can again be formulated as a semidefinite program. It turns out that the resulting bounds are identical to those in Fig. 5 for the values of $d$ and $\lambda_1$ shown, i.e., we can replace $\lambda_1 \rightarrow \lambda_i$ and $\lambda_2 \rightarrow \lambda_{i+1}$ in Fig. 5 for any integer $i \geq 1$. Since the upper bounds grow monotonically, they are most constraining for low-lying eigenvalues.

![Figure 5: Upper bounds on the second nonzero eigenvalue of the Laplace–Beltrami operator, in terms of the first nonzero eigenvalue, on closed hyperbolic manifolds of dimension $d \in \{2, 3, 4, 5, 6\}$. The same bounds apply for any pair of consecutive nonzero eigenvalues.](image)

We can use the same approach to find upper bounds on the smallest eigenvalue of the rough Laplacian on symmetric, transverse-traceless, rank-$s$ tensors for $d \geq 3$. We show these bounds for $s = 2$ and $d = 3, 4, 5, 6$ in Fig. 6. These bounds have a nontrivial shape: they increase monotonically for $\lambda_1 \leq 3(d - 1)^2/16$, then there is no bound for some range of $\lambda_1$, and beyond this the bounds are finite but much larger than the bounds at small $\lambda_1$.

\section{Bounds on triple overlap integrals}

We have so far discussed bounds on eigenvalues, but the consistency conditions can also be used to find bounds on integrals of products of eigenfunctions on hyperbolic manifolds. There is interest

\footnote{There are kinks in the first derivatives of the boundary curves for $d \leq 4$, but we do not know if this is significant.}
in analytic number theory in such overlap integrals and bounding their asymptotic growth due to their relation with automorphic $L$-functions in the case of certain non-compact manifolds [52–55]. The triple overlap integrals $c_{ijj}$ decay faster than any polynomial in $\lambda_j$ due to the smoothness of the eigenfunctions, which guarantees the convergence of the sums in the consistency conditions. An explicit bound due to Sarnak [52] states that on a given hyperbolic manifold there are constants $A_i$ and $B$ such that

$$|c_{ijj}| \leq A_i(\lambda_j + 1)^B e^{-\pi \sqrt{\lambda_j}/2}, \quad \forall j \in \mathbb{Z}_{>0},$$  \hspace{1cm} (5.1)

where for $d = 3$ we can take $B = 3/2$ [52]. In two dimensions, the best result was given by Bernstein and Reznikov [54] and implies that on a given manifold there are constants $A_i$ such that

$$|c_{ijj}| \leq A_i (\log(\lambda_j + 1))^{3/2} e^{-\pi \sqrt{\lambda_j}/2}, \quad \forall j \in \mathbb{Z}_{>0}.$$  \hspace{1cm} (5.2)

These bounds apply to compact hyperbolic manifolds and, for appropriate eigenfunctions, to non-compact, finite volume hyperbolic manifolds. In this section, rather than bounding the asymptotic decay of triple overlap integrals, we instead find numerical bounds on triple overlap integrals of the lightest eigenfunction either with itself, with holomorphic $s$-differentials, or with moderately light eigenfunctions. We also show that some of these bounds are nearly saturated by genus-2 surfaces.

5.1 Integrals of products of eigenfunctions

We follow the conformal bootstrap approach for bounding the operator product expansion (OPE) coefficients of light states [3]. We wish to find an upper bound on $\sqrt{V}|c_{111}|$, the rescaling-invariant combination of the volume and the triple overlap integral of the lightest non-constant eigenfunction.

---

We have shifted the argument of the log compared to Ref. [54].
The approach is again to try to find contradictions by considering specific linear combinations of the consistency conditions. Taking $\lambda_1 = \lambda_1^*$, we look for an $\vec{\alpha}$ satisfying the conditions

$$\vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, \lambda_1^*) = 1,$$

$$\vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, x) \geq 0, \quad \forall x \in [\lambda_1^*, \infty),$$

$$\vec{\alpha} \cdot \vec{F}_s(\lambda_1^*, x) \geq 0, \quad \forall x \geq s + d - 2, \quad s = 2, 4, \ldots, \Lambda/2.$$

It then follows from Eq. (4.12) that

$$Vc_{111}^2 \leq V \sum_{\lambda_j = \lambda_1} c_{11j}^2 \leq -\chi_{0, \Lambda}(\lambda_1) \vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, 0),$$

where the sum is over a basis of the first nontrivial eigenspace. To find the best upper bound, we maximise $\vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, 0)$ subject to these constraints, which is a problem that can be solved using semidefinite programming [4]. We show the results for $d = 2, \ldots, 6$ in Fig. 7. The bounds all diverge below some value of $\lambda_1$. None of the genus-2 surfaces that we checked were close to saturating the $d = 2$ bound.

Figure 7: Upper bounds on the triple overlap integrals of the lightest nontrivial scalar eigenfunctions on closed hyperbolic manifolds of dimension $d \in \{2, 3, 4, 5, 6\}$.

5.2 Eigenfunctions and holomorphic $s$-differentials

We can also find bounds for overlap integrals involving transverse-traceless tensors. Here we only consider $d = 2$. For a closed hyperbolic surface of genus $g$, it is notationally convenient to think of $c_{ijk}^{(s)}$ for $s > 1$ as the $k$th component of a finite-dimensional vector $c_{ij}^{(s)}$ with norm given by

$$\|c_{ij}^{(s)}\| = \sqrt{\sum_{k=1}^{2(2s-1)(g-1)} (c_{ijk}^{(s)})^2}.$$
Recall that $c_{ij}^{(s)}$ can be written in terms of the real part of the triple overlap integral of eigenfunctions and holomorphic $s$-differentials, as in Eq. (3.24). In this notation, the $d = 2$ consistency conditions are written as

$$V^{-1} \vec{\alpha} \cdot \vec{F}_0(\lambda_i, 0) + \sum_{j=1}^{\infty} \frac{\vec{\alpha} \cdot \vec{F}_0(\lambda_i, \lambda_j) \cdot c_{ij}}{\chi_0(\lambda_j)} + \sum_{s=2}^{\Lambda/2} \frac{\vec{\alpha} \cdot \vec{F}_s(\lambda_i, s)}{\chi_s(\Lambda(s))} \|c_{ii}^{(s)}\|^2 = 0. \quad (5.8)$$

Now suppose we want to look for bounds on the quantity $\sqrt{V} \|c_{11}^{(s')}\|$ for some $s' > 1$. Taking $\lambda_1 = \lambda_1^*$, we look for an $\vec{\alpha}$ such that

$$\vec{\alpha} \cdot \vec{F}_s(\lambda_1^*, s') = \delta, \quad (5.9)$$

$$\vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, x) \geq 0, \quad \forall x \in [\lambda_1^*, \infty), \quad (5.10)$$

$$\vec{\alpha} \cdot \vec{F}_s(\lambda_1^*, s) \geq 0, \quad s \in \{2, 4, \ldots, \Lambda/2\} \setminus \{s'\}, \quad (5.11)$$

where $\delta = 1$ for upper bounds and $\delta = -1$ for lower bounds. For $\delta = 1$ the consistency conditions in Eq. (5.8) give the inequality

$$V \|c_{11}^{(s')}\|^2 \leq -\chi_{s', \Lambda}(s') \vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, 0) \quad (5.12)$$

and for $\delta = -1$ they give

$$V \|c_{11}^{(s')}\|^2 \geq \chi_{s', \Lambda}(s') \vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, 0). \quad (5.13)$$

In each case, we find the strongest bound by searching for an $\vec{\alpha}$ subject to the above constraints that maximises $\vec{\alpha} \cdot \vec{F}_0(\lambda_1^*, 0)$.

We show in Figs. 8 and 9 the bounds we get on $\sqrt{V} \|c_{11}^{(s')}\|$ for $s = 2$ and 4, together with the values for some explicit genus-2 surfaces along the path $\rho$ through Teichmüller space, defined in Eq. (4.16). We explain below how to compute the overlap integrals for these surfaces. The upper bounds have similar shapes and diverge for $\lambda_1 \approx 0.399$, a number that we expect to decrease as $\Lambda$ is increased. For $s = 2$, there is a nontrivial lower bound, which exists for $\lambda_1 \leq 3/16$. The appearance of 3/16 here can be traced back to the zero of $\vec{F}_0$ in Eq. (3.34). Some of the explicit examples get quite close to saturating the bounds, e.g., the genus-2 surface $\rho(5)$ has $\sqrt{V} \|c_{11}^{(2)}\| \approx 0.865$ and $\lambda_1 \approx 0.948$, while the bound at this value of $\lambda_1$ is $\sqrt{V} \|c_{11}^{(2)}\| \leq 0.871$.

### 5.2.1 Genus-2 examples

We now explain how to find the genus-2 overlap integrals $\|c_{11}^{(s)}\|$ included in Figs. 8 and 9. Rather than directly compute these integrals, we instead compute the scalar overlap integrals $c_{11j}$, plug these into the consistency conditions (5.8), and then solve for $\|c_{11}^{(s)}\|$.\textsuperscript{8} To evaluate the integrals $c_{11j}$ for a given genus-2 surface, we use the fundamental domain and Fourier coefficients computed

\textsuperscript{8}In two dimensions, there are always two consistency conditions with contributions from the same maximum value of $s$, so verifying that they give the same value for $\|c_{11}^{(s)}\|$ is a nontrivial check of the consistency conditions.
Figure 8: Upper and lower bounds on the real parts of the overlap integrals of the lightest nontrivial eigenfunctions with holomorphic quadratic differentials on closed hyperbolic surfaces, as measured by \( \sqrt{V} \| \vec{c}_{11}^{(2)} \|. \) The blue region is allowed by the bounds. The filled circles correspond to the genus-2 surfaces \( \rho(\ell) \), defined in Eq. (4.16), for \( \ell = 3, \ldots, 8 \), going from right to left.

Figure 9: An upper bound on \( \sqrt{V} \| \vec{c}_{11}^{(4)} \| \) for closed hyperbolic surfaces. The filled circles correspond to the genus-2 surfaces \( \rho(\ell) \), defined in Eq. (4.16), for \( \ell = 3, \ldots, 8 \), going from right to left.

by Hypermodes [9, 10]. From the Fourier coefficients, we can construct approximations to the eigenfunctions as linear combinations of eigenfunctions on a hyperbolic cylinder [10], which can then be numerically integrated over the fundamental domain in the upper half-plane.

It is important to estimate the accuracy of the resulting determinations of \( \| \vec{c}_{11}^{(s)} \| \). The most significant contributions to the errors are the following:

- We can only evaluate finitely many of the overlap integrals \( c_{11j} \). In practice, we restrict to eigenfunctions with \( \lambda_j \leq \lambda_{\text{max}} \), where \( \lambda_{\text{max}} \) is some cutoff. To estimate the truncation error from taking \( \lambda_{\text{max}} < \infty \), we use the bound (5.2) of Ref. [54] to make the following nonrigorous
estimate:
\[
\left| \sum_{\lambda_j > \lambda_{\text{max}}} \frac{\tilde{F}_0(\lambda_1, \lambda_j)^2}{\chi_{0,\Lambda}(\lambda_j)} c_{11j} \right| \lesssim \frac{A^2}{2} \int_{\lambda_{\text{max}}}^{\infty} d\lambda \left| \frac{\tilde{F}_0(\lambda_1, \lambda)}{\chi_{0,\Lambda}(\lambda)} \right| (\log(\lambda + 1))^3 e^{-\pi \sqrt{\lambda}},
\]
where the eigenvalue density comes from Weyl’s law, with an extra factor of 1/2 since only \( \mathbb{Z}_2 \)-even eigenfunctions can have nonzero \( c_{11j} \), and \( A \) is estimated from the explicitly computed integrals. We found that \( A \in [2, 6] \) gives a good upper bound for our examples (see Fig. 10).

- The accuracy of the eigenfunction approximation. This is determined by a parameter called \( N \) in Hypermodes, where the genus-2 eigenfunctions are approximated by linear combinations of \( 2(2N + 1) \) eigenfunctions on a hyperbolic cylinder. It is also important that enough points are sampled by Hypermodes when it normalises the eigenfunctions. We checked explicitly that the reconstructed eigenfunctions were normalised to high accuracy.

- The accuracy of the integrals \( c_{11j} \) for \( \lambda_j \leq \lambda_{\text{max}} \). We numerically integrated using the function \texttt{NIntegrate} in Mathematica with the option \texttt{AccuracyGoal} \( \rightarrow a \). This means that the target error in the integrals is \( 10^{-a} \). We took this as the actual error in the nonzero \( c_{11j} \), although this is sometimes an underestimate.

To find sufficiently accurate estimates of \( \| \tilde{c}_{11}^{(2)} \| \) and \( \| \tilde{c}_{11}^{(4)} \| \), we take \( \lambda_{\text{max}} = 80 \), \( a \in \{5, 6\} \), and \( N \in \{30, 40, 50\} \), depending on the surface. The resulting error estimates for the examples in Figs. 8 and 9 are all smaller than the size of the plot markers and can be found in the ancillary file, together with the values of \( c_{11j} \). We also show in Fig. 10 a log plot with the largest overlap integrals \( |c_{11j}| \) of the genus-2 surface \( \rho(5) \), together with a bootstrap bound on \( \sqrt{V} |c_{11j}| \) for \( \lambda_1 = 0.9477 \) and the Bernstein–Reznikov bound (5.2) with \( A_1 = 3 \). The surface \( \rho(5) \) has \( \lambda_4 \approx 4.96 \) and \( \sqrt{V} |c_{114}| \approx 0.582 \), while the bootstrap upper bound at this eigenvalue is 0.602.

Figure 10: An upper bound on \( \sqrt{V} |c_{11j}| \) for closed hyperbolic surfaces with \( \lambda_1 = 0.9477 \). The filled circles represent the eigenfunctions \( \phi_j \) of the genus-2 surface \( \rho(5) \), defined in Eq. (4.16), with \( j \in \{4, 7, 16, 18, 29, 33, 39, 48\} \). The dashed line is the Bernstein–Reznikov bound (5.2) with \( A_1 = 3 \), using \( V = 4\pi \).
6 Discussion

The application of bootstrap methods to hyperbolic manifolds could be extended in many directions. For many conformal bootstrap ideas, there is an analogue for closed hyperbolic manifolds, such as including multiple external states [5], using external states with spin [63, 64], and assuming discrete global symmetries [62, 65, 66]. The rigidity of hyperbolic 3-manifolds would make these good targets to try to isolate using a multi-scalar bootstrap. Optimistically, one could hope that bootstrap methods might even be useful for classifying hyperbolic manifolds.

The single scalar bootstrap of this paper could also be pushed much further. The current limiting factor is the difficulty of finding consistency conditions from integrands with many derivatives. In the conformal bootstrap, the bootstrap equation is a functional equation depending on the conformal cross-ratios, and discrete consistency conditions are usually extracted by doing a Taylor series expansion around a point. Here we instead constructed the consistency conditions separately at each derivative order. The effort required with this approach grows rapidly with the number of derivatives, so having a functional constraint would be very useful. Perhaps the mysterious zero in Eq. (3.34) is a hint that there is a better way to derive the consistency conditions. However, we expect that further progress could be made even with the current approach, especially in two dimensions by further exploiting the complex structure.

It would be helpful to clarify the relationship between this geometric bootstrap and the conformal bootstrap, both for conceptual and technical reasons. The spectrum of a CFT is generally much more complicated than that of a manifold, but perhaps some limit of the conformal bootstrap gives geometric bounds, for example, through 2D $\sigma$-model CFTs (see, e.g., Refs. [67, 68]). For hyperbolic manifolds, the equivalence of the symmetries of $\mathbb{H}^{d+1}$ and Euclidean CFT$_d$ is also suggestive. For Ricci-flat manifolds, there is an interpretation of the consistency conditions as sum rules for graviton amplitudes [8]. Perhaps there is a higher-spin analogue of this interpretation for hyperbolic manifolds.

Lastly, it would be interesting if bootstrap bounds could be derived for non-compact finite volume hyperbolic manifolds, such as modular curves and knot complements. This would be somewhat analogous to the conformal bootstrap for non-compact CFTs [69]. A non-compact bootstrap would require more complicated spectral decompositions, such as including Eisenstein series for the continuous part of the spectrum. In certain cases, bounds on overlap integrals would then translate to bounds on automorphic $L$-functions [52–55].
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A Transverse-traceless tensor decomposition

In this appendix, we prove the existence of a transverse-traceless decomposition for symmetric tensors of arbitrary rank on a closed $d$-dimensional Riemannian manifold $(\mathcal{M}, \hat{g})$. We could not find an explicit statement of this decomposition elsewhere, but it essentially follows from arguments in Refs. [11–14], which we follow closely.

Fix $s \geq 2$. Let $S^s(\mathcal{M})$ denote the space of smooth, symmetric, rank-$s$ tensor fields on $(\mathcal{M}, \hat{g})$ and let $S^s_0(\mathcal{M}) \subset S^s(\mathcal{M})$ denote the subspace of smooth, symmetric, traceless tensor fields. Given a symmetric tensor $T^{(s)} \in S^s(\mathcal{M})$, we want to show that it can be uniquely decomposed into the sum of a symmetric, transverse-traceless tensor, the symmetrised traceless derivative of a traceless tensor, and a trace term. In components, this decomposition is given by

$$ T^{(s)}_{m_1 \ldots m_s} = T^{(s) TT}_{m_1 \ldots m_s} + \nabla(m_1 W^{(s-1)}_{m_2 \ldots m_s}) - \frac{s - 1}{2s + d - 4} \hat{g}(m_1m_2) \nabla W^{(s-1)}_{m_3 \ldots m_s} + \hat{g}(m_1m_2) \tilde{T}^{(s-2)}_{m_3 \ldots m_s}, \quad (A.1) $$

where $\nabla$ is the covariant derivative, $T^{(s) TT} \in S^s_0(\mathcal{M})$ is transverse, $W^{(s-1)} \in S^{s-1}_0(\mathcal{M})$, and $\tilde{T}^{(s-2)} \in S^{s-2}(\mathcal{M})$. We symmetrise with weight one. The different parts of this decomposition are orthogonal with respect to the $L^2$ inner product on symmetric tensors. For $s = 2$, this is the familiar transverse-traceless decomposition of a rank-2 tensor, which is useful for studying the initial value formulation of general relativity [13, 14] and, in two dimensions, for calculating perturbative string amplitudes [48].

The tensor $\tilde{T}^{(s-2)}$ can be expressed in terms of traces of $T^{(s)}$, while the symmetric, transverse-traceless tensor $T^{(s) TT}$ is defined by Eq. (A.1). We therefore only need to show that $W^{(s-1)}$ always exists and is unique up to terms that drop out of the decomposition. Taking the divergence of Eq. (A.1), we define $W^{(s-1)}$ as the solution to the following equation:

$$ (P_{s-1}^\dagger P_{s-1} W^{(s-1)})_{m_2 \ldots m_s} = -\nabla m_1 \left( T^{(s)}_{m_1 \ldots m_s} - \hat{g}(m_1m_2) \tilde{T}^{(s-2)}_{m_3 \ldots m_s} \right), \quad (A.2) $$

where the operator $P_{s-1}$ is the symmetrised traceless derivative defined by

$$ P_{s-1} : S^{s-1}_0(\mathcal{M}) \to S^s_0(\mathcal{M}), \quad W^{(s-1)}_{m_1 \ldots m_{s-1}} \mapsto \nabla(m_1 W^{(s-1)}_{m_2 \ldots m_s}) - \frac{s - 1}{2s + d - 4} \hat{g}(m_1m_2) \nabla W^{(s-1)}_{m_3 \ldots m_s}, \quad (A.3) $$

and its formal adjoint is minus the divergence,

$$ P_{s-1}^\dagger : S^s_0(\mathcal{M}) \to S^{s-1}_0(\mathcal{M}), \quad X^{(s)}_{m_1 \ldots m_s} \mapsto -\nabla m_s X^{(s)}_{m_1 \ldots m_s}. \quad (A.4) $$

In two dimensions, $P_{s-1}$ is the same as the operator $P_{s-1} = \nabla z^{-1} \oplus \nabla z^{-s+1}$ of Ref. [46].

We want to show that the operator $P_{s-1}^\dagger P_{s-1}$ is elliptic, since then we can invert it in Eq. (A.2) to solve for $W^{(s-1)}$. Define the operator $j^{(s-1)}_{\xi}$ that contracts a symmetric, traceless, rank-$s$ tensor at a point with the constant vector $\xi$,

$$ j^{(s-1)}_{\xi} : V_{m_1 \ldots m_s} \mapsto \xi^{m_s} V_{m_1 \ldots m_s}, \quad (A.5) $$
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and its adjoint \( i^{(s-1)}_\xi \),
\[
i^{(s-1)}_\xi : U_{m_1 \ldots m_{s-1}} \mapsto \xi_{m_1} U_{m_2 \ldots m_s} - \frac{s-1}{2s+d-4} \hat{g}_{m_1 m_2} \xi^n U_{m_3 \ldots m_s} n.
\]

(A.6)
The principal symbol of \( P_{s-1} \) is
\[
\sigma(P_{s-1}, \xi) = i^{(s-1)}_\xi \xi,
\]
so the principal symbol of \( P_{s-1}^\dagger P_{s-1} \) is
\[
\sigma(P_{s-1}^\dagger P_{s-1}, \xi) = \sigma(P_{s-1}^\dagger, \xi) \sigma(P_{s-1}, \xi) = \sigma(P_{s-1}^\dagger, \xi) \sigma(P_{s-1}^\dagger, \xi) = \sigma(P_{s-1}^\dagger P_{s-1}, \xi) \]
\[
= j^{(s-1)}_\xi j^{(s-1)}_\xi = \frac{|\xi|^2}{s} \text{Id}^{(s-1)} + \frac{(s-1)(2s+d-6)}{s(2s+d-4)} j^{(s-2)}_\xi j^{(s-2)}_\xi,
\]

(A.7)
where \( |\xi|^2 = \xi_m \xi^m \) and \( \text{Id}^{(s-1)} \) is the identity. Since \( j^{(s-2)}_\xi j^{(s-2)}_\xi \) is non-negative and \( |\xi|^2 \text{Id}^{(s-1)} \) is positive for nonzero \( \xi \), the principal symbol \( \sigma(P_{s-1}^\dagger P_{s-1}, \xi) \) defines an isomorphism for nonzero \( \xi \). The operator \( P_{s-1}^\dagger P_{s-1} \) is therefore strongly elliptic everywhere \cite{12}. The kernel of this operator consists of traceless conformal Killing tensors. The right-hand side of Eq. (A.2) is orthogonal to traceless conformal Killing tensors, so using the standard existence, uniqueness, and regularity theorems for the solutions of linear elliptic equations on closed manifolds—as summarised, for example, in the appendix of Ref. \cite{16}—we can invert \( P_{s-1}^\dagger P_{s-1} \) in Eq. (A.2) to obtain a solution \( W^{(s-1)} \) that is smooth and unique up to traceless conformal Killing tensors. Any traceless conformal Killing tensor contributions to \( W^{(s-1)} \) drop out of Eq. (A.1), so this establishes that this decomposition exists and is unique, and it is straightforward to check that it is orthogonal. Note that there exist no nonzero traceless conformal Killing tensors on closed hyperbolic manifolds \cite{12}.
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