Search for gamma-ray emission from Galactic novae with the Fermi-LAT
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ABSTRACT

Context. A number of novae have been found to emit high-energy gamma rays (>100 MeV). However, the origin of this emission is not yet understood. We report on the search for gamma-ray emission from 75 optically detected Galactic novae in the first 7.4 years of operation of the Fermi Large Area Telescope using the Pass 8 data set.

Aims. We compile an optical nova catalog including light curves from various resources and estimate the optical peak time and optical peak magnitude in order to search for gamma-ray emission to determine whether all novae are gamma-ray emitters.

Methods. We repeated the analysis of the six novae previously identified as gamma-ray sources and developed a unified analysis strategy that we then applied to all novae in our catalog. We searched for emission in a 15 day time window in two-day steps ranging from 20 days before to 20 days after the optical peak time. We performed a population study with Monte Carlo simulations to set constraints on the properties of the gamma-ray emission of novae.

Results. Two new novae candidates have been found at \( \sim 2\sigma \) global significance. Although these two novae candidates were not detected at a significant level individually, taking them together with the other non-detected novae, we found a sub-threshold nova population with a cumulative \( 3\sigma \) significance. We report the measured gamma-ray flux for detected sources and flux upper limits for a large sample of novae analyzed in a unified way.
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1. Introduction

The Large Area Telescope (LAT; Atwood et al. 2009) on board the Fermi spacecraft has detected gamma-ray emission from six Galactic novae (Ackermann et al. 2014; Cheung et al. 2016b) in the time period from the start of the mission in August 2008 until the end of 2015. Novae are runaway thermonuclear explosions on the surface of a white dwarf in a binary system that accretes matter from its stellar companion. While the first detection was from a symbiotic-like nova (Abdo et al. 2010), the following five novae were classified as classical novae. Symbiotic novae have an evolved companion (e.g., red giant) with a dense wind as opposed to a main-sequence companion for classical novae. Leptonic and hadronic models have both been offered to explain the gamma-ray emission processes. An open question is whether all novae are gamma-ray emitters.

While previous works analyzing gamma-ray emission from novae have been performed with the Pass 6 (Abdo et al. 2010) and Pass 7 (Ackermann et al. 2014; Cheung et al. 2016b) data sets, this work uses the recent Pass 8 data set, which significantly improves the sensitivity, allowing us to detect the gamma-ray emission of novae that have not been seen with previous analyses. For the first time, we report gamma-ray fluxes and flux upper limits for a large sample of novae analyzed in a unified way.

In the following, we first present the optical nova catalog in Sect. 2, followed by a description of the unified search for gamma rays (Sect. 3) motivated by the LAT-measured spectral features and durations of the previously detected novae. Results of the unified search for gamma rays are discussed in Sect. 4. In Sect. 5 we use the results to perform a population study with Monte Carlo simulations to set constraints on the properties of the gamma-ray emission of novae. We conclude in Sect. 6.

2. Optical nova catalog

We compiled a list of 75 optical novae from Astronomer’s Telegrams (ATels)\textsuperscript{1}, the Central Bureau for Astronomical Telegrams (CBETs)\textsuperscript{2}, the International Astronomical Union Circulars

\textsuperscript{1} http://www.astronomerstelegram.org/
\textsuperscript{2} http://www.cbat.eps.harvard.edu/cbet/RecentCBETs.html
Fig. 1. Example optical light curves for 6 out of the 75 inspected novae. Observations reported by different telescopes and observers are shown in different colors.

We used the light curves to estimate the optical peak time and optical peak apparent magnitude for each nova (see Table A.1). There are many cases with a single optical peak around the discovery and a smooth subsequent decline. Many cases also have multiple peaks, with some cases where later peaks are modestly brighter, thus the latter dates are quoted (e.g., V1369 Cen 2013; V5668 Sgr 2015). Example light curves are shown in Fig. 1. A full list of novae including the optical peak information is shown in Table A.1. Other nova lists by Bill Gray⁶ and Koji Mukai⁷ have been checked for consistency with our list for the time window of August 2008 to the end of 2015. All novae in these lists are included in our list. Our list has a few additional sources, for instance, from the OGLE survey.

Not all light curves are sufficiently well sampled to allow an accurate determination of the peak time and optical peak apparent magnitude. These are excluded in some of our later studies. In addition to the peak time, we also estimated $t_2$, the time during which the visual light curve fades by 2 mag from the maximum (Payne-Gaposchkin 1964). Again, not all light curves allowed the estimate of $t_2$. For the known gamma-ray nova, we do not find a correlation between $t_2$ and the duration of the gamma-ray emission (see Fig. 2).

As expected, the spatial distribution of nova peaks in the Galactic bulge region and along the Galactic plane (see Fig. 3, left). A slight asymmetry shows up in the spatial distribution of novae in the bulge. More novae are discovered at negative than at positive latitudes, which is likely due to the non-uniform

---

³ http://www.cbat.eps.harvard.edu/iauc/RecentIAUCs.html
⁴ http://www.aavso.org/lcg
⁵ http://www.astro.sunysb.edu/fwalter/SMARTS/NovaAtlas/atlas.html
⁶ http://projectpluto.com/galnovae/galnovae.txt (accessed on March 1, 2017).
⁷ https://asd.gsfc.nasa.gov/Koji.Mukai/novae/novae.html (accessed on March 1, 2017).
Fig. 3. Novae selected in a time range from August 2008 to the end of 2015. Left: spatial distribution in Galactic coordinates of the novae listed in Table A.1. Previously detected gamma-ray novae are shown in red. Right: optical peak apparent magnitude distribution of the novae, magnitudes of the five out of the six previously detected gamma-ray novae are overlaid in red. The peak magnitude of V959 Mon is not included because it has not been measured since the nova was too close to the Sun to be observed during its outburst. Most magnitudes are in $V$ band. Peak magnitudes of novae that were only observed in $I$ band are displayed by striped bars.

3. Gamma-ray data analysis

The Fermi-LAT is a pair-conversion telescope sensitive to gamma rays with energies from 20 MeV to greater than 300 GeV (Atwood et al. 2009). It has a large field of view and scans the entire sky every three hours. The LAT has been operated continuously since August 2008. Thus it is very well suited for searches for transient gamma-ray signals on the timescale of days to weeks.

In this analysis we used 7.4 years of Fermi-LAT data recorded from the start of operations in 2008 August 4 to 2015 December 31 (Fermi Mission Elapsed Time 239557418–473212804 s), restricted to the Pass 8 Source class\(^8\). We selected the standard good time intervals (e.g., excluding time intervals when the field of view of the LAT intersected the Earth). The Pass 8 data benefit from improved reconstruction and event selection algorithms with respect to the previous data release Pass 7, leading to a significantly improved angular resolution and sensitivity (Atwood et al. 2013). To further increase the sensitivity, Pass 8 allows the division of the data set into four point-spread function (PSF) classes that can be used in a joint likelihood analysis (see Ackermann et al. 2015, for more details). The PSF classes are called PSF0, PSF1, PSF2, and PSF3, where PSF3 has the best and PSF0 the poorest angular resolution.

3.1. Method

We performed a binned analysis (i.e., binned in space and energy) using the standard Fermi-LAT ScienceTools package version v10r01p01 available from the Fermi Science Support Center\(^9\) (FSSC) and the P8R2_SOURCE_V6 instrument response functions. We analyzed data in the energy range of 100 MeV to 100 GeV binned into 24 logarithmic energy intervals equally spaced in log. We restricted the class PSF0 to the energy range of 1 GeV to 100 GeV to avoid using a very large region of interest (ROI) that contains events with very poor angular resolution. We note that these events do not contribute significantly to the detection significance. To minimize the contamination from the gamma rays produced in the Earth’s upper atmosphere, we applied a zenith angle cut of $\theta < 100^\circ$ for PSF0 (note that the restricted energy range for PSF0 allowed us to use a relaxed zenith cut), $\theta < 85^\circ$ for PSF1, $\theta < 85^\circ$ for PSF2, and $\theta < 90^\circ$ for PSF3, following in the recommendations of the Fermi-LAT collaboration. The effect of energy dispersion is included in the fits performed with the Fermi-LAT ScienceTools.

For each source and each time window, we selected a $10^\circ \times 10^\circ$ ROI centered on the source position binned in $0.1$ size pixels. The binning was applied in celestial coordinates, and an Aitoff projection was used. We constructed a model whose free parameters were fit to the data in the ROI. This model includes a point source at the nova position; its gamma-ray spectrum is represented as a power-law function with exponential cutoff, which was found to describe the spectra of the gamma-ray novae well (Ackermann et al. 2014),

$$\frac{dN}{dE} = N \left( \frac{E}{E_0} \right)^{-\Gamma} \exp \left( -\frac{E}{E_c} \right),$$

with normalization $N$, energy cutoff $E_c$, and photon index $\Gamma$. The energy scale was fixed to $E_0 = 1$ GeV. In addition, we modeled the background point-sources in the ROI and the isotropic and Galactic diffuse gamma-ray emission. We used preliminary versions of the Pass 8 Galactic interstellar emission model and the isotropic spectral template, which slightly differ from the versions published by the Fermi-LAT collaboration. The spatial model of the Galactic interstellar emission model we used is similar to the published one, while the spectral shape of both the Galactic interstellar emission model and the isotropic spectral template shows a small relative deviation of $\sim 5\%$. We verified that the results are unchanged if the official versions for the Pass 8 Galactic interstellar emission model gll_iem_v06.fits\(^10\) (Acero et al. 2016b) and the isotropic spectral template iso_P8R2_SOURCE_V6_PSF0_v06.txt, for

\(^8\) http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Pass8_usage.html
\(^9\) http://fermi.gsfc.nasa.gov/ssc/data/analysis/
\(^10\) https://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
PSF0 and the equivalent models for the other PSF classes, are used. We included in the model 3FGL sources (Acero et al. 2015) within a larger region of $15^\circ \times 15^\circ$ to account for the contribution of sources outside the ROI that leak into our selection because of the broad PSF. First we refit the spectral parameters of all background sources. Then we fixed all sources except for the normalization of sources within $3^\circ$ from the nova position.

### 3.2. Analysis of known gamma-ray novae: unified spectrum

We repeated the analysis of the six known gamma-ray novae with the Pass 8 data set to develop a unified analysis strategy that could then be applied to the complete catalog of optical novae described in Sect. 2. We used a similar gamma-ray search time window as was used in the Pass 7 analysis (Ackermann et al. 2014; Cheung et al. 2016b).

We modeled the nova energy spectrum with a power-law function with an exponential cutoff (see Eq. (1)), where we allowed all spectral parameters (except for $E_0$) to be free in the fit. The resulting best-fit spectral parameters and test statistic value for the six novae are summarized in Table 1. The test statistic, $TS$, is defined as follows (Mattox et al. 1996):

$$TS = -2 \Delta \log L = -2(\log L_0 - \log L),$$

where $L_0$ is the likelihood evaluated at the best-fit parameters under a background-only null hypothesis, that is, a model that does not include a point source at the nova position, and $L$ the likelihood evaluated at the best-fit model parameters when including a candidate point-source at the nova position. When including a candidate source adds one degree of freedom to the model one can interpret $\sqrt{TS}$ as the number of $\sigma$ of a normal distribution.

The gamma-ray spectral parameters were the same for all novae within the statistical errors, except for the symbiotic nova V407Cyg, which has a harder spectrum (i.e., a lower photon index). In symbiotic novae, the dense wind of the red giant companion might influence the process of particle acceleration, explaining the different spectral behavior from the classical nova. All the Pass 8 derived spectral parameters are consistent with the previous Pass 7 results.

At low energies, systematic uncertainties introduced by modeling the Galactic diffuse emission become important. To estimate these uncertainties, we repeated our analysis using the alternative diffuse models introduced in Acero et al. (2016a). We found that the choice of diffuse emission model has a very mild effect on the best-fit spectral parameters shown in Table 1, which is negligible within the relatively large statistical errors. The resulting spectra are shown in Fig. 4.

Since the spectral parameters are similar, we can assume that the spectral shape is the same for all novae. In the following, we combine all novae (including and excluding V407 Cyg) in a joint likelihood analysis tying the photon index and the cutoff energy across all novae, that is, while the normalization for each nova is a free parameter, only one common index and one common cutoff are fit. The results of the combined fit with a tied index and cutoff are also shown in Table 1. For the classical novae, the combined fit resulted in $\Gamma = 1.90 \pm 0.08$ and $E_c = 4.3 \pm 1.2$ GeV. To reduce the degrees of freedom in the unified analysis that was applied to all novae from the catalog, we fixed the index and cutoff energy to 1.9 and 4 GeV, respectively.

We applied a sliding time window analysis to the known novae using four different time windows of length 5, 10, 15, and 20 days to evaluate the optimal time window length, which was then applied in the unified approach to all novae of the catalog. The analysis was performed in a time window of a given length. The time window was then moved by 2 days, and the analysis was repeated. This produced a light curve with overlapping time bins. For each of the six novae, we repeated a sliding time window analysis for the four different time windows. The results are shown in Fig. 5. The 15 day or 20 day time windows generally yield the largest $TS$. We decided to perform the unified analysis with a 15 day time window.

### 3.3. Search for gamma-ray emission from all novae in the catalog: sliding time window analysis

Given the optimized time window of 15 days and the spectral parameters provided by the joint likelihood analysis of the known gamma-ray novae, we then applied a sliding time window analysis to all novae of our catalog to search for gamma-ray emission in a unified approach.

We modeled the nova gamma-ray spectrum with a power-law function with an exponential cutoff with the normalization free to vary and fixed index and energy cutoff to the parameters obtained above ($\Gamma = 1.9$ and $E_c = 4$ GeV). For each nova, we searched for gamma-ray emission in a sliding time window of 15 day length, motivated by the study of different time window lengths of the known gamma-ray novae.

---

**Table 1. Analysis of known gamma-ray novae with Pass 8.**

| Nova     | $t_{\text{start}}$ [MET] | $t_{\text{stop}}$ [MET] | Duration [days] | $TS$  | Index | Cutoff [GeV] | Flux [$10^{-7}$ cm$^{-2}$ s$^{-1}$] |
|----------|---------------------------|--------------------------|-----------------|-------|-------|-------------|-----------------------------------|
| V407 Cyg | 289872002                 | 291772802                | 22              | 526.6 | 1.27 ± 0.18 | 2.0 ± 0.5 | 3.47 ± 0.44 |
| V1324 Sco | 361141102                 | 362880003                | 17              | 185.8 | 1.92 ± 0.16 | 7.7 ± 4.7 | 4.40 ± 0.85 |
| V959 Mon | 361756802                 | 363657603                | 22              | 193.7 | 1.50 ± 0.28 | 1.3 ± 0.5 | 2.64 ± 0.45 |
| V339 Del | 398304003                 | 400636803                | 27              | 364.0 | 1.68 ± 0.22 | 3.0 ± 1.8 | 1.45 ± 0.19 |
| V1369 Cen | 407894403                 | 411264003                | 39              | 129.3 | 2.00 ± 0.26 | 2.0 ± 1.0 | 2.51 ± 0.52 |
| V5668 Sgr | 448588803                 | 453340803                | 55              | 87.5  | 2.11 ± 0.12 | –       | 0.61 ± 0.13 |
| combined (all) | | | | 1.71 ± 0.08 | 3.2 ± 0.6 |
| combined (all, exc. V407 Cyg) | | | | 1.90 ± 0.08 | 4.3 ± 1.2 |

**Notes.** We adopted the time windows from previous analyses performed by Ackermann et al. (2014) and Cheung et al. (2016b), which differ from the 15 day time window used for the results presented in Appendix A. The energy cutoff for V5668 Sgr is not constrained by the fit. We therefore present the results of a simple power-law fit without a cutoff for which we find that the $TS$ value decreases only insignificantly from 89.0 to 87.5.
Fig. 4. Spectra from the six previously detected gamma-ray novae. The spectral energy distribution (SED) points including statistical uncertainties derived with the standard Galactic diffuse model are shown as black crosses, and a power law with exponential cutoff fit to that data is shown in blue. We show data points for bins with TS > 4, otherwise, we show 95% upper limits. The systematic uncertainties introduced by modeling the Galactic diffuse emission are estimated by repeating the analysis with alternative diffuse models. The envelope of the results using the alternative models are shown as gray bands for each energy bin. For V5668 Sgr, the fit did not constrain the cutoff energy, and we therefore present the results of a simple power-law fit.

presented above. The time window was moved in 2 day steps, starting from 60 days before the peak time to ending 75 days after the peak time. We considered the time windows starting 20 days before and 20 days after the peak time the signal region. Time windows more than 60 days before and more than 75 days after the peak time were considered our off-time region, where no signal is expected, and were used to study background fluctuations (see Fig. 6). To avoid contamination of the off-time region with signal (e.g., when the peak time could not be determined accurately from the optical light curve), we did not include the time windows 60 to 20 days before the peak and 20 to 75 days after the peak time.
Fig. 5. $TS$ for sliding time windows of different length for the six known gamma-ray novae. The $x$-axis shows the time relative to the optical peak time $t_{\text{peak}}$. In the case of V959 Mon, the gamma-ray peak was used.

Fig. 6. Sketch of the sliding time window analysis. The start time of the time window is shifted in 2 day steps from 20 days before the peak time to 20 days after the peak time, i.e., the time window center moves from $-12.5$ to $27.5$ days relative to the peak time.
Fig. 7. Measured flux ($TS > 4$, shown in red) above 100 MeV and flux upper limits (shown in blue) for the various sliding time windows for the two novae V339 Del (left) and OGLE-2012-NOVA-01 (right). V339 Del is one of the previously known gamma-ray novae, while no gamma-ray emission was found for OGLE-2012-NOVA-01.

In Fig. 7 we show the sliding time window results for two cases: V339 Del, which is one of the known gamma-ray novae, and OGLE-2012-NOVA-01, for which no gamma-ray emission was found. We display flux measurements with a $TS$ larger than 4 as data points in Fig. 7, while less significant detections are shown as flux upper limits at 95% confidence level (CL), indicated by blue arrows as adopted by Ackermann et al. (2014) and Cheung et al. (2016b).

4. Results

4.1. Nova ensemble

All six previously known gamma-ray novae are found in the analysis of the individual sources, and because of the increased sensitivity with the Pass 8 data set, they are predominantly discovered with higher significance. However, no significant gamma-ray emission was found for any additional nova except for two new candidates at $2\sigma$ level (see Sect. 4.2).

To evaluate the significance of an excess, we repeated the sliding time-window analysis in the off-time region. Similar to the on-time analysis, we defined a random peak time in the off-time region and performed a sliding time window analysis in 2 day steps starting 20 days before the assigned peak time and ending 20 days after. In each case, we report the time window with the largest $TS_{\text{max}}$ (defined according to Eq. (2)) out of all tested time windows, $TS_{\text{max}}$. We compare the $TS_{\text{max}}$ distribution from the on-time and off-time region in Fig. 8 (left).

We used the off-time distribution to determine the $2\sigma$ and $3\sigma$ levels: the probability to obtain a $TS_{\text{max}} > 14.5$ (9.0) from background fluctuations is 0.13% (2.3%) (corresponding to $3(2)\sigma$ in a normal distribution). Testing several novae introduces a trials factor, which we accounted for by dividing the needed probability by the number of novae in our catalog (we used 69, excluding the 6 known gamma-ray novae). The corrected probability corresponding to the $2\sigma$ level is 0.03%. A $TS_{\text{max}} > 18.0$ is needed to reach the trial-corrected $2\sigma$ level.

In an attempt to find a sub-threshold population of novae, we performed a stacking analysis of all sub-threshold novae. Since the novae were fit independently, the stacking becomes a simple sum of $TS$ values, $TS_{\text{sum}}$. We removed the 6 known gamma-ray novae and summed the $TS$ of the remaining 69 novae. We
Fig. 9. Histogram of the time difference between the central time of the time window with maximum TS and the optical peak time (including all novae in our sample). The time difference can vary from −12.5 to 27.5 days relative to the peak. Novae with a maximum TS smaller than 14.5 are shown in blue, sources with larger TS are plotted in red.

We repeated this analysis 100 000 times on the off-time data by randomly picking 69 TS values from the blue distribution shown in Fig. 8 (left) and adding them. The distribution of the background TS values is shown in Fig. 8 (right) compared to an on-time value of TS = 249.5. To estimate the uncertainties introduced by the limited statistics of the off-time sample, we split the off-time sample in half. For each half, we repeated the procedure of randomly picking 69 novae 100 000 times. The results of the two halves represent the envelope of the shaded blue band shown in Fig. 8 (right). Including these uncertainties, we find a 3σ effect, indicating the existence of a sub-threshold gamma-ray nova population. When we exclude the three symbiotic novae (V745 Sco, V1534 Sco, and V1535 Sco, see also Sect. 4.5), the significance decreases to 2.5σ.

The known gamma-ray detected novae indicate an onset of the gamma-ray emission coincident or delayed by a few days with respect to the optical peak. A delay could be caused by absorption of the gamma rays via photon-atom interactions in an initially dense ejecta. Gamma rays appear once the density drops and the ejecta becomes transparent. Figure 9 shows a histogram of the time difference between the central time of the time window with maximum TS and the optical peak time. The time difference can vary from −12.5 to 27.5 days relative to the peak. For the background, the distribution is expected to be flat. We note that novae with TS larger than 14.5 tend to reach the maximum TS closer to the optical peak time.

4.2. Gamma-ray nova candidates

In addition to the six known gamma-ray emitting novae, we found two candidates with TS_max > 14.5 (i.e., 3σ before trials): V679 Car 2008 has a TS_max of 17.6, and V1535 Sco 2015 a TS_max of 17.2 (see Fig. 10). These values barely reach the trial-corrected 2σ level. Because these two candidates show the highest TS in the individual source analysis, they also dominate the sum of TS. The TS map for both candidates in the 15 day time window with maximum TS is shown in Fig. 11.

Spectroscopic observations identified V679 Car as a classical nova. Its spectrum is dominated by broad emission lines of the Balmer series and of Fe II emission features (Waagen et al. 2008). V1535 Sco is a symbiotic system (Srivastava et al. 2015, see also Sect. 4.5), similar to V407 Cyg. Hard, absorbed X-rays and synchrotron radio emission were detected at the early phase of the outburst indicating that the nova is produced by a white dwarf embedded within the wind of a red-giant companion (Walter 2015; Nelson et al. 2015). Linford et al. (2017) show that the measured X-ray emission indicates the presence of strong shocks during the first two weeks of the nova’s evolution, which is expected for a nova ejecta expanding into a thick wind from a giant companion. A rebrightening in X-rays after ~50 days indicates the existence of a second shock possibly produced in collisions between multiple outflows within the ejecta. No gamma-ray emission was found coincident with the second shock.

To obtain the duration of the nova candidates, we repeated the analysis for various start and stop times in 1 day time steps. We defined the duration from the time window that yielded the largest TS. Figure 12 shows the TS distribution as a function of start and stop time. For V679 Car, we obtain a duration of 35 days, and for V1535 Sco, it is 7 days.

The gamma-ray and optical light curve of the two candidate sources are shown in Fig. 13. The SED suffers from low statistics and is shown in Fig. 14. Table 2 lists the spectral fit parameters for the two candidates. The fit was applied in the energy range from 100 MeV to 100 GeV using the time window found in Fig. 12. Owing to small statistics, the errors on the fit parameters are large. Within the errors, the spectral parameters are similar to the spectra of the six known gamma-ray novae.

We estimated the distance of V679 Car and V1535 Sco using two steps. First, we used the maximum magnitude versus rate of decline (MMRD) relationship, which provides an estimate of the maximum absolute magnitude as a function of t_2 (Della Valle & Livio 1995; Downes & Duerbeck 2000). We note that other authors (e.g., Kasliwal et al. 2011) found the MMRD to be an oversimplification. Second, we used the extinction derived from the reddening E(B − V) measurements (SMARTS). With maximum magnitudes of 7.6 and 8.2 mag, t_2 = 14 and 6 days, and extinctions of 3.72 and 2.81 mag, we estimated distances of (2.9 ± 0.7) and (7.3 ± 1.7) kpc for V679 Car and V1535 Sco, respectively. We note that our distance estimate of V1535 Sco is compatible with the Galactic center distance of ~8.5 kpc, which was also suggested by Linford et al. (2017).

We calculated the total number of gamma-ray photons and the total energy emitted by the two nova candidates. We note that the number of photons strongly depends on the spectral shape, which is not well constrained at low energies. The total energy is more robust to uncertainties in the spectral shape at low energies. Cheung et al. (2016b) suggested a relation between the total emission duration and the total energy of classical novae. While the classical nova V679 Car is in agreement with this relation, the symbiotic nova V1535 Sco emitted less energy than expected from the relation (see Fig. 15).

4.3. Correlation of gamma-ray flux and optical light-curve properties

We studied the correlation of gamma-ray and optical flux with our nova sample. Eighteen sources with a large uncertainty on the optical apparent peak magnitude were excluded from this study. Figure 16 (left) shows the gamma-ray flux as a function of the optical apparent peak magnitude. No correlation is found. We note that the magnitudes are not corrected for extinction and can thus only be interpreted as upper limits on the real magnitude and lower limits on the real flux (Metzger et al. 2015). Two bright
Fig. 10. Sliding time window results for V679 Car (left) and V1535 Sco (right). The upper row shows the TS value for each tested time window, while the lower row shows the measured flux above 100 MeV (TS > 4, red) or 95% flux upper limits (blue).

Fig. 11. TS map in the time window with maximum TS for V679 Car (left) and V1535 Sco (right). The white crosses indicate the point sources used in the model, i.e. the 3FGL background sources and the nova in the center. The black lines indicate the 3σ and 5σ contours.

Fig. 12. TS as a function of start and stop time in days relative to the peak time for V679 Car (left) and V1535 Sco (right). The maximum TS is marked with a black circle.
Fig. 13. Optical (bottom) and gamma-ray (top) light curves of V679 Car (left) and V1535 Sco (right). The gamma-ray data are binned in one-day bins. For days with $T_S < 4$, we show 95% upper limits.

Fig. 14. SED for V679 Car (left) and V1535 Sco (right) using the duration obtained from Fig. 12. Both SEDs suffer from small statistics. The SED points derived with the standard Galactic diffuse model are shown as black crosses, and a power law with an exponential cutoff fit to these data is shown in blue. For V1535 Sco, the energy cutoff is not well constrained by the fit, and we therefore present the results of a simple power-law fit. The systematic uncertainties introduced by modeling the Galactic diffuse emission are estimated by repeating the analysis with alternative diffuse models. The envelopes of the results using the alternative models are shown as gray bands for each energy bin.

Table 2. New gamma-ray nova candidates.

| Nova    | $t_{\text{start}}$ [MET] | $t_{\text{stop}}$ [MET] | Duration [Days] | $T_S$ | Index | Cutoff [GeV] | Distance [kpc] | Photons $[10^{44}]$ | Energy $[10^{44} \text{ erg}]$ |
|---------|-------------------------|-------------------------|-----------------|-------|-------|-------------|-----------------|------------------|---------------------|
| V679 Car | 249 868 800            | 252 392 800            | 35              | 24.9  | 1.3 ± 0.8 | 2.6 ± 2.0   | 2.9 ± 0.7      | 3.0 ± 2.3        | 2.3 ± 1.5           |
| V1535 Sco | 445 305 600           | 445 910 400           | 7               | 20.9  | 2.3 ± 0.3 | –          | 7.3 ± 1.7      | 8.5 ± 5.4         | 5.7 ± 3.3           |

Notes. Durations of the >100 MeV gamma-ray emission, total number of photons, and total energy emitted by the two nova candidates as derived from the LAT data analysis. The energy cutoff for V1535 Sco is not constrained by the fit. We repeated the fit with a simple power-law fit without a cutoff and found that the $T_S$ value decreases only insignificantly from 21.2 to 20.9.
Some of the novae in our catalog have a distance estimate reported in the literature. We list them in Table 3. The most reliable distance estimates stem from parallax measurements of the angular expansion of the nova shell several years after its outburst. However, such a measurement is only available for two novae in our sample, V959 Mon (Lindford et al. 2015) and V339 Del (Schaefer et al. 2014). We note that Lindford et al. (2015) combined the radio-interferometric expansion rate with the optical spectroscopic velocity measurement, which might lead to uncertainties when the radio and optical wavelength data are produced in different emission regions. Another method relies on the Galactic reddening-distance relation for the line of sight of the nova and its independent reddening measure (Özdönmez et al. 2016).

The gamma-ray flux as a function of distance is displayed in Fig. 17. Most gamma-ray novae are nearby with distance estimates ≤4.5 kpc, with the exception of the gamma-ray nova candidate V1535 Sco at a distance of 7.3 ± 1.7 kpc. We note that the distance for V1535 Sco was estimated with the MMRD method, whose justification was questioned by Kasiwal et al. (2011). We note that Finzell et al. (2015) found a larger distance of >6.5 kpc for V1324 Sco than the 4.3 ± 0.9 kpc from Özdönmez et al. (2016) used here. If we had adopted this larger distance estimate, V1324 Sco would be added to the exception of gamma-ray bright but distant novae.

Not all nearby novae have been detected in gamma rays. V2672 Oph, V496 Sco, and V2674 Oph are closer than 4 kpc, but show no gamma-ray flux at the level of 2 × 10^{-7} cm^{-2} s^{-1}. The luminous red nova, V1309 Sco (see Sect. 4.6), at a distance of 2.5 ± 0.4 kpc was not detected in gamma rays either, indicating that the gamma-ray flux is lower than 10^{-7} cm^{-2} s^{-1}.

Using the subset of novae with a distance estimate, we investigated the gamma-ray luminosity, $L_{\gamma}$ as a function of the optical peak apparent magnitude and $t_2$ (see Fig. 18).

### 4.5. Recurrent and symbiotic novae

Symbiotic novae have an evolved companion (e.g., red giant) with a dense wind as opposed to a main-sequence companion for classical novae. Recurrent novae (see Schaefer 2010b; Mukai 2015, for a review) have undergone several outbursts over the past century (with typical time intervals between outbursts of 10 to 100 years). All novae might be recurrent given enough time. The time between outbursts is thought to be shorter for more massive white dwarfs, which makes recurrent nova candidate progenitors of Type Ia supernova (Patat 2013).

The first Fermi-LAT gamma-ray detection of a nova was made in the symbiotic-like nova V407 Cyg in 2010. Because the dense wind of the evolved companion star is interacting with the ejecta of the exploding white dwarf, the LAT emission duration can be more directly related to the specific parameters of the binary systems (e.g., separation). Although such systems are relatively rare, with ~10 known symbiotic novae known, LAT gamma-ray observations of other symbiotic systems with outbursts during the Fermi mission could thus be examined separately from the classical novae. Our sample contains three additional confirmed symbiotic novae: V745 Sco, V1534 Sco (Joshi et al. 2014), and V1535 Sco (Walter 2015). For three novae in our sample, several historical outbursts have been observed. These recurrent systems are V745 Sco (also a symbiotic system), TPyx, and USco, which likely have main-sequence companions (Shore et al. 1994). Gamma-ray light curves of the recurrent and symbiotic novae are displayed in Fig. 20 for V745 Sco and for the other sources in Appendix B.

In the symbiotic recurrent nova V745 Sco, which had an outburst on 2014 Feb. 6–6.949 (CBET 3803; Waagen et al. 2014), preliminary 2 and 3σ significances on Feb. 6 and 7 were reported (Cheung et al. 2014). This apparent short gamma-ray emission duration compared to V407 Cyg could be due to the fast onset of deceleration in the ejecta (Banerjee et al. 2014). With the new Pass8 analysis, we confirm the low significances with $TS = 6.5$ and 5.6 on these dates (see Fig. 20). We note that for V745 Sco, the Galactic center biased pointing strategy that (re)commenced on Feb 5.0 after a ToO pointing toward M82/SN2014J gave an optimized exposure at the nova position after the optical nova detection. The position of V1534 Sco 2014 also benefited from this exposure profile, although ~10 days after the nova (end of March 31, 2014), a ToO pointing toward D25/297 for 350 ks decreased the exposure at the nova position (Ciprini & Becerra Gonzalez 2014).

The recurrent nova TPx 2011 reached its optical peak on May 12, 2011, at 6.1 mag (see Chomiuk et al. 2014) and is thus one of the brightest sources that are non-detected in gamma rays. It shows a broad optical peak, which occurred unusually late, about one month after the optical discovery (April 14). Owing to the long duration of TPx, we decided to extend both the sliding time window analysis to 60 instead of 20 days, but we did not find any excess of gamma rays at later times either (see Fig. 19). The recurrent nova U Sco peaks at 7.5 mag on January 28, 2010, but shows a narrow peak with $t_2$ of only 2 days. Another relevant parameter in discussing the LAT-detectability of these systems are...
their distances. Despite their bright optical peaks, their estimated distance is quite large with 12.0 ± 2.0 kpc and 4.8 ± 0.5 kpc for U Sco and T Pyx, respectively (Schaefer 2010a; Sokoloski et al. 2013). If their gamma-ray luminosities are scaled to any of the LAT-detected novae, we thus expect U Sco to be 7–36 and T Pyx to be 1–6 times fainter in the LAT band.

4.6. Luminous red novae

Of the novae that have been optically discovered since the start of the Fermi mission, V1309 Sco 2008, which was not detected in gamma rays, deserves individual attention. It differs from the novae we discussed and can be classified as a luminous red nova, a

Table 3. Distance estimates of a subset of novae from our catalog.

| Name              | Distance [kpc] | Flux [10^{-7} cm^{-2} s^{-1}] | Reference                  |
|-------------------|----------------|-------------------------------|----------------------------|
| V1309 Sco         | 2.5 ± 0.4      | <1.0                          | Özdönmez et al. (2016)     |
| V1721 Aql         | 7.5 ± 2.0      | <3.0                          | Özdönmez et al. (2016)     |
| V679 Car          | 2.9 ± 0.7      | 1.9 ± 0.5                     | MMRD, this work            |
| V5583 Sgr         | 10.5 ± 0.5     | <0.6                          | Schwarz et al. (2011)      |
| V2672 Oph         | 3.12 ± 0.69    | <2.0                          | Özdönmez et al. (2016)     |
| KT Eri            | 6.5 ± 0.5      | <0.3                          | Ragan (2009)               |
| V496 Sco          | 3.2 ± 0.8      | <2.0                          | Özdönmez et al. (2016)     |
| V1722 Aql         | >12            | <1.1                          | Munari et al. (2010a)      |
| U Sco             | 12.0 ± 2.0     | <0.6                          | Schaefer (2010a)           |
| V2674 Oph         | 1.65 ± 0.38    | <1.0                          | Özdönmez et al. (2016)     |
| V407 Cyg          | 3.5 ± 0.3      | 6.6 ± 0.5                     | Özdönmez et al. (2016)     |
| V1723 Aql         | 5.7 ± 0.4      | <2.3                          | Weston et al. (2016b)      |
| V5588 Sgr         | >4             | <1.1                          | Munari et al. (2015)       |
| T Pyx             | 4.8 ± 0.5      | <0.6                          | Sokoloski et al. (2013)    |
| V5589 Sgr         | 3.9 ± 0.7      | <1.3                          | Weston et al. (2016a)      |
| V1324 Sco         | 4.3 ± 0.9      | 5.0 ± 0.5                     | Özdönmez et al. (2016)     |
| V959 Mon          | 2.3 ± 0.6      | 5.2 ± 0.5                     | Özdönmez et al. (2016)     |
| V809 Cep          | >7             | <0.3                          | Munari et al. (2014)       |
| V339 Del          | 4.54 ± 0.59    | 2.1 ± 0.2                     | Schaefer et al. (2014)     |
| V1830 Aql         | >12            | <2.2                          | Munari et al. (2014)       |
| V1369 Cen         | 2.5 ± 0.5      | 2.1 ± 0.3                     | Shore (2014)               |
| V745 Sco          | 7.8 ± 1.8      | <0.5                          | Schaefer (2010a)           |
| V1353 Sco         | 7.3 ± 1.7      | 1.0 ± 0.3                     | MMRD, this work            |
| V5668 Sgr         | 2.0 ± 0.5      | 0.8 ± 0.1                     | Banerjee et al. (2016)     |
| V5583 Sgr         | 10.5 ± 0.5     | <0.6                          | Schwarz et al. (2011)      |

Notes. A different distance for V1324 Sco of <6.5 kpc was estimated by Finzell et al. (2015). Weston et al. (2016a) estimated a distance range of 3.2 to 4.6 kpc for V5589 Sgr; for simplicity, we have adopted a distance of 3.9 ± 0.7 kpc for this source. Linford et al. (2015) found a distance of V959 Mon between 0.9 and 2.2 kpc with a most likely distance of 1.4 ± 0.4 kpc using expansion parallax.
subclass of eruptive stellar transients that are less luminous than
traditional supernovae, but more luminous than classical novae.
These transients might fill the luminosity gap between novae (ab-
solute magnitude ranging between $-4$ and $-10$ mag) and super-
novae (absolute magnitude range between $-15$ and $-22$ mag)
(Kasliwal 2013). Another well-studied example is V838 Mon
2002 (Munari et al. 2002).

Several hypotheses have been proposed to explain the nature of
outbursts in different luminous red novae. The most common
model is a stellar merger (see, e.g., Nandez et al. 2014)\footnote{We note that this implies that luminous red novae are not ther-
monuclear explosions, i.e., technically not novae. However, removing
V1309 Sco from our analysis does not significantly change our results.}.
Stellar mergers are common with rates of $\sim 0.1$ year for events more
luminous than V1309 Sco (Kochanek et al. 2014).

Molnar et al. (2015) found that the contact binary star sys-
tem KIC 9832227 at a distance of 565 pc shows an orbital pe-
riod spiraling exponentially down to zero – similar to V1309 Sco
before its outburst (Tylenda et al. 2011). They predicted that
KIC 9832227 will merge and produce a red nova eruption in
2022.2 with an uncertainty of 0.7 years (Molnar et al. 2017). If
Fermi is still operating at this time, it would be a unique oppor-
tunity to study a stellar merger 4.4 times closer than V1309 Sco.

5. Study of the gamma-ray emissivity distribution

In the following, we perform a population study with Monte
Carlo simulations to set constraints on the properties of the
gamma-ray emission of novae. Morris et al. (2017) initiated
a similar population study with a simple flat gamma-ray emissivity
model and were able to reproduce the rate of gamma-ray novae
observed during eight years of Fermi-LAT mission (six novae
in eight years were included in their analysis). The method
we have developed slightly differs, and we compare several emis-
sivity models (listed below), taking into account the new data
listed in Appendix A. This subsection presents the method and
the results that have to be considered as preliminary because the
number of detected gamma-ray novae is low.

The aim is to reproduce the optical peak apparent magnitude,
$m_{\text{max}}$, and gamma-ray flux, $F_\gamma$, distribution of novae detected in
optical and in gamma rays (see Fig. 16), assuming a gamma-
ray emissivity (mean number of photons emitted per second in
15 days) distribution and taking into account the measured peak

![Fig. 17. Nova flux (blue) or flux upper limit (green) as a function of
distance for a subsample of our catalog with estimated distances. Light
green values indicate lower limits of the distance.](image-url)
law of the peak magnitude such that the probability to detect bright novae is maximum and the probability decreases when the brightness decreases. The parametrized detection probability law is the analytical function\( p_0 \times e^{-(m_{\text{max}} - p_1)/p_2} \), where \( p_0 \) is a completeness factor to take into account that even bright novae can be missed in optical (see Shafter 2017), \( p_1 \) a magnitude shift, and \( p_2 \) a magnitude cutoff. When \( m_{\text{max}} < p_1 \), the function value is \( p_0 \). There is a degeneracy between the Galactic nova rate and the completeness factor since the same optical peak apparent magnitude distribution can be obtained with a high or low nova rate and a low or high completeness factor. Therefore, in the combined likelihood analyses, the parameter that was fit to the data was \( n_{\text{novae}} \times p_0 \), the product of the completeness factor \( (p_0) \) with the Galactic nova rate \( (n_{\text{novae}}) \).

As the origin of the gamma-ray emission is not yet known, we considered several emissivity distributions modeled by simple functions. Except for the Constant model (see below), the emissivity distributions were chosen such as to reproduce the wide range of measured emissivities and to search for a possible link with the maximum absolute magnitude of novae. The emissivity models tested in this analysis are \( (p_7 \) for each model is in units of \( 10^{38} \text{ph/s}):\n
- Constant: the mean emissivity in 15 days is the same for all novae. The parameter \( p_{\gamma,\text{Constant}} \) is the mean emissivity.

- Uniform: the mean emissivity is randomly distributed according to a uniform distribution from zero to the maximum value, \( p_{\gamma,\text{Uniform}} \).

- 10 Gauss: the logarithm of the mean emissivity is distributed as a Gaussian with a mean value \( \log_{10}(p_{\gamma,10\text{Gauss}}) \) and a standard deviation of 1 (see the end of this section for a discussion of the standard deviation value).

- Gaussian: the mean emissivity is distributed as an absolute value of a Gaussian distribution centered on zero \( \text{ph/s}. \) The parameter \( p_{\gamma,\text{Gauss}} \) is the standard deviation of the Gaussian.

- PLslope2: the mean emissivity is distributed as a power-law distribution with a slope of 2 (see the discussion on the slope value at the end of this section). The parameter \( p_{\gamma,\text{PL2}} \) is the minimum emissivity of the power law.

- CorrelMv: the mean emissivity is (correlated with) proportional to the maximum luminosity in optical. The emissivity is equal to \( p_{\gamma,\text{CorrelMv}} \times 10^{0.5|\text{M}_{\text{max}}-7.5|/2.5} \). The parameter \( p_{\gamma,\text{CorrelMv}} \) is the mean emissivity when the maximum absolute magnitude is \(-7.5\).

- AnticorMv: the mean emissivity is (anticorrelated with) inversely proportional to the maximum luminosity in optical (e.g., see Fig. 18). The emissivity is equal to \( p_{\gamma,\text{AnticorMv}} \times 10^{-0.5|\text{M}_{\text{max}}-7.5|/2.5} \), with \( M_{\text{max}} \) the absolute maximum magnitude. The parameter \( p_{\gamma,\text{AnticorMv}} \) is the mean emissivity when the maximum absolute magnitude of the nova is \(-7.5\). We discuss alternative AnticorMv models at the end of this section.
Table 4. Results of the maximum likelihood analyses.

| Model       | $\Lambda_{\text{tot}}$ | Parameter | Rate (yr$^{-1}$) | Missed rate (yr$^{-1}$) |
|-------------|-------------------------|-----------|------------------|-------------------------|
| Constant    | 177.0                   | 1.50$^{+0.62}_{-0.38}$ | $0.78^{+0.46}_{-0.21}$ | $2.02^{+0.98}_{-0.60}$ |
| Uniform     | 165.2                   | 4.75$^{+0.93}_{-0.80}$ | $1.33^{+0.36}_{-0.25}$ | $4.13^{+1.02}_{-1.01}$ |
| 10Gauss     | 150.1                   | 0.19$^{+0.26}_{-0.09}$ | $0.78^{+0.56}_{-0.28}$ | $2.59^{+2.40}_{-0.93}$ |
| Gaussian    | 158.9                   | 2.50$^{+1.08}_{-0.39}$ | $1.16^{+0.92}_{-0.34}$ | $3.34^{+1.92}_{-1.30}$ |
| PLslope2    | 146.5                   | 0.30$^{+0.19}_{-0.13}$ | $0.79^{+0.39}_{-0.26}$ | $2.63^{+1.15}_{-0.91}$ |
| CorrelMv    | 203.2                   | 1.30$^{+0.28}_{-0.12}$ | $0.99^{+0.26}_{-0.21}$ | $2.67^{+0.67}_{-0.49}$ |
| AnticorMv   | 150.1                   | 1.30$^{+0.51}_{-0.52}$ | $0.90^{+0.44}_{-0.37}$ | $2.76^{+1.38}_{-1.40}$ |

**Notes.** The columns “rate” and “missed rate” correspond to the rate of novae detected in optical and in gamma rays, and the rate of novae detected in gamma rays alone, respectively.

Fig. 20. **Upper (lower) panel:** flux ($TS$) vs. time relative to $t_{\text{peak}}$ for V745 Sco in one-day bins. No data are available from this position in the sky a few days before the peak because of a pointed observation of the LAT to observe M82.

Fig. 21. Measured distribution of the optical peak apparent magnitudes and best-fitting PLslope2 model. The Poissonian (1-$\sigma$) error bars are calculated with the method described by Gehrels (1986).

Table 4 presents the results of the likelihood analyses with the best-fit emissivity parameters, the mean rate of novae detected in optical and in gamma rays, and the mean rate of novae detected in gamma rays alone. The latter mean rate is highly uncertain, however, taking into account the large uncertainty on the Galactic nova rate. Figure 21 shows the measured distribution of peak apparent magnitudes and the corresponding best-fit distribution of the PLslope2 model obtained by minimizing $\chi^2$ ($\Lambda_{\text{all}}$ value of 53.5 for a number of degrees of freedom of 48). The best-fitting emissivity distribution models are PLslope2, AnticorMv, and 10 Gauss. The difference in $\Lambda_{\text{tot}}$ values of these three models are not large enough (significances $\lesssim 2\sigma$) to favor one of them over the others. The difference in $\Lambda_{\text{tot}}$ of the four other models compared to PLslope2 model are $\gtrsim 16$ (i.e., significance $>4\sigma$). They cannot explain the observed distribution and can be rejected. We note that the constant model (which is equivalent to a standard candle model) can be rejected by comparing the gamma-ray emissivities of novae derived from the measured mean fluxes and distances (see Table 3; the difference in emissivity increases to a factor of $\sim 30$). The rate of novae detected in optical and in gamma rays listed in Table 4 agrees with the observed rate of $\sim 1$ yr$^{-1}$. The rate of novae detected in gamma rays alone, obtained with the three best-fit models, ranges from 1.4 yr$^{-1}$ to 5.0 yr$^{-1}$, taking into account uncertainties. These novae are not discovered in optical either because they are not observable (completeness effect; e.g., as the case of V959 Mon, which was too close to the Sun to be discovered when it was at
its peak apparent magnitude) or their peak apparent magnitude is too faint to be discovered, as is the case of novae in the bulge region. With the three best-fitting models, the detection rate of the gamma-ray emission from novae not discovered in optical within $|l| < 9$ deg ranges from 0.5 to 0.8 yr$^{-1}$ (without taking into account the statistical uncertainty of the fit). The best-fitting peak apparent magnitude and gamma-ray flux distributions of the analyzed models are presented in Fig. 22 with the observed gamma-ray novae. The distributions of the poorer models show a rather strong correlation between the gamma-ray flux and the peak apparent magnitude, which is not the case for the three best-fitting models. The extent of the latter distributions is broader than the poorer modeled distributions and favor high gamma-ray flux from faint peak apparent magnitude novae. Novae with a
peaks apparent magnitude as faint as ~10–12 mag can be detected in gamma rays\(^{12}\), in agreement with Morris et al. (2017), who estimated that novae with an R-band magnitude ≤12 and distance ~8 kpc are good candidates for a detection with the Fermi-LAT.

We investigated alternative versions of the best-fitting models. Maximum likelihood analyses were performed for several slopes of the emissivity power-law model. The best-fitting slope obtained is 2.01\(^{+0.23}_{-0.22}\), which is compatible to the slope of 2 used in the initial analysis (PLslope2 model). Similarly, the analysis made with the gamma-ray emissivity model inversely proportional to the power law of the maximum luminosity in optical (i.e., AnticorMv\(^{slope}\) model), with the slope as a free parameter, yields a best-fitting slope value of 1.26\(^{+0.67}_{-0.39}\), which is compatible to the slope of 1 used in the initial analysis (AnticorMv model).

The 10Gauss model uses a fixed standard deviation of 1. When the standard deviation is a free parameter, the maximum likelihood analysis results in a slightly better adjustment with a best-fit standard deviation of 0.63\(^{+0.14}_{-0.19}\) and a \(\Lambda_{\text{tot}}\) of 147.7 (see the distribution for the model 10Gauss0.65 in Fig. 22).

We also tested an emissivity model similar to the model used by Morris et al. (2017), which assumed a gamma-ray emissivity uniformly distributed between the minimum and maximum values of the detected gamma-ray nova emissivities. This model is similar to the Uniform model, but with a non zero value for the lowest emissivity. The likelihood analysis yields a too high rate of novae detected in optical and in gamma rays of 2.6 yr\(^{-1}\) and a \(\Lambda_{\text{tot}}\) of 180.9, which corresponds to a difference of ~6\(\sigma\) compared to the PLslope2\(_{\text{tot}}\) value.

The results are not significantly changed (i.e., \(\Delta \Lambda_{\text{tot}} \leq 3\)) when other extinction models (e.g., the extinction model of Hakkila et al. 1997; as used in Senziani et al. 2008) are applied in the analyses or when a mean maximum absolute magnitude of ~7.2 is used instead of ~7.5 (see the discussion in Shafer 2017); the best-fitting completeness-corrected novae rate (\(v_{\text{novae}} \times p_{\text{c}}\)) changes slightly, but the other detection probability law parameters \((p_{\text{1}} \text{ and } p_{\text{2}})\) remain unchanged.

The optical peak apparent magnitude of V959 Mon was not measured as this nova was too close to the Sun during its outburst. We verified that the peak apparent magnitude uncertainty did not greatly affect the results of the analyses by fitting some emissivity models with an optical peak apparent magnitude of 3 instead of 5. The results did not change with the PLslope2 model. This is because the optical peak apparent magnitude shift results in a position of the nova in the \(m_{\text{max}} - F_{\gamma}\) diagram where the distribution value is similar (see Fig. 21). With the AnticorMv model, the \(\Lambda_{\text{tot}}\) increases from 150.1 to 151.7, but the best-fit parameters do not change significantly.

### 6. Summary and conclusion

We have systematically searched for gamma-ray emission from 75 novae. We confirmed the 6 previously known gamma-ray novae and found 2 additional candidates, which are found at 3\(\sigma\) significance (not including trial factors) but barely reach a 2\(\sigma\) significance after trial correction. V679 Car is a classical nova, while V1535 Sco is a symbiotic system. Their spectral characteristics and their duration are similar to the previously gamma-ray detected novae. If we consider the two candidates as detected, the observed rate of LAT-detected novae is about ~1 per year (8 novae in 7.4 years).

The paper presents the results of the analysis of novae discovered with their optical flux. It is not excluded that some novae, not discovered in optical (e.g., due to extinction), emit enough gamma-ray flux to be detected with Fermi-LAT. If they are bright enough, they should be found by the Fermi all-sky variability analysis (FAVA; Abdollahi et al. 2017), which searches for gamma-ray flares on the timescale of one week. Five flares of the second FAVA catalog have been associated with the gamma-ray bright novae studied in this paper. It is possible that some of the unidentified FAVA flares are produced by novae that were missed by optical surveys.

We provide the measured gamma-ray flux or flux upper limits for the non-detections. We find an indication at 3\(\sigma\) significance for a sub-threshold population of dim novae. No correlation of optical peak magnitude and gamma-ray flux was found. Non-detections in gamma rays can be caused by a too large distance, by absorption of the high-energy emission, or are due to an absence of particle acceleration in the nova. The provided gamma-ray flux upper limits can be used for future modeling of physical processes taking place in nova.

We compared our measurements to simulated gamma-ray emissivity models and found that a power-law distribution with a slope of 2, an emissivity distribution inversely proportional to the maximum luminosity in optical, and a log-normal distribution of the emissivity match the data best. A constant emissivity (i.e., assuming novae are standard candles) can be rejected. In general, the best-fitting distributions are not extended enough compared to the observed distributions. The locations of detected gamma-ray novae are spread throughout the \(m_{\text{max}} - F_{\gamma}\) diagram. This suggests that the true emissivity distribution would/should be more complicated than the tested distributions. Moreover, we assumed that the emissivities of all gamma-ray novae originate from the same distribution, while it is not excluded that they differ with the chemical composition of the white dwarf (CO vs. ONe) and the type of nova (e.g., classical vs. symbiotic, see discussion in Sect. 4.5).

If this is the case, this analysis has to be made independently for each type of nova. Therefore, we cannot yet conclude on the gamma-ray emissivity distribution of novae.

Physical models of the gamma-ray emission combined with novae properties would allow us to build more reliable emissivity distributions that will be better constrained in the future with a larger sample of observed gamma-ray nova (i.e., larger statistics) and a finer/improved analysis (e.g., modeled distributions including the Galactic coordinates \(l, b\) of simulated novae and a more elaborate optical detection probability law).

The gamma-ray properties of the small number of LAT-detected novae (one symbiotic and five classical; see Table 1) plus the two new candidates presented here (one symbiotic and one classical; Table 2) and distances are not measured well enough to claim a firm difference in their emissivities. Observationally, their gamma-ray emission properties (spectra, light curves) are similar, which could suggest a common gamma-ray emission origin. However, as noted in Ackermann et al. (2014), small differences exist that could imply different emission mechanisms: (i) the power-law index of the V407 Cyg spectrum is lower than that of classical novae, but it is compatible with the index of V959 Mon taking into account the statistical uncertainties; and (ii) the gamma-ray onset of both symbiotic novae is coincident with the optical peak magnitude (see discussion in Sect. 4.5), while a delay is found in three of the classical novae, with one exception, where the gamma-ray onset of the classical nova V1324 Sco occurred before the optical peak. On the modeling side, the gamma-ray emission of the symbiotic
nova V407 Cyg could be explained with an interaction between the ejecta and the dense wind of the secondary (Abdo et al. 2010; Martin & Dubus 2013), while internal shocks are favored to explain the emission of classical novae (Ackermann et al. 2014; Metzger et al. 2014). However, Martin et al. (2017) were recently able to reproduce the gamma-ray spectrum and light curve of V407 Cyg reasonably well with an internal shock model. Taking into account their recent results and the similarities in gamma-ray emission properties, it is possible that the gamma rays in symbiotic novae could be due to a combination of external and internal shock emission. Further observations of gamma-ray novae would provide better statistics to separate the two populations of novae, as well as better measured characteristics to detect clear differences of their emissions.

Up to now, no VHE (>0.1 TeV) gamma-ray emission was detected from novae (Ahnen et al. 2015; Aliu et al. 2012). Future optical surveys such as the All-Sky Automated Survey for Supernovae (ASAS-SN; Shappee et al. 2014) and the Zwicky Transient Facility (ZTF; Bellm 2014) will deliver more optical novae detections, which would allow an extended search for gamma-ray emission from these sources.
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Appendix A: List of novae

The following table contains all 75 novae from the catalog, including their optical peak time and optical peak apparent magnitude. It further presents the results of the sliding time window search for gamma-ray emission: the maximum TS of all tested time windows is shown together with the gamma-ray flux (or 95% flux upper limit) in that 15 day time window. ΔT indicates the difference of the central time of the time window and the peak time. The given peak magnitudes are predominantly visual or in V band, unless otherwise indicated.
Table A.1. List of novae in our catalog including the nova name, the coordinates, the optical peak time and apparent magnitude, \(t_2\) and the measured TS and flux in the sliding time window analysis.

| Name            | \(l\) [°] | \(b\) [°] | Peak time | \(\Delta T\) [days] | Peak mag | \(t_2\) [days] | TS\(_{\text{max}}\) | Flux [10\(^{-7}\) cm\(^{-2}\) s\(^{-1}\)] | Reference                                      |
|-----------------|----------|----------|-----------|---------------------|---------|---------------|----------------|--------------------------|-----------------------------------------------|
| V1212 Cen       | 313.95   | -3.47    | 2008-08-30| 13.5                | 8.4     | 28.0          | 3.1            | <0.9                     | CBET 1497 (Pojmanski et al. 2008)             |
| V1309 Sco       | 359.79   | -3.13    | 2008-09-06| 11.5                | 7.1     | 8.0           | 4.1            | <1.0                     | CBET 1496 (Nakano et al. 2008a), IAUC 8972 (Nakano et al. 2008b) |
| V1721 Aql       | 40.97    | -0.08    | 2008-09-22| -8.5                | 14.0    | 6.0           | 2.8            | <3.0                     | IAUC 8989 (Yamaoka et al. 2008)               |
| QY Mus           | 305.33   | -4.86    | 2008-09-30| -8.5                | 8.0     | 48.0          | 0.3            | <0.6                     | IAUC 8990 (Liller et al. 2008a)              |
| XMMU            | 296.07   | -0.56    | 2008-11-23| -12.5               | 10.5    | -             | 1.5            | <1.0                     | ATel 2746 (Greiner et al. 2010)              |
| V679 Car         | 291.47   | -0.55    | 2008-11-26| 13.5                | 7.6     | 13.0          | 17.6           | 1.9 ± 0.5                | IAUC 8999 (Waagen et al. 2008)               |
| V5580 Sgr        | 4.70     | -6.54    | 2008-11-30| 21.5                | 7.8     | -             | 2.5            | <0.7                     | CBET 1591 (Liller et al. 2008b), IAUC 9004 (Liller et al. 2008c), IAUC 9005 (Liller et al. 2008d) |
| V5582 Sgr        | 7.53     | -4.72    | 2009-02-26| 19.5                | 10.3    | 4.0           | 0.2            | <0.6                     | IAUC 9049 (Sun et al. 2009)                 |
| V5581 Sgr        | 2.25     | 1.76     | 2009-04-21| 3.5                 | 11.7    | 6.0           | 8.0            | <1.7                     | IAUC 9041 (Kinugasa et al. 2009a), IAUC 9048 (Samus et al. 2009) |
| V1213 Cen        | 307.29   | -1.43    | 2009-05-08| -0.5                | 8.5     | 9.0           | 2.5            | <0.9                     | CBET 1800 (Pojmanski et al. 2009a), IAUC 9043 (Pojmanski et al. 2009b) |
| V5583 Sgr        | 358.10   | -6.39    | 2009-08-08| 23.5                | 7.0     | 4.0           | 4.1            | <0.6                     | CBET 1899 (Nishiyama et al. 2009a), CBET 1900 (Elemin et al. 2009), IAUC 9061 (Nishiyama et al. 2009b) |
| V2672 Oph        | 1.02     | 2.53     | 2009-08-17| -0.5                | 10.0    | 1.0           | 7.1            | <2.0                     | CBET 1910 (Nakano et al. 2009a), CBET 1911 (Ayani et al. 2009), CBET 1912 (Munari et al. 2009a), IAUC 9064 (Nakano et al. 2009b) |
| V5584 Sgr        | 16.17    | -3.10    | 2009-10-31| 25.5                | 9.3     | 23.0          | 0.5            | <0.8                     | CBET 1994 (Nishiyama et al. 2009c), CBET 1995 (Kinugasa et al. 2009b), CBET 1999 (Munari et al. 2009b), IAUC 9089 (Kabashima et al. 2009) |
| KT Eri           | 207.99   | -32.02   | 2009-11-15| 25.5                | 5.4     | 5.0           | 0.7            | <0.3                     | CBET 2050 (Yamaoka et al. 2009), CBET 2053 (Guido et al. 2009), CBET 2055 (Rudy et al. 2009), IAUC 9098 (Yamaoka et al. 2009)(Hounsell et al. 2010) |
| V496 Sco         | 25.28    | -1.77    | 2009-11-18| -0.5                | 7.0     | 33.0          | 10.0           | <2.0                     | CBET 2008 (Nakano et al. 2009), CBET 2034 (Munari et al. 2009c), IAUC 9090 (Nakano et al. 2009) |
| V1722 Aql        | 49.08    | 2.01     | 2009-12-17| 3.5                 | 10.0    | 8.0           | 3.3            | <1.1                     | CBET 2076 (Kinugasa et al. 2009c), IAUC 9100 (Nishiyama et al. 2009d) |
| V2673 Oph        | 5.49     | 4.96     | 2010-01-17| -12.5               | 8.3     | 10.0          | 0.4            | <0.6                     | CBET 2128 (Nakano et al. 2010a), CBET 2139 (Maehara et al. 2010a), IAUC 9111 (Schafer et al. 2010) |
| V5585 Sgr        | 2.33     | -4.17    | 2010-01-20| 1.5                 | 8.5     | 8.0           | 6.1            | <1.0                     | CBET 2140 (Seach et al. 2010), CBET 2142 (Maehara et al. 2010b), IAUC 9112 (Seach et al. 2010) |
| U Sco            | 357.67   | 21.87    | 2010-01-28| 3.5                 | 7.5     | 2.0           | 2.0            | <0.6                     | IAUC 9111 (Schafer et al. 2010)              |
| V2674 Oph        | 357.84   | 3.58     | 2010-02-21| 19.5                | 8.8     | 14.0          | 0.4            | <1.0                     | CBET 2176 (Nakano et al. 2010b), CBET 2179 (Yamaoka et al. 2010), CBET 2185 (Munari et al. 2010), IAUC 9119 (Nakano et al. 2010c) |
| V1310 Sco        | 348.50   | 2.19     | 2010-02-22| 17.5                | 10.2    | 1.0           | 0.4            | <1.0                     | CBET 2183 (Nishiyama et al. 2010), CBET 2186 (Ayani et al. 2010), IAUC 9120 (Nishiyama et al. 2010a) |
| OGLE-2010-NOVA-03 | 359.58   | -5.18    | 2010-03-05| -6.5                | 12.0    | 53.0          | 0.2            | <0.6                     | Mrote et al. 2015                            |
| V407 Cyg         | 86.98    | -0.48    | 2010-03-10| 6.7                 | 6.8     | 4.0           | 526.7          | 6.6 ± 0.5                | CBET 2199 (Maehara et al. 2010c), CBET 2204 (Sato et al. 2010), CBET 2205 (Maehara et al. 2010b), CBET 2210 (Joshi et al. 2010), IAUC 9130 (Nishiyama et al. 2010b) |
| Name                  | $l$ [°] | $b$ [°] | Peak time | $\Delta T$ [days] | Peak mag | $t_r$ [days] | $T S_{\text{max}}$ | Flux [$10^{-7}$ cm$^{-2}$ s$^{-1}$] | Reference                                      |
|-----------------------|--------|--------|-----------|----------------|---------|------------|----------------|----------------|-----------------------------------|
| **WISE**              |        |        |           |                |         |            |               |                          |                                   |
| J181834.00-284919.6   | 3.65   | –6.22  | 2010-03-11| –0.5           | 11.0    | –          | 1.0           | <0.9           | ATel 4268 (Scholz et al. 2012), ATel 4296 (Wyrzykowski 2012) |
| V1311 Sco             | 346.52 | 3.39   | 2010-04-25| 5.5            | 8.0     | 2.0        | 6.1           | <1.4           | CBET 2262 (Nishiyama et al. 2010a), CBET 2265 (Nakano et al. 2010), IAUC 9142 (Nishiyama et al. 2010c) |
| V5586 Sgr             | 1.47   | –1.02  | 2010-04-27| 1.5            | 10.0    | 6.0        | 4.3           | <2.1           | CBET 2261 (Nishiyama et al. 2010e), CBET 2264 (Liller et al. 2010), IAUC 9140 (Nishiyama et al. 2010f) |
| OGLE-2010-NOVA-01     | 5.66   | 1.05   | 2010-06-30| 9.5            | 13.0    | 7.0        | 1.3           | <1.3           | (Mróz et al. 2015) |
| V1723 Aql             | 29.13  | –0.88  | 2010-09-11| 13.5           | 12.4    | –          | 3.3           | <2.3           | IAUC 9167 (Nishiyama et al. 2010b) |
| OGLE-2010-NOVA-02     | 358.83 | 1.49   | 2010-10-20| –6.5           | 11.2    | –          | 5.9           | <1.6           | (Mróz et al. 2015) |
| V5587 Sgr             | 4.82   | 2.36   | 2011-01-25| 21.5           | 11.2    | 19.0       | 8.3           | <1.2           | CBET 2644 (Nakano et al. 2011a), IAUC 9196 (Nakano et al. 2011b) |
| OGLE-2011-NOVA-02     | 358.22 | 1.10   | 2011-02-10| 13.5           | 13.0    | 40.0       | 4.0           | <1.6           | (Mróz et al. 2015) |
| V5588 Sgr             | 7.84   | –1.88  | 2011-04-07| 21.5           | 11.4    | 7.0        | 0.0           | <1.1           | CBET 2679 (Nishiyama et al. 2011a), IAUC 9203 (Nishiyama et al. 2011b) |
| T Pyx                | 257.21 | 9.71   | 2011-05-12| 17.5           | 6.1     | 20.0       | 4.6           | <0.6           | CBET 2700 (Waagen et al. 2011a), IAUC 9205 (Waagen et al. 2011b) |
| V1312 Sco             | 346.07 | 3.04   | 2011-06-01| 7.5            | 9.5     | 4.0        | 1.8           | <0.6           | CBET 2735 (Seach et al. 2011a), IAUC 9216 (Seach et al. 2011b) |
| PR Lup               | 319.98 | 3.66   | 2011-08-14| –4.5           | 8.5     | 6.0        | 0.5           | <0.5           | CBET 2796 (Brown et al. 2011a), IAUC 9228 (Brown et al. 2011b) |
| V1313 Sco             | 341.31 | 4.12   | 2011-09-07| –7.0           | 9.1     | 1.5        | 4.3           | <1.2           | CBET 2813 (Seach et al. 2011c), IAUC 9216 (Seach et al. 2011b) |
| V5590 Sgr             | 4.23   | –4.04  | 2011-10-05| 25.5           | 10.1    | –          | 1.7           | <0.7           | CBET 3140 (Nakano et al. 2012a), (Mróz et al. 2014) |
| OGLE-2011-NOVA-01     | 357.72 | 1.97   | 2011-10-17| –4.5           | 12.5    | (I)        | 4.9           | <1.8           | (Mróz et al. 2015) |
| V965 Per              | 151.64 | –17.87 | 2011-11-07| 15.5           | 17.5    | –          | 4.6           | <0.4           | IAUC 9247 (Lipunov et al. 2011) |
| V834 Car              | 290.18 | –4.28  | 2012-02-26| 13.5           | 10.2    | 17.0       | 7.6           | <0.9           | CBET 3040 (Seach et al. 2012a), IAUC 9251 (Seach et al. 2012b) |
| V1368 Cen             | 309.45 | 3.99   | 2012-03-24| 23.0           | 8.4     | 4.5        | 1.1           | <0.5           | CBET 3073 (Seach et al. 2012) |
| TCP                   | 314.83 | 1.93   | 2012-04-05| 8.7            | 9.3     | 11.0       | 9.3           | <1.5           | CBAT reporta |
| J14250600-5845360     | 0.26   | 5.30   | 2012-04-20| 25.5           | 10.5    | 60.0       | 2.0           | <1.1           | CBET 3072 (Nakano et al. 2012b) |
| V2676 Oph             | 4.98   | 3.07   | 2012-04-21| –7.2           | 8.8     | 3.0        | 8.1           | <1.3           | CBET 3089 (Korotkiy et al. 2012) |
| OGLE-2012-NOVA-01     | 2.73   | –1.25  | 2012-05-05| 7.5            | 12.5    | (I)        | 4.0           | <1.7           | ATel 4323 (Kozlowski et al. 2012), (Mróz et al. 2015) |
| V2677 Oph             | 2.87   | 3.26   | 2012-05-20| 5.0            | 9.5     | 2.0        | 1.0           | <1.4           | CBET 3124 (Seach et al. 2012c) |
| V1332 Sco             | 357.43 | –2.87  | 2012-06-20| –0.5           | 9.8     | 23.0       | 190.7         | 5.0 ± 0.5       | CBET 3136 (Wagner et al. 2012) |
| V959 Mon              | 206.34 | 0.08   | 2012-06-24a| 3.5           | 5.0     | –          | 195.0         | 5.2 ± 0.5       | CBET 3102 (Fujikawa et al. 2012) |
| V5591 Sgr             | 7.22   | 2.54   | 2012-06-27| 5.2            | 8.9     | 1.0        | 2.3           | <1.3           | CBET 3156 (Yamaoka et al. 2012) |
| OGLE-2011-BLG-1444    | 356.48 | –3.29  | 2012-07-01| –6.5           | 10.2    | (I)        | 5.4           | <1.3           | (Mróz et al. 2014) |
Table A.1. continued.

| Name          | l     | b     | Peak time | $\Delta T$ | Peak t | $T_S$ | Flux | Reference                                                      |
|---------------|-------|-------|-----------|------------|--------|-------|------|----------------------------------------------------------------|
| V5592 Sgr     | 4.81  | -6.09 | 2012-07-07| 0.9        | 7.7    | 18.0  | 0.9  | <0.9                                                                          |
| V5593 Sgr     | 12.36 | -1.89 | 2012-07-23| 11.5       | 11.0   | 29.0  | 2.6  | <1.0                                                                          |
| V1724 Aql     | 32.78 | -0.40 | 2012-10-20| 20.6       | 11.2   | –     | 7.2  | <2.9                                                                          |
| V809 Cep      | 110.65| 0.40  | 2013-02-02| -5.3       | 9.8    | 4.0   | -0.0| <0.3                                                                          |
| OGLE-2013-NOVA-04 | 4.90  | -1.18 | 2013-04-14| 15.5       | 13.0 (I)| 51.0  | 2.6  | <1.2                                                                          |
| V1533 Sco     | 352.62| -1.74 | 2013-06-03| -12.5      | 11.0   | 5.0   | 4.6  | <2.2                                                                          |
| V339 Del      | 62.20 | -9.42 | 2013-08-16| 9.5        | 4.5    | 11.0  | 363.9| 2.1 ± 0.2                                                                     |
| V1830 Aql     | 37.10 | -0.99 | 2013-10-28| 2.7        | 13.5   | 2.0   | 1.9  | <2.2                                                                          |
| V556 Ser      | 18.10 | 4.12  | 2013-11-24| 5.5        | 11.7   | –     | 2.9  | <0.8                                                                          |
| V1369 Cen     | 310.98| 2.73  | 2013-12-14| -1.2       | 3.3    | 17.0  | 94.2 | 2.1 ± 0.3                                                                     |
| V6666 Sgr     | 9.88  | -4.66 | 2014-01-26| 0.7        | 8.7    | 3.0   | 0.5  | <0.8                                                                          |
| V745 Sco      | 357.36| -4.00 | 2014-02-06| 10.7       | 8.7    | 3.0   | 4.3  | <0.5                                                                          |
| OGLE-2014-NOVA-01 | 5.87  | 0.97  | 2014-02-16| 23.5       | 15.0 (I)| 75.0  | 1.4  | <0.7                                                                          |
| V962 Cep      | 97.31 | 9.82  | 2014-03-14| 19.5       | 11.0   | 13.0  | -0.0| <0.5                                                                          |
| V1534 Sco     | 354.33| 3.99  | 2014-03-26| -3.4       | 10.1   | 3.0   | 1.0  | <0.4                                                                          |
| V2659 Cyg     | 70.53 | -3.29 | 2014-04-10| 23.5       | 9.4    | 65.0  | 3.9  | <0.7                                                                          |
| V1535 Sco     | 349.90| 3.94  | 2015-02-11| 0.7        | 8.2    | 5.5   | 17.2 | 1.0 ± 0.3                                                                     |
| V6667 Sgr     | 5.80  | -4.04 | 2015-02-25| 17.5       | 9.0    | 3.0   | 3.2  | <0.6                                                                          |
| V5668 Sgr     | 5.38  | -9.87 | 2015-03-21| 9.0        | 4.3    | 40.0  | 61.7 | 0.75 ± 0.14                                                                   |
| V5852 Sgr     | 357.17| -2.37 | 2015-04-03| -10.5      | 12.3 (I)| 34.0  | 1.8  | <0.8                                                                          |
| V2944 Oph     | 6.64  | 8.58  | 2015-04-14| -7.2       | 9.0    | 2.0   | 0.9  | <0.5                                                                          |
| V5669 Sgr     | 2.57  | -3.06 | 2015-09-27| 17.5       | 8.7    | 23.0  | 3.0  | <0.8                                                                          |
| V2949 Oph     | 2.78  | 4.59  | 2015-10-12| 13.5       | 11.7   | –     | 1.7  | <0.7                                                                          |
| V1831 Aql     | 49.84 | 0.32  | 2015-10-13| 11.5       | 13.8   | –     | 0.9  | <1.4                                                                          |
| V5850 Sgr     | 12.63 | -2.65 | 2015-10-31| -0.5       | 11.3   | –     | 7.5  | <1.5                                                                          |

Notes. \(^{(a)}\) http://www.cbat.eps.harvard.edu/unconf/followups/J14250600-5845360.html \(^{(b)}\) gamma-ray peak time from Fermi-LAT light curve (Ackermann et al. 2014).
Appendix B: Light curves of recurrent and symbiotic novae

Fig. B.1. Upper (lower) panel: flux (TS) vs. time relative to $t_{\text{peak}}$ for the symbiotic novae V1534 Sco (left) and V1535 Sco (right) in one-day bins.
**Fig. B.2. Upper (lower) panel:** flux (TS) vs. time relative to $t_{\text{peak}}$ for the recurrent novae T Pyx (left) and U Sco (right) in one-day bins.