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Abstract. The brains storming optimization (BSO) is a novel swarm intelligence algorithm, which is inspired from the intelligence of the human brainstorming process. In BSO, the convergent operation and divergent operation are implemented to drive the evolution of individuals towards a global optimal region in the single-objective space. In order to extend BSO to resolve multi-objective optimization problems, this paper presents a multi-objective brainstorming algorithm based on multiple indicators, called MIBSO. In MIBSO, the two indicators are used to measure the dispersion and convergence degrees of the obtained solutions, respectively. Experimental results show the effectiveness and efficiency of the proposed algorithm.

Introduction

With the development of artificial intelligence technology, swarm intelligence (SI) has obtained a surge of attentions. A number of swarm intelligence algorithms have been proposed and developed for real-world applications. Essentially, these algorithms belong to a kind of probability-based search paradigm. Generally, in these algorithms, each individual represents a solution of the problem, also regarded as a data sample from the search space. In the family of SI algorithms, e.g., genetic algorithm (GA) [1], artificial bee colony algorithm (ABC) [2-7], bacterial foraging optimization algorithm (BFO) [8][9], and particle swarm algorithm (PSO) [10], all individuals should exchange information and then generate position perturbation via learning from the elite individuals among the population. To be stressed, the motivations of most SI algorithms are usually based on the intelligent behaviors of simple insects or animals. Different from the above, the brain storm optimization (BSO) algorithm is an excellent SI paradigm, which is based on the emerging intelligence of human brainstorming process, more complex than the behaviors of simple insects. In BSO, the individuals are grouped into several clusters, and the operations mainly involve the convergent operator and divergent operator. The new individuals are generated based on mutation operation [11-13]. However, current researches regarding BSO mainly focus on the performance improvements on single-objective optimization problems. In most real-world optimization scenarios, there are usually more than one objective [14]. For example, in the production activities, multiple factors such as material cost, the freight, and loss rate would affect the production efficiency. Thus, the multi-objective BSO algorithms need to be designed deliberately for these multi-objective optimization problems (MOPs). Note that, there is usually not a single solution but a set of optimal solutions in MOPs, also referred as non-dominated solutions or Pareto optimal solutions. Therefore, in this paper, we propose several multi-objective search strategies to extend the original BSO to be a multi-objective version, which can obtain a good performance on multi-objective optimization problem.

Original BSO and Its Variants

BSO is a relatively newly developing swarm intelligence optimization algorithm, which was proposed by Professor Shi Yuhui at the Second International Conference on Community Intelligence (ICSI11) in 2011 [15]. The basic idea of most existing SI algorithms is to simulate the social behaviors of natural creatures, such as bird flock search for food, bee colony search for honey source [16-20] to construct a stochastic optimization paradigm. Note that, human’s brain is the most intelligent creature, it is a
straightforward and effective way to mimic the process of the human’s “brain storm meeting” session for the complex optimization. The brain storm meeting is one of the group discussion modes, where the problem by a group of people is discussed under the organization of the question-master. There are two kinds of people in the brain storm meeting process: one is a question-master, and the others are a group of participators. The question-master, which is responsible for presiding over the meeting, must be good at motivating members to think, and ensure that there is no prejudice in the whole process. The participators should have divergent thinking as much as possible under the guide of the question-master, and the better ideas will be kept by the question-master. Using a brainstorming session method for a topic, all participants can freely present their ideas and are inspired by each other. This can induce more creative ideas and inspiration [21]. In the human brainstorming session, more and more new ideas are put forward by the people who attend the meeting. People in the brainstorming group will need to be open-minded as much as possible. Generally, the BSO imitates the process of human brainstorming sessions to solve the complex problems.

There are three main processes in original BSO, including the clustering, the generation and mutation, and the selection process [22].

The clustering step is to divide the individuals into a set of groups. The k-means algorithm is a simple cluster method used in BSO. In each cluster, the individual with the best fitness is considered as the cluster center, which represents a local optimal solution in a group. New individuals are generated by learning from the clustering center or other individuals, which can provide a search direction towards the global optimal region. After clustering, in order to increase the randomness of BSO, a disturbance strategy is added on an existing idea. This also can reduce the probability of being trapped into the local optima. The key step is the generation process in BSO, in each iteration, a randomly selected cluster center is replaced by an individual from the population. Then, new individuals are generated via four different ways, i.e., one cluster center from one cluster, one ordinary idea from one cluster, two randomly selected cluster center from two clusters, and two randomly selected ordinary idea from two clusters. When a generation choice is made, the new individual will be generated from the current ones by a mutation operation, where the Gaussian mutation is usually adopted due to its promising feather, formulated as follows.

$$x_{new}^{i} = x_{current}^{i} + \xi^{i} \times N(\mu, \sigma)$$  \tag{1}$$
$$\xi^{i} = \log \text{sig}(\frac{T - t}{K}) \times \text{rand}(\cdot)$$  \tag{2}$$

where, the represents the i-th dimension of the newly generated individual, the $x_{current}^{i}$ represents the i-th dimension of the current individual which is selected to be prepared for the mutation operation. The $x_{new}^{i}$ is the new individual generated by $x_{current}^{i}$ by Gaussian disturbance Gaussian perturbation ($N(\mu, \sigma)$) with steps. The parameter $\xi^{i}$ represents the step size, it weights the contribution of the Gaussian random value to the new generated value, the value of $\xi^{i}$ varies with the current iteration number to adjust search range. In formula (2), the T represent the maximum iteration, the t is the current iteration. The coefficient K is used to change the scale of function. The main procedure of BSO is showed in Algorithm. 1.

Accordingly, based on the above procedures, there are many BSO variants to improve the performance. For examples, the predator–prey brain storm optimization (PPBSO) is developed [23], where the cluster centers perform as predators, with a trend towards a better and better position; whereas the other ideas perform as preys, escaping from their nearest predators. Furthermore, a chaotic operator is incorporated into PPBSO [24], which utilizes the performance of chaotic operation in helping individuals jumping out of stagnation. In [25] a quantum-behaved BSO (QBSO) algorithm is proposed to tackle Loney’s solenoid problem by incorporating a quantum mechanism into each idea to improve population diversity and avoid the local optima.
**Algorithm 1.** Procedure of the original BSO

|   |   |
|---|---|
| **Input:** | Population: n, Maxiterations : Max, number of clusters:m |
| **Output:** | Globally optimal individual of each iterations. |
|   | 1. Generate n individuals randomly. |
|   | 2. Evaluate the fitness of n individuals. |
|   | 3. While inter Max do |
|   | 4. cluster the n individuals into m clusters, choose the centers of each cluster. |
|   | 5. For each individuals: |
|   | 6. If rand() < P_one then |
|   | 7. If rand() < P_center |
|   | 8. Select a center for updating |
|   | 9. Else |
|   | 10. Select a normal individual for updating |
|   | 11. Else |
|   | 12. If rand() < P_centers |
|   | 13. Select two centers for updating |
|   | 14. Else |
|   | 15. Select two normal individuals for updating |
|   | 16. End |
|   | 17. The offspring individuals are compared with parents individuals, the better individuals will be reserved. |
|   | 18. **Return:** Best individuals. |

Due to the promising performance, BSO and its variants have been utilized to resolve a variety of complex real-world problems [22] [26], such as economic dispatch considering wind power problem, optimal FACTS devices, electric power dispatch problems, and optimal power flow solution. However, there are few works regarding However, there are few works developed to handle the MOPs, thus, in this paper, we need to extend the original BSO to be a multi-objective version.

**Multi-Objective Brain Storm Optimization**

**Basic Idea**

In BSO, there is only one objective function to be optimized, as a result, only one solution will be found, which is a relatively easy task. Different from the above, there are multiple optimal solutions in multi-objective optimization, which represents the tradeoff between objectives to be optimized. These final solutions, termed as Pareto optimal solutions, need to be obtained in one run. In multi-objective optimization, there are two goals to be considered, i.e., the convergence and diversity. However, traditional Pareto-based approaches would become ineffective in complex MOPs, especially with the increasing number of objectives. Thus, we incorporate another effective approach, i.e., multi-indicators based approach, into BSO to resolve complex MOPs. In addition, in order to make it be suitable for multi-objective problems, some other improvements should be done for the operations of BSO, including the convergent operation and divergent operation [27].

**Convergent operation:** It is realized by the k-means method. Like most of SI algorithms, BSO needs to find better results via exploiting around the optimal solutions or exploring towards the optimal solutions. Accordingly, the convergent operation is to exploit better results around current optimal solutions. When solving the MOPs, the k-means method is not very effective to cluster the population, because it consumes a large computation cost, which is exponentially increased with the increase of the objective number. In addition, the number of dimensions of a solution in MOPs is usually much larger than the number of objectives, which would also deteriorate the effect of clustering. In this paper, we use the objective-space clustering approach in [27] to reduce the computation complexity.
Divergent operation: It is used to generate new individuals with a better diversity. Before generating a new individual, an individual need to be selected randomly as a parent idea. There are four strategies to choose this parent individual from one cluster or two clusters: 1) selecting a cluster center, 2) selecting an ordinary individual from a cluster, 3) selecting two cluster centers, 4) selecting two ordinary individuals from two clusters. The first two strategies choose one individual to search an optimal solution near a promising region, which is an effective method to improve exploitation ability of algorithm. The last two strategies use the combination of two intra-cluster individuals to construct the parent individual can find the optimal solution far from the current individuals, which can improving the population diversity and enhance exploration ability.

Proposed Algorithm

In this paper, an improved multi-objective brain storm optimization (MIBSO) is proposed to solve MOPs. Different indicators have different evaluations of solutions. For instance, in the IBEA algorithm [28], the indicator $I_{e+}$ is used to maintain the convergence of solutions. In order to obtain optimal solutions with good diversity and convergence, MIBSO adopts two different indicators to guide the evolution of population. Using indicators $I_{e+}$ can obtain solutions close to the Pareto front, which means the final solution set will perform better in convergence. Another indicator $I_d$ is based on diversity, it can make the solution set more dispersed [29]. The two indicators favor the diversity and convergence, respectively. The detailed introduction of the two indicators is in section 3.6. The main flow chart of the MIBSO is showed in Algorithm 2.

| Algorithm 2 | Procedure of the MIBSO |
|-------------|------------------------|
| 1. **Initialization operation:** Randomly generate n individuals, evaluate the n individuals; |
| 2. **While** termination not satisfied **do:** |
| 3. **Disturbance step:** Randomly replace a individual depend on the probability. |
| 4. **Clustering step:** All of the individuals are sorted according to Pareto dominance and crowding distance. Select the first n individuals as elite sets, the others belong to normal set. |
| 5. **New individual generated step:** |
| randomly generate a probability value $P_1$. |
| If $P_1 < p_a$ then |
| Generate a probability value $P_2$; |
| If $P_2 < p_b$ then |
| Choose a randomly individual from normal set as the selected one. |
| Else then |
| Choose a randomly individual from elite sets as the selected one. |
| End |
| Else |
| generate a probability value $P_3$ |
| If $P_3 < p_c$ |
| Randomly Choose the combination of two more individuals in the normal set as the selected one. |
| Else |
| Randomly Choose the combination of two more individuals in the elite set as the selected one. |
| End |
| End |
| 5. **Re-initialize:** When the number of individuals stagnation updates reaches a threshold, Reinitialize the individual. |
| 6. **Update step:** Reorder the collection of parent individuals and offspring individuals using two sets of indicators. Reserve better solutions. |
| 7. **Archive updating step:** when all individuals have been generated, each new non-dominated solution obtained in current iteration will be compared with all members in the Archive. The non dominated solution will be reserved. |
Clustering Strategy

The k-means clustering algorithm [30] is used in the original BSO, however, it is just a simple clustering strategy used in grouping operation. Especially, the k-means clustering algorithm has some disadvantages: firstly, the k value needs to be given in advance, and the number of clusters has a greater impact on the clustering result; secondly, the choice of the initial clustering center is randomly selected, and once the initial clustering center is not suitable, it will have a big impact on the clustering results; thirdly, it is sensitive to the noise point. Each clustering result may be affected by the noise point. In order to address these drawbacks, we employ the objective-space clustering approach [27]. Because the main aim of clustering is to simulate the new ideas generation process, and to find the local optimum for each cluster, we can cluster them in the objective space, which can significantly save the computation time.

After the clustering operation, the individuals are divided into two clusters, i.e., the elite set and the normal set. The new individual will be generated from the elite sets or the normal sets randomly.

Disturbance Operation and Re-initialize

In each interaction, in order to simulate the random process and prevent the algorithm from falling into the local optimum prematurely, the disturbance strategy is added on the parent ideas to yield better new individuals. By the probability-based selection, the disturbance operation determines whether it will directly replace an elite individual. If done, the elite set will be changed. As a result, it is easier to jump out of the local optimum.

Another solution to prevent algorithm from stagnation prematurely is the re-initialize mechanism. Each individual will correspond to a counter during the update process, when the count reaches a threshold, the currently updated individual will be randomly initialized [31].

Generation and mutation

New individuals are generated from an old one by using Eq. (1) (2). Four different steps are used in the generation process, as showed in Algorithm 2.

Different from original BSO, after the elite-normal clustering, there are two types of clusters in the objective space, i.e., the elite sets and the normal sets. The new individual will be generated by one or more selected individuals from the elite sets or the normal sets. To increase the interaction of the individuals, more than two individuals are selected to update the whole population [32]. There are three predetermined probability in the selection choice process: \( p_a, p_b, p_c \). The assignment of the probability may have an affection on the final search results. In this paper, \( p_a \) is set as 0.8, \( p_b \) is 0.5, \( p_c \) is 0.5.

When the individuals are selected from the current interaction, the mutation operations will be performed to the selected individual. Instead of using the Gaussian random function, the Cauchy random function is adopted in MIBSO. Compared with Gauss random function, the Cauchy random function has a larger mutation scope, which lead to a greater possibility to find a set of optimal solutions. The mutation formula is shown in the Eq. (3). In which, the \( C(\mu^i, \sigma^i) \) is Cauchy random function. \( \xi^i \) is given in formula 2.

\[
x_{new}^i = x_{current}^i + \xi^i \times C(\mu^i, \sigma^i)
\]  

(3)

Environment Selection Based on Multiple Indicators

When the offspring individuals have been generated from the parent individuals, all of the individuals will be selected to maintain the population. The environment selection operation is based on two indicators, which are used to measure the dispersion and convergence of the whole population [33][34].
**Archive for Convergence based indicator:** To make individuals to be sorted based on convergence, a quality indicator $I_{\varepsilon}$ is used in the clustering operation to improve the convergence of individuals. Suppose there are two solution sets A and B [35], then $I_{\varepsilon}$ is defined as follows.

$$I_{\varepsilon}(M, N) = \min \{ \forall y \in M, \exists x \in N : f_i(x) - f_i(y) < \varepsilon, \text{for } i \in \{1, \ldots, m\} \}$$

(4)

Where the $x$ and $y$ are solutions in solution space, $m$ represents $m$ objectives in the objective space, it represents the minimum shift quantity of each dimension of the objectives. Then the final index coefficient is calculated as follows.

$$V_{I_{\varepsilon}}(x) = \sum_{y \in F(x)} e^{-I_{\varepsilon}(x, y)/0.05}$$

(5)

**Archive for Diversity based indicator:** To make individuals to be sorted based on diversity, the quality indicator $I_{\sigma}$ is used to make the individuals sorted according to the diversity. The definition is as follows.

$$I_{\sigma}(x, y) = \sqrt{\sum_{i \in \Omega} sd(f_i(x), f_i(y))^2}$$

(6)

$$I_{\sigma}(x) = \min_{y \prec x, y \text{ precedes } x} \{ I_{\sigma}(x, y) \}$$

(7)

$$sd(f_i(x), f_i(y)) = \begin{cases} f_i(y) - f_i(x) & \text{if } f_i(x) < f_i(y) \\ 0 & \text{else} \end{cases}$$

(8)

The two indicators collaborate on environmental selection through a Stochastic Ranking strategy [36]. After the environment selection operation, the individuals with better dispersion and convergence will be retained to the next generation. An external archive is used to reserve the non-dominated solutions.

**Experiments and Discussions**

**Test Functions and Experimental Setup**

The comparison result of functions is shown in Figure 1. For almost of problems, the MIBSO perform slightly better or comparable to others, and can be clearly observed from the figure that the distribution of solutions is more uniform than others, which shows the Multi-indicators mechanism works for keeping the balance of diversity and convergence.

| Problem | Value | MIBSO | NSGA II | MMOPSO | IBEA | SMPSO |
|---------|-------|-------|---------|--------|------|-------|
| ZDT1    | Mean  | 5.189e-03 (5.88e-04) | 4.754e-03 (3.94e-04) | 4.787e-03 (1.40e-04) | 4.610e-03 (1.32e-04) | 4.733e-03 (5.15e-05) |
| ZDT2    | Mean  | 4.192e-03 (7.29e-05) | 4.770e-03 (5.01e-04) | 5.077e-03 (2.18e-04) | 8.815e-03 (2.27e-04) | 5.232e-03 (1.05e-03) |
| ZDT3    | Mean  | 5.234e-03 (1.28e-04) | 5.397e-03 (3.70e-05) | 5.938e-03 (1.64e-04) | 3.454e-02 (1.41e-02) | 5.062e-03 (1.01e-04) |
| ZDT4    | Mean  | 1.113e-02 (1.89e-03) | 1.158e-02 (6.56e-04) | 7.662e-02 (9.72e-02) | 1.881e-01 (1.96e-01) | 1.032e+01 (8.75e+0) |

In order to verify the performance of proposed multi-objective BSO algorithm, some comparative experiments were set. The algorithm for comparison is: NSGA-II [1], MMOPSO, IBEA, SMPSO.
Four benchmark test problems are used to validate the performance: ZDT1, ZDT2, ZDT3 and ZDT4. Each problem has two objectives. The Inverse Generational Distance (IGD) metric is used as the testing standard [37] [38]. The iteration in one run is 1000; Each test function was run 30 times, and the average values and standard deviation of the test function were recorded in the Table 1.

![Figure 2. The obtained Pareto fronts contrast curve of all algorithm in ZDT1,ZDT2,ZDT3,ZDT4.](image)

**Results and Analysis**

The mean and standard deviation values of IGD by the four algorithms over 30 independent runs are given in Table 1. From the table, it is clearly observed that MIBSO performs more powerfully than most of other peer algorithms, mainly due to its adopted multi-indicator cooperation strategies.

From the Table 1, it can be found MIBSO have a better result on most benchmark functions. MIBSO performs best on ZDT2 and ZDT4, SMPSO shows the best performance on ZDT3, MIBSO slightly worse than it, but also better than the others. IBEA is a classic indicator-based algorithm, only one indicator $I_\epsilon$ is applied to the algorithm, which prefers convergence to diversity. It performs better than others on ZDT1, but do bad on other problems. Especially, the diversity of the solutions is worse than MIBSO, which means the MIBSO do well on balance the diversity and convergence.

**Summary**

In this paper, a new proposed multi-objective brainstorm optimization based on two indicators called MIBSO is developed to solve the MOPs. Multiple indicators are used to select better individuals, which can enhance the diversity and convergence of the algorithm synergistically. The use of clustering in objective space can reduce computational complexity and make individuals move toward the better results and finally get better individuals. Experimental results show that the MIBSO is relatively prominent or at least comparable to some of the contrast algorithm in terms of IGD. As can be seen MIBSO can be a reliable algorithm to solve multi-objective problem.
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