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Abstract. There is a map, defined and studied by Jones, from Thompson's group $F$ to knots. Jones proved that every knot is in the image of this map – that is, that every knot can be seen as the “knot closure” of a Thompson group element. We approach the question of methodologically finding Thompson group elements to generate a particular knot or link through the lens of Conway’s rational tangles. We are able to give methods to construct any product or concatenation of simple tangles, and we hope these are seeds for a more skein-theoretic approach to the construction question.

1. Introduction

Thompson’s groups $F \subset T \subset V$ are infinite but approachable groups which exhibit some particularly interesting characteristics [6]. Most famously is the open question of whether $F$ is amenable. They have applications in a variety of fields including logic, von Neumann algebras, category and homotopy theory, and shape theory [7].

Recently V.F.R. Jones has considered connections between the Thompson groups and constructions of conformal field theories [9]. The idea of this work is to replace the very large group Diff($S^1$) with the more approachable Thompson group $T$, which acts on the circle via piecewise linear functions which are differentiable except at finitely many dyadic rational numbers. Sadly, one cannot achieve a CFT as a semicontinuous limit of finite spin chains with an action of $T$, as shown in [11]. Nevertheless, this work has been the catalyst for recent interesting work on the Thompson group, including study of its representations [2–5] and a connection to knots, which is the subject of this paper.

One presentation of the Thompson group is by pairs of rooted binary trees [6]. Jones observed that these pairs of diagrams can be easily turned into knot/link diagrams [10], and proved that all knots and links can be thus generated. However, this method of producing knots is somewhat piecemeal, and the question of whether there is a better way to do this was asked by Jones himself.

In this article, we take a tangle-theoretic approach to the creation of knots and links from Thompson diagrams, using Conway’s rational tangles [8] as an organizational principle. We explain how to construct Thompson group elements that correspond to tangle sums or concatenations of (positive) $n$-crossing tangles.

After this work was completed, we were made aware of the article [1] in which Aiello and Baader construct Thompson group elements corresponding to a similar class of knots (this is their Corollary 2, concerning arborescent links associated to certain trees with positive weights). Their algorithm, and the Thompson group elements they construct, are different from ours. From the point of view of the Thompson group, their results are more interesting, as they answer the question of which links come from the positive monoid $F_+$ of $F$. But our results may be more interesting from a skein-theoretic point of view, and perhaps generalize in different directions. Regardless, there is now a large class of knots for which three distinct presentations are known, which could be fruitful fodder in a search for a Markov-type theorem for the group $F$. Section 5 includes an explanation of this question.
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2. Background

2.1. Thompson’s group $F$. An element of the Thompson group $F$ is a piecewise linear function, with slopes which are powers of 2 and only change at dyadic rational numbers. An example element is shown in graph form below. The function is completely described by the domain and range partitions created by the non-differentiable points, shown in the second diagram below. The binary trees, also in the second picture, are constructed from the partition \[6\]. If we join the two trees along their leaves, we get a Thompson diagram (third diagram below). We finally turn this Thompson diagram into a knot \[10\], as shown in the fourth diagram.

\[\begin{array}{c}
\text{domain} \\
\text{range}
\end{array}\]

Definition 2.1. $R$ denotes reflection over the horizontal axis, and acts on Thompson diagrams.

Definition 2.2. The building blocks of our Thompson diagrams will be chairs. Chair always refers to the left diagram below, with the given orientation. A reflected chair is shown on the right.

\[\begin{array}{c}
\text{Chair} \\
\text{Reflected Chair}
\end{array}\]

Notation 2.3. We abbreviate the Thompson diagram consisting of a rectangle with $n$ chairs inside with a single chair labelled with $n$.

\[\begin{array}{c}
\text{Notation}
\end{array}\]

Note that above, $n$ refers to the number of chairs, not the number of legs on chairs. (All our chairs are three-legged.)

Definition 2.4. A snipped Thompson diagram $\tilde{T}$ is a Thompson diagram $T$ with a small neighborhood of one (or more) of its corners deleted. Subscripts right ($r$), left ($l$), top ($t$), or bottom ($b$) will be added to $\tilde{T}$ to indicate which corners are removed.

\[\begin{array}{c}
\text{Definition}
\end{array}\]
2.2. Knots and tangles. A mathematical knot is a smooth embedding $S^1 \to \mathbb{R}^3$, considered up to equivalence by ambient isotopy of $\mathbb{R}^3$. Pragmatically speaking, knots are almost two dimensional – one may choose a plane to project into so that the projection map is one-to-one except for a finite set of crossings where two strands come together. Thus we illustrate knots in the plane by drawing crossings with a continuous overstand and drawing the understand with a break in it.

To analyze the knots generated by Thompson diagrams, we are going to think about tangles as the building blocks for knots.

**Definition 2.5.** A tangle is a collection of potentially intertwined strings inside a disk, with the ends of the strings anchored at the boundary of the disk. To specify that a tangle has $n$ fixed strings at the boundary, we call it an $n$-tangle.

**Definition 2.6.** $R$ denotes reflection through a horizontal mirror, and can act on knots and tangles.

**Definition 2.7.** The simplest tangles consist of two strings that we twist together $n$ times. The tangle anchors are points $N$, $S$, $E$ and $W$ and our strings originate from $N$ and $W$. If $n$ is positive, illustrated below, we twist the strings $n$ times with the horizontal strand passing over the vertical strand. If $n$ is negative, we twist the strings $-n$ times with the vertical strand passing over the horizontal. This is called an $n$-crossing-tangle and denoted by a circle labeled by $n$.

**Definition 2.8.** Multiplication is a tangle operation that attaches the upper and left strings of a reflected tangle to the lower and right strings of a second tangle, so that the product $F \cdot G$ is the tangle

Notice that tangle multiplication is not associative nor is it commutative. Also, our multiplication is a rotation of the usual definition of tangle multiplication \[.]
Definition 2.9. A rational tangle is any tangle that can be formed by multiplication of \( n \)-crossing-tangles.

Definition 2.10. Addition is a tangle operation that attaches the right most strands of a tangle to the left-most strands of another tangle, so that the sum \( F + G \) is the tangle

```
\[
\begin{array}{c}
\text{F} \\
\text{G}
\end{array}
\]
```

Definition 2.11. Concatenation is an operation which takes two reflected tangles and connects the bottom and right ends of the first tangle to the top and left ends of the second tangle, so that the concatenation \( F,G \) is

```
\[
\begin{array}{c}
\text{F} \\
\text{G}
\end{array}
\]
```

Note that concatenation is the result of multiplying each individual tangle by zero, and adding together the result. Thus, it is a kind of algebraic tangle:

Definition 2.12. Any tangle that can be formed by iterated addition and multiplication of \( n \)-crossing-tangles is an algebraic tangle.

Definition 2.13. The closure of a 4-tangle is the knot that results from connecting the north and east strands, and the south and west strands, outside of the tangle.

```
\[
\begin{array}{c}
\text{F} \\
\text{G}
\end{array}
\]
```

Definition 2.14. A knot diagram (tangle diagram) is a projection of a knot (tangle) into two dimensions, arranged so that the only intersections are between two non-parallel strands. At these intersections, the overstrand is drawn continuously, and the understrand is drawn with a break.

Definition 2.15 (Conway Notation). Recall John Conway’s notation for knots consisting of rational tangles and algebraic tangles. Where multiplications occur, the number of twists in each \( n \)-crossing-tangle are written side-by-side. Parentheses are necessary as multiplication is not associative. Where concatenations occur, a comma separates the tangles being concatenated. The entire thing is surrounded by square brackets to show the closure of the tangle into a knot.

This is the tangle with Conway notation 32, 4. :
2.3. Producing a knot from a Thompson tree diagram. Here is Jones’ method for creating knots from Thompson tree diagrams:

**Definition 2.16.** We define a function $\psi$ that maps Thompson diagrams to knot diagrams. It is defined skein-theoretically: $\psi$ replaces branches with crossings by having an overstrand connect the two branches, and an understrand beginning along the trunk and continuing vertically through the crossing:

$$\psi: \begin{array}{c} \rightarrow \end{array}, \quad \begin{array}{c} \rightarrow \end{array}.$$

The top and bottom corners of the diagram also become crossings, by making the two sides into an overstrand and introducing a vertical understrand:

$$\psi: \begin{array}{c} \rightarrow \end{array}, \quad \begin{array}{c} \rightarrow \end{array}.$$

Then, each connected region of the modified diagram (including the exterior) has two newly created loose ends; connect these without introducing any further crossings [10].

Here is an example:

Note that $\psi$ can produce a knot or a link, and that $\psi$ turns a snipped Thompson diagram into a tangle.

**Theorem 2.17.** Consider a chair, as shown below, which is part of a Thompson diagram. The chair appears exactly as shown, with no additional edges or connections in the white region. Outside of the white region, the rest of the diagram is unknown. After applying $\psi$ and performing ambient isotopies, this diagram becomes a tangle consisting of a 1-crossing-tangle above a line.
Proof. Beginning with the chair in the Thompson diagram, first we apply $\psi$, then ambient isotopies:

\[
\begin{align*}
S & \quad \Rightarrow \quad S' \\
& \quad \Rightarrow \quad S'' \\
& \quad = \quad \text{Diagram}
\end{align*}
\]

\[\square\]

**Theorem 2.18.** Applying $\psi$ to $n$ chairs in a row produces an $n$-crossing tangle above a line, as shown below.

Proof. Each chair will become a 1-crossing-tangle connected in the following manner:
Corollary 2.19. $n$ reflected chairs gives a reflected $n$-crossing-tangle.

Definition 2.20. We define a variation on $\psi$ which sends Thompson diagrams to knot diagrams (and snipped Thompson diagrams to tangle diagrams) which are a few steps more simplified. Let $\psi'$ work by directly replacing $n$ parallel chairs with an $n$-crossing-tangle, and corners which are not part of chairs are mapped according to the same rules as $\psi$.

Here is an example with a Thompson diagram and knot diagram:

Theorem 2.21. Let $T$ represent the set of tangles, $\mathcal{KD}$ the set of knot diagrams, and $\mathcal{K}$ the set of knots. $\phi$ is the usual interpretation of knot diagrams as representatives of knots. The following diagram commutes:

$$
\begin{array}{ccc}
T & \xrightarrow{\psi'} & \mathcal{KD} \\
\downarrow{\psi} & & \downarrow{\phi} \\
\mathcal{KD} & \xrightarrow{\phi} & \mathcal{K}
\end{array}
$$

Proof. As in the proof of Theorem 2.17 we go from the bottom left $\mathcal{KD}$ to the top right $\mathcal{KD}$ by ambient isotopy. As knots are defined up to ambient isotopy, the end result in both cases is the same. \hfill \square

2.4. Jones’ algorithm. Vaughan Jones provided an algorithm which, given a knot $K$, produces a Thompson diagram $T$ whose associated knot is again $K$: $\psi(T) = K$. As told to us by Jones himself, this algorithm has a few unsatisfying aspects. Essentially, this algorithm is very far from functorial (even though we don’t know exactly what functorial should mean here), and not in any sense skein-theoretic or tangle-theoretic.
Jones’s algorithm is based on the following observation: If one begins with a Thompson diagram $T$ and produces a knot $\psi(T)$, then the diagram for $\psi(T)$ will have a checkerboard shading on its regions (as do all knot diagrams), in which every region intersects the horizontal midline exactly once.

![Diagram of Thompson diagram transformation]

We observe some further patterns: There are two types of shaded crossing. A positive crossing has the form $\quad$ and a negative crossing has the form $\quad$. Now, looking at the crossing types in our shaded Thompson knot, one notices only positive crossings above the midline and negative crossings below.

Next, we focus on the connection data between the unshaded regions. Place a vertex in each unshaded region (and one representing the exterior region, to the left of the diagram), and if two unshaded regions meet at a vertex, connect them by an edge. Label the edge by the type (positive or negative) of crossing. Notice that each vertex except the leftmost has exactly one positive edge coming in from a further left vertex, and exactly one negative edge coming from further left. (This is because all unshaded regions have a ‘medial string’ forming their left boundary.) A consequence of this is that our planar graph is in fact the union of two trees – one made of the positive edges, one of the negative.
If we wish to run this procedure backwards – that is, start from a knot and render it as the image of a Thompson tree diagram – we start by checkerboard shading the regions of the knot, putting a vertex in each unshaded region, and then isotoping the diagram so that the new vertices sit along a midline.

Our running example for constructing a Thompson diagram associated to a knot will be the following:

By adding a vertex to each unshaded region, and isotoping the knot so the new vertices are arranged horizontally, we get:
We then extract the graph, and draw every edge as either having all positive, or all negative, $y$-coordinates (except at endpoints, where $y = 0$). Then we may omit the plus labels on edges with all positive $y$-coordinates, and omit the minus on edges with negative $y$-coordinates.

The resulting graph does not yet have the form we observed, above, as coming from a Thompson tree diagram knot. First, there is one negative edge with positive $y$-coordinates, and one positive edge with negative $y$-coordinates. Second, all of the vertices fail to have exactly one positive and one negative edge incoming.

To manipulate this graph into Thompson form without changing the knot it represents, we consider the effect of Reidemeister moves I and II on the signed planar graph obtained from unshaded regions. Reidemeister I moves allow us to delete self-loops and degree-one vertices. Reidemeister II moves allow us to contract a sequential positive and negative edge, or cancel a pair of parallel positive and negative edges.
A note on conventions: a vertex with adjacent ellipses indicates that the vertex may have additional edges coming out of it; the additional edges are unaffected by the depicted move.

Remember, our goal is to make a planar signed graph into a planar signed graph coming from a Thompson tree. We can force positive edges up and negative edges down, using a Reidemeister II move. In the examples that follow, vertices that are created by a Reidemeister I or II move are highlighted in pink during that step.

Now we have a signed planar graph where the signs of all edges are accurately reflected in their $y$-coordinates. It still remains to manipulate our graph so that each vertex (other than the initial one) has one incoming positive edge and one incoming negative edge. First we deal with vertices that have too many incoming edges, by splitting them up using a Reidemeister II move. In our running example, this looks like

where the multiple edges coming into a vertex $k$ in the earlier diagram have been split between vertices $k$ and $k'$ in the new diagram.

Our final step is to give out extra edges as needed. If we use a Reidemeister I move to create a new vertex and edge, and then a Reidemeister II move to create a double bond with the vertex to its left, then our new vertex also has incoming edges of both signs.
Thus we have created a signed planar graph of the sort that can arise from a Thompson group knot. More than that, it does arise from a Thompson group element. The edges direct us how to place the crossings: one per edge, with the edge passing through the unshaded regions and the sign of the crossing based on the sign of the edge. Then the faces of the graph tell us how to connect the crossings: around the perimeter of each face (and the outer face). The result is a knot which is a small isotopy away from having the Thompson group form.

3. Multiplication of Tangles

Definition 3.1. The Thompson diagram $T(x)$ is the diagram from 2.3.

The Thompson diagram $T(x_1, x_2, \ldots, x_n, x_{n+1})$ for $x_i \geq 1$ is defined recursively: $T(x_1, x_2, \ldots, x_n, x_{n+1})$ is the rescaled concatenation of two Thompson diagrams, where the lower right edge of $T(x_{n+1})$ is joined to the upper left edge of $R(T(x_1, x_2, \ldots, x_n))$. This process is illustrated below:

\[
T(x_1, x_2, \ldots, x_n) \rightarrow R(T(x_1, x_2, \ldots, x_n-1)) \rightarrow R(T(x_1, x_2, \ldots, x_n, x_{n+1}))
\]

where $A$ is the composition of former parts of the recursion relation. Note that the diagram for $T(x_1, x_2, \ldots, x_{n-1}, x_n)$ has one less chair in each position than the notation suggests (except for the final position), for reasons that will be clear soon.

Example. Let us demonstrate the construction of $T(3, 4, 2, 5)$.

We begin with $T(3)$, from which we construct $T(3, 4)$, and next $T(3, 4, 2)$:
And finally we produce $T(3, 4, 2, 5)$:

\[
\text{Definition 3.2. When } n \text{ is odd, } K(x_1, x_2, \cdots, x_n) \text{ is the knot diagram on the left, and when } n \text{ is even, the diagram on the right:}
\]
The $K$’s are related by a recursion relation similar to the one in Definition 3.1. This will be explained in more detail later.

**Example.** The knot $K(3, 4, 2, 5)$:
**Definition 3.3.** When $n$ is odd, the tangle $\tilde{K}_l(x_1, x_2, \ldots, x_{n-1}, x_n)$ is defined as the diagram on the left below, and when $n$ is even, it is defined as the diagram on the right:

Note that $\tilde{K}_l$ is $K$ but snipping the strand from top to bottom, and snipping the left-hand rounded corner. In general, snipping $K$ is similar to snipping $T$, except when $K$ is snipped, we always cut the strand that goes from top to bottom in addition to the (rounded) corner indicated by the subscript.

This is almost the tangle with Conway notation $x_1 x_2 \cdots x_{n-1} x_n$. Observe a zig zagging strand in the middle of the diagram that goes over all other strands it meets. If we move this strand over so that it sits outside of $x_1$ and doesn’t cross any other strands, it will be the Conway notation tangle mentioned above.

Note that tangle multiplication is not associative, so $x_1, x_2, x_3$ means $(x_1 x_2) x_3$.

**Theorem 3.4.** $\psi'(\tilde{T}_l(x_1, x_2, \ldots, x_{n-1}, x_n)) = \tilde{K}_l(x_1, x_2, \ldots, x_{n-1}, x_n)$

**Proof.** We will illustrate the case where $n$ is even; the case for odd $n$ works analogously.

Base case:

$$\tilde{T}_l(x_1) = \quad \psi'(\tilde{T}_l(x_1)) = \tilde{K}(x_1).$$

Inductive hypothesis: Suppose we’ve shown the statement true for some $k \geq 1$, so we’ve shown:
Reflecting the previous picture, and bringing in the $k + 1$st chair set, we have

When connected, these become
This is exactly $\tilde{K}_l(x_1, x_2, \cdots, x_{k-1}, x_k, x_{k+1})$.

**Corollary 3.5.** It is obvious that the closure of $\tilde{K}_l$ is $K$, so
\[ \psi'(T(x_1, x_2, \cdots, x_{n-1}, x_n, x_{n+1})) = K(x_1, x_2, \cdots, x_{n-1}, x_n, x_{n+1}) \]

By performing an ambient isotopy on the strand in $K(x_1, x_2, \cdots, x_{n-1}, x_n, x_{n+1})$ that goes over the middle of the diagram from one end to the other, we see that we have the knot which is the closure of the product of tangles $\prod_{i=1}^{n} x_i$. 
4. Concatenation of Tangles

Definition 4.1 (Flipped Reflected Chair). This is a reflected chair rotated by 180 degrees. It is left-oriented, so \( n \) of them will produce an opposite \( n \)-crossing-tangle when acted upon by \( \psi' \).

The building blocks of our diagrams relating concatenations of tangles are called ‘stories’:

Definition 4.2. A story of a concatenation Thompson diagram has ‘furniture’ consisting of a single pillar to the left of \( x_i - 2 \) flipped reflected chairs. The top left edge of the diagram is the ceiling, and the bottom right edge is the floor.

Definition 4.3. The Thompson diagram \( U(x_1, x_2, \ldots, x_{k-1}, x_k) \) is an apartment building made out of stories as defined above. We define \( U(x_1, x_2, \ldots, x_{k-1}, x_k) \) recursively:

\[ \text{or perhaps the leaning tower of Pisa} \]
and $U(x_1, x_2, \ldots, x_{n+1})$ is created from $U(x_1, x_2, \ldots, x_n)$ by appending a bottom story with $x_{n+1} - 2$ chairs, so that the pillar of the bottom story is to right of all the chairs of the story above it (as illustrated by the red dot and line):

**Definition 4.4.** The knot diagram $J(x_1, x_2, \ldots, x_{n-1}, x_n)$ is defined as the diagram below left, and the 6-tangle diagram $\tilde{J}_{rb}(x_1, x_2, \ldots, x_{n-1}, x_n)$ is defined as the diagram below right:

**Theorem 4.5.** $\psi'(\tilde{U}_{br}(x_1, x_2, \ldots, x_{k-1}, x_k)) = \tilde{J}_{br}(x_1, x_2, \ldots, x_{n-1}, x_n)$

**Proof.** Base case: When $n = 1$, we have
Now supposed we’ve proven the statement true for some natural number $k \geq 1$, so we’ve shown:

\[
\ldots - 2 \quad x_1 - 2 \quad = \quad x_1 - 1 \quad \ldots
\]

(Br Kaw 1st chair set gives:

(The above right is an abbreviated version of $\tilde{J}_{br}(x_1, x_2, \ldots, x_{k-1}, x_k)$)

Bringing in the $k + 1$st chair set gives:
When connected, these become

This is exactly \( \tilde{J}_{br}(x_1, x_2, \ldots, x_{k-1}, x_k, x_{k+1}) \).

It is obvious that the closure of \( \tilde{J}_{br}(x_1, x_2, \ldots, x_{k-1}, x_k, x_{k+1}) \) is \( J(x_1, x_2, \ldots, x_{k-1}, x_k, x_{k+1}) \).

Thus, \( \psi'(U(x_1, x_2, \ldots, x_{n-1}, x_n)) = J(x_1, x_2, \ldots, x_{k-1}, x_n, x_{n+1}) \).

Notice a single strand zig-zagging over all other strands in the middle of the diagram. Moving this strand over and merging adjacent crossings with the \( x_{i-1} \)-tangles, we have the knot that is the closure of the tangle \( x_1, x_2, \ldots, x_n \) in Conway notation.
5. Future Directions

In this article we describe how a specific class of tangle-closure knots can be built from Thompson diagrams. These are knots which are the closure of a product of positive \(n\)-crossing tangles, or the closure of a concatenation of \(n\)-crossing tangles.

The immediate next steps are to duplicate these procedures for products or concatenations consisting of a combination of negative and positive crossings; and tangle addition ought also to be considered. After that, it would be desirable to understand the Thompson diagram analogs of tangle operations of multiplication, concatenation and addition in a truly general way – for inputs that are arbitrary and not restricted to \(n\)-tangles.

A more general question is whether there is a Markov-type theorem for links coming from Thompson group elements. In the theory of braid groups, Markov’s theorem explains that two braids have closures that are equivalent links if and only if they are related by a series of allowed moves. These moves include some Reidemeister-type moves on the braids, as well as conjugation and stabilization. It would be interesting to find a Markov-type relation on Thompson group elements, explaining when two distinct elements of \(F\) generate the same link. One may generate quite of lot of data about distinct elements that generate the same link by using the algorithms of Jones [9], of this article, and of Aiello-Baader [1], to find three different presentations of any knot coming from tangle multiplications or concatenations of positive \(n\)-crossing tangles.
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