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Abstract: The accurate forecasting of tourism demand is complicated by the dynamic tourism marketplace and its intricate causal relationships with economic factors. In order to enhance forecasting accuracy, we present a modified ensemble empirical mode decomposition (EEMD)–autoregressive integrated moving average (ARIMA) model, which dissects a time series into three intrinsic model functions (IMFs): high-frequency fluctuation, low-frequency fluctuation, and a trend; these three signals were then modeled using ARIMA methods. We used weekly hotel occupancy data from Charleston, South Carolina, USA as an empirical test case. The results showed that for medium-term forecasting (26 weeks) of hotel occupancy of a tourism destination, the modified EEMD–ARIMA model provides more accurate forecasting results with smaller standard deviations than the EEMD–ARIMA model, but further research is needed for validation.
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1. Introduction

Tourism significantly contributes to the world economy. However, the industry is often influenced by many economic factors, creating volatility and causing difficulty in tourism forecasting. Two of the most popular forecasted variables are tourist arrivals and expenditures, which are crucial for tourism businesses and organizations to meet the needs of tourists, allocate limited resources, and formulate appropriate market strategies and policies [1]. In addition, hotel occupancy reflects one of the most important sectors in the tourism industry. At a business level, hotel occupancy forecasting helps individual hotels in revenue management practices and decision making in marketing. As a result, hotels can fully utilize their existing inventories with less waste and thus contribute to the sustainable development of a property; at the macro level, accurate forecasting is beneficial to strategic policy making and the sustainable development of tourism destinations by allocating appropriate resources for supporting hospitality operations.

The main time-series methods for tourism forecasting include an autoregressive integrated moving average (ARIMA) model, autoregressive conditional heteroscedasticity model, generalized autoregressive conditional heteroscedasticity model, and stochastic volatility model. These methods have been widely used in various economic and financial studies due to their speed, convenience, practicality, and relative accuracy, particularly for stable time-series data [2].
However, past studies have shown that no one forecasting method is superior to others under all scenarios. Some studies have shown that a combination of various methods gives more accurate results than a single forecasting method, such as a combination of qualitative and quantitative, and linear and nonlinear methods, or a combination of several elements, such as tourism cycles, seasonality, social events, and risks [3].

Accurate tourism demand forecasting usually relies on consistent patterns in the historical data. However, time series of tourism demand are usually nonlinear and nonstationary, and are affected by random factors that generate a considerable amount of noise due to market dynamics, which makes accurate prediction difficult.

Empirical mode decomposition (EMD) is a novel method of adaptive time series signal analysis [4]. Based on Fourier transformation, this method is considered the most critical breakthrough in linear and spectrum analysis since 2000 [5]. Ensemble empirical mode decomposition (EEMD) was an improvement to the empirical mode decomposition (EMD) that emerged in 2005 [6]. It is believed that combining the EEMD method and ARIMA model helps remove interference signals from the original tourism time series, resulting in a more accurate trend for better forecasting [7,8]. The present study introduced a modified EEMD–ARIMA model, and used it to generate predictions of hotel occupancy. This technique eliminates problems such as nonlinearity and instability that cannot be resolved in traditional ARIMA models. It also employs a self-adaptive time-frequency analysis and does not require a priori assumptions, and thus can be widely applied.

2. Literature Review

The earliest tourism demand forecasting research dates from the 1960s. Beginning in the 1990s, the rapid development of the tourism industry led to an expansion of empirical research on the topic, and a large amount of studies subsequently emerged.

2.1. Time Series and Econometric Methods

In the past three decades, time-series and econometric models have been the two main methods in tourism forecasting. Song and Li reviewed 121 studies of tourism forecasting, among which 72 studies used time-series models to predict tourism demand. Other studies have validated that the ARIMA model is superior to other models [9,10]. In more current studies, ARIMA models are proved to be adaptable to new types of data series, such as Google search engine volume data [11,12]. Pan et al. used Google search query volume data to study hotel demand in Charleston, South Carolina, USA.

A notable feature of econometric models is that they analyze not only single time-series, but also the relationships between the time series and other independent and explanatory variables, such as variables in tourism, markets, economies, or policies. Researchers surveyed the econometric models employed in 84 empirical tourism studies, confirming that from the 1960s to the 1980s, advanced methods such as VAR, autoregressive distributive lag, time-varying parameter (TVP), an almost ideal demand system (AIDS), and cointegration and error correction models (CI/ECM) populated econometric methods. Their results showed that TVP models provided relatively higher accuracy than the alternative models. As a result, researchers further developed this model [13]. Gunter and Onder [14] compared seven different models in forecasting the tourism demand of Paris from its major source markets. Naïve-1 model served as a benchmark. All seven models, including error-correction formulation of autoregressive distributed lag model (EC-ADLM), classical and Bayesian VAR, TVP, ARIMA, and error, trend, seasonality (ETS), significantly outperformed the benchmark model in all cases of source markets and forecast length.
2.2. Combined Methods

Researchers constantly work on the comparison of models; however, no single model is proven superior to others in all cases. Some studies have shown that combined models are more accurate than single ones [3].

Makridakis et al. conducted a series of studies that aimed to compare the forecasting accuracy of different methods by examining a large amount of samples. The termed Makridaskis Competitions (M-competition) testified that accurate forecasting depended on a good match between method and the type of time scale, the type of series (macro, micro, etc.), and the time horizon of forecasting. It also showed that the combination of a few methods helped improve the overall forecasting accuracy. The following studies (known as M2-competition and M3-competition) selected different samples on scales and types, and adopted diverse methods [15–17].

Peng, Song, and Crouch found that various combinations of factors influence forecasting outcomes. They performed a meta-analysis of tourism demand forecasting and offered practical suggestions. The reviewed 65 studies from 1980 to 2011, and showed that the accuracy of forecasting models is influenced by tourist origins, destinations, duration of stay, modeling methods, data frequency, the types of demand variables and their measures, and sample sizes. However, they revealed that a combination of methods usually showed superior accuracy compared with single ones [18].

Bangwayo-Skeete and Skeete incorporated Google search query volume in autoregressive mixed-data sampling (AR-MIDAS) models, and demonstrated its superiority in forecasting the amount of tourists from three main source countries to five Caribbean destinations [12]. Li et al. proposed a generalized dynamic factor model (GDFM) with search engine data to forecast tourist demand in Beijing. By using the common components of search trends data to construct a better index, they compared the new index with an ARIMA model, and a model with an index created by principal component analysis. The results showed that the combination of a composite search index and GDFM resulted in more accurate results [19].

Linear and nonlinear methods were combined by Chen to forecast outbound tourism demand. The three linear forecasting methods were naïve, exponential smoothing, and ARIMA models. These were combined with two nonlinear methods, back-propagation neural networks (BPNNs) and support vector regression (SVR); the directional change accuracy (DCA) test was used to forecast turning points. The study produced forecasts using the three linear methods, in combination with BPNNs, SVR, and the DCA test. The result revealed that combined methods outperform single linear methods [3].

2.3. Other Methods

Besides time-series and normal econometric models, researchers have been trying to apply or combine more methods from other fields.

By the late 1990s, the neural network method had become widely adopted in scientific and business fields. Before a study by Law [20], few studies had used this method to forecast hotel demand. Law showed that the neural network model outperformed multiple regression and naïve extrapolation.

Simulation methods have been used by Zakhary et al. By making accurate estimations of the algorithm’s parameter, the Monte Carlo simulation method can simulate the actual physical processes that are related to hotel demand and occupancy. Through the application of this method, hotel reservation was simulated forward in time, and these future Monte Carlo paths yielded forecast densities. This method attained superior outcomes compared to other methods [21].

Pai, Hung, and Lin employed a novel method to forecast tourism arrivals in Hong Kong and Taiwan from 1969 to 2010. They applied the fuzzy c-means clustering algorithm combined with logarithm least-squares support vector regression (LLS-SVR), and used genetic algorithms (GA) to select the parameters. They compared this with the traditional ARIMA method, and revealed that their novel method was superior to traditional ones [22].
Hassani et al. applied Singular-Spectrum Analysis (SSA) to forecast tourist arrivals to the United States (U.S.). By comparing to ARIMA, exponential smoothing and neural networks, SSA was superior to alternative models over both short and long periods [23].

Caicedo-Torres and Payares surveyed several machine learning models, such as ridge regression and kernel ridge regression, to forecast the daily occupancy rates for a hotel. They discussed the approaches related to dataset construction and model validation, and found that machine learning models are good tools to forecast daily hotel occupancy [24]. Researchers also succeeded in increasing daily hotel occupancy forecasting accuracy by introducing simulated scenario analysis. A competitive set’s aggregated forecast was set as the input to the process; therefore, the individual forecast absorbed external factors in the market, and thus improved the accuracy [25].

EMD is a new self-adaptive algorithm that can decompose a series of data. Few studies have focused on adopting EMD in tourism research. EMD and BPNNs were applied to examine tourism demand forecasts in Taiwan. Chen, Lai, and Ye reviewed samples of tourists from Japan, Hong Kong, and Macao in 1971, and then contrasted EMD–BPNN analysis with BPNNs and an ARIMA model alone. The EMD–BPNN method attained more accurate outcomes than did the BPNN or ARIMA methods [26]. Zhang et al. adopted EEMD–ARIMA for daily hotel occupancy forecasting for an individual hotel. This research validated that the EEMD–ARIMA model had better forecasting ability than the ARIMA model, especially in the short term [7].

In conclusion, researchers have adopted time series, econometric models, and artificial intelligent methods to forecast tourism demand. A combination of methods has been proven superior in some cases. As a novel data decomposition method, EMD has been combined with neural network as well as ARIMA, and proven superior in daily hotel occupancy forecasting. However, the existing EEMD–ARIMA model showed a satisfactory result only in a very short period of a few days. It is unclear in its applicability in other time series in different scales. Therefore, the present research verified the existing EEMD–ARIMA model, and introduced a modified EEMD–ARIMA model to achieve accurate medium and long-term forecasting for hotel occupancy.

3. Methodology

ARIMA models first turn unstable time series into stable time series by $d$ differences (Equation (1)), and then regress dependent values on lag values and the random error’s present and lag values. Depending on the stability of the original time series and its differencing methods, an ARIMA model can be expressed as an AR model, MA model, or ARMA model.

Time series of tourism demand are often nonlinear and nonstationary with white noises, and can cause difficulties in forecasting tourism demand. Therefore, the white noises were reduced by EEMD, so that irregular fluctuations could be transferred to more mild and understandable series. Thus, EEMD is applied to abstract main trend and stable cycles from a signal, and seems to be an ideal candidate.

Unlike existing EEMD research in tourism, the previous empirical study often adopted nonstationary and nonlinear time series data, while hotel occupancy data often reflects local tourism seasonality, thus relatively stable. As this kind of data were decomposed by EEMD, it would generate many high-frequency signals. When these signals were forecast by ARIMA models separately, the summation of respective errors would further accumulate, resulting in misleading predictions. Therefore, we introduce a modified EEMD–ARIMA model by partially combining signals decomposed by EEMD, and subsequently decreased the errors.

This research aimed at validating a modified EEMD–ARIMA method for accurately forecasting tourism demand in terms of hotel occupancy.
3.1. Autoregressive and Moving Average Model (ARMA)

In general, an ARIMA (p,d,q) model can be expressed as:

$$\Delta^d \ln y_t = \mu + \sum_{i=1}^{p} \phi_i \Delta^d \ln y_{t-i} + \epsilon_t + \sum_{i=1}^{q} \theta_i \epsilon_{t-i}$$  \hspace{1cm} (1)$$

ARMA and AR models are a more general form of ARIMA (p,d,q). These models are standard time series models [10].

3.2. Empirical Mode Decomposition (EMD)

In the EMD method, Wu and Huang used intrinsic model function (IMF) to convert time signals into narrowband frequencies [6]. They believe that all signals are composed of IMFs in different frequencies, and the compounded IMFs make up a natural signal. The goal of the EMD method is to decompose IMFs from signals with Hilbert transformation. The following describes the specific steps of the EMD method:

1. Plot the original data signal x(t);
2. Select all the maxima points from the original data, and connect them to compose an upper envelope $e_{\text{max}}(t)$ with spline interpolation; then connect all of the minima points the same way to form the lower envelope $e_{\text{min}}(t)$;
3. Calculate the mean $a_1(t)$ between the upper and the lower envelopes:
   $$a_1(t) = \frac{[e_{\text{max}}(t) + e_{\text{min}}(t)]}{2}$$  \hspace{1cm} (2)$$
4. Calculate a new data column $x_1(t)$ by subtracting $a_1(t)$ from $x(t)$:
   $$x(t) - a_1(t) = x_1(t)$$  \hspace{1cm} (3)$$
5. Then, $x_1(t)$ is deemed to be the first IMF (written as $c_1(t)$); and steps 1 to 4 should be repeated as many times as $x_n(t)$ meets the stopping criterion of IMFs [6];
6. The residue:
   $$r_1(t) = x(t) - c_1(t)$$  \hspace{1cm} (4)$$
is a new dataset excluding the high-frequency signal and subjected to the same sifting process as described before for the next IMF from $r_1(t)$. Finally, the procedure continues until the residue r(t) becomes a constant or a monotonic function, and no more IMFs can be extracted. At the end of this sifting procedure, the original data signal x(t) can be expressed as the sum of IMFs and the residue of x(t) as:
   $$x(t) = \sum_{i=1}^{n} c_i(t) + r(t)$$  \hspace{1cm} (5)$$
where n is the number of IMFs, r(t) is the final residue, and $c_i(t)$ are almost orthogonal to each other, and all their means are zero.

3.3. Ensemble Empirical Mode Decomposition (EEMD)

Research has shown that EMD has a mode mixing problem because of the noise in the signal [6]. Mode mixing is defined as either a single IMF consisting of different time scales, or a component of similar scales distributed in different IMFs [27]. This process makes the waveform of two adjacent IMFs mixed together, generating difficulty in implementing feature extraction. The EEMD, which uses noise-assisted data analysis (NADA), as proposed by Wu and Huang, overcomes this problem. In this method, the added white noise changes the distribution feature of extremum points in low-frequency composition, facilitating an average separation of extremum points in frequency scales, and mitigates
the mode mixing problem [6]. Based on previous EMD method, the procedure of EEMD can be described as follows [28]:

1. Add white noise series to the targeted signal several times. The white noise series has a mean of zero and a constant standard deviation:

   \[ x_i(t) = x(t) + n_i(t) \]  

   where \( x_i(t) \) represents the signal when white noise is added at time \( i \); and \( n_i(t) \) refers to the added white noise at time \( i \).

2. Decompose the new series with the added white noise by the EMD method into IMFs;

3. Repeat steps (1) and (2), but add different white noise series each time;

4. Calculate the ensemble means of the corresponding IMFs above, and then obtain the final IMFs by EEMD decompositions.

   \[ c_j(t) = \frac{1}{N} \sum_{i=1}^{N} c_{ij}(t) \]  

   where \( N \) denotes the times of the added white noise series, and \( c_j(t) \) represents the number of IMFs decomposed through EEMD at number \( j \).

In addition, two common measurements were used to examine the accuracy of the models: the mean absolute percentage error (MAPE) and root mean square error (RMSE). They are respectively expressed as:

\[ MAPE = \frac{1}{m} \sum_{t=1}^{m} \left| \frac{\hat{y}_t - y_t}{y_t} \right| \]  

\[ RMSE = \sqrt{\frac{1}{m} \sum_{t=1}^{m} (\hat{y}_t - y_t)^2} \]

4. Data Description

This study selected Charleston, South Carolina, USA as an empirical case due to the authors’ easy access to the data sources. Charleston is located in the southeastern U.S.; approximately five million tourists visit this port city and its resorts every year [29].

Smith Travel Research, Inc. (STR, Hendersonville, TN, USA) is a company that tracks supply and demand data for the hotel industry and provides market share analysis for all of the major hotel chains and brands. It covers 110 hotels from a total of around 190 in the area, accounting for approximately 60% of the market. Using these data, STR computes average hotel occupancy, which is regarded as a representative of the overall hotel occupancy in Charleston. Therefore, these data were considered suitable for use in the present study [30].

The time scale in tourism demand research studies is usually daily, weekly, monthly, quarterly, or annual data, among which annual data is the most common. For a tourism destination, the smaller the time scale data is, the more helpful the results are for managers to see market dynamics, and for policy makers to make decisions [9]. However, it is rare to see medium-small scale (weekly) data in hotel occupancy research due to the unsteadiness and indeterminacy in a short time scale. Therefore, to enrich research in medium to small-scales, weekly hotel occupancy data of a tourism destination is tested in the present study.

The Charleston area is divided into four sub-areas: North Charleston, East Cooper, West Ashley, and the Peninsula. The total hotel occupancy in the Charleston area was first used as the main empirical case for the proposed model; data series from the four sub-areas were then used to verify the model’s reliability.
5. Empirical Results

In this section, we first conducted one of the most popular methods, ARIMA, to forecast the hotel occupancy in the whole Charleston area as a benchmark model; second, we adopted EEMD method to compare its accuracy with the benchmark model; third, we combined EEMD method with ARIMA, and tried to reach a better forecasting accuracy. When the third method failed, we adopted a modified EEMD–ARIMA model and achieved the best forecasting results.

5.1. ARIMA and SARIMA Models

Since ARIMA models require a stable series to produce accurate results, an augmented Dickey–Fuller (ADF) test was used to determine its stability. The results demonstrated that no unit root was present in the time series, implying that computing difference was not necessary, and the value of d in ARIMA (p,d,q) was set to zero. According to Box and Jenkins, p and q are usually confirmed by autocorrelation function (ACF) and partial autocorrelation function (PACF) testing. The ACF and PACF results reveal that if a time series conforms to the AR (p) model, then PACF is truncated by p steps; if a time series conforms to the MA (q) model, then ACF is truncated by q steps [31]. The PACF of hotel occupancy was truncated and converged with the ACF in the confidence interval by three or five steps (Figure 1). This was considered sufficient evidence to establish an AR (3) or AR (5) model. However, the PACF and ACF methods are not always applicable with mixed ARMA models. Hence, the auto.arima forecast function in R was used to fit the appropriate p and q values automatically [32]. The function does not only compare among ARIMA models, but ARMA models as well. It can also compare different orders of the models, which results in a more accurate identification of a optimal model than by choosing the ACF and PACF artificially. As the data is stable, seasonality is included when modeling, and the number of observations per year is 52. The final model was a special case of ARIMA, a seasonal ARIMA (SARIMA) model, and ARIMA(2,0,4)(0,0,2)52 was selected.

![Figure 1](image-url)  
Figure 1. Autocorrelation function (ACF) and partial autocorrelation function (PACF) results of Charleston hotel occupancy.

| Model         | \( R^2 \) | AIC       | SC        |
|---------------|-----------|-----------|-----------|
| AR (3)        | 0.698     | -2.462    | -2.427    |
| ARIMA (2,0,4) | 0.737     | -2.586    | -2.524    |
| ARIMA (2,0,4) | 0.732     | -2.573    | -2.520    |
| AR (5)        | 0.768     | -2.689    | -2.639    |

Finally, the ARIMA (2,0,4) (0,0,2) 52 model was diagnosed in R. As shown in Figure 2, the first test is the standardized residual, the second is the autocorrelation function, and the third is the \( p \) values of the Ljung–Box statistic. The results showed no volatility cluster in the standardized residual, and no significant autocorrelation in the residual autocorrelation function. Additionally, the \( p \) values of the Ljung–Box statistic remained over 0.8, indicating no apparent patterns in the residual. Since the model extracted all useful information with the exception of noise, ARIMA (2,0,4) (0,0,2) 52 was confirmed as the most accurate ARIMA model for predicting Charleston hotel occupancy.
Several fit measures were considered applicable, such as Akaike’s Information Criterion (AIC), Bayes Information Criterion (BIC), and Schwarz Criterion (SC). AIC, SC, and $R^2$ were chosen to select the best model. In a comparison of those measures among AR (3), AR (5), and ARIMA (2,0,4) (0,0,2)$_{52}$, ARIMA (2,0,4) (0,0,2)$_{52}$ was found to be the most effective model (Table 1).

|                | AR (3) | ARIMA (2,0,4) (0,0,2)$_{52}$ | AR (5) |
|----------------|--------|-------------------------------|--------|
| $R^2$          | 0.698  | 0.737                         | 0.732  |
| AIC            | −2.462 | −2.586                        | −2.573 |
| SC             | −2.427 | −2.524                        | −2.520 |

Finally, the ARIMA (2,0,4) (0,0,2)$_{52}$ model was diagnosed in R. As shown in Figure 2, the first test is the standardized residual, the second is the autocorrelation function, and the third is the $p$ values of the Ljung–Box statistic. The results showed no volatility cluster in the standardized residual, and no significant autocorrelation in the residual autocorrelation function. Additionally, the $p$ values of the Ljung–Box statistic remained over 0.8, indicating no apparent patterns in the residual. Since the model extracted all useful information with the exception of noise, ARIMA (2,0,4) (0,0,2)$_{52}$ was confirmed as the most accurate ARIMA model for predicting Charleston hotel occupancy.
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**Figure 2.** Diagnose of ARIMA (2,0,4) (0,0,2)$_{52}$ model.

A 52-week data forecast was computed by the ARIMA (2,0,4) (0,0,2)$_{52}$ model (Figure 3).
To analyze the forecasting effect of the ARIMA model, prediction length was separated into a medium and a long term, or 26 and 52 weeks, respectively. The two models were tested according to MAPE and RMSE. As shown in Table 2, for both MAPE and RMSE, the results from the 52-week predictions were superior to those of the 26-week predictions, indicating that the ARIMA model is more effective in longer-term forecasting.

Table 2. Forecasting performance of ARIMA model for different prediction lengths. MAPE: mean absolute percentage error, RMSE: root mean square error.

| Prediction length | MAPE | RMSE |
|-------------------|------|------|
| 26 weeks          | 6.4  | 5.8  |
| 52 weeks          | 6.2  | 5.5  |

5.2. EEMD

EEMD was used to split the original hotel occupancy data into several IMFs and the trend term T. The decomposition results are shown in Figure 4. Hotel occupancy in the Charleston area was decomposed into seven IMFs ranging from high to low frequency, and one residual. All of the series were independent from each other. The residual series was considered to be the trend, since it shows the movement in the largest scale. As shown in Figure 4, the volatility of the sequences gradually decreased and cycles grew longer, and clear annual patterns emerged in IMF1 to IMF5 (Figure 4).

Four indices were used to analyze the outcomes of EEMD, which were the average cycle of IMFs, the correlation coefficient between IMFs and the original series, the variance percentage of IMFs in the original series, and the variance percentage of IMFs in the series.

IMF3 had a 17.41-week average period, implying that the original signal exhibited a four-month regular fluctuation. In contrast, IMF4 possessed a near annual fluctuation, with a 42.73-week period. The Pearson product moment correlation coefficient was applied to measure the correlation between the IMFs and the original series. As shown in Table 3, IMF4 and IMF3 are the most closely related to the original signal, followed by IMF5, IMF2, and IMF1. The trend had a weak correlation with the original signal. This may have been caused by fluctuations in the original series. As shown in Figure 4, the trend reaches a trough between 150–200 weeks, and constantly rises afterward. This period corresponds with the 2008 financial crisis in the U.S., which affected the entire hospitality industry.
Figure 4. Ensemble empirical mode decomposition (EEMD) of Charleston hotel occupancy signal.

Table 3. Analysis of intrinsic model functions (IMFs) and trend (T) of Charleston hotel occupancy based on EEMD.

|   | Average Cycle | Correlation Coefficient | Variance Percentage (Decomposed by EEMD) | Variance Percentage (Original Series) |
|---|---------------|-------------------------|------------------------------------------|--------------------------------------|
| IMF1 | 3.03          | 0.14                    | 22.75%                                   | 15.48%                               |
| IMF2 | 6.33          | 0.24                    | 6.91%                                    | 4.70%                                |
| IMF3 | 18.27         | 0.63                    | 20.51%                                   | 13.96%                               |
| IMF4 | 36.54         | 0.74                    | 28.54%                                   | 19.42%                               |
| IMF5 | 52.78         | 0.64                    | 8.19%                                    | 5.57%                                |
| IMF6 | 118.75        | 0.20                    | 1.60%                                    | 1.09%                                |
| IMF7 | 237.50        | 0.19                    | 2.14%                                    | 1.46%                                |
| T   | 475.00        | −0.02                   | 9.36%                                    | 6.37%                                |
5.3. EEMD–ARIMA Method

To further increase the forecasting accuracy, the proposed EEMD–ARIMA model decomposes the original signal into different levels of frequency (IMFs), and simplifies the forecasting process of complicated original data by forecasting each IMF first, thereby improving the accuracy. The EEMD–ARIMA model operates as follows:

1. The Charleston hotel occupancy signal was decomposed into several IMFs and the trend;
2. Since each IMF is independent, and their summation is equal to the original signal, ARIMA was used to model every IMF and obtain relevant forecasting values;
3. All of the forecasting values were summed to obtain the final prediction.

Throughout this process, seven IMFs and T emerged from X(t), and then R was used to model all of the IMFs and t values with ARIMA method. The ADF test was examined before the modeling process. To ensure reliable results, the different functions in R were compared, and Table 4 displays the outcomes.

| Test for Unit Root | ADF  | Significance Level | Probability Value |
|-------------------|------|-------------------|-------------------|
| IMF1 Level        | −14.7157 | −3.444 | −2.868 | −2.570 | 0.0000 |
| IMF2 Level        | −16.9913 | −3.444 | −2.868 | −2.570 | 0.0000 |
| IMF3 Level        | −15.1463 | −3.444 | −2.868 | −2.570 | 0.0000 |
| IMF4 Level        | −11.4492 | −3.444 | −2.868 | −2.570 | 0.0000 |
| IMF5 Level        | −6.0545 | −3.444 | −2.868 | −2.570 | 0.0001 |
| IMF6 Second difference | −3.4075 | −3.444 | −2.868 | −2.570 | 0.0399 |
| IMF7 Second difference | −2.9771 | −3.444 | −2.868 | −2.570 | 0.0000 |
| T Second difference | −22.8449 | −3.444 | −2.868 | −2.570 | 0.0000 |

Next, each IMF and t value was modelled in R, with the outcomes shown in Table 5.

| ARIMA | Sigma² | Log likelihood | AIC |
|-------|--------|----------------|-----|
| IMF1 (3,0,2) (0,0,1)  | 0.000941 | 970.13 | −1926.26 |
| IMF2 (3,0,4) (0,0,2)  | 3.43 × 10⁻⁵ | 1744.4 | −3470.8 |
| IMF3 (4,0,5) (0,0,2)  | 2.28 × 10⁻⁷ | 2920 | −5818 |
| IMF4 (1,0,2) (0,0,2)  | 6.92 × 10⁻⁶ | 2113.24 | −4216.48 |
| IMF5 (1,0,2) (0,0,2)  | 5.11 × 10⁻⁷ | 2725.2 | −540.39 |
| IMF6 (0,2,5) (1,2,0)  | 1.01 × 10⁻¹² | 5786.86 | −11561.73 |
| IMF7 (0,2,2) (0,2,1)  | 8.38 × 10⁻¹³ | 5835.36 | −11664.72 |
| T (0,2,5) (0,0,2)     | 1.03 × 10⁻¹³ | 6332.75 | −12653.5 |

The forecasted values of seven IMFs and the trend were summed up to obtain the final forecast, and then compared with the actual data. As shown in Figure 5, the predicted series does not predict the actual data series accurately. In the previous EEMD–ARIMA forecasting [7], the original signals were nonstationary. When they were decomposed into relatively stationary signals, the additive effect of all of the IMFs enabled them to overcome the drawback of the complexity in the original signals and improved the forecasting accuracy. However, in this current study, EEMD–ARIMA has less forecasting accuracy than the original ARIMA model. Therefore, a modified EEMD–ARIMA model is proposed.
5.4. Modified EEMD–ARIMA Method

Since the original EEMD–ARIMA failed to increase forecasting accuracy compared to the original ARIMA models, partially combining IMFs may reduce the accumulation of errors and increase the strengths of EEMD, thereby improving the accuracy. Previous studies have often applied a t test on each signal, and examined their means to distinguish between high and low frequencies. If the mean of one signal does not equal zero, then all of the subsequent signals are identified as low-frequency signals, and the former ones are high-frequency signals; these are named as the short term, long term, and trend [4]. All of the IMFs from X(t) have a mean of near zero; therefore, the traditional method is not applicable. Since this data series has obvious seasonal fluctuation, these IMFs were divided into high and low-frequency signals by cycle. IMFs with an average cycle smaller than 52 (larger than annual cycles) were considered high frequency signals, and all of the others were low-frequency signals. Accordingly, IMF1–IMF4 were classified as high-frequency signals, whereas IMF5–IMF7 were low-frequency signals. This novel research model is depicted in Figure 6.

---

**Figure 5.** Forecasting results of the modified EEMD–ARIMA model by the summation of IMFs and T in future 52 weeks.

**Figure 6.** Modified model structure by EEMD–ARIMA.
ARIMA was applied to the IMFs of the high-frequency group, low-frequency group, and trend to produce a 52-week forecast. The results are shown in Table 6.

Table 6. ADF test and ARIMA model making based on the distinction of high frequency and low frequency.

| Test for Unit Root | ADF    | Significance Level | Probability |
|-------------------|--------|-------------------|-------------|
| High frequency g1 | Level  | -6.900            | -3.444      | -2.868 | -2.570 | 0.0000 |
| Low frequency g2  | 1st difference | -3.267 | -3.444 | -2.868 | -2.570 | 0.0170 |

| ARIMA Sigma² Log likelihood AIC |
|---------------------------------|
| High frequency g1 (5,0,4) (0,0,2) | 52 | 0.004322 | 611.58 | -1201.16 |
| Low frequency g2 (0,0,1) (1,1,1) | 52 | 0.0003733 | 1056.52 | -1486.54 |

Next, we compare the prediction calculated with the traditional ARIMA models with those of the Modified EEMD-ARIMA. As shown in Figure 7, in short-term forecasting (10 weeks or less), the forecasting values of both the ARIMA and EEMD–ARIMA models were higher than the real values. However, in medium-term forecasting, the EEMD–ARIMA predictions were clearly closer to the actual values. Specifically, in the MAPE and RMSE tests shown in Table 7, the EEMD–ARIMA model reduced 31.25% and 31.03% of the error in medium-term forecasting, respectively. The effects of long-term forecasting were inferior to those of medium-term forecasting, reducing only 9.68% of the error in MAPE and 16.36% in RMSE. Thus, the modified EEMD–ARIMA successfully improved the forecasting accuracy for weekly hotel demand, compared to the ARIMA models.

Figure 7. Forecasting results by modified EEMD–ARIMA model in future 52 weeks.

Table 7. Forecasting performance comparison between ARIMA and modified EEMD–ARIMA.

| Forecasting Length | ARIMA MAPE | RMSE | EEMD–ARIMA MAPE | RMSE |
|--------------------|------------|------|-----------------|------|
| 26 weeks           | 6.4        | 5.8  | 4.4             | 4.0  |
| 52 weeks           | 6.2        | 5.5  | 5.6             | 4.6  |
5.5. Testing Modified EEMD–ARIMA with More Data Series

To test the efficacy of the improved modified EEMD–ARIMA model, four sub-areas in the city of Charleston were selected for a comparative analysis. They are the peninsula, West Ashley, East Cooper, and North Charleston (Table 8).

Table 8. Descriptive statistics of the four sub-areas.

|                | Mean  | Median | Maximum | Minimum | Range  | Std. Dev. | Skewness | Kurtosis |
|----------------|-------|--------|---------|---------|--------|-----------|----------|----------|
| Charleston total | 0.703 | 0.735  | 0.902   | 0.285   | 0.617  | 0.128     | −0.807   | 2.988    |
| Peninsula       | 0.756 | 0.792  | 0.949   | 0.315   | 0.634  | 0.132     | −0.965   | 3.382    |
| West Ashley     | 0.723 | 0.760  | 0.962   | 0.320   | 0.642  | 0.140     | −0.660   | 2.586    |
| East Cooper     | 0.661 | 0.700  | 0.930   | 0.216   | 0.714  | 0.161     | −0.586   | 2.391    |
| North Charleston| 0.671 | 0.691  | 0.913   | 0.245   | 0.668  | 0.128     | −0.738   | 3.273    |

MAPE and RMSE test results are provided in Table 9. The trend and accuracy of the forecasting of the four areas are very similar to those for the whole area shown in Figure 7, due to the highly correlated nature of the four data series of sub-areas and the whole Charleston area. The forecasting accuracy of 26 weeks’ hotel demand all increased compared to the ARIMA models; for two areas of East Cooper and North Charleston, the forecasting accuracy of 52 weeks’ data deteriorated, while those of the other two areas improved. Compared with the descriptive statistics in Table 8, the data series from East Cooper and North Charleston areas had relatively larger ranges, especially lower minimum values. This might indicate that the EEMD–ARIMA model has a greater effect on time series that are more stable.

Table 9. Forecasting performance comparison between ARIMA and modified EEMD–ARIMA of four sub-areas.

| Forecasting Length | ARIMA |                | Modified EEMD-ARIMA |
|--------------------|-------|----------------|---------------------|
|                    | MAPE  | RMSE | MAPE  | RMSE |
| Charleston Total   |       |      |       |      |
| 26 weeks           | 6.4   | 5.8  | 4.4   | 4    |
| 52 weeks           | 6.2   | 5.5  | 5.6   | 4.6  |
| Peninsula          |       |      |       |      |
| 26 weeks           | 10    | 9.9  | 9     |      |
| 52 weeks           | 8.8   | 8.6  | 8.6   | 8.1  |
| West Ashley        |       |      |       |      |
| 26 weeks           | 8     | 6.8  | 7.7   | 6.5  |
| 52 weeks           | 7.2   | 6.2  | 6.8   | 6.0  |
| East Cooper        |       |      |       |      |
| 26 weeks           | 12    | 9.7  | 11.8  | 9.3  |
| 52 weeks *         | 10.9  | 8.8  | 12.2  | 9.2  |
| North Charleston   |       |      |       |      |
| 26 weeks           | 6.7   | 6.1  | 5.7   | 4.9  |
| 52 weeks *         | 7.9   | 6.5  | 10.3  | 7.9  |

* bold numbers indicate non-improvement.

6. Conclusions

This study tested a modified EEMD–ARIMA model for tourism demand forecasting by combing time-series models with time-frequency analysis. Charleston, South Carolina, USA was used as an empirical case by forecasting its weekly hotel occupancy. The overall Charleston area, as well as data series in four specific sub-areas inside Charleston, were tested. The overall prediction results were compared to traditional time series models. The modified EEMD–ARIMA model universally improved forecasting accuracy for 26 weeks’ ahead, but failed to do so in two of the five areas tested for 52 weeks’ forecasting. Thus, the results are mixed: the modified EEMD–ARIMA forecasting model performed better with medium-term forecasting and with data series with smaller ranges.

ARIMA was employed as a benchmark to model hotel occupancy data and forecast 52-week data sets. Through a test of a self-adaptive time-frequency analysis tool, EEMD, hotel occupancy signals were split into several IMFs, which assisted in exploring the intrinsic regularities of the data. However,
a traditional EEMD–ARIMA model did not result in more accurate forecasting; thus, the model was modified by combining seven IMFs and a residual into three series, which were labeled high-frequency fluctuation, low-frequency fluctuation, and trend. The three fluctuations were modelled with ARIMA, and their forecasting values were summed to obtain the final results. Validated with the models of the four sub-areas, the modified model markedly increases the forecasting accuracy for 26 weeks’ ahead forecasting, and for data series with a relatively small range and standard deviation.

7. Discussion and Future Research

This study demonstrated that fluctuation patterns can be extracted accurately from hotel occupancy signals by using EEMD. This may assist researchers in analyzing fluctuation regularities in different frequencies, through which the trend and patterns can be identified. Patterns of different frequencies were shown to correlate with economic development cycles.

Although EEMD–ARIMA does work well on decomposing fluctuated and nonlinear signals, the model has its limitations. The current study showed that the EEMD–ARIMA model was not as universally applicable as it was thought to be, due to the different types of data. The EEMD–ARIMA model didn’t show accurate prediction even in the short term. After being modified and tested by relatively stable weekly data, a modified EEMD–ARIMA can achieve more accurate medium-long term forecasting. In addition, the previous study [7] had not tested other data samples, while the modified EEMD–ARIMA model are considered more reliable, since it was tested on four other data series. Last but not least, since the hotel occupancy is a symbol of tourism demand, the empirical results can not only support hotel managers for decision making, they can also provide support for tourism destinations’ management, resource allocation, and sustainable development.

Despite the ability of the modified EEMD–ARIMA model to significantly increase medium-term forecasting accuracy, we have not tested it on forecasting turning points and dramatic fluctuations. In addition, the improvement of forecasting accuracy is only at most 1–2% of MAPE. Although relatively significant compared to the overall 6–11% of MAPE, it is still limited in practice. The variable is the occupancy rate, which ranges from 0% to 100%. Thus, it has a lower and an upper limit. Thus, the accuracy could be further improved by automatically limiting both boundaries. Furthermore, this study focused only on hotel occupancy data; other tourism demand data such as tourist arrival or spending could be investigated with the method in the future. In addition, since destinations or areas are spatially correlated, future research could adopt spatial correlation in forecasting those areas simultaneously to achieve better results.
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