MindCam: An Approach for Sketch Based Image Retrieval
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\textbf{ABSTRACT}

Image retrieval plays a major role in computer vision applications. Face Sketch Based Image Retrieval (FSBIR) draws attention with its wide application in criminal investigation by law enforcement agencies. Automatic retrieval of face images from police mug-shot databases guides investigators to locate or narrow down the search area. MindCam is an efficient image retrieval system based on face sketch queries. MindCam leverages Scale Invariant Feature Transform (SIFT) to figure out the interest points and extract the features independent of scale. Binary hashing is used to compute binary hash codes from SIFT feature descriptors. This makes feature matching more efficient by computing the Hamming distance of the binary codes. Pool of matching candidates is identified based on Hamming distance and Fine Grained Matching is done on candidates in the pool. A user interactive approach is guaranteed by re-ranking of retrieved results. Reduced computational complexity makes MindCam suitable for realistic applications like mobile devices and wearable devices. System also provides audio description of results which makes the system user friendly.
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\textbf{1. INTRODUCTION}

A computer system for browsing, searching and retrieving images from a large digital image database is termed as an Image Retrieval system. Sketch Based Image Retrieval (SBIR) is used where precise queries are not available to be used with the conventional approaches like Content based image retrieval and Text based Image retrieval. Face images play a crucial role in modern intelligent systems. Face image retrieval has invited substantial attraction for law enforcement, surveillance, authentication and security control. Recognition of facial images using sketch has an extended application as criminal face sketching is still a routine part of investigation and law enforcement. The recollection of information about the criminal by the eyewitness will become vital in cases where criminals have left no traces behind. The verbal description given by eyewitness can be used by forensic artists to figure out the sketch of the culprit. This is the vital information used by law enforcement agencies. Existing systems of criminal investigation and law enforcement agencies like police department identify the image from sketch by exposing it in public places or will be given to a dedicated forensic examiner who will do the manual comparison of sketch with gallery images. Mug shot galleries are too large that it will be slow and difficult to perform sketch to photo matching for criminal identification. Criminal investigators then go ahead with the top N retrieved results and this reduces the probability of finding the correct match. Automation of this process can potentially make the search easier and reduce the number of suspects.

Major Challenges with Face Sketch Recognition (FSR) are
(i) Cross domain mismatch between input and output.
(ii) Sketches are inaccurate depictions of the face i.e. accuracy of sketch depends on the memory of the eyewitness.
(iii) Demands an exhaustive search compared to general SBIR. Feature extraction and matching have to be performed for close features which will be difficult to match and distinguish accurately.
(iv) Computational complexity involved in matching very deep features of largedatasets.

\textbf{2. LITERATURE REVIEW}

Various studies have attempted to address the challenges of face sketch recognition. Basic idea of Canny edge detection is given by [1]. Histogram of Oriented Gradient approach for feature extraction is highlighted in [2]. [3] proposed an approach of SBIR by creating sketch tokens as reference to retrieve images based on sketch.

A Sketch Based Image Retrieval System based on Learned Key Shapes (LKS) [4] retrieves images based on set of mid-level patterns. LKS Histogram are built and are used for feature matching. Minkowski’s functions or Hellinger distance is used to measure the distance for comparison which makes the system complex.

Different approaches of face sketch recognition are given by [10] and [12]. A content based image retrieval approach for face photo recognition is given in [9]. SBIR for face sketch queries [6] using hand-drawn face sketches which are collected from five different artists. Mahalanobis distance is used as a classifier in this approach. However, the use of distance measures like Mahalanobis distance for
the large dataset makes the feature matching and retrieval complex.

An approach based on transformation of sketch to photo is used in [8]. Face sketch is transformed to a pseudo-photo which will be used for the retrieval process. This approach may compromise in accuracy as it depends on the accuracy of synthesised photo from sketch.

Face Sketch Recognition (FSR) using conventional Eigen Face approach [11] is used to retrieve facial images for criminal detection agency applications. An Eigen sketch transformation algorithm is used to convert a photo into a sketch at first, and then classification is performed using Eigen sketch features. However, this approach is scale sensitive.

[5] and [7] give insight to recognition of images from sketch using convolutional neural networks. These approaches demand high computational cost and large number of images to train for a particular image. However, it is not always feasible to obtain large number of different images of a criminal to store in mug shot gallery. The increased computational and storage cost make these approaches unsuitable for realistic applications.

3. EXISTING SYSTEM

Basic steps in Sketch Based Image Retrieval are:
   i. Image pre-processing
   ii. Feature extraction
   iii. Feature matching
   iv. Image retrieval

Image pre-processing involves extraction of edges from the natural images inorder to approximate the sketch of the image. Usually, Canny Edge Detection is used and it is shown in figure1. Major limitation of Canny edge detection is that the Gaussian smoothing blurs corners and junctions out, making them harder to detect. It needs to connect the resulting edges to extract the complete edges that are obvious for the human eye. Also, the corner pixels look in the wrong directions for their neighbours, leaving open ended edges, and missing junctions.

Feature extraction involves extraction of features to be matched with the features of input query. Various Face feature extraction techniques are being used. Some of feature descriptors are Eigen face, Histogram of oriented gradients etc. However, these approaches are sensitive to scale and orientation which may result in inaccurate output. Features are extracted from input sketch query and are matched with features of images in the database.

Usually, a K-Nearest Neighbour approach is used for matching of sketch features. Approaches used for distance measurement includes Euclidean distance, Hellinger distance, Minkowski distance etc. These distance measures when applied directly to huge number of features in a large dataset, increases the complexity of the system and this in turn slows down the system. This makes the system inappropriate for realistic applications like wearable and mobile devices.

4. PROPOSED SYSTEM

The proposed system, MindCam is an efficient Sketch Based Image Retrieval system especially for face images. MindCam uses bilinear interpolation to predict the data points in order to make the edges detected by Canny edge detection accurate. It uses Scale Invariant Feature Transform (SIFT) feature descriptor which is invariant to scale, orientation etc. To address the problem of complexity in distance calculations, MindCam uses hash functions to obtain binary codes. It encodes high dimensional features into low dimensional binary codes which enables the system to perform fast similarity searches using Hamming distances. Pool of matching candidates are identified and searching is done on candidates in the pool. This adds on to the efficiency of system.

4.1 Preprocessing

The Canny edge detection is a multistage edge detection algorithm. The image is first smoothed using Gaussian convolution. A two dimensional first derivative operator is applied to the smoothed image obtained from Gaussian convolution. This highlights the regions of the image with high first spatial derivatives. Edges result in ridges in the gradient magnitude image. A non-maximal suppression is done next where the algorithm then tracks along the top of these ridges and sets all pixels that are not present on the top of the ridge to zero in order to produce a thin line in the output. The tracking process exhibits hysteresis controlled using two thresholds: T1 and T2, where T1 > T2. Tracking begins at a point on a ridge higher than T1. Tracking continues in both directions out from that point until the height of the ridge falls below T2. This hysteresis allows the noisy edges to be broken up into multiple edge fragments.
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Figure 1: Edge Detection
To address the limitation of open ended edges detected using Canny approach, interpolation is done for the approximation resulted from Canny edge detection. Interpolation is the process by which values of a continuous function are estimated from discrete samples. Bilinear Interpolation computes the missing datapoint value from the weighted average of the four closest pixels. Bilinear interpolation is the combination of two linear interpolations. First one is performed in one direction and then another one is performed in the perpendicular direction. Bilinear interpolation is applied for edge pixels to obtain the boundary of the image to be matched with the sketch.

4.2 Feature Extraction
A combined approach using Harris Corner detection and Scale Invariant Feature Transform (SIFT) is used to find the key points and extract the features. Harris corner detector efficiently locates the corners and is rotation invariant, but is not scale invariant. SIFT is an even more stable method to figure out key points that are scale invariant. Thus it is profitable to make use of these approaches together to gain from the advantage from both. Harris Corner detection is performed at first and SIFT is applied for the Harris detected points. This adds on to the reduction of computational complexity of the system. Major steps involved SIFT are as follows.

A. Scale Shape Extreme Detection
To obtain invariance over scale and orientation, at first different scales and orientations of pixels are computed and searches over all scales and image locations. This is implemented using a difference-of-Gaussian function. Potential interest points that are invariant to scale and orientation are identified.

B. KeyPoint Localization
At each interest point identified, a detailed model is fit to obtain location and scale. Based on measures stability or invariance, key points are selected.

C. Orientation Assignment
Once key points are identified, different orientations are assigned to each keypoint location based on gradient direction. Future operations are done on image data that is transformed relative to the assigned scale, orientation and location for each feature. This ensures invariance of features to these transformations.

D. KeyPoint Descriptor
At the selected scale in the region around each key point, local image gradients are measured. These are converted to representations which are used as the feature vectors.

4.3 Binary Hashing
Matching real valued vectors in a big database is slow and tiring. Hence MindCam leverages the approach of Binary Hashing for feature matching to reduce the overall complexity of system. Hashing is the process of converting data values of arbitrary length to values of fixed size. MindCam uses hashing to project high dimensional features to low dimensional space in order to generate compact binary codes corresponding to features. Given an image I, MindCam obtains the edge approximation and extract the features. SIFT feature descriptor has 128 values corresponding to each key point. The output of SIFT process is denoted by S(i). The binary codes are obtained by converting the feature values using threshold. For each feature value,

\[ H_i = \begin{cases} 1, & \text{if } S(i) \geq T(1) \\ 0, & \text{otherwise} \end{cases} \]

where T is the threshold value for binary hashing of SIFT features. For a given key-point, median of the SIFT features at that point is taken as threshold. Let \( D = \{I_1, I_2, \ldots, I_n\} \) denotes the dataset of images in the database which is used for retrieval. Binary codes are generated from the key point descriptors for each key point in each image I_i.

4.4 Feature Matching
For the user input sketch query, a coarse level matching is done at first using Hamming distance of binary codes. Given a query sketch \( S_q \), Features are identified using Harris and SIFT approaches and binary code \( H_{S_q} \) is obtained for each feature. Hamming distance is calculated for the obtained binary codes and the binary codes of the SIFT descriptors of images in database. A predetermined threshold value \( D \) is used for comparing the Hamming distance between each pair. During Pooling, candidates whose hamming distance falls within the threshold get accumulated to the same pool. Fine grained search is done on the candidates in the pool.

5. SYSTEM OVERVIEW
MindCam consists of two main phases. Training phase and Testing Phase.

5.1 Training Phase
During the training phase, administrator adds new images to the database. Image undergoes a pre-processing stage involving Canny edge detection and bilinear interpolation. The edge approximations obtained after pre-processing of the image are fed into the feature extraction module. A combined approach using Harris corner detection and SIFT identifies the interest points and extracts the features. These feature vectors are used in binary hashing process to
obtain binary codes to be matched during feature matching. A brief overview of the flow of the system during training phase is given in Figure 2.

![Figure 2: Training Phase](image)

5.2 Testing Phase
User query in the form of sketch will be processed in the testing phase. Flow of the system during the testing phase is shown in Figure 3. Features are extracted by identifying the interest points and obtaining the features using Harris corner detection and SIFT approaches. Binary hashing is applied to the features to obtain the binary codes. Hamming distance is computed for the obtained binary codes and the binary codes of the features of the stored images in the database. Computed Hamming distance is compared with a predefined threshold. Feature matrices having Hamming distance with in the threshold will be populated to a pool. Thus pooling narrows down the potential search area and this considerably reduces the computational complexity in case of large data set. Only the candidates belonging to the pool are considered for fine grained matching.

During fine grained matching, Euclidean distance is used as the distance measure to obtain the matches. This enables to locate the exact matches from the pool. The retrieved results will be displayed to user.

MindCam is a user interactive approach where the user is given facility to re-rank the results. The intermediate results matched from the pool will be displayed to user. In case of criminal image identification from mug shot gallery, results will be displayed to the eyewitness. The eyewitness can re-rank the results according to his memory. The input given by eyewitness will used by MindCam to refine the results and final desired results will be displayed to user.

![Figure 3: Testing Phase](image)
MindCam also provide audio description of the details of the image, which makes the system more user friendly. It enables crime investigation officials to get the quick idea of the details of criminals.

6. CONCLUSION
MindCam is an efficient SBIR system, designed especially for the retrieval of face images based on face sketch queries. Use of interpolation with edge detection effectively bridge the domain gap between sketches and images. Use of SIFT approach exerts the advantage of scale invariance to the system which makes the retrieval more accurate. MindCam effectively reduces computational complexity of existing system by using binary hashing approach. Benefitting from learned binary codes, similarity match is performed using Hamming Distance which reduces the computational complexity. Pooling narrows down the potential search area and this results in reduced computation in case of large data sets. This in turn makes the system suitable for realistic applications such as mobile devices and wearable devices. MindCam assures a user interactive approach of imageretrieval by providing re-ranking facility to users. Audiodescriptions along with the details of the retrieved image makes the system friendlierto user.
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