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Abstract: Nowadays, the major biomedical data required for diagnosing the disease is neurons in the nerve cell. Just a brief timeframe after the neuron became recognized as the basic unit of the sensory system, the main endeavors were made to appraise the quantity of neurons in various parts of the sensory system. During the previous century, an incredible number of techniques have been utilized in making such gauges. In spite of the fact that the most generally utilized and acknowledged strategy is that of direct including in the magnifying lens, different systems, including photographic, projection, homogenate, programmed, and visual strategies have been planned. And in this project we are taking a brain tissue as an image data and from that image we are finding the number of neurons which are active in state for the first 24 hrs. and again check for 48 hrs. and finally for 72 hrs. so here we find how neurons are responding after giving information to a body and that information flows through nerves of the body and reaches to the neurons present in a human brain and the neurons react to the information and we take the data that how many neurons are responding to the information that is given to a human body. So, by finding the number of neurons responding to the information given to human body we could estimate the neurons which are alive, and which are dead by this we could declare the mental status of a person. So we are finding the number of neurons with the help of neural network method using MATLAB software and we created a page with the help of MATLAB so we can give input image in the page and the code we written will help to check the number of neurons.

Index Terms: Neural Networks, Machine Learning, Image Segmentation, Image Counter.

I. INTRODUCTION

An important problem in contemporary neurobiology is the accurate classification and counting of cells in brain structures. Several researchers have found a correlation between neuron number and brain function. Subtle variation in the density of neurons has been shown to have a profound effect on behavior.

Neuron number has also been shown to be a good measure of the severity of disease. Cotman and Anderson, for example, have suggested that there appears to be a correlation between programmed neuron death and Alzheimer's disease[1]. Additionally, systematic changes in neuron number in certain brain structures appear to correspond to normal developmental processes.

An ideal neuron counting system would obtain an accurate neuron count in a sample in a small amount of time. Due to the large number of neurons in a brain sample, manually counting every neuron is unrealistic. Many researchers have worked on the problem of estimating the number of neurons in a tissue sample by counting neurons in small regions and applying statistical models to extrapolate the neuron population in the entire sample. Abercrombie developed an early method for estimating neuron count. His algorithm, however, was biased and tended to result in falsely high estimates. Sterio introduced an unbiased neuron estimation method which has proven popular. Several other researchers have also developed unbiased models for estimating neuron count. Unfortunately, more accurate estimates of neuron count require computationally more expensive estimation models.

The number of neurons within a sample is typically obtained by performing a histological analysis of some regions of the sample. This set of counts is then used to estimate total neuron count within the sample. Consider, for example, Fig. 1 which represents a tissue sample. The spherical regions represent neuronal nuclei within the sample. In order to obtain a clear image of individual neurons the thickness of the tissue sample must be on the order of the size of a neuron[1]. Thicker samples are analysed by slicing the sample into several sections. Possible slice positions are illustrated in Fig. 1 by dashed lines.

Immunostaining is the process by which the neurons or neuronal nuclei are chemically treated such that their spectral transmission is different from that of the surrounding tissue. In counting applications, nuclei are often preferred to entire neurons because they are nearly spherical and are usually well separated. Several staining processes are commonly used including diaminobenzidine (to produce a brownish-red colour) SK peroxidase (to produce a blue-grey colour), alkaline phosphatase, and peroxidase coupled dyes. The staining process used in a particular experiment is the one which maximizes neuron discriminability. In some experiments multiple classes of cells can be discriminated by treating the sample with more than one stain. The section shown in Fig. 2, for example, has been stained using a terminal deoxynucleotidyl transferase (TdT) labelling technique which causes damaged nuclei to appear black.
This section has also been treated using a Bcl-2 labelling technique which appears as a brownish coloration of the neuronal tissue as well as the grey appearance of the glial cells. After staining, individual sections appear as in Fig. 2 and are ready for counting. Each section is examined under a microscope and regions corresponding to neurons, which are referred to as neuron profiles, are classified and catalogued. Neuron profile counts from each section are then combined by various methods to estimate total neuron population within the sample. The optimum method to estimate neuron count from neuron profile count is a subject of debate in the neurobiological community[2]. The debate centre’s on the error introduced during the sectioning process. Due to their finite size, individual neurons are commonly cut into more than one section. This results in single neurons creating multiple profiles. Most currently employed techniques for estimating neuron count make use of statistical properties of the distribution of neurons throughout the sample. A more accurate method of estimating cell count would be to reconstruct the volume, thereby merging overlapping neuron profiles in adjacent sections into single neurons. The system makes use of conventional neurobiological methods for neuron staining and sample sectioning. The system replaces the labor intensive manual classification and counting step with a machine vision module. The machine vision module makes use of a Machine learning defined on the colour space of the imaging system and subsequent geometric analysis to isolate neuron profiles within sections. Rather than estimating total neuron count from neuron profile counts in a set of sections, the system reconstructs the volume from the neuron profiles by combining overlapping profiles in adjacent sections into single neurons. The system thus provides an accurate neuron count within a tissue sample[3].

Fig. 1: Brain Tissue Sample

II. RELATED WORK

The brain tissues are scanned by many various methods with the help of our 20th century equipment like EEG, PET (positron emission tomography) and this brain tissue is scanned at different times in a day and keep the data as image and the machine learning panel is created with the help of neural network code written as background work done in the panel and we give the first image of the brain tissue as input and that will find the number of neurons that are responded for the information given to the human body so that we could come to a conclusion that number of neurons are in alive state and the other neurons are dead in that brain and by the number of neurons.

III. PROPOSED METHODOLOGY

The initial step of tallying of neurons is the picture securing. Here, it can be done by scanning the brain using EEG (Electroencephalography) and get the sample image of brain tissue and from there onwards we take three images of same brain tissue at different timings with a gap of maximum of 24hrs and we created a machine learning page with the help of neural network code in MATLAB software and we give the first image of the brain tissue as input and that will find the number of neurons that are responded for the information give to the human body so that we could come to a conclusion that number of neurons are in alive state and the other neurons are dead in that brain and by the number of neurons.

IV. CELL LABELING

In this section, we define the method employed to recognize each instance of each kind of cell in a color image. A color imaging system obtains three measurements at each image location (x, y) given by
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\[ I_t(x, y) = \int i(\lambda)t(x, y, \lambda)f_t(\lambda)d\lambda \quad 1 \leq t \leq 3 \quad (1) \]

where \( \lambda \) denotes wavelength, \( i(\lambda) \) is the spectral distribution of the illumination, \( t(x, y, \lambda) \) is the total spectral transmittance of the sample, and \( f_t(\lambda) \) is the sensitivity of the \( t \)th sensor class. For a red, green, blue color imaging system, for example, \( f_1(\lambda) \), \( f_2(\lambda) \), and \( f_3(\lambda) \) are the sensitivities of the red, green, and blue sensing elements.

Fig. 2: Multiple class discriminability

V. PIXEL CLASSIFICATION

Let \( C_j \) refer to a class of image objects corresponding to a distinct kind of cell stained using a specific process. Assume that there is \( n \) such classes \( C_1, C_2, \ldots, C_n \). Let \( C_0 \) refer to the background class. A distribution of color pixel values is observed in the image corresponding to each class \( C_j \) [5,7]. Variability in color for a single class is due to many factors including cell thickness, spatial variation in spectral transmittance, and sensor noise. Let \( p(l/c_j) \) refer to the probability density of color pixel measurements for class \( C_j \) where \( I = (I_1, I_2, I_3) \) is the color pixel measurement vector. Let \( p(c_j) \) be the a priori probability that a pixel in each image is from class \( C_j \). Discriminant functions for a minimum error rate Machine learning are defined by

\[ g_j(I) = p\left(\frac{I}{c_j}\right)p(c_j) \quad 0 \leq j \leq n \quad (2) \]

The classifier proceeds by assigning each image measurement vector \( I(x, y) \) to class \( C_j \) if \( g_j(I) > g_i(I) \) for all \( i \neq j \). Thus, the discriminant functions in (2) associate with each color pixel measurement the most likely class [6]. Ideally, the probability densities \( p(l/c_j) \) do not overlap meaning that for any color \( I \) at most one of the functions \( p(l/c_j) \) \( 0 \leq j \leq n \) will be nonzero. This means that any observable color \( I \) corresponds to a unique class and pixel classification will proceed with zero incorrectly classified points. If there is significant overlap among the probability densities, then a single color in the image can correspond to more than one class. A staining scheme that leads to significant overlap would not be useful for cell classification using color information.

The probability densities \( p(l/c_j) \) are estimated from representative labeled image data of class \( C_j \). The a ‘priori’ probabilities are estimated similarly from labeled images or can be assigned using expert knowledge about the expected density and size of cells of a kind in the brain area under analysis.

If the value of \( g_i(I) \) is small for all classes for a color pixel measurement \( I \) during pixel classification, then such a measurement is unlikely given the modeled classes. If many such pixels are encountered during pixel classification, this suggests that some aspect of the staining and imaging process is inconsistent with the prototype processes used during estimation of the class densities \( p(l/c_j) \) [6,7]. Such images are rejected by the system before being incorporated into the database.

VI. GEOMETRIC ANALYSIS

The result of pixel classification is to classify each pixel in the image into one of the classes \( C_0, C_1, \ldots, C_n \). Following pixel classification, it is possible for a few outlier background and cell points to receive an incorrect classification. These points are eliminated by morphological operators that remove components that are smaller than a minimum cell size and fill in missing points within each cell with the dominant cell label [8]. A connected components analysis on each class isolates the connected image regions, corresponding to each class of stained cell and background.

At this point, overlapping cells of the same class in the image are labeled as a single region. Further geometric analysis separates these regions into discrete cells. The cells appear in images as ellipses which are convex shapes. Regions formed by overlapping cells, however, give rise to strong concavities as illustrated in Fig. 3. The system analyzes each connected component for concavities by boundary tracking and at the same time fits an ellipse to the component. Region boundaries with strong concavities that are not well fit by ellipses are segmented at tangent discontinuities. The process continues the segmented boundaries until convex elliptical regions are found.

Following geometric analysis, each cell in the image has been located and classified. At this point, the number of cells in each class is computed as well as size and spatial distribution statistics [6].

VII. DATABASE MANAGEMENT

The neuron counting and classification system is embedded within an object-oriented database management system. The role of the database management system is to provide an efficient means of cataloging many neuron classes and to provide an intuitive user interface to the cataloging and classification system.
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Fig. 3: Overlapping neurons
A complete brain contains several special regions which in turn contain many cells, making direct cell storage prohibitive. Many cell classes share properties however, making cataloging amenable to object-oriented database technology [9]. The database engine is optimized to perform efficient indexing in several relevant contexts. The database management system can catalog all cell classes under consideration and provide convenient handles to the Machine learning discriminant functions.

VIII. VOLUME RECONSTRUCTION
In section 2, we described a robust methodology for classifying and counting cells within an individual section. We now describe in more detail a method that can be used to obtain accurate cell counts for volumes containing several sections. The challenge lies in the possibility that a single cell can be divided by sectioning and appear in more than one section. To obtain accurate estimates of cell counts, these cells should only be counted once.

Accurate cell counts for a volume are obtained by partitioning the volume into adjacent sections. Cells in each section are identified using the Machine learning scheme and geometric analysis described in section 2. Images taken from adjacent sections are registered using fiducial points in the images. Identified cells in adjacent sections at the same location in three dimensions are interpreted as different parts of the same cell [6,8]. This allows a three-dimensional reconstruction of the cells in the volume as well as accurate cell counts. This process will be demonstrated in section 7.

IX. EXPERIMENTAL RESULTS
To demonstrate the performance of the automated neuron counting system, we present a series of images processed by the system. Images were obtained using an RGB color camera and a 24-bit RGB frame-grabber. The camera was mounted to an Olympus BH-2 microscope with a x10 DPlan objective (N.A. = 0.17) and an NFK 2.5 XLD photo-eyepiece. Neutral density filters were used to ensure that the captured images used the full dynamic range of the camera/frame-grabber system without saturation.

Fig. 4: after 24Hr observation no of neurons is connected state in diff type of vision

Fig. 5: after 24Hr observation no of neurons is connected state in montage type of vision

Fig. 6: after 24Hr observation no of neurons is connected state in blend type of vision

Fig. 7: after 24Hr observation no of neurons is connected state in false color type of vision
Detection of Neurons in the Proteomic and Genomic image Data

Fig. 8: after 24Hr observation no of neurons is connected state in checkboard type of vision

Fig. 9: after 48Hr observation no of neurons is connected state in different type of vision

Fig. 10: after 48Hr observation no of neurons is connected state in montage type of vision

Fig. 11: after 48Hr observation no of neurons is connected state in blend type of vision

Fig. 12: after 48Hr observation no of neurons is connected state in false color type of vision

Fig. 13: after 48Hr observation no of neurons is connected state in checkboard type of vision

Fig. 14: after 72Hr observation no of neurons is connected state in different type of vision

Fig. 15: after 72Hr observation no of neurons is connected state in montage type of vision
count from neuron profile count. Manual counting is tedious and prone to errors. The automated system uses a Machine Learning to discriminate neurons from surrounding tissue. The system reconstructs the tissue sample from its sections and combines neuron profiles which overlap in adjacent sections, thereby achieving an accurate neuron count. The performance of the system has been demonstrated on several tissue samples.
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