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Abstract—We are developing a self-learning mechatronic golf robot using combined data-driven and physics-based methods, to have the robot autonomously learn to putt the ball from an arbitrary point on the green. Apart from the mechatronic control design of the robot, this task is accomplished by a camera system with image recognition and a neural network for predicting the stroke velocity vector required for a successful hole-in-one. To minimize the number of time-consuming interactions with the real system, the neural network is pretrained by evaluating basic physical laws on a model, which approximates the golf ball dynamics on the green surface in a data-driven manner. Thus, we demonstrate the synergetic combination of data-driven and physics-based methods on the golf robot as a mechatronic example system.

Index Terms—hybrid modeling, nonlinear control, autonomous systems, robotics, machine learning

I. INTRODUCTION

With the aid of autonomous robots, the everyday life of many people should be made easier in the near future, e.g., by supporting work in the care of elderly or physically impaired people. For this, a prudent action of the autonomous robot is essential. We have included these aspects in our research work and want to develop them further in the context of an autonomous golf robot as an illustrative example. For an autonomous golf game in the area of the hole, some challenges have to be overcome, e.g., sophisticated environment recognition and precise actuation. Even for skilled humans, putting is not always successful. To be able to meet these requirements, in this paper we use both powerful data-driven methods and established physics-based methods from the control engineering context. A hybrid approach is extremely beneficial to optimally utilize the advantages from both areas.

In the field of golf sports, there are some robots, which perform a wide variety of tasks. One area is the support of players with regard to their stroke execution. For example, the robot in [1] optimizes the swing by directly guiding the golfer’s arm. Another very common application of golf robots is testing equipment. [2]–[8] are examples of robots to test golf clubs and balls using many different strokes, where the stationary constructions mostly consist of a rotating robotic arm. The third area of application imitates human strokes. The robot ROB-OT [9] plays a complete golf game and thus serves as a demonstrative training for golfers, but also for entertainment purposes. Although it moves around the entire green, it requires a golf-experienced operator during play.

Our golf robot Golfi, shown in Fig. 1, is characterized by its aim to putt completely autonomously. This means that it is supposed to hit the ball into the hole from an arbitrary initial position on an unknown green by a single stroke, without the ball flying in the air. We use a combination of classical control engineering and data-driven techniques to solve this task. The positioning and stroke devices can be physically modeled in a simple way, so that classical engineering methods are used for the controller design. In contrast, analyzing the game situation and determining an optimal stroke direction and velocity are extremely challenging problems that cannot be easily solved using basic physical laws. We structure the task of autonomous golf putting into separate sub-problems, as shown in Fig. 2. The complexity increases from bottom to top and with it the proportion of data-driven approaches. At the bottom level is the mechatronic system of the golf robot, which moves on the green and executes strokes with a given velocity vector. The positions of Golfi, the ball, and hole as well as the shape of the green surface define the golf play situation and are captured by a 3D camera. At the top level, we use data-driven methods to detect the objects and a synergetic combination of data-driven and physics-based methods to calculate the required stroke velocity vector to putt the ball into the hole. This strategy
The device for positioning the robot consists of a drive unit and a fine traversing unit, which is shown in Fig. 3. Since we are looking at the green from a bird’s eye view, the positioning problem simplifies into a plane problem, where only the x-axis, y-axis, and planar rotation are sufficient to describe the positioning. The inertial coordinate system I, which corresponds to the camera coordinate system, is located approximately in the center of the green. The body-fixed coordinate system G is located between the two rear wheels and oriented with its $G_x$-axis pointing forward and its $G_y$-axis pointing to the left.

The drive unit, which comprises a chassis with 2 driven JMC servo motors controlled by an Arduino and 2 freely rotating wheels, realizes a translation along the $G_x$-axis and a rotation by the angle $G\psi$. Although Golfi can theoretically adopt any pose with it, the translational movement along the $G_y$-axis is difficult to realize so we additionally aim to use a fine traversing unit described by the coordinate system F, which is located between the chassis and the stroke device and is based on two spindles driven by Joy-IT stepper motors with Leadshine DM 542 drivers. This fine traversing unit enables small but far more precise movement of the robot as the influence of the traction to the ground is removed here. Within the coordinate system F, translational movement along the $F_y$-axis and rotation by the angle $F\psi$ in the range of $\pm 18^\circ$ is possible. The wheels and spindles can be directly given translational travel commands. For the positioning units, we assume the travel commands to be ideally realized since we use stepper motors. We furthermore introduce the club coordinate system C, which is located at the center of the club as well as the ball coordinate system B, which is located at the center of the ball and has the same orientation as I. The final goal for the positioning is to align the $C_x$-axis with the direction of the desired stroke velocity vector $\mathbf{v}_s$ and to place the origin of the coordinate system C with an offset of 3 cm in negative $\mathbf{v}_s$ direction starting from the origin of B. In our first tests presented here, we currently only use the driving unit and not the fine traversing unit, which nevertheless provided sufficient results.

The pose of the golf club is denoted as $\mathbf{g}_C = [x_C, y_C, 1]^T$. After positioning, the goal is that the end pose of the robot’s club $\mathbf{g}_{C,e}$ corresponds to the desired target pose $\mathbf{g}_{C,d}$, depending on the ball position and the stroke velocity vector. The required control signals for the stepper motors are calculated by minimizing the following optimal control objective

$$J_p(\Theta) = (\mathbf{g}_{C,d} - \mathbf{g}_{C,e})^T Q_p (\mathbf{g}_{C,d} - \mathbf{g}_{C,e}) + \sum_{i=1}^{N} \Theta^T(i) R_p \Theta(i),$$

where

$$\Theta = [\Theta(i), \ldots, \Theta(N)]$$

and

$$\Theta(i) = \begin{bmatrix} \theta_1(i) \\ \theta_2(i) \end{bmatrix}$$
is the sequence of the control signals \( \theta_1, \theta_2 \) and \( Q_{\theta}, R_{\theta} \) are weighting matrices. The end pose \( \mathbf{q}_{C,e} \) of the robot is based on the model-based kinematics of the positioning device. The optimization problem is solved in MATLAB using particle swarm optimization.

B. Stroke device

The stroke device consists of two gear shafts connected with a toothed belt drive. The drive (Beckhoff AM8042) is located on the lower gear shaft, while the golf club is mounted on the upper gear shaft. A simplified nonlinear model combines the masses into a single body with torque \( \tau \) as control input and an ideal gear ratio of 4. The differential equations with parameters shown in Table I can be described by the following:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -m_g a \sin x_1 - M_d(x) + 4\tau,
\end{align*}
\]  
(3)

where the state vector \( \mathbf{x} = [x_1, x_2]^T = [\varphi, \dot{\varphi}]^T \) contains the angle and angular velocity of the golf club and the nonlinear damping dissipation torque

\[
M_d(x) = dx_2 + r \mu_s \text{sgn} x_2 |m_C x_2^2 a + m_C g \cos x_1| 
\]  
(4)

combines viscous and sliding friction. The angle \( \varphi \) is measured directly, so is \( y = x_1 \), requiring a state observer for the estimation of \( x_2 \).

The desired translational stroke velocity at the club head is given by the absolute value of the desired stroke velocity \( \|v_s\| \), which is to be realized, when the club points vertically downwards, i.e., at a club angle of \( \varphi = 0 \) rad. The controlled rotational velocity of the stroke device is thus

\[
\dot{\varphi}_s = \frac{\|v_s\|}{h}
\]  
(5)

with \( h \) being length from the axis of rotation to the hitting point on the club iron. Following this idea, reference trajectories \( \mathbf{w} = [\varphi, \dot{\varphi}]^T \) are specified, which consist of the three phases lunge, strike, reset, see Fig. 4 and Appendix A.

The feedback control is realized using a gain-scheduling approach with a two-degree-of-freedom structure, where the full state vector \( \mathbf{x} \) is estimated using a state observer, as shown in Fig. 5. For this purpose, \( N \) different operating points \( \varphi_{Ri} \), with \( \varphi_{Ri} \in [-\pi, \pi] \) with an increment of 0.01 rad are defined. During operation, the control strategy then switches between the different linearized systems by

\[
i = \arg\min_i |x_1 - \varphi_{Ri}|,
\]  
(6)
where $i$ is the scheduling variable. For the controller and observer design, the nonlinear system dynamics is linearized at each operating point $\varphi_{R_i}$, yielding
\begin{align}
\dot{x} &= A_{R_i}x + bu, \\
y &= c^T x
\end{align}
with
\begin{align}
A_{R_i} &= \begin{bmatrix} 0 & -\frac{m_g a}{J} \cos(\varphi_{R_i}) & -\frac{J}{b_1} \end{bmatrix}, \\
b &= \begin{bmatrix} 0, \frac{1}{J} \end{bmatrix}^T, c^T = [1, 0].
\end{align}
The linear-quadratic-regulator (LQR) is calculated for
\begin{align}
Q = \begin{bmatrix} 5 & 0 \\ 0 & 1 \end{bmatrix}, R = 1
\end{align}
to determine the linear feedback control law $u_c = -k_{R_i}x$. The feedforward control matrices are given by
\begin{align}
F_x &= \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, F_{u_{R_i}} = -\frac{1}{b_21} \begin{bmatrix} A_{R_{21}}, A_{R_{22}} \end{bmatrix},
\end{align}
defining the reference signals
\begin{align}
x^* = F_xw, u^* = F_{u_{R_i}}w.
\end{align}
Note here that $F_{u_{R_i}}$ also depends on the scheduling variable $i$ and $A_{R_{21}}, A_{R_{22}}$ and $b_21$ denote the matrix elements of $A_{R_i}$ and $b$, respectively. The resulting equation for the control signal is thus given by
\begin{align}
u = u^* + u_c,
\end{align}
in consideration of the control limits by a saturation.

The design of the Luenberger state observer with
\begin{align}
\dot{x} &= (A_{R_i} - L_{R_i}b)x + bu + L_{R_i}y
\end{align}
is performed analogously for the scheduled system, where the eigenvalues of the observer matrix $L_{R_i}$ are twice as far to the left as the eigenvalues of the closed control loop [10].

The resulting control performance is shown exemplarily for a reference stroke velocity of $\dot{\varphi}_s = \frac{8 \text{ rad}}{s}$, cf. Fig. 6.

---

**III. Computer Vision**

For a successful golf game, it is necessary to obtain information about the game situation with sensor technology, where we pragmatically use a Microsoft Kinect v2 3D camera mounted on the ceiling resulting in a bird’s eye view. It provides an RGB picture and a depth picture and thus is suitable to solve the following two problems:

1) object detection and
2) surface approximation of the green.

The following describes the required procedures and algorithms to detect the poses of the objects such as the ball and the robot, see. Sec. III-A and the necessity of terrain information and its implementation, see Sec. III-B.

**A. Object detection**

The edges of the green and the position of the hole are selected as fixed values. The ball position is detected by a pretrained deep convolutional neural network called Faster R-CNN [11] in MATLAB, which has been trained with 50 training images. The robot has two contrasting colored circles in pink and light green, cf. Fig. 12, mounted on the top to determine its pose from the bird’s eye view. These circles have known positions in relation to the club head coordinate system, cf. Fig. 3. The detection of the colored circles is based on scanning the entire picture for the desired RGB values describing pink and light green. Due to a variance of the red, green, and blue channel values of $\pm 6$ each, several pixels are always found regardless of light differences. By forming the median of all found ones, one pixel is chosen for each that lies centrally on the color circles, even if pixels were found that lie far away from where the colored circles are.

The positions of the objects, which are detected as pixels in the RGB matrix, are transferred by the point cloud matrix of
the depth picture into the inertial coordinate system $I$, which corresponds to the camera coordinate system.

### B. Terrain information

For terrain information, we use an approximated surface in MATLAB. We obtain the 3D data by the point clouds provided by the camera. A differentiable model of the green surface in $I_x$- and $I_y$-direction is needed to calculate the slope forces in the differential equation of the golf ball, cf. Sec. IV-A. Before setting a specific golf game situation, the green is once captured without objects and approximated. Afterwards, the approximated surface is used for any shots from different positions until the green surface changes.

### IV. Optimal stroke velocity vector

The strategy to determine an optimal stroke velocity vector for successful putting, see Fig. 7, is based on several steps:

1) Pretraining of a neural network, which represents the golf ball dynamics for a given green surface by simulative generated training strokes, cf. Sec. IV-A.

2) Determination of an optimal stroke velocity vector based on the neural network, so that the ball hits the hole, cf. Sec. IV-B.

3) Execution of the determined stroke on the real golf green. If the ball does not roll into the hole, Golfi can be ordered to take the situation as a new starting point for another stroke. Furthermore, the failed shot may be used to retrain the strategy, determining the optimal stroke velocity vector.

4) It is feasible to use a failed stroke for retraining the neural network. We have not implemented the retraining process yet but can imagine that after a failed stroke, it may be fed back as another training data point for the strategy.

![Fig. 7. Our training strategy for the autonomous golf game consists of several steps. If the hole is not hit immediately, Golfi can be ordered to take the situation as a new starting point for another stroke. Furthermore, the failed shot may be used to retrain the strategy, that determines the optimal stroke velocity vector.](image)

![TABLE II

| Symbol | Physical parameter | Value    |
|--------|-------------------|----------|
| $m_b$  | mass of the golf ball | 0.046 kg |
| $g$    | gravity constant  | 9.81 m/s$^2$ |
| $\mu_b$| rolling resistance coefficient of the ball on the turf | 0.15 |

**A. Generate model-based training data**

The model-based pretraining is based on simulative generated training strokes by evaluating physics-based differential equations of motion. The golf ball dynamics with the parameters given by Table II is derived from the initial velocity of the golf ball, the surface of the green, and the rolling resistance of the turf.

The surface shape of the green $f_{\text{green}}(x, y)$, cf. Fig. 8a, is approximated as described in Sec. III-B, so that the applied downslope forces are calculated with the angles

$$\alpha_x = \arctan \left( \frac{\partial f_{\text{green}}}{\partial x} \right), \quad \alpha_y = \arctan \left( \frac{\partial f_{\text{green}}}{\partial y} \right),$$

(14)

The rolling resistance

$$F_r = m_b g \mu_b \cos \alpha_x \cos \alpha_y,$$

(15)

is assumed to be constant [12] and always acts against the rolling direction of the ball, which is given by

$$\beta = \arctan \left( \frac{\dot{y}}{\dot{x}} \right),$$

(16)

and illustrated in Fig. 8b. The resulting ball dynamics is then given by:

$$m_b \ddot{x} = -m_b g \sin \alpha_x - F_r \cos \beta \operatorname{sgn}(\dot{x}),$$

(17)

$$m_b \ddot{y} = -m_b g \sin \alpha_y - F_r \sin \beta \operatorname{sgn}(\dot{y}).$$

(18)
Our first approach is based on a simple neural network (2 layers with 30 hidden neurons) forward predicting the golf ball dynamics, see Fig. 9a, and a subsequent optimization loop to compute the stroke velocity vector, see Fig. 9b. The objective function is given by

\[ J_{b}(\dot{x}_{B,0}, \dot{y}_{B,0}) = (\dot{q}_{B,e} - \dot{q}_{B,h})^\top W (q_{B,e} - q_{H}) \],

where \( q_{H} = [x_{H}, y_{H}]^\top \), \( W = \text{diag}(1, 1, 1, 1) \) and \( \dot{q}_{B,e} \) follows from the neural network. The optimization problem is solved using particle swarm optimization in MATLAB.

For pretraining, random strokes (with different initial positions and velocities) are simulated on the ball dynamics model (17)-(18) with \( q = [x, y, \dot{x}, \dot{y}]^\top \) using RK4 solver, where the initial and end positions of the ball are given by \( q_{0} = [x_{0}, y_{0}, \dot{x}_{0}, \dot{y}_{0}]^\top \) and \( q_{e} = [x_{e}, y_{e}, 0, 0]^\top \), respectively.

**B. Determine the optimal stroke velocity vector based on a neural network**

A neural network is used to determine the optimal stroke velocity vector \( [\dot{x}_{B,0}, \dot{y}_{B,0}]^\top \) for an initial ball position \( [x_{B,0}, y_{B,0}]^\top \), so that the ball hits the hole \( [x_{H}, y_{H}]^\top \) at zero speed, yielding

\[ [\dot{x}_{B,e}, \dot{y}_{B,e}]^\top = [\dot{x}_{H}, \dot{y}_{H}]^\top = [0, 0]^\top. \tag{19} \]

For the inverse neural network approach in the following. The initial stroke velocity vectors are visualized in blue, where the white circles mark the flow of each ball rolling trajectory over time.

We alternatively use an inverse neural network, see Fig. 10a (with the same number of hidden layers and neurons as the previous network), which explicitly determines the required stroke velocity vector, see Fig. 10b, so we do not longer need to solve an optimization problem. This calculates the stroke velocity vector much faster, while the performance is the same as with the first approach. Therefore, we have solely used the inverse neural network approach in the following. The
model-based trained inverse neural network provides plausible results as the calculated initial stroke velocity vectors actually cause the ball to roll simulatively near or into the hole, as can be seen schematically for a fictional surface in Fig. 11. This demonstrates the feasibility of our approach.

V. RESULTS

In the following, we describe the process of an autonomous golf game with an example scenario and evaluate the success of our method.

Before starting Golfi, the green surface is first cleared prior to being captured by the 3D camera. From this recording, the green surface is approximated and model-based training data is generated by simulating 3000 training strokes from random points at random velocities within the valid range of the green. This step is necessary only once or if the green has changed, e.g., by varying the hills. Afterwards, Golfi and the ball are placed on arbitrary initial positions. This corresponds to the situation shown in Fig. 12a. After that, the algorithms for the golf game (object detection, determination of the optimal stroke velocity vector, driving strategy) are executed in MATLAB. During these calculations, the user is allowed to check and confirm the detected objects as well as the proposed visualized driving trajectory. Before confirming the driving trajectory, Golfi’s club is raised in a controlled manner via the dSPACE software ControlDesk to avoid collisions with the ball. The individual driving commands are now sent to Golfi via a serial interface and implemented after respective confirmation by the user, resulting in the situation shown in Fig. 12b directly before the stroke. Now the stroke is executed by transmitting and confirming the absolute value of the calculated stroke velocity vector $\|v_s\|$ to ControlDesk. After the stroke has been executed, the situation shown in Fig. 12c arises. If the ball hits the hole, the goal is reached. If it does not hit the hole, the process can easily be started again from the beginning. Additionally, it is feasible to use that unsuccessful stroke in combination with the detected new ball position as another training data point for retraining, as described in Sec. IV.

This example scenario for a surface without hills qualitatively demonstrates the success of our overall system. In practice, the hole was not always hit, but the calculations of the stroke velocity vector were plausible in all cases, so that the ball either hit the hole or stopped at a small distance from the hole.

VI. CONCLUSION & OUTLOOK

We presented the development of an autonomous putting golf robot. First, we described the mechatronic design with the control strategy. Then we showed how Golfi intelligently determines in which direction and at what velocity it must strike the ball to make it hit the hole, using a combination of physical and data-driven methods with a 3D camera. For this, an accurate model of the ball dynamics is crucial. Without hills on the surface, Golfi performed well in moving autonomously to the ball and hitting it towards the hole.

In our work so far, we have limited ourselves to a situation where the green has no hills, but we have already demonstrated the feasibility of our method for a hilly green in a model-based manner, cf. Fig. 11. The next step is to evaluate these results on a hilly green in our laboratoy. For this purpose, the drive unit may no longer be sufficient and the fine traversing unit may be used as well. Further research should also aim to test and develop the pretraining strategy, cf. Fig. 7.
question will be how the real training strokes may be used for retraining, e.g., in terms of weighting compared to the model-based training strokes. In addition, it is interesting to compare the performance of Golfi with that of a human.

APPENDIX

REFERENCE TRAJECTORIES FOR THE STROKE DEVICE

The reference trajectories for the stroke device are mathematically described as follows

\[
\varphi(t) = \begin{cases} 
  f_1(t), & 0 < t \leq T_i, \\
  f_2(t), & T_i < t \leq \left( T_i + \frac{\varphi_1 \pi h}{|v_\alpha|} \right), \\
  f_3(t), & \left( T_i + \frac{\varphi_1 \pi h}{|v_\alpha|} \right) < t \leq \left( 2T_i + \frac{\varphi_1 \pi h}{|v_\alpha|} \right), \\
  0, & \text{otherwise}, 
\end{cases}
\]

\[ (21) \]

\[
\dot{\varphi}(t) = \begin{cases} 
  f_4(t), & 0 < t \leq T_i, \\
  f_5(t), & T_i < t \leq \left( T_i + \frac{\varphi_1 \pi h}{|v_\alpha|} \right), \\
  f_6(t), & \left( T_i + \frac{\varphi_1 \pi h}{|v_\alpha|} \right) < t \leq \left( 2T_i + \frac{\varphi_1 \pi h}{|v_\alpha|} \right), \\
  0, & \text{otherwise}.
\end{cases}
\]

\[ (22) \]

with

\[
f_1(t) = \frac{\varphi_1}{2} \left( \cos \left( \frac{\pi}{T_i} t \right) - 1 \right),
\]

\[ (23) \]

\[
f_2(t) = -\varphi_1 \cos \left( \frac{|v_\alpha|}{\varphi_1 \pi h} (t - T_i) \right),
\]

\[ (24) \]

\[
f_3(t) = \frac{\varphi_1}{2} \left( \cos \left( \frac{\pi}{T_i} \left( t - T_i - \frac{\varphi_1 \pi h}{|v_\alpha|} \right) \right) + 1 \right),
\]

\[ (25) \]

\[
f_4(t) = -\frac{\varphi_1 \pi}{2T_i} \sin \left( \frac{\pi}{T_i} t \right),
\]

\[ (26) \]

\[
f_5(t) = \frac{|v_\alpha|}{h} \sin \left( \frac{|v_\alpha|}{\varphi_1 \pi h} (t - T_i) \right),
\]

\[ (27) \]

\[
f_6(t) = -\frac{\varphi_1 \pi}{2T_i} \sin \left( \frac{\pi}{T_i} \left( t - T_i - \frac{\varphi_1 \pi h}{|v_\alpha|} \right) \right),
\]

\[ (28) \]

where \( \varphi_1 \) and \( T_i \) are the parameters for lunge and reset before and after the stroke, see Table I.
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