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Abstract—Dynamic image is the recently emerged action representation paradigm able to compactly capture the temporal evolution, especially in context of deep Convolutional Neural Network (CNN). Inspired by its preliminary success towards RGB videos, we propose its extension to the depth domain. To better exploit the 3D characteristics of depth video to leverage the performance, multi-view dynamic image is proposed by us. In particular, the raw depth video will be densely projected onto the different imaging view-points by rotating the virtual camera around the specific instances within the 3D space. Dynamic images are then extracted from the yielded multi-view depth videos respectively to constitute the multi-view dynamic images. In this way, more view-tolerant representative information can be involved in multi-view dynamic images than the single-view counterpart. A novel CNN learning model is consequently proposed to execute feature learning on multi-view dynamic images. The dynamic images from different views will share the same convolutional layers, but with the different fully-connected layers. This model aims to enhance the tuning of shallow convolutional layers by alleviating gradient vanishing. Furthermore, to address the effect of spatial variation an action proposal method based on faster R-CNN is proposed. The dynamic images will be extracted only from the action proposal regions. In experiments, our approach can achieve the state-of-the-art performance on 3 challenging datasets (i.e., NTU RGB-D, Northwestern-UCLA and UWA3DII).

Index Terms—action recognition, depth video, multi-view dynamic image, CNN, action proposal

I. INTRODUCTION

WITH the recently emerged low-cost depth sensors (e.g., Microsoft Kinect [1]), action recognition using depth data is of increasing interest and importance to the fields of video surveillance, multimedia data analysis, human-machine interaction, etc. Compared to the RGB counterpart, depth video can provide richer 3D information to characterize the actions. Numerous of efforts [2]–[9] have already been paid to reveal the effectiveness of 3D representation for action recognition from the different theoretical perspectives. Towards the practical applications, one important research trend is to address the depth-based action recognition problem under the high intra-class and camera view variation condition, with the large number of action classes. Some challenging datasets (e.g., NTU RGB-D [10]) have recently been proposed accordingly. The performance of the existing approaches is unfortunately not satisfactory enough on them. To address this, one feasible way is to seek more discriminative depth-based action representation approach.

To effectively characterize the actions, one of the key issues is to capture the dynamic motion information well. To this end, most of the state-of-the-art RGB-based action recognition approaches [11]–[13] resort to extracting dense optical flow field [14]. For depth video, scene flow [15] is required to reveal the 3D motion characteristics on the other hand. Nevertheless, accurate scene flow estimation is still remaining as a challenging task of high computational burden [16], which is not feasible for the practical applications. An main alternate way to address this is to capture the articulated 3D movement of human body skeleton joints [3], [17], [18]. However, this point-based sparse description paradigm may somewhat lead to information loss. And, the existing human body skeleton extraction methods are still sensitive to pose and imaging viewpoint variation [6], [19]. It may fail to work in cases. Concerning these issues, more concrete motion characterization approach for depth video is required.

Dynamic image [20], [21] is the most recently proposed compact video representation approach, based on the idea of rank pooling [22], [23]. It compresses the video or video clip into a single image, while still maintaining the rich motion information. In context of deep learning technology (i.e., Convolutional Neural Network (CNN) [24]), it has achieved great success for RGB-based action recognition [20], [21], [25] with feasible computational cost. Inspired by this, we propose to extend it to depth domain. To our knowledge, this has not been well studied before. A naive way to this end is to directly apply dynamic image to depth video as the RGB counterpart. However, this cannot fully exploit the 3D motion properties within depth video. To address this, we propose to densely project the raw depth video onto the different imaging view-points by rotating the virtual camera around the specific instances within the 3D space. This procedure is derived from the intrinsic 3D imaging characteristics of depth video, which cannot be achieved on RGB one. Then, dynamic images are extracted from the yielded multi-view depth videos respectively to constitute the multi-view dynamic images for action characterization on motion.

The high adaptability to CNN is one main advantage of dynamic image, which ensures strong discriminative power. In [20], [21], [25], the dynamic images extracted from RGB channels are feed into the one-stream CNN model [26] for action characterization. Here, we argue that this paradigm is not optimal for the proposed multi-view dynamic images on
Fig. 1. The main technical pipeline of the proposed action recognition method for depth video using multi-view dynamic images.

depth video. The deep insight is mainly derived from the CNN learning perspective. The problem of gradient vanishing [27], [28] is the critical issue faced by deep neural network training, especially when the training sample amount is limited. It leads to the fact that, the shallow layers (i.e., the convolutional layers) within CNN may not be well tuned [29]. This will weaken the visual pattern capture capacity of CNN. Towards our task, the scale the existing depth action datasets [10], [30], [31] (i.e., 56000 samples at most) is still relative small compared to the large-scale image recognition datasets (e.g., Imagenet [32] of millions samples) fruitful for CNN training. Meanwhile, compared to RGB dynamic images in [20], [21], [25] multi-view dynamic images on depth video are essentially of higher complementary. Hence, our research motivation is to better exploit this complementary property to leverage the training effectiveness on the convolutional layers, in the case that the training samples are not abundant. To this end, a novel CNN learning model is proposed. In particular, the dynamic images from the different virtual imaging view-points will share the same convolutional layers, but correspond to the different fully-connected layers. Towards training, the fully-connected layers of the different view-points will be iteratively tuned. While, the shared convolutional layers are consistently tuned during the whole training phase. In this way, the training error from the different view-points can be back-propagated to the convolutional layers with better chance. Thus, gradient vanishing somewhat can be alleviated. Then, the output of the fully-connected layers will be employed as the visual feature for action recognition with PCA and SVM.

Generally, the actions may happen at the different spatial locations also with the variational scene conditions. Dynamic image is able to fade the background effectp, but still spatial-sensitive. This also happens to CNN [33]. To resist the effect of spatial variation, an action proposal method is proposed by us. Specifically, we first employ the state-of-the-art object detector faster R-CNN [34] to detect humans per frame due to its generality and robustness. Then, we merge and link the resulting human detection bounding boxes in the spatial-temporal manner to construct the action proposal volume. It is worthy noting that, the human-human and human-object interaction information can also be involved in the yielded action proposal volume. Dynamic image is subsequently extracted from the action proposal volume to cope with CNN, not from the whole video. The main technical pipeline our approach is shown in Fig. 1.

The proposed action recognition approach based on multi-view dynamic images is tested on 3 challenging depth datasets (i.e., NTU RGB-D [10], Northwestern-UCLA [31] and UWA3DII [30]). The experimental results demonstrate that, our method can achieve the state-of-the-art performance on all the 3 datasets. The effectiveness of our propositions are also investigated respectively.

The main contributions of this paper are:

- We first extend the concept of dynamic image to depth domain for action recognition. Multi-view dynamic image is proposed to reveal the 3D motion characteristics for action description;
- A novel CNN learning model is proposed to enhance the training performance on multi-view dynamic images;
- An action proposal approach for multi-view dynamic images is proposed to resist the effect of spatial variation.

The source code and supporting materials of this paper will be published upon acceptance.

The remaining of this paper is organized as follows. Sec. II introduces the related work. Sec. III illustrates the concept of multi-view dynamic images in details. The proposed CNN learning model for multi-view dynamic images is given in Sec. IV. The action proposal approach is introduced in Sec. V. Experiments and discussion is conducted in Sec. VI. Sec. VII concludes the whole paper.

II. RELATED WORK

The depth-based action recognition approaches generally can be categorized into 3 groups: the skeleton-based manner, raw depth video-based manner, and fusion of them.

**Skeleton-based manner.** Under this paradigm, 3D human body skeleton joints [35] are first extracted from the depth frames to characterize the actions. Based on this, Wang et
al. [2], [3] extracted the spatial-temporal pairwise distance among the skeleton joints as feature, and mined the most discriminative joint combinations for the specific action classes. Vemulapalli et al. [18] and Huang et al. [36] proposed to extract the discriminative Lie group action representation, from the manifold learning perspective. Weng et al. [37] resorted to nearest neighbor search to categorize the actions. A very recent research trend is to capture the spatial-temporal evolution of skeleton joints using recurrent neural network (RNN) [4], [38] or long short term memory network (LSTM) [5], [10], [39]. Although the noticeable progress, skeleton-based manner still suffers from information loss and skeleton joint extraction failure. Meanwhile, CNN cannot intuitively benefit this paradigm to leverage the performance.

**Raw depth video-based manner.** Within this group, the spatial-temporal feature for action description is captured from the raw depth video directly, without extracting the skeletons. Oreifej et al. [6] proposed HON4D to characterize the actions by computing the Histogram of Orientated Normal vectors in the 4D space (i.e., XYZ-T). Later, Rahmani et al. [40] refined HON4D in the way of encoding Histogram of Oriented Principal Components (HOPC) within the volume around each cloud point. To resist the effect of imaging noise, camera view variation and cluttered background, Lu et al. [41] proposed a binary descriptor by executing the pairwise comparison among the 3D cloud points. In [7], the concept of Depth Motion Map (DMM) is proposed to compress the depth video into one single image via aggregating the video frames intuitively by sum pooling. HOG descriptor is consequently extracted on DMM from 3 orthogonal projection planes. Actually, the idea of DMM is somewhat similar to dynamic image. However, it does not involve the temporal evolution characteristics as dynamic image does. HOG was replaced with the FV-encoded LBP in [42]. Wang et al. [8], [43] recently applied CNN to DMM, which is similar to our work. The main difference lies 3 folders. First, we verify the superiority of dynamic image over DMM for action characterization in depth video. Secondly, a novel CNN learning model that better copes with multi-view dynamic images is constructed by us. Last, the action proposal procedure is not involved in [8], [43].

**Skeleton and raw depth video fusion manner.** To better use the information from the skeletons and raw depth video Wang et al. [44] proposed to extract the Local Occupancy Pattern (LOP) feature from the 3D volume space along the skeleton joints. Following this manner, Yang et al. [9] chose to extract Super Normal Vector (SNV) descriptor along the skeleton joints. Althloothi et al. [45] and Chaaraoui et al. [46] proposed to fuse the skeleton and silhouette shape features. Our work falls into the second group. Skeleton extraction is not required to ensure the robustness, and involve richer representative information from depth video. To leverage the discriminative power of spatial-temporal feature, dynamic image and CNN model is employed.

**III. Multi-View Dynamic Images**

To concretely capture the motion information within depth video, we extend the concept of dynamic image from RGB domain to depth domain. By densely projecting the depth video onto multiple virtual imaging points, multi-view dynamic images are consequently extracted to involve more discriminative information. Meanwhile, the training sample amount can be augmented intuitively to better tune CNN.

**A. Concept of dynamic image**

To benefit CNN for action characterization, Bilen et al. [20], [21] proposed the concept of dynamic image to capture the spatial-temporal dynamic evolution information within video. One main merit of dynamic images is that, it can summarize the video or video clip into a single static image. Intuitively, this can leverage the efficiency of CNN both for the off-line training and on-line test phases. Suppose $I_i, \cdots, I_T$ denote the video frames, and $V_t = \frac{1}{T} \sum_{i=1}^{T} I_i$ is the frame average till time $t$. Then, a video ranking score function at each time $t$ is defined as

$$S(t|u) = \langle u, V_t \rangle,$$

where $u \in \mathbb{R}^d$ is the ranking parameter vector. $u$ is learned from the specific video to reflect the ranking relationship among the video frames. The criteria is that, the later frames are associated with the larger ranking scores as

$$q > t \Rightarrow S(q|u) > S(t|u).$$

The learning procedure of $u$ is consequently formulated as a convex optimization problem based on the framework of RankSVM [47] as

$$u^* = \text{argmin}_{u} \frac{\lambda}{2} \| u \|^2 + \frac{2}{T(T - 2)} \sum_{q>t} \max \{0, 1 - S(q|u) + S(t|u)\}.$$

In particular, the first term is the regularizer usually employed in SVM. And, the second term is the hinge-loss soft-counting
B. Multi-view projection on depth video

Unlike the RGB counterpart, due to the 3D property depth video can be observed from the different imaging view-points. It can be achieved by rotating the virtual camera around the specific instances in 3D space as shown in Fig. 3. Actually, this is equal to rotate the 3D points within the depth frames. As a consequence, a series of synthesized depth videos can be generated via multi-view projection on the raw one. Indeed, this helps to better mine 3D discriminative visual information while suppressing background. Meanwhile, the motion temporal order is also reflected by the gray-scale value.

However, intuitively applying dynamic image to depth domain cannot fully exploit the 3D visual clues contained in depth video. To alleviate this, we propose to densely project the depth video onto multiple virtual imaging points in 3D space. Dynamic images are consequently extracted from the yielded depth videos to construct multi-view dynamic images.

3D point coordinate transformation are given by

$$\mathbf{R}_x = \begin{bmatrix} \cos(\beta) & 0 & \sin(\beta) \\ 0 & 1 & 0 \\ -\sin(\beta) & 0 & \cos(\beta) \end{bmatrix},$$

and

$$\mathbf{R}_y = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\alpha) & -\sin(\alpha) \\ 0 & \sin(\alpha) & \cos(\alpha) \end{bmatrix},$$

where the right-handed coordinate system is employed for rotation, and the original camera view-point is regarded as the rotation angle origin. As a consequence, for a 3D point at $\begin{bmatrix} P_x, P_y, P_z \end{bmatrix}^T$ after view-point rotation its coordinate will be transferred as

$$\begin{bmatrix} P_x', P_y', P_z' \end{bmatrix}^T = \mathbf{R}_x \mathbf{R}_y \begin{bmatrix} P_x, P_y, P_z \end{bmatrix}^T,$$
where $\vec{P}_x, \vec{P}_y$ and $\vec{P}_z$ can be regarded as the new screen coordinates, and the corresponding depth value for the synthesized depth frames. Our multi-view projection approach on depth video is similar to [8], [43]. However, it is worthy noting that our method does not transform $(P_x, P_y, P_z)^T$ to real-world coordinate system as in [8], [43]. The reason is that, doing this the focal length of depth camera is required, which is not always met in the practical application cases. Thus, our manner is relatively easier and more convenient for application while still ensuring the performance. Fig. 4 shows some multi-view projection results on the specific depth frame, corresponding to different $\alpha$-$\beta$ combinations. In particular, $\alpha = 0; \beta = 0$ corresponds to the raw depth frame. It can be observed intuitively that, more representative visual information is involved in the ensemble of the synthesized depth frames. Meanwhile, the sample amount for the specific action can be significantly enhanced, which helps to alleviate the data-hungry problem during CNN training as aforementioned.

C. Multi-view dynamic images extraction

After finishing the multi-view projection procedure on depth video, we will consequently extract dynamic images from the synthesized multi-view depth videos (including the raw depth video) individually as shown in Fig. 12. The ensemble of the yielded single-view dynamic images will be termed as multi-view dynamic images for action characterization. Meanwhile, to involve richer temporal information the single-view videos will be split into overlapped segments. The dynamic images will be extracted from the temporal segments and whole single-view video simultaneously as shown in Fig. 6. In particular, each single-view video will be empirically split into 4 temporal segments with the overlap ratio of 0.5. Following [20], [21], the temporal segments share the same action category label as the raw single-view video. Actually, the procedure of temporal split also plays the role of data augment essentially for CNN training to leverage the performance.

IV. Multi-view Dynamic Images Adapted CNN Learning Model

When the multi-view dynamic images have been extracted, they will be fed into CNN for action characterization. Hence, suitable CNN learning model is required to ensure the performance. In our opinion, 2 essential issues should be concerned. First, the scale of the existing depth action datasets [10], [30], [31] (i.e., 56000 samples at most) is still limited, which cannot fully meet the requirement of data-hungry CNN training. Actually, this will aggravate the effect of gradient vanishing problem [27], [28], especially on the shallow convolutional layers that work to capture the visual patterns. Secondly, the multi-view dynamic images are actually of high complementarity as shown in Fig. 12. Nevertheless, the conventional one-stream CNN model [26] employed in [20], [21], [25] cannot reveal this well. In [8], [43], multi-stream CNN model is proposed to alleviate this on multi-view DMMs. That is, the DMMs from different view-points correspond to the individual convolutional and fully-connected layers respectively. However, this model still highly suffers from the training data insufficiency problem. Towards these, our key research motivation is to better exploit the complementary information among the different view-points to benefit CNN training, in the case that the training samples are not abundant.

To this end, a novel multi-view dynamic images adapted CNN learning model is proposed by us as in Fig. 7. In particular, the dynamic images from different view-points share the same convolutional layers (i.e., the same convolutional filters specifically), but correspond to the different fully-connected layers. The intuition is that, the shared convolutional layers work to capture the discriminative fundamental visual patterns among the multi-view dynamic images. While, the multi-stream fully-connected layers aim to reflect the complementarity. During the training phase, the fully-connected layers of the different view-points will be iteratively tuned. While, the shared convolutional layers are consistently trained. Actually, our proposition can somewhat be regarded as the hybrid version of the one-stream CNN model in [20], [21], [25] and the multi-stream model in [8], [43].

The main advantage of our proposition lies in tow-folders. First, compared to the one-stream model in [20], [21], [25], the multi-stream fully-connected layers in our approach help to maintain the complementary information among the view-points. It is worthy noting that, the output of the multi-
stream fully-connected layers will be concatenated as the visual feature for action recognition with PCA and SVM in our method. On the other hand, compared to the multi-stream model in [8], [43], within our proposition the training error from the different view-points can be back-propagated to the convolutional layers with better chance. Thus, gradient vanishing somewhat can be alleviated, which helps to enhance the training performance on the convolutional layers.

V. SPATIAL-TEMPORAL ACTION PROPOSAL

In [20], [21], [25], dynamic image extraction is derived from the whole video frames directly. Nevertheless, this is not optimal for the consequent CNN-based visual feature extraction procedure. The reason is that, the actions of the same category may happen at the different spatial locations also with the variational scene conditions. Dynamic image is able to fade the background effect, but still spatial-sensitive. This also happens to CNN [33], especially on the shallow convolutional layers. Indeed, this is unfavourable for stable action representation. As a consequence, effective action proposal is required to alleviate this essential problem.

According to the principal idea that actions are carried out by human [48], a spatial-temporal action proposal approach is proposed by us. In particular, human detection is first executed on each depth frame individually. Then, the resulting human detection bounding boxes are linked and merged in the spatial-temporal manner. That is, the minimal spatial-temporal cubic volume that covers all the bounding boxes closely will be regarded as the action proposal result as shown in Fig. 8. Consequently, the multi-view dynamic images will only be extracted from the yielded action proposal region with some extension\(^1\), not the whole depth video. Generally, the action items of human-human interaction and human-object interaction can be intrinsically involved in the proposed action proposal approach. Specifically, the off-the-shelf faster R-CNN [34] is employed as our human detector, due to its strong capacity on object detection.

VI. EXPERIMENTS

In experiments, we will focus on verifying the discriminative power of multi-view dynamic images for action characterization in depth video. 3 challenging action datasets are employed for test. Specifically, they are NTU RGB-D [10], Northwestern-UCLA [31], and UWA3DII [30]. Although both of the RGB and depth information are involved in these datasets, we only take the depth visual cue into consideration. If not otherwise specified, the available samples in each dataset are split into the training set and testing set according to the original principles in [10], [30], [31].

When executing multi-view projection on depth video, we empirically set \( \beta \) to 0\(^\circ\), and set \( \alpha \) to \(-90\,^\circ, -40\,^\circ, -20\,^\circ, -10\,^\circ, -5\,^\circ, 0\,^\circ, 5\,^\circ, 10\,^\circ, 20\,^\circ, 40\,^\circ, 90\,^\circ\). It is worthy noting that, the tuple of \((\alpha = 0\,^\circ, \beta = 0\,^\circ)\) corresponds to the raw depth video. Furthermore, the \(\alpha-\beta\) tuples will be divided into 5 view groups as listed in Table I, according to the value of \(\alpha\). During CNN training, the 5 view groups will share the same convolutional layers, but correspond to the individual fully-connected layers as shown in Fig. 7. The main reason for merging the adjacent \(\alpha-\beta\) tuples into groups is to restrict the CNN model size.

The proposed multi-view dynamic images adapted CNN model is constructed using the CNN-F model [49] that consists of 5 convolutional layers and 3 fully-connected layers. The output of fc7 layer will be employed for action representation. During training, we set most of the training parameters the same as [49] with momentum of 0.9, and weight decay of 0.0005. Nevertheless, in our model the initial learning rate is set to 0.001 decreased by the fact of 10, and batch size is \(8 \times 4\). The 5 temporal segments of each depth video illustrated in Sec. III-C will be randomly chosen for training (i.e., one for each batch). The training procedure is executed on a single NVIDIA GTX 1080 GPU.

Since the existing faster R-CNN model [34] is generally trained on the RGB object detection datasets, towards human detection in depth video it needs to be re-trained. Thus, sufficient training samples are required. Fortunately, in all the 3 test datasets human body skeleton information is provided per frame. The minimum bounding rectangle that covers all the skeleton joints will be regarded as the ground-truth bounding box of human for training.

LIBLINAR [50] is employed as our SVM classifier. Linear kernel is applied due to efficiency. The penalty factor \(C\) is set via 5-fold cross validation on training set. After PCA, the dimension of feature vector for SVM will be reduced to 1000.

Experimental results are organized as follows. The action recognition results on the 3 benchmark datasets for test is reported in Sec. VI-A to Sec. VI-C. The effectiveness of dynamic image, multi-view projection, multi-view dynamic images adapted CNN model, spatial-temporal action proposal and SVM is demonstrated in Sec. VI-D to VI-H respectively.

---

\(^1\)Within each frame, the 4 sides of the action proposal bounding box will be extended 30 pixels evenly to involve more discriminative information.

### TABLE I

| View group \((\beta = 0^\circ)\) | \(\alpha\) |
|------------------------------|----------|
| Group 1                      | \(-90^\circ, -40^\circ\) |
| Group 2                      | \(-20^\circ, -10^\circ, -5^\circ\) |
| Group 3                      | \(0^\circ\) |
| Group 4                      | \(5^\circ, 10^\circ, 20^\circ\) |
| Group 5                      | \(40^\circ, 90^\circ\) |
A. NTU RGB+D dataset

This is the recently proposed largest-scale dataset for RGB-D human action recognition. In particular, it involves 56000 samples of 60 action classes, which is collected from 40 subjects. The actions can be generally divided into 3 categories: 40 daily actions (drinking, eating, reading, etc.), 9 health-related actions (sneezing, staggering, falling down, etc.), and 11 mutual actions (punching, kicking, hugging, etc.). And, these actions happen under 17 different scene conditions that correspond to 17 video sequences (i.e., S001-S017) respectively. The actions are captured using 3 cameras with the different horizontal imaging viewpoints of $-45^\circ$, $0^\circ$, and $+45^\circ$. Fig. 9 shows some key depth frames of 4 actions in this dataset from 3 different viewpoints. The multi-modality information is provided for action characterization, including depth maps, 3D skeleton joint position, RGB frames, and infrared sequences. The performance evaluation is executed according to 2 principles. One is cross-subject test that splits the 40 subjects into training and test groups. And, the other is cross-view test that employs camera 1 ($+45^\circ$) for test, and the other 2 cameras for training. The performance comparison between our method and the state-of-the-art approaches is listed in Table II. It can be observed that:

- The proposed multi-view dynamic images based action recognition method consistently outperforms all the other state-of-the-art approaches both on the cross-subject and cross-view test settings, disregarding the input is skeleton data or depth maps. This indeed demonstrates the effectiveness of our proposition for depth-based action recognition under the complex scene and imaging viewpoint conditions;

- It is worthy noting that, our method significantly outperforms the other depth maps based approaches by large margins. In our opinion, the essential reason may lie in 3 folders. First, the hand-crafted visual descriptors employed by them is not as discriminative as CNN-based feature learning on multi-view dynamic images in our manner. Secondly, they are sensitive to imaging viewpoint variation. However, in our proposition multi-view projection on depth video can alleviate this. It is noticeable that, our approach can even achieve better performance on cross-view test setting. Last, they take the whole depth maps into consideration for action characterization without effective action proposal. Thus, they are also sensitive to scene and action position variation;

- The skeleton-based approaches achieve much better performance than the depth maps based ones [6], [9], [57], besides our method. And, the most recently proposed depth-based action recognition manners [55], [56] mainly resort to employing skeleton information. However, our proposition verifies the fact that purely using the depth maps can also achieve the comparative or even better performance with the advance of feature learning and human detection.

### Table II

| Method                        | Cross-subject | Cross-view |
|-------------------------------|---------------|------------|
| Input: Skeleton data          |               |            |
| Skeletal Quads [51]           | 38.6          | 41.4       |
| LARP [18]                     | 50.1          | 52.8       |
| HBRNN-L [52]                  | 59.1          | 64.0       |
| FTP Dynamic Skeletons [53]    | 60.2          | 65.2       |
| PA-LSTM [10]                  | 63.0          | 70.3       |
| ST-LSTM [54]                  | 69.2          | 77.7       |
| GCA-LSTM network [56]         | 74.4          | 82.8       |
| Clips+CNN+MTLN [55]           | 79.6          | 84.8       |
| Input: Depth maps             |               |            |
| HON4D [6]                     | 30.6          | 7.3        |
| SNV [9]                       | 31.8          | 13.6       |
| HOG $^2$ [57]                 | 32.2          | 22.3       |
| Multi-view dynamic images+CNN  | 84.6          | 87.3       |

Fig. 9. The key depth frames of 4 actions from 3 different viewpoints in NTU RGB-D dataset.

### Table III

| Method                        | Accuracy  |
|-------------------------------|-----------|
| Input: Skeleton data          |           |
| HOJ3D [17]                    | 54.4      |
| Actionlet [3]                 | 69.9      |
| LARP [18]                     | 74.2      |
| Input: Depth maps+human mask  |           |
| HPM+TM+external training data [58] | 92.0 |
| Input: Depth maps             |           |
| CCD [59]                      | 34.4      |
| HON4D [6]                     | 39.9      |
| SNV [9]                       | 42.8      |
| DVV [60]                      | 52.1      |
| AOG [61]                      | 53.6      |
| HOPOC [40]                    | 80.0      |
| Multi-view dynamic images+CNN  | 84.2      |

Fig. 10. The key depth frames of 4 actions from 3 different viewpoints in Northwestern-UCLA dataset.


| Training viewpoints | V1 & V2 | V1 & V3 | V1 & V4 | V2 & V3 | V2 & V4 | V3 & V4 | Mean |
|---------------------|---------|---------|---------|---------|---------|---------|------|
| Test viewpoints     | V3      | V4      | V2      | V3      | V1      | V4      | V2   |
| HO3D [17]           | 15.3    | 28.2    | 17.3    | 27.0    | 14.6    | 13.4    | 15.0  | 12.9  | 22.1  | 13.5  | 20.3  | 12.7  | 17.7 |
| Actionlet [3]       | 45.0    | 40.4    | 33.1    | 36.9    | 34.7    | 36.0    | 49.5  | 29.3  | 57.1  | 35.4  | 49.0  | 29.3  | 39.8 |
| LARP [18]           | 49.4    | 42.8    | 34.6    | 39.7    | 38.1    | 44.8    | 53.3  | 33.5  | 53.6  | 41.2  | 56.7  | 32.6  | 43.4 |

**Input: Skeleton data**

| Input: Depth maps + human mask | HPM+TM+external training data [58] | Test viewpoints | 80.6 | 80.5 | 73.2 | 82.0 | 63.4 | 72.0 | 77.3 | 67.0 | 83.6 | 81.0 | 83.6 | 74.1 | 76.9 |
|--------------------------------|------------------------------------|----------------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Input: Depth maps              | CCD [59]                           | 10.5           | 13.6 | 10.3 | 12.8 | 11.1 | 8.3  | 10.0 | 7.7  | 13.1 | 13.0 | 12.9 | 10.8 | 11.2 |
|                                | DVV [60]                           | 23.5           | 25.9 | 23.6 | 26.9 | 22.3 | 20.2 | 22.1 | 24.5 | 24.0 | 23.1 | 28.3 | 23.8 | 24.2 |
|                                | AOG [61]                           | 23.9           | 31.1 | 25.3 | 29.9 | 22.7 | 21.9 | 25.0 | 20.2 | 30.5 | 27.9 | 30.0 | 26.8 | 26.7 |
|                                | HON4D [6]                          | 31.1           | 23.0 | 21.9 | 10.0 | 36.6 | 32.6 | 47.0 | 22.7 | 36.6 | 16.5 | 41.4 | 26.8 | 28.9 |
|                                | SNV [9]                            | 31.9           | 25.7 | 23.0 | 13.1 | 38.4 | 34.0 | 43.3 | 24.2 | 36.9 | 20.3 | 38.6 | 29.0 | 29.9 |
|                                | HOPC [40]                          | 52.7           | 51.8 | 59.0 | **57.5** | 42.8 | 44.2 | 58.1 | 38.4 | 63.2 | 43.8 | 66.3 | 48.0 | 52.2 |
| Multi-view dynamic images+CNN  |                                    | 77.0           | 59.5 | 68.3 | 57.2 | **57.8** | 72.9 | 80.3 | 51.3 | 76.6 | 69.5 | 78.8 | 67.9 | 68.1 |

**TABLE IV**

Performance comparison on action recognition accuracy (%) of the different methods on UWA3DII dataset. Each time, 2 views are employed for training, and the remaining 2 views are for test individually.

**B. Northwestern-UCLA dataset**

This dataset contains 1475 video samples of 10 action categories: *pick up with one hand, pick up with two hands, drop trash, walk around, sit down, stand up, donning, doffing, throw, and carry*. They are captured by 3 depth cameras from the different viewpoints with variational scene condition. Each action is executed by 10 subjects. Fig. 10 shows some key depth frames of 4 actions in this dataset from 3 different viewpoints. Compared to NTU RGB-D, the samples in this dataset are of much higher imaging noise, which imposes great challenge to action recognition. The multi-modality information is provided for action characterization, including depth maps, 3D skeleton joint position, and RGB frames. Following [31], the samples from the first 2 cameras are employed for training, and the samples from the 3rd camera are for test. The performance comparison between our approach and the state-of-the-art approaches is listed in Table III. We can summarize that:

- Besides HPM+TM [58], our approach can still achieve better performance than the other state-of-the-art methods when the input is skeleton data or depth maps. It actually verifies the superiority and generality of our proposition on the different datasets;

- The recognition accuracy of HPM+TM method [58] is higher than ours. Nevertheless, it introduces external synthetic data to train CNN. And, accurate human mask is also needed to resist the effect of background and imaging noise. However, our approach does not require these factors. Thus, without external training data our method outperforms all the other manners for comparison;

- It is worthy noting that, the training sample amount of this dataset is much smaller than NTU RGB-D dataset. However, our approach can still achieve good performance (i.e., 84.2%). This demonstrates that, the proposed multi-view dynamic images based action recognition method with CNN is applicable to both of the small-scale and large-scale cases.

**C. UWA3DII dataset**

This dataset consists of 1075 action samples from 30 classes: *one hand waving, one hand punching, two hand waving, two hand punching, sitting down, standing up, vibrating, falling down, holding chest, holding head, holding back, walking, irregular walking, lying down, turning around, drinking, phone answering, bending, jumping jack, running, picking up, putting down, kicking, jumping, dancing, moping floor, sneezing, sitting down (chair), squatting, and coughing*. These 30 actions are captured from 10 subjects with 4 different imaging viewpoints (i.e., front, top, left, and right), under the same scene condition. The multi-modality information is provided for action characterization, including depth maps, 3D skeleton joint position, and RGB frames. This dataset is challenging mainly due to the issues below. First, the action samples are acquired from the variational viewpoints at the different time points. Secondly, serious self-occlusion may happen. Last but not least, some action categories are of high similarity. Fig. 11 shows some key depth frames of 4 actions in this dataset from 4 different viewpoints. Following [30],
TABLE V
THE PERFORMANCE COMPARISON ON ACTION RECOGNITION ACCURACY (%): BETWEEN DYNAMIC IMAGE AND DEPTH MOTION MAP (DMM) ON ALL THE 3 TEST DATASETS.

| Dataset / Test setting | DMM (% accuracy) | Dynamic image (% accuracy) |
|------------------------|------------------|---------------------------|
| NTU RGB-D | Cross-subject | 74.7 | 84.6 |
| | Cross-view | 72.1 | 87.3 |
| Northwestern-UCLA | | 78.4 | 84.2 |
| UWA3D II | | 51.5 | 68.1 |

Fig. 12. The dynamic image and depth motion map of “Hugging other person” in NTU RGB-D dataset.

the samples from 2 imaging viewpoints are employed for training, and the remaining 2 are for test individually. Cross-validation among the viewpoints is executed. The performance comparison between our approach and the state-of-the-art approaches is listed in Table IV. It can be summarized that:

- Corresponding to the different viewpoint combination settings, our method significantly outperforms all the other approaches nearly in all the cases besides HPOC [40] (i.e., training on $V_1$&$V_3$, and test on $V_2$) and HPM+TM [58].

As aforementioned, HPM+TM employs external training data and human mask. Without considering this, our approach can achieve the best overall performance among all the methods for comparison (i.e., 15.9% better than the second strongest one). Hence, it demonstrates the superiority of our proposition for depth-based action recognition under the more challenging viewpoint variation condition;

- Compared to NTU RGB-D and Northwestern-UCLA dataset, the performance of our approach on this dataset (i.e., overall 68.1%) is relatively low. In our opinion, this may be due to 2 issues. First, the training sample amount of this dataset is not sufficient for CNN training. Secondly, the actions from different categories (e.g., drinking vs. phone answering) are of high similarity. It seems that, dynamic image currently cannot capture and emphasize the fine-grained action characterization clue very well, which should to be addressed in future;

- The performance of skeleton-based methods is indeed poor (i.e., 43.4% at most) on this dataset. This verify the fact that, under the dramatic viewpoint variation and serious self-occlusion conditions accurate action representation using skeleton information is still remaining as a challenging task. As demonstrated by our proposition, using depth maps directly can alleviate this to some degree.

D. Comparison between dynamic image and DMM

As aforementioned, the idea of depth motion map (DMM) [7] is somewhat similar to dynamic image. It can also summarize the depth video into a single image as

$$DMM = \sum_{i=1}^{N-1} (|I_{i+1} - I_i| > \epsilon),$$

where $I_i$ denotes the $i$-th depth frame; $|I_{i+1} - I_i| > \epsilon$ indicates the binary motion energy map; $\epsilon$ is the predefined threshold.

The intuitive comparison of dynamic image depth motion map is shown in Fig. 12. In particular, they correspond to the same “Hugging other person” action in NTU RGB-D dataset. It can be observed that:

- Dynamic image is able to reveal the motion temporal order of action by the gray-scale value, which cannot be achieved by depth motion map;
- Compared to depth motion map, dynamic image suppresses the effect of background and imaging noise better;
- Due to the unsuitable setting of motion threshold (i.e., $\epsilon$ in Eqn. 7), depth motion map tends to loose some action details of relative low motion energy. This is actually detrimental for effective action representation.

Next, we execute the quantitative performance comparison of dynamic image and depth motion map on all the 3 test datasets. In particular, they share the same multi-view projection procedure, CNN learning model, and action proposal results. The performance comparison is listed in Table V. We can observe that, dynamic image significantly outperforms depth motion map in all the test cases. It verifies the superiority of dynamic image for depth video summarization towards action characterization.

E. Effectiveness of multi-view projection

To verify the effectiveness of multi-view projection on depth video, we compare the performance of the view groups in Table I and their combination respectively, using the proposed multi-view dynamic images based action recognition method. The test is executed only on S001 action sequence of NTU RGB-D dataset, due to the high computational cost. The performance comparison listed in Table VI. We can see that:

\[\text{The setting manner of } \epsilon \text{ follows [42].}\]
TABLE VII
THE PERFORMANCE COMPARISON ON ACTION RECOGNITION ACCURACY (%) AMONG THE DIFFERENT CNN LEARNING MODEL ON ALL THE 3 TEST DATASETS.

| Dataset        | OS CNN | MS CNN | Our CNN |
|----------------|--------|--------|---------|
| NTU RGB-D      | 78.8   | 82.5   | 84.6    |
| Northwestern-UCLA | 82.2 | 82.7   | 84.2    |
| UWA3DII        | 57.1   | 66.4   | 68.3    |

- With the increment of view groups, the performance of action recognition is consistently enhanced both on the cross-subject and cross-view test settings. It is worthy noting that, the performance improvement on cross-subject setting demonstrates that multi-view projection on depth video does not only alleviate the cross-view divergence problem but also introduces richer discriminative information for action characterization towards cross-subject case. The results above demonstrate the effectiveness of multi-view projection mechanism on depth video for action recognition:
  - As listed in Table I, group 3 corresponds to the raw depth view. However, it is interesting that among all the view groups it does not achieve the best performance. First, this indeed justifies the effectiveness of our view projection method proposed in Sec III-B. Secondly, it reveals the fact that the yielded multi-view projected depth videos do not only play the role of providing additional auxiliary information.

F. Effectiveness of multi-view dynamic images adapted CNN learning model

To justify the superiority of the proposed multi-view dynamic images adapted CNN learning model, we compare it with 2 counterparts. One is the multi-stream CNN (MS CNN) learning employed in [8], [43]. That is, the view groups correspond to the individual convolutional and fully-connected layers. And, the other is the standard one-stream CNN (OS CNN) learning model [26]. In particular, the view groups will be regarded as the different input channels. We execute the performance comparison on all the 3 testing datasets with the same experimental settings. On NTU RGB-D dataset, the result on cross-subject test case is reported. The performance comparison is listed in Table VII. It can be summarized that:
  - On all the 3 test datasets, the proposed multi-view dynamic images adapted CNN learning model consistently outperforms the other 2 CNN models. This actually demonstrates the effectiveness and generality of our proposition, when coping with multi-view dynamic images for action representation;
  - Among all the 3 CNN models, one-stream model is the weakest. The main reason seems that, its structure of only one-stream fc layers is not helpful to capture the complementary information among the different virtual imaging viewpoints.

G. Effectiveness of spatial-temporal action proposal

In our proposition, spatial-temporal action proposal is executed to resist the effect of scene variation and spatial-sensitivity of CNN. To demonstrate its effectiveness, we compare the test cases with and without action proposal on all the 3 test dataset. The performance comparison is listed in Table VIII. In particular, the proposed multi-view dynamic images based action recognition method with and without action proposal is denoted as “MVDI-AP” and “MVDI-O” respectively. We can see that:
  - Action proposal is able to significantly leverage the performance of our method on NTU RGB-D and Northwestern-UCLA datasets in 3 test cases. The performance enhancement is 6.0% at least. This verify the feasibility and effectiveness of our spatial-temporal action proposal approach. This also reveals the fact that, resisting the effect of scene variation and spatial sensitivity of CNN is essential for action recognition;
  - On UWA3DII dataset, when action proposal is employed the performance of our approach will unfortunately drop. This may be due to the issue that, the action samples in this dataset are captured under the similar scene condition. Thus, in this case executing action proposal tends to cause information loss. To enhance the adaptability of action proposal is what we plan to address in future.

On the other hand, human detection using faster R-CNN plays the key role for action proposal. We find that, faster R-CNN is highly applicable to depth frames even when human-human or human-object interaction happens. Fig. 13 shows some live examples.

H. Comparison between softmax classifier and SVM

In the proposed action recognition approach, SVM is employed as the classifier to decide the action category instead of the softmax classifier in CNN. Our intuition is that, the training sample amount of depth actions is still not sufficient enough to tune CNN well in the end-to-end learning manner. The introduction of SVM can alleviate this. To verify the superiority of SVM, we compare it with softmax classifier on all the 3 test datasets with the same experimental settings and
TABLE IX
THE PERFORMANCE COMPARISON ON ACTION RECOGNITION ACCURACY (%) OF SOFTMAX CLASSIFIER AND SVM ON ALL THE 3 TEST DATASETS.

| Dataset / Test setting | Softmax | SVM |
|------------------------|---------|-----|
| NTU RGB-D              | 71.8    | 84.6|
|                        | 73.7    | 87.3|
| Northwestern-UCLA      | 70.0    | 84.2|
| UWA3D II               | 57.0    | 68.1|

CNN structure. It is worthy noting that, in the proposed CNN model multi-stream softmax classifiers that correspond to the different view groups are involved. Towards softmax-based classification, for a test action sample X we will fuse the output of the different softmax classifiers by summation to acquire its final classification score. The performance comparison between softmax classifier and SVM is listed in Table IX. It can be summarized that, in all the test cases SVM is significantly better than softmax classifier (i.e., 11.1% better at least). This demonstrates our point that, towards the specific depth-based action recognition task intuitively applying CNN in the end-to-end learning manner but without sufficient training samples is not the optimal choice. Alleviating this according to the idea of unsupervised or low-shot learning on CNN is what we intend to address in future.

VII. CONCLUSION

In this paper, a novel action recognition approach based on dynamic image for depth video is proposed. Through multi-view projection on depth video, multi-view dynamic images are extracted to characterize the actions by summarize the depth video into static image. The key insight for doing this is involve more discriminative information concerning the 3D property of depth video. To better cope with multi-view dynamic images, a novel CNN learning model is also proposed by us. That is, the different view groups will share the same convolutional layers but with the different fully-connected layers. The main advantage of our CNN model is to alleviate the gradient vanishing problem of CNN training, especially on the shallow convolutional layers. Spatial-temporal action proposal is executed to resist the effect of scene variation and spatial-sensitivity of CNN. The experimental results on 3 test datasets demonstrate the superiority of our approach.

In future work, we plan to study the way that helps to better embed multi-view dynamic images into the deeper CNN structure (i.e., ResNet [29]) by alleviating the high requirement on training sample amount. To enhance the generality of the proposed spatial-temporal action proposal approach for the different scene conditions is also what we concern about.
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