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\section{ABSTRACT} Tomato leaf disease seriously affects the yield of tomato. It is extremely vital for agricultural economy to identify agricultural diseases. The traditional data augmentation methods, such as rotation, flip and translation, are severely limited, which cannot achieve good generalization results. To improve the recognition accuracy of tomato leaf diseases, a new method of data augmentation by generative adversarial networks (GANs) is proposed for leaf disease recognition in this work. Generated images augmented by deep convolutional generative adversarial networks (DCGAN) and original images as the input of GoogLeNet, this model can achieve a top-1 average identification accuracy of 94.33\%. By adjusting the hyper-parameters, modifying the architecture of the convolutional neural networks, and selecting different generative adversarial networks, an improved model for training and testing 5 classes of tomato leaf images was obtained. Meanwhile, images generated by DCGAN not only enlarge the size of the data set, but also have the characteristics of diversity, which makes the model have a good generalization effect. We have also visually confirmed that the images generated by DCGAN have much better quality and are more convincing through the t-Distributed Stochastic Neighbor Embedding (t-SNE) and Visual Turing Test. Experiments with tomato leaf disease identification show that DCGAN can generate data that approximate to real images, which can be used to (1) provide a larger data set for the training of large neural networks, and improve the performance of the recognition model through highly discriminating image generation technology; (2) reduce the cost of data collection; (3) enhance the diversity of data and the generalization ability of the recognition models.

\section{INDEX TERMS} Tomato leaf disease, data augmentation, generative adversarial networks, generalization, recognition accuracy.

\section{I. INTRODUCTION} Tomato is one of the most nutritious crops all over the world, whose cultivation and level of production have a crucial impact on the development of agricultural economy. Tomato not only owns plenty of nutrition but also has pharmacological effects, which keep people away from diseases such as hypertension, hepatitis, gingival bleeding and so on [1]–[6]. On account of the wide use of tomato, the demand for tomato is also rising. Statistics show that more than 80 percent of agricultural production is produced by small farmers [7], and production loss of more than 50 percent because of pests and diseases [8]. Diseases and insect pests are the key factors that affect the growth of tomato, so it is particularly significant to study the identification of crop diseases [9].

Nevertheless, traditional manual detection of pests and diseases is low efficiency and high cost [10]. With the continuous development of the Internet, image-based disease identification has seen huge adoption in computer vision applications. People use efficient image identification technology to process images, which can improve the efficiency of image recognition, reduce the cost and improve the accuracy of recognition [11].

One of the most recognized competitions in the world, ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [12], which used ImageNet to verify the model,
has received a lot of attention in the field of computer vision since it was held in 2010. However, it’s not going to perform as well because in real world it does not have as much data as ImageNet. Training a deep model on insufficient data usually results in overfitting, since a model of high capacity is capable of “memorizing” the dataset [13]. There are some methods can solve the problems of overfitting like early stopping, which means stopping iteration before the iterative convergence of the model on the training dataset, regularization, dropout, data augmentation and so on. Data augmentation aims to increase the size of the dataset [14]. It is an approach that is widely used in all fields. In this task, we chose to focus our research on data augmentation. Traditional methods of image augmentation include translation, flip, rotation, brightness adjustment, affine transformation and Gaussian noise, etc. The purpose of this method is to obtain a new image that contains the same semantic information as the original one, which cannot improve the diversity of datasets and have no generalization ability. To make up for the shortcomings of common enhancement methods, Mohamad et al. proposed using dropout and data augmentation to reduce model overfitting [15]. Goodfellow et al. [16] compared identification accuracy by using different augmentation methods such as C-DCGAN [17], rotation and translation and without augmentation. The results not only show data augmentation can improve the identification accuracy and avoid overfit of deep learning networks for tea leaf’s disease identification with insufficient training set size, but also show traditional augmentation methods have been unsuccessful in generalization. Pix2pix-GAN, stacked generative adversarial networks (SGAN) are also used because of their strength for image generation [18], [19]. Hojjat Salehinejad et al. [20] used the GAN network generated images to train the classifier, demonstrate that augmenting the original imbalanced data sets with GAN generated images improves performance of chest pathology classification using the proposed DCNN in comparison to the same DCNN trained with the original data sets alone. Tang et al. [21] used an end-to-end trained generative adversarial one-class classifier for abnormal chest X-ray identification. This method can generate normal and abnormal chest X-ray images using only normal chest X-ray images, thereby reducing the workload of manual annotation. Besides, several multi-stage training generation methods in diagnostic and biomedical domains are proposed: CPG-GANs incorporate high-rough bounding box conditions in PGGANs and uses incremental training procedures from low-resolution of newly-added layers to achieve high sensitivity for generating real images [22]. In addition, Han et al. also combines noise-to-image with image-to-image GANs and through Visual Turing Test and t-SNE results shows this method can significantly boost tumor detection sensitivity by using PGGANs, which is used to generate realistic images and SimGAN/Multimodal UnSupervised Image-to-image Translation (MUNIT), which is used to refer images generating by PGGANs. These methods have shown good performance in the field of medical image diagnosis.

In this paper, deep learning network is applied to identify tomato leaf diseases. We provide a method, which uses DCGAN network to do data augmentation to the manually collected dataset and takes part of the generated images together with the original images as the input of deep convolutional neural network. AlexNet [23], GoogLeNet [24], VGG16 networks [25] and ResNet [26] were selected as backbone of tomato leaf disease identification model, and transfer learning was used.

The rest of the paper is organized as follows: Section 2 presents related work. Then, Section 3 presents methodology. Section 4 presents achieved results and related discussion, and finally, section 5 holds our conclusions and future directions.

II. RELATED WORK

With the wide application of deep learning, many researchers focus on the identification of diseases and pests. Many researchers use a large dataset to study the problem of disease identification in agriculture, i.e., PlantVillage [27], processing a large number of plant leaf images of different species and different disease distribution from different regions. KC et al. trained and tested the model on publicly available PlantVillage subsets, with a classification accuracy of 98.34% [28]. Without data augmentation, Brahimi et al. trained the classifier with 14,828 images of the class of tomato from the open test dataset, and achieved 99.18 percent accuracy. In the aforementioned examples, you can see that one of the benefits of using open datasets is that you don’t have to worry about model overfitting due to insufficient dataset size, and it can reduce the workload. However, datasets of some categories need to be enhanced, as the number of leaves of different types varies greatly, which will affect the accuracy of identification. The importance of balancing datasets is highlighted by the fact that deep neural networks may be most valuable in the work up of rare or challenging diseases, which practitioners at a common skill level may fail to recognize or misinterpret. Besides, other researchers use self-collected data as input to neural networks to identify different plant diseases. The difficulty of this kind of problem is not only hard to collect, but also need to find experts to do manual classification. Thus, in order to prevent model overfitting, there are many methods to solve this kind of problems in previous studies.

In this work, we focus on this approach of using data augmentation. The main purpose of data augmentation is to ensure the model will not see the same picture twice during training time and expose the model to much more aspects of data and thus generalize better [15]. Nevertheless, the common data augmentation method that uses the same picture for scaling and rotation make the diversity of the dataset is not enough so that it leaves their application ad-hoc and empirical. A method recently used by many researchers – generating adversarial networks – has been successfully applied to data enhancement. Generative Adversarial Networks (GANs) [17] are a family of unsupervised neural net-
works most commonly used for image generation [13]. As we all know, in 2017 Arjovsky et al. [29] proposed an alternative method to the traditional method, Wasserstein GAN (WGAN), which proved to improve the stability of learning and solve the problem of modal collapse. Also, Han et al. [30] proposed an approach for medical data augmentation which used Wasserstein GAN(WGAN) to generate realistic images applying in medical diagnosis. However, in this paper we use the leaf data set. Based on the particularity of the data characteristics, the leaf images of the same class have obvious differences at different stages of diseases, and the similarity of different classes of data is high. At present, there is no related research that can prove that WGAN has better performance in this field.

Some research based on GANs used to generate images has appeared in the field of agricultural disease recognition. Tian et al. [31] proposed an approach that can generate more apple disease images by CycleGAN. Nevertheless, most of the images generated by CycleGAN are of poor quality and have limited diversity. LeafGAN is an image-to-image translation system, integrating an attention mechanism, which generates diseased images via transformation from healthy images, as a data augmentation tool for improving the performance of plant disease diagnosis [32]. Its purpose is to balance the data set and generate clear images by transforming healthy leaf data into leaf data for many different diseases. Another form is noise-to-image, which is what we’re going to study. We use the combined method of DCGAN and CNN to conduct the identification experiment with a small amount of data, aiming to solve the generalization problem of tomato leaf disease identification, make the computer more intelligent and reduce the workload of human. These two works have in common that both GANs networks can produce images with clear disease spots, and both can solve the problem of limitations related to data diversity. The difference is that LeafGAN can transform healthy images into images of different types of diseases, which is an image-to-image transformation method, while DCGAN is a noise-to-image transformation method, which generates labeled images into the same type of images.

III. MATERIAL AND METHOD

A. DATASETS

A total of 1500 tomato leaf images, openly and freely dataset, collected from the Plant Village project [27], which are distributed in 5 different classes, were selected for this study to aim for the highest variance among classes. The images in our dataset are annotated as belonging to five different categories which are tomato healthy, tomato late blight water mold, tomato septoria leaf fungus, tomato target spot bacteria and tomato YLCV virus (See Fig. 1). The size of each image should be the same as the input size of neural network (GoogLeNet, AlexNet and ResNet as 224 × 224 pixels, VGG as 299 × 299 pixels), and use RGB color space and JPG format images. In deep learning, the accuracy of identification is affected if the samples are not evenly distributed [33], [34]. In addition, considering that insufficient data often occur and it is difficult to collect vast data in many practical projects, 300 images of each type were randomly selected as original dataset of this work to better solve practical problems. Under this condition, there are two problems should be considered: (1) There will be more and more parameters as the number of network layers increase. (2) The number of the manually collected tomato dataset is small. It is apt to lead to overfitting of the network under the influence of many parameters and few data sets. Data augmentation is an effective way to solve this problem. In this work, DCGAN network is proposed for the augment of tomato dataset. Based on the original dataset, 240 samples from each type of tomato leaf dataset are randomly selected as training samples, and the remaining 60 samples from each type are used as test samples (See Table 1). We increased the training set to 1000 pieces per category by means of data enhancement. This number comes from the original ImageNet classification challenge, where the dataset had 1,000 categories, with fewer than 1,000 images per class (approximately 800 images). That’s enough to train early models of image classification like AlexNet, so proving about 1,000 images is enough [35]. In this case, each kind of image dataset has 800 training samples, 200 validation samples and 60 test samples.

B. MODEL BUILDING

The main goal of this work is to generate realistic images for each of classes to solve the problem of insufficient data. In addition, we also improve the generalization ability of

![FIGURE 1. Example of tomato leaf images from the PlantVillage dataset, representing every tomato disease used. (1) tomato_target spot bacteria. (2) tomato_YLCV virus. (3) tomato_healthy. (4) tomato_late blight water mold. (5) tomato_septoria leaf spot fungus.](image-url)

| TABLE 1. The tomato leaf dataset. |
|-----------------------------------|
| Disease                     | Original dataset | Augmented dataset | Training | Validation | Test |
|------------------------------|------------------|-------------------|----------|------------|------|
| Target spot bacteria         | 300              | 760               | 800      | 200        | 60   |
| YLCV virus                   | 300              | 760               | 800      | 200        | 60   |
| Healthy                      | 300              | 760               | 800      | 200        | 60   |
| Late blight water mold       | 300              | 760               | 800      | 200        | 60   |
| Septoria leaf spot fungus    | 300              | 760               | 800      | 200        | 60   |
| Total                        | 1500             | 3800              | 4000     | 1000       | 300  |
this model. The main process of tomato leaf diseases identification is shown in Fig. 2. We designed a novel model structure to generate sample which hard to collect based on DCGAN’s high stability and excellent sample generation capabilities.

![Fig. 2. The main process of tomato leaf diseases identification.](image)

![Fig. 3. The main process of GAN.](image)

1) BUILD DCGAN NETWORK

GAN is made up of generator network G and discriminator network D, which makes G learn the distribution of the data [17]. GAN has two different networks, among which G is a generator network, which receives a random noise z (random number) and generates images through this noise. D is a discriminator network that determines whether an image is “real” or not. Its input parameter is x, which represents a picture. Output D(x) represents the probability of real pictures. The main process of GAN is shown in Fig. 3. First, there is a generation generator that produces a very poor image. And then there’s a generation of discriminators that accurately categorizes the generated images against the real ones. In short, the discriminator is a binary classifier that accurately categorizes the generated images against the real images. And then there’s a generation of discriminators that accurately categorizes the generated images against the real ones. In short, the discriminator is a binary classifier that accurately categorizes the generated images against the real images.

The output of the final discriminator D represents the probability that the data is real, which ranges from 0 to 1. For discriminating G(z) as a real sample by discriminator networks D, G(z) is a sample generated from noise z by the generator network G, and D(G(z)) indicates the probability of discriminating G(z) as a real sample by discriminator network D. Compared with the earliest GAN, DCGAN was proposed in 2015. Convolutional neural network performs well in all tasks in supervised learning, but less in unsupervised learning. The algorithm of DCGAN, which can be considered as the application of GAN extended to the field of CNN, combines CNN in supervised learning with GAN in unsupervised learning. The advantage of GAN is that it requires no specific cost function and can learn good feature representation, but GAN is very unstable to train and often causes generators to produce meaningless output. Compared with GAN, DCGAN made some changes to the structure of convolutional neural network to improve the quality of samples and the speed of convergence. These changes include: all pooling layer is replaced by strided convolutions (discriminator) and fractional-strided convolutions (generator). Batch normalization was used on the generator and discriminator networks. The discriminator network is a convolutional neural network with the whole connection layer removed. In addition to using tanh as the activation function on the output layer, the relu activation function is used on the other layers of the generator network. All activation functions using LeakyReLu is used as a binary problem in discriminator network.

In this work, we proposed our own generator and discriminator model by referring to the DCGAN structure. The schematic diagram of DCGAN is as follows:

As shown in Fig. 4. For DCGAN based on neural network, the general learning process is as follows: As the input of G, z is a noise, which can be gaussian noise, usually uniform noise. After the generator G, a fake image is generated—G(z), and G(z) and x are taken as inputs to discriminator D. The output of the final discriminator D represents the probability that the data is real, which ranges from 0 to 1. For discriminator, batch normalization is generally not required after the first layer convolution, and the combination mode of “conv2D +BN+ LeakyReLU” is always followed. For the generator, the first layer is the full connection layer, then the combined mode of “conv2D+BN+ReLU”, and the last layer of convolution is activated by tanh. Accordingly, input images are scaled to between $-1$ and $1$ by dividing by 255 and multiplying by 2 minus 1.

2) BUILD IMAGE IDENTIFICATION NETWORKS

After aforementioned model of DCGAN enlarging training samples, we conduct a framework of image identification
based on deep learning, which performs well in recent years. Traditional neural network has a low accuracy, while machine learning like random forest has been demonstrated the unavoidable overfitting phenomenon will be exist in the problem of classification or regression with noise. Thus, we select deep neural networks. Due to the development of deep learning technology, computer vision has achieved good results in Large Scale Visual Recognition Challenge (ILSVRC) competitions for the ImageNet dataset [12], and its error rate has been lower than that of human vision. Some mainstream architectures we can see commonly are AlexNet, VGG, GoogLeNet, ResNet and so forth. In order to compare which CNN model is more suitable for the classification problem we proposed, we made corresponding experiments to verify the performance of these models. According to the characteristics of the number of the datasets, we use the method of transfer learning and choose the pre-trained model. We have made changes to some of the parameters of the architectures, which are detailed in the next chapter. Several metrics were used to evaluate the performance of our experiments (i.e. accuracy, precision, recall, f1), but for simplicity only the accuracy scores will be presented. Since the datasets are highly balanced, the rest of the metrics fall in line and consequently were considered redundant [13].

AlexNet: AlexNet was designed by Hinton and his student Alex Krizhevsky, who successfully applied ReLU, dropout and LRN in CNN for the first time, and AlexNet also used GPU for computation and acceleration. In order to avoid overfitting, dropout is used on the last fully connected layers of AlexNet, which can randomly ignore a subset of neurons while training. The AlexNet used in this work is shown in Fig. 5.

From the structure of the figure above, it can be seen that AlexNet is similar to the LeNet architecture proposed by Lecun in 1989 [36]. The network consists of eight weighted layers, the first five being the convolutional layers, and the remains are 3 fully connected layers. The first two convolutional layers are followed by the normalization and pooling layers respectively, and the last convolutional layer is followed by a single pooling layer. The third, fourth and fifth convolutional layers are connected directly. The second fully connected layer is provided to the softmax classifier with five class labels. ReLU, as the activation function of the first two fully connected layers (fc6, fc7), generates 4096 values from the results of 4096 operations. Finally, the output of the seventh layer of 4096 data is fully connected to the five neurons in the eighth layer(fc8). After training, it (fc8) outputs five floating-point values, which is the predicted result.

GoogLeNet: GoogLeNet (a.k.a, Inception V1) was the champion of the ILSVRC 2014 competition, which achieved a top-5 error of 6.67%. It proved to be it is extremely hard for human to do this well with such a low error accuracy. GoogLeNet has taken a bolder tack on networks. It implemented a newfangled section which is named an inception module, not like VGG, which inherits some of the architectures of LeNet and AlexNet. The inception module used batch normalization, RMSprop and image distortions. Although this model has a much deeper architecture with 22 layers, it drastically reduces the number of parameters, which is only 1/12 of AlexNet.

The overall structure of the GoogLeNet network is shown in the Fig. 6.
As it is shown in Fig. 6, GoogLeNet used inception module (M1∼M9). The main idea of inception is how to find the optimal local sparse structure and cover it as an approximate dense component. It differs from traditional multi-channel convolution in that inception module used multiple convolutions (1×1, 3×3, 5×5) combined with max-pooling layer, which then associated the convolution and pooling results. Due to the large number of network parameters in the full connected layers, heavy computation and easy overfitting, GoogLeNet does not adopt the full connection structure in AlexNet, but directly used the method of averaging pooling and dropout after inception module, which not only plays a role in reducing dimension, but also prevents overfitting to some extent. In this work there are total 9 inception models in GoogLeNet architecture. A more detailed overview of this architecture can be found for reference in [24].

VGGNet: VGG, developed by Simonyan and Zisserman, was the runner-up at the ILSVRC 2014 competition. VGG has been improved on the basis of AlexNet, the entire network has used the same size of 3×3 convolution kernel size and 2×2 max pooling size, which make results of the network simple. The structure of VGG is shown in Fig. 7.

Take VGG16 network as an example, as we can see in the figure above: VGG contains 5 sets of convolution layers followed by a pooling layer. The difference is that five convolution layers contain more and more convolution layers in a cascade. In VGGNet, each convolution layer contains 2 to 4 convolution operations, the size of the convolution kernel is 3×3. It is by far the most popular option in the community for extracting features from images. However, VGGNet consists of 138 million parameters, which can be a bit challenging to handle.

ResNet: ResNet was proposed in 2015 by Kaiming He et al., introduced a novel architecture with “shortcut connections” and features heavy batch normalization, winning first place in the ImageNet competition classification task. As the name implies, shortcut means “choose the shortest path”. There is a new structure in the ResNet, we call this “building block” (Fig.8).

We can see “a curved line”, and this is the so-called shortcut connection. The whole graph is also known as “bottleneck design”, which designed for ResNet-50/101/152. To be clear at a glance, it is in order to reduce the number of parameters. The first convolution of 1×1 gets the 256-dimensional channel down to 64, and then at the end it recovers by convolution of 1×1. In this work, the ResNet-50 was used, and the ResNet-50 was represented by ResNet.
evaluation, (b) Gan-train [38] and GAN-test indicators. The specific meaning will be introduced in the following part. Then select a network with the best experimental results and fine-tune its parameters. We conducted an experiment on the model of DCGAN network, comparing its performance under the conditions of different learning rate, batch size and other hyper parameters. Thirdly, a very important indicator is the prediction performance of our model on unseen data of tomato leaf diseases. Hence, in our experiments, we decided to test all the different range of train and test splits to evaluate the robustness of our proposed algorithm and its ability to avoid overfitting. The training dataset varies from 80%, 60%, 40 % to 20 % with the use of the same hyper parameters. Finally, our goal is to use transfer learning to train a good network with our own dataset. Therefore, the experiment we did was to compare the performance of whether dataset was augmented with DCGAN or not as the input of GoogLeNet. Other images were used as test datasets to verify the results and the best generalization results were obtained. Furthermore, t-Distributed Stochastic Neighbor Embedding (t-SNE) [39] is used to verify that the distribution of images generated by the proposed method is closer to the sample distribution of real images and the overlap between classes is smaller. We also evaluate the appearance of the generated images via Visual Turing Test [40] by plant experts.

### C. PERFORMANCE EVALUATION

#### 1) EXPERIMENTS ON DIFFERENT PRE-TRAINED MODELS

The identification accuracy of AlexNet, GoogLeNet, ResNet and VGG16 is shown in Table 3. In Table 3, the identification accuracy of AlexNet, GoogLeNet, ResNet and VGGNet is given in rows 2, row 3, and row 4 of the third column, respectively. We used an initial learning rate of 0.001 and then dropped by 0.5 per 512 iterations. Besides, Stochastic gradient descent (SGD) with a momentum of 0.9 was used for the optimization method. From the accuracy of identification, it can be seen that GoogLeNet is a better architecture than others under the same experimental conditions with the accuracy of 94.33.

#### 2) EXPERIMENTS OF DIFFERENT PARAMETERS ON GoogLeNet

In order to clarify the influence of different parameters on network architecture, we rearranged the parameters of GoogLeNet in the above experiment. We adjusted the batch size and iterations, and the experimental results are shown in Table 4. According to the results, the model has the highest accuracy when the number of iterations is 2048. As the number of iterations increases (ranging from 512 to 2048), the overall accuracy increases. When the number of iterations is fixed, the accuracy of batch size which are 16 is lower than that of batch size which are 32. When the number of iterations is 2048 and the batch size is 32, the optimal result of the whole model is 94.33.

In fact, any experiment should be analyzed according to the actual situation. Experimental results and parameter settings are largely determined by the datasets used and the performance of the computer. Batch size affects the optimization degree and convergence rate of the model, and its setting also needs to be analyzed according to the dataset actually selected. Since GAN added some generated data to the training set, it would lead to overfitting (the data in the test set is all original data, and the model learns what the original data looks like and what the generated data looks like). This identification model achieves optimal accuracy when the batch size is 32 and the number of iterations is 2048.

#### 3) EXPERIMENTS ON DIFFERENT GAN MODELS

In this experiment, we used variants of GANs to generate images to solve the problem of few-shot learning. Due to the instability and intractability of the original GAN model, the generative adversarial networks we used is variant of GANs, DCGAN and BEGAN, which have been widely used in recent years with good effects. The experimental results are shown in Table 4. Since the number of original images in each of the 5 classes is 300, we randomly selected 240 images for data augmentation (the test set cannot be used for data augmentation) and enhanced the images in each class to 1000 by using the generative adversarial networks. In this experiment, the parameters of DCGAN and BEGAN were set to the default size, the learning rate was set to 0.0002 (the Learning rate of for Adam [0.0002]), and the magnitude of the momentum is set to 0.5 (the Momentum term of Adam [0.5]). Three comparative experiments were designed: (a) training samples augmented by DCGAN, (b) training samples augmented by BEGAN, (c) training samples augmented by DCGAN and BEGAN.

### TABLE 3. Identification accuracy (%) of different architectures.

| Author         | Model    | Accuracy (%) |
|----------------|----------|--------------|
|                | AlexNet  | 89.67        |
|                | GoogLeNet| 94.33        |
|                | ResNet   | 83           |
|                | VGG16    | 79.3         |

### TABLE 4. Rearranged GoogLeNet results.

| Iterations | Batch size | Accuracy (%) |
|------------|------------|--------------|
| 512        | 16         | 91.00        |
| 52         | 91.67      |
| 64         | 92.67      |
| 1024       | 16         | 91.67        |
| 52         | 92.00      |
| 64         | 92.67      |
| 2048       | 16         | 93.67        |
| 32         | 94.33      |
| 64         | 94.00      |
We trained these five types of tomato leaf disease images respectively on GANs. To prevent all images from being read into memory at once, we used a mini-batch training method. The batch size is set to 64. The generated images and the original images are displayed as shown in Fig. 9. (a) to (j) show us the original tomato leaf images on the left and the generated tomato leaf images on the right, with images of different classes separated. There are similar features between the generated images and the original images, although the generated ones are of comparatively low resolution. The generated images convincingly show the characteristics of different disease types and can be classified for deep neural network training.

![Image of tomato leaf images](image)

**FIGURE 9.** Samples of real (R) and synthesized (S) dataset: (a) Target Spot Bacteria-R; (b) Target Spot Bacteria-S; (c) YLCV Virus-R; (d) YLCV Virus-S; (e) Healthy-R; (f) Healthy-S; (g)Late Blight Water Mold-R; (h) Late Blight Water Mold-S; (i) Septoria-R; (j) Septoria-S.

**TABLE 5.** Accuracy (%) of different GANs.

| Model           | Accuracy (%) | GAN-train (%) | GAN-test (%) |
|-----------------|--------------|---------------|--------------|
| DCGAN           | 94.33        | 66.00         | 67.00        |
| BEGAN           | 88.67        | 21.30         | 49.67        |
| DCGAN+BEGERAN   | 91.00        | 55.00         | 60.67        |

GAN-train and GAN-test are accuracies given as percentage (higher is better).

The evaluation and comparison of GANs, or images generated by GANs, is a challenging task. In addition to observing the quality of generated images, we introduce three quantitative indicators based on image classification to evaluate the quality of GANs. As shown in Table 5, the second column in the table shows the identification accuracy obtained by using different networks which are used to augment the images and combining with the identification network of GoogLeNet. The indexes of the third and fourth columns are GAN-train and GAN-test respectively. The meaning of GAN-train is that a classifier is trained based on GANs generated images and tested on real images. This index evaluates the diversity and authenticity of GAN generated images. In addition, the meaning of GAN-test is that a classifier is trained according to the real images and tested on the generated images, which evaluates the authenticity of the GANs generated image. A pre-trained model trained on real data and generated data augmented by DCGAN achieves 94.33% accuracy on the test set. Images generated by DCGAN achieve a GAN-train accuracy of 66.00% and GAN-test accuracy of 67.00%, highlighting their high image quality as well as diversity.

Moreover, in order to better visualize the distribution of DCGAN-generated data, t-Distributed Stochastic Neighbor Embedding (t-SNE) was applied to this work. The t-SNE is a popular dimensionality reduction algorithm for visualizing high-dimensional datasets. It uses the distance between each individual data and all other data to weigh the correlation between each other. We randomly selected 100 images of each category, and a total of 500 images were used to test the results (see Fig. 10). In Fig. 10, different colors represent different labels; analysis from two aspects: the same class of data has a large overlap, and different classes of data are distributed far. It can be seen that the images of each class show the stripe-shaped distribution after dimensionality reduction. This phenomenon shows that DCGAN successfully captures the subtle features of real images, which are separable and can be used to train classification networks. Also, the wide distribution of data between the same category further indicates that the generated data samples are more diverse.

![Image of t-SNE scatter plot](image)

**FIGURE 10.** Two-dimensional scatter plot of high-dimensional data generated with t-SNE (1: tomato_target spot bacteria; 2: tomato_YLCV virus; 3: tomato_healthy; 4: tomato_late blight water mold; 5: tomato_septoria leaf spot fungus).

To visually analyze the distribution between the real images and DCGAN-based images, we randomly selected 100 real images and 100 generated images per class by using the t-SNE method. As Fig. 11 represents, the real image distributions largely overlap with the generated image distributions. This trend shows that the DCGAN-based images has a similar distribution to the real ones. As a whole, the images generated by DCGAN fill the distribution uncovered by the real ones with less overlap.

4) EFFECTS OF DIFFERENT PARAMETERS ON DCGAN

This group of experiments is similar to the second group of experiments. We rearranged the parameters of DCGAN network to achieve better generation effect and
identification accuracy. We rearranged for the following parameters: learning rate, momentum, and batch size. The experimental results are shown in Table 6. When the fixed parameters are momentum and batch size, with the downward adjustment of learning rate value, the accuracy of recognition is lower. While when fixed parameters are learning rate and momentum, we found that accuracy was not significantly affected by batch size. It can be concluded that when the learning rate is 0.02, the momentum is 0.5, and the batch size is 16, the accuracy rate is the best, and the result is 94.33.

### 5) EFFECTS OF DIFFERENT ORIGINAL IMAGES

In this experiment, we chose different proportions of data as the training set. In the experiment, 300 samples of each type of tomato leaf disease were collected, which were divided into training set, validation set and test set. The ratio of training set to validation set is fixed at 8:2. There are a total of 300 pieces of original data for each type of tomato leaf disease, and the rest is used for the test set. The design of the experiment is shown in Table 7. The first column of Table 7 shows the original samples, and the second column shows the samples generated using DCGAN network, both of which are used as training sets and validation sets. The third column in the table shows the accuracy of the training, while the fourth column shows the accuracy of the test. The training dataset varies from 80%, 60%, 40 % to 20 % with the use of the same hyper parameters. According to the experiment, when the training set (including the verification set) contains more information of the original data, the less information of the generated data and the higher the recognition accuracy.

### 6) IDENTIFICATION ACCURACY USING TRAINING SAMPLES AUGMENTED BY DIFFERENT METHOD

In this experiment, GoogLeNet is trained with the following training samples: a. training samples augmented by DCGAN, b. training samples augmented by common augmentation method. The common augmentation method we used in this work involved operations such as move, rotation, flip and brightness enhancement. We use the original images and the generated images as the training set and validation set of the deep neural recognition network. We then used data from the non-training set and the validation set as test set to test the accuracy of recognition, which were found online. The experimental results are shown in Table 8. The average recognition accuracy using training samples augmented by DCGAN is about 15% higher than that of common augmentation method. The experimental results show that under the same conditions, generated data by DCGAN can enhance the diversity of the data set and improve the generalization ability of the model.

### 7) VALIDATION USING VISUAL TURING TEST

To test the quality of the generated images and the authenticity of the images, we conducted a Visual Turing Test with five botanists. The Visual Turing Test can be used to visually evaluate GAN-generated images. When the image information and background were not given, we conducted two sets of tests on 5 botanists: a total of 200 images were tested by selecting 20 real and 20 generated images from each class of tomato leaves. The first set of tests required experts to identify whether the image was generated or authentic; the second set of tests required experts to identify which class the image was. The questions for botanists are as follows:

---

**TABLE 6. Rearranged DCGAN results.**

| Learning rate | Momentum | Batch size | Accuracy (%) |
|---------------|----------|------------|--------------|
| 0.02          | 0.5      | 16         | 94.33        |
| 0.5           | 36       |            | 93.00        |
| 0.9           | 16       |            | 86.67        |
| 0.9           | 36       |            | 91.33        |
| 0.002         | 0.5      | 16         | 91.00        |
| 0.5           | 36       |            | 92.33        |
| 0.9           | 16       |            | 90.67        |
| 0.9           | 36       |            | 86.00        |
| 0.0002        | 0.5      | 16         | 89.67        |
| 0.5           | 36       |            | 94.00        |
| 0.9           | 16       |            | 92.30        |
| 0.9           | 36       |            | 91.00        |

**TABLE 7. Use different proportions of the original sample.**

| Original samples | Generated samples | Train accuracy (%) | Test accuracy (%) |
|------------------|-------------------|--------------------|-------------------|
| 80               | 920               | 99.2               | 85                |
| 160              | 840               | 99.6               | 89.5              |
| 240              | 760               | 99.8               | 94.33             |
TABLE 9. Experiment results of entire visual Turing test.

| Botanist | Accuracy1: 66% | Accuracy1: 71.5% | Accuracy1: 70% | Accuracy1: 62.5% | Accuracy1: 66% |
|----------|----------------|------------------|----------------|------------------|----------------|
|          | R-R 74% 26% 42% 58% | R-R 64% 36% 49% 51% | R-R 71% 29% 31% 69% | R-R 84% 16% 59% 41% | R-R 77.5% 80% 85% 85% 100% |
|          | R-G 26% 36% 49% 51% | R-G 36% 36% 49% 51% | R-G 29% 31% 31% 69% | R-G 19% 38% 91% 81% | R-G 36% 36% 49% 51% |
|          | G-R 42% 49% 51% 51% | G-R 49% 49% 51% 51% | G-R 31% 31% 69% 69% | G-R 91% 81% 81% 81% | G-R 49% 49% 51% 51% |
|          | G-G 58% 51% 51% 51% | G-G 51% 51% 51% 51% | G-G 69% 69% 69% 69% | G-G 81% 81% 81% 81% | G-G 51% 51% 51% 51% |

(i) Identify which of the following images are real and which are generated by DCGAN; (ii) In addition, please determine which of these images are healthy and which are diseased. If the images are diseased, which category does it belong to?

In order to make the results of the Visual Turing Test reliable, we mix high-quality generated images with low-quality real images for comparison and set the size of all images to 100 × 100. In order to quantitatively measure the recognition results, we plot the test results, as shown in Fig. 12. Some images generated by DCGAN are considered real, while some real images are considered generated. The generated images successfully captured the characteristics of the real data, with an average accuracy of 66% for the five experts. Fig. 13 shows the accuracy of five experts in identifying tomato leaf classification problems. From Fig. 13, the recognition rate of some categories has reached 100%, which proves that generated leaves are more authentic. Table 9 shows the complete data results of the Turing test. Overall, botanists have a lower accuracy rate of 66% when judging whether the leaves are real or generated, and a higher accuracy rate of 90.2% when identifying tomato leaf species. The above experiments successfully proved that accuracy1 and accuracy2 denotes the successful identification rate between the real/generated images and between the different classes of images respectively.
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FIGURE 13. The above experiments were used to show the accuracy of 5 botanists in identifying images of different classes of tomato leaves. C1 ~ C5 represent five classes of images. The percentage given in the pie chart indicates that the botanist identified the correct ratio (different colors indicate different categories).

TABLE 10. Studies in tomato leaf diseases identification.

| Study                  | Classification method | Dataset | Accuracy (%) |
|------------------------|-----------------------|---------|--------------|
| (Raza et al., 2015)    | SVM                   | 71 images, 2 classes | 89.93 |
| (Wang et al., 2019)    | AlexNet+transfer learning | 14529 images, 10 classes | 95.62 |
| (Prasad et al., 2016)  | KNN                   | 287 images, 5 classes | 93.00 |
| (Guo et al., 2019)     | Multi-Scale AlexNet   | 5766 images, 8 classes | 92.70 |
| Our method             | DCGAN+CNN             | 1500 images, 5 classes | 94.33 |

using DCGAN can generate realistic tomato leaf images and show good performance.

8) COMPARED WITH THE STATE-OF-ART METHODS
The state-of-art methods used to study tomato leaf diseases recognition should be mentioned here. Table 10 shows some recent works on tomato leaf diseases recognition, which separately lists the recognition methods, the number of pictures used and the accuracy rate. The first one used the traditional recognition method SVM. Although only 71 images are used for classification, its accuracy rate is only 89.93%. The second one has an accuracy of 95.62%, but 14,529 images were used to train the network. The remaining two accuracy rates are 93% and 92.7%, respectively. However, Prasad et al. used the KNN algorithm and the recognition process was complicated. Guo et al. used 5766 images to train the network. In short, a good network model with high recognition accuracy is something we need to consider, and the number of samples used should not be too much.

V. CONCLUSIONS
In this paper, we demonstrate that DCGAN can generate data that approximate to real images to provide both a larger data set for the training of large neural networks and improve the generalization ability of recognition models and enhance the diversity of data. We designed the experiments, which use the images of tomato leaf disease in the open dataset PlantVillage with the purpose of convincing people and simulate the few-shot learning problem, so as to achieve a good generalization effect. In Section IV, the experimental results show that DCGAN can generate real disease and health images of tomato leaves. Different from the traditional data augmentation methods, according to the t-SNE and Visual Turing Test.
results, the distributions of the images generated by GANs after dimensionality reduction were relatively clearly divided into different classes, and the generated images had more overlaps with the original images. This proves that the quality of images generated by GAN is superior to traditional data augmentation methods. In addition, we saw that the GAN-train and GAN-test values of DCGAN were higher than those of BEGAN (on the data set of tomato leaves), which proved the advantages of DCGAN’s performance.

By combining DCGAN with GoogLeNet, the generated data and real data were mixed as the input of the convolutional neural network, we got the best results used to train the CNN network that we designed. In the meantime, we also solved the problem that the CNN network is difficult to converge put down to the difficulty of data collection and extremely similar features. In respect of details of identification, DCGAN can be optimized by adjusting batch size, learning rate and momentum to generate more realistic and diverse samples. By rearranging some parameters such as the batch size and learning rate of the identification network, the accuracy of the results can be improved.

In future work, we plan to find a better data augmentation method to solve the problem of tomato leaf disease recognition, so that the robustness and accuracy of the recognition can be improved. (i) Faced with the imbalance of the data set, try to use image-to-image GANs instead of noise-to-image GANs to convert healthy leaf images into disease leaf images to solve the problem of data imbalance in reality. Such an image-to-image translation system is proposed in Cap et al. [32]; (ii) According to the characteristics of plant leaf data, the spots of the same class of disease have obvious differences at different stages of disease, and the similarities of different classes of disease are high. A multi-scale convolutional neural network may be designed to comprehensively extract multiple features to improve the network responses with different granularity characteristics [44]. (iii) It is difficult to collect the leaves in actual works. Therefore, the problem of few-shot learning is urgent to be solved (i.e., Wang et al. proposed a method based on Siamese network for plant leaves classification [45]). All in all, by defining new methods to solve the problem of tomato leaf disease identification, we strive to achieve continuous improvement in performance.
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