Modelling continuum intensity perturbations caused by solar acoustic oscillations
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ABSTRACT

Context. Helioseismology is the study of the Sun’s interior using observations of oscillations at the surface. It suffers from systematic errors, for instance a center-to-limb error in travel-time measurements. Understanding these errors requires an adequate understanding of the nontrivial relationship between wave displacement and helioseismic observables (intensity or velocity).

Aims. The wave displacement causes perturbations in the atmospheric thermodynamical quantities which, in turn, perturb the opacity, the optical depth, the source function, and the local ray geometry, thus affecting the emergent intensity. We aim to establish the most complete relationship achieved to date between the wave displacement and the emergent intensity perturbation by solving the radiative transfer problem in the perturbed atmosphere.

Methods. We derived an expression for the emergent intensity perturbation caused by acoustic oscillations at any point on the solar disk by applying a first-order perturbation theory. As input perturbations, we considered adiabatic modes of oscillation of different degrees in a spherically-symmetric solar model. The background and the perturbed intensities are computed by solving the radiative transfer equation considering the main sources of opacity in the continuum (absorption and scattering).

Results. We find that for all modes, the perturbations to the thermodynamical quantities are not sufficient to model the intensity perturbations: the geometrical effects due to the wave displacement must always be taken into account as they lead to a difference in amplitude and a phase shift between temperature perturbations at the surface and emergent intensity perturbations. The closer to the limb, the greater the differences. For modes with eigenfrequencies around 3 mHz, we found that the radial and horizontal components of the wave displacement are important, in particular, for high-degree modes.

Conclusions. This work presents improvements for the computation of the intensity perturbations, in particular, for high-degree modes. Here, we explain the differences in intensity computations seen in earlier works. The phase shifts and amplitude differences between the temperature and intensity perturbations increase toward the limb. This should prove helpful when interpreting some of the systematic centre-to-limb effects observed in local helioseismology. The computations are fast (3 s for 2000 positions and one frequency for one core) and can be parallelised. This work can be extended to models of the line-of-sight velocity observable.

Key words. radiative transfer – Sun: helioseismology – Sun: oscillations – methods: numerical

1. Introduction

Studies of local helioseismology are aimed at probing the subsurface structure and the dynamics of the solar convection zone. There are a variety of helioseismology techniques, such as ring diagram analysis, time-distance analysis, and helioseismic holography (see, e.g., the review by Gizon & Birch 2005). All of these techniques suffer from substantial, unexplained systematic effects. One such effect, namely, a systematic center-to-limb variation, was shown in helioseismic travel time measurements by Zhao et al. (2012). They applied time-distance analysis to different observables from the Helioseismic and Magnetic Imager (HMI, Scherrer et al. 2012) instrument: continuum intensity, line-core, and line-depth intensities, as well as Doppler velocity. For each observable, the authors observed strong variations of the travel times in the east-west direction as a function of longitude which cannot be caused by any physical flow. This centre-to-limb effect in travel time manifests itself differently across the range of HMI observables: for instance it is significantly larger in continuum intensity (∼10 s) than in the line-core intensity and Doppler velocity (∼2 s). Moreover, some observables, namely, line-core and line-depth intensities, show opposite trends. As this effect is not fully understood, Zhao et al. (2012) proposed to apply a simple correction to the north-south travel time differences by subtracting the component of the east-west travel time differences that is antisymmetric across the central meridian. This simple procedure has been used to infer the meridional flow from the corrected north-south travel times (Zhao et al. 2012; Gizon et al. 2020). In order to ascertain whether this procedure is valid, it is important to understand the physical and instrumental reasons behind this center-to-limb effect. In the present paper, we focus on the geometrical and radiative transfer effects that may affect the continuum intensity. Liang et al. (2018) and Gizon et al. (2020) noted, however, that the center-to-limb effect seen in HMI travel times varies strongly with time over the course of the mission; thus, an instrumental component (which we do not address here) is expected to play a part as well.

A better understanding of the physical reason for the center-to-limb effect requires a determination of the relationship between solar oscillations and helioseismic observables. In
helioseismology, observables are often assumed to be directly proportional to temperature fluctuations or to the line-of-sight projection of the wave displacement at a fixed radius. A step forward in understanding the centre-to-limb effect is to compute the wave perturbations at different heights in the photosphere, where the maximum of solar intensity forms, depending on the position on the solar disk. Woodard et al. (2013) proposed that the phase of the \( p \)-mode eigenfunctions combined with the dependence of formation height of solar intensity with heliocentric angle may lead to a centre-to-limb effect in helioseismic observables. Baldner & Schou (2012) proposed that another contribution may be due to the interaction of \( p \)-modes with granulation, viewed from different lines of sight. However both authors stress that a full quantitative prediction of the centre-to-limb effect requires solving the radiative transfer problem in the atmosphere perturbed by \( p \)-modes.

Various approximations have been considered to compute the disk-integrated intensity perturbations caused by acoustic and gravity modes. The pioneering study from Dziembowski (1977) derived the expression of emergent flux perturbation and surface distortion while assuming that the emergent intensity perturbation caused by the oscillations is known. Further developments have been carried out to consider non-adiabatic and non-radial oscillations (e.g., Provost et al. 1988; Berthomieu & Provost 1990) but the emergent intensity was computed using the black-body or Eddington approximation, viewed from different lines of sight. However both authors stress that a full quantitative prediction of the centre-to-limb effect requires solving the radiative transfer problem in the atmosphere perturbed by \( p \)-modes.

2. Intensity perturbation

2.1. Coordinate systems

As the main purpose of our paper is to establish the link between the wave displacement of different oscillation modes and the emergent intensity perturbations, which are performed in different frames (i.e., inertial and observer), respectively, we first describe these frames and the connection between them. Figure 1 presents the coordinate systems. The Cartesian reference (inertial) frame is denoted by \( (e_x, e_y, e_z) \) where \( e_z \) is the rotation axis of the Sun. As the Sun rotates slowly, in this paper, we neglect its rotation. The spherical unit vectors in the reference frame are denoted by \( (e_\star, e_{\theta}, e_{\phi}) \) with polar and azimuthal angles \( \theta \) and \( \phi \). The vector \( e_{\text{obs}} \) points in the direction of the observer:

\[
e_{\text{obs}} = e_\star \cos \theta + e_\theta \sin \theta,
\]

where \( \theta \) is the inclination angle. For the Sun, the inclination angle varies from 83° to 97° during the year. These variations can be responsible for some systematic errors in the data analysis and must be taken into account (Liang et al. 2018). It is thus important to keep the inclination angle in the theoretical derivation of

Table 1. Computation of intensity perturbation by different authors.

| Publication                  | Radiative transfer | Opacity | \( \xi_r \) | \( \xi_h \) |
|------------------------------|--------------------|---------|-------------|-------------|
| Berthomieu & Provost (1990)  | Eddington approx. (*) | No      | Yes         | No          |
| Toutain & Gouttebroze (1993)| Yes                | Only H* | Yes         | No          |
| Staude et al. (1995)         | Yes                | Yes     | No          | No          |
| Zhugzhda et al. (1996)       | Yes                | Yes     | No          | No          |
| This work                    | Yes                | Yes     | Yes         | Yes         |

Notes. (*) The Eddington approximation was used to derive the mean intensity but the intensity was not calculated at any points on the disk. The columns \( \xi_r \) (resp. \( \xi_h \)) means that the radial (resp. horizontal) part of the surface perturbation is taken into account (Sect. 3.2).
intensity perturbations. However, for the numerical tests in this paper, we use \( i = 90^\circ \).

2.2. Radiative transfer equation

The emergent intensity \( I(\nu) \) at light frequency \( \nu \) is computed at each point with coordinates \((\theta, \phi)\) on the visible hemisphere. To solve the radiative transfer problem, we use a plane-parallel approximation, which is valid for most of the positions on the solar disk except very close to the limb. A comparison of intensity perturbations in plane-parallel and spherical geometry was done by Toutain et al. (1999) for low-degree modes. They showed that the differences between the two geometries become significant only very close to the limb \((\mu = 0.1 \text{ corresponding to latitudes higher than } 84^\circ)\). Therefore, we can assume that our computations are also valid for \( 0.1 \leq \mu \leq 1.0 \).

The centre-to-limb distance on the disk, \( \mu \), is defined as:

\[
\mu = e_{\text{obs}} \cdot \hat{n} = \cos \gamma,
\]

where \( \hat{n} \) is the normal to the solar surface at centre-to-limb distance \((r, \theta, \phi)\) and \( \gamma \) is the angle between \( \hat{n} \) and \( e_{\text{obs}} \) as shown on the sketch of Fig. 2. Here, we assume that the observer is far enough from the Sun, so that the emergent rays at different positions on the disk are always parallel to the direction to the observer.

The computation of emergent intensity requires integrating the formal solution of the radiative transfer equation (RTE) at frequency \( \nu \) along a ray in the direction of the observer over all the atmospheric layers:

\[
I(\nu, \mu) = \int_0^\infty S(\nu, s) e^{-\tau(\nu, s)/\mu} \frac{d\tau(\nu, s)}{\mu}.
\]

Here, the differential of optical depth is defined as:

\[
d\tau(\nu, s) = -\alpha(\nu, s)ds
\]

with \( \tau = 0 \) at the top of atmosphere (see Fig. 2). The extinction coefficient \( \alpha(\nu, s) \) describes the total opacity along the ray and \( s \) is the length of the integration path.

The last term defined in Eq. (3) is the source function \( S(\nu, s) \). Assuming local thermodynamic equilibrium which is an adequate approximation in the lower solar photosphere, \( S(\nu, s) \) can be expressed as a Planck function:

\[
S(\nu, s) = \frac{2h
u^3}{c^3} \frac{1}{e^{h\nu/kT} - 1},
\]

where \( c \) is the speed of light and \( h \) and \( k \) are the Planck and Boltzmann constants.

To avoid solving the complete set of hydrodynamics equations at each point on the solar disk, we linearise all perturbed quantities around a background state, which is described by radial coordinate \( r_0 \), background temperature \( T_0 \), and pressure \( p_0 \). The background intensity \( I_0 \) is computed at \( \mu_0 \) defined as cosine of the angle between the observer and the reference normal vector \( \hat{n}_0 = e_r \) (Fig. 2),

\[
\mu_0 = e_{\text{obs}} \cdot \hat{n}_0 = \cos \gamma_0 = \sin i \sin \theta \cos \phi + \cos i \cos \theta.
\]

2.3. Perturbations of the path and of thermodynamical quantities of the atmospheric layers due to solar oscillations

In this subsection, we present the perturbed quantities of the model atmosphere. As the surface oscillates, the displacement, \( r \), fluctuates not only in the radial but in all directions and it is written in term of the Lagrangian wave displacement vector \( \xi \):

\[
r = r_0 + \xi = (r_0 + \xi_r) e_r + \xi_\theta e_\theta + \xi_\phi e_\phi.
\]

An equivalent decomposition can be written with an Eulerian displacement vector instead of its Lagrangian description. However, Toutain et al. (1999) found that the final expression of the emergent intensity in this framework is computationally challenging since two terms (the emission and the absorption) nearly cancel each out when their difference is actually a significant quantity. Therefore, we opted to use a Lagrangian formalism where an expression for the difference is directly obtained.

The wave displacement \( \xi \) changes the length of the integration path across the atmospheric layers \( s \) such that:

\[
s = s_0 + \delta s,
\]

where the perturbation \( \delta s \) is:

\[
\frac{\delta s}{s_0} = \frac{1}{\mu_0 r_0} \cdot e_{\text{obs}},
\]

\[
= \frac{1}{r_0} \left( \xi_r + \frac{\sin i \sin \theta \cos \phi - \cos i \sin \theta}{\mu_0} \xi_\theta - \frac{\sin i \sin \phi}{\mu_0} \xi_\phi \right).
\]

We used the expression of \( e_{\text{obs}} \) in the spherical basis given by Eq. (A.12) to compute the scalar product between \( \xi \) and \( e_{\text{obs}} \).
The oscillations also modify the thermodynamical quantities, $T$ and $p$. We linearise them around the equilibrium state such that:

$$T = T_0 + \delta T; \quad p = p_0 + \delta p,$$

where $\delta$ indicates the Lagrangian perturbations of the different quantities. Using the adiabatic approximation, the Lagrangian perturbations of temperature $\delta T$ and pressure $\delta p$ are:

$$\frac{\delta T}{T} = - (\Gamma_3 - 1) \nabla \cdot \xi,$$

$$\frac{\delta p}{p} = - \Gamma_1 \nabla \cdot \xi,$$

where $\Gamma_1$ and $\Gamma_3$ are the first and third adiabatic exponents (Eq. (3.18) in Christensen-Dalsgaard 2003). For a neutral and fully ionised hydrogen gas, $\Gamma_3$ approaches 5/3 and decreases in partially ionised regions, such as those located below the optical surface where the continuum forms, or in the lower chromosphere. In this paper, we focus on the continuum formation region, thus, the constant $\Gamma_3$ is not a good approximation, and we must take a depth-dependent adiabatic exponent from the background model (Sect. 3.1). We note, that in this paper, in presenting the results, we assume adiabaticity for simplicity, such that $\xi$ is the input parameter, but the perturbations of all the thermodynamical quantities could also be obtained without this hypothesis by solving the linear nonadiabatic oscillation equations (e.g., Sect. 13.3 in Unno et al. 1989). In order to make a comparison with the observations, it is required for us to take non-adiabaticity into account.

### 2.4. Perturbations of the source function, optical depth, and centre-to-limb distance

The perturbations of the length of the integration path and of the thermodynamical quantities modify the source function, the opacity, and, thus, the optical depth and the centre-to-limb distance from their equilibrium values:

$$S = S_0 + \delta S; \quad \alpha = \alpha_0 + \delta \alpha, \quad \tau = \tau_0 + \delta \tau, \quad \mu = \mu_0 + \delta \mu.$$  \hspace{1cm} (14)

By perturbing Eq. (5) around the temperature, $T_0$, we find that the perturbation to the source function is:

$$\frac{\delta S}{S_0} = \frac{h v/k T_0}{1 - e^{-h v/k T_0}} \frac{\delta T}{T_0}.$$  \hspace{1cm} (15)

The opacity perturbation is caused by fluctuations in temperature and pressure

$$\frac{\delta \alpha}{\alpha_0} = \frac{\partial (\log \alpha_0)}{\partial (\log p_0)} \frac{\delta p}{p_0} + \frac{\partial (\log \alpha_0)}{\partial (\log T_0)} \frac{\delta T}{T_0}.$$  \hspace{1cm} (16)

A similar expression could be written in terms of perturbations in temperature and density, as in TG93 and in ZSB96; however, Eq. (16) is more convenient here since the code we use for opacity calculation returns opacity as a function of temperature and pressure.

The perturbation to the optical depth is:

$$\frac{d(\delta \tau)}{d\tau_0} = \frac{\delta \alpha}{\alpha_0} + \frac{d(\delta \alpha)}{d(\delta \tau)},$$  \hspace{1cm} (17)

where the opacity perturbation is given by Eq. (16) and $d(\delta \alpha)/d(\delta \tau)$ is obtained by taking the derivative of Eq. (10).

The fluctuation of the centre-to-limb distance, $\delta \mu$, is given in Appendix A:

$$\delta \mu = \frac{\sin i \cos \theta \cos \phi - \cos i \sin \theta}{r_0} \left( \frac{\delta \xi}{\delta \theta} - \frac{\delta \xi}{\delta \phi} \right),$$

$$- \frac{\sin i \sin \phi}{r_0 \sin \theta} \left( \frac{\delta \xi}{\delta \phi} \sin \theta - \frac{\delta \xi}{\delta \theta} \right).$$  \hspace{1cm} (18)

This expression is consistent with that derived by Reese et al. (2013) for rapidly rotating stars.

### 2.5. Radiative transfer in perturbed atmosphere

Using Eq. (14) in the definition of the emergent intensity (Eq. 3), we obtain the Lagrangian perturbation of the emergent intensity:

$$\delta I = I(\mu) - I(\mu_0) = \delta I_S + \delta I_\tau + \delta I_\mu,$$  \hspace{1cm} (19)

where

$$\delta I_S = \int_0^{\tau_{\text{max}}} S_0 e^{-\tau_0/\mu_0} \frac{\delta S}{S_0} \frac{d\tau_0}{\mu_0},$$  \hspace{1cm} (20)

$$\delta I_\tau = \int_0^{\tau_{\text{max}}} S_0 e^{-\tau_0/\mu_0} \frac{d\tau}{d\tau_0} \frac{\delta \tau}{\delta \mu_0} \frac{d\tau_0}{\mu_0},$$  \hspace{1cm} (21)

$$\delta I_\mu = \int_0^{\tau_{\text{max}}} S_0 e^{-\tau_0/\mu_0} \frac{\delta \mu_0}{\mu_0} \frac{d\tau_0}{\mu_0}.$$  \hspace{1cm} (22)

The perturbations of the source function, $\delta S$, optical depth, $\delta \tau$, and incident angle $\delta \mu$ are given by Eqs. (15), (17), and (18), respectively. We note, that in this decomposition of the intensity perturbation, the terms $\delta I_\tau$ and $\delta I_\mu$ both contain contributions from $\xi$.

### 2.6. Comparison of intensity perturbation derivation with previous studies

In order to compare the intensity perturbation to other studies, namely, TG93 and ZSB96, it is more convenient to decompose $\delta I$ into a thermodynamical term ($\delta I_\rho$), which contains all the components with temperature and pressure perturbations along with a geometrical term with a wave displacement contribution ($\delta I_g$):

$$\delta I = \delta I_\rho + \delta I_g,$$  \hspace{1cm} (23)

where

$$\delta I_\rho = \delta I_\sigma + \delta I_\alpha,$$  \hspace{1cm} (24)

The term $\delta I_\rho$ (Eq. (20)) is the same for all three studies, namely: this paper, TG93, and ZSB96. The contribution of opacity to the emergent intensity perturbation, $\delta I_\alpha$, is:

$$\delta I_\alpha = \int_0^{\tau_{\text{max}}} S_0 e^{-\tau_0/\mu_0} \frac{\delta \alpha}{\alpha_0} \frac{d\tau_0}{\mu_0} = \int_0^{\tau_{\text{max}}} \frac{d\alpha_0}{\alpha_0} \frac{d\tau_0}{\mu_0} \frac{d\tau_0}{\mu_0},$$  \hspace{1cm} (25)

with $\delta \alpha/\alpha_0$ defined in Eq. (16).

The contribution from the geometrical term is:

$$\delta I_g = \int_0^{\tau_{\text{max}}} S_0 e^{-\tau_0/\mu_0} \frac{d\tau_0}{\mu_0} \left( \frac{\xi \cdot e_{\text{obs}}}{r_0} - \left( \frac{\xi \cdot e_{\text{obs}}}{r_0} \right) \frac{d\tau_0}{\mu_0} - 1 \right) \frac{d\tau_0}{\mu_0}.$$  \hspace{1cm} (26)
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As mentioned in the introduction, ZSB96 neglected the geometrical effect and took only perturbations of thermodynamical quantities as a source of intensity fluctuations. Applying an integration by part to Eq. (25), the value of \( \delta I_h \) is then identical to that of Eq. (1) in ZSB96.

The last term in Eq. (23), \( \delta I_h \), contains all the contributions attributed to \( \xi \) and describes purely geometrical effects that are induced by the deformations of the atmospheric layers as well as the centre-to-limb distances that are due to acoustic oscillations. Keeping only the radial displacement \( \xi \), in Eq. (26), while neglecting \( \delta \xi \) (\( \xi \ll \xi_i \)) leads to the definition of emergent intensity \( \delta I_h \), as in TG93. We note that, additionally, TG93 assumed that \( \xi_i/r \) does not vary with height, while we take the height dependence of \( \xi_i/r \) into account. Therefore, our expression of \( \delta I_h + \delta I_e \) slightly differs from Eq. (4) in TG93, however, it agrees with the plane-parallel expression \( \delta I/\) derived later by Toutain et al. (1999), where the height-dependence of \( \xi_i/r \) has been taken into account.

3. Numerical inputs for intensity calculations

The normal modes of acoustic oscillations are computed using the ADIPLS code (Christensen-Dalsgaard 2008). The displace-
3.3.Opacity

To compute the optical depth along which the RTE is solved, the opacity as a function of depth should be known. We compute absorption and scattering coefficients using the Merged Parallelized Simplified ATLAS code (MPS-ATLAS, Witzke et al. 2021) developed from the original ATLAS code (Kurucz 1970). To compute continuum opacity we take into account the contributions from the bound-free and free-free transitions of H\(^+\), HI, H\(^-\), the free-free transitions of He\(^+\), metal photoionisation, Rayleigh scattering on HI and HeI, and Thomson scattering on free electrons. Those are the main sources of opacity in the continuum.

In addition to the opacity in the background model, we also need the derivatives \(\frac{\partial}{\partial \ln a_0} \frac{\partial}{\partial \ln p} T_l\) and \(\frac{\partial}{\partial \ln a_0} \frac{\partial}{\partial \ln T} T_l\) in order to compute the perturbation of opacity (Eq. (16)). Taking into account only the bound-free transition of H\(^-\), which is the main source of continuum opacity in the visible wavelength range, TG93 presented the analytic equation of the opacity derivative. However, as it shown in Kostogryz & Berdyugina (2015), the bound-free transition of H\(^-\) is not the only contributor to the total opacity and the contribution from other sources of opacity can be larger than H\(^-\) at some heights in the solar atmosphere. Adding other contributors to the continuum opacity makes the derivation of analytical expression intractable. Another approach is to compute the derivatives of opacity taking all possible contributors into account using the pre-computed opacity table on some temperature-pressure (or density) grid. However, this requires an interpolation in order to evaluate the derivatives at the temperature and pressure (density) of the model atmosphere. This approach was first applied by Staude et al. (1995) in the VALC3 model of atmosphere from (Vernazza et al. 1981). Later, ZSB96 showed that this approach leads to non-smooth derivatives and additionally applied the fitting and smoothing procedure as in OPTFIT (Seaton et al. 1994). They showed that the intensity fluctuations caused by the same oscillation mode and at the same wavelength are slightly different from Staude et al. (1995), who did not use any smoothing. In order to avoid any interpolation, fitting, and smoothing schemes that may introduce additional uncertainties to the intensity perturbations, we computed our opacity table for the Model S grid of temperature and pressure using the MPS-ATLAS code. From the table, we numerically calculated the partial derivatives of the opacity.

4. Computation of intensity perturbation due to acoustic oscillations

In this section, in order to validate our algorithm, we compare the perturbed intensity computed using the algorithm described in Sect. 2 with the intensity computed in a perturbed atmosphere directly. Then we present the computation of intensity perturbation caused by \(p\)-mode oscillations of different harmonic degrees in the stratified model atmosphere. As we do not study the spectral dependence of intensity perturbation in this paper, all calculations were done at 500 nm. The radial orders of the considered oscillation modes are chosen such that the frequency of the oscillations is around 3 mHz (Table 2).

4.1. Comparison with direct computation

As mentioned in Sect. 2, we derive an emergent intensity in the oscillating atmosphere assuming first-order approximation for the perturbations caused by these oscillations. To validate this approximation, we compare the intensity in a perturbed model \(I(\mu)\) to the sum of the intensity in an initial model plus a perturbation \(I_0(\mu_0) + \delta I\). For the test calculation, we assume that the perturbation is caused by the radial mode \((l = 0, m = 0, n = 20)\).

We compute \(I_0(\mu_0)\) with \(T_0\) and \(p_0\) at \(s_0\) coming from model S. We then perturb the model by adding \(\delta T\), \(\delta p\) and \(\delta s\) coming from the eigenfunction of a radial mode multiplied by a factor of \(10^4\) and follow the same procedure to compute \(I(\mu)\) in a model characterised by \(T = T_0 + \delta T\), \(p = p_0 + \delta p\), and \(s = s_0 + \delta s\). The last step is to compute the intensity perturbation \(\delta I\) due to \(\delta T\), \(\delta p\) and \(\delta s\) by applying the first-order perturbation theory described in Sect. 2.5. We note that the factor we multiplied of the mode is only important for the direct computation as we need to detect the response of intensity on the ensuing perturbations. The factor should be large enough to be visible in the direct computation of intensity but not too large to make that of the first order invalid. Figure 4 shows that the perturbed intensity \(\delta I\) coincides with the difference of direct computations of intensity \(I(\mu)\) in the perturbed atmosphere and the intensity \(I_0(\mu_0)\) in the reference background model. Thus, this agreement between both approaches allows us to conclude that the first-order perturbation theory is applicable (even for the large perturbation used in this test) and the considered algorithm is correctly implemented.

4.2. Comparison of intensity computation in other studies

The intensity perturbations caused by radial \(p\)-modes were studied by TG93 and ZSB96 but showed slightly different results. On the one hand, ZSB96 claimed that the inconsistency happened because TG93 considered only absorption by H\(^-\) as source of opacity. On the other hand, ZSB96 considered only perturbations of the thermodynamical quantities and neglected the geometrical effect. Here, we investigate these differences and we thus compute the intensity perturbations \((\delta I_{\text{th}} + \delta I_{\text{g}})\) by taking the main sources of opacities in the continuum into account (Sect. 3.3), \(\delta I_{\text{th}}\) as in ZSB96, and \(\delta I_{\text{g}}\), with only H\(^-\) contribution to the opacity as in TG93. In all cases, we compute opacity tables and...
their derivatives numerically and do not use the analytic expressions from TG93. We select the same radial mode as in TG93 and ZSB96 and solve RTE at the same wavelength, however, our models of atmosphere are different so we cannot compare directly our results with these papers. Nevertheless, our analysis will help us to understand the differences between the different simplifications and which terms are important when evaluating intensity perturbations.

Figure 5 shows the perturbed emergent intensity divided by the reference intensity ($\delta I/I_0$) at different value of $\mu$, normalised by the temperature variations ($\delta T/T_0$) at the optical surface where $\tau = 1$. The first-order approach is linear, so the amplitude of the mode is cancelled out by such a normalisation. As it is not trivial to get the amplitude of each mode, such a normalisation allows us to avoid this difficulty. Thus, all the figures below present the normalised emergent intensity.

Moreover, this normalisation allows us to understand whether approximating the continuum intensity observable by the temperature perturbation at the optical surface is good enough. If $\delta T/T_0$ is a good approximation of $\delta I/I_0$, then we should see all three normalised intensity curves as a horizontal line at, for instance, $[\delta I/I_0]/[\delta T/T_0] = 4$ for the black-body approximation with no variation on $\mu$; however, this is clearly not the case (Fig. 5). The largest difference is between $\delta I$ and $\delta I_{th}$ which comes from neglecting the geometrical terms in the latter. This is in contradiction with the intuition of ZSB96 who assumed that the surface distortion was not significantly affecting the emergent intensity for low-degree modes. To further analyse the contribution of different opacity sources to the emergent intensity calculation, we compare the intensity $\delta I_{th}$ with $\delta I$, as both of them contain the geometrical terms. The two curves are very similar with minor deviations along the disk showing that bound-free and free-free transitions of $H^+$ are the main but not the only sources of opacity that contribute to the emergent intensity computation. Therefore, neglecting other sources of continuum opacity at 500 nm have little influence of the continuum intensity and could not explain the divergence between TG93 and ZSB96, which arises due to the geometrical effects.

4.3. Comparison of the different contributions to the perturbation of emergent intensity.

Perturbations of emergent intensity caused by oscillation modes are coming from three contributors describing the radiative transfer in the solar atmosphere (Eqs. (20)–(22)). In this subsection, we study how each of these components affects the emergent intensity perturbation caused by a radial mode as well as an intermediate degree mode ($l = 100$) which is observed with spatially resolved instruments (Table 2). In Fig. 6, we show that the emergent intensity $\delta I$ is a balance between $\delta I_S$ and $\delta I_r$ for the $l = 0$ mode, while for the $l = 100$ mode in addition to the $\delta I_S$ and the $\delta I_r$ components, the contribution from $\delta I_{th}$ becomes significant especially close to the limb. The amplitudes of $\delta I_S$ and $\delta I_r$ are similar at the disk centre ($\mu = 1$), with opposite sign, and decrease towards the limb ($\mu = 0$), where most of the radiation comes from the higher layers with lower temperature and pressure. Both components thus decrease and, as the optical depth drops exponentially, the value of $\delta I_r$ decreases faster than $\delta I_S$. The negative sign of $\delta I_r$ is because $\frac{\partial \delta I_r}{\partial \mu} - \frac{\partial \delta I_r}{\partial \mu} < 0$ in Eq. (21). For the $l = 100$ mode the horizontal displacement contributes to a phase shift of $\delta I_r$ (Eq. (10)) with respect to $\delta I_{th}$, especially close to the limb. Thus, the intensity perturbation due to the opacity and source function perturbations almost fully compensate for each other with regard to the radial mode and close to the disc centre for the moderate degree modes; however, these two components are phase-shifted for observation close to the limb.

An additional phase shift comes from $\delta I_{th}$, which becomes more and more important as the degree of the mode increases and is zero for the radial modes. As the emergent intensity combine all the terms, $\delta I$ is shifted with respect to $\delta I_{th}$ and thus $\delta I$. Therefore, this effect can lead to certain systematic errors in intensity maps analysis in helioseismology when the radiative transfer is neglected.

4.4. Importance of the geometrical terms with horizontal displacement contribution for intensity computation

In Sect. 4.2, we show the importance of the geometrical term to compute the emergent intensity for a radial mode. Here, we analyse this effect for the modes where an extra contribution comes from the horizontal displacement. We selected two modes, one at $l = 100$ and one at $l = 600$ for which both radial and horizontal displacements are significant (see the ratio of the horizontal-to-radial displacements in Table 2). Figure 7 shows the normalised intensity perturbations with different contributors included (i.e., $\delta I_0$, $\delta I_{th} + \delta I_{ξ}$, and $\delta I_{th}$) for different centre-to-limb distances centered around $\theta = 30^\circ$ and $\theta = 60^\circ$ (corresponding to $\mu_0 = 0.86$ and $\mu_0 = 0.5$, respectively).

As for the radial mode, the differences between $\delta I$ and $\delta I_{th}$ are important in terms of phase and amplitude, thus the thermo-dynamical quantities are not sufficient to describe the emergent intensity accurately.

Moreover, we compare $\delta I$ to $\delta I_{th} + \delta I_{ξ}$ to see the importance of the horizontal displacement $\xi_θ$ which was not taken into account in previous studies. As $\xi_θ$ and $\xi_φ$ are not in phase, it creates an additional phase shift and modifies the amplitude of the observed emergent intensity. The differences increase towards the limb but the importance of the horizontal term is already visible at a latitude of $30^\circ$ ($\mu = 0.86$). From those examples, we can ascertain that the higher the degree of the mode, the higher the differences between $\delta I$ and $\delta I_{th} + \delta I_{ξ}$.

5. Summary and discussion

Here, we provided a detailed computation of the relationship between the eigenfunctions of solar $p$ modes and continuum intensity, which is one of the helioseismic observables. We
derived an analytic expression for the emergent intensity perturbations caused by \( p \)-mode oscillations. These oscillations perturb the thermodynamical quantities in the solar atmosphere, as well as the integration path across the atmospheric layers and the position on the disk from which the radiation reaches the observer.

The thermodynamical component contains only the perturbations in temperature and pressure in the atmosphere caused by the oscillations. It leads to perturbations of the source function and opacity in the radiative transfer equation. For the opacity, we considered absorption coefficients caused by bound-free and free-free transitions of different species, metal photoionisation,
Rayleigh scattering on HI and HeI, and Thomson scattering on free electrons. We showed that to accurately compute emergent intensity, all sources of opacity should be taken into account and not only the bound-free transition of H\(^+\) that is the main contributor to the continuum opacity in the visible spectral range.

The geometrical component includes the perturbation to the geometrical ray path (including its direction) and the resulting perturbation to the optical depth. In doing so, we took into account both the radial and the horizontal displacements of the modes. The horizontal displacement has a negligible effect for the low degree modes around 3 mHz, however, it cannot be neglected for low-frequency modes and high-degree modes for which the ratio between horizontal and radial displacements is significant. This may lead to amplitude changes and phase shifts between the temperature and intensity perturbations, which increase toward the limb.

The computation of the continuum intensity at one wavelength takes only 3 s for 2000 points along center-to-limb distance, which is not an obstacle for global and local helioseismology applications. We presented computations in the continuum at 500 nm, however, there is no limitation on the choice of wavelength. In future works, we will study the emergent intensity perturbations along a spectral line in order to synthesize Doppler velocity observations.
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Appendix A: Derivation of $\delta \mu$

In this appendix, we derive the analytic expression for the perturbation of the angle of incidence $\delta \mu = \mu - \mu_0$.

The position vector of a point in the perturbed model is:

$$ r = r_0 + \xi = (r_0 + \xi_r) \, e_r + \xi_\theta \, e_\theta + \xi_\phi \, e_\phi, \tag{A.1} $$

where $r_0$ is the unperturbed position vector and $r_0$ is the solar radius in the background model. The perturbation $\delta \mu$ is then given by:

$$ \delta \mu = (\hat{n} - \hat{n}_0) \cdot e_{\text{obs}}, \tag{A.2} $$

where $\hat{n}_0 = e$, and $\hat{n} = n/n$ where $n$ is the normal to the perturbed surface element defined as:

$$ n = \frac{\partial r}{\partial \theta} \times \frac{\partial r}{\partial \phi} = \left( \frac{\partial r_0}{\partial \theta} \frac{\partial r_0}{\partial \phi} - \frac{\partial r_0}{\partial \phi} \frac{\partial r_0}{\partial \theta} \right) e_r + \left( \frac{\partial r_0}{\partial \theta} \frac{\partial r_0}{\partial \theta} - \frac{\partial r_0}{\partial \phi} \frac{\partial r_0}{\partial \phi} \right) e_\theta + \left( \frac{\partial r_0}{\partial \phi} \frac{\partial r_0}{\partial \phi} - \frac{\partial r_0}{\partial \theta} \frac{\partial r_0}{\partial \theta} \right) e_\phi. \tag{A.3} $$

The term $\partial r/\partial \theta$ can be computed as follows:

$$ \frac{\partial r}{\partial \theta} = \frac{\partial}{\partial \theta} \left[ (r_0 + \xi_\theta) \, e_r \right] + 0 \left( \xi_\theta \, e_\theta \right) + \frac{\partial}{\partial \theta} \left( \xi_\phi \, e_\phi \right) $$

$$ = \left( r_0 + \xi_\theta \right) \frac{\partial e_r}{\partial \theta} + \xi_\theta \frac{\partial e_\theta}{\partial \theta} + \xi_\phi \frac{\partial e_\phi}{\partial \theta} $$

$$ = \left( \frac{\partial \xi_r}{\partial \theta} - \xi_\phi \sin \theta \right) e_r + \left( \frac{\partial \xi_\theta}{\partial \theta} - \xi_\phi \cos \theta \right) e_\theta + \left( r_0 + \xi_\phi \right) \sin \theta + \xi_\phi \cos \theta + \frac{\partial \xi_\phi}{\partial \theta} e_\phi, \tag{A.4} $$

where we use the derivative of the unit vectors in spherical coordinates:

$$ \frac{\partial e_r}{\partial \theta} = e_\theta, \quad \frac{\partial e_\theta}{\partial \theta} = -e_r, \quad \frac{\partial e_\phi}{\partial \theta} = 0. \tag{A.5} $$

Similarly, we can derive the expression for $\partial r/\partial \phi$:

$$ \frac{\partial r}{\partial \phi} = \frac{\partial}{\partial \phi} \left[ (r_0 + \xi_\phi) \, e_r \right] + \frac{\partial}{\partial \phi} \left( \xi_\theta \, e_\theta \right) + \frac{\partial}{\partial \phi} \left( \xi_\phi \, e_\phi \right) $$

$$ = \left( r_0 + \xi_\phi \right) \frac{\partial e_r}{\partial \phi} + \xi_\theta \frac{\partial e_\theta}{\partial \phi} + \xi_\phi \frac{\partial e_\phi}{\partial \phi} $$

$$ = \left( \frac{\partial \xi_r}{\partial \phi} - \xi_\phi \sin \theta \right) e_r + \left( \frac{\partial \xi_\theta}{\partial \phi} - \xi_\phi \cos \theta \right) e_\theta + \left( r_0 + \xi_\phi \right) \sin \theta + \xi_\phi \cos \theta + \frac{\partial \xi_\phi}{\partial \phi} e_\phi, \tag{A.6} $$

where we apply the following:

$$ \frac{\partial e_r}{\partial \phi} = \sin \theta \, e_\phi, \quad \frac{\partial e_\theta}{\partial \phi} = \cos \theta \, e_\phi, \quad \frac{\partial e_\phi}{\partial \phi} = -\cos \theta \, e_\theta - \sin \theta \, e_r. \tag{A.7} $$

Using Eq. (A.4), Eq. (A.6), and Eq. (A.3), we obtain:

$$ n = \left( r_0 + \xi_r \right) \sin \theta + \xi_\theta \cos \theta + \frac{\partial \xi_\phi}{\partial \phi} \right) e_r $$

$$ + \left( \frac{\partial \xi_r}{\partial \phi} - \xi_\phi \sin \theta \right) \left( \frac{\partial \xi_r}{\partial \phi} - \xi_\phi \sin \theta \right) + \left( r_0 + \xi_\phi \right) \sin \theta + \xi_\phi \cos \theta + \frac{\partial \xi_\phi}{\partial \phi} e_\phi. \tag{A.8} $$

Neglecting the second-order terms in Eq. (A.8) the expression for the normal vector becomes

$$ n = \left( r_0 \sin \theta + 2r_0 \xi_r \sin \theta + r_0 \xi_\theta \cos \theta + r_0 \xi_\phi \right) e_r + \left( r_0 \xi_\theta \sin \theta + r_0 \xi_\phi \cos \theta + \frac{\partial \xi_\theta}{\partial \phi} \right) e_\theta + \left( \frac{r_0 \xi_\phi \sin \theta}{r_0} \right) e_\phi. \tag{A.9} $$

We normalise the normal vector and take only the first-order terms into account:

$$ \hat{n} = \frac{n}{|n|} = e_r + \left( \frac{\xi_\theta}{r_0} - \frac{1}{r_0} \right) e_\theta + \left( \frac{\xi_\phi}{r_0} - \frac{1}{r_0} \right) e_\phi. \tag{A.10} $$

Thus, it follows that:

$$ \delta \mu = (\hat{n} - \hat{n}_0) \cdot e_{\text{obs}} = \left( \frac{\sin i \cos \theta \cos \phi - \cos i \sin \theta}{r_0} \right) \left( \xi_\theta - \frac{\partial \xi_\theta}{\partial \phi} \right) - \frac{\sin i \sin \phi}{r_0 \sin \theta} \left( \xi_\phi \sin \theta - \frac{\partial \xi_\phi}{\partial \phi} \right). \tag{A.11} $$
where we used

\[ e_{\text{obs}} = (\sin i \sin \theta \cos \phi + \cos i \cos \theta) \, e_r + (\sin i \cos \theta \cos \phi - \cos i \sin \theta) \, e_\theta - \sin i \sin \phi \, e_\phi. \]  

(A.12)

This expression for \( \delta \mu \) can be evaluated for special cases found in the literature. For example, in choosing \( i = 90^\circ \) and \( \phi = 0 \), we have \( \mu_0 = \sin \theta \) and

\[ \delta \mu = \frac{\cos \theta}{r_0} \left( \xi_\theta - \frac{\partial \xi_r}{\partial \theta} \right) = \frac{1 - \mu_0^2}{r_0} \left( \frac{\xi_\theta}{\sqrt{1 - \mu_0^2}} - \frac{\partial \xi_r}{\partial \mu_0} \right), \]  

(A.13)

which is the expression derived by Heynderickx et al. (1994). If we further assume \( \xi_\theta \ll \xi_r \), then \( \delta \mu \) becomes

\[ \delta \mu = \frac{\mu_0^2 - 1}{r_0} \frac{\partial \xi_r}{\partial \mu_0}, \]  

(A.14)

as in TG93.