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Abstract

We solve the two-loop sunrise integral with unequal masses systematically to all orders in the dimensional regularisation parameter $\varepsilon$. In order to do so, we transform the system of differential equations for the master integrals to an $\varepsilon$-form. The sunrise integral with unequal masses depends on three kinematical variables. We perform a change of variables to standard coordinates on the moduli space $\mathcal{M}_{1,3}$ of a genus one Riemann surface with three marked points. This gives us the solution as iterated integrals on $\mathcal{M}_{1,3}$. On the hypersurface $\tau = \text{const}$ our result reduces to elliptic polylogarithms. In the equal mass case our result reduces to iterated integrals of modular forms.
1 Introduction

The theory of Feynman integrals, which evaluate to multiple polylogarithms is by now very well understood. But not all Feynman integrals may be expressed in terms of multiple polylogarithms. Already at two-loops one encounters in quantum field theory Feynman integrals, which are associated to elliptic curves and cannot be expressed in terms of multiple polylogarithms [1–45]. Similar integrals occur in string theory [46–51].

The method of differential equations [22,52–61] combined with integration-by-parts identities [62–64] is widely used to compute Feynman integrals. One first expresses all relevant Feynman integrals in terms of few master integrals $\vec{J}$, sets up a system of differential equations for the latter and solves this system of differential equations with appropriate boundary conditions. The solution is particularly simple, if the system of differential equations can be brought into an $\varepsilon$-form [58]:

$$d\vec{J} = \varepsilon A\vec{J},$$

where the matrix $A$ does not depend on the dimensional regularisation parameter $\varepsilon$. In order to achieve this form, one seeks a suitable basis of master integrals $\vec{J}$, related to a pre-canonical basis $\vec{I}$ by

$$\vec{J} = U\vec{I}.$$  

The entries of the matrix $A$ are differential one-forms. In addition we would like to have that these entries have a standard form. For example in the case of multiple polylogarithms we would like to have that they are of the form

$$d\ln(p(\vec{x})), $$

where $p(\vec{x})$ is a polynomial in the kinematic variables $\vec{x}$. In order to achieve this, a change of the kinematic variables may be necessary:

$$\vec{x} \to \vec{x}'.$$

In the case of multiple polylogarithms the transformation $U$ from a Laporta basis $\vec{I}$ to the basis $\vec{J}$ is algebraic in the kinematic variables. If the transformation is rational in the kinematic variables, several algorithms exist to find such a transformation [22,65–73]. Already in the case of multiple polylogarithms it might be necessary to perform a change of kinematic variables in order to rationalise square roots [39,72–75].

Let us now turn to the elliptic case. The simplest Feynman integral which cannot be expressed in terms of multiple polylogarithms is given by the two-loop equal mass sunrise integral [1–13,76–86]. The equal mass sunrise integral depends on a single scale $x = p^2/m^2$ and is related to a single elliptic curve. The system of differential equations for this integral can be brought to an $\varepsilon$-form [12]. In this case, transcendental functions (a period of the elliptic curve) appear in the transformation matrix $U$. If in addition one changes the kinematic variable from $x$ to the modular parameter $\tau$ [4], one identifies the entries of the matrix $A$ as modular forms [10].
mass sunrise integral can therefore be expressed to all orders in the dimensional regularisation parameter as iterated integrals of modular forms. The same applies to several other integrals, like the kite integral, depending on a single scale and related to a single elliptic curve.

We may now ask what happens if a Feynman integral depends on more than one scale. In this article we consider the sunrise integral with unequal masses as a prototype for a Feynman integral with several scales, but still related to a single elliptic curve. The sunrise integral with unequal masses depends on three kinematical variables. In this paper we show that even for the sunrise integral with unequal masses there is a transformation of the master integrals, which brings the system of differential equations into an $\varepsilon$-form as in eq. (1). In addition we perform a change of the kinematic variables towards standard coordinates for the moduli space of a Riemann surface of genus one with three marked points. The integration kernels appearing in the matrix $A$ are then differential forms on $\overline{M}_{1,3}$ with logarithmic singularities only. The integration kernels involve the functions $g^{(k)}(z, \tau)$, obtained from the expansion of the Kronecker function. These functions are not double-periodic and hence not single-valued on $M_{1,3}$. We view them as multi-valued functions on $M_{1,3}$. Alternatively, we may consider instead of $M_{1,3}$ a covering space of $M_{1,3}$. In practice, this does not pose any major problem. Our aim is to integrate a differential equation from a given boundary point. This is harmless as long as we don’t cross a branch point. In the vicinity of a branch point we just have to ensure that we continue continuously to the next sheet.

Our result unifies the result in the equal mass case, expressed in terms of iterated integrals of modular forms, with the available partial results for the first few terms in the $\varepsilon$-expansions in the unequal mass case [6,7,9,30], expressed as elliptic polylogarithms. Elliptic polylogarithms are iterated integrals on an elliptic curve with fixed modular parameter $\tau$ and several marked points [87–92]. We would like to point out that the natural setting for the sunrise integral with unequal masses is the moduli space $\overline{M}_{1,3}$, where the modular parameter $\tau$ is one of the coordinates.

This paper is organised as follows: In the next section we introduce our notation. In section 3 we discuss the elliptic curve(s) associated to the sunrise integral with unequal masses. We may either associate an elliptic curve obtained from the Feynman graph polynomial or an elliptic curve obtained from the maximal cut. These two curves are not isomorphic, but isogenic. In section 4 we introduce the kinematic variables which we will use. These are standard coordinates on $M_{1,3}$. In section 5 we introduce the functions and the one-forms, which will appear in the matrix $A$. In section 6 we present the master integrals, giving us a system of differential equations in $\varepsilon$-form. This system of differential equations is presented in section 7. In section 8 we briefly review iterated integrals as a preparation for section 9 where we present the analytic results for the master integrals associated to the sunrise integral with unequal masses. The results are given as iterated integrals on $\overline{M}_{1,3}$. Finally, our conclusions are given in section 10. In an appendix we summarise our notation for some standard mathematical functions, give details on the relation between two isogenic elliptic curves and describe the content of the supplementary electronic file attached to the arxiv version of this article.
2 Notation

2.1 The sunrise integral in momentum space

The sunrise integral with general masses is defined by

\[ S_{\nu_1 \nu_2 \nu_3} (D, \epsilon, p^2, m_1^2, m_2^2, m_3^2, \mu^2) = e^{2\gamma_{\text{EM}}} (\mu^2)^{v_{123} - D} \int \frac{d^D k_1}{i \pi^{D/2}} \frac{d^D k_2}{i \pi^{D/2}} \frac{1}{D_1^\nu_1 D_2^\nu_2 D_3^\nu_3}, \tag{5} \]

where \( D \) denotes the number of space-time dimensions, \( \gamma_{\text{EM}} \) denotes the Euler-Mascheroni constant, \( \mu \) is an arbitrary scale introduced to render the Feynman integral dimensionless, and the quantity \( v_{123} \) is defined by \( v_{123} = \nu_1 + \nu_2 + \nu_3 \). The inverse propagators are given by

\[ D_1 = -k_1^2 + m_1^2, \quad D_2 = -k_2^2 + m_2^2, \quad D_3 = -(p - k_1 - k_2)^2 + m_3^2. \tag{6} \]

For \( (p^2, m_1^2, m_2^2, m_3^2) = (0, 0, 0, 0) \) the integral is zero. For \( (p^2, m_1^2, m_2^2, m_3^2) = (p^2, 0, 0, 0) \) the integral is given by

\[ S_{\nu_1 \nu_2 \nu_3} (D, \epsilon, p^2, 0, 0, 0, \mu^2) = e^{2\gamma_{\text{EM}}} \left( \frac{-p^2}{\mu^2} \right)^{D-v_{123}} \frac{\Gamma(v_{123} - D)}{\Gamma(v_1) \Gamma(v_2) \Gamma(v_3)} \frac{\Gamma(\frac{D}{2} - v_1) \Gamma(\frac{D}{2} - v_2) \Gamma(\frac{D}{2} - v_3)}{\Gamma(\frac{3D}{2} - v_{123})}. \tag{7} \]

Excluding these special cases, we may assume that at least one internal mass is non-zero, let this be \( m_3 \). Unless stated otherwise we set in the following

\[ \mu = m_3 \tag{8} \]

and

\[ D = 2 - 2 \epsilon. \tag{9} \]

The integral depends then only on \( \epsilon \) and the ratios

\[ x = \frac{p^2}{m_3^2}, \quad y_1 = \frac{m_1^2}{m_3^2}, \quad y_2 = \frac{m_2^2}{m_3^2}. \tag{10} \]

We write with a slight abuse of notation

\[ S_{\nu_1 \nu_2 \nu_3} (\epsilon, x, y_1, y_2) = S_{\nu_1 \nu_2 \nu_3} (2 - 2 \epsilon, \epsilon, p^2, m_1^2, m_2^2, m_3^2, m_3^2). \tag{11} \]

Considering the sunrise integral in \( 2 - 2 \epsilon \) dimensions instead of \( 4 - 2 \epsilon \) dimensions is no restriction: With the help of dimensional recurrence relations [93,94] one recovers the result in \( 4 - 2 \epsilon \) dimensions from the result in \( 2 - 2 \epsilon \) dimensions.
2.2 The Feynman parameter representation

The Feynman parameter representation of the sunrise integral is given by

\[
S_{\nu_1\nu_2\nu_3}(\varepsilon, x, y_1, y_2) = e^{2\gamma_E} \frac{\Gamma(v_{123} - 2 + 2\varepsilon)}{\Gamma(v_1)\Gamma(v_2)\Gamma(v_3)} \int_{\sigma} \left( \prod_{j=1}^{3} \alpha_j^{\nu_j - 1} \right) \frac{\varOmega^{v_{123} - 3 + 3\varepsilon}}{\varOmega^{v_{123} - 2 + 2\varepsilon}} \omega, \tag{12}
\]

where the integration is over

\[\sigma = \{ \alpha_1 : \alpha_2 : \alpha_3 \in \mathbb{R}^2 | \alpha_i \geq 0 \}. \tag{13}\]

The differential form \(\omega\) is given by

\[\omega = \alpha_1 d\alpha_2 \wedge d\alpha_3 + \alpha_2 d\alpha_3 \wedge d\alpha_1 + \alpha_3 d\alpha_1 \wedge d\alpha_2. \tag{14}\]

The graph polynomials are given by

\[
\varOmega = \alpha_1 \alpha_2 + \alpha_2 \alpha_3 + \alpha_3 \alpha_1, \quad F = -\alpha_1 \alpha_2 \alpha_3 x + (\alpha_1 y_1 + \alpha_2 y_2 + \alpha_3) \varOmega. \tag{15}\]

In particular, the integral \(S_{111}(0, x, y_1, y_2)\) is given in the Feynman parameter representation by

\[S_{111}(0, x, y_1, y_2) = \int_{\sigma} \frac{\omega}{F}. \tag{16}\]

2.3 The Baikov representation

The Baikov representation \([95]-[101]\) is obtained from the loop momentum representation by a change of variables from a subset of the 2D loop momentum variables to the inverse propagators. In order to express any scalar product involving the loop momenta, we have to introduce one auxiliary inverse propagator. Let this be \(D_4 = -(k_1 + k_2)^2\). The remaining loop momentum variables are integrated out. The Baikov representation reads

\[
S_{\nu_1\nu_2\nu_3}(\varepsilon, x, y_1, y_2) \sim e^{2\gamma_E} \frac{\Gamma(v_{123} - 2 + 2\varepsilon)}{4\pi (\frac{1}{2} - \varepsilon)} \left( -p^2 \right)^{\varepsilon} \int dD_1 dD_2 dD_3 dD_4 \frac{D_1^{\nu_1} D_2^{\nu_2} D_3^{\nu_3}}{D_4^{v_{123} - 3 + 3\varepsilon} G_1^{-\varepsilon} G_2^{-\varepsilon}}, \tag{17}\]

with the Gram determinants \(G_1\) and \(G_2\) given by

\[
G_1 = -\frac{1}{4} \left[ (D_1 - D_2)^2 + D_4^2 - 2(D_1 + D_2)D_4 - 2(m_1^2 - m_2^2)(D_1 - D_2) + 2(m_1^2 + m_2^2)D_4 + (m_1^2 - m_2^2)^2 \right],
\]

\[
G_2 = -\frac{1}{4} \left[ (D_3 - D_4)^2 + 2(p^2 - m_3^2)D_3 + 2(p^2 + m_3^2)D_4 + (p^2 - m_3^2)^2 \right]. \tag{18}\]
For the Baikov representation we do not worry so much about the integration domain, nor about constant prefactors. For this reason we used a \(\sim\)-sign instead of an equal sign. The Baikov representation is particularly suited to obtain the maximal cut of a Feynman integral up to constant prefactors. The maximal cut of a Feynman integral is obtained by replacing each propagator \(1/D_j\) by a Dirac \(\delta\)-distribution \((2\pi i)^n \delta(D_j)\). For the integral \(S_{111}(0, x, y_1, y_2)\) one finds

\[
\text{MaxCut } S_{111}(0, x, y_1, y_2) \sim \frac{m^2}{\pi^2} \int \frac{dD_4}{\sqrt{[D_4 + (m_1 + m_2)^2][D_4 + (m_1 - m_2)^2][D_4^2 + 2(p^2 + m_3^2)D_4 + (p^2 - m_3^2)^2]}}.
\]

### 2.4 Definitions

The sunrise integral as defined in eq. (5) has an obvious symmetry under the symmetric group \(S_3\), which acts by permuting the tuples \((m_1, \nu_1)\), \((m_2, \nu_2)\) and \((m_3, \nu_3)\). In cases where we want to emphasize this symmetry, we will use the original variables \((p^2, m^2_1, m^2_2, m^2_3)\). On the other hand, the variables \((x, y_1, y_2)\) are more closely related to coordinates on the moduli space \(M_{1,3}\).

In order to keep the expressions compact, it is convenient to introduce a few abbreviations:

We set

\[
t = p^2.
\]

We denote the masses related to the pseudo-thresholds by

\[
\mu_1 = -m_1 + m_2 + m_3, \quad \mu_2 = m_1 - m_2 + m_3, \quad \mu_3 = m_1 + m_2 - m_3,
\]

and the mass related to the threshold by

\[
\mu_4 = m_1 + m_2 + m_3.
\]

We introduce the monomial symmetric polynomials \(M_{\lambda_1, \lambda_2, \lambda_3}\) in the variables \(m^2_1, m^2_2\) and \(m^2_3\). These are defined by

\[
M_{\lambda_1, \lambda_2, \lambda_3} = \sum_{\sigma} (m^2_1)^{\sigma(\lambda_1)} (m^2_2)^{\sigma(\lambda_2)} (m^2_3)^{\sigma(\lambda_3)},
\]

where the sum is over all distinct permutations \(\sigma\) of \((\lambda_1, \lambda_2, \lambda_3)\). A few examples are

\[
\begin{align*}
M_{100} &= m_1^2 + m_2^2 + m_3^2, \\
M_{111} &= m_1^2 m_2^2 m_3^2, \\
M_{210} &= m_1^4 m_2^2 + m_2^4 m_3^2 + m_3^4 m_1^2 + m_1^4 m_2^2 + m_2^4 m_3^2 + m_3^4 m_1^2.
\end{align*}
\]

In addition, we introduce the abbreviation

\[
\Delta = \mu_1 \mu_2 \mu_3 \mu_4.
\]
2.5 The moduli space

Let us now consider a smooth algebraic curve \( C \) in \( \mathbb{CP}^2 \) of genus \( g \) with \( n \) marked points. Two such curves \((C; z_1, ..., z_n)\) and \((C'; z'_1, ..., z'_n)\) are isomorphic if there is an isomorphism
\[
\phi : C \to C' \quad \text{such that} \quad \phi(z_i) = z'_i.
\]
(26)

The moduli space
\[
\mathcal{M}_{g,n}
\]
(27)
is the space of isomorphism classes of smooth algebraic curves of genus \( g \) with \( n \) marked points. For \( g \geq 1 \) the isomorphism classes do not only depend on the positions of the marked points, but also on the “shape” of the curve. For \( g = 0 \) there is only one “shape”, the Riemann sphere. The dimension of \( \mathcal{M}_{g,n} \) is
\[
\dim(\mathcal{M}_{g,n}) = 3g + n - 3.
\]
(28)

Let us now specialise to \( g = 1 \). A smooth algebraic curve of genus one with one marked point is an elliptic curve and \( \mathcal{M}_{1,1} \) parametrises the isomorphism classes of elliptic curves. We may represent an elliptic curve by
\[
\mathbb{C}/\Lambda,
\]
(29)
with the lattice \( \Lambda \) given by \( \mathbb{Z} + \tau\mathbb{Z} \). The marked point is the origin in \( \mathbb{C}/\Lambda \). The moduli space \( \mathcal{M}_{1,1} \) has dimension one and we may take the modular parameter \( \tau \) as a local coordinate.

Let us now turn to the moduli space \( \mathcal{M}_{1,3} \). As before, one marked point is given by the origin. We denote by \( z_1, z_2 \in \mathbb{C}/\Lambda \) the other two marked points. We have \( \dim(\mathcal{M}_{1,3}) = 3 \) and our standard local coordinates for \( \mathcal{M}_{1,3} \) are
\[
(\tau, z_1, z_2).
\]
(30)

The moduli space \( \mathcal{M}_{g,n} \) is not compact. We denote by \( \overline{\mathcal{M}}_{g,n} \) the Deligne-Mumford-Knudsen compactification \([102–105]\). The space \( \overline{\mathcal{M}}_{g,n} \) is the moduli space of stable nodal curves of arithmetic genus \( g \) with \( n \) marked points. \( \mathcal{M}_{g,n} \) is an open subset in \( \overline{\mathcal{M}}_{g,n} \).

3 Elliptic curves

The sunrise integral with unequal masses is associated to an isogeny class of elliptic curves. We may think of an elliptic curve as being defined as \( \mathbb{C}/\Lambda \), where \( \Lambda \) is a lattice. Two elliptic curves \( E = \mathbb{C}/\Lambda \) and \( E' = \mathbb{C}/\Lambda' \) are isomorphic, if there is a complex number \( c \) such that
\[
c\Lambda = \Lambda'.
\]
(31)

Two elliptic curves are isogenic, if there is a complex number \( c \) such that
\[
c\Lambda \subset \Lambda',
\]
(32)
For the sunrise graph there are two obvious ways to associate an elliptic curve to this Feynman integral. One may either define the elliptic curve from the second graph polynomial or from the maximal cut. These two curves are not isomorphic, but isogenous. Let us denote the lattice for the curve obtained from the Feynman graph polynomial by \( \Lambda_F \) and the lattice for the curve obtained from the maximal cut by \( \Lambda_C \). Then \( \Lambda_F \) is a sub-lattice of \( \Lambda' \) of index 2 and – in view of definition (32) – the lattice \( 2\Lambda_C \) is a sub-lattice of \( \Lambda_F \). The lattice \( \Lambda_F \) is rectangular for \( t < 0 \) and was used in \([6, 7]\), while the definition of the elliptic curve from the maximal cuts generalises to more complicated integrals \([34, 35]\).

In appendix B we give a detailed account on the relation between the two elliptic curves. In particular, we define the modular parameter \( \tau_F \) for the elliptic curve obtained from the Feynman graph polynomial and the modular parameter \( \tau_c \) for the elliptic curve obtained from the maximal cut. The elliptic curve obtained from the Feynman graph polynomial comes naturally with three marked points: These are the intersections of the elliptic curve with the Feynman parameter integration region. On \( \mathbb{C}/\Lambda_F \) we denote these points by \( 0, z_{1,F}, z_{2,F} \). One marked point can be chosen as the origin in \( \mathbb{C}/\Lambda_F \). The corresponding points on \( \mathbb{C}/\Lambda_C \) are denoted by \( 0, z_{1,C}, z_{2,C} \). Appendix B also provides explicit formulae how the points \( z_{i,F} \) and \( z_{i,C} \) are related.

### 4 Variables

The dependence on the kinematics is described by the three variables \((x, y_1, y_2)\). We will change to new variables \((\tau, z_1, z_2)\), which are coordinates on the moduli space \( \mathcal{M}_{1,3} \) of a genus one Riemann surface with three marked points. The new variables are:

\[
\begin{align*}
\tau &= \tau_C = \frac{\tau_F}{2} \\
z_1 &= z_{1,C} = z_{1,F} \\
z_2 &= z_{2,C} = z_{2,F}.
\end{align*}
\]  

Eq. (33) gives the transformation from the variables \((x, y_1, y_2)\) to the variables \((\tau, z_1, z_2)\). We are also interested in the inverse transformation. To find this inverse transformation, we first consider intermediary coordinates \((\lambda, \kappa_1, \kappa_2)\) defined by

\[
\begin{align*}
\lambda &= k_C^2 = \frac{16m_1m_2m_3\sqrt{t}}{(\mu_1 + \sqrt{t}) (\mu_2 + \sqrt{t}) (\mu_3 + \sqrt{t}) (\mu_4 - \sqrt{t})}, \\
\kappa_1 &= u_{1,C,1/2} = \frac{(\mu_2 + \sqrt{t}) (\mu_3 + \sqrt{t})}{4m_2m_3}, \\
\kappa_2 &= u_{2,C,1/2} = \frac{(\mu_1 + \sqrt{t}) (\mu_3 + \sqrt{t})}{4m_1m_3}.
\end{align*}
\]  

We may express \((x, y_1, y_2)\) in terms of \((\lambda, \kappa_1, \kappa_2)\):

\[
\begin{align*}
x &= \frac{(1 - \kappa_1)(1 - \kappa_2)\kappa_1\kappa_2\lambda^2}{(1 - \lambda\kappa_1)(1 - \lambda\kappa_2)},
\end{align*}
\]
We further set
\[
y_1 = \frac{\kappa_1 (1 - \kappa_1)}{(1 - \lambda \kappa_1) (\kappa_1 - \kappa_2)^2 (1 - \kappa_1 - \kappa_2 + \lambda \kappa_1 \kappa_2)^2} F^R,
\]
\[
y_2 = \frac{\kappa_2 (1 - \kappa_2)}{(1 - \lambda \kappa_2) (\kappa_1 - \kappa_2)^2 (1 - \kappa_1 - \kappa_2 + \lambda \kappa_1 \kappa_2)^2} F^R,
\]
with
\[
R = (1 + \kappa_1^3 \kappa_2^3 \lambda^3) (\kappa_1 + \kappa_2) - (1 + \kappa_1^2 \kappa_2^2 \lambda^2) (\kappa_1^2 + \kappa_2^2) (1 + \lambda) - 8 (1 + \kappa_1^2 \kappa_2^2 \lambda^2) \kappa_1 \kappa_2
+ (1 + \lambda \kappa_1 \kappa_2) (\kappa_1 + \kappa_2)^3 \lambda + 3 (1 + \lambda \kappa_1 \kappa_2) \kappa_1 \kappa_2 (\kappa_1 + \kappa_2) \lambda
+ 8 (1 + \lambda \kappa_1 \kappa_2) \kappa_1 \kappa_2 (\kappa_1 + \kappa_2) + 4 \kappa_1^2 \kappa_2^2 \lambda (1 - \lambda) - 8 \kappa_1 \kappa_2 (\kappa_1 + \kappa_2)^2 \lambda - 8 \kappa_1^2 \kappa_2^2
- 2 (1 - 2 \kappa_1 + \lambda \kappa_1^2) (1 - 2 \kappa_2 + \lambda \kappa_2^2) \sqrt{\kappa_1 \kappa_2 (1 - \kappa_1) (1 - \kappa_2) (1 - \lambda \kappa_1) (1 - \lambda \kappa_2)}.
\]

On the other hand we have
\[
\lambda = \frac{\theta_2^4 (0, q)}{\theta_3^4 (0, q)},
\]
\[
\kappa_1 = \frac{\theta_2^3 (0, q) \theta_3^2 (\frac{\pi i}{2}, q)}{\theta_2^3 (0, q) \theta_3^2 (\frac{\pi i}{2}, q)},
\]
\[
\kappa_2 = \frac{\theta_2^3 (0, q) \theta_3^2 (\frac{\pi i}{2}, q)}{\theta_2^3 (0, q) \theta_3^2 (\frac{\pi i}{2}, q)}.
\]

Eq. (35) and eq. (37) together with \( q = \exp(i \pi \tau) \) allow us to express \((x, y_1, y_2)\) in terms of \((\tau, z_1, z_2)\).

We set
\[
q = e^{\pi i \tau}, \quad w_1 = e^{\pi i z_1}, \quad w_2 = e^{\pi i z_2},
\]
\[
\bar{q} = e^{2 \pi i \tau}, \quad \bar{w}_1 = e^{2 \pi i z_1}, \quad \bar{w}_2 = e^{2 \pi i z_2}.
\]

On \( \mathbb{C}/\Lambda_F \) we have up to now three marked points: 0, \( z_1 \) and \( z_2 \). We introduce one further marked point through
\[
z_3 = 1 - z_1 - z_2
\]
and set
\[
\bar{w}_3 = e^{2 \pi i z_3} = \bar{w}_1^{-1} \bar{w}_2^{-1}.
\]

We further set
\[
\psi_1 = \psi_{1,C} = \psi_{1,F} = \psi_{1,F}',
\]
\[
W_t = \psi_{1,C} \frac{d}{dt} \psi_{2,C} - \psi_{2,C} \frac{d}{dt} \psi_{1,C} = \frac{2 \pi i \mu_4 (-3 t^2 + 2 M_{100} t - \Delta)}{t (t - \mu_1^3) (t - \mu_2^3) (t - \mu_3^3) (t - \mu_4^3)}.
\]
5 Special functions

From the Kronecker function $F(x, y, \tau) \text{ (with } q = \exp(\pi i \tau))$

$$F(x, y, \tau) = \pi \theta_1'(0, q) \frac{\theta_1(\pi (x + y), q)}{\theta_1(\pi x, q) \theta_1(\pi y, q)}$$ (42)

one defines $g^{(n)}(z, \tau)$ through

$$F(z, \alpha, \tau) = \frac{1}{\alpha} \sum_{n=0}^{\infty} g^{(n)}(z, \tau) \alpha^n.$$ (43)

In previous publications we introduced the notation [6-8, 19] ELi

$$\text{ELi}_{n,m}(x; y; q) = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{x^j y^k}{j^n k^m q^{j+k}}.$$ (44)

We define the linear combinations

$$\overline{E}_{n,m}(x; y; q) = \text{ELi}_{n,m}(x; y; q) - (-1)^{n+m} \text{ELi}_{n,m}(x^{-1}; y^{-1}; q).$$ (45)

The functions ELi$_{n,m}$ are helpful for the $\overline{q}$-expansion of the functions $g^{(n)}(z, \tau)$. Explicitly one has with $\overline{q} = \exp(2\pi i \tau)$ and $\overline{w} = \exp(2\pi i z)$

$$g^{(0)}(z, \tau) = 1,$$

$$g^{(1)}(z, \tau) = -2\pi i \left[ \frac{1 + \overline{w}}{2(1 - \overline{w})} + \overline{E}_{0,0}(\overline{w}; 1; \overline{q}) \right],$$

$$g^{(n)}(z, \tau) = -\frac{(2\pi i)^n}{(n-1)!} \left[ -\frac{B_n}{n} + \overline{E}_{0,1-n}(\overline{w}; 1; \overline{q}) \right], \quad n > 1,$$ (46)

where $B_n$ denote the Bernoulli numbers, defined by

$$\frac{x}{e^x - 1} = \sum_{n=0}^{\infty} \frac{B_n}{n!} x^n.$$ (47)

The functions $g^{(n)}(z, \tau)$ will play prominent roles in our calculation. Let us therefore discuss their properties [36,91].

Poles: When viewed as a function of $z$, the function $g^{(n)}(z, \tau)$ has only simple poles. More concretely, the function $g^{(1)}(z, \tau)$ has a simple pole with unit residue at every point of the lattice. For $n > 1$ the function $g^{(n)}(z, \tau)$ has a simple pole only at those lattice points that do not lie on the real axis.

Periodicity: The (quasi-) periodicity properties are

$$g^{(n)}(z + 1, \tau) = g^{(n)}(z, \tau),$$
\[ g^{(n)}(z + \tau, \tau) = \sum_{j=0}^{n} \frac{(-2\pi i)^j}{j!} g^{(n-j)}(z, \tau). \] (48)

We see that \( g^{(n)}(z, \tau) \) is invariant under translations by 1, but not by \( \tau \). Thus we may view \( g^{(n)}(z, \tau) \) either as a multi-valued function on the moduli space of a genus one Riemann surface with marked points or alternatively as a single-valued function on the covering space of the moduli space of a genus one Riemann surface with marked points.

In the following we will take \( g^{(n)}(z, \tau) \) as a multi-valued function on the moduli space of a genus one Riemann surface and we will be working with the branch defined by eq. (46).

**Modularity**: Let us now consider
\[ g^{(n)} \left( \frac{z}{c\tau + d}, \frac{a\tau + b}{c\tau + d} \right), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}). \] (49)

The functions \( g^{(n)}(z, \tau) \) may be expressed in terms of Eisenstein series, and we may derive the behaviour of \( g^{(n)}(z, \tau) \) under modular transformations from those. The Eisenstein series are defined by
\[ E_k(z, \tau) = \sum_{(n_1, n_2) \in \mathbb{Z}^2} \frac{1}{(z + n_1 + n_2\tau)^k}. \] (50)

The series is absolutely convergent for \( k \geq 3 \). For \( k = 1 \) and \( k = 2 \) the Eisenstein summation depends on the choice of generators. The Eisenstein summation prescription is defined by
\[ \sum_{(n_1, n_2) \in \mathbb{Z}^2} f(z + n_1 + n_2\tau) = \lim_{N_2 \to \infty} \sum_{n_2 = -N_2}^{N_2} \left( \lim_{N_1 \to \infty} \sum_{n_1 = -N_1}^{N_1} f(z + n_1 + n_2\tau) \right). \] (51)

One further sets
\[ e_k(\tau) = \sum_{(n_1, n_2) \in \mathbb{Z}^2 \setminus (0,0)} \frac{1}{(n_1 + n_2\tau)^k}. \] (52)

An alternative definition of the Kronecker function is given in terms of Eisenstein series:
\[ F(x, y, \tau) = \frac{1}{y} \exp \left( -\sum_{k=1}^{\infty} \frac{(y)^k}{k} (E_k(x, \tau) - e_k(\tau)) \right). \] (53)

This allows us to express the functions \( g^{(n)}(z, \tau) \) in terms of Eisenstein series. The explicit expressions for the first five functions \( g^{(n)}(z, \tau) \) in terms of Eisenstein series read
\[ g^{(0)}(z, \tau) = 1, \]
The differential forms one has

\[
g^{(1)}(z, \tau) = E_1(z, \tau),
g^{(2)}(z, \tau) = -\frac{1}{2} \left[ E_2(z, \tau) - e_2(\tau) - E_1(z, \tau)^2 \right],
g^{(3)}(z, \tau) = \frac{1}{6} \left\{ 2E_3(z, \tau) - 3 [E_2(z, \tau) - e_2(\tau)] E_1(z, \tau) + E_1(z, \tau)^3 \right\},
g^{(4)}(z, \tau) = -\frac{1}{24} \left\{ 6[E_4(z, \tau) - e_4(\tau)] - 8E_3(z, \tau) E_1(z, \tau) - 3[E_2(z, \tau) - e_2(\tau)]^2 
+ 6[E_2(z, \tau) - e_2(\tau)] E_1(z, \tau)^2 - E_1(z, \tau)^4 \right\}.
\]

For \( k \geq 3 \) the Eisenstein series transform nicely under modular transformations. With

\[
\tau' = \frac{a\tau + b}{c\tau + d}, \quad z' = \frac{z}{c\tau + d}, \quad \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z})
\]

one has

\[
E_k(z', \tau') = (c\tau + d)^k E_k(z, \tau), \quad e_k(\tau') = (c\tau + d)^k e_k(\tau).
\]

This leaves the cases \( k = 1 \) and \( k = 2 \). At modular weight \( k = 2 \) only the combination

\[
E_2(z, \tau) - e_2(\tau) = \wp(z)
\]

enters. This combination (but not the individual terms) transforms nicely:

\[
E_2(z', \tau') - e_2(\tau') = (c\tau + d)^2 [E_2(z, \tau) - e_2(\tau)].
\]

The nice transformation properties are spoiled by \( E_1(z, \tau) \). One has

\[
E_1(z', \tau') = (c\tau + d) [E_1(z, \tau) + C_1z + C_0],
\]

where the constants \( C_1 \) and \( C_0 \) depend on \( \gamma \).

**Differential forms:** Let us set \( g^{(-1)}(z, \tau) = 0 \). We define differential forms by

\[
\omega_k(z, \tau) = (2\pi)^{2-k} \left[ g^{(k-1)}(z, \tau) dz + (k-1) g^{(k)}(z, \tau) \frac{d\tau}{2\pi i} \right].
\]

The differential forms \( \omega_k(z, \tau) \) appear in the total differential of elliptic polylogarithms. A few examples are (recall \( z_3 = 1 - z_1 - z_2 \)):

\[
\omega_0(z, \tau) = 2\pi id\tau, \\
\omega_1(z, \tau) = 2\pi dz_1, \\
\omega_1(z_3, \tau) = -2\pi dz_1 - 2\pi dz_2, \\
\omega_2(z, \tau) = g^{(1)}(z_1, \tau) dz_1 + g^{(2)}(z_1, \tau) \frac{d\tau}{2\pi i},
\]
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\[ \omega_2(z_1, 2\tau) = g^{(1)}(z_1, 2\tau)dz_1 + 2g^{(2)}(z_1, 2\tau)\frac{d\tau}{2\pi i}. \] (61)

Since \( \omega_0(z, \tau) \) does not depend on \( z \) and \( \omega_1(z, \tau) \) does not depend on \( \tau \) we write

\[ \omega_0(\tau) = \omega_0(z, \tau), \quad \omega_1(z) = \omega_1(z, \tau). \] (62)

In addition we need two differential forms \( \eta_2(\tau) \) and \( \eta_4(\tau) \), which depend on \( \tau \), but not on the \( z_i \)'s. The first one is related to a modular form of \( \Gamma_0(2) \), the second one to a modular form of \( SL_2(\mathbb{Z}) \). Let \( b_2(\tau) \) be the generator of \( M_2(\Gamma_0(2)) \) given in terms of the Eisenstein series defined above as

\[ b_2(\tau) = e_2(\tau) - 2e_2(2\tau). \] (63)

The first few terms of the \( \bar{q} \)-expansion read

\[ b_2(\tau) = 2(2\pi i)^2 \left[ \frac{1}{24} + \bar{q} + \bar{q}^2 + 4\bar{q}^3 + \bar{q}^4 + 6\bar{q}^5 + \ldots \right]. \] (64)

We set

\[ \eta_2(\tau) = b_2(\tau)\frac{d\tau}{2\pi i}, \quad \eta_4(\tau) = \frac{1}{(2\pi)^2}e_4(\tau)\frac{d\tau}{2\pi i} \] (65)

6 Master integrals

In this section we present a basis \( \vec{J} \) of master integrals for the unequal mass sunrise family, such that the associated differential equation is in \( \varepsilon \)-form. The associated differential equation is given in the next section.

The starting point is a pre-canonical basis of master integrals. A possible pre-canonical basis is given by

\[ \vec{I} = (S_{110}, S_{101}, S_{011}, S_{111}, S_{211}, S_{121}, S_{112})^T. \] (66)

The associated differential equation is of the form

\[ d\vec{I} = \vec{A}(\varepsilon, x, y_1, y_2)\vec{I}, \]

\[ \vec{A}(\varepsilon, x, y_1, y_2) = \vec{A}_x(\varepsilon, x, y_1, y_2)dx + \vec{A}_y_1(\varepsilon, x, y_1, y_2)dy_1 + \vec{A}_y_2(\varepsilon, x, y_1, y_2)dy_2. \] (67)

We then change the basis of master integrals

\[ \vec{J} = U\vec{I} \] (68)

and the coordinates on the base manifold

\[ (x, y_1, y_2) \rightarrow (\tau, z_1, z_2). \] (69)
Under the transformation (68) the differential equation transforms into
\[ d\vec{J} = \hat{A}\vec{J}, \]  
(70)
where $\hat{A}$ is related to $\tilde{A}$ by
\[ \hat{A} = U\tilde{A}U^{-1} - U\frac{dU}{U}. \]  
(71)
A change of coordinates on the base manifold leads to the transformation
\[ \hat{A} = \hat{A}_x dx + \hat{A}_{y_1} dy_1 + \hat{A}_{y_2} dy_2 = \hat{A}_x d\tau + \hat{A}_{z_1} dz_1 + \hat{A}_{z_2} dz_2, \]  
(72)
where for example $\hat{A}_\tau$ is related to $\hat{A}_x, \hat{A}_{y_1}, \hat{A}_{y_2}$ by
\[ \hat{A}_\tau = \hat{A}_x \frac{dx}{d\tau} + \hat{A}_{y_1} \frac{dy_1}{d\tau} + \hat{A}_{y_2} \frac{dy_2}{d\tau}. \]  
(73)
The essential step is to find a matrix $U$ such that
\[ \hat{A} = \varepsilon A, \]  
(74)
where $A$ does not depend on $\varepsilon$. We construct $U$ in two steps:
\[ U = U_2 U_1, \]  
(75)
Let us set
\[ \vec{J}_1 = U_1 \vec{I}, \quad d\vec{J}_1 = \hat{A}_1 \vec{J}_1. \]  
(76)
The entries of $U_1$ are constructed such that $\hat{A}_1$ is linear in $\varepsilon$ and the $\varepsilon^0$-part is strictly lower triangular, i.e.
\[ \hat{A}_1 = \hat{A}_1^{(0)} + \varepsilon \hat{A}_1^{(1)}, \]  
(77)
where $\hat{A}_1^{(0)}$ and $\hat{A}_1^{(1)}$ are independent of $\varepsilon$ and $\hat{A}_1^{(0)}$ is strictly lower triangular. This can be done with a transformation, where the entries of $U_1$ are rational functions of $\varepsilon, x, y_1, y_2, \psi_1$ and $\partial_x \psi_1$ (i.e. compared to the full transformation $U$ the entries of $U_1$ do not involve incomplete elliptic integrals. They only involve complete elliptic integrals related to $\psi_1$ and $\partial_x \psi_1$). The entries of $U_1$ are determined from an ansatz, following the ideas of [34, 35, 70, 71]. Explicitly, $U_1$ is given by setting $F_{54} = F_{64} = F_{74} = 0$ in the formula (78) below.

In a second step $U_2$ is constructed. $U_2$ eliminates the non-zero entries of $\hat{A}_1^{(0)}$. As $\hat{A}_1^{(0)}$ is strictly lower triangular, this can be done systematically by integration and will lead to incomplete elliptic integrals. In a final clean-up (and after the change of coordinates on the base manifold) we trade the incomplete elliptic integrals for $d\ln(y_1)/d\tau$ and $d\ln(y_2)/d\tau$.

Let us now present the basis $\vec{J}$:
\[ J_1 = \varepsilon^2 S_{101}, \]
\[ J_2 = \varepsilon^2 S_{011}, \]
\[ J_3 = \varepsilon^2 S_{110}, \]
\[ J_4 = \varepsilon^2 \frac{\pi}{\psi_1} S_{111}, \]
\[ J_5 = \varepsilon \left[ \left( \frac{m_1^2 + m_2^2 - 2m_3^2}{\mu^2} \right) S_{111} + \left( \frac{t - m_1^2 - 3m_2^2 + 3m_3^2}{\mu^4} \right) S_{211} \right. \]
\[ + \frac{(t - m_1^2 - m_2^2 + m_3^2) m_2^2}{\mu^4} S_{121} - \frac{2(t - m_3^2) m_3^2}{\mu^4} S_{112} \left. \right] + \frac{2\varepsilon^2}{(3t^2 - 2M_{100}t + \Delta)\mu^2} \times \left[ 7\left( m_1^2 + m_2^2 - 2m_3^2 \right) t^2 - 2\left( 3m_1^4 + 3m_2^4 - 6m_3^4 + m_1^2m_3^2 + m_2^2m_3^2 - 2m_1^2m_2^2 \right) t \right. \]
\[ + \left( m_1^2 + m_2^2 - 2m_3^2 \right) \Delta \right] S_{111} + F_{54}J_4, \]
\[ J_6 = \varepsilon \left[ \left( \frac{m_1^2 - m_2^2}{\mu^2} \right) S_{111} + \left( \frac{t - m_1^2 + m_2^2 - m_3^2}{\mu^4} \right) S_{211} - \left( \frac{t + m_1^2 - m_2^2 - m_3^2}{\mu^4} \right) S_{211} \right. \]
\[ - \frac{2(m_1^2 - m_2^2) m_3^2}{\mu^4} S_{112} \left. \right] + \frac{2\varepsilon^2 (m_1^2 - m_2^2)}{(3t^2 - 2M_{100}t + \Delta)\mu^2} \left[ 7t^2 - 2(3m_1^2 + 3m_2^2 - m_3^2) t + \Delta \right] S_{111} \]
\[ + F_{64}J_4, \]
\[ J_7 = \frac{1}{\varepsilon^2 \pi \ell_i W_i} \frac{d}{dt} J_4 + \frac{1}{8} \frac{1}{(3t^2 - 2M_{100}t + \Delta)^2\mu^4} \left[ 9t^6 - 22M_{100}t^5 + (50M_{110} - M_{200})t^4 \right. \]
\[ + (44M_{300} - 76M_{210} + 216M_{111})t^3 - (41M_{400} + 84M_{310} - 86M_{220} - 52M_{211})t^2 \]
\[ + 2\Delta \left( -5M_{300} + 5M_{210} - 2M_{111} \right) t - \Delta^3 \right] \frac{\psi_1}{\pi} S_{111} - \frac{1}{8} F_{64}J_6 - \frac{1}{24} F_{54}J_5 + F_{74}J_4. \]

The three functions \( F_{54}, F_{64}, F_{74} \), appearing in the definition of \( J_5, J_6 \) and \( J_7 \) are given by

\[ F_{54} = \frac{12\mu^2}{(3t^2 - 2M_{100}t + \Delta)\psi_1} \left[ \left( m_1^2 - m_2^2 + m_3^2 - t \right) \frac{1}{\gamma_1} \frac{dy_1}{d\tau} + \left( -m_1^2 + m_2^2 + m_3^2 - t \right) \frac{1}{\gamma_2} \frac{dy_2}{d\tau} \right], \]

\[ F_{64} = \frac{2\mu^2}{(3t^2 - 2M_{100}t + \Delta)\psi_1} \left[ \left( 3m_1^2 + m_2^2 - m_3^2 - 3t \right) \frac{1}{\gamma_1} \frac{dy_1}{d\tau} - \left( m_1^2 + m_2^2 - m_3^2 - 3t \right) \frac{1}{\gamma_2} \frac{dy_2}{d\tau} \right], \]

\[ F_{74} = \frac{\mu^4}{(3t^2 - 2M_{100}t + \Delta)^2\psi_1^2} \left[ 3m_1^4 + m_2^4 + m_3^4 - 2m_2^2m_3^2 - 6m_1^2t + 3t^2 \right] \left( \frac{1}{\gamma_1} \frac{dy_1}{d\tau} \right)^2 \]
\[ - \left( 3m_1^4 + 3m_2^4 - m_3^4 + 2m_1^2m_2^2 - 2m_1^2m_3^2 - 2m_2^2m_3^2 - 6 \left( m_1^2 + m_2^2 - m_3^2 \right) t + 3t^2 \right) \left( \frac{1}{\gamma_1} \frac{dy_1}{d\tau} \right) \]
\[ \times \left( \frac{1}{\gamma_2} \frac{dy_2}{d\tau} \right) + \left( m_1^4 + 3m_2^4 + m_3^4 - 2m_1^2m_3^2 - 6m_2^2t + 3t^2 \right) \left( \frac{1}{\gamma_2} \frac{dy_2}{d\tau} \right)^2 \right]. \]
In the case $m_1 = m_2 \neq m_3$ we have $J_1 = J_2$ and $J_6 = 0$. The system reduces to five master integrals. In the case $m_1 = m_2 = m_3$ we have $J_1 = J_2 = J_3$ and $J_5 = J_6 = 0$. The system reduces to three master integrals.

7 The system of differential equations

In the basis $\vec{J}$ the system of differential equations is in $\varepsilon$-form:

$$d\vec{J} = \varepsilon A \vec{J},$$

where the $7 \times 7$-matrix $A$ is independent of $\varepsilon$. The entries of $A$ are linear combinations of the differential forms $\omega_k$ and $\eta_k$, defined in section 5. We call $k$ the (generalised) modular weight. Each entry of the matrix $A$ has a unique modular weight. In detail, we find that the entries have the following modular weights:

$$
\begin{pmatrix}
2 & - & - & - & - & - & - \\
- & 2 & - & - & - & - & - \\
- & - & 2 & - & - & - & - \\
- & - & - & 2 & 1 & 1 & 0 \\
2 & 2 & 2 & 3 & 2 & 2 & 1 \\
2 & 2 & 2 & 3 & 2 & 2 & 1 \\
3 & 3 & 3 & 4 & 3 & 3 & 2 \\
\end{pmatrix}
\begin{align}
A_{4,7} & = \omega_0(\tau). \\
A_{4,5} & = \frac{1}{4}\omega_1(z_1) + \frac{1}{4}\omega_1(z_2), \\
A_{4,6} & = \frac{1}{4}\omega_1(z_1) - \frac{1}{4}\omega_1(z_2), \\
A_{5,7} & = 6\omega_1(z_1) + 6\omega_1(z_2), \\
A_{6,7} & = 2\omega_1(z_1) - 2\omega_1(z_2). \\
\end{align}
$$

A dash indicates that the corresponding entry is vanishing. Let us now give the non-vanishing entries:

Modular weight 0:

$$A_{4,7} = \omega_0(\tau).$$

Modular weight 1:

$$
\begin{align}
A_{4,5} & = \frac{1}{4}\omega_1(z_1) + \frac{1}{4}\omega_1(z_2), \\
A_{4,6} & = \frac{1}{4}\omega_1(z_1) - \frac{1}{4}\omega_1(z_2), \\
A_{5,7} & = 6\omega_1(z_1) + 6\omega_1(z_2), \\
A_{6,7} & = 2\omega_1(z_1) - 2\omega_1(z_2). \\
\end{align}
$$

Modular weight 2:

$$
\begin{align}
A_{1,1} & = 2\omega_2(z_1, \tau) - 2\omega_2(z_3, \tau) - 4\omega_2(z_1, 2\tau) + 4\omega_2(z_3, 2\tau), \\
A_{2,2} & = 2\omega_2(z_2, \tau) - 2\omega_2(z_3, \tau) - 4\omega_2(z_2, 2\tau) + 4\omega_2(z_3, 2\tau), \\
A_{3,3} & = 2\omega_2(z_1, \tau) + 2\omega_2(z_2, \tau) - 4\omega_2(z_3, \tau) - 4\omega_2(z_1, 2\tau) - 4\omega_2(z_2, 2\tau) + 8\omega_2(z_3, 2\tau),
\end{align}
$$
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\[ A_{4,4} = -4\omega_2(z_3, \tau) - 2\omega_2(z_1, 2\tau) - 2\omega_2(z_2, 2\tau) + 6\omega_2(z_3, 2\tau) + 6\eta_2(\tau), \]
\[ A_{5,1} = 2\omega_2(z_1, \tau) - 2\omega_2(z_2, 2\tau) - 4\omega_2(z_3, 2\tau) - 4\omega_2(z_1, 2\tau) + 4\omega_2(z_2, 2\tau) + 8\omega_2(z_3, 2\tau), \]
\[ A_{5,2} = -2\omega_2(z_1, \tau) + 2\omega_2(z_2, 2\tau) - 4\omega_2(z_3, 2\tau) + 4\omega_2(z_1, 2\tau) - 4\omega_2(z_2, 2\tau) + 8\omega_2(z_3, 2\tau), \]
\[ A_{5,3} = 2\omega_2(z_1, \tau) + 2\omega_2(z_2, 2\tau) + 4\omega_2(z_3, 2\tau) - 4\omega_2(z_1, 2\tau) - 4\omega_2(z_2, 2\tau) - 8\omega_2(z_3, 2\tau), \]
\[ A_{5,4} = \omega_2(z_1, \tau) + \omega_2(z_2, 2\tau) - 2\omega_2(z_1, 2\tau) - 2\omega_2(z_2, 2\tau) + 6\omega_2(z_3, 2\tau) + 6\eta_2(\tau), \]
\[ A_{5,5} = 3\omega_2(z_1, \tau) - 3\omega_2(z_2, 2\tau), \]
\[ A_{5,6} = 2\omega_2(z_1, \tau) + 2\omega_2(z_2, 2\tau) - 4\omega_2(z_1, 2\tau) - 4\omega_2(z_2, 2\tau), \]
\[ A_{5,7} = -2\omega_2(z_1, \tau) - 2\omega_2(z_2, 2\tau) + 4\omega_2(z_1, 2\tau) + 4\omega_2(z_2, 2\tau), \]
\[ A_{5,8} = \omega_2(z_1, \tau) - \omega_2(z_2, 2\tau) = 3\omega_2(z_1, \tau) + 3\omega_2(z_2, 2\tau) - 4\omega_2(z_3, 2\tau) - 4\omega_2(z_1, 2\tau) - 2\omega_2(z_2, 2\tau) + 6\omega_2(z_3, 2\tau) + 6\eta_2(\tau). \]  (84)

Modular weight 3:
\[ A_{5,4} = -12\omega_3(z_1, \tau) - 12\omega_3(z_2, 2\tau) + 24\omega_3(z_3, 2\tau), \]
\[ A_{6,1} = 2\omega_3(z_1, \tau) + 2\omega_3(z_2, 2\tau) - 4\omega_3(z_1, 2\tau) - 4\omega_3(z_2, 2\tau), \]
\[ A_{6,2} = -2\omega_3(z_1, \tau) - 2\omega_2(z_2, 2\tau) + 4\omega_2(z_1, 2\tau) + 4\omega_2(z_2, 2\tau), \]
\[ A_{6,3} = 2\omega_3(z_1, \tau) - 2\omega_3(z_2, 2\tau) - 4\omega_3(z_1, 2\tau) + 4\omega_3(z_2, 2\tau), \]
\[ A_{6,4} = \omega_3(z_1, \tau) - \omega_2(z_2, 2\tau) = 3\omega_3(z_1, \tau) - \frac{1}{2}\omega_3(z_2, 2\tau) + \omega_3(z_3, 2\tau), \]  (85)

Modular weight 4:
\[ A_{7,4} = 12\omega_4(z_1, \tau) + 12\omega_4(z_2, 2\tau) + 12\omega_4(z_3, 2\tau) - 72\eta_4(\tau). \]  (86)

The integration kernels (i.e., the entries of the matrix A) are linear combinations of the differential one-forms
\[ \omega_k(z_j, N\tau), \quad 0 \leq k \leq 4, \quad 1 \leq j \leq 3, \quad 1 \leq N \leq 2, \]  (87)
and \( \eta_2(\tau), \eta_4(\tau) \). Let us discuss the differential one-forms \( \omega_k(z_j, N\tau) \) as functions of \( z_j \). We recall that \( \omega_k \) is defined in eq. (60) with the help of the functions \( g^{(k)}(z_j, N\tau) \). The latter have only single poles, which are all located on the lattice points. It follows that \( \omega_k(z_j, N\tau) \) has only single poles.

The coefficients of the \( \varepsilon \)-expansion of the master integrals \( J_1-J_7 \) are therefore pure functions. We recall that a function is said to be pure if it is unipotent and its total differential involves only pure functions and one-forms with at most logarithmic singularities. Unipotent means that the function satisfies a differential equation without homogeneous term. A differential equation in \( \varepsilon \)-form implies unipotency.
8 Iterated integrals

Let us review Chen’s definition of iterated integrals [106]: Let $M$ be a $n$-dimensional manifold and
\[ \gamma : [a, b] \rightarrow M \]  
(88)
a path with start point $x_i = \gamma(a)$ and end point $x_f = \gamma(b)$. Suppose further that $\omega_1, \ldots, \omega_k$ are differential 1-forms on $M$. Let us write
\[ f_j(\lambda) d\lambda = \gamma^* \omega_j \]  
(89)
for the pull-backs to the interval $[a, b]$. For $\lambda \in [a, b]$ the $k$-fold iterated integral of $\omega_1, \ldots, \omega_k$ along the path $\gamma$ is defined by
\[ I_{\gamma}(\omega_1, \ldots, \omega_k; \lambda) = \int_a^\lambda f_1(\lambda_1) \int_a^{\lambda_1} f_2(\lambda_2) \cdots \int_a^{\lambda_{k-1}} f_k(\lambda_k). \]  
(90)
We define the 0-fold iterated integral to be
\[ I_{\gamma}(; \lambda) = 1. \]  
(91)
We have
\[ \frac{d}{d\lambda} I_{\gamma}(\omega_1, \omega_2, \ldots, \omega_k; \lambda) = f_1(\lambda) I_{\gamma}(\omega_2, \ldots, \omega_k; \lambda). \]  
(92)
Quite often we will be integrating in the variable $\tau$ from $\tau_i = i \infty$ to $\tau_f = \tau$. We write
\[ F(\omega_1, \omega_2, \ldots, \omega_k) = \int_{i \infty}^\tau \omega_1(\tau_1) \int_{i \infty}^{\tau_1} \omega_2(\tau_2) \cdots \int_{i \infty}^{\tau_{k-1}} \omega_k(\tau_k) \]  
(93)
for the iterated integrals in this case.

9 Analytical results

With the help of the differential equation eq. (80) in $\varepsilon$-form we easily obtain the analytic solution for the master integrals $J_1$-$J_7$ order-by-order in $\varepsilon$ as iterated integrals involving the differential one-forms appearing in the matrix $A$. We integrate the differential equation from a chosen boundary point to the desired point in $M_{1,3}$. There is some freedom in choosing the boundary point and the path of integration. We discuss two possibilities: The first option consists in integrating along $\tau$, keeping $z_1$ and $z_2$ constant. Within the second option we integrate in the $z_1$-$z_2$ subspace, keeping $\tau$ constant.

The first three master integrals $J_1$-$J_3$ are tadpole integrals. They are given to all order in $\varepsilon$ in the variables $y_1$ and $y_2$ by
\[ J_1 = e^{2\gammaEM} (\Gamma(1+\varepsilon))^2 y_1^{-\varepsilon}, \]  
\[ J_2 = e^{2\gammaEM} (\Gamma(1+\varepsilon))^2 y_2^{-\varepsilon}, \]  
\[ J_3 = e^{2\gammaEM} (\Gamma(1+\varepsilon))^2 y_1^{-\varepsilon} y_2^{-\varepsilon}. \]  
(94)
9.1 Integration along $z_1 = \text{const}$ and $z_2 = \text{const}$

We may integrate the differential equation along $\tau$, keeping the two other variables $z_1$ and $z_2$ constant:

$$z_1 = \text{const}, \quad z_2 = \text{const}. \quad (95)$$

This will give us the closest relation with the equal mass case, where we expressed the equal mass sunrise integral as iterated integrals of modular forms \[10,12\]. Iterated integrals of modular forms are iterated integrals in the variable $\tau$. In the equal mass case we have for the variables $z_1$ and $z_2$ for all values of $\tau$

$$z_{13}^{\text{equal mass}} = z_{23}^{\text{equal mass}} = \frac{1}{3}. \quad (96)$$

Integrating the differential equation along $\tau$ with $z_1 = \text{const}$ and $z_2 = \text{const}$ requires boundary values for an initial point $\tau_0$. It is convenient to choose $\tau_0 = i\infty$, corresponding to $\bar{q}_0 = 0$ or $p^2 = 0$. In the master integrals $J_1$-$J_3$ the logarithms $\ln(y_1)$ and $\ln(y_2)$ appear. We would like to express them at $\bar{q} = 0$ in terms of $\bar{w}_1$ and $\bar{w}_2$. We have for $\bar{q} = 0$

$$L_1 = \ln(y_1) = \ln(\bar{w}_2) + 2\ln(1 - \bar{w}_1) - 2\ln(1 - \bar{w}_1\bar{w}_2),$$
$$L_2 = \ln(y_2) = \ln(\bar{w}_1) + 2\ln(1 - \bar{w}_2) - 2\ln(1 - \bar{w}_1\bar{w}_2). \quad (97)$$

In addition, the logarithm $\ln(\Delta/\mu^4)$ will appear. We have with $\mu = m_3$ for $\bar{q} = 0$

$$L_\Delta = \ln\left(\frac{\Delta}{\mu^4}\right) = \ln\left(-\frac{(1 - \bar{w}_1)^2 (1 - \bar{w}_2)^2}{(1 - \bar{w}_1\bar{w}_2)^2}\right). \quad (98)$$

Let us define the boundary constants $C_{4,j}$ through

$$J_4(\tau = i\infty) = \sum_{j=0}^{\infty} C_{4,j} \varepsilon^j. \quad (99)$$

The sunrise integral at $\tau_0 = i\infty$ is given by \[6,7\]

$$J_4(\tau = i\infty) = \frac{1}{4} e^{2\gamma_E} \Gamma(1 + 2\varepsilon) \left(\frac{\sqrt{\Delta}}{\mu^2}\right)^{-2\varepsilon} \left[\frac{\Gamma(1 + \varepsilon)^2}{\Gamma(1 + 2\varepsilon)} (f_1 + f_2 + f_3) - 2\pi \varepsilon\right], \quad (100)$$

with

$$f_j = \frac{1}{l} \left[\left(-\bar{w}_j\right)^{-\varepsilon} \right]_2 F_1(-2\varepsilon, -\varepsilon; 1 - \varepsilon; \bar{w}_j) - \left(-\bar{w}_j^{-1}\right)^{-\varepsilon} \left[2 F_1(-2\varepsilon, -\varepsilon; 1 - \varepsilon; \bar{w}_j^{-1})\right]. \quad (101)$$

The hypergeometric function can be expanded systematically in $\varepsilon$ with the methods of \[107\]. The first few terms are given by

$$2 F_1(-2\varepsilon, -\varepsilon; 1 - \varepsilon; x) = 1 + 2\varepsilon^2 Li_2(x) + \varepsilon^3 [2Li_3(x) - 4Li_{2,1}(x, 1)]$$
The multiple polylogarithms are defined by \[108–110\]

\[
\text{Li}_{m_1,\ldots,m_k}(x_1,\ldots,x_k) = \sum_{n_1>n_2>\ldots>n_k>0} \frac{x_1^{n_1}}{n_1^{m_1}} \ldots \frac{x_k^{n_k}}{n_k^{m_k}}. \tag{103}
\]

The first few boundary constants are given by

\[
\begin{align*}
C_{4,0} &= 0, \\
C_{4,1} &= 0, \\
C_{4,2} &= \sum_{j=1}^{3} \frac{1}{2i} \left[ \text{Li}_2(\bar{w}_j) - \text{Li}_2(\bar{w}_j^{-1}) \right], \\
C_{4,3} &= \sum_{j=1}^{3} \frac{1}{2i} \left[ -2\text{Li}_{2,1}(\bar{w}_j, 1) - \text{Li}_3(\bar{w}_j) + 2\text{Li}_{2,1}(\bar{w}_j^{-1}, 1) + \text{Li}_3(\bar{w}_j^{-1}) \right] - L\Delta C_{4,2}, \\
C_{4,4} &= \sum_{j=1}^{3} \left\{ \frac{1}{2i} \left[ 4\text{Li}_{2,1,1}(\bar{w}_j, 1, 1) - 2\text{Li}_{3,1}(\bar{w}_j, 1) + \text{Li}_4(\bar{w}_j) - 4\text{Li}_{2,1,1}(\bar{w}_j^{-1}, 1, 1) \\
+ 2\text{Li}_{3,1}(\bar{w}_j^{-1}, 1) - \frac{\pi}{2} (1 - 2z_j) [\text{Li}_3(\bar{w}_j) - 2\text{Li}_{2,1}(\bar{w}_j, 1) \\
+ \text{Li}_3(\bar{w}_j^{-1}) - 2\text{Li}_{2,1}(\bar{w}_j^{-1}, 1)] + i\zeta_2 [1 - 6z_j(1 - z_j)] [\text{Li}_2(\bar{w}_j) - \text{Li}_2(\bar{w}_j^{-1})] \right\} \\
&\quad - L\Delta C_{4,3} - \frac{1}{2} L\Delta^2 C_{4,2} + \pi\zeta_3. \tag{104}
\end{align*}
\]

Eq. (94) and eq. (100) together with the condition that the master integrals $J_4$-$J_7$ are regular at $\bar{q} = 0$ fix all integration constants. For all master integrals we write

\[
J_i = \sum_{j=0}^{\infty} \epsilon^j J_i^{(j)}. \tag{105}
\]

The first non-vanishing coefficients of the $\epsilon$-expansion of the master integrals $J_4$-$J_7$ read

\[
\begin{align*}
J_4^{(2)} &= \text{C}_{4,2} - \sum_{j=1}^{3} \left[ F(\omega_0(\tau), \omega_3(z_j, \tau)) - 4F(\omega_0(\tau), \omega_3(z_j, 2\tau)) \right], \\
J_5^{(1)} &= -L_1 - L_2 + 2F(\omega_2(z_1, \tau)) + 2F(\omega_2(z_2, \tau)) - 4F(\omega_2(z_3, \tau)) \\
&\quad - 4F(\omega_2(z_1, 2\tau)) - 4F(\omega_2(z_2, 2\tau)) + 8F(\omega_2(z_3, 2\tau)), \\
J_6^{(1)} &= -L_1 + L_2 + 2F(\omega_2(z_1, \tau)) - 2F(\omega_2(z_2, \tau)) - 4F(\omega_2(z_1, 2\tau)) + 4F(\omega_2(z_2, 2\tau)), \\
J_7^{(1)} &= -\sum_{j=1}^{3} \left[ F(\omega_3(z_j, \tau)) - 4F(\omega_3(z_j, 2\tau)) \right]. \tag{106}
\end{align*}
\]
The quantities \( J_{i}^{(j)} \) are given for \( 1 \leq i \leq 7 \) and \( 0 \leq j \leq 4 \) in the supplementary electronic file attached to the arxiv version of this article.

The iterated integrals in \( \tau \) have a \( \bar{q} \)-expansion, which follows from the \( \bar{q} \)-expansion of the integration kernels by integrating term-by-term. The \( \bar{q} \)-expansions of the functions \( g^{(k)}(z, \tau) \) are given in eq. (106). The \( \bar{q} \)-expansion of the iterated integrals provides an efficient method for the numerical evaluation of the result [11][13]. All results have been verified numerically with the help of the program sector_decomposition [111].

The \( \epsilon_{0} \)-term of \( J_{4}^{4} \) has been computed previously in terms of elliptic dilogarithms [6,9]. It is instructive to see, how the two expressions are equivalent. One has

\[
J_{4}^{(2)} = C_{4,2} - \sum_{j=1}^{3} \left[ F\left( \omega_{3}(z_{j}, \tau) \right) + 4 F\left( \omega_{3}(z_{j}, 2\tau) \right) \right]
\]

\[
= C_{4,2} - \frac{1}{\pi} \sum_{j=1}^{3} \int_{i\infty}^{\tau} d\tau_{1} \int_{i\infty}^{\tau_{1}} d\tau_{2} \left[ g^{(3)}(z_{j}, \tau_{2}) - 8g^{(3)}(z_{j}, 2\tau_{2}) \right]
\]

\[
= C_{4,2} + i \sum_{j=1}^{3} \left[ \bar{q} \int_{0}^{\bar{q}} d\bar{q}_{1} \int_{0}^{\bar{q}_{1}} d\bar{q}_{2} \left[ E_{0;-2}(\bar{w}_{j}; 1; \bar{q}_{2}) - 8E_{0;-2}(\bar{w}_{j}; 1; \bar{q}_{2}^{2}) \right] \right]
\]

\[
= C_{4,2} + i \sum_{j=1}^{3} \left[ E_{2;0}(\bar{w}_{j}; 1; \bar{q}) - 2E_{2;0}(\bar{w}_{j}; 1; \bar{q}^{2}) \right]
\]

\[
= C_{4,2} + \frac{1}{i} \sum_{j=1}^{3} E_{2;0}(\bar{w}_{j}; -1; \bar{q}) .
\]

The expression on the last line is the result of ref. [6], taking into account that \( \bar{q} = -q_{\infty} \).

### 9.2 Integration along \( \tau = \text{const} \)

Alternatively we may integrate the differential equation along a path with \( \tau = \text{const} \) from a suitable boundary point (which could be a point where one or more masses are zero). This allows us to express the result in terms of elliptic multiple polylogarithms. Ref. [29] defines elliptic multiple polylogarithms as iterated integrals on an elliptic curve with fixed modular parameter \( \tau \):

\[
\tilde{\Gamma}^{(n_{1} \ldots n_{k}; z; \tau)} = \int_{0}^{z} dz' g^{(n_{1})}(z' - z_{1}, \tau) \tilde{\Gamma}^{(n_{2} \ldots n_{k}; z'; \tau)} ,
\]

where the functions \( g^{(n)}(z, \tau) \) are the ones defined in eq. (43). For \( \tau = \text{const} \) we have

\[
\eta_{2}(\tau) \xrightarrow{\tau = \text{const}} 0 , \quad \eta_{4}(\tau) \xrightarrow{\tau = \text{const}} 0 ,
\]

and

\[
\omega_{k}(z, N\tau) \xrightarrow{\tau = \text{const}} (2\pi)^{2-k} g^{(k-1)}(z, N\tau) dz.
\]
We recall that $N \in \{1, 2\}$. We would obtain immediately a solution in terms of elliptic multiple polylogarithms, if terms with $g^{(k)}(z_j, 2\tau)$ were absent. In order to convert the result to elliptic multiple polylogarithms we have to express the functions $g^{(k)}(z_j, 2\tau)$ in terms of functions $g^{(k)}(z_j', \tau)$. From eq. (46) we find

$$g^{(k)}(z, 2\tau) = \frac{1}{2} \left[ g^{(k)} \left( \frac{z}{2}, \tau \right) + g^{(k)} \left( \frac{z}{2} + \frac{1}{2}, \tau \right) \right].$$

(111)

After a rescaling $z' = z/2$ we obtain iterated integrals in the form of eq. (108).

10 Conclusions

In this paper we considered the two-loop sunrise integral with unequal masses. We showed that there is a basis of master integrals, in which the system of differential equations is in $\varepsilon$ form. In addition we performed a change of variables for the kinematic variables, which allowed us to identify the integration kernels as differential one-forms on the moduli space $\mathcal{M}_{1,3}$. Hence, the solution for the sunrise integral with unequal masses is given in terms of iterated integrals on the moduli space $\mathcal{M}_{1,3}$. These iterated integrals are pure functions.

We expect our findings to have implications for a wider class of Feynman integrals.
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A Notation for standard mathematical functions

As notations for standard mathematical functions differ slightly in the literature, we list here the definitions and the conventions which we follow.

The complete elliptic integral of the first kind is defined by

$$K(k) = \int_0^1 \frac{dt}{\sqrt{(1-t^2)(1-k^2t^2)}}.$$  

(112)

The incomplete elliptic integral of the first kind is defined by

$$F(u, k) = \int_0^u \frac{dt}{\sqrt{(1-t^2)(1-k^2t^2)}}.$$  

(113)
Dedekind’s eta function is defined by
\[
\eta(\tau) = e^{\frac{\pi i}{12} \sum_{n=1}^{\infty} (1 - e^{2\pi i n \tau})}.
\] (114)

The theta functions are defined by
\[
\begin{align*}
\theta_1(z, q) &= -i \sum_{n=-\infty}^{\infty} (-1)^n q^{(n+\frac{1}{2})^2} e^{i(2n+1)z}, \\
\theta_2(z, q) &= \sum_{n=-\infty}^{\infty} q^{(n+\frac{1}{2})^2} e^{i(2n+1)z}, \\
\theta_3(z, q) &= \sum_{n=-\infty}^{\infty} q^{n^2} e^{2inz}, \\
\theta_4(z, q) &= \sum_{n=-\infty}^{\infty} (-1)^n q^{n^2} e^{2inz}.
\end{align*}
\] (115)

**B Details on isogenic elliptic curves**

In this appendix we give details on the relation between the elliptic curve obtained from the Feynman graph polynomial and the elliptic curve obtained from the maximal cut.

**B.1 The elliptic curve from the graph polynomial**

The second graph polynomial for the sunrise graph is given by
\[
\mathcal{F} = -\alpha_1 \alpha_2 \alpha_3 \frac{t}{\mu^2} + \left( \frac{m_1^2}{\mu^2} + \alpha_2 \frac{m_2^2}{\mu^2} + \alpha_3 \frac{m_3^2}{\mu^2} \right) (\alpha_1 \alpha_2 + \alpha_2 \alpha_3 + \alpha_3 \alpha_1).
\] (116)

The equation \( \mathcal{F} = 0 \) defines a cubic curve in \( \mathbb{P}^2(\mathbb{C}) \) with coordinates \( [\alpha_1 : \alpha_2 : \alpha_3] \), and together with the choice of a rational point an elliptic curve. Rational points are for example the three intersection points of the curve with the Feynman parameter integration region. These points are given by
\[
P_1 = [1 : 0 : 0], \quad P_2 = [0 : 1 : 0], \quad P_3 = [0 : 0 : 1].
\] (117)

We will choose one of these three points \( P_1, P_2, P_3 \) as the origin \( O \). We denote the corresponding elliptic curves by \( E_{1,F}, E_{2,F} \) and \( E_{3,F} \), where the subscript refers to the choice of the origin:
\[
E_{i,F} : \mathcal{F} = 0 \quad \text{with} \quad O = P_i.
\] (118)

The elliptic curve \( E_{i,F} \) (with \( i \in \{1, 2, 3\} \)) can be transformed into the Weierstrass normal form
\[
\hat{E}_F : \hat{y}^2 = 4\hat{x}^3 - g_{2,F}\hat{x}\hat{z}^2 - g_{3,F}\hat{z}^3.
\] (119)
Under this change of variables the origin $O$ of $E_{t,F}$ is transformed to the point $[\hat{x} : \hat{y} : \hat{z}] = [0 : 1 : 0]$, which is the origin (or the point at infinity) of the elliptic curve $\hat{E}_F$. Note that the same Weierstrass normal form is obtained for $E_{1,F}, E_{2,F}$ and $E_{3,F}$. In the following we will work in the chart $\hat{z} = 1$. Factorising the cubic polynomial on the right-hand side of eq. (119), the Weierstrass normal form can equally be written as

\[
\hat{y}^2 = 4(\hat{x} - e_{1,F})(\hat{x} - e_{2,F})(\hat{x} - e_{3,F}), \quad \text{with} \quad e_{1,F} + e_{2,F} + e_{3,F} = 0, \quad (120)
\]

and

\[
g_{2,F} = -4(e_{1,F}e_{2,F} + e_{2,F}e_{3,F} + e_{3,F}e_{1,F}), \quad g_{3,F} = 4e_{1,F}e_{2,F}e_{3,F}. \quad (121)
\]

The roots are given by

\[
e_{1,F} = \frac{1}{24\mu^4} \left[ -t^2 + 2M_{100}t + \Delta + 3\left(\mu_1^2 - t\right)\frac{1}{2}\left(\mu_2^2 - t\right)\frac{1}{2}\left(\mu_3^2 - t\right)\frac{1}{2} \right],
\]

\[
e_{2,F} = \frac{1}{24\mu^4} \left[ -t^2 + 2M_{100}t + \Delta - 3\left(\mu_1^2 - t\right)\frac{1}{2}\left(\mu_2^2 - t\right)\frac{1}{2}\left(\mu_3^2 - t\right)\frac{1}{2} \right],
\]

\[
e_{3,F} = \frac{1}{24\mu^4} \left(2t^2 - 4M_{100}t - 2\Delta\right). \quad (122)
\]

We set

\[
Z_{1,F} = e_{3,F} - e_{2,F}, \quad Z_{2,F} = e_{1,F} - e_{3,F}, \quad Z_{3,F} = e_{1,F} - e_{2,F}, \quad (123)
\]

and

\[
k_F^2 = \frac{Z_{1,F}}{Z_{3,F}}, \quad \bar{k}_F^2 = \frac{Z_{2,F}}{Z_{3,F}}. \quad (124)
\]

We define two periods

\[
\psi_{1,F} = 2\int_{e_{1,F}}^{e_{3,F}} \frac{dx}{y} = \frac{2}{Z_{3,F}^2}K(k_F), \quad \psi_{2,F} = 2\int_{e_{1,F}}^{e_{3,F}} \frac{dx}{y} = \frac{2i}{Z_{3,F}^2}K(\bar{k}_F), \quad (125)
\]

together with the modular parameter $\tau_F$, the nome $q_F$ and the nome squared $\bar{q}_F$:

\[
\tau_F = \frac{\psi_{2,F}}{\psi_{1,F}}, \quad q_F = e^{\pi i \tau_F}, \quad \bar{q}_F = e^{2\pi i \tau_F}. \quad (126)
\]

The lattice $\Lambda_F$ is given by

\[
\Lambda_F = \{n_1 + n_2 \tau_F \mid n_1, n_2 \in \mathbb{Z}\}. \quad (127)
\]

In the Euclidean region, defined by $t < 0$ and $m_1^2, m_2^2, m_3^2 > 0$, the period $\psi_{1,F}$ is real and the period $\psi_{2,F}$ purely imaginary. In the Euclidean region $\Lambda_F$ is a rectangular lattice.
B.2 The elliptic curve from the maximal cut

For the maximal cut we consider the Baikov representation [95], and here in particular the loop-by-loop approach [99]. Within the loop-by-loop approach there are for the sunrise integral three possibilities to choose the first loop, obtained by choosing two out of the three propagators. The second loop contains then necessarily the propagator not selected for the first loop. We thus obtain three elliptic curves

\[ E_{1,C}, \quad \quad E_{2,C}, \quad \quad E_{3,C} : \quad v^2 = \left[ u + \frac{(m_2 + m_3)^2}{\mu^2} \right] \left[ u + \frac{(m_2 - m_3)^2}{\mu^2} \right] \left[ u^2 + 2 \left( \frac{t + m_1^2}{\mu^2} u + \frac{t - m_1^2}{\mu^4} \right) \right], \]

which differ by a permutation of the particle masses. Let us consider \( E_{3,C} \), which corresponds to the maximal cut given in eq. (19). We denote the roots of the quartic polynomial by

\[ u_1 = -\frac{(m_1 + m_2)^2}{\mu^2}, \quad u_2 = -\frac{(m_3 + \sqrt{t})^2}{\mu^2}, \quad u_3 = -\frac{(m_3 - \sqrt{t})^2}{\mu^2}, \quad u_4 = -\frac{(m_1 - m_2)^2}{\mu^2}. \]

We set

\[ Z_{1,C} = (u_3 - u_2) (u_4 - u_1), \quad Z_{2,C} = (u_2 - u_1) (u_4 - u_3), \quad Z_{3,C} = (u_3 - u_1) (u_4 - u_2), \]

and

\[ k_C^2 = \frac{Z_{1,C}}{Z_{3,C}}, \quad \bar{k}_C^2 = \frac{Z_{2,C}}{Z_{3,C}}. \]

We define two periods

\[ \psi_{1,C} = 2 \int_{u_2}^{u_3} \frac{du}{v} = \frac{4}{Z_{3,C}} K(k_C), \quad \psi_{2,C} = 2 \int_{u_4}^{u_3} \frac{du}{v} = \frac{4i}{Z_{3,C}} K(\bar{k}_C), \]

which together with the modular parameter \( \tau_C \), the nome \( q_C \) and the nome squared \( \bar{q}_C \):

\[ \tau_C = \frac{\psi_{2,C}}{\psi_{1,C}}, \quad q_C = e^{\pi \tau_C}, \quad \bar{q}_C = e^{2\pi i \tau_C}. \]

The lattice \( \Lambda_C \) is given by

\[ \Lambda_C = \{ n_1 + n_2 \tau_C \mid n_1, n_2 \in \mathbb{Z} \}. \]
We may transform $E_{3,C}$ into the Weierstrass normal form
\[
\hat{E}_C : \quad \hat{y}^2 = 4\hat{x}^3 - g_{2,C}\hat{x}^2 - g_{3,C}\hat{x}^3. \tag{135}
\]
We use the chart $\hat{x} = 1$ and factor the cubic polynomial
\[
\hat{y}^2 = 4(\hat{x} - e_{1,C})(\hat{x} - e_{2,C})(\hat{x} - e_{3,C}). \tag{136}
\]
ge$_{2,C}$ and $g_{3,C}$ are given by
\[
g_{2,C} = -4(e_{1,C}e_{2,C} + e_{2,C}e_{3,C} + e_{3,C}e_{1,C}), \quad g_{3,C} = 4e_{1,C}e_{2,C}e_{3,C}. \tag{137}
\]
The roots are given by
\[
e_{1,C} = \frac{1}{3\mu_f} (t^2 - 2M_{100}t - \Delta + 24m_1m_2m_3\sqrt{t}),
\]
\[
e_{2,C} = \frac{1}{3\mu_f} (t^2 - 2M_{100}t - \Delta - 24m_1m_2m_3\sqrt{t}),
\]
\[
e_{3,C} = \frac{1}{3\mu_f} (-2t^2 + 4M_{100}t + 2\Delta). \tag{138}
\]
We have
\[
Z_{1,C} = e_{1,C} - e_{2,C}, \quad Z_{2,C} = e_{3,C} - e_{1,C}, \quad Z_{3,C} = e_{3,C} - e_{2,C}. \tag{139}
\]

### B.3 The relation between $\Lambda_F$ and $\Lambda_C$

We may now compare the lattices $\Lambda_F$ and $\Lambda_C$. We find
\[
\psi_{1,C} = \psi_{1,F}, \quad 2\psi_{2,C} = \psi_{2,F} + \psi_{1,F}. \tag{140}
\]
This shows that $\Lambda_F$ is a sub-lattice of $\Lambda_C$ of index 2. This becomes apparent if we define
\[
\begin{pmatrix} \psi'_{2,F} \\ \psi'_{1,F} \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \psi_{2,F} \\ \psi_{1,F} \end{pmatrix}. \tag{141}
\]
We have
\[
\psi_{1,F} = \frac{2}{\sqrt{Z_{2,F}}} K\left(\sqrt{-\frac{Z_{1,F}}{Z_{2,F}}}\right), \quad \psi'_{2,F} = \frac{2i}{\sqrt{Z_{2,F}}} K\left(\sqrt{\frac{Z_{3,F}}{Z_{2,F}}}\right), \tag{142}
\]
and
\[
\psi_{1,C} = \psi'_{1,F}, \quad 2\psi_{2,C} = \psi'_{2,F}. \tag{143}
\]
The geometric situation is shown in fig. [I]. With
\[
\tau'_F = \frac{\psi'_{2,F}}{\psi'_{1,F}}, \quad q'_F = e^{\pi i \tau'_F}, \quad \bar{q}'_F = e^{2\pi i \tau'_F}, \tag{144}
\]
we further have
\[
2\tau_C = \tau_F + 1 = \tau'_F, \quad q''_C = -q'_F = q'_F, \quad \bar{q}''_C = \bar{q}_F = \bar{q}'_F. \tag{145}
\]
B.4 Marked points

On the curves $E_{i,F}$ we have three rational points $P_1$, $P_2$ and $P_3$ given by the intersection of the curve with the integration region in Feynman parameter space. These determine three points on $\hat{E}_F$ and in $\mathbb{C}/\Lambda_F$. In this paragraph we determine the corresponding points in $\mathbb{C}/\Lambda_C$ and on $\hat{E}_C$. This is done as follows: Starting from the elliptic curve $E_{3,F}$, which is given as the cubic curve $f = 0$ together with the choice $O = P_3$ as origin, we can go over to the elliptic curve $\hat{E}_F$ in Weierstrass normal form. From there we can move on to a torus $\mathbb{C}/\Lambda_F$, where $\Lambda_F$ is the lattice defined by the periods of the elliptic curve $\hat{E}_F$. There is map from $\mathbb{C}/\Lambda_F$ to $\mathbb{C}/\Lambda_C$, sending $z_F \in \mathbb{C}/\Lambda_F$ to $z_C = (z_F \mod \Lambda_C) \in \mathbb{C}/\Lambda_C$. From $\mathbb{C}/\Lambda_C$ we map back to $\hat{E}_C$. In principle we can further map back to $E_{3,C}$, but we will not need this. We thus have a sequence of mappings

$$ E_{3,F} \longrightarrow \hat{E}_F \longrightarrow \mathbb{C}/\Lambda_F \downarrow $${}
$$ E_{3,C} \leftarrow \hat{E}_C \leftarrow \mathbb{C}/\Lambda_C $$

(146)

On the Feynman graph polynomial side it is easier to work with the periods $\psi_{1,F}$ and $\psi_{2,F}$, defined in eq. (142). We set

$$ k_F^2 = \frac{-Z_{1,F}}{Z_{2,F}}. $$

(147)

The elliptic curve $E_{3,F}$ is defined by the cubic curve $f = 0$ and the choice $O = P_3$ as origin. We denote by $Q_{i,j,F}$ the image of the point $P_i \in E_{j,F}$ on $\hat{E}_F$. By construction we have

$$ Q_{i,i,F} = [0 : 1 : 0]. $$

(148)

The points $Q_{1,3,F}$ and $Q_{2,3,F}$ are given by

$$ Q_{1,3,F} = \left[ e_{3,F} + \frac{m_1^2 m_3^2}{\mu^4} : -\frac{m_1^2 (t - m_1^2 + m_2^2 - m_3^2)}{\mu^6} : 1 \right], $$
\[ Q_{2,3,F} = \left[ e_{3,F} + \frac{m_1^2 m_2^2}{\mu^4} : \frac{m_1^2 m_2^2 (t + m_1^2 - m_2^2)}{\mu^6} : 1 \right]. \tag{149} \]

We denote the coordinates of \( Q_{i,j,F} \) by \([\hat{x}_{i,j,F} : \hat{y}_{i,j,F} : 1]\). We have

\[ \hat{x}_{i,j,F} = \hat{x}_{j,i,F}, \quad \hat{y}_{i,j,F} = -\hat{y}_{j,i,F}, \tag{150} \]

and therefore we may write

\[ Q_{i,j,F} = -Q_{j,i,F} \tag{151} \]

with respect to the addition on \( \hat{E}_F \). In particular we have

\[ Q_{3,1,F} = \left[ e_{3,F} + \frac{m_1^2 m_2^2 (t - m_1^2 + m_2^2 - m_3^2)}{\mu^6} : 1 \right]. \tag{152} \]

The mapping from \( \hat{E}_F \) to \( \mathbb{C}/\Lambda_F \) is given by

\[ [\hat{x}_F : \hat{y}_F : 1] \rightarrow z_F = \frac{1}{\psi_{1,F}} \int_{\hat{x}_F}^{\infty} \frac{d\hat{x}}{\sqrt{4 (\hat{x} - e_{1,F}) (\hat{x} - e_{2,F}) (\hat{x} - e_{3,F})}}. \tag{153} \]

The integral is an incomplete elliptic integral of the first kind. Transforming this integral into the standard form, we find that the points \( Q_{1,2,F}, Q_{2,3,F} \) and \( Q_{3,1,F} \) are mapped to

\[ Q_{j,k,F} \rightarrow z_{i,F} = \frac{F(u_{i,F}, k_F')}{2K(k_F')}, \quad u_{i,F} = \sqrt{\frac{e_{1,F} - e_{3,F}}{\hat{x}_{j,k,F} - e_{3,F}}}. \tag{154} \]

Here we used the convention that the triple \((i,j,k)\) is a cyclic permutation of \((1,2,3)\). The function \( F(u,k) \) denotes the incomplete elliptic integral of the first kind. The points \( Q_{2,1,F}, Q_{3,2,F} \) and \( Q_{1,3,F} \) are mapped to

\[ Q_{k,j,F} \rightarrow -\hat{z}_i. \tag{155} \]

Let us now consider \( \Lambda_C \). We have

\[ 2\Lambda_C \subset \Lambda_F. \tag{156} \]

We identify the points \( z_{i,C} \) on \( \mathbb{C}/\Lambda_C \) with corresponding points \( z_{i,F} \) on \( \mathbb{C}/\Lambda_F \):

\[ z_{i,C} = z_{i,F} \mod \Lambda_C, \quad i \in \{1,2,3\}. \tag{157} \]

We now construct points

\[ Q_{j,k,C} = [\hat{x}_{j,k,C} : \hat{y}_{j,k,C} : 1] \in \hat{E}_C, \tag{158} \]
such that
\[ Q_{j,k,C} \to z_{i,C} = \frac{F(u_{i,C}, k_C)}{2K(k_C)}, \quad u_{i,C} = \sqrt{\frac{e_{3,C} - e_{2,C}}{\hat{x}_{j,k,C} - e_{2,C}}}. \]

(159)

We recall that we assume that \((i,j,k)\) is a cyclic permutation of \((1,2,3)\). We do this in two steps: We first use a Landen transformation to find coordinates \([\hat{x}_{j,k,C,1/2} : \hat{y}_{j,k,C,1/2} : 1] \in \hat{E}_C\) for \(z_{i,C}/2 \in \mathbb{C}/\Lambda_C\). In step two we use multiplication by 2 on \(\hat{E}_C\). We start with an auxiliary map from \(\mathbb{C}/\Lambda_C\) to \(\mathbb{C}/\Lambda_{F}\), defined by
\[ z_F = 2z_C. \]

(160)

In the equal mass case \((m_1 = m_2 = m_3)\) we have
\[ z_{1,F} = z_{2,F} = z_{3,F} = \frac{1}{3}. \]

(161)

In a neighbourhood of the equal mass point we may invert the map from \(\mathbb{C}/\Lambda_C\) to \(\mathbb{C}/\Lambda_{F}\) and we obtain
\[ z_{i,C,1/2} = \frac{z_{i,F}}{2}, \quad i \in \{1, 2, 3\}. \]

(162)

Similar to eq. (154) and eq. (159) we write
\[ z_{i,C,1/2} = \frac{F(u_{i,C,1/2}, k_C)}{2K(k_C)}. \]

(163)

We obtain \(u_{i,C,1/2}\) as follows: We first note that the relation between \(k_F'\) and \(k_C\) is given by
\[ k_C = \frac{2\sqrt{k_F'}}{1 + k_F'}. \]

(164)

Thus we may use the Landen transformation
\[ F(u,k) = \frac{2}{1+k} F(u', k'), \quad k' = \frac{2\sqrt{k}}{1+k}, \]
\[ u' = \sqrt{\frac{1}{2} \left(1 + ku^2 - \sqrt{1 - (1+k^2)u^2 + k^2u^4}\right)}, \]

(165)

to relate \(u_{i,F}\) to \(u_{i,C,1/2}\). We find
\[ u_{1,C,1/2} = \sqrt{\frac{(\sqrt{t} + m_1 - m_2 + m_3) (\sqrt{t} + m_1 + m_2 - m_3)}{4m_2m_3}}, \]
\[ u_{2,C,1/2} = \sqrt{\frac{(\sqrt{t} - m_1 + m_2 + m_3) (\sqrt{t} + m_1 + m_2 - m_3)}{4m_1m_3}}. \]

(166)
From
\[ u_{i,C,1/2} = \sqrt{\frac{e_{3,C} - e_{2,C}}{\hat{x}_{j,k,C,1/2} - e_{2,C}}} \]  
we obtain
\[ \hat{x}_{2,3,C,1/2} = e_{2,C} - \frac{4m_2m_3(\sqrt{t} - m_1 + m_2 + m_3)(\sqrt{t} - m_1 - m_2 - m_3)}{\mu^4}, \]
\[ \hat{x}_{3,1,C,1/2} = e_{2,C} - \frac{4m_1m_3(\sqrt{t} + m_1 - m_2 + m_3)(\sqrt{t} - m_1 - m_2 - m_3)}{\mu^4}. \]

In the second step we construct from the point
\[ Q_{j,k,C,1/2} = [\hat{x}_{j,k,C,1/2} : \hat{y}_{j,k,C,1/2} : 1] \]
the point
\[ 2Q_{j,k,C,1/2} = Q_{j,k,C} = [\hat{x}_{j,k,C} : \hat{y}_{j,k,C} : 1]. \]

For a point \( P = [x : y : 1] \) on the curve \( y^2 - 4x^3 + g_2x + g_3 \) the point \( 2P \) is given by
\[ 2P = \left[ \frac{1}{4} \left( \frac{12x^2 - g_2}{2y} \right)^2 - 2x : -\frac{1}{4} \left( \frac{12x^2 - g_2}{2y} \right)^3 + 3x \left( \frac{12x^2 - g_2}{2y} \right) - y : 1 \right]. \]

Thus
\[ \hat{x}_{2,3,C} = e_{2,C} + \frac{4(m_1\sqrt{t} + m_2m_3)^2}{\mu^4}, \]
\[ \hat{x}_{3,1,C} = e_{2,C} + \frac{4(m_2\sqrt{t} + m_1m_3)^2}{\mu^4}, \]
and
\[ u_{1,C} = \sqrt{\frac{(\mu_1 + \sqrt{t}) (\mu_2 + \sqrt{t}) (\mu_3 + \sqrt{t}) (\mu_4 - \sqrt{t})}{2(m_1\sqrt{t} + m_2m_3)}}, \]
\[ u_{2,C} = \sqrt{\frac{(\mu_1 + \sqrt{t}) (\mu_2 + \sqrt{t}) (\mu_3 + \sqrt{t}) (\mu_4 - \sqrt{t})}{2(m_2\sqrt{t} + m_1m_3)}}. \]

### C Supplementary material

Attached to the arxiv version of this article is an electronic file in ASCII format with Maple syntax, defining the quantities
The matrix $A$ appears in the differential equation

$$d\vec{J} = \epsilon A\vec{J}. \quad (174)$$

The entries of the matrix $A$ are linear combinations of

$$\omega_k(z_j,N\tau), \quad 0 \leq k \leq 4, \quad 1 \leq j \leq 3, \quad 1 \leq N \leq 2, \quad (175)$$

and $\eta_2(\tau), \eta_4(\tau)$. The vector $\vec{J}$ contains the results for the master integrals up to order $\epsilon^4$ in terms of iterated integrals in the variable $\tau$ as discussed in section 9.1. The variable $\epsilon$ is denoted by $\epsilon_2, \epsilon_3, \epsilon_4$ by $zeta_2, zeta_3, zeta_4$, respectively. $L_1, L_2, C_{4,2}, C_{4,3}$ and $C_{4,4}$ denote the boundary values defined in eq. (97) and eq. (104).
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