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ABSTRACT The next-day load forecasting is complex due to the load pattern variations driven by external factors such as weather and time. This study proposes a hybrid model that incorporates the Classification And Regression Tree (CART) with pruning conditions and a Deep Belief Network (DBN) to improve forecasting accuracy. The CART can recognize the load patterns by classifying similar groups with low variance, thus reducing the complexity of the forecasting model. The actual 48-period load data from the Electricity Generating Authority of Thailand (EGAT) is used. The proposed model is compared with five widely used standalone forecasting benchmark models and provides better performance at the minimum 0.46% MAPE. Moreover, the forecasting performance of DBN and the other four benchmark models are improved by using our hybrid approach.

INDEX TERMS Classification and Regression Tree (CART), Daily load forecasting, Deep Belief Network (DBN), Forecasting accuracy, Pruned-CART.

I. INTRODUCTION

Load forecasting plays a vital role in the planning and operation of electric generators as it requires meeting the generating units between supply and demand. It can be divided into short-term, medium-term, and long-term forecasting duration [1]. Forecasting electrical load for annual data is considered as long-term, and monthly forecasting is considered as medium-term. Daily load forecasting is called short-term load forecasting, ranges from hours to weeks. The accuracy of the forecasting model can reduce the operating cost as it could reduce the standby generators for spinning reverse. However, the reliability of the predicted results depends on the features of the input and the model fitting.

Daily load patterns depend upon myriad aspects that change incessantly due to weather effects, seasonal effects, calendar effects, and so on. Weather effects typically include temperature, sunshine, cloudy, and humidity, while seasonal effects comprise spring, summer, fall, and winter. Among these effects, the temperature variable plays a significant impact in examining electric load demand from the consumers [1]. Calendar effects vary from day to day, month to month, and on holidays. Thus, understanding the nonlinear relationship between load patterns and influential variables can enhance electric load forecasting performance. This paper proposes the classification and regression tree (CART) with pruning predefined conditions to classify the pattern of electrical data. The proposed classification depends on the calendar, such as day of the week, the month of the year, holidays, and bridge holidays.

A. RELATED WORKS

Pattern classification was introduced in the late 20th century and later applied in power system load forecasting [2]–[4]. Load pattern clustering for electricity customers was conducted using the defined harmonic-based features grouped by fixing the minimum modified Euclidean distance. The primary purpose of their system is to store electric customers’ big data into manufacturer databases in a classified manner. The scholars developed a clustering algorithm to store refined data according to the time-frequency domain. This technique reduced the data by selecting and storing essential features in the database following the specific cluster. It used the harmonic order in terms of the time zone for clustering the
electric customer’s data [5]. In addition, Zhong and Tam proposed characteristic attributes in the frequency domain (CAF D), which helps to create a classification tree for load profiles. This CAFD classification method was experimented with different complex parameter values to fine-tune the number of final leaf nodes of the tree. The illustrated work is the hierarchial classification of load profiles according to the frequency domain [6].

Ferreira et al. evidenced that recognizing load patterns could improve the reliability of the electric power sector and support decision-making levels in management. In their research, the whole sample using specific features was clustered at the first iteration. Next, the similarity between medians of each group and the median at the first iteration are verified to cluster some patterns for further iterations [7]. Kotriwala et al. combined load patterns and power-zone attributes for clustering power-zones and used the $k$ –means algorithm for classifying the load patterns. They used logistic regression (LR) and support vector machine (SVM) for classification and linear regression model for forecasting the power load. They revealed that load classification could optimize the system efficiency of power generation planning [8]. Yin et al. proposed the deep forest regression, wherein random forest with Gini index parameter was applied both for classification and regression to improve the forecasting accuracy of the power system. Besides, the random forest (RF) algorithm randomly chooses the sample data and features randomly, which causes sample duplication and a lack of essential features [9].

Classification is one of the significant components of data mining techniques. The prime task is to analyze a set of provided data and generate some essential rules, which can be used to classify future data. There exist many applicable classification models, which include the $k$-means algorithm, SVM, naive Bayesian classifier, artificial neural network (ANN), and decision tree (DT) [10]. These models are generally helpful for both classification and regression problems. The $k$-mean algorithm was used for clustering hourly load data to improve the functional linear forecasting model. It optimized the number of clusters, denoted as $G$, by computing the determination coefficient and the $G$-dimensional function of the regression model. Their approach used a fixed number of groups for classification and used the functional regression technique for forecasting. The method is complex and only works with a parametric system such as parametric regression models [11].

Moreover, load patterns were clustered using a threshold value of different average loads (30MW and 60MW) concerning day types between train and test data. Then the average load is predicted by using the SVM model. However, they used manual classification in terms of day type [12]. Zhang et al. combined two models where the CART was used with Gini index parameter to build tree analysis, and the SVM model was used for forecasting one-week test data. They have performed short-term load forecasting (STLF) on smart meters data by using big data analytics technologies. However, there was an overfitting problem during training the machine learning (ML) model [13]. Besides, Moon et al. proposed a hybrid model for STLF by combining RF and multilayer perceptron (MLP). The RF model selects a subset of variables from the whole original set. To form the optimal tree, this model adjusts the total number of trees to be generated (nTree) as a minimum split and the decision tree-related parameters (mTry) as a split criterion, respectively. Nevertheless, they have tried various ML models with different configurations, but their error accuracies are still high [14].

Many types of research on classifiers or clusters for electricity load forecasting have been investigated since the last decade. Among popular classification models, DT is an up-and-coming model. Many algorithms such as Iterative Dichotomiser 3 (ID3), C4.5 algorithm, RF, and CART are used to create the DT [15]. Srivastava et al. conducted STLF using the DT algorithms, for instance, RF, Bagging, and M5P tree algorithms. The results are compared for each algorithm. In their research, the bagging model trained a DT from each bootstrap training data sample and selected the final bagged model with a minimum mean for prediction. Nonetheless, they applied all models with default configuration for regression performance [16]. Loh also reviewed some comprehensive classification tree algorithms for classification and regression algorithms for prediction, comparing their strengths and weaknesses [17]. Among the above-discussed algorithms, CART is considered one of the most popular models, which can efficiently deal with the problems of both classification and regression [4].

Mori and Kosemura proposed optimizing the optimal CART by the tabu search algorithm at each split node and pruning it by computing the cross-validation and standard errors [18]. Similarly, Mori et al. used the simplified fuzzy inference to find the efficient rules from actual data for CART and predicted one-step load by MLP. Their CART model classified the data into two terminal nodes, which can cause impurity of load profile [19]. Hambali et al. worked with three decision tree algorithms for forecasting electrical power load: CART, reduced error pruning tree (REPTree), and decision stump (DS). CART and REPTree used the Gini index and regression logic tree in the cited work, while DS measures the dataset’s entropy according to each attribute. On the other side, these tree models were applied with the purpose of regression [20]. Besides, Lei et al. combined the $k$ –means algorithm for clustering, whereas RF and CART for regression. Lei et al. implement these algorithms on Apache Spark machine learning library (MLlib). However, the data processing ability of the model needs to be more optimized to improve the forecasting performance [21]. Additionally, Guo used the CART to classify load patterns and the “if…Then” structure to create pattern rules. The author measured the misclassification risk and complexity to prune the CART. The
simple ANN model has been used for load forecasting, and it requires more computation power and time for training [22].

Many researchers have cited myriad advantages of tree pruning since the late 1990s. In this regard, Shah and Sastry proposed Alopex, learning automata (LA), and generative algorithm (GA) for pruning the tree handling on two classification problems [23]. Alternatively, pruning the CART algorithm could help the penalized regression model selection by proving the risk bounds [24]. Guo and Niu proposed the CART pruning by calculating the cost-complexity measure, which chooses the minimal sum of squared residual with the complexity parameter to get the final pruned tree. Likewise, the cost complexity function is used for trimming CART of load pattern recognition that is clustered primarily using the fuzzy C-means clustering to increase the forecasting accuracy [25]. The feature selection and the input data reduction can also be made by using a classification model with a predefined set of clusters to assign new electrical loads customers [26]. Hanif et al. proposed the optimal constrained pruning of decision trees, applied the proposed model to a large-scale transportation analysis and simulation system (TRANSIMS), and revealed the flexibility and effectiveness of the proposed approach. For these reasons, adding objective functions and constraints could optimally prune the original decision tree [27].

Based on the above-cited works, it is evident as the broad daylight that the forecasting performance can be improved by using an appropriate classification model. Therefore, the CART seems to be a promising approach for grouping the similarity of load profiles, improving the model’s forecasting performance. The data preprocessing stage can be eliminated by using the CART algorithm. It can also reduce data imbalance issues. In addition, pruning the decision tree could reduce the size and the overfitting problem, which might slightly increase the training error while decreasing the testing error. As a result, the pruned tree is more efficient, accurate, and understandable than the original unpruned tree.

At the start of the 21st century, all neural network-based models have been successfully deployed in the field of load forecasting. These models can be divided into traditional ML and deep learning (DL). The popular ML forecasting models are regression trees, gradient boosting model [22], [28], bagged neural network (BNN) [29], ANN, and SVM [30]–[32]. It has also been noticed that the above-cited models applying different data performed better accuracy for STLFF. Nevertheless, DL models have become more popular because of having exceptional capabilities such as controlling nonlinear relationships, model complexity, and computation time over ML models. Schmidhuber proposed the deep ANN, the learning of unsupervised and reinforcement, and evolutionary computation to clarify the use of DL models [33]. Recurrent neural network (RNN) [34], long short-term memory (LSTM) [35], convolutional neural network (CNN) [36], deep neural network (DNN) [37], and deep belief network (DBN) [38] have been investigated in STLFF. The forecasting performance of these DL models was satisfactory by comparing them with traditional statistical time series and ML models based on different case studies.

Furthermore, many researchers performed STLFF using hybrid models that combine two or more models. The hybrid approach appears to be a viable choice based on the input structure, selected method, and application. Kouhi applied a cascaded neural network that consists of an intelligent two-stage feature selection with the forecasted engine of three cascaded neural network structures [39]. In the same way, GA operations in particle swarm optimization (PSO) and Bayesian optimization (BO) were applied to achieve better forecasting accuracy for ANN and SVM, respectively. However, their proposed ML model costs high computation time [40][41].

As mentioned above, the hybrid models provide promising results compared to the standalone models in terms of accuracy. In most hybrid studies, they combine two or more models for performing load forecasting. However, this approach still required data preprocessing manually. In our work, we use CART to group the similarity of load patterns and the variance reduction. Therefore, there is no need for data preprocessing and handling data imbalance issues. The other benefit of our approach is to use decision tree pruning which reduces overfitting and provides a balanced training set for the forecasting model. Additionally, our forecasting DBN model has several benefits, such as the solution of vanishing gradient decent problem, pertained and fine-tuning process, and less computation time than other NNs. The summary of literature reviews on classification models of electricity load is listed as the last table in the Appendix.

B. CONTRIBUTIONS

For the first time, a mixture of classification and regression models is proposed to predict short-term electrical loads. The historical electrical load data is classified using the CART model, which uses mean squared error (MSE) criteria to group similar load data with low variance. Because of this, the proposed hybrid model omits the usage of the data preprocessing module, which is compulsory in conventional electrical load forecasting models. Predefined conditions are created to prune the original CART because there are many irregular load patterns on special days, such as holidays or the day before or after holidays, separately split by CART. This issue could impact training the forecasting model. Keeping in view this issue, we pruned the original CART with predefined algorithms. A different DBN forecasting model for each terminal node of CART is also built to train and test input data. The forecasting performance of the DBN model is better than benchmark models, which use manual classification data based on day of the week (DoW) as the input load data has almost the same variance each other. Finally, an extensive comparison is carried out between our proposed hybrid model and other baseline models to prove the validity of our proposed hybrid electrical load forecasting model.
C. PAPER ORGANIZATION

The structure of the article is organized using the following sections. Section II describes the system modeling of the proposed hybrid model. Section III gives the details for the design of experiments. The outcomes of the experiments with comparative analysis are also provided in Section III. The conclusion of this manuscript is provided in Section IV.

II. SYSTEM MODELING

This section mainly describes the whole system of the proposed hybrid model, including a brief description of both CART and DBN models. Following are three steps of the proposed framework, including mainly the classification module, the training forecasting module, and the accuracy measurement using test data, as exhibited in Figure 1. The process of CART, pruned-CART, and DBN regression models are further explained in different subsections.

- At first, the classification module arranges the training and testing datasets of independent and dependent variables based on case studies. Next, training data is provided to the classification module to build the training CART. The original CART is executed with pure homogenous leaf nodes of target load data by recognizing independent variables. The original CART is pruned based on predefined constraints. The process of pruned-CART continues until all leaf nodes satisfy the requirements. After creating the final pruned-CART, a test set, including both independent and dependent variables, is given into this CART. The test set is then fallen into the respective terminal node based on its independent variables.
- The second train forecasting module builds different DBN regression models regarding each terminal node generated by the pruned-CART. Afterward, the training set for each forecasting model is trained along with adjusted parameters.
- Finally, predictions of each DBN trained model on the whole test set are performed, and error metrics are calculated on test data to measure the forecasting accuracy.

A. CLASSIFICATION AND REGRESSION TREE (CART)

CART is one of the decision tree models that build either regression or a classification model in the form of a tree structure [42]. An example of CART in the framework is shown in Figure 2, where CART is a pair, $T = (N, E)$, in which $N$ is a set of nodes and $E$ are the edges. Suppose that there is a sample CART as shown in Figure 1, where $\{l_1, l_2, ..., l_{11}\}$ are the nodes and $\{e_1, e_2, ..., e_{10}\}$ are the edges of CART. The leaf nodes are represented by $l_1, l_2, l_3, l_4, l_5$ and $l_6$, whereas an edge is between two leaf nodes, for example, $e_1 = (l_7, l_4)$ is an edge going from...
l_j to l_i. CART depends on independent variables to split a node into two or more sub-nodes by minimizing the total data variance in sub-nodes.

![CART Diagram](image)

**FIGURE 2.** An example of CART with 6 leaf nodes and 5 decision nodes.

The minimum calculation of the criteria value of all variables is determined to choose the best split variable. In our case, the reduction in variance is fitted for the continuous data type. Therefore, MSE is minimized to group the similar load patterns along with the feature selection, which is expressed mathematically as,

\[
|MSE\ D_l| = MSE\ d_{l_1} + \cdots + MSE\ d_{l_j} \tag{1}
\]

where \(D_l\) be the set of load demand vector in node \(l\), \(D_l = \{d_{k_{l_1}}, d_{k_{l_2}}, \ldots, d_{k_{l_j}}, d_{l_1}\}\) is the load demand vector of day \(k_j\) in node \(l\). Let \(d_k\) be the vector of load demand \(d\) on day \(k\), \(d_k = \{d_{k_1,1}, d_{k_2,2}, \ldots, d_{k_{48}}\}\) where \(d_{kj}\) is the load demand on the day at \(k\) period \(j\). \(Day_j = \{k_1, \ldots, k_i\}\). \(AVG\ D_l\) be the set of the average load demand for each period. \(AVG\ D_l = \{AVG\ d_{l_1}, AVG\ d_{l_2}, \ldots, AVG\ d_{l_{48}}\}\), where \(AVG\ d_{l_j}\) is the average load demand at period \(j\). \(MSE\ D_l = \{MSE\ d_{l_1}, \ldots, MSE\ d_{l_{48}}\}\) be the set of mean squared error of load demand for each period. The \(MSE\ d_{l_j}\) of demand at period \(j\) in node \(l\) is given as,

\[
MSE\ d_{l_j} = \frac{\sum_{k \in Day_j}(AVG\ d_{l_j} - d_{l_j})^2}{|D_l|} \tag{2}
\]

### B. PROCESS OF PRUNED-CART

Pruning methods aim to generally solve overfitting problems and reduce the size of the tree, which might slightly increase the training error while decreasing the testing error. Moreover, the pruned tree is more efficient, accurate, and understandable than the original unpruned tree. Hence, the pruned-CART is proposed to solve the overfitting for training the forecasting model. The original CART is recursively checked on each leaf to see whether it satisfies the predefined constraints. If the leaf node is not associated with them, it is pruned or deleted from the tree. A sample-size-constraint specifies the minimum number of samples for each leaf in the tree. In this paper, the optimum number of samples in each leaf should have enough samples depending on the trained DBN model. The step-by-step process of pruned-CART is in algorithms I, II, and III.

### ALGORITHM I. PRUNED-CART ALGORITHM

Let \(e_i = (l_j, l_i)\) be an edge going from node \(l_j\) to \(l_i\). \(\alpha(e) = l_j\) be a parent node, \(\beta(e) = l_i\) be a child node.

**INPUT:**

(i) The set of nodes of CART, \(N = \{l_1, \ldots, l_{m_1}, l_{m_2}, \ldots, l_n\}\)

(ii) The set of edges of CART, \(E = \{e_{l_1}, \ldots, e_{l_{m_1}}, \ldots, e_{n-1}\}\) (i.e., \(e_i = (l_j, l_i)\))

(iii) The set of leaf nodes of CART, \(L = \{l_{m_1}, \ldots, l_n\}\)

(iv) The set of samples of nodes, \(S = \{s_{1}, \ldots, s_{m_1}, s_{m_2}, \ldots, s_{n}\}\)

**OUTPUT:** \(N\), \(E\), and \(L\)

1. **procedure** pruned-CART \((N, E, L, S)\)
   2. for each \(l \in L\)
   3. if \(\beta(e) = l\) then \(p = \beta(e)\) end if
   4. if \(r = \emptyset\) (i.e., \(r\) is a set of removed edges)
   5. while \(\alpha(e) = p\) and \(r = \emptyset\) (i.e., \(r\) is a set of removed edges)
   6. for each \(e \in E\)
   7. if \(\alpha(e) = p\) then \(r \leftarrow r \setminus \{e\}\) end if
   8. end for
   9. if \(|r| > 0\) then \(L \leftarrow L \cup \{p\}\) end if
   10. end while
   11. return \(S_{pruned}\)

**end procedure**

### ALGORITHM II. SAMPLE SIZE CONSTRAINT ALGORITHM

**INPUT:**

(i) The set of leaf nodes of CART, \(L = \{l_{m_1}, \ldots, l_{m_2}, \ldots, l_n\}\)

(ii) The set of samples of nodes, \(S = \{s_{1}, \ldots, s_{m_1}, s_{m_2}, \ldots, s_{n}\}\)

**OUTPUT:** a Boolean value: \(flag\)

1. **procedure** check-sample \((L, S)\)
   2. \(flag \leftarrow True\)
   3. for each \(l \in L\)
   4. if \(s_l < s_1\) then \(flag \leftarrow False\) end if
   5. end for
   6. **end procedure**

### ALGORITHM III. RECURSIVE PRUNED-CART ALGORITHM

**INPUT:**

(i) The set of nodes of CART, \(N = \{l_1, \ldots, l_{m_1}, l_{m_2}, \ldots, l_n\}\)

(ii) The set of edges of CART, \(E = \{e_{l_1}, \ldots, e_{l_{m_1}}, \ldots, e_{n-1}\}\) (i.e., \(e_i = (l_j, l_i)\))

(iii) The set of leaf nodes of CART, \(L = \{l_{m_1}, \ldots, l_n\}\)

(iv) The set of samples of nodes, \(S = \{s_{1}, \ldots, s_{m_1}, s_{m_2}, \ldots, s_{n}\}\)

1. **procedure** recursive-pruned-CART \((N, E, L, S)\)
   2. while \(l \in L\)
   3. \(N, E, L \leftarrow pruned-CART\ (N, E, L, S)\)
   4. end while
   5. if check-sample \((L, S) = True\) end if
   6. break
   7. **end procedure**

Suppose that we have a CART according to Figure 3(a), where grey boxes and yellow boxes represent leaf nodes with and without enough samples, correspondingly. Also, let \(N = \{l_1, \ldots, l_{11}\}\), \(E = \{e_{1}, \ldots, e_{10}\}\) (e.g., \(e_1 = (l_1, l_2)\) is an edge going from \(l_1\) to \(l_2\), \(L = \{l_{1}, \ldots, l_7\}\) (i.e., \(l_n \subseteq N\) RT, and \(S = \{s_{1}, \ldots, s_{11}\} = \{3, 4, 15, 4, 3, 15, 7, 19, 18, 26, 44\}\). For leaf node \(l_1\), according to the third step of Algorithm I, \(s_3\) is less than 15, so that \(l_1\) is removed from the tree and \(l_2\) is automatically pruned based on the ninth step of the pruned-CART due to coming from the same parent node \(l_1\). \(l_1\) and \(l_2\) are removed from both sets \(L\) and \(N\). The edges \(e_1\)
and $e_2$ are deleted from set $E$. Then, node $l_2$ becomes a leaf node of set $L$. Similarly, $l_3$ (resp. $l_5$) and $l_4$ (resp. $l_6$) are pruned because the sample of $l_4$ (resp. $l_5$) has less than 15, and they have the same parent. Therefore, $l_6$ (resp. $l_5$) become leaf nodes of set $L$ and the edges $e_3$ (resp. $e_5$) and $e_4$ (resp. $e_6$) are deleted from set $E$.

After pruning, the first pruned-CART is obtained, as demonstrated in Figure 3(b), and it has five nodes and four edges. The pruned-CART with one-layer depth is recursively pruned by using recursive-pruned-CART, where the samples of all leaf nodes are checked using a check-sample. Ultimately, the pruned-CART is executed with three nodes and two edges, as shown in Figure 3(c). Two leaf nodes of pruned-CART have enough samples to train the forecasting model.

C. DEEP BELIEF NETWORK (DBN)

The DBN model was introduced by Hinton [43]. It has become popular in forecasting areas using real-world data such as sunspot data, exchange rate data, electricity load data, and generation data [43]. It is also combined with other traditional time series models to optimize the forecasting performance [44]. The DBN reconstructs the inputs with consideration to the probability and includes various learning modules with less complexity. It mainly consists of the restricted Boltzmann machine (RBM) using unsupervised learning to pre-train the network with each pair of layers. As depicted in Figure 4, the RBM model has a double-layer neural network containing a visible layer and a hidden layer with Boolean hidden units.

This model is the pre-trained model with generative energy that can learn a probability distribution over a range of input sets. In addition, it has only a single hidden layer of hidden units as there are no interconnections within the same layer. Thus, it consists of symmetrical connections to a visible layer of units. However, it still requires the formation of a bipartite graph with its neurons. The learning process of layer-wise configuration and the probability distribution of the hidden layer [45] is written as,

$$EE(v, h) = -\sum_{i=1}^{n_v} a_i v_i - \sum_{j=1}^{n_h} b_j h_j - \sum_{i=1}^{n_v} \sum_{j=1}^{n_h} h_j w_{ij} v_i$$

(3)

$$P(v, h) = \frac{e^{-E(v, h)}}{\sum_v e^{-E(v, h)}}$$

(4)

where,

$v_i$ = the binary state of $i^{th}$ neuron in the visible layer,

$n_v$ = the number of neurons in the visible layer,

$h_j$ = the binary state of the $j^{th}$ Boolean neuron within the hidden layer,

$n_h$ = the number of neurons in the hidden layer,

$w_{ij}$ = the weight matrix between the visible layer and the hidden layer,

$a_i, b_j$ = bias vectors for the visible and hidden layers.

The activation functions of the visible and hidden layer are described as,

$$P(v_i = 1|h) = \sigma(a_i + \sum_{j=1}^{n_h} w_{ij} h_j)$$

(5)

$$P(h_i = 1|v) = \sigma(b_j + \sum_{i=1}^{n_v} w_{ij} v_i)$$

(6)

where $\sigma$ refers to the sigmoid activation function [46].

The following steps describe how the DBN regression model predicts the future daily load.

● After achieving the pruned-CART process, different DBN models for each terminal node are created for training.

● Both training and testing datasets are normalized to rescale the original values of each feature between 0 and 1 by using the MinMax scaler function and then fed into the training model. The way how to normalize the data is indicated in Eq. 7, where $x_i$, $\min(x)$, $\max(x)$, and new $x_i$ represent the original 

\[ x_i = \frac{x_i - \min(x)}{\max(x) - \min(x)} \]
value of the input feature, the minimum value in input feature, the maximum value in input feature, and the new rescaled value of $x_i$.  

$$\text{new } x_i = \frac{x_i - \min (x)}{(x) - \min (x)} \quad (7)$$

- The same training parameters are applied to train all DBN models of each terminal node of the pruned-CART in the training process.
- Testing data from Apr 2020 to Mar 2021 are predicted to be associated with each leaf node’s respective trained $DBN_i (1 <= i <= m)$.
- Error metrics measure the forecasting performance on the test data.

### III. DESIGN OF EXPERIMENTS, RESULTS, AND DISCUSSIONS

The section highlights the necessary steps involved in the design of experiments, and later, the discussions of experimental results are also provided.

#### A. EXPERIMENTAL DATA

Electrical data recording every thirty minutes per day is provided by the electricity generating authority of Thailand (EGAT). The net peak load data in megawatt (MW) from Apr 2018 to Mar 2021 is applied to train the proposed model. Firstly, due to some outliers for specific periods, the data is categorized using CART, which will improve the forecasting accuracy. Figure 5 illustrates load patterns for the first week in May 2018 to reveal the difference between weekdays and weekends. Among weekdays, there is one holiday, so-called International Workers’ Day, on May 1. The load fluctuation on holiday reacts differently from other regular days. In general, the reaction of load patterns on Saturday is almost like other days, so the load pattern fluctuates inversely.

#### B. DATA SEGMENTATION

The training dataset from Apr 2018 to Mar 2020 and the testing dataset from Apr 2020 to Mar 2021 are divided between training and testing the proposed model. The whole training set is applied to build the original CART for grouping similar load patterns with low variance. After that, leaf nodes of this CART that do not have enough training samples are pruned with predefined conditions. Then, one test set is started to feed into the model. For instance, the first leaf node from a tree is grouped only by Monday in the training set. The following test set is provided and fallen into the associated leaf node. The whole test set continues sliding, and the same procedure is conducted until the end of the classification process. It is called the walk-forward train and the test routine is shown in Figure 6.

![Figure 5. Different load patterns between weekdays and weekends in May 2018.](image)

![Figure 6. Walk-forward train and test routine of the CART.](image)

#### C. DATA ARRANGEMENT

The input selection is one of the crucial factors in network modeling for forecasting purposes. Furthermore, the input variables are dominated, varying from day to day, week to week, or month to month. Consequently, the following independent and dependent variables are applied to train the CART and handle the nonlinear relationship between input and output variables. Independent variables are holiday or non-holiday ($Hol$), bridging holiday or non-bridging holiday ($B_Hol$), day of the week ($DoW$), and month of the year ($MoY$). Binary variables (1 or 0) are used for $Hol$ and $B_Hol$. For the $DoW$ variable, one is for Monday; two is for Tuesday, and so on. Another variable $MoY$ uses 1 for Jan, 2 for Feb, 3 for Mar, and so forth. The dependent variable of CART is the actual load demand, which is a continuous data type.

For the DBN forecasting model, yesterday’s load demand ($YD(d-1)$) from the same leaf, $Hol$, $B_Hol$, $DoW$, and $MoY$, seasonal index ($SI$) is input variables to predict daily forecasted load demand ($FD(d)$). $SI$ for each period is calculated by dividing the actual load demand of each period by the average daily load demand. This paper conducts two different cases to train both classification and forecasting models with different variables. The former case does not include the $MoY$ variable, whereas the latter one includes $MoY$ and $SI$. The same duration of train and test are used for both cases. The parameters for each DBN model are listed: (i) hidden layer = 10, (ii) learning rate of RBM = 0.001, (iii) number of epochs for RBM = 10, (iv) number of iterations for backpropagation = 100, (v) batch size = 50, and (vi) activation function = rectified linear unit (ReLU).
Alternatively, forecasting input features of the DBN model are trained for all forecasting benchmark models, followed by the training parameters of each benchmark model. Two different input structures of CART are also used for MC. The first DNN model uses the ReLU function with 50 hidden layers, 100 training cycles, ten epochs, and stochastic gradient descent (SGD) for backpropagation. In the second ANN trained model, a sigma activation function, two hidden layers, 0.01 learning rate, 0.9 momentum, and 100 training cycles are applied. The next SVM trained model used a dot kernel type and 0.001 convergence epsilon to optimize parameters. The last LR trained model is trained with M5 prime for feature selection.

1) DATA ARRANGEMENT FOR CASE I
For the classification module, three independent variables: Hol, B_Hol, and DoW are included to create the CART in case I. On the other hand, the forecasting model has four input variables. The forecasting equation for the case I is denoted in Eq. 8, where $c_0$ is a constant, and $c_1, ..., c_4$ are coefficients of each input.

\[
FD^A_d = a_0 + a_1 YD(d - 1) + a_2 (Hol) + a_3 (B_Hol) + a_4 DoW
\]  

(8)

2) DATA ARRANGEMENT FOR CASE II
Case II includes four independent variables: Hol, B_Hol, DoW, and MoY for training CART. Nonetheless, the DBN model of case II consists of two more additional inputs, such as MoY and SI, so case II has a total of six inputs for forecasting. The forecasting equation of case II is indicated in Eq. 9, where $c_0$ is constant, and $c_1, ..., c_6$ are coefficients of each input and $FD^C_d$, is the forecasted load of six inputs. The sample data arrangement of leaf node 6 for case II is represented in Table II.

\[
FD^C_d = c_0 + c_1 YD(d - 1) + c_2 (Hol) + c_3 (B_Hol) + c_4 DoW + c_5 MoY + c_6 SI
\]  

(9)

### Table I. Data arrangement of leaf node 1 for case I

| No. of Day | YD$_d$(d-1) | Hol | B_Hol | DoW | $FD^A_d(d)$ |
|------------|-------------|-----|-------|-----|-------------|
| TRAINING DATASET | | | | | |
| 1 | 02/04/18 (Mon) | 0 | 0 | 1 | 09/02/18 (Mon) |
| . | . | . | . | . | . |
| . | . | . | . | . | . |
| . | . | . | . | . | . |
| 88 | 23/03/20 (Mon) | 0 | 0 | 1 | 30/03/20 (Mon) |

| No. of Day | YD$_d$(d-1) | Hol | B_Hol | DoW | $FD^A_d(d)$ |
|------------|-------------|-----|-------|-----|-------------|
| TESTING DATASET | | | | | |
| 1 | 30/03/20 (Mon) | 0 | 0 | 1 | 13/04/20 (Mon) |

### Table II. Data arrangement of leaf node 6 for case II

| No. of Day | YD$_d$(d-1) | Hol | B_Hol | DoW | MoY | SI | $FD^C_d(d)$ |
|------------|-------------|-----|-------|-----|-----|----|-------------|
| TRAINING DATASET | | | | | | | |
| 1 | 01/04/18 (Sun) | 0 | 0 | 7 | 4 | 1.03 | 08/04/18 (Sun) |
| . | . | . | . | . | . | . | . |
| . | . | . | . | . | . | . | . |
| . | . | . | . | . | . | . | . |
| 105 | 22/03/20 (Sun) | 0 | 0 | 7 | 3 | 0.98 | 29/03/20 (Sun) |

| No. of Day | YD$_d$(d-1) | Hol | B_Hol | DoW | MoY | SI | $FD^C_d(d)$ |
|------------|-------------|-----|-------|-----|-----|----|-------------|
| TESTING DATASET | | | | | | | |
| 1 | 29/03/20 (Sun) | 0 | 0 | 7 | 4 | 0.99 | 05/04/20 (Sun) |
D. EXPERIMENTAL RESULTS

Mean absolute percentage error (MAPE) and MSE are calculated to measure the forecasting accuracy. These error metrics reveal how many units of the forecasted demand deviate from the actual demand, contributing to Eq. 10 and Eq. 11. For both cases, the proposed model is compared to DBN with MC. Furthermore, the generated results of the proposed model are compared with other standalone benchmark models, such as DNN, ANN, SVM, and LR. In addition, we combine CART with all standalone benchmarking models to ensure that the combination of classification gives better performance on forecasting models. Five categories are regarded as weekdays (Tuesday-Friday), weekends, Monday, holidays, and bridging holidays to make the monthly MAPE and MSE comparisons for each case. Before discussing MAPE and MSE comparisons for each case, the differences between CART before pruning and CART after pruning for both cases are explained.

\[ MAPE = \left( \frac{1}{48} \right) \sum_{t=1}^{48} \text{abs}(\frac{AD_t - FD_t}{AD_t}) \times 100\% \quad (10) \]
\[ MSE = \left( \frac{1}{48} \right) \sum_{t=1}^{48} (AD_t - FD_t)^2 \quad (11) \]

1) CASE I: DIFFERENCE BETWEEN ORIGINAL CART AND PRUNED-CART

In case I, the original CART is primarily built based on the DoW independent variable, and holidays are also detected separately. This CART executes twelve terminal nodes observed at the last depth layer before pruning, as indicated in Figure 7. In Figure 7, x[0], x[1], and x[2] refer to the independent input variables such as Hol, B_Hol, and DoW, respectively. Five nodes with the black boxes are regarded as the final terminal nodes after pruning CART. The first leaf node has only loaded a group of Mondays, showing 88 training days without holidays. The group of Tuesdays, Wednesdays, Thursdays, and Fridays is included in the second terminal node with 390 training days. The third and fifth leaf nodes have 391 and 14 training days, respectively.
nodes are grouped with loads of Saturdays without holidays and Sundays with holidays. However, the load group for holidays, including Mondays to Saturdays, is generated at the fourth leaf node. The detail of leaf nodes on each load group, total training days, and categories of independent variables for the case I is revealed in Table III. Certainly, CART works very well for the classification module.

### Table III. Details of five leaf nodes in case I

| LEAF NODE | Hol | B_Hol | DoW | Group (DoW) | Total Days |
|-----------|-----|-------|-----|-------------|------------|
| 1         | 0   | 1.0   | 1   | Mon         | 88         |
| 2         | 0   | 1.0   | 3-5 | Tue-Fri     | 390        |
| 3         | 0   | 0     | 6   | Sat         | 102        |
| 4         | 1   | 0     | 1-2 | Mon-Sat     | 41         |
| 5         | 1.0 | 0     | 7   | Sun         | 105        |

2) CASE II: DIFFERENCE BETWEEN ORIGINAL CART AND PRUNED-CART

The additional MoY variable is given in the training process of CART so that the seasonality of data is affected on a tree in case II. There are twenty-two terminal nodes in the last depth layer of the original CART. Only six terminal nodes remain after pruning the tree, as shown in Figure 8. x[0], x[1], x[2], and x[3] in the tree represent the independent variables regarded as Hol, B_Hol, DoW, and MoY, respectively. In this case, the tree is mainly classified in terms of the MoY variable. Leaf 1 is grouped loads from Monday to Saturday in January, amounting to 52 days. Load demands from Mondays to Saturdays are categorized in leaf 3, leaf 4, and leaf 5 in February-June, July-November, and December, with 238, 250, and 45 training days. The fifth leaf node is split into loads on holidays in the training set, with 41 days total. The last terminal node has only Sunday’s loads from January to December, including holidays in total days of 105. The detail of the load groups under DoW and MoY, full training days, and categories of independent variables for case II is indicated in Table IV.

### Table IV. Details of six-leaf nodes in case II

| LEAF NODE | Hol | B_Hol | DoW | MoY | Group (DoW) | Group (MoY) | Total Days |
|-----------|-----|-------|-----|-----|-------------|-------------|------------|
| 1         | 0   | 0     | 1-6 | 1   | Mon-Sat     | Jan         | 52         |
| 2         | 0   | 1.0   | 1-6 | 3-6 | Mon-Sat     | Feb-Jun     | 238        |
| 3         | 0   | 1.0   | 1-6 | 7-11| Mon-Sat     | Jul-Nov     | 250        |
| 4         | 0   | 1.0   | 1-6 | 12  | Mon-Sat     | Dec         | 45         |
| 5         | 1   | 0     | 1-6 | 1-12| Mon-Sat     | Jan-Dec     | 41         |
| 6         | 1.0 | 0     | 7   | 1-12| Sun         | Jan-Dec     | 105        |

3) MONTHLY MAPE AND MSE COMPARISONS FOR THE CASE I

For the case I, the monthly MAPE and MSE comparisons between DBN with CART and DBN with MC on test predictions from Apr 2020 to Mar 2021, regarding five categories, are revealed in Table V and Table VI correspondingly. In general, the proposed model provides better performance than DBN with MC in all categories, except weekdays. MAPEs and MSEs of October, December, and January are high due to long holidays and special days near holidays. The other months’ errors for weekdays ranged from 2% to 5% in MAPE and approximately 350GW to 2500GW in MSE. Both CART and MC perform well for the weekend category, showing 3.11% and 3.16% of MAPE, and 790.45GW and 810.40GW in MSE. The proposed model has a slightly lower average MAPE and MSE than DBN with MC for both Mondays and holidays. Alternatively, the average error percentage of MC is around twice in MAPE and MSE more than that of CART in the category of bridging holidays.

4) MONTHLY MAPE AND MSE COMPARISONS FOR CASE II

For case II, the monthly MAPE and MSE comparisons on test predictions between CART and MC are indicated concerning five categories, as presented in Table VII and Table VIII, respectively. In this case, the performance of the proposed model for weekdays is improved. Moreover, the BH category indicates that CART is still better than MC, as in the case I. However, MAPEs and MSEs of CART of holidays are much higher than MC in Apr, Jan, Feb, and Dec. It is indicated that adding MoY and SI variables in the proposed model provides worse forecasting performance, whereas it provides better performance for the forecasting model alone.

5) MONTHLY MAPE AND MSE COMPARISONS BETWEEN CASE I AND CASE II

The error comparisons using the proposed model between case I and case II are also enumerated in Table IX and Table X. The experimentation results show that additional input features cannot improve the forecasting performance even though it is suitable for the classification model. Total average error percentage of \( F(d) \) outperforms \( F(d) \) in all groups, except weekdays. In the category of weekdays, MAPE performance of \( F(d) \) deteriorates in comparison to \( F(d) \). In case \( F(d) \), the error performance is 5.95% in MAPE and 2916.30GW in MSE, while it is 4.65% in MAPE and 1704.27GW in MSE for \( F(d) \). Nevertheless, case I provides the minimum of 1.66% MAPE and 204.93GW MSE in Feb 2021, in the category of Monday, while case II executes the minimum 2.28% MAPE and 463.54GW MSE in Nov 2020 for the H category.

6) MAPE COMPARISON BETWEEN THE PROPOSED MODEL AND STANDALONE FORECASTING MODELS

Comparative analysis between the proposed and benchmark standalone forecasting models is also performed, where MAPE is evaluated using case I. The optimal benchmark models are DBN, DNN, ANN, SVM, and LR. Four input features and MC are used for training all benchmark models on test predictions from Apr 2020 to Mar 2021. From the analysis of results (exhibited in Figure 9) obtained from detailed experiments, it is noteworthy that our proposed model outperformed all benchmark models and achieved the lowest average MAPE. The MAPE value is lower than the 4% for weekends, Mondays, and BH. On the other side, weekdays and H provide high MAPE, showing just under 6% and about 7%, respectively. The DBN model is ranked as the second
model, whose MAPE performance is approximately 3% to 8% for all categories. Afterward, DNN and LR come with MAPE performance varying between 6% and 9%. The worst MAPE performance is depicted by ANN and SVM models. For all categories, their MAPE performance varies between 7% and 11%. The errors of the H category in all benchmark models are higher than the proposed model.

Similarly, all forecasting models for case II on test predictions from Apr 2020 to Mar 2021 are compared in five categories, as represented in Figure 10. The proposed model outperforms benchmark models for weekdays, at around 4% in total average. About 6% of MAPE in CART with DBN and DBN models is given, while other models are delivered around 7% on weekends. In the case of Monday groups, the proposed model has less performance than all baseline models, except SVM. The CART with DBN is ranked as a second good model in the holiday group, representing near 12%. ANN and LR give better accuracy than others for the BH category, although the proposed model provides a reasonable error, at approximately 4%. It is revealed that the effect of external input factors has the drawback for improving accuracies in the groups of holidays and Mondays.

Similarly, all forecasting models for case II on test predictions from Apr 2020 to Mar 2021 are compared in five categories, as represented in Figure 10. The proposed model outperforms benchmark models for weekdays, at around 4% in total average. About 6% of MAPE in CART with DBN and DBN models is given, while other models are delivered around 7% on weekends. In the case of Monday groups, the proposed model has less performance than all baseline models, except SVM. The CART with DBN is ranked as a second good model in the holiday group, representing near 12%. ANN and LR give better accuracy than others for the BH category, although the proposed model provides a reasonable error, at approximately 4%. It is revealed that the effect of external input factors has the drawback for improving accuracies in the groups of holidays and Mondays.

### IV. CONCLUSION

In conclusion, this article focuses on the daily load forecasting for the electric industry. The CART model is proposed to classify the load data and handle nonlinear problems between input and output variables. Moreover, grouping similar load patterns can help the improvement in the forecasting model’s training process on unseen data. The DBN forecasting model is applied for predicting the daily load demand. The historical load data provided by EGAT is used. Our proposed model has been compared with five standalone forecasting benchmark models by using two error metrics. It outperforms all benchmark models, giving a minimum MAPE of 0.462%. Additionally, the CART is combined with all forecasting models and measured accuracies. Consequently, the combination of classification and forecasting models ensure the improvement in the accuracy performance on STLF. Besides, the CART provides the insight classification of seasonality effect better than MC.

| Models  | Approach | MSE (GW) | MAPE (%) |
|---------|----------|----------|----------|
| DBN     | Standalone | 1595.47  | 4.36     |
|         | With CART  | 2505.41  | 5.36     |
| DNN     | Standalone | 10891.33 | 12.82    |
|         | With CART  | 2398.58  | 5.30     |
| ANN     | Standalone | 12749.61 | 13.65    |
|         | With CART  | 2376.15  | 5.38     |
| SVM     | Standalone | 8988.55  | 11.90    |
|         | With CART  | 2904.93  | 6.12     |
| LR      | Standalone | 12187.60 | 13.59    |
|         | With CART  | 2340.97  | 5.27     |

| Models  | Approach | MSE (GW) | MAPE (%) |
|---------|----------|----------|----------|
| DBN     | Standalone | 2803.20  | 6.04     |
|         | With CART  | 2742.80  | 5.39     |
| DNN     | Standalone | 13235.55 | 14.41    |
|         | With CART  | 2010.84  | 4.80     |
| ANN     | Standalone | 14874.05 | 15.32    |
|         | With CART  | 2027.18  | 4.94     |
| SVM     | Standalone | 9737.85  | 12.47    |
|         | With CART  | 3087.35  | 6.59     |
| LR      | Standalone | 13189.94 | 14.37    |
|         | With CART  | 2570.67  | 5.91     |
### TABLE V. MONTHLY MAPE COMPARISON BETWEEN DBN WITH CART AND DBN WITH MC FOR THE CASE I IN PERCENT (%).

| Month   | Weekdays | Weekends | Monday | Holidays (H) | Bridging Holidays (BH) | Count H | Count BH |
|---------|----------|----------|--------|--------------|------------------------|---------|----------|
|         | CART     | MC       | CART   | MC           | CART       | MC     | CART     | MC     | CART     | MC     |                     |
| Apr, 2020 | 5.41     | 3.91     | 1.80   | 1.87         | 6.35       | 7.65   | 10.16    | 2.30   | -        | -      | 1                   |
| May, 2020 | 4.29     | 3.00     | 4.39   | 4.51         | 5.20       | 2.21   | 6.69     | 6.77   | 3.17     | 5.79   | 4                   |
| Jun, 2020 | 4.28     | 3.83     | 5.44   | 5.51         | 1.86       | 2.15   | 2.08     | 10.20  | -        | -      | 1                   |
| Jul, 2020 | 2.77     | 2.13     | 3.06   | 3.10         | 1.86       | 3.07   | 4.10     | 7.24   | -        | -      | 4                   |
| Aug, 2020 | 3.38     | 2.68     | 2.44   | 2.45         | 2.52       | 3.29   | 3.09     | 8.90   | -        | -      | 1                   |
| Sep, 2020 | 2.12     | 1.70     | 1.83   | 1.86         | 1.72       | 2.88   | 6.53     | 2.62   | -        | -      | 2                   |
| Oct, 2020 | 6.37     | 3.33     | 4.23   | 4.29         | 3.64       | 5.46   | 4.69     | 10.57  | -        | -      | 2                   |
| Nov, 2020 | 5.35     | 3.94     | 1.79   | 1.81         | 2.16       | 3.74   | 5.80     | 5.92   | -        | -      | 2                   |
| Dec, 2020 | 13.15    | 6.05     | 3.19   | 3.25         | 6.95       | 9.23   | 44.80    | 31.36  | -        | -      | 1                   |
| Jan, 2020 | 13.66    | 6.63     | 2.19   | 2.19         | 5.08       | 7.90   | 30.77    | 48.16  | -        | -      | 1                   |
| Feb, 2020 | 5.15     | 2.55     | 2.06   | 2.10         | 1.66       | 3.77   | 6.15     | 4.55   | -        | -      | 2                   |
| Mar, 2020 | 5.40     | 3.26     | 4.87   | 4.97         | 2.80       | 5.22   | -        | -      | -        | -      | 1                   |
| Total average | 5.95     | 3.58     | 3.11   | 3.16         | 3.48       | 4.71   | 11.35    | 12.60  | 3.17     | 5.79   |

### TABLE VI. MONTHLY MSE COMPARISON BETWEEN DBN WITH CART AND DBN WITH MC FOR THE CASE I IN GIGAWATT (GW).

| Month   | Weekdays | Weekends | Monday | Holidays (H) | Bridging Holidays (BH) | Count H | Count BH |
|---------|----------|----------|--------|--------------|------------------------|---------|----------|
|         | CART     | MC       | CART   | MC           | CART       | MC     | CART     | MC     | CART     | MC     |                     |
| Apr, 2020 | 2206.67  | 1147.57  | 269.27 | 283.79       | 2346.43    | 3266.00 | 5543.65  | 318.31 | -        | -      | 1                   |
| May, 2020 | 1635.99  | 847.94   | 1105.56 | 1151.84     | 2531.42    | 433.44  | 2762.90  | 2928.44 | 965.32   | 1932.62 | 4                   |
| Jun, 2020 | 1462.25  | 1072.55  | 2154.69 | 2186.77     | 265.86     | 311.36  | 276.33   | 5148.73 | -        | -      | 1                   |
| Jul, 2020 | 734.18   | 396.61   | 779.95 | 803.95       | 247.10     | 482.62  | 1537.69  | 3266.27 | -        | -      | 4                   |
| Aug, 2020 | 990.34   | 561.87   | 471.45 | 476.14       | 408.53     | 493.19  | 760.29   | 4228.43 | -        | -      | 1                   |
| Sep, 2020 | 363.30   | 246.24   | 272.61 | 281.73       | 214.93     | 305.50  | 3126.02  | 414.94  | -        | -      | 2                   |
| Oct, 2020 | 2782.57  | 824.77   | 1033.98 | 1054.55     | 801.12     | 1016.07 | 1118.37  | 4981.11 | -        | -      | 2                   |
| Nov, 2020 | 2181.79  | 1244.94  | 190.52 | 198.32       | 274.74     | 403.45  | 2345.38  | 1995.17 | -        | -      | 2                   |
| Dec, 2020 | 8676.31  | 2008.80  | 631.66 | 640.62       | 2198.79    | 2669.84 | 3766.53  | 20324.38 | -        | -      | 1                   |
| Jan, 2020 | 9291.08  | 2438.87  | 330.53 | 329.79       | 1391.89    | 1422.09 | 13732.38 | 34981.56 | -        | -      | 1                   |
| Feb, 2020 | 1975.71  | 539.81   | 270.26 | 279.89       | 204.93     | 415.35  | 1998.73  | 1214.59 | -        | -      | 2                   |
| Mar, 2020 | 2695.37  | 1053.53  | 1974.92 | 2037.48     | 645.00     | 1750.90 | -        | -      | -        | -      | 1                   |
| Total average | 2916.30  | 1031.96  | 790.45 | 810.40       | 960.90     | 1080.82 | 6442.12  | 7254.72 | 965.32   | 1932.62 |
### TABLE VII. MONTHLY MAPE COMPARISON BETWEEN DBN WITH CART AND DBN WITH MC FOR CASE II IN PERCENT (%).

| Month       | Weekdays | Weekends | Monday | Holidays (H) | Bridging Holidays (BH) | Count H | Count BH |
|-------------|----------|----------|--------|--------------|------------------------|---------|----------|
|             | CART     | MC       | CART   | MC           | CART                  | MC      |          |
| Apr, 2020   | 5.24     | 4.55     | 4.77   | 3.40         | 11.08                 | 5.90    | 20.61    |
|             |          |          |        |              | 3.25                  |         | 1        |
| May, 2020   | 3.29     | 5.67     | 9.64   | 5.20         | 4.40                  | 5.99    | 9.15     |
|             |          |          |        |              | 7.57                  | 4.55    | 1        |
| Jun, 2020   | 4.78     | 4.46     | 6.32   | 8.16         | 6.90                  | 3.21    | 8.37     |
|             |          |          |        |              | 8.68                  |         | 1        |
| Jul, 2020   | 3.55     | 2.69     | 5.37   | 4.70         | 3.63                  | 6.43    | 5.21     |
|             |          |          |        |              | 7.64                  |         | 4        |
| Aug, 2020   | 3.77     | 4.46     | 4.45   | 4.02         | 4.00                  | 4.51    | 2.73     |
|             |          |          |        |              | 9.40                  |         | 1        |
| Sep, 2020   | 2.97     | 2.89     | 5.80   | 3.31         | 4.54                  | 4.87    | 7.04     |
|             |          |          |        |              | 3.51                  |         | 2        |
| Oct, 2020   | 3.78     | 4.92     | 4.85   | 4.47         | 9.10                  | 8.06    | 5.64     |
|             |          |          |        |              | 13.75                 |         | 2        |
| Nov, 2020   | 3.42     | 5.14     | 2.53   | 2.28         | 6.85                  | 5.85    | 2.28     |
|             |          |          |        |              | 3.37                  |         | 2        |
| Dec, 2020   | 6.70     | 9.52     | 5.29   | 5.01         | 10.26                 | 11.71   | 55.75    |
|             |          |          |        |              | 37.76                 |         | 1        |
| Jan, 2020   | 7.24     | 7.66     | 2.67   | 2.22         | 11.25                 | 10.06   | 53.97    |
|             |          |          |        |              | 53.28                 |         | 1        |
| Feb, 2020   | 6.83     | 4.41     | 2.62   | 2.55         | 10.88                 | 6.14    | 14.86    |
|             |          |          |        |              | 3.87                  |         | 2        |
| Mar, 2020   | 4.28     | 6.15     | 6.27   | 7.39         | 3.90                  | 7.67    |         |
|             |          |          |        |              | -                     |         | 1        |

Total average: 4.65 5.21 5.05 4.47 7.23 6.70 16.87 13.82 4.55 7.37

### TABLE VIII. MONTHLY MSE COMPARISON BETWEEN DBN WITH CART AND DBN WITH MC FOR CASE II IN GIGAWATT (GW).

| Month       | Weekdays | Weekends | Monday | Holidays (H) | Bridging Holidays (BH) | Count H | Count BH |
|-------------|----------|----------|--------|--------------|------------------------|---------|----------|
|             | CART     | MC       | CART   | MC           | CART                  | MC      |          |
| Apr, 2020   | 2061.70  | 1593.86  | 1497.86| 1130.00      | 6803.93               | 2875.69 | 21803.75 |
|             |          |          |        |              | 592.38                |         | 1        |
| May, 2020   | 897.95   | 3525.96  | 5580.12| 1554.22      | 1342.38               | 4003.91 | 5469.08  |
|             |          |          |        |              | 3470.00               |         | 4        |
| Jun, 2020   | 2015.88  | 1765.97  | 2410.16| 4142.25      | 2776.04               | 784.50  | 6470.64  |
|             |          |          |        |              | 4712.74               |         | 1        |
| Jul, 2020   | 966.51   | 594.76   | 2093.77| 1455.04      | 1010.93               | 3906.45 | 2139.29  |
|             |          |          |        |              | 3736.44               |         | 4        |
| Aug, 2020   | 1076.24  | 1881.32  | 1341.20| 978.42       | 998.59                | 1413.34 | 377.34   |
|             |          |          |        |              | 5061.28               |         | 1        |
| Sep, 2020   | 716.15   | 707.02   | 2477.45| 789.28       | 1303.01               | 1243.66 | 3394.74  |
|             |          |          |        |              | 731.92                |         | 2        |
| Oct, 2020   | 1163.90  | 1792.97  | 1549.10| 1284.01      | 4133.12               | 2874.80 | 1820.68  |
|             |          |          |        |              | 7932.38               |         | 2        |
| Nov, 2020   | 985.00   | 1825.85  | 550.90 | 380.08       | 2486.54               | 1104.56 | 463.54   |
|             |          |          |        |              | 892.67                |         | 2        |
| Dec, 2020   | 2666.26  | 4335.00  | 1727.33| 1545.93      | 5330.42               | 4312.75 | 57980.43 |
|             |          |          |        |              | 2820.15               |         | 1        |
| Jan, 2020   | 3250.26  | 5189.45  | 590.85 | 423.59       | 8095.52               | 3368.70 | 41145.83 |
|             |          |          |        |              | 41113.33              |         | 1        |
| Feb, 2020   | 2869.13  | 1501.18  | 541.94 | 481.95       | 5652.62               | 1803.28 | 10713.75 |
|             |          |          |        |              | 1078.55               |         | 2        |
| Mar, 2020   | 1782.28  | 3175.38  | 2881.11| 3815.71      | 1311.70               | 4154.25 |         |
|             |          |          |        |              | -                     |         | 1        |

Total average: 1704.27 2324.06 1936.82 1498.37 3437.07 2653.82 13798.10 8865.71 1721.85 2877.82
### TABLE IX. MONTHLY MAPE COMPARISON BETWEEN $F_t^w(d)$ AND $F_t^h(d)$ OF THE PROPOSED MODEL IN PERCENT (%).

| Month | Weekdays | Weekends | Monday | Holidays (H) | Bridging Holidays (BH) | Count H | Count BH |
|-------|----------|----------|--------|--------------|------------------------|---------|----------|
|       | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ |
| Apr, 2020 | 5.41 | 5.24 | 1.80 | 4.77 | 6.35 | 11.08 | 10.16 | 20.61 | - | - | 1 | - |
| May, 2020 | 4.29 | 3.29 | 4.39 | 9.64 | 5.20 | 4.40 | 6.69 | 9.15 | 3.17 | 4.55 | 4 | 1 |
| Jun, 2020 | 4.28 | 4.78 | 5.44 | 6.32 | 1.86 | 6.90 | 2.08 | 8.37 | - | - | 1 | - |
| Jul, 2020 | 2.77 | 3.55 | 3.06 | 5.37 | 1.86 | 3.63 | 4.10 | 5.21 | - | - | 4 | - |
| Aug, 2020 | 3.38 | 3.77 | 2.44 | 4.45 | 2.52 | 4.00 | 3.09 | 2.73 | - | - | 1 | - |
| Sep, 2020 | 2.12 | 2.97 | 1.83 | 5.80 | 1.72 | 4.54 | 6.53 | 7.04 | - | - | 2 | - |
| Oct, 2020 | 6.37 | 3.78 | 4.23 | 4.85 | 3.64 | 9.10 | 4.69 | 5.64 | - | - | 2 | - |
| Nov, 2020 | 5.35 | 3.42 | 1.79 | 2.53 | 2.16 | 6.85 | 5.80 | 2.28 | - | - | 2 | - |
| Dec, 2020 | 13.15 | 6.70 | 3.19 | 5.29 | 6.95 | 10.26 | 44.80 | 55.75 | - | - | 1 | - |
| Jan, 2020 | 13.66 | 7.24 | 2.19 | 2.67 | 5.08 | 11.25 | 30.77 | 53.97 | - | - | 1 | - |
| Feb, 2020 | 5.15 | 6.83 | 2.06 | 2.62 | 1.66 | 10.88 | 6.15 | 14.86 | - | - | 2 | - |
| Mar, 2020 | 5.40 | 4.28 | 4.87 | 6.27 | 2.80 | 3.90 | - | - | - | - | 1 | - |
| Total average | 5.95 | 4.65 | 3.11 | 5.05 | 3.48 | 7.23 | 11.35 | 16.87 | 3.17 | 4.55 |

### TABLE X. MONTHLY MSE COMPARISON BETWEEN $F_t^w(d)$ AND $F_t^h(d)$ USING DBN WITH CART IN GIGAWATT (GW).

| Month | Weekdays | Weekends | Monday | Holidays (H) | Bridging Holidays (BH) | Count H | Count BH |
|-------|----------|----------|--------|--------------|------------------------|---------|----------|
|       | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ | $F_t^w(d)$ |
| Apr, 2020 | 2066.77 | 2061.70 | 269.72 | 1497.86 | 2346.43 | 6803.93 | 5543.65 | 21803.75 | - | - | 1 | - |
| May, 2020 | 1635.99 | 897.95 | 1105.56 | 5580.12 | 2531.42 | 1342.38 | 2762.90 | 5469.08 | 965.32 | 1721.85 | 4 | 1 |
| Jun, 2020 | 1462.25 | 2015.88 | 2154.69 | 2410.16 | 265.86 | 2776.04 | 276.33 | 6470.64 | - | - | 1 | - |
| Jul, 2020 | 734.18 | 966.51 | 779.95 | 2093.77 | 247.10 | 1010.93 | 1537.69 | 2139.29 | - | - | 4 | - |
| Aug, 2020 | 990.34 | 1076.24 | 471.45 | 1341.20 | 408.53 | 998.59 | 760.29 | 377.34 | - | - | 1 | - |
| Sep, 2020 | 363.30 | 716.15 | 272.61 | 2477.45 | 214.93 | 1303.01 | 3126.02 | 3394.74 | - | - | 2 | - |
| Oct, 2020 | 2362.80 | 1163.90 | 1033.98 | 1549.10 | 801.12 | 4133.12 | 1118.37 | 1820.68 | - | - | 2 | - |
| Nov, 2020 | 2181.79 | 985.00 | 190.52 | 550.90 | 274.74 | 2486.54 | 2345.38 | 463.54 | - | - | 2 | - |
| Dec, 2020 | 8676.31 | 2666.26 | 631.66 | 1727.33 | 2198.79 | 5330.42 | 37661.53 | 57980.43 | - | - | 1 | - |
| Jan, 2020 | 9291.08 | 3250.26 | 330.53 | 590.85 | 1391.89 | 8095.52 | 13732.38 | 41145.83 | - | - | 1 | - |
| Feb, 2020 | 1975.71 | 2869.13 | 270.26 | 541.94 | 204.93 | 5652.62 | 1998.73 | 10713.75 | - | - | 2 | - |
| Mar, 2020 | 2695.37 | 1782.28 | 1974.92 | 2881.11 | 645.00 | 1311.70 | - | - | - | - | 1 | - |
| Total average | 2916.30 | 1704.27 | 790.45 | 1936.82 | 960.90 | 3437.07 | 6442.12 | 13798.10 | 965.32 | 1721.85 | 9 | 9 |
### TABLE XIII: LITERATURE REVIEW SUMMARY OF CLASSIFICATION ON ELECTRICITY LOAD DATA UNITS FOR MAGNETIC PROPERTIES.

| Ref # | Classification | Variables | Pruning | Results |
|-------|----------------|-----------|---------|---------|
| [4]   | CART           | Load, temperature | -       | Applied CART classifier for forecasting and recognition. Then compared with MLP |
| [5]   | Frequency domain | Non-residential load | -       | Used harmonics-based features for electricity customer classification |
| [6]   | Frequency domain | Hourly load | -       | Created classification tree using different complexity parameter values to fine-tune terminal nodes |
| [7]   | Selection, typification, and clustering of load curves (STCL) algorithm | Load | -       | Provided good performance in recognizing patterns in samples with heterogeneous data in the electric sector |
| [8]   | k-means algorithm, logistic regression, support vector machines | Load in power-zone area | -       | Clustered load patterns to serve temporary power installation and executed more efficient forecasting accuracy |
| [9]   | Deep forest regression with Gini index parameter | Power load, weather condition data | -       | Used the model for both classification and regression by providing minimum percentage error for STLF |
| [11]  | k-means algorithm | Load | -       | Classified daily load curves by functional clustering procedure |
| [12]  | Cluster using threshold | Half-an-hour load, average temperature, forecasted temperature, day of week | -       | Proved that results from clustering-based approach gave better results than without clustering |
| [13]  | CART algorithm with Gini index parameter | Load, weather | -       | Applied the CART for cluster analysis along with association analysis |
| [14]  | Random forest | Power consumption data, weather, date, day of the week, holiday, academic year | -       | Categorized electrical load data by grouping pattern similarity |
| [18]  | CART | Day type, load, temperature, humidity | Pruned by measuring the cost-complexity | Evaluated the globally optimal regression tree through systematic rules |
| [19]  | CART with simplified fuzzy inference | Day type, load, temperature, humidity | Pruned by computing the cross-validation error and the standard error | Used simplified fuzzy inference for the split values to enhance the accuracy of the regression tree |
| [21]  | k-means algorithm for classification and RF and CART for regression | Total load, peak load, flat load, valley load, reactive power, max power, rate, time, category | -       | Used directly as the classification-regression model based on the size of the data file |
| [28]  | CART with “If…Then” structure to create rules | Load, weather | Pruned by measuring the cost-complexity | Clustered by choosing the same season of the year |
| [42]  | CART | - | -       | Introduced the CART by these authors |
| [23]  | Alopex perceptron decision tree (APDT) algorithm | IRIS and wine classification data | Applied learning automata (LA) and genetic algorithm (GA) for pruning | Classified for 2-class problems |
| [24]  | CART | Temperature | Pruned by complexity and loss | Used for model selection |
| [25]  | Fuzzy clustering and CART with Gini index parameter | Power consumption data | Pruned by the cost complexity function | Executed forecasted results based on seven clusters |
| [26]  | Tree classification methods | Electricity customers’ loads | -       | Classified on customer load |
| [27]  | CART | Demographic information for households | Pruned by objective functions and side-constraints | Approached optimal prune CART along with TRANSIMS |
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