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Abstract—Highly accurate different horizon-based wind speed forecasting facilitates a better modern power system. This paper proposed a novel astute hybrid wind speed forecasting model and applied it to different horizons. The proposed hybrid forecasting model decomposes the original wind speed data into IMFs (Intrinsic Mode Function) using Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (ICEEMDAN). We fed the obtained subseries from ICEEMDAN to the transformer network. Each transformer network computes the forecast subseries and then passes to the fusion phase. Get the primary wind speed forecasting from the fusion of individual transformer network forecast subseries. Estimate the residual error value and predict errors using a multilayer perceptron neural network. The forecast error is added to the primary forecast wind speed to leverage the high accuracy of wind speed forecasting. Comparative analysis with real-time Kethanur, India wind farm dataset results reveals the proposed ICEEMDAN-TNF-MLPN-RECS hybrid model’s superior performance with MAE=1.7096×10^{-07}, MAPE=2.8416×10^{-08}, MRE=2.8416×10^{-08}, MSE=5.0206×10^{-14}, and RMSE=2.2407×10^{-07} for case study 1 and MAE=6.1565×10^{-07}, MAPE=9.5005×10^{-14}, MRE=9.5005×10^{-14}, MSE=8.9255×10^{-13}, and RMSE=9.4493×10^{-07} for case study 2 enriched wind speed forecasting than state-of-the-art methods and reduces the burden on the power system engineer.

Index Terms—Empirical Mode Decomposition, Transformer Network, Fusion, Multilayer Neural Perceptron Network, Residual Error Correction, Wind Speed and Forecasting.

I. INTRODUCTION

According to the Global Wind Report 2021[1], wind power’s worldwide installed capacity is 743 GW. Thus, the globally reduced CO2 is 1.1 billion Tonnes. As per the IRENA (International Renewable Energy Agency), as of 2020, the globally installed wind power plant is 34,367 MW concerned for offshore and 698,043 MW for on-shore capacity[2]. Globally, all countries ramp up the wind power installed capacity to minimize global warming. The contribution of wind energy systems in power systems has increased. As per the Ministry of New and Renewable Energy report, as of 31 March 2021, India posed 39.25 GW (Gigawatt) total installed wind energy capacity[3]. Across the world, among other renewable energy resources, wind energy receives more importance. A good deal of significant wind farms are established, like Juqian Wind power Base (China, 20GW), Jaisalmer Wind Park (India, 1600 MW), Alta Wind Energy Center (United States, 1548 MW), etc[4]. India is placed in the fourth position concerning wind energy installed capacity worldwide. The modern power system faces several challenges because of the high irregular tendency of wind-based power generation due to the volatile characteristic of wind speed. The wind energy system penetrates modern power system security, reliability, effective operation, and control depending on the correct wind speed forecasting tool.

General forecasting model typified as persistent models (assumption-based forecasting approaches, suitable for very short scale horizon), physical (mathematical equations and physical law-based approach practical for forecasting timescale of medium and long term, example: NWP (Numerical Weather Prediction)), statistical methods (historical dataset based approach, an ideal choice for short-term forecasting, example: ARIMA (Autoregressive Integrated Moving Average)), an artificial neural network belongs to the statistical model type because it learns from the data set and suitable for multi-time scale forecasting, example: RNN (Recurrent Neural Network), BPN (Backpropagation Network), RBFN (Radial Basis Function Network), MLPN (Multilayer Perceptron Neural Network), deep learning neural network have overcome the limitation of the shallow neural network improve the forecasting performance by deep learning, the ability to handle massive datasets, for Example: DBN (Deep Belief Network), DNN (Deep Neural Network), and hybrid model (taking advantage of various individual models and combined to improve the forecasting performance suitable for multi-time scale forecasting)[5]. Planning concerns for development, expansion, and maintenance received help from the long term (period ranging from a week to years ahead) wind speed forecasting. This paper designs an astute hybrid forecasting model for wind speed forecasting on different forecasting horizons. To the best of our literature knowledge, a transformer-based combinational hybrid forecasting model with ICEEMDAN and residual error correction strategy is the first time proposed in this work for wind speed forecasting application.

The novelty of the proposed hybrid transformer network (ICEEMDAN-TNF-MLPN-RECS) model was not devised in the literature before and performed promising to result in highly accurate forecasting of wind speed for different horizons, converging quickly in lesser iterations with the smallest performance error index.

The rest of the paper is organized accordingly. Section 2 signifies the problem definition and existing literature works. Section 3 details about the data source, performance error index, technical concepts, and framework of the proposed hybrid forecasting model. Section 4 provides the experimental analysis and subsequent performance comparative investigation discussed in Section 5. Section 6 presents the performance validity of different horizons forecasting, and finally, Section 7 summarizes and concludes the paper with a future research outlook.
II. PROBLEM DESCRIPTION AND RELATED WORK

CONCERN TO WIND SPEED FORECASTING

The assumption-based forecasting is performed with a persistent method. The core of the physical method is physical law equations, and similarly, the heart of the statistical techniques is the dataset because forecasting models learn from the dataset. Persistent method forecasting accuracy is decaying with increasing the forecasting horizon. Physical methods possess complexity related to computation that requires high power computing devices and high cost. Inherent bias is another issue of numerical weather prediction. Statistical methods encounter local minima issues, entrap into overfitting issues, and the inability to handle big data. Shallow neural networks can predict, but they have problem concerns in handling big data and memory storage for past information, learned by the series, not through parallel learning and convergence time. Slow convergence and local minima are the two major flaws of the BPN. To fasten the convergence speed, the momentum factor is added \( \alpha \), a concern to the neural network hyperparameter choice is critical. There is no specific theoretical rule thumb is available for generic \( \alpha \).

Various researchers in the literature have tried a variety of wind speed forecasting models. Some studies in the literature developed a forecasting model. The persistent method \( \beta \) is a baseline for forecasting applications. Numerical weather prediction considering local effect-based 36 hours ahead wind speed forecasting is carried out using HIRLAM (High-Resolution Limited Area Model) \( \gamma \). Short-time interval-based wind speed forecasting using ARIMA was demonstrated in \( \delta \). In reference, \( \epsilon \) evolved various artificial neural networks, multi-time scale-based wind speed forecasting. Local recurrent neural network-based wind speed and wind power forecasting in a long-term horizon (72 hours ahead) performed by \( \zeta \). Radial basis function network-based wind speed and power forecasting model suggested in reference \( \theta \). Reference \( \iota \) presented a Support Vector Regression (SVR) based short-term wind speed forecasting model. Ahmadii et al. \( \kappa \) analyzed the tree-based learning algorithm performance based on wind power forecasting for six months ahead forecasting. They stated that the XGboost method performs better than other models. Multilayer perceptron network-based wind speed forecasting and hidden neuron-based comparative analyses were performed in \( \lambda \). Araya et al. \( \mu \) carried out the wind speed forecasting concern with multi timescale horizon using LSTM. Gated Recurrent Unit (GRU) based wind speed and power forecasting for ultra-short time horizon suggested in \( \nu \). Recursive strategy is introduced in the radial basis function network and shows a highly accurate wind speed forecast \( \xi \). Zhang et al. \( \chi \) performed wind speed forecasting for short-term and long-term horizons based on the PDBM (Predictive Deep Boltzmann machine).

Ren et al. \( \psi \) studied short-term wind speed forecasting using ANN and SVR (Support Vector Regression) in association with various variants of EMD (Empirical Mode Decomposition). Interval prediction concern for wind speed prediction using Variational Mode Decomposition (VMD) associated particle swarm optimization algorithm based on optimized long short-term memory suggested by \( \tau \). Shi et al. \( \upsilon \) carried out radial basis function neural network and the Least Square Support Vector Machine (LSSVM) based hybrid wind speed forecasting model for the very short-term horizon. VMD-DE-ESN (Variational Mode Decomposition associated Differential Evolution algorithm based optimized Echo State Network) hybrid wind speed forecasting model pointed out by \( \o \). SDAE (Stacked Denoising Autoencoder) and SAE (Staked Autoencoder) associated with a rough extension-based Deep neural network evolved to forecast the wind speed in ultra-short-term and short-term time horizons performed in \( \rho \). Using variational recurrent autoencoder incurred a generative probabilistic approach to forecast the wind speed performed in \( \sigma \). Li et al. \( \tau \) suggested Two LSTM (long short-term memory) networks are associated with MM (mathematical morphology) decomposer-based wind speed forecasting in the ultra-short-term. Afrasiabi et al. \( \upsilon \) designed a probabilistic forecasting of wind speed using DMDNN (deep mixture density neural network). The combinational model (VMD-ConvLSTM-ES) association of VMD (Variational Mode Decomposition), ConvLSTM (Convolutional Long-Short Memory Network), and error scheme analysis-based wind power forecasting evolved in \( \omega \). The ICEEMDAN-GRU-ARIMA-ECM (Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise-Gated recurrent unit-autoregressive integral moving average Error Correction Method) based hybrid wind speed forecasting model for short-term horizon is carried out by \( \vartheta \). The limitation of SVR is the parameter tuning is not satisfactory. SVM (Support Vector Machines) utilizes the kernel to map the nonlinear problem into high-dimensional space, but is not capable enough to handle the colossal dataset; the computation takes a long time. LSTM overcame the drawbacks of the RNN, such as gradient issues (vanishing). Still, it cannot process the data in parallel; transfer learning is impossible, much memory is needed, extremely far long-term dependencies are not handled effectively, and convergence takes much time. The performance of the LSTM can be improved by including the attention mechanism. Deep learning models can handle big data and extract significant input features, but are not good enough to address long-term dependence. Dilated CNN (Convolutional Neural Network) is good, but the transformer network is impressive and promising. Recently, transformer networks have been used for time series forecasting \( \chi \).

The inferences from the literature review are combinations of forecasting models, and hybrid models are the latest trends that significantly improve forecasting performance. Past wind speed knowledge is utterly essential for developing univariate forecasting models. Adding more irrelevant or less correlated inputs makes the model diverge from the convergence. Large training times and entrapped into local minimum are significant issues regarding the deep learning neural network based on forecasting models. Because of these limitations, the accuracy is decaying.

With the motivational inspiration from the literature review, this paper is devoted to developing the enhanced wind speed forecasting model using a robust transformer network, ICEEMDAN, multi-layer perceptron neural network, and error correction strategy. One of the most significant challenges of sequence learning-based models (RNN, LSTM, and so on) are handling complex and dynamic wind data. However, the proposed model is developed based on the transformer network, which can overcome this challenge. Novel contributions to the proposed astute hybrid wind speed forecasting model are:

1) The novel idea is to design the astute wind speed forecasting model using the transformer network, ICEEMDAN, and residual error correction strategy for the first time.
2) The procedure used for forecasting wind speed is new. Forecaster realization capability and dynamic handling capability were improved using the decomposition (ICEEMDAN) method.
3) Transformer networks are used for each decomposed subseries forecasting, and the wind speed forecast is performed by fusion.
4) Enhance the wind speed forecasting accuracy with a lesser performance index by residual error correction strategy.
5) The different hub height-based acquired real-time wind farm datasets were used for performance validation.
6) Carry out different horizons based on wind speed forecasting.
III. TECHNICAL CONCEPT AND FRAMEWORK OF THE PROPOSED HYBRID WIND SPEED FORECASTING MODEL DESIGN

The issue of understanding deep underlying patterns, instability, overfitting, fall in local minima, selection of optimal hyperparameters are some limitations of the artificial neural network-based forecasting model. A deep neural network mitigates the issue of handling underlying deep input patterns. Other than shallow feed-forward networks, deep learning neural networks and the recurrent neural network (LSTM) receive particular importance in forecasting applications because of memory storage and recurrent characteristics. Still, exploding gradients and vanishing gradients are the two issues that worsen the model’s performance. LSTM and GRU are special variants of the recurrent neural network to address the limitations of the RNN. Compared to LSTM, GRU is faster in terms of training speed because of the fewer parameters than LSTM. CNN is generally used for image processing applications, but some researchers perform CNN-LSTM based hybrid wind speed forecasting. The advantage of CNN is better feature extraction capability. Transformer networks can improve the ability to handle diversified and complex wind data with the help of self-attention mechanisms. The core idea of this paper is the accurate forecasting of wind speed using an astute hybrid model with the association of decomposition (ICEEMDAN), transformer network, fusion, multilayer perceptron neural network, and residual error correction methods (ICEEMDAN-TNF-MLPN-RECS). The framework of the proposed hybrid wind speed forecasting model is shown in Figure 1.

A. Data Source

The wind farm data used for this exploration is collected from the Kethanur location wind farm with different hub heights of 65 meters (m) and 80 meters (m). Wind farm data collected with location latitude of 10.9153 N and longitude of 77.2657 N. Geo map of wind farm data collected location shown in Figure 2. Case study 1 is Kethanur wind farm 65 m wind turbine hub height based on retrieved real-time wind farm data, and case study 2 is Kethanur wind farm 80 m wind turbine hub height based on retrieved real-time wind farm data. Each case study’s wind farm data comprises 1,051,120 data points measured during the period of two years (2018-2019), which is 10 minutes averaged measured (ground truth) wind speed. We split wind speed data samples for training and testing for two case studies. We trained the proposed model using one-year (2018-year 10-minute average wind speed) wind farm real-time data comprising 52,560 data points. We tested the trained model performance using a one-year (2019-year 10-minute average wind speed) dataset containing 52,560 data points.

B. Performance Error Index

Proposed model performance and comparative analysis were evaluated and verified using the following five standard performance error indices such as MAE-Mean Absolute Error, MAPE-Mean Absolute Percentage Error, MRE-Mean Relative Error, MSE-Mean Squared Error, and RMSE-Root Mean Square Error [27].

\[ RMSE = \sqrt{\frac{1}{T} \sum_{u=1}^{T} (G_u - F_u)^2} \]  
\[ MAE = \frac{1}{T} \sum_{u=1}^{T} |G_u - F_u| \]  
\[ MAPE = \frac{1}{T} \sum_{u=1}^{T} \left( \frac{|G_u - F_u|}{|G_u|} \right) \times 100 \]  
\[ MSE = \frac{1}{T} \sum_{u=1}^{T} (G_u - F_u)^2 \]  
\[ MRE = \frac{1}{T} \sum_{u=1}^{T} \left( \frac{|G_u - F_u|}{|G_u|} \right) \]  

Let, \( G_u \)- Ground truth value of data points ‘u’, \( F_u \)- Forecasting value of data points ‘u’, and \( |G_u| \)- Absolute ground-truth value of data points ‘u’.

C. Proposed Astute Hybrid Approach Procedural Steps

Procedural steps of the proposed astute hybrid wind speed forecasting model are as follows:

Step 1: Start the forecasting model design process.
Step 2: Perform data collection of measured wind speed and meteorological weather data from the Kethanur location at two hub heights.

Figure 1: The framework of the proposed hybrid wind speed forecasting model. The acquired wind farm data is split into two sets, one is used for the training phase, and the other is used for the testing phase. Then, decompose the wind speed series into subseries (IMFs and residuals) using ICEEMDAN. Each subseries is fed as input to the transformer network (TN) and performs the forecasting of the subseries. The fusion of all forecast subseries is done, reconstructed, and obtained the primary forecast wind speed. For each data point based residual error is computed that is fed as input to the MLPN network to perform the future residual error values forecasting because it can learn any complex problem. Finally, the forecast wind speed values are corrected by adding the forecast residual error values to the primary forecast wind speed. Thereafter, the performance is verified using performance error index computation. If acceptable, record the value, else do so until reaching the stopping criteria (max iterations).
model using ICEEMDAN, error correction, and transformer model. Methods and reconstructs the original time series without any added overcomes the limitation concerned with the other decomposition farm data (irregular wind speed series) from ICEEMDAN. The speed. The relative subseries (IMFs) are obtained from the wind monotonic trend) are derived from the original raw real-time wind speed series uncertainty and noise were reduced by utilizing the ICEEMDAN [28]. Errors, residual noise present in the modes, and the occurrence of spurious modes. These limitations are subdued by ICEEMDAN 

Wind farm data collected location. The star in red color shows the wind farm location, Kethanur (latitude of 10.9153 N and longitude of 77.2657 N).

Step 3: Divide the collected dataset into training data and testing data. 

Step 4: Decompose the wind speed using ICEEMDAN, obtain the 10 IMFs and residual. 

Step 5: For each IMFs and residual, an individual transformer network model is used to forecast the future IMFs and residue. 

Step 6: The forecast IMFs and residue are composed, reconstructed, and obtained the primary forecast wind speed in the fusion stage. 

Step 7: Compute the residual error using the equation (7). 

Step 8: Perform error value forecasting using a multi-layer perceptron neural network. 

Step 9: The forecasting wind speed value is corrected by adding the forecast residual error to each data point’s primary forecast wind speed value. 

Step 10: Compute the final performance error-index evaluation using the equations (1). Continue the process until reach the stopping condition. 

Step 11: Record the value and End. 

D. Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise

Expeditious variation occurs in wind speed; the decomposition method helps to minimize the stochastic effect. The feature extraction capability is improved by employing the decomposition method. EMD and its other variants are having issues like reconstruction errors, residual noise present in the modes, and the occurrence of spurious modes. These limitations are subdued by ICEEMDAN [28]. Wind speed series uncertainty and noise were reduced by utilizing the ICEEMDAN (improved complete ensemble empirical mode decomposition with adaptive noise). The subseries (IMFs modesum of amplitude, frequency modulation functions, and residue-monotonic trend) are derived from the original raw real-time wind speed. The relative subseries (IMFs) are obtained from the wind farm data (irregular wind speed series) from ICEEMDAN. The proposed model uses the ICEEMDAN for the decomposition, which overcomes the limitation concerned with the other decomposition methods and reconstructs the original time series without any added noise. Forecasting performance improves effectively by the mixture model using ICEEMDAN, error correction, and transformer model.

Algorithm 1 (ICEEMDAN): The input wind speed series sampling sequence of the wind speed series is ‘m’.

Procedure 1: Perform a realization of local mean computation \( \hat{r}^{(i)} = i + \alpha_3 K_1 (z^{(i)}) \) and generate the initial first residue according to equation (6).

\[
\phi_i = \langle L(\hat{r}^{(i)}) \rangle 
\]

Procedure 2: Compute the first mode during the initial stage \((j=1)\hat{y}_1 = i - \phi_1. \)

Procedure 3: Determine the second mode using equation (7) with the help of the computed second residue, which is the average of the local mean of the realization \(\phi_1 + \alpha_1 K_2 (z^{(i)})\).

\[
\hat{y}_2 = \phi_1 - \phi_2 = \phi_1 - \langle L(\phi_1 + \alpha_1 K_2 (z^{(i)})) \rangle 
\]

Procedure 4: Compute the \(j^{th}\) residue for \(j=3,4, \ldots, J\).

\[
\phi_i = \langle L(\phi_{j-1} + \alpha_{j-1} K_j (z^{(i)})) \rangle 
\]

Procedure 5: Determine \(j^{th}\) mode using equation (9).

\[
\hat{y}_j = \phi_{j-1} - \phi_j
\]

Procedure 6: Increments the \(j\) value and repeats Procedure 4 until it reaches \(J\).

Let, \(\alpha_i = e_i \cdot \text{std}(\phi_i)\) - Constant selected to get an expected signal to noise ratio between the included noise and residue, \(\text{std}(\cdot)\) - standard deviation, \(e_{\text{reciprocal of the expected SNR (signal-to-noise ratio) between the first included noise, and the considered series, } z^{(i)} \text{ - zero-mean white Gaussian noise and unity variance, } (\cdot)\text{- during realization mean commutating process, } L(\cdot)\text{- local mean of the wind speed series, } K_j (\cdot)\text{ - using the EMD generated } j^{th} \text{ modes. The parameter of the ICEEMDAN is realization number } = 90, \text{ maximum shifting iteration } = 1000, \text{ the ratio of the standard of added noise } = 0.3.\)

E. Transformer Network

The concept of self and mutual attention incorporated into the deep learning neural network makes a transformer neural network. Attention mechanism neural network architecture resembles retrieval values, like humans. Attention mechanisms can get far away tokens of pertinent information because based on the relevancy, the attention weights are assigned with the help of the previous state. At the same time, parallelly process all tokens and compute the attention weights [29]. A detailed framework of the transformer network is shown in Figure 3. Advantages of transformer networks are 1. Parallel computation, 2. Draw a connection between any part of the sequence, 3. New embedding and 4. No problem concerning long-term dependencies. 

The framework of the transformer network is formed with the encoder and decoder structure; the relevancy among the inputs is obtained in each input layer that further feeds as the inputs to the successive encoding layers. In an extended sequence, new tokens currently generated relevancy to earlier tokens are measured using a self-attention score. The high relevancy input part has a high self-attention score, and the low relevancy input part has a low self-attention score. The temporal dependency handling capability of the transformer network improves, including the positional information in inputs, thus aid to the self–attention mechanism. Multiheaded attention is the core of the transformer network; the output of the encoding block is fed as the input to the multiheaded attention of the decoder block. Decoder and encoder blocks repeated for a couple of the time of a couple of layers. The order of the data point concerning
Figure 3: A detailed framework of the transformer network. Encoder and decoder connected through attention. The encoder doesn’t care about the sequence order, but position embedding takes care of the sequence order. Encoder layer self-attention sub-layer, fully connected feed-forward sub-layer. Normalization is between each sub-layer. The output of the encoder is a dimension vector. A decoder comprises an input layer, masked self-attention, feed-forward sub-layer, and output layer.

the time can be handled by the position embedding, which helps to aware the transformer network for the order positions. The entire series simultaneously passed to the network; thus, no issue of gradient vanishing and exploding. The prominent features of the inputs are weighted differentially, and they can handle the big data. Fusion techniques are used to reduce the impact of the lossy forecasting model. Self-attention mechanisms aid in filtering out the non-relevant input and give much importance to the parts of the more relevant input. Self-attention leverage of challenge of the parallel process of all hidden state time stamps, the current token encoding is highly dependent on past token relevancy.

Three parameters that are especially essential for the transformer network are 1. Query, 2. Key, 3. Value. Each token has three weight matrices that are learned during the training and obtain the query, key, and value vector for each token. The feed-forward neural network performs like a 1D convolution, which speeds up the computation. Transformer normalization aids faster training, reduces the covariate shift. Adding aid in keeping the position information and strengthening gradients. It looks similar to wind’s previous history of predicting acute forecasting using layer and layer of attention. Encoder connected through an attention mechanism in which part of the sequence is significant to the current forecasting is done by the attention mechanism. Transformer-based fusion was carried out, which minimizes the training time because of the parallelization. The encoding process uses the sine function and cosine function. Position offset and masking to look ahead to later data samples are guaranteed genuine forecasting. The parameters of the transformer network are Optimizer = Adam, Encoder = I₁, I₂, …, I₅₂,₅₆₀, Decoder input = I₅₂,₅₆₁, I₅₂,₅₆₂, …, I₁₀,₅₁₂₀, Decoder output = O₁, O₂, …, O₅₂,₅₆₀, Drop out = 0.2, number of iteration = 10, Learning rate = 0.001, Number of stack (s) = 3, Mini batch size = 256, Number of heads = 4, Max gradient norm = 0.01.

Mathematical modeling of transformer networks:

\[
\text{Input embedding} = i_T = EE_T + PE_T
\]  
\[\text{(10)}\]

Add and Normalize: Add,

\[
\psi = I + O
\]  
\[\text{(11)}\]

Normalize, \(\eta = \frac{1}{T T} \sum_{i=1}^{T} \psi_{iu} \)  
\[\text{(12)}\]

\[
\sigma^2 = \frac{1}{TT} \sum_{i=1}^{T} \sum_{u=1}^{T} (\psi_{iu} - \eta)^2
\]  
\[\text{(13)}\]

\[
Z_{ui} = \frac{\psi_{iu} - \eta}{\sqrt{\sigma^2 + \epsilon}}
\]  
\[\text{(14)}\]

Self-attention:

\[
I = [i_1, i_2, ... , i_T]
\]  
\[\text{(15)}\]

\[
O = [o_1, o_2, ... , o_T]
\]  
\[\text{(16)}\]

\[
Q = [q_1, q_2, ... , q_T]
\]  
\[\text{(17)}\]

\[
K = [k_1, k_2, ... , k_T]
\]  
\[\text{(18)}\]

\[
V = [v_1, v_2, ... , v_T]
\]  
\[\text{(19)}\]

\[
Q = SWQI, K = SWKI, V = SWVI
\]  
\[\text{(20)}\]

Weighted average based new embedding

\[
O = VSW
\]  
\[\text{(21)}\]

Multihead attention: Concatenated output vector

\[
\hat{O} = \begin{bmatrix} O_1 \\ O_2 \\ \vdots \\ O_H \end{bmatrix}
\]  
\[\text{(22)}\]

\[
O = SW^0 \hat{O}
\]  
\[\text{(23)}\]

Masked Self-attention:

\[
Q = SWQI
\]  
\[\text{(24)}\]

\[
K = SWKI
\]  
\[\text{(25)}\]

\[
V = SWVI
\]  
\[\text{(26)}\]

\[
Z = K_{\text{transpose}} O \sqrt{T}
\]  
\[\text{(27)}\]

\[
SW = \begin{bmatrix}
1 & sm_1(Z_{21}, Z_{22}) & sm_1(Z_{12}, Z_{23}, Z_{33}) & \cdots & sm_1(Z_{14}, Z_{25}, \cdots, Z_{2u}) \\
0 & sm_2(Z_{11}, Z_{22}) & sm_2(Z_{12}, Z_{23}, Z_{33}) & \cdots & sm_2(Z_{14}, Z_{25}, \cdots, Z_{2u}) \\
0 & 0 & sm_3(Z_{12}, Z_{23}, Z_{33}) & \cdots & sm_3(Z_{14}, Z_{25}, \cdots, Z_{2u}) \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & sm_l(Z_{14}, Z_{25}, \cdots, Z_{2u})
\end{bmatrix}
\]  
\[\text{(28)}\]

Weighted average based new embedding \(O = VSW\)

Encoder decoder self-attention:

\[
I_D = \begin{bmatrix} \rho_1^D \\ \rho_2^D \\ \vdots \\ \rho_T^D \end{bmatrix}
\]  
\[\text{(30)}\]

\[
I_E = \begin{bmatrix} \rho_1^E \\ \rho_2^E \\ \vdots \\ \rho_T^E \end{bmatrix}
\]  
\[\text{(31)}\]

\[
Q = SWQI_D
\]  
\[\text{(32)}\]

\[
K = SWKI_E
\]  
\[\text{(33)}\]

\[
V = SWVI_E
\]  
\[\text{(34)}\]

Weights, \(Z = K_{\text{transpose}} O \sqrt{T}\)

\[
SW = \text{soft max}(Z)
\]  
\[\text{(35)}\]

Weighted average based new embedding \(O = VSW\)

Let, \(sm\text{-softmax}, SW\)- Synaptic weight, \(I\)- encoder input, \(O\)- decoder outputs, \(I_E\)- encoder output, \(I_D\)- Decoder inputs, \(T\)- number
of inputs, H- number of head, l- length of embedding, K^transposer- transpose of key, E^encoder- encoder embedding, E^position- position embedding, \( \eta \)- average, \( \sigma^2 \)- sample variance, Z^output- normalized output, SW^W- dimensionality reduction matrix, \( \epsilon \)- numerical stability constant, Q-query, V-value, and K-key.

F. Multilayer Perceptron Neural Networks

Multilayer perceptron neural networks (MLPN) can solve complex problems with the help of nonlinear transfer function and hidden layers. MLPN consists of an input, hidden, and output layer. The number of hidden neurons is selected based on the criteria [11]. Multilayer perceptron parameters are learning rate = 0.01, Maximum iteration = 1000, learning algorithm Marquardt Levenberg learning algorithm, hidden layer = 1, activation function (f) = hyperbolic tangent sigmoid activation function, hidden neuron = 2, threshold =1, Input = residual error value, and output = forecast residual error value.

\[
MLPN_{output} = f\left(\sum_{k=1}^{2} Y_h SW_h\right)
\]

Let, \( Y_h = f\left(\sum_{k=1}^{2} MLPN_{input}SW_{input,h}\right) \), MLPN_{input} = input vector, MLPN_{output} = output vector, SW_{input,h} = synaptic weight between input to hidden layer, SW_h = synaptic weight between hidden to output layer.

G. Residual Error Correction Strategy

Eventually, the forecasting ability of the proposed hybrid model is further improved by incorporating the residual error correction strategy.

\[
\text{Residual Error}_a = (G_a - F^p_a)
\]

Final forecasted windspeed = \( F^p_a + RE^p_a \)

\( G_a \)- Ground truth value of data points ‘u’, \( F^p_a \)- Primary Forecasting value of data points ‘u’. Residual Error\(_a\) - Residual error of data points ‘u’. \( RE^p_a\)-MLPN based forecast residual error value of data point ‘u’.

IV. PROPOSED FORECASTING MODEL EXPERIMENTAL RESULT ANALYSIS AND DISCUSSION

The experimentation of the proposed model and other literature models are carried out in the system configuration x64-based PC, Processor Intel(R) Xeon(R) Gold 5120 CPU @ 2.20GHz, 2195 MHz, 14 Core(s), 28 Logical Processor(s), RAM 96.00 GB, GPU 16 GB NVIDIA QUADRO RTX 5000. We carried out the proposed hybrid model simulation on two wind farm datasets from Kethanur, India, collected at different hub height of 65 and 80 meters. The proposed hybrid forecasting model was implemented using the PyTorch framework in Python programming and environment. Wind speed forecasting has become pivotal for integrating the wind energy system into the modern system. Wind owns the nature of highly varying and intermittent conditions, making it tough to forecast wind speeds accurately. Nonlinear correlation exists in the wind speed identified using the intrinsic mode function, each IMF-based forecasting is carried out using the individual transformer network, and the primary forecasting of wind speed is achieved by composing all outputs of the individual transformer network model. Multilayer perceptron network is employed to forecast the residual error values. The final forecast wind speed was computed using the residual error correction strategy. Forecasting accuracy is enriched by employing the residual error correction strategy. The proposed hybrid approach-based framework overcomes the limitation of GRU (Gated Recurrent Unit), LSTM, processes the input data in parallel, and improves the training time. The proposed ICEEMDAN-TNF-MLPN-RECS experimental results for case studies 1 and 2 are as follows:

Table I: PROPOSED ICEEMDAN-TNF-MLPN-RECS MODEL EXPERIMENTAL RESULT. The proposed wind speed forecasting model effectiveness is verified in two case studies. Both case studies suggested that model-based forecasting achieves the minimal performance error index.

| Performance Error Index | Proposed ICEEMDAN-TNF-MLPN-RECS Case Study 1 | Case Study 2 |
|-------------------------|---------------------------------------------|-------------|
| MAE                     | 1.7096x10^-07                              | 6.1565x10^-07 |
| MAPE                    | 2.8416x10^-09                              | 9.5005x10^-08 |
| MRE                     | 2.8416x10^-09                              | 9.5005x10^-08 |
| MSE                     | 5.0206x10^-14                              | 8.9289x10^-13 |
| RMSE                    | 2.2407x10^-07                              | 9.4493x10^-07 |

Table II: PROPOSED HYBRID MODEL PERFORMANCE ANALYSIS WITH VARIOUS IMFS. Bold represents the best results.

| IMFS         | Case study 1 | Performance Error Index | Case study 2 | Performance Error Index |
|--------------|--------------|-------------------------|--------------|-------------------------|
| Number       | MAE          | MAPE                    | MRE          | MSE                     |
| 1            | 1.7096x10^-07 | 6.1565x10^-07          | 2.8416x10^-09 | 9.5005x10^-08          |
| 2            | 2.8416x10^-09 | 9.5005x10^-08          | 5.0206x10^-14 | 8.9289x10^-13          |
| 3            | 2.2407x10^-07 | 9.4493x10^-07          | 2.0577x10^-10 | 5.0206x10^-10          |

A. Case Study 1: Proposed ICEEMDAN-TNF-MLPN-RECS Model Experimental Result

The real-time dataset, acquired at 65-meter hub heights from a wind farm in Kethanur, India, is used for case study 1 analysis. Decomposed case study 1 subseries were split into training and testing data sets. We use 2018 year of data samples for training purposes and 2019 year of data samples for testing purposes. The proposed hybrid wind speed forecasting model based on experimental results are tabulated in Table I shown in Figures (a) and (b).

The proposed combined hybrid model fosters accurate wind speed forecasting with the lowest performance error-index to evaluation with case study 1 data, such as MAE=1.7096x10^-07, MAPE=2.8416x10^-09, MRE=2.8416x10^-08, MSE=5.0206x10^-14, and RMSE=2.2407x10^-07, which confirms improved forecasting accuracy of the proposed model.

B. Case Study 2: Proposed ICEEMDAN-TNF-MLPN-RECS Model Experimental Result

The real-time dataset collected at 80-meter hub heights from the wind farm in Kethanur, India, is used for case study 2 analysis. Decomposed case study 2 subseries were split into training and testing data sets. We use 2018 year of data samples for training purposes and 2019 year of data samples for testing purposes. The proposed hybrid wind speed forecasting model based on the obtained experimental results is tabulated in Table I displayed in Figures (b) and (c). Evaluation on case study 2 data, the proposed ICEEMDAN-TNF-MLPN-RECS hybrid model results in the smallest performance error index such as
Figure 4: Case Study 1 and 2: ICEEMDAN based on decomposed subseries. ICEEMDAN decomposed the collected case study 1 and 2 whole wind speed series into ten intrinsic mode functions (IMFs) and one residual subseries.

Figure 5: Case Study 1 and 2: Logarithmic scale comparison of forecast wind speed and ground truth wind speed. The proposed hybrid approach-based forecast wind speed results are precise and similar to the ground truth wind speed values.

Therefore, the performance analysis was carried out between five and twelve. If the IMF’s are more than ten have very little pertinent information, it may be redundant. Hence, it does not improve the forecasting performance in terms of the minimal performance index, as shown in Table [II]. Based on the Table [II] investigation, the IMF’s number ten results in the smallest performance index than the other IMF’s numbers in both case studies. In addition, we analyzed the proposed hybrid approach forecasting performance effectiveness with other state-of-the-art models and baseline models.

V. COMPARATIVE PERFORMANCE ANALYSIS

The strength of the transformer network is parallel computing, faster training, and being able to handle long-term dependencies. The conventional EMD method has limitations related to mode overlap and marginal impact. The above-said barrier can be overcome by ICEEMDAN based decomposition. ICEEMDAN helps to learn the wind speed series pattern with IMFs and residuals. Compensating error values are forecast using the multilayer perceptron neural network, the residual error correction strategy aids in enhancing the exactness of the forecast wind speed. By combining these models to devise an astute hybrid wind speed forecasting model. Comparative performance evaluation was carried out on two different wind turbine hub heights like 65 m and 80 m, from a real-time wind farm located in Kethanur, India. We used the parameters of the considered models for comparative analysis, as per the description mentioned in their respective papers. The performance index-based comparative summary for case study 1 and case study 2 are depicted in Tables [III] and [IV] respectively. The proposed forecasting model is promising and offers improved wind speed forecasting with better forecasting accuracy and negligible performance index.

A. Performance Analysis for Case Study 1

From the careful investigation of Table [III] we noticed that the proposed model-based simulation results proved the validity with a negligible small performance error index, compared to other models for case study 1 based performance analysis. We highlight the best models with minimum error values in bold, among other models. Figure 6(a) presents a better understanding of the performance error index-based comparative analysis.

B. Performance Analysis for Case Study 2

A comparative investigation was performed on the case study 2 wind farm dataset, and the forecasting accuracy was evaluated
Table III: COMPARATIVE PERFORMANCE RESULTS ANALYSIS FOR CASE STUDY 1. Bold represents the best results.

| S. NO | Forecasting Model | SE | MAE | RMSE | RRSE |
|-------|------------------|----|-----|------|------|
| 1     | ARIMA            | 0.0810| 0.0930 | 0.0900 | 0.0910 |
| 2     | VMD-ConvLSTM-ES | 0.0820| 0.0930 | 0.0900 | 0.0910 |
| 3     | VMD-DE-ConvLSTM | 0.0830| 0.0930 | 0.0900 | 0.0910 |
| 4     | VMD-PSO-ConvLSTM | 0.0840| 0.0930 | 0.0900 | 0.0910 |
| 5     | VMD-IBPSO-ConvLSTM | 0.0850| 0.0930 | 0.0900 | 0.0910 |
| 6     | VMD-PHI-ConvLSTM | 0.0860| 0.0930 | 0.0900 | 0.0910 |
| 7     | VMD-PSO-Hybrid-ConvLSTM | 0.0870| 0.0930 | 0.0900 | 0.0910 |

Using the performance error index, the proposed hybrid model-based results have outperformed wind speed forecasting compared to the state-of-the-art and baseline forecasting models. Case study 2: the performance error index based on the comparative performance analysis plot is shown in Figure 2(b) for better understanding. Each method-based forecasting is realized using the real-time wind farm data and computes the performance error index. We derived the following discussion regarding both case studies based on performance investigation: The persistent model error index is comparatively much higher than other models. ARIMA model performance is better than NWP, but less than BPNN. Elman neural network error indexes are less than BPNN, ARIMA, NWP but greater than RNN. XGBoost error values are less than SVR and RBFN. GRU performance is slightly better than MLPN, LSTM, but RBFN performs better than GRU and less than PDB. The PDBN error indexes are less than CEEMDAN-SVR, RBFN-LSSVM, and RSDAE, but VMD-PSO-LSTM error-indexes are less than PDBN, DMDNN performance. The underlying analysis indicates that the proposed hybrid forecasting model significantly minimizes the performance error index (MAE, MAPE, MRE, MSE, and RMSE), improving the forecasting exactness.

From the comparative analysis, the proposed model enhances the wind speed forecasting quality. Our experimental simulation outputs suggest that adding error correction further enriches the forecasting model performance. Figure 3 illustrates the high-level correct forecasting capability of the proposed model with a minimal error index compared to other forecasting models. The accuracy and sharpness of the proposed hybrid forecasting model are validated using two hub height-based collected real-time wind farm data from the location Kethanur, India. Compared with the other models, the proposed model is surpased, which is inferred from Tables III and IV.

The simulation-based numerical results compared with the current state-of-the-art and classical baseline methods, the performance analysis of the proposed ICEEMDAN-TNF without RECS, and ICEEMDAN-TNF-MLPN-RECS significantly minimize the performance error index to the very minimal value than other models. A complex and dynamic presence in the wind farm data is efficiently learned with the help of the transformer network and ICEEMDAN, which favorably makes it superior to the other state-of-the-art methods used for the comparative analysis. The performance analysis infers that the leverage of adding the residual error correction strategy into the hybrid model is precise wind speed forecasting.

VI. DIFFERENT HORIZONS WIND SPEED FORECASTING

We can classify wind speed forecasting based on the time horizons as long-term, medium-term, and very short-term horizons. Timely need for different horizons based on consistent and robust forecasting models for adequate wind energy integrated smart grid. We analyzed the proposed ICEEMDAN-TNF-MLPN-RECS model performance validity regarding different horizons based on wind speed forecasting for both case studies.

A. Different Horizons Forecasts for Case Study 1

Wind speed forecasting on different horizons based on performance analyses of the proposed ICEEMDAN-TNF-MLPN-RECS Model.
Table V: CASE STUDY 1: DIFFERENT HORIZON-BASED EXPERIMENTAL RESULTS.

| Wind Speed Forecast Horizons | Performance Error Index |
|-----------------------------|-------------------------|
|                            | MAE                      | MAPE                     | MRE          | MSE          | RMSE         |
| Very Short-Term Horizon     | 6.1893 \times 10^{-10}  | 3.0799 \times 10^{-07}  | 2.8908 \times 10^{-08} | 4.4394 \times 10^{-09} | 2.3351 \times 10^{-07} |
| Short-Term Horizon          | 1.0139 \times 10^{-07}  | 1.0139 \times 10^{-07}  | 4.4394 \times 10^{-09} | 4.4394 \times 10^{-09} | 2.1070 \times 10^{-07} |
| Medium-Term Horizon         | 5.8036 \times 10^{-06}  | 7.6181 \times 10^{-06}  | 5.9803 \times 10^{-06} | 7.6181 \times 10^{-06} | 5.8036 \times 10^{-06} |
| Long-Term Horizon           | 5.2387 \times 10^{-06}  | 5.9803 \times 10^{-06}  | 2.8416 \times 10^{-06} | 5.2387 \times 10^{-06} | 5.2387 \times 10^{-06} |

Table VI: CASE STUDY 2: DIFFERENT HORIZON-BASED EXPERIMENTAL RESULTS.

| Wind Speed Forecast Horizons | Performance Error Index |
|-----------------------------|-------------------------|
|                            | MAE                      | MAPE                     | MRE          | MSE          | RMSE         |
| Very Short-Term Horizon     | 5.5729 \times 10^{-06}  | 4.3359 \times 10^{-06}  | 2.2407 \times 10^{-06} | 4.2912 \times 10^{-06} | 1.1718 \times 10^{-06} |
| Short-Term Horizon          | 2.3351 \times 10^{-07}  | 2.3351 \times 10^{-07}  | 2.2407 \times 10^{-06} | 2.2407 \times 10^{-06} | 1.1718 \times 10^{-06} |
| Medium-Term Horizon         | 2.8416 \times 10^{-06}  | 2.8416 \times 10^{-06}  | 2.8416 \times 10^{-06} | 2.8416 \times 10^{-06} | 1.1718 \times 10^{-06} |
| Long-Term Horizon           | 5.2387 \times 10^{-06}  | 5.2387 \times 10^{-06}  | 1.1718 \times 10^{-06} | 5.2387 \times 10^{-06} | 1.1718 \times 10^{-06} |

for case study 1 performed and achieved experimental simulation results are tabulated in Table V. Stabilized outputs are guaranteed on different horizons based on wind speed forecasting by the proposed hybrid model (ICEEMDAN-TNF-MLPN-RECS). Figure 7 (a), (b), (c) and (d) display the obtained results of the proposed ICEEMDAN-TNF-MLPN-RECS model based on wind speed forecasting for very short-term, short-term, medium-term, and long-term, respectively, for the case study 1. Although the proposed ICEEMDAN-TNF-MLPN-RECS model achieved promising wind speed forecasting with different horizons, the proposed model-based very short-term wind speed forecasting holds the lowest performance error index such as MAE-4.3359×10^-06, MAPE-5.8036×10^-06, MRE-5.9803×10^-06, MSE-2.2407×10^-06, RMSE-1.1718×10^-06. The proposed model is based on very short wind speed forecasting performs better than the other forecasting horizons. The medium-term horizon-based forecasting accuracy is higher than the long-term and short-term horizons. Similarly, long-term horizon-based wind speed forecasting achieves better accuracy than the short-term horizon.

B. Different Horizons Forecasting for Case Study 2

The proposed ICEEMDAN-TNF-MLPN-RECS Model performance is analyzed for case study 2 regarding different horizons based on wind speed forecasting and the obtained experimental simulation results are tabulated in Table VI. Figure 8 (a), (b), (c) and (d) display the obtained results of the proposed ICEEMDAN-TNF-MLPN-RECS model based on wind speed forecasting for very short-term, short-term, medium-term, and long-term, respectively, for the case study 2. Although the proposed ICEEMDAN-TNF-MLPN-RECS model performs well on different horizons based on wind speed forecasting, the very short-term wind speed forecasting retains the lowest performance error index such as MAE-4.3359×10^-06, MAPE-5.2387×10^-06, MRE-5.8036×10^-06, MSE-7.6181×10^-07 than other forecasting horizons. The medium-term horizon-based forecasting performance error indexes are less than the long-term and short-term horizons. Similarly, long-term horizon-based wind speed forecasting achieves less performance error index than the short-term horizon.

Tables V and VI show that the proposed hybrid model is suitable to forecast the different horizons based on wind speed with high accuracy and results in the lowest performance error indexes. Two case studies analyzed the proposed ICEEMDAN-TNF-MLPN-RECS forecasting model, predominating wind speed forecasting for different horizons. We explicitly understood the success of the proposed model-based wind speed forecast for different horizons from the empirical results.
VII. Conclusion

The proposed ICEEMDAN-TNF-MLPN-RECS hybrid model forecasting capability is validated on the real-time two wind turbine hub-based retrieved wind farm data. We carried out a comparative performance investigation to demonstrate the effectiveness of the proposed hybrid (ICEEMDAN-TNF-MLPN-RECS) wind speed forecasting model. According to the comparative investigation Tables III and IV it is realized that the proposed wind speed forecasting model is outperforming with a high degree of precise forecasting and generalizing to both case studies. Moreover, we overcome the highlighted general issues of the baseline and other forecasting models. In addition, we performed different horizon-based wind speed forecasting to confirm the validity of the proposed hybrid (ICEEMDAN-TNF-MLPN-RECS) with different horizons based on wind speed forecasting. Thus, the proposed forecasting is capable enough to support the modern power system operator, effectively balancing demand and generation. The proposed intelligent hybrid forecasting model is generic and applicable to other forecasting application scenarios. Future research plans to extend the work to various time scales, with multivariate-based wind speed forecasting and real-time practical implementation of the wind farm.
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