Application of a microrheology technique to measure the viscosity of disodium cromoglycate liquid crystal
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ABSTRACT

Although the science of rheology is well established, some important challenges still persist to measure the viscoelastic properties of complex fluids, such as biological solutions and liquid crystals (LC). In this work, we present a method, based on the calculation of the step length of Brownian particles, to measure the effective local viscosity sensed by microscopic objects in the LC host. This approach allowed us to quantify the anisotropy of the viscosity, and it could also be extended to measure the local viscosity in other nonhomogeneous media. We also present a new guided light dark-field microscopy technique that was used to track particles during our experiments.

Introduction

Many biological fluids are complex assemblies of self-aligned polymers and other large molecules. Biofilms and synovial fluid are two good examples. Most of them are said to be non-Newtonian, which means that the shear viscosity depends upon the shear rate. These fluids are generally nonhomogeneous and some of them can exhibit quasi macroscopic anisotropic properties [1–6]. The biological functions of these fluids as well as the behavior of microorganisms that live in these environments are very sensitive to the local physical properties of the host [1–3, 7–11]. It is thus of great importance to characterize non-Newtonian fluids and to understand how their local properties (like the local viscosity) affect the passive diffusion of molecules and the active movements of microorganisms (such as flagellated bacteria) [7–14]. The effective viscosity sensed by microscopic objects in such self-aligned fluids not only has directional dependence (as in liquid crystals (LCs)), but it depends also upon their speed [3,15] and finally, in nonuniform solutions, upon their position [3,16]. Since conventional rheometer techniques measure viscosity by moving a large amount of liquid, they cannot determine the local viscosity. In addition, when the liquid is formed with rod-shaped aggregates that can form a well aligned matrix (such as lyotropic LC), these methods will reorganize or destroy the aggregates and their alignment, thus dramatically changing the viscosity of the medium [17]. Finally, since the conditions in which the conventional viscosity is
measured are very different from passive or active diffusion of microscopic objects in complex solutions, it would be difficult to use this measurement to model their displacement.

The conventional rheology technique can clearly help to describe the viscoelastic properties of complex media, but microrheology techniques are needed to complete this characterisation [18–21]. In this report, a low-cost method based on the Brownian motion of microspheres is revisited for measuring viscosity. These measurements are based on the calculation of the step length (SL) rather than the conventional mean square displacement (MSD) of Brownian particles since a previous report has shown that this method is more accurate when a small number of step is used [22]. This technique can be used to model the effective viscosity sensed by microscopic objects that move slowly in non-Newtonian fluids. It also allows the measurements of local viscosity and its anisotropy. In the present work, this analysis is first tested by using Newtonian solutions of sucrose with known viscosity (as a reference) and is then applied to water solutions of disodium cromoglycate (DSCG), which is a lyotropic LC. A new microscopy technique is also presented and qualitatively characterized. This technique, named “guided light dark-field” (GLDF) microscopy, was specifically used to perform the viscosity measurements in DSCG solutions.

**Theory**

**Viscosity calculation**

To measure the viscosity of our solutions, a technique similar to that described in [22] was used (with known size of microspheres rather than known viscosity). Below, a similar derivation to that found in [22] is described, but for one dimension only. From the theory of Brownian motion in one dimension, the number of particles ($dn$) that execute a given squared step length ($SSL$) in a fixed time interval ($\Delta t$) is described by the following density probability

$$P(SSL, \Delta t) = \frac{dn}{dSSL} = \frac{1}{2D\Delta t} e^{\frac{-SSL^2}{2D\Delta t}},$$

(1)

where $D$ is the diffusion coefficient. For a spherical particle in a fluid, $D$ can be determined by the following expression [18]

$$D = \frac{kT}{3\pi \eta d},$$

(2)

where $k$ is the Boltzmann constant, $T$ is the temperature in Kelvin and $d$ is the diameter of the particle. The Eq. (1) has the form of an exponential distribution. The average squared step length $<SSL>$ is given by

$$<SSL> = 2D\Delta t.$$

(3)

The probability to obtain $n$ particles within the interval $dn$ of step length $SL$ within the interval $dSL$ and time interval $\Delta t$ can be mathematically derived from Eq. (1):

$$P(SL, \Delta t) = \frac{dn}{dSL} = \frac{dn}{dSSL} \frac{dSSL}{dSL} = 2SL \frac{dn}{dSSL},$$

(4)

so that

$$P(SL, \Delta t) = \frac{SL}{D\Delta t} e^{\frac{-SL^2}{2D\Delta t}}.$$

(5)
This equation has the same form as the Rayleigh distribution equation with the mean of the distribution of \( SL \) given by the following expression

\[
SL = \sqrt{\frac{\pi D \Delta t}{2}}.
\]  

(6)

By using the Eq. (2) we obtain

\[
SL = \sqrt{\frac{kT \Delta t}{6\eta d}},
\]  

(7)

from which we finally obtain the equation for the viscosity in terms of the mean step \( SL \) length in a given time interval \( \Delta t \):

\[
\eta = \frac{kT \Delta t}{6d SL^2}.
\]  

(8)

**Guided light dark-field microscopy principle**

GLDF microscopy was used to visualize the Brownian motion of microspheres. In this technique, a laser beam is injected into the edge of a coverslip and initially remains trapped inside (Fig. 1). When light enters the sandwich-like chamber containing the solution, it can escape the coverslip, but it remains trapped in the chamber (between the two coverslips). The light scattered by the objects (microparticles) in the solution is then the only light that can escape and be collected by the objective (perpendicular to coverslips), as in conventional dark-field microscopy.

For this technique to work properly, the light beam must be injected into the coverslip at a well-defined angle that is calculated here. First, we have to calculate the critical angle for each interface. These angles can be obtained by using the well-known Snell-Descartes law

\[
\alpha_c = \sin^{-1} \frac{n_2}{n_1},
\]  

(9)

where \( n_1 \) is the refractive index of the medium where the light come from and \( n_2 \), the refractive index of the second medium. If we suppose \( \alpha_1 \) is between 0 and 90° with \( n_1 = 1 \), \( n_2 = 1.51 \) and \( n_3 = 1.33 \) we obtain the following critical angles (Fig. 1):

- \( \alpha_{2c} = 41.47^\circ \) (light rays injected at angles between 41.47° and 90° will remain in the guide in the area of glass–air interfaces),
- \( \alpha_{4c} = 61.74^\circ \) (light rays injected at angles between 41.47° and 61.74° will enter the water-solution when reaching the glass–water interface).
Then we can calculate what will be the angle of penetration in water:

\[ \alpha_5 = 48.75\,° (\alpha_4 = 41.47\,°) \text{ to } 90\,° (\alpha_4 = 61.74\,°). \]

In the case where the injector is coupled to the coverslips (glass–glass interface) the injection angle \( \alpha_1 \) should be between 41.47° and 61.74°. For an air coupled injector (air–glass interface) the injection angle should be between 0° and 44.37°, which correspond to guided angles \( \alpha_4 \) between 48.53° and 61.74°. It is important to note that this technique can be used with any dry objectives, but the presence of water or oil between the coverslip and the objective would allow the light to enter directly into the objective, thereby creating an enormous background signal.

**Materials and methods**

**Bacterial culture**

*E. coli* strain HCB33 (wild type) (obtained from the laboratory of Howard Berg) was used exclusively to test the GLDF technique on passive (bacteria stuck on one surface) and active (swimming bacteria) anisotropic objects (oblong shape). Bacteria were first grown on agar plate (15 g agar, 10 g Bacto-Tryptone and 5 g NaCl in 1 liters) at 37° C for 24 hr. Bacteria from a single colony were then selected from this plate and grown overnight to saturated phase at 34°C in a shaking incubator at 200 rpm. The saturated culture was then diluted by a factor of 10 in motility buffer (MB) (10 mM KPO₄, 0.1 mM EDTA and 10 mM lactic acid) and a small amount of this mixture was injected directly in the chamber for observation.

**Sucrose solution**

To estimate the precision of our viscosity measurements, solutions of sucrose with known viscosity were used as reference [19]. Various quantities of sucrose were added to deionized (DI) water containing microspheres with diameters ranging from 0.2 µm to 2 µm (see Table S1 for more information) to obtain solutions with a volume around 2 ml and concentrations of sucrose of 0 wt%, 47 wt%, or 63 wt%. Since the reference viscosity has been measured at 20°C, the heating and cooling stage HCMIS and TC-10 controller (from ALA scientific instrument, Farmingdale, NY) were used to control the temperature of the sample. To do so, two temperature probes were used: one (the reference probe) was directly fixed onto the upper surface of the chamber and the other one was inserted inside the stage. The temperature on the top of the chamber was observed to change by at most ±0.3°C (20 ± 0.3°C), but the temperature indicated by the probe inside the stage varied between 18°C and 21°C.

**DSCG LC solution**

The well-known asthma drug DSCG (Sigma-Aldrich C0399, St. Louis, MO) was used to make the LC solutions [20]. To obtain various concentrations of DSCG LC, a concentrated solution was first made by adding 16 wt% of DSCG to 84 wt% of DI water. To solubilize the DSCG completely, this mixture was heated for at least 10 min at 55°C and then agitated for about 1 min. The concentrated solution was stored at 4°C and discarded after one week. This solution was always heated at 55°C for 5 min and then shaken for 1 min for homogeneity just before each use. A small amount of the concentrated LC was then diluted into a suspension with a total volume of 160 µL containing polystyrene microspheres with diameters between 0.2 µm and 2 µm (see Table S1) to obtain a DSCG concentration from 0 wt% to 13.7 wt%. All
our experiments in DSCG LC were made at room temperature (22.5 ± 0.5°C). In this condition, DSCG creates a nematic LC phase above 11 wt% and isotropic phase below 10 wt%. Between 10 wt% and 11 wt% both phases coexist.

**Observation chamber**

To study our solutions, a custom optical chamber was used. To fabricate this chamber, two coverslips were covered by spin coating with a layer of PI-150 at 1% (Nissan Chemical B79032-50, Houston, TX). These surfaces were then rubbed in opposite directions by using the technique explained in [23]. A cavity was finally formed by joining together two coverslips with periphery UV glue (Nordland, Optical Adhesive 65, Cranbury, NJ) containing 30 µm or 60 µm glass beads used as spacers (Duke Scientific Corporation 9030 and 9060, Palo Alto, CA) (Fig. 1). The final solution was injected into the chamber by capillarity. The chamber was sealed with transparent nail polish to prevent fluid movements and water evaporation. Viscosity measurements for each increment of concentration were acquired from at least 3 different samples made from at least 2 different stock solutions.

**Visualization technique**

GLDF microscopy was used to visualize particles in all samples except the sucrose solutions that were observed in bright field microscopy (since GLDF microscopy is incompatible with our heating and cooling stage). The injector from the lightguide-based Total Internal Reflection Fluorescence Microscope from TIRF Technologies (Morrisville, NC) was used to inject the light into the coverslip. A laser with a wavelength of 473 nm and a power of 550 mW (TIRF Technologies) was used to illuminate the sample. To test the impact of noncoherent light (white light) on the acquired images, the X-Cite 120 XL lamp from EXFO (Quebec, Canada) was also used for illumination. To detect the microspheres, a 50x objective with 0.5 NA (Olympus LMPLFLN 50X, Tokyo, Japan) was employed. The EMCCDiXon3 888 camera (Andor Technology, South Windsor, CT) mounted on an IX71 microscope (Olympus) was used to record images of the samples. Images of microspheres with diameter varying from 0.2 µm to 3 µm or bacteria (in water) were recorded to characterize the light pattern scattered by objects with different shapes and sizes.

**Viscosity measurements**

The Brownian motion of polystyrene beads was used to measure the viscosity of solutions of DSCG or sucrose. The concentration of microspheres was chosen to rapidly acquire good statistics, while limiting the particle’s aggregation (see Tables S1 and S2). Our analysis algorithm excluded the trajectories where two microspheres came too close to each other (about 2 µm). In the anisotropic phase of DSCG LC, the concentration was an order of magnitude lower to prevent inter-particle interactions (due to elastic forces). A previous report has shown that particles interact with each other when the distance between them is smaller than 3 particle diameters for tangential surface alignment (as for our particles) and with a LC with similar elasticity constants than those of the DSCG [24,25]. As we can see in Table S2, the mean distance between particles is always much higher than this limit. Videos containing 100 frames were recorded by a custom LabVIEW program (National Instruments,
Austin, TX) at an acquisition rate varying from 6.7 fps to 1/6 fps (depending upon the diameter of microspheres and the concentration of DSCG or sucrose) and an exposure time of 33 ms.

Videos of the microspheres diffusion were analyzed with a custom particle-tracking algorithm in the MATLAB computing environment (MathWorks, Natick, MA). The position of every particle in each frame was determined by identifying the center of a Gaussian function fitted on the signal recorded by the CCD. The precision on the position was better than 100 nm. To obtain the viscosity of the host medium, the SL was first computed for each particle as the absolute value of the difference between its position in two consecutive images (\(|\Delta p| = \sqrt{\Delta x^2 + \Delta y^2}\)). Then, the possible directional drift of the sample was corrected separately in every movie by removing from each position the mean of \(\Delta p\) calculated for every microspheres in the movie. Finally, the effective viscosity along the axes parallel (\(x\) axis) and perpendicular (\(y\) axis) to the director \((n)\) (corresponding to the alignment of the aggregates) of DSCG was computed from the average SL of each trajectory using the expressions derived above (Eq. 8). To determine the orientation of the director, the sample was observed between two crossed polarizers. The orientation of the director was then identified as the angle between the \(x\) axis (the rubbing direction) and the polarizers that maximized the transmitted light [26]. To demonstrate that the diffusion of the microsphere was normal at the time scale used for our measurements, the mean squared displacement (MSD) was plotted as a function of time [21,27]. Trajectories with less than 10 frames were discarded. Microspheres with diameters varying from 0.2 \(\mu\)m to 2 \(\mu\)m were used (see Table S1).

**Results and discussion**

**Calibration of the viscosity with sucrose solution**

As mentioned earlier, it is possible to measure the viscosity of a solution by observing the Brownian motion of particles with known size. To estimate the precision of this approach, we measured the viscosity of solutions of sucrose (with determined viscosity) using microspheres with diameters ranging from 0.2 \(\mu\)m to 2 \(\mu\)m (see Table S1). In Fig. 2(B), we can see that the precision of our viscosity measurements is around 12% and the difference between the viscosities recorded from measurements obtained from different size of beads is at most 8% (Fig. 2(C)). However, the precision on the ratio of the viscosities in two perpendicular directions is better, with a value around 4% (Fig. 2(D)).

A priori, we expected this technique to be more precise, but we think that the difference between the measured and the reference viscosities could come from temperature variations. Since it was impossible to insert the reference probe (small thermistor) inside the chamber, this probe was positioned above the surface of the chamber. It is therefore possible that the actual temperature inside the chamber deviated from the value measured with the probe. A second probe that measured the temperature of the heating and cooling element (inside the stage) detected a temperature between 18\(^\circ\)C and 21\(^\circ\)C, so the temperature inside the chamber could fluctuate at least between these two values. Using these fluctuations, we obtain a possible variation of the viscosity of +4% and −3% in water, +6% and −5% at 47 wt% of sucrose, and +11% and −7% at 63 wt% of sucrose. Temperature fluctuations could therefore explain the majority of the difference between our measurements and the reference values. Since the volume of each solution was relatively large, the uncertainty on the concentration was small (around 0.1 wt%) and should not greatly affect the viscosity. Finally, the measured viscosity of water at room temperature, namely \((22.5 \pm 0.5)\)\(^\circ\)C, was \((0.96 \pm 0.01)\) mPa s while the expected
Figure 2. Comparison of the reference viscosity (obtained from [28]) with the one measured with 5 sizes of microspheres in solutions of sucrose. (A) Average viscosity, obtained from the measurements performed with microspheres with diameters from 0.2 µm to 2 µm, in the x-axis (squares), in the y axis (diamonds) and viscosity obtained from [28] (circle). (B) Relative difference between the reference values and our viscosity measurements in A. (C) Relative difference between the values obtained in A and those measured with each size of microspheres. (D) Ratio of the viscosity along the x axis and the viscosity along the y axis as a function of the sucrose concentration. Each symbol in (C) and (D) correspond to the viscosity measured with a specific microsphere diameter; □ = 0.2 µm, ◇ = 0.5 µm, ◦ = 0.75 µm, △ = 1 µm, and ▽ = 2 µm. The standard errors of the mean (SEM) have been used as uncertainties values.

value is (0.95 ± 0.01) mPa s. We conclude that this technique can reach a precision of 1% on viscosity measurements in a well-controlled environment.

Viscosity of DSCG solution in distilled water

To use our method in a non-Newtonian anisotropic liquid, we measured the viscosity of DSCG solutions with different concentrations. Using the viscosity measurement technique described above (for the sucrose solutions), we found the effective viscosity of solutions of DSCG LC in the direction parallel and perpendicular to the director n. We first verified whether the measured viscosity of DSCG solutions depended on the size of the probe microparticles. The section below shows that our measurements are independent of the microspheres’ diameter. We therefore averaged the data from all particle sizes to obtain the points reported in Fig. 3.

Using this technique we also measured the viscosity of DSCG solution in Motility buffer (MB) and the results are reported in [11]. By comparing Figs. 3(A) and (B) with data in MB taken from [11], we observe three concentration zones with the same characteristics in both media: (1) a slight increase of the viscosity in the isotropic phase, (2) a fast exponential growth
of the viscosity in what we call the pretransition zone (concentration range between 6 wt% and 10 wt%), and (3) a slower exponential growth and appearance of anisotropy of the viscosity in the nematic phase. The anisotropy of the viscosity is similar in both media with a value between 2 and 2.5 in DI water and around 2.2 in MB. As reported in [11], the second zone (exponential increase of the viscosity) happens well before the isotropic-nematic phase transition and is probably caused by the fast increase in the length of the DSCG aggregates. However, the viscosity in MB solutions is at least 20% higher than the one in DI water in that zone and above (see Fig. 3(B)). Interestingly, this difference is more important in the pretransition zone than in the nematic phase, with a viscosity in MB solutions reaching twice that in DI water at 9.2 wt%. A difference between these two media was expected since the ions in the solvent change the properties of the DSCG solution [29–30], but we are not aware of any study that reported the maximum difference to be in that region (just before the phase transition). Since the DSCG concentration in the two solutions is exactly the same, we think that interactions between the DSCG molecules (i.e., aggregation) are noticeably affected by the presence of ions, causing the change of viscosity. Since the pretransition zone is where the viscosity depends most strongly upon the concentration, it is understandable that it is also in this region that the effect of solvent is most pronounced.

Finally, by comparing the solutions in DI water with those in MB, we observe that the concentration of the LC transition seems to be rather weakly affected by the solvent: solutions at 9.2 wt% were always completely isotropic and those at 10.2 wt% were always a mix of the two phases. However, the ratio of these phases was different: the solutions in DI water show only about 10% of anisotropic fraction compared to approximately 50% in MB solutions. We conclude that the shift in concentration of the LC transition is less than 1 wt% (our concentration increment) and must be around 0.5 wt% based on the comparison of samples from both solutions.

When the bulk velocity of the medium is high enough in the nematic phase, it can in principle perturb the alignment of the DSCG molecule. Since a small drift was observed in our samples, the Ericksen number has been computed [18] to verify whether this drift could perturb the alignment of the DSCG aggregates. The Ericksen number is given by the following...
Table 1. Ericksen number computed for the drift in the samples in the nematic phase

| Concentration (±0.2) (wt%) | Mean value for all samples | Maximum value in samples |
|---------------------------|----------------------------|--------------------------|
| 11.2                      | 0.0009                     | 0.0048                   |
| 12.2                      | 0.0007                     | 0.0056                   |
| 13.2                      | 0.0011                     | 0.0022                   |

expression

\[ E_r = \frac{\eta v L}{K} \]

where \( \eta \) is the viscosity, \( v \) is the bulk velocity, \( L \) the length scale and \( K \) the elasticity (around 10 pN for DSCG solution [25]). By using a length scale of 1 µm, the drift in the sample as bulk velocity and our viscosity measurements, we found that \( E_r \) was always much smaller than 1 (see Table 1), which means that the drift doesn't perturb the alignment of the aggregates [25].

**Linear correlation between the mean squared displacement (MSD) and time**

To make sure that the diffusion of microspheres was always normal, we plotted the MSD as a function of time. A linear relationship was always observed for the first 50 data points (short times) for any size of particles and DSCG concentration (see Fig. 4 for an anisotropic solution and Figure S3 for some others samples). For longer times, the relation was noisier due to a limited number of data and to the spread of the MSD distribution with the time. Indeed, fewer particles were tracked for more than 50 frames because they moved outside of the field of view (as much in the \( z \) direction as in the \( xy \) plane). To quantify the linearity of this relation for various time intervals, the linear coefficient (also known as Pearson product moment coefficient of correlation) between the MSD and time was computed for only the first 10 points and then for 50 points (for each size of particle and DSCG concentration). As we can see in Figs. 5(A) and (B) the relation at short times is strictly linear (a linear coefficient of 1 is a perfect linear relation), which corresponds to normal diffusion. For longer period of time (Figs. 5(C) and (D)), the relation is still linear but noisier. Note also that we do not observe

![Figure 4](image-url)  
**Figure 4.** MSD versus time for anisotropic solutions with 11 wt% of DSCG. Panel (A) was analyzed from the diffusion in the direction parallel to \( \mathbf{n} \) and panel (B), from the diffusion in the direction perpendicular to \( \mathbf{n} \). Each color corresponds to the viscosity measured with a specific microsphere diameter; black = 0.2 µm, blue = 0.5 µm, green = 0.75 µm, red = 1 µm, and magenta = 2 µm. The standard errors of the mean (SEM) have been used as uncertainties values.
Figure 5. Linear coefficient of the MSD versus time showing that the diffusion is normal (at various DSCG concentrations in DI water). In (A) and (B), the linear coefficient was computed from the first 10 data points, while the first 50 points were used in (C) and (D). Panels (A) and (C) correspond to data in the direction parallel to $\mathbf{n}$ whereas panels (B) and (D) are for data in the direction perpendicular to $\mathbf{n}$. For each concentration, the probability to obtain the same coefficient value with a random distribution was estimated to be $\leq 10^{-15}$. Each symbol corresponds to the viscosity measured with a specific microsphere diameter; $\square = 0.2 \mu m$, $\diamond = 0.5 \mu m$, $\bigcirc = 0.75 \mu m$, $\Delta = 1 \mu m$, and $\bigtriangledown = 2 \mu m$.

Any difference in this linear coefficient before and after the LC transition. In reference [21], anomalous diffusion was observed after the LC transition, but our minimum sampling time (0.4 s) was very likely too large for us to observe this effect.

**Dependence of the measured DSCG viscosity on the size of the microspheres**

To verify whether the measured DSCG viscosity depends on the size of particles used as probes, the DSCG viscosity was measured from the diffusion of polystyrene microspheres of five different diameters at each DSCG concentration. In Fig. 6, the viscosity from each size was normalized by the average viscosity at each DSCG concentration. It is difficult to extract any systematic variation of viscosity with particle size from our measurements, so we averaged the data of all particle sizes together to obtain the points reported in Fig. 3. Since the scatter between the points is on the order of 20%, we can claim that the measured DSCG viscosity varies by at most 20% for particles with a diameter between 0.2 $\mu m$ to 2 $\mu m$ and tangential anchoring of the director (measured by polarizing microscope, not shown here).

**Guided-light dark field microscopy**

To test the GLDF technique we first visualized microspheres with different sizes. As we can see in Fig. 7, the light pattern scattered by the microspheres change with their size. The
Figure 6. Dependence of the measured DSCG viscosity on the size of microspheres. (A) Normalized DSCG viscosity (see text) in the direction parallel and (B) perpendicular to \( \mathbf{n} \) as a function of the DSCG concentration. (C) Ratio of the DSCG viscosity in the direction perpendicular on the viscosity parallel to \( \mathbf{n} \) as a function of the DSCG concentration. Each symbol correspond to the viscosity measured with a specific microsphere diameter; \( \square = 0.2 \, \mu \text{m}, \, \lozenge = 0.5 \, \mu \text{m}, \, \circ = 0.75 \, \mu \text{m}, \, \Delta = 1 \, \mu \text{m}, \) and \( \triangledown = 2 \, \mu \text{m}. \) The SEM is used as uncertainties values.

pattern is symmetric when the particle is smaller than the diffraction limit (~500 nm) (at 0.2 \( \mu \text{m} \)) but it becomes asymmetric when their diameters are higher (from 0.5 \( \mu \text{m} \) to 3 \( \mu \text{m} \)). In this case, the pattern of each microsphere does not change with time since the particles have a spherical shape. However, when some beads aggregate, the light scattered by the aggregates starts to twinkle since the long axis of the cluster rotate with time. Therefore this technique allows the detection of aggregation and it even enables the differentiation of the microspheres sizes by using the directional and temporal dependence of the signal.

We also observed the light scattered by anisotropic objects (rod-shaped bacteria). As we can see in Figs. 8(A)–(C), the pattern is greatly dependent on the orientation of the bacteria. Here again, the intensity of the light twinkles when the bacteria move since its orientation changes. This specificity could be used to record the rotational speed of anisotropic objects. Finally we recorded some images by illuminating the sample with white light (noncoherent) to verify if these patterns were caused by interferences (speckle) or by the orientation of the light rays. As we can see in Fig. 8(D) the pattern does not change by using noncoherent light, so this effect is caused by the orientation of light rays and should be controllable by the injection angle (i.e., the angle at which the light enters the side of the coverslip, namely \( \alpha_1 \) in Fig. 1). But the injection angle in our injector is very hard to precisely control, so the possibility of controlling the light pattern by changing the injection angle has not been tested further. It is

Figure 7. Light scattered by microspheres with diameters ranging from 0.2 \( \mu \text{m} \) to 3 \( \mu \text{m} \) (Table S1) when using GLDF microscopy. The white scale bar measures 5 \( \mu \text{m} \).
Figure 8. Patterns of the light scattered by bacteria with different orientation when using GLDF microscopy. (A) Bacteria in the $xy$ plane and oriented parallel with the injection, (B) bacteria in the $xy$ plane and oriented perpendicular with the injection and (C) bacteria tilted in the $yz$ plane and oriented in the direction of the injection (in the $xy$ plane). (D) Same as (A) but illuminated with white light. The white scale bar measures 3 $\mu$m.

important to note that this effect cannot be removed since the minimum angle made by the light ray in the sample ($\alpha$ in Fig. 1(B)) is around 49$^\circ$.

**Conclusion**

We have revisited analyses of the Brownian motion of particles by using a new approach to measure the viscosity of complex fluids. This technique can be used to measure local viscosity and its anisotropy. The precision on the measurements is approximately 10% on the absolute value of the viscosity, and 4% on the ratio of viscosities between different axes. By calculating the viscosity with the SL of Brownian motion in DSCG solutions we were able to observe an exponential increase in viscosity with DSCG concentration (that begins in the pretransition zone), and to measure the anisotropy of the viscosity in the LC phase. We also compared the viscosity of DSCG solutions in deionized water and in a MB containing various ions. In both solutions, we observed the same three regimes (purely isotropic, pretransition and anisotropic), but starting in the pretransition zone, the viscosity was at least 20% higher in a MB solution. The largest difference was found to be in the pretransition zone (at 9.2 wt%). This characteristic is not surprising since the physical properties of the media in this zone are very sensitive to the experimental conditions (concentration, temperature, etc.).

We also described a new visualization technique named guided-light dark-field that can be used with any dry objective and laser source. This technique consists in guiding light into a closed chamber with an axial symmetry, so the light collected by the objective is only the one scattered by the micro-objects in solution. We noticed that the light scattering pattern changes with the size, the shape and the orientation of microscopic particles. We postulate that this effect is caused by the tilt of the illumination. This particularity could be advantageously used to differentiate different sizes of spherical particles, to detect anisotropic aggregation and to observe the temporal variation of the orientation of an anisotropic object.
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