Self-supervised Representation Learning of Neuronal Morphologies

Marissa A. Weis¹  Laura Pede¹  Timo Lüdecke¹  Alexander S. Ecker¹ ³

Abstract
Understanding the diversity of cell types and their function in the brain is one of the key challenges in neuroscience. The advent of large-scale datasets has given rise to the need of unbiased and quantitative approaches to cell type classification. We present GRAPHDINO, a purely data-driven approach to learning a low dimensional representation of the 3D morphology of neurons. GRAPHDINO is a novel graph representation learning method for spatial graphs utilizing self-supervised learning on transformer models. It combines attention-based global interaction between nodes and classic graph convolutional processing. We show, in two different species and cortical areas, that this method is able to yield morphological cell type clustering that is comparable to manual feature-based classification and shows a good correspondence to expert-labeled cell types. Our method is applicable beyond neuroscience in settings where samples in a dataset are graphs and graph-level embeddings are desired.

1. Introduction
The brain is structured into different areas that contain diverse types of neurons (Ascoli et al., 2008). The morphology of cortical neurons is highly complex with widely varying shapes that are tightly linked to their function. For example, the axonal and dendritic processes of a neuron determine its connection to other cells and potentially areas (Goldberg et al., 2004; Oberlaender et al., 2012).

Cell morphology has long been used to classify neurons into cell types (Ramón y Cajal, 1911). Morphology-based classification has traditionally been carried out by either laborious expert analysis through visual inspection (Ascoli et al., 2008; Defelipe et al., 2013) or by computing a set of predefined, quantitatively measurable features such as number of branching points (Uylings & Van Pelt, 2002; Scorcioni et al., 2008; Oberlaender et al., 2012; Polavaram et al., 2014; Markram et al., 2015; Lu et al., 2015).

Both approaches have deficits. The classification of neurons by experts has been shown to have a high variance, within and between expert annotators (Defelipe et al., 2013). Similarly, the definition of fixed morphological features for classification introduces biases into the classification process by only taking a limited set of features into account, for instance only certain neuronal compartments (Wang, 2018). These features might be specific to the studied neuronal population, complicating application to new areas or species, or one might overlook important features that are not immediately visible.

Recent advances in recording technologies have greatly accelerated data collection and therefore the amount of data available. Increasing dataset sizes render classifying all neurons manually infeasible, but provide optimal conditions to apply unsupervised machine learning methods. We propose to learn features from the 3D morphology of neurons in a purely data-driven fashion that allows the model to pick relevant features, thereby reducing the shortcomings introduced by explicit feature selection. We learn a low-dimensional representation of the 3D shape of each neuron that captures its essence. Using the learned feature space, we cluster neurons into morphological cell types.

Our contributions in this paper are threefold:

1. We propose a new self-supervised model to learn graph-level embeddings for spatial graphs.
2. We introduce a new attention module that takes the adjacency of graphs into account and combines between transformer-style key-value attention and message passing between neighbors as in graph neural networks.
3. We apply this approach to the classification of excitatory neuronal morphologies and show that it produces clusters that are consistent with known excitatory cell types obtained by manual feature-based classification and expert-labeling.
Our code is available at https://eckerlab.org/code/weis2021b/.

2. Related Work

2.1. Cell type classification based on neuronal morphologies

Morphology has been used for a long time to classify neurons by either letting experts visually inspect the cells (Ramón y Cajal, 1911; Defelipe et al., 2013) or by specifying expert-defined features that can be extracted and used as input to a classifier (Oberlaender et al., 2012; Markram et al., 2015; Kanari et al., 2017; Wang, 2018; Kanari et al., 2019; Gouwens et al., 2019) (see Armananzas & Ascoli (2015) for review). Ascoli et al. (2008) made an effort to unify the used expert-defined features.

With the advent of new technologies for microscopic imaging, electrical recording, and molecular analysis such as Patch-seq (Cadwell et al., 2015) and other methods that allowed the simultaneous recording of the transcriptomy, electrophysiology and morphology of whole cells, several works have explored to predict cell types from multiple modalities (Gala et al., 2021) or to predict one modality from the other (Cadwell et al., 2015; Scala et al., 2021; Gouwens et al., 2020). Oberlaender et al. (2012) and Markram et al. (2015) classify neurons to build a model of a whole neural circuit.

Modeling neuronal morphologies. There are several works that try to learn a representation of neuronal morphologies. Laturnus & Berens (2021) propose a generative approach involving random walks in graphs to model neuronal morphologies. Schubert et al. (2019) process 2D projections of neuronal morphologies with a convolutional neural network (CNN) to learn low-dimensional representations. Seshamani et al. (2020) extract local mesh features around spines and combine them with traditional Sholl analysis (Sholl, 1953). Gouwens et al. (2019) define a set of morphological features based on graphs and perform hierarchical clustering on them. We use the latter as a baseline for a classical approach with pre-defined features.

2.2. Graph Neural Networks (GNNs)

Graph neural networks learn node representations by recursively aggregating information from adjacent nodes as defined by the graph’s structure. While early approaches date back over a decade (Scarselli et al., 2009) recently numerous new variants were introduced for (semi-) supervised settings: relying on convolution over nodes (Duvenaud et al., 2015; Hamilton et al., 2017; Kipf & Welling, 2017), using recurrence (Li et al., 2016), or making use of attention mechanisms (Veličković et al., 2018). A representation for the whole graph is often derived by a readout operation on the node representations, for instance averaging. See Dwivedi et al. (2020) for a recent benchmark on graph neural network architectures.

Transformer-based GNNs. Zhang et al. (2020) and Dwivedi & Bresson (2021), similar to us, use transformer attention to work with graphs.

However, Zhang et al. (2020) compute transformer attention over the nodes of sampled subgraphs, while Dwivedi & Bresson (2021) compute the attention only over local neighbors of nodes, which boils down to a weighted message passing that is conditioned on node feature similarity, and trains supervised.

Unlike previous approaches, we compute the attention between nodes of the global graph and adapt the transformer attention to consider the adjacency matrix of the graph, which allows the model to take into account both the direct neighbors of a node as well as all other nodes in the graph.

Contrastive learning on graphs. Contrastive learning has proven to be a useful technique for training image feature extractors (Oord et al., 2018; Chen et al., 2020; Chen & He, 2021; Caron et al., 2021) and has been investigated for learning graph (Li et al., 2016; Hassani & Khasahmadi, 2020; Qiu et al., 2020; Xu et al., 2021) and node (Veličković et al., 2019) representations.

Narayanan et al. (2017) learn graph representations through skip-gram with negative sampling by predicting present subgraphs. Sun et al. (2020) learn graph-level representations in a contrastive way, by predicting if a node and a graph representation originate from the same graph. Similarly, Hassani & Khasahmadi (2020) put node features of one view in contrast with the graph encoding of a second view and vice versa. They build on graph diffusion networks (Klicpera et al., 2019) and only augment the structure of the graph but not the initial node features. Qiu et al. (2020) propose a generic pre-training method which uses an InfoNCE objective (Oord et al., 2018) to learn features by telling augmented versions of one subgraph from other subgraphs. For augmentation, random walks are used. Xu et al. (2021) aim to capture local and global structures for whole-graph representation learning. To this end, they rely on an EM-like algorithm to jointly train the assignment of graphs to hierarchical prototypes, the GNN parameters and the prototypes. Zhu et al. (2021) propose adaptive augmentation, which considers node centrality and importance to generate graph views in a contrastive framework.

Unlike prior work, we contrast two global views of a graph in order to learn a whole-graph representation. Our method operates on spatially embedded graphs, in which nodes correspond to points in 3D space. We make use of this knowledge in the choice of our augmentations.
Figure 1. A. Model architecture. During training the graph of the neuronal skeleton $x$ with node features $v_i \in V = \{v_i\}_{i=1}^N$ is transformed into two views $x_1$ and $x_2$ through graph augmentation and encoded by two neural networks that consist of multiple graph attention modules. The student network is trained using gradient descent, while the weights of the teacher network are an exponential moving average (ema) of the student weights. B. Latent vectors $p_1$ and $p_2$ are optimized to be close to each other. C. Graph attention is an adaptation of standard transformer attention (Vaswani et al., 2017) with a learned bias of the attention matrix towards the graph adjacency matrix $A$.

3. Methods

We propose GRAPHDINO, an adaptation of DINO (Caron et al., 2021), to work on graph data with the following alterations: (1) we incorporate the graph’s adjacency matrix into the attention computation; (2) we use the graph Laplacian as positional encoding; (3) we define augmentations suitable for spatial graphs. In this section, we first describe DINO and then our adaptations.

3.1. DINO

DINO is a self-supervised model for learning latent representations of images, that can then be used to perform image classification or other downstream tasks. DINO consists of a student network $g_{s_{t}}$ and a teacher network $g_{t}$. Both have the same backbone architecture, namely a transformer. During training, the student and the teacher network receive two random transformations of an input image. The output of both networks $z \in \mathbb{R}^{B \times D}$ is normalized with a softmax with different temperatures over the feature dimension $D$. In the case of the teacher network, previous to applying the softmax, a centering with the mean over the batch is performed. Only the weights $\theta_{s}$ of the student network are optimized using gradient descent, while the weights of the teacher network $\theta_{t}$ are updated using an exponential moving average (ema) of the student weights. The latent vectors $z_1$ and $z_2$ are processed by a multi-layer perceptron (MLP) that outputs $p_1$ and $p_2$, over which the cross-entropy loss is computed.

3.2. GRAPHDINO

GRAPHDINO is a self-supervised model for learning latent representations of graphs (Fig. 1). In order to use information given by the connectivity of the graph, we modify the computation of the transformer attention to take the graph adjacency matrix into account and use the graph Laplacian as positional encoding. Furthermore, we simplify the DINO architecture by removing the $l_2$ normalization and the weight normalized fully-connected layer from the projection head and we do not differentiate between the augmentations seen by the student and the teacher network.

Input. Input to the network is the 3D shape of a neuron which is represented as an undirected graph $G = (V, E)$. $V$ is the set of nodes $\{v_i\}_{i=1}^N$ and $E$ the set of undirected edges $E = \{e_{ij} = (v_i, v_j)\}$ that connect two nodes $v_i, v_j$. The features of each node $v_i$ in the graph are encoded into a token using a linear transformation. These tokens are then used as input to the transformer model, which consists of seven multi-head attention modules with eight heads.

Attention bias. Key-value query attention became popular in natural language modelling (Vaswani et al., 2017). It is computed as follows:

$$Attention(Q, K, V) = \sigma\left(\frac{QK^T}{\sqrt{d_k}}\right) V,$$

where $K$ are the keys, $Q$ are the queries and $V$ are the values. Keys, queries and values are each computed as a learned linear projection of the input tokens. $\sigma(\cdot)$ denotes the softmax activation function.

To make use of the information given by the adjacency matrix $A$ of the input graph — i.e. the neighborhood of nodes —, we bias the attention towards $A$ by adding a learned bias to the attention matrix that is conditioned on the input token values:

$$\lambda_i, \gamma_i = Wx_i,$$

$$Attention(Q, K, V) = \sigma\left(\frac{\lambda_i QK^T}{\sqrt{d_k}} + \gamma_i A\right) V,$$

where $x_i \in \mathbb{R}^D$ is the token of node $i$, $W \in \mathbb{R}^{2 \times D}$ is a learned weight matrix, $\lambda, \gamma \in \mathbb{R}^N$ are two factors that are computed for each node and trade off how much weight is assigned to neighboring nodes versus all other nodes in the graph, $A \in \mathbb{R}^{N \times N}$ is the adjacency matrix of the input graph, and $N$ is the number of nodes in the graph.

In the most extreme case, the attention matrix is dominated by $A$ and the transformer attention computation gets similar to the message passing algorithm that is commonly used when working with graphs (Scarselli et al., 2009; Duvenaud et al., 2015; Gilmer et al., 2017). But GRAPHDINO is more flexible than regular message passing since it can decide how much weight is given to the neighbors of a node while maintaining the flexibility to attend to all other nodes in the graph as well. However, in practice we find that simply summing the contribution by attention and by the adjacency matrix
matrix (i.e. setting $\lambda_i = \gamma_i$) is sufficient (see experiments below).

**Positional Encoding.** Following Dwivedi et al. (2020), we use the normalized graph Laplacian matrix as positional encoding, which is computed as follows:

$$L = I - D^{-1/2} A D^{-1/2} = U^T \Lambda U,$$

where $D$ is the $N \times N$ degree matrix and $A$ is the $N \times N$ adjacency matrix of the graph with $N$ nodes, and $U$ and $\Lambda$ are the matrices of eigenvectors and eigenvalues, respectively. As positional encodings we take the first $k$ eigenvectors with largest eigenvalues. In our experiments we set $k = 32$.

**Data augmentation.** Data augmentation plays an important role in self-supervised learning and needs to be adapted to the data, since it expresses which invariances should be imposed. Given the spatial neuronal data, we apply the following augmentations: (1) subsampling: we subsample the original graph to a fixed number 200 nodes in order to facilitate batch processing. Furthermore, this augmentation retains the global structure of the neuron, while altering local structure in the two views. (2) rotation: we perform random 3D rotation around the y-axis, that is orthogonal to the pia. (3) jittering: we randomly translate the node position by adding Gaussian noise with $\mathcal{N}(0, \sigma_1)$ (4) subgraph deletion: we delete $n$ random branches of the graph while maintaining its overall structure. (5) cumulative jittering: we cumulatively alter the node position along $n$ branches by cumulatively adding Gaussian noise with $\mathcal{N}(0, \sigma_2)$. (6) soma depth: we randomly translate the soma depth by adding Gaussian noise with $\mathcal{N}(0, \sigma_3)$ along the y-axis.

4. Experiments

4.1. Allen Brain Atlas: Mouse visual cortex. We use the Allen Brain Atlas dataset that contains 568 neurons from the mouse visual cortex with a broad coverage of types, layers and transgenic lines. The dataset is accessible as part of the Allen Cell Types Database. We will refer to this dataset as the Allen Brain Atlas (ABA) dataset. See Allen Institute (2016) for details on how the dataset was recorded.

The dataset contains a classification of each neuron into spiny and aspiny or sparsely spiny cells, which are assumed to be excitatory and inhibitory neurons, respectively (Gouwens et al., 2019). Additionally, the dataset provides information on the cortical layer the neuron was recorded from. To be comparable to previous work, we only use the 430 neurons also used by Gouwens et al. (2019). They consist of 230 spiny and 200 aspiny neurons. Following Gouwens et al. (2019), we summarize the sparsely spiny and aspiny cells into one class, which we will subsequently refer to as aspiny neurons.

**Blue Brain Project: Rat somatosensory cortex.** As a second dataset, we use a large dataset of juvenile rat somatosensory cortex morphologies from the Neocortical Microcircuit Collaboration Portal of the Blue Brain Project (Ramaswamy et al., 2015). It contains 1009 neurons, from which 616 are labeled by experts into cell types and cortical layer. We only use the labeled neurons in our experiments and we will refer to this dataset as the Blue Brain Project (BBP) dataset. In contrast to the ABA dataset, it does not contain information on relative soma depth with respect to the pia for individual neurons. Therefore, we normalize node positions with respect to the corresponding soma location (which is set to $(0, 0, 0)$). Additionally, we remove axons from the graphs, since they are not reconstructed very accurately in this dataset.

**Preprocessing.** In order to speed up training, we subsample the graph of each neuron to 1000 nodes and ensure that it contains only one connected component. If there are unconnected components, we connected them by adding an edge between two nodes of two unconnected components that have the least distance between their spatial coordinates. Neurons are aligned with respect to the pia.

**Node features.** The nodes $V$ are defined by their node features $v_i = [s, r, c]$ with $s \in \mathbb{R}^3$ representing the spatial xyz-coordinates, $r$ the radius of the volume at node $v_i$ and $c$ a one-hot encoding of the compartments (soma, axon, basal dendrite, apical dendrite) (Fig. 1). Spatial coordinates are normalized such that the soma spatial position is either $(0, 0, 0)$, where $d$ is the soma depth for the ABA dataset or $(0, 0, 0)$ for the BBP dataset.

4.2. Training details

**GRAPHDINO** is implemented in PyTorch (Paszke et al., 2019) and trained with the Adam optimizer (Kingma & Ba, 2015) with a batch size of 64 for 100,000 iterations for the ABA dataset and 200,000 iterations for the BBP dataset. The learning rate is linearly increased to $1e^{-4}$ during the first 2,000 iterations and then decayed using a cosine schedule (Loshchilov & Hutter, 2016). The dimensionality of the latent representation $z$ is set to 32 and the dimensionality of the projection $p$ is 1,000.

We split the data in 90% training and 10% validation data. To verify that our model does not overfit, we visualize the
Table 1. Ablation study results. Performance of our full model and ablations averaged over five random seeds and given as mean ± standard deviation. “−” means removing one component from the full model; “+” means adding one component to the minimal model. Only component that by itself leads to a substantial boost over the minimal model is information about the soma depth (expected, since it almost perfectly codes the layer), but it is still not sufficient to reach full performance. Taken together, individual components can be compensated for by others, but it is necessary to use a diverse set of them to reach full performance.

5. Results

In the following, we analyze the low-dimensional representation of the neuronal morphologies obtained by training the model on the ABA dataset as well as the BBP dataset. We first visualize the representations using t-distributed stochastic neighbor embedding (t-SNE) (van der Maaten & Hinton, 2008). Subsequently, we qualitatively show that cells of the same types form clusters in our learned representation. We verify our clustering analysis by showing that we can predict cluster labels of held-out portions of the data. Finally, we compare our results for the ABA dataset to the clustering obtained on the same neurons using the approach of Gouwens et al. (2019) and for the BBP dataset to expert labels given by Markram et al. (2015).

5.1. Morphological embeddings differentiate between spiny/aspiny cells and layers

We first use t-SNE to map the learned embeddings of the ABA dataset into 2D and visualize them (Fig. 2). A clear separation between spiny and aspiny neurons can be observed (see Fig. 2A), indicating that our learned representation captures meaningful biological differences of the neuronal morphologies.

Next, we ask whether the learned embeddings capture the laminar location of the neurons. Indeed, this is the case (Fig. 2B): For the aspiny neurons (lower cluster), adjacent layers are also adjacent in the embedding, i.e. layer 1 (L1) neurons are next to layer 2/3 (L2/3) neurons etc.; the same

| Model                  | Accuracy | Model                  | Accuracy |
|------------------------|----------|------------------------|----------|
| Ours                   | 51.5 ± 1.3 | Ours                   | 51.5 ± 1.3 |
| − attention bias       | 51.5 ± 1.8 | − 3D rot.              | 32.5 ± 1.8 |
| − positional enc.      | 53.1 ± 1.6 | − cum. jitter.         | 53.9 ± 1.8 |
| − soma depth†          | 35.9 ± 1.4 | − node jitter          | 53.9 ± 1.1 |
| − neural comp.         | 50.7 ± 3.1 | − soma jitter          | 51.2 ± 2.0 |
| teacher temp. 0.04    | 50.6 ± 1.3 | − drop branch          | 52.4 ± 3.1 |
| separate γ & λ        | 51.8 ± 1.9 | 100 nodes              | 51.2 ± 2.7 |

(a) Architectural and input feature choices.

(b) Different data augmentation choices.
Figure 2. t-SNE embedding (perplexity=30) of latent representation of 3D neuron morphologies of the ABA dataset showing (A) a separation into spiny and aspiny neurons and (B) a separation into neurons with different cortical layers of origin. C. t-SNE embedding (perplexity=10) of the latent representations of the morphologies of the spiny neurons colored by the cluster found by our model. Example neurons for some of the clusters are shown with apical dendrites in lighter color, while basal dendrites are colored darker. Soma is indicated by black circle. Lines show averaged cortical layer boundaries.

is true for the spiny neurons (upper cluster).

Interestingly, some of the spiny L2/3 neurons end up in the aspiny cluster in the layer 2/3 region. These are the wide and short L2/3 neurons, whose size and dendritic tree is morphologically similar to aspiny neurons in the same layer. Furthermore, they are one of the few spiny cells with an extensively recorded axonal tree, similar to the aspiny neurons.

**5.2. Morphological embeddings recover known excitatory cell types**

To identify cell types, we fit a Gaussian mixture model (GMM) with a diagonal covariance matrix to our learned representation of the spiny neurons. To determine the number of clusters, we fit 100 GMMs with different random seeds using five-fold cross-validation for 2—30 clusters. We average over the log-likelihood for each number of clusters over repetitions and folds. For the ABA dataset, we find \( n = 15 \) to be the best number of clusters and for the BBP dataset \( n = 12 \) (Fig. 3). We will use these numbers of clusters for all subsequent evaluations.

Having identified the optimal number of clusters, we re-fit the GMM to the full dataset including all neurons. To avoid picking a particularly good or bad random clustering, we fit 100 models and choose the one that has the highest average adjusted rand index (ARI) to all other clusterings.

The spiny neurons cluster nicely into different shapes and layers (Fig. 2C and Appendix Fig. B.3). For instance, cluster 10 groups thick-tufted pyramidal cells from layer 5, while cluster 1 contains wide and short neurons from layer 2/3 and cluster 4 contains tufted cells from layer 4.

Cluster 6 contains stellate cells with some additional tufted cells (Fig. 2C, light green). These misplaced cells could be
caused by our aggressive data augmentation, which stochastically removes branches during training, which might occasionally delete the tufted apical branch.

Most clusters show a strong preference for grouping cells whose soma position is in a certain layer. One interesting exception is cluster 12 (Fig. 2C, purple), which groups cells together whose apical tuft ends already in layer 2/3 — in contrast to most other pyramidal cells whose tuft extends fully into layer 1.

5.3. Data-driven clusters are consistent with previous studies

Gouwens et al. (2019) extracted expert-defined features from the graphs of the neurons from the ABA dataset and performed hierarchical clustering followed by additional automatic and manual post-processing steps to identify cell types. They identified 19 spiny cell type clusters. Our method produces clusters which are broadly consistent with their clustering (Fig. 4a), but in a fully automated way and without pre-defining features.

For example, Gouwens et al. (2019) found two clusters that contain wide, short L2/3 cells (clusters 1 and 2), which are represented by cluster 1 in our clustering, while their cluster 2 also contains some neurons from layer 4 (Fig. B.3).

Similarly, our clusters 2–5 contain pyramidal neurons from layer 4, being grouped by the amount of tuft on the apical dendrite (cluster 2: tufted, cluster 3: sparsely tufted, cluster 4: tufted with apical dendrite ending in L1, cluster 5: tufted with apical dendrite ending in L2/3). These correspond to clusters 3, 4, and 7 of the Gouwens clustering, which also contain primarily layer 4 pyramidal cells mixed with some deeper layer cells, that show different amounts of tuftedness. See also Fig. A.2 in Appendix A for the layer distribution over the clusters.

Both clusterings look comparable, with some notable differences such as Gouwens et al. (2019) find a cluster of narrow L6 cells (cluster 18, Fig. B.3) that is missing in our clustering. Conversely, our clustering, especially for the L2–5 cells, seems to cluster better by cortical layer. In addition, it identified the cells with apical dendrites ending in layer 2/3 (cluster 12, Fig. B.3), a feature that has not been picked up by clustering earlier manually defined features.

Gouwens et al. (2019) tested the predictability of their clusters by training a random forest classifier on out-of-bag prediction accuracy. They achieved an accuracy of 79% using their features. The same analysis on our labels and our features yields a substantially higher accuracy of 97%.

5.4. Data-driven clusters are consistent with expert labels

So far we have compared our clustering to an earlier unsupervised clustering approach. This comparison is difficult to quantify, since there is no objective ground truth information available. We therefore trained on a second dataset, the BBP dataset, which comes with cell type labels that have been manually assigned by experts in the field (Markram et al., 2015).

We first use t-SNE to map the learned embeddings into 2D and visualize them (Fig. 5). A good separation between spiny and aspiny neurons can be observed (Fig. 5A). We also observe some clustering into laminar layers, i.e. layer 5 (L5) spiny neurons in the left cluster and L1 aspiny neurons (right), but it is less pronounced than for the ABA dataset. This is most likely due to the fact that, in contrast to the ABA dataset, BBP does not come with a relative soma depth for individual cells, making it difficult to separate neurons with similar morphologies that come from different layers.

We identified 12 clusters using GMM for the spiny neurons...
Figure 5. t-SNE embedding of latent representation of 3D neuronal morphologies of 616 labeled neurons from the BBP dataset colored by (A) spiny and aspiny neurons and (B) cortical layers of origin. (C) t-SNE embedding of 286 spiny neurons of BBP dataset colored by our clusters found via GMM. Example neurons for some of the clusters are shown with apical dendrites in lighter color, while basal dendrites are colored darker. Soma is indicated by black circle.

of the BBP dataset (Fig. 5C). We test the predictability of our learned clusters by training a random forest classifier in out-of-bag prediction setting achieving an accuracy of 92.9%. Computing the adjusted rand index (ARI) between our clusters and the expert-identified neurons gave a performance of 0.29, which is higher than previous automated clustering methods. We achieve this performance on the same data while using significantly less prior information. In comparison, Gouwens et al. (2019) reached an ARI of 0.27 with a feature space specifically designed for spiny neurons and by splitting the neurons into their cortical layer of origin before performing the clustering. Their approach therefore reduces the complexity of the problem significantly, since misassignments across layers are excluded by construction.

Our method is reasonably consistent with the expert labels (Fig. 4b). Similar to previous work (Gouwens et al., 2019; Kanari et al., 2019), our clustering splits the layer 2/3 neurons into multiple subtypes (our clusters 1–5), but merges the two groups of L5 tufted pyramidal cells (our cluster 6). L6 inverted pyramidal are almost perfectly recovered (our cluster 10), while our cluster 12 collects “outlier” cells that do not fit well in any of the remaining clusters — a behavior typical for GMMs — and does not correspond to a specific biological cell type.

5.5. Limitations

Our methods uses the skeleton of the 3D shape of a neuron in order learn relevant features for cell type classification. We have not taken some features into account that have been previously used to differentiate cell types, such as the shape of the soma (as formerly used for GABAergic interneurons) or spine densities (Ascoli et al., 2008). Future work could focus on incorporating them into our framework. Depending on the type of feature, they could be either integrated by adding them as features of the graph or as additional node features.

6. Conclusion

Increasingly large and complex datasets of neurons have given rise to the need of unbiased and quantitative approaches to cell type classification. We have demonstrated one such approach that is purely data-driven and self-supervised, and that learns a low-dimensional representation of the 3D shape of a neuron. By using self-supervised learning, we do not pre-specify which cell types to learn and which features to use, thereby reducing bias in the classification process and opening up the possibility to discover new cell types. A similar approach could also be useful in other domains beyond neuroscience, where samples of the dataset are spatial graphs and graph-level embeddings are desired, such as tree classification in forestry.
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Appendices

A. Additional results

Fig. A.1 visualizes the distribution of the training and validation set of the ABA dataset.

Fig. A.2 shows the distribution of cortical layers for the ABA dataset of our clustering (Fig. A.2A), of the Gouwens et al. (2019) clustering (Fig. A.2B) and for the BBP dataset of our clustering (Fig. A.2C).

Fig. B.3 displays all spiny neurons of the ABA dataset grouped by our cluster assignment (rows 1–4) and Gouwens et al. (2019) cluster assignment (rows 5–8).

Fig. B.4 shows all spiny neurons of the BBP dataset grouped by our cluster assignment.

B. Ablation studies

To verify our modeling choices, we perform the following ablation studies: (1) changing the attention to standard transformer attention (Vaswani et al., 2017), (2) removing the positional encoding and (3) learning $\lambda$ and $\gamma$ separately. To determine the reliance of our model on different node features, we perform further ablation studies: (1) removing soma depth information by normalizing the y-axis by the soma depth and (2) removing information about neural compartments of nodes. Moreover, we run an ablation study to examine the influence of separate augmentation strategies (Tab. 1).

To evaluate the performance, we treat the Gouwens et al. (2019) labels as if they were ground truth and train a random forest classifier to predict those from the latent representations. Note that this is only a proxy for performance since the labels do not actually correspond to ground truth labels. Nevertheless, we observe a reasonable correlation between the metric and qualitative evaluation of t-SNE embeddings. For scalability to as many ablations as possible, we therefore choose to use this quantitative metric. To minimize the variability over the training of the random forest classifier, we run the training over 100 random seeds and report average performance. For each seed, the classifier is trained using 10-fold cross-validation.
(a) Distribution of cortical layers of origin in our clusters for ABA dataset.

(b) Distribution of cortical layers of origin in each Gouwens et al. (2019) cluster for ABA dataset.

(c) Distribution of cortical layers of origin in our clusters for BBP dataset.

Figure A.2. Distribution of cortical layers of origin.
Figure B.3. Clusters of spiny neurons of the ABA dataset as identified by our clustering (rows 1–4) and Gouwens et al. (2019) clustering (rows 5–8). Apical dendrites are colored lighter, while basal dendrites are shown in a darker color. Soma is marked by a black circle.
Figure B.4. Clusters of spiny neurons of BBP dataset as identified by GMM based on our learned feature space. Apical dendrites are colored lighter, while basal dendrites are shown in a darker color. Soma is marked by a black circle.