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Abstract

A closed-loop control of a reaction-diffusion type process is introduced. The control system consist of a finite number of control and measurement devices. The measurement devices collect information about the current state of the process. The control devices influence the process, responding to data obtained from the measurement devices. Each control device takes into account the data from all measurement devices. The rule of accounting the data from measurement devices by a single control device involves defining suitable weights for each pair of one control device and one measurement device. A weight reflects how important is a given measurement device to a given control device. The aim of this control system is to bring the process possibly close to a user defined reference state or trajectory.

We are interested in a situation where the user can adjust the control system by choice of the control and measurement devices and the weights. For this reason, one of the aims of the preset work is to study the behavior under perturbations of these elements for the mathematical model realizing the above control concept. Moreover, we formulate and justify results concerning existence and uniqueness of solutions of the investigated model. Finally, numerical prototypes illustrating properties of the model are presented.

Keywords: closed-loop control, thermostats, stability analysis, numerical simulations

2010 MSC: 35-04, 35A02, 35B20, 35K10, 35K58, 35Q93

PREPRINT
1 Introduction

We would like to present and analyze a closed loop control by a finite number of control and measurement devices for a process governed by a semilinear reaction-diffusion equation. The measurement devices located in the domain of the process gather the data about the current state of the process. The control devices supply energy into the process domain basing on the information obtained from the measurement devices. The purpose of the control system is to keep the evolution of the process possibly close to some prescribed evolution demanded by the user.

For the above control concept we take into consideration the following mathematical model:

\[
\begin{align*}
  y_t(x, t) - D \Delta y(x, t) &= f(y(x, t)) + \sum_{j=1}^{J} g_j(x) \kappa_j(t) & \text{on } Q_T \\
  \frac{\partial y}{\partial n} &= 0 & \text{on } \partial \Omega \times (0, T) \\
  y(0, x) &= y_0(x) & \text{for } x \in \Omega 
\end{align*}
\]

(1.1)

together with

\[
\begin{align*}
  \beta_1 \kappa_1'(t) + \kappa_1(t) &= W_1(y(., t), y^*(., t)) & \text{on } [0, T] \\
  \vdots & & \vdots \\
  \beta_J \kappa_J'(t) + \kappa_J(t) &= W_J(y(., t), y^*(., t)) & \text{on } [0, T] \\
  \kappa_j(0) &= \kappa_{j0} \in \mathbb{R} & \text{for } j = 1, \ldots, J
\end{align*}
\]

(1.2)

where \( Q_T = \Omega \times (0, T), \Omega \) is a bounded domain in \( \mathbb{R}^d, d \geq 1, \) with sufficiently regular boundary and the unknown is the sequence \((y, \kappa_1, \ldots, \kappa_J)\) for \( y: Q_T \to \mathbb{R}, \kappa_j: [0, T] \to \mathbb{R}. \) The term \( f: \mathbb{R} \to \mathbb{R} \) is a given nonlinearity, \( T, D, \beta_1, \ldots, \beta_J > 0 \) are given constants, \( y^*: Q_T \to \mathbb{R}, g_j: \Omega \to \mathbb{R} \) and the functionals \( W_j \) are of the form

\[
W_j(y(., t), y^*(., t)) = \sum_{k=1}^{K} \alpha_{jk} w_k \left( \int_{\Omega} h_k(x)(y(x, t) - y^*(x, t))dx \right)
\]

(1.3)

where \( \alpha_{jk} \in \mathbb{R}, \lambda_k: \mathbb{R} \to \mathbb{R} \) and \( h_k: \Omega \to \mathbb{R}. \)

In system (1.1) - (1.3), the function \( y^* \) describes a reference trajectory — the purpose of the introduced control system is to stabilize the reaction-diffusion process as close as possible to the reference trajectory \( y^*. \) \( h_k \) functions characterize the measurement devices collecting the data on the current state of the process. The measurement value is the term \( \int_{\Omega} h(y - y^*)dx \) entering the right hand side of (1.3). \( g_j \) are constant in time functions characterizing the control devices. The actions of control devices are moderated in time by functions \( \kappa_j. \) Thus \( \kappa_j \) can be understood as the signal for \( j \)-th control device, produced by some signal generator. \( \kappa_j \) are modeled with ODEs in (1.2) meaning that the changes of signal in time are continuous. The measurement values returned by the measurement devices are processed by functions \( w_k. \) The processed measurement data are taken into account by the generator of signal for \( j \)-th control device with weights \( \alpha_{jk}, k = 1, \ldots, K. \) For the \( w_k \) functions, a natural example is \( w_k(s) = -sgn(s). \) In this case, function \( w_k \) returns simple information understood by the signal generators as „heat” or „cool”, depending on whether the value of \( k \)-th measurement indicates that the process values exceed the reference values or are below them. Hence, the \( w_k \) functions can be understood as functions describing a switching mechanism working in the system. We will call \( w_k \) the switching functions.

It is common that in the real life situations the user of the control system can decide about amount and location of the control devices as well as the measurement devices and can choose the corresponding weights. Thus in the present work we will understand the control as the set of all control devices, measurement devices and weights appearing in (1.1) - (1.3), i.e. the control is \((g_j, h_k, \alpha_{jk})_{k=1,..,K} \).

In the present work, the closed-loop control concept in system (1.1) - (1.3) will be called the control by thermostats or the thermostats control system. The idea of control by thermostats of processes governed by parabolic PDEs was introduced in [10, 9]. There, a linear heat flow was controlled by thermostats. Later the concept of thermostats was used to control many other types of processes. In this context, phase transition processes described by various versions of the Stefan model were considered, see e.g. [8], [13], [3]. In [2], [11], [6] processes described by semilinear equations were controlled by thermostats. In [12] a control by thermostats for linear heat flow was considered.
Not only the controlled process varies in the mentioned works. The control by thermostats also has its variants. One of the point where the differences in the thermostats control system can occur is the placement of actions of the control devices. In all indicated references, except for [6], the control devices are acting through the boundary of the process. In [6] and the present work the control devices create a power spot distributed in the domain. Also, various versions of the switching mechanism working in the thermostats control system can be found in the literature. A frequently encountered case is that hysteresis in the work of the switching mechanism is assumed to be present. See [13, 3, 12] for applications of the so-called relay switch hysteresis or [5, 3, 11] for the Preisach hysteresis model. In [13, 5] or [6] the case of no hysteresis effects in the switching mechanism was addressed. In the present work, we also don’t assume hysteresis effects.

The version of the thermostats control system investigated in this work is very similar to that in [6] or one of the cases considered in [13]. However, in comparison to those works, we make additional assumptions for the switching functions to get stronger results.

An example application of control by thermostats can be a hyperthermia cancer therapy. In the context of hyperthermia, the authors of [2] describe an attempt to construct a real closed-loop control system with the thermostats concept similar to ours. Moreover, the concept of distributed power spots created by the control devices is consistent with this application. Namely, the power spots inside the domain can be understood as effects of deeply penetrating media, such as electromagnetic waves or ultrasounds. These media can be utilized as heating media in hyperthermia treatment — see [17, 4]. Other possible application for the subject control concept is the area of controlling the free boundary problems. As already mentioned, a control by thermostats for the Stefan type state equations was taken into account in the literature. But the potential application fields are much more numerous. The numerical prototypes in the further parts of the present work suggest that system (1.1) - (1.3) has interesting properties. Namely, its solutions are resistant to perturbations of the initial condition and it is well suited for the task of preserving unstable states of the process. These are natural properties of the thermostats control system being a direct consequence of the closed-loop control idea. In model (1.1) - (1.3) the actions of the control devices are not a priori prescribed. The thermostats control system tracks the evolution of the process in real time and brings corrections to the actions of the control devices, if necessary. This makes the subject control concept applicable for all the engineering fields where the immunity to the perturbations of the initial condition or a good behavior in unstable situations are crucial.

The main objective of our present research is the problem of optimal choice of locations of control and measurement devices in model (1.1) - (1.3). More precisely, assume that functions \(\sigma_g, \sigma_h : \mathbb{R}^d \to \mathbb{R}\) and points \(\hat{v}_1, \ldots, \hat{v}_J\) in \(\mathbb{R}^d\) are given. We are interested in a situation where the control and measurement devices are given by formula \(g_j(x) := \sigma_g(x - \hat{v}_j)\|\Omega\|\) and \(h_j(x) := \sigma_h(x - \hat{n}_k)\|\Omega\|\) for \(j = 1, \ldots, J, k = 1, \ldots, K\). Having fixed \(\sigma_g\) and \(\sigma_h\) and weights \(\alpha_{j,k}\), the set of points \(\hat{v}_1, \ldots, \hat{v}_J\) and \(\hat{n}_1, \ldots, \hat{n}_K\) can be understood as a control parameter, since it determines the control uniquely. An example choice of \(\sigma_g\) and \(\sigma_h\) can be \(\sigma_h(x) = \sigma_g(x) = 1_{B(0,r)}(x)\) for certain \(r > 0\). The problem is to choose a control parameter in an optimal manner assuming that \(\sigma_g, \sigma_h\) and \(\alpha_{j,k}\) are fixed. The optimality criterion can be for example to minimize the cost functional given by \(\int_0^T \int_{\Omega} \|y - y^*\| dx dt\) for certain \(0 \leq t_1 < T\). This cost functional is simple but reflects the idea of keeping the process close to the reference trajectory \(y^*\).

To our knowledge, mathematical analysis of the above optimal localization problem was not performed so far, neither for model (1.1) - (1.3) nor for other mentioned models involving control by thermostats. Many other questions were posed, including the existence and uniqueness of solutions (see [10, 9, 13, 5, 3]), the existence of periodic solutions (see [11, 12]) or the existence of a global attractor (see [11]). We have encountered in the literature only one type of optimization problems for models involving control by thermostats. It concerned the problem of choosing the optimal hysteresis law, for the variant of control by thermostats where a switching mechanism with hysteresis was considered — see e.g. [8].

The total material necessary for the complete treatment of the optimal location problem is lengthy — it covers variety of questions, from the stability analysis, through formulating the suitable optimal control problem and deriving the optimality conditions, up to choosing and implementing a proper optimization method. It would be too much to put all these topics into a single paper. Hence we have decided to contain here only a part of them.
The main objective of the present paper is to give estimates and stability analysis for solutions of system (1.1) - (1.3). The stability analysis concerns, in particular, the behavior of the subject system under perturbations of the control. This forms background for further stages of our research, concerning directly the optimal location problem. Also, the results on the existence and uniqueness for system (1.1) - (1.3) are justified in the present work. In addition, we present some numerical prototypes illustrating behavior of system (1.1) - (1.3).

The part of our research concerning directly the problem of choosing optimal locations for control and measurement devices is mostly completed now. Its results will be described in detail in our next paper (in preparation).

The matter of the current work is split into two parts — one of them concerns rigorous mathematical analysis, the other focuses on numerical computations.

The rigorous analysis part is contained in Section 3. We prove theorems concerning estimates and stability in the suitable space for solutions of (1.1) - (1.3). The stability is shown w.r.t. both control and initial condition. These estimate and stability results are the key theorems in the present work. Moreover, the existence of solutions for Lipschitz continuous bounded switching functions is shown, by means of the Schauder fixed-point theorem. Next, we use the result concerning estimates for solutions of (1.1) - (1.3) to generalize the existence result to the class of unbounded Lipschitz switching functions. The uniqueness of solutions is inferred by the result on stability of solutions of (1.1) - (1.3) w.r.t. initial condition. We conclude Section 3 by proving the weak subsequential stability of system (1.1) - (1.3) when a sequence of controls converging only weakly is given.

The numerical computations part is the subject of Section 4. In Section 4 we intend to illustrate certain properties of the control by thermostats which make this control concept valuable from the point of view of applications. We will describe a numerical experiment concerning the behavior of the subject control concept in a situation when the reference trajectory $y^*$ is assumed to be an unstable state of the system. What is emphasized there is the simplicity of adjustment of the thermostats control system which is sufficient to make this system efficient for the task of preserving the unstable state. Next, we present some simulations which are intended to test the behavior of the thermostats control system under perturbations of the initial condition. The obtained results suggest that there exists quite strong immunity of the system to this kind of perturbations. We conclude this part of the paper with an experiment for comparing the evolution of the process with two various amounts of the control and measurement devices of the same size. The size of the devices can be understood as diam$(\text{supp}(g_j))$ or diam$(\text{supp}(h_k))$ respectively. The observation that could be expected is made: smaller amount of the devices results in decreased quality of output of the thermostats control system. This brings us to the question on optimal locations of the control and measurement devices.

Before we proceed to the analytical part of our work (Section 3) and to describing the numerical simulations (Section 4), in Section 2 we give some preliminaries necessary for precise setting of the problem for further treatment.

## 2 Setting the problem — assumptions and the state operator

In this section we give the preliminaries concerning the mathematical assumptions and definitions which are in use in the further parts of the work.

However, before we pass to the content related to our model directly, it is necessary to introduce some general notation. Assuming, that the domain $\Omega \subset \mathbb{R}^d$ and a measurable set $E \subset \mathbb{R}^d$ are given, we define:

$$\| \cdot \|_X$$ — the norm of a given Banach space $X$,

$$\langle \cdot, \cdot \rangle_H$$ — the scalar product of a given Hilbert space $H$,

$$\langle \cdot, \cdot \rangle_{X^*,X}$$ — the natural pairing between $X^*$ and $X$, for a given Banach space $X$; the first argument stands for the element of $X^*$,

$$\| \cdot \|_p$$ — the norm of the Lebesgue space $L^p(\Omega)$, $p \in [1,\infty]$,

$$\| \cdot \|_{X,q}$$ — the norm of the Bochner space $L^q(0,T;X)$, where $X$ is a Banach space, $q \in [1,\infty]$. 

3
The derivatives \( y \nabla \) where the particular components correspond to the quantities appearing in (1.1) - (1.3), will be called \( F \) or assumption (I), a bounded domain satisfying the cone condition is sufficient (see [1, Th. 6.3]).

\[ \text{arbitrary element } \hat{u} \text{ will be called } U \text{ notation concerning the elements of the control space} \]

Moreover, we denote

\[
\begin{align*}
\| \cdot \|_{p,q} & \quad \text{the norm of the Bochner space } L^q(0, T; L^p(\Omega)), \\
\langle \cdot, \cdot \rangle & \quad \text{the natural pairing between } H^1(\Omega)^* \text{ and } H^1(\Omega); \text{ the first argument stands for the element of } H^1(\Omega)^*, \\
\| \cdot \|_{p,E} & \quad \text{the norm of the Lebesgue space } L^p(E), \; p \in [1, \infty].
\end{align*}
\]

In addition, we don’t want to bother with separate notation for vector valued functions. Hence we denote the standard norm of \((L^p(\Omega))^d\) or \(L^q(0, T; (L^p(\Omega))^d)\) simply as \(\| \cdot \|_{p,E}\) or \(\| \cdot \|_{p,q}\) respectively.

Similarly, the standard scalar product in \((L^2(E))^n\) will be denoted as \(\langle \cdot, \cdot \rangle_{L^2(E)}\).

Moreover, we denote

\[
\begin{align*}
X^0 & = L^2(\Omega) \times \mathbb{R}^J \\
X^1 & = L^2(0, T; L^2(\Omega))^J \\
X^2 & = \left\{ (y, \kappa_1, \ldots, \kappa_J) : y \in L^\infty(0, T; L^2(\Omega)), \nabla y \in (L^2(0, T))^d, \right. \\
& \quad \left. y' \in L^2(0, T; H^1(\Omega)^*) \text{ and } \kappa_j \in L^\infty(0, T), \; \kappa_j' \in L^2(0, T) \text{ for } j = 1, \ldots, J \right\}
\end{align*}
\]

The derivatives \( y' \) and \( \kappa_j' \) in the definition of the space \( X^2 \) is understood in the sense of vector-valued distributions and \( \nabla y \) refers to the vector of the weak partial derivatives of \( y \) w.r.t. the space variables.

Now, we introduce the assumptions concerning system (1.1) - (1.3) that will be required for our considerations:

(I) \( T > 0 \) and \( \Omega \subset \mathbb{R}^d \) is a bounded domain, such that the Rellich-Kondrachov theorem for the embedding \( H^1(\Omega) \subset L^2(\Omega) \) is valid,

(II) \( K \) and \( J \) are given positive natural numbers,

(III) \( f \) is globally Lipschitz continuous with a constant \( L \) and \( f(0) \equiv f_0 \),

(IV) \( w_k \) is globally Lipschitz continuous with a constant \( L_k \) and \( w_k(0) \equiv w_{k0} \) for all \( k = 1, \ldots, K \),

(V) \( D > 0, \; \beta_j > 0 \) for all \( j = 1, \ldots, J \),

(VI) \( y^* \in L^\infty(0, T; L^2(\Omega)) \),

(VII) \( y_0 \in L^2(\Omega) \), \( \kappa_{j0} \in \mathbb{R} \) for \( j = 1, \ldots, J \).

For assumption (I), a bounded domain satisfying the cone condition is sufficient (see [1, Th. 6.3]).

As mentioned in the introduction, we will consider the set of control devices, measurement devices and corresponding weights to be the user-eligible components. Hence the sequence \((g_j, h_k, \alpha_{jk})_{j=1,\ldots,J}^{k=1,\ldots,K} \), where the particular components correspond to the quantities appearing in (1.1) - (1.3), will be called a control. Moreover, we define the following spaces:

\[
U = U_q \times U_h \times U_\alpha, \quad U_g = (L^2(\Omega))^J, \quad U_h = (L^2(\Omega))^K, \quad U_\alpha = \mathbb{R}^{KJ}
\]

\( U \) will be called the control space. We equip it with standard product topology and scalar product. Arbitrary sufficiently regular control \((g_j, h_k, \alpha_{jk})_{j=1,\ldots,J}^{k=1,\ldots,K} \) can be interpreted as an element of \( U \) and vice versa — arbitrary element \( \hat{u} \in \tilde{U} \) gives a control. Hence, for reasons of convenience, let us also develop notation concerning the elements of the control space \( U \). For a given element \( \hat{u} \in U \) we denote the coordinates of \( \hat{u} \) in the following way:

\[
\hat{u} = (\hat{u}_g, \hat{u}_h, \hat{u}_{\alpha_{jk}})_{j=1,\ldots,J}^{k=1,\ldots,K}
\]

where \((\hat{u}_g, \ldots, \hat{u}_g) \in U_g, \; (\hat{u}_h, \ldots, \hat{u}_h) \in U_h, \; (\hat{u}_{\alpha_{jk}}, \ldots, \hat{u}_{\alpha_{jk}})_{j=1,\ldots,J}^{k=1,\ldots,K} \in U_\alpha \).

The following definition of solutions for system (1.1) - (1.3) will be utilized in the present paper:
Definition 2.1 \((y, \kappa_1, \ldots, \kappa_J)\) is a weak solution to system (1.1) - (1.3) if:

(a) \((y, \kappa_1, \ldots, \kappa_J) \in X^2\),

(b) \(y(0) = y_0 \in L^2(\Omega)\) and \(\kappa_j(0) = \kappa_{j0}\) for \(j = 1, \ldots, J\),

(c) \(\int_0^T (y', \phi) + D(\nabla y, \nabla \phi)_{L^2(\Omega)} + (-f(y) - \kappa_1 g_1 - \ldots - \kappa_J g_J, \phi)_{L^2(\Omega)}\, dt = 0\)

for all \(\phi \in L^2(0, T; H^1(\Omega))\),

(d) \(\int_0^T (\beta_j \kappa_j' + \kappa_j - W_j(y, y^*))\, dt = 0\) for all \(\xi \in L^2(0, T)\), for \(j = 1, \ldots, J\).

The spaces \(H^1(\Omega) \subset L^2(\Omega) \subset H^1(\Omega)^*\) form so called evolution triple (see [20, Chap. 23.4]). Hence, by Prop. 23.23, if \((y, \kappa_1, \ldots, \kappa_J) \in X^2\) then \(y \in C([0, T]; L^2(\Omega))\). This makes point (d) in the above definition meaningful. Verifying the existence and the uniqueness of solutions of system (1.1) - (1.3) will be one of the aims of the next section.

Remark. Concerning the weights \(\alpha_{j,k}\) in (1.3), one can expect an assumption that \(\alpha_{j,k}\) are nonnegative and summable to unity over \(k = 1, \ldots, K\), for all \(j = 1, \ldots, J\). But this assumption doesn’t play any role in our considerations, hence we don’t impose it and allow \(\alpha_{j,k}\) to be arbitrary real numbers. This is reflected in the structure of the control space \(U\).

3 Properties of the system

In this section we derive estimates for solutions of system (1.1) - (1.3) and investigate stability of (1.1) - (1.3) w.r.t. both control and initial condition. We also prove the weak subsequential stability of (1.1) - (1.3) when the control space is considered with its weak topology.

The purpose of this analysis is twofold. First, we are interested in the well-posedness of system (1.1) - (1.3), i.e. we want to infer the existence and uniqueness of solutions to this model. The estimates that will be derived and the stability w.r.t. initial condition will be essential for justification of the theorem on existence and uniqueness of the weak solutions of system (1.1) - (1.3). Second, the results concerning stability w.r.t. the control variable are useful from the point of view of the optimal control theory. These results will be useful for our further research.

Before the announced estimates for solutions and stability analysis, we start with the existence result for the case when \(w_k\) satisfy some restrictions additional to those demanded in assumption (IV):

Theorem 3.1 Assume that general assumptions (I) - (VII) hold and \((g_j, h_k, \alpha_{j,k})_{j=1,\ldots,J} \in U\). Assume moreover that functions \(w_k\) are bounded for \(k = 1, \ldots, K\). Then system (1.1) - (1.3) has a weak solution.
\begin{align}
\left\{ \begin{array}{l}
\beta \kappa'(t) + \kappa(t) = W(t) & \text{on } [0, T] \\
\kappa(0) = \kappa_0
\end{array} \right. \\
W(t) = w \left( \int_0^t H(x) (Y(x, t) - y^*(x, t)) \, dx \right) & \text{a.e. on } [0, T]
\end{align}
(3.2)

where \( k \in L^2(0, T) \), \( W \in C[0, T] \) and \( Y \in C([0, T]; L^2(\Omega)) \) are given, \( G, H \in L^2(\Omega), \beta > 0, \kappa_0 \in \mathbb{R} \) and \( D, f \) are as in the assumptions of the theorem.

By solution of (3.1) we understand a function \( y \in \mathcal{W}_y(0, T) \) that satisfies \( y(0) = y_0 \) and
\[
\int_0^T \langle y', \phi \rangle + D(\nabla y, \nabla \phi)_{L^2(\Omega)} + (-f(y) - Gk, \phi)_{L^2(\Omega)} \, dt = 0
\]
for all \( \phi \in L^2(0; H^1(\Omega)) \). By solution of (3.2) we mean a function \( \kappa \in \mathcal{W}_\kappa(0, T) \) that satisfies \( \kappa(0) = \kappa_0 \) and
\[
\int_0^T (\beta \kappa' + \kappa - W) \xi \, dt = 0
\]
for all \( \xi \in L^2(0, T) \). Since \( \mathcal{W}_y(0, T) \subseteq C([0, T]; L^2(\Omega)) \) (see [20 Prop. 23.23]) and \( \mathcal{W}_\kappa(0, T) \subseteq C([0, T]) \) (by Sobolev embedding theorem, see [1 Th. 4.12]), the initial condition for solutions of both (3.1) and (3.2) are well defined.

It is well known that the solutions of equations (3.1) and (3.2) exist and are unique.

Next, recall the assumption that \( \kappa_0 \) to given \( Y \) is well defined since the solution of (3.1) exists in \( \{ \kappa \in L^2(0, T) : \| \kappa \|_{L^\infty(0, T)} \leq C_4 \} \).

By solution of (3.1) to given \( Y \) and is unique. It is straightforward, that
\[
\| y^1 - y^2 \|_{\mathcal{W}_y(0, T)} \leq C_1 \| G(x)(k^1(t) - k^2(t)) \|_{L^2(\Omega)} \leq C_2 \| k^1 - k^2 \|_{L^2(0, T)}
\]
This is rather standard estimate thus we don’t prove it here.

Even easier it can be shown that for \( k^1 \) and \( k^2 \) being two solutions of (3.1) corresponding to \( k^1 \in L^2(0, T) \) and \( k^2 \in L^2(0, T) \) respectively there holds
\[
\| \kappa^1 - \kappa^2 \|_{\mathcal{W}_\kappa(0, T)} \leq C_3 \| W^1 - W^2 \|_{C([0, T])}
\]
(3.7)

Now, we define the following operators. \( P_1 : L^2(0, T) \to C([0, T]; L^2(\Omega)) \) is an operator assigning the solution of (3.1) to given \( k \in L^2(0, T) \). It is well defined since the solution (3.1) exists in \( \mathcal{W}_y(0, T) \), is unique and \( \mathcal{W}_y(0, T) \subseteq C([0, T]; L^2(\Omega)) \). \( P_2 : C([0, T]; L^2(\Omega)) \to C([0, T]) \) assigns \( W \) given by formula (3.6) to given \( Y \in C([0, T]; L^2(\Omega)) \). \( P_3 : C([0, T]) \to \mathcal{W}_\kappa(0, T) \) assigns the solution of (3.2) for given \( W \in C([0, T]) \). It is well defined since the solution of (3.2) exists in \( \mathcal{W}_\kappa(0, T) \) and is unique.

Proving that \( P := P_3 \circ P_2 \circ P_1 \) has a fixed point in \( L^2(0, T) \) is equivalent to proving the assertion of the theorem for the case of \( J = K = 1 \) and \( a_{1,1} = 1 \), by making the following assignments in the system (1.1) - (1.3): \( \beta_{10} := \beta, w_1 := w, y_1 := G, h_1 := H, \beta_1 := \beta. \) In other words, we need to prove that there exists \( \kappa \in L^2(0, T) \) such that \( \kappa = P_3(\kappa(0), W, P_2(\kappa), Y, p_1(\kappa), \kappa) \).

By (3.6) and (3.7) the operators \( P_1 \) and \( P_3 \) are continuous. By assumption that \( w \) is Lipschitz continuous we also verify the continuity of \( P_2 \). Let \( W = P_2(Y^1) \) and \( W^2 = P_2(Y^2) \) for given \( Y^1, Y^2 \in C([0, T]; L^2(\Omega)) \).

Then:
\[
\| W^1 - W^2 \|_{L^\infty(0, T)} \leq Lip(w) \left| \int_\Omega H(x)(Y^1(x, t) - Y^2(x, t)) \, dx \right| \leq Lip(w) \| H \|_2 \| Y^1 - Y^2 \|_{L^2(\Omega)}
\]

Next, recall the assumption that \( w \) is bounded. We denote \( C_4 := \| w \|_{L^\infty(\mathbb{R})} \). It is straightforward, that \( P_2 : C([0, T]; L^2(\Omega)) \to \mathbb{N} \) where \( \mathbb{N} := \left\{ W \in C([0, T]) : \| W \|_{L^\infty(0, T)} \leq C_4 \right\} \). By linearity of equation (3.2) and the estimate (3.7) we also get that \( P_3[w] : \mathbb{N} \to \mathbb{M} \) where \( \mathbb{M} := \left\{ \kappa \in \mathcal{W}_\kappa(0, T) : \| \kappa \|_{\mathcal{W}_\kappa(0, T)} \leq C_3 C_4 \right\} \).

Set \( \mathbb{M} \) is nonempty, convex and compact in \( L^2(0, T) \) (by Rellich-Kondrachov theorem, see [1 Th. 6.3]).

To sum up, we have shown that \( P = P_3 \circ P_2 \circ P_1 : L^2(0, T) \to \mathbb{M} \) where \( \mathbb{M} \) is nonempty, convex and compact in \( L^2(0, T) \). Hence \( P \) has a fixed point in \( \mathbb{M} \) by the Schauder theorem (see Chap. 2.6 in [19]).
The existence for arbitrary $w_k$ satisfying assumption (IV) and the uniqueness will be a consequence of other theorems which will be proven below.

**Theorem 3.2** Let the assumptions (I) - (VII) be fulfilled, let $\tilde{u} \in U$ and $(y_0, \kappa_{10}, \ldots, \kappa_{j0}) \in X_0$. Assume also that $\| \tilde{u} \| U \leq R^U$ for some $R^U > 0$ and that $\| (y_0, \kappa_{10}, \ldots, \kappa_{j0}) \| X_0 \leq R^0$ for some $R^0 > 0$. Let $(y, \kappa_1, \ldots, \kappa_j) \in X^2$ be a weak solution of system (3.2) - (3.3) corresponding to $g_j := \tilde{u}_{y_j}$, $h_k := \tilde{u}_{h_k}$, $\alpha_{j,k} := \tilde{u}_{\alpha_{j,k}}$ and initial condition $(y_0, \kappa_{10}, \ldots, \kappa_{j0})$. Then the following estimate holds:

$$\| (y, \kappa_1, \ldots, \kappa_j) \|_{X^2} < C$$

where

$$C = C(T, |\Omega|, K, J, L, f_0, L_1, \ldots, L_K, w_{10}, \ldots, w_{K0}, R^U, R^0, \| y^* \|_{2,2}, D, \beta_1, \ldots, \beta_J)$$

and where the appearing quantities are assumed to be the same as those in the general assumptions referred above.

**Proof.** We test the weak form of the first equation in (3.1), see Definition 2.4, by $y(x, s)1_{(0,t)}(s)$ and obtain (by using the Hölder inequality, the Young inequality and our structural assumptions — note that $|f(s)| \leq |f_0| + |L||s|$):

$$\int_0^t \langle y', y \rangle + D \| \nabla y \|_{L^2}^2 \ ds = \int_0^t \langle f(y), y \rangle_{L^2(\Omega)} + \sum_{j=1}^J (\kappa_j \tilde{u}_{y_j}, y)_{L^2(\Omega)} \ ds$$

$$\leq \int_0^t L \| y \|_{L^2}^2 + \int_0^t \int_0^1 \| f(x, s) \| \ dx + \sum_{j=1}^J \| \kappa_j(s) \| \| \tilde{u}_{y_j} \|_{L^2} \ ds$$

$$\leq \int_0^t (L + \frac{f_0}{2}) \| y \|_{L^2}^2 + \frac{f_0}{2} \int_0^1 \| \kappa_j(s) \| \| \tilde{u}_{y_j} \|_{L^2} \ ds$$

$$= \int_0^t \left( L + \frac{f_0}{2} + \frac{f_0}{2} \right) \| y \|_{L^2}^2 + \frac{f_0}{2} \sum_{j=1}^J \| \kappa_j(s) \| \| \tilde{u}_{y_j} \|_{L^2}^2$$

$$+ C_1 \| \kappa_j(s) \|^{2}$$

where $C_1 = \frac{f_0}{2} T f_0 |\Omega|$. At the same time, testing the equation for $\kappa_j$ by $\kappa_j(s)1_{(0,t)}(s)$ and neglecting the $|\kappa_j|^{2}$ term yields:

$$\beta_j \int_0^t \kappa_j^\prime \kappa_j \ ds \leq \beta_j \int_0^t \sum_{k=1}^K \tilde{u}_{\alpha_{j,k}} w_k (f_0 \tilde{u}_{h_k} (y - y^*) \ ds)$$

$$\leq \frac{1}{2} L_k \| \tilde{u}_{h_k} \|_{L^2} \| y - y^* \|_{L^2}^2 + \frac{1}{2} \beta_j \| \kappa_j(s) \|^{2}$$

$$+ \frac{1}{2} \beta_j \| \tilde{u}_{h_k} \|_{L^2} \| y - y^* \|_{L^2}^2$$

The first term in the right hand side of (3.9) satisfies:

$$|w_k| \| \tilde{u}_{\alpha_{j,k}} \| \| \kappa_j(s) \| \leq \frac{1}{2} \| \kappa_j(s) \|^{2} + \frac{1}{2} \| \tilde{u}_{\alpha_{j,k}} \|^{2}$$

Combining (3.9) with (3.10) and (3.11) yields:

$$\int_0^t \kappa_j^\prime \kappa_j \ ds \leq \beta_j^{-1} \int_0^t \sum_{k=1}^K \tilde{u}_{\alpha_{j,k}} w_k \int_0^1 \tilde{u}_{h_k} (y - y^*) \ ds \ k_j \ ds$$

$$\leq \int_0^t \left( L_k \| \tilde{u}_{h_k} \|_{L^2}^2 \| \kappa_j \| \| y \|_{L^2}^2 \right) + \frac{1}{2} \| \kappa_j \|^{2} \ ds + C_{2,j} + C_{3,j}$$

where

$$C_{2,j} = \frac{1}{2} \beta_j \| \tilde{u}_{h_k} \|_{L^2} \| y^* \|_{L^2}$$

$$C_{3,j} = \frac{1}{2} \beta_j \| \tilde{u}_{h_k} \|_{L^2} \| y^* \|_{L^2}^2$$

The spaces $H^1(\Omega) \subset L^2(\Omega) \subset H^1(\Omega)^*$ form an evolution triple, hence the identities $\int_0^t \kappa_j^\prime \ k_j \ ds = |\kappa_j(t)|^2 - |\kappa_j(0)|^2$ hold (see [20, Prop. 23.23]). We can use
The structure of the constants for estimating the gradient term, we again use inequality (3.8) with depends only on the quantities stated in the assertion of the theorem.

Now, we can use the integral Grönwall inequality to find that these identities in the estimates (3.8) and (3.12), substitute \( y(., 0) = y_0, \kappa_j(0) = \kappa_{j0} \), neglect the gradient term and, after summation of (3.8) and (3.12) for every \( j \), obtain:

\[
\| y(., t) \|_2^2 + \sum_{j=1}^J | \kappa_j(t) |^2 \leq \| y_0 \|_2^2 + \left( \sum_{j=1}^J | \kappa_{j0} |^2 \right) + 2C_1 + 2 \sum_{j=1}^J \left[ C_{2,j} + C_{3,j} \right] + \int_0^t C_4 \| y \|_2^2 + C_5 \sum_{j=1}^J | \kappa_j |^2 \, ds
\]

(3.13)

where

\[
C_4 = 2L + | f_0 | + J + \sum_{j=1}^J \sum_{k=1}^K \left( \frac{L}{\mathcal{M}_j} \right)^2 | \hat{u}_{\alpha_{jk}} |^2 \| \hat{u}_{h_k} \|_2^2, \\
C_5 = 2K \max_{j=1,...,J} \beta_j + \max_{j=1,...,J} \| \hat{u}_{g_j} \|_2^2
\]

Now, we can use the integral Grönwall inequality to find that

\[
\| y \|_2^2 + \sum_{j=1}^J | \kappa_j |^2 \| L^\infty(0,T) \| \leq \left( \| y_0 \|_2^2 + \left( \sum_{j=1}^J | \kappa_{j0} |^2 \right) + 2C_1 + 2 \sum_{j=1}^J \left[ C_{2,j} + C_{3,j} \right] \right) (1 + T \max \{ C_4, C_5 \} e^{\max\{ C_4, C_5 \}})
\]

(3.14)

The structure of the constants \( C_1, C_{2,j}, C_{3,j}, C_4, C_5 \) guarantees that the right hand side of the above depends only on the quantities stated in the assertion of the theorem.

Still, to complete the proof we need to estimate the terms \( \| \nabla y \|_{2,1}, \| y' \|_{H^1(\Omega)}, \| \kappa_j' \|_{L^2(0,T)} \).

For estimating the gradient term, we again use inequality (3.8) with \( t = T \), neglecting the time derivative term:

\[
D \| \nabla y \|_{2,2}^2 \leq \int_0^T \frac{1}{2} C_1 \| y \|_2^2 + \frac{1}{2} C_5 \sum_{j=1}^J | \kappa_j(s) |^2 \, ds + C_1
\]

(3.15)

where \( C_0 = T \) is a constant appearing in estimating the norm of \( L^2(0, T) \) by the norm of \( L^\infty(0,T) \). Next, we use (3.14) to estimate the right hand side of the upper inequality in terms of constants \( C_1, \ldots, C_6 \).

To obtain estimates for the time derivative of \( y \), we treat it, as well as the other terms appearing in the weak form of (1.2), as functionals on the space \( L^2(0,T; H^1(\Omega)) \) and estimate their norm by the definition. This yields:

\[
\| y' \|_{H^1(\Omega)'} \leq D \| \nabla y \|_{2,2} + \| f(y) \|_{2,2} + \sum_{j=1}^J \| \kappa_j \hat{u}_{g_j} \|_{2,2}
\]

(3.16)

This again (3.14) and (3.15) can be applied.

Moreover, by the structure of (1.2) we easily derive the estimates for the time derivative of \( \kappa_j \) (proceeding as in (3.12)):

\[
\| \kappa_j' \|_{L^2(0,T)}^2 \leq 2 \| \kappa \|_{L^2(0,T)}^2 + 2 \| \sum_{k=1}^K \hat{u}_{\alpha_{jk}} w_k \int_\Omega \hat{u}_{h_k} (y - y^*) \, dx \|_{L^2(0,T)}^2
\]

(3.17)

and, as before, apply (3.14) to the right hand side.

Altogether, (5.11) - (5.17) guarantee that all the investigated quantities can be estimated in terms of the constants \( C_1, C_{2,j}, C_{3,j}, C_4, C_5, C_6 \), which depend at most on the quantities stated in the assertion of the theorem.

\[ \square \]

**Theorem 3.3** Let the assumptions (I) - (VII) be fulfilled, let \( \hat{u}^1, \hat{u}^2 \in U \) and

\[
(y_0^1, \kappa_{10}^1, \ldots, \kappa_{J0}^1), \quad (y_0^j, \kappa_{10}^j, \ldots, \kappa_{J0}^j) \in X^0
\]

Assume also that \( \| \hat{u}^j \|_U \leq R^U \) for some \( R^U > 0 \) and that \( \| (y_0^1, \kappa_{10}^1, \ldots, \kappa_{J0}^1) \|_{X^0} \leq R^0 \) for some \( R^0 > 0 \), for \( i = 1, 2 \). Let \( (y^1, \kappa_{1}^1, \ldots, \kappa_{J}^1) \in X^2 \) be a weak solution of system (1.2) - (1.3) corresponding
to \( g_j := \tilde{a}_{y_j} \), \( h_k := \tilde{a}_{h_k} \), \( \alpha_{j,k} := \tilde{a}_{\alpha_{j,k}} \) and initial condition \( (y_0, \kappa_1^0, \ldots, \kappa_J^0) \), for \( i = 1, 2 \). Denote \( y = y^1 - y^2 \), \( \kappa_j = \kappa_j^1 - \kappa_j^2 \), \( \tilde{u} = \tilde{u}^1 - \tilde{u}^2 \), \( y_0 = y_0^1 - y_0^2 \) and \( \kappa_{j0} = \kappa_{j0}^1 - \kappa_{j0}^2 \). Then:

\[
\| (y, \kappa_1, \ldots, \kappa_J) \|_{X^2} < C \left( \| \tilde{u} \|_{L^2}^2 + \| (y_0, \kappa_{10}, \ldots, \kappa_{J0}) \|_{X^0}^2 \right)^{1/2}
\]

where

\[
C = C(T, |\Omega|, K, J, L, f_0, L_1, \ldots, L_K, w_{10}, \ldots, w_{K0}, R^U, R^D, \| y^* \|_{L^2, 2}, D, \beta_1, \ldots, \beta_J)
\]

and where the appearing quantities are the same as those in the general assumptions referred above.

**Proof.** Executing the subtraction by sides of the corresponding systems of equations infers that \((y, \kappa_1, \ldots, \kappa_J)\) satisfies (in the weak sense, analogous to that given in the Definition 2.1) the following system of equations:

\[
\begin{align*}
y_t - D\Delta y &= f(y^1) - f(y^2) + \sum_{j=1}^J \left( \tilde{a}_{y_j} \kappa_j^1 - \tilde{a}_{y_j} \kappa_j^2 \right) \quad \text{on } Q_T \\
\frac{\partial y}{\partial n} &= 0 \quad \text{on } \partial \Omega \times (0, T) \\
y(0, x) &= y_0(x) \quad \text{for } x \in \Omega
\end{align*}
\]

together with

\[
\begin{align*}
\beta_1 \kappa_1^1 + \kappa_1 &= W_1(y^1, y^*) - W_1(y^2, y^*) \quad \text{on } [0, T] \\
\vdots & \quad \vdots \\
\beta_J \kappa_J^1 + \kappa_J &= W_J(y^1, y^*) - W_J(y^2, y^*) \quad \text{on } [0, T] \\
\kappa_j(0) &= \kappa_{j0} \in \mathbb{R} \quad \text{for } j = 1, \ldots, J
\end{align*}
\]

where \( W_j \) are given by (13).

Now, we proceed as in the proof of Theorem 5.2. The present proof is very similar however requires longer calculations, which involves multiple use of the triangle inequality.

Testing the main equation of (3.19) by \( y(x, s) \mathbf{1}_{0,1}(s) \) yields:

\[
f_0^1 \langle y', y \rangle + D \| \nabla y \|_2^2 \ ds = \int_0^1 \left( f(y^1) - f(y^2), y^1 - y^2 \right)_{L^2(\Omega)} + \sum_{j=1}^J (\tilde{a}_{y_j} \kappa_j^1 - \tilde{a}_{y_j} \kappa_j^2, y^1 - y^2)_{L^2(\Omega)} \ ds
\]

By the Lipschitz continuity of \( f \) we have:

\[
(f(y^1) - f(y^2), y^1 - y^2)_{L^2(\Omega)} \leq L \| y^1 - y^2 \|_2^2
\]

while for the second term on the right hand side of (3.20) we can write

\[
(\tilde{a}_{y_j} \kappa_j^1 - \tilde{a}_{y_j} \kappa_j^2, y^1 - y^2)_{L^2(\Omega)} = (\tilde{a}_{y_j} \kappa_j^1 - \tilde{a}_{y_j} \kappa_j^2, y)_{L^2(\Omega)} + (\tilde{a}_{y_j} \kappa_j^1 - \tilde{a}_{y_j} \kappa_j^2, y)_{L^2(\Omega)} \\
\leq 2 \| \kappa_j^1 \| \| \tilde{a}_{y_j} \|_2 \| y \|_2 + 2 \| \kappa_j \| \| \tilde{a}_{y_j} \|_2 \| y \|_2 + \frac{1}{2} \| \tilde{a}_{y_j} \|_2^2 \| \kappa_j^1 \|^2 + \frac{1}{2} \| \tilde{a}_{y_j} \|_2^2 \| \kappa_j^2 \|^2
\]

where \( C_1 \) denotes the constant from the assertion of Theorem 5.2 — it states that the square of the supremum of each \( \kappa_j \) is bounded by this constant. Now, (3.20), (3.21) and (3.22) together imply

\[
\int_0^1 \langle y', y \rangle + D \| \nabla y \|_2^2 \ ds \leq \int_0^1 (L + J) \| y \|_2^2 + \sum_{j=1}^J \frac{(R_U^j)^2}{2} \| \kappa_j \|^2 + \sum_{j=1}^J \frac{C_1}{2} \| \tilde{a}_{y_j} \|_2^2 \ ds
\]

A similar procedure can be performed for the equation for \( \kappa_j \) — we test the equations of (3.19) by
\( \kappa_j(s) I_{0,\ell}(s) \) and neglect the \( |\kappa_j|^2 \) terms:

\[
\beta_j \int_0^t \kappa_j' \kappa_j \, ds \\
\leq \int_0^t \sum_{k=1}^K \tilde{u}_{\alpha ik}' w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^1 - y^2 \, dx) \right) - \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik} (y^2 - y^1 \, dx) \right) \left| \kappa_j \right| \, ds \\
\leq \int_0^t \frac{\kappa_j^2}{2 \kappa_j} |\kappa_j|^2 + \sum_{k=1}^K \frac{1}{2} \tilde{u}_{\alpha ik}^1 \tilde{u}_{\alpha ik} w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^1 - y^2 \, dx) \right) - \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^2 - y^1 \, dx) \right) \left| \kappa_j \right|^2 \, ds \\
+ \sum_{k=1}^K \frac{1}{2} \tilde{u}_{\alpha ik}^1 \tilde{u}_{\alpha ik} w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^2 - y^1 \, dx) \right) - \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^1 - y^2 \, dx) \right) \left| \kappa_j \right|^2 \, ds \\
+ \sum_{k=1}^K \frac{1}{2} \tilde{u}_{\alpha ik}^1 \tilde{u}_{\alpha ik} w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^1 - y^2 \, dx) \right) - \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^2 - y^1 \, dx) \right) \left| \kappa_j \right|^2 \, ds \\
(3.24)
\]

We estimate separately the terms appearing under the sums above. By the Lipschitz continuity of \( w_k \) we get:

\[
\left| \tilde{u}_{\alpha ik}' w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^1 - y^2 \, dx) \right) - \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 (y^2 - y^1 \, dx) \right) \right| \\
\leq L_k \left| \tilde{u}_{\alpha ik}' \right| \left\| \tilde{u}_{\alpha ik}^1 \right\|_2 \left\| y^1 - y^2 \right\|_2 \leq L_k R^U \left( \alpha^{1/2} + \|y^*\|_2 \right) \left\| \tilde{u}_{\alpha ik}' \right\| \left( \tilde{u}_{\alpha ik} - \tilde{u}_{\alpha ik}^1 \right) \left\| y^1 - y^2 \right\|_2 \\
(3.25)
\]

The second term is estimated as follows:

\[
\left| \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^2 (y^2 - y^1 \, dx) \right) - \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^2 (y^1 - y^2 \, dx) \right) \right| \\
\leq L_k \left| \tilde{u}_{\alpha ik} \left( \left\| y^2 - y^1 \right\|_2 \left\| \tilde{u}_{\alpha ik}^1 \right\|_2 \leq L_k R^U \left( \alpha^{1/2} + \|y^*\|_2 \right) \left\| \tilde{u}_{\alpha ik} \right\| \left\| y^2 - y^1 \right\|_2 \right| \left\| \tilde{u}_{\alpha ik}^1 \right\|_2 \left\| y^1 - y^2 \right\|_2 \\
(3.26)
\]

The last term in the right hand side of (3.24) obeys:

\[
\left| \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^2 (y^2 - y^1 \, dx) \right) - \tilde{u}_{\alpha ik}^1 w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^2 (y^1 - y^2 \, dx) \right) \right| \\
\leq \tilde{u}_{\alpha ik}^1 - \tilde{u}_{\alpha ik}^1 \left( \left| w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^2 (y^2 - y^1 \, dx) \right) \right| \left| w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^2 (y^1 - y^2 \, dx) \right) \right| \right) \left\| \tilde{u}_{\alpha ik}^1 \right\|_2 \left\| y^1 - y^2 \right\|_2 \\
(3.27)
\]

From (3.24), (3.26), (3.20) and (3.27) we infer that:

\[
\int_0^t \kappa_j' \kappa_j \, ds \\
\leq \frac{\kappa_j^2}{2 \kappa_j} \int_0^t \left\| \kappa_j \right\|^2 \, ds + \left( \frac{\kappa_j^2}{2 \kappa_j} \sum_{k=1}^K \frac{1}{2} \int_0^t \tilde{u}_{\alpha ik}^1 \tilde{u}_{\alpha ik} w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 \right) \, ds \right) + \left( \frac{\kappa_j^2}{2 \kappa_j} \sum_{k=1}^K \frac{1}{2} \int_0^t \tilde{u}_{\alpha ik}^1 \tilde{u}_{\alpha ik} w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 \right) \, ds \right) \\
\right) \left( \frac{\kappa_j^2}{2 \kappa_j} \sum_{k=1}^K \frac{1}{2} \int_0^t \tilde{u}_{\alpha ik}^1 \tilde{u}_{\alpha ik} w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 \right) \, ds \right) \\
\leq \frac{\kappa_j^2}{2 \kappa_j} \int_0^t \left\| \kappa_j \right\|^2 \, ds + C_{2,j} \int_0^t \left\| \kappa_j \right\|^2 \, ds + C_{3,j} \sum_{k=1}^K \left\| \tilde{u}_{\alpha ik} \right\|^2 + C_{4,j} \sum_{k=1}^K \left\| \tilde{u}_{\alpha ik} \right\|^2 \\
(3.28)
\]

where

\[
C_{2,j} = C_{2,j} \left( R^U, L_1, \ldots, L_K, \beta \right) \\
C_{3,j} = C_{3,j} \left( R^U, L_1, \ldots, L_K, \beta, \|y^*\|_{2,1}, C_1 \right) \\
C_{4,j} = C_{4,j} \left( R^U, L_1, \ldots, L_K, \beta, w_{10}, \ldots, w_{K0}, \|y^*\|_{2,1}, C_1 \right)
\]

We sum (3.28) and (3.28) for every \( j \), use the identities \( 2 \int_0^t \left\| \kappa_j \right\|^2 \leq \left\| \kappa_j \right\|^2 + \left\| \kappa_j \right\|^2 \) and \( 2 \int_0^t \left| \kappa_j \right|^2 \leq \left| \kappa_j \right|^2 + \left| \kappa_j \right|^2 \) and neglect the gradient term (compare with (3.14) in the proof of Theorem 3.2). As the result, we get:

\[
\left\| y^1 \right\|^2 + \sum_{j=1}^J \left| \kappa_j \right|^2 \leq \left\| y_0 \right\|^2 + \sum_{j=1}^J \left| \kappa_j \right|^2 + \left( \frac{\kappa_j^2}{2 \kappa_j} \sum_{k=1}^K \frac{1}{2} \int_0^t \tilde{u}_{\alpha ik}^1 \tilde{u}_{\alpha ik} w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 \right) \, ds \right) + \left( \frac{\kappa_j^2}{2 \kappa_j} \sum_{k=1}^K \frac{1}{2} \int_0^t \tilde{u}_{\alpha ik}^1 \tilde{u}_{\alpha ik} w_k \left( \int_\Omega \tilde{u}_{\alpha ik}^1 \right) \, ds \right) \\
\leq \left\| y_0 \right\|^2 + \sum_{j=1}^J \left| \kappa_j \right|^2 + C_{5,j} \int_0^t \left\| \kappa_j \right\|^2 \, ds + C_{6,j} \left\| \tilde{u}_{\alpha ik} \right\|^2 \\
(3.29)
\]
where
\[
C_5 = \max \left\{ 2(L + J + JC_2), (R^\beta)^2 + \max_{j=1,\ldots,J} \frac{K}{2} \right\}
\]
\[
C_6 = \max \left\{ C_1, 2 \sum_{j=1}^J C_{3,j}, 2C_{4,j} \right\}
\]

By the integral Grönwall inequality we infer from (3.29) that
\[
\| y \|_{L^\infty(0,T)}^2 + \sum_{j=1}^J \| \kappa_j \|_{L^\infty(0,T)}^2 \leq (1 + TC_5e^{C_5})(\| y_0 \|_2^2 + \| \sum_{j=1}^J |\kappa_{j0}|^2 \|_2^2) + C_6 \| \hat{u} \|_{L^2(T)}^2
\]
(3.30)

To close the proof, it suffices to show that
\[
\| \nabla y \|_{2,\infty} + \| y' \|_{H^1(\Omega),2} + \| \kappa_j' \|_{L^2(0,T)} \leq C \left( \| y \|_{2,\infty}^2 + \sum_{j=1}^J \| \kappa_j \|_{L^\infty(0,T)}^2 \right)
\]
(3.31)

where $C$ depends only on $D$ and on the same quantities as $C_5, C_6$ and then (3.31) can be applied to complete our reasoning. But the estimates for particular norms appearing in (3.31) can be obtained with the same methods as in the proof of Theorem 3.2 (see (3.15), (3.16) and (3.17)).

\[\Box\]

In consequence of Theorems 3.1 and 3.2 we obtain the following:

**Corollary 3.4** Assume that general assumptions (I) - (VII) hold and $(g_j,h_k,\alpha_{jk})_{j=1,\ldots,J} \in U$. Then system (1.1) - (1.3) has a weak solution.

**Proof.** Theorem 3.4 assumes that $w_k$ functions are bounded, i.e. $\| w_k \|_{L^\infty(\mathbb{R})} < \infty$. But Theorem 3.2 gives a bound for solutions of (1.1) - (1.3) that is independent on $\| w_k \|_{L^\infty(\mathbb{R})}$. Thus the standard truncation technique can be utilized to dispense the assumption that $w_k$ are bounded.

Namely, by Theorem 3.2 $\| y \|_{2,\infty} = C_y < \infty$ where $C_y$ doesn’t depend on $\| w_k \|_{L^\infty(\mathbb{R})}$. For given $w_k$ as in assumption (IV), consider its truncation $w^n_k$ given by $w^n_k(s) := w_k(s)$ for $s$ such that $|w_k(s)| \leq n$, $w^n_k(s) = n$ for $s$ s. th. $w_k(s) > n$ and $w^n_k(s) = -n$ for $s$ s. th. $w_k(s) < -n$. Observe that $n = \| w^n_k \|_{L^\infty(0,T)}$. Since $C_y$ is independent on $\| w^n_k \|_{L^\infty(0,T)}$, there exists $n$ such that $n > \| h_k \|_2 \left( C_y + \| y^* \|_{2,\infty} \right)$. Taking $n$ satisfying this condition, the switching function $w_k$ in (1.3) can be replaced by $w^n_k$ with no side effect to the weak solution of (1.1) - (1.3) because $\int_0^\tau h_k(y^*(\cdot,t) - y^*(\cdot,t)) \, dx \leq \| h_k \|_2 \left( C_y + \| y^* \|_{2,\infty} \right)$ for a.e. $t \in [0,T]$. For such $w^n_k$, Theorem 3.1 can be applied.

\[\Box\]

The below corollary is straightforward due to Corollary 3.4 and Theorem 3.3.

**Corollary 3.5** Let the general assumptions (I) - (VII) be fulfilled and $(g_j,h_k,\alpha_{jk})_{j=1,\ldots,J} \in U$. Then system (1.1) - (1.3) has a unique weak solution.

This closes the part concerning the uniqueness and existence of the weak solutions of (1.1) - (1.3). However, Theorem 3.2 and Theorem 3.3 are necessary not only for the uniqueness and existence theorem in Corollary 3.5. The stability result in Theorem 3.3 will be utilized in the part of our research that concerns optimal location of the devices (see introduction).

But there are also other properties concerning the behavior of system (1.1) - (1.3) under the perturbations of the control which we would like to present. Assume that there is a sequence of controls $\hat{u}^n \in U$ given and one have only the knowledge on the weak convergence of this controls. This doesn’t allow to utilize the former theorems of the present section to infer about anything more than boundedness of $(y^n,\kappa^n_1,\ldots,\kappa^n_J)$ in $X^2$, where $(y^n,\kappa^n_1,\ldots,\kappa^n_J)$ denotes the solution of (1.1) - (1.3) corresponding to $\hat{u}^n$. Hence the following theorem:
Theorem 3.6 Let the assumptions (I) - (VII) be fulfilled. Let the sequence \( \hat{u}^n \) converge weakly to \( \hat{u} \) in \( U \). Denote by \( (y^n, \kappa^n_1, \ldots, \kappa^n_j) \) the solution of \( (1.1) - (1.3) \) corresponding to \( \hat{u}^n \) and by \( (\bar{y}, \bar{\kappa}_1, \ldots, \bar{\kappa}_j) \) the solution of \( (1.1) - (1.3) \) corresponding to \( u \). Then there exists a sequence of natural indexes \( n_1 < n_2 < \ldots \) such that subsequence \( (y^n, \kappa^n_1, \ldots, \kappa^n_j) \) converges weakly-\( * \) to \( (\bar{y}, \bar{\kappa}_1, \ldots, \bar{\kappa}_j) \) in \( X^2 \) when \( k \to \infty \).

Proof. Let \( \hat{u}^n \rightharpoonup \hat{u} \) in \( U \), as in the assumptions. A weakly convergent sequence is bounded, thus by Theorem 3.2 \( (y^n, \kappa^n_1, \ldots, \kappa^n_j) \) is bounded in \( X^2 \). This allows us to extract a weakly-\( * \) convergent subsequence (for simplicity, we relabel it and keep the original indexes): \( (y^n, \kappa^n_1, \ldots, \kappa^n_j) \rightharpoonup (\bar{y}, \bar{\kappa}_1, \ldots, \bar{\kappa}_j) \) in \( X^2 \) for certain \( (\bar{y}, \bar{\kappa}_1, \ldots, \bar{\kappa}_j) \in X^2 \). In particular:

\[
\begin{align*}
y^n & \rightharpoonup \bar{y} \quad \text{in } L^\infty(0, T; L^2(\Omega)) \\
y^{n*} & \rightharpoonup \bar{y}' \quad \text{in } L^2(0, T; H^1(\Omega)) \\
\nabla y^n & \rightharpoonup \nabla \bar{y} \quad \text{in } L^2(0, T; (L^2(Q_T))^d) \\
\kappa^n_j & \rightharpoonup \bar{\kappa}_j \quad \text{in } L^\infty(0, T) \\
\kappa^{n*}_j & \rightharpoonup \bar{\kappa}'_j \quad \text{in } L^2(0, T)
\end{align*}
\]

(3.32)

It suffices to show that \( (\bar{y}, \bar{\kappa}_1, \ldots, \bar{\kappa}_j) = (\bar{y}, \bar{\kappa}_1, \ldots, \bar{\kappa}_j) \). For this reason we need to prove that we can pass with \( n \) to infinity in all terms appearing in the weak formulation given in Definition 2.1. The passage in linear terms follows straightforward due to (3.32). We are left to deal with the terms

\[
\begin{align*}
\int_0^T (\kappa^n_j \tilde{u}^n_{g_j}(\xi), \phi)_{L^2(\Omega)} dt, \\
\int_0^T (f(y^n), \phi)_{L^2(\Omega)} dt, \\
\int_0^T W_j(y^n, y^n) \xi dt
\end{align*}
\]

for \( \phi \in L^2(0, T; H^1(\Omega)) \), \( \xi \in L^2(0, T) \).

Let us begin with the term corresponding to \( \kappa^n_j \tilde{u}^n_{g_j} \). By the assumption and by (3.32), \( \tilde{u}_{g_j} \rightharpoonup \tilde{u} \) in \( L^2(\Omega) \) and \( \kappa^n_j \rightharpoonup \kappa_j \) in \( L^2(0, T) \). But this means that for arbitrary \( \phi^\Omega \in C(\Omega) \) and \( \phi^T \in C([0, T]) \) we have

\[
\begin{align*}
\int_0^T (\kappa^n_j \tilde{u}^n_{g_j} \phi^\Omega \phi^T)_{L^2(\Omega)} dt &= \int_0^T \kappa^n_j \phi^T dt \int_\Omega \tilde{u}^n_{g_j} \phi^\Omega dx \\
&\rightharpoonup \int_0^T \kappa_j \tilde{u}_{g_j} \phi^T dt \int_\Omega \tilde{u}_{g_j} \phi^\Omega dx = \int_0^T (\kappa_j \tilde{u}_{g_j}, \phi^\Omega \phi^T)_{L^2(\Omega)} dt
\end{align*}
\]

To conclude that the weak convergence of \( \kappa^n_j \tilde{u}^n_{g_j} \) to \( \kappa_j \tilde{u}_{g_j} \) in \( L^2(Q_T) \) holds it suffices to justify that \( \kappa^n_j \tilde{u}^n_{g_j} \) is bounded in \( L^2(Q_T) \) and the set of functions \( \phi \) of form \( \phi(x, t) = \phi^\Omega(x) \phi^T(t) \), where \( \phi^\Omega \) and \( \phi^T \) are as above, is linearly dense in \( L^2(Q_T) \). The former is straightforward by the weak convergence properties of \( \kappa^n_j \) and \( \tilde{u}^n_{g_j} \). Concerning the latter, by the Stone-Weierstrass theorem (see [15], Chap. 0.2, p.9), the set of all possible \( \phi \) is dense in \( C(Q_T) \) and the latter set is linearly dense in \( L^2(Q_T) \). Altogether, the following can be stated:

\[
\kappa^n_j \tilde{u}^n_{g_j} \rightharpoonup \kappa_j \tilde{u}_{g_j} \quad \text{in } L^2(Q_T)
\]

(3.33)

Guaranteeing the convergence of the remaining two terms will involve the knowledge on the strong convergence of \( y^n \) in \( L^2(Q_T) \). But by the bounds for \( y^n \) and \( y^{n*} \) in (3.32) and by the Aubin-Lions lemma (see [15], Chap III.1, Prop. 1.3 for the probably most common formulation of the lemma or [16], Sec. 8 Cor. 4 for a more general statement), there exists a subsequence such that

\[
y^n \rightharpoonup \bar{y} \quad \text{in } L^2(Q_T)
\]

(3.34)

The limit in (3.34) is exactly \( \bar{y} \) since otherwise it would be a contradiction to (3.32).

By the Lipschitz continuity of \( f \) and (3.34) the convergence

\[
f(y^n) \rightharpoonup f(\bar{y}) \quad \text{in } L^2(Q_T)
\]

(3.35)

is a straightforward conclusion.

We are left to investigate the convergence of the term corresponding to \( W_j(y^n, y^n) \). Note that by the definition (see [13]), \( W_j \) has an implicit dependence on \( \tilde{u}^n_{g_j} \) and \( \tilde{u}^n_{g_{j_k}} \). Thus in the present context we should interpret \( W_j \) as \( W_j(\tilde{u}^n_{g_k}, \tilde{u}^n_{g_{j_k}}, y^n, y^n) \). By (3.33) and the Lipschitz continuity of \( w_k \) we can write, using the triangle inequality:
Let us consider each of the three terms appearing in the right hand side of the above.

The first term in the right hand side of (3.36) converges to zero since the sequence of controls \( \tilde{u}^n \) is bounded and (3.33) holds.

The third term in the right hand side of (3.36) is convergent to zero since by \( \tilde{u}^n \to \tilde{u} \) in \( U \) we have
\[
\tilde{u}_{\alpha,j,k}^n \to \tilde{u}_{\alpha,j,k}.
\]
To treat the second term, consider a function
\[
F^n(t) = \int_\Omega (\tilde{u}_{h_k}^n - \bar{u}_{h_k})(\tilde{y}(t) - y^*(t)) \, dx
\]
As the sequence of numbers \( \| \tilde{u}_{h_k}^n \| \) in the considered term is bounded, it is enough to show the convergence of \( F^n \) to zero in \( L^2(0,T) \). We have \( \tilde{y}(t), y^*(t) \in L^2(\Omega) \) a.e. on \( [0,T] \). Thus, by the weak convergence \( \tilde{u}_{h_k}^n \to \bar{u}_{h_k} \) in \( L^2(\Omega) \) for every \( k = 1, \ldots, K \) we infer that \( F^n(t) \) converges to zero a.e. on \( [0,T] \), as \( n \to \infty \). Moreover, a.e. on \( [0,T] \)
\[
|F^n(t)| \leq \| \tilde{u}_{h_k} - \bar{u}_{h_k} \| \| \tilde{y}(t) - y^*(t) \| \leq C_U \| \tilde{y}(t) - y^*(t) \|
\]
where \( C_U = \sup_n \| \tilde{u}^n \|_U \) is finite and the term \( \| \tilde{y}(t) - y^*(t) \| \) is square integrable due to \( \tilde{y}, y^* \in L^2(Q_T) \). These observations concerning \( F^n(t) \) allow us to apply the the Lebesgue dominated convergence theorem (see [14] Chap. 1 or [7] App. E.3, Th. 5) and get the convergence
\[
F^n \to 0 \quad \text{in } L^2(0,T)
\]
Altogether, we conclude that the right hand side of (3.36) converges to zero thus:
\[
W_j(\tilde{u}_{h_k}^n, \tilde{u}_{\alpha,j,k}^n, y^n, y^*) \to W_j(\bar{u}_{h_k}, \tilde{u}_{\alpha,j,k}, \tilde{y}, y^*) \quad \text{in } L^2(0,T)
\]
To sum up, the convergence results (3.32), (3.33), (3.35), (3.37) allow us to infer that \( (\tilde{y}, \tilde{k}_1, \ldots, \tilde{k}_J) \) is the weak solution of system (1.1) - (1.3) in sense of the Definition (2.1) corresponding to \( \tilde{u} \), i.e. \( (\tilde{y}, \tilde{k}_1, \ldots, \tilde{k}_J) = (\hat{y}, \hat{k}_1, \ldots, \hat{k}_J) \) what concludes the proof.

\[\square\]

4 Numerical prototypes

The present section is devoted to numerical simulations for illustrating some of the properties of the thermostats control system utilized in (1.1) - (1.3). Before we pass to presentation of the numerical results (Section 4.3), we describe precisely the configuration of system (1.1) - (1.3) which was utilized in the experiments (Section 4.1) and give a description of utilized numerical methods (Section 4.2).

In Section 4.3 we consider three situations. The first concerns the behavior of the thermostats control system when it is focused on a task of preserving an unstable state (Section 4.3.1). The second one concerns an attempt of comparison of efficiency of the thermostats control system for various initial conditions (Section 4.3.2). The third one compares the behavior of the thermostats control system when two different choices of the control and measurement devices are considered (Section 4.3.3).

If the behavior of the process stabilizes for large times, it is meaningful to measure the quality of a particular control \( \tilde{u} \in U \) as some functional of the process state in the final time of the experiment. The stabilization occurs to be the case in the experiments described in Section 4.3. Hence, we emphasize the results concerning the thermostats control system efficiency understood in the above manner.
4.1 Structural assumptions

In the experiments described in Section 4.3, the below assumptions were made.

We assumed, that every control device in system (1.1) - (1.3) is described by a characteristic function of a disc centered at \( x_j \in \Omega \) of the same radius, times a constant. We also put \( K = J \) and made an analogous assumption for the measurement devices. More precisely, the devices were determined by

\[
g_j := \hat{u} g_j := \sigma_g (. - x_j)|_{\Omega} \quad h_j(x):= \hat{u} h_j := \sigma_h (. - x_j)|_{\Omega}
\]

for \( x_j \in \Omega, \ j = 1, \ldots, J \) and for:

\[
\sigma_g(x) = C_g \mathbf{1}_{B(0,r_g)}(x) \quad \sigma_h(x) = C_h \mathbf{1}_{B(0,r_h)}(x)
\]

for certain \( r_g, C_g, C_h > 0 \). In other words, every control device was covered by exactly one measurement device, however they could differ in the height parameter.

In this situation, the following assumptions concerning the weights were natural: we set \( \alpha_{jk} := \hat{u} \alpha_{jk} := \delta_{j,k} \), where \( \delta_{j,k} \) denotes the Kronecker delta function of \( j \) and \( k \).

Having the above, the control \( \hat{u} := (g_j, h_j, \alpha_{jk})_{j=1,\ldots,J} \in U \) is determined once a selection of the points \( x_1, \ldots, x_J \) and the parameters \( r_g, C_g, C_h > 0 \) is made.

The above assumptions result in a simplified version of the model (1.1) - (1.3), which is a focus of our interest in the present Section, concerning the numerical results:

\[
\begin{cases}
y_t(x,t) - D \Delta y(x,t) = f(y(x,t)) + \sum_{j=1}^{J} g_j(x) \kappa_j(t) & \text{on } Q_T \\
\frac{\partial y}{\partial n} = 0 & \text{on } \partial \Omega \times (0,T) \\
y(0,x) = y_0(x) & \text{for } x \in \Omega
\end{cases}
\]

together with

\[
\begin{align*}
\beta \kappa'_j(t) + \kappa_j(t) &= w_1 \left( \int_{\Omega} h_1(x)(y - y^*)(dx) \right) & & \text{on } [0,T] \\
& \vdots & & \\
\beta \kappa'_j(t) + \kappa_j(t) &= w_J \left( \int_{\Omega} h_J(x)(y - y^*)(dx) \right) & & \text{on } [0,T] \\
\kappa_j(0) &= \kappa_{j0} \in \mathbb{R} & & \text{for } j = 1, \ldots, J
\end{align*}
\]

for \( g_j \) and \( h_j \) functions defined by (4.1) and (4.2).

The experiments were performed for a two-dimensional rectangular domain:

\[
\Omega = (-1,1) \times (-1,1) \subset \mathbb{R}^2
\]

It was assumed that \( y^* \) was time independent: \( y^* = y^*(x) \).

The reactive term \( f \) treated in the experiments was:

\[
f(s) = -s^3 + s
\]

together with \( w_j, j = 1, \ldots, J \) given by

\[
w_j(s) = H_w \max(\min(L_w s, 1), -1)
\]

for certain \( L_w, H_w \).

For a given \( r_\sigma \), we considered the value of \( C_h \) to be determined by the following relation:

\[
C_{\text{switch}} \int_{\mathbb{R}^d} \sigma_h = 1/|L_w|
\]

for certain \( C_{\text{switch}} > 0 \). In the above, \( C_h \) is present in the definition of \( \sigma_h \). Identity (4.8) along with definition of \( \sigma_h \) in (1.2) allows to infer that

\[
C_h = \left( \pi \ |L_w| \ C_{\text{switch}} r_\sigma^2 \right)^{-1}
\]

For better explanation of the meaning of the constant \( C_{\text{switch}} > 0 \), we make the following remark. Let us temporary call the term \( w_j \left( \int_{\Omega} h_j(y - y^*) \right) \) in the right hand side of (4.4) a signal demand of \( j \)-th
measurement device. The concept is that $C_{\text{switch}}$ defines a threshold deviation between the solution $y$ and the reference state $y^*$ after exceeding which the extremal value of signal demand is returned to $j$-th signal generator by $j$-th measurement device. Being more precise, for a given measurement device described by a function $h_j$ we want the signal demand to achieve its maximal value when $y - y^* \approx C_{\text{switch}}$ or $y - y^* \approx -C_{\text{switch}}$, at least in the support of $h_j$. But taking the formula for $w_j$ into account, its extremal value is achieved if $\int_{\Omega} h_j(y - y^*) \approx \pm 1/|L_w|$. Processing the above conditions yields

$$1/|L_w| \approx \int_{\Omega} h_j |y - y^*| \approx C_{\text{switch}} \int_{\Omega} h_j$$

This gives relation (4.8) after assuming that $\approx$ sign can be replaced by the equality sign and assuming that $\int_{\Omega} h_j = \int_{\partial \Omega} \sigma_h$. The latter is correct if $\text{supp}(\sigma_h(. - x_j)) \subset \Omega$. We considered it as a usual situation in order to give clear interpretation of constant $C_{\text{switch}}$. However it can be not true in general.

Altogether, for $\Omega$ given by (4.5), the reactive term as in (4.6), the switching function $w_j$ as in (4.7), $g_j$, $h_j$ defined in the formula (4.1) with (4.2) and $C_{\text{switch}}$ as in the formula (4.9), system (4.3 - 4.4) is uniquely determined by the choice of the following quantities:

$$y_0, \kappa_{10}, \ldots, \kappa_{J0}, y^*, J, x_1, \ldots, x_J, T, D, \beta_1, \ldots, \beta_J, r_{\sigma}, C_g, C_{\text{switch}}, L_w, H_w$$

The values of the above quantities utilized in the particular experiments will be specified in Section 4.3.

4.2 Assumptions for the numerical scheme

The below numerical methods were utilized in the experiments described in Section 4.3.

For numerical treatment of system (4.3) - (4.4) we utilized the finite element method to solve the component $y$ corresponding to the parabolic equation.

The triangulation of the $\Omega$, see (4.5), was of the type presented on Figure 1. The finite element space chosen for the simulations was the space of continuous functions, linear on every element of the triangulation. The implicit Euler scheme was used for the purpose of the time discretization of the model. The nonlinear terms $f$ and $w$ were treated with use of the Picard iterations technique.

The constant amount of the Picard iterations for every time step was assumed instead of applying the error-based stop criterion in order to control the computational time.

In the further part of our work, we will use the following notation concerning the above described numerical scheme:

$N + 1$ — The number of vertices in the mesh along each spatial direction,

$h$ — The length of the mesh step along each spatial direction,

$M + 1$ — The number of points in the time discretization,

$\tau$ — The length of the time step,

$N_{\text{Picard}}$ — The number of Picard iterations in every time step

According to the above notation, the total number of vertices in the triangulation equals $(N + 1)^2$. Moreover, the relations $h = N^{-1}$ and $\tau = M^{-1}$ hold.

Figure 1: The type of triangulation utilized in the experiment.
Note, that the numerical scheme that we apply is fully determined (up to the matrix assembly method) by the choice of the parameters determining the finite element space, the time discretization scheme and the nonlinear term treatment method, i.e. by the following parameters:

\[ N, \quad M, \quad N_{Picard} \]

The values of the above parameters utilized in the particular experiments will be specified in section 4.3.

## 4.3 Results of the simulations

Now we proceed to presentation of the results announced in the introduction to Section 4. The described below experiments were performed with use of the methods from Section 4.2 and under structural assumptions from Section 4.1.

In the presentation, some plots appear and thus we give a short clarification of the utilized plot convention here. The plots can be grouped into certain classes: the plots of the main component \( y \) of the numerical solution of system (4.3) - (4.4), in a given moment of time, the plots of initial conditions or reference states, the plots concerning configuration of the control devices and the error plots. While the error plots are self-describing, the rest of the plots need to be commented.

In the plots of the main component \( y \) of the numerical solution of system (4.3) - (4.4), in a given moment of time, the color map extends from black for certain down limit value \( \min \) to white for certain upper limit value \( \max \). The values exceeding the interval \([\min, \max]\) are truncated to the values \( \min \) or \( \max \). The same convention holds for the plots of the \( y_0 \) components of the initial condition of system (4.3) - (4.4) and the plots of the reference state \( y^* \).

The default values of the color map parameters are \( \min = -1 \) and \( \max = +1 \). If the values \( \min \) or \( \max \) are different than the mentioned default ones, then it is indicated in the legend of the plot.

The plots concerning the configuration of the control and measurement devices are visualizations of supports of the functions \( g_j \) and \( h_j \) describing the control and measurement devices. This makes sense since due to the structural assumptions in the Section 4.1, the supports of the functions describing the control and measurement devices are pairwise equal. The difference between \( g_j \) and \( h_j \) for a given \( j = 1, \ldots, J \) can occur only in height parameters \( C_g \) and \( C_h \), appearing in (4.2). Thus, such visualizations, if sufficiently precise, give an unique characterization of the parameter \( r_{\sigma} \) and of the utilized sequence of the central points, \( x_1, \ldots, x_J \), appearing in (4.2).

![Control and measurement devices configurations for Section 4.3](image)

**Figure 2:** Control and measurement devices configurations for Section 4.3

Figures 2 and 3 present data which shall be utilized in the experiments below. The data employed in particular experiments will be specified in their description by reference to these figures.

Moreover, assume that \( y^* \in H^1(\Omega) \) and that \( y \) is the main component of numerical solution of (4.3) - (4.4), obtained with the methods described in Section 4.2. For the time discretization points \( t = m\tau, \quad m = 0, \ldots, M \) we denote by \( E_y(t) \) the \( L^2 \) error between \( y \) and \( y^* \):

\[ E_y(t) = \| y(t) - y^* \|_{L^2(\Omega)} \]
and by $E^\text{grad}_y(t)$ the gradient error between $y$ and $y^*$, or more precisely:

$$E^\text{grad}_y(t) = \| \nabla (y(t) - y^*) \|_{L^2(\Omega)}$$

The below described simulations have been performed with use of the GNU Octave environment.

### 4.3.1 Experiment 1 — thermostats model and an unstable equilibrium

The present experiment is intended to illustrate properties of the thermostat control system in a situation where the reference state is unstable. We want to emphasize the benefits, which can be observed in this particular experiment, of using the thermostats control system under consideration.

The following data were exploited for the present experiment:

$$T = 24 \quad C_y = 16/\pi \quad L_y = -10 \quad \kappa_j = 0 \quad \forall j = 1, \ldots, J$$

$$D = 0.01 \quad C_{\text{switch}} = 0.2 \quad H_w = 10$$

Together with the numerical scheme specification given by:

$$N = 100, \quad M = 2400, \quad N_{\text{Picard}} = 3$$

We considered the initial condition $y_0$ as on Figure 3b and the reference state $y^* \equiv 0$. Note that the $y^*$ taken into account indeed is an unstable state for the assumed reactive term $f$.

We have performed three simulations, basing on various configurations of the control and measurement devices. The cases of $J = 16, 36, 64$, with the devices varying in size and tightly covering the domain have been considered. The utilized devices configurations are presented on the Figures 2a, 2b and 2c.

In each of the three simulations, some stabilization of the process behavior occurred after an initial period of relatively strong oscillations. It could be observed that after this initial period there emerged certain relatively stable patterns which didn’t underwent further big changes. However still, some slow evolution of the numerical solution could be observed in longer time horizon for the cases of 16 ans 36 devices. Nevertheless, the process states eventually achieved for time $t = T$ didn’t exhibit any rapid changes so it may be considered as states that are close to certain equilibrium states of the considered model. However, the latter hypothesis require further work for better verification.

Now, let us comment on the quality of thermostats control systems associated with the addressed devices configurations. For many users the result on Figure 4a cannot be considered to be precise for the problem of leading the state of the process to the state $y^* \equiv 0$ in time $T$. Nevertheless, the situation was changing as we were increasing the amount of the devices, keeping their uniform distribution through the domain. Comparing the Figures 4a, 4b and 4c suggests that the greater the number of the control and measurement devices is, the more precise response of the control devices can be expected. This stays consistent with the natural intuition.

The drastic difference between the efficiency of the thermostats control system for 16 devices and the efficiency for the cases of 36 and 64 devices is well visible on the error plots in Figures 5a and 5b. The
Figure 4: Solution plots in time $t = T$ for the devices configurations considered in Section 4.3.1. Fig. 4a corresponds to the dev. conf. in Fig. 2a; Fig. 4b — to Fig. 2b; Fig. 4c — to Fig. 2c. The min and max values equal the extremal values of the corresponding solutions in time $t = T$.

Reader may also compare the obtained error values in time $t = T$ in the below table (presented with rounding to 4 significant digits, or more if necessary):

| y part for: | 16 dev. | 36 dev. | 64 dev. |
|-------------|---------|---------|---------|
| $E_y(T)$    | 1.3006  | 0.3568  | 5.5550e-08 |
| $E_y^{\text{grad}}(T)$ | 8.2791 | 3.4143 | 6.9999e-07 |

Nevertheless, in the situation of the present experiment, the main question concerning the efficiency of the utilized control system can be reduced to the question on the amount of the devices which would be sufficient to achieve demanded precision. This is much simpler adjustment procedure than what can be often expected in case of the open-loop control systems. Suppose that we consider an open-loop system in which the user is responsible for the choice of right amount, size and locations of the control devices as well as the signal functions $\kappa_j$ given on $[0, T]$. In other words, equations (4.4) are not taken into account. Such an open-loop control system is more difficult to handle that our closed-loop control model in (4.3) - (4.4), because the user has to control more variables. Necessary is the choice of the devices together with the signal functions in the introduced open-loop case, versus the choice of the devices only in the case of our closed-loop system. Moreover, in the open-loop situation a proper choice of the signal functions $\kappa_j$ is hard to be done by intuition. Probably proper signal would be searched by some optimization procedure, what additionally increases the complexity of efforts necessary to deal with the open-loop case.
4.3.2 Experiment 2 — thermostats model and various initial conditions

Below, we present numerical results which illustrate behavior occurring in the investigated model with control by thermostats when perturbations of the initial condition are induced.

In the present experiment, the following data were used:

\[
T = 4 \quad r = 1/8 \quad L_w = -10 \quad C_{\text{switch}} = 0.2 \\
D = 0.02 \quad C_g = 16/\pi \quad H_w = 10 \quad \kappa_{j0} = 0 \ \forall j = 1, \ldots, J
\]

together with the numerical scheme specification given by:

\[
N = 100, \quad M = 400, \quad N_{\text{picard}} = 3
\]

The configuration of the control and measurement devices was assumed to be as the devices configuration with \( J = 64 \) utilized in the experiment from the Section 4.3.1 i.e. as on Figure 2c. The reference state was as in Figure 3a.

Two simulations has been performed, with two variants of the \( y_0 \) component of the initial condition. The first of them was as in Figure 3b, the second initial condition was as in Figure 3c.

The error plots in Figures 7a and 7b confirm that the components \( y \) of the both numerical solutions tend to the same neighborhood of the reference state. Moreover, the below table presents the values of error in the final time of the experiment for the respective initial conditions (with rounding to 8 significant digits):

| \( y \) part for: | 1st variant | 2nd variant | ratio          |
|------------------|-------------|-------------|----------------|
| \( E_y(T) \)     | 0.12569814  | 0.12569916  | 1.00000812     |
| \( E^{\text{grad}}_y(T) \) | 2.26541586  | 2.26541453  | 0.99999941     |

The ratio of the error in time \( t = T \) is close to 1. Thus, depending on particular requirements of the user of the control system, the achieved accuracy in the final time of the experiment can be considered to be similar for the two initial condition cases.

Moreover, the error plots in the Figures 7a and 7b suggest that the initial error was leveled within a similar time, approximately equal \( t \approx 1 \), in both cases. Note however, that the latter can be guessed to be true due to the comparable rank of values of the considered initial conditions. It is reasonable to...
expect that if we had considered two initial conditions where one of them was defined as ten thousand times the other then the time of leveling the initial error would differ.

To conclude this experiment results, assume that we want to measure the efficiency of the control system as deviation between the solution and the reference state in the final time of the experiment. Then, a hypothesis that the thermostats control system under consideration have the very nice property of preserving the efficiency under perturbations of the initial condition seems reasonable.

4.3.3 Experiment 3 — various amounts of thermostats

This experiment is devoted to compare behavior of the thermostats control system for two different configurations of the control and measurement devices, where the size of the particular devices equals in both cases but their amount differs. The results can serve as a motivation for the research in the area of optimal location of the control and measurement devices.

The following data was exploited for the present experiment:

\[
\begin{align*}
T &= 4 \\
\sigma &= 1/8 \\
L_w &= -10 \\
C_{\text{switch}} &= 0.2 \\
D &= 0.02 \\
C_g &= 16/\pi \\
H_w &= 10 \\
\kappa_{j0} &= 0 \forall j=1,\ldots,J \\
\end{align*}
\]

together with the numerical scheme specification given by:

\[N = 100, \quad M = 400, \quad N_{\text{Picard}} = 3\]

The initial condition chosen for the present experiment was as in Figure 3b) and the reference state was as in Figure 3a.

The two considered configurations of the control and measurement devices, one with \(J = 64\) and the other with \(J = 20\), are presented in Figures 2c and 2d.

The numerical approximation of the process occurred to stabilize quickly near the reference state for the case of 64 devices, see Figures 8a and 8b. For the case of 20 devices, as we see on the Figures 8c and 8d, the process also seems to tend to some neighborhood of the reference state. However for 20 devices, the evolution toward the reference state is slower than in case of the simulation with 64 devices.

In Figures 9a and 9b, the error line concerning the behavior of the process in the case of 20 control and measurement devices is always above the error line concerning 64 control and measurement devices, in both plots. In other words — for our situation, the error graphs stay consistent with the hypothesis that the thermostats control system with 20 devices works slower than the one with 64 devices. Moreover, the error plots suggest that the efficiency of the thermostats control system understood as error in time \(t = T\) also differ for these two devices configurations. The latter is also confirmed by the below table containing the error values in time \(t = T\) (with rounding to 4 significant digits):
Figure 8: Numerical solutions at time $t = 1$ and $t = 2$ for the devices configurations considered in Section 4.3.3. Fig. 8a, 8b correspond to the dev. conf. in Fig. 2c; Fig. 8c, 8d — to Fig. 2d.

Figure 9: $E_y(t)$ and $E_y^{grad}(t)$ for time points $t = m\tau$, $m = 0, \ldots, M$, for simulations corresponding to the devices configurations considered in Section 4.3.3.

| $y$ part for: | 64 dev. | 20 dev. | ratio   |
|--------------|---------|---------|---------|
| $E_y(T)$     | 0.2609  | 0.1257  | 0.4817  |
| $E_y^{grad}(T)$ | 3.0757  | 2.2654  | 0.7366  |

To sum up the present experiment, the 20 devices system seems to be slower and not that accurate as the 64 devices system. But these results lead to further questions. The configuration of the 20 control and measurement devices presented on Figure 2d has been chosen for our experiments by intuition. Hence it is natural to ask whether these devices could be localized in the domain $\Omega$ better. Or, whether we could remove more control devices and still obtain a result which would be called satisfactory with respect to some criterion. Here the realm of optimization begins.

### 4.3.4 Remarks on large time behavior

In the above described experiments, an observation about stabilization of the process in time was made. This allows to pose hypotheses on asymptotic properties for model (1.1) - (1.3).

However, still it is not straightforward what should be the precise form of the hypotheses in question. The numerical prototypes in Sections 4.3.1, 4.3.2, and 4.3.3 show that the behavior of the model varies depending on the configuration of its particular parameters. Intuition suggests that in the situations taken into account in the simulations in Sections 4.3.2 and 4.3.3, the process evolves toward certain state which is relatively close to the reference state. For these configurations of the model existence of a one-point, or a very small attractor can be expected.

Nevertheless, the situation in the simulations concerning the unstable equilibrium, what was the case
in Section 4.3.1 is different. If the process states in final time presented on the Figures 4a, 4b, and 4c are close to certain equilibrium of the process then, by symmetry, the transposed states are close to an equilibrium of the system as well. The transposed state should be the output for a simulation with transposed initial condition. By a transposed state we mean a state with swapped role of axis of the coordinate system in $\mathbb{R}^2$. In particular, in the case of the configuration of the model associated with Figure 2a the hypothetic attractor cannot be expected to be small in the sense of diameter, if exists. The reason for this is that in the subject case the state in the final time presented on Figure 4a is quite distant from its transposed state. The attractor, if exists, should contain states which are close to both the original and transposed state.

Moreover, differences between particular simulations occur also in terms of speed of the evolution of the process toward some time invariant state. For simulations described in Sections 4.3.2, time interval $[0, 4]$ was enough for the process to achieve some state that seemed time invariant. This was also reflected on the error plots on Figures 7a, 7b, 9a, 9b. In contrary, for unstable reference state considered in experiment in Section 4.3.1 and the cases of $J = 16$ and $J = 36$ control and measurement devices (Figures 2a and 2b) the evolution of the process toward the state obtained in the final time of the experiment was very slow. This is the main reason for which we have chosen the time interval for this experiment equal to $[0, 24]$, which is six times longer than the time intervals in other experiments. At time $t = 4$ the numerical approximations of the process in Section 4.3.1 for $J = 16$ and $J = 36$ still evolved. This is visible in the error plots in Figures 5a and 5b. Nevertheless, the above hypotheses concerning the speed of evolution of the process base on visual inspection of the results and require further verification.

5 Concluding remarks

Motivated by the results in Section 4.3.3 and according to what we stated in the introduction to this paper, we are interested in further research in the field of optimal location of control and measurement devices in the considered model. This research, which is partially completed now, takes into its scope both theoretical analysis including deriving optimality conditions as well as the numerical optimization. We intend to contain these results in our next work (in preparation).

The problem of optimal location is not the only possible field for continuation of our work. As we already remarked in Section 4.3.3 the investigated model with control by thermostats exhibits some asymptotic behavior and this behavior can vary as we change the model parameters. A precise description of large time properties of the model could be an additional subject for further research. The existence of a global attractor and periodic solutions for a model with control by thermostats was investigated in [1]. However, there addressed variant of the thermostats control system was different than ours. This makes the possibility of transmitting there presented results on global attractors and periodic solutions to our case not obvious.

It is worth of a short remark that the questions on the asymptotic behavior can play a role also from the point of view of the problem of optimal location of control and measurement devices. Any optimal control problem requires an optimality criterion, describing quality of a given control. If asymptotic stabilization of the process occurs, then a valuable quality criterion of a given configuration of control and measurement devices can be the deviation between the actual process state and the reference state in the final time of the experiment. Still, if the global attractor exists, the independence of the latter quality criterion on the initial condition cannot be expected unless the attractor contains only one point or at least has very small diameter. This kind of independence is a desired property in situations when a problem of choosing locations for control and measurement devices arises. For example, consider a temperature stabilization problem consisting in choosing optimal locations of control and measurement devices in given environment. The aim is to bring the temperature distribution in the environment possibly close to some prescribed temperature distribution, without a priori knowledge on the initial temperature distribution. It is natural demand to locate the control and measurement devices in a way such that the final temperature distribution doesn’t contain unpredictable bias. In the case of nontrivial asymptotic behavior, bias in the final temperature distribution can occur if perturbations in the initial temperature distribution occur.
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