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ABSTRACT
The present work investigates heat transfer through natural convection using a series of experiments and computational modeling using Computational Fluid Dynamics (CFD) simulations in a one-meter bundle pipe with three internal pipes. The exact complex geometry is modeled where the flow channel is reduced through a spiral groove attached to a rod inside the internal tubes which was challenging compared to the flow in circular pipes in previous studies. To support the computational modeling investigations, convective heat transfer analysis is also studied through experiments with water as the production and heating fluids. Further, simulations are carried out with water-crude oil and aqueous ethylene glycol-water as the heating mediums and production fluids, respectively. Based on the heat transfer rates estimated from experimental data and CFD simulation results for the respective tubes, a modification to an existing Nusselt number is proposed for the range of temperature and flow rates used in the experiments. The proposed model, \( N_u = Pr^{0.6} Ra^{0.8} \), was validated against experimental data and a good agreement with \( R^2 \) values of more than 0.94 was achieved.

1. Introduction
Rapid growth in hydrocarbon demand and crude oil production has directed the explorations towards offshore operations ranging from shallow to ultra-deepwater. However, due to the extreme ambient conditions of low temperature and high pressure, hydrate formation and solid depositions became major challenges in the upstream operations. The drop in temperature and pressure of crude oil when being transported provide a friendly environment for the formations of hydrates and other solids such as wax, which grow into larger aggregates over time/length of the pipeline. Wax formation in the pipeline has a direct effect on fluid flow and heat transfer. The aggregates of wax increase fluid viscosity which causes critical flow issues such as high pressure drop inside the flow lines, high pumping power requirements, reduced permeability, change in oil rheology, clogging the flow line, fittings, control valves, and unplanned disruptions in production (Mansourpour et al., 2019). A reduction in the thermal conductivity due to wax aggregates leads to a reduction in convective heat transfer coefficient and heat transfer in the pipe. Therefore, designing and operating offshore pipelines require advanced risk management techniques to mitigate these potential adverse effects (Kenny, 2018). Flow-related issues such as hydrates formation, wax, and asphaltenes deposition, slugging, scales, corrosion, erosion, and emulsions were the motivation to introduce flow assurance techniques in the 1990s (Camargo et al., 2004). Flow assurance aims to achieve profitable, safe, and reliable operations in the given oil & gas price scenario (Arcangeletti et al., 2019).
Flowline thermal management, as a flow assurance strategy, is achieved through means of passive insulation and active heating. Active heating is classified as direct and indirect heating. Referring to direct heating, heat is added to the production fluid through electrical current in cables attached to the pipe and in indirect heating, through hot fluid circulation where the heating medium flows in an auxiliary pipe at high temperature. The indirect heating method results in such a configuration, identified as a pipeline bundle system, where the internal flow lines consisting of production pipes, heating pipe, and heating medium return pipe are kept inside a larger insulated sleeve pipe.

The design and operation of the bundle-pipeline systems require accurate prediction of heat transfer and temperature profiles in different pipes along the length of the bundle, which in turn, necessitates the availability of accurate correlations for heat transfer coefficients on different surfaces in the bundle system (Ahmadi et al., 2019; Sadeghzadeh et al., 2020).

Heat transfer correlations and experimental data for forced convective heat transfer in vertical and horizontal pipes have been published over the years, where the heat transfer coefficient was correlated with dimensionless numbers of Reynolds and Prandtl (Churchill & Chu, 1975; Lü et al., 2006). Convective heat transfer in circular and rectangular pipes is affected by flow velocity, pipe diameter, wall thickness, and pipe material which have a significant influence on the overall heat transfer coefficient. It was reported that increasing the wall thickness reduces the heat flux in the pipe (Adelaja et al., 2014). Also, wall thickness has a direct effect on the temperature profiles for the bulk fluid and the inner wall of the pipe. When the wall-to-fluid conductivity ratio is less than or equal to 25, increasing pipe thickness will make the inner wall surface approaching the uniform heat flux condition despite changes in the outer wall temperature (Zhang et al., 2010).

In many heat transfer prediction scenarios, a correlation for similar systems can be considered within the operating conditions and physical properties limitations of the correlation, and thus, bundle-pipes can be considered as a special case of heat exchangers. However, in a typical bundle pipe, the heat is transferred from the heating pipe to the carrier pipe and then from the latter to the production pipes through series of conduction and convection mechanisms. Also, bundle pipelines come in several configurations which have a direct influence on the heat transfer within the system. For example, the use of heat return lines will create regions where both cooling and heating occur inside the bundled flow line. And thus, more complicated heat transfer takes place as it does not follow uniform heating or cooling along the bundle length.

With the advancements in process modeling and computing methods, simulating processes and industrial applications has garnered great interest in the research society (M.H. Ahmadi et al., 2019a). Process modeling and simulation are widely used to achieve intelligence to improve the design and optimize production/manufacturing processes (Oliveira et al., 2011; Zhang & Anosike, 2010). The studies considering bundled pipelines for crude oil production and transportation are limited, pilot scaled, and operating conditions were not close to industrial ones where very few correlations were developed in the past. A previous study on the tube bundle was performed, however, the developed correlation for Nusselt number was based on CFD results with limiting assumptions of constant wall temperatures and the geometry did not closely represent the bundled pipe (Liu et al., 2006).

As the heat transfer between the fluids in the bundle pipe is through natural convection, heat transfer is driven by the temperature differences between the fluids. The heat is transferred from the heating medium to the fluid in the carrier pipe and further to the fluids in the production pipes. The additional heat source for modeling the heat transfer phenomena is not considered in the study. The geometry of the flow domain has a great effect on the fluid flow and heat transfer, thus, different correlations were developed for different geometries based on the flow regimes and the surface area available for heat transfer ranging from simple enclosures and cylindrical tubes to helical pipes and complex bundle-pipes. The selection of a suitable turbulence model for the flow problem in CFD modeling is a critical factor, a few studies have compared the use of different models (standard k-ε model, k-ω and SST) and the effect on the accuracy of the results. For a pressure drop study in staggered bundle-pipes (Balaji & Prakash, 2016), the k-ε model shows a satisfactory agreement with the pressure drop theoretical data compared to k-ω and SST. The k-ε model was used in several natural convection studies for different geometries and was found to provide a satisfactory agreement for friction factor and Nusselt number evaluations (Czarnota & Wagner, 2016; Kuznetsov & Sheremet, 2010; Markatos & Pericleous, 1984).

In computational fluid mechanics, one of the areas that have been investigated involves the application of group method of data handling (GMDH) neural networks, especially concerning pulsating heat pipe thermal conductivity and thermal resistance estimation (Mohammad Hossein Ahmadi, Sadeghzadeh, Raffiee, et al., 2019b). In the latter investigation, it was documented that several factors affect how pulsating heat pipes perform. Some
of the documented factors include the length of each section, the angle of inclination, the heat input, thermal conductivity, the filling ratio, and the outer and inner diameters of the tube. Indeed, the study was important to the field of computational fluid mechanics because it gave insight into some of the parameters that manufacturers ought to consider concerning the pulsating heat pipe design process. Another area that has been investigated involves the behavior of nanofluidic thermosyphon heat exchangers, with a particular focus on numerical analyses and experimental approaches (Ramezanizadeh et al., 2019). In this latter study, it was acknowledged that thermosyphons gain application to various systems involving heat transfer due to the high effective thermal conductivity with which they are associated. As such, the purpose of the study was to conduct an experimental investigation to discern the thermal performance of thermosyphon heat exchangers. The nanofluid used was Ni/Glycerol–water with different concentrations of 1.25, 0.625, and 0.416 g/l. In the results, the study demonstrated that when thermosyphons are used in place of copper tubes, with the dimensions kept constant, the resulting heat transfer capacity improvement is so significant.

For the case of Ethylene Glycol–Water mixtures, the study by Vandrangi et al. (Vandrangi et al., 2020) sought to predict the coefficients of heat transfer and their impact on system behavior. Here, the authors focused on the prediction of the heat transfer coefficient of SiO2, relying on CFD simulation, with 40% of ethylene glycol and 60% of water being the experimental conditions. In the findings, it was established that a significant increase in heat transfer coefficients in Al2O3/40EGW nanofluids was observed. When SiO2/40EGW was used as the base fluid, a value of 51.0% was found to be the heat transfer enhancement, with 1.0% being the volume concentration and 80°C being the temperature. Overall, the study confirmed the superiority of 40EGW, especially with higher thermal conductivity and heat transfer coefficients (Vandrangi et al., 2020). Another interesting context that has been studied involves a CFD approach seeking to analyze shell-and-tube heat exchanger performance, especially the hydro-thermal shell-side performance aspect (Alfarawi, 2020). From the investigation (Alfarawi, 2020), the motivation was to steer improvements in the performance of a conventional shell-and-tube heat exchanger, especially via the utilization of a 3D CFD analysis. From the study, it was noted that when the baffle cuts are reduced from 45% to 25% and, the number of baffles increased, there tends to be increased pressure drop and heat transfer (Alfarawi, 2020). Specific results suggested that it is at six baffles and 35% baffles cut configuration that, with equal pumping constraint, a value of 2.15 is obtained as the optimal or best factor of thermal enhancement. Therefore, the findings were informative because they gave insight into some of the system conditions that are ideal for optimal performance, especially concerning thermal enhancement.

About the annular elliptical fin-and-tube heat exchanger, detailed numerical investigations have strived to give insight into the heat exchanger systems’ thermo-fluid characteristics (Nemati et al., 2020). For the turbulent flow, its simulation in the latter study was achieved via the use of a transition SST model. Also, the investigation focused on the impact posed by parameters such as fin densities, horizontal to vertical fin diameter ratios, and air velocities (Nemati et al., 2020). In the results, the study demonstrated that for heat transfer coefficient and pressure drop, between the simulations and the proposed correlations, the maximum deviations entailed 3.2% and 5.6%, respectively. As such, based on the study, it is worth inferring that when compared to elliptical fins, circular fins exhibit higher entropy generation.

Additional investigations have focused on cross-flow heat exchangers exhibiting elliptical tubes, with a particular emphasis on the parameters of heat transfer and flow characteristics (Mohanan et al., 2020). In such a study, the numerical investigations have strived to unearth how transverse and longitudinal pitch-to-diameter ratio variation affects the performance of elliptical tube-based cross-flow heat exchangers (Mohanan et al., 2020). Specific variables whose impact was investigated involved the impact of tube arrangement and the aspect ratio about how they affect the cross-flow heat exchanger performance. In the conclusions, the investigation suggested that optimal performance is likely to be realized if the values of the pitch-to-diameter for the transverse and longitudinal positions are set at 1.75:2 and 2:1.75, respectively. Lastly, investigations have been conducted concerning finned pipes that have internal V-cut twisted pipes, especially relative to how nanofluids affect the nature of heat transfer in the system (Alwan et al., 2020). The numerical and experimental investigation has strived to unearth how, in circular finned tubes that have V-cut twisted pipes, a twist ratio of 1.85 tends to enhance the heat transfer (or otherwise).

A previous study on the tube bundle was performed, however, the developed correlation for Nusselt number was based on CFD results with limiting assumptions of constant wall temperatures, and the also the modeled geometry did not closely represent the bundled pipe. Hence, the present work investigated heat transfer through natural convection using a series of experiments and computational modeling using Computational Fluid Dynamics (CFD) simulations in a one-meter bundle pipe with three internal pipes. The geometry model simulated
the exact complexity where the flow channel is reduced through a spiral groove attached to a rod inside the internal tubes which was challenging compared to the flow in circular pipes in previous studies.

2. Equipment and experimental methodology

Experiments were conducted on a one-meter bundle with three internal pipes (one heating and two production pipes), representing the actual bundled flow lines in the industry, a schematic diagram of the flow circuit is shown in Figure 1(a). All pipes are made of copper and the configuration is shown in Figure 1(b). The same bundle pipe used by Liu (Liu et al., 2006) is used in this study for experiments.

The tanks for the carrier and the internal pipes run independently, with separate inlets, pumps, and flowmeters. Flow circuits are identical for both the production pipes and the heating pipe. The storage tanks (T101, T201, T301, and T401) are filled to the required level with the water, which is then circulated through the respective bundle flow channels (a heating pipe, production pipe, and outer annulus) by the pumps. The water is controlled at the desired temperature using heating coils within the tanks, which are activated by temperature controllers fitted to the tanks. The water enters the bundle and returns to the respective tank after passing through the flow channels. Centrifugal pumps with bypasses have been fitted to all flow circuits and ball valves have been fitted downstream of the pumps such that the flowrates through the various channels can be accurately controlled. The flow loop is continuous and the water is constantly recycled. Inlet and outlet temperatures are measured through K-type thermocouples installed separately for each pipe, and another 11 thermocouples (TT501 – TT511) are fitted in the carrier pipe for the temperature measurement of the annulus fluid as shown in Figure 1(c). The experimental run is continued till a steady-state condition is achieved for each case in the proposed matrix (as given in Table 1) which normally takes around 5 h for the temperature to stabilize. In practice, bundle flow lines take huge flows through the production and heating pipes. These flows would be identical for a full-cross section laboratory model if the same internal heat transfer characteristics were to be maintained. Over the length of the bundle used here (1 m), the temperature gradient would be quite small. Thus, there was a need to reduce the flow channel for the internal pipes to achieve higher flow velocities and subsequently, higher heat transfer rates. The flow channel in the internal pipes was reduced by inserting PVC rods with a spiral groove of a close fit to the respective pipe diameter. The spiral groove was rectangular with depth and width of 12 and 17 mm, respectively. Spines of around 3 mm separated the grooves to increase the turbulence inside the pipes. Data including outlet temperatures and flow rates were collected from the experimental runs and tabulated for further analysis.

The experimental matrix in Table 1 was proposed for the investigation of the heating medium temperature effect on the heat transfer inside the bundle, thus, the flow rate was maintained constant in the first 8 runs while varying the temperature between 50 and 80 °C with Prandtl numbers in the range 2–8 and flow velocity of 0.0157 and 0.002 m/s for heating and production pipes, respectively. Another set of experimental runs was conducted to investigate the effect of heating medium flow rate ranging from 2–10 LPM at constant heating temperature, flow velocity was varied between 0.0039 and 0.0196 m/s for the heating medium while maintaining a constant flow velocity of 0.0017 m/s for the production pipes. Outlet temperatures and flow rates were recorded for the heat transfer rate (Q) and heat flux calculations. Table 2 represents a summary of the uncertainty limit and nominal values for each variable.

3. Computational Fluid Dynamics

Computational Fluid Dynamics (CFD) simulations are used to predict fluid flow and complex heat transfer characteristics. The governing equations for the model are solved together for each node in the developed mesh to investigate the system’s thermodynamic behavior. ANSYS Fluent version 19.0 was used to develop a three-dimensional model of the prescribed bundle pipe and the enhanced design by reducing the flow channel and creating spiral flow. The geometry and the final mesh are shown in Figure 3. The number of optimal mesh elements required to obtain mesh independent simulation has been determined by performing steady-state simulations with tetrahedral element sizes ranging from 0.8–2.0 million as shown in Figure 2. The final mesh after the mesh independent study consisted of 1.4 million tetrahedral cells.

The fluid flow and heat transfer processes are generally governed by various differential equations as stated below:

Continuity equation:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 \quad (1)
\]

where \( \mathbf{v} \) is the velocity.

Momentum equation:

\[
\frac{\partial (\rho \mathbf{v})}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{v}) = -\nabla p + \nabla \cdot (\mathbf{\tau}) + \rho \mathbf{g} \quad (2)
\]
Figure 1. (a) Experiment setup for bundle pipe; (b) Schematic diagram of the bundle; (c) Thermocouples location in the carrier pipe.
Table 1. The experimental matrix used in the study.

| Run | Diameter (mm) | Heating pipe | Production Pipe 1 | Production Pipe 2 |
|-----|---------------|--------------|-------------------|-------------------|
|     |               | Inlet temp (K) | Flow rate (LPM) | Flow velocity (m/s) | Inlet temp (K) | Flow rate (LPM) | Flow velocity (m/s) | Inlet temp (K) | Flow rate (LPM) | Flow velocity (m/s) |
| 1   | 99.71         | 323          | 8                 | 0.0157            | 313            | 6               | 0.0025            | 313            | 6               | 0.0025             |
| 2   | 201           | 333          | 8                 | 0.0157            | 323            | 6               | 0.0025            | 323            | 6               | 0.0025             |
| 3   | 201           | 333          | 8                 | 0.0157            | 323            | 6               | 0.0025            | 323            | 6               | 0.0025             |
| 4   |               | 343          | 8                 | 0.0157            | 323            | 5               | 0.002             | 323            | 5               | 0.002             |
| 5   |               | 343          | 8                 | 0.0157            | 323            | 5               | 0.002             | 323            | 5               | 0.002             |
| 6   |               | 353          | 8                 | 0.0157            | 333            | 5               | 0.002             | 333            | 5               | 0.002             |
| 7   |               | 353          | 8                 | 0.0157            | 333            | 5               | 0.002             | 333            | 5               | 0.002             |
| 8   |               | 353          | 8                 | 0.0157            | 333            | 5               | 0.002             | 333            | 5               | 0.002             |
| 9   |               | 328          | 2                 | 0.0039            | 307            | 4               | 0.0017            | 307            | 4               | 0.0017            |
| 10  |               | 328          | 3                 | 0.0059            | 307            | 4               | 0.0017            | 307            | 4               | 0.0017            |
| 11  |               | 328          | 4                 | 0.0078            | 307            | 4               | 0.0017            | 307            | 4               | 0.0017            |
| 12  |               | 328          | 5                 | 0.0098            | 307            | 4               | 0.0017            | 307            | 4               | 0.0017            |
| 13  |               | 328          | 6                 | 0.0118            | 307            | 4               | 0.0017            | 307            | 4               | 0.0017            |
| 14  |               | 328          | 7                 | 0.0137            | 307            | 4               | 0.0017            | 307            | 4               | 0.0017            |
| 15  |               | 328          | 9                 | 0.0176            | 307            | 4               | 0.0017            | 307            | 4               | 0.0017            |
| 16  |               | 328          | 10                | 0.0196            | 307            | 4               | 0.0017            | 307            | 4               | 0.0017            |

Figure 2. (a) 3D model for the bundle-pipe; (b) Mesh for the bundle-pipe.


**Table 2. Summary of the uncertainty limit and nominal values for experimental variables.**

| Variable                        | Accuracy limit | Operating Condition |
|---------------------------------|----------------|---------------------|
| Inlet Temperature               | ± 0.1°C        | 35–75°C             |
| Outlet Temperature              | ± 0.1°C        | 35–75°C             |
| Carrier fluid Temperature       | ± 0.1°C        | 35–75°C             |
| Water flow rate (heating pipe)  | 1%             | 2–8 LPM             |
| Water flow rate (Production pipe 1) | 1%             | 2–6 LPM             |
| Water flow rate (Production pipe 2) | 1%             | 2–6 LPM             |
| Water flow rate (Carrier pipe)  | 1%             | 1–2 LPM             |

where $p$ is the pressure, and $\tau$ is the shear stress.

Energy equation:

$$\frac{\partial(\rho C_P T)}{\partial t} + \nabla \cdot (\rho C_P \vec{v} T) = \nabla \cdot (k \nabla T) + H$$

(3)

where $H$ is the source term of heat.

The operating and boundary conditions are specified for the mesh dependence study. Pipe inlets were set to be velocity inlets and outlet boundary conditions as pressure outlet, pipe outer surfaces are set to walls and the heat transfer medium is water (as conducted in experiments). Flow velocities and inlet temperatures are to be input to the simulation as experimental operating conditions. Reynolds-Averaged Navier-Stokes realizable $k$-$\varepsilon$ (epsilon) turbulence model is considered to analyze the fluid flow in the production pipelines (Czarnota & Wagner, 2016). The realizable $k$-$\varepsilon$ model is capable of accurately solving the flow parameters that are close to the near-wall region (Kuznetsov & Sheremet, 2010).

The mesh refinement near the wall assures a y+ range of $30 < y+ < 300$ (Markatos & Pericleous, 1984) and hence, the realizable $k$-$\varepsilon$ turbulence model helps the simulation to accurately analyze the fluid flow and heat transfer in the bundle-pipes. The realizable $k$-$\varepsilon$ model varies from the standard $k$-$\varepsilon$ model in two ways. Firstly, it invokes a new formulation for the turbulent viscosity: $C_\mu$ is not a constant like in the standard model but a variable. The second variation is a new transport equation for the dissipation rate, $\varepsilon$, that is derived from an exact equation for the transport of the mean-square vorticity fluctuation. As a result, it mainly gives improved predictions for the spreading rate of increased velocities and wall shears, along with a superior ability to capture the mean flow of complex structures and for flows involving rotation, boundary layers under strong adverse pressure gradients, separation, and recirculation. As the present study deals with geometries that contain spiral flows, the realizable $k$-$\varepsilon$ turbulence model well suits for the CFD methodology to achieve precise simulation results.

In the $k$-$\varepsilon$ turbulence model, the energy in the turbulence is computed from the turbulent kinetic energy ($k$), and the rate of dissipation of the turbulent kinetic energy is computed from the turbulent dissipation ($\varepsilon$) (Anderson, 2009).

The turbulent kinetic energy, $k$ is described by:

$$\frac{\partial k}{\partial t} + (\nu \nabla)k - \nabla \cdot \left( \frac{\mu_t}{\sigma_k} \nabla k \right) = P_k - \varepsilon + S_k$$

(4)

where,

- $k$: turbulent kinetic energy
- $\nu$: velocity
- $\mu$: dynamic viscosity
- $\varepsilon$: dissociation rate
- $\sigma_e$: empirical constant
- $S$: source term of heat

and dissipation rate, $\varepsilon$ (epsilon) is given by:

$$\frac{\partial \varepsilon}{\partial t} + (\nu \nabla)\varepsilon - \nabla \cdot \left( \frac{\mu_t}{\sigma_e} \nabla \varepsilon \right) = \frac{\varepsilon}{k} (C_1 P_k - C_2 \varepsilon) + S_\varepsilon$$

(5)

$P_k$: shear produced by pressure

$\sigma_e$: empirical constant

The near-wall boundary layer turbulent settings are based on the variety of the turbulence model considered. Because the frictional drag and heat transfer effects are
significantly effective near the walls, it is highly necessary to obtain a refined mesh near the walls to iterate the steep profile within the boundary layer. The refined mesh requirements are generally expressed in terms of dimensional near-wall distance. The enhanced wall treatment for the $k$-epsilon model is used because this near-wall treatment will automatically switch between the wall function and viscous sublayer resolution based on the value of $y^+$. The turbulence specification method used for this study is the intensity and hydraulic diameter. Turbulence intensity is a measure of the strength of turbulence fluctuations. A value of 0.05 has been considered for this study. Hence, the turbulence fluctuation velocity is 5% of the mean velocity.

The simulation is iterated till the desired convergence criteria of residuals for continuity, momentum, and energy equations of $1 \times 10^{-4}$, the criteria for stability and consistency are achieved. Due to the spiral flow in the internal pipes, the streamlines are not linear. The uneven mesh at the spiral groove limits the use of tighter convergence criteria. However, for the present work, consistency and stability of the CFD simulation were obtained with the convergence criteria of $1 \times 10^{-4}$. Several CFD studies with complex heat and mass transfer analysis were performed using criteria of solution residuals and satisfactory results were reported (Cornelissen et al., 2007; Gulawani et al., 2006; Jaworski & Nienow, 2003; Zschaech et al., 2014).

4. Results and discussions

Experiments were conducted to evaluate the convective heat transfer in bundle pipe consisting of three internal pipes. The main aim of using hot fluid circulation active heating is to maintain the temperature or heat the production fluid. The heat transfer rate $Q$ for the pipes is calculated from the expression:

$$Q = mc_p(T_{out} - T_{in})$$

$Q$: Rate of heat transfer  
$m$: mass flowrate  
$c_p$: Specific heat

The data for all the experimental runs were recorded, the total heat transfer rate through each of the pipe surfaces is calculated, where the heating pipe had a negative $Q$ value as the heat is transferred from the heating medium to the carrier fluid and then to the rest of the bundle. There is a total heat loss to the environment as the bundle is not fully insulated, the two endplates holding the pipes in place at the inlet and outlet take part in this total heat loss observed.

The 3-dimensional model was used for the prediction of the natural convective heat transfer in the interstitial space in the bundle-pipe, simulations were run until the model converged and temperatures at different thermocouple locations were reported. The main objective was to test the methodology and reliability of using CFD in obtaining the surface temperature of the internal pipes for surface heat transfer coefficient evaluation.

The CFD simulations investigated the convective heat transfer inside the bundle at different heating medium temperatures (50 - 80°C). All the simulation runs were a close simulation for the experimental setup and thus, water was used as a heating medium and production fluid as well. The flow inside the internal pipes can be seen from the contours of flow velocity in Figure 4. The heat transfer inside the bundle can be visualized through the temperature contours as shown in Figure 5. Following the active heating technique, the hot water in the heating pipe loses heat to the carrier fluid, and then it heats the production fluid.

After convergence was achieved, the temperature readings from the CFD simulation at appropriate thermocouple locations were captured for validation with

**Figure 4.** Flow velocity contours for the spiral flow in internal pipes.
experimental data. Thermocouples were located at the inlet and outlet of each pipe and in the annulus space in the carrier pipe as marked in Figure 1 (c). Boundary conditions in the developed CFD model were set at the inlet, outlet, and walls for the respective pipes. Hence, the average temperature at these boundary conditions was obtained for each pipe and compared to the respective thermocouple reading from the experiment. While for the thermocouples in the carrier pipe space (TT501-TT511), a temperature line was drawn in CFD post-processing for a close representation of the 500 mm K-type thermocouples used in experiments.

Temperature contours for water in the carrier pipe at different temperatures of heating and production pipe fluids are shown in Figure 6. The heat is transferred from the heating pipe to the interstitial fluid in the carrier pipe and further to the rest of the tubes where the main objective of maintaining or increasing the production fluid temperature is achieved.

The CFD model was validated against experimental data on the total heat flow in the internal pipes and a good agreement was achieved as shown in Figure 7.

Local temperature readings at appropriate locations of the thermocouple in the annulus space of carrier pipe were exported and validated with experimental readings of the thermocouples (TT501 - TT511). A relative percentage error of less than 6% was obtained when comparing the readings between the experiment and the CFD simulations. CFD simulations reported slightly higher temperature readings at thermocouple locations, and this could be due to the heat loss to the surroundings taking place in the experimental runs as the bundle was not fully insulated. CFD readings for the thermocouple TT511 reported a higher deviation from the experimental data since its location is close to the top of the pipe (refer to Figure 1) where a very small air gap was present in the experimental test rig, and this air gap was unavoidable due to the entry and exit locations of the fluid. However, there is no air gap in CFD simulations. Also, CFD results of the total heat flow in the pipes show satisfactory agreement with experimental ones.

This can be used as a validation of the developed CFD model that is a close representation of the bundle-pipeline system. This model can be further used to produce a wider database for future analysis and modified correlations.

4.1. Performance analysis for existing Nusselt number correlations

Nusselt numbers for different surfaces were estimated using the existing correlations with the constants as reported by Liu et al. (Liu et al., 2006). The correlation developed for the current bundle by Liu et al.
Figure 6. Temperature contours for carrier pipe at different heating medium and production pipes temperatures. (a) heating temperature = 55°C and Production lines = 35°C. (b) heating temperature = 65°C and Production lines = 35°C. (c) Heating temperature = 45°C and production lines = 35°C. (d) Heating temperature = 75°C and production lines = 35°C. (f) Heating temperature = 75°C and production lines = 45°C. (g) Heating temperature = 75°C and production lines = 55°C. (h) Heating temperature = 65°C and production lines = 45°C.

(Liu et al., 2006) gives lower Nusselt number values as compared to the generalized correlation by Churchill & Churchill (Churchill & Churchill, 1975) and Churchill & Chu (Churchill & Chu, 1975). Experimental values were obtained through manual calculations of the total heat flow through the pipes and the surface heat transfer coefficients using:

\[ h = \frac{Q}{A(T_s - T_b)} \]
Figure 7. Comparison of heat flow between experiment and CFD in production pipe 1 and production pipe 2.

Figure 8. Comparison of the experimental Nusselt number with existing Nusselt number correlations for heating pipe.

\[ Nu = \frac{h d}{k} \] (8)

\( T_s \) is the surface temperature and \( T_b \) is the bulk temperature.

The comparison of Nusselt number values from the experiments with the predicted values by different correlations [REFS] are shown in Figures 8–10.

The existing correlations gave a lower value for the heating pipe compared to the Nusselt number values evaluated from the experiments. The first two correlations by Churchill and Chu, and Churchill and Churchill were developed in 1975 based on Prandtl and Rayleigh numbers and certain constants. Liu (Liu et al., 2006) fitted the values based on their CFD results, thus, the difference in Nusselt number values for the pipe surfaces.

Analysis of the existing correlations was performed, some discrepancies were observed when comparing the obtained values and a modified model was developed for Nusselt number for each of the tube surfaces based on the general Churchill and Churchill formula. This is due to the fact that the previous correlation was developed based on the CFD model with the assumption of constant wall temperature for the internal pipes, which is not the case with the experimental setup. In the current study, a more accurate model was developed and validated with the experimental results, then the correlation was proposed. The previous model not only assumed constant wall temperature for the pipes but also wasn’t for the exact geometry of the bundle and experiments were performed in a different range of temperatures. Taking these factors into account, it justifies how the Nusselt number correlation developed by Liu (Liu et al., 2006) did not perform well for the current experimental readings. Thus, the new correlation for the bundle geometry within the range of operating conditions used was proposed.
Considering the deviation of Nusselt number values for the same surface at the same operating conditions, a new correlation is needed for the current bundle configuration and operating conditions. The predicted values from the experiment are fitted against the existing correlations to observe the best fit for the considered operating conditions of temperature and flow rate.

Regression analysis of experimental data was done to obtain the best fit for Nusselt number, the general concept of relating Nusselt number to Rayleigh and Prandtl Number in natural convection was taken as a basis.

$$Nu = f(Pr, Ra)$$  \hspace{1cm} (9)

The modified correlation fits the function of Prandtl and Rayleigh number to the power of ‘m’ and ‘n’ respectively, the proposed correlation for each surface is as follows:

$$Nu_i = af(Pr_i)^mRa_i^n$$  \hspace{1cm} (10)

where i: heating pipe, production pipe 1, and production pipe 2; a, m and n are constants. Fitted values for the constants ‘a’, ‘m’ and ‘n’ are given in Table 3.

Figure 11 shows a comparison between the experimental and the predicted values of the Nusselt number for the pipes. The predicted values are evaluated from Equation (23) while the experimental values are obtained following the manual calculations. The modified model predicts the Nusselt number more accurately when compared to the existing correlations, a good fit with $R^2$ of more than 0.94 and root mean squared deviation (RMSD) of 1.34%, 1.75%, and 2.199% for heating, production pipe 1, and production pipe 2, respectively.

**Table 3.** Fitted values for the constants ($a, m, n$).

| Surface            | a     | m     | n     |
|--------------------|-------|-------|-------|
| Heating Pipe       | 58.267| 0.534 | 0.0644|
| Production Pipe 1  | 0.0928| 0.4822| 0.3165|
| Production pipe 2  | 0.0511| 0.679 | 0.3504|
proposed model gives a better fit of the Nusselt number and thus, the heat transfer coefficient.

### 4.2. Effect of heating medium on the rate of heat transfer inside the bundle

The present study investigated the use of ethylene glycol as a heating medium in place of water. Due to the limitations of the test rig design and pumping requirements, this was achieved using the developed CFD model using water as heating and production fluid. Simulations were run at the same flow rates and inlet temperatures for the cases using water as a heating medium with Prandtl numbers of ethylene glycol in the range 35–120 °C. Outlet, film, and surface temperatures for each of the pipe surfaces were obtained after convergence. Nusselt number for the pipe surfaces was evaluated and compared to the cases with water as heating fluid.

The temperature of hot water employed in the hot fluid circulation process is mostly within the range of 90–95 °C which limits the effectiveness for deep-water operations or long-distance flow-line operation in low-temperature zones, thus, most industries use other heating fluids such as ethylene glycol which has boiling point temperature in the range of 197.3–329 °C, in place of water. A good understanding of the influence of physical properties in the convective heat transfer in bundle pipes will help in optimized operation in the crude oil production pipeline. However, lower temperature difference and, thus, less heat transfer rates were observed when using ethylene glycol in place of water due to the difference in the physical properties between the two heating fluids (at 40 °C the thermal conductivities are 0.63247 and 0.25588 W/m·K, Prandtl numbers are 4 and above 80, specific heats are 4178 and 2475 J/kg·K for water and ethylene glycol, respectively).

### 4.3. Convective heat transfer inside the bundle using crude oil as production fluid

Previous studies focused on water-filled bundles where water is used as the heating medium and production fluid. Thus, the aim to produce a range of data for future investigations was achieved through the CFD approach using water as heating and production fluid. Simulations
were run with crude oil as the production fluid at the same operating conditions for the water experiments to compare the thermal performance of each due to the differences in fluid properties.

The physical properties of crude oil used in CFD simulations at the film temperature of the stream as per the equations:

Density ($\rho$):

$$\rho = 998.8 \times \left[ \frac{755.51 - 0.0153 T_f}{1070.19} \right]^{0.5} \quad (11)$$

Specific heat ($C_p$):

$$C_p = 4231.9 \times [0.44 + (T_f \times 0.001011)] \quad (12)$$

Thermal conductivity ($k$):

$$k = 0.145 - 0.0001 T_f \quad (13)$$

where $T_f$ is the film temperature.

Seven cases of CFD simulations were run using the same inlet temperatures and flow rate used for the study using water as production fluid. After the model converged, outlet temperatures for each stream were obtained. Nusselt numbers for each stream are shown in Table 5.

As can be observed from the values, the Nusselt numbers were close as the heating medium is water for both cases. Nusselt number was evaluated using the above equations after obtaining the surface and film temperatures from the CFD results. The carrier pipe temperature was taken as the average temperature of all the cells of the carrier fluid domain.

Active heating in bundled flow lines is an attractive flow assurance strategy for hydrate-safe operation. In this study, a lab-scale flow circuit of bundle pipe was commissioned, experiments were conducted to investigate the convective heat transfer inside the bundle. Water was used in the internal pipes and the annulus space of the carrier pipe, against which the CFD developed model was validated. The experimental matrix was proposed to study the effect of heating medium inlet temperature, the arrival temperature of the production fluid increased with increasing the heating medium temperature (40–80 °C) and Prandtl numbers in the range 2–8. As observed from the temperature contours, the heat is transferred from the heating medium to the carrier pipe fluid and later to production fluids. These series of convective heat transfer and the thermal interaction between the pipes add complexity to the prediction of heat transfer coefficient inside the bundled flow line. Accurate evaluation of the heat transfer coefficient will help in predicting the total heat gain/loss in the bundled flow line and thus, avoiding the hydrate formation and wax deposition due to temperature drop through using chemical injection or pigging.

The validated CFD model was used to investigate the use of ethylene glycol as a heating medium compared to water, the difference in the physical properties between the two fluids directly influenced the heat transfer from the heating medium to the rest of the pipes. Ethylene glycol provides a wider range of operation when it comes to heating applications compared to water. However, it gives a lower total heat transfer rate and thus, lower Nusselt numbers. Thus, aqueous glycol solutions give better compensation for the physical properties effect.

CFD model was also used to investigate the heat transfer inside the bundle using crude oil as the production fluid at the same operating conditions of the water cases. Surface and film temperatures of the pipes were obtained from the converged model and the surface Nusselt number was evaluated, lower values were observed for the case of crude oil as the huge difference in the specific heat and density affected the total heat gain/loss by the pipes.

The experimental setup used in the present study is a scale-down test rig with much lower flow rates and velocities as compared to the commercial bundle pipelines. Besides, crude oil production pipelines present many complexities such as multiphase flow with water and entrained gases. However, in the present study, the experiments were conducted for single-phase flow with water as the heating and production fluids. In some cases, air or nitrogen is used in the annulus space and, thus, radiation will take part in the heat transfer mechanism which is not considered in this study.

In summary, the CFD approach successfully predicted the convective heat transfer inside the bundle as the geometry developed was the same as the experimental test bundle including the spiral groove attached to the PVC rod for reduction of the flow channel in the pipes. A modified model was proposed for Nusselt number evaluation inside the bundle.

### Table 5. Nusselt number using crude oil and water as production fluids.

| Run No. | Heating pipe | Heating pipe | Heating pipe |
|---------|--------------|--------------|--------------|
|         | Crude oil | Water | Crude oil | Water | Crude oil | Water |
| 1       | 185.4 | 197.12 | 64.17 | 77.2 | 67.24 | 78.4 |
| 2       | 168.74 | 175.57 | 62.36 | 75.71 | 70.37 | 79.52 |
| 3       | 156.41 | 163.1 | 64.24 | 77.84 | 66.74 | 76.16 |
| 4       | 160.99 | 168.2 | 62.89 | 73.5 | 71.09 | 81.14 |
| 5       | 161.23 | 170.1 | 63.46 | 74.61 | 70.38 | 81.04 |
| 6       | 172.53 | 180.41 | 64.76 | 76.84 | 64.22 | 74.86 |
| 7       | 163.9 | 173.2 | 63.63 | 74.52 | 71.41 | 80.24 |
5. Conclusion

Experiments were conducted on bundle pipe with 3 internal pipes, the study investigated the heat transfer inside the water-filled bundle through convection. A computational fluid dynamics model was developed for the same bundle geometry to predict the rate of heat transfer after validation with experimental results. The simulations covered the effect of ethylene glycol as a heating medium in place of water, it was found that lower rates of heat transfer were obtained when using ethylene glycol and this is due to the lower specific heat capacity. However, the higher boiling point for glycol provides a wide range of operating compared to water. The specific heat capacity could be compensated by making glycol-water solutions. Previous academic research on bundles used water as production fluid and heating fluid, thus, the current study used the validated CFD model to provide a wide database and readings for future improvements on the field where the production fluid was set to be crude oil with the provided properties. Existing Nusselt number correlations were analyzed for the obtained experimental results and a model was proposed based on Churchill and Thelen (Churchill & Thelen, 1975) general formula relating Nusselt number to Rayleigh and Prandtl numbers. The proposed model gave RMSD of 1.34%, 1.75%, and 2.199% for heating, production pipe 1, and production pipe 2 respectively, for the temperature range of 27–75°C and flow rates of less than 2 LPM for the fluid in carrier pipe.

Experimental work on a wider range of bundle geometries will give a better comprehensive database for validation and thus more accurate results. The following recommendations are proposed for future work in this research area:

(a) The use of configurations that closely simulate the actual bundled flow lines used in transporting crude oil will certainly give more accurate predictions of the temperature profile along the length and the regions where the production fluid starts to lose heat to the surroundings and the regions where it gains heat from the carrier pipe fluid. The knowledge on this reversal heat transfer direction can help in optimizing the use of chemical injection and determining the required pigging frequency as well.

(b) On the other hand, experimental and numerical models developed for tube bundles considered steady-state mostly, the transient behavior will give a better insight considering the time before the production fluid temperature drops below the hydrate formation temperature or WAT and thus, ensure safe and profitable operation. The transient investigation can be extended to cover more scenarios such as flow line warm-up with or without heat from a heating pipe.

(c) In addition, the available studies on actively heated tube bundles assumed single-phase flow, which is not the case for most industrial applications. Therefore, it is recommended to evaluate the heat transfer for multiphase flow in such configurations. The authors also propose the use of different heating mediums for future studies such as glycol solution as it provides a wider range of operation compared to pure water. Considering all of the above, investigations in this field appear to have a promising way to go.

Nomenclature

\[
\begin{align*}
 a & \quad \text{constant, in equation (1)} \ (-) \\
 A & \quad \text{Area (m}^2) \\
 C_p & \quad \text{specific heat (J/kg} \cdot \text{K)} \\
 D & \quad \text{diameter (m)} \\
 h & \quad \text{heat transfer coefficient (W/m}^2 \cdot \text{K)} \\
 k & \quad \text{thermal conductivity (W/m} \cdot \text{K)} \\
 \tau & \quad \text{shear stress (Pa)} \\
 \varepsilon & \quad \text{dissipation rate (J/kg} \cdot \text{s)} \\
 \omega & \quad \text{specific turbulence dissipation rate (1/kg} \cdot \text{s)} \\
 Nu & \quad \text{Nusselt number (-)} \\
 Pr & \quad \text{Prandtl number (-)} \\
 Q & \quad \text{Rate of heat transfer (W)} \\
 Ra & \quad \text{Rayleigh number (-)} \\
 Ra^* & \quad \text{Modified Rayleigh number (-)} \\
 T & \quad \text{Temperature (K)} \\
 U & \quad \text{Overall heat transfer coefficient (W/m}^2 \cdot \text{K)} \\
 \rho & \quad \text{Density (kg/m}^3) \\
\end{align*}
\]

Subscripts

\[
\begin{align*}
 b & \quad \text{Bulk} \\
 f & \quad \text{Film} \\
 s & \quad \text{Surface} \\
\end{align*}
\]
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