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Abstract

Real-world applications have high demands for semantic segmentation methods. Although semantic segmentation has made remarkable leap-forwards with deep learning, the performance of real-time methods is not satisfactory. In this work, we propose PP-LiteSeg, a novel lightweight model for the real-time semantic segmentation task. Specifically, we present a Flexible and Lightweight Decoder (FLD) to reduce computation overhead of previous decoder. To strengthen feature representations, we propose a Unified Attention Fusion Module (UAFM), which takes advantage of spatial and channel attention to produce a weight and then fuses the input features with the weight. Moreover, a Simple Pyramid Pooling Module (SPPM) is proposed to aggregate global context with low computation cost. Extensive evaluations demonstrate that PP-LiteSeg achieves a superior trade-off between accuracy and speed compared to other methods. On the Cityscapes test set, PP-LiteSeg achieves 72.0% mIoU/273.6 FPS and 77.5% mIoU/102.6 FPS on NVIDIA GTX 1080Ti. Source code and models are available at PaddleSeg: https://github.com/PaddlePaddle/PaddleSeg.

1. Introduction

Semantic segmentation aims to precisely predict the label of each pixel in an image. It has been widely applied in real-world applications, e.g. medical imaging [30], autonomous driving [10, 24], video conferencing [5], semi-automatic annotation [9]. As a fundamental task in computer vision, semantic segmentation has attracted a lot of attention from researchers [13, 16].

With the remarkable progress of deep learning, a lot of semantic segmentation methods have been proposed based on convolutional neural network [3,15,18,26,29]. FCN [18] is the first fully convolutional network trained in an end-to-end and pixel-to-pixel way. It also presents the primitively encoder-decoder architecture in semantic segmentation, which is widely adopted in subsequent methods. To achieve higher accuracy, PSPNet [29] utilizes a pyramid pooling module to aggregate global context and SFNet [15] proposes a flow alignment module to strengthen the feature representations.

Yet, these models are not suitable for real-time applications because of their high computation cost. To accelerate the inference speed, Espnetv2 [21] utilizes light-weight convolutions to extract features from an enlarged receptive field. BiSeNetV2 [26] proposes bilateral segmentation network and extracts the detail features and semantic features separately. STDCSeg [8] designs a new backbone named STDC to improve the computation efficiency. However, these models do not achieve satisfactory trade-off between accuracy and speed.

In this work, we propose a real-time and hand-craft net-
work named PP-LiteSeg. As illustrated in Figure 2, PP-LiteSeg adopts the encode-decoder architecture and consists of three novel modules: Flexible and Lightweight Decoder (FLD), Unified Attention Fusion Module (UAFM) and Simple Pyramid Pooling Module (SPPM). The motivations and details of these modules are introduced as follows.

The encoder in semantic segmentation models extracts hierarchical features, and the decoder fuses and unsamples features. For the features from low level to high level in encoder, the number of channels increases and the spatial size decreases, which is an efficient design. For the features from high level to low level in decoder, the spatial size increases, while the number of channels are the same in recent models [8, 15]. Therefore, we present a Flexible and Lightweight Decoder (FLD), which gradually reduces the channels and increases the spatial size for the features. Besides, the volume of proposed decoder can be easily adjusted according to the encoder. The flexible design balances the computation complexity of encoder and decoder, which makes the overall model more efficient.

Strengthening feature representations is a crucial way to improve segmentation accuracy [11, 15, 25]. It is usually achieved through fusing the low-level and high-level features in a decoder. However, the fusion modules in existing methods usually suffer from high computation cost. In this work, we propose a Unified Attention Fusion Module (UAFM) to strengthen feature representations efficiently. As shown in Figure 4, UAFM first takes advantage of the attention module to produce weight $\alpha$, and then fuses the input features with $\alpha$. In UAFM, there are two kinds of attention modules, i.e. spatial and channel attention modules, which exploit inter-spatial and inter-channel relationships of the input features.

Contextual aggregation is another key to promote segmentation accuracy, but previous aggregation modules are time-consuming for real-time networks. Based on the framework of PPM [29], we design a Simple Pyramid Pooling Module (SPPM), which reduces the intermediate and output channels, removes the short-cut, and replaces the concatenate operation with an add operation. Experimental results show SPPM contributes to the segmentation accuracy with low computation cost.

We evaluate the proposed PP-LiteSeg through extensive experiments on Cityscapes and CamVid dataset. As illustrated in Figure 1, PP-LiteSeg achieves a superior trade-off between segmentation accuracy and inference speed. Specifically, PP-LiteSeg achieves 72.0% mIoU/273.6 FPS and 77.5% mIoU/102.6 FPS on the Cityscapes test set.

Our main contributions are summarized as follows:

- We propose a Flexible and Lightweight Decoder (FLD), which mitigates the redundancy of the decoder and balances the computation cost of the encoder and decoder.
- We present a Unified Attention Fusion Module (UAFM) that utilizes channel and spatial attention to strengthen the feature representations.
- We propose a Simple Pyramid Pooling Module (SPPM) to aggregate global context. SPPM promotes the segmentation accuracy with minor extra inference time.
- Based on the above modules, we propose PP-LiteSeg, a real-time semantic segmentation model. Extensive experiments demonstrate our SOTA performance in terms of accuracy and speed.
2. Related Work

2.1. Semantic Segmentation

Deep learning has helped semantic segmentation make remarkable leaps forward. FCN [18] is the first full convolutional network for semantic segmentation. It is trained in an end-to-end and pixel-to-pixel way. Besides, images with arbitrary size can be segmented by FCN. Following the design of FCN, various methods have been proposed in later. Segnet [1] applies the indices of max-pooling operation in encoder to upsampling operation in decoder. Therefore, the information in decoder is reused and the decoder produces refined features. PSPNet [29] proposes the pyramid pooling module to aggregate local and global information, which is effective for segmentation accuracy. Besides, recent semantic segmentation methods [11,17] utilize the transformer architecture to achieve better accuracy.

2.2. Real-time Semantic Segmentation

To fulfill the real-time demands of semantic segmentation, lots of methods have been proposed, e.g. lightweight module design [8, 21], dual-branch architecture [26, 27], early-downsampling strategy [23], multiscale image cascade network [28]. ENet [23] uses an early-downsampling strategy to reduce the computation cost of processing large images and feature maps. For efficiency, ICNet [28] designs a multi-resolution image cascade network. Based on bilateral segmentation network, Bisenet [26] extracts the detail features and semantic features separately. The bilateral network is lightweight, so the inference speed is fast. STDCSeg [8] proposes the channel-reduced receptive field-enlarged STDC module and designs an efficient backbone, which can strengthen the feature representations with low computation cost. To eliminate the redundancy in two-branch network, STDCSeg guides the features with detailed ground truth, so the efficiency is further improved. Espnetv2 [21] uses group point-wise and depth-wise dilated separable convolutions to learn features from an enlarged receptive field in a computation friendly manner.

2.3. Feature Fusion Module

The feature fusion module is commonly used in semantic segmentation to strengthen feature representations. In addition to the element-wise summation and concatenation methods, researchers propose several methods as follows. In BiSeNet [26], the BGA module employs element-wise mul method to fuse the features from the spatial and contextual branches. To enhance the features with high-level context, DFANet [14] fuses features in a stage-wise and subnet-wise way. To tackle the problem of misalignment, SFNet [15] and AlignSeg [12] first learn the transformation offsets through a CNN module, and then apply the transformation offsets to grid_sample operation to generate the refined feature. In detail, SFNet designs the flow alignment module. AlignSeg designs aligned feature aggregation module and the aligned context modeling module. FaPN [11] solves the feature misalignment problem by applying the transformation offsets to deformable convolution.

3. Proposed Method

In this section, we first introduce Flexible and Lightweight Decoder (FLD), Unified Attention Fusion Module (UAFM) and Simple Pyramid Pooling Module (SPPM), respectively. Then, we present the architecture of PP-LiteSeg for real-time semantic segmentation.

3.1. Flexible and Lightweight Decoder

Encoder-decoder architecture has been proved to be effective for semantic segmentation. In general, the encoder utilizes a series of layers grouped into several stages to extract hierarchical features. For the features from low level to high level, the number of channels gradually increases and the spatial size of the features decreases. This design balances the computation cost of each stage, which ensures the efficiency of the encoder. The decoder also has several stages, which are responsible for fusing and upsampling features. Although the spatial size of features increases from high level to low level, the decoder in recent lightweight models keeps the feature channels the same in all levels. Therefore, the computation cost of shallow stage is much larger than that of the deep stage, which leads to the computation redundancy in shallow stage. To improve the efficiency of decoder, we present a Flexible and Lightweight Decoder (FLD). As illustrated in Figure 3, FLD gradually decreases the channels of the features from...
high level to low level. FLD can easily adjust the computation cost to achieve better balance between encoder and decoder. Although the channels of features in FLD are decreasing, our experiments show that PP-LiteSeg achieves competitive accuracy compared to other methods.

3.2. Unified Attention Fusion Module

As discussed above, fusing multi-level features is essential to achieve high segmentation accuracy. In addition to the element-wise summation and concatenation methods, researchers propose several methods, e.g. SFNet [15], FaPN [11] and AttaNet [25]. In this work, we propose a Unified Attention Fusion Module (UAFM) that applies channel and spatial attention to enrich the fused feature representations.

**UAFM Framework.** As illustrated in Figure 4 (a), UAFM utilizes an attention module to produce the weight $\alpha$, and fuses the input features with $\alpha$ by Mul and Add operations. In detail, the input features are denoted as $F_{high}$ and $F_{low}$. $F_{high}$ is the output of the deeper module, and $F_{low}$ is the counterpart from the encoder. Note that they have same channels. UAFM first makes use of bilinear interpolation operation to upsample $F_{high}$ to the same size of $F_{low}$, while the upsampled feature is denoted as $F_{up}$. Then, the attention module takes $F_{up}$ and $F_{low}$ as input and produces the weight $\alpha$. Note that, the attention module can be a plugin, such as spatial attention module, channel attention module, etc. After that, to obtain attention-weighted features, we apply the element-wise Mul operation to $F_{up}$ and $F_{low}$, respectively. Finally, UAFM performs element-wise addition for the attention-weighted features and outputs the fused feature. We can formulate the above procedure as equation 1.

$$F_{cat} = Concat(Mean(F_{up}), Max(F_{up}), \text{Mean}(F_{low}), \text{Max}(F_{low}))$$

$$\alpha = \text{Sigmoid}(\text{Conv}(F_{cat}))$$

**Spatial Attention Module.** The motivation of the spatial attention module is exploiting the inter-spatial relationship to produce a weight, which represents the importance of each pixel in the input features. As shown in Figure 4 (b), given the input features, i.e., $F_{up} \in R^{C \times H \times W}$ and $F_{low} \in R^{C \times H \times W}$, we first perform mean and max operations along the channel axis to generates four features, of which the dimension is $R^{1 \times H \times W}$. Afterwards, these four features are concatenated to a feature $F_{cat} \in R^{4 \times H \times W}$. For the concatenated feature, the convolution and sigmoid operations are applied to output $\alpha \in R^{1 \times H \times W}$. The formulation of the spatial attention module is shown in equation 2. Furthermore, the spatial attention module can be flexible, e.g. removing the max operation to reduce computation cost.

**Channel Attention Module.** The key concept of the channel attention module is leveraging the inter-channel relationship to generate a weight, which indicates the importance of each channel in the input features. As shown in Figure 4 (b), the proposed channel attention module utilizes average-pooling and max-pooling operations to squeeze the spatial dimension of input features. This procedure generates four features with the dimension $R^{C \times 1 \times 1}$. Then, it concatenates these four features along the channel axis and performs convolution and sigmoid operations to produce a weight $\alpha \in R^{C \times 1 \times 1}$. In short, the procedures of the channel attention module can be formulated as equation 3.

$$F_{cat} = Concat(AvgPool(F_{up}), MaxPool(F_{up}), AvgPool(F_{low}), MaxPool(F_{low}))$$

$$\alpha = \text{Sigmoid}(\text{Conv}(F_{cat}))$$

3.3. Simple Pyramid Pooling Module

As shown in Figure 5, we propose a Simple Pyramid Pooling Module (SPPM). It first leverages the pyramid pooling module to fuse the input feature. The pyramid pooling module has three global-average-pooling operations and
the bin sizes are $1 \times 1$, $2 \times 2$, and $4 \times 4$ respectively. Afterwards, the output features are followed by the convolution and upsampling operations. For the convolution operation, the kernel size is $1 \times 1$ and the output channel is smaller than the input channel. Finally, we add these upsampled features and apply a convolution operation to produce the refined feature. Compared to original PPM, SPPM reduces the intermediate and output channels, removes the short-cut, and replaces the concatenate operation with an addition operation. Consequently, SPPM is more efficient and suitable for real-time models.

3.4. Network Architecture

The architecture of the proposed PP-LiteSeg is demonstrated in Figure 2. PP-LiteSeg mainly comprises three modules: encoder, aggregation and decoder.

Firstly, given an input image, PP-Lite utilizes a common lightweight network as encoder to extract hierarchical features. In detail, we choose the STDCNet [8] for its outstanding performance. The STDCNet has 5 stages, the stride for each stage is 2, so the final feature size is 1/32 of the input image. As shown in Table 1, we present two versions of PP-LiteSeg, i.e., PP-LiteSeg-T and PP-LiteSeg-B, of which the encoder is STDC1 and STDC2 respectively. The PP-LiteSeg-B achieves higher segmentation accuracy, while the inference speed of PP-LiteSeg-T is faster. It is worth noting that we apply the SSLD [7] method to the training of the encoder and obtain enhanced pre-trained weights, which is beneficial for the convergence of segmentation training.

Secondly, PP-LiteSeg adopts SPPM to model the long-range dependencies. Taking the output feature of the encoder as input, SPPM produces a feature that contains global context information.

Finally, PP-LiteSeg utilizes our proposed FLD to gradually fuse multi-level features and output the resulting image. Specifically, FLD consists of two UAFM and a segmentation head. For efficiency, we adopt spatial attention module in UAFM. Each UAFM takes two features as input, i.e., a low-level feature extracted by the stages of the encoder, a high-level feature generated by SPPM or the deeper fusion module. The latter UAFM outputs fused features with the down-sample ratio of 1/8. In the segmentation head, we perform Conv-BN-Relu operation to reduce the channels of the 1/8 down-sample feature to the number of classes. An upsampling operation is followed to expand the feature size to the input image size, and an argmax operation predicts the label of each pixel. The cross entropy loss with Online Hard Example Mining is adopted to optimize our models.

4. Experiments

In this section, we first introduce the datasets and implementation details. Then, we compare the experimental results in terms of accuracy and inference speed with other state-of-the-art real-time methods. Finally, we demonstrate the effectiveness of the proposed modules with the ablation study.

4.1. Datasets and Implementation Details

**Cityscapes.** The Cityscapes [6] is a large-scale dataset for urban segmentation. It contains 5,000 fine annotated images, which are further split into 2975, 500, and 1525 images for training, validation and testing, respectively. The resolution of the images is $2048 \times 1024$, which poses great challenges for the real-time semantic segmentation methods. The annotated images have 30 classes and our experiments only use 19 classes for a fair comparison with other methods.

**CamVid.** Cambridge-driving Labeled Video Database (CamVid) [2] is a small-scale dataset for road scene segmentation. There are 701 images with high-quality pixel-level annotations, in which 367, 101 and 233 images are chosen for training, validation and testing respectively. The images have the same resolution of $960 \times 720$. The annotated images provide 32 categories, of which the subset of 11 categories are used in our experiments.

**Training Settings.** Following the common setting, the stochastic gradient descent (SGD) algorithm with 0.9 momentum is chosen as an optimizer. We also adopt the warm-up strategy and the “poly” learning rate scheduler. For Cityscapes, the batch size is 16, the max iterations are 160,000, the initial learning rate is 0.005, and the weight decay in the optimizer is $5e^{-4}$. For CamVid, the batch size is 24, the max iterations is 1,000, the initial learning rate is 0.01, and the weight decay is $1e^{-4}$. For data augmentation, we make use of random scaling, random cropping, random

| Model          | Encoder | Channels in Decoder |
|----------------|---------|---------------------|
| PP-LiteSeg-T   | STDC1   | 32, 64, 128         |
| PP-LiteSeg-B   | STDC2   | 64, 96, 128         |

Table 1. The details of our proposed PP-LiteSeg.
horizontal flipping, random color jittering and normalization. The random scale ranges in $[0.125, 1.5]$, $[0.5, 2.5]$ for Cityscapes and Camvid respectively. The cropped resolution of Cityscapes is $1024 \times 512$, and the cropped resolution of CamVid is $960 \times 720$. All of our experiments are conducted on Tesla V100 GPU using PaddlePaddle\(^1\) [19]. Code and pretrained models are available at PaddleSeg\(^2\) [16].

**Inference Settings.** For a fair comparison, we export PP-LiteSeg to ONNX and utilize TensorRT to execute the model. Similar to other methods [8, 26], an image from Cityscapes is first resized to $1024 \times 512$ and $1536 \times 768$, then the inference model takes the scaled image and produces the predicted image, finally, the predicted image is resized to the original size of the input image. The cost of the three steps is counted as the inference time. For CamVid, the inference model takes the original image as input, while the resolution is $960 \times 720$. We conduct all inference experiments under CUDA 10.2, CUDNN 7.6, TensorRT 7.1.3 on NVIDIA 1080Ti GPU. We employ the standard mIoU for segmentation accuracy comparison and FPS for inference speed comparison.

### 4.2. Experiments on Cityscapes

#### 4.2.1 Comparisons with State-of-the-arts

With the training and inference setting mentioned above, we compare the proposed PP-LiteSeg with previous state-of-the-art real-time models on Cityscapes. For fair comparison, we evaluate PP-LiteSeg-T and PP-LiteSeg-B at two resolutions, i.e., $512 \times 1024$ and $768 \times 1536$. Table 2 presents the model information, input resolution, mIoU, and FPS of various approaches. Figure 1 provides an intuitive comparison of segmentation accuracy and inference speed. The experimental evaluations demonstrate that the proposed PP-LiteSeg achieves a state-of-the-art trade-off between accuracy and speed against other methods. Specifically, we can observe PP-LiteSeg-T1 achieves 273.6 FPS and 72.0% mIoU, which means the fastest inference speed and competitive accuracy. With the resolution of $768 \times 1536$, PP-LiteSeg-B2 achieves the best accuracy, i.e. 78.2% mIoU for the validation set, 77.5% mIoU for the test set. In addition, with same encoder and input resolution as STDC-Seg, PP-LiteSeg shows better performance.

#### 4.2.2 Ablation study

Ablation experiments are conducted to demonstrate the effectiveness of the proposed modules. The experiments choose PP-LiteSeg-B2 in the comparison and use the same training and inference setting. The baseline model is the PP-LiteSeg-B2 without the proposed modules, while the number of features channels is 96 in decoder and the fusion method is element-wise summation. Table 3 presents the quantitative results of our ablation study. We can find that the FLD in PP-LiteSeg-B2 improves the mIoU by 0.17%. Adding SPPM and UAFM also improve the segmentation accuracy, while the inference speed slightly decreases. Based on three proposed modules, PP-LiteSeg-B2 achieves 78.21 mIoU with 102.6 FPS. The mIoU is boosted by 0.71% compared to the baseline model. Figure 6 provides the qualitative comparisons. We can observe that the predicted image becomes more consistent with the ground truth when adding FLD, SPPM and UAFM one by one. In short, our proposed modules are effective for semantic segmentation.

### 4.3. Experiments on CamVid

To further demonstrate the capability of PP-LiteSeg, we also conduct experiments on the CamVid dataset. Similar to other works, the input resolution for training and inference is $960 \times 720$. As shown in Table 4, PP-LiteSeg-T achieves 222.3 FPS, which is over 12.5% faster than other methods. PP-LiteSeg-B achieves the best accuracy, i.e., 75.0% mIoU.
Figure 6. The qualitative comparison on the Cityscapes validation set. (a)-(e) represent the predicted image of baseline, baseline+FLD, baseline+FLD+SPPM, baseline+FLD+UAFM and baseline+FLD+SPPM+UAFM respectively, (f) denotes the ground truth.

Table 4. The comparisons with state-of-the-art real-time methods on CamVid test set. The input resolution of all methods is $960 \times 720$.

| Model          | Encoder     | mIoU (%) | FPS  |
|----------------|-------------|----------|------|
| ENet [23]      | -           | 51.3     | 61.2 |
| ICNet [28]     | PSPNet50    | 67.1     | 34.5 |
| DFANet A [14]  | Xception A  | 64.7     | 120  |
| SwiftNet [22]  | ResNet18    | 72.5     | -    |
| BiSeNetV1 [27] | Xception39  | 65.6     | 175  |
| BiSeNetV1-L [27]| ResNet18    | 68.7     | 116.3|
| BiSeNetV2 [26] | -           | 72.4     | 124.5|
| BiSeNetV2-L [26]| -          | 73.2     | 32.7 |
| STDC1-Seg [8]  | STDC1       | 73.0     | 197.6|
| STDC2-Seg [8]  | STDC2       | 73.9     | 152.2|
| PP-LiteSeg-T    | STDC1       | 73.3     | **222.3** |
| PP-LiteSeg-B    | STDC2       | **75.0** | 154.8|

with 154.8 FPS. Overall, the comparisons show PP-LiteSeg achieves a state-of-the-art trade-off between accuracy and speed on Camvid.

5. Conclusions

In this paper, we focus on designing a novel real-time network for semantic segmentation. First, Flexible and Lightweight Decoder (FLD) is proposed to improve the efficiency of previous decoder. Then, we present a Unified Attention Fusion Module (UAFM), which is effective for strengthening feature representations. Furthermore, we propose a Simple Pyramid Pooling Module (SPPM) to aggregate global context with low computation cost. Based on these novel modules, we propose PP-LiteSeg, a real-time semantic segmentation network. Extensive experiments demonstrate that PP-LiteSeg achieves a state-of-the-art trade-off between segmentation accuracy and inference speed. In future work, we plan to apply our methods into more tasks, such as matting and interactive segmentation.
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