1. INTRODUCTION

Ultra-wideband (UWB) technology is originated from works in the time-domain electromagnetics early in the 1960s [1, 2]. It is based on a widely recognized fact that electromagnetic signals for radio transmission and radar do not need to have an approximately sinusoidal time variation, as discussed in detail in [3] which shows that waves with arbitrary time variation can be radiated. With a novel antenna design technique [4], the generated UWB signals are able to communicate by baseband short pulses. Thereafter, the technique was immediately applied to radar, communications, automobile collision avoidance, positioning systems, and liquid-level sensing [5]. The term “ultra-wideband” was not applied until late 1980s by the US Department of Defense when a covert property with low probability of interception and detection (LPI/LPD) was realized.

With a recent release of the spectral mask from the Federal Communications Commission (FCC) [6], there emerges an increasing interest in UWB techniques for both commercial and military applications [7, 8]. In general, a UWB signal is defined as having 10 dB bandwidth greater than 20% of its center frequency [6]. UWB systems transmit trains of time-hopping (TH) short-duration pulses with a low duty cycle and use pulse-position modulation (PPM) [7, 9], and thus can be termed as TH-UWB. Those subnanosecond pulses are often referred to as monocycles. Therefore, a multipath down to path delay differentials in nanoseconds is resolvable at the receiver, significantly mitigating multipath distortion and providing path diversity [10, 11]. Meanwhile, very low power transmission insures little interference incurred to existing narrowband systems operating in the same frequency band. With a properly designed pulse characterized by spectral property [12] and selected hopping codes, multiple access (MA) is maximally enabled for
different users to simultaneously share large bandwidth. The nature of impulse radio (IR) also makes the radio wave easily penetrate materials and obstructs, desirable for non-line-of-sight communication environments. It thus becomes not only an ideal candidate for communications in dense multipath environments such as short-range or indoor wireless communications [13, 14], but also viable in government and military wireless networks for support of both tactical and strategic communications [8].

Successful deployment of a UWB system in a wireless environment requires reliable symbol detection techniques. A conventional UWB receiver is a RAKE receiver. It has a very simple structure and consists of waveform correlators [7]. To fully capture the signal energy spread over multiple paths, the receiver needs to know channel parameters when correlation is performed. Channel parameters are also required by some existing methods in design of multiuser receivers [15, 16]. However, in a dense multipath wireless environment, channel information cannot be known a priori. Although single-user maximum likelihood (ML) channel estimation methods have been proposed [13, 17], multiple access interference (MAI) is approximated as a Gaussian process which may not be accurate and has to be considered explicitly for performance improvement. Although a low complexity channel estimation method has been proposed in [18], it is designed for peer-to-peer communications and requires training sequences.

In this paper, we study blind multiuser channel estimation from statistics of received signals in an MA-UWB system. For low complexity and easy implementation, only first-order and second-order statistics (SOS) are employed. First, we adopt a pulse-rate discrete-time channel model developed in [15] which makes blind channel estimation possible. It is then observed that a UWB system resembles a direct-sequence (DS) code-division multiple-access (CDMA) system. After clearly defining a matrix for each user from its unique TH sequence, each matrix can be treated as a code matrix, similar to the code matrix constructed from spreading codes in a CDMA system [19]. But it is sparse and consists of only zeros and ones, indicating whether there exists a contribution to the received signal during a particular time interval from a multipath channel or not. Locations of zeros and ones are different for different users, capable of differentiating users. After such linear modeling, PPM is transformed to superimposed amplitude modulation that is easy to handle. The received signal is examined to exhibit nonzero mean that is linearly parameterized by multiuser channels. Therefore, our first channel estimation approach is based on a least-squares (LS) criterion that minimizes the error between the estimated mean from data and its model-based mean that is linearly parameterized by multiuser channels. If the CM error is minimized, then each channel can be estimated up to a phase ambiguity [19]. Here covariance instead of correlation is used since nonzero mean incurs channel cross products in the auto-correlation of directly received data and complicates estimation. Although chip-rate sampling induced multiple-input multiple-output (MIMO) model can be used for symbol detection for given channel parameters [15], it creates multiple subchannels corresponding to the same code matrix and same propagation channel for each user. Under that modeling, LS method can only yield an estimate of linearly superimposed subchannels, while CM method can only provide an estimate with a unitary matrix ambiguity. Therefore, only pulse-rate sampling is adopted in this paper.

There is no doubt that TH-UWB is not the only signaling format to support UWB MA communications. IEEE is at its early stage of discussions on UWB IEEE 802.15.3a standard (see, e.g., [20]). DS-CDMA appears as an alternative due to its favorable property of narrowband interference rejection [21, 22]. Comparisons between TH-UWB and DS-UWB system performance are made in [23, 24]. However, we only focus on TH-UWB PPM systems in this paper although the CM technique can be generalized to UWB systems with CDMA modulation format like conventional CDMA systems [19].

**Notations**

Following common practice, we denote the Kronecker product by \( \otimes \), Hadamard (elementwise) product by \( \odot \), complex conjugate (\( \ast \)) transpose (\( \dagger \)) by (\( H \)), inverse by (\( ^{-1} \)), \( E[\cdot] \) represents expectation of a random variable, \( I_a \) an identity matrix of degree \( a \) whose \( i \)-th column is denoted by \( e_{a,i}, I_a \) is a vector of length \( a \) with all elements equal to one. vec(\( \cdot \)) is an operator to stack all column vectors of a matrix successively in a big column vector. An estimate of a quantity (scalar, vector, or matrix) is denoted by putting a hat “\( \hat{\cdot} \)” over it, and correspondingly, the estimation error by preceding the quantity with a \( \delta \), such as \( \hat{x} \) and \( \delta \hat{x} \) for vector \( x \), respectively. \( \delta(\cdot) \) represents a discrete-time unit-impulse function. \([\cdot]\) stands for integer floor, while \( [\cdot] \) for integer ceiling. We define the distributive Kronecker product \( X \otimes Y = [X \otimes Y(:, 1), X \otimes Y(:, 2), \ldots] \) based on columns of \( Y \).

**2. SYSTEM MODEL**

Consider an MA-TH-UWB system with \( K \) users. The transmitted baseband UWB signal from user \( k \) can be described by [15]

\[
\alpha_k(t) = \sqrt{P_k} \sum_{i=-\infty}^{\infty} w(t - iT_f - c_k(i)T_c - \tau_k([i/N_f])),
\]

where \( P_k \) is the \( k \)-th user’s transmission power, \( w(t) \) is the baseband monopulse, \( T_f \) is the frame duration, \( N_f \) is the number of frames over which an \( M \)-ary PPM symbol repeats, \( c_k(i) \in [0, N_c - 1] \) is a periodic hopping sequence with the period equal to one symbol period. Each chip has duration \( T_c \). \( I_k([i/N_f]) \in [0, M - 1] \) is the \( k \)-th user’s information-bearing symbol during the \( i \)-th frame, \( T_k([i/N_f]) \sigma \) is the corresponding modulation delay in a multiple of \( \sigma \) seconds. Assume \( T_f = N_fT_c \) and \( T_c = M\sigma \).
If we define \( w_m(t) \triangleq w(t - m\sigma) \), where \( m = 0, \ldots, M - 1 \) and \( s_{k,m}(i/N_f) = \delta((i/N_f) - m) \), then (1) may be expressed by linear modulation in a chip rate as \[ (2) \]

\[
\alpha_k(t) = \sqrt{p_k} \sum_{i=0}^{\infty} \sum_{m=0}^{M-1} u_{k,m}(i) w_m(t - iT_c),
\]

where the chip index has replaced the frame index in (1),

\[
u_{k,m}(i) = s_{k,m}\left[\left(\frac{i}{N_f}\right)\right] \bar{c}_k(i),
\]

\[
\bar{c}_k(i) = \delta\left[\left(\frac{i}{N_c}\right) - i\right).
\]

It is clear according to (2) that the input \( u_{k,m}(i) \) is modulated by waveform \( w_m(t) \) at a chip rate. The transmitted signal \( \alpha_k(t) \) propagates through a linear channel with impulse response \( g_k(t) \). At the receiver, the channel output is first passed through a filter matched to the monopulse \( w(t) \) [16]. We can define a front-end effective channel including effects from modulated pulse at the transmitter, and propagation channel and matched filter at the receiver by \( g_{k,m}(t) = w_m(t) \star g_k(t) \star w(-t) \), where \( \star \) denotes convolution. Considering additive white Gaussian noise (AWGN) \( v(t) \) and propagation delay \( d_k \) for user \( k \), the output of the matched filter becomes

\[
y(t) = \sum_{k,i,m} \sqrt{p_k} u_{k,m}(i) g_{k,m}(t - iT_c - d_k) + v(t).
\]

Then \( y(t) \) is sampled every \( \sigma \) seconds to yield a discrete-time output \( y(n) = y(t) |_{t=n\sigma} \). Using the discrete-time version of the effective channel and invoking \( T_c = M\sigma \), we obtain a pulse-rate model

\[
y(n) = \sum_{k,m,i} \sum_{i_2=1}^{\delta} \sqrt{p_k} u_{k,m}\left(\frac{n - i_2}{M}\right) g_{k,m}(i_2) + v(n),
\]

where we have assumed the maximum channel length of all users is \( q\sigma \). Coefficients of each discrete-time channel in (5) are obtained from sampling the corresponding continuous time channel in (4) and absorbing effect of associated propagation delay. Therefore, each discrete-time channel may contain certain number of leading and/or trailing zeros due to asynchronous transmission from different users. In a synchronous situation, sampling is performed at the beginning of each symbol period. Then there are no leading zeros for each channel. The number of possible trailing zeros is equal to the number of samples within time difference between \( q\sigma \) and the individual channel delay spread. In an asynchronous situation, sampling is performed at the beginning of each symbol period corresponding to the user with the minimum propagation delay \( d_{\text{min}} = \min_k d_k \). No leading zeros occur for that user’s channel. The number of trailing zeros is the same as discussed above. For each of all other users’ channels, the number of leading zeros is equal to the number of samples within time \( d_k - d_{\text{min}} \), while the number of trailing zeros is equal to the number of samples within time difference between \( q\sigma - (d_k - d_{\text{min}}) \) and the corresponding channel delay spread. Consider \( P \) symbol intervals of data samples with corresponding time instants \( nMN_f + p \) for \( p = 1, \ldots, MPN_f \) and collect them in a big vector \( y_n \) of length \( n = MPN_f \). After noticing our definition of \( u_{k,m}(i) \), a vector form data model follows:

\[
y_n = \sum_{k,m} C_{k,m} g_k s_{k,m}(n + l) + v_n,
\]

where the symbol index \( l \) takes all integers \(-\lfloor q/(MN_f) \rfloor, \ldots, P - 1\), \( g_k \) is an unknown channel vector for user \( k \) which contains channel coefficients at the pulse rate and power factor \( \sqrt{p_k} \). \( T_m = [0, I_q, 0]^T \) is a tall selection matrix in order to obtain the \( m \)th subchannel from \( g_k \) (delayed in \( m \) seconds or equivalently downshifted by \( m \) elements), and \( C_{k,m} \) is a matrix constructed from corresponding \( \bar{c}_k(i) \) and is uniquely determined by the TH sequence. It consists of only zeros and ones and repeats from symbol to symbol because the TH sequence has a period equal to one symbol interval. This model can be compactly expressed in another form:

\[
y_n = \sum_{k,l} y_{k,l} s_{k,n,l} + v_n = Hs_n + v_n,
\]

after collecting \( M \) inputs in a vector

\[
s_{k,n,l} = [s_{k,0}(n + l), \ldots, s_{k,M-1}(n + l)]^T,
\]

defining a corresponding effective channel matrix

\[
H_{k,l} = [C_{k,0}T_0g_k, \ldots, C_{k,M-1}T_1g_k],
\]

and successively stacking such matrices (or vectors) in \( H \) (or \( s_n \)). The total number of symbols from \( K \) users is denoted by \( L = K(P + \lfloor q/(MN_f) \rfloor) \). By employing data model (6), all channels can be estimated based on the statistics (mean or covariance) of \( y_n \).

### 3. BLIND CHANNEL ESTIMATION

It is observed that all channel vectors are embedded in the statistics of the data vector. For low complexity, we consider either its mean or covariance, yielding LS or CM method accordingly.

#### 3.1. LS approach

We denote the mean of \( y_n \) as \( \bar{y} \). From our definition, the mean of \( s_{k,n,l} \) is easily found to be \( (1/M)1_M \). Since noise has zero mean even after the matched filter, we have

\[
\bar{y} = \frac{1}{M} \sum_{k,m,l} C_{k,m} T_m g_k = \sum_k C_k g_k = e g,
\]

where all channel vectors are stacked in a big vector \( g \). Assume \( \bar{y} \) is estimated from \( N \) data vectors by sample average

\[
\hat{y} = \frac{1}{N} \sum_{n=1}^N y_n.
\]
Then an LS criterion can be applied to estimate $g$ as follows:

$$
\hat{g} = \arg\min \| \bar{y} - \tilde{y} \|^2. \tag{12}
$$

Invoking (10), the solution to (12) has the following form:

$$
\hat{g} = W\bar{y}, \quad W = (C^HC)^{-1}C^H. \tag{13}
$$

Then the estimate of $g_k$ can be obtained from the corresponding subvector of $\hat{g}$ as $\hat{g}_k = (e_{k,k}^T \otimes I_q)\hat{g}$.

### 3.2. CM approach

Since $y_n$ has nonzero mean, its autocorrelation is found to have cross terms $g_kg_l^H$ of users $k_1$ and $k_2$ and not convenient for channel estimation. Thus covariance is considered. Define a new zero-mean data vector from $y_n$ as

$$
z_n = y_n - \bar{y} = \sum_{k,l} H_{k,l}a_{k,n,l} + v_n = Ha_n + v_n, \tag{14}
$$

where $a_{k,n,l} = s_{k,n,l} - (1/M)1_M$. For shorter notation, we denote the information symbol in $s_{k,n,l}$ simply by $I$ after ignoring its time and user dependence. It takes values $0, \ldots, M - 1$ with equal probability $1/M$. Then

$$
a_{k,n,l} = [\delta(I - 0), \ldots, \delta(I - (M - 1))]^T - \frac{1}{M}1_M^T. \tag{15}
$$

To obtain the covariance of $z_n$, it is necessary to find that of $a_{k,n,l}$. We denote it by $A = E[a_{k,n,l}a_{k,n,l}^H]$. According to the distribution of $I$, it can be found that

$$
A = \frac{1}{M} \sum_{i=1}^{M} \left( e_{M,i} - \frac{1}{M} 1_M \right) \left( e_{M,i} - \frac{1}{M} 1_M \right)^T. \tag{16}
$$

After simplification, it becomes

$$
A = \frac{1}{M} \left( I_M - \frac{1}{M} 1_M 1_M^H \right) \tag{17}
$$

which is easily shown to have rank $M - 1$ since $(1/\sqrt{M})1_M$ is a unitary vector. Its $(m_1,m_2)$th element is defined as $a_{m_1,m_2}$. The ideal covariance of $z_n$ is then derived to follow

$$
R = E[z_nz_n^H] = \sum_{k,l} H_{k,l}A_{k,l}^H + \sigma_r^2I. \tag{18}
$$

After defining a rank-one matrix $G_k = g_kg_k^H$, it becomes

$$
R = \sum_{k,l,m_1,m_2} a_{m_1,m_2}C_{k,l}T_{m_1}G_kC_{k,l}^H + \sigma_r^2I. \tag{19}
$$

As in [19], a vectored form is convenient to handle in the CM context. Define

$$
r = \text{vec}(R), \quad x_k = \text{vec}(G_k), \quad x = [x_1^T, \ldots, x_k^T, \sigma_r^2]^T. \tag{20}
$$

Using the property of vec [25], we obtain

$$
r = Sx, \quad S = [S_1, \ldots, S_N], \text{vec}(I_q)], \tag{21}
$$

$$
S_k = \sum_{l,m_1,m_2} a_{m_1,m_2} (C_{k,l}T_{m_1})^* \otimes (C_{k,l}T_{m_1}).
$$

Therefore, $r$ can be matched with its estimate $\hat{r}$ from $N$ data vectors in a vector form:

$$
\hat{x} = \arg\min \| r - \hat{r} \|^2, \quad \hat{r} = \text{vec}(\hat{R}), \tag{22}
$$

$$
\hat{R} = \frac{1}{N} \sum_{n=1}^{N} (y_n - \bar{y})(y_n - \bar{y})^H. \tag{23}
$$

Considering (21), the solution to (22) is given by

$$
\hat{x} = Q\hat{r}, \quad Q = (S^H S)^{-1}S^H. \tag{24}
$$

Once $x$ is estimated, $x_k$ can be extracted. Then $G_k$ is reconstructed by the reverse vector operation. These operations can be described by

$$
\hat{G}_k = [(e_{k,1}^T \otimes I_q)(e_{k,q}^T \otimes I_q)\hat{x}_k], \tag{25}
$$

$$
\hat{x}_k = (e_{k,k}^T \otimes I_q, 0_{q^2} \cdot 1)Q^T \hat{x}. \tag{26}
$$

Using (24), we can relate $\hat{G}_k$ to $\hat{r}$ as follows:

$$
\hat{G}_k = [A_{k,1} \hat{r}, \ldots, A_{k,q}\hat{r}], \tag{27}
$$

where

$$
A_{k,i} = (e_{k,i}^T \otimes I_q) \left[ (e_{k,i}^T \otimes I_q, 0_{q^2} \cdot 1) \right]_{q^2 \times (q^2 K + 1)} Q
$$

for $i = 1, \ldots, q$. Once $\hat{G}_k$ is obtained, channel vector $g_k$ can be estimated from its singular value decomposition (SVD) by finding the singular vector corresponding to its maximum singular value. That singular vector becomes an estimate of $g_k$ up to a multiplicative scalar.

### 3.3. Complexity

From either (13) or (24), it is observed that all users’ channel vectors can be estimated simultaneously. Although either matrix $W$ or matrix $Q$ can be precomputed offline, it still incurs possibly high complexity in multiplication. In the LS method, matrix $C$ has dimensionality $\nu \times qK$. Thus matrix $W$ has dimensionality $qK \times \nu$. Multiplication of $W$ by a vector of length $\nu$ in (13) requires complexity $O(\nu q K)$. In the CM method, matrix $S$ has dimensionality $\nu^2 \times (q^2K + 1)$. Then matrix $Q$ has dimensionality $(q^2K + 1) \times \nu^2$. Therefore, (24) requires $(q^2K + 1)\nu^2$ multiplications. The SVD on a $q \times q$ matrix $G_k$ incurs complexity $O(q^3)$. Total complexity to obtain a channel estimate by the CM method is about $O(\nu q^2 K + q^3)$. For a long channel with large $q$, this complexity is mainly dominated by the SVD operation. In a case where only one user is of interest at a time, such as building an MMSE receiver to detect one user’s signal, channel estimation complexity can be reduced by partitioning matrix $W$ or $Q$. 
row wise and taking entries corresponding to that user only. For example, consider estimation of channel vector of user 1 by the CM method. Extract the first $q^2$ rows of $Q$ which is then multiplied by $\bar{r}$ to obtain $\bar{s}_1$. In such a way, computation load is reduced by about $K-1$ times.

Computational complexity can be further reduced by applying some adaptive techniques. For example in both methods, a stochastic gradient technique [26] can be easily applied based on corresponding cost functions (12) and (22). To reduce complexity from SVD of batch processing in order to obtain the singular vector of rank-one matrix $G_k$ corresponding to its maximum singular value, power method has been shown to be very efficient [27, 28]. Subspace tracking technique [29] is also an excellent candidate for complexity reduction in implementation. Study of different adaptive implementations is not the focus of the current paper, but constitutes an interesting future research topic.

4. Channel Estimation Performance

In this section, we study channel identifiability conditions. We also derive covariance and mean square error (MSE) of a channel estimate from each of the proposed channel estimators when the mean and covariance of the received data are not perfectly known but estimated by (11) and (23), respectively, from $N$ noisy data vectors.

4.1. Channel identifiability

Our solution (13) or (24) exists only when the corresponding matrix is invertible. Therefore, the LS channel estimator is unique if matrix $C$ has full column rank. According to (10), it depends on TH codes of all users. It can only be checked for any assigned set of hopping sequences. Similarly, the CM channel estimator is unique if matrix $S$ has full column rank. According to (21), it depends on time-hopping codes of all users as well [19]. It is also interesting to compare these two methods in terms of the maximum number of channels (users) that can be estimated. Matrix $C$ has dimension $v \times Kq$. Then $K \leq \lfloor v/q \rfloor$. However, $S$ has size $v^2 \times (Kq^2 + 1)$. Correspondingly, $K$ approximately satisfies $K \leq \lfloor (v/q)^2 \rfloor$. Usually, $v \gg q$. Hence, the CM method allows more simultaneous users than the LS method regarding channel estimation, but it has higher complexity since it uses SOS of the zero-mean data rather than easily estimated first-order statistic in the LS method. When symbol detection is of interest, a sufficient condition for all inputs to be detected is that a channel matrix which contains all columns of $H_{kl}$ (for all $k,l$) has full column rank. It thus imposes one more condition on $K$.

4.2. Performance of the LS estimator

It is observed that the LS channel estimation error is due to the error in estimating the mean of data vector in (11). From (13), we obtain

$$\delta g = W \left( \frac{1}{N} \sum_{n=1}^{N} y_n - \bar{y} \right) = \frac{1}{N} W \sum_{n=1}^{N} z_{nl}. \quad (28)$$

Then covariance of $\delta g$ becomes

$$\text{COV}(\delta g) = \frac{1}{N^2} W \left( \sum_{n_1,n_2} E[ z_{n_1} z_{n_2}^H ] \right) W^H. \quad (29)$$

Assume $z_n$ constitutes a sequence of independent vectors. Then due to its zero mean, (29) is simplified as

$$\text{COV}(\delta g) = \frac{1}{N} W R W^H. \quad (30)$$

The covariance of $\delta g_k$ is the $k$th diagonal subblock of this matrix and the MSE is the trace of the corresponding matrix.

4.3. Performance of the CM estimator

The CM channel estimation error is due to an estimation error in the data covariance $R$ in (23) or equivalently $r$. From our definition of $G_k$, $g_k$ is an eigenvector corresponding to its unique nonzero eigenvalue. If $\bar{r}$ has an estimation error $\delta \bar{r} = \bar{r} - r$ due to finite $N$, then an error is introduced to $\bar{G}_k$, and finally to our channel estimator. We derive the channel MSE as an explicit function of $N$ and system parameters next.

From (26), $G_k$ is perturbed by $\delta G_k$ as

$$\delta G_k = [ A_{k,1}\delta r, \ldots, A_{k,q}\delta r ]^T. \quad (31)$$

Then the first-order perturbation in its eigenvector $g_k$ becomes [30]

$$\delta g_k \approx \Pi_{g_k} \delta G_k g_k, \quad \Pi_{g_k} = \Sigma_k \Sigma_k^H, \quad (32)$$

where $\Sigma_k$ is in size of $q \times (q - 1)$ and spans a $(q - 1)$-dimensional subspace orthogonal to $g_k$. Substituting (31) into (32), we obtain

$$\delta g_k \approx \Gamma_k \delta r, \quad \Gamma_k = \Pi_{g_k} \sum_{i=1}^{q} g_k(i) A_{k,i}. \quad (33)$$

Then the autocovariance of channel estimate becomes

$$\text{COV}(\delta g_k) = E[ \delta g_k \delta g_k^H ] \approx \Gamma_k \Phi(\delta r) \Gamma_k^H, \quad (34)$$

where $\Phi(\delta r) = E[ \delta g_k \delta g_k^H ]$ is the covariance of $\delta r$. It depends on data model (7) and covariance estimation method in (23). According to [31, equation (12)], applying multilinearity and additivity properties of cumulant [32], and properties of $\otimes$ [25], the following proposition can be proved. Noticing that $M$ inputs in $a_{k,n,l}$ are all real and dependent due to the same information, the last term in [31, equation (12)] does not diminish with real inputs.
Proposition 1. If the channel model follows (7) and the data covariance is estimated from \( N \) independent data vectors as (23), then for a real system (all quantities are real),
\[
\Phi(\delta r) = \frac{(N-1)^2}{N^3} K + \frac{N-1}{N^2} R \otimes R \\
+ \frac{(N-1)^2}{N^3} B_{tr} \otimes B_{tr}^T \\
+ \frac{1}{N^2} rr^T + \frac{N-1}{N^3} B_{sr},
\]
where
\[
B_{tr} = (I_r \otimes I_r) R (I_r^T \otimes I_r), \\
B_{sr} = R \otimes R,
\]
\[
B_{tc} = (I_r \otimes I_r) \left( \sum_{kl} (H_{k,l}^* A H_{k,l}^H) (I_r^T \otimes I_r) \right),
\]
\[
B_{2c} = (H^+ \otimes H) (A \otimes A) (H^+ \otimes H)^H, \quad A = I_L \otimes A,
\]
\[
K_c = \sum_{k,l} (H_{k,l}^* \otimes H_{k,l}) K_a (H_{k,l}^* \otimes H_{k,l})^H,
\]
\[
K_a = \frac{1}{M} \sum_{m=1}^{M} (\tilde{e}_{M,j} \otimes \tilde{e}_{M,j}^T) \otimes (\tilde{e}_{M,j} \otimes \tilde{e}_{M,j})^H \\
- \text{vec}(A) \text{vec}(A)^T - A \otimes A - B_3 \otimes B_3^T,
\]
where \( \tilde{e}_{M,j} = e_{M,j} - (1/M) I_M \) and \( B_3 = (I_M \otimes I_M) A (I_M^T \otimes I_M) \).

Remarks 1. The statistical results in Proposition 1 are different from those in a CDMA system [19] since the current data model (14) shows a completely different structure although similarities exist. \( M \) virtual inputs in \( a_{n,l} \) for each user in each symbol period are from the same information symbol. Meanwhile, all entries in \( a_{n,l} \) are real with only one positive dominant element. Overall, \( \Phi(\delta r) \) by either (35) or (36) is in the order of \( 1/N \) since the last two terms in each equation is in the order of \( 1/N^2 \) and can be omitted for large \( N \). Except the first term that depends on the fourth-order statistics of the data vector, all other terms are related to the SOS.

As expected, performance of the LS estimator depends only on the SOS of the data vector as shown by (30) because the estimator uses the first-order statistics. It is also in the order of \( 1/N \). Notice that there is no approximation in derivation of that result. The CM estimator however depends on the fourth-order statistics since the estimator is based on the covariance of data. Approximation under large sample-size (\( N \)) assumption has been made in order to obtain perturbation of eigenvectors of a matrix. All previous analyses are under an assumption of independent data vectors. It can be realized by taking one data vector every two symbol periods (only for channel estimation purpose not for detection purpose), or one data vector every symbol period but with removal of ISI. If successive (dependent) data vectors are adopted, similar analysis is still performable in principle. But corresponding results will become more complicated than before due to nonzero cross-correlation between any two successive data vectors contributed by ISI. The current analytical results provide a guideline for evaluation of estimators’ performance. High agreement between simulation results with dependent data vectors and current analytical results (under data independence assumption) is still observed.

5. SIMULATION

In our simulation, the system adopts binary PPM modulation with \( N_c = 4 \) and \( N_f = 10 \). The monocycle pulse is chosen as a normalized second derivative of the Gaussian pulse with pulse duration \( D_g = 0.7 \) nanosecond, as in [7]. Modulation delay parameter is set to be \( \sigma = D_g \). Unless otherwise specified, four users with equal transmitting power are active in the system. Their TH sequences are randomly generated. Multipath channels have time-delay resolution of \( D_g \) with the maximum delay spread to be one frame duration. Channel gains for different users are modeled as independent Gaussian random variables and weighted by linearly decreasing weights [16]. All channel gains at the pulse rate are estimated. The corresponding normalized channel MSE for user \( k \) defined as \( \|g_k - \hat{g}_k\|^2/\|g_k\|^2 \) is used to measure the performance of each channel estimator.

Averaged channel estimation errors over 100 independent realizations for one set of channel parameters of one user are illustrated in Figure 1. Either successive (with ISI) or independent (ISI free) data vectors can be collected. As expected, MSE decreases monotonically with the increase of data length \( N \). When \( N \) is above 300, both the LS and CM estimators achieve a normalized MSE less than \( 10^{-2} \). Under the current channel condition, the CM estimator is consistently better than the LS estimator for all \( N \). Analytical curves are also plotted and show high consistency with their experimental counterparts (with independent vectors). Data length effect on bit error rate (BER) is assessed in Figure 2 at \( E_b/N_0 = 15 \) dB using the subspace-based MMSE receiver [33]. Although BER decreases continuously when \( N \) increases, the improvement becomes marginal when \( N \) exceeds 400.

In Figure 3, we plot MSE as a function of SNR with data length \( N = 1000 \). For fixed \( N \), the CM estimator outperforms the LS estimator at high SNR while the situation is reversed at low SNR. When the noise power is very low, both curves show an MSE floor due to finite data length \( N \). Based on estimated channel coefficients, we examine the BER in Figure 4 for each of RAKE, ZF, conventional MMSE (based on direct
inversion of data covariance matrix), and subspace MMSE receivers. For comparison, corresponding ideal receivers assuming true channel parameters and correlation matrix, if applicable, are included. Among the four linear receivers, the ZF and subspace MMSE receivers show similar performance and outperform the others. RAKE and ZF receivers can achieve performance close to their ideal ones, indicating sufficient accuracy in our channel estimates. But for the conventional MMSE receiver, a clear gap is observed between experimental and ideal ones at high SNR mainly due to amplification of noise in practical conditions. However, its subspace variant almost achieves its ideal performance by removing the noise effect. Moreover, receivers based on the CM channel estimator are slightly better than those based on the LS estimator at high SNR.

Figures 5 and 6 illustrate the impact of the number of users on channel estimation and symbol detection. Both MSE and BER degrade when more users become active in the system. But the degradation is gradual. Comparing two methods, the CM method degrades more slowly than the LS method. Therefore, the CM estimator is more robust in the sense that it can support more users. Indeed, when the number of users is more than 10, the channel cannot be estimated using the LS method because the estimator in (13) does not exist.

We have assumed equal power for all users in the above simulations. In the scenarios where stronger interferers exist in the system or the desired transmitter is far away from the receiver, equal transmitting power is not realistic. Hence, we examine the near-far effect in Figures 7 and 8. All interfering users except the desired user have the same power. Near-far ratio (NFR) is defined as the ratio of the power of each interfering user to that of the desired user. We can see that the MSE performance degrades little for the LS estimator, and slowly for the CM estimator when the NFR increases. BER almost keeps unchanged with change of the NFR. This shows that our proposed methods are strongly resistant to the near-far effect.

In the last experiment, we compare our proposed channel estimation method with the ML data-aided (ML-DA) and non-data-aided (ML-NDA) methods in [17]. First, multipath channels for all synchronized users are generated with path delays \(3D_\delta (l = 1, 2, 3)\). Path gains are assigned similarly as [17]. Unlike [17], to consider delay estimation error and gain estimation error separately, we assess estimation performance using channel MSE defined before and plot it with respect to SNR in Figure 9. We consider a single-user system in Figure 9a and a five-user system in Figure 9b. It is interesting to note the MSE of each ML method does not change with SNR. Both proposed LS method and CM method outperform the ML methods when the SNR is above 7 dB.
Figure 4: Detection performance of different receivers: (a) RAKE receiver, (b) ZF receiver, (c) conventional MMSE receiver, and (d) subspace MMSE receiver.

The ML methods are very sensitive to the number of users because of multiuser interference. Its estimation performance degrades dramatically in the multiuser system while the LS method and CM method degrade moderately, leading to significant performance gaps between them. Even in a single-user system, the ML methods do not always perform better mainly due to self-interference such as intersymbol interference and interframe interference. To compare the BER performance, two types of receivers are considered: three-finger RAKE receiver and subspace-based MMSE receiver. Results for a single-user system and a multiuser system are presented in Figures 10a and 10b, respectively. Despite the minor estimation difference existing in a single-user system among various methods, each kind of receiver (RAKE or MMSE) based on different estimation results shows almost the same performance. However, in an MA environment, advantages of our methods become obvious. Receivers based on the LS or CM method result in much lower BER than those based on ML methods. The MMSE receiver is always superior to the RAKE receiver. To see how asynchronism affects performance of different methods, we assume the first path delay of each user is unknown which is randomly and independently generated over half-frame duration. Thus each channel vector becomes longer due to overparameterization by some leading zeros. Compared with a synchronous (known delay) case, the number of unknowns
to be estimated for each user increases. Correspondingly, we consider a four-user system in order to satisfy the identifiability condition for the LS method. To minimize redundancy, only channel MSE results for different SNRs using different $N$ are presented in Figure 11. It is observed that the proposed methods degrade compared with the synchronous case for the same $N$. They require larger sample size to achieve similar performance as before. The CM method performs best at high SNR. Meanwhile, both proposed methods still outperform the ML methods at high SNR for each examined $N$, although ML methods improve due to randomization of interference contributed by random propagation delays.

6. CONCLUSION

Based on a pulse-rate discrete-time UWB signal model, we propose LS and CM methods to blindly estimate channels in a multipath and MA environment by exploring first-order statistic or SOS of the received data vector. Multiuser receivers can then be constructed with acquired channel information. Channel estimation performance measured by MSE is analyzed and verified by simulations. Meanwhile, detection performance of corresponding multiuser receivers is numerically evaluated. The influence of some important factors, including data length, SNR, number of users, and NFR, on the system performance is investigated as well. The CM method performs better at high SNR and can support more users. However, the LS method has lower complexity and is found
to be more resistant to the near-far effect. Both methods outperform the existing ML channel estimation methods in a multiple access environment when the sample size is large.\footnote{The views and conclusions contained in this document are those of the authors and should not be interpreted as representing the official policies, either expressed or implied, of the Army Research Laboratory or the US Government.}

**APPENDIX**

**PROOF OF PROPOSITION 1**

The covariance $\Phi(\delta \mathbf{r})$ depends on $\delta \mathbf{r} = \hat{\mathbf{r}} - \mathbf{r}$ which in turn depends on $\hat{\mathbf{R}}$ by (23) since $\hat{\mathbf{r}} = \text{vec}(\hat{\mathbf{R}})$. We thus first relate $\hat{\mathbf{R}}$ to $\mathbf{y}_n$ and then $\mathbf{z}_n$, which shows explicit dependence of system parameters.

Substituting the mean estimate (11) into (23), we obtain

$$\hat{\mathbf{R}} = \frac{1}{N} \sum_n \mathbf{y}_n \mathbf{y}_n^H - \frac{1}{N^2} \sum_{n_1,n_2} \mathbf{y}_{n_1} \mathbf{y}_{n_2}^H. \tag{A.1}$$

After substituting $\mathbf{y}_n$ by $\mathbf{z}_n + \bar{\mathbf{y}}$ according to (11), (A.1) can be simplified as

$$\hat{\mathbf{R}} = \frac{1}{N} \sum_n \mathbf{z}_n \mathbf{z}_n^H - \frac{1}{N^2} \sum_{n_1,n_2} \mathbf{z}_{n_1} \mathbf{z}_{n_2}^H. \tag{A.2}$$

In fact, (A.2) is the same as a typical covariance estimate

$$\hat{\mathbf{R}} = \frac{1}{N} \sum_n (\mathbf{z}_n - \bar{\mathbf{y}})(\mathbf{z}_n - \bar{\mathbf{y}})^H, \quad \bar{\mathbf{y}} = \frac{1}{N} \sum_n \mathbf{z}_n, \tag{A.3}$$

although we estimate $\mathbf{R}$ directly from $\mathbf{y}_n$ as (23). For convenience, define $\mathbf{r}_n = \text{vec}(\mathbf{z}_n \mathbf{z}_n^H)$. From (A.2), we have

$$\hat{\mathbf{r}} = \frac{N - 1}{N^2} \sum_n \mathbf{r}_n - \frac{1}{N^2} \sum_{n_1,n_2} \text{vec}(\mathbf{z}_{n_1} \mathbf{z}_{n_2}^H). \tag{A.4}$$

Due to zero mean and independence assumption on $\mathbf{z}_n$ at different $n$, the mean of $\hat{\mathbf{r}}$ is found to be $E[\hat{\mathbf{r}}] = (1 - 1/N)\mathbf{r}$. Then $\Phi(\delta \mathbf{r})$ can be expanded into

$$\Phi(\delta \mathbf{r}) = E[(\hat{\mathbf{r}} - \mathbf{r})(\hat{\mathbf{r}} - \mathbf{r})^H] = E[\hat{\mathbf{r}}\hat{\mathbf{r}}^H] - \left(1 - \frac{2}{N}\right)\mathbf{r}\mathbf{r}^H. \tag{A.5}$$

It thus suffices to derive $E[\hat{\mathbf{r}}\hat{\mathbf{r}}^H]$ for further simplification of $\Phi(\delta \mathbf{r})$.

If we substitute (A.4), express $\text{vec}(\mathbf{z}_{n_1} \mathbf{z}_{n_2}^H)$ by $\mathbf{z}_{n_1}^+ \otimes \mathbf{z}_{n_2}$, and invoke the property of $\otimes$ [25], we obtain

$$E[\hat{\mathbf{r}}\hat{\mathbf{r}}^H] = \left(\frac{N - 1}{N^2}\right)^2 \sum_{n_1,n_2} E[\mathbf{r}_{n_1}\mathbf{r}_{n_2}^H] + \frac{1}{N^2} \sum_{n_1,n_2} E\{\mathbf{z}_{n_1}^+ \mathbf{z}_{n_2}^H \otimes (\mathbf{z}_{n_1} \mathbf{z}_{n_2}^H)\}. \tag{A.6}$$

**Figure 9:** Channel estimation error of different methods using $N = 600$. (a) Single-user system. (b) Multiuser system.
The term $\sum_{n_1,n_2} E\{r_{n_1}r_{n_2}^H\}$ becomes $NE\{r_{n_1}r_{n_2}^H\} + (N^2 - N)r r^H$. In the second term, there are only two different cases which give nonzero contributions because of the zero mean of $z_n$ and independence assumption: $n_2 = n_4$, $n_1 = n_3$ but $n_1 \neq n_2$; $n_2 = n_3$, $n_1 = n_4$ but $n_1 \neq n_2$. They correspondingly yield

$$\frac{(N^2 - N)R^* \otimes R + (N^2 - N)E\{(z_{n_1}^* z_{n_1}^T) \otimes (z_{n_2} z_{n_2}^H)\}}{N^3}$$

(A.7)

where $n_1 \neq n_2$. Therefore, (A.6) becomes

$$E\{rr^H\} = \frac{(N - 1)^2}{N^3} E\{r_{n_1}r_{n_1}^H\} - \frac{(N - 1)^3}{N^3} rr^H$$

\[+ \frac{N - 1}{N^3} R^* \otimes R + \frac{N - 1}{N^3} B_2,\]

(A.8)

where for notational convenience, we may replace $z_{n_1}$ and $z_{n_2}$ by $u$ and $w$, respectively, and correspondingly define

$$B_2 = E\{(u^* w^T) \otimes (w u^T)\}.$$

(A.9)

In (A.8), both $E\{r_{n_1}r_{n_2}^H\}$ and $B_2$ need further simplification. We begin with $B_2$ next.

In (A.9), vectors $u$ and $w$ both have zero mean and covariance $R$. They are independent because $n_1 \neq n_2$. If $u$ and $w$ are real, then we denote $B_2$ by $B_{2r}$:

$$B_{2r} = E\{(uw^T) \otimes (wu^T)\}$$

$$= E\{(I_r u w^T) \otimes (wu^T I_r)\}$$

$$= E\{(I_r \otimes w)(u \otimes 1)(1 \otimes u^T)(w^T \otimes I_r)\}$$

(A.10)

$$= E\{(I_r \otimes w)(R \otimes 1)(w^T \otimes I_r)\}$$

After expressing $w^T \otimes I_r$ by $[w_1 I_r, \ldots, w_r I_r]$ based on elements of $w$, (A.10) is simplified as

$$B_{2r} = R \otimes R$$

(A.11)

which is (38). If $u$ and $w$ are complex, for example due to complex channels and noise, then we denote $B_2$ by $B_{2c}$. Under an assumption of circular symmetry of Gaussian noise and using data model (14) for $u$ and $w$, those terms involving noise disappear. Therefore, only one term in $B_{2c}$
Figure 11: Comparison of different channel estimators in an asynchronous system: (a) $N = 600$, (b) $N = 1500$, (c) $N = 3000$, and (d) $N = 5000$.

is left as

$$B_{2c} = E\{(H^* a_n a_n^H H) \otimes (H a_n a_n^H H^H)\}
= (H^* \otimes H) E\{(a_n a_n^T) \otimes (a_n a_n^T)\} (H^T \otimes H^{H^H}) \quad (A.12)$$

where we have applied (A.10) and (A.11) to real vectors $a_n$ and $a_{n}$ whose autocovariance is $A = I_L \otimes A$. Then (40) follows.

We turn our attention to $E[r_n r_n^H]$. Replacing $r_n$ by $z_n^* \otimes z_n$ and applying [31, equation (12)], we obtain

$$E[r_n r_n^H] = K_c + r r^H + R^* \otimes R + B_1 \otimes B_1^{H^H}, \quad (A.13)$$

where $K_c$ is the fourth-order cumulant of $z_n$ and

$$B_1 = E\{(z_n^* \otimes 1_v) (1_v \otimes z_n)^H\}. \quad (A.14)$$

Similar to simplification of $B_2$, we can simplify $B_1$ as follows:

$$B_1 = E\{(I_v z_n^* \otimes 1_v) (1_v^T \otimes z_n^H 1_v)\}
= E\{(I_v \otimes 1_v) (z_n^* \otimes 1_v) (1_v^T \otimes 1_v)\} \quad (A.15)$$

If $z_n$ is real, then $E[z_n^* z_n^H] = R$ and (A.15) becomes (37). If $z_n$ is complex, then $E[z_n^* z_n^H] = \sum_{k,l}(H_{k,l}^H A H_{k,l}^H)$ and (A.15) becomes (39).

The cumulant $K_c$ is related to statistics of $a_{k,n,l}$. According to data model (14), applying multilinearity and additivity properties of cumulant [32], and noticing the zero cumulant of Gaussian noise, we obtain (41), where $K_a$ is the fourth-order cumulant of $a_{k,n,l}$. $K_a$ can be similarly found by applying [31, equation (12)] again to an $M \times 1$ real vector $a_{k,n,l}$.
Since $a_{k,n,l}$ has zero mean and covariance $A$, the result becomes

$$K_n = E \{ (a_{k,n,l} \otimes a_{k,n,l}) (a_{k,n,l} \otimes a_{k,n,l})^T \}$$

$$- \vec{A} \vec{A}^T - A \otimes B_3 \otimes B_3^T,$$

where $B_3$ has a similar form as $B_1$ in (A.15):

$$B_3 = E \{ (a_{k,n,l} \otimes a_{k,n,l}) (1_M \otimes a_{k,n,l})^T \}.$$  \hspace{1cm} (A.17)

Changing $v$ in (A.15) to $M$, we obtain $B_3 = (1_M \otimes 1_M)A(I_M \otimes I_M)$. The expectation in (A.16) can be derived from the definition of $a_{k,n,l}$ in (15). Since the information symbol $I$ takes values $0, \ldots, M - 1$ with probability $1/M$, we have

$$E \{ (a_{k,n,l} \otimes a_{k,n,l}) (a_{k,n,l} \otimes a_{k,n,l})^T \}$$

$$= \frac{1}{M} \sum_{j=1}^{M} (\tilde{e}_{M,j}^T \tilde{e}_{M,j}) \otimes (\tilde{e}_{M,j} \tilde{e}_{M,j}^T).$$  \hspace{1cm} (A.18)

Substituting (A.18) into (A.16), (42) follows. Applying the above results and substituting (A.8) into (A.5), we complete the proof.
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