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1 MODEL PARAMETERS

The concentrations of CI, Cro, and RNAP that correspond to the lysogenic and lytic pathways are obtained using the model and parameters from Santillán and Mackey (2004). The concentrations of CI, Cro, and RNAP that correspond to the lysogenic and lytic pathways are found by solving \( \Phi([CI_T],[Cro_T]) = \Theta([CI_T],[Cro_T]) = 0 \) where

\[
\Phi([CI_T],[Cro_T]) = \frac{\nu_{CI}}{\gamma_M + \mu}[O_R](k_{cl} f_{RM}^4 + k_{cl} f_{RM}^8) - (\gamma_{cl} + \mu)[CI_T]
\]

\[
\Theta([CI_T],[Cro_T]) = \frac{\nu_{cro}}{\gamma_M + \mu}[O_R]k_{cro} f_{R} - (\gamma_{cro} + \mu)[Cro_T]
\]

and \([CI_T], [Cro_T]\) are the total concentrations of CI and Cro monomers (including those in dimers), with

\[
[CI_2] = \frac{1}{2}[CI] - \frac{K_{cl}^c}{8} \left( \sqrt{1 + \frac{8[CI_T]}{K_{cl}^c}} \right)
\]

\[
[Cro_2] = \frac{1}{2}[Cro] - \frac{K_{cro}^c}{8} \left( \sqrt{1 + \frac{8[Cro_T]}{K_{cro}^c}} \right).
\]

All parameters are defined and given in Santillán and Mackey (2004), choosing the repressor degradation rate \( \gamma_{cl} = 0.015 \text{ min}^{-1} \), which lies in the range consistent with bistability (see also Gedeon et al. (2008), which adopts the same model). The lysogenic pathway is identified as the fixed point with high CI and low Cro; the lytic pathways is identified as the fixed point with low CI and high Cro. We find that lysogenic conditions are described by \([CI_2] \approx 0.16 \mu\text{M}\) and \([Cro_2] \approx 9 \times 10^{-11} \mu\text{M}\) while lytic conditions are described by \([CI_2] \approx 3 \times 10^{-3} \mu\text{M}\) and \([Cro_2] \approx 0.2 \mu\text{M}\). We validated our implementation of this model against the results and figures given in Santillán and Mackey (2004) and Gedeon et al. (2008).
2 DERIVATION OF THE DIRECT EXPRESSION FOR CONDITIONAL ACTIVITY (EQUATIONS 9 AND 10)

In the following, for clarity we write matrix multiplication explicitly as sums. We use $Q^a$, $R^a$, $N^a$, $B^a$, and $K^a_i$ as defined in the main text. The $Q^a$ represent the transition rate matrices of a Markov chain where transitions that change the binding configuration of site $a$ are made absorbing. Given that the chain begins in the microstate $i$, the time until absorption has mean $\tau_i^a = \sum_j (N^a)_{ij}$ and variance $\nu_i^a = 2 \sum_j \sum_k (N^a)_{ij} (N^a)_{jk}$.

Rewritten this way, it is clear that the persistence time is simply the mean squared waiting time between transitions that change the binding configuration of site $a$ normalized by the twice the mean waiting time (recall that \(\tau\) is the total observation time). At each transition time $T^a(t)$ for each index $\lambda$, we know only that the binding configuration of site $a$ has just changed. Since the system is in thermodynamic equilibrium, the probability that the system is in microstate $i$ at any transition time $T^a(t)$ is simply the fraction of flux along transitions that change the configuration of $a$ incoming into microstate $i$:

$$K_i^a = \frac{\sum_j K_j (R^a)_{ji}}{\sum_j \sum_k K_j (R^a)_{jk}}$$

Thus as $N(a) \to \infty$,

$$\frac{1}{N(a)} \sum_{t=1}^{N(a)} W(a, T^a(t))^2 \to \sum_i K_i^a \nu_i^a$$

$$\frac{\tau}{N(a)} \to \sum_i K_i^a \tau_i^a$$

We conclude

$$\tau_p[a] = \frac{\sum_i \sum_j \sum_k K_i^a (N^a)_{ij} (N^a)_{jk}}{\sum_i \sum_j K_i^a (N^a)_{ij}}.$$  \hspace{1cm} (5)$$

Now we consider the exchange time:

$$\tau_x[a \leftarrow b] = \frac{1}{\tau} \sum_{t=1}^{N(b)-1} W(a, T(b, t + 1)) W(b, T(b, t)).$$  \hspace{1cm} (6)$$

Take $N(a) \to \infty$ and fix arbitrary $t$. The expression for the exchange time involves three times: $T_a$, the initial transition time of $b$; $T_b'$, the first subsequent transition time of $b$; and $T_a$, the first transition time of $a$ after $T(b, t + 1)$. Now the $t$-th term of the sum in Equation 6 is $W(a, T(b, t + 1)) W(b, T(b, t)) = (T_a - T_b')(T_b' - T_b)$.

At $T_b$, the configuration of $b$ has just changed, so the system is in microstate $i$ with probability $K_i^b$. Given that the system begins in microstate $j$, the mean time until changing the configuration of $b$ again ($T_b' - T_b$)
is $\tau^b_j$. Upon this second change of $b$ at time $T'_b$, probability of the system residing in microstate $k$ is $(B^b)_{jk}$.

Given that the system is in microstate $k$ at $T'_b$, the mean time until the configuration of $a$ changes is $\tau^a_k$.

Averaging over all microstates $j$ and $k$,

$$\langle (T_a - T'_b)(T'_b - T_b) \rangle = \sum_j \sum_k (K^b_j(B^b)_{jk}K^a_k) (\tau^b_j \tau^a_k)$$

where on the right-hand side the first factor in parentheses is the probability that the system will visit microstates $j$ and $k$ at times $T_b$ and $T'_b$, respectively, and the second is the product of waiting times given that the system visits those microstates.

Writing in terms of the fundamental matrices $N^a$, we have

$$\tau_x[a \leftarrow b] = \frac{\sum_i \sum_j \sum_k \sum_l K^a_i(N^a)_{ij}(B^b)_{jk}K^a_k(N^a)_{kl}}{\sum_i \sum_j K^b_i(N^a)_{ij}}.$$ (7)

See (Syski, 1992; Kemeny and Snell, 1961; Tavare, 1979) for techniques for calculating sojourn times for continuous-time Markov chains. Colquhoun and Hawkes (1981); Ball et al. (2000) applies these techniques to compute similar quantities in the context of models for ion channels in cell membranes.

We validate the direct expression for conditional activity (equations 9 and 10 in the main text) against conditional activities calculated from simulation. The nine binding site model for phage lambda is computationally expensive to simulate long enough to calculate accurate conditional activities. As such, we do this comparison for the five binding site model (Tian and Burrage, 2004). We find that the simulation-based CA converges to the direct CA calculation (Supplementary Figure 3).
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3 SUPPLEMENTARY TABLES AND FIGURES
Supplementary Figure 1. Microstates with probabilities in excess of 4% under lysogenic (left) and lytic (right) conditions.
Supplementary Figure 2. The same as Figure 3, shown in matrix form. For conditional activity, the matrix is oriented such that each matrix element represents the conditional activity of the row degree-of-freedom conditional on the column degree-of-freedom (i.e., \( CA[a \leftarrow b] \) lies in row \( a \), column \( b \)).
Supplementary Figure 3. The RMS error of conditional activity calculated from simulations. As more timesteps are simulated, the CA obtained from simulation converges with the analytic expression for CA.