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Introduction

The SARS-Cov2 virus, first reported in China at the end of 2019, has taken the world by storm: triggering a global healthcare crisis, curtailing international mobility, and severely impacting financial markets and the global economy. As of March 1st, 2021, the numbers of global infections and casualties stand at 114.7 million and 2.6 million, respectively, and have kept increasing on a daily basis since then.

After an unprecedented global effort for fast vaccine development, we have started to see a light at the end of the tunnel. However, until vaccines have been safely administered to a large enough fraction of the world’s population, the main method for preventing the spread of contagion consists of reducing person-to-person contact, a strategy known as non-pharmaceutical intervention (NPI) (Eubank et al., 2020).

Since 2020, governments have implemented their own NPI policies, basing their decisions on a limited understanding of the disease and its contagious properties. Most leaders have opted for the most politically palatable trade-off between reducing the spread of infection and facing economic hardship. Some policies seem to have been more successful than others, but the complexity of the issue, and differences in social, economic, cultural and even immunological factors surrounding each individual country complicating the formation of a general conclusion. In other words, there is still a lack of consensus on when and how these policies should be implemented, reflecting the need for further studies regarding these fundamental questions. This lack of consensus motivates the work behind this paper.

Recent literature related to curbing the spread of COVID-19 covers two main types of interventions. On the one hand are continuous lockdowns, where the population is confined for several weeks, such as the ones enforced in China or Europe at the beginning of the pandemic. On the other hand are the so-called dynamic lockdowns, which are alternated intervals of strict and relaxed confinement periods. The effects of these interventions are often measured against each other or compared with softer mitigation measures.

One example is a study by Chowdhury et al. (2020), where the authors compared simulation scenarios with (1) no interventions, (2) consecutive cycles of mitigation measures followed by a relaxation period, and (3) consecutive cycles of suppression measures followed by a relaxation period. The analyses were based on a standard susceptible-exposed-infected-recovered (SEIR) compartmental model (Blackwood and Childs, 2018), and the resulting optimal strategy was the implementation of dynamic cycles of 50-day mitigation periods followed by 30-day relaxation intervals. Similarly, M. Kennedy et al. (2020) compare constant, intermittent, and “stepping-down” social distancing strategies using a susceptible-unsusceptible-exposed-infected-hospitalized-critical-dead-recovered (SUEIHCDR) model, which is an extension of the SEIR models using fac-

Dynamic intervention | Continuous intervention | Rate of transmission | SEIR model | Evolutionary Strategies | Lockdown Policy Optimization | Infectious Disease Modeling | COVID-19

Correspondence: kaan.akinci@cross-compass.com

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.

¹https://graphics.reuters.com/world-coronavirus-tracker-and-maps/ COVID-19 Global Tracker, 2021
tors specific to COVID-19. The authors concluded that a “stepping-down” (dynamic) policy was the best long-term social distancing strategy to minimize the peak number of active cases. In complementary work by Rawson et al. (2020) using an adaptation of the SEIR model, an optimizer was developed for determining the best strategy for lockdown release regulation to prevent the saturation of the health system. They concluded that the optimal solution would be a gradual approach: releasing half of the general population 2–4 weeks from the end of an initial infection peak, and waiting 3–4 months to allow for a second peak, before proceeding with the remainder of the population.

Overall, papers comparing different styles of interventions with SEIR-related models tend to point out dynamic strategies as the optimal to minimize the peak of active cases. However, these studies only compare pre-determined lockdown periods with specific fixed time frames. If we leave the task of lockdown placement and length assignment open for our algorithm to decide, would the results be consistent with previous findings?

The current go-to technique to study lockdown placement, used in the examples presented above, consists of modelling the infection curve using an epidemiological model and applying mathematical optimization methods to reduce the peak of the infection curve. The transmission dynamics of the virus follow a state-dependent structure, known as a Markov decision process, which can be exploited using reinforcement learning (RL) techniques. Indeed, several authors decided to try RL for lockdown policy optimization, since it can also schedule tasks in an adaptive manner (Glaubius et al., 2012). For example, Arango and Pelov (2020) used the Double Deep Q-Learning (Van Hasselt et al., 2016) algorithm to find optimum lockdowns policies for multiple lockdown lengths for the COVID-19 using an extended SEIR model. Similarly, Colas et al. (2020) built and demonstrated an environment for many Deep Learning algorithms that can optimize lockdowns for a variety of epidemiological models. Furthermore, Khadilkar et al. (2020) presented a quantitative way to compute lockdown decisions using RL for individual cities or regions that balances health and economic considerations. Lastly, a report by Miralles-Pechuán et al. (2020) proposed Deep Q-Learning and genetic algorithms to optimize the best sequences of actions governments can take to reduce the harmful effects of a pandemic and proved that their methodology is a valid tool to find actions that governments can take to reduce the adverse effects of a pandemic. Despite being a powerful tool when it comes to optimization of episodic optimization, RL presents its own challenges such as reward distribution (dense or sparse), number of episodes, and difficulty of parallel computing (Salimans et al., 2017).

A competitive alternative to the use of reinforcement learning for lockdown policy optimization are evolutionary algorithms. They are easily parallelizable, and their loss functions are simple to model. Besides, due to their population-based structure, these algorithms yield sub-optimal solutions in addition to optimal ones, which is helpful for understanding the dynamics of the lockdowns and the solution space. In the current literature related to lockdown optimization, most researchers have implemented Genetic Algorithms (GA), developed in the 1960s (Whitley, 1994) and inspired by Charles Darwin’s theory of natural evolution. These algorithms are commonly applied in computer science for optimization problems and reflect that the fittest individuals of the population are often the ones selected for reproduction in order to produce offspring for the next generation.

Pinto Neto et al. (2021) used a multi-objective GA design optimization on a epidemiological compartmental model, named SUIEHCDDR, to compare scenarios related to strategy type, the extent of social distancing, time window, and personal protection levels on the transmission dynamics of COVID-19 in São Paulo, Brazil. Their results indicated that the ability to reduce social distancing depends on a 5–10% increase in the current percentage of people strictly following protective guidelines, highlighting the importance of protective behavior in controlling the pandemic. Furthermore, Miralles-Pechuán et al. (2020) implemented both RL and GA to determine the sequences of actions (confinement, self-isolation, two-meter distance or not taking restrictions) on a SEIR model according to a reward system focused on meeting two objectives: firstly, getting few people infected so that hospitals are not overwhelmed, and secondly, avoiding taking drastic measures that could cause serious damage to the economy. Interestingly, their approach based on RL outperformed the one based on GA. Another work by Zhang G (2021) combined GA and a long short-term memory (LSTM) neural network to optimize the infection rates on a susceptible-infected-quarantined-recovered (SIQR) epidemic spreading model, achieving good predictive ability on infection and death cases. However, after implementing and assessing such strategies in our experiments, we observed that the solutions found by the GA had high divergence, specifically for the runs where the rate of transmission varies over time. This shows how GA falls into local optima when increasing the complexity of the model.

Similar to GA, Evolutionary Strategies (ES) is an algorithm that uses a population of individuals that are evaluated by a fitness function and perturbed by mutation. It also has fewer hyperparameters compared to GA and does not suffer from settings with sparse rewards. After testing this algorithm, we observed that ES produced better and more robust results compared to GA, so we decided to use it for our experiment. Besides, to the best of the authors’ knowledge, this is one of the first studies to assess this algorithm for COVID-19 lockdown optimization.

Interestingly, there are few instances in recent literature that have used mathematical optimization methods to compare different interventions. One of the most relevant studies that developed a model to evaluate the spread of COVID-19 in South Africa under different policy scenarios is the one by Olivier et al. (2020). The scenarios analyzed how to flat-
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ten the curve to a level that the healthcare system could cope with, how to balance lives and livelihoods, and what impact the compliance of the population to the lockdown measures had on the spread of COVID-19. An interesting takeaway from this work is the implementation of variations in the rate of transmission throughout time, based on its dependency on factors such as social distancing, restrictions on travel, or working activity. The authors proposed the following function to model such variation over time:

\[
\beta(t) = \beta_1 + \beta_2 e^{-\beta_3 t}
\]  

Motivated by the insights of this last work, we define the aim of this work as twofold. On one hand, we aim to expand the current insight on lockdown optimization strategies by experimenting with a combination of the SEIR equation-based model and a novel optimizer based on Evolutionary Strategies (ES). On the other hand, we aim to explore the influence of the transmission rate parameter (\(\beta\)) on the resulting strategy proposed by the optimizer. The motivation behind this second study lies in the difficulty of choosing the “right” constant transmission rate out of reported data present in datasets in work such as that by Max Roser and Hasell (2020). While most SEIR-based works choose a constant rate based on previous literature, figures 4 and 5 show evidence of a non-constant behavior. The introduction of an exponential decay-based (\(\beta\)) modelling by Olivier et al. (2020) inspired the 4 scenarios that will be proposed in a later section. While our findings focus on the particular case of the ES-based optimizer, the results are of relevance for all SEIR-based optimization methods.

The remainder of the paper is structured as follows: the Materials and Methods section provides a detailed description of our methodology and experimental setup, the results of which are discussed in the Results section, followed by our Conclusion and Future Work.

A. Disclaimers. Before proceeding further, we wish to make explicit the limitations of this study. Firstly, the results presented were obtained through an SEIR model, an epidemiological model that characterizes a pandemic’s epidemic dynamics using ordinary differential equations. Secondly, our results are based on an estimated set of epidemiological parameters, which may not accurately fit the real data. Furthermore, the estimated values for the rate of transmission are based on the data reported by governments, which may be inaccurate due to the lack of tests at the beginning of the disease. Given these limitations, further research is required before applying these findings to real-world scenarios.

Materials and methods

This section presents the methodology of our study for lockdown policy optimization, where we have tried to minimize the peak of infections using an ES optimizer for the SEIR model with 4 alternative lockdown periods summarized in Table 5, the fixed parameters mentioned in Table 1, and the four different modelling functions for the rate of transmission (\(\beta\)) from Table 2. With the aim of achieving greater generality in our conclusions, these simulations have been carried out with data from two very different countries (Italy and Japan), leading to a total of 4x4x2= 32 scenarios.

The structure of this section is as follows: (A) It begins with an explanation of the SEIR equation-based model, followed by (B) the choice of model parameters, (C) different lockdown scenarios subject to study, and finally (D) an explanation of the optimization algorithm based on evolutionary strategies.

A. Equation-based model. There are two main modelling alternatives for the simulation of viral diseases at a pandemic level: equation-based models (EBM) and agent-based models (ABM) (Sukumar and Nutaro, 2012). The former (EBM) defines a set of differential equations and focuses on efficiently capturing global interactions, ignoring local phenomena such as demographic characteristics, movement patterns, or differences in exposure levels for different subjects. The latter (ABM), models the disease as a collection of autonomous decision-making entities called agents. While agent-based models can offer interesting insights about the effects of specific agent interactions, when studying large scale behaviours they can suffer from a rapid increase in complexity. Any addition of or change in a small parameter may drastically change the overall behaviour of the simulation due to the inherent stochasticity of the system, increasing the computational cost and complicating the task of the optimizer. In our study, we have decided to use an EBM model because (1) it is deterministic, leading onto more stable solutions which simplify the posterior analysis, and (2) less computationally expensive than ABM models.

A.1. SEIR model. Specifically, we have developed a Susceptible-Exposed-Infected-Recovered (SEIR) compartmental model (see Figure 1), where \(S\) defines the fraction of susceptible individuals in a population (those able to contract the disease), \(E\) indicates the fraction of exposed individuals (those who have been infected but are not yet infectious), \(I\) specifies the fraction of infected individuals (those infected and capable of transmitting the disease) and \(R\) is the fraction of recovered individuals (those who have become immune).

This model can be augmented with interesting variables such as rate of re-susceptibility (inverse of temporary immunity period) (Bjornstad et al., 2020) or hospitalization capacity (Veloz et al., 2020), present in related papers. However, given the difficulty of accessing to reliable data to provide a rigorous analysis of these variables, we have decided to simplify our scope to the basic SEIR model and leave the introduction of further variables for future works.
The equations of the SEIR model are:

\[
\begin{align*}
\dot{S} &= -\beta \frac{SI}{N} \\
\dot{E} &= \beta \frac{SI}{N} - \sigma E \\
\dot{I} &= \sigma E - \gamma I \\
\dot{R} &= \gamma I \\
N &= S + E + I + R
\end{align*}
\]  

(2)

The transmission of the disease takes place when a susceptible individual (S) comes into contact with an infected individual (I), and is represented in the first equation of the system. This interaction is parametrized by the rate of transmission, \(\beta\), which represents the potential number of transmissions per susceptible-infectious individual. The progression of the disease represents the change of category from exposed (E) to infectious individual (I), and is represented in the first equation of the system. The progression of the disease is of 6.14% and 4.12% of the total population approximately 27.20% and 6.00%, and fatality rate at the end of 2019 (Zhou et al. (2020) reported the 19th of December, 2019), to mid 2021, with lockdown policy implementations starting around March 2020. This leads to a total simulation period of 600 days, with an action window of 480 days.

Figure 2 shows the results of a baseline simulation, which corresponds to the spread of the disease in Italy and Japan during the period of study without any intervention. The only difference between both models in the value of the transmission rate \(\{\beta\}\), set to 0.171 for Italy and 0.121 for Japan. In the absence of lockdowns, the peak of the infection curve reaches approximately 27.20% and 6.00%, and fatality rate at the end of the disease is of 6.14% and 4.12% of the total population for Italy and Japan, respectively.

**A.3. Rate of transmission.** As introduced in the previous section, the rate of transmission, \(\beta\), defined as the potential number of transmissions per susceptible-infectious individual, is difficult to characterize. However, it is most likely highly influential in the election of an optimal lockdown policy, as lockdown periods using the SEIR model are represented by reducing the rate of transmission to a value close to 0.

One of the novel contributions introduced by this paper is the study of different transmission rate characterizations in and out of lockdown, and their effects on a lockdown policy optimizer. Most works use a constant transmission rate except interrupted by lockdown periods, which force \(\beta = 0\). We have decided to provide a detailed study for the interaction of this parameter and its variation over time with the lockdown optimization task. For this purpose, we have gathered data from two countries with very different COVID transmission patterns: Italy and Japan. Section A.3 dives deeper into the modelling of rate of transmission for this work.

In all cases, the infection reaches a peak at the beginning of the pandemic wave, and gradually decreases following an exponential decay function, unless interrupted by lockdown periods, which force \(\beta = 0\). We have decided to provide a detailed study for the interaction of this parameter and its variation over time with the lockdown optimization task. For this purpose, we have gathered data from two countries with very different COVID transmission patterns: Italy and Japan. Section A.3 dives deeper into the modelling of rate of transmission for this work.

In addition to the parameters summarized in Table 1, running a simulation requires the definition of the total length of the action period. Following current available data on the evolution of the COVID pandemic, and under the assumption that vaccination efforts are being carried out in parallel to lockdown policies, a reasonable simulation time ranges from the beginning of the disease, at the end of 2019 (Zhou et al. (2020) reported the 19th of December, 2019), to mid 2021, with lockdown policy implementations starting around March 2020. This leads to a total simulation period of 600 days, with an action window of 480 days.

Figure 2 shows the results of a baseline simulation, which corresponds to the spread of the disease in Italy and Japan during the period of study without any intervention. The only difference between both models in the value of the transmission rate \(\{\beta\}\), set to 0.171 for Italy and 0.121 for Japan. In the absence of lockdowns, the peak of the infection curve reaches approximately 27.20% and 6.00%, and fatality rate at the end of the disease is of 6.14% and 4.12% of the total population for Italy and Japan, respectively.
Figure 2. Simulation of the SEIR model for Italy (top) and Japan (bottom) with the input parameters of Table 1 and rate of transmission of 0.28572 for Italy and 0.12143 for Japan. The number of days can be seen on the x-axis, while the y-axis indicates the percentage of the affected population. The infected population is indicated by the red line, the exposed population is indicated by the yellow line, the population of those testing positive is indicated by the purple line, the black line indicates casualties.

A Equation-based model

Where we study combinations of constant and variable functions in and out of lockdown. During the "decay" periods, the transmission rate $\beta(t)$ follows equation 3, while during the "no decay" periods, it remains at a constant value $\beta_{nd}$. These combinations generate the four partial functions described in equations 4, 5, 6, 7 and shown in Figure 3.

### Table 1. SEIR parameters.

| Parameter | Description | Value | Reference |
|-----------|-------------|-------|-----------|
| $\sigma$ | Rate of progression (inverse of the incubation period) | 0.2 | Linton et al. (2020), Rawson et al. (2020) |
| $\gamma$ | Rate of recovery (inverse of the infectious period) | 0.07142 | Jung et al. (2020) |
| $\mu_i$ | Rate of mortality from the disease (deaths per infectious individual per time) | 0.004785 | Rawson et al. (2020) |
| $init_N$ | Total number of individuals | 1000000 | |
| $init_E$ | Initial number of exposed individuals | 0 | |
| $init_I$ | Initial number of infectious individuals | 500 | |

### Table 2. Type of decay for the rate of transmission

| Named | Type of decay |
|-------|---------------|
| On-Off | No decay neither within or outside the lockdown |
| Decay-Off | Decay outside the lockdown |
| On-Decay | Decay within the lockdown |
| Decay-Decay | Decay within and outside the lockdown |

Olivier and Craig (2020) define this evolution of the transmission rate parameter in time with an exponential decay as following the next equation:

$$\beta(t) = \beta_\infty + (\beta_0 - \beta_\infty)e^{(t-t_0)}$$  (3)

According to Olivier et al. (2020), this decay can be associated with factors such as the decrease on the number of susceptible individuals over time due to immunity, restrictions in travel, or an increase in social distancing. Instead, the existence of similar decay patterns during quarantine periods could be explained by an analogous reduction in susceptibility within the members of the same household.

As described in Table 2, we have considered the influence of the rate of transmission over time by setting four scenarios,
Specifically, the parameters were extracted from previous literature; these correspond to the lockdown strategy. In literature, there are two main trends in the study of pandemic-related lockdown strategies. On one hand, there is the time-based strategy, where researchers set time-fixed consecutive cycles of lockdowns with a relaxation period between them, such as the studies by Chowdhury et al. (2020) and by M. Kennedy et al. (2020). On the other hand, there is the cost-based strategy, where a cost function is defined to model the trade-off between the economical costs of staying in lockdown and a peak in the number of infections. In these cases, the optimizer’s goal is to minimize this cost, and factors such as healthcare costs or impact of lockdowns on the country’s workforce are explicitly quantified. For example, Miralles-Peuchau et al. (2020) included health and economical costs, and Olivier et al. (2020) included a cumulative economic impact of lockdown in the loss function of its optimizer.

Because the quantification of the economical impact of lockdowns and health consequences derived from COVID-19 infections is a complex and nuanced matter, this work avoids the definition of an explicit cost function. Instead, we have opted for a mixed time-based strategy, where we set a limit on the total number of days that a country can remain in lockdown, and we divide it into several periods, while leaving the selection of when and how should this periods be assigned to the country’s workforce are explicitly quantified. For example, Miralles-Peuchau et al. (2020) included health and economical costs, and Olivier et al. (2020) included a cumulative economic impact of lockdown in the loss function of its optimizer.

In particular, we observed that most of the countries implemented a lockdown at the beginning of the disease of approximately 60 days (2 months), so we decided to set as the total day when the lockdown measures were expanded to the entire country was March 9th, 2020. From that day, the government forbade any travel excluding the necessary for work and family emergencies. These measures lasted until May 14th, when stationery shops, bookshops and children clothing’s shops were allowed to open. In contrast, Japan did not impose a compulsory lockdown. Instead, it made a call for voluntary business closures which was widely respected. Nevertheless, Japan did impose severe border measures such as closing the international borders and not allowing foreign residents to re-enter the country. Also, they enforced a mandatory quarantine after arrival and asked their citizens to wear a face mask in public. On April 7th, 2020, a one-month state of emergency was proclaimed for Tokyo and the prefectures of Kanagawa, Saitama, Chiba, Osaka, Hyogo, and Fukuoka. The lockdown was extended to the rest of the country on April 16th, 2020, for an indefinite period. The state of emergency was lifted for the whole country by May 25th.

**B. Types of lockdown policies.** Once the model parameters have been established, in order to study the optimal lockdown policy it is necessary to set the principles of the lockdown strategy.

The values of the initial and final transmission rates have been extracted from previous literature; these correspond to $\beta_0$ (0.286 for Italy and 0.214 for Japan), and $\beta_{t_{\text{min}}}$ (0.0179 for both countries). As for the remaining parameters, they result from fitting the 4 partial functions indicated in Table 4 to Italy and Japan’s transmission rate curves, extracted from the publicly available COVID-19 dataset maintained by Our World in Data, Max Roser and Hasell (2020) and gathered in Table 3.

### Table 3. Japan and Italy’s parameters for the multiple scenarios.

| Country | $\beta_0$ | $\beta_{t_{\text{ON}}}$ | $\beta_{t_{\text{MIN}}}$ | $\beta_{t_{\text{MIN}}}$ | $C_{\text{off}}$ | $C_{\text{on}}$ |
|---------|--------|----------------|----------------|----------------|----------------|----------------|
| Italy   | 0.286  | 0.171          | 0.0179         | 0.114          | 0.0128         | 0.024          |
|         | (R_0 = 4) | (R_0 = 2.4)   | (R_0 = 0.25)  | (R_0 = 1.6)   |                 |                |
|         | Kucharski et al. (2020) | Real data: Max Roser and Hasell (2020) | Giordano et al. (2020) |                |                |                |
| Japan   | 0.214  | 0.121          | 0.0179         | 0.114          | 0.0239         | 0.0283         |
|         | (R_0 = 3) | (R_0 = 1.7)   | (R_0 = 0.25)  | (R_0 = 1.6)   |                 |                |
|         | Kucharski et al. (2020) | Real data: Max Roser and Hasell (2020) | Giordano et al. (2020) |                |                |                |
B Types of lockdown policies

Figure 3. Scenarios for the different conditions of the beta decay.

Figure 4. Rate of transmission in Italy. The green and red vertical lines indicate the beginning and end of the enforced quarantine.

Figure 5. Rate of transmission in Japan over time. The green and red vertical lines indicate the beginning and end of the state of emergency.
number of possible days for lockdown those 60 days, dividing them into four scenarios that differ in length and number, displayed in Table 5.

| Named Description | Table 5. Type of lockdown policies. |
|-------------------|----------------------------------|
| 30-day lockdown   | • 2 periods of 30 days           |
| 15-day lockdown   | • 4 periods of 15 days           |
| 10-day lockdown   | • 6 periods of 10 days           |
| 5-day lockdown    | • 12 periods of 5 days           |

C. Lockdown optimization algorithm. In order to find the optimal lockdowns time, we formulated the problem as a task scheduling problem. We decided to limit the length of the optimization period to 400 days and we distributed the lockdowns over those 400 days to minimize the peak of the infection curve. We also limited the number of lockdowns to observe the differences between long-term and short-term lockdowns, which is our resource in this problem’s context.

Some of the main approaches found in the literature to solve such resource optimization problem in the context of COVID-19 are reinforcement learning (RL) and evolutionary algorithms. Because our experiment’s purpose is to find the optimal lockdown policy for the given situation rather than to find a generalised adaptive lockdown policy, we decided to avoid using reinforcement learning to avoid such issues.

Compared to RL, evolutionary algorithms are easier to implement because the loss functions are easier to model and the algorithms are easy to train in parallel. Despite the fact that genetic algorithms (GA) are the most common evolutionary method (Pinto Neto et al., 2021; Miralles-Pechuán et al., 2020; Zhang G, 2021), we observed that they had high divergence caused by local optima. Therefore, to obtain more reliable solutions, we decided to change our optimizer to Evolutionary Strategies (ES).

Similar to the GA, ES uses a population of individuals which are evaluated by a fitness function, and perturbed by mutation. Even though one of the most widely versions of ES is CMA-ES developed by Hansen and Ostermeier (2001), we decided to use a more nature-based implementation of ES called NES. This one was developed by Salimans et al. and is closely related to the work of Sehnke et al.. This model uses $\theta$ to set the distribution over the chromosomes, $P_{\psi}(\theta)$ to represent our population and parameterized with $\psi$, and a fitness function calculated with $F(\theta)$. The goal is to find the optimal value for $\psi$ that maximizes the average maximum value for $E_{\theta \sim P_{\psi}}$. The algorithm uses gradient steps to update current population with the formula 8 (Salimans et al., 2017).

$$
\Delta_{\psi} E_{\theta \sim P_{\psi}} F(\theta) = E_{\theta \sim P_{\psi}} \{ F(\theta) \Delta_{\psi} \log P_{\psi}(\theta) \} \quad (8)
$$

In this work we are searching for the optimal lockdown times, which are parameterized by $\theta$. We initialize our population with Gaussian distribution with mean $\psi$ and variance of $\sigma^2 I$. Because we defined our objective in terms of $\theta$, we can use the formula 9 (Salimans et al., 2017).

$$
\Delta_{\psi} E_{\epsilon \sim N(0, I)} F(\theta + \sigma \epsilon) = \frac{1}{\sigma} E_{\theta \sim N(0, I)} \{ F(\theta + \sigma \epsilon) \} \quad (9)
$$

Then, we set the fitness function as:

$$
F(\theta) = 1 - \frac{\max(\text{infection})}{\text{population}} \quad (10)
$$

where $\text{infection}$ is the infection curve in terms of number of people, and $\text{population}$ is the number of people in the simulation. This corresponds to the percentage of Susceptible people at the highest point of the infected curve.

Because NES algorithm calculates the natural gradient in each step, it benefits from having a larger population size. However, computational cost also scales with the population size. In our work, we have experimented with different population sizes for the NES algorithm and found out that population size of 200 is sufficient for this optimization task. Once this population size was set, we experimented with different values for $\sigma$ and $\psi$. In order to evaluate different solutions at the beginning and converge to the optimal one, we decided to change the $\sigma$ and $\psi$ parameters during the training and, as a strategy, we also decided to use simulated annealing (Rutenbar, 1989). Finally, we set $\psi$ to be half of $\sigma$ as in equation 11. In order to change the value for $\sigma$ we used the formula 12.

$$
\psi = \frac{\sigma}{2} \quad (11)
$$

$$
\sigma = 20 \times (\beta_i - \beta_{i-1}) \quad (12)
$$

After experimenting with different values for $\beta$, we obtained the best results for $\beta_0$ equal to 80.
Results

The results will be analyzed from two different perspectives: on one side, we will try to answer to the question of lockdown placement, in particular, we will try to see if shorter and more frequent lockdowns (dynamic) are more efficient than longer lockdowns (continuous). In order to confidently answer this question, the results would need to be consistent for all proposed scenarios. The second perspective should help to shed light on this matter, as we will analyze the effects of the different transmission rate behaviors on the lockdown placement policies.

A. Statistical analysis. This subsection provides an overview of the optimal solutions found by the proposed ES-based optimizer for placing a total of 60 days of lockdown in either 5-, 10-, 15- or 30-day long periods. The initial hypothesis, according to recent publications (Blackwood and Childs, 2018; M. Kennedy et al., 2020; Rawson et al., 2020), is that dynamic lockdowns are bound to perform better than longer, more sparse quarantine periods. As the optimizer is technically allowed to merge periods together, it might seem intuitive to only test the 5-day-long case. However, this configuration with redundant periods allows us to verify the consistency of the optimizer’s solution. For example, should 15-day lockdowns emerge as the leading solution, this would be shown both by a lower peak of infections of the 15-day case, and by a grouping of 5-day lockdowns in “packs” of 3.

Figure 6 shows an example of one the 32 runs carried out during the experimental phase, in this particular case with data from Italy. Each quadrant corresponds to one of the scenarios presented in Table 2. At a first glance, we can confirm that all lockdown policies lead to a decrease in the peak of the infection curve, compared to the baseline simulation (Figure 2). Nevertheless, in practical cases it is important to remember that each day of lockdown has tremendous economical consequences to the region where it is implemented.

Thereafter we have assessed the results of the optimizer for each of the 32 proposed runs. Figure 7 reports the performance of the optimizer for each country, lockdown length, and rate of transmission modelling function.

To evaluate the results, we have performed a three-way ANOVA applied to the peak of the infection curve, where the three factors were the (1) country, (2) type of lockdown, and (3) β function. The statistical results pointed out a significant interaction between the three factors (F(9, 128) = 22.0, p < 0.001), and the main effects of the country (F(1, 128) = 1143.7, p < 0.001), type of lockdown (F(1, 128) = 1537.2, p < 0.001), and type of decay (F(1, 128) = 48.3, p < 0.001). As a result, we carried out a two-way ANOVA test for both of the countries, Japan and Italy, separately.

For Italy, we found a significant interaction between the type of lockdown and β function (F(9, 64) = 53.8, p < 0.001). Hence, we implemented a one-way ANOVA for each of the β functions, showing a significant influence revealing effects as well between the type of lockdowns (On-Off: F(3, 16) = 107.0, p < 0.001, On-Decay: F(3, 16) = 107.1, p < 0.001, Decay-Off: F(3, 16) = 6.83, p < 0.01, Decay-Decay: F(3, 16) = 6.06, p < 0.01). Hence, we ran independent t-tests between each of the conditions of the type of lockdown. Results indicated that:

1. 5-day lockdown is statistically significantly better for On-Off
2. 10-day and 15-day lockdowns are the optimal solutions for Decay-Off
3. 30-day lockdown is statistically better than the rest of the solutions for On-Decay
4. 15-day and 30-day are similar for Decay-Decay

The summary of these results is in Table 6. For Japan, the statistical analyses were very similar, showing as well an interaction between the type of lockdown and β function (F(9, 64) = 46.4, p < 0.001). Subsequently, we implemented a one-way ANOVA for each of the β functions, which revealed that there was an effect of the type of lockdowns (On-Off: F(3, 16) = 92.4, p < 0.001). Therefore, we ran an independent t-tests between each condition of the type of lockdown and concluded that:

1. 5-day lockdown is statistically significantly better for On-Off
2. 30-day lockdown is statistically worse than the rest of the solutions for Decay-Off
3. 30-day lockdown is statistically better than the rest of the solutions for On-Decay
4. 15-day and 30-day are similar for Decay-Decay

The summary of these results is shown as well in Table 6.

B. Discussion. In a nutshell, this initial evaluation lead to interesting findings: all factors of study have a significant impact on the peak of infections, but it is still possible to identify generalized trends throughout the results. Whenever an exponential decay function is applied to the rate of transmission inside the lockdown (cases on-decay and decay-decay), the optimizer favors longer lockdowns, contradicting our initial hypothesis. On the contrary, when this transmission rate inside lockdown remains constant, the optimizer behaves as expected and shows better performance with shorter lockdowns following a dynamic strategy. These trends are consistent across countries, despite the differences in the absolute value of the peak of infections.

Interestingly, in the cases where longer lockdowns are favored, the optimizer response is not consistent, as it does not succeed in grouping shorter periods to form longer lockdowns (for example, in the decay-decay graphs from Italy or Japan). The most likely explanation for this phenomenon is a fault of the optimizer when dealing with shorter lockdown periods, where the introduction of the internal exponential decay function hinders its computational ability.
These results have a series of implications. On one hand, they prove the relevance of accurate parameter modelling when creating predictions using these types of epidemiological models. When applying mathematical tools to find the best strategy, small changes such as adding a decay to the rate of transmission within the lockdown, as observed, affect the results drastically. On the other hand, they show the limitations of certain optimizers (ES) when applied to complex models, where they can miss the optimal solution under certain conditions. Finally, they suggest that the generalized claim that dynamical lockdowns are more efficient than continuous lockdowns is bound to the hypothesis that the rate of transmission during lockdowns instantaneously drops to negligible values. The difficulty of implementing “perfect” lockdowns can lead to situations closer to the ones we have experimented with in this work, where longer lockdowns would in effect provide better results.

**Conclusion**

Over the past months, SARS-Cov2 has caused a global pandemic that has severely affected the global economy and has collapsed the healthcare systems of a large number of countries. To tackle those problems, most countries have decided...
to implement lockdowns without a clear strategy for when and how to implement them. In the past months, there have been two clear trends in the COVID-related studies. On the one hand, some researchers that have assessed continuous and dynamic lockdown have fixed policies in specific time frames. On the other hand, others have developed mathematical problems to decide when to implement the lockdowns. Nevertheless, we have observed a lack of studies combining both ideas. Also, we have found out that some researchers assessed the influence of a decay of the rate of transmission over time which, interestingly, resembles the curve in real scenarios.

Based on these studies, we defined the aim of this work as twofold. On the one hand, we aimed to investigate the current insight on lockdown optimization strategies, basing our analysis on a SEIR equation-based model and implementing Evolutionary Strategies (ES) as an optimizer, which differs from the commonly implemented reinforcement learning or genetic algorithm solutions. On the other hand, we aimed to explore the influence of the transmission rate parameter ($\beta$) on the resulting strategy proposed by the optimizer.

Those goals were assessed by considering the influence of the rate of transmission over time by setting 4 scenarios where we study combinations of constant and variable functions in and out of lockdown (On-Off, Decay-Off, On-Decay, Decay-Decay). We also set four scenarios that differed in length and number of lockdown periods, each having a total maximum number of 60 days with lockdown (12 periods of 5-day, 6 periods of 10-day, 4 periods of 15-day, 2 periods of 30-day). Furthermore, to avoid having a bias in our results towards a particular country, we assessed all the mentioned conditions over time which, interestingly, resembles the curve in real scenarios.

Despite the fact that the applicability of these results to real cases is not immediately clear due to the simplicity of the model, this study provides a good insight of the influence of the rate of transmission’s decay when studying dynamic and continuous lockdowns, suggesting that it should be further considered in further studies with other optimizers (agent-based) and models (SEIRSHUD).
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