Hypothesis: The highly folded brain surface might be structured and located so as to facilitate inter-brain synchronization
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Abstract

We integrate recent findings from neuro-anatomy, electroencephalography, quantum biology and social/neurodevelopment to propose that the brain surface might be specialised for communication with other brains.

Ground breaking, but still small-scale, research has demonstrated that human brains can act in synchrony and detect the brain activity of other human brains. Group aggregation, in all species, maximises community support and safety but does not depend on verbal or visual interaction. The morphology of the brain’s outermost layers, across a wide range of species, exhibits a highly folded fractal structure that is likely to maximise exchange at the surface: in humans, a reduced brain surface area is associated with disorders of social communication. The brain sits in a vulnerable exposed location where it is prone to damage, rather than being housed in a central location such as within the ribcage.

These observations have led us to the hypothesis that the brain surface might be specialised for interacting with other brains at its surface, allowing synchronous non-verbal interaction. To our knowledge, this has not previously been proposed or investigated.
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Overview and background

In 2009, the gauntlet was thrown down for brain sciences to develop “two-person neuroscience” (Hari and Kujala 2009). Since then, a small and still controversial research base has begun to develop. Recent EEG studies have demonstrated brain-brain synchrony during human social interaction (Dumas et al. 2010), musical improvisation (Muller et al. 2013) and even between therapist and patient during music therapy (Fachner et al. 2019). EEG synchronicity has also been demonstrated in groups of high school students focussed on the same task (Dikker et al. 2017, Bevilacqua et al. 2019). A few studies have begun to use EEG to investigate interaction between pairs of individuals at a distance, under laboratory conditions that prevent sensory communication (Giroldini et al. 2015). The event-related potentials (ERPs) noted in “receivers” were small – much smaller than the ERPs of the “senders” – but statistically significant and synchronised with those of the “senders” despite the timing of sending being random (Giroldini and Pederzoli 2018). These intriguing findings – and our own observations about the brain’s location and the morphology of its surface – lead us to propose the highly novel hypothesis below.

Hypothesis

The brain surface is ideally structured, and the brain is ideally located, to facilitate synchronous interaction between community members independent of sense organs.

Objectives

To present arguments for developing this novel perspective, with reference to recent data and ideas from various scientific fields.

To generate testable sub- hypotheses that we hope will stimulate integrative cross-disciplinary research about the role of the brain surface.

Supporting Arguments

Highly folded surfaces in nature have a purpose

Objects in nature that are specialised for a surface exchange function tend to have multiple units terminating at the surface, organised in a self-similar or fractal pattern. Such fractals are widely present in nature, from trees to mitochondria (West et al. 1999) and the purpose of their large surface area is usually to facilitate an exchange function at the surface with
maximal metabolic capacity: photosynthesis in the leaves of trees or cell energy maintenance in mitochondria (Okie 2013). The brain surface is one of these highly folded structures (Batchelor et al. 2002) with a fractal geometry (Mota and Herculano-Houzel 2015). Both the cerebral and cerebellar surfaces have highly folded fractal folding patterns, but the purpose of this large, folded brain surface is still not fully understood. The traditional view is that folding within a fixed skull volume has the purpose of increasing cognitive capacity by increasing the amount of grey matter (Roth and Dicke 2005). This is undoubtedly true: surface folding maximises the number of cortical neurones and, hence, processing capacity, but this is unlikely to be the only reason for surface folding as there is no direct relationship between the degree of cortical folding and the number of neurones in the grey matter (Mota and Herculano-Houzel 2015). Objects in nature with an exchange function are not only highly folded but also have multiple repeating units at the surface (West et al. 1999). In the cerebellum, an example of a repeating unit terminating at the surface is the Purkinje cell. Cerebellar Purkinje cells have long axons, which, close to the cerebellar surface, branch into a rich network of dendrites that extend to cover a large surface area (Chaumont et al. 2013). Purkinje cells are involved in transmitting information from the cerebellar surface to deeper areas within the brain. Although their anatomy and physiology has been intensively studied, their precise functional role is still poorly understood (Tsoubota et al. 2013). The cerebral cortex also has highly developed and even more complex connections across the cortical surface that are still being described, including several different types of interneurons with elaborate cross-connections (Jiang et al. 2015).

Aggregation into herds, shoals and flocks does not depend on the senses or on leaders

In advanced species, social groups support cooperative activities and protect against harm (Bowlby 1982). Although humans are the most advanced species in terms of social interaction, as evidenced by our sophisticated use of language and social networking, many other mammals also use social interaction to form and maintain herds. Movement in herd animals – including in human crowds - appears to be initiated by only a few individuals, and whether or not movement can be initiated by a particular individual is correlated with the degree of social interaction that individual has had with others in the group (Krueger et al. 2014). Yet group aggregation led by individuals does not explain everything: all species clump together in the face of danger and sometimes do so in a highly complex and unexplained manner (Liu et al. 2016). Across species, attachment behaviours are elicited at times of stress and result in members of social groups seeking close physical proximity with one another in order to achieve strength and protection in numbers (Bowlby 1982). The formation of herds, flocks or shoals, through aggregation of individuals of the same species, is a universal anti-predator mechanism that occurs across all species and taxa - from mammals to microbes (Liu et al. 2016). The process of aggregation therefore does not depend on language or sight, nor on the availability of a leader – although sensory information (Kimbell and Morrell 2015) and leadership (Andrieu et al. 2016) can enhance these processes. This poses a question as to whether there are other ways in which individuals within aggregated groups can interact with one another. In
insects such as termites, pheromone mediated social interaction is thought to be important (Watanabe et al. 2014), but this does not appear to be the case in higher animals such as humans. The emerging field of “social signal processing” (a new cross-disciplinary research domain that aims at understanding and modelling social interactions) has begun to identify the many subtle ways in which human beings communicate non-verbally such as with gesture, interpersonal distance, posture and mutual gaze (Vinciarelli et al. 2012), but there are still many unanswered questions about how group propagative phenomena operate. A recent review suggests that a common, but poorly understood, principle of “density-dependent movement” (where clumping of individuals depends on the density of the group) might be involved in group aggregation across species (Liu et al. 2016). We suggest that, in higher animals, the role of the highly folded brain surface in facilitating such processes is worthy of further investigation.

The brain, a delicate and easily-damaged organ, is in an exposed anatomical position

The location of the brain is curious from the perspective of its extreme vulnerability. It is the control centre for human consciousness, cognition, peripheral organ function and homeostasis and has a delicate gelatinous consistency. It is therefore strange that evolution has resulted in it being one of the extremities of the body rather than being safely housed centrally (e.g. within the bony rib cage), as is the heart. Its vulnerability is underlined by the fact that, in bicycle accidents and other falls, the most common cause of death is brain injury (Thompson and Rivara 2001, Kim et al. 2000, Sterling et al. 2001). The brain is particularly exposed in bipedal humans, but head trauma is also a common cause of injury and death in other animals (Schwenk et al. 2016, Kuo et al. 2018). A need for proximity to highly prioritised sensory organs such as the eyes (Hofman 2014) seems an insufficient explanation: within the head, the visual cortex is as far away from the eyes as possible (Song et al. 2015) and long nerves, travelling some distance between the brain and other organs yet allowing rapid communication, are common in the body. The vagus nerve, that provides a highly responsive connection between the brain and the heart, is a good example (Idiaquez et al. 2018). Surely evolutionary pressures would have selected individuals with brains more centrally tucked away, unless there were other advantages to the brain's exposed location. One function for which this top-of-the-body location would be ideal is communication. The evolutionary pressures resulting in the transition from quadrupedal to bipedal locomotion in humans are not fully understood (Niemitz 2010), but have resulted in a body that looks rather like an antenna. Were the brain surface to have a communicative function in herd activity, this upright posture might be beneficial. Although many wave-forms can penetrate solid matter (e.g. the bony skull or the solid bodies of other members of the herd), the shape and location of wave emitters and receivers is important in improving performance: e.g. microphone shape and location is important in directionality which, in turn, is important in allowing localization of sensory input (Chung et al. 2008).
What happens if the brain’s fractal geometry is impaired?

Recent studies of the fractal geometry of the brain have shown that reduced surface area and folding are associated with severe neurodevelopmental problems, such as Schizophrenia and William’s Syndrome (a chromosomal disorder with unique behavioural features) (Fahim et al. 2012). These disorders interfere with social communication, e.g. with the “serve and return” interaction that is characteristic of human verbal and non-verbal communication (Fahim et al. 2012, University 2015). At a microscopic level, problems in cerebellar Purkinje cell development are also related to disorders affecting social communication (Bauman and Kemper 2005). In Autism, a disorder characterised by problems with language and social communication, there is reduced brain surface area in the orbitofrontal cortex and reduced function/surface area in the left prefrontal cortex – two of the areas of the brain known to be most important in the more sophisticated aspects of social interaction (Happe et al. 1996) – and the development of brain surface area differs from typically developing children across the lifespan (Mensen et al. 2017). In addition to experiencing obvious social challenges, individuals with Autism can be more subtly challenged as regards group behaviour - for example being relatively immune to socially propagated yawning (Helt et al. 2010). A lack of response to such subtle group propagative phenomena might be evidence of impaired “herd” activity: these responses might not be social in the traditional sense (using the definition of social: “needing companionship”) but could be social in terms of “relating to…social organisation” (Oxford 2016) i.e. predominantly functioning at an emotional or an automatic level.

Might consciousness be shared across brains to enhance social organisation?

Cacioppo has suggested that consciousness (defined as “the state of being aware of and responsive to one’s surroundings”) (Oxford 2016) is only useful, i.e. becomes more than simply an epiphenomenon of cognitive processes, if more than one brain is involved in social interaction. He uses the example of a person walking along a smooth street and suddenly encountering a hole in the road that causes him to exclaim. That exclamation serves no purpose. However should another person come around the corner at that moment, the exclamation might have various effects on the other person who may themselves exclaim, may apologise or may behave aggressively. This second person’s reaction will, in turn, have an effect on the first person’s actions and train of thought. Cacioppo’s hypothesis is that consciousness needs to be shared with others in order to be useful. Cacioppo goes on to suggest that language mediates between these individual consciousnesses (Cacioppo and Decety 2011), but the sharing of consciousness goes beyond language and can be shared in pre-linguistic species that also use social interaction and attachment behaviours to increase community effectiveness and safety. We suggest that one location for sharing of consciousness might be the surface of the brain. We do not claim to understand how consciousness might be shared across brains. It is particularly challenging in this area that “there is, as yet, no universally agreed definition of consciousness” (Owen 2013) and neither is there certainty about the location of consciousness within the brain” (Owen 2013). Preliminary evidence from a small study of patients in vegetative/minimally conscious states has suggested that selective injuries to
the neo-cortex, at the surface of the cerebral hemispheres - such as might result from hypoxic-ischemic encephalopathy - can result in greater loss of conscious awareness than more diffuse brain injuries in which the neo-cortex is relatively preserved (Cruse et al. 2012). In severe hypoxic-ischemic injuries damage to the neo-cortex and/or the thalamus is almost universal, probably due to greater oxygen demands in these brain regions: where there is thalamic damage, this renders the cortex effectively non-functional due to the lack of thalamic connections between different cortical areas (Adams et al. 2000). Experiments involving sleep and anaesthesia have also suggested that consciousness is related to this “cortical effective connectivity” (Ferrarelli et al. 2010).

**Biologically plausible processes are now recognised that could explain brain-brain synchrony**

Most traditional theories of consciousness within the brain could not be extrapolated to synchronous consciousness across more than one brain (e.g. Lutkenhoff et al. 2015). An exception - as plausible across two brains as within one - is that proposed by Penrose and Hameroff (Hameroff 2012). Their thinking is based on Quantum Field Theory (QFT), in which the fundamental building blocks of the universe are fields rather than particles (Hobson 2013). According to QFT, a quantum is a unit of energy that is discrete (i.e. “countable”) yet connected to the entire field. Adding a quantum of energy to a field adds energy to the entire field yet that energy will be “superposed” upon quanta of the same frequency so that they can become “spatially bunched and in this sense more localized, but they are always of infinite extent” (Hobson 2013, p. 214). Quanta that are at a distance from one another can be “entangled”, i.e. “they cannot be considered as separate independent objects – until they are finally disentangled by measurement” (Penrose 1995, p. 294). This has been demonstrated by “two slit experiments” in which the act of measurement appears to determine where a quantum of energy ends up in space. Considered in terms of fields rather than particles, this is easier to understand: a field of energy interacts with both slits simultaneously but, because particles are all-or-nothing phenomena, the interaction with the detector will occur in a single, local area of the detection screen. This interaction is called a “collapse” - and because it is impossible to predict at which part of the detecting screen the interaction will occur, it is called “non-local collapse”. If quanta were solely considered as particles, this would appear to be beyond reason – the single particle would appear to localise itself according to where the detector was placed (Hobson 2013). Einstein termed this “spooky interactions at a distance” (Hobson 1998). If, however, quanta are considered to be packets of energy which interact with a detector in an all-or-nothing way yet are connected infinitely to a field, then these interactions appear less spooky. There is now much interest in, and rapidly accruing evidence for, quantum phenomena in biology. Quantum phenomena have been demonstrated in photosynthesis, avian navigation systems and intracellular biological reactions (Lambert et al. 2013). In each of these systems, quantum processes seem to increase efficiency: harnessing the sun’s energy for biological use with minimal energy loss; allowing birds to detect the earth’s weak magnetic field and facilitating ultra-fast processes within cell enzymes and other proteins. Long-range electron transfer within intracellular proteins strongly suggests that quantum processes might be involved - but
whether or not these proteins are developed to facilitate these quantum processes is unknown (Lambert et al. 2013). Hameroff and Penrose suggest that such protein specialisation, facilitating quantum processes, might be true for Tubulin, the protein that forms the basis of microtubules – a fundamental structural component of neurons (Hameroff and Penrose 1996). Their theory postulates that, across potentially wide brain regions, there is entanglement across the microtubular network and that this allows the ultra high-speed processes characteristic of consciousness. Specifically, the core protein component of the microtubule, tubulin, can exist in multiple superpositions of quantum states that interact by entanglement and then collapse to a definite state. Hameroff and Penrose termed this “objective reduction” (Hameroff and Penrose 1996) and go on to suggest that these episodes of collapse are not random, but are orchestrated by synaptic inputs and other factors. There is now evidence that networks of microtubules, examined in-vitro, can interact as a “colony” by self-organizing to produce higher-level phenomena (Hameroff 2012). Recently, it has been demonstrated that bundles of brain MTs spontaneously generate bursts of electrical activity and oscillations (del Rocio Cantero et al. 1980). It is a well established phenomenon of quantum physics that electrons do not respect physical barriers. In 1980, Don Devault stated that:

- “Tunnelling’ is the metaphorical name given to the process, possible in quantum mechanics, but not in classical mechanics, whereby a particle can disappear from one side of a potential-energy barrier and appear on the other side without having enough kinetic energy to mount the barrier. One can think of this as a manifestation of the wave-nature of particles (Devault 1980, p. 564).” Don Devault

If the quantum processes described by Penrose and Hameroff can account for entanglement across wide areas of a single brain, there is no reason why they cannot account for entanglement across more than one brain. Although the Penrose-Hameroff theory of consciousness has not yet been proven, the rapidly advancing fields of inter-brain synchrony (Dumas et al. 2010) and quantum biology (Lambert et al. 2013) and might suggest avenues for doing so.

Impact

Investigation of brain-brain surface interaction is likely to help us better understand important human phenomena such as parent-child interaction and social communication, ushering in the era of two-person neuroscience. When more sophisticated technologies are available to examine the way many brains might interact in networks, we may begin to understand group phenomena as disparate as sense of belonging, radicalisation and zeitgeist formation.

Conclusion

The brain is highly folded at its surface and, like other highly folded fractal structures in nature, it might have an important exchange function in communication at its surface. It is
positioned in a vulnerable location in the body, especially in humans, but a location that might be ideal for a role in group interaction. Group processes in all species, including humans, goes beyond verbal and visual interaction. We propose that the structure and location of the brain surface might support quantum biological processes that allow shared consciousness and facilitate group cohesion.
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