Fluid dynamics is one of the cornerstones of modern physics and has recently found applications in the transport of electrons in solids. In most solids electron transport is dominated by extrinsic factors, such as sample geometry and scattering from impurities. However in the hydrodynamic regime Coulomb interactions transform the electron motion from independent particles to the collective motion of a viscous ‘electron fluid’. The fluid viscosity is an intrinsic property of the electron system, determined solely by the electron-electron interactions. Resolving the universal intrinsic viscosity is challenging, as it only affects the resistance through interactions with the sample boundaries, whose roughness is not only unknown but also varies from device to device. Here we eliminate all unknown parameters by fabricating samples with smooth sidewalls to achieve the perfect slip boundary condition, which has been elusive both in molecular fluids and electronic systems. We engineer the device geometry to create viscous dissipation and reveal the true intrinsic hydrodynamic properties of a 2D system. We observe a clear transition from ballistic to hydrodynamic electron motion, driven by both temperature and magnetic field. We directly measure the viscosity and electron-electron scattering lifetime (the Fermi quasiparticle lifetime) over a wide temperature range without fitting parameters, and show they have a strong dependence on electron density that cannot be explained by conventional theories based on the Random Phase Approximation.

I. INTRODUCTION

Fluid dynamics is one of cornerstones of modern physics and technology, with wide ranging applications. Although a well-established subject (Bernoulli’s law was formulated in 1738), it has important modern manifestations such as hydrodynamics of the quark-gluon plasma and of electrons in solids. While the dynamics of fluids are universal and depend only on the viscosity, the boundary conditions between the fluid and the containing solid play a crucial role. These boundary conditions are non universal, and depend on the details of the solid surface, the fluid, ambient conditions and the structure of complex boundary layers. The precise nature of fluid boundary conditions at various interfaces is a long standing problem of great practical importance.

Hydrodynamic flow of electrons in solids occurs when extrinsic momentum-relaxing processes, such as electron-phonon and electron-impurity collisions, are much slower than intrinsic electron-electron scattering processes, which conserve the fluid’s momentum [1]. Recent studies in graphene and other clean 2D systems have demonstrated viscous electron flow through Poiseuille flow [2, 3], thermal and electrical transport effects [4–11], and modifications to the Hall effect [12, 13]. However the boundary problem remains unresolved: most studies have been performed in systems with diffusive boundaries [2, 9, 13, 15]. This introduces a system dependent unknown parameter, the ‘slip-length’, which can vary with experimental conditions such as temperature and magnetic field, inhibiting quantitative analysis of experimental data. A perfectly smooth boundary condition would eliminate this unknown, allowing a direct measurement of the viscosity and hence the Fermi liquid quasiparticle lifetime (since viscosity depends only on electron-electron scattering). However the perfect slip boundary condition has been elusive and remains a mathematical idealization in the literature.

The central idea of our work is to create devices with perfectly smooth sidewalls. This eliminates unknown boundary effects, and constitutes the first realisation of universal viscous flow with the perfect slip condition. We
FIG. 1. (a) and (b) 3D schematics showing (a) A conventional modulation-doped GaAs/Al$_x$Ga$_{1-x}$As heterostructure. The conduction channel is patterned using chemical etching which causes rough sidewalls, while random surface charge on the sidewalls creates additional disorder. (b) An accumulation-mode GaAs/Al$_x$Ga$_{1-x}$As device. The channel is defined by a metal top-gate, and kept away from etched sidewalls and surface charge. (c)-(f) Theoretical simulations (See sections I, IV and V of Ref. [16]) of the power dissipation density under the perfect slip boundary condition (width $W = 2.5 \, \mu m$, length $L = 25 \, \mu m$) in the linear response regime (Reynolds number much smaller than 1). The colour scale represents the magnitude of the dissipation, and white lines show the electron flow streamlines. (c) Power dissipation density of a straight channel. The dissipation is purely ohmic as viscous contribution vanishes with perfect slip boundaries. (d) Ohmic power dissipation density of a crenellated channel (crenellation size $l_{cren} = 1 \, \mu m$) with zero viscosity, i.e. non-viscous electron transport. The ohmic resistance of the crenellated channel is smaller than the straight channel. (e) Viscous power dissipation density of the crenellated channel with a viscosity of $\nu = 1.15 \times 10^{-2} \, m^2/s$. The viscous power dissipation density concentrates around the regions where the streamlines deform the most to form slow whirlpools in the crenellations. The viscous power dissipation vanishes near the boundaries due to the perfect slip boundary condition. (f) Total power dissipation density of the crenellated channel for a viscous electron flow summing up both ohmic and viscous contributions.

first demonstrate perfect slip boundary conditions with no viscous dissipation in straight channels, and then controllably introduce viscous dissipation by carefully engineering the device geometry. The fluid flow is now determined solely by the geometry, hence bearing the name ‘universal hydrodynamic flow’.

Using this approach we observe a clear transition from ballistic to hydrodynamic electron motion, driven by both temperature (which is expected) and also by magnetic field (which is not). Moreover the absence of unknown boundary conditions allows quantitative extraction of the viscosity and hence Fermi liquid quasiparticle lifetime over a wide temperature range, from $T \ll E_F$ to $T \sim E_F$. The experimental data reveal an unexpected and unexplained deviation of the electron-electron scattering length from existing theoretical models.

II. HYDRODYNAMICS IN SAMPLES WITH SMOOTH BOUNDARIES

Describing the hydrodynamic flow of a fluid has two ingredients, (i) the dynamic Navier Stokes equation, (ii) the boundary condition at the fluid-solid interface. While the former is universal, the latter is not. We begin by considering a straight channel with perfectly smooth boundaries. No matter how strong the electron-electron interactions there is no viscous contribution in this straight channel, since the electron flow is uniform as shown in Figure 1(c). The resistance $R_{straight} = \rho_{Drude} L/W$, arises purely from phonons and impurity scattering. Viscous transport is introduced by modifying the device geometry with artificially engineered crenellations on the channel sidewalls, which causes non-uniform electron flow and thus viscous power dissipation as shown in Figure 1(d)-(f).

A. Advantages of smooth boundaries

The advantage of the smooth sidewalls with engineered structures lies in three aspects:

(i) All uncertainties associated with the slip length and boundary conditions are eliminated.

(ii) The electron transport regime can be unambigu-
ously identified, simply by comparing the resistance of the straight channel and the crenellated channel. In transport measurements of samples with rough boundaries, it is hard to determine if the resistance $R(T)$ is due to viscous effects or scattering from extrinsic impurities and phonons. In our design when the transport is dominated by scattering with phonons and impurities, the wider crenellated channel will have a lower resistance than the straight channel $R_{\text{cren}} < R_{\text{straight}}$. This is because the crenellated channel is on average wider for the same length. However, in the hydrodynamic regime where electron-electron scattering dominates, the additional viscous contribution will increase the resistance of the crenellated channel so that $R_{\text{cren}} > R_{\text{straight}}$.

(iii) Most importantly all experimental parameters associated with phonon and impurity scattering can be quantified through a direct comparison of the resistance of the straight and crenellated channels. Even when the electron transport is deep in the hydrodynamic regime, the resistance of the straight channel does not have any viscous contribution. This allows the electron-phonon and electron-impurity scattering processes to be fully characterised, so that the electron viscosity can be directly determined from the resistance of the crenellated channel without any unknown fitting parameters.

B. Experimental realisation and verification of the perfect slip condition

Experimentally the key challenge is how to make samples with perfect slip boundaries. In most conventional devices, such as graphene or the modulation-doped GaAs/AlGaAs heterostructure shown in Figure 1(a), chemical etching is required to pattern the channel of the 2D system, creating microscopically rough sidewalls. Moreover, random surface charge on the sidewalls of the channel creates additional disorder at the boundary. To avoid the uncontrolled roughness and disorder that cause rough boundary conditions we utilize an accumulation-mode GaAs/AlGaAs heterostructure depicted in Figure 1(b). There is no chemical doping in these accumulation-mode devices, and the conduction channel is induced by applying a positive bias to the metallic top-gate. This ensures that the 2DEG is kept away from etched sidewalls and surface charge, providing a very smooth boundary.

The device used in this study is divided into multiple segments containing both straight and crenellated channels, in which the resistance of each segment can be measured independently. Figure 2(a) shows a 2.5 $\mu$m wide by 25 $\mu$m long straight channel, adjacent to a crenellated channel of the same length, with a minimum width varying between 2.5 $\mu$m and 4.5$\mu$m, due to 1 $\mu$m by 1 $\mu$m crenellations. Figure 2(b) shows the calculated characteristic length scales for this device $l_{ee}$. For 10 K $\lesssim T \lesssim 40$ K, the electron-electron scattering length $l_{ee}$ is the shortest length scale in the system, so that hydrodynamic effects are significant. At very low temperatures $T \lesssim 10$K, $l_{ee}$ exceeds the characteristic length scale of the device $l_{\text{cren}} \sim 1$µm, and electron transport is ballistic.

We verify the smooth boundary condition in our experiment by comparing the resistance of the two straight channels with different widths: 5 $\mu$m and 2.5 $\mu$m (both have the same length to width ratio of 10). The two straight channels have almost identical resistance across the whole temperature range for all three densities, shown by the red circles and grey squares in Figure 2(c)-(e). This proves that the perfect slip boundary condition is satisfied in our device, since the resistance of channels with rough boundaries has a strong width dependence in both the hydrodynamic [1] and ballistic [17] regimes.

III. DISENTANGLING DIFFUSIVE AND VISCOUS TRANSPORT

A. Straight Channel

One of the key challenges in quantitative extraction of the viscosity of the electron fluid is how to disentangle viscous and non-viscous contributions to the resistance. A unique advantage of the perfect slip boundaries is that the resistivity of the straight channels has no ballistic back scattering or viscous components, hence serves as an absolute reference from which all momentum-relaxing contributions can be measured: (i) From the resistance at base temperature $T = 0.25$ K, we calculate the momentum relaxation length due to impurity scattering $l_{\text{imp}} = \nu_F t_{\text{imp}} \approx 10$µm, corresponding to a mobility on the order of $10^6$ cm$^2$/Vs (see sections I and II of the supplement [16]). (ii) The linear increase of $R_{\text{straight}}(T)$ with temperature is due to phonon scattering. We extract the phonon scattering time $\tau_{ph} = A_{ph}^e/\nu_F$ from the slope $dR_{\text{straight}}(T)/dT$. This gives a phonon coupling constant of $A_{ph}^e = 15$ ns · K, consistent with previous studies of electrons in GaAs [15, 18] (sec. III of the supplement [16]).

B. Crenellated Channel

The resistance of the crenellated channel with a width of 2.5$\mu$m and crenellations of $l_{\text{cren}} = 1$µm is shown as the dark blue circles in Figure 2(c)-(e). The crenellated channel resistance is always higher than that of the straight channels, despite having the same length and minimum width as the 2.5$\mu$m wide straight channel. At high temperatures $R_{\text{cren}}(T)$ exhibits a close to linear dependence on $T$ with the same slope as $R_{\text{straight}}(T)$. As the temperature is lowered, $R_{\text{cren}}(T)$ starts to deviate from the linear dependence and rapidly increases when $T < 10$K, which
is particularly visible at low electron densities. This non-monotonic behaviour of $R_{\text{cren}}(T)$ at low temperatures is caused by quasiballistic effects at low temperatures [19], which hide the viscous behaviour [2, 5, 6, 15]. Disentangling the viscous, diffusive and ballistic effects can be very complicated both theoretically and experimentally when the boundary condition is unknown [2, 5], but is simple for smooth boundaries. In this limit ballistic effects can be easily excluded by applying a small perpendicular magnetic field of $B = 0.1 \, \text{T}$. The magnetic field suppresses ballistic back-scattering, since the cyclotron radius $r_c \approx 800 \, \text{nm}$ is shorter than the smallest feature size of the channel, while the viscous friction stays robust, given that $r_c$ is about twice larger than the typical electron-electron scattering length $l_{ee}$. The light blue circles in Figure 2(c)-(e) show the resistance of the crenellated channel at $B = 0.1 \, \text{T}$. The low temperature resistance is reduced by the suppression of ballistic effects, but is still larger than the straight channel. This confirms that there is a significant viscous contribution to the resistance of the crenellated channel over a wide temperature range. At higher temperatures the resistance at $B = 0.1 \, \text{T}$ approaches the $B = 0 \, \text{T}$ resistance, as ballistic contributions decline. There is a clear change of

[FIG. 2. (a) Image of the accumulation mode GaAs heterostructure device containing a high mobility 2DEG. The gate-defined channel contains two sections: a 2.5 $\mu\text{m}$ wide and 25 $\mu\text{m}$ long straight channel labelled “S”, and a crenellated channel “C” of the same dimensions with crenellations of $l_{\text{cren}} = 1 \, \mu\text{m}$. (b) Key length scales and transport regimes in the system. $l_{mfp}$ is the momentum-relaxing mean free path due to electron-phonon ($l_{\text{phonon}}$) and electron-impurity ($l_{\text{imp}}$) scattering. $W$ is the width of the channel and $l_{\text{cren}}$ is the size and spacing of the square crenellations. $\lambda_F$ is the Fermi wavelength. $l_{ee}$ is the theoretically calculated electron-electron scattering length $l_{ee}$. When $T < 10 \, \text{K}$, $l_{\text{cren}}$ is the smallest length scale and the system is in the ballistic transport regime. When $l_{ee}$ falls below $l_{\text{cren}}$, at $T > 10 \, \text{K}$, the system enters the hydrodynamic transport regime. (c)-(d) Experimentally measured resistance of both straight and crenellated channels $R_{\text{straight}}, R_{\text{cren}}$ as a function of temperature for three electron densities $n = 2.45, 1.78, 1.45 \times 10^{11} \, \text{cm}^{-2}$, respectively. The resistance of two straight channels with different widths $W = 2.5, 5 \mu\text{m}$ but the same length to width ratio are shown by the red solid circles and grey squares, and are indistinguishable. The solid red lines are fits to $R_{\text{straight}}$, including both electron-impurity and electron-phonon scattering with the shaded area presenting the uncertainty. The resistance of the crenellated channel “C” is shown both at $B = 0$ (dark blue empty circles) and with a small out of plane magnetic field $B = 0.1 \, \text{T}$ (light blue empty circles).]
value of \( \nu \), and numerically solve the Navier-Stokes equations (see secs. IV and V of the supplement [16]). The numerical solution of equation 1 for a given \( \nu \) gives the velocity field, from which we calculate the dissipation and compare it with the measured resistance. We repeat this procedure until we find the value of \( \nu \) that reproduces the experimental resistance of the crenellated segment. This is the “experimental value” of \( \nu \). For an infinitely large device the relation to the electron-electron scattering length \( l_{ee} \) is \( \nu = \frac{1}{4} v_F l_{ee} \) (see secs. VI and VIIA of the supplement [16]). However, for a real device we need to account for ballistic effects.

### A. Ballistic effects

At low temperatures \( l_{ee} \) approaches the critical sample dimensions (the crenellation length \( l_{cren} \) in our case), and the finite size effect causes an apparent saturation of \( l_{ee} \) as \( T \to 0 \). Following Ref. [3] we capture both the finite size and ballistic effects by introducing an effective viscous mean free path \( l_{eff} \)

\[
\nu = \frac{1}{4} v_F l_{eff}, \quad \frac{1}{l_{eff}(T)} = \frac{1}{l_{ee}(T)} + \frac{1}{l_{eff}(T = 0)}.
\]

Here \( l_{eff} \) is completely independent of scattering of electrons from phonons and impurities, and captures the ballistic and viscous effects. The cut-off at the ballistic limit \( l_{eff}(T = 0) \approx l_{cren}/2.5 \) is not a fitting parameter, but is extracted from the base temperature \( T = 0.25 \) K measurement which is dominated by ballistic effects (see sec. VIIA of the supplement [16]).

We plot the extracted electron-electron scattering lengths with symbols in Figure 3(a) as a function of temperature for an electron density of \( n = 2.45 \times 10^{11} \text{ cm}^{-2} \). (See Figure S4 of the supplement [16] for other densities.) Both \( l_{eff} \) and \( l_{ee} \) increase with decreasing \( T \), with \( l_{eff} \) saturating as it approaches half the crenellation length scale. In contrast, \( l_{ee} \), an intrinsic property of the electron liquid, diverges as \( T \to 0 \).

It is well known that at very low temperatures the electron-electron scattering length scales \( l_{ee} \propto 1/T^2 \). However, this approximation is valid only at \( T \ll 0.1E_F \) (see Fig.S3b of the supplement [16]), and most data in the literature, including ours, are obtained at \( T > 0.1E_F \).
Therefore we go beyond the low temperature approximation, as described in Sec. VI and VII of the supplement [16]. The solid and dashed lines show our theoretical calculations of $l_{ee}$ and $l_{oh}$ using the random phase approximation (RPA) with $l_{oh}(T=0)$ as the only parameter taken from experiment. The parameter-free calculation of $l_{ee}$ is in remarkably good agreement with the experiment, given the lack of any fitting parameters.

V. INDEPENDENT VERIFICATION OF $l_{ee}$ THROUGH MAGNETOTRANSPORT

To independently check the values of the extracted $l_{ee}$ we show in Figure 3(b)-(c) low-field magneto-resistance measurements at the same carrier density. The crenellated channel exhibits a parabolic negative magneto-resistance, shown in Figure 3(c)), due to the magnetic suppression of the viscosity [22–24].

\[
\nu(B) = \nu(0) - \frac{B^2}{B^2 + B_s^2}, \quad B_s = \frac{p_F}{2|e|l_{ee}}, \quad (3)
\]

The characteristic magnetic field $B_s$ thus provides a direct measurement of the zero-field $l_{ee}$, without solving the Navier Stokes equations. Using the second part of Eq. (3) and the experimentally determined values of $l_{ee}$ from Figure 3(a) we find $B_s \approx 105, 152$ mT for $T = 20, 25$ K, respectively. The magneto-resistance calculated from Eq. (3) is shown by dashed lines in Figure 3(b), and is in excellent agreement with the measurement. In contrast to the crenellated channels, the straight channels have no noticeable dependence on $B$ over the same field range, as shown in Figure 3(c)). This confirms the absence of viscous effects in the straight channels, i.e. the boundaries are smooth.

VI. DISCUSSION AND CONCLUSIONS

Comparing the $l_{ee}$ calculated using the parameter free theory with the measured values in Figure 3(a), it is notable that the experimental values are consistently higher than theoretical predictions. This deviation is even more pronounced when examining the variation of $l_{ee}$ (and hence the electron quasiparticle lifetime) with carrier density. The $l_{ee}$ calculated in the RPA shows only a weak dependence on $n$, in contrast to the strong dependence measured experimentally in Figure 3(d). These results suggest that $\tau_{ee}$ has a significant density dependence that is not captured in the RPA. This is especially surprising given the small interaction parameter $r_s \sim 1.1$-1.5 of the electron system (See for example Ref. [25] and references therein). We have checked that this discrepancy is not an effect of the methods used to solve the Navier Stokes equations, nor can it be explained by including density dependent screening effects in the 2DEG. As shown in section VIIIC of the supplement [16] these have a small effect on $l_{ee}$, but do not influence the density dependence of $l_{ee}$. Furthermore we have gone beyond the RPA, using the Hubbard approximation (Supplement sec. VI and VII [16]), but the calculated density dependence (blue dash-dotted line in Figure 3(d)) remains inconsistent with experiment. This suggests that correlation effects beyond the Hubbard approximation are significant even at relatively low $r_s$.

In conclusion, we have created 2D electron channels with perfect slip boundaries, thereby eliminated unknown parameters related to boundary scattering. This method makes it possible to separate extrinsic (phonon and disorder) scattering effects from the intrinsic viscous effects due to electron-electron scattering. From the viscous resistance we directly extract the electron-electron scattering length. The techniques and analysis introduced here open a new route to probing the finite temperature quasiparticle lifetime of two-dimensional Fermi liquids over a wide temperature range.
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Note added: After initial submission of this work we became aware of a study of viscous behaviour in a GaAs 2DEG using non-local measurements [26]. The $l_{ee}$ differs from those obtained here; a comparison of the two approaches is given in the supplement [16].
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