Differential Capacitance of Ionic Liquids According to Lattice-Gas Mean-Field Model with Nearest-Neighbor Interactions
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The Bragg-Williams free energy is used to incorporate nearest-neighbor interactions into the lattice gas model of a solvent-free ionic liquid near a planar electrode. We calculate the differential capacitance from solutions of the mean-field consistency relation, arriving at an explicit expression in the limit of a weakly charged electrode. The two additional material parameters that appear in the theory – the degree of nonideality and the resistance to concentration changes of each ion type – give rise to different regimes that we identify and discuss. As the nonideality parameter, which becomes more positive for stronger nearest-neighbor attraction between like-charged ions, increases and the electrode is weakly charged, the differential capacitance is predicted to transition through a divergence and subsequently adopt negative values just before the ionic liquid becomes structurally unstable. This is associated with the spontaneous charging of an electrode at vanishing potential. The physical origin of the divergence and the negative sign of the differential capacitance is a nonmonotonic relationship between surface potential and surface charge density, which reflects the formation of layered domains alternatingly enriched in counterions and coions near the electrode. The decay length of this layered domain pattern, which can be many times larger than the ion size, is reminiscent of the recently introduced concept of “underscreening”.
I. INTRODUCTION

Ionic liquids consist of molten salts that stay in their liquid phase at ambient temperatures. They avoid transitioning into a crystal phase by being of sufficient molecular size to reduce Coulomb interactions and by displaying packing incompatibilities that disfavor a stable crystal structure. Ionic liquids tend to exhibit high thermal stability and resistance to both combustion and evaporation due to their low vapor pressure. Among their many applications are batteries, fuel cells, and supercapacitors.

In the vicinity of a charged electrode, ionic liquids form an electric double layer (EDL) that reflects the competition between electrostatic attraction of the counterions to the electrode surface and the translational entropy of the ions. However, in contrast to electrolytes that are diluted by solvent molecules, the ions of an ionic liquid exhibit strongly nonideal mixing properties due to electrostatic correlations and non-electrostatic ion-ion interactions, and can therefore not be described on the basis of the classical Poisson-Boltzmann theory. The pronounced nonideality has implications for the structure of the EDL, which can be characterized and discussed on the basis of the differential capacitance.

One of the most commonly used mean-field models to describe the structure of the EDL formed by an ionic liquid is based on a lattice gas approximation for the translational entropy of the ions, including extensions to asymmetric ion sizes and comparisons with Monte Carlo simulations. Its simple prediction for the differential capacitance often serves as a reference for the interpretation of experimental and computational results. Equations of state other than that for the lattice gas have been studied, including formalisms that are valid for a general form of the underlying equation of state. To account for short-ranged correlations between the ions of an ionic liquid, Bazant et al. have proposed a phenomenological extension of the mean-field free energy of an ionic liquid. This extension, which gives rise to ion crowding and overscreening, has triggered a multitude of follow-up investigations of how short-ranged interactions and correlations influence the structure of the EDL. They are also inspired by the experimental finding of a large screening length in concentrated electrolytes.

Some of the recently proposed phenomenological modeling approaches incorporate short-range ion-ion interactions on the basis of adding coupling terms between anion and cation concentrations plus additional gradient terms to the underlying free energy. As in...
Landau theory, gradient terms are generally present in inhomogeneous systems such as an EDL. While certain aspects—like the influence of the coupling terms on the differential capacitance in the absence of gradient terms or the emergence of a damped oscillating potential with a large screening length in the presence of both coupling and gradient terms—have been discussed in previous work, there is no comprehensive analysis yet of how coupling and gradient terms jointly affect the differential capacitance of an ionic liquid and how this relates to oscillations and the screening length of the electrostatic potential. To provide such a detailed analysis is the goal of the present work.

Here, we incorporate short-range ion-ion interactions into the lattice gas description of an incompressible ionic liquid on the level of mean-field theory employing the Bragg-Williams free energy, thereby including both coupling and gradient terms. We point out that this model still operates on the mean-field level because nearest-neighbor interactions are described using a random mixing approximation without accounting for correlations. Approaches for general underlying equations of state have been proposed recently, but we focus exclusively on the lattice gas because it leads to a simple analytic expression for the differential capacitance in the limit of a weakly charged electrode.

The main objective of our work is to provide a quantitative analysis and discussion of how and when additional coupling and gradient terms in the underlying lattice gas free energy give rise to oscillating potentials with large screening lengths and how this is reflected in the differential capacitance. Specifically, we shall demonstrate that at highly nonideal conditions (that is, large coupling terms), where the ionic liquid approaches a structural instability, the differential capacitance is predicted to transition through a divergence and then to become negative or to induce a spontaneous charging of the electrode. Divergence and sign reversal arise from a nonmonotonic behavior of the surface potential as function of the electrode’s surface charge density, accompanied by a spatially oscillating potential that causes the formation of layered domains alternatingly enriched in counterions and coions near the electrode, also known as “overscreening”. The layered domain pattern can propagate far into the ionic liquid, a property associated with the term “underscreening”.

3
II. THEORY

We consider a lattice gas model to describe the structure of the EDL that is formed by an incompressible, solvent-free ionic liquid, composed of monovalent ions, in the vicinity of a planar electrode of fixed surface charge density $\sigma$. The lateral area $A$ of the electrode is sufficiently large so that edge effects can be neglected and, on the mean field level, all physical quantities become functions of the distance $x$ to the electrode only. Anions and cations are of the same size, each occupying one single lattice site of volume $\nu$. The absence of solvent requires that the local volume fractions of anions (index “a”) and cations (index “c”), $\phi_a = \phi_a(x)$ and $\phi_c = \phi_c(x)$, add up to $\phi_a + \phi_c = 1$ at each position $x$. In the bulk of the ionic liquid, at $x \to \infty$, fluidity and charge neutrality require $\phi_a(x \to \infty) = \phi_c(x \to \infty) = 1/2$. We express the mean-field free energy per unit area of the ionic liquid as $F/A = (1/\nu) \int_0^\infty dx f$, with the local free energy per lattice site

$$f = \frac{l^2}{2} \Psi'^2 + \phi_a \ln \phi_a + \phi_c \ln \phi_c + \chi \phi_a \phi_c + \frac{\alpha}{2} l^2 (\phi_a^2 + \phi_c^2). \tag{1}$$

Here, $\Psi = \Psi(x)$ denotes the scaled electrostatic potential, following the common definition $\Psi = e\Phi/k_B T$, with the electrostatic potential $\Phi = \Phi(x)$, elementary charge $e$, Boltzmann constant $k_B$, and absolute temperature $T$. A prime denotes the derivative, i.e. $\Psi' = d\Psi/dx$, $\Psi'' = d^2\Psi/dx^2$, $\phi_a' = d\phi_a/dx$, and $\phi_c' = d\phi_c/dx$. Electrostatic interactions are characterized by the length scale $l = \sqrt{\nu/(4\pi l_B^2)}$, where $l_B = e^2/(4\pi \epsilon \epsilon_0 k_B T)$ is the Bjerrum length that reflects the dielectric constant $\epsilon$ of the ionic liquid ($\epsilon_0$ is the permittivity of free space). Hence, the term $l^2 \Psi'^2/2$ in Eq. 1 accounts for the energy, per lattice site, stored in the electric field. Note that the length $l$ tends to be much smaller than the size of an ion. For example, $\nu = 1 \text{ nm}^3$ and $l_B = 7 \text{ nm}$ yield $l = 0.1 \text{ nm}$.

All terms following the first one on the right-hand side of Eq. 1 constitute the Bragg-Williams free energy density of an inhomogeneous lattice gas,[35] which accounts for nearest-neighbor interactions. The two terms $\phi_a \ln \phi_a$ and $\phi_c \ln \phi_c$ in Eq. 1 express the mixing entropy contribution of a lattice gas, consisting of anions and cations. The fourth term in Eq. 1, $\chi \phi_a \phi_c$, is a coupling term that characterizes the extent of nearest-neighbor interactions between the ions according to the random mixing approximation.[35] The degree of nonideality $\chi = z[\omega_{ac}-(\omega_{aa}+\omega_{cc})/2]$ reflects the anion-cation ($\omega_{ac}$), anion-anion ($\omega_{aa}$), and cation-cation ($\omega_{cc}$) interaction strengths, and $z$ is the lattice coordination number. Both non-electrostatic
and electrostatic interactions may enter into $\chi$, the latter for example through correlations or dipole (or higher) electrostatic moments that are not accounted for by the term $l^2\Psi^2/2$ in Eq. 1. Note that $\chi > 0$ implies an effective repulsion between anions and cations, and $\chi > 2$ may lead to a macroscopic phase transition in an (hypothetically) uncharged bulk system. The last term in Eq. 1, $\alpha l^2(\phi_a'^2 + \phi_c'^2)/2$, is a gradient term that describes the energy penalty due to compositional changes, where $\alpha$ (with $\alpha \geq 0$) is a dimensionless constant.

Note that a more general approach would assign two different prefactors, $\alpha_a$ and $\alpha_c$, to the terms $\alpha_a l^2 \phi_a'^2$ and $\alpha_c l^2 \phi_c'^2$. The relations of these two prefactors to the molecular interaction strengths are $\alpha_a = (\nu^{1/3}/l)^2(\omega_{ac} - \omega_{aa})$ and $\alpha_c = (\nu^{1/3}/l)^2(\omega_{ac} - \omega_{cc})$. Hence, our present work assumes $\omega_{aa} = \omega_{cc}$, which implies $\alpha = \alpha_a = \alpha_c$. In Eq. 1 we neglect the presence of terms that contain higher order derivatives such as $\phi_a'^2$ and $\phi_c'^2$. Note that Eq. 1 properly accounts for the equilibrium with a bulk ionic liquid (at $x \to \infty$) where $\phi_a = \phi_c = 1/2$.

Also, in Eq. 1 and in the remainder of this paper, we express energies in units of the thermal energy $k_B T$.

The free energy in Eq. 1 represents the incorporation of short-range ion-ion interactions on the mean-field level within the framework of the lattice gas model. It is the sole basis of the present work, and we provide an in-depth analysis of its implications for the electrostatic potential, structure of the EDL, and differential capacitance. Eq. 1 is similar to lattice gas approaches with additional nearest-neighbor interactions used in previous studies. Goodwin et al.\textsuperscript{24} as well as Yin et al.\textsuperscript{27} have accounted for the three distinct molecular interaction parameters $\omega_{aa}$, $\omega_{cc}$, and $\omega_{ac}$ explicitly for a compressible lattice gas, yet without including gradient terms. Goodwin and Kornyshev\textsuperscript{33} have proposed a similar model with the addition of another species of “spectating” ions. Gavish et al.\textsuperscript{25} use a free energy of an electrolyte in the presence of solvent with the same interaction model as in our present work. Their work focuses on the screening length as function of dilution but not on the differential capacitance. Finally, Blossey et al.\textsuperscript{34} use a general form of the underlying equation of state, including all compositional gradient terms. Upon linearizing the self-consistency relation they demonstrate the ability of the potential to undergo damped oscillations, yet without analyzing the differential capacitance.

We minimize the free energy $F$ and find the equilibrium distributions for $\phi_a$ and $\phi_c$. To this end, we note the Poisson equation $l^2\Psi'' = \phi_a - \phi_c$ that relates the second derivative of
the potential \( \Psi \) to the difference of the local anion and cation volume fractions. In addition, we ensure the local constraint \( \phi_a + \phi_c = 1 \) by introducing a Lagrangian multiplier \( \lambda = \lambda(x) \) conjugate to the sum \( \phi_a + \phi_c \). This yields for the variation of the free energy
\[
\frac{\delta F}{A} = \Psi_0 \frac{\delta \sigma}{e} - \frac{\alpha}{\nu} l^2 \left[ \phi'_a(0) \delta \phi_a(0) + \phi'_c(0) \delta \phi_c(0) \right]
+ \frac{1}{\nu} \int_0^\infty dx \left\{ \delta \phi_a \left[ -\Psi + \ln \phi_a + \chi \phi_c - \alpha l^2 \phi''_a + \lambda \right]
+ \delta \phi_c \left[ \Psi + \ln \phi_c + \chi \phi_a - \alpha l^2 \phi''_c + \lambda \right] \right\},
\]
where \( \Psi_0 = \Psi(x = 0) \) denotes the surface potential. The term \( \Psi_0 \frac{\delta \sigma}{e} \) in the first line of Eq. 2 vanishes because we assume the surface charge density \( \sigma \) is fixed. In the absence of specific ion-surface interactions there is no physical reason to fix \( \phi_a(0) \) and \( \phi_c(0) \). Hence, we adopt the natural boundary conditions \( \phi'_a(0) = \phi'_c(0) = 0 \), which minimize the free energy with respect to the surface values of \( \phi_a \) and \( \phi_c \). (Although not considered in the present work, we note that specific ion-surface interactions, or solvent-surface interactions, have been proposed to further increase the ability of ionic liquids to store energy\(^3\)). Vanishing of \( \delta F \) in thermal equilibrium is finally ensured by the two relations
\[
\phi_a = \exp \left( \Psi - \chi \phi_c + \alpha l^2 \phi''_a - \lambda \right)
\]
and
\[
\phi_c = \exp \left( -\Psi - \chi \phi_a + \alpha l^2 \phi''_c - \lambda \right).
\]
Choosing \( \lambda \) so as to satisfy the constraint \( \phi_a + \phi_c = 1 \) leads to
\[
\phi_a = \frac{1}{1 + \exp \left[ -2\Psi - \chi(\phi_a - \phi_c) - \alpha l^2(\phi''_a - \phi''_c) \right]},
\]
\[
\phi_c = \frac{1}{1 + \exp \left[ 2\Psi + \chi(\phi_a - \phi_c) + \alpha l^2(\phi''_a - \phi''_c) \right]}.
\]
These are the equilibrium distribution functions for the anion and cation volume fractions. Eqs. 3 constitute two differential equations from which \( \phi_a \) and \( \phi_c \) can be calculated for any given value of the potential \( \Psi \). Inserting \( \phi_a \) and \( \phi_c \) from Eq. 3 into the Poisson equation
\[
\nu l^2 \Psi'' = \phi_a - \phi_c
\]
results in the fourth-order nonlinear differential equation
\[
\frac{\alpha}{2} l^4 \psi'''' + \frac{\lambda}{2} l^2 \Psi'' + \Psi = \text{arctanh} \left( l^2 \Psi'' \right)
\]
that must be solved subject to four boundary conditions. The first two, \( \Psi(x \to \infty) = \Psi'(x \to \infty) = 0 \), reflect the vanishing of the electric field in the bulk of a structurally stable ionic liquid. The third boundary condition accounts for the fixed surface charge density \( \sigma \) at the electrode surface, \( x = 0 \), which we express as \( \Psi'(0) = -s/l \), where we have introduced
the scaled surface charge density $s = (\nu/l) \times \sigma/e = 4\pi l H \sigma/e$. The fourth boundary condition $\Psi''(0) = 0$ follows from the Poisson equation together with $\phi_a'(0) = \phi_c'(0) = 0$. Note that one integration of Eq. 4 can be carried out, leading to

$$\frac{\alpha}{4} l^6 \Psi'' = -\frac{\chi}{4} l^4 \Psi'' + l^2 \Psi'' \arctanh(l^2 \Psi'')$$

$$+ \frac{1}{2} \ln(1 - l^4 \Psi'') - l^2 \Psi' \Psi' + \frac{1}{2} l^2 \Psi'^2.$$  \hfill (5)

Using our boundary conditions at position $x = 0$, this gives rise to the relation

$$0 = -\frac{\chi}{4} c^2 + c \arctanh c + \frac{1}{2} \ln(1 - c^2) - c \Psi_0 + \frac{s^2}{2}, \hfill (6)$$

where here and in the following we use the abbreviation $c = l^2 \Psi''(0)$ for the dimensionless second derivative of the potential at the surface.

Solutions of Eq. 4 (or Eq. 5) can be used to calculate thermodynamic properties of the EDL. This includes the differential capacitance $C_{\text{diff}} = d\sigma/d\Phi(0)$ or, equivalently, the scaled differential capacitance

$$\tilde{C}_{\text{diff}} = \frac{l C_{\text{diff}}}{\varepsilon \varepsilon_0} = \frac{ds}{d\Psi_0}.$$  \hfill (7)

Calculations of $\tilde{C}_{\text{diff}}$ are based on the relationship between the dimensionless surface potential $\Psi_0$ and the scaled surface charge density $s$.

**III. RESULTS AND DISCUSSION**

**A. Linear regime, valid for weakly charged electrode**

We first discuss the limit of small potential, $|\Psi| \ll 1$, which renders Eq. 4 linear,

$$\frac{\alpha}{2} l^4 \Psi'' + \left(\frac{\chi}{2} - 1\right) l^2 \Psi'' + \Psi = 0.$$  \hfill (8)

The fourth-order nature of the linearized mean-field equation for the potential is consistent with the phenomenological model proposed by Bazant et al. and with the general approach by Blossey et al. Eq. 8 gives rise to the two length scales, $1/\omega_1$ and $1/\omega_2$, that follow from the characteristic equation $(\alpha/2) l^4 \omega^4 + [(\chi/2) - 1] l^2 \omega^2 + 1 = 0$. We find

$$(l \omega_{1/2})^2 = \frac{1}{\alpha} \left\{ \left(1 - \frac{\chi}{2}\right) \pm \sqrt{\left(1 - \frac{\chi}{2}\right)^2 - 2\alpha} \right\}.$$

$$\hfill (9)$$
The potential that satisfies Eq. 8 subject to $\Psi'(0) = -s/l$ and $\Psi'''(0) = \Psi(x \to \infty) = \Psi'(x \to \infty) = 0$ can conveniently be expressed in terms of $\omega_1$ and $\omega_2$,

$$\Psi(x) = \frac{s}{l} \frac{\omega_1^3 e^{-\omega_2 x} - \omega_2^3 e^{-\omega_1 x}}{\omega_1^3 \omega_2 - \omega_1 \omega_2^3},$$

(10)

which implies for the differential capacitance

$$\tilde{C}_{diff} = \frac{l}{\frac{1}{\omega_1} + \frac{1}{\omega_2} - \frac{1}{\omega_1 + \omega_2}} = \frac{\sqrt{1 - \frac{\chi}{2} + \sqrt{2\alpha}}}{1 - \frac{\chi}{2} + \frac{1}{2} \sqrt{2\alpha}}.$$  

(11)

Eq. 11 is a major result of the present work. Fig. 1 shows $\tilde{C}_{diff}$ as function of $\chi$ for three different values of $\alpha$. Before we discuss Eq. 11 and Fig. 1 it is useful to introduce three special values for $\chi$ that we denote by $\chi_1$, $\chi_2$, and $\chi_c$. The first two, $\chi_1$ and $\chi_2$, specify the solutions

$$\chi_1 = 2 \left(1 - \sqrt{2\alpha}\right), \quad \chi_2 = 2 \left(1 + \sqrt{2\alpha}\right)$$  

which vanish at which the square root in Eq. 9

vanishes. The third one is defined through

$$\chi_c = 2 \left(1 + \frac{1}{2} \sqrt{2\alpha}\right).$$  

(13)
For $\chi < \chi_1$ the two inverse lengths $\omega_1$ and $\omega_2$ are both positive real numbers, implying that the potential $\Psi(x)$ is the sum of two exponential functions and thus is monotonically decreasing with growing $x$. For $\chi_1 < \chi < \chi_2$ both $\omega_1 = a - ib$ and $\omega_2 = a + ib$ have nonvanishing real and imaginary parts

$$a = \frac{1}{l} \sqrt{\frac{1}{\sqrt{2} \alpha} - \frac{\chi/2 - 1}{2 \alpha}}, \quad b = \frac{1}{l} \sqrt{\frac{1}{\sqrt{2} \alpha} + \frac{\chi/2 - 1}{2 \alpha}}, \quad (14)$$

and the potential $\Psi(x)$ exhibits damped oscillations. Indeed, expressing the potential in Eq. 10 explicitly in terms of the inverse lengths $a$ and $b$,

$$\Psi(x) = \frac{s}{l} \frac{e^{-ax}}{a^2 + b^2} \left[ \frac{3a^2 - b^2}{2a} \cos(bx) - \frac{3b^2 - a^2}{2b} \sin(bx) \right], \quad (15)$$

clearly reveals its spatially decaying oscillations. Fig. 2 shows a plot of the two characteristic lengths, $1/\omega_1$ and $1/\omega_2$ for $\chi < \chi_1$ as well as $1/a$ and $1/b$ for $\chi_1 < \chi < \chi_2$, as function of $\chi$. Note that every value of $\chi$, apart from $\chi = \chi_1, \chi = 2$, and $\chi = \chi_2$, is associated with two
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**FIG. 2.** The scaled characteristic lengths $(l\omega_1)^{-1}$ and $(l\omega_2)^{-1}$ for $\chi < \chi_1$ as well as $(la)^{-1}$ and $(lb)^{-1}$ for $\chi_1 < \chi < \chi_2$, plotted as function of $\chi$ for different $\alpha$ with $\alpha = 1/2000$ (solid lines), $\alpha = 1/8$ (dashed lines), and $\alpha = 1$ (dotted lines). The four labels $(l\omega_1)^{-1}$, $(l\omega_2)^{-1}$, $(la)^{-1}$, and $(lb)^{-1}$ mark the four dotted lines; they apply analogously to the sets of dashed and solid lines. The values of $\chi_1$ and $\chi_2$ are marked by the symbol ◢ for $\alpha = 1$, by the symbol ◇ for $\alpha = 1/8$, and by the symbol ◆ for $\alpha = 1/2000$. Note that $(lb)^{-1}$ diverges at $\chi = \chi_1$ and $(la)^{-1}$ diverges at $\chi = \chi_2$. 
distinct characteristic lengths and that all displayed lengths in Fig. 2 are scaled by \( l \). Our model predicts a large decay length in the regime of a non-oscillating electrostatic potential (as in Eq. 10) for very negative \( \chi \) and in the regime of an oscillating potential (as in Eq. 15) when \( \chi \) is positive and approaches \( \chi_2 \). Large decay lengths in highly concentrated electrolytes have been measured\(^{31,32}\) and are being discussed in the framework of “underscreening”.

For \( \chi > \chi_2 \) the real parts but not the imaginary parts of \( \omega_1 \) and \( \omega_2 \) in Eq. 9 vanish, implying \( \Psi(x) \) is oscillating, with two characteristic length scales. The ionic liquid is structurally unstable in this case. However, macroscopic phase separation is prohibited due to the excess charge of each phase. As a result, a doubly modulated phase with two characteristic inverse length scales \( \tilde{a} = -ia \) and \( b \), where \( a \) and \( b \) are specified in Eq. 14, appears in thermal equilibrium. The nonvanishing potential of the bulk phase is then of the form \( \Psi(x) \sim \sin(\tilde{a}x) \cos(bx) \). A systematic analysis of the equilibrium structure of a bulk ionic liquid in three dimensional space is outside the scope of the present study. Hence, in all this work we assume \( \chi < \chi_2 \). Recall that we also assume \( \alpha \geq 0 \) because negative values of \( \alpha \) lead to a structurally unstable ionic liquid for any choice of \( \chi \).

After having introduced \( \chi_1, \chi_2, \) and \( \chi_\text{c} \), we are now in a position to discuss the differential capacitance \( \tilde{C}_{\text{diff}} \) as specified in Eq. 11 and plotted in Fig. 1. For growing \( \chi \) the differential capacitance increases, with no discontinuities when \( \chi \) passes through \( \chi_1 \), where the potential begins to exhibit damped oscillations. When \( \chi \) approaches \( \chi_\text{c} \), the differential capacitance diverges; \( \tilde{C}_{\text{diff}} \rightarrow \infty \). Upon crossing \( \chi_\text{c} \) the sign of \( \tilde{C}_{\text{diff}} \) flips. Subsequently, in the region \( \chi_\text{c} < \chi < \chi_2 \), the differential capacitance grows from large negative values to zero. This behavior is qualitatively the same for any choice of \( \alpha > 0 \), and is displayed in Fig. 1 for \( \alpha = 0 \) (solid line), \( \alpha = 1/8 \) (dashed line), and \( \alpha = 1 \) (dotted line). The three points \( \chi_1, \chi_\text{c}, \) and \( \chi_2 \) are marked on the center horizontal axis by the three symbols “\( \triangledown \)” for \( \alpha = 1/8 \) and by the three symbols “\( \triangle \)” for \( \alpha = 1 \). For \( \alpha = 0 \) the three points \( \chi_1 = \chi_\text{c} = \chi_2 = 2 \) (marked by the symbol “\( \circ \)” on the center horizontal axis) are degenerate.

The divergence of \( \tilde{C}_{\text{diff}} \) for \( \chi = \chi_\text{c} \) and its negative sign in the region \( \chi_\text{c} < \chi < \chi_2 \) are notable. To understand its physical origin, we plot in Fig. 3 the scaled potential \( \Psi(x)/s \) for \( \alpha = 1/8 \) and the four different choices \( \chi = \chi_1 = 1 \) (solid line), \( \chi = 2 \) (dashed line), \( \chi = \chi_\text{c} = 2.5 \) (dash-dotted line), and \( \chi = 2.7 \) (dotted line). Recall that for \( \chi = \chi_2 = 3 \) (this case is not displayed in Fig. 3) the electrolyte becomes structurally unstable, exhibiting
FIG. 3. \( \Psi(x)/s \) as function of the scaled distance \( x/l \) according to Eq. [15] for \( \alpha = 1/8 \) and \( \chi = \chi_1 = 1.0 \) (solid line), \( \chi = 2.0 \) (dashed line), \( \chi = \chi_c = 2.5 \) (dash-dotted line), and \( \chi = 2.7 \) (dotted line). The inset shows the corresponding difference \( \phi_{ca} = \phi_c - \phi_a \) of the volume fraction of cations and anions, calculated according to Eq. [17] and scaled by \( s \).

Oscillations of \( \Psi(x) \) that do not decay for large \( x \). For \( \chi = \chi_c \) the surface potential vanishes, \( \Psi_0 = 0 \). That is, the surface potential remains zero, even when equipping the surface with a charge density as expressed by the nonvanishing slope \( \Psi'(0) = -s/l \); see the dash-dotted line in Fig. 3. Hence, the differential capacitance \( C_{diff} \) must be infinitely high. The vanishing of the surface potential \( \Psi(0) = 0 \) at \( \chi = \chi_c \) is a general property for any choice of \( \alpha > 0 \). This can be demonstrated mathematically by inserting \( \chi_c \) into \( a \) and \( b \) and that into \( \Psi(0) \) according to Eq. [15]. When \( \chi \) is further increased beyond \( \chi_c \) (while maintaining structural stability, \( \chi < \chi_2 \)), the surface potential of a positively charged surface adopts negative values, \( \Psi(0) < 0 \), and small changes of \( ds \) and \( d\Psi_0 \) carry different signs. This implies a negative sign of the differential capacitance in the entire region \( \chi_c < \chi < \chi_2 \). As \( \chi \) approaches \( \chi_2 \) the scaled surface potential \( \Psi(0)/s \) grows to large negative values thus rendering the magnitude of \( C_{diff} \) small.

In the inset of Fig. 3 we show the difference \( \phi_{ca} = \phi_c - \phi_a \) of the volume fraction of cations and anions that corresponds to the four cases displayed in the main diagram of Fig. 3. We point out that \( \phi_{ca} \) is proportional to the local charge density; \( \phi_{ca} > 0 \) implies a local excess of cations and \( \phi_{ca} < 0 \) a local excess of anions. We calculate \( \phi_{ca} \) as the solution of the
inhomogeneous linear differential equation

\[
\frac{\alpha}{2} l^2 \phi''_{ca} - \left(1 - \frac{\chi}{2}\right) \phi_{ca} = \Psi, \tag{16}
\]

subject to the boundary conditions \(\phi'_{ca}(x = 0) = 0\) and \(\phi_{ca}(x \to \infty) = 0\). Note that Eq. 16 follows from linearizing the distribution functions for \(\phi_a\) and \(\phi_c\) in Eq. 3. The potential \(\Psi(x)\) that enters Eq. 16 is specified explicitly in Eq. 15. The solution of Eq. 16 can be written as

\[
\phi_{ca} = -\frac{s}{l} \times \frac{e^{-ax}}{\sqrt{2\alpha}} \left[\frac{\cos(bx)}{a} + \frac{\sin(bx)}{b}\right], \tag{17}
\]

where we recall the definitions of the inverse length scales \(a\) and \(b\) in Eq. 14. Of course, knowing \(\phi_{ca}\) gives us immediate access to \(\phi_a = (1 - \phi_{ca})/2\) and \(\phi_c = (1 + \phi_{ca})/2\). The damped oscillations of \(\phi_{ca}\) predicted by Eq. 17 and visualized in the inset of Fig. 3 become more pronounced when \(\chi\) approaches \(\chi_2\). This also follows from our preceding analysis of the characteristic length \(1/a\); see Fig. 2. The presence of layered domains alternatingly enriched in anions and cations together with the growing characteristic length \(1/a\) embodies the concepts of “overscreening” and “underscreening” that are being used to rationalize the structure of the EDL for ionic liquids.\textsuperscript{22,31,32}

We proceed with a physical interpretation of our predictions, especially the formation of layered domains with excess anions and cations that can even lead to a negative differential capacitance. Clearly, growing \(\chi\) increases the tendency of like-charged ions to cluster. We point out that electrostatic short-range interactions act towards rendering \(\chi\) negative. Our model is also applicable to \(\chi < 0\), but an oscillating potential is not predicted in this case. The physically most interesting regime is that of positive \(\chi\), with \(\chi_1 < \chi < \chi_2\). We do not know what physical mechanism could cause \(\chi\) to become positive, even less so to approach \(\chi_2\) where the ionic liquid becomes intrinsically unstable. However, ions that form ionic liquids are typically bulky, often with short hydrocarbon side chains or other moieties that trigger hydrophobic interactions. These non-electrostatic interactions can tune the value of \(\chi\) and possibly also its sign. In fact, non-electrostatic attraction between like-charged ions can be expected to be more abundant than repulsion because the competition between non-electrostatic attraction and Coulomb repulsion acts toward stabilizing the fluid state of an ionic liquid. For \(\chi > \chi_1\) the tendency of like-charged ions to cluster leads to an over-neutralization of the surface charges by the first layer of counterions. At the same time, because of that additional enrichment of counterions close to the surface, the scaled surface
potential $\Psi_0/s$ decreases. As $\chi$ grows further, the formation of alternating layers enriched in counterions and coions becomes more pronounced (see the inset of Fig. 3) and at $\chi = \chi_c$, the surface potential $\Psi_0 = 0$ vanishes (see the dash-dotted line in Fig. 3). The vanishing surface potential for non-vanishing surface charge density is a consequence of the strongly nonideal behavior of the ionic liquid: the number of attracted counterions overcharges the surface in such a manner that the two potential contributions originating from the surface and from the counterions exactly cancel each other. Further beyond this inversion point, in the region $\chi_c < \chi < \chi_2$, a positive surface charge density induces a negative surface potential (and vice versa). These considerations, shown in Fig. 3 for $\alpha = 1/8$ (see the dotted lines), are general and apply to any choice of $\alpha$ (with $\alpha > 0$). The possible enrichment of cations close to an electrode with a positive surface potential – which is a prediction of our present model – has indeed been reported experimentally and was rationalized by the presence of specific interactions between the electrode surface and the ions of the ionic liquid. Our present model suggests that, in principle, no such specific interactions are needed if the ionic liquid exhibits sufficiently strong nonideal behavior.

B. Non-linear regime, valid for any electrode charge

In the remainder of this work we study the full nonlinear problem, based on Eq. 4. To compute numerical solutions of Eq. 4 we adopt a Newton-Raphson iteration scheme

$$\frac{\alpha}{2} \Psi'''_{i+1} + \left( \frac{\chi}{2} - \frac{1}{1 - l^4 \Psi''_i} \right) l^2 \Psi''_{i+1} + \Psi_{i+1} = -\frac{l^2 \Psi'''_i}{1 - l^4 \Psi''_i} + \text{arctanh}(l^2 \Psi'_{i}),$$

subject to the boundary conditions $\Psi'_i(0) = -s/l$ and $\Psi'''_{i+1}(0) = \Psi_{i+1}(x \to \infty) = \Psi'_{i+1}(x \to \infty) = 0$ for all non-negative integers $i$ starting from $i = 0$. When convergence is reached ($\Psi_{i+1} = \Psi_i$), the solution satisfies Eq. 4. From the numerically given relation $\Psi_0 = \Psi_0(s)$ we calculate $\tilde{C}_{\text{diff}} = \tilde{C}_{\text{diff}}(s, \chi, \alpha)$ directly through $\tilde{C}_{\text{diff}} = (d\Psi_0/ds)^{-1}$. Fig. 4 presents $\tilde{C}_{\text{diff}}$ as function of $s$ for $\alpha = 0$ (solid lines), $\alpha = 1/8$ (dashed lines), and $\alpha = 1$ (dotted lines). The four curves for each $\alpha$ correspond to $\chi = 1.5, \chi = 1, \chi = 0,$ and $\chi = -1$ (from top to bottom). In the absence of nearest-neighbor interactions, for $\chi = \alpha = 0$, the differential capacitance is given by $\tilde{C}_{\text{diff}} = \sqrt{1 - e^{-s^2}/|s|}$. A perturbation calculation for
FIG. 4. $\bar{C}_{diff}$ as function of $s$ for $\alpha = 0$ (solid lines), $\alpha = 1/8$ (dashed lines), and $\alpha = 1$ (dotted lines), in each case for $\chi = 1.5$, $\chi = 1$, $\chi = 0$, and $\chi = -1$ (from top to bottom).

small $\chi$ (still with $\alpha = 0$) yields

$$\bar{C}_{diff} = \frac{1}{|s|} \sqrt{1 - e^{-s^2}} \left(1 + \frac{\chi}{4} e^{-s^2}\right),$$

which provides a good approximation for $|\chi| \lesssim 1/2$. When expressed as function of the surface potential $\Psi_0$, the differential capacitance for small $\chi$ (and $\alpha = 0$) reads

$$\bar{C}_{diff} = \frac{|\tanh \Psi_0|}{\sqrt{2 \ln(\cosh \Psi_0)}} \left[1 + \chi \frac{1 + 4 \ln(\cosh \Psi_0)}{8 \ln(\cosh \Psi_0)} - 1\right].$$

Note that, when expressed as function of $\Psi_0$, our results for $\alpha = 0$ coincide with the results of Goodwin et al.\textsuperscript{24} We also point out the order of magnitude $\bar{C}_{diff}(s) \approx 1$ for all values displayed in Fig. 4. The estimate $\bar{C}_{diff}(s) = 1$ is equivalent to $C_{diff} = \epsilon \epsilon_0 / l$ (see Eq. 7), where we recall $l = \sqrt{\nu / (4\pi l_B)}$ with the Bjerrum length $l_B = e^2 / (4\pi \epsilon \epsilon_0 k_B T)$. Based on a dielectric constant of $\epsilon = 5$, an ion volume $\nu = 1 \text{ nm}^3$, and room temperature ($T = 300 \text{ K}$), we find $C_{diff} = e \sqrt{\epsilon \epsilon_0 / (\nu k_B T)} = 0.5 \text{ F/m}^2$. This compares well with typical experimental values\textsuperscript{41}, which are on the order of $C_{diff} = 0.1 \text{ F/m}^2$.

All values for $\bar{C}_{diff}$ calculated at $s = 0$ in Fig. 4 follow the predictions of Eq. 11. We observe that for small $|s|$ the differential capacitance $\bar{C}_{diff}$ increases as $\chi$ becomes more positive. This is physically plausible because more attractive nearest-neighbor interactions between ions of the same type tend to more strongly condense the counterion layer that
forms near the electrode surface. If the EDL is represented by a parallel-plate capacitor with an effective distance \( d \) between the two plates, then a more condensed counterion layer entails a smaller \( d \) and thus a larger \( \bar{C}_{\text{diff}} \). This mechanism ceases to apply to highly charged electrodes (with \( |s| \gg 1 \)) because in that case the counterions are already condensed, with virtually no coions present that could be expelled by more attractive counterion-counterion interactions. Therefore, for \( |s| \gg 1 \) the differential capacitance remains largely unaffected by \( \chi \) and \( \alpha \). In fact, as pointed out by Kilic et al.\(^{42}\), for \( |s| \gg 1 \) all curves merge into the single behavior \( \bar{C}_{\text{diff}} = 1/|s| \). Growing values of \( \alpha \) widen the bell-shaped curves of \( \bar{C}_{\text{diff}} \); they decrease for sufficiently small \( |s| \) and slightly increase for intermediate \( |s| \).

All examples shown in Fig. 4 are characterized by \( \chi < \chi_c \), where the differential capacitance \( \bar{C}_{\text{diff}}(s = 0) \) does not diverge. We also discuss the nonlinear problem for \( \chi = \chi_c \) and for \( \chi_c < \chi < \chi_2 \). To this end, Fig. 5 shows the differential capacitance \( \bar{C}_{\text{diff}} \) for \( \alpha = 1/8 \) for the same choices of \( \chi \) as in Fig. 3. The curve in Fig. 5 for \( \chi = \chi_1 = 1 \) (see the solid line)

![Graph](image)

**FIG. 5.** \( \bar{C}_{\text{diff}} \) as function of \( s \) for \( \alpha = 1/8 \). The different curves correspond to \( \chi = \chi_1 = 1.0 \) (solid line), \( \chi = 2.0 \) (dashed line), \( \chi = \chi_c = 2.5 \) (dash-dotted line), and \( \chi = 2.7 \) (dotted line).

has already been displayed as one of the curves in Fig. 4. At \( \chi = \chi_c = 2.5 \) we observe \( \bar{C}_{\text{diff}} \) to diverge at \( s = 0 \) as predicted by Eq. 11. For \( \chi = 2.7 \) (which is located between \( \chi_c = 2.5 \) and \( \chi_2 = 3 \)), the differential capacitance does again diverge, yet at two nonvanishing values \( \pm |s| \). Between these two values, \( \bar{C}_{\text{diff}} \) adopts negative values, with a minimal magnitude at \( s = 0 \); see the dotted line in the lower half of Fig. 5. The minimum value \( \bar{C}_{\text{diff}} = -3.873 \)
at \( s = 0 \) agrees, of course, with the prediction of Eq. 11. In order to better understand the behavior in Fig. 5 we display in Fig. 6 the surface potential as function of the surface charge density, \( \Psi_0(s) \), for the same values of \( \alpha \) and \( \chi \) as in Fig. 5. For \( \chi = \chi_c = 2.5 \) (see the dash-dotted line in Fig. 6) the slope of \( \Psi_0(s) \) at \( s = 0 \) vanishes and this leads to the diverging differential capacitance at \( s = 0 \) as predicted by Eq. 11. For \( \chi = 2.7 \) (see the dotted line in Fig. 6) the surface potential \( \Psi_0 \) initially decreases to negative values as a response to a small positive surface charge density (\( s > 0 \)). Only for larger values of \( s \), the surface potential starts to increase and eventually adopts positive values. The vanishing slope of \( \Psi_0(s) \) at the nonvanishing values of \( \pm |s| \) triggers \( \tilde{C}_{diff} \) to diverge. In between, from \( -|s| \) to \( +|s| \), the negative slope of \( \Psi_0(s) \) implies the differential capacitance is negative; see the dotted line in the lower half of Fig. 5.

\[ \int_{0}^{\Psi_0(s)} d\Psi_0 \Psi_0 \tilde{C}_{diff}(\Psi_0) \]
Given the negative slope of $\Psi_0(s)$ for $\chi > \chi_c$ and small $s$, it is interesting to investigate the stability of the EDL in that regime. To this end, we consider the charging free energy (per unit area) of the EDL

$$
\frac{F}{A} = \frac{l}{\nu} \int_0^s d\bar{s} \, \Psi_0(\bar{s}) = \frac{l}{\nu} \int_0^{\Psi_0} d\bar{\Psi}_0 \, \bar{\Psi}_0 \, \bar{C}_{\text{diff}}(\bar{\Psi}_0),
$$

which follows from the free energy variation in Eq. 2 and from the definition of the scaled differential capacitance in Eq. 7. The self-consistency relation in Eq. 4 must be fulfilled during the charging process. The free energy in Eq. 21 is the excess free energy of the EDL with respect to the bulk (it is identical to $F/A$ defined in Eq. 1 subject to a constant that selects the bulk as reference). The two insets in Fig. 6 display the scaled free energy $\hat{f} = F\nu/(Al)$ for the case $\alpha = 1/8$ and $\chi = 2.7$. The upper left inset in Fig. 6 re-displays $\Psi_0(s)$ together with its integral $\hat{f}(s) = \int_0^s d\bar{s} \, \Psi_0(\bar{s})$. In this case, the charge density $s$ on the electrode is fixed. The charging free energy is negative for sufficiently small $|s|$, adopting a minimum at $s = \pm s^*$ where $\Psi_0(\pm s^*) = 0$. Although the EDL adopts a negative free energy within the region $-s^* < s < s^*$, the system is stable because $s$ is fixed and the EDL has no additional degrees of freedom. Any ability of the surface to laterally redistribute charges leads to an instability\textsuperscript{37,38}. This is most pronounced when the surface potential $\Psi_0$ is fixed. For example, demanding $\Psi_0 = 0$ leaves the three choices $s = 0$ and $s = \pm s^*$ for the surface charge density. The free energy for $s = \pm s^*$ is lower than that for $s = 0$. In fact $\hat{f}(\pm s^*)$ is the smallest possible value that the free energy can adopt; see the upper left inset in Fig. 6. Hence, the EDL will spontaneously adopt a non-vanishing charge $s = \pm s^*$ despite its vanishing surface potential. The increase of the surface potential to a small positive value $\Psi_0$ selects the largest of the three solutions for $s$ of the equation $\Psi_0 = \Psi_0(s)$, a solution with $s > s^*$ and an energy that is still negative but larger than that for $\Psi_0 = 0$. Even more positive $\Psi_0$ eventually leads to $\hat{f}(s) > 0$ and only one single solution of the equation $\Psi_0 = \Psi_0(s)$. The behavior of $\hat{f}[s(\Psi_0)] = \int_0^{\Psi_0} d\bar{\Psi}_0 \, \bar{\Psi}_0 \, \bar{C}_{\text{diff}}(\bar{\Psi}_0)$, together with the stable branch of $s(\Psi_0)$ (with the jump from $-s^*$ to $+s^*$ at $\Psi_0 = 0$), is shown in the lower right inset in Fig. 6. The discontinuous change in $s$ at $\Psi_0 = 0$ can also be deduced by considering the thermodynamic potential $\hat{f}(\Psi_0) = \hat{f}[s(\Psi_0)] - \Psi_0 s(\Psi_0)$ (not shown in Fig. 6). We emphasize that the two insets of Fig. 6 refer to $\chi > \chi_c$. No lowering of the free energy $\hat{f}$ below zero is possible for $\chi < \chi_c$. 17
The most notable observation from the two insets of Fig. 6 is that for $\chi > \chi_c$ the free energy $\hat{f}$ can adopt negative values. Since $\hat{f}$ is measured with respect to the bulk, the gain in free energy must be provided by the ionic liquid. In other words, the ionic liquid stores a frustration energy that it is able to release upon contact with the electrode. For example, when a grounded electrode (with $\Psi_0 = 0$) makes contact with the ionic liquid it spontaneously adopts a positive or negative surface charge and lowers the free energy of the ionic liquid. Small changes of the surface potential from slightly negative to positive values flip the sign of the adopted surface charge. We can draw a direct analogy to a second order transition in thermodynamics; the free energy $\hat{f}(s)$ in the upper left inset of Fig. 6 can be viewed as a Landau free energy below the critical temperature, and $\chi = \chi_c$ characterizes the critical point. The frustration energy in the ionic liquid arises from the interplay between the nearest-neighbor interactions and electrostatic interactions. The former favor and the latter oppose phase separation between the two ionic species. Inserting an electrode that has (or is allowed to adopt) a small but non-vanishing surface charge density enables the ionic liquid to undergo a local microscopic phase separation, which spatially decays into the bulk; see the inset of Fig. 3. Within its bulk, the ionic liquid remains stable with respect to spontaneous internal microdomain formation or structural disintegration. It only has a high affinity for surfaces that either carry a small charge or are able to acquire a small charge. Negative differential capacitance of an EDL has been predicted occasionally in previous works based on non-local density functional theories and computer simulations. The corresponding thermodynamic behavior of the EDL has been analyzed by Partenskii and Jordan based on general arguments and using the instructive analytic textbook example of a squishy capacitor.

In Fig. 7 we investigate how the structure of the EDL adjusts as the surface charge density on the electrode is increased. The three plotted cases all refer to $\alpha = 1/8$ and $\chi = 2.7$, with a scaled surface charge density $s = 0.1$, $s = 0.5$, and $s = 1.5$. The corresponding surface potentials are marked in Figs. 6 and 7 by the symbol $\circ$. Clearly, when $s$ increases, the damped oscillations of both potential and counterion density persist even after counterion saturation ($\phi_a \to 1$) sets in. This prediction is similar to that drawn by Bazant et al. using their phenomenological model that includes short-ranged ion-ion correlations. In the present model, however, an effective short-range attraction between like-charged ions is needed to
produce an oscillating potential.

We point out again that the unusual behavior of $\Psi_0(s)$ (and thus of $\bar{C}_{diff}$) is a result of the competition between two different length scales that emerge from the nonvanishing $\alpha$ and $\chi$. No such behavior is observed if $\alpha = 0$ is assumed. However, the case $\alpha = 0$ allows for the calculation of an implicit relation for $\bar{C}_{diff}$ in the nonlinear theory, as we demonstrate in the following. When applied to the position $x = 0$, Eq. 4 with $\alpha = 0$ gives rise to

$$\Psi_0 = \arctanh(c) - \frac{\chi}{2} c,$$  \hspace{1cm} (22)

where we recall the abbreviation $c = l^2 \Psi''(0)$ for the dimensionless second derivative of the surface potential (initially introduced in Eq. 6). Inserting Eq. 22 into Eq. 6 yields

$$s = \sqrt{-\ln(1 - c^2)} - \frac{\chi}{2} c^2.$$  \hspace{1cm} (23)

The two relations, $s$ as function of $c$ in Eq. 23 and $\Psi_0$ as function of $c$ in Eq. 22 can now be used to calculate the scaled differential capacitance

$$\bar{C}_{diff} = \frac{d s}{d \Psi_0} = \frac{d s}{d c} \frac{d c}{d \Psi_0} = \frac{c}{s},$$  \hspace{1cm} (24)
and therefore

\[
\frac{1}{\bar{C}_{\text{diff}}} = \sqrt{-\ln(1 - c^2) - \frac{\chi}{2}}.
\]  

(25)

Eq. 25 expresses the differential capacitance exclusively as function of \( c \). Using Eqs. 22 and 25 we can compute the scaled differential capacitance \( \bar{C}_{\text{diff}} \) as function of the surface potential \( \Psi_0 \). Similarly, Eqs. 23 and 25 give us access to the scaled differential capacitance \( \bar{C}_{\text{diff}} \) as function of the scaled surface charge density \( s \). Recall that Fig. 4 includes plots of \( \bar{C}_{\text{diff}}(s) \) for \( \alpha = 0 \) (the four solid lines in Fig. 4 were calculated using Eqs. 23 and 25). Also, the perturbation results in Eqs. 19 and 20 were obtained using Eqs. 22, 23, and 25 with the assumption of \(|\chi| \ll 1\).

IV. CONCLUSIONS

The inclusion of nearest-neighbor interactions into the lattice gas model of an incompressible ionic liquid leads to distinct regimes for the behavior of the electrostatic potential and the ensuing differential capacitance. If the ionic liquid exhibits strongly nonideal properties, close to a structural instability, the differential capacitance is predicted to transition through a divergence or to even adopt negative values. At the same time, the EDL is characterized by the formation of layers of alternating excess charge close to the electrode that induce the surface potential to change nonmonotonically as function of the surface charge density. Our present mean-field treatment includes nearest-neighbor interactions subject to two assumptions: no specific ion-surface interactions are present, and anion-anion interactions are the same as cation-cation interactions (\( \omega_{aa} = \omega_{cc} \)). It is the latter assumption that allowed us to express the self-consistency relation (Eq. 4) exclusively in terms of the potential \( \Psi \). Future work may extend the present model beyond these two restrictions.

We finally point out that the physically most interesting case emerging from our model pertains to \( \alpha > 0 \) and \( \chi > 0 \). However, if electrostatic correlations dominate over other non-electrostatic ion-ion interactions, we expect \( \alpha < 0 \) and \( \chi < 0 \). Within the framework of the present model we obtain a bulk instability for this case. An extension of the present model to include stabilizing higher derivatives of the concentrations \( \phi_a \) and \( \phi_c \) in the free energy will likely constitute a meaningful model that also covers the case \( \alpha < 0 \) and \( \chi < 0 \).
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