A simple approach to characterizing band topology in bosonic pairing Hamiltonians
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We revisit the problem of characterizing band topology in dynamically-stable quadratic bosonic Hamiltonians that do not conserve particle number. We show this problem can be rigorously addressed by a smooth and local adiabatic mapping procedure to a particle number conserving Hamiltonian. In contrast to a generic fermionic pairing Hamiltonian, such a mapping can always be constructed for bosons. Our approach shows that particle non-conserving bosonic Hamiltonians can be classified using known approaches for fermionic models. It also provides a simple means for identifying and calculating appropriate topological invariants. We also explicitly study dynamically stable but non-positive definite Hamiltonians (as arise frequently in driven photonic systems). We show that in this case, each band gap is characterized by two distinct invariants.

I. INTRODUCTION

Topological phases of matter lie at the heart of modern condensed matter physics [1–4]. In solids, topology is commonly encountered via electronic properties, such as quantized Hall conductivity [5, 6], electronic bands of topological insulators [3, 4, 7], and Bogoliubov quasiparticle bands of topological superconductors [8–10]. These are examples of topological phases of free fermions. In the absence of additional crystalline symmetries, the topological classification of gapped phases of quadratic fermionic Hamiltonians is described by the periodic table of topological insulators and superconductors [11–14], which is closely related to the Altland-Zirnbauer (AZ) classification of random matrices [15]. The guiding principles behind this classification scheme are the presence or absence of time reversal, charge conjugation, and chiral symmetries along with the dimensionality of the system.

Recently, there has been a surge of interest in studying topological phenomena in bosonic systems. In solids, topological bandstructures of phonons [16–19], magnons [20–24], and excitons [25, 26] have been studied. Bosonic topology can also be engineered in cold atoms [27–31], photonic systems [32–38] and mechanical metamaterials [17, 39–43]. Given this interest, a simple approach to bosonic band topology would be extremely valuable. Stated explicitly, we would like to understand when the bandgaps of two different quadratic bosonic Hamiltonians are topologically equivalent (i.e. can one smoothly interpolate from one to the other without closing the gap of interest?).

For quadratic, particle-number conserving bosonic Hamiltonians, the band topology problem is largely understood, since the single-particle wave equation is identical for fermions and bosons. The bosonic band topology problem is thus identical to the well-studied fermionic problem in this case. However, in the presence of terms that break particle number conservation, the situation changes drastically [44–47]. In these particle non-conserving cases, the band structure of the bosonic system is obtained by diagonalizing its non-Hermitian dynamical matrix. This makes the bosonic band topology problem at first glance possibly richer and more complex than the standard fermionic problem. One approach is to view the bosonic problem as a particular example of the far more general problem of classifying topology of an arbitrary non-Hermitian Hamiltonian [48–51].

A symmetry-based approach to this problem (involving 38 distinct symmetry classes) was recently presented in Refs. [49, 51].

Here, we describe a simpler way to analyze the topology of quadratic bosonic Hamiltonians with pairing terms: instead of making recourse to new classifica-
tion schemes, one can directly leverage the well-known results for particle conserving fermionic Hamiltonians. We present a simple, topology-preserving mapping between dynamically-stable bosonic pairing Hamiltonians and particle conserving Hamiltonians (see Fig. 1). This mapping provides a direct and unambiguous method for determining whether band gaps in two different bosonic systems are topologically equivalent, and allows one to connect to the standard periodic table of topological insulators and superconductors [11–14]. In addition to providing a clear physical picture, our approach helps address several important open questions. In particular:

- Can the band topology of a bosonic pairing Hamiltonian be distinct from what is possible with particle conserving Hamiltonians?
- Is there a simple and explicit recipe for calculating topological invariants for these bosonic pairing systems? How do these relate to standard invariants in particle-conserving systems?

The mapping and analysis we present has additional virtues. Our mapping explicitly preserves any symmetry of the original pairing Hamiltonian that commutes with total particle number. As a result, more refined topological classifications sensitive to additional symmetries (e.g. crystalline symmetries) can be addressed using our equivalent particle-conserving Hamiltonian. Further, we show that the topology of a particular band gap can be fully calculated by only considering the particle-like parts of the relevant Bogoliubov quasiparticle wavefunctions. We also discuss why this interpolation procedure from particle non-conserving to conserving models cannot be accomplished generically for fermionic pairing Hamiltonians.

Our work extends and complements previous studies of bosonic topology based on mapping of positive-definite models to fermionic models [23, 42, 52, 53]. An issue with some of these mappings is that they simply generate a fermionic model which is isospectral to the original bosonic system; as discussed further in Sec. V C, this is not always sufficient to address questions of classification. Our work is also more general, in that it also applies to bosonic pairing Hamiltonians that are not positive definite but are nonetheless dynamically stable. While such Hamiltonians do not arise in typical condensed matter situations (e.g. spin-wave Hamiltonians), they are common in driven photonic systems, where one is working in a rotating frame determined by an external pump frequency. We show that for these non-positive definite cases, it is physically meaningful to assign two independent invariants to each band gap (that characterize the particle and hole like edge states expected in a system with open boundary conditions). Further, there is no guarantee that there exists a topologically trivial bandgap (e.g. the gap at zero energy). Both these features are in stark contrast to the positive definite case. The existence of two non-zero invariants in a single gap can have a striking physical consequence: in such cases, the system can become dynamically unstable when a boundary is introduced (a phenomenon that has been noted in several specific models previously [47, 54, 55]). Note that our approach strongly differs from previous studies of general non-positive definite bosonic pairing Hamiltonians. Ref. [56] also addresses topology of such systems, but did not connect to particle conserving models. Ref. [57] does introduce such a mapping; however, unlike our approach, this map is not guaranteed to be local, nor can it be used in general to address topology.

The article is organized as follows. In Sec. II, we review some basic properties of quadratic bosonic systems. In Sec. III we present our mapping between pairing and number-conserving Hamiltonians, as well the main implications that follow. In Sec. IV, we prove our main results by constructing an explicit interpolation between a general quadratic bosonic system and its number conserving partner. In Sec. V, we discuss some important implications of our main result for the classification and analysis of quadratic bosonic Hamiltonians. In Sec. VI, we discuss some additional details of our mapping procedure. In Sec. VII, we present some numerical results. We conclude in Sec. VIII. Some technical details are presented in the appendices.

II. BACKGROUND: BANDSTRUCTURE OF A GENERAL QUADRATIC BOSONIC HAMILTONIAN

Consider a general $d$-dimensional lattice bosonic system with $N$ sites per unit cell, described by a quadratic Hamiltonian with short-ranged hopping and pairing terms. Assuming periodic boundary conditions and translational invariance, the momentum space Hamiltonian has the general form

$$H_B = \sum_{\mathbf{k}} \sum_{n,n'=1}^{N} t_{n,n'}(\mathbf{k}) b_{n,k}^\dagger b_{n',k} + \frac{1}{2} \sum_{\mathbf{k},n,n'=1}^{N} \lambda_{n,n'}(\mathbf{k}) b_{n,k}^\dagger b_{n',-\mathbf{k}}^\dagger + h.c.,$$

(1)

where $b_{n,k}$ annihilates a boson on sublattice $n$ and momentum $\mathbf{k}$. Introducing the Nambu vector $\phi_k = (b_{1,k}, ..., b_{N,k}, b_{1,-\mathbf{k}}, ..., b_{N,-\mathbf{k}})^T$, we can write $H_B$ compactly in the Bogoliubov de-Gennes (BdG) form

$$H_B = \frac{1}{2} \sum_k \phi_k^\dagger h_B(k) \phi_k,$$

(2a)

$$h_B(k) = \begin{pmatrix} t(k) & \lambda(k) \\ \lambda^*(k) & t^*(-\mathbf{k}) \end{pmatrix},$$

(2b)

where $t(k)$ and $\lambda(k)$ are $N \times N$ matrices related to hopping and pairing respectively.

We are interested in the band structure of our system. As in fermionic problems, this band structure can...
be defined by diagonalizing $H_B$ via a Bogoliubov transformation. That is, we rewrite $H_B$ as

$$H_B = \sum_k \sum_{m=1}^N \omega_m(k) A_{m,k}^\dagger A_{m,k}, \quad \text{(3)}$$

where $A_{m,k}$ are canonical, independent bosonic annihilation operators of the form

$$A_{m,k} = \sum_{n=1}^N (u_{mn}(k) b_{n,k} + v_{mn}(k) b_{n,-k}^\dagger), \quad \text{(4)}$$

and where $u_{mn}$ and $v_{mn}$ are complex coefficients. The energies $\omega_m(k)$ define the band dispersions of our system (or more precisely the band dispersions of the $N$ bands with positive symplectic norm, as we explain below).

It is well known that some bosonic pairing Hamiltonians cannot be diagonalized as in Eq. (3). In this paper we do not consider such systems. Instead, we restrict ourselves to “dynamically stable” Hamiltonians $H_B$ which are characterized by two properties: (i) $H_B$ is diagonalizable and (ii) the energies $\omega_m(k)$ are all real. Note that this notion of dynamic stability does not require $H_B$ to be positive definite. Throughout this paper we assume our system is dynamically stable (and hence diagonalizable), but not necessarily positive definite.

A direct route for obtaining the above band structure is to consider the Heisenberg equations of motion generated by $H_B$, namely $\dot{\phi} = -i \tau_z h_B \phi$. The matrix on the right hand side defines the “dynamical matrix”

$$D(k) \equiv \tau_z h_B(k). \quad \text{(5)}$$

To obtain the band structure, one needs to find the eigenvalues and (right) eigenvectors of the dynamical matrix $D(k)$:

$$D(k) |k_j\rangle = \omega_j(k) |k_j\rangle. \quad \text{(6)}$$

Here $j$ indexes the $2N$ eigenvalues/vectors of $D(k)$, and $|k_j\rangle$ denotes a $2N$ component vector. Our dynamical stability assumption is equivalent to assuming that the dynamical matrix $D(k)$ is diagonalizable and has real eigenvalues. Given this assumption, it is not hard to show that the eigenvectors $|k_j\rangle$ can always be chosen so that (i) they are orthogonal with respect to the symplectic inner product $\langle k_i| \tau_z |k_j\rangle$, and (ii) they have strictly positive or strictly negative symplectic norm $\langle k_j| \tau_z |k_j\rangle$.

With these properties in mind, we can now explain the connection between Eq. (6) and Eq. (3): the energies $\omega_m(k)$ in Eq. (3) are simply the $N$ eigenvalues of $D(k)$ that correspond to positive-norm eigenvectors $|k_j\rangle$. Likewise, the corresponding Bogoliubov coefficients $u_{mn}$ ($v_{mn}$) are given by the first- $N$ (last $N$) components of the vector $|k_m| \tau_z$. (Here, $|k_m\rangle$ has positive symplectic norm normalized to 1). From now on we refer to the eigenvectors of $D(k)$ with positive (negative) norm as “particle-like” (“hole-like”) modes.

Another general fact that will be useful in what follows is that the dynamical matrix has an effective “particle-hole” symmetry which guarantees that modes come in pairs with opposite wave vectors $(k, \tau_z k)$ and opposite frequencies $(\omega, -\omega)$. This symmetry follows from the identity

$$(\kappa \tau_z) D(k)(\kappa \tau_z) = -D(-k) \quad \text{(7)}$$

where $\kappa$ represents complex conjugation. Each pair of eigenvectors is of the form $|w\rangle, \kappa \tau_z |w\rangle$, and always consists of one “particle-like” state and one “hole-like” state.

Given this redundancy in the spectrum of the dynamical matrix, there are two ways to think about the bandstructure of our bosonic problem:

1. One can just focus on the energies of the particle like states, as one can write the diagonalized second quantized Hamiltonian entirely in terms of these states, c.f. Eq. (3). We thus have $N$ particle-like bands.

2. One can instead consider all eigenvalues of the dynamical matrix. We thus have $2N$ bands (half of which are particle, the other half holes), and this band structure has an effective particle-hole symmetry (i.e. if $\omega[k]$ is a band energy, then so is $-\omega[-k]$). This kind of “doubled” bandstructure is sketched in Fig. 2(a).

While both these viewpoints provide equivalent descriptions, we will use the latter notion, as it is especially helpful in the case of non-positive definite (but dynamically stable) Hamiltonians. In this general case, there is no simple way to immediately distinguish particle and hole bands by the sign of the energy: both can exist at either positive or negative energies.

### III. MAIN RESULT

Our main result is a topology preserving mapping defined on quadratic bosonic Hamiltonians. This mapping associates to every dynamically stable bosonic Hamiltonian a corresponding particle number conserving bosonic Hamiltonian that has the same topology with respect to a given spectral gap.

We first explain the mapping in the simplest case: bosonic systems without any symmetry constraints apart from lattice translation symmetry. Later we will discuss how additional symmetries, such as time reversal or crystalline symmetries, can be included in our approach.

To begin, consider a general dynamically stable bosonic Hamiltonian of the form given in Eq. (1). As shown in Fig. 2 (a), we assume that the corresponding dynamical matrix has a spectral gap around some frequency $\pm \omega_0$, with $2M$ bands with frequencies $|\omega| > \omega_0$ and $2(N-M)$ bands with frequencies $|\omega| < \omega_0$. Here, $M$ is an integer with $0 \leq M \leq N$. 
In order to apply our mapping, we first perform a preprocessing step where we flatten the spectrum of the Hamiltonian of interest around ±ω₀ as shown in Fig. 2 (b). In this flattening procedure, the \( M \) bands of the dynamical matrix with frequencies \( \omega > \omega_0 \) are mapped to flat bands with frequency \( \omega = 1 \). Likewise, the \( M \) bands with frequencies \( \omega < -\omega_0 \) are mapped to flat bands with frequency \( \omega = -1 \). Finally, the \( 2(N - M) \) bands with frequencies \( |\omega| < \omega_0 \) are mapped to flat bands with frequency \( \omega = 0 \). This spectral flattening step is schematically shown in Fig. 2 and discussed in more detail in Sec. VI.

After flattening, we then write the resulting second quantized Hamiltonian in the diagonalized form

\[
H = \sum_\mathbf{k} \left( \sum_{n=1}^{R_+} A_{m,\mathbf{k},+}^\dagger A_{m,\mathbf{k},+} - \sum_{m=1}^{R_-} A_{m,\mathbf{k},-}^\dagger A_{m,\mathbf{k},-} \right),
\]

where the operators \( A_{m,\mathbf{k},\pm} \) are linear combinations of the form

\[
A_{m,\mathbf{k},\sigma} = \sum_{n=1}^{N} (u_{mn,\sigma}(\mathbf{k}) b_{n,\mathbf{k}}^\dagger + v_{mn,\sigma}(\mathbf{k}) b_{n,-\mathbf{k}}^\dagger),
\]

obeying the usual boson commutation relations. Here \( R_+, R_- \) are non-negative integers, with \( R_+ + R_- = M \), which count the number of particle and hole-like bands of the dynamical matrix respectively that have frequency \( \omega > \omega_0 \). The coefficients \( u_{mn,\sigma}, v_{mn,\sigma} \) in (9) are complex numbers that can be obtained from the original system’s dynamical matrix \( D \) (see Sec. VI), and can be arranged in \( R_+ \times N \) and \( R_- \times N \) dimensional matrices \( u_\sigma, v_\sigma \). These matrices have two important properties that we will need below. First, \( u_\sigma, v_\sigma \) obey the following identities, which are consequences of the bosonic commutation relations of the operators \( A_{m,\mathbf{k},\sigma}, A_{m,\mathbf{k},\sigma}^\dagger \):

\[
\begin{align*}
&u_\sigma(\mathbf{k}) u_\sigma^\dagger(\mathbf{k}) - v_\sigma(\mathbf{k}) v_\sigma^\dagger(\mathbf{k}) = \delta_{\sigma,\sigma'} \mathbb{1}_{R_\sigma}, \quad (10a) \\
&u_\sigma(\mathbf{k}) v_\sigma^\dagger(-\mathbf{k}) - v_\sigma(\mathbf{k}) u_\sigma^\dagger(-\mathbf{k}) = 0. \quad (10b)
\end{align*}
\]

Another important property of \( u_\sigma, v_\sigma \) that we will need below is that they can always be chosen so that they depend smoothly on \( \mathbf{k} \) – or more precisely, can always be chosen so that gauge-invariant combinations of \( u_\sigma, v_\sigma \), such as \( u_\sigma^\dagger(\mathbf{k}) u_\sigma(\mathbf{k}) \) and \( v_\sigma^\dagger(\mathbf{k}) v_\sigma(\mathbf{k}) \) and \( u_\sigma^\dagger(\mathbf{k}) v_\sigma(\mathbf{k}) \) and \( v_\sigma^\dagger(\mathbf{k}) u_\sigma(\mathbf{k}) \) depend smoothly on \( \mathbf{k} \) (see Sec. VI).

Once we write the resulting flattened Hamiltonian \( \tilde{H} \) in the form (8), we can now define our mapping. We map \( H \rightarrow \tilde{H} \) where \( \tilde{H} \) is the following particle number conserving Hamiltonian:

\[
\tilde{H} = \sum_{\mathbf{k}} \sum_{m=1}^{N} \sum_{n=1}^{N} Q_{mn}(\mathbf{k}) b_{m,\mathbf{k}}^\dagger b_{n,\mathbf{k}},
\]

\[
Q(\mathbf{k}) = u_\sigma^\dagger(\mathbf{k}) u_\sigma(\mathbf{k}) - u_\sigma^\dagger(\mathbf{k}) u_\sigma(\mathbf{k}),
\]

This mapping amounts to simply setting the “hole” components \( v_{mn,\sigma}(\mathbf{k}) \) of each quasiparticle wavefunction to 0 in Eq. (8).

The \( H \rightarrow \tilde{H} \) mapping has two properties that make it a useful tool for studying the topology of bosonic Hamiltonians. Both of these properties are proven in Sec. IV. The first property is that for any \( H \) in the form of Eq. (8), the corresponding particle number conserving Hamiltonian \( \tilde{H} \) is (i) short-ranged in real space, and (ii) the dynamical matrix of \( \tilde{H} \) has a spectral gap around \( \omega = \pm 1/2 \). The second property is that \( H \) can be continuously deformed into \( \tilde{H} \) without closing the spectral gap around \( \omega = \pm 1/2 \). More precisely, the following theorem holds:

**Theorem 1** There exists a continuous, one parameter family of interpolating Hamiltonians, \( H_\epsilon \) with \( \epsilon \in [0,1] \), and with \( H_0 = H \), and \( H_1 = \tilde{H} \), such that:

1. \( H_\epsilon \) is short-ranged in real space.
2. \( H_\epsilon \) is dynamically stable.
3. The dynamical matrix of \( H_\epsilon \) has a spectral gap around \( \omega = \pm 1/2 \).

Theorem 1 has a number of implications:

1. The mapping \( H \rightarrow \tilde{H} \) is “topology preserving”: that is, two dynamically stable bosonic Hamiltonians \( H' \) and \( H'' \) can be continuously connected within the space of dynamically stable bosonic Hamiltonians, if and only if their number conserving partners, \( \tilde{H}' \) and \( \tilde{H}'' \), can be continuously connected in the space of number conserving Hamiltonians. Here, when we say two Hamiltonians can be “continuously connected” we mean that there exists a continuous interpolation.
between the two Hamiltonians that preserves the spectral gap around $\omega = \pm 1/2$ (as in the statement of Theorem 1 above). To prove the “if” direction, we use the fact that $H'$ can be continuously connected to $\tilde{H}$ and $H''$ can be continuously connected to $\tilde{H}'$. It then follows that if $H'$ and $H''$ can be continuously connected to each other, then $H'$ and $H''$ can also be continuously connected to each other. Likewise, to prove the “only if” direction, note that the $H \to \tilde{H}$ mapping is continuous, and therefore any interpolation between $H'$ and $H''$ can be mapped onto a corresponding number conserving interpolation between $H'$ and $H''$.

2. Given that the mapping $H \to \tilde{H}$ is topology preserving, we can determine the topology of $H$ by studying its partner Hamiltonian $\tilde{H}$. This is useful because $\tilde{H}$ is equivalent to a number conserving fermionic Hamiltonian and therefore its topology can be analyzed using standard methods. A key point, however, is that one needs to classify the topology of $\tilde{H}$ with respect to two band gaps, namely the band gaps at $\omega = \pm 1/2$. As a result, the classification of $\tilde{H}$ is generally determined by two invariants $\nu_+$ and $\nu_-$, which characterize the topology of the two band gaps of $\tilde{H}$. The structure of these band invariants depend on the symmetries of the original bosonic Hamiltonian $H$. For example, in the case where we do not impose any symmetry constraints on $H$, then the corresponding Hamiltonian $\tilde{H}$ belongs to the Altland-Zirnbauer symmetry class “A”; it then follows from standard classification results that the two invariants, $\nu_+$ and $\nu_-$, take values in $\mathbb{Z}$ or $\{0\}$ depending on whether the spatial dimension is even or odd. In particular, this means that the topology of the original bosonic Hamiltonian is classified by $\mathbb{Z} \times \mathbb{Z}$ for systems with even spatial dimension, and has a trivial classification for systems with odd spatial dimension.

3. The topology of $H$ is completely determined by $u_\sigma(k)$ – i.e. the particle-like half of the quasiparticle wavefunctions. To see this, note that $\tilde{H}$ is expressed entirely in terms of $u_+$ and $u_-$, and hence all topological properties of $H$ are determined by these two quantities. In particular, it is easy to check that the invariant $\nu_+$ discussed above is determined by $u_+$, and similarly the invariant $\nu_-$ is determined by $u_-$. 

4. If $H$ is positive definite, the zero energy gap of $H$ is topologically trivial. To see this, note that if $H$ is positive definite then $R_- = 0$. If we consider a gap at zero energy, the corresponding number conserving Hamiltonian $\tilde{H}$ has $R_+ = N$ positive energy bands and no bands at zero or negative energy (see Fig. 3 (a)). Hence, the zero energy gap is adiabatically connected to the trivial zero energy gap of $\tilde{H}$ and must be trivial. In contrast, the zero energy gap of $\tilde{H}$ can be topologically non-trivial if we relax the positive definite condition (see Fig. 3 (b)).

5. In the special case where $H$ is positive definite, the $H \to \tilde{H}$ mapping can be rewritten in the following simple form:

$$\tilde{h} = \frac{1}{4} (h + \tau_z h \tau_z + \tau_z h \tau_z h + h \tau_z h \tau_z).$$

(12)

where $h = h(k)$ and $\tilde{h} = \tilde{h}(k)$ are the BdG matrices corresponding to $H$ and $\tilde{H}$ respectively:

$$H = \frac{1}{2} \sum_k \phi_k^\dagger h(k) \phi_k, \quad \tilde{H} = \frac{1}{2} \sum_k \phi_k^\dagger \tilde{h}(k) \phi_k,$$

(13)

(Here, $\phi_k = (b_{1,k}^\dagger, ..., b_{N,k}^\dagger, b_{1,-k}^\dagger, ..., b_{N,-k}^\dagger)^T$). The above expression (12) has a simple heuristic interpretation: the pairing terms in our original Hamiltonian $H$ generate new effective particle-conserving hopping terms in $\tilde{H}$. One can think of the pairing terms as mediating an Andreev-reflection like conversion of particles to holes, hence to second order such processes provide a new means of hopping. Ref. [46] discusses such a picture explicitly for a model where it is valid to treat pairing perturbatively. We stress that Eq. (12) is however an exact, non-perturbative result. We derive Eq. (12), along with its generalization to the non-positive definite case in App. B.

6. It is straightforward to generalize our procedure to time reversal and crystalline symmetries. More generally, our method extends to any symmetry that does
any unitary or anti-unitary symmetry transformation $U$ of the form $U^{-1} b_{n, r} U = \sum_{n', r'} S_{n, n', r, r'} b_{n', r'}$ for some coefficients $S_{n, n', r, r'}$. The reason that our procedure generalizes to these symmetries is the following result (which we explain below): if $H$ is invariant under the symmetry, i.e. $U^{-1} H U = H$, then $\tilde{H}$ is also invariant under the symmetry, i.e. $U^{-1} \tilde{H} U = \tilde{H}$, and furthermore the entire interpolation $H_\epsilon$ (defined in Eq. (14) below) also obeys $U^{-1} H_\epsilon U = H_\epsilon$. As a result, all of our arguments go through in the presence of the symmetry $U$. In particular, the topology of $H$ can still be determined by considering the topology of its partner Hamiltonian $\tilde{H}$ – the only difference being that one needs to analyze the topology of $H$ in the presence of the symmetry constraint $U$. A simple way to prove this claim is to use the formula (12) for $\tilde{H}$ (and its generalization in App. B). It is clear from this formula that the matrix $Q$ inherits all the symmetries of the BdG matrix $h$ as long as those symmetries commute with $\tau_z$, or equivalently, as long as those symmetries do not mix boson creation and annihilation operators. We conclude that $U^{-1} H U = H$ implies $U^{-1} \tilde{H} U = \tilde{H}$. A similar argument shows that $U^{-1} H_\epsilon U = H_\epsilon$ holds as well.

\section*{IV. INTERPOLATION}

In this section, we prove Theorem 1: that is, we prove the existence of an interpolating Hamiltonian $H_\epsilon$ with all the required properties (1-3). Note that once we establish this result, the other claims that we made about $\tilde{H}$ – the only difference being that one needs to analyze the topology of $H$ in the presence of the symmetry constraint $U$. A simple way to prove this claim is to use the formula (12) for $\tilde{H}$ (and its generalization in App. B). It is clear from this formula that the matrix $Q$ inherits all the symmetries of the BdG matrix $h$ as long as those symmetries commute with $\tau_z$, or equivalently, as long as those symmetries do not mix boson creation and annihilation operators. We conclude that $U^{-1} H U = H$ implies $U^{-1} \tilde{H} U = \tilde{H}$. A similar argument shows that $U^{-1} H_\epsilon U = H_\epsilon$ holds as well.

By construction $H_0 = H$ and $H_1 = \tilde{H}$, and hence for $\epsilon \in [0, 1]$, $H_\epsilon$ is an interpolation that connects the original, dynamically stable Hamiltonian $H$ to the particle number conserving Hamiltonian $\tilde{H}$. Notice that this interpolation is simply obtained by scaling down the ‘hole’ components $v_\sigma(k)$ of the quasiparticle wavefunctions.

We claim that $H_\epsilon$ has all the properties (1-3) listed in Theorem 1. We start by proving property 2, i.e. $H_\epsilon$ is dynamically stable. The first step is to work out the commutation relations for $A_{m, k, \sigma}(\epsilon)$, $A_{m, k, \sigma}^\dagger(\epsilon)$. A straightforward calculation shows

\begin{align}
[A_{m, k, \sigma}(\epsilon), A_{m', k', \sigma'}(\epsilon)] &= 0, \quad (17a) \\
[A_{m, k, \sigma}(\epsilon), A_{m', k', \sigma'}^\dagger(\epsilon)] &= \alpha_{\sigma\sigma'}^{m m'}(k, \epsilon) \delta_{kk'}^\sigma, \quad (17b)
\end{align}

where the coefficient $\alpha_{\sigma\sigma'}^{m m'}(k, \epsilon)$ is an element of the $R_\sigma \times R_\sigma$-dimensional matrix

$$\alpha_{\sigma\sigma'}^{m m'}(k, \epsilon) = u_{\sigma}(k, \epsilon) u_{\sigma'}^\dagger(k, \epsilon) - v_{\sigma}(k, \epsilon) v_{\sigma'}^\dagger(k, \epsilon). \quad (18)$$

Here Eq. (17a) follows from the identity (10b) together with the definition (16).

Next, using the above commutation relations, we derive

\begin{align}
[A_{m, k, +}(\epsilon), H_\epsilon] &= \sum_{m' = 1}^{R_+} \alpha_{mm'}^{++}(k, \epsilon) A_{m', k, +}(\epsilon) \\
&\quad - \sum_{m' = 1}^{R_-} \alpha_{mm'}^{+-}(k, \epsilon) A_{m', k, -}(\epsilon) \\
[A_{m, k, -}(\epsilon), H_\epsilon] &= \sum_{m' = 1}^{R_+} \alpha_{mm'}^{-+}(k, \epsilon) A_{m', k, +}(\epsilon) \\
&\quad - \sum_{m' = 1}^{R_-} \alpha_{mm'}^{- -}(k, \epsilon) A_{m', k, -}(\epsilon) \quad (19)
\end{align}

Eq. (19) is useful because it determines the Heisenberg equation of motion for $A_{m, k, \sigma}(\epsilon)$, which in turn determines the normal mode spectrum of $H_\epsilon$. In particular, the frequency spectrum of $H_\epsilon$ can be obtained by finding the eigenvalues of the $M \times M$ matrix appearing on the right hand side of (19), which we denote by

$$X_\epsilon(k) = \begin{pmatrix}
\alpha^{++}(k, \epsilon) & -\alpha^{+-}(k, \epsilon) \\
\alpha^{-+}(k, \epsilon) & -\alpha^{- -}(k, \epsilon)
\end{pmatrix},$$

To be precise, the eigenvalues of $X_\epsilon(k)$ determine $M$ pairs of eigenvalues $(\pm \omega)$ of the dynamical matrix of $H_\epsilon$, the remaining $N - M$ pairs of eigenvalues are pinned at $\omega = 0$.

Now, to prove that $H_\epsilon$ is dynamically stable, we need to show that the dynamical matrix of $H_\epsilon$ is diagonalizable and has real eigenvalues. In view of the above analysis, it is enough to show that $X_\epsilon(k)$ is diagonalizable and has real eigenvalues [58]. For this purpose, it is useful to write

$$X_\epsilon(k) = Y_\epsilon(k) Z,$$
where
\[ Y_\epsilon(k) = \begin{pmatrix} \alpha^{++}(k, \epsilon) & \alpha^{+-}(k, \epsilon) \\ \alpha^{-+}(k, \epsilon) & \alpha^{--}(k, \epsilon) \end{pmatrix}, \quad Z = \begin{pmatrix} 1_{R_+} & 0 \\ 0 & -1_{R_-} \end{pmatrix}. \] (22)

We claim that \( Y_\epsilon \equiv Y_\epsilon(k) \) is a Hermitian matrix and all of its eigenvalues are larger than or equal to 1. To see this, we note that \( Y_\epsilon \) can be re-written in the form
\[
Y_\epsilon = V_\epsilon \cdot \begin{pmatrix} 1_N & 0 \\ 0 & -(1-\epsilon)^21_N \end{pmatrix} \cdot V_\epsilon^\dagger \\
= V_\epsilon \left[ \begin{pmatrix} 1_N & 0 \\ 0 & \epsilon(2-\epsilon)1_N \end{pmatrix} + \begin{pmatrix} 0_N & 0 \\ 0 & \epsilon(2-\epsilon)1_N \end{pmatrix} \right] V_\epsilon^\dagger \\
= 1_{R_+} + R_- + V_\epsilon \cdot \begin{pmatrix} 0_N & 0 \\ 0 & \epsilon(2-\epsilon)1_N \end{pmatrix} \cdot V_\epsilon^\dagger, \tag{23}
\]
where
\[
V_\epsilon(k) = \begin{pmatrix} u_+(k, \epsilon) & v_+(k, \epsilon) \\ u_-(k, \epsilon) & v_-(k, \epsilon) \end{pmatrix}. \tag{24}
\]

Here the first equality follows from Eq. (18) and the third equality follows from Eq. (10a). From Eq. (23), we can see that \( Y_\epsilon \) is a sum of an identity matrix and a positive semi-definite matrix. It follows that all the eigenvalues of \( Y_\epsilon \) are larger than or equal to 1, as we wished to show.

Given that \( Y_\epsilon \) is a Hermitian and has eigenvalues larger than or equal to 1, it follows that \( Y_\epsilon \) has a Hermitian square root. We can then write
\[ Y_{\epsilon^{-1/2}}X_{\epsilon^{-1/2}} = Y_{\epsilon^{1/2}}ZY_{\epsilon^{-1/2}}. \tag{25} \]

The right-hand-side (RHS) above is Hermitian; therefore it is diagonalizable and has a real eigenvalue spectrum. Since \( X_\epsilon \) is equivalent to the matrix on the RHS, via a similarity transformation, it follows that \( X_\epsilon \) is also diagonalizable and has a real eigenvalue spectrum. This completes our proof of property 2 of Theorem 1.

Next, we show that \( H_\epsilon \) satisfies property 3 of Theorem 1, i.e. the dynamical matrix of \( H_\epsilon \) has a spectral gap around \( \omega = \pm 1/2 \). The first step is to invert Eq. (25) to obtain
\[ Y_{\epsilon^{-1/2}}X_{\epsilon^{-1/2}} = Y_{\epsilon^{1/2}}Z^{-1/2}Y_{\epsilon^{1/2}}. \tag{26} \]

We claim that all of the eigenvalues of the matrix on the RHS of Eq. (26) have absolute value of at most 1. To see this, notice that for any vector \( x \)
\[
\|Y_{\epsilon^{-1/2}}Z^{-1/2}x\| \leq \|ZY_{\epsilon^{-1/2}}x\| \\
= \|Y_{\epsilon^{-1/2}}x\| \\
\leq \|x\| \tag{27}
\]
where \( \|\cdot\| \) denotes the usual \( L^2 \) norm. Here, the first and third inequalities follow from the fact that all the eigenvalues of \( Y_{\epsilon^{-1/2}} \) have absolute value of at most 1, while the second inequality follows from the fact that \( Z \) is unitary.

Now, since the eigenvalues of the matrix on the RHS of Eq. (26) have absolute value of at most 1, we conclude that the same is true for \( X_{\epsilon^{-1}} \). Hence, all the eigenvalues of \( X_\epsilon \) must have absolute value of at least 1. Given that \( X_\epsilon \) determines the nonzero eigenvalues of the dynamical matrix of \( H_\epsilon \), it follows in particular that the dynamical matrix of \( H_\epsilon \) has a spectral gap around \( \omega = \pm 1/2 \). This completes our proof of property 3 of Theorem 1.

Finally, we now show that \( H_\epsilon \) obeys property 1 of Theorem 1, i.e. \( H_\epsilon \) is short-ranged in real space. To prove this, it suffices to show that the matrix elements of \( H_\epsilon \) (in the BdG description) depend smoothly on \( k \). This is clear since the BdG matrix for \( H_\epsilon \) is built out of linear combinations of gauge invariant combinations of \( u's \) and \( v's \), in particular: \( u_\sigma^\dagger(k)u_\sigma(k), v_\sigma^\dagger(k)v_\sigma(k) \), and \( u_\sigma^\dagger(k)v_\sigma(k) \). These gauge invariant combinations depend smoothly on \( k \), as noted in Sec. III. Putting this all together, this completes the proof of Theorem 1.

In App. C, we discuss the fermionic analog of the above interpolation, as well as the analog of the \( H \rightarrow H \) map. We show that both the map and the interpolation are problematic in the fermionic case because the energy gap can close at \( \epsilon = 1 \).

V. IMPLICATIONS FOR CLASSIFICATION

Having established our topology-preserving map between a general dynamically-stable bosonic Hamiltonian \( H_B \) of the form (1) and a particle conserving Hamiltonian \( H \), we now have a simple and direct means to classify the topology of the target gap \( \omega = \omega_0 \) of \( H_B \) using the standard methods developed for (particle conserving) fermionic Hamiltonians.

A. Positive definite case

The simplest case is where the original Hamiltonian \( H_B \) is positive definite. In this case \( R_- = 0 \) in Eq. (8), so our final particle conserving Hamiltonian \( \tilde{H} \) has a single bandgap centered at \( \omega = 1/2 \) (i.e. all bands are either at \( \omega = 0 \) or \( \omega \geq 1 \)). Our problem reduces to analyzing the topology of this single bandgap of \( \tilde{H} \). The latter problem can be addressed with standard methods since \( \tilde{H} \) is equivalent to a particle conserving fermionic Hamiltonian.

A general feature of positive definite systems that is worth emphasizing is that they are characterized by a single topological band invariant, since \( \tilde{H} \) has only a single bandgap. This should be contrasted with the general case discussed below.
B. General case: two invariants and the possibility of edge instabilities

The situation becomes more interesting in the general case where the starting bosonic Hamiltonian $H_B$ is dynamically stable but not positive definite. In this case, both $R_+$ and $R_-$ in Eq. (8) can be non-zero, and our final particle conserving Hamiltonian $\tilde{H}$ has two independent bandgaps centered at $\omega = \pm 1/2$ (i.e. the system has bands at $\omega = 0$ and $|\omega| \geq 1$). Classifying the topology of the bandgap at $\omega = \omega_0$ in our original bosonic Hamiltonian now corresponds to the simultaneous classification of two bandgaps in a particle-conserving Hamiltonian. Each of these bandgaps can be characterized using standard methods developed for particle conserving fermionic systems.

The net result is that the original system’s bandgap of interest is now generically described by two independent topological invariants—one for each bandgap of $H$. This has a simple physical interpretation: with open boundary conditions, our original system could in principle support both particle-like and hole-like edge states in the bandgap of interest (centered at $\omega = \omega_0$), and the two invariants we obtain characterize each of these sets of edge states separately.

For example, consider two dimensional bosonic Hamiltonians without any symmetry constraints. In this case, the number conserving Hamiltonian $\tilde{H}$ is in the Altland-Zirnbauer class “A”, so the relevant band invariant is the Chern number. This means that the original bosonic Hamiltonian is characterized by two Chern numbers, $\nu_+$ and $\nu_-$, where

$$\nu_+ = -\frac{i}{2\pi} \sum_{n \in R_+} \int d^2k \nabla_k \times \langle \mathcal{U}_n(k)|\nabla_k|\mathcal{U}_n(k)\rangle,$$

$$\nu_- = \frac{i}{2\pi} \sum_{n \in R_-} \int d^2k \nabla_k \times \langle \mathcal{U}_n(k)|\nabla_k|\mathcal{U}_n(k)\rangle.$$  

Here, the gap Chern numbers $\nu_{\pm}$ is defined by summing over the band Chern numbers of the $R_+$ bands of $\tilde{H}$ above $\omega = 1/2$. Likewise, $\nu_-$ is defined by summing over the band Chern numbers of the $R_-$ bands of $\tilde{H}$ below $\omega = -1/2$. The $\langle \mathcal{U}_n(k)\rangle$ denote the band eigenvectors of $\tilde{H}$. Equivalently, if we think about these invariants from the point of view of the original bosonic Hamiltonian, the two gap Chern numbers, $\nu_+$ and $\nu_-$, can be interpreted as characterizing (respectively) particle-like and hole-like bands sitting above the positive energy gap at $\omega = \omega_0$.

In the positive definite case, the invariant $\nu_-$ is always zero since $R_-$ is non-zero. In contrast, in the general case, $\nu_+$ and $\nu_-$ can both be non-zero. These two invariants are generally independent of each other, except in the case of a zero-energy gap: $\omega_0 = 0$. In that case, $\nu_+ = \nu_-$, since there is no zero eigenvalue of $\tilde{H}$ in that case and gaps at $\omega = \pm 1/2$ are connected. The possibility of two distinct invariants for the general bosonic problem was noted in Ref. [49], though discussed somewhat differently.

Perhaps our most crucial observation here is that the existence of two non-zero invariants in a specific gap of our original dynamical matrix can have profound observable consequences. In this situation, the open boundary condition version of our system is guaranteed to have both particle-like and hole-like edge states in this target gap. This opens up the possibility of having a system whose dynamical stability is sensitive to boundary conditions. While the periodic boundary condition system is fully dynamically stable, the coexistence of particle and hole-like edge states at the same frequency means that (in the absence of additional selection rules) an arbitrarily small pairing perturbation will lead to dynamical instability. Specific examples of this phenomenon have been discussed both in 1D [54] and 2D bosonic pairing Hamiltonians [47, 55]; we also provide another specific example in Sec. VII below. In some ways, this strong sensitivity to boundary conditions can be viewed as the inverse of the recently discussed “non-Hermitian skin effect” (see e.g. [59, 60]), where certain non-Hermitian lattice Hamiltonians exhibit instability with periodic boundary conditions (i.e. complex spectra), but not with open boundary conditions.

C. Relation to previous work

It is helpful to put our work and results in the context of other studies also addressing topology in bosonic pairing Hamiltonians. Chern numbers for bosonic pairing Hamiltonians were introduced in Ref. [44], and generalized to disordered systems in Ref. [56]. As mentioned in the introduction, a comprehensive topological classification scheme for general non-Hermitian systems was recently achieved [49, 51]. Although the bosonic systems considered here can be viewed as a special case of a non-Hermitian problem [49, 61], our more tailored approach has several advantages.

One advantage of our approach is the simplicity of our map, $H \to \tilde{H}$. As discussed earlier, our map simply sets the $v_{mm,\sigma}(k)$ components of each quasiparticle wave function to zero. The simplicity of this operation makes it a particularly transparent tool for analyzing bosonic topology. Also, from a practical perspective, our map does not require any momentum-space patching [49], which makes it especially suitable to numerical implementation.

Another advantage of our approach is that our map $H \to \tilde{H}$ is naturally suited to constructing topological band invariants for bosonic systems. To see why, consider a dynamically stable bosonic Hamiltonian that has a gap at $\omega = \omega_0$. Suppose, for simplicity, that this Hamiltonian has $M$ particle-like bands and no hole-like bands above this gap. Finding a band invariant for such a system amounts to finding a quantity $\nu$ with two properties: (i) $\nu$ characterizes the topology of the $\omega = \omega_0$ gap, and (ii) $\nu$ is expressed in terms of the spectral projector $P$ onto the $M$ bands above $\omega = \omega_0$. To find such a quantity, consider the corresponding particle conserving
Hamiltonian ˜H. This Hamiltonian has a gap at ω = 1/2 and has M bands above this gap. Let ˜P be the spectral projector onto these M bands. A crucial feature of our mapping is that ˜P is completely determined by P, and is independent of any other information. Therefore, if we know how to write down a band invariant for the particle conserving projector ˜P, then we can use our mapping to express this invariant in terms of the original spectral projector P. In this way, we can construct a band invariant for the original bosonic system, using well-known invariants for particle conserving systems. We note that such a construction is not possible for other mappings, such as the one described in Ref. [49]: in that case the particle conserving projector ˜P depends not just on P but on the entire dynamical matrix of H, so there is no straightforward way to convert a band invariant for ˜P into a corresponding invariant for P.

Previous studies [23, 42, 52] have also made use of alternative mappings to effective fermionic models to study band topology of positive definite bosonic pairing Hamiltonians (both at zero and non-zero energies). Unlike our work, these approaches are limited to positive definite Hamiltonians. There are also other important differences. Some of these previous works construct a similarity transformation between the original bosonic dynamical matrix D of interest and a Hermitian matrix Hf [23, 42]. The latter can be interpreted as a fermionic Hamiltonian which is isospectral to D. Analogous mappings have been used even earlier to study disordered bosonic systems [62]. Crucially, they are not surjective: not every fermionic Hamiltonian corresponds to a valid bosonic dynamical matrix. As a result, they do not a priori enable classification.

To be concrete, suppose two bosonic systems (dynamical matrices h_{d,1} and h_{d,2}) are mapped (respectively) to fermionic Hamiltonians H_{f,1} and H_{f,2}. If these fermionic Hamiltonians are topologically equivalent, it is tempting to conclude that so are h_{d,1}, h_{d,2}. However, to rigorously show this would require a family of bosonic dynamical matrices that smoothly interpolate between h_{d,1} and h_{d,2} (while preserving the gap of interest). As the boson to fermion similarity transformation is not surjective, it does not guarantee the existence of such an interpolation. In contrast, the approach in our work (which is not just a simple similarity transformation) explicitly constructs the required interpolation.

An alternate approach (also restricted to the positive definite case) was recently presented in Ref. [53]. The key idea here is that if H_{f} is a valid, Hermitian fermionic BdG matrix, then H_{f}^2 is a valid bosonic BdG matrix. Unlike our approach, the mapping here involves a fermionic system with pairing terms (and not a particle conserving Hamiltonian). Further, as noted in Ref. [53], this approach cannot be directly used for all positive definite bosonic systems, as not all such systems have BdG Hamiltonians of the requisite form.

Finally, we note that Ref. [57] presented an approach for unitarily mapping dynamically-stable quadratic bosonic Hamiltonians to particle-conserving models. While this approach could also deal with positive non-definite systems, it has many crucial differences from our approach. Unlike our mapping, the method of Ref. [57] is not guaranteed to generate a local particle conserving Hamiltonian. In further contrast to our work, it does not correspond to a smooth interpolation, and thus does not guarantee a topological equivalence between the original particle non-conserving system and its number conserving partner.

VI. ADDITIONAL ASPECTS OF THE MAPPING PROCEDURE

In this section, we discuss extra details of our mapping procedure. In particular, we explain the preprocessing step that occurs before we apply the mapping H → ˜H. In this step, we take a general dynamically stable boson Hamiltonian described by Eq. (1), and then flatten its bands and separate its particle-like and hole-like modes, to produce a diagonalized second-quantized Hamiltonian of the form (8).

A. Band flattening

Band topology is ultimately a wavefunction property, independent of the specific shape of individual band dispersions. Hence, as is standard, our mapping procedure starts by flattening the energy spectrum of our initial bosonic Hamiltonian (1) around the gap of interest, while keeping the wavefunction information intact. Here, we discuss this flattening step more explicitly.

As in Sec. III, we focus on particular energy gap of the dynamical matrix D(k) around some frequency ±ω_0. We assume that there are M bands with frequencies ω > ω_0, and M bands with frequencies ω < −ω_0, and 2(N − M) bands with frequencies |ω| < ω_0. To flatten the dynamical matrix spectrum, we push the M bands with ω > ω_0 to ω = 1, and the M bands with ω < −ω_0 to ω = −1. We take the remaining 2(N − M) bands to ω = 0 (Fig. 2).

In practice, this flattening step is accomplished by diagonalizing D(k), and writing it in the form D(k) = SAS^{−1}, where Λ is a diagonal matrix of the form Λ = diag(ω_1, ..., ω_N) with ω_1 ≥ ω_2 ≥ ... ≥ ω_N and S is a matrix whose columns are the eigenvectors of D. We then define two spectral projection matrices P_+(k) and P_−(k) by

\begin{align}
P_+(k) &= S \cdot \begin{pmatrix} I_M & 0 \\ 0 & 0_{2N-M} \end{pmatrix} \cdot S^{-1}, \\
P_-(k) &= S \cdot \begin{pmatrix} 0_{2N-M} & 0 \\ 0 & I_M \end{pmatrix} \cdot S^{-1}
\end{align}

By construction, P_+(k) projects onto the eigenvectors of D(k) with eigenvalues ω > ω_0, while P_−(k) projects onto the eigenvectors with eigenvalues ω < −ω_0. Note
that the projectors \( P_+(\mathbf{k}) \) are non-Hermitian, just like \( D(\mathbf{k}) \).

The resulting flat band dynamical matrix, \( D_{\text{flat}}(\mathbf{k}) \), is then given by
\[
D_{\text{flat}}(\mathbf{k}) = P_+(\mathbf{k}) - P_-(\mathbf{k}) .
\tag{30}
\]

### B. Mode separation

In addition to band flattening, the other preprocessing step that we need to explain is how to separate out the particle-like and hole-like modes of the dynamical matrix \( D(\mathbf{k}) \). If the BdG matrix \( h_B(\mathbf{k}) \) is positive definite, this mode separation problem is trivial since there are only particle-like modes at positive frequencies, i.e. \( R_+ = 0 \). In the non-positive definite case, the situation remains simple if at each \( \mathbf{k} \) the dynamical matrix \( D(\mathbf{k}) \) has no degeneracies between particle-like and hole-like modes. One can then identify the particle-like and hole-like modes using the non-degenerate particle-like and hole-like bands of \( D(\mathbf{k}) \).

The only problematic case is when \( D(\mathbf{k}) \) has a degeneracy between a particle-like state \( |\mathbf{k}_p\rangle \) and a hole-like state \( |\mathbf{k}_h\rangle \) for some \( \mathbf{k} \). In this case arbitrary linear combinations
\[
|\mathbf{k}\rangle = \alpha|\mathbf{k}_p\rangle + \beta|\mathbf{k}_h\rangle ,
\tag{31}
\]
are also eigenstates of the dynamical matrix with the same eigenvalue. There is thus no way to uniquely identify a particle-like and hole-like state at these degeneracy points.

In order to deal with this case, we now describe a general procedure for separating the particle-like and hole-like modes of \( D(\mathbf{k}) \). Importantly, our procedure guarantees that the particle-like and hole-like subspaces depend smoothly on \( \mathbf{k} \). This smoothness is important for our procedure because it ensures that our number conserving Hamiltonian \( \bar{H} \) is short-ranged in real space.

To begin, consider the \( M \) modes of our dynamical matrix, \( D(\mathbf{k}) \), with \( \omega > \omega_0 \). The corresponding eigenvectors \( |\mathbf{k}_m\rangle \) form an \( M \)-dimensional vector space \( W_+ \). Our mode separation procedure is based on the following observation about \( W_+ \):

**Claim 1** The vector space \( W_+ \), at any point in \( \mathbf{k} \)-space can be uniquely decomposed as a direct sum
\[
W_+ = W_{++} \oplus W_{+-} ,
\tag{32}
\]
where \( W_{++} \) and \( W_{+-} \) are respectively \( R_+ \) and \( R_- \)-dimensional vector spaces, such that for any nonzero vectors \( w_+ \in W_{++} \) and \( w_- \in W_{+-} \),
\[
\text{sgn} \langle w_+ | \tau_z | w_+ \rangle = \sigma ,
\tag{33a}
\]
\[
\langle w_+ | \tau_z | w_- \rangle = 0 ,
\tag{33b}
\]
\[
\langle w_+ | w_- \rangle = 0 .
\tag{33c}
\]

To understand the significance of this result, note that Eq. (33a) implies that \( W_{++} \) and \( W_{+-} \) are particle-like and hole-like subspaces, respectively, while Eq. (33b) implies that these subspaces are orthogonal with respect to the symplectic inner product. Thus Eq. (33a-33b) guarantee that (32) is a valid decomposition of \( W_+ \) into particle-like and hole-like subspaces. On the other hand, the orthogonality condition in Eq. (33c) is simply a convenient gauge choice that makes the decomposition of \( W_+ \) unique.

We defer the proof of Claim 1 to App. A. Here we focus on the more practical question of how to construct the two orthogonal subspaces \( W_{++} \) and \( W_{+-} \). The first step is to construct a Hermitian projector \( \bar{P}_+ \) that projects onto the same subspace as \( P_+ \) (i.e. that projects on \( W_+ \)). One way to define \( \bar{P}_+ \) is
\[
\bar{P}_+ = \text{Projection onto subspace of positive-eigenvalue eigenvectors of } P_+ P_+^\dagger
\tag{34}
\]
By construction, the projector \( \bar{P}_+ \) has exactly \( M \) eigenvectors with eigenvalue +1 and \( 2N - M \) eigenvectors with eigenvalue 0. We then define the particle-like and hole-like subspaces \( W_{++} \) and \( W_{+-} \) by taking the eigenvectors of the (Hermitian) matrix \( \bar{P}_+ \tau_z P_+ \) as the basis vectors, and defining
\[
W_{++} = \text{Subspace of positive-eigenvalue eigenvectors}
\]
\[
W_{+-} = \text{Subspace of negative-eigenvalue eigenvectors}
\tag{35}
\]

In App. A, we show that the subspaces defined using the above procedure satisfy the required properties in Eqs. (33a)-(33c). Moreover, since the projection matrix \( P_+ (\mathbf{k}) \) is gauge invariant and depends smoothly on \( \mathbf{k} \), it follows that \( \bar{P}_+(\mathbf{k}), W_{++} \) and \( W_{+-} \) also depend smoothly on \( \mathbf{k} \). The net result is a smooth method of separating particle-like and hole-like subspaces that is easy to implement numerically. In particular, it does not require a complicated patching-together of different momentum-space patches. Such patching procedures can often be an issue when working with the numerically obtained wave-functions of topological bands [49].

Having performed the mode separation, the last step is to construct the corresponding annihilation operators \( A_{m,k,\pm} \). To do this, one needs to choose an orthonormal basis of \( W_{++} \) and \( W_{+-} \) with respect to the symplectic inner product. Denoting these basis vectors by \( w_{+,m} \) and \( w_{-,m} \), respectively, we define annihilation operators by
\[
A_{m,k,+} = \langle w_{+,m} | \tau_z | \phi \rangle ,
\tag{36a}
\]
\[
A_{m,k,-} = \langle w_{-,m} | \kappa \tau_x \tau_z | \phi \rangle ,
\tag{36b}
\]
These expressions can be compared to the form in Eq. (9) to read off the required wavefunction coefficients \( u_{n,m,\sigma}, v_{n,m,\sigma} \). At this point, we are finished with all the preprocessing steps: we can now write down the diagonalized flat band Hamiltonian shown in Eq. (8), having started from a generic (dynamically-stable) bosonic Hamiltonian.
VII. NUMERICAL RESULTS

We have shown that the topology of a bosonic pairing Hamiltonian $\hat{H}$ can be analyzed by considering an equivalent number-conserving system, $\hat{H}$. In this section, we demonstrate our mapping procedure for a specific bosonic pairing Hamiltonian. We compute a topological invariant for this system using our mapping to a number-conserving Hamiltonian $\hat{H}$. We then show that our invariant agrees with a previously known topological invariant (the “symplectic Chern number”) which is directly expressed in terms of the pairing Hamiltonian $\hat{H}$.

We consider a bosonic version of the model describing the quantum anomalous Hall effect on a Kagome lattice [63]:

$$H_0 = \sum_j \omega_j a_j^\dagger a_j - \sum_{\langle j,j' \rangle} t_{j,j'} a_j^\dagger a_{j'}^\dagger.$$  (37)

Here, a site is labeled by $j = (j_x, j_y, s)$, where $j_x, j_y \in \mathbb{Z}$ is the unit cell index and $s = A, B, C$ is the sublattice index. The hopping term $t_{j,j'}$ is of the form

$$t_{j,j'} = tc^{\varphi_{j,j'}},$$  (38)

where $\varphi_{AB} = \varphi_{BC} = \varphi_{CA} = \Phi/3$. Note that this hopping corresponds to having flux $\Phi$ through every triangular plaquette. As a result, the hopping generically breaks time reversal symmetry (the only exceptions being $\Phi = 0, \pi$). We further include on-site and the nearest neighbor pairing terms that break number conservation:

$$H_I = -\frac{1}{2} \left[ \lambda_0 \sum_j a_j^\dagger a_j + \lambda_1 \sum_{\langle j,j' \rangle} a_j^\dagger a_{j'}^\dagger \right] + \text{h.c.}. $$  (39)

The Hamiltonian

$$H = H_0 + H_I,$$  (40)

was previously studied in the context of topological phases of photonic system [18]. In the absence of the pairing term ($\lambda_0 = \lambda_1 = 0$), band topology is the same for bosons and fermions. In this limit, the system is in class A of the AZ scheme since the hopping term breaks $T$-symmetry. The appropriate $\tilde{Z}$ topological invariant is the usual Chern number and can be calculated by the TKNN formula [1]. Counting down starting from the uppermost band, the band Chern numbers (TKNN invariants) are simply $C = [C_1, C_2, C_3] = [-\text{sgn}(\sin\Phi/3), 0, \text{sgn}(\sin\Phi/3)]$ [63].

Next we introduce the pairing terms $\lambda_0, \lambda_1$. As always, we are interested in systems that are dynamically stable. This can be ensured by choosing a large on-site energy $\omega_0 \gg t, \lambda_0, \lambda_1$. Such a on-site energy causes a large separation between particle-like and hole-like bands; equivalently, pairing processes are all highly detuned and hence cannot cause instability. For large enough $\omega_0$ our system will also be positive definite, we focus on this case first.

To analyze the topology of the pairing Hamiltonian, we use our mapping procedure to construct a corresponding number-conserving Hamiltonian $\tilde{H}$. The latter Hamiltonian breaks time-reversal symmetry and therefore belongs to AZ class A. The appropriate topological invariant is again the conventional TKNN Chern number. In Fig. 4(b), we compute this Chern number invariant for the top three bands of the dynamical matrix (which are all particle-like due to positive definiteness). This calculation tells us the “topological phase diagram” for our original pairing Hamiltonian – at least with respect to the top three bands.

An alternative way to analyze the topology of the pairing Hamiltonian, which was known previously, is to compute the symplectic version of the conventional TKNN invariant:

$$C_n = \frac{i}{2\pi} \int d^2k \nabla_k \times \langle k_n | \sigma_z \nabla_k | k_n \rangle,$$  (41)

This invariant is known as the “symplectic Chern number” [18, 44, 56].

To see the relationship between the symplectic Chern number and our new invariant (based on the number conserving Hamiltonian $\tilde{H}$), we consider the $\epsilon$-dependent interpolation Hamiltonian (14). Then as a function of the interpolation parameter $\epsilon$ in Fig. 4(c), we calculate the symplectic Chern number and the gap of the interpolation Hamiltonian (when the interpolation is performed...
for the gap between highest two bands) for three representative parameters of the model. We can draw several conclusions from this calculation. First, we can see that the gap remains open and the symplectic Chern number is constant throughout the interpolation, as expected. Also, since the symplectic Chern number agrees with the conventional Chern number for the number conserving model at the end of the interpolation ($\epsilon = 1$), we conclude that the symplectic Chern number must also agree with our invariant for the original pairing Hamiltonian ($\epsilon = 0$).

The above results illustrate one of the main points of this paper: we can characterize the topology of our bosonic pairing Hamiltonian by mapping the system onto a particle-conserving Hamiltonian, and then calculating standard topological invariants on this mapped Hamiltonian. In general, identifying the correct band topological invariant to calculate is a challenging problem. The advantage of our approach is that, for the case of particle-conserving Hamiltonians, many topological invariants are already known from previous work on fermionic systems.

Next, we consider the above system in its dynamically stable and non-positive definite regime. Our goal is to present an example in which there are two nonzero band invariants in a particular band gap: i.e. the total Chern number of all the particle-like bands above the band gap is nonzero, as is the total Chern number of the hole-like bands.

To engineer the coexistence of bulk dynamical stability and non-positive definite definiteness, we first take the $\lambda \to 0$ limit and tune $\omega_0$, such that some of the particle-like bands cross the hole-like bands. Next, we introduce a weak pairing $\lambda_1$, such that spectrum under periodic boundary condition is still dynamically stable.

In Fig. 5, we show the spectrum of a Kagome stripe, where we have chosen periodic boundary condition in $x$-direction and open boundary condition in $y$-direction. In the positive definite case shown in Fig. 5 (a) the particle-like sector and hole-like sector are well separated, and in any particular gap only one kind of edge state (and corresponding one type of non-zero Chern number) is present, i.e. only one sector contributes to Chern number of the periodic Hamiltonian. The band Chern numbers counting from the top are $C = [1, 0, -1, 1, 0, -1]$, where the first three are particle-like and the later three are hole like bands. In Fig. 5 (b), we show the spectrum of the finite stripe in the non-positive definite regime. The zero energy gap has both particle-like and hole-like edge states. In the presence of non-zero pairing $\lambda_1$, we thus generically expect dynamical instability (as the pairing terms can resonantly populate these edge states). This is indeed what we find numerically when considering the spectrum of a system with open boundary conditions in the $y$-direction, see Fig. 5 (c). Interestingly, while an infinitesimal $\lambda_1$ makes the strip system dynamically unstable, the system under periodic boundary conditions remains stable for small $\lambda_1$. The band Chern numbers can thus be calculated using our method. The band Chern numbers counting from the top are $C = [1, 1, 0, 0, -1, -1]$. As discussed, these Chern numbers correspond to two distinct invariants $\nu_{\uparrow}$ for each gap (one corresponding to particle-like states, the other to hole-like states). As an example, for the gap around zero energy, the gap Chern number $\nu_{\uparrow} = \nu_{\downarrow} = -1$, which is consistent with the particle and hole like edge states in the finite size spectrum.
VIII. DISCUSSION AND CONCLUSION

In conclusion, we have presented a topology preserving map that connects an arbitrary dynamically stable quadratic bosonic system to a number conserving system. Our mapping allows one to analyze the topology of a gap of interest in the energy spectrum of a bosonic system by studying a corresponding gap in its number conserving partner. For practical purposes, our map simplifies the bosonic topological classification and characterization problem, since one only needs to consider the symmetries of the equivalent number conserving Hamiltonian and use the well known expressions for number conserving (fermionic) topological invariants.

Our explicit map has number of advantages over previous related works [23, 42, 49, 53, 57]. We explicitly present a continuous and local interpolation between space of bosonic pairing Hamiltonians and number conserving Hamiltonian and show that the relevant gaps remain open throughout the interpolation. Further our approach is applicable to pairing Hamiltonians that are dynamically stable but not necessarily positive definite.

An interesting class of systems that deserve further study are bosonic systems that have a dynamically stable bulk together with unstable boundary modes. In these systems, we can unambiguously calculate bulk topological invariants using our number conserving map. At the same time, the nature of the boundary modes is not entirely clear due to their dynamic instabilities. We leave a more complete study of bulk-boundary correspondence for such systems for future work.
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Appendix A: Proof of mode separation

In this appendix, we prove that the mode separation procedure outlined in Sec. VI B, satisfies the properties listed in Eqs. (33a-33c). Let $w_+ \in W_{++}$, and $w_- \in W_{+-}$ be nonzero vectors. Then $w_+$ and $w_-$ are linear combinations of eigenvectors of $\hat{P}_+ \tau_2 \hat{P}_+$ with positive and negative eigenvalues, respectively. Therefore

$$\langle w_+ | \tau_2 | w_+ \rangle = \langle w_+ | \hat{P}_+ \tau_2 \hat{P}_+ | w_+ \rangle \geq \lambda_{\min,+} ||w_+||^2 > 0 ,$$

(A1)

where $\lambda_{\min,+}$ is the minimum positive eigenvalue of $\hat{P}_+ \tau_2 \hat{P}_+$. (Here, the first equality follows from the fact that $\hat{P}_+ | w_+ \rangle = | w_+ \rangle$). Similarly,

$$\langle w_- | \tau_2 | w_- \rangle = \langle w_- | \hat{P}_+ \tau_2 \hat{P}_+ | w_- \rangle \leq \lambda_{\max,-} ||w_-||^2 < 0 ,$$

(A2)

where $\lambda_{\max,-}$ is the maximum negative eigenvalue of $\hat{P}_+ \tau_2 \hat{P}_+$. The above two relations combined prove Eq. (33a).

Next, we note that $\hat{P}_+ \tau_2 \hat{P}_+$ is Hermitian and therefore its eigenspaces are orthogonal under the usual inner product. It follows that

$$\langle w_+ | w_- \rangle = 0 ,$$

(A3)

which proves Eq. (33c).

To prove Eq. (33b), we note that

$$\langle w_+ | \tau_2 | w_- \rangle = \langle w_+ | \hat{P}_+ \tau_2 \hat{P}_+ | w_- \rangle = 0 ,$$

(A4)

where the last equality follows from the fact that $w_+ \in W_{++}$ and $\hat{P}_+ \tau_2 \hat{P}_+ w_- \in W_{+-}$, together with property in Eq. (33b).

Finally, we just need to show that $W_{++}$ and $W_{+-}$ obey Eq. (32) – i.e. these subspaces span all of $W_+$. To prove this, we need to show that $\hat{P}_+ \tau_2 \hat{P}_+$ does not have any eigenvectors with zero eigenvalue that belong to the vector space $W_+$. We prove this by contradiction. Suppose that $x \in W_+$ is a nonzero vector with

$$\hat{P}_+ \tau_2 \hat{P}_+ | x \rangle = 0 .$$

(A5)

Then, for any $y \in W_+$, we have

$$\langle y | \tau_2 | x \rangle = \langle y | \hat{P}_+ \tau_2 \hat{P}_+ | x \rangle = 0 .$$

(A6)

In fact, Eq. (A6) also holds for any $y \in W_0$ or $y \in W_-$ (where $W_-$ denotes the eigenspace of $\hat{D}(k)$ with eigenvalues $\omega < -\omega_0$, while $W_0$ denotes the eigenspace with eigenvalues $-\omega_0 < \omega < \omega_0$). That is:

$$\langle y | \tau_2 | x \rangle = 0 \quad \text{ for all } y \in W_0 \text{ and } W_-$$

(A7)

Indeed, Eq. (A7) follows from the fact that the eigenvectors of $\hat{D}(k)$ are orthogonal with respect to the symplectic inner product (see Sec. II). Combining Eqs. (A6-A7), we see that $x$ is orthogonal to all the eigenspaces of $\hat{D}(k)$. This is impossible since the eigenspaces of $\hat{D}(k)$ span the whole $2N$ dimensional space, by our dynamic stability assumption. We conclude that there does not exist any nonzero $x \in W_+$ with $\hat{P}_+ \tau_2 \hat{P}_+ | x \rangle = 0$, and therefore $W_{++}$ and $W_{+-}$ span all of $W_+$. This completes our proof that the mode separation procedure outlined in Sec. VI B has all the required properties.
Appoxim B: Mapping in terms of Hamiltonian

In this appendix, we derive an explicit formula for $\hat{H}$ in terms of $H$. This formula reduces to Eq. (12) in the main text in the special case where $H$ is positive definite.

We start by writing down the (band-flattened) Hamiltonian $H$ in Eq. (8) in the BdG form:

\[
H = \frac{1}{2} \sum_k \phi_k^\dagger \mathbf{h}(k) \phi_k , \tag{B1}
\]

where $\phi_k = (b_{1,k}, ..., b_{N,k}, b_{1,-k}^\dagger, ..., b_{N,-k}^\dagger)^T$ and $\mathbf{h}(k)$ is the BdG matrix. Comparing this expression with the diagonalized form

\[
H(k) = \frac{1}{2} \sum_k \sum_{\sigma=\pm} \sum_{m=1}^K \sigma [A_m^\dagger A_m + A_{m,-k} A_{m,k}^\dagger] \mathbf{h}(k) \tag{B2}
\]

and using Eq. (9), we deduce that $h(k) = h_+(k) - h_-(k)$, with

\[
h_\sigma(k) = \left( \begin{array}{c}
u^\dagger_\sigma(k) u_\sigma(k) + v^T_\sigma(-k) v^\dagger_\sigma(-k) \\
u^\dagger_\sigma(k) u_\sigma(k) + u^T_\sigma(-k) v^\dagger_\sigma(-k) \\
0 \\
u^T_\sigma(-k) v_\sigma(k) + u^T_\sigma(-k) v^\dagger_\sigma(-k) \\
u^T_\sigma(-k) v_\sigma(k) + v^T_\sigma(-k) u^\dagger_\sigma(-k)
\end{array} \right). \tag{B3}
\]

As this matrix is block tridiagonal, we can use the spectral projectors $P_\pm$ defined as $P_\pm = \frac{1}{2}(D_{\text{flat}}^\dagger)^2 \pm D_{\text{flat}}^\dagger$ to express $h(k)$ as

\[
\hat{h}(k) = \frac{1}{2} \left( P_+ - P_- \right) \frac{1 + \tau_z}{2} + \frac{1 - \tau_z}{2} \left( P_- - P_+ \right)
\]

To proceed further, we compare the matrix representation of $\hat{h}(k)$ with $P_{\sigma\sigma'}$ to derive

\[
\hat{h} = \frac{1}{2} \left( P_+ - P_- \right) \frac{1 + \tau_z}{2} + \frac{1 - \tau_z}{2} \left( P_- - P_+ \right)
\]

Using Eq. (B9) to rewrite $\hat{h}$ as

\[
\hat{h} = \frac{1}{2} \tau_z \left( P_+ - P_- \right) \frac{1 + \tau_z}{2} + \frac{1 - \tau_z}{2} \left( P_- - P_+ \right)
\]

To simplify this expression further, we use the fact that $P_+$ and $P_-$ are spectral projectors to derive

\[
P_\pm = \frac{1}{2} (D_{\text{flat}}^\dagger)^2 \pm D_{\text{flat}}^\dagger = \frac{1}{2} (\tau_z h + \tau_z h)
\]

Substituting (B11) into (B10), we obtain

\[
\hat{h} = \frac{1}{2} \left( \frac{1}{2} \tau_z h \tau_z h + \frac{1}{2} \tau_z h P_+ - P_- \right) \frac{1 + \tau_z}{2} + \frac{1 - \tau_z}{2} \left( \frac{1}{2} \tau_z h \tau_z h - \frac{1}{2} \tau_z h P_+ - P_- \right)
\]

The last step is to write down an explicit formula for $P_+$ and $P_-$ in terms of $h$. To this end, we use the
definition of $W_{+-}$ from Eq. (35), to derive
\[ P_{+-} = \Theta(-P_+ \tau_z P_-) \] (B13)
where
\[ \tilde{P}_+ = \Theta(P_+ \tilde{P}_- \tau_z \tilde{P}_+ \tau_z) \] (B14)

Here we have introduced a new piece of notation: for any Hermitian matrix $A$, we define $\Theta(A)$ to be the matrix obtained by applying the Heaviside step function to each of the eigenvalues of $A$. That is, $\Theta(A) = \sum \Theta(a)|a⟩⟨a|$ where $A = \sum a|a⟩⟨a|$ is the diagonal form of $A$ and
where
\[ \Theta(x) = \begin{cases} 0 & x \leq 0 \\ 1 & x > 0 \end{cases} \] (B15)

In the same way, we have
\[ P_{--} = \Theta(\tilde{P}_- \tau_z \tilde{P}_- \tau_z) \] (B16)
where
\[ \tilde{P}_- = \Theta(P_- \tilde{P}_+ \tau_z \tilde{P}_- \tau_z) \] (B17)

Substituting (B13) and (B16) into (B12) and simplifying, we obtain:
\[ \tilde{h} = \frac{1}{4}(h + \tau_z h \tau_z + \tau_z h \tau_z h + h \tau_z h \tau_z) - \frac{1}{2}[\Theta(-P_+ \tau_z P_+ \tau_z) + \Theta(P_- \tau_z P_- \tau_z)] - \frac{1}{2} \tau_z [\Theta(-\tilde{P}_+ \tau_z \tilde{P}_+ \tau_z) + \Theta(\tilde{P}_- \tau_z \tilde{P}_- \tau_z)] \] (B18)

We are now finished: Eq. (B18) is our desired explicit formula for $\tilde{h}$ in terms of $h$. Here, the last four terms can be expressed in terms of $h$ using Eqs. (B14) and (B17) together with Eq. (B11).

To complete our analysis, we now discuss the special case where $H$ is positive definite. In this case, $W_{+-} = 0$ since there are no hole-like modes with positive frequency. Likewise $W_{--} = 0$ since there are no particle-like modes with negative frequency. It follows that the last four terms in (B18) are 0, since they originate from the projectors $P_{+-}$ and $P_{--}$. Thus Eq. (B18) reduces to Eq. (12) in the main text, as we wished to show.

**Appendix C: Breakdown of mapping for fermionic systems**

In this appendix, we discuss the fermionic analog of the $H \rightarrow \hat{H}$ map. We also discuss the analog of the interpolating Hamiltonian $H_\epsilon$, which connects $H$ and $\hat{H}$. We show that both the map and the interpolation are problematic because the Hamiltonian $\hat{H}$ does not necessarily have a spectral gap in the fermionic case.

The starting point for our discussion is a general flat band quadratic fermion Hamiltonian. Specifically, we consider a fermion Hamiltonian with $2M$ bands with frequency $\omega = 0$ and $2N - 2M$ bands with frequency $\omega = \pm 1$. Similarly to Eq. (8), we can write any Hamiltonian of this kind in the diagonalized form
\[ H = \sum_k \sum_{n=1}^M F^\dagger_{m,k} F_{m,k}, \] (C1)

where $F_{m,k}$ are canonical fermionic annihilation operators of the form
\[ F_{m,k} = \sum_{n=1}^N (u_{mn}(k)f_{n,k} + v_{mn}(k)f_{n,-k}^\dagger), \] (C2)

and where $f_{n,k}$ is the fermion annihilation operator on sublattice $n$ and momentum $k$. Note that, unlike the bosonic case in Eq. (8), we do not need to include terms with a negative coefficient, e.g. $-F^\dagger_{m,k} F_{m,k}$. The reason that we can omit these terms is that we can always make all coefficients positive by renaming $F \leftrightarrow F^\dagger$ as necessary.

Note that the coefficients $u_{mn}, v_{mn}$ obey the following identities which are consequences of the fermionic commutation relations between $F_{m,k}, F^\dagger_{m,k}$:
\[ u(k)u^\dagger(k) + v(k)v^\dagger(k) = 1_M, \] (C3a)
\[ u(k)v^T(-k) + v(k)u^T(-k) = 0. \] (C3b)

With this setup, we can now state the fermionic analog of the $H \rightarrow \hat{H}$ map:
\[ \hat{H} = \sum_k \sum_{n=1}^N \sum_{\alpha=1}^N Q_{mn}(k)f^\dagger_{m,k} f_{n,k} \]
\[ Q(k) = u^\dagger(k)u(k) \] (C4)

Likewise, the fermionic analog of the interpolating Hamiltonian $H_\epsilon$ is
\[ H_\epsilon = \sum_k \sum_{m=1}^M F^\dagger_{m,k}(\epsilon) F_{m,k}(\epsilon), \] (C5)

where
\[ F_{m,k}(\epsilon) = \sum_{n=1}^N (u_{mn}(k, \epsilon)f_{n,k} + v_{mn}(k, \epsilon)f_{n,-k}^\dagger), \] (C6)

and
\[ u(k, \epsilon) = u(k), \quad v(k, \epsilon) = (1-\epsilon)v(k), \] (C7)

We now proceed to analyze the spectrum of the interpolating Hamiltonian $H_\epsilon$. This will also tell us the spectrum of $H$ since $\hat{H}$ corresponds to the special case, $\epsilon = 1$. 
To find the spectrum of $H_{\epsilon}$, we note that

\[ \{ F_{m,k}(\epsilon), F_{m',k}(\epsilon) \} = 0 , \]  
\[ \{ F_{m,k}(\epsilon), F_{m',k}(\epsilon)^\dagger \} = \beta_{mm'}(k,\epsilon)\delta_{kk'} , \]  

(C8a)  
(C8b)

where the coefficient $\beta_{mm'}(k,\epsilon)$ is an element of the $M \times M$ matrix

\[ \beta(k,\epsilon) = u(k,\epsilon)u^\dagger(k,\epsilon) + v(k,\epsilon)v^\dagger(k,\epsilon) . \]  

(C9)

It follows from the above commutation relations that

\[ [F_{m,k}(\epsilon), H_{\epsilon}] = \sum_{m'=1}^{M} \beta_{mm'}(k,\epsilon) F_{m',k}(\epsilon) \]  

(C10)

Using Eq. (C10) we can read off the Heisenberg equations of motion for $F_{m,k}(\epsilon)$ and thereby derive the normal matrix $F(k,\epsilon)$.

All that remains is to determine the eigenvalue spectrum of $\beta(k,\epsilon)$. To this end, we simplify $\beta$ as

\[ \beta(k,\epsilon) = 1 - 2(2-\epsilon)v(k)v^\dagger(k) . \]  

(C11)

Since $v(k)v^\dagger(k)$ is non-negative definite, we can see that the energy gap for $\epsilon > 0$ is in general less than 1, i.e. the gap is smaller than the original flat band Hamiltonian. (This should be contrasted with the bosonic interpolation, where the every gap is always larger than the original flat band system). At the same time, we can also see that the energy gap remains open for any $\epsilon < 1$ since the eigenvalues of $v(k)v^\dagger(k)$ are $\leq 1$. In other words, the fermionic interpolation is valid for $\epsilon < 1$.

The place where the interpolation can break down is at the endpoint $\epsilon = 1$ (corresponding to $H$): at this endpoint, the energy gap can close, as we will demonstrate in an example below. This (possible) closing of the spectral gap at $\epsilon = 1$ is the key point of this appendix, and it is the fundamental reason that our mapping cannot be applied to general fermionic systems.

To show such a gap closing is indeed possible for a fermionic system, we consider the (flat band) Kitaev chain Hamiltonian under periodic boundary conditions. The BdG matrix for this system is:

\[ h_{BdG}(k) = h_y(k)\sigma_y + h_z(k)\sigma_z , \]  

(C12)

where $h_y(k) = \sin k$ and $h_z(k) = -\cos k$. The $u$ and $v$ coefficients for this Hamiltonian are

\[ u(k) = \sin(k/2), \quad v(k) = i\cos(k/2) \]  

(C13)

If we carry out the above mentioned interpolation under the parameter $\epsilon \in [0,1]$, we find

\[ \beta(k,\epsilon) = \sin^2(k/2) + (1-\epsilon)^2\cos^2(k/2) . \]  

(C14)

We can see that when $\epsilon = 1$, we have $\beta = 0$ at $k = 0$, signifying that the gap closes at the endpoint of the interpolation. This gap closing is expected, of course, since it is impossible to interpolate between the Kitaev chain and a number conserving system without closing the gap.
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