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Abstract
Consider the diffusive Hamilton–Jacobi equation

$$u_t - \Delta u = |\nabla u|^p + h(x) \quad \text{in} \quad \Omega \times (0, T)$$

with Dirichlet conditions, which arises in stochastic control problems as well as in KPZ type models. We study the question of the gradient blowup rate for classical solutions with $p > 2$. We first consider the case of time-increasing solutions. For such solutions, the precise rate was obtained by Guo and Hu (2008) in one space dimension, but the higher dimensional case has remained an open question (except for radially symmetric solutions in a ball). Here, we partially answer this question by establishing the optimal estimate

$$C_1(T-t)^{-1/(p-2)} \leq \|\nabla u(t)\|_{\infty} \leq C_2(T-t)^{-1/(p-2)} \quad (1)$$

for time-increasing gradient blowup solutions in any convex, smooth bounded domain $\Omega$ with $2 < p < 3$. We also cover the case of (nonradial) solutions in a ball for $p = 3$. Moreover we obtain the almost sharp rate in general (nonconvex) domains for $2 < p \leq 3$. The proofs rely on suitable auxiliary functionals, combined with the following, new Bernstein-type gradient estimate with sharp constant:

$$|\nabla u| \leq d_{\Omega}^{-1/(p-1)}(d_p + C d_{\Omega}^\alpha) \quad \text{in} \quad \Omega \times (0, T), \quad d_p = (p-1)^{-1/(p-1)} \quad (2)$$

where $d_{\Omega}$ is the function distance to the boundary. This close connection between the temporal and spatial estimates (1) and (2) seems to be a completely new observation. Next, for any $p > 2$, we show that more singular rates may occur for solutions which are not time-increasing. Namely, for a suitable class of solutions in one space-dimension, we prove the lower estimate $\|u_x(t)\|_{\infty} \geq C(T-t)^{-2/(p-2)}$. 
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1 Introduction and main results

1.1 Background

In this paper we study the initial boundary value problem for the diffusive Hamilton–Jacobi equation:

\[
\begin{align*}
  u_t - \Delta u &= |\nabla u|^p + h(x), & x \in \Omega, t > 0, \\
  u(x, t) &= 0, & x \in \partial\Omega, t > 0, \\
  u(x, 0) &= u_0(x), & x \in \Omega,
\end{align*}
\]

(1.1)

where \( p > 1 \). Throughout this paper, it is assumed that \( \Omega \subset \mathbb{R}^n \) \( (n \geq 1) \) is a \( C^{2+\rho} \)-smooth bounded domain for some \( \rho > 0 \), and that

\[ h \in C^1(\bar{\Omega}), \quad h \geq 0. \]

(1.2)

Also, if no confusion arises, we will simply denote \( \| \cdot \|_{\infty} \) for \( \| \cdot \|_{L^\infty(\Omega)} \) and \( u(t) \) for \( u(\cdot, t) \).

Problem (1.1) has a rich background. First of all, let us recall that (1.1) arises in stochastic control problems. Namely, consider the controlled \( n \)-dimensional stochastic differential equation

\[ dX_s = \alpha_s ds + dW_s, \quad s > 0, \quad \text{with } X_0 = x \in \Omega, \]

where the stochastic process \( (X_s)_{s>0} \) represents the position or state of the system, \( (W_s)_{s>0} \) is a standard Brownian motion and \( (\alpha_s)_{s>0} \) is the control (in other words, the controller can choose the velocity of \( X \)). The spatial distribution of rewards is given by a function \( u_0 \in C_0(\Omega) \). More precisely, at a given time horizon \( s = t > 0 \), the final reward is \( u_0(X_t) \) if \( X \) stays in \( \Omega \) until time \( t \), and 0 otherwise. Finally, the cost of the control at each time \( s \) is assumed to be \( k_p |\alpha_s|^q \) as long as \( X_s \) stays in \( \Omega \), where \( q = p/(p-1) \) is the conjugate exponent of \( p \) and \( k_p > 0 \) is a normalization constant. The goal of the controller is then to maximize the net gain

\[ G_t = \chi_{\tau > t} u_0(X_t) - k_p \int_0^\tau |\alpha_s|^q ds, \]

where \( \tau \) denotes the first exit time of \( X \) from \( \Omega \). It is known (see [10,11,22] for details) that the maximal gain, also called value function of the stochastic control problem, is given by the unique global (continuous) viscosity solution \( u \) of (1.1) with \( h = 0 \), namely:

\[ u(x, t) = \sup_{(\alpha_s)} \mathbb{E} \left( G_t \mid X_0 = x \right), \]

where \( \mathbb{E}(\cdot \mid X_0 = x) \) denotes the conditional expectation with respect to the event \( \{X_0 = x\} \), and the supremum is taken over all (admissible) controls.

As another motivation, (1.1) corresponds to the so-called deterministic KPZ equation, arising in a well-known model of surface growth by ballistic deposition (see [28,29]). Finally, (1.1) can be seen as one the simplest model parabolic problems with first order nonlinearity and, from the point of view of nonlinear parabolic theory, it is thus important to understand its
properties (cp. for instance with the extensively studied equation with zero order nonlinearity $u_t - \Delta u = u^p$).

Here our concern is about the behavior of classical solutions arising from sufficiently smooth initial data. For any $u_0 \in X$, where

$$X := \{ u_0 \in C^1(\bar{\Omega}); \ u_0 \geq 0, \ u_0 = 0 \text{ on } \partial\Omega \},$$

problem (1.1) is locally well posed. Namely, there exists a unique maximal, classical solution $u \geq 0$. We denote by $T = T(u_0) \in (0, \infty]$ its existence time. When $p > 2$, it is known that, for suitably large initial data, solutions may blow up in finite time, i.e., $T(u_0) < \infty$, in which case

$$\lim_{t \to T^-} \| \nabla u(t) \|_{\infty} = \infty$$

(whereas all solutions are global for $p \in (1, 2]$). It is also known that the function itself remains bounded, while its spatial gradient is the quantity to become unbounded. The blowup phenomenon that occurs for solutions of (1.1) is usually referred to as gradient blowup (GBU).

### 1.2 Known results on gradient blow-up

Finite time blowup phenomena for (1.1) have attracted a lot of attention in the past twenty years. Results include blowup criteria [1,2,27,41], blowup locations [16,33,43], blowup profiles [4,14,35–37,43], continuation after GBU [11,21,36–39], infinite time GBU [42,43]. See also [3,5–9,15,17,18,20,25,30,32,45] for GBU studies for other equations. As a consequence of interior gradient estimates [43], it is known that GBU for problem (1.1) can only take place on the boundary $\partial\Omega$. For $h \equiv 0$, it is also known from [11] that the solution can be extended for $t > T$ as a global weak solution (in the viscosity sense – its existence was already mentioned above in connection with the stochastic control problem). Moreover, this global weak solution becomes a classical solution again [38] for all $t$ sufficiently large.

The question of the gradient blowup rates for problem (1.1) as $t \to T^-$ is only partially understood. The lower estimate

$$\| \nabla u(t) \|_{\infty} \geq C(T - t)^{-1/(p - 2)}, \quad 0 < t < T, \quad (1.3)$$

is true for any GBU solution. This in particular implies that GBU is always of Type II, i.e. it does not follow the natural self-similar scaling of the equation (which would lead to the smaller exponent $1/2(p - 1)$ instead of $1/(p - 2)$). Estimate (1.3) was first established in one space dimension in [14] by a method of intersection-comparison. In higher dimension, the weaker estimate

$$\| \nabla u \|_{L^\infty(\Omega \times (0,t))} \geq C(T - t)^{-1/(p - 2)}, \quad 0 < t < T,$$

was then proved in [26] by a method based on regularity estimates (see also [40] for an alternative proof). The full lower estimate (1.3) was finally obtained in [37] by combining semigroup arguments and regularity estimates (the result is stated there for $h = 0$, but the proof immediately carries over to the general case).

Upper bounds for the GBU rate are known only in one space dimension. The upper bound corresponding to (1.3) was first conjectured in [14] on the basis of numerical simulations and the first analytical result in that direction was obtained in [26]. Namely, considering the
problem with inhomogeneous boundary conditions in $\Omega = (0, 1)$:

$$
\begin{cases}
    u_t - u_{xx} = |u_x|^p, & x \in (0, 1), t > 0, \\
    u(0, t) = 0, \quad u(1, t) = M, & t > 0, \\
    u(x, 0) = u_0(x), & x \in (0, 1),
\end{cases}
$$

(1.4)

it was proved in [26] that any time-increasing GBU solution (i.e., $u_t \geq 0$) satisfies

$$
\|u_x(t)\|_\infty \leq C(T - t)^{-1/(p-2)}, \quad 0 < t < T,
$$

(1.5)

and that such solutions exist for $M > 0$ sufficiently large. However no time-increasing GBU solutions can exist for $M = 0$, but an analogous result was given in [40] for the original problem (1.1) in $(0, 1)$ with $h$ a sufficiently large positive constant. Then, for problem (1.1) in $(0, 1)$ with $h = 0$, the upper estimate (1.5) was obtained in [37] for a suitable class of initial data (the corresponding solutions only satisfy $u_t \geq 0$ in a neighborhood of the boundary; the proof involves the zero-number of the function $u_t$). On the other hand, the analogue of estimate (1.5) was obtained in [46] for radially symmetric solutions of (1.1) in a ball, which is still an essentially one-dimensional situation, under the assumption $u_t \geq 0$ (and $h > 0$ sufficiently large). The question whether the upper estimate (1.5) should hold for any GBU solution of (1.1) in $\Omega = (0, 1)$ was answered negatively in [37]. Namely, it was shown that for $h = 0$, there exists a class of solutions such that

$$
\lim_{t \to T} (T - t)^{1/(p-2)} \|u_x(t)\|_\infty = \infty.
$$

(1.6)

Moreover this indicates that the assumption $u_t \geq 0$ in the above results is not technical.

The upper GBU rate is a completely open problem in dimension $n \geq 2$ for nonradial solutions. And for $n = 1$, it is also unknown what are the actual rates of the more singular solutions which satisfy (1.6). The main goal of this paper is to give some answers to both problems.

### 1.3 GBU rate for time-increasing solutions in any space dimension

We start with the following optimal estimate, in the case of (smooth bounded) convex domains with $p \in (2, 3)$, or symmetric domains with $p \in (2, 3]$.

**Theorem 1.1** Assume (1.2) and either

$$
p \in (2, 3) \text{ and } \Omega \text{ is convex}
$$

(1.7)

or

$$
p \in (2, 3) \text{ and } \Omega \text{ is either a ball or an annulus.}
$$

(1.8)

Let $u_0 \in X$ be such that $T = T(u_0) < \infty$ and

$$
u_t \geq 0 \quad \text{in } \Omega \times (0, T).
$$

(1.9)

Then there exist constants $C_1, C_2 > 0$ such that

$$
C_1(T - t)^{-\frac{1}{p-2}} \leq \|\nabla u(t)\|_\infty \leq C_2(T - t)^{-\frac{1}{p-2}}, \quad 0 < t < T.
$$

(1.10)

Next, for general bounded domains with $p \in (2, 3]$, our conclusion is slightly less precise, and we have the following almost optimal result.
Theorem 1.2  Assume (1.2) and let $p \in (2, 3]$. Let $\Omega$ be any smooth bounded domain and let $u_0 \in X$ be such that $T = T(u_0) < \infty$ and (1.9) is satisfied. Then there exists a constant $c > 0$ and, for any $\varepsilon > 0$, there exists a constant $C_\varepsilon > 0$ such that
\begin{equation}
 c(T - t)^{-\frac{1}{p-2}} \leq \| \nabla u(t) \|_\infty \leq C_\varepsilon (T - t)^{-\frac{1}{p-2} - \varepsilon}, \quad 0 < t < T.
\end{equation}

Remark 1.3  (a) It is an open problem whether or not Theorems 1.1 and 1.2 remain true for $p > 3$ and $n \geq 2$ (for nonradial solutions). The restriction $p \leq 3$ enters in the construction of our key auxiliary function (see Case 2 of the proof of Proposition 4.3 and the corresponding footnote). Actually, for $p > 3$, our method would allow to obtain an upper GBU rate estimate with an exponent bigger than $1/(p - 2)$. However, due to the gap between the upper and lower estimates in this case, and in order not to further increase the technicality of the article, we have refrained from expanding on this.

We nevertheless remark that the restriction $p \leq 3$ has appeared before in some other results on the diffusive Hamilton–Jacobi equation (see [31, Section IV.3], [13,35] and also [17]) and that the question whether the exponent $p = 3$ in those works plays a genuine critical role, or whether such restrictions are technical, remains unclear.

(b) A sufficient condition for $u$ to satisfy the monotonicity assumption (1.9) in Theorems 1.1 and 1.2 is to take initial data $u_0 \in X \cap C^2(\Omega)$ such that
\begin{equation}
 \Delta u_0 + |\nabla u_0|^p + h \geq 0 \quad \text{in } \Omega
\end{equation}
(see for instance [40, Section 52]). We note in particular that, for any given $u_0 \in X \cap C^2(\Omega)$, (1.12) along with $T(u_0) < \infty$ is easily satisfied by taking $0 \leq h \in C^1(\bar{\Omega})$ suitably large.

(c) Theorems 1.1 and 1.2 remain true (same proof) if we replace assumption (1.9) with the weaker property that
\begin{equation}
 u_t \geq 0 \quad \text{in } \Omega_\eta \times (T - \eta, T)
\end{equation}
for some $\eta > 0$, where $\Omega_\eta := \{ x \in \Omega, \text{dist}(x, \partial \Omega) < \eta \}$. This is of interest in the homogeneous case $h \equiv 0$, where no GBU solution of (1.1) can satisfy property (1.9) (indeed, this would imply $-\Delta u \leq |\nabla u|^p$, with zero boundary conditions, hence $u \leq 0$ by the maximum principle). However, it is a nontrivial task to verify (1.13). By using the results in the present paper, combined with the techniques in [37], the existence of some classes of (radial and nonradial) GBU solutions of (1.1) in a ball for $h \equiv 0$ and $p \in (2, 3]$, satisfying (1.13) and the sharp blowup rate (1.10), will be established in a forthcoming publication.

1.4 More singular GBU rates for solutions without time monotonicity

Our second result concerns more singular rates for solutions without time monotonicity. To this end let us recall the notion of minimal GBU solution:

Definition 1.4  A solution $u$ of (1.1) is called a minimal GBU solution if $T(u_0) < \infty$ and every initial data $v_0 \in X$ such that $v_0 \leq u_0$ and $v_0 \neq u_0$ gives rise to a global classical solution, i.e. $T(v_0) = \infty$.

The existence and properties of minimal GBU solutions were studied in [21,37]. In particular the following was shown in [37].

Proposition 1.5  Let $p > 2$, $h \equiv 0$ and let $\phi \in X, \phi \neq 0$. Set
\begin{equation}
 \lambda^* = \sup\{\lambda \geq 0; \ T(\lambda \phi) = \infty\}.
\end{equation}
Then \( \lambda^* \in (0, \infty) \) and \( T(\lambda^* \phi) < \infty \). Moreover, the solution with initial data \( \lambda^* \phi \) is a minimal GBU solution.

Under additional assumptions (cf. (1.15)–(1.16) below), it was shown in [37, Theorem 2.6] that minimal GBU solutions are immediately regularized and then remain classical forever. In that sense, they can be seen as an analogue of the peaking solutions for the semilinear heat equation

\[
    u_t - \Delta u = u^p
\]  

(1.14)

(see, e.g., [19,24,34]). These peaking solutions blow up only at one instant of time, and have a classical continuation afterwards. They represent a transient and minimal form of blow-up.

Now for \( n = 1 \) and \( \Omega = (0, 1) \), consider the class of initial data \( u_0 \in W^{3, \infty}(0, 1) \) satisfying the following properties:

\[
    u_0 \text{ is symmetric w.r.t. } x = \frac{1}{2}, \quad u_0' \geq 0 \text{ on } [0, \frac{1}{2}], \quad u_0(0) = u_0''(0) + u_0'^p(0) = 0,
\]

(1.15)

there exists \( a \in (0, 1/2) \) such that \( u_0'' + u_0'^p \begin{cases} 
    \geq 0 & \text{on } [0, a] \\
    \leq 0 & \text{on } [a, \frac{1}{2}].
\end{cases} \)  

(1.16)

It was shown in [37, Theorem 2.6] that for any such \( u_0 \), if the corresponding solution is minimal, then its GBU rate satisfies (1.6).\(^1\) However, no precise rate estimate was obtained. The following result improves [37, Theorem 2.6].

**Theorem 1.6** Let \( p > 2, \ h \equiv 0 \) and \( \Omega = (0, 1) \). Let \( u_0 \in W^{3, \infty}(0, 1) \) satisfy (1.15)–(1.16). Assume that \( T = T(u_0) < \infty \) and that \( u \) is a minimal blowup solution. Then there exists a constant \( C > 0 \) such that

\[
    u_x(0, t) \geq C(T - t)^{-2/(p-2)}, \quad T/2 < t < T.
\]

(1.17)

### 1.5 Outline of proofs

In order to prove the upper estimate in Theorem 1.1, we shall construct an auxiliary functional of the form

\[
    J(x, t) := u_t - \varepsilon u^{p-1} d_{\Omega}^2 - p [1 + d_{\Omega}^2], \quad \text{where } d_{\Omega}(x) := \text{dist}(x, \partial \Omega),
\]

(1.18)

with \( \varepsilon, \kappa > 0 \) small (the case of Theorem 1.2 requires a slightly different version). We note that the last term \( d_{\Omega}^2 \) in (1.18), which acts as a perturbation term, cannot be avoided (see Proposition 4.3 for details). One aims at showing that \( J \geq 0 \) in a neighborhood of \( \partial \Omega \). Once we know that \( J \geq 0 \), one obtains a differential inequality in time for the normal derivative at any boundary point \( x_0 \), by dividing by \( d_{\Omega} \) and letting \( x \to x_0 \) in the normal direction. The conclusion then follows rather easily after integrating this differential inequality.

To prove that \( J \geq 0 \), we need to derive a suitable parabolic inequality for \( J \). This necessitates long and delicate computations. It is remarkable that these computations, which yield the optimal time rate \( 1/(p-2) \), crucially depend on the following Bernstein-type, gradient estimate in space on the solution, with sharp constant:

\[
    |\nabla u| \leq d_{\Omega}^{-1/(p-1)} \left( d_p + Cd_{\Omega}^\gamma \right) \quad \text{in } \Omega \times (0, T), \quad d_p = (p - 1)^{-1/(p-1)}, \quad \text{(1.19)}
\]

\(^1\) Assumptions (1.15)–(1.16) are motivated by intersection-comparison or zero-number arguments crucially used in the proof.
for some $C, \alpha > 0$ (whereas a constant larger than $d_p$ in (1.19) would only yield a nonoptimal time rate exponent, larger than $1/(p - 2)$). The estimate (1.19), which is of independent interest and was not known before except for very special cases, is also established in this paper, in particular for any convex domain and $p \in (2, 3)$. This close connection between the temporal and spatial estimates (1.10) and (1.19) seems to be a completely new observation.

Let us observe that the functional $J$ in (1.18) has a more involved form than the functional $J = u_t - \epsilon u$, used in the classical work [23] (see also [40,44]) to establish the blow-up rate for time increasing solutions of the semilinear heat Eq. (1.14). This may be seen as a counterpart of the strong difference in the nature of blow-up between Eqs. (1.1) and (1.14) (boundary gradient blow-up vs. $L^\infty$ blow-up). We point out that the functional $J$ in (1.18) is also quite different from the one-dimensional functional

$$G(x, t) = u_t - \epsilon \left[ u + (1 + u_x^{-\sigma}(0, t)) \left(1 - \frac{u_x(x, t)}{u_x(0, t)}\right)\right],$$

used in [26] for problem (1.4) in $\Omega = (0, 1)$. An advantage of the functional $G$ is that it works for any $p > 2$, but there seems to be no way to use a functional of this type in higher dimensions (except for radial solutions in a ball; cf. [45]).

As for the proof of Theorem 1.6, we use some refinements of the arguments from [37], which were based on zero-number properties of $u_t$ combined with gradient estimates for linear parabolic equations with drift. Here, a new ingredient is the observation that, under the assumptions of Theorem 1.6, the minimal solution actually satisfies $u_t \leq M(T - t)$ and not just $u_t \leq M$ (see Lemma 5.3).

The rest of the paper is organized as follows. In section 2, we set notation and gather a number of preliminary properties. In section 3, we establish the required sharp, Bernstein-type, gradient estimates on the solutions. In section 4, we construct the key auxiliary functions with the help of the above gradient estimates, and then use these auxiliary functions to prove Theorems 1.1 and 1.2. Finally, section 5 is devoted to the proof of Theorem 1.6.

### 2 Notation and preliminaries

We denote by $\nu(x)$ the inward unit normal vector at any point $x \in \partial \Omega$. We set

$$d_\Omega(x) := \text{dist}(x, \partial \Omega), \quad x \in \Omega,$$

and

$$\Omega_\delta := \{x \in \Omega, d_\Omega(x) < \delta\}, \quad \delta > 0.$$  

The smoothness of $\partial \Omega$ implies that $d_\Omega$ is smooth in a neighborhood of the boundary, that is there exists $\delta_0 > 0$ such that $d_\Omega \in C^2(\overline{\Omega_{\delta_0}})$. Moreover, we have $|\nabla d_\Omega| = 1$. Next it is well known that the inward unit normal vector field on $\partial \Omega$ can be extended to $\overline{\Omega_{\delta_0}}$ by setting

$$\nu = \nabla d_\Omega.$$  

For convenience, we may actually assume that $\nu$ is the restriction to $\Omega_{\delta_0}$ of a $C^2$ vector field defined on the whole $\overline{\Omega}$, still denoted by $\nu$ without risk of confusion. Such a vector field exists by a standard cut-off argument (taking $\delta_0 > 0$ smaller if necessary), but of course it is not assumed to satisfy $|\nu| = 1$ outside of $\Omega_{\delta_0}$. Throughout the paper, we shall then use the notation

$$u_\nu = \nu \cdot \nabla u \quad \text{in} \quad \overline{\Omega} \times [0, T). \quad (2.1)$$
We next define the main constants used in this paper:

\[ \beta = \frac{1}{p - 1}, \]

\[ c_p = \frac{\beta^p}{1 - \beta} = \frac{p - 1}{p - 2} (p - 1)^{-\frac{1}{p-1}}, \]

\[ d_p = \beta^p = (1 - \beta)c_p = (p - 1)^{-\frac{1}{p-1}}, \]

and recall some basic estimates of solutions of (1.1) (see, e.g., [43, Propositions 2.3 and 2.4]) that are consequences of the maximum principle:

\[ \|u(\cdot, t)\|_\infty \leq \|u_0\|_\infty + t\|h\|_\infty, \quad 0 < t < T, \]

(2.5)

and

\[ \|u_t(\cdot, t)\|_\infty \leq M_0 := \|u_t(\cdot, T/2)\|_\infty, \quad T/2 < t < T. \]

(2.6)

We next recall the following fractional Gagliardo-Nirenberg type interpolation inequality:

\[ \|\phi\|_{W^{1,\infty}(\Omega)} \leq C_0 \|\phi\|_{W^{\mu,q}(\Omega)}^{\mu} \|\phi\|_{L^{q}(\Omega)}^{1-\mu}, \quad \phi \in W^{s,q}(\Omega) \]

valid for any \( s, q \in (1, \infty) \) such that

\[ \mu \in (\frac{1}{s}, 1), \quad q > \frac{n}{\mu s - 1}. \]

(2.8)

It follows by combining the usual fractional interpolation inequality (see [12] and the references therein)

\[ \|\phi\|_{W^{\mu,q}(\Omega)} \leq C \|\phi\|_{W^{s,q}(\Omega)}^{\mu} \|\phi\|_{L^{q}(\Omega)}^{1-\mu}, \quad \phi \in W^{s,q}(\Omega), \]

valid for any \( \mu \in (0, 1) \), with the Morrey-Sobolev inequality

\[ \|v\|_{L^{\infty}(\Omega)} \leq C \|v\|_{W^{k,q}(\Omega)}, \quad v \in W^{k,q}(\Omega), \]

valid for any \( k > n/q \), and applied with \( k = \mu s - 1 \).

We finally give the following useful weighted \( L^q \) parabolic regularity result.

**Lemma 2.1** Let \( 0 < T_1 < T_2, q \in (1, \infty) \) and set \( Q = \Omega \times (0, T_2), Q' = \Omega \times (T_1, T_2). \) Let \( \gamma > 0 \) and assume that \( z \in C^{2,1}(Q) \cap C(\overline{\Omega} \times (0, T_2)) \) satisfies

\[ d_{\Omega}^\gamma(z_t - \Delta z), d_{\Omega}^{\gamma-1}\nabla z \text{ and } d_{\Omega}^{\gamma-2}z \in L^q(Q). \]

(2.9)

Then

\[ d_{\Omega}^\gamma D^2z \text{ and } d_{\Omega}^\gamma z_t \in L^q(Q'). \]

(2.10)

The result is probably known but we give the short proof for completeness.

**Proof** Setting \( Q_0 := \Omega_{b_0} \times (0, T_2), H := \partial_t - \Delta \) and \( \phi := d_{\Omega}^\gamma z \in C^{2,1}(Q_0) \). We compute

\[ H\phi = d_{\Omega}^\gamma Hz - 2\nabla (d_{\Omega}^\gamma z) \cdot \nabla z - z\Delta (d_{\Omega}^\gamma z) \]

\[ = d_{\Omega}^\gamma Hz - 2\gamma (d_{\Omega}^{\gamma-1}\nabla z) \cdot (d_{\Omega}^{\gamma-1}\Delta z + (\gamma - 1) d_{\Omega}^{\gamma-2}|\nabla d_{\Omega}^\gamma z|) \]

in \( Q_0 \). Therefore,

\[ |H\phi| \leq d_{\Omega}^\gamma |Hz| + C d_{\Omega}^{\gamma-1}|\nabla z| + C d_{\Omega}^{\gamma-2}|z| , \]

\( \square \) Springer
hence $H\phi \in L^q(Q)$ by our assumption. Since $\phi = 0$ on $\partial \Omega \times (0, T)$, it follows from standard interior-boundary $L^q$ parabolic regularity that $\phi_t = d_{\Omega}^\gamma z_t \in L^q(Q_1)$ and $D^2\phi \in L^q(Q_1)$, where $Q_1 := \Omega_{T_1} \times (T_1, T_2)$. On the other hand, writing

$$(d_{\Omega}^\gamma z)_{ij} = (d_{\Omega}^\gamma)_{ij}z + (d_{\Omega}^\gamma)_{i}z_{j} + (d_{\Omega}^\gamma)_{i}z_{j},$$

we get

$$d_{\Omega}^\gamma|z_{ij}| \leq |(d_{\Omega}^\gamma z)_{ij}| + C|d_{\Omega}^\gamma|\nabla z| + C|d_{\Omega}^\gamma|z| \in L^q(Q_1).$$

Since (2.9) and interior $L^q$ parabolic regularity also guarantee that $D^2z \in L^q_{loc}(\Omega \times (0, T_2))$, the desired property (2.10) follows.

3 Sharp gradient estimates

This section is devoted to gradient estimates that will play a key role in the proofs of Theorems 1.1 and 1.2. It has been shown in [43, Theorem 3.2], by means of a local Bernstein-type argument, that for any maximal classical solution $u$ to (1.1), the following estimate holds

$$|\nabla u| \leq C_1(p, n)d_{\Omega}^{-\beta} + C_2 \quad \text{in } \Omega \times (0, T), \quad (3.1)$$

where $C_2 = C_2(p, \Omega, ||u_0||_{C^{1}}, ||h||_{C^{1}}) > 0$. A more precise control on the constant $C_1$ in (3.1) was obtained by [33,35] and lately by [21]. By the result of [21, Theorem 1.2], whose proof relies on a Liouville-type theorem and rescaling arguments, we have the following estimates for any smooth bounded domain $\Omega$. For any $\eta > 0$, there exists $C = C(\eta, u_0, h, p, \Omega) > 0$ such that

$$|\nabla u| \leq (1 + \eta)d_{\Omega}d_{\Omega}^{-\beta} + C \quad \text{in } \Omega \times (0, T). \quad (3.2)$$

This result was stated in [21] for $h \equiv 0$ but a straightforward modification of the proof gives the same conclusion in the general case. We stress that the upper estimate (3.2) is essentially optimal: indeed, it is shown in [21] that, if $a \in \partial \Omega$ is any GBU point, then

$$\lim_{s \to 0}s^{\beta}|\nabla u(a + sv_{a}, T)| = d_{p}.$$

However, the sharp value of the constant in front of the term $d_{\Omega}^{-\beta}$ of (3.2) will turn out to be crucial in order to obtain the desired exponent $1/(p - 2)$ in the GBU rate (1.10) (and not only $1/(p - 2) + \varepsilon$ for all $\varepsilon > 0$). Namely, we look for the validity of estimate (3.2) with $\eta = 0$ (up to replacing the constant $C$ by a different lower order term). Such an estimate was obtained in [37] in very particular situations (namely, under suitable symmetry assumptions on the domain $\Omega \subset \mathbb{R}^2$ and the initial data $u_0$, assuming in addition that $\Omega \subset \mathbb{R}_{+}^2$ has a flat part near the origin and that $u_0$ is sufficiently concentrated near the origin). It turns out that we can establish the required estimate with sharp constant for any convex domain when $p \in (2, 3)$.

**Theorem 3.1** Assume (1.2), $p \in (2, 3)$ and $\Omega$ convex. Let $u_0 \in X$ be such that $T = T(u_0) < \infty$. Then, for any $\alpha \in (0, \frac{3 - p}{4(p - 1)})$, there exists $C > 0$ such that

$$|\nabla u| \leq d_{\Omega}^{-\beta}(d_{p} + C d_{\Omega}^{\alpha}) \quad \text{in } \Omega \times (0, T). \quad (3.3)$$

Next, in the special situation when the domain is invariant under rotations, we have a sharp estimate similar to that in Theorem 3.1. Its proof will be somewhat easier than that of Theorem 3.1 and, unlike the latter, it is valid for any $p > 2$. 

\[ \text{Springer} \]
Theorem 3.2 Assume that $p > 2$ and that $\Omega$ is a ball or an annular domain. Let $u_0 \in X$ be such that $T = T(u_0) < \infty$. Then, for any $\alpha \in (0, \frac{p}{2})$, there exists $C > 0$ such that (3.3) holds.

To prove Theorem 3.1, we need two lemmas. The first one provides a control on the tangential derivatives. It can be proved by adapting a device from [31] (for the corresponding elliptic problem), using the scaling of the equation, the convexity of $\Omega$ and a comparison principle.

Lemma 3.3 Define the tangential part of the gradient by
\[
\nabla_\tau u = \nabla u - (v \cdot \nabla u)v. \tag{3.4}
\]

Under the assumptions of Theorem 3.1, there exists $C > 0$ such that
\[
|\nabla_\tau u| \leq C d_\Omega^{-1/2} \quad \text{in } \Omega_{\delta_0} \times (0, T). \tag{3.5}
\]

We note that the proof of Lemma 3.3 actually works for all $p > 2$ but, in view of (3.2), estimate (3.5) is only of interest for $p < 3$ (since otherwise $1/2 \geq \beta$).

Proof We adapt the argument of [31, Proposition IV.2]. Fix $y \in \Omega$. Let $\lambda \in (0, 1)$ and set $\sigma := \frac{p - 2}{p - 1}$. For any $(x, t) \in \overline{\Omega} \times [0, T)$, we have $(y + \lambda(x - y), \lambda^2 t) \in \overline{\Omega} \times [0, T)$ owing to the convexity of $\Omega$. We may thus set
\[
u_\lambda(x, t) = \lambda^{-\sigma} u(y + \lambda(x - y), \lambda^2 t), \quad (x, t) \in \overline{\Omega} \times [0, T).
\]
We have that in $\Omega \times [0, T)$, $u_\lambda$ satisfies
\[
\partial_t u_\lambda - \Delta u_\lambda = |\nabla u_\lambda|^p + \lambda^{2-\sigma} h(y + \lambda(x - y)).
\]
Moreover, using $h \in C^1(\overline{\Omega})$ and the fact that $|y - x| \leq \text{diam}(\Omega)$, we get
\[
\lambda^{2-\sigma} h(y + \lambda(x - y))
= h(x) - h(x) + h(x + (1 - \lambda)(y - x)) + (\lambda^{2-\sigma} - 1) h(y + \lambda(x - y))
\geq h(x) - (1 - \lambda)|y - x| \|\nabla h\|_\infty - (1 - \lambda^{2-\sigma}) \|h\|_\infty \geq h(x) - C(1 - \lambda).
\]
Consequently
\[
\partial_t u_\lambda - \Delta u_\lambda - |\nabla u_\lambda|^p \geq h(x) - C(1 - \lambda) \quad \text{in } \Omega \times (0, T).
\]
Next, using $u_0 \geq 0$, $u_0 \in C^1(\overline{\Omega})$, and the fact that $\lambda^{-\sigma} \geq 1$ we obtain that, for all $x \in \Omega$,
\[
u_\lambda(x, 0) = \lambda^{-\sigma} u_0(y + \lambda(x - y)) \geq u_0(x + (1 - \lambda)(y - x))
\geq u_0(x) - u_0(x) + u_0(x + (1 - \lambda)(y - x))
\geq u_0(x) - C(1 - \lambda) \quad \text{for all } x \in \Omega.
\]
Since, moreover,
\[
u_\lambda(x, t) \geq 0 = u(x, t) \quad \text{for all } (x, t) \in \partial \Omega \times (0, T),
\]
it follows that
\[
W(x, t) := u_\lambda(x, t) + C(1 - \lambda)(t + 1)
\]
is a supersolution to (1.1). From the comparison principle we get that \( W \geq u \), that is:
\[
  u(x + (1-\lambda)(y-x), \lambda^2 t) \geq \lambda^\sigma u(x, t) - C\lambda^\sigma (1-\lambda)(t+1).
\]
Using the bounds (2.5), (2.6), it follows that
\[
  u(x + (1-\lambda)(y-x), t) - u(x, t) \\
  \geq u(x + (1-\lambda)(y-x), \lambda^2 t) - u(x, t) - C_1(1-\lambda^2)t \\
  \geq (\lambda^\sigma - 1)u(x, t) - C\lambda^\sigma (1-\lambda)(t+1) - C_1(1-\lambda^2)t \\
  \geq -C_2(1-\lambda).
\]
Dividing by \((1-\lambda)\) and sending \( \lambda \to 1 \), we get that for any \( x, y \in \Omega \), it holds
\[
  (y-x) \cdot \nabla u(x, t) \geq -C_2. \tag{3.6}
\]
Now, since \( \Omega \) is smooth, it satisfies an interior sphere condition of radius \( R \) for some \( R > 0 \). For any \( x \in \Omega_R \) and any vector \( \xi \perp v(x) \), we see that the segment \( (x - s\xi, x + s\xi) \subset \Omega \) with
\[
s = \sqrt{R^2 - (R - d_\Omega(x))^2} = \sqrt{2Rd_\Omega(x) - d_\Omega^2(x)} > R\sqrt{d_\Omega(x)} =: s_0(x).
\]
For any \( x \in \Omega_R \) and \( t \in (0, T) \), take \( \xi := \frac{\nabla_\tau u(x, t)}{||\nabla_\tau u(x, t)||} \perp v(x) \) (in case \( \nabla_\tau u(x, t) \neq 0 \), otherwise there is nothing to prove). Choosing \( y = x - s_0\xi \) in (3.6), we deduce (omitting the variables \( x, t \) for conciseness) that
\[
  \sqrt{Rd_\Omega}||\nabla_\tau|u| = \sqrt{Rd_\Omega} \frac{\nabla_\tau u}{||\nabla_\tau u||} \cdot (\nabla_\tau u + (v \cdot \nabla u)v) = s_0\xi \cdot \nabla u \leq C_2,
\]
hence (3.5) (using also (3.1) in case \( R < \delta_0 \)). \( \square \)

Next, we want to estimate the normal derivative. The main idea is to use the PDE together with an estimate for the tangential part of \( \Delta u \) to derive a differential inequality for \( u_\nu \). Our second lemma provides the required estimate on the tangential part of \( \Delta u \).

**Lemma 3.4** Assume that
\[
  ||\nabla_\tau u|| \leq C d_\Omega^{-k} \quad \text{in} \quad \Omega_{\delta_0} \times (0, T), \tag{3.7}
\]
for some \( k \in [0, \beta) \). Then for any \( \gamma > \frac{\beta+k}{2} \), there exists a constant \( C_1 > 0 \) such that
\[
  ||\Delta u - u_{vvv}|| \leq C_1 d_\Omega^{-1-\gamma} \quad \text{in} \quad \Omega_{\delta_0} \times (T/2, T). \tag{3.8}
\]
where \( u_{vv} = v(D^2 u)v \). In particular, under the assumptions of Theorem 3.1, inequality (3.8) is true for any \( \gamma > \gamma_0 := \frac{\beta}{2} + \frac{1}{4} \).

We note that \( \gamma_0 < \beta \) for \( p \in (2, 3) \). To prove Lemma 3.4, the rough idea is to first estimate the higher derivatives \( D^3 u \) by combining parabolic regularity and the Bernstein estimate (3.1), and then to interpolate \( D(\nabla_\tau u) \) between \( D^3 u \) and \( \nabla_\tau u \). However, for technical reasons, we cannot conveniently estimate \( D^3 u \) itself (unless requiring higher regularity on \( h \)), but we shall “almost” estimate it by working in the Sobolev spaces \( W^{3-\eta, q} \) with \( \eta > 0 \) small.

**Proof** Let us define
\[
  \Omega^\varepsilon := \{ x \in \Omega, \ d_\Omega(x) > \varepsilon \}, \quad \varepsilon > 0.
\]
For convenience, we shall as usual denote partial derivatives of functions by subscripts, that is
\[ u_i = \frac{\partial u}{\partial x_i} = \partial_i u. \]
Also the spatial gradient will be denoted indifferently by \( D \) or \( \nabla \).

**Step 1. Higher Sobolev estimate of \( u \).** We claim that, for any \( \eta \in (0, 1) \) and \( q \in (1, \infty) \), there exists a constant \( C > 0 \) such that
\[
\|u(\cdot, t)\|_{W^{3,q}(\Omega^\varepsilon)} \leq C e^{-\beta - 2}, \quad T/2 < t < T, \ \varepsilon \in (0, \delta_0).
\] (3.9)

By (3.1), the functions \( d_{t}^{\beta-1}|u|, d_{t}^{\beta} |\nabla u| \) and \( d_{t}^{\beta+1} |u_t - \Delta u| = d_{t}^{\beta} |\nabla u|^p \) are bounded in \( \Omega \times (0, T) \). We may thus apply Lemma 2.1 with \( z = u, \gamma = \beta + 1 \) to deduce that for any \( q \in (1, \infty) \),
\[
d_{t}^{\beta+1} D^2 u \in L^q(Q'), \quad \text{where } Q' := \Omega \times (T/4, T).
\] (3.10)

Therefore, for any \( i \in \{1, \ldots, n\} \), we have
\[
d_{t}^{\beta+2} |\partial_i u_t - \Delta u_i| \leq d_{t}^{\beta+2} [p|\nabla u|^p - 1|\nabla u_i| + |h_i|] \leq C d_{t}^{\beta+1} (|D^2 u| + 1) \in L^q(Q').
\]

Since also \( d_{t}^{\beta}|u_t| \) and \( d_{t}^{\beta+1}|\nabla u_i| \in L^q(Q') \), we may thus apply Lemma 2.1 with \( z = u_t \) and \( \gamma = \beta + 2 \) to deduce that
\[
d_{t}^{\beta+2} D^3 u \text{ and } d_{t}^{\beta+2} \partial_t u \in L^q(\Omega \times (T/2, T)).
\] (3.11)

Now, setting \( I = (T/2, T) \), it follows from (3.1), (3.10), (3.11) that
\[
\|Du\|_{L^q(I; W^{2,q}(\Omega^\varepsilon))} + \|Du\|_{W^{1,q}(I; L^\infty(\Omega^\varepsilon))} \leq C e^{-\beta - 2}, \quad \varepsilon \in (0, \delta_0)
\] (3.12)
(here and hereafter, the generic constant \( C \) is independent of \( \varepsilon \) but may depend on \( q, \eta \)). For any \( \theta \in (0, 1) \), we next use the imbedding
\[
L^q(I; W^{2,q}(\Omega^\varepsilon)) \cap W^{1,q}(I; L^\infty(\Omega^\varepsilon)) \hookrightarrow W^{\theta,q}(I; W^{2(1-\theta),q}(\Omega^\varepsilon)).
\]

Observe that the constant in this imbedding can be chosen uniform for all \( \varepsilon \in (0, \varepsilon_0) \), with \( \varepsilon_0 \in (0, \delta_0) \) sufficiently small (this follows from the uniform boundedness of the corresponding second order extension operators). It thus follows from (3.12) that
\[
\|Du\|_{W^{\theta,q}(I; W^{2-2\theta,q}(\Omega^\varepsilon))} \leq C e^{-\beta - 2}, \quad \varepsilon \in (0, \delta_0).
\] (3.13)

Since for \( q > 1/\theta \) we have the imbedding \( W^{\theta,q}(I; W^{2-2\theta,q}(\Omega^\varepsilon)) \hookrightarrow L^\infty(I; W^{2-2\theta,q}(\Omega^\varepsilon)) \) (uniform in \( \varepsilon \)), the claim (3.9) follows.

**Step 2. Estimate of \( \Delta u - u_{vv} \).** We shall denote by \( v^i \) the coordinates of \( v \) and use the convention of summation on repeated indices.

Recalling (2.1) and (3.4), we can define the functions \( \nabla u = \nabla \Delta u - (v \cdot \nabla u) \) in \( \Omega \times (0, T) \) and we have \( \nabla u = \nabla u - (v \cdot \nabla u) \) \( (u_i - u_j v^i v^j) e_i \). It follows that
\[
\Delta u - u_{vv} = u_{ii} - u_{ij} v^i v^j = (u_i - u_j v^i v^j)_i + u_j (v^i v^j)_i = \nabla \cdot (\nabla u) + u_j (v^i v^j)_i,
\]

hence
\[
|\Delta u - u_{vv}| \leq C (|D(\nabla u)| + |\nabla u|).
\] (3.14)

Let \( q \in (1, \infty) \), \( \eta \in (0, 1) \), \( t \in (T/2, T) \) and \( \varepsilon \in (0, \delta_0) \). In what follows \( C > 0 \) will denote a generic constant independent of \( t, \varepsilon \) but depending on \( q, \eta \) (and \( \mu \) below). We shall estimate \( \nabla \Delta u(\cdot, t) \) in \( W^{1,\infty}(Q^\varepsilon) \) by interpolating between its \( L^\infty \) norm and its \( W^{2-\eta,q} \) norm for \( \eta \) small and \( q \) large. To this end, for each \( i, k \in \{1, \ldots, n\} \), we first compute
\[
\partial_k (u_jv^i v^j - u_i) = u_{jk} v^i v^j + u_j (v^i v^j)_k - u_{ik},
\]
so that, by (3.9),
\[ \| \nabla u(\cdot, t) \|_{W^{2-\eta,q}(\Omega^c)} \leq C \| u(\cdot, t) \|_{W^{3-\eta,q}(\Omega^c)} \leq C e^{-\beta - 2}. \]  
(3.15)
We now use the Gagliardo–Nirenberg type interpolation inequality (2.7)–(2.8) with \( s = 2 - \eta \) which implies
\[ \| \phi \|_{W^{1,\infty}(\Omega^c)} \leq C_0 \| \phi \|_{W^{2-\eta,q}(\Omega^c)}^{\mu} \| \phi \|_{L^{\infty}(\Omega^c)}^{1-\mu}, \quad \phi \in C^2(\overline{\Omega^c}), \]
valid for any
\[ \mu \in \left( \frac{1}{2-\eta}, 1 \right), \quad q \in \left( \frac{n}{2-\eta} - 1, \infty \right) \]  
(3.16)
(note that, as above, the constant \( C_0 = C_0(\eta, q, \mu) \) can be taken independent of \( \varepsilon > 0 \) small). Applying this with \( \phi = \nabla u(\cdot, t) \) and using (3.7), (3.15), we get
\[ \| D(\nabla u)(\cdot, t) \|_{L^{\infty}(\Omega^c)} \leq C_0 \| \nabla u(\cdot, t) \|_{W^{2-\eta,q}(\Omega^c)}^{\mu} \| \nabla u(\cdot, t) \|_{L^{\infty}(\Omega^c)}^{1-\mu} \leq C \varepsilon^{-\mu} \varepsilon^{(\beta+2)-(1-\mu)k}. \]
Going back to (3.14) and using (3.1) again, we obtain
\[ \| (\Delta u - u \nu \nu)(\cdot, t) \|_{L^{\infty}(\Omega^c)} \leq C \varepsilon^{-\mu} \varepsilon^{(\beta+2)-(1-\mu)k}. \]
Since \( \mu \to \left( \frac{1}{2} \right)_+ \) as \( \eta \to 0 \) in (3.16), the lemma follows.

We can now complete the proof of Theorem 3.1 in the convex domain case.

**Proof of Theorem 3.1**  In \( \Omega_{\delta_0} \times (T/2, T) \), we have
\[ u_{\nu \nu} + |u_{\nu}|^p \leq u_{\nu \nu} - \Delta u + \Delta u + |\nabla u|^p = u_{\nu \nu} - \Delta u + u_t - h. \]
Pick any \( \gamma \in \left( \frac{p}{2} + \frac{1}{4}, \beta \right) \) (which is nonempty for \( p \in (2, 3) \)). By (3.8) in Lemma 3.4 and (2.6) it follows that
\[ u_{\nu \nu} + |u_{\nu}|^p \leq C + C d_{\Omega}^{-1-\gamma}(x) \leq M d_{\Omega}^{-1-\gamma}(x). \]  
(3.17)
Now fix \( (x, t) \in \Omega_{\delta_0} \times (T/2, T) \) and let \( \bar{x} \in \partial \Omega \) be the projection of \( x \) onto the boundary. Set
\[ g(s) = \nu(\bar{x}) \cdot \nabla u(\bar{x} + s \nu(\bar{x}), t) = u_{\nu}(\bar{x} + s \nu(\bar{x}), t), \quad 0 < s \leq d_{\Omega}(x). \]
Then (3.17) yields
\[ g' + g^p \leq M s^{-1-\gamma}, \quad 0 < s \leq d_{\Omega}(x). \]  
(3.18)
Next, define the function
\[ w(s) := d_p s^{-\beta} + M s^{-\gamma}, \quad s > 0. \]
Using \( \gamma \leq \beta, p\beta = 1 + \beta, \beta d_p = d_p^p \), we get
\[ w' + w^p \geq -\beta d_p s^{-1-\beta} - M \gamma s^{-1-\gamma} + d_p^p s^{-p\beta} + M d_p^{p-1} s^{-(p-1)\beta-\gamma} = M(\beta + 1 - \gamma)s^{-1-\gamma}, \]

hence
\[ w' + w^p \geq M s^{-1-\gamma}, \quad s > 0. \]  
(3.19)
We now claim that
\[ g \leq w \quad \text{in} \quad (0, d_{\Omega}(x)). \]  
(3.20)
Indeed, set \( f := g - w \) and assume for contradiction that there exists \( b \in (0, d_\Omega(x)) \) such that \( f(b) > 0 \). Since the function \( g \) is bounded on \((0, d_\Omega(x))\) owing to \( u(\cdot, t) \in C^1(\bar{\Omega}) \), there exists \( \varepsilon \in (0, b) \) such that \( f(\varepsilon) < 0 \). By continuity, there exists \( c \in (\varepsilon, b) \) such that \( f(c) = 0 \) and \( f > 0 \) on \((c, b)\). By (3.18) and (3.19), we then get \( f' \leq u^p - g^p < 0 \) on \((c, b)\), hence \( f(b) < f(c) = 0 \), which is a contradiction.

Through (3.20), we have thus proved that

\[
\begin{align*}
    u_v(x, t) &\leq d_\Omega d_\Omega^{-\gamma}(x) + M d_\Omega^{-\gamma}(x) & \text{in } \Omega_{\delta_0} \times (T/2, T).
\end{align*}
\]

(3.21)

On the other hand, it follows from the proof of [21, Theorem 1.3] that

\[
C_1 := \inf_{\Omega \times (0, T)} u_v > -\infty.
\]

By combining (3.21), (3.22) and (3.18), we obtain

\[
|\nabla u(x, t)| \leq d_\Omega d_\Omega^{-\gamma} + M d_\Omega^{-\gamma} + C_1 + C d_\Omega^{-1/2} \leq d_\Omega d_\Omega^{-\gamma} + C_2 d_\Omega^{-\gamma} & \text{in } \Omega_{\delta_0} \times (T/2, T),
\]

hence (3.3).

We now turn to the proof of Theorem 3.2, which is easier than that of Theorem 3.1, taking advantage of the invariance of the homogeneous part of the equation under translations (see also Remark 3.5).

**Proof of Theorem 3.2** We proceed in two steps. First we show that the tangential derivatives are bounded. Then we give a precise control on the gradient in the normal direction \( u_v \).

Let \( \Theta \) be a rotation and define \( u_\Theta(x, t) = u(\Theta x, t) \). The function \( u_\Theta \) solves

\[
\partial_t u_\Theta - \Delta u_\Theta = |\nabla u_\Theta|^p + h \circ \Theta.
\]

Letting

\[
v = u_\Theta - \|u_0 \circ \Theta - u_0\|_\infty - t\|h \circ \Theta - h\|_\infty,
\]

we thus have

\[
v_t - \Delta v - |\nabla v|^p = h \circ \Theta - \|h \circ \Theta - h\|_\infty \leq h & \quad \text{in } \Omega \times (0, T),
\]

as well as \( v(\cdot, 0) = u_0 \circ \Theta - \|u_0 \circ \Theta - u_0\|_\infty \leq u_0 \) in \( \Omega \). Since \( v \leq 0 \) on \( \partial \Omega \times (0, T) \), it then follows from the comparison principle that \( v \leq u \) hence,

\[
u - u_\Theta \geq -\|u_0 \circ \Theta - u_0\|_\infty - T\|h \circ \Theta - h\|_\infty \geq -C\|\Theta - I\|_{L_\infty(\Omega)} & \quad \text{in } \Omega \times (0, T),
\]

where \( C = \|\nabla u_0\|_\infty + T\|h\|_\infty \) and \( I \) is the identity. This easily yields

\[
|u_t| \leq C & \quad \text{in } \Omega \times (0, T),
\]

(3.23)

for any tangential derivative.

By Lemma 3.4 with \( k = 0 \), we deduce that, for any \( \gamma > \frac{\beta}{2} \),

\[
|\Delta u - u_{vv}| \leq C d_\Omega^{-1-\gamma} & \quad \text{in } \Omega_{\delta_0} \times (T/2, T).
\]

(3.24)

Arguing as in the proof of Theorem 3.1, we then obtain that \( |u_v| \leq d_\Omega d_\Omega^{-\gamma} + C d_\Omega^{-\gamma} \), hence

\[
|\nabla u| \leq |u_v| + |u_t| \leq d_\Omega d_\Omega^{-\gamma} + C d_\Omega^{-\gamma}
\]

for any \( \gamma > \frac{\beta}{2} \), and the conclusion follows.
Remark 3.5 Under the stronger assumption $h \in C^2(\overline{\Omega})$, in the proof of Theorem 3.2, the boundedness of all tangential second order derivatives $u_{\tau\tau}$ can be shown by a similar comparison argument as that leading to (3.23), hence giving (3.24) without making use of Lemma 3.4. However, this simplification does not seem possible if $h$ is merely $C^1$.

4 Blow-up rates for time-increasing solutions: proof of Theorems 1.1 and 1.2

In this section we prove Theorems 1.1 and 1.2. By the same token, we shall actually also prove the following result.

Proposition 4.1 Let $p \in (2, 3]$ and $\Omega$ be a smooth bounded domain. Let $u_0 \in X$ be such that $T(u_0) < \infty$. Assume that there exist $\eta, \alpha, C > 0$ such that

\[ u_t \geq 0 \quad \text{in } \Omega_\eta \times (T - \eta, T) \quad (4.1) \]

and

\[ |\nabla u| \leq d_{\Omega}^{-\beta} (d_p + Cd_{\Omega}^\alpha) \quad \text{in } \Omega \times (0, T). \quad (4.2) \]

Then there exist constants $C_1, C_2 > 0$ such that

\[ C_1(T - t)^{-1/(p - 2)} \leq \|\nabla u(t)\|_{\infty} \leq C_2(T - t)^{-1/(p - 2)}, \quad 0 < t < T. \quad (4.3) \]

Proposition 4.1 shows that the time-monotonicity is needed only in a neighborhood of the boundary (cf. Remark 1.3(c)). It also shows that for $p \leq 3$ the sharp gradient estimate (4.2) automatically guarantees the sharp GBU rate. Note that Theorem 4.1 may be of future interest, since (4.2) might be true for general (nonconvex) domains although this is presently unknown.

4.1 Construction of auxiliary functions

Let $u$ be the maximal classical solution of (1.1). We define the linear parabolic operator $\mathcal{P}$ as

\[ \mathcal{P}\phi := \phi_t - \Delta \phi - p|\nabla u|^{p-2} \nabla u \cdot \nabla \phi. \]

Notice that $\mathcal{P}$ is the linearized operator associated with the solution $u$, and that $\mathcal{P}(u_t) = 0$ and

\[ \mathcal{P}u = (1 - p)|\nabla u|^p + h(x). \quad (4.4) \]

We shall use the notation

\[ G = G(x, t) = |\nabla u|, \quad X = X(x, t) = \frac{|\nabla u| d_{\Omega}}{u}. \]

The following lemma is the building block for constructing the various auxiliary functions that we will use.
Lemma 4.2 (i) For any \( a, b \in \mathbb{R} \), we have, in \( \Omega_0 \times (0, T) \),
\[
-\frac{\mathcal{P}(u^a d_{\Omega}^b)}{u^a d_{\Omega}^{b-2}} = a \left[ (p-1) \frac{d_{\Omega}^2 G}{u} + (a-1) \left( \frac{d_{\Omega} G}{u} \right)^2 - \frac{h(x)}{u} d_{\Omega}^2 + 2b \frac{d_{\Omega} \nabla u \cdot \nabla d_{\Omega}}{u} \right] + b \left[ d_{\Omega} \Delta d_{\Omega} + p d_{\Omega} |\nabla u|^{p-2} \nabla u \cdot \nabla d_{\Omega} + (b-1) \right].
\]

(ii) Let \( \sigma \in [0, p-1) \), \( \kappa \in [0, p-2) \). There exists a constant \( M > 0 \) (depending on \( u_0 \)), such that
\[
-\frac{\mathcal{P}[u^{p-1-\sigma} d_{\Omega}^{2+\kappa-p}]}{u^{p-1-\sigma} d_{\Omega}^{p-2}} \geq F(X) + d_{\Omega} G^{p-1} [(p-1-\sigma)(p-2-\sigma)X - p(p-2-\kappa)] - Md_{\Omega}
\]
in \( \Omega_0 \times [T/2, T) \), where
\[
F(X) := (p-1-\sigma)(p-2-\sigma)X^2 - 2(p-1-\sigma)(p-2-\kappa)X + (p-1-\kappa)(p-2-\kappa).
\]

Proof (i) Recall that \( d_{\Omega} \in C^2(\Omega_0) \). We compute, using (4.4),
\[
\mathcal{P}(u^a) = au^{a-1} \mathcal{P} u - a(a-1)u^{a-2} |\nabla u|^2 = -au^{a-1} \left[(p-1)G^p + (a-1)u^{-1}G^2 - h(x)\right]
\]
and
\[
\mathcal{P}(d_{\Omega}^b) = -bd_{\Omega}^{b-1} \left[ \Delta d_{\Omega} + p |\nabla u|^2 \nabla u \cdot \nabla d_{\Omega} \right] = b(b-1) |\nabla d_{\Omega}|^2 d_{\Omega}^{b-2}.
\]
Using the identity
\[
\mathcal{P}(\phi \psi) = \psi \mathcal{P} \phi + \phi \mathcal{P} \psi - 2 \nabla \phi \cdot \nabla \psi
\]
for any \( C^2 \) functions \( \phi, \psi \), it follows that
\[
\mathcal{P}(u^a d_{\Omega}^b) = -2abu^{a-1}d_{\Omega}^{b-1} \nabla u \cdot \nabla d_{\Omega} - au^{a-1}d_{\Omega}^{b} \left[(p-1)G^p + (a-1)u^{-1}G^2 - h(x)\right] - bu^{a-1}d_{\Omega}^{b-1} \left[ \Delta d_{\Omega} + p |\nabla u|^2 \nabla u \cdot \nabla d_{\Omega} \right] = b(b-1)u^a |\nabla d_{\Omega}|^2 d_{\Omega}^{b-2},
\]
and hence (4.5), (4.6), using
\[
|\nabla d_{\Omega}| = 1 \quad \text{in} \quad \Omega_0.
\]

(ii) We have
\[
|\Delta d_{\Omega}| \leq C(\Omega) \quad \text{in} \quad \Omega_0.
\]

Also, by Hopf’s Lemma, there exists \( c_0 > 0 \) such that
\[
u \geq c_0 d_{\Omega} \quad \text{in} \quad \Omega \times [T/2, T),
\]
and hence \( |h(x)|d_{\Omega}^{-1} u^{-1} \leq c_0^{-1} \|h\|_{\infty} d_{\Omega} \). Recalling (4.6), it then follows from (4.5) with \( a = p-1-\sigma > 0 \) and \( b = 2+\kappa-p < 0 \) that
\[
-\frac{\mathcal{P}[u^{p-1-\sigma} d_{\Omega}^{2+\kappa-p}]}{u^{p-1-\sigma} d_{\Omega}^{p-2}} \geq (p-1-\sigma) \left[(p-1) \frac{d_{\Omega}^2 G}{u} + (p-2-\sigma) \left( \frac{d_{\Omega} G}{u} \right)^2 - 2(p-2-\kappa) \left( \frac{d_{\Omega} G}{u} \right) \right] - p(p-2-\kappa)G^{p-1}d_{\Omega} + (p-1-\kappa)(p-2-\kappa) - Md_{\Omega}
\]
\[
\geq (p-1-\sigma)(p-2-\sigma)X^2 - 2(p-1-\sigma)(p-2-\kappa)X + (p-1-\kappa)(p-2-\kappa) + d_{\Omega} G^{p-1} [(p-1-\sigma)(p-1)X - p(p-2-\kappa)] - Md_{\Omega}
\]
in $\Omega_0 \times [T/2, T)$, which proves assertion (ii).

By suitably combining Lemma 4.2 with the gradient estimates of Section 2, we shall prove the following key proposition, whose proof is rather technical and which will enable us to construct our auxiliary functions. Let us point out that the quantities on the LHS of (4.9) and (4.11) will provide the main terms in the auxiliary functions, whereas that in (4.8), which has a different homogeneity and provides a negative contribution to $\mathcal{P}$, will be used as a perturbation term.

**Proposition 4.3** Let $p \in (2, 3]$ and let $\Omega$ be any smooth bounded domain.

(i) For any $\kappa > 0$ sufficiently small, there exist $M, \delta > 0$ (depending on $u$ and $\kappa$), such that

$$
\mathcal{P} \left[ u^{p-1} d_\Omega^{2-\rho + \kappa} \right] \leq -c(p) \kappa u^{p-1} d_\Omega^{-\rho + \kappa} \quad \text{in } \Omega_0 \times [T/2, T)
$$

where $c(p) > 0$ and

$$
\mathcal{P} \left[ u^{p-1-\kappa} d_\Omega^{2-\rho + \kappa} \right] \leq M u^{p-1-\kappa} d_\Omega^{-\rho + \kappa + 1} \quad \text{in } \Omega_0 \times [T/2, T). \tag{4.9}
$$

(ii) Assume that $u$ satisfies

$$
|\nabla u| \leq d_\Omega^{-\beta} \left( d_p + C d_\Omega^\alpha \right) \quad \text{in } \Omega \times (0, T), \tag{4.10}
$$

for some $\alpha \in (0, \beta]$ and $C > 0$. Then there exist $M, \delta > 0$ such that

$$
\mathcal{P} \left[ u^{p-1} d_\Omega^{2-\rho} \right] \leq M u^{p-1} d_\Omega^{-\rho + \alpha} \quad \text{in } \Omega_0 \times [T/2, T). \tag{4.11}
$$

We note that, in view of Theorems 3.1 and 3.2, assumption (4.10) is in particular satisfied with $\alpha \in \left(0, \frac{1}{2(p-1)}\right)$ if $\Omega$ is a ball or an annulus, or with $\alpha \in \left(0, \frac{3-p}{4(p-1)}\right)$ if $\Omega$ is convex and $p < 3$.

**Proof** We shall apply Lemma 4.2(ii) with $\kappa \in [0, p-2)$ and $\sigma \in [0, \kappa)$. We will eventually particularize the different choices: $\sigma = \kappa = 0$ (for assertion (ii)), $\sigma = \kappa > 0$ (for (4.9)), $\sigma = 0, \kappa > 0$ (for (4.8)). Set

$$
\tilde{\mathcal{P}} := -\mathcal{P} \left[ u^{p-1-\kappa} d_\Omega^{2+\sigma - \rho - \kappa} \right] \tag{4.12}
$$

By Lemma 4.2(ii), we have

$$
\tilde{\mathcal{P}} \geq F(X) + d_\Omega G^p - 1 \left[ (p-1-\sigma)(p-1)X - p(p-2-\kappa) \right] - M d_\Omega \tag{4.13}
$$

in $\Omega_0 \times [T/2, T)$, with

$$
F(X) = (p-1-\sigma)(p-2-\sigma)X^2 - 2(p-1-\sigma)(p-2-\kappa)X + (p-1-\kappa)(p-2-\kappa).
$$

By an elementary calculation, we note that

$$
F(X) = (p-1-\kappa)(p-2-\kappa)[X - 1]^2 \quad \text{if } \sigma = \kappa, \tag{4.14}
$$

and that

$$
\inf_{X \in \mathbb{R}} F(X) = \frac{\kappa(p-2-\kappa)}{p-2} \quad \text{if } \sigma = 0. \tag{4.15}
$$
Also, by (3.2) or (4.10), we have
\[
|\nabla u| \leq d_{\Omega}^{\beta}(1 + \eta)d_{\rho} + C(\eta)d_{\Omega}^{\gamma}
\]
in \( \Omega \times (0, T) \),
with
\[
\begin{cases}
\alpha = \beta \text{ and any } \eta > 0; \text{ or }
\alpha \text{ taken from (4.10) and } \eta = 0, \text{ assuming (4.10)},
\end{cases}
\]
and we will assume these conditions on \( \alpha, \eta \) in what follows.

Integrating in the normal direction, we get
\[
u \leq d_{\Omega}^{1-\beta}(1 + \eta)c_{\rho} + C(\eta)d_{\Omega}^{\gamma}
\]
in \( \Omega \times (0, T) \).

Consequently,
\[
d_{\Omega}G^{p-1} \leq \frac{1 + \eta}{p-1} + C(\eta)d_{\Omega}^{\gamma}
\]
in \( \Omega \times [0, T) \) (4.17)
and
\[
d_{\Omega}^{2-p}u^{p-1} \leq \frac{(1 + \eta)c_{\rho} + C(\eta)d_{\Omega}^{\gamma}}{p - 2}
\]
in \( \Omega \times [0, T) \). (4.18)

We split the discussion into three subregions of the cylinder \( Q := \Omega_{\delta_0} \times \{T/2, T\} \) relative to the variable \( X \).

**Case 1:** \( \Sigma_1 := Q \cap \left\{ X \geq \frac{p(p-2-\kappa)}{(p-1)(p-1-\sigma)} \right\} \). By (4.14)-(4.15), we immediately have
\[
\tilde{\mathcal{P}} \geq -Md_{\Omega}
\]
in \( \Sigma_1 \) if \( \sigma = \kappa \),
and
\[
\tilde{\mathcal{P}} \geq \frac{\kappa(p-2-\kappa)}{p-2} - Md_{\Omega}
\]
in \( \Sigma_1 \) if \( \sigma = 0 \). (4.20)

**Case 2:** \( \Sigma_2 := Q \cap \left\{ \frac{p-2}{p-1} \leq X \leq \frac{p(p-2-\kappa)}{(p-1)(p-1-\sigma)} \right\} \).

By (4.17), for \( \alpha, \eta \) as in (4.16), we have
\[
\tilde{\mathcal{P}} \geq \left( \frac{1 + \eta}{p-1} + C(\eta)d_{\Omega}^{\gamma} \right) \left( (p-1-\sigma)(p-1)X - p(p-2-\kappa) \right) + F(X) - Md_{\Omega}
\]
\[
\geq \frac{1 + \eta}{p-1} \left( (p-1-\sigma)(p-1)X - p(p-2-\kappa) \right) + F(X) - Md_{\Omega}
\]
hence
\[
\tilde{\mathcal{P}} \geq (p-1-\sigma)(p-2-\sigma)G(X) - Md_{\Omega}
\]
in \( \Sigma_2 \), where
\[
G(X) = X^2 - \frac{p-2}{p-2-\sigma}X + \frac{(p-1-\sigma)(p-2-\sigma)}{(p-1-\sigma)(p-2-\sigma)}
\]
\[
+ \frac{1 + \eta}{p-1} \left[ (p-1-\sigma)X - \frac{p}{p-2-\sigma}X - \frac{p}{p-2-\sigma} \right].
\]

We now treat separately the three subcases relative to \( \kappa, \sigma \).

**2.1.** Let us first consider the case \( \kappa = \sigma = 0 \), under assumption (4.10) (so that we can take \( \eta = 0 \)). We have
\[
G\left( \frac{p-2}{p-1} \right) = \frac{1}{(p-1)^2} + \frac{1}{p-1}(1 - \frac{p}{p-1}) = 0, \quad G'\left( \frac{p-2}{p-1} \right) = -2 \frac{p-2}{p-1} + \frac{1}{p-2} = \frac{3-p}{(p-1)(p-2)} \geq 0.
\]

\( \Box \) Springer
due to \( p \leq 3 \).\(^2\)

Since \( G \) is convex, it follows that \( G(X) \geq 0 \) for all \( X \geq \frac{p-2}{p-1} \), hence

\[
\tilde{P} \geq -M_1d^p_{\Omega} \quad \text{in } \Sigma_2 \text{ for } \kappa = \sigma = 0, \quad \text{with } \eta = 0. \tag{4.22}
\]

2.2. Next consider the case \( 0 < \sigma = \kappa < p - 2 \). We have

\[
G(X) = (X - 1)^2 + \frac{1 + \eta}{p - 1} \left[ \frac{p - 1}{p - 2 - \kappa} X - \frac{p}{p - 1 - \kappa} \right],
\]

hence

\[
G\left( \frac{p-2}{p-1} \right) = \frac{1}{(p - 1)^2} + \frac{1 + \eta}{p - 1} \left[ \frac{p - 2}{p - 2 - \kappa} - \frac{p}{p - 1 - \kappa} \right]
\]

\[
= \frac{1}{(p - 1)^2} \left\{ 1 - (1 + \eta) \left( \frac{p - 1}{p - 2 - \kappa} \right) \right\}.
\]

Choosing \( \eta = \frac{\kappa}{2(p-1)(p-2)} \) and using

\[
(1 + \eta)\left( \frac{p - 1}{p - 2 - \kappa} \right) \leq \left( 1 + \frac{\kappa}{2(p-1)(p-2)} \right) \left( \frac{p - 1}{p - 2 - \kappa} \right) \leq 1 \quad \text{as } \kappa \to 0^+,
\]

it follows that \( G\left( \frac{p-2}{p-1} \right) \geq \frac{\kappa}{3(p-1)^2(p-2)} \) for \( \kappa > 0 \) sufficiently small. On the other hand we have \( G'\left( \frac{p-2}{p-1} \right) \geq -\frac{2}{p - 1} + \frac{1}{p - 2} = 0 \), due to \( p \leq 3 \). Since \( G \) is convex, it follows that \( G(X) \geq \frac{\kappa}{3(p-1)^2(p-2)} \) for all \( X \geq \frac{p-2}{p-1} \), hence, by (4.21),

\[
\tilde{P} \geq \frac{\kappa}{6(p - 1)^2} - M_1d^p_{\Omega} \quad \text{in } \Sigma_2 \text{ with } \kappa = \sigma > 0 \text{ small}. \tag{4.23}
\]

2.3. Then consider the case \( 0 < \kappa < p - 2 \). We have

\[
G(X) = X^2 - \frac{2(p-2-\kappa)}{p-2} X + \frac{(p-1)(p-2-\kappa)}{(p-1)(p-2)} + \frac{1+\eta}{p-1}\left[ \frac{p-1}{p-2} X - \frac{p(p-2-\kappa)}{(p-1)(p-2)} \right],
\]

hence

\[
G\left( \frac{p-2}{p-1} \right) = \left( \frac{p-2}{p-1} \right)^2 - \frac{2(p-2-\kappa)}{p-1} + \frac{(p-1)(p-2-\kappa)}{(p-1)(p-2)} + \frac{1+\eta}{p-1}\left[ 1 - \frac{p(p-2-\kappa)}{(p-1)(p-2)} \right]
\]

\[
\geq \left( \frac{p-2}{p-1} \right)^2 - \frac{2(p-2-\kappa)}{p-1} + \frac{2\kappa}{p-1} + 1 - \frac{(p-3)p}{(p-1)(p-2)} - \frac{1}{(p-1)^2} - \frac{\eta}{(p-1)^2} + \frac{p\kappa}{(p-1)^2(p-2)}
\]

\[
= \frac{(p-2)^2-2(p-2)(p-1)+p-1}{(p-1)^2} + 2\frac{(p-1)(p-2)-(p-3)(p-1)}{(p-1)^2(p-2)} + \kappa - \frac{\eta}{(p-1)^2}
\]

upon choosing \( \eta = \frac{\kappa}{2(p-2)} \), and

\[
G'\left( \frac{p-2}{p-1} \right) = \frac{2(p-2-\kappa)}{p-1} + \frac{1+\eta}{p-2} \geq \frac{2(p-2)}{p-1} - \frac{2(p-2)}{p-1} + \frac{1}{p-2} = \frac{3-p}{(p-1)(p-2)} \geq 0,
\]

due to \( p \leq 3 \). It follows from (4.21) that

\[
\tilde{P} \geq \frac{\kappa}{2(p - 1)} - M_1d^p_{\Omega} \quad \text{in } \Sigma_2 \text{ with } \kappa > 0 \text{ small and } \sigma = 0. \tag{4.24}
\]

\(^2\) This is where the restriction \( p \leq 3 \) in our results crucially enters. Roughly speaking, our method of proof of the correct GBU rate \( 1/(p-2) \) amounts to showing that, up to perturbation terms, the function \( d^{2-p}_{\Omega}u^{p-1} \) is a subsolution of the linearized equation, and this does not seem to be the case when \( p > 3 \).
Case 3: \( \Sigma_3 := Q \cap \{ X \leq \frac{p-2}{p-1} \} \). Rewrite (4.13) as

\[
\hat{P} \geq F(X) + (p - 1 - \sigma)(p - 1)\frac{d_{\Omega}^2 G^p}{u} - p(p - 2 - \kappa)d_{\Omega} G^{p-1} - Md_{\Omega}. \tag{4.25}
\]

Using Young’s inequality, for any \( \theta > 0 \), we estimate the third term of the RHS of (4.25) by

\[
d_{\Omega} G^{p-1} = \left( \frac{\theta d_{\Omega}^2 (p-1)/p G^{p-1}}{u^{(p-1)/p}} \right) \left( \frac{d_{\Omega}^2 (p-1/p) G^{p-1}}{u} \right) \leq \frac{p - 1}{p} \theta^{p/(p-1)} d_{\Omega}^2 G^p \frac{u}{u^{(p-1)/p}} + \frac{1}{p} \frac{d_{\Omega}^2 - p u^{p-1}}{\theta^p},
\]

hence

\[
p(p - 2 - \kappa)d_{\Omega} G^{p-1} \leq (p - 1)(p - 2 - \kappa)\theta^{p/(p-1)} d_{\Omega}^2 G^p \frac{u}{u^{(p-1)/p}} + (p - 2 - \kappa)\frac{d_{\Omega}^2 - p u^{p-1}}{\theta^p}.
\]

Choose \( \theta = \left( \frac{\frac{p-1}{p-2-\kappa}}{p-2-\kappa} \right)^{(p-1)/p} \). By (4.18) and (2.3), for \( \alpha, \eta \) as in (4.16), we have

\[
(p - 1 - \sigma)(p - 1)\frac{d_{\Omega}^2 G^p}{u} - p(p - 2 - \kappa)d_{\Omega} G^{p-1} \\
\geq -(p - 2 - \kappa)\left( \frac{p - 2 - \kappa}{p - 1 - \sigma} \right)^{p-1} d_{\Omega}^2 - p u^{p-1} \\
\geq -(p - 2 - \kappa)\left( \frac{p - 2 - \kappa}{p - 1 - \sigma} \right)^{p-1} (c_p^{1-1}(1 + \eta) + C d_{\Omega}^{\alpha}) \\
\geq -(1 + \eta)\frac{p - 2 - \kappa}{p - 1} \left[ (p - 2 - \kappa)(p - 1) \right]^{p-1} - C d_{\Omega}^{\alpha}.
\]

Therefore,

\[
\hat{P} \geq \hat{P}_0 - M d_{\Omega}^{\alpha}, \quad \text{with } \hat{P}_0 = F(X) - (1 + \eta)\frac{p - 2 - \kappa}{p - 1} \left[ (p - 2 - \kappa)(p - 1) \right]^{p-1}.
\]

We again treat separately the three subcases relative to \( \kappa, \sigma \).

3.1. Let us first consider the case \( \kappa = \sigma = 0 \), under assumption (4.10) (so that we can take \( \eta = 0 \)). In view of (4.14) we have, for \( 0 \leq X \leq \frac{p-2}{p-1} \),

\[
\hat{P}_0 \geq (p - 1)(p - 2)\left[ 1 - \frac{p - 2 - \kappa}{p - 1} \right]^2 - \frac{p - 2}{p - 1} = 0,
\]

hence

\[
\hat{P} \geq -M d_{\Omega}^{\alpha} \quad \text{in } \Sigma_3 \quad \text{for } \kappa = \sigma = 0, \quad \text{with } \eta = 0. \tag{4.26}
\]

3.2. Next consider the case \( 0 < \kappa < p - 2 \). Using again (4.14) we have, for \( 0 \leq X \leq \frac{p-2}{p-1} \),

\[
\hat{P}_0 \geq \frac{(p - 1 - \kappa)(p - 2 - \kappa)}{(p - 1)^2} - (1 + \eta)\frac{p - 2 - \kappa}{p - 1} \left[ (p - 2 - \kappa)(p - 1) \right]^{p-1} \\
= \frac{(p - 1 - \kappa)(p - 2 - \kappa)}{(p - 1)^2} \left[ 1 - (1 + \eta)\left( \frac{p - 1 - \kappa}{p - 2} \right)^p \right]^{p-1} =: c_0(\kappa).
\]
Choosing \( \eta = \frac{\kappa}{2(p-1)(p-2)} \) and using
\[
(1 + \eta) \left( \frac{p-1}{p-1-\kappa} \right)^p \left( \frac{p-2-\kappa}{p-2} \right)^{p-1} = (1 + \frac{\kappa}{2(p-1)(p-2)}) (1 - \frac{\kappa}{p-1})^{-p} \left( 1 - \frac{\kappa}{p-2} \right)^{p-1}
\]
we obtain
\[
\epsilon_0(\kappa) \geq \frac{(p-1-\kappa)(p-2-\kappa)}{(p-1)^2} \frac{\kappa}{3(p-1)(p-2)} \geq \frac{\kappa}{6(p-1)^2}, \quad \text{as } \kappa \to 0^+,
\]
hence
\[
\tilde{\mathcal{P}} \geq \frac{\kappa}{6(p-1)^2} - M_1 d_{\Omega}^\sigma \quad \text{in } \Sigma_3 \text{ with } \kappa = \sigma > 0 \text{ small.} \quad (4.27)
\]

3.3. Then consider the case \( 0 < \kappa < p-2 \) and \( \sigma = 0 \). Since now
\[
F(X) = (p-1)(p-2)X^2 - 2(p-1)(p-2-\kappa)X + (p-1-\kappa)(p-2-\kappa),
\]
we have
\[
F'\left( \frac{p-2}{p-1} \right) = 2(p-2)^2 - 2(p-1)(p-2-\kappa) = 2(2 - p + (p-1)\kappa) < 0
\]
for \( \kappa > 0 \) small. Since \( F \) is convex, it follows that, for \( 0 \leq X \leq \frac{p-2}{p-1} \),
\[
F(X) \geq F\left( \frac{p-2}{p-1} \right) = \left( \frac{p-2}{p-1} \right)^3 - 2(p-2)(p-2-\kappa) + (p-1-\kappa)(p-2-\kappa)
\]
\[
= \left( \frac{p-2}{p-1} \right)^3 + (p-2-\kappa)(3-p-\kappa) \geq \frac{p-2}{p-1} - \kappa,
\]

hence
\[
\tilde{\mathcal{P}}_0 \geq \frac{p-2}{p-1} - \kappa - (1 + \eta) \left( \frac{p-2-\kappa}{p-2} \right)^{p-1} = \frac{p-2}{p-1} - \kappa - (1 + \eta) \frac{p-2}{p-1} \left( 1 - \frac{\kappa}{p-2} \right)^p
\]
\[
\geq \frac{p-2}{p-1} - \kappa - (1 + \eta) \left( \frac{p-2}{p-1} - \frac{p-2}{p-1} \kappa + O(\kappa^2) \right) \geq \frac{1}{p-1} \kappa - \frac{p-2}{p-1} \eta + O(\kappa^2),
\]
as \( \kappa \to 0^+ \). Choosing \( \eta = \frac{\kappa}{2(p-2)} \) we obtain
\[
\tilde{\mathcal{P}} \geq \frac{\kappa}{2(p-1)} - M_1 d_{\Omega}^\sigma \quad \text{in } \Sigma_3 \text{ for } \kappa > 0 \text{ small and } \sigma = 0. \quad (4.28)
\]

Collecting formulae (4.19)-(4.24) and (4.26)-(4.28), we conclude that:

- For \( \sigma = \kappa = 0 \), assuming (4.10), and \( \delta > 0 \) sufficiently small,
  \[
  \tilde{\mathcal{P}} \geq -M_1 d_{\Omega}^\sigma \quad \text{in } \Omega_\delta \times [T/2, T);
  \]

- For \( \sigma = \kappa > 0 \) sufficiently small and \( \delta = \delta(\kappa) > 0 \) sufficiently small,
  \[
  \tilde{\mathcal{P}} \geq -M_1 d_{\Omega} \quad \text{in } \Omega_\delta \times [T/2, T);
  \]

- For \( \sigma = 0, \kappa > 0 \) sufficiently small and \( \delta = \delta(\kappa) > 0 \) sufficiently small,
  \[
  \tilde{\mathcal{P}} \geq c(p) \kappa \quad \text{in } \Omega_\delta \times [T/2, T),
  \]

with \( c(p) > 0 \). In view of (4.12), this yields the conclusions of the proposition. \( \Box \)
4.2 Proof of Theorems 1.1–1.2 and of Proposition 4.1

We only need to establish Theorem 1.2 and Proposition 4.1. Indeed, Theorem 1.1 is a consequence of Proposition 4.1 since, in view of Theorems 3.1 and 3.2, assumption (4.2) of Proposition 4.1 is satisfied for \( \alpha \in \left(0, \frac{1}{2(p-1)}\right) \) if \( \Omega \) is a ball or an annulus, or for \( \alpha \in \left(0, \frac{3-p}{4(p-1)}\right) \) if \( \Omega \) is convex and \( p < 3 \).

We define the following auxiliary function

\[
J = u_t - \varepsilon H_1, \quad H_1 := u^{p-1-\kappa} d_\Omega^{2-p+\kappa} \left[1 + u^\kappa\right]
\]

for general domains, and

\[
J = u_t - \varepsilon H_2, \quad H_2 := u^{p-1} d_\Omega^{2-p} \left[1 + d_\Omega^\kappa\right]
\]

for convex domains or annuli, with \( \varepsilon > 0 \) to be determined.

For any \( \kappa \in (0, p-2) \) sufficiently small, we deduce from Proposition 4.3 that there exist \( \delta_\kappa, M_\kappa, M > 0 \) such that

\[
\mathcal{P} H_1 = \mathcal{P}(u^{p-1-\kappa} d_\Omega^{2-p+\kappa}) + \mathcal{P}(u^{p-1} d_\Omega^{2-p+\kappa}) \leq M_\kappa u^{p-1} d_\Omega^{p+\kappa} - c(p)\kappa u^{p-1} d_\Omega^{p+1} - c(p)\kappa u^{p-1} d_\Omega^{p+\kappa} \leq u^{p-1} d_\Omega^{p+\kappa} \left[M_\kappa c_0^{-\kappa} d_\Omega^{1-\kappa} - c(p)\kappa\right] < 0 \quad \text{in } \Omega_{\delta_\kappa} \times [T/2, T),
\]

where we also used (4.3), and

\[
\mathcal{P} H_2 = \mathcal{P}(u^{p-1} d_\Omega^{2-p}) + \mathcal{P}(u^{p-1} d_\Omega^{2-p+\kappa}) \leq M u^{p-1} d_\Omega^{p+\kappa} - c(p)\kappa u^{p-1} d_\Omega^{p+\kappa} \leq u^{p-1} d_\Omega^{p+\kappa} \left[M d_\Omega^{\kappa} - c(p)\kappa\right] < 0 \quad \text{in } \Omega_{\delta_\kappa} \times [T/2, T).
\]

Since \( \mathcal{P}(u_t) = 0 \), it follows that

\[
\mathcal{P} J > 0 \quad \text{in } \Omega_{\delta_\kappa} \times [T/2, T). \tag{4.29}
\]

We next examine the initial-boundary conditions for \( J \). Recall that \( u_t = 0 \) on \( \partial \Omega \times (0, T) \). For each \( t \in (0, T) \), we have

\[
u^{p-1} d_\Omega^{2-p} \leq \|\nabla u(t)\|_{\infty}^{p-1} d_\Omega, \quad u^{p-1-\kappa} d_\Omega^{2+\kappa-p} \leq \|\nabla u(t)\|_{\infty}^{p-1-\kappa} d_\Omega,
\]

so that, after extension by continuity, we have

\[
J = 0 \quad \text{on } \partial \Omega \times (0, T). \tag{4.30}
\]

From assumption (1.9) (or, more generally, (4.1)) and since, as a consequence of (3.1) and parabolic estimates, \( u \) extends to a classical solution in \( \Omega \times (0, T] \), it follows from the strong maximum principle that \( u_t > 0 \) in \( \Omega_0 \times (T - \eta, T] \). Therefore, letting \( t_0 := \max(T/2, T - \eta/2) \), for any \( \delta > 0 \) small, there exists \( \tilde{c}(\delta) > 0 \) such that

\[
u_t \geq \tilde{c}(\delta) \quad \text{on } \{x \in \Omega, d_\Omega(x) = \delta\} \times (t_0, T) \tag{4.31}
\]

and, by Hopf’s Lemma, there exist \( \tilde{c}, \tilde{\delta} > 0 \) such that

\[
u_t(\cdot, t_0) \geq \tilde{c} d_\Omega \quad \text{in } \Omega_{\tilde{\delta}}. \tag{4.32}
\]

Also, it follows from (4.7) and (4.18) that there exists a constant \( C_1 > 0 \) (independent of \( \kappa \) small) such that

\[
H_1, H_2 \leq C_1 \quad \text{in } \Omega \times [T/2, T). \tag{4.33}
\]
Choosing $\varepsilon > 0$ sufficiently small (depending on $\kappa$), it follows from (4.30)-(4.33) that

$$J \geq 0 \text{ on } \partial_p(\Omega_{\delta_\kappa} \times [t_0, T]),$$

(4.34)

where $\partial_p$ denotes the parabolic boundary.

Now, in view of (4.29), (4.34) we may apply the maximum principle to deduce that $J \geq 0$ in $\Omega_{\delta_\kappa} \times (t_0, T)$. Dividing this inequality by $d_{\Omega_{\delta_\kappa}}$, we get that

$$\frac{u_t}{d_{\Omega_{\delta_\kappa}}} \geq \varepsilon (\frac{u}{d_{\Omega_{\delta_\kappa}}})^q \text{ in } \Omega_{\delta_\kappa} \times (t_0, T),$$

(4.35)

where

$$q = \begin{cases} p - 1 - \kappa, & \text{for any small } \kappa > 0, \text{ in the case of Theorem 1.2 (with } \varepsilon = \varepsilon(\kappa)), \\ p - 1, & \text{in the case of Proposition 4.1} \end{cases}$$

(and in the latter case we have used for $H_2$ a single value of $\kappa > 0$ small). It follows that

$$\partial_t u_v \geq \varepsilon (u_v)^q \text{ on } \partial \Omega \times (t_0, T).$$

Indeed, for any $\bar{x} \in \partial \Omega$ it suffices to apply (4.35) with $x = \bar{x} + s\nu(\bar{x})$, so that $d_{\Omega_{\delta_\kappa}}(x) = s$, and to use $\lim_{s \to 0} u_t(\bar{x} + s\nu(\bar{x}), t)/s = \partial_t u_v(\bar{x}, t)$. By integration, it follows that

$$u_v(x, t) \leq \left[(q - 1)\varepsilon(T - t)\right]^{-\frac{1}{q - 1}} \text{ on } \partial \Omega \times (t_0, T).$$

Finally, we know (see [43, Proposition 2.3]) that, as a consequence of the maximum principle,

$$\sup_{\Omega \times [t_0, t]} |\nabla u| \leq \max\left\{\|\nabla u(t_0)\|_\infty, \sup_{\partial \Omega \times [t_0, t]} |u_v|\right\} + T\|\nabla h\|_\infty, \quad t_0 < t < T,$$

hence

$$\|\nabla u(t)\|_\infty \leq \|\nabla u(t_0)\|_\infty + T\|\nabla h\|_\infty + \left[(q - 1)\varepsilon(T - t)\right]^{-\frac{1}{q - 1}}, \quad t_0 < t < T,$$

and the conclusion follows.

**Remark 4.4** Theorem 1.2 can alternatively be proved by using an auxiliary function of the form

$$J(x, t) := u_t - \varepsilon [u|\nabla u|^{p-2} + u^{p-1}d_{\Omega}^{2-p+\kappa}]$$

(4.36)

(the rest of the proof being otherwise similar). However this alternative method does not seem to provide the sharp rate in Theorem 1.1. Also, instead of the gradient term in (4.36), one can more generally consider a term of the form

$$d_{\Omega}^{1-a}u^a|\nabla u|^{p-1-a}$$

with a parameter $a \in \mathbb{R}$. But it does not seem possible to remove the restriction $p \leq 3$ in this way.

## 5 More singular rate for minimal GBU solutions: proof of Theorem 1.6

Theorem 1.6 will be proved through a series of lemmas (the first two are valid in any space dimension). The first auxiliary lemma gives a gradient estimate for a linear heat equation with drift. The argument of proof is the same as in [37,40], but we here need the estimate in a more quantitative form.
Lemma 5.1 Let $0 < t_1$, let the vector field $B$ be Hölder continuous on $\Omega \times [t_0, t_1]$ and let $w \in C(\Omega \times [t_0, t_1]) \cap C^{2,1}(\Omega \times (t_0, t_1))$ be a classical solution of
\begin{align}
\left\{ \begin{array}{ll}
\dot{w}_t - \Delta w = B \cdot \nabla w, & x \in \Omega, 
0 < t \leq t_1, \\
w = 0, & x \in \partial \Omega, 
0 \leq t \leq t_1,
\end{array} \right. 
\end{align}

such that

$$|w| \leq M_1, \quad |B| \leq M_2 \quad \text{in } \Omega \times [t_0, t_1].$$

Then

$$\|\nabla w(\cdot, t_1)\|_{\infty} \leq C(\Omega)M_1 \max((t_1 - t_0)^{-1/2}, M_2). \quad (5.2)$$

Proof of Lemma 5.1 Let $s \in [t_0, t_1)$, and put

$$K = \sup_{\sigma \in [0, t_1 - s]} \sigma^{1/2} \|\nabla w(s + \sigma)\|_{\infty}.$$ 

For $\tau \in (0, t_1 - s)$, by the variation-of-constants formula, we have

$$w(s + \tau) = e^{\tau \Delta} w(s) + \int_0^\tau e^{(\tau - \sigma)\Delta} (B \cdot \nabla w)(s + \sigma) \, d\sigma,$$

where $(e^{t\Delta})_{t \geq 0}$ denotes the Dirichlet heat semigroup on $\Omega$. Using standard smoothing properties of $e^{t\Delta}$ and the fact that

$$\int_0^\tau (\tau - \sigma)^{-1/2} \sigma^{-1/2} \, d\sigma = \int_0^1 (1 - z)^{-1/2} z^{-1/2} \, dz,$$

it follows that

$$\|\nabla w(s + \tau)\|_{\infty} \leq C_1 \tau^{-1/2} \|w(s)\|_{\infty} + C_1 \int_0^\tau (\tau - \sigma)^{-1/2} \|B \cdot \nabla w(s + \sigma)\|_{\infty} \, d\sigma$$

$$\leq C_1 M_1 \tau^{-1/2} + C_2 M_2 K,$$

where the constants $C_1, C_2 > 0$ depend only on $\Omega$. Multiplying by $\tau^{1/2}$ and taking the supremum for $\tau \in [0, t_1 - s]$, we obtain

$$K \leq C_1 M_1 + C_2 (t_1 - s)^{1/2} M_2 K.$$ 

Now choosing $s = \max(t_0, t_1 - (2C_2 M_2)^{-2})$, hence $C_2 (t_1 - s)^{1/2} M_2 \leq 1/2$, we obtain $K \leq 2C_1 M_1$. Therefore,

$$\|\nabla w(\cdot, t_1)\|_{\infty} \leq 2C_1 M_1 (t_1 - s)^{-1/2} \leq 2C_1 M_1 \max((t_1 - t_0)^{-1/2}, 2C_2 M_2),$$

which proves the Lemma. \square

Our next lemma states a similar conclusion for the normal derivative on the boundary, but assuming only an upper bound on the solution.

Lemma 5.2 Let $0 < t_1$, let $B$ be Hölder continuous on $\Omega \times [t_0, t_1]$ and let $v \in C(\Omega \times [t_0, t_1]) \cap C^{2,1}(\Omega \times (t_0, t_1))$ be a classical solution of
\begin{align}
\left\{ \begin{array}{ll}
\dot{v}_t - \Delta v = B \cdot \nabla v, & x \in \Omega, 
0 < t \leq t_1, \\
v = 0, & x \in \partial \Omega, 
0 \leq t \leq t_1,
\end{array} \right. 
\end{align}

such that

$$v \leq M_1 \quad \text{in } \Omega \times [t_0, t_1]$$

\square
and
\[ |B| \leq M_2 \quad \text{in } \Omega \times [t_0, t_1]. \]

Then
\[ \frac{\partial v}{\partial t}(\cdot, t_1) \leq C(\Omega) M_1 \max\left((t_1 - t_0)^{-1/2}, M_2\right) \quad \text{on } \partial \Omega. \quad (5.4) \]

**Proof of Lemma 5.2** Let \( \phi(x) = \max(v(x, t_0), 0) \). Since \( \phi \in C_0(\Omega) \), the linear problem
\[
\begin{aligned}
w_t - \Delta w &= B \cdot \nabla w, 
\quad x \in \Omega, 
\quad t < t_1, \\
w &= 0, 
\quad x \in \partial \Omega, 
\quad t_0 < t < t_1, \\
w(x, t_0) &= \phi(x), 
\quad x \in \Omega,
\end{aligned}
\]

admits a unique solution \( w \in C(\overline{\Omega} \times [t_0, t_1]) \cap C^{1,2}(\overline{\Omega} \times (t_0, t_1)). \) Moreover, we have
\[ 0 \leq w \leq M_1 \quad \text{and} \quad v \leq w \quad \text{in } \overline{\Omega} \times (t_0, t_1) \]
by the maximum principle. It follows from Lemma 5.1 that
\[
\|
\nabla w(\cdot, t_1)\|_{\infty} \leq C(\Omega) M_1 \max\left((t_1 - t_0)^{-1/2}, M_2\right).
\]

Since \( v = w = 0 \) on \( \partial \Omega \), we deduce that
\[
\frac{\partial v}{\partial t}(\cdot, t_1) \leq \frac{\partial w}{\partial t}(\cdot, t_1) \leq C(\Omega) M_1 \max\left((t_1 - t_0)^{-1/2}, M_2\right) \quad \text{on } \partial \Omega.
\]

\( \square \)

In [26,37,40], the general lower bound \( \|\nabla u(t)\|_{\infty} \geq C(T - t)^{-1/(p-2)} \) was obtained by means of gradient estimates similar to (5.2), combined with the boundedness of \( u_t \).\(^3\) As for the proof in [37] that \( \lim_{t \to T} (T - t)^{1/(p-2)}\|\nabla u(t)\|_{\infty} = \infty \) for minimal GBU solutions under the assumptions of Theorem 1.6, it made use of an additional continuity property of \( u_t \) near the “corner” \((0, T_\ast)\). Here, as an improvement on [37], so as to get the more singular estimate (1.17), we will use a more precise upper vanishing estimate of \( u_t \) near \( t = T \), which turns out to be satisfied by minimal GBU solutions under the assumptions of Theorem 1.6.

**Lemma 5.3** Let \( u_0 \) be as in Theorem 1.6. Fix \( t_0 \in (0, T) \). If \( u \) is a minimal GBU solution, then there exists a constant \( M > 0 \) such that
\[ u_t(x, t) \leq M(T - t) \quad \text{in } [0, 1] \times [t_0, T). \quad (5.6) \]

**Proof of Lemma 5.3** We first claim that there exists a constant \( M > 0 \) such that
\[ u_{tt} \geq -M \quad \text{in } [0, 1] \times [t_0, T). \quad (5.7) \]

Indeed, the function \( w := u_{tt} \) solves the equation
\[
w_t - w_{xx} = p|u_x|^{p-2}u_xu_{txx} + p(p-1)|u_x|^{p-2}(u_{tx})^2 \geq p|u_x|^{p-2}u_xw_x.
\]

Since \( w = u_{tt} = 0 \) on the boundary, the claim follows from the maximum principle.

On the other hand, under the assumptions of the lemma, it was shown in [37, Proposition 7.1], as a consequence of zero-number properties of \( u_t \) for minimal GBU solutions, that
\[ u_t(x, T) \leq 0, \quad x \in (0, 1). \]

---

\(^3\) We point out a misprint in the proof of this lower bound in [37]; the inequality at line 2 from the bottom of p. 81 should be replaced with \( |m'(\sigma)| \leq \|\nabla w(\sigma)\|_{\infty} \leq 2A_1(\sigma - s(t))^{-1/2} \) for all \( t \in I \) and a.e. \( \sigma \in (s(t), t) \).
Therefore, for all \( x \in (0, 1) \), using (5.7), we obtain
\[
\frac{d}{dt} u_t(x, t) = u_t(x, t) - \int_t^T u_{tt}(x, s) \, ds \leq -\int_t^T u_{tt}(x, s) \, ds \leq M(T - t),
\]
which proves the Lemma.

We are now in a position to prove Theorem 1.6.

**Proof of Theorem 1.6** Set
\[
m(t) := \|u_x(\cdot, t)\|_\infty, \quad 0 \leq t < T.
\]
By the maximum principle and the symmetry of \( u \), for each \( t \in (0, T) \), we have
\[
\sup_{s \in [0, t]} m(s) \leq \max \left( m(0), \sup_{s \in [0, t]} u_x(0, s) \right).
\]
Also, by [37, Lemma 6.4], we know that for all \( t \in (0, T) \), there exists \( x_0(t) \in (0, 1/2) \) such that \( u_t(x_0(t), t) > 0 \) on \( (0, x_0(t)) \), hence \( u_{tx}(0, t) \geq 0 \). Therefore, since \( \lim_{t \to T} m(t) = \infty \), there exists \( \eta > 0 \) such that
\[
m(t) = u_x(0, t) > 0 \quad \text{and} \quad m'(t) = u_{tx}(0, t) \geq 0, \quad T - \eta \leq t < T. \tag{5.8}
\]
The function \( v := u_t \) satisfies (5.3) with \( B = p |u_x|^{p-2} u_x \). By (5.8), we have
\[
|B| \leq \frac{p}{m} m^{p-1}(t) \quad \text{in} \quad [0, 1] \times [T - \eta, t), \quad \text{for each} \quad t \in [T - \eta, T).
\]
Let \( t \in (T - \eta/2, T) \). We first apply (5.4) with \( t_0 = T - \eta, t_1 = t, M_1 = M\eta \) and \( M_2 = \frac{p}{m} m^{p-1}(t) \). Using (5.8) and (5.6), we thus obtain
\[
m'(t) = u_{tx}(0, t) \leq CM\eta \max \left( (t - T + \eta)^{-1/2}, m^{p-1}(t) \right) \leq C(1 + m(t))^{p-1}.
\]
(Here and below, \( C \) denotes various positive constants possibly depending on the solution.) Integrating over \( (t, T) \), we deduce that \( 1 + m(t) \geq C(T - t)^{-1/(p-2)} \) on \( (T - \eta/2, T) \), hence
\[
m(t) \geq C(T - t)^{-1/(p-2)}, \quad T - \eta_1 < t < T, \tag{5.9}
\]
for some \( \eta_1 \in (0, \eta/2) \).

Let again \( t \in (T - \eta/2, T) \). Recalling (5.6), we next apply (5.4) with \( t_0 = 2t - T, t_1 = t, M_1 = M(T - t_0) = 2M(T - t) \) and \( M_2 = \frac{p}{m} m^{p-1}(t) \), to get
\[
u_{tx}(0, t) \leq CM(T - t) \max \left( (t - t_0)^{-1/2}, m^{p-1}(t) \right).
\]
Since \( (p-1)/(p-2) > 1/2 \) and \( t-t_0 = T-t \), using (5.9), we see that, for all \( t \in (T - \eta_2, T) \) with \( \eta_2 \in (0, \eta/2) \) small enough, we have \( m^{p-1}(t) \geq C(T - t)^{-(p-1)/(p-2)} \geq (t - t_0)^{-1/2} \) hence
\[
m'(t) = u_{tx}(0, t) \leq CM(T - t)m^{p-1}(t), \quad T - \eta_2 < t < T.
\]
The conclusion follows by integrating over \( (t, T) \).\qed
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