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Abstract
Social media allows the user to convey their actual self and share their life experiences through numerous ways. This behavior in turn reflects the user’s personality. In this paper, we experiment to automatically predict user’s personality based on Big Five Personality Trait on Twitter. Our focus is towards Indonesian user. Not only word n-gram, Twitter metadata is also used in a certain combination to determine the feature that will be used to predict the personality. Our research also attempts to find optimum setting based on the number of n-gram, classifier, and twitter metadata. Our experiment yields 0.7482 at most on F-Measure. We conclude that among all scenario, twitter metadata is the least impactful feature, while word n-gram impacts the most.
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1. Introduction
Social media has become an integral part in our life. Its usage emerges from several aspects, which are the needs of doing social interaction and exchanging information. The way we represent ourselves in social media through posts indirectly expresses our personality as a person. Research shows that social media user tends to express their actual personality rather their fabricated or false-image self [1].

Indonesia is a heavily populated country and the citizen’s consumption of internet increased every year. A survey done in March 2019 by Polling Indonesia and Indonesian Internet Service Provider Association (originally Asosiasi Penyelenggara Jasa Internet Indonesia) shows that there is an increase of internet user in Indonesia by 10.12%, reaching 171.7 million user.

Social media user contributes the most from sharing information in either text, image, audio, or video. The abundant amount of user and activities per day provides researcher a large data to be tested. Doing manual prediction could be laborious due to the reason stated. Provided the technology available today, automatic prediction utilizing computer is possible. In fact, over time computer able to outperform human in personality prediction [2].

Large amount of base internet user causes different researchers to tackle on different problem. One of the most often problem occurred when tackling this topic is the lack of dataset. Research done by [3] shows that this problem is possible to be solved by automatically retrieving data from Twitter that is related with Myers-Briggs Type Indicator (MBTI). From personal observation, MBTI is more widely known than Big Five, making automatic data retrieval easier in larger amount.
Another problem tackled is language usage. Research done by [4] attempted to compare Big Five to MBTI in two different language scenario: mixed and English-only. It is found that not only that MBTI performs better than Big Five, attempt on mixed language performs better as well, although the difference is barely noticeable because the amount of English dataset is very dominant. It is noted, however, that feature selection may affect the result.

We attempt on creating an automatic personality prediction based on social media content and activities. To specify the problem, we scope it to exclusively Indonesia citizen. We start by briefly explaining the personality model and its relation with social media. After that, we propose our data preparation and learning methods.

2. Literature Review

2.1 Personality Model

The personality model used is Big Five, which consist of Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism (OCEAN) [5][6].

- Openness (OPN) relates to how acceptance they are towards unusual behavior or unique experiences. People with high score of openness are creative, abstract, and imaginative.
- Conscientiousness (CON) relates to self-control against impulsive actions. People with high score of conscientiousness are discipline, cautious, and dutiful.
- Extraversion (EXT) relates to someone’s approach to social world. People with high score of extraversion are communicative, easy to approach, and assertive.
- Agreeableness (AGR) relates to someone’s faith to others. People with high score of agreeableness are trustful, honest, and modest.
- Neuroticism (NEU) relates to someone’s behavior when facing negative experience. People with high score of neuroticism are emotionally unstable and vulnerable.

2.2 Personality in Social Media

There are some characteristics for each trait that can be observed from user’s activity. Longer period of browsing through social media and user with high neuroticism is found to be associated with higher risk of social isolation [7]. The period of time used, however, is unlikely related to high score of neuroticism but extraversion [8], although it has been found otherwise as well [9]. Under the same research, it is found that people with high score of conscientiousness are less likely to be active in social media. This holds true in our dataset.

2.3 Personality Prediction

Preceding researches have attempted on predicting personality on various conditions, such as using multiple social media platform [10], using different personality model [11], or using key feature other than linguistic cues [12]. Most of research that uses linguistic cues as key feature uses Linguistic Inquiry and Word Count (LIWC) [13], a dictionary that allows word counting based on their groups. However, not all language are supported by LIWC, with Indonesia being one of them. Other similar dictionary, MRC Psycholinguistic Database [14], used

| Personality | High                          | Low                          |
|-------------|-------------------------------|------------------------------|
| OPN         | Adventurous, abstract         | Prefer regularity, conventional |
| CON         | Disciplined, reliable, strict | Disorganized, impulsive, laid back |
| EXT         | Friendly, joyous              | Solitude, independent         |
| AGR         | Cooperative, honest           | Sceptical, suspicious         |
| NEU         | Self-conscious, prone to negativity | Contained, calm             |
in [10,15], is also not available in Indonesia. In this paper we try to replicate exactly every feature that preceding papers used. Not using LIWC nor MRC might causes significant difference of evaluation score result compared to the result from the actual research, knowing that such linguistic cues are major features.

Under the same institution there has been conducted a research [29] with similar topic but utilizes boosting classifier. The research shows that using boosting algorithm, specifically XGBoost, may improve the overall performance by significant amount. Further research under the same team unpublished manuscript (V. Ong, A. D. S. Rahmanto, Williem, D. Suhartono and E. W. Andangsari, “Personality Modelling of Indonesian Twitter Users with XGBoost Based on the Five Factor Model,”) focuses on using XGBoost as classifier and AUROC (Area Under the ROC Curve) as performance metric. The research achieves higher perfomance when predicting agreeableness and openness than the rest of the personality traits, although it is possible that their dataset imbalance affects the result.

3. Dataset

The dataset used was taken from an unpublished manuscript (V. Ong, A. D. S. Rahmanto, Williem, D. Suhartono and E. W. Andangsari, “Personality Modelling of Indonesian Twitter Users with XGBoost Based on the Five Factor Model,”). It consists of 508 twitter data from indonesian users and 5 classes represent big five personality traits, which for each class consists of two labels: HIGH and LOW. Three psychology experts labeled the dataset using voting system - for each trait of one user the label that gets most vote becomes the label. Each user has processed tweets and Twitter metadata as their feature. The bolded value represents the baseline of the dataset.

3.1 Preprocessing Tweets

Tweets are first preprocessed using method proposed by [16]. The result is then used to create word n-gram. Word n-gram is a sequential order of n words from a sentence. In this paper, we use bigram and trigram. The result is sorted in descending manner, as appearance that is more frequent means that the n-gram represents the class better. The amount of both unique bigram and trigram is 428,115 with the most amount of occurrence of 8,699.

3.2 Listing the Metadata

Twitter metadata is obtained through its API. Other than tweet content, for this paper, we use the amount of follower, following, favorite, tweet, hashtag, retweet, retweeted, mentions, mentioned, and links. Some element is then calculated with

| Table 3. Twitter metadata used compared to related works |
|-----------------------------------------------------------|
| **Our metadata** | **List of metadata from [4]** | **List of metadata from [3]** | **List of metadata from [17]** |
| Amount of follower | Followers | Amount of tweets | Amount of followers |
| Amount of following | Favorite tweets ratio | Amount of followers | Amount of following |
| Amount of tweets | Hashtag to words ratio | Total of tweets and retweets | Amount of mentions<sup>b</sup> |
| Amount of favorites | Retweets to retweeted ratio | Amount of favorites | Amount of replies<sup>b</sup> |
| Amount of retweets | Listed count<sup>a</sup> | User’s gender<sup>a</sup> | Amount of hashtags<sup>b</sup> |
| Amount of retweeted | Link color<sup>a</sup> | Listed count<sup>b</sup> | Amount of urls<sup>b</sup> |
| Amount of mention | Text color<sup>a</sup> | - | Average word per tweet |
| Amount of quote | Border color<sup>a</sup> | - | Density of social network |
| Amount of replies | Background color<sup>a</sup> | - | - |
| Amount of hashtag | Default profile picture<sup>a</sup> | - | - |

<sup>a</sup>Color hex code, listed count, profile picture, and user gender is not stored in the dataset. It is possible that the user has changed any of it or they have their account suspended. Revising the account risks not only more resource, but also requires revising the manual personality labelling done by the expert, as their personality may have changed [18,19].

<sup>b</sup>The metadata uses both sum and average per tweet [17].
other element accordingly. In this paper, we compare three combination of metadata from different papers.

4. Methodology

We train our dataset in three different cases. Before training, we use correlation-based feature subset selection [20] to minimize the dimension. The classifier we use will be stated on each case. To separate the training data from test data we use 10-fold cross validation. The evaluation metrics used are precision, recall, and f-measure. We do not use accuracy to prevent accuracy paradox [21, 22] and therefore not using baseline value as it displays accuracy.

4.1 Word n-gram

We use partial amount instead of the whole n-gram, considering that we have sorted the frequency by descending, thus making latter feature sparser than and not as relevant as the feature with higher frequency. We conduct experiment with and without metadata appended. All training is done with Naïve Bayes.

4.2 Twitter Metadata

We compare the result between our selected metadata feature and other works’ which can be seen in table 3. The goal is to see if we can make a list of metadata that able to outperform other works specifically for our dataset. The amount of word n-gram used is 1000. All training is done with Naïve Bayes.

4.3 Classifier

We experiment on various classifier to see which one works best for this specific dataset. None of the classifier is tuned, meaning that we use their default value for each hyperparameter. The classifiers used consist of k-Nearest Neighbors (k-NN), tree-based (J48 and Random Forest), Support Vector Machine (SVM), and Naïve Bayes. The dataset used consists of 1000 word n-gram appended with our proposed Twitter metadata.

5. Results

We show the average of each metric: precision (P-AVG), recall (R-AVG), and f-measure (F-AVG). We divide the result based on the experiment case. The bold value represents the highest value in a column.

| Dataset     | P-AVG  | R-AVG  | F-AVG  |
|-------------|--------|--------|--------|
| 1000        | 0.7684 | 0.725  | 0.718  |
| 1500        | 0.7728 | 0.736  | 0.7306 |
| 2000        | 0.7808 | 0.7424 | 0.7372 |
| 2500        | 0.7874 | 0.749  | 0.7436 |
| 3000        | 0.7876 | 0.749  | 0.7428 |
| 3500        | 0.7932 | 0.7542 | 0.7468 |
| 4000        | 0.7932 | 0.7526 | 0.7452 |
| 4500        | 0.7926 | 0.7506 | 0.7426 |
| 5000        | 0.7912 | 0.7506 | 0.7426 |
| 1000 + metadata | 0.745 | 0.7164 | 0.7152 |
| 1500 + metadata | 0.7458 | 0.7216 | 0.7192 |
| 2000 + metadata | 0.7458 | 0.7216 | 0.7192 |
| 2500 + metadata | 0.7536 | 0.729  | 0.727  |
| 3000 + metadata | 0.7738 | 0.7454 | 0.7414 |
| 3500 + metadata | 0.7712 | 0.7446 | 0.7408 |
| 4000 + metadata | 0.7712 | 0.7446 | 0.7408 |
| 4500 + metadata | 0.782  | 0.7524 | 0.7482 |
| 5000 + metadata | 0.778  | 0.7404 | 0.7332 |
5.1 Word n-gram

We observe the result of different amount on two different increments: 100-500 with increment of 100 (scenario 1) that is not displayed on the table, and 1000-5000 with increment of 500 (scenario 2). During scenario 1, any amount that is appended with metadata able to outperform most of the time compared to dataset without appended metadata. However, during scenario 2, the dataset without appended metadata more often than not outperform in certain metric. Looking at average F-Measure, we get dataset with appended metadata possess the highest score. We also get that at most we are able to reach 0.7932, 0.7542, and 0.7482 respectively for each metrics observed, obtained around the word n-gram amount of 3000-4000. Conscientiousness and extraversion on every metric reaches highest score among all, which might be caused by the imbalance of dataset.

5.2 Twitter Metadata

We observe that our selection of metadata unable to outperform preceding research with the significant difference in precision and recall and a slight one in f-measure. Since each paper has their own amount of metadata feature, the result of attribute selection is different as well. We suspect that our selection of metadata heavily affects the important linguistic feature during reduction, resulting low score among other list of feature. It is also found that conscientiousness and extraversion reaches the highest score while openness scores the least with its difference to agreeableness is quite significant.

5.3 Classifier

We observe that Random Forest and sequential minimal optimization performs the best among our selection of classifier with Naïve Bayes positioned the third. J48 and k-NN are close to reach 0.7, although both J48 and Random Forest are both tree-based classifier. This case also happens in [23] where Random Forest performs better than J48 by 10%. As mentioned, none of the classifiers used here are tuned, therefore it is possible for k-NN to be significantly sensitive towards outliers in the data. Random Forest is also more consistent in result throughout all metric than SMO.

6. Conclusion

In this paper, we attempt to find optimal setting to perform personality prediction with Twitter as our source of the data using big five as the personality model, focusing on Indonesian user. We analyze three comparisons: amount of n-gram, twitter metadata, and classifier used.

- With the highest F-average of 0.7482, we obtain the optimal result around the usage of 3000-4000 word n-grams.
- While our list of Twitter metadata does not perform better than other lists, we find the difference is not that significant. The impact of not using list of metadata is not as well significant, although better.
- Random forest and SMO performs well with our dataset, suspecting that there are some outliers affected sensitive classifiers prone to it, such as k-NN.

The major issue of this research is the dataset. Not only there are heavy imbalances in some traits, the amount of dataset is perceived lacking. As a counterpoint, the lack of dataset is compensated by the validity of labeling as it is done manually by experts. In our future research, we expect to use even more dataset that is more balanced than what we currently have.
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**Table 5. Result on how different combination of metadata affects the result**

| Dataset                      | P-AVG | R-AVG | F-AVG |
|------------------------------|-------|-------|-------|
| Not appended                 | 0.7684| 0.725 | 0.718 |
| Appended with our own list of metadata | 0.745 | 0.7164 | 0.7152 |
| Appended based on [4]        | 0.7642| 0.73   | 0.722 |
| Appended based on [17]       | 0.7526| 0.7234 | 0.722 |
| Appended based on [3]        | 0.7534| 0.7206 | 0.7178 |

---

**Table 6. Result on how different combination of metadata affects the result**

| Classifier    | P-AVG | R-AVG | F-AVG |
|---------------|-------|-------|-------|
| J48           | 0.7002| 0.7032| 0.6994|
| k-NN          | 0.6996| 0.7004| 0.6996|
| Naïve Bayes   | 0.745 | 0.7164| 0.7152|
| Random Forest | 0.744 | 0.7484| 0.744 |
| SMO           | 0.7662| 0.747 | 0.7218|
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