Intelligent Reflecting Surface Enhanced Indoor Robot Path Planning: A Radio Map based Approach

Xidong Mu, Student Member, IEEE, Yuanwei Liu, Senior Member, IEEE, Li Guo, Member, IEEE, Jiaru Lin, Member, IEEE, and Robert Schober, Fellow, IEEE

Abstract

An indoor robot navigation system is investigated, where an intelligent reflecting surface (IRS) is employed to enhance the connectivity between the access point (AP) and robotic users. Both single-user and multiple-user scenarios are considered. In the single-user scenario, one mobile robotic user communicates with the AP. In the multiple-user scenario, the AP serves one mobile robotic user and one static robotic user employing either non-orthogonal multiple access (NOMA) or orthogonal multiple access (OMA) transmission. The considered system is optimized for minimization of the travelling time/distance of the mobile robotic user from a given starting point to a predefined final location, while satisfying constraints on the communication quality of the robotic users. To tackle this problem, a radio map based approach is proposed to exploit location-dependent channel propagation knowledge. For the single-user scenario, a channel power gain map is constructed, which characterizes the spatial distribution of the maximum expected effective channel power gain of the mobile robotic user for the optimal IRS phase shifts. Based on the obtained channel power gain map, the communication-aware robot path planning problem is solved by exploiting graph theory. For the multiple-user scenario, an achievable communication rate map is constructed. It characterizes the spatial distribution of the maximum expected rate of the mobile robotic user for the optimal power allocation at the AP and the optimal IRS phase shifts subject to a minimum rate requirement for the static robotic user. The joint optimization problem is efficiently solved by invoking bisection search and successive convex
approximation methods. Then, a graph theory based solution for the robot path planning problem is derived by exploiting the obtained communication rate map. Our numerical results show that: 1) the required travelling distance of the mobile robotic user can be significantly reduced by deploying an IRS; 2) NOMA yields a higher communication rate for the mobile robotic user than OMA; 3) the IRS performance gain is significantly more pronounced for NOMA than for OMA.

I. INTRODUCTION

In the past few decades, robot technology has developed rapidly and has had a significant impact on human life [2]. Specifically, robots can help humans perform repetitive or dangerous tasks, thus liberating human resources and reducing health risks. There is a wide range of robot applications, including cargo/packet delivery, search and rescue, public safety surveillance, environmental monitoring, and automatic industrial production [3, 4]. In terms of their modes of operation, current robots can be loosely classified into two categories, namely, automated robots and connected robots [5]. Based on the equipped sensors and computational resources, automated robots are able to make decisions on their own during a mission. However, they are exceedingly complex due to the large memory, large computational resources, and large number of artificial intelligence based algorithms needed for carrying out sophisticated tasks. In contrast, connected robots accomplish missions relying on information exchange with operators [5]. For instance, a connected robot sends the sensed data (e.g., pictures or videos) to its operator in a real-time manner, and the operator provides further instructions to the connected robot based on the data. Therefore, connected robots are more cost-efficient and less computation-constrained. With the rapid development of fifth-generation (5G) and beyond (B5G) cellular networks, one promising solution is to integrate connected robots into cellular networks as robotic users to be served by base stations (BSs) or access points (APs). Given the ultra-high speed, low latency, and high reliability of 5G/B5G networks, connected robots are expected to become a key application in the future.

Despite the appealing advantages of connected robots, one crucial limitation is that the communication link may be severely blocked by buildings, trees or other tall objects. The resulting signal dead zones can significantly restrict the area of operation and reduce the efficiency of connected robots. Fortunately, with the recent advances in meta-materials, intelligent reflecting surfaces (IRSs) [6], also known as reconfigurable intelligent surfaces (RISs) [7, 8] or large intelligent surfaces (LISs) [9], have been proposed as an effective solution for overcoming signal blockage and enhancing the communication quality. An IRS is a thin man-made surface consisting of a
large number of low-cost and passive reflecting elements (e.g., PIN diodes), each of which can reflect and impact the propagation of an incident electromagnetic wave [6]. As a result, IRSs can create a *programmable wireless environment*. If the signal transmission via the direct link is blocked, an IRS can be deployed to provide an additional reflected link, hence improving the received signal strength. As the IRS does not require radio frequency (RF) chains and only reflects the incident signal in a nearly passive manner, it is more cost- and energy-efficient than conventional relaying technologies such as amplify-and-forward (AF) and decode-and-forward (DF) relaying [10]. Furthermore, IRSs can be easily deployed on different structures, such as building facades and roadside billboards in outdoor environments, and walls and ceilings in indoor environments.

Due to the aforementioned advantages, IRSs have received extensive attention from both academia and industry. By exploiting the new degrees of freedom introduced by passive beamforming, the performance gain facilitated by IRSs in wireless communication systems has been extensively investigated. For instance, the authors of [11] proposed an alternating optimization based algorithm for the design of the active beamforming at the BS and the passive beamforming at the IRS with the objective of minimizing the transmit power. The authors of [12] investigated energy-efficiency maximization in an IRS-assisted multiple-user multiple-input single-output (MISO) system. In [13], the authors studied the physical layer security in IRS-aided communication systems, where the system sum secrecy rate was maximized. In [14], the authors considered an indoor IRS communication scenario, where the IRS phase shifts were configured by the proposed deep learning method to maximize the user’s received signal strength. The authors of [15] focused on a multi-cell multiple-input multiple-output (MIMO) multiple-user communication system, where an IRS was deployed at the cell boundary to improve the performance of the cell-edge users. Furthermore, the authors of [16] invoked deep reinforcement learning techniques to tackle the joint active and passive beamforming problem. The proposed algorithm was shown to be capable of learning from the environment. In [17], the authors investigated IRS-assisted unmanned aerial vehicle (UAV) communication, where the UAV trajectory and the IRS phase shifts were jointly optimized to maximize the average achievable rate of a ground user. To further improve spectrum efficiency, non-orthogonal multiple access (NOMA) was considered for IRS-assisted communication systems. The authors of [18] analyzed various system performance metrics in an IRS-aided NOMA system, and provided useful design insights. With the aim of maximizing the system sum rate, joint active and passive beamforming

...
optimization was investigated in [19] for IRS-assisted MISO NOMA communication systems.

A. Motivations and Challenges

On the road to facilitating smart cities and factories, connected robots have been regarded as an appealing technology. By offloading tasks to remote operators (e.g., BSs or APs), the cost and energy consumption of robots can be significantly reduced. However, as mentioned earlier, signal blockage is the major bottleneck for connected robots. Motivated by this issue, we propose to deploy an IRS to assist the communication with a connected robot. In particular, an IRS-enhanced indoor robot navigation system is considered, where one mobile robotic user is served by an AP with the aid of an IRS, see Fig. 1. The mobile robotic user is dispatched to travel from a predefined initial location to a final location to carry out a specific mission. Although the performance gain introduced by IRSs has been studied for various wireless communication system architectures, to the best of the authors’ knowledge, this is the first work to investigate the IRS-enhanced indoor robot path planning problem. The main related challenges are as follows:

- As the signal transmission may be blocked by obstacles, as illustrated in Fig. 1, the channel power gain changes abruptly as the mobile robotic user travels. As a result, the location-dependent channel power gain makes the communication-aware robot path planning problem challenging.

- In addition, the channel power gain of the robotic user does not only depend on its location but also on the IRS phase shifts, which causes the path planning and the IRS reflection matrix design to be highly coupled.

To overcome the aforementioned challenges, we develop a new radio-map based approach for the robot path planning problem. In general, a radio map contains information on the spectral activities and the propagation conditions in the space, frequency, and time domains [20]. This information can be exploited to improve the performance of wireless networks and facilitates

Fig. 1: Illustration of the IRS-enhanced indoor robot navigation system for a single-user scenario.
new wireless applications. Inspired by this, we construct two types of radio maps, namely, a *channel power gain map* and an *achievable communication rate map* for single-user and multiple-user scenarios, respectively, by exploiting knowledge about the channel propagation conditions. In the single-user case, one mobile robotic user is assumed to be served by the AP in a dedicated resource block with the aid of an IRS. As the communication performance is fully determined by the channel quality, a channel power gain map is constructed to characterize the maximum expected channel power gain of the mobile robotic user in the region of interest. In the multiple-user case, we consider one mobile robotic user and one static robotic user which are simultaneously served by the AP. The communication performance of the robotic users also depends on the resource allocation at the AP. Hence, we construct an achievable communication rate map, which characterizes the spatial distribution of the maximum expected rate of the mobile robotic user, by jointly considering the mobile robotic user’s location, the power allocation at the AP, and the phase shifts at the IRS. Equipped with the two radio maps, the communication-aware robot path planning problem is efficiently solved by utilizing graph theory.

B. Contributions

The main contributions of this paper can be summarized as follows:

- We propose an IRS-enhanced indoor robot navigation system, in which the IRS is deployed to enhance the signal transmission from the AP to a mobile robotic user. We formulate a communication-aware path planning problem to minimize the time/distance needed by the mobile robotic user for travelling from an initial to a final location. In particular, we jointly optimize the robot path and the IRS reflection matrix. *Radio map* [20] based approaches are proposed for both the single-user and multiple-user systems.

- For the single-user scenario, we first construct the *channel power gain map* by optimizing the IRS phase shifts. The obtained channel power gain map characterizes the spatial distribution of the maximum expected effective channel power gain of the mobile robotic user aided by the IRS. Leveraging this map, the robot path planning problem is efficiently solved using graph theory.

- For the multiple-user scenario, we consider both NOMA and orthogonal multiple access (OMA) transmission schemes for simultaneously serving one mobile robotic user and one static robotic user. The *achievable communication rate map* of the mobile robotic user is constructed by jointly optimizing the power allocation at the AP and the reflection matrix at the IRS, subject to the rate constraint of the static robotic user. Specifically, we solve the
resulting joint optimization problem by invoking the bisection search and successive convex approximation (SCA) methods. Based on the rate map, a graph theory based solution for the path of the mobile robotic user is obtained.

- We show that the proposed IRS-enhanced system can significantly reduce the travelling distance of the mobile robotic user while achieving a higher communication rate compared to conventional systems without IRS. We also show that NOMA outperforms OMA, especially for the IRS-enhanced system.

C. Organization and Notation

The rest of this paper is organized as follows: In Section II, IRS-enhanced indoor robot path planning for a single-user system is investigated, and a channel power gain map is constructed for solving the formulated problem. In Section III, the robot path planning problem is extended to multiple-user systems for both NOMA and OMA transmission, and an achievable communication rate map is constructed. Numerical examples are presented in Section IV to verify the effectiveness of the proposed designs compared to benchmark schemes. Finally, Section VI concludes the paper.

Notations: Scalars, vectors, and matrices are denoted by lower-case, bold-face lower-case, and bold-face upper-case letters, respectively. \( \mathbb{C}^{N \times 1} \) denotes the space of \( N \times 1 \) complex-valued vectors. The transpose and conjugate transpose of vector \( a \) are denoted by \( a^T \) and \( a^H \), respectively. \( \|a\|_1 \) and \( \|a\| \) denote the 1-norm and the Euclidean norm of a vector \( a \), respectively. \( \text{diag}(a) \) denotes a diagonal matrix with the elements of vector \( a \) on the main diagonal. \( 1_{m \times n} \) denotes an all-one matrix of size \( m \times n \). \( \mathbb{H}^N \) denotes the set of all \( N \)-dimensional complex Hermitian matrices. \( \text{rank}(A) \) and \( \text{Tr}(A) \) denote the rank and the trace of matrix \( A \), respectively. \( A \succeq 0 \) indicates that \( A \) is a positive semidefinite matrix. \( \otimes \) denotes the Kronecker product. \( \cdot \) denotes the \( n \)th element of a vector.

II. Radio Map Based Robot Path Planning for Single-user System

A. System Model

In this section, we consider an IRS-enhanced indoor robot navigation system, which consists of one single-antenna AP, one single-antenna mobile robotic user, and one IRS with \( M \) passive reflecting elements, see Fig. 1. The IRS is deployed on one of the indoor walls for assisting the transmission from the AP to the robotic user. Adopting a three-dimensional (3D) Cartesian coordinate system, the locations of the AP and the IRS are denoted by \( b = (x_b, y_b, H_b) \) and \( f = (x_f, y_f, H_f) \), respectively. The mobile robotic user is dispatched to travel from an initial
location \( q_I = (x_I, y_I, H_0) \) to a final location \( q_F = (x_F, y_F, H_0) \), where \( H_0 \) denotes the height of the antenna of the mobile robotic user. Let \( q(t) = (x(t), y(t), H_0), t \in [0, T] \), denote the time-varying path of the mobile robotic user, where \( T \) denotes the required travelling time\(^1\).

For practical implementation, the IRS is equipped with a smart controller, realized, e.g., with a field-programmable gate array (FPGA), which allows the AP to configure the IRS phase shifts in a real-time manner. As the AP-IRS-user link suffers from severe path loss, a large number of reflecting elements are required for this link to achieve a comparable path loss as the unobstructed direct AP-user link [21]. However, a large number of reflecting elements also cause a prohibitively high overhead/complexity for channel acquisition and phase shift design/reconfiguration. To overcome this limitation, an effective method is to group adjacent reflecting elements, which are expected to experience high channel correlation, together to a sub-surface, as was done in [22]. All elements belonging to the same sub-surface are assumed to share the same reflection coefficient. In this paper, the \( M \) passive reflecting elements of the IRS are divided into \( N \) sub-surfaces, where each sub-surface consists of \( \bar{N} = M/N \) reflecting elements. An example where \( \bar{N} = 4 \) elements are grouped into a sub-surface is illustrated in Fig. 1. The instantaneous IRS reflection matrix is denoted by \( \Theta(t) = \text{diag}(\theta(t) \otimes 1_{N \times 1}) \in \mathbb{C}^{M \times M} \), where \( \theta(t) = [\beta_1(t) e^{j\theta_1(t)}, \beta_2(t) e^{j\theta_2(t)}, \ldots, \beta_N(t) e^{j\theta_N(t)}]^T \), and \( \theta_n(t) \) and \( \beta_n(t) \) denote the instantaneous phase shift and attenuation coefficient of the \( n \)th sub-surface of the IRS, respectively.

In this paper, we assume \( \theta_n(t) \in [0, 2\pi) \) and \( \beta_n(t) = 1, \forall n \in \mathcal{N}, t \in \mathcal{T} \), where \( \mathcal{N} = \{1, \ldots, N\} \) and \( \mathcal{T} = [0, T] \).

We focus our attention on the downlink transmission from the AP to the mobile robotic user. The channel between the AP and the IRS is denoted by \( g \in \mathbb{C}^{M \times 1} \), and follows the Rician channel model. Hence, \( g \) can be expressed as

\[
g = \frac{\sqrt{L_{AL}}}{\sqrt{K_{AL}} + 1} \left( \sqrt{K_{AL}} \bar{g} + \hat{g} \right),
\]

where \( L_{AL} \) is the distance-dependent path loss of the AP-IRS channel, \( \bar{g} \) denotes the deterministic line-of-sight (LoS) component, \( \hat{g} \) denotes the random non-LoS (NLoS) component, which follows the Rayleigh distribution, and \( K_{AL} \) is the Rician factor.

Furthermore, let \( h_m(q(t)) \in \mathbb{C}^{1 \times 1} \) and \( r_m(q(t)) \in \mathbb{C}^{M \times 1} \) denote the AP-mobile robotic user

\(^1\)The considered setup is representative for many practical connected robot applications, such as transportation of material in smart factories or delivery of medicine in hospitals.
and IRS-mobile robotic user channels for mobile robotic user location \(q(t)\). We have

\[
h_m(q(t)) = \frac{\sqrt{L_{AM}(q(t))}}{\sqrt{K_{AM}(q(t))}+1} \left( \sqrt{K_{AM}(q(t))h_m(q(t)) + \hat{h}_m} \right), \tag{2}
\]

\[
r_m(q(t)) = \frac{\sqrt{L_{IM}(q(t))}}{\sqrt{K_{IM}(q(t))}+1} \left( \sqrt{K_{IM}(q(t))r_m(q(t)) + \hat{r}_m} \right), \tag{3}
\]

where \(L_{AM}(q(t))\) and \(L_{IM}(q(t))\) denote the corresponding path losses. \(\hat{h}_m(q(t))\) and \(\hat{r}_m(q(t))\) are the location-dependent LoS components. \(\hat{h}_m\) and \(\hat{r}_m\) denote the random Rayleigh distributed NLoS components. \(K_{AM}(q(t))\) and \(K_{IM}(q(t))\) denote the location-dependent Rician factors. For instance, if the signal transmission between the mobile robotic user at location \(q(t)\) and the AP/IRS is blocked by obstacles, the corresponding channel is classified as NLoS and we have \(K_{AM/IM}(q(t)) = 0\). Otherwise, it is classified as an LoS dominated channel and \(K_{AM/IM}(q(t)) = \kappa_{AM/IM}\), where \(\kappa_{AM/IM}\) is a constant.

Due to the high path loss, similar to [11], signals that are reflected by the IRS two or more times are ignored. Therefore, the IRS-aided effective channel between the AP and the mobile robotic user can be expressed as

\[
c_m(t) = h_m^H(q(t)) + r_m^H(q(t)) \Theta(t) g. \tag{4}
\]

We note that \(c_m(t)\) is a random variable since it depends on random variables \(\{\hat{g}, \hat{r}_m, \hat{h}_m\}\). In this paper, we are interested in the expected/average effective channel power gain, defined as

\[
E[|c_m(t)|^2].
\]

A closed-form expression for \(E[|c_m(t)|^2]\) is provided in the following lemma.

**Lemma 1.** The expected effective channel power gain of the mobile robotic user is given by

\[
E[|c_m(t)|^2] \triangleq \lambda_m(t) = \left| \hat{h}_m(q(t)) + \hat{r}_m(q(t)) \Theta(t) \tilde{g} \right|^2 + \frac{L_{AM}(q(t))}{K_{AM}(q(t)) + 1} + \frac{L_{AI}L_{IM}(q(t))(K_{IM}(q(t)) + K_{AI} + 1) M}{(K_{AI} + 1)(K_{IM}(q(t)) + 1)}, \tag{5}
\]

where

\[
\hat{h}_m(q(t)) = \sqrt{L_{AM}(q(t))K_{AM}(q(t))}h_m(q(t)), \quad \hat{r}_m(q(t)) = \sqrt{L_{IM}(q(t))K_{IM}(q(t))}r_m(q(t)), \quad \tilde{g} = \sqrt{\frac{L_{AI}K_{AI}}{K_{AI} + 1}} g.
\]

**Proof.** See Appendix A. \(\square\)

For ease of exposition, let \(w_m^H(q(t)) = \hat{r}_m^H(q(t)) \text{diag}(\tilde{g}) \in \mathbb{C}^{1 \times M}\) denote the cascaded LoS channel of the AP-IRS-mobile robotic user link before the reconfiguration of the IRS. Then, the corresponding combined composite channel associated with the \(n\)th sub-surface is given by...
\[
[\tilde{w}_m^H(q(t)) \in \mathbb{C}^{1 \times N}]_n = \sum_{n=1}^{N} \left[ w_m^H(q(t)) \right]_{\pi + (n-1)N}, \forall n \in \mathcal{N} \quad [22].
\]
Therefore, \( \lambda_m(t) \) can be rewritten as
\[
\lambda_m(t) = \left| \tilde{h}_m^H(q(t)) + \bar{w}_m^H(q(t)) \theta(t) \otimes 1_{N \times 1} \right|^2 + \tau_m(q(t)),
\]
where \( \tau_m(q(t)) = \frac{\mathcal{E}_{AM}(q(t))}{K_{AM}(q(t)) + 1} + \frac{\mathcal{E}_{AI} K_{IM}(q(t) + 1) M}{(K_{AI} + 1)(K_{IM}(q(t)) + 1)} \).

**B. Problem Formulation**

We aim to minimize the required travelling time \( T \) of the mobile robotic user from \( q_I \) to \( q_F \) by jointly optimizing the path of the mobile robotic user, \( Q = \{ q(t), 0 \leq t \leq T \} \), and the reflection matrix of the IRS \( A = \{ \Theta(t), 0 \leq t \leq T \} \), subject to a constraint on the expected effective channel power gain. Hence, the communication-aware robot path planning problem can be formulated as

\[
\begin{align*}
\min_{Q,A,T} & \quad T \\
\text{s.t.} & \quad \lambda_m(t) \geq \gamma, \forall t \in \mathcal{T}, \quad (7b) \\
& \quad \theta_n(t) \in [0, 2\pi), \forall n \in \mathcal{N}, t \in \mathcal{T}, \quad (7c) \\
& \quad q(0) = q_I, q(T) = q_F, \quad (7d) \\
& \quad \|q(t)\| \leq V_{\max}, \forall t \in \mathcal{T}, \quad (7e)
\end{align*}
\]

where the first derivative of \( q(t) \) with respect to \( t \), \( \dot{q}(t) \), denotes the velocity vector, and \( \gamma \) denotes the minimum required expected effective channel power gain, which has to be achieved throughout the travel of the mobile robotic user. Constraints \((7d)\) and \((7e)\) represent the mobility constraints on the mobile robotic user, where \( V_{\max} \) is the maximum travelling speed. Problem \((7)\) is challenging to solve for the following three reasons. Firstly, constraint \((7b)\) is not concave with respect to \( q(t) \) and \( \Theta(t) \). The unit modulus constraint \((7c)\) is also non-convex. Secondly, the expected effective channel power gain \( \lambda_m(t) \) is generally not a continuous function under the considered location-dependent channel model. Thirdly, problem \((7)\) involves an infinite number of optimization variables with respect to continuous time \( t \), which are difficult to handle. To tackle these difficulties, we develop a radio map based approach which is capable of exploiting knowledge regarding location-dependent channel propagation.

**C. Channel Power Gain Map Construction**

In this subsection, we introduce a specific type of radio map, namely, the channel power gain map. Specifically, the channel power gain map characterizes the spatial distribution of the
expected effective channel power gain over the region of interest with respect to the mobile robotic user’s location \( q \), i.e., \( \lambda_m(q) \). For the development of the radio map, the continuous two-dimensional (2D) space is first discretized into \( \frac{X}{\Delta}, \frac{Y}{\Delta} \) small cells, where \( \Delta \) denotes the size of each cell and \( X \) and \( Y \) denote the range of the 2D space along the x-axis and y-axis, respectively. \( \Delta \) should be chosen small enough such that the location of the mobile robotic user within each cell can be approximated by the cell center. The horizontal location of the \((i, j)\)-th cell center can be expressed as

\[
q^\Delta_{i,j} = q_0 + [i - 1, j - 1] \Delta, i \in \mathcal{X}, j \in \mathcal{Y},
\]

where \( q_0 \) is the center of the cell in the lower left corner of the considered 2D space, \( \mathcal{X} = \{1, \ldots, X\}, \mathcal{Y} = \{1, \ldots, Y\} \), \( X \triangleq \frac{X}{\Delta} \), and \( Y \triangleq \frac{Y}{\Delta} \).

Accordingly, let matrix \( C \in \mathbb{R}^{X \times Y} \) denote the channel power gain map, where the element in row \( i \) and column \( j \) characterizes the maximum expected effective channel power gain of the mobile robotic user at location \( \{q^\Delta_{i,j}\} \). Therefore, the elements of \( C \) are given by

\[
[C]_{i,j} = \max_{\mathbf{F} \in \mathcal{F}} \left| \tilde{h}_m^H(q^\Delta_{i,j}) + \tilde{w}_m^H(q^\Delta_{i,j}) \theta \left(q^\Delta_{i,j}\right) \right|^2 + \tau_m \left(q^\Delta_{i,j}\right), i \in \mathcal{X}, j \in \mathcal{Y},
\]

where \( \mathcal{F} \) denotes the set of all possible IRS reflection matrices.

For any given \( q^\Delta_{i,j} \), the expected effective channel power gain is upper-bounded by

\[
\left| \tilde{h}_m^H(q^\Delta_{i,j}) + \tilde{w}_m^H(q^\Delta_{i,j}) \theta \right|^2 + \tau_m \left(q^\Delta_{i,j}\right) \leq \left( \left| \tilde{h}_m^H(q^\Delta_{i,j}) \right| + \left\| \tilde{w}_m^H(q^\Delta_{i,j}) \right\|_1 \right)^2 + \tau_m \left(q^\Delta_{i,j}\right).
\]

The above inequality holds with equality for the following optimal phase shifts:

\[
\theta^*_n(q^\Delta_{i,j}) = \angle \left( \tilde{h}_m^H(q^\Delta_{i,j}) \right) - \angle \left( \left[ \tilde{w}_m^H(q^\Delta_{i,j}) \right]_n \right), \forall n \in \mathcal{N},
\]

where \( \angle (\cdot) \) denotes the phase of a complex number. Therefore, the channel power gain map \( C \) is given as follows:

\[
[C]_{i,j} = \left( \left| \tilde{h}_m^H(q^\Delta_{i,j}) \right| + \left\| \tilde{w}_m^H(q^\Delta_{i,j}) \right\|_1 \right)^2 + \tau_m \left(q^\Delta_{i,j}\right), i \in \mathcal{X}, j \in \mathcal{Y}.
\]

### D. Graph Theory Based Path Solution

Based on the constructed channel power gain map, let \( Q = \{q^\Delta_{i_1,j_1}, q^\Delta_{i_2,j_2}, \ldots, q^\Delta_{i_{D-1},j_{D-1}}, q^\Delta_{i_{D},j_D}\} \) denote the path of the mobile robotic user. For ease of exposition, we assume that \( q^\Delta_{i_1,j_1} = q_I \) and \( q^\Delta_{i_D,j_D} = q_F \). It can be verified that for the optimal solution of (7), the speed constraint (7e) must be satisfied with equality, i.e., \( \|q(t)\| = V_{\text{max}}, \forall t \in \mathcal{T} \). To demonstrate this, suppose that at the optimal solution to problem (7), the mobile robotic user travels at a speed strictly less than \( V_{\text{max}} \). Then, we can increase the speed to \( V_{\text{max}} \), which decreases the travelling time. With
this insight, problem (7) can be equivalently reformulated as the following *travelling distance minimization* problem over the channel power gain map:

\[
\min_{Q,D} \sum_{d=1}^{D-1} \left\| q_{i_d+1,j_{d+1}}^\Delta - q_{i_d,j_d}^\Delta \right\|
\]

s.t. \[ C_{i_d,j_d} \geq \gamma, \] (13b)
\[
\left\| q_{i_d+1,j_{d+1}}^\Delta - q_{i_d,j_d}^\Delta \right\| \leq \sqrt{2}\Delta, 1 \leq d \leq D - 1,
\]
\[
q_{i_1,j_1}^\Delta = q_I, q_{i_D,j_D}^\Delta = q_F,
\]

where (13c) ensures that any two successive waypoints along the path are adjacent in the channel power gain map. As illustrated in Fig. 2, if the two successive waypoints satisfy the expected effective channel power gain condition, it is guaranteed that any point on the line segment connecting them also satisfies this condition (e.g., green lines). Otherwise, if the two successive waypoints were not adjacent, the path may not be always feasible (e.g., the red line). However, problem (13) is a non-convex combinatorial optimization problem, which is difficult to solve with standard convex optimization methods. In the following, we solve problem (13) by exploiting graph theory [23].

For given \( \gamma \) and channel power gain map \( C \), we construct a new matrix \( \Pi \in \mathbb{R}^{X \times Y} \), namely the feasible map, as follows:

\[
[\Pi]_{i,j} = \begin{cases} 
1, & \text{if } [C]_{i,j} \geq \gamma, \\
0, & \text{otherwise} 
\end{cases}, i \in X, j \in Y.
\] (14)

Specifically, \([\Pi]_{i,j} = 1\) means that the location \( q_{i,j}^\Delta \) is a feasible candidate waypoint for the path of the mobile robotic user.
Based on the feasible map $\Pi$, we construct an undirected weighted graph, which is denoted by $G = (V, E)$. The vertex set $V$ and the edge set $E$ are given by

$$V = \left\{ v_{i,j} = q_{i,j}^\Delta : [\Pi]_{i,j} = 1, i \in \mathcal{X}, j \in \mathcal{Y} \right\},$$

$$E = \left\{ (v_{i,j}, v_{i',j'}) : v_{i,j}, v_{i',j'} \in V \right\}.$$  \hfill (15a)

The weight of each edge is denoted by $W(v_{i,j}, v_{i',j'})$, and given by

$$W(v_{i,j}, v_{i',j'}) = \begin{cases} \|v_{i,j} - v_{i',j'}\|, & \text{if } \|v_{i,j} - v_{i',j'}\| \leq \sqrt{2}\Delta \\ \infty, & \text{otherwise} \end{cases}. \hfill (16)$$

Based on the constructed graph $G$, problem (13) is equivalent to finding the shortest path from $v_{i_1,j_1} = q_I$ to $v_{i_D,j_D} = q_F$. The shortest path construction problem can be efficiently solved via the Dijkstra algorithm [23] with complexity $O(|V|^2)$. The optimal path for the mobile robotic user is denoted by $Q^* = \left\{ q_{i_1,j_1}^{\Delta}, q_{i_2,j_2}^{\Delta}, ..., q_{i_{D-1},j_{D-1}}^{\Delta}, q_{i_{D},j_{D}}^{\Delta} \right\}$.

**III. Radio Map Based Robot Path Planning for Multiple-user System**

**A. System Model**

![Fig. 3: Illustration of the IRS-enhanced indoor robot navigation system for a multiple-user scenario.](image)

Different from the single-user scenario, where the mobile robotic user is assigned with a dedicated resource block, we further investigate the scenario where multiple robotic users are simultaneously served by the AP. More particularly, two types of robotic users are considered, namely, a mobile robotic user and a static robotic user, as shown in Fig. 3. One practical scenario for the multiple-user setup is automatic industrial production in smart factories, where the mobile robotic user is used for transportation of materials, and the static robotic user is used for assembling products. Both users need to maintain a reliable communication link to ensure safe operation.
\[ h_s = \frac{\sqrt{L_{AS}}}{\sqrt{K_{AS} + 1}} \left( \sqrt{K_{AS}} h_s + \hat{h}_s \right), \]  
(17)

\[ r_s = \frac{\sqrt{L_{IS}}}{\sqrt{K_{IS} + 1}} \left( \sqrt{K_{IS}} r_s + \hat{r}_s \right), \]  
(18)

where \( L_{AS} \) and \( L_{IS} \) denote the distance-dependent path losses, \( \hat{h} \) and \( \hat{r}_s \) denote the deterministic LoS components, and \( \hat{h}_s \) and \( \hat{r}_s \) denote the random NLoS components. \( K_{AS} \) and \( K_{IS} \) are the Rician factors.

Therefore, the effective channel from the AP to the static user is given by

\[ c_s(t) = h_s^H \Theta(t) g. \]  

Similar to Lemma 1 and equation (6), the expected effective channel power gain of the static user can be expressed as

\[ \mathbb{E} \left[ |c_s(t)|^2 \right] = \left| \tilde{h}_s^H + \tilde{r}_s^H \Theta(t) \tilde{g} \right|^2 + \frac{L_{AS}}{K_{AS} + 1} + \frac{L_{AI} L_{IS} (K_{IS} + K_{AI} + 1) N}{(K_{AI} + 1) (K_{IS} + 1)} \]  
(19)

where \( \tilde{h}_s = \sqrt{\frac{L_{AS} K_{AS}}{K_{AS} + 1}} h_s \), \( \tilde{r}_s = \sqrt{\frac{L_{IS} K_{IS}}{K_{IS} + 1}} r_s \), \( \tilde{w}_s^H = \tilde{r}_s^H \text{diag} \left( \tilde{g} \right) \in \mathbb{C}^{1 \times M} \), and \( \tilde{w}_s^H \in \mathbb{C}^{1 \times N} \),

where \( n_l(t) \) denotes the additive CSCG noise at user \( l \in \{s, m\} \) with zero mean and variance \( \sigma^2 \).

Regarding the multiple access scheme applied at the AP for serving the two robotic users, both NOMA and OMA transmission are considered. In NOMA, the AP simultaneously serves the mobile and static robotic users in the same time/frequency resource blocks by utilizing superposition coding and successive interference cancellation (SIC). For OMA, we focus on frequency division multiple access (FDMA), where the AP simultaneously serves the two users in different frequency resource blocks\(^3\).

1) NOMA: According to the NOMA protocol, the AP transmits the two users’ signals using superposition coding. The received signal of user \( l \in \{s, m\} \) at time instant \( t \) can be expressed as

\[ e_l(t) = c_l(t) \left( \sqrt{p_s(t)} b_s(t) + \sqrt{p_m(t)} b_m(t) \right) + n_l(t), \]  
(20)

where \( b_s(t) \) and \( b_m(t) \) are the transmitted data symbols for the static and mobile robotic users, respectively, which are modelled as circularly symmetric complex Gaussian (CSCG) random variables with zero mean and unit variance. Let \( P_{\text{max}} \) denote the maximum transmit power at the AP. The power allocation of the two users has to satisfy \( p_s(t) + p_m(t) \leq P_{\text{max}}, \forall t \). \( n_l(t) \) denotes the additive CSCG noise at user \( l \in \{s, m\} \) with zero mean and variance \( \sigma^2 \).

By invoking SIC, the user with the stronger channel power gain is able to first decode the

\(^3\)For time division multiple access (TDMA), the AP needs to serve the two users consecutively in different time resource blocks, which causes transmission delays. Therefore, we consider FDMA to ensure a fair comparison with NOMA.
signal of the user with the weaker channel power gain, before decoding its own signal [24]. We define binary indicators $\mu_l(t) \in \{0, 1\}, l \in \{s, m\}$, to specify the instantaneous decoding order of the two users, which satisfy $\mu_m(t) + \mu_s(t) = 1, \forall t$. For instance, if the mobile robotic user is the strong user, we have $\mu_m(t) = 0$ and $\mu_s(t) = 1$. In this case, the effective channel power gain should satisfy $|c_m(t)|^2 \geq |c_s(t)|^2$ to ensure the success of SIC [24]. Therefore, the achievable communication rate of user $l \in \{s, m\}$ can be expressed as

$$R_i^{\text{NOMA}}(t) = \log_2 \left( 1 + \frac{|c_l(t)|^2 p_l(t)}{\mu_l(t)|c_l(t)|^2 p_T(t) + \sigma^2} \right) = \log_2 \left( 1 + \frac{p_l(t)}{\mu_l(t)p_T(t) + \frac{\sigma^2}{|c_l(t)|^2}} \right).$$

(21)

Here, if $l = m$, we have $T = s$; otherwise, $T = m$. Note that $R_i^{\text{NOMA}}(t)$ is a random variable, and we are interested in the expected/average achievable communication rate, defined as $\mathbb{E}\left[R_i^{\text{NOMA}}(t)\right]$. However, it is difficult to derive a closed-form expression for $\mathbb{E}\left[R_i^{\text{NOMA}}(t)\right]$, since its probability distribution is hard to obtain. To tackle this issue, we approximate the expected achievable communication rate by its upper bound as follows:

$$\mathbb{E}\left[R_i^{\text{NOMA}}(t)\right]^{(a)} \leq \log_2 \left( 1 + \frac{p_l(t)}{\mu_l(t)p_T(t) + \frac{\sigma^2}{|c_l(t)|^2}} \right) = \log_2 \left( 1 + \frac{p_l(t)}{\mu_l(t)p_T(t) + \frac{\sigma^2}{|c_l(t)|^2}} \right) \triangleq \overline{R}_i^{\text{NOMA}}(t),$$

(22)

where $(a)$ holds due to the Jensens inequality since the rate function $R_i^{\text{NOMA}}(t)$ is concave with respect to $|c_l(t)|^2$. The tightness of the approximation $\overline{R}_i^{\text{NOMA}}(t)$ with respect to the exact average rate $\mathbb{E}\left[R_i^{\text{NOMA}}(t)\right]$ will be evaluated in Section VI-B4.

2) OMA: For OMA transmission, the AP simultaneously transmits to both users in orthogonal frequency bands of equal size. Accordingly, the achievable communication rate for user $l \in \{s, m\}$ is given by

$$R_i^{\text{OMA}}(t) = \frac{1}{2} \log_2 \left( 1 + \frac{|c_l(t)|^2 p_l(t)}{\frac{1}{2} \sigma^2} \right).$$

(23)

Similarly, the expected achievable communication rate for OMA can be approximated as

$$\mathbb{E}\left[R_i^{\text{OMA}}(t)\right] \leq \frac{1}{2} \log_2 \left( 1 + \frac{\mathbb{E}[|c_l(t)|^2] p_l(t)}{\frac{1}{2} \sigma^2} \right) = \frac{1}{2} \log_2 \left( 1 + \frac{2\lambda_l(t)p_l(t)}{\sigma^2} \right) \triangleq \overline{R}_i^{\text{OMA}}(t),$$

(24)

B. Problem Formulation

For the multiple-user scenario, the communication-aware robot path planning problem is formulated as follows:

$$\min_{Q,F,A,T} T$$

$$\text{s.t.} \quad \overline{R}_i^{Z}(t) \geq \overline{r}_i, Z \in \{\text{NOMA}, \text{OMA}\}, l \in \{s, m\}, \forall t \in T,$$

$$p_l(t) \geq 0, l \in \{s, m\}, p_m(t) + p_s(t) \leq P_{\text{max}}, \forall t \in T,$$

(25a)

(25b)

(25c)
\[ \mu_l(t) \in \{0, 1\}, l \in \{s, m\}, \forall t \in \mathcal{T}, \] (25d)

\[ \mu_m(t) + \mu_s(t) = 1, \forall t \in \mathcal{T}, \] (25e)

\[ \begin{cases} 
    \lambda_s(t) \geq \lambda_m(t), & \text{if } \mu_s(t) = 0, \mu_m(t) = 1, \\
    \lambda_s(t) \leq \lambda_m(t), & \text{otherwise}
\end{cases}, \forall t \in \mathcal{T}, \] (25f)

\[ (7c) - (7e), \] (25g)

where \( P = \{p_m(t), p_s(t), 0 \leq t \leq T\} \) denotes the power allocation at the AP, \( \mathbf{r}_l, l \in \{s, m\}, \) denote the minimum required communication rate of the mobile and static users, and \( Z \in \{\text{NOMA}, \text{OMA}\} \) indicates whether NOMA or OMA is employed. Constraint (25c) denotes the power allocation constraint. Constraints (25d)-(25f) ensure that SIC can be successfully implemented at the stronger user and is only valid when NOMA is used, i.e., \( Z = \text{NOMA}. \)

C. Achievable Communication Rate Map Construction

Different from the single-user scenario, where the communication performance of the mobile robotic user is only determined by its location and the IRS phase shifts, the communication performance in problem (25) is also determined by the power allocation at the AP. Moreover, the effective channels of the mobile and static robotic users share the same IRS phase shifts, which makes problem (25) challenging to solve. To tackle this difficulty, we construct a different type of radio map, which we refer to as the achievable communication rate map of the mobile robotic user, by jointly optimizing the power allocation at the AP and the phase shifts at the IRS.

1) NOMA: Let matrix \( \mathbf{U}^{\text{NOMA}} \in \mathbb{R}^{X \times Y} \) denote the achievable communication rate map for NOMA. The elements of \( \mathbf{U}^{\text{NOMA}} \) represent the maximum expected achievable communication rates of the mobile robotic user at locations \( \{q_{i,j}^\Delta\} \), where the communication rate requirement of the static robotic user is satisfied. Therefore, the element in row \( i \) and column \( j \) of \( \mathbf{U}^{\text{NOMA}} \) is given by

\[
[U^{\text{NOMA}}]_{i,j} = \max_{p_m, p_s, \Theta, \mu_m, \mu_s, \mathbf{r}_0} \mathbf{r}_0
\] (26a)

s.t.

\[
\mathbf{r}_m^{\text{NOMA}}(q_{i,j}^\Delta) \geq \mathbf{r}_0,
\] (26b)

\[
\mathbf{r}_s^{\text{NOMA}}(q_{i,j}^\Delta) \geq \mathbf{r}_s,
\] (26c)

\[
\theta_n \in [0, 2\pi), \forall n \in \mathcal{N},
\] (26d)

\[
p_l \geq 0, l \in \{s, m\}, p_m + p_s \leq P_{\text{max}},
\] (26e)

\[
\mu_l \in \{0, 1\}, l \in \{s, m\},
\] (26f)
\[ \mu_m + \mu_s = 1, \quad (26g) \]
\[
\begin{cases}
\lambda_s \geq \lambda_m (q_{i,j}) , & \text{if } \mu_s = 0, \mu_m = 1 \\
\lambda_s \leq \lambda_m (q_{i,j}) , & \text{otherwise}
\end{cases}, \quad (26h)
\]

where \( \bar{\tau}_0 \) denotes the maximum achievable communication rate of the mobile robotic user. Let \( \bar{\tau}_0 \) denote the optimal solution of problem (26). As there are \( 2! = 2 \) options for the decoding order for two users, we can solve problem (26) by exhaustively searching all possible decoding order options, i.e., \( \bar{\tau}_0^k = \arg \max_{k \in \{1,2\}} (\bar{\tau}_0^k) \), where \( \bar{\tau}_0^k \) denotes the optimal solution of problem (26) under the \( k \)th decoding order option.

To solve problem (26), we first introduce auxiliary variables \( \tilde{h}_m^H = \begin{bmatrix} \tilde{w}_s^H (q_{i,j}) & \tilde{h}_s^H (q_{i,j}) \end{bmatrix} \), \( \tilde{h}_s^H = \begin{bmatrix} \tilde{w}_s^H \tilde{h}_s^H \end{bmatrix} \), and \( v = [e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_N}, 1]^T \). Moreover, we define \( \tilde{H}_l = \tilde{h}_l \tilde{h}_l^H, l \in \{s, m\} \), and \( V = vv^H \), which satisfies \( V \succeq 0 \), \( \text{rank} (V) = 1 \), and \( [V]_{nn} = 1, n = 1, 2, \ldots, N+1 \). Then, the expected effective channel power gain of the mobile robotic user and the static robotic user can be rewritten as
\[
\lambda_m (q_{i,j}) = \left| \tilde{h}_m^H v \right|^2 + \tau_m (q_{i,j}) = \text{Tr} \left( \tilde{H}_m V \right) + \tau_m (q_{i,j}), \quad (27)
\]
\[
\lambda_s = \left| \tilde{h}_s^H v \right|^2 + \tau_s = \text{Tr} \left( \tilde{H}_s V \right) + \tau_s, \quad (28)
\]

For a given user decoding order\(^4\), problem (26) can be reformulated as:
\[
\max_{p_m, p_s, V, \bar{\tau}_0^k} \bar{\tau}_0^k \quad (29a)
\]
\[
\text{s.t.} \quad \log_2 \left( 1 + \frac{p_m}{p_s \frac{\sigma^2}{\text{Tr}(H_m V) + \tau_m (q_{i,j})}} \right) \geq \bar{\tau}_0^k, \quad (29b)
\]
\[
\log_2 \left( 1 + \frac{\frac{p_s}{\text{Tr}(H_s V)}}{\frac{\sigma^2}{\tau_s}} \right) \geq \bar{\tau}_s, \quad (29c)
\]
\[
\text{Tr} \left( \tilde{H}_s V \right) + \tau_s \geq \text{Tr} \left( \tilde{H}_m V \right) + \tau_m (q_{i,j}), \quad (29d)
\]
\[
[V]_{nn} = 1, n = 1, 2, \ldots, N+1, \quad (29e)
\]
\[
V \succeq 0, V \in \mathbb{H}^{N+1}, \quad (29f)
\]
\[
\text{rank} (V) = 1, \quad (29g)
\]
\[(26e)\]

\(^4\)Here, we consider the case where the static robotic user is the strong user, i.e., \( \mu_s = 0, \mu_m = 1 \). A similar problem can be also formulated for \( \mu_s = 1, \mu_m = 0 \).
Due to the non-convex constraints (29b), (29c) and (29g), problem (29) is a non-convex optimization problem, and hence, difficult to solve globally optimally. To address this issue, we develop an efficient bisection search based algorithm to derive a high-quality suboptimal solution. First, for a given rate target $r_0$, the non-convex constraints (29b) and (29c) can be rearranged as

$$p_m \geq \left(2^{r_0} - 1\right) \left(p_s + \frac{\sigma^2}{\text{Tr} \left(\tilde{H}_m V\right) + \tau_m \left(q_{t,j}^m\right)}\right),$$

and

$$\text{Tr} \left(\tilde{H}_s V\right) + \tau_s \geq \frac{(2^{r_s} - 1) \sigma^2}{p_s},$$

Then, we have the following feasibility check problem:

$$\begin{align*}
\max_{p_m, p_s, V} \quad & 1 \\
\text{s.t.} \quad & (26e), (29d) - (29g), (30), (31).
\end{align*}$$

(32a)

For a given rate target $r_0$, if problem (32) is feasible, it follows that $\tilde{r}_0^* \geq r_0$, otherwise, $\tilde{r}_0^* < r_0$. Therefore, problem (29) can be solved by successively checking the feasibility of problem (32) with updated $\tilde{r}_0^*$’s until the bisection search terminates. However, problem (32) is non-convex due to the non-convex rank-one constraint (29g). To handle this difficulty, we first transform rank constraint (29g) equivalently into the following constraint:

$$\|V\|_* - \|V\|_2 \leq 0,$$

(33)

where $\|V\|_* = \sum_i \sigma_i (V)$ and $\|V\|_2 = \sigma_1 (V)$ denote the nuclear norm and spectral norm, respectively, and $\sigma_i (V)$ is the $i$th largest singular value of matrix $V$. For any $V \in \mathbb{H}^{N+1}$, we have $\|V\|_* - \|V\|_2 \geq 0$ and equality holds if and only if $V$ is a rank-one matrix. Therefore, the feasibility of problem (32) can be checked by solving the following problem:

$$\begin{align*}
\min_{p_m, p_s, V} \quad & \|V\|_* - \|V\|_2 \\
\text{s.t.} \quad & (26e), (29d) - (29f), (30), (31).
\end{align*}$$

(34a)

Specifically, if the objective function of problem (34) is zero, it means that a rank-one solution can be obtained and problem (32) is feasible, otherwise, problem (32) is infeasible. However, problem (34) is still non-convex due to the non-convex objective function. In the following, we invoke SCA [25] to find a suboptimal solution of (34) iteratively.

As the objective function of (34) is a difference of convex (DC) functions, for a given feasible point $V^\tilde{n}$ in the $\tilde{n}$th iteration of the SCA method, a lower bound on $\|V\|_2$ is constructed via a first-order Taylor expansion as follows:

$$\|V\|_2 \geq \|V^\tilde{n}\|_2 + \text{Tr} \left[ u_{\max} (V^\tilde{n}) \left( u_{\max} (V^\tilde{n}) \right)^H \left( V - V^\tilde{n}\right) \right] \triangleq \nabla^\tilde{n},$$

(35)

where $u_{\max} (V^\tilde{n})$ denotes the eigenvector corresponding to the largest eigenvalue of $V^\tilde{n}$.

In the $\tilde{n}$th iteration for a given feasible point, $V^\tilde{n}$, by replacing $\|V\|$ with its lower bound $\nabla^\tilde{n}$,
\textbf{Algorithm 1} SCA based Algorithm for Problem (34)

1: Initialize $V^0$, and set iteration index $\tilde{n} = 0.$
2: repeat
3: Solve problem (36) for given $V^{\tilde{n}}$.
4: Update $V^{\tilde{n}+1}$ with the obtained optimal solution, and $\tilde{n} = \tilde{n} + 1$.
5: until convergence
6: Return the converged objective function of (36).

\textbf{Algorithm 2} Bisection Search based Algorithm for Determining the Elements of $U^{\text{NOMA}}$

Given $\{q_{i,j}^\Delta\}$.
1: for $k = 1,2$ do
2: Initialize $r_{\text{max}}, r_{\text{min}}$, and the $k$th decoding order option $\mu_s, \mu_m$. Set the defined accuracy $\varepsilon$ of the bisection search.
3: while $r_{\text{max}} - r_{\text{min}} \geq \varepsilon$, do
4: Solve problem (32) without the rank-one constraint for given $\tau_0^d = \frac{r_{\text{max}} + r_{\text{min}}}{2}$.
5: if the relaxed version of (32) is unsolvable, then
6: Problem (32) is infeasible, $r_{\text{max}} = \tau_0^d$.
7: else
8: Denote the optimal solution of the relaxed problem by $V^*$.
9: Solve problem (34) by applying Algorithm 1 with $V^0 = V^*$.
10: if the converged objective function is zero, then
11: Problem (32) is feasible, $r_{\text{min}} = \tau_0^d$.
12: else
13: Problem (32) is infeasible, $r_{\text{max}} = \tau_0^d$.
14: end if
15: end if
16: end while
17: $\tau_0^{k*} = r_{\text{min}}$.
18: end for
19: $\tau_0^* = \arg \max_{k \in \{1,2\}} (\tau_0^{k*})$.

we can find an upper bound on problem (34) by solving the following optimization problem:

\begin{align}
\min_{p_m, p_s, V} & \|V\|_* - \nabla^i \\
\text{s.t.} & (26e), (29d) - (29f), (30), (31).
\end{align}

Note that problem (36) is a convex semidefinite program (SDP), which can be efficiently solved by existing convex optimization solvers such as CVX [26]. The proposed SCA based algorithm for solving problem (34) is summarized in Algorithm 1, where the matrix solution obtained in a given iteration is used as the feasible point for the next iteration. By iteratively solving problem (36), the objective function of (36) is monotonically non-increasing and the proposed Algorithm 1 is guaranteed to converge to a stationary point of (34).

The overall bisection search based algorithm for determining the elements of $U^{\text{NOMA}}$ is
summarized in Algorithm 2, where Algorithm 1 is applied to check the feasibility of problem (32) for a given rate target \( r_0 \). Note that in Algorithm 1, a feasible matrix \( V^0 \), which does not have to be rank-one, has to be initialized. To find such a matrix, we first solve problem (32) by applying semidefinite relaxation (SDR) and ignoring the rank-one constraint. The relaxed version of (32) can be efficiently solved by existing convex optimization solvers such as CVX [26]. We note that if the relaxed version of (32) is unsolvable, this means that problem (32) is also infeasible for the rate target \( r_0 \). In this case, we do not have to apply the proposed Algorithm 1, and can directly enter the next iteration of the bisection search algorithm by updating the current upper bound of the rate target as \( r'_0 \). If the relaxed version of (32) is solvable, we initialize \( V^0 \) in Algorithm 1 with the optimal solution of the relaxed problem, denoted by \( V^* \), and check the feasibility of problem (32) based on the result obtained from Algorithm 1. Furthermore, according to [27], the complexities of solving the relaxed version of (32) and applying Algorithm 1 are \( O \left( (N + 1)^{4.5} \right) \) and \( O \left( I(N + 1)^{4.5} \right) \), respectively, where \( I \) denotes the number of iterations needed for convergence of Algorithm 1. Thus, the overall complexity of Algorithm 2 with two user decoding order options is \( O \left( 2\log_2 \left( \frac{r_{\max} - r_{\min}}{\varepsilon} \right) \left( (I + 1) (N + 1)^{4.5} \right) \right) \), where \( r_{\max} \) and \( r_{\min} \) are the initial upper and lower bounds of the bisection search, respectively, and \( \varepsilon \) denotes the accuracy of the bisection search.

2) OMA: Let matrix \( U^{OMA} \in \mathbb{R}^{X \times Y} \) denote the achievable communication rate map for OMA. The element in row \( i \) and column \( j \) of \( U^{OMA} \) can be obtained by solving the following problem:

\[
\left[ U^{OMA} \right]_{i,j} = \max_{p_m, p_s, \Theta, r_0} r_0
\]

s.t. \( R^{OMA}_m (q_{i,j}) \geq r_0 \),

\( R^{OMA}_s (q_{i,j}) \geq r_s \),

(26d), (26e).

With the auxiliary variables introduced in the previous subsection, problem (37) can be reformulated as follows:

\[
\left[ U^{OMA} \right]_{i,j} = \max_{p_m, p_s, V, r_0} r_0
\]

s.t. \( \text{Tr} \left( \tilde{H}_m V \right) + r_m \left( q_{i,j}^{\Delta} \right) \geq \frac{(2^{2r_0} - 1) \sigma^2}{2p_m} \),

\( \text{Tr} \left( \tilde{H}_s V \right) + r_s \geq \frac{(2^{2r_0} - 1) \sigma^2}{2p_s} \),
As can be observed, problem (38) has a similar structure as problem (29) in the previous subsection. Therefore, problem (38) can also be efficiently solved by the proposed bisection search based algorithm in Algorithm 2, where now only one decoding order has to be considered since OMA does not employ SIC.

### D. Graph Theory based Path Solution

With the obtained achievable communication rate map $U^Z, Z \in \{\text{NOMA, OMA}\}$, problem (25) is reformulated as follows:

\[
\min_{Q,D} \sum_{d=1}^{D-1} \left\| q_{d+1,j,d+1}^\Delta - q_{i,d,j}^\Delta \right\|
\]  

s.t. $\left[ U^Z \right]_{i,d,j,d} \geq \tau_m, Z \in \{\text{NOMA, OMA}\}$,

(39a),(39b),(39c).

For given $\tau_m$, we construct a feasible map based on $U^Z$ as follows:

\[
\left[ \Pi^Z \right]_{i,j} = \begin{cases} 
1, & \text{if } \left[ U^Z \right]_{i,j} \geq \tau_m, i \in \mathcal{X}, j \in \mathcal{Y} \\
0, & \text{otherwise}
\end{cases}
\]  

(40)

To facilitate the application of graph theory, similar to the single-user case, we construct again an undirected weighted graph $G^Z = (V^Z, E^Z), Z \in \{\text{NOMA, OMA}\}$. Then, problem (25) can be solved by finding the shortest path from $q_I$ to $q_F$ in graph $G^Z$ via the Dijkstra algorithm. The details are omitted here for brevity.

### IV. Numerical Examples

In this section, numerical examples are provided to validate the performance of the proposed IRS-enhanced robot navigation system. As illustrated in Fig. 4, we consider an indoor factory (InF) environment with a width and length of 20 meter, respectively, and a ceiling height of 5 meter. Specifically, the AP and the IRS are deployed at $(0, 10, 2)$ meters and $(0, -10, 2)$ meters, respectively. The number of IRS reflecting elements in each sub-surface is set to $N = 20$. The
total number of sub-surfaces is \( N = N_x N_z \), where \( N_x \) and \( N_z \) denote the number of sub-surfaces along the \( x \)-axis and \( z \)-axis, respectively. Therefore, the total number of IRS reflecting elements is \( M = N N_x N_z \), where we set \( N_x = 10 \) and increase \( N_z \) linearly with \( M \). The considered indoor environment includes 5 obstacles with a size of \( 4 \times 4 \times 1.3 \) m\(^3\), respectively. The horizontal centers of the obstacles are located at \((-5, -5), (5, -5), (0, 0), (-3, 4), \) and \((3, 4)\) meters. The height of the antenna of the mobile robotic user is \( H_0 = 1 \) m and its initial and final locations are \( q_I = (-10, 0, 1) \) meters and \( q_F = (10, 0, 1) \) meters, respectively. The path losses of all involved channels are modeled according to the 3rd Generation Partnership Project (3GPP) technical report for the InF-SH (sparse clutter, high BS) scenario [28]. For LoS channels, the path loss in dB is given by

\[
L_{\text{LoS}} = 31.84 + 21.50 \log_{10} (d) + 19 \log_{10} (f_c),
\]

where \( d \) denotes the 3D distance between the robotic user and the AP (or the IRS), and \( f_c = 2 \) GHz is the carrier frequency. For NLoS channels, the path loss in dB is given by

\[
L_{\text{NLoS}} = \max \{L_{\text{LoS}}, 32.4 + 23 \log_{10} (d) + 20 \log_{10} (f_c)\},
\]

which ensures that \( L_{\text{NLoS}} \geq L_{\text{LoS}} \). The other system parameters are set as follows: The total transmit power of the AP is \( P_{\text{max}} = 20 \) dBm, the noise power is \( \sigma^2 = -90 \) dBm, and the Rician factors of all involved channels are set to 3 dB.

A. Single-user Scenario

In this subsection, we demonstrate the effectiveness of the proposed scheme for the single-user scenario. For comparison, we also consider the following benchmark schemes:

- **IRS with discrete phase shifts**: In this case, the IRS is assumed to be equipped with finite resolution phase shifters. We have \( \theta_n \in D = \{0, \delta, \ldots, (L - 1) \delta\} \), where \( \delta = 2\pi / L \) and \( L \) denotes the number of discrete phase shift levels. The corresponding channel power gain map is obtained by quantizing the optimal phase shift \( \theta_n^* (q_{i,j}^\Delta) \) in (11) to the nearest discrete phase shift in \( D \) as follows:

\[
\theta_n^D (q_{i,j}^\Delta) = \arg \min_{\theta \in D} |\theta - \theta_n^* (q_{i,j}^\Delta)|, \forall n \in N.
\]

- **Without IRS**: In this case, the AP serves the user without the help of an IRS. The channel power gain map is obtained by considering only the AP-user channel.

1) **Channel Power Gain Map**: Fig. 5 illustrates the channel power gain map obtained from (9) with and without IRS, respectively. We set the size of each cell to \( \Delta = 0.5 \) m and the number of reflecting elements is \( M = 1200 \). As the mobile robotic user cannot enter the regions covered by obstacles, the corresponding expected channel power gain is set to \(-\infty\). One can observe that the distribution of the channel power gain changes abruptly due to the obstacles.
Specifically, as depicted in Fig. 5(a), without IRS, the channel power gains severely degrade if the AP-user link is blocked by obstacles. Moreover, from Fig. 5(b), it can be observed that the channel power gains can be considerably improved by deploying an IRS, especially for the cells around the IRS. The IRS can be interpreted as a virtual AP, however, it is more energy-efficient than an actual AP since the IRS only passively reflects the incident signals.

Based on the obtained channel power gain map, we investigate the percentage of cells, \( \eta(\gamma) \), that can meet the expected channel power gain target, \( \gamma \). For a given \( \gamma \), \( \eta(\gamma) \) is calculated as

\[
\eta(\gamma) = \frac{\sum_{i=1}^{X} \sum_{j=1}^{Y} \left[I_{i,j}^{\gamma}\right]}{XY - \Upsilon},
\]

where \( \Upsilon \) denotes the number of cells which are covered by obstacles. It is observed from Fig. 6 that \( \eta(\gamma) \) decreases for both schemes as the expected channel power gain target increases. Specifically, without IRS, \( \eta(\gamma) \) degrades more quickly than when the IRS is present. The proposed scheme with continuous phase shifts outperforms the scheme without IRS by up to 4.3 dB, which demonstrates the effectiveness of deploying IRSs to reduce the signal dead zones for indoor robotic communication. Moreover, for discrete phase shifts, 1-bit quantization leads to the worst performance as expected since only two phase shifts can be configured, which causes
substantial performance loss. The performance achieved by discrete phase shifts approaches the upper bound achieved by continuous phase shifts as the phase shift resolution increases. For 2-bit and 3-bit quantization, the performance gap with respect to the continuous phase shift becomes negligible for most of the expected channel power gain targets, which suggests that 2- or 3-bit phase shifters are promising candidates for practical implementation.

2) Obtained Paths of the Mobile Robotic User: Fig. 7 depicts the obtained paths of the mobile robotic user for different expected channel power gain targets. The red boxes represent the regions covered by obstacles. The initial and final locations of the mobile robotic user are denoted by “◊” and “□”, respectively. For comparison, results without IRS and for 1-bit quantization are also shown. As can be observed in Fig. 7(a), for $\gamma = -63$ dB, the path obtained for the case without IRS approaches the AP to avoid the blockage caused by the obstacles. This is expected since only travelling along such a path can create a good channel condition for the mobile robotic user, which in turn leads to a longer travelling distance. However, for the IRS-aided schemes, the mobile robotic user tends to travel in a relatively straight line from $q_I$ to $q_F$, which leads to a shorter travelling distance compared to the case without IRS. Though the communication link between the mobile robotic user and the AP may be blocked by obstacles, a reflected LoS dominated communication link can be established with the IRS. Therefore, the mobile robotic user is not forced to travel towards the AP, since the IRS offers more degrees of freedom for path planning. This clearly demonstrates the benefits of deploying an IRS.

In Fig. 7(b), we increase $\gamma$ to $-62.1$ dB. In this case, the path obtained for 1-bit quantization becomes identical to that without IRS. However, the path obtained with the IRS with continuous phase shifts still remains the same as in Fig. 7(a). This is because the performance degradation caused by discrete phase shifts causes some cells to become infeasible even if they are covered by the IRS. As a result, the path planning has to mainly rely on the AP. In Fig. 7(c), the expected
channel power gain target is increased further to $\gamma = -61$ dB. In this case, the path planning problem becomes infeasible without IRS. For 1-bit quantization, the mobile robotic user still needs to travel the longer distance around the AP to meet the expected channel power gain requirement. For the IRS with continuous phase shifts, the mobile robotic user tends to travel to regions, which are covered by the IRS through a LoS dominated communication link.

3) Travelling Distance versus Expected Channel Power Gain Target: In Fig. 8, we depict the travelling distance of different schemes versus the expected channel power gain target $\gamma$ for $M = 1200$. It is first observed that the minimum required travelling distances of all schemes generally increase as $\gamma$ increases. This is expected since a larger expected channel power gain requirement reduces the number of feasible cells in the radio map, which also reduces the flexibility in path planning. Note that without IRS, the path planning problem becomes infeasible for $\gamma \geq -62.1$ dB. The feasibility threshold for the IRS-aided schemes increases to $-62.1$ dB, $-60.9$ dB, $-60$ dB, and $-59.5$ dB as the phase shift resolution improves. The proposed scheme with continuous phase shifts yields a 2.6 dB performance gain over the scheme without IRS. Moreover, without IRS, when $-63.5$ dB $\leq \gamma \leq -62.5$ dB the mobile robotic user needs to travel up to 18.87% farther than when the IRS is present. Furthermore, with the 1-bit phase shifter, the required travelling distance is at most 10.38% larger than for higher phase shift resolutions when $-61.9$ dB $\leq \gamma \leq -60.9$ dB. The performance degradation caused by 2- or 3-bit phase shifters is negligible compared to continuous phase shifters, which is also consistent with the results in Fig. 6.

4) Travelling Distance versus Number of IRS Elements: In Fig. 9, the required travelling distance for different schemes versus the number of IRS elements $M$ is presented. We set the expected channel power gain target to $\gamma = -61.8$ dB. As can be observed, in general, the

Fig. 8: Travelling distance versus $\gamma$ for $M = 1200$. Fig. 9: Travelling distance versus $M$ for $\gamma = -61.8$ dB.
minimum required travelling distance of each scheme decreases as \( M \) increases. This is because a larger number of IRS elements is capable of achieving a higher array gain, which allows the mobile robotic user to travel in a more flexible manner. Furthermore, to achieve the same travelling distance, the 1-bit phase shifter requires at most 600 additional IRS elements compared to the other phase shifters. The performance achieved by 2- or 3-bit phase shifters is close to that with continuous phase shifters. This reveals an interesting trade-off between the number of IRS elements and the number of phase shift resolution bits. Though a smaller number of phase shift resolution bits reduces the cost of the IRS elements, it increases the required number of IRS elements to achieve a certain performance, which in turn increases the deployment cost.

**B. Multiple-user Scenario**

In this subsection, we further consider the multiple-user scenario. Considering the setup in Fig. 4, the static robotic user’s antenna is located at \((0, 0, 1.3)\) meters, such that a LoS dominated communication link to the AP and the IRS always exists. The minimum required communication rate of the static robotic user is set as \( r_s = 1 \) bit/s/Hz. For comparison, we consider the following benchmark scheme:

- **“Z” without IRS**: In this case, the AP serves multiple users without the help of an IRS. The achievable communication rate map is obtained by solving problems (26) or (37) while only considering the AP-user channels. Here, “Z” refers to NOMA or OMA.

1) **Achievable Communication Rate Map**: Fig. 10 depicts the obtained achievable communication rate map for different schemes. We set \( \Delta = 0.5 \) m and \( M = 1200 \). The location of the static robotic user is denoted by “□”. As shown in Fig. 10(a), with OMA, only a small region can achieve a rate of more than 5 bit/s/Hz for the mobile robotic user, if an IRS is not present. However, in Fig. 10(b), it can be observed that more than half of the cells can achieve a rate of more than 5 bit/s/Hz if NOMA is employed even without the help of an IRS. This is because NOMA allows the two users to share their resource blocks, which improves spectrum efficiency. A significant rate degradation can still be observed in the regions behind the obstacles for both

---

Fig. 10: Illustration of the obtained achievable communication rate map for different schemes and \( \Delta = 0.5 \) m.
multiple access schemes due to blockage. Fig. 10(c) and Fig. 10(d) show that deploying an IRS significantly improves the achievable communication rate, especially for the cells around the IRS. The rate improvement introduced by the IRS is more pronounced for NOMA compared to OMA. In fact, with NOMA, the mobile robotic user can achieve a rate of 5 bit/s/Hz or more in 90% of the cells. The rate loss caused by blockages is reduced in the IRS-aided systems since an additional reflected LoS dominated communication link can be established via the IRS.

2) Path of Mobile Robotic Users: Based on the constructed achievable communication rate map, we plot in Fig. 11 the obtained paths for the mobile robotic user for different schemes. As shown in Fig. 11(a), when $\tau_m = 3.3$ bit/s/Hz, the mobile robotic user needs to take the longer path around the AP only for OMA without IRS, while it takes a more direct path from $q_I$ to $q_F$ for the other three schemes. This demonstrates the benefits of NOMA and deploying an IRS. In Fig. 11(b), we increase the required rate from $\tau_m = 3.3$ bit/s/Hz to $\tau_m = 3.6$ bit/s/Hz. In this case, the path planning problem becomes infeasible for OMA without IRS. For NOMA with and without IRS, the path of the mobile robotic user remains unchanged, while the path for OMA with IRS tends to traverse the cells covered by the IRS exploiting the reflected LoS dominated channel. In Fig. 11(c), where $\tau_m = 5.3$ bit/s/Hz, the path planning problem becomes infeasible if OMA is used. For NOMA without IRS, the mobile robotic user has to approach the AP to achieve the required communication rate, which increases the travelling distance. For NOMA with IRS, the path remains unchanged compared to Fig. 11(b). This underscores the effectiveness of the proposed IRS-aided NOMA scheme.

3) Travelling Distance versus Expected Achievable Communication Rate Target: In Fig. 12, we show the travelling distance versus the required rate target $\tau_m$ for $M = 1200$. We first observe that the travelling distance increases as the required rate target $\tau_m$ increases. Without IRS, the path planning problem becomes infeasible when $\tau_m \geq 3.45$ bit/s/Hz for OMA and

![Fig. 11: Paths of mobile robotic user for different schemes for given $\tau_m$ and $M = 1200.$](image-url)
$\tau_m \geq 5.3$ bit/s/Hz for NOMA. With IRS, the threshold increases to 3.9 bit/s/Hz for OMA and 6.25 bit/s/Hz for NOMA. With IRS, the gain of NOMA over OMA is more pronounced than without IRS. This is because properly configured the IRS phase shifts can enhance the channel disparity between the two users, which benefits NOMA. Furthermore, it is also observed that for NOMA the IRS gain is more pronounced than for OMA. This implies that deploying an IRS is more beneficial if NOMA is employed.

4) Tightness of Expected Achievable Rate Approximation: In Fig. 13, we evaluate the tightness of the approximation of the expected achievable rate. Specifically, the mobile robotic user is assumed to travel along the path in Fig. 11(a) for OMA and NOMA. For each cell along the path, the approximation of the expected achievable rates, i.e., $R_{t_i}^{NOMA}(q_{i,j})$ and $R_{t_i}^{OMA}(q_{i,j})$, are calculated with (22) and (24). The exact expected achievable rates, i.e., $E[R_{t_i}^{NOMA}(q_{i,j})]$ and $E[R_{t_i}^{OMA}(q_{i,j})]$, are obtained via Monte Carlo simulation by averaging over 10000 random channel realizations for each cell. As can be observed, the approximations match well with the exact results for the static robotic user for OMA and NOMA. For the mobile robotic user, a small gap can be observed between the approximation and the exact results since the approximation is an upper bound for the exact average achievable rate. This implies that, in a practical implementation, a small constant should be added to the required rate $\tau_m$ in the proposed optimization problem (25) to account for the gap between the upper bound and the actual average achievable rate.

V. Conclusions

An IRS-assisted indoor robot navigation system has been investigated. The communication-aware robot path planning problem was formulated for minimization of the travelling time/distance by jointly optimizing the robot path and the phase shifts of the IRS elements. To solve this problem, we proposed a radio map based approach which exploits knowledge about the location-
dependent channel propagation. Channel power gain maps and the achievable communication rate maps were constructed for single-user and multiple-user systems, respectively. Based on these two radio maps, the robot path planning problem was efficiently solved by invoking graph theory. Numerical results showed that the coverage of the AP can be significantly extended by deploying an IRS, and the robot travelling distance can be significantly reduced with the aid of an IRS and NOMA.

This paper assumed perfect knowledge of the geographic information of the considered indoor environments, which can be difficult to obtain in some applications (e.g., search and rescue missions). An important direction for future research is to investigate communication-aware robot path planning in uncertain environments. In this case, simultaneous localization and mapping (SLAM) [29] may be a promising approach to assist radio map construction.

APPENDIX A: PROOF OF LEMMA 1

The expected effective channel power gain of the mobile robotic user, \( \mathbb{E} \left[ |c_m(t)|^2 \right] \), can be decomposed as follows:

\[
\mathbb{E} \left[ |c_m(t)|^2 \right] = \mathbb{E} \left\{ \left( \tilde{h}_m^H(q(t)) + \tilde{h}_m^H \right) + \left( \tilde{r}_m^H(q(t)) + R_m^H \right) \Theta(t) (\tilde{g} + \tilde{g}) \right\}^2 \tag{45}
\]

where

\[
\tilde{h}_m^H(q(t)) = \sqrt{\frac{L_{AM}(q(t))K_{AM}(q(t))}{K_{AM}(q(t)) + 1}} \tilde{r}_m^H(q(t)), \quad \tilde{r}_m^H = \sqrt{\frac{L_{AM}(q(t))}{K_{AM}(q(t)) + 1}} \tilde{r}_m^H, \quad \tilde{r}_m^H(q(t)) = \sqrt{\frac{L_{IM}(q(t))K_{IM}(q(t))}{K_{IM}(q(t)) + 1}} \tilde{r}_m^H(q(t)), \quad \tilde{r}_m^H = \sqrt{\frac{L_{IM}(q(t))K_{IM}(q(t))}{K_{IM}(q(t)) + 1}} \tilde{r}_m^H, \quad \tilde{g} = \sqrt{\frac{L_{AI}K_{AI}}{K_{AI} + 1}} \tilde{g}, \quad \text{and} \quad \tilde{g} = \sqrt{\frac{L_{AI}K_{AI}}{K_{AI} + 1}} \tilde{g}.
\]

In (45), (a) is due to the fact that \( \tilde{h}_m^H, \tilde{r}_m^H, \) and \( \tilde{g} \) have zero means and are independent from each other. We have

\[
|x_1|^2 = \left| \tilde{h}_m^H(q(t)) + \tilde{r}_m^H(q(t)) \Theta(t) \tilde{g} \right|^2, \tag{46a}
\]

\[
\mathbb{E} \left\{ |x_2|^2 \right\} = \mathbb{E} \left\{ |\tilde{h}_m^H|^2 \right\} = \frac{L_{AM}(q(t))}{K_{AM}(q(t)) + 1}, \tag{46b}
\]

\[
\mathbb{E} \left\{ |x_3|^2 \right\} = \mathbb{E} \left\{ |\tilde{r}_m^H(q(t)) \Theta(t) \tilde{g}|^2 \right\} = \frac{L_{AI}L_{IM}(q(t))K_{IM}(q(t))M}{(K_{AI} + 1)(K_{IM}(q(t)) + 1)}, \tag{46c}
\]

\[
\mathbb{E} \left\{ |x_4|^2 \right\} = \mathbb{E} \left\{ |\tilde{r}_m^H(q(t)) \Theta(t) \tilde{g}|^2 \right\} = \frac{L_{AI}K_{AI}L_{IM}(q(t))M}{(K_{AI} + 1)(K_{IM}(q(t)) + 1)}, \tag{46d}
\]

\[
\mathbb{E} \left\{ |x_5|^2 \right\} = \mathbb{E} \left\{ |\tilde{r}_m^H(q(t)) \Theta(t) \tilde{g}|^2 \right\} = \frac{L_{AI}L_{IM}(q(t))M}{(K_{AI} + 1)(K_{IM}(q(t)) + 1)}. \tag{46e}
\]

Therefore, by inserting the results in (46a)-(46e) into (45), we arrive at (5). This completes the proof of Lemma 1.
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