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In this paper, the interaction between two immiscible fluids with a finite mobility ratio is investigated numerically within a Hele-Shaw cell. Fingering instabilities initiated at the interface between a low viscosity fluid and a high viscosity fluid are analysed at varying capillary numbers and mobility ratios using a finite mobility ratio model.

The present work is motivated by the possible development of interfacial instabilities that can occur in porous media during the process of CO$_2$ sequestration, but does not pretend to analyse this complex problem. Instead, we present a detailed study of the analogous problem occurring in a Hele-Shaw cell, giving indications of possible plume patterns that can develop during the CO$_2$ injection.

The numerical scheme utilises a boundary element method in which the normal velocity at the interface of the two fluids is directly computed through the evaluation of a hypersingular integral. The boundary integral equation is solved using a Neumann convergent series with cubic B-Spline boundary discretisation, exhibiting 6th order spatial convergence. The convergent series allows the long term non-linear dynamics of growing viscous fingers to be explored accurately and efficiently.

Simulations in low mobility ratio regimes reveal large differences in fingering patterns compared to those predicted by previous high mobility ratio models. Most significantly, classical finger shielding between competing fingers is inhibited. Secondary fingers can possess significant velocity, allowing greater interaction with primary fingers compared to high mobility ratio flows. Eventually, this interaction can lead to base thinning and the breaking of fingers into separate bubbles.

I. INTRODUCTION

Viscous fingering occurs during the displacement of a high viscosity fluid by a low viscosity fluid, in which interfacial instabilities may arise and subsequently evolve to form complex interface topologies. Perturbations greater than a certain wavelength create instabilities along the fluid interface and promote the growth of long fingers which penetrate into the more viscous fluid. Since the work of Saffman and Taylor in 1958 [1], there has been extensive research on viscous fingering occurring in Hele-Shaw cells, where the fluid flows between two thinly separated plates. The mobility of a fluid within a Hele-Shaw cell is defined by the cell separation and the viscosity, giving rise to an intrinsic permeability, analogous to that in porous media flows.

Although the present work is motivated by the possible development of interfacial instabilities that can occur in porous media during the displacement of resident brine due to the injection of supercritical CO$_2$ in carbon sequestration, it does not pretend to analyse this complex problem and instead presents a detailed study of the analogous problem occurring in a Hele-Shaw cell, giving some indications of possible plume patterns that can occur during the CO$_2$ injection.
Viscous fingering is typically described by three main mechanisms; spreading, shielding and splitting, which occur over a wide range of length scales \[3\][4]. Figure 1 shows these three mechanisms occurring in a Hele-Shaw cell experiment performed by Patterson in 1981 \[2\]. As a finger grows due to the radial injection of an inner, less viscous (more mobile) fluid, the front of the advancing finger is spread continuously, creating a fan like structure with an increasingly flat front. This growth holds in the linear regime, until the flat section at the front of the advancing finger becomes larger than the critical length scale of bifurcation. At this point, tip-splitting occurs, whereby the tip will bifurcate into smaller fingers creating a more convoluted surface. These fingers will grow and compete with each other, with larger fingers shielding the growth of smaller fingers in a non-linear regime controlled by interfacial dynamics.

The early stages of viscous finger growth occur in a linear regime, where perturbations greater than the critical wavelength form into separate fingers. The fastest growing fingers have a wavelength proportional to the square root of the capillary number of the flow, relating the viscous driving forces to surface tension forces \[2\][5][6]. Linear stability analysis gives good correspondence with both radial and channel flows during the early stages of finger growth. However, when the coupling of the different modes of perturbation becomes significant, the regime becomes weakly non-linear and processes such as spreading and splitting occur \[7\]. Including second order terms in the Fourier decomposition of the modes of perturbation, \[7\] shows that harmonic and sub-harmonic perturbation modes are responsible for tip splitting and finger competition respectively. Past this weakly non-linear stage, during the later stages of finger evolution, finger growth is only fully described by the full coupling of modes in the Fourier decomposition of the perturbation. To this extent, it is necessary to use numerical methods to fully explore the non-linear regime, as current stability analyses insufficiently describe the interaction between fingers and their resulting non-linear growth.

There is substantial experimental evidence previously reported in the literature, where it is shown that the processes of shielding, spreading, and splitting are also present during viscous fingering evolution in porous media, and determine the pattern of the fluids interface. Chouke et al. observed the formation fingering patterns in immiscible displacement in porous media, which show variation of the length scales with increasing velocity and viscosity contrast, i.e. with increasing capillary number \[8\]. Fingering takes place on many scales, including a macroscopic one, suggesting the existence of a characteristic macroscopic length scale or wavelength.

Immiscible displacement is characterised by a sharp interface, across which the properties of the fluids (such as viscosity and density) vary discontinuously \[8\]. One such flow, and the motivation behind the current work, is the
injection of supercritical $CO_2$ into deep subsurface aquifers containing brine. Here, the injection process can be considered immiscible, with the mobility ratio between the fluids typically of order 10, involving high characteristic capillary numbers.

The first attempt to provide a theoretical analysis of the onset of immiscible viscous fingering in porous media was by Chouke et al. in 1959 [8]. They assumed that there was complete displacement of one fluid by the other, using the similarity between Hele-Shaw and porous media flows and ignoring the zone of partial saturation or volume concentration of the displacing fluid behind the front. In the case of two dimensional immiscible displacement in a porous medium, the finger characteristic width scale predicted by a Hele-Shaw approximation under predicts the experimental observations. This has led to the hypothesis of an effective surface tension, larger than the molecular surface tension and function of the wetting conditions, that varies with the large-scale curvature at the macro-scale (see [9]). The use of a modified jump condition in terms of the effective surface tension is known as Chouke’s boundary condition and the resulting interface instability analysis is referred to Hele-Shaw-Chouke theory (for more details see the review article [3]).

An alternative approach to study the viscous fingering instability of the displacement of immiscible fluids in a porous media can be obtained from the classical porous media formulation of multiphase flows in terms of the saturation index, $S_w$, where an overlapping region between the fluids is considered for $0 \leq S_w \leq 1$, without definition of the fluid interface. This type of formulation is now one of the most popular approaches used in the numerical solution of immiscible flows displacement in porous media (see [10] and [11]).

In the multiphase flow approach, the variation in saturation in the overlapping region results in a gradual change of the mobility of both phases. This type of variation is closely related to the stability of graded mobility process, see [12] and [13], where depending upon the mobility function a displacement that has an unfavourable viscosity ratio may still be linearly stable, even at infinite Capillary number.

Both types of models for immiscible displacement in porous media, i.e. the saturation index (multiphase flow) and sharp front (Hele-Shaw-Chouke), are consistent with the main hypothesis of Darcy flow, i.e. seepage average flow. In the saturation index approach, the flow field of both fluids in the region near the front is averaged in a representative elementary volume (REV) resulting in a type of fluid mixture characterised by the saturation index, $S_w$. On the other hand, in the sharp front approach, the irregular and complex interface at the porous media is averaged in a representative smooth surface.

In this work, we use a 2D Darcy model to analyse the simplified problem of viscous fingering in a Hele-Shaw cell, using a sharp front approach. By considering that the flow between the plates in the Hele-Shaw cell follows a Poiseuille profile, the Stokes equation can be reduced to a Darcy equation by depth-averaging across the gap. The immiscible displacement of the fluids is then described by 2D potential flow in the plane of the Hele-Shaw cell.

During immiscible displacement, the advancing front is defined by kinematic and dynamic matching conditions at the interface of the two fluids. The surface tension and curvature cause a jump in the pressure which along with continuity of normal velocities at the interface must be matched by the solutions in both fluid domains. Detailed and robust analyses of immiscible displacement in Hele-Shaw cells have been the subject of many publications in the literature including the review article “Surprises in viscous fingering” by Tanverr [3].

Most previous work in the literature has focussed on flow regimes where the mobility ratio of the fluids is typically very large, such as gas-oil injection occurring in enhanced oil recovery. Therefore, most numerical approaches consider only the external fluid, with an injected fluid of negligible viscosity, resulting in an infinite mobility ratio model [14][15][16]. Immiscible displacement with finite mobility ratio has not been as extensively explored, mainly due to difficulties associated with matching the boundary conditions for both internal and external fluids at the interface.

Boundary element methods (BEMs) are one of the most popular techniques for solving immiscible displacement in a Hele-Shaw cell, whereby the the dimensionality of the problem is reduced by one and accurate representation of the surface is provided, explicitly tracking it through time. Although only the surface of the problem has to be discretised, a fully populated collocation matrix is generated due to the integral equations being used. This can lead to very slow solution times and poor scaling. Li [16] uses scaling techniques to rescale time and space so that the interface can evolve significantly faster without changing the interface, allowing much longer simulated times to be run.

In addition to BEMs for use in the limit of infinite mobility ratio, BEMs have also been applied for finite mobility ratio flows, where the viscosity of both fluids is considered, resulting in a finite mobility ratio. These methods typically solve immiscible displacement between fluids with high mobility ratio, effectively reducing the model to that of an infinite mobility ratio [15][17][18]. Utilising a direct boundary integral approach, [17] and [18] are able to solve directly for the surface velocity to create a finite mobility ratio model applicable in both fluid domains. [17] evaluates a set of integral equation systems expressing the internal and external fluid domains in terms of their corresponding integral equation formulations with an auxiliary external boundary enclosing the outer fluid domain. Using an auxiliary external boundary introduces additional error into the solution, which can be reduced by moving the boundary far into the external domain at the expense of increased computational cost.

The auxiliary external boundary can be evaluated analytically in the limit that the boundary tends to infinity.
When the external boundary is evaluated asymptotically at infinity, it gives rise to the solvability condition for the unique solution of the infinite mobility ratio problem \[19\].

An alternative approach to deal with the external boundary is presented in \[18\], in which the integral equation is transformed using a Green’s function and periodic boundary conditions, meaning the evaluation of an auxiliary external boundary \(S_\infty\) can be avoided. This comes at the expense of introducing a periodic solution in the domain and the need to solve a Cauchy weakly singular integral.

Some authors propose the use of an indirect boundary integral approach, whereby a fictitious density variable is computed before the velocity is reconstructed at the interface between the two fluids \[16\][20]. By utilising an indirect approach solely in terms of double layer potentials, the need to evaluate an auxiliary external boundary is avoided due to the double layer potential asymptotic condition at infinity.

To ease the computational cost imposed by the front tracking methods above, alternative approaches can be used whereby the interface is captured implicitly, such as the volume of fluid method \[21\], the diffuse interface method \[22\] and the level set method \[23\]. Here, long term dynamics can be efficiently modelled as fully populated matrices are not encountered. However, as the interface is not explicitly tracked, events that occur at a length scale smaller than the volume size or transition region cannot be accurately captured.

Experimental results from \[24\], along with numerical results from \[22\] and \[21\] suggest that the basic fingering mechanisms such as shielding, spreading and tip-splitting that occur in low mobility ratio flows are vastly different to those in infinite (or very high) mobility ratio flows. Due to the small fingers in the domain (typically those that have branched from the side of a primary finger) possessing significant velocity compared to those in infinite mobility ratio models, finger interaction becomes much more prominent and the resulting competition can lead to coalescence and breaking \[21\].

To study the interaction processes and the long term evolution of low mobility ratio flows, a non-dimensional finite mobility ratio model is developed based on a direct boundary element approach first presented in \[25\]. The finite mobility ratio formulation proposed by Power \[25\] has not been previously implemented in the literature. Previous work has focused on indirect methods with constant boundary elements, or infinite mobility ratio approaches \[20\][25]. In the proposed method, the hypersingular integral arising from the single integral equation is evaluated explicitly, resulting in a second kind Fredholm equation, which can be solved through the use of an analytical Neumann series. Numerically, the Neumann series is truncated using a finite number of terms, giving rise to a convergent series solution with good agreement to the analytical Neumann series.

The need to evaluate an auxiliary external boundary is present in all direct formulations. However, in the proposed method, by evaluating the auxiliary external boundary asymptotically at infinity, the resulting integral equation avoids direct surface integration of the auxiliary external boundary, whilst maintaining solvability of the internal and external domains. Using explicit interface tracking, the velocity of the interface can be accurately computed allowing high capillary number flows to be explored. The computational cost of the convergent series scales with the square of the number of boundary elements (quadratic scaling), meaning the long term effects of finger interaction can be examined more efficiently than previous direct numerical approaches that exhibit cubic scaling \[17\]. The resulting numerical method allows the effective modelling of a moving interface in a Hele-Shaw cell, using a physically realistic mobility ratio.

In this paper, the mathematical model is first presented, followed by the boundary element numerical method. Numerical performance and validation studies of the numerical scheme are then performed. After validation of the numerical method, results for varying mobility ratio and capillary number are shown, concluding in simulations focusing on longer term interface evolution to showcase the new finite mobility ratio approach.

II. MATHEMATICAL FORMULATION

We consider a circular Hele-Shaw cell of infinite radius, in which high viscosity fluid is displaced by the injection of a less viscous fluid. The low viscosity invading fluid (such as CO\(_2\)) occupies region \(\Omega_1\) whilst a high viscosity fluid (such as brine) occupies the external region, \(\Omega_2\), shown in figure \[2\].
FIG. 2: Graphical representation of the initial bubble configuration and flow domains.

A perturbation term, given by $d \cos(6\theta)$, is added to the initial unperturbed radius, $a$, in figure (2) to initiate instability at the interface. A symmetric perturbation of amplitude $d$ is used, so that fingering effects can be seen at several locations on the bubble. An asymmetric perturbation is used later in section [VII] to mimic naturally occurring noise and disturbance within the system.

To formulate the mathematical model, we introduce several non-dimensional variables. Utilising the characteristic length, time, velocity and pressure of the problem, the field variables can be represented in non-dimensional form:

\begin{align*}
(x, y, r) &= a (x', y', r') \\
t &= \frac{a^2}{Q} t' \\
u_i &= \frac{Q}{a} u_i' \quad i = 1, 2 \\
(P, \phi)_i &= \frac{Q}{M_2} (P', \phi')_i \quad i = 1, 2
\end{align*}

In equalities (1) - (4), apostrophes identify non-dimensional variables. $t, u, P$ and $\phi$ represent time, two-dimensional velocity, depth averaged pressure and perturbation pressure respectively. The parameters $a, Q$ and $M_2$ are the unperturbed bubble radius, the radial injection flux and the mobility of the displaced fluid respectively. The fluid mobility in region $i$ is related to the Hele-Shaw plate separation, $b$, and the fluid viscosity, $\mu_i$ by:

\begin{equation}
M_i = \frac{b^2}{12\mu_i}
\end{equation}

The $b^2/12$ term in the mobility ratio refers to the intrinsic permeability of the Hele-Shaw cell, defined by the plate separation. For the flow between two thinly separated plates in a Hele-Shaw cell, the depth averaged pressure and
two dimensional velocity in each fluid region can be expressed through Darcy’s law:

\[ u'_1 = -\beta \nabla P'_1 \]  
\[ u'_2 = -\nabla P'_2 \]  
\[ \nabla \cdot u' = 0 \]  

In equation (6), \( \beta \) is the ratio of mobilities between the two fluids:

\[ \beta = \frac{M_1}{M_2} \]  

For \( \beta \) values greater than 1, the inner fluid is less viscous than the external fluid. In infinite mobility ratio models \( \beta = \infty \). With a constant viscosity in each of the two fluid regions, equations (6) - (8) can be reduced to Laplace’s equation. From this point on, the apostrophe of all dimensionless variables will be dropped for clarity, and every variable will be assumed to be in its non-dimensional form, unless otherwise stated.

\[ \nabla^2 P_i(x) = 0 \quad \text{for every } x \in \Omega_i, \quad i = 1, 2 \]  

To form a boundary integral equation, the pressure field can be represented as a sum of the pressures due to an injection potential source, \( Q \), and a perturbation term, \( \phi_i \):

\[ P_1(x) = \phi_1 - \frac{1}{2\pi \beta} \ln(r) \]  
\[ P_2(x) = \phi_2 - \frac{1}{2\pi} \ln(r) \]  

In equations (11) - (12), \( r \) is the non-dimensional radial distance from the collocation point, \( x \), to the source point located inside the injected bubble. At a boundary point, \( \xi \) on the fluid interface, \( S \), between \( \Omega_1 \) and \( \Omega_2 \), there are two matching conditions that must be met by the advancing interface. Firstly, continuity of normal perturbation fluxes:

\[ q = \beta \frac{\partial \phi_1}{\partial n} = \frac{\partial \phi_2}{\partial n} \]  

Secondly, the pressure jump across the interface due to the surface tension, \( \gamma \):

\[ \phi_1 - \phi_2 = \frac{1}{Ca} \left( \frac{2a}{b} + k(\xi) \right) - \left( \frac{\beta - 1}{2\pi \beta} \right) \ln(r) = (1 + \beta) f \]  

Where:

\[ f = \frac{1}{Ca(1 + \beta)} \left( \frac{2a}{b} + k(\xi) \right) - \frac{1}{1 + \beta} \left( \frac{\beta - 1}{2\pi \beta} \right) \ln(r) \]  

In equations (14) and (15), we have introduced the capillary number, \( Ca \), which describes the ratio of viscous driving forces to surface tension forces. Classically, a modified capillary number can be used to completely describe infinite mobility ratio rectilinear Hele-Shaw flow [3]. Due to the the radial setup of the Hele-Shaw injection, this modified capillary number must be adapted to adequately describe the flow regime. The capillary number produced from the dimensional analysis of the radial Hele-Shaw flow above and that presented by [3] are shown below, with the classical rectilinear version shown with an apostrophe.

\[ Ca = \frac{12\mu Q}{\gamma a} \left( \frac{a}{b} \right)^2 = \frac{aQ}{\gamma M_2} \]  
\[ Ca' = \frac{12\mu V}{\gamma} \left( \frac{L}{b} \right)^2 \]  

In the modified capillary number for rectilinear flow, the half Hele-Shaw cell width, \( L \), is used as the macroscopic length scale, with the cell plate separation, \( b \), used as the microscopic length scale. For radial flow, we have chosen to use the initial unperturbed bubble radius, \( a \) as the macroscopic length scale as there is no characteristic cell width in the fully circular domain. The initial source injection velocity, \( Q/a \) is chosen as the characteristic velocity of the
problem. The capillary number presented here for radial Hele-Shaw flow, and that presented by [3] are equivalent, with a difference only in the macroscopic length scale of the problem and the characteristic velocity.

The $a/b$ scaling term in equation (16) relates the initial unperturbed bubble radius to the Hele-Shaw plate separation, which modifies the physical capillary number to include the effective permeability of the cell. The capillary number together with the mobility ratio uniquely describe radial Hele-Shaw flow, and as such are the main parameters used to analyse and describe different flow regimes.

In equation (14), the contact angle of the meniscus has been assumed to be zero. The signed curvature, $k$, is considered a continuous function on the interface surface, $\eta = \eta(x, y)$ given by equation (17) below.

$$k = a \cdot \frac{(\eta_x \eta_{yy} - \eta_y \eta_{xx})}{\left((\eta_x)^2 + (\eta_y)^2\right)^{\frac{3}{2}}}$$

This mathematical model forms the basis for the B-Spline numerical discretisation and hypersingular integral treatment, presented in the following sections.

III. NUMERICAL METHOD

III.1. B-Spline Representation

Following from the pressure field representation in Equation (11) and (12), the perturbed pressures, $\phi_1$ and $\phi_2$ can be expressed in terms of their corresponding Green’s formulae at the fluid interface [19], using the two dimensional fundamental solution, $\phi^*$. 

$$\int_{S_\infty} \phi^*(\xi, y) \frac{\partial \phi_2(y)}{\partial n_y} dS_y - \int_{S_\infty} \phi_2(y) \frac{\partial \phi^*(\xi, y)}{\partial n_y} dS_y$$

$$+ \int_s \phi_2(y) \frac{\partial \phi^*(\xi, y)}{\partial n_y} dS_y - \int_s \phi^*(\xi, y) \frac{\partial \phi_2(y)}{\partial n_y} dS_y = \frac{1}{2} \phi_2(\xi)$$

$$\int_s \phi_1(y) \frac{\partial \phi^*(\xi, y)}{\partial n_y} dS_y - \int_s \frac{\partial \phi_1(y)}{\partial n_y} \phi^*(\xi, y) dS_y = -\frac{1}{2} \phi_1(\xi)$$

The difference in sign between the two equations is due to the direction of the outward facing normal, $\vec{n}$. The continuity and discontinuity properties of the single-layer and double-layer potential are used to evaluate the integrals across the curve, S. For the external problem in equation (18), both the internal boundary at the interface and the auxiliary external boundary at infinity must be considered. The external boundary can be evaluated at a fixed location in the far field and treated as a regular surface integral, introducing extra computation and constraining the interior fluid to the region inside the external boundary [17]. The evaluation of the external surface can be removed by utilising a Green’s function with periodic boundary conditions [18].

The external boundary at infinity can also be evaluated asymptotically, considering the perturbation flux to approach zero as the radial distance from the source approaches infinity. This allows the fluid domain to extend to infinity, so the evolution of the inner fluid interface can continue unrestricted, without having to re-scale an exterior bounding surface. Batchelor [26] has shown that asymptotic evaluation introduces a constant into the equation, replacing the external boundary surface integral:

$$\int_{S_\infty} q(\xi, y) dS_\xi = 0$$

Equations (20) and (21) represent an infinite mobility ratio model for the exterior problem, considering solely the displaced fluid in region two. This model has been implemented by [20] and more recently by [27] including a dissolution velocity at the interface. To combine the interior and exterior boundary integral equations to produce a
finite mobility ratio model applicable in both domains, the limiting value of the normal derivatives of equations (19) and (20) must be taken.

\[
\int_s \phi_2(y) \frac{\partial^2 \phi^*(\xi, y)}{\partial n_\xi \partial n_y} dS_y - \int_s \frac{\partial \phi_2(y)}{\partial n_y} \frac{\partial \phi^*(\xi, y)}{\partial \phi_2(\xi)} dS_y = \frac{1}{2} \frac{\partial \phi_2(\xi)}{\partial n_\xi}
\]

(22)

\[
\int_s \phi_1(y) \frac{\partial^2 \phi^*(\xi, y)}{\partial n_\xi \partial n_y} dS_y - \int_s \frac{\partial \phi_1(y)}{\partial n_y} \frac{\partial \phi^*(\xi, y)}{\partial n_\xi} dS_y = -\frac{1}{2} \frac{\partial \phi_1(\xi)}{\partial n_\xi}
\]

(23)

Subtracting the above two equations and using the matching conditions (13) and (14), the following second kind Fredholm integral equation can be formed [25].

\[
-\frac{1}{2} q(\xi) + \left(\frac{1 - \beta}{\beta + 1}\right) \int_s K(y, \xi) q(y) dS_y = g(\xi)
\]

(24)

The regular kernel, \(K(y, \xi)\) in equation (24) is given by:

\[
K(y, \xi) = \frac{1}{2\pi} \frac{\partial}{\partial n_\xi} \left(\ln \frac{1}{R(\xi, y)}\right) = \frac{1}{2\pi} \frac{y_j - \xi_j}{R^2} n_j(\xi)
\]

(25)

Noting from [25] that,

\[
\lim_{y \to \xi} K(y, \xi) = -\frac{k(\xi)}{2}
\]

(26)

The \(R\) term in the regular kernel is the non-dimensional absolute distance from the collocation point \((\xi)\) to the point of integration on the surface \((y)\). The non-homogeneous boundary term, \(g(\xi)\), is given by the following hypersingular integral.

\[
g(\xi) = \frac{\beta}{2\pi} \int_s f(y) \frac{\partial^2}{\partial n_\xi \partial n_y} \left(\ln \frac{1}{R(\xi, y)}\right) dS_y
\]

(27)

The second kind Fredholm equation in (24) permits an analytical Neumann series solution, owing to the fact that it is the adjoint of the corresponding indirect equation, which has been proven to have an analytical Neumann series solution (for more details see [24]). Before the solution technique for equation (24) is given, it is worth noting that by combining the two integral equations for the different fluid domains, (22) and (23), we do not need to evaluate the constant obtained from the asymptotic evaluation of the surface integral at infinity in equation (20). To show that the no-flux condition of the perturbation pressure across the interface is still met by equation (24), without the need to explicitly include it in the equation, we first integrate over the interface surface:

\[
\int_s -\frac{1}{2} q(\xi) dS_\xi + \left(\frac{1 - \beta}{\beta + 1}\right) \int_s q(y) \int_s K(y, \xi) dS_\xi dS_y = \int_s g(\xi) dS_\xi
\]

(28)

The integral of the kernel \(K(y, \xi)\), over the surface has a value of 1/2 meaning equation (28) can be simplified to:

\[
\frac{\beta}{\beta + 1} \int_s q(\xi) dS_\xi = \int_s g(\xi) dS_\xi
\]

(29)

The right hand side of equation (29), can be written as:

\[
\int_s g(\xi) dS_\xi = \frac{\beta}{2\pi} \int_s f(y) \int_s \frac{\partial^2}{\partial n_\xi \partial n_y} \left(\ln \frac{1}{R(\xi, y)}\right) dS_\xi dS_y
\]

(30)

Since,
\[
\int_s \frac{\partial}{\partial n} K(\xi, y) dS_\xi = 0
\] (31)

Using the above expressions and equation (29), it follows that the no-flux condition of the perturbed pressure at the interface has been met:

\[
\int_s q(\xi) dS_\xi = 0
\] (32)

The above analysis shows that the no-flux condition at the interface is met by equation (24). By combining the integral equations for each fluid domain into one single equation, the need to explicitly evaluate the no-flux condition at the interface has been avoided, at the expense of introducing a hypersingular integral.

Equation (24) can be solved using a convergent series for \( q \), as long as \( 0 \leq \beta < \infty \) \cite{25}. Using infinitely many terms results in an analytical Neumann convergent series solution. The series can be simplified by taking \( \lambda = \frac{(1-\beta)}{(\beta+1)} \) and using a discrete number of terms, \( m \), to truncate the solution of equation (24).

\[
q(\xi) = q_0(\xi) + \lambda q_1(\xi) + \cdots + \lambda^m q_m(\xi)
\] (33)

The terms in equation (33) can be calculated recursively, via the following formulae:

\[
q_0(\xi) = -2g(\xi)
\] (34)

\[
q_m(\xi) = 2 \int_s K(\xi, y) q_{m-1}(y) dS_y \quad \text{for} \quad m \neq 0
\] (35)

The movement of the fluid-fluid interface is then calculated via a forward Euler time stepping approach, where \( \Delta L_n(\xi) \) represents the dimensionless distance moved by a boundary point in a single time-step:

\[
\frac{\Delta L_n(\xi)}{\Delta t} = q(\xi) + \frac{x_i(\xi)n_i(\xi)}{2\pi r^2}
\] (36)

As the surface grows according to equation (36), the number of nodal points on the bubble boundary are adaptively increased to maintain a target element size. The surface integrals in the boundary integral equations are solved by discretising the boundary using uniform cubic B-Spline boundary elements, first shown in \cite{28}. Every variable that requires interpolation along the boundary of the bubble can be represented by a B-Spline, using the following equations \cite{28}.

\[
D_i(t) = E_0(t)C_{i-1} + E_1(t)C_i + E_2(t)C_{i+1} + E_3(t)C_{i+2}
\] (37)

In equation (37), \( D_i \) represents a continuous scalar field. \( C_i \) represents the control points over the boundary for that particular variable. The blending functions, \( E \) over each element of length \( 0 \leq t \leq 1 \) are given by:

\[
E_0(t) = \frac{-t^3}{6} + \frac{t^2}{2} - \frac{t}{2} + \frac{1}{6}
\]

\[
E_1(t) = \frac{t^3}{2} - t^2 + \frac{2}{3}
\]

\[
E_2(t) = \frac{-t^3}{2} + \frac{t^2}{2} + \frac{t}{2} + \frac{1}{6}
\]

\[
E_3(t) = \frac{t^3}{6}
\] (38)

Equation (37) can be formed for each nodal location along the boundary, producing a system of equations that may be solved to find the control points for each element. To close the curve of the control points, the following conditions must be met:

\[
C_0 = C_N
\]

\[
C_{N+1} = C_1
\] (39)
The system of equations can then be solved to find the control points for the variable in question. This has to be done at each time step to find the new x and y control points, given the new interface that has been calculated. The resulting cyclic tri-diagonal system is efficiently solved utilising the Sherman-Morrison formula [29].

Along with the B-Spline representation of the curve, a 4th order Lagrangian polynomial is used to compute the local curvature, k(ξ) at a nodal point. A Lagrangian polynomial accurately represents second derivatives at nodal points, which are second order accurate with a B-Spline representation. The Lagrangian polynomial is adaptively fitted to the B-spline curve, reconstructing locally using the surrounding nodal points. A non-uniform polynomial was tested, but since the locations must be reconstructed using the B-Spline rather than the raw nodal positions, the accuracy was only as good as the B-spline itself.

Table I shows the 4th order Lagrangian polynomial and cubic B-Spline schemes used to calculate the curvature of a test function, \( y = \frac{1}{2} + \frac{3}{10} \sin(2\pi x) \), which was also presented in [21] and [30] with a 20x20 grid. There are N elements used to approximate the function, with N+1 nodal points. The Lagrangian polynomial has a much better approximation to the curvature than the cubic B-Spline scheme, which when centred on the nodal points is second order accurate. The \( L_1 \) error norm between the 4th order Lagrangian polynomial and the analytical solution using 20 elements is 0.003%, with the numerical points being indistinguishable from the analytical function when viewed graphically. This is a much better approximation than the schemes used in [21] and [30], in which the numerical approximation shows noticeable discrepancy from the analytical function graphically.

### Table I: \( L_1 \) and \( L_2 \) error norms of the 4th order Lagrangian polynomial and B-Spline approximations to the curvature of \( y = \frac{1}{2} + \frac{3}{10} \sin(2\pi x) \).

| Number of elements, N | 20    | 40    | 60    | 80    |
|-----------------------|-------|-------|-------|-------|
| \( L_1 \) Error Norm  | B-Spline | 1.18E-03 | 3.00E-04 | 1.34E-04 | 7.58E-05 |
|                       | 4th Order Lagrangian | 3.03E-05 | 1.80E-06 | 3.61E-07 | 1.15E-07 |
| \( L_2 \) Error Norm  | B-Spline | 1.76E-03 | 4.42E-04 | 1.97E-04 | 1.11E-04 |
|                       | 4th Order Lagrangian | 3.58E-05 | 2.18E-06 | 4.32E-07 | 1.37E-07 |
| \( L_2 \) Error Norm  | B-Spline | -     | 1.98   | 1.98   | 1.99   |
|                       | 4th Order Lagrangian | -     | 4.07   | 3.97   | 3.97   |

After discretising the boundary into B-Splines, and effectively evaluating the curvature, the hypersingular integral in equation (27) must be handled numerically. In [25], the surface integral could be simplified by using constant elements. This allowed the hypersingular integral to be equated to the integral over the remaining elements making up the surface. However, in the present scheme using non-linear B-Spline elements, the hypersingular integration must be handled explicitly. B-spline boundary elements are favoured over constant, linear or quadratic elements, due to their accuracy when approximating highly curved surfaces, which are typical of the ramified patterns seen in viscous fingering phenomena.

### III.2. Hypersingular Integral Treatment

The hypersingular integral in (27) is treated using a semi-analytical approach implemented in [31], first proposed by Mikhlin in 1957 [32]. The formulation and limiting process will not be examined here; only the final hypersingular integral formula will be presented. The hypersingular integral in equation (27) becomes an issue when the field points of integration, y lie close to a collocation point, ξ. This is most significant on elements that coincide with the collocation point, shown in figure (3). The hypersingular integral must be evaluated in the sense of Hadamard finite parts in order to guarantee its existence over the two elements where the hypersingular point coincides [33]. To effectively evaluate the hypersingular integration, firstly, equation (27) may be re-written in more convenient notation:

\[
g(\xi) = \frac{\beta}{2\pi} \int_s V_i(\xi, y) N^a(\xi) J_{\eta} d\xi
\]  

(40)

Where,

\[
V_i(\xi, y) = \frac{\partial^2}{\partial n_x \partial n_y} \left( \ln \frac{1}{R(\xi, y)} \right) = \frac{1}{2\pi R^2} \left( -2 \frac{\partial R}{\partial \xi} \frac{\partial R}{\partial n} + n_i(y) \right)
\]  

(41)

The hypersingular kernel can be expanded in terms of a Laurent power series about a hypersingular point, η [31].
Hypersingular Point, y = \eta

\begin{align*}
V_i(\xi, y)N^a(\xi)J_m &= F_i(\eta, y) = \frac{F_{-2}(\eta)}{(y - \eta)^2} + \frac{F_{-1}(\eta)}{y - \eta} + O(1) \\
\end{align*}

The $F_{-2}$ and $F_{-1}$ terms depend only on the derivatives of the B-spline shape functions, $N^a$. By introducing the above power series into the hypersingular boundary integral equation \[27\], the limits may be evaluated analytically in order to remove unbounded terms. This results in a regular integral and analytical expression.

\begin{equation}
g(\xi) = \frac{\beta}{2\pi} \sum_{m=1}^{2} \left( \int_{0}^{1} \left[ F^m(\eta, y) - \left( \frac{F^m_{-2}(\eta)}{(y - \eta)^2} + \frac{F^m_{-1}(\eta)}{y - \eta} \right) \right] dy \right.

+ \frac{F^m_{-1}(\eta)}{\beta_m(\eta)} \left( \frac{1}{\beta_m(\eta)} \right) \left[ \text{sgn}(y - \eta) - \frac{F^m_{-2}(\eta)}{\beta_m(\eta)} \left[ \text{sgn}(y - \eta) \gamma_m(\eta) \right] + 1 \right)
\end{equation}

In equation \[43\], the $\beta_m$ and $\gamma_m$ terms account for any possible distortion from an asymmetric neighbourhood around the hypersingular point \[31\]. In figure (4), the hypersingular function and the subtraction terms have been evaluated over two B-Spline elements. The hypersingular function, $F^m$ and the power series terms tend towards infinity when nearing the hypersingular point at $y - \eta = 0$. However, the regular function produced by subtracting the power series terms from the hypersingular function is finite and regular at all points in the domain, meaning it can be integrated using standard Gaussian quadrature techniques.

Due to the lack of finite mobility ratio boundary element schemes using a low mobility ratio, a classical viscous fingering example is presented to allow comparison with the new finite mobility ratio model. In the classical fingering case presented in \[14\], \[25\] and \[27\], air displaces oil in a fully circular Hele-Shaw cell, with a capillary number of 2000.

To compare the single-phase solutions in \[14\], \[25\] and \[27\], with the finite mobility ratio method developed here, the mobility ratio of the two fluids is varied between 1 and 1000. By varying the mobility ratio, the viscosity of the injected fluid is changed whilst keeping the resident oil viscosity the same. The different mobility ratio cases are compared with an infinite mobility ratio solution (created using equations \[20\] and \[21\]) in figure (5).

In figure (5) the finite mobility ratio solutions tend to the infinite mobility ratio solution when the mobility ratio is increased. The base and front of the fingers for the $\beta = 1000$ case agree very well with the $\beta = \infty$ case, with an $L_1$ error of 0.9%. The case of $\beta = 10$ has a somewhat different shape to the infinite case, with the finger base extending much further into the liquid domain. This is due to the significant velocity possessed by the inner fluid, working to push the bases out. This process is explored more in section \[IV\] where mobility ratio effects are examined.
To $\infty$

$$F^m \left( \frac{F_{m2}}{(y-\eta)^2} + \frac{F_{m1}}{y-\eta} \right)$$

FIG. 4: Hypersingular integrand, Power series and resulting regular function over two elements coinciding with the collocation point.

FIG. 5: Interface of an infinite mobility ratio gas bubble at $t = 80$, showing the classical fingering problem presented in [14], [25] and [27], and the interfaces of finite mobility bubbles utilising the new finite mobility ratio model.
III.3. Numerical Performance

Here we examine the numerical performance of the finite mobility ratio model using various small scale simulations. From equations (33) - (35), it can be seen that the computational cost scales with \( pN^2 \), where \( p \) is the number of terms in the convergent series, and \( N \) is the number of boundary elements. Therefore, for a fixed \( p \) the scheme will exhibit close to second order scaling. This is much better than direct solvers for the corresponding matrix system (typically LU decomposition), which exhibit cubic scaling.

During the early stages of interfacial evolution in which the number of boundary elements is low (typically \(<1000\) ), a direct LU solver can outperform the convergent series. However, as the size of the dataset grows, the convergent series will eventually run faster than a direct LU solver due to the second order scaling.

The number of terms used in the convergent series plays an important role in the accuracy and speed of solution. Figure 6 shows that as the mobility ratio of the two fluids becomes larger, the number of terms required by the convergent series to reach a desired error increases. This is because the value of \( \lambda \) approaches -1, and successive terms in the convergent series do not decay as rapidly. When \( \lambda = -1 \) there is no unique solution to equation (24), due to a singular value in the corresponding spectrum of the integral operator. For most simulations, a residual error of \( 10^{-6} \) provides an acceptable convergence level. This typically gives an \( L_1 \) error between the interface positions obtained from the series solver and direct matrix solver of less than 0.05%.

When the mobility ratio increases beyond 100, the number of terms required in the convergent series to get a low residual error becomes much larger (\( >500 \)) than the number of starting elements used (\( \sim 100 \)). This means that for high mobility ratios, the convergent series solution can be significantly slower than a corresponding direct matrix solver, showing that this method is much more applicable for the solution of low mobility ratio flows.

The convergence of the series solution is determined by the residual error between successive terms and is therefore largely independent from the number of boundary elements. Figure 7 shows the number of series terms (\( p \)) needed to achieve a \( L_1 \) residual error of \( 1 \times 10^{-6} \) as the number of boundary elements, \( N \), increases during the evolution of the interface in the \( \beta = 10 \) case in figure 5. Multiple points at the same value of \( N \) correspond to outputs from different time steps in the simulation that used the same number of boundary elements in the interface profile. As the interface grows the number of elements are adaptively increased to maintain a target size. However, as the growth rate is so small per time step, the same number of elements can be used for several steps whilst still maintaining an element size under the target maximum size, resulting in several points with the same value of \( N \). It can be seen that the number of terms needed in the convergent series varies between 30 and 50 as the number of elements is increased.

![Figure 6: Residual error convergence with number of terms in the convergent series and varying mobility ratio.](image-url)
from 100-2000. The number of terms in the series is generally much lower than the number of boundary elements required to accurately compute the solution.

Due to the small number of terms required in low mobility cases, this method is particularly well-suited to solving low mobility ratio regimes, compared to previous direct matrix solutions. As the number of terms in the series solution is typically several orders of magnitude less than the number of boundary elements, long time evolutions can be analysed quickly in comparison to direct matrix solver approaches and as such are one of the main focuses of this work.

III.4. Numerical Stability and Convergence Analysis

Along with the number of terms in the convergent series, the number of boundary elements, and time step size also affect the accuracy of the resulting solution. To investigate mesh and time independence, the model was tested under various capillary number regimes.

Figure (8) shows the relationship between the capillary number and the solution discretisation. At certain values of mesh spacing and time step size, the solution becomes numerically unstable, with the solution quickly blowing up after only a few time steps. The proposed numerical approach is conditionally stable, as expected by the use of the explicit forward Euler time integration scheme (equation (36)). When the capillary number is decreased, the solution becomes more numerically unstable and a lower $\frac{\Delta t}{\Delta x^3}$ must be used so that the solution does not blow up, as can be seen in figure (8).

The expression represented by the line in figure (8) relates the capillary number to the mesh spacing and time step size. Equation (44) for the instability limit shows similarities with a Courant - Friedrichs - Lewy condition in finite difference approximation. The cubic mesh dependence comes from the cubic B-Spline discretisation that is used, with the Euler time stepping technique producing first order temporal dependence.

$$\frac{\Delta t}{\Delta x^3} < \frac{5}{12\pi} Ca - 37.5$$ (44)

Numerical experiments were performed to produce figure (8), whereby many simulations with varying $\frac{\Delta t}{\Delta x^3}$ were run, until the observed stability criterion became apparent. Although only six points per capillary number are shown in figure (8), many trial cases were used around the limit of stability to explicitly define the limiting value.

The instability expression can be used for all simulations as a check to ensure that the solution is stable under the $\frac{\Delta t}{\Delta x^3}$ value being used. Fortunately, as the capillary number increases, the restriction of $\frac{\Delta t}{\Delta x^3}$ for a stable solution slackens and a more refined data set can be used without the solution becoming numerical unstable. As most of the flows and mechanisms under investigation in this paper occur at higher capillary numbers, the instability limit is generally not encountered frequently, but is a defining feature of the numerical method.
FIG. 8: Numerical stability of the finite mobility ratio solution with least squares best fit curve giving the limit of stability.

FIG. 9: Unstable bubble interface shown at t = 20 with differing mesh resolutions. Ca = 10000.
To illustrate the physical instability of the problem caused by a high capillary number, a test case was run with identical conditions to that as the $\beta = 10$ case in figure (5), but with the volume flux, $Q$ increased by a factor of 5, producing a capillary number of 10000. When using an element size of $\Delta x = 0.1$, it can be seen in figure (9) that the boundary has become highly convoluted, compared to the stable shape of the solution with $\Delta x = 0.02$. The problem has become much more sensitive with the increase in capillary number, and as such large number of elements are required to accurately capture the interface. By increasing the number of elements, the solution becomes more stable and flattens out. With a factor of 2.5 decrease in the element size, the solution has effectively converged to a mesh independent solution, with no change to the boundary position. Care has to be taken when solving high capillary number systems as the highly unstable nature of the problem can permit a very different solution if the element density is not sufficiently high.

In figure (10), the spatial convergence of the solutions can be seen. The $L_1$ error norm quoted is the error between the position of the boundaries of the numerical solution and a mesh independent, pseudo analytical case. This pseudo analytical case was obtained using a very small time step ($\Delta t < 0.005$) and element size ($\Delta x < 0.02$), meaning that using any lower time step or element size did not change the position of the interface. To compare interfacial positions, the nodal positions (in the azimuthal direction around the solution interface) were reconstructed at the same location on the pseudo analytical case, and then the radial extents of the nodes compared.

Spatially, the solution seen in figure (10) converges very quickly; for large $\Delta x$ roughly 6th order is observed. This accounts for the mesh independence in figure (9) whereby doubling the number of elements has produced a mesh independent solution. This excellent spatial convergence means that relatively few elements can be used to begin the simulation, with very high accuracies being achieved.

Temporally the solutions converge linearly, as expected from the forward Euler time stepping scheme. Higher order time integration schemes were considered, such as the midpoint and Runge-Kutta methods, however, the spatial resolution was found to be much more of a limiting factor in the overall solution accuracy than the temporal resolution. A relatively low temporal resolution could be used without affecting the solution quality, and hence much greater attention was paid to the spatial resolution; in which a small change in the number of elements could create a large difference in the interface position.

The small gain in accuracy from the higher order integration schemes was deemed unnecessary when considering the extra computation required to sub-divide the time steps and calculate the weighted average of the resulting interfacial velocities to calculate the subsequent interface position.

### IV. MOBILITY RATIO EFFECTS

This work is motivated by $CO_2$ injection and storage during carbon sequestration, in which the injection is performed supercritically, with the mobility ratio between supercritical $CO_2$ and brine of the order 10-30 [34].

![Figure 10: Mesh independence study, showing the effect of mesh resolution on the $L_1$ error norm between the numerical solution and a mesh independent (pseudo analytical) case.](image)
The finite mobility ratio model developed in this work allows the efficient solution of low mobility ratio flows, and can be used to characterise the transition through a range of mobility ratios. Several finite mobility ratios are presented in figure (11), in which the capillary number is 4000. With the mobility ratio, $\beta = 1$, the initially perturbed solution stabilises after around 50s and expands to form a stable circle as there is no critical length scale for which bifurcation will occur due to there being no difference in viscosities. At all mobility ratios above 1, the interface eventually evolves to form a complex viscous fingering pattern, with higher mobility ratios promoting the onset of viscous fingering.

With a relatively low mobility ratio, such as the $\beta = 10$ case, the bases of the fingers continue to advance with time. However, once the mobility is taken higher, the finger base evolution slows as the base position approaches a near constant value. During the $\beta = 1000$ case, the finger bases effectively become stagnation points, where the interface velocity at the base drops to near zero. This characteristic is a well known feature of high mobility ratio displacement, causing highly convoluted surfaces and a much lower swept volume of the higher viscosity fluid. A consequence of the slowed base evolution and quickly growing primary fingers is that competing fingers’ growth is hindered by the larger primary fingers and shielding occurs.

However, in the low mobility ratio regime, the growing finger bases allow secondary growing fingers to be fed by fluid, meaning that they can possess significant velocity. Shielding between competing fingers is inhibited as the fluid flow is not forced from the secondary finger into the primary finger, meaning much greater interaction and non-linear dynamics are seen between growing fingers.

By explicitly tracking the base position of the fingers for varying mobility ratio runs, the radial extent of the finger bases can be seen to reach an almost constant value for high mobility cases in figure (12). The lower mobility ratio cases show a much greater evolution of the base position once the profile of the bubble has developed. This evolution continues until the non-linear regime, where the fingers interact significantly with each other affecting the base position.

To further emphasise the difference between the base profiles and the velocity of the fluid at the base regions, a velocity field can be generated at grid points throughout the domain. Utilising Green’s formulae for the perturbed pressure in the fluid domain (as opposed to at the fluid interface, equation (18)), the perturbed pressure can be reconstructed using the known interface values. Using equations (11), (12), (7) and (6) the velocity at any point in the interior or exterior domains can then be reconstructed, once the perturbed pressure and perturbed flux is known at the interface.

Figure (13) shows the velocity field generated around the finger base at location 1 in figure (11), for the $\beta = 10$ and $\beta = 1000$ mobility ratio cases. In both plots, there is significant velocity in the interior domain, with the fluid flowing preferentially around the finger base, due to the high surface tension and curvature at the bottom of the base. However, in the $\beta = 1000$ case, the fluid velocity drops much more significantly in the exterior fluid close to the finger base, than in the $\beta = 10$ case. The finger base in the higher mobility example has a higher curvature which makes it harder for the fluid to displace the surface, and as such the velocity drops to near zero in the exterior fluid. This explains the near stagnation of the finger bases found in the high mobility ratio examples in figures (11) and (12).

In figure (13), the velocity of the inner fluid just inside the finger base has been labelled, along with the $x,y$ position of the vector. The velocity is approximately 7 times less in the $\beta = 1000$ case than the $\beta = 10$ case. It can also be seen that the velocity vectors immediately adjacent to the base velocity are much larger in the $\beta = 1000$, and in a tangential direction to the base profile, showing the preferential movement of the fluid around the base in higher mobility ratio flows. The velocity vectors close to the finger base in the low mobility regime have a large component in the normal direction, which gives rise to the movement of the base.

The significant velocity possessed by the finger base and the exterior fluid close to it in figure (13a) causes the finger base to displace and not stagnate near the starting profile. This velocity explains the greater finger interaction between competing fingers in the low mobility ratio regime, and finger breaking/coalescing mechanisms, that will be discussed in section VI of this paper.
FIG. 11: Bubble evolution plots showing the effect of varying the mobility ratio, $\beta$. Each sub-plot shows the interface of the bubble every $\Delta t = 20$ from $t = 0 - 80$. Location 1 shows the finger base used for the velocity field analysis in figure [13].
FIG. 12: Evolution of the finger bases with time and varying mobility ratio.

FIG. 13: Fluid velocity vector plots at the base of a finger in the $\beta = 10$ and $\beta = 1000$ cases in figure (11) at $t = 20$. 
V. CAPILLARY NUMBER EFFECTS

As a consequence of the $N^2$ scaling of the convergent series numerical method, high capillary number cases can be accurately resolved using many elements. High injection rates typically found in CO$_2$ sequestration processes give rise to large capillary numbers that promote finger instability. In section III.4 large capillary numbers were found to create highly unstable interfaces between the fluids, requiring many elements to accurately solve.

Several high capillary number flows are shown in figure (14) with a mobility ratio of 10. The number of fingers created on the first bifurcation increases from two to six through the range of capillary numbers due to a decrease in critical length at which bifurcation occurs. The critical length scale of bifurcation of a finger growing into a parallel flow is given by [35]:

$$L_c = \frac{\pi b}{a} \sqrt{\frac{\gamma}{\mu V}}$$  (45)

Where, $V$ represents the front velocity. Observations confirm that generally the number of fingers at the first bifurcation increase with capillary number, although there are several different modes of bifurcation that can occur. This means that bifurcations such as side branching can occur in preference to generating more primary fingers at several values of capillary number, as can be seen in figure (14).

An important point about the position of the profiles shown in figures (14a) to (14f) is that the base positions show almost exactly the same radial evolution with time, but their fronts show vastly differing profiles. In figure (15), the evolution of the base of the fingers is shown for varying capillary number where it can be seen that as the capillary number is increased, the base position starts to converge to the same value.

As the capillary number is increased, preferential movement of the inner fluid causes the finger fronts to exhibit vastly different profiles, while the base positions remain fairly constant. The convergence of the base position is due to the relatively large, smooth curvature of the finger base profile acting to stabilise the flow. As the driving force of the fluid increases with capillary number, the lower curvature finger front becomes more likely to destabilise and the flow is forced to this region in preference to the finger base, leaving it unaffected.

The different finger front profiles in the two cases presented in figure (14) are caused by the critical length of bifurcation being smaller for the higher capillary number case. At the point of the first bifurcation, there are more "flat" sections of the finger larger than the critical length and hence more fingers are able to form.

Once the front velocity, $V$ reaches a low enough speed and there is a flat section in the curve that exceeds the critical length scale, the front starts to destabilise and bifurcate. The exact point of bifurcation is difficult to identify, due to the small length scale at which bifurcation initiates. Therefore, a dimensionless parameter, $W(\theta)$ can be used to provide a robust measure of the point at which the first bifurcation occurs in radial Hele-Shaw flow [35]. This parameter defines when bifurcation occurs based on the interior angle occupied by the finger, $\theta$, the radial extend of the finger, $r$ and the critical length of bifurcation, $L_c$. These parameters are shown in figure (16), at the first bifurcation of a radial viscous finger.

$$W(\theta) = \frac{\theta r}{L_c}$$  (46)

The value of $W(\theta)$ at which bifurcation occurs shows much less variance than the critical length scale, hence, if the time at which bifurcation first occurs is misjudged slightly, the value of $W(\theta)$ changes by only a fraction of a percent.

By performing similar tests to [35] at varying capillary numbers, the first point of bifurcation could be measured. In the results of [35], the front velocity was kept constant unlike the simulations run here that have a constant volume flux injection and hence decreasing front speed with increasing radial distance from the source. Also, [35] used a wedge shaped cell with only one finger, compared to the fully circular cell with multiple fingers used here.

In figure (17) the value of $W(\theta)$ increases with increasing capillary number, as expected due to the critical length scale decreasing. However the mobility ratio does not alter the value of $W(\theta)$ at which bifurcation occurs. In [35] the value of $W(\theta)$ is constant for all capillary numbers, however by having a non-constant front velocity, this value is able to change with capillary number. In figure (17) the bifurcation value of $W(\theta)$ follows an explicit trend given by:

$$W_{crit}(\theta) = \sqrt{\frac{Ca}{96\pi}}$$  (47)

At any point in the simulation, if the front velocity and internal angle of the finger is great enough to cause $W(\theta)$ to be above the critical value defined in equation (47), bifurcation will occur. This expression works for all capillary numbers up until the first bifurcation, after which the fingers can grow non-linearly and interact significantly with
FIG. 14: Bubble evolution plots showing the effect of varying capillary number. Each sub-plot shows the interface of the bubble every $\Delta t = 20$ from $t = 0 - 80$.

(a) $Ca = 2000$

(b) $Ca = 4000$

(c) $Ca = 6000$

(d) $Ca = 8000$

(e) $Ca = 10000$

(f) $Ca = 12000$
each other. $W(\theta)$ does not predict the type of bifurcation that will occur, only the point at which a bifurcation will occur. Whether the front splits into 2 fingers or 5 fingers is determined by the critical length scale at that point in time and the number of flat sections running perpendicular to the flow that are longer than this length scale.
VI. LONG TIME SCALE EVOLUTION

The work presented in this paper has been motivated by the need to investigate low mobility ratio, high capillary number flows that occur in supercritical CO$_2$ sequestration in deep subsurface aquifers. While the current model cannot predict the full complexity of the CO$_2$ plume evolution in the injected porous media aquifer, it can provide qualitative understanding of the mechanisms and plume growth that can occur due to the low mobility ratio, high capillary number flow regime, using the assumption of a perfectly sharp interface between the CO$_2$ and brine.

To understand the long term mechanisms that occur during low mobility ratio flows, long time evolutions of the interface are presented in this section, in order to see the effect of finger interaction when shielding is inhibited. To and [36] show that mechanisms such as finger coalescing and finger break-off could be observed under certain flow regimes. In reaction models and diffuse-interface models, similar mechanisms have also been observed [22][27][37], however with truly immiscible models with sharp fronts, these mechanisms have not been explored, due to most former models concentrating on cases of high mobility ratio (generally using very viscous displaced fluids) where shielding inhibits break-off and coalescing [15][17]. These mechanisms will be explored by studying long term interface growth using realistic injection parameters.

Presented in figures (18) - (22) are long time evolutions of three different injection scenarios using fluid parameters defined for supercritical CO$_2$, gaseous CO$_2$ injection and an infinite mobility ratio brine displacement. All simulations use brine as the displaced fluid, with a suitable deep aquifer salinity, and only differ by the mobility of the injecting fluid. Table (II) shows the fluid properties for the test cases, with supercritical CO$_2$ properties calculated using [34]. The brine salinity, viscosity and surface tension were calculated using standard chemical data tables, under deep subsurface aquifer ambient conditions [38][39].

To investigate the complex interfacial dynamics and non-linear growth that could occur in an injection, asymmetry can be introduced into the starting perturbed bubble interface. By including different wavelengths of perturbation along the interface, multiple length scales are produced, mimicking that which would be found in reality due to random noise and disturbance. The initial displacement of the bubble is given by the asymmetric condition below.

$$r = a + 0.1a \cos \left(6\sqrt{\frac{g^3}{2\pi}}\right)$$  \hspace{1cm} (48)

Equation (48) allows different wavelengths of perturbation to be produced along the interface of the bubble in a controlled manner, in contrast to using a randomly generated noise function. By utilising the asymmetric condition,
Table II: Injection Properties of gaseous and supercritical CO$_2$

| Property                              | Value (SI Units) |
|---------------------------------------|------------------|
| Gaseous injection depth               | 100m             |
| Supercritical injection depth         | 1000m            |
| $T_{CO_2}$ (sc)                       | 50 °C            |
| $T_{CO_2}$ (g)                        | 25 °C            |
| $P_{CO_2}$ (sc)                       | 20 MPa           |
| $P_{CO_2}$ (g)                        | 1 MPa            |
| NaCl concentration in brine           | 0.5 mol/kg       |
| $\mu_{Brine}$                         | $7.60 \times 10^{-4}$ Pa.s |
| $\mu_{CO_2}$ (sc)                     | $7.00 \times 10^{-5}$ Pa.s |
| $\mu_{CO_2}$ (g)                      | $1.52 \times 10^{-5}$ Pa.s |
| $M_{Brine}$                           | $0.1827 \times 10^{-6}$ m$^3$.s/kg |
| $M_{CO_2}$ (sc)                       | $1.9834 \times 10^{-6}$ m$^3$.s/kg |
| $M_{CO_2}$ (g)                        | $9.1342 \times 10^{-6}$ m$^3$.s/kg |
| $\beta$ CO$_2$ (sc) - brine          | 10.86            |
| $\beta$ CO$_2$ (g) - brine           | 50               |
| $\infty$ Intrinsic mobility ratio model | $\infty$        |
| Intrinsic permeability, k             | $1.4 \times 10^{-10}$ m$^2$ |
| $\gamma$                              | 0.03 kg/s$^2$    |
| $Ca$                                  | 4561             |

The effect of different wavelengths of perturbation can be analysed in a reproducible manner, allowing the specific effects of the low mobility ratio environment to be studied accurately.

Similar to porous media, the flow in a Hele-Shaw cell has an intrinsic permeability, given by the ratio $b^2/12$. In table II, the intrinsic permeability of the Hele-Shaw cell configuration being used corresponds to that of oil reservoir/fractured rock in porous media flow [40]. The three simulations utilising the injection parameters outlined in table II can be seen in figures 18, 19 and 20, with dotted lines showing the initial bubble perturbation.

In figures 18, 19 and 20, differences in interface patterns can be seen, due to the different mobility ratios in each simulation. The infinite mobility ratio and gaseous injection cases share several similarities, most prominently the near stagnant finger bases that have not moved significantly from their starting positions. This is a common feature of infinite mobility ratio models, and due to the relatively high mobility ratio of the gaseous injection, the finger bases show considerable likeness. This is further emphasised by figure 21, where the base position of the finger at location 1 in figure 18 has been tracked with time for the three different injection scenarios. For the infinite mobility ratio case, the base can be seen to move very little once the initial profile has been set up, however, both the CO$_2$ (g) and CO$_2$ (sc) injection cases show considerable base movement.

At the moderate mobility ratio of 50, the gaseous injection can be seen to exhibit significant finger interaction in figure 19. The finger shielding effect present in the infinite mobility ratio case has not occurred as significantly in the gaseous injection case and the fingers shown in the dashed box in figure 19 are moving into each other. At the moderate mobility ratio of gaseous CO$_2$ injection, the inner fluid still possesses some velocity, and hence shielding is inhibited. It is therefore inadequate to use a infinite mobility ratio model for gaseous CO$_2$ injection into brine, with infinite mobility ratio models only being applicable for cases of mobility ratio of 100 or more, common in gas-oil displacements.

The supercritical CO$_2$ injection case shown in figure 20 shows less shielding than the gaseous injection case. The smallest wavelength fingers on the right of the domain have a large interaction with each other, with severe base thinning occurring at two different locations. Due to the relatively large capillary number, the critical length scale is small, allowing side branching to form on some of the larger fingers. More fingers have been allowed to develop, unhindered by the growth of larger fingers, resulting in a larger number of fingers present in the domain.

In both the gaseous and supercritical CO$_2$ injection cases, competing fingers can grow very close to each other, creating a small immiscible lubrication layer between them. This kind of interaction needs to be monitored closely to study what happens when the fingers are separated by a very small distance. There are two possible outcomes when the fingers grow very close to each other, either the two fingers merge together creating one finger and the inclusion of a brine bubble, or one finger causes the base of the other to thin to such an extent that the finger breaks off.

A rudimentary breaking algorithm was developed that detects the separation between adjacent sections in the
FIG. 18: Bubble Interface of asymmetric, infinite mobility ratio injection at $t = 90$, $\beta = \infty$. 1 shows base tracking location in figure (21).

FIG. 19: Bubble Interface of asymmetric gaseous $CO_2$ injection at $t = 90$, $\beta = 50$. Dashed box shows zoomed area for subfigures (a) - (c) in figure (22).
FIG. 20: Bubble Interface of asymmetric supercritical $CO_2$ injection at $t = 90$, $\beta = 10.86$. Dashed box shows zoomed area for subfigures (d) - (f) in figure [22].

FIG. 21: Evolution of finger bases (at location 1 in figure [18]) for infinite mobility ratio ($\beta = \infty$), gaseous ($\beta = 50$) and supercritical ($\beta = 10.86$) $CO_2$ injection.

viscous fingers. These sections can be external (i.e., two fingers are travelling into each other) or internal (i.e., the finger’s base is thinning). By constructing local B-spline curves, the separation can be analysed efficiently to see whether fingers are likely to collide and merge, or if a finger’s base is thinning and the finger will break off. The algorithm then pinches off fingers that have a sufficiently thin base, or merges fingers that are sufficiently close to each other, forming new B-spline curves around each of the disconnected domains. The integral equation formulation allows easy extension of surface integrals over the new disconnected bubbles.

The specific time that the interfaces are captured in figures [18], [19] and [20] allows the interaction between fingers
to be seen and the difference in mobility ratio assessed. After this time, the interaction between fingers in the finite mobility ratio cases becomes highly complex, in particular from fingers that have evolved from the small wavelength perturbations, shown in the dashed boxes. To analyse this interaction and the effect of the lubrication layer between the competing fingers, zoomed in plots of several events have been shown in figure (22).

Figure (22) shows the breaking mechanism of two events in the gaseous and supercritical CO₂ injection cases. These occur at different stages in the overall interface evolution due to the difference in finger shielding between the cases. In the gaseous injection, there is still significant finger shielding present, which has caused the finger growing into the base of the primary finger in figure (22a) to be hindered in its early growth, meaning it did not develop into a primary finger advancing at the forefront of the evolution. However, as it still possesses some velocity, the finger has continued to grow, and eventually thins the base of the primary finger causing it to break off, seen in figure (22b). This breaking is a combined effect of shielding and the velocity of the inner fluid. If the mobility ratio were pushed much higher, the shielding would have been more significant and the finger would have been almost completely hindered in its early growth and would never have grown to any scale to affect the primary finger.

After the primary finger has broken off in figure (22), the secondary finger grows towards it. The breaking of the fingers occurs in a 'snapping' reaction, whereby the fingers break back from each other very rapidly. As the secondary finger is still being fed by the inner fluid, it continues to grow with a significant rate, which is faster than the detached finger. However, a small immiscible lubrication layer of the resident brine separates the two, which is maintained throughout the subsequent evolution and prevents the two fingers from coalescing. The two fingers are immiscible with the brine, and as such cannot transfer mass across the interface and coalesce if this layer is maintained. The secondary finger continues to distort the detached bubble, which will eventually cause it to split. This mechanism is very difficult to capture, due to the very large amount of elements needed to maintain the lubrication layer.

A similar process occurs in the supercritical injection case shown in figures (22d) - (22f), in which two fingers detach from the main injection plume. The first finger to detach is caused by the primary finger growing behind it, however the second finger break-off is due to a combination of thinning caused by fingers growing into the left and right side of it. After the second break-off, the finger that is still attached to the main plume acts to push the trailing edge of the detached bubble, which along with surface tension quickly forms it to a droplet shape. The attached finger left from the second break-off quickly recedes due to the very high curvature and re-stabilising effect of surface tension.

This kind of breaking has been reported before in [22] and [21], however using a diffuse interface model or volume tracking technique does not as accurately resolve the interface between the fluids, introducing a level of uncertainty about the exact position. As the interface is captured implicitly, the lubrication layer between advancing fingers cannot be as accurately defined, meaning that the preference of coalescing or breaking of fingers is unclear. The lubrication layer is vital in defining the movement of fingers in the sharp interface model and as such needs to be accurately resolved. With the current method, the lubrication layer between fingers can be maintained efficiently, allowing the breaking to be seen in much greater detail, with events being explicitly tracked.

In all simulations run, if a sufficiently high enough element density was used, finger break-off would always occur in preference to coalescence. Both mechanisms occur due to the same process of finger interaction and the inhibition of shielding, but as long as the immiscible lubrication layer between the two fluids is maintained, breaking will always occur in preference. The breaking algorithm will detach bubbles that have a neck width under a certain prescribed ‘breaking distance’. If this breaking distance is decreased to a very small value much smaller than the element size, the point of separation occurs just before the two surfaces of the interface actually overlap in the next time step, indicting clearly that a break should have occurred.

Experimentally in [24], coalescing and breaking of fingers are reported for immiscible flows. Due to the large aspect ratio of the channel being used, there is considerable interaction between fingers, and breaking is found with air injection into resident silicone oil. The finger interaction is promoted by the aspect ratio rather than a low mobility ratio of the fluids, as is the case in the results presented here. Also, in [24] coalescing occurs between competing fingers under certain conditions after they initially broke. This is due to the fluids having some small amount of miscibility with each other, allowing the rapidly growing finger to coalesce with the bubble that had just detached.

Due to the microscopic scale of fluid interaction that occurs experimentally, and the fact that the fluids under consideration in [24] have a small level of miscibility with each other, there will be a very small miscible region between the fluids. If the fingers are moving with sufficient speed the fingers could overcome the miscible region separating the fingers, and coalesce. However as there is no microscopic miscible layer in the sharp interface model presented here, coalescing cannot occur at the macroscopic scale. The sharp interface model assumes the displacement of the resident fluid occurs much faster than the miscible mixing of the fluids and that there is a discontinuity of properties over the fluid interface. The fluids are considered to be completely immiscible and therefore no coalescence should occur, as a lubrication layer should always separate the two fluids.
FIG. 22: Zoomed in plots of finger break-off for the gaseous $CO_2$ injection (left), $\beta = 50$ and supercritical $CO_2$ injection (right), $\beta = 10.86$.
VII. CONCLUSION

A BEM formulation for solving finite mobility ratio flows has been developed and used to investigate radial viscous fingering mechanisms in a Hele-Shaw cell. The Hele-Shaw model was used to qualitatively investigate the mechanisms and plume evolution associated with viscous fingering that could occur during CO$_2$ injection and storage in deep porous media aquifers, during carbon sequestration.

The finite mobility ratio model allowed investigation into the effects that a low mobility ratio and high capillary number have on the CO$_2$ plume evolution. When the mobility ratio of the two fluids is of order 10 - 50, the fingering characteristics are vastly different to those predicted by infinite mobility ratio models. Finger base movement was found to be independent of capillary number, but strongly dependant on mobility ratio, with the bases moving significantly away from their starting positions. The near stagnation points on the bases of the fingers found in infinite mobility ratio flows were not found when using the finite mobility ratio model for low mobility ratio flows.

The developed numerical method has been validated and its performance characteristics verified, showing its applicability to finite mobility ratio flows. The quadratic scaling of the solution time shows large improvements over traditional matrix solvers and lifts the restriction of previous models on short time scale solutions. The numerical stability of the solution has been shown to rely heavily on the temporal and spatial discretisation, providing an upper limit for stability. Similarly, the physical instability of bifurcating fingers was analysed with an expression found to predict the point at which the first bifurcation of a finger will occur.

Long time interface evolutions were run to showcase the numerical method for predicting the large time scale dynamics of viscous fingering. Finger interaction was found to be much more significant than in infinite mobility ratio models, and on small wavelength perturbations could lead to base thinning and eventual finger breaking. After breaking, the detached bubbles would continue with the velocity of the surrounding fluid. The numerical method allowed the resolution of the immiscible lubrication layer between fingers meaning the finger breaking and coalescing mechanisms could be explored more explicitly than in previous models.

Future work will focus on 3D effects that can occur during immiscible displacement in a Hele-Shaw cell, which have recently received significant attention. The wettability of the fluids and the thin film of trailing fluid left behind by the displaced fluid require explicit inclusion in the pressure jump condition at the interface of the fluids, and can significantly alter the resulting displacement [11][12]. Viscous effects caused by tangential shear stresses at the interface can also be considered using a Brinkman flow model, as opposed to the Potential flow model used here. Second order velocity components can have significant effects on the displacement when shear stresses are non-negligible [43][44].
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