Continual Learning with Distributed Optimization: Does CoCoA Forget under Task Repetition?
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Abstract—We focus on the continual learning problem where the tasks arrive sequentially and the aim is to perform well on the newly arrived task without performance degradation on the previously seen tasks. In contrast to the continual learning literature focusing on the centralized setting, we investigate the distributed estimation framework. We consider the well-established distributed learning algorithm CoCoA. Our results illustrate the importance of task repetition for continual learning with CoCoA. In particular, even when there is a shared solution for all tasks, task repetition may be necessary for satisfactory performance. We show how the dimensions of the offline and centralized problem affects the learning performance substantially; even though CoCoA processes only a subset of features and data samples at each iteration.

I. INTRODUCTION

When presented with a stream of data, continual learning [1], [2] is the act of learning from new data while not forgetting what was learnt previously. New data can, for instance, come from a related classification task with new fine-grained classes, or it can have statistical distribution shift compared to the previously seen data. Each set of data that is presented to the model is referred to as a task. Continual learning aims to create models which perform well on all seen tasks without the need to retrain from scratch when new data comes [1]–[4].

The central issue in continual learning is forgetting, which measures the performance degradation on previously learned tasks as new tasks are learnt by the model [2]–[4], see (4) in Section II-A for a formal definition. If a model performs poorly on old tasks, it is said to exhibit catastrophic forgetting [2]–[4]. To achieve continual learning, the forgetting must be reduced. Nevertheless, the key enabling factors for achieving continual learning are not well established, even for linear models [2], [3].

Forgetting is closely related to the error performance under non-stationary distributions. Various phenomena of interest, such as financial time-series and target tracking, often exhibit structural changes in signal characteristics over time. Hence, performance under non-stationary distributions has been studied in a number of scenarios; including with random drift in the unknown within a distributed learning setting [5], [6] as well under switching system dynamics [7]–[9].

We consider the continual learning problem from a distributed learning perspective, where optimization is performed over a network of computational nodes. In addition to supporting scalability, distributed learning is also attractive for scenarios where the data is already distributed over a network, for example in sensor networks [10]–[13], or in dictionary learning where sub-dictionaries are naturally separated over the network [14], or in multi-task settings where the nodes have separate but related tasks [15], [16].

In this work, we focus on the well-established distributed learning algorithm CoCoA [17]–[22], which allows the nodes to use a local solver of their choice for their local subproblems. In contrast to the setting of [15], [16] where the individual nodes have different tasks but these tasks do not change over time, here all nodes have the same task and this task changes over time for all nodes. We investigate the ability of CoCoA to perform continual learning for a linear model. Task repetition, which has been ignored to a large extent in [22], is an important aspect of our setting. We illustrate the performance of the algorithm with varying number of tasks, data points and number of repetitions of the tasks. revealing the trade-offs between the forgetting, the convergence performance and the dimensions of both the offline centralized problem, i.e., the problem of solving all tasks in one large batch in a centralized manner, and the nodes’ local problems. Our main findings can be summarized as follows:

- CoCoA does not forget if all the tasks are under-parametrized and there is a shared solution that solves all the tasks. (Lemma 2)
- Large improvements in the learning performance of the algorithm can be obtained through task repetition under a shared solution (Fig. 1-2 vs. Fig. 3-4) but this is not guaranteed when there is no shared solution (Fig. 7).
- The learning performance of the algorithm is directly affected by the dimensions of the offline centralized problem despite the fact that the algorithm processes only a subset of features and data samples at each iteration: If the total number of samples over all tasks is close to the total number of unknown parameters, then the algorithm may have slow convergence and relatively large error. (Section III-B)

II. PROBLEM STATEMENT

A. Definition of a Task

The data for task $\tau(t)$ consists of the feature matrix $A_{\tau(t)} \in \mathbb{R}^{n_{\tau(t)} \times p}$, and the corresponding vector of outputs $y_{\tau(t)} \in \mathbb{R}^{n_{\tau(t)} \times 1}$. We focus on fitting a linear model such that,

$$y_{\tau(t)} = A_{\tau(t)}w_{\tau(t)}$$

(1)
where \( w_{\tau(t)} \in \mathbb{R}^{p \times 1} \) is the vector of unknown model parameters. We refer to the above regression problem with the data \((A_{\tau(t)}, y_{\tau(t)})\) as task \( \tau(t) \).

### B. Continual Learning

We would like to fit the linear model in (1) to a sequence of tasks,

\[
S = \{(A_{\tau(t)}, y_{\tau(t)})\}_{t=1}^T.
\]

At a given time instant \( t \), we have access to \((A_{\tau(t)}, y_{\tau(t)})\) but not to the other tasks. Hence, we would like to solve all tasks in \( S \) when we have access to only one of them at a given time. Throughout the paper, we apply the following assumption on the tasks \((A_{\tau(t)}, y_{\tau(t)})\).

**Assumption 1.** There exists a solution \( w_* \in \mathbb{R}^{p \times 1} \) that solves all the tasks in \( S \), i.e.,

\[
\exists w_* \in \mathbb{R}^{p \times 1} : A_{\tau(t)} w_* = y_{\tau(t)}, \quad t = 1, \ldots, T.
\]

Note that Assumption 1 can be interpreted as a stationarity assumption. This constitutes a reasonable scenario in the case of highly overparameterized models, i.e., models that have more tunable parameters than data samples, and has been used in the centralized continual learning setting of [3]. This setting is also closely related to no-regret online learning in distributed settings [23], [24], where typically the data points are distributed over the network instead of the individual features of the unknown parameter as in our setting with CoCoA. We consider the investigation of the setting of Assumption 1 as good starting point for the general case since it facilitates a tractable analysis. However, it is not always natural to make this assumption, hence we study a setting where Assumption 1 does not hold in Section V.

For a given parameter vector \( w \), we measure the forgetting by the squared loss on a specific task \((A_{\tau(t)}, y_{\tau(t)})\), i.e.,

\[
\frac{1}{n_{\tau(t)}} \| A_{\tau(t)} w - y_{\tau(t)} \|^2,
\]

where \( \| \cdot \| \) denotes the \( \ell_2 \)-norm, as done in previous works [3], [25]. While training over the sequence of tasks \( S \), a corresponding sequence of parameter vectors estimates is generated, denoted by \( w_t, t = 1, \ldots, T \). We denote the forgetting of \( w_t \) as the forgetting of the tasks up until and including the current task,

\[
\mathcal{F}_S(t) = \frac{1}{t} \sum_{i=1}^{t} \frac{1}{n_{\tau(i)}} \| A_{\tau(i)} w_t - y_{\tau(i)} \|^2.
\]

Note that forgetting is defined in terms of data fit for \( y_{\tau(t)} \) instead of estimation accuracy for \( w \).

### C. Distributed Continual Learning with CoCoA

In CoCoA, the unknowns are distributed over a network of \( K \) nodes [17]–[20]. The unknown vector \( w \) is partitioned according to the partitioning \( P = \{p_k\}_{k=1}^K \), such that node \( k \) governs \( p_k \) of the \( p \) unknowns in \( w \in \mathbb{R}^{p \times 1} \). Note that this is in contrast to settings where the observations are distributed over the network. The partitioning consists of mutually exclusive sets of indices, hence each entry of the unknown vector (hence each column of a given feature matrix) is associated with only one node, i.e., \( \sum_{k=1}^K p_k = p \).

**Algorithm 1: Implementation of CoCoA** [17] for (5).

```
1 Input: Tasks \( S = \{(A_{\tau(t)}, y_{\tau(t)})\}_{t=1}^T \). Partitioning scheme \( P = \{p_k\}_{k=1}^K \), number of iterations \( T \) for CoCoA to run per task.
2 Initialize: \( w_0 = 0 \).
3 for \( t = 1, \ldots, T \) do
4 \( x^0_t = w_{t-1} \)
5 \( v_k^0 = K A_{\tau(t),[k]} w_{t-1} \) \( \forall k \).
6 for \( i = 0, 1, \ldots, T_c - 1 \) do
7 \( \tilde{v}_i = \frac{1}{K} \sum_{k=1}^K v_k^i \)
8 for \( k \in \{1, 2, \ldots, K\} \) do
9 \( \Delta x_k^i = \frac{1}{K} A_{\tau(t),[k]} (y_{\tau(t)} - \tilde{v}_i) \)
10 \( x_k^{i+1} = x_k^i + \Delta x_k^i \)
11 \( v_k^{i+1} = \tilde{v}_i + K A_{\tau(t),[k]} \Delta x_k^i \)
12 enddo
endfor
endfor
```

For each task \((A_{\tau(t)}, y_{\tau(t)})\), the columns of \( A_{\tau(t)} \in \mathbb{R}^{n_{\tau(t)} \times p} \) are partitioned according to the partitioning for the unknowns. We denote the matrix of columns associated with node \( k \) as \( A_{\tau(t),[k]} \). For each presented task \( \tau(t) \) in the sequence \( S \), we run CoCoA to minimize the forgetting of the current task, i.e.,

\[
\min_{w_t} \frac{1}{2} \| A_{\tau(t)} w_t - y_{\tau(t)} \|^2\quad \text{CoCoA is an iterative algorithm, which is run for } T \text{ iterations for each task. For notational clarity, the unknown vector is represented by } w_t \text{ for the outer iteration } t \text{ over the tasks and by } x_i \text{ for the inner CoCoA iteration } i.
\]

The partitioning of \( w_t \) and \( x_i \) which correspond to the local matrices \( A_{\tau(t),[k]} \) are denoted by \( w_{t,[k]} \) and \( x_{i,[k]} \), respectively. Hence the overall training scheme, presented in Algorithm 1, consists of three nested for-loops: the outer iterations \( t = 1, \ldots, T \) over the sequence of tasks; the inner iterations \( i = 0, \ldots, T_c - 1 \) of CoCoA; and the parallelization over the nodes \( k = 1, \ldots, K \).

For task \( \tau(t) \), the nodes iteratively update their local variables \( x_{i,[k]} \) by finding the update \( \Delta x_{i,[k]} \) as the solution to the following local subproblem in iteration \( i = 0, \ldots, T_c - 1 \), [17, Sec. 3.1]

\[
\min_{\Delta x_{i,[k]}} \frac{1}{2K n_{\tau(t)}} \| \tilde{v}_i - y_{\tau(t)} \|^2 + \frac{1}{2\sigma^t_{\tau(t)}} \| A_{\tau(t),[k]} \Delta x_{i,[k]} \|^2
\]

where \( \tilde{v}_i \) is the aggregated shared estimation of \( y_{\tau(t)} \) in iteration \( i \) and \( \sigma^t_{\tau(t)} \) is a hyperparameter for the algorithm. This is a convex problem in \( \Delta x_{i,[k]} \). Setting the gradient w.r.t. \( \Delta x_{i,[k]} \) to zero and choosing the minimum \( \ell_2 \)-norm solution, we obtain the solution as \( \Delta x_{i,[k]} = \frac{1}{\sigma^t_{\tau(t)}} A_{\tau(t),[k]}^T (y_{\tau(t)} - \tilde{v}_i) \), where \( (\cdot)^T \) denotes the Moore-Penrose pseudoinverse. Using the notation of [17], we set \( \sigma^t = \gamma K \), with \( \gamma \in (0, 1] \), as these are considered safe choices [20]. With these choices, these parameters cancel out to give the explicit expressions in Algorithm 1.

In order to utilize the knowledge from the previous tasks, we do the following: i) we initialize CoCoA with the parameter vector from the previous step, i.e., we set \( x^0 = w_{t-1} \); ii)
we set the initial point for the local contributions as $v^0_k = K A_{\tau(t),[k]} x^0_k$.

### D. Offline and centralized problem

Throughout our analysis of the distributed continual learning problem, we consider the offline and centralized problem as the reference problem, which corresponds to solving the unique set of tasks in $S$ simultaneously in a centralized fashion, i.e.,

$$y_S = A_S w, \quad y_S = \begin{bmatrix} y_1 \\ \vdots \\ y_M \end{bmatrix} \in \mathbb{R}^{N \times 1}, \quad A_S = \begin{bmatrix} A_1 \\ \vdots \\ A_M \end{bmatrix} \in \mathbb{R}^{N \times p},$$

where $\{(A_m, y_m)\}_{m=1}^M$ is the unique set of tasks in $S$, with $A_m \in \mathbb{R}^{n_m \times p}$ and $y_m \in \mathbb{R}^{n_m \times 1}$, and the total number of samples over all the unique tasks is $N = \sum_{m=1}^M n_m$. Throughout the paper, we use subindices $\tau(t)$ and $m$ to emphasize different task settings. The notation $\{(A_m, y_m)\}_{m=1}^M$ refers to the unique set of $M$ tasks in $S$, and is used when each task appears once. The notation $\tau(t) \in \mathbb{N}_+$, $t = 1, \ldots, T$, is used when tasks can be repeated.

### III. OVERPARAMETERIZED LOCAL PROBLEMS

If $p_k \geq n_{\tau(t)}$ for all $k = 1, \ldots, K$ and $t = 1, \ldots, T$, then the local problems are overparameterized, i.e., the nodes’ local feature matrices $A_{\tau(t),[k]} \in \mathbb{R}^{n_{\tau(t)} \times p_k}$ are broad. In this section, we assume that the matrices $A_{\tau(t),[k]}$ have full rank, i.e., $n_{\tau(t)}$, thus

$$A_{\tau(t),[k]}^+ = I_{n_{\tau(t)}}.$$

Using (7), the updates of $v_k^{i+1}$ for $i \geq 0$ (line 11 in Algorithm 1) can be rewritten as

$$v_k^{i+1} = \hat{v}^i + A_{\tau(t),[k]}^+ (y_{\tau(t)} - \hat{v}^i) = y_{\tau(t)}.$$

It follows that $\hat{v}^i = \frac{1}{K} \sum_{k=1}^K v_k^i = y_{\tau(t)}$, $i \geq 1$ and as a result, the steps $\Delta x_k^i$ for $i \geq 1$ are zero, i.e.,

$$\Delta x_k^i = \frac{1}{K} A_{\tau(t),[k]}^+ (y_{\tau(t)} - \hat{v}^i) = 0.$$

In other words, CoCoA in this setting converges after its first iteration $i = 0$. To fix the solution $x^{1}$ that CoCoA converges to, we insert the initial values of $x^{0}$ = $w_{t-1}$, and $v^0_k = KA_{\tau(t),[k]} w_{t-1}$, finding that

$$\hat{v}^0 = A_{\tau(t)} w_{t-1},$$

and that the local estimates $x_k^{1}$ in CoCoA converge to

$$x_k^{1} = \hat{v}^1 = \hat{v}^0 + \frac{1}{K} A_{\tau(t),[k]}^+ (y_{\tau(t)} - A_{\tau(t)} w_{t-1}).$$

Combining over the nodes $k = 1, \ldots, K$, the parameter vector $w_t = x^1$ after training on task $\tau(t)$ is,

$$w_t = P_{\tau(t)} w_{t-1} + A_{\tau(t)} y_{\tau(t)}.$$

where we have introduced the notation

$$P_{\tau(t)} = (I_p - A_{\tau(t)} A_{\tau(t)}^T);$$

$$A_{\tau(t)} = \frac{1}{K} \left[ (A_{\tau(t),[1]}^T \right]^T, \ldots, (A_{\tau(t),[K]}^T \right]^T \in \mathbb{R}^{p \times n_{\tau(t)}}.$$

In this setting, CoCoA always solves the latest seen task, i.e.,

$$\hat{y}_{\tau(t)} = A_{\tau(t)} w_{t}.$$

![Fig. 1: The size of the final step from $w_{T-1}$ to $w_T$ after training on each task once, versus the number of tasks $M$ and the number of samples per task $n_m$.](image1)

![Fig. 2: The forgetting of $w_T$ after training on each task once, versus the number of tasks $M$ and the number of samples per task $n_m$.](image2)
Fig. 3: The size of the final step from $w_{T-1}$ to $w_T$ after training on each task 1000 times, versus the number of tasks $M$ and the number of samples per task $n_m$.

Figure 1 and the forgetting in the final step $F_S(T)$ in Figure 2. We observe the following:

**Remark 1.** Even though CoCoA, i.e., the inner iterations of Algorithm 1, converge in one step and solves the latest seen task (see Lemma 1), the obtained solution $w_T$ after solving all tasks once can exhibit forgetting if the number of tasks $M$ or the number of data points per task $n_m$ is too small. The forgetting can be improved by increasing the number of tasks $M$ (hence increasing the number of data points) due to existence of the solution $w_*$ that solves all tasks.

**B. Cyclic sequence of tasks**

We now repeat the experiment of Section III-A, but extend the training sequence so that the model trains on each task 1000 times. In other words, with $M$ tasks we set the sequence as $\tau(t) = 1, \ldots, M, 1, \ldots, M, \ldots, t = 1, \ldots, T$, with $T = 1000M$. We plot the convergence in Figure 3 and the forgetting in Figure 4. The plots illustrate that the algorithm converges for most pairs of $(n_m, M)$, and that the forgetting for the final solution is low. However, the plots also illustrate that both the convergence and forgetting are worse along a streak of pairs $(n_m, M)$, for which $N \approx p$, i.e., where the total number of samples $N = \sum_{m=1}^{M} n_m$ is close to or equal to the number of parameters $p$, for example $(1, 160)$, $(2, 80)$ and $(4, 40)$. We now analyze this phenomenon, distinguishing between the following scenarios: i) $N > p$; ii) $N \approx p$; and iii) $N < p$. In the below, recall that $n_m$ is constant over $m = 1, \ldots, M$, hence $N = Mn_m$. Recall that we generate the matrices $A_m$ as independent standard Gaussian matrices, and as a result, the offline and centralized matrix $A_S$ has full rank with probability one.

i) $N > p$: If $M$ or $n_m$ is large enough so that the total number of samples $N = Mn_m$ exceeds the number of parameters $p$, then the offline and centralized problem $y_S = A_S w$ in (6) is underparameterized, i.e., there are less parameters than samples. The matrix $A_S \in \mathbb{R}^{N \times p}$ has full rank, and $y_S = A_S w_*$. Hence, $w_*$ is the unique solution to the offline and centralized problem. This suggests that $w_T = w_*$, since the solutions for large $M$ or $n_m$ in Figure 3 and 4 converge to a solution $w_T$ which solves all tasks, and $w_*$ is the only solution which does so.

ii) $N \approx p$: If the total number of samples $N = Mn_m$ is close to or equal to the number of parameters $p$, then the offline and centralized feature matrix $A_S$ is nearly square or square. The results in Figure 3 and 4 illustrate that Algorithm 1 does not converge, and does not solve the previously seen tasks. The non-convergence of the algorithm for these pairs of $(n_m, M)$ are further illustrated in Figure 5, where we plot the forgetting as a function of the outer iterations $t$ in Algorithm 1, i.e., $F_S(t)$, where we have evaluated the forgetting every 1000 iterations, and fixed the number of samples per task to $n_m = 2$. Figure 5 illustrates that if $M = 80$, then the vectors $w_t$ do not converge, and are instead diverging. If $M \approx 80$ but $M \neq 80$, then the convergence is very slow compared to the case with $M$ further away.

iii) $N < p$: In this scenario, the offline and centralized problem is overparameterized. Hence, there is possibly an infinite number of solutions $w$ which solve all the tasks simultaneously. In this regime, $w_t$ generally do not converge to $w_*$. In Figure 6, we plot the distance from $w_T$ to the solution $w_*$ versus the number of tasks $M$ for the experiment in Figure 3 and 4. Figure 6 illustrates that for small $M$, even though the final solution $w_T$ solves all the tasks, it is not equal to $w_* = 1$. Consistent with our observations for scenario i), Figure 6 suggests that $w_t$ converges to $w_*$ for large $M$.

**IV. UNDERPARAMETERIZED TASK**

A task $(A_{\tau(t)}, y_{\tau(t)})$ where $A_{\tau(t)} \in \mathbb{R}^{n_{\tau(t)} \times p}$ is such that $p < n_{\tau(t)}$ is referred to as underparameterized, as there is a smaller number of tuneable parameters in $w \in \mathbb{R}^{p \times 1}$ than the number of equations in $A_{\tau(t)} w = y_{\tau(t)}$. If the feature matrix $A_{\tau(t)}$ of an underparameterized task is full rank, then $w_*$ from Assumption 1 is the unique solution to that task. By [17, Theorem 2], a sufficiently large number of iterations $T_c$ of CoCoA guarantees an arbitrarily small optimality gap. In other words, if $T_c$ is large enough while learning an
underparameterized task \((A_{r(t)}, y_{r(t)})\), then the estimate \(x^T_o\) of CoCoA will converge to \(w_o\). Hence, we have the following lemma:

**Lemma 2.** If all tasks in the sequence \(S\) are underparameterized and have full rank feature matrices, and \(T_e \rightarrow \infty\), then Algorithm 1 converges to \(w_o\), which is the unique solver of all tasks in \(S\).

V. FAMILY OF TASKS WITHOUT ASSUMPTION 1

We now consider a setting where Assumption 1 does not hold. We again consider the cyclic manner of training on \(M\) tasks as in Section III-B. Tasks \((A_m, y_m)\) with even and odd indices \(m\) are generated with \(y_m = A_m w_{even}\) and \(y_m = A_m w_{odd}\), respectively. We set \(w_{even} = 1_p \times 1,\) and \(w_{odd} = [1, 0, 0.9, 1, 0.1, 0.1]T\). We randomly create the features matrices \(A_m\) as independent standard Gaussian matrices. We set \(n_m = 2\) samples and vary the number of tasks \(M\).

In Figure 7, we present the forgetting \(F_S(t)\) versus the number of outer iterations \(t\) of Algorithm 1, for different values of \(M\). These plots illustrate the different convergence behaviour for small and large \(M\). In particular, for small values of \(M\) (\(M = 2\)), the algorithm quickly converges to a solution which solves all the tasks. (Although \(w_{even} \neq w_{odd}\), there can be such a shared solution since the centralized, offline system is overparameterized for \(M\) small.) For larger values of \(M\) (\(M = 10\)), convergence is slower. For higher values of \(M\) (\(M = 150\)), the algorithm does not converge. Although not visible in Figure 7, the forgetting for \(M = 150\) fluctuates on the range \([4, 7]\) in the plot for \(t > 2000\).

These results illustrate that although the total number of samples for the two types of task with \(w_{even}\) and \(w_{odd}\) increases with \(M\), the forgetting does not necessarily improve. This is consistent with the fact that for larger values of \(M\) there is a higher number of equations that needs to be satisfied by the solution vector of CoCoA.

VI. CONCLUSIONS

We have quantified the learning performance improvement with task repetition for continual learning with the distributed learning algorithm CoCoA. Our results revealed that even though CoCoA processes only subsets of rows and columns of the system of equations formed by the offline and centralized problem, dynamics of the convergence and forgetting of the algorithm is significantly affected by the dimensions of this centralized. There are several interesting lines of future work, e.g., characterization of convergence and forgetting behaviour under other data models as well as development of methods to improve the learning behaviour of the algorithm.
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