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Abstract—The optimal transmission strategy to minimize the weighted combination of age of information (AoI) and total energy consumption is studied in this paper. It is assumed that the status update information is obtained and transmitted at fixed rate over a Rayleigh fading channel in a packet-based wireless communication system. A maximum transmission round on each packet is enforced to guarantee certain reliability of the update packets. Given fixed average transmission power, the age-energy tradeoff can be formulated as a constrained Markov decision process (CMDP) problem considering the sensing power consumption as well. Employing the Lagrangian relaxation, the CMDP problem is transformed into a Markov decision process (MDP) problem. An algorithm is proposed to obtain the optimal power allocation policy. Through simulation results, it is shown that both age and energy efficiency can be improved by the proposed optimal policy compared with two benchmark schemes. Also, age can be effectively reduced at the expense of higher energy cost, and more emphasis on energy consumption leads to higher average age at the same energy efficiency. Overall, the tradeoff between average age and energy efficiency is identified.

I. INTRODUCTION

With emerging delay-sensitive applications, the timely update of the packet-based information is becoming increasingly more important. For instance, in status update systems such as in family care, security alert and environment monitoring scenarios, keeping system information fresh is extremely critical and essential \[1\]. Age of information (AoI) has been proposed to measure the freshness of the status information in \[2\]. Specifically, AoI is defined as the time that has elapsed since the generation of last successfully received system information.

Recently, AoI has attracted much interest from the academia \[3\]–\[13\]. For instance, general update policies such as zero-wait policy have been studied in \[3\], where an efficient optimal update mechanism has been designed. Under the assumption of using “generate-at-will” model, by employing the queueing theory, how the packets should be managed in the buffer aided scheme has been addressed in \[4\]. The authors mainly concentrated on the system performance under M/M/1 and M/M/1/2 queueing systems with first-come-first-served (FCFS) policies. Poisson arrival processes with last-generated-first-served (LGFS) strategy have been considered in \[5\], as an extension from the last-come-first-served (LCFS) system. The limited nature of the transmission power or the total energy in communication systems has necessitated the age minimization problems to be addressed under energy constraints. For instance, considering energy harvesting devices and batteries, the authors have proposed an energy-aware adaptive status update policy for the information refresh mechanism in \[6\]. The authors in \[7\] have considered an optimal sensing scheduling policy for energy harvesting sensing system and discussed the system performance with finite and infinite battery sizes separately. Also, the performance of the proposed policy was shown to match the theoretical bounds. The integer battery policies were generalized in \[8\], and the threshold polices have been characterized. It is worth noting that the minimum average AoI is equivalent to the optimal threshold for the highest energy state.

Meanwhile, retransmission of the update packets should be considered in certain cases as well. A perfect feedback channel was used in \[9\], and a status updating policy called best-effort uniform updating with retransmission has been proposed. This update policy intends to equalize the delay between two successful updates. Considering the hybrid ARQ (HARQ) protocol, the peak-age optimization problem of short packets has been explored in \[10\]. Additionally, assuming that HARQ is combined with three kinds of actions at the source node, the average age minimization problem subject to a retransmission upper bound constraint has been solved in \[11\]. Investigating how the upper bound on the transmission round alters the average age, the authors in \[12\] have shown that a higher upper bound would generally cause higher average age. The tradeoff between average age and normalized energy consumption was also demonstrated in \[12\], where both sensing energy and transmission energy have been taken into account. The age-energy tradeoff was also studied in \[13\], where the tradeoff has been analyzed statistically by introducing a tradeoff parameter.

We note that the transmission power is fixed in most prior work. In this paper, we consider a joint optimization problem under an average power constraint. Different from previous work described above, we consider the case in which the transmission power varies with the status of the packet. We first formulate a CMDP problem considering the weighted sum of age and total power consumption, and then use the Lagrangian method to transform the formulated CMDP problem into an MDP problem. We propose a new algorithm to derive the optimal policy. Through simulation results, we show the effectiveness of the proposed policy.

The rest of this paper is organized as follows, Section II discusses preliminaries corresponding to system model, AoI
Fig. 1: System model.

and energy efficiency. In Section III, the CMDP optimization problem is formulated. In Section IV, the solution to the optimization problem is detailed. Numerical results are provided in Section V, while Section VI concludes this paper.

II. PRELIMINARIES

A. System Model

We consider a wireless communication system with a feedback mechanism as shown in Fig. 1. In this model, the transmitter sends the packet to the receiver once the new message is generated by the sensor. Define $T$ as the duration of each transmitting time slot. Block fading channel model is assumed in this paper, i.e., the channel gain keeps constant in each time slot and varies independently over different time slots. We further assume that feedback is transmitted over an error-free channel instantly. The number of transmission rounds for one update packet is supposed to be $M$, and such retransmissions are important to guarantee a certain level of reliability for the status updates over fading channels. For instance, if the packet is decoded without error, the source node will receive an ACK as feedback and generate a new packet containing the latest system information and time stamp. If decoding failure occurs, the destination will send a NACK to the source in order to request one more transmission of the same packet. Note that, as feedback and generate a new packet containing the latest information on the status update system. It is defined as the area under the sawtooth curve in Fig. 2, where the triangles in dashed line are isosceles triangles. Clearly, the area under the curve is the mixture of multiple trapezoids. Hence, the expression of average AoI can be rewritten as follows:

$$
\bar{\Delta} = \lim_{N \to \infty} \frac{1}{\tau} \int_0^\tau \Delta(t)dt.
$$

where $N$ is the total number of trapezoids. Given that $Y_k$ in (3) is composed of time slots for transmission, AoI can be measured by the packet transmission rounds.

B. Age of Information (AoI)

Age of information (AoI) reflects the freshness of the information on the status update system. It is defined as the time elapsed since the generation of the last successfully received message containing system information. Suppose that the system is now at time $t$, and the last successfully received packet has the time stamp $U(t)$, then the age can be written as follows:

$$
\Delta(t) = t - U(t).
$$

Fig. 2 illustrates how the AoI evolves in our system, where $t_k$ is time points when $k$-th packet is successfully transmitted. Denote $Y_k = t_k - t_{k-1}$ as the time interval between two consecutive packet generations. $Y_k$ can be seen to be actually equal to the transmission rounds for the $k$-th packet by noticing that time slot $T$ is normalized as $T = 1$. When the packet is successfully received, the age is reduced. Otherwise, the age will keep increasing until the next ACK is obtained by the source node. The average age of information is given by

$$
\bar{\Delta} = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \Delta(t)dt.
$$

C. Energy Efficiency

In the sensor-equipped communication system, the energy cost can be divided into two parts: sensing usage and transmission consumption. The energy for sensing is used to obtain the newest status information, and the energy for transmitting the packet via fading channel is needed in each round of transmission. For the clarity of description, several definitions are given in the following:

Definition 1: Define $C_{max}$ as the constraint on the average transmission power that the wireless system could use.

Definition 2: Define $P_{th}$ as the total transmission power that the source node uses to deliver the $k$-th information packet regardless of having success or not, from which the sensing power is excluded.

Definition 3: Define $\alpha = \frac{\text{sensing power} P_s}{\text{transmission power} P_{th}}$, i.e., $P_s = \alpha C_{max}$.

Energy efficiency represents the fraction of power in total consumption for sending packets considering sensing power cost. Based on the above definitions, the energy efficiency can be calculated as

$$
\psi = \frac{\sum_{k=1}^n P_{th}}{\sum_{k=1}^n P_{th} + n \cdot P_s},
$$

where $n$ is the number of sensing times in all transmission rounds, i.e., the total number of update packets generated. From equation (4), we note that generating a new packet
as discussed later. Compare the effectiveness of different transmission strategies to optimize the average age and weighted power consumption. Efficiency. By measuring energy efficiency, one can determine whether the system performs efficiently. This also enables us to compare the effectiveness of different transmission strategies as discussed later.

III. FORMULATION OF CMDP PROBLEM

In this section, we first discuss the definitions of four tuples in the CMDP problem: states, actions, reward and transition probabilities. Subsequently, we formulate the CMDP problem to optimize the average age and weighted power consumption.

A. States and Actions

In this paper, a specific state can be determined by a certain age-transmission pair \((\Delta, m)\). The state space \(S\) is in general countably infinite, but points with \(m > \Delta\) should be excluded from the state space since age cannot be smaller than the number of transmission rounds. Also, according to the retransmission scheme described in the system model subsection, the value of \(m\) should be less than its upper-bound \(M\). So the state space can be expressed as

\[
S = \{ (\Delta, m) : m \leq \min\{\Delta, M\}, \Delta \in \mathcal{D}, m \in \mathcal{M} \},
\]

where \(\mathcal{D} = \{1, 2, 3, \ldots\}\) is the set of age values that the system can reach, \(\mathcal{M} = \{1, 2, \ldots, M\}\) is set of transmission rounds for a packet.

The action set is given by \(A = \{r, g\}\): (i) retransmit the packet failed previously with power consumption \(P_r (a = r)\); (ii) generate and transmit a new packet with power consumption \(P_s + P_t (a = g)\), and \(P_t\) can take various values from a set that will be explained later for both (i) and (ii). Different kinds of policies result in different Markov chain models as shown in Fig. 3 and Fig. 4 correspondingly. The solid lines and dashed lines respectively represent successful and failed transitions. Let us consider Fig 3 with retransmit action, and suppose the update packet is not correctly received with channel state \(z\), the unsuccessful reception will lead to a transition from state \((\Delta + 1, m)\) to state \((\Delta + 1, 2)\), since the generated packet has been transmitted once. Meanwhile, if the transmission is successful, the state will change to \((m, 1)\) and \((1, 1)\) with the actions \(r\) and \(g\), respectively. Moreover, if the source node chooses to generate a new packet in each time slot, the equivalent Markov chain model is shown in Fig. 5. Since the packet to be sent in every time slot is brand new, the transmission round \(m\) reaches the upper-bound, a new packet should be generated, which causes the system to go to state \((\Delta + 1, 1)\). On the other hand, considering Fig 4 with generate and transmit action, if the system generates a new packet, the unsuccessful reception will lead to a transition from state \((\Delta, m)\) to state \((\Delta + 1, 2)\), since the generated packet has been transmitted once. Meanwhile, if the transmission is successful, the state will change to \((m, 1)\) and \((1, 1)\) with the actions \(r\) and \(g\), respectively. Moreover, if the source node chooses to generate a new packet in each time slot, the equivalent Markov chain model is shown in Fig. 5. Since the packet to be sent in every time slot is brand new, the transmission round \(m\) reaches the upper-bound, a new packet should be generated, which causes the system to go to state \((\Delta + 1, 1)\). On the other hand, considering Fig 4 with generate and transmit action, if the system generates a new packet, the unsuccessful reception will lead to a transition from state \((\Delta, m)\) to state \((\Delta + 1, 2)\), since the generated packet has been transmitted once. Meanwhile, if the transmission is successful, the state will change to \((m, 1)\) and \((1, 1)\) with the actions \(r\) and \(g\), respectively. Moreover, if the source node chooses to generate a new packet in each time slot, the equivalent Markov chain model is shown in Fig. 5. Since the packet to be sent in every time slot is brand new, the transmission round \(m\) reaches the upper-bound, a new packet should be generated, which causes the system to go to state \((\Delta + 1, 1)\). On the other hand, considering Fig 4 with generate and transmit action, if the system generates a new packet, the unsuccessful reception will lead to a transition from state \((\Delta, m)\) to state \((\Delta + 1, 2)\), since the generated packet has been transmitted once.

B. Transition Probability

We assume that the channel distribution information is known at the source node. Suppose that the channel is quantized into \(K\) levels. Let us denote the channel gain set as \(\mathcal{G} = \{z_0, z_1, \ldots, z_K\}\) as the channel gain set and assume that the elements in \(\mathcal{G}\) are organized in increasing order with \(z_0 = 0\) and \(z_K = \infty\). Suppose that the channel is now in state \(j\) with the channel gain \(z \in [z_j, z_{j+1})\). Once the channel state \(j\) transits into state \(i\), the block fading channel assumption leads to

\[
\Pr\{z_i | z_j\} = \int_{z_i}^{z_{i+1}} p_z(z)dz = \beta_i, \tag{5}
\]
where $p_z(z)$ is the probability density function of the channel gain, and $\beta_i$ is the probability of channel state $i$. According to Shannon’s formula [14], the power of $k$-th level can be specified by the following formula assuming unit noise power:

$$P_k = \frac{2^k - 1}{2^{k-1}}, k = 1, 2, \ldots, K$$  \hspace{1cm} (6)

where $R$ represents the data rate or packet size equivalently. Depending on the system status, different states might result in various transmission power levels. Hence, the transmission power $P_k$ belongs to the power set $\{P_1, P_2, \ldots, P_K\}$. The probabilities of unsuccessfully receiving a packet given transmission power $P_k$ are expressed as

$$\epsilon_k = \sum_{i=1}^{k} \beta_i.$$  \hspace{1cm} (7)

To sum up, the state transition probability for the formulated Markov chain can be listed as follows:

**Retransmission action**:

$$\Pr(\Delta + 1, m + 1 | \Delta, m, r) = \epsilon_k, m < M$$  \hspace{1cm} (8)

$$\Pr(\Delta + 1, 1 | \Delta, m, r) = \epsilon_k, m = M$$  \hspace{1cm} (9)

$$\Pr(m, 1 | \Delta, m, r) = 1 - \epsilon_k.$$  \hspace{1cm} (10)

**Generate and transmit action**:

$$\Pr(\Delta + 1, 2 | \Delta, m, g) = \epsilon_k,$$  \hspace{1cm} (11)

$$\Pr(1, 1 | \Delta, m, g) = 1 - \epsilon_k.$$  \hspace{1cm} (12)

**Both actions**:

$$\Pr(\Delta', m', \Delta, m, A) = 0, \text{otherwise.}$$  \hspace{1cm} (13)

### C. Reward and Problem Formulation

Define the decision $\mu(s)$ as a mapping that connects the system state $s = (\Delta, m)$ to the action to be taken at time $t$. Therefore, $s_t^\mu = (\Delta_t^\mu, m_t^\mu)$ denotes the sequences induced by policy $\mu$ at each $(\Delta_t, m_t)$. If the set of decisions $\mu = \{\mu_1, \mu_2, \ldots\}$ is not dependent on the time slot $t$, the policy can be called as a stationary policy. For a stationary policy $\mu$, the long term average AoI $\xi$ and power consumption $\bar{P}$ have the following forms:

$$\xi(s, \mu) = \sum_{t=1}^{\infty} \gamma^{t-1} \mathbb{E} \{\Delta_t^\mu + \frac{\omega}{2}\},$$  \hspace{1cm} (14)

$$\bar{P}(s, \mu) = \sum_{t=1}^{\infty} \gamma^{t-1} \mathbb{E} \{p_t^{\mu}\},$$  \hspace{1cm} (15)

where $\gamma \in (0, 1)$ is a discount factor and the expectations are taken over the policy $\mu$. Note that as $\gamma \to 1$, the infinite sum of the discounted rewards and costs converge to their corresponding expected average rewards and costs [17]. The long term average transmission power consumption $\xi$ or cost function is

$$\bar{P}(s, \mu) = \sum_{t=1}^{\infty} \gamma^{t-1} \mathbb{E} \{p_t^{\mu} - P_s \cdot 1[a = g]\},$$  \hspace{1cm} (16)

where $p_t^{\mu}$ is the power used in time slot $t$ with policy derived form $\mu$ and the $p_t^{\mu}$ belongs to the power set $\{P_1, P_2, \ldots, P_K\}$ if the source node takes a retransmit action or $\{P_s + P_1, P_s + P_2, \ldots, P_s + P_K\}$ if a new packet is generated and transmitted. Symbol $1[a = g]$ is an indicator function, whose value equals to one when action $g$ is taken. In order to investigate the tradeoff between age and total power consumptions, the reward function of the CMDP problem is defined as:

$$R(s, \mu) = \xi(s, \mu) + \omega \bar{P}(s, \mu),$$  \hspace{1cm} (17)

where $\omega > 0$ is a weight factor. The reward function has combined the age and total power consumption under policy $\mu$ of a certain state, which satisfies our joint optimization aim, so the formulated CMDP problem can be expressed as:

**Problem 1**: 

$$\min_{\mu} R(s, \mu) \quad \text{s.t.} \quad \xi(s, \mu) \leq C_{\text{max}}$$

where $C_{\text{max}}$ is maximum average transmission power.

### IV. Optimal Policy

In this section, Lagrangian relaxation is used to solve the problem given in the former section, and an algorithm is proposed.

Note that the state space is countably infinite because of the arbitrary values of AoI, but in practice a large finite space is employed. This simplification is due to the infinite state space being approximated by a finite state space having a large upper bound $\Delta_{\text{max}}$. Whenever the AoI increases beyond $\Delta_{\text{max}}$, we set it to be one. In this way, a finite countable state Markov decision progress (MDP) approximation problem could be solved [15]. The optimal policy for the simplified MDP problem still converges to the policy for the original CMDP problem. Lagrangian relaxation for Problem 1 is carried out with non-negative multiplier $\eta$, and Lagrangian reward for the problem is defined as

$$r(s, \mu, \eta) = \xi(s, \mu) + \frac{1}{2} + \omega p(s, \mu) + \eta c(s, \mu),$$  \hspace{1cm} (18)

where $p(s, \mu)$ and $c(s, \mu)$ denote the total power and transmit power consumption in state $s$ with policy $\mu$, respectively. Then, the Bellman optimality equation for (18) is given by

$$V_\eta(s) = \min_{a \in A} \left\{ r(s, \mu, \eta) + \gamma \sum_{s' \in S} \Pr\{s'|s, a\} V_\eta(s') \right\}. \hspace{1cm} (19)$$

Note that Problem 1 can be transformed to the following Problem 2 with the given $\eta$ and $\gamma$:

**Problem 2**: 

$$\min_{a \in A} V_\eta(s, a) \quad \text{s.t.} \quad \xi(s, \mu) \leq C_{\text{max}}$$

Consequently, the action set for the minimized $V_\eta(s, a)$ is

$$\mu^*_\eta = \arg \min_{a \in A} V_\eta(s, a).$$  \hspace{1cm} (20)

As a widely used method, Value Iteration Algorithm (VIA) is adequate to solve this problem. With the initialization of arbitrary state $s$, $V_\eta(s)$ and Lagrangian multiplier, $V_\eta^{n+1}(s)$
chooses policy where $c(s)$ can be calculated, and we can rewrite (14)-(16) as

$$\Sigma_\eta = \sum_s \Delta(s)\pi_\eta(s),$$

(21)

$$\overline{P}_\eta = \sum_s p(s)\pi_\eta(s),$$

(22)

$$\overline{C}_\eta = \sum_s c(s)\pi_\eta(s),$$

(23)

where $c(s)$ is the transmission power used in state $s$ and $p(s)$ is the total power consumed in states. As indicated in [11], [16] and [17], the structure of the optimal policy should be the mixture of two stationary policies. Obviously, $\overline{C}_\eta$ is monotonically decreasing when $\eta$ is increasing. Thus, bisection method can be used to find the optimal $\eta$. The optimal policy $\mu^*_\eta(s)$ always chooses policy $\mu^{-}_\eta(s)$ with probability $\xi$ and $\mu^{+}_\eta(s)$ with probability $1 - \xi$. The mixture coefficient $\xi$ can be obtained by solving $\xi\overline{C}_{\eta^-} + (1 - \xi)\overline{C}_{\eta^+} = \overline{C}$. The detailed description of Algorithm 1 is provided below.

**Algorithm 1: Optimal policy**

**Input:** $C_{max}, K, M, A_{max}, R, p_k, P_s$;

**Specify:** $\zeta_\eta, \zeta_V$;

**Initialize:** $V_0^{\eta} \leftarrow 0, n = 0, \eta^- = 0, \eta^+ = 2$;

**While** $|\eta^+ - \eta^-| > \zeta_\eta$;

**do** $\eta = (\eta^- + \eta^+)/2$;

**While** $\max_a \{V_{n+1} - V_n\} > \zeta_V$;

**do** $V_{n+1}(s) = \min_{a \in A}\{(1 - \gamma)(\Delta + 0.5 + \omega P + \eta P_k) + \gamma E[V_n(s')]\}$;

$n = n + 1$;

**End**

Derive the policy $\mu_\eta(s) = \arg\min_{a \in A} V_{\eta}(s)$;

Calculate the corresponding steady state distribution $\pi_\eta(s)$ and the average cost $\overline{C}_\eta$;

If $\overline{C}_\eta > C_{max}$

$\eta^- = \eta$;

else

$\eta^+ = \eta$;

**End**

Compute $\Sigma_\eta^-, \Sigma_\eta^+, \overline{C}_\eta^-$ and $\xi$;

Let the optimal average AoI be:

$$\Delta = \xi \Delta_\eta^- + (1 - \xi)\Delta_\eta^+.$$  

**V. Numerical Results**

In this paper, we assume that the channel state probabilities are $\beta_1 = \beta_2 = \ldots = \beta_K = \frac{1}{K}, K = 128$ and wireless channels are Rayleigh fading channels with unit mean. What is more, $M = 4, A_{max} = 100$ and $R = 1$ bps/Hz.

In Fig. [6] we plot the average age as the average transmit power varies from $-5$ dBw to $3$ dBw. We assume $\omega = 1$ for the proposed policies. In the figure, “Optimal” is the one proposed in this paper, “Retransmission” refers to the policy that each packet is retransmitted until success or reaching the maximum transmission round $M$, and “Generation” is the policy that a new packet is generated in each time slot. First, we can see from the figure that the simulation results match with the theoretical values calculated from the analysis. Also, the proposed policy achieves the same average age with the lowest total power consumption in all cases, which indicates higher energy efficiency.

In Fig. [7] we plot the power allocation policy for different states when $\omega = 1$ and $C_{max} = -3$ dBw. It is shown in the figure that the source node keeps silent when both age and the number of transmission round are relatively small, then with the increase of AoI, the source node uses higher power to achieve successful transmissions.

In Fig. [8] we plot the average age in terms of energy efficiency as average power constraint decreases form $0$ dBw to $-5$ dBw. In this figure, the average age for $\omega = 2$ is always smaller when compared with $\omega = 3$. This is basically because when $\omega$ is larger, the system views power minimization more important. Similarly, the system can achieve higher energy efficiency under the same power constraint if tradeoff parameter $\omega$ is larger.

In Fig. [9] we plot the average age as a function of the discount factor $\gamma$. The discount factor implies how much the system cares about future reward or long term benefit. The larger value of $\gamma$ means the greater degree of future reward.
being considered in optimization. Obviously, when $\gamma$ is large, the system achieves the average age.

In Fig. 10 we investigate the tradeoff between average age and energy efficiency with different $\alpha$. Given $\omega = 1$, as $C_{\text{max}}$ decreases from $-1$ dBw to $-4$ dBw, we can find that average age keeps increasing, while the energy efficiency improves at first and then gets worse. This is because with the increase in age, less frequent generation of update packets can be expected, which improves energy efficiency. But when average transmission power is below a threshold, more packets should be generated to reduce the age effectively, and hence energy efficiency is reduced.

VI. CONCLUSION

In this paper, we have investigated the age-energy tradeoff in fading channels with packet-based transmissions. We have assumed that the packets are transmitted at fixed rate and the transmission power levels can be adjusted for different system states. Afterwards, a CMDP problem has been formulated to optimize the weighted sum of average age and total power consumption. We have adopted the Lagrangian method to relax the CMDP problem to an MDP problem and solved the specific optimization problem using Bellman optimality equations. In particular, we have proposed an algorithm to solve the problem and obtain the best power allocation policy. According to the simulation results, the policy obtained from the proposed algorithm could reduce average age and power consumption simultaneously. Also, more emphasis on the energy consumption leads to large average AoI at the same energy efficiency.
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