Lessons from a blind study of simulated lenses: image reconstructions do not always reproduce true convergence
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ABSTRACT

In the coming years, strong gravitational lens discoveries are expected to increase in frequency by two orders of magnitude. Lens-modelling techniques are being developed to prepare for the coming massive influx of new lens data, and blind tests of lens reconstruction with simulated data are needed for validation. In this paper we present a systematic blind study of a sample of 15 simulated strong gravitational lenses from the EAGLE suite of hydrodynamic simulations. We model these lenses with a free-form technique and evaluate reconstructed mass distributions using criteria based on shape, orientation, and lensed image reconstruction. Especially useful is a lensing analogue of the Roche potential in binary star systems, which we call the lensing Roche potential. This we introduce in order to factor out the well-known problem of steepness or mass-sheet degeneracy. Einstein radii are on average well recovered with a relative error of ∼5% for quads and ∼25% for doubles; the position angle of ellipticity is on average also reproduced well up to ±10°, but the reconstructed mass maps tend to be too round and too shallow. It is also easy to reproduce the lensed images, but optimising on this criterion does not guarantee better reconstruction of the mass distribution.
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1 INTRODUCTION

Since the first discovery of a strongly-lensing galaxy (Walsh et al. 1979) these systems have been used to study a range of scientific questions: the dark-matter density profile in galaxies and possible substructure (see Koopmans & Treu 2003; ?; Read et al. 2007; Koopmans et al. 2009; Auger et al. 2010; Barnabé et al. 2011; Nierenberg et al. 2017); the star-formation efficiency and stellar mass function (see Leier et al. 2011, 2016; Küng et al. 2018), cosmological parameters (Paraficz & Hjorth 2010; Suyu & Halkola 2010; Sereno & Paraficz 2014; Suyu et al. 2017); and the structure of lensed active galactic nuclei (see Sluse et al. 2012; Tomozeiu et al. 2018; Hutsemékers et al. 2019).

In the coming years many more lens discoveries are anticipated, increasing the number of galaxy lenses from ∼10^3 to ∼10^5 (Oguri & Marshall 2010). To prepare for this stream of new gravitational lensing data, it is important to have the tools to process information efficiently and correctly. Recent work to this end mainly aims to improve the efficiency with which gravitational lenses are analysed. In the verification of lens candidates, machine-learning based projects and citizen science programs have been established, working concurrently, as well as complementary, to confirm and select interesting objects (Lanusse et al. 2017; Jacobs et al. 2017; Marshall et al. 2016; More et al. 2016). Since the numbers of gravitational lenses will be too high for experts to model all by themselves, efforts have been made to create crowd-sourced lens modelling tools such as SpaghettiLens by Küng et al. (2015); Küng (2018), or automatic modellers like AutoLens by Nightingale et al. (2018).

Since all the aforementioned scientific questions require reconstruction of the mass distributions of lenses, it is important for lens modelling techniques to be rigorously tested. It is an intrinsic problem of gravitational lensing that many plausible mass distributions are able to explain observed
Figure 1. An example of the degeneracy of lens reconstructions. The two lower panels show two different surface mass distributions (black lines indicate convergence $\kappa = 1$). The upper panels show lensed images produced by these mass maps. The projected images are still very similar to each other, even though the mass maps show clear differences in both shape and slope. This illustrates that many different mass distributions may result in the same projected image configuration.

2 THEOREY

2.1 Arrival-time surface

Lensing can be expressed as arrival times of paths from the source to the observer which are extremal when the path corresponds to an actual light ray according to Fermat’s principle. For a source at $\beta$ the arrival time for light coming to the observer from position vector $\boldsymbol{\theta}$ on the sky, is (following Blandford & Narayan 1986)

$$t(\theta) = \frac{1 + z_L}{2} \frac{D_L D_S}{c D_{LS}} (\theta - \beta)^2 - (1 + z_L) \frac{8 \pi G}{c^2} \nabla^{-2} \Sigma(\theta)$$

where $D_L$, $D_S$, and $D_{LS}$ are angular diameter distances from observer to lens, observer to source, and lens to source, $z_L$ is the redshift of the lens, $\Sigma(\theta)$ the sky-projected density of the lens, and $\nabla^{-2}$ is an inverse Laplacian in 2D. The expression (1) depends, through the distances, on both source and lens redshifts. In cluster lensing there are typically multiple sources at different redshift and sometimes multiple lens redshifts as well. In galaxy lensing it is very rare to have more than a single lens and a single source. Hence, it is convenient to take out the redshift dependence and consider a scaled arrival time without the dependence on the data. This was actually pointed out in the very first paper on lens modelling (Young et al. 1981) and is generally known as lensing degeneracy (see Saha 2000). Some degeneracies can be removed by adding additional information such as kinematics, but there exist complex degeneracies (Saha & Williams 2006; Schneider & Shuse 2014) whose systematic effect on modelling has yet to be explored. Figure 1 illustrates the sometimes surprising character of lensing degeneracies. It is clear that blind tests of lens modelling with simulated data are needed. Such tests have already been performed on cluster lenses (Meneghetti et al. 2017).

The technique of free-form lens reconstruction is a response to the problem of lensing degeneracies. Free-form lens modelling deliberately uses under-constrained models and explores lensing degeneracies in a high-dimensional parameter space. The lens mass distribution is built out of a superposition of a large number of small components, with only few assumptions about the global properties of the distribution, such as smoothness, non-negative masses, no extra images, or being centrally concentrated. Early free-form models used regularisation (Saha & Williams 1997) but a better strategy is to generate a whole ensemble of models which all fit the data with a range of different mass distributions (Williams & Saha 2000; Saha & Williams 2004; Lubini & Coles 2012). If the parameter space is properly defined and sampled, the possibility is high that the true solution is contained within the ensemble model. A drawback of such solution sampling strategies is that ensembles often also contain physically unrealistic models which are in conflict with our current understanding of galaxy evolution. Such unrealistic models might bias the ensemble average, and post-processing with further non-linear constraints is then required to filter the ensemble.

This paper explores methods to evaluate and test the quality of ensemble models from (free-form) lens modelling tools, and specifically GLASS (Coles et al. 2014) in a blind study. In a first phase, we reconstructed 15 lenses from the EAGLE suite (Schaye et al. 2014) simulated with SEAGLE by Mulherjee et al. (2018), unaware of the actual mass distribution of the lenses. We investigated the mapping properties between source and lens plane of the individual models in the ensemble by creating synthetic images, which are recovered by using the lensing data to reconstruct the source plane and reprojecting back onto the lens plane. The quality of the data was then evaluated by comparing the synthetic images to the original data. Moreover, the arrival-time surfaces and mass distribution maps of each model in the model ensembles were visually inspected and evidently flawed models were filtered out. In a second phase, three mass distributions were unveiled and compared with the models. The 3 lenses were chosen to cover most distinguishing key properties of all lenses such as doubles, quads, and visible maxima. The reason for only unveiling three lenses in the beginning was to be able to improve on the rest of the lens set. In the third phase, all lens reconstructions were revised and finally compared with the simulated mass distributions.

This paper is structured as follows: Section 2 gives an overview of the theoretical framework necessary to understand the methods detailed in Section 3. In Section 4 we report on the results obtained during the analysis in the different phases and in Section 5 the results are discussed and summarised.
redshifts. Writing
\[ \Sigma(\theta) = \frac{c^2}{4\pi\beta} \frac{D_L D_S}{D_{LS}} \kappa(\theta) \]
and discarding the constant \( \frac{1}{2} \beta^2 \) we have
\[ \tau(\theta) = \frac{1}{2} \beta^2 - 2\nabla^2 \kappa(\theta) - \theta \cdot \beta. \]
The dimensionless surface density \( \kappa(\theta) \) is known as the convergence. Through equation (2) \( \kappa = 1 \) corresponds to a critical surface density (for circular lenses this lies within the Einstein radius) which characterises the lens system. The function \( \tau(\theta) \) is known as the arrival-time surface. It is not itself observable, but still very useful since other relations can be derived from it (see, e.g. Courbin et al. 2002). In particular, the lens equation
\[ \nabla \tau(\theta) = 0 \]
is just Fermat’s principle applied to the arrival time while the magnification tensor equals the matrix of second derivatives of \( \tau(\theta) \).

2.2 Lensing Roche potential

We now introduce a further insightful quantity. Let us rewrite the arrival time (3) slightly as
\[ \tau(\theta) = \mathcal{P}(\theta) - \theta \cdot \beta \]
\[ \mathcal{P}(\theta) = \frac{1}{2} \beta^2 - 2\nabla^2 \kappa(\theta) \]
\[ = 2\nabla^2 \left( 1 - \kappa(\theta) \right). \]
The term \( \mathcal{P} \) amounts to solving a 2D Poisson for a potential and then adding a centrifugal term. That is reminiscent of the Roche potential in celestial mechanics, and so we will call \( \mathcal{P} \) the lensing Roche potential. It is like the arrival-time surface without the tilting term \( \theta \cdot \beta \), and it represents the arrival-time surface for a source at the coordinates origin. The lensing Roche potential also amounts to solving Poisson’s equation with \( 1 - \kappa \) as the notional source.

Consider what happens if we multiply \( 1 - \kappa \) by a constant factor \( \lambda \). This changes the steepness of the mass distribution. Then \( \mathcal{P} \) will also get multiplied by \( \lambda \). If \( \beta \) is simultaneously multiplied by \( \lambda \), the net result is to multiply \( \tau \) by \( \lambda \). This operation leaves the extremal points unchanged. That means the images are also unchanged, except that the overall magnification gets multiplied by \( \lambda \) because we have rescaled the whole source plane. This is the steepness degeneracy (also called the mass-sheet degeneracy). In fact, changing \( \tau(\theta) \) in a way that does not affect the extremal points will not change the images, so there are really infinitely many degeneracies (Saha 2000). But the steepness degeneracy is the simplest and most severe. The advantage of \( \mathcal{P} \) is that the steepness degeneracy only multiplies it by a constant, and does not change its shape. Hence a normalised lensing Roche potential offers a convenient way of comparing different models with the effect of the steepness degeneracy taken out.

2.3 Lensing mass quadrupole

Apart from the Einstein radius, which measures the total mass in the lensing region, the shape and orientation of the lensing mass are also of interest. We can probe these by considering the 2D inertia tensor
\[ I = \frac{1}{\pi} \left( \int \kappa(\theta) r_x^2 \, d\theta \int \kappa(\theta) r_y \, d\theta \right) \]
and its eigenvectors and eigenvalues. The position angle \( \phi \) of the lens is given by the angle between one of the eigenvectors of \( I \) and a unit basis vector. The semi-major and semi-minor axes are given by
\[ a = 2\sqrt{\lambda_1} \quad \text{and} \quad b = 2\sqrt{\lambda_2} \]
where the \( \lambda_i \) are the eigenvalues. The ratio \( q = b/a \) is a measure of the ellipticity of the mass distribution.

2.4 Image formation

The lens equation (4) defines a mapping from \( \beta \) to \( \theta \). Let \( L(\theta, \beta) \) denote that mapping. Then a source brightness distribution \( s(\beta) \) will produce an image brightness distribution
\[ d(\theta) = \int L(\theta, \beta) s(\beta) \, d\beta. \]

This applies if there is perfect resolution on the sky. In general there will be smearing by the PSF, say \( P(\theta, \theta') \). Hence
\[ d(\theta) = \int M(\theta, \beta) s(\beta) \, d\beta \]
\[ = \int P(\theta, \theta') L(\theta', \beta) \, d\theta'. \]

This mapping is linear in the source brightness \( s(\theta) \) but completely nonlinear in the mass distribution. Additionally to the smearing effect by the PSF, the observed image will contain a foreground and noise. Despite the simplicity of (8), mass reconstructions of lenses are far more complex. A source brightness can be generated by many different mass distributions. Thus, it is insufficient to optimise mass distributions based on source brightness, and in most cases special information is needed to break those degeneracies.

3 METHODS

In this section we summarise the methodology used in this work. We first describe the SEAGLE pipeline (Mukherjee et al. 2018) and how mock lenses were created (Section 3.1). We then describe the modelling strategy followed in this work with GLASS code (Section 3.2) and summarise the source reconstruction process (in Section 3.3) and comparison with the lens modelling (in Section 3.4).

3.1 SEAGLE

SEAGLE is a lens-simulation pipeline based on the EAGLE (Evolution and Assembly of GaLaxies and their Environment) suite of hydrodynamical simulations of the formation of galaxies and super-massive black holes in a ΛCDM universe (Schaye et al. 2014; Crain et al. 2015; McAlpine et al. 2016). EAGLE galaxies are in good agreement with observations of the star formation rate, passive fraction, Tully-Fisher relation, total stellar luminosity of galaxy cluster and colours (Trayford et al. 2015), the evolution of the galaxy stellar mass function and sizes (Furlong et al. 2015, 2016)}.
GLASS (and with its precursor *PixeLens* Saha & Williams 2004) is the following.

First, \( \kappa(\theta) \) is not a simple parametrised form but a free-form map made up of a few hundred mass tiles or pixels. The arrival time is then

\[
\tau(\theta) = \frac{1}{2} \theta^2 - \theta \cdot \beta - 2 \sum_n \kappa_n \psi_n(\theta)
\]

\( \psi_n(\theta) = \nabla^{-2} Q_n(\theta) \)

where \( \kappa_n \) is the density of the \( n \)-th mass tile and \( Q_n(\theta) \) represents its shape. Each tile is a square and its contribution \( \nabla^{-2} Q_n(\theta) \) can be worked out exactly (AbdelSalam et al. 1998). The mass tiles are mostly of equal size, but smaller tiles are used in the very central region. We refer to \( \sim 200 \) tiles as low resolution and \( \sim 450 \) tiles as high resolution.

Next, point-like features on the images that correspond to a common source are identified. This provides a set of linear equation for \( \kappa_n \) and \( \beta \). These equations have infinitely many solutions, from which we sample an ensemble of lens models, according to the following priors:

(i) \( \kappa_n \geq 0 \),

(ii) at each image position, the eigenvalues of \( \nabla \nabla \tau(\theta) \) correspond to minima, saddle points, or maxima in Fermat’s principle, as specified for that image,

(iii) each \( \kappa_n \) is limited to twice the average of its neighbours, to ensure a reasonably smooth distributions,

(iv) the local density gradient is required to point within a specified angle (by default 45° but usually 80° in this work) of the centre,

(v) azimuthally averaged density profiles must decrease with increasing radius,

(vi) a constant two-component, external shear is allowed, but each component limited to 0.3.

Nominal lens and source redshifts of \( z_L = 0.5 \) and \( z_S = 3.0 \) and a concordance cosmology with \((\Omega_m, \Omega_{\Lambda}, H_0^{-1}) = (0.3, 0.7, 14 \text{Gyr}) \) were assumed, but these values do not enter the results, as the subsequent analysis is entirely in terms of \( \kappa \).

### 3.3 Source reconstruction and synthetic images

GLASS treats a source as a point on the source plane that can map onto multiple points on the image plane. Its solutions consist of ensembles of convergence maps which are constrained to reproduce the given image positions from some inferred source position. In reality we have extended images from extended sources. Extended sources can be emulated by simply using multiple point-like features. For detailed image reconstruction, however, we use a new strategy, an extension of the method used by Küng et al. (2018), involving post-processing the model ensemble from GLASS as follows.

For each model in the GLASS ensemble, we compute a discrete version \( M_{\theta\beta} \) of the lensing and PSF-smearing map \( M(\theta, \beta) \) in Eq. (8), by considering \( \theta \) values at pixel locations. We then solve for the source-brightness distribution \( S_{\beta} \) such that the synthetic image

\[
D_\theta = \sum_{\beta} M_{\theta\beta} S_{\beta}
\]
best fits the observed brightness $D^\text{obs}_\theta$ in a least-squares sense. That is to say, we minimise

$$\chi^2 = \sum_\theta \left( \frac{\sum_\beta M_{\beta g} S_{\beta} - D^\text{obs}_\theta}{\sigma^2_\theta} \right)^2$$

(11)

for each model in the GLASS ensemble. Once the source brightness distribution has been fitted, it can be reinserted into 10 to generate a synthetic image.

The uncertainty of an observation corresponding to $\sigma_\theta$ in Eq. (11) generally has several sources, and depends on the optical devices in use. The simplest to model is the photon noise

$$\sigma^2_\theta = g^{-1}D^\text{obs}_\theta$$

(12)

where $g$ is the gain or counts per photon. We also assumed a further uniform noise field to mimic other noise sources.

No luminosity and kinematic information about the lensing galaxy was included in the data, nor was any information about the light distribution of the unensed source. Not having light from the lensing galaxy has one benefit, namely not polluting the lensed image, but also has disadvantage of removing potentially useful information about the lens.

The above is implemented in python so to easily interfacethe GLASS, but uses optimised parts written in cython (see Behnel et al. 2011) and C. To solve the linear inverse problem it relies on methods provided in the module scipy.sparse and scipy.sparse.linalg (see Jones et al. 2001). Computationally, the most expensive operation is the construction of the sparse matrix $L_{\theta g}$ which when multiplied with the PSF yields $M_{\theta g}$, because matrix multiplication routines are highly optimised in most frameworks.

3.4 Model comparison

Individual models of the lens reconstruction ensemble were compared to the SEAGLE lens models to evaluate their goodness of fit.

First, the resemblance of the convergence maps was investigated. As gravitational lensing is foremost determined by the total mass content of the lens, the ensemble models’ Einstein radii — which are a measure of the total mass content of the lens, the ensemble models’ Einstein radii were allowed to be compared to the SEAGLE lens models to evaluate their goodness of fit. That is to say, we minimise

$$\chi^2 = \sum_\theta \left( \frac{\sum_\beta M_{\beta g} S_{\beta} - D^\text{obs}_\theta}{\sigma^2_\theta} \right)^2$$

(11)

The uncertainty of an observation corresponding to $\sigma_\theta$ in Eq. (11) generally has several sources, and depends on the optical devices in use. The simplest to model is the photon noise

$$\sigma^2_\theta = g^{-1}D^\text{obs}_\theta$$

(12)

where $g$ is the gain or counts per photon. We also assumed a further uniform noise field to mimic other noise sources.

No luminosity and kinematic information about the lensing galaxy was included in the data, nor was any information about the light distribution of the unensed source. Not having light from the lensing galaxy has one benefit, namely not polluting the lensed image, but also has disadvantage of removing potentially useful information about the lens.

The above is implemented in python so to easily interfacethe GLASS, but uses optimised parts written in cython (see Behnel et al. 2011) and C. To solve the linear inverse problem it relies on methods provided in the module scipy.sparse and scipy.sparse.linalg (see Jones et al. 2001). Computationally, the most expensive operation is the construction of the sparse matrix $L_{\theta g}$ which when multiplied with the PSF yields $M_{\theta g}$, because matrix multiplication routines are highly optimised in most frameworks.

The orientation was determined by the position angle

$$\theta$$

which combines the ellipticity and the position angle following Mukherjee et al. (2018). With this definition, round lenses will fall closer to the origin no matter what position angle, whereas more elliptical lenses move away from the origin at an angle given by the position angle.

As mentioned before, the relation between convergence and synthetic image is degenerate. This means, if the convergence exactly matches the “true” convergence, the synthetic image and the observed data will be indistinguishable. Slight changes in the convergence however do not linearly translate to the synthetic image, and vice versa. A straight-forward comparison of the model’s convergence to the “true” convergence map is thus insufficient. We therefore use the Roche potential as in 5 as a basis of comparison. The best-fitting model in the ensemble can be found with the maximum modulus of the inner product of the modelled lensing Roche potential $p^\text{mod}$ and the lensing Roche potential of the original convergence map $p^\text{orig}$:

$$\max(p^\text{orig}, p^\text{mod}) = \max \frac{\int |p^\text{orig}(\theta)|p^\text{mod}(\theta)\,d\theta}{\sqrt{\int |p^\text{orig}|^2\,d\theta} \sqrt{\int |p^\text{mod}|^2\,d\theta}}$$

(14)

Since the Roche potentials are independent of the source position and the inner product is normalised, the mass-sheet degeneracy is completely eliminated. The mass-sheet degeneracy not only affects a mass distribution’s overall amplitude by adding (or subtracting) an arbitrary number of mass-sheets of critical density, but more importantly also changes its scale and steepness. This means, even though a model’s convergence profile might not show perfect match in its slope, it can very well be a valid solution.

4 RESULTS

The sample of 15 SEAGLE lenses is described in Section 3.1 and shown in Figure 2. These lensed images were prepared by SM. PD, in consultation with JC and PS, reconstructed the lenses from these data. Besides the mass centroid of the lensing galaxy and the PSF used to blur the lensed images, no other information about the lenses was provided to the modellers.

The lens reconstructions were done in two phases. In the first phase, three lenses were unblinded early, in order to test and improve the pipeline. In the second phase, PD modelled the other 12 lenses unaware of the truth held by SM.

The lenses in the top row were chosen for the first phase because of their diverse lensed image configuration. As shown in Figure 2, the lens on the left is a quad lens with an almost ring-like image configuration, which is present in most regular quads and doubles in the sample, the lens in the middle is a double with a wide arc image and a less extended image slightly closer to the lens, and the lens on the right is one of five systems presenting a fifth non-demagnified image, which is always a maximum of the arrival time. This subset covers the most typical lens properties in the entire sample (from a lens modeller’s perspective). After the comparison of the three lens models with their actual convergence, the lens modelling procedure was adjusted to be better prepared for the second phase.

In the second phase, the remaining lenses were reconstructed with the actual convergence maps veiled. The latter were then revealed for comparison, but no further changes to the models were allowed.
It is important to note that our goal during the lens reconstruction was not simply to optimally reproduce the lenses images, but to find an ensemble sampling the possible mass maps.

4.1 Lens reconstructions

The lens modelling directly yields ensembles of \( \kappa \) maps for the lenses. Synthetic images for each mass map in the ensemble were constructed and a \( \chi^2 \) was evaluated for each image according to Eq. (11). In each ensemble at least half of all synthetic images gave bad fits to the image data, however for 12 of the 15 lenses there was at least one synthetic image which fit the data well. Figure 3 shows the synthetic image according to Eq. (11). In each ensemble at least half of all synthetic images gave bad fits to the image data, however for 12 of the 15 lenses there was at least one synthetic image which fit the data well. Figure 3 shows the synthetic image with the minimal \( \chi^2 \) in the ensemble, for each lens. As described in Section 3.3, the synthetic images were constructed by projecting the data from the image plane onto the source plane using the model to calculate the deflection angles, and reprojecting back onto the image plane. Interestingly, and against our initial expectations, low-resolution models often seem to produce better synthetic images. The reduced \( \chi^2 \) values never get to 1, indicating that the best fits are dominated by systematic errors in the model fitting. The high-resolution images have reduced \( \chi^2 \) of \( \sim 2.5 \), whereas the low-resolution images have values as low as 1.7.

Although it is sometimes possible to spot irregularities and unphysical features in the mass maps from simple inspection, it is generally easier to review the contours of the derived arrival-time surface (9). Arrival-time surfaces become very intuitive to interpret once the saddle-point contours have been drawn, as they already schematically resemble lensed arcs and can visually be compared to the image data. Figure 4 shows arrival-time surfaces of the ensemble-average models of each lens. Saddle-point contours are indicated in black, and image position constraints for minima, saddle-points, and maxima in blue, purple, and red respectively. The models by construction reproduce point-like image features at the correct positions. But they can also show additional spurious images, easily identifiable as local extrema. Ensemble averages tend to suppress these spurious images. The arrival-time surfaces from GLASS are highly sensitive to the image positions. In our experience, good models produce nice smooth-looking arrival-time surface, but so do some bad models; whereas ragged-looking arrival-time surfaces invariable indicate bad models. Slight shifts in the image positions might result in significantly different arrival-time surfaces and mass maps. The fact that the lenses have extended, and sometimes almost ring-shaped images, aggravates this difficulty. As the time-delays were unknown, the parity of the extrema was uncertain as well. In some cases, a trial-and-error approach had to be adopted until a credible model was obtained, with others an educated guess could be made based on the distances of the images to the lens and their brightness.

During the reconstructions, the prior parameters in GLASS were tweaked to obtain a satisfactory arrival-time surface of the ensemble average in each case. Additionally, we filtered out a percentage of the worst \( \kappa \) maps from the distribution of \( \chi^2 \), and by mere construction improved the ensemble average’s synthetic image. This gave considerable improvements for ensembles with a wide variety in its models, however only slight changes for ensembles with a less diverse set.

4.2 Convergence map comparison

The \( \kappa \) maps used by SM to generate the lenses are shown in Figure 5. Apart from the top row, these were hidden during the modelling process. The modelling generated ensembles of \( \kappa \) maps, and the ensemble averages are shown in Figure 6. The modelled convergence maps show the mass-tile structure of the free-form method, whereas the actual maps have higher pixel resolution. A direct comparison of the convergences was expected to be insufficient due to the well-known problem of degeneracies. The numerically best-fitting convergence map of an ensemble according to

\[
\min_{\text{model}} \sum (\kappa_{\text{truth}} - \kappa_{\text{model}})^2
\]

produced bad or mediocre synthetic images in all lens models, which further confirmed our suspicion. We visually inspected all ensembles each with 1000 individual models. In some ensembles the ellipticities and position angles had little spread and were definitive, but in others the models showed an ambiguity of \( \pm \pi \) in their position angles. We therefore compared the radial profiles and ellipticities, as follows.

Figure 7 shows the average enclosed \( \kappa \) as a function of radial distance from lens centre. The formal Einstein \( E \) corresponds to \( \langle \kappa \rangle_{E} = 1 \). The Einstein radii are well recovered and have a median relative error of 4.3% over the entire set of quads; for some quads the Einstein radius had an error as low as 1.0%, and was slightly overestimated for others with maximally 15.7%, but in all cases the errors were smaller than the pixel sizes. The Einstein radii for double systems were less accurate with an average error of 24.8%. But even so, the profiles are systematically too shallow. It is interesting, however, that the model profiles (green-yellow-white bands) could be brought much closer to the correct profiles (red curves) by multiplying 1 – \( \kappa \) by a constant. This transformation is nothing but the steepness degeneracy, which does not affect the images.

Figure 8 compares the complex ellipticity (13) for the model ensembles with the SEAGLE values. Without exception, the lens models tend to be too round. This makes it more difficult to determine a position angle for the models. Nevertheless, in all but two cases the position angle was roughly recovered with a median error of \( \pm 9.4^\circ \). This is also observable by comparing corresponding maps in Figure 5 and Figure 6.

The problematic lenses are in the bottom row, especially the two in the middle and right panel. In both cases, the position angles are off by almost 90°. This is evident in Figure 8 as the ellipticity of the ensemble model is in the quadrant opposite to the one of the SEAGLE simulation. This is also observable by directly comparing the orientation of the galaxies in Figure 5 and Figure 6. After comparing the arrival-time surfaces and convergences, we suspect the image order is most likely wrong. In both cases, the arc to the north should have been diagnosed as arriving before the counter-image to the south, whereas in the models the opposite was done. The estimated semi-major and semi-minor axes which appear in the complex ellipticity only as a ratio, also were generally too high compared to the SEAGLE...
simulations. This indicates that the lens ensemble models have more mass at higher radii from the centre relative to the total mass, as the semi-major and semi-minor axes were estimated with the inertia ellipses of the convergences. This means, as we have already seen, that the models tend to be too shallow across the board.

4.3 Roche potential comparison

After unblinding the actual convergence maps of the lenses in the top row, it became clear that a further comparison was desirable which quantified the goodness of the lens reconstruction with the effect of the steepness degeneracy taken out. We then formulated and calculated the lensing Roche potential. This is just the arrival time from Eq. (9) without the $\theta \cdot \beta$ term and an arbitrary additive constant. Furthermore, the effect of the steepness degeneracy corresponds to an arbitrary multiplicative factor, as explained in Section 2.2. Thus, we are free to subtract the potential’s value at the centre from the entire map and to normalise to the negative of its minimal value. This way the lowest minimum has the value $-1$ and the map centre the value 0, and takes out the effect of the steepness degeneracy. The results from the actual convergence maps and from the lens models are shown in Figure 9 and Figure 10 respectively. These figures show contoured regions of equal level of the Roche potentials as in (5).

In a rough visual comparison, most lens models — except the already mentioned lenses in the bottom row — show the same main features and morphologically appear to agree with their SEAGLE counterpart. In particular, the position and shape of minima and the lens’ orientation match quite well. For some quad systems such as the left one in the second-last row, there seems to be a tilt in the model which is suppressing one of the minima, which is not evident in the corresponding SEAGLE simulation. Similarly, some saddle regions of the models seem to have switched amplitudes causing lunettes to wrap around the central maximum from a different side compared to the SEAGLE simulations.

A quantitative comparison of the Roche potentials was done by evaluating the scalar product (14). The black circles in Figure 9 and 10 indicate the radii within which integrals in the scalar product were evaluated. It was necessary to choose a radius smaller than the map radius as otherwise the scalar product would have been dominated by differences on the edges of the image plane. Using a small integration radius instead, we observed that differences in the shape of the central region and regions near the saddle-contours of the potential dominate the scalar product.

Filtering out models from the ensemble which give low scalar-product values will by construction yield an overall improved ensemble average, since the fraction of bad models shrinks.

It is now interesting to put in contrast the synthetic image and the Roche potential as criteria. This means comparing the distribution of $\chi^2$ from the synthetic images and the distribution of scalar products of the Roche potentials $\langle P^{\text{orig}}, P^{\text{mod}} \rangle$ within an ensemble. This comparison is illustrated the scatter plots in Figure 11. Just as we expect a filtering of the ensemble in which only models with low $\chi^2$ of the synthetic image are kept to improve the ensemble overall, filtering according to the Roche potential is expected to elevate the quality of ensembles as well. Hence we expect both methods to anti-correlate, meaning, models with a low $\chi^2$ should to have a scalar product of the Roche potential with a value close to 1, whereas higher $\chi^2$ should have a low scalar product. At first glance, Figure 11 neither disproves this assumption, nor conclusively confirms it. Some lenses clearly display tendencies towards anti-correlation between $\chi^2$ and $\langle P^{\text{orig}}, P^{\text{mod}} \rangle$ and some do not. However, it seems that mostly models with a diverse ensemble show this anti-correlative trend whereas models with an already overall high-quality ensemble distribute rather uniformly in that parameter space. This implies that filtering should improve broad ensemble models, however there is a point when optimising an ensemble model doesn’t change the model anymore, at least globally. This is probably due to the fact that those models seem to agree on the global structure of the convergence and continue fitting substructures.

An example of this is also shown Figure 12. The differences are minor, but reducing the ensemble to only 100 models with the lowest $\chi^2$ visibly improves the synthetic image of the ensemble-averaged model, which was expected as the $\chi^2$ is a direct measure of the synthetic images. However, trying to improve that ensemble again by filtering out the worst scalar products of the Roche potentials doesn’t clearly improve upon the already filtered ensemble anymore. This can be explained by the fact that in the end synthetic images are a local, non-linear measure of the mass whereas the Roche potential is a direct measure of the global mass model.

5 CONCLUSION

There is a general consensus these days that we need to prepare for the tens of thousands of strong gravitational lenses expected to be discovered with the next generation of wide-field telescopes: Euclid and WFIRST in space and LSST on the ground. Lately, many efforts have been made to prepare for this data flood, from automatic identification of lens candidates with the use of machine learning, to automatic modelling of lenses with novel codes. But it is still unclear how much we can trust the resulting lens models and what aspects of a lens model are robust. The only way to objectively test lens reconstruction techniques and avoid confirmation bias are blind tests with realistically simulated data.

In this work we have used a sample of 15 simulated strong lenses from the state-of-the-art hydrodynamical simulation of EAGLE and blindly modelled them with the GLASS code. We introduced a new lensing potential, the “Roche potential” and showed that using this in free-form modelling we are successfully able to reconstruct the lensing systems without the mass-sheet or steepness degeneracy. General properties like extended image information, Einstein radius, and shape of the convergence have been investigated and compared to the actual, subsequently unveiled convergence. Thereby, the following results stood out:

- It was straightforward to find models in the ensemble with good fitting synthetic images. Low-resolution models actually tended to perform better in this respect. It
appears that high-resolution models start fitting substructures which predominantly impact the synthetic images. This can be seen when comparing Figure 1 which shows synthetic images constructed with low-resolution models and Figure 3 which displays the image reconstructions from high-resolution models.

- The Einstein radii were recovered quite well for most lenses, in some cases they were slightly overestimated.
- The position angles were also approximately in agreement, except for two lenses. In those two cases the problems were traced back to having chosen the wrong image order in the lens reconstruction.
- The ellipticities of the mass maps were generally too round.
- The radially-averaged convergence profiles were all found to be too shallow. However, this is an effect of the steepness degeneracy and could be resolved by multiplying the $1 - \kappa$ surface by an arbitrary factor.

Even when all those properties are approximately recovered by a lens model, it was demonstrated that this does not necessarily mean the actual distribution has been found.

The reason why reconstructing lenses is so difficult lies in the many kinds of degeneracies that affect lens models. The most important of these is the steepness degeneracy (also called the mass-sheet degeneracy). The novel concept of a lensing Roche potential is introduced to remove the effect of the steepness degeneracy, that is, to compare models which have been differently affected by the steepness degeneracy. The scalar product of two Roche potentials gives a true measure of how alike models are to each other whilst ignoring the steepness degeneracy.

We demonstrated that filtering out models where the synthetic images have the highest $\chi^2$ seems to improve ensembles up to a point. However, once the global properties of the lens have been modelled, further optimisation of the synthetic images does not improve fits to substructures and other local properties. This means, even if synthetic images from a model ensemble might show only minor variation, the underlying convergence might have major differences in comparison.

In summary, this study not only confirms the well-known characteristic of lens modelling, that the Einstein radius of the mass distribution is generally well reproduced from high-resolution models.
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6 FIGURES

This section contains all figure panels which are referenced in previous sections.
Figure 2. The SEAGLE-simulated lens data. The pictures show the lensed images without the lens in arbitrary units of brightness. They were the only information provided in the blind study. The scale bar on the lower left in each panel shows the physical scale in arcseconds.
Figure 3. Synthetic images of the 15 reconstructed lenses using the best-fitting model from the ensemble solution. Scales are identical to the corresponding pictures in Figure 2.
Figure 4. Arrival-time surfaces of the ensemble average of the 15 reconstructed lenses. Contours passing through saddle points are in black. The lens centre is indicated by a red dot, while the image-position constraints with minimum, saddle, and maximum parity are indicated by blue, purple, and red dots respectively. It is easy to identify unrealistic models by looking for irregularities in the arrival-time surface contours.
Figure 5. The actual convergence maps of SEAGLE-simulated lenses. Black contours indicate $\kappa = 1$. They were unblinded after the lens reconstructions were completed.
Figure 6. Model convergence maps (ensemble-averages) of all the lenses. Black contours indicate a $\kappa = 1$. Scales are identical to the corresponding pictures in Figure 5. Direct comparison of convergence maps usually fails, because they are affected by degeneracies. Nevertheless, the orientation of the lenses roughly match their SEAGLE counterparts.
Figure 7. Circularly-averaged enclosed surface density profiles of all reconstructed lenses. In other words, the plots show the enclosed mass as a mean $\kappa < R$ within a given projected radius from the lensing galaxies’ center of mass. The ensemble is represented with a colored region with a gradient from green to white indicating its number density. The vertical line shows the approximate Einstein radius of the ensemble average. The red line shows the same profile for the actual convergence map. The Einstein radii of quads are in good agreement with the SEAGLE lenses. It is harder to find the correct Einstein radius for doubles.
Figure 8. Complex ellipticity model distribution within each ensemble model, compared to the actual complex ellipticity of the SEAGLE-simulated lenses. The ellipticity of the SEAGLE lens is indicated with a large red dot which is connected to a graph with a center node indicated with another red dot representing the ellipticity of the model’s ensemble average. The graphs leaf nodes are 20 randomly sampled points from the ensemble. In most cases, the models are too round, however their position angles roughly match.
Figure 9. The actual Roche potentials of the SEAGLE-simulated lenses. The black circle indicates the area within which the scalar product (14) was evaluated. The potentials were shifted and scaled such that the center has a value of 0, and the global minimum a value of -1. This way, they offer a convenient way of comparing different models with the effect of the steepness degeneracy taken out.
Figure 10. The Roche potentials of the 15 reconstructed lenses using the best-fitting model from the ensemble solution. All the scales are identical to the corresponding pictures in Figure 9.
Figure 11. Scatter plots of distributions of $\chi^2$ from the lens image reconstructions against the distribution of the scalar product of Roche potentials for each ensemble model, see (11) and (14).
Figure 12. Alternative synthetic images of the lens H160S0A90B0G0 (cf. middle-left panel in Figure 3). Here the image on top was generated from the unfiltered ensemble consisting of 1000 models. The middle shows the image generated with an ensemble containing 100 models with lowest $\chi^2$, and the bottom image shows the synthetic image from an ensemble containing 79 models which is the intersection of the set of lowest $\chi^2$ and the scalar products of the Roche potentials closest to 1. The middle image shows a visible, albeit small, improvement compared to the top image, whereas the bottom image only shows slightly better relative brightness between the lens images compared to the middle, but no discernible improvement otherwise.