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Abstract

In the description of non equilibrium situations in a superconductor at temperatures far below its critical temperature, the Keldysh–Usadel technique (KUT) is required. However, the non-stationary KUT has not been applied to realistic circuits. Moreover, the stationary KUT has been applied in situations where time independence is not guaranteed. As a plausibility check for this procedure, we resort to a toy model (the Ginzburg–Landau model), in situations that involve very slow evolution. We find that, even in these situations, neglecting the explicit influence of time variation leads to inaccurate or even qualitatively wrong description of phase slips.
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1. Introduction

Superconducting nanocircuits and nanodevices have been available for decades \cite{1, 2, 3, 4, 5, 6}. Here we focus on their most basic component: a nanowire. When a voltage is applied between the ends of a superconducting wire, a phase difference between them builds up. Eventually, a phase slip (or a set of phase slips) occurs, i.e., superconductivity vanishes somewhere in the wire, enabling discontinuities in the phase by some multiple of $2\pi$ \cite{7}.

Phase slips (PSs) manifest themselves as increments of the wire resistance, but not only. An individual PS center can be controlled by radiation \cite{8}.
and can be sensed by means of tunneling of superconducting pairs [9]. PSs could perform as qbits [10]. PSs may lead to false counts in single-photon detectors [11] and exert back action on measuring instruments [12]. From the general point of view of dynamic systems and phase transitions, there is special interest in systems that can evolve either to a stationary regime, without PSs, or to a periodic regime, with PSs, depending on some control parameter [13]. It should be noted that PSs are not imperative for non-zero resistance [14] or for discontinuities in the voltage-current characteristic of a superconducting wire [13]. In this study we do not consider PSs that are due to thermal [15] or quantum [16, 17] fluctuations.

Since PSs are a time dependent phenomenon, their analysis requires a theory that takes time dependence into account. An available theory is the Kramer–Watts-Tobin model (KWT) [18, 19, 20]. Among the numerous studies based on KWT, some consider infinite wires [21], some consider finite wires carrying a fixed current [13, 22], and some consider finite wires that withstand a fixed voltage [23]. It should be noticed that the voltage-current characteristic of a superconducting wire in the case that the current is kept constant differs qualitatively from the case in which the voltage is kept constant [21, 25]. Unfortunately, the KWT model is valid only close to the critical temperature $T_c$, whereas the most interesting temperature range for application purposes is far below $T_c$. In this range, the available theory is the quasiclassical Keldysh–Usadel technique (KUT) [26, 27], that relies on a one-time Green’s function formalism. KUT has been used to describe several systems and effects, such as short and long SNS junctions [26], interference effects in normal metals [26], tunneling barriers [26], superconducting quantum interference proximity transistors [28], multiterminal structures [29], and various heterostructures that may include superconducting and ferromagnetic components [30, 31]. The drawback of KUT is that the applicability of the one-time Green’s function formalism is limited to stationary situations; time dependence would involve two-time Green’s functions, that deter researchers from this formalism. Nevertheless, stationary KUT is frequently used in situations in which time independence is not guaranteed [32, 33, 34, 35], but is rather assumed a priori. The use of the stationary formalism is sometimes justified with arguments such that iterations converge, or the fact that measurements show a stationary behavior; however, measurements cannot distinguish between a time independent voltage and a periodic voltage with a period that is much shorter that the voltmeter response time.

We are therefore left with two options: a theory that is not valid in
the relevant temperature range, and a theory that is not applicable to the relevant phenomenon. An approach that is called for is the extension of KUT to non-stationary situations by means of an adiabatic approximation (AA) [36, 37], namely, to consider situations in which the state of the system evolves sufficiently slowly to enable a reasonable description by means of a theory that ignores time dependence. The present study provides a test to this approach.

In order to evaluate how close the results of stationary KUT are to those of a valid time dependent theory for a given situation, the time dependent theory is required. Since at present we are unable to use the required theory, we will resort to the range in which a time-dependent theory is available (i.e. KWT). Since the behavior of a superconducting wire is similar whether slightly below or far below $T_c$, the success or failure of the AA in one of these ranges provides an educated guess for the expected suitability of this approximation in the other range.

The system we consider consists of a thin superconducting wire that connects two conducting banks. The banks are at equilibrium and kept at fixed potentials. We will consider two candidates for slow evolution. The first case will be that of small applied voltage, so that the Josephson frequency is small. The second case will be that of continuous passage between a stationary and an oscillatory regime: for parameters near the stationary regime, we expect quasi-stationary behavior, i.e. the oscillation period diverges.

2. Mathematical model

For a one-dimensional system, the vector potential can be taken as zero. Then the evolution equation becomes [18]

$$\frac{u}{[1 + \gamma^2 |\psi|^2]^{1/2}} \left[ \frac{\partial}{\partial t} + i\mu + \frac{\gamma^2}{2} \frac{\partial |\psi|^2}{\partial t} \right] \psi = \frac{\partial^2 \psi}{\partial x^2} + (1 - |\psi|^2)\psi. \quad (1)$$

Here $\psi$ is the order parameter, that determines the supercurrent density, $u$ and $\gamma$ are material parameters, $x$ is the position in units of the coherence length $\xi$, $t$ is the time in units of $\xi^2/Du$, where $D$ is the diffusion coefficient, and $\mu$ is the electrochemical potential in units of $\hbar Du/2e\xi^2$. The current density $j$, in units of $\hbar\sigma Du/2e\xi^3$, where $\sigma$ is the normal conductivity, is given by

$$j = \text{Im}[\psi^* \partial\psi/\partial x] - \partial\mu/\partial x, \quad (2)$$
and invoking electroneutrality,
\[ \frac{\partial^2 \mu}{\partial x^2} = \partial \text{Im}[\psi^* \partial \psi/\partial x]/\partial x. \quad (3) \]

Since we are not interested in the accuracy of the model, but rather in how close the AA reproduces it, and since varying \( \gamma \) does not lead to qualitative changes in the regime diagram \[22\], we set \( \gamma = 0 \) and Eq. (1) becomes the time-dependent Ginzburg–Landau equation. Moreover, from the discussion in \[23\] we can conclude that the influence of \( u \) is also weak and take \( u = 1 \). Thus, Eq. (1) reduces to

\[ \left[ \frac{\partial}{\partial t} + \imu \mu \right] \psi = \frac{\partial^2 \psi}{\partial x^2} + (1 - |\psi|^2)\psi. \quad (4) \]

This is the evolution equation used in \[23\].

Equations (3) and (4) have to be complemented with boundary conditions. For a wire of length \( 2L \) with applied voltage \( V \), we write \(-L \leq x \leq L\) and take the potential equal to \( \pm V/2 \) at the ends. Consistently, the order parameter at the banks has to be \( r \exp(\pm \imu Vt/2) \), where \( r \) represents the superconductivity strength of the banks; in particular, if the banks are made of the same material as the wire, then \( r = 1 \), and if they are normal metals, then \( r = 0 \). In summary, we take the boundary conditions

\[ \mu(t, \pm L) = \mp V/2, \quad \psi(t, \pm L) = re^{\pm \imu Vt/2}. \quad (5) \]

Equations (3)–(5) constitute our time-dependent model. The following sections investigate whether there are situations in which \( \partial \psi/\partial t \) can be neglected, so that Eq. (4) can be replaced by the stationary equation

\[ \imu \mu \psi = \frac{\partial^2 \psi}{\partial x^2} + (1 - |\psi|^2)\psi. \quad (6) \]

Replacement of (4) with (6) amounts to an adiabatic approximation. In the AA, time enters the problem through the boundary conditions only.

When comparing solutions obtained using (6) with those obtained using (4), it has to be borne in mind that the transformation \( \{ t \rightarrow t + 2\pi/V, \psi \rightarrow -\psi \} \) leads to an equivalent solution.

We can think of two cases in which \( \psi \) changes slowly. The obvious case is that of a small applied voltage between the ends of the wire, leading to a low Josephson frequency. A more interesting situation is that of a bifurcation,
i.e. there is a critical value of $V$ or $L$, such that below this value there is a stationary regime, whereas above this value there is a periodic regime; continuity then requires very long periods in time closely above the critical value. In the following examples, we will take $L = 4$ (which corresponds to a wire of length of about a third of a micrometer for Nb at 0K).

3. Superconducting banks

This case is implemented by taking $r = 1$ in the boundary conditions (5). We know in advance that PSs must occur in order to avoid divergence of the gradient of the phase in the wire. From the Josephson relation we foresee a periodic regime that in our units has a period of time $2\pi/V$, and, in order to have a slowly varying state, we require a small value of $V$. We take $V = 0.01$.

Our numerical procedure is described in Appendix A. The results that we present for the time-dependent model [i.e. using (4)] correspond to times after convergence to a clearly defined regime. Equations (3)–(5) support the symmetry $\psi(t, -x) = \psi^*(t, x)$, $\mu(t, -x) = -\mu(t, x)$, and the results we obtained do not break this symmetry, so that it suffices to present our results for $x \geq 0$.

Figure 1a is a contour plot of $|\psi(t, x)|$ (according to the time-dependent model). As expected from [23], there are PSs at the center of the wire, that occur periodically with a period $2\pi/V$. Figure 1b compares $\psi(t, 0)$ according to the time-dependent model (continuous line) with $\psi(t, 0)$ according to the AA (dashed line). Note that $\psi(t, 0)$ is real. Since at the boundaries $x = \pm L$ there is no difference between the model and the approximation, the agreement is expected to be better for $x \neq 0$. We see that there are time ranges where the AA yields three solutions, so that in order to compare with the model we require some interpretation. The natural interpretation regards the middle branch as a set of unstable solutions, whereas solutions in the upmost and the lowermost branches can be stable. At times for which an end of a stable branch is reached, the state of the system has to jump to the other branch, as shown by the purple arrows. We see that the approximated and the model solutions are practically indistinguishable, except close to the PSs, where the decay of the model solution is gradual. We may now inquire for the origin of the discrepancy introduced when we drop $\partial\psi/\partial t$, which is expected to be small for $V \ll 1$. The answer is provided by Fig. 1c: although $\partial\psi/\partial t$ is small most of the time, it is not small close to the PSs.
Figure 1: Case $r = 1$, $V = 0.01$. The abscissa is common to all panels. 

a Conour plot of $|\psi(t, x)|$. Darker colors stand for smaller $|\psi|$.

b $\psi(t, 0)$ according to the time-dependent model (continuous, blue) and to the adiabatic approximation (dashed, purple). The arrows indicate discontinuous passage to another branch.

c $|\partial \psi/\partial t|$ as a function of $t$. Blue: $x = 0$; orange: $x = 1$; green: $x = 2$; red: $x = 3$. Inset: $|\psi(t, 0)|$ close to the phase slip for different voltages. The origin of the time is taken at the phase slip. Note that time is not scaled by $V$ in the inset. Blue: $V = 10^{-2}$; red: $V = 10^{-3}$. 


Figure 1c tells us that PSs remain a fast process, even for $V \ll 1$. This result is expected from (4), because $V$ enters the equation only through the term $\mu \psi$. Near a PS, $\psi$ is small and, when also $\mu$ is small, this term becomes negligible and the applied voltage has no influence on the evolution of $\psi$. Indeed, the inset in the figure indicates that, for $V \lesssim 10^{-2}$, $\psi$ is practically independent of $V$ near a PS.

The time-average of the current density is roughly 10% smaller in the case of the AA than for the time-dependent model.

4. Quasi-normal banks

A normal metal bank is usually analyzed by taking $r = 0$. However, in this case the phase at the boundaries becomes undefined, so that the information about the Josephson evolution of the phase is lost. In order to have well defined phases, we will consider instead quasi-normal banks, such that $0 < r \ll 1$. Quasi-normal boundary conditions are not less realistic than strictly normal boundary conditions, since the assumption that the points at $x = \pm L$ are in equilibrium despite the fact the current density does not vanish at them is an idealization anyway. In the following, we take $r = 0.01$.

When dealing with quasi-normal banks, we have to distinguish between significant PSs, that take place where $|\psi(t,x)|$ is usually large, and irrelevant PSs, at which $\psi(x,t) = 0$ for values of $x$ such that the order parameter is anyway small at all times. Examples of significant PSs are shown in Fig. 2a and examples of irrelevant PSs are shown in Fig. 2b.

By solving numerically Eqs. (3)–(5) in the range $0 \leq V \leq 3.55$, we find that there is a critical voltage $V_c \approx 2.195$ such that for $V < V_c$ there are no significant PSs, whereas for $V > V_c$ a PS occurs at $x = 0$, with repetition time

$$T \approx \beta / \sqrt{V - V_c},$$

where $\beta = 9.22$. It follows that the most promising region for success of the AA lies above and close to $V_c$.

4.1. Range $V < V_c$

We performed calculations for $V = 2.15$, for a long period of time. At the boundaries, $|\partial \psi / \partial t| = rV/2$, and we found that $|\partial \psi / \partial t|$ decreases as $|x|$ decreases. Accordingly, $\partial \psi / \partial t$ is small everywhere, and we can expect that the AA should lead to accurate results.
Figure 2: Case $r = 0.01$, $V = 2.22$.  

**a** Contour plot of $|\psi(t, x)|$ that contains two significant phase slips at $x = 0$.  

**b** Examples of irrelevant phase slips, that quasi-periodically occur at a distance of $\sim 0.02$ from each of the boundaries, with a repetition time of $\sim 4\pi/V$. The maximum value of $|\psi|$ in this panel is about 30 times smaller than the maximum in panel **a**. Panel **b** is actually part of panel **a**, but is not visible in the latter.  

**c** $|\partial\psi/\partial t|$, with the same color meanings as in Fig. 1.
We found that, for fixed $x$, $\psi(t,x)$ is a function of time that slightly oscillates around an average value. The time-average values of $|\psi|$ for the time-dependent model and for the AA coincide within 0.01 units, but the amplitude of the oscillations can be up to ten times larger in the case of the approximation.

4.2. Range $V > V_c$

Figure 2 presents some of our results for $V = 2.22$, slightly above $V_c$. The repetition time is $\sim 59$, naively suggesting a very slow variation. Unfortunately, Fig. 2 shows that $\partial \psi / \partial t$ is not small during a large fraction of the time, much larger than in the case of Fig. 1.

Before we go on, let us spell out what we could expect. Let us assume that significant PSs occur only at $x = 0$. In the AA, time enters the problem only through Eq. (5), which just covers a time period of extent $4\pi/V$. If the time lapse between consecutive PSs is $4n\pi/V$, where $n$ is a natural number, then there must be at least $n$ branches of stable solutions with $\psi(t,0) > 0$, such that the passage between branches is determined by continuity, and $n$ branches with $\psi(t,0) < 0$, so that there are at least $2n$ stable branches.

According to the previous paragraph, the AA would require about 20 branches of solutions in order to describe, at least qualitatively, the results in Fig. 2a. However, we found just three branches for $V = 2.22$. For one of them $\psi(t,0) \sim 0.7$, there is a twin branch for $\psi(t,0) < 0$, and there is a branch such that the wire is quasi-normal everywhere $|\psi(t,x)|$ is of the order of $10^{-2}$ and irrelevant PSs occur with period $2\pi/V$.

We looked for solutions such that $0.05 \leq |\psi(t,0)| \leq 0.65$ for some $t$, and none was found. Within numeric accuracy, the orbits for $|\psi(t,0)| \sim 0.7$ are closed. These results indicate that if there exists a critical voltage $V_c$ in the AA, then $V_c > 2.22$.

In Appendix B we tried to find the value that the critical voltage would have in the AA. For this purpose, we did not drop the time derivative in (4), but rather multiplied it by a factor $\alpha$, with the intention of obtaining the critical voltage as a function of $\alpha$, and the AA result as a limit. We found,
however, that the critical voltage is independent of \( \alpha \). What does depend on \( \alpha \) is the value of \( \beta \) in (7), and in the AA limit appears to become unphysical. In summary, the AA is unable to describe the presence of a critical voltage.

5. Discussion

Under the assumption that the Kramer–Watts-Tobin model provides a qualitative representation of how a superconducting state evolves in a nanowire, an adiabatic approximation can fairly describe the state of a nanowire for low applied voltages, away from the moments at which PSs occur. This approximation could also describe the superconducting state in the case of quasi-normal banks, as long as there are no PSs far from the banks. However, the approximation fails during the PSs and, most disappointingly, it is unable to predict whether there is a critical voltage at which the evolution of the superconducting state switches from a quasi-stationary to a quasi-periodic regime.

By using the adiabatic approximation rather than the full equation (4), we are erroneously led to the conclusion that in the case of a nanowire between quasi-normal banks there are no significant PSs for any applied voltage. We should therefore suspect that, analogously, when assuming a priori that stationary KUT is applicable, we may be led to a stationary solution, but this solution can be unstable, even if the KUT procedure converges.
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Appendix A. Numerical details

All the differential equations were solved using the built-in function ND-Solve in *Mathematica*, and our strategies were adapted for its use.

In the case of the time-dependent model, we took advantage of the “method of lines.” For this purpose, we added a small term \( \delta \partial \mu / \partial t \), with \( 0 < \delta \ll 1 \), at the right hand side of Eq. (3), and verified that our results were practically independent of \( \delta \) and that Eq. (3) was actually obeyed.

In the case of the AA, we found that minimization was more stable than direct use of NDsolve with Dirichlet boundary conditions. For stable branches and fixed \( t \), we minimized \( F[\psi(0), \partial \psi / \partial x(0), \partial \mu / \partial x(0); t] := \)
Figure A.3: Time between consecutive significant phase slips when the time derivative in Eq. (4) is multiplied by the factor $\alpha$. In all cases, $V_c = 2.195$. Black: $V = V_c + 0.025$. Red: $V = V_c + 4 \times 0.025$; following Eq. (7), $2T$ is plotted in order to enter a common line. Green: $V = V_c + 0.025/4$, $T/2$ is plotted. The straight line describes $T = 58.33\alpha$. Inset: polar graph with radius $|\psi(t, 0)|$ and angle $Vt/2$ for $V = 2.22$ and $\alpha = 0.2$.

$|\psi(L) - re^{iVt/2}|^2 / r + |\mu(L) + V/2|^2$; $\psi(L)$ and $\mu(L)$ were evaluated as functions of the values at $x = 0$, using NDSolve. Along and near the unstable branches, we fixed $\psi(0)$ rather than $t$ and minimized $H[\partial\psi/\partial x(0), \partial\mu/\partial x(0); \psi(0)] := |[\psi(L) - r]^2 / r + |\mu(L) + V/2|^2$; $t$ was then obtained from the phase of $\psi(L)$.

Appendix B. Time between phase slips in the adiabatic approximation

We tried to evaluate the time elapsed between consecutive significant PSs using the AA, for applied voltages considerably larger than 2.22, but were unable to find any quasi-periodic regime similar to the one described in Fig. 2. As will become clear below, this approach was doomed to failure.

To overcome this difficulty, we considered “gradual adiabatisation,” by multiplying $\partial\psi/\partial t$ in Eq. (4) by a factor $\alpha$. By doing this, the AA is obtained in the limit $\alpha \to 0$. In Eq. (7), $V_c$ and $\beta$ become functions of $\alpha$. 
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Figure A.3 shows that the time between significant PSs can be fitted by taking $V_c$ independent of $\alpha$, and $\beta$ proportional to $\alpha$. This result suggests that periodic significant PSs are not expected in the AA, since, if they were present, the time elapsed between them would have to vanish (whatever that means).
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