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Abstract. We present a method for proving multiple vector-valued inequalities for several operators in harmonic analysis, based on stopping times and localizations. As it turns out, the local estimate can be used for proving sparse domination for the scalar operator and its multiple vector-valued extensions, and hence also weighted estimates.

1. Introduction

The present work is an expository paper on the helicoidal method, which we introduced in [BM16], [BM17a], [BM17b]. Put in a shell, the helicoidal method comes down to encapsulating very precise data at a local level, and subsequently unfolding the (possibly superfluous) information on certain collections of intervals that are chosen through a careful stopping time.

The helicoidal method was developed with the purpose of dealing with vector-valued (depth 1) extensions of operators, and later with multiple vector-valued extensions (depth \( n \), where \( n \) represents the number of iterated spaces considered). The local estimates at any level / of any depth are very similar in nature, and they all resemble the scalar (level 0) one, which is essential to our approach. Hence the helicoid is a metaphor for this iterative procedure, where estimates at the \( n \)th level can be achieved only through estimates from the previous level, and they all are of the same kind. See also Remark 5 below.

For the reader’s convenience, we will try to leave out the technical details and instead present the development of the ideas and their implications, from the scalar to the multiple vector-valued setting. With this in mind, we will take the time to review certain results which are classical in the field of time-frequency analysis, in spite of them being obvious to experts.

Our prime example is the bilinear Hilbert transform, an operator given by

\[
BHT(f,g)(x) = \text{p.v.} \int_{\mathbb{R}} f(x-t)g(x+t) \frac{dt}{t},
\]

which falls beyond the scope of classical Calderón-Zygmund theory. It was introduced by Calderón in his attempt to understand the Cauchy integral on Lipschitz curves and what are now termed “Calderón’s commutators”.

The prototypical localized inequality obtained through the helicoidal method is

\[
|\langle BHT_{I_0}(f,g),h \rangle| \lesssim \sup_{I \subseteq I_0} \left( \frac{1}{|I|} \int_{\mathbb{R}} |f|^{s_1} \tilde{\chi}_I dx \right)^{s_1} \sup_{I \subseteq I_0} \left( \frac{1}{|I|} \int_{\mathbb{R}} |g|^{s_2} \tilde{\chi}_I dx \right)^{s_2} \sup_{I \subseteq I_0} \left( \frac{1}{|I|} \int_{\mathbb{R}} |h|^{s_3} \tilde{\chi}_I dx \right)^{s_3} |I_0|,
\]

where \( I_0 \) is some (dyadic) interval contained in \( \mathbb{R} \), \( \tilde{\chi}_I(x) := (1 + \frac{\text{dist}(x,I)}{|I|})^{-100} \) and \( s_1, s_2, s_3 \in (1, \infty) \) are Lebesgue exponents such that \( \frac{1}{s_1} + \frac{1}{s_2} + \frac{1}{s_3} < 2 \). In fact, it will
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be clear later on that it suffices to find $0 \leq \theta_1, \theta_2, \theta_3 < 1$ with $\theta_1 + \theta_2 + \theta_3 = 1$, such that for every $1 \leq j \leq 3$, $\frac{1}{s_j} < \frac{1 + \theta_j}{2}$ (in particular, we can replace the tuple $(s_1, s_2, s_3)$ by any $(\tilde{s}_1, \tilde{s}_2, \tilde{s}_3)$ with $s_j < \tilde{s}_j$ for all $1 \leq j \leq 3$).

It is the scalar case and the iterative procedure of the helicoidal method that imply also the depth-$n$ vector-valued version of (2). Such a local estimate, together with a stopping time of type VVST implies the corresponding result of depth $n + 1$ (the induction step is presented in detail in Section 4), while a stopping time of type SST (as described in the proof of Theorem 12) implies a multiple vector-valued sparse domination result. The two stopping time procedures (of type VVST or SST) are discussed in more detail in Remark 6. The multiple vector-valued extensions of BHT can be regarded as $BHT \otimes \text{Id} \otimes \ldots \otimes \text{Id}$, and it can be seen that the structure of the operator plays a role only in proving the scalar local estimate (taking the form of a localized trilinear form as in (2)), or formulated in the quasi-Banach context).

The bilinear Hilbert transform operator maps $L^{q_1} \times L^{q_2}$ into $L^q$ for any $1 < q_1, q_2 \leq \infty$, $\frac{2}{3} < q < \infty$ satisfying the Hölder condition $\frac{1}{q_1} + \frac{1}{q_2} + \frac{1}{q} = 1$. This is a classical result due to Lacey and Thiele from the '90s [LT99]. If $q \geq 1$, this result can be rephrased as

$$|\langle BHT(f, g), h \rangle| \lesssim \|f\|_{q_1} \|g\|_{q_2} \|h\|_{q'}, \quad \text{whenever } \frac{1}{q_1} + \frac{1}{q_2} + \frac{1}{q} = 1.$$ 

In contrast, the estimate (2) of the trilinear form, though local, seems to yield more information than one might need: the estimate holds provided the Lebesgue exponents verify $\frac{1}{s_1} + \frac{1}{s_2} + \frac{1}{s_3} < 2$. Indeed, we eventually obtain a stronger result (which first appeared in [BM17b]) in the form of a Fefferman-Stein inequality for BHT:

**Theorem 1.** Let $\mathcal{M}_{s_j}(f) := (\mathcal{M}(|f|^{s_j}))^{1/s_j}$, where $\mathcal{M}$ denotes the usual Hardy-Littlewood maximal function. Then if $0 < q \leq 1$ and $1 < s_1, s_2 < \infty$ with $\frac{1}{s_1} + \frac{1}{s_2} < \frac{3}{2}$, we have

$$\|BHT(f, g)\|_q \lesssim \|\mathcal{M}_{s_1}(f) \cdot \mathcal{M}_{s_2}(g)\|_q.$$ 

If $1 < q < \infty$, $\frac{1}{s_1} + \frac{1}{s_2} < \frac{3}{2}$ and $\frac{1}{s_1} + \frac{1}{s_2} < 1 + \frac{1}{q}$, then a similar inequality holds.

The dichotomy between the cases $q \in (0, 1]$ and $q \in (1, \infty)$ is due to a subadditivity condition and Theorem 10. It can also be rephrased, for all $0 < q < \infty$ as

$$\|BHT(f, g)\|_q \lesssim \|\mathcal{M}_{s_1}(f) \cdot \mathcal{M}_{s_2}(g)\|_q, \quad \text{provided } \frac{1}{s_1} + \frac{1}{s_2} < \min\left(\frac{3}{2}, 1 + \frac{1}{q}\right),$$

but then the role of subadditivity is concealed. This is discussed in more detail in Remark 7 (b), and we note in passing that a weighted version was stated in [BM17b].

Nevertheless, the result of Theorem 1 is powerful enough as it allows us to recover the full range of boundedness of $BHT$ from [LT99]. We illustrate this for $\frac{3}{2} < q < 1$: first, by Hölder, we immediately obtain

$$\|BHT(f, g)\|_q \lesssim \|\mathcal{M}_{s_1}(f)\|_{q_1} \cdot \|\mathcal{M}_{s_2}(g)\|_{q_2}, \quad \text{where } \frac{1}{q_1} + \frac{1}{q_2} = \frac{1}{q}.$$ 

Hence $BHT : L^{q_1} \times L^{q_2} \to L^q$ provided we can find $1 < s_1, s_2 < \infty$ with $\frac{1}{s_1} + \frac{1}{s_2} < \frac{3}{2}$, and $s_1 < q_1$ and $s_2 < q_2$. It suffices to take $s_j = q_j - \epsilon$, with $\epsilon$ sufficiently small.

The result of Theorem 1 loses its relevance if $q$ is too small: the norms of the maximal operators on the right hand side become infinite. This will not happen on the torus $\mathbb{T}$.
though. There the bilinear Hilbert transform is defined as

$$BHT_{\tau}(f,g)(t) = \int_{\tau} f(t-\theta)g(t+\theta) \cot(\pi\theta) d\theta,$$

and Theorem 1 admits a corresponding formulation in the setting of periodic functions.

The Fefferman-Stein inequality is deduced from (2) through a careful selection of intervals $I_0$, thanks to the scattered structure of the collection of such intervals. This procedure is known in literature as “sparse domination” and it resembles in spirit the “good-$\lambda$ inequalities” which are commonly used for showing that Calderón-Zygmund operators are controlled (in norm) by the Hardy-Littlewood maximal function. For the sparse domination, the unfolding of the information given by (2) occurs on disjoint sets, at the price of making appear Hardy-Littlewood maximal functions.

For the vector-valued inequalities, the unfolding process is slightly different. In this case, the goal is to convert the local $L^{s_j}$ maximal averages into $L^{r_j}$ averages and later into $L^q$ averages. This will yield ultimately the vector-valued extension

$$BHT : L^{q_1}(\ell^{r_1}) \times L^{q_2}(\ell^{r_2}) \to L^q(\ell^r),$$

so long as we can find $s_1, s_2, s_3$ as in (2) satisfying simultaneously

$$\frac{1}{q_1} \frac{1}{r_1} < \frac{1}{s_1}, \quad \frac{1}{q_2} \frac{1}{r_2} < \frac{1}{s_2} \quad \text{and} \quad \frac{1}{q'} \frac{1}{r'} < \frac{1}{s_3}.$$

Weighted or vector-valued extensions of the above Fefferman-Stein inequality will be discussed later on. Moreover, the product of two maximal functions can be replaced by a bilinear maximal function (of the type presented in [LOP+09]). We want to point out that Theorem 1 holds for all $0 < q < \infty$, and that the quasi-Banach case (i.e., when $q < 1$) is especially relevant for the $BHT$ operator: the condition $\frac{2}{q} < q$, which is not known to be necessary, hints to the importance of orthogonality in the proof, which is indicated by the fact that at least one of $q_1$ and $q_2$ is greater than 2.

The Fefferman-Stein inequality of Theorem 1 also points out to the controlling role that the Hardy-Littlewood maximal functions have over the bilinear Hilbert transform operator. Although somehow concealed, it already represents a key point in the proof (see [LT97], [LT99], [MTT04b]). That its importance becomes more visible in the context of vector-valued and weighted extensions, the area where the Fefferman-Stein inequalities originally appeared for Calderón-Zygmund operators [FS71], should not come as a surprise.

The inequality (2) appears in [BM16], in the special case of restricted-type functions, i.e. functions which are bounded above by characteristic functions of sets of finite measure. Considering such particular functions is natural for the $BHT$ operator, since at some point we need to attune $L^1$ and $L^2$ information. Outside the local $L^2$ setting, this step of combining $L^1$ and $L^2$ data cannot be avoided; interpolation is required sooner or later. By working with restricted-type functions, interpolation is reduced to a technical issue which is performed last.

Later on, we will present some applications to the helicoidal method, including sparse vector-valued estimates for several operators in time-frequency analysis. Of particular importance are the multiple vector-valued extensions, which enabled us to answer several open questions related to multi-parameter operators in [BM16].

The helicoidal method provides a self-inclusive, robust method for proving vector-valued extensions for operators in harmonic analysis. The vector spaces considered are iterated $L^p$ spaces: if $n \geq 1$, given an $n$-tuple $R = (r^1, \ldots, r^n)$ and $(\mathcal{W}, \Sigma, \mu) := (\prod_{j=1}^n \mathcal{W}_j, \prod_{j=1}^n \Sigma_j, \prod_{j=1}^n \mu_j)$. 


a product of totally \( \sigma \)-finite measure spaces, the \( L^R \) norm is defined as

\[
\|f\|_{L^R(\mathcal{W}, \mu)} := \left( \int_{\mathcal{W}_1} \cdots \int_{\mathcal{W}_n} |f(w_1, \ldots, w_n)|^r \, d\mu_n(w_n) \right)^{1/r^n} = \left( \int_{\mathcal{W}_1} \cdots \int_{\mathcal{W}_n} |f(w_1, \ldots, w_n)|^{r_n} \, d\mu_n(w_n) \right)^{1/r_n}.
\]

If \( S \) is a (sub)linear operator, its range will be the set \( \text{Range}(S) := \{ p : S : L^p \to L^p \} \). Similarly, for an \( m \)-(sub)linear operator \( T \), its range will consist of

\[
\text{Range}(T) := \{(p_1, \ldots, p_m, p) : T : L^{p_1} \times \cdots \times L^{p_m} \to L^p \}.
\]

As a matter of fact, we want to find the range of the “depth \( n \)” vector-valued extension, i.e. all possible Lebesgue exponents for which

\[
(3) \quad \mathcal{T}_n^r : L^{p_1}(\mathbb{R}; L^{r_1}(\mathcal{W}, \mu)) \times \cdots \times L^{p_m}(\mathbb{R}; L^{r_m}(\mathcal{W}, \mu)) \to L^p(\mathbb{R}; L^r(\mathcal{W}, \mu))
\]

where the \( n \)-tuples \( R_k = (r_{k1}, \ldots, r_{kn}) \), \( R = (r_1, \ldots, r_n) \) satisfy for every \( 1 \leq k \leq m \), \( 1 \leq j \leq n \)

\[
(4) \quad 1 < r_{kj} \leq \infty, \quad \frac{1}{m} < r^j < \infty \quad \text{and} \quad \frac{1}{r_1} + \cdots + \frac{1}{r_m} = \frac{1}{r^j}.
\]

In the case of linear operators, it was long understood that the vector-valued extensions are related to weighted inequalities: the former are implied by the latter via extrapolation theory. Knowing that \( T : L^{p_0}(w) \to L^{p_0}(w) \) for the correct class of weights \( w \) (which depends on \( p_0 \)), one can deduce that \( T : L^p(w) \to L^p(w) \) for any \( p \in \text{Range}(T) \), with the associated class of weights (which now depends on \( p \)). Furthermore, extrapolation also yields weighted vector-valued extensions for any \( n \)-tuple \( R \) with the \( r^j \in \text{Range}(T) \) [GCRdF85].

This theory is also available for multilinear Calderón-Zygmund operators ([GM04]), provided no \( L^\infty \) spaces are involved. If \( T \) is such an \( m \)-linear operator, then

\[
T : L^{p_1} \times \cdots \times L^{p_m} \to L^p \quad \text{for all} \quad 1 < p_j \leq \infty, \quad \frac{1}{m} < p < \infty.
\]

By means of extrapolation, it follows that

\[
\mathcal{T}_n^r : L^{p_1}(\mathbb{R}; L^{r_1}(\mathcal{W}, \mu)) \times \cdots \times L^{p_m}(\mathbb{R}; L^{r_m}(\mathcal{W}, \mu)) \to L^p(\mathbb{R}; L^r(\mathcal{W}, \mu))
\]

for all \( 1 < p_j < \infty, \frac{1}{m} < p < \infty \), and all \( n \)-tuples \( R_1, \ldots, R_m, R \) so that \( 1 < r_{kj}^j, r^j < \infty \). However, our method allows us to deal with \( L^\infty \) spaces as well: see Theorem 7 below.

Throughout the paper, we chose not to investigate the endpoint behavior of the operator (that is, when the target space is \( L^{p(\infty)} \)), though it is traceable without difficulty.

For more general multilinear operators, in particular for the bilinear Hilbert transform, a suitable theory of extrapolation was only recently developed in [CUM17]. For the moment, this extrapolation theory doesn’t seem to match perfectly the vector-valued results from [BM16], [BM17a].
Figure 1. Range for $BHT$ operator: $\left( \frac{1}{p}, \frac{1}{q}, \frac{1}{s'} \right)$ lies in the shaded region.

The extrapolation apparatus requires the existence of suitable weighted estimates for a certain tuple $(p_1,0,\ldots,p_m,0,p_0)$ and all weights in the corresponding class. For the $BHT$ operator, weighted results were obtained in [CDPO16] in the Banach case. The limited range multilinear extrapolation theory from [CUM17] extends these results to the quasi-Banach case as well, but it doesn’t recover all the known vector valued estimates for $BHT$ from [BM16] and [BM17a]. The “correct” class of weights for $BHT$, which will establish the appropriate vector-valued extensions, is still to be determined.

We will see that the (vector-valued) local estimate for $BHT$ implies a (vector-valued) sparse domination result, which further produces weighted vector-valued estimates. We will present in detail the helicoidal method from [BM16], the extension to quasi-Banach spaces from [BM17a], and later on, the sparse domination results of [BM17b]. The central study case will be the bilinear Hilbert transform, but the method can easily be adapted to other operators in harmonic analysis that allow for a wave packet decomposition; among these: Carleson and variational Carleson operators, paraproducts, etc.

Sparse domination for the trilinear form associated to $BHT$ and for the bilinear form of the variational Carleson operator have been obtained in [CDPO16] and [DPDU16]. Essential to the authors’ method are the Carleson embeddings of [DPO15b], [Ura16] (Carleson embeddings represent a way of interpreting time-frequency information exclusively as spatial information and they are ubiquitous, although implicitly, in time-frequency analysis). The “localized outer $L^p$ embeddings”, formulated in the language of outer measures of [DTT15], sit at the core of [CDPO16] and [DPDU16], and are similar in spirit to the localization principle developed in [BM16], [BM17a]. More details describing connections between the outer measure approach (of [DTT15]) and the general size and energy one (introduced in [MTT04b]) will be presented in Section 2.3.

Before we proceed, we want to mention a few applications of the vector-valued inequalities implied by our method.

### 1.1. A Rubio de Francia inequality for iterated Fourier integrals.

Our incipient project was the study of an $\ell^r$ inequality for iterated Fourier integrals associated to an arbitrary collection $\{[a_k,b_k]\}_{k}$ of disjoint intervals:

$$T_r(f,g)(x) := \left( \sum_{k=1}^{N} \int_{a_k<\xi_1<\xi_2<b_k} \hat{f}(\xi_1)\hat{g}(\xi_2) e^{2\pi i x(\xi_1+\xi_2)} d\xi_1 d\xi_2 \right)^{\frac{1}{r}}.$$
We called $T_r$ a *Rubio de Francia operator for iterated Fourier integrals* since it represents a bilinear version of Rubio de Francia’s square function for Fourier projections associated to an arbitrary collection of disjoint intervals from $[\mathbb{R}^d]$. 

**Theorem 2.** If $1 \leq r < 2$, then

$$
\|T_r(f,g)\|_s \lesssim \|f\|_p \|g\|_q
$$

whenever $\frac{1}{p} + \frac{1}{q} = \frac{1}{s}$, and $p,q,s$ satisfy

$$0 < \frac{1}{p} \frac{1}{q} < \frac{1}{2} + \frac{1}{r}, \quad \frac{1}{r'} < \frac{1}{s'} < 1.
$$

On the other hand, if $r \geq 2$, $T_r$ is a bounded operator with the same range as BHT ($L^\infty$ spaces excluded), i.e. $T_r : L^p \times L^q \to L^s$ for all $1 < p,q < \infty$, $\frac{2}{3} < s < \infty$ so that $\frac{1}{p} + \frac{1}{q} = \frac{1}{s}$.

Our initial proof of Theorem 2 was based on localizations and stopping times with respect to averages of Rubio de Francia’s square function associated to $f$ and $g$ respectively. Later on, we realized that the same scheme yields vector-valued extensions for BHT, so in fact Theorem 2 becomes a consequence of the inequalities that will be presented in Section 1.2 Localization is natural when dealing with arbitrary Fourier projections: an appropriate maximal operator can control, at a local level, all the different frequency scales. The frequency information is reduced entirely to spatial information (through the boundedness of certain Fourier multipliers or square functions) and our maximal operator is in most cases represented as a “"size"” (see (15)).

The study of the operator $T_r$ was motivated by a particular question related to an AKNS system. These are systems of differential equations of the form

$$u' = i\lambda Du + Au,
$$

where $u = [u_1, \ldots, u_n]^t$ is a vector-valued function defined on $\mathbb{R}$, $D$ is a diagonal $n \times n$ matrix with real and distinct entries $d_1, d_2, \ldots, d_n$, and $A = (a_{jk}(\cdot))_{j,k=1}^n$ is a matrix valued function defined on $\mathbb{R}$, and so that $a_{jj} \equiv 0$ for all $1 \leq j \leq n$.

The operator $T_1$ turns out to be useful in the case when $A$ can be written as the sum of an upper-triangular matrix with entries in $L^2$ and a lower-triangular matrix with entries in $L^p$ spaces with $1 \leq p < 2$.

### 1.2. Vector-valued inequalities for BHT

Prior to [BM16], vector-valued extensions for BHT were known from [Sil14] and [HLP13], within a rather restricted range. We managed to remove some of these constraints, even though, as of this moment, the exact domain of boundedness for BHT or its vector-valued extensions is not known precisely. We recall the multiple vector-valued extensions for BHT from [BM16] and [BM17a].

**Theorem 3.** For any triple $(r_1, r_2, r)$ with $1 < r_1, r_2, r \leq \infty$, $\frac{2}{3} < r < \infty$ and so that $\frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{r}$, there exists a non-empty set $\mathcal{D}_{r_1,r_2,r}$ of triples $(p,q,s)$ satisfying $\frac{1}{p} + \frac{1}{q} = \frac{1}{s}$, for which

$$\|BHT(\tilde{f},g)\|_{L^r(\mathbb{R})} \lesssim \|\tilde{f}\|_{L^{r_1}(\mathbb{R})} \|\tilde{g}\|_{L^{r_2}(\mathbb{R})} \|\tilde{g}\|_{L^p(\mathbb{R})} \|\tilde{g}\|_{L^q(\mathbb{R})} \|\tilde{g}\|_{L^s(\mathbb{R})}.
$$

The set $\mathcal{D}_{r_1,r_2,r}$ can be described as follows: $(p,q,s) \in \mathcal{D}_{r_1,r_2,r}$ if there exist $\theta_1, \theta_2, \theta_3$ so that $0 \leq \theta_1, \theta_2, \theta_3 < 1$, $\theta_1 + \theta_2 + \theta_3 = 1$ and

$$\frac{1}{r_1} \frac{1}{p} < \frac{1 + \theta_1}{2}, \quad \frac{1}{r_2} \frac{1}{q} < \frac{1 + \theta_2}{2}, \quad \frac{1}{r'} \frac{1}{s'} < \frac{1 + \theta_3}{2}.$$
More generally, we can consider extensions to multiple vector-valued spaces:

**Theorem 4.** Consider the tuples $R_1 = (r_1^1, \ldots, r_n^1), R_2 = (r_1^2, \ldots, r_n^2)$ and $R = (r_1^1, \ldots, r_n^1)$ satisfying for every $1 \leq j \leq n: 1 < r_j^1, r_j^2 \leq \infty, \frac{3}{2} < r^j < \infty, \text{ and } \frac{1}{r_1^1} + \frac{1}{r_2^1} = \frac{1}{r^j}$.

Then the bilinear Hilbert transform allows for a multiple vector-valued extension

$$BHT^n_R: L^p(\mathbb{R}; L^{R_1} (\mathbb{W}, \mu)) \times L^q (\mathbb{R}; L^{R_2} (\mathbb{W}, \mu)) \to L^s (\mathbb{R}; L^R (\mathbb{W}, \mu))$$

provided there exist $\theta_1, \theta_2, \theta_3$ so that $0 \leq \theta_1, \theta_2, \theta_3 < 1, \theta_1 + \theta_2 + \theta_3 = 1$ and, for all $1 \leq j \leq n$, we have

$$\frac{1}{r_1^j} p < \frac{1 + \theta_1}{2}, \quad \frac{1}{r_2^j} q < \frac{1 + \theta_2}{2}, \quad \frac{1}{(r^j)^t} s < \frac{1 + \theta_3}{2}.$$  

In this case we denote by

$$\mathcal{D}_{R_1, R_2, R} := \text{Range}(BHT^n_R) = \{(p, q, s) : (\text{3}) \text{ holds }\},$$

and we note that $\mathcal{D}_{R_1, R_2, R} = \bigcap_{1 \leq j \leq n} \mathcal{D}_{r_1^j, r_2^j, r^j}$. It is not difficult to see that in the “local $L^2$” situation $(2 \leq r_1^j, r_2^j, (r^j)^t \leq \infty)$, the conditions on $r_1^j, r_2^j$ and $(r^j)^t$ from (3) are automatically satisfied (assuming that $0 < \theta_1, \theta_2, \theta_3 < 1$), and hence the range of vector-valued extensions $BHT^n_R$ coincides with the range of the scalar operator:

**Corollary 1.** If the tuples $R_1 = (r_1^1, \ldots, r_n^1), R_2 = (r_1^2, \ldots, r_n^2)$ and $R = (r_1^1, \ldots, r_n^1)$ satisfy for every $1 \leq j \leq n: 2 \leq r_1^j, r_2^j, (r^j)^t \leq \infty$, then

$$\mathcal{D}_{R_1, R_2, R} := \text{Range}(BHT^n_R) = \text{Range}(BHT).$$

### 1.3. Boundedness of multi-parameter operators and Leibniz rules.

As applications to our vector-valued inequalities, we can prove the boundedness (sometimes in mixed norm $L^p$ spaces) of multi-parameter operators. While this is not the case for $BHT \otimes BHT$, which, as claimed in [MPTT04], does not satisfy any $L^p$ estimates, it is true for $\Pi \otimes \Pi, \Pi \otimes \ldots \otimes \Pi$ and $BHT \otimes \Pi \otimes \ldots \otimes \Pi$.

The operator $\Pi$ is a *paraproduct*, i.e. a multilinear Miklin multiplier, which can be written as a superposition of simpler terms of the form

$$(f, g) \mapsto \sum_k ((f * \psi_k) \cdot (g * \psi_k)) \cdot \varphi_k(x) = \sum_k P_k(Q_k f \cdot Q_k g)$$

$$(f, g) \mapsto \sum_k ((f * \varphi_k) \cdot (g * \psi_k)) \cdot \psi_k(x) = \sum_k Q_k(P_k f \cdot Q_k g).$$

$$(f, g) \mapsto \sum_k ((f * \psi_k) \cdot (g * \varphi_k)) \cdot \psi_k(x) = \sum_k Q_k(Q_k f \cdot P_k g).$$

Here $\psi_k(x) = 2^k \psi(2^k x), \varphi_k(x) = 2^k \varphi(2^k x), \varphi(\xi) \equiv 1$ on $[-1/2, 1/2]$, is supported on $[-1, 1]$ and $\hat{\varphi}(\xi) = \hat{\varphi}(\xi/2) - \hat{\varphi}(\xi)$. The $\{Q_k\}$ represent Littlewood-Paley projections onto the frequency $|\xi| \sim 2^k$, while $\{P_k\}$ are convolution operators associated with dyadic dilations of a nice bump function of integral 1.

The boundedness of $\Pi \otimes \Pi$ was proved in [MPTT04], and that of $\Pi \otimes \ldots \otimes \Pi$ in [MPTT06]. That is,

$$\Pi \otimes \ldots \otimes \Pi: L^p(\mathbb{R}^n) \times L^q(\mathbb{R}^n) \to L^s(\mathbb{R}^n), \quad \forall 1 < p, q \leq \infty, \frac{3}{2} < s < \infty \text{ and } \frac{1}{p} + \frac{1}{q} = \frac{1}{s}.$$
We were able to recover these results in [BM16] and also, for $n = 2$, we obtained a mixed norm estimate for $\Pi \otimes \Pi$ (in [BM16] and the case $\frac{1}{2} < s_2 < 1$ in [BM17a]).

**Theorem 5.** Let $1 < p_i, q_i \leq \infty$ and $\frac{1}{2} < s_i < \infty$, be so that $\frac{1}{p_i} + \frac{1}{q_i} = \frac{1}{s_i}$ for any index $i = 1, 2$. Then the bi-parameter paraproduct $\Pi \otimes \Pi$ satisfies the following mixed norm estimate:

$$\Pi \otimes \Pi : L^{p_1} L^{q_1} \times L^{p_2} L^{q_2} \rightarrow L^{s_1} L^{s_2}.$$  \hfill (8)

A similar result, corresponding to reflexive Banach spaces (i.e. $1 < p_2, q_2, s_2 < \infty$) was proved using different techniques in [DPO15a, Corollary 4]. Both approaches invoke vector-valued inequalities in the study of multi-parameter multilinear operators.

Theorem 5 implies a new Leibniz rule in mixed-norm $L^p$ spaces, in the spirit of the one employed in [Ken04]:

**Theorem 6.** For any $\alpha, \beta > 0$

$$\left\| D_1^\alpha D_2^\beta (f \cdot g) \right\|_{L^{p_1} L^{q_1}} \leq \left\| D_1^\alpha f \right\|_{L^{p_1} L^{q_1}} \cdot \left\| g \right\|_{L^{\infty}} + \left\| f \right\|_{L^{p_2} L^{q_2}} \cdot \left\| D_2^\beta g \right\|_{L^{p_2} L^{q_2}} + \left\| D_1^\alpha f \right\|_{L^{p_1} L^{q_1}} \cdot \left\| D_2^\beta g \right\|_{L^{p_2} L^{q_2}} + \left\| D_2^\beta f \right\|_{L^{p_2} L^{q_2}} \cdot \left\| D_1^\alpha g \right\|_{L^{p_1} L^{q_1}},$$

whenever $1 < p_j, q_j \leq \infty$, $\frac{1}{1+\alpha} < s_1 < \infty$, max $\left( \frac{1}{1+\alpha}, \frac{1}{1+\beta} \right) < s_2 < \infty$, and the indices satisfy the natural Hölder-type conditions.

The proof of the Leibniz rule above (as presented in [BM16] and [BM17a]) relies on multiple-vector-valued inequalities for paraproducts (that were obtained in [BM16] and [BM17a]), which we formulate in its general form:

**Theorem 7.** Consider the tuples $R_1 = (r_1^1, \ldots, r_1^n)$, $R_2 = (r_2^1, \ldots, r_2^n)$ and $R = (r_1, \ldots, r_n)$ satisfying for every $1 \leq j \leq n : 1 < r_j^1, r_j^2 \leq \infty$, $\frac{1}{2} < r_j < \infty$, and $\frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{r_j}$.

Then the paraproduct $\Pi$ satisfies the estimates

$$\Pi : L^p (\mathbb{R}; L^{R_1} (\mathcal{W}, \mu)) \times L^q (\mathbb{R}; L^{R_2} (\mathcal{W}, \mu)) \rightarrow L^s (\mathbb{R}; L^{R} (\mathcal{W}, \mu)),$$

for any $1 < p, q \leq \infty$, $\frac{1}{2} < s < \infty$ with $\frac{1}{p} + \frac{1}{q} = \frac{1}{s}$.

Leibniz-type rules have been investigated also in [MPTT04], [MS13], [GOT14], [TW15], and mixed norm estimates were considered recently in [HTW17], though in the setting of reflexive Banach spaces. In [BL13] and [GMN14] $L^{\infty}$ estimates are studied (but not in mixed norm spaces).

The multiple vector-valued inequality for $BHT$ from Theorem 4 implies the boundedness of $BHT \otimes \Pi \otimes \ldots \otimes \Pi$ within the same range as that of $BHT$, as proved in [BM16]:

**Theorem 8.** For any $p, q, r$ with $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$, with $1 < p, q \leq \infty$ and $2/3 < r < \infty$:

$$\left\| BHT \otimes \Pi \otimes \ldots \otimes \Pi (f, g) \right\|_{L^r (\mathbb{R}^{n+1})} \lesssim \left\| f \right\|_{L^p (\mathbb{R}^{n+1})} \left\| g \right\|_{L^q (\mathbb{R}^{n+1})}.$$  \hfill (9)

The same is true for $\Pi \otimes \ldots \otimes \Pi \otimes BHT \otimes \Pi \otimes \ldots \otimes \Pi$.

Our result gives a definite answer to a question from [MPTT04], which was partially resolved in [Sil14].
1.4. **Sparse Domination and weighted estimates.** The link between weighted and vector-valued estimates is not fully understood in the particular case of the bilinear Hilbert transform and other similar operators. Nevertheless, the local estimate \(2\) (and its quasi-Banach version) implies the following weighted result:

**Theorem 9.** Let \((q_1, q_2, q) \in \text{Range}(BHT)\), and \(q^* := \min(1, q)\). Then for any weights \(w_1, w_2, w\) so that \(w = w_1 \cdot w_2\), we have

\[
BHT : L^{q_1}(w_1^{q_1}) \times L^{q_2}(w_2^{q_2}) \to L^q(w^q),
\]

provided there exist \(0 \leq \theta_1, \theta_2, \theta_3 < 1\) with \(\theta_1 + \theta_2 + \theta_3 = 1\) and \(s_1, s_2, s_3\) satisfying

\[
\frac{1}{q_1} < \frac{1}{s_1} < \frac{1+\theta_1}{2}, \quad \frac{1}{q_1} < \frac{1+\theta_1}{2}, \quad \frac{1}{s_3} < \frac{1}{q^*} - \frac{\theta_1 + \theta_2}{2},
\]

and provided the vector weight condition

\[
sup_{Q \subset \mathbb{R}} \left( \int_Q \frac{1}{w_1^{q_1}} \right)^{\frac{1}{q_1}} \cdot \left( \int_Q \frac{1}{w_2^{q_2}} \right)^{\frac{1}{q_2}} \cdot \left( \int_Q \frac{1}{w} \right)^{\frac{1}{q^*}} < +\infty.
\]

is satisfied.

We note that, for \(q \geq 1\), we have \(\frac{1}{(q^*)} = 0\), and the right-most expression is just \(\left( \int_Q w^{s_3} \right)^{\frac{1}{s_3}}\).

The reflexive Banach case, i.e. corresponding to \(1 < q_1, q_2, q < \infty\), was proved in \([\text{CDPO16}]\). Extrapolation provides a means for extending an operator’s range of boundedness. Hence, in \([\text{CUM17}]\), a limited range multilinear extrapolation theory was developed. This yields certain weighted vector-valued extensions for \(BHT\), but surprisingly, not all those of Theorem \(3\).

Instead, all the weighted estimates for \(BHT\) from \([\text{CUM17}]\) follow directly from Theorem \(9\) we start by fixing \(0 \leq \theta_1, \theta_2, \theta_3 < 1\) with \(\theta_1 + \theta_2 + \theta_3 = 1\), and we set

\[
\frac{1}{r_1^*} := \frac{1+\theta_1}{2}, \quad \frac{1}{r_2^*} := \frac{1+\theta_2}{2},
\]

while \(0 < r_1^+, r_2^+ < \infty\) are so that \(\frac{1}{r_1^+} + \frac{1}{r_2^+} = \frac{\theta_1 + \theta_2}{2} = 1 - \frac{1+\theta_3}{2}\). Then we have

**Corollary 2.** If \((q_1, q_2, q) \in \text{Range}(BHT)\) with \(1 < q_1, q_2 < \infty\), \(r_1^- < q_1 < r_1^+, r_2^- < q_2 < r_2^+, w_1, w_2\) and \(w = w_1 \cdot w_2\) are weights so that

\[
w_1^{q_1} \in A_{\frac{r_1^-}{r_1^*}} \cap RH_{\left(\frac{r_1^-}{q_1}\right)^*}, \quad w_2^{q_2} \in A_{\frac{r_2^-}{r_2^*}} \cap RH_{\left(\frac{r_2^-}{q_2}\right)^*},
\]

then we have that

\[
BHT : L^{q_1}(w_1^{q_1}) \times L^{q_2}(w_2^{q_2}) \to L^q(w^q).
\]

The above classes of weights are the Muckenhoupt weights \(A_p\) and Reverse Hölder \(RH_q\) (for more details, see \([\text{GCRdF85}]\)).

If we consider weighted vector-valued results (which in general are direct consequences of extrapolation), we obtain through the helicoidal method the following:

**Corollary 3.** Let \(0 \leq \theta_1, \theta_2, \theta_3 < 1\) with \(\theta_1 + \theta_2 + \theta_3 = 1\), and consider \(n\)-tuples \((R_1, R_2, R)\), and \((q_1, q_2, q) \in \text{Range}(BHT)\) so that \(\frac{1}{r_1^j} + \frac{1}{r_2^j} = \frac{1}{r^j}\) for all \(1 \leq j \leq n\), \(1 < q_1, q_2 < \infty\) and

\[
\frac{1}{q_1} < \frac{1+\theta_1}{2}, \quad \frac{1}{q_2} < \frac{1+\theta_2}{2}, \quad \frac{1}{q^*} < \frac{1+\theta_3}{2}, \quad \forall 1 \leq j \leq n.
\]
Let \( r_1^-, r_1^+, r_2^-, r_2^+ \) be defined by
\[
\frac{1}{r_1^-} := \frac{1 + \theta_1}{2}, \quad \frac{1}{r_2^-} := \frac{1 + \theta_2}{2},
\]
while \( 0 < r_1^+, r_2^+ < \infty \) are so that \( \frac{1}{r_1^+} + \frac{1}{r_2^+} = \frac{\theta_1 + \theta_2}{2} = 1 - \frac{1 + \theta_3}{2} \). Then, provided
\[
r_1^- < q_1 < r_1^+, r_2^- < q_2 < r_2^+,
\]
we have the vector-valued weighted estimates
\[
BHT : L^{q_1}(\mathbb{R}; L^{R_1}(\mathcal{W}, \mu))(w_1^q) \times L^{q_2}(\mathbb{R}; L^{R_2}(\mathcal{W}, \mu))(w_2^q) \to L^q(\mathbb{R}; L^{R}(\mathcal{W}, \mu))(w^q),
\]
where \( w_1, w_2 \) and \( w \) are weights so that \( w = w_1 \cdot w_2 \) and
\[
w_1^q \in A_{r_1^-} \cap RH \left( \frac{q}{q_1} \right), \quad w_2^q \in A_{r_2^-} \cap RH \left( \frac{q}{q_2} \right).
\]
If \( q_1, q_2, q, R_1, R_2, R \) are as above, unweighted vector valued estimates
\[
BHT : L^{q_1}(\mathbb{R}; L^{R_1}(\mathcal{W}, \mu)) \times L^{q_2}(\mathbb{R}; L^{R_2}(\mathcal{W}, \mu)) \to L^q(\mathbb{R}; L^{R}(\mathcal{W}, \mu))
\]
exist, as a consequence of Theorem 4.

The extrapolation results from [CUM17] require that the \( n \)-tuples \( R_1, R_2 \) satisfy
\[
r_1^- < q_1, r_1^j < r_1^+, \quad r_2^- < q_2, r_2^j < r_2^+, \quad \forall 1 \leq j \leq n.
\]
In contrast, even though such a condition needs to be true for \( q_1 \) and \( q_2 \), we only demand of the \( n \)-tuples \( R_1, R_2 \) to verify
\[
r_1^- < r_1^j, \quad r_2^- < r_2^j, \quad \forall 1 \leq j \leq n.
\]

The weighted results of Theorem 3, Corollary 2 and 3 follow from a multiple vector-valued sparse domination. We recall the following definition:

**Definition 1.** Let \( 0 < \eta < 1 \). A collection \( S \) of dyadic intervals is called \( \eta \)-sparse if one can choose pairwise disjoint measurable sets \( E_Q \subseteq Q \) with \( |E_Q| \geq \eta|Q| \) for all \( Q \in S \).

From the localized vector-valued estimates, we deduced in [BM17b]

**Theorem 10.** Let \( 0 \leq \theta_1, \theta_2, \theta_3 < 1 \) with \( \theta_1 + \theta_2 + \theta_3 = 1 \), and consider \( n \)-tuples \((R_1, R_2, R)\) so that \( \frac{1}{r_1^j} + \frac{1}{r_2^j} = \frac{1}{r_j}, (r_1^j, r_2^j, r_j) \in \text{Range}(BHT) \) for all \( 1 \leq j \leq n \), and we have simultaneously
\[
(9) \quad \frac{1}{r_1^j} < \frac{1 + \theta_1}{2}, \quad \frac{1}{r_2^j} < \frac{1 + \theta_2}{2}, \quad \frac{1}{r_j} < \frac{1 + \theta_3}{2}, \quad \forall 1 \leq j \leq n.
\]

Let \( s_1, s_2, s_3 \) be so that
\[
(10) \quad \frac{1}{s_1} < \frac{1 + \theta_1}{2}, \quad \frac{1}{s_2} < \frac{1 + \theta_2}{2}, \quad \frac{1}{s_3} < \frac{1 + \theta_3}{2}.
\]

Then for any vector-valued functions \( \tilde{f}, \tilde{g} \) so that \( \|\tilde{f}(x, \cdot)\|_{L^{R_1}(\mathcal{W}, \mu)}, \|\tilde{g}(x, \cdot)\|_{L^{R_2}(\mathcal{W}, \mu)} \) are locally integrable, and any locally \( q \)-integrable function \( \nu \), we can construct a sparse collection \( S \) of dyadic intervals, depending on the functions \( \tilde{f}, \tilde{g} \) and \( \nu \), and on the exponents
if 1 

Corollary 4. The Lebesgue exponents $s_1, s_2, s_3$ and $q$ appearing in the sparse domination result must satisfy condition (10). We note that $s_3 \in (1, \infty)$ implies the restriction

$$\frac{1}{s_1} + \frac{1}{s_2} < 1 + \frac{1}{q},$$

and hence an $L^q$-sparse domination result as in (11) valid for all $0 < q < \infty$ is only possible if $\frac{1}{s_1} + \frac{1}{s_2} < 1$.

The sparse domination theorem above implies the following vector-valued Fefferman-Stein type estimate:

Corollary 4. If the Lebesgue exponents $q, s_1, s_2$ and the $n$-tuples $R_1, R_2, R$ are as in Theorem (10) (that is, they are conditioned by certain $0 \leq \theta_1, \theta_2, \theta_3 < 1$ with $\theta_1 + \theta_2 + \theta_3 = 1$ and also $\frac{1}{s_1} + \frac{1}{s_2} < 1 + \frac{1}{q}$), then

$$\left\| BHT_F(f, g) \right\|_{L^q(R, \mu_\ell)} \lesssim \left\| M_{s_1} \left( \left\| f(x, \cdot) \right\|_{L^{R_1}(W, \mu_\ell)} \right) \cdot M_{s_2} \left( \left\| g(x, \cdot) \right\|_{L^{R_2}(W, \mu_\ell)} \right) \right\|_{q}.$$ 

In particular, if $2 \leq r_1, r_2 \leq \infty$ for all $1 \leq j \leq n$ (i.e., if we are in the locally $L^2$ case), then

$$\left\| BHT_F(f, g) \right\|_{L^q(R, \mu_\ell)} \lesssim \left\| M_2 \left( \left\| f(x, \cdot) \right\|_{L^{R_1}(W, \mu_\ell)} \right) \cdot M_2 \left( \left\| g(x, \cdot) \right\|_{L^{R_2}(W, \mu_\ell)} \right) \right\|_{q}.$$ 

Also, if $2 \leq r_1 \leq \infty$ for all $1 \leq j \leq n$ and $0 < q < 2$, then for a certain $\epsilon > 0$ we have

$$\left\| BHT_F(f, g) \right\|_{L^q(R, \mu_\ell)} \lesssim \left\| M_{s_1, s_2} \left( \left\| f(x, \cdot) \right\|_{L^{R_1}(W, \mu_\ell)}, \left\| g(x, \cdot) \right\|_{L^{R_2}(W, \mu_\ell)} \right) \right\|_{q}.$$ 

If $M_{s_1, s_2}$ denotes the bilinear maximal operator

$$M_{s_1, s_2}(f, g)(x) := \sup_{Q \ni x} \left( \frac{1}{|Q|} \int_Q |f(y)|^{s_1} dy \right)^{\frac{1}{s_1}} \left( \frac{1}{|Q|} \int_Q |g(y)|^{s_2} dy \right)^{\frac{1}{s_2}},$$

we can also formulate the Fefferman-Stein inequality as:

$$\left\| BHT_F(f, g) \right\|_{L^q(R, \mu_\ell)} \lesssim \left\| M_{s_1, s_2} \left( \left\| f(x, \cdot) \right\|_{L^{R_1}(W, \mu_\ell)}, \left\| g(x, \cdot) \right\|_{L^{R_2}(W, \mu_\ell)} \right) \right\|_{q},$$

for any $0 < q < \infty$, $s_1, s_2$ and $n$-tuples $R_1, R_2, R$ as in Theorem (10).

Such Fefferman-Stein inequalities imply at once the $L^{q_1} \times L^{q_2} \to L^q$ boundedness of the (multiple vector-valued) bilinear Hilbert transform operator, provided $s_1 < q_1$ and $s_2 < q_2$. From here, the range of boundedness is also visible: $\frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} < \frac{1}{s_1} + \frac{1}{s_2} < 1 + \frac{\theta_1 + \theta_2}{2} < \frac{3}{2}$, and hence $\frac{3}{2} < q$.

Similar multiple vector-valued and weighted results hold also for paraproducts (multilinear Mikhlin multipliers whose symbol is singular at a point). In the scalar case, Fefferman-Stein inequalities were obtained in [CM75], and a pointwise sparse domination in [LN15].
For a comprehensive discussion of the general multiple vector-valued case (which includes $L^\infty$ spaces), see Section 6.4 of [BM17b].

The paper is organized as follows: in Section 2 we present an overview of the study of the bilinear Hilbert transform operator, elaborating from the local $L^2$ case of [LT97] to the localization principle from [BM16], discussing on the way connections with the outer measure theory of [DT15]. In Section 3 we illustrate the localization principle for the variational Carleson operator of [OST+12], which yields a significant simplification of the proof and a Fefferman-Stein inequality similar to Theorem 1. Sections 4 and 5 are devoted to presenting the methods of the proof, for the vector-valued estimates, and sparse vector-valued estimates, respectively.
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2. A survey of the bilinear Hilbert transform operator

We recall a few properties of the bilinear Hilbert transform operator, following the presentation in [MS13]. In its multiplier form, it can be represented as

$$\text{BHT}(f,g)(x) := \int_{\xi_1 < \xi_2} \hat{f}(\xi_1) \hat{g}(\xi_2) e^{2\pi i x (\xi_1 + \xi_2)} d\xi_1 d\xi_2.$$ 

In consequence, BHT can be written as a superposition of discrete model operators, each of which allows for a decomposition over a rank-1 family $\mathbb{P}$ of tri-tiles:

$$\text{BHT}_\mathbb{P}(f,g)(x) = \sum_{P \in \mathbb{P}} \frac{1}{|P|^{1/2}} \langle f, \phi^1_P \rangle \langle g, \phi^2_P \rangle \phi^3_P(x).$$

The classical proof consists in using a careful stopping time in order to decompose the collection $\mathbb{P}$ into subcollections that are easier to estimate (trees or Carleson-Fefferman sets, as referred in [LT97]). Later on, in [MTT10], the bi-est operator defined by

$$\left( f_1, f_2, f_3 \right) \mapsto \int_{\xi_1 < \xi_2 < \xi_3} \hat{f}_1(\xi_1) \hat{f}_2(\xi_2) \hat{f}_3(\xi_3) e^{2\pi i x (\xi_1 + \xi_2 + \xi_3)} d\xi_1 d\xi_2 d\xi_3$$

was investigated. The problem can be reduced to the study of a local composition of two bilinear Hilbert transforms, and a global estimate for the trilinear form $\Lambda_{\text{BHT}_\mathbb{P}}$ provides an efficient way of keeping track of the local compositions. Such a global estimate is the generic size and energy estimate (formulated in (19)), which can summed up in the following way: the trilinear form associated to the $\text{BHT}_\mathbb{P}$ operator satisfies

$$|\Lambda_{\text{BHT}_\mathbb{P}}(f,g,h)| \lesssim \left( \text{size}_\mathbb{P} f \right)^{\theta_1} \cdot \left( \text{size}_\mathbb{P} g \right)^{\theta_2} \cdot \left( \text{size}_\mathbb{P} h \right)^{\theta_3} \cdot \|f\|_2^{1-\theta_1} \cdot \|g\|_2^{1-\theta_2} \cdot \|h\|_2^{1-\theta_3},$$

where $0 \leq \theta_1, \theta_2, \theta_3 < 1$ and $\theta_1 + \theta_2 + \theta_3 = 1$. 

The quantity \( \text{size}_P \) is similar to a maximal operator:

\[
\text{size}_P f := \sup_{x \in P} \frac{1}{|P|} \int_R |f(x)| \cdot \hat{x}_P^M(x) dx, \quad \text{size}^s_P f := \sup_{x \in P} \frac{1}{|P|} \int_R |f(x)|^s \cdot \hat{x}_P^M(x) dx)^\frac{1}{s}.
\]

Since it involves \( L^1 \) (or \( L^s \)) averages, it represents an \( L^1 \) quantity (respectively \( L^s \)). On the other hand, at the level of the collection of tiles \( \mathbb{P} \), it should be regarded as an \( \ell^\infty \) quantity.

With the purpose of reassembling \( \|f\|_p \) out of an \( L^1 \) quantity and an \( L^2 \) norm, it is natural to work with restricted type functions: that is, functions that are bounded above by characteristic functions of finite-measure sets. We recall that interpolation theory (more precisely \textit{generalized restricted type interpolation}, as it was called in [Thi06]) reduces the general case to that of restricted type functions, a simplification often used in the field.

In tackling the \( L^{q_1} \times L^{q_2} \rightarrow L^q \) boundedness of the bilinear Hilbert transform, there are two cases that are worth a closer look:

(a) the “local \( L^2 \)” case, when \( 2 < q_1, q_2, q' < \infty \)
(b) the general case, when \( 1 < q_1, q_2 \leq \infty \), \( \frac{2}{3} < q < \infty \).

The first case was treated in [LT97], and the second in [LT99]; the methods that apply to situation (a) needed an extra push in order to deal with (b), and one of the additional features was interpolation between the estimates for the bilinear Hilbert transform and those for its adjoints. As we sketch the proof of the boundedness of \( BHT \), we will present the two cases separately, as well as a third situation, when the interpolation of the adjoint operators can be avoided by using a localization technique and additional stopping times.

### 2.1. Generic “size and energy” estimates.

Regarded as a bilinear multiplier, the bilinear Hilbert transform is defined by the symbol \( \text{sgn}(\xi_1 - \xi_2) \), or equivalently (up to adding \( f(x) \cdot g(x) \) and multiplying by a constant) by the symbol \( 1_{\{\xi_1 < \xi_2\}} \). Hence the model operator defined in [L3] is indexed after a family \( \mathbb{P} \) of tri-tiles \( P = (P_1, P_2, P_3) \) which is said to have rank 1. More exactly, each \( P_j = I_P \times \omega_{P_j} \) is a rectangle of area 1, where \( I_P \) is a dyadic interval, while \( \omega_{P_j} \) is in a (possibly) translated dyadic grid, which is considered to be fixed. The rank 1 condition refers to the fact that once one of the \( \omega_{P_{30}} \) is fixed, we know the position of the other \( \omega_{P_j} \) as well. In fact, \( \{\omega_{P_1} \times \omega_{P_2}\} \in \mathbb{P} \) represents a Whitney decomposition of the frequency region \( \{\xi_1 < \xi_2\} \), and in consequence \( \xi_1 \in \omega_{P_1}, \xi_2 \in \omega_{P_2} \), while \( \xi_1 + \xi_2 \in \omega_{P_3} \).

An order relation can be introduced on the collection of time-frequency tiles, which will further allow us to define \textit{tree structures} on the rank-1 collection \( \mathbb{P} \) of tri-tiles.

**Definition 2.** If \( P = I_P \times \omega_P \) and \( P' = I_{P'} \times \omega_{P'} \) are two tiles, we say that

- \( P' \leq P \), if \( I_{P'} \subseteq I_P \) and \( \omega_P \subseteq 3\omega_{P'} \);
- \( P' \leq P \), if \( I_{P'} \subseteq I_P \) and \( \omega_P \subseteq 100C_0\omega_{P'} \), for a fixed constant \( C_0 \);
- \( P' \preceq P \), if \( P' \leq P \) but \( P' \neq P \).

If \( j \in \{1, 2, 3\} \), a \( j \)-tree with top \( P_T = (P_{T,1}, P_{T,2}, P_{T,3}) \) is a subcollection \( T \subseteq \mathbb{P} \) of tri-tiles such that

\[
P_j \preceq P_{T,j} \quad \text{for all} \quad P \in T.
\]

As a consequence of the rank-1 property, if \( T \) is a \( j \)-tree and \( j \in \{1, 2, 3\}, j \neq j' \), we have that \( P_j \preceq P_{T,j} \) for all \( P \in T \). Sometimes, we say that \( T \) is a \( j \)-lacunary tree.

A key step in proving the boundedness of \( BHT \) in [LT99] consists in organizing \( \mathbb{P} \) into collections of trees (which can be thought of as forests, in the spirit of [Fei73]), according
to their sizes. This motivates the concept of size associated to a subcollection $\mathbb{P}^\prime \subseteq \mathbb{P}$: for any $1 \leq j \leq 3$,

$$\text{size}^j_{\mathbb{P}^\prime}(f) := \sup_{T \subseteq \mathbb{P}^\prime} \left( \frac{1}{|I_T|} \sum_{P \in T} |\langle f, \phi_P^j \rangle|^2 \right)^{\frac{1}{2}}, \quad (17)$$

where $T$ ranges over all $j$-lacunary trees $T \subseteq \mathbb{P}^\prime$ (or equivalently, over all trees $T \subseteq \mathbb{P}^\prime$ which are $i$-trees for some $1 \leq i \leq 3, i \neq j$).

Due to John-Nirenberg inequality, the $L^2$-defined size $\text{size}^j_{\mathbb{P}^\prime}(f)$ is equivalent to an $L^{1,\infty}$ quantity

$$\text{size}^j_{\mathbb{P}^\prime}(f) := \sup_{T \subseteq \mathbb{P}^\prime} \frac{1}{|I_T|^{1/2}} \left( \sum_{P \in T} |\langle f, \phi_P^j \rangle|^2 \right)^{\frac{1}{2}} \sim \sup_{T \subseteq \mathbb{P}^\prime} \frac{1}{|I_T|} \left( \sum_{P \in T} |\langle f, \phi_P^j \rangle|^2 \right)^{\frac{1}{2}}, \quad (18)$$

where the sup is considered as before over all $j$-lacunary trees $T \subseteq \mathbb{P}^\prime$. Because of this, and due to the weak type $(1,1)$ boundedness of the square function, we have that

$$\text{size}^j_{\mathbb{P}^\prime}(f) \lesssim \text{size}_{\mathbb{P}^\prime}(f) = \sup_{P \in \mathbb{P}^\prime} \frac{1}{|I_P|} \left( \int_{\mathbb{R}} |f(x)| \cdot \hat{x}^M_\mathbb{P}(x) dx \right),$$

hence $\text{size}^j_{\mathbb{P}^\prime}(f)$, acting on functions, is indeed an $L^1$ quantity.

In [MTT04b], where local compositions of two BHT-like operators were investigated, a concept dual to the size was introduced: given a subcollection $\mathbb{P}^\prime \subseteq \mathbb{P}$,

$$\text{energy}^j_{\mathbb{P}^\prime}(f) := \sup_{n \in \mathbb{Z}} \left( \sum_{T \in \mathcal{T}} |I_T|^n \right)^{\frac{1}{2}}, \quad (19)$$

where $\mathcal{T}$ ranges over all subcollections of $j$-strongly disjoint trees $T \subseteq \mathbb{P}^\prime$ (which are $i$-trees for some $1 \leq i \leq 3, i \neq j$) with the property that

$$\left( \frac{1}{|I_T|} \sum_{P \in T} |\langle f, \phi_P^j \rangle|^2 \right)^{\frac{1}{2}} \geq 2^n - 1,$$

and at the same time, for any subtree $T^\prime \subseteq T, T \in \mathcal{T}$, we have

$$\left( \frac{1}{|I_{T^\prime}|} \sum_{P \in T^\prime} |\langle f, \phi_P^j \rangle|^2 \right)^{\frac{1}{2}} \leq 2^n.$$

As the name suggests, the energy is an $L^2$ quantity and in fact we have that

$$\text{energy}^j_{\mathbb{P}^\prime}(f) \lesssim \|f\|_2.$$

On this account, the estimate (15) of the trilinear form associated with BHT is a consequence of the more general

$$|\Lambda_{\text{BHT},\mathbb{P}}(f,g,h)| \lesssim \left( \text{size}^{(\frac{1}{2})}_\mathbb{P} \right)^{\theta_1} \cdot \left( \text{size}^{(\frac{1}{2})}_\mathbb{P} \right)^{\theta_2} \cdot \left( \text{size}^{(\frac{3}{2})}_\mathbb{P} \right)^{\theta_3} \cdot \left( \text{energy}^{(\frac{1}{2})}_\mathbb{P} \right)^{1-\theta_1} \cdot \left( \text{energy}^{(\frac{1}{2})}_\mathbb{P} \right)^{1-\theta_2} \cdot \left( \text{energy}^{(\frac{3}{2})}_\mathbb{P} \right)^{1-\theta_3}, \quad (19)$$

which holds true whenever $0 \leq \theta_1, \theta_2, \theta_3 < 1$ with $\theta_1 + \theta_2 + \theta_3 = 1$.

Strictly speaking, an earlier version of the energy was introduced in [MTT04a], where a Walsh model of the bi-est operator was studied. This energy was defined as

$$\text{“energy}_{\mathbb{P}}(f) := \sup_{\mathcal{T}} \left( \sum_{T \in \mathcal{T}} \sum_{P \in T} |\langle f, \phi_P \rangle|^2 \right)^{\frac{1}{2}},$$

(where supremum is taken over collections of strongly disjoint trees), and clearly it is larger than $\text{energy}_{\mathbb{P}}(f)$ from (18). In the Walsh case, disjointness of tiles immediately entails orthogonality and hence “energy” $\text{“energy}_{\mathbb{P}}(f) \lesssim \|f\|_2$. But this need not be the case in
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the Fourier setting: “energy $\mathcal{P}(f)$” it is not necessarily bounded above by $\|f\|_2$ (see [Thi06, Chapter 5]). This issue led to the definition of energy as in (18). The lower bound condition which needs to be satisfied by each of the considered trees makes the energy a weak-$L^2$ rather than an $L^2$ quantity.

Now we recall how the general size and energy estimate taking the form of (15) or (19) implies the boundedness of $BHT$, when working with restricted type functions.

**The local $L^2$ case** (a): Given that energy $\mathcal{P}(f) \lesssim \|f\|_2$, we obtain for functions $f,g,h$ satisfying $|f| \leq 1_F, |g| \leq 1_G$ and $|h| \leq 1_H$

\begin{equation}
|\Lambda_{BHT,\mathcal{P}}(f,g,h)| \lesssim |F|^{1-\theta_1/2} |G|^{1-\theta_2/2} |H|^{1-\theta_3/2}.
\end{equation}

Here we can discard the size $\mathcal{P}$ part of (19), since the functions are all bounded above by characteristic functions, and in consequence size $\mathcal{P} \lesssim 1$. Restricted type interpolation then implies the boundedness of $BHT$ in the “local $L^2$” range: $BHT : L^p \times L^q \to L^s$, whenever $2 < p, q, s' < \infty$ with $\frac{1}{p} + \frac{1}{q} = \frac{1}{s'}$.

**Whole range: case** (b): Thanks to restricted weak type interpolation (see [MTT02, Thi06, BMI6, MS13]), the framework can be simplified to the following: given $F,G,H$ measurable sets of finite measure, if suffices to find $H' \subseteq H$ major subset (this means $|H'| > \frac{|H|}{2}$) so that

\begin{equation}
|\Lambda_{F}(f,g,h)| \lesssim |F|^{a_1} \cdot |G|^{a_2} \cdot |H|^{a_3}
\end{equation}

for all functions $f, g$ and $h$ satisfying $|f| \leq 1_F, |g| \leq 1_G$ and $|h| \leq 1_{H'}$, and for various parameters $a_1, a_2, a_3$ with the property that $a_1 + a_2 + a_3 = 1$, $a_1, a_2 \in (0, 1), a_3 \in (-1, 1)$. The numbers $a_1, a_2, a_3$ will stand for reciprocals of Lebesgue exponents $\frac{1}{p}, \frac{1}{q}, \frac{1}{s'}$; since $\frac{2}{3} < s < \infty$, $\frac{1}{s}$ lies inside the interval $(-\frac{2}{3}, 1)$.

The major subset $H'$ is constructed by removing a certain “small” part of $H$ where $\Lambda_{F}(f,g,h)$ is difficult to control: if

\begin{equation}
\Omega := \{ x : \mathcal{M}(1_F)(x) \geq C\frac{|F|}{|H|} \} \cup \{ x : \mathcal{M}(1_G)(x) \geq C\frac{|G|}{|H|} \},
\end{equation}

then we set $H' := H \setminus \Omega$, which is a major subset if $C$ is chosen large enough.
As a consequence, the “sizes” and “energies” can be estimated as follows:

\[
\text{size}_p^1(f) \lesssim \min \left( \frac{|F|}{|H|}, 1 \right), \quad \text{size}_p^2(g) \lesssim \min \left( \frac{|G|}{|H|}, 1 \right), \quad \text{size}_p^3(h) \lesssim 1,
\]

and also \( \text{energy}_p^1(f) \lesssim |F|^{\frac{1}{p}}, \) \( \text{energy}_p^2(g) \lesssim |G|^{\frac{1}{p}}, \) \( \text{energy}_p^3(h) \lesssim |H|^{\frac{1}{p}}. \)

All of the above imply, for any \( 0 \leq a, b \leq 1, \) and any \( 0 \leq \theta_1, \theta_2, \theta_3 < 1 \) with \( \theta_1 + \theta_2 + \theta_3 = 1, \)

\[
|\Lambda_\mathbb{P}(f,g,h)| \lesssim \left( \frac{|F|}{|H|} \right)^{a\theta_1} \cdot \left( \frac{|G|}{|H|} \right)^{b\theta_2} \cdot |F|^{\frac{1}{2} - \frac{\theta_1}{2}} \cdot |G|^{\frac{1}{2} - \frac{\theta_2}{2}} \cdot |H|^{\frac{1}{2} - \frac{\theta_3}{2}} \cdot |H|^{-\frac{\theta_3}{2} - a\theta_1 - b\theta_2}.
\]

This is similar to the estimate \((21)\), which was our goal. However, if we set

\[
a_1 = a\theta_1 + \frac{1 - \theta_1}{2}, \quad a_2 = b\theta_2 + \frac{1 - \theta_2}{2}, \quad a_3 = \frac{1}{2} - \frac{\theta_3}{2} - a\theta_1 - b\theta_2,
\]

the conditions we had on \( \theta_j, a \) and \( b \) imply that

\[(23) \quad |a_1 - a_2| < \frac{1}{2}, \]

and we only obtain \( L^p \) estimates for the Lebesgue exponents presented in Figure \([2]\). A routine check shows that we can obtain \((a_1, a_2, a_3)\) arbitrarily close to any of the points

\[
\left( \frac{1}{2}, 0, \frac{1}{2} \right), \quad \left( 1, \frac{1}{2}, -\frac{1}{2} \right), \quad \left( \frac{1}{2}, 1, \frac{1}{2} \right), \quad \left( 0, 1, \frac{1}{2} \right),
\]

whose convex hull is the region in Figure \([2]\). However, it is impossible to have \((a_1, a_2, a_3)\) close to the points \((1, 0, 0)\) or \((0, 1, 0)\): if \( a_1 \sim 1 \), then necessarily \( a \sim 1, \theta_1 \sim 1 \), which implies \( \theta_2 \sim 0 \) and in consequence \( a_2 \sim \frac{1}{2} \).

In order to obtain the rest of the \( L^p \) estimates (see Figure \([1]\)), we have to use restricted weak type estimates for the adjoints of \( BHT \), and then to interpolate carefully between them.

The adjoint \( BHT^{*,1} \), which is defined by

\[
\Lambda_{BHT^*}(f,g,h) = \Lambda_{BHT^{*,1}}(h,g,f) = \int_\mathbb{R} BHT^{*,1}(h,g)(x)f(x)dx,
\]
is bounded whenever the Lebesgue exponents \((\frac{1}{p}, \frac{1}{q}, \frac{1}{s'})\) are located in the convex hull of
\[
\left(\frac{1}{2}, \frac{1}{2}, 0\right), \quad \left(-\frac{1}{2}, 1, \frac{1}{2}\right), \quad \left(-\frac{1}{2}, \frac{1}{2}, 1\right), \quad \left(\frac{1}{2}, 0, \frac{1}{2}\right).
\]
Similarly, \(BHT^{*,2}\) is bounded if \((\frac{1}{p}, \frac{1}{q}, \frac{1}{s'})\) lie inside the convex hull of
\[
\left(\frac{1}{2}, \frac{1}{2}, 0\right), \quad (1, -\frac{1}{2}, \frac{1}{2}), \quad \left(\frac{1}{2}, -\frac{1}{2}, 1\right), \quad (0, \frac{1}{2}, \frac{1}{2}).
\]
As a result, the trilinear form is bounded whenever \((\frac{1}{p}, \frac{1}{q}, \frac{1}{s'})\) are contained in the convex hull of
\[
(1, -\frac{1}{2}, \frac{1}{2}), \quad (\frac{1}{2}, 1, -\frac{1}{2}), \quad (-\frac{1}{2}, 1, \frac{1}{2}), \quad (-\frac{1}{2}, \frac{1}{2}, 1), \quad (\frac{1}{2}, -\frac{1}{2}, 1),
\]
which includes \(\text{Range}(BHT)\) (compare Figure 1 to Figure 3).

### 2.2. Localization: the helicoidal method at level 0.

We now take a look at the localization principle of \([BM16]\), which proves to be relevant even in the scalar case: a consequence which will be discussed in Section 2.2.1 is that all the known \(L^p\) estimates for \(BHT\) can be obtained without using interpolation of adjoint operators. This localization technique was first designed in \([Ben15]\) for proving the Rubio de Francia inequality for iterated Fourier integrals of Section 1.1 Later it became clear that we can capitalize on the local estimates if we also take into account the operatorial norm, and this led to the helicoidal method. In order to make these ideas clear, we need to introduce the notion of a localized size.

**Definition 3.** If \(I_0\) is a fixed dyadic interval and \(\mathbb{P}(I_0) := \{P \in \mathbb{P} : I_P \subseteq I_0\}\), the localized size is defined by
\[
\tilde{\text{size}}_{\mathbb{P}(I_0)} f := \max \left( \frac{1}{|I_0|} \int_{\mathbb{R}} |f(x)| \cdot \tilde{\chi}_{I_0}^M(x) dx, \sup_{P \in \mathbb{P}(I_0)} \frac{1}{|I_P|} \int_{\mathbb{R}} |f(x)| \cdot \tilde{\chi}_{I_P}^M(x) dx \right).
\]
The difference between this and formula (16) is that here we take into account the average over the interval \(I_0\) as well.

The generic size and energy estimate (19) is re-interpreted locally in the form of the following lemma:

**Lemma 1.** Let \(I_0\) be a dyadic interval, \(F, G, H\) sets of finite measure, \(\mathbb{P}\) a rank-1 collection of tri-tiles and \(\mathbb{P}(I_0) := \{P \in \mathbb{P} : I_P \subseteq I_0\}\). Then we have
\[
(24) \quad |\Lambda_{\mathbb{P}(I_0)}(f, g, h)| \lesssim \left(\tilde{\text{size}}_{\mathbb{P}(I_0)} 1_F\right)^{\frac{1+\theta_1}{2}} \cdot \left(\tilde{\text{size}}_{\mathbb{P}(I_0)} 1_G\right)^{\frac{1+\theta_2}{2}} \cdot \left(\tilde{\text{size}}_{\mathbb{P}(I_0)} 1_H\right)^{\frac{1+\theta_3}{2}} \cdot |I_0|,
\]
for any functions \(f, g, h\) satisfying \(|f| \leq 1_F, |g| \leq 1_G, |h| \leq 1_H\), and any \(0 \leq \theta_1, \theta_2, \theta_3 < 1\), with \(\theta_1 + \theta_2 + \theta_3 = 1\).

**Proof.** Since all the time-frequency tri-tiles have their spatial information concentrated inside \(I_0\) (the \(I_P \subseteq I_0\) assumption), we would expect to have a better estimate for the energy: energy \(\frac{1}{\mathbb{P}(I_0)}(f) \lesssim |f \cdot \hat{\chi}_{I_0}|_2\). This is indeed the case, as we will see shortly (although formulated in a different way, this represented a central estimate in \([MTT02]\)). Such an inequality, together with (19), immediately imply the local estimate above since \(\frac{1}{2} \cdot \frac{1+\theta_1}{2} + \frac{1-\theta_2}{2} + \frac{1-\theta_3}{2} = 1\) and
\[
\text{energy} \frac{1}{\mathbb{P}(I_0)}(f) \lesssim \|f \cdot \hat{\chi}_{I_0}\|_2 \lesssim \|1_F \cdot \hat{\chi}_{I_0}\|_2 \lesssim \left(\tilde{\text{size}}_{\mathbb{P}(I_0)} 1_F\right)^{\frac{1}{2}} \cdot |I_0|^{\frac{1}{2}}.
\]
We outline the ideas behind the estimate energy \( p(I_0) (f) \lesssim \| f \cdot \tilde{\chi}_{I_0} \|_2 \), as they appeared in [MTT02]. We pick \( n \in \mathbb{Z} \) and \( T \) a collection of disjoint trees as in the energy definition from [18]. Then we have

\[
(\text{energy } p(I_0) (f))^2 \sim 2^{2n} \sum_{T \in T} |I_T|,
\]

and it will be enough to show

\[
\sum_{T \in T} \sum_{P \in T} |\langle f, \phi_P \rangle|^2 \lesssim 2^n \left( \sum_{T \in T} |I_T| \right)^{\frac{1}{2}} \| f \cdot \tilde{\chi}_{I_0} \|_2.
\]

Following a \( TT^* \)-like argument, this reduces to proving

\[
(25) \quad \| \left( \sum_{T \in T} \sum_{P \in T} \langle f, \phi_P \rangle \phi_P \right) \tilde{\chi}_{I_0}^\ast \|_2 \lesssim 2^n \left( \sum_{T \in T} |I_T| \right)^{\frac{1}{2}}.
\]

Note that on the left hand side we are multiplying by \( \tilde{\chi}_{I_0}^\ast \), a function which grows like \( (\text{dist } (x,I_0))^N \) away from \( I_0 \). In the classical case, when we want to prove energy \( p(f) \lesssim \| f \|_2 \), such an expression doesn’t appear and the proof relies only on orthogonality. In order to prove (25), we will also use space or frequency decay.

As prescribed in [MTT02], we should aim to prove for any \( I \subseteq I_0 \)

\[
\| \left( \sum_{T \in T} \sum_{P \in T} \langle f, \phi_P \rangle \phi_P \right) \tilde{\chi}_{I_0}^\ast \|_{L^2(\mathbb{R} \setminus 2I_0)} \lesssim \frac{|I|^3}{|I_0|^3} 2^{2n} \left( \sum_{T \in T} |I_T| \right).
\]

At the end of a straightforward calculation, this would immediately yield (25), since on \( 2I_0 \) the function \( \tilde{\chi}_{I_0}^\ast \) is constant. On \( \mathbb{R} \setminus 2I_0 \) we use a smooth decomposition of \( \tilde{\chi}_{I_0}^\ast \) (see for example [MS13]):

\[
\tilde{\chi}_{I_0}^\ast = \sum_{\kappa \geq 1} 2^{\frac{N}{2} \kappa} \tilde{\chi}_{I_0, \kappa}^\ast,
\]

where \( \tilde{\chi}_{I_0, \kappa}^\ast \) is a smooth function adapted to the set \( 2^{\kappa+1}I_0 \setminus 2^\kappa I_0 \). This allows for a simplification in the \( \| \cdot \|_{L^2(\mathbb{R} \setminus 2I_0)} \) norm, since now we need an upper bound for

\[
\| \left( \sum_{T \in T} \sum_{P \in T} \langle f, \phi_P \rangle \phi_P \right) \tilde{\chi}_{I_0}^\ast \|_{L^2(\mathbb{R})},
\]

albeit with a \( 2^{-\kappa(N+1)} \) decay. Such an expression is easier to work with, as it equals

\[
\sum_{T \in T} \sum_{P \in T} \sum_{T' \in T'} \sum_{P' \in T'} \langle f, \phi_P \rangle \langle f, \phi_{P'} \rangle \int_\mathbb{R} \phi_P(x) \overline{\phi_{P'}(x)} \tilde{\chi}_{I_0}^2(x) dx,
\]

and we already know that \( |\langle f, \phi_P \rangle| \lesssim 2^n |I_P|^{\frac{1}{2}} \) and similarly for \( P' \). We fix \( P \in T \) a tile; this will imply that all other tiles \( P' \) with \( I_{P'} = I = I_P \) come from different trees and all the frequency intervals \( \omega_{P'} \) are mutually disjoint. By translation invariance we can also assume \( \omega_P \) is centered at 0. Using integration by parts \( M \) times, we obtain that

\[
| \int_\mathbb{R} \phi_P(x) \overline{\phi_{P'}(x)} \tilde{\chi}_{I_0}^2(x) dx | = \left| \int_\mathbb{R} \Phi_P^M(x) \frac{d^M}{dx^M} \tilde{\chi}_{I_0}^2(x) dx \right| \lesssim (|I| \text{ dist } (\omega_P, \omega_{P'}))^{-M} \left( \frac{|I|}{|I_0|} \right)^{M-1} 2^{-M \kappa}.
\]
Above \( \frac{dM}{dx} \Phi_{P}^{[M]}(x) = \phi_{P}(x)\overline{\phi_{P'}}(x) \) and because the Fourier transform of \( \phi_{P}(x)\overline{\phi_{P'}}(x) \) is supported on the set \(|\xi| \sim |\omega_{P}| = \text{dist} (\omega_{P}, \omega_{P'})\), we have

\[
|\Phi_{P}^{[M]}(x)| \lesssim |I|^{-1} \text{dist} (\omega_{P}, \omega_{P'})^{-M}.
\]

Because of the frequency disjointness, we can clearly sum in \( P' \) an eventually we obtain

\[
\| \left( \sum_{T \in T} \sum_{P \in T} (f, \phi_{P}) \phi_{P'} \right) \tilde{\chi}_{I_{0}} \|_{L^{2}(\mathbb{R})}^{2} \lesssim 2^{\kappa(N-M)} \frac{|I|^{3}}{|I_{0}|^{3}} 2^{2n} \left( \sum_{T \in T} |I_{T}| \right)
\]

Afterwards we sum in \( \kappa \) (we just choose \( M > N + 10 \)) and over \( I \subseteq I_{0} \) to obtain (25). \( \square \)

2.2.1. Avoiding interpolation of adjoint operators. We take another look at the \( L^{p} \) estimates for \( BHT \); that is, we want to deduce the estimate (21) by making use of Lemma 11 instead of the generic estimate (19) (although Lemma 11 is a consequence of the latter).

We will see that there is a way of recovering all the known \( L^{p} \) estimates for \( BHT \) without using the adjoint operators \( BHT^{*,1} \) and \( BHT^{*,2} \).

The localization Lemma 11 is efficient only if the intervals \( I_{0} \) satisfy certain conditions. Hence localization coordinates with a (triple) stopping time and generates a new partition of the collection of tiles \( \mathbb{P} \). Each piece can be estimated in a precise way, and interpolation with the adjoint operators can be avoided. A similar principle of localization (and an underlying stopping time enclosed in the definition of super level measures) is used in [Ura16] for defining iterated outer measures. This doubles the number of stopping times, but allows for a formulation of Carleson embeddings in any \( L^{p} \) range, \( 1 < p < \infty \).

In order to prove the boundedness of \( BHT \), we start with \( F, G, H \) sets of finite measure, and we construct the major subset as before \( H' := H \setminus \Omega \), where \( \Omega \) is again defined by (22).

We want to obtain, for any functions \( f, g, h \) satisfying \( |f| \leq 1_{F}, |g| \leq 1_{G} \) and \( |h| \leq 1_{H'} \), the estimate

\[
|\Lambda_{\mathbb{P}}(f, g, h)| \lesssim |F|^{a_{1}} |G|^{a_{2}} |H|^{a_{3}},
\]

where \((a_{1}, a_{2}, a_{3})\) can be chosen arbitrarily close to any tuple \((\frac{1}{p}, \frac{1}{q}, \frac{1}{s})\), with \((p, q, s) \in \text{Range}(BHT)\).

We are going to describe a procedure for selecting the relevant dyadic intervals and the associated collections of tiles. \( \mathbb{P}_{\text{Stock}} \) denotes the collection of tiles available at the moment of the selection. Also, \( \mathcal{D}_{\text{Stock}} \) denotes the collection of dyadic intervals \( I \) for which there exists some \( P \in \mathbb{P}_{\text{Stock}} \) with \( I_{P} \subseteq I \).

Here we assume that all the tiles in \( \mathbb{P} \) satisfy \( I_{P} \cap \Omega^{c} \neq \emptyset \). This will imply that \( \tilde{\text{size}}_{\mathbb{P}} 1_{F} \lesssim \min \left( C \frac{|F|}{|H|}, 1 \right) \); if not, we need to make another decomposition \( \mathbb{P} := \bigcup_{d \geq 0} \mathbb{P}_{d} \), where

\[
\mathbb{P}_{d} =: \{ P \in \mathbb{P} : 1 + \frac{\text{dist} (I_{P}, \Omega^{c})}{|I_{P}|} \sim 2^{d} \}.
\]

This will imply that

\[
\tilde{\text{size}}_{\mathbb{P}_{d}} 1_{F} \lesssim 2^{d} \min \left( 1, \frac{|F|}{|H|} \right), \quad \tilde{\text{size}}_{\mathbb{P}_{d}} 1_{G} \lesssim 2^{d} \min \left( 1, \frac{|G|}{|H|} \right), \quad \text{and} \quad \tilde{\text{size}}_{\mathbb{P}_{d}} 1_{H'} \lesssim 2^{-Md}.
\]

Because of the fast decay in the \( \tilde{\text{size}}_{\mathbb{P}_{d}} 1_{H'} \) estimate, the summation in \( d \) is not problematic, except for some technical difficulties which we are going to avoid essentially by assuming that \( d = 0 \).
To start with, we initialize $P_{\text{Stock}} := P$, and let $S^1_1$ be the collection of maximal dyadic intervals $I_0 \in D_{\text{Stock}}$ so that
\[
\frac{1}{|I_0|} \int_{\mathbb{R}} 1_F \cdot \tilde{\chi}_{I_0} dx > \frac{1}{2} \min \left( \frac{|F|}{|H|}, 1 \right).
\]
Then we reset $P_{\text{Stock}} := P_{\text{Stock}} \setminus \bigcup_{I_0 \in S^1_1} \{ P \in P : I_P \subseteq I_0 \}$.

Next, we define $S^2_1$ to be the collection of maximal intervals $I_0 \in D_{\text{Stock}}$ with the property that
\[
\frac{1}{|I_0|} \int_{\mathbb{R}} 1_F \cdot \tilde{\chi}_{I_0} dx > \frac{1}{2^2} \min \left( \frac{|F|}{|H|}, 1 \right).
\]
We continue the procedure until the collection $P$ of tri-tiles is exhausted, i.e. until $P_{\text{Stock}} = \emptyset$. This will produce collections of intervals $S^1_1, \ldots, S^k_1, \ldots$, whose union we denote by $S_1$.

Similarly, and independently, we construct
\[
S^2 := \bigcup_{k=1}^{\infty} S^2_k \text{ associated to the function } 1_G, \text{ and}
\]
\[
S^3 := \bigcup_{k=1}^{\infty} S^3_k \text{ associated to } 1_{H'}.
\]
Each of $S_1, S_2, S_3$ determines a natural decomposition of the initial collection $P$ as
\[
P := \bigcup_{S_j \in S_j} P_{S_j}, \quad \text{for every } 1 \leq j \leq 3,
\]
where by $P_{S_j}$ we mean the collection of tritiles $P \in P_j$ such that $I_P \subseteq S_j$ and there exists no other $S'_j \in S_j$ so that $I_P \subseteq S'_j \subseteq S_j$. If $S_1 \in S^k_1$, we deduce, from the selection algorithm, that
\[
\tilde{\text{size}}_{P_{S_1}} 1_F \lesssim 2^{-k} \min \left( \frac{|F|}{|H|}, 1 \right).
\]
In the same way, if $S_2 \in S^k_2$, then
\[
\tilde{\text{size}}_{P_{S_2}} 1_G \lesssim 2^{-k} \min \left( \frac{|G|}{|H|}, 1 \right),
\]
and if $S_3 \in S^k_3$, then $\tilde{\text{size}}_{P_{S_3}} 1_{H'} \lesssim 2^{-k}$.

In addition, each of the collections $S_j$, for $1 \leq j \leq 3$, is a Cantor-like set, or has a Carleson packing property (as referred in [AHM+02]):
\[
\text{(26) if } S_0 \in S_j, \text{ then } \sum_{S \subseteq S_j, S \subseteq S_0} |S| \leq \tilde{C} |S_0|.
\]

This is because every $S^k_j$ represents a part of a maximal covering of the level set of $M(f)$, where $f$ is one of the functions $1_F, 1_G$ or $1_{H'}$. A proof can be found in Proposition 14, [BM17b]. The geometrical structure of the collection $S_j$ is illustrated in Figure 4.

**Figure 4.** Geometry of the collections of intervals $S^k$
The trilinear form associated to the model operator $BHT_\varphi$ can be estimated by

$$|\Lambda_{BHT,\varphi}(f, g, h)| \lesssim \sum_{n_1, n_2, n_3 \geq 0} \sum_{S_j \in S_{n_j}^3} \sum_{S_2 \in S_{n_2}^2} \sum_{S_3 \in S_{n_3}^3} \frac{1}{|P|^{|1/2|}} |\langle f, \phi_{P_1}^1 \rangle \langle g, \phi_{P_2}^2 \rangle \langle h, \phi_{P_3}^3 \rangle|$$

$$\lesssim \sum_{j=1}^3 \sum_{n_j \geq 0} \sum_{S_j \in S_{n_j}^3} 2^{-\frac{n_1(1+\theta_1)}{2}} \cdot 2^{-\frac{n_2(1+\theta_2)}{2}} \cdot 2^{-\frac{n_3(1+\theta_3)}{2}} \cdot \min \left(\left(\frac{|F|}{|H|}\right)^{1+\theta_1}, \left(\frac{|G|}{|H|}\right)^{1+\theta_2}, \left(\frac{|H|}{|F|}\right)^{1+\theta_3}\right) |S_1 \cap S_2 \cap S_3|.$$ 

Now we need to estimate the sum of the spatial supports; first, we note that

$$\sum_{S_j \in S_{n_j}^3} |S_1 \cap S_2 \cap S_3| \lesssim \sum_{S_1 \in S_{n_1}^1} |S_1| \lesssim 2^{n_1} \cdot \min \left(\left(\frac{|F|}{|H|}\right)^{1}, \left(\frac{|G|}{|H|}\right)^{1}, \left(\frac{|H|}{|F|}\right)^{1}\right)^{-1} |F|.$$ 

Similarly,

$$\sum_{S_j \in S_{n_j}^3} |S_1 \cap S_2 \cap S_3| \lesssim 2^{n_2} \cdot \min \left(\left(\frac{|G|}{|H|}\right)^{1}, \left(\frac{|H|}{|F|}\right)^{1}\right)^{-1} |G|,$$

$$\sum_{S_j \in S_{n_j}^3} |S_1 \cap S_2 \cap S_3| \lesssim 2^{n_3} \cdot |H|.$$ 

So in fact, we can use the geometric mean of the three expressions above: if $0 \leq \alpha_1, \alpha_2, \alpha_3 \leq 1$, with $\alpha_1 + \alpha_2 + \alpha_3 = 1$, we have

$$\sum_{S_j \in S_{n_j}^3} |S_1 \cap S_2 \cap S_3| \lesssim 2^{n_1 \alpha_1} 2^{n_2 \alpha_2} 2^{n_3 \alpha_3} \min \left(\left(\frac{|F|}{|H|}\right)^{1}, \left(\frac{|G|}{|H|}\right)^{1}, \left(\frac{|H|}{|F|}\right)^{1}\right)^{\alpha_1} |F|^{\alpha_1} \cdot \min \left(\left(\frac{|G|}{|H|}\right)^{1}, \left(\frac{|H|}{|F|}\right)^{1}\right)^{\alpha_2} |G|^{\alpha_2} \cdot |H|^{\alpha_3}.$$ 

This implies that

$$|\Lambda_{BHT,\varphi}(f, g, h)| \lesssim |F|^{\alpha_1} \cdot |G|^{\alpha_2} \cdot |H|^{\alpha_3}$$

for any $0 \leq a, b \leq 1$, provided that

$$\frac{1 + \theta_1}{2} > \alpha_1, \quad \frac{1 + \theta_2}{2} > \alpha_2, \quad \frac{1 + \theta_3}{2} > \alpha_3.$$ 

The condition above ensures the convergence of the exponential series, and indeed it is possible to find such $\alpha_j$ because $\frac{1 + \theta_1}{2} + \frac{1 + \theta_2}{2} + \frac{1 + \theta_3}{2} = 2$, while $\alpha_1 + \alpha_2 + \alpha_3 = 1$.

If $a_1 = a \left( \frac{1 + \theta_1}{2} - \alpha_1 \right) + \alpha_1$, $a_2 = b \left( \frac{1 + \theta_2}{2} - \alpha_2 \right) + \alpha_2$ and $a_3 = c - a \left( \frac{1 + \theta_3}{2} - \alpha_1 \right) - b \left( \frac{1 + \theta_2}{2} - \alpha_2 \right)$, it remains to check that we can choose them arbitrarily close to any of the points

$$(1, 0, 0), \quad (0, 1, 0), \quad (0, 0, 1), \quad (1, \frac{1}{2}, -\frac{1}{2}), \quad \left(\frac{1}{2}, 1, -\frac{1}{2}\right),$$

since the convex hull of these points represents exactly $\text{Range}(BHT)$.

This is surely possible. For example, in order to have $(a_1, a_2, a_3)$ arbitrarily close to $(1, 0, 0)$, we can choose $a = 1$, $b = 0$, $\theta_1 \sim 1$, which implies $\theta_2 \sim 0$, $\theta_3 \sim 0$. Then we further choose $\alpha_2 \sim 0$ and $\alpha_3 \sim 0$, which agrees with the constraint (27).
2.3. Connections with outer measures. We’ve seen the role played by the generic size and energy estimate
\[ |A_{BHT;\mathbb{P}}(f_1, f_2, f_3)| \lesssim (\text{size}_{\mathbb{P}} f_1)^{\theta_1} \cdot (\text{size}_{\mathbb{P}} f_2)^{\theta_2} \cdot (\text{size}_{\mathbb{P}} f_3)^{\theta_3} \]
\[ \cdot (\text{energy}_{\mathbb{P}} f_1)^{1-\theta_1} \cdot (\text{energy}_{\mathbb{P}} f_2)^{1-\theta_2} \cdot (\text{energy}_{\mathbb{P}} f_3)^{1-\theta_3}. \]

In particular, for functions bounded above by characteristic functions of sets of finite measure, it implies the following:

(a) In the “local $L^2$” case, when $2 \leq p, q, s' < \infty$, we can ignore the “size” and deduce the regular estimate $BHT : L^p \times L^q \to L^s$ by using solely restricted type interpolation, as in (20); there is no requirement to remove an exceptional set.

(b) In order to prove all known estimates for $BHT$, we need to make use of both the energy and the size, the latter having to be evaluated on certain level sets. For that reason, we assume $|f_j| \leq 1_{E_j}$, and we carry out the analysis on subcollections $\mathbb{P}_#$ having the property that $\text{size}_{\mathbb{P}_#} 1_{E_j} \lesssim |E_j|$. Nevertheless, we still have the constraint $\left| \frac{1}{p_1} - \frac{1}{p_2} \right| < \frac{1}{2}$ and in consequence, we need to use multilinear interpolation between adjoint operators.

(c) The local estimate (24) combines together the size and energy information, and the interpolation between adjoint operators is not necessary anymore. Instead, it is replaced by an additional stopping time.

Next, we will rewrite some of the arguments presented earlier in a different language. This is mainly motivated by the remarks (a)-(c), in an attempt to bring to light certain pre-existing structures. For this purpose, we define
\[ \|F_j\|_{\mathcal{X}^{\theta_j}_{\text{mock}}} := (\text{size}_{\mathbb{P}} f_j)^{\theta_j} \cdot (\text{energy}_{\mathbb{P}} f_j)^{1-\theta_j}, \]
where $\frac{1}{\theta_j} = \frac{\theta}{\infty} + \frac{1-\theta}{2}$, while for every $1 \leq j \leq 3$, $F_j$ is a function defined on the collection of tiles $\mathbb{P}$, and which depends on $f_j$:
\[ F_j(P) = \langle f_j, \phi_P \rangle, \quad \text{for all } P \in \mathbb{P}. \]

Notice that $\|F_j\|_{\mathcal{X}^{\theta_j}_{\text{mock}}}$ resembles an interpolation quantity between $\text{size}_{\mathbb{P}} f_j$ and $\text{energy}_{\mathbb{P}} f_j$, and this is consistent with the earlier intuition: $\text{size}_{\mathbb{P}} f_j$ is an $L^{\infty}$-type quantity as a supremum of averages taken over a certain collection of intervals, while $\text{energy}_{\mathbb{P}} f_j$ is an $L^{2,\infty}$-type quantity.

Certainly, the functions $F_j$ need not be defined on the collection $\mathbb{P}$ of tri-tiles, but rather on the $j^{th}$ coordinate projection of $\mathbb{P}$:
\[ \mathbb{P}_j := \{I_P \times \omega_{P_j} : P = (I_P \times \omega_{P_1}, I_P \times \omega_{P_2}, I_P \times \omega_{P_3}) \in \mathbb{P} \}. \]

However, we need to understand the interactions of the tri-tiles in the collection $\mathbb{P}$ (summarized in the estimate (19)) before moving on to studying the collections $\mathbb{P}_j$. We abuse notation and denote by $\mathbb{P}$ any of the collections $\mathbb{P}_j$; it will be clear from the context whether it is a collection of tiles (which is the case when considering $\mathcal{L}^q_{\text{mock}}$ spaces) or tri-tiles (this corresponds to the analysis of the bilinear operator or of its associated trilinear form).

With these notations, the main inequality (19) reads as
\[ |A_{BHT;\mathbb{P}}(f_1, f_2, f_3)| \lesssim \|F_1\|_{\mathcal{X}^{\theta_1}_{\text{mock}}} \|F_2\|_{\mathcal{X}^{\theta_2}_{\text{mock}}} \|F_3\|_{\mathcal{X}^{\theta_3}_{\text{mock}}}, \]
and we are left with proving
\[ \|F_1\|_{\mathcal{X}^{\theta_1}_{\text{mock}}} \|F_2\|_{\mathcal{X}^{\theta_2}_{\text{mock}}} \|F_3\|_{\mathcal{X}^{\theta_3}_{\text{mock}}} \lesssim \|f_1\|_{p_1} \|f_2\|_{p_2} \|f_3\|_{p_3}, \]
where $2 \leq q_j \leq \infty$, $\frac{1}{q_1} + \frac{1}{q_2} + \frac{1}{q_3} = 1, \frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = 1$.

We need to understand how $\|f_j\|_{\mathcal{F}^q_{\text{mock}}}^q$ relates to $\|f_j\|_{p_j}$. But this is precisely what we described earlier for restricted-type functions, in the proofs of the cases (a) and (b): under the assumption that $|f| \leq 1_E$, we showed estimates of the type

$$(\text{size}_p f)^\theta (\text{energy}_{p} f)^{1-\theta} \lesssim |E|^\frac{1}{p} = \|1_E\|_p.$$ 

As it often happens when studying the behavior of an operator through the associated multilinear form, the last function $f_3$ plays the role of a testing function, used to linearize an $L^{s, \infty}$ norm of the operator (see Lemma 2.6 of [MS13]). In fact, we require that $1 < p_1, p_2 \leq \infty$, and $p_3$ is so that $\frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = 1$, $-\frac{1}{2} < p_3 \leq \infty$. For these reasons, it suffices to examine the $L^{p_j} \mapsto \mathcal{F}^q_{\text{mock}}$ Carleson embedding for $j = 1, 2$.

We present the corresponding Carleson embeddings from the cases (a) and (b) in the next Propositions:

**The case $2 < p = q$:** In the “local $L^{2n}$” case (when $2 < p_j = q_j \leq \infty$), as mentioned in (a), we discard the size and obtain immediately, for $q > 2$ and a function $f$ satisfying $|f| \leq 1_E$, the following:

$$\|F\|_{\mathcal{F}^q_{\text{mock}}} \lesssim |E|^{\frac{1}{q}}, \quad \text{where} \quad \frac{1}{q} = \frac{1-\theta}{2} < \frac{1}{2}.$$ 

We can formulate this as:

**Proposition 1.** Let $2 < q \leq \infty$ and let $f$ be a function so that $|f| \leq 1_E$. Then

$$\|F\|_{\mathcal{F}^q_{\text{mock}}} \lesssim |E|^{\frac{1}{q}}.$$ 

This is an $L^q \mapsto \mathcal{F}^q_{\text{mock}}$ Carleson embedding “above $L^{2n}$” for restricted-type functions.

**The case $p < 2$:** This situation is especially interesting because it arises in the study of the bilinear Hilbert transform, when at least one of $p_1, p_2 < 2$, while $\frac{1}{p_1} + \frac{1}{p_2} > \frac{3}{2}$, and we can’t do without using the sizes as well as the energies.

**Proposition 2.** Assume that $|f| \leq 1_E$ and $\text{size}_p(f) \leq \#|E|$. Then

$$\|F\|_{\mathcal{F}^q_{\text{mock}}} \lesssim \#^\frac{1}{q} f - \frac{1}{q} |E|^\frac{1}{p},$$ 

whenever $q' \leq p < 2$. That is, we have an $L^p \mapsto \mathcal{F}^q_{\text{mock}}$ Carleson embedding “below $L^{2n}$”, for restricted-type functions, provided $q' \leq p < 2$.

**Proof.** The proof is straightforward: since $|f| \leq 1_E$, we actually have $\text{size}_p f \lesssim \min(1, \#|E|)$, and in consequence,

$$\|F\|_{\mathcal{F}^q_{\text{mock}}} \lesssim (\text{size}_p f)^a (\text{energy}_p f)^{1-a} \lesssim \min(1, \#|E|)^a \cdot |E|^{\frac{1}{p-a}}.$$ 

for any $0 \leq a \leq \theta = \frac{1}{q} - \frac{1}{q'}$ (since $\frac{1}{q} = \frac{1-\theta}{2}$). If we set

$$a = \frac{1}{p} - \frac{1}{q} \leq \frac{1}{q'} - \frac{1}{q}$$

we obtain the conclusion. Note that $0 \leq a \leq \frac{1}{q} - \frac{1}{q}$ is equivalent to $q' \leq p < 2 < q$. □
Now, if we want to use the Carleson embedding below $L^2$ in order to deduce (30) from (29), we note that we still have the constraint
\[
\left| \frac{1}{p_1} - \frac{1}{p_2} \right| \leq \frac{1}{2}
\]
which is similar to (23). This is because we assume $\frac{1}{q_1} \leq \frac{1}{p_1} < \frac{1}{q_2}$, $\frac{1}{q_2} \leq \frac{1}{p_2} < \frac{1}{q_2}$, and in consequence $\left| \frac{1}{p_1} - \frac{1}{p_2} \right| \leq \frac{1}{q_3} < \frac{1}{2}$ (all the $L^q_{\text{mock}}$ spaces are well defined only for $q > 2$).

Using the localization, however, we are able to obtain directly the full range of boundedness for $BHT$. This was presented in Section 2.2.1.

In Proposition 2, the assumption $\text{size}_P(f) \leq \# |E|$ is a remnant of the fact that historically we assume all the tiles in $\mathbb{P}$ are away from the exceptional set. But the following is also true (and the proof is identical):

**Proposition 2.** Assume that $|f| \leq 1_E$ and $\tilde{\text{size}}_P(f) \leq \tilde{\#}$. Then
\[
\|F\|_{L^q_{\text{mock}}} \lesssim \min(\tilde{\#}, 1)^{1 - \frac{2}{q}} |E|^{\frac{1}{q}}.
\]

In order to have an $L^p$ norm of $1_E$ on the right hand side of (31), it is natural to consider $\tilde{\#} = \# |E|$, in which case we recover the result of Proposition 2.

**Localized Carleson embeddings.** Recall that in order to prove direct estimates for $BHT$, the “global” size and energy lemma was inefficient, and we used instead (infinitely many times, through three additional stopping times) a “local” version of it. Consequently, there is also a natural “local Carleson embedding” inherently associated to it and which we will present next.

We let $I_0$ be a fixed dyadic interval and $\mathbb{P}(I_0)$ represents
\[
\mathbb{P}(I_0) := \{ P \in \mathbb{P} : I_P \subseteq I_0 \}.
\]

We recall that $\mathbb{P}$, $\mathbb{P}(I_0)$ are collection of tiles, and $F : \mathbb{P} \mapsto \mathbb{C}$ is a function defined on $\mathbb{P}$. Then
\[
\|F\|_{L^q_{\text{mock}}; I_0} := \|F \cdot 1_{\mathbb{P}(I_0)}\|_{L^q_{\text{mock}}}.
\]

**Proposition 3.** If $I_0$ is a fixed dyadic interval, $f$ a function satisfying $|f| \leq 1_E$ and $\tilde{\text{size}}_{\mathbb{P}(I_0)}(f) \leq \# |E|$, then
\[
\|F\|_{L^q_{\text{mock}}; I_0} \lesssim (|E|)^{\frac{1}{q'}} |I_0|^{\frac{1}{q}},
\]
for any $q' \leq p$.

**Proof.** Following the result in Lemma 1 we have that
\[
\text{energy}_{\mathbb{P}(I_0)}(f) \lesssim \|f \cdot \tilde{x}_{I_0}\|_2 \lesssim (\tilde{\text{size}}_{\mathbb{P}(I_0)}(f) \cdot |I_0|)^{\frac{1}{2}}.
\]

This implies
\[
\|F\|_{L^q_{\text{mock}}; I_0} \lesssim (\tilde{\text{size}}_{\mathbb{P}(I_0)} 1_E)^{\frac{1-q}{2}} \cdot |I_0|^{\frac{1-q}{2}} = (\tilde{\text{size}}_{\mathbb{P}(I_0)} 1_E)^{\frac{1}{q'}} \cdot |I_0|^{\frac{1}{q'}}
\]
\[
\lesssim (\tilde{\text{size}}_{\mathbb{P}(I_0)} 1_E)^{\frac{1}{q'}} \cdot |I_0|^{\frac{1}{q'}} \lesssim (|E|)^{\frac{1}{q'}} \cdot |I_0|^{\frac{1}{q'}}.
\]

Hence we are done: upon localization onto the interval $I_0$, there is a way of controlling $\|F\|_{L^q_{\text{mock}}; I_0}$, which is only defined for $q > 2$, by an $L^p$ norm of $f$ (represented by $|E|^{\frac{1}{p'}}$) for $q' \leq p < 2$, provided the collection $\mathbb{P}(I_0)$ also satisfies $\tilde{\text{size}}_{\mathbb{P}(I_0)}(1_E) \leq \# |E|$.

A similar result is available if we assume that $\tilde{\text{size}}_P(f) \lesssim \tilde{\#}$.
Proposition 3. If $I_0$ is a fixed dyadic interval, $f$ a function satisfying $|f| \leq 1_E$ and 
$\text{size}_{\mathbb{P}(I_0)}(f) \leq \#$, then 
$$
\|F\|_{L_{\text{mock},I_0}^q} \leq \min(\#^\frac{1}{q}, 1) \frac{1}{\#^\frac{1}{q}} |I_0|^{\frac{1}{q}}.
$$

Outer measure spaces. Let $F : \mathbb{P} \to \mathbb{C}$ be defined by $F(P) = \langle f, \phi_P \rangle$, as before. From 
definition (28), it is apparent that $\|F\|_{L_{\text{mock}}^q}$ represents an interpolation quantity between 
$\text{size}_\mathbb{P}(f)$ and $\text{energy}_\mathbb{P}(f)$, and none of them suffices individually for obtaining the whole 
range of boundedness for $BHT$. They can also be regarded as $L^\infty$ and respectively $L^{2,\infty}$ 
“norms” of $F$, the function defined on the collection $\mathbb{P}$ of tiles. This can be made precise, 
as it was done in [DT15], where the outer measure $\mathcal{L}^q(\mathbb{P}, \sigma, S)$ spaces were introduced. 

Supporting the point of view that averages rather than pointwise values describe the be-

havior of a function, the $L^p$ theory for outer measure spaces of [DT15] starts out with 
predefined averages over the generating sets of the outer measure. These predefined aver-
geages are very much related to the sizes and energies of the previous sections: $\|F\|_{L^\infty(\mathbb{P}, \sigma, S)}$ 
represents a substitute for size $\text{size}_\mathbb{P}(f)$, and $\|F\|_{L^{2,\infty}(\mathbb{P}, \sigma, S)}$ replaces energy $\text{energy}_\mathbb{P}(f)$.

Moreover, for $2 < q < \infty$, $\mathcal{L}^q(\mathbb{P}, \sigma, S)$ serves as an interpolation space between 
$\mathcal{L}^{2,\infty}(\mathbb{P}, \sigma, S)$ and $\mathcal{L}^\infty(\mathbb{P}, \sigma, S)$ and satisfies 
$$
\|F\|_{\mathcal{L}^q(\mathbb{P}, \sigma, S)} \lesssim \|F\|_{\mathcal{L}^{\infty}(\mathbb{P}, \sigma, S)}^{\frac{\theta}{q}} \cdot \|F\|_{\mathcal{L}^{2,\infty}(\mathbb{P}, \sigma, S)}^{1-\frac{\theta}{q}} \cdot \|F\|^\frac{1}{\infty},
$$

where $\frac{1}{q} = \frac{1 - \theta}{2} + \frac{\theta}{\infty}$.

Via an outer measure Hölder inequality, the study of the trilinear form from (21) can be 
reduced to that of Carleson embeddings. This was the case also earlier, when we were 
working with the $L_{\text{mock}}^q$ formalism. Hence we will be focusing in the remainder of 
the section mostly on Carleson embeddings, presenting the three cases discussed previously in 
(3) - (5).

Here $\mathbb{P}$ is a (possibly finite) collection of time-frequency tiles $P = I_P \times \omega_P$, as described in 
the beginning of Section 2.1. The collection generating the outer measure is 
$$
\mathbb{E} := \{ T \subseteq \mathbb{P} : T \text{ is a lacunary tree } \},
$$

and for any tree $T \in \mathbb{E}$, we set $\sigma(T) = |I_T|$. Then the outer measure generated by $\sigma$, 
denoted $\mu$, is defined for any $\mathbb{P}' \subseteq \mathbb{P}$ by:

$$
\mu(\mathbb{P}') := \inf \{ \sum_{T \in T' \subseteq \mathbb{E}} |I_T| : \mathbb{P}' \subseteq \mathbb{P}_{T'} := \bigcup_{T \in T'} T \}.
$$

That is, we consider the infimum over all collections of lacunary trees that cover $\mathbb{P}'$. It 
turns out this is comparable to 
$$
\mu_s(\mathbb{P}') := \sup \{ \sum_{T \in T' \subseteq \mathbb{E}} |I_T| : \mathbb{P}' = \bigcup_{T \in T'} T, \text{ and } T' \text{ is a collection of disjoint trees} \},
$$

which would be the equivalent of an inner measure on $\mathbb{P}$. If $F : \mathbb{P} \to \mathbb{C}$, then its $L^2$ size is 
a function on $\mathbb{E}$ defined by 
$$
S_2(F)(T) := \left( \frac{1}{|I_T|} \sum_{P \subseteq T} |F(P)|^2 \right)^{\frac{1}{2}} = \|F\|_{L_2(|I_T|^{-1})}.
$$

Also, $S_\infty(F)(T) := \sup_{P \subseteq T} \frac{|F(P)|}{|I_P|^{1/2}}$.

The size, i.e. the function which determines the predefined averages on the generating 
collection $\mathbb{E}$ of the outer measure space, used in [DT15], [DPO15], is $S := S_2 + S_\infty$. This 
points out to a combination of $L^2$ information and $L^1$ maximal averages.
If $F : \mathbb{P} \to \mathbb{C}$ and $\lambda > 0$, the super level measure $\mu(S(F) > \lambda)$ is defined by

$$\mu(S(F) > \lambda) = \inf \{ \mu(\mathbb{P}') : \left( \frac{1}{|T|} \sum_{P \in T \cap (\mathbb{P}')^c} |F(P)|^2 \right)^{\frac{q}{2}} + \sup_{P \in T \cap (\mathbb{P}')^c} \frac{|F(P)|}{|T|^{1/2}} \leq \lambda \text{ for all trees } T \in \mathbb{E} \}. $$

Above, the infimum is taken over all subsets $\mathbb{P}' \subseteq \mathbb{P}$, the complement of which doesn’t contain any trees $T$ of size $S(F)(T) > \lambda$.

Finally, the outer $L^p$ quasi-norms are defined in the following way:

$$\|F\|_{\mathcal{L}^{\infty}(\mathbb{P}, \sigma, S)} := \sup_{T \in \mathbb{E}} S(F)(T),$$

and, for $0 < p < \infty$

$$\|F\|_{\mathcal{L}^p(\mathbb{P}, \sigma, S)} := \sup_{\lambda > 0} \lambda \mu(S(F) > \lambda)^{\frac{1}{p}},$$

$$\|F\|_{\mathcal{L}^{p, \infty}(\mathbb{P}, \sigma, S)} := \left( \int_0^\infty p \lambda^{p-1} \mu(S(F) > \lambda) d\lambda \right)^{\frac{1}{p}}.$$ 

A Marcinkiewicz interpolation theorem is available for quasi-sublinear operators taking values in outer measure spaces (Proposition 3.5 of [DT15]). Moreover, if the size function $S$ defined on $\mathbb{E}$ is subadditive, which is the case with $S_2, S_\infty$ and $S = S_2 + S_\infty$, restricted type interpolation in the context of outer measure spaces is almost identical to the classical case, modulo technical difficulties. On that account, there is no loss of information in studying in the first place how an operator acts on functions bounded above by characteristic functions. The application

$$f \mapsto F \quad \text{defined by} \quad F(P) = \langle f, \phi_P \rangle$$

can be regarded as a linear operator from the space of functions on $\mathbb{R}$ to the space of functions on $\mathbb{P}$. Using the notation of the previous section, we notice that

$$\text{size}_\mathbb{P}(f) = \|F\|_{\mathcal{L}^{\infty}(\mathbb{P}, \sigma, S_2)} \leq \|F\|_{\mathcal{L}^{\infty}(\mathbb{P}, \sigma, S)} , \quad \text{energy}_\mathbb{P}(f) \lesssim \|F\|_{\mathcal{L}^{2, \infty}(\mathbb{P}, \sigma, S_2)} \lesssim \|F\|_{\mathcal{L}^{2, \infty}(\mathbb{P}, \sigma, S)}.$$ 

In fact, we have an equivalence:

$$\text{(33)} \quad \text{size}_\mathbb{P}(f) \sim \|F\|_{\mathcal{L}^{\infty}(\mathbb{P}, \sigma, S)}, \quad \text{energy}_\mathbb{P}(f) \sim \|F\|_{\mathcal{L}^{2, \infty}(\mathbb{P}, \sigma, S)}.$$ 

The second identity will make the object of Lemma[2] while the first one is a consequence of John-Nirenberg (and the trivial observation that any tile $P$ can be regarded as a lacunary tree). Hence the expression $\left(\text{size}_\mathbb{P}(f)\right)^{\theta} \cdot \left(\text{energy}_\mathbb{P}(f)\right)^{1-\theta}$, which was defined before as $\mathcal{L}^q_{\text{mock}}$ (provided $\frac{1}{q} = \frac{1-\theta}{2} + \frac{\theta}{\infty}$), can be thought of as an interpolation quasi-norm between $\|\cdot\|_{\mathcal{L}^{\infty}(\mathbb{P}, \sigma, S)}$ and $\|\cdot\|_{\mathcal{L}^{2, \infty}(\mathbb{P}, \sigma, S)}$.

The general size and energy estimate[19], which was reformulated as[20] using the $\mathcal{L}^q_{\text{mock}}$ spaces, becomes, due to an outer H"{o}lder inequality,

$$|\Lambda_{\text{BHT,}\mathbb{P}}(f_1, f_2, f_3)| \lesssim \|F_1\|_{\mathcal{L}^{q_1}(\mathbb{P}, \sigma, S)} \|F_2\|_{\mathcal{L}^{q_2}(\mathbb{P}, \sigma, S)} \|F_3\|_{\mathcal{L}^{q_3}(\mathbb{P}, \sigma, S)},$$

where $\frac{1}{q_1} + \frac{1}{q_2} + \frac{1}{q_3} = \frac{1-\theta_1}{2} + \frac{1-\theta_2}{2} + \frac{1-\theta_3}{2} = 1$ and $F_j(P) = \langle f_j, \phi_P \rangle$ for all $P \in \mathbb{P}$, $1 \leq j \leq 3$.

If we knew that $\|F_j\|_{\mathcal{L}^{q_j}(\mathbb{P}, \sigma, S)} \lesssim \|f_j\|_{p_j}$ (such an inequality will represent an $L^{p_j} \mapsto \mathcal{L}^q(\mathbb{P}, \sigma, S)$ Carleson embedding), then H"{o}lder’s inequality above would imply that

$$|\Lambda_{\text{BHT,}\mathbb{P}}(f_1, f_2, f_3)| \lesssim \|f_1\|_{p_1} \|f_2\|_{p_2} \|f_3\|_{p_3},$$
where, as usual, we require that \( \frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = 1 \). If \( p'_3 < 1 \), i.e. \( L^{p'_3} \) is a quasi-Banach space, the estimate above can be reformulated by dualizing \( \| \cdot \|_{L^{p'_3,\infty}} \) as in Lemma 2.6 of [MS13].

Next, we claim that

**Proposition 4.** Let \( \mathcal{P}, \sigma, S \) be as above. Then

\[
\| F \|_{\mathcal{F}^q(\mathcal{P},\sigma,S)} \lesssim \| F \|_{\mathcal{F}^q_{\text{mock}}} ,
\]

for all \( 2 < q \leq \infty \).

So we can use the estimates from the previous section in order to deduce the \( L^{p'_3} \rightarrow \mathcal{L}^{q} (\mathcal{P},\sigma,S) \) Carleson embeddings, at least for restricted type functions. For this, we need to prove the end-point estimate corresponding to \( \theta = 0 \): \( \| F \|_{\mathcal{F}^{2,\infty}(\mathcal{P},\sigma,S)} \lesssim \text{energy}_F(f) \).

Assuming this to be true, we show how it implies the inequality (34).

**Proof of Proposition 4** Note that

\[
\| F \|_{\mathcal{F}^q(\mathcal{P},\sigma,S)}^q \lesssim \sum_{n \in \mathbb{Z}} 2^{nq} \mu(S(F) > 2^n),
\]

and we only need to consider those values of \( n \) for which \( 2^n \leq \| F \|_{\mathcal{F}^{\infty}(\mathcal{P},\sigma,S)} \). Then, given that \( \frac{1}{q} = \frac{1}{q} - \frac{2}{q} \), we have

\[
\| F \|_{\mathcal{F}^q(\mathcal{P},\sigma,S)} \lesssim \sum_{n \leq \| F \|_{\mathcal{F}^{\infty}(\mathcal{P},\sigma,S)}} 2^{n(q-2)} 2^{2n} \mu(S(F) > 2^n)
\]

\[
\lesssim \| F \|_{\mathcal{F}^{2,\infty}(\mathcal{P},\sigma,S)} \sum_{n \leq \| F \|_{\mathcal{F}^{\infty}(\mathcal{P},\sigma,S)}} 2^{n(q-2)} \lesssim (\text{size}_F)_{\lambda}^{-q-2} \left( \text{energy}_F(f) \right)^2 := \| F \|_{\mathcal{F}^q_{\text{mock}}}.
\]

\( \square \)

We are left with proving the following:

**Lemma 2.** Let \( \mathcal{P} \) be a finite family of tiles. Then for any function \( f \in \mathcal{S}(\mathbb{R}) \), we have

\[
\| F \|_{\mathcal{F}^{2,\infty}(\mathcal{P},\sigma,S)} \lesssim \text{energy}_F(f).
\]

**Proof.** Recall that

\[
\| F \|_{\mathcal{F}^{2,\infty}(\mathcal{P},\sigma,S)} = \sup_{\lambda > 0} \lambda^2 \mu(S(F) > \lambda) = \sup_{\lambda > 0} \lambda^2 \inf \{ \mu(\mathcal{P}') : S(F \cdot 1_{(\mathcal{P}')^c})(T) \leq \lambda \quad \forall T \in \mathbf{E} \}.
\]

Let \( \lambda > 0 \) and \( \mathcal{P}' \subseteq \mathcal{P} \) be so that \( S(F \cdot 1_{(\mathcal{P}')^c})(T) \leq \lambda \quad \forall T \in \mathbf{E} \). Since we are trying to minimize \( \mu(\mathcal{P}') \), we can assume that for any tree \( T \subseteq \mathcal{P}' \) we have \( S(F)(T) > \lambda \).

A classical stopping-time argument (see Proposition 6.15 of [MS13]) allows us to decompose \( \mathcal{P}' \) into trees in the following way:

\[
\mathcal{P}' := \bigcup_{n} \bigcup_{T \in T_n} T,
\]

where for every \( n \) as above, \( T_n \) represents a collection of strongly disjoint trees with

\[
S_2(F)(T) \geq 2^{n-1} \quad \forall T \in T_n, \quad S_2(F)(T') \leq 2^n \quad \forall T' \subseteq T \in T_n.
\]

In particular, since every tile \( P \) is also a tree, we have that \( S_\infty(F)(T) \leq 2^n \) and \( S_2(F)(T) \sim 2^n \) for all \( T \in T_n \). Consequently, \( T_n \neq \emptyset \) only if \( 2^n \geq \lambda \).
Then we obtain
\[
\lambda^2 \mu(P') \leq \lambda^2 \sum_{2^n \geq \lambda} \sum_{T \in T_n} |I_T| \leq \sum_{2^n \geq \lambda} \lambda^2 2^{-2n} \cdot (2^{2n} \sum_{T \in T_n} |I_T|) \\
\leq \sum_{2^n \geq \lambda} \lambda^2 2^{-2n} \cdot (\text{energy } \mathcal{P}(f))^2 \lesssim (\text{energy } \mathcal{P}(f))^2.
\]

But \( \lambda > 0 \) and \( P' \) were arbitrary; hence we can deduce that \( \|F\|_{\mathcal{L}^{2,\infty}(\mathbb{P}, \sigma, S)} \lesssim \text{energy } \mathcal{P}(f) \).

Now we take a look at the \( L^p \mapsto \mathcal{L}^q \) Carleson embeddings in the following situations:

- \( p = q > 2 \) (corresponding to (a)), \( q' \leq p < 2 < q \) (this is (b)), as well as a localized version (situation (c)).

**The case \( 2 < p = q \) for outer measures:** We restate the Carleson embedding “above \( L^{2n} \)” in the case of a function bounded above by a characteristic function of a set of finite measure (the general case can be deduced through restricted type interpolation).

**Proposition 5.** Let \( 2 < q \leq \infty \) and let \( f \) be a function so that \( |f| \leq 1_E \). Then
\[
\|F\|_{\mathcal{L}^q(\mathbb{P}, \sigma, S)} \lesssim |E|^{\frac{1}{q}}.
\]

**Proof.** Given that \( \|F\|_{\mathcal{L}^q(\mathbb{P}, \sigma, S)} \lesssim \|F\|_{\mathcal{L}^q(\mathbb{P}, \sigma, S)} \) for any \( 2 < q \leq \infty \), the result above follows from Proposition [1]. \( \square \)

**The case \( p < 2 \) for outer measures:** For an \( L^p \mapsto \mathcal{L}^q(\mathbb{P}, \sigma, S) \) Carleson embedding with \( p < 2 \), we need to make an extra assumption on \( \tilde{\text{size}} \mathcal{P}(f) \), which is similar to supposing that the maximal function of \( f \) is bounded above.

**Proposition 6.** Assume that \( |f| \leq 1_E \) and \( \tilde{\text{size}} \mathcal{P}(f) \leq \# \). Then
\[
\|F\|_{\mathcal{L}^q(\mathbb{P}, \sigma, S)} \lesssim \min(\#, 1) \left( 1 - \frac{1}{q' + \frac{1}{q}} \right) |E|^{\frac{1}{q'}}.
\]

In particular, if \( \# = |E| \),
\[
\|F\|_{\mathcal{L}^q(\mathbb{P}, \sigma, S)} \lesssim \# \left( 1 - \frac{1}{q + \frac{1}{q'}} \right) |E|^{\frac{1}{q'}}.
\]

whenever \( q' \leq p < 2 \).

**Proof.** Again, this follows from Propositions [2] and [1]. \( \square \)

If we look at the triples \((p_1, p_2, p_3')\) of Lebesgue exponents for which an estimate \( BHT : L^{p_1} \times L^{p_2} \rightarrow L^{p_3'} \) can be deduced by using the above Carleson embedding, we again have the constraint
\[
\left| \frac{1}{p_1} - \frac{1}{p_2} \right| < \frac{1}{2}.
\]

This is because
\[
\left| \frac{1}{p_1} - \frac{1}{p_2} \right| \leq \max \left( \left| \frac{1}{q'_1} - \frac{1}{q_2} \right|, \left| \frac{1}{q'_2} - \frac{1}{q'_1} \right| \right) = 1 - \frac{1}{q_1} - \frac{1}{q_2} = \frac{1}{q_3} < \frac{1}{2}.
\]
Localized Carleson embeddings for outer measures. Here we want to formulate a local version of the Carleson embedding. We assume that all the tiles have their spatial information contained inside a fixed dyadic interval (i.e., $I_P \subseteq I_0 \forall P$).

**Proposition 7.** If $I_0$ is a fixed dyadic interval, $\mathbb{P}(I_0)$ is a collection of tiles so that $I_P \subseteq I_0$ for all $P \in \mathbb{P}(I_0)$, $f$ a function satisfying $|f| \leq 1$, and $\tilde{\text{size}}_{\mathbb{P}(I_0)}(f) \leq \#$, then

$$\|F\|_{L^q(\mathbb{P}(I_0),\sigma,S)} \lesssim \min(\#^{\frac{1}{2}},1) \frac{1}{|I_0|^{\frac{1}{2}}}. $$

In particular, if $\# = |E|$, we have

$$\|F\|_{L^q(\mathbb{P}(I_0),\sigma,S)} \lesssim (|E|) \frac{1}{|I_0|^{\frac{1}{2}}},$$

for any $q' \leq p$.

**Proof.** All that changes through the localization is the collection of tiles (and in consequence also the generating set $E$). But we still have

$$\|F\|_{L^q(\mathbb{P}(I_0),\sigma,S)} \lesssim \|F\|_{L^q_{\text{mock}};I_0}, \quad \forall 2 < q \leq \infty.$$ 

Hence the conclusion follows from Proposition 3. \hfill \Box

The Carleson embeddings presented in Propositions 5 and 6 can be formulated directly for general functions, not only for those bounded above by characteristic functions of sets of finite measure. In the local $L^2$ case, this is precisely Theorem 5.1 of [DT15], and a corresponding Carleson embedding outside local $L^2$ was obtained in [DPO15b].

### 3. An inquiry into the variational Carleson operator

The variational Carleson operator defined by

$$C^{\text{var},r}(f)(x) := \sup_K \sup_{a_{K-1} < \cdots < a_K} \left( \sum_{K} | \int_{a_{K-1}}^{a_K} \hat{f}(\xi) e^{2\pi i x \xi} d\xi |^r \right)^{\frac{1}{r}}$$

is a generalization of the classical Carleson operator

$$C(f)(x) = \sup_N | \int_{-\infty}^{N} \hat{f}(\xi) e^{2\pi i x \xi} d\xi |.$$ 

The Carleson operator $C$ of [Car66] played an important role in establishing pointwise convergence of Fourier series of generic functions in $L^p(\mathbb{T})$, via a transference principle. The variational Carleson on the other hand represents a tool for measuring the rate of convergence of Fourier series in $L^p(\mathbb{T})$, and in particular implies their pointwise convergence. The boundedness of $C^{\text{var},r}$ was proved in [OST+12]. In the present section, we will provide a shorter and somehow simpler proof based on localization. The local result is interesting in itself, and it implies by means of the helicoidal method both sparse domination and vector-valued estimates, as will be explained in Sections 4 and 5.

We start by recalling a few results and concepts related to $C^{\text{var},r}$.

**Theorem 11 ([OST+12]).** Let $r > 2$. Then $C^{\text{var},r} : L^p(\mathbb{R}) \to L^p(\mathbb{R})$ for any $r' < p < \infty$, and $C^{\text{var},r} : L^{p',1}(\mathbb{R}) \to L^{p',\infty}(\mathbb{R})$. Both conditions $r > 2$ and $p > r'$ are necessary.
The study of the variational Carleson can be reduced to that of a certain model operator. First, we consider $K \in \mathbb{Z}^+$ to be fixed and $\{a_\kappa(x)\}_{0 \leq \kappa \leq K}$ measurable complex valued functions so that $(\sum_\kappa |a_\kappa(x)|^r)^{\frac{2}{r}} = 1$ and

$$C^\text{var,r}(f)(x) = \sum_{\kappa=1}^K a_\kappa(x) \int_{\mathbb{R}} 1_{[\xi_{\kappa-1}(x), \xi_\kappa(x)]}(\xi) \hat{f}(\xi) e^{2\pi i x \xi} d\xi.$$ 

Then this can be approximated by a discretized model operator

$$C_p^\text{var,r}(f)(x) := \sum_{P \in \mathcal{P}} \langle f, \phi_P \rangle \phi_P(x) a_P(x),$$

where every tile $P \in \mathcal{P}$ is of the form $P = I_P \times \omega_P$ and each $\omega_P$ is the union of three frequency intervals: $\omega_l, \omega_u, \omega_h$. If $\xi_\kappa(\cdot)$ were fixed, the intervals $\omega_u$ would represent a Whitney decomposition of the frequency interval $(\xi_{\kappa-1}, \xi_\kappa)$. Since this is not the case, the intervals $\omega_l$ and $\omega_h$ are employed in order to capture the low and high frequency information. That is, if $x \in I_P$, there exists at most an index $\kappa$ with $1 \leq \kappa \leq K$ so that $\xi_{\kappa-1}(x) \in \omega_l$ (and $\xi_\kappa(x) \in \omega_h$). Then $a_P(x) = a_\kappa(x)$ if such an index exists; otherwise, $a_P(x) = 0$. The wave packet $\phi_P$ is associated to the “Heisenberg box” $I_P \times \omega_u$.

The connection between the frequency intervals $\omega_l, \omega_u, \omega_h$ associated to a tile $P = I_P \times \omega_P$ can be formulated in the following way: there exist constants $1 \leq C_3 < C_2 < C_1$, such that

$$\text{supp}(\hat{\phi}_P) \subset C_3 \omega_u, \quad C_2 \omega_u \cap C_2 \omega_l = \emptyset, \quad C_2 \omega_u \cap C_2 \omega_h = \emptyset, \quad C_2 \omega_l \subset C_1 \omega_u, \quad C_2 \omega_u \subset C_1 \omega_l.$$ 

As usual, we can assume that $\mathcal{P}$ is a finite collection of multi-tiles. $\Xi^{\text{top}}$ denotes the admissible collection of tree tops, and it can be assumed to be finite. The approach will be similar to the one employed for the bilinear Hilbert transform: the tiles will be organized into collections of trees, which are “generating sets” easier to estimate.

**Definition 4.** A tree $T = (T, I_T, \xi_T)$ is represented by a collection $T \subset \mathcal{P}$ of multi-tiles, a spatial top interval $I_T$ and the frequency information $\xi_T \in \Xi^{\text{top}}$, with the property that $P \in T$ provided

$$(36) \quad I_P \subseteq I_T, \quad \omega_T := \left[ \xi_T - \frac{C_2 - 1}{4|I_T|}, \xi_T + \frac{C_2 - 1}{4|I_T|} \right] \subseteq \omega_m := \text{conv}(C_2 \omega_l \cup C_2 \omega_u).$$ 

A tree $(T, I_T, \xi_T)$ is called $l$-overlapping if $\xi_T \in C_2 \omega_l$ for all $P \in T$, and $l$-lacunary if $\xi_T \notin C_2 \omega_l$ for all $P \in T$.

Next, we introduce the suitable notions of sizes. Since our method is based on localization, we will not deal with energies as in [18]. What we refer to as size $^e$ and size $^m$ are called in [25] energy and density, respectively.

**Definition 5.** Let $\mathcal{P}$ be a finite collection of multi-tiles. Then

$$(37) \quad \text{size}^e(f) := \sup_{T \subset \mathcal{P} \text{ l-overlapping tree}} \left( \frac{1}{|I_T|} \sum_{P \in T} |\langle f, \phi_P \rangle|^2 \right)^{\frac{1}{2}}$$

and

$$(38) \quad \text{size}^m(g) := \sup_{P \in \mathcal{P}} \sup_{P' \supset P \text{ l-overlapping}} \left( \frac{1}{|I_P'|} \int_{\mathbb{R}} |g(x)|^{r'} \chi_{I_P'}^m(x) \cdot \sum_{\kappa=1}^K |a_\kappa(x)|^{r'} \cdot 1_{\omega_{r'}}(\xi_{\kappa-1}(x)) dx \right)^{\frac{1}{r'}}.$$
Above, the supremum is taken over all admissible tiles \( P' = I_{P'} \times \omega_{P'} \), such that \( I_P \subseteq I_{P'} \) and \( \omega_{P'} \subseteq \omega_P \), where

\[
\omega_{P'} := \left[ \xi_{P'} - \frac{C_2 - 1}{4|I_{P'}|}, \xi_{P'} + \frac{C_2 - 1}{4|I_{P'}|} \right], \quad \text{for some } \xi_{P'} \in \Xi_{\text{top}}.
\]

Remark 2. We have that

\[
\text{size}_P^\omega(f) = \text{size}_P(f) \leq \text{size}_P^\omega(f),
\]

where \( \text{size}_P^\omega(f) \) is the size defined in \([17]\) for the bilinear Hilbert transform. Also, since

\[
\sum_{k=1}^K |a_k(x)|^{r'} \leq 1, \quad \text{size}_P^m(g) \text{ can be controlled by the } L^{r'} \text{ size of (see definition } (16)):
\]

\[
\text{size}_P^m(g) \lesssim \text{size}_P(g).
\]

These notions of sizes are motivated, as usual, by the tree estimate. Though the formulation is slightly different, this is precisely Proposition 5.1 of \([\text{OST}^{+12}]\).

Proposition 8. Let \( T \subset \mathbb{P} \) be a tree. Then

\[
(39) \quad \left| \int \sum_{P \in T} \langle f, \phi_P \rangle \phi_P(x) a_P(x) g(x) dx \right| \lesssim \text{size}_T^\omega(f) \cdot \text{size}_T^m(g) \cdot |I_T|
\]

and also,

\[
(40) \quad \left\| \sum_{P \in T} \langle f, \phi_P \rangle \phi_P g \right\|_{L^{r'}} \lesssim \text{size}_T^\omega(f) \cdot \text{size}_T^m(g) \cdot |I_T|^\frac{1}{r'}.
\]

Furthermore, for \( \ell \geq 0 \), we have

\[
\left\| \sum_{P \in \mathbb{P}} \langle f, \phi_P \rangle \phi_P a_P g \right\|_{L^1(\mathbb{R} \setminus 2^\ell I_T)} \lesssim 2^{-\ell(N-10)} \text{size}_T^\omega(f) \cdot \text{size}_T^m(g) \cdot |I_T|
\]

and

\[
\left\| \sum_{P \in \mathbb{P}} \langle f, \phi_P \rangle \phi_P a_P g \right\|_{L^{r'}(\mathbb{R} \setminus 2^\ell I_T)} \lesssim 2^{-\ell(N-10)} \text{size}_T^\omega(f) \cdot \text{size}_T^m(g) \cdot |I_T|^\frac{1}{r'}.
\]

The next step consists in decomposing the collection \( \mathbb{P} \) of tiles, according to \( \text{size}_P^\omega(f) \) and \( \text{size}_P^m(g) \). This procedure is achieved by iterating the next two lemmas below. As mentioned previously, we work in a localized setting (here \( I_0 \) is a fixed dyadic interval, and \( \mathbb{P}(I_0) \) are the tiles such that \( I_P \subseteq I_0 \)); the general case will be obtained as a result of another stopping time. Though we double the number of stopping times, the exceptional set becomes much simpler than the one in \([\text{OST}^{+12}]\). In some sense, instead of removing the trees where the counting function \( \sum_{T \in \mathbb{T}} 1_T \) is too large (this is described in Section 7 of \([\text{OST}^{+12}]\)), we rearrange the multi-tiles (and hence the trees) through the stopping times.

We proceed with the two decomposition lemmas, which are similar to Propositions 4.3 and 4.4 of \([\text{OST}^{+12}]\).

Lemma 3. Let \( I_0 \) be a fixed interval, \( f \) a locally integrable function such that \( \text{size}_P^\omega(I_0)(f) \leq \mathcal{E} \). Then there exists a decomposition \( \mathbb{P}(I_0) = \mathbb{P}'(I_0) \cup \mathbb{P}''(I_0) \) so that \( \text{size}_P^\omega(I_0)(f) \leq \mathcal{E}/2 \) and \( \mathbb{P}''(I_0) \) can be written as a union of disjoint trees \( \mathbb{P}''(I_0) = \bigcup_{T \in \mathbb{T}} T \) with the property that

\[
(41) \quad \sum_{T \in \mathbb{T}} |I_T| \lesssim \mathcal{E}^{-2} \| f \cdot \tilde{\chi}_{I_0} \|_2^2.
\]
Lemma 4. Let $I_0$ be a fixed interval, $g$ a locally $L^{r'}$-integrable function such that $\text{size}^m_{\mathbb{P}}(g) \leq \lambda$. Then there exists a decomposition $\mathbb{P}(I_0) = \mathbb{P}^1(I_0) \cup \mathbb{P}^2(I_0)$ so that $\text{size}^m_{\mathbb{P}}(g) \leq \lambda/2$ and $\mathbb{P}^2(I_0)$ can be written as a union of disjoint trees $\mathbb{P}^2(I_0) = \bigcup_{T \in T} T$ with the property that

$$\sum_{T \in T} |I_T| \lesssim \lambda^{-r'} \|g \cdot \tilde{\chi}_{I_0}\|_{L^{r'}}.$$  

The proofs of the above decomposition results follow by classical arguments. In fact, since we don’t employ the BMO estimate of $\sum_{T \in T} 1_T$, Lemma 3 is more similar to Proposition 6.5 of [MS13] than to Proposition 4.4 of [OST12]. The decay on the right hand side of (41) is due to an argument that can be found in Lemma 1, while in (42) we only use the spatial decay of the wave packets, together with the arguments of Proposition 4.4 of [OST+12].

Now we are ready to present our localization result for $C^{var,r}$. It is visible from Definition 38 that $\text{size}^m_{\mathbb{P}}(g)$ is an $L^{r'}$ quantity, but in the end we want to obtain an $L^1$ maximal average. The key observation here is that any locally integrable function $g$ can be written as the product of an $L^{r'}$-integrable function $g_2$ and an $L^r$ integrable function $g_1$ simply by setting

$$g = g_1 \cdot g_2, \quad \text{with } g_1(x) = |g(x)|^{\frac{1}{r'}} \cdot g_2(x) = \frac{g(x)}{g_1(x)} \text{ if } g(x) \neq 0, \quad g_2(x) = 0 \text{ if } g(x) = 0.$$  

Alternatively, we could also work with restricted-type functions (i.e. assume that $|g(x)| \leq 1_G$), but this causes a loss of information for the sparse domination.

Proposition 9. Let $I_0$ be a fixed dyadic interval and $\mathbb{P}(I_0)$ a collection of multi-tiles with $I_T \subset I_0$. Assume that $F$ is a set of finite measure, $f$ a function satisfying $|f(x)| \leq 1_F(x)$ for a.e. $x$, and $g$ a locally integrable function. Then

$$|\Lambda_{C^{var,r},\mathbb{P}}(I_0)(f,g)| \lesssim (\text{size}_{\mathbb{P}}(I_0)1_F)^{\frac{1}{r'}} (\text{size}_{\mathbb{P}}(I_0)g) |I_0|.$$  

Proof. We start by writing $g = g_1 \cdot g_2$, with $g_1 \in L^r_{loc}(\mathbb{R})$ and $g_2 \in L^{r'}_{loc}(\mathbb{R})$, as explained previously. Next, we apply iteratively the decomposition procedure of Lemma 3 obtaining in this way $\mathbb{P}(I_0) = \bigcup_{n_1} \bigcup_{T \in T_{n_1}} T$, where for every $T \in T_{n_1}$ we have $\text{size}^m_T(f) \sim 2^{-n_1} \leq \text{size}^m_{\mathbb{P}(I_0)}(f)$. Furthermore

$$\sum_{T \in T_{n_1}} |I_T| \lesssim 2^{2n_1} \|f \cdot \tilde{\chi}_{I_0}\|_2^2 \lesssim 2^{2n_1} \|1_F \cdot \tilde{\chi}_{I_0}\|_2^2.$$  

Similarly, Lemma 4 applied to the function $g_2$ yields the decomposition $\mathbb{P}(I_0) := \bigcup_{n_2} \bigcup_{T \in T_{n_2}} T$, where for each tree $T \in T_{n_2}$ we have $\text{size}^m_T g_2 \sim 2^{-n_2}$ and

$$\sum_{T \in T_{n_2}} |I_T| \lesssim 2^{r' n_2} \|g_2 \cdot \tilde{\chi}_{I_0}\|_{L^{r'}} = 2^{r' n_2} \|g \cdot \tilde{\chi}_{I_0}\|_1.$$  

Above, we use the fact that $|g_2(x)|_{r'} = |g(x)|$, and for simplicity, we don’t explicitly write how $\tilde{\chi}_{I_0}$ changes as well.
Now we are ready to estimate the bilinear form associated to $C^\varphi_r$: 

$$\left| \int \sum_{P \in \mathcal{P}(I_0)} \langle f, \phi_P \rangle \phi_P a_P g dx \right| = \int \sum_{P \in \mathcal{P}(I_0)} \langle f, \phi_P \rangle \phi_P a_P g_1 \cdot g_2 dx \right|$$

$$\lesssim \sum_{n_1, n_2} \sum_{T \in \mathcal{T}_{n_1} \cap \mathcal{T}_{n_2}} \left| \int \left( \sum_{P \in T} \langle f, \phi_P \rangle \phi_P a_P g_1 \cdot g_2 \right) \cdot 1_{I_T} dx \right|$$

$$+ \sum_{\ell \geq 0} \sum_{n_1, n_2} \sum_{T \in \mathcal{T}_{n_1} \cap \mathcal{T}_{n_2}} \left| \int \left( \sum_{P \in T} \langle f, \phi_P \rangle \phi_P a_P g_1 \cdot g_2 \right) \cdot 1_{2^{\ell+1}I_T \setminus 2^\ell I_T} dx \right| := (I) + (II).$$

The second term is a technical variation of the first one and can be dealt with as a result of the fast decay of $C^\varphi_r$ away from the tree $T$. For that reason, we only focus on $(I)$. For every $T \in \mathcal{T}_{n_1} \cap \mathcal{T}_{n_2}$,

$$\left| \int \left( \sum_{P \in T} \langle f, \phi_P \rangle \phi_P a_P g_1 \cdot g_2 \right) \cdot 1_{I_T} dx \right| \lesssim \|g_1 \cdot 1_{I_T}\|_r \cdot \left\| \sum_{P \in T} \langle f, \phi_P \rangle \phi_P a_P g_2 \right\|_r.$$

Since $g_1$ was defined as $g_1(x) = |g(x)|^\frac{1}{1}$, we have that

$$\|g_1 \cdot 1_{I_T}\|_r = \|g_1 \cdot 1_{I_T}\|_r^\frac{1}{1} \lesssim (|I_T| \cdot \widehat{\text{size}}_{\mathcal{P}(I_0)} g)^\frac{1}{1}.$$

Also, since $T \in \mathcal{T}_{n_1} \cap \mathcal{T}_{n_2}$, Proposition 8 yields

$$\left\| \sum_{P \in T} \langle f, \phi_P \rangle \phi_P a_P g_2 \right\|_r \lesssim 2^{-n_1} 2^{-n_2} |I_T|.$$

This implies

$$(I) \lesssim \sum_{n_1, n_2} \sum_{T \in \mathcal{T}_{n_1} \cap \mathcal{T}_{n_2}} 2^{-n_1} 2^{-n_2} |I_T| \cdot (|I_T| \cdot \widehat{\text{size}}_{\mathcal{P}(I_0)} g)^\frac{1}{1} \cdot \sum_{n_1, n_2} \sum_{T \in \mathcal{T}_{n_1} \cap \mathcal{T}_{n_2}} 2^{-n_1} 2^{-n_2} |I_T| \cdot (\widehat{\text{size}}_{\mathcal{P}(I_0)} g)^\frac{1}{1}.$$

For the sum of the tops of the trees we have the inequality

$$\sum_{T \in \mathcal{T}_{n_1} \cap \mathcal{T}_{n_2}} |I_T| \lesssim \min \left( \sum_{T \in \mathcal{T}_{n_1}} |I_T|, \sum_{T \in \mathcal{T}_{n_2}} |I_T| \right) \lesssim \min(2^{2n_1} \|1_F \cdot \tilde{\chi}_{I_0}\|_2^2, 2^{r\cdot n_2} \|g \cdot \tilde{\chi}_{I_0}\|_1).$$

We use interpolation, in the usual way: if $0 \leq \theta_1, \theta_2 \leq 1$ with $\theta_1 + \theta_2 = 1$, then

$$\sum_{T \in \mathcal{T}_{n_1} \cap \mathcal{T}_{n_2}} |I_T| \lesssim \left(2^{2n_1} \|1_F \cdot \tilde{\chi}_{I_0}\|_2^2 \right)^{\frac{\theta_1}{2}} \left(2^{r\cdot n_2} \|g \cdot \tilde{\chi}_{I_0}\|_1 \right)^{\frac{\theta_2}{2}} \lesssim \left(2^{2n_1} \|1_F \cdot \tilde{\chi}_{I_0}\|_2^2 \right)^{\frac{\theta_1}{2}} \left(2^{r\cdot n_2} \|g \cdot \tilde{\chi}_{I_0}\|_1 \right)^{\frac{\theta_2}{2}}.$$

Hence

$$(I) \lesssim \sum_{n_1, n_2} 2^{-n_1(1-2\theta_1)} 2^{-n_2(1-r\theta_2)} (\widehat{\text{size}}_{\mathcal{P}(I_0)} 1_F)^{\theta_1} (\widehat{\text{size}}_{\mathcal{P}(I_0)} g)^{\theta_2 + \frac{1}{r}} \cdot |I_0|.$$

We recall that the decomposition procedures of Lemmas 3 and 4 continue provided $2^{-n_1} \lesssim \widehat{\text{size}}_{\mathcal{P}(I_0)} 1_F$ and $2^{-n_2} \lesssim \widehat{\text{size}}_{\mathcal{P}(I_0)} g \lesssim (\widehat{\text{size}}_{\mathcal{P}(I_0)} g)^\frac{1}{1}$.

As a consequence, if $\theta_1, \theta_2$ are so that $1 - 2\theta_1 > 0$ and $1 - r\theta_2 > 0$, we obtain

$$(I) \lesssim (\widehat{\text{size}}_{\mathcal{P}(I_0)} 1_F)^{1-2\theta_1} \cdot (\widehat{\text{size}}_{\mathcal{P}(I_0)} g)^{1-r\theta_2} \cdot (\widehat{\text{size}}_{\mathcal{P}(I_0)} f)^{\theta_1} \cdot (\widehat{\text{size}}_{\mathcal{P}(I_0)} g)^{\theta_2 + \frac{1}{r}} \cdot |I_0| \lesssim (\widehat{\text{size}}_{\mathcal{P}(I_0)} 1_F)^{1-\theta_1} \cdot (\widehat{\text{size}}_{\mathcal{P}(I_0)} g) \cdot |I_0|.$$

The conditions on $\theta_1$ and $\theta_2$ can be summed up as $\frac{1}{r} < \theta_1 < \frac{1}{2}$; by taking $\theta_1 = \frac{1}{r} + \epsilon$, we obtain (43), which ends the proof. □
Remark 3. Notice that Proposition 9 is stating that the bilinear form associated to $C^{\var,f,r}$, localized to the interval $I_0$, is controlled by the product of two maximal averages, which are themselves adapted to the interval $I_0$ and the information contained in $\mathbb{P}(I_0)$. Both size $\xi$ and size $\mu$ are replaced by the $L^1$ maximal average $\tilde{\mathcal{W}}$.

Once we have the local result of Proposition 9, we obtain the global result of Theorem 11 by performing a double stopping time (for each of the functions $f$ and $g$, both of which are now bounded above by characteristic functions of certain sets). The analysis is similar to the one presented in Section 2.2.1 for the bilinear Hilbert transform, and for that reason, we don’t write down the details.

We note however that the local estimate of Proposition 9 is sufficient for obtaining further multiple vector-valued estimates, as well as sparse domination. The presentation of the exact scheme makes the subject of the next two sections. As a consequence of the sparse domination, we have a Fefferman-Stein inequality for the variational Carleson operator (the case $r = \infty$ corresponds to the Carleson operator of [Car66]):

**Corollary 5.** For any $2 < r \leq \infty$, $0 < p < \infty$, $\epsilon > 0$, and any $m$-tuple $R = (r^1, \ldots, r^m)$ with $r^j < r^j < \infty$, we have

$$\|\|C^{\var,f}f(x,\cdot)\|_{L^p(I_0,\mathbb{P},\mu)}\|_p \lesssim \|\mathcal{M}_{r^j+\epsilon}\|_{L^p(I_0,\mathbb{P},\mu)}\|_p.$$ 

4. THE METHOD OF THE PROOF: VECTOR-VALUED INEQUALITIES

We now present the ideas behind the proof of the vector-valued estimates, focusing on the $BHT$ operator. First, we study the Banach case: $1 < r^j, r^j \leq \infty, 1 \leq r^j \leq \infty$ and $\frac{1}{r^j} + \frac{1}{r^j} = \frac{1}{r^j}$ for all $1 \leq j \leq n$.

The interpolation theory extends without difficulty to the vector-valued setting: if $\tilde{f} : \mathbb{R} \rightarrow L^{r^1}(\mathbb{W},\mu)$, $\tilde{g} : \mathbb{R} \rightarrow L^{r^2}(\mathbb{W},\mu)$ and $\tilde{h} : \mathbb{R} \rightarrow L^{r^3}(\mathbb{W},\mu)$ are so that

$$\|\tilde{f}(x)\|_{L^{r^1}(\mathbb{W},\mu)} \leq 1_F(x), \quad \|\tilde{g}(x)\|_{L^{r^2}(\mathbb{W},\mu)} \leq 1_G(x), \quad \|\tilde{h}(x)\|_{L^{r^3}(\mathbb{W},\mu)} \leq 1_H(x),$$

then it is enough to check that

$$\left|\int_{\mathbb{W}} \Lambda_{BHT}(\tilde{f}_{w},\tilde{g}_{w},\tilde{h}_{w})dw\right| \lesssim |F|^{\alpha_1} \cdot |G|^{\alpha_2} \cdot |H|^{\alpha_3},$$

for $(\alpha_1, \alpha_2, \alpha_3)$ arbitrarily close to $(\frac{1}{p}, \frac{1}{q}, \frac{1}{s})$, with $\alpha_1 + \alpha_2 + \alpha_3 = 1$. By scaling invariance, we can assume that $|H| = 1$.

Remark 4. If we are not in the Banach setting, the only possibility is that $r^j < 1$ for some $1 \leq j \leq n$. In that case, it is enough to prove

$$\|\|BHT(\tilde{f}_{w},\tilde{g}_{w})\|_{L^p(I_0,\mathbb{P},\mu)}\|_{L^\infty} \lesssim |F|^{\frac{1}{p_1}} \cdot |G|^{\frac{1}{p_2}},$$

for any $(s_1, s_2, \tilde{s})$ Hölder tuple arbitrarily close to $(p, q, s)$, provided $\|\tilde{f}_{w}(x)\|_{L^{r^1}(\mathbb{W},\mu)} \leq 1_F(x), \quad \|\tilde{g}_{w}(x)\|_{L^{r^2}(\mathbb{W},\mu)} \leq 1_G(x)$.

The interpolation theory and the suitable dualization of $L^{\infty}$ are explained in detail in [BM17a].

The result in Theorem 4 is proved by induction: assuming a local vector-valued inequality of “depth $n - 1$” (if $n = 1$, that amounts to the scalar-valued result) with sharp estimates
for the operator norm, we can prove the vector-valued inequality of depth $n$ (global or local).

Localizations play a very important role in our proof, as they also do in the proof of the sparse domination.

Given a fixed dyadic interval $I_0$, we recall the definition
\[
\mathbb{P}(I_0) := \{ P \in \mathbb{P} : I_P \subseteq I_0 \}.
\]

Also, since the interval $I_0$ and the collection $\mathbb{P}(I_0)$ are fixed, we use the notation
\[
\text{size}_{I_0} f := \text{size}_{\mathbb{P}(I_0)} f = \max \left( \frac{1}{|I_0|} \int_{\mathbb{R}} |f(x)| \cdot \tilde{\chi}_{I_0}(x) dx, \sup_{P \in \mathbb{P}(I_0)} \frac{1}{|I_P|} \int_{\mathbb{R}} |f(x)| \cdot \tilde{\chi}_{I_P}(x) dx \right).
\]

Ultimately, the vector-valued inequality reduces to proving inductively the following two statements for $\Lambda_{BHT, \mathbb{P}(I_0)}(f, g, h) := \Lambda_{BHT, \mathbb{P}(I_0)}(f \cdot 1_F, g \cdot 1_G, h \cdot 1_{H'})$:
\[
\mathcal{P}(n) \quad |\Lambda_{BHT, \mathbb{P}(I_0)}(f, g, h)| \lesssim \left( \text{size}_{I_0} 1_F \right)^{1 + \theta_1 - \frac{1}{r_1}} \left( \text{size}_{I_0} 1_G \right)^{1 + \theta_2 - \frac{1}{r_2}} \left( \text{size}_{I_0} 1_{H'} \right)^{1 + \theta_3 - \frac{1}{r_3}} \cdot \left\| |f|_{L^{r_1}} \cdot \tilde{\chi}_{I_0} \right\| \left\| |g|_{L^{r_2}} \cdot \tilde{\chi}_{I_0} \right\| \left\| |h|_{L^{r_3}} \cdot \tilde{\chi}_{I_0} \right\|,
\]
and, for functions $\tilde{f}, \tilde{g}, \tilde{h}$ satisfying $\| \tilde{f}(x) \|_{L^{r_1}} \leq 1_F(x), \| \tilde{g}(x) \|_{L^{r_2}} \leq 1_G(x)$ and $\| \tilde{h}(x) \|_{L^{r_3}} \leq 1_{H'}(x)$ respectively,
\[
\mathcal{P}^*(n) \quad |\Lambda_{BHT, \mathbb{P}(I_0)}(\tilde{f}, \tilde{g}, \tilde{h})| \lesssim \left( \text{size}_{I_0} 1_F \right)^{1 + \theta_1 - \frac{1}{r_1}} \left( \text{size}_{I_0} 1_G \right)^{1 + \theta_2 - \frac{1}{r_2}} \left( \text{size}_{I_0} 1_{H'} \right)^{1 + \theta_3 - \frac{1}{r_3}} \cdot |I_0|.
\]

In $\mathcal{P}^*(n)$, we need the exponents of the sizes to be positive:
\[
\frac{1 + \theta_1}{2} - \frac{1}{r_1} > 0, \quad \frac{1 + \theta_2}{2} - \frac{1}{r_2} > 0, \quad \frac{1 + \theta_3}{2} - \frac{1}{r_3} > 0.
\]

Hence our restrictions for $\mathcal{D}_{r_1, r_2, r'}$ and $\mathcal{D}_{R_1, R_2, R'}$. The conditions above are automatically satisfied in the local $L^2$ case, when $2 \leq r_1, r_2, r' \leq \infty$, and in consequence, in that situation, we have $\mathcal{D}_{r_1, r_2, r'} = \text{Range}(BHT)$.

The proof of Theorem 4 follows by induction: $\mathcal{P}(n) \Rightarrow \mathcal{P}^*(n + 1)$ is a consequence of Hölder’s inequality, and $\mathcal{P}^*(n) \Rightarrow \mathcal{P}(n)$ follows from restricted-type interpolation. A more accurate version of $\mathcal{P}^*(n)$ is the following: if $\tilde{f} \cdot \tilde{g} \cdot \tilde{h}$ are vector-valued functions satisfying $\| \tilde{f}(x) \|_{L^{r_1}} \leq 1_{E_1}(x), \| \tilde{g}(x) \|_{L^{r_2}} \leq 1_{E_2}(x)$ and $\| \tilde{h}(x) \|_{L^{r_3}} \leq 1_{E_3}(x)$ respectively, then
\[
\mathcal{P}^*(n) : \quad |\Lambda_{BHT, \mathbb{P}(I_0)}(\tilde{f}, \tilde{g}, \tilde{h})| \lesssim \left( \text{size}_{I_0} 1_F \right)^{1 + \theta_1 - \frac{1}{r_1}} \left( \text{size}_{I_0} 1_G \right)^{1 + \theta_2 - \frac{1}{r_2}} \left( \text{size}_{I_0} 1_{H'} \right)^{1 + \theta_3 - \frac{1}{r_3}} \cdot |E_1|^{1 + \theta_1} |E_2|^{1 + \theta_2} |E_3|^{1 + \theta_3}.
\]

All of the above statements will be made precise in the vector-valued case (that is, for depth-1 vector-valued inequalities); the multiple vector-valued case follows by iteration.

We note that $\mathcal{P}^*(0)$ is precisely the statement of Lemma 1 in Section 2.2 and it is an immediate consequence of (15), where the $L^2$ norms are localized as well: if $|f(x)| \leq 1_F(x), |g(x)| \leq 1_G(x)$ and $|h(x)| \leq 1_{H'}(x)$, then (15) implies that
\[
|\Lambda_{BHT, \mathbb{P}(I_0)}(f, g, h)| \lesssim \left( \text{size}_P f \right)^{\theta_1} \cdot \left( \text{size}_P g \right)^{\theta_2} \cdot \left( \text{size}_P h \right)^{\theta_3} \cdot \| f \cdot \tilde{\chi}_{I_0} \|_{L^{2, \theta_1}} \cdot \| g \cdot \tilde{\chi}_{I_0} \|_{L^{2, \theta_2}} \cdot \| h \cdot \tilde{\chi}_{I_0} \|_{L^{2, \theta_3}} \lesssim \left( \text{size}_{I_0} 1_F \right)^{1 + \theta_1 - \frac{1}{r_1}} \left( \text{size}_{I_0} 1_G \right)^{1 + \theta_2 - \frac{1}{r_2}} \left( \text{size}_{I_0} 1_{H'} \right)^{1 + \theta_3 - \frac{1}{r_3}} \cdot |I_0|,
\]
since $\theta_1 + \theta_2 + \theta_3 = 1$. 
However, for proving vector-valued estimates we need the stronger inequality \( \mathcal{P}(0) \), which requires a more careful analysis: we need to estimate in an optimal way the operatorial norm associated to \( \Lambda_{BHT;P(I_0)}^{F,G,H'} \).

In fact, \( \mathcal{P}(0) \) can be obtained from \( \mathcal{P}^*(0) \) via generalized restricted type interpolation, making use of a triple stopping time which allows us to recover \( L^p \) norms from sizes. Given \( E_1, E_2 \) and \( E_3 \) sets of finite measure, first we construct a major subset \( E_3' := E_3 \setminus \Omega \), where

\[
\tilde{\Omega} := \{ x : \mathcal{M}(1_E_1) > c \frac{|E_1|}{|E_3|}, \mathcal{M}(1_E_2) > c \frac{|E_2|}{|E_3|} \}.
\]

Then, for any functions \( f, g, h \) so that \( |f(x)| \leq 1_{E_1}, |g(x)| \leq 1_{E_2} \) and \( |h(x)| \leq 1_{E_3'}, \) we want to prove that

\[
|\Lambda_{BHT;P(I_0)}^{F,G,H'}(f,g,h)| \lesssim \|\Lambda_{I_0}^{F,G,H'}\| \cdot |E_1|^{1/2} \cdot |E_2|^{1/2} \cdot |E_3|^{1/2},
\]

where \( \|\Lambda_{I_0}^{F,G,H'}\| \) represents the “operatorial norm”

\[
\|\Lambda_{I_0}^{F,G,H'}\| := \left( \frac{\text{size}_{I_0} F}{\text{size}_{I_0} E_1} \right)^{1+\theta_1 - \frac{1}{n_1}} \left( \frac{\text{size}_{I_0} G}{\text{size}_{I_0} E_2} \right)^{1+\theta_2 - \frac{1}{n_2}} \left( \frac{\text{size}_{I_0} H'}{\text{size}_{I_0} E_3} \right)^{1+\theta_3 - \frac{1}{n_3}}.
\]

In the model operator for \( BHT \), we can assume that

\[
1 + \frac{\text{dist}(I_P, \tilde{\Omega})}{|I_P|} \sim 2^d, \quad \text{for } d \geq 0.
\]

This will allow us to say that

\[
\text{size}_{\mathcal{P}} 1_{E_1} \lesssim 2^d \frac{|E_1|}{|E_3|}, \quad \text{size}_{\mathcal{P}} 1_{E_2} \lesssim 2^d \frac{|E_2|}{|E_3|}, \quad \text{size}_{\mathcal{P}} 1_{E_3'} \lesssim 2^{-M_d},
\]

and summing in \( d \) will not be an issue because of the decay in \( \text{size}_{\mathcal{P}} 1_{E_3'} \).

The triple stopping time (similar to that of Section 2.2) will allow us to write \( \mathcal{P}(I_0) := \bigcup_{n_1,n_2,n_3} \bigcup_{I \in \mathcal{I}^{n_1,n_2,n_3}} \mathcal{P}(I) \), where for each subcollection \( \mathcal{P}(I) \) we know

\[
\text{size}_{\mathcal{P}(I)} 1_{E_1} \lesssim \min(2^{-n_1}, 2^d \frac{|E_1|}{|E_3|}), \quad \text{size}_{\mathcal{P}(I)} 1_{E_2} \lesssim \min(2^{-n_2}, 2^d \frac{|E_2|}{|E_3|}), \quad \text{size}_{\mathcal{P}(I)} 1_{E_3'} \lesssim \min(2^{-n_3}, 2^{-M_d}).
\]

Now we use \( \mathcal{P}^*(0) \) on the interval \( I \subseteq I_0 \), with the sets \( F, G, H \) replaced by \( F \cap E_1, G \cap E_2 \) and \( H \cap E_3 \) respectively:

\[
|\Lambda_{BHT;P(I)}^{F,G,H'}(\tilde{f}, \tilde{g}, \tilde{h})| \lesssim \left( \text{size}_I 1_F \right)^{1+\theta_1 - \alpha_1 - \epsilon} \left( \text{size}_I 1_G \right)^{1+\theta_2 - \alpha_2 - \epsilon} \left( \text{size}_I 1_{H'} \right)^{1+\theta_3 - \alpha_3 - \epsilon} \cdot 2^{-n_1 \alpha_1} \cdot 2^{-n_2 \alpha_2} \cdot 2^{-n_3 \alpha_3} \cdot |I|,
\]

for some \( 0 \leq \alpha_j \leq \frac{1 + \theta_j}{2} \).

Using the monotonicity of the size \( \text{size} \) (since \( I \subseteq I_0 \) and \( \mathcal{P}(I) \subseteq \mathcal{P}(I_0) \), we have \( \text{size}_I f \leq \text{size}_{I_0} f \)), and an estimate of \( \sum_{I \in \mathcal{I}^{n_1,n_2,n_3}} |I| \), we can recover (44), with an extra \( 2^{-10d} \) decay as a consequence of assumption (45).
Now we sketch the proof of the implication \( \mathcal{P}(0) \Rightarrow \mathcal{P}^*(1) \). For clarity, we assume in the presentation that the vector-spaces involved are \( \ell^r_1, \ell^r_2 \) and \( \ell^r \). Then, for sequences of function \( \{f_k\}_k, \{g_k\}_k \) and \( \{h_k\}_k \) satisfying
\[
\|\{f_k\}\|_{\ell^r_1} \leq 1_F(x), \quad \|\{g_k\}\|_{\ell^r_2} \leq 1_G(x), \quad \|\{h_k\}\|_{\ell^r} \leq 1_{H'}(x),
\]
we want to prove
\[
\left| \sum_k \Lambda_{BHT; \mathcal{P}(I_0)}(f_k, g_k, h_k) \right| \lesssim \left( \text{size } I_0 \right)^{1+\theta_1} \left( \text{size } I_0 \right)^{1+\theta_2} \left( \text{size } I_0 \right)^{1+\theta_3} |I_0|.
\]
First, we note that \( \Lambda_{BHT; \mathcal{P}(I_0)}(f_k, g_k, h_k) = \Lambda_{BHT; \mathcal{P}(I_0)}^{F,G,H'}(f_k, g_k, h_k) \) and using \( \mathcal{P}(0) \) we have
\[
\left| \Lambda_{BHT; \mathcal{P}(I_0)}(f_k, g_k, h_k) \right| \lesssim \left( \text{size } I_0 \right)^{1+\theta_1} \left( \text{size } I_0 \right)^{1+\theta_2} \left( \text{size } I_0 \right)^{1+\theta_3} \cdot \|f_k \cdot \bar{\chi}_{I_0}\|_{r_1} \|f_k \cdot \bar{\chi}_{I_0}\|_{r_2} \|h_k \cdot \bar{\chi}_{I_0}\|_{r_3}.
\]
Summing in \( k \) via Hölder’s inequality the expressions in the second line, we obtain
\[
\frac{\|1_F \cdot \bar{\chi}_{I_0}\|_{r_1}}{|I_0|^{1/2}} \cdot \frac{\|1_G \cdot \bar{\chi}_{I_0}\|_{r_2}}{|I_0|^{1/2}} \cdot \frac{\|1_{H'} \cdot \bar{\chi}_{I_0}\|_{r_3}}{|I_0|^{1/2}} \cdot |I_0|,
\]
which is bounded above by
\[
\left( \text{size } I_0 \right)^{1/4} \left( \text{size } I_0 \right)^{1/4} \left( \text{size } I_0 \right)^{1/4} \cdot |I_0|.
\]
This end the proof of “\( \mathcal{P}(0) \Rightarrow \mathcal{P}^*(1) \)”.

4.1. The quasi-Banach case. If \( r^j < 1 \) for some \( 1 \leq j \leq n \), the inductive statements for the localized trilinear form \( \Lambda_{BHT; \mathcal{P}(I_0)}^{F,G,H'} \) are replaced by statements for the localized operator
\[
BHT_{I_0}^{F,G,H'}(f,g)(x) := BHT_{I_0}(f \cdot 1_F, g \cdot 1_G)(x) \cdot 1_{H'}(x).
\]
Then, the two inductive statements are:
\[
\mathcal{P}(n) : \quad \|\|BHT_{\mathcal{P}(I_0)}^{F,G,H'}(\tilde{f}, \tilde{g})\|_{L^{r_1}}\|_{1} \lesssim \left( \text{size } \mathcal{P}(I_0) \right)^{1+\theta_1} \left( \text{size } \mathcal{P}(I_0) \right)^{1+\theta_2} \left( \text{size } \mathcal{P}(I_0) \right)^{1+\theta_3} \cdot \|\|\tilde{f}\|_{L^{r_1}} \cdot \bar{\chi}_{I_0}\|_{1} \|\|\tilde{g}\|_{L^{r_2}} \cdot \bar{\chi}_{I_0}\|_{1}.
\]
Also, whenever \( \|\tilde{f}(x)\|_{L^{r_1}} \leq 1_F(x) \) and \( \|\tilde{g}(x)\|_{L^{r_2}} \leq 1_G(x) \), we have
\[
\mathcal{P}^*(n) : \quad \|\|BHT_{\mathcal{P}(I_0)}^{F,G,H'}(\tilde{f}, \tilde{g})\|_{L^{r_1}}\|_{1} \lesssim \left( \text{size } \mathcal{P}(I_0) \right)^{1+\theta_1} \left( \text{size } \mathcal{P}(I_0) \right)^{1+\theta_2} \left( \text{size } \mathcal{P}(I_0) \right)^{1+\theta_3} \cdot |I_0|^{1/4}.
\]
Notice that we obtain a gain in the exponent for \( \text{size } \mathcal{P}(I_0) \cdot 1_{H'} \), if \( s < 1 \), compared to the similar estimate for the trilinear form. This is a key fact in obtaining also the quasi-Banach valued extensions.
5. The method of the proof: sparse domination

In Section 2.2 we have obtained implicitly that
\[ |\Lambda_{BHT}(f, g, h)| \lesssim \sum_{S_1 \in S_1} \sum_{S_2 \in S_2} \sum_{S_3 \in S_3} \frac{|S_1 \cap S_2 \cap S_3|}{(\text{size}_{P(S_1)} 1_{F})^{\frac{1+\theta_1}{2}} \cdot (\text{size}_{P(S_2)} 1_G)^{\frac{1+\theta_2}{2}} \cdot (\text{size}_{P(S_3)} 1_{H'})^{\frac{1+\theta_3}{2}}} \]
where the functions \( f, g, h \) satisfy \( |f| \leq 1_F, |g| \leq 1_G, |h| \leq 1_{H'} \), and \( 0 \leq \theta_1, \theta_2, \theta_3 < 1 \), with \( \theta_1 + \theta_2 + \theta_3 = 1 \).

Such estimates are sometimes called in literature “sparse estimates”, since the collections of intervals \( S_1, S_2 \) and \( S_3 \) are sparse. In fact, we’ve seen that each of them verifies (26), which is called a \( \tilde{C} \)-“Carleson condition”, and which in turn is equivalent to \( \frac{1}{\tilde{C}} \)-sparse property of Definition 1, as shown in [LN15].

In applications, ideally one would like to obtain similar estimates, but with only one sparse set rather than three, and also one would like it to be available for arbitrary functions, not only for those bounded above by characteristic functions of sets. The goal of this section is to describe our recent work in [BM17b], which realizes this task.

The local estimate \([\mathcal{P}^{\ast}(n)]\) of Section 2 is formulated for functions that are bounded above by characteristic functions of finite sets. However, at the cost of an \( \epsilon \) in the exponent of the sizes, we obtain a similar estimate for general functions.

**Definition 6.** If \( \mathcal{P} \) is a collection of time-frequency tiles, then we define the \( L^q \) size to be
\[
\text{size}^q_{\mathcal{P}}(f) := \sup_{P \in \mathcal{P}} \left( \frac{1}{|I_P|} \int_{\mathbb{R}} |f(x)|^q \cdot \hat{x} I_P dx \right)^{\frac{1}{q}}.
\]

In the case of a collection \( \mathcal{P}(I_0) \) localized to a fixed dyadic interval \( I_0 \) (all the tiles in the collection satisfy \( I_P \subseteq I_0 \)), we have
\[
\text{size}^q_{\mathcal{P}(I_0)}(f) := \max \left( \sup_{P \in \mathcal{P}(I_0)} \left( \frac{1}{|I_P|} \int_{\mathbb{R}} |f(x)|^q \cdot \hat{x} I_P dx \right)^{\frac{1}{q}}, \left( \frac{1}{|I_0|} \int_{\mathbb{R}} |f(x)|^q \cdot \hat{x} I_0 dx \right)^{\frac{1}{q}} \right).
\]

We note that the \( L^1 \) size coincides with the classical \( \text{size}_{\mathcal{P}}(f) \), and also,
\[
\text{size}^q_{\mathcal{P}}(f) = (\text{size}_{\mathcal{P}}(|f|^q))^{\frac{1}{q}}, \quad \text{size}^q_{\mathcal{P}(I_0)}(f) = (\text{size}_{\mathcal{P}(I_0)}(|f|^q))^{\frac{1}{q}}.
\]

Using an argument similar to interpolation we can prove the following

**Proposition 10** (Mock interpolation). Let \( \mathcal{P} \) be a collection of tiles and \( \Lambda_{\mathcal{P}} \) a trilinear form satisfying, for any sets of finite measure \( F, G \) and \( H \), and any functions functions \( f, g, h \) so that \( |f| \leq 1_F, |g| \leq 1_G, |h| \leq 1_H \) the estimate
\[
|\Lambda_{\mathcal{P}}(f, g, h)| \lesssim \text{size}^{q_1}_{\mathcal{P}}(1_F) \cdot \text{size}^{q_2}_{\mathcal{P}}(1_G) \cdot \text{size}^{q_3}_{\mathcal{P}}(1_H).
\]

Then, for any \( \epsilon > 0 \), and any locally integrable functions \( f, g, h \) we have
\[
|\Lambda_{\mathcal{P}}(f, g, h)| \lesssim \epsilon \text{size}^{q_1+\epsilon}_{\mathcal{P}}(f) \cdot \text{size}^{q_2+\epsilon}_{\mathcal{P}}(g) \cdot \text{size}^{q_3+\epsilon}_{\mathcal{P}}(h).
\]

**Proof.** First, note that the trilinear form above is not the one associated to the model operator of \( BHT \). Instead, it can be defined on a collection of dyadic intervals, since \( \text{size}_{\mathcal{P}}(f) \) only depends on the spatial intervals. For simplicity, we can also assume that the functions are Schwartz.

Then we decompose \( f = \sum_{\kappa_1} 2^{\kappa_1} \cdot f_{\kappa_1} = \sum_{\kappa_1} 2^{\kappa_1} \cdot f_{\kappa_1} \cdot 1_{F_{\kappa_1}}, \) where
\[
F_{\kappa_1} = \{ 2^{\kappa_1-1} \leq |f| \leq 2^{\kappa_1} \}.
\]
That is, \(2^{\kappa_1} f_{\kappa_1} = f \cdot 1_{F_{\kappa_1}}\) represents the part of \(f\) where \(|f| \sim 2^{\kappa_1}\), and \(|f_{\kappa_1}| \leq 1_{F_{\kappa_1}}\), so it verifies the hypotheses of the Proposition.

Similarly, \(g = \sum_{\kappa_2} 2^{\kappa_2} \cdot g_{\kappa_2}\) and \(h = \sum_{\kappa_3} 2^{\kappa_3} \cdot h_{\kappa_3}\), while

\[
|A_P(f, g, h)| \lesssim \sum_{\kappa_1, \kappa_2, \kappa_3} 2^{\kappa_1} 2^{\kappa_2} 2^{\kappa_3} |A_P(f_{\kappa_1}, g_{\kappa_2}, h_{\kappa_3})|
\]

\[
\lesssim \sum_{\kappa_1, \kappa_2, \kappa_3} 2^{\kappa_1} 2^{\kappa_2} 2^{\kappa_3} \overline{\text{size}}_F(1_{F_{\kappa_1}}) \cdot \overline{\text{size}}_P(1_{G_{\kappa_2}}) \cdot \overline{\text{size}}_P(1_{H_{\kappa_3}}).
\]

Then it suffices to prove that

\[
\sum_{\kappa} 2^{\kappa} \sup_{P \in \mathcal{F}} \left( \frac{1}{|I_P|} \int_{\mathbb{R}} 1_{F_{\kappa}} \cdot \tilde{\chi}_{I_P} \, dx \right)^{\frac{1}{q_1}} \lesssim \sup_{P \in \mathcal{F}} \left( \frac{1}{|I_P|} \int_{\mathbb{R}} |f \cdot \tilde{\chi}_{I_P}|^{q_1+\varepsilon} \, dx \right)^{\frac{1}{q_1+\varepsilon}}.
\]

Let \(K\) be so that \(2^K \sim \sup_{P \in \mathcal{F}} \left( \frac{1}{|I_P|} \int_{\mathbb{R}} |f \cdot \tilde{\chi}_{I_P}|^{q_1+\varepsilon} \, dx \right)^{\frac{1}{q_1+\varepsilon}}\). Since \(2^{\kappa-1} \cdot 1_{F_{\kappa}} \leq |f(x)| 1_{F_{\kappa}}(x) \leq 2^K \cdot 1_{F_{\kappa}}\), we have \(1_{F_{\kappa}}(x) \lesssim 2^{-\kappa(q_1+\varepsilon)} |f(x)|^{q_1}\) and hence

\[
\frac{1}{|I_P|} \int_{\mathbb{R}} 1_{F_{\kappa}} \cdot \tilde{\chi}_{I_P} \, dx \lesssim 2^{-\kappa(q_1+\varepsilon)} \frac{1}{|I_P|} \int_{\mathbb{R}} |f(x) \cdot \tilde{\chi}_{I_P}|^{q_1+\varepsilon} \, dx \lesssim 2^{(K-\kappa)(q_1+\varepsilon)}.
\]

We actually have more than that; namely,

\[
\sup_{P \in \mathcal{F}} \left( \frac{1}{|I_P|} \int_{\mathbb{R}} 1_{F_{\kappa}} \cdot \tilde{\chi}_{I_P} \, dx \right)^{\frac{1}{q_1}} \lesssim \min \left( 1, 2^{(K-\kappa)(q_1+\varepsilon)/q_1} \right).
\]

We split the sum over \(\kappa \leq K\) and \(\kappa > K\). In the first case, we obtain

\[
\sum_{\kappa \leq K} 2^{\kappa} \sup_{P \in \mathcal{F}} \left( \frac{1}{|I_P|} \int_{\mathbb{R}} 1_{F_{\kappa}} \cdot \tilde{\chi}_{I_P} \, dx \right)^{\frac{1}{q_1}} \lesssim \sum_{\kappa \leq K} 2^{\kappa} \lesssim 2^K.
\]

Summation over \(\kappa > K\) yields

\[
\sum_{\kappa > K} 2^{\kappa} \sup_{P \in \mathcal{F}} \left( \frac{1}{|I_P|} \int_{\mathbb{R}} 1_{F_{\kappa}} \cdot \tilde{\chi}_{I_P} \, dx \right)^{\frac{1}{q_1}} \lesssim 2^K \sum_{\kappa > K} 2^{(K-\kappa)\left(1 - \frac{2\varepsilon q_1}{q_1}\right)} \lesssim 2^K.
\]

Combining the two cases together, we obtain the conclusion. The last step also shows that we cannot avoid the \(\varepsilon\) loss. \(\square\)

Using Proposition \[10\] \(\mathcal{Q}^*(n)\) implies \(\mathcal{Q}^*(n)\):

\[
|A_{BHT,\mathcal{P}(I_0)}(f, g, h)| \lesssim \left( \overline{\text{size}}_{\mathcal{P}(I_0)}(\|f(x, \cdot)\|_{L^{q_1}})^{q_1} \cdot \left( \overline{\text{size}}_{\mathcal{P}(I_0)}(\|g(x, \cdot)\|_{L^{q_2}})^{q_2} \right)^{q_2} \cdot \left( \overline{\text{size}}_{\mathcal{P}(I_0)}(\|h(x, \cdot)\|_{L^{q_3}})^{q_3} \right)^{q_3} \right)^{\frac{1}{q_1+\varepsilon}} \cdot |I_0|,
\]

provided there exist \(\theta_1, \theta_2, \theta_3\) so that \(0 \leq \theta_1, \theta_2, \theta_3 < 1, \theta_1 + \theta_2 + \theta_3 = 1\) and

\[
\frac{1}{r_1}, \frac{1}{s_1} < \frac{1 + \theta_1}{2}, \quad \frac{1}{r_2}, \frac{1}{s_2} < \frac{1 + \theta_2}{2}, \quad \frac{1}{r_3}, \frac{1}{s_3} < \frac{1 + \theta_3}{2} \quad \forall 1 \leq j \leq n.
\]

**Remark 5.** As mentioned earlier, the \((n+1)\)-depth estimate \(\mathcal{Q}^*(n+1)\) is obtained through a careful stopping time (which identifies the intervals realizing the maximum in the inequality above) from \(\mathcal{Q}^*(n)\) and Hölder’s inequality, the latter allowing us to move to the next level of iteration. If instead we don’t have the extra variable to apply Hölder’s inequality to and perform the usual stopping time procedure starting from \(\mathcal{Q}^*(n)\), at the end we obtain exactly the same estimate \(\mathcal{Q}^*(n)\), as if moving in circles. This too accounts for our choice of the name the helicoidal method.
For the exponents $s_1, s_2, s_3$, we don’t assume any Hölder-type condition. In fact, they are chosen to be as small as possible, but we still require them to satisfy for the same $\theta_1, \theta_2, \theta_3$ as above and an $\epsilon > 0$ which can be as small as we wish, the condition

$$\frac{1}{s_1} < \frac{1 + \theta_1}{2} - \epsilon, \quad \frac{1}{s_2} < \frac{1 + \theta_2}{2} - \epsilon, \quad \frac{1}{s_3} < \frac{1 + \theta_3}{2} - \epsilon.$$  

Now we claim that a local estimate such as $P^{**}(n)$ implies a vector-valued sparse domination:

**Theorem 12.** Let $\mathbb{P}$ be a collection of tiles and assume that

$$|\Lambda_{BHT, P(I_0)}(\bar{f}, \bar{g}, \bar{h})| \lesssim \left( \text{size}_{\mathbb{P}(I_0)} |\hat{f}(x, \cdot)|_{L^{s_1}_{(R^N)}} \right)^{\frac{1}{s_1}} \left( \text{size}_{\mathbb{P}(I_0)} |\hat{g}(x, \cdot)|_{L^{s_2}_{(R^N)}} \right)^{\frac{1}{s_2}} \left( \text{size}_{\mathbb{P}(I_0)} |\hat{h}(x, \cdot)|_{L^{s_3}_{(R^N)}} \right)^{\frac{1}{s_3}} |I_0|,$$

holds for any dyadic interval $I_0$ and any vector-valued functions $\bar{f}, \bar{g}, \bar{h}$ so that $|\hat{f}(x, \cdot)|_{L^{s_1}_{(R^N)}}, |\hat{g}(x, \cdot)|_{L^{s_2}_{(R^N)}}, |\hat{h}(x, \cdot)|_{L^{s_3}_{(R^N)}}$ are locally integrable. Then, there exists a sparse family of dyadic intervals $\mathcal{S}$, depending on $\bar{f}, \bar{g}, \bar{h}$ and on the Lebesgue exponents $s_1, s_2, s_3$ so that

$$|\Lambda_{\mathbb{P}}(\bar{f}, \bar{g}, \bar{h})| \lesssim \sum_{Q \in \mathcal{S}} \left( \frac{1}{|Q|} \int_{R^n} |\hat{f}(x, \cdot)|_{L^{s_1}_{(R^N)}} \cdot \hat{\chi}_Q \, dx \right)^{\frac{1}{s_1}} \left( \frac{1}{|Q|} \int_{R^n} |\hat{g}(x, \cdot)|_{L^{s_2}_{(R^N)}} \cdot \hat{\chi}_Q \, dx \right)^{\frac{1}{s_2}} \left( \frac{1}{|Q|} \int_{R^n} |\hat{h}(x, \cdot)|_{L^{s_3}_{(R^N)}} \cdot \hat{\chi}_Q \, dx \right)^{\frac{1}{s_3}} |Q|.$$

**Proof.** We only treat the scalar valued case, but the general one follows in the same way.

We have, for any interval $I_0$,

$$|\Lambda_{\mathbb{P}(I_0)}(f, g, h)| \lesssim \left( \text{size}_{\mathbb{P}(I_0)} |f|^{s_1} \right)^{1/s_1} \left( \text{size}_{\mathbb{P}(I_0)} |g|^{s_2} \right)^{1/s_2} \left( \text{size}_{\mathbb{P}(I_0)} |h|^{s_3} \right)^{1/s_3} |I_0|,$$

and we want to construct a sparse collection of dyadic intervals $\mathcal{S}$ for which

$$|\Lambda_{\mathbb{P}}(f, g, h)| \lesssim \sum_{Q \in \mathcal{S}} \left( \frac{1}{|Q|} \int_{R^n} |f|^{s_1} \cdot \hat{\chi}_Q \, dx \right)^{1/s_1} \left( \frac{1}{|Q|} \int_{R^n} |g|^{s_2} \cdot \hat{\chi}_Q \, dx \right)^{1/s_2} \left( \frac{1}{|Q|} \int_{R^n} |h|^{s_3} \cdot \hat{\chi}_Q \, dx \right)^{1/s_3} |Q|.$$

The sparse collection will be structured iteratively as $\mathcal{S} = \bigcup_{k \geq 0} \mathcal{S}_k$, and the intervals on the $k + 1$ level $\mathcal{S}_{k+1}$ will consist of the “descendants” of the intervals on the $k$-th level $\mathcal{S}_k$. That is, for every $k \geq 0$, and every $Q_0 \in \mathcal{S}_k$, we have $\text{ch}_{\mathcal{S}}(Q_0)$ the collection of direct descendants of $Q_0$ in $\mathcal{S}$, and moreover,

$$\mathcal{S}_{k+1} = \bigcup_{Q_0 \in \mathcal{S}_k} \text{ch}_{\mathcal{S}}(Q_0).$$

For each $Q_0 \in \mathcal{S}$, we have an associated subcollection of tiles $\mathbb{P}_{Q_0} \subseteq \mathbb{P}(Q_0)$, which induces a partition of $\mathbb{P}$:

$$\mathbb{P} := \bigcup_{Q_0 \in \mathcal{S}} \mathbb{P}_{Q_0}.$$  

The level 0, $\mathcal{S}_0$, will consist of the maximal spatial supports of the collection $\mathbb{P}$ of tiles:

$$\mathcal{S}_0 = \{ I \text{ dyadic interval} : I = I_P \text{ for some } P \in \mathbb{P} \text{ and if } I \subseteq I_{P'} \text{ for another } P' \in \mathbb{P}, \text{ then } I_P = I_{P'} \}.$$  

Now we assume $\mathcal{S}_k$ was constructed and for every $Q_0 \in \mathcal{S}_k$ we define $\text{ch}_{\mathcal{S}}(Q_0)$, the union of which will represent $\mathcal{S}_{k+1}$, and $\mathbb{P}_{Q_0}$ the subcollection of tiles. For each $Q_0 \in \mathcal{S}_k$, the descendants $\text{ch}_{\mathcal{S}}(Q_0)$ will consist of all the maximal dyadic intervals $Q \subseteq Q_0$ so that there exists at least one tri-tile $P \in \mathbb{P}$ with $I_P \subset Q$ and that one of the following holds:

$$\left( \frac{1}{|Q|} \int_{R^n} |f(x)|^{s_1} \cdot \hat{\chi}_Q(x) \, dx \right)^{1/s_1} > C \cdot \left( \frac{1}{|Q_0|} \int_{R^n} |f(x)|^{s_1} \cdot \hat{\chi}_{Q_0}(x) \, dx \right)^{1/s_1}.$$
averages \( \tilde{VVST} \) is a top-down approach: we start with largest possible size, which is concentrated on smallest possible intervals, and as the procedure continues, the sizes are decreasing and the spatial intervals are becoming larger. This is illustrated in Figure 4.

On the contrary, the stopping time for the vector-valued estimates (referred to as \( Q \) collection (which we call \( S \) collection) of tiles \( P \subseteq \mathbb{P}(Q_0) \) consists of all tiles \( P \in \mathbb{P} \) so that

\[
I_P \subseteq Q_0, \quad \text{but } I_P \notin Q, \quad \forall Q \in ch_S(Q_0).
\]

For that reason, \( \lambda^{S_{1}}_{P,Q_0}(f) \lesssim \left( \frac{1}{|Q_0|} \int_{\mathbb{R}} |f(x)|^{s_1} \cdot \tilde{Q}_0(x) dx \right)^{1/s_1} \), and similarly for the functions \( g \) and \( h \). Then we have, due to (46),

\[
|\Lambda_{P}(f,g,h)| \lesssim \sum_{Q \in S} |\Lambda_{P,Q}(f,g,h)| \lesssim \sum_{Q \in S} \left( \text{size}_{P,Q} |f|^{s_1} \right)^{1/s_1} \left( \text{size}_{P,Q} |g|^{s_2} \right)^{1/s_2} \left( \text{size}_{P,Q} |h|^{s_3} \right)^{1/s_3} |Q|,
\]

which further implies (47).

\[\square\]

**Remark 6.** We can see from Figure 5 that the stopping time yielding the sparse domination collection (which we call stopping time of type SST) \( S \) is a bottom-up procedure: we start with large spatial intervals \( Q_0 \) and construct the descendants \( ch_S(Q_0) \), and in doing so, the averages \( \lambda^{S_{1}}_{P,Q}(f) \) are increasing.

On the contrary, the stopping time for the vector-valued estimates (referred to as type \( VVST \)) is a top-down approach: we start with largest possible size, which is concentrated on smallest possible intervals, and as the procedure continues, the sizes are decreasing and the spatial intervals are becoming larger. This is illustrated in Figure 4.

Lastly, in order to obtain the full result of Theorem 10, i.e., a sparse domination of \( \|BHT_{P}(f,g) \cdot v\|_{q} \) (rather than just a sparse domination of the trilinear form), we need to rephrase Theorem 12. We note that such a sparse domination is well defined in the quasi-Banach case as well.
Proposition 11. Let $\mathcal{P}$ be a collection of tiles and assume that the bilinear operator $T_\mathcal{P}$ satisfies
\[
\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^q(\mathbb{R}, \mu) : \cdot} \|v\|_{q}^q \lesssim \left(\mathfrak{w}_{\mathcal{P}}(I_0) \|\vec{f}(x, \cdot)\|_{L^{q_1}}^{q_1} v(x)\right)^{\frac{q_1}{q}} \cdot \left(\mathfrak{w}_{\mathcal{P}}(I_0) \|\vec{g}(x, \cdot)\|_{L^{q_2}}^{q_2} v(x)\right)^{\frac{q_2}{q}} \cdot \left(\mathfrak{w}_{\mathcal{P}}(I_0) |v|^s\right)^{\frac{s}{q}} \cdot |I_0|,
\]
for any dyadic interval $I_0$, any vector-valued functions $\vec{f}, \vec{g}$ so that $\|\vec{f}(x, \cdot)\|_{L^{q_1}}, \|\vec{g}(x, \cdot)\|_{L^{q_2}}$ are locally integrable, and any $q$-integrable function $v$. Then, provided $\|\cdot\|_{L^q(\mathbb{R}, \mu)}$ is subadditive, there exists a sparse family of dyadic intervals $\mathcal{S}$, depending on $\vec{f}, \vec{g}, v$ and on the Lebesgue exponents $s_1, s_2, s_3$ so that
\[
\|\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^q(\mathbb{R}, \mu) : \cdot} \|v\|_{q}^q \lesssim \sum_{Q \in \mathcal{S}} \left(\frac{1}{|Q|} \int_{\mathbb{R}} \|\vec{f}(x, \cdot)\|_{L^{q_1}}^{q_1} \cdot \chi_Q dx\right)^{\frac{q_1}{q}} \left(\frac{1}{|Q|} \int_{\mathbb{R}} \|\vec{g}(x, \cdot)\|_{L^{q_2}}^{q_2} \cdot \chi_Q dx\right)^{\frac{q_2}{q}} \left(\frac{1}{|Q|} \int_{\mathbb{R}} |v|^{s_3} \cdot \chi_Q dx\right)^{\frac{s_3}{q}} |Q|.
\]

The subadditivity condition is fulfilled if $q \leq \min_j r_j$. If $\|\cdot\|_{L^q(\mathbb{R}, \mu)}$ is not subadditive, we pick $\tau < q$ so that $\|\cdot\|_{L^q(\mathbb{R}, \mu)}$ is subadditive (and a sparse domination of $\|\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^q(\mathbb{R}, \mu) : \cdot} \|v\|_{q}^q$ is at our disposal) and we construct a sparse domination of $\|\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^\tau(\mathbb{R}, \mu) : \cdot} \|v\|_{\tau}^{\tau}\|$. Proof. First note that
\[
\|\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^\tau(\mathbb{R}, \mu) : \cdot} \|v\|_{\tau}^{\tau}\|_q = \|\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^\tau(\mathbb{R}, \mu) : \cdot} \|v\|_{\tau}^{\tau}\|_{\frac{q}{\tau}},
\]
and since $\frac{q}{\tau} > 1$, we can find $u \in L\left(\frac{q}{\tau}\right)'$ with $\|u\|_{\left(\frac{q}{\tau}\right)'} = 1$ such that
\[
\|\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^\tau(\mathbb{R}, \mu) : \cdot} \|v\|_{\tau}^{\tau}\|_q = \int_{\mathbb{R}} \left\|\left\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^\tau(\mathbb{R}, \mu) : \cdot} \|v\|_{\tau}^{\tau}\right\|\left\|u\right\|_1 dx = \left\|\left\|T_\mathcal{P}(\vec{f}, \vec{g})\|_{L^\tau(\mathbb{R}, \mu) : \cdot} \|v\|_{\tau}^{\tau}\right\|\left\|u\right\|_1 \right\|_{\frac{q}{\tau}}.
\]
Now we use the sparse domination for $\| \cdot \|_r^r$:
\[
\| T_F(\tilde{f}, \tilde{g}) \|_{L^R(\mathbb{W}, \mu) \cdot v \cdot u}^{1_r^r} \\
\lesssim \sum_{Q \in \mathcal{S}} (\int_Q \| \tilde{f}(x,\cdot) \|_{L^R_{R_1}}^{s_1} (\int_Q \| \tilde{g}(x,\cdot) \|_{L^R_{R_2}}^{s_2}) \| \tilde{f} \|_{L^R_{R_3}}^{s_3} (\int_Q |v \cdot u|^{s_3}) \| \tilde{g} \|_{L^R_{R_3}}^{s_3} |Q|) \\
\lesssim \sum_{Q \in \mathcal{S}} (\int_Q \| \tilde{f}(x,\cdot) \|_{L^R_{R_1}}^{s_1} (\int_Q \| \tilde{g}(x,\cdot) \|_{L^R_{R_2}}^{s_2}) \| \tilde{f} \|_{L^R_{R_3}}^{s_3} (\int_Q |v|^{s_3}) \| \tilde{g} \|_{L^R_{R_3}}^{s_3} |Q|^{\frac{1}{\alpha} q/(\alpha + q)} (\int_Q |u|^{s_3})^{\frac{q}{q/(\alpha + q)}} |Q|^{-\frac{1}{\alpha} q/(\alpha + q)},
\]
where we used Hölder’s inequality with $\frac{1}{s_3} = \frac{1}{s_3} + \frac{1}{\alpha}$. Now again we use Hölder’s inequality in $\ell^2$ and $\ell^{(\frac{q}{\alpha})'}$ spaces indexed after the collection $\mathcal{S}$; the first term is precisely the right hand side of (48) with $\tilde{s}_1 = s_1$ and $\tilde{s}_2 = s_2$, while the second one can be estimated, using the sparseness properties of $\mathcal{S}$, by
\[
(\sum_{Q \in \mathcal{S}} (\int_Q |u|^{s_3})^{\frac{q}{q/(\alpha + q)} |Q|})^{\frac{1}{\alpha} q/(\alpha + q)} \lesssim \| \mathcal{M}_{\hat{\chi}}(u) \|_{(\frac{q}{\alpha})'}.
\]
Hence we can deduce the desired sparse domination from (48) provided we have
\[
\| \mathcal{M}_{\hat{\chi}}(u) \|_{(\frac{q}{\alpha})'} \lesssim \| u \|_{(\frac{q}{\alpha})'} = 1.
\]
The last estimate is contingent upon
\[
\frac{\alpha}{\tau} < \left(\frac{q}{\tau}\right)' \iff \frac{1}{\tau} - \frac{1}{q} < \frac{1}{s_3} - \frac{1}{\tilde{s}_3},
\]
which is the condition we had on $\tilde{s}_3$.

\[\square\]

**Remark 7.** (a) We note that the sparse collection $\mathcal{S}$ depends on the functions involved and $\tau, s_1, s_2$ and $s_3$, rather than on $q, \tilde{s}_1, \tilde{s}_2$ and $\tilde{s}_3$.

(b) For the bilinear Hilbert transform operator, we require the tuples $R_1, R_2$ and $R$ to satisfy the assumptions [9] of Theorem [10] (i.e. they depend on certain $\theta_1, \theta_2$ and $\theta_3$ which are contained in $[0,1]$ and satisfy $\theta_1 + \theta_2 + \theta_3 = 1$).

If $q \leq 1$ and $\| \cdot \|_{L^R(\mathbb{W}, \mu)}$ is subadditive, then $s_1, s_2$ and $s_3$ need to satisfy
\[
\frac{1}{s_1} < \frac{1 + \theta_1}{2}, \quad \frac{1}{s_2} < \frac{1 + \theta_2}{2}, \quad \frac{1}{s_3} < \frac{1}{q} - \frac{1 + \theta_3}{2} = \frac{1}{q} - \frac{\theta_1 + \theta_2}{2}.
\]
On the other hand, if $\| \cdot \|_{L^R(\mathbb{W}, \mu)}$ is not subadditive, then we deduce the sparse domination result by using Proposition [12] and a $\tau$ for which $\| \cdot \|_{L^R(\mathbb{W}, \mu)}$ is subadditive. For such a $\tau$, we have a sparse domination result with averages $s_1(\tau), s_2(\tau)$ and $s_3(\tau)$, where
\[
\frac{1}{s_1(\tau)} < \frac{1 + \theta_1}{2}, \quad \frac{1}{s_2(\tau)} < \frac{1 + \theta_2}{2}, \quad \frac{1}{s_3(\tau)} < \frac{1}{\tau} - \frac{1 + \theta_3}{2} = \frac{1}{\tau} - \frac{\theta_1 + \theta_2}{2}.
\]
And this implies a sparse domination result for $q$, with $s_1, s_2$ and $s_3$ averages, where $s_1 = s_1(\tau), s_2 = s_2(\tau)$ and $\frac{1}{s_3} < \frac{1}{s_3(\tau)} - \frac{1}{\tau} + \frac{1}{q}$. We want to minimize $s_3$ (and hence $s_3(\tau)$ as well), so we can pick $s_3(\tau)$ so that
\[
\frac{1}{s_3(\tau)} = \frac{1}{\tau} - \frac{\theta_1 + \theta_2}{2} - \epsilon,
\]
for a certain \( \epsilon \) small enough. Then \( s_3 \) can be chosen similarly:

\[
\frac{1}{s_3} = \frac{1}{s_3(\tau)} - \frac{1}{\tau} + \frac{1}{q} - \epsilon = \frac{1}{q} - \frac{\theta_1 + \theta_2}{2} - 2\epsilon.
\]

So even if we fail to have subadditivity, the conditions on \( s_1, s_2 \) and \( s_3 \) are given by (10) also in this case:

\[
\frac{1}{s_1} < \frac{1 + \theta_1}{2}, \quad \frac{1}{s_2} < \frac{1 + \theta_2}{2}, \quad \frac{1}{s_3} < \frac{1}{q} - \frac{\theta_1 + \theta_2}{2}.
\]

(c) In Corollary 4, we disregard the value of \( s_3 \) by setting \( v \equiv 1 \); we need nevertheless to have

\[
0 < \frac{1}{s_3} < \frac{1}{q} - \frac{\theta_1 + \theta_2}{2},
\]

which implies that

\[
\frac{1}{s_1} + \frac{1}{s_2} < 1 + \frac{\theta_1 + \theta_2}{2} < \min \left( \frac{3}{2}, 1 + \frac{1}{q} \right).
\]

REFERENCES

[AHM+02] P. Auscher, S. Hofmann, C. Muscalu, T. Tao, and C. Thiele. Carleson measures, trees, extrapolation, and \( T(b) \) theorems. Publ. Mat., pages 257–325, 2002.

[Ben15] Cristina Benea. Vector-Valued Extensions for Singular Bilinear Operators and Applications. PhD thesis, Cornell University, May 2015.

[BL14] Jean Bourgain and Dong Li. On an endpoint Kato-Ponce inequality. Differential Integral Equations, 27(11-12):1037–1072, 2014.

[BM16] Cristina Benea and Camil Muscalu. Multiple vector-valued inequalities via the helicoidal method. Anal. PDE, 9(8):1391–1398, 2016.

[BM17a] Cristina Benea and Camil Muscalu. Quasi-Banach valued inequalities via the helicoidal method. J. Funct. Anal., 273(4):1295–1353, 2017.

[BM17b] Cristina Benea and Camil Muscalu. Sparse domination via the helicoidal method. https://arxiv.org/abs/1707.05484, 2017.

[Car66] Lennart Carleson. On convergence and growth of partial sums of Fourier series. Acta. Math., pages 135–157, 1966.

[CDPO16] Amalia Culiuc, Francesco Di Plinio, and Yumeng Ou. Domination of multilinear singular integrals by positive sparse forms. http://arxiv.org/abs/1603.05317 2016. Online; accessed June 2017.

[CM75] R. R. Coifman and Yves Meyer. On commutators of singular integrals and bilinear singular integrals. Trans. Amer. Math. Soc., 212:315–331, 1975.

[CUM04] R. R. Coifman, Yves Meyer. On commutators of singular integrals and bilinear singular integrals. Trans. Amer. Math. Soc., 212:315–331, 1975.

[DPO15a] Francesco Di Plinio and Yumeng Ou. Banach-valued multilinear singular integrals. http://arxiv.org/abs/1506.05827 2015. Online; accessed June 2016.

[DT15] Yen Do and Christoph Thiele. \( L^p \) theory for outer measures and two themes of Lennart Carleson united. Bull. Amer. Math. Soc., pages 249–296, 2015.

[Fef73] Charles Fefferman. Pointwise convergence of Fourier series. The Annals of Mathematics, pages 551–571, 1973.

[FS71] Charles Fefferman and Elias Stein. Some maximal inequalities. American Journal of Mathematics, pages 107–115, 1971.

[GCRdF85] José Garcia-Cuerva and José Rubio de Francia, editors. Editor, volume 116 of North-Holland Mathematics Studies. North-Holland, 1985.

[GM04] Loukas Grafakos and Jos María Martell. Extrapolation of weighted norm inequalities for multivariable operators and applications. J. Geom. Anal., pages 19–46, 2004.
[GMN14] Loukas Grafakos, Diego Maldonado, and Virginia Naibo. A remark on an endpoint Kato-Ponce inequality. *Differential Integral Equations*, 27(5-6):415–424, 2014.

[GO14] Loukas Grafakos and Seunghy Oh. The Kato-Ponce inequality. *Communications in Partial Differential Equations*, pages 1128–1157, 2014.

[HLP13] Tuomas Hytönen, Michael Lacey, and Ioannis Parissis. The vector valued quartile operator. *Collect. Math.*, 64:427–454, 2013.

[HTW17] Jarod Hart, Rodolfo Torres, and Xinfeng Wu. Smoothing properties of bilinear operators and Leibniz-type rules in Lebesgue and mixed Lebesgue space. [https://arxiv.org/abs/1701.02631](https://arxiv.org/abs/1701.02631) 2017.

[Ken04] Carlos Kenig. On the local and global theory for the KP1 equation. *Ann. I. H. Poincaré*, pages 827–838, 2004.

[LN15] Andrei Lerner and Fedor Nazarov. Intuitive dyadic calculus: the basics. [http://arxiv.org/abs/1508.05639](http://arxiv.org/abs/1508.05639) 2015. Online; accessed June 2017.

[LOP +09] Andrei K. Lerner, Sheldy Ombrosi, Carlos Pérez, Rodolfo H. Torres, and Rodrigo Trujillo-González. New maximal functions and multiple weights for the multilinear Calderón-Zygmund theory. *Adv. Math.*, 220(4):1222–1264, 2009.

[LT97] Michael Lacey and Christoph Thiele. $L^p$ estimates on the bilinear Hilbert transform for $2 < p < \infty$. *Annals of Mathematics*, 164:693–724, 1997.

[LT99] Michael Lacey and Christoph Thiele. On Calderón’s conjecture. *Ann. of Math. (2)*, 149(2):475–496, 1999.

[MPTT04] Camil Muscalu, Jill Pipher, Terence Tao, and Christoph Thiele. Bi-parameter paraproducts. *Acta Mathematica*, pages 269–296, 2004.

[MPTT06] Camil Muscalu, Jill Pipher, Terence Tao, and Christoph Thiele. Multi-parameter paraproducts. *Rev. Mat. Iberoamericana*, pages 963–976, 2006.

[MS13] Camil Muscalu and Willem Schlag. *Classical and Multilinear Harmonic Analysis*. Cambridge University Press, 2013.

[MTT02] Camil Muscalu, Terence Tao, and Christoph Thiele. Multi-linear operators given by singular multipliers. *J. Amer. Math. Soc.*, pages 469–496, 2002.

[MTT04a] Camil Muscalu, Terence Tao, and Christoph Thiele. $L^p$ estimates for the biest. I. The Walsh case. *Math. Ann.*, 329(3):401–426, 2004.

[MTT04b] Camil Muscalu, Terence Tao, and Christoph Thiele. $L^p$ estimates for the biest. II. The Fourier case. *Math. Ann.*, 329(3):427–461, 2004.

[OST +12] Richard Oberlin, Andreas Seeger, Terence Tao, Christoph Thiele, and James Wright. A variation norm Carleson theorem. *J. Eur. Math. Soc. (JEMS)*, 14(2):421–464, 2012.

[RdF85] José Rubio de Francia. A Littlewood-Paley Inequality for Arbitrary Intervals. *Revista Matemática Iberoamericana*, 1(2):891–921, 1985.

[Sil14] Prabath Silva. Vector valued inequalities for families of bilinear Hilbert transforms and applications to bi-parameter problems. *J. Lond. Math. Soc.*, pages 695–724, 2014.

[Thi06] Christoph Thiele. *Wave packet analysis*, volume 105 of CBMS Regional Conference Series in Mathematics. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 2006.

[TW15] Rodolfo H. Torres and Erika L. Ward. Leibniz’s rule, sampling and wavelets on mixed Lebesgue spaces. *J. Fourier Anal. Appl.*, 21(5):1053–1076, 2015.

[Ura16] Gennady Uraltsev. Variational Carleson embeddings into the upper 3-space. [https://arxiv.org/abs/1610.07657](https://arxiv.org/abs/1610.07657) 2016. Online; accessed October 2017.

Cristina Benea, Université de Nantes, Laboratoire Jean Leray, Nantes 44322, France

E-mail address: cristina.benea@univ-nantes.fr

Camil Muscalu, Department of Mathematics, Cornell University, Ithaca, NY 14853, USA

E-mail address: camil@math.cornell.edu