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Abstract

We present data structures and algorithms for native implementations of discrete convolution operators over Adaptive Particle Representations (APR) of images on parallel computer architectures. The APR is a content-adaptive image representation that locally adapts the sampling resolution to the image signal. It has been developed as an alternative to pixel representations for large, sparse images as they typically occur in fluorescence microscopy. It has been shown to reduce the memory and runtime costs of storing, visualizing, and processing such images. This, however, requires that image processing natively operates on APRs, without intermediate reverting to pixels. Designing efficient and scalable APR-native image processing primitives, however, is complicated by the APR’s irregular memory structure. Here, we provide the algorithmic building blocks required to efficiently and natively process APR images using a wide range of algorithms that can be formulated in terms of discrete convolutions. We show that APR convolution naturally leads to scale-adaptive algorithms that efficiently parallelize on multi-core CPU and GPU architectures. We quantify the speedups in comparison to pixel-based algorithms and convolutions on evenly sampled data. We achieve pixel-equivalent throughputs of up to 1 TB/s on a single Nvidia GeForce RTX 2080 gaming GPU, requiring up to two orders of magnitude less memory than a pixel-based implementation.

1 Introduction

Fluorescence microscopy enables long-term imaging of biological specimen at high spatial and temporal resolution with morphologically or biochemically specific labeling. This enables researchers to study biological structures and processes in living organisms \cite{1,18}, providing an invaluable source of information. However, handling and analyzing the large amounts of data produced causes significant computational demands, especially for three-dimensional (3D) images. Light-sheet microscopes, e.g., can acquire data at rates on the order of 10 TB per hour \cite{4}, challenging image storage \cite{5}, visualization \cite{6}, and processing \cite{7}. This “data bottleneck” often limits the throughput and scalability of fluorescence microscopy studies and leads to under-utilization of the information contained in the images.

To relax the data bottleneck, mainly three approaches are followed: (1) parallelization of image processing, (2) multi-resolution image representations, and (3) data compression. Parallelizing large images in distributed-memory computer clusters has enabled real-time segmentation of fluorescence microscopy images \cite{8}, and GPU acceleration has enabled interactive handling of large images \cite{9,10}. Multi-resolution representations and chunked hierarchical file formats aid analysis by allowing zoomable navigation of large volumes \cite{11}. Tools like BigDataViewer \cite{12} and TeraFly \cite{13} have leveraged this to enable interactive visualization and annotation of Terabyte-sized volumetric images. Compression methods, such as the Keller Lab Block (KLB) \cite{14} and B\textsuperscript{3}D \cite{15} formats, reduce the cost of storing and transferring data. However, compression does not reduce the runtime of image processing pipelines, as the data must be decompressed to its original size prior to processing.

Adaptive-resolution image representations, such as the Adaptive Particle Representation (APR) \cite{16}, provide an alternative to compression that can simultaneously reduce both data size and processing times. In order to take full advantage of such representations, however, it is necessary to natively process the images in the data-reduced representation, ideally on parallel computer architectures. This enables efficient end-to-end pipelines that never have to revert to pixels, not even block-wise. For certain tasks, like graph-cut segmentation, this has been shown to reduce...
both memory consumption and runtime \cite{16}. However, biological image analysis workflows typically require a wider range of algorithms. Adapting these algorithms, which have been designed for uniform pixel grids, to content-adaptive image representations, and efficiently implementing them using sparse data structures on parallel computers, is not trivial. Particularly challenging is the efficient implementation on GPUs, which are highly optimized for processing uniform grids.

Here, we provide the algorithmic building blocks for natively processing adaptive-resolution APR images in parallel on both CPUs and GPUs. Most classic low-level vision algorithms can be formulated as (sequences of) discrete convolutions. We therefore propose algorithmic strategies for efficient implementation of discrete convolution filters on APRs. We further show how the varying spatial scales of the APR can be exploited to naturally define scale-adaptive filters. Benchmark results demonstrate the efficiency of our implementations compared to pixel-based filtering, and we present an example of image deconvolution using the Richardson-Lucy algorithm natively implemented on the APR.

2 Background

For convenience, we recapitulate the fundamental concepts of the APR, but refer to Ref. \cite{16} and its Supplementary Material for more details and for the algorithms required to construct APRs from pixel images.

2.1 The Adaptive Particle Representation

The APR optimally adapts the local density of the sampling \( \mathcal{P} = \{ (\mathbf{x}_p, f(\mathbf{x}_p) \} \) of some function, signal, or image, \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), defined over \( \Omega \subseteq \mathbb{R}^n \) so as to guarantee that the point-wise reconstruction error, for all of a wide class of reconstruction methods \( \hat{f} \), is bounded everywhere in \( \Omega \) by a user-set constant \( E \) relative to a (potentially spatially varying) local error scale. This places sampling points \( \mathbf{x}_p \) where they are required in order to approximate the unknown continuous \( f \) within the given error threshold at all original pixel locations. Figure 1 illustrates the result for a fluorescence microscopy image. In regions where the signal gradient is significant, the original (pixel) sampling density is retained. However, in regions of low signal gradient, such as the background or homogeneous areas in the interior of objects, the sampling density is reduced.

Mathematically, the APR bounds the infinity norm of the relative reconstruction error

\[
\| f - \hat{f} \|_\infty \leq E, \quad (1)
\]

where \( f \) is the unknown true signal, \( \hat{f} \) the reconstruction, and \( \sigma \) the local error scale. The reconstruction \( f \) at location \( \mathbf{x} \) can be any positive weighted combination of sampled function values \( f(\mathbf{x}_p) \) within a certain radius \( R(\mathbf{x}) \) of \( \mathbf{x} \), where the function \( R : \Omega \rightarrow \mathbb{R} \) is called resolution function. Thus, for an APR, at any location \( \mathbf{x} \in \Omega \), any reconstruction of the form

\[
\hat{f}(\mathbf{x}) = \sum_{\mathbf{x}_p : |\mathbf{x} - \mathbf{x}_p| \leq R(\mathbf{x})} f(\mathbf{x}_p) w_p, \quad (2)
\]

with \( \sum_p w_p = 1 \) and \( w_p \geq 0 \) fulfills the reconstruction condition in Eq. 1. The resolution function can intuitively be seen as a local length scale of the signal.

If we consider a signal originally evenly sampled at \( N \) points then, in general dimensions and for arbitrary \( R(\mathbf{x}) \) and \( \mathcal{P} \), only greedy locally optimal solutions can be found in quadratic runtime \( O(N^2) \), becoming infeasible even for small problems \( \cite{16} \). In the APR both the resolution function \( R(\mathbf{x}) \) and the sampling locations \( \mathbf{x}_p \) are therefore restricted to be power-of-two fractions of the image edge length \( |\Omega| \). Under these restrictions, globally optimal sampling solutions can be found in linear time \( O(N) \) \cite{16}. The use of power-of-two decompositions is common in image representations and image processing algorithms, such as image pyramids \cite{19}, tree-based methods \cite{20}, and wavelet decompositions \cite{21}.

Considering the analogy of an image pyramid for a function in one dimension, as illustrated in Fig. 2, the APR corresponds to a partition of the domain \( \Omega \) across resolution levels \( l \), where at each location the coarsest element is

\footnotetext{The non-negativity constraint can be relaxed, and classes of adaptation satisfying higher-order constraints can also be formulated \cite{16}.}
Figure 2: Schematic comparing a regular sampling (pixels) to an APR in one dimension. (A) shows the pixels as green dots, and successively downsampled (by factors of 2) super-pixels as yellow dots. This forms an image pyramid or, by connecting spatially overlapping elements, a full binary tree. The APR particles (green dots in B) define a partition of the image domain and coincide with nodes of this tree at different levels of resolution.

selected under the condition that Eq. 1 holds. Intuitively, this can be thought of as a pruning operation of the full tree, where branches in areas of low signal gradient (relative to σ) are cut, and the sampling values are pushed to coarser ascendant nodes. The APR particles (green dots in Fig. 2B) thus constitute the leaf nodes in a pruned tree structure. The locations of particles are taken to be the centers of the corresponding grid cells (blue intervals in Fig. 2B), which we refer to as particle cells. The particle cells partition the image domain, and correspond exactly to grid cells in the image pyramid. In this way, they can be described by their resolution level \( l_p \) and a multi-index \( i_p = (i_{p,1}, \ldots, i_{p,n}) \) defining the location of the cell in the grid at level \( l_p \). This allows the location \( x_p \) of a particle cell to be written in terms of \( i_p \) and \( l_p \) as

\[
x_p = l_p \frac{|\Omega|}{2^{2^n}}.
\]

For simplicity we assume the image domain \( \Omega \) to be a hypercube starting at 0 with all edges of length \(|\Omega|\) a power of two. For anisotropic domains, or domains that are not a power of two, \(|\Omega|\) is the maximum edge length extended accordingly.

\[2.2 \text{ Neighborhood and Reconstruction}\]

The resolution function \( R(x) \) is taken to be a piecewise constant function, defined in terms of the APR particles as:

\[
R(x) = \sum_{p=1}^{N_p} \left[ \frac{|\Omega|}{2^{2^n}} \right]_{x_p} = \frac{\Omega}{2^{2^n}} = i_p,
\]

where \( [A] = 1 \) if \( A \) is true and 0 otherwise. Thus, the value of the resolution function \( R(x) \) at any location \( x \in \Omega \) is determined solely by the level of the particle cell which contains \( x \). This is guaranteed to be unique, since the particle cells partition the image domain \( \Omega \). In the example of Fig. 2B, evaluating \( R(x) \) corresponds to finding the level \( l \) for which the blue interval containing \( x \) holds a particle (green dot). The resolution function then takes the value \( R(x) = \frac{|\Omega|}{2^l} \), which defines the maximum radius of the reconstruction neighborhood in Eq. 2.

The reconstruction condition in Eq. 1 is valid for any positive weighted combination of particles within the radius \( R(x) \). This affords a lot of flexibility in defining different reconstruction methods. However, in image processing algorithms we have found that it is often favorable to use the simplest possible method. That is, to reconstruct the signal at a location \( x \), we find the particle \((x_p^*, f(x_p^*))\) whose particle cell contains \( x \) and take \( f(x) = f(x_p^*) \). We refer to this as piecewise constant reconstruction. Compared to more general reconstructions, this method is computationally efficient to evaluate, as the reconstructed values do not depend on neighbouring particles. Moreover, this allows an intuitive view of particles and particle cells as pixels of different sizes. In the remainder of this text, unless otherwise stated, all reconstructions are assumed to be piecewise constant.

\[2.3 \text{ Determining the APR}\]

Computing the APR from a pixel image requires estimating the gradient magnitude of the intensity field, \(|\nabla f|\), as well as the local error scale \( \sigma(x) \) at the original \( N \) pixels. These are then combined to form

\[
L(x) = \frac{E \sigma(x)}{|\nabla f|},
\]

which is quantized into a tree structure, and the APR solution is computed using a linear-time algorithm called the Pulling Scheme [16]. This algorithm directly provides the adaptive tree structure as shown in Fig. 2B, i.e., the set of particle cells, which implicitly define both the resolution function \( R(x) \) and the particle locations \( \{x_p\}_{p=1}^{N_p} \) of \( \mathcal{P} \). The final step requires determining the particle intensity values \( f(x_p) \). Since particles at the finest resolution coincide with the original pixels, those values remain unchanged. Intensities at coarser particle locations are resampled. This can be done in a number of ways. Here, as well as in Ref. [16], coarse particle values are determined by average downsampling the pixel values. This is simple and provides an inlined denoising effect. Viewed as an operation on the tree structure, coarse particle values (i.e., leaf nodes of pruned branches in the tree) are thus obtained by propagating the values of original leaf nodes (i.e., pixels) upward, level by level, taking the average of the combined nodes at each step.

\[3 \text{ Data structures and algorithms}\]

We start by detailing data structures and algorithmic strategies that can be used to define and efficiently implement a wide range of image processing algorithms to natively work on the APR. This requires sparse tree data
structures with the corresponding iterators, as well as local isotropic patch reconstruction.

### 3.1 Sparse APR data structure

As described in Eq. [3], the location $x_p$ of a particle (cell) is defined by its level $l_p$ and multi-index $i_p$ encoding the cell coordinates in the grid at the corresponding resolution level. This definition offers a lot of flexibility in choosing data structures for storing the APR. Here, we base our design on the analogy with image pyramids, as illustrated in Fig. 2B. Since the particle cells partition the image domain, the APR corresponds to a pyramid of disjoint sparse images, where each location $x \in \Omega$ is covered by exactly one particle cell at some resolution level. From this perspective, the APR amounts to a set of sparse images at different resolutions, which can be encoded using any sparse array format.

The original APR data structures [16] store the particle values $\{f(x_p)\}_{p=1}^{N_p}$ as a single, contiguous vector, while the spatial coordinates $\{x_p\}_{p=1}^{N_p}$ are encoded as follows: The levels and all but one of the spatial dimensions are stored in a dense array with each “row” in the contiguous dimension compressed. The sparse compression is done by storing the first and last index of each contiguous block of particles, along with a pointer to the particle values, in a red-black tree structure. This allows for efficient random access via red-black tree search in the sparse dimension.

While efficient random access is important in some applications, we argue that it is not required for most image processing tasks. Instead, these typically rely on the ability to iterate over neighborhoods of certain, fixed structure. Therefore, we here introduce a simplified data structure that explicitly stores the $y$-coordinates. This is equivalent to storing each resolution level $l$ in compressed sparse row (CSR) format and concatenating the vectors of row offsets and $y$-indices for the different levels. Algorithm 1 outlines the resulting data structure used to encode the spatial coordinates of particles. The particles are indexed linearly in the order $l \rightarrow z \rightarrow x \rightarrow y$, with sparse compression along $y$. Coordinate indices in the sparse dimension are stored in the vector $y_{idx}$, while the vector $xz_{end}$ encodes the last particle index in each sparse row, with one entry for each combination of $(l, z, x)$. An additional vector $level_{offset}$ stores the starting point of each level in the $xz_{end}$ vector. The metadata required to correctly access these vectors are the minimum and maximum resolution levels, as well as the grid dimensions at each level.

This linear access data structure complements, rather than replaces, the random access data structure from Ref. [16]. Both of the data structures are available in LibAPR [22] (see 7), and the similarity between them allows for efficient conversion from one to the other depending on the anticipated access pattern.

#### 3.2 Sequential data access and iteration

Using the linear access data structure from Algorithm 1, querying particles at random locations is inefficient, but iterating sequentially over particles in the same sparse row is efficient, since both $y$-indices and particle properties are read from contiguous memory, promoting cache efficiency. Algorithm 2 illustrates how one would iterate over all particles of a given APR of class LinearAccess, accessing both spatial coordinates and intensity values.

---

**Algorithm 1:** Linear APR access data structure

```plaintext
class LinearAccess:
    /* minimum and maximum resolution levels */ l_min, l_max
    /* image dimensions for each level */ z_dim[], x_dim[], y_dim[]
    /* sparse access vectors */ y_idx[] // y index of each particle
    xz_end[] // last particle of each row
    level_offset[] // offsets in xz_end per l
    /* helper function to access a given row */

Function get_row(l, z, x):
    row ← level_offset[l] + z * x_dim[l] + x
    row_begin ← xz_end[row - 1]
    row_end ← xz_end[row]
    return row_begin, row_end
```

**Algorithm 2:** Iteration over particles and coordinates

```plaintext
Data: LinearAccess apr, intensity[]
for (l = apr.l_min; l <= apr.l_max; l++) do
    for (z = 0; z < apr.z_dim[l]; z++) do
        for (x = 0; x < apr.x_dim[l]; x++) do
            r_begin, r_end ← apr.get_row(l, z, x)
            for (i = r_begin; i < r_end; i++) do
                y ← apr.y_idx[i]
                p ← intensity[i]
                /* do something */
```

Most algorithms require not only iteration over individual particles, but over pairs or neighborhoods of particles. In these cases, the optimal strategy depends on the size and structure of the neighborhood, as well as the type of processing hardware, e.g., CPU or GPU. In the following section we describe the main algorithmic contribution of this work, which includes two iteration strategies for accessing pairs and groups of particles.
3.3 Neighborhood data access

Some of the most fundamental operations in image processing, such as spatial filtering and resampling operations, compute values for each pixel in the output image by accumulating values over fixed-size neighborhoods of the input image. These operations can be extended to the APR by instead considering neighborhoods of particles. However, due to the adaptive resolution, the structure of these neighborhoods varies across the domain. This complicates both the definition and implementation of such operations.

Rather than adapting the operations to anisotropic or non-uniform structures, the reconstruction condition in Eq. 1 enables the interpolation of information across resolution levels. This can be used to interpolate neighborhoods of particles to small local patches of uniform resolution, as shown in Fig. 3. Indeed, thanks to the reconstruction condition, coarse particles can be interpolated to the finest resolution level with a guaranteed point-wise bound on the interpolation error. This also implies a bounded error at all intermediate resolutions, compared to a similarly downsampled signal, i.e., the corresponding node in the image pyramid (or the full tree in Fig. 2A). Thus, since the APR particles and interior nodes coincide exactly with the corresponding tree nodes and the missing “pruned” nodes can be approximated, any image region can be reconstructed at any resolution with guaranteed error bounds.

![Anisotropic neighborhood vs. Isotropic neighborhood](image)

Figure 3: Particle values can be interpolated between resolution levels to create locally isotropic neighborhoods with guaranteed error bounds.

While conceptually simple, this level interpolation constitutes an algorithmic challenge as it requires iterations over particles in multiple rows, across multiple resolution levels. For example, the $3 \times 3$ patch reconstruction in Fig. 3 needs intensity values from 2 sparse rows at the coarsest resolution level, 3 sparse rows at the target (medium) resolution, and 6 sparse rows at the finer resolution. Thus, reconstructing such a patch requires iterations, or search, over 11 sparse rows across three levels. In 3D, a corresponding $3 \times 3 \times 3$ patch uses values from 49 sparse rows. The number of rows required for local patch interpolation grows exponentially with dimension as additional finer resolution levels are included. In other words, reconstructing isotropic patches on the fly, directly from the particles, is not feasible in practice. We address this by introducing an auxiliary data structure, which we call the APR tree.

3.4 The APR tree

We define the APR tree as the set of all interior nodes in the tree structure, i.e., all yellow nodes in Fig. 2B. Equivalently, this can be thought of as the set of elements in the image pyramid that can be obtained by downsampling the APR particles. We store and access these nodes using a separate instance of the LinearAccess APR data structure from Algorithm 1. The values of all APR tree particles (interior nodes) can be computed from the APR by recursive reduction over descendant particles. This requires iterating over all APR particles (leaf nodes), while simultaneously accessing the ascending nodes. Algorithm 3 shows how this can be done, using what we call synchronized iteration. For each particle in the leading sparse row, the parent iterator is incremented until the $y$-indices align.

```
Algorithm 3: Synchronized iteration over a sparse row of particles and their parent nodes in the APR tree

Data: LinearAccess apr, LinearAccess tree
Input: l, z, x
/* APR particle row */ r_begin, r_end = apr.get_row(l, z, x)
/* Parent row in the APR tree */ p_begin, p_end = tree.get_row(l - 1, z/2, x/2)
j = p_begin // parent index
/* Iterate over APR particles */
for (i = r_begin; i < r_end; i++) do
  /* Increment j until y-indices align */
  while (tree.y_idx[j] < apr.y_idx[i]/2) do
    j++
  // tree node j is the parent of apr node i
```

For separable reduction operators, such as maximum or average reductions, synchronized iteration can be used to compute the values of all particles in an APR tree in the following two steps:

1. iterate over all APR particles, reducing their values onto the parent nodes;
2. iterate over all APR tree particles, level by level from the finest resolution, to fill the tree.

This algorithm can be parallelized by distributing the sparse rows in each step across different threads or processes. However, care must be taken to avoid competing

---

3Note that Algorithm 3 depends on the assumption that the parent particle always exists, which for APRs is true by construction. The iteration strategy can be extended to pairs or groups of sparse rows with other spatial relations, but this likely requires additional conditions to be checked.
writes to the same address. We do this by distributing blocks of $2 \times 2$ (in 3D) rows, such that each block corresponds to a single parent row.

3.5 Isotropic patch reconstruction

By precomputing the values of all APR tree particles, locally isotropic patches can be reconstructed at any level without iterating over the sparse rows at finer resolutions. This reduces the complexity of this operation. In the following, we assume that all particle values are reduced by average downsampling, and that piecewise constant APR reconstruction is used.

We denote the APR particles by $\mathcal{P} = \{(x_p, f(x_p))\}_{p=1}^{N_p}$ and the APR tree by $\mathcal{T} = \{(x_t, f(x_t))\}_{t=1}^{N_t}$. Suppose we wish to reconstruct the value $f(x_t)$ of a grid cell $x_t$ at resolution level $l \leq l_{\text{max}}$. There are two possible cases:

1. There exists an APR particle $(x_p, f(x_p))$ at resolution level $l_p \leq l$ whose particle cell coincides with or contains $x_t$.
2. The grid cell $x_t$ contains multiple APR particles at finer resolutions $l_p > l$. In this case, there exists a tree particle $(x_t, f(x_t))$ at level $l_t = l$ whose cell coincides with $x_t$.

Since we use piecewise constant reconstruction, we obtain $f(x_t) = f(x_p)$ in the first case and $f(x_t) = f(x_t)$ in the second case. Thus, reconstructing an isotropic patch at level $l$ requires iteration over APR particles within the patch at levels $l' \leq l$ and, if $l < l_{\text{max}}$, tree particles at level $l$. The LinearAccess data structure from Algorithm 1 allows patches of arbitrary shape and extent in the densely encoded dimensions. However, for performance reasons, it is best to let the patch span the entire sparse $y$-dimension in order to avoid linear searches due to the sequential access.

4 APR processing

The ability to locally reconstruct isotropic neighborhoods allows for a wide range of image processing algorithms to be implemented natively for the APR. Arguably the most important low-level vision task is discrete convolution. Not only does this enable spatial filters, but it is also an essential component of high-level vision algorithms including convolutional neural networks. We therefore start by describing APR-native discrete convolution.

4.1 APR filtering by discrete convolution

For a pixel image $u \in \mathbb{R}^s$ of size $s \in \mathbb{N}^d$ in dimension $d$, we refer to spatial filtering as the process of applying a dense discrete convolution operation with a stencil $w \in \mathbb{R}^f$, $f \in \mathbb{N}^d$, of the same dimensionality but not necessarily the same size as $u$. The output $o = u \ast w$ produced by this operation is again an image, where each pixel is a linear combination of a neighborhood of pixels in $u$, weighted by the values in $w$. Now consider an APR $\mathcal{P}$ representing $u$. It is certainly possible to approximate $o$ by reconstructing the pixel image $\hat{u}$ from $\mathcal{P}$ according to the reconstruction condition and computing $\hat{o} = \hat{u} \ast w$. The output image $\hat{o}$ can then again be converted to a new APR $\hat{\mathcal{P}}$ using the pulling scheme. When used in this way, the APR acts as a lossy compression technique, but provides no computational speedup over directly processing $u$.

We therefore aim to define a native discrete convolution operation for the APR, which is consistent with convolving a full reconstructed image, but only requires computational operations over the particles. Thus, rather than interpolating coarse particles to the finest resolution, we extend the convolution to operate directly on the coarser resolution levels where appropriate. This can be done by convolving each resolution level separately, similar to how convolutions can be applied to each level of an image pyramid.

An APR corresponds to a sparse disjoint sampling of an image pyramid constructed from the original pixel image. Moreover, isotropic patch reconstruction (cf. Section 3.5) allows us to approximate any region in this pyramid with a theoretically bounded reconstruction error according to Eq. 1. This affords some freedom in designing the convolution operation. Here, we define a convolution as an operator that acts only on the particle values $f(x_p)$, keeping their positions $x_p$ fixed. More precisely, the filter is applied centered on each particle to compute the output value at that location. Neighboring particles are interpolated to an isotropic patch at the resolution of the center particle. The size of the patch must be at least the size of the stencil $w$. This is illustrated in Fig. 1. In practice, it is typically advantageous to reconstruct larger patches such that the stencil can be applied to multiple locations in each patch.

The APR convolution, as defined here, can be thought of as a feature extractor which computes a feature at each particle location by accumulating neighborhood information. However, in general one cannot guarantee that the resulting particle values, at the sampling locations computed from the input signal $u$, is a close approximation to the filtered signal $o$. This is easily seen by considering, for example, a filter which shifts the signal $k > 0$ pixels in a given direction. In order to properly represent the output of this operation, the resolution function would have to be shifted similarly. Here we assume that the sampling locations, and thus the resolution function, remain fixed. Thus, the result of the APR convolution can only be viewed as an approximation of $o$ if the effect of the fil-

---

4 For general linear reduction and reconstruction methods, the interpolation from level $l_0$ to $l_1$, where $l_0 < l_1 < l_{\text{max}}$, can be modified such that it corresponds to interpolation from $l_0$ to $l_{\text{max}}$ followed by downsampling to $l_1$.

5 Typically, the size of the stencil is on the order of a few pixels in each dimension.
consider the convolution of \( \hat{u} \). That is, \( \hat{u} \) is constructed at level \( l \), with values interpolated from particles at level \( l < l \) (downsampling) operator used to determine particle values from particles at level \( l \). We then have:

\[
\hat{u} = R_l \hat{u}, \quad \hat{u} \approx P_l \hat{u}.
\]

That is, \( \hat{u} \) can be computed from \( \hat{u} \) by downsampling via \( R_l \), and \( \hat{u} \) can be approximated by upsampling via \( P_l \). Now consider the convolution of \( \hat{u} \) with a stencil \( w \). This is a linear operation, which can be written as a matrix multiplication \( w \ast \hat{u} := K_w \hat{u} \). Using the interpolation operators \( R_l \) and \( P_l \), we can now define a convolution operator \( K_{w_l} \) for the coarse image \( \hat{u} \) on resolution level \( l \) as

\[
K_{w_l} \hat{u}_l := R_l K_w P_l \hat{u}_l.
\]

In this way, \( K_{w_l} \) is equivalent to interpolating \( \hat{u}_l \) to the fine resolution, applying the convolution with \( w \) there, and downsampling the result back to the coarse resolution. Similar to \( K_u \), the coarse scale Toeplitz matrix \( K_{w_l} \) corresponds to a stencil \( w_l \), whose structure depends on the fine resolution stencil \( w \), as well as the restriction and prolongation operators. For stencils \( w \) that are spatially invariant, the stencil \( w_l \) can be computed without generating the matrix \( K_{w_l} \), by evaluating only the \( |w_l| \) unique non-zero elements.

The interpolation operators used in the standard APR formulation, i.e., block-wise average downsampling and piecewise constant upsampling, amount to particularly simple forms of \( R_l \) and \( P_l \). This combination additionally has the property that \( R_l P_l = I \), where \( I \) is the identity matrix. In this case, the restricted stencil \( w_l \) is computed directly by averaging the contributions of all elements of the fine stencil \( w \) applied at all possible positions within the coarse grid cell.

This provides for internally consistent APR convolution by restricting the filter stencil to each resolution level, of which there are at most \( \lceil \log_2(|\Omega|) \rceil \), where \(|\Omega|\) is the maximum image side length in pixels. Figure 5 shows an example of this approach for a Gaussian smoothing filter (middle row) applied directly on the APR levels after restriction (right panel), compared with applying the same filter on the raw pixels (middle panel) and on a noise-free ground-truth (GT) version of the pixel image (left panel). The respective input images are shown in the top row of the figure. The results of the smoothing filter computed on raw pixels and on the APR are visually indistinguishable and have similar PSNR and SSIM with respect to the blurred GT image. This confirms that the restricted APR filters provide pixel-consistent results.

### 4.3 Resolution-adaptive filters

The APR convolution operation is inherently spatially adaptive, as guided by the structure of the APR. In the previous section, we adjusted the convolution stencils on each APR level such that the APR convolution is a consistent approximation of the full-pixel convolution. However, this may not always be the goal. Indeed, the spatial adaptivity of the APR can be exploited to provide scale-adaptive image filters. This can improve filter performance, e.g., in image gradient estimation. Since the smoothing length of the gradient estimator depends on the spacing between neighboring discretization points, it naturally varies with the APR resolution level. Thus, APR...
convolution with a level-dependent stencil $w_l$ of the form
\begin{equation}
    w_l = 2^{-(l_{\text{max}} - l)} w,
\end{equation}
where $w$ is the pixel-level stencil, naturally adapts gradient estimation to varying length scales in the image contents. The benefits are illustrated in Fig. 3 (bottom row) for gradients estimated using a Sobel filter that combines central finite differences with a smoothing filter orthogonal to the gradient direction. When used on the APR with level-dependent rescaling according to Eq. 3, the gradients along the edges of the objects are captured, while being less sensitive to imaging noise in low-gradient regions. This is reflected in the higher PSNR and SSIM values of the result computed on the APR compared to the result computed on pixels.

5 Parallel implementation

The APR convolution operation described so far essentially consists of three algorithmic components:

1. computing the values of (interior) APR tree particles,
2. reconstructing isotropic patches, and
3. accumulating patch values to form the convolution output.

Filling the APR tree (step 1) is algorithmically independent of the convolution operation, while steps 2 and 3 are performed alternately for each location in the image domain. In order to take advantage of modern computing hardware, we have implemented these algorithmic components to use thread parallelism on multi-core CPUs and on GPUs. We describe the design principles used to achieve this and discuss their advantages and limitations.

5.1 CPU parallelization using OpenMP

Modern CPUs typically comprise 6 to 48 cores, each optimized to execute a pipelined sequence of instructions called a thread. Parallelization on multi-core CPUs thus amounts to dividing a program into a small number of threads that can be distributed across the cores and executed concurrently. We provide a thread-parallel CPU implementation of the present APR convolution algorithm based on the Open Multi-Processing (OpenMP) API, which provides a set of high-level directives and work-sharing constructs for SPMD (Single Program Multiple Data) parallelism, where the same set of instructions is executed concurrently at multiple data points.

In order to distribute the data points, in our case APR particles, across threads, we follow a domain-decomposition approach as is classic for pixel images. Execution efficiency demands that the threads iterate over the sparse $y$-dimension, which is accessed sequentially according to Algorithm 2. Therefore, we partition the APR by assigning to each CPU core a subset of the sparse rows, rather than a subset of the particles. However, the number of particles in each sparse row can vary greatly. This may lead to large differences in the amount of work done by each core, causing slowdown due to load imbalance. We address this by runtime dynamic load balancing, dynamically re-distributing sparse rows between threads at runtime.

Consider the convolution with a stencil $w$ of size $k^3$ at some resolution level $l$ in the APR of an image of size $N_z \times N_x \times N_y$ pixels. The data are distributed such that each thread computes the output for the APR particles in a given $z$-slice. Each thread allocates a buffer of size $k \times k \times (N_y + k - 1)$ for the isotropic patches, where the $k - 1$ additional points in the $y$-dimension allow for padding to handle boundary conditions at the edges of the image. For each $z$-slice, the buffer is iterated over along the $x$-dimension with the center of the buffer at the given $z$-index. At each location, the thread iterates over the necessary sparse rows to fill the $k$ new rows at the beginning of the buffer (cf. Section 3.3). The output values are then aggregated for each APR particle in the sparse row corresponding to the center location of the buffer.

5.2 GPU parallelization using CUDA

In addition to the multi-threaded CPU implementation, we also provide an optimized implementation of the present APR convolution algorithm for GPUs. Our implementation uses the Compute Unified Device Architecture (CUDA) API for GPU programming and is hence limited to Nvidia GPUs. Recent Nvidia GPUs boast thousands of cores organized into arrays of Streaming Multiprocessors (SMs), each designed to concurrently execute hundreds of threads. In order to parallelize a program using CUDA, it is divided into thread blocks (TBs). Each TB executes a program, called a CUDA kernel, over a given block of data. The threads within a TB are executed on the same SM in groups of 32 threads, called warps. Threads within the same TB communicate via shared memory and barrier synchronization, with recent versions of CUDA additionally supporting warp-level communication and synchronization.

CUDA programs that make good use of the hardware resources of a GPU need to adhere to multiple design principles: First, all threads within a warp should simultaneously perform the same operations. This maximizes efficiency because the threads in a warp execute instructions in lockstep following to the SIMT (Single Instruction Multiple Threads) model of parallelism. Second, diverging control flow paths within a warp are to be avoided.

\footnote{Isotropic patch reconstruction does not have to include the particles from all coarser levels, but enough to ensure that neighborhoods of size $k^3$ around each output particle are filled. Since the resolution levels of neighboring particles cannot differ by more than one, the number of coarser levels that must be considered scales logarithmically with the stencil radius $(k - 1)/2$.}
Figure 5: Illustration of APR filtering for smoothing and gradient estimation. The images are taken from the FMD dataset [25]. Top row: ground truth (GT) image obtained by averaging 50 acquisitions, raw image (a single acquisition), and the APR of the raw image. Middle row: Gaussian smoothing with standard deviation $\sigma = 2$ pixels applied to each image from the top row, using restricted stencils for coarser APR particles. Bottom row: gradient magnitudes computed from the respective image of the top row. The ground truth gradients were computed using central finite differences, whereas the gradients on noisy raw image were computed using Sobel filters. For the APR, the filters were rescaled according to the particle distance at each resolution level (see Eq. 8). All PSNR and SSIM values are given with respect to the GT image in the same row.

Otherwise, the alternative control flow paths are executed sequentially, with masking employed to enable and disable the appropriate threads. Third, access to the global memory has to be minimized and done in stride, as those transactions carry a significant overhead. This is mainly achieved by latency hiding, where execution switches to another warp while one warp waits for the memory. Latency hiding requires that enough scheduled threads are available, providing a fourth design requirement. Fifth, memory latency can be further reduced by: (1) loading frequently accessed data into shared memory or registers and (2) ensuring that the necessary global memory accesses are coalesced, such that each transaction serves as many threads as possible at once.

These programming requirements are not easily reconciled with a dynamically adaptive tree data structure like the APR. Considering the APR data structures proposed in Algorithm 1, particle values and $y$-indices are contiguous in memory along the sparse $y$-dimension. In order to promote coalesced memory access to these vectors, adjacent threads in a warp should therefore access adjacent particles within the same sparse row. We achieve this by distributing the sparse rows across warps. The size of each thread block is limited to 1024 threads on most GPU devices. Since a warp consists of 32 threads, one warp must handle multiple sparse rows if an operation requires accessing more than 32 different positions in $z$ and $x$. This may lead to reduced concurrency due to increased register usage. By instead assigning a half-warp (16 threads) to each sparse row, this limitation can be relaxed to allow up to 64 different positions. Therefore, our design imposes an upper limit to the size of the stencil neighborhood that can be accessed during convolution. Assuming a cube-shaped stencil in 3D, with odd side length, the size is limited to $7^3$ pixels.

Using this design, we provide optimized implementations of 3D APR convolutions in CUDA for filter stencils of size $3^3$ and $5^3$ pixels. For the sake of example, we describe the $3^3$ algorithm, assuming that the tree particle values $f(x_t)$ of $T$ have previously been computed. For this stencil size, we choose a thread block size of $32 \times 4 \times 4$, resulting in 16 warps at different positions in a $4 \times 4$ patch in the $z-x$ plane. Isotropic patches are reconstructed in a shared memory buffer of size $4 \times 4 \times 32$. Reconstructing neighborhoods of size $3^3$ around APR particles at level $l$ requires values from the APR at levels $l-1$ (if $l > l_{\text{min}}$) and $l$, as well as the APR tree at level $l$ (if $l < l_{\text{max}}$). Thus, each thread accesses particles from up to three sparse rows, one
from each of these structures, corresponding to the fixed 
\((z, x)\) position of the warp. The shared memory buffer is
iterated across the \(y\)-dimension in a synchronized manner.
For each position of the buffer, the threads:

1. Update their particles by comparing the \(y\)-indices to
the current location of the buffer. If a particle is be-
hind the buffer (i.e. has a \(y\)-index smaller than the
beginning of the buffer), the thread loads the next
particle in the corresponding row. This is repeated
until no particles are behind the buffer any more.

2. Reconstruct local isotropic patches by writing particle
values within the range of the patch to the shared
memory buffer.

3. Aggregate the convolution output for the level \(l\) APR
particles in the \(2 \times 2\) center rows of the buffer.

Block-level barrier synchronization is required before steps
2 and 3 to ensure correctness of the output. Figure 6
illustrates this algorithm in 2D. The implementation for
stencils of size \(5^3\) is analogous, with the main difference
being the size of the thread block, which we then choose
to be \(16 \times 8 \times 8\).

The convolution stencils are then launched only at those
locations. In addition, the thread blocks use a reduction
operation to determine the minimum and maximum \(y\)-
indices of the target particles. Positions of the uniform
buffer outside of this range are skipped.

6 Results

We present benchmark results of computational perform-
ance and memory usage of our APR convolution imple-
mentations using both OpenMP on CPUs and CUDA on
GPUs. We also present an example of image deconvolu-
tion using the Richardson-Lucy algorithm re-implemented
for APRs and compare the results with those obtained by
the classic algorithm on pixels.

Since the APR adapts to the contents of an image, the
performance of APR processing algorithms depends on im-
age contents through the number of particles required by
the APR to reach the reconstruction error bound. We
quantify this using the computational ratio (CR), defined
as

\[
CR = \frac{\text{Number of pixels in the original image}}{\text{Number of particles in the APR}}.
\]

To put this metric into perspective, typical CR values for
real-world fluorescence microscopy datasets range from 3.6
to 372.2 with an average of 51.1 and a median of 22.7 [16].
The CR value one can obtain for any given image depends
mainly on the sparsity of the image content. The APR
will represent regions where the signal gradient is signifi-
cant (relative to the local error scale \(\sigma\)) at high resolution.
Thus, if the gradients are distributed densely across most
of the image, high CR values cannot be obtained without
significant loss of information.

In addition to the CR, also other factors may directly or
indirectly affect memory usage and computational perfor-
mance. For example, the size of the APR data structure
explicitly depends on the original image size in the \(x\) and
\(z\) dimensions. Moreover, performance may vary between
different APRs, even if both the image dimensions and
the CR are equal, since the particle layout can affect, e.g.,
cache hit rates and conditional branches.

6.1 APR convolution benchmarks

Here we present results on the memory usage and comput-
tional performance of our APR convolution implementa-
tions. The benchmarks are performed on APRs computed
from a set of 10 synthetic images, containing spherical ob-
jects at varying densities, yielding a range of CR values
from 1.04 to 1019.8. The files, as well as the code used to
produce all data presented here, are available in LibAPR.

6.1.1 Memory usage

In order to convolve an image of \(N\) pixels, the simplest
approach is to allocate enough memory to hold the entire
image plus an output buffer of the same size. If the input and output data types require $s_i$ and $s_o$ bytes of storage, respectively, this requires $N(s_i + s_o)$ bytes of memory. Similarly, convolving an APR requires two buffers for the input and output particle intensities, but in addition also the access data structures of the APR and the APR tree, as well as the interior particle intensity values.

We benchmark this using synthetic images of size $1024^3$ pixels and of different CR. The benchmark images are described and examples shown in Appendix A.2. Figure 7 shows a breakdown of the memory requirements for APR convolution when all pixel and particle intensity values are stored as 32-bit data types. The straightforward convolution on pixels requires 8.59 GB of memory exceeding the available VRAM of most modern GPUs. Tiling strategies must then be implemented to enable processing, but this is only efficient if image tiles can be transferred to and from the GPU device concurrently with computation. This adds complexity to the implementation and most likely results in a performance penalty. Computing the convolution natively on an APR with a CR of 20.8 (which is smaller than the median of real-world microscopy datasets [16]) requires 0.58 GB of memory: 14.8 times less than the equivalent pixel operation. This makes straightforward processing of the image possible on almost any currently available GPU.

![Graph showing memory required to perform one convolution operation on a cubic image of 1024^3 pixels and the corresponding APRs at different computational ratios (CR).](image)

The memory required for APR convolution decreases monotonically with increasing CR, as shown in Fig. 7. For CR=1, we observe that the memory overhead from the APR data structures is about 30%. However, this overhead is quickly amortized for higher CRs, since the size of the $xz_{end}$ vector in the LinearAccess data structure is constant (see Algorithm 1). APR-native convolution at CR≈1020, a value not uncommon in fluorescence microscopy, requires 25.5 MB of memory, or 337 times less than the classic pixel-based implementation.

For GPU implementations, the benefit of reducing the memory requirement is two-fold: First, it enables larger image regions to be kept in memory and processed without tiling strategies. Second, the total amount of data that needs to be transferred to and from the GPU is reduced proportional to the CR, alleviating the performance bottleneck from the host-device transfer bandwidth.

### 6.1.2 Computational performance

We present benchmark results for APR convolution using filter stencils of $3^3$ and $5^3$ pixels, respectively. All benchmarks are performed on an Alienware m15 laptop equipped with a GeForce RTX 2080 Max-Q GPU and an Intel Core i9-9980HK CPU running Ubuntu 18.04 and CUDA Toolkit 11.0 RC.

The APR convolution implementation in CUDA consists of three steps: 1) finding the locations of non-empty sparse rows, 2) filling the APR tree, and 3) performing the convolution operation. All of these steps are implemented in CUDA and performed in sequence. In the benchmark results below, all three steps are included in the reported times. However, in practical situations requiring repeated convolutions, step 1 can be reused, and for convolution of the same input with multiple filters, the tree data can also be reused, leading to runtimes smaller than those reported here.

Rather than reporting absolute wall-clock times, we put the results on a more intuitive scale by computing the effective throughput, which we define as:

$$\text{Effective throughput} = \frac{\text{size of pixel image in Bytes}}{\text{total processing time}}.\quad (10)$$

For a pixel algorithm, this is the classic data throughput, i.e., the number of Bytes processed per second. For an APR, the effective throughput states the throughput a pixel algorithm would need to have in order to achieve the same processing time. Figure 8 shows the scaling of the effective throughput for the same synthetic images of different CRs as already used in Fig. 7, subsampled to size $512^3$. All data are represented as 32-bit floating point numbers. Hence, the numerator in Eq. 10 is 537 MB. The GPU timings include all computational steps, but exclude

---

7Throughout this manuscript, we use decimal SI prefixes for Byte multiples, so for example 1 GB = 10⁹ Byte.

8This is not strictly necessary, but we have found that it yields a speedup of up to a factor of 5 for high CR values, while the additional overhead is negligible for low CR values.
the times for host-device data transfers. The runtimes for the corresponding pixel convolutions, performed using the CUDA backend of ArrayFire v3.8.0 [27] in C++, are shown as horizontal lines, as they do not depend on the CR.

![Figure 8: Computational performance of APR convolutions using GPU (CUDA) and CPU (OpenMP) parallelization for 10 synthetic benchmark datasets of different computational ratios (CR). The effective throughput is calculated as the size of the original image in GB divided by the processing time in seconds. GPU processing times include all computations, but exclude data transfers. The horizontal lines show measurements for pixel convolutions using CUDA ArrayFire. We show results for 3\(^3\) and 5\(^3\) stencils.]

The effective throughput of the ArrayFire CUDA implementation is 26.6 GB/s for the 3\(^3\) filter and 10.7 GB/s for the larger 5\(^3\) filter. Our CUDA APR convolutions break even with the performance of ArrayFire at CR values below 3. For higher computational intensity of the operation (i.e., for larger stencils), APR convolution breaks even earlier. At a CR of 20.8, the 3\(^3\) and 5\(^3\) APR convolution speeds correspond to pixel throughputs of 102.2 and 64.5 GB/s, respectively. That is 3.8 and 6.0 times faster than the ArrayFire implementation. For the benchmark image with CR=124, which is well within the range typical of real-world microscopy images [10], the effective throughput of APR convolution increases to 455.7 and 299.1 GB/s, respectively. Compared to ArrayFire, this corresponds to speedup factors of 17 and 28. Considering the theoretical peak performance of 6.447 TFLOPS (trillion floating point operations per second) of the benchmark GPU, the theoretical performance limit for the pixel convolution is 486 GB/s for the 3\(^3\) filter and 103 GB/s for 5\(^3\). The effective throughput of the 5\(^3\) APR convolution exceeds this limit for CR values larger than 30.

The performance of the APR convolution on the multicore CPU using OpenMP also scales with CR. For large CR values > 100…500, APR performance on the CPU even exceeds pixel performance on the GPU. If data transfer times to and from the GPU are taken into account, the CPU breaks even at lower CR values. Comparing the performance of the APR convolution on the GPU and CPU, we observe that the GPU implementation (without data transfer times) is 15 to 45 times faster across benchmark datasets and filter sizes. This is discussed in more detail in Appendix A.2.

In summary, these benchmarks suggest that native APR convolutions are suited to overcome some of the difficulties associated with processing large images on the GPU, providing real-time convolution implementations for edge computing, or accelerating CPU implementations to achieve GPU-like performance.

### 6.2 Richardson-Lucy deconvolution

We demonstrate an application of native APR convolution for image restoration using the iterative Richardson-Lucy (RL) deconvolution algorithm [28, 29]. Deconvolution is a frequent example of an ill-posed inverse problem in microscopy image processing. Suppose we have acquired a blurred (from light diffraction) and noisy (detector shot noise and electronics noise) image

\[
u = \eta(i * w),\]

where \(i\) is the imaged sample (e.g., the spatial distribution of fluorophores in the specimen), \(w\) is the point-spread function (PSF) of the microscope optics, and \(\eta\) models the noise distribution. Under the assumption of Poisson-distributed noise, the RL algorithm attempts to recover \(i\) from \(u\) via the iterative updates

\[
i_{k+1} = i_k \left( \frac{u}{i_k * w} * w^\dagger \right),\]

which amounts to a fixed-point iteration for maximizing the likelihood of observing \(u\). Division and multiplication are element-wise, \(*\) denotes discrete convolution, and \(w^\dagger\) is the flipped PSF with the order of elements reversed in each dimension. We adapt this algorithm to the APR by replacing the convolution operations with their APR-native counterparts and restricting the PSF stencil to the different APR levels as given in Eq. 7.

We test the resulting APR-RL deconvolution algorithm on a synthetic image of 256\(^3\) pixels showing hollow cylinders. For benchmark purposes, the ground-truth image is blurred using a Gaussian filter with standard deviation \(\sigma = 2\) pixels, truncated to a total size of 13\(^3\) pixels, and pixel-wise independent Gaussian noise is added. An APR is generated from the noisy and blurry benchmark image. On both test images, we perform 100 Richardson-Lucy iterations each and compare the quality of the result for pixels and APR. Figure 9 shows the ground truth, blurred and noisy, and deconvolved images with RL on
pixels and APR-RL. Qualitatively, the deconvolution results on pixels and on the APR look comparable. However, the pixel-based result contains pronounced noise amplification artifacts, which is typical of non-regularized RL deconvolution. This is reflected in a lower structural similarity index (SSIM) and a lower final peak signal-to-noise ratio (PSNR). The APR result avoids such artifacts in two possible ways: First, computing coarse particle values by averaging has a direct denoising effect. Second, the level-specific filter restriction tends to concentrate the filter weights around the center of the filter. Thus, convolutions applied to coarser particles increasingly resemble the identity mapping, which limits the potential for artifacts to propagate across levels. This is akin to the known error smoothing properties of multi-grid solvers in numerical analysis. An analysis of the convergence over RL iterations in presence and absence of noise is presented in Appendix B.

The APR-RL algorithm is implemented in C++ and made available in Python via the wrapper library PyLibAPR. Since our GPU implementation of the APR convolution does not support stencils of size 13\(\times\)3, the experiments are run on the CPU, using the Python API. 100 RL iterations on the APR (CR=13.3) took 42 seconds with a peak memory consumption of 150 MB. We implement the pixel algorithm in Python using fast Fourier transform (FFT) convolutions from the SciPy package. This implementation, 100 RL iterations on pixels required 829 MB of memory and 180 seconds. Thus, the APR-RL algorithm is roughly 4.3 times faster and requires 5.5 times less memory. This shows that the computational performance of APR-native deconvolution can compete with an FFT-based approach on pixels, despite the high computational intensity of spatial convolution with a 13\(\times\)3 stencil.

7 Discussion and Conclusions

We have introduced the data structures and algorithms that enable discrete convolutions to be directly evaluated on Adaptive Particle Representations (APRs) of images using multi-core CPU or GPU acceleration. We have shown how spatial convolution can be equivalently defined on an APR by leveraging the reconstruction condition to interpolate information across resolution levels. We benchmarked the computational efficiency of our APR convolution using a set of synthetic images of varying content densities.

For fixed image sizes, we showed that the computational performance of our CPU and GPU implementation scales with image sparsity as measured by the computational ratio (CR). APR convolution on the GPU achieved speedups of 3.8- to 28-fold compared to CUDA pixel implementations for CR values corresponding to real-world fluorescence microscopy datasets. At the same time, APR convolutions required orders of magnitude less memory, enabling tiling-free GPU convolution of images of tens to hundreds of Gigabytes. For the largest CR\(\approx\)1020 tested, typical of super-resolution or expansion microscopy images, we obtained pixel-equivalent processing throughputs of up to 1 TB/s on an inexpensive gaming GPU, which far exceeds the acquisition rate of current microscopes. This enables complex workflows, comprising tens to hundreds of convolution operations, to be performed in real time during acquisition.

The APR convolution operation is naturally decomposed by resolution level, which offers the ability to modify the filter stencil across resolution levels. We presented two methods to do so: First, inspired by operator restriction in multi-grid methods, the filter can be downsampled to coarser resolutions, such that applying the downsampled filter on the coarser level is consistent with applying the original filter on the finest resolution. Second, the filter weights can be rescaled according to the distance between particles at each level, which is useful, e.g., in finite-difference computations. In general, the filters applied at each level can be independent of one another, providing additional design freedom for content-adaptive filters.

Currently, our CUDA implementation is limited to filter stencils of size 3\(\times\)3 and 5\(\times\)5. The main difficulties in extending this to larger filters are the limitations to thread block size and register usage per thread. The efficiency of our implementation hinges on the ability to distribute the sparse rows corresponding to fixed positions in the \(z-x\) plane across warps, in order to promote coalesced access to global memory. With increasing filter size, the amount of such positions quickly outgrows the maximum thread block size, such that each thread must iterate over additional rows to reconstruct isotropic patches. This adds multipiles to the workload of each thread and leads to increasingly complex kernels that result in excessive register pressure, requiring compromise to avoid spillage. A possible solution is to decompose convolutions with larger stencils into sums of 1D or 2D convolutions applied line- or plane-wise.

In our benchmarks, we have neglected the time required to transfer the image data between the host computer and the GPU. Since data transfer times are proportional to the amount of data being sent, these can be expected to show similar scaling with CR as the memory usage. This means that in practical applications, where transfer times are significant, the overall benefit of the APR is expected to be larger than in the presented benchmarks. This is because the APR not only accelerates image processing, but also reduces the amount of data that needs to be transferred.

Finally, we have only considered discrete convolutions. While the presented approach can in principle be extended to nonlinear filters, morphological operations, and resampling techniques, discrete convolutions remain an essential component of high-level image processing methods. For example, image features computed by convolutions...
are routinely used in machine learning algorithms, such as random forests and support vector machines, to perform high-level vision tasks such as object detection or instance segmentation. The ability to efficiently convolve an APR enables us to extract per-particle features and perform these tasks directly on the APR, without reverting to pixels. This not only leverages the computational ratio of the APR, but it also benefits the machine learning algorithms, as the number of learning dimensions is reduced proportionally.

In the future, this could be exploited to design convolutional neural networks (CNNs) that directly operate on APR images using layers that implement APR convolutions. The filter weights can be learned by back-propagating the loss gradients through the interpolation across resolutions, as presented here. The filter weights for different resolution levels can be learned independently, leading to an inherent spatial scale-adaptivity of the network. The training process itself would then be guided by the spatial structure of the APR. This is in contrast to pixel CNNs, where each filter is applied uniformly across the entire image. We expect that the APR focusing on informative image regions may lead to faster convergence during training, and it may enable smaller, shallower networks.

Taken together, APR-native discrete convolution demonstrates the potential for scalable image processing on CPUs and GPUs. The presented data structures and algorithms provide a basis for APR-native image processing and machine learning. Combined with the results from Ref. [16], which showed the practical applicability of the APR to microscopy datasets, as well as existing software for generating, visualizing, and compressing APRs [22,31], this brings within reach complete APR-based workflows for storing, visualizing, and processing large sparse image datasets without reverting to pixels. This will allow leveraging the full potential of the APR in big bio-image projects.

**Code availability**

Algorithms for the generation and manipulation of APRs are implemented in the open-source C++ software library LibAPR [22] (available at https://github.com/mosaic-group/LibAPR). The data structures and algorithms described in this work are also implemented and publicly available there. All APR functionality is also available from Python through the wrapper library PyLibAPR [31] (https://github.com/mosaic-group/PyLibAPR). The Python wrapper additionally offers interactive visualization tools for APRs (by z-slice and by maximum intensity projection raycast), as well as visual aids for observing the conversion of pixel images to APRs.
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A APR convolution benchmarks supplement

A.1 Benchmark Images

For the APR convolution benchmarks (see Section 6.1), we use a set of ten synthetic 3D benchmark images of varying CR as previously described [16]. The CR is varied by generating images that show different numbers of randomly placed spherical objects, as shown in Fig. 11 as maximum-intensity z-projections. The synthetic images are either $64^3$, $128^3$, or $256^3$ pixels in size. From these fixed-CR images we generate APRs of larger images by concatenating copies of the data. This generates the final benchmark images of size $512^3$ for the processing time benchmarks and of size $1024^3$ for the memory usage benchmarks. The benchmark images and their APR files are publicly available in LibAPR [22].

A.2 CUDA vs. OpenMP speedup

Figure 10 shows the speedup of the GPU APR convolution compared to its CPU counterpart. For a CR of about 1, the GPU implementation is faster than the CPU implementation by a factor of 37 for the $3^3$ filter and 45 for the $5^3$ filter. As the CR increases past 10, the GPU speedup reduces by about a factor of two. This is likely due to increased branching (load imbalance) on the GPU. For CR values larger than 100, the GPU speedup increases again. This is where the pre-processing step pays off, as thread blocks are then only launched for non-empty rows, benefiting the GPU at high CR.

Figure 10: Speedup of APR convolution on the Nvidia GeForce RTX 2080 Max-Q GPU compared to 8-core (16 threads) parallel CPU performance on an Intel i9. Operations are timed for APRs of synthetic images at different CR values, corresponding to an image volume of $512^3$ pixels.

B Richardson-Lucy deconvolution supplement

Figure 12 shows the convergence of the Richardson-Lucy deconvolution example presented in Section 6.2. For the pixel algorithm applied on the blurred and noisy input image (solid red line), the error starts increasing again after about 170 iterations. This is a result of the aggregation and amplification of noise. Deconvolving the APR of the noisy input, these effects are suppressed, and the error continues to decrease throughout the 500 iterations shown here. To show that noise amplification artifacts are indeed the main contributor to this difference in performance between the APR and the pixel algorithms, we repeat the experiment using a blurred but noise-free input image. These errors are shown as dashed lines, and the pixel and APR algorithms show comparable performance and convergence. We posit that the slight edge in favor of APR-RL is due to intensity oscillation effects around the object edges.

Indeed, the pixel-based algorithm on this test image creates intensity oscillation (ringing) artifacts around the bright edges in the image. These artifacts then spread outward from the edges and become amplified as the iterations progress. For the APR-based deconvolution algorithm, this effect is suppressed in the coarsely sampled image regions. Figure 13 shows contrast-enhanced images of the relative error after 500 iterations of both methods to illustrate this.
Figure 11: Maximum intensity \( z \)-projections of the 3D benchmark images. Titles show the computational ratio (CR) and the image size in pixels in parentheses.

Figure 12: Normalized root mean squared error (NRMSE) of the Richardson-Lucy estimates as a function of the number of RL iterations. The results in Figure 12 are after 100 iterations. Solid lines show the errors of the pixel (red) and APR (blue) algorithms on blurred and noisy input images, while the dashed lines show the corresponding errors on blurred but noise-free input images.

Figure 13: High-contrast images of the pixel-wise relative error after 500 iterations of Richardson-Lucy deconvolution on pixels (left) and on APR (right). The intensity oscillation (ringing) artifacts (pointed out by red arrows) are suppressed in coarsely sampled regions of the APR, possibly explaining the slightly lower error for noise-free input images in Figure 12.