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Abstract. We introduce a novel approach to solve optimization problems on a boson sampling device assisted by classical machine-learning techniques. By virtue of the parity function, we map all measurement patterns, which label the basis spanning an $M$-mode bosonic Hilbert space, to the Hilbert space of $M$ qubits. As a result, the sampled probability function can be interpreted as a result of sampling a multiqubit circuit. The method is presented on several instances of a QUBO/Ising problem as well as portfolio optimization problems.

Among many demonstrated properties of the parity function is the ability to chart the entire qubit Hilbert space no matter how shallow the initial bosonic circuits is. In order to show this we link boson sampling circuits to a class of finite Young’s lattices (a special poset with the so-called Ferrers diagrams ordered by inclusion), Boolean lattices and the properties of Dyck/staircase paths on integer lattices. Our results and methods can be applied to a large variety of photonic circuits, including the deep ones of essentially any geometry, but our main focus is on shallow circuits as they are less affected by photon loss and relatively easy to implement in the form of a time-bin interferometer.

1. Introduction

The origin of boson sampler dates back to one of the first universal proposals for quantum computing for photonics known as the KLM [1] protocol (after Knill, Laflamme and Milburn). The protocol turn out to be ultimately non-scalable but it was a starting point for a flurry of activities culminating in the development of a truly scalable and fault-tolerant quantum computing paradigm known as measurement-based quantum computing (MBQC) [2]. MBQC on a discrete photonic substrate is currently the most developed candidate for a universal, large-scale and fault-tolerant quantum computer from the architectural point of view [3, 4].

Even though the KLM proposal does not lead to a scalable quantum computer architecture, its building blocks are worth of investigating. A central part of KLM is a linear optical network [5, 6] whose measurement output is used to implement logical gates by means of postselection and feedforward. Removing the feedforward, it is essentially equivalent to a quantum non-universal device known as the boson sampler [7]. The boson sampler is an $M$-mode linear interferometer (realizing a unitary transformation $U(M)$) whose input modes are populated by single photons and the output is measured in the Fock basis. It rose to prominence after it was shown that under certain operating assumptions the boson sampler can claim quantum supremacy by sampling from the output probability distribution [7] – a task some believe to be beyond the capabilities of the fastest classical computers. Since then, much has been written on the topic [6, 8, 9, 10, 11, 12].

An interesting problem is whether the boson sampler can be turn into a near-term quantum device and make the alleged quantum supremacy useful. As a standalone device producing just measurement samples it seems unlikely but perhaps as part of a quantum-classical hybrid system equipped with an
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active feedback and a classical optimizer evaluating an objective function the chances are higher \cite{13,14}. This type of general near-term device going under the name variational quantum eigensolver without active error-correction has been proposed for almost all non-photonic quantum computing platforms \cite{15,16}. The goal is to generate an expressive ansatz state with the help of entangling gates. The issue with photons is that they are bosons and not qubits. A priori it is not a problem. For example, we can use the dual-rail encoding to make them more qubit-like but this somehow misses the point for the near-term variational circuits. Linear interferometers are capable of producing highly entangled multipartite states but they cannot deterministically generate any (entangled) state we wish. Or, put differently, we cannot encode any qubit Hamiltonian like for generic variational circuits \cite{15,16}. The mechanism behind creating entangled states in linear bosonic circuits is quite different from the qubit circuits and it is directly related to the boson statistics as demonstrated by the Hong-Ou-Mandel experiment \cite{17}.

Other issues faced by linear photonic circuits are more familiar from other platforms and among them the most prominent one is the occurrence of errors. The major source of errors in photonic circuits is photon loss. The depth of a linear optical circuit implementing $U(M)$ linearly increases with the mode number $M$, causing the photon loss to increase exponentially. Passive error mitigation techniques, typically based on classical postprocessing, only postpone the inevitable loss of the quantum character of an output distribution, which makes the circuit efficiently classically simulable. Lacking error correction, probably the only scalable strategy to avoid the fate of drowning in noise is to keep the interferometer shallow. Unlike full-depth random photonic circuits, there is much less known about them. Perhaps the most detailed study is \cite{18}, where it is argued that a simulation of shallow, but not too shallow, bosonic circuits indeed remains classically intractable. A shallow optical circuit with a different geometry and the complexity of its classical simulation has also been studied, see \cite{19}.

In this study we offer a solution to some of the issues accompanying near-term bosonic computers. First, being aware of the limitations of bosonic entanglement generated in linear circuits and the subsequent Fock measurement, we come up with a method of mapping the measurement in the boson Hilbert space as if it was done in a many-qubit Hilbert space using the parity function. We demonstrate a number of its desirable properties and a very rich behavior despite its conceptual simplicity. We use it to solve instances of the Ising model, which is a purely classical model of particle interaction in statistical physics. In the optimization/operation research circuits the model is known as quadratic unconstrained binary optimization (QUBO) problem. The importance of QUBO from practical perspective cannot be overestimated \cite{20,21} but our method can be used even for other types of optimization problems, where a QUBO formulation may be cumbersome. One of them is the portfolio optimization problem with binary investment, which is known to be intractable \cite{22}.

To address the lack of error correction and fault tolerance we focus on a class of shallow bosonic circuits and the methods we use are borrowed, perhaps surprisingly, from lattice theory and enumerative combinatorics \cite{24}. We identify certain partially ordered sets (posets) as the central object in uncovering the structure of bosonic circuits. Among them are finite Young’s lattices and Boolean lattices. The developed methods are universal for any circuit geometry but our main focus is on a large family of
shallow circuits derived from the triangular scheme by Reck et. al. [23]. In particular, we consider a sequence of \(M\)-mode shallow photonic circuits whose depth can be gradually increased all the way to a full-depth \(M\)-mode circuit whose example for \(M = 4\) is in Fig. 1. We take a product of the elementary unitaries corresponding to circuits of an ever increasing depth. For the illustrated case, the first ‘slice’ (the shallowest 1D circuit which is known to be classically efficiently simulated [18]) would be described by \(\prod_{i=1}^{3} U(\theta_{3-i})\), the second, less shallow, circuit is \(\prod_{i=1}^{5} U(\theta_{5-i})\) and the last one is the full circuit (we ignore the phases in this example).

The input product state of \(n \leq M\) photons is limited from practical reasons to at most one photon per input mode. Besides the desirable theoretical properties of the \(M\)-mode Reck scheme described in detail in this paper, its practical advantage is a natural implementation as a time-bin interferometer with \(M\) loops in series. This is a very tempting shortcut towards large-scale shallow bosonic circuits. But as we mentioned, our analysis is oblivious to any specific circuit implementation or depth and can be applied to the rectangular scheme [25] with minor, mostly technical, modifications as well.

The structure of the paper is the following. Section 2.1 is the bird’s eye view of the studied variational bosonic circuit. In Section 2.2 we explain the main idea behind the proposed mapping and some of its basic properties. In Section 2.3 we describe the variational bosonic algorithm in detail and present some supporting results such as the parameter shift rule. Section 2.4 is dedicated to solved problems (QUBO, classical Ising problem and binary portfolio optimization) followed by brief discussions in Section 2.5 and Section 2.6 about the advantages of deeper circuits and the positive effects of finite sampling. Section 2.7 contains a description of how to implement the variational solver as a time-bin interferometer and in Section 2.8 we mention some challenges we face related to scalability. Section 3 contains a detailed theoretical analysis. In Section 3.1 we introduce the parity function and the Hilbert spaces mapping in detail. Section 3.2 introduces integer lattices and Dyck paths followed by Section 3.3, where we mention a few facts about lattice theory with an emphasis on two important objects known as Young’s lattice and Boolean lattice. All comes together in Section 3.4, where we link these concepts with shallow bosonic circuits and prove several theoretical results underpinning the studied applications. The most important among them is that a measurement even in the case of the shallowest bosonic circuit can be mapped to a measurement in a qubit Hilbert space.

This paper is complemented by a public Github repository, where the presented examples (and much more) are shown \(^1\).

2. Solving interesting problems with a (shallow) boson sampler

2.1. The general setup. The setup is not unlike other near-term quantum devices using classical variational algorithms, which aim at finding the minimum of a cost or objective function \(f : \{0, 1\}^M \rightarrow \mathbb{R}\) [26, 27]. An output from a quantum circuit is measured and the resulting data is fetched into a classical optimizer which evaluates the objective function. The circuit parameters are updated based on the evaluation and the cycle repeats until a satisfactory solution is found.

In the bosonic case, however, we face a serious obstacle. The interferometer multipartite output Fock state can’t be called a multiqubit state in any reasonable sense. The same holds for the Fock measurement – it is quite dissimilar to a measurement in the qubit basis. Recall that a true qubit-based near-term variational circuit is typically measured in two complementary bases depending on what observable is investigated. Despite this handicap we developed a method, where the Fock states’ measurement can be interpreted as a measurement in a fixed qubit basis as if happening in an abstract multi-qubit Hilbert space. This is a considerable advance in the applicability of a boson sampler as a near-term quantum device but we have to keep in mind that the fixed basis does not allow us to simulate just any Hamiltonian.

The overall bosonic setup is depicted in Fig. 2. The output modes of the interferometer are equipped with photon number resolving detectors (PNRs) and each measurement result is recorded as an \(M\)-tuple
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n = (n_1, \ldots, n_M). For the initial run, the phase and beam-splitter angles are chosen at random or by a judicious choice. The circuit is sampled several times and the measurement results are recorded. After the quantum run comes the crucial classical postprocessing step whose details are explained in the next section.

2.2. Qubit basis mapping. In Sec. 3.4 we introduce a sequence of the so-called Catalan Hilbert spaces \( \mathcal{C}_i(M, n) \), where each \( \mathcal{C}_i(M, n) \) is a subspace of a completely symmetric Hilbert space \( \mathcal{H}^+(M, n) \) of \( n = \sum_{i=1}^M n_i \) bosons in \( M \) modes of dimension \( |\mathcal{H}^+(M, n)| = \binom{n+M-1}{n} \). The reason behind the adjective Catalan is the dimensionality of \( \mathcal{C}_i(M, n) \) related to the Catalan numbers. To intuitively introduce the Catalan Hilbert spaces, if the space \( \mathcal{H}^+(M, n) \) is addressed by the full-depth \( M \)-mode photonic interferometer then the Catalan space \( \mathcal{C}_i(M, n) \) is simply the Hilbert subspace of \( \mathcal{H}^+(M, n) \) accessed by the optical states generated by the first \( i \) layers of the interferometer. Introduced just like that, the concept of a Catalan Hilbert space is still too general. By \( \mathcal{C}_i(M, n) \) we specifically refer to the first \( i \) layers of the triangular Reck scheme [23]. There is still some freedom left in the way the \( n \) input photons can be distributed. Motivated by practical considerations we focus on \( n \leq M \) and, furthermore, we focus on the regime of at most one photon per mode. There is one more constraint we describe later in this section.
We introduce a function (in fact two closely related functions) which maps a set of basis states of \( \mathcal{C}(M, n) \) or \( \mathcal{H}^+(M, n) \) to a set of basis state of an abstract many-qubit Hilbert space and investigate its properties in detail. Let \( \varphi_j : (n_1, \ldots, n_M) \mapsto (b_1^{(j)}, \ldots, b_M^{(j)}) \) defined as

\[
\varphi_j : b_i^{(j)} = \text{mod}[n_i, 2] \oplus j,
\]

where \( b_i^{(j)} \in \{0, 1\} \), \( j = 0, 1 \) and \( \oplus \) denotes binary addition. The qubit number \( M' \) is closely related to \( M \) as we will see shortly. We can understand \( \varphi_0 \) as a component-wise parity function and \( \varphi_1 \) as its additive inverse. Let’s make an identification \( n = (n_1, \ldots, n_M) \mapsto |n_1, \ldots, n_M\rangle \), where the latter denotes a bosonic Fock basis state. The right number of such states spans \( \mathcal{C}(M, n) \) or \( \mathcal{H}^+(M, n) \). We identify the bit string \( b^{(j)} = (b_1^{(j)}, \ldots, b_M^{(j)}) \) obtained from (1) with the standard basis \( |b_1^{(j)} \ldots b_M^{(j)}\rangle \) of an \( M' \)-qubit Hilbert space \( \mathcal{H}_{M'} \) of dimension \( 2^{M'} \). It is not a priori clear how \( \varphi_j \) ‘performs’. The Hilbert space dimensions are incompatible no matter what \( M' \) is. Our main result in Sec. 3.1 is to show the relationship between \( M \) and \( M' \) and that \( \varphi_j \) is surjective, namely the non-obvious part, where none of the standard basis states of \( \mathcal{H}_{M'} \) is left out (naturally, all bases of \( \mathcal{H}^+(M, n) \) map to something in \( \mathcal{H}_{M'} \) by virtue of \( \varphi_j \) so it is a well-defined function). Similarly for all \( \mathcal{C}(M, n) \), see Sec. 3.4.

Perhaps we can start with what \( \varphi_j \) is not. Let \( n, n' \) be two measurement patterns. If both are mapped to the same bit string \( b^{(j)} \) then their probabilities are summed. So what is happening is that if the bosonic state is \( \alpha|n\rangle + \beta|n'\rangle \) then the probability of measurement of \( |n\rangle \) or \( |n'\rangle \) is \( |\alpha|^2 + |\beta|^2 \). Since \( \varphi_j \) maps both states to \( |b^{(j)}\rangle \) it is as if its amplitude was \( \sqrt{c} \) (note that we are loosing the phase information, or more precisely, we can choose any phase we wish). So the functions \( \varphi_j \) are not a linear map from \( \mathcal{H}^+(M, n) \) (or \( \mathcal{C}(M, n) \)) to \( \mathcal{H}_{M'} \) let alone an isometry: \( \varphi_j(\alpha|n\rangle + \beta|n'\rangle) = (\alpha + \beta)|b^{(j)}\rangle \neq \sqrt{c}|b^{(j)}\rangle \). But this is fine for our purposes since we do not wish to coherently map one Hilbert space to another, trying to preserve everything there is – we are just grouping together certain measurement results and interpret them as a measurement in \( \mathcal{H}_{M'} \).

Our other main result of Sec. 3.1 is to show that \( M' = M \) even for the shallowest circuit \( \mathcal{C}(M, n) \). But for this to be true we have to sample the circuit for \( n = M \) and \( n = M - 1 \) and in both cases apply \( \varphi_j \) for \( j = 0, 1 \). Hence there are in total four sampling steps for any \( M \) and for circuits of any depth. There is an option to reduce the number of sampling steps to two or even one at the expense of mapping to the \( (M - 1) \)-qubit basis state set (hence \( M' = M - 1 \)). The details depend on the parity of \( M \) as we discuss in Sec. 3.1. But our analysis suggests that such options provide slightly worse practical results and will not be considered here.

Before we go on we offer three comments. There exists an alternative quantum setup to what we just described. Instead of the PNRs followed by (1) we could use the so-called parity measurement [28, 29] for each mode which merges the detection step with the parity function. Even though the performance of the PNRs has steadily improved over the past decades they are still relatively costly pieces of an equipment and may be slow, bulky, noisy, limited in the number of photons that they can resolve and any combination thereof. The parity measurement, on the other hand, is based on a homodyne measurement and this is a very mature technology.

What is the overall motivation behind using the parity function? We would like to pretend that the Fock measurement in the bosonic Hilbert space is as if we are sampling a system of many abstract entangled qubits. As noted before, there are limits to this given by the fact that the Fock measurement is a fixed-basis measurement. On the other hand, there are interesting computational tasks where it does not matter and some of them are presented in Sec. 2.4. We have found a way to mimic a measurement in a qubit system by virtue of Eq. (1) but this is not sufficient per se. An equally important purpose of the parity function is to coarse-grain the classical data obtained by sampling a bosonic device. When comparing the dimension of \( \mathcal{H}^+(M, n) \) for \( n = M, M - 1 \) with the \( M \)-qubit Hilbert space we indeed see a huge (exponential) redundancy on the bosonic side. In other words, many bosonic bases can be mapped to
a single $M$-qubit basis and indeed the parity function does it in a desirable way, see Sec. 3.1. A similar result holds for $C_i(M, n)$ even though it is not solved as satisfactorily as for the full depth circuit, see Sec. 3.4.

Our last comment is to emphasize that the parity function is unlike the action of the so-called threshold detector. The threshold detectors also output zeros and ones according to whether zero photons are measured or not. The methods developed in Sec. 3 can be used to show whether the ‘threshold map’ has similar properties to the parity map even for the shallowest circuits.

2.3. Variational bosonic solver. In this section we describe the variational bosonic solver whose overall scheme is in Fig. 2. The central part is the construction of the objective function we want to minimize from the estimated probabilities of photon detection patterns $n = (n_1, \ldots, n_M)$, where $n_i \geq 0$ is the number of photons in mode $i$. The novelty here is the ability to map certain computational problems typically formulated in an abstract qubit Hilbert space to the measurement in a bosonic Hilbert space. The state generated by the interferometer can be written as

$$|\xi(\vartheta, \psi)\rangle = \sum_n \alpha_n |n_1, \ldots, n_M\rangle,$$

where $\vartheta$ is a collection of beam-splitter angles $\vartheta_j$ and $\psi$ a collection of phases $\psi_j$. Their total number depends on the depth of the circuit. We sample from the interferometer $N_t$ times and map the detection
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\caption{Visualisation of parity mapping $\varphi_0$ for $n = M$. The optical circuit generates states spanned by the basis of the $i$-th “shallow Hilbert space” $C_i(M, n)$. We then classically map those states to bit strings $b^{(i)} = (b_1^{(i)}, \ldots, b_M^{(i)})$ using the parity function $\varphi_0$. A noteworthy property of this configuration is that the Hilbert space spanned by the bosonic basis grows exponentially faster than the one spanned by the bit strings (whose dimension is obviously exponential as well). Therefore, multiple photonic detection events will lead to a single bit string and we show that no bit string is omitted for any $C_i(M, n)$, where $n = M, M - 1$.}
\end{figure}
Algorithm 1 Variational bosonic solver

\textbf{Input:}\nNumber of modes $M$.
Number of samples $N_s$.
Initial parameter $E_{\text{ini}}$ that is much bigger than any other value of the problem.

\textbf{Output:}\nMinimal energy $E_{\text{min}}$.
Configuration of minimal energy $b_{\text{min}}$.

\begin{align*}
E_{\text{min}} & \leftarrow E_{\text{ini}} \\
\text{for } n = M \text{ and } n = M - 1 \text{ do} & \\
\quad \text{for parity } \varphi_j, j \in \{0,1\} \text{ do} & \\
\quad\quad E(j; \vartheta, \psi) & \leftarrow 0 \\
\quad\quad \vartheta, \psi & \text{ are initialised with random values.} \\
\quad\quad \text{for } k \leftarrow 1 \text{ to } N_s \text{ do} & \\
\quad\quad\quad & \text{we measure the output pattern } n = (n_1, \ldots, n_M) \text{ generated by the interferometer.} \\
\quad\quad\quad & \text{We classically map } n \text{ to bit strings } b^{(j)} = (b_1^{(j)}, \ldots, b_M^{(j)}) \text{ by using the parity function } \varphi_j: \\
\quad\quad\quad & b^{(j)} = \varphi_j(n) \\
\quad\quad\quad & \text{Compute the energy of the bit string: } E_b^{(j)} = \langle b_1^{(j)}, \ldots, b_M^{(j)} | H | b_1^{(j)}, \ldots, b_M^{(j)} \rangle \\
\quad\quad\quad & E(j; \vartheta, \psi) \leftarrow E(j; \vartheta, \psi) + E_b^{(j)} / N_s \\
\quad\quad\quad & \text{if } E_b^{(j)} < E_{\text{min}} \text{ then} \\
\quad\quad\quad & \quad E_{\text{min}} = E_b^{(j)} \\
\quad\quad\quad & \quad b_{\text{min}} = b^{(j)} \\
\quad\quad & \text{end if} \\
\quad & \text{end for} \\
\quad & \text{Update } \vartheta, \psi \text{ to minimize } E(j; \vartheta, \psi). \\
\quad & \text{Iterate until convergence is reached.} \\
\quad & \text{end for} \\
\quad & \text{end for} \\
\end{align*}

Output patterns to bit strings using the parity mapping $\varphi_j, j \in \{0,1\}$ described by Eq. (1) and coarse-grain the probabilities:

\text{parity function } \varphi_j \begin{cases} 
 n = (n_1, \ldots, n_M) \rightarrow b^{(j)} = (b_1^{(j)}, \ldots, b_M^{(j)}), \\
 p_n \rightarrow \beta_{b^{(j)}} \in [0,1] 
\end{cases} \quad (3)

Each bit string $b^{(j)}$ is then accompanied by its estimated probability $\beta_{b^{(j)}}$. For example, the measured states $|3,0,1,0\rangle$ and $|1,2,1,0\rangle$ both lead to the bit string $b^{(0)} = (1,0,1,0)$ for $\varphi_0$ and by counting the number of occurrences of the bit string the probability is estimated, see Fig. 3. Our objective function for an observable $H$ is then

\begin{equation}
E(j; \vartheta, \psi) \overset{df}{=} \sum_{b^{(j)}} \beta_{b^{(j)}} \langle b_1^{(j)}, \ldots, b_M^{(j)} | H | b_1^{(j)}, \ldots, b_M^{(j)} \rangle. \quad (4)
\end{equation}

As we iterate, we keep track of the configuration that led to the smallest energy. In theory, such configuration should appear in the final distribution. However, in practice finite sampling leads to noise that can prevent the algorithm from sticking to a new low energy configuration. The number of bit string energy evaluations made by Algorithm 1 is $8 \times N_{\text{parameters}} \times N_{\text{iterate}} \times N_s$, where the factor 8 comes from the fact
that each gradient requires 2 evaluations of Eq. (4) and that we do four gradient descents in total. The algorithm is formalized on p. 7.

Parameter shift rule derivation. At each iteration, one also needs to compute the gradient of $E$ w.r.t. each variable while keeping the rest constant in order to apply the usual gradient descent rule:

$$\theta_i' = \theta_i - \eta \frac{\partial E}{\partial \theta_i},$$

(5)

where $\eta$ is the learning rate. Updating the angles $\theta_i$ changes the probability of the state generated by the optical circuit, which will have an impact on the values of the $\beta_k$. Computing (5) by using the numerical approximation

$$\frac{\partial E}{\partial \theta_i} \approx \frac{E(\theta_i + \epsilon) - E(\theta_i)}{\epsilon}$$

(6)

is experimentally questionable since it would require not only an $\epsilon$-accuracy in the way we tune the optical components but also enough samples to capture the differences between the very similar distributions $E(\theta_i + \epsilon)$ and $E(\theta_i)$. Instead, a trick called the parameter shift rule

$$2 \frac{\partial E(\theta_i)}{\partial \theta_i} = E(\theta_i + \pi/2) - E(\theta_i - \pi/2),$$

(7)

first reported in [30, 31] can be used. To show the validity of the rule for (4), consider the following function

$$f(\Theta, \Psi) = \langle in| U^\dagger(\Theta, \Psi) O U(\Theta, \Psi) | in \rangle,$$

(8)

where $|in\rangle$ is the input state of the interferometer, $O$ is an observable and $U(\Theta, \Psi) = \prod_k U_{ij}(\theta_k, \psi_k)$ is a product of the building blocks coupling the modes $i$ and $j$ (beam-splitters and phase shifters like in the Reck mesh depicted in Fig. 1), where

$$U_{ij}(\theta_k, \psi_k) = \exp\left[\frac{\theta_k}{2}(a_i^\dagger a_j^\dagger - a_j^\dagger a_i^\dagger)\right]\exp\left[\frac{-\psi_k}{2}(a_i^\dagger a_i - a_j^\dagger a_j)\right].$$

(9)

Using the identity [15]

$$U_{ij}(\theta_k, \psi_k) U_{ij}^\dagger(\theta_k, \psi_k) = e^{-i\psi_k/2} \left[ \begin{array}{cc} \cos \frac{\theta_k}{2} & e^{i\psi_k} \sin \frac{\theta_k}{2} \\ -\sin \frac{\theta_k}{2} & \cos \frac{\theta_k}{2} \end{array} \right] \left[ \begin{array}{c} a_i^\dagger \\ a_j \end{array} \right]$$

(10)

we deduce

$$U_{ij}(\theta_k, \psi_k)(a_i^\dagger a_j) U_{ij}^\dagger(\theta_k, \psi_k) = \left( \cos \frac{\theta_k}{2} e^{-i\psi_k} a_i^\dagger + \sin \frac{\theta_k}{2} e^{-i\psi_k} a_j^\dagger \right) \left( -\sin \frac{\theta_k}{2} a_i + \cos \frac{\theta_k}{2} a_j \right).$$

(11)

With the help of the double-angle trigonometric formulas ($\cos^2 \theta/2 = (1 + \cos \theta)/2, \sin^2 \theta/2 = (1 - \cos \theta)/2$ and $2\cos \theta/2 \sin \theta/2 = \sin \theta$) we rewrite the RHS of (11) as a sum of elementary trigonometric functions and so the parameter shift formula holds. Similarly, it holds for $\psi$ by using $e^{-i\psi} = \cos \psi - i \sin \psi$. A nearly equivalent result is valid for $U_{ij}(\theta_k, \psi_k)(a_i^\dagger a_j) U_{ij}^\dagger(\theta_k, \psi_k)$ and therefore for any observable of the form

$$O = \sum_{i=1}^M o_{ii} a_i^\dagger a_i + \sum_{i,j=1}^M o_{ij} a_i^\dagger a_j.$$  

(12)

Expression (4) becomes (8) after we rewrite the observable $H$ of (4) in the Schwinger bosonic representation:

$$H \rightarrow [a_i^\dagger, . . . , a_M^\dagger] H [a_1, . . . , a_M].$$

(13)

Hence the parameter shift rule holds for (4). Note that unlike [32] we don’t rely on any special matrix algebra properties or Gaussian evolution.
2.4. Applications.

**QUBO.** In the following, we focus on the QUBO optimization problem. QUBO is usually formulated [21] as the following quadratic program:

\[ \min_x \{ x^T Q x \}, \tag{14} \]

where \( Q \in \mathbb{R}^{M \times M} \) can be written as a symmetric matrix and \( x \) is an \( M \)-tuple such that \( x_i \in (0, 1) \). Finding an optimal solution to a QUBO problem is equivalent to minimizing a classical Ising Hamiltonian [20]

\[ H = \sum_{1 \leq i < j \leq n} J_{ij} s_i s_j + \sum_{k=1}^n h_k s_k + \text{const} \tag{15} \]

via the linear transformation \( s_i = 2x_i - 1 \), where \( J_{ij}, h_k \in \mathbb{R} \). We write \( H = Q \) as a bilinear expression (13) in terms of the field operators and minimize (4). In Fig. 4 we show an example of a QUBO problem for a random symmetric matrix \( Q \) of dimension \( M = 30 \).

**Ising Hamiltonian on Möbius graph.** The following Hamiltonian family

\[ H(n, J_a, J_b) = -J_a \sum_{i=0}^{n-1} s_i s_{i+1} - J_b \sum_{i=0}^{n/2-1} s_i s_{i+n/2}, \tag{16} \]

\[ \begin{align*}
\text{M modes - M photons, parity 0} \\
\text{M modes - M photons, parity 1} \\
\text{M modes - M-1 photons, parity 0} \\
\text{M modes - M-1 photons, parity 1}
\end{align*} \]

![Figure 4. Example of a QUBO problem with a 30 x 30 random symmetric matrix Q in Eq. (14). We plot the energy of the system (Eq. (4)) as a function of the number of iterations. The minimum found by the algorithm has an energy of \( E_{\text{min}} = -41.43 \), which corresponds to the theoretical minimum found by brute force computation (\( 2^{30} \approx 10^9 \) configurations).](image)
whose defining graph is a “twisted” ladder by imposing the periodic boundary condition \( s_n = s_0 \), has an analytical solution in the form

\[
\min H(n, J_a, J_b) = \min \left[ -nJ_a - nJ_b / 2, (4 - n)J_a + nJ_b / 2 \right]
\]

whenever \( J_a \in \mathbb{R}^+, J_b \in \mathbb{R} \). The top graph of Fig. 5 shows the necessity of running the experiment in four configurations in order to span the whole qubit Hilbert space of dimension \( 2^M \). We see four learning curves as we iterate the gradient descent. Whereas the best solutions found by the red, orange and green curves is only \( E = -34 \), the configuration \( n = M \) with parity 0 (the blue curve) manages to land on a solution \( E = -39.6 \) very close to the theoretical minimum \( E_{\text{min}} = -40 \) verified by brute-force calculated minimal energy of (17). As demonstrated in Sec. 2.5 we have a good reason to believe that by sampling a deeper circuit we may further approach the global minimum solution.

**Portfolio optimization.** Our variational bosonic solver can deal with other types of optimization problems besides QUBO. A problem of a great importance in financial risk assessment is known as portfolio optimization. It consists of finding an investment spread among \( N \) fixed assets such that it maximizes the returns for a given risk. The key idea is that the standard deviation of a portfolio made of \( N \) assets, i.e., the risk, is not the sum of the \( N \) standard deviations of each asset taken individually. This means that
Algorithm 2 Variational bosonic solver – portfolio optimization with binary investment

**Input:**
Number of companies $N$.
Returns $\mu$ of those $N$ companies.
Covariance $\Sigma$ of those $N$ companies.
Parameters $E_{ini}, E_{pen}$ that are much bigger than any other value of the problem.

**Output:**
Minimal energy $E_{min}$.
Configuration of minimal energy $b_{min}$.

$$E_{min} \leftarrow E_{ini}$$

for $n = M$ and $n = M - 1$

do for parity $\varphi_j, j \in \{0, 1\}$
do Sample $N_j$ detection patterns and map them to bit strings $b^{(j)} = (b_1^{(j)}, \ldots, b_M^{(j)})$ according to (3).

$$E \leftarrow 0$$

for each bit string sampled $b^{(j)}$
do if $\sum_i b_i^{(j)} = 0$ then

$$E \leftarrow E + E_{pen}$$

else

Normalize $b^{(j)}$: $b^{(j)} \leftarrow \frac{b^{(j)}}{\sum_i b_i^{(j)}}$

$$E_{new}^{(j)} = b^{(j)^T} \mu - \gamma b^{(j)^T} \Sigma b^{(j)}$$

$$E \leftarrow E + E_{new}^{(j)}$$

if $E_{new}^{(j)} < E_{min}$ then

$$E_{min} \leftarrow E_{new}^{(j)}$$

$$b_{min} \leftarrow b^{(j)}$$

end if
end if
end for
Update $\vartheta, \psi$ to minimize $E^{(j)}(\vartheta, \psi)$.
Iterate until convergence.
end for
end for

diversifying by taking into account correlations between the assets can decrease the portfolio risk. This idea was first theorised by Markowitz [33].

In this section, we consider $N$ assets that have returns $\mu_i, 1 \leq i \leq N$. We denote $\Sigma$ to be the $N$-dimensional covariance matrix between the returns of these assets. If one invests a proportion $\omega_i$ of its total investment in the asset $i$, then the return $\mu_p$ of the portfolio containing all those assets is

$$\mu_p = \sum_{i=1}^{N} \omega_i \mu_i = \omega^T \mu$$

and its risk

$$\sigma_p^2 = \sum_{1 \leq i, j \leq N} \omega_i \omega_j \Sigma_{ij} = \omega^T \Sigma \omega,$$
where \( \omega = \{ \omega_i \}_{1 \leq i \leq N} \) represents the proportion of the total investment in each asset. We thus have \( \omega \in [0, 1] \). In the case of a static portfolio, the aim is to minimize the following function:

\[
f(\omega) = -\omega^\top \mu + \gamma \omega^\top \Sigma \omega \tag{20}
\]

with the additional constraint \( \sum_i \omega_i = 1 \). The parameter \( \gamma \) is the risk aversion of the investor. When \( \omega \) is continuous, one can use Eq. (20) to find the optimal investment [34]. However, when \( \omega \) is discrete this problem is known to be intractable.

Let’s describe the data preparation procedure. The daily expected return of a company \( i, \mu_i \), is obtained by computing the average variation of the stock between consecutive days

\[
\mu_i^{\text{day}} = \left\langle \log \left[ \frac{S_i(T)}{S_i(T-1)} \right] \right\rangle_T,
\]

where \( S_i(t) \) is the stock of the company at time \( t \). The presence of a logarithm to compute the daily return is due to the approximation

\[
\frac{S_i(T) - S_i(T-1)}{S_i(T-1)} \approx \log \left[ \frac{S_i(T)}{S_i(T-1)} \right],
\]

which is the case for small daily variations. In Eq. (21), the average can be done over any period of time \( T \). In practice, to express returns on an annual basis, one computes \( \mu_i^{\text{year}} = \mu_i^{\text{day}} \times 250 \) (there are 250 opening days per year). The covariance of the companies are also computed from the daily returns. We then multiply this covariance by \( 250 \) in order to express the variances annually. Here we compute the returns and the covariance matrix classically by using one year of daily returns. To encode \( \omega \) into bit strings, we can discretize \( \omega \) and perform a binary-encoding operation [34]

\[
\omega_i = \frac{1}{2^q - 1} \sum_{q=0}^{2^q - 1} q x_i^q,
\]

As mentioned previously, we do not formulate portfolio optimization as a QUBO problem. In fact, we can illustrate a limitation that appears when adding a constrain into a QUBO problem. In the case of portfolio optimization the constraint is \( \sum_i \omega_i = 1 \).

**Approach 1 – QUBO formulation**: Quantum computing platforms that must formulate an optimization problem as a QUBO instance would transform Eq. (20) into:

\[
f(\omega) = -\omega^\top \mu + \gamma \omega^\top \Sigma \omega + B \left( \sum_i \omega_i - 1 \right)^2,
\]

where \( B \) is a constant chosen to be much larger than any parameters of the problem. This additional terms penalizes the terms that do not require the condition \( \sum_i \omega_i = 1 \). This approach means that the solver will explore a space of dimension \( 2^N \) whereas the space of valid solutions is a much smaller subspace of bit strings that satisfy \( \sum_i \omega_i = 1 \). In the case of \( N = 20 \) companies, whose weights are encoded into \( N_q = 3 \) bits, the solver will explore a space of dimension \( 2^{30} \approx 10^{18} \) but the subspace of the weights configurations satisfying \( \sum_i \omega_i = 1 \) has only dimension 3168. With \( \gamma = 1 \), solving Eq. (24) as QUBO leads to a minimum of \( E = -0.2109 \), whose Sharpe ratio is equal to 4.51 (Eq. (20) with \( \gamma = 1 \) is equivalent to finding the maximal Sharpe ratio.). The learning curves of that approach are shown in Fig. 6 on the left. The first 30 iterations have very high energies which shows how much the solver struggles staying in the subspace of the bit strings satisfying the constraint.
Approach 2 – Non-QUBO formulation: The approach presented here is more suitable than QUBO. We can optimize the following function:

\[ g(\omega) = -\frac{\omega^\top \mu + \gamma \omega^\top \Sigma \omega}{\left(\sum_i \omega_i\right)^2}, \quad \forall \omega \text{ such that } \sum_i \omega_i \neq 0. \]  

(25)

If \( \sum_i \omega_i = 1 \), we return a higher value than any other value of the problem. The advantage of this approach is that we will train the algorithm after normalizing the candidate solutions. This means that the space of acceptable solutions is of dimension \( 2^N \), which is much bigger than in Approach 1. Running the same experiment as in Approach 1, but by minimizing Eq. (25), leads to a minimum of \( E_{\text{min}} = -0.2217 \). This corresponds to the Sharpe ratio equal to 6.68. The learning curves of that approach are shown in Fig. 6 on the right.

We now consider the problem of a static portfolio with binary investment, where for each company we decide to invest or not. It is known to be an intractable problem [22]. We formulate it as the second (non-QUBO) approach by optimizing Eq. (25) for \( N_q = 1 \). The data of 40 companies was taken from Yahoo finance. The algorithm is explained in more detail on p. 11. In Fig. 7, we have plotted the solutions found by the variational bosonic solver on a return–risk graph for different risk aversions \( \gamma \). The blue points correspond to 10000 random portfolio configurations. We can see that the orange points have the shape of the usual efficient frontier of portfolio optimisation. Also, the random points do not have as good returns as the orange solutions for a given risk.

2.5. Improvement by increasing the circuit depth and adding phases. As we have witnessed many times (see Fig. 4), the ansatz generated by the optical circuit does not lead to a single bit string, even in the case of a non-degenerate solution. This is expected given the probabilistic nature of quantum measurement. Also, our circuits are shallow and the performance can be improved by deepening the circuit, that is, by adding more free parameters and thus increasing the expressivity of the ansatz.

Fig. 8 shows how generating a state with a deeper circuit can increase the performance. The plot on the top corresponds to the shallowest optical interferometer sampling from the shallowest space \( \mathcal{C}_1(8,n) \).
The bottom one corresponds to $C_2(8, n)$ (first two slices of the Reck scheme). In the first case, the lowest energy we found is $E = -7.3$ corresponding to the bit string $b = (1, 1, 0, 1, 1, 1)$. In the second case of the deeper circuit $C_2(8, n)$, the algorithm found the theoretical minimum energy $E_{\text{min}} = -7.92$. In Appendix we show the learning curves and the used parameters.

In addition to adding more beam splitters by deepening the circuit, one could also add phase shifters to be optimized during the gradient descent as well, see the black dots in Fig. 1. The phases play no role in the case of the shallowest circuits $C_1(M, n)$ but for the deeper ones they could greatly increase the ansatz expressivity.

2.6. **Tolerance to finite sampling.** One of the biggest challenges an optimization algorithm faces is being stuck in a local minimum. Quantum variational solvers are not an exemption [35] and, for example, stochastic gradient descent can sometimes help. Here we observe a similar effect: the fluctuations resulting from the finite sampling measurement are creating randomness during the gradient descent which can also allow us to escape a local minimum (see Fig. 9). We simulate a shallow interferometer $C_1(6, n)$ in order to solve a QUBO problem and we show the learning curves and the final distribution in two simulations: one with an infinite sampling corresponding to analytically calculating the complete output quantum state and all its probabilities (left) and one with a finite sampling for $N_p = 400$. We observe that the learning curves are much more fluctuating in the case of finite sampling. It turns out that the fluctuations lead to the optimal solution (the yellow curve on the right).
2.7. **Practical implementation of (shallow) circuits $C_i(M, n)$.** So far we have been implementation-agnostic in our analysis. The family of shallow circuits (and the corresponding Hilbert spaces that is accessed) can be based in bulk optics, optical integrated chip or just any bosonic system with possibly a different definition of a shallow circuit given by a different circuit geometry [25]. As we already mentioned, the $C_i(M, n)$ spaces can be seen as the slices of Reck’s scheme [23] and that, on the other hand, can be conveniently implemented as a multi-loop time-bin interferometer, see Fig. 10. In principle, $M - 1$
loops can address the whole group $U(M)$ but in practice a deep circuit like this suffers from exponential photon loss. We aim at a fixed depth (number of loops) and increasing the number of photons modes $M$ and therefore photon number $n = M$ and $n = M - 1$. Our theoretical results in Sec. 3 show that even the shallowest circuit of Reck’s type can access the qubit Hilbert space of size $M$.

2.8. Scalability and other challenges. How plausible is it to scale the presented variational method? The first problem the reader can point out is the fact that despite the parity map effectively coarse graining the measurement results of an $M$-mode circuit it is not a sustainable strategy since the size of an $M$-qubit Hilbert space grows exponentially. Recall that the size of any shallow circuit $C_i(M,n)$ grows exponentially with $M$ for all $i$. As we argue in detail in Sec. 3.1, the parity functions $\phi_j$ map the basis spanning $C_i(M,n)$ to the basis spanning the $M$-qubit Hilbert space. This space obviously grows exponentially as well but nearly not as fast as $C_i(M,n)$ (see the ratio for $i = 1$ in Eq. (43) investigated for a different purpose). But here we tacitly assume that the measurement outcomes are uniform which is not the case. We observed that randomly chosen parameters of the studied shallow circuits typically result in a small set of measurement patterns to have high probability enabling it to be sampled with confidence with a bounded number of repeated measurements. The caveat is, of course, that even if this trend continues as $M$ grows it inevitably means that the ratio of such reliably estimated measurements with respect to all possible patterns decreases exponentially. On the one hand, this still enables us to use the proposed variational algorithm. However, the odds of getting stuck in a local minimum most likely increase. How exactly it affects the ability to reach a global solution is a matter of a more detailed study.
Another issue we haven’t studied in detail is the effect of photon loss [10, 36, 37]. This is the dominant error mechanism in photonic platforms for quantum computing. The theoretical results we present here are valid for a photonic circuits of any depth (from $\mathcal{C}_1(M, n)$ to the full depth space $\mathcal{H}^+(M, n)$). Nevertheless, we are interested in shallow circuits $\mathcal{C}_i(M, n)$ for a fixed small $i$ and arbitrary size $M$. Hence the effect of photon loss is limited. A particularly convenient way of implementing such circuits is by encoding information in the time of the arrival of the photons (temporal encoding). In that case we need only a few simple optical components, where $i$ is simply the total number of beam-splitters and loops. We leave the question of what how shallow a circuit has to be, where we can expect any quantum advantage, unanswered. The majority of simulations done in this paper are for $\mathcal{C}_1(M, n)$ where it is known that it can be simulated efficiently classically [18].

3. Technical details

3.1. Mapping of a Bosonic Hilbert space basis to a qubit Hilbert space basis. To uncover the behavior of (1) we find useful to introduce different types of integer decompositions. Perhaps the best known is the integer partition and it will be properly introduced in Sec. 3.3. For our immediate needs we mention a $k$-composition and a weak $k$-composition [24]. A $k$-composition is a partition of an integer $n$ into $k$ positive parts where the order matters. The number of compositions of $n$ into exactly $k$ parts is equal to the binomial coefficient $\binom{n-1}{k-1}$. Its weak version is a partition of $n$ into $k$ non-negative parts where the order again matters. It is given by $N(n, k) = \binom{n+k-1}{n}$ and it does not come as a surprise that it coincides with $\binom{\mathcal{H}^+(M, n)}{k}$ for $k = M$.

Despite the simplicity of the parity function, Eq. (1), the collective behavior when acting on $n = (n_1, \ldots, n_M)$ is unexpectedly rich. We will study four different situations: $M$ and $n$, even or odd, with a particular emphasis on the physically relevant situation $n \leq M$ mentioned earlier in the main text.

$M$ even and $n$ even. Recall that $n = \sum_{i=1}^{M} n_i$. We introduce a canonical (or representative) form of a measurement pattern such that even numbers are followed by odd numbers:

$$n \sim (e, \ldots, e, o, \ldots, o), \quad m \leq M$$

Figure 10. Experimentally simple implementation of a variational bosonic solver. The input single photons are sent time-separated by $\tau$, which also corresponds to the loops’ length. The photons interfere at a beam-splitter with a variable angle $\vartheta_i$. The $i$-th loop corresponds to the $i$-th slice of Reck’s scheme. The shallow Hilbert spaces $\mathcal{C}_i(M, n)$ for $n = M, M - 1$ we study in this paper are implemented by $i$ loops and by sending $M$ or $M - 1$ consecutive single photons. The variable phase shifters can be inserted in the loops to increase the ansatz expressivity.
where \( e, o \) stands for even/odd and take care of all permutations. If both \( M, n \) are even then \( m = 0, 2, \ldots, M \). We define even and odd sums of the canonical form as follows:

\[
\begin{align*}
\sigma_e &= \frac{1}{2} \sum_{i=1}^{M} n_i, \\
\sigma_o &= \frac{1}{2} \left( \sum_{i=1}^{M} n_i - (M - m) \right) \\
&= \frac{1}{2} \left( n - \sum_{i=1}^{M} n_i - (M - m) \right) \\
&= \frac{1}{2} (n - 2 \sigma_e - (M - m)),
\end{align*}
\]

(27a)

(27b)

(27c)

(27d)

where in the first row we transformed each even \( n_i \) to \( n_i/2 \) to transform them to integers. Similarly, for each odd number we summed over \( n_i \to (n_i - 1)/2 \) in the second row and expressed it with the help of the even sum \( \sigma_e \) in the last row. The transformation guides us to properly use the weak \( m \)-composition of \( \sigma_e \) for the even part of the canonical detection pattern and the weak \( (M - m) \)-composition of \( \sigma_o \) for the odd part:

\[
\nu_0(M, n, m) \overset{\text{def}}{=} \sum_{\sigma_e, \sigma_o} N(\sigma_e, m) N(\sigma_o, M - m)
\]

(28a)

\[
= \sum_{\sigma_e, \sigma_o} \left( \sigma_e + m - 1 \right) \left( \sigma_o + (M - m) - 1 \right)
\]

(28b)

\[
= \sum_{\sigma_e = 0}^{\frac{1}{2}(n-M+m)} \left( \sigma_o + m - 1 \right) \left( \frac{1}{2}(n-2\sigma_e + M - m) - 1 \right)
\]

(28c)

\[
= \left( \frac{1}{2}(n+M+m) - 1 \right) \left( \frac{1}{2}(n-M+m) \right)
\]

(28d)

where in the second row we used (27d) and in the third row we used the identity [38]

\[
\sum_{s=0}^{r} \binom{p+s}{s} \binom{q-s}{r-s} = \binom{p+q+1}{r}.
\]

(29)

We can learn a few interesting facts from (28d). By counting the number of states of the form (26) we found how many bosonic states are mapped by virtue of \( \nu_0 \) to a qubit basis state with the first \( m \) zeros followed by \( M - m \) ones

\[
\varphi_0: \left( e_1, \ldots, e_o, 0, \ldots, 0 \right) \mapsto (0, \ldots, 0, 1, \ldots, 1).
\]

(30)

Beside the ‘degeneracy’ of each boson basis state we also know how big the qubit Hilbert space \( \mathcal{H}_M \) is. To this end, let’s set \( n = M \). This corresponds to the biggest bosonic Hilbert space \( \mathcal{H}^+(M, M) \) an \( M \)-mode linear interferometer is able to address (a full-depth circuit). We can see that \( \nu_0(M, M, m) \) is nonzero for all even \( m \)'s. The same conclusion holds for all \( \binom{M}{m} \) permutations of (26). Since \( \sum_{m=0,2,\ldots}^{M} \binom{M}{m} = 2^{M-1} \) it follows that \( \varphi_0 \) is a surjective function from the set of basis states of \( \mathcal{H}^+(M, M) \) to the set of basis states of \( \mathcal{H}_{M-1} \).

Since only bit strings with an even number of zeros and ones are in the range of \( \varphi_0 \) we may need to rename the basis states (for example, by ignoring the least significant bit). A better solution with a bigger qubit Hilbert space will emerge once we study the case of \( n \) odd. As an additional comment, thanks to (28d), once we know the probability distribution in the bosonic Hilbert space for each basis
state mapped to a given \((M - 1)\)-qubit state (where some argue that it is an intractable task [7]) we know the distribution in the qubit Hilbert space.

The action of the second parity function \(\varphi_1\) differs only by swapping the bit positions:

\[
\varphi_1: (e_1, \ldots, e_m, o_{M-m}, \ldots, o_m) \mapsto (1, \ldots, 1, 0, \ldots, 0).
\]

Hence

\[
v'_j(M, n, m) = \left(\frac{1}{2}(n + 2M - m) - 1\right) \left(\frac{1}{2}(n - m)\right)
\]

follows from (28d) upon transforming \(m \to M - m\). Have we achieved something by considering \(\varphi_1\) compared to \(\varphi_0\)? Thanks to \(M\) being even \(\varphi_1\) maps the bosonic state to the same qubit Hilbert space as \(\varphi_0\) but since \(v_0(M, n, m) \neq v'_j(M, n, m)\) it is not the same mapping. From the practical perspective it may be advantageous to use \(\varphi_0\) or \(\varphi_1\) or both at the same time.

The remaining cases share the derivation details with this case and so we will focus mostly on the different behavior and consequences of the parity functions.

**M even and n odd.** If \(M\) is even and \(n\) odd then the number of even and odd digits must be odd. The canonical detection pattern then looks like

\[
n \sim (e, \ldots, e, o, \ldots, o),
\]

where \(e, o\) stand for even/odd and \(m = 1, 3, \ldots, M - 1\). The same derivation leads us to the identical result for \(v_j\). Hence, Eqs. (28d) and (32) hold for \(M\) even and \(n, m\) both either even or odd. Let’s turn our attention to the case \(n = M - 1\). Inspecting (33), we see that the functions \(\varphi_j\) are again surjective functions whose range is the set of basis state of Hilbert space \(\mathcal{H}_M\). This is because \(\sum_{m=1,3,\ldots}^{M-1} (M)_m = 2^{M-1}\) followed by the same process of erasing the least significant bit of the basis bit string. But this Hilbert space is orthogonal to the one obtained for \(n\) even. Their union is the basis set of the \(2^M\)-dimensional Hilbert space \(\mathcal{H}_M\) and so in order to access it when \(M\) is even we run two experiments: one with \(n = M\) and another one with \(n = M - 1\).

**M odd and n even.** The parity function \(\varphi_j\) acts quite differently when \(M\) is odd. This can be ultimately tracked down to

\[
n \sim (e, \ldots, e, o, \ldots, o),
\]

where \(m = 1, 3, \ldots, M - 1\). The parity function acts like in Eqs. (30) and (31) but unlike the two previous cases, where both \(m\) and \(M - m\) were either even or odd, now they have an opposite parity. The effect is that their ranges are disjoint and if we set \(n = M - 1\) as our physically well-motivated setup the union of the disjoint ranges is nothing else than the full basis set of \(\mathcal{H}_M\). Indeed, by repeating the derivation of \(v_0(M, n, m)\) and \(v'_j(M, n, m)\) we get the same result, Eqs. (28d) and (32), further extending its validity. They are non-zero for all \(m = 1, 3, \ldots, M - 1\) and therefore for all the permutations. For \(n = M - 1\) and by using the orthogonality argument together with \(\sum_{m=1,3,\ldots}^{M-1} (M)_m = 2 \times 2^{M-1} = 2^M\) the claim follows.

**M odd and n odd.** Finally, when both \(M, n\) are odd, that is

\[
n \sim (e, \ldots, e, o, \ldots, o),
\]

where \(m = 0, 2, \ldots, M - 1\), we arrive at the same conclusion by following the same arguments in the previous case. Hence, Eqs. (28d) and (32) are valid for any \(M, n\) and all admissible \(m\)’s. If we set \(n = M\) then \(v_0(M, M, m)\) and \(v'_j(M, n, m)\) are nonzero for all \(m\) even and the union of the disjoint ranges of \(\varphi_0\) and \(\varphi_1\) is the \(2^M\) canonical bases of \(\mathcal{H}_M\) thanks to \(2 \sum_{m=0,2,\ldots}^{M-1} (M)_m = 2^M\). Even thought the Hilbert spaces
are the same for $n$ even or odd the parity function assign different weights to different qubit bases. To democratize the Hilbert space it again seems useful to run two experiment for $n = M$ and $n = M - 1$ exactly like for $M$ even. Note, however, that the reason the $2^M$-dimensional Hilbert space $\mathcal{H}_M$ ‘comes together’ is quite different. We have obtained a complete understanding of how the parity function $\varphi_j$ acts on the basis of $\mathcal{H}_M$ but this is not the Hilbert space we can easily access for any $M$ due to its high-depth. As indicated in the main text, we are interested in much shallower circuits that are related to $\mathcal{H}_M$ in many ways as we will see. In order to get a proper handle on these we will introduce several concepts from discrete mathematics and the representation theory of the symmetric group $S_n$.

3.2. Lattice paths and Catalan numbers. Consider the square lattice in the first quadrant $Q_{++} = \mathbb{N} \times \mathbb{N}$, where $\mathbb{N}$ are non-negative integers, and let $p_j = (j, y_j) \in Q_{++}$ for $j = [0, k]$ be a lattice point such that $|y_{j+1} - y_j| = 1$. Then the sequence $(p_0, \ldots, p_k)$ is called a Dyck path, where the ascending/descending segment $(p_j, p_{j+1})$ satisfies $y_{j+1} - y_j = \pm 1$. Hence a Dyck path is a lattice path where one travels either north-east ($U$ as UP) or south-east ($D$ as DOWN). Every Dyck path can be written in the form of a Dyck word as a $k$-length string of $U$s and $D$s. The counting of Dyck paths becomes interesting once we set the initial point $(0, y_0)$ and the terminal point $(k, y_k)$. We will use $y_0 = \delta_1, y_k = \delta_2$ and label the set of all such Dyck paths $\mathcal{D}(k, \delta_1, \delta_2)$. It is known [39] that

$$|\mathcal{D}(k, \delta_1, \delta_2)| = \frac{k}{\frac{1}{2} (k + \delta_2 - \delta_1)} - \frac{k}{\frac{1}{2} (k - \delta_2 - \delta_1 - 2)}. \quad (36)$$

We see an example in the left panel of Fig. 11 for $k = 8, \delta_1 = \delta_2 = 0$. For $\delta_1 = \delta_2 = 0$ the expression becomes the $k/2$-th Catalan number [40, 41]

$$C_{k/2} = \frac{2}{2 + k} \left( \frac{k}{k/2} \right). \quad (37)$$

We introduce a bijective mapping of the lattice (and therefore all its paths):

$$\tau \overset{df}{=} R(-\pi/4) \circ R_x, \quad (38)$$

whose action is in the right panel of Fig. 11. This is one of many incarnations of Dyck paths, Catalan numbers and their generalizations. In this case one can introduce a different lattice (grey) and the Dyck paths become the so-called staircase paths on the new lattice [42]. For example, the constraint on all Dyck paths with $\delta_1 = \delta_2 = 0$ dictates that none can ‘dip’ below the $x$ axis of the first quadrant. Under the
action of $t$ it becomes the condition forbidding a staircase path to cross the diagonal of the grey lattice. We will give a convenient physical interpretation of the grey lattice for all Dyck paths $D(k, \delta_1, \delta_2)$. Note that the bosons and Dyck paths are two very closely related objects [43].

### 3.3. Integer partitions, Ferrers diagrams and Young’s lattice

A partition of an integer $n > 0$ is a sequence of positive integers $\lambda = (\lambda_1, \ldots, \lambda_k)$ satisfying $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k > 0$ such that $\sum_{i=1}^{k} \lambda_i = n$. For a partition of $n$ by $\lambda$ we write $\lambda \vdash n$. A Ferrers (or Young) diagram is a graphical notation for a partition of an integer $n$ [44]. It consists of $n$ boxes arranged in $k$ rows, where the $i$-th one contains $\lambda_i$ of them (the English convention). We will use a different, physically motivated, convention, where for $\lambda \vdash n$ we write $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k$. Hence, the Ferrers diagram used here will contain $n$ boxes, where the $i$-th column is $\lambda_i$ boxes stacked on top of each other (the reflected French convention). Both conventions are depicted in Fig. 12 for $n = 4$.

One can introduce various orderings on integer partitions to promote them to a poset (partially ordered set). A poset $P = (Z, R)$ is a set $Z$ with a partial equivalence relation $R$ called a partial order [24]. The partial order on integer partitions we are interested in is called the inclusion relation $\lambda \subseteq \mu$ if $\lambda_i \leq \mu_i$, $\forall i$. We then call $\lambda$ and $\mu$ comparable and using the equivalence of integer partitions and Ferrers diagrams we see that two Ferrers diagrams are comparable if one is included in the other. If $\lambda \subseteq \mu$ and $1 + \sum_{i=1}^{k} \lambda_i = \sum_{i=1}^{k} \mu_i$ (that is, one box removed from a Ferrers diagram to get another Ferrers diagram) we write $\lambda \nearrow \mu$. A convenient graphical representation of a poset is called a Hasse diagram [24]. It is a directed graph, where the partial order is indicated by directed edges. The inclusion poset of integer partitions is special. It has an additional structure promoting it to a lattice [24]. In a lattice, all pairs of set elements have a greatest lower bound (the join) and a smallest upper bound (the meet)$^2$. The set of all partitions of all integers equipped with inclusion is known as Young’s lattice $Y$ [45]. Pictorially, the join for $Y$ is the intersection of the Ferrers diagrams and the meet is their union. Normally, Young’s lattice expands indefinitely in one direction. For us, however, only finite Young’s sublattices are physically relevant. Let $\mu$ be any partition. Then, $Y_\mu = (\mu, \subseteq)$ is the lattice of all partitions contained in $\mu$.

In order to make contact with the lattice paths we find useful to introduce a slightly redundant notation for Ferrers diagrams than by counting the boxes in each column. Assume Young’s lattice $Y_\mu$. Instead of the boxes of the included Ferrers diagram we will count the length of all vertical lines in the Ferrers diagram and any $\lambda \subseteq \mu$ will be created not by removing the boxes but rather by removing the left vertical and upper horizontal segments of a box. It implies a notational change for $\mu$. Contrary to the integer partition, it will always be a sequence of $k + 1$ integers $\lambda = (\lambda_1, \ldots, \lambda_k, \lambda_{k+1})$, where $0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_{k+1}$,

$^2$Despite the name, the integer lattice $Q_{++}$ introduced in Sec. 3.2 is not a lattice but rather a meet-semilattice (still a poset).
that is, including zeros which are normally omitted for integer partitions. Pictorially, it is as if we were counting the segments of all vertical lines of the columns in the Ferrers diagram (including the removed ones from \( \mu \)). Let’s call this augmented structure the extended Ferrers diagram. We depict Young’s lattice \( Y_{(1,2,3)} \) but with the extended Ferrers diagram notation and drawings in Fig. 13.

The extended Ferrers diagrams can be interpreted as staircase paths starting from the bottom left corner and ending in the top right corner by following the ‘left perimeter’ of the (extended) Ferrers diagram [42]. The isomorphism is illustrated in Fig. 14. Finally, motivated by the physical circumstances of the studied bosonic systems (see Sec. 3.4) we prepend each \( \lambda \) by \( \lambda_0 = 0 \), thus forming \( (\lambda_0, \lambda_1, \ldots, \lambda_k, \lambda_{k+1}) \), and take the first differences:

\[
    n \overset{df}{=} (\lambda_1 - \lambda_0, \lambda_2 - \lambda_1, \ldots, \lambda_{k+1} - \lambda_k) = (n_1, \ldots, n_{k+1}).
\]  

In other words, \( n \) is the height we have to overcome as we walk on top of the boxes (the extended Ferrers diagrams) from left to right. More importantly, as the notation suggests, this is identified with the detection pattern obtained by the Fock measurements, that first appeared in Sec. 2.3. The reason for introducing Young’s lattice and the staircase isomorphism is to explicitly list the Catalan Hilbert space basis whose dimension is provided by the Dyck path isomorphism \( \iota \) in (38) and study the properties of
the parity function $\varphi_j$. It will help us gain insight into the structure of the output bosonic state. Other, more practical, consequences are discussed in the main text.

3.4. **Shallow bosonic circuits, Catalan Hilbert spaces and Boolean lattices.** We will call a subspace of $\mathcal{H}^+(M, n)$ a Catalan Hilbert space whenever the method of counting the dimensionality involves counting the number of staircase or Dyck paths, see Sec. 3.2. This is where the Catalan numbers play a pivotal role. It is purposely a loose definition. For instance, unlike a full-depth circuit, it is not sufficient to specify the number of modes and the total photon number but also the input state together with the exact mesh description of the beam-splitters’ position. So even though the presented method can be used, for practical reasons we investigate Catalan Hilbert space in the well-defined geometries such as the Reck or Clements setup [23, 25]. So, if we decompose a unitary $U$ as maximum-depth optical circuit, we will be interested in the first $n$ layers of evolution operators after suitably ‘slicing’ the unitary $U = \prod_{i=1}^{n} U_i$. This is still possible in more than one way but some are more natural (or useful) than others. For example, in Reck’s case we can define a sequence of Catalan Hilbert spaces inclusions

$$C_1(M, n) \subsetneq C_2(M, n) \subsetneq \cdots \subsetneq C_{M-2}(M, n) \subsetneq \mathcal{H}^+(M, n)$$

(40)

corresponding to ‘diagonal’ slicing (cf. Fig. 1). The inclusions manifest as subdiagrams of a Hasse diagram of the Ferrers diagrams (studied in Sec. 3.3) corresponding to $\mathcal{H}^+(M, n)$. This picture not only sheds light on the structure of the completely symmetric spaces but will also help us understand the parity map restricted to $C_i(M, n)$. Recall that we have a good understanding of the behavior of $\varphi_j$ for deep circuits from Sec. 3.1 due to its simple structure. Also, note that in practice (similarly to $\mathcal{H}^+(M, n)$) we will focus on $n \leq M$ considering at most one input photon per mode. Before we proceed we present two examples putting together all the introduced concepts so far.

**Example 1.** Our first example will be a shallow circuit previously studied in detail [18], showing that the output can be described by a 1D tensor network state known as a matrix product state. It can be also seen as the first diagonal ‘slice’ of the Reck universal scheme [23] and it is depicted in Fig. 15 for four modes (cf. Fig. 1). Motivated by the practical consideration, we are interested in the case of each mode being occupied by a single photon but the method for getting an insight into the output Hilbert space structure based on lattice path counting is applicable more widely. The numbers next to the detectors show the possible photons counts per detector. There are two constraints on the photons counts. First, there is the maximal possible number of detected photons per mode which is the biggest number in the square brackets. Second, the numbers in different brackets are not independent. For example, if we detect two photons in the first detector, we can’t possibly detect two photons in the second one (from the top). The both constraints are captured in the left panel of Fig. 16. On the $x$ axis of the gray lattice we count the detectors and the $y$ axis is the cumulative detected photon number. The first constraint takes the form of the perimeter of the light-gray (in this case convex) polygon. The second constraint is the

\[
\begin{align*}
|1\rangle & \xrightarrow{\vartheta_1} |0, 1, 2\rangle \\
|1\rangle & \xrightarrow{\vartheta_2} |0, 1, 2, 3\rangle \\
|1\rangle & \xrightarrow{\vartheta_3} |0, \ldots, 4\rangle \\
|1\rangle & \xrightarrow{\vartheta_4} |0, \ldots, 4\rangle
\end{align*}
\]

**Figure 15.** A one-dimensional ‘cascade’ of tunable beam-splitters parametrized by the angles $\vartheta_i$ transforms an input state $|1111\rangle$ into an entangled output state occupying a Catalan Hilbert space whose structure we further investigate. The state is detected by PNRs and the numbers in brackets denote the possible photon measurement outcomes.
certain properties and applications of shallow bosonic circuits

Figure 16. The shaded polygon in the left plot captures the possible detection patterns of the circuit in Fig. 15. As explained in the main text, all possible detection patterns correspond to the allowed staircase paths in the gray lattice. The detector on the x-axis counts the detectors from top to bottom in Fig. 15. On the right, we see the same polygon under the inverted action of the isomorphism defined in (38) transforming the staircase paths to Dyck paths in the blue lattice. In both cases, the starting/finishing points are indicated by the blue/green dots. The parameters \( k = 7, \delta_1 = 2, \delta_2 = 1 \) help us count the number of Dyck/staircase paths by virtue of Eq. (36).

Cumulative character of the diagram where naturally only the allowed differences of the detected photon numbers are possible. The starting point (before any detection takes place) is the bottom left corner (the blue dot). If the first detector clicks once, we move one segment up and then to the right. If the second detector detects two photons we move two segments up and one to the right. We just hit the boundary and any detection event beyond would be forbidden. We continue and we must end up in the upper right corner (the green dot). This is because the total photon number (4 in this case) is preserved. Every path satisfying the above constraints is allowed and these paths are staircase walks introduced earlier. We then invert bijection \( \iota \) defined in (38) and depict the same path as a Dyck path in the right panel. This allows us to enumerate the number of possible measurement patterns using Eq. (36). For \( k = 7, \delta_1 = 2 \) and \( \delta_2 = 1 \) we find \( |D(7, 2, 1)| = 28 \).

This number must agree with the second bijection, \( \kappa \), between the staircase paths and integer partitions (and therefore the extended Ferrers diagrams) introduced in Sec. 3.3. We illustrate it on \( Y_{(2,3,5)} \) whose Hasse diagram is in Fig. 17. Each vertex is a Ferrers diagram/staircase path (equivalent under the action of \( \kappa \)) and the arrows indicate inclusion (see Sec. 3.3). The left plot captures the same information as Fig. 13 but we also added two other vertex labels of the same graph, the detection patterns \( n \) (the middle plot) and the bit string as the result of \( \varphi_0(n) \) (the right plot). The principal motivation behind introducing Young’s lattices is to identify certain universally present substructures (namely the Boolean sublattices, see Sec. 3.4.1) allowing us to formulate some desirable properties of all Catalan Hilbert spaces.

Example 2. Our second example is in Fig. 18 illustrating the fact that we can use our analysis for any optical circuit, including the deep ones. The corresponding lattice diagrams are in Fig. 19 and the description from the previous example carries over. Here we take the opportunity to illustrate a Catalan subspace inclusion mentioned earlier. Looking at Fig. 1 showing Reck’s scheme for four modes, we can see that a natural slicing of \( U \in U(4) \) is \( U = U_3 U_2 U_1 \), where \( U_1 \) consists of beam-splitters 1,2 and 3 (labeled by the angle \( \theta_1 \)), \( U_2 \) is the action of beam-splitters 4 and 5 and \( U_3 \) is beam-splitter number six.
Figure 17. For the illustration purposes we plot a Hasse diagram of $\gamma_{(2,3,4)}$ corresponding to the situation in Fig. 15 and Fig. 16 using three different vertex labels. On the left, the biggest element is the extended Ferrers diagram $\mu = (0,2,3,4,4)$. Indeed, the biggest reflected Ferrers diagram that fits the gray shaded polygon in Fig. 16 corresponds to partition $(2,3,4)$. In the middle picture we depict the first differences interpreted as photon detection patterns $n$. On the right, we show bit strings as the action of the parity function $p_0$ on $n$.

Figure 18. Two ‘slices’ of the triangle Reck decomposition of $U(4)$ depicting a deeper circuit compared to Fig. 15.

The first slice, $U_1$, will generate a Catalan Hilbert space $\mathcal{C}_1(4,3)$, the first two slices, $U_2U_1$, will generate $\mathcal{C}_2(4,3)$ and the whole circuit $U$ corresponds to $\mathcal{H}^+(4,3)$. Hence, we get

$$\mathcal{C}_1(4,3) \subsetneq \mathcal{C}_2(4,3) \subsetneq \mathcal{H}^+(4,3)$$

(41)
depicted in Fig. 20. The Catalan Hilbert space dimensions can be found from Fig. 19 and its slight modifications. The middle Hilbert space $\mathcal{C}_2(4,3)$ is depicted and we find $|\mathcal{C}_2(4,3)| = |\mathcal{D}(6,2,2)| = 19.$
For $\mathcal{C}_1(4,3)$ the diagonal line of the polygon on the left starts at $(1,1)$ and ends at $(3,3)$. The mapping $\iota^{-1}$ reveals $k=6, \delta_1 = \delta_2 = 1$ so $|\mathcal{C}_1(4,3)| = |\mathcal{D}(6,1,1)| = 14$ which is a Catalan number. Finally, the biggest space $\mathcal{H}^+(4,3)$ would be an entire gray square on the left being mapped by $\iota^{-1}$ to a diamond confining all Dyck paths with the parameters $k=6, \delta_1 = \delta_2 = k/2 = 3$. We get $|\mathcal{H}^+(4,3)| = \binom{k}{k/2} = 20$ from (36) in accordance with the standard bosonic formula $\binom{n+M-1}{n}$ for $n = M-1$ and $M = k/2 + 1$. We can also verify the results by counting the vertices in Fig. 19.

In Sec. 3.1 we investigated the largest Catalan Hilbert space in the sense of (40), $\mathcal{H}^+(M,n)$ – the completely symmetric space of $n$ photons in $M$ modes, and proved some interesting properties of the parity function $\varphi_j$. But this space is not something accessible in a lab as $M$ grows. The depth of the circuit makes the output heavily contaminated by errors, namely photon loss. Here we will focus on the smallest Catalan Hilbert space $\mathcal{C}_1(M,n)$ as the simplest space and the simplest experimental setup when $n = M, M-1$ and at most one photon per mode, see Sec. 2.7. Crucially, however, whatever we prove for $\mathcal{C}_1(M,n)$ will hold for any $\mathcal{C}_i(M,n)$ thanks to (40).

Our first observation is straightforward. Setting $n = M-1$, the size of $\mathcal{C}_1(M,M-1)$ grows with $M$ almost as fast as the size of $\mathcal{H}^+(M,M-1)$:

$$\frac{|\mathcal{C}_1(M,M-1)|}{|\mathcal{H}^+(M,M-1)|} = \frac{1}{1 + M} \cdot \frac{(2M)!}{(M-1)!^2} = 2 \frac{2M-1}{M+1}. \quad (42)$$

Just like $\mathcal{H}^+(M,M-1)$, even the smallest space is much larger than $\mathcal{H}_{M-1}$. For any $\mathcal{C}_1(M,M-1)$ we get $\delta_i = 1$ and $k = 2(M-1)$. Plugging this to (36) and using (37) we find

$$\frac{|\mathcal{C}_1(M,M-1)|}{|\mathcal{H}_{M-1}|} = \frac{C_{M-1}}{2^{M-1}} \gg 1 \quad (43)$$

as $M$ grows. This is good news but nowhere near close in detail to what we proved for $\mathcal{H}^+(M,n)$ in Sec. 3.1, where we showed surjection of $\varphi_j$ with an exact counting. It is not obvious at all that $\varphi_j$ maps the smallest Catalan Hilbert space onto a set of all qubit Hilbert space basis states. But we will show that it is true and therefore it holds for all $\mathcal{C}_i(M,M-1)$ thanks to (40). In particular, we will show that the parity function $\varphi_j$ maps $\mathcal{C}_i(M,M-1)$ to the same qubit Hilbert space as $\mathcal{H}^+(M,M-1)$. Unlike for $\mathcal{H}^+(M,M-1)$ we won’t provide the exact counting of how many bosonic basis states are mapped to a given qubit basis.
Figure 20. Inclusion (41) illustrated. The Hasse diagram (blue, red and green vertices) of $Y_{(3,3,3)}$ corresponds to $\mathbb{H}^+(4,3)$. The subdiagram on red and green vertices is $C_2(4,3)$ and the green vertices correspond to $C_1(4,3)$. The difference between green dots and stars is to emphasize the presence of the Boolean lattice $B_3$ as discussed in Sec. 3.4.1.

Given $M$, let’s study all extended Ferrers diagrams ‘between’ $\overline{\lambda} = (0, 1, \ldots, M - 1, M - 1)$ and $\underline{\lambda} \overset{df}{=} \overline{\lambda} - s = (0, 0, 1, 2, \ldots, M - 1)$, where\footnote{The diagram $s$ is called a skew Ferrers or Young diagram and it is typically defined by the difference of the top and bottom Ferrers diagrams written as $s = \lambda / \overline{\lambda}$.}

$$s = (0, 1, \ldots, 1, 0).$$

By between we mean any Ferrers diagram that can be obtained from $\overline{\lambda} - S$, where

$$S \overset{df}{=} (0, s_1, \ldots, s_{M-1}, 0)$$

and $s_i = \{0, 1\}$. The sequence $S$ will be called a box bit string. The name becomes clear if we plot $\overline{\lambda}$ and $\underline{\lambda}$ as in the left panel of Fig. 21. We can see that whenever $s_i = 1$, we remove the corresponding box to obtain $\lambda$ from $\overline{\lambda}$. From the properties of the Ferrers diagrams we can see that all $2^{M-1}$ box bit string configurations are allowed. Hence, any Ferrers diagram between $\overline{\lambda}$ and $\underline{\lambda}$ can be written as $\lambda = \overline{\lambda} - S$. 
Following (39), we take the first differences to get $n_i \in n$:  
\[ n_i = \lambda_i - \lambda_{i-1} = \lambda_i - s_i - (\lambda_{i-1} - s_{i-1}) = \lambda_i - \lambda_{i-1} + (-s_i + s_{i-1}). \]  
(46)

From the form of $\lambda$ we find the $M$-tuple $(\lambda_i - \lambda_{i-1})^M = (1, 1, \ldots, 1, 0)$ and we denote the bit differences \[ d_i = s_{i-1} - s_i \in \{-1, 0, 1\}. \]

The box bit strings $S$ are all different by construction. Does it mean that the $M$-tuples $D = (d_i)^M_i$ are mutually different as well? This is equivalent to asking if we can deduce the correct box bit strings $S$ from $D$. We can because \[ d_i = -1 \Rightarrow (s_{i-1}, s_i) = (0, 1), \]
\[ d_i = 0 \Rightarrow (s_{i-1}, s_i) = (0, 0) \text{ or } (1, 1), \]
\[ d_i = 1 \Rightarrow (s_{i-1}, s_i) = (1, 0). \]  
(47)

The ambiguity for $d_i = 0$ can be resolved by the 'boundary condition' of $S$ in (45), namely that $s_0 = s_M = 0$. Hence, all $D$s are different. But we need to prove something stronger, namely that the action of the parity function, $\varphi_j$ (sufficient for $j = 0$), on $n$ still outputs $2^M$ different bit strings. Using (46) and the properties of the modular addition it acts as  
\[ \varphi_0(n_i) = \varphi_0(\lambda_i - \lambda_{i-1}) \oplus \varphi_0((-s_i + s_{i-1})) = (\lambda_i - \lambda_{i-1}) \oplus \varphi_0(d_i). \]  
(48)

Since $\varphi_0(d_i) = \varphi_0(-d_i)$ we need to make sure that no first difference of $S$ is the (ordinary) negation of another one. To this end, we realize that this precisely happens in the set of all $2^{M-1}$ bit strings of length $M - 1$. Trivially, when $0 \ne d_i = s_{i-1} - s_i$ then $-d_i = s_i - s_{i-1}$ by swapping the bits so the bit strings with all opposite bit values are the negation of each other. But the situation changes once we prepend a constant bit like the zero bit in the box bit string defined in (45). If we split the $2^{M-1}$ bit strings in one half starting by zero and the second half starting by one (note that they necessarily contain the swaps of the first half), then prepend a zero bit and finally take the first difference then all the first half differences will start with bit zero whereas the second half differences will start with bit one, effectively flagging the swaps that would otherwise be indistinguishable under the action of $\varphi_0$. By further appending a zero bit, again like in (45), taking the first differences won't change the first flag bit and so we get $2^{M-1}$ different sequences $D$ that are mapped by $\varphi_0$ to $2^{M-1}$ different bit strings. This concludes the argument.

We have to tie up a few loose ends and add some comments.
3.4.1. Further details. We don’t have to investigate the details of actually taking the first differences and the modular sum with \((\vec{\lambda}_i - \vec{\lambda}_{i-1})\) in the RHS of (48) to find what bit strings we obtained. This is because we showed in Sec. 3.1 that for \(\mathcal{K}(M, M - 1)\) the range of the parity function \(\rho_0\) is \(\mathcal{K}_{M-1}\). Because of (40) it must be the same bit strings and therefore the same Hilbert space basis. We can see it explicitly in Fig. 20 for \(M = 4\). Looking at the Hasse diagram on the right with the bit values we see that the Hilbert space basis of \(\mathcal{C}_1(4, 3)\) (the green stars and points) are the same ones as in the whole structure (red + green + blue vertices) corresponding to \(\mathcal{K}(4, 3)\) (cf. (41)).

We argued in Sec. 3.1 that for a given \(M\), to access a bigger qubit Hilbert space \(\mathcal{H}_M\), we run two experiments, one for \(n = M-1\) and the other one for \(n = M\). Let’s focus on the latter, again for the smallest Catalan Hilbert space \(\mathcal{C}_1(M, M)\) in (40). Compared to the left plot in Fig. 21, the generic highest Ferrers diagram is shifted up by one box, see \(\vec{\lambda}\) in the right plot of Fig. 21. By the same procedure we employed for \(n = M - 1\) we can therefore introduce two box bit strings (45) of the same length, \(S_1, S_2\), one for each layer of boxes we intend to remove. The procedure goes exactly in the same way as described above except for being performed twice. The top extended Ferrers diagram \(\vec{\lambda} = (0, 2, 3, \ldots, M, M)\) becomes the middle one \(\lambda = \vec{\lambda} - S_1 = (0, 1, 2, \ldots, M - 1, M - 1)\) for \(S_1 = (0, 1, \ldots, 1, 0)\), just to serve as a starting point for the second round ending with the bottom Ferrers diagram \(\lambda = \lambda - S_2 = (0, 0, 1, 2, \ldots, M - 1)\) for \(S_2 = (0, 1, \ldots, 1, 0)\). We illustrate the case of \(\mathcal{C}(3, 3)\) in Fig. 22.

As previously discussed, the Hasse diagrams we study are special posets called Young’s (sub)lattices \(\mathcal{Y}_\mu\). In fact, our procedure of removing the upper layer of boxes from \(\vec{\lambda}\) using the box bit string emphasizes
even more fundamental structure contained in every Young’s lattice: the finite Boolean lattice \( B_n \) – a truly fundamental object in lattice theory [46, 47]. For a given finite set \( Z \), where we denote \( n = |Z| \), we may form a power set \( P(Z) \) (the set of all subsets) of cardinality \( 2^n \). If we add the operations of set union (in the role of the join operation) and intersection (as the meet) then the power set is isomorphic to the Boolean lattice \( B_n = (P(Z), \subseteq) \). How does the Boolean lattice materialize in our case? Consider the set \( Z = [M - 1] \) and take the binary negation of the substring \( p = (\neg s_1, \ldots, \neg s_{M - 1}) \) of the box bit string \( S \) in (45). Clearly, \( |p| = 2^{M-1} \) which is equal to the power set cardinality of \( Z \). We index the elements of the power set \( P \) by picking the \( i \)-th element of \( Z \) iff \( \neg s_i = 1 \). For example, if \( \neg s_i = 0, \forall i \) we obtain the empty set \( \emptyset \). We exemplified the isometry in Fig. 23 for \( M = 4 \). We indeed recognize the similar projected ‘cubes’ of the Boolean lattice \( B_3 \) in Fig. 20 emphasized by the green star vertices. The

![Figure 23](image-url)

**Figure 23.** (Left) The Boolean lattice \( B_3 \) of all subsets of the power set of \( Z = [1, 2, 3] \) ordered by inclusion. (Right) The isomorphic lattice, where the three-bit vertices \( p = p_1 p_2 p_3 \) index the elements of \( Z \). The complement of \( p_i \) is \( s_i \) from \( S \) in (45) used to track the removed boxes from \( \lambda \). For example, \( p = 110 \) corresponds to \( S = (0, 0, 0, 1, 0) \) telling us to remove one box labeled \( s_3 \), see Fig. 21. This is how the finite Boolean lattices make their appearance in Young’s sublattices we study.

graph of the Boolean lattice \( B_n \) is isomorphic to the hypercube graph \( H_n \) but, in general, we cannot rely on this visual aid when asking how many Boolean sublattices a lattice has. For example, there is one projected cube visible in the green Hasse subdiagram of Fig. 20 and this is indeed the only \( B_2 \). However, despite counting 9 ‘squares’ corresponding to \( B_3 \) there are in fact in total 21 (green) Boolean lattices \( B_2 \). Similarly in Fig. 22, there are 3 ‘visible’ \( B_2 \)’s but also two less visible (that is, not visually aided by the edges).

We can now review the structure of \( C_1(3, 3) \), where we introduced two box bit strings. Indeed, we can see two hypercube graphs \( H_2 \) (squares) sharing one vertex corresponding to the middle Ferrers diagram. In summary, by showing that \( \varphi_0 \) is a surjection we also refined the inclusion diagram (40) to become

\[
\mathcal{B}_{M-1} \subsetneq C_1(M, n) \subsetneq \cdots \subsetneq C_{M-2}(M, n) \subsetneq \mathcal{H}^+(M, n).
\]

We are abusing the notation a bit since \( C_i(M, n) \) is defined as a Hilbert space but we now see it as Young’s sublattice whose vertices are the spanning basis of the said Hilbert space. What is our ultimate goal here? It is to elucidate the structure of \( C_i(M, n) \) and we are getting a glimpse of it by the presence of the Boolean lattice. On the practical side we would like to know how exactly the parity function \( \varphi_0 \) maps the set of \( C_i(M, n) \) basis state to that of \( \mathcal{H}_{M-1} \) (or \( \mathcal{H}_M \) for \( \varphi_j \)).
We can’t answer the second question here but we are able to say something more. Note that after reaching the lower Ferrers diagram \( \lambda \) using the box bit string \( S \) in \( (45) \) we can introduce a one bit shorter bit boxstring and repeat the procedure with \( \lambda \) starring as the new top Ferrers diagram. We again encounter a (smaller) Boolean lattice all the way to the smallest one, \( B_1 \), thus further refining \( (49) \). Indeed, we recognize it in all our previous examples, for instance in Fig. 20, we see \( B_2 \) as the square ‘hanging’ from the previously identified Boolean lattice \( B_3 \) and at the very bottom the two-element algebra \( B_1 \), sharing one element with the \( B_2 \). The process where the smallest element of a lattice \( L_2 \) is identified with the highest element of another lattice \( L_2 \) is called the ordinal sum of lattices \( L_2 \oplus L_1 \) which is clearly not commutative \( [48] \). So our first refinement of \( (40) \) is

\[
\bigoplus_{i=M-1}^1 m_i B_i \subseteq C_1(M, n) \subseteq \cdots \subseteq C_{M-2}(M, n) \subseteq H^+(M, n),
\]

where \( m_i \geq 1 \) is the multiplicity of \( B_i \). An example of \( B_2 \oplus B_2 \oplus B_1 \) is in Fig. 22 (\( 2B_2 \) are the green stars and \( B_1 \) is the two bottom vertices sharing an edge). It follows from the combinatorial argument involving the total number of Ferrers diagrams, cf. \( (43) \), that the first inclusion of \( (50) \) becomes extremely sharp as \( M \) grows. This is not satisfactory.

Generalizing our prescription from Fig. 21, where we found the biggest Boolean lattice \( B_M \), we can count the multiplicity of the biggest (visible) Boolean lattices. Indeed, whenever we are able to remove \( M \) boxes from a Ferrers diagram of \( M \) columns such that the resulting diagram is a valid Ferrers diagram we encountered \( B_M \). For the Ferrers diagram \( \mu = (1, 2, \ldots, M) \) there is only one \( B_M \), like in the left picture of Fig. 21. But, on the right for \( \mu = (2, 3, \ldots, M) \), there are plenty of possibilities. As an example, consider \( \mu = [2, 3, 4] \) from Fig. 17. We can remove three boxes in four different ways (in a certain order). Looking at the figure, there are hiding four \( B_3 \) Boolean lattices. Since they are maximal, we know what qubit bases their vertices are decorated with (in the right panel). The problem is, however, that they are not disjoint. Moreover, smaller Boolean sublattices are present too and their counting seems unruly. Perhaps more insight would be obtained by a chain decomposition of Young’s lattice. A chain is a totally ordered subset (i.e., all its elements are mutually comparable) of a poset. A chain decomposition of lattices is, however, a notoriously difficult problem in lattice theory. We leave this question open.
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Appendix

Parameters of some simulations from the main text. A random QUBO matrix used in Sec. 2.4:

\[
Q = \begin{bmatrix}
-0.128 & -0.445 & -0.022 & -0.082 & -0.012 & -0.642 & -0.439 & -0.368 & 0.273 & 0.148 & -0.115 \\
-0.445 & -0.731 & -0.39 & -0.31 & 0.213 & 0.101 & 0.46 & 0.644 & -0.808 & 0.283 & -0.021 \\
-0.022 & -0.39 & -0.746 & -0.016 & -0.337 & -0.826 & 0.203 & -0.381 & -0.219 & -0.664 & 0.06 \\
-0.082 & -0.31 & -0.016 & 0.587 & 0.357 & 0.156 & 0.142 & 0.547 & -0.458 & 0.758 & -0.118 \\
-0.012 & 0.213 & -0.337 & 0.357 & 0.071 & 0.924 & 0.048 & -0.892 & 0.105 & 0.6 & 0.015 \\
-0.642 & 0.101 & -0.826 & 0.156 & 0.924 & 0.601 & -0.075 & 0.427 & -0.173 & 0.092 & 0.35 \\
-0.439 & -0.46 & 0.203 & 0.142 & 0.048 & -0.075 & 0.481 & -0.226 & 0.047 & 0.28 & 0.003 \\
-0.368 & 0.644 & -0.381 & 0.547 & -0.892 & 0.427 & -0.226 & -0.006 & -0.168 & -0.428 & -0.272 \\
0.273 & -0.808 & -0.219 & -0.458 & 0.105 & -0.173 & 0.047 & -0.168 & 0.288 & 0.58 & -0.238 \\
0.148 & 0.283 & -0.664 & 0.758 & 0.6 & 0.092 & 0.28 & -0.428 & 0.58 & 0.184 & -0.164 \\
-0.115 & -0.021 & 0.06 & -0.118 & 0.015 & 0.35 & 0.003 & -0.272 & -0.238 & -0.164 & 0.096
\end{bmatrix}.
\]

\( ^{\text{a}} \text{Cf. with the vertical sum of posets as its generalization, see [49].} \)
A random QUBO matrix used in Sec. 2.5:

$$ Q = \begin{bmatrix}
-0.1280102 & -0.76942513 & -0.31575758 & 0.28188388 & -0.45247223 & -0.20187769 \\
-0.76942513 & -0.23854193 & -0.18676721 & -0.65352725 & 0.21787914 & -0.26911468 \\
-0.31575758 & -0.18676721 & -0.63112027 & 0.29058124 & 0.07998729 & 0.13464356 \\
0.28188388 & -0.65352725 & -0.86942699 & -0.46493199 & -0.42039925 & -0.14493699 \\
-0.45247223 & 0.21787914 & 0.29058124 & -0.55938759 & -0.46493199 & -0.2262147 \\
-0.20187769 & -0.26911468 & 0.13464356 & -0.42039925 & -0.14493699 & 0.2262147 \\
\end{bmatrix} \cdot (52) $$

Learning curves for the results presented in Fig. 8. The three smallest energies this problem are $-7.92, -7.30$ and $-5.89$.

**Figure 24.** Additional graphs accompanying Fig. 8. (Left) Learning curves the shallowest circuit addressing Hilbert space $C_1(6, n)$ for $n = 5, 6$. (Right) Learning curves for a deeper circuit $C_2(6, n)$. In the deeper circuit case, the system takes more time to learn as expected thanks to an increased number of parameters.

**References**

[1] Emanuel Knill, Raymond Laflamme, and Gerald J Milburn. A scheme for efficient quantum computation with linear optics. *nature*, 409(6816):46–52, 2001.

[2] Robert Raussendorf and Hans J Briegel. A one-way quantum computer. *Physical Review Letters*, 86(22):5188, 2001.

[3] Hector Bombin, Isaac H Kim, Daniel Litinski, Naomi Nickerson, Mihir Pant, Fernando Pastawski, Sam Roberts, and Terry Rudolph. Interleaving: Modular architectures for fault-tolerant photonic quantum computing. *arXiv preprint arXiv:2103.08612*, 2021.

[4] Srikrishna Omkar, Seok-Hyung Lee, Yong Siah Teo, Seung-Woo Lee, and Hyunseok Jeong. All-photon architectural roadmap for scalable quantum computing using greenberger-horne-zeilinger states. *arXiv preprint arXiv:2109.12280*, 2021.

[5] Si-Hui Tan and Peter P Rohde. The resurgence of the linear optics quantum interferometer—recent advances & applications. *Reviews in Physics*, 4:100030, 2019.

[6] Jacques Carolan, Christopher Harrold, Chris Sparrow, Enrique Martín-López, Nicholas J Russell, Joshua W Silverstone, Peter J Shadbolt, Nobuyuki Matsuda, Manabu Oguma, Mikiyaka Inoh, et al. Universal linear optics. *Science*, 349(6249):711–716, 2015.

[7] Scott Aaronson and Alex Arkhipov. The computational complexity of linear optics. In *Proceedings of the forty-third annual ACM symposium on Theory of computing*, pages 333–342. ACM, 2011.

[8] Alex Neville, Chris Sparrow, Raphaël Clifford, Eric Johnston, Patrick M Birchall, Ashley Montanaro, and Anthony Laing. Classical boson sampling algorithms with superior performance to near-term experiments. *Nature Physics*, 13(12):1153–1157, 2017.

[9] Peter Clifford and Raphaël Clifford. The classical complexity of boson sampling. In *Proceedings of the Twenty-Ninth Annual ACM-SIAM Symposium on Discrete Algorithms*, pages 146–155. SIAM, 2018.

[10] Daniel Jost Brod and Michal Oszmaniec. Classical simulation of linear optics subject to nonuniform losses. *Quantum*, 4:267, 2020.

[11] Raúl García-Patrón, Jerel M Renema, and Valery Shchesnovich. Simulating boson sampling in lossy architectures. *Quantum*, 3:169, 2019.

[12] Han-Sen Zhong, Hui Wang, Yu-Hao Deng, Ming-Cheng Chen, Li-Chao Peng, Yi-Han Luo, Jian Qin, Dian Wu, Xing Ding, Yi Hu, et al. Quantum computational advantage using photons. *Science*, 370(6523):1460–1463, 2020.
[13] Ulysse Chabaud, Damian Markham, and Adel Sohbi. Quantum machine learning with adaptive linear optics. arXiv preprint arXiv:2102.04579, 2021.

[14] Jingjing Shi, Yongze Tang, Yuhu Lu, Yanyan Feng, Ronghua Shi, and Shichao Zhang. Quantum circuit learning with parameterized boson sampling. IEEE Transactions on Knowledge and Data Engineering, pages 1–12, 2021.

[15] Richard A. Campos, Bahaa E. A. Saleh, and Malvin C. Teich. Quantum-mechanical lossless beam splitter: Su (2) symmetry and photon statistics. Physical Review A, 40(3):1971, 1989.

[16] Kishor Bharti, Alba Cervera-Lierta, Thi Ha Kyaw, Tobias Haug, Sumner Alperin-Lea, Abhinav Anand, Matthias Degroote, Hermanni Heimonen, Jakob S. Kottmann, Tim Menke, et al. Noisy intermediate-scale quantum (nisq) algorithms. arXiv preprint arXiv:2101.08448, 2021.

[17] Chong-Ki Hong, Zhe-Yu Ou, and Leonard Mandel. Measurement of subpicosecond time intervals between two photons by interference. Physical review letters, 59(18):2044, 1987.

[18] Michael Lubasch, Antonio A. Valido, Jelmer J. Renema, W. Steven Kolthammer, Dieter Jaksch, Myungshik S. Kim, Jan Walmsley, and Raúl García-Patrón. Tensor network states in time-bin quantum optics. Physical Review A, 97(6):062304, 2018.

[19] Daniel J. Brod. Complexity of simulating constant-depth bosonsampling. Physical Review A, 91(4):042316, 2015.

[20] Andrew Lucas. Ising formulations of many np problems. Frontiers in physics, 2:5, 2014.

[21] Gary Kovenberger, Jin-Kao Hao, Fred Glover, Mark Lewis, Zhipeng Lü, Haibo Wang, and Yang Wang. The unconstrained binary quadratic programming problem: a survey. Journal of combinatorial optimization, 28(1):58–81, 2014.

[22] Davide Venturelli and Alexei Kondratyev. Reverse quantum annealing approach to portfolio optimization problems. Quantum Machine Intelligence, 1(1):17–30, 2019.

[23] Michael Reck, Anton Zeilinger, Herbert J. Bernstein, and Philip Bertani. Experimental realization of any discrete unitary operator. Physical review letters, 73(1):58, 1994.

[24] Richard P. Stanley. Enumerative combinatorics. Vol. 1. Cambridge University Press, 1997.

[25] William R. Clements, Peter C. Humphreys, Benjamin J. Metcalf, W. Steven Kolthammer, and Ian A. Walmsley. Optimal design for universal multiport interferometers. Optica, 3(12):1460–1465, 2016.

[26] Nikolai Moll, Panagiotis Barkoutsos, Lev S. Bishop, Jerry M. Chow, Andrew Cross, Daniel J. Egger, Stefan Filipp, Andreas Fuhrer, Jay M. Gambetta, Marc Ganzhorn, and et al. Quantum optimization using variational algorithms on near-term quantum devices. Quantum Science and Technology, 3(3):030503, Jun 2018.

[27] Xiaoyuan Liu, Anthony Angone, Ruslan Shaydulin, Ilya Safro, Yuri Alexeev, and Lukasz Cincio. Layer vqe: A variational approach for combinatorial optimization on noisy quantum computers. arXiv preprint arXiv:2102.05566, 2021.

[28] William N. Plick, Petr M. Anisimov, Jonathan P. Dowling, Hwang Lee, and Girish S. Agarwal. Parity detection in quantum optical metrology without number-resolving detectors. New Journal of Physics, 12(11):113025, 2010.

[29] Christopher G. Gerry and Jihane Mimih. The parity operator in quantum optical metrology. Contemporary Physics, 51(6):497–511, 2010.

[30] Jun Li, Xiaodong Yang, Xinhua Peng, and Chang-Pu Sun. Hybrid quantum-classical approach to quantum optimal control. Physical review letters, 118(15):150503, 2017.

[31] Kosuke Mitarai, Makoto Negoro, Masahiro Kitagawa, and Keisuke Fujii. Quantum circuit learning. Physical Review A, 98(3):032309, 2018.

[32] Maria Schulz, Ville Bergholm, Christian Gogolin, Josh Isaac, and Nathan Killoran. Evaluating analytic gradients on quantum hardware. Physical Review A, 99(3):032331, 2019.

[33] Harry Markowitz. Portfolio selection. The Journal of Finance, 7(1):77, March 1952.

[34] Samuel Mugel, Carlos Kuchkovsky, Escolastico Sanchez, Samuel Fernandez-Lorenzo, Jorge Luis-Hita, Enrique Lizaso, and Román Orús. Dynamic portfolio optimization with real datasets using quantum processors and quantum-inspired tensor networks. arXiv, abs/2007.00017, 2020.

[35] Javier Rivera-Dean, Patrick Huembeli, Antonio Acín, and Joseph Bowles. Avoiding local minima in Variational Quantum Algorithms with Neural Networks. arXiv e-prints, page arXiv:2104.02955, April 2021.

[36] Michał Oszmianne and Daniel J. Brod. Classical simulation ofphotonic linear optics with lost particles. New Journal of Physics, 20(9):092002, 2018.

[37] Alexandra E. Moylett and Peter S. Turner. Quantum simulation of partially distinguishable boson sampling. Physical Review A, 97(6):062329, 2018.

[38] Kamil Brádler, Nicolas Dutil, Patrick Hayden, and Abubakr Muhammad. Conjugate degradability and the quantum capacity of cloning channels. Journal of Mathematical Physics, 51(7):072201, 2010.

[39] William Feller. An introduction to probability theory and its applications, vol 2. John Wiley & Sons, 2008.

[40] Thomas Koshy. Catalan numbers with applications. Oxford University Press, 2008.

[41] Richard P. Stanley. Catalan numbers. Cambridge University Press, 2015.

[42] Gopal Mohanty. Lattice path counting and applications. Academic Press New York, 1979.

[43] Kamil Brádler. Hiking a generalized Dyck path: A tractable way of calculating multimode boson evolution operators. Computer Physics Communications, 196:80–91, 2015.

[44] George E. Andrews and Kimmo Eriksson. Integer partitions. Cambridge University Press, 2004.
[45] Bruce E Sagan. *The symmetric group: representations, combinatorial algorithms, and symmetric functions*, volume 203. Springer Science & Business Media, 2013.

[46] Garrett Birkhoff. *Lattice theory*, volume 25. American Mathematical Soc., 1973.

[47] Richard P Stanley. *Enumerative combinatorics. Vol. 2*. Cambridge University Press, 1999.

[48] Konrad Deiters and Marcel Erné. Sums, products and negations of contexts and complete lattices. *Algebra universalis*, 60(4):469–496, 2009.

[49] Brian A Davey and Hilary A Priestley. *Introduction to lattices and order*. Cambridge university press, 2002.