Mean-field model of interacting quasilocalized excitations in glasses
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Abstract

Structural glasses feature quasilocalized excitations whose frequencies $\omega$ follow a universal density of states $D(\omega) \sim \omega^4$. Yet, the underlying physics behind this universality is not fully understood. Here we study a mean-field model of quasilocalized excitations in glasses, viewed as groups of particles embedded inside an elastic medium and described collectively as anharmonic oscillators. The oscillators, whose harmonic stiffness is taken from a rather featureless probability distribution (of upper cutoff $\kappa_0$) in the absence of interactions, interact among themselves through random couplings (characterized by a strength $J$) and with the surrounding elastic medium (an interaction characterized by a constant force $h$). We first show that the model gives rise to a gapless density of states $D(\omega) = A_g \omega^4$ for a broad range of model parameters, expressed in terms of the strength of the oscillators’ stabilizing anharmonicity, which plays a decisive role in the model. Then — using scaling theory and numerical simulations — we provide a complete understanding of the non-universal prefactor $A_g(h, J, \kappa_0)$, of the oscillators’ interaction-induced mean square displacement and of an emerging characteristic frequency, all in terms of properly identified dimensionless quantities. In particular, we show that $A_g(h, J, \kappa_0)$ is a non-monotonic function of $J$ for a fixed $h$, varying predominantly exponentially with $-(\kappa_0 h^{2/3}/J^2)$ in the weak interactions (small $J$) regime — reminiscent of recent observations in computer glasses — and predominantly decays as a power-law for larger $J$, in a regime where $h$ plays no role. We discuss the physical interpretation of the model and its possible relations to available observations in structural glasses, along with delineating some future research directions.
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1 Introduction

Many key mechanical, dynamic and thermodynamic phenomena in structural glasses — ranging from wave attenuation and heat transport to elasto-plastic deformation and yielding — are controlled by the abundance and micromechanical properties of low-frequency (soft) quasiloc- alized vibrational modes (QLMs) [1–7]. These nonphononic excitations (see example in Fig. 1a) emerge from self-organized glassy frustration [8], which is generic to structural glasses quenched from a melt [9]. Their associated frequencies \( \omega \) have been shown [10–12] to follow a universal nonphononic (non-Debye) density of states \( D(\omega) \sim \omega^4 \) as \( \omega \to 0 \), independently of microscopic details [13,14], spatial dimension [15,16] and formation history [17,18]. Some examples for \( D(\omega) \), obtained in computer glasses, are shown in Fig. 1b. Due to the prime importance of soft QLMs for many aspects of glass physics, developing theoretical understanding of their emergent statistical-mechanical properties is a timely challenge.

Nearly two decades ago, Gurevich, Parshin and Schober (GPS) put forward a three-dimensional (\( d = 3 \), where \( d \) is the spatial dimension) lattice model [19], aimed at resolving the vibrational density of states of QLMs. The model assumes QLMs to exist inside an embedding elastic medium and to be described as anharmonic oscillators — meant to represent small, spatially-localized sets of particles — that are characterized by a stiffness probability distribution \( p(\kappa) \) in the absence of interactions. The oscillators interact with each other via random couplings, which are characterized by a strength \( J \) that follows the \( \sim r^{-d} \) spatial decay of linear-elastic dipole-dipole interactions, where \( r \) is the distance between the oscillators. GPS showed numerically that the model’s vibrational spectrum indeed grows from zero frequency as \( D(\omega) \sim \omega^4 \) [19] for various choices of \( p(\kappa) \), and these numerical results have been rationalized using a phenomenological theory [19–21].

Yet, despite previous efforts [1, 22–26], we currently lack insight into the origin of QLMs’ statistical-mechanical properties. Moreover, recent progress in studying computer glass-formers revealed intriguing properties of QLMs [17, 18, 27], e.g. the dependence of the amplitude \( A_g \) of the \( \omega^4 \) universal law on the state of glassy disorder (cf. inset of Fig. 1b), which are not yet fully understood. In this work we study — using scaling theory and numerical simulations — the spectral properties of the mean-field variant of GPS’s lattice model, obtained by taking the limit of infinite spatial dimension (\( d \to \infty \)), and by allowing the oscillators to also interact with their surrounding elastic medium through a constant force \( h \). A similar mean-field model, albeit without a force term, was studied by Kühn and Horstmann [28] in the context of low-temperature glassy anomalies [29–31]. We therefore refer to our model hereafter as
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Figure 1: (a) An example of a QLM observed in a two-dimensional (2D) computer glass [15]. (b) Nonphononic spectra $D(\omega)$ vs. frequency $\omega$, reported for 2D, 3D and 4D soft-sphere computer glasses [15]. Data are shifted vertically for visual clarity. (inset) The prefactor $A_g$ of the nonphononic $\omega^4$ spectrum vs. the inverse of the parent equilibrium temperature $T_p$ from which glasses were instantaneously quenched, calculated for the soft-sphere computer glass model investigated in [17].

In this work, we show that the low-frequency spectrum of the KHGPS model — to be explicitly formulated below — rather generically follows $D(\omega) = A_g \omega^4$, as is widely observed in particle-based computer glass-formers, cf. Fig. 1b. Furthermore, we develop a complete understanding of the non-universal prefactor $A_g(h, J, \kappa_0)$ (where $\kappa_0$ characterizes the initial stiffness probability distribution $p(\kappa)$, see details below), of the oscillators’ interaction-induced mean square displacement, and of an emerging characteristic frequency, all in terms of properly identified dimensionless quantities. In particular, we show that $A_g(h, J, \kappa_0)$ is a non-monotonic function of $J$ for a fixed $h$ and strength of anharmonicity, varying predominantly according to $\log[A_g(h, J, \kappa_0)] \sim -(\kappa_0 h^{2/3}/J^2)$ in the weak interactions (small $J$) regime — reminiscent of recent observations in computer glasses shown in the inset of Fig. 1b — and predominantly decays as a power-law for larger $J$, in a regime where $h$ plays no role. We discuss the physical interpretation of the model and its possible relations to available observations in structural glasses, along with delineating some future research directions.

2 The model

QLMs in glasses have been shown to feature large displacements inside a localized core of a few atomic distances in linear size, accompanied by power-law decaying dipolar displacements away from the core (cf. Fig. 1a). QLMs also feature low vibrational frequencies, i.e. they represent particularly soft regions inside a glass, and are randomly distributed in space. The main question we aim at addressing in this work is whether one can develop a relatively simple mean-field model, using this physical picture of QLMs as an input, to obtain their universal density of states $D(\omega) = A_g \omega^4$ and to gain insight into the properties of the non-universal prefactor $A_g$.

---

1We study zero temperature states (local minima) reached by a minimization of the Hamiltonian, starting from random states. The spectrum of true ground states of the model might be different.
To this aim, we closely follow GPS and adopt a coarse-grained picture in which QLMs are anharmonic oscillators embedded inside an elastic medium. The elastic medium mediates interactions between the QLMs and can also affect them directly. We consider a collection of $N$ anharmonic oscillators, each described by a generalized coordinate $x_i$, whose Hamiltonian takes the form

$$H \equiv \frac{1}{2} \sum_i \kappa_i x_i^2 + \frac{A}{4!} \sum_i x_i^4 + \sum_{i<j} J_{ij} x_i x_j - h \sum_i x_i .$$  \hspace{1cm} (1)$$

The oscillators in Eq. (1) are characterized by random harmonic stiffnesses $\kappa_i$, extracted from a probability distribution $p(\kappa)$ (see details and discussion below). They also feature a fourth order stabilizing anharmonicity of strength $A^2$. Each anharmonic oscillator is coupled to all other oscillators by interaction coefficients $J_{ij}$, assumed to be Gaussian, i.i.d. random variables of variance $J^2/N \forall i \neq j$. As the anharmonic oscillators are thought to be embedded inside an elastic medium, $J$ represents the strength of disorder in the emerging elastic interactions, taken to be space-independent in the mean-field framework. Finally, the elastic medium generically features internal forces that act on the oscillators, mimicked by a constant field $h$ that is linearly coupled to the generalized coordinates $x_i$. Note that $h$ breaks the $x_i \rightarrow -x_i$ symmetry of the Hamiltonian.

The low-frequency density of states

Our first goal is to understand whether, and if so under what conditions, the KHGPS Hamiltonian in Eq. (1) with rather featureless initial distributions $p(\kappa)$ leads to $D(\omega) \sim \omega^4$, where $\omega^2$ is the stiffness characterizing the minima of $H$. More formally, we are interested in the spectrum of the Hessian, $\mathcal{M}_{ij} \equiv \frac{\partial^2 H}{\partial x_i \partial x_j} = J_{ij} + \delta_{ij}(\kappa_i + \frac{1}{2}Ax_i^2)$, evaluated at positions $(x_i)_i$ for which $H$ attains a minimum. The off-diagonal contribution, $J_{ij}$, represents a Gaus-
sian random matrix that does not give rise to an $\omega^4$ spectrum \cite{33}. The diagonal contribution, which potentially gives rise to an $\omega^4$ spectrum, is a sum of $\kappa_i$ that follows an input distribution $p(\kappa)$ and of $\frac{1}{2}A\dot{x}^2$. The statistics of the latter, corresponding to the stabilizing anharmonicity, is therefore the most important part. Note that while we focus on studying the zero temperature ($T \to 0$) properties of the model, i.e. the statistical properties of the Hessian matrix $M_{ij}$, we envision that $p(\kappa)$ encodes information about a glass-forming liquid above its glass transition temperature, and that the minimization of $H$ mimics the self-organization processes the liquid undergoes while quenched to a low $T$ during glass formation.

Since instantaneous liquid states typically feature also negative stiffnesses \cite{34–36}, we expect $p(\kappa = 0) \geq 0$. For simplicity, we take this expectation into account by considering $p(\kappa) = \kappa_0^{-1}$. That is, we hereafter take $p(\kappa)$ to correspond to a uniform probability distribution over the interval $[0, \kappa_0]$, where $\kappa_0$ is a stiffness scale characterizing the liquid state in which the oscillators are taken to be non-interacting. As the temperature is reduced during a quench, elasticity builds up and finite interactions emerge (i.e. finite $J_{ij}$ and $h$). The latter restructure the initial distribution $p(\kappa)$ into $\mathcal{D}(\omega)$, characterizing the ensemble of minima of $H$. In the language of GPS \cite{19,20}, $p(\kappa)$ undergoes complete reconstruction well below a frequency scale $\omega_s$ (to discussed below) upon minimizing $H$.

We measure $x_i$ relative to some reference position $x_0$, which is also taken to set the unit length in the model. Energy is measured in units of $A\dot{x}^2$. Consequently, $\kappa_i$, $\kappa_0$ and $J$ are measured in units of $A\dot{x}^2$, and the force $h$ in units of $A\dot{x}^2$. We first study the KHGPS model numerically by initializing $N = 16000$ oscillators placed at $x_i = 0$, and assigning values for the parameters $(h, J, \kappa_0)$. As explained above, we draw $\kappa_i$ from a uniform distribution over the interval $[0, \kappa_0]$ and the couplings $J_{ij}$ from a Gaussian distribution of width $J/\sqrt{N}$. We then minimize the Hamiltonian given in Eq. (1) with respect to the coordinates $x_i$ by a standard nonlinear conjugate gradient minimization. The Hessian $M_{ij}$ is evaluated and diagonalized upon reaching a minimum, where the oscillators attain new displacements $(x_i)_t$. This procedure is repeated at least 1150 times for each $(h, J, \kappa_0)$, and the statistics of the respective spectra are analyzed.

The resulting density of states $\mathcal{D}(\omega)$, for a rather broad range of parameter sets $(h, J, \kappa_0)$, are shown in Fig. 2. It is observed that in all cases there exists a low-frequency regime in which $\mathcal{D}(\omega) \sim \omega^4$. We take this numerical evidence to indicate that the KHGPS model features a gapless density of states $\mathcal{D}(\omega) = A_\omega \omega^4$ for a broad range of model parameters. The theoretical status of this statement is further discussed below. Next, taking $\mathcal{D}(\omega) \sim \omega^4$ to be generically valid, we shift our focus to the dependence of the main emergent quantities in the model on the parameters $h, J$ and $\kappa_0$. In particular, we aim at obtaining a theoretical understanding of the characteristic frequency scale $\omega_c$ of the mean square displacement $\langle x_i^2 \rangle$ of the oscillators at minima of $H$ and of the prefactor $A_\omega$.

The frequency scale $\omega_c$ divides the initial frequency domain $0 \leq \omega \leq \omega_0$ (with $\kappa_0^2 \equiv \kappa_0$) into a low frequency regime that undergoes reconstruction and a high frequency regime that does not. Indeed, $\mathcal{D}(\omega)$ is observed to vary linearly with $\omega$ in the high frequency regime of Fig. 2 — corresponding to the initial uniform $p(\kappa)$ —, where $\mathcal{D}(\omega) \sim \omega^4$ emerges at significantly smaller frequencies. $\langle x_i^2 \rangle$ is the average of the $x_i$ dependent part of the Hessian $M_{ij} = J_{ij} + \delta_{ij}(\kappa_i + \frac{1}{2}A\dot{x}^2)$. The latter restructure the initial uniform $p(\kappa)$ to set the unit time in the model. Energy is measured in units of $A\dot{x}^2$. Consequently, $\kappa_i$, $\kappa_0$ and $J$ are measured in units of $A\dot{x}^2$, and the force $h$ in units of $A\dot{x}^2$. We first study the KHGPS model numerically by initializing $N = 16000$ oscillators placed at $x_i = 0$, and assigning values for the parameters $(h, J, \kappa_0)$. As explained above, we draw $\kappa_i$ from a uniform distribution over the interval $[0, \kappa_0]$ and the couplings $J_{ij}$ from a Gaussian distribution of width $J/\sqrt{N}$. We then minimize the Hamiltonian given in Eq. (1) with respect to the coordinates $x_i$ by a standard nonlinear conjugate gradient minimization. The Hessian $M_{ij}$ is evaluated and diagonalized upon reaching a minimum, where the oscillators attain new displacements $(x_i)_t$. This procedure is repeated at least 1150 times for each $(h, J, \kappa_0)$, and the statistics of the respective spectra are analyzed.

The resulting density of states $\mathcal{D}(\omega)$, for a rather broad range of parameter sets $(h, J, \kappa_0)$, are shown in Fig. 2. It is observed that in all cases there exists a low-frequency regime in which $\mathcal{D}(\omega) \sim \omega^4$. We take this numerical evidence to indicate that the KHGPS model features a gapless density of states $\mathcal{D}(\omega) = A_\omega \omega^4$ for a broad range of model parameters. The theoretical status of this statement is further discussed below. Next, taking $\mathcal{D}(\omega) \sim \omega^4$ to be generically valid, we shift our focus to the dependence of the main emergent quantities in the model on the parameters $h, J$ and $\kappa_0$. In particular, we aim at obtaining a theoretical understanding of the characteristic frequency scale $\omega_c$, of the mean square displacement $\langle x_i^2 \rangle$ of the oscillators at minima of $H$ and of the prefactor $A_\omega$.

The frequency scale $\omega_c$ divides the initial frequency domain $0 \leq \omega \leq \omega_0$ (with $\kappa_0^2 \equiv \kappa_0$) into a low frequency regime that undergoes reconstruction and a high frequency regime that does not. Indeed, $\mathcal{D}(\omega)$ is observed to vary linearly with $\omega$ in the high frequency regime of Fig. 2 — corresponding to the initial uniform $p(\kappa)$ —, where $\mathcal{D}(\omega) \sim \omega^4$ emerges at significantly smaller frequencies. $\langle x_i^2 \rangle$ is the average of the $x_i$ dependent part of the Hessian $M_{ij} = J_{ij} + \delta_{ij}(\kappa_i + \frac{1}{2}A\dot{x}^2)$ at minima of $H$, and quantifies the average interaction-induced force that the oscillators generate, as will be further discussed below. Finally, $A_\omega(h, J, \kappa_0)$ is a non-universal quantity that — in structural glasses — encodes information about the non-equilibrium history of the material, having fundamental implications for its physical properties \cite{17,37,38}.

The approach we take aims at developing a comprehensive scaling theory of the KHGPS model, identifying the main quantities that control its behavior, the relevant groups of dimensionless parameters and the different regimes it exhibits. The scaling predictions are then
being quantitatively tested against extensive numerical simulations of the model. Such an approach provides valuable insight into the possible relations between the model and realistic glasses, most notably the model’s potential implications for our understanding of quasilocalized excitations in glasses, including their universal and history-dependent properties.

3 The weak interactions regime

We first consider the weak inter-oscillator interactions regime, i.e. situations in which the force \( h \) is finite and \( J \) is small (note that \( h \) and \( J \) have different physical units, so this statement should be properly recast in dimensionless form, as will be done below). Our strategy is to first understand the properties of the oscillators in the non-interacting case, \( J = 0 \), and then to treat the effect of small \( J > 0 \) perturbatively. In the non-interacting case, \( J = 0 \), the single oscillator Hamiltonian \( H_s \) takes the form \( H_s = \frac{1}{2} \kappa \dot{x}^2 + \frac{1}{4!} \kappa^4 x^4 - h x \) (note that here \( A \) and \( x_0 \) are already used to set the units of all of the other quantities). We expect \( D(\omega) \sim \omega^4 \) to emerge for \( \omega \ll \omega_s \) upon the introduction of interactions, \( J > 0 \), but also expect \( \omega_s \) itself not to be affected by \( J \) in the weak interactions regime. Consequently, \( \omega_s \) is determined by the oscillations frequency at the minimum of \( H_s \) for small \( \kappa \), i.e. \( \omega_s(h) \sim h^{1/3} \).

The basic roles played by the frequency scale \( \omega_s \) in the model can be further demonstrated by considering the oscillators’ mean square displacement \( \langle x^2 \rangle \) (|•| stands for averaging over the statistics of both \( \kappa \) and \( J_{ij} \)). Let us consider the displacement \( \tilde{x}_s \) of oscillators featuring \( \sqrt{\kappa} \ll \omega_s(h) \). That is, \( \tilde{x}_s \) is the displacement of individual oscillators as a function of their initial stiffness \( \kappa \). Analyzing \( H_s \) in this limit, assuming that \( J \) makes a negligible contribution to \( \tilde{x}_s \), leads to \( \langle \tilde{x}^2 \rangle (\kappa) \sim \omega^2_s \), i.e. \( \langle \tilde{x}^2 \rangle (\kappa) \) is predicted to be independent of \( \kappa \) in this limit. Considering the opposite limit, \( \sqrt{\kappa} \gg \omega_s(h) \), we obtain \( \langle \tilde{x}^2 \rangle (\kappa) \sim \kappa^{-2} \). Note that the existence of a frequency domain \( \sqrt{\kappa} \gg \omega_s(h) \) implies that \( \kappa_0 \) — the upper cutoff of \( p(\kappa) \) — is in fact the largest stiffness scale in the problem (compared to \( J \) and \( h^{2/3} \), which are also of stiffness dimensions). To see how \( \langle \tilde{x}^2 \rangle \) emerges from the \( \kappa \)-dependent \( \langle \tilde{x}^2 \rangle (\kappa) \), we define the partial average \( \langle \tilde{x}^2 \rangle (\kappa) = k^{-1} \int_0^k \langle \tilde{x}^2 \rangle (\kappa')dk' \). The motivation for defining the partial average is that
serve a that can experience large fluctuations. Since we obtain \( \langle \hat{x}^2 \rangle (\kappa) \sim \omega^2 \sim h^{2/3} \), while for \( \sqrt{\kappa} \gg \omega(h) \) we have \( \langle \hat{x}^2 \rangle (\kappa) \sim \omega^4 / \kappa \sim h^{4/3} / \kappa \), where the amplitude of the latter has been set such that the two scaling laws smoothly connect at \( \sqrt{\kappa} \approx \omega(h) \). The scaling predictions for \( \langle \hat{x}^2 \rangle (\kappa) \) are fully supported by numerical simulations, as shown in Fig. 3. Consequently, the mean square displacement in the weak interactions regime is predicted to follow \( \langle x^2 \rangle \sim h^{4/3} / \kappa_0 \), to be verified later.

Up until now, the interaction strength \( J \) has not appeared explicitly in the quantities discussed, though \( J > 0 \) is essential for having \( D(\omega) \sim \omega^4 \). How does \( J \) enter the problem in the weak interactions regime? To start addressing this question, we first ask what is the dimensionless combination of parameters in which a small \( J \) can appear. Since \( J \) has the dimension of stiffness (i.e. frequency squared) and since \( \omega(h) \) is a relevant \( J \)-independent frequency scale in the problem, we expect the smallness of \( J \) to be manifested through the ratio \( J / \omega(h) \). The latter, which is of frequency dimension, can be made dimensionless using the other large frequency scale in the problem, i.e. \( \sqrt{\kappa_0} \). Consequently, a scaling consideration predicts that \( J \) enters the problem in the weak interactions regime through the dimensionless combination \( y \equiv J / (h^{1/3} \kappa_0^{1/2}) \).

To understand the appearance of \( J \) in the weak interactions regime, we consider next \( A_y(h, J, \kappa_0) \), the non-universal prefactor of the universal \( \sim \omega^4 \) density of states. To obtain a scaling estimate of \( A_y(h, J, \kappa_0) \), we note that the number of oscillators that undergo interaction-induced reconstruction is \( \sim (\omega^2 / \kappa_0)N \), just by the definition of \( \omega_* \). If the upper frequency cutoff of the density of states \( D(\omega) = A_y(h, J, \kappa_0) \omega^4 \) is proportional to \( \omega_* \), we then obtain \( \int_0^{\omega_*} D(\omega) d\omega \sim (\omega^2 / \kappa_0)N \). The latter implies \( A_y(h, J, \kappa_0) = g(y) / (\kappa_0 [\omega(h)]^2) \sim g(y) / (\kappa_0 h) \), where \( g(y) \) is a dimensionless function of the small dimensionless quantity \( y = J / (h^{1/3} \kappa_0^{1/2}) \ll 1 \), which cannot be obtained by pure scaling considerations.

In order to go beyond pure scaling theory, one needs to invoke an effective description of the full Hamiltonian of Eq. (1). That is, one may ask how the interactions with all the other oscillators — characterized by the couplings \( J_{ij} \) — affect an effective oscillator of stiffness \( \kappa \). In the most general case, interactions shift \( \kappa \) by an amount denoted by \( \kappa_{\text{shift}}(h, J, \kappa_0) \), and generate an effective force \( f(h, J, \kappa_0) \) in addition to \( h \) \cite{19, 20}. Consequently, a representative oscillator of stiffness \( \kappa \) and position \( x \) is described by an effective potential of the form

\[
\nu_{\text{eff}}(x) = [\kappa - \kappa_{\text{shift}}(h, J, \kappa_0)] \frac{x^2}{2} + x^4 / 4! - [h + f(h, J, \kappa_0)] x.
\]  

(2)

Comparing Eq. (1) to Eq. (2), we immediately conclude that the \( \sum_{i<j} J_{ij} x_i x_j \) term in the former corresponds to the \( f(h, J, \kappa_0) x \) term in the latter, where \( f(h, J, \kappa_0) \) is normally distributed, with a zero mean and a standard deviation of \( J \sqrt{\langle x^2 \rangle} \), for sufficiently large \( N \) (according to the central limit theorem). This result yet again demonstrates the importance of the mean square displacement \( \langle x^2 \rangle \). Obtaining the effective shift \( \kappa_{\text{shift}}(h, J, \kappa_0) \) is more involved; at this point, we assume it is negligible in the weak interaction limit, an assumption that will be validated a posteriori below.

To obtain the dimensionless function \( g(y) \) in \( A_y(h, J, \kappa_0) = g(y) / (\kappa_0 h) \), we consider Eq. (2) with \( \kappa_{\text{shift}}(h, J, \kappa_0) = 0 \). When \( f(h, J, \kappa_0) = 0 \), i.e. in the non-interacting case discussed above, oscillators in the initial frequency domain \([0, \sqrt{\kappa_0}]\) are strongly blue-shifted by amount \( \sim h^{1/3} \), leaving a gap near \( \omega = 0 \). Consequently, as stated above, we observe that in the absence of interactions a gapless density of states cannot possibly emerge. The only possible scenario in which Eq. (2) with \( \kappa_{\text{shift}}(h, J, \kappa_0) = 0 \) can lead to a gapless density of states is that \( f(h, J, \kappa_0) \) cancels \( h \). This can happen despite \( J \) being small, because \( f(h, J, \kappa_0) \) is a random variable that can experience large fluctuations. Since \( f \) is normally distributed, the probability to observe a \( f = -h \) fluctuation is given by \( (J \sqrt{\langle x^2 \rangle})^{-1} \exp\left[-h^2 / (2J^2 \langle x^2 \rangle)\right] \). Using the scaling
prediction derived above, \( \langle x^2 \rangle \sim h^{4/3}/\kappa_0 \), and recalling that \( y = J/(h^{1/3}\kappa_0^{1/2}) \), we conclude that \( \log[y \, g(y)] \sim -y^{-2} \).

With the dimensionless function \( g(y) \) at hand, we use the scaling prediction
\begin{equation}
A_g(h, J, \kappa_0) = g(y)/(\kappa_0 h)
\end{equation}
in the weak interactions regime. This prediction is tested against extensive numerical data in Fig. 4, revealing excellent quantitative agreement. The predominantly exponential variation of \( A_g(h, J, \kappa_0) \) as \( -1/T_p \) in computer glasses [17]. This similarity is suggestive, calling for a better understanding of the possible relations between the model parameters \( \kappa_0, h \) and \( J \), and the parent temperature \( T_p \) that characterizes the liquid state at which the glass falls out of equilibrium during a quench. This interesting issue is further discussed below.

Figure 4: Validation of the weak-interaction regime prediction given by Eq. (3) for the prefactor \( A_g(h, J, \kappa_0) \) of the \( \sim \omega^4 \) glassy spectrum, for various values of the parameters \( J, \kappa_0 \) and \( h \) as indicated by the legend.

4 The intermediate-strength interactions regime

What happens when the interaction strength \( J \) is further increased, beyond the weak interactions regime? How can we properly define the two regimes and the transition between them? To address these questions, we need to consider again the effective potential of Eq. (2). In the weak interactions regime, \( \omega_x(h) \sim h^{1/3} \) is a central frequency scale set by \( h \) alone, and perturbative corrections for small \( J \) have been considered. The latter are mainly related to the effective random force \( f(h, J, \kappa_0) \) in Eq. (2), while the stiffness shift \( \kappa_{\text{shift}}(h, J, \kappa_0) \) is negligible. As \( J \) is increased, we expect to enter a regime where the constant force \( h \) plays no role anymore, but where the stiffness shift \( \kappa_{\text{shift}} \) plays a dominant role. To see this, consider Eq. (2) with \( h = 0 \); assuming that large fluctuations in the effective random force \( f \) play no major role here, we immediately observe that ‘small’ and ‘large’ \( \kappa \) defined relative to the stiffness shift \( \kappa_{\text{shift}} \). Consequently, we identify the latter as \( \omega^2 \) in this regime, which we term the intermediate-strength interactions regime. Moreover, we expect \( \omega_x = \sqrt{\kappa_{\text{shift}}} \) in this regime to be a function of \( J \) and \( \kappa_0 \) (as \( h \) is expected to play no role here), and the crossover between the weak and intermediate strength regimes to be determined by the interaction strength \( J \) for
which the to-be-calculated $\omega_s(J, \kappa_0)$ smoothly connects to $h^{1/3}$, the prediction for $\omega_s$ in the weak interaction regime.

While the calculation of $\omega^2_s = \kappa_{\text{shift}}$ in the intermediate-strength interactions regime goes beyond a scaling theory and requires additional analysis, the scaling theory provides strong predictions for the role of $\omega_s$ in the intermediate-strength interactions regime, and hence allows to cleanly determine it numerically. To see this, we consider the mean square displacement $\langle x^2_s \rangle$, by analyzing Eq. (2) with $h = 0$, closely following the derivation presented above in the weak interactions regime. For $\kappa \ll \kappa_{\text{shift}} = \omega^2_s$, $\kappa$ can be neglected and we obtain $\langle x^2_s \rangle(\kappa) \sim \omega^2_s$. For $\kappa \gg \kappa_{\text{shift}} = \omega^2_s$, $\kappa_{\text{shift}}$ can be neglected and we obtain $\langle x^2_s \rangle(\kappa) \sim \kappa^{-2}$. Evaluating again the partial average $\langle \tilde{x}^2_s \rangle(\kappa) = \kappa^{-1} \int_0^\kappa \langle \tilde{x}^2_s \rangle(\kappa') d\kappa'$ (such that $\langle \tilde{x}^2_s \rangle = \langle \tilde{x}^2_s \rangle(\kappa_0)$ and recalling that $p(\kappa) = \kappa^{-1}$), we obtain $\langle \tilde{x}^2_s \rangle(\kappa) \sim \omega^2_s$ for $\sqrt{\kappa} \ll \omega_s(J, \kappa_0)$, while for $\sqrt{\kappa} \gg \omega_s(J, \kappa_0)$ we have $\langle \tilde{x}^2_s \rangle(\kappa) \sim \omega^4_s/\kappa$, where the amplitude of the latter has been set such that the two scaling laws smoothly connect for $\sqrt{\kappa} \approx \omega_s(J, \kappa_0)$. Note that all of these results, once presented in terms of $\omega_s$, are identical to the corresponding results in the weak interactions regime, yet again highlighting the central role played by the characteristic frequency $\omega_s$ in the KHGPS model.

The above analysis predicts that $\langle \tilde{x}^2_s \rangle(\kappa)/\omega^2_s$ is a function of $\kappa/\omega^2_s$ that is independent of $J$ and $\kappa_0$, once $\omega_s(J, \kappa_0)$ is properly identified. Hence, we can ask what function $\omega_s(J, \kappa_0)$ generates the predicted collapse, and determine it numerically. This procedure is presented in Fig. 5a, where both a perfect collapse is demonstrated and $\omega_s(J, \kappa_0)$ is extracted (inset). The latter shows that $\omega_s(J, \kappa_0)$ is a predominantly power-law (the numerical data suggest the power-law approximation $\omega_s(J, \kappa_0) \sim J^{7/8}/\kappa_0^{3/8}$, indicated by the straight line in the inset, added as a guide to the eye). The success of the $\langle \tilde{x}^2_s \rangle$ analysis then implies $\langle x^2_s \rangle = \langle \tilde{x}^2_s \rangle(\kappa_0) \sim \omega^4_s/\kappa_0$. Furthermore, with the numerical $\omega_s(J, \kappa_0)$ at hand, we can determine the crossover $J_x(h, \kappa_0)$ between the weak and intermediate-strength interactions regimes by numerically solving $\omega_s(J_x, \kappa_0) \sim h^{1/3}$ (note that the numerical power-law approximation for $\omega_s(J, \kappa_0)$ implies $J_x(h, \kappa_0) \sim h^{8/21}\kappa_0^{3/7}$). The complete scaling predictions for $\langle \tilde{x}^2_s \rangle$, in both the weak interactions and intermediate-strength interactions regimes and including the crossover interaction strength $J_x(h, \kappa_0)$, are verified against extensive numerical simulations in Fig. 5b.
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Figure 5: (a) We extract the function $\omega_s(J)$ in the intermediate-strength interactions regime, by choosing values that lead to a collapse of the partial averages $\langle \tilde{x}^2_s \rangle(\kappa)$ when rescaled by $\omega^2_s$ and plotted against $\kappa/\omega^2_s$, with a crossover at $\kappa/\omega^2_s \sim O(1)$. We find numerically that $J^{7/8}$ represents a good analytic approximation for the crossover frequency $\omega_s(J)$, see inset. (b) The mean squared displacements $\langle x^2_s \rangle$ of oscillator coordinates are shown to follow the prediction $\langle x^2_s \rangle \sim \omega^4_s/\kappa_0$, where $\omega_s(J, h, \kappa_0)$ follows different scaling laws in the weak- ($J < J_x$) and intermediate- ($J > J_x$) strength interaction regimes, as shown above. In the $J \gg \kappa_0$ regime at which interactions dominate, we observe a trivial $\langle x^2_s \rangle \sim J$ scaling behavior.
Finally, we consider the prefactor $A_g$. Repeating the derivation detailed above in the weak interaction regime verbatim, we obtain

$$A_g(h, J, \kappa_0) = \frac{s(z)}{\omega_x(H, \kappa_0)^3},$$

where $s(z)$ is a dimensionless function of the dimensionless quantity $z \equiv J/\kappa_0 \ll 1$, which formally cannot be obtained by pure scaling considerations. However, the analysis suggests that unlike the weak interactions regime (where a strongly varying multiplicative dimensionless function $f(y) \ll 1$ exists, cf. Eq. (3)), there exists no additional strong dependence on $z$ in the intermediate-strength interactions regime (of course we cannot exclude the possibility that it is a very weak function of $z$). Consequently we take $s(z)$ to be a constant (which is expected to be of order unity) to obtain

$$A_g(h, J, \kappa_0) \sim \frac{1}{\kappa_0[\omega_x(H, \kappa_0)]^3} \quad \text{for} \quad J \gg J_x(h, \kappa_0), \quad (4)$$

where $\omega_x(H, \kappa_0)$ has been numerically obtained in the inset of Fig. 5a. Using the latter, the prediction in Eq. (4) is verified against extensive numerical simulations in Fig. 6. Since $\omega_x(H, \kappa_0)$ is numerically approximated by a power-law, so is $A_g(h, J, \kappa_0)$, and we conclude that $A_g$ decays predominantly as a power-law in the intermediate-strength interactions regime (within the numerical power-law approximation, we have $A_g(h, J, \kappa_0) \sim J^{-21/8}/\kappa_0^{-1/8}$, which corresponds to the line shown in Fig. 6).

Now that we have the crossover interaction strength $J_x(h, \kappa_0)$ at hand, it is clear that $A_g(h, J, \kappa_0)$ in Eq. (3) is in fact valid for $J \ll J_x(h, \kappa_0)$. Consequently, $A_g(h, J, \kappa_0)$ is a non-monotonic function of the interaction strength $J$, increasing with it for $J \ll J_x(h, \kappa_0)$ (as described by Eq. (3)) and decreasing with it for $J \gg J_x(h, \kappa_0)$ (as described by Eq. (4)), with markedly different functional forms. This non-monotonic dependence on $J$ is explicitly demonstrated in Fig. 6. The intermediate-strength interactions regime clearly crosses over to yet another regime at $J \sim \kappa_0$, i.e. when $z = J/\kappa_0$ is no longer small. The strong interactions regime, $J \gg \kappa_0$, is not discussed here, though the expected scaling relation $\langle x_2^2 \rangle \sim J$ is in fact observed in Fig. 5b.
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Figure 6: We estimate the prefactors $A_g$ for $h = 0.01$, $\kappa_0 = 1$, and various values of $J$, via the numerically calculated $D(\omega)$ as shown e.g. in Fig. 2. As predicted, $A_g$ varies non-monotonically, peaking at $J/J_x \sim \mathcal{O}(1)$. The solid line corresponds to $\kappa_0^{-1}\omega_x^{-3}$, where $\omega_x(H, \kappa_0)$ was extracted as explained in Fig. 5.
5 Conclusion

In this work, we introduced and studied a mean-field model of interacting quasilocalized excitations, termed the KHGPS model and defined by the Hamiltonian in Eq. (1). A major result of our analysis is that local minima of the model appear to robustly feature \( D(\omega) \sim \omega^4 \) vibrational spectra, independently of the input parameters \( h, J \) and \( \kappa_0 \). As such, the KHGPS Hamiltonian in Eq. (1) appears to offer a relatively simple model for the emergence of the universal \( D(\omega) \sim \omega^4 \) nonphononic spectra, previously observed in finite-dimensional, particle-based computer glass-formers [10–15, 18].

Several other non-mean-field models [22–23] and phenomenological theories [1, 24–26] were previously put forward to the same aim; most of them, however, require parameter fine-tuning [22–24, 26] or some rather strong a priori assumptions [1]. In addition, several other mean-field models, introduced in order to explain the low-frequency spectra of structural glasses, predict \( D(\omega) \sim \omega^2 \), independently of spatial dimension [16, 39–41]. In light of these previous efforts, our results appear to support — and further highlight — GPS’s suggestion [19, 20] that stabilizing anharmonicities — absent from the aforementioned mean-field models — constitute a necessary physical ingredient for observing the universal \( \sim \omega^4 \) law in this class of mean-field models.

We also developed a comprehensive scaling theory of the salient quantities in the model — the oscillators mean square displacement \( \langle x^2 \rangle(h, J, \kappa_0) \), the emergent characteristic frequency scale \( \omega_c(h, J, \kappa_0) \) and the non-universal prefactor \( A_g(h, J, \kappa_0) \) — and supported the theoretical predictions by extensive numerical simulations. Our results show that the internal force \( h \), which is absent from GPS’s original work [19, 20], is responsible for the existence of two distinct regimes, where the \( \omega^4 \) law emerges from quite different ingredients. One regime is characterized by weak inter-oscillator interactions, where \( h \) plays an important role, and the other by stronger interactions, where \( h \) plays no role. In both regimes the frequency scale \( \omega_c(h, J, \kappa_0) \) plays important roles, but in the former regime large fluctuations in the inter-oscillator interactions result in a predominantly exponential dependence of \( A_g(h, J, \kappa_0) \) on \(- (\kappa_0 h^{2/3} / J^2) \). The latter is reminiscent of recent observations in computer glasses, where the control parameter is the temperature \( T_p \) at which a glass falls out of equilibrium (cf. inset of Fig. 1a), and hence might offer a promising route to link the model to realistic glass formation processes.

Our findings give rise to several interesting questions and research directions. First, while we provide strong numerical support to the generic emergence of the \( D(\omega) \sim \omega^4 \) density of states in the KHGPS model, it would be desirable to obtain a rigorous proof of this observation and its validity conditions [42]. Second, it would be most useful to further explore the analogy between the KHGPS model and finite-dimensional glasses, better understanding the hypothesized relation between the minimization of the Hamiltonian and the self-organization processes taking place while a glass is quenched from a melt. In particular, it would be interesting to understand whether and how the model parameters \( h, J \) and \( \kappa_0 \) might be related to measurable quantities in supercooled liquids and glasses.

Finally, in the analysis above, the stiffness scale \( \kappa_0 \) fully characterized the initial stiffness distribution \( p(\kappa) \) — describing the non-interacting oscillators — that was taken to be gapless and uniform in the interval \([0, \kappa_0]\). It would very interesting to understand the relations between \( p(\kappa) \) and liquid states above the glass temperature, both in terms of its functional form and in relation to the possible existence of a gap in it [42], which has not been considered here. Establishing such relations may clarify what mean-field models such as the KHGPS one can teach us about the physics of glasses.
Acknowledgements

We benefited from discussions with Giulio Biroli, Jean-Philippe Bouchaud, Gustavo Düring, Eric De Giuli, and Guilhem Semerjian.

Funding information  This project has received funding from the European Research Council (ERC) under the European Union's Horizon 2020 research and innovation programme (grant agreement no. 723955 - GlassUniversality) and by a grant from the Simons Foundation (###454955, Francesco Zamponi). P. U. acknowledges support by “Investissements d’Avenir” LabEx-PALM (ANR-10-LABX-0039-PALM). E. L. acknowledges support from the NWO (Vidi grant no. 680-47-554/3259). E. B. acknowledges support from the Minerva Foundation with funding from the Federal German Ministry for Education and Research, the Ben May Center for Chemical Theory and Computation and the Harold Perlman Family.

References

[1] U. Buchenau, Yu. M. Galperin, V. L. Gurevich and H. R. Schober, Anharmonic potentials and vibrational localization in glasses, Phys. Rev. B 43, 5039 (1991), doi:10.1103/PhysRevB.43.5039.

[2] U. Buchenau, Yu. M. Galperin, V. L. Gurevich, D. A. Parshin, M. A. Ramos and H. R. Schober, Interaction of soft modes and sound waves in glasses, Phys. Rev. B 46, 2798 (1992), doi:10.1103/PhysRevB.46.2798.

[3] C. Oligschleger and H. R. Schober, Collective jumps in a soft-sphere glass, Phys. Rev. B 59, 811 (1999), doi:10.1103/PhysRevB.59.811.

[4] A. Widmer-Cooper, H. Perry, P. Harrowell and D. R. Reichman, Irreversible reorganization in a supercooled liquid originates from localized soft modes, Nat. Phys. 4, 711 (2008), doi:10.1038/nphys1025.

[5] M. L. Manning and A. J. Liu, Vibrational modes identify soft spots in a sheared disordered packing, Phys. Rev. Lett. 107, 108302 (2011), doi:10.1103/PhysRevLett.107.108302.

[6] A. Moriel, G. Kapteijns, C. Rainone, J. Zylberg, E. Lerner and E. Bouchbinder, Wave attenuation in glasses: Rayleigh and generalized-Rayleigh scattering scaling, J. Chem. Phys. 151, 104503 (2019), doi:10.1063/1.5111192.

[7] D. Richard et al., Predicting plasticity in disordered solids from structural indicators, Phys. Rev. Materials 4, 113609 (2020), doi:10.1103/PhysRevMaterials.4.113609.

[8] E. Lerner and E. Bouchbinder, Frustration-induced internal stresses are responsible for quasilocalized modes in structural glasses, Phys. Rev. E 97, 032140 (2018), doi:10.1103/PhysRevE.97.032140.

[9] S. Alexander, Amorphous solids: Their structure, lattice dynamics and elasticity, Phys. Rep. 296, 65 (1998), doi:10.1016/S0370-1573(97)00069-0.

[10] E. Lerner, G. Düring and E. Bouchbinder, Statistics and properties of low-frequency vibrational modes in structural glasses, Phys. Rev. Lett. 117, 035501 (2016), doi:10.1103/PhysRevLett.117.035501.
[11] H. Mizuno, H. Shiba and A. Ikeda, *Continuum limit of the vibrational properties of amorphous solids*, Proc. Natl. Acad. Sci. USA **114**, E9767 (2017), doi:10.1073/pnas.1709015114.

[12] P. Das and I. Procaccia, *Universal density of low frequency states in amorphous solids at finite temperatures*, Phys. Rev. Lett. **126**, 085502 (2021), doi:10.1103/PhysRevLett.126.085502.

[13] D. Richard, K. González-López, G. Kapteijns, R. Pater, T. Vaknin, E. Bouchbinder and E. Lerner, *Universality of the nonphononic vibrational spectrum across different classes of computer glasses*, Phys. Rev. Lett. **125**, 085502 (2020), doi:10.1103/PhysRevLett.125.085502.

[14] S. Bonfanti, R. Guerra, C. Mondal, I. Procaccia and S. Zapperi, *Universal low-frequency vibrational modes in silica glasses*, Phys. Rev. Lett. **125**, 085501 (2020), doi:10.1103/PhysRevLett.125.085501.

[15] G. Kapteijns, E. Bouchbinder and E. Lerner, *Universal nonphononic density of states in 2D, 3D, and 4D glasses*, Phys. Rev. Lett. **121**, 055501 (2018), doi:10.1103/PhysRevLett.121.055501.

[16] M. Shimada, H. Mizuno, L. Berthier and A. Ikeda, *Low-frequency vibrations of jammed packings in large spatial dimensions*, Phys. Rev. E **101**, 052906 (2020), doi:10.1103/PhysRevE.101.052906.

[17] C. Rainone, E. Bouchbinder and E. Lerner, *Pinching a glass reveals key properties of its soft spots*, Proc. Natl. Acad. Sci. USA **117**, 5228 (2020), doi:10.1073/pnas.1919958117.

[18] L. Wang, A. Ninarello, P. Guan, L. Berthier, G. Szamel and E. Flenner, *Low-frequency vibrational modes of stable glasses*, Nat. Commun. **10**, 26 (2019), doi:10.1038/s41467-018-07978-1.

[19] V. L. Gurevich, D. A. Parshin and H. R. Schober, *Anharmonicity, vibrational instability, and the Boson peak in glasses*, Phys. Rev. B **67**, 094203 (2003), doi:10.1103/PhysRevB.67.094203.

[20] D. A. Parshin, H. R. Schober and V. L. Gurevich, *Vibrational instability, two-level systems, and the boson peak in glasses*, Phys. Rev. B **76**, 064206 (2007), doi:10.1103/PhysRevB.76.064206.

[21] P. Das, H. George E. Hentschel, E. Lerner and I. Procaccia, *Robustness of density of low-frequency states in amorphous solids*, Phys. Rev. B **102**, 014202 (2020), doi:10.1103/PhysRevB.102.014202.

[22] F. P. C. Benetti, G. Parisi, F. Pietracaprina and G. Sicuro, *Mean-field model for the density of states of jammed soft spheres*, Phys. Rev. E **97**, 062157 (2018), doi:10.1103/PhysRevE.97.062157.

[23] E. Stanifer, P. K. Morse, A. A. Middleton and M. L. Manning, *Simple random matrix model for the vibrational spectrum of structural glasses*, Phys. Rev. E **98**, 042908 (2018), doi:10.1103/PhysRevE.98.042908.

[24] H. Ikeda, *Universal non-mean-field scaling in the density of states of amorphous solids*, Phys. Rev. E **99**, 050901 (2019), doi:10.1103/PhysRevE.99.050901.
[25] W. Ji, M. Popović, T. W. J. de Geus, E. Lerner and M. Wyart, Theory for the density of interacting quasilocalized modes in amorphous solids, Phys. Rev. E 99, 023003 (2019), doi:10.1103/PhysRevE.99.023003.

[26] M. Shimada, H. Mizuno and A. Ikeda, Vibrational spectrum derived from local mechanical response in disordered solids, Soft Matter 16, 7279 (2020), doi:10.1039/D0SM00376J.

[27] W. Ji, T. W. J. de Geus, M. Popović, E. Agoritsas and M. Wyart, Thermal origin of quasilocalized excitations in glasses, Phys. Rev. E 102, 062110 (2020), doi:10.1103/PhysRevE.102.062110.

[28] R. Kühn and U. Horstmann, Random matrix approach to glassy physics: Low temperatures and beyond, Phys. Rev. Lett. 78, 4067 (1997), doi:10.1103/PhysRevLett.78.4067.

[29] R. C. Zeller and R. O. Pohl, Thermal conductivity and specific heat of noncrystalline solids, Phys. Rev. B 4, 2029 (1971), doi:10.1103/PhysRevB.4.2029.

[30] P. W. Anderson, B. I. Halperin and c. M. Varma, Anomalous low-temperature thermal properties of glasses and spin glasses, Philos. Mag. 25, 1 (1972), doi:10.1080/14786437208229210.

[31] W. A. Phillips, Tunneling states in amorphous solids, J. Low Temp. Phys. 7, 351 (1972), doi:10.1007/BF00660072.

[32] G. Kapteijns, D. Richard and E. Lerner, Nonlinear quasilocalized excitations in glasses: True representatives of soft spots, Phys. Rev. E 101, 032130 (2020), doi:10.1103/PhysRevE.101.032130.

[33] G. W. Anderson, A. Guionnet and O. Zeitouni, An introduction to random matrices, vol. 118, Cambridge university press (2010).

[34] T.-M. Wu and S.-F. Tsay, Instantaneous normal modes of Na in supercooled liquid and glassy states, Phys. Rev. B 58, 27 (1998), doi:10.1103/PhysRevB.58.27.

[35] S. D. Bembenek and B. B. Laird, Instantaneous normal modes analysis of amorphous and supercooled silica, J. Chem. Phys. 114, 2340 (2001), doi:10.1063/1.1337040.

[36] W. Zhang, J. F. Douglas and F. W. Starr, What does the instantaneous normal mode spectrum tell us about dynamical heterogeneity in glass-forming fluids?, J. Chem. Phys. 151, 184904 (2019), doi:10.1063/1.5127821.

[37] O. Dauchot, S. Karmakar, I. Procaccia and J. Zylberg, Athermal brittle-to-ductile transition in amorphous solids, Phys. Rev. E 84, 046105 (2011), doi:10.1103/PhysRevE.84.046105.

[38] K. González-López, M. Shivam, Y. Zheng, M. Pica Ciamarra and E. Lerner, Mechanical disorder of sticky-sphere glasses. I. Effect of attractive interactions, Phys. Rev. E 103, 022605 (2021), doi:10.1103/PhysRevE.103.022605.

[39] E. DeGiuli, A. Laversanne-Finot, G. Düring, E. Lerner and M. Wyart, Effects of coordination and pressure on sound attenuation, boson peak and elasticity in amorphous solids, Soft Matter 10, 5628 (2014), doi:10.1039/C4SM00561A.

[40] S. Franz, G. Parisi, P. Urbani and F. Zamponi, Universal spectrum of normal modes in low-temperature glasses, Proc. Natl. Acad. Sci. USA 112, 14539 (2015), doi:10.1073/pnas.1511134112.
[41] H. Ikeda and M. Shimada, *Vibrational density of states of jammed packing: Mean-field theory and beyond* (2020), arXiv:2009.12060.

[42] E. Bouchbinder, E. Lerner, C. Rainone, P. Urbani and Z. Francesco, *Low-frequency vibrational spectrum of mean-field disordered systems*, to appear in Phys. Rev. B (2020), arXiv:2012.11558.