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Abstract—This paper studies the extremum seeking control (ESC) problem for a class of constrained nonlinear systems. Specifically, we focus on a family of constraints allowing to reformulate the original nonlinear system in the so-called input-output normal form. To steer the system to optimize a performance function without knowing its explicit form, we propose a novel numerical optimization-based extremum seeking control (NOESC) design consisting of a constrained numerical optimization method and an inversion-based feedforward controller. In particular, a projected gradient descent algorithm is exploited to produce the state sequence to optimize the performance function, whereas a suitable boundary value problem accommodates the finite-time state transition between each two consecutive points of the state sequence. Compared to available NOESC methods, the proposed approach i) can explicitly deal with output constraints; ii) the performance function can consider a direct dependence on the states of the internal dynamics; iii) the internal dynamics do not have to be necessarily stable. The effectiveness of the proposed ESC scheme is shown through extensive numerical simulations.

I. INTRODUCTION

Extremum seeking control (ESC) has been consistently attracting research attention in the past two decades due to its ability to find an extremum of a performance function without knowing its explicit form. Therefore, it finds applications in many engineering fields, spanning from power optimization [1], robotic motion control [2], source seeking [3], etc. To date, various ESC methods have been proposed by, e.g., incorporating dither signals and averaging methods [4], [5], sliding mode control [6], [7], sample-data optimization [8], [9], and numerical optimization methods [10], [11]. Since the first two techniques may result in undesired oscillating behaviors of the closed-loop system, the latter two methods naturally entail dither-free and chattering-free behaviors, and consequently are of theoretical and practical interest.

Numerical optimization-based extremum seeking control (NOESC) was initially proposed by the seminal work [10], which combined several numerical optimization schemes, such as the gradient descent or Newton’s methods, and traditional state regulation techniques to find the extremum of the performance function. Some works followed that made use of this numerical optimization and state regulation framework. The NOESC proposed in [10] is extended to state feedback linearizable systems with parametric uncertainties and input disturbances by integrating adaptive control techniques [12]. Performance optimization problem of a special class of nonlinear systems with unmodeled dynamics and disturbances is considered, and a robust ESC based on a conjugate gradient method and an extended state observer is proposed in [11] to find the minimum of the performance function. In [13], a simplex gradient-based optimization is exploited to construct a derivative-free ESC based on measurements of the performance function for linear systems. However, despite of some pioneering works in the field of NOESC for linear systems or input-state linearizable systems, not much efforts have been made for input-output linearizable systems, mainly due to the difficulty to deal with the uncontrollable internal dynamics [10]. In addition, the presence of system constraints is ubiquitous in practice, a fact that has not yet been considered in the literature body on NOESC.

In contrast with the aforementioned works, we focus on NOESC for input-output linearizable systems with output constraints. Specifically, we consider all those constraints that enable the so-called input-output normal form for the original nonlinear system. The proposed NOESC scheme consists of a constrained numerical optimization step and finite-time state transition, where the former gives rise to a state sequence towards the extremum of an a-priori unknown performance function, and the latter aims to design controllers driving the system to evolve along the state sequence. Based on the state sequence, the boundary conditions for the trajectory of the output and that of the internal dynamics are formulated. Successively, inspired by [14], we adopt an inversion-based feedforward control method with free parameters to fulfill finite-time state transitions, thus guaranteeing that the performance function is asymptotically minimized. In summary, the contribution made by the proposed method is threefold: i) it can explicitly deal with output constraints; ii) the performance function can include a direct dependence on the states of the internal dynamics, where iii) these latter are not assumed to be necessarily stable.

The paper is organized as follows: we present the considered ESC problem for nonlinear systems and some preliminaries in §II. Successively, in §III we introduce one constrained numerical optimization method and the finite-time transition mechanism. Finally, our theoretical findings are corroborated in §IV through a numerical example.

Notation: $\mathbb{N}_+$, $\mathbb{R}_n$, $\mathbb{R}^{n \times n}$ represent the sets of positive natural numbers, $n$-component real vectors, and $n$ by $n$ real matrices, respectively. The operator $\nabla_v$ is the gradient. Bold symbols represent vectors, while italics symbols...
denote scalars. The Lie derivative is defined as \( \mathcal{L}_f h(x) = \partial(\mathcal{L}_f^{-1} h(x)) / \partial x \cdot f(x) \).

**II. PROBLEM FORMULATION**

We consider the following nonlinear system in affine form with output constraints

\[
\begin{align*}
\dot{x}(t) &= f(x(t)) + g(x(t))u(t), \quad x(t_0) = x_0, \\
y(t) &= h(x(t)), \quad y \in \mathcal{Y},
\end{align*}
\]

(1)

which has to be controlled to a minimizer of the following, a-priori unknown performance function

\[
z(t) = J(x(t)).
\]

(2)

Here, \( x \in \mathbb{R}^n \) denotes the state vector, \( u \in \mathbb{R} \) the single input acting on the system, \( y \in \mathbb{R} \) the system output with \( \mathcal{Y} \) being a closed and convex set, and \( z \in \mathbb{R} \) the performance output. We assume the map \( h \) between the state and the output to be convex, and therefore, by making use of \( \mathcal{Y} \), we can equivalently define a set of convex state constraints denoted by \( \mathcal{X} \subseteq \mathbb{R}^n \) [15]. Moreover, the mapping \( f : \mathcal{X} \to \mathbb{R}^n \) and functions \( h : \mathcal{X} \to \mathcal{Y}, J : \mathcal{X} \to \mathcal{R} \) are assumed to be continuously differentiable. Despite the fact that the explicit form of \( J(\cdot) \) is not available, we assume to directly measure the value \( J(x) \) through the variable \( z \) in (2), whereas its gradient \( \nabla J(x) \) can be estimated numerically [16].

Thus, the goal of the ESC scheme is to exploit the performance output and state measurements (the output can be reconstructed, accordingly) to design a controller that drives the output-constrained system in (1) to a state that minimizes the unknown function \( J(\cdot) \). Following traditional NOESC schemes available in the literature, the proposed ESC problem can be divided into two sub-problems:

1. A constrained optimization problem, described by

\[
\min_{x \in \mathcal{X}} J(x).
\]

(3)

By relying on available measurements, a minimizer of (3) is computed through an iterative scheme, which provides a state sequence \( \{x_k\}_{k \in \mathbb{N}_+} \).

2. A finite-time state transition problem, aiming to steer the system (1) from \( x_k \) to \( x_{k+1} \) within a finite time.

We conclude by postulating the following standard assumption on the smoothness and convexity of the function \( J(\cdot) \).

**Assumption 1:** The performance function \( J \) is convex, and has \( L \)-Lipschitz continuous gradient, i.e.,

\[
\| \nabla J(x) - \nabla J(\hat{x}) \| \leq L \| x - \hat{x} \| \quad \text{for all} \quad x, \hat{x} \in \mathcal{X}.
\]

\[\square\]

**III. EXTREMUM SEEKING CONTROL**

In this section, we propose an ESC design to solve the constrained optimization problem and to guarantee the finite-time state transition previously introduced.

---

**Algorithm 1: Projected gradient descent method**

**Initialization:** Choose a starting point \( x_0 \), set \( k := 0, \varepsilon_0 > 0 \), and \( \varrho := 2/(L + 2\varepsilon) \), for some \( \varepsilon > 0 \).

**while** \( \| \nabla J(x_k) \| \geq \varepsilon_0 \) **do**

\[
\begin{align*}
\hat{x}_{k+1} &\leftarrow x_k - \varrho \nabla J(x_k) \\
x_{k+1} &\leftarrow \Pi_{\mathcal{X}}(\hat{x}_{k+1})
\end{align*}
\]

**end**

**A. Constrained optimization**

Inspired by the NOESC scheme introduced in [10], we adopt a projected gradient algorithm to iteratively compute a constrained state sequence that aims to seek \( J(x^*) \), where \( x^* \) denotes some minimizer of (3), thus accommodating item 1) in §II. Now, let us introduce the following key notion.

**Lemma 1:** (Projection principle, [17, Prop. 2.1.3]) Let \( \mathcal{X} \) be a closed and convex set. Then, \( x_p \) is the projected point of \( z \in \mathbb{R}^n \) onto \( \mathcal{X} \) if and only if it satisfies

\[
(z - x_p)^T (x - x_p) \leq 0, \quad \text{for all} \quad x \in \mathcal{X}.
\]

\[\square\]

Therefore, we denote the projection of a point \( z \in \mathbb{R}^n \) onto a set \( \mathcal{X} \) as \( \Pi_{\mathcal{X}}(z) = \arg \min_{x \in \mathcal{X}} \frac{1}{2} \| x - z \|^2 \). The main steps of the projected-gradient algorithm are summarized in Algorithm 1. Specifically, given a feasible starting point \( x_0 \in \mathcal{X} \) and a (fixed) step-size \( \varrho > 0 \), the projected gradient descent algorithm produces a state sequence \( \{x_k\}_{k=1}^{S_N} \), with \( S_N \in \mathbb{N}_k \) defining a finite number of iterations, as follows

\[
x_{k+1} = \Pi_{\mathcal{X}}\left( x_k - \varrho \nabla J(x_k) \right),
\]

(4)

where the step size \( \varrho \) is selected to be \( \frac{2}{L + 2\varepsilon} \) with \( \varepsilon > 0 \), since the function \( J \) is \( L \)-smooth, according to Assumption 1 [18].

**Remark 1:** In determining the (fixed) step-size \( \varrho \), for simplicity we assume to have available \( L \), the Lipschitz constant of the gradient of the unknown performance function \( J(\cdot) \). To remove the knowledge of \( L \), we could adopt a backtracking line search, or variable step-sizes, i.e., \( \varrho = \varrho_k \), to guarantee the convergence of the state sequence [17], [19].

**B. Finite-time state transition**

In this part, the state sequence \( \{x_k\}_{k \in \mathcal{S}} \) produced by the numerical optimization algorithm is exploited to formulate the boundary conditions for system (1). Thus, by introducing the discrete time instant \( t_k, k \in \mathcal{S} := \{1, 2, \ldots, S_N\} \), and \( \Delta_k := t_{k+1} - t_k \) as a tuning parameter, we define the two-point boundary conditions for the state variable \( x \) as follows

\[
x(t_k) = x_k, \quad x(t_{k+1}) = x_{k+1}, \quad k \in \mathcal{S},
\]

(5)

where \( x_{k+1} \) is obtained by making use of the constrained numerical optimization as in Algorithm 1. From a mathematical point of view, the \( n \) ordinary differential equations of (1) and the \( 2n \) boundary conditions (5) form a two-point boundary value problem for the states \( x(t), t \in [t_k, t_{k+1}] \).
In this context, the finite-time transition problem aims to design a state-feedback controller that ensures the transition between every two consecutive points $x_k$ and $x_{k+1}$ of the system within a finite time interval $t \in [t_k, t_{k+1}]$.

Now, by leveraging the system model in (1), we can translate the boundary conditions on the state variable in (5) into some boundary conditions on the system output, i.e.,

$$y(t_k) = y_k = h(x_k), \quad y(t_{k+1}) = y_{k+1} = h(x_{k+1}), \quad k \in \mathcal{S}.$$  \hspace{1cm} (6)

In this work, we propose to extend the inversion-based feedforward control method proposed in [14] based on the input-output normal form, so as to achieve finite-time transitions between the state sequence $\{x_k\}_{k \in \mathcal{S}}$. To this end, let us assume that the system in (1) has a well-defined relative degree $r$, with $0 < r \leq n$. Then, by introducing normal coordinates $y, \dot{y}, \ldots, y^{(r-1)}$, the system (1) can be transformed into the following input-output normal form [21]

$$y^{(r)} = \alpha \left( y, \dot{y}, \ldots, y^{(r-1)}, \eta, u \right)$$  \hspace{1cm} (7)

with the internal dynamics

$$\dot{\eta} = \beta \left( y, \dot{y}, \ldots, y^{(r-1)}, \eta, u \right)$$  \hspace{1cm} (8)

where $\eta := [\eta_{r+1}, \ldots, \eta_n]^{\top} \in \mathbb{R}^{n-r}$ denotes the state of the internal dynamics, while the mappings $\alpha : \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$ and $\beta : \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ depend on the original system (1). Thus, the new coordinates $y, \dot{y}, \ldots, y^{(r-1)}$ and internal dynamics $\eta$ are combined to complete the diffeomorphism [22]

$$\begin{bmatrix} y, \dot{y}, \ldots, y^{(r-1)}, \eta \end{bmatrix}^{\top} = \left[ \phi_1(x), \ldots, \phi_{r+1}(x), \ldots, \phi_n(x) \right]^{\top} = \phi(x)$$  \hspace{1cm} (9)

where $\nabla \phi$ denotes the Jacobian of the diffeomorphism $\phi(x)$, and $\nabla \eta$ the Jacobian of the inverse $\phi^{-1}$. For instance, a well-known method to find such $\eta$ is to solve the partial differential equations $\nabla \eta \frac{\partial \phi}{\partial x} = 0$, $j = r+1, \ldots, n$ [22].

Therefore, in view of the diffeomorphism in (9), the boundary conditions for the internal dynamics read as

$$\eta(t_k) = \eta_k = [\phi_{r+1}(x_k), \ldots, \phi_n(x_k)]^{\top},$$

$$\eta(t_{k+1}) = \eta_{k+1} = [\phi_{r+1}(x_{k+1}), \ldots, \phi_n(x_{k+1})]^{\top}.$$  \hspace{1cm} (10)

According to the input-output normal form in (7–8), the inversion-based feedforward controller is designed by reverting the relation in (7), and therefore it turns out to be

$$u = \alpha^{-1} \left( y, \ldots, y^{(r)}, \eta \right),$$  \hspace{1cm} (11)

thus revealing an explicit dependence on the output trajectory $y$ and the state $\eta$ of the internal dynamics. Thus, to obtain explicitly the controller (11), let us first select an a-priori reference output trajectory for the system output $y$, say $y^*$, that is at least $r$ times differentiable and that satisfies the two-point boundary conditions in (6), i.e., for all $k \in \mathcal{S}$,

$$y^*(t_k) = y_k, \quad y^*(t_{k+1}) = y_{k+1}$$  \hspace{1cm} (12)

which recasts the input-output normal form into:

$$\begin{cases}
y^{(r)}(t) = \alpha \left( y^*, \dot{y}^*, \ldots, y^{(r-1)}, \eta^*, u^* \right), \\
\dot{\eta}^* = \beta \left( y^*, \dot{y}^*, \ldots, y^{(r-1)}, \eta^*, u^* \right)
\end{cases}$$  \hspace{1cm} (13)

Here, $u^*$ and $\eta^*$ represent the input and the state of the internal dynamics corresponding to the pre-selected output trajectory $y^*$, respectively. Then, according to [14], the inversion-based feedforward control design follows readily from the input-output form the relation in (13) as

$$u^* = \alpha^{-1} \left( y^*, \ldots, y^{(r)}, \eta^* \right),$$  \hspace{1cm} (14)

and $\eta^*$ should satisfy

$$\begin{cases}
\dot{\eta}^* = \beta \left( y^*, \ldots, y^{(r-1)}, \eta^*, u^* \right)
\end{cases}$$

subject to $\eta^*(t_k) = \eta_k$, $\eta^*(t_{k+1}) = \eta_{k+1}$.

(15)

In this case, the boundary conditions $\eta_k$, for all $k \in \mathcal{S}$, are defined as in (10), and the function $\lambda$ is obtained by replacing the controller (14) into the internal dynamics described in (13). We note that the reference output trajectory $y^*$ and its derivatives are deemed as input of (15). With this regard, the finite-time state transition problem reduces to the boundary value problem of (15) subject to the boundary constraints (10), with a properly pre-selected output trajectory $y^*$. In other words, the inversion-based feedforward controller fulfilling the finite-time state transition can be designed by exploiting the trajectory of the internal dynamics via (14).

In what follows, we provide a systematic way to design the reference output trajectory $y^*$. First of all, we note that, in view of the fact that the function $h$ returns a scalar output, the constraint set $\mathcal{H}$ amounts to box constraints, i.e., $y^* \in [y_{\text{min}}, y_{\text{max}}]$, where $y_{\text{min}} < y_{\text{max}}$ in $\mathbb{R}$ denote a lower and an upper bound of the output, respectively. Additionally, $y^*$ shall also satisfy the two-point boundary conditions in (12), for all $k \in \mathcal{S}$. For these reasons, we first aim to design an unconstrained trajectory $\zeta$, and then map it into a constrained reference output trajectory. Specifically, to fulfill the output constraints, we adopt a saturation function, and therefore the reference output trajectory can be defined as follows

$$y^* = \varphi \left( \zeta; y_{\text{min}}, y_{\text{max}} \right),$$  \hspace{1cm} (16)

where $(y_{\text{min}}, y_{\text{max}})$ are the asymptotic bounds of the saturation function as $||\zeta|| \rightarrow \infty$, formally defined as $[y_{\text{min}} - \delta_y, y_{\text{max}} + \delta_y]$ with $\delta_y > 0$. In addition, inspired by [23], $\zeta$ is a virtual and unconstrained output trajectory and the saturation function $\varphi$ is defined as a sigmoid function

$$\varphi(\zeta; y_{\text{min}}, y_{\text{max}}) = \frac{y_{\text{max}} - y_{\text{min}}}{1 + \exp \left( \rho c_1 \right)}, \quad \rho = \frac{4}{y_{\text{max}} - y_{\text{min}}}.$$
Then, the boundary conditions for ζ can be written as

\[
ζ(t_n) = ζ_0 = \varphi^{-1}(y^*_n, y^*_\text{min}, y^*_\text{max}) = \sum_{i=r}^{2n-1} a_i(γ_i p_i, ζ_i, ζ_{i+1}) \frac{(t-t_k)}{Δ_k} + \sum_{i=r}^{2n-1} γ_i p_i \left( \frac{t-t_k}{Δ_k} \right)^2,
\]

for \( t \in [t_k, t_{k+1}] \), and \( γ_i > 0 \) is a tuning parameter. Moreover, the linear functions \( a_i \) are chosen so that the conditions \( ζ(t_k, p) = ζ_k \), and \( ζ(t_{k+1}, p) = ζ_{k+1} \) are met.

**Remark 3:** It is known that two boundary points can be satisfied with a one-order function that defines a straight line. However, a straight-line function is not able to accommodate for \( n - r \) free parameters. This is essentially the reason that the ansatz function \( ζ(t_k) \) significantly differs with the one developed in [23]: a tuning parameter \( γ_i \) is introduced to adjust the shape of the virtual output trajectory.

In summary, the finite-time state transition reduces to the two-point boundary value problem for the internal dynamics \( η \) with the design parameter \( p \)

\[
\dot{η}^* = ψ \left( φ(p, y^*_\text{min}, y^*_\text{max}), \ldots, φ(r-1)(p, y^*_\text{min}, y^*_\text{max}), η^* \right)
\]

with boundary conditions \( η^*(t_k) = η_k, η^*(t_{k+1}) = η_{k+1} \), where \( ψ \) follows by substituting (17) and (16) into (15). The proposed NOESC scheme is summarized in Algorithm 2 while its convergence properties are established next.

**Theorem 1:** Let Assumption 1 hold true. If, in addition, a trajectory \( η^* \) satisfying (18) exists, then the NOESC scheme, described in Algorithm 2, generates a state sequence \( \{x_k\}_{k \in \mathbb{N}} \) for (4) that globally asymptotically converges to a minimizer of the performance function in (3).

**Proof:** Let \( ρ \) be chosen as in Algorithm 1, i.e., \( ρ = 2/(L+2c) \), for some \( c > 0 \). In view of Assumption 1 and (20),

\[
\|
\n\begin{align*}
A_2 \text{NOESC for output constrained, nonlinear systems}
\end{align*}
\]

**Initialization:** Choose a starting point \( x_0 \), set \( k := 0, \delta_0 > 0, t_0 \)

\[
\|
\begin{align*}
\text{while} \ \|\nabla J(x(t_k+1))\| \geq \delta_0 \ \text{do}
\end{align*}
\]

Obtain \( x_{k+1} \) via Algorithm 1

Define \( y_k, y_{k+1}, η_k, \) and \( η_{k+1} \) via (6) and (10)

Design \( η \) via (16)

Obtain \( η^* \) by solving (15)

\[
\|
\begin{align*}
k &\leftarrow k+1;
\end{align*}
\]

**end**

is Lipschitz continuous with constant \( L \), and hence we have

\[
J(x_{k+1}) - J(x_k) \leq -\frac{1}{ρ} \left( L + \frac{L}{2} \right) \| x_{k+1} - x_k \|^2 \\
&\leq -\frac{1}{ρ} \left( \| x_{k+1} - x_k \|^2 \right)
\]

By leveraging the projection principle in Lemma 1, we obtain

\[
\| \nabla J(x_k) \| \leq \frac{1}{ρ} \| x_{k+1} - x_k \|^2 + \frac{L}{2} \| x_{k+1} - x_k \|^2.
\]

The relation in (19) directly implies that the performance function \( J(x_k) \) is monotonically decreasing and, in addition, that \( J(x_{k+1}) - J(x_k) \to 0 \). Equivalently, we have that \( x_{k+1} - x_k \to 0 \) for \( k \to \infty \), as \( \| x_{k+1} - x_k \|^2 \leq (J(x_k) - J(x_{k+1}))/\epsilon \). Therefore, according to Assumption 1, we have

\[
J(x_k) - J(x^*) \leq \frac{1}{ρ} \| x_{k+1} - x_k \|^2 + \frac{L}{2} \| x_{k+1} - x_k \|^2.
\]

Thus, in view of the fact that \( \| x_{k+1} - x_k \|^2 \to 0 \) as \( k \to \infty \), we obtain that \( J(x_k) \to J(x^*) \) as \( k \to \infty \).

Finally, since we assume a trajectory \( η^* \) satisfying the boundary value problem (18) exists, the inversion-based feedforward controller (14) guarantees that

\[
\|
\begin{align*}
\eta^*(t_k) = [φ_{r+1}(x_k), \ldots, φ_n(x_k)]^T, \\
\eta^*(t_{k+1}) = [φ_{r+1}(x_{k+1}), \ldots, φ_n(x_{k+1})]^T
\end{align*}
\]

Furthermore, the reference output trajectory \( y^* \) is defined to satisfy the boundary condition for all \( k \in \mathcal{S} \), i.e.,

\[
y^*(t_k) = h(x_k), \quad y^*(t_{k+1}) = h(x_{k+1}).
\]
Applying the inverse of the diffeomorphism \( \phi(x) \) to the boundary conditions \([20, 21]\) leads to a finite-time state transition via the controller \([14]\), which entails that the state of the system \([1]\) asymptotically converges to a point that minimizes the performance function \([2]\).

Remark 4: The solution of two–point boundary value problem with free parameters as given in \([18]\) for the state \( \eta \) and the parameter set \( p \) can be efficiently obtained by various numerical methods (e.g., the function \( bvp4c \) in MATLAB). Thus, the state and reference output trajectories, \( \eta^* \) and \( y^* \), can be obtained based on the saturated function \( \varphi \), which results in the desired controller \( u^* \) that steers the system from \( x_k \) to \( x_{k+1} \) for \( t \in [t_k, t_{k+1}] \), as shown in Fig. 1.

IV. NUMERICAL EXAMPLE

We run our numerical simulations by making use of a nonlinear dynamics, re-adapted from \([14]\), i.e.,

\[
\begin{cases}
\dot{x}_1 = -x_2^3 + u, \\
\dot{x}_2 = \rho (2x_2^3 - 2x_2), \\
y = x_1,
\end{cases}
\]

with the output constraint \(-1.5 \leq y \leq 1.5\), and the parameter \( \rho \) determines the stability of the internal dynamics, as clarified next. The performance function is taken as

\[
J(x_1, x_2) = 100 (x_2 - x_2^3)^2 + (1 - x_1)^2,
\]

which admits a unique minimum \( J_{\text{min}} = 0 \) when \( x_1 = 1 \) and \( x_2 = 1 \). By adopting the change of coordinate \( y = x_1 \) and \( \eta = x_2 \), the relative degree is \( r = 1 \), and the input-output form with the internal dynamics of the original system \([22]\) reads as (the bold notation is dropped since \( \eta \) is a scalar)

\[
\begin{cases}
\dot{y} = -\eta^3 + u =: \alpha(\eta, u), \\
\dot{\eta} = \rho (2y^2 - 2\eta) =: \beta(y, \eta).
\end{cases}
\]

Note that, for \( \rho > 0 \), the internal dynamics are stable, while for \( \rho < 0 \), are unstable. Next, different values of \( \rho \) are selected to show the effectiveness of the proposed NOESC scheme, regardless of the stability of the internal dynamics.

A. Control performance with different selections of \( \rho \)

At every iteration of Algorithm \([2]\) we have to face with the following two point boundary conditions on \( y \) and \( \eta \)

\[
\begin{align*}
y(t_k) &= x_{1,k}, & y(t_{k+1}) &= x_{1,k+1}, \\
\eta(t_k) &= x_{2,k}, & \eta(t_{k+1}) &= x_{2,k+1}.
\end{align*}
\]

By selecting the asymptotic bound \((-2, 2)\) for the function \( \varphi \), we design the reference output trajectory \( y^* \) as

\[
y^*(t) = 2 - \frac{4}{1 + \exp(4\zeta(t, p))},
\]

with the associated virtual output trajectory

\[
\zeta(t, p) = \zeta_k + (\zeta_{k+1} - \zeta_k - \gamma p ) \left( \frac{t - t_k}{\Delta_k} \right) + \gamma p \left( \frac{t - t_k}{\Delta_k} \right)^2.
\]

Here, the linear function \( a = \zeta_{k+1} - \zeta_k - \gamma p \) is selected such that \( \zeta(t_k, p) = \zeta_k \) and \( \zeta(t_{k+1}, p) = \zeta_{k+1} \). In accordance, the boundary conditions for the virtual output trajectory are

\[
\begin{align*}
\zeta_k &= \frac{1}{4} \log(y_k + 2) - \log(2 - y_k) \\
\zeta_{k+1} &= \frac{1}{4} \log(y_{k+1} + 2) - \log(2 - y_{k+1}).
\end{align*}
\]

With \( \rho = 1 \) the internal dynamics are stable, and therefore with the reference output trajectory \( y^* \) in \([24]\), the updated internal dynamics and the inversion-based controller reads as

\[
\begin{align*}
\dot{\eta}^* &= 2y^* - 2\eta^* + \eta^* (t_k) = x_{2,k}, \\
\eta^* (t_{k+1}) &= x_{2,k+1} \\
u^* &= \dot{y}^* + \eta^* =: \alpha^{-1}(\dot{y}^*, \eta^*).
\end{align*}
\]

Following Algorithm \([2]\) also the simulation is divided into two steps: first, at each iteration, we solve the constrained optimization problem. Second, we design our controller for the finite-time state transition. Given a initial guess \( x_0 = [0.8 3]^T \), by making use of the project gradient descent in Algorithm \([1]\) with a fixed constant step \( \alpha = 0.002 \), a terminal condition \( \varepsilon_0 = 10^{-2} \), and after 1524 iterations, the minimum of the performance function \( J_{\text{min}} \) is obtained with acceptable tolerance and the resulting state sequence is shown in Fig. 2 which satisfies the constraint \( x_1 \leq 1.5 \). The next step is to find the controller that can drive the system from the state \( x_k \) to \( x_{k+1} \). The first state transition, i.e., from \( x_0 = [0.8\ 3]^T \) to \( x_1 = [1.5\ 2.056]^T \), is used to illustrate the proposed control design. The transition time interval \( \Delta_k = 1 \) is selected and the virtual output trajectory becomes for \( 0 \leq t \leq 1 \)

\[
\zeta(t, p) = \zeta_k + (\zeta_{k+1} - \zeta_k - \gamma p ) t + \gamma pt^2,
\]

with boundary conditions

\[
\zeta_0 = \frac{1}{4} \log(2.8) - \log(1.2), \quad \zeta_1 = \frac{1}{4} \log(3.5) - \log(0.5),
\]
and the state of the internal dynamics is, for \(0 \leq t \leq 1\),
\[
\dot{\eta}^* = 2y^* - 2\eta^* s^3, \quad \dot{\eta}_0^* = 3, \quad \eta_1^* = 2.056.
\]

To solve the boundary value problem, we adopt the MATLAB function `bvp4c` asking to recast the boundary conditions of \(\eta^*\) into the form of \(\eta_0^* - 3 = 0\) and \(\eta_1^* - 2.056 = 0\). By selecting an initial guess for the parameter in (17) \(p = 1\), an initial mesh of 100 points, and the tuning parameter \(\gamma = 0.01\), the resulting output and state trajectories of the state of the initial dynamics are shown in Fig. 3 (note that the first 50 steps only have been explicitly shown in Fig. 3–6), which satisfy the boundary condition and thus the state transition from \(x_0\) to \(x_1\) is fulfilled by making use of the proposed control design. After solving the boundary condition problem for the whole seeking process \(0 \leq t \leq 1524\), the state trajectories and the corresponding input via the inversion-based approach are obtained as in Fig. 4, which shows that the states tend to the point \([1 1]^T\), thus minimizing the performance function without violating the output constraint.

For \(\rho = -1\), the internal dynamics in (23) are unstable. With the proposed extremum seeking control design, the input and the resulting state trajectory are obtained as in Fig. 3. Clearly, they show that the state variables converge to the stationary point \([1 1]^T\) that minimizes the performance function, despite the fact that larger overshoot of \(\dot{\eta}\) in the first several steps is observed with respect to the case \(\rho = 1\). We have numerically supported the insight that the proposed NOESC method can deal with nonlinear systems with unstable internal dynamics.

### B. Control performance with different selections of \(\gamma\)

To illustrate the impact of different selections of \(\gamma\) on the state trajectories, we choose \(\gamma = 1\) and by solving the two-point boundary problem, the resulting state trajectory from \(x_0\) to \(x_1\) is shown in Fig. 3. Apparently, the output trajectory for \(\gamma = 0.01\) is close to a straight line and has a smaller change of curvature compared to the case \(\gamma = 1\), which implies better output performance with smaller value of \(\gamma\) during the extremum seeking process. For the whole seeking process, the resulting state trajectory and input are shown in Fig. 4, where a larger variation of the state \(x_1\) appears due to larger value of \(\gamma\). From our numerical experience, as a general rule of thumb, the smaller the value of \(\gamma\), the better the state transition performance.

![Fig. 3: The resulting state trajectories with different selections of \(\gamma\).](image)

For \(\rho = 1\), the internal dynamics in (23) are stable. With the proposed extremum seeking control design, the input and the resulting state trajectory are obtained as in Fig. 3. Clearly, they show that the state variables converge to the stationary point \([1 1]^T\) that minimizes the performance function, despite the fact that larger overshoot of \(\dot{\eta}\) in the first several steps is observed with respect to the case \(\rho = 1\). We have numerically supported the insight that the proposed NOESC method can deal with nonlinear systems with unstable internal dynamics.

![Fig. 4: The seeking process with the resulting control input for \(\rho = 1\) and \(\gamma = 0.01\).](image)

![Fig. 5: The seeking process with the resulting control input for \(\rho = -1\) and \(\gamma = 0.01\).](image)

![Fig. 6: The seeking process with the resulting control input for \(\rho = 1\) and \(\gamma = 1\).](image)
V. Conclusions

In this paper, an extremum seeking control scheme for nonlinear systems subject to output constraints has been proposed. To find the extremum of an unknown performance function dependent on the state, constrained numerical optimization and finite-time state transition are combined. A novel NOESC framework that consists of the projected gradient descent and an inversion-based feedforward controller has been develop. The main merit of the proposed NOESC consists in the capabilities of deal with output constraints, and of finding the extremum of the performance function that directly depends on the states of the stable or unstable internal dynamics. Future work will focus on extending the results to the nonlinear system with state constraints.

References

[1] A. Ghaffari, M. Krstic, and S. Seshagiri, “Power optimization and control in wind energy conversion systems using extremum seeking,” IEEE Transactions on Control Systems Technology, vol. 22, no. 5, pp. 1684–1695, 2014.
[2] V. Koropouli, A. Gusrialdi, S. Hirche, and D. Lee, “An extremum-seeking control approach for constrained robotic motion tasks,” Control Engineering Practice, vol. 52, pp. 1–14, 2016.
[3] L. Fu and U. Ozguner, “Extremum-seeking control in constrained source tracing with nonholonomic vehicles,” IEEE Transactions on Industrial Electronics, vol. 56, no. 9, pp. 3602–3608, 2009.
[4] ———, “Performance improvement and limitations in extremum seeking control,” Systems & Control Letters, vol. 39, no. 5, pp. 313–326, 2000.
[5] ———, “On non-local stability properties of extremum seeking control,” Automatica, vol. 42, no. 6, pp. 889–903, 2006.
[6] Y. Pan, U. Ozguner, and T. Acarman, “Stability and performance improvement of extremum seeking control with sliding mode,” International Journal of Control, vol. 79, no. 9-10, pp. 968–983, 2003.
[7] C. Yin, Y. Chen, and S. Zhong, “Fractional-order sliding mode based extremum seeking control of a class of nonlinear systems,” Automatica, vol. 50, no. 12, pp. 3173–3181, 2014.
[8] S. Z. Khong, D. Nesic, Y. Tan, and C. Manzie, “Unified frameworks for sampled-data extremum seeking control: Global optimisation and multi-unit systems,” Automatica, vol. 49, no. 9, pp. 2720–2733, 2013.
[9] D. Nesic, T. Nguyen, Y. Tan, and C. Manzie, “A non-gradient approach to global extremum seeking: an adaptation of the Shubert algorithm,” Automatica, vol. 49, pp. 809–815, 2013.
[10] C. Zhang and R. Ordonez, “Numerical optimization-based extremum seeking control with application to ABS design,” IEEE Transactions on Automatic Control, vol. 52, no. 3, pp. 454–467, 2007.
[11] M. Ye and G. Hu, “A robust extremum seeking scheme for dynamic systems with uncertainties and disturbances,” Automatica, vol. 66, pp. 172–178, 2016.
[12] C. Zhang and R. Ordonez, “Robust and adaptive design of numerical optimization-based extremum seeking control,” Automatica, vol. 45, pp. 634–656, 2009.
[13] A. O. Vweza, K. T. Chong, and D. J. Lee, “Gradient-free numerical optimization-based extremum seeking control for multiagent systems,” International Journal of Control, Automation, and Systems, vol. 13, no. 4, pp. 877–886, 2015.
[14] K. Graichen, V. Hagenmeyer, and M. Zeitz, “A new approach to inversion-based feedforward control design for nonlinear systems,” Automatica, vol. 41, pp. 2033–2041, 2005.
[15] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge University Press, 2004.
[16] R. Brekelmans, L. Driessen, H. Hamers, and D. den Hertog, “Gradient estimation schemes for noisy functions,” Journal of Optimization Theory and Applications, vol. 126, no. 3, pp. 529–551, 2005.
[17] D. P. Bertsekas, “Nonlinear programming,” Journal of the Operational Research Society, vol. 48, no. 3, pp. 334–334, 1997.
[18] E. S. Levitin and B. Polyak, “Constrained minimization methods,” USSR Computational Mathematics and Mathematical Physics, vol. 6, no. 5, pp. 1–50, 1966.
[19] J. Nocedal and S. Wright, Numerical optimization. Springer Science & Business Media, 2006.
[20] A. Isidori, Nonlinear Control Systems. New York: Springer, 1995.
[21] H. Nijmeijer and A. van der Schaft, Nonlinear Dynamical Control Systems. Springer, 1990.
[22] J. Slotine and W. Li, Applied Nonlinear Control. Prentice Hall, United States, 1990.
[23] K. Graichen and M. Zeitz, “Feedforward control design for finite-time transition problems of nonlinear systems with input and output constraints,” IEEE Transactions on Automatic Control, vol. 53, no. 5, pp. 1273–1278, 2008.