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Abstract

Modifying a method by Horowitz and Hubeny for asymptotically anti-de Sitter black holes, we establish the classical stability of the quasinormal modes of the de Sitter spacetime. Furthermore using a straightforward method we calculate the de Sitter quasinormal frequencies of the gravitational perturbations and discuss some properties of the radial functions of these quasinormal modes.
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1 Introduction

The de Sitter spacetime is an extensively studied solution of the gravitational field equations. It is a maximally symmetric spacetime and due to its simplicity it is the appropriate background to explore and test several ideas and methods [1], [2].

If a spacetime with an event or cosmological horizon is perturbed, it is well known that the perturbation oscillates with a set of decaying modes, usually called quasinormal modes (QNM), whose complex frequencies are determined by the physical parameters of the background. They have been calculated for several spacetimes (see the reviews [3]-[6]) and they are useful in the study of several physical phenomena [3]-[6].

The quasinormal frequencies (QNF) of the de Sitter spacetime have been determined in several references [7]-[13]. We know the QNF of classical fields propagating in lower [7]-[9] and higher [10]-[13] dimensional de Sitter spacetimes. Moreover, the recent reviews [5], [6] examine some of these results. For D-dimensional ($D \geq 4$) de Sitter spacetimes, in Ref. [10] it is asserted that for $D$ even, the QNF of the gravitational perturbations are not well defined, and we notice that this affirmation is reproduced in the review [5] (see also Appendix A of [11] for a similar conclusion for the massless Klein-Gordon field in the four-dimensional de Sitter spacetime). Nevertheless in Ref. [12] it is asserted that for even and odd dimensional de Sitter spacetimes the QNF of massless fields are well defined (a similar affirmation appears in the review [6]).

The values of the de Sitter QNF have found several applications, for example, they have been used in the calculation of the Green functions that are necessary to discuss some aspects of static patch holography [14], in the computation of the one-loop thermal partition function for the scalar field [15], and in the determination of the entropy spectrum for the de Sitter horizon [16], [17]. Thus we must state clearly the existence and properties of the de Sitter QNM.

Here using a different method we prove the classical stability of the de Sitter QNM. This method is motivated by a procedure used to show the stability of the QNM in asymptotically anti-de Sitter spacetimes [18]. Moreover, to solve the mentioned issue on the existence of the de Sitter QNF in even dimensions and employing a straightforward procedure we determine the de Sitter QNF of the gravitational perturbations. Finally we discuss some properties of the radial functions for the gravitational de Sitter QNM.
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We organize this paper as follows. In Sect. 2 we establish the classical stability of the de Sitter QNM. To achieve this goal we modify a method by Horowitz and Hubeny that is suitable for asymptotically anti-de Sitter black holes \[13\]. To prove the classical stability of the QNM for the Klein-Gordon and Dirac fields we achieve this goal we modify a method by Horowitz and Hubeny that is suitable for asymptotically anti-de Sitter spacetime \[10\]–\[13\]. We compute these with a simpler method than the procedure used in the previous references and discuss some properties of the radial functions for the de Sitter QNM. In Sect. 3 we calculate the QNF of the gravitational perturbations propagating in the \(D\)-dimensional de Sitter spacetime. We compute these with a simpler method than the procedure used in the previous references and discuss some properties of the radial functions for the de Sitter QNM. In Sect. 4 we enumerate our results. Finally, in Appendix we analyze the absence of QNF for the Klein-Gordon field with special values of the mass and the azimuthal number that propagates in four-dimensional de Sitter spacetime.

## 2 Stability of the de Sitter QNM

In what follows we consider the \(D\)-dimensional \((D \geq 4)\) spherically symmetric de Sitter spacetime \[1, 2\]

\[
ds^2 = (1 - r^2)dt^2 - (1 - r^2)^{-1}dr^2 - r^2d\Omega_{D-2}^2,
\]

where \(d\Omega_{D-2}^2\) is the round metric on the \((D-2)\)-sphere. As is well known, this background has a cosmological horizon. In the units chosen in the metric \[1\] the horizon is located at \(r = 1\). We recall that in a spherically symmetric background the equations of motion for the perturbations simplify to Schrödinger type equations \[3\]–\[6\], \[19\], \[20\]

\[
d^2U + \omega^2U - VU = 0,
\]

where \(r_+\) is the tortoise coordinate or is related to it, \(V\) is an effective potential that depends on the perturbation, and \(U\) is related to the radial function of the perturbation. For the discussion that follows, we define the de Sitter QNM as the solutions to Eq. (2) that satisfy:

(a) They are purely outgoing near the de Sitter horizon.

(b) They go to zero at \(r = 0\).

Notice that the boundary condition at the origin (b) is slightly different from that of \[11, 12\]. In those references it is imposed the boundary condition “the radial function is regular at \(r = 0\)”, in particular the radial function can be equal to a constant different from zero. Here we are imposing the boundary conditions (a) and (b) on the function \(U\) that appears in the Schrödinger type equation (2).

The motivation for the boundary conditions (a) and (b) is as follows. Near the cosmological horizon \((r = 1)\) the effective potentials of Table 1 behave as

\[
\lim_{r \to 1} V = 0,
\]
Figure 1: For the four-dimensional de Sitter spacetime we draw the effective potential $V_+$ of the massless Dirac field with $\lambda = 1$.

Hence near the cosmological horizon the solution of Eq. (2) is

$$U = C_1 e^{-i\omega r_*} + C_2 e^{i\omega r_*},$$

where $C_1$ and $C_2$ are constants. Thus near the horizon the solution (4) represents ingoing and outgoing waves. For the de Sitter QNM we must take the purely outgoing wave.

Near $r = 0$, almost all the effective potentials of Table 1 behave in the form (see below for some exceptions)

$$\lim_{r \to 0} V \to +\infty,$$

and therefore for the potentials that satisfy this condition it is reasonable to impose the boundary condition $U(0) = 0$.

One exception to the behavior near $r = 0$ given in the formula (5) is that of the effective potential $V_+$ for the Dirac field with $\lambda = 1$ moving in four-dimensional de Sitter spacetime, since in this example we get

$$\lim_{r \to 0} V_+ = \frac{3\mu^2}{2} - \frac{1}{2} + \frac{7\mu^3 + 3\mu}{4\omega},$$

and for $\mu = 0$ we obtain

$$\lim_{r \to 0} V_+ = -\frac{1}{2}.$$

For the effective potential $V_+$ both limits (6) and (7) are finite at $r = 0$. In Fig. 1 for the massless Dirac field with $\lambda = 1$, we plot the effective potential $V_+$ in four-dimensional de Sitter spacetime. We see that for these values of $\mu$, $\lambda$, and $D$ the effective potential $V_+$ is negative and that near $r = 0$ and $r = 1$ its behavior is consistent with the analytical limits (3) and (7).

Furthermore in four-dimensional de Sitter spacetime, for the massive Klein-Gordon field with $q = 0$ we find that its effective potential becomes (see Table 1)

$$V_{KG} = (\mu^2 - 2)(1 - r^2),$$

and we point out that this potential is finite at $r = 0$. Also for $\mu^2 < 2$ the effective potential (8) is negative (see Fig. 2). As far as we have analyzed there is no another effective potential of Table 1 that behaves in this form for the allowed values of its physical parameters.

1For the Klein-Gordon field the effective potential (8) is similar to that for the same field propagating in two-dimensional de Sitter spacetime (21). The difference is that the factor multiplying to $(1 - r^2)$ is $(\mu^2 - 2)$ in four dimensions and $\mu^2$ in two dimensions. Notice that in two-dimensional de Sitter spacetime the effective potential of the massive Klein-Gordon field is always positive, in contrast to the behavior of the effective potential (8) (see Fig. 2).

---
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For the effective potentials that behave in this way we must discuss whether the boundary condition $U(0) = 0$ can be imposed, and we believe that for these examples we need a separate analysis. In what follows we do not analyze these potentials, because we like to show some results about the de Sitter QNM that satisfy the boundary conditions (a) and (b) enumerated above.

Establishing a bound on the imaginary parts of the QNF, Horowitz and Hubeny prove that the QNM of the Schwarzschild anti-de Sitter black hole are stable [18]. Although the exact values of the de Sitter QNF are known, and using these we can discuss the classical stability of the QNM, it is convenient to have an independent proof of their stability and prove it with a different method. Hence we modify the method by Horowitz and Hubeny [18] to show the classical stability of the de Sitter QNM.

Taking the time dependence as $\exp(-i\omega t)$ and following Horowitz and Hubeny we propose that the function $U$ of Eq. (2) satisfies the de Sitter QNM boundary condition near the horizon, that is, this function takes the form

$$U = e^{i\omega r} \Phi,$$

where the function $\Phi$ is a solution of the differential equation

$$f \frac{d^2 \Phi}{dr^2} + \left( \frac{df}{dr} + 2i\omega \right) \frac{d\Phi}{dr} - \frac{V}{f} \Phi = 0,$$

and it behaves as $\Phi(0) = 0$ and near the horizon $\Phi$ goes to a constant.

As in Ref. [18] we multiply Eq. (10) by the complex conjugate of $\Phi$\(^2\) Integrating the result we obtain

$$\int_0^1 dr \left[ \Phi^* f \frac{d^2 \Phi}{dr^2} + \left( \frac{df}{dr} + 2i\omega \right) \Phi^* \frac{d\Phi}{dr} - \frac{V}{f} |\Phi|^2 \right] = 0.$$

Next we integrate by parts the first term of the expression (11) and observe that the surface terms vanish. Thus we get that the previous formula becomes

$$\int_0^1 dr \left[ \frac{d\Phi}{dr} \right]^2 f - 2i\omega \Phi^* \frac{d\Phi}{dr} + \frac{V}{f} |\Phi|^2 = 0.$$

We take the imaginary part of the previous expression [19] to get

$$\int_0^1 dr \Phi^* \frac{d\Phi}{dr} = -\frac{\omega^* |\Phi(1)|^2}{\omega - \omega^*},$$
and from the formulas (12) and (13) we find
\[
\int_0^1 dr \left[ f \left| \frac{d\Phi}{dr} \right|^2 + \frac{V}{f} |\Phi|^2 \right] = 2i\omega \int_0^1 dr \Phi^* \frac{d\Phi}{dr} = -|\omega|^2 |\Phi(1)|^2. \tag{14}
\]

Hence if \( V \geq 0 \) then \( \text{Im}(\omega) < 0 \) and the de Sitter QNM are stable. Thus for the fields of Table 1 we study whether their effective potentials are nonnegative to prove the classical stability of their de Sitter QNM. For the gravitational and electromagnetic perturbations it is possible to show that for the allowed values of the parameters, their effective potentials are always positive (see Table 1). Thus for the gravitational and electromagnetic fields we assert that their de Sitter QNM are stable.

For the Klein-Gordon and Dirac fields propagating in de Sitter spacetime their effective potentials are not strictly positive. For example, for the massless Klein-Gordon field with \( q = 0 \) and \( \mu = 0 \), when \( D > 4 \), if \( 1 > r > \sqrt{D - 4} \), then \( V_{KG} < 0 \). Moreover, for the massless Dirac field, if \( \lambda > 1 \), \( 1 > r^2 > 1 - \frac{1}{\lambda^2} \), then \( V_+ < 0 \). Notice that for the massless Klein-Gordon field only for the value \( q = 0 \) the effective potential is not strictly positive, whereas for the massless Dirac field the effective potential \( V_+ \) is not strictly positive for the allowed values of \( \lambda \). (See Figs. 3 and 4 for some examples.)

From the formula (13), for these values of the parameters for the Klein-Gordon and Dirac fields we can not assert that the corresponding de Sitter QNM are stable. Hence we need to modify the previous method. We follow to Ishibashi and Kodama [22] to find
\[
\int_0^1 dr \left[ f \left| \frac{d\Phi}{dr} \right|^2 + \frac{V}{f} |\Phi|^2 \right] = \int_0^\infty dr_+ \left[ \left| \frac{d\Phi}{dr_+} \right|^2 + V |\Phi|^2 \right] = \int_0^\infty dr_+ \Phi^* \left[ -\frac{d^2}{dr_+^2} + V \right] \Phi. \tag{15}
\]

We notice that in the third step the boundary terms cancel. In this formula and in what follows \( r_+ \) is the tortoise coordinate of the de Sitter spacetime.

Defining the differential operator [22]
\[
\tilde{D} = \frac{d}{dr_+} + S, \tag{16}
\]

\( \tilde{D} \) in four-dimensional de Sitter spacetime, for the Klein-Gordon with \( q = 0 \) and \( \mu^2 < 2 \), we find \( V_{KG} < 0 \) in \( r \in (0, 1) \) (see Fig. 3) and for the massless Dirac field with \( \lambda = 1 \) we get that \( V_+ < 0 \) for \( r \in (0, 1) \) (see Fig. 4). Nevertheless note that these effective potentials do not diverge at \( r = 0 \).
where $S$ is a function of $r$ such that $S(1) = 0$, we get from the expression (15)

$$
\int_0^\infty dr_\ast \Phi^* \left[ -\frac{d^2}{dr_\ast^2} + V \right] \Phi = \int_0^\infty dr_\ast \left[ (\tilde{D}\Phi)^* (\tilde{D}\Phi) + \Phi^* \left( V + \frac{dS}{dr_\ast} - S^2 \right) \Phi \right] = \int_0^\infty dr_\ast \left[ (\tilde{D}\Phi)^* (\tilde{D}\Phi) + \Phi^* \tilde{V} \Phi \right],
$$

(17)

with $\tilde{V}$ given by

$$
\tilde{V} = V + \frac{dS}{dr_\ast} - S^2.
$$

(18)

Thus for a field such that its effective potential $V$ is not strictly positive, if we find a new potential $\tilde{V}$ such that $\tilde{V} \geq 0$, then we show the stability of the corresponding de Sitter QNM.

For example, for the Klein-Gordon field we choose [22]

$$
S = -\frac{(D - 2)f}{2r},
$$

(19)

to obtain

$$
\tilde{V} = f \left( \frac{q(D + q - 3)}{r^2} + \mu^2 \right).
$$

(20)

Since for the allowed values of the physical parameters in de Sitter spacetime this new potential satisfies $\tilde{V} \geq 0$, we find that for the Klein-Gordon field its de Sitter QNM are stable. Notice that this result is valid for the effective potentials of the massive and massless Klein-Gordon fields.

For the effective potential $V_+$ of the massless Dirac field we choose

$$
S = -\frac{\lambda f^{1/2}}{r},
$$

(21)

to get that the new potential is equal to

$$
\tilde{V}_+ = 0.
$$

(22)

---

4Writing the effective potentials of the massless Dirac field as [19]

$$
V_\pm = W^2 \pm \frac{dW}{dr_\ast},
$$

where $W = \lambda f^{1/2}/r$, we obtain that the function $S$ is equal to $S = -W$. 
Thus the formula (17) simplifies to
\[
\int_0^\infty dr_* \left| \tilde{\mathcal{D}} \Phi \right|^2 > 0,
\]
and therefore the de Sitter QNM of the massless Dirac field are stable.

We note that the functions \((19)\) and \((21)\) satisfy \(S(1) = 0\). Furthermore the results \((20)\) and \((22)\) are valid for an arbitrary metric function \(f\) that satisfies \(f(1) = 0\), \(f(0)\) is a finite quantity, and \(f\) is positive in \(r \in (0, 1)\). In particular these results are valid for the de Sitter spacetime.

It is convenient to notice that for the Klein-Gordon, Dirac, electromagnetic, and gravitational perturbations our results on the classical stability of their de Sitter QNM are valid for \(D \geq 4\). In contrast, it is known that for asymptotically de Sitter spherically symmetric black holes, their classical stability depends on the spacetime dimension in a non trivial way \([22]-[26]\). For example, only for \(D = 4, 5, 6\) we know analytical proofs of the classical stability of the \(D\)-dimensional Schwarzschild de Sitter spacetime \([22], [23]\). For \(D = 5, \ldots , 11\) there are numerical calculations that state their classical stability \([24]\). We do not know analytical or numerical calculations determining the classical stability of Schwarzschild de Sitter black holes for \(D \geq 12\).

Furthermore, based on numerical calculations, in \([25]\) it is showed that for \(D = 7, \ldots , 11\) and for sufficiently large charge and cosmological constant, the Reissner-Nordström de Sitter black holes are unstable under coupled electromagnetic and gravitational scalar type perturbations. Only for \(D = 4, 5\) we are aware of analytical proofs of the classical stability for Reissner-Nordström de Sitter black holes \([22], [23]\). For additional arguments about the instability of these black holes see Ref. \([26]\). Hence the classical stability of the de Sitter QNM is stated in a more general way than the stability of the \(D\)-dimensional Schwarzschild de Sitter and Reissner-Nordström de Sitter black holes.

3 Gravitational QNM of the de Sitter spacetime

As we comment in the previous sections, the QNM of the \(D\)-dimensional de Sitter spacetime \((D \geq 4)\) are determined in \([7]-[13]\) and in these references, on their existence we find at least two different results. To settle this problem, based on Refs. \([18], [27], [28]\) and with a different method to that of Refs. \([10], [12]\), in what follows we calculate the QNF of the three types of gravitational perturbations propagating in \(D\)-dimensional de Sitter spacetimes. Notice that the method we use in this work is simpler than the procedure of Refs. \([10], [12]\), and we hope that it will be useful to solve the mentioned issue. We choose the gravitational perturbations due to its intrinsic physical relevance and since these perturbations are analyzed in \([10], [12]\).

First we note that in \(D\)-dimensional de Sitter spacetime the Schrödinger type equations (2) for the three types of gravitational perturbations simplify to the common form \([10]\)
\[
(1 - r^2) \frac{d^2U}{dr^2} - 2r \frac{dU}{dr} + \left( \frac{\omega^2}{1 - r^2} - \frac{B(B + 1)}{r^2} + A \right) U = 0,
\]
where
\[
B = \frac{2q + D - 4}{2}, \quad A = \begin{cases} \frac{(D-2)D}{4} & \text{tensor type,} \\ \frac{(D-4)(D-2)}{4} & \text{vector type,} \\ \frac{(D-6)(D-4)}{4} & \text{scalar type.} \end{cases}
\]

To solve Eq. (24) we make the change of variable \(y = r^2\) \([10], [12]\) to obtain
\[
y(1 - y) \frac{d^2U}{dy^2} + \left( \frac{1}{2} - \frac{3y}{2} \right) \frac{dU}{dy} + \left( \frac{\omega^2}{4(1 - y)} - \frac{B(B + 1)}{4y} + A \right) U = 0,
\]
Proposing that the function \(U\) takes the form
\[
U = (1 - y)^E y^C U_2,
\]
we find that if the quantities $E$ and $C$ are solutions of the equations

$$E^2 + \frac{\omega^2}{4} = 0, \quad C^2 - \frac{C}{2} - \frac{B(B+1)}{4} = 0,$$

(28)

then the function $U_2$ must be a solution of the differential equation

$$y(1-y)\frac{d^2U_2}{dy^2} + \left(2C + \frac{1}{2} - \left(2E + 2C + \frac{3}{2}\right)y\right)\frac{dU_2}{dy} - \left(C^2 + 2EC + \frac{C}{2} + E^2 + \frac{E}{2} - \frac{A}{4}\right)U_2 = 0,$$

(29)

which is a hypergeometric type differential equation [29], [30]

$$y(1-y)\frac{d^2U_2}{dy^2} + \left(-a - (a + b + 1)y\right)\frac{dU_2}{dy} - abU_2 = 0.$$  

(30)

Motivated by the Horowitz-Hubeny method [18], we choose $E = -i\omega/2$ to satisfy the boundary condition (a) of the de Sitter QNM near the horizon and $C = (1 + B)/2$ to fulfill the boundary condition (b) at $r = 0$. Making these choices for $E$ and $C$ we get that the parameters $a$, $b$, and $c$ of Eq. (30) are equal to

$$a = \frac{B}{2} + \frac{3}{4} - \frac{1}{2}\left(\frac{1}{4} + A\right)^{1/2} - \frac{i\omega}{2}, \quad c = B + \frac{3}{2},$$

$$b = \frac{B}{2} + \frac{3}{4} + \frac{1}{2}\left(\frac{1}{4} + A\right)^{1/2} - \frac{i\omega}{2}. $$

(31)

As in Refs. [27], [28] to obtain the appropriate behavior at the boundaries we impose that the function $U_2$ be a polynomial. Therefore we must satisfy the conditions [29], [30]

$$a = -p, \quad \text{or} \quad b = -p, \quad p = 0, 1, 2, \ldots$$

(32)

From these equations we get that the QNF of the $D$-dimensional de Sitter spacetime are equal to

$$\omega = -i(q + D - 1 - \eta + 2p), \quad \omega = -i(q + \eta + 2p),$$

(33)

where

$$\eta = \left\{ \begin{array}{ll} 0, & \text{tensor type}, \\ 1, & \text{vector type}, \\ 2, & \text{scalar type}. \end{array} \right.$$

(34)

We point out that the QNF (33) are identical to those of Refs. [10], [12] (see for example the formula (37) of [12]). We expect that this method allows us to calculate the QNF of other fields moving in de Sitter spacetime.

Notice that the method used here to calculate the QNF (33) is valid for even and odd $D$, and hence these QNF are valid for all $D$. In contrast to the result that we find in [10] asserting that the QNF (33) are valid only for $D$ odd. In Ref. [12] it is asserted that the QNF (33) are valid for even and odd $D$, but in the procedure of this reference it is necessary to study different solutions for $D$ even and $D$ odd. Furthermore in the method of Ref. [12] the employed solutions and the analysis of the problem are more complicated. We expect that our previous results establish the existence of well defined QNF of the gravitational perturbations in even and odd de Sitter spacetimes.

Furthermore we note that our conclusion on the existence of well defined de Sitter QNF in even and odd dimensions it is valid for the massless Klein-Gordon field, since in the Schrödinger type equations the effective potential for this field is equal to that of the tensor type gravitational perturbations [10]. In contrast to gravitational perturbations for which $q \geq 2$, for the Klein-Gordon field the angular eigenvalues $q$ take the values $q = 0, 1, 2, \ldots$, but this fact does not modify our calculation method or change the result for the de
Sitter QNF \cite{33}. Hence the de Sitter QNF of the massless Klein-Gordon field are well defined in even and odd dimensions.

Making the change of variable

\[ y = \frac{1 + x}{2}, \]  

we find that for the chosen values of the quantities \( C \) and \( E \), Eq. \( \text{(29)} \) becomes

\[
(1 - x^2) \frac{dU_2}{dx^2} + \left( B + \frac{1}{2} + i\omega - \left( \frac{3}{2} + B - i\omega + 1 \right) x \right) \frac{dU_2}{dx} \\
- \left( \frac{B(B + 1)}{4} + 2(B + 1)(1 - i\omega) - \frac{A + \omega^2 + i\omega}{4} \right) U_2 = 0, \tag{36}
\]

where \( x \in (-1, 1) \). This equation is a differential equation of Jacobi type \cite{30}, \cite{31}

\[ (1 - x^2) \frac{d^2U_n}{dx^2} + (\beta - \alpha - (\alpha + \beta + 2)x) \frac{dU_n}{dx} + n(n + \alpha + \beta + 1)U_n = 0, \tag{37} \]

with parameters \( \alpha, \beta, \) and \( n \) equal to

\[ \alpha = -i\omega, \quad \beta = B + \frac{1}{2}, \quad n = \frac{i\omega - B - 3/2 \pm (1/4 + A)^{1/2}}{2}. \tag{38} \]

For \( n \) a nonnegative integer, from the last formula of \( \text{(38)} \) we get that the de Sitter QNF \cite{33}. Furthermore from the QNF for the three types of gravitational perturbations we obtain that the parameter \( \alpha \) satisfies \( \alpha \leq -2 \). These values that we find for \( \alpha \) have a noticeable consequence.

Let \( U_{n_1} \) and \( U_{n_2} \) two solutions of Eq. \( \text{(37)} \) for different eigenvalues. Following the usual procedure to show the orthogonality of the eigenfunctions \cite{30}, we arrive to the formula

\[
\int_{-1}^{1} (1 - x)^\alpha (1 + x)^\beta U_{n_1}U_{n_2}dx = \frac{(1 - x)^{\alpha + 1}(1 + x)^{\beta + 1}}{n_2(n_2 + \alpha + \beta + 1) - n_1(n_1 + \alpha + \beta + 1)} \left[ U_{n_2} \frac{dU_{n_1}}{dx} - U_{n_1} \frac{dU_{n_2}}{dx} \right]^{-1}, \tag{39}
\]

which is divergent at \( x = 1 \) for \( \alpha < -1 \), as for the de Sitter radial functions that we find above.

Hence, the radial functions of the de Sitter QNM are not orthogonal solutions of Eq. \( \text{(37)} \) in the interval \((-1, 1)\) with weight \((1 - x)^\alpha (1 + x)^\beta\) and they can not be the usual Jacobi polynomials which are orthogonal with the previous weight. In Ref. \cite{14} it is said that the de Sitter QNM radial functions involve Jacobi polynomials, without additional comments or discussion. As we say above the radial functions of the de Sitter QNM do not involve the usual Jacobi polynomials \cite{30}, \cite{31}. As far as we know this fact is not noted in previous papers.

4 Summary

Based on the work by Horowitz and Hubeny, for the Klein-Gordon, Dirac, electromagnetic, and gravitational perturbations we calculate a bound for the imaginary parts of their de Sitter QNF and using this bound we prove the stability of their de Sitter QNM. Without a doubt, we believe that this alternative proof shows the stability of the de Sitter QNM. Notice that for the Klein-Gordon and Dirac fields we employ a slightly different method that for the electromagnetic and gravitational perturbations.

Furthermore, we remark that for the de Sitter QNM (satisfying the boundary conditions (a) and (b) of Sect. \( 2 \)) of the Klein-Gordon, Dirac, electromagnetic, and gravitational perturbations, our result on their classical stability is valid for all the spacetime dimensions satisfying \( D \geq 4 \).

Moreover, as a noticeable example, we obtain that for \( q = 0 \) and \( \mu^2 = 2 \) the Klein-Gordon field propagates freely in the static patch of the four-dimensional de Sitter spacetime \cite{14} (see Sect. \( 2 \) and Appendix). Recently for odd-dimensional de Sitter spacetimes in global coordinates, it is found that several fields propagate freely when they satisfy some conditions \cite{32}. Our result shows that for \( q = 0 \) and \( \mu^2 = 2 \) the Klein-Gordon field behaves in a similar way in the static patch of the four-dimensional de Sitter spacetime.
Using a simple method we calculate the de Sitter QNF of the gravitational perturbations. Our results coincide with those of Ref. [12], but the method of Sect. 3 is simpler than the procedure of Refs. [10], [12]. We expect that these calculations establish, in odd and even spacetime dimensions, the existence of well defined de Sitter QNF for massless fields.

We also find that for the gravitational perturbations, the radial functions of their de Sitter QNM are solutions of the Jacobi differential equation, but these radial functions are not orthogonal in the interval \((-1, 1)\) with the usual weight \((1 - x)^{\alpha}(1 + x)^{\beta}\), since for the de Sitter QNF (33) we get that the parameter \(\alpha\) satisfies \(\alpha \leq -2\). We think that this fact deserves further research.
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A On the de Sitter QNF of the Klein-Gordon field with \(q = 0\), \(\mu^2 = 2\), and \(D = 4\)

For the Klein-Gordon field with \(q = 0\) and propagating in four-dimensional de Sitter spacetime, from the formula (5) we observe that if \(\mu^2 = 2\) the effective potential of the Schrödinger type equation goes to zero. Therefore the solutions of Eq. (2) take the form (3) for all \(r \in (0, 1)\), and hence we can not satisfy the boundary conditions of the de Sitter QNM. Thus for these values of the parameters we find that the formula (51) of Ref. [12] does not give valid QNF of the de Sitter spacetime.

To see where the procedure of Ref. [12] fails for these values of the physical parameters, we note that for \(q = 0\) the radial function regular at \(r = 0\) is (see the formulas (46) and (48) of [12])

\[
R = C_1 (1 - y)^{i\omega/2} \binom{a}{b} F_1 (a; b; c; y),
\]

with

\[
\begin{align*}
a &= \frac{i \omega}{2} + 1, \\
b &= \frac{i \omega}{2} + \frac{1}{2}, \\
c &= \frac{3}{2}.
\end{align*}
\]

(41)

We point out that the quantities \(a\), \(b\), and \(c\) of the formulas (41) satisfy

\[
a - b + 1 = c,
\]

(42)

and therefore we write the radial function (40) as (see the formulas (15.4.14) and (8.6.9) of [29])

\[
R = C_1 \Gamma(3/2)y^{-1/4}(1 - y)^{-1/2} P_{-i\omega/2-1/2}^0 \left(\frac{1+y}{1-y}\right)
\]

\[
= -\frac{C_1}{2i\omega y^{1/2}} \left((1 + y^{1/2})^{-i\omega} (1 - y)^{i\omega/2} - (1 + y^{1/2})^{i\omega} (1 - y)^{-i\omega/2}\right),
\]

(43)

where \(\Gamma\) denotes the gamma function and \(P_\nu^\alpha\) the associated Legendre functions.

From the last expression we find that near the horizon the radial function (40) contains ingoing and outgoing waves. Notice that we can not cancel the ingoing part of the radial function without cancel the outgoing part. Thus in four-dimensional de Sitter spacetime, for the Klein-Gordon field with these values of \(q\) and \(\mu\), the method of Ref. [12] does not work, since we can not satisfy the boundary conditions of the de Sitter QNM.

It is convenient to note that the absence of the de Sitter QNF of the Klein-Gordon field for \(q = 0\), \(\mu^2 = 2\), and \(D = 4\) is an exceptional situation, and it is caused by the fact that for these values of \(q\), \(\mu\), and \(D\) the effective potential \(V\) of the Klein-Gordon field is equal to zero. As far as we can see, only for these values of the physical parameters we expect that the de Sitter QNM do not exist.
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