Vulnerability of overlay networks under malware spreading
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Computer viruses are evolving by developing spreading mechanisms based on the use of multiple vectors of propagation. The use of the social network as an extra vector of attack to penetrate the security measures in IP networks is improving the effectiveness of malware, and have therefore been used by the most aggressive viruses, like Conficker and Stuxnet. In this work we use overlay networks to model the propagation of these kind of viruses. In particular, we study the propagation of a SIS model on overlay networks where the state of each node is layer-independent and the dynamics in each network follows either a contact process or a reactive process, with different propagation rates. We apply this study to the case of existing overlay networks, namely a Spanish scientific community of Statistical Physics, formed by a social network of scientific collaborations and a physical network of connected computers in each institution. We show that the interplay between layers increases dramatically the infectivity of viruses in the long term and their robustness against immunization.
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I. INTRODUCTION

In response to a request from the UK Ministry of Defense, Anderson and coworkers estimated the global cost of malware at US$370 millions in the 2010 year \cite{1}. In this report, they explain that some of the reasons of the inefficiency of war against cybercrime is that malware is global and have strong externalities. In this sense, during the last years computer viruses have developed complex spreading mechanisms that allow them to propagate using several mechanisms. There are noted examples, like Conficker \cite{2} or Stuxnet \cite{3}, which had an enormous impact in the Internet network and use these new methods of spreading. For these kind of viruses the propagation is easy and quick within a Local Area Network (LAN). However, effective security measures \cite{4} limit the propagation of these viruses to other LANs. To overcome this limit, these viruses also make use of other secondary vector of propagation such as the social relations between humans. Due to the complexity of the virus propagation and infection, re-infection is quite common after virus removal, so it is technically complicated to clean a whole LAN quickly enough to stop the re-infection.

Contagion and epidemic spreading have been widely studied in the scientific literature, usually considering only one network \cite{5–12} and, more recently, using several interconnected layers of networks and multiplexes \cite{13–17} and several infectious agents \cite{18, 19}. However, none of these formalisms suits the case we are dealing with, namely a single disease which spreads over a set of agents which are interconnected through several networks, each with a different propagation regime, but in which the state of each agent in every network must be the same. This scenario is quite common in disease propagation. Opinions may circulate around society, but each network of social ties (family, close friends, work-mates, followees, . . . ) affects differently our opinion depending on the contact rate and our trust. Similarly, human diseases such as flu or venereal diseases propagate with rates of infection that clearly depend on social relationships. In the case of malware spreading computers are usually connected within a local network and also through a social network of contacts that involve receiving corporate, private and spam e-mails or plugging foreign pen drives in the computers.

In this paper we develop a new formalism that applies to the study of the epidemic spreading in these kind of systems. Since there are no explicit links joining the networks and from previous literature \cite{18, 19} we call these systems \textit{overlay networks}, although other names would also suit them (see \cite{20} for a review of multilayer networks). Our case study is the propagation of a SIS epidemic model in overlay networks tied through the state of nodes. We show that the disease dynamics can be described in terms of a single contagion matrix that subsumes the contagion processes of all layers. This matrix can be used to calculate any node or link-dependent magnitude concerning the epidemic spreading such as the
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centrality of nodes or links, the community structure of the disease, etc. Finally, based on our formalism, we show the effect of some immunization strategies to slow down or control the epidemic dynamics. An important part of our analysis includes the study of actual overlay networks, a Spanish scientific community of Statistical Physics which is connected through the social network of scientific collaborations and the physical network of the university LANs, and simulate the spreading process of a SIS disease.

II. THE MODEL

Let us consider \( M \) layers of networks formed each one by \( N \) nodes. The usual adjacency matrix is replaced by a set of matrices, \( A^{(\alpha)} = \left( A^{(\alpha)}_{ij} \right) \) with \( \alpha = 1, \ldots, M \), that specifies the links between nodes in each layer \( \alpha \). Note that, in these overlay networks, the state of nodes with the same label must be the same, and the change in the state of one node in one layer changes automatically his state in all other layers (see figure 1).

In these overlay networks we will study a SIS epidemic spreading in which the contagion in every layer \( \alpha \) may propagate differently. We will assume that the epidemic spreading in each layer may follow a contact process, a reactive process or something in between [9]. To this end we define the contagion matrix \( C^{(\alpha)} = \left( C^{(\alpha)}_{ij} \right) \) in layer \( \alpha \) as

\[
C^{(\alpha)}_{ij} = \rho^{(\alpha)}_i \left( \frac{w^{(\alpha)}_{ij}}{w^{(\alpha)}_i} \right)^{\gamma^{(\alpha)}_i},
\]

where \( w^{(\alpha)}_{ij} \) is the weight of the link between node \( i \) and \( j \), \( w^{(\alpha)}_i \) is the total strength [22] of node \( i \), \( \rho^{(\alpha)}_j \) is the contagion rate of node \( i \) and \( \gamma^{(\alpha)}_i \) is the parameter that defines the contagion process for node \( i \), which varies from a reactive process for \( \gamma^{(\alpha)}_i = 0 \) to a contact process for \( \gamma^{(\alpha)}_i = 1 \).

The system is described by the vector state \( \mathbf{x} = \{x_1, \ldots, x_N\} \), with \( x_i = 0 \) when node \( i \) is susceptible and \( x_i = 1 \) when is infected. The transition rate for node \( i \) from infected to susceptible is

\[
q^{-}_i(\mathbf{x}) = \mu x_i
\]

where \( \mu \) is the recovery rate, which we assume layer-independent since the same healing mechanisms are available to all nodes (this assumption can, however, be easily relaxed). On the other hand, the transition rate from susceptible to infected is

\[
q^+_i(\mathbf{x}) = (1 - x_i) \left[ 1 - \prod_{\alpha=1}^{M} \prod_{j=1}^{N} (1 - C^{(\alpha)}_{ij} x_j) \right].
\]

In expression (3), all the possible contagions from the infected neighbors of node \( i \) in all layers have been considered. With these transition rates we can express the epidemic model as a Markov process in continuous time following the master equation

\[
\frac{\partial P(\mathbf{x},t)}{\partial t} = \sum_{i=1}^{N} \left\{ \left[ q^+_i(f_i(\mathbf{x})) + q^-_i(f_i(\mathbf{x})) \right] P(f_i(\mathbf{x}),t) - \left[ q^+_i(\mathbf{x}) + q^-_i(\mathbf{x}) \right] P(\mathbf{x},t) \right\},
\]

where \( f_i(x_1, \ldots, x_i, \ldots, x_N) = (x_1, \ldots, 1 - x_i, \ldots, x_N) \) is the flip operator of the \( i \)-th component, that changes the state of node \( i \) from susceptible to infected and vice versa.

A. Effective contagion matrix

Since the variables \( x_j \) are binary, it holds that \( \prod_{\alpha} \prod_j (1 - C^{(\alpha)}_{ij} x_j) = \prod_j \prod_{\alpha} (1 - C^{(\alpha)}_{ij}) x_j \), and therefore we can define the effective contagion matrix,

\[
\bar{C}_{ij} = 1 - \prod_{\alpha=1}^{M} (1 - C^{(\alpha)}_{ij}),
\]

hence the transition rate \( q^+_i(\mathbf{x}) \) is expressed as

\[
q^+_i(\mathbf{x}) = (1 - x_i) \left[ 1 - \prod_{j=1}^{N} (1 - \bar{C}_{ij} x_j) \right].
\]

Notice that expression (6) has no explicit layer dependence, and thus \( \bar{C} \) can be interpreted as the contagion matrix that would render the same node dynamics in a single network as the one defined in the overlay networks.

Since the dynamics on overlay networks is ruled by the effective contagion matrix (5), all the system properties must be obtained from \( \bar{C} \). For instance, its maximum eigenvalue \( \lambda_{max} \) is related to the onset of the disease [9, 11]. The left eigenvector associated to \( \lambda_{max} \), \( \mathbf{p} = (p_1, \ldots, p_N) \), approximates the expected probabilities for node \( i \) to be infected in the limit of (independent) small probability [9] and is also related to the dynamical influence of each node to the rest of the network in
the contagion process [12]. The maximum eigenvalue is bounded in every layer \( \alpha \) by the expression

\[
\lambda^{(\alpha)} \leq \frac{p^{(\alpha)} C^{(\alpha)} q^{(\alpha)}}{p^{(\alpha)} q^{(\alpha)}} \leq \frac{\sum_{\alpha} C^{(\alpha)} q}{pq} \leq \sum_{\alpha} \lambda^{(\alpha)}
\]

(7)

where \( q \) is the dual right eigenvector of \( p \) and \( \lambda^{(\alpha)} \) is the maximum eigenvalue of \( C^{(\alpha)} \) with left eigenvector \( p^{(\alpha)} \) and dual right eigenvector \( q^{(\alpha)} \).

Expression (7) renders \( \max_{\alpha} (\lambda^{(\alpha)}) \leq \lambda_{\text{max}} \leq \sum_{\alpha} \lambda^{(\alpha)} \).

These bounds impose, as expected, faster dynamics, more infectious results and lower epidemic onsets for a virus propagating in the overlay networks than in any isolated layer.

From (5), for the case of two layers the elements of the effective contagion matrix are \( \bar{C}_{ij} = C^{(1)}_{ij} + C^{(2)}_{ij} - C^{(1)}_{ij} C^{(2)}_{ij} \). Since \( 0 \leq C^{(\alpha)}_{ij} \leq 1 \), it follows that \( \max \left( C^{(1)}_{ij}, C^{(2)}_{ij} \right) \leq \bar{C}_{ij} \leq \min \left( 1, C^{(1)}_{ij} + C^{(2)}_{ij} \right) \), which can be easily extended to the general overlay networks case by induction,

\[
\max_{\alpha} \left( C^{(\alpha)}_{ij} \right) \leq \bar{C}_{ij} \leq \min \left( 1, \sum_{\alpha} C^{(\alpha)}_{ij} \right)
\]

There are two special cases that we would like to discuss in order to give some insight of the interplay of just two layers. In the case in which both networks have identical topology (i.e., the same adjacency matrix \( A \)) and layer 1 follows a reactive process with \( C^{(1)} = A \), the effective contagion matrix of the system would be \( \bar{C} = C^{(1)} = A \). This example, in which layer 2 has no influence whatsoever in the dynamics of the overlay networks, shows that the effects on the dynamics of this system are not as simple as the addition of each layer effects. The second case is the only one in which the contagion matrix of the system is the sum of the contagion matrices of each separated network: two layers in which the intersection of the sets of edges of each layer is the empty set (i.e., there are no common links in both layers), and therefore \( C^{(1)}_{ij} C^{(2)}_{ij} = 0 \) for every pair of nodes of the system.

### III. UNIVERSITY LANS AND NETWORKS OF SCIENTIFIC COLLABORATIONS

We consider the tandem formed by institutions’ LANs and scientific collaborations as a paradigmatic example of overlay networks. Usually, universities have one or more LANs, and each university connects its own LANs using IP switches or routers. The internal IP-nodes of each university are considered trusted, whereas the external IPs are considered possibly dangerous. Therefore, the connections with other universities or external LANs use secured links with firewalls as a way to implement the perimetral security controls, as well as IDS (intrusion detection system) or IPS (intrusion prevention system) to control the traffic coming to the internal LANs. With these techniques research institutions avoid most of the external attempts of malware infection.

This strategy of prevention by isolating small networks breaks down when we consider the social interactions of scholars and researchers. In particular, scientific collaborations involve a wide scope of social interactions, such as e-mails, virtual or face-to-face meetings, research visits, invited talks, or conference attendances, among others. Some of these interactions include connecting a foreign laptop to a local network (by wire or Wi-fi connections) or connecting a third party’s pen drive to a computer. For instance, some authors relate the origin of the infection of Stuxnet with one SCADA (supervisory control and data acquisition) conference, as this SCADA systems were the primary target of the infection. It was attached to pen drives that also contained software that was distributed in the conference [24].

#### A. The FisEs community

For these reasons, and since the information about collaborations and affiliations is publicly available, we have chosen the Spanish Statistical Physics (FisEs) research...
community. Eighteen periodic meetings since 1987 in a widespread of host universities have consolidated this community over the years [25]. In this investigation we have used the contributions specified in the programs of the last two meetings to build up the network of scientific collaborations. In this network (the social network, in the following) two authors are linked if they have at least one common contribution to any of the two meetings. In the network of LANs (the physical network, from now on) two authors are linked if they are affiliated to the same university and department or to the same research center. Notice that the physical network is formed by disconnected cliques.

We obtained 345 contributions from 687 authors distributed in 105 affiliations, yielding 105 disconnected cliques in the physical network, the largest containing 39 nodes. With respect to the social network, there are 73 connected components, the largest formed by 188 nodes. One of the most striking features of the coupled network is that the number of connected components reduces drastically to 8, and the largest component has 657 nodes, almost the total number of the considered nodes [26]. Notice that, by coupling two sparsely connected networks we have obtained a network that reduces in an order of magnitude the number of connected components and with a largest component which is of the order of the total number of nodes. Figure 2 shows the interconnections that the social network adds to the physical network (see caption for details). A remarkable result is that the combination of two highly disconnected networks renders an almost fully connected, highly clustered network.

Figure 3: (color online) Density of infected nodes for large $t$ of the coupled network ($\rho$) in terms of the contagion rates of the social ($\beta_1$) and the physical ($\beta_2$) network, with $\mu = 0.5$. See text for details.

B. Numerical results

Since each layer may follow a different contagion process, the time scales of $q^+_i$ and $q^-_i$ defined in (2) and (3) may vary considerably. To account for this issue we numerically simulated trajectories $x(t)$ associated to the embedded Markov chain of the continuous-time Markov process in (4) (see [23]), and averaged over 200 realizations for large $t$. All simulations start from the fully infected state to try to avoid more frequently the absorbing state of the system where all nodes are susceptible to the infection.

Figure 3 shows the density of infected nodes for large $t$ in terms of the contagion rates of the social and the physical network. We have considered that the social meeting spreading mechanism can be modeled by a contact process since the infectivity of each infected node is divided among its neighbors. In the physical layer, however, the virus is constantly attacking all node’s neighbors with the same intensity, regardless its connectivity, and therefore we have modeled this layer as a reactive process. The vulnerability of the whole system under this kind of malware becomes apparent in figure 4, where the density of infected nodes, $\rho$, vs. the density of immunized nodes, $\phi$, is shown for different values of the contagion rates $\beta_1$ and $\beta_2$ (see caption for parameter details). We have studied the effect on $\rho$ of the immunization of a fraction of nodes $\phi$ using two different strategies: by immunizing the “strongest” node (the one with higher strength $s_i = \sum_j C_{ij}$) and by protecting the one with largest left
eigenvector centrality in the largest connected component [12]. The procedure is as follows: in each step, if $\ell$ is the node with the greatest value of strength or eigenvector centrality (depending on the strategy that we are using) [27], we immunize it by making $\bar{C}_{ij} = 0$ for all $i = \ell$ or $j = \ell$; finally, we calculate $\rho$ for large $t$ and proceed with the next node.

The results for the two strategies are very similar, as can be seen in figure 4. In its main panel we compare the effect of immunization in the coupled and the uncoupled networks, choosing contagion rates such that all systems have the same density of infected nodes $\rho$ for $\phi = 0$. Notice the differences in the choice of rates $\beta_1$ and $\beta_2$ in order to achieve this condition. The inset of figure 4, where several immunization processes have been simulated for a fixed value of $\beta_2$, shows that the physical layer, with highly connectivity clusters and a reactive process, confers on the virus great spreading capacity, and the social layer enhances this robustness by adding links that let the virus spread to small institutions where otherwise the infection would have died out faster.

IV. CONCLUSIONS

We have shown that the dynamics of a SIS contagion process in overlay networks where the state of nodes must be layer-independent is equivalent to the spreading in a mono-layer which is governed by the effective contagion matrix $\bar{C}$, which allows to treat the epidemic spreading as in a single network. We can therefore study and characterize the spreading of the disease calculating, for instance, the eigenvalues of $C$, the strength of nodes or their eigenvector centrality, among others.

We chose the pair formed by the universities LANs and the scientific collaborations as a paradigmatic example of the interplay between these two layers in the propagation of recent computer viruses. The construction of these networks must be understood as a way to obtain existing overlay networks which partially resemble the spreading mechanism of viruses. This mechanism focuses on the multi-layered feature of the system in order to connect small networks that otherwise would be isolated (both in the social and the physical network). In fact, we have not included other layers that would increase the connectivity among the researchers and add more nodes to interact with, increasing the infectivity of the disease. However, as we show in the numerical results, the two layers considered in our study are enough to dramatically increase the vulnerability of the system to infections. This result is in agreement with previous works that study percolation in multi-layered networks [13] and multiplexes [21].

The overlay networks formalism developed in this investigation in which the state of each node is the same in every layer can be extended to the study of the spreading of human and animal diseases, the propagation of memes, opinions, rumors, bankruptcies and other situations where agents interact with other agents in several manners but the state of each agent is uniquely determined at every moment. A proper modeling of these systems is crucial if we want to obtain the correct answers regarding robustness, fragility, epidemic onsets and other questions that still need to be solved.
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