Identification of sustainable control and digital dimension errors in business organizations
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Abstract. In recent years, the technique of centralized control of complex production processes has moved from the stage of development and experimentation to widespread industrial implementation. Centralized control equipment is used in large, complex objects, and the control systems themselves are so complex that they cannot be calculated or reasonably selected using the methods used for conventional control and measuring equipment. The work undertaken recently in order to create various calculation methods for centralized control systems, at best, solved individual particular problems, often from different initial positions, and, apparently, there was a need for generalizing work that would give the system designers centralized control is an efficient settlement tool. Of the technical characteristics of centralized control systems, the most essential and most fully reflecting the effectiveness of their operation is accuracy, especially if this concept is broadly approached, including any deviation from the required system behavior in the error. Centralized control systems are used in various fields: to control production processes, for scientific research, including space objects, for testing and researching technical structures, for monitoring the health of complex equipment. These applications have a number of similarities and, however, differ in the number of requirements put forward by individual applications. When writing the article, the main attention was paid to centralized control systems for continuous production processes, which, in contrast to a number of testing and research systems, are characterized by the duration of action, since the production processes themselves in most cases run continuously for many hours, days or even months.

1 Introduction

Before proceeding to the calculation of errors in the performance of certain operations of centralized control over data processing, as well as to the accuracy characteristics of systems, a number of questions should be clarified: the accuracy of which particular basic transformations should be evaluated; how can the accuracy of the centralized control system as a whole be characterized; what requirements should be placed on the assessment of accuracy (how to accurately estimate the error) [1].
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The purpose of those signal transformations that are carried out by the nodes of the centralized control system can be either measurement - an assessment of a certain investigated physical quantity in the units with which it is customary to characterize, or control - making a judgment about which of several of our pre-selected areas the controlled value belongs to. Taking into account that the measurement result is expressed in digital form, these operations differ only in the form of interpretation of the result, but precisely because of this difference, a different approach to assessing their accuracy is required [2]. On the other hand, the commonality that exists between digital measurement and control makes it possible, under certain conditions, to go from measurement error to control error and back.

The random nature of a number of error components, and in many cases also of controlled processes, makes a probabilistic approach to the assessment of measurement and control advisable [3]. When analyzing the relationship between the probabilistic characteristics of measurement and control errors and the economic indicators of the efficiency of the systems, recommendations are developed for the use in different cases of different probabilistic characteristics of errors to assess the accuracy of measurement and control operations [4]. When considering a stochastic approach to assessing centralized control systems, a reasonable accuracy of estimating measurement and control errors is characterized [5]. It also formulates the rules of addition or accumulation of errors introduced into the overall result at individual stages of signal conversion.

The operations of digital measurement and control of analog signals have the same physical nature and differ only in the interpretation and assessment of the results obtained [6]. In both operations, the analog signal is converted while maintaining its analog representation, and then, by comparison with some reference signals (comparison level), it is mapped to a finite number of intervals [7]. In digital measurement, a certain number of units of the measured value is assigned to each interval, while in control, they are limited to the designation of the interval by means of one or another symbol.

The physical quantity u to be measured or monitored passes through an analog processing device (hereinafter referred to as AAD). The signal x at the output of the UAO is subjected to analog-to-digital conversion; an analog-to-digital converter (hereinafter referred to as ADC) produces a digital signal z, which, having passed through a digital processing device (hereinafter referred to as an ADC), is converted into a digital signal y. Note that the digital signal z and y can be converted back to an analog signal; such a conversion is sometimes performed in automated control systems, but in automatic measurement and control systems it is disadvantageous and therefore usually not applied. Therefore, the typical circuit we are analyzing first converts the analog signal, then digitizes it, and finally processes the digital signal [8]. In a significant part of devices, there is no digital processing link (hereinafter referred to as UPC), so that the result of digital measurement or control is the direct result of analog-to-digital conversion.

The purpose of the analog processing performed by the AAD device is to convert the input quantity u into a quantity x suitable for performing analog-to-digital conversion on it. Usually, they strive to obtain a linear dependence of x on u, but this is not of fundamental importance, since the linearization of the measurement can also be carried out in the process of analog-to-digital conversion, and for control it is not required at all.

2 Problem Statement

Systematization of errors as a process of transformation. Let us first consider the essence of analog-to-digital conversion on the assumption that it is performed by the ADC converter without any error. The transformation consists in the fact that any value of the transformed quantity x refers by the transformer to one of the intervals $Q_i$, $i=1,\ldots, n$, so that the converter issues from its output the digital code of the i-th interval. This digital code can be considered
as the result of a control operation performed on the value of x, and by virtue of the assumption that the analog-to-digital conversion is error-free, the error probability in this case is zero.

Analog-to-digital conversion is performed by comparing the converted value x with a number of levels \( S_1, \ldots, S_j \), and from the totality of the results of these comparisons it logically follows that the value x belongs to a certain interval \( Q_i \), the boundaries of which are certain combinations of comparison levels \( S_j \).

In contrast to the control operation, the digital measurement operation is always accompanied by a methodical error. When the measured value is referred by the analog-to-digital converter to the interval \( Q_k \), then it is assigned the value \( y = x_k \), usually equal to the value that the converted value takes in the middle of the interval \( Q_k \). Analog-to-digital conversion using the signal at the output of the converter as discrete analog is a non-linear functional conversion. This transformation is commonly referred to as level quantization. Level quantization error \( \eta \) functionally depends on the value of the quantized quantity x and can be written as a sum over all intervals of digital transformation, where through \( \Pi_0(t) \) we denote the function of a single "window" described by the formula:

\[
\Pi_0(t) = \begin{cases} 
0, & t < \frac{1}{2}, \ t > \frac{1}{2} \\
1, & -\frac{1}{2} < t < \frac{1}{2}.
\end{cases}
\]

\[
\eta = \sum_k x_k \Pi_0 \left( \frac{x-x_k}{Q_k} \right) - x = \sum_k (x_k - x) \Pi \left( \frac{x-x_k}{Q_k} \right).
\]

Ratio could be directly used to calculate the digital measurement error if there were no hardware errors in the UAO and ADC converters, or the methodical conversion error in the UAO device. However, such errors do exist.

3 Research Questions

As noted earlier, one of the main functions of centralized control equipment is measurement. The issues of measurement accuracy have been developed for more than one century, and at present the section on accuracy - a very important section of the science of measurement - metrology - has been deeply and carefully developed. Of course, a number of metrology provisions apply to the accuracy of centralized process control; however, the essential features of centralized control force to develop a new approach to assessing its accuracy. At the same time, it should be noted that when assessing the measurement accuracy, one can partially use the methods and results of the theory of automatic control. First of all, it should be pointed out that traditional metrology considers the measurement of a physical quantity, about which it is assumed that it remains constant for a certain period of time, at least until the end of a series of measurements, with the help of which the results of previous measurements are refined. Classical metrology did not deal with time-varying processes; Only in recent years, works on the accuracy of measuring processes in time began to appear [9]. Thus, the main question that is raised in the study is how to evaluate errors and control of measurement in business organizations.

4 Purpose of the Study

The article discusses the calculation of the accuracy characteristics of centralized control systems, and also considers the application of the probabilistic approach to the calculation of accuracy. Therefore, the article is recommended not only for engineers who work in the field
of automation and instrumentation, but also for economists who can apply this knowledge in the work of business organizations.

5 Research Methods

Let us consider the steady state in which there is no dynamic error of the UAO converter. Then the difference between the comparison level $S_j$, expressed in units of measurement of the input quantity $u$, and the actual value $u$ at the moment when the ADC comparison unit gives a signal about their equality, $\varphi = S_j - u$ will be called the reduced comparison error. This error is the sum of the conversion error $u$ to $x$ in comparison with the result obtained from the calculated functional dependence and the calibration error of the comparison levels $S_i$ (taking into account the error of the comparison scheme). In other words, under $\varphi$ means the hardware error of the UAO converter and the comparison device of the analog-to-digital converter of the ADC, reduced directly to the comparison device, to which, possibly, the methodical error of the functional conversion (if it is performed in the UAO) is added. Let us now turn to finding the probabilistic characteristics of control errors and digital measurements. Considering first Figure 1, which does not contain a digital processing device ($y = z$), and then extend the results to the complete circuit.

As stated earlier, to fully characterize random control error is to determine the probabilities $p_{ik}$, the quantity $u$, which is actually contained in the region $Q_k$, will be referred to the area $Q_i$. The technique of controlling the vector quantity $u$ is reduced to comparing one scalar quantity with the threshold levels $S_j, j=1, \ldots, n-1$, or $n-1$ scalar with one threshold. In the general case, control can be reduced to comparison $n-1$ scalar $f_k(u), k=1, \ldots, n-1$ with a zero threshold. Considering this circumstance, in the future, estimating the probability of a control error, we will confine ourselves to simply considering the scalar controlled quantity $u$.

Let, on the basis of the design characteristics of the UAO and ADC devices or from their experimental study, we know the conditional distribution density $\omega_\varphi(\varphi|u)$ reduced comparison error $\varphi$ depending on the value taken by the input quantity $u$. Then we can find the conditional probability of assigning the quantity $u$ to the interval $Q_i$. From the fact that $u$ belongs to the interval $Q_i$ given that $a_{i-1} < u + \varphi \leq a_i$,

$$a_{i-1} - u < \varphi \leq a_i - u,$$

(3)

1. Where $a_{i-1}$ and $a_i$ - respectively, the lower and upper boundaries of the interval $Q_i$,

follows,

$$p_i(u) = \int_{a_{i-1}}^{a_i} \omega_\varphi(x - u|u)dx.$$  

(4)

Conditional probability $p_i(u)$ takes into account the random nature of the given comparison error alone $\varphi$. If we consider the controlled variable $U$ as random as well, then we can find the probability $p_{ik}$ control errors $\varepsilon_{ik}$ as:

$$p_{ik} = \int_{a_{ik}}^{a_{ik}} p_i(u) \omega_u(u)du,$$  

(5)

Where $\omega_u(u)$ – probability distribution density of the controlled quantity $U$.

Let's deal with the measurement error further $E$, for which you need to find the distribution density conditional $\omega_u(E|u)$ and unconditional $\omega_u(E)$. Reference condition $x_i$ expressed by inequality $a_{i-1} - u < \varphi \leq a_i - u$, whence we have for the conditional distribution of the error $E$
\[ \omega_{u}(\varepsilon|u) = \sum_{i} p_{i}(u) \delta(\varepsilon + u - x_{i}). \] (6)

Integrating (5) over \( u \) in infinite limits, taking into account the distribution density \( \omega_{u}(u) \), we obtain the unconditional distribution density of the digital measurement error \( \omega_{u}(\varepsilon) = \int_{-\infty}^{\infty} \omega_{u}(\varepsilon|u) \omega_{u}(u) \, du \), t. e.

\[ \omega_{u}(\varepsilon|u) = \sum_{i} p_{i}(x_{i} - \varepsilon) \omega_{u}(x_{i} - \varepsilon). \] (7)

6 Findings

From a comparison of expressions (3) and (5) for the conditional error of control and digital measurement and (4) and (6) for the unconditional, it follows that if the conditional probability of the control error \( p_{\perp}(i)(u) \) is specified, then the discrete the conditional distribution density of the error and digital measurement \( \omega(\varepsilon|u) \) (if the nominal values \( x_{i} \) assigned to the quantization intervals are specified), and vice versa, setting the conditional distribution of the digital measurement error is equivalent to setting the conditional probabilities of control errors. However, there is no unambiguous relationship between the unconditional probability of control errors \( p_{\perp}(i) \) and the unconditional distribution density of the digital measurement error \( \omega_{u}(\varepsilon) \). For an exhaustive judgment about the probabilistic characteristics of a control error or digital measurement, it is enough to have the conditional distribution of the reduced comparison error and the distribution of the converted value [10].

Let us now consider a circuit that also contains a digital processing device UPC (Figure 1). Let the conditional error probability of converting an input analog signal \( u \) into a digital signal \( z \) be characterized by a square matrix \( [p_{ij}] \), and the error probability of digital processing, converting digital signal \( z \) into digital signal \( y \), is a square matrix \( [p_{ij}] \). Then the probability matrix of the control error \( [p_{ik}] \) for the circuit as a whole is found by matrix multiplication

\[ \|p_{ik}\| = \|p_{ij}\| \|p_{jk}\|, \] (8)

those. each element of the matrix

\[ p_{ik} = \sum_{j} p_{ij} p_{jk}. \]

Conditional probability of assigning a quantity \( u \in Q_{i} \) in this case is expressed as

\[ p_{i}(u) = \sum_{j} p_{ij} p_{j}. \] (9)

For digital measurement with digital processing we have:

\[ \omega_{u}(\varepsilon|u) = \sum_{i} \sum_{j} p_{ij} p_{i}(u) \delta(\varepsilon + u - x_{i}); \] (10)

\[ \omega_{u}(\varepsilon) = \sum_{i} \sum_{j} p_{ij} p_{i}(x_{i} - \varepsilon) \omega_{u}(x_{i} - \varepsilon). \] (11)

The general formulas obtained here form the basis, which we will use in the future in order to derive the probabilistic characteristics of errors of the main transformations and operations used in centralized control systems [11].

7 Conclusion

When analyzing the accuracy of operational control, an important role is also played by the fundamental features of the centralized control equipment itself [12]. In the centralized
control equipment, as a rule, digital conversion and digital presentation of measurement results are provided; this means that the operation of obtaining a number expressing the measurement result is automated, as a result of which, on the one hand, subjective human errors are eliminated, and on the other hand, the possibility of introducing amendments into the result that are not provided for in advance by the design or program of the device is excluded [13]. Formally, the result of measurement by which we judge its accuracy, in centralized control systems, should be considered the result produced by the equipment in digital form, and not the same result with a correction made by a person, even if he knows the necessary correction [14]. Note that due to the large number of controlled quantities, there is no possibility to make the necessary amendment, not only formally, but usually also in essence.

Another feature of the analysis of the accuracy of centralized control is determined by the principle of running around, on which the equipment is built. Repeated use of the same devices and their units for homogeneous processing of a large number of signals makes it difficult to introduce the necessary automatic correction. In addition, the round-trip introduces an additional error that must be taken into account along with dynamic errors of a different origin. In sweeping systems, the current result of a control or measurement operation usually has to be considered the last result, which changes abruptly only after a new operation is performed in the next sweep cycle.

The characteristics that need to be obtained as a result of measurement or control operations do not exist for one point in time, but in principle can be determined only over a certain period of time. Such characteristics are, in particular, the integral of the process time over a certain time interval and the average value of the value in the interval, as well as complex indicators that are a function of several processes and related to certain time intervals.

The aim of the article is to calculate the accuracy of centralized control systems. The accuracy of systems as a whole can be investigated not only by calculation, but also experimentally, and in this regard, with the conditions of use and a large number of controlled quantities, there are difficulties. In addition, experimental research is only possible for already developed, manufactured and operating systems. Even already manufactured systems, due to their complexity, are much more convenient to investigate in parts. The study of individual blocks also has certain advantages on existing systems, since during operation it is necessary to replace blocks, and, of course, it is important to be able to estimate the result of such a replacement in advance, instead of carrying out a cumbersome experimental study again after replacement.

Regarding the characteristics of random errors, which are determined experimentally, in the presentation it is assumed almost everywhere that such characteristics have already been found, and questions related to obtaining probabilistic characteristics from the experimental data are not subject to consideration.
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