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Abstract

Continual learning in the real world must overcome many challenges, among which noisy labels are a common and inevitable issue. In this work, we present a replay-based continual learning framework that simultaneously addresses both catastrophic forgetting and noisy labels for the first time. Our solution is based on two observations; (i) forgetting can be mitigated even with noisy labels via self-supervised learning, and (ii) the purity of the replay buffer is crucial. Building on this regard, we propose two key components of our method: (i) a self-supervised replay technique named Self-Replay which can circumvent erroneous training signals arising from noisy labeled data, and (ii) the Self-Centered filter that maintains a purified replay buffer via centrality-based stochastic graph ensembles. The empirical results on MNIST, CIFAR-10, CIFAR-100, and WebVision with real-world noise demonstrate that our framework can maintain a highly pure replay buffer amidst noisy streamed data while greatly outperforming the combinations of the state-of-the-art continual learning and noisy label learning methods. The source code is available at http://vision.snu.ac.kr/projects/SPR

1. Introduction

The most natural form of input for an intelligent agent occurs sequentially. Hence, the ability to continually learn from sequential data has gained much attention in recent machine learning research. This problem is often coined as continual learning, for which three representative approaches have been proposed [60, 70, 20] including replay [53, 29, 69, 77, 74, 45], regularization [39, 97, 3], and expansion techniques [75, 94].

At the same time, learning from data riddled with noisy labels is an inevitable scenario that an intelligent agent must overcome. There have been multiple lines of work to learn amidst noisy labels such as loss regularization [89, 102, 31], data re-weighting [72, 76], label cleaning [67, 43, 64], and training procedures [90, 36].

In this work, we aim to jointly tackle the problems of continual learning and noisy label classification, which to the best of our knowledge have not been studied in prior work. Noisy labels and continual learning are inevitable for real-world machine learning, as data comes in a stream possibly polluted with label inconsistency. Hence, the two are bound to intersect; we believe exploring this intersection may glean evidence for promising research directions and hopefully shed light on the development of sustainable real-world machine learning algorithms.

We take on the replay-based approach to tackle continual learning since it has often shown superior results in terms of performance and memory efficiency even with simplicity. Yet, we discover that replaying a noisy buffer intensifies the forgetting process due to the fallacious mapping of previously attained knowledge. Moreover, existing noisy label learning approaches show great limitations when coping within the online task-free setting [2, 68, 44, 37]. In their original forms, they assume that the whole dataset is given to purify the noise and thus are hampered by a small amount of data stored only in the replay buffer to either regularize, re-weight, or decide on its validity.

We begin by backtracking the root of the problem; if we naively store a sampled set of the noisy input stream into the replay buffer, it becomes riddled with noise, worsening the amount of forgetting. Thus, we discover the key to success is maintaining a pure replay buffer, which is the major motive of our novel framework named Self-Purified Replay (SPR). At the heart of our framework is self-supervised learning [16, 12, 30, 24], which allows to circumvent the erroneous training signals arising from the incorrect pairs of data and labels. Within the framework, we present our novel Self-Replay and Self-Centered filter that collectively cleanse noisy labeled data and continually learn from them. The
Self-Replay mitigates the noise intensified catastrophic forgetting, and the Self-Centered filter achieves a highly clean replay buffer even when restricted to a small portion of data at a time.

We outline the contributions of this work as follows.

1. To the best of our knowledge, this is the first work to tackle noisy labeled continual learning. We discover noisy labels exacerbate catastrophic forgetting, and it is critical to filter out such noise from the input data stream before storing them in the replay buffer.

2. We introduce a novel replay-based framework named Self-Purified Replay (SPR), for noisy labeled continual learning. SPR can not only maintain a clean replay buffer but also effectively mitigate catastrophic forgetting with a fixed parameter size.

3. We evaluate our approach on three synthetic noise benchmarks of MNIST [42], CIFAR-10 [41], CIFAR-100 [41] and one real noise dataset of WebVision [50]. Empirical results validate that SPR significantly outperforms many combinations of the state-of-the-art continual learning and noisy label learning methods.

2. Problem Statement

2.1. Noisy Labeled Continual Learning

We consider the problem of online task-free continual learning for classification where a sample \( \{x_t, y_t\} \) enters at each time step \( t \) in a non i.i.d manner without task labels. While previous works [69, 68, 44] assume \( \{x_t, y_t\} \) are correct (clean) samples, we allow the chance that a large portion of the data is falsely labeled.

2.2. Motivation: Noise induced Amnesia

We discover that if the data stream has noisy labels, it traumatically damages the continual learning model, analogous to retrograde amnesia [80], the inability to recall experience of the past. We perform some preliminary experiments on a sequential version of symmetric noisy MNIST and CIFAR-10 [56, 89] using experience replay with the conventional reservoir sampling technique [73, 100].

The empirical results in Figure 1 show that when trained with noisy labels, the model becomes much more prone to catastrophic forgetting [20, 60, 83, 70]. As the noise level increases from 0% to 60%, sharp decreases in accuracy are seen. Surprisingly, the dotted red circle in Figure 1(b) shows that in CIFAR-10 a fatally hastened forgetting occurs no matter the amount of noise.

We speculate that a critical issue that hinders the continual model is the corrupted replay buffer. An ideal replay buffer should shield the model from noisy labels altogether by being vigilant of all the incoming data for the maintenance of a clean buffer.

Figure 1. A noisy labeled continual learning on the symmetric noisy in (a) MNIST [42] and (b) CIFAR-10 [41] when using experience replay with the conventional reservoir sampling [100, 73]. At the end of each task, the accuracy of the first task (\( T_1 \)) is plotted. It shows that the noisy labels accelerate catastrophic forgetting. Notably, the dotted red circle in (b) indicates the significantly hastened forgetting process.

3. Approach to Noisy Labeled Continual Learning

We design an approach to continual learning with noisy labels by realizing the two interrelated subgoals as follows.

G1. Reduce forgetting even with noisy labels: The approach needs to mitigate catastrophic forgetting amidst learning from noisy labeled data.

G2. Filter clean data: The method should learn representations such that it identifies the noise as anomalies. Moreover, it should enable this from a small amount of data since we do not have access to the entire dataset in online continual learning.

Figure 2 overviews the proposed framework consisting of two buffers and two networks. The delayed buffer \( D \) temporarily stocks the incoming data stream, and the purified buffer \( P \) maintains the cleansed data. The base network addresses G1 via self-supervised replay (Self-Replay) training (Section 3.1). The expert network is a key component of Self-Centered filter that tackles G2 by obtaining confidently clean samples via centrality (Section 3.2). Both networks have the same architecture (e.g., ResNet-18) with separate parameters.

Algorithm 1 outlines the training and filtering procedure. Whenever the delayed buffer \( D \) is full, The Self-Centered filter powered by the expert network filters the clean samples from \( D \) to the purified buffer \( P \). Then, the base network is trained via the self-supervision loss with the samples in \( D \cup P \). The detail will be discussed in Section 3.1–3.2.

At any stage of learning, we can perform downstream tasks (i.e., classification) by duplicating the base network into the inference network, adding a final softmax layer, and
finetuning it using the samples in \( P \). Algorithm 2 outlines this inference phase.

### 3.1. Self-Replay

Learning with noisy labeled data \([67, 5, 57, 28]\) results in erroneous backpropagating signals when falsely paired \( x \) and \( y \) exist in the training set. Hence, we circumvent this error via learning only from \( y \) using contrastive self-supervised learning techniques \([7, 12, 30, 24]\). That is, the framework first focuses on learning general representations via self-supervised learning from \( \mathbf{x} \) and \( \mathbf{y} \). Subsequently, the downstream task (i.e., supervised classification) finetunes the representation using only the samples in the purified buffer \( P \). Building on this concept in terms of continual learning leads to Self-Replay, which mitigates forgetting while learning general representations via self-supervised replay of the samples in the delayed and purified buffer \( (D \cup P) \).

Specifically, we add a projection head \( g(\cdot) \) (i.e., a one-layer MLP) on top of the average pooling layer of the base network, and train it using the normalized temperature-scaled cross-entropy loss \([12]\). For a minibatch from \( D \) and \( P \) with a batch size of \( B_D, B_p \in \mathbb{N} \) respectively, we apply random image transformations (e.g., cropping, color jitter, horizontal flip) to create two correlated views of each sample, referred to as positives. Then, the loss is optimized to attract the features of the positives closer to each other while repelling them from the other samples in the batch, referred to as negatives. The updated objective becomes

\[
L_{self} = -\sum_{i=1}^{2(B_d+B_p)} \log \frac{e^{u_i^T u_j/\tau}}{\sum_{k=1}^{2(B_d+B_p)} e^{u_i^T u_k/\tau}}. \tag{1}
\]

We denote \((x_i, x_j)\) as the positives and \((x_i, x_k)\) as the negatives. \( u_i = \frac{g(x_i)}{\|g(x_i)\|_2} \) is the \( \ell_2 \) normalized feature, and \( \tau > 0 \) is the temperature. Every time when the delayed buffer is full, we train the base network with this loss.

**Empirical supports.** Figure 3 shows some empirical results about the validity of Self-Replay for noisy labeled continual learning.

- Figure 3(a) shows a quantitative examination on downstream classification tasks. It indicates that self-supervised learning leads to a better representation, and eventually outperforms the supervised one by noticeable margins.
- Figure 3(b) exemplifies the superiority of Self-Replay in continual learning. We contrast the performances of continually trained Self-Replay (as proposed) against intermittently trained Self-Replay, which trains offline with only the samples in the purified buffer at the end of each task. The colored areas in Figure 3(b) indicate how much the continually learned representations alleviate the forgetting and benefit the knowledge transfers among the past and future tasks.
Empirical support for Self-Replay

Figure 3. Empirical support for Self-Replay with ResNet18 as the base network on CIFAR-10. (a) Comparison of overall accuracy of the finetuned downstream classification between self-supervised and supervised representations trained on various noise rates. The self-supervised indicates that the base network trained using only x as proposed, while the supervised means training with possibly noisy (x, y) pairs. (b) The benefits of continual Self-Replay over the intermittent Self-Replay by comparing the test set accuracy of finetuned models. The intermittent Self-Replay means training only with contents of the purified buffer up to and including the current task.

3.2. Self-Centered Filter

The goal of the Self-Centered filter is to obtain confidently clean samples; specifically, it assigns the probability of being clean to all the samples in the delayed buffer.

Expert Network. The expert network is prepared to featurize the samples in the delayed buffer. These features are used to compute the centrality of the samples, which is the yardstick of selecting clean samples. Inspired by the success of self-supervised learning good representations in Self-Replay, the expert network is also trained with the self-supervision loss in Eq. 12 with only difference that we use the samples in D only (instead of \( D \cup P \) for the base network).

Centrality. At the core of the Self-Centered filter lies centrality [62], which is rooted in graph theory to identify the most influential vertices within a graph. We use a variant of the eigenvector centrality [6], which is grounded on the concept that a link to a highly influential vertex contributes to centrality more than a link to a lesser influential vertex.

First, weighted undirected graphs \( G := (V, E) \) are constructed per unique class label in the delayed buffer. We assume that the clean samples form the largest clusters in the graph of each class. Each vertex \( v \in V \) is a sample of the class, and the edge \( e \in E \) is weighted by the cosine similarity between the features from the expert network. For the adjacency matrix \( A = (a_{v,u})_{|V| \times |V|} \). Then the eigenvector centrality is formulated as

\[
c_v = \frac{1}{\lambda} \sum_{u \in N(v)} c_u = \frac{1}{\lambda} \sum_{u \in V} a_{v,u} c_u,
\]

where \( N(v) \) is the neighboring set of \( v \), \( \lambda \) is a constant and \( a_{v,u} \) is the truncated similarity value within \((0, 1]\). Eq. 2 can be rewritten in vector notation as \( Ac = \lambda c \), where \( c \) is a vectorized centrality over \( V \). The principal eigenvector \( c \) can be computed by the power method [87], and it corresponds to the eigenvector centrality for the vertices in \( V \).

Beta Mixture Models. The centrality quantifies which samples are the most influential (or the cleanest) within the data of identical class labels. However, the identically labeled data contains both clean and noisy labeled samples, in which the noisy ones may deceptively manipulate the centrality score, leading to an indistinct division of the clean and noisy samples’ centrality scores. Hence, we compute the probability of cleanliness per sample via fitting a Beta mixture model (BMM) [33] to the centrality scores as

\[
p(c) = \sum_{z=1}^{Z} \pi_z p(c | z),
\]

where \( c > 0 \) is the centrality score, \( \pi_z \) is the mixing coefficients, and \( Z \in \mathbb{N} \) is the number of components. Beta distribution for \( p(c | z) \) is a suitable choice due to the skewed nature of the centrality scores. We set \( Z = 2 \), indicating the clean and noisy components, and it is empirically the best in terms of accuracy and computation cost. We use the EM algorithm [15] to fit the BMM through which we obtain the posterior probability

\[
p(z | c) = \frac{\pi_z p(c | \alpha_z, \beta_z)}{\sum_{j=1}^{Z} \pi_j p(c | \alpha_j, \beta_j)},
\]

where \( \alpha_z, \beta_z > 0 \) are the latent distribution parameters. Please refer to the appendix for details of computing \( p(z | c) \).

Among the \( Z = 2 \) components, we can easily identify the clean component as the one that has the higher c scores (i.e., a larger cluster). Then, the clean posterior \( p(z = \text{clean} | c) \) defines the probability that centrality \( c \) belongs to the clean component, which is used as the probability to enter and exit the purified buffer, \( P \). After the selected samples enters our full purified buffer, the examples with the lowest \( p(z = \text{clean} | c) \) are sampled out accordingly.

3.2.1 Stochastic Ensemble

Since our goal is to obtain the most clean samples as possible, we want to further sort out the possibly noisy samples. We achieve this by introducing a stochastic ensemble of BMMs, enabling a more noise robust posterior than the
non-stochastic posterior \( p(z = \text{clean}|c) \) in the previous section.

First, we prepare for stochastic ensembling by sampling multiple binary adjacency matrices \( \{ A \} \) from a Bernoulli distribution over \( A \). For each class \( l \), we impose a conditional Bernoulli distribution over \( A \) as

\[
p(A|D_l) = \prod_{d_i, d_j \in D_l} \text{Bern} \left( A_{ij} | \text{ReLU} \left( \frac{d_i \cdot d_j}{||d_i|| ||d_j||} \right) \right), \tag{5}
\]

where \( D_l \) is the set of penultimate feature of class \( l \) from the expert network. We find that it is empirically helpful to truncate the dissimilar values to 0 (ReLU) and use the cosine similarity value as the probability. We replace the zeros in \( A \) with a small positive value to satisfy the requirement of Perron-Frobenius theorem\(^1\). Then, our reformulated robust posterior probability is

\[
p(z|D_l) \propto \int_A p(z|\text{cent}(A)) dp(A|D_l), \tag{6}
\]

where \( \text{cent}(\cdot) \) is the centrality scores from Eq. 2, and \( p(z|\text{cent}(A)) \) can be obtained in the same manner as the non-stochastic posterior in the previous section. We approximate the integral using Monte Carlo sampling for which we use \( E_{\text{max}} \) as the sample size. Essentially, we fit the mixture models on different stochastic graphs to probabilistically carve out more confidently noisy samples by retaining the strong and dense connections while severing weak or uncommon connections. This is conceptually illustrated in Figure 7.

\(^1\)Perron-Frobenius theorem states when \( A \) has positive entries, it has a unique largest real eigenvalue, whose corresponding eigenvector have strictly positive components.

**Empirical Supports.** Figure 5 shows some empirical evidence where the stochastic ensemble addresses the two issues to achieve a noise robust posterior \( p(z|D_l) \).

- First, a small portion of noisy samples are falsely confident and are consequently assigned a high centrality score. Stochastic ensembling is able to suppress these noisy samples, as indicated in Figure 5, where the mode of \( p(c|z = \text{noisy}) \cdot p(z = \text{noisy}) \) (red curve) is shifted to the left by a noticeable margin.

- Second, there are some cases where \( p(c|z = \text{noisy}) \cdot p(z = \text{noisy}) \) drops below the \( p(c|z = \text{clean}) \cdot p(z = \text{clean}) \) leading to a high \( p(z = \text{clean}|c) \) for the noisy instances, indicated with red circles in Figure 5. The stochastic ensemble of differing \( A \)s can mitigate such problematic cases to drown out the unexpected noise.

### 4. Related Works

#### 4.1. Continual Learning

There have been three main branches to train a model from continual data streams: regularization [52, 19, 39, 3], expansion [75, 94, 44], and replay [53, 9, 10, 73, 34]. Replay-based approaches maintain a fixed-sized memory to rehearse back to the model to mitigate forgetting. Several works [53, 9, 10] reserve the space for data samples of previous tasks, while others [77] uses a generative model. Some works [73, 34] combine rehearsal with meta-
learning to find the balance between transfer and interference. We defer more comprehensive survey including all three branches of continual learning to the appendix.

**Online Sequential Learning.** In the online sequential learning scenario, a model can only observe the training samples once. Hence, many works propose methods for maintaining the buffer [29, 69, 37] or selecting the samples to be rehearsed [2]. Recently, [82] adopts graphs to represent relational structures between samples, and [25] employs the meta-loss for learning per-parameter learning rates along with model parameters.

Akin to our work, Gdumb [68] and MBPA++ [14] also train the model at inference time. However, greedily selecting samples to be reserved inevitably leads to degradation from noisy labeled data. Furthermore, discarding the samples that cannot enter the buffer as done in Gdumb may lead to information loss since it only relies on the buffer as its source of training.

**4.2. Noisy Labels**

Learning with noisy labeled data has long been studied [98, 5, 57, 35]. Several works design the noise corrected losses [91, 28, 47, 4, 89] so that the loss minimization of the whole data becomes similar to that of clean samples. Other works propose to use a noise transition matrix to correct the loss [66, 23, 31, 102]. There have been approaches that aim to suppress the contribution of noisy samples by re-weighting the loss [88, 72]. Techniques that repair labels [40, 85, 51, 79, 27, 59] or directly learn them [81, 93] are also viable options for learning from noisy labeled data. Recently, filtering methods based on training dynamics [32, 67, 61] have gained much popularity, based on the observation that models tend to learn clean data first and memorize the noisy labeled data later. Small loss sample selection [36, 76, 46] techniques by co-teaching [90, 21, 26, 95, 58, 11] identify noisy samples with multiple models in the same vein. Some works use graphs for offline learning from a large-scale noisy dataset [101, 99]. On the other hand, we use a small dataset in the delayed buffer from an online data stream without ground-truth labels; instead we adopt self-supervision to obtain features for the Self-Centered filter.

None of the works mentioned above address continual learning from noisy labeled data streams. Although [59, 48] also use self-supervised learning with noisy labeled data, they focus on the loss or prediction from the model for selecting suspicious samples. In the experiments on Table 6, we will show that training dynamics-based filtering techniques are not viable in noisy labeled continual learning. On the other hand, we provide the algorithm that identifies the clean samples while learning from a purified buffer in an online manner.

**4.3. Self-supervised learning**

Self-supervised learning is currently receiving an enormous amount of attention in machine learning research. The pretext task that trains a model by predicting hidden information within the data includes patch orderings [17, 63], image inpainting [65], colorization [92], and rotations [22, 13], to name a few. There also have been works that utilize the contrastive loss [12, 30, 49]; especially, SimCLR [12] proposes a simplified contrastive learning method, which enables representation learning by pulling the randomly transformed samples from the same image closer while pushing ones apart from other images within the batch. Recently, this instance-wise contrastive learning is extended to prototypical contrastive learning [49] to encode the semantic structures within the data.

**5. Experiments**

In our evaluation, we compare SPR with other state-of-the-art models in the online task-free continual learning scenario with label noise. We test on three benchmark datasets of MNIST [42], CIFAR-10 [41] and CIFAR-100 [41] with symmetric and asymmetric random noise, and one large-scale dataset of WebVision [50] with real-world noise on the Web. We also empirically analyze Self-Replay and the Self-Centered filter from many aspects.

**5.1. Experimental Design**

We explicitly ground our experiment setting based on the recent suggestions for robust evaluation in continual learning [1, 18, 84] as follows. (i) Cross-task resemblance: Consecutive tasks in MNIST [42], CIFAR-10 [41], CIFAR-100 [41], WebVision [50] are partly correlated to contain neighboring domain concepts. (ii) Shared output heads: A single output vector is used for all tasks. (iii) No test-time task labels: Our approach does not require explicit task labels during both training and test phase, often coined as task-free continual learning in [69, 44, 37]. (iv) More than two tasks: MNIST [42], CIFAR-10 [41], CIFAR-100 [41] and WebVision [50] contain five, five, twenty, and seven tasks, respectively.

We create a synthetic noisy labeled dataset from MNIST and CIFAR-10 using two methods. First, the symmetric label noise assigns {20%, 40%, 60%} samples of the dataset to other labels within the dataset by a uniform probability. We then create five tasks by selecting random class pairs without replacement. Second, the asymmetric label noise attempts to mimic the real-world label noise by assigning other similar class labels (e.g., 5 ↔ 6, cat ↔ dog). We use the similar classes chosen in [66] to contaminate {20%, 40%} samples of the dataset with similar class pairs. Each task consists of the samples from each corrupted class pair. CIFAR-100 has 20 tasks where the random symmetric set-
| noise rate (%) | MNIST | | CIFAR-10 | | WebVision | |
|----------------|-------|---|--------|---|-------|---|
|                | symmetric | asymmetric | symmetric | asymmetric | real noise | unknown | |
|                | 20 | 40 | 60 | 20 | 40 | 60 | 20 | 40 | 60 | 20 | 40 | |
| Multitask 0% noise [8] | 98.6 | | 93.4 | 81.1 | 65.6 | 46.7 | 30.0 | 77.0 | 68.7 | - | 55.5 | |
| Multitask [8] | 94.5 | 90.5 | 79.8 | 93.4 | 81.1 | 77.0 | 68.7 | 11.9 | | |
| Fine-tune | 19.3 | 19.0 | 18.7 | 18.5 | 18.1 | 17.0 | 15.3 | 12.4 | | |
| EWC [39] | 19.2 | 19.2 | 19.0 | 19.4 | 17.9 | 15.7 | 13.9 | 11.0 | | |
| CSS [86] | 58.6 | 41.8 | 27.2 | 72.3 | 64.2 | | | | |
| CSS + L2R [72] | 80.6 | 72.9 | 60.3 | 83.8 | 77.5 | | | | |
| CSS + Pencil [93] | 67.4 | 46.0 | 23.6 | 72.4 | 66.6 | | | | |
| CSS + SL [89] | 69.0 | 54.0 | 30.9 | 72.4 | 64.7 | | | | |
| CSS + JoCoR [90] | 58.9 | 42.1 | 30.2 | 73.0 | 63.2 | | | | |
| PRS [37] | 55.5 | 40.2 | 28.5 | 71.5 | 65.6 | | | | |
| PRS + L2R [72] | 79.4 | 67.2 | 52.8 | 82.0 | 77.8 | | | | |
| PRS + Pencil [93] | 62.2 | 33.2 | 21.0 | 68.6 | 61.9 | | | | |
| PRS + SL [89] | 66.7 | 45.9 | 29.8 | 73.4 | 63.3 | | | | |
| PRS + JoCoR [90] | 56.0 | 38.5 | 27.2 | 72.7 | 65.5 | | | | |
| MIR [2] | 57.9 | 45.6 | 30.9 | 73.1 | 65.7 | | | | |
| MIR + L2R [72] | 78.1 | 69.7 | 49.3 | 79.4 | 73.4 | | | | |
| MIR + Pencil [93] | 70.7 | 33.2 | 21.0 | 79.0 | 58.6 | | | | |
| MIR + SL [89] | 67.3 | 55.5 | 38.5 | 74.3 | 66.5 | | | | |
| MIR + JoCoR [90] | 60.5 | 45.0 | 32.8 | 72.6 | 64.2 | | | | |
| GDumb [68] | 70.0 | 51.5 | 36.0 | 78.3 | 71.7 | | | | |
| GDumb + L2R [72] | 65.2 | 57.7 | 42.3 | 67.0 | 62.3 | | | | |
| GDumb + Pencil [93] | 68.3 | 51.6 | 36.7 | 78.2 | 70.0 | | | | |
| GDumb + SL [89] | 66.7 | 48.6 | 27.7 | 73.4 | 68.1 | | | | |
| GDumb + JoCoR [90] | 70.1 | 56.9 | 37.4 | 77.8 | 70.8 | | | | |
| Self-Centered filter | 80.1 | 79.0 | 77.4 | 80.0 | 79.6 | | | | |
| Self-Replay | 81.5 | 69.2 | 43.0 | 86.3 | 78.9 | | | | |
| SPR | **85.4** | **86.7** | **84.8** | **86.8** | **86.0** | **43.9** | **43.0** | **40.0** | **44.5** | **43.9** | **40.0** | | |

Table 1. **Overall accuracy** of noisy labeled continual learning after all sequences of tasks are trained. The buffer size is set to 300, 500, 1000 for MNIST, CIFAR-10 and WebVision, respectively. Some empty slots on WebVision are due to the unavailability of clean samples required by L2R for training [72]. The results are the mean of five unique random seed experiments. We report best performing baselines on different episodes with variances in the appendix.

5.2. Baselines

Since we opt for continual learning from noisy labeled data streams, we design the baselines combining existing state-of-the-art methods from the two domains of continual learning and noisy label learning.

We explore the replay-based approaches that can learn in the online task-free setting. We thus choose (i) Conventional Reservoir Sampling (CRS) [73], (ii) Maximally Interfered Retrieval (MIR) [2], (iii) Partitioning Reservoir Sampling (PRS) [37] and (iv) GDumb [68].

For noisy label learning, we select six models to cover many branches of noisy labeled classification. They include (i) SL loss correction [89], (ii) semi-supervised JoCoR [90], (iii) sample reweighting L2R [72], (iv) label repairing Pencil [93], (v) training dynamic based detection AUM [67] and (vi) cross-validation based INCV [11].
Table 2. **CIFAR100 results** of noisy labeled continual learning after all sequences of tasks are trained. The results are the mean of five unique random seed experiments.

![Table 2](image)

Table 3. **Filtered noisy label percentage** in the purified buffer (e.g., out of 20% symmetric noise, SPR filters 96% of noise). We compare SPR with \( E_{max} = 5 \) to two other state-of-the-art label filtering methods.

5.3. Results

**Overall performance.** Table 1 compares the noisy labeled continual learning performance (classification accuracy) between our SPR and baselines on MNIST, CIFAR-10 and WebVision. Additionally, Table 2 compares SPR against the best performing baselines on CIFAR-100 with random symmetric noise and superclass symmetric noise. SPR performs the best in all symmetric and asymmetric noise types with different levels of 20%, 40%, and 60% as well as real noise. Multitask is an upper-bound trained with an optimal setting with perfectly clean data (i.e., the 0% noise rate) and offline training. Finetune is reported as a lower-bound performance since it performs online training with no continual or noisy label learning technique.

Notably, SPR works much better than L2R [72], which additionally uses 1000 clean samples for training, giving it a substantial advantage over all the other baselines. SPR also proves to be much more effective than GDumb [68], which is the most related method to ours, even when combined with different noisy label learning techniques.

Moreover, the addition of state-of-the-art noisy label techniques is not always beneficial. This may be because existing noisy label techniques usually assume a large dataset, which is required to reliably estimate the training dynamics to mitigate the noise by regularizing, repairing, and/or filtering. However, the online learning setting is limited by a much smaller dataset (i.e., in the purified buffer), leading to a difficult training of the noisy label techniques.

**Ablation Study.** To study the effectiveness of each component, two variants of our model that only use Self-Replay or the Self-Centered filter is tested. That is, the Self-Replay variant does not use any cleaning methods (i.e., use conventional reservoir sampling to maintain the purified buffer). The Self-Centered filter variant finetunes a randomly initialized inference network on the purified buffer instead of fine-tuning it on the duplicate of the base network. Both variants outperform all the baselines (excluding L2R) in all three datasets, and combining them our model performs the best on MNIST and CIFAR-10 with all noise levels. However, WebVision is the only dataset where no synergetic effect is shown, leaving Self-Replay alone to perform the best. This may be because the WebVision contains highly abstract and noisy classes such as “Spiral” or “Cinema,” making it difficult for Self-Centered filter to sample from correct clusters. Please refer to the appendix for further detail.

**Purification Comparison.** Table 6 compares the purification performance with the state-of-the-art noise detection methods based on the training dynamics, including AUM [67] and INCV [11]. We notice that the performance of AUM and INCV dreadfully declines when detecting label noise among only a small set of data, which is inevitable in online task-free setting, whereas SPR can filter superbly even with a small set of data. Even a non-stochastic version of our Self-Centered filter performs better than the baselines. Encouragingly, our method is further improved by introducing stochastic ensembles.

**Additional Experiments.** The appendix reports more experimental results, including SPR’s noise-free performance, CIFAR-100 filtering performance, episode robustness, purified & delayed buffer size analysis, ablation of stochastic ensemble size, variance analysis, and data efficiency of Self-Replay.

6. Conclusion

We presented the Self-Purified Replay (SPR) framework for noisy labeled continual learning. At the heart of our framework is Self-Replay, which leverages self-supervised learning to mitigate forgetting and erroneous noisy label signals. The Self-Centered filter maintains a purified replay buffer via centrality-based stochastic graph ensembles. Experiments on synthetic and real-world noise showed that our framework can maintain a very pure replay buffer even with highly noisy data streams while significantly outperforming many combinations of noisy label learning and continual learning baselines. Our results shed light on using self-supervision to solve the problems of continual learning and noisy labels jointly. Specifically, it would be promising to extend SPR to maintain a not only pure but also more diversified purified buffer.
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A. Posterior in the Beta Mixture Model

We provide some details about how to fit beta mixture models [33] with the EM-algorithm [15] to obtain the posterior $p(z|c)$ for the central point with score $c$.

In the E-step, fixing $\pi_z, \alpha, \beta$, we update the latent variables using the Bayes rule:

$$\gamma_z(c) = p(z|c) = \frac{\pi_z p(c|\alpha_z, \beta_z)}{\sum_{j=1}^{Z} \pi_j p(c|\alpha_j, \beta_j)}.$$  \hfill (7)

In the M-step, fixing the posterior $\gamma_z(c)$, we estimate the distribution parameters $\alpha$ and $\beta$ using method of moments:

$$\alpha_z = \bar{c}_z (\bar{c}_z (1 - \bar{c}_z) - 1), \quad \beta_z = \frac{\alpha_z (1 - \bar{c}_z)}{\bar{c}_z}, \hfill (8)$$

where $\bar{c}_z$ is the weighted average of the centrality scores from all the points in the delayed batch, and $s_z^2$ is the weighted variance estimate as

$$\bar{c}_z = \frac{\sum_{i=1}^{N} \gamma_z(c_i) c_i}{\sum_{i=1}^{N} \gamma_z(c_i)}, \quad (9)$$

$$s_z^2 = \frac{\sum_{i=1}^{N} \gamma_z(c_i) (c_i - \bar{c}_z)^2}{\sum_{i=1}^{N} \gamma_z(c_i)}, \quad (10)$$

$$\pi_z = \frac{1}{N} \sum_{i=1}^{N} \gamma_z(c_i). \quad (11)$$

Finally, we arrive at $p(z|c) \propto p(z)p(c|z)$.

B. Extended Related Work

B.1. Continual Learning

Continual learning is mainly tackled from three main branches of regularization, expansion, and replay.

Regularization-based Approaches. Methods in this branch prevent forgetting by penalizing severe drift of model parameters. Learning without Forgetting [52] employs knowledge distillation to preserve the previously learned knowledge. Similarly, MC-OCL [19] proposes batch-level distillation to balance stability and plasticity in an online manner. Elastic Weight Consolidation [39] finds the critical parameters for each task by applying the Fisher information matrix. Recently, Selfless Sequential Learning [3] enforces representational sparsity, reserving the space for future tasks.

Expansion-based Approaches. Many methods in this branch explicitly constrain the learned parameters by freezing the model and instead allocate additional resources to learn new tasks. Progressive Neural Network [75] prevents forgetting by prohibiting any updates on previously learned parameters while allocating new parameters for the training of the future tasks. Dynamically Expandable Networks [94] decides on the number of additional neurons for learning new tasks using $L2$ regularization for sparse and selective retraining. CN-DPM [44] adopts the Bayesian nonparametric framework to expand the model in an online manner.

Replay-based Approaches. The replay-based branch maintains a fixed-sized memory to rehearse back to the model to mitigate forgetting. The fixed-sized memory could be in the form of a buffer for the data samples of previous tasks or the form of generative model weights [77] to generate the previous tasks’ data. GEM [53] and AGEM [9] use a buffer to constrain the gradients in order to alleviate forgetting. In [10], training a model even on tiny episodic memory can achieve an impressive performance. Some recent approaches [73, 34] combine rehearsal with meta-learning to find the balance between transfer and interference.

Online Sequential Learning. Online sequential learning is closely related to continual learning research, as it assumes that a model can only observe the training samples once before discarding them. Thus, it is a fundamental problem to maintain the buffer or selecting the samples to be rehearsed. ExStream [29] proposes the buffer maintenance method by clustering the data in an online manner. GSS [69] formulates sample selection for the buffer as a constraint reduction, while MIR [2] proposes a sample retrieving method from the buffer by selecting the most interfered samples. Considering real-world data are often imbalanced and multi-labeled, PRS [37] tackles this problem by partitioning the buffer for each class and maintaining it to be balanced. Also, combining graphs or meta-learning with online continual learning has been studied. Graphs are
adopted to represent the relational structures between samples [82], and the meta-loss is applied for learning not only model weights but also per-parameter learning rates [25]. Recently, GDumb [68] and MBPA++ [14] show training a model at inference time improves the overall performance.

B.2. Noisy Labels

Learning with noisy labeled data has been a long-studied problem. In several works [98, 5, 57] make an important empirical observation that DNNs usually learn the clean data first then subsequently memorize the noisy data. Recently, a new benchmark [35] has been proposed to simulate real-world label noise from the Web. Noisy labeled data learning can be categorized into loss regularization, data re-weighting, label cleaning, clean sample selection via training dynamics.

Loss Regularization. This approach designs the noise correction loss so that the optimization objective is equivalent to learning with clean samples. [66] proposes using a noise transition matrix for loss correction. [23] appends a new layer to DNNs to estimate the noise transition matrix while [31] additionally uses a small set of clean data. [102] studies a set of theoretically grounded noise-robust loss functions that can be considered a generalization of the mean absolute error and categorical cross-entropy. [91, 28] propose new losses based on information theory. [47] adopts the meta-loss to find noise-robust parameters. [4] uses a bootstrapping loss based on the estimated noise distribution.

Data Re-weighting. This approach suppresses the contribution of noisy samples by re-weighting the loss. [72] utilizes meta-learning to estimate example importance with the help of a small clean data. [88] uses a Siamese network to estimate sample importance in an open-set noisy setting.

Label Cleaning. This approach aims at explicitly repairing the labels. [55] shows that using smooth labels is beneficial in noisy labeled data learning. [81, 93] propose to learn the data labels as well as the model parameters. [71, 79] re-label the samples using the model predictions. Additionally, [40] adopts the active learning strategy to choose the samples to be re-labeled. [85, 51, 21] employ multiple models, while [27, 59, 48] utilize prototypes to refine the noisy labels.

Training Procedures. Following the observations that clean data and easy patterns are learned prior to noisy data [98, 5, 57], several works propose filtering methods based on model training dynamics. [36] adopts curriculum learning by selecting small loss samples. [90, 21, 26, 95, 58] identify the clean samples using losses or predictions from multiple models and feed them into another model. [32, 67, 61] filter noisy samples based on the accumulated losses or predictions. [11] proposes to fold the training data and filter clean samples by cross-validating those split data.

B.3. Self-supervised Learning

Self-supervised learning enables the training of a model to utilize its own unlabeled inputs and often shows remarkable performance on downstream tasks. One example of self-supervised learning uses a pretext task, which trains a model by predicting the data’s hidden information. Some examples include patch orderings [17, 63], image inpainting [65], colorization [92], and rotations [22, 13]. Besides designing heuristic tasks for self-supervised learning, some additional works utilize the contrastive loss. [12] proposes a simpler contrastive learning method, which performs representation learning by pulling the randomly transformed samples closer while pushing them apart from the other samples within the batch. [30] formulates contrastive learning as a dictionary look-up and uses the momentum-updated encoder to build a large dictionary. Recently, [49] extends instance-wise contrastive learning to prototypical contrastive learning to encode the semantic structures within the data.

C. Experiment Details

We present the detailed hyperparameter setting of SPR training as well as the baselines. We resize the images into 28 × 28 for MNIST [42], 32 × 32 for CIFAR-10 [41], and 84 × 84 for WebVision [50]. We set the size of delayed and purified buffer to 300 for MNIST, 500 for CIFAR-10, and 1000 for WebVision on all methods. We use the batch size of self-supervised learning as 300 for MNIST, 500 for CIFAR-10, and 1000 on WebVision. The batch size of supervised learning is fixed to 16 for all experiments. The number of training epochs for the base and expert network are respectively 3000 and 4000 on all datasets, while fine-tuning epochs for the inference network is 50. The NTXent loss [12] uses a temperature of 0.5, and $E_{max} = 5$ for SPR. We use the Adam optimizer [38] with setting $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 0.0002$ for self-supervised training of both base and expert network, and $\epsilon = 0.002$ for supervised fine-tuning.

The hyperparameters for the baselines are as follows.

- Multitask [8]: We perform i.i.d offline training for 50 epochs with uniformly sampled mini-batches.
- Finetune: We run online training through the sequence of tasks.
- GDumb [68]: As an advantage to GDumb, we allow CutMix [96] with $p = 0.5$ and $\alpha = 1.0$. We use the SGDR [54] schedule with $T_{max} = 1$ and $T_{multi} = 2$. Since access to a validation data in task-free continual learning is not natural, the number of epochs is set to 100 for MNIST and CIFAR-10 and 500 for WebVision.
D. Extended Results & Analyses

We provide more in-depth results and analyses of the experiments in this section.

D.1. Efficiency of Eigenvector Centrality

The time and space complexity of Eigenvector centrality is $O(n^2)$, where $n$ is the number of data. Our online scenario constraints the size of $n$ (Delayed buffer size) to be less than 2% of the entire dataset. Also, for $k$ classes, the complexity reduces to $O((n/k)^2)$ since the Self-Centered filter computes per class. On Quadro RTX GPU, building the adjacency matrices took less than 0.0003s. On a CPU, Eigenvector centrality computation took 0.4s, 1.3s, 7.1s for buffers of 300, 500, 1K, respectively, which can speed up to 188 by GPU [78].

D.2. Noise-Free Performance

Table 4 compares our SPR and Self-Replay’s performance against Gdumb’s reported performances on MNIST and CIFAR-10. Interestingly, our Self-Replay performs better than Gdumb, showing great promise in the direction of self-supervised continual learning in general. However, SPR’s performance is below that of Gdumb when completely noise free. We speculate SPR’s mechanics to retain clean samples lead to a tradeoff with precise class feature coverage which seems to be of relative importance in a noise-free setting.

D.3. Noise Robustness Comparison

Figure 6 contrasts the noise robustness of the strongest and closest baseline GDumb to Self-Replay under 40% and 60% noise levels while removing the Self-Centered filter from our method. Even still, Self-Replay is much more robust against high amounts of noisy labels at every task, validating that Self-Replay alone is able to mitigate the harmful effects of noise to a great extent.

D.4. Features from ImageNet Pretrained Model

We would like to clarify that our scenario and approach is much different and novel in that, the algorithm assumes an online stream of data and no ground-truth data is available to supervisely train a noise detector. Not only that, the data we have to work is very small (e.g., 300, 500, 1000) as the purpose is for a Delayed buffer to set aside small amounts from a stream of data for verification by our self-supervisedly trained Expert model. This was also motivated by the empirical evidence that using a supervised learning technique such as AUM [67], INCV [11], and using an ImageNet supervisedly pre-trained model for extracting the features led to worthless performances in the Table 5, 6.

D.5. Analyses of Stochastic Ensemble Size ($E_{max}$)

Figure 7 displays the performance of Stochastic Ensemble by increasing the ensemble sizes ($E_{max}$) from 1 to 40. Stochastic Ensemble performs better in all ensemble sizes than the non-stochastic BMM in terms of the percentages
D.6. Filtering performances on CIFAR-100.

Table 7 compares the filtering performances of SPR with the two state-of-the-art label filtering methods [67, 11] on CIFAR-100. SPR performs the best in all random symmetric noise and superclass symmetric noise with different levels of 20%, 40%, and 60%. Even the filtering performance on CIFAR-100 is superior to CIFAR-10. We believe this result is mainly due to the classes in CIFAR100 being more specific than CIFAR10 (e.g., automobile, airplane, bird in CIFAR10 where CIFAR100 has the trees superclass divided into maple, oak, palm, pine, willow), allowing SPR to self-supervisedly learn much more distinct features per class. This result is further reinforced on the WebVision dataset where SPR shows a weakness in filtering abstract classes such as “Spiral,” in which the details can be found in Sec D.8.

D.7. Self-Replay with Noisy Labeled Data

Table 8 compares the overall accuracy of Self-Replay when self-supervised training is performed with and without the delay buffer. Training with the delay buffer means using the samples in both the delay buffer $B_d$ (red) and the purified buffer $B_p$ (blue). In contrast, training without the delay buffer means using purified samples $B_p$ (blue) only. We remind the normalized temperature-scaled cross-entropy loss in the main manuscript as

$$L_self = - \sum_{i=1}^{2(B_d + B_p)} \log \frac{e^{u_i^T u_j}}{\sum_{k=1}^{2(B_d + B_p)} 1_{k \neq i} e^{u_i^T u_k}}.$$  \hspace{1cm} (12)$$

We observe an approximately 0.6% increase in MNIST and 3.3% increase in CIFAR-10 when using the delay buffer as well, even though it contains noisy labeled samples. We
speculate that slight improvement is attained in MNIST due to the simplicity of the features. On the other hand, noticeable margins are seen in CIFAR-10, which we further analyze on a per-task basis, shown in Figure 8. The gaps are small in the earlier tasks but become more prominent as more tasks are seen. Moreover, the differences are even more significant when the level of noise rate increases. The take-home message here is that self-supervised training can benefit from the increased data even if it could possibly contain noisy labels.

Table 8. The overall accuracy of SPR with or without the samples in the delay buffer (DB). Self-supervised training can more benefit from more data even though some of them are possibly noisy.

| noise rate (%) | MNIST symmetric | CIFAR-10 symmetric |
|----------------|-----------------|--------------------|
| 20             | 91.0            | 48.5               |
| 40             | 91.8            | 49.1               |
| 60             | 91.1            | 48.9               |

D.8. Analyses of the Results on WebVision

In the main manuscript, we briefly discuss the observation that Self-Replay and the Self-Centered filter do not synergize well on the WebVision dataset. In this section, we provide extended discussions about this behavior with qualitative and quantitative analyses.

**Qualitative Analysis.** We pointed out that classes such as “Spiral” or “Cinema” are highly abstract by overarching broad related knowledge, which is at the same time corrupted by noise. We show 50 random training data in Figure 10 and Figure 12 for “Spiral” and “Cinema”, respectively. The Self-Centered filter samples for the same classes are also shown in Figure 11 and Figure 13. As visualized, it is not easy to interpret what the central concept is.

This is contrasted by the training samples in the classes “ATM” and “Frog” in Figure 16 and Figure 14. The classes contain noisy samples but represent the class concept without a high amount of abstraction. We also show the Self-Centered filter samples for the classes in Figure 17 and Figure 15. It is much more visually evident what class the samples represent.

**Quantitative Analysis.** Table 9 contrasts the performance of the two topics on GDumb, Self-Replay, Self-Centered filter, and SPR. The Self-Centered filter and SPR use the proposed Self-Centered filtering technique, whereas GDumb and Self-Replay use random sampling instead. The performances also support that random sampling may be a better performer for noisy and abstract classes, as GDumb and Self-Replay attain better performances. On the other hand, for ordinary noisy classes such as “ATM” or “Frog,” the Self-Centered filter and SPR perform stronger than random sampling and show a synergetic effect.

D.9. Episode Robustness

Table 10 (episode B) and Table 11 (episode C) report the results of two different randomly permuted episodes. We include all of GDumb [68] combinations and the single best performing combination of PRS [37] and CRS [86] for each dataset. Even in two additional random episode experiments, SPR performs much stronger than all the baselines on all datasets with real, symmetric, or asymmetric noise.
Table 9. Comparison of random sampling based methods (GDumb and Self-Replay) and the methods using the proposed Self-Centered filtering technique (Self-Centered filter and SPR). Random sampling is better for abstract classes such as “Cinema” and “Spiral”, whereas Self-Centered filtering is better for ordinary noisy classes such as “ATM” or “Frog”. The results are the mean of five unique random seed experiments.

D.10. Buffer Size Analysis

SPR requires a larger amount of memory than some baselines (excluding L2R), but the usage of the memory is different in that, a hold-out memory (Delay Buffer) is used for the purpose of filtering out the noisy labels, while only the Purified Buffer is used to mitigate the amount of forgetting. Hence, simply giving the other baselines a replay buffer twice as big would not be a fair comparison in the viewpoint of continual learning alone. Nonetheless, we run the experiments shown in Table 13, where all of GDumb [68] combinations are allowed twice the buffer size for replay. Even so, SPR using half the buffer size is able to outperform all the other baselines. Furthermore, to inform how the buffer size affects the results, we halve the original used buffer size and report the results in Table 12. SPR still strongly outperforms the baselines in all the datasets and noise rates. These two experiments show that SPR is robust to the buffer size, and its performance is due to self-supervised learning and the clean-buffer management, rather than using the hold-out memory for the Delay buffer.

D.11. Variance

Figure 9 visualizes the variances of top-3 best-performing methods for MNIST, CIFAR-10 with 40% symmetric noise rate, and WebVision with real-noise. Among the symmetric noise experiments with five different random seeds, SPR shows a minor amount of variance throughout the tasks. However, for WebVision, a noticeable amount of fluctuations are seen for all three approaches.

Figure 9. Accuracy and variances of top-3 best-performing methods for MNIST, CIFAR-10 and WebVision.
### Table 10: Overall accuracy on episode B after all sequences of tasks are trained. The buffer size is set to 300, 500, 1000 for MNIST, CIFAR-10, and WebVision, respectively. We report all of GDumb [68] combinations and single best performing combination of PRS [37] and CRS [86]. Some empty slots on WebVision are due to the unavailability of clean samples required by L2R for training [72]. The results are the mean of five unique random seed experiments.

| Noise Rate (%) | MNIST | CIFAR-10 | WebVision |
|----------------|-------|----------|-----------|
|                | symmetric | asymmetric | symmetric | asymmetric | symmetric | asymmetric | real noise | unknown |
|                | 20 | 40 | 60 | 20 | 40 | 60 | 20 | 40 |
| Multitask 0% noise [8] | 98.6 | - | - | 84.7 | - | - | - | - |
| Multitask [8] | 94.5 | 90.5 | 79.8 | 93.4 | 81.1 | - | 77.0 | 68.7 | 55.5 |
| CRS + L2R [72] | 80.8 | 74.1 | 59.7 | 85.3 | 79.8 | - | 36.4 | 36.1 | - |
| CRS + Pencil [93] | - | - | - | - | - | - | - | 25.1 | - |
| PRS + L2R [72] | 80.7 | 74.0 | 60.4 | 83.2 | 80.1 | - | 36.3 | 32.9 | - |
| PRS + Pencil [93] | - | - | - | - | - | - | - | 26.5 | - |
| MIR + L2R [72] | 79.6 | 68.6 | 51.6 | 83.2 | 79.5 | - | 34.7 | 33.6 | - |
| MIR + Pencil [93] | - | - | - | - | - | - | - | 22.6 | - |
| GDumb [68] | 70.1 | 54.6 | 32.3 | 78.2 | 71.1 | 29.6 | 22.4 | 16.5 | 33.0 | 30.9 | 33.3 |
| GDumb + L2R [72] | 67.1 | 59.2 | 40.6 | 70.6 | 68.7 | 27.0 | 25.5 | 21.8 | 29.9 | 29.4 | - |
| GDumb + Pencil [93] | 70.2 | 53.9 | 35.4 | 77.5 | 70.2 | 28.1 | 21.0 | 15.9 | 31.5 | 30.6 | 27.5 |
| GDumb + SL [89] | 65.6 | 47.5 | 30.5 | 73.3 | 68.5 | 27.1 | 22.6 | 16.8 | 33.2 | 31.4 | 32.5 |
| GDumb + JoCoR [90] | 68.3 | 56.0 | 41.0 | 78.5 | 70.9 | 26.6 | 21.1 | 15.9 | 32.9 | 32.2 | 22.9 |
| SPR | 86.8 | 87.2 | 82.1 | 86.6 | 85.5 | 42.0 | 42.4 | 39.1 | 44.4 | 43.3 | 41.6 |

### Table 11: Overall accuracy on episode C after all sequences of tasks are trained. The buffer size is set to 300, 500, 1000 for MNIST, CIFAR-10, and WebVision, respectively. We report all of GDumb [68] combinations and single best performing combination of PRS [37] and CRS [86]. Some empty slots on WebVision are due to the unavailability of clean samples required by L2R for training [72]. The results are the mean of five unique random seed experiments.

| Noise Rate (%) | MNIST | CIFAR-10 | WebVision |
|----------------|-------|----------|-----------|
|                | symmetric | asymmetric | symmetric | asymmetric | symmetric | asymmetric | real noise | unknown |
|                | 20 | 40 | 60 | 20 | 40 | 60 | 20 | 40 |
| Multitask 0% noise [8] | 98.6 | - | - | 84.7 | - | - | - | - |
| Multitask [8] | 94.5 | 90.5 | 79.8 | 93.4 | 81.1 | - | 77.0 | 68.7 | 55.5 |
| CRS + L2R [72] | 79.9 | 74.9 | 58.2 | 84.4 | 79.4 | 29.3 | 24.4 | 16.8 | 37.2 | 37.5 | - |
| CRS + Pencil [93] | - | - | - | - | - | - | - | 29.9 | - |
| PRS + L2R [72] | 80.5 | 72.3 | 55.2 | 83.8 | 80.1 | 30.6 | 23.3 | 16.3 | 37.2 | 36.1 | - |
| PRS + Pencil [93] | - | - | - | - | - | - | - | 28.5 | - |
| MIR + L2R [72] | 80.3 | 69.7 | 47.1 | 83.0 | 77.6 | 28.2 | 21.3 | 15.6 | 36.3 | 34.3 | - |
| MIR + Pencil [93] | - | - | - | - | - | - | - | 22.4 | - |
| GDumb [68] | 71.8 | 52.8 | 37.5 | 79.2 | 72.1 | 28.7 | 23.0 | 16.3 | 34.2 | 31.9 | 31.6 |
| GDumb + L2R [72] | 67.7 | 58.2 | 42.7 | 69.3 | 67.6 | 28.9 | 24.8 | 19.7 | 31.8 | 29.4 | - |
| GDumb + Pencil [93] | 69.0 | 54.2 | 37.8 | 78.6 | 71.2 | 27.5 | 21.0 | 16.6 | 31.3 | 31.8 | 28.5 |
| GDumb + SL [89] | 65.4 | 48.4 | 29.1 | 72.4 | 67.7 | 28.3 | 22.9 | 15.0 | 31.4 | 31.9 | 31.6 |
| GDumb + JoCoR [90] | 70.4 | 59.0 | 40.6 | 77.4 | 70.6 | 27.8 | 22.3 | 15.5 | 33.4 | 31.7 | 24.3 |
| SPR | 86.6 | 87.5 | 84.4 | 87.0 | 87.3 | 43.7 | 43.1 | 39.8 | 44.3 | 43.2 | 40.2 |
### Table 12. Overall accuracy on the half buffer size after all sequences of tasks are trained. The buffer size is set to 150, 250, 500 for MNIST, CIFAR-10, and WebVision, respectively. We report all of GDumb [68] combinations. An empty slot on WebVision are due to the unavailability of clean samples required by L2R for training [72].

| Buffer size noise rate (%) | MNIST   | CIFAR-10 | WebVision |
|---------------------------|---------|----------|-----------|
|                           | symmetric 150 | asymmetric 150 | symmetric 250 | asymmetric 250 | real noise 500 |
|                           | 20 | 40 | 60 | 20 | 40 | 60 | 20 | 40 | 60 | 20 | 40 | unknown |
| GDumb + L2R [72]          | 64.8 | 55.5 | 37.8 | 71.2 | 66.8 | 23.2 | 22.1 | 19.3 | 28.4 | 24.8 | - |
| GDumb + Pencil [93]       | 59.3 | 48.1 | 36.4 | 76.4 | 66.6 | 25.6 | 17.9 | 13.9 | 27.6 | 26.8 | 21.1 |
| GDumb + SL [89]           | 61.5 | 41.3 | 31.1 | 66.8 | 56.8 | 20.7 | 19.8 | 18.8 | 29.2 | 26.4 | - |
| GDumb + JoCoR [90]        | 66.8 | 60.9 | 33.0 | 74.4 | 66.3 | 23.8 | 18.9 | 14.2 | 26.2 | 26.2 | 23.0 |
| SPR                       | **82.6** | **85.4** | **81.2** | **77.0** | **81.6** | **41.2** | **41.2** | **37.8** | **42.8** | **41.3** | **39.4** |

### Table 13. Overall accuracy on the double buffer size for all of GDumb combinations after all sequences of tasks are trained. The buffer size is set to 600, 1000, 2000 for MNIST, CIFAR-10, and WebVision, respectively. An empty slot on WebVision are due to the unavailability of clean samples required by L2R for training [72]. Note that SPR outperforms all of GDumb [68] combinations with the buffer size of 300, 500, 1000 for MNIST, CIFAR-10, and WebVision, respectively.

| Buffer size noise rate (%) | MNIST   | CIFAR-10 | WebVision |
|---------------------------|---------|----------|-----------|
|                           | symmetric 600 | asymmetric 600 | symmetric 1000 | asymmetric 1000 | real noise 2000 |
|                           | 20 | 40 | 60 | 20 | 40 | 60 | 20 | 40 | 60 | 20 | 40 | unknown |
| GDumb + L2R [72]          | 76.7 | 62.6 | 51.9 | 79.7 | 73.3 | 31.4 | 27.3 | 24.0 | 35.0 | 36.0 | - |
| GDumb + Pencil [93]       | 72.1 | 58.5 | 39.4 | 75.3 | 73.5 | 31.2 | 24.5 | 16.4 | 38.6 | 35.5 | 33.0 |
| GDumb + SL [89]           | 66.0 | 47.2 | 31.7 | 79.0 | 74.8 | 33.1 | 23.2 | 17.7 | 40.4 | 37.3 | 38.5 |
| GDumb + JoCoR [90]        | 74.3 | 57.8 | 42.5 | 78.3 | 76.0 | 31.9 | 22.8 | 17.4 | 42.5 | 38.1 | 27.0 |
| Buffer size               | 300 | 300 | 500 | 500 | 1000 |
| SPR                       | **85.4** | **86.7** | **84.8** | **86.8** | **86.0** | **43.9** | **43.0** | **40.0** | **44.5** | **43.9** | **40.0** |

Figure 10. 50 random samples of the “Spiral” class from the training set.
Figure 11. 50 random training samples of the “Spiral” class from the purified buffer.

Figure 12. 50 random samples of the “Cinema” class from the training set.
Figure 13. 50 random training samples of the “Cinema” class from the purified buffer.

Figure 14. 50 samples of the “Frog” class from the training set.
Figure 15. 50 training samples of the “Frog” class from the purified buffer.

Figure 16. 50 samples of the “ATM” class from the training set
Figure 17. 50 random training samples of the “ATM” class from the purified buffer.