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Abstract
The fisheries and aquaculture sectors worldwide use Information and communication technologies (ICT) to collect and disseminate fisheries information. Currently, the African member state is significantly strengthening the use of ICT systems in data collection and dissemination to ensure timely access and accurate fisheries information. Fisheries stakeholders are obliged to submit and retrieve information honestly as well as provide feedback voluntarily. We conducted ancient literature reviews to discover worldwide and indigenous struggles towards developing and implementing fisheries data collection and dissemination systems. Existing worldwide and indigenous innovation systems bases on voluntary user participation and lacks effective incentive mechanisms. However, due to dishonest human behavior, such a promise is impractical. Without an efficient mechanism to incentivize fisheries stakeholders, it would not be easy to achieve the required system adoption and performance. This paper proposed an evolutionary participation-reputation incentive game-based mechanism (PRIGM) to motivate fisheries stakeholders to contribute accurate information, retrieve information, and return honest feedback to the system. Our proposed model adopts stakeholder participation and reputation as merit to incentivize the honest stakeholder and punish the dishonest one. Our proposed PRIGIM model modeled the stakeholder's participation as an evolutionary game and coded the model using the python programming language. We simulated the model in five cases using randomly generated data, each with four-game rounds plays, using a different number of stakeholder participants in each case. Lastly, we used a bar chart graph to evaluate stakeholder's honest and dishonest behavior. The simulation results show that no matter the population of stakeholders, many stakeholders choose a dishonest strategy at the beginning of the game; after several game rounds, most stakeholders will be motivated to choose a simple strategy. Our simulation results proved that PRIGIM effectively motivates stakeholders to use the system, contribute accurate information, and return truthful feedback.
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1. Introduction
Scholars worldwide have reported the importance of information communication technology (ICT) in fisheries sector development. Previous research discovered that ICT usage could enhance the fishermen's productivity by providing opportunities for the anglers to get fair and competitive market price of their catch [1].

Cultivating the capability to improve access to information through enhanced information pursuing behavior-using ICT enriches local fish production [2].

Correct information raises decision-making, improves efficiency, and delivers a competitive advantage [3]. Information is an authority when adequately attained, transferred, and consumed, can help to escalate the fish production rate amongst participants in fishing groups [4].

*Author for correspondence
Additionally, angler’s absence of access to information and knowledge hinders them from improving their fisheries activity [5]. Underprivileged availability of information and expertise among anglers reduces the fish production rate [6]. If the use of ICTs in retrieving, sharing fisheries information and knowledge is encouraged, the fish production rate can increase.

ICTs can transmit information and knowledge to fisheries stakeholder groups and convey all the required information about the different fishing practices and future activities [7]. Furthermore, [8] reported that the African member state requires a significant strengthening of ICT systems. The enhancement can be achieved by employing ICT in data collection and dissemination to ensure access to timely and accurate fisheries information.

The report further stated that, due to the highly dispersed nature of the fisheries subsector, data collection and dissemination remain a big challenge. Worldwide scholars have proposed several innovations to address data collection and dissemination challenges. For example, South Africa developed the ABALOBI initiative from open source software to monitor, trace, and collect small-scale fisher's data [9]. Enhanced fish market information service Kenya (EFMIS-Ke) is a virtual marketplace application aiming to enable anglers to access market information and moderate poverty by making prices more transparent [10]. In the Solomon Islands, HapiFish, a mobile phone application developed to enable easy and efficient access for market and biological data [10]. Esoko, an ICT platform developed in Ghana to facilitate data collection, market information, and payments designed explicitly for crop farmers, can be customized for fishers [11].

However, participating in such crowdsourcing nature system usually have a cost for individual users. Such charges may be the user's resources consumption like computing power, battery, airtime, internet bundle. On the other side, the system may require the submission of some of the users' sensitive private information, which may cause privacy leakage for participating users. For example, fishers, by uploading the daily catch, reveal their regular earnings. By submitting a landing site, fishers usually disclose information about their locations. However, without reasonable incentives that compensate participating costs, users will be reluctant to use such systems. Most of the existing innovation systems bases on voluntary user participation and lacks effective incentive mechanisms.

This study reviewed and analyzed various research papers about fisheries data collection and dissemination systems and incentive mechanism development. It included national, regional, and international efforts towards fisheries data collection and dissemination systems. This study's objective was to examine the weakness, strengths, and challenges facing fisheries data collection and dissemination systems and incentive mechanisms imposed to solve dishonest behaviors among stakeholders. Based on the identified weaknesses, strengths, and challenges, we proposed PRIGM, which implements a participation-reputation-based incentive game to motivate the system user to use the system, contribute accurate information, and upload truthful feedback. In PRIGM, participation and reputation are used as criteria to incentivize the honest users and punish the dishonest ones. The mechanism provides incentives to the legitimate user as a discount in the license and other service fees.

2. Related work
Crowdsourcing practice can solve the enterprise properties related to man, machine, money, method, material, and marketing [12]. As discussed earlier, users of crowdsourcing nature systems will be unwilling to use the system, contribute information, and provide feedback if not adequately motivated to do so through an effective incentive scheme. Researchers have devoted themselves to propose several incentive mechanisms to encourage crowdsourcing system users to eradicate such a dilemma. Researchers [13] studied different incentive approaches that urged users to participate in crowdsourcing nature applications and categorized them into entertainment, service, and money. Another research [14] proposed a three-incentive mechanism, namely, threshold-based auction (TBA), the truthful online incentive (TOIM), and truthful online incentive non-zero arrival-departure (TOIM-AD). The TBA mechanism aimed to maximize user’s utility while TOIM and TOIM-AD targeted trade-off utility maximization and truthfulness.

Furthermore, a truthful and budget feasible mechanism focused on the strict budget constraint was proposed [15]. Lastly, [16] proposed an incentive mechanism to encourage user participation based on the quality-driven auction. In their proposed incentive mechanism, they accounted for data quality as a parameter to incentivize system participants.
However, these researchers did not consider both providers and requesters' participation and honesty in their proposed mechanism.

### 3. PRIGM model overview

The general PRIGM model (shown in Figure 1) consists of information collection and dissemination system server and fisheries stakeholders, categorized as information providers and information users, respectively, at any time. The information user can upload information via any of the four ICT channels, namely mobile application, short message service (SMS), Unstructured Supplementary Service Data (USSD), and web application. On the other hand, the information user can retrieve information and upload feedback via any of the same channels. The fisheries stakeholders can play either of the two roles (information providers or information users) during system interaction.

![Figure 1 PRIGM system model](image)

- **Information providers** are stakeholders who, at any time \( t \), upload information to the information collection and dissemination server. They also receive incentives based on their participation and reputation for a given period specified.
- **Information users** are stakeholders who, at any time, retrieve information and upload feedback to the information collection and dissemination server. They also receive incentives based on their participation and reputation for a given period specified.
- **The collection and dissemination server** primarily consist of two system components: information server and incentive server. The information server is responsible for storing the uploaded information and dissemination of requested information to the users. The incentive server is responsible for participation, reputation, and incentive management during the entire system interaction.

The complete PRIGM system model works as follows:
- The information saver saves the data whenever a user uploads any information, and the incentive saver via participation component updates user participation accordingly.
- Whenever a user retrieves any information, the information saver disseminates the requested information, and the incentive saver via participation update component updates user participation accordingly.
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- The information saver saves the feedback information whenever a user uploads any feedback about retrieved information; the incentive saver via reputation update component updates information user reputation and the designated information uploader reputation.
- After a specified time, the model calculates user participation and reputation score, judge users honest and dishonest, calculates incentive and penalty, and lastly, disburse accordingly to respective users.
- Lastly, the model resets the user's participation and reputation scores, and the interaction circles continue.

4. Modeling, coding, and simulation

This study introduced a sigmoid function to compute the user's reputation and participation score, respectively. We used the sigmoid function because it returns a value ranging between zero and one. The sigmoid function is more appropriate than other functions for modeling the concept of human behavior and has been widely used [17]. Equation (1) defines the sigmoid function used in this study.

\[
f(x) = 1 - \frac{1}{1 + e^{-x}}
\]

The system model has a number of players (users) denoted as \( P = \{p_1, p_2, p_3, p_4, \ldots, p_n\} \). The strategy of each player (Users) corresponds to Participating Honestly (H) and Participating dishonestly (D). Thus, each player (User) will have the same set of two strategies, honest and dishonest, denoted as \( S = \{H, D\} \). Table 1 defines all notations and symbols used by this model. The participation and reputation score was calculated by the function (2) and (3), denoted by \( Pi, t(z) \), and \( Ri, t(r) \), respectively.

\[
Pi, t(z) = 1 - \frac{1}{1 + z}
\]

\[
Ri, t(r) = 1 - \frac{1}{1 + r}
\]

Table 1 Definition of terms and notations

| Symbol | Definition |
|--------|------------|
| \( P_i, P_j \) | Information providers and information users, respectively |
| \( Ir \) | Incentive Score rate |
| \( Pr \) | Penalty Score rate |
| \( Ri, t \) | Users \( P_i \) reputation Score at time \( t \) |
| \( Rj, t \) | Users \( P_j \) reputation Score at time \( t \) |
| \( Ui, t(x,y) \) | The Expected Utility for user \( P_i \) at time \( t \) when the information provider takes action \( x \), and information user takes action \( y \) |
| \( Uj, t(x,y) \) | The Expected Utility for user \( P_j \) at time \( t \) when the information provider takes action \( x \), and information user takes action \( y \) |
| \( z \) | Number of times user upload information or retrieve information |
| \( r \) | Number of useful information or truthful feedback user upload |
| \( Pi, t \) | Users \( P_i \) participation score at time \( t \) |
| \( Pj, t \) | Users \( P_j \) participation score at time \( t \) |
| \( A \) | Incentive Score at time \( t \) |
| \( K \) | Penalty Score at time \( t \) |

For the model to judge the stakeholder's honesty or dishonesty we defined that, if \( \left[ \frac{RLL}{1+PLL} \right] > 0 \); then the stakeholder is honest, and if \( \left[ \frac{RLL}{1+PLL} \right] = 0 \); then the stakeholder is dishonest. To simplify the judgment, we denote \( \mu \) to represent whether user \( P_i \) participates honestly or participating dishonestly at time \( t \). We set \( \mu \), as indicated in equation (4), to give incentives to honesty users and punish dishonest users accurately.

\[
\mu = \begin{cases} 
1, & \text{Pi is participating honestly} \\
-1, & \text{Pi is participating dishonestly} 
\end{cases}
\]

In our simulation experiment, we used equations 5 and 6 to calculate the incentive score denoted by \( A \) and the penalty score denoted by \( K \).

\[
A = \left[ \frac{RLL}{1+PLL} \right] \times Ir
\]
During the evolutionary game, the two players' information provider \( \text{P}_i \) and information user \( \text{P}_j \) are not entirely rational. Thus, the expected payoff of information provider \( \text{P}_i \) in each strategy profile is defined as follows:

The \( U_{it}(H, H) \) denotes the payoff for information provider \( \text{P}_i \) when both information users and information providers choose strategy honest (H) during their system interaction at time \( t \). \( U_{it}(H, D) \) denotes payoff for information provider \( \text{P}_i \) when the information user select strategy dishonest (D). In contrast, the information provider selects strategy honest (H) during their system interaction at time \( t \). \( U_{it}(D, H) \) denotes the payoff for information provider \( \text{P}_i \) when the information user selects strategy dishonest (H), and the information provider selects strategy honest (H) during their system interaction at time \( t \). \( U_{it}(D, D) \) denotes the payoff for information provider \( \text{P}_i \) when both information users and information providers select strategy dishonest (D) during their system interaction at time \( t \). Table 2 summarizes these payoffs for information provider \( \text{P}_i \).

The expected payoff of information user \( \text{P}_j \) in each strategy profile is defined as follows:

The \( U_{jt}(H, H) \) denotes the payoff for information user \( \text{P}_j \) when both information users and information providers choose strategy honest (H) during system interaction at time \( t \). \( U_{jt}(H, D) \) denotes payoff for information user \( \text{P}_j \) when the information user selects strategy honest (H), and the information provider selects strategy dishonest (D) during their system interaction at time \( t \). \( U_{jt}(D, H) \) denotes the payoff for information user \( \text{P}_j \) when the information user selects strategy dishonest (D), and the information provider decides strategy honest (H) during their system interaction at time \( t \). \( U_{jt}(D, D) \) denotes the payoff for information user \( \text{P}_j \) when both information user and information provider selects strategy dishonest (D) during their system interaction at time \( t \). Table 3 summarizes these payoffs for information provider \( \text{P}_j \).

Users must be encouraged to participate honestly to guarantee the performance of the system model. The constraints denoted by equation (7) were defined within the system model to ensure that each user participate honestly:

\[
\begin{align*}
U_{it}(H,H) &> U_{it}(H,D) \\
U_{it}(D,H) &> U_{it}(D,D) \\
U_{jt}(H,H) &> U_{jt}(H,D) \\
U_{jt}(D,H) &> U_{jt}(D,D)
\end{align*}
\]

The model updates the user's participation and reputation based on the user's strategy selection during each iteration after each play of the evolutionary game. After a specified period \( t \), participation and reputation score are calculated for each user and used to judge the users' honesty or dishonesty accordingly. In the judgment model, \( \mu \) represents whether the user participates honestly or participating dishonestly at time \( t \). Therefore, to pay incentives to honesty and punish dishonest users, \( \mu \) is set, as shown by equation (8). Thus, Table 4 shows the matrix of \( \mu \), which determines whether the user should be incentivized or punished.

\[
\mu = \begin{cases} 
1, & \text{Pi is participating honestly} \\
-1, & \text{Pi is participating dishonestly}
\end{cases}
\]
Table 4 Matrix of $\mu$

| Information Provider $P_i$ | Information users $P_j$ | \(H\) | \(D\) |
|---------------------------|-------------------------|------|------|
|                           |                         | \((1,1)\) | \((1,-1)\) |
|                           |                         | \((-1,1)\) | \((-1,-1)\) |

Equation (9) and (10) describe each player's expected incentive in the strategy profile where both information providers and information users are honest at time $t$, respectively.

\[
\begin{align*}
U_i, t(H, H) &= \left[ \frac{R_{i,t}}{1 + P_{i,t}} \right] \times Ir \\
U_j, t(H, H) &= \left[ \frac{R_{j,t}}{1 + P_{j,t}} \right] \times Ir
\end{align*}
\tag{9}
\]

\[
\begin{align*}
U_i, t(H, D) &= \left[ \frac{P_{i,t}}{1 + P_{j,t}} \right] \times Pr \\
U_j, t(H, D) &= \left[ \frac{P_{j,t}}{1 + P_{j,t}} \right] \times Pr
\end{align*}
\tag{10}
\]

The expected incentive or penalty to each player in the strategy profile where information providers are honest, and information users are dishonest at time $t$, described by equation (11) and (12).

\[
\begin{align*}
U_i, t(H, D) &= \left[ \frac{P_{i,t}}{1 + P_{j,t}} \right] \times Pr \\
U_j, t(H, D) &= \left[ \frac{R_{j,t}}{1 + P_{j,t}} \right] \times Ir
\end{align*}
\tag{11}
\]

\[
\begin{align*}
U_i, t(H, D) &= \left[ \frac{P_{i,t}}{1 + P_{j,t}} \right] \times Pr \\
U_j, t(H, D) &= \left[ \frac{P_{j,t}}{1 + P_{j,t}} \right] \times Pr
\end{align*}
\tag{12}
\]

The expected incentive or penalty to each player in the strategy profile where information providers are dishonest, and information users are honest at time $t$ described by equation (13) and (14).

\[
\begin{align*}
U_i, t(D, H) &= \left[ \frac{P_{i,t}}{1 + P_{j,t}} \right] \times Pr \\
U_j, t(D, H) &= \left[ \frac{R_{j,t}}{1 + P_{j,t}} \right] \times Ir
\end{align*}
\tag{13}
\]

\[
\begin{align*}
U_i, t(D, H) &= \left[ \frac{P_{i,t}}{1 + P_{j,t}} \right] \times Pr \\
U_j, t(D, H) &= \left[ \frac{P_{j,t}}{1 + P_{j,t}} \right] \times Pr
\end{align*}
\tag{14}
\]

Equation (15) and (16) describe the expected penalty to each player in the strategy profile where both information providers and information users are dishonest at time $t$ respectively.

\[
\begin{align*}
U_i, t(H, H) &= \left[ \frac{P_{i,t}}{1 + P_{j,t}} \right] \times Pr \\
U_j, t(H, H) &= \left[ \frac{P_{j,t}}{1 + P_{j,t}} \right] \times Pr
\end{align*}
\tag{15}
\]

\[
\begin{align*}
U_i, t(H, H) &= \left[ \frac{P_{i,t}}{1 + P_{j,t}} \right] \times Pr \\
U_j, t(H, H) &= \left[ \frac{P_{j,t}}{1 + P_{j,t}} \right] \times Pr
\end{align*}
\tag{16}
\]

We modeled the stakeholder's participation as an evolutionary game and coded the model using the python programming language. We selected Python programming language because it has many useful libraries, powerful for computation simulations. We simulated the model in five cases, each with four-
 incentives and decreasing the stakeholder's scoring penalty on every game round. This result indicates that stakeholders continue learning from received payoff for every strategy chosen during a game round and change strategy to maximize their payoffs.

**Case III: 1000 Stakeholders**
When simulating the model with 1000 stakeholders, we observed that during the first game round, 390 stakeholders were honest, and 610 stakeholders were dishonest. The second game round, about 450 stakeholders, are honest, and 550 stakeholders are dishonest. During the third game round, 610 stakeholders are honest, and 390 stakeholders are dishonest. In the fourth game round, about 800 stakeholders are honest, and 200 stakeholders are dishonest.

*Figure 4* depicts these results, showing an increase in the number of stakeholders scoring incentives and decreasing the stakeholder's scoring penalty on every game round. This result also indicates that stakeholders continue learning from received payoff for every strategy chosen during a game round and change strategy to maximize their payoffs.

**Case IV: 2000 Stakeholders**
We then simulated the model with 2000 stakeholders, and the result shows that for the first game, around 800 stakeholders were honest, and 1200 stakeholders were dishonest. In the second game round, about 1000 stakeholders are honest, and 1000 stakeholders are dishonest. More than 1200 stakeholders are honest during the third game to round, and around 800 stakeholders are dishonest. In the fourth game round, about 1550 stakeholders are honest, and 450 stakeholders are dishonest.

*Figure 5* depicts these results, showing an increase in the number of stakeholders scoring incentive and decreasing the stakeholder's scoring penalty on every game round.

**Case V: 5000 Stakeholders**
Lastly, we simulated the model with 5000 stakeholders, and the result shows that for the first game, around 2000 stakeholders were honest, and more than 3000 stakeholders were dishonest. In the second game round, about 2300 stakeholders are honest, and 2700 stakeholders are dishonest. During the third game round, about 3000 stakeholders are honest, and around 2000 stakeholders are dishonest. In the last game round, about 3800 stakeholders are honest, and 1200 stakeholders are dishonest. *Figure 6* depicts these results, showing an increase in the number of stakeholders scoring incentives and decreasing the stakeholder's scoring penalty on every game round. This result also indicates that stakeholders continue learning from received payoff for every dishonest strategy chosen during a game round, change strategy to honest, and maximize their payoffs.

As time goes on during the evolutionary game, more participating stakeholders' select an honest strategy.

The comparative analysis of the simulation results in all five cases shows that no matter of the population of stakeholders or a high number of stakeholders choosing dishonest strategy at the beginning of the game, after several game rounds, the majority of stakeholders will be motivated to choose an honest strategy.

---

**Figure 2** Case I distribution of stakeholders by strategies and game rounds
**Figure 3** Case II distribution of stakeholders by strategies and game rounds

**Figure 4** Case III distribution of stakeholders by strategies and game rounds

**Figure 5** Case IV distribution of stakeholders by strategies and game rounds
6. Conclusion and recommendation

The dishonest behavior of human beings seriously threatens the adoption and performance of fisheries information collection and dissemination. In this research work, we have proposed PRIGM, which employed a participation-reputation based incentive game model to motivate fisheries stakeholders to make use, contribute accurate information, and submit truthful feedbacks to the system. We simulated the non-cooperative evolutionary process of the fisheries stakeholder interactions. The results proved that PRIGM effectively motivates stakeholders to use the system, contribute accurate information, and submit truthful feedback.

With slight changes depending on the nature of the system, PRIGM can be used in other systems to solve human users' dishonest behavior. Future work will research evolutionary game in more complicated systems of other sectors and propose appropriate incentive mechanism.
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