INTRODUCTION

Echosounders are used for remote sensing marine ecosystems. As early as 1935, Sund (1935) observed the distribution of spawning cod in the Lofoten area using a single beam echosounder. The method was further developed to map the abundance of fish, driven by the need for fisheries management (Simmonds & MacLennan, 2005). More recently, fisheries acoustics sensors have been deployed on a wide range of platforms including observatories, autonomous underwater vehicles (Fernandes et al., 2003), uncrewed surface...
vehicles (De Robertis et al., 2021) and vessels of opportunity, observing a wide range of ecosystem processes across different spatial and temporal scales (Gode et al., 2014).

Today, echosounders can produce pulses with a wide and continuous frequency range (broadband pulses), compared to the conventional narrowband systems. This provides in most cases significantly better along-beam (range) resolution, a higher signal-to-noise ratio than narrowband pulses (Chu & Stanton, 1998; Ehrenberg & Torkelson, 2000), and improved frequency resolution for backscatter categorisation (Korneliussen et al., 2018). Lavery et al. (2010) used broadband signals to reduce ambiguities in the interpretation of acoustic scattering from zooplankton and oceanic microstructure. Stanton et al. (2012) used low frequency broadband pulses (1–6 kHz) that included the resonance frequency of swimbladder fish to classify size classes. Blanluet et al. (2019) used broadband acoustics, with ground truthing (nets and video), to characterise the composition of two sound scattering layers. Bassett et al. (2018) showed that broadband signals may be helpful in characterising smaller fishes with swimbladders and euphausiids (15–150 kHz). Benoit-Bird and Waluk (2020) were able to effectively discriminate three monospecific aggregations of species (hake, anchovy and krill) using broadband signals (45–170 kHz). Lavery et al. (2017) explored different broadband pulse shapes to increase the ability to resolve adjacent single targets as well as near boundaries in tank experiments (15–400 kHz). By applying high-frequency broadband pulses to fish-like artificial targets, Kubilius et al. (2020, 2023) demonstrated the potential for acoustic sizing of individually resolved fishes in a controlled ex situ environment (45–90 and 160–260 kHz). Using the increased range resolution, Hasegawa et al. (2021) were able to isolate single fishes and discriminate successfully between average frequency responses of walleye pollock and pointhead flounder in situ (45–260 kHz). Using narrow (18–38 kHz) and broadband acoustic data (70–280 kHz) with a mixed species scattering model, Loranger et al. (2022) demonstrated estimation of mean length and total biomass of longfin squid and mackerel.

Several scientific broadband echosounder systems have been developed for laboratory use (Chu et al., 1992; Conti & Demer, 2003; Forland et al., 2014), some prototype or custom-made systems (Barr et al., 2002; Briseño-Avena et al., 2015; Foote et al., 2005; Imaizumi et al., 2009; Simmonds et al., 1996; Zakharia et al., 1989, 1996) and some commercially available systems (Denny & Simpson, 1998; Ehrenberg & Torkelson, 2000; Gordon & Zedel, 1998; Stanton et al., 2010; Zedel et al., 2003). More widespread use of broadband acoustics in fisheries and ecosystem research has followed from the upgrade of widely used narrowband systems to gain broadband capabilities.

Signal processing methods for broadband echosounders (Stanton & Chu, 2008) are based on radar signal processing theory, with further adaptation to echosounders (Bassett et al., 2018; Lavery et al., 2017). When implementing the equations to computer processing code, some choices are well founded in the signal processing literature, whereas others are of a more practical and ad-hoc nature. The latter is typically missing in the literature, making it difficult to benchmark new methods and to test the implementation in new echosounders and post-processing software.

The objective of this paper and the associated code is to provide a benchmark for developing and implementing signal processing algorithms for broadband echosounders. We present the design goals, implementation details and recommended procedures and processing required to obtain quantitative broadband data. The steps include pulse compression, target strength as a function of frequency (TS(f), dB re 1 m²) and volume backscattering strength as a function of frequency (S_v,f, dB re 1 m⁻¹). The intention is that the code will be used as a starting point for implementations in various relevant data processing software, for further developing active acoustic broadband signal processing, and to serve as a learning resource.

2 SIGNAL FLOW AND INITIAL PROCESSING

2.1 Accompanying code

The code accompanying this paper is written in the Python programming language (v3.10) and is available through GitHub (see ‘Data Availability Statement’) together with the data used in the examples. All single-ping processing steps with respective figures in the paper can be reproduced by running the main script, main.py. Reproduction of Figure 5a and Figure 8a requires downloading the original echosounder raw data separately and using the scripts (TSfEchogram.py and SvfEchogram.py).

Without loss of generality, we use the Simrad EK80 echosounder as an example, since it is currently the most commonly used broadband system in the marine ecosystem acoustics field. The test data sets accompanying the code are representative of the data contained in Simrad EK80 raw files. In order to make the code echosounder independent, simple json strings are used as input. Detailed information on the settings used during data collection is available in the code and data files on GitHub.

Our presentation uses nomenclature and approaches that are commonly used for narrowband echosounder systems, which were derived from radar processing (Cook & Bernfield, 1967). In particular, the expressions for target strength (TS, dB re 1 m²) and volume backscattering strength (S_v, dB re 1 m⁻¹) (MacLennan et al., 2002) are presented in a similar manner for broadband signals as for narrowband signals.

2.2 System overview

A basic quantitative echosounder system consists of a transducer, a transceiver, and a computer program that controls the operation of the transceiver and records the received signals. During transmission, the program defines the signals that are created as electric signals in the transceiver, converted to acoustic signals by the transducer and transmitted into the water. The acoustic signals propagate
through the water, are reflected or scattered by objects in the water, and propagate back to the transducer. During reception, the transducer converts the received acoustic signals to electric signals, which are received, preamplified, filtered, digitised, processed in the transceiver, and then transferred to the controlling program for further data processing and storage (Figure 1). Many types of transmit signals are feasible—this paper considers only upsweep linear frequency modulated signals (also known as linear chirps).

### 2.3 Signal generation

The controlling computer program generates a short-duration digital transmit signal \( y_{ts}(n) \), where \( n \) is the sample index in the discrete time domain. The nominal pulse duration, \( T \), is defined as the duration of the digital transmit signal \( y_{ts}(n) \). Typical broadband pulses are linear upsweep pulses windowed by an envelope function. The generated signal is converted to an analogue electric signal \( y_{ren}(t) \) and amplified by the transceiver to obtain the analogue signal \( y_{ren}(t) \), where \( t \) is the time for the signal. The analogue and amplified signals are passed on to the transducer to generate the transmitted acoustic signal \( y_{ct}(t) \) in the water. For a split-beam echosounder system, there are typically three or four channels to allow estimation of the angle of arriving echoes, and the signal is typically transmitted with equal power across the channels.

The most commonly used transmit signals (e.g. in Simrad EK80) are linear frequency modulated signals with an applied Tukey window function (see, e.g. Lavery et al., 2017 for a more in-depth treatment of this subject).

### 2.4 Signal reception

The returning acoustic signal, \( y_{rx}(t) \), is received by each transducer sector, \( u \), and converted to an analogue electric signal, \( y_{rx}(t,u) \), in the transducer and received by the corresponding receiver channels, \( u \), in the transceiver. The received electric signal, \( y_{rx}(t,u) \), from each channel, \( u \), is pre-amplified, filtered by an analogue anti-aliasing filter, and digitised in the transceiver at a frequency of \( f_s \), creating the digital signal, \( y_{rxorg}(n,u) \).

To remove noise and reduce the amount of data, the sampled signal from each channel is filtered and decimated in multiple stages, \( v \), using complex bandpass filters, \( h_{bp}(i,v) \), and decimation factors, \( D(v) \). This processing step is approximately equivalent to a traditional de-modulation process. See tab. 1.2 in the work of Demer et al. (2017), for examples of values. The individual filter coefficients for each filter and decimation stage are indexed by \( i \). The output signal from each channel, \( u \), from each filter and decimation stage, \( v \), is then given by:

\[
y_{rx}(n,u,v) = (y_{rx}(n,u,v-1) * h_{bp}(i,v)) \downarrow D(v), \quad v = 1, \ldots, N_v
\]

where \( y_{rx}(n,u,v) \) is set to \( y_{rxorg}(n,u) \), being the signal before decimation, \( * \) indicates convolution, \( \downarrow \) indicates decimation by the factor \( D(v) \), and \( N_v \) is the total number of filter stages. The output signal from the final filter and decimation stage, \( y_{rx}(n,u,N_v) \), is shortened to \( y_{rx}(n,u) \) for convenience. For the output signal, \( y_{rx}(n,u) \), the decimated sampling rate, \( f_{s,dec} \), is given by:

\[
f_{s,dec} = f_s \prod_{v=1}^{N_v} \frac{1}{D(v)}.
\]

The characteristics of the bandpass filter and decimation factors are chosen with regard to the desired operating bandwidth, noise suppression levels, impulse response duration and other common filter characteristics, with the aim of maintaining sufficient information in the data (Crochiere & Rabiner, 1983; Proakis & Manolakis, 2007). The frequency responses of the filters are shown in Figure 2 and the corresponding filter coefficients and decimation factors are given in the test data set, where \( N_v = 2 \).

The original sample data \( y_{rxorg}(n,u) \) are not available in the EK80 data files. Instead, the filtered and decimated complex samples from each transducer channel \( y_{rx}(n,u) \) are stored in the data files. Data are recorded in computer data files for display and analysis by processing software. Additional information, such as from position and motion sensors and system configuration data, is also included in the files.
2.5 | Matched filtering (pulse compression)

To increase signal-to-noise ratio and resolution along the acoustic beam, a matched filter may be applied to the raw data samples (Turin, 1960). This technique is also known as pulse compression (Klauder et al., 1960), which achieves the average transmitted power of a relatively long pulse while obtaining the range resolution of a shorter pulse. One approach for a matched filter is to use a normalised version of the ideal transmit signal as the replicate signal, filtered and decimated using the same filters and decimation factors as applied in Equation (1). The normalised ideal transmit signal, $\tilde{y}_{tx}(n)$, is given by

$$\tilde{y}_{tx}(n) = \frac{y_{tx}(n)}{\max(y_{tx}(n))},$$  \hspace{1cm} (3)

where $\max$ is the maximum value of $y_{tx}(n)$. The filtered and decimated output signal, $\tilde{y}_{tx}(n,v)$, of each filter stage, $v$, using the ideal normalised transmit signal, $\tilde{y}_{tx}(n)$, as the input signal, is given by

$$\tilde{y}_{tx}(n,v) = \tilde{y}_{tx}(n,v-1) \ast h_{bp}(i,v) \Downarrow D(v), \quad v = 1, \ldots, N_v, \quad (4)$$

where $\tilde{y}_{tx}(n,0)$ is set to $\tilde{y}_{tx}(n)$. The output signal from the final filter and decimation stage, $\tilde{y}_{tx}(n,N_v)$, is used as the matched filter and is indicated as $y_{mf}(n)$ (Figure 3a).

The autocorrelation function of the matched filter signal ($y_{mf,auto}(n)$) and the effective pulse duration ($\tau_{eff}$) will be used in later processing steps.

$y_{mf,auto}(n)$ is defined as

$$y_{mf,auto}(n) = \frac{y_{mf}(n) * y_{mf}(-n)}{\|y_{mf}\|^2}, \quad (5)$$

where $\ast$ denotes convolution, $\ast$ complex conjugate, and $\|y_{mf}\|^2$ the $L^2$-norm of $y_{mf}$, also known as the Euclidean norm. See for example Padgett and Anderson (2022) and Ghatak (2017) for background on $L^2$-norm.

**FIGURE 2** Example of frequency response (filter gain) of the filters in our $S_v$ test dataset. The blue and orange curves represent the filter responses of the first and second filter. Note that the blue line is above 0 dB; this is caused by the transition from complex to real values. The vertical dashed green lines indicate the frequency range of the transmit signal.

**FIGURE 3** An example from our TS test dataset where the decimated sampling rate ($f_{s,dec}$, Equation 2) is 125 kHz, the nominal pulse duration ($\tau$) is 2 ms, and the effective pulse duration ($\tau_{eff}$, Equation 6) is 0.01 ms. (a) The absolute value of the filtered and decimated output signal, $y_{mf}(n)$, from the final filter and decimation stage, which is used for the pulse compression. (b) The autocorrelation function $p_{tx,auto}(n)$. 

$$y_{tx}(n,v) = [\tilde{y}_{tx}(n,v-1) * h_{bp}(i,v)]_{D(v)}, \quad v = 1, \ldots, N_v,$$  \hspace{1cm} (4)
\( r_{\text{eff}} \) is defined as
\[
r_{\text{eff}} = \frac{\sum p_{\text{x,auto}}(n)}{\max(p_{\text{x,auto}}(n)) f_{\text{x,dec}}},
\]
where
\[
p_{\text{x,auto}}(n) = |y_{\text{x,auto}}(n)|^2
\]
is the square of the absolute value of the matched filter autocorrelation function, and the summation is calculated over the duration of the autocorrelation function (Figure 3b).

To perform pulse compression, the received signal, \( y_{\text{rx}}(n,u) \), is convolved with a complex conjugated and time-reversed version of the matched filter signal, and here also normalised with the \( P \)-norm of the matched filter to maintain received signal power. The pulse compressed signal, \( y_{\text{pc}}(n,u) \), then becomes
\[
y_{\text{pc}}(n,u) = \frac{y_{\text{rx}}(n,u) - y_{\text{pc}}(n-u)}{\|y_{\text{eff}}\|_2}.
\]
The received power samples are then used to estimate target strength and volume backscattering strength. For estimating received power samples, the average signal, \( y_{\text{pc}}(n) \), over all transducer sectors, \( N_s \), is used:
\[
y_{\text{pc}}(n) = \frac{1}{N_s} \sum_{u=1}^{N_s} y_{\text{pc}}(n,u).
\]

Compensation of echo strength for position in the acoustic beam requires an estimate of the echo arrival angle. This is obtained using the split-beam method (Burdic, 1991), which for broadband pulses can be implemented with the angle values contained in the complex-valued \( y_{\text{pc}}(n) \) data, in combination with knowledge of transducer sector geometry. The principle is demonstrated with a transducer divided into four quadrants (Figure 4a). In this example, the summed signals from four halves \((1+2, 2+3, 3+4, 4+1)\) are calculated as:
\[
y_{\text{pc,fore}}(n) = \frac{1}{2} (y_{\text{pc}}(n,3) + y_{\text{pc}}(n,4)),
\]
\[
y_{\text{pc,aft}}(n) = \frac{1}{2} (y_{\text{pc}}(n,1) + y_{\text{pc}}(n,2)),
\]
\[
y_{\text{pc,star}}(n) = \frac{1}{2} (y_{\text{pc}}(n,1) + y_{\text{pc}}(n,4)).
\]

\[ y_{\text{pc,fore}}(n) = \frac{1}{2} (y_{\text{pc}}(n,3) + y_{\text{pc}}(n,4)), \]
\[ y_{\text{pc,aft}}(n) = \frac{1}{2} (y_{\text{pc}}(n,1) + y_{\text{pc}}(n,2)), \]
\[ y_{\text{pc,star}}(n) = \frac{1}{2} (y_{\text{pc}}(n,1) + y_{\text{pc}}(n,4)). \]

**FIGURE 4** (a) Transducer divided into four quadrants. The labels are directions often used when a transducer is mounted on a ship. (b) Equivalent circuit diagram of the transducer/transceiver with the impedances of the system.

2.6 | Power and angle samples

The transceiver measures voltage over a load, \( z_{\text{rx,e}} \), connected in series with the transducer impedance, \( z_{\text{td,e}} \). When calculating various acoustic properties, a system gain parameter will be used that assumes a matched receiver load. The total received power, \( p_{\text{rx}}(n) \), from all transducer sectors for a matched receiver load (Figure 4b) is given by:
\[
p_{\text{rx}}(n) = N_s \left( \frac{|y_{\text{pc}}(n)|}{2\sqrt{2}} \right)^2 \left( \left| z_{\text{rx,e}} + z_{\text{td,e}} \right| \right)^2 \frac{1}{\left| z_{\text{td,e}} \right|}. \]

Forward/aft and port/starboard phase angles of target echoes are estimated by combining the transducer half signals thus:
\[
y_{\theta}(n) = y_{\text{pc,fore}}(n)y_{\text{pc,star}}^*(n),
\]
\[
y_{\phi}(n) = y_{\text{pc,aft}}(n)y_{\text{pc,star}}(n),
\]
where \( y_{\theta}(n) \) is the electrical angle along the minor axis of the transducer (positive in the forward direction when ship-mounted) and \( y_{\phi}(n) \) the electrical angle along the major axis of the transducer (positive to starboard when ship-mounted). The physical echo arrival angles \( \theta \) and \( \phi \) are then given by:
\[
\theta(n) = \arcsin \left( \frac{\text{arctan2} (\Im(y_{\theta}(n)), \Re(y_{\theta}(n)))}{\tau_\theta} \right),
\]
\[
\phi(n) = \arcsin \left( \frac{\text{arctan2} (\Im(y_{\phi}(n)), \Re(y_{\phi}(n)))}{\tau_\phi} \right),
\]
where \( \tau_\theta \) and \( \tau_\phi \) are constants that convert from phase angles to physical echo arrival angles (Figure 5b) and \( \tau \) the centre frequency of the chirp pulse (Ehrenberg, 1979). The inverse sine is indicated by \( \arcsin \), the four quadrant inverse tangent which returns values in the interval \([-\pi, \pi]\) inclusive is indicated by \( \text{arctan2} \), the real part.
of a complex number by \( \Re \) and the imaginary part by \( \Im \). As a mnemonic, the horizontal line in the symbol used for the forward/aft direction, \( \theta \), represents the pivot axis for the alongship angles and the near-vertical line in the \( \phi \) symbol indicates the pivot axis for the port/starboard angles.

## 3 | TARGET STRENGTH

To illustrate the calculation of target strength (TS, dB re 1 m\(^2\)) as a function of frequency, TS(f), we use data collected on a 35 mm diameter tungsten carbide calibration sphere (WC35) suspended approximately 5.8 m below a 120 kHz transducer (Figure 5a).

Echoes from single targets are often characterised by their TS, which is related to the differential backscattering cross section, \( \sigma_{\text{bs}} \), via

\[
\text{TS} = 10 \log_{10} \left( \frac{\sigma_{\text{bs}}}{r_0^2} \right),
\]

(18)

where \( \log_{10} \) is the logarithm with base 10 and \( r_0 \) is 1 m.

Generalising the power-budget equation (i.e. sonar equation) for broadband signals (Lunde & Korneliussen, 2016) yields, in logarithmic form, TS at frequency \( f \):

\[
\text{TS}(f) = 10 \log_{10} \left( P_{\text{r,s,qs}}(f) \right) + 40 \log_{10}(r) + 2a(f) - 10 \log_{10} \left( \frac{\rho_{\text{xe,qs}} \lambda^2(f) g_{\text{c}}^2(\theta_t, \phi_t, f)}{16 \pi^2} \right),
\]

(19)

where \( P_{\text{r,s,qs}}(f) \) is the Fourier transform of the received electric power in a matched load for a signal from a single target at frequency \( f \), \( r \) is the range of the target, \( a(f) \) the acoustic absorption coefficient, \( \rho_{\text{xe,qs}} \) the transmitted electric power, \( \lambda \) the acoustic wavelength, and \( g(\theta, \phi, f) \) the transducer gain that incorporates both the on-axis gain \( g_0(f) = g(0,0,f) \) and the beam pattern based on the estimated target bearing \((\theta_t, \phi_t)\).

The point scattering strength (TS prior to target detection and beam pattern compensation), \( S_n(n) \), is estimated by applying Equation (19) to the received digitised power samples using the on-axis gain value and \( f \) set to the centre frequency of the broadband pulse, \( f_c \):

\[
S_n(n) = 10 \log_{10}(\rho_{\text{r,e,qs}}(n)) + 40 \log_{10}(r(n)) + 2a(f_c,n) - 10 \log_{10} \left( \frac{\rho_{\text{xe,qs}} \lambda^2(f_c) g_{\text{c}}^2(\theta_t, \phi_t, f_c)}{16 \pi^2} \right),
\]

(20)

noting that \( S_n(n) \) represents an average over the entire frequency band for all echoes received at sample \( n \).

Based on the point scattering strength samples and the phase angle samples, single targets can be detected, and range and bearing to the single targets can be estimated. This is typically achieved through a single echo detection (SED) algorithm (see e.g. Ona, 1999). Here we will assume that the samples from the pulse compressed data \( y_{\text{rc}}(n) \) originating from single target already have been identified, noting that the number of samples after the detected target may be higher than those before the peak to include scattering processes that occur in actual targets (as opposed to ideal point targets). The alongship angle \( \theta(n) \), athwartship angle \( \phi(n) \) and sample number \( n \) at the peak power \( P_{\text{r,s,qs}}(n) \) within the detected target are used as estimates for \( \theta_t, \phi_t \) and \( r_t \), respectively (Figure 5b). A simple pseudo SED algorithm, simply using a threshold, is implemented in the code for illustrative purposes.

From the autocorrelation function of the matched filter signal, \( y_{\text{mf,auto}}(n) \), the equivalent number of samples around the peak (to that used for the target signal) are extracted to create the reduced autocorrelation signal of the matched filter signal, \( y_{\text{mf,auto,red}}(n) \) (Figure 6). Depending on the scattering characteristics of the target and the distance to any adjacent single targets, the number of samples around the peak echo level in \( y_{\text{rc}}(n) \) that contain the majority of the echo energy can be more or less than the total number of samples around the peak of \( y_{\text{mf,auto}}(n) \). If the number of samples around the target is greater than the total number of samples around the peak...
of $Y_{\text{mf,auto}}(n)$ all samples around the peak of $Y_{\text{mf,auto}}(n)$ are used. If the number of samples around the target is less than the total number of samples around the peak of $Y_{\text{mf,auto}}(n)$, this lower number is used to create $Y_{\text{mf,auto,red}}(n)$.

The discrete Fourier transforms of the target signal, $Y_{\text{pc},t}(m)$, and the reduced auto-correlation signal, $Y_{\text{mf,auto,red}}(m)$, are given by:

$$Y_{\text{pc},t}(m) = \text{DFT}_0(Y_{\text{pc},t}(n)), \quad (21)$$

$$Y_{\text{mf,auto,red}}(m) = \text{DFT}_0(Y_{\text{mf,auto,red}}(n)), \quad (22)$$

where DFT indicates the Fourier transform of length $N_{\text{DFT}}$ and $m$ the sample index in the frequency domain. The normalised discrete Fourier transform of the target signal, $\hat{Y}_{\text{pc},t}(m)$, (Figure 7) is then calculated by

$$\hat{Y}_{\text{pc},t}(m) = \frac{Y_{\text{pc},t}(m)}{Y_{\text{mf,auto,red}}(m)}. \quad (23)$$

Assuming, as a first approximation, that the impedances of the transceiver and transducer are independent of frequency, the received power into a matched load, $P_{\text{rx,e},t}(m)$, is then estimated by:

$$P_{\text{rx,e},t}(m) = N_e \left( \frac{|Y_{\text{pc},t}(m)|^2}{2\sqrt{2}} \right) \left( \frac{|z_{\text{tx,e}} + z_{\text{tx,e}}|}{|z_{\text{tx,e}}|} \right)^2 \frac{1}{1 + z_{\text{tx,e}}}, \quad (24)$$

noting that potential significant variation of impedance with frequency will be accounted for in the $g_0$ obtained from the calibration process.

The target strength can then be estimated using Equation (19):

$$\text{TS}(f) = 10\log_{10}(P_{\text{rx,e},t}(m)) + 40\log_{10}(r_t)$$

$$+ 20\log_{10}(\frac{p_{\text{cx,e}}^2 f g^2 (\theta, \phi, f)}{16\pi^2}), \quad (25)$$

where the sample index $m$ corresponding to frequency $f$ can be estimated using

$$m = \left\lfloor \frac{f}{f_{\text{dec}} N_{\text{DFT}}} \right\rfloor, \quad (26)$$

where $\lfloor \cdot \rfloor$ represents the modulus. A frequency-modulated pulse scattered by a metallic sphere will exhibit frequencies at which very little energy is returned due to destructive interference (Stanton & Chu, 2008). This is visible in the estimated TS (Figure 7) and agrees well with theoretical estimates of the backscatter from spheres (MacLennan, 1981).

4 | VOLUME BACKSCATTERING STRENGTH

To illustrate calculation of volume backscattering strength as a function of frequency, $S_v(f)$ (dB re 1 m$^{-1}$), we use data collected on a school of fish lacking swimbladder (Figure 8) collected with a 120 kHz centre frequency transducer.

Echoes from multiple scatterers can be quantified using volume backscattering strength, $S_v$, being the density of backscattering cross sections, and is given by:

$$S_v = 10\log_{10} \frac{\sum \sigma_{\text{vol}}}{V}, \quad (27)$$

where $V$ is the ensonified volume occupied by the scattering targets. The power-budget equation for multiple targets is then:

$$S_v(f) = 10\log_{10}(P_{\text{rx,e},v}(f)) + 20\log_{10}(r_e)$$

$$+ 20\log_{10}(\frac{p_{\text{cx,e}}^2 f c t_w \psi(f) g^2(f)}{32\pi^2}), \quad (28)$$

where $P_{\text{rx,e},v}(f)$ is the electric power received in a matched load for the signal from a volume at frequency $f$. $c$ the sound speed, $r_e$ is the range to the centre of the range volume covered by $t_w$, and $\psi(f)$ is the two-way equivalent beam angle. $t_w$ is the duration of the time window, excluding the zero-padded portion if applied.
FIGURE 7 (a) The discrete Fourier transform of the target signal $Y_{pc,t}(m)$, (b) and the reduced auto-correlation signal $Y_{mt,auto,red}(m)$, (c) the normalised discrete Fourier transform of the target signal $\tilde{Y}_{pc,t}(m)$, (d) transducer gain $\left(10\log_{10} g_{2,\theta,\phi, f}\right)$, and (e) the estimated TS($f$).

FIGURE 8 Illustration of the volume backscattering strength as a function of frequency, $S_v(f)$. The fish school is seen as a registration between 15 and 35 m range, and the sea floor is seen at approximately 50 m. (a) Pulse compressed $S_v$ as a function of ping number and range for the raw data file used in the $S_v(f)$ example. The red vertical line indicates the ping that is used to illustrate the $S_v(f)$ processing. (b) $S_v$ as a function of frequency and range for the single ping indicated in (a) with a vertical red line. In this example, the decimated sampling rate ($f_{\text{dec}}$, Equation 2) is 93.75 kHz, the nominal pulse duration ($\tau$) is 2 ms, and the effective pulse duration ($\tau_{\text{eff}}$, Equation 6) is 0.02 ms.
used to evaluate the frequency spectrum. Note that for the single frequency, narrowband, case the pulse duration is used, for the broadband case $t_p$ is used. The two-way equivalent beam angle is a function of frequency that is derived from an empirical estimate of $\psi$ at the nominal frequency, $f_n$:

$$\psi(f) = \psi(f_n) \left( \frac{f}{f_n} \right)^2.$$  \hfill (29)

Volume backscattering samples compressed over the operational frequency band are estimated by applying Equation (28) to the received digitised power samples using the on-axis gain value with $f$ set to the centre frequency of the broadband pulse, $f_c$:

$$S_v(n) = 10\log_{10}(P_{pc,v}(n)) + 20\log_{10}(r_c(n)) + 2\alpha(f_c)r_c(n) - 10\log_{10}\left( \frac{|p_{tx,e,k}^{2}(f)|^2|c_{rx,e}^{2}(f)|^2}{32\pi^2} \right).$$  \hfill (30)

Compensation of spherical spreading loss requires compensation of received power by a factor of $r_c^2$, and hence compensation of amplitude by a factor of $r_c$:

$$Y_{pc,s}(n) = Y_{pc}(n)r_c(n).$$  \hfill (31)

Here $Y_{pc,s}(n)$ is the pulse compressed signal compensated for spherical spreading. A discrete Fourier transform is performed on the range-compensated pulse-compressed sample data using a normalised sliding Hann window, $w(i)$. The duration, $t_w$, of the sliding window is chosen as a compromise between along-beam range resolution and frequency resolution. We suggest that it be at least twice the pulse duration and for computational efficiency reasons should result in a number of samples, $N_w$, which is a power of 2.

The normalised Hann window, $\tilde{w}$, is given by:

$$\tilde{w}(i) = \frac{w(i)}{\left( \frac{N_w}{2} \int_{-N_w/2}^{N_w/2} w(v) \, dv \right)}, \quad i = -N_w/2, \ldots, N_w/2.$$  \hfill (32)

and the discrete Fourier transform of the windowed data, $Y_{pc,v}(m)$, is then obtained from:

$$Y_{pc,v}(m) = \text{DFT}_{N_w}( \tilde{w}(i) Y_{pc,s}(i+n) \left( u(i+N_w/2) - u(i-N_w/2) \right) ).$$  \hfill (33)

where $u(i)$ is the step function and $n$ is the sample data index for the centre of the sliding window. The discrete Fourier transform of the auto-correlation function of the matched filter signal, $Y_{mf,auto}(m)$, also needs to be evaluated at the same frequencies:

$$Y_{mf,auto}(m) = \text{DFT}_{N_w}(Y_{mf,auto}(n)).$$  \hfill (34)

The normalised discrete Fourier transform of the windowed data, $\tilde{Y}_{pc,v}(m)$, is then given by:

$$\tilde{Y}_{pc,v}(m) = \frac{Y_{pc,v}(m)}{Y_{mf,auto}(m)}.$$  \hfill (35)

and received power into a matched load, $P_{rx,e,v}(m)$, is estimated from:

$$P_{rx,e,v}(m) = N_d \left( \frac{|Y_{pc,v}(m)|^2}{2\sqrt{2}} \right)^2 \left( \frac{|z_{rx,e} + \Delta z_{e}|}{|z_{rx,e}|} \right)^2 \frac{1}{|\Delta z_{e}|}.$$  \hfill (36)

Finally, the discretised estimate of $S_v(f)$, $S_v(m)$, is given by the following:

$$S_v(f) = 10\log_{10}(P_{rx,e,v}(m)) + 2\alpha(f_c)r_c - 10\log_{10}\left( \frac{|p_{tx,e,k}^{2}(f)|^2|c_{rx,e}^{2}(f)|^2}{32\pi^2} \right).$$  \hfill (37)

The sample index $m$ corresponding to the frequency $f$ can be estimated using Equation 26.

By selecting a set of centre samples $t$, $S_v$ values can be presented as a function of range ($n$) and frequency ($f$) for each ping. The range for the centre samples $n$ could be chosen as half the window length or any other grid that the user prefers the data presented to be in. This can be useful when combining the $S_v(f)$ across a range of transducers. In our example, we have simply chosen the set of centre samples as the original range samples (Figure 8).

For acoustic abundance estimation and classification purposes, it is common to integrate $S_v$ over a range (15–34 m in the example, covering a school of non-swimbladdered fish, Figure 8). It is normal to average $S_v$ over several pings to obtain an unbiased estimate, but here only one ping is used for illustrative purposes (Figure 9). Even though this is for a single ping it is still possible to observe a positive slope of the frequency response that is indicative of non-swimbladdered fish.

The trend for increasing $S_v$ with frequency is well-known for fish without swimbladder (Korneliussen, 2010) and is consistent with the trend observed in this example. In contrast to data from isolated scatterers, such as metallic spheres, the benefit of pulse compression on the backscatter from an object that generates many overlapping echoes is not immediately obvious (Figure 9).

## 5 | DISCUSSION

The use of broadband signals in fisheries acoustics is a developing field, and our contribution represents a comprehensive description of the data processing steps. The contributions include all steps well-founded in the literature as well as any practical and more ad-hoc choices. Choices include handling gaps in the calibration data, the choice of transmit pulse including tapering, calculation of efficient pulse duration, and decimation factors and filtering. When convolving the received signal with the transmit pulse, there are various approaches to handle edge cases (e.g. distorted output at the beginning and end of the section of filtered data) and in our implementation we chose to exclude these. We also assumed a four-sector transducer, and the code must be adapted to other beam configurations if other configurations are needed. When estimating $TS_v(f)$ and $S_v(f)$ the resolution and accuracy will depend on the length, $N_{BT}$, of the Fourier transform, and the actual choice will be a compromise between accuracy and computational speed.
Our objective is not to provide an evaluation of all these choices, but to document the baseline for the processing that can be used for benchmarking purposes.

$TS(f)$ is a common metric for studying single targets, used to extract features from single individuals. Features include size, target classification, and behaviour through tracking. In our implementation, the calculation of $TS(f)$ assumes that a single target has been successfully identified. This requires a robust single-target detector. There are several SED algorithms, and different algorithms may be required depending on the situation. Typical SED algorithms are based on traditional single frequency pulses and by utilising the additional information in broadband echoes improved SEDs may be envisioned, but this is outside the scope of this paper.

$Sv(f)$ is a key parameter for echo integration. To estimate $Sv(f)$ a Fourier transform is used, applied repeatedly via a sliding window in range. The chosen size of the window is twice the pulse length and is a compromise between spatial and frequency resolution. Since the duration of the sliding window can cause the spreading loss compensation to differ between the beginning and end of the window, the compensation for spreading loss is performed on the pulse compressed time domain data before the transform. Absorption loss compensation is also range dependent (and frequency dependent) but is insignificant for the operating frequencies for typical marine ecosystem echosounder for short range windows. Therefore, the compensation for absorption loss is performed after applying the discrete Fourier transform. The choice of window also allows the data to be split onto a predefined range-frequency grid, which can then be used to fit data across transducers to an n-dimensional tensor typically employed by deep learning methods (e.g. Brautaset et al., 2020).

The formulation presented in this paper requires several frequency-dependent parameters, such as transducer gain, two-way equivalent beam angle, and the water absorption coefficient, to quantitatively estimate $TS(f)$ and $Sv(f)$. Methods for estimating these are not within the scope of this paper, but common practice is to use the conventional sphere backscatter calibration methodology (Demer et al., 2015) slightly enhanced for broadband (Hobæk & Forland, 2013; Lavery et al., 2017). We note that these methods do not provide an operational method to estimate $T\text{eff}$ or $\psi(f)$, especially for ship-mounted transducers, and that empirical measurements of these parameters are necessary to fully calibrate both narrowband and broadband echosounders.

A set of equations and associated computer code for calculating calibrated, frequency-dependent, target strength and volume backscatter from broadband echosounder signals have been presented along with example code, providing a resource for those interested in learning and further developing broadband processing techniques. The processing equations and methodology presented in this paper are similar to those implemented in version 1.12.4 and earlier of the Simrad EK80 software.

6 | Conclusion

A set of equations for calculating calibrated, frequency-dependent, target strength, and volume backscatter from broadband echosounder signals have been presented along with example code, with reference to the Simrad EK80 echosounder.
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