End-to-end indonesian speech recognition with convolutional and gated recurrent units
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Abstract. Automatic Speech Recognition has penetrated deeply into our life. For well-resourced language, it can be considered as solved, but that’s not the case for under-resourced language like Bahasa. Although it’s the 7th most spoken language in the world, the research of speech recognition for Bahasa was still extremely limited, specifically that supports sentence level input with variable character length with end-to-end training. We built the model using the deep learning approach, specifically utilizing the residual networks and Bi-Directional Gated Recurrent Unit (Bi-GRU). To the best of our knowledge, this is the first Indonesian ASR model that can be trained in an end-to-end manner. Our model surpassed the baseline model on all metrics and achieve competitiveness with the current best result, which used the visual modal, for the dataset even with a more difficult and prone to noise modality like sound.

1. Introduction
Automatic Speech Recognition (ASR) is the use of methodologies and technologies that enables the recognition and translation of spoken language into text by computers. ASR has penetrated deeply into our life and it can be seen from it’s usage from a home appliance like Amazon Alexa to a more sophisticated identity identification mechanism. All of this is possible because ASR can be considered solved for well-resourced language like English, but unfortunately for under-resourced languages like Bahasa and Javanese, the topic of ASR remains unsolved. Indonesian language, or Bahasa, is one of the under-resourced languages due to a limited amount of research and available datasets even though Bahasa combined with Malay is the 7th most spoken language in the world.

Traditionally the development of an ASR system was done by using several distinct models, acoustic, lexicon, and language, in tandem. However even when popular toolkit such as the Kaldi toolkit [1] have reduced the barrier required to build such models, it is still not an easy task, therefore there have been attempts to simplify the process by making it trainable in an end-to-end manner or making the 3 models into 1. For the english language there has been many and successful attempts for an end-to-end speech recognition [2] [3]. For the development of ASR in Indonesia, we have observed that it is still sticking to the traditional three models approach [4] [5] [6]. The primary goal of this paper is thus to create an Indonesian ASR model that can accept a sentence level with variable-length input and trainable in an end-to-end manner thus made it more applicable for industry.
Figure 1. outline of the ASR pipeline

The model architecture consists of these components: the feature extractor using Convolutional Neural Network (CNN) and character level sentence decoder using Gated Recurrent Unit (GRU) and using CTC as the loss function. The organization of this paper then will be continued by dataset used in the experiment, architecture of the model, experiment setup, result and discussion, and the last section is the conclusion and future works.

2. Dataset
In this section, we will describe the dataset used in the experiment which is AVID [7] dataset and the preprocessing steps we took to get the input for our model.

2.1. AVID
AVID consists of video and audio recording of 10 speakers, 5 females and 5 males, each speaking 1040 sentences. In total there are 10400 sentences and with each recording recorded with a duration of 3 seconds with a sampling rate 48kHz and bitrate of 128kbps. Sentences in AVID dataset consists of 52 different words which is distributed uniformly, and randomly generate unique sentence with the following sentence structure: command + object + color + preposition + letter + digit. Each component is composed respectively as follows: \{taruh, pukul, susun, buang\}. \{cat, tas, bibir\}. \{merah, hijau, biru, putih\}. \{di, ke, dari, dengan\}. \{A, ... , Z\}. \{nol, ... , sembilan\}. An example of sentence built with this grammar is "taruh tas hijau di A satu".

2.2. Preprocessing
The raw audio is transformed into a 96-dimensional log mel spectrograms. Each sample is normalized to have zero mean and unit variance over the training set. And lastly, every input will be padded to make each sequence has the same length.

3. Architecture
Our model was constructed using a deep learning approach, which was at the forefront of ASR research, with models reaching state-of-the-art on many datasets. Our model will use Residual Network (ResNet) [8] and Bi-Directional Gated Recurrent Unit (Bi-Gru) [9].

3.1. ResNet
To extract the spatial features from the spectrograms we trained a residual network with pre-activation identity shortcut connections [10]. ResNet was first introduced in [8] for image recognition and although we are using audio data, we used the spectrograms for our feature which is like an image thus made ResNet the appropriate choice. What made ResNet different than its predecessors is that ResNet used shortcut connections between the convolution blocks which allows a better flow of information and gradients. Due to the size of the datasets we used the ResNet-18 architecture, the details of the architecture can be seen in Table 1.

3.2. Bi-GRU
Two layers of the Bidirectional Gated Recurrent Unit (Bi-GRU) will be used to get the temporal features. The first Bi-GRU layer ingests the features extracted by ResNet and the final layer
emits a character probability for every time steps. The Bi-GRU has 256 cells each, the details of the architecture can be seen in Table 1.

### 3.3. CTC

The traditional approach in handling sequence prediction involves segmenting input into several meaningful chunks, such as labeling the word boundary for the words in sentence recognition or labeling the phonemes in a word for word recognition. Such an approach, however needs to be done manually by hand, which is a time-consuming process. CTC [11] however enables training to be performed without the need for such preprocessing, by applying softmax function to the output of the network for every time step, which provides a probability for emitting each label from the dictionary of characters of output symbols at that time step. An extra `blank` output class introduced to the dictionary to denote no character at that time step. CTC computes a probability distribution over all possible sequences, for activation $y^t_l$ of unit $l$ at time step $t$ is the probability of observing class $l$ at time $t$ given an input sequence of length $T$, thus by putting together all of these probabilities we get the probability distribution over all possible sequences. Then the probability of observing a particular sequence $\pi$ given an input sequence of $x$ of length $T$ and a training set $S$ can be written in the following equation:

$$p(\pi|x, S) = \prod_{t=1}^{T} y^t_{\pi_t}$$

(1)

#### Table 1. Architecture details for the proposed model. A shortcut connection is added after every convolutional block.

| Layer Name   | Filters and Cells       |
|--------------|-------------------------|
| ConvBlock 1a | [3 x 3, 24] x 2 / [1, 1] |
| ConvBlock 1b | [3 x 3, 24] x 2 / [1, 1] |
| ConvBlock 2a | [3 x 3, 48] x 2 / [1, 2] |
| ConvBlock 2b | [3 x 3, 48] x 2 / [1, 1] |
| ConvBlock 3a | [3 x 3, 96] x 2 / [1, 2] |
| ConvBlock 3b | [3 x 3, 96] x 2 / [1, 1] |
| ConvBlock 4a | [3 x 3, 192] x 2 / [1, 2] |
| ConvBlock 4b | [3 x 3, 192] x 2 / [1, 1] |
| Bi-GRU 1     | 256 hidden units        |
| Bi-GRU 2     | 256 hidden units        |

### 4. Experiments

In this section, the evaluation will be performed for the proposed model. Lastly, experiment results will be discussed, and the conclusion will be drawn based on that. The model was trained end-to-end with log mel spectrogram of the audio as inputs and one-hot vector encoded sentences as labels.

#### 4.1. Data

Due to the size of the dataset, we have only divided it into training and testing set with a ratio of 80:20 respectively. Thus out of 10 speakers, we used 2 speakers as our testing set, 1 male speaker and 1 female speaker.
4.2. Evaluation
Evaluation was performed using three metrics: Characters Error Rate (CER), Word Error Rate (WER), and Bilingual Understudy (BLEU) [12]. The formula for CER and WER are as follows while BLEU can be found in [12]

\[
WER = \frac{S + I + D}{N} \times 100
\]

\[
CER = \frac{S + I + D}{N} \times 100
\]

where S, I, D, and N are the number of substitution, insertion, deletion, and words/characters respectively. Sentence decoding was performed using greed search and without a language model.

4.3. Augmentation
We augment the dataset using simple augmentation techniques to prevent overfitting. We used frequency mask, and time mask [13] on our spectrograms with the followings mask specification, 0 to 27 consecutive frequency will be masked and 0 to 100 consecutive timesteps will be masked for the frequency mask and time mask respectively.

4.4. Model Implementation
Our model was made of 18 layers of residual networks and 2 layers of Bi-Directional Gated Recurrent Unit (Bi-GRU), and we trained it from scratch without any pretrained models. Each convolutional layer has a filter size of $3 \times 3$ and the number of filters starts from 24 and doubled after every convolutional block and with activation function ReLu [14]. The regularization dropout [15] also applied on the ResNet with probability of 0.1. For the Bi-GRU we merge the information from the past and future by concatenating them. We trained the model using Adam optimizer [16] and learning rate $10^{-4}$.

4.5. Baseline
To evaluate our proposed model, we compare its performance with an ablation model inspired by recent state-of-the-art work that used residual networks and bidirectional-long short term memory network (Bi-LSTM) [3]. The specific architecture of the baseline model will follow our proposed model but with the Bi-GRU layers switched with Bi-LSTM layers.

Table 2. Experiment results.

| Method  | CER   | WER   | BLEU  |
|---------|-------|-------|-------|
| Baseline| 7.7%  | 15.6% | 87.5% |
| Proposed| 6.6%  | 14.1% | 88.9% |

5. Result And Discussion
The result of our experiments can be seen in Table 2. As it clearly is shown that our proposed model outstrip the performance of the baseline model on all metrics. We attribute this due to the Bi-GRU layers in our proposed model more suited to the AVID dataset, which has small amount of data consistent with the findings of Chung et al. (2014) [17]. Lastly due to how the dataset was made, with unique sentences, we believe that our model have also learnt on the word level.
6. Conclusion
In this paper, we have built an Indonesian ASR model, which is to the best of our knowledge the first sentence-level end-to-end Indonesian ASR model which can handle sentence level input with a variable length of characters, to make it more applicable to real-world settings such as the industry. The model consists of a spatiotemporal feature extractor and character-level sentence decoder, which was trained using CTC, to allow end-to-end training. Our proposed model have achieved a competitive result with [18] despite using the more difficult sound modality. Although it’s worth to note that we suspect that the ambient noise prevalent in the audio dataset might hinder our model, thus in the future we will try to apply speech enhancement, transfer learning, and language models to further improve our result.
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