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Abstract

We show that the existence of a first-order formula separating two monadic second order formulas over countable ordinal words is decidable. This extends the work of Henckell and Almeida on finite words, and of Place and Zeitoun on \(\omega\)-words. For this, we develop the algebraic concept of monoid (resp. \(\omega\)-semigroup, resp. ordinal monoid) with aperiodic merge, an extension of monoids (resp. \(\omega\)-semigroup, resp. ordinal monoid) that explicitly includes a new operation capturing the loss of precision induced by first-order indistinguishability. We also show the computability of FO-pointlike sets, and the decidability of the covering problem for first-order logic on countable ordinal words.
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1. Introduction

In this paper, we establish the decidability of FO-separability over countable ordinal words:

Theorem 1. There is an algorithm which, given two regular languages of countable ordinal words \(K, L\), either:

- answers ‘yes’, and outputs an FO-separator which is an FO-formula \(\varphi\) which separates \(K\) from \(L\), i.e. such that \(u \models \varphi\) for all \(u \in K\), and \(v \models \neg \varphi\) for all \(v \in L\), or

---
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• answers ‘no’, and outputs a witness function, i.e., a computable function taking as input an FO-sentence \( \varphi \) and returning a pair of words \((u, v) \in K \times L\) such that \(u \models \varphi\) if and only if \(v \models \varphi\).

The decidability of FO-separability was previously only known for finite words [Hen88, Alm99, PZ16, vGS19] and for words of length \(\omega\) [PZ16]. Countable ordinal words are sequences of letters that are indexed by a countable total well-ordering, i.e., up to isomorphism, by a countable ordinal. There is a natural notion of regular languages over these objects which can be equivalently described in terms of logic (either monadic second-order logic or weak monadic second-order logic), automata (Büchi introduced a notion of automata for countable ordinal words [Büc73], which was studied in more detail by Wojciechowski [Woj84] and which generalises Choueka’s automata [Cho78] for words of length at most \(\omega^n\)—the fact that Choueka’s automata can be seen as a restriction of Büchi’s automata for countable ordinals was proven by Bedon [Bed96]), rational expressions (introduced by Wojciechowski [Woj85]), or algebra (recognisable by finite ordinal monoids—introduced by Bedon and Carton [BC98]). A detailed survey of the equivalence between all these notions can be found in [Bed98].

Our algorithm follows the approach initiated by Henckell, and constructs the FO-pointlike sets in an ordinal monoid that recognises the two input languages simultaneously. FO-pointlike sets are subsets of a monoid whose elements are inherently indistinguishable by first-order logic. Our completeness proof for the algorithm follows a scheme similar to the one followed by Place and Zeitoun in the context of finite and \(\omega\)-words [PZ16], which was inspired by Wilke’s characterisation of FO-definable languages [Wil99]. We had to make several substantial changes to this approach for the proofs to generalize from finite and \(\omega\)-words to the setting of countable ordinal words. A seemingly slight modification of the notion of saturation (Definition 8) allows for a careful redesign of several of the core lemmas in the proof of completeness, and in particular the construction of an FO-approximant in Section 5 below.

Related work This work lies in a line of research that aims to obtain a decidable understanding of the expressive power of subclasses of the class of regular languages. The seminal work in this area is the Schützenberger-McNaughton-Papert theorem [Sch65, MP71] which effectively characterizes the languages of finite words definable in first-order logic as the ones which have an aperiodic syntactic monoid. This theorem was at the origin of a large body of work that studies classes of languages through the corresponding classes of monoids, including for instance Simon’s result characterising piecewise-testable languages via \(J\)-trivial monoids [Sim75]. FO-pointlike sets are also known in the literature as aperiodic
pointlike sets, and were first studied and shown to be computable by Henckell [Hen88], in the context of the Krohn-Rhodes semigroup complexity problem. The computability of pointlike sets was shown to be equivalent to the decidability of the covering problem by Almeida [Alm99]. Alternative proofs of separation and covering problems for FO were given recently in [PZ16, vGS19], and, ever since Henckell’s work, the computability of FO-pointlike sets was also extended to pointlike sets for other varieties—for example [Ash91] for the variety of finite groups, [AZ97] for the variety of \( J \)-trivial finite semigroups and [GS19] for varieties of finite semigroups determined by a variety of finite groups; also see [GS19] for further references. Place and Zeitoun recently used pointlike sets, in the form of covering problems [PZ18b], to resolve long-standing open membership problems for the lower levels of the dot-depth and of the Straubing-Thérien hierarchies [PZ18a, PZ19, PZ21].

Another, orthogonal, line of research consists in the extension of the notions of regularity (logic/automata/rational expressions/algebra) to models beyond finite words. This is the case for finite or infinite trees [Rab69]. In this paper, we are concerned with words that go beyond finite, such as words of length \( \omega \) [Büc62, Wil93, PP04], of countable ordinal length [Bed98, Bed96], of countable scattered length [Ris04, RC05], or of general countable length [Rab69, She75, CCP18].

These two branches have also been studied jointly, and first-order logic was characterised on words of length \( \omega \) [Per84], of countable ordinal length [Bed01], of countable scattered length [BC11] (and in [BR12] for first-order augmented with quantifiers over Dedekind cuts), and for words of countable length [CS15] (as well as other logics [CS15, MS16, ASS21]). Prior to the current work, the questions of computing the FO-pointlike sets and deciding FO-separation for languages of infinite words had only been investigated for words of length \( \omega \) [PZ16].

**Structure of the document** In Section 2, we introduce important definitions for manipulating infinite words in algebraic terms (ordinal monoids and their powerset), and in logical terms (first-order logic and first-order definable maps). In Section 3, we describe the algorithm, and in particular its core, a saturation construction. The correctness of the algorithm is then proved in Section 4, and the completeness in Section 5. In Section 6, we show two stronger results that arise from the same technique: the decidability of the covering problem and the computability of pointlikes. Section 7 concludes.

\(^1\)A linear ordering is scattered if it does not contain a dense subordering.
2. Preliminaries

2.1. Ordinals

A linear ordering is a set equipped with a total order. It is countable (resp. finite) if the underlying set is countable (resp. finite). Let \( \alpha \) and \( \beta \) be two linear orderings. A morphism from \( \alpha \) to \( \beta \) is a monotonic function, and an isomorphism between \( \alpha \) and \( \beta \) is a bijective morphism. The (ordered) sum of two linear orders \( \alpha \) and \( \beta \) is denoted by \( \alpha + \beta \) and is defined, as usual, on the disjoint union of the linear orders \( \alpha \) and \( \beta \), by further postulating that every element of \( \alpha \) is below every element of \( \beta \). The product of two linear orders is denoted by \( \alpha \cdot \beta \) and is defined to be the right-to-left lexicographic ordering on the Cartesian product of the two orders, i.e., \((x, y) \leq (x', y')\) iff \( y < y' \) or \( y = y' \) and \( x \leq x' \). The \( n \)-fold product of \( \alpha \) with itself is denoted by \( \alpha^n \). A linear ordering is well-founded when it does not contain an infinite strictly decreasing sequence. An ordinal is a well-founded linear ordering, considered only up to isomorphism of linear orderings. The empty linear ordering, the linear ordering with a single element and the linear ordering of natural numbers are all ordinals, and are denoted 0, 1 and \( \omega \), respectively. The class of all ordinals is itself totally ordered by the embedding relation: \( \alpha \preccurlyeq \beta \) means that there exists an injective monotonic function from \( \alpha \) to \( \beta \). The relation \( < \) denotes the strict ordering associated with \( \preccurlyeq \). An ordinal is a successor ordinal if it has a maximum, and a limit ordinal otherwise.

2.2. Ordinal words

Given a set \( X \), a word \( w \) over \( X \) is a map from some linear ordering to \( X \). The linear ordering is called the domain of \( w \), and denoted \( \text{dom}(w) \). A word is countable (resp. finite, resp. scattered, resp. \( \omega \)-word), if its domain is countable (resp. finite, resp. scattered, resp. \( \omega \)). In this paper, a countable ordinal word is a word that has a countable and ordinal domain (hence, the countability assumption in silently assumed throughout the paper). The set of all finite words over \( X \) is denoted by \( X^* \), and the collection of all countable ordinal words over \( X \) is denoted by \( X^{\text{ord}} \). Similarly, the set of finite non-empty words is denoted by \( X^+ \) and the collection of non-empty countable ordinal words is denoted by \( X^{\text{ord+}} \). The concatenation of two countable ordinal words \( u \) and \( v \) over \( X \) is the word \( u \cdot v : \text{dom}(u) + \text{dom}(v) \to X \) over \( X \) defined by \((u \cdot v)_t := u_t \) if \( t \in \text{dom}(u) \) and \((u \cdot v)_t := v_t \) if \( t \in \text{dom}(v) \). If \( w \) is a countable ordinal word, we define its omega iteration, denoted by \( w^\omega \), as the word with domain \( \text{dom}(w) \cdot \omega \) defined by \((w^\omega)_t := w_t \) for every \( t \in \text{dom}(w) \) and \( n \in \omega \). For example, if \( a, b \in X \), then the omega iteration \((ab)^\omega \) of the two-letter word \( ab \) is the word \( ababab \cdots \) with domain \( 2 \cdot \omega = \omega \).
2.3. Ordinal monoids

A *semigroup* is a set $S$ equipped with an associative binary product, denoted by $\cdot$. A *monoid* is a semigroup with a distinguished neutral element for the product, denoted as $1$. An element $x \in S$ is called *idempotent* if $x^2 = x$. In a finite finite semigroup $S$, every element $x \in S$ has a unique idempotent power, denoted by $x^{\text{idem}}$, which we recall is the limit of the ultimately constant series $n \mapsto x^n$. We also denote $x^{\text{idem}+k}$, for $k$ integer, the limit of the ultimately constant series $n \mapsto x^{n+k}$. Note that $x^{\text{idem}}$ is the identity element of the unique maximal group inside the subsemigroup generated by $x$. A finite semigroup is *aperiodic* (we equivalently write *group-trivial*) if $a^{\text{idem}} = a^{\text{idem}+1}$ for all of its elements $a$.

We now extend the notion of monoid to obtain an algebraic structure in which one can evaluate a product indexed by any countable ordinal. Let $\Sigma$ be any set, and $\alpha$ a countable ordinal. For any word $(w_\iota)_{\iota < \alpha}$ over the set $\Sigma$—i.e. $(w_\iota)_{\iota < \alpha}$ is a word whose letters are words over $\Sigma$—we define $\text{flat}(w_\iota)_{\iota < \alpha}$ to be the word over $\Sigma$ with domain $\sum_{\iota < \alpha} \text{dom}(w_\iota)$, which has the letter $(w_\iota)_\kappa \in \Sigma$ at position $(\iota, \kappa)$, for every $\iota \in \alpha$ and $\kappa \in \text{dom}(w_\iota)$.

**Definition 2.** An *ordinal monoid* is a pair $M = (M, \pi)$ where $M$ is a set and $\pi : M^{\text{ord}} \to M$ is a function, called *generalised product*, such that:

- $\pi(x) = x$ for every $x \in M$, and
- $\pi((\pi(u_\iota))_{\iota < \alpha}) = \pi(\text{flat}((u_\iota)_{\iota < \alpha}))$ for every word $(u_\iota)_{\iota < \alpha} \in (M^{\text{ord}})^{\text{ord}}$.

The second axiom is called *generalised associativity*, and is illustrated in Figure 1. An *ordinal monoid morphism* is a map between ordinal monoids preserving the generalised product. An ordinal monoid is *ordered* if it is equipped with an order $\leq$ that makes $\pi$ monotonic, i.e. such that $u \leq v$ implies $\pi(u) \leq \pi(v)$, in which $\leq$ is extended letter-by-letter to words in $M^{\text{ord}}$.

Given a set $\Sigma$ (the *alphabet*), an ordinal monoid $M = (M, \pi)$, a letter-to-letter map $\sigma : \Sigma \to M$ extended to $\sigma^{\text{ord}} : \Sigma^{\text{ord}} \to M^{\text{ord}}$, and $F \subseteq M$, the language $L \subseteq \Sigma^{\text{ord}}$ recognised by $(M, \sigma, F)$ is

$$L = \{u \in \Sigma^{\text{ord}} : \pi(\sigma^{\text{ord}}(u)) \in F\},$$

The standard notation is $x^\omega$, but this notation conflicts with the linear ordering $\omega$. It is sometimes denoted $x^n$ or $x^i$ when in the context of infinite words. We find the notation $x^{\text{idem}}$ more self-explanatory.

The object should probably be called a ‘countable ordinal monoid’ since its intent is to model countable ordinal words. However the naming becomes clumsy for ‘finite countable ordinal monoids’...
Figure 1: Generalised associativity, pictorially (left) and diagrammatically (right).

and a language $L \subseteq \Sigma^\text{ord}$ is called recognizable if it is recognised by some such tuple $(M, \sigma, F)$. We recall that recognizable languages of ordinal words coincide with the ones definable in monadic second-order logic, or definable by suitable automata. These languages are called regular. Example 9 below will illustrate this concept.

We now recall a finite presentation of finite ordinal monoids (originally for ordinal semigroups), first given by Bedon [Bed98] by extending a similar result established by Perrin and Pin [PP04, prop II.5.2] for $\omega$-semigroups. Let $(S, \pi)$ be an ordinal monoid. We define the constant $1$ and two functions $\cdot : S \times S \to S$ and $\omega : S \to S$ by

$$1 := \pi(\varepsilon) \quad x \cdot y := \pi(xy) \quad \text{and} \quad x^\omega := \pi(x^\omega) = \pi(\underbrace{xxx\cdots}_{\omega \text{ times}}).$$

The following proposition lets us interchangeably regard an ordinal monoid $M$ as either a pair $(M, \pi)$ or as a quadruple $(M, 1, \cdot, -^\omega)$, that we refer to as its presentation.

**Proposition 3:** [Bed98, Thm. 3.5.6], originally for ordinal semigroups. In a finite ordinal monoid the generalised product is uniquely determined by the operations $1$ and $\cdot$.

An important construction on which our proof relies is the power ordinal monoid: given an ordinal monoid $(M, \pi)$, we equip the powerset $\mathcal{P}(M)$ of $M$ with a generalised product $\pi : \mathcal{P}(M)^\text{ord} \to \mathcal{P}(M)$ defined by

$$\pi((X_t)_{t < \kappa}) := \{\pi((x_t)_{t < \kappa}) | x_t \in X_t \text{ for all } t < \kappa\} \quad \text{for all words } (X_t)_{t < \kappa} \in (\mathcal{P}(M))^\text{ord}.$$
Observe that if \( M \) is a finite ordinal monoid, then so is \( \mathcal{P}(M) \). We can compute a finite representation of the power ordinal monoid \( \mathcal{P}(M) \) of \( M \) from a finite representation of \( M \). Indeed, 
\[
1 = \{1\}, \quad X \cdot Y = \{x \cdot y \mid x \in X, y \in Y\}, \quad \text{and} \quad X^\omega = \{u \cdot v^\omega \mid u, v \in X^+\}
\]
for all \( X, Y \in \mathcal{P}(M) \). The two first properties are trivial while the third one can be proven using the infinite Ramsey’s theorem—this is a classical argument used to give finite representation of infinite structures, see e.g. [PP04, Theorem II.2.1]. Note that this power ordinal monoid is indeed an ordinal monoid. It is even an ordered ordinal monoid when equipped with the inclusion ordering.

### 2.4. First-order logic

Over a fixed (finite) alphabet \( \Sigma \), we define the set of first-order logic formulæ or FO-formulæ for short, by the grammar:

\[
\varphi ::= \exists x. \varphi \mid \forall x. \varphi \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \neg \varphi \mid x < y \mid a(x)
\]

where \( x, y \) range over some fixed infinite set of variables, and \( a \) over \( \Sigma \). Free variables are defined as usual, and an FO-sentence is a formula with no free variables.

In our setting, a model is a countable ordinal word, and a valuation over this model is a total map from variables to the domain of the word. We define, for any word \( w \) and any valuation \( \nu \), the semantic relation \( w, \nu \models \varphi \) of first-order logic on countable ordinal words by structural induction on the FO-formula \( \varphi \), by interpreting variables as positions in the word and propositions of the form \( a(x) \) as “the letter at position \( x \) is an \( a \)”. If \( \varphi \) is an FO-sentence, then the semantics of \( \varphi \) over a word \( w \) does not depend on the valuation, and thus we write \( w \models \varphi \) or \( w \not\models \varphi \). When \( w \models \varphi \) we say that \( w \) satisfies \( \varphi \), or also that \( \varphi \) accepts \( w \).

A language \( L \subseteq \Sigma_\text{ord} \) is said to be FO-definable if \( L = \{w \in \Sigma_\text{ord} \mid w \models \varphi\} \) for some FO-sentence \( \varphi \). For example, the language of words over the alphabet \( \{a, b, c\} \) such that every ‘\( a \)’ is at a finite distance from a ‘\( b \)’ is defined by the FO-sentence \( \forall x. a(x) \rightarrow \exists y. b(y) \land \text{finite}(x, y) \), where:

\[
isSuccessor(z) ::= \exists y. y < z \land (\forall x. x < z \rightarrow x \leq y)
\]

\[
\text{finite}(x, y) ::= \forall z. (x < z \leq y \lor y < z \leq x) \rightarrow \text{isSuccessor}(z)
\]

Bedon [Bed01] extended the Schützenberger-McNaughton-Papert theorem [Sch65, MP71] to countable ordinal words.

**Proposition 4:** *Bedon’s theorem* [Bed01, Theorem 3.4]. A language of countable ordinal words is FO-definable if and only if it is recognised by a finite aperiodic ordinal monoid.
Let \( L \subseteq \Sigma^{\text{ord}} \). A function \( f : L \to X \) whose codomain \( X \) is a finite set is said to be \textit{FO-definable} when every preimage \( f^{-1}[x] \), with \( x \in X \), is an FO-definable language. Note that if \( f \) is FO-definable, then its domain \( L \) is necessarily an FO-definable language.

For example, the function \( \Sigma^* \to \mathbb{Z}/2\mathbb{Z} \), sending a word \( w \in \Sigma^* \) to its length modulo 2, is not FO-definable. On the other hand, for a fixed letter \( a \in \Sigma \), the total function sending a word \( w \in \Sigma^{\text{ord}+} \) to \( \top \) if \( w \) contains the letter ‘\( a \)’ and to \( \bot \) otherwise is FO-definable.

A useful tool to manipulate words is the notion of condensation—see, e.g., [Ros82, §4] for an introduction to the subject. A \textit{condensation} of a countable ordinal \( \alpha \) is an equivalence relation \( \sim \) over \( \alpha \) whose equivalence classes are convex. Note that the quotient of a countable ordinal by a condensation is still a countable ordinal.

A \textit{condensation formula} \( \varphi(x, y) \) is a formula which is interpreted as a condensation of the domain over all countable ordinal words, i.e. for every word \( w \in \Sigma^{\text{ord}} \), the relation defined on \( \text{dom}(w) \) by \( t \sim \varphi \ k \) if and only if \( w, [x \mapsto t, y \mapsto k] \models \varphi(x, y) \) is a condensation. A \textit{condensation formula} \( \varphi(x, y) \) induces a map:

\[
\hat{\varphi} : \Sigma^{\text{ord}} \to (\Sigma^{\text{ord}+})^{\text{ord}}
\]

where for every \( u \in \Sigma^{\text{ord}} \), \( \hat{\varphi}(u) \) is a word whose domain is \( \text{dom}(w)/\sim \varphi \), and such that for every class \( I \in \text{dom}(w)/\sim \varphi \), the I-th letter of \( \hat{\varphi}(u) \) is the word \( (u, i_{i \in I}) \)—hence \( \text{flat}(\hat{\varphi}(u)) = u \).

For example, the formula \( \text{finite}(x, y) \) is a \textit{condensation formula}, called \textit{finite condensation}. The function \( \hat{\varphi}_{\text{finite}} : \Sigma^{\text{ord}} \to (\Sigma^{\text{ord}})^{\text{ord}} \) that it induces sends the word \( ababab \cdots cdc dc \cdots abc \in \Sigma^{\text{ord}} \) of length \( \omega \cdot 2 + 3 \) to the 3-letter word \( (ababab \cdots)(cdcdcd \cdots)(abc) \).

Observe that for every word \( w \in \Sigma^{\text{ord}} \), every letter of \( \hat{\varphi}_{\text{finite}}(w) \) is a word of length \( \omega \), except possibly for the last letter (if the word has one), which can be finite.

Given two FO-definable functions—one that describes “local transformations” and another that described how to glue these local transformations together—the following lemma allows us to build a new FO-definable function. It is one of the key ingredients in our proof of Theorem 1, and is illustrated in Figure 2.

\textbf{Lemma 5.} Let \( A, B, C \) be finite sets. Let \( \varphi(x, y) \) be a condensation FO-formula over \( A \), let \( f : A^{\text{ord}+} \to B \) and \( g : B^{\text{ord}} \to C \) be FO-definable functions. Then, the
The map \( g \circ \phi \ f \) defined in Lemma 5 consists in applying \( g \) globally after applying \( f \) locally to the word induced by the condensation \( \phi \).

map

\[
g \circ \phi \ f : \mathbb{A}^{\text{ord}} \to \mathbb{C} \\
\quad u \mapsto g \left( \prod_{i \in \text{dom}(\hat{\phi}(u))} f(\hat{\phi}(u)_i) \right)
\]

is FO-definable.

3. The algorithm

In this section we describe the algorithm behind Theorem 1. We first introduce the key notion of saturation in Section 3.1, and formalise the algorithm in Section 3.2.

3.1. The saturation construction

Until the end of Section 3.1, we fix a finite ordinal monoid \( \mathbb{M} = (\mathbb{M}, \cdot, 1, -\omega) \).

The saturation construction is at the heart of the algorithm, both in this paper, and in previous work. We introduce the necessary definitions. Note however that in our case, we do not close the definition under subsets as is usually done. This change, which may look minor, is in fact key for our proof to go through in the case of countable ordinals, and we find it also simplifies some points in the setting of finite words. We first recall an essential operation on \( \mathcal{P}(\mathbb{M}) \) that we denote \(-\text{grp}\). Applied to a set \( X \subseteq \mathbb{M} \), it computes the union of all the elements that belong to the maximal group in the subsemigroup of \( \mathcal{P}(\mathbb{M}) \) generated by \( X \).
Definition 6. Let $X \subseteq M$. Define

$$X^{\text{grp}} = \bigcup_{k \in \mathbb{N}} X^{\text{idem}+k} = * \bigcap_{n \in \mathbb{N}} \bigcup_{m \geq n} X^m.$$

Note that the $*$ equality holds: Left to right inclusion comes from the fact that $X^{\text{idem}+k} = X^m$ holds for infinitely many values of $m$, while the other inclusion stems from the fact that $X^m$ can be written as $X^{\text{idem}+k}$ for some $k$ whenever $m$ is sufficiently large.

Some important properties of this operation are the following.

Lemma 7. The operation $-_\text{grp}$ is monotonic, and for all $A, B \subseteq M$, and all integers $k$,

$$A^{\text{idem}+k} \subseteq A^{\text{grp}},$$

$$(A \cdot B)^{\text{grp}} = A \cdot (B \cdot A)^{\text{grp}} \cdot B,$$

and

$$A^{\text{grp}} \cdot A^{\text{grp}} = (A^{\text{grp}})^{\text{grp}} = A^{\text{grp}}.$$

The core of the algorithm computes the closure under $-_\text{grp}$ and all the operations of the algebra of the images of the letters.

Definition 8. Let $A \subseteq \mathcal{P}(M)$. The set $\langle A \rangle^{\text{grp,ord}} \subseteq \mathcal{P}(M)$ is defined to be the least set containing $A, \{1\}$, and closed under $\cdot$, $\text{grp}$ and $\omega$.

This definition is close in spirit to what is called saturation in previous works, with the difference that we do not take the downward closure, and that we close under the operation $-\omega$. Despite this difference, we sometimes call $\langle A \rangle^{\text{grp,ord}}$ the saturation.

Observe that the ordinal monoid $M$ is aperiodic if and only if

$$\langle \{ A \} \rangle^{\text{grp,ord}} = \{ x \mid x \in M \}.$$

3.2. The algorithm

We are now ready to describe the core of the algorithm that is claimed to exist in Theorem 1. Let $K$ and $L$ be two regular languages of countable ordinal words over the alphabet $\Sigma$. The algorithm is:

1. Let $M, \sigma, F_K, F_L$ be such that $K$ is recognised by $(M, \sigma, F_K)$ and $L$ by $(M, \sigma, F_L)$.
2. Compute $\text{Sat} := \langle \{ \sigma(a) \mid a \in \Sigma \} \rangle^{\text{grp,ord}}$ (inside $\mathcal{P}(M)$).
3. If $F_K \cap X \neq \emptyset$ and $F_L \cap X \neq \emptyset$ for some $X \in \text{Sat}$, answer ‘no’. Otherwise answer ‘yes’.
Example 9. We illustrate the saturation construction and the algorithm on the following three languages over the singleton alphabet \{a\}:

\[\begin{align*}
J &= \{\text{infinite words whose longest finite suffix has even length}\}, \\
K &= \{\text{infinite words whose longest finite suffix has odd length}\}, \\
\text{and} & \quad L = \{\text{words that do not have a last letter}\}.
\end{align*}\]

It is classical that J and K are not FO-definable, while L is defined by the formula

\[\forall x \exists y. y > x\].

We can build a finite ordinal monoid \(M\) recognising all three languages: it has six elements, 1, \(a\), \(aa\), \(a^\omega\), \(a^\omega a\) and \(a^\omega aa\). Its presentation is described Figure 3. Naturally, the letter \(a\) is mapped to \(\sigma(a) = a\). Then J, K and L are recognised by \(F_J := \{a^\omega, a^\omega aa\}\), by \(F_K := \{a^\omega a\}\) and by \(F_L := \{1, a^\omega\}\), respectively.

The languages K and L are FO-separable: in fact L is an FO-separator of K and L. On the other hand, J and K are not FO-separable, as witnessed by the saturation algorithm. Indeed, the saturation \(\langle\{\sigma(a) \mid a \in \Sigma\}\rangle_{\text{grp,ord}}\) contains all singletons, and furthermore \(\{a, aa\} = \{a\}^{\text{FP}}\). As a consequence, it also contains \(\{a^\omega a, a^\omega aa\} = \{a\}^\omega \cdot \{a, aa\}\). This last set intersects both \(F_J\) and \(F_K\).

The rest of the paper is dedicated to establishing the validity of this approach. In Section 4, we prove Proposition 12 stating that if the algorithm answers ‘no’, then the languages cannot be separated, as described in Theorem 1. In Section 5, we prove Corollary 16 stating that if the algorithm answers ‘yes’, then it is possible to construct an FO-separator sentence as described in Theorem 1. In Section 6, we shall package the results of Sections 4 and 5 differently, concluding that we have in fact computed the pointlike sets, and that we can also decide the more general covering problem.

\footnote{Recall that we showed that in a power ordinal monoid, the operation \(\cdot^\omega\) is computable.}
4. When the algorithm says ‘no’

In this section, we establish the correctness of the algorithm, i.e., when the algorithm answers ‘no’, we have to prove that the two input languages cannot be separated by an FO-definable language, and that we can produce a witness function. This is established in Proposition 12. The proof follows standard arguments.

The quantifier depth, a.k.a. quantifier rank, of an FO-formula is the maximal number of nested quantifiers in the formula. Two words \( u, v \in \Sigma^{\text{ord}} \) are said to be \( \text{FO}_k \)-equivalent, denoted by \( u \equiv_{\text{FO}_k} v \), if every FO-sentence of quantifier depth at most \( k \) accepts \( u \) if and only if it accepts \( v \).

**Proposition 10.** Let \( k \in \mathbb{N} \).

- For \( u, u', v, v' \in \Sigma^{\text{ord}} \), if \( u \equiv_{\text{FO}_k} u' \) and \( v \equiv_{\text{FO}_k} v' \) then \( uv \equiv_{\text{FO}_k} u'v' \).
- for all \( \Sigma^{\text{ord}} \)-valued sequences \( (u_n)_{n \in \mathbb{N}} \) and \( (v_n)_{n \in \mathbb{N}} \), if \( u_n \equiv_{\text{FO}_k} v_n \) for all \( n \in \mathbb{N} \), then \( \text{flat}(u_n \mid n \in \mathbb{N}) \equiv_{\text{FO}_k} \text{flat}(v_n \mid n \in \mathbb{N}) \), and
- for all \( n \geq 2^k - 1 \), for all \( u \in \Sigma^{\text{ord}} \), \( u^n \equiv_{\text{FO}_k} u^{n+1} \).

This can be proved, for example, by using Ehrenfeucht-Fraissé games—see e.g. [Ros82, Lemma 6.5 & Corollary 6.9] for a proof of the first and third items; the proof of the second item is similar\(^6\). Note that the first two items are also immediate corollaries of the Feferman-Vaught theorem [Mak04, Theorem 1.3]. Note that the third property can be used to prove that every FO-definable language is recognised by an aperiodic finite ordinal monoid—this is the easy direction of Bedon’s theorem [Bed01].

Throughout the rest of this section, we fix \( K \) and \( L \), two regular languages of countable ordinal words over an alphabet \( \Sigma \). Recall that the algorithm computes the subset \( \text{Sat} := \langle \{\sigma(a) \mid a \in \Sigma\}^{\text{grp,ord}} \rangle_{\mathcal{P}(M)} \) of \( \mathcal{P}(\mathcal{M}) \), where \( M \) is a finite ordinal monoid recognizing both \( K \) and \( L \).

We begin with a lemma which states that to all sets that belong to \( \text{Sat} \) can be effectively associated witnesses of indistinguishability (we shall see in Proposition 30 that what we have proved is that the elements in \( \text{Sat} \) are pointlike sets).

**Lemma 11.** There exists a computable function which takes as input a number \( k \in \mathbb{N} \) and an element \( X \in \text{Sat} \), and produces an \( X \)-indexed sequence of ordinal words \( (u_x)_{x \in X} \in (\Sigma^{\text{ord}})^X \) such that,

- \( \pi(\sigma^{\text{ord}}(u_x)) = x \) for all \( x \in X \), and

\( ^6 \)Moreover, note that the first item can be deduced from the second item by taking \( u_n = v_n = \varepsilon \) for \( n \geq 2 \).

---

See the proof of Lemma 11 at page 27.
\[ u_x \equiv_{\text{FO}_k} u_{x'} \text{ for all } x, x' \in X. \]

The proof is by structural induction on the definition of \( \text{Sat} \), making use of the two first items of Proposition 10 for composing witnesses, and of furthermore the third item for treating the \(-\text{grp}\) operation.

From the above lemma, one can easily deduce that when the algorithm answers ‘no’, there is indeed an obstruction to the fact that \( K \) and \( L \) can be FO-separated.

**Proposition 12.** Assume that the algorithm answers ‘no’ when run with input languages \( K \) and \( L \). Then there is a witness function which computes, for any FO-sentence \( \varphi \), a pair of words \((u, u') \in K \times L\) such that \( u \models \varphi \) if and only if \( u' \models \varphi \). In particular, \( K \) and \( L \) cannot be FO-separated.

**Proof.** Since the algorithm answered ‘no’, pick a pair \((x, x') \in F_K \times F_L\) such that \( x, x' \in X \) for some \( X \in \text{Sat} \). Now, for any FO-sentence \( \varphi \), using the function of Lemma 11 with \( k \) the quantifier depth of \( \varphi \), we can compute a sequence \((u_x)_{x \in X}\) of ordinal words. Now define \( u := u_x \) and \( u' := u_{x'} \). Then \( u \equiv_{\text{FO}_k} u' \), so that \( u \models \varphi \) if and only if \( u' \models \varphi \). Also, \( \pi(\sigma^{\text{ord}}(u)) = x \in F_K \) and \( \pi(\sigma^{\text{ord}}(u')) = x' \in F_L \), so \( u \in K \) and \( u' \in L \). \( \square \)

**Example 13: Continuing Example 9.** Recall that \( J \) and \( K \) are not FO-separable. Because of the set \( \{a^\omega a, a^\omega aa\} \in \langle \{\sigma(a) \mid a \in \Sigma\} \rangle_{\text{grp,ord}} \), the algorithm outputs ‘no’, and can return, to witness the FO-inseparability of the two languages the computable map

\[ \varphi \mapsto (a^\omega a_2^{k+1}, a^\omega a_2^{k+2}) \in J \times K, \]

where \( k \) denoted the quantifier depth of \( \varphi \). To prove that \( a^\omega a_2^{k+1} \equiv_{\text{FO}_k} a^\omega a_2^{k+2} \), one can simply use the first and third items of Proposition 10.

5. **When the algorithm says ‘yes’**

We now establish the completeness part of the proof of the main theorem, Theorem 1. The goal of this proof is to establish that if the algorithm answers ‘yes’, it is indeed possible to produce an FO-separator (Corollary 16).

This is the part of the proof that differs most substantially from previous works on separation. In Section 5.1, we abstract the question with the notion of ordinal monoids with merge, and we introduce the notion of FO-approximants which are FO-definable over-approximations of the product. The key result, Lemma 15, states their existence for all finite ordinal monoid with merge. Corollary 16 follows immediately. The proof of Lemma 15 is then established in Section 5.2 for words of
finite or $\omega$ length. Building on these simpler cases, the general case is the subject Section 5.3.

5.1. Merge operators and FO-approximants

We abstract in this section the ordinal $\mathcal{P}(M)$ equipped with the $-\text{grp}$ operator into a new algebraic structure. A finite ordinal monoid with merge $M = (M, \leq, \cdot, \omega, \text{grp})$ consists of:

- a presentation of an ordered ordinal monoid $(M, 1, \leq, \cdot, \omega)$, together with
- a monotonic merge operator $-\text{grp}: M \to M$ such that for all $a, b \in M$, and all integers $k$,
  
  $$a^{\text{idem}+k} \leq a^{\text{grp}},$$

  $$a^{\text{grp}} \cdot a^{\text{grp}} = (a^{\text{grp}})^{\text{grp}} = a^{\text{grp}},$$

  and

  $$a \cdot (b \cdot a)^{\text{grp}} = a \cdot b^{\text{grp}}.$$

The following lemma is an immediate consequence of Lemma 7.

**Lemma 14.** $(\mathcal{P}(M), \{1\}, \leq, \cdot, \omega, \text{grp})$ and $(\text{Sat}, \{1\}, \leq, \cdot, \omega, \text{grp})$ are ordinal monoids with merge.

The idea behind ordinal monoids with merge is that not only there is a product operation as for every ordinal monoid, but also an FO-definable over-approximation for it. This is the concept of FO-approximant that we introduce now. Given an FO-definable language $L \subseteq M^{\text{ord}}$, an FO-approximant of $\pi$ over $L$ is an FO-definable map $\rho: L \to M$ such that:

$$\pi(u) \leq \rho(u), \quad \text{for all } u \in L.$$  

The key result concerning ordinal monoids with merge is the existence of a total FO-approximant:

**Lemma 15.** There is an FO-approximant $\rho$ over $M^{\text{ord}}$ for all ordinal monoids with merge $M$.

An example of an FO-approximant can be found in Example 26. Before establishing Lemma 15, let us explain why it is sufficient for concluding the proof of Theorem 1 in the case the algorithm answers ‘yes’.

**Corollary 16.** If the algorithm answers ‘yes’, there exists an FO-separator.
Proof. By Lemmas 14 and 15, there exists an FO-approximant
\[ \rho : \Lambda^{\text{ord}} \to \langle \Lambda \rangle_{\text{grp}, \text{ord}} \]
over the power ordinal monoid $\mathcal{P}(M)$, where $\Lambda = \{\sigma(a) \mid a \in \Sigma\}$. Now define the language
\[ S := \{u \in \Sigma^{\text{ord}} \mid \rho(\bar{\sigma}^{\text{ord}}(u)) \cap F_K \neq \emptyset\} \]
where $\bar{\sigma}^{\text{ord}}(u) := \{(\sigma(u_i))_{i \in \text{dom}(u)} \in \Lambda^{\text{ord}} \mid \forall u \in \Sigma^{\text{ord}}$.

Note first that since $\rho$ is FO-definable, this language is FO-definable. Let us show that it separates $K$ from $L$.

For every $u \in K$, $F_K \ni \pi(\sigma^{\text{ord}}(u)) \subseteq \rho(\bar{\sigma}^{\text{ord}}(u))$, and as a consequence $\rho(\bar{\sigma}^{\text{ord}}(u)) \cap F_K \neq \emptyset$. We have proved $K \subseteq S$.

Conversely, consider some $u \in L$. We have
\[ F_L \ni \pi(\sigma^{\text{ord}}(u)) \in \rho(\bar{\sigma}^{\text{ord}}(u)) \in \langle \Lambda \rangle_{\text{grp}, \text{ord}}, \]
and thus $\rho(\bar{\sigma}^{\text{ord}}(u)) \cap F_L \neq \emptyset$. Since the algorithm returns ‘yes’, this means that there is no set in $\langle \Lambda \rangle_{\text{grp}, \text{ord}}$ that intersects both $F_K$ and $F_L$. In our case, this means that $\rho(\bar{\sigma}^{\text{ord}}(u)) \cap F_K = \emptyset$, proving that $u \notin S$. We have proved $L \cap S = \emptyset$.

Overall, $S$ is an FO-separator for $K$ and $L$. \qed

Remark 17. Notice how the “difficult” implication of Bedon’s theorem (Proposition 4) can be easily deduced from Lemma 15: recall that this implication consists in showing that a regular language $L \subseteq \Sigma^{\text{ord}}$, recognised by some triplet $(M, \sigma, F)$ with $M$ is aperiodic is definable in first-order logic. Indeed, by aperiodicity of $M$, the operation $\text{grp}$ applied to a singleton $\{a\}$ yields the singleton $\{a^{\text{idem}}\}$. Hence, the set $\{((\sigma(a)) \mid a \in \Sigma)^{\text{grp}, \text{ord}} = \{\pi \circ \sigma^{\text{ord}}(u) \mid u \in \Sigma^{\text{ord}}\}$ consists only of singletons, and as a consequence, all FO-approximants $\rho$ (and in particular the one constructed in Lemma 15) maps a word $u$ to $\pi(u)$. Hence, $\pi$ is an FO-definable map, and thus $L$ is an FO-definable language.

The rest of this section is devoted to establishing Lemma 15. The construction is based on subresults showing the existence of FO-approximants over subsets of $M^{\text{ord}}$; first for finite and $\omega$-words in Section 5.2, and finally for words of any countable ordinal length in Section 5.3. But beforehand, we shall introduce some more definitions and elementary results.

\textsuperscript{7}Similarly, for finite words, Schützenberger-McNaughton-Papert’s theorem is a consequence of Henckell’s algorithm for aperiodic pointlikes—see e.g. [PZ16, Corollary 4.8]
In what follows we use the notation \((-)^{\text{grp,ord}}\) from Definition 8, interpreted in a generic ordinal monoid with merge, as well as some variants. Let \(\Lambda \subseteq M\). We define \(\langle \Lambda \rangle^{\text{grp}^+}\) as the closure of \(\Lambda\) under \((-)^{\text{grp}^+}\), \(\langle \Lambda \rangle^{\text{grp}^*}\) as the closure of \(\Lambda\) under \((-)^{\text{grp}}\), and \(\langle \Lambda \rangle^{\text{grp}^\omega}\) as \(\langle \Lambda \rangle^{\text{grp}^+} \cup \{1\}\). We define \(\langle \Lambda \rangle^{\text{grp,ord}^+}\) as the closure of \(\Lambda\) under \((-)^{\text{grp}^+}\) and \(\omega\). Note that thanks to the identities of ordinal monoids with merge, we have \(\langle \Lambda \rangle^{\text{grp,ord}^+} = \langle \Lambda \rangle^{\text{grp,ord}^+} \cup \{1\}\). Moreover, we have the following identities\(^8\):

**Proposition 18.** Let \(M\) be an ordinal monoid with merge. For every \(\Lambda \subseteq M\),

\[
\langle \Lambda \rangle^{\text{grp}^+} = \langle \Lambda \rangle^{\text{grp}^*} \Lambda \quad \text{and} \quad \langle \Lambda \rangle^{\text{grp,ord}^+} = \langle \Lambda \rangle^{\text{grp,ord}^+}.
\]

**Proof.** Note, by definition, that \(\langle \Lambda \rangle^{\text{grp}^*} = \langle \Lambda \rangle^{\text{grp}^+} \cup \{1\}\), so \(\langle \Lambda \rangle^{\text{grp}^*} = \langle \Lambda \rangle^{\text{grp}^+} \cup \Lambda \subseteq \langle \Lambda \rangle^{\text{grp}^+}\). The converse inclusion \(\langle \Lambda \rangle^{\text{grp}^+} \subseteq \langle \Lambda \rangle^{\text{grp}^*}\) is obtained by induction. Let \(b \in \langle \Lambda \rangle^{\text{grp}^+}\). If \(b \in \Lambda\), then \(b \in \Lambda\langle \Lambda \rangle^{\text{grp}^*}\) since \(1 \in \langle \Lambda \rangle^{\text{grp}^*}\). If \(c = cd\) with \(c, d \in \langle \Lambda \rangle^{\text{grp}^*}\), then, by induction, \(c = ac'\) for some \(a \in \Lambda\) and \(c' \in \langle \Lambda \rangle^{\text{grp}^*}\), thus \(b = a(c'd) \in \Lambda\langle \Lambda \rangle^{\text{grp}^*}\) since \(a \in \Lambda\) and \(c'd \in \langle \Lambda \rangle^{\text{grp}^*}\). Finally, if \(b = c^{\text{grp}}\), then, again by induction, \(c = ac'\) for some \(a \in \Lambda\) and \(c' \in \langle \Lambda \rangle^{\text{grp}^*}\), and thus \(b = c^{\text{grp}} = cc^{\text{grp}} = a(c'e^{\text{grp}}) \in \Lambda\langle \Lambda \rangle^{\text{grp}^*}\).

The equality \(\langle \Lambda \rangle^{\text{grp}^+} = \langle \Lambda \rangle^{\text{grp}^*} \Lambda\) is symmetric.

The identity \(\langle \Lambda \rangle^{\text{grp,ord}^+} = \Lambda \langle \Lambda \rangle^{\text{grp,ord}}\) is similar. The new case in the induction is if some \(b \in \langle \Lambda \rangle^{\text{grp,ord}^+}\) is of the form \(c^\omega\), then, by induction hypothesis, \(c = ac'\) for some \(a \in \Lambda\) and \(c' \in \langle \Lambda \rangle^{\text{grp,ord}}\), and thus \(b = c^\omega = cc^\omega = a(c'c^\omega) \in \Lambda\langle \Lambda \rangle^{\text{grp,ord}}\).

**Proposition 19.** If there are FO-approximants over \(K\) and \(L\) respectively, then there exist effectively FO-approximants over \(K \cup L\) and \(KL\).

### 5.2. Construction of FO-approximants for words of finite and \(\omega\)-length

First, we show how to construct FO-approximants for finite words. It serves at the same time as a building block for more complex cases, as a way to show the proof mechanisms in simpler cases, as well as to comment on differences with previous works.

**Lemma 20.** Let \(\Lambda \subseteq M\), then either

- \(a \cdot \langle \Lambda \rangle^{\text{grp}^+} \subseteq \langle \Lambda \rangle^{\text{grp}^+}\), for some \(a \in \Lambda\),
- \(\langle \Lambda \rangle^{\text{grp}^+} \cdot a \subseteq \langle \Lambda \rangle^{\text{grp}^+}\), for some \(a \in \Lambda\), or
- \(\langle \Lambda \rangle^{\text{grp}^+}\) has a maximum.

\(^8\)Notice the similarity with the (trivial) identities \(\Lambda^+ = \Lambda^*\Lambda\) and \(\Lambda^{\text{ord}^+} = \Lambda\Lambda^{\text{ord}}\).
Proof. Assume the two first items do not hold. Because of the non-first-one, the map \( x \mapsto a \cdot x \) is surjective on \( \langle A \rangle_{\text{grp}^+} \), for all \( a \in A \). Since \( \langle A \rangle_{\text{grp}^+} \) is finite, this means that it is bijective on \( \langle A \rangle_{\text{grp}^+} \). Hence it is also bijective on \( \langle A \rangle^+ \). The negation of the second item has a symmetric consequence. Together we get that \( \langle A \rangle_{\text{grp}^+}^+ \) is a group. Let \( I \) be its neutral element. Note first that for all \( x \in \langle A \rangle_{\text{grp}^+}^+ \), \( I = x^k \) for some \( k \), and hence, \( I \leq x_{\text{grp}} \). Set now \( a_1, \ldots, a_n \) to be the elements in \( A \), and define:

\[
M = (a_{1_{\text{grp}}}^{\text{grp}} \cdot a_{2_{\text{grp}}}^{\text{grp}} \cdot \ldots \cdot a_{n_{\text{grp}}}^{\text{grp}})_{\text{grp}}.
\]

By the above remark \( a_i = 1^{i-1} \cdot a_i \cdot 1^{n-i} \leq a_{1_{\text{grp}}}^{\text{grp}} \cdot a_{2_{\text{grp}}}^{\text{grp}} \cdot \ldots \cdot a_{n_{\text{grp}}}^{\text{grp}} \leq M \) for all \( i \). Since furthermore for all \( x, y \leq M, x \cdot y \leq M \) and \( x_{\text{grp}} \leq M \), it follows that \( z \leq M \) for all \( z \in \langle A \rangle_{\text{grp}^+} \).

A similar lemma is used in [PZ16], but concludes with the existence of a pseudo-group as the third item.

Lemma 21. For all \( a \in M \) there exists an FO-approximant from \( a^+ \) to \( \langle \{a\} \rangle_{\text{grp}^+} \).

Construction. Let \( k \) be such that \( a_{\text{idem}}^{\text{idem}} = a_k^{\text{idem}} \). Define

\[
\rho(a \cdots a) = \begin{cases} 
a^n & \text{if } n < k, \\
\text{otherwise} & \text{otherwise.} 
\end{cases}
\]

We can now use this for proving the finite word case.

Lemma 22. For all \( A \subseteq M \) there exists an FO-approximant from \( A^+ \) to \( \langle A \rangle_{\text{grp}^+} \).

Proof. We use a double induction on \( |\langle A \rangle_{\text{grp}^+}| \) and \( |A| \). The induction is guided by Lemma 20. The base case is \( A = \emptyset \), and the nowhere defined FO-approximant proves it.

First case: \( a : \langle A \rangle_{\text{grp}^+} \not\subseteq \langle A \rangle_{\text{grp}^+} \) for some \( a \in A \). This part of the proof is similar to [PZ16, Lemma 6.7]. Let \( B ::= A \setminus \{a\} \).

We first construct an FO-approximant from \( a^+ B^+ \) to \( a : \langle A \rangle_{\text{grp}^+} \). Indeed, we know by Lemma 21 that there is an FO-approximant from \( a^+ \) to \( \langle \{a\} \rangle_{\text{grp}^+} \subseteq a : \langle A \rangle_{\text{grp}^+} \). We also know by induction\(^9\) that there is an FO-approximant from \( B^+ \) to \( \langle B \rangle_{\text{grp}^+} \subseteq \langle A \rangle_{\text{grp}^+} \). Thus by Proposition 19, there exists effectively an FO-approximant \( \tau \) from \( a^+ B^+ \) to \( a : \langle A \rangle_{\text{grp}^+} \).

\(^9\)Indeed, \( |B| < |A| \).
We now provide an FO-approximant for $(a^+B^+)^+$ (which is FO-definable), and for this, define the condensation FO-formula $\phi(x, y)$ that expresses that “two positions $x$ and $y$ are equivalent if the subword on the interval $[x, y]$ belongs to $a^+B^*$” (this can be expressed in first-order logic). Over a word $u \in (a^+B^+)^+$, each of the condensation classes belong to $a^+B^+$ and its image under $\tau$ belongs to $a^+B^+\langle A \rangle_{\text{grp}^*}$. Furthermore, still by induction hypothesis, there is an FO-approximant from $(a^+B^+)^+\langle A \rangle_{\text{grp}^*}$ to $\langle A \rangle_{\text{grp}^*}$. By Lemma 5, we thus obtain an FO-definable map from $(a^+B^+)^+$ to $\langle A \rangle_{\text{grp}^*}$. It is an FO-approximant by construction.

Using the above case and Proposition 19, it can be easily extended to an FO-approximant from $A^+ = AB^*\langle a^+B^*\rangle^+a^*$ to $\langle A \rangle_{\text{grp}^*}$.

Second case: $\langle A \rangle_{\text{grp}^*} \cdot a \subsetneq \langle A \rangle_{\text{grp}^*}$. This case is symmetric to the first case.

Third case: $\langle A \rangle_{\text{grp}^*}$ has a maximum $M$. Then the constant map that sends every word $u \in A^*$ to $M$ is an FO-approximant over $A^*$.

Following similar ideas, we can treat the case of $\omega$-words. We define here $\langle A \rangle_{\text{grp}, \omega}$ as the elements of the form $\{a \cdot b^\omega \mid a, b \in \langle A \rangle_{\text{grp}^*}\}$—or, equivalently, $\langle A \rangle_{\text{grp}, \omega} = (\langle A \rangle_{\text{grp}^*})^\omega$.

Lemma 23. Let $M$ be an ordinal monoid with merge. For all $A \subseteq M$, there exists an FO-approximant from $A^\omega$ to $\langle A \rangle_{\text{grp}, \omega}$.

5.3. Construction of FO-approximants for countable ordinal words

As for the finite case, the proof revolves around a carefully designed case distinction. This one is more complex to establish, and makes use of Green’s relations and a precise understanding of the properties of ordinal monoids with merge.

Lemma 24: Trichotomoy principle. Let $M$ be a finite ordinal monoid with merge and $A \subseteq M$, then either

- $a : \langle A \rangle_{\text{grp}, ord}^+ \subsetneq \langle A \rangle_{\text{grp}, ord}^+$, for some $a \in A$,
- $\langle \langle A \rangle_{\text{grp}, \omega}, \text{grp}, ord \rangle^+ \subsetneq \langle A \rangle_{\text{grp}, ord}^+$, or
- $x \cdot y = y$ and $x^\omega = y^\omega$, for all $x, y \in \langle A \rangle_{\text{grp}, ord}^+$.

The above lemma is key in the proof of the existence of an FO-approximant.

Lemma 25. For all $a \in M$, there exists an FO-approximant over $a^{\text{ord}}$.

---

This time, we can use the induction hypothesis because $|\langle a \cdot \langle A \rangle_{\text{grp}^*} + \rangle_{\text{grp}^*}| < |\langle A \rangle_{\text{grp}^*}|$. Indeed, by Proposition 18, $\langle a \cdot \langle A \rangle_{\text{grp}^*} + \rangle_{\text{grp}^*} \subseteq \langle a \cdot \langle A \rangle_{\text{grp}^*} \rangle_{\text{grp}^*}$.

---
The proof follows a similar structure as the one for Lemma 22 for the finite case. This time, Lemma 24 is the key argument that makes the induction progress, playing the same role as Lemma 20 in the finite case. Note, however, that the second items in Lemmas 20 and 24 are very different in structure. And indeed, this entails a different argument for constructing the FO-approximant. It is based on performing in one step the condensation of all the maximal factors of order-type $\omega$.

**Example 26: Continuing Example 13.** An FO-approximant $\rho : a^{\text{ord}} \to (\{a\})^{\text{grp,ord}}$ of $\pi$ over $a^{\text{ord}}$ in the ordinal monoid defined in Example 9 can be defined for all $u \in (a)^{\text{ord}}$ as:

$$\rho(u) := \begin{cases} 
\{1\} & \text{if } \text{dom}(u) \text{ is empty}, \\
\{a, aa\} & \text{if } \text{dom}(u) \text{ is finite and non-empty}, \\
\{a^\omega\} & \text{if } \text{dom}(u) \text{ is a non-zero limit ordinal}, \\
\{a^\omega a, a^\omega aa\} & \text{if } \text{dom}(u) \text{ is an infinite successor ordinal}.
\end{cases}$$

**Lemma 27.** For all $A \subseteq \mathcal{M}$, there exists an FO-approximant from $A^{\text{ord}+}$ to $(A)^{\text{grp,ord}+}$.

**Proof.** We prove the result by induction on $|(A)^{\text{grp,ord}+}|$ and $|A^{\text{ord}+}|$. The base case $A = \emptyset$ is trivial. If $A$ is non-empty, following Lemma 24, there are three cases to treat.

**First case:** There exists $a \in A$ such that $a \cdot (A)^{\text{grp,ord}+} \subsetneq (A)^{\text{grp,ord}+}$. This case is as in the proof for finite words, Lemma 22, using Lemma 25 in place of Lemma 21. The key reason why the proof remains valid is because the hypothesis $a \cdot (A)^{\text{grp,ord}+} \subsetneq (A)^{\text{grp,ord}+}$ implies $|(a \cdot (A)^{\text{grp,ord}+})^{\text{ord}+}| < |(A)^{\text{grp,ord}+}|$ by Proposition 18.

**Second case:** $(A)^{\text{grp,ord}+} \subsetneq (A)^{\text{grp,ord}+}$. By Lemma 23, there is an FO-approximant from $A^\omega$ to $(A)^{\text{grp,omega}}$. By induction hypothesis, we have an FO-approximant from $((A)^{\text{grp,omega}})^{\text{ord}+}$ to $((A)^{\text{grp,omega}})^{\text{grp,ord}+} \subset (A)^{\text{grp,ord}+}$. Since the formula finite$(x, y)$ is a condensation FO-formula, we obtain by Lemma 5 an FO-approximant from $(A)^{\text{ord}+} \to (A)^{\text{grp,ord}+}$. Using Proposition 19 and Lemma 22, we easily extend it to an FO-approximant from $A^{\text{ord}+} = A^\omega A^\ast$ to $(A)^{\text{grp,ord}+}$.

**Third case:** $x \cdot y = y$ and $x^\omega = y^\omega$, for all $x, y \in (A)^{\text{grp,ord}+}$. Then the product over $A$ sends a countable ordinal word $u \in A^{\text{ord}+}$ to its last letter if the word has

---

11More precisely, we are using the property $(B)^{\text{grp,ord}+} = B(B)^{\text{grp,ord}}$ of Proposition 18. By thinking of elements of $(B)^{\text{grp,ord}+}$ as “countable ordinal words with merge”, this property is simply saying that every “countable ordinal word with merge” has a first letter. However, countable ordinal words need not have a last letter: this is what makes an hypothesis of the form $(A)^{\text{grp,ord}+} \cdot a \subsetneq (A)^{\text{grp,ord}+}$ unusable—and this is the motivation behind the trichotomy principle Lemma 24.

12Note here that it is different from the second case in the proof of Lemma 22.

13Indeed, $(A)^{\text{grp,omega}}^{\text{grp,ord}+} \subsetneq (A)^{\text{grp,ord}+}$. 

---
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a last letter, and to the unique omega power of $\langle \Lambda \rangle^{\text{grp,ord}^+}$ if the word has no last letter. Since the languages of the form $A^{\text{ord}^+}a$ where $a \in A$ and $\{u \in A^{\text{ord}^+} \mid \text{dom}(u) \text{ is a limit ordinal}\}$ all are FO-definable, it follows that the product over $A$ is FO-definable. 

6. Related problems

In this section, we solve two related problems: the decidability of the covering problem (Proposition 28), and the computability of pointlike sets (Proposition 30). Both are direct applications of the key lemmas presented above.

The FO-covering problem asks, given regular languages, in our case of countable ordinal words, $L, K_1, \ldots, K_n$, to determine if there exist FO-definable languages $C_1, \ldots, C_n$ such that $L \subseteq \bigcup_i C_i$ and $C_i \cap K_i = \emptyset$ for all $i$—see [PZ18b] for more details. In general, separation problems trivially reduce to covering problems, since $L$ and $K$ are separable if and only if there is a solution to the covering problem for the instance $(L, K)$. In the other direction, there is no known example of a variety with decidable separation problem but undecidable covering problem. We show that a further consequence of the above results is that the FO-pointlike sets in a finite ordinal monoid (see Definition 29) are computable, from which we deduce:

**Proposition 28.** The FO-covering problem for countable ordinal words is decidable.

Let us now introduce, and explain, the relation with pointlike sets. The FO$_k$-closure of a word $u$ is the set $[u]_{\text{FO}_k}$ which contains all words that are FO$_k$-equivalent to $u$.

**Definition 29.** Given a finite ordinal monoid $M$ the FO-pointlike sets of a map $\sigma: \Sigma \to M$ are defined by

$$\text{Pl}_{\text{FO}}(\sigma) := \bigcap_{k \in \mathbb{N}} \downarrow \{\pi[\sigma^{\text{ord}}([u]_{\text{FO}_k})) \mid u \in \Sigma^{\text{ord}}\},$$

where $\downarrow X$ denotes the downward closure of $X$.

The definition of pointlike sets is in fact more general\(^{14}\): given a variety of finite semigroups $V$ one can define a notion of pointlike sets with respect to this variety. Almeida observed that the separation problem for the variety $V$—given two

\(^{14}\text{In the following discussion, we focus on finite words, but the notion of variety—of algebras, or of languages—can be extended to countable ordinal words [BC98] and many other settings [Boj15, §4].}
regular languages, can they be separated by a \( \mathbb{V} \)-recognisable language?—is decidable if and only if the \( \mathbb{V} \)-pointlikes of size 2 of every morphism are computable [Alm99, Prop. 3.4]. The covering problem also has an algebraic counterpart: it is decidable for the variety \( \mathbb{V} \) if and only if, for every morphism, the collection of all \( \mathbb{V} \)-pointlike sets of this morphism is computable [Alm99, Prop. 3.6]. Hence, the fact that FO-covering and FO-separation are decidable for finite words is simply a corollary of Henckell’s theorem on aperiodic pointlikes [Hen88, Fact 3.7 & Fact 5.31], stating that they are computable. Place & Zeitoun’s simpler proof of the decidability of FO-covering for finite words and for \( \omega \)-words [PZ16] relies on the same principle. Unsurprisingly, our result can be interpreted in the same way: we are implicitly showing the following property, from which one can immediately deduce the computability of \( \text{Pl}_{\text{FO}}(\sigma) \).

**Proposition 30.** Given a finite ordinal monoid \( M \) and \( \sigma : \Sigma \to M \),

\[
\text{Pl}_{\text{FO}}(\sigma) = \downarrow\langle\{\sigma(a) \mid a \in \Sigma\}\rangle^{\text{grp,ord}}.
\]

7. **Conclusion**

In this paper, we have studied the problem of FO-separation over words of countable ordinal length. Our proof is based on the work of Place and Zeitoun over words of length \( \omega \) [PZ16]. We build an FO-approximant using essentially the same technique as Place and Zeitoun. However a key difference is that for finite words and \( \omega \)-words, the proof relies on a case distinction (Lemma 20) which is conceptually similar to the characterisation of groups as semigroups whose translations are bijective. This was no longer sufficient for countable ordinal words because of \( \omega \)-iterations. In this situation, our new case distinction (Lemma 24) captures the subtle interaction of \( \omega \)-iteration with groups in finite ordinal monoids. In particular, a difference with previously known algorithms is that we do not close the saturation under subset. This a priori innocuous difference has significant consequences on the proof of completeness, yielding some simplifications in the finite and \( \omega \)-case, and necessary for the proof to be extendable to all ordinals.

Of course, the next step is to go to longer words, in particular scattered countable words, or even better to all countable words. Here, there are conceptual difficulties, and let us stress also that, starting from scattered countable words, first-order logic and first-order logic with access to Dedekind cuts begin to have a different expressiveness. Thus several notions of separation have to be studied.

---

15Beware: there is a typo in the statement of the first item of the proposition.

16There is a difference in terminology: they refer to the \( \text{Pl}_{\text{FO}}(\varphi) \) as “optimal imprint with respect to FO on \( \varphi \)”. 
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A. Proof of preliminary section

A.1. Proof of Lemma 5

Proof. Since \( g \) is \( \text{FO-definable} \), for all \( c \in C \), there exists an \( \text{FO-formula} \ \psi_c \) over the alphabet \( B \) that defines \( g^{-1}[c] \subseteq Y_{\text{ord}} \). Moreover, since \( \varphi(x,y) \) is an \( \text{FO-formula} \), and since \( f : A_{\text{ord}} \to B \) is \( \text{FO-definable} \), we can build for every \( b \in B \) a formula \( \chi_b(x,y) \) over \( X \) that is satisfied if and only if the subword indexed by \( [x,y] \) is sent, via \( f \), to \( b \in B \).

We want to transform the formula \( \psi_c \) into a formula \( \tilde{\psi}_c \) over the alphabet \( A \) so that \( \tilde{\psi}_c \) recognises \( (g \circ \varphi \circ f)^{-1}[c] \). We perform this transformation by structural induction on the formula, as follows:

- We replace every existential (resp. universal) quantification over a variable \( x \)—representing a position \( x \) in a \( B \)-word—by a pair of existential (resp. universal) quantifiers over two new variables \( x_\ell \) and \( x_r \)—representing a convex subset \( [x_\ell, x_r] \) of the domain of an \( A \)-word—followed by a constraint asking the pair of variables \( (x_\ell, x_r) \) to define an equivalence class of the condensation defined by \( \varphi \).
- We replace every proposition of the form \( b(x) \) by \( \chi_b(x_\ell, x_r) \).

Hence, we have built, for each \( c \in C \), a first-order formula \( \tilde{\psi}_c \) that accepts \( (g \circ \varphi \circ f)^{-1}[c] \): it follows that the function \( g \circ \varphi \circ f \) is \( \text{FO-definable} \). \( \square \)

B. Proofs with regard to the algorithm

B.1. Proof of Lemma 7

Proof. Let \( k \) be such that \( A^k = A_{\text{idem}} \) for all \( A \subseteq M \). In particular, the sequence \( A^n \) is periodic of period \( k \) after position \( k \). It follows that \( A_{\text{grp}} = \bigcup_{n \geq k} A^n \) for all \( n \geq k \), and in particular, \( A^n_{\text{grp}} = A_{\text{grp}} \), and \( A_{\text{grp}} = A_{\text{grp}} \cdot A^n \) for all naturals \( n \). Hence \( A_{\text{grp}} = \bigcup_{n \geq k} (A_{\text{grp}} \cdot A^n) = A_{\text{grp}} \cdot A_{\text{grp}} \). One also easily gets

\[(A \cdot B)_{\text{grp}} \cdot A = (\bigcup_{n \geq k} (A \cdot B)^n) \cdot A = A \cdot (\bigcup_{n \geq k} (B \cdot A)^n) = A \cdot (B \cdot A)_{\text{grp}} \cdot B.\]

Combining with above facts, we get

\[(A \cdot B)_{\text{grp}} = A \cdot B \cdot (A \cdot B)_{\text{grp}} = A \cdot (B \cdot A)_{\text{grp}} \cdot B. \] \( \square \)
does so, as well. Let \( d \) be arbitrary. Write
\[
\begin{array}{cccccccccccccccc}
  c_1 & c_2 & c_3 & c_4 & c_5 & c_6 & c_7 & d_1 & d_2 & d_3 & d_1 & d_2 & d_3 & d_1 & d_2 & d_3 & \cdots \\
\end{array}
\]
\[
\begin{array}{cccccccccccccccc}
  a_1 & a_2 & a_3 & a_4 & b_1 & b_2 & b_1 & b_2 & b_1 & b_2 & b_1 & b_2 & b_1 & b_2 & b_1 & b_2 & \cdots \\
\end{array}
\]
\[
\begin{array}{cccccccccccccccc}
  c_1 & c_2 & c_3 & c_4 & c_5 & c_6 & c_7 & d_1 & d_2 & d_3 & d_1 & d_2 & d_3 & d_1 & d_2 & d_3 & \cdots \\
\end{array}
\]
\[
\begin{array}{cccccccccccccccc}
  a_1 & a_2 & a_3 & a_4 & b_1 & b_2 & b_1 & b_2 & b_1 & b_2 & b_1 & b_2 & b_1 & b_2 & b_1 & b_2 & \cdots \\
\end{array}
\]
\[
\begin{array}{cccccccccccccccc}
  \text{prefix of length } \ell \\
\end{array}
\]
\[
\begin{array}{cccccccccccccccc}
  \text{period of length } k \\
\end{array}
\]

**Figure 4:** Two ultimately periodic \( \omega \)-words can always be written as ultimately periodic words whose prefix (resp. period) have the same length.

**C. Proofs of when the algorithm says ‘no’**

**C.1. Proof of Lemma 11**

*Proof.* Fix \( k \in \mathbb{N} \). The computable function is defined by structural induction on \( X \).

**Base case.** If \( X = \{ \sigma(a) \} \) then we may take \( u_{\sigma(a)} := a \).

**Binary product case.** Assume that both \( X \) and \( Y \in \text{Sat} \) satisfy the induction hypothesis: let \( (u_x)_{x \in X} \) denote the sequence for \( X \) and \( (v_y)_{y \in Y} \) the sequence for \( Y \). For any \( z \in X \cdot Y \), choose \( x \in X \) and \( y \in Y \) such that \( z = x \cdot y \), and define \( w_z := u_x v_y \). Clearly, \( \pi(\sigma^{\text{ord}}(w_z)) = z \). Also for any \( z = x y, z' = x' y' \in X \cdot Y \), we have \( u_x \equiv_{\text{FO}_k} u_{x'} \) and \( v_y \equiv_{\text{FO}_k} v_{y'} \), so it follows by the first item of Proposition 10 that \( w_z = u_x v_y \equiv_{\text{FO}_k} u_{x'} v_{y'} = w_{z'} \).

**\( \omega \)-iteration case.** Assume that \( X \in \text{Sat} \) satisfies the induction hypothesis. We now show that \( X^\omega \) does so, as well. Let \( (u_x)_{x \in X} \) denote the sequence computed for \( X \). We will construct a sequence \( (w_z)_{z \in X^\omega} \). For each \( z \) in \( X^\omega \), there exist finite words \( x(z) \in X^+ \) and \( y(z) \in X^+ \) such that \( z = x(z) \cdot y(z)^\omega \). Moreover, since \( X^\omega \) is finite, we may choose the words \( x(z) \in X^+ \) (resp. \( y(z) \in X^+ \)) such that they all have the same length \( \ell \) (resp. \( k \)), as depicted in Figure 4. After having made such a choice of \( x(z) \) and \( y(z) \) for each \( z \in X^\omega \), now let \( z \in X^\omega \) be arbitrary. Write \( x(z) = x_1(z) \cdots x_\ell(z) \) and \( y(z) = y_1(z) \cdots y_k(z) \), where \( k \) may depend on \( z \), but \( \ell \) does not. Now define the ordinal word \( w_z := u_{x_1(z)} \cdots u_{x_\ell(z)} \cdot (u_{y_1(z)} \cdots u_{y_k(z)})^\omega \). We get that
\[
\pi(\sigma^{\text{ord}}(w_z)) = x(z) \cdot y(z)^\omega = z.
\]

Now let \( z, z' \in X^\omega \). We need to show that \( w_z \equiv_{\text{FO}_k} w_{z'} \). Since, using the induction
hypothesis, \(u_{x_1(z)} \equiv_{\mathsf{FO}_k} u_{x_1(z')}\), we get that
\[
u \colon \mathsf{FO}_k \to \mathsf{FO}_k \to \mathsf{FO}_k
\]
using the first item of Proposition 10. Similarly, as a consequence of the second item of Proposition 10, we obtain
\[
u \colon \mathsf{FO}_k \to \mathsf{FO}_k \to \mathsf{FO}_k
\]
Combining Equation (1) and Equation (2), we conclude that \(w \equiv_{\mathsf{FO}_k} w'\).

**Merging operator.** Finally, assume that \(X \in \mathsf{Sat}\) satisfies the induction hypothesis. We now show that \(X^{\mathsf{grp}}\) does so, too. Let \((u_x)_{x \in X}\) denote the sequence computed for \(X\). We will construct a sequence \((w_y)_{y \in X^{\mathsf{grp}}}\). By Proposition 10, pick \(n\) large enough such that \(u^n \equiv_{\mathsf{FO}_k} u^{n+1}\) for all \(u \in \Sigma^\text{ord}\). For each \(y \in X^{\mathsf{grp}}\), pick \(m(y) \geq n\) and \(x_1(y), \ldots, x_{m(y)}(y) \in X\) such that \(y = x_1(y) \cdots x_{m(y)}(y)\). Define \(w_y := u_{x_1(y)} \cdots u_{x_{m(y)}(y)}\). Using the fact that \(\pi(\sigma^\text{ord}(u_x)) = x\) by the induction hypothesis, it is clear that \(\pi(\sigma^\text{ord}(w_y)) = y\). Now, for any \(y, y' \in X^{\mathsf{grp}}\), note that, for any \(1 \leq i \leq m(y)\) and \(1 \leq j \leq m(y')\), we have \(u_{x_i(y)} \equiv_{\mathsf{FO}_k} u_{x_j(y')}\), using the induction hypothesis. Writing \(u_0 := u_{x_1(y)}\), it follows in particular from the first item of Proposition 10 that
\[
u \colon \mathsf{FO}_k \to \mathsf{FO}_k \to \mathsf{FO}_k
\]

**D. Proofs of when the algorithm says ‘yes’**

**D.1. Proof of Proposition 19**

**Proof.** Let \(\rho : K \to M\) and \(\tau : L \to M\) be the FO-approximants.

For the union: We define \(\sigma(u)\) to be \(\rho(u)\) if \(u \in K\), and \(\tau(u)\) otherwise. This is clearly an FO-approximant over \(K \cup L\).

For the concatenation: We first establish the result when \(K, L\) do not contain the empty word. One defines the map \(\sigma\) which, given a word \(u\) as input, defines the least \(x\) such that \(u|_{<x} \in K\) and \(u|_{\geq x} \in L\), and outputs \(\rho(u|_{<x}) \cdot \tau(u|_{\geq x})\). It is easy to check that \(\sigma\) is an FO-approximant: the definability comes from the fact that \(K\) and \(L\) are FO-definable, and since \(\pi(u|_{<x}) \leq \rho(u|_{<x})\) and \(\pi(u|_{\geq x}) \leq \tau(u|_{\geq x})\), we get that \(\pi(u) = \pi(u|_{<x}) \cdot \pi(u|_{\geq x}) \leq \rho(u|_{<x}) \cdot \tau(u|_{\geq x}) = \sigma(u)\). Adding the case of \(\varepsilon\) is then easy done by case distinction.
D.2. Proof of Lemma 23

Proof. The proof is similar to the finite word case. We use a double induction on $|\langle A \rangle^{\text{grp}^+}|$ and $|A|$. The induction is guided by Lemma 20. The base case is $A = \emptyset$, and the nowhere defined FO-approximant proves it. Moreover, note that if $A$ has only one letter, then there is only one word in $A^\omega$, so the property trivially holds.

First case: $a \cdot \langle A \rangle^{\text{grp}^+} \subsetneq \langle A \rangle^{\text{grp}^+}$ for some $a \in A$. Let $B := A \setminus \{a\}$. We provide first an FO-approximant for $(a \cdot B^\omega)^\omega$. We have from the finite case an FO-approximant $\tau$ from $a \cdot B^\omega$ to $a \cdot \langle A \rangle^{\text{grp}^+}$. We use again the condensation FO-formula $\varphi(x, y)$ that expresses that “two positions $x$ and $y$ are equivalent if the subword on the interval $[x, y]$ belongs to $a^*B^*$”. By induction hypothesis\footnote{Indeed, $|(a \cdot \langle A \rangle^{\text{grp}^+})^{\text{grp}^+}| < |\langle A \rangle^{\text{grp}^+}|$ by Proposition 18.} on $A' = a \cdot \langle A \rangle^{\text{grp}^+}$, there is an FO-approximant from $(a \cdot \langle A \rangle^{\text{grp}^+})^\omega$ to $\langle A \rangle^{\text{grp}^+}$. By Lemma 5, we thus obtain an FO-definable map from $(a \cdot B^\omega)^\omega$ to $\langle A \rangle^{\text{grp}. \omega}$. It is an FO-approximant by construction. Now, using the finite case, the case for a one-letter alphabet, the induction hypothesis on smaller alphabets and Proposition 19 and lemma 23, it can be easily extended to an FO-approximant from $A^\omega = A^*((a^*B^\omega) \cup B^\omega \cup a^\omega)$ to $\langle A \rangle^{\text{grp}. \omega}$.

Second case: $\langle A \rangle^{\text{grp}^+} \cdot a \subsetneq \langle A \rangle^{\text{grp}^+}$. This case is similar to the first one.

Third case: $\langle A \rangle^{\text{grp}^+}$ has a maximum $M$. Then the constant map that sends every word in $A^\omega$ to $M^\omega$ is an FO-approximant.

\[\Box\]

D.3. Proof of Lemma 24

Our proof of Lemma 24, requires some basic properties of Green’s relations on ordinal monoids.

Recall that a preorder on a set $X$ is a binary relation $\preceq$ over $X$ that is reflexive ($x \preceq x$ for all $x \in X$) and transitive ($x \preceq y$ and $y \preceq z$ imply $x \preceq z$). The equivalence relation associated with $\preceq$ is the binary relation $\sim$ defined by $x \sim y$ if and only if $x \preceq y$ and $y \preceq x$: it is always an equivalence relation.

Green’s relations: Define in a monoid $M$ the following preorders:

- $x \preceq_L y$ if $x = ay$ for some $a \in M$,
- $x \preceq_R y$ if $x = yb$ for some $b \in M$,
- $x \preceq_\delta y$ if $x = a y b$ for some $a, b \in M$.

We denote by $\mathcal{J}, \mathcal{L}$ and $\mathcal{R}$ the corresponding equivalence relations, and define $\mathcal{K} = \mathcal{L} \cap \mathcal{R}$. Given a relation $\mathcal{K} \in \{\mathcal{J}, \mathcal{L}, \mathcal{R}, \mathcal{H}\}$, a $\mathcal{K}$-class is one of its equivalence classes, and $M$ is $\mathcal{K}$-trivial if all $\mathcal{K}$-classes are singletons. We assume, in the following
paragraphs, that the monoid $\mathcal{M}$ is finite. A $\mathcal{J}$-class $J$ is regular when one of the following equivalent property hold—see e.g. [Pin20, §V.2.2] for a proof:

- there exists two elements of $J$ whose product stays in $J$,
- $J$ contains an idempotent, or
- all $\mathcal{L}$ and $\mathcal{R}$-classes of $J$ contains an idempotent.

There is an equivalent notion that expresses the fact that $J$ behaves nicely with $\omega$-iteration if we assume $\mathcal{M}$ to be an ordinal monoid: we say that $J$ is $\omega$-stable when one of the following equivalent properties hold:

- there exists a sequence $(x_n)_{n<\omega}$ in $J$ such that $\pi((x_n)_{n<\omega}) \in J$,
- there exists an element $x \in J$ such that $x^{\omega} \in J$.

**Proposition 31.** In a finite ordinal monoid, all $x$ such that $x R x^\omega$ are idempotent.

**Proof.** If $x R x^\omega$, then $x = x^\omega a$ for some $a \in \mathcal{M}$, and thus $xx = xx^\omega a = x^\omega a = x$. \hfill \Box

The statement of following proposition comes from [CS15, Lemma 7].

**Proposition 32.** In a finite ordinal monoid $\mathcal{M}$, $\omega$-stable $\mathcal{J}$-classes are $\mathcal{H}$-trivial.

**Proof.** Since $J$ is $\omega$-stable, we have $x \not\in J x^\omega$ for some $x \in J$. In particular, since $x \leq_R x^\omega$, we obtain by stability—see e.g. [Pin20, Theorem V.1.9]—$x R x^\omega$, and thus $x$ is idempotent by Proposition 31.

We will now show that, in fact, every element of $\mathcal{H}(x)$ is idempotent. Let $y$ such that $x \mathcal{H} y$. First, we claim that $y \not\in J y_{\text{idem}}$. Indeed, since $x \mathcal{H} y$, we have $y \mathcal{H} x = x^2 J y^2$. So $y \not\in J y^2$, and by stability, $y^2 \not\in \mathcal{H} y$, from which it follows, by trivial induction on $n \in \mathbb{N}_{>0}$, that $y \mathcal{H} y^n$. In particular, $y_{\text{idem}} \mathcal{H} y \mathcal{H} x$. Since the $\mathcal{H}$ relation is trivial on idempotents—see e.g. [Pin20, Corollary V.1.5]—, it follows that $x = y_{\text{idem}}$. Then $y^\omega = (y_{\text{idem}})^\omega = x^\omega J x \mathcal{H} y$, so by Proposition 31, $y$ is idempotent.

Hence, every element of $\mathcal{H}(x)$ is idempotent. Since $\mathcal{H}$ is trivial on idempotent elements, it means that $\mathcal{H}(x)$ is trivial. Finally, by Green’s lemma—see [Pin20, Proposition V.1.10]—$\mathcal{H}$-classes inside a $\mathcal{J}$-class are equipotent, from which it follows that the whole class $J$ is $\mathcal{H}$-trivial. \hfill \Box

We are now ready to prove Lemma 24.

**Proof of Lemma 24.** Assume that the first two items do not hold.
Since the first item does not hold, by Proposition 18, we have \( a \cdot \langle A \rangle_{\text{grp,ord}^+} = \langle A \rangle_{\text{grp,ord}^+} \) for all \( a \in A \). This implies that for all \( a \in A \) and \( b \in \langle A \rangle_{\text{grp,ord}^+} \), \( b = a \cdot c \) for some \( c \), i.e., \( b \leq_R a \). It follows that there is a unique maximal \( J \)-class \( J \) in \( \langle A \rangle_{\text{grp,ord}^+} \), which is an \( R \)-class, and which contains \( A \). Since furthermore \( a \cdot a \cdot \langle A \rangle_{\text{grp,ord}^+} = \langle A \rangle_{\text{grp,ord}^+} \), we get that \( a \cdot a \) belongs to \( J \). Hence \( J \) is regular.

Since the second item does not hold and by Proposition 18,
\[
\langle A \rangle_{\text{grp,ω}} \langle A \rangle_{\text{grp,ord}^+} = \langle A \rangle_{\text{grp,ω}} \langle \langle A \rangle_{\text{grp,ω}} \rangle_{\text{grp,ord}^+} = \langle A \rangle_{\text{grp,ord}^+}.
\]
Hence, all \( a \in \langle A \rangle_{\text{grp,ord}^+} \) is of the form \( b \cdot c \) where \( b \in \langle A \rangle_{\text{grp,ω}} \), and \( c \in \langle A \rangle_{\text{grp,ord}^+} \). Hence \( J \) is \( ω \)-stable, and thus hence \( H \)-trivial by Proposition 32.

It follows that the product, the \( ω \)-exponent and the \( −\text{grp} \) operation of elements of \( J \) stay in \( J \), respectively because \( J \) is regular, because it is \( ω \)-stable and because it is \( H \)-trivial and thus group-trivial. Hence \( \langle A \rangle_{\text{grp,ord}^+} \subseteq J \).

D.4. Proof of Lemma 25

The proof of Lemma 25 requires a few additional properties on Green’s relations on ordinal monoids and first-order logic.

**Lemma 33.** For every \( m, p \in \mathbb{N} \), the following languages over \( \{ a \} \) are FO-definable:

\[
\{ a^\kappa | \kappa \geq \omega^m \cdot p \}, \quad \{ a^\kappa | \kappa \succ \omega^m \cdot p \}, \quad \{ a^\kappa | \kappa \asymp \omega^m \cdot p \} \quad \text{and} \quad \{ a^\kappa | \kappa \lessdot \omega^m \cdot p \}.
\]

**Proof.** Since first-order definable languages are closed under complementation, we only have to prove that \( \{ a^\kappa | \kappa \geq \omega^m \cdot p \} \) and \( \{ a^\kappa | \kappa \lessdot \omega^m \cdot p \} \) are definable in first-order logic. We focus on the first class of languages—the second can be handled using similar techniques. The main idea is to build a formula recognising \( \{ a^\kappa | \kappa \geq \omega^m \cdot p \} \) by induction on \( m \in \mathbb{N} \), using the finite condensation.

- For \( m = 0 \), we need to define ordinals greater or equal to \( p \in \mathbb{N} \), which is trivial.
- Then, observe that the set of countable ordinals greater or equal to \( \omega^{m+1} \cdot p \) is condensed by \( \sim_{\text{finite}} \) to the set of countable ordinals that is greater or equal to \( \omega^m \cdot p \). If we have a formula defining the latter set, we can see as an
**FO-definable function** $G : \mathfrak{a}^{\text{ord}} \to \{\top, \bot\}$. By letting $F : \mathfrak{a}^{\text{ord}+} \to \{\mathfrak{a}\}$ be the constant map, we obtain by Lemma 5 that the function

$$G \circ_{\text{finite}} F : \mathfrak{a}^{\text{ord}} \to \{\top, \bot\}$$

is **FO-definable**—and hence, the preimage of $\top$, that is the set of countable ordinals greater or equal to $\omega^p \cdot p$ is **FO-definable**. 

**Lemma 34.** If a finite ordinal monoid, $x \not\leq y$, $x \not\leq y^\omega$ implies $x^\omega \not\leq y^\omega$.

**Proof.** Indeed, since $(x \cdot x)\omega = x\omega \not\leq x$, we get $x \cdot x \not\leq x$. Hence $x^m \not\leq x$ for all $m$, and the same holds for $y$; Hence, there is a power $m$ such that $x^m$ and $y^m$ are $\not\leq$-equivalent idempotents. However, we know that two idempotents in the same $\not\leq$-class are conjugate: there exists $a, b$ such that $a \cdot b = x$ and $b \cdot a = y$. We now have $x^\omega = (x^m)^\omega = a \cdot (b^\omega)^m = a \cdot (y^m)^\omega = a \cdot y^\omega$. Thus, $x^\omega \not\leq y^\omega$. Since $x$ and $y$ play a symmetric role, we obtain $x^\omega \not\leq y^\omega$. 

**Lemma 35.** In a finite ordinal monoid, for every element $x$, there exist $\ell$ such that $x^\omega \cdot x = x^\omega + 1$.

**Proof.** Consider first some $y$ such that $y \not\leq (y^\omega)^\omega \not\leq y^\omega$. By applying Lemma 34 on $y$ and $z = y^\omega$, we get that $y^\omega \not\leq z^\omega = y^\omega^2$. Hence, by Proposition 32, the $\not\leq$-class of $y$ is $\not\leq$-trivial. We obtain $y^\omega = y^\omega^2$. 

Consider now the series $n \mapsto x^\omega^n$. It is $\not\leq$-decreasing since $y^\omega \not\leq \omega$. In less than $2|\mathcal{M}|$ steps, by PH, there is $\ell$ such that $x^\omega^\ell \not\leq x^\omega^\ell+1 \not\leq x^\omega^\ell+2$. By the previous remark applied on $y = x^\omega^\ell$, we obtain that the series $n \mapsto x^\omega^n$ is constant starting at $\ell + 1$. 

We are now ready to prove Lemma 25, which states the existence of an **FO-approximant** over one-letter words.

**Proof of Lemma 25.** Let $n \in \mathbb{N}$ be such that $x^n = x^{\text{idem}}$ for every $x \in \mathcal{M}$, and following Lemma 35, let $\ell \in \mathbb{N}$ be such that $x^\omega^\ell = x^\omega^\ell+1$ for every $x \in \mathcal{M}$. We use now “Cantor’s normal form” for countable ordinals (see, e.g., [Jec06, Thm. 2.26]), and get that $\kappa$ can be uniquely written as

$$\kappa = \omega^\ell \cdot \kappa_\ell + \omega^{\ell-1} \cdot \kappa_{\ell-1} + \ldots + \omega^1 \cdot \kappa_1 + \kappa_0$$
where $k_m$ are natural numbers for $m < \ell$ and $\kappa_\ell$ is a countable ordinal. Then define $\rho: a^{\text{ord}} \to (a)^{\text{grp}, \text{ord}}$ by:

$$\rho(a^\kappa) := \tau(a^{\omega^{\cdot \cdot \cdot k_{\ell - 1}}}) \cdots \tau(a^{\omega^{k_1}} \cdot \tau(k_0))$$

in which $\tau(a^{\omega^{m \cdot k_m}}) := \begin{cases} a^{\omega^{m \cdot k_m}} & \text{if } k_m < n, \\ (a^{\omega^m})^{\text{grp}} & \text{otherwise,} \end{cases}$

for every $m < \ell$ and $\tau(a^{\omega^{\cdot \cdot \cdot k_{\ell - 1}}}) = 1$ if $\kappa_\ell = 0$ and $a^{\omega^\ell}$ otherwise. Note that, by definition of $\ell$, we have $a^{\omega^{\ell}} = (a^{\omega^{\ell + 1}})^{\text{grp}}$.

The function $\rho$ satisfies $\pi(u) \leq \rho(u)$ for every $u \in a^{\text{ord}}$, by definition, and its FO-definability follows from Lemma 33.

## E. Proofs for the related problems

In this appendix, we first prove the computability of FO-pointlikes (Proposition 30) and then deduce the decidability of the FO-covering problem for countable ordinal words.

### E.1. Proof of Proposition 30

We have to prove that a set $X$ is pointlike if and only if it is contained in some $Y \in \text{Sat}$.

Let us first show that all sets $X \in \text{Sat}$ are pointlike. Let us fix some $k$, and set $(u_x)_{x \in X}$ to be the sequence of words which exists from Lemma 11 for the set $X$ and the value $k$. Set also $u = u_x$ for some arbitrarily chosen $x \in X$. Since $u_x \equiv_{\text{FO}_k} u$ for all $x \in X$, $u_x \in [u]^{\text{ord}}$. Hence

$$X = \{ \pi(\sigma^{\text{ord}}(u_x)) : x \in X \} \subseteq \pi(\sigma^{\text{ord}}([u]^{\text{ord}}))$$

Since this holds for all $k$, we obtain $X \in \text{Pl}_{\text{FO}}(\sigma)$.

Conversely, let $X$ be a pointlike, we aim at proving that $X \subseteq Y$ for some $Y \in \text{Sat}$. For this, let $\rho$ be the FO-approximant which exists from Lemma 15. Since $\rho$ is an FO-definable map, there exists some $k$ such that all $\rho^{-1}(x)$ with $x \in X$ is defined by an FO-sentence of quantifier depth at most $k$. By definition of pointlike sets, there exists a word $u \in \Sigma^{\text{ord}}$ such that $X \subseteq \pi(\sigma^{\text{ord}}([u]^{\text{ord}}))$. In particular, this means that for all $x \in X$, there exists $u_x \equiv_{\text{FO}_k} u$ such that $\pi(\sigma^{\text{ord}}(u_x)) = x$. Let $Y =$
\[
\rho(\sigma^{\text{ord}}(u)) \in \text{Sat}. \text{ Since } u_x \equiv_{\text{FO}_k} u \text{ and } k \text{ has been chosen sufficiently large with respect to } \rho, \text{ we have } \rho(\sigma^{\text{ord}}(u_x)) = Y \text{ for all } x \in X. \text{ We obtain:}
\]
\[
\begin{align*}
X &\subseteq \{ \pi(\sigma^{\text{ord}}(u_x)) : x \in X \} \\
&\subseteq \downarrow(\rho(\sigma^{\text{ord}}(u_x)) : x \in X) \\
&= \downarrow Y \in \downarrow \text{Sat}.
\end{align*}
\]

E.2. Proof of Proposition 28

One begins, as usual with a finite ordinal monoid \(M\) and a map \(\sigma : \Sigma \to M\) that recognises the languages \(L, K_1, \ldots, K_n\). The algorithm computes \(\text{Sat}\) and answers ‘no’ if there exists some \(X \in \text{Sat}\) that intersects all of
\[
F_L \coloneqq \pi(\sigma^{\text{ord}}(L)), \quad F_{K_i} \coloneqq \pi(\sigma^{\text{ord}}(K_i)), \ldots, \quad F_{K_n} \coloneqq \pi(\sigma^{\text{ord}}(K_n)).
\]
Otherwise, it answers ‘yes’.

Let us prove that this algorithm is correct. Assume that it answers ‘yes’. In this case, let \(\rho : \Lambda^{\text{ord}} \to \text{Sat}\) be the \(\text{FO}\)-approximant that exists by Lemma 15, where \(\Lambda = \{ \sigma(a) \mid a \in \Sigma \}\), and define
\[
C_i = \{ u \in \Sigma^{\text{ord}} \mid \rho(\sigma^{\text{ord}}(u)) \cap \pi(\sigma^{\text{ord}}(K_i)) = \emptyset \}.
\]

Let \(u \in L\). We know that \(\rho(\sigma^{\text{ord}}(u)) \in \text{Sat}\) intersects \(\pi(\sigma^{\text{ord}}(L))\), and thus, there is some \(\pi(\sigma^{\text{ord}}(K_i))\) that it does not intersect. Hence \(u \in C_i\). Furthermore, by construction, if \(u \in C_i\), then \(\rho(\sigma^{\text{ord}}(u)) \cap \pi(\sigma^{\text{ord}}(K_i)) = \emptyset\) by definition, and thus, since \(\pi(\sigma^{\text{ord}}(u)) \in \rho(u)\), \(\pi(\sigma^{\text{ord}}(u)) \not\subseteq \pi(\sigma^{\text{ord}}(K_i))\). Hence \(C_i \cap K_i = \emptyset\). Hence, there is a positive answer to the covering problem.

If the algorithm answers ‘no’, this is because there exists \(X \in \text{Sat}\) that intersects all of \(F_L, F_{K_1}, \ldots, F_{K_n}\). Let \(x \in X \cap F_L\), and \(x_i \in X \cap F_{K_i}\) for all \(i = 1 \ldots n\) be the elements witnessing these intersections. Assume for the sake of contradiction that there would exist \(C_1, \ldots, C_n\) witnessing that the answer to the covering problem is positive. Let \(k\) be sufficiently large for \(C_1, \ldots, C_k\) be all definable by \(\text{FO-}\)sentences of quantifier depth at most \(k\). By Lemma 11, there exist \(\equiv_{\text{FO}_k}\)-equivalent words \(u_x\) for all \(x \in X\) such that \(\pi(\sigma^{\text{ord}}(u_x)) = x\) for all \(x \in X\). Since \(L\) is recognised by \((M, \sigma, F_L)\) and \(K_i\) by \((M, \sigma, F_{K_i})\), it follows that \(u_x \in L, u_{x_1} \in K_1, \ldots, u_{x_n} \in K_n\). Since \(u_x \in L\) and \(L \subseteq \cup_i C_i\), it follows that there exist some \(i\) such that \(u_x \in C_i\). But \(C_i\) is defined by a \(\text{FO}\)-sentence of quantifier depth at most \(k\) and \(u_x \equiv_{\text{FO}_k} u_{x_1}\), thus \(u_{x_i} \in C_i\). This witnesses that \(C_i \cap K_i \neq \emptyset\). A contradiction.