Nonlinear optimal control for ship propulsion with the use of an induction motor and a drivetrain
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Abstract. A nonlinear optimal (H-infinity) control method is proposed for an electric ship’s propulsion system that consists of an induction motor, a drivetrain and a propeller. The control method relies on approximate linearization of the propulsion system’s dynamic model using Taylor-series expansion and on the computation of the state-space description’s Jacobian matrices. The linearization takes place around a temporary equilibrium which is recomputed at each time-step of the control method. For the approximately linearized model of the ship’s propulsion system, an H-infinity (optimal) feedback controller is developed. For the computation of the controller’s gains an algebraic Riccati equation is solved at each iteration of the control algorithm. The stability properties of the control method are proven through Lyapunov analysis.

1 Introduction

Control of the propulsion of electric ships is a non-trivial problem due to the nonlinearities that characterize the associated state-space model and due to the system’s functioning under variable conditions [1]-[2]. Aiming at generating high torque, several types of electric motors have been considered, among which induction motors and multi-phase synchronous motors are frequently met [3]-[4]. By considering the dynamics of the drivetrain that transmits motion from the rotor of the electric motor to the propeller, a state-space model of elevated dimensionality is obtained [5]-[6]. The associated control problem, aiming at making the propeller’s rotation reach specific reference setpoints is a multi-variable one and receives as inputs the voltages which are applied to the machine’s stator. Besides, by considering variable pitch angle at the propeller’s blades an additional control input can be generated, allowing for a more dexterous manipulation of the ship’s motion [7]-[8]. The results of this article contribute to developing a more efficient control system for an electric ship’s propulsion and to managing optimally the associated power electronics [9]-[11]. Actually, in the present article, a nonlinear optimal control approach is developed for the propulsion system of electric ships, comprising a three-phase induction motor, a drivetrain

∗e-mail: grigat@ieee.org

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0 (http://creativecommons.org/licenses/by/4.0/).
and a propeller. Nonlinear optimal (H-infinity) control for electric power systems and actuators has been analyzed in [12]-[13]. First, the dynamic model of the propulsion system undergoes approximate linearization around a temporary operating point (equilibrium) which is recomputed at each iteration of the control algorithm. This operating point is defined by the present value of the propulsion system’s state vector and the last value of the control inputs vector that was applied to it. The linearization procedure relies on first-order Taylor series expansion of the propulsion system and on the computation of the associated Jacobian matrices [14]-[16]. The modelling error which is induced by the truncation of the higher-order terms in the Taylor series is considered to be a perturbation that is compensated by the robustness of the control algorithm. For the approximately linearized model of the propulsion system an optimal (H-infinity) feedback controller is designed. For the computation of the H-infinity controller’s feedback gain an algebraic Riccati equation is repetitively solved at each time-step of the control method [17]. The stability properties of the propulsion system are proven through Lyapunov analysis. First, it is shown that H-infinity tracking performance criterion is satisfied, which signifies elevated robustness against model uncertainty and external disturbances [18]. Next, conditions for the global asymptotic stability of the control scheme are provided.

2 Dynamic model of the ship propulsion system

2.1 Dynamics of the mechanical part

The propulsion system of the electric ship, comprises a three-phase induction motor, a drivetrain (gearbox), and the propeller (Fig. 1). The rotational motion of the induction motor is given by

\[ J_m \frac{d\omega_m}{dt} = T_e - T_{hs} - B_m\omega_m \]  

(1)

where \( T_e \) is the electromagnetic torque that is developed by the motor, \( T_{hs} \) is the torque developed by the shaft at the motor’s side (high-speed), and \( B_m\omega_m \) is a friction torque that opposes to the rotational motion of the rotor. The rotational motion of the ship’s propeller is given by

\[ J_p \frac{d\omega_p}{dt} = T_{ls} - c_{ba}T_m - B_p\omega_p \]  

(2)

where \( T_{ls} \) is the torque developed by the shaft at the propeller’s side (low-speed), \( T_m \) is the mechanical torque that is exerted on the propeller due to waves and currents, \( c_{ba} \) is the variable pitch angle of the propeller’s blade, and \( B_p\omega_p \) is a friction torque that opposes to the rotational motion of the propeller.

Considering transmission of motion from the induction motor to the propeller through a drivetrain which comprises a gear of \( n_m \) teeth at the side of the motor and a gear of \( n_p \) teeth at the side of the propeller, the relation between the low torque at the motor’s side and the high torque at the propeller’s side is given by

\[ \frac{T_{ls}}{T_{hs}} = \frac{c_{ba}T_m}{n_p} \Rightarrow T_{hs} = \frac{n_m}{n_p} T_{ls} \]  

(3)

The torque of the shaft is due to torsion and at the propeller’s side is given by

\[ T_{ls} = K_1(\theta_p - \theta_m) + D_1(\omega_p - \omega_m) \]  

(4)

where \( K_1 \) is an elasticity coefficient and \( D_1 \) is a damping coefficient. Using that the value of \( D_1 \) is significantly smaller that the value of \( K_1 \) this result into the following relation about the shaft’s torque at the propeller’s side
\[ T_{ls} = K_1(\theta_p - \theta_m) \] 

Consequently, the shaft’s torque at the side of the induction motor is given by

\[ T_{hs} = \frac{n_m}{n_p} K_1(\theta_p - \theta_m) \]

Next, about the mechanical part of the transmission system one can define the state variables

\[ x_1 = \theta_p, \ x_1 = \omega_p, \ x_3 = \theta_m, \ x_4 = \omega_m, \] 

and the control input \( u_1 = c_{ba} \). This results into the following state-space description:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{K_1}{J_p} (x_1 - x_3) - \frac{B_m}{J_p} x_2 - \frac{T_m}{J_p} u_1 \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= \frac{n_m}{n_p} K_1 \left( x_1 - x_3 \right) - \frac{B_m}{J_n} x_4
\end{align*}
\]

![Ship propulsion system comprising an induction motor and a drivetrain](image)

**Figure 1.** Ship propulsion system comprising an induction motor and a drivetrain

### 2.2 Dynamics of the electrical part

The dynamics of the electrical part of the propulsion system is dependent on the components of the currents of the machine’s stator \([i_{sd}, i_{sq}]\) and on the components of the magnetic flux \([\psi_{rd}, \psi_{rq}]\), which are expressed in the asynchronously rotating \(dq\) reference frame. By applying the field orientation concept, that is by selecting the turn speed of the asynchronously rotating reference frame, defined by the derivative of the angle of the rotor’s magnetic field \(\rho = tan^{-1}(\frac{i_{sq}}{i_{sd}})\) one has that (i) the q-axis component of the magnetic flux vanishes that is \(\psi_{rq} = 0\), while the d-axis component of the magnetic flux becomes equal to the magnitude of the flux vector, that is \(\psi_{rd} = ||\psi|| = \sqrt{\psi_{rd}^2 + \psi_{rb}^2}\), with \([\psi_{rd}, \psi_{rb}]\) to denote the magnetic flux coefficients in the non-rotating \(ab\) reference frame [12]. Under these conditions the dynamics of the electric part of the propulsion system is given by [12]
where the model’s coefficients are defined as follows: $M$ is the mutual inductance between the stator and the rotor, $L_s$ is the stator’s inductance, $L_r$ is the rotor’s inductance, $\sigma = \frac{1 - M^2}{L_s L_r}$, $a = \frac{L_s}{L_r}$, and $\beta = \frac{M}{\sigma r L_r}$. Taking into account the field-orientation condition, the electromagnetic torque that is developed by the induction motor is given by

$$T_e = \mu [i_{sq} \psi_{rd} - i_{sd} \psi_{rq}] \Rightarrow T_e = \mu (i_{sq} \psi_{rd})$$

where coefficient $\mu$ depends on the number of poles of the machine and is defined as $\mu = \frac{n_p M}{\sigma r L_s}$.

Next, by defining the state variables $x_5 = \psi_{rd}$, $x_6 = i_{sd}$, $x_7 = i_{sq}$ and $x_8 = \rho$, where $\rho$ is the orientation angle of the magnetic field (angle between magnetic flux $\psi_{ra}$ and $\psi_{rb}$), and the control inputs $u_2 = v_{sd}$ and $v_3 = v_{sq}$, one obtains the following state-space description for the electrical part of the propulsion system:

$$\dot{x}_5 = -a x_5 + a M x_6$$
$$\dot{x}_6 = -\gamma x_6 + a \beta x_5 + n_p x_4 x_7 + \frac{a M^2 x_2}{x_5} + \frac{1}{\sigma r} \int u_2$$
$$\dot{x}_7 = -\gamma x_7 - \beta n_p x_4 x_5 - n_p x_4 x_6 - \frac{a M^2 x_4}{x_5} + \frac{1}{\sigma r} \int u_3$$
$$\dot{x}_8 = n_p x_4 + \frac{a M^2 x_4}{x_5}$$

Moreover, using the previous notation of the state variables the electromagnetic torque which is provided by the motor is given by

$$T_e = \mu x_5 x_7$$

### 2.3 Aggregate dynamics

By defining the entire state vector of the propulsion system as $x = [x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8]^T$ that is $x = [\theta_p, \omega_p, \theta_m, \omega_m, \psi_{rd}, i_{sd}, i_{sq}, \rho]^T$, and the entire control inputs vector as $u = [u_1, u_2, u_3]^T$, that is $u = [e_{pa}, v_{sd}, v_{sq}]^T$ one has the complete state-space model

$$\dot{x} = f(x) + g(x)u$$

where $x \in \mathbb{R}^{8 \times 1}$, $f(x) \in \mathbb{R}^{8 \times 1}$, $g(x) \in \mathbb{R}^{8 \times 3}$, $u \in \mathbb{R}^{3 \times 1}$. In particular $f(x)$ and $g(x)$ are given by:

$$f(x) = \begin{pmatrix} x_2 \\ \frac{K_i}{J_p} (x_1 - x_3) - \frac{B_r}{J_p} x_2 \\ x_4 \\ \mu x_5 x_7 - \frac{1}{\sigma r} \left[ \frac{a}{n_p} K_1 (x_1 - x_3) - B_m x_4 \right] \\ -a x_5 + a M x_6 \\ -\gamma x_6 + a \beta x_5 + n_p x_4 x_7 + \frac{a M^2 x_2}{x_5} \\ -\gamma x_7 - \beta n_p x_4 x_5 - n_p x_4 x_6 - \frac{a M^2 x_4}{x_5} \\ n_p x_4 + \frac{a M^2 x_4}{x_5} \end{pmatrix}$$

$$g(x) = \begin{pmatrix} 0 & 0 & 0 \\ -\frac{T_m}{J_p} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1/\sigma r \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

(13)
3 Approximate linearization of the ship’s propulsion model

The dynamic model of the propulsion system undergoes approximate linearization at each iteration of the control algorithm, around the temporary operating point \((x^*, u^*)\), where \(x^*\) is the present value of the system’s state vector and \(u^*\) is the last value of the control inputs vector that was applied to it. The linearization relies on first-order Taylor series expansion and on the computation of the associated Jacobian matrices. The linearization procedure results into the state-space description:

\[
\dot{x} = Ax + Bu + d_1
\]  

(14)

where \(d_1\) is the modelling error and

\[
A = \nabla_x [f(x) + g(x)u] |_{(x^*, u^*)} \Rightarrow A = \nabla_x [f(x)] |_{(x^*, u^*)} \\
B = \nabla_u [f(x) + g(x)u] |_{(x^*, u^*)} \Rightarrow B = g(x) |_{(x^*, u^*)}
\]

(15)

4 The nonlinear H-infinity control

4.1 Tracking error dynamics

The initial nonlinear model of the electric ship’s propulsion system is in the form

\[
\dot{x} = f(x, u) \quad x \in \mathbb{R}^n, \; u \in \mathbb{R}^m
\]  

(16)

Linearization is performed at each iteration of the control algorithm round its present operating point \((x^*, u^*) = (x(t), u(t – T_s))\). The linearized equivalent of the induction motor, drivetrain and propeller system is described by

\[
\dot{x} = Ax + Bu + \tilde{L} \dot{a} \quad x \in \mathbb{R}^n, \; u \in \mathbb{R}^m, \; \dot{a} \in \mathbb{R}^q
\]  

(17)

Thus, after linearization round its current operating point, the model of the induction motor, drivetrain and propeller system is written as

\[
\dot{x} = Ax + Bu + d_1
\]  

(18)

Parameter \(d_1\) stands for the linearization error in the model of the propulsion system appearing in Eq. (18). The reference setpoints for the propulsion system are denoted by \(x_{d} = [x_{d1}^*, \ldots, x_{dn}^*]\). Tracking of this trajectory is succeeded after applying the control input \(u^*\). At every time instant the control input \(u^*\) is assumed to differ from the control input \(u\) appearing in Eq. (18) by an amount equal to \(\Delta u\), that is \(u^* = u + \Delta u\). One can write

\[
\dot{x}_d = Ax_d + Bu^*_t + d_2
\]  

(19)

The dynamics of the controlled system described in Eq. (18) can be also written as

\[
\dot{x} = Ax + Bu + Bu^* \quad \Delta u
\]  

(20)

and by denoting \(d_3 = -Bu^* + d_1\) as an aggregate disturbance term one obtains

\[
\dot{x} = Ax + Bu + Bu^* + d_3
\]  

(21)

By subtracting Eq. (19) from Eq. (21) one has

\[
\dot{x} - \dot{x}_d = A(x – x_d) + Bu + d_3 - d_2
\]  

(22)
By denoting the tracking error as \( e = x - x_d \) and the aggregate disturbance term as \( \tilde{d} = d_3 - d_2 \), the tracking error dynamics becomes

\[
\dot{e} = Ae + Bu + \tilde{d}
\]  \hspace{1cm} (23)

As noted above, the linearized equivalent of the induction motor, drivetrain and propeller system is described by Eq. (17), where matrices \( A \) and \( B \) are obtained from the computation of the Jacobians given in Eq. (15). The problem of disturbance rejection for the linearized model that is described by Eq. (17), where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \), \( \tilde{d} \in \mathbb{R}^q \) and \( y \in \mathbb{R}^p \), cannot be handled efficiently if the classical LQR control scheme is applied. The disturbances’ effects are incorporated in the following quadratic cost function:

\[
J(t) = \frac{1}{2} \int_0^T \left[ y^T(t)y(t) + ru^T(t)u(t) - \rho^2 \tilde{d}^T(t)\tilde{d}(t) \right] dt, \quad r, \rho > 0
\]  \hspace{1cm} (24)

### 4.2 H-infinity feedback control

For the linearized system given by Eq. (17) the cost function of Eq. (24) is defined, where the coefficient \( r \) determines the penalization of the control input and the weight coefficient \( \rho \) determines the reward of the disturbances’ effects. Then, the optimal feedback control law is given by

\[
u(t) = -Kx(t)
\]  \hspace{1cm} (25)

with \( K = \frac{1}{r} B^T P \) where \( P \) is a positive semi-definite symmetric matrix which is obtained from the solution of the Riccati equation

\[
A^T P + PA + Q - P \left( \frac{1}{r} B B^T - \frac{1}{2\rho^2} L L^T \right) P = 0
\]  \hspace{1cm} (26)

where \( Q \) is also a positive definite symmetric matrix. The worst case disturbance is given by \( \tilde{d}(t) = \frac{1}{\rho^2} L^T P x(t) \). The diagram of the considered control loop is depicted in Fig. 2.

---

**Figure 2.** Diagram of the control scheme for the electric ship propulsion system which comprises an induction motor and a drivetrain transferring motion to the propeller
5 Lyapunov stability analysis

The tracking error dynamics for the induction motor, drivetrain and propeller system is written in the form $\dot{e} = Ae + Bu + Ld$, where in the considered power system's case $L = I \in \mathbb{R}^5$ with $I$ being the identity matrix. Variable $d$ denotes model uncertainties and external disturbances of the model of the ship’s propulsion system. The following Lyapunov equation is considered

$$V = \frac{1}{2}e^T Pe$$

where $e = x - x_d$ is the tracking error. By differentiating with respect to time one obtains

$$\dot{V} = \frac{1}{2}e^T Pe + \frac{1}{2}e^T Pe \Rightarrow V = \frac{1}{2}[Ae + Bu + Ld]^T P + \frac{1}{2}e^T P[Ae + Bu + Ld] \Rightarrow$$

$$V = \frac{1}{2}[e^T A^T + u^T B^T + d^T L^T]Pe + \frac{1}{2}e^T P[Ae + Bu + Ld] \Rightarrow$$

$$\dot{V} = \frac{1}{2}e^T A^T Pe + \frac{1}{2}u^T B^T Pe + \frac{1}{2}d^T L^T Pe + \frac{1}{2}e^T PAe + \frac{1}{2}e^T PBu + \frac{1}{2}e^T PLd$$

The previous equation is rewritten as

$$\dot{V} = \frac{1}{2}e^T (A^T P + PA)e + (\frac{1}{2}u^T B^T Pe + \frac{1}{2}e^T PBu) + (\frac{1}{2}d^T L^T Pe + \frac{1}{2}e^T PLd)$$

Assumption: For given positive definite matrix $Q$ and coefficients $r$ and $\rho$ there exists a positive definite matrix $P$, which is the solution of the following matrix equation

$$A^T P + PA = -Q + P(\frac{2}{\rho}BB^T - \frac{1}{\rho^2}LL^T)P$$

Moreover, the following feedback control law is applied to the system

$$u = -\frac{1}{\rho}B^T Pe$$

By substituting Eq. (30) and Eq. (31) one obtains

$$\dot{V} = \frac{1}{2}e^T [-Q + P(\frac{2}{\rho}BB^T - \frac{1}{\rho^2}LL^T)P]e + e^T PB(-\frac{1}{\rho}B^T Pe) + e^T PLd \Rightarrow$$

$$V = -\frac{1}{2}e^T Qe + (\frac{1}{\rho^T}PBB^T Pe - \frac{1}{2\rho^2}e^T PLL^T Pe - \frac{1}{\rho}e^T PBB^T Pe) + e^T PLd$$

which after intermediate operations gives

$$V = -\frac{1}{2}e^T Qe - \frac{1}{2\rho^2}e^T PLL^T Pe + e^T PLd \Rightarrow$$

$$\dot{V} = -\frac{1}{2}e^T Qe - \frac{1}{2\rho^2}e^T PLL^T Pe + \frac{1}{2}e^T PLd + \frac{1}{2}d^T L^T Pe$$

Lemma: The following inequality holds

$$\frac{1}{2}e^T Ld + \frac{1}{2}d^T L^T Pe - \frac{1}{2\rho^2}e^T PLL^T Pe \leq \frac{1}{2}\rho^2 d^T d$$

Proof: The binomial $(\rho a - \frac{1}{\rho} b)^2$ is considered. Expanding the left part of the above inequality one gets

$$\rho^2 a^2 + \frac{1}{\rho^2} b^2 - 2ab \geq 0 \Rightarrow \frac{1}{2}\rho^2 a^2 + \frac{1}{2\rho^2} b^2 - ab \geq 0 \Rightarrow$$

$$ab - \frac{1}{2\rho^2} b^2 \leq \frac{1}{2}\rho^2 a^2 \Rightarrow \frac{1}{2}ab + \frac{1}{2}ab - \frac{1}{2\rho^2} b^2 \leq \frac{1}{2}\rho^2 a^2$$

The following substitutions are carried out: $a = d$ and $b = e^T PL$ and the previous relation becomes

$$\frac{1}{2}d^T L^T Pe + \frac{1}{2}e^T PLd - \frac{1}{2\rho^2}e^T PLL^T Pe \leq \frac{1}{2}\rho^2 d^T d$$

Eq. (36) is substituted in Eq. (33) and the inequality is enforced, thus giving
\[ \dot{V} \leq -\frac{1}{2} e^T Q e + \frac{1}{2} \rho^2 \tilde{d}^T \tilde{d} \] (37)

Eq. (37) shows that the $H_\infty$ tracking performance criterion is satisfied. The integration of $\dot{V}$ from 0 to $T$ gives

\[ \int_0^T \dot{V}(t) dt \leq -\frac{1}{2} \int_0^T ||e||^2_Q dt + \frac{1}{2} \rho^2 \int_0^T ||\tilde{d}||^2 dt \Rightarrow \]
\[ 2V(T) + \int_0^T ||e||^2_Q dt \leq 2V(0) + \rho^2 \int_0^T ||\tilde{d}||^2 dt \] (38)

Moreover, if there exists a positive constant $M_d > 0$ such that $\int_0^\infty ||\tilde{d}||^2 dt \leq M_d$, then one gets

\[ \int_0^\infty ||e||^2_Q dt \leq 2V(0) + \rho^2 M_d \] (39)

Thus, the integral $\int_0^\infty ||e||^2_Q dt$ is bounded. Furthermore, $V(T)$ is bounded and from the definition of the Lyapunov function $V$ in Eq. (27) it becomes clear that $e(t)$ will be also bounded since $e(t) \in \Omega_e = \{e | e^T P e \leq 2V(0) + \rho^2 M_d\}$. According to the above and with the use of Barbalat’s Lemma one obtains $\lim_{t \to \infty} e(t) = 0$.

6 Simulation tests

The obtained simulation results are depicted in Fig. 3 to Fig. 4. The real values of the state vector elements of the propulsion system are printed in blue, the estimated values (which have been obtained with the use of the H-infinity Kalman Filter) are printed in green, while the reference setpoints are printed in red. It can be observed that the nonlinear optimal control method achieved fast and accurate tracking of the reference setpoints. It can be also confirmed that the amplitude of the control inputs was moderate. This is important for assuring also moderate energy consumption for the implementation of the control scheme. The estimation of the of the propulsion system’s state vector was provided by the H-infinity Kalman Filter after processing a small number of sensor measurements. Actually, to estimate the entire state vector it was necessary to measure only the turn angle of the propeller $x_1 = \theta_p$, the turn angle of the rotor of the induction motor $x_3 = \theta_m$ and the currents of the stator of the induction machine, namely $i_{sd}$ and $i_{sq}$.

Figure 3. Tracking performance of the electric ship propulsion system in case of setpoint 1: (a) Convergence of the rotational speed of the propeller $\omega_p$ and of the rotational speed of the induction motor to the reference setpoints, (b) Control inputs $u_1$, $u_2$ and $u_3$ applied to the propulsion system.
Lemma one obtains \( \lim_{t \to \infty} \rho_{\omega} = 0 \). According to the above and with the use of Barbalat’s lemma, it was possible to prove that the amplitude of the control inputs was moderate. This is important for assuring also the stability properties of the control scheme. The stability properties of the control scheme have been proven through Lyapunov analysis.}
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