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ABSTRACT
We present Mask-GVAE, a variational generative model for blind denoising large discrete graphs, in which “blind denoising” means we don’t require any supervision from clean graphs. We focus on recovering graph structures via deleting irrelevant edges and adding missing edges, which has many applications in real-world scenarios, for example, enhancing the quality of connections in a co-authorship network. Mask-GVAE makes use of the robustness in low eigenvectors of graph Laplacian against random noise and decomposes the input graph into several stable clusters. It then harnesses the huge computations by decoding probabilistic smoothed subgraphs in a variational manner. On a wide variety of benchmarks, Mask-GVAE outperforms competing approaches by a significant margin on PSNR and WL similarity.
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1 INTRODUCTION
Recently, graph learning models [28, 60] have achieved remarkable progress in many graph related tasks. Compared with other machine learning models that build on i.i.d. assumption, graph learning models require as input a more sophisticated graph structure. Meanwhile, how to construct a graph structure from raw data is still an open problem. For instance, in a social network the common practice to construct graph structures is based on observed friendships between users [32]; in a protein-protein interaction (PPI) network the common practice is based on truncated spatial closeness between proteins [10]. However, these natural choices of graphs may not necessarily describe well the intrinsic relationships between the node attributes in the data [11, 45], e.g., observed friendship does not indicate true social relationship in a social network [66], truncated spatial closeness may incorporate noisy interactions and miss true interactions between proteins in a PPI network [58]. In this work, we assume we are given a degraded graph structure, e.g., having missing/irrelevant edges. We aim to recover a graph structure that removes irrelevant edges and adds missing edges. As in practice noisy-clean graph pairs are rare [39], we propose to de-noise the input noisy graph without any supervision from its clean counterpart, which is referred to as blind graph denoising.

Latent generative models such as variational autoencoders (VAEs) [26] have shown impressive performance on denoising images [20] and speech [7]. As images or speech exist in a continuous space, it is easy to utilize gradient descent weapons to power the denoising process. On the contrary, our problem setting involves a large discrete structure, thus it is challenging to generalize the current deep generative models to our problem setting.

We present Mask-GVAE, the first variational generative model for blind denoising large graphs. A key insight of Mask-GVAE is that graph Laplacian eigenvectors associated with small eigenvalues (low eigenvectors) are stable against random edge perturbations if there is a significant cluster structure [12, 23, 46]. From another viewpoint, [19] finds the stability of low eigenvectors lays the foundation of robustness of spectral clustering [57]. Likewise, many real-world graphs do hold these distinct substructures, e.g., PPI network [1], social network [32], and co-authorship network [67]. We show an illustrative example in Figure 1. In Mask-GVAE, we first use graph neural networks (GNNs) [28, 33] and normalized cut [54] for the fast estimation of low eigenvectors, i.e., cluster mask. We then encode the latent variables and generate probabilistic smoothed subgraphs, conditioned on the cluster mask and latent variables. A discrete graph is then sampled upon the denoised subgraphs to circumvent the non-differentiability problem [55].

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

WWW ’21, April 19–23, 2021, Ljubljana, Slovenia
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-8312-7/21/04.
https://doi.org/10.1145/3442381.3449899
An important requirement of Mask-GVAE is the ability to fast estimate stable cluster masks. While there are some neural networks proposed for computing cluster masks [3, 5, 41, 52], they either rely on other outsourcing tools such as K-means [52], or require as input supervised information [5]. We propose an end-to-end neural network to encode cluster mask in an unsupervised manner. It differs from the above methods as (1) it uses GNN for fast computation of low eigenvectors, as GNN quickly shrinks high eigenvectors and keeps low eigenvectors [33, 60]; (2) it generalizes normalized cut [54] to work as the loss function, since the optimal solution of spectral relaxed normalized cut coincides with the low eigenvectors of normalized Laplacian [57].

Another challenge for Mask-GVAE is how to incorporate hard domain-specific constraints, i.e., cluster mask, into variational graph generation. In the literature, GVAE [30] constructs parse trees based on the input graph and then uses Recurrent Neural Networks (RNNs) to encode to and decode from these parse trees. It utilizes the binary mask to delete invalid vectors. NeVAE [50] and CGVAE [37] both leverage GNNs to generate graphs which match the statistics of the original data. They make use of a similar mask mechanism to forbid edges that violate syntactical constraint. Our model also uses the mask mechanism to generate cluster-aware graphs.

Our contributions are summarized as follows.

- We study the blind graph denoising problem. Compared with the state-of-the-art methods that mainly focus on graphs with limited sizes, our solution is the first one that does not rely on explicit eigen-decomposition and can be applied to large graphs.
- We present Mask-GVAE, the first variational generative model for blind denoising large graphs. Mask-GVAE achieves superior denoising performance to all competitors.
- We theoretically prove low eigenvectors of graph Laplacian are stable against random edge perturbations if there is a significant cluster structure, which lays the foundation of many subgraph/cluster based denoising methods.
- We evaluate Mask-GVAE on five benchmark data sets. Our method outperforms competing methods by a large margin on peak signal-to-noise ratio (PSNR) and Weisfeiler-Lehman (WL) similarity.

The remainder of this paper is organized as follows. Section 2 gives the problem definition. Section 3 describes our methodology. We provide a systematic theoretical study of the stability of low eigenvectors in Section 4. We report the experimental results in Section 5 and discuss related work in Section 6. Finally, Section 7 concludes the paper.

2 PROBLEM DEFINITION

Consider a graph \( G = (V, A, X) \) where \( V = \{v_1, v_2, \ldots, v_N\} \) is the set of nodes. We use an \( N \times N \) adjacency matrix \( A \) to describe the connections between nodes in \( V \). \( A_{ij} \in \{0, 1\} \) represents whether there is an undirected edge between nodes \( v_i \) and \( v_j \). We use \( X = \{x_1, x_2, \ldots, x_N\} \) to denote the attribute values of nodes in \( V \), where \( x_i \in \mathbb{R}^d \) is a \( d \)-dimensional vector.

We assume a small portion of the graph structure \( A \) is degraded due to noise, incomplete data preprocessing, etc. The corruptions are two-fold: (1) missing edges, e.g., missing friendship links among users in a social network, and (2) irrelevant edges, e.g., incorrect interactions among proteins in a protein-protein interaction network. The problem of graph denoising is thus defined to recover a graph \( \hat{G} = (\hat{V}, \hat{A}, \hat{X}) \) from the given one \( G = (V, A, X) \). In this work, we don’t consider noisy nodes and features, leaving this for future work.

Graph Laplacian regularization has been widely used as a signal prior in denoising tasks [11, 45]. Given the adjacency matrix \( A \) and the degree matrix \( D \) with \( D_{ii} = \sum_j A_{ij} \), the graph Laplacian matrix is defined as \( L = D - A \). Recall \( L \) is a positive semidefinite matrix, \( \sum_{k=1}^{N} L_{k,i} L_{k,j} = \frac{1}{2} \sum_{i,j=1}^{N} A_{ij} (X_k - X_j)^2 \) measures the sum of pairwise distances between nodes in \( G \), and \( X_{k,j} \) is the \( k \)-th column vector of \( X \). In this work, we consider the recovered structure \( \hat{A} \) should be
coherent with respect to the features $X$. In this context, the graph denoising problem has the following objective function:

$$
\arg \min L = \sum_{i,j} |A_{ij} - \hat{A}_{ij}| + \omega \text{Tr}(X^T \hat{L} X),
$$

where the first term is a fidelity term ensuring the recovered structure $\hat{A}$ does not deviate from the observation $A$ too much, and the second term is the graph Laplacian regularizer. $\hat{L}$ is the graph Laplacian matrix for $\hat{A}$. $\omega \geq 0$ is a weighting parameter. $\text{Tr}(\cdot)$ is defined as the sum of elements on the main diagonal of a given square matrix. In this work, we focus on blind graph denoising, i.e., we are unaware of the clean graph and the only knowledge we have is the observed graph $G = (V, A, X)$.

Our problem formulation is applicable to many real applications as illustrated below.

**Application 1.** In many graph-based tasks where graph structures are not readily available, one needs to construct a graph structure first [18, 45, 64]. As an instance, the $k$-nearest neighbors algorithm (k-NN) is a popular graph construction method in image segmentation tasks [14]. One property of a graph constructed by k-NN is that each pixel (node) has a fixed number of nearest neighbors, which inevitably introduces irrelevant and missing edges. Thus, graph denoising can be used to get a denoised graph $\hat{A}$ by admitting small modifications with the observed signal prior $A$.

**Application 2.** Consider a knowledge graph (KG) where nodes represent entities and edges encode predicates. It is safe to assume there are some missing connections and irrelevant ones, as KGs are known for their incompleteness [65]. In this context, the task of graph denoising is to modify the observed KG such that its quality can be enhanced.

**Application 3.** Consider a co-authorship network as another example where a node represents an author and an edge represents the co-authorship relation between two authors. Due to the data quality issue in the input bibliographic data (e.g., name ambiguity) [24], the constructed co-authorship network may contain noise in the form of irrelevant and missing edges. In this scenario, our graph denoising method can be applied to the co-authorship network to remove the noise.

We then contrast the difference between graph denoising and other related areas including adversarial learning and link prediction below.

**graph denoising vs. adversarial learning.** An adversarial learning method considers a specific task, e.g., node classification [68]. In this regard, there is a loss function (e.g., cross-entropy for node classification) guiding the attack and defense. Differently, we consider the general graph denoising without any task-specific loss. We thus don’t compare with the literature of adversarial learning in this work.

**graph denoising vs. link prediction.** While link prediction is termed as predicting whether two nodes in a network are likely to have a link [36], currently most methods [36, 66] focus on inferring missing links from an observed network. Differently, graph denoising considers the observed network consists of both missing links and irrelevant links. Moreover, while link prediction can take advantage of a separate trustworthy training data to learn the model, our blind setting means our model needs to denoise the structures based on the noisy input itself.

### 3 METHODOLOGY

Motivated by the recent advancements of discrete VAEs [38] and denoising VAEs [7, 20] on images and speech, we propose to extend VAEs to the problem of denoising large discrete graphs. However, current graph VAEs still suffer from the scalability issues [48, 49] and cannot be generalized to large-scale graph settings. As another issue, current VAEs suffer from a particular local optimum known as component collapsing [25], meaning a good optimization of prior term results in a bad reconstruction term; if we directly attaching Eq.1 and the loss function of VAE, the situation would be worse. In this work, we present Mask-GVAE, which first decomposes a large graph into stable subgraphs and then generates smoothed subgraphs in a variational manner. Specifically, Mask-GVAE consists of two stages, one computing the cluster mask and the other generating the denoised graph.

**3.1 Cluster mask**

A cluster mask $C$ encodes the stable low eigenvectors of graph Laplacian. Specifically, $C \in \{0,1\}^{N \times K}$ is a binary mask, where $K$ is the number of clusters, $C_{ik} = 1$ represents node $i$ belongs to cluster $k$ and $C_{ik} = 0$ otherwise.

**The loss function.** The definition of graph cut is:

$$
\frac{1}{K} \sum_{k} \text{cut}(V_k, \overline{V}_k),
$$

where $V_k$ is the node set assigned to cluster $k$, $V_k \cup \overline{V}_k = V \setminus V_k$, $\text{cut}(V_k, \overline{V}_k) = \sum_{i \in V_k, j \in \overline{V}_k} A_{ij}$ and it calculates the number of edges with one end point inside cluster $V_k$ and the other in the rest of the graph. Taking $C$ into consideration, the graph cut can be re-written as:

$$
\frac{1}{K} \sum_{k} (C_{i,k}^T D C_{i,k} - C_{i,k}^T A C_{i,k}) = \frac{1}{K} \text{Tr}(C^T LC),
$$

in which $D$ and $L$ are the degree and Laplacian matrices respectively. $C_{i,k}^T D C_{i,k}$ stands for the number of edges with at least one end point in $V_k$ and $C_{i,k}^T A C_{i,k}$ counts the number of edges with both end points in cluster $V_k$. The normalized cut [41, 54] thus becomes:

$$
\frac{1}{K} \text{Tr}((C^T LC) \odot (C^T DC)),
$$

where $\odot$ is element-wise division. Note an explicit constraint is that $C^T C$ is a diagonal matrix, we thus apply a penalization term [34], which results in a differentiable unsupervised loss function:

$$
L_u = \frac{1}{K} \text{Tr}((C^T LC) \odot (C^T DC)) + \varphi \left\| \frac{K}{N} C^T C - I_K \right\|_F,
$$

where $\| \cdot \|_F$ represents the Frobenius norm of a matrix.

**The network architecture.** Our architecture is similar to [34, 41], which has two main parts: (1) node embedding, and (2) cluster assignment. In the first part, we leverage two-layer graph neural networks, e.g., GCN [28], Heatts [33], to get two-hop neighborhood-aware node representations, thus those nodes that are densely connected and have similar attributes can be represented with
similar node embeddings. In the second part, based on the node embeddings, we use two-layer perceptrons and softmax function to assign similar nodes to the same cluster. The output of this neural network structure is the cluster mask \( C \), which is trained by minimizing the unsupervised loss \( L_u \) in Eq. 5.

### 3.2 Denoised graph generation

In this subsection, we describe our method (illustrated in Figure 2) which produces a denoised graph \( \hat{A} \) that is conditioned on the cluster mask \( C \) and meets the fidelity constraint. As discussed, we use a latent variable model parameterized by neural networks to generate the graph \( \hat{G} \). Specifically, we focus on learning a parameterized distribution over the graph \( G \) and the cluster mask \( C \) as follows:

\[
P(\hat{G}, C) = \int q_\theta(Z|G,C)p_\psi(\hat{A}|G,C,Z)dZ, \tag{6}
\]

where \( q_\theta(Z|G,C) \) is the encoder and \( p_\psi(\hat{A}|G,C,Z) \) is the decoder. While the encoder is straightforward and we can use the corresponding encoders in existing work [27], the decoder is hard due to the following two factors:

- **Discrete decoding**: Generating discrete graphs is challenging.
- **Cluster awareness**: Existing graph generation methods cannot explicitly incorporate cluster information.

To satisfy the discrete decoding, we decouple the decoder into two steps: (1) probabilistic graph decoder, which produces a probabilistic graph \( \hat{A} \) in training, and (2) discrete graph refinement, in which we sample a discrete graph \( \hat{A} \) in testing based on the prior knowledge \( G \) and \( \hat{A} \). To address the cluster awareness, we propose to directly incorporate cluster information into the learning process by using the mask [30] mechanism, which powers the model with the ability to generate denoised graph with smoothed subgraphs.

**Graph encoder.** We follow VGAE [27] by using the mean field approximation to define the variational family:

\[
q_\phi(Z|G,C) = \prod_{i=1}^N q_\phi(z_i|A,X), \tag{7}
\]

where \( q_\phi(z_i|A,X) \) is the predefined prior distribution, namely, isotropic Gaussian with diagonal covariance. The parameters for the variational marginals \( q_\phi(z_i|A,X) \) are specified by a two-layer GNN [28, 33]:

\[
\mu, \sigma = \text{GNN}_\phi(A,X), \tag{8}
\]

where \( \mu \) and \( \sigma \) are the vector of means and standard deviations for the variational marginals \( q_\phi(z_i|A,X) \), specified by a two-layer GNN [28, 33]:

**Probabilistic graph decoder.** We first compute the edge probability:

\[
p_\psi(\hat{A}_{ij}|G,C,Z) = \hat{A}_{ij} = \text{sigmoid}(W_{a1}\text{ReLU}(W_{a2}E_{ij})), \tag{9}
\]

where \( E_{ij} = \{Z_i|X_i\} \cup \{Z_j|X_j\} \) and \( \cup \) represents element-wise multiplication. Intuitively we compute the edge probability by two-layer perceptrons and sigmoid function.

The loss function. We approximate \( p(\hat{A}|G,C,Z) \) by:

\[
p(\hat{A}|G,C,Z) = \prod_{i,j=1} (1 - \hat{A}_{ij}), \tag{10}
\]

where \( (CC^T)_{ij} = 1 \) denotes node \( i \) and node \( j \) are in the same cluster and \( (CC^T)_{ij} = 0 \) otherwise. When the number of clusters \( K \) is large, it is beneficial to re-scale both \( CC^T = 1 \) and \( CC^T = 0 \) within \( A_{ij} = 1 \).

\[
S = CC^T \otimes A, \tag{11}
\]

where \( S_{ij} = 1 \) denotes node \( i \) and node \( j \) are adjacent and in the same cluster w.r.t. the cluster mask \( C \). With \( S, (A-S) \) can be used to denote the inter-cluster connections.

The overall loss for Mask-GVAE is:

\[
\mathcal{L}(\phi, \theta; G,C) = \mathcal{L}_{\text{prior}} - \mathbb{E}_{q_\phi(Z|G,C)}(\log p(\hat{A}|G,C,Z)), \tag{12}
\]

where \( \mathcal{L}_{\text{prior}} = \text{KL}(q(Z|G,C)||p(Z)) \) is the prior loss with \( p(Z) = \prod_{i=1}^N p(z_i) = \prod_{i=1}^N N(z_i|0, I) \). Intuitively, Eq. 12 takes into consideration both the objective function in Eq. 1 and cluster structures.

**Discrete graph refinement.** At testing time, we draw discrete samples from the probabilistic graph \( \hat{G} = (V, A, X) \). To ensure the denoised graph \( \hat{A} \) does not deviate from the observation \( A \) too much, we use a budget \( \Lambda \) to measure their difference. We split the budget into two parts, \( \Lambda/2 \) for adding edges, and \( \Lambda/2 \) for deleting edges. The refinement strategy is simply sampling without replacement from the formulated Category distributions.

To delete edges, we restrict ourselves to existing inter-cluster connections \( (A-S)_{ij} = 1 \).

\[
E_{ij}^+ = \frac{\exp\{1 - \hat{A}_{ij}\}}{\sum \exp\{1 - \hat{A}_{ij}\}} \quad \text{if} \quad (A-S)_{ij} = 1. \tag{13}
\]

We sample without replacement \( \Lambda/2 \) edges according to their probabilities \( E_{ij}^+ \). The sampled edge set is then deleted from the original graph structure \( A \). To add edges, we are allowed to add connections for intra-cluster nodes \( (CC^T - A)_{ij} = 1 \).

\[
E_{ij}^- = \frac{\exp\{\hat{A}_{ij}\}}{\sum \exp\{\hat{A}_{ij}\}} \quad \text{if} \quad (CC^T - A)_{ij} = 1. \tag{14}
\]

We sample \( \Lambda/2 \) edges according to their probabilities \( E_{ij}^- \). The sampled edge set is added into the original graph structure \( A \). With this strategy, we can generate the final denoised graph structure \( \hat{A} \).

**Connection between Mask-GVAE and Eq. 1.** The first term of Eq. 1 is used to ensure the proximity between the input graph \( A \) and the denoised graph \( \hat{A} \), which is achieved in Mask-GVAE by the reconstruction capacity of VAEs and the discrete budget in the sampling stage. Next, we illustrate the connection between the graph Laplacian term in Eq. 1 and Mask-GVAE. We can re-write the graph Laplacian regularization when \( d = 1 \) as:

\[
X^TLX_{\text{dec}} = \frac{1}{2} \left( \sum_{S_{ij}=1}^{(A-S)_{ij}=1} (X_i - X_j)^2 + \sum_{(A-S)_{ij}=1}^{(A-S)_{ij}=1} (X_i - X_j)^2 \right). \tag{15}
\]

By decomposing the Laplacian regularization into these two terms, we focus on intra/inter-cluster connections when adding/deleting edges. As attributed graph clustering aims to discover groups of
The intensive parts of Mask-GVAE contain the computation of (line 4). Based on that, we utilize the idea of randomized smoothing (line 4). Aside from this, the convolution operation takes $O(\bar{K})$ for one input graph instance with $h$ edges where $h$ is the number of feature maps of the weight matrix.

Regarding Eq. 5, the core is to compute the matrices $(C^T L C)$ and $(C^T L C)$. Using sparse-dense matrix multiplications, the complexity is $O(|E|K^2)$. For Eq. 12, the intensive part is the topology reconstruction term. As the optimization is conditioned on existing edges, the complexity is $O(|E|K^2)$. Thus, it leads to the complexity of $O(|E|K^2 + |E|dh)$ for one input graph instance.

3.4 Complexity Analysis

We analyze the computational complexity of our proposed method. The intensive parts of Mask-GVAE contain the computation of and (line 4). Aside from this, the convolution operation takes $O(|E|dh)$ [28] for one input graph instance with $|E|$ edges where $h$ is the number of feature maps of the weight matrix.

Regarding Eq. 5, the core is to compute the matrices $(C^T L C)$ and $(C^T L C)$. Using sparse-dense matrix multiplications, the complexity is $O(|E|K^2)$. For Eq. 12, the intensive part is the topology reconstruction term. As the optimization is conditioned on existing edges, the complexity is $O(|E|K^2)$. Thus, it leads to the complexity of $O(|E|K^2 + |E|dh)$ for one input graph instance.
denote the $i$-th smallest eigenvalue of $L'$ as $\lambda_i'$, and the corresponding eigenvector as $u_i'$. We consider the noisy graph $G' = (V, A, X)$ is generated from the clean one $G$ by the following procedure: for each edge $(i, j)$ in $G'$, remove it with probability $q$ independently. Following [19], we analyze the bi-partition of the graph data, as a larger number of clusters can be found by applying the bi-partition algorithm recursively.

**Assumption 4.1.** Let the degrees of the clean graph be $\sum_{i=1}^{N} d_i' = N^2$ and the number of edges be $m' = N^9$, the following properties hold:

1. There exists $2, z, t, \epsilon$ such that $z < \lambda_2' < \lambda_3'$ and $\lambda_3' \geq \frac{253}{2} \epsilon \log N$.
2. The following holds: $q \leq \frac{\lambda_i'}{\kappa N^p}$ and $\beta \geq \frac{1}{2} \max(\chi, \varphi)$ with $\kappa > 1$.

Assumption 4.1 implies the graph has at most one outstanding sparse cut by the higher-order Cheeger inequality [31, 46]. It has been discussed that the eigenspaces of Laplacian with such a large eigengap are stable against edge noise [57]. Assumption 4.1.1 indicates the probability of edge noise is small w.r.t. the number of nodes. To better understand Assumption 4.1, let us consider the example in Figure 1. It is easy to check $\chi = 23.22, \varphi = 1.3, \lambda_2' = 0.78, \lambda_3' = 3.28$ and $\lambda_3' = 6.96$. Let $q = 0.01$, then we can get $\beta = 1.16$ and $\kappa = 5.4$.

Denote $\mathbb{E}[\sin(\angle(u_2', u_2))$ as the expected $\sin(\angle(\cdot, \cdot))$ for the angle between $u_2'$ and $u_2$, then the following proposition holds.

**Proposition 4.1.** Under Assumption 4.1, $\mathbb{E}[\sin(\angle(u_2', u_2))]$ under random noise satisfies $\mathbb{E}[\sin(\angle(u_2', u_2))] \leq \frac{1}{2}$.

Please refer to Appendix A for the proof. For the example in Figure 1, we can check $\mathbb{E}[\sin(\angle(u_2', u_2))] \approx 0.07 \leq 1/5.4$.

5 EXPERIMENTS

We first validate the effectiveness of our graph clustering algorithm. Then we evaluate Mask-GVAE on blind graph denoising tasks.

5.1 Graph clustering

**Data and baselines.** We use three benchmark data sets, i.e., Pubmed, Citeseer [51] and Wiki [63]. Statistics of the data sets can be found in Table 1. As baselines, we compare against (1) Spectral Clustering (SC) [57], which only takes the node adjacency matrix as affinity matrix; (2) Node2vec [15] + Kmeans (N2v&K), which first uses Node2vec to derive node embeddings and then utilizes K-means to generate cluster results; and (3) VGE [27] + Kmeans (VGE&K).

**Setup.** For our method, we let the output dimension of the second-layer perceptrons equal to the number of clusters. We use the same network architecture throughout all the experiments. Our implementation is based on TensorFlow. We train the model using full batch based Adam optimizer with exponential decay. We set $\varphi = 0.01$. The output dimension of the first-layer GNN is 32. The best variants of GNN are chosen from GCN [28] and Hearts [33]. In addition, we use a dropout rate of 0.3 for all layers. The initial learning rate is 0.01. We leverage node class labels as the ground truth for graph clustering.

**Results.** The clustering accuracy (ACC), normalized mutual information (NMI) and macro F1 score (F1) are shown in Figure 3. Our method outperforms the competitors on all data sets. As ours does not rely on K-means to derive cluster memberships, this cluster performance indicates the effectiveness of our framework on graph clustering tasks.

5.2 Graph denoising

**Baselines.** We use the following approaches as our baselines:

- **DOMINANT** [9], a graph neural network that performs anomaly detection on attributed graph. It computes the degree of anomaly by the distance of recovered features/edges and the input features/edges. In this work, we consider the top anomaly edges as noisy edges and remove them from the input graphs.
- **NE** [58], a blind graph denoising algorithm that recovers the graph structure based on diffusion algorithms. It is designed to remove irrelevant edges in biological networks. It relies on explicit eigen-decomposition and cannot be applied to large graphs.
- **ND** [13], a blind graph denoising algorithm that solves an inverse diffusion process to remove the transitive edges. It also relies on explicit eigen-decomposition and cannot be applied to large graphs.
- **E-Net** [61], a non-blind graph enhancement neural network that draws inspiration from link prediction method [66]. For a fair comparison, we replace the supervision (clean graphs) used in E-Net with the noisy version.
- **Our-ablation**, an ablation of our framework that does not utilize cluster mask. It resembles VGE [27] with two differences: (1) we use a multi-layer perceptron in decoders while VGE uses a non-parameterized version, and (2) we replace GCN [28] with Hearts [33].

**Metrics.** We follow image denoising [45, 64] to use peak signal-to-noise ratio (PSNR) when the clean graph $G' = (V, A', X)$ is known.

$$\text{MSE} = \frac{\sum_{i,j} (A'_{ij} - \hat{A}_{ij})^2}{N(N-1)}.$$  \hspace{1cm} (14)

PSNR is then defined as:

$$\text{PSNR} = 10 \log \left( \frac{1}{\text{MSE}} \right).$$ \hspace{1cm} (15)

As for the structural similarity, we leverage Weisfeiler-Lehman Graph Kernels [53].

$$\text{WL} = \frac{\langle \phi(\hat{A}), \phi(A') \rangle}{\sqrt{\langle \phi(\hat{A}), \phi(\hat{A}) \rangle \langle \phi(A'), \phi(A') \rangle}}.$$ \hspace{1cm} (16)

| Data       | Nodes | Edges | Class features |
|------------|-------|-------|----------------|
| Citeseer   | 3,327 | 4,732 | 6              | 3,703          |
| Pubmed     | 19,717| 44,338| 3              | 500            |
| Wiki       | 2,405 | 17,981| 17             | 4,973          |
where $\langle \cdot, \cdot \rangle$ denotes dot product, $\phi(\cdot)$ represents a vector derived by Weisfeiler-Lehman Graph Kernels.

For all metrics, a greater value denotes a better performance.

Data. We use five graph classification benchmarks: IMDB-Binary and IMDB-Multi [62] connecting actors/actresses based on movie appearance, Reddit-Binary [62] connecting users through responses in Reddit online discussion, MUTAG [29] containing mutagenic compound, PTC [29] containing compounds tested for carcinogenic, as the clean graphs. For each $A'$, we add noise to edges to produce $\hat{A}$ by the following methods: (1) randomly adding 10% nonexistent edges, (2) randomly removing 10% edges with respect to the existing edges in $A'$, as adopted in E-Net [61]. We refer to Table 2 for the detailed information about the obtained noisy graphs.

Setup. For Mask-GVAE, we adopt the same settings as in the experiment of graph clustering except that we use Bayesian Information Criterion (BIC) to decide the optimal number of clusters. For all methods, we denoise the given graphs with the same budget, i.e., we add 10% edges to recover missing edges and remove 10% edges to delete irrelevant edges, based on the intermediate probabilistic graphs.

Results. Table 2 lists the experimental results on the five data sets respectively. We analyse the results from the following two perspectives.

Scalability. Both ND and NE suffer from a long run time and take more than 1 day on the larger data set Reddit-Binary, as they both rely on explicit eigen-decomposition. On the contrary, E-Net and our method can take advantage of GNN and avoid explicit eigen-decomposition, which makes the algorithms scalable to very large networks.

Performance. Among all approaches, Mask-GVAE achieves the best performance on all data sets in terms of the two measures PSNR and WL similarity. It also beats Our-ablation, which shows the effectiveness of cluster mask.

Running time. Table 3 lists the running time on the three selected data sets. As can be seen, on small-sized graphs like PTC-MR, Mask-GVAE requires longer time as it needs to compute the cluster mask. On medium-sized graphs like IMDB-Multi, the running time of Mask-GVAE is comparable to that of DOMINANT and NE/ND. On large-sized graphs like REDDIT-BIN, Mask-GVAE uses less time compared with all baselines, as the optimization of denoised graph generation in Mask-GVAE is conditioned on the observed edges.

Sensitivity. We test the sensitivity of Mask-GVAE to the degree of noise and modularity [42] in given graphs. We target random cluster graphs [43] and generate 200 synthetic graphs with an average of 100 nodes. We set the degree of noise to 10%, 20% and 30%. We control the modularity to be 0.05 (weak cluster structure) and 0.35 (strong cluster structure). Table 4 lists the results. As can be seen, our solution consistently outperforms baselines in most cases, regardless of the degree of noise and cluster structure. In addition, we observe most methods perform better in PSNR on strong clustered graphs (modularity = 0.35), which shows the importance of clusters in current denoising approaches.

Estimating the degree of noise. Estimating the degree of noise for the given inputs is still an open problem [16]. In this work, we use budget $\Delta$ to represent our estimation on the degree of noise in the given graphs. In this part, we evaluate how the budget $\Delta$ affects the denoising performance. Taking MUTAG/PTC-MR with 10% noise as an example, we vary $\Delta$ from 0% to 20% and plot the corresponding denoising performance in Figure 4. As we increase $\Delta$, the curve of PSNR is quite flat, indicating our model is robust to the estimated noise on PSNR. As for WL, it first increases then drops, meaning that an appropriate noise estimation is essential for the performance of our model on structural similarity.
Table 2: Blind denoising performance comparison of different methods on benchmarks

| Datasets          | IMDB-BIN | IMDB-MULTI | REDDIT-BIN | MUTAG | PTC-MR |
|-------------------|----------|------------|------------|-------|--------|
| (No. Graphs)      | 1000     | 1500       | 2000       | 188   | 344    |
| (Avg. Nodes)      | 19.8     | 15.0       | 508.5      | 17.9  | 14.3   |
| (Avg. Edges)      | 193.1    | 65.9       | 497.8      | 19.8  | 14.7   |

| Metrics          | PSNR WL | PSNR WL | PSNR WL | PSNR WL |
|------------------|---------|---------|---------|---------|
| DOMINANT [9]     | 50.84±03 | 19.79±0.41 | 49.29±0.65 | 54.33±0.81 | 74.97±1.17 | 21.88±0.49 | 75.09±0.47 | 25.74±1.10 | 42.21±0.51 | 24.88±0.45 |
| ND [13]          | 47.08±01 | 22.47±0.14 | 53.22±0.05 | 55.73±0.03 | -       | -       | 43.00±0.18 | 9.37±0.22 | 38.12±0.27 | 22.84±0.30 |
| NE [56]          | 51.81±01 | 25.87±0.09 | 55.40±0.21 | 57.30±0.14 | -       | -       | 54.30±0.22 | 25.65±0.18 | 47.92±0.05 | 22.85±0.11 |
| E-Net [61]       | 49.18±0.97 | 18.38±1.15 | 52.57±1.61 | 56.14±1.62 | 87.48±1.33 | 22.54±1.07 | 52.42±1.58 | 30.53±1.42 | 50.73±1.66 | 34.51±0.92 |
| Our-ablation      | 52.75±0.48 | 21.47±0.33 | 55.82±0.59 | 57.85±0.55 | 75.35±1.10 | 23.44±0.06 | 55.76±0.64 | 27.90±1.12 | 47.52±0.44 | 33.20±0.83 |
| Mask-GVAE         | 55.74±0.51 | 26.41±0.49 | 56.86±0.66 | 58.25±0.74 | 98.41±0.71 | 25.32±0.56 | 56.72±0.31 | 36.84±0.22 | 52.06±0.56 | 38.73±0.36 |

Table 3: Running time (in seconds) comparison of different methods

| Data sets      | IMDB-MULTI | REDDIT-BIN | PTC-MR |
|----------------|------------|------------|--------|
| DOMINANT       | 73         | 1895       | 11     |
| ND             | 41         | 6          | -      |
| NE             | 43         | 14         | -      |
| E-Net          | 216        | 2114       | 19     |
| Mask-GVAE      | 79         | 1043       | 21     |

Visualization. We target Citeseer and add 30% noise. In Figure 5, we derive node embeddings before/after Mask-GVAE by Node2vec [15] and project the embeddings into a two-dimensional space with t-SNE, in which different colors denote different classes. For noised Citeseer, nodes of different classes are mixed up, as reflected by the geometric distances between different colors. Mask-GVAE can make a distinct difference between classes.

Case study. To have a better understanding of how Mask-GVAE works, we target a subgraph of co-authorship network which consists of 11 scholars in the area of Data Base (DB) and Data Mining (DM). The subgraph is based on Google Scholar and constructed as follows: (1) for each scholar, we use a one-hot representation with 300 dimensions encoding his/her research keywords, and (2) we construct an adjacency matrix $A$ by denoting $A_{ij} = 1$ if and only if the two scholars have co-authored papers. We apply Mask-GVAE on this subgraph and set $K = 2$ and $A = 1$ to remove irrelevant edges. As can be seen from Figure 6, Mask-GVAE identifies the connection between “Wenjie Zhang” and “Wei Wang (UCLA)” as the noisy edge. We further notice that the noisy edge is constructed based on paper [35], which is actually co-authored by “Wenjie Zhang” and “Wei Wang (UNSW)”. One possible explanation is that Google Scholar fails to distinguish “Wei Wang (UNSW)” and “Wei Wang (UCLA)”, as a result the paper [35] appears on the Google Scholar page of “Wei Wang (UCLA)” mistakenly.

As a comparison, when we apply ND, NE and E-Net on this subgraph, only ND can pick up the noisy connection, while ND and E-Net cannot. One possibility is Mask-GVAE and ND are designed to keep the cluster structure. But ND targets “Jeffery Xu Yu” and “Wei Wang (UCLA)” and E-Net targets “Jeffery Xu Yu” and “Jiawei Han”, both of which are true connections. 

6 RELATED WORK

Graph Laplacian in denoising tasks. Several studies have utilized graph Laplacian in various denoising tasks, including image denoising [45, 64], signal denoising [11], and 3D point cloud denoising [18]. As graph structures are not readily available in these domains, these studies differ in how they construct graph structures, i.e., structures are only created as an auxiliary source to recover a high quality image/signal/3D point cloud. Only recently, E-Net [61] has proposed to adopt Graph Laplacian regularization in non-blind graph denoising tasks, in order to restore a denoised graph with global smoothing and sparsity.

Graph denoising. Although there have been many studies on image denoising, graph denoising has been studied less, in particular, the study of blind denoising large discrete graphs is still lacking.
It is worth noting the study of signal denoising on graphs [4, 44] is different from the study of graph structure denoising. When it comes to structure denoising, ND [13] formulates the problem as the inverse of network convolution, and introduces an algorithm that removes the combined effect of all indirect paths by exploiting eigen-decomposition. NE [58] recovers the graph structure based on diffusion algorithms and follows the intuition that nodes connected by high-weight paths are more likely to have direct edges. Low-rank estimation [17] and sparse matrix estimation [47] assume the given graph is incomplete and noisy, thus they aim to recover the structure with the property of low-rank/sparsity. [40] infers the hidden graph structures based on the heuristic that a set of hidden, constituent subgraphs are combined to generate the observed graph. Inspired by link prediction [66], E-Net [61] enhances the quality of graph structure via exploiting subgraph characteristics and GNNs. Moreover, E-NET requires supervision of the clean graphs, which is different from our blind setting.

**Utilization of substructure.** It is a common practice to utilize certain substructures (i.e., clusters or subgraphs) in denoising tasks [13, 40, 61] or other related areas [6, 66]. The underlying ideas can be generally classified into two groups. The first group is related to scalability, i.e., substructures make the algorithms scalable to very large networks. Representative works include ND [13], E-Net [61], Cluster-GCN [6]. The second group considers substructures can provide meaningful context for the tasks at hand. For example, SEAL [66] shows that local subgraphs reserve rich information related to link existence. However, all these methods are heuristic methods and shed little light on when these substructure based ideas fail.

In this work, we prove that in order to make substructure heuristics work, the given graph should have a distinct cluster structure. Moreover, it is the robustness of low eigenvectors in graph Laplacian matrix that lays the foundation of these heuristics. **Discrete graph generation.** Directly generating discrete graph with gradient descent methods is intractable. In this regard, several efforts have been made to bypass the difficulty. [2] learns a policy network with reinforcement learning, [21] approximates the discrete data by Gumbel distribution, [55] circumvents the problem by formulating the loss on a probabilistic graph and drawing discrete graphs thereafter, which we follow in this work.

### 7 CONCLUSION

In this paper, we present Mask-GVAE, the first variational generative model for blind denoising large discrete graphs. Given the huge search space of selecting proper candidates, we decompose the graph into several subgraphs and generate smoothed clusters in a variational manner, which is based on the assumption that low eigenvectors are robust against random noise. The effectiveness of Mask-GVAE is validated on five graph benchmarks, with a significant improvement on PSNR and WL similarity.
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### A PROOF OF PROPOSITION 4.1

**Lemma A.1.** If Assumption 4.1 holds, then \( P(\lambda_3 \geq (1 - \frac{1}{s})\lambda'_3) \geq 1 - N^{-\frac{1}{2}} \).

We first prove Lemma A.1. Let \( E \) be the set of edges of \( G' \), \( F \) be the set of edges removed from \( E \). \( E = E_i + E_j - E_{ij} \). We define \( E' = \sum_{e \in F} E_e \), where \( (i, j) \in E \). Let \( F_e \) be an indicator random variable of the event that \( e \in F \). Thus, \( E/F_e = \sum_{e \in E} F_e \), \( E/F \) is the Laplacian of the induced graph \( F \). It is easy to get \( P[X_e \approx 1] = q, \mathbb{E}[E/F] = qL' \). Let \( \mu = \lambda_{max}(\mathbb{E}[E/F]) = q\lambda'_N \). Furthermore, note that \( 0 \leq \lambda(X_eE) \leq \lambda_{max}(X_eE) \) \( \leq 2 \). By the matrix Chernoff bound in Peng and Yoshida [46], for any \( s > 0 \), we have

\[
P(\lambda_{max}(E/F) \geq (1 + s)\mu) \leq N \left( \frac{\exp(s)}{(1 + s)^{1+s}} \right)^\frac{1}{\mu}.
\]

Set \( 1 + s = \frac{2\sqrt{2}}{\sqrt{q}}, (1 + s)\mu = \frac{1}{2} \log N \), then \( P(\lambda_{max}(E/F) \geq (1 + s)\mu) \leq N^{-\frac{1}{2}} \). Thus with probability at least \( 1 - N^{-\frac{1}{2}} \), \( \lambda_{max}(E/F) \leq \max(\frac{2\sqrt{2}}{\sqrt{q}}\mu, \frac{1}{2} \log N) = \max(\frac{\sqrt{2}}{\sqrt{q}}\lambda'_N, \frac{1}{2} \log N) \leq \frac{\sqrt{2}}{\sqrt{q}} \).

Under the fact that \( \lambda_3 \geq \lambda'_N - \lambda_{max}(E/F) \), \( P(\lambda_3 \geq (1 - \frac{1}{s})\lambda'_3) \geq 1 - N^{-\frac{1}{2}} \) holds. With lemma A.1, we prove Proposition 4.1 based on the well-known Davis-Kahan perturbation theorem.

It is easy to show that \( \mathbb{E}[\|L'\|_F^2] = q\|L'\|_F^2 \). Define \( \delta = \min(|\lambda_j - \lambda_{j+1}|, j \neq 2) \), we can get the following bound according to Davis-Kahan theorem,

\[
\mathbb{E}[\sin(\angle(u_2, u_2'))] \leq \mathbb{E}\left[ \frac{1}{\delta} \|L'\|_F \right] = \frac{1}{\delta}(q\|L'\|_F).
\]

Easy to check \( \|L'\|_F^2 = O(max(N^{x}, N^{q}) \).

By Lemma A.1, we have \( P(\lambda_3 \geq (1 - \frac{1}{s})\lambda'_3) \geq 1 - N^{-\frac{1}{2}} \). Note that if \( \frac{\sqrt{2}}{\sqrt{q}}\lambda'_N < \lambda'_3 \), then \( \delta = \lambda'_3 \), thus

if \( \beta \geq 1 \max(\chi, \varphi) \), then \( \mathbb{E}[\sin(\angle(u_2, u'_2))] \rightarrow 0 \).

if \( \beta = \frac{1}{\beta} \max(\chi, \varphi) \), then \( \mathbb{E}[\sin(\angle(u_2, u'_2))] \leq \frac{1}{\kappa} \).

### Table 4: Performance comparison of different methods on the random cluster graphs

| Degree of noise Modularity | 0.05 | 10% | 30% | 0.05 | 20% | 30% | 0.05 | 30% |
|---------------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| PSNR WL | PSNR WL | PSNR WL | PSNR WL | PSNR WL | PSNR WL |
| **DOMINANT** | 74.61 | 48.52% | 75.68 | 48.52% | 71.05 | 37.88% | 72.64 | 34.51% | 70.39 | 35.23% | 72.59 | 34.50% |
| **ND** | 72.70 | 48.19% | 76.67 | 46.96% | 71.30 | 27.20% | 73.74 | 28.73% | 70.85 | 28.01% | 71.98 | 27.20% |
| **NE** | 74.48 | 46.67% | 76.82 | 44.24% | 71.98 | 35.06% | 73.66 | 33.66% | 70.33 | 27.67% | 72.10 | 28.07% |
| **E-Net** | 75.91 | 48.17% | 77.58 | 47.88% | 72.24 | 38.94% | 74.09 | 36.47% | 70.36 | 34.99% | 72.51 | 33.09% |
| **Mask-GVAE** | 76.32 | 49.24% | 78.01 | 50.67% | 72.73 | 48.37% | 74.66 | 36.82% | 70.49 | 36.14% | 72.68 | 35.99% |
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