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Abstract. This study aims to hide data or information on pixel image using EOF method and to improve the security of hidden data than combine with cryptography algorithm Modular Multiplication Block Cipher algorithm for the encryption process. The image file used as the test sample consists of 3 types of image types (JPG, BMP, PNG), this file type is the most widely used by users with different width and height as well as various file sizes. The results of this study prove that the data could embed in pixel image using EOF method and the file size of carrier will increase its capacity as byte of embedded text.

1. Introduction
Since the advent of ubiquitous internet, web developers have been challenged to handle big scale project, both in terms of traffic and project size. Developers must be able to build a web application that can handle big traffic since internet users keep growing year by year [1], while web projects keep getting bigger because of the ever-increasing features and requirements that needed to be deployed.

One of the answers to help developers in building a system that could handle a huge number of traffic without sacrificing maintainability and speed of development too much is microservice [2] [3]. As an architecture style derived from the Software Oriented Architecture (SOA), microservices brings maintainability, scalability, and ease of deployments to the table [4]. In recent years, enterprises and organizations that faced hyper-growth and big traffics have been increasingly adopting microservices to counter the issue [4].

Unfortunately, while microservices solved the problem it is designed for quite well, just like any other complex system it has its own problem that needed to be solved. For example, connecting (routing) the microservices is a challenge [5]. Another example is the network I/O and scalability and reliability problems that naturally comes with network heavy systems like microservices [6].

Fortunately, solutions to the common problems in microservices have been tried and tested in both industries and academics. One of the proposed solution to the scalability and reliability problem, for example, is reactive systems [7].

This paper is written to share the lessons learned and experiences both in building and adapting reactive systems to microservices architecture, specifically from the technical side. Experiences and lessons learned from the team-management and cultural side will not be discussed in this paper.
This paper is organized as follows. In section 2, the problems faced in production systems that triggers a discussion on improvement plans will be discussed. In section 3 will consist of a detailed thought process and explanation on why reactive system was brought in as a solution. The result of development and improvements that was seen after reactive systems will be shown in section 4. Finally, a conclusion and key lessons discovered will be shared in the final section.
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**Figure 1.** The Overall Microservice Architecture in Blibli.com

### 2. Current Implementation of Microservices in Blibli.com

The overall architecture of the primary service of PT Global Digital Niaga, blibli.com, can be seen in Error! Reference source not found.. When a user comes into the site via HTTP or HTTPS, a load balancer would redirect the request to two servers. A request of static files would be routed through special servers that would only serve static files, and a request to dynamic content will be routed through a server that will connects the user to UI (User Interface) services. Both of these routers are reverse proxies that map a URI with server location.

A UI service is simply a microservice with a sole purpose of serving a UI to the user. Most part of the UI in blibli.com is served through a microservice, so that each part can be optimized based on requirements. For example, some part of the UI might need to be dynamically served with a SPA (Single Page Application), while the others might need a simple server-rendered page for SEO (Search Engine Optimization) purpose. A UI service might also access external services, i.e. the login page might have integration with external login service to logs user in with external credential.

All of the UI services will need to provide information that only the backend services have. These will need to call internal services. There are hundreds of internal services in blibli.com, each have different purpose and requirements. All communications from the UI services and among internal services are done via HTTP or HTTPS, with JSON as the data communication format. This means that the UI and internal services fundamentally are the same: they serve as a unit of computation that only does a handful of things related to their domain. The main difference between the UI and internal services are their output. The UI services almost always serves a text/html output, while the internal services serve application/json output. This is how blibli.com implements microservices: by separating concern of each requirements (e.g. search, viewing product information, executing purchase transaction) to a different internal and UI services.

While the UI services have a very simple architecture where it only serves static frontend files (usually compiled javascript), the internal service have a different architecture. Error! Reference source not found. shows the architecture of internal services.
Each service has a reverse proxy that will be used as a point of access for the service. The reverse proxy then sends traffic received to application servers. One service has at least two application servers to achieve high availability, i.e. when one application server goes down or slow, the other will pick up the slack. The number of application servers itself depends on what the service does and how much it is accessed. The more calculation intensive it is, the more application servers it needs. There are critical services that have more than 10 application servers.

Internal service also usually has its own database and cache server. The kind of database and cache (i.e. relational, document-based, key-value) and how it handles scalability (i.e. clustering, load-balancing) will not be discussed in this paper as it is not relevant with the problem found in this architecture.

The microservice architecture implemented in Error! Reference source not found. has served blibli.com well, serving millions of pages per day but it is not without its problem. There are several problems that are found after implementing it production environment:

- Services that consumes external services face problems with reliability of the external services. If the external service is slow or is called via an unreliable network, the service will have reliability problem as well.
- Some services need to consume multiple other services. When one or more of the services consumed have problem, it will cascade on to the caller.
- When not handled correctly, one service having reliability problem could potentially cascades onto other services, and even bring the whole site down.

The three problems outlined could affect both the whole system’s reliability, especially when there is a spike of traffic coming in, for example due to a promotion event.

When a service calls a problematic service and the callee took too long to give response, then the caller might exhaust its resource and halt, triggering a systemic failure. In the current architecture, all calls to services are done in a separate thread, and in effect, when the called service took too long, the number of threads in the application server would explode since new requests will keep coming and get served even when the service has not finished processing the current requests. It is also observed that this is the biggest problem coming out of the architecture. It boils down to a network I/O problem.

3. Reactive System
The problems outlined in Section 2 made it obvious that improvements are needed for the system. In particular, to fix all the problems, the improved systems have to:

- Handle failures and be available even during outages.
- Always be responsive even when other services it depends on are not.
- Can still communicate by sending or receiving messages in various network conditions.
- Works reliably even on varying or huge load.

Handling various load while not effecting other systems or performance is a resource utilization problem. For example, to combat thread exhaustion, we could both use thread pool and limit the number of thread that’s executed at any time. Then to make sure the system is not overloaded, we
could also implement a timeout mechanism for all service calls. These techniques and tools are well-studied and well-known both in academics and industry [8] [9].

Being able to handle failures and respond even on outages and when facing an unstable network is what we define as being responsive. Again, this is an old problem that has been solved and even has various tools built around it. For example, Erlang is a programming language specifically designed around reliable distributed system that faces the same problem as outlined in Section 2 [10].

Seeing various tools and techniques available, there are several considerations in picking a solution to potentially solved the problem effectively:

- Since the current blibli.com is a big codebase, spanning millions line of code in hundreds of repositories, moving all services to a new system at once would not be possible. The solution needs to be able to mesh and implemented bit by bit on the existing codebase.
- Infrastructure change should be minimal and not disruptive to the current running application. Downtime is not tolerated as a business goal.
- There are hundreds of developers working in dozens of teams in blibli.com. The solution provided need to be familiar and easy to integrate to the current codebase.

Because of these constraints, the technology used will be the same as the current codebase: Java, both the language and the ecosystem. New features in the Java language and the Java Virtual Machine designed for reactive systems like streams, lambda, and asynchronous construct like Future make the choice to go with reactive systems easy. Anything supported by the language creator will have community and ecosystem leverage meaning there will be plenty documentations, libraries, and frameworks that will utilize the feature.

Integration is done first by building a new project that’s not critical, in this case a system to track user’s wish list and membership points. The project was built from scratch to be fully reactive, while still using the same framework and patterns from the legacy system. After successfully deploying those non-critical system, the development teams then are confident that they could utilize reactive systems to the whole codebase.

The first critical system to be implemented in reactive system is search and product details. The main reason implementing reactive system on those two systems is to improve performance. The current performance of search and product details page can be seen in Error! Reference source not found.. The performance problem seen here exist due to the slow response time of the underlying system for search, and chaining calls to several services sequentially in product details.

| Table 1. Search and Product Detail Performance Number |
|-----------------------------------------------|
| Throughput (RPM) | 95th percentile response time |
| Product Detail   | 2000+                          | 10s+                        |
| Search           | 2500+                          | 1s+                         |

Note that these performance number are for normal days on a single node that changes daily. When an event is held, the numbers could easily be an order of magnitude higher. And while the current system would be able to handle more traffic daily then peak traffic last year, analysis shows that the system will receive even more traffic this year for a promotional event. This prompts the need to move those two services to reactive system since a bad performance from those two could potentially take down the whole blibli.com.

4. Result
There are three components of the output that were measured as the key to a successful system improvement for blibli.com. The first one is thread count. The system must be able to handle high loads and traffic without exhausting all the resources it has. As mentioned in Section 2, one of the biggest culprit in the legacy system is the thread number rising too much. Measuring and optimizing for thread count is then, important.
The second key performance indicator is throughput. As both internet users and blibli.com’s customer base keeps growing and growing, being able to serve more customer without adding more hardware will be very good for blibli.com as a business. This means throughput is very important.

The third important number for blibli.com is the 95\textsuperscript{th} percentile response time. A faster site will fuel new customer growth and customer loyalty at the same time [11]. It is obvious that a faster site is an important business goal.

![Figure 3. Thread Growth before Reactive Implementation](image)

**Error! Reference source not found.** shows the system’s thread pool count and growth over time on the search service in blibli.com before implementing a reactive system. As shown in the picture, without reactive systems the thread count went up to max thread (100) very quickly, exhausting all the resource available to the system and eventually brought the system down. The thread count after implementing reactive systems can be seen in **Error! Reference source not found.**.

As shown in **Error! Reference source not found.**, after implementing a reactive system, the resource utilization is now stable and goes up and down following the traffic. Whenever more traffic comes in, the thread count goes up, but still not exhausting everything. This is the effect of better scheduling provided by the reactive system’s implementation.

For the next measurement, the throughput and response time comparison for last year’s and this year’s event can be seen in **Error! Reference source not found.**

![Figure 4. Thread Growth After Reactive Implementation](image)

**Table 2. Throughput and Response Time Comparison**

|                         | Throughput (2017 vs 2016) | Response time (2017 vs 2016) |
|-------------------------|---------------------------|-------------------------------|
| Product Detail          | 1.8x                      | 0.3x                          |
| Search                  | 5.7x                      | 2x                            |

There are obvious improvements in throughput and response time shown in **Error! Reference source not found.**. Note that in the case of search, there are decrement in response time, with dramatic improvement in throughput. This is due to throttling in both the search service and web service that’s calling the search service resulting in additional latency. This is done deliberately, to make sure the search system doesn’t have too much request since optimization work has not been done yet. The decrease in response time is then, expected.
The response time increase in product details is the effect of calling all the services that it depends on asynchronously. Since reactive system enables developers to call services asynchronously with ease, the worst-case scenario in calling more than one service now become the slowest service instead of the sum of all services’ response time.

5. Conclusion
One of the biggest problem found in microservices architecture is resource utilization, network I/O, and failure handling. Reactive systems help tremendously in all of those problems, while providing developers tools to work on optimizing their applications. While the improvements of performance in reactive system is not too dramatic, the improvements in reliability and stability due to better resource allocation should not be taken lightly. On an important production system, stability is often more important than performance, and reactive system does improve stability dramatically.
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