Ramification of multiple eigenvalues for the Dirichlet-Laplacian in perforated domains
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Abstract. Taking advantage from the so-called Lemma on small eigenvalues by Colin de Verdière, we study ramification for multiple eigenvalues of the Dirichlet Laplacian in bounded perforated domains. The asymptotic behavior of multiple eigenvalues turns out to depend on the asymptotic expansion of suitable associated eigenfunctions.

We treat the case of planar domains in details, thanks to the asymptotic expansion of a generalization of the so-called u-capacity which we compute in dimension 2. In this case multiple eigenvalues are proved to split essentially by different rates of convergence of the perturbed eigenvalues or by different coefficients in front of their expansion if the rate of two eigenbranches turns out to be the same.
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1 Introduction

The present paper deals with multiple eigenvalues for Dirichlet Laplacian in bounded domains with small holes. Let Ω be a bounded open set in \( \mathbb{R}^d \), \( d \geq 2 \), the considered eigenvalue problem is

\[
\begin{aligned}
-\Delta u &= \lambda u & \text{in } \Omega, \\
 u &= 0 & \text{on } \partial \Omega.
\end{aligned}
\]  

(1)

In what follows, \( \mathbb{N} \) denotes the set of natural numbers \( \{0, 1, 2, \ldots\} \) and \( \mathbb{N}^* \equiv \mathbb{N} \setminus \{0\} \). From classical results in spectral theory, the Dirichlet Laplacian admits a sequence of real eigenvalues tending to infinity

\[ 0 < \lambda_1(\Omega) \leq \lambda_2(\Omega) \leq \cdots \leq \lambda_N(\Omega) \leq \ldots \]

---
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where every eigenvalue is repeated as many times as its multiplicity and in particular the first one is simple if Ω is connected. The dependence of Laplace operator’s spectrum upon domain perturbations has been long investigated, with particular attention to the case of sets with small perforations.

Samarski˘ı [43] considered the variation of an eigenvalue for the Dirichlet-Laplacian when a small set ωε is removed from a subset Ω of R^3 and obtained the estimate

\[ \delta \lambda_N \leq 4\pi \kappa_N^2 \text{Cap}_\Omega(\omega_\varepsilon) + O(\text{Cap}_\Omega(\omega_\varepsilon)^2), \]

where Cap_\Omega(\omega_\varepsilon) is the standard capacity of \omega_\varepsilon in Ω, κ_N is the maximum value of the N-th normalized eigenfunction on ∂Ω (see Maz’ya, Nazarov, and Plamenevski˘ı [32]). Here we recall that, if we consider a bounded, connected open set Ω of R^d, then for every compact subset K of Ω, the standard capacity of K in Ω is defined as

\[ \text{Cap}_\Omega(K) \equiv \inf \left\{ \int_\Omega |\nabla f|^2 \, dx : f \in H^1_0(\Omega) \text{ and } f - \eta_K \in H^1_0(\Omega \setminus K) \right\}, \]

where η_K is a fixed smooth function such that supp η_K ⊆ Ω and η_K ≡ 1 in a neighborhood of K. Rauch and Taylor [42] investigated the behavior of the eigenvalues and eigenfunctions of the Laplacian in a domain Ω where a “thin” set is removed. In a series of papers (see, e.g., [37, 38, 39, 40, 41]), Ozawa computed several asymptotic expansions for the eigenvalues of the Laplacian, under many different boundary conditions, when a small perforation is made. For example, Ozawa has shown in [39] that if n = 2 then

\[ \lambda_N(\Omega \setminus (\varepsilon B_2(0, 1))) = \lambda_N(\Omega) - 2\pi (\log \varepsilon)^{-1} (u_N(0))^2 + O((\log \varepsilon)^{-2}) \quad \text{as } \varepsilon \to 0^+, \]

where B_2(0, 1) is the unit ball in R^2, \lambda_N(\Omega) is a simple eigenvalue for the Dirichlet-Laplacian in Ω and u_N a corresponding L^2(Ω)-normalized eigenfunction.

A detailed analysis of boundary value problem in singularly perturbed domain has been performed by Maz’ya, Nazarov, and Plamenevski˘ı, who considered also eigenvalue problems (see, e.g., [32] and [33, Chapter 9]). For example, in the three dimensional case, they have shown in [32] that for the first eigenvalue of the Laplacian with Dirichlet condition we have

\[ \lambda_1(\Omega \setminus (\varepsilon \omega)) = \lambda_1(\Omega) + 4\pi \text{Cap}(\omega)(u_1(0))^2 \varepsilon + [4\pi u_1(0)\text{Cap}(\omega)]^2 \times \left\{ \Gamma(0) + \frac{u_1(0)}{4\pi} \int_\Omega u_1(x)|x|^{-1} \, dx \right\} \varepsilon^2 + O(\varepsilon^3) \quad \text{as } \varepsilon \to 0^+, \]

where u_1 is a corresponding L^2(Ω)-normalized eigenfunction in Ω, Cap(ω) the harmonic capacity of ω and Γ is a function defined through an auxiliary boundary value problem.

Moreover, techniques based on potential theory and integral operators for the study of eigenvalues of the Laplacian in perforated domains have been exploited for example in Ammari, Kang, and Lee [3] and in Lanza de Cristoforis [30].

The behavior of the spectrum of the Laplacian under removal of “small” sets in the Riemannian setting has been studied by many authors: as an example, we mention the works by Besson [6], Chavel [9], Chavel and Feldman [10], Colbois and Courtois [11], Courtois [12].

If on one hand, most of the above mentioned results deals with simple eigenvalues, less is known for the case of multiple eigenvalues.
A general study on perturbation problems for eigenvalues can be found in the monograph by Kato [22], which contains also some results for multiple eigenvalues.

In Nguyen [34], the author investigated the asymptotic expansion of the multiple eigenvalues and eigenfunctions for boundary value problems in a domain with a small hole. More precisely, he studied the bifurcation of a double or triple eigenvalue in a smooth bounded domain in $\mathbb{R}^3$ where a small ball of radius $\varepsilon$ is removed.

Asymptotic expansions for eigenvalues, both simple and multiple, and eigenfunctions of the Neumann Laplacian in a three-dimensional domain with a small hole are obtained in Nazarov and Sokolowski [35], Laurain, Nazarov, and Sokolowski [31], and Novotny and Sokolowski [36] in terms of the eigenvalues of an auxiliary matrix.

Asymptotic expansions for multiple eigenvalues of regularly perturbed domains are obtained in Bruno and Reitich [8]. Concerning regular perturbations, analyticity results for symmetric functions of possibly multiple eigenvalues upon regular domain perturbations can be found in Lamberti and Lanza de Cristoforis [24, 25, 26].

We note that a fundamental tool in the study of perturbation problems for the eigenvalues of the Laplacian is the standard capacity. Indeed, as is well known, if we remove a compact subset $K$ of zero capacity, the spectrum of the Dirichlet-Laplacian on the bounded domain $\Omega$ does not change (see, e.g., Rauch and Taylor [42]). Moreover, if we denote by

$$0 < \lambda_1(\Omega \setminus K) < \lambda_2(\Omega \setminus K) \leq \cdots \leq \lambda_N(\Omega \setminus K) \leq \cdots$$

the sequences of the eigenvalues of the Dirichlet-Laplacian in $\Omega \setminus K$, then Rauch and Taylor [42] also proved that the $N$-th eigenvalue $\lambda_N(\Omega \setminus K)$ of the Dirichlet-Laplacian in $\Omega \setminus K$ is close to $\lambda_N(\Omega)$ if the capacity $\text{Cap}_\Omega(K)$ of $K$ in $\Omega$ is small.

On one hand, the result by Rauch and Taylor [42] can be seen as a continuity result for eigenvalues with respect to the capacity. On the other hand, Courtois [12] has obtained a higher regularity: he has shown that if $K \subseteq \Omega$ is compact and $\text{Cap}_\Omega(K)$ is small then the function

$$\lambda_N(\Omega \setminus K) - \lambda_N(\Omega)$$

is in some sense differentiable with respect to $\text{Cap}_\Omega(K)$.

A first improvement of Courtois’ results has been achieved by [2] and later on by [1]. In the first paper, for simple eigenvalues the authors establish a sharp relation between the vanishing order of a Dirichlet eigenfunction at a point and the leading term of the asymptotic expansion of the corresponding Dirichlet eigenvalue variation, as a removed compact set concentrates at that point. We recall indeed that a point has zero capacity. If, for example, $\lambda_N(\Omega)$ is simple, then one can replace the capacity $\text{Cap}_\Omega(K)$ by the so-called $u_N$-capacity $\text{Cap}_\Omega(K, u_N)$, $u_N$ being a suitable associated eigenfunction (see equation (3) below). In this way one can obtain more refined asymptotic expansions of the difference $\lambda_N(\Omega \setminus K) - \lambda_N(\Omega)$ (on this topic, see also [5]). In the second cited paper [1], the authors provide the asymptotic behavior of $u$-capacities of small sets of type $\varepsilon\omega$, with $\omega$ a sufficiently regular open bounded connected set of $\mathbb{R}^2$ and $u$ a function analytic in a neighborhood of the origin. Consequently, they are able to deduce asymptotic behaviors for simple eigenvalues when a small set of this type is removed from the original domain. In particular, this analysis sheds some light on the dependence of these asymptotics on the hole’s shape $\omega$.

In the present paper we rather consider multiple eigenvalues. We aim at investigating whether multiple eigenvalues can be splitted in different branches if we perturb the initial domain by re-
moving a small hole around a point, namely the origin. In [12, Theorem 1.2] Courtois gave a first response in this direction. We recall his result in the following

**Theorem 1.1.** [12, Theorem 1.2] Let $X$ be a compact Riemannian manifold with or without boundary of dimension greater than or equal to 2. Let $\lambda := \lambda_N = \ldots = \lambda_{N+k-1}$ be a Dirichlet eigenvalue of $X$ with multiplicity $k$. There exist a function $r : \mathbb{R}^+ \to \mathbb{R}^+$ such that $\lim_{t \to 0} r(t) = 0$ and a positive constant $\varepsilon_N$, such that, for any compact subset $A$ of $X$, if $\text{Cap}_X(A) \leq \varepsilon_N$, then

$$|\lambda_{N+j}(X \setminus A) - \lambda_{N+j} - \text{Cap}_X(A) \cdot \mu_A(u^2_{N+j})| \leq \text{Cap}_X(A) \cdot r(\text{Cap}_X(A))$$

where $\mu_A$ is a finite positive probability measure supported in $A$ defined as the renormalized singular part of $-\Delta V_A$ and $\{u_N, \ldots, u_{N+k-1}\}$ is an orthonormal basis of the eigenspace of $\lambda$ which diagonalises the quadratic form $\mu_A(u^2)$ according to the increasing order of its eigenvalues.

Theorem 1.1 above provides a sharp asymptotic expansion of $\lambda_{N+j}(X \setminus A) - \lambda_{N+j}$ as $\text{Cap}_X(A) \to 0$ only if $\mu_A(u^2_{N+j}) \not\to 0$, but in general it is just an estimate for $\lambda_{N+j}(X \setminus A) - \lambda_{N+j}$ when $\mu_A(u^2_{N+j}) \to 0$. Moreover, even when $\mu_A(u^2_{N+j}) \not\to 0$ the possible splitting of a multiple eigenvalue is hidden in the involved quadratic form $\mu_A(u^2)$. (We note that in the present paper, with an abuse of notation, we denote by the same symbol a bilinear form and the corresponding quadratic form.)

To introduce our main results, we need to specify the functional context where we are working.

### 1.1 Functional setting and basic problem

Let us give a more convenient reformulation of the eigenvalue problem (1). We consider the quadratic form defined by

$$q_\Omega(u) \equiv \int_\Omega |\nabla u|^2 \, dx \quad (2)$$

for $u \in H^1_0(\Omega)$. We denote by $\langle \cdot, \cdot \rangle$ the usual scalar product in $L^2(\Omega)$ and by $\| \cdot \|$ the associated norm. It is well known that the spectrum of $q_\Omega$ with respect to $\langle \cdot, \cdot \rangle$ consists of positive eigenvalues of finite multiplicity tending to infinity. We denote the sequence of these eigenvalues, repeated according to their multiplicity, by $\{\lambda_i(\Omega)\}_{i \geq 1}$.

We are interested in the effect on the eigenvalues of imposing an additional Dirichlet condition on a small compact set $K \subseteq \Omega$. This can intuitively be described as creating a small hole $K$ in $\Omega$. To make our meaning clear, let us recall the following definition from [2].

**Definition 1.2.** Let $K \subseteq \Omega$ be compact and let $\{K_\varepsilon\}_{\varepsilon > 0}$ be a family of compact sets contained in $\Omega$. We say that $\{K_\varepsilon\}$ concentrates to $K$ when, for every open set $U$ satisfying $K \subseteq U \subseteq \Omega$, there exists $\varepsilon_U > 0$ such that, for all $\varepsilon < \varepsilon_U$, $K_\varepsilon \subseteq U$.

We now fix $K \subseteq \Omega$ a compact set, such that $\text{Cap}_\Omega(K) = 0$, and $\{K_\varepsilon\}_{\varepsilon > 0}$ a family of compact sets concentrating to $K$. We define, for $\varepsilon > 0$, the perforated domain $\Omega_\varepsilon \equiv \Omega \setminus K_\varepsilon$. The following result is easy to prove.

**Proposition 1.3.** For all $i \geq 1$, $\lambda_i(\Omega_\varepsilon) \to \lambda_i(\Omega \setminus K)$ as $\varepsilon \to 0$ and $\lambda_i(\Omega \setminus K) = \lambda_i(\Omega)$.

To simplify the notation, we set $\lambda_i \equiv \lambda_i(\Omega)$ and $\lambda_i^\varepsilon \equiv \lambda_i(\Omega_\varepsilon)$. We wish to estimate the difference $\lambda_i^\varepsilon - \lambda_i$. To that end, we recall a definition from [2], inspired by [5, 12].
Definition 1.4. Given a function \( u \in H^1_0(\Omega) \), the \( u \)-capacity of a compact set \( K \subseteq \Omega \) is

\[
\text{Cap}_\Omega(K, u) \equiv \inf \left\{ \int_\Omega |\nabla f|^2 \, dx : f \in H^1_0(\Omega) \text{ and } f - u \in H^1_0(\Omega \setminus K) \right\}.
\]

(3)

The infimum in (3) is achieved by a unique function \( V_{K,u} \in H^1_0(\Omega) \), so that

\[
\text{Cap}_\Omega(K, u) = \int_\Omega |\nabla V_{K,u}|^2 \, dx.
\]

We call \( V_{K,u} \) the potential associated with \( u \) and \( K \).

Furthermore, \( V_{K,u} \) is the unique weak solution of the Dirichlet problem

\[
\begin{cases}
\Delta V_{K,u} = 0 & \text{in } \Omega \setminus K, \\
V_{K,u} = 0 & \text{on } \partial \Omega, \\
V_{K,u} = u & \text{on } K,
\end{cases}
\]

(4)

where, by weak solution, we mean that \( V_{K,u} \in H^1_0(\Omega) \), \( u - V_{K,u} \in H^1_0(\Omega \setminus K) \) and \( \int_\Omega \nabla V_{K,u} \cdot \nabla \varphi = 0 \) for all \( \varphi \in H^1_0(\Omega \setminus K) \).

Remark 1.5. Let us note that the Sobolev space \( H^1_0(\Omega \setminus K) \) can be seen as a subspace of \( H^1_0(\Omega) \). Indeed, the quadratic form \( q_0 \) of Equation (2) endows \( H^1_0(\Omega) \) with a Hilbert space norm. The space \( H^1_0(\Omega \setminus K) \) can then be identified with the closure of the subspace \( C^\infty_c(\Omega \setminus K) \), consisting of smooth functions compactly supported in \( \Omega \setminus K \). More explicitly, this identification associates to \( f \in H^1_0(\Omega \setminus K) \) its extension \( g \) to \( \Omega \) obtained by setting \( g = f \) in \( \Omega \setminus K \) and \( g = 0 \) in \( K \). We systematically perform this identification in the paper, and in particular we use the same notation for an element of \( H^1_0(\Omega \setminus K) \) and the element of \( H^1_0(\Omega) \) obtained after extension.

Remark 1.6. Definition (1.4) has a geometric interpretation. According to the previous remark, \( H^1_0(\Omega \setminus K) \) can be seen as a subspace of \( H^1_0(\Omega) \), closed for the Hilbert space norm given by the quadratic form \( q_0 \). Then, \( \text{Cap}_\Omega(K, u) \) is the square of the \( q_0 \)-distance of \( u \) to \( H^1_0(\Omega \setminus K) \) and \( u - V_{K,u} \) is the \( q_0 \)-orthogonal projection of \( u \). The existence and uniqueness of \( V_{K,u} \), as well as its characterization as the unique weak solution of (1), follow immediately from the properties of the orthogonal projection on a closed subspace of a Hilbert space.

Note also that Definition (3) can be extended to \( H^1(\Omega) \) functions, by setting, for any \( u \in H^1(\Omega) \),

\[
\text{Cap}_\Omega(K, u) \equiv \text{Cap}_\Omega(K, \eta_K u)
\]

where \( \eta_K \) is a fixed smooth function such that \( \text{supp} \eta_K \subseteq \Omega \) and \( \eta_K \equiv 1 \) in a neighborhood of \( K \).

In order to study multiple eigenvalues, we will need the following generalization of the \( u \)-capacity.

Definition 1.7. Given \( u, v \in H^1_0(\Omega) \), the \((u,v)\)-capacity of a compact set \( K \subseteq \Omega \) is

\[
\text{Cap}_\Omega(K, u, v) \equiv \int_\Omega \nabla V_{K,u} \cdot \nabla V_{K,v} \, dx.
\]

Remark 1.8. As it is done in Remark 1.6, we extend Definition (1.7) of \( \text{Cap}_\Omega(K, u, v) \) to functions \( u, v \in H^1(\Omega) \), by setting

\[
\text{Cap}_\Omega(K, u, v) \equiv \text{Cap}_\Omega(K, \eta_K u, \eta_K v)
\]

where \( \eta_K \) is a fixed smooth function such that \( \text{supp} \eta_K \subseteq \Omega \) and \( \eta_K \equiv 1 \) in a neighborhood of \( K \).
Let us now fix an eigenvalue $\lambda_N$, of multiplicity $m$, for Problem (1). Let us denote by $E(\lambda_N)$ the associated eigenspace. According to Proposition 1.3 for $i \in \{1, \ldots, m\}$,

$$\lambda_{N+i-1}^\varepsilon \rightarrow \lambda_N \text{ as } \varepsilon \rightarrow 0.$$  

We therefore have $m$ eigenvalue branches departing from the multiple eigenvalue $\lambda_N$. We will prove the following result about their asymptotic behavior.

**Theorem 1.9.** For $i \in \{1, \ldots, m\}$,

$$\lambda_{N+i-1}^\varepsilon = \lambda_N + \mu_i^\varepsilon + o(\varepsilon^2) \text{ as } \varepsilon \rightarrow 0,$$

where

$$\chi_\varepsilon^2 \equiv \sup\{ \text{Cap}_\Omega(K_\varepsilon, u) : u \in E(\lambda_N) \text{ and } \|u\| = 1 \}$$

and $\{\mu_i^\varepsilon\}_{i=1}^m$ are the eigenvalues of the quadratic form $r_\varepsilon$ defined, for $u, v \in E(\lambda_N)$, by

$$r_\varepsilon(u, v) \equiv \int_\Omega \nabla V_{K_\varepsilon, u} \cdot \nabla V_{K_\varepsilon, v} \, dx - \lambda_N \int_\Omega V_{K_\varepsilon, u} V_{K_\varepsilon, v} \, dx.$$

Theorem 1.9 is a generalization of [2, Theorem 1.4], the latter applying only to simple eigenvalues. It is similar to [12, Theorem 1.2], which involves the standard capacity rather than the $u$-capacity. However, Theorem 1.9 suffers from several limitations. First of all, the quantities $\chi_\varepsilon$, $\{\mu_i^\varepsilon\}_{i=1}^m$ can be difficult to compute explicitly. Furthermore, it can happen that, for some $i$, $\mu_i^\varepsilon = o(\chi_\varepsilon^2)$, in which case (5) reduces to the estimate $\lambda_{N+i-1}^\varepsilon - \lambda_N = o(\chi_\varepsilon^2)$. To progress further, we will focus on regular compact sets concentrating to a point, describe the local behavior of eigenfunctions, and determine asymptotic expansions for the $(u,v)$-capacity. For definiteness, and in view of concrete applications, we will give the final result in the two-dimensional case ($d = 2$). However, our method could be extended to higher dimensions.

### 1.2 Refinement using analyticity

In this section, we fix a point $x_0$ in $\Omega \subseteq \mathbb{R}^d$. Without loss of generality, we can assume $x_0 = 0$. Let us recall some basic facts about Laplacian eigenfunctions. Let $\lambda$ be an eigenvalue of Problem (1) and $u$ an associated eigenfunction. Since the differential operator $-\Delta - \lambda$ is elliptic with analytic coefficients, $u$ is real-analytic in $\Omega$ (see, e.g., [21, Theorem 7.5.1]). Using the standard multi-index notation, this means in particular that

$$u(x) = \sum_{\beta \in \mathbb{Z}^d} \frac{1}{\beta!} D^\beta u(0) x^\beta$$

for $|x|$ small enough. This can be rewritten as

$$u(x) = \sum_{k \in \mathbb{N}} P_k(x)$$

where

$$P_k(x) \equiv \sum_{|\beta| = k} \frac{1}{\beta!} D^\beta u(0) x^\beta$$
is a homogeneous polynomial of degree $k$ in $d$ variables. We call the smallest $k$ such that $P_k \neq 0$ the order of vanishing (or more briefly the order) of $u$ and we denote it by $\kappa(u)$. We denote the polynomial $P_{\kappa(u)}$ by $u_\#$ and call it the principal part of $u$. Note that these definitions make sense whenever $u$ is real-analytic in a neighborhood of 0, and we will use them as soon as this condition is satisfied. When $u$ is an eigenfunction, we have an additional property: it follows immediately from the eigenvalue equation $\Delta u + \lambda u = 0$ that $\Delta u_\# = 0$ (i.e. the homogeneous polynomial $u_\#$ is harmonic).

We now return to the situation described in the previous section, with $\lambda_N$ an eigenvalue of multiplicity $m$ for Problem (1) and $E(\lambda_N)$ the associated eigenspace. We will use the following results, proved in Appendix A.

**Proposition 1.10.** There exists a decomposition of $E(\lambda_N)$ into a sum of orthogonal subspaces

$$E(\lambda_N) = E_1 \oplus \cdots \oplus E_p$$

and an associated finite decreasing sequence of integers

$$k_1 > \cdots > k_p \geq 0$$

such that, for all $1 \leq j \leq p$, a function in $E_j \setminus \{0\}$ has the order of vanishing $k_j$ at 0. In addition, such a decomposition is unique. We call it the order decomposition of $E(\lambda_N)$.

**Proposition 1.11.** Let $E = E_1 \oplus \cdots \oplus E_p$, be the order decomposition of Proposition 1.10. Then the dimension of $E_j$ is at most the dimension of the space of spherical harmonics in $d$ variables of degree $k_j$ (see, e.g., [4, pp. 159–165]). Explicitly,

$$\dim(E_j) \leq \binom{k_j + d - 2}{k_j} + \binom{k_j + d - 3}{k_j - 1}.$$

**Remark 1.12.** As a consequence of Propositions 1.10 and 1.11,

- if $k_p = 0$ (that is to say if $E$ contains an eigenfunction which does not vanish at 0), $\dim(E_p) = 1$, whatever the dimension $d$ is;

- in the case $d = 2$, $\dim(E_j) \leq 2$ for all $1 \leq j \leq p$.

Our analysis of the $(u,v)$-capacity is of independent interest and will yield stronger results than strictly needed for studying the behavior of eigenvalues. We will need some additional regularity of the data. We fix an $\alpha \in ]0,1[$ and make the following assumptions.

(A1) The dimension $d$ equals 2;

(A2) $\Omega$ is an open, bounded and connected set in $\mathbb{R}^2$, of class $C^{1,\alpha}$, such that $\mathbb{R}^2 \setminus \overline{\Omega}$ is connected and $0 \in \Omega$;

(A3) $K_\varepsilon = \varepsilon \omega$, where $\omega \subseteq \mathbb{R}^2$ satisfies Assumption (A2).

Let us insist on the fact that we will prove the subsequent results in the two-dimensional case (Assumption (A1)). Let us also note that (A2) and (A3) imply the existence of a positive number $\varepsilon_0$ such that $K_\varepsilon = \varepsilon \omega \subseteq \Omega$ for all $\varepsilon \in ]\varepsilon_0, \varepsilon_0[$. Finally, we consider functions $u,v$ defined in $\Omega$, satisfying
(A4) $u$ and $v$ belong to $H^1_0(\Omega)$ and are real-analytic in a neighborhood of 0.

Thus, in the case of dimension $d = 2$, we will be able to show the following theorem on the representation of $\text{Cap}_\Omega(\varepsilon, \omega, u, v)$ as the sum of a convergent series (see Theorem 2.13).

**Theorem 1.13.** Under Assumptions (A1)–(A4), $\text{Cap}_\Omega(\varepsilon, \omega, u, v)$ is the sum of a convergent series. More precisely, there exist $r_0 \in \mathbb{R}$, a family of real numbers $\{c_{(n,l)}\}_{(n,l) \in \mathbb{N}^2}$, and $\varepsilon_c$ positive and small enough, such that the series

$$\sum_{n=0}^{\infty} \varepsilon^n \sum_{l=0}^{n+1} \frac{c_{(n,l)} \eta^l}{(r_0 \eta + (2\pi)^{-1})^l}$$

converges absolutely for all $(\varepsilon, \eta) \in [-\varepsilon_c, \varepsilon_c] \times \frac{1}{\log \varepsilon_c}, -1/\log \varepsilon_c$ and that

$$\text{Cap}_\Omega(\varepsilon, \omega, u, v) = \sum_{n=0}^{\infty} \varepsilon^n \sum_{l=0}^{n+1} \frac{c_{(n,l)} \eta^l}{(r_0 \eta + (2\pi)^{-1})^l}$$

(6)

for all $\varepsilon \in [-\varepsilon_c, \varepsilon_c] \setminus \{0\}$. Moreover, $c_{(0,0)} = 0$ and $c_{(0,1)} = -u(0)v(0)$.

We will need more precise information on the coefficients $\{c_{(n,l)}\}_{(n,l) \in \mathbb{N}^2}$ in the series (6). In order to state our results, we introduce the following notation. Given $u$ satisfying assumption (A4) and such that $u(0) = 0$, we define $u$ as the unique function, continuous in $\mathbb{R}^2 \setminus \omega$, satisfying

$$\begin{cases} 
\Delta u = 0 & \text{in } \mathbb{R}^2 \setminus \omega, \\
u = u_\# & \text{on } \partial \omega, \\
\sup_{\mathbb{R}^2 \setminus \omega} |u| < \infty,
\end{cases}$$

(7)

where $u_\#$ is, as before, the principal part of $u$ (see problem 33). Then, for $u, v$ satisfying (A4), with $u(0) = v(0) = 0$, we define

$$Q(u, v) \equiv \int_{\mathbb{R}^2 \setminus \omega} \nabla u \cdot \nabla v \, dx + \int_{\omega} \nabla u_\# \cdot \nabla v_\# \, dx.$$  

(8)

We observe that the expression in (8) is well defined. Indeed, the functions $u_\#$ and $v_\#$ are $C^\infty$ in the whole of $\mathbb{R}^2$ (and thus their gradients are bounded in $\overline{\omega}$). Moreover, $u$ and $v$ are harmonic in $\mathbb{R}^2 \setminus \omega$ and harmonic at infinity and thus the Divergence Theorem and the decay of their radial derivatives imply that $\int_{\mathbb{R}^2 \setminus \omega} \nabla u \cdot \nabla v \, dx$ is bounded. Let us note that $Q$ is not a bilinear form, since the principal part $u_\#$ does not depend linearly on $u$ (and, as a consequence, neither does $u$). However, the restriction of $Q$ to suitable subspaces of $E(\lambda_N)$ defines bilinear forms, as we will see in Definition 1.16 below.

Under vanishing assumptions on $u$ and $v$ at 0, we deduce the validity of the following proposition on the coefficients of the series in Equation (6) (see Theorem 2.15).

**Proposition 1.14.** If $u, v$ satisfy (A4), with $u(0) = v(0) = 0$, the coefficients in the series (6) satisfy

1. $c_{(n,l)} = 0$ if $n \leq \kappa(u) + \kappa(v) - 1;$
2. \( c(\kappa(u) + \kappa(v), 0) = Q(u, v) \).

From Theorem 1.13 and Proposition 1.14 we immediately deduce the asymptotic behavior of some \((u, v)\)-capacities (see also Remark 2.16).

**Corollary 1.15.** Let us fix \( u, v \) satisfying Assumption (A\( \mathcal{A} \)). Then,

1. If \( u(0) \) and \( v(0) \) are non-zero,
   \[
   \text{Cap}_{\Omega}(\varepsilon, u, v) = \frac{2\pi u(0)v(0)}{|\log(\varepsilon)|} + o\left(\frac{1}{|\log(\varepsilon)|}\right) \text{ as } \varepsilon \to 0^+;
   \]
2. If \( u(0) = v(0) = 0 \),
   \[
   \text{Cap}_{\Omega}(\varepsilon, u, v) = \varepsilon^{\kappa(u) + \kappa(v)} Q(u, v) + o\left(\varepsilon^{\kappa(u) + \kappa(v)}\right) \text{ as } \varepsilon \to 0^+.
   \]

Let us now consider again an eigenvalue \( \lambda_N \) of multiplicity \( m \) and \( E(\lambda_N) \) the associated eigenspace. We use the order decomposition defined in Proposition 1.10.

**Definition 1.16.** For all \( 1 \leq j \leq p \), we define \( Q_j \) on \( E_j \) in the following way. If \( k_j = 0 \), \( u, v \in E_j \),

\[
Q_j(u, v) = 2\pi u(0)v(0).
\]

If \( k_j \geq 1 \), \( u, v \in E_j \)

\[
Q_j(u, v) \equiv Q(u, v).
\]

It is a strictly positive (in particular non-degenerate) symmetric bilinear form on \( E_j \).

Using the previous definitions and results, we can describe the behavior of the eigenvalues \((\lambda_i^j)_{N \leq i \leq N + m - 1}\), and more specifically give the principal part of the spectral shift \( \lambda_i^j - \lambda_N \) for each eigenvalue branch departing from \( \lambda_N \). Let us formulate the result precisely.

In order to unify the notation, we define, for \( k \in \mathbb{N} \) and \( \varepsilon > 0 \),

\[
\rho_k^\varepsilon \equiv \begin{cases} 
\frac{1}{|\log(\varepsilon)|} & \text{if } k = 0, \\
\varepsilon^{2k} & \text{if } k \geq 1.
\end{cases}
\]  

(9)

The functions \( \{\varepsilon \mapsto \rho_k^\varepsilon\}_{k \geq 0} \) form a so-called asymptotic scale: they are continuous and positive in \([0, +\infty[\), and as \( \varepsilon \to 0^+ \), \( \rho_k^\varepsilon \to 0 \) and \( \rho_{k+1}^\varepsilon = o(\rho_k^\varepsilon) \). We will find an equivalent of \( \lambda_i^j - \lambda_N \) on that scale. Note that according to Lemma 3.2, the error term \( \chi_\varepsilon^j \) (defined by Equation (35)) is of the same order as \( \rho_k^\varepsilon \) (recall that \( k_p \) is the smallest possible order for an eigenfunction in \( E(\lambda_N) \)). Note also that the particular form of the functions \( \{\rho_k^\varepsilon\} \) depends on Assumption (A1), namely \( d = 2 \).

**Theorem 1.17.** Let us assume that (A1)-(A3) are satisfied. For \( 1 \leq j \leq p \), we write

\[
m_j \equiv \dim(E_j),
\]

so that

\[
m = m_1 + \cdots + m_j + \cdots + m_p,
\]

and we denote by

\[
0 < \mu_{j,1} \leq \cdots \leq \mu_{j,\ell} \leq \cdots \leq \mu_{j,m_j}
\]

the eigenvalues of the quadratic form \( Q_j \). Then, for all \( 1 \leq j \leq p \) and \( 1 \leq \ell \leq m_j \),

\[
\lambda^\varepsilon_{N-1+m_1+\cdots+m_{j-1}+\ell} = \lambda_N + \mu_{j,\ell}\rho_k_{j,\ell} + o(\rho_k_{j,\ell}) \text{ as } \varepsilon \to 0^+.
\]  

(10)
As an illustration, let us consider a particular case.

**Corollary 1.18.** Let us assume that (A1)–(A3) are satisfied and that \( \lambda_N \) has multiplicity 2 (i.e. \( m = 2 \)). Then one of the following alternative holds.

1. There exist two normalized eigenfunctions \( u_1, u_2 \in E(\lambda_N) \setminus \{0\} \), with respective order of vanishing \( k_1, k_2 \) such that \( k_1 > k_2 \). In that case,

   \[
   \lambda_N^\varepsilon = \lambda_N + \mathcal{Q}(u_1, u_1)\varepsilon^{2k_1} + o(\varepsilon^{2k_1})
   \]

   and

   \[
   \lambda_{N+1}^\varepsilon = \lambda_N + \left\{ \begin{array}{ll}
   \frac{2\pi u_2(0)^2}{|\log(\varepsilon)|} + o\left( \frac{1}{|\log(\varepsilon)|} \right) & \text{if } k_2 = 0, \\
   \mathcal{Q}(u_2, u_2)\varepsilon^{2k_2} + o(\varepsilon^{2k_2}) & \text{if } k_2 \geq 1.
   \end{array} \right.
   \]

2. All eigenfunctions in \( E(\lambda_N) \) have the same order of vanishing, which we denote by \( k \). Let us note that necessarily \( k \geq 1 \). In that case, let us choose eigenfunctions \( u_1, u_2 \) forming an orthonormal basis of \( E(\lambda_N) \) and let us denote by \( 0 < \mu_1 \leq \mu_2 \) the eigenvalues of the symmetric and positive matrix

   \[
   \begin{pmatrix}
   \mathcal{Q}(u_1, u_1) & \mathcal{Q}(u_1, u_2) \\
   \mathcal{Q}(u_1, u_2) & \mathcal{Q}(u_2, u_2)
   \end{pmatrix}.
   \]

   Then

   \[
   \lambda_N^\varepsilon = \lambda_N + \mu_1\varepsilon^{2k} + o(\varepsilon^{2k});
   \]

   \[
   \lambda_{N+1}^\varepsilon = \lambda_N + \mu_2\varepsilon^{2k} + o(\varepsilon^{2k}).
   \]

We note that in the preceding Corollary 1.18, item 2, the splitting of the two branches does not necessarily occur since the two eigenvalues \( \mu_1 \) and \( \mu_2 \) are not necessarily different. In the subsequent result we exhibit a particular case where this splitting in fact takes place.

**Corollary 1.19.** Let us assume that (A1)–(A3) are satisfied and that \( \lambda_N \) has multiplicity 2 (i.e. \( m = 2 \)). Moreover, let us assume that \( \omega \) is a disk and that \( \{u_N, u_{N+1}\} \) is an orthogonal basis of \( E(\lambda_N) \) and let us denote by \( 0 < \mu_1 \leq \mu_2 \) the eigenvalues of the symmetric and positive matrix

   \[
   \begin{pmatrix}
   \mathcal{Q}(u_1, u_1) & \mathcal{Q}(u_1, u_2) \\
   \mathcal{Q}(u_1, u_2) & \mathcal{Q}(u_2, u_2)
   \end{pmatrix}.
   \]

   Then

   \[
   \lambda_N^\varepsilon = \lambda_N + \mu_1\varepsilon^{2k} + o(\varepsilon^{2k});
   \]

   \[
   \lambda_{N+1}^\varepsilon = \lambda_N + \mu_2\varepsilon^{2k} + o(\varepsilon^{2k}).
   \]

The proof of the preceding corollary is contained in Section 5. It is deduced from the general case of elliptic holes in dimension 2. Even in this general case, we find sufficient conditions for eigenvalues splitting involving angles and coefficients appearing in the asymptotic behavior of eigenfunctions.

### 2 Asymptotic behavior of \((u^a, u^b)\)-capacities

The aim of this section is to study the asymptotic behavior of \( \text{Cap}_\Omega(\varepsilon \overline{\omega}, u^a, u^b) \) as \( \varepsilon \to 0 \). To reach this goal, we consider the case of dimension \( d = 2 \) and we assume some smoothness on the sets and some regularity on the functions \( u^a \) and \( u^b \) (see assumptions (A1)-(A4)). We recall here these assumptions. We will work in the frame of Schauder classes: we take

\[
\alpha \in ]0, 1[, \]
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and we assume that

\[ \Omega \text{ and } \omega \text{ are open bounded connected subsets of } \mathbb{R}^2 \text{ of class } C^{1,\alpha} \text{ such that } \mathbb{R}^2 \setminus \overline{\Omega} \text{ and } \mathbb{R}^2 \setminus \overline{\omega} \text{ are connected,} \]

and such that the origin 0 of \( \mathbb{R}^2 \) belongs both to \( \Omega \) and \( \omega \).

For the definition of functions and sets of the Schauder classes \( C^{0,\alpha} \) and \( C^{1,\alpha} \) we refer for example to Gilbarg and Trudinger [19, §6.2]. Condition (11) implies that there exists a real number \( \varepsilon_0 \) such that

\[ \varepsilon_0 > 0 \text{ and } \varepsilon \omega \subseteq \Omega \text{ for all } \varepsilon \in ]-\varepsilon_0,\varepsilon_0[. \]

Then we set

\[ \Omega_\varepsilon \equiv \Omega \setminus K_\varepsilon \text{ where } K_\varepsilon \equiv \varepsilon \omega \forall \varepsilon \in ]-\varepsilon_0,\varepsilon_0[. \]

Clearly, \( \Omega_\varepsilon \) is an open bounded connected subset of \( \mathbb{R}^2 \) of class \( C^{1,\alpha} \) for all \( \varepsilon \in ]-\varepsilon_0,\varepsilon_0[ \setminus \{0\} \). The boundary \( \partial \Omega_\varepsilon \) of \( \Omega_\varepsilon \) is the union of the two connected components \( \partial \Omega \) and \( \partial (\varepsilon \omega) = \varepsilon \partial \omega \), for all \( \varepsilon \in ]-\varepsilon_0,\varepsilon_0[ \). We also note that \( \Omega_0 = \Omega \setminus \{0\} \). Moreover, \( \{\varepsilon \omega\}_{\varepsilon>0} \) is a family of compact sets concentrating to the origin in the sense of [23, Definition 1.2].

As we have mentioned, we also need some regularity on the functions \( u^a, u^b \) namely, we ask that

\[ u^a, u^b \in H^1(\Omega) \text{ are analytic in a neighborhood of } 0. \]

Our aim is twofold. On one side, we wish to obtain accurate and explicit expansions for \( \text{Cap}_\Omega(\varepsilon \omega, u^a, u^b) \) in terms of the parameter \( \varepsilon \). On the other side, we also wish to emphasize the dependence on the geometric data of the problem (i.e., \( \Omega \) and \( \omega \)) and on the functions \( u^a \) and \( u^b \) on \( \text{Cap}_\Omega(\varepsilon \omega, u^a, u^b) \).

We observe that in this section we confine to the two-dimensional case. We exploit tools from potential theory and, as it happens often in this framework, the two-dimensional case and the one of dimension equal to or greater than three require a different analysis. This is mainly due to the different aspect of the fundamental solution of the Laplace equation: a logarithmic function of the \( |x| \) if the dimension is two and a multiple of \( |x|^2-d \) if the dimension \( d \) is equal to or greater than three.

### 2.1 Our strategy: the functional analytic approach

In order to study the asymptotic behavior of \( \text{Cap}_\Omega(\varepsilon \omega, u^a, u^b) \) as \( \varepsilon \to 0 \), we proceed as in [1] and we adopt the Functional Analytic Approach proposed by Lanza de Cristoforis [27, 28] for the analysis of singular perturbation problems in perforated domains (see also the monograph [14] for a detailed presentation of the method). By applying this approach, one can deduce the possibility to represent the solution or related functionals as convergent power series.

To analyze \( \text{Cap}_\Omega(\varepsilon \omega, u^a, u^b) \), we modify the results of [1], where we considered the \( u \)-capacity \( \text{Cap}_\Omega(u \omega, u) \). Although the modifications are quite straightforward, they require some attention to write out explicitly all the coefficients in the asymptotic expansions. For this reason, for the sake of clarity and completeness, we decided to include in the present paper all the modified statements and some of the proofs.

By assumption (12) on the analyticity of \( u^a \) and \( u^b \) together with analyticity results for the composition operator (see Böhme and Tomi [7, p. 10], Henry [20, p. 29], Valent [46, Thm. 5.2, Thm. 5.3]),
we deduce that, possibly shrinking $\varepsilon_0$, there exists two real analytic maps $U^a_\#$, $U^b_\#$ from $]-\varepsilon_0,\varepsilon_0[\to C^{1,\alpha}(\partial \omega)$ such that

$$u^a(\varepsilon t) = U^a_\#[\varepsilon](t), \quad u^b(\varepsilon t) = U^b_\#[\varepsilon](t), \quad \forall t \in \partial \omega, \forall \varepsilon \in ]-\varepsilon_0,\varepsilon_0]$$

(see Deimling [17, §15] for the definition and properties of analytic maps). Then for all $\varepsilon \in ]-\varepsilon_0,\varepsilon_0[\setminus\{0\}$, we denote by $u^a_\varepsilon$ and $u^b_\varepsilon$ the unique solutions in $C^{1,\alpha}(\Omega_\varepsilon)$ of the problems

$$\begin{cases}
\Delta u^a_\varepsilon = 0 & \text{in } \Omega_\varepsilon, \\
u^a_\varepsilon(x) = U^a_\#[\varepsilon](x/\varepsilon) & \text{for all } x \in \partial \omega, \\
u^a_\varepsilon(x) = 0 & \text{for all } x \in \partial \omega,
\end{cases}$$

and

$$\begin{cases}
\Delta u^b_\varepsilon = 0 & \text{in } \Omega_\varepsilon, \\
u^b_\varepsilon(x) = U^b_\#[\varepsilon](x/\varepsilon) & \text{for all } x \in \partial \omega, \\
u^b_\varepsilon(x) = 0 & \text{for all } x \in \partial \omega,
\end{cases}$$

respectively. Clearly,

$$V_{\varepsilon,\varepsilon^a}(x) = u^a_\varepsilon(x), \quad V_{\varepsilon,\varepsilon^b}(x) = u^b_\varepsilon(x), \quad \forall x \in \Omega_\varepsilon, \forall \varepsilon \in ]-\varepsilon_0,\varepsilon_0[\setminus\{0\},$$

$$V_{\varepsilon,\varepsilon^a}(x) = u^a_\varepsilon(x), \quad V_{\varepsilon,\varepsilon^b}(x) = u^b_\varepsilon(x), \quad \forall x \in \varepsilon \omega, \forall \varepsilon \in ]-\varepsilon_0,\varepsilon_0[\setminus\{0\}.$$ 

Accordingly, by the Divergence Theorem, we have that

$$\text{Cap}_\Omega(\varepsilon \omega, u^a, u^b) = \int_{\Omega_\varepsilon} \nabla u^a_\varepsilon \cdot \nabla u^b_\varepsilon \, dx + \int_{\varepsilon \omega} \nabla u^a_\varepsilon \cdot \nabla u^b_\varepsilon \, dx$$

$$= -\int_{\partial(\varepsilon \omega)} \frac{\partial u^a_\varepsilon}{\partial \nu_{\varepsilon \omega}} u^b_\varepsilon \, d\sigma + \varepsilon^2 \int_\omega (\nabla u^a_\varepsilon)(\varepsilon t) \cdot (\nabla u^b_\varepsilon)(\varepsilon t) \, dt$$

$$= -\int_{\partial \omega} \nu_\omega(t) \cdot \nabla \left(u^a_\varepsilon(\varepsilon t)\right) u^b_\varepsilon(\varepsilon t) \, d\sigma + \varepsilon^2 \int_\omega (\nabla u^a_\varepsilon)(\varepsilon t) \cdot (\nabla u^b_\varepsilon)(\varepsilon t) \, dt,$$

for all $\varepsilon \in ]-\varepsilon_0,\varepsilon_0[\setminus\{0\}$. Here above the symbols $\nu_\omega$ and $\nu_{\varepsilon \omega}$ denote the outward unit normal to $\partial \omega$ and to $\partial(\varepsilon \omega)$, respectively.

As we have mentioned, our goal is to provide a fully constructive and complete asymptotic expansion for $\text{Cap}_\Omega(\varepsilon \omega, u^a, u^b)$ as $\varepsilon \to 0$. As in [1], to obtain an asymptotic expansion of $\text{Cap}_\Omega(\varepsilon \omega, u^a, u^b)$, we follow the method developed in [16] for the solution of the Dirichlet problem in a planar perforated domain. By the computation in [15], the quantity $\text{Cap}_\Omega(\varepsilon \omega, u^a, u^b)$ can be expressed as the sum of two integrals:

$$\varepsilon^2 \int_\omega (\nabla u^a_\varepsilon)(\varepsilon t) \cdot (\nabla u^b_\varepsilon)(\varepsilon t) \, dt$$

and the opposite of the integral on $\partial \omega$ of the function

$$t \mapsto \nu_\omega(t) \cdot \nabla \left(u^a_\varepsilon(\varepsilon t)\right) u^b_\varepsilon(\varepsilon t).$$
2.2 Classical notions of potential theory

Formula (15) shows that \( \text{Cap}_\Omega(\varepsilon \mathcal{W}, u^a, u^b) \) can be expressed in terms of the gradient of the function \( u^a_\varepsilon \) which solve problem (14) and of the traces of the (given) functions \( u^a \) and \( u^b \). As a consequence, we need to understand the behavior of the solution to problem (14) as \( \varepsilon \to 0 \) and, in order to do so, we shall exploit the approach of [1] based on integral operators, which allows to convert a boundary value problem into a set of integral equations defined on the boundary of the domain.

These operators are integral operators whose kernel is the fundamental solution of the Laplacian or its normal derivative. Therefore, we introduce the fundamental solution \( S \) of \( \Delta \equiv \sum_{j=1}^Q \partial_j^2 \) in \( \mathbb{R}^2 \) as the function from \( \mathbb{R}^2 \setminus \{0\} \) to \( \mathbb{R} \) defined by

\[
S(x) = \frac{1}{2\pi} \log |x| \quad \forall x \in \mathbb{R}^2 \setminus \{0\}.
\]

Now let \( \mathcal{O} \) be an open bounded subset of \( \mathbb{R}^2 \) of class \( C^{1,\alpha} \).

We begin by introducing the single layer potential. If \( \phi \in C^{0,\alpha}(\partial \mathcal{O}) \), then the single layer potential \( v[\partial \mathcal{O}, \phi] \) with density \( \phi \) is the function defined by

\[
v[\partial \mathcal{O}, \phi](x) = \int_{\partial \mathcal{O}} \phi(y) S(x - y) \, d\sigma_y \quad \forall x \in \mathbb{R}^2,
\]

where \( d\sigma \) denotes the arc length element on \( \partial \mathcal{O} \). The function \( v[\partial \mathcal{O}, \phi] \) is continuous from \( \mathbb{R}^2 \) to \( \mathbb{R} \). The restriction \( v^+[\partial \mathcal{O}, \phi] \equiv v[\partial \mathcal{O}, \phi]|_{\mathcal{O}} \) belongs to \( C^{1,\alpha}(\overline{\mathcal{O}}) \). Moreover, if we denote by \( C^{1,\alpha}_{\text{loc}}(\mathbb{R}^2 \setminus \mathcal{O}) \) the space of functions on \( \mathbb{R}^2 \setminus \mathcal{O} \) whose restrictions to \( \mathcal{U} \) belong to \( C^{1,\alpha}(\mathcal{U}) \) for all open bounded subsets \( \mathcal{U} \) of \( \mathbb{R}^2 \setminus \mathcal{O} \), then \( v^+[\partial \mathcal{O}, \phi] \equiv v[\partial \mathcal{O}, \phi]|_{\mathbb{R}^2 \setminus \mathcal{O}} \) belongs to \( C^{1,\alpha}_{\text{loc}}(\mathbb{R}^2 \setminus \mathcal{O}) \).

Instead, for a function \( \psi \in C^{1,\alpha}(\partial \mathcal{O}) \), we denote by \( w[\partial \mathcal{O}, \psi] \) the double layer potential with density \( \psi \), namely

\[
w[\partial \mathcal{O}, \psi](x) = -\int_{\partial \mathcal{O}} \psi(y) \nu_\mathcal{O}(y) \cdot \nabla S(x - y) \, d\sigma_y \quad \forall x \in \mathbb{R}^2,
\]

where \( \nu_\mathcal{O} \) denotes the outer unit normal to \( \partial \mathcal{O} \) and the symbol \( \cdot \) denotes the scalar product in \( \mathbb{R}^2 \). Then the restriction \( w[\partial \mathcal{O}, \psi]|_{\mathcal{O}} \) extends to a function \( w^+[\partial \mathcal{O}, \psi] \) of \( C^{1,\alpha}(\overline{\mathcal{O}}) \) and the restriction \( w[\partial \mathcal{O}, \psi]|_{\mathbb{R}^2 \setminus \mathcal{O}} \) extends to a function \( w^-[\partial \mathcal{O}, \psi] \) of \( C^{1,\alpha}_{\text{loc}}(\mathbb{R}^2 \setminus \mathcal{O}) \).

In order to describe the properties of the trace of the double layer potential on \( \partial \mathcal{O} \) and of the normal derivative of the single layer potential, we introduce the boundary integral operators \( W_\mathcal{O} \) and \( W^*_\mathcal{O} \) as follows:

\[
W_\mathcal{O}[\psi](x) = \int_{\partial \mathcal{O}} \psi(y) \nu_\mathcal{O}(y) \cdot \nabla S(x - y) \, d\sigma_y \quad \forall x \in \partial \mathcal{O},
\]

for all \( \psi \in C^{1,\alpha}(\partial \mathcal{O}) \), and

\[
W^*_\mathcal{O}[\phi](x) = \int_{\partial \mathcal{O}} \phi(y) \nu_\mathcal{O}(x) \cdot \nabla S(x - y) \, d\sigma_y \quad \forall x \in \partial \mathcal{O},
\]

for all \( \phi \in C^{0,\alpha}(\partial \mathcal{O}) \). Then \( W_\mathcal{O} \) is a compact operator from \( C^{1,\alpha}(\partial \mathcal{O}) \) to itself and \( W^*_\mathcal{O} \) is a compact operator from \( C^{0,\alpha}(\partial \mathcal{O}) \) to itself (see Schauder [44] and [45]). The operators \( W_\mathcal{O} \) and \( W^*_\mathcal{O} \) are adjoint one to the other with respect to the duality on \( C^{1,\alpha}(\partial \mathcal{O}) \times C^{0,\alpha}(\partial \mathcal{O}) \) induced by the
inner product of the Lebesgue space $L^2(\partial \Omega)$ (see, e.g., Kress [23, Chap. 4]). For the theory of dual systems and the corresponding Fredholm Alternative Principle, we refer the reader to Kress [23] and Wendland [47, 48]. By means of the operators $W_\Omega$ and $W^*_\Omega$, we can describe the traces $w^+\partial \Omega, \psi|\partial \Omega$ and the normal derivatives $\nu _\Omega \cdot \nabla v^+\partial \Omega, \phi|\partial \Omega$:

$$w^+\partial \Omega, \psi|\partial \Omega = \frac{1}{2} \psi + W_\Omega \psi \quad \forall \psi \in C^{1, \alpha}(\partial \Omega),$$

$$\nu _\Omega \cdot \nabla v^+\partial \Omega, \phi|\partial \Omega = \frac{1}{2} \phi + W^*_\Omega \phi \quad \forall \phi \in C^{0, \alpha}(\partial \Omega)$$

(see, e.g., Folland [18, Chap. 3]).

We shall need to consider subspaces of $C^{0, \alpha}(\partial \Omega)$ and of $C^{1, \alpha}(\partial \Omega)$, consisting of functions with zero integral on $\partial \Omega$. Therefore, we set

$$C^{k, \alpha}(\partial \Omega)_0 \equiv \left\{ f \in C^{k, \alpha}(\partial \Omega) : \int_{\partial \Omega} f d\sigma = 0 \right\} \quad \text{for } k = 0, 1.$$

### 2.3 An integral formulation of the boundary value problem

To convert problem (14) into a system of integral equations, we follow the strategy of Lanza de Cristoforis [29] and of [16]. As in [1], we divide the problem in a part which can be solved in terms of the double layer potential and a part which will be represented by a single layer potential. Now we proceed as in [16] and we introduce the map $M \equiv (M^0, M^i, M_c)$ from $]-\varepsilon_0, \varepsilon_0[ \times C^{0, \alpha}(\partial \Omega) \times C^{0, \alpha}(\partial \omega)$ to $C^{0, \alpha}(\partial \Omega) \times C^{0, \alpha}(\partial \omega)_0 \times \mathbb{R}$ by setting

$$M^0[\varepsilon, \rho^0, \rho^i](x) \equiv \frac{1}{2} \rho^0(x) + W^*_\Omega[\rho^0](x) + \int_{\partial \omega} \rho^i(s) \nu_\Omega(x) \cdot \nabla S(x - \varepsilon s) d\sigma_s \quad \forall x \in \partial \Omega,$$

$$M^i[\varepsilon, \rho^0, \rho^i](t) \equiv \frac{1}{2} \rho^i(t) - W^*_\omega[\rho^i](t) - \varepsilon \int_{\partial \Omega} \rho^0(y) \nu_\omega(t) \cdot \nabla S(\varepsilon t - y) d\sigma_y \quad \forall t \in \partial \omega,$$

$$M_c[\varepsilon, \rho^0, \rho^i] \equiv \int_{\partial \omega} \rho^i d\sigma - 1,$$

for all $(\varepsilon, \rho^0, \rho^i) \in ]-\varepsilon_0, \varepsilon_0[ \times C^{0, \alpha}(\partial \Omega) \times C^{0, \alpha}(\partial \omega)$. Then we state the following result of Lanza de Cristoforis [29, §3] (see also [16, Prop. 4.1]).

**Proposition 2.1.** The following statements hold.

(i) The map $M$ is real analytic.

(ii) If $\varepsilon \in ]-\varepsilon_0, \varepsilon_0[\{0\}$, then there exists a unique pair $(\rho^0[\varepsilon], \rho^i[\varepsilon]) \in C^{0, \alpha}(\partial \Omega) \times C^{0, \alpha}(\partial \omega)$ such that $M[\varepsilon, \rho^0[\varepsilon], \rho^i[\varepsilon]] = 0$.

(iii) The map from $]-\varepsilon_0, \varepsilon_0[ \times C^{0, \alpha}(\partial \Omega) \times C^{0, \alpha}(\partial \omega)$ which takes $\varepsilon$ to $(\rho^0[\varepsilon], \rho^i[\varepsilon])$ is real analytic.

**Remark 2.2.** For each $\varepsilon \in ]-\varepsilon_0, \varepsilon_0[\{0\}$, let $\tau_\varepsilon$ be defined by $\tau_\varepsilon(x) \equiv \rho^0[\varepsilon](x)$ for all $x \in \partial \Omega$ and $\tau_\varepsilon(x) \equiv |\varepsilon|^{-1} \rho^i[\varepsilon](x/\varepsilon)$ for all $x \in \partial(\varepsilon \omega)$. Then

$$\frac{1}{2} \tau_\varepsilon + W^*_\Omega[\tau_\varepsilon] = 0, \quad \int_{\partial(\varepsilon \omega)} \tau_\varepsilon d\sigma = 1,$$

for all $\varepsilon \in ]-\varepsilon_0, \varepsilon_0[\{0\}$. 

14
We now consider the part which can be solved by the double layer potential. For \( \varepsilon \in ]-\varepsilon_0,\varepsilon_0[ \setminus \{0\} \), we define the boundary datum \( g^\varepsilon \) by setting

\[
g^\varepsilon(x) \equiv 0 \quad \forall x \in \partial \Omega, \quad g^\varepsilon(x) = U^\varepsilon[\varepsilon](x/\varepsilon) - \int_{\partial(\varepsilon \omega)} U^\varepsilon[\varepsilon](y/\varepsilon) \tau^\varepsilon(y) \, d\sigma_y \quad \forall x \in \partial(\varepsilon \omega),
\]

Standard Fredholm theory and classical potential theory imply that for \( \varepsilon \in ]-\varepsilon_0,\varepsilon_0[ \setminus \{0\} \) the function \( g^\varepsilon \) belongs to the image of the trace of the double layer potential (for the definition of \( U^\varepsilon \) see (13)). As in [16], we then define the map \( \Lambda \equiv (\Lambda^0,\Lambda^1) \) from \( ]-\varepsilon_0,\varepsilon_0[ \times C^{1,\alpha}(\partial \Omega) \times C^{1,\alpha}(\partial \omega) \) to \( C^{1,\alpha}(\partial \Omega) \times C^{1,\alpha}(\partial \omega) \) by

\[
\Lambda^0[\varepsilon,\theta^0,\theta^1](x) \equiv \frac{1}{2} \theta^0(x) + W^0[\theta^0](x)
\quad + \varepsilon \int_{\partial \omega} \theta^i(s) \nu_\omega(s) \cdot \nabla S(x - \varepsilon s) \, d\sigma_s \quad \forall x \in \partial \Omega,
\]

\[
\Lambda^1[\varepsilon,\theta^0,\theta^1](t) \equiv \frac{1}{2} \theta^i(t) - W^0[\theta^i](t) + w[\partial \Omega,\theta^0](\varepsilon t)
- \int_{\partial \omega} U^\varepsilon[\varepsilon](t) + \int_{\partial \omega} U^\varepsilon[\varepsilon] \rho^i[\varepsilon] \, d\sigma \quad \forall t \in \partial \omega,
\]

for all \( (\varepsilon,\theta^0,\theta^1) \in ]-\varepsilon_0,\varepsilon_0[ \times C^{1,\alpha}(\partial \Omega) \times C^{1,\alpha}(\partial \omega) \). Then we have the following result of Lanza de Cristoforis [29, §4] on the regularity of \( \Lambda \) (see [16, Prop. 4.3]).

**Proposition 2.3.** The following statements hold.

(i) The map \( \Lambda \) is real analytic.

(ii) If \( \varepsilon \in ]-\varepsilon_0,\varepsilon_0[ \), then there exists a unique pair \( (\theta^0[\varepsilon],\theta^1[\varepsilon]) \in C^{1,\alpha}(\partial \Omega) \times C^{1,\alpha}(\partial \omega) \) such that \( \Lambda[\varepsilon,\theta^0[\varepsilon],\theta^1[\varepsilon]] = 0 \).

(iii) The map from \( ]-\varepsilon_0,\varepsilon_0[ \) to \( C^{1,\alpha}(\partial \Omega) \times C^{1,\alpha}(\partial \omega) \) which takes \( \varepsilon \) to \( (\theta^0[\varepsilon],\theta^1[\varepsilon]) \) is real analytic.

**Remark 2.4.** For each \( \varepsilon \in ]-\varepsilon_0,\varepsilon_0[ \setminus \{0\} \), let \( \mu^\varepsilon \) be defined by \( \mu^\varepsilon(x) \equiv \theta^0[\varepsilon](x) \) for all \( x \in \partial \Omega \) and \( \mu^\varepsilon(x) \equiv \theta^i[\varepsilon](x/\varepsilon) \) for all \( x \in \partial(\varepsilon \omega) \). Then

\[
\frac{1}{2} \mu^\varepsilon + W^0[\mu^\varepsilon] = g^\varepsilon,
\]

for all \( \varepsilon \in ]-\varepsilon_0,\varepsilon_0[ \setminus \{0\} \).

We can recover the solution \( u^\varepsilon \) (and in particular the rescaled function \( t \mapsto u^\varepsilon(\varepsilon t) \)) by summing the double layer potential with density \( \mu^\varepsilon \) (see Remark 2.4) and a convenient multiple of the single layer potential with density \( \tau^\varepsilon \) (see Remark 2.2). By arguing as in [16, Prop. 4.5], we show in the following Proposition 2.5 how to represent the rescaled function \( u^\varepsilon(\varepsilon t) \) by means of the functions \( \rho^0[\varepsilon], \rho^i[\varepsilon], \theta^0[\varepsilon], \) and \( \theta^i[\varepsilon] \) introduced in Propositions 2.1 and 2.3 (see also Lanza de Cristoforis [29, §5] and [15, §2.4]).
Proposition 2.5. Let \( \varepsilon \in ]-\varepsilon_0, \varepsilon_0[ \setminus \{0\} \). Then
\[
u_\varepsilon(t) = w^+ \partial [\partial \Omega, \theta^0[\varepsilon]](\varepsilon t) - w^{-}[\partial \omega, \theta^0[\varepsilon]](t) + \int_{\partial \omega} U_{\#}^0\varepsilon \rho^1 [\varepsilon] d\sigma(v^+ [\partial \Omega, \rho_0^0[\varepsilon]](\varepsilon t) + v^- [\partial \omega, \rho^1[\varepsilon]](t) + \frac{\log |\varepsilon|}{2\pi}) + \left(\frac{1}{\int_{\partial \omega} d\sigma}\int_{\partial \omega} v[\partial \Omega, \rho_0^0[\varepsilon]](\varepsilon s) + v[\partial \omega, \rho^1[\varepsilon]](s) d\sigma + \frac{\log |\varepsilon|}{2\pi}\right)^{-1}
\]
for all \( t \in (\varepsilon^{-1}\Omega) \setminus \omega \).

2.4 Power series expansions of the auxiliary functions \((\rho^0[\varepsilon], \rho^1[\varepsilon])\) and \((\theta^0[\varepsilon], \theta^1[\varepsilon])\) around \( \varepsilon = 0 \)

As in [1], the plan is first to construct an expansion for \( \nu_\varepsilon(t) \cdot \nabla \left(u_\varepsilon^0(\varepsilon t)\right) u^b(\varepsilon t) \) and then to integrate such an expansion on \( \partial \omega \). We note that \( u_\varepsilon^0(\varepsilon t) \) is represented by means of the auxiliary density functions \((\rho^0[\varepsilon], \rho^1[\varepsilon])\) and \((\theta^0[\varepsilon], \theta^1[\varepsilon])\). Thus the plan is to obtain an expansion for those densities and then to get the one for \( u_\varepsilon^0(\varepsilon t) \) by exploiting the representation formula of Proposition 2.5.

The following Proposition 2.6 of [16, Prop. 5.1] provides a power series expansion around 0 of \((\rho^0[\varepsilon], \rho^1[\varepsilon])\). Throughout the paper, if \( j \in \{1, 2\} \), then \((\partial_j F)(y)\) denotes the partial derivative with respect to \( x_j \) of the function \( F(x) \equiv F(x_1, x_2) \) evaluated at \( y = (y_1, y_2) \in \mathbb{R}^2 \).

Proposition 2.6. Let \((\rho^0[\varepsilon], \rho^1[\varepsilon])\) be as in Proposition 2.5 for all \( \varepsilon \in ]-\varepsilon_0, \varepsilon_0[ \). Then there exist \( \varepsilon_\rho \in ]0, \varepsilon_0[ \) and a sequence \( \{(\rho^k_\rho, \rho^1_\rho)\}_{k \in \mathbb{N}} \) in \( C^{0,\alpha}(\partial \Omega) \times C^{0,\alpha}(\partial \omega) \) such that
\[
\rho^0[\varepsilon] = \sum_{k=0}^{+\infty} \frac{\rho^0_k}{k!} \varepsilon^k \text{ and } \rho^1[\varepsilon] = \sum_{k=0}^{+\infty} \frac{\rho^1_k}{k!} \varepsilon^k \quad \forall \varepsilon \in ]-\varepsilon_\rho, \varepsilon_\rho[,
\]
where the two series converge normally in \( C^{0,\alpha}(\partial \Omega) \) and in \( C^{0,\alpha}(\partial \omega) \), respectively, for all \( \varepsilon \in ]-\varepsilon_\rho, \varepsilon_\rho[ \). Moreover, the pair of functions \((\rho^0_\rho, \rho^1_\rho)\) is the unique solution in \( C^{0,\alpha}(\partial \Omega) \times C^{0,\alpha}(\partial \omega) \) of the following system of integral equations
\[
\frac{1}{2} \rho^0_\rho(x) + W^*_{\Omega}[\rho^0_\rho](x) = -\nu_{\Omega}(x) \cdot \nabla S(x) \quad \forall x \in \partial \Omega,
\]
\[
\frac{1}{2} \rho^1_\rho(t) - W^*_{\omega}[\rho^1_\rho](t) = 0 \quad \forall t \in \partial \omega,
\]
\[
\int_{\partial \omega} \rho^1_\rho d\sigma = 1,
\]
and for each \( k \in \mathbb{N} \setminus \{0\} \) the pair \((\rho^k, \rho^1_k)\) is the unique solution in \( C^{0,\alpha}(\partial \Omega) \times C^{0,\alpha}(\partial \omega) \) of the following system of integral equations which involves \( \{(\rho^j, \rho^j_\rho)\}_{j=0}^{k-1} \)
\[
\frac{1}{2} \rho^k_\rho(x) + W^*_{\Omega}[\rho^k_\rho](x)
= \sum_{j=0}^{k} \binom{k}{j} (-1)^{j+1} \sum_{h=0}^{j} \binom{j}{h} \nu_{\Omega}(x) \cdot (\nabla \partial^h_1 \partial^1_{2h} S)(x) \int_{\partial \omega} \rho^i_{k-j} (s) s_1 h_s^2 h_s^{-h} d\sigma \quad \forall x \in \partial \Omega,
\]
\[
\frac{1}{2} \rho^k_\rho(t) - W^*_{\omega}[\rho^k_\rho](t)
= \frac{1}{2} \rho^k_\rho(t) - W^*_{\omega}[\rho^k_\rho](t)
\]
and for each \( k \in \mathbb{N} \) and \( \theta \in \mathbb{N} \) following Proposition 2.7 (see [1, Prop. 3.2]).

\[
\begin{align*}
&\frac{1}{2} \frac{\partial^i_1}{\partial t^i_1}(t) - W_\omega[\theta^i_1](t) \\
&\quad = \sum_{l=0}^k \sum_{h=0}^j \int_{\partial \omega} \rho_{k-l-1}^j (\nabla \partial^h_1 \partial^{j-h}_2 S) d\sigma \\
&\quad \forall t \in \partial \omega ,
\end{align*}
\]

The coefficients in the power series expansion of \((\theta^o[\varepsilon], \theta^i[\varepsilon])\) are instead determined in the following Proposition 2.7 (see [1, Prop. 3.2]).

**Proposition 2.7.** Let \((\theta^o[\varepsilon], \theta^i[\varepsilon])\) be as in Proposition 2.3 for all \( \varepsilon \in [-\varepsilon_0, \varepsilon_0[ \). Then there exist \( \varepsilon_\theta \in [0, \varepsilon_0[ \) and a sequence \( \{(\theta^o_k, \theta^i_k)\}_{k \in \mathbb{N}} \) in \( C^{1,\alpha}(\partial \Omega) \times C^{1,\alpha}(\partial \omega)_0 \) such that

\[
\begin{align*}
\theta^o[\varepsilon] &= \sum_{k=0}^\infty \sum_{h=0}^k \frac{\theta^o_k}{k!} \varepsilon^k \\
\theta^i[\varepsilon] &= \sum_{k=0}^\infty \sum_{h=0}^k \frac{\theta^i_k}{k!} \varepsilon^k \\
(\theta^o_0, \theta^i_0) &= (0, 0), \quad \theta^0_1 = 0,
\end{align*}
\]

and \( \theta^i_1 \) is the unique solution in \( C^{1,\alpha}(\partial \omega)_0 \) of

\[
\begin{align*}
\frac{1}{2} \theta^0_k(x) + W_\Omega[\theta^o_k](x) \\
&= \sum_{j=0}^{k-2} \binom{k-1}{j} (-1)^{j+1} \sum_{h=0}^j \int_{\partial \omega} \theta^0_{k-l-1} \nu_\omega(s) s^h s^{j-h} d\sigma \\
&\quad \forall x \in \partial \Omega ,
\end{align*}
\]

and for each \( k \in \mathbb{N} \setminus \{0, 1\} \) the pair \((\theta^o_k, \theta^i_k)\) is the unique solution in \( C^{1,\alpha}(\partial \Omega) \times C^{1,\alpha}(\partial \omega)_0 \) of the following system of integral equations which involves \( \{(\theta^o_j, \theta^i_j)\}_{j=0}^{k-1} \),

\[
\begin{align*}
\frac{1}{2} \theta^0_k(t) - W_\omega[\theta^i_k](t) \\
&= \sum_{j=0}^{k-2} \binom{k-1}{j} (-1)^{j+1} \sum_{h=0}^j \int_{\partial \omega} \theta^0_{k-l-1} \nu_\omega(s) s^h s^{j-h} d\sigma \\
&\quad \forall t \in \partial \omega ,
\end{align*}
\]

\[
\begin{align*}
\frac{1}{2} \theta^i_k(x) - W_\omega[\theta^o_k](x) \\
&= \sum_{j=0}^{k-1} \binom{k}{j} (-1)^{j+1} \sum_{h=0}^j \int_{\partial \omega} \theta^0_{k-1} \nu_\omega(s) s^h s^{j-h} d\sigma \\
&\quad \forall x \in \partial \Omega ,
\end{align*}
\]

2.5 Series expansion of \( \nu_\omega(\cdot) \cdot \nabla \left( u^a_{\varepsilon}(\cdot) \right) u^b(\cdot) \) around \( \varepsilon = 0 \)

In order to compute an asymptotic expansion of

\[
- \int_{\partial \omega} \nu_\omega(t) \cdot \nabla \left( u^a_{\varepsilon}(\varepsilon t) \right) u^b(\varepsilon t) d\sigma_t
\]
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as $\varepsilon \to 0$, we now turn to construct a series expansion for $\nu_\omega(\cdot) \cdot \nabla(\nu_\omega^a(\varepsilon))u^b(\varepsilon)$ for $\varepsilon$ in a neighborhood of 0. The coefficients of such expansion will be defined by means of the derivatives of the functions $u^a$ and $u^b$ and of the sequences $\{(\rho_k^o, \rho_k^i)\}_{k \in \mathbb{N}}$ and $\{(\theta_k^o, \theta_k^i)\}_{k \in \mathbb{N}}$ introduced in Section 2.4.

As in [16, Prop. 6.1], in the following Proposition 2.8 we prove a representation formula which can be easily obtained by Propositions 2.5, 2.6 and 2.7, and by standard properties of real analytic maps (see also Lanza de Cristoforis [29, Theorem 5.3] and [15, Theorem 3.1]).

**Proposition 2.8.** Let $\{(\rho_k^o, \rho_k^i)\}_{k \in \mathbb{N}}$ and $\{(\theta_k^o, \theta_k^i)\}_{k \in \mathbb{N}}$ be as in Propositions 2.6 and 2.7, respectively. Let

$$
u_m^a(0) = 0 \quad \forall t \in \mathbb{R}^2 \setminus \omega,$$
$$u_m^a(1) = -w^{-}[\partial_\omega, \theta_1^i](t) \quad \forall t \in \mathbb{R}^2 \setminus \omega,$$
$$u_m^a(t) = \frac{1}{k!} \sum_{j=0}^{k-1} \binom{k}{j} (-1)^j \sum_{h=0}^{j} \binom{j}{h} t_1^{j-h} \int_{\partial \Omega} \theta_k^o - \rho_k^o \nabla \omega \cdot (\nabla \theta_1^o t_2^{j-h} S) d\sigma$$
$$- \frac{1}{k!} w^{-}[\partial_\omega, \theta_1^i](t) \quad \forall t \in \mathbb{R}^2 \setminus \omega, \quad \forall k \geq 2$$

and

$$v_m^a(t) = \frac{1}{k!} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \sum_{h=0}^{j} \binom{j}{h} s_1^{j-h} \int_{\partial \omega} \rho_k^o - \rho_k^o \partial_\omega \partial_2^{j-h} S d\sigma + \frac{1}{k!} w^{-}[\partial_\omega, \rho_k^i](t) \quad \forall t \in \mathbb{R}^2 \setminus \omega,$$

$$g_k = \frac{1}{k!} \int_{\partial \omega} \sum_{l=0}^{k} \sum_{h=0}^{l} \binom{k}{l} \binom{l}{h} \int_{\partial \omega} \rho_k^o - \rho_k^o \partial_\omega \partial_2^{j-h} u^a(0) d\sigma,$$

$$r_k = \frac{1}{k!} \int_{\partial \omega} \sum_{j=0}^{k} \binom{k}{j} (-1)^j \sum_{h=0}^{j} \binom{j}{h} t_1^{j-h} \int_{\partial \omega} s_1^{j-h} \partial_\omega \partial_2^{j-h} S d\sigma + \frac{1}{k!} \int_{\partial \omega} v[\partial_\omega, \rho_k^i] d\sigma,$$

for all $k \in \mathbb{N}$. Then the following statements hold.

(i) There exists $\varepsilon^*_m \in (0, \varepsilon_0]$ such that the series $\sum_{k=0}^{\infty} g_k^a \varepsilon^k$ and $\sum_{k=0}^{\infty} r_k \varepsilon^k$ converge absolutely for all $\varepsilon \in ] - \varepsilon^*_m, \varepsilon^*_m[$. Moreover,

$$g_0^a = u^a(0).$$

(ii) If $\Omega_m \subseteq \mathbb{R}^2 \setminus \omega$ is open and bounded, then there exists $\varepsilon_m \in ]0, \varepsilon^*_m[ \cap ]0, 1]$ such that $\varepsilon \Omega_m \subseteq \Omega$ for all $\varepsilon \in ] - \varepsilon_m, \varepsilon_m[$ and such that

$$u_\varepsilon^a(\cdot) |_{\Omega_m} = \sum_{k=1}^{\infty} u_{m,k}^a |_{\Omega_m} \varepsilon^k + \sum_{k=0}^{\infty} g_k^a \varepsilon^k \sum_{k=0}^{\infty} v_{m,k}^a |_{\Omega_m} \varepsilon^k + (2\pi)^{-1} \sum_{k=0}^{\infty} r_k \varepsilon^k + (2\pi)^{-1} \log |\varepsilon|$$

(17)

for all $\varepsilon \in ] - \varepsilon_m, \varepsilon_m \setminus \{0\}$. Moreover, the series $\sum_{k=1}^{\infty} u_{m,k}^a |_{\Omega_m} \varepsilon^k$ and $\sum_{k=0}^{\infty} v_{m,k}^a |_{\Omega_m} \varepsilon^k$ converge normally in $C^{1,\alpha}(\Omega_m)$ for all $\varepsilon \in ] - \varepsilon_m, \varepsilon_m[$.
We are now ready to obtain an expansion for the map in \([16]\) by exploiting Proposition \(2.8\).

**Proposition 2.9.** With the notation introduced in Proposition \(2.8\), let

\[
u_{\omega}(t) \cdot \nabla (u^a_{\#}(\varepsilon t)) u^b(\varepsilon t) = \sum_{k=1}^{\infty} \tilde{u}_k(t) \varepsilon^k + \left( \sum_{k=0}^{\infty} \tilde{g}_k(t) \varepsilon^k \right) \sum_{k=0}^{\infty} r_k \varepsilon^k + (2\pi)^{-1} \log |\varepsilon| \quad \forall t \in \partial \omega , \quad (18)
\]

for all \( \varepsilon \in \] − \bar{\varepsilon}, \bar{\varepsilon}[\} \{0\}. Moreover, the series \( \sum_{k=0}^{\infty} \tilde{g}_k \varepsilon^k \), \( \sum_{k=0}^{\infty} \tilde{u}_k \varepsilon^k \), and \( \sum_{k=0}^{\infty} v_k \varepsilon^k \) converge normally in \( C^{0,\alpha}(\partial \omega) \) for all \( \varepsilon \in \] − \bar{\varepsilon}, \bar{\varepsilon}[\)

**Proof.** Taking \( \bar{\varepsilon} \in ]0, \varepsilon^*[ \) small enough, we have that

\[
u_{\omega}(t) \cdot \nabla (u^a_{\#}(\varepsilon t)) u^b(\varepsilon t) = \sum_{k=1}^{\infty} \tilde{u}_k(t) \varepsilon^k + \left( \sum_{k=0}^{\infty} \tilde{g}_k(t) \varepsilon^k \right) \sum_{k=0}^{\infty} r_k \varepsilon^k + (2\pi)^{-1} \log |\varepsilon| \quad \forall t \in \partial \omega , \quad (18)
\]

for \( \varepsilon \in ] \] − \bar{\varepsilon}, \bar{\varepsilon}[\}, and that the power series \( \sum_{h=0}^{\infty} u^l_{\#}(h) \varepsilon^h \) converges normally in \( C^{0,\alpha}(\partial \omega) \) for all \( \varepsilon \in \] − \bar{\varepsilon}, \bar{\varepsilon}[\), for \( l = a, b \). We observe that, possibly taking a smaller \( \bar{\varepsilon} \),

\[
\left( \sum_{k=1}^{\infty} \nu_{\omega} \cdot \nabla u^a_{m,k}(\partial \omega) \varepsilon^k \right) \left( \sum_{h=0}^{\infty} u^b_{\#}(h) \varepsilon^h \right) = \sum_{k=0}^{\infty} \tilde{u}_k \varepsilon^k , \quad \left( \sum_{k=0}^{\infty} g_k \varepsilon^k \right) \left( \sum_{h=0}^{\infty} u^b_{\#}(h) \varepsilon^h \right) = \sum_{k=0}^{\infty} \tilde{g}_k \varepsilon^k
\]

where the series converge normally in \( C^{0,\alpha}(\partial \omega) \) for all \( \varepsilon \in \] − \bar{\varepsilon}, \bar{\varepsilon}[\) and we have set

\[
\tilde{u}_k = \sum_{l=0}^{k} \nu_{\omega} \cdot \nabla u^a_{m,l}(\partial \omega) u^b_{\#}(h) - t(\partial \omega) , \quad \tilde{g}_k = \sum_{l=0}^{k} g_k u^b_{\#}(h) - t(\partial \omega)
\]

Then by Proposition \(2.8\) (see formula \(17\)), we deduce the validity of \(18\). \(\square\)

The next step is to represent \( \nu_{\omega}(\cdot) \cdot \nabla (u^a_{\#}(\varepsilon \cdot)) \varepsilon^h \) as a convergent series of the type

\[
\sum_{n=0}^{\infty} \varphi(\cdot) \varepsilon^n .
\]
By exploiting exactly the same argument of \cite[Thm. 6.3]{16}, we can prove Theorem 2.10 below where we obtain a series expansion for the map

\[ \varepsilon \mapsto \nu(\cdot) \cdot \nabla \left( u^a(\varepsilon \cdot) \right) |_{\partial \omega} u^b(\varepsilon \cdot) |_{\partial \omega}. \]

**Theorem 2.10.** With the notation introduced in Proposition 2.8, let \( \{\tilde{a}_n\}_{n \in \mathbb{N}} \) be the sequence of functions from \( \partial \omega \) to \( \mathbb{R} \) defined by

\[ \tilde{a}_n \equiv \sum_{k=0}^{n} \tilde{g}_{n-k} \tilde{v}_k \quad \forall n \in \mathbb{N}. \]

Let \( \{\tilde{\lambda}_{(n,l)}\}_{(n,l) \in \mathbb{N}^2, l \leq n+1} \) be the family of functions from \( \partial \omega \) to \( \mathbb{R} \) defined by

\[ \tilde{\lambda}_{(n,0)} \equiv \tilde{u}_n, \quad \tilde{\lambda}_{(n,1)} \equiv \tilde{a}_n, \]

for all \( n \in \mathbb{N} \), and

\[ \tilde{\lambda}_{(n,l)} \equiv (-1)^{l-1} \sum_{k=1}^{n} \tilde{a}_{n-k} \sum_{\beta \in \mathbb{N} \setminus \{0\}^{l-1}} \prod_{h=1}^{l-1} (r_0 + (2\pi)^{-1} \log |\varepsilon|)_{\beta_h} \]

for all \( n, l \in \mathbb{N} \) with \( 2 \leq l \leq n + 1 \). Then there exists \( \varepsilon' \in [0, \varepsilon_0] \cap \{0, 1\} \) such that

\[ \nu(\cdot) \cdot \nabla \left( u^a(\varepsilon \cdot) \right) u^b(\varepsilon \cdot) = \sum_{n=0}^{\infty} \sum_{l=0}^{n+1} \frac{\tilde{\lambda}_{(n,l)}(t)}{(r_0 + (2\pi)^{-1} \log |\varepsilon|)^l} \quad \forall t \in \partial \omega, \]  

for all \( \varepsilon \in [\varepsilon', \varepsilon' \setminus \{0\}] \). Moreover, the series

\[ \sum_{n=0}^{\infty} \sum_{l=0}^{n+1} \frac{\tilde{\lambda}_{(n,l)}(t)}{(r_0\eta + (2\pi)^{-1} \log |\varepsilon'|)^l} \]

converges normally in \( C^{1,\alpha}(\partial \omega) \) for all \( (\varepsilon, \eta) \in [\varepsilon', \varepsilon' \setminus \{0\}] \).

**Remark 2.11.** With the notation of Theorem 2.10 a straightforward computation shows that

\[ \tilde{\lambda}_{(0,0)} = \tilde{u}_0 = 0, \]
\[ \tilde{\lambda}_{(0,1)} = \tilde{a}_0 = u^a(0)u^b(0) \frac{\partial}{\partial \nu_{\omega}} v^\ast \left[ \partial \omega, \rho_0 \right]. \]

### 2.6 Series expansion of \( \text{Cap}_\Omega(\varepsilon \mathbb{I}, u^a, u^b) \)

We now wish to compute a series expansion of the \( (u^a, u^b) \)-capacity \( \text{Cap}_\Omega(\varepsilon \mathbb{I}, u^a, u^b) \). Since \( \text{Cap}_\Omega(\varepsilon \mathbb{I}, u^a, u^b) \) is represented as a combination of \( \int_{\varepsilon \omega} \nabla u^a \cdot \nabla u^b \, dx \) and of \( \int_{\varepsilon \omega} \nabla u^a \cdot \nabla u^b \, dx \), as a first step, we provide an expansion for \( \int_{\varepsilon \omega} \nabla u^a \cdot \nabla u^b \, dx \) around \( \varepsilon = 0 \). The term \( \int_{\varepsilon \omega} \nabla u^a \cdot \nabla u^b \, dx \) depends analytically on \( \varepsilon \). As a consequence, it can be expanded in a power series and we compute such a power series in the following lemma.
Lemma 2.12. Let \( \{ \xi_n \}_{n \in \mathbb{N}} \) be the sequence of real numbers defined by

\[
\xi_0 \equiv 0, \quad \xi_1 \equiv 0, \quad \xi_n \equiv \sum_{j=1}^{2} \sum_{l=0}^{n-2} \int_{\omega} \partial_j u^a_{\#,l+1}(t) \partial_j u^b_{\#,n-l-1}(t) \, dt \quad \forall n \geq 2 .
\]

Then there exists \( \varepsilon_\xi \in ]0, \varepsilon_0[ \) such that

\[
\int_{\varepsilon \omega} \nabla u^a \cdot \nabla u^b \, dx = \sum_{n=2}^{\infty} \xi_n \varepsilon^n
\]

for all \( \varepsilon \in ] - \varepsilon_\xi, \varepsilon_\xi \[ \). Moreover,

\[
\xi_2 = \nabla u^a(0) \cdot \nabla u^b(0) m_2(\omega),
\]

and the series

\[
\sum_{n=2}^{\infty} \xi_n \varepsilon^n
\]

converges absolutely for all \( \varepsilon \in ] - \varepsilon_\xi, \varepsilon_\xi \[ \). (The symbol \( m_2(\ldots) \) denotes the two-dimensional Lebesgue measure of a set).

Proof. By the Theorem of change of variable in integrals, we have

\[
\int_{\varepsilon \omega} \nabla u^a \cdot \nabla u^b \, dx = \varepsilon^2 \int_{\omega} (\nabla u^a)(\varepsilon t) \cdot (\nabla u^b)(\varepsilon t) \, dt,
\]

for all \( \varepsilon \in ] - \varepsilon_0, \varepsilon_0[ \). Let \( j \in \{1, 2\} \). Assumption \([12]\) on the analyticity of \( u^a \) and \( u^b \) and analyticity results for the composition operator (see Böhm and Tomi \([7\) p. 10], Henry \([20\) p. 29], Valent \([16\ Thm. 5.2, p. 44\), imply that there exists \( \varepsilon_\xi \in ]0, \varepsilon_0[ \) such that the maps from \( ] - \varepsilon_\xi, \varepsilon_\xi \[ \) to \( C^{0,\alpha}(\overline{\omega}) \) which take \( \varepsilon \) to \( (\partial_j u^l)(\varepsilon \cdot)_{\overline{\omega}} \), \( l = a, b \) are real analytic. Also, possibly shrinking \( \varepsilon_\xi \), one can verify that for \( \varepsilon \in ] - \varepsilon_\xi, \varepsilon_\xi \[ \),

\[
(\partial_j u^l)(\varepsilon t) = \sum_{h=0}^{\infty} \partial_j u^l_{\#,h+1}(t) \varepsilon^h \quad \forall t \in \overline{\omega}, \quad l = a, b,
\]

where the series \( \sum_{h=0}^{\infty} \partial_j u^l_{\#,h+1} \varepsilon^h \) converges normally in \( C^{0,\alpha}(\overline{\omega}) \) for all \( \varepsilon \in ] - \varepsilon_\xi, \varepsilon_\xi \[ \), for \( l = a, b \). Accordingly,

\[
(\partial_j u^a)(\varepsilon t) (\partial_j u^b)(\varepsilon t) = \sum_{n=0}^{\infty} \left( \sum_{l=0}^{n} \partial_j u^a_{\#,l+1}(t) \partial_j u^b_{\#,n-l-1}(t) \right) \varepsilon^n \quad \forall t \in \overline{\omega}, \forall \varepsilon \in ] - \varepsilon_\xi, \varepsilon_\xi \[ \).
\]

Moreover, by the continuity of the linear operator from \( C^{0,\alpha}(\overline{\omega}) \) to \( \mathbb{R} \) which takes a function \( h \) to its integral \( \int_{\omega} h \, dt \), by summing on \( j \in \{1, 2\} \), possibly taking a smaller \( \varepsilon_\xi \), we have that

\[
\int_{\omega} (\nabla u^a)(\varepsilon t) \cdot (\nabla u^b)(\varepsilon t) \, dt = \sum_{n=0}^{\infty} \left( \sum_{j=1}^{2} \sum_{l=0}^{n} \int_{\omega} \partial_j u^a_{\#,l+1}(t) \partial_j u^b_{\#,n-l-1}(t) \, dt \right) \varepsilon^n , \quad (20)
\]
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for all $\varepsilon \in ] - \varepsilon, \varepsilon \setminus \{0\}$. Also,

$$
\sum_{j=1}^{2} \int_{\omega} \partial_j u^a_{\#}(t) \partial_j u^b_{\#}(t) \ dt = \nabla u^a(0) \cdot \nabla u^b(0) m_2(\omega).
$$

Finally, by multiplying equation (20) by $\varepsilon^2$, we deduce the validity of the lemma.

We are now ready to deduce the validity of our main result of this section on the asymptotic behavior of $\text{Cap}_\Omega(\varepsilon \omega, u^a, u^b)$.

**Theorem 2.13.** With the notation introduced in Proposition 2.8, Theorem 2.10 and Lemma 2.12, let $\{c_{(n,l)}\}_{(n,l) \in \mathbb{N}^2}$ be the family of real numbers defined by

$$
c_{(n,l)} = - \int_{\partial\omega} \hat{\lambda}_{(n,l)} \ d\sigma + \delta_{0,l} \xi_n,
$$

for all $n,l \in \mathbb{N}$ with $l \leq n + 1$ (where $\delta_{0,l} = 1$ if $l = 0$ and $\delta_{0,l} = 0$ if $l \neq 0$). Then there exists $\varepsilon_c \in ]0, \varepsilon_0]\cap]0, 1[$ such that the series

$$
\sum_{n=0}^{\infty} \varepsilon^n \sum_{l=0}^{n+1} \frac{c_{(n,l)} \eta^l}{(r_0 \eta + (2\pi)^{-1} \varepsilon^l)}
$$

converges absolutely for all $(\varepsilon, \eta) \in ] - \varepsilon, \varepsilon \setminus \{0\}] \times \mathbb{R}$ and that

$$
\text{Cap}_\Omega(\varepsilon \omega, u^a, u^b) = \sum_{n=0}^{\infty} \varepsilon^n \sum_{l=0}^{n+1} \frac{c_{(n,l)}}{(r_0 + (2\pi)^{-1} \log |\varepsilon|)^l}
$$

for all $\varepsilon \in ] - \varepsilon, \varepsilon \setminus \{0\}$.

**Proof.** By integrating over $\partial\omega$ formula (19) and adding the coefficients of Lemma 2.12 and by Theorem 2.10 we immediately deduce the validity of the statement.

**Remark 2.14.** With the notation of Theorem 2.13, we observe that Remark 2.11 and a straightforward computation based on Folland [18, Lem. 3.30] imply that

$$
c_{(0,0)} = 0, \quad c_{(0,1)} = -u^a(0)u^b(0).
$$

Moreover, if we denote by $H^0_0$ the unique solution in $C^{1,\alpha}(\overline{\Omega})$ of

$$
\begin{cases}
\Delta H^0_0 = 0 & \text{in } \Omega, \\
H^0_0(x) = S(x) & \text{for all } x \in \partial\Omega,
\end{cases}
$$

and by $H^0_1$ the unique solution in $C^{1,\alpha}_{\text{loc}}(\mathbb{R}^2 \setminus \omega)$ of

$$
\begin{cases}
\Delta H^0_1 = 0 & \text{in } \mathbb{R}^2 \setminus \omega, \\
H^0_1(t) = S(t) & \text{for all } t \in \partial\omega, \\
\sup_{t \in \mathbb{R}^2 \setminus \omega} |H^0_1(t)| < +\infty,
\end{cases}
$$
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By condition (22) and Proposition 2.7 we have that
$$r_0 = \lim_{t \to \infty} H_0^i(t) - H_0^0(0).$$

Accordingly,
$$\text{Cap}_\Omega(\varepsilon, u^a, u^b) = -\frac{u^a(0)u^b(0)}{\lim_{t \to \infty} H_0^i(t) - H_0^0(0) + (2\pi)^{-1} \log |\varepsilon|} + \varepsilon \left( \sum_{n=1}^\infty \varepsilon^{n-1} \sum_{l=0}^{n-1} \left( \lim_{l \to \infty} \frac{c_{\(n,l\)}}{H_0^i(t) - H_0^0(0) + (2\pi)^{-1} \log |\varepsilon|} \right)^l \right)$$

for all $\varepsilon \in [\varepsilon_c, \varepsilon_c[ \setminus \{0\}$.

### 2.7 Asymptotic behavior of $\text{Cap}_\Omega(\varepsilon, u^a, u^b)$ under vanishing assumption for $u^a$ and $u^b$

The aim of this subsection is to discuss the behavior of $\text{Cap}_\Omega(\varepsilon, u^a, u^b)$ under the assumption that $u^a$ and $u^b$ vanish together with their derivatives up to a certain order. We work as in [1, §5.1] and we assume that there exist $\overline{k^a}, \overline{k^b} \in \mathbb{N} \setminus \{0\}$ such that
$$D^\gamma u^l(0) = 0 \quad \forall |\gamma| < \overline{k^l}, \quad D^\beta u^l(0) \neq 0 \quad \text{for some } \beta^l \in \mathbb{N}^2 \text{ with } |\beta^l| = \overline{k^l}, \quad l = a, b. \quad (22)$$

By condition (22) and Proposition 2.7 we have that
$$(\theta^i_k, \theta^0_k) = (0, 0) \quad \forall k < \overline{k^a}, \quad \theta^0_k = 0, \quad (23)$$

and that $\theta^i_k$ is the unique solution in $C^{1,\sigma}(\partial \omega)_0$ of
$$\frac{1}{2} \theta^i_k(t) - W_\omega[\theta^0_k](t) = k^a \left( u^a_{\#, \overline{k^a}}(t) - \int_{\partial \omega} u^a_{\#, \overline{k^a}} \rho^i_0 \ d\sigma \right) \quad \forall t \in \partial \omega. \quad (24)$$

By (23), (24) and by Proposition 2.8 we deduce that
$$u^a_{m,k} = 0 \quad \forall k < \overline{k^a}, \quad u^a_{m,k} = -\frac{1}{\overline{k^a}} \left( w^\gamma \rho^i_0 |_{\partial \omega, \theta^i_k} \right). \quad (25)$$

Classical potential theory implies that $u^a_{m,k}$ is the unique solution in $C^{1,\sigma}_{\text{loc}}(\mathbb{R}^2 \setminus \omega)$ of
$$\begin{cases} \Delta u^a_{m,k} = 0 & \text{in } \mathbb{R}^2 \setminus \overline{\omega}, \\ u^a_{m,k}(t) = u^a_{\#, \overline{k^a}}(t) - \int_{\partial \omega} u^a_{\#, \overline{k^a}} \rho^i_0 \ d\sigma & \text{for all } t \in \partial \omega, \\ \sup_{t \in \mathbb{R}^2 \setminus \omega} |u^a_{m,k}(t)| < +\infty. \end{cases}$$

Also, by assumption (22) and Proposition 2.8 we deduce that
$$y^a_k = 0 \quad \forall k < \overline{k^a}, \quad y^a_k = \frac{1}{\overline{k^a}} \sum_{h=0}^{\overline{k^a}} \left( \overline{k^a} \right)_h \int_{\partial \omega} s^h u^a_{\#, \overline{k^a}}(t) \rho^i_0(s) \ d\sigma = \int_{\partial \omega} u^a_{\#, \overline{k^a}} \rho^i_0 \ d\sigma. \quad (26)$$
Then by (22) and by Proposition 2.9 we verify that

\[ u^{l}_{#,k} = 0 \quad \forall k < \overline{k}^{l}, \quad l = a, b. \tag{27} \]

As a consequence, Proposition 2.9 and equations (25), (27) imply

\[ \tilde{u}_{k} = 0 \quad \forall k < \overline{k}^{a} + \overline{k}^{b}, \quad \tilde{u}_{\overline{k}^{a} + \overline{k}^{b}} = \left( \frac{\partial u^{a}_{m,k}}{\partial \nu_{\omega}} \right) u^{b}_{#,k} |_{\partial \omega}. \tag{28} \]

Furthermore, by (26) and (27) we have

\[ \tilde{g}_{k} = 0 \quad \forall k < \overline{k}^{a} + \overline{k}^{b}, \quad \tilde{g}_{\overline{k}^{a} + \overline{k}^{b}} = \tilde{g}_{\overline{k}^{a} + \overline{k}^{b}} = \tilde{b}_{\overline{k}^{a} + \overline{k}^{b}} \tilde{v}_{0} = \tilde{b}_{\overline{k}^{a} + \overline{k}^{b}} \left( \int_{\partial \omega} u^{a}_{#,k} \rho_{0}^{i} d\sigma \right) u^{b}_{#,k} |_{\partial \omega}. \tag{29} \]

To compute the coefficients of the expansion of the \((u^{a}, u^{b})\)-capacity \( \text{Cap}_{\Omega}(\varepsilon \nabla, u^{a}, u^{b}) \), as an intermediate step, we consider the quantities \( \tilde{a}_{n}, \lambda_{(n,l)} \) introduced in Theorem 2.10 for representing the behavior of \( \nu_{\omega}(\cdot) \cdot \nabla (u^{a}_{\varepsilon}(\varepsilon)) |_{\partial \omega} u^{b}(\varepsilon) \). A straightforward computation based on (28), (29) implies that

\[ \tilde{a}_{n} = 0 \quad \forall n < \overline{k}^{a} + \overline{k}^{b}, \quad \tilde{a}_{\overline{k}^{a} + \overline{k}^{b}} = \tilde{g}_{\overline{k}^{a} + \overline{k}^{b}} \tilde{v}_{0} = \tilde{b}_{\overline{k}^{a} + \overline{k}^{b}} \left( \int_{\partial \omega} u^{a}_{#,k} \rho_{0}^{i} d\sigma \right) u^{b}_{#,k} |_{\partial \omega}, \tag{30} \]

and accordingly

\[ \tilde{\lambda}_{(n,0)} = 0 \quad \forall n < \overline{k}^{a} + \overline{k}^{b}, \quad \tilde{\lambda}_{\overline{k}^{a} + \overline{k}^{b}, 0} = \tilde{u}_{\overline{k}^{a} + \overline{k}^{b}} = \left( \frac{\partial u^{a}_{m,k}}{\partial \nu_{\omega}} \right) u^{b}_{#,k} |_{\partial \omega}, \tag{31} \]

and

\[ \tilde{\lambda}_{(n,l)} = 0 \quad \forall (n, l) \text{ such that } n - l + 1 < \overline{k}^{a} + \overline{k}^{b} \text{ and that } 2 \leq l \leq n + 1. \tag{32} \]

In particular, \( \tilde{\lambda}_{(n,l)} = 0 \) for all \((n, l)\) such that \( n < \overline{k}^{a} + \overline{k}^{b} + 1 \) and that \( 2 \leq l \leq n + 1 \). Furthermore, by a simple computation we have that

\[ \xi_{n} = 0 \quad \forall n < \overline{k}^{a} + \overline{k}^{b}, \quad \xi_{\overline{k}^{a} + \overline{k}^{b}} = \int_{\omega} \nabla u^{a}_{#,k} \cdot \nabla u^{b}_{#,k} dt. \]

Finally, by Theorem 2.13 and by integrating equalities (30)-(32), we obtain

\[ c_{(n,0)} = 0 \quad \forall n < \overline{k}^{a} + \overline{k}^{b}, \]

\[ c_{\overline{k}^{a} + \overline{k}^{b}, 0} = - \int_{\partial \omega} \tilde{u}_{\overline{k}^{a} + \overline{k}^{b}} d\sigma \int_{\omega} \nabla u^{a}_{#,k} \cdot \nabla u^{b}_{#,k} dt = - \int_{\partial \omega} \left( \frac{\partial u^{a}_{m,k}}{\partial \nu_{\omega}} \right) u^{b}_{#,k} |_{\partial \omega} d\sigma \int_{\omega} \nabla u^{a}_{#,k} \cdot \nabla u^{b}_{#,k} dt, \]

\[ c_{(n,1)} = 0 \quad \forall n < \overline{k}^{a} + \overline{k}^{b}, \quad c_{\overline{k}^{a} + \overline{k}^{b}, 1} = - \int_{\partial \omega} \tilde{u}_{\overline{k}^{a} + \overline{k}^{b}} d\sigma = - \int_{\partial \omega} u^{a}_{#,k} \rho_{0}^{i} d\sigma \int_{\omega} \tilde{b}_{\overline{k}^{a} + \overline{k}^{b}} \tilde{v}_{0} u^{b}_{#,k} |_{\partial \omega} d\sigma, \]
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and
\[ c_{(n,l)} = 0 \quad \forall (n,l) \text{ such that } n - l + 1 < k^a + k^b \] and that \( 2 \leq l \leq n + 1 \).

In particular, \( c_{(n,l)} = 0 \) for all \((n,l)\) such that \( n < k^a + k^b + 1 \) and that \( 2 \leq l \leq n + 1 \). We also note that, since \( u_{m,k}^a = -\frac{1}{k} \omega^{-} [\partial \omega, \rho_i^k] \), then \( u_{m,k}^a \) is harmonic at infinity (see (25)). As a consequence, by the decay properties of its radial derivative (see Folland [18, Prop. 2.75]) and by the Divergence Theorem one verifies that
\[ \int_{\partial \omega} \frac{\partial u_{m,k}^a}{\partial \nu} \, d\sigma = 0. \]

Then, for \( l = a, b \), we denote by \( u_{k}^l \) the unique solution in \( C^{1,\alpha}_{\text{loc}}(\mathbb{R}^2 \setminus \omega) \) of
\[
\begin{align*}
\Delta u_{k}^l &= 0 & \text{in } \mathbb{R}^2 \setminus \omega, \\
 u_{k}^l(t) &= u_{\neq k}^l(t) & \text{for all } t \in \partial \omega, \\
 \sup_{t \in \mathbb{R}^2 \setminus \omega} |u_{k}^l(t)| &< +\infty.
\end{align*}
\]

Then clearly
\[ u_{m,k}^a = u_{m,k}^a + \int_{\partial \omega} u_{\neq k}^a \rho_0^i \, d\sigma, \]
and thus
\[ -\int_{\partial \omega} \left( \frac{\partial u_{m,k}^a}{\partial \nu} \right) u_{\neq k}^b \, d\sigma = -\int_{\partial \omega} \left( \frac{\partial u_{k}^a}{\partial \nu} \right) u_{\neq k}^b \, d\sigma. \]

On the other hand, the harmonicity at infinity of \( u_{m,k}^a, u_{k}^b \) and the Divergence Theorem imply that
\[ \int_{\mathbb{R}^2 \setminus \omega} \nabla u_{m,k}^a \cdot \nabla u_{k}^b \, dt = -\int_{\partial \omega} \left( \frac{\partial u_{m,k}^a}{\partial \nu} \right) u_{k}^b \, d\sigma \]
(see Folland [18, p. 118]). Hence,
\[ -\int_{\partial \omega} \left( \frac{\partial u_{m,k}^a}{\partial \nu} \right) u_{\neq k}^b \, d\sigma = \int_{\mathbb{R}^2 \setminus \omega} \nabla u_{m,k}^a \cdot \nabla u_{k}^b \, dt. \]

We now consider
\[ -\int_{\partial \omega} u_{\neq k}^a \rho_0^i \, d\sigma \int_{\partial \omega} \tilde{v}_0 u_{k}^b \, d\sigma. \]

First, we note that
\[ \tilde{v}_0 = \nu_{\omega} \cdot \nabla v_{m,0|\partial \omega} = \nu_{\omega} \cdot \nabla v^{-} [\partial \omega, \rho_0^i]|_{\partial \omega}. \]

On the other hand, Proposition 2.6 and the jump formula for the normal derivative of the single layer potential imply that
\[ \nu_{\omega} \cdot \nabla v^{-} [\partial \omega, \rho_0^i]|_{\partial \omega} = \frac{1}{2} \rho_0^i + W_{\omega}^s[\rho_0^i] = \frac{1}{2} \rho_0^i + \frac{1}{2} \rho_0^i = \rho_0^i. \]

Accordingly,
\[ \int_{\partial \omega} \tilde{v}_0 u_{k}^b \, d\sigma = \int_{\partial \omega} u_{\neq k}^b \rho_0^i \, d\sigma. \]
By \cite{16} Proof of Lem. 7.2, we have
\[\int_{\partial\omega} u^l_{\#K} \rho^l_0 \, d\sigma = \lim_{t \to \infty} u^l_k(t) \quad l = a, b,\]
which implies
\[- \int_{\partial\omega} u^a_{\#K} \rho^a_0 \, d\sigma \int_{\partial\omega} \tilde{v}_0 u^b_{\#K} \, d\sigma = - \left( \lim_{t \to \infty} u^a_k(t) \right) \left( \lim_{t \to \infty} u^b_k(t) \right).\]

Under assumption \cite{22}, by Remark 2.14 and formula \cite{21}, we can now deduce the validity of the following.

**Theorem 2.15.** Let assumption \cite{22} hold. Then
\[\text{Cap}_\Omega(\varepsilon, u^a, u^b) = \varepsilon^{K_a + K_b} \left( \int_{\mathbb{R}^2 \setminus \Omega} \nabla u^a_k \cdot \nabla u^b_k \, dt + \int_{\Omega} \nabla u^a_{\#K} \cdot \nabla u^b_{\#K} \, dt \right) + o(\varepsilon^{K_a + K_b}) \quad \text{as} \quad \varepsilon \to 0.\]

Moreover, we note that the terms \(\int_{\mathbb{R}^2 \setminus \Omega} \nabla u^a_k \cdot \nabla u^b_k \, dt\) and \(\int_{\Omega} \nabla u^a_{\#K} \cdot \nabla u^b_{\#K} \, dt\) depend both on the geometrical properties of the set \(\omega\) and on the behavior at 0 of the functions \(u^a\) and \(u^b\) (but not on \(\Omega\)).

### 3 Perturbation of eigenvalues

In order to find an approximation of the perturbed eigenvalues \(\{\lambda_j^\varepsilon\}\), we use a slight modification of a lemma from G. Courtois \cite{12}, itself based on the work of Y. Colin de Verdière \cite{13}. For completeness, we give its proof in Appendix \cite{13}.

**Proposition 3.1.** Let \((\mathcal{H}, \| \cdot \|)\) be a Hilbert space and \(q\) be a quadratic form, semi-bounded from below (not necessarily positive), with domain \(\mathcal{D}\) dense in \(\mathcal{H}\) and with discrete spectrum \(\{\nu_i\}_{i \geq 1}\). Let \(\{f_i\}_{i \geq 1}\) be an orthonormal basis of eigenvectors of \(q\). Let \(N\) and \(m\) be positive integers, \(F\) an \(m\)-dimensional subspace of \(\mathcal{D}\) and \(\{\xi_i^F\}_{i = 1}^m\) the eigenvalues of the restriction of \(q\) to \(F\).

Assume that there exist positive constants \(\gamma\) and \(\delta\) such that
\[(H1) \quad 0 < \delta < \gamma/\sqrt{2};\]
(H2) for all \(i \in \{1, \ldots, m\}\), \(\nu_{N_i} \leq \gamma\), \(\nu_{N+m} \geq \gamma\) and, if \(N \geq 2\), \(\nu_{N-1} \leq -\gamma\); 

(H3) \(|q(\varphi, g)| \leq \delta \|\varphi\| \|g\|\) for all \(g \in \mathcal{D}\) and \(\varphi \in F\).

Then we have

(i) \(|\nu_{N_i} - \xi^F_i| \leq \frac{\delta^2}{\gamma}\) for all \(i = 1, \ldots, m\); 

(ii) \(|\Pi_N - I|_{L(F,H)} \leq \sqrt{2}\delta/\gamma\), where \(\Pi_N\) is the projection onto the subspace of \(\mathcal{D}\) spanned by \(\{g_N, \ldots, g_{N+m-1}\}\).

Our subsequent analysis is close to [12, Proof of Theorem 1.2], except that we replace the standard capacity with our generalized \(u\)-capacity (or \((u,v)\)-capacity). Before proceeding, we recall the following crucial result from [2].

**Lemma 3.2.** ([2, Lemma A.1]) For any \(f \in H^1_0(\Omega)\) we have

\[
\int_\Omega |V_{K_\varepsilon,f}|^2 \, dx = o(\text{Cap}_\Omega(K_\varepsilon, f)) \quad \text{as} \quad \varepsilon \to 0.
\]

We also establish a series of preparatory lemmas. For \(\varepsilon > 0\), we denote by \(\Pi_\varepsilon\) the linear mapping

\[
\Pi_\varepsilon : H^1_0(\Omega) \to H^1_0(\Omega \setminus K_\varepsilon)
\]

\[
u_\varepsilon \mapsto u - V_{K_\varepsilon,u}.
\]

Note that \(\Pi_\varepsilon\) is the \(q_\Omega\)-orthogonal projection described in Remark 1.6. We recall the quantity \(\chi_\varepsilon\), defined in the statement of Theorem 1.9

\[
\chi_\varepsilon^2 \equiv \sup\{\text{Cap}_\Omega(K_\varepsilon, u) : u \in E(\lambda_N) \text{ and } \|u\| = 1\}
\]

To simplify notation, we denote by \(V^\varepsilon_u\) the potential \(V_{K_\varepsilon,u}\) for all \(u \in H^1_0(\Omega)\).

**Lemma 3.3.** As \(\varepsilon \to 0\), \(\chi_\varepsilon \to 0\).

**Proof.** Let us pick \(u \in E(\lambda_N)\) such that \(\|u\| = 1\). We write \(u = \sum_{i=1}^m c_i u_{N_i-1}\). Then

\[
\text{Cap}_\Omega(K_\varepsilon, u) = \left| \sum_{1 \leq i, j \leq m} c_i c_j \int_\Omega \nabla V^\varepsilon_{u_{N_i-1}} \cdot \nabla V^\varepsilon_{u_{N_j-1}} \, dx \right|
\]

\[
\leq \sum_{1 \leq i, j \leq m} |c_i| |c_j| \left( \int_\Omega |\nabla V^\varepsilon_{u_{N_i-1}}|^2 \, dx \right)^{\frac{1}{2}} \left( \int_\Omega |\nabla V^\varepsilon_{u_{N_j-1}}|^2 \, dx \right)^{\frac{1}{2}}
\]

\[
= \left( \sum_{i=1}^m |c_i| \left( \int_\Omega |\nabla V^\varepsilon_{u_{N_i-1}}|^2 \, dx \right)^{\frac{1}{2}} \right)^2
\]

\[
\leq m \left( \max_{1 \leq i \leq m} \int_\Omega |\nabla V^\varepsilon_{u_{N_i-1}}|^2 \, dx \right) \sum_{i=1}^m c_i^2 = m \max_{1 \leq i \leq m} \text{Cap}_\Omega(K_\varepsilon, u_{N_i-1}).
\]

Since \(\text{Cap}_\Omega(K_\varepsilon, u_{N_i-1}) \to 0\) for all \(1 \leq i \leq m\), the result follows.

**Lemma 3.4.** As \(\varepsilon \to 0\), \(M_\varepsilon \equiv \|I - \Pi_\varepsilon\|_{L(E(\lambda_N),L^2(\Omega))} = o(\chi_\varepsilon)\).
Proof. Let \( u \in E(\lambda_N) \) such that \( \|u\| = 1 \). By definition, we have \((I - \Pi_\varepsilon)u = V_\varepsilon \). We find

\[
\|V_\varepsilon\| \leq \sum_{i=1}^m |c_i|\|V_{N+i-1}\| \leq \left( \sum_{i=1}^m c_i^2 \right)^{\frac{1}{2}} \left( \sum_{i=1}^m \|V_{N+i-1}\|^2 \right)^{\frac{1}{2}}
\]

\[
= \left( \sum_{i=1}^m \text{Cap}_\Omega(K_\varepsilon, u_{N+i-1}) \|V_{N+i-1}\|^2 \right)^{\frac{1}{2}} \text{Cap}_\Omega(K_\varepsilon, u_{N+i-1})
\]

\[
\leq \sqrt{m} \max_{1 \leq i \leq m} \frac{\|V_{N+i-1}\|}{\text{Cap}_\Omega(K_\varepsilon, u_{N+i-1})^{1/2}}.
\]

The last term is \( o(\chi_\varepsilon) \) according to Lemma 3.2.

Lemma 3.4 implies in particular that \( M_\varepsilon < 1 \), so that the restriction of \( \Pi_\varepsilon \) to \( E_N \) is injective, for \( \varepsilon \) small enough. We will always suppose this to be the case in the rest of this section.

### 3.1 Application of the abstract lemma

We are going to apply Proposition 3.1 in the following way. For \( \varepsilon > 0 \) small enough, we introduce the following set of definitions 36–39:

\[
\mathcal{H}_\varepsilon \equiv L^2(\Omega \setminus K_\varepsilon);
\]

\[
\mathcal{D}_\varepsilon \equiv H_0^1(\Omega \setminus K_\varepsilon);
\]

\[
q_\varepsilon(u) \equiv \int_{\Omega \setminus K_\varepsilon} |\nabla u|^2 \, dx - \lambda_N \int_{\Omega \setminus K_\varepsilon} u^2 \, dx \text{ for all } u \in \mathcal{D}_\varepsilon;
\]

\[
F_\varepsilon \equiv \Pi_\varepsilon(E(\lambda_N)).
\]

By construction, the eigenvalues of \( q_\varepsilon \) are \( \{\lambda_i^\varepsilon - \lambda_N\}_{i \geq 1} \). We use the notation \( \nu_i^\varepsilon \equiv \lambda_i^\varepsilon - \lambda_N \). Since \( \lambda_i^\varepsilon \to \lambda_i \) for all \( i \in \mathbb{N}^* \) and since \( \lambda_N \) is of multiplicity \( m \), the assumption (H2) is fulfilled for \( \varepsilon > 0 \) small enough if we take, for instance,

\[
\gamma \equiv \frac{1}{2} \min\{\lambda_N - \lambda_{N-1}, \lambda_{N+m} - \lambda_{N+m-1}\}
\]

when \( N \geq 2 \) and, when \( N = 1 \) (in which case \( m = 1 \)),

\[
\gamma \equiv \frac{1}{2} (\lambda_2 - \lambda_1).
\]

It remains to check whether condition (H3) is satisfied. Let us choose \( v \in F_\varepsilon \) and \( w \in \mathcal{D}_\varepsilon \).

There exists a unique \( u \in E(\lambda_N) \) such that \( v = \Pi_\varepsilon u \). We have

\[
q_\varepsilon(v, w) = q_\Omega(v, w) - \lambda_N \langle v, w \rangle
\]

\[
= q_\Omega(u, w) - \lambda_N \langle u, w \rangle - q_{\varepsilon}(V_\varepsilon^\varepsilon, w) + \lambda_N \langle V_\varepsilon^\varepsilon, w \rangle
\]

\[
= \lambda_N \langle V_\varepsilon^\varepsilon, w \rangle.
\]

We have used the facts that \( u \) is an eigenfunction of \( q_\Omega \) and that \( V_\varepsilon^\varepsilon \) is \( q_\Omega \)-orthogonal to \( \mathcal{D}_\varepsilon \). We obtain

\[
|q_\varepsilon(v, w)| \leq \lambda_N \|V_\varepsilon^\varepsilon\| \|w\| \leq \lambda_N M_\varepsilon \|u\| \|w\| \leq \lambda_N \frac{M_\varepsilon}{1 - M_\epsilon} \|v\| \|w\|.
\]

28
Lemma 3.4 then implies

\[ |q_\varepsilon(v, w)| \leq o(\chi_\varepsilon)\|v\|\|w\|. \]

We can now apply Proposition 3.1 which tells us that for \(1 \leq i \leq m\),

\[ \lambda_{N+i-1}^\varepsilon = \lambda_N + \xi_i^\varepsilon + o(\chi_\varepsilon^2), \]

where \(\{\xi_i^\varepsilon\}_{i=1}^m\) are the eigenvalues of the restriction of \(q_\varepsilon\) to \(F_\varepsilon\).

### 3.2 Analysis of the restricted quadratic form. Proof of Theorem 1.9

In order to give a complete proof of Theorem 1.9 it remains to show that for \(1 \leq i \leq m\),

\[ |\mu_i^\varepsilon - \xi_i^\varepsilon| = o(\chi_\varepsilon^2). \]

Let us recall that \(\{\mu_i^\varepsilon\}_{i=1}^m\) are the eigenvalues of the quadratic form \(r_\varepsilon\) defined on \(E(\lambda_N)\) by

\[ r_\varepsilon(u, v) \equiv q_\Omega(V_u^\varepsilon, V_v^\varepsilon) - \lambda_N \langle u - V_u^\varepsilon, v - V_v^\varepsilon \rangle. \]

Note that, from Lemma 3.2, \(\mu_i^\varepsilon = O((\chi_\varepsilon^2))\) as \(\varepsilon \to 0\).

**Lemma 3.5.** For all \(u, v \in E(\lambda_N)\),

\[ q_\varepsilon(\Pi_\varepsilon u, \Pi_\varepsilon v) = r_\varepsilon(u, v). \]

**Proof.** We have

\[ q_\varepsilon(\Pi_\varepsilon u, \Pi_\varepsilon v) = q_\Omega(u - V_u^\varepsilon, v - V_v^\varepsilon) - \lambda_N \langle u - V_u^\varepsilon, v - V_v^\varepsilon \rangle. \]

Since \(V_u^\varepsilon\) is \(q_\Omega\)-orthogonal to \(D_\varepsilon\),

\[ q_\varepsilon(\Pi_\varepsilon u, \Pi_\varepsilon v) = q_\Omega(u, v - V_v^\varepsilon) - \lambda_N \langle u - V_u^\varepsilon, v - V_v^\varepsilon \rangle + \lambda_N \langle V_u^\varepsilon, v - V_v^\varepsilon \rangle \]

and since \(u\) is an eigenfunction of \(q_\Omega\) associated with \(\lambda_N\),

\[ q_\varepsilon(\Pi_\varepsilon u, \Pi_\varepsilon v) = \lambda_N \langle V_u^\varepsilon, v \rangle - \lambda_N \langle V_u^\varepsilon, V_v^\varepsilon \rangle. \]

We finally use the fact that \(v\) is an eigenfunction associated with \(\lambda_N\) and that \(V_v^\varepsilon\) is the projection of \(v\) on the \(q_\Omega\)-orthogonal complement of \(D_\varepsilon\):

\[ q_\varepsilon(\Pi_\varepsilon u, \Pi_\varepsilon v) = q_\Omega(V_v^\varepsilon, v) - \lambda_N \langle V_u^\varepsilon, V_v^\varepsilon \rangle = q_\Omega(V_v^\varepsilon, V_v^\varepsilon) - \lambda_N \langle V_u^\varepsilon, V_v^\varepsilon \rangle = r_\varepsilon(u, v). \]

Let us now introduce the notation \(v_i^\varepsilon \equiv \Pi_\varepsilon u_{N+i-1}\). Since \(\{u_{N+i-1}\}_{1 \leq i \leq m}\) is an orthonormal basis of \(E(\lambda_N)\) and \(\Pi_\varepsilon : E(\lambda_N) \to F_\varepsilon\) is bijective, \(\{v_i^\varepsilon\}_{i=1}^m\) is a basis of \(F_\varepsilon\). According to Lemma 3.3, \(q_\varepsilon(v_i^\varepsilon, v_j^\varepsilon) = r_\varepsilon(u_{N+i-1}, v_{N+j-1})\). Let us define the \(m \times m\) matrix \(A_\varepsilon \equiv [q_\varepsilon(v_i^\varepsilon, v_j^\varepsilon)]_{1 \leq i, j \leq m}\). We have just seen that \(A_\varepsilon\) is the matrix of the quadratic form \(r_\varepsilon\) in the orthonormal basis \(\{u_{N+i-1}\}_{1 \leq i \leq m}\). Its eigenvalues are therefore \(\{\mu_i^\varepsilon\}_{i=1}^m\).

On the other hand, \(A_\varepsilon\) is the matrix of the quadratic form \(q_\varepsilon\), restricted to \(F_\varepsilon\), in the basis \(\{v_i^\varepsilon\}_{i=1}^m\). It follows from Lemma 3.2 that \(v_i^\varepsilon \to u_{N+i-1}\) in \(L^2(\Omega)\) as \(\varepsilon \to 0\), and this means that the basis \(\{v_i^\varepsilon\}_{i=1}^m\) is approximately orthonormal. More precisely, if we define the matrix \(C_\varepsilon \equiv [(v_i^\varepsilon, v_j^\varepsilon)]_{1 \leq i, j \leq m}\), we have that \(C_\varepsilon = I + E_\varepsilon\), with \(\lim_{\varepsilon \to 0} E_\varepsilon = 0\). As detailed in Appendix C, this fact and the estimate \(\mu_i^\varepsilon = O((\chi_\varepsilon^2))\) imply that

\[ \xi_i^\varepsilon = \mu_i^\varepsilon + o(\chi_\varepsilon^2). \]
4 Connection with the order of vanishing

In this section, we again denote by
\[ E(\lambda_N) = E_1 \oplus \cdots \oplus E_p \]
the order decomposition of the eigenspace \( E(\lambda_N) \) (see Proposition 1.10), with
\[ k_1 > \cdots > k_p \geq 0 \]
the associated finite sequence of orders. Our goal is to prove Theorem 1.17. Let us note that our formulation of this theorem does not make any reference to a particular basis of \( E(\lambda_N) \). Up to a change of basis, we can therefore assume, in the course of the proof, that the orthonormal basis \( \{u_{N+i-1}\}_{i=1}^m \) has a form which is convenient for our computations. The final result will not depend on this choice of basis. More precisely, we can assume that the orthonormal basis \( \{u_{N+i-1}\}_{i=1}^m \) agrees with the order decomposition and diagonalizes each of the quadratic forms \( Q_j \). Explicitly, this means that, for all \( j \in \{1,\ldots,p\} \),
\[ E_j = \text{span}\{u_{N+m_1+\cdots+m_j-1}, \ldots, u_{N+m_1+\cdots+m_{j-1}+m_j-1}\} \]
and, for all \( 1 \leq s < t \leq m_j \),
\[ Q_j(u_{N+m_1+\cdots+m_j-1+s-1}, u_{N+m_1+\cdots+m_j-1+t-1}) = 0. \]
It follows that, for all \( 1 \leq s \leq m_j \),
\[ Q_j(u_{N+m_1+\cdots+m_j-1+s-1}, u_{N+m_1+\cdots+m_j-1+s-1}) = \mu_{j,s}. \]

As a first step in the proof of Theorem 1.17, let us find the asymptotic behavior of those eigenvalues \( \nu_i^\varepsilon \equiv \lambda_i^\varepsilon - \lambda_N \) that go most slowly to 0, that is to say the eigenvalues
\[ \nu_{N+m_1+\cdots+m_{p-1}}, \ldots, \nu_{N+m-1}. \]
According to Theorem 1.9, we have to find the \( m_p \) largest eigenvalues (as \( \varepsilon \to 0 \)) of \( A_\varepsilon \), the matrix of the quadratic form \( r_\varepsilon \) in the basis \( \{u_{N+i-1}\}_{i=1}^m \). It follows from Lemma 3.2 and Corollary 1.15 that
\[ A_\varepsilon = \begin{pmatrix} 0 & 0 \\ \mu_{p,1} \rho_{kp}^\varepsilon & \ddots \\ 0 & \cdots & \mu_{p,m_p} \rho_{kp}^\varepsilon \end{pmatrix} + o\left(\rho_{kp}^\varepsilon\right), \]
with the functions \( \{\rho_{kp}^\varepsilon\} \) defined by Equation (9). Using the min-max characterization of eigenvalues, we conclude that, for \( 1 \leq i \leq m_p \),
\[ \mu_{m_1+\cdots+m_{p-1}+i}^\varepsilon = \mu_{p,1} \rho_{kp}^\varepsilon + o\left(\rho_{kp}^\varepsilon\right) \]
and, for \( 1 \leq i \leq m_1 + \cdots + m_{p-1} \),
\[ \mu_i^\varepsilon = o\left(\rho_{kp}^\varepsilon\right). \]
Theorem 1.9 and the fact that $\chi_2^\varepsilon$ and $\rho_{k,p}^\varepsilon$ are of the same order, tell us that the same estimates hold for the $\nu_i^\varepsilon$'s: for $1 \leq i \leq m_p$,

$$\nu_{N-1+m_1+\cdots+m_{p-1}+i}^\varepsilon = \mu_{p,i}^\varepsilon \rho_{k,p}^\varepsilon + o\left(\rho_{k,p}^\varepsilon\right)$$

and, for $1 \leq i \leq m_1 + \cdots + m_{p-1}$,

$$\nu_{N-1+i}^\varepsilon = o\left(\rho_{k,p}^\varepsilon\right).$$

The rest of the proof consists of a step-by-step procedure, in which we rescale the quadratic form $q_\varepsilon$ and apply the same arguments in order to identify successive groups of eigenvalue converging to $\lambda_N$ at the same rate. Let us sketch the next step. We set, for $u,v \in D_\varepsilon$,

$$q_{p-1}^\varepsilon(u,v) \equiv \frac{1}{\rho_{k,p}^\varepsilon} q_\varepsilon(u,v),$$

and we define the subspace

$$F_{p-1}^\varepsilon = \Pi_\varepsilon(E_1 \oplus \cdots \oplus E_{p-1}).$$

The eigenvalues of $q_{p-1}^\varepsilon$ are \{ $\frac{1}{\rho_{k,p}^\varepsilon} \nu_i^\varepsilon$ \} $i \geq 1$. We know from the first step that, for $1 \leq i \leq m_p$,

$$\lim_{\varepsilon \to 0} \frac{1}{\rho_{k,p}^\varepsilon} \nu_{N-1+m_1+\cdots+m_{p-1}+i}^\varepsilon = \mu_{p,i}^\varepsilon > 0.$$

It follows immediately that there exists $\gamma > 0$ such that, for $\varepsilon > 0$ small enough,

$$\left|\frac{1}{\rho_{k,p}^\varepsilon} \nu_{N-1+i}^\varepsilon\right| \leq \gamma \text{ for } 1 \leq i \leq m_1 + \cdots + m_{p-1};$$

$$\frac{1}{\rho_{k,p}^\varepsilon} \nu_{N+m_1+\cdots+m_{p-1}}^\varepsilon \geq 2\gamma;$$

and, in case $N \geq 2$,

$$\frac{1}{\rho_{k,p}^\varepsilon} \nu_{N-1}^\varepsilon \leq -2\gamma.$$

Repeating the arguments of Section 3.1, we can show that for all $v \in F_{p-1}^\varepsilon$ and $w \in D_\varepsilon$,

$$|q_{p-1}^\varepsilon(v,w)| \leq o\left(\frac{\rho_{k,p-1}^\varepsilon}{\rho_{k,p}^\varepsilon}\right)^{1/2} \|v\| \|w\|.$$

Using the arguments in the proof of Theorem 1.9 and in the first step, we conclude that, for $1 \leq i \leq m_{p-1}$,

$$\frac{1}{\rho_{k,p}^\varepsilon} \nu_{N-1+m_1+\cdots+m_{p-2}+i}^\varepsilon = \mu_{p-1,i}^\varepsilon \frac{\rho_{k,p-1}^\varepsilon}{\rho_{k,p}^\varepsilon} + o\left(\frac{\rho_{k,p-1}^\varepsilon}{\rho_{k,p}^\varepsilon}\right)$$

and, for $1 \leq i \leq m_1 + \cdots + m_{p-2}$,

$$\frac{1}{\rho_{k,p}^\varepsilon} \nu_{N-1+i}^\varepsilon = o\left(\frac{\rho_{k,p-1}^\varepsilon}{\rho_{k,p}^\varepsilon}\right).$$
This gives us finally, for $1 \leq i \leq m_{p-1}$,
\[ \nu_{N-1+m_1+\cdots+m_{p-2}+i}^\varepsilon = \mu_{p-1,i} \rho_{k_{p-1}}^\varepsilon + o\left(\rho_{k_{p-1}}^\varepsilon\right) \]
and, for $1 \leq i \leq m_1 + \cdots + m_{p-2}$,
\[ \nu_{N-1+i}^\varepsilon = o\left(\rho_{k_{p-1}}^\varepsilon\right). \]
Carrying on the procedure for $j$ decreasing from $p-2$ to 1, we obtain Theorem 1.17.

5 Same vanishing order: the case of elliptic holes

In this section we provide further applications of the results established above. Let us consider the dimension to be $d = 2$ and the multiplicity of $\lambda_N$ to be $m = 2$. We recall that $\Omega$ and $\omega$ are open bounded connected subsets of $\mathbb{R}^2$ satisfying assumption (11). Moreover, $\Omega_\varepsilon \equiv \Omega \setminus K_\varepsilon$ where $K_\varepsilon \equiv \varepsilon \omega \forall \varepsilon \in ]-\varepsilon_0,\varepsilon_0[.$

Moreover, in this subsection we assume that all non-zero functions in $E(\lambda_N)$ have the same order of vanishing $k$. (40)

We will compute explicitly the $2 \times 2$ matrix of Corollary 1.18 in the case of elliptic holes and then analyze the special case of a circular hole to prove Corollary 1.19. To consider the case of elliptic holes, we refer to [1, Section 9]. Let $a > b > 0$. We consider the ellipse $E_0$ defined as
\[ E_0(a,b) \equiv \left\{(x,y) \in \mathbb{R}^2 : \frac{x^2}{a^2} + \frac{y^2}{b^2} < 1\right\} = \left\{(x_1,x_2) \in \mathbb{R}^2 : \frac{x_1^2}{b^2 + c^2} + \frac{x_2^2}{b^2} < 1\right\}, \]
where $c$ is the distance between the two foci, which satisfies $c^2 = a^2 - b^2$.

For the sake of simplicity and without loss of generality, we perform a change of variables by rotating the domain, in such a way that in the new domain, the major axis of the small elliptic hole is lying along the $x_1$-axis, so that $\omega = E_0(a,b)$.

Let us now choose $\{u_N, u_{N+1}\}$ an orthonormal basis of $E(\lambda_N)$. According to assumption (40), we have, for $l \in \{N, N+1\}$,
\[ r^{-k}u_l(r \cos t, r \sin t) \to \beta_l \sin(kt + k\varphi_l) \quad \text{as } r \to 0, \]
uniformly in $t$ for derivatives of all orders, where $\beta_l \in \mathbb{R} \setminus \{0\}$ and $\varphi_l \in ]-\pi/2k, \pi/2k[.$

We apply Corollary 1.18. According to [1, Equation (9.12)], the diagonal entries of the matrix $M$ representing $Q_1$ in the basis $\{u_N, u_{N+1}\}$ are
\[ M_{1,1} = -\frac{\pi^2 \beta_{N+1}^2 c^{2k}}{2} C_k \cos(2k\varphi_{N+1}) + \pi \beta_{N+1}^2 Q_k(a,b) \]
\[ M_{2,2} = -\frac{\pi^2 \beta^2 N c^{2k}}{2} C_k \cos(2k\varphi_N) + \pi \beta_N^2 Q_k(a,b), \]
$C_k$ and $Q_k(a,b)$ being positive constants depending only on $k$ and $k$, $a$, $b$, respectively (see [1, Section 9]). We recall that here $u_N$ and $u_{N+1}$ are not assumed to diagonalize $Q_1$, so we need a similar formula for the mixed term, too. Following all steps in [1, Subsection 9.1], we can compute the first contribution. We introduce the function $F : (\xi, \eta) \mapsto (x_1, x_2)$ which changes the variables into elliptic coordinates by

\[
\begin{align*}
  x_1 &= c \cosh(\xi) \cos(\eta), \\
  x_2 &= c \sinh(\xi) \sin(\eta),
\end{align*}
\]

$\xi \in [0, +\infty[, \eta \in [0, 2\pi[.\] 

$F$ is a $C^\infty$ diffeomorphism from $D := [0, +\infty[ \times [0, 2\pi]$ onto $\mathbb{R}^2$. It is actually a conformal map, as noted in [2, Subsection 3.2]. For any $l = N, N + 1$ let $W_l^k = u_l^k \circ F$ and $a_{j,l}$, $b_{j,l}$ its Fourier coefficient defined as

\[
\begin{align*}
  a_{j,l}(\xi) &= \frac{1}{\pi} \int_0^{2\pi} W_l^k(\xi, \eta) \cos(j \eta) \, d\eta \quad \text{for } j \in \mathbb{N}, \\
  b_{j,l}(\xi) &= \frac{1}{\pi} \int_0^{2\pi} W_l^k(\xi, \eta) \sin(j \eta) \, d\eta \quad \text{for } j \in \mathbb{N} \setminus \{0\}.
\end{align*}
\]

Following the same computations as in [1, Subsection 9.1], we compute

\[
\begin{align*}
  \int_{\mathbb{R}^2 \setminus \mathcal{W}} \nabla u_{N+1}^k \cdot \nabla u_N^k \, dt &= \pi \sum_{j \geq 1} j (a_{j,N}(\tilde{\xi}) a_{j,N+1}(\tilde{\xi}) + b_{j,N}(\tilde{\xi}) b_{j,N+1}(\tilde{\xi})) \\
  &= \sum_{1 \leq j \leq k} \pi \beta_N \beta_{N+1} c_{2k}^2 j \left( \frac{k}{k+j} \right)^2 (\sin(k \varphi_N) \sin(k \varphi_{N+1}) \cosh^2 j \tilde{\xi}) \\
  &\quad + \cos(k \varphi_N) \cos(k \varphi_{N+1}) \sinh^2 j \tilde{\xi} \\
  &= \sum_{1 \leq j \leq k} \pi \beta_N \beta_{N+1} c_{2k}^2 j \left( \frac{k}{k+j} \right)^2 (\sin(k \varphi_N) \sin(k \varphi_{N+1}) \\
  &\quad + \sinh^2 j \tilde{\xi} \left( \cos(k \varphi_N - k \varphi_{N+1}) \right)) \\
  &= \sum_{1 \leq j \leq k} \pi \beta_N \beta_{N+1} c_{2k}^2 j \left( \frac{k}{k+j} \right)^2 \left( \frac{1}{2} \cosh 2 j \tilde{\xi} \cos(k \varphi_N - k \varphi_{N+1}) \right) \\
  &\quad - \frac{1}{2} \cos(k \varphi_N + k \varphi_{N+1}) \\
  &= -\frac{\pi \beta^2 c_{2k}^2}{2} C_k \cos(k \varphi_N + k \varphi_{N+1}) + \pi \beta^2 c_{2k}^2 D_k(\tilde{\xi}) \cos(k \varphi_N - k \varphi_{N+1})
\end{align*}
\]

where the third equality follows from adding and subtracting the same quantity $\sin(k \varphi_N) \sin(k \varphi_{N+1}) \sinh^2 j \tilde{\xi}$ and factorizing; the fourth equality follows from Werner’s formula and identity

\[
\sinh^2 j \tilde{\xi} = \frac{1}{2} \cosh 2 j \tilde{\xi} - \frac{1}{2};
\]
the last one follows from analogous steps as in [1, Subsection 9.1].

More easily, following [1, Subsection 9.2], we obtain

$$
\int_{\omega} \nabla u^{N+1}_{#,k} \cdot \nabla u^{N}_{#,k} \; dt = \frac{\pi \beta_N \beta_{N+1} c^{2k}}{2} \left( \sum_{j=0}^{k} \binom{k}{j} (k-2j) e^{2(k-2j)\xi} \right) \cos(k\varphi_N - k\varphi_N)
$$

in place of [1, Equation (9.10)].

Following [1, Subsection 9.3], we finally obtain

$$
M_{1,2} = -\frac{\pi \beta_N \beta_{N+1} c^{2k}}{2} C_k \cos(k\varphi_N + k\varphi_{N+1})
+ \pi \beta_N \beta_{N+1} Q_k(a,b) \cos(k\varphi_N - k\varphi_{N+1}).
$$

As already mentioned, the two eigenvalues of the symmetric matrix with entries $M_{1,1}$, $M_{1,2}$ and $M_{2,2}$ coincide if and only if $M_{1,1} = M_{2,2}$ and $M_{1,2} = 0$.

Taking advantage of the computations performed above, we are in position to prove Corollary 1.19.

**Proof of Corollary 1.19.** As mentioned in [1, Remark 9.3], we can recover the case of round holes letting $b \to a$. In this way we obtain

$$
M_{1,1} = 2\pi k a^{2k} \beta_{N+1}^2, \quad M_{2,2} = 2\pi k a^{2k} \beta_N^2
\quad M_{1,2} = 2\pi k a^{2k} \beta_N \beta_{N+1} \cos(k\varphi_N - k\varphi_{N+1}).
$$

If $\beta_N = \beta_{N+1}$, then $M_{1,1} = M_{2,2}$, but condition $M_{1,2} = 0$ implies

$$
\varphi_N - \varphi_{N+1} = \pm \frac{\pi}{2k}.
$$

We note that if $k = 1$, the condition in Corollary 1.19 means the two eigenfunctions do not have perpendicular nodal lines.

## A Order decomposition of an eigenspace

Let us recall the setting. We consider $E \equiv E(\lambda_N)$, the eigenspace associated with eigenvalue $\lambda = \lambda_N(\Omega)$ of Problem (1) and we denote the multiplicity by $m$, i.e. $m = \dim(E)$. We study the behavior of eigenfunctions at a point $x_0 \in \Omega$ and we may assume $x_0 = 0$ without loss of generality. Our main goal is to establish the existence and uniqueness of the order decomposition (Proposition 1.10). Let us recall the corresponding result.

**Proposition A.1.** There exists a decomposition of $E$ into a sum of subspaces

$$
E = E_1 \oplus \cdots \oplus E_p,
$$

orthogonal for the scalar product in $L^2(\Omega)$, and an associated finite decreasing sequence of integers

$$
k_1 > \cdots > k_p \geq 0
$$

such that, for all $1 \leq j \leq p$, a function in $E_j \setminus \{0\}$ has the order of vanishing $k_j$ at 0. In addition, such a decomposition is unique.
Proof. We use the fact that all eigenfunctions are analytic, and thus any function in $E \setminus \{0\}$ has a finite order of vanishing. For any $k \in \mathbb{N}$, let us define the mapping $\Pi_k : E \to \mathbb{R}[X_1, \ldots, X_d]$ that associates to a function its Taylor expansion at 0, truncated to order $k$ (here $\mathbb{R}[X_1, \ldots, X_d]$ is the space of polynomials in $d$ variables of degree at most $k$). Explicitly, using the standard multi-index notation,

$$\Pi_k u = \sum_{\beta \in \mathbb{N}^d, |\beta| \leq k} \frac{1}{\beta!} D^\beta u(0) X^\beta.$$ 

The mapping $\Pi_k$ is clearly linear, and we denote its kernel by $N_k$. We note that the sequence of subspaces $(N_k)_{k \geq 0}$ is non-increasing with respect to inclusion: $N_{k+1} \subseteq N_k$. We claim that $N_k = \{0\}$ for $k$ large enough. Indeed, if it were not the case, the vector space $N_\infty \equiv \bigcap_{k \in \mathbb{N}} N_k$ would not be trivial, while any function in $N_\infty$ has an infinite order of vanishing, contradicting the remark at the beginning of the proof. It will be convenient in what follows to use the convention $N_{-1} \equiv E$.

We now define the finite sequence

$$k_1 > k_2 > \cdots > k_p \geq 0$$

as the integers at which there is a jump in the non-increasing sequence $(\dim(N_k))_{k \geq -1}$. More explicitly, the sequence $(k_j)_{1 \leq j \leq p}$ consists of all the integers $k \geq 0$ for which $\dim(N_k) < \dim(N_{k-1})$, arranged in decreasing order. This means that

$$\{0\} = N_{k_1} \subset N_{k_2} \subset \cdots \subset N_{k_p} \subset E$$

and moreover

- for all $1 \leq j \leq p - 1$ and $k_{j+1} \leq k < k_j$, $N_k = N_{k_{j+1}}$;
- for all $k \geq k_1$, $N_k = \{0\}$.

Note that if $E$ contains an eigenfunction which does not vanish at 0, $N_0 = \ker(\Pi_0) \neq E = N_{-1}$, and therefore $k_p = 0$. This motivates our convention $N_{-1} = E$. For convenience, we define the additional value $k_{p+1} \equiv -1$.

We now define, for $1 \leq j \leq p$,

$$E_j \equiv N_{k_{j+1}} \cap N_{k_j}^\perp,$$

so that we have the orthogonal decomposition

$$N_{k_{j+1}} = N_{k_j} \oplus E_j. \quad (44)$$

We obtain in this way the orthogonal decomposition

$$E = E_1 \oplus \cdots \oplus E_p.$$

Let us now show that this decomposition satisfies the property: any $u \in E_j \setminus \{0\}$ has order of vanishing exactly $k_j$. We have $E_j \subseteq N_{k_{j+1}}$ and, by definition of the sequence $(k_j)_{1 \leq j \leq p+1}$,
\( N_{k_{i+1}} = N_{k_i} - 1 \), so \( E_j \subseteq N_{k_{j-1}} \). Therefore, any \( u \in E_j \) has order of vanishing at least \( k_j \). If the order is greater that \( k_j \), \( u \) belongs to \( N_{k_j} \), and by (44) this implies \( u = 0 \). This shows the required property. We have proved existence in the proposition.

To show uniqueness, let us consider a decomposition
\[
E = E_1 \oplus \cdots \oplus E_p
\]
and a sequence \((k_j)_{1 \leq j \leq p+1}\) satisfying the hypotheses of the theorem, with the additional term \( k_{p+1} = -1 \). Then, for all \( 1 \leq j \leq p+1 \),
\[
N_{k_j} = \oplus_{i=1}^{j-1} E_i.
\]
Furthermore, we can check easily that \( N_k = N_{k_j} \) for all \( k_{j+1} \leq k < k_j \), with \( 1 \leq j \leq p \), and that \( N_k = \{0\} \) for all \( k \geq k_1 \). The sequence \((N_k)_{k \geq -1}\) is thus determined by the decomposition, with the \( k_j \)'s corresponding to the jumps in dimension. The given decomposition therefore coincides with the one constructed in the first part of the proof.

Let us conclude by providing an upper bound for the dimension of the subspaces (Proposition 1.11).

**Proposition A.2.** Let \( E = E_1 \oplus \cdots \oplus E_p \), be the order decomposition of the previous Proposition. Then the dimension of \( E_j \) is at most the dimension of the space of spherical harmonics in \( d \) variables of degree \( k_j \).

**Proof.** For \( 1 \leq j \leq k \), we define the mapping \( P_j : E_j \to \mathbb{R}_{k_j}[X_1, \ldots, X_d] \), which associate to \( u \) its principal part, namely
\[
P_j u \equiv u_\# = \sum_{\beta \in \mathbb{N}^d, |\beta| = k_j} \frac{1}{\beta!} D^\beta u(0) X^\beta.
\]
According to the classical results on the local behavior of eigenfunctions, recalled in the introduction, \( P_j \) is a harmonic homogeneous polynomial in \( d \) variables of degree \( k_j \). The mapping \( P_j \) is clearly linear. In order to prove that \( P_j \) is injective, let us consider \( u, v \in E_j \) such that \( P_j u = P_j v \). By linearity, \( P_j (u - v) = 0 \), which means \( u - v \in N_{k_j} \). By (44), this implies that \( u - v = 0 \).

The dimension of \( E_j \) is therefore equal to that of its image by \( P_j \), which is contained in the space of spherical harmonics in \( d \) variables of degree \( k_j \).

\[\]
(H2) for all $i \in \{1, \ldots, m\}$, $|\nu_{N+i-1} - \xi_F| \leq \gamma$, $\nu_{N+m} \geq \gamma$ and, if $N \geq 2$, $\nu_{N-1} \leq -\gamma$;

(H3) $|q(\varphi, g)| \leq \delta \|\varphi\| \|g\|$ for all $g \in D$ and $\varphi \in F$.

Then we have

(i) $|\nu_{N+i-1} - \xi_F| \leq \frac{4}{\gamma} \delta^2$ for all $i = 1, \ldots, m$;

(ii) $\|\Pi_N - I\|_{L(H)} \leq \sqrt{2}\delta/\gamma$, where $\Pi_N$ is the projection onto the subspace of $D$ spanned by $\{g_N, \ldots, g_{N+m-1}\}$.

Proof. Let us prove only the case $N \geq 2$. The case $N = 1$ is analogous but simpler. We write $E_N \equiv \text{span}\{g_N, \ldots, g_{N+m-1}\}$. For all $\varphi \in F$, we set $g \equiv \Pi_N \varphi$ and $h \equiv \varphi - g$. Furthermore, we write $h = h_- + h_+$, with

$$h_- = \sum_{i=1}^{N-1} c_i g_i;$$

$$h_+ = \sum_{i=N+m}^{\infty} c_i g_i.$$

Note that in the case $N = 1$ there is no $h_-$ in the decomposition of $h$; the proof follows accordingly.

The vectors $\varphi$ and $h$ are orthogonal both for the scalar product in $H$ and for the quadratic form $q$, so that

$$\|\varphi\|^2 = \|g\|^2 + \|h\|^2;$$

$$q(\varphi) = q(g) + q(h).$$

In addition, $h_+$ and $h_-$ are orthogonal both for the scalar product and for $q$, so that

$$\|h\|^2 = \|h_-\|^2 + \|h_+\|^2;$$

$$q(h) = q(h_-) + q(h_+).$$

Note that

$$\|h_-\|^2 = \sum_{i=1}^{N-1} |c_i|^2;$$

$$\|h_+\|^2 = \sum_{i=N+m}^{\infty} |c_i|^2;$$

$$q(h_-) = \sum_{i=1}^{N-1} \nu_i |c_i|^2 \leq 0;$$

$$q(h_+) = \sum_{i=N+m}^{\infty} \nu_i |c_i|^2 \geq 0.$$

Hypothesis (H2) implies that

$$\gamma \|h_\pm\|^2 \leq |q(h_\pm)|.$$
Recalling that $\varphi = h + g$, Assumption (H3) implies

$$|q(h_\pm)| = |q(\varphi, h_\pm)| \leq \delta ||\varphi|| ||h_\pm|| \leq \frac{1}{\sqrt{\gamma}} \delta ||\varphi|| \sqrt{||q(h_\pm)||},$$

from which

$$|q(h_\pm)| \leq \frac{1}{\gamma} \delta^2 ||\varphi||^2.$$ 

Equation (49) thus implies

$$\|h_\pm\| \leq \frac{1}{\gamma} \delta \|\varphi\|,$$

and finally

$$\|h\| \leq \sqrt{\frac{2}{\gamma}} \delta \|\varphi\|.$$

We have proved (ii).

To prove (i), let us first remark that (H1), together with (ii), implies that $\Pi_N : F \to E_N$ is injective, and therefore bijective since $\dim(F) = m = \dim(E_N)$. We now assume that $\varphi$ (and therefore $g$) is non-zero. Then, using Identities (45)-(48),

$$\left| \frac{|q(\varphi)|}{\|\varphi\|^2} - \frac{|q(g)|}{\|g\|^2} \right| = \left| \frac{(q(g) + q(h))\|g\|^2 - q(g)(\|g\|^2 + \|h\|^2)}{\|\varphi\|^2\|g\|^2} \right| = \left| \frac{q(h) - q(g) \|h\|^2}{\|\varphi\|^2\|g\|^2 - \|\varphi\|^2\|g\|^2} \right| 
\leq \frac{|q(h)|}{\|\varphi\|^2} + \frac{|q(g)| ||h\|^2}{\|g\|^2 \|\varphi\|^2} \leq \frac{|q(h_-)| + |q(h_+)|}{\|\varphi\|^2} + \frac{|q(g)| \|h_-\|^2 + \|h_+\|^2}{\|g\|^2 \|\varphi\|^2}.$$ 

Hypothesis (H2) implies that $|q(g)|/\|g\|^2 \leq \gamma$. We finally find

$$\left| \frac{|q(\varphi)|}{\|\varphi\|^2} - \frac{|q(g)|}{\|g\|^2} \right| \leq \frac{4\gamma^2}{\gamma}. \tag{50}$$

We recall the min-max characterization of the eigenvalues $\{\xi_i^F\}_{i=1}^m$:

$$\xi_i^F = \min_{W \in \mathcal{F}_i} \max_{\varphi \in W \setminus \{0\}} \frac{q(\varphi)}{\|\varphi\|^2},$$

where $\mathcal{F}_i$ is the set of $i$-dimensional subspaces of $F$. By construction of $E_N$, the eigenvalues of the restriction of $q$ to $E_N$ are $\{\nu_i\}_{i=N}^{N+m-1}$. They can also be computed by the min-max characterization:

$$\nu_{N+i-1} = \min_{V \in \mathcal{E}_i} \max_{g \in V \setminus \{0\}} \frac{q(g)}{\|g\|^2},$$

where $\mathcal{E}_i$ is the set of $i$-dimensional subspaces of $E_N$. If we combine these characterizations with Inequality (50) and use the fact that $\Pi_N$ maps $\mathcal{F}_i$ to $\mathcal{E}_i$ bijectively, we obtain (i).

\[ \square \]

C Approximation of eigenvalues

Let us recall the situation we are considering. We are studying the restriction of the quadratic form $q_\varepsilon$ to the $m$-dimensional subspace $F_\varepsilon \subseteq D_\varepsilon$. We have found a basis $\{\nu_i^\varepsilon\}_{i=1}^m$ of $F_\varepsilon$ such that
1. the matrix $A_\varepsilon \equiv [q_\varepsilon (v_i^\varepsilon, v_j^\varepsilon)]$ of $q_\varepsilon$ in the basis $\{v_i^\varepsilon\}$ has eigenvalues $\{\mu_i^\varepsilon\}$, with $\mu_i^\varepsilon = O(\chi_2^\varepsilon)$;

2. the Gram matrix $C_\varepsilon \equiv [\langle v_i^\varepsilon, v_j^\varepsilon \rangle]$ is of the form $C_\varepsilon = I + o(1)$.

We want to show that the eigenvalues $\{\xi_i^\varepsilon\}$ of $q_\varepsilon|_{F_\varepsilon}$ satisfy

$$\xi_i^\varepsilon = \mu_i^\varepsilon + o(\chi_2^\varepsilon). \quad (51)$$

Let us denote by $\{w_i^\varepsilon\}_{i=1}^m$ the basis of $F_\varepsilon$ obtained from $\{v_i^\varepsilon\}_{i=1}^m$ by the Gram-Schmidt orthogonalization procedure. It follows from the form of $C_\varepsilon$ that the change-of-basis matrix $P_\varepsilon$ satisfies $P_\varepsilon = I + o(1)$ (this can easily be checked by writing down the expression of the $w_i^\varepsilon$'s in terms of the $v_i^\varepsilon$'s). Let us denote by $B_\varepsilon$ the matrix of $q_\varepsilon|_{F_\varepsilon}$ in the orthogonal basis $\{w_i^\varepsilon\}_{i=1}^m$. Then $B_\varepsilon$ has eigenvalues $\{\xi_i^\varepsilon\}$. We have

$$B_\varepsilon = P_\varepsilon^T A_\varepsilon P_\varepsilon = (I + o(1))^T A_\varepsilon (I + o(1)) = A_\varepsilon + o(\chi_2^\varepsilon). \quad (52)$$

The expansions $(51)$ follow directly from $(52)$ and the min-max characterization of eigenvalues.
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