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Abstract. Stroke is one of the leading causes of death in Indonesia. However, the incidence of stroke continues to increase. It could affect not only old people but also young people. In Indonesia, it is estimated that 500,000 people suffer from stroke every year, and about 25% or 125,000 people die and the rest suffer minor or severe defects. This study aims to build a decision-making model to help diagnose the possibility of stroke attacks. The model combines Bayesian Networks (BNs) and Partial Least Square (PLS) methods for predicting the attack on suspected patients. The model have been tested using PLS-PM approach. Hospital medical record was used as the testing data with the help of expert verification. The results showed that the model structure of BNs built on expert assumptions can be tested using the PLS approach, and stroke disease can be predicted using interrelated indicators in the model structure of BNs.
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1. Introduction

Stroke is one of the leading causes of death in Indonesia, yet, the incidence of stroke continues to increase. In most cases, people often ignore to control the high blood pressure or hypertension, which is one of the risk factors that dominates the incidence of stroke. Stroke rate worldwide is estimated at 200 per 100,000 populations, in a year. As of now, stroke is on the third rank of the world's most deadly disease after heart attack and cancer. Meanwhile, in Indonesia, stroke ranks first as the cause of deaths in hospital [1].

Based on the results of National Standard Health Research (Riskesdas) in 2013, the prevalence of stroke in Indonesia increased by age. The highest stroke cases diagnosed by health-care workers is from people aged 75 years and over (43.1%) and the lowest were within age group of 15 and 24 years old which is only 0.2% [2]. The stroke attack cases were found more on men (7.1%) rather than women (6.8%). Furthermore, the prevalence of stroke in urban areas is higher (8.2%) compared to rural areas (5.7%).

The development of information technology and science, especially in the field of computing, allows rapid progress in creating tools for decision making. Likewise in the medical field, an easy to use
Independently a tool is needed to help diagnose someone having a stroke. In this research, Bayesian networks (BNs) is used to find solutions for several categories of diagnosis. This method provides a compact probabilistic framework for building probability theory to support reasoning under conditions of uncertainty. This method is ideal for domains that have uncertainties such as making medical decisions. For example, to assess mammography in breast cancer, the patient's alarm system indicated the emergence of abdominal pain and using MRI to diagnose liver lesions [3], to predict stroke patients based on risk factors for heart disease [4].

BNs is a simple Probabilistic Graphical Model (PGM) built from probabilistic theory and graph theory. The probabilistic theory is directly related to data while graph theory is directly related to the form of representation that wants to be obtained [5]. For example, a BNs can represent a probabilistic relationship between disease and symptoms. BNs can be used to calculate the probability of the presence of various symptoms of the disease.

Modelling and computation can be used to predict something that has not yet happened based on historical data that has existed before. Therefore stroke can be predicted using modelling and computation. It is necessary to build a prediction model using computing to predict stroke attack on patients.

2. Literature review

2.1. Bayesian Network for clinical decision making

BNs models has been widely used in the medical domain. The application of the BNs model in clinical decision support systems first developed in the late 1980s [6]. Since then, there have been hundreds of publications about the BN model for the medical field.

Researchers have been built models to help diagnose a disease using BNs [7, 8, 9, 10, 11, 12, 13, 14]. For example, the BNs model has been developed to diagnose pyloric stenosis [7], and pneumonia [14]. The application of BNs to diagnose and selecting the procedures for patients suspected of having gallbladder disease described in [15]. Kline et al., [16] also applied the BNs model to predict the pre-test probability venous thromboembolism. Lukas et al. [17] described a decision-theoretic model for the management of non-Hodgkin's gastric lymphoma (NHL). The BNs model has also been developed in predicting disease risks [16, 18] and the risks of specific medical outcomes [19, 20]. Other clinical applications of BNs includes models for monitoring patients in intensive care [11], radiology [4], biomedical therapy and informatics [21, 22]. A clinical decision-making application called Mentor was used to predict mental disabilities in newborns baby [23]. It was built based on the BN model using data that were validated by respected experts in their fields. While another system called DiaVal was developed to help diagnose heart attack using BNs. In the system, the BNs structure was built based on expert knowledge using a causal representation of cardiac pathophysiology [24]. Another case of the application of BNs model was to used in a model for diagnose Alzheimer's disease [25].

2.2. Building a Bayesian Network

Building a BNs model requires collecting complex domain-specific informations from different sources into an intuitive, coherent and easy to understand form. This work requires a structured approach to capture relevant knowledge for qualitative and quantitative parts [26]. The qualitative part is known as Directed Acyclic Graph (DAG), Figure 1 illustrates a simple DAG BNs.
BNs have one important property that the graph can be considered as representing the joint probability distribution for all the variables. The property is part of the quantitative BNs and is expressed in Equation 1.

\[
P(x_1, \ldots, x_n) = \prod_{k=1}^{n} P(x_i | \text{Parents}(Y_i))
\]

(1)

Where :
- \( P(x_1, \ldots, x_n) \) = Opportunities based on attributes \( x_1, \ldots, x_n \)
- \( n \) = Number of attributes
- \( x_i \) = i data value
- \( \text{Parents}(Y_i) \) = Immediate the predecessor or parent of the \( Y_i \) attribute

In practice, it takes expert knowledge to build a BNs model. It is also possible to use existing data from the problem domain to build a BNs. In both cases, experts in their fields must be involved in the construction of the BNs model.

The role of experts is to provide analysts with their specific knowledge. It helps analysts to synthesize domain knowledge and translate the information into BNs components such as nodes, causal relationships, and probabilities.

After identifying all variable from the problem domain, the next step is to describe the relationship between variables. One common approach is the causal relationships analysis calculated by domain experts [26, 27]. Experts must identify variables that cause other variables to take values or prevent taking certain values. Besides using experts’ opinions, the dependency structure of BNs studied for is historical data.

### 2.3. Partial least square (PLS)

PLS is a multivariate statistical technique that can handle a lot of response and explanatory variables at once. PLS is a good alternative for multiple regression analysis and principal component regression because the PLS method is more robust, meaning that the model parameters do not change much when the new sample taken from the total population. PLS was first developed in the 1960s by Herman O. A. Wold in the field of econometrics [28].

PLS is a predictive technique that can handle many independent variables, even if multicollinearity happens among these variables. PLS is a powerful analytical method because it can be applied to all data scales, does not require many assumptions and the sample size does not have to be large. PLS, aside of being used as confirmatory method of a theory, can also be used to build relationships that have no underlying theory or for propositions test. PLS can also be used for structural modelling with reflective or formative indicator [28].

Partial least square (PLS) is a more appropriate approach for predictive purposes. This model developed as an alternative to situations where the theory is weak, or the available indicators do not meet the reflexive measurement model. Wold (1985) in Sawatsky [29] mentions PLS as "soft modelling". PLS-
SEM allows users to use a measurement scale other than intervals such as nominal data, ordinal and ratio data where this is not permitted in SEM based covariates that we have known so far. By using PLS, it is possible to do research using indicators that are reflective or formative.

3. Research Methods
This research aims to build a decision-making model to help diagnose stroke attack. The method proposed in this research is the combination of BNs and PLS methods. The research data is from medical record data about stroke and expert opinions. The overview of the proposed model is shown in Figure 2.

![Figure 2. Stroke Partial Least Square (PLS) Bayesian Networks (BN) Model](image)

The modelling process is carried out in two stages. The first stage is to build the structure of BNs and conduct testing using PLS. The second stage is to run the BNs learning parameter process.

The process begins with expert assumptions about the attributes that interrelate with stroke, such as the size of diastolic and systolic blood pressure, body paralysis, face droops, slurred speech, loss of body feeling, decreased consciousness, impaired function, and pain head of unknown cause. The next step is to build a directed acyclic graph (DAG) model based on the BNs method. Built DAG model validated using the PLS method based on medical records of stroke patients. Validation results are then analysed by involving experts to rebuild then the new model based on the results of the analysis. Validated model can then be used to help diagnose stroke patients.

4. Results and Discussion
4.1. BNs structure model

There are two ways to build a BNs structure model. The first one is to use assumptions from the opinions of experts, while the second one is based on data and computational algorithms such as Hill Climbing, K2 or TAN.

In this study, the BNs Structure model is built based on assumptions from experts, as shown in Figure 3.

![Figure 3. Bayesian Networks Prediction Model for Stroke Disease](image)

DAG Stroke information:
A: Hypertension
B: Face/Mouth Droop
C: Paralysis of the body
D: Slurred Speech
E: Decreased awareness
F: Loss of body feeling
G: Headache
H: Noble function disorder
I: Stroke (result)

Information:
- Headaches are affected by hypertension
  (Systolic and diastolic blood pressure)
- Ruptured blood vessels affect body paralysis and decreased consciousness
- Noble function disorders are affected by hypertension which causes blood vessels to rupture and experience decreased consciousness
- The face/mouth droops cause the slurred speech and affected by a decrease in consciousness affected by ruptured blood vessels
- Loss of feeling on one side of the body is affected by paralysis of the side of the body that is affected by broken blood vessels and affects stroke

The data used in this study is from a private hospital located in Jakarta. The result of pre-processing data contained 70 rows data with nine attributes, namely: diastolic, systolic, body paralysis, face/mouth droops, slurred speech, loss of feeling, decreased consciousness, noble function disorder, and headache.

4.2. PLS-PM

The results of executing the R program using the PLS-PM algorithm shown in Figure 4.
The calculations result using Bayesian networks shows the results of predictions containing an error of 21.42857%.

5. Conclusions
A model for diagnosing stroke attack, called the Stroke Partial Least Square (PLS) Bayesian Networks (BN) Model have been proposed. The model has been tested using PLS-PM approach, and correlations between interrelated indicators have been calculated using nine variables that are interconnected for disease prediction stroke. The results of the calculation of learning parameters using the Bayesian networks structure with variable stroke indicators showing error of 21.42857%.
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