Displacement Prediction of the Muyubao Landslide Based on a GPS Time-Series Analysis and Temporal Convolutional Network Model
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Abstract: Landslide displacement prediction is an essential base of landslide hazard prevention, which often needs to establish an accurate prediction model. To achieve accuracy prediction of landslide displacement, a displacement prediction model based on a salp-swarm-algorithm-optimized temporal convolutional network (SSA-TCN) is proposed. The TCN model, consisting of a causal dilation convolution layer residual block, can flexibly increase the receptive fields and capture the global information in a deeper layer. SSA can solve the hyperparameter problem well for TCN model. The Muyubao landslide displacement collected from a professional GPS monitoring system implemented in 2006 is used to analyze the displacement features of the slope and evaluate the performance of the SSA-TCN model. The cumulative displacement time series is decomposed into trend displacement (linear part) and periodic displacement (nonlinear part) by the variational modal decomposition (VMD) method. Then, a polynomial function is used to predict the trend displacement, and the SSA-TCN model is used to predict the periodic displacement of the landslide based on considering the response relationship between periodic displacement, rainfall, and reservoir water. This research also compares the proposed approach results with the other popular machine learning and deep learning models. The results demonstrate that the proposed hybrid model is superior to and more effective and accurate than the others at predicting the landslide displacement.
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1. Introduction

Landslides are common natural geological disasters that cause a lot of property loss and personal injury every year [1,2]. The landslide early warning system (LEWS), including real-time monitoring methods such as remote sensing (RS), the global position system (GPS), and the geographic information system (GIS), is an effective approach to identify the early displacement and development trend of landslides [3–5]. The landslide surface displacement prediction based on real-time monitoring data is an important part for LEWS [6,7]. It can provide advanced landslide displacement information to decision makers, which reduces the damage caused by landslides. Therefore, the accurate prediction of landslide displacement can be an effective method to reduce landslide risks.

Numerous approaches have been developed for the purpose of landslide displacement prediction. They can be divided into two main types: physically-based approaches and data-driven approaches [8–10]. Among these models, the physically-based models mainly take geotechnical characteristics into analysis and quantify the slope displacement by
combining the slope stability calculation and seepage theory [11,12]. The physically-based models predict landslide displacement by using physical properties that provide a good understanding of the slope displacement. However, these models require detailed geomorphological data, but the physical parameters are often uncertain and difficult to properly define for a large-scale landslide. On the contrary, a large number of the availability data with high-precision provided by the landslide monitoring system promote the development and application of data-driven models. With the rapid development of artificial intelligence approaches, machine learning and deep learning models have been attracting increasing attention for landslide displacement prediction. Hence, these intelligence models, such as artificial neural networks (ANN) [13], support vector machines (SVM) [14], extreme learning machines (ELM) [15], and long short-term memory (LSTM) [16] have constructed a relationship between induced triggers and landslide displacement. However, the characteristics of landslide displacement time series are affected by the complexity of its own geological conditions and the randomness and suddenness of external factors. So, the “step-like” displacement usually contains the linear and nonlinear displacement components. The intelligence models may not able to simultaneously predict linear and nonlinear components well [17,18]. An idea in previous study is to combine a nonlinear intelligent model with the total displacement decomposition method for surface displacement prediction [19–21]. The total displacement of the landslide is decomposed into different linear and nonlinear subsequences according to different triggering factors of the landslide. For example, Lian et al. [19] introduced ensemble empirical mode decomposition (EEMD) to decompose the original displacement time series into several sub-series, Ren et al. [22] extracted the trend and periodic displacements from the initial displacement by the discrete wavelet transform (DWT), and Guo et al. [13] decomposed the accumulation displacement into trend and periodic displacements by variational mode decomposition (VMD) according to the physical meaning. In this study, we applied the time-series decomposition method to reduce the complexity of the original displacement, and then suitable models were used to predict the different displacement subsequences; the final result was obtained by reconstructing each predicted subsequence value.

The above models provide effective methods for landslide displacement prediction. Especially, the sequence deep learning model RNNs, including two import variants of long short-term memory (LSTM) and gated recurrent unit (GRU), have superior performance to the others for landslide displacement prediction [16,23,24]. Although the RNNs can capture temporal associations from time series data for displacement prediction, the sequence construction and memory gates slow down the sequence processing and use up a lot of memory to store calculation results. Moreover, as a sequence model, the RNNs fail at global modeling [25]. Among the deep learning models, CNN is another popular research object and has performed well in many fields [26,27]. CNNs have good ability to learn local features from neighboring points in Euclidean space and have gained attention for time-series forecasting recently [28]. However, their application in landslide displacement requires more research. The temporal convolutional network (TCN) [29] is a variant architecture of CNN combined with the time-series modeling ability of RNN and CNN’s global feature extraction. TCN used for time-series processing can focus on some important features in the history sequence from a global perspective and extract these features through its own autonomous learning. Hence, the TCN convolutional time-series prediction model was introduced to mine the temporal relationship in the long-term monitoring data. Moreover, a deep learning model usually contains a complexity structure neural network. It is not easily trained compared with the traditional machine model. The swarm intelligence algorithm is a distributed bionic algorithm with random search characteristics inspired by the social behavior of natural groups [30,31]. So, in the model building process, an intelligent algorithm called the salp swarm algorithm (SSA) [32], which does not need to adjust a specific optimizer, was applied for the optimization the parameters of the TCN model.

The main contributions of the present study are summarized as follows: (i) a hybrid model based on TCN model was proposed for displacement prediction. (ii) The linear and
the nonlinear parts of the total displacement were extracted by a time-series decomposition method that can reduce the complexity of the time series. (iii) A large-scale landslide with step-like displacement behavior in the TGRA of China was used to validate the feasibility and effectiveness of the proposed model.

2. Methodologies

2.1. Convolutional Neural Network (CNN)

Convolutional neural networks are widely applied in extracting features from multiple dimensions data with Euclidean space [33,34]. A typical CNN model consists of a convolution layer, an activation layer, a pooling layer, and a fully connected layer. On the convolution layer, a set of trainable filters slide over the input data to perform a convolution operation and extract features; they are called feature maps. The individual units in feature maps correspond to the local positions of original input that the filter currently covers [35] (Figure 1). In addition, at every local region of input data, the convolution filter uses the same weights. This is the weight-sharing strategy, which can reduce the complexity of the convolution layer and the number of parameters that are required to be trained. The pooling layers usually follow the convolution layer, and adjacent information in the feature maps is merged by max pooling, average pooling, or other operations. Finally, the fully connected layer is used to transform the features processed by convolution and pooling layers into one-dimensional vectors for conveniently processing and outputting results. The activation layer puts nonlinear functions into the neural network, which can improve the nonlinear expression ability of the model. The commonly used activation equations are the Sigmoid function, the ReLu function, and the Tanh function, etc. Actually, according to different tasks and dimensions of input, data that needs to be processed by CNN can be divided into three different dimensions network structures. The one-dimensional CNN (1D-CNN) model is used for sequential data and is applicable to signal processing problems. The time-series data were processed as different channels data that not only can build nonlinear relationships between different input features but also merge nearby time-step data by the convolution layer and pooling layer in the 1D-CNN model. So, the 1D-CNN model can extract temporal features from original sequence data. The two-dimensional CNN (2D-CNN) model is mainly used for image and text recognition, and the three-dimensional CNN (3D-CNN) model is used for video data. Thus, in this study, the 1D-CNN model was also applied in landslide displacement prediction for competition with the TCN model.

2.2. Temporal Convolutional Network (TCN)

The TCN module is a new and unique CNN model that combines the advantages of the time-series modeling capabilities of RNN and CNN’s parallel processing. In particular, the core components of TCN contain two causal dilated convolution layers and a residual block. The causal convolution layer stresses the order for sequence processing, and the dilated convolution layer can flexibly adjust the size of the receptive filed in TCN. The residual block is an effective method that can avoid the degradation of the deep network [36].

![Figure 1. (a) The 1D-CNN model structure. (b) The convolution operation with kernel size $k = 3$.](image)
2.2.1. Causal Dilation Convolution Layer

Causal convolutions are convolutions where the output at time $t$ can only depend on the inputs that are no later than time $t$, as shown in Figure 2a. However, the insufficient receptive of the causal convolution layer has a limited ability to capture global information. In order to capture much longer sequence information, the dilation strategy through interval sampling is applied to obtain larger perception. For a given input 1-D dimension sequence $x$, the output at time $t$ of the dilation convolution layer can be defined as:

$$s_t = (x *_{d} f)(t) = \sum_{i=0}^{k-1} f(i) \cdot x_{t-d \cdot i}$$  \hspace{1cm} (1)$$

where the $s$ is the output and $f$ is a 1-D dimension filter with size $k$. $*$ is the convolution operation, $d$ is the dilation factor, and $t - d \cdot i$ indicates the cells covered in the perspective field. The dilation factor $d$ and the filter size $k$ in the TCN can flexibly adjust the size of the receptive field to obtain features of the input sequence with different time scales. Figure 2b shows an example of the dilation strategy, where the filter size is two and the interval sampling period $d = 1, 2$.

Figure 2. The architectural components in a TCN module. (a) Causal convolution with kernel size $k = 2$. (b) Dilated convolution with dilation factors $d = 1, 2$. (c) Residual block. (d) A schematic of the TCN module with dilated causal convolution and a residual block.

2.2.2. Residual Block

The residual block can be expressed as that the original input of the TCN module is added to the output of the causal dilatation convolution layer, and then the addition is output by an activation function (Figure 2c). The residual block can be calculated as

$$o = ReLU(x + F(x))$$  \hspace{1cm} (2)$$

where $x$ and $o$ are the input and output of the TCN module; $F$ represents a series of operations, including causal dilated convolution, and activation function. In order to make the input $x$ with the same size of $F(x)$, the $1 \times 1$ convolution layer is added to express the input. So, the Equation (2) can summarized as follows:

$$o = ReLU(conv_{1 \times 1}(x) + F(x))$$  \hspace{1cm} (3)$$

2.3. Total Displacement Decomposition Based on Variational Mode

Previous works [20] indicated that the cumulative displacement of the landslide was affected by the internal geological conditions (lithology, structural conditions, topography, etc.) and external environment factors (rainfall, reservoir water level). The step-like displacement of landslide is a non-stationary time-series varying with time, which can be
divided into trend displacement and periodic displacement. Geological conditions are the main factor affecting the trend displacement, and the curve of trend displacement shows an approximate monotonous increasing trend for a long period. The displacement fluctuation in a short period is affected by external environmental factors. Therefore, the accumulated displacement can be decomposed as follows:

\[ x_t = s_t + p_t \] (4)

where \( t \) is the time, \( x_t \) is the accumulated displacement, \( s_t \) is the trend displacement, and \( p_t \) is the periodic displacement.

Variational mode decomposition (VMD) is a signal decomposition technology using a non-recursive decomposition mode [37]. Based on convergence conditions, it can control the number of modes obtained by original data. Assuming that each mode has a limited bandwidth and is compacted around their respective center frequencies, the goal is to minimize the sum of the bandwidth of each mode. The constraint is that the sum of the mode functions \( v_k \) is equal to the original signal. The mathematical description of the variational problem is as follows:

\[
\begin{align*}
\min_{\{v_k\}, \{\omega_k\}} & \sum_{k=1}^{K} \left\| \partial_t \left[ \left( \delta(t) + \frac{j}{\pi} \right) * v_k(t) \right] e^{-j\omega_k t} \right\|^2_2 \\
\text{subject to} & \quad \sum_{k=1}^{K} v_k = f
\end{align*}
\] (5)

where \( e^{-j\omega_k t} \) is the vector of the center frequency on the complex plane, \( v_k \) represents the mode function, \( \omega_k \) is the center frequency of each component, and \( f \) is the original data.

In order to solve the constrained variational problem, a quadratic penalty term and lagrange multiplier are used to transform the problem unconstrained. The augmented lagrangian, \( L \), is depicted as follows:

\[
L(\{v_k\}, \{\omega_k\}, \lambda) = a \sum_k \left\| \partial_t \left[ \left( \delta(t) + \frac{j}{\pi} \right) * v_k(t) \right] e^{-j\omega_k t} \right\|^2_2 + \left\| f(t) - \sum_k v_k(t) \right\|^2_2 + \left\langle \lambda(t), f(t) - \sum_k v_k(t) \right\rangle
\] (6)

where \( a \) is the penalty factor and \( \lambda \) is the lagrange multiplier.

In the process of solving the constrained variational problems, the alternating direction multipliers method (ADMM) is used to constantly update \( v_k, \omega_k \), and \( \lambda \) for finding the saddle point of the lagrange expression, that is, the solution of the above equation. The adaptive decomposition of the signal is completed according to the frequency domain characteristics of the original signal [38].

2.4. Salp Swarm Algorithm

Salp swarm algorithm (SSA) [32] is a global optimization algorithm based on swarm biological intelligence proposed in recent years. The SSA simulates the movement and foraging behavior of salp chain in nature [39]. The salps are divided into two subgroups equally, named leaders and followers, respectively. Assuming that there is a food source \( F \) in the N-dimensional search space, the leaders are the salp individuals with the most abundant information on \( F \). The positions of the leaders are located at the begin of the salp chain usually. The positions of followers are updated based on the leaders or other followers. In the process of looking for food, the information about the food source \( F \)
obtained is also constantly updated. For the leaders, the movement method is carried out according to the following formula:

\[
\begin{align*}
    x^j_i &= F^j + c_1((u^j - l^j) \times c_2 + l^j) & c_3 \leq 0.5 \\
    x^j_i &= F^j - c_1((u^j - l^j) \times c_2 + l^j) & c_3 > 0.5
\end{align*}
\]  

(7)

where \(x^j_i\) shows the position of the \(i\)-th salp (leader) in the \(j\)-th dimension, \(i \leq \frac{m}{2}\); \(m\) is the number of salps; \(F^j\) is the position of the food source in the \(j\)-th dimension; and \(u^j\) and \(l^j\) are the upper and lower bounds in the same dimension, respectively. \(c_2\) and \(c_3\) are generated randomly in range (0, 1), and \(c_1\) is calculated as follows:

\[
c_1 = 2e^{-\left(\frac{t}{t_{\text{max}}}\right)^2}
\]  

(8)

where \(t\) is the current iteration step and \(t_{\text{max}}\) is the max number of iteration step. \(c_1\) is decreased during the iteration process for strengthening the different capabilities of the algorithm in different search stages.

The position of the followers is updated according to the following equation:

\[
x^j_i = \frac{1}{2}(x^j_i + x^j_{i-1})
\]  

(9)

where \(x^j_i\) shows the position of \(i\)-th follower in \(j\)-th dimension, \(i > \frac{m}{2}\).

2.5. Hybrid TCN Forecasting Model and Implementation Procedure

In this study, we present a hybrid model that uses the swarm intelligence algorithm as a parameter optimizer to automatically determine the hyperparameters for the TCN model. Compared with the machine learning model, the complicated model of deep learning requires extensive trial and error when determining the structure of the model. The SSA has an efficient search strategy and strong spatial search ability, which are likely to provide greater possibilities to obtain global optimal solutions. Any application of the swarm intelligence algorithm should meet two basic requirements: (i) a defined function, which can converse input to output; (ii) an evaluation indexed for an individual solution [40]. The optimizing deep learning model with the SSA meets the above requirements in the following two respects:

1. The deep learning model is often regarded as a ‘black box’ model. Although it is difficult to give specific mathematical expressions, the model is still a one-to-one correspondence between input and output when the weights and biases are determined. In this study, each individual in the SSA will be a potential solution for setting the hyperparameters of the TCN model. An individual in SSA can be expressed as a real vector \(S\). For example, in TCN, the hyperparameters such as the kernel size, the number of kernels, and the number of neural units should be contained in \(S\).

2. The evaluation scheme is used to calculate the fitness value of each potential solution to determine the performance of the solution. In this study, the root mean squared error (RMSE) is chosen to evaluate the solution. Moreover, the mean absolute percentage error (MAPE) and correlation coefficient (R) are also adopted to verify the performance of the predictive model. These error criteria methods are defined as:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (s_i - \hat{s}_i)^2}
\]  

(10)

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{s_i - \hat{s}_i}{s_i} \right| \times 100\%
\]  

(11)
\[ R = \frac{\sum_{i=1}^{n} (s_i - \bar{s})(\hat{s}_i - \bar{s})}{\sqrt{\sum_{i=1}^{n} (s_i - \bar{s})^2} \sqrt{\sum_{i=1}^{n} (\hat{s}_i - \bar{s})^2}} \]  

where \( s_i \) and \( \hat{s}_i \) represent the measured and predicted values; \( \bar{s} \) and \( \bar{\hat{s}} \) represent the mean of observed and predicted values; and \( n \) is the number of predicted values.

The implementation procedure of the hybrid model based on TCN for “step-like” displacement prediction is summarized as follows.

Step 1: Randomly generate \( m \) solutions in the \( k \)-dimensional search space.

Step 2: Introduce the solution \( S \) as hyperparameters of TCN model and train the TCN model on the training dataset.

Step 3: Evaluate the prediction results by calculating the fitness value of term RMSE on the validation dataset and sort all the solutions based on the fitness value. The solution corresponding to the optimal fitness value is assigned to \( F \).

Step 4: Update the position of the leading and follower salps separately by the update formulas in Section 2.4.

Step 5: Repeat steps (2)–(4) until a termination criterion is met.

Step 6: Return the TCN predictive model.

Based on the time-series decomposition method mentioned above, we proposed a temporal convolutional network (TCN) optimized by SSA as shown in Figure 3. Firstly, the total displacement of the landslide is decomposed into two displacement sub-sequences named periodic term and trend term. The trend term is fitted and predicted by a polynomial function. Through the analysis of the monitoring data, the external candidate factors that trigger the periodic displacement are preliminarily selected, and the maximal information coefficient (MIC) \[41\] method is used to quantitatively determine the correlation value between the candidate factors and periodic displacement. The SSA is applied to optimize the hyperparameters of the TCN model. Then, the trained model is used to predict the periodic component displacement. The predicted result of the cumulative displacement is the sum of the predicted periodic displacement and trend displacement.

**Figure 3.** The flowchart of the proposed forecast model.
3. Case Study

3.1. Topography and Geology of the Muyubao Landslide

The Muyubao landslide on the slope of the south bank of the Yangtze River is located in the county of Zigui country of Hubei province, 56 km away from the Three Gorges Dam (Figure 4a). The average annual rainfall in this study region is 1493.2 mm. The rainfall is concentrated from July to September, counting 70% of the cumulative rainfall each year. The Muyubao landslide is a large-scale unstable slope that includes a volume of 96 million m$^3$ sliding mass, an area of 1.8 km$^2$. The landslide has a maximum north-to-south length of about 1500 m and an average width of about 1200 m on the different direction (Figure 4b). The upper boundary of the landslide is at an elevation of 540 m above sea level (a.s.l.), and the toe of the landslide dips into the Yangtze River at 100 m (a.s.l.). The upper portion of the landslide shows a steep slope gradient of nearly 25° and gently lowers with the elevation decrease. The sliding mass is mainly composed of a surficial quaternary deposit and fractured quartz sandstone, as shown in Figure 4c. The surficial deposit is composed of silty clay and rubble, which makes up 40–60% of the total volume. The thickness of sliding mass ranges from 60 m to 120 m, and the front part is an uplift platform formed by shear sliding with a thickness of 80~120 m. The main sliding direction of the landslide is 20°, which faces the Yangtze River. The bedrock mainly consists of Jurassic siltstone and Triassic quartz sandstone with dip directions of 27° and dip angles of 25°. The sliding zone is a thickness of 0.1 to 0.3 m layer of dark-gray to black coal and shale that extends along the interface between the bedrock and the sliding mass [42,43].

Figure 4. (a) The location of the study area in China; (b) the monitoring network of the Muyubao landslide; (c) the geological profile III-III’ of the Muyubao landslide.
3.2. Displacement Characteristics Analysis

The landslide displays slow creep character before the initial TGR impoundment (June 2003), and activity signs including the ground fracture and infrastructure damage occurred rarely. However, by the filling-drawdown cycle of the reservoir level after 2003, the landslide deformation is gradually obvious, especially after the first trial impoundment to 156 m a.s.l. (November 2006). Since then, a total of 12 GPS points is set up on the Muyubao landslide in a regular form of three rows and four columns for surface displacement monitoring. The distribution of monitoring points is depicted in Figure 4b, and the other two reference stations (ZG12 and ZG13) are located on stable rock, which is out of the sliding area. The GPS is a kind of GNSS that can provide millimeter accuracy for landslide displacement monitoring [44]. The long-term GPS displacement monitoring results in Figure 5 indicated that most of the area of Muyubao exists at a similar displacement rate (except for ZG01, which is affected by the topography conditions). The displacement around section I-I’ is the most significant, with a total displacement of 2447.9 mm (ZG01), 1693.0 mm (ZG02), 1678.9 mm (ZG03), and 1756 mm (ZG04). The displacement recorded by ZG05, ZG06, ZG07, and ZG08 around the central section of II-II’ of the landslide are similar at cumulative displacement between 1560 mm with 1630 mm and an average velocity of about 10.96 mm/month. Compared with the other points, the displacement data measured by the four GPS station sites around profile III-III’ on the west of the landslide show the lowest displacement, with an average cumulative displacement of 1521 mm. During the whole 12-year monitoring period, the horizontal displacement of the Muyubao landslide displays a linear creep character, but several significant displacement events were observed in the overall monitoring period. There are four evident acceleration events (2007, 2008, 2012, and 2017); each rapidly increased event was usually during a periodic of approximately 5 months (from November to April of the following year). During the four periods, the displacement increased approximately 30% of the total displacement observed in the December 2018. Moreover, the landslide displacement rapidly increased corresponding to the periods of relatively higher reservoir water level every year, while during the rest of the year, the landslide displacement experienced a slower increase, which corresponds to the relatively lower reservoir level period.

Figure 5. The monitoring data of cumulative displacement, the reservoir water level, and rainfall in the Muyubao landslide.
4. Model Implementation

4.1. Displacement Decomposition Result

Through a detailed observation of the displacement time series, several displacement curves can be found with similar displacement trend such as ZG02 and ZG03, ZG05 and ZG06, ZG07 and ZG08, ZG10 and ZG11, and ZG04 and ZG12. Hence, the other two points (ZG01, ZG09) and the five typical points (ZG03, ZG06, ZG08, ZG11, and ZG12) from each pair of GPS points with similar displacement were selected to evaluate the performance of the proposed method. These typical points were located around the three geological profiles (I-I’, II-II’ and III-III’) from the trailing edge to the former edge which can respect to the displacement status of the whole slope. For each GPS point, a total of 146 displacement samples were obtained by monthly recording from November 2006 to December 2018. In order to clearly provide the results of the proposed method in this study, in the following parts, the calculation results visualized in figures were based on the three points (ZG01, ZG06, and ZG12), and all seven points of the calculation results were specifically presented in tables. Figure 6 shows the trend and periodic displacement time-series that were extracted by VMD. The curves with approximately linear growth correspond to the trend displacements. The curves with high fluctuation frequency correspond to the periodic displacement components and show a similar one-year cycle of displacement characterized by acceleration from October to March or April of the following year and descending during April to September. During the four acceleration events (2007, 2008, 2012, and 2017), the average increments of periodic displacements were 50.72 mm, 72.32 mm, 81.27 mm, and 71.27 mm, and the average monthly trend displacements were 24.63 mm, 19.96 mm, 14.87 mm, and 15.13 mm, respectively. In the rest of these years, the average monthly trend displacements were 15.58 mm, 19.08 mm, 16.49 mm, and 12.53 mm, respectively. The trend displacement increase rates were similar even during the period with a displacement rapid increase, so the trend displacements can show an approximate line increase.

4.2. Data Preparation

The monitoring data collected from November 2006 to December 2017 of the selected seven points are chosen as the training sample, and the test samples contain the data from January to December 2018 test samples. The standardization function is used to standardize the training sample and test sample, respectively. The standardization function is calculated as

\[ x' = \frac{x - \mu}{\sigma} \]  

where \( x' \) is the standardization result, \( x \) is the original value, and \( \mu \) and \( \sigma \) are the sample mean and sample standard deviation of the selected dataset.

4.3. Analysis the Influencing Factors of Periodic Displacement

As the input of the periodic displacement prediction model, the trigger factor plays a key role in influencing the output of the final result. Hence, it is necessary to analyze the relationship between the influence factors and the periodic displacement. According to the aforementioned analysis, the landslide displacement shows a certain correlation with the rainfall and reservoir water level. The effect of reservoir operations on slope stability can be divided into a seepage effect or buoyancy effect [42]. The former can be regarded as the dynamic water seepage effect caused by the imbalance of the water levels in the changing process of the reservoir water level. The vertical flow works in the short
Therefore, the candidate factors affecting rainfall on different timescales include the monthly rainfall (b1) and the cumulative rainfall of the last 2 months (b2). On the other hand, the different evolution states of the landslide make the displacement of the landslide respond differently to the external triggering factors [47,48]. The evolution status of the landslide can be obtained through the history movement information of the landslide. Moreover, valuable information may be mined from the extracted displacements and velocities to predict the periodic displacement. Therefore, the velocity of cumulative displacement (c1) and the velocity of the periodic displacement (c2) are also selected as candidate factors.

![Figure 6. The extracted displacements from ZG01, ZG06, and ZG12 by VMD. (a) Trend displacements; (b) periodic displacements.](image)

The displacement of slope is usually considered as a complex multi-dimension nonlinear system at spatiotemporal scale [49]. The complexity and uncertainty of the geological conditions and the randomness and suddenness of external factors are the two main aspects that impart the nonlinear characteristics to the displacement system. Correlation coefficients, such as Pearson’s correlation coefficient, are usually used as feature selection algorithms due to their simple but practical character. However, these methods cannot usually provide a nonlinear relationship between inducing factors and displacement [50]. The maximal information coefficient (MIC) based on the statistical method is used for capturing the correlation between two variables. MIC not only calculates linear and non-linear correlations but also can identify important and difficult-to-recognize correlations [41,51].
Hence, the MIC was applied to identify and screen the environmental factors that induce landslide displacement in this research. The MIC value is between 0 and 1. If two variables show strong dependence, the MIC value is close to 1. Otherwise, it will tend to 0. Figure 7 presents linear and nonlinear relationships (MIC values) among the selected factors and the displacement at selected points of the Muyubao landslide. The MIC values of all candidate factors are equal to or greater than 0.2, revealing the strong correlation relationship between candidate factors and periodic displacement. So, the six candidate factors are selected as the input factors to predict the periodic displacements. In the following, the six factors data were constructed into a six-channel data, and each channel was used to input one factor time-series data, which is similar to the input data shown in Figure 1a, which can be processed by the TCN and 1D-CNN models.

![Figure 7. The MIC values between the periodic displacement and candidate factors.](image)

**Factors**

- **a1**: Average reservoir level of the last month
- **a2**: Change of reservoir level of the last month
- **b1**: Monthly rainfall
- **b2**: Cumulative rainfall of the last two months
- **c1**: Velocity of the cumulative displacement
- **c2**: Velocity of the periodic displacement

### 4.4. Hyper-Parameters and Models Training

In this research, a series experiments were coded by python 3.6 and implemented on a personal computer (CPU: AMD Ryzen 5 2400G 3.6 GHz, 8 GB), including the proposed model and the other comparison models in the later section. In the TCN module, the receptive fields were directly affected by the dilation factors \( d \) and the kernel size \( (k) \). Insufficient reception hinders the extraction of long-term history information, while the excessively large receptive fields increase the calculation burden. Hence, the SSA optimizer was used to determine the hyper-parameters and the model training parameters of the TCN model. In this study, there are six initial input channels of TCN, which corresponds to the number of input factors. Moreover, three causal dilation layers were constructed for the TCN module, and the dilation factors were set to \([1, 2, 4]\). The kernel size \( (k) \), the number of filters \( (N_f) \), and the initial learning rate \( (lr) \) were optimized by SSA. The specific search space of the hyperparameters was defined as a space \( R^7 \in [1, 6] \times [1, 64] \times [0.0001, 0.05] \). For the SSA optimizer, the population size and iteration epochs are 20 and 200, respectively. The loss function was RMSE, and the iteration process was stopped when the loss of validation dataset was minimized. In comparison, the other two models that has performed well in the landslide displacement prediction (i.e., SVM, LSTM) \([22, 52]\) and the 1D-CNN model were applied in competition with the proposed model. The SSA was used to determine the hyperparameters of the three comparison models, and the specific parameters are shown in the Table 1. For the LSTM model, parameter \( N_u \) represents the LSTM unit number, and \( N_l \) represents the number of layers of the LSTM. In the SVM model, the kernel function
was set to “rbf”, with the parameters $C$ and $\gamma$ representing the regularization parameter and the kernel parameter, respectively. In the 1D-CNN model, the hyperparameters $N_k$, $K$ represent the number of kernels and the kernel size in the convolution layer, respectively.

### Table 1. The hyperparameters of TCN and the three comparison models.

| Model    | Hyperparameter Set                                                                                     |
|----------|-------------------------------------------------------------------------------------------------------|
| TCN      | $Epoch = 200, K = [3, 3, 2], N_t = [32, 27, 26], lr = 0.012$                                           |
| LSTM     | $Epoch = 200, N_a = 30, N_t = 2, lr = 0.011$                                                           |
| SVM      | $C = 11.635, \gamma = 0.0951$                                                                         |
| 1D-CNN   | $Epoch = 200, N_k = [34, 25], K_c = [3, 2], lr = 0.008$                                                |

### 5. Results and Discussion

#### 5.1. Prediction Results

##### 5.1.1. Trend Displacement Prediction

The trend displacement is a smooth monotone increasing sequence (Figure 6a). A polynomial with five orders is used to fit the trend displacement in the training sample. The least squares method is applied to find the best fitting values for the parameters of the polynomial function. The polynomial function is as follows:

$$y_t = a t^5 + b t^4 + c t^3 + d t^2 + e t + f$$  \hspace{1cm} (14)

where $y_t$ is the fitted values of the trend term displacement at the time $t$, and $a, b, c, d, e$, and $f$ are the coefficients, where $a$ cannot be zero.

The fitting polynomial of degree five and the prediction results of the trend displacements are shown in Figure 8 and Table 2. As exhibited in Figure 8, all the polynomials of degree five can accurately fit the increasing trend of landslide displacements and predict the following development in the test datasets. The R values of ZG01, ZG03, ZG06, ZG08, ZG09, ZG11, and ZG12 on the test samples are 0.991, 0.991, 0.982, 0.989, 0.989, 0.984, and 0.990, respectively. The fitting results of the trend displacements are close to the monitored displacement, mainly because the VMD can reduce the complexity of the original data and obtain relatively stable displacement components.

![Figure 8. A comparison of the predicted and measured trend displacements.](image-url)
### Table 2. The coefficients of the trend displacement polynomial function (Equation (14)).

| Points | Period                     | a             | b             | c             | d             | e             | f             | R  |
|--------|----------------------------|---------------|---------------|---------------|---------------|---------------|---------------|----|
| ZG01   | November 2006 to December 2017 | $-1.31 \times 10^{-10}$ | $3.70 \times 10^{-6}$ | $-8.78 \times 10^{-4}$ | $7.50 \times 10^{-3}$ | $23.10$ | $-1.07$ | 0.9996 |
| ZG03   | November 2006 to December 2017 | $-4.16 \times 10^{-8}$ | $1.74 \times 10^{-5}$ | $-2.52 \times 10^{-4}$ | 0.11 | 13.64 | 23.48 | 0.9994 |
| ZG06   | November 2006 to December 2017 | $-3.84 \times 10^{-8}$ | $1.52 \times 10^{-5}$ | $-2.08 \times 10^{-4}$ | $7.74 \times 10^{-2}$ | 13.74 | 13.66 | 0.9995 |
| ZG08   | November 2006 to December 2017 | $-1.77 \times 10^{-9}$ | $2.79 \times 10^{-6}$ | $-6.03 \times 10^{-4}$ | $4.34 \times 10^{-4}$ | 15.27 | 14.36 | 0.9994 |
| ZG09   | November 2006 to December 2017 | $-2.96 \times 10^{-8}$ | $1.02 \times 10^{-5}$ | $-1.08 \times 10^{-4}$ | $-1.05 \times 10^{-3}$ | 16.54 | $-0.64$ | 0.9992 |
| ZG11   | November 2006 to December 2017 | $-4.04 \times 10^{-9}$ | $3.21 \times 10^{-6}$ | $-5.99 \times 10^{-4}$ | $5.51 \times 10^{-4}$ | 13.21 | 5.44 | 0.9995 |
| ZG12   | November 2006 to December 2017 | $2.32 \times 10^{-8}$ | $-4.56 \times 10^{-6}$ | $1.72 \times 10^{-4}$ | $-3.80 \times 10^{-2}$ | 17.74 | $-1.08$ | 0.9996 |

5.1.2. Periodic Displacement Prediction

According to the parameters setting the result in Section 4.4, the TCN prediction model was established. Figure 9 and Table 3 exhibit the prediction results produced by the trained models and compared with the measured values. It clearly shows that the prediction results of the TCN model have a similar fluctuation to the measured displacements. Most of the prediction values are close to the measured displacements. For the seven selected sites, the average values of RMSE, MAPE, and R on the test samples are 6.37 mm, 1.487%, and 0.911, respectively. The prediction results compared with the monitoring displacements indicate that the TCN model runs well on the periodic displacement prediction. In short, the TCN is a suitable tool for building nonlinear relationships between the external factors and the periodic displacement.

![Figure 9](https://via.placeholder.com/150)

Figure 9. A comparison of the predicted and measured displacements: (a) ZG01, (b) ZG06, and (c) ZG12.
Table 3. The errors of the predicted results of the TCN model.

| Points | RMSE/mm | MAPE/% | R     |
|--------|---------|--------|-------|
| ZG01   | 5.97    | 0.52   | 0.938 |
| ZG03   | 6.84    | 1.32   | 0.920 |
| ZG06   | 7.35    | 1.02   | 0.832 |
| ZG08   | 5.71    | 2.10   | 0.892 |
| ZG09   | 5.83    | 0.90   | 0.940 |
| ZG11   | 5.89    | 3.52   | 0.955 |
| ZG12   | 6.97    | 1.03   | 0.897 |

5.1.3. Cumulative Displacement Prediction

The period displacement prediction component and the trend term displacement prediction component are added to obtain the cumulative displacement prediction value of the landslide. From January to December 2018, the average values of RMSE, MAPE, and R of TCN are 15.89 mm, 0.85%, and 0.922, respectively (Table 4). Figure 10 shows that the predicted cumulative displacements based on the polynomial of degree five and the TCN model are in good agreement with the measured displacement of the monitoring points. This is due to the hybrid models providing an integrated learning strategy, which can reduce the complexity of the time-series displacement, and relatively simple nonlinear and nonlinear models can realize high accuracy prediction.

Table 4. The cumulative displacement prediction accuracy.

| Points | RMSE/mm | MAPE/% | R     |
|--------|---------|--------|-------|
| ZG01   | 16.60   | 0.60   | 0.981 |
| ZG03   | 14.32   | 0.94   | 0.907 |
| ZG06   | 11.55   | 0.52   | 0.836 |
| ZG08   | 16.17   | 0.98   | 0.963 |
| ZG09   | 24.54   | 1.33   | 0.897 |
| ZG11   | 13.31   | 0.91   | 0.937 |
| ZG12   | 14.71   | 0.69   | 0.938 |

In the early monitoring period, the step-like displacement is obvious, but the step-like displacement feature is not significant at the end of the monitoring period. Compared with the different displacement status, we think the effect of the fluctuation of the reservoir water level on the slope will be weakened in the future. Other slopes with similar monitoring data in the Three Gorges Reservoir area also illustrate this point, such as the Baishuihe landslide [53] and the Qianjiangping landslide [54]. The surface displacement prediction is an import part of LEWS; the slope failure warning criterion is usually based on the displacement value and corresponding indices including the displacement rate, the displacement tangent angle and the inverse velocity method [55,56]. The displacement value cannot consistently produce an accurate slope failure warning for a certain landslide at present, due to the complexity and uncertainty of the geological conditions and external factors. However, these critical criteria of landslide failure can be obtained by accurate displacement prediction results, which can contribute to evacuating people from risk slope in advance and reduce landslide risk. So, in the future we will concentrate on the critical criterion of landslide failure, based on this method.
points. This is due to the hybrid models providing an integrated learning strategy, which can reduce the complexity of the time-series displacement, and relatively simple nonlinear and nonlinear models can realize high accuracy prediction.

In the early monitoring period, the step-like displacement is obvious, but the step-like displacement feature is not significant at the end of the monitoring period. Compared with the different displacement status, we think the effect of the fluctuation of the reservoir water level on the slope will be weakened in the future. Other slopes with similar monitoring data in the Three Gorges Reservoir area also illustrate this point, such as the Baishuihe landslide [53] and the Qianjiangping landslide [54]. The surface displacement prediction is an important part of LEWS; the slope failure warning criterion is usually based on the displacement value and corresponding indices including the displacement rate, the displacement tangent angle and the inverse velocity method [55,56]. The displacement value cannot consistently produce an accurate slope failure warning for a certain landslide at present, due to the complexity and uncertainty of the geological conditions and external factors. However, these critical criteria of landslide failure can be obtained by accurate displacement prediction results, which can contribute to evacuating people from risk slopes in advance and reduce landslide risk. So, in the future we will concentrate on the critical criterion of landslide failure, based on this method.

Figure 10. The predicted and measured cumulative displacements at (a) ZG01, (b) ZG06, and (c) ZG12.

5.2. Periodic Displacement Prediction Comparison among Different Models

5.2.1. Comparing the 1D-CNN Model with the TCN Model

Although few studies introduce the CNN algorithm to perform landslide displacement prediction, it has useful applications in many other time-series prediction fields. So, in this competition, we constructed a 1D-CNN model for periodic displacement prediction, and three statistical metrics—RMSE, MAPE, and R—are used to evaluate the performance of the 1D-CNN and TCN models. Figure 11 and Table 5 show the specific comparison results. In Table 5, both the 1D-CNN and TCN models can provide relatively good accuracy of the periodic displacements, indicating that the 1D-CNN model also has potential to simulate landslide periodic displacement for LEWS. However, among 21 evaluation indices of the 7 points, 15 indices of the TCN model are superior to the 1D-CNN model. This indicates that the sequence processing abilities in the TCN model can improve the competitiveness for time-series prediction. Compared with the 1D-CNN model, the prediction accuracy of the TCN model improved by 18.22%, −21.93%, 13.73%, 11.60%, 14.64%, 10.89%, and 1.56%, respectively, for the RMSE index. For MAPE, the relative improvements are 88.55%, −32.00%, 43.02%, 22.51%, 36.17%, −5.71%, and −74.58%, respectively. For the R index, the relative improvements are 9.45%, −2.23%, −5.45%, 4.08%, 1.95%, 6.94%, and 0.46%, respectively. To sum up, compared with the results of the 1D-CNN model, the average relative improvement ratios of RMSE, MAPE, and R of TCN are 7.95%, 32.27%, and 2.10%, respectively. So, compared with 1D-CNN model, the TCN model was recommended for the periodic displacement prediction.
5.2.2. Comparison among TCN, LSTM, and SVM

To further evaluate the performance of the proposed model, the TCN model was compared with the SVM and LSTM models, which have performed well for displacement prediction too. The specific comparison results of the prediction performance indices are shown in Table 5, and the prediction values for the testing sample are shown in Figure 12.

Generally, the three proposed models can predict the trend of the monitoring displacements. However, for the SVM model, the error and fluctuation compared with the monitoring displacement are larger than the other two models. From Table 5, compared with the static SVM model, the time-series modeling models (LSTM and TCN) are more competitive and reach a relatively high prediction accuracy. This result is consistent with the previous findings that the dynamic modeling method performed better than the static model [16,23,24]. Moreover, on most of the testing sites, the TCN model was outperformed by the other models. The performance of the LSTM model was lower than the TCN model in this competition. Specifically, compared with the SVM model, the average improvement ratios of RMSE, MAPE, and R of TCN were 39.58%, 66.69%, and 8.99%, respectively. For the LSTM model, the average improvement ratios of RMSE, MAPE, and R of TCN were 8.35%, 17.25%, and 0.56%, respectively.

In this competition, we also computed the time consumption for training the SVM, LSTM, and TCN models. The suitable SVM parameters were searched for using a meta-heuristic SSA, and the parameters in the TCN and LSTM models were optimized based on the gradient descent algorithm (Adam). The training time for SVM (10.26 s) is lower than the LSTM (15.15 s) and TCN (11.57 s) models because there were only two parameters optimized by SSA, which was much less than the number of parameters in the two time-series modeling models.

Table 5. The periodic displacements prediction accuracy among the 1D-CNN and TCN models for the seven points.

| Points | Model | RMSE/mm | MAPE/% | R     |
|--------|-------|---------|--------|-------|
| ZG01   | 1D-CNN| 7.30    | 4.54   | 0.857 |
|        | TCN   | 5.97    | 0.52   | 0.938 |
| ZG03   | 1D-CNN| 5.61    | 1.00   | 0.941 |
|        | TCN   | 6.84    | 1.32   | 0.920 |
| ZG06   | 1D-CNN| 8.52    | 1.79   | 0.880 |
|        | TCN   | 7.35    | 1.02   | 0.832 |
| ZG08   | 1D-CNN| 6.46    | 2.71   | 0.857 |
|        | TCN   | 5.71    | 2.10   | 0.892 |
| ZG09   | 1D-CNN| 6.83    | 1.41   | 0.922 |
|        | TCN   | 5.83    | 0.90   | 0.940 |
| ZG11   | 1D-CNN| 6.61    | 3.33   | 0.893 |
|        | TCN   | 5.89    | 3.52   | 0.955 |
| ZG12   | 1D-CNN| 7.08    | 0.59   | 0.893 |
|        | TCN   | 6.97    | 1.03   | 0.897 |

5.2.2. Comparison among TCN, LSTM, and SVM

To further evaluate the performance of the proposed model, the TCN model was compared with the SVM and LSTM models, which have performed well for displacement prediction too. The specific comparison results of the prediction performance indices are shown in Table 5, and the prediction values for the testing sample are shown in Figure 12. Generally, the three proposed models can predict the trend of the monitoring displacements. However, for the SVM model, the error and fluctuation compared with the monitoring displacement are larger than the other two models. From Table 5, compared with the static SVM model, the time-series modeling models (LSTM and TCN) are more competitive and reach a relatively high prediction accuracy. This result is consistent with the previous findings that the dynamic modeling method performed better than the static model [16,23,24]. Moreover, on most of the testing sites, the TCN model was outperformed by the other models. The performance of the LSTM model was lower than the TCN model in this competition. Specifically, compared with the SVM model, the average improvement ratios of RMSE, MAPE, and R of TCN were 39.58%, 66.69%, and 8.99%, respectively. For the LSTM model, the average improvement ratios of RMSE, MAPE, and R of TCN were 8.35%, 17.25%, and 0.56%, respectively.
prediction too. The specific comparison results of the prediction performance indices are shown in Table 6, and the prediction values for the testing sample are shown in Figure 12. Generally, the three proposed models can predict the trend of the monitoring displacements. However, for the SVM model, the error and fluctuation compared with the monitoring displacement are larger than the other two models. From Table 6, compared with the static SVM model, the time-series modeling models (LSTM and TCN) are more competitive and reach a relatively high prediction accuracy. This result is consistent with the previous findings that the dynamic modeling method performed better than the static model [16,23,24]. Moreover, on most of the testing sites, the TCN model was outperformed by the other models. The performance of the LSTM model was lower than the TCN model in this competition. Specifically, compared with the SVM model, the average improvement ratios of RMSE, MAPE, and R of TCN were 39.58%, 66.69%, and 8.99%, respectively. For the LSTM model, the average improvement ratios of RMSE, MAPE, and R of TCN were 8.35%, 17.25%, and 0.56%, respectively.

Table 6. The periodic displacement prediction accuracy among the SVM, LSTM, and TCN models for the selected seven points.

| Points | Model | RMSE/mm | MAPE/% | R     |
|--------|-------|---------|--------|-------|
| ZG01   | SVM   | 11.03   | 1.98   | 0.747 |
|        | LSTM  | 6.77    | 0.95   | 0.922 |
|        | TCN   | 5.97    | 0.52   | 0.938 |
| ZG03   | SVM   | 11.22   | 1.22   | 0.837 |
|        | LSTM  | 5.95    | 1.24   | 0.923 |
|        | TCN   | 6.84    | 1.32   | 0.920 |
| ZG06   | SVM   | 9.64    | 1.43   | 0.840 |
|        | LSTM  | 7.98    | 0.98   | 0.861 |
|        | TCN   | 7.35    | 1.02   | 0.832 |
| ZG08   | SVM   | 9.67    | 4.65   | 0.807 |
|        | LSTM  | 6.96    | 3.72   | 0.896 |
|        | TCN   | 5.71    | 2.10   | 0.892 |
| ZG09   | SVM   | 9.50    | 1.12   | 0.934 |
|        | LSTM  | 6.55    | 0.92   | 0.930 |
|        | TCN   | 5.83    | 0.90   | 0.940 |
| ZG11   | SVM   | 10.41   | 11.65  | 0.828 |
|        | LSTM  | 6.23    | 3.91   | 0.924 |
|        | TCN   | 5.89    | 3.52   | 0.955 |
| ZG12   | SVM   | 12.28   | 9.20   | 0.855 |
|        | LSTM  | 8.18    | 0.86   | 0.954 |
|        | TCN   | 6.97    | 1.03   | 0.897 |

In this competition, we also computed the time consumption for training the SVM, LSTM, and TCN models. The suitable SVM parameters were searched for using a meta-heuristic SSA, and the parameters in the TCN and LSTM models were optimized based on the gradient descent algorithm (Adam). The training time for SVM (10.26 s) is lower than the LSTM (15.15 s) and TCN (11.57 s) models because there were only two parameters optimized by SSA, which was much less than the number of parameters in the two time-series models. Compared with the LSTM model, the training consumption of TCN decreased by 23.63%. The main reason for this is that the parameters in the filters of the TCN model are shared across a convolution layer and a pooling layer, which can reduce the number of parameters. In particular, the LSTM is a sequence model, a lot of gate units were used to memorize the history information, and the calculation of the later state needs to wait for the former state calculation to be completed [25,57]. These results support the effectiveness of the proposed TCN model in processing the time series and improving the prediction accuracy, especially for periodic displacement.
series models. Compared with the LSTM model, the training consumption of TCN decreased by 23.63%. The main reason for this is that the parameters in the filters of the TCN model are shared across a convolution layer and a pooling layer, which can reduce the number of parameters. In particular, the LSTM is a sequence model, a lot of gate units were used to memorize the history information, and the calculation of the later state needs to wait for the former state calculation to be completed [25,57]. These results support the effectiveness of the proposed TCN model in processing the time series and improving the prediction accuracy, especially for periodic displacement.

Figure 12. A comparison of monitored and predicted periodic displacements using three prediction models for different sites: (a) ZG01, (b) ZG06, and (c) ZG12.

6. Conclusions

Based on the long-term professional GPS monitoring in the Muyubao landslide, a large-scale landslide in the TGRA of the chain, this study proposed a hybrid method of step-like landslide displacement prediction based on the TCN model, which consists of causal dilation layers and a residual block. The time-series analysis and the VMD theory were used to decompose the cumulative displacement, reduce the complexity of the data, and obtain relatively clear displacement patterns. For cumulative displacement prediction, the average values of RMSE, MAPE, and R of the proposed method are 15.89 mm, 0.85%, and 0.922, respectively. The results indicate that the prediction values of the proposed model are in good agreement with the actual values.

Moreover, this study focuses on the periodic displacement prediction, which is difficult to use to predict final prediction results. The periodic displacement prediction results indicated that the average RMSE (6.37 mm), MAPE (1.49%), and R (0.911) of the TCN model were the best, compared with the two commonly used machine learning and deep learning methods (SVM and LSTM). Compared with the static SVM model, the average improvement ratios range from 8.99% to 66.69%; compared with the sequence model LSTM, the accuracy of the proposed TCN model improved from 0.56% to 17.25%. Moreover, the training time of the TCN decreases by 23.63% compared with LSTM model. This is due to the TCN combined with the time-series modeling ability of RNN and CNN’s global feature extraction. Convolution and pooling layers are widely applied in the TCN model, which can extract global features and reduce the number of parameters by using a weight-sharing strategy. The causal dilation layer in TCN can flexibly increase the receptive fields in the deeper layer, which contributes to the longer memory time series. Overall, the feasibility and superiority of the proposed hybrid method are demonstrated by successful implication.
in the seven landslides displacement time-series prediction. The proposed method can decompose cumulative displacement into relatively simple displacement components that are also suitable for other landslide displacement predictions characterized by slow-moving deformation and step-like displacements effected by periodical or seasonal factors.
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