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A Novel Partial Discharge Detection Method Based on the Photoelectric Fusion Pattern in GIL
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Abstract: Optical detection and ultrahigh frequency (UHF) detection are two significant methods of partial discharge (PD) detection in the gas-insulated transmission lines (GIL), however, there is a phenomenon of signals loss when using two types of detections to monitor PD signals of different defects, such as needle defect and free particle defect. This makes the optical and UHF signals not correspond strictly to the actual PD signals, and therefore the characteristic information of optical PD patterns and UHF PD patterns is incomplete which reduces the accuracy of the pattern recognition. Therefore, an image fusion algorithm based on improved non-subsampled contourlet transform (NSCT) is proposed in this study. The optical pattern is fused with the UHF pattern to achieve the complementarity of the two detection methods, avoiding the PD signals loss of different defects. By constructing the experimental platform of optical-UHF integrated detection for GIL, phase-resolved partial discharge (PRPD) patterns of three defects were obtained. After that, the image fusion algorithm based on the local entropy and the phase congruency was used to produce the photoelectric fusion PD pattern. Before the pattern recognition, 28 characteristic parameters are extracted from the photoelectric fusion pattern, and then the dimension of the feature space is reduced to eight by the principal component analysis. Finally, three kinds of classifiers, including the linear discriminant analysis (LDA), support vector machine (SVM), and k-nearest neighbor (KNN), are used for the pattern recognition. The results show that the recognition rate of all the photoelectric fusion pattern under different classifiers is higher than that of optical and UHF patterns, up to the maximum of 95%. Moreover, the photoelectric fusion pattern not only greatly improves the recognition rate of the needle defect and the free particle defect, but the recognition accuracy of the floating defect is also slightly improved.
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1. Introduction

In recent years, gas-insulated transmission lines (GIL) are widely used in the power transmission of hydropower stations and nuclear power plants because of their high efficiency, large transmission capacity, high reliability, and small footprint [1–3].

In the operation of GIL, partial discharge (PD) is a precursor in the deterioration of insulation performance, which is the main cause of a breakdown. In addition, the severity of PD is closely related to the type of discharge defect. Therefore, PD detection and pattern recognition are particularly important in the GIL [4,5]. In order to improve the reliability of PD detection and pattern recognition,
some scholars have proposed a method of combining the fluorescent fiber detection and the ultrahigh frequency (UHF) detection in the PD detection of gas-insulated equipment, which has the characteristics of high sensitivity, strong anti-interference ability, and wide application range [6].

Although optical-UHF integrated detection can effectively detect the occurrence of PD, optical detection and UHF detection have certain limitations for the pattern recognition of PD. UHF detection is limited by its detection bandwidth and is susceptible to influence from the external electromagnetic interference, resulting in the loss of UHF signals [7]. For optical detection, the propagation of the optical signal is affected by the structure of the GIL, the location of sensors, the distance of sensors, and the position of the PD source, which will weaken or even shield optical signals reaching the sensor. This can also result in the loss of optical signals [8]. Therefore, both UHF detection and optical detection have the phenomena of signals loss, which will lead to incomplete feature information in the PD pattern. Therefore, if the UHF pattern and the optical pattern are separately used for pattern recognition in the optical-UHF integrated detection, both detections will be affected by the pattern aliasing or the false pattern in the recognition process due to the missing information of the PD characteristic. These adverse effects will reduce the accuracy of PD pattern recognition.

In order to improve the accuracy of PD pattern recognition in the GIL, this study proposes an image fusion algorithm based on improved non-subsampled contourlet transform (NSCT) [9], which can gain the photoelectric fusion phase-resolved partial discharge (PRPD) pattern by fusing the optical PRPD pattern with the UHF PRPD pattern. By applying the photoelectric fusion PRPD pattern to the pattern recognition of PD, the two detection methods are complemented, avoiding the problem of missing PD characteristic information in a single type of the detection pattern.

Compared with the traditional NSCT method [10], the improved NSCT image fusion algorithm with the multiscale, multidirectional, and translation-invariant characteristics can retain more image edge and texture information, which can more completely contain the PD characteristic information of optical and UHF signals. In order to better characterize the PD characteristics of the PD pattern, 28 characteristic parameters, such as moment features and texture features, are extracted from the photoelectric fusion PD pattern and, then, the principal component analysis (PCA) method is used to reduce the feature vector space to eight characteristic parameters. After the process of PCA, linear discriminant analysis (LDA), support vector machine (SVM), and k-nearest neighbor (KNN) were used to verify the pattern recognition accuracy by photoelectric fusion patterns. Therefore, through the method of photoelectric image fusion, it provides a novel idea for the optical-UHF integrated detection of PD.

2. PD Experiment of GIL

2.1. Experimental Platform and Defect Model

The GIL experimental platform used in this study is shown in Figure 1. In order to isolate external electromagnetic interference, the whole experimental platform is located in the metal shielded room. In the platform, the GIL test tank is made of aluminum alloy, and the seal is good without light injection. The photoelectric integrated sensor that is composed of a fluorescent fiber intertwined on the cylindrical UHF detection is installed on the tank wall for PD signals acquisition. The detection frequency band of the UHF sensor is 300–500 MHz. The photomultiplier tube (PMT) adopts the HAMAMATSU-H10722-01 model whose corresponding range of spectrum is 230,920 nm, and the voltage/current conversion coefficient is 1V/µA. The function of PMT is to convert the collected optical signals into electrical signals, which is helpful for signal processing. The digital PD detector (Haffley DDX 9121b) collects standard PD signals as a reference to confirm the loss of optical signals and UHF signals. The oscilloscope uses LeCroy-HDO6000A [11].
In order to simulate the PD defects in GIL, Figure 2 shows three aluminum typical defect models of the needle discharge defect, the floating discharge defect, and the free particle discharge defect designed in this study [12].

![Diagram of experimental setup](image)

**Figure 1.** Partial discharge (PD) detection platform of gas-insulated transmission lines (GIL).

**Figure 2.** Schematic diagram of three insulation defect models. (a) The needle discharge defect, (b) the floating discharge defect, and (c) the free particle discharge defect.

### 2.2. Experimental Method

Before the experiment, PD defects and the tank were dedusted. The SF₆ gas was then filled into the GIL experimental tank that was sealed and vacuum until the gas pressure reached 0.2 MPa. According to the above operation, three typical PD defects were placed into the GIL experimental tank for PD experiments. During the experiment, the center of the optical-UHF integrated sensor was facing the defect on the level.

For the data acquisition, PD detection was performed for each defect at several voltage levels. For each defect, 120 detection samples were collected and each sample included 50 PD signals of a power frequency cycle.

### 2.3. Analysis of the Experimental Results

According to the time domain waveform of Figure 3, comparing the UHF signals and optical signals with the PD detector signals that act as the standard signals confirms that the signal loss is relative to the detection method and discharge defects, rather than external signal interference.
In the UHF detection, the sensitivity of the UHF detection is low due to the limitation of the detection band and the interference of the environmental noise. Thereby, it is shown that the PD detection of the needle discharge defect has a phenomenon of UHF signal loss in the experiment.

In the optical detection, the uncertainty of the free particle discharge is strong, and the intensity of the free particle discharge is not uniform. In addition, the optical detection is easily affected by the photon propagation path and the reflection condition of GIL inner wall. Therefore, the PD detection of the free particle discharge also has a phenomenon of optical signal loss.

In order to represent the characteristic information of PD more effectively, this study uses the two-dimensional PRPD pattern to describe the phase information of PD. The PRPD pattern is represented by a $\varphi - u$ two-dimensional pattern, where $\varphi$ represents the power frequency phase at which PD occurs and $u$ represents the intensity of PD signals [13]. The color of the PRPD pattern represents the discharge density at certain phase and amplitude, which is shown by the color bar. Each PRPD pattern is drawn from a PD signal sample, including 50 PD cycles acquired by the oscilloscope above, which can guarantee that the loss of signal is not an accident.

For the needle defect, the PRPD pattern of the optical-UHF integrated sensor at 20 kV is shown in Figure 4. Optical signals are mainly concentrated near the peaks of positive and negative half cycles, while most UHF signals appear only in the area of the negative half cycle. It can be concluded that the detection sensitivity of the UHF sensor is lower than that of the optical sensor. When the PD intensity of the positive half cycle is small, the UHF sensor cannot detect the PD signals. Therefore, there is a phenomenon of missed UHF signals in the positive half cycle, which can cause the PD characteristic information to be incomplete and interfere with the PD pattern recognition.

For the floating defect, as shown in Figure 5, optical signals and UHF signals are mainly distributed near the peak of the positive and negative half cycles at 20 kV, which has good distribution characteristics of phase concentration. Therefore, the optical and UHF PD signals collected by the optical-UHF integrated sensor has good correspondence.
Figure 4. Phase-resolved partial discharge (PRPD) patterns of the needle defect under 20 kV. (a) A PRPD pattern of the optical detection and (b) a PRPD pattern of the UHF detection.

Figure 5. PRPD patterns of the floating defect under 20 kV. (a) A PRPD pattern of the optical detection and (b) a PRPD pattern of the UHF detection.

For the free particle defect, the PRPD pattern of the optical-UHF integrated sensor at 20 kV is shown in Figure 6. Under the action of the electric field force, the free metal particle undergo random collision movement between the plates and the discharge repetition rate of it is low, which causes the phase distribution of UHF signals to be relatively random in the PRPD pattern. It can be seen from the optical pattern that the randomness of the optical signal distribution is weak. The light spots in the optical pattern are mainly concentrated in the negative half cycle, instead of being distributing randomly. Therefore, the distribution of optical signals has a large difference from the UHF signal pattern. It is indicated that optical signals are attenuated by the occlusion and the reflection phenomenon of the propagation path during the propagation process, which causes optical signals to be missed and incompletely collected [8]. As a result, the loss of PD information leads to a failure to fully represent the PD characteristics of the free particle defect.

Figure 6. PRPD patterns of the free particle defect under 20 kV. (a) A PRPD pattern of the optical detection and (b) a PRPD pattern of the UHF detection.
The above experiments prove that the PD characteristic information of UHF and optical PRPD patterns is incomplete. The UHF sensor has the loss of signals on the needle defect, and the optical sensor has the loss of signals on the free particle defect. Therefore, if the two types (UHF patterns and optical patterns) of PRPD patterns are separately used for pattern recognition, the lack of the characteristic information may result in a decrease in recognition accuracy.

3. Image Fusion Algorithm Based on Improved NSCT

3.1. NSCT Structure

For PD patterns, the edge texture plays a key role in identifying the type of PD. Therefore, this study uses an image fusion algorithm based on the improved NSCT method to fuse the optical pattern with the UHF pattern. Its structure can be divided into two parts, non-subsampled pyramid filter banks (NSPFB) and non-subsampled directional filter bank (NSDFB). The structural framework of the NSCT is shown in Figure 7.

NSPFB is used as a filter that is up sampled. In order to achieve multiscale decomposition of the image, NSPFB performs up-sampling processing by the matrix $D = 2I$ iteratively, which can obtain the filter $H(Z^{2j})$. The NSPFB filters the low-frequency subband image of the upper level by the lowpass filter $H_0(Z^{2j})$ and the bandpass filter $H_1(Z^{2j})$, so that each level is decomposed into a low-frequency subband image and a high-frequency subgraph. The definition of the decomposition scale is $j$. In the filtering process, the ideal frequency domain of the lowpass filter at $j$ scale is $[-\pi/2j, \pi/2j] \times [-\pi/2j, \pi/2j]$. The corresponding ideal frequency domain of the bandpass filtering is $[-\pi/2j + 1, \pi/2j + 1] \times [-\pi/2j-1, \pi/2j-1]$ [14]. Thus, after the image is decomposed by the $j$-level NSPFB, the image can obtain $j + 1$ subgraph of the same size as the original decomposition image, including one low-frequency subgraph and $j$ high-frequency subgraph. Taking the three-level NSPFB decomposition as an example, its structure is shown in Figure 8 [15].

NSDFB used in the NSCT is based on a fan-shaped filter bank. The two-channel directional filters, $U_0(Z)$ and $U_1(Z)$, with the fan-shaped frequency domain are up-sampled by the sampling matrix $D$ to obtain filters $U_0(Z^D)$ and $U_1(Z^D)$. Then $U_0(Z^D)$ and $U_1(Z^D)$ are used to filter the subgraph decomposed in the upper level, which can achieve more accurate directional decomposition of the image in the image of corresponding frequency domain. As shown in Figure 9, taking the two-level directional decomposition as an example, the NSDFB decomposes the two-dimensional frequency domain into several wedge-shaped regions representing directionality [16]. Each wedge-shaped region contains detailed direction features of the image. Therefore, by performing $k$-level directional decomposition on the subgraph at one level of the NSPFB, it is possible to obtain a $2^k$ directional subgraph with the same size as the source image [17].
3.2. Improved Image Fusion Rules Based on NSCT

According to the NSCT decomposition above, when \( k_j \) represents the NSDFB directional decomposition levels of the image on the \( j \)th-level of the J-level NSPFB decomposition, the number of subgraph generated by the decomposition can be expressed as \( 1 + \sum_{j=1}^{J} 2^{k_j} \), including one low-frequency subgraph and \( \sum_{j=1}^{J} 2^{k_j} \) high-frequency subgraph. In order to ensure the anisotropy in the NSCT image fusion process, we change the \( k_j \) on each level of the NSPFB, which can make high-frequency subgraph on each level of the NSPFB have different directional decomposition. The structural flow of image fusion is shown in Figure 10 [18].

The source images A and B are subjected to grayscale processing before the NSCT conversion. By performing NSCT decomposition on the grayscale images of the source images A and B, the high-frequency subband coefficients, \( C_{j, r}^A(x, y) \), \( C_{j, r}^B(x, y) \), and the low-frequency subband coefficients, \( L_{j, r}^A(x, y) \), \( L_{j, r}^B(x, y) \), of each source image can be obtained. Among them, \( j = (1, 2, \ldots, J) \) is the number of decomposition levels of the NSPFB, \( r \) is the \( r \)th-direction of the NSDFB decomposition on the \( j \)th-level \( (r = 1, 2, \ldots, 2^{k_j}) \), and the subband coefficient represents the gray value at location \((x, y)\).
3.2.1. Fusion Rule of Low-Frequency Subgraph

After being decomposed by the NSCT, the contour information of the source image is mainly retained in the low-frequency subgraph. For the PRPD pattern, the contour of PD signals distribution is especially important for pattern recognition. Image fusion of the decomposed low-frequency subgraph is to preserve the contour feature information of the PRPD pattern as completely as possible. Therefore, we propose a fusion rule of low-frequency subgraph, combining Canny operator and local entropy to better preserve the contour information of the PRPD pattern.

It is known that $L_A^J(x, y)$ and $L_B^J(x, y)$ are two low-frequency subgraphs to be fused, which are the same size. First, the low-frequency subgraph is edge-extracted by the Canny operator to obtain the edge contour binary graphs, $L_A^{Canny}(x, y)$ and $L_B^{Canny}(x, y)$. Thereby, the contour information of the signal distribution in the low-frequency subgraph is better preserved during the fusion process, which reduces the influence of image texture and sparseness.

In this study, we introduce the concept of image local entropy [19]. The local entropy can reflect the extent of gray dispersion of the image. In the image region with large local entropy, the gray value of this certain region is relatively uniform and contains less feature information. In the image region with small local entropy, the grayscale difference of this certain region is large and contains more feature information. Therefore, the local entropy is larger in the smooth region of the PRPD pattern, while the local entropy is smaller in the boundary contour region of the signal distribution for the PRPD pattern.

$f(x, y)$ is defined as the gray value of location $(x, y)$ in the image, then, an image of size $X \times Y$ whose local entropy $H_{f(x,y)}$ is defined as [20]:

$$H_{f(x,y)} = \sum_{x=1}^{X} \sum_{y=1}^{Y} p_{xy} \log p_{xy}$$ (1)

where $p_{xy}$ is the probability of gray distribution at location $(x, y)$, and its expression is as follows:

$$p_{xy} = \frac{f(x, y)}{\sum_{x=1}^{X} \sum_{y=1}^{Y} f(x, y)}$$ (2)

Therefore, the fusion method of low-frequency coefficient adopted in this study is summarized as:

1) The local entropy $H_A^{f(x,y)}$ and $H_B^{f(x,y)}$ at location $(x, y)$ of the edge contour binary patterns $L_A^{f, Canny}(x, y)$ and $L_B^{f, Canny}(x, y)$ are calculated by traversing the sampling window of size $3 \times 3$. 

![Figure 10. NSCT image fusion structure.](image-url)
2) By comparing the magnitude of the local entropy at each location, it is determined how much the sample window contains image contour information. According to this, the fusion weight coefficients, \( c_A(x, y) \) and \( c_B(x, y) \), of the images, \( L^A_f(x, y) \) and \( L^B_f(x, y) \), are calculated.

\[
c_A(x, y) = \frac{H^A_f(x,y)}{H^A_f(x,y) + H^B_f(x,y)}
\]

(3)

\[
c_B(x, y) = \frac{H^B_f(x,y)}{H^A_f(x,y) + H^B_f(x,y)}
\]

(4)

3) According to the local entropy of the image and the fusion weight coefficient, the fused low-frequency subgraph \( L^\text{fusion}_f(x, y) \) is calculated. The fusion rules are as follows:

\[
L^\text{fusion}_f(x, y) = c_A \times L^A_f(x, y) + c_B \times L^B_f(x, y)
\]

(5)

3.2.2. Fusion Rule of High-Frequency Subgraph

After the NSCT decomposition, the detailed texture information of the source image is mainly retained in the high-frequency subgraph, which represents the density of PD signals. Therefore, the key point of the high-frequency subgraph fusion is to enhance the image features, making the high-frequency subgraph more informative.

In this study, phase congruency (PC) is applied to the fusion rule of high-frequency coefficient. PC analyzes the feature points of the grayscale image from the perspective of the frequency domain. The theoretical basis is that the image is subjected to Fourier transform decomposition, and then the points with the most consistent phase of each harmonic component correspond to the feature point of the image [21]. Thus, PC can measure the importance of subgraph features with a dimensionless measurement.

In the fusion of high-frequency subgraphs, the PC value can represent the sharpness of high-frequency subgraphs. Because the subgraph can be regarded as a 2D signal [22], the PC value of the subgraph at location \((x, y)\) can be calculated by Equation (6).

\[
PC(x, y) = \frac{\sum_k E_{\theta_k}(x, y)}{\epsilon + \sum_n \sum_k A_{n,\theta_k}(x, y)}
\]

(6)

where \( A_{n,\theta_k} \) is the amplitude of the \( n \)-th Fourier component and angle \( \theta_k \). \( \theta_k \) denotes the orientation angle at \( k \), and \( \epsilon \) is a positive constant to offset the DC components of subgraph. In this study, the value of \( \epsilon \) is set to 0.001 [23]. \( E_{\theta_k}(x, y) \) can be calculated by Equation (7).

\[
E_{\theta_k}(x, y) = \sqrt{F_{\theta_k}^2(x, y) + H_{\theta_k}^2(x, y)}
\]

(7)

where \( F_{\theta_k}(x, y) \) and \( H_{\theta_k}(x, y) \) can be calculated by Equations (8) and (9) respectively.

\[
F_{\theta_k}(x, y) = \sum_n e_{n,\theta_k}(x, y)
\]

(8)

\[
H_{\theta_k}(x, y) = \sum_n a_{n,\theta_k}(x, y)
\]

(9)

where \( e_{n,\theta_k}(x, y) \) and \( a_{n,\theta_k} \) are convolution results of subgraph at location \((x, y)\), which can be calculated by Equation (10).

\[
\begin{bmatrix} e_{n,\theta_k}(x, y), a_{n,\theta_k}(x, y) \end{bmatrix} = [I(x, y) \times M_{\text{high}}^n, I(x, y) \times M_{\text{high}}^n]
\]

(10)
where \( I(x, y) \) denotes the pixel value of subgraph at location \((x, y)\). \( M_n^e \) and \( M_n^o \) represent the even- and odd-symmetric filters of 2D log-Gabor at scale \( n \) [23].

PC is a contrast invariant, which cannot reflect local contrast changes [22]. In order to compensate for the lack of PC, a measure of sharpness change (SCM) is introduced as below:

\[
SCM(x, y) = \sum_{(x_0, y_0) \in \Omega_0} (I(x, y) - I(x_0, y_0))^2
\]

where \( \Omega_0 \) denotes a local window with a size of \( 3 \times 3 \) that is entered at \((x, y)\). \((x_0, y_0)\) is a pixel point in the local window of \( \Omega_0 \). In addition, the local SCM (LSCM) is expressed as Equation (12) to determinate the \((x, y)\) neighborhood contrast.

\[
LSCM(x, y) = \sum_{a=-M}^{M} \sum_{b=-N}^{N} SCM(x+a, y+b)
\]

where \( (2M+1) \times (2N+1) \) represents the neighborhood size.

Since PC and LSCM cannot completely reflect the local luminance information, the local energy (LE) is proposed as below:

\[
LE(x, y) = \sum_{a=-M}^{M} \sum_{b=-N}^{N} (I(x+a, y+b))^2
\]

Therefore, according to the theory mentioned above, a new activity measure (NAM) is defined using PC, LSCM, and LE to measure various aspects of subgraph information.

\[
NAM(x, y) = (PC(x, y))^{\alpha_1} \cdot (LSCM(x, y))^{\beta_1} \cdot (LE(x, y))^{\gamma_1}
\]

where \( \alpha_1, \beta_1, \gamma_1 \) are set to 1, 2, and 2 respectively, which are used to adjust the value of PC, LSCM, and LE in NAM [24].

After the NAM is obtained, the fused high-frequency image can be determined by the Equation (15).

\[
H_{j}^{\text{fusion}}(x, y) = \begin{cases} 
H_A(x, y) & \text{if } Lmap_A(x, y) = 1 \\
H_B(x, y) & \text{otherwise}
\end{cases}
\]

where the \( H_{j}^{\text{fusion}}(x, y) \) represents the high-frequency fused subgraph of \( j \)th-level, \( H_A(x, y) \) and \( H_B(x, y) \) are high-frequency subgraphs of source image A and B. \( Lmap_j(x, y) \) is a decision map for the fusion of high-frequency subgraph, which can be calculated by Equation (16).

\[
Lmap_j(x, y) = \begin{cases} 
1 & \text{if } \left[ S_j(x, y) \right] > \frac{M \times N}{2} \\
0 & \text{otherwise}
\end{cases}
\]

where the \( S_j(x, y) \) is calculated by Equation (17).

\[
S_j(x, y) = \{ (x_0, y_0) \in \Omega_1 | NAM_j(x_0, y_0) \geq \max(NAM_k(x_0, y_0), \cdots, NAM_{k-1}(x_0, y_0), NAM_{k+1}(x_0, y_0), \cdots, NAM_k(x_0, y_0)) \}
\]

where \( \Omega_1 \) denotes a sliding window with a size of \( M \times N \), and \((x, y)\) is the center of it. \( K \) is the number of source images.

According to the low-frequency and high-frequency subgraph fusion method mentioned above, the fused low-frequency and high-frequency NSCT coefficients \( L_{j}^{\text{fusion}}(x, y) \) and \( H_{j}^{\text{fusion}}(x, y) \) can be obtained. Then the fused fusion image \( F \) can be reconstructed by inverse NSCT transformation.
4. Photoelectric Image Fusion PD Detection Based on Improved NSCT

4.1. Overall Detection Process

In order to improve the accuracy rate of the pattern recognition, we propose an improved NSCT image fusion algorithm for the problem of missing PD signals in optical and UHF detections, that is, NSCT is used to decompose the grayscale optical and UHF PRPD patterns into low-frequency subgraphs and high-frequency subgraphs accordingly. The above fusion method is used to fuse the optical pattern with the UHF pattern to obtain the photoelectric fusion PD pattern. This pattern is then subjected to a series of processing such as feature extraction, dimensionality reduction, and pattern recognition. The overall process of the test verification is shown in Figure 11.

![Figure 11. Experiment verification of the overall process.](image)

4.2. Decomposition of PD Patterns Based on Improved NSCT

On the basis of the GIL PD experimental data mentioned above, the PD of the needle defect at 20 kV is taken as an example to perform NSCT decomposition and the fusion of the PD optical pattern and the PD UHF pattern.

In the NSCT decomposition of the PRPD pattern, one low-frequency subgraph and three high-frequency subgraphs can be obtained after the three-level NSPFB decomposition. In order to ensure the anisotropy of the image decomposition and preserve the information of the image in all directions more completely, the high-frequency subgraphs on the NSPFB decomposition of the first-, second- and third-level are decomposed by the NSDFB directional decomposition with $2^1$, $2^2$, and $2^3$-direction, respectively. Therefore, each high-frequency subgraph can be decomposed into $2^1$, $2^2$, and $2^3$-direction subgraphs.

As a result, $1 + \sum_{k=1}^{3} 2^k$ subgraphs that are equal in size to the original image can be obtained after the optical pattern and the UHF pattern are decomposed by the NSCT, respectively, as shown in Figures 12 and 13. It can be seen that the PD pattern is decomposed into multiscale, multidirectional high-frequency subgraphs and low-frequency subgraphs, which can retain the contour and detailed information of the source image well.
Figure 12. NSCT decomposition of the optical PD pattern.

Figure 13. NSCT decomposition of the UHF PD pattern.
4.3. Fusion of the Photoelectric PD Pattern

According to the image fusion rule in Section 3.2., the corresponding fusion rule is performed on each of the low-frequency subgraph and the high-frequency subgraph, respectively, which can obtain one low-frequency photoelectric fusion subgraph and \( \sum_{k=1}^{3} 2^k \) high-frequency photoelectric fusion subgraphs, as shown in Figure 14. The inverse NSCT transform is performed on the fused photoelectric subgraph to obtain a photoelectric fusion PD pattern, as shown in Figure 15.

![Figure 14. Fusion framework of optical and UHF patterns.](image)

![Figure 15. Photoelectric fusion PD pattern.](image)

4.4. Feature Extraction and Dimension Reduction

In order to effectively reflect the image features, the feature parameters of the photoelectric fusion PD pattern are extracted. In this study, the eigenvector space is formed by Tamura texture features, gray-gradient symbiotic matrix, Hu invariant moment, and color moment of the image, a total of 28 characteristic parameters.
Among them, Tamura texture features theoretically include six components. But according to the Tamura feature extraction results of photoelectric fusion images, the characteristic parameters of Tamura texture features that are insensitive to photoelectric fusion images are ignored, and only the roughness, contrast, and directionality are used as features of pattern recognition. Then, 15 gray-gradient symbiotic matrix features, seven texture features, and three color moment features are, respectively, extracted to form the eigenvector space of the photoelectric fusion PD pattern [25–28].

However, there may be overlapping information between different features, resulting in multiple collinearity between the feature parameters. Meanwhile, too many dimensions of the feature vector can easily stress the training of the model, resulting in a lower recognition rate.

Therefore, in order to more fully characterize the characteristic information of the PD pattern and reduce the burden of the model, we use the principal component analysis (PCA) method to reduce the dimension of the eigenvector space. First, the factor correlation analysis of eigenvector space is carried out, gaining the value of KMO: 0.8356. The value of Bartlett spherical test is 132.96. It can be seen that there is strong partial correlation between feature vectors, which is suitable for dimensionality reduction by PCA [29]. In this study, according to the contribution rate of the feature factors, the first eight principal component factors with the cumulative contribution rate of 98% are selected as the input parameters of the recognition model. The PCA results are shown in Table 1.

Table 1. Contribution rate of principal component factors.

| Factor Number | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10 | ... | 28 |
|---------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----|------|----|
| Contribution rate/ % | 65.00 | 11.46 | 7.78  | 6.01  | 3.02  | 2.21  | 1.58  | 0.86  | 0.64  | 0.58| ... | 0.01|
| Cumulated contribution rate/ % | 65.00 | 76.46 | 84.24 | 90.25 | 93.27 | 95.48 | 97.06 | 97.92 | 98.56 | 99.14| ... | 100|

4.5. Pattern Recognition Results of Different PD Patterns

On the basis of the principal component factors described above, different classifiers are used to identify the PD experimental data. The classifiers used, in this study, were linear discriminant analysis (LDA) [30], k-nearest neighbor (KNN) [31], and support vector machine (SVM) algorithm [32]. LDA is a dimensionality reduction technology for supervised learning, which projects the sample onto a sorting line determining the category of the new sample based on the position of the projected point. KNN is a classification and regression method, which determines the classification by calculating which category of k-nearest samples in the feature space of a sample most belongs. The SVM algorithm maps points in low-dimensional space to high-dimensional spaces making them linearly separable, and then classifying them by the principle of linear partitioning.

In order to verify the applicability of the photoelectric fusion PD pattern proposed in this study, the above three classifiers were used to test the photoelectric fusion PD pattern samples, comparing with the recognition results of optical patterns and UHF patterns. At the same time, in order to verify the influence of different training sample numbers, four pattern recognition tests were carried out, respectively. In these four tests, the total number of training samples was 300, 240, 180, and 120, respectively, including all three types of defects. Therefore, the number of testing samples in these four tests were 60, 120, 180, and 240 correspondingly, including all three types of defects as well. It can be seen from the recognition results that different types of PD patterns have a significant influence on the recognition rate, as shown in Figure 16. The definition of recognition rate is:

$$\text{Recognition rate} = \frac{\text{sample number of correct recognition}}{\text{number of testing sample}}$$
Figure 16. Recognition results of different classifiers. (a) linear discriminant analysis (LDA) classifier, (b) k-nearest neighbor (KNN) classifier, and (c) support vector machine (SVM) classifier.
According to Figure 16, the recognition rate of the photoelectric fusion pattern is the highest using any classifier. For all three types of PD patterns, the recognition rate increases with the increase of training samples. When using the SVM classifier with 300 training samples, the recognition rate of the photoelectric fusion pattern can reach up to 0.95. Moreover, the recognition rate of the photoelectric fusion pattern can still reach about 0.83 when the number of samples is only 120. Therefore, it can be concluded that the photoelectric fusion pattern can significantly improve the accuracy of PD pattern recognition.

In addition, when the number of training samples is the same, the accuracy of the recognition of the photoelectric fusion pattern by the three classifiers is higher than that of the optical pattern and the UHF pattern. Because photoelectric fusion pattern proposed in this study contains more abundant PD characteristic information, it can effectively improve the accuracy of the recognition. When the number of training samples is only 120, the average recognition rate of the three classifiers in each case is calculated in Figure 17, where three types of PD defects are, respectively, identified by different patterns. It can be seen that the recognition rate of the needle defect by the UHF pattern is especially low because of the loss of UHF signals. Moreover, the recognition rate of the free particle defect by the optical pattern is lower than the others because of the loss of optical signals. However, pattern recognition using photoelectric fusion pattern not only greatly increases the recognition rate of the needle defect and the free particle defect, but also slightly improves the recognition rate of the floating defect. Therefore, the proposed photoelectric fusion pattern has practicality.

Figure 17. Average recognition rate of each defect under different kinds of patterns (with 120 training samples).

5. Conclusions

In this study, the optical-UHF integrated PD detection of GIL experimental platform is built, collecting PD patterns of three typical PD defects. Aiming at the PD pattern recognition problem of the GIL, an image fusion algorithm based on NSCT is proposed, which can fuse the optical PD pattern with the UHF PD pattern. Finally, three different classifiers are used to identify the photoelectric fusion PD pattern, which can verify the feasibility of this method. The conclusions are summarized as follows:

1) Due to the limitation of the PD detection principle and the influence of the GIL structure, the UHF pattern of the needle PD defect and the optical pattern of the free-particle PD defect have the loss of PD signals in the GIL. This phenomenon results in the reduction of the effective characteristic information in the PD pattern, which can reduce the pattern recognition accuracy of the PD.

2) The photoelectric fusion pattern can effectively avoid signals loss of UHF detection and optical detection in some situations, which can reduce the negative influence of false mode and pattern
aliasing on recognition. Through the photoelectric fusion pattern, the characteristic information of optical patterns and UHF patterns can complement each other, improving the accuracy and reliability of PD pattern recognition.

3) Compared with the optical pattern and the UHF pattern, the photoelectric fusion pattern can significantly improve the recognition rate of PD pattern recognition under the three kinds of classifiers, which can reach up to 0.95. In addition, when the number of training samples is small, the recognition rate can still reach about 0.83. Furthermore, the photoelectric fusion pattern not only greatly improves the recognition rate of the needle defect and the free particle defect, but the recognition accuracy of the floating defect can also be slightly improved. Therefore, the photoelectric fusion pattern has a good application effect.
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