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Abstract—Despite impressive advances in simultaneous localization and mapping, dense robotic mapping remains challenging due to its inherent nature of being a high-dimensional inference problem. In this paper, we propose a dense semantic robotic mapping technique that exploits sparse Bayesian models, in particular, the relevance vector machine, for high-dimensional sequential inference. The technique is based on the principle of automatic relevance determination and produces sparse models that use a small subset of the original dense training set as the dominant basis. The resulting map posterior is continuous, and queries can be made efficiently at any resolution. Moreover, the technique has probabilistic outputs per semantic class through Bayesian inference. We evaluate the proposed relevance vector semantic map using publicly available benchmark datasets, NYU Depth V2 and KITTI; and the results show promising improvements over the state-of-the-art techniques.

I. INTRODUCTION

Dense mapping is a complex and high-dimensional inference problem in robotic perception [1]. Traditionally, dense maps are built using occupancy maps [2], [3], which have become successful in robotic exploration and navigation tasks [4]. The incorporation of the semantic knowledge into robotic perception systems have enriched the representation of the environment and improved scene understanding [5], [6] (e.g., see Fig. 1). Advances in deep convolutional neural networks for semantic segmentation provide reasonably high performance in both indoor and outdoor benchmarks together with promising processing time for pixel-wise estimation [7], [8]. The availability of high performance and fast image segmentation techniques has led to a series of works on three-dimensional (3D) dense semantic map building with promising outcomes [9]-[17].

The most common approach to build a semantic map is using a voxelized representation of 3D space and undirected graphical models (such as Markov random fields) or Conditional Random Fields (CRFs) to model the conditional independence between voxels [18]. CRFs are discriminative models that are suitable for spatial inference. However, the main drawback of the approach mentioned earlier is that the map representation is discrete from the beginning. Thus, the map resolution is often fixed or limited and once the map is inferred the resolution cannot be increased. Instead, we argue that it is beneficial to model a continuous model of the semantic map, and discretize the representation when it is required, for example, for fast map fusion or a particular application such as robotic navigation. In [19], [20], Gaussian processes (GPs) semantic map representation is proposed, which is inherently continuous, and prediction can be made at any desired location. The semantic mapping is formulated as a multi-class classification problem and raw pixelated semantic measurements (class labels) are used to generalize the traditional occupied and unoccupied class assignment. GPs provide a fully Bayesian and probabilistic framework for high-dimensional inference problems such as dense robotic mapping. However, the GP training and query time complexities are cubic in the number of training points and quadratic in the number query points, respectively, which are limiting factors.

In this paper, we propose a dense semantic robotic mapping technique that exploits sparse Bayesian models, in particular, the Relevance Vector Machine (RVM), for high-dimensional sequential inference [22], [23]. RVM has many nice properties of GPs such as continuity, Bayesian inference, and probabilistic outputs, and is sparse through using the principle of Automatic Relevance Determination (ARD) [24].
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called Relevance Vector Semantic Map (RVSM). The present work has the following contributions:

- The proposed technique can infer missing labels and deal with sparse measurements.
- RVSM is continuous and sparse, and queries can be made efficiently at any desired locations; therefore, the map can be inferred with any resolution.
- It generalizes occupancy maps, i.e., binary maps, to the multi-class semantic representation, which provides rich maps for robotic planning tasks.
- We evaluate the performance of RVSM using benchmark datasets and compare it with the available state-of-the-art techniques.

Outline. In the following section, a review of the related work is given. Sparse Bayesian models and RVMS are explained in Section III. The detailed formulation of relevance vector semantic mapping is presented in Section IV. Section V includes the time complexity analysis of the proposed relevance vector semantic map. The comparison of mapping results using two publicly available datasets are presented in Section VI as well as discussions on the limitations of the proposed technique and finally, Section VII concludes the paper and discusses possible extensions of this work.

Notation. The probabilities and probability densities are not distinguished in general. Matrices are capitalized in bold, such as in $X$, and vectors are in lower case bold type, such as in $\mathbf{x}$. Vectors are column-wise and $1\times n$ means integers from 1 to $n$. The Euclidean norm is shown by $\|\cdot\|$. Random variables, such as $X$, and their realizations, $x$, are sometimes denoted interchangeably where it is evident from context. An alphabet such as $\mathcal{X}$ denotes a set. A subscript asterisk, such as in $x_*$, indicates a reference to a test set quantity. vec$(x_1, \ldots, x_n)$ denotes a vector such as $\mathbf{x}$ constructed by stacking $x_i$, $\forall i \in \{1 : n\}$.

II. RELATED WORK

Early works in dense semantic mapping back-project labels from a segmented image to the reconstructed 3D points, and assign each voxel or mesh face to the most frequent label according to a label histogram [10], [25]. Bayesian frameworks are also utilized to fuse labels from multiple views into a voxel-based 3D map. In [26], probabilistic segmentation outputs of multiple images obtained by Random decision Forests (RFs) are transferred into 3D and updated using a Bayes filter. In [27], DA-RNN is proposed, which integrates a deep network for RGB-D video labeling into a dense 3D reconstruction framework built by KinectFusion. DA-RNN yields consistent semantic labeling of indoor 3D scenes; however, it is assumed that semantic labels and geometric information are independent, and therefore, the consistency largely depends on the performance of data association computed by KinectFusion. The 3D label fusion is done by updating a probability vector of semantic classes and choosing the label with the maximum probability.

In [28], a Voxel-CRF model is proposed to capture the geometric and semantic relationships by constructing a CRF over the 3D volume. A CRF-over-mesh model is also proposed for semantic modeling of both indoor and outdoor scenes [9]. In [29], a Kalman filter is used to transfer 2D class probabilities obtained by RFs to the 3D model, and 3D labels are further refined through a dense pairwise CRF over the point cloud. In [14] a similar RFs-CRFs framework is used together with an efficient mean-field CRF inference method to speed up the mapping process. In [30], a higher-order CRF model is used to enforce temporal label consistency by generating higher-order cliques from superpixels correspondences in an RGB-D video, which improved the precision of semantic maps. In SemanticFusion [15], a fully-connected CRF with Gaussian edge potentials is applied to surfels by incrementally updating probability distributions.

Semantic mapping for outdoor scenes is important for robot applications such as autonomous driving. In [31], a 3D semantic reconstruction approach for outdoor scenes using 3D CRFs is proposed. However, to achieve large-scale dense 3D maps, memory and computational efficiency can cause a bottleneck. In [12], the memory-friendly hash-based 3D volumetric representation and a CRF are used for incremental dense semantic mapping of large scenes with a near real-time processing time. Semantic Octree [13] constructs a higher-order CRF model over voxels in OctoMap [2] to a multi-resolution 3D semantic map representation; higher-order cliques are naturally defined as internal nodes in the hierarchical octree data structure. In [17] a similar CRF model together with 3D scrolling occupancy grids are proposed and the reported results are using KITTI dataset [21] are promising.

A common feature of the works mentioned earlier is the discretization of the space prior to map inference which means, once the map is inferred, the prediction cannot be computed at any arbitrary points. In this paper, we propose a novel and alternative solution for the problem of dense 3D map building that is continuous and at the same time sparse. RVSM incrementally learns relevance vectors which are dominant basis in the data, and builds a sparse Bayesian model of the 3D map. As a result, the prediction can be made efficiently at any desired location. The training process that is often more expensive is accelerated by utilizing a sequential sparse Bayesian learning algorithm in [23]. We evaluate RVSM using NYU Depth V2 (NYUDv2) [32] and KITTI datasets and compare the achieved results with the recent works mentioned here.

III. SPARSE BAYESIAN MODELING AND RELEVANCE VECTOR MACHINE

A sparse linear model (linear in weights) takes the following form [33], [34]:

$$y(x; w) \triangleq \sum_{j=1}^{m} w_j \phi_j(x) = w^{T} \phi(x)$$  \hspace{1cm} (1)

where $y(x; w)$ is an approximation to the latent function of interest, which is real-valued for regression and discriminant for classification problems; $x \triangleq \text{vec}(x_1, \ldots, x_d)$ is the
where \( p \) is the zero-mean Gaussian prior over the weights we have hyperparameter \( \alpha \) of the marginal likelihood to get a most-probable point estimate of \( \alpha \). Once \( \alpha \) is placed to integrate out \( \alpha \), only a few basis functions with posterior distributions of their associated weights are peaked around zero. Consequently, only a few basis functions with non-zero weights survive in the final model, resulting in a sparse model. The basis functions that survive are called relevance vectors.

In a truly Bayesian framework, a hyperprior \( p(\alpha) \) should be placed to integrate out \( \alpha \) in the final predictive distribution; however, in practice, this approach is usually not analytically tractable. Hence, it is common to maximize the marginal likelihood to get a most-probable point estimate of \( \alpha \) from data:

\[
\alpha^* = \arg \max_\alpha \log p(t | \alpha)
\]

Once \( \alpha^* \) is obtained, the predictive distribution of the target \( t_* \) of a test data \( x_* \) can be computed by marginalizing over the uncertain variables \( w \) [22]:

\[
p(t_* | w) = \frac{p(t_* | w) p(w | \alpha)}{p(t | \alpha)}
\]

To build a binary classifier, we adopt a Bernoulli likelihood as

\[
p(t | w) = \prod_{i=1}^{n_t} \sigma(y(x_i; w))^{t_i} [1 - \sigma(y(x_i; w))]^{1 - t_i}
\]

where \( \sigma(y) = 1 / (1 + e^{-y}) \) is the logistic sigmoid function, and the targets \( t_i \in \{0, 1\} \). Unlike the regression case using a Gaussian likelihood, this likelihood formulation prevents the closed-form solutions since the weights in \( \{5\} \) cannot be integrated out analytically; therefore, approximate inference strategies are required. For the current \( \alpha^* \), the most-probable weights \( w^* \) can be estimated iteratively:

\[
w^* = \arg \max_w \log p(w | t, \alpha^*)
\]

\[
= \arg \max_w \log p(t | w) + \log p(w | \alpha^*)
\]

\[
= \arg \max_w \sum_{i=1}^{n_t} [t_i \log y_i + (1 - t_i) \log(1 - y_i)] - \frac{1}{2} w^T A w
\]

where \( y_i \equiv \sigma(y(x_i; w)) \) and \( A \equiv \text{diag}(\alpha_1, \ldots, \alpha_{n_t}) \).

The Laplace approximation method provides a locally Gaussian approximation of the weight posterior around \( w^* = \mu \) with covariance \( \Sigma \):

\[
\mu = A^{-1} \Phi^T (t - y)
\]

\[
\Sigma = (\Phi^T B \Phi + A)^{-1}
\]

where \( \Phi \equiv [\phi_1(x), \ldots, \phi_{n_t}(x)]^T \), \( B \equiv \text{diag}(\beta_1, \ldots, \beta_{n_t}) \) with \( \beta_i \equiv \sigma(y_i) [1 - \sigma(y_i)] \), and \( y \equiv \text{vec}(y_1, \ldots, y_{n_t}) \).

The RVM is a specialization of a sparse Bayesian model using kernel basis. The basis vector \( \phi_j(x) \) is replaced with a vector of kernel functions \( \text{vec}(1, k(x_i, x_j), \ldots, k(x_{n_t}, x_j)) \), where \( k(\cdot, \cdot) \) evaluates the similarity between two inputs by implicitly mapping them to a feature space [35]. In the next section, we formulate the relevance vector semantic map using the binary RVM classifier and introduce the sequential sparse Bayesian learning algorithm for fast and incremental training.

### 4. RELEVANCE VECTOR SEMANTIC MAP

In this section, we formulate the RVSM and introduce the sequential sparse Bayesian learning algorithm to infer a dense semantic map incrementally. Let \( X \subset \mathbb{R}^3 \) be the set of spatial coordinates to build a map on, and \( C = \{c_k\}_{k=1}^{v_c} \) be the set of semantic class labels. Let \( Z \subset X \times C \) be the set of possible measurements. The observation consists of an \( n_z \)-tuple random variable \( (Z_1, \ldots, Z_{n_z}) \) whose elements can take values \( z_i \in Z, i \in \{1 : n_z\} \) where \( z_i = \text{vec}(x_i, t_i) \), \( x_i \in X \), and \( t_i \in C \). The training set is defined as \( D \subset Z \) where \( n_t \leq n_z \) is the number of training points. Let \( M \) be the set of possible semantic maps. We consider the map of the environment as an \( n_m \)-tuple random variable \( (M_1, \ldots, M_{n_m}) \) whose elements are described by a categorical distribution \( m_i \sim \text{Cat}(n_c, y_i), i \in \{1 : n_m\} \) where \( \text{Cat}(n_c, y_i) = \sum_{k=1}^{n_c} y_i^k, t_k \in \{0, 1\} \), and \( \sum_{k=1}^{n_c} t_k = 1 \). Given observations \( Z = z \), we wish to estimate \( p(M = m | Z = z) \).

Instead of solving the original multi-class classification problem directly, we further simplify the problem as follows. We use a binary RVM classifier, as described in the previous section, as the base classifier for each class and one-vs.-rest approach to building a multi-class classifier. For any new input \( x_* \), the estimate of the posterior probability of class membership for class \( c_k, k \in \{1 : n_c\} \), can be computed as

\[
p(c_k = +1 | D, x_*) = \sigma(y(x_*; w^*))
\]
Algorithm 1 RVSM-training

Require: training set \( \mathcal{D} = \{ \mathbf{x}_k, t_k \}_{k=1}^{n_c} \), semantic labels \( \mathcal{C} = \{ \mathbf{c}_k \}_{k=1}^{n_c} \),
1: \( \mathbf{X} \leftarrow [\mathbf{x}_1, \ldots, \mathbf{x}_{n_c}] \) // Matrix of inputs
2: // Train a binary RVM classifier for each semantic class
3: for \( k \in \{ 1 : n_c \} \) do
4: // Prepare input vector and target vector for class \( k \)
5: for \( i \in \{ 1 : n_c \} \) do
6: if \( t_i = c_k \) then
7: \( t_i \leftarrow 1 \)
8: else
9: \( t_i \leftarrow 0 \)
10: end if
11: end for
12: \( t \leftarrow \text{vec}(t_1^k, \ldots, t_{n_c}^k) \)
13: // Initialize a single basis vector and its hyperparameter, and set all other hyperparameters to infinity
14: \( \phi_1 \leftarrow \phi_{\text{init}}, \alpha_1 \leftarrow \frac{||\phi_1||^2}{||\phi_{\text{init}}||^2} \)
15: for \( m \in \{ 2 : n_b \} \) do
16: \( \alpha_m \leftarrow \infty \)
17: end for
18: // Update model with initial basis and hyperparameter
19: \( \mu, \Sigma, s, q \leftarrow \text{Update-RVM-model}(\mathbf{X}, t, \phi_1, \alpha_1) \)
20: // Sequentially add and delete candidate basis vectors
21: while true do
22: \( j \leftarrow \text{Random}(1, n_b) \) // Randomly select a basis vector
23: \( \phi_j \leftarrow q_j \)
24: if \( \phi_j > 0 \) and \( \alpha_j < \infty \) then // \( \phi_j \) is in the current model
25: \( \alpha_j \leftarrow \text{Evaluate-hyperparameter}(s_j, q_j) \)
26: else if \( \phi_j > 0 \) and \( \alpha_j = \infty \) then // Add \( \phi_j \) to the model
27: \( \phi_j \leftarrow \phi_{\text{init}} \)
28: \( \alpha_j \leftarrow \text{Evaluate-hyperparameter}(s_j, q_j) \)
29: else if \( \phi_j \leq 0 \) and \( \alpha_j < \infty \) then // Delete \( \phi_j \) from the current model
30: \( \alpha_j \leftarrow \infty \)
31: end if
32: // Update the current model at each iteration
33: \( \Phi \leftarrow \Phi, \alpha \leftarrow \alpha \)
34: for \( m \in \{ 1 : n_b \} \) do
35: if \( \alpha_m < \infty \) then
36: \( \Phi \leftarrow \text{append}(\Phi, \phi_m), \alpha \leftarrow \text{append}(\alpha, \alpha_m) \)
37: end if
38: end for
39: \( \mu, \Sigma, s, q \leftarrow \text{Update-RVM-model}(\mathbf{X}, t, \Phi, \alpha) \)
40: // Output the model for class \( k \)
41: if Converge(\( \alpha, \phi \)) then
42: \( \omega_k \leftarrow \mu, \Sigma_k \leftarrow \Sigma \)
43: break
44: end if
45: end while
46: end for
47: return \( \mathcal{W} = \{ \omega_k, \Sigma_k \}_{k=1}^{n_c} \)

Once the \( n_c \) binary RVM classifiers are trained, and the prediction at query points (map points) are performed, we normalize the class probabilities to get \( p(M = c_k | z) \) for the \( k \)-th semantic class. The straightforward way to assign hard labels (decisions) to map points is to find the class with the maximum probability. The actual representation of the map depends on the distribution of query points. In general, query points can have any desired distributions. However, in this work, we use the original dense point cloud as query points to facilitate comparison with ground truth.

Algorithm 2 Update-RVM-model

Require: Matrix of inputs \( \mathbf{X} \), target vector \( t \), design matrix \( \Phi \), hyperparameters \( \alpha \);
1: // Find the Laplace approximation around the current mode
2: \( A \leftarrow \text{diag}(\alpha_1, \ldots, \alpha_n) \) // \( n \) is the number of hyperparameters in the current model
3: for \( i \in \{ 1 : n_c \} \) do
4: \( \beta_i = \sigma(y(\mathbf{x}_i)) [1 - \sigma(y(\mathbf{x}_i))] \)
5: end for
6: \( \mathbf{B} \leftarrow \text{diag}(\beta_1, \ldots, \beta_n) \)
7: \( \mu = A^{-1} \Phi^T (t - y) \) // Equation (5)
8: \( \Sigma = \Phi^T B \Phi + A^{-1} \) // Equation (6)
9: \( t \leftarrow \Phi \mu + B^{-1} (t - y) \)
10: // Compute sparsity factor and quality factor based on the current approximation
11: for \( m \in \{ 1 : n_b \} \) do
12: \( s \leftarrow \phi_m^T B \phi_m - \phi_m^T B \Phi \sum \Phi^T B \phi_m \)
13: \( q \leftarrow \phi_m^T B_l - \phi_m^T B \Phi \sum \Phi^T B_l \)
14: // Sparsity and quality factors of basis \( m \)
15: \( s_m \leftarrow \alpha_m s / (\alpha_m - s), q_m \leftarrow \alpha_m q / (\alpha_m - s) \)
16: end for
17: return \( \mu, \Sigma, s \leftarrow \text{vec}(s_1, \ldots, s_{n_b}), q \leftarrow \text{vec}(q_1, \ldots, q_{n_b}) \)

Algorithm [1] shows the RVSM training algorithm. The algorithm exploits the sparsity of RVM in the training procedure by adding/deleting basis functions to maximize the marginal likelihood in [2] sequentially. In fact, this algorithm is guaranteed to maximize the marginal likelihood at each iteration [22]. The algorithm avoids manipulating all basis functions at each iteration as in the original RVM algorithm, and thus accelerates the training process significantly. In this algorithm, a sparsity factor and a quality factor are defined as measures to evaluate each basis function, and the maximizing value of hyperparameter can be directly evaluated based on these two factors. The update and hyperparameters evaluation methods are given in Algorithms [2] and [3] and explained as follows.

Update-RVM-model: Given the design matrix \( \Phi \) and the hyperparameter vector \( \alpha \), which contain only those basis vectors that are included in the current model, this function re-fits the Laplace approximation to the model, and computes the sparsity and quality factors for all \( n_b \) bases. Evaluate-hyperparameter: This function estimates a hyperparameter based on its associated sparsity and quality factors. Converge: This function determines if the algorithm converges to a local maximum of the marginal likelihood by checking if the changes in \( \alpha \) are “small enough”. When the algorithm converges, the marginal likelihood is maximized, and the hyperparameters and parameters in that iteration are \( \alpha^* \) and \( \omega^* \), respectively. Then, we can use the
Algorithm 4 RVSM-querying

Require: query points $X_q = \{x_i\}_{i=1}^n$, training set $D$, trained model $W$.
1: for $i \in \{1 : n_q\}$ do
2: // Predictive probability of a query point taking label $c_k$
3: for $k \in \{1 : n_c\}$ do
4: $p(c_k = +1|D, x_i) \leftarrow \sigma(y(x_i; w_k^T))$ // Equation (10)
5: end for
6: for $k \in \{1 : n_c\}$ do // Normalization
7: $p(m_i = c_k) \leftarrow p(c_k = +1)/\sum_{k=1}^{n_c} p(c_k = +1)$
8: end for
9: end for
10: return $p(M = m|Z = z)$

optimized values for prediction as shown in Algorithm 4

V. COMPUTATIONAL COMPLEXITY ANALYSIS

The original RVM training time complexity is cubic in the number of basis functions, $n_b$, which initially starts with the number of training data, $n_t$, and rapidly reduces to less. This is because at convergence only a small number of basis functions survive (the relevance vectors). However, this is still an expensive process as $n_t$ can be large in dense robotic mapping problems. The sequential inference algorithm, Algorithm 1, speeds up the training process by initializing the model with zero bases and adding/deleting bases incrementally. The number of basis functions remains small during the entire inference, which reduces the time complexity significantly. The computational complexity of the RVSM for $n_c$ classes is therefore $O(n_b n_t n_c^2)$ where $n_i$ is the number of iterations before convergence. Predictions in RVSM are linear in the number of relevance vectors, resulting in $O(n_q n_c n_b)$ where $n_q$ is the number of queries.

VI. RESULTS AND DISCUSSION

We evaluate the proposed semantic mapping algorithm using both indoor and outdoor datasets that are publicly available benchmark datasets, NYUDv2 [32] and KITTI [21]. This section first explains the experimental setup and evaluation criteria used for the comparison, and then presents the qualitative and quantitative mapping results on both datasets. A discussion is also given at the end of this section.

A. Experimental Setup and Evaluation Criteria

NYUDv2 provides a set of 1449 densely labeled RGB-D images that is split into a subset of 795 images for training/validation and 654 images for testing. The original dataset provides the image annotation for more than 1000 classes. We use the common 13-class task in our experiments to compare with available semantic mapping systems [14], [15], [29]. The KITTI dataset does not offer semantic segmentation benchmark. In our experiments, we use the annotated KITTI odometry dataset provided in [10]. For both datasets, we use deep semantic segmentation networks to compute pixel-wise labels for images and back-project the labels to their corresponding 3D points. The noisy labeled point clouds serve as observation sets to build semantic maps using RVSM.

To evaluate the mapping performance of RVSM and compare with the state-of-the-art semantic mapping systems, two metrics are used to quantify the results, Sensitivity (Recall) $\frac{TP}{TP+FN}$ and the Area Under the receiver operating characteristic Curve (AUC), where $T/F$ and $P/N$ denote true/false and positive/negative, respectively. As the RVSM gives probabilistic outputs, the AUC is the appropriate metric to measure the mapping performance. The AUC handles probabilistic outputs (soft labels) of a classifier and does not resort to a fixed threshold to make decisions. Furthermore, the AUC maintains the performance measure insensitive to skewed class distributions and error costs [36]. For a fair comparison, we also compute the Sensitivity as reported in other works. We calculate these metrics for each semantic class and report the class average results. As the Sensitivity cannot deal with probabilistic outputs, we report the mean of this metric over the range of a decision threshold interval $(0, 1)$.

B. NYU Dataset

The NYUDv2 dataset comprises video sequences recorded by Microsoft Kinect camera with $640 \times 480$ resolution from a variety of indoor scenes such as bedroom, office, kitchen and living room. In this experiment, we build the RVSM for each frame using the 654 test images, and evaluate the mapping performance on the entire test set using ground truth labels.

We first generate point clouds from inpainted depth images using the MATLAB toolbox provided with the dataset, and label the point clouds by transferring 2D pixel-wise labels. The pixel-wise labels are obtained from the image semantic labeling results of a multi-scale deep convolutional network proposed by Eigen et al. [7]. This work achieves excellent labeling performance on NYUDv2 13-class task, and provides the trained models along with the predicted outputs. We directly get the predicted semantic labels for 13 classes using their VGG-based model, which has better accuracy than their AlexNet-based model. The model is trained on the training set and the predicted semantic labels are given for all 654 test images. In view of fast inference, we uniformly downsample the labeled point clouds by keeping one percent of the data for each class. Then, we use the downsampled point clouds with noisy labels to build the RVSM.

Fig. 2 shows the examples of results using NYUDv2, where the RVSM result is shown along with the corresponding input point cloud, ground truth labels, and point cloud labeled purely by Eigen’s segmentation results. The RVSM results are visualized using the class labels with the maximum probability. As we can see, the RVSM can correct some of the misclassified labels in the map based on spatial correlations between map points. We compare the RVSM with approaches in [14]–[16], and the quantitative results are given in Table I.

SemanticFusion [15] combines a deep segmentation network and a SLAM system to build a semantic map. Different segmentation networks are used in [15], and we report the best results obtained by the Eigen-SF-CRF model. However, their results are only evaluated on a subset of the test set.
and thus are not directly comparable. MVCNet [16] is an end-to-end deep learning semantic mapping approach that fuses the semantic predictions of individual views into a common reference view to achieve multi-view consistency. For a fair comparison, we compare the RVSM with the best single-view method MVCNet-MaxPool. Our results are not directly comparable with Wolf et al. [14] as bookshelf and wall decoration instead of books and painting are used in the annotations. However, we include their results for the reference. We note that the “accuracy” used in the referred results corresponds to the definition of Sensitivity (Recall) as reported here.

From Table I the RVSM has higher sensitivity in 6 out of 13 classes and on average. For the class books and window, there is a sensitivity increase of more than 10% over other systems; however, we should acknowledge that a reason for this improvement can be the high sensitivity of the used 2D segmentation method. Furthermore, the RVSM improves the classification performance over 2D segmentation by a higher AUC compared with Eigen et al. [7]. RVSM infers class labels based on the available correlation in observation sets, and the spatial correlations in this case reduce the number of misclassified points in the final map; an advantage of high-dimensional inference. Table II summarizes the number of points in measurements, training set, and inferred relevance vectors, which indicates the sparsity of the RVSM.

C. KITTI Dataset

The KITTI odometry dataset consists of 22 outdoor-scene stereo sequences with $1226 \times 370$ resolution recorded by the sensor mounted on a driving vehicle. In this experiment, we build local RVSM for 25 test images in sequence 15, and quantitatively compare with other outdoor semantic mapping systems. More preprocessing work is required to build the RVSM for KITTI dataset. We first use LIBELAS [37] to get dense and accurate disparity maps using the rectified stereo
TABLE III: Quantitative results on KITTI odometry sequence 15 test set [10] for 7 semantic classes. Sensitivity and the AUC are evaluated for the comparison of 2D/3D methods.

| Metric      | Method                  | Building | Vegetation | Car | Road | Fence | Sidewalk | Pole | Average |
|-------------|-------------------------|----------|------------|-----|------|-------|----------|------|---------|
| Sensitivity (Recall) | 2D Ladick et al. [11] | 97.0     | 93.4       | 93.9 | 98.3 | 48.5  | 91.3     | 49.3 | 81.7    |
|              | Dilated CNN [8]         | 97.7     | 97.1       | 96.5 | 96.4 | 77.8  | 87.9     | 49.2 | 86.4    |
|              | Valentin et al. [9]     | 96.7     | 98.4       | 99.5 | 97.0 | 45.7  | 92.5     | 49.3 | 81.7    |
|              | Sengupta et al. [10]    | 96.1     | 86.9       | 88.5 | 97.8 | 46.1  | 86.5     | 38.2 | 77.2    |
|              | Vinier et al. [12]      | 97.2     | 94.1       | 94.1 | 96.7 | 47.8  | 91.8     | 51.4 | 82.2    |
|              | Semantic Octree [13]    | 99.1     | 81.2       | 72.5 | 97.0 | 45.7  | 73.4     | 3.3  | 66.0    |
|              | RVSM                    | 98.2     | 98.7       | 95.5 | 98.7 | 84.7  | 93.8     | 66.3 | 90.9    |

| AUC         | 2D Dilated CNN [8]      | 96.4     | 95.7       | 98.0 | 98.3 | 88.6  | 93.3     | 74.5 | 92.2    |
|-------------| RVSM                    | 97.0     | 97.7       | 95.0 | 98.5 | 97.1  | 95.9     | 91.1 | 95.7    |

TABLE IV: Comparison of the average number of points in the original point cloud, points in the training set, and relevance vectors used for prediction per semantic class for KITTI odometry sequence 15 test set [10].

| Average Number of | Building | Vegetation | Car | Road | Fence | Sidewalk | Pole | Average |
|-------------------|----------|------------|-----|------|-------|----------|------|---------|
| Measurements (Points) | 70334   | 75804      | 25262 | 46168 | 29593 | 21493    | 1724 | 38625   |
| Positive Training Instances | 467    | 492        | 162  | 303  | 190   | 138      | 6    | 251     |
| Negative Training Instances | 1292   | 1267       | 1595 | 1455 | 1568  | 1621     | 1752 | 1507    |
| Relevance Vectors | 24       | 30         | 18   | 20   | 21    | 19        | 16   | 24      |

images. Then, we back-project the disparity map to 3D space using camera matrices given in the dataset. For segmentation results, a deep Dilated CNN [8] with trained model on KITTI dataset is adopted. The model is trained previously using 100 images in sequence 00, and is used to predict semantic labels for the 25 test images in sequence 15 similar to [17]. To compare with other methods, we build the RVM for 7 common semantic classes, i.e., building, vegetation, car, road, fence, sidewalk, pole.

Fig. 1 shows an example of the qualitative RVSM results for sequence 15, along with the corresponding left image in the stereo pair and the segmentation result of Dilated CNN [8]. The RVSM result is built using 10 successive frames in the test set by stitching local maps together using GICP algorithm [38]. Visually, we can see that the RVSM can capture details of the scene in spite of the small volume and texture-less surfaces.

Quantitative results are given in Table III. We compare the RVSM with other outdoor semantic mapping systems that report results on the same dataset. We project the RVSM onto the camera image plane, while discarding points that are further than 40 meters away from the camera, similar to [17]. To compare with other methods, we build the RVM for 7 common semantic classes, i.e., building, vegetation, car, road, fence, sidewalk, pole.

Fig. 1 shows an example of the qualitative RVSM results for sequence 15, along with the corresponding left image in the stereo pair and the segmentation result of Dilated CNN [8]. The RVSM result is built using 10 successive frames in the test set by stitching local maps together using GICP algorithm [38]. Visually, we can see that the RVSM can capture details of the scene in spite of the small volume and texture-less surfaces.

Quantitative results are given in Table III. We compare the RVSM with other outdoor semantic mapping systems that report results on the same dataset. We project the RVSM onto the camera image plane, while discarding points that are further than 40 meters away from the camera, similar to [17]. In [12] a 25 meters range is used to produce the results. The 2D method in [11] is the segmentation algorithm used in 3D methods [10], [12], and Yang et al. use Dilated CNN [8] to get pixel-wise labels. Description of these 3D methods can be found in our related work, Section II. From Table III, the RVSM has comparable sensitivity while better performance than 2D segmentation results. Table IV summarizes the number of points in measurements, training set, and inferred relevance vectors.

A large-scale RVSM is also built using a subset of 2760 images in KITTI odometry sequence 05. We use the ground truth poses provided in the dataset to build the global semantic map for the entire sequence. The RVSM is shown in Fig. 3 with a closeup view and a top view overlaid on the Google satellite map of the area. The correspondences of semantic objects between the RVSM and 2D images are also highlighted. From Fig. 3 we can see the effectiveness of the RVSM in reconstructing semantic objects in a large-scale outdoor scene over long sequence data.

D. Discussion and Limitations

Intuitively, it is easier to discriminate between points in a higher-dimensional space; therefore, given prior 2D labels, a better performance in 3D is expected. However, the presence of false positives in the image segmentation results degrades 3D mapping performance. A special case is where the segmented image contains false positive labels for classes that do not exist in the image. In such scenarios, training a classifier using those labels can considerably reduce the performance. A possible solution is exploiting the available time correlations between successive images to reject such outliers prior to inference. Fusing local RVSMs into a global

Fig. 3: Large-scale 3D dense RVSM over long sequence (a subset of 2760 images) of KITTI odometry sequence 05 [21]. The top figure shows a closeup view of the RVSM with corresponding images, where the white arrows show the correspondent objects between 3D semantic map and 2D images. The bottom figure shows a top view of the RVSM overlaid on Google satellite map, where the yellow line shows the ground truth trajectory in meters.

Fig. 3: Large-scale 3D dense RVSM over long sequence (a subset of 2760 images) of KITTI odometry sequence 05 [21]. The top figure shows a closeup view of the RVSM with corresponding images, where the white arrows show the correspondent objects between 3D semantic map and 2D images. The bottom figure shows a top view of the RVSM overlaid on Google satellite map, where the yellow line shows the ground truth trajectory in meters.
map can also improve the performance.

In the current RVSM implementation, we use the kernel functions defined in our previous GP semantic map representation [20]. However, applying Bayesian model selection and jointly optimizing the kernel parameters in RVSM inference can improve the performance and are interesting future research directions.

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel dense 3D semantic mapping algorithm using a sparse Bayesian model, the relevance vector machine. We formulated the problem as a high-dimensional multi-class classification and solved it sequentially in a fully probabilistic framework. The proposed RVSM is continuous and predictions can be made efficiently at any desired point in the map. The provided evaluations in indoor and outdoor benchmark datasets showed that RVSM brings many desirable features of fully Bayesian frameworks such as GPs while it is sparse and its performance is comparable with the current available systems for dense semantic mapping.

While we simplified the multi-class problem into a multiple binary classifications in this paper, we acknowledge that the likelihood can be generalized to a multinomial model to integrate an inherently multi-class classifier into the RVSM framework. In addition, our future work includes exploring additional non-spatial correlation, establishing a probabilistic map fusion framework, and implementing RVSM on a mobile robotic platform for real-time experiments.
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