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\textbf{Abstract}—The inputs and preferences of human users are important considerations in situations where these users interact with autonomous cyber or cyber-physical systems. In these scenarios, one is often interested in aligning behaviors of the system with the preferences of one or more human users. Cumulative prospect theory (CPT) is a paradigm that has been empirically shown to model a tendency of humans to view gains and losses differently. In this paper, we consider a setting where an autonomous agent has to learn behaviors in an unknown environment. In traditional reinforcement learning, these behaviors are learned through repeated interactions with the environment by optimizing an expected utility. In order to endow the agent with the ability to closely mimic the behavior of human users, we optimize a CPT-based cost. We introduce the notion of the CPT-value of an action taken in a state, and establish the convergence of an iterative dynamic programming-based approach to estimate this quantity. We develop two algorithms to enable agents to learn policies to optimize the CPT-value, and evaluate these algorithms in environments where a target state has to be reached while avoiding obstacles. We demonstrate that behaviors of the agent learned using these algorithms are better aligned with that of a human user who might be placed in the same environment, and is significantly improved over a baseline that optimizes an expected utility.

\section{I. INTRODUCTION}

Many problems in cyber and cyber-physical systems involve sequential decision making under uncertainty to accomplish desired goals. These systems are dynamic in nature, and actions are chosen in order to maximize an accumulated reward or minimize a total cost. Paradigms to accomplish these objectives include reinforcement learning (RL)\textsuperscript{1} and optimal control\textsuperscript{2}. The system is typically represented as a Markov decision process (MDP)\textsuperscript{3}. Transitions between successive states of the system is a probabilistic outcome that depends on actions of the decision maker or agent. Decision making under uncertainty can then be expressed in terms of maximizing an expected utility (accumulated reward or negative of accumulated cost). Such an agent is said to be risk-neutral. These frameworks have been successfully implemented in multiple domains, including robotics, games, power systems, and mobile networks\textsuperscript{4}–\textsuperscript{10}.

An alternative is taking a risk-sensitive approach to decision making. A risk-averse agent might be willing to forego a higher expected utility if they were to have a higher certainty of an option with a lower utility. Conversely, an agent can be risk-seeking if they prefer less certain options that have a higher utility. Risk-neutral and risk-averse agents are considered to be rational, while a risk-seeking agent is considered irrational\textsuperscript{11}, \textsuperscript{12}. The incorporation of risk into the behavior of a decision maker has been typically carried out by computing the expectation of a transformation of the utility obtained by the agent\textsuperscript{13}, \textsuperscript{14}.

As an illustrative example, consider a navigation problem where there are two possible routes from a source to a destination. The first route is faster, on average, but there is a chance of encountering a delay which can significantly increase the total time taken. The second route is slightly slower, on average, but the chance of encountering a delay is smaller. A risk-neutral agent may opt to take the first route to minimize the average travel time. However, a risk-sensitive agent might have a preference for not encountering delays, and thus would opt to take the second route.

The inputs and preferences of human users is playing an increasingly important role in scenarios where actions of human users and possibly autonomous complex systems influence each other in a shared environment. In these situations, one is interested in aligning behaviors of the system with preferences of one or more human users. Human users often exhibit behaviors that may not be considered entirely rational due to various cognitive and emotional biases. Moreover, they can exhibit both risk-seeking and risk-averse behaviors in different situations. In these situations, it has been observed that expected utility-based frameworks are not adequate to describe human decision making, since humans might have a different perception of both, the same utility and the same probabilistic outcome as a consequence of their decisions\textsuperscript{15}.

Cumulative prospect theory (CPT), introduced in\textsuperscript{16}, has been empirically shown to capture preferences of humans for certain outcomes over certain others. The key insight guiding CPT is that humans often evaluate potential gains and losses using heuristics, and take decisions based on these. In particular, CPT is able to address a tendency of humans to: i) be risk-averse with gains and risk-seeking with losses; ii) distort extremely high and low probability events. To model the former, CPT uses a non-linear utility function to transform outcomes. The latter is addressed by using a non-linear weighting function to distort probabilities in the cumulative distribution function. Moreover, the utility and weighting functions corresponding to gains and losses can be different, indicating that gains and losses are often interpreted in different ways by a human.

In this paper, we develop a framework for CPT-based decision-making in settings where a model of the system of interest is not available. An agent in such a scenario will have
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An alternative is taking a risk-sensitive approach to decision making. A risk-averse agent might be willing to forego a higher expected utility if they were to have a higher certainty of an option with a lower utility. Conversely, an agent can be risk-seeking if they prefer less certain options that have a higher utility. Risk-neutral and risk-averse agents are considered to be rational, while a risk-seeking agent is considered irrational\textsuperscript{11}, \textsuperscript{12}. The incorporation of risk into the behavior of a decision maker has been typically carried out by computing the expectation of a transformation of the utility obtained by the agent\textsuperscript{13}, \textsuperscript{14}.

As an illustrative example, consider a navigation problem where there are two possible routes from a source to a destination. The first route is faster, on average, but there is a chance of encountering a delay which can significantly increase the total time taken. The second route is slightly slower, on average, but the chance of encountering a delay is smaller. A risk-neutral agent may opt to take the first route to minimize the average travel time. However, a risk-sensitive agent might have a preference for not encountering delays, and thus would opt to take the second route.

The inputs and preferences of human users is playing an increasingly important role in scenarios where actions of human users and possibly autonomous complex systems influence each other in a shared environment. In these situations, one is interested in aligning behaviors of the system with preferences of one or more human users. Human users often exhibit behaviors that may not be considered entirely rational due to various cognitive and emotional biases. Moreover, they can exhibit both risk-seeking and risk-averse behaviors in different situations. In these situations, it has been observed that expected utility-based frameworks are not adequate to describe human decision making, since humans might have a different perception of both, the same utility and the same probabilistic outcome as a consequence of their decisions\textsuperscript{15}.

Cumulative prospect theory (CPT), introduced in\textsuperscript{16}, has been empirically shown to capture preferences of humans for certain outcomes over certain others. The key insight guiding CPT is that humans often evaluate potential gains and losses using heuristics, and take decisions based on these. In particular, CPT is able to address a tendency of humans to: i) be risk-averse with gains and risk-seeking with losses; ii) distort extremely high and low probability events. To model the former, CPT uses a non-linear utility function to transform outcomes. The latter is addressed by using a non-linear weighting function to distort probabilities in the cumulative distribution function. Moreover, the utility and weighting functions corresponding to gains and losses can be different, indicating that gains and losses are often interpreted in different ways by a human.

In this paper, we develop a framework for CPT-based decision-making in settings where a model of the system of interest is not available. An agent in such a scenario will have
to learn behaviors through minimizing a cost signal revealed through repeated interactions with the system. We seek to endow these agents with the ability to take decisions that are aligned with the preferences of humans. To accomplish this, we optimize the sum of CPT-value period costs using a dynamic programming based approach. We develop an iterative procedure to learn policies and establish conditions to ensure convergence of the procedure. We demonstrate that the behavior of agents using policies learned by minimizing a CPT-based cost mimic those of a human user more closely than in the case when policies are learned when an expected accumulated cost is minimized.

We make the following contributions in this paper:

- We define the \textit{CPT-value of a state-action pair} called \textit{CPT-Q} in order to develop a method to optimize a CPT-based cost using reinforcement learning.
- We introduce a \textit{CPT-Q iteration} to estimate CPT-Q for each state-action pair, and demonstrate its convergence.
- We develop two algorithms, CPT-SARSA and CPT-Actor-Critic to estimate CPT-Q.
- We evaluate the above algorithms in environments where a target state has to be reached while avoiding obstacles. We demonstrate that behaviors of an RL agent when following policies learned using CPT-SARSA and CPT-Actor-Critic are aligned with that of a human user who might be placed in the same environment.

The remainder of this paper is organized as follows. Section II gives an overview of related literature. Section III gives background on MDPs, RL, and risk measures. The CPT-value of a random variable is defined in Section IV. We introduce the reinforcement learning framework that uses CPT and prove our main results in Section V. Section VI details the developments of two algorithms to solve the CPT-RL problem. We present an evaluation of our approach in Section VII and Section VIII concludes the paper.

II. RELATED WORK

Frameworks that incorporate risk-sensitivity in reinforcement learning and optimal control typically replace the utility (say, $U$) with a function of the utility (say, $U'$). Some examples include a mean-variance tradeoff [17]–[19], exponential function of the utility [20]–[22], and conditional value at risk (CVaR) [23]. The CVaR corresponds to the average value of the cost conditioned on the event that the cost takes sufficiently large values. CVaR has been shown to have a strong theoretical justification for its use, and optimizing a CVaR-based cost will ensure sensitivity of actions to rare high-consequence outcomes. The risk-sensitivity has also been represented as a constraint that needs to be satisfied while an expected utility $U$ is maximized. We refer the reader to [24] for an exposition on these methods. A common theme among the approaches outlined above is that the objective in each case is to maximize an expectation over $U'$.

Optimization of a CPT-based cost in an online setting was studied in [25], [26], where the authors optimized the CPT-value of the return of a policy. A different approach was adopted in [27], [28] where the authors optimized a sum of CPT-value period costs using a dynamic programming based approach when a model of the system was available. A computational approach to verifying reachability properties in MDPs with CPT-based objectives was presented in [29]. The authors of this work approximated the weighting function in the CPT-value as a difference of convex functions and used the convex-concave procedure [30] to compute policies.

We distinguish the contributions of this paper in comparison to prior work in two ways. Different from work on risk-sensitive control that aims to minimize an expected cost subject to a threshold-based risk constraint like CVaR, in this paper, we seek to optimize an objective stated in terms of a CPT-value. We also do not assume that a model of the environment is available. Instead, the agent will have to learn policies through repeated interactions with the environment. This will inform our development of reinforcement learning algorithms in order to learn optimal policies when the agent seeks to minimize a CPT-based cost.

III. PRELIMINARIES

A. MDPs and RL

Let ($\Omega, \mathcal{F}, \mathbb{P}$) denote a probability space, where $\Omega$ is a sample space, $\mathcal{F}$ is a $\sigma$-algebra of subsets of $\Omega$, and $\mathbb{P}$ is a probability measure on $\mathcal{F}$. A random variable is a map $Y : \Omega \to \mathbb{R}$. We assume that the environment of the RL agent is described by a Markov decision process (MDP) [3].

**Definition 1.** An MDP is a tuple $\mathcal{M} := (S, A, \rho_0, \mathbb{P}, c, \gamma)$, where $S$ is a finite set of states, $A$ is a finite set of actions, and $\rho_0$ is a probability distribution over the initial states. $\mathbb{P}(s'|s,a)$ is the probability of transitioning to state $s'$ when action $a$ is taken in state $s$. $c : S \times A \to \mathbb{R}$ is the cost incurred by the agent when it takes action $a$ in state $s$. $\gamma \in (0, 1)$ is a discounting factor which indicates that at any time, we care more about the immediate cost than costs that may be incurred in the future.

An RL agent typically does not have knowledge of the transition function $\mathbb{P}$. Instead, it incurs a cost $c$ for each action that it takes. We assume that $c$ is a random variable such that $|c| < \infty$. Through repeated interactions with the environment, the agent seeks to learn a policy $\pi$ in order to minimize an objective $\mathbb{E}_\pi[\sum_t \gamma^t c(s_t, a_t)]$ [1]. A policy is a probability distribution over the set of actions at a given state, and is denoted $\pi(\cdot|s)$.

B. Risk Measures

For a set of random variables on $\Omega$, denoted $\mathcal{Y}$, a risk measure or risk metric is a map $\rho : \mathcal{Y} \to \mathbb{R}$ [31].

**Definition 2.** A risk metric is coherent if it satisfies the following properties for all $Y, Y_1, Y_2 \in \mathcal{Y}, d \in \mathbb{R}, m \in \mathbb{R}_{\geq 0}$:

1. Monotonicity: $Y_1(\omega) \leq Y_2(\omega)$ for all $\omega \in \Omega \Rightarrow \rho(Y_1) \leq \rho(Y_2)$.
2. Translation invariance: $\rho(Y + d) = \rho(Y) + d$.
3. Positive homogeneity: $\rho(cY) = c\rho(Y)$.
4. Subadditivity: $\rho(Y_1 + Y_2) \leq \rho(Y_1) + \rho(Y_2)$. 

\[ \rho(Y_1 + Y_2) \leq \rho(Y_1) + \rho(Y_2) \]
The last two properties together ensure that a coherent risk metric will also be convex.

**Example 1.** Examples of risk metrics include:

1) **Expectation** of a random variable, $E[Y]$.
2) **Value at Risk** at level $\alpha \in (0,1)$: $VaR_\alpha(Y) := \inf\{y | P[Y \leq y] \geq \alpha\}$.
3) **Conditional Value at Risk**: $CVaR_\alpha(Y)$ is a conditional mean over the tail distribution, as delineated by $VaR_\alpha$. Thus, $CVaR_\alpha(Y) = E[Y | Y \geq VaR_\alpha(Y)]$. Alternatively, with $(\cdot)^+ := \max(\cdot,0)$, we can write:

$$CVaR_\alpha(Y) := \min_{s \in \mathbb{R}} \left[ s + \frac{1}{1-\alpha} E[(Y-s)^+] \right].$$

Risk metrics such as $VaR_\alpha$ and $CVaR_\alpha$ quantify the severity of events that occur in the tail of a probability distribution. $CVaR_\alpha$ is an example of a coherent risk metric.

In this paper, we are interested in determining policies to optimize objectives expressed in terms of more general risk metrics. The risk metric that we adopt in this paper is informed from cumulative prospect theory [16], and is not coherent.

**IV. Cumulative Prospect Theory**

Human players or operators have been known to demonstrate a preference to play safe with gains and take risks with losses. Further, they tend to deflate high probability events, and inflate low probability events. This is demonstrated in the following example.

**Example 2.** Consider a game where one can either earn $500 with probability (w.p.) 1 or earn $5000 w.p. 0.1 and nothing otherwise. The human tendency is to choose the former option of a certain gain. However, if we flip the situation, i.e., a loss of $5000 w.p. 1 versus a loss of $500 w.p. 0.1, then humans choose the latter option. Observe that the expected gain or loss in each setting is the same (500).

Cumulative prospect theory (CPT) is a risk measure that has been empirically shown to capture human attitude to risk [16], [26]. This risk metric uses two utility functions $u^+$ and $u^-$, corresponding to gains and losses, and weight functions $w^+$ and $w^-$ that reflect the fact that value seen by a human subject is nonlinear in the underlying probabilities [32].

**Definition 3.** The CPT-value of a continuous random variable $Y$ is defined as:

$$\rho_{cpt}(Y) := \int_0^\infty w^+(P(u^+(Y) > z))dz - \int_0^\infty w^-(P(u^-(Y) > z))dz,$$

where utility functions $u^+, u^- : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ are continuous, have bounded first moment such that $u^+(x) = 0$ for all $x \leq 0$, and monotonically non-decreasing otherwise, and $u^-(x) = 0$ for all $x \geq 0$, and monotonically non-increasing otherwise. The probability weighting functions $w^+, w^- : [0,1] \rightarrow [0,1]$ are Lipschitz continuous and non-decreasing, and satisfy $w^+(0) = w^-(0) = 0$ and $w^+(1) = w^-(1) = 1$.

When $Y$ is a discrete r.v. with finite support, let $p_i$ denote the probability of incurring a gain or loss $y_i$, where $y_1 \leq \cdots \leq y_i \leq 0 \leq y_{i+1} \leq \cdots y_K$, for $i = 1, 2, \ldots, K$. Define $F_k := \sum_{i=1}^k p_i$ for $k \leq l$ and $F_k := \sum_{i=k}^K p_i$ for $k > l$.

**Definition 4.** The CPT-value of a discrete random variable $Y$ is defined as:

$$\rho_{cpt}(Y) := \left( \sum_{i=l+1}^{K-1} u^+(y_i)(w^+(F_i) - w^+(F_{i+1})) + u^+(y_K)w^+(p_K) \right) -$${

$\left( u^-(y_1)w^-(p_1) + \sum_{i=2}^l u^-(y_i)(w^-(F_i) - w^-(F_{i-1})) \right).$

The function $u^+$ is typically concave on gains, while $-u^-$ is typically convex on losses. The distortion of extremely low and extremely high probability events by humans can be represented by a weight function that takes an inverted $S$-shape—i.e., it is concave for small probabilities, and convex for large probabilities. When $0 < \eta < 1$, some examples of weighting functions are [16], [33]:

$$w(\kappa) = \frac{\kappa^\eta}{(\kappa^\eta + (1-\kappa)^\eta)^{\frac{1}{\eta}}}; \quad w(\kappa) = \exp((-\ln \kappa)^\eta).$$

The CPT-value generalizes the risk metrics in Example [1] for appropriate choices of weighting functions. For example, when $w^+, w^-$ are identity functions, and $u^+(x) = x, x \geq 0$, $u^-(x) = -x, x \leq 0$, we obtain $\rho_{cpt}(Y) = E[Y]$.

The CPT-value is not a coherent risk metric, since distortion by a nonlinear weighting function will not usually satisfy the Translation invariance and Subadditivity properties. However, $\rho_{cpt}$ satisfies the Monotonicity and Positive homogeneity properties [27].

**V. CPT-Based Reinforcement Learning**

This section introduces a reinforcement learning framework that uses cumulative prospect theory. Our objective through this framework is to enable behaviors of an RL agent that will mimic those of a human operator. Moreover, behaviors corresponding to operators with different levels of rationality can be achieved by an appropriate choice of weighting function of the CPT-value [16]. Specifically, we develop a technique to optimize an accumulated CPT-based cost, and establish conditions under which an iterative procedure describing this technique will converge.

In order to assess the quality of taking an action $a$ at a state $s$, we introduce the notion of the CPT-value of state-action pair at time $t$ and following policy $\pi$ subsequently. We denote this by $Q_{\pi}^{\rho_{cpt}}(s,a,t)$ and will refer to it as CPT-$Q$. CPT-$Q$ is defined in the following manner:

$$Q_{\pi}^{\rho_{cpt}}(s_t,a_t) := \rho_{cpt}(c(s_t,a_t)) + \gamma \sum_{s_{t+1}} \sum_{a_{t+1}} \pi(a_{t+1}|s_{t+1}) Q_{\pi}^{\rho_{cpt}}(s_{t+1},a_{t+1}).$$

$Q_{\pi}^{\rho_{cpt}}(s,a)$ will be bounded when $|c(s,a)| < \infty$ and $\gamma \in (0,1)$. In reinforcement learning, transition probabilities...
The CPT-value of a state $s$ following policy $\pi$ is defined as $V^\pi_{\text{cpt}}(s_t) := \sum_{a_t} \pi(a_t|s_t)Q^\pi_{\text{cpt}}(s_t, a_t)$. We will refer to $V^\pi_{\text{cpt}}(s)$ as CPT-V. We observe that CPT-V satisfies:

$$V^\pi_{\text{cpt}}(s_t) = \rho_{\text{cpt}}(c(s_t, a_t)) + \gamma \sum_{s_{t+1}} P(s_{t+1}|s_t, a_t) V^\pi_{\text{cpt}}(s_{t+1}).$$

(5)

Denote the minimum CPT-V at a state $s$ by $V^*_{\text{cpt}}(s)$. Then, $V^*_{\text{cpt}}(s) = \inf_{\pi} V^\pi_{\text{cpt}}(s)$.

**Remark 1.** To motivate the construction of this framework, let the random variable $C(s_0) = \sum_{i=0}^{\infty} \gamma^i c(s_1, a_1^\pi)$ denote the infinite horizon cumulative discounted cost starting from state $s_0$. The objective in a typical RL problem is to determine a policy $\pi$ to minimize the expected cost, denoted $E_\pi[C(s_0)]$. The linearity of the expectation operator allows us to write $E_\pi[C(s_0)] = E[c(s_0, a_0) + \gamma E[c(s_1, a_1) + \ldots s_n]|s_0]$. In this work, we are interested in minimizing the sum of CPT-based costs over the horizon of interest. This will correspond to replacing the conditional expectation at each time-step with $\rho_{\text{cpt}}(\cdot)$.

In order to show convergence of CPT-Q-learning in Equation (4), we introduce the CPT-Q-iteration operator as:

$$(T_\pi Q^\pi_{\text{cpt}})(s, a) := \rho_{\text{cpt}}(c(s, a)) + \gamma \sum_{s'} P(s'|s, a) \pi'(a'|s') Q^\pi_{\text{cpt}}(s', a').$$

(6)

We next show that $(T_\pi Q^\pi_{\text{cpt}})$ is monotonically non-decreasing, $Q^\pi_{\text{cpt}}(s, a) \leq Q^{\pi'}_{\text{cpt}}(s, a)$, and $\pi'$ is improved compared to $\pi$, we have:

$$Q^\pi_{\text{cpt}}(s, a) \leq Q^{\pi'}_{\text{cpt}}(s, a).$$

This quantity is equal to $V^\pi_{\text{cpt}}(s_t)$. Therefore, we have $\sum_{a_t} \pi'(a_t|s_t)Q^\pi_{\text{cpt}}(s_t, a_t) = V^\pi_{\text{cpt}}(s_t) \leq V^\pi_{\text{cpt}}(s_t)$ for all $s_t \in S$. Thus, taking an action according to policy $\pi'$ at time $t$ and following the original policy $\pi$ at subsequent time-steps ensures that the value of state $s_t$ is lower. This indicates that $\pi'$ is improved compared to $\pi$, completing the proof.

**Proposition 2.** Let policies $\pi$ and $\pi'$ be such that $Q^\pi_{\text{cpt}}(s, a) \leq Q^{\pi'}_{\text{cpt}}(s, a)$ for all $(s, a) \in S \times A$, and $\pi'$ is improved compared to $\pi$. Let the functions $w^+, w^-, u^+, u^-$ be according to Definition [3]. Then, $(T_\pi Q^\pi_{\text{cpt}}) \leq (T_\pi Q^{\pi'}_{\text{cpt}})$.

Proof. Since the utility function $u^+$ is monotonically non-decreasing, $Q^{\pi'}_{\text{cpt}}(s, a) \leq Q^{\pi'}_{\text{cpt}}(s, a)$, and $\pi'$ is improved compared to $\pi$, we have:

$$w^+(c(s, a) + \gamma \sum_{s'} P(s'|s, a) \pi'(a'|s') Q^\pi_{\text{cpt}}(s', a')) \leq w^+(c(s, a) + \gamma \sum_{s'} P(s'|s, a) \pi(a'|s) Q^{\pi'}_{\text{cpt}}(s', a')).$$

We represent the above inequality as $u_{\text{cpt}}^+ \leq u_{\text{cpt}}^+$. Since the probability weighting function $w^-$ is also monotonically non-decreasing, we have:

$$\int_0^\infty w^-(\mathbb{P}(u_{\text{cpt}}^+ > z))dz \leq \int_0^\infty w^-(\mathbb{P}(u_{\text{cpt}}^+ > z))dz.$$ 

A similar argument will hold for the functions $w^-$ and $w^-$, and therefore, $(T_\pi Q^\pi_{\text{cpt}}) \leq (T_\pi Q^{\pi'}_{\text{cpt}})$. This shows that operator $(T_\pi Q_{\text{cpt}})$ is monotone.

**Proposition 3.** Let the functions $w^+, w^-, u^+, u^-$ be according to Definition [3]. Assume that the utility functions $u^+, u^-$ are invertible and differentiable, and that the derivatives are monotonically non-increasing. Then, the operator $(T_\pi Q_{\text{cpt}})$ is a contraction.

Proof. First, we define a norm on the CPT-Q values as $||Q^1_{\text{cpt}} - Q^2_{\text{cpt}}|| := \max_{s,a} Q_{\text{cpt}}^1(s, a) - Q_{\text{cpt}}^2(s, a)$, and suppose $\epsilon := ||Q^1_{\text{cpt}} - Q^2_{\text{cpt}}||$. Then,

$$(T_\pi Q^\pi_{\text{cpt}})(s, a) := \rho_{\text{cpt}}(c(s, a)) + \gamma \sum_{s'} P(s'|s, a) \pi(a'|s') Q^1_{\text{cpt}}(s', a'))$$

$$+ \rho_{\text{cpt}}(c(s, a)) + \gamma \sum_{s'} P(s'|s, a) \pi(a'|s') Q^2_{\text{cpt}}(s', a') - Q^2_{\text{cpt}}(s, a') \leq \rho_{\text{cpt}}(\gamma \epsilon + c(s, a)) + \gamma \sum_{s'} P(s'|s, a) \pi(a'|s') \epsilon Q^2_{\text{cpt}}(s', a').$$

The remainder of the proof follows by considering each of the integrals that make up $\rho_{\text{cpt}}(\cdot)$ separately, and using the assumptions on $w^+, w^-, u^+, u^-$ to obtain $(T_\pi Q^\pi_{\text{cpt}})(s, a) \leq (T_\pi Q^{\pi'}_{\text{cpt}})(s, a) + \gamma \epsilon$. We refer to Theorem 6 in [28] for details on this procedure. A consequence of this analysis is that we obtain $||T_\pi Q^\pi_{\text{cpt}} - T_\pi Q^{\pi'}_{\text{cpt}}|| \leq \epsilon$, which shows that $(T_\pi Q_{\text{cpt}})$ is a contraction.

We observe that if $\rho_{\text{cpt}}$ had satisfied the Translation Invariance property, then the result would have followed directly, like in [14].
In order to allow the agent to learn policies through repeated interactions with this environment, consider the following iterative procedure:

\[ Q_{\text{cpt}}^{k+1}(s_t, a_t) = (1 - \alpha_k(s_t, a_t))Q_{\text{cpt}}^k(s_t, a_t) + \alpha_k(s_t, a_t)[\rho_{\text{cpt}}(c(s_t, a_t) + \gamma \sum_a \pi(a|s_{t+1})Q_{\text{cpt}}(s_{t+1}, a))]. \]  

In Equation (7), \( \alpha_k(s_t, a_t) \in (0, 1) \) is a learning rate which determines state-action pairs whose Q-values are updated at iteration \( k \). The learning rate for a state-action pair is typically inversely proportional to the number of times the pair is visited during the exploration phase.

The next result presents a guarantee that the sequence of CPT-Q-values in Equation (7) will converge to a unique solution under the assumption that state-action pairs of a finite MDP are visited infinitely often.

**Proposition 4.** For an MDP with finite state and action spaces, assume that the costs \( c(s, a) \) are bounded for all \( (s, a) \), and learning rates satisfy for all \( (s, a) \), \( \sum_k \alpha_k(s, a) = \infty \), \( \sum_k \alpha_k(s, a) < \infty \), and that the operator \( (T_\pi Q_{\text{cpt}}) \) is a contraction. Then, the CPT-Q-iteration in Equation (7) will converge to a unique solution \( Q_{\text{cpt}}^*(s, a) \) for each \( (s, a) \) with probability one.

**Proof.** From Proposition 3, we know that repeated application of \( (T_\pi Q_{\text{cpt}}) \) results in convergence to a fixed point \( Q_{\text{cpt}}^* \) which satisfies \( (T_\pi Q_{\text{cpt}}) = Q_{\text{cpt}}^* \) for all \( (s, a) \in S \times A \). Defining \( \Delta_k := Q_{\text{cpt}}^k - Q_{\text{cpt}}^* \), Eqn (7) can be written as:

\[ \Delta_{k+1} = (1 - \alpha_k(s_t, a_t))\Delta_k + \alpha_k(s_t, a_t)[T_\pi Q_{\text{cpt}}^k - T_\pi Q_{\text{cpt}}^*]. \]

The above equation is in the form of a stochastic iterative process on \( \Delta_k \). Since \( (T_\pi Q_{\text{cpt}}) \) is a contraction and the costs are bounded, the sequence \( \{\Delta_k\} \) will converge to zero with probability one [34].

**VI. Algorithms for CPT-based RL**

In this section, we will present two algorithms using temporal difference (TD) techniques for CPT-based reinforcement learning. TD techniques seek to learn value functions using episodes of experience. An experience episode comprises a sequence of states, actions, and costs when following a policy \( \pi \). The predicted values at any time-step is updated in a way to bring it closer to the prediction of the same quantity at the next time-step.

Formally, given that the RL agent in a state \( s \) took action \( a \) and transitioned to state \( s' \), the TD-update of \( V_{\text{cpt}}(s) \) is given by

\[ V_{\text{cpt}}(s) \leftarrow V_{\text{cpt}}(s) + \alpha(\rho_{\text{cpt}}(c(s, a) + \gamma V_{\text{cpt}}(s')) - V_{\text{cpt}}(s)). \]

This can be rewritten as \( V_{\text{cpt}}(s) \leftarrow V_{\text{cpt}}(s) + \alpha \delta \), where \( \delta \) is called the TD-error. A positive value of \( \delta \) indicates that the action taken in state \( s \) resulted in an improved CPT-V.

The TD-update in this case determines estimates of CPT-V. A similar update rule can be defined for CPT-Q. From Equations (2) and (3), we observe that \( \rho_{\text{cpt}} \) is defined in terms of a weighting function applied to a cumulative probability distribution. In order to use TD-methods in a prospect-theoretic framework, we first use a technique proposed in [26] to estimate the CPT-value \( \rho_{\text{cpt}} \).

**A. Calculating \( \rho_{\text{cpt}} \) from samples**

Algorithm 1 is a procedure to obtain multiple samples of the random variable \( c(s, a) + \gamma V_{\text{cpt}}(s') \). These samples are then used to estimate \( \rho_{\text{cpt}}(c(s, a) + \gamma V_{\text{cpt}}(s')) \). This way to estimate the CPT-value of a random variable was proposed in [26], and was shown to be asymptotically consistent.

**B. CPT-SARSA**

Algorithm 2 updates an estimate of CPT-Q for each state-action pair \((s, a)\) through a temporal difference. ‘SARSA’ is named for the components used in the update: the state, action, and reward at time \( t \) (S-A-R), and the state and action at time \( t + 1 \) (S-A) [35]. For an action \( a \) taken in state \( s \) resulting in a transition to a state \( s' \), CPT-SARSA exploits the randomized nature of the policy to compute a weighted sum of possible actions in state \( s' \) according to the current policy \( \pi \) (Line 4).
For a state-action pair \((s, a)\), the learning rate \(\alpha(s, a)\) is set to \(1/N(s, a)\), where \(N(s, a)\) is a count of the number of times \((s, a)\) is visited. \(N(s, a)\) is incremented by 1 each time \((s, a)\) is visited, and therefore, \(\alpha(s, a)\) will satisfy the conditions of Proposition 4.

### C. CPT-Actor-Critic

Actor-critic methods separately update state-action values and a parameter associated to the policies. Algorithm 3 indicates how these updates are carried out. The actor is a policy \(\pi\) while the critic is an estimate of the value function \(Q^\pi_{cpt}\). This setting can be interpreted in the following way: if the updated critic for action \(a\) at state \(s\), obtained by computing the TD-error, is a quantity that is higher than the value obtained by taking a reference action \(a_{ref}\) at state \(s\), then \(a\) is a ‘good’ action. As a consequence, the tendency to choose this action in the future can be increased. Under an assumption that learning rates for the actor and critic each satisfy the conditions of Proposition 4, and that the actor is updated at a much slower rate than the critic, this method is known to converge [36].

**Algorithm 3 CPT-Actor-Critic**

**Require:** Learning rates \(\alpha_1, \alpha_2\); max. episodes \(T_{\text{max}}\); discount \(\gamma\)

1: Initialize \(Q_{cpt}(s, a)\), \(p(s, a)\), \(T = 1\)

2: repeat
3: Initialize \(s \in S\)
4: repeat
5: Choose \(a\) according to policy \(\pi\)
6: Obtain \(p_{cpt}()\), \(s^*\) from Algorithm 1
7: \(\delta := p_{cpt}() - Q_{cpt}(s, a)\)
8: \(Q_{cpt}(s, a) \leftarrow Q_{cpt}(s, a) + \alpha_1 \delta\)
9: \(p(s, a) \leftarrow p(s, a) + \alpha_2 (Q_{cpt}(s, a) - Q_{cpt}(s, a_{ref}))\)
10: Generate new policy \(\pi^\ast\) using updated \(p(s, a)\)
11: \(s \leftarrow s^*, \pi \leftarrow \pi^\ast\)
12: until \(s\) is a terminal state
13: \(T \leftarrow T + 1\)
14: until \(T > T_{\text{max}}\)

**VII. EXPERIMENTAL EVALUATION**

This section presents an evaluation of the CPT-based RL algorithms developed in the previous section in two environments. The environments are represented as a grid and the agent has the ability to move in the four cardinal directions \(\{\text{left, right, up, down}\}\). There are obstacles that the agent will have to avoid in order to reach a target state. In each case, a model of the environment is not available to the agent, and the agent will have to learn behaviors through minimizing an accumulated CPT-based cost, where the cost signal is provided by the environment. We compare behaviors learned when the agent optimizes a CPT-based cost with a baseline when the agent optimizes an expected cost.

One example in which the policy parameters \(p(s, a)\) can be used to determine a policy is the Gibbs softmax method [1], defined as \(\pi(a|s) := \frac{\exp(p(s, a))}{\sum_{b \in A} \exp(p(s, b))}\).

**A. Environments**

We evaluate our methods on two environments shown in Figures 1a and 1b. In each case, the agent has to learn to reach a target state while avoiding the obstacles. We assume that the agent starts from the state ‘Start’ at the bottom left corner, and the target state ‘Goal’ is at the top right corner. At each state, the agent can take one of four possible actions, \(\{\text{left, right, up, down}\}\). A neighboring state is defined as any state that shares a boundary with the current state of the agent, and we denote the number of neighboring states at the current state by \(N_{ns}\). For each action that the agent takes at a state, the agent can transit with probability 0.9 to the intended next state, and with probability 0.1/(\(N_{ns} - 1\)) to some neighboring state. However, this transition probability is not known to the agent.

We compare the behaviors learned by the agent using the CPT-SARSA and CPT-Actor-Critic algorithms with a baseline where the agent uses Q-learning [1] to minimize a total discounted cost. The discount factor \(\gamma\) is set to 0.9, and the utility and weighting functions for the CPT-based methods are chosen as:

\[
\begin{align*}
&u^+(x) = |x|^{0.88}; \quad u^-(x) = |x|^{0.88}; \\
&\omega^+(\kappa) = \frac{\kappa^{0.61}}{(\kappa^{0.61} + (1 - \kappa)^{0.61})^\frac{1}{\kappa}}; \\
&\omega^-(\kappa) = \frac{\kappa^{0.69}}{(\kappa^{0.69} + (1 - \kappa)^{0.69})^\frac{1}{\kappa}}.
\end{align*}
\]

In both environments, the cost incurred by the agent is 1 at a state that is not an obstacle. For the environment in Figure 1a the cost is 5 at a state occupied by the obstacle. For the environment in Figure 1b the cost incurred by the agent at an obstacle \(Obs\ z\) is given by \(10 * z\), where \(z = \{1, 2, 3, 4\}\).
Fig. 2: Comparison of agent adopting policies learned using CPT-SARSA, CPT-Actor-Critic, and Q-learning for environment in Fig. 1a. For a policy learned using each method, we generate 100 sample paths. Fig. 2a compares the number of times that the obstacle region is reached on each sample path. In almost all 100 cases, the agent using CPT-SARSA (blue) or CPT-Actor-Critic (green) is able to avoid the obstacle, while this is not the case when it uses Q-learning (red). Fig. 2b compares the total cost incurred by the agent in reaching the target state from the start state. We observe that in some cases, the agent using a CPT-based method incurs a higher cost than when using Q-learning. This can be interpreted in terms of the agent taking a possibly longer route to reach the ‘Goal’ state in order to avoid the obstacle.

Fig. 3: Comparison of agent adopting policies learned using CPT-SARSA, CPT-Actor-Critic, and Q-learning for environment in Fig. 1b. For a policy learned using each method, we generate 100 sample paths. Fig. 3a compares the number of times that the obstacle \( \text{Obs} \) is reached on each sample path. In almost all 100 cases, the agent using CPT-SARSA (blue) or CPT-Actor-Critic (green) is able to avoid the obstacle, while this is not the case when it uses Q-learning (red). Fig. 3b compares the total cost incurred by the agent in reaching the target state from the start state.

**B. Results**

Figure 2 compares behaviors learned by the agent when adopting policies learned using the CPT-SARSA, CPT-Actor-Critic, and Q-learning methods for the environment in Fig. 1a. We generate 100 sample paths for a policy learned using each method, and compare the number of times the agent visits the obstacle, and the total cost incurred by the agent to reach the target state. We observe in Fig. 2a that the agent using either CPT-based method is able to avoid the obstacle in almost all cases. This might however come at a possibility of incurring a higher cost in some cases, as seen in Fig. 2b. The behavior exhibited by the agent in this case is better aligned with the behavior of a human user who when placed in the same environment, might prefer to take a longer route from ‘Start’ to ‘Goal’ in order to avoid the obstacle.

The behavior of the agent in the environment in Fig. 1b is shown in Fig. 3. Histograms for visits to \( \text{Obs} \) 1 and \( \text{Obs} \) 2 are similar to that shown in Fig. 3a. The agent using a CPT-based algorithm is able to avoid obstacles and incur a lower cost in most cases than an agent using Q-learning in this environment as well. An agent using CPT-Actor-Critic incurs a higher cost and visits an obstacle more number of times than when using CPT-SARSA. This could be because CPT-Actor-Critic requires adjusting values of two learning rates. The choice of reference action \( a_{ref} \) in Line 9 of Algorithm 3 may also play a role.

For the environment in Fig. 1b the number of visits to obstacles, averaged over 100 sample paths for policies
adopted following each method are presented in Table I. All three methods allow the agent to learn policies to avoid the most costly obstacle Obs 4. However, the number of times obstacles with lower costs are encountered is much smaller for CPT-SARSA and CPT-Actor-Critic than Q-learning. The largest difference in the number of visits is observed for the obstacle with lowest cost, Obs 1.

VIII. CONCLUSION

This paper presented a way to enable a reinforcement learning (RL) agent learn behaviors to closely mimic that of a human user. The ability of autonomous agents to align their behaviors with human users is becoming increasingly important in situations where actions of human users and an autonomous system influence each other in a shared environment. We used cumulative prospect theory (CPT) to model the tendency of humans to view gains and losses differently. When the agent had to learn behaviors in an unknown environment, we used a CPT-based cost to specify the objective that the agent had to minimize. We developed two RL algorithms to enable the agent to learn policies to optimize the CPT-value of a state-action pair, and evaluated these algorithms in two environments. We observed that the behaviors of the agent when following policies learned using the CPT-based methods were better aligned with those of a human user who might be placed in the same environment, and is significantly improved over a Q-learning baseline.

Our analysis and experiments in this paper considered discrete state and action spaces. We will seek to extend our work to settings with continuous states and actions. A second research direction is to study the case when value functions work to settings with continuous states and actions. We will seek to extend our these algorithms in two environments. We observed that the two RL algorithms to enable the agent to learn policies to the objective that the agent had to minimize. We developed unknown environment, we used a CPT-based cost to specify model the tendency of humans to view gains and losses differently. When the agent had to learn behaviors in an unknown environment, we used a CPT-based cost to specify the objective that the agent had to minimize. We developed two RL algorithms to enable the agent to learn policies to optimize the CPT-value of a state-action pair, and evaluated these algorithms in two environments. We observed that the behaviors of the agent when following policies learned using the CPT-based methods were better aligned with those of a human user who might be placed in the same environment, and is significantly improved over a Q-learning baseline.

Our analysis and experiments in this paper considered discrete state and action spaces. We will seek to extend our work to settings with continuous states and actions. A second research direction is to study the case when value functions and policies will be parameterized by neural networks.
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|       | Obs 1 | Obs 2 | Obs 3 | Obs 4 |
|-------|------|------|------|------|
| CPT-SARSA | 0.01 | 0.04 | 0.03 | 0 |
| CPT-Actor-Critic | 1.87 | 1.13 | 1.42 | 0 |
| Q-learning | 29.82 | 2.81 | 4.55 | 0 |

TABLE I: Number of visits to obstacle regions, averaged over 100 sample paths, for environment in Fig. 1b.