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Abstract

In this review, we discuss the properties of a few impurity atoms immersed in a gas of ultracold fermions—the so-called Fermi polaron problem. On one hand, this many-body system is appealing because it can be described almost exactly with simple diagrammatic and/or variational theoretical approaches. On the other, it provides a quantitatively reliable insight into the phase diagram of strongly interacting population-imbalanced quantum mixtures. In particular, we show that the polaron problem can be applied to the study of itinerant ferromagnetism, a long-standing problem in quantum mechanics.
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1. Introduction

A major challenge of modern physics is the study of quantum matter, aimed at understanding the wealth of phases realized by large ensembles of interacting particles at low temperatures, where quantum mechanics plays a key role in determining their properties. Quantum matter includes systems spanning an enormous range of energies, from ultracold gases and liquid helium to electrons in solids, all the way up to nuclear matter and quark–gluon plasmas. Importantly, a common set of ideas and technical tools can be applied to these seemingly different systems, the investigation of one system yielding information about another. For instance, resonantly interacting cold atomic gases and nuclear matter are both essentially non-relativistic quantum matter with a scattering length much larger than the interparticle spacing, which has recently resulted in much cross-fertilization between the two fields [1, 2].

Ubiquitous in quantum physics is the study of the so-called ‘impurity problem’, i.e. the investigation of the properties of a few particles immersed in a complex environment. In their seminal works, Landau and Pekar proposed that the properties of conduction electrons in a dielectric medium could be understood in terms of so-called polarons, i.e. quasi-particles resulting from the dressing of the electrons by collective excitations in the material [3, 4]. This innovative idea was further elaborated by Fröhlich and Feynman, who treated the ionic crystal or polar semiconductor as a phonon bath [5–8]. Other celebrated examples are the studies of helium-3 impurities in a bosonic helium-4 bath and of the Kondo effect caused by localized magnetic impurities in metals.

The realization of polaron physics in ultracold atomic gases has led to a dramatic increase in activity in this topic. In these systems, polarons are realized by means of a population-imbalanced atomic gas, the minority atoms playing the role of impurities, and the majority atoms playing the role of the bath, or medium. The properties of the system depend strongly on the quantum nature of the bath. Experimentally, this scenario has been realized with a medium composed either of bosonic
[9–12] or fermionic [13–15] atoms. The case of impurities in
a Bose gas may be viewed as an analog of the Fröhlich polaron
[16–18]: in the context of ultracold atoms, the change in the
dynamical properties of the impurity is due to its interaction
with excitations in the Bose gas, which are Bogoliubov ones in
a condensate, or single-particle ones in a thermal gas. The other
case, in which the medium is a low-temperature fermionic gas,
results instead in excitations named Fermi polarons, which are
a paradigmatic realization of Landau’s fundamental concept
of a quasi-particle. The Fermi polaron is a main focus of this
review, and we will refer to this fermionic case with the terms
polaron and ‘impurity problem’ in the following.

An unexpected result of the cold atom studies is that
most of the polaron properties can be accurately described
in the strong coupling regime using a theory which is much
simpler than the ones required for a quantitative study of 50–50
balanced Fermi mixtures. Simple and quantitatively accurate
theories for strongly interacting many-body systems are rare,
and the polaron problem therefore provides an important
benchmark and starting point for improving our understanding
of other strongly correlated systems. Notably, it turns out
that the study of the single impurity case provides accurate
information for strongly interacting polarized gases, even in
the case of a sizeable concentration of minority particles. The
behavior of these systems is governed by a simple equation of
state written in terms of weakly interacting quasi-particles in
the spirit of Landau Fermi liquid theory.

The other main topic of this review is itinerant ferromagnetism
(IFM), which is a kind of magnetism where
the microscopic magnetic moments are mobile rather than
localized. IFM plays a crucial role for a large variety of
metals [19] and other systems such as quark liquids in
neutron stars [20], and it has been intensely investigated ever
since its theoretical prediction shortly after the development
of quantum mechanics [21]. IFM is, however, notoriously
difficult to understand: it is in fact still debated whether a
homogeneous electron system becomes ferromagnetic at all.
Moreover, the inevitable presence of disorder and of intricated
band structures in solid-state systems greatly complicates the
comparison between microscopic theories and experiments.
As we will discuss in this review, atomic gases can cast
new light on this problem since one can investigate IFM in
regimes which have been impossible to reach using other
systems, and where the accurate polaron theory is applicable.
There are, however, severe complications, both at a conceptual
and practical level, arising from the short lifetime of a gas
with strongly repulsive interactions arising from short-range
attractive potentials, which first have to be overcome. As a
consequence, the investigation of IFM with ultracold gases is
still at a relatively early stage, both from the theoretical and
from the experimental side.

Extensive reviews concerning both balanced and polarized
Fermi gases are available in the literature [22–27]. In this
work, we focus on the recent experimental and theoretical
advances in the understanding of the strongly polarized case
with focus on the repulsive interactions. We begin, in section 2,
by reviewing the effective interaction between atoms at low
energies, including effects due to a large effective range in
the scattering amplitude. We also discuss the basic properties
of one impurity (or very few ones) interacting with a large
ideal Fermi gas, and we introduce the distinct quasi-particles
which arise in this system. In section 3, we analyze in
detail the properties of the quasi-particles, and we present
the various theories available and their surprising accuracy,
as well as their shortcomings. In the second part of the
review, contained in section 4, we introduce the reader to
the phenomenon of IFM in the context of ultracold Fermi
gases. We review the variety of theoretical approaches
which have been employed for the study of a two-fermion
mixture with repulsive interactions, distinguishing the cases
of purely repulsive potentials and short-range potentials. In
this framework, we show how the knowledge of the repulsive
polaron features allows one to obtain the phase diagram of
a repulsively interacting two-fermion mixture with a small
concentration of impurity atoms. In particular, we discuss how
this simple yet very accurate theoretical approach provides a
deep insight into the competition between ferromagnetism and
the decay and instability toward pairing, which is intrinsic for
the repulsive state of ultracold Fermi gases. A comprehensive
analysis of recent experiments with ultracold atoms is also
presented. We conclude in section 5, presenting a short
summary and discussing interesting further developments and
future research directions.

2. Basic scenario and theoretical methods

In this section, we introduce the basic tools which allow
for the investigation of the impurity problem in the context
of ultracold Fermi gases. We start by recalling some basic
results of scattering theory, discussing the effective interaction
between the atoms in the ultracold regime. Many excellent
textbooks and reviews describe extensively ultracold collisions
and Feshbach resonances [23, 28–30], so we will focus only
on the aspects which are most relevant for the following
sections. Then we turn to the main topic of this review, i.e. the
determination of the various states realized by a single minority
atom, denoted ↓, interacting with an ideal gas of majority
particles, denoted ↑. We first describe a simple model, which
nevertheless captures most of the important features of the real
N↑+1↓ system. Then the problem is analyzed by perturbation
theory, and using an expansion in the number of particle–
hole excitations in the Fermi sea. Finally, we discuss various
Monte-Carlo (MC) calculations and we present the theoretical
framework needed to describe the main experimental probe of
the impurity properties, i.e., RF spectroscopy.

2.1. Effective atom–atom interaction

The description of interaction effects in ultracold atomic
gases is simplified greatly by two effects. First, the typical
interparticle distance is much larger than the range of the
interparticle potential, which is of order of the van der Waals
length \( r_{vdW} \sim 100a_0 \), with \( a_0 \) the Bohr radius. This
ensures that only pairwise interactions must be taken into
account. Second, the ultralow temperatures combined with
the short-range character of the interatomic potential means
that generally there is only appreciable scattering in the s-wave channel. Similarly to a light wave scattering from an object that is much smaller than its wavelength, the long de Broglie wavelength (up to micrometer size) associated with the motion of two ultracold atoms colliding via a short-range potential produces predominantly isotropic, i.e. s-wave, scattering. As a consequence, the identical range potential produces predominantly isotropic, i.e. s-wave, scattering. Within this ‘one-channel model’, the Lippmann–Schwinger equation is simply a scalar one with the solution

\[ T_{\text{ch}}(P, \omega) = \frac{2\pi}{m_r} \left( \frac{1}{a} - \frac{2\pi \Pi(P, \omega)}{m_r} \right)^{-1} \]  

for two particles with total momentum \( P \) and energy \( \omega \). We have here introduced the renormalized propagator of a pair of free atoms in the medium (or pair propagator),

\[ \Pi(P, \omega) = \int \frac{d^3p}{(2\pi)^3} \left[ 1 - f_1(p) - \frac{f_1(P + p)}{\omega + i0^+ - \xi_{1p} - \xi_{1p}^* + \frac{2m_r}{p^2}} \right]. \]  

Medium effects are taken into account by means of the Fermi functions \( f_\sigma(p) = [\exp(\beta E_{\sigma p}) + 1]^{-1} \), with \( \beta = 1/k_BT \) the inverse temperature and \( \xi_{\sigma p} = p^2/m_{\sigma} - \mu_{\sigma} \) the kinetic energy measured from the chemical potential \( \mu_{\sigma} \). The Fermi functions reflect the blocking of available states due to the presence of other identical fermions. This is the minimal step toward including many-body effects in the scattering, and it has significant physical effects. Surprisingly, we shall see that for the physics of interest here, this many-body correction is sufficient to obtain quantitative agreement with experimental and MC results even for strong interactions.

In a vacuum, the ‘on-shell’ \( T \)-matrix, obtained by setting the energy to \( \omega = P^2/2M + k^2/2m_r \), with \( k \) the relative momentum and \( M = m_r + m_1 \), is related to the scattering amplitude by the relation \( T(k) = -2\pi f(k)/m_r \). Using \( \Pi(0, k^2/2m_r) = -im_k/2\pi \) in a vacuum, i.e. setting the Fermi functions to zero in (4), the one-channel \( T \)-matrix reduces to

\[ T_{\text{ch}}(P, \omega) = \frac{2\pi}{m_r} \left( \frac{1}{a} - \frac{2\pi \Pi(P, \omega)}{m_r} \right)^{-1} \]  

Comparing this with equation (1), we see that this one-channel model yields a vanishing effective range of the interaction.

A very powerful feature of atomic gases is that the scattering length can be tuned using a Feshbach resonance [29, 30]. By tuning an external magnetic field, one can bring to degeneracy the energy of a pair of atoms in the scattering state (or open channel), with a bound molecular state supported by a different (closed) channel, provided the magnetic moment difference \( \delta \mu \) between these two channels is non-zero. Whenever this happens, the scattering length diverges and the atomic gas becomes strongly interacting. To describe this, one needs a two-channel model for the scattering. Within a many-body diagrammatic approach, the \( T \)-matrix describing incoming and outgoing particles in the open channel, which interact in the scattering region with the closed channel, can be written as [34, 35]

\[ \frac{2\pi}{m_rT(P, \omega)} = \frac{1}{\tilde{a}(E_{\text{CM}})} - \frac{2\pi \Pi(P, \omega)}{m_r}. \]  

We have here introduced an effective energy-dependent scattering length

\[ \tilde{a}(E_{\text{CM}}) \equiv a_{bg} \left( 1 - \frac{\Delta B}{B - B_0 - E_{\text{CM}}/\delta \mu} \right) \]  

A model retaining explicitly a finite interaction range of the potential is discussed in detail in [33].
with $E_{\text{CM}} = \omega - P^2/2M + \mu_\uparrow + \mu_\downarrow$, the energy in the center of mass frame of the two particles. The Feynman diagrams corresponding to the two-channel model for the scattering leading to equation (5) are shown in figure 1.

With equation (5), the scattering between a pair of $\uparrow$ and $\downarrow$ atoms in a medium is described completely in terms of the experimental parameters characterizing a Feshbach resonance: the resonance center $B_0$, the resonance width $\Delta B$, the magnetic moment difference $\delta \mu$ between open and closed channels, and the background scattering length $a_{bg}$. The energy dependence of $a$ expresses the fact that the resonance energy is shifted due to the center of mass energy of the dimer.

A low energy expansion of equation (5) in the vacuum case yields

$$2\pi/m_r T(0, k^2/2m_r) = -\frac{1}{f(k)} \approx a^{-1} + ik + R^* k^2 + \cdots$$

with the familiar behavior

$$a = a_{bg} \left[ 1 - \Delta B / (B - B_0) \right],$$

and the range parameter

$$R^* = R_{res}^*(1 - a_{bg}/a)^2$$

with $R_{res}^* = 1/2m_r a_{bg} \Delta B \delta \mu$ the value at resonance [34, 36]. Thus, the two-channel model naturally yields a non-zero effective range for the scattering. For most resonances of interest $k_F |a_{bg}| < 1$, and in the strongly interacting regime anyway one always has $|a_{bg}/a| \ll 1$. To simplify the treatment in the rest of the review, we will work in this limit, where $R^* = R_{res}^*$.

The two-body level, a resonance whose range parameter $R^*$ is small compared to $r_{\text{dw}}$, is termed broad [30]. Since $|a|$ is generally at least of order $r_{\text{dw}}$, at a broad resonance the physics is universal, in the sense that $R^*$ plays a negligible role. A resonance for which $R^*$ is instead large compared to $r_{\text{dw}}$ is termed narrow. However, in the context of strongly interacting ultracold fermions, it is useful to employ an alternative criterion: since particles collide with typical momenta of order of the Fermi momentum $k_F$, the correction due to the range parameter in the denominator of the scattering amplitude becomes negligible when $R^* \ll 1/k_F$. In the following, we will define a resonance to be broad if $k_F R^* \ll 1$, and narrow if $k_F R^* \gg 1$ [23]. For a broad resonance, equation (5) reduces to the usual single-channel scattering matrix (3).

2.2. Energy spectrum for the $N_\uparrow + 1 \downarrow$-body problem

Having analyzed the effective interaction between the atoms, we now focus on the excitations displayed by a fermionic mixture where one $\downarrow$ atom interacts with a gas of $\uparrow$ atoms. The dimensionless parameter $k_F a$, with $n_\uparrow = k_F^3/6\pi^2$ the density of the majority atoms, gives the interaction strength of this problem, and the natural unit of energy is the majority Fermi energy $\epsilon_F = k_F^2/2m_\downarrow$. The strongly interacting regime corresponds to $1/k_F a \ll 1$, while we refer to $1/k_F a \ll 1$ and $1/k_F a \gg 1$ as the BCS and BEC limits, respectively.

Finally, we will measure energies relative to the non-interacting $N_\uparrow + 1 \downarrow$ particle system, and we restrict ourselves to the thermodynamic limit $N_\uparrow \gg 1$.

2.2.1. A simple toy model. Before analyzing the full many-body case, it is instructive to consider a simple toy model, which displays in an intuitive way many of the features of the impurity problem

The great simplification of this model relies on the assumption that the $\downarrow$ atom interacts only with the closest $\uparrow$ atom, while the presence of the rest of the $\uparrow$ atoms in the Fermi sea is accounted for by means of a boundary condition. In the center of mass frame of the $\uparrow\downarrow$ pair, the two-body problem reduces to a single particle of reduced mass $m_r = m_\uparrow m_\downarrow/(m_\uparrow + m_\downarrow)$ scattering on an infinitely massive object located at $r = 0$. The short-range potential at the origin is described by the Bethe–Peierls boundary condition for the relative wavefunction $\psi$

$$\lim_{r \to 0} \frac{\partial_r (r \psi)}{(r \psi)} = k \cot(\delta) = -\frac{1}{a} - R^* k^2,$$

with $\delta$ is the phase shift, and $\psi = \sin(\kappa r + \delta)/r$ is the positive energy $\epsilon = k^2/2m_r$ solution to the Schrödinger equation

$$-\frac{\nabla^2 \psi}{2m_r} = \epsilon \psi$$

for $r > 0$. The presence of the remaining $\uparrow$ particles acts as a Fermi pressure on the $\uparrow$ particle. We model this by requiring that the wavefunction $\psi$ vanishes at the boundary of a spherical cavity of radius $R$, i.e. we use the boundary condition $\delta = -k R$. Equating the ground-state energy in the absence of interaction, $(\pi/R)^2/2m_r$, with the energy $\epsilon_F$ needed to add a pair of $\uparrow\downarrow$ particles to the Fermi sea, one finds

$$R = \frac{\pi}{k_F} \sqrt{\frac{m_\uparrow}{m_r}},$$

5 This model was first introduced in [37, 38] for a balanced (50–50) mixture of $\uparrow$ and $\downarrow$ atoms, and we adapt it here to the case of a single $\downarrow$ minority in a Fermi gas of spin $\uparrow$ particles, and to the case of a non-zero range parameter.
i.e. a radius of order of the average interparticle distance. The boundary conditions at the origin and at the edge of the box then yield the relation $k \cot(kR) = a^{-1} + R^2 k^2$. For negative energy $\epsilon = -\kappa^2/2m_r$, correspondingly one has $\psi = \sin[\kappa(r-R)]/r$ and the condition $\kappa \cot(\kappa R) = a^{-1} - R^2 \kappa^2$.

In figure 2 we plot the two lowest energy solutions, or branches, of this model for the equal mass case $m_\uparrow = m_\downarrow$. The two branches continuously connect in the non-interacting limit $a = 0$. To first order in $k_F a$, the energy shift of the upper (lower) branch increases (decreases) as $3(m_\uparrow/m_\downarrow)^1/2[2\pi an_\uparrow/m_\uparrow]$, with the factor in square brackets equal to the mean-field shift. For equal masses one finds $3(m_e/m_\uparrow)^1/2 = 1.061$. The toy model therefore almost reproduces the exact result in the weak-coupling limit. In the vicinity of the resonance, the scattering length is much larger than the average interparticle distance and it drops out of the problem: the energy of the two branches then depends solely on the Fermi energy of the system, and on the range parameter $R_r$. On the BEC side $a > 0$, the attractive polaron energy approaches the vacuum dimer energy $E_{\text{vac}}^\text{at} - \epsilon_F$, reflecting the fact that the ground state for $a \to 0^+$ is a tightly bound $\uparrow \downarrow$ dimer immersed in the majority Fermi sea.

This simple model captures some of the essential physics of the impurity problem, but being a two-body approximation to a many-body problem one cannot hope to obtain quantitatively correct results. Furthermore, the model misses two qualitative features which play a key role in the rest of this review: the metastability of the upper branch, and the presence of a dressed dimer+hole continuum. Nonetheless, this toy model gives a simple physical picture which demonstrates the presence of a repulsive branch of excitations in a system with purely attractive interactions.

**2.2.2. Complete many-body picture.** Before entering into the detail of their derivation, we present here the complete set of states present in the spectrum of one single minority atom at zero momentum embedded in a Fermi gas. The possible states are showed pictorially in figure 3, while their energies are shown in figure 4.

First, the lower green line in figure 4 gives the energy $E_-$ of a quasi-particle formed by the minority atom attracting a cloud of surrounding majority atoms. It is referred to as the attractive polaron in analogy with an electron interacting with phonons in a crystal [8]. The attractive polaron has the energy $E_- = 2\pi a n_\uparrow/m_\uparrow$ in the BCS limit, and it gets increasingly bound with increasing $1/k_F a$. At resonance, $1/k_F a = 0$, for equal masses one finds $E_- \sim -0.6\epsilon_F$ when $k_F R_r \ll 1$.

Second, the upper red line in figure 4 gives the energy $E_+$ of the repulsive polaron, a quasi-particle formed by the minority atom repelling the surrounding majority atoms. The repulsive polaron is the many-body analog of the first excited scattering state of the two-body problem (see the red line in figure 2). In the BEC limit, the energy is $E_+ = 2\pi a n_\uparrow/m_\uparrow$, and it increases to become of the order of $\epsilon_F$ as the Feshbach resonance is approached from the BEC side. However, the repulsive polaron becomes increasingly unstable toward decay (see section 3.4) as the resonance is approached from the BEC side, and it eventually becomes ill-defined.

Third, there is a continuum of states between the repulsive and attractive polaron energies in figure 4. In the BEC limit $1/k_F a \gg 1$, it consists of a dressed dimer+hole continuum, where the dressed dimer is formed by the minority atom and one majority atom, which can be taken from anywhere inside the Fermi sea, resulting in a continuum of excitations with spectral width $\sim \epsilon_F$.

The ground state of the mixture is a polaron on the BCS side, and a dressed dimer immersed in a Fermi sea with one less particle on the BEC side. When the polaron is the ground state, there is also a continuum of zero-momentum states corresponding to a finite momentum polaron and a particle–hole excitation in the Fermi sea with the opposite momentum.
The first term in (13) is the mean-field result for the repulsive polaron energy \([44]\), with \(\alpha = (m_{\downarrow} - m_{\uparrow})/(m_{\uparrow} + m_{\downarrow})\) and
\[
F(\alpha) = \frac{1 - \alpha}{4\pi^2\alpha^2} \left[ (1 + \alpha)^2 \log \left( \frac{1 + \alpha}{1 - \alpha} \right) - 2\alpha \right].
\] (14)

The first term in (13) is the mean-field result \(E_* = 2\pi an_{\uparrow}/m_{\uparrow}\). For equal masses \(m_{\uparrow} = m_{\downarrow}\) one finds
\[
E_* = \frac{4k_F a}{3\pi} + \frac{2(k_F a)^2}{\pi^2} + \left( \frac{4}{3} + \frac{2\pi^2}{45} \right) \frac{2(k_F a)^3}{\pi^3} + \cdots.
\] (15)

This perturbative result should of course be taken with caution in the strongly interacting regime where \(k_F a \gtrsim 1\). It is also known that the third-order term in the expansion is non-universal. Bishop also found an analytic expression for the effective mass of the minority particle:
\[
\left( \frac{m_+}{m_{\downarrow}} \right)^{-1} = 1 - \frac{2}{3\pi^2} \left[ \frac{1}{\alpha} - \frac{(1 - \alpha)^2}{2\alpha^2} \right] \log \left( \frac{1 + \alpha}{1 - \alpha} \right) (k_F a)^2 + \cdots.
\] (16)

Recently, the polaron has been analyzed by means of a variational ansatz expanding the many-body wave function in terms of the number of particle–hole excitations in the Fermi sea. The wave function is written as \([45]\)
\[
|\psi\rangle = \sqrt{Z} a_{\uparrow\uparrow} |FS_N\rangle + \sum_{q, k \neq k'} \phi_{q,k} a_{\uparrow\downarrow} a_{\downarrow\uparrow} |FS_N\rangle + \cdots,
\] (17)
where \(a_{\sigma\xi}\) annihilates a fermion of species \(\sigma\) with momentum \(k\), \(|FS_N\rangle\) denotes the Fermi sea of \(N \uparrow\) particles, and \(\{Z, \phi_{q,k}\}\) are variational parameters. In particular, the quantity \(Z\), usually called the quasi-particle residue, represents the overlap between the quasi-particle and the bare particle states. This variational function, first introduced to analyze the attractive polaron, was later applied to investigate the repulsive polaron \([46]\), and to the case of narrow resonances \([39, 47, 48]\).

In order to describe both the energy and the decay of the polaron, it is natural to use diagrammatic many-body theory. The Green’s function of the impurity particle is \(G_\downarrow(p, \omega) = [\omega - p^2/2m_{\downarrow} - \Sigma(p, \omega) + i0^+]^{-1}\), where \(\Sigma(p, \omega)\) is the self-energy. The latter describes the energy shift of the minority particle due to the interactions with the medium. The variational approach described above is equivalent to expanding the self-energy \(\Sigma(p, \omega)\) in the number of holes created in the Fermi surface writing
\[
\Sigma(p, \omega) = \Sigma^{(1)}(p, E) + \Sigma^{(2)}(p, E) + \cdots,
\] (18)
where \(\Sigma^{(n)}\) denotes processes involving \(n\) holes. Truncating the series at the one-particle–hole level \(\Sigma^{(1)}\) corresponds to keeping the first two terms in (17). We will often refer in the following to this truncation as the \(1PH\) approximation. This gives the ladder self-energy \([49, 50]\)
\[
\Sigma^{(1)}(p, E) = \int \frac{d^3q}{(2\pi)^3} f_\downarrow(q) T(q + p, E + \xi_{\downarrow}).
\] (19)

The Feynman diagram corresponding to equation (19) is shown in figure 5.

The energy of the repulsive and attractive polarons, shown respectively as red and green solid lines in figure 4, are found as solutions to the implicit equation
\[
E_\pm = \text{Re} [\Sigma(0, E_\pm)],
\] (20)
and the quasi-particle residue at a given pole is found from
\[
Z_\pm = [1 - \partial_\omega \Sigma(0, E) / \partial E_\pm]^{-1}.
\] (21)

Setting \(\Sigma(p, E) = \Sigma^{(1)}(p, E)\) yields the same value as the variational parameter \(Z\) in (17). Also, the effective mass of the polaron can be found as
\[
m^{*}_\pm = m_\pm Z_\pm \left[ 1 + \frac{\partial \text{Re} [\Sigma(p, E_\pm)]}{\partial (E_\pm)} \right]^{-1},
\] (22)
and close to the polaron poles, one may write the Green’s function as
\[
G_\downarrow(p, \omega) \sim \frac{Z_\pm}{\omega - E_\pm - p^2/2m^{*}_\pm + i0^+},
\] (23)
explicitly showing that these quasi-particles may be thought of as free particles with renormalized masses and spectral weights.

One-particle–hole diagrammatic and variational treatments were subsequently developed also for the energy of
the dressed dimers by [51–53]. In close analogy with equation (17), the ansatz for the zero-momentum dressed dimer may be written as

\[ |\Psi\rangle = \sum_{k \neq k'} \phi_k a_{k}^\dagger a_{k'}^\dagger |\text{FS}_{N-1}\rangle + \sum_{q \neq k, k'} \phi_{q,k,k'} a_{q}^\dagger a_{k}^\dagger a_{k'}^\dagger a_{q'}^\dagger |\text{FS}_{N-1}\rangle + \cdots, \] (24)

where $|\text{FS}_{N-1}\rangle$ denotes a Fermi sea with $N - 1 \uparrow$ particles, and $\{|\phi_k, \phi_{q,k,k'}\rangle$ are variational parameters. $N$-mers with $N > 2$ (trimers, tetramers and so on) can be studied by suitable extensions of (17) and (24).

The impurity problem has also been investigated by means of quantum Monte-Carlo (QMC) studies. For attractive interactions, [54] studied the case of a finite density of impurities by means of fixed-node QMC, while [55–57] looked at the case of a single minority with bold-diagrammatic QMC, pointing out the presence of the dressed dimer-hole continuum. Later, the repulsive branch was analyzed with QMC [58–60]. Finally, the complete spectrum shown in figure 4 was also calculated using the functional renormalization group [61].

When comparing the 1PH variational/diagrammatic results with the MC calculations, one obtains a remarkable agreement for the energies of both the polaron and the dressed dimer, even for strong interactions. For the attractive polaron, the agreement is at the 1% level, whereas the agreement is slightly worse for the repulsive polaron, as we shall discuss later. However, the 1PH approximation is insufficient to describe the decay correctly, as we will see.

2.4. Radio-frequency spectroscopy and spectral function

Radio-frequency (RF) spectroscopy has been applied very successfully in ultracold gas experiments to measure a variety of properties, such as the size and temperature of an atom cloud [62,63], clock-shifts, the creation of molecules, and pairing gaps [64–67]. It is also the main probe of the polaron properties [13–15], and we therefore now briefly review this method.

We consider RF spectroscopy involving three spin states: $|\uparrow\rangle$ for the majority component, $|0\rangle$, and $|1\rangle$ for the minority component. The atoms are initially prepared in a mixture of states $|\uparrow\rangle$ and $|0\rangle$. By applying a weak RF field of suitable frequency, a small population of atoms in state $|0\rangle$ is transferred to a third state $|1\rangle$, which is initially empty. The RF field is essentially uniform over the scale of the atomic cloud, and as such the photons do not transfer momentum to the atoms. The action of the RF field may then be described by the operator [35]

\[ H_{\text{rf}} = \frac{\Omega}{2} \int d^3 r e^{-i\omega t} \psi^\dagger(r,t) \psi_0(r,t) + \text{h.c.}, \] (25)

where $\psi_i(r,t)$ is the field operator for the atoms in state $|i\rangle$, $\Omega$ is the Rabi frequency describing the coupling of the involved hyperfine states to the electromagnetic field, and $\omega$ is the RF field frequency. The induced transition rate $R(\omega)$ from state $|0\rangle$ to $|1\rangle$ is within linear response (i.e. assuming that the population in state $|1\rangle$ remains negligible at all times) given by

\[ R(\omega) \propto -\text{Im}D(\omega) \equiv -\int d^3 r d^3 r' \text{Im}D(r,r',\omega), \] (26)

where $D(r,r',\omega)$ is the Fourier transform of the retarded spin-flip correlation function $-i\theta(t-t')\langle [\psi_1^\dagger(r,t),\psi_0(r,t)] \psi_0^\dagger(r',t') \psi_1(r',t') \rangle$. In absence of interactions, the transition rate exhibits a strong enhancement as the frequency $\omega$ of the RF field is scanned in the vicinity of the free $|0\rangle - |1\rangle$ transition energy. Interactions between the atoms will broaden and shift the resonance peak, and the RF spectrum therefore provides information on interaction effects. Generally, all three interspecies scattering lengths $a_{01}, a_{11}$ and $a_{00}$ may be sizeable. The calculation of $D(\omega)$ is greatly simplified when there are no interactions between the $|0\rangle$ and the $|1\rangle$ atoms.

In this case, vertex corrections can be ignored and the spectral response may be written as

\[ \text{Im}D(\omega) = -\frac{1}{2} \int \frac{d^3 k}{(2\pi)^3} \int \frac{d\epsilon}{2\pi} \left[f(\epsilon) - f(\epsilon + \tilde{\omega})\right] \times A_0(k,\epsilon)A_1(k,\epsilon + \tilde{\omega}), \] (27)

where $f(\epsilon) = [\exp(\beta \epsilon) + 1]^{-1}$ is the Fermi function, $\tilde{\omega} = \omega + \mu_0 - \mu_1$, and $A_\sigma(k,\epsilon)$ is the spectral function of the $\sigma$-atoms defined as $A_\sigma(p,\omega) = -2i\text{Im}G_\sigma(p,\omega)$). The spectral function gives the probability that a $\sigma$ atom with momentum $p$ has the energy $\omega$. The Feynman diagram corresponding to equation (27) is shown in figure 6.

Formula (27) has the structure of a Fermi golden rule: the product $A_0A_1$ gives the transition probability between the initial and final states with momentum $p$ and energy $\epsilon$ and $\epsilon + \tilde{\omega}$, while the two Fermi functions describe the processes $0 \rightarrow 1$ and $1 \rightarrow 0$. Since we have assumed that only very few particles are transferred to state $|1\rangle$, we can ignore the latter process and we obtain

\[ \text{Im}D(\omega) = -\frac{1}{2} \int \frac{d^3 k}{(2\pi)^3} \int \frac{d\epsilon}{2\pi} f(\epsilon) A_0(k,\epsilon)A_1(k,\epsilon + \tilde{\omega}). \] (28)

The most clear cut interpretation of the RF probe is when only one interspecies scattering length is significant, either $a_{01}$ or $a_{11}$. One then has two possible scenarios.

In the first case, termed direct RF spectroscopy, the magnetic field is tuned close to a $|\uparrow\rangle - |0\rangle$ resonance, and

Figure 6. The spin-flip correlation function. The bubble diagram on the right corresponds to ignoring vertex corrections when there are no interactions between the $|0\rangle$ and $|1\rangle$ atoms. The thick lines are interacting Green’s functions.
the initial mixture is strongly interacting. The RF pulse probes this system by flipping impurities into a non-interacting state. Then $A_0$ corresponds to the spectral function $A_1$, while we may take $A_1(k, \omega) = 2\pi \delta(\omega - \xi_{k,1})$ since the $|1\rangle$ particles are non-interacting. The spectrum reads therefore:

$$\text{Im} D(\omega) = -\frac{1}{2} \int \frac{d^3k}{(2\pi)^3} f(\xi_{k,0} - \omega) A_1(k, \xi_{k,1} - \omega).$$

The advantage of direct RF spectroscopy is that it allows one to probe the ground state of a mixture with arbitrary populations in the two interacting states $|0\rangle$ and $|1\rangle$. This scheme has been used successfully to probe pairing phenomena for a balanced mixture in the strongly interacting BEC–BCS cross-over region [64–66], and the attractive polaron energy [13].

In the second case, termed inverse RF spectroscopy, the magnetic field is instead tuned close to a $|1\rangle - |0\rangle$ resonance, such that the RF pulse flips initially non-interacting minority atoms into a strongly interacting state. We can then take $A_0(k, \omega) = 2\pi \delta(\omega - \xi_{k,0})$ which gives

$$\text{Im} D(\omega) = -\frac{1}{2} \int \frac{d^3k}{(2\pi)^3} f(\xi_{k,0} + \omega) A_1(k, \xi_{k,1} + \omega).$$

If there are very few impurities all with the same momentum $k$, the RF spectrum then becomes simply proportional to the spectral function itself:

$$\text{Im} D(\omega) \propto A_1(k, \xi_{k,1} + \omega).$$

In other words, inverse RF spectroscopy flips particles into a strongly interacting state, thereby directly probing the whole spectral function. The advantage of inverse RF spectroscopy is that one can study the full excitation spectrum by tuning the RF frequency to flip into all possible states of the system. Inverse spectroscopy turned out to be the key method to study the excited states of the impurity problem, such as, for example, the repulsive polaron and the dressed dimer+hole continuum [14, 15].

3. Experimental and theoretical results

As we have seen in the previous section, the spectrum of an impurity in a Fermi gas generally presents three branches. At positive energy one finds the repulsive polaron, while at lower energies one finds a dressed dimer+hole continuum and the attractive polaron. In this section, we review the properties of these excitations, studying their dependence as a function of the interaction strength, the value of $k_F R^*$, the impurity mass, and the spatial dimension.

3.1. Quasi-particle properties

The polarons are quasi-particles with an extended spatial structure. A close study of the problem shows that the wavefunction (17) induces Friedel-like oscillations in the density around the impurity with period $\pi/k_F$, which are still significant at distances of several $1/k_F$ [70]. As the envelope of the oscillations decays as $x^{-4}$, the root mean square (rms) radius of the dressing cloud is actually logarithmically divergent. The dressing cloud contains a number of majority particles of order unity, either in excess or missing [50].

In the BCS limit, the 1PH ansatz (17) recovers the weak-coupling result $E_\omega = 2\pi a/m_r$. At resonance, the polaron energy is of order of the Fermi energy; see figures 4 and 7. In the BEC limit, the attractive polaron state obtained from (17) describes the formation of a dressed dimer with momentum $k_F$ and a hole at the Fermi surface. The energy is therefore $E_\omega = E_\omega^{\text{vac}} - \epsilon_F - k_F^2/2M = E_\omega^{\text{vac}} - \epsilon_{Fm_r}/M$ with $E_\omega^{\text{vac}}$ the dimer energy in a vacuum (2). In this regime however, as may be noticed in figures 4 and 7, the ground state is a dressed dimer with zero momentum. Its energy can be obtained using the 1PH ansatz given in (24). In the BEC limit, this ansatz for the dressed dimer recovers the exact result

$$E_d = E_\omega^{\text{vac}} + 2\pi a m_r n_1/m_3 - \epsilon_F,$$  (32)

where $a_{ad}$ is the atom–dimer scattering length obtained from the Skorniakov–Ter-Martirosian equation [71, 72], and $m_3 = m_1 (m_r + m_1)/(2m_r m_1)$ is the atom–dimer reduced mass. For the equal masses case, one finds $a_{ad} = 1.18a$.

The two branches at negative energies cross in the vicinity of the resonance at a critical coupling strength $1/k_F a_c$. We highlight this crossing in figure 7 by subtracting the vacuum dimer energy $E_d^{\text{vac}}$ from the polaron and dressed dimer energies. Beyond $1/k_F a_c$, the attractive polaron energy is inside the dressed dimer-hole continuum, and it becomes energetically favorable for the minority atom to pick out a majority atom and to form a dressed dimer. As a consequence, the ground state quasi-particle changes character across this point, going from a polaron to a dressed dimer. The crossing occurs at $1/k_F a_c = 0.9$ for a broad resonance and equal masses [51–53, 55], and moves to the BCS side with the increasing range parameter $R^*$ [39, 47, 48]. This is illustrated in figure 8, which shows the critical coupling for the polaron/dressed dimer crossing, and the associated energy, as a function of the range $k_F R^*$ for various mass ratios $m_1/m_4$. 

![Figure 7. Energies of a zero-momentum attractive polaron (green) and dressed dimer (gray), as a function of the interaction parameter $1/k_F a_c$, as found respectively by variational/diagrammatic ansatz (thick lines) and MC calculations (triangles) for a broad resonance ($R^* = 0$) and equal masses $m_1 = m_4$. The filled symbols are the experimental results of [13], corrected to remove final state effects, and the thin line is the mean-field result (32). Inset: theoretical data plotted by subtracting the vacuum contribution, i.e. the two-body binding energy $E_d^{\text{vac}}$, to highlight the position of the polaron/dressed dimer crossing.](image-url)
As we can see from figure 7, the 1PH approximation turns out to be surprisingly accurate for the attractive polaron energy when compared with the QMC calculations, even in the strongly interacting regime \( k_F |a| \gg 1 \). This important discovery of a simple, yet quantitatively accurate, theory for a strongly interacting many-body problem has only been obtained within the last few years with the advent of cold atom gas experiments, since the highly polarized limit is virtually impossible to achieve in condensed matter systems. Corrections to the 1PH theory may be evaluated by computing the next order, i.e. the two-particle–hole corrections \( \Sigma^{(2)}(p,E) \) in equation (18). The corrections proved to be very small with the energy very rapidly converging to the QMC result [73]. By analyzing the contribution of diagrams with a higher number of particle–hole excitations, it was shown that the surprising accuracy of the 1PH approximation is most likely due to a fortunate cancellation of higher order diagrams [57, 73], a phenomenon referred to as sign blessing. This accuracy should be compared with the unpolarized case with \( N_\uparrow = N_\downarrow \), where the ladder approximation yields less-accurate results and it is much harder to develop accurate theories [74]. Note, however, that one needs to go beyond the one-particle–hole approximation to get even qualitatively correct results for the lifetimes of the quasi-particles, as we shall discuss in section 3.4.

Concerning the repulsive polaron energy, as illustrated in figure 9, there is some discrepancy for strong coupling between the results obtained from the 1PH approximation [50] and the ones of the MC calculation of [59]. The agreement is rather good when comparing the QMC calculation for hard-spheres (HS) with a diagrammatic calculation with the corresponding range (as the range parameter for HS is \( R^* = -a/3 \)), while larger differences appear when comparing the diagrammatic results with a QMC calculation based on square-well (SW) potentials (for which \( R^* \sim 0 \)). The diagrammatic results lie always below the QMC ones. While the QMC calculation for HS is performed in the ground state of the system, and as such can be based on the very reliable fixed-node diffusion Monte-Carlo method (FN-DMC), the repulsive branch of the SW potential is an excited state which may only be studied by variational QMC, which is known to be not as accurate as FN-DMC. A detailed discussion of this point will be given in the following sections 4.2 and 4.3. Of course, the residual difference could also be due to higher order particle–hole processes neglected in the diagrammatic treatment.

Importantly, the 1PH approximation also agrees with experimental results in the complete spectral range of the polaron problem. The attractive polaron was first probed in a \(^6\)Li mixture [13] using direct RF spectroscopy. The measured energies are shown in figure 7. This experiment also showed that the polaron–polaron interaction is weak, in agreement with theoretical calculations [75–77]. The whole spectrum, including the attractive and repulsive polarons and the dressed dimer+hole continuum, was investigated by inverse RF spectroscopy in a \(^6\)Li–\(^40\)K mixture [14], and this is shown in figure 10. At low RF power (top figure), a significant signal is obtained only from the two polaronic branches, given the small overlap between free impurities and dressed dimers. The dressed dimer+hole continuum becomes, on the other hand, clearly visible by increasing the intensity of the RF radiation (lower figure). Again, the agreement with theory (lines) is remarkable.

The excellent agreement between the 1PH ansatz, QMC and experiments even holds at the level of the wave function. Figure 11 shows that the results for the polaron residues \( Z_\pm \) as obtained from the study of Rabi oscillations lie right on top of the 1PH theory predictions [14]. Recent calculations also confirmed that the residue returned by the 1PH ansatz is essentially indistinguishable from accurate QMC results [57]. The effective mass of the polarons has been measured by the Paris group in references [78, 79] in a three-dimensional (3D) system, and by [15] in two dimensions. At unitarity in three dimensions, experiments and theories agree in locating the effective mass of the attractive polaron in the range 1.1 < \( m^*/m_\downarrow \) < 1.2.

Moving polarons scatter with the surrounding Fermi sea, radiating particle–hole pairs in their neighborhood and decaying to lower momenta. The collisional damping rate of moving polarons was obtained within Fermi liquid theory by [80], and at small momenta it scales as \( (k/k_F)^4 \) for a single impurity. In the weakly interacting regime, the energy,
collisional damping and effective mass of a moving attractive polaron have been calculated analytically to the second order in \( k_F a \) in [81]. The collisional damping rate of the polaron was also calculated in [82].

Analytical results may also be found in another regime, the one of a very narrow resonance where \( k_F R^* \gg 1 \). Here, a two-component Fermi mixture is weakly interacting as the coupling between open and closed channels becomes proportional to \( (k_F R^*)^{-1/2} \), allowing for a controlled perturbative expansion in this small parameter [23]. For the impurity problem, the critical interaction strength for the transition from a polaron to a dressed dimer may be calculated analytically, yielding [39]

\[
\frac{1}{k_F a} = -\rho k_F R^* + \frac{2}{\pi} \times \left[ 1 - \rho^{-2} + \frac{1}{2} \left( \rho^{-5/2} - \sqrt{\rho} \right) \log \frac{1 + \sqrt{\rho}}{1 - \sqrt{\rho}} \right] + O \left( \frac{1}{k_F R^*} \right) 
\]

(33)

with \( \rho = m_\uparrow / m_\downarrow \).

In the case of a narrow resonance, one also has a nice physical interpretation for the existence of a stable two-body bound state, i.e. the dressed dimer, on the BCS side, even though no such state exists in a vacuum. The reason is that the Fermi sea blocks the decay channels of the dimer. This is partly offset by a positive change in the dressed dimer energy due to Fermi blocking, but the net effect is that the dimer is stabilized on the BCS side by the Fermi sea [39].

### 3.2. One and two dimensions

In two dimensions (2D), the spectrum of an imbalanced two-component mixture of \(^{40}\text{K}\) atoms was measured by RF spectroscopy [15]. Even though the role of particle–hole fluctuations is larger in 2D due to the constant density of states, good agreement is still found between experimental results and the 1PH theory [15, 83–87]. The intermediate quasi-2D regime, which describes in which manner a 3D gas becomes increasingly 2D-like with increasing axial confinement, was analyzed in [86].

Quasi-particles are well defined in 3D and 2D as long as the impurity mass is finite, whereas phase space arguments show that the quasi-particle picture becomes ill-defined in 1D for any mass ratio (see section 3.3) [88–91]. Even though the quasi-particle picture breaks down in 1D, a particle–hole expansion still works reasonably well, its results converging rapidly to exact results obtained from the Bethe ansatz [92–97]. One finds, however, that two particle–hole excitations play a larger role when compared with higher dimensions as expected. In this contest, it is interesting to mention the experimental findings recently obtained by [98]: by employing RF spectroscopy, repulsive interactions were investigated in a 1D elongated trap containing one \( \downarrow \) impurity in the presence of a few \( \uparrow \) atoms, from one to five. Quite surprisingly, it turned out that the exact thermodynamic (\( N_\uparrow \gg 1 \)) result of [93] for the energy shift caused by the impurity is very quickly recovered with \( N_\uparrow \) as small as four or five. This remarkable experiment thereby provides an empirical confirmation of the validity of the particle–hole expansion for this problem: only a very small number of majority atoms is sufficient to dress the impurity and provide polaronic behavior. The dynamics of impurities in 1D configurations have been recently theoretically discussed in [99–101].
3.3. Large mass imbalance: Anderson orthogonality catastrophe and trimers

When the mass of the impurity atom is much larger than that of the majority atoms, one recovers the problem of a static impurity in a Fermi sea. In this limit, there is zero overlap between the non-interacting and interacting ground state, a phenomenon known as the orthogonality catastrophe [8, 102]. As a consequence, the quasi-particle residue \( Z \), defined in equation (17), vanishes, and the spectral function exhibits a power law singularity, signaling the breakdown of the quasi-particle picture. The orthogonality catastrophe is the source of the so-called edge singularities observed in the spectra of various materials after the excitation of localized impurities by x-ray photons [8, 103]. The reason for the breakdown of the quasi-particle picture is that the static impurity can excite an infinite number of low-energy particle–hole excitations, causing a complete ‘shake-up’ of the Fermi sea. As a consequence, a faithful ansatz should contain all \( n \)-particle–hole contributions. For a finite mass instead, it follows from momentum conservation that the particle can generate particle–hole excitations with recoil energy only up to \( \sim (2k_F)^2/2M \) with \( M = m_1 + m_\downarrow \), which limits the available phase space for scattering. The latter argument does not apply in 1D, where there are no quasi-particles for any mass ratio, as mentioned above. The interesting question of how the polaron properties approach the static impurity physics with increasing ratio \( m_\downarrow / m_1 \) was analyzed in [70], while [104, 105] proposed a series of experimental procedures to study new regimes of the static impurity problem with ultracold atoms.

The energy shift of an infinitely massive impurity may be calculated analytically by means of the Fano theorem [8]. We briefly review the derivation here. One considers an impurity at the center of a Fermi gas, which for definiteness is enclosed in a sphere of radius \( R \). For \( s \)-wave interactions, the general solution of the two-particle problem which vanishes at the boundary \( R = \infty \sin[k_j R + \delta(k_j)] \) with \( k_j R + \delta(k_j) = j \pi \), where \( j \leq n \) is an integer and \( n = k_F R/\pi \). The \( s \)-wave scattering phase shift in the presence of the impurity is generally given by \( k \cot \delta(k) = -a^{-1} - R^* k^2 \), while it vanishes in the absence of the impurity. The energy shift induced by the impurity is calculated by subtracting the results for the total energy of the system in the presence and absence of the impurity. For broad resonances, one finds for the attractive and repulsive polarons the analytic results [49, 50]

\[
E_\pm = \pm \frac{\epsilon_F}{\pi} \left[ (1 + \pi^2) \left( \pm \frac{\pi}{2} - \arctan \frac{1}{y} \right) - y \right]
\]

with \( y = 1/k_F a \), which gives \( E_\pm = \pm \epsilon_F/2 \) at resonance.

In the opposite limit where the impurities are much lighter than the majority atoms, the formation of a \( \downarrow \uparrow \uparrow \uparrow \) trimer state can be energetically favored. By generalizing the variational wavefunctions (17) and (24) to the case of trimers, it was shown that trimers can become the ground state for mass ratios \( m_\downarrow / m_1 \gtrsim 6.7 \) in 3D [40] and \( m_\downarrow / m_1 \gtrsim 2.1 \) in 2D [43]. The phase diagrams depicting the ground state configuration at a broad resonance in 2D and 3D are shown in figure 12 as a function of mass ratio and interaction strength.

3.4. Quasi-particle decay

While in the toy model in section 2.2.1 the excited state was found to be stable, medium effects present in a many-body system generally couple excited states to lower lying ones, causing the excitations to acquire a finite lifetime. In the context of the impurity problem, the repulsive polaron is unstable toward decay into both the dressed dimer+hole continuum and into the attractive polaron. Likewise, the attractive polaron can decay into dressed dimer states if \( 1/k_F a > 1/k_F a_m \), or vice versa if \( 1/k_F a < 1/k_F a_m \). To describe these decay processes, one needs to go beyond the 1PH approximation, since the wave functions (17) and (24) do not couple zero-momentum polarons with zero-momentum dressed dimers. For example, the best the ansatz (17) can do is form a dressed dimer with a majority atom at the Fermi sea as explained in section 3.1. Due to momentum conservation, the coupling between a zero-momentum polaron and a zero-momentum dressed dimer involves the creation of at least one additional particle–hole excitation in the Fermi sea. Thus, the leading channels for the decay of an attractive polaron into a dressed dimer, and of a dressed dimer into an attractive polaron, are three-body processes. The decay of the repulsive polaron into the attractive polaron is also not included in the ladder approximation, as the self-energy (19) only contains bare minority propagators, while the final state of the decay,
the attractive polaron, is itself a quasi-particle. A systematic calculation of the polaron decay is complicated since it involves three-body processes in a many-body medium.

We outline here a pragmatic and much simpler approach including the most important decay channels, based on the quasi-particle picture with well-defined polarons and dressed dimers.

3.4.1. Two-body decay. In a quasi-particle picture, the repulsive polaron can decay into the attractive polaron creating a particle–hole excitation in the Fermi surface to absorb the released energy. A simple way to analyze this process is to use the pole expansion of the minority Green’s function, equation (23), in the vicinity of each polaron energy \( E_{\pm} \). This approximation can be used in a ladder type calculation, and the resulting self-energy is similar to (19) with the only difference being that the pair propagator in \( \mathcal{T} \) includes the energy and quasi-particle residue of the attractive polaron [50]. The rate of the repulsive to attractive polaron decay can then be extracted from the fact that we are considering population decay instead of wave function amplitude decay. The same method has been applied to calculate the decay of the repulsive polaron in 2D [87].

3.4.2. Three-body decay. Both the repulsive and the attractive polaron (for \( 1/k_F a > 1/k_F a_c \)) can decay to the dressed dimer via a three-body process creating two holes and a particle above the Fermi surface. Assuming a dilute gas so that the presence of the medium does not affect the scattering events, the three-body decay rate for a single \( \downarrow \) atom can be written as [72]

\[
\Gamma_3 = \alpha \frac{\bar{\epsilon}_1 n_1^2}{\epsilon_{\text{d}}}, \tag{35}
\]

where \( \alpha \) is a function of the mass ratio \( m_1/m_\uparrow \) and \( \bar{\epsilon}_1 \) is the average kinetic energy of the \( \uparrow \) atoms. For a broad resonance and \( m_1 = m_\uparrow \), one gets \( \alpha \simeq 148a^2/\hbar \) and the three-body decay rate becomes \( \Gamma_3 \simeq 0.025(k_F a)^6 \epsilon_F \) per atom.

A systematic three-body calculation in the presence of a medium is very involved. Fortunately, three-body decay dominates over two-body decay in the BEC limit \( k_F a < 1 \), where a perturbative calculation is reasonable. We outline this calculation here using Fermi’s golden rule. The initial state \( |I\rangle \) is a zero-momentum polaron described by (17). The possible final states for the decay consist of two holes on the Fermi surface with momenta \( q \) and \( q' \), a majority particle above the Fermi surface with momentum \( k \), and a dressed dimer with momentum \( q + q' - k \). Using Fermi’s golden rule and summing over all possible final states, the decay rate of the polaron via three-body processes is

\[
\Gamma_3 = \pi \sum_{kq} |\mathcal{M}|^2 \times \delta \left( \Delta E + \epsilon_{q,\uparrow} + \epsilon_{q',\downarrow} - \epsilon_k - \frac{(k - q - q')^2}{2M} \right). \tag{36}
\]

The matrix element between the initial and final state is \( \mathcal{M} = (g\phi_{kq} - g\phi_{qk})/\sqrt{V} \) and \( \Delta E \) is the energy difference between the zero-momentum polaron and dressed dimer. The atom–dimer coupling matrix element \( g \) can be obtained from the residue of the scattering matrix \( \mathcal{T} \) at the dimer pole, and in the BEC limit we can use the vacuum result \( g^2 = 2\pi/m^2 a^*\sqrt{1 + 4R^2/a^2} \). From the variational solution, one has \( \phi_{kq} = \sqrt{Z_p} T(q, E + \xi_{q,\uparrow})/(E - \epsilon_k + \epsilon_{q,\uparrow} - \xi_{q,\uparrow}) \).

For the attractive polaron, the three-body decay to the dressed dimer is relevant for \( 1/k_F a > 1/k_F a_c \). Close to the transition point \( 1/k_F a_c \), where \( \Delta E \ll \epsilon_F \), it follows from energy and momentum conservation that the particle and hole momenta involved in the decay form an almost equilateral triangle with vertices at the Fermi surface, such that \( q + q' - k \approx 0 \). As a consequence, it can be shown that (36) gives [106]

\[
\Gamma_3 \sim k_F a \left( \frac{\Delta E}{\epsilon_F} \right)^{9/2}/\epsilon_F. \tag{37}
\]

A similar calculation shows that the decay rate of the dressed dimers into the attractive polarons for \( 1/k_F a < 1/k_F a_c \), follows the same \( \Delta E^{9/2} \) scaling. Thus, polarons and dressed dimers are well-defined quasi-particles in the vicinity of the polaron/dressed dimer crossing, as their lifetime diverges much faster than \( 1/\Delta E \). This 9/2 scaling law has also been obtained numerically in a calculation based on the functional renormalization group approach [61].

Equation (36) can also be used to calculate the three-body decay for the repulsive polaron. Using that \( E_s = E_d \gg \epsilon_F \), the integrals in (36) can be simplified and one recovers a form like (35) [14]. The function \( \alpha \) is, however, different since it is perturbative and includes many-body effects. It depends on \( a \) and \( R^* \), as well as on the polaron quasi-particle residue. For a broad resonance and equal masses, one gets \( \Gamma_3 \simeq 0.015 Z_p^2 (k_F a)^6 \epsilon_F \) which differs \( \approx 40\% \) from the exact vacuum result (35) in the BEC regime.

The lifetime of the repulsive branch as a function of the interaction has been measured in the experiment reported in [14]. The results are shown in figure 13. The observed decay rates are in good agreement with the theory outlined above, which notably contains no free parameter. A remarkable feature of the observed lifetimes is that they are an order of
magnitude longer than the ones measured in a balanced $^6$Li mixture at a broad resonance [107]. Indeed, the combination of a large impurity mass and a large range parameter has a very beneficial effect on the lifetime of the repulsive branch. We will discuss this key point in detail in section 4.3.1, in the context of IFM.

3.5. Impurities at p-wave resonances

Most of the experimental and theoretical studies on atomic quantum gases have been performed at s-wave Feshbach resonances, which are easy to access because these can be very broad in magnetic field; moreover, attractive two-component Fermi gases in the vicinity of a broad s-wave resonance are generally significantly more stable against three-body losses, as compared to the p-wave case. Indeed, weakly bound dimers at broad s-wave resonances are open-channel dominated, and as such are very large in size and present a small overlap with the deep closed channel ones, which represent the main decay channel. On the other hand, p-wave resonances are intrinsically narrow due to the presence of a short-distance repulsive centrifugal barrier [28, 108], and as a consequence the weakly bound p-wave dimers have a large overlap with small and deep closed channel dimers, thereby enhancing three-body decay processes.

Nonetheless, fermionic gases with p-wave interactions are very interesting, as their phase diagram is predicted to be much richer than the s-wave one, containing polar and chiral phases, and displaying a quantum phase transition between the BEC and BCS regimes [23]. Experimentally, p-wave resonances in either $^6$Li or $^{40}$K gases proved to have very small magnetic widths [109, 110], but much wider resonances with magnetic widths up to 10 G were later found in a $^6$Li–$^{40}$K mixture [111].

A peculiar feature of p-wave resonances is the presence of an energy splitting between the dimers with different projections $m_l$ of the relative angular momentum on the magnetic field axis, the dimers with $m_l = \pm 1$ having energy larger than the ones with $m_l = 0$ due to dipole–dipole interaction in presence of an external magnetic field [110]. As a consequence, when the energy splitting between the two molecular branches becomes larger than the width of the dressed dimer+hole continuum $\sim \epsilon_F$, the spectrum of an impurity interacting in a p-wave with a Fermi sea contains an extra polaron branch and an extra dressed dimer+hole continuum, appearing between the usual attractive and repulsive branches present in the s-wave case [112]. A plot of the polaron spectrum in the latter case is shown in figure 14. On the contrary, when the energy splitting between the $m_l = \pm 1$ and $m_l = 0$ dimers is smaller than $\sim \epsilon_F$, the p-wave polaron spectrum closely resembles the s-wave one, displaying a repulsive and an attractive polaron, separated by a single dressed dimer+hole continuum.

At small momentum, the p-wave dispersion may be written as $E(p) = E(0) + p_\perp^2/2m^*_\perp + p_\parallel^2/2m^*_\parallel$, where $p_\parallel$ and $p_\perp$ are the projections of $p$ along the magnetic field and on the plane perpendicular to it. At weak coupling, the effective mass tensor $m^*$ may be computed analytically, yielding $m^*_\parallel/m^*_\perp \approx 1 + v_{\perp\parallel}k_F^2/\pi$, with $v_{\perp\parallel}$ the p-wave scattering volumes. Interestingly, the effective mass of the polaron may become smaller than the bare mass $m$. This is possible, however, only in the regions where the polaron is no longer in the ground state, such as on the BEC side of the resonance.

The knowledge of the quasi-particle properties of the p-wave polaron provides access to the equation of state of an imbalanced Fermi gas in its normal phase, as the latter may be accurately described as a mixture of two ideal gases of quasi-particles. In close analogy with the s-wave case discussed later in equation (43), the equation of state for the p-wave case reads [112]

$$E = \frac{3}{5} \epsilon_F N^1 \left[ 1 + \frac{m}{(m^*_\parallel)^{2/3}(m^*_\perp)^{1/3}} \left( \frac{N^1}{N^5} \right)^{5/3} \right] + N^5 E(0) + \cdots,$$

where $E(0)$ and $m^*$ are the polaron energy and effective mass tensor on the branch of interest, and $N_{\uparrow,\downarrow}$ is the number of spin-\uparrow, \downarrow particles.

4. IFM in ultracold Fermi gases

In the previous sections, we described the features of the repulsive polaron consisting of a single $\downarrow$ atom interacting repulsively with a Fermi sea of $\uparrow$ atoms. We now consider what happens when the concentration of the impurities is finite in the thermodynamic limit. In particular, we will focus on IFM in the context of atomic Fermi gases.

Ferromagnetism is a fundamental phenomenon occurring in many solid-state systems, including metals and insulators [113]. As a consequence of the electron–electron interaction,
such systems undergo a phase transition at a critical temperature $T_c$; upon lowering the temperature below $T_c$, the individual magnetic moments present in the system, initially thermally disordered, get oriented in certain preferential directions, making ordered patterns. In ferromagnets this leads to a non-vanishing total magnetic moment, or ‘spontaneous magnetization’, even in absence of an external field. In antiferromagnets, although there is no net magnetization in the absence of a field, there is a far from random spatial distribution of the individual magnetic moments, magnetic interaction favoring in this case antiparallel orientations of neighboring moments. In contrast to weak-coupling effects such as BCS superconductivity, the interaction required to drive a ferromagnetic transition is generally strong. As a consequence, our understanding of magnetism is characterized by many open and controversial questions. The problem is best understood in insulators, where the magnetic moments are localized in the lattice sites.

Much more complex is the description of itinerant ferromagnets, i.e. systems which acquire non-zero magnetization by a spatial re-organization of their mobile magnetic moments. In this category one finds for example compounds such as the transition metals, which owe their magnetic properties to delocalized electrons. A simple mean-field model that captures the main features of itinerant ferromagnets was presented long ago by Stoner [21]. The basic idea relies on the competition between an effective repulsion between oppositely oriented electron spins, which favors parallel alignment of neighboring magnetic moments, and the Fermi pressure. By gradually increasing the repulsive interaction, Stoner’s theory predicts that an initially unmagnetized system undergoes a second-order quantum phase transition, first to a partially, and then to a fully ferromagnetic phase. The theory is analogous to the one suggested by Bloch [114], except that in the Stoner’s model screened short-range, rather than pure long-range, Coulomb interactions are considered [113]. The critical behavior predicted by Stoner was successively confirmed using renormalization group methods [115]. Later on, it was realized that particle–hole excitations couple to the magnetic order driving the transition to be first order at low temperature [116, 117], while it remains second order at higher temperatures.

Examples of both partially and fully polarized ferromagnetic metals can be found in nature: transition metals such as iron, cobalt and nickel are partially polarized, the magnetic moment per atom in the system being a non-integer number of Bohr units, whereas compounds such as CrO$_2$ and EuB$_6$ are completely polarized [118]. For what concerns the character of the magnetic phase transition, experiments performed on sufficiently clean materials are consistent with the transition being first order at low temperature [19]. More generally, the current understanding is that if there is a ferromagnetic transition in a clean system in dimensions higher than one, and if this transition occurs at a sufficiently low temperature, then the transition is first order.

Despite great theoretical and experimental progress over the last decades, a detailed comparison of experimental observations in solid-state systems with microscopic theories still remains a complicated affair, due to the inevitable presence of disorder and intricate band structures in real materials. As a matter of fact, it is even still debated whether a homogeneous electron system, such as the one considered in Stoner’s model, becomes ferromagnetic at all.

The availability of cold atomic gases with strong repulsive interactions has the potential to make significant progress on this fundamental problem for several reasons [119, 120]. First, the short-ranged atom–atom interaction is relatively simple to describe accurately when compared to electron interactions in a solid, and its strength can be tuned at will, as we already discussed. Second, the dimensionality, temperature and amount of disorder can be easily controlled in experiments. Third, the possibility to realize mixtures with arbitrarily (pseudo-)spin populations allows one to examine ferromagnetism in the strongly polarized regime, where the quantitatively accurate theory in terms of polarons is available. Finally, a number of observables, such as particle density and momentum distribution, kinetic and interaction energy, are easily accessible by means of absorption and phase-contrast imaging, RF and Bragg spectroscopy [64–66, 121].

Two features of ultracold gases should however be kept in mind when they are employed to study IFM. First, in contrast with the case of electrons in solids where only the total electron population is fixed, in ultracold gases spin-changing collisions are rare, and the two pseudospin populations $N_\uparrow$ and $N_\downarrow$ are generally fixed separately. As a result, the total ‘magnetization’ $N_\uparrow - N_\downarrow$ is constrained by the initial number of particles $N_\uparrow$ and $N_\downarrow$ at which the gas is prepared. In atomic gases, ferromagnetism therefore shows up as the formation of spatial domains containing a density imbalance $n_\uparrow \neq n_\downarrow$, and ‘saturated ferromagnetism’ translates into the creation of spatially separated domains containing only $\uparrow$ or $\downarrow$ particles. A sketch of these configurations is shown in figure 15.

Second, as we have discussed in section 3.4 the tunability of the repulsive interaction in ultracold gases comes at a price, since the upper branch of these systems is unstable toward decay. Consequently, the observation of ferromagnetic phenomena with atomic gases unavoidably competes with the tendency of the system to relax into the lower lying ground state.

This section is organized as follows. We start in section 4.1 by looking at the available perturbative treatments for IFM. As these indicate that IFM is a strong-coupling phenomenon, we then switch to consider more elaborate methods. In the strongly interacting regime, the short-range nature of the
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interaction potential plays an important role. In section 4.2 we look at the case of purely repulsive potentials, which can be addressed with very high accuracy by QMC methods. In section 4.3 we focus on the experimentally relevant case of repulsive interactions induced by attractive short-range potentials. We first derive a phase diagram in terms of the polaron theory discussed in the earlier sections, and compare its results to QMC ones. We proceed in section 4.3.1 by showing how the polaron theory offers important information on the lifetime of the upper branch section, and in section 4.3.2 we discuss the experimental results available in the literature.

4.1. Perturbation theory

Let us first review a perturbative description of IFM. To first order, this corresponds to the Stoner model. We consider a homogeneous two-component fermion mixture consisting of $N_{\sigma}$ atoms with mass $m_{\sigma}$ with $\sigma = \uparrow, \downarrow$ confined in a total volume $V$. For simplicity, we restrict ourselves to the case $m_{\uparrow} = m_{\downarrow} = m$ in this subsection, and we consider the broad resonance case ($k_{F}\gamma^{*} \ll 1$) where the interaction is completely characterized by the scattering length $a$. To make a connection with our earlier discussion of the extremely imbalanced case $N_{\uparrow} + 1_{\downarrow}$, it is useful to define the Fermi energy $\epsilon_{F} = k_{F}^{2}/2m_{\uparrow}$ in terms of the Fermi momentum $k_{F}$ of a single-component Fermi gas with total density $n = (N_{\uparrow} + N_{\downarrow})/V = N/V$, i.e. $k_{F}^{2} = 6\pi^{2}n$. To compare with existing literature which mostly focuses on balanced mixtures, we also define the Fermi momentum of a balanced two-component Fermi gas $k_{F_{\sigma}}^{2} = 3\pi^{2}n$, yielding the relation $k_{F_{\sigma}} = k_{F}/2^{1/3}$. Finally, we introduce the polarization $P = (N_{\uparrow} - N_{\downarrow})/(N_{\uparrow} + N_{\downarrow})$

In the absence of interactions, the particles form a mixture of two ideal Fermi gases, and the kinetic energy per particle at zero temperature reads

$$\epsilon_{\text{kin}} = \frac{3}{5} \epsilon_{F} \left[ (1 - y)^{5/3} + y^{5/3} \right] \tag{39}$$

with $y = N_{\downarrow}/N$. In perturbation theory, the interaction energy per particle is calculated in powers of $k_{F}a$. To first order, we recover the Stoner mean-field expression

$$\epsilon_{\text{int}} = \frac{4\pi a n_{\uparrow} n_{\downarrow}}{m} = \frac{4}{3\pi} k_{F} a \epsilon_{F} y(1 - y). \tag{40}$$

Minimizing the total energy in the mixed phase $\epsilon_{\text{kin}} + \epsilon_{\text{int}}$ with respect to $y$ gives three cases: (i) for $k_{F_{\sigma}}a = 2^{-1/3}k_{F}a < \pi/2$, the minimum energy is for $y = 1/2$ and the state is nonmagnetic; (ii) for $\pi/2 < k_{F_{\sigma}}a < 3\pi/2^{2/3}$, the energy is minimized for $0 < y < 1/2$ and the system is in a partially ferromagnetic state; (iii) for $k_{F_{\sigma}}a > 3\pi/2^{2/3}$, the energy has a minimum at $y = 0$ and the system is in the saturated ferromagnetic state (note that the energy is symmetric under the exchange $y \leftrightarrow 1 - y$). These inequalities give rise to the phase boundary marked as the black line ‘1st’ in figure 17. The condition $k_{F_{\sigma}}a > \pi/2$ for ferromagnetism can be expressed as

$$g(k_{F})U > 1, \tag{41}$$

where $g(\epsilon_{F}) = mk_{F}/2\pi^{2}$ is the single component density of states at the Fermi surface and $U = 4\pi a/m$ is the strength of the zero-range interaction potential. Written in this form, one can easily include changes in DOS due to band-structure effects.

Stoner’s mean-field theory has been applied to atomic gases in several early papers [122–125]. Trapped systems can be studied by employing the local density approximation to the Stoner energy functional, and various observables such as the kinetic, potential, interaction and release energies can be evaluated by minimizing the energy for fixed particle numbers $N_{\sigma}$ (see figure 16). Qualitatively, the behavior of these quantities is easy to understand. For small repulsion, the mixture is paramagnetic and the repulsive interaction leads to an expansion of the two density distributions. This causes an increase of the potential energy of the system, and a decrease of its kinetic energy. At a critical interaction strength, a polarized region develops at the trap center, yielding a sharp decrease in the interaction energy. Parallel to this, the emergence of phase separation leads to an overall squeezing of the system, which increases the kinetic energy.

The Stoner model provides a qualitative model for IFM. On the other hand, it predicts a transition to a ferromagnetic state at a coupling strength so large that it lies outside the range of applicability of mean-field theory itself, which requires on general grounds $k_{F}a \ll 1$. Not surprisingly then, the Stoner model fails in quantitatively reproducing the experimental observations on solid-state systems. For instance, the Curie temperature $T_{c}$ calculated by Stoner theory is generally too high (up to a factor ~ 5) when compared to experiments, and the Curie–Weiss susceptibility above $T_{c}$ cannot be recovered by this model, except in the high temperature limit where $T > T_{F}$. Moreover, the Stoner model fails at the qualitative level, since it predicts a second-order quantum phase transition at $T = 0$.

A calculation to second order in $k_{F}a$ for a homogeneous system has been presented in [119]. There, it was shown that going to second order in the total energy has two effects. First, it strongly reduces the critical interaction strength for ferromagnetism (see the two green markers ‘PT’2 in figure 17). Second, particle–hole excitations drive the transition to become first order for low $T$. This is in agreement with general arguments, which show that the phase transition becomes first order whenever a gapless mode is coupled to the magnetization [117].

4.2. Strong interactions from purely repulsive potentials

The reliability of perturbative calculations may be examined by testing the convergence of the result (here, the critical interaction strength) as a function of the perturbative order. Equation (15) provides a perturbative expression in $k_{F}a$ for the energy of a single impurity interacting via a hard core repulsive potential with a $T = 0$ Fermi sea with density $n$. Since we work at fixed density $n = n_{\uparrow} + n_{\downarrow}$, the density of the Fermi sea is reduced to $n_{\downarrow} = (1 - y)n$ in presence of a finite density $n_{\uparrow} = yn$ of impurities, and the interaction parameter therefore changes to $k_{F}a(1 - y)^{1/3}$. As long as the density of impurities remains small ($y \ll 1$), we expect equation (15) to be accurate and the interaction energy per particle may be written as

$$\epsilon_{\text{int}} = y(1 - y)^{2/3}E_{r}(k_{F}a(1 - y)^{1/3}). \tag{42}$$
Figure 16. Energetics of a two-fermion mixture in a 3D trap at zero temperature, as given by mean-field theory. The release (a), kinetic (b), interaction (c) and potential (d) energy of a trapped system as a function of the interaction strength, using the local density approximation. $E_0$ is the Fermi energy of a non-interacting Fermi gas of $N/2$ particles and $k_F^2(0)$ denotes the Fermi wavevector $k_F$ at the trap center of the non-interacting system. $\bar{m} = (N_\uparrow - N_\downarrow)/(N_\uparrow + N_\downarrow)$ denotes the total magnetization. Reprinted with permission from [122]. Copyright 2009 American Physical Society.

We write $E_\sigma[k_F a]$ to highlight the dependence of $E_\sigma$ on the density through the interaction strength $k_F a$. The prefactor $(1 - y)^2/3$ comes from a reduction of the Fermi energy with $y$. To first order in the interaction, equation (42) reduces to equation (40). We plot in figure 17 the $T = 0$ phase diagram obtained by minimizing the total energy of the mixed phase $\epsilon_{\text{kin}} + \epsilon_{\text{int}}$ to 1st, 2nd and 3rd order using equations (15), (39) and (42). Somewhat surprisingly, we note that when the 2nd order perturbative result based on Bishop’s formula equation (15), which is derived for a single impurity and therefore strictly valid only in the $P \rightarrow 1$ limit, is extrapolated to $P = 0$, it agrees essentially perfectly with the result found in [119], which is valid for all polarizations. In any case, the significant changes in the diagram as the order of the perturbative expansion is increased highlight the fact that perturbation theory is at best slowly converging for $P = 0$ at this strong coupling.

This fact triggered several QMC studies of the $T = 0$ phase diagram of a repulsive Fermi gas. Within QMC, repulsive pairwise interactions can be modeled by employing either purely repulsive interaction potentials, such as hard-sphere (HS) and soft-sphere (SS), or attractive potentials supporting a bound state, such as square-well (SW) and Pöschl–Teller (PT) potentials. Provided the range of the potential is small, the long-range physics is essentially independent of the microscopic potential employed whereas the short-range physics of course varies significantly. It is important to note that the attractive potentials, such as SW and PT, admit a well-defined zero-range limit with a non-zero scattering length $a$. In contrast, purely repulsive potentials such as the HS and SS ones are always characterized by a sizeable (negative) value of the range parameter $R^*$, of the order of $a$. For the purely repulsive potentials, the zero-range limit corresponds to the trivial non-interacting case. We focus here on the QMC for purely repulsive HS potentials, while we will consider attractive SW potentials in the next section.

Particles interacting by means of purely repulsive HS potentials can be studied using FN-DMC, which is known to be an essentially exact method to investigate ground state properties [59, 60]. Using the MC results for the energy as
a function of \( y = N_{\uparrow}/N \), the \( T = 0 \) phase diagram can be obtained from the Maxwell construction, see figure 18. The QMC results for HS potentials at zero and full polarization are also shown as green markers ‘QMC HS’ in figure 18. We see that the perturbative calculation of [119] approaches the exact result as given by the QMC result, but is still far from having converged. One may also see that the perturbative calculation based on Bishop’s expression at third order has instead substantially converged to the exact result at \( P = 1 \). This is consistent with the general conclusion that the strongly polarized regime allows for a more accurate theoretical description than the balanced case.

Importantly, MC calculations [59] carried at arbitrary polarization showed that the equation of state of the system in the mixed phase, for \( P \gtrsim 0.5 \), is accurately described in terms of a weakly interacting gas of repulsive polarons. Indeed, in the spirit of the so-called Landau–Pomeranchuk Hamiltonian, the equation of state for the case \( N_{\uparrow} \gg N_{\downarrow} \) may be written as

\[
E = \frac{3}{5} \epsilon F N_{\uparrow} \left[ 1 + \frac{m_{\uparrow}^*}{m_{\downarrow}^*} \left( \frac{N_{\uparrow}}{N_{\downarrow}} \right)^{3/5} \right] + N_{\downarrow} E_{\downarrow} + \cdots, \tag{43}
\]

where \( E_{\downarrow} \) and \( m_{\downarrow}^* \) are the polaron energy and effective mass on the repulsive branch, and \( N_{\uparrow,\downarrow} \) the number of spin-\( \uparrow, \downarrow \) particles. A similar equation in terms of \( E_{\uparrow} \) and \( m_{\uparrow}^* \) is valid for the gas on the lower branch in the normal phase [126], or in the p-wave case, as we have seen in equation (38). The good agreement with the independent QMC calculation at finite density of \( \downarrow \) atoms shows once more how the knowledge of the polaron quasi-particle properties provides important insights in the equation of state of a Fermi mixture, even at non-zero population imbalance.

### 4.3. Strong repulsion induced by attractive short-range potentials

The important finding discussed in section 4.2, that the mixed phase can be accurately described as a gas of polarons mixed with an ideal gas of \( \uparrow \) atoms when \( P \gtrsim 0.5 \) (or \( y < 1/4 \)), allows one to develop a quantitatively reliable theory for IFM in the polarized regime. This regime has been scarcely investigated before, since strong polarization is virtually impossible to realize with electron systems.

The non-zero temperature version of equation (43) for the free energy per particle in the mixed phase reads [127]

\[
F_{\text{mix}}(y) = (1 - y) F_{\uparrow}(n_{\uparrow}, T) + y F_{\downarrow}(n_{\downarrow}, T) + \epsilon_{\text{int}}, \tag{44}
\]

where \( F_{\uparrow}(n_{\uparrow}, T) = \mu_{\uparrow} - k_B T \ln \left(1 + \frac{\mu_{\uparrow} - \epsilon F}{k_B T}\right) \) is the free energy per particle of an ideal gas of \( \sigma \)-atoms at temperature \( T \), and \( \ln(\zeta) \) is the polylogarithm function of order \( x \). The fugacity \( \zeta_{\sigma} = \exp(\mu_{\sigma}/k_B T) \), with \( \mu_{\sigma} \) the chemical potential, is determined by \( n_{\sigma} = \frac{\lambda_{\sigma}^{2}/(2\pi k_B T m_{\sigma})^{1/2}}{2} \) is the thermal de Broglie wavelength. For the interaction energy we use equation (42), with \( E_{\downarrow} \) the energy of the repulsive polaron as given by the many-body theory described in section 3 (see figure 9). The energy \( E_{\downarrow} \) of the repulsive polaron in general depends on temperature, but one can as a first approximation use the \( T = 0 \) value at the low temperatures relevant for IFM. On the repulsive branch, the effective mass of the minority atoms is generally quite close to their bare mass, so we have in (44) assumed \( m_{\downarrow}^* = m_{\downarrow} \). The phase diagram can now be determined by applying the Maxwell construction on \( F_{\text{mix}} \).

In figure 19 we plot the phase diagram obtained from the Maxwell construction on the free energy (44), as a function of \( E_{\downarrow} \) and polarization \( P \) for various temperatures [127]. We have only shown the diagram for \( P \gtrsim 1/2 \) where this theory can be expected to be accurate and we have taken \( m_{\downarrow}^* = m_{\downarrow} \).

For \( T = 0 \) and \( P \rightarrow 1 \), figure 19 shows that the system phase separates when \( E_{\downarrow} > \epsilon F \). This reflects that the \( \downarrow \)-atoms...
cannot diffuse into a polaron state in the ideal gas of ↑-atoms if the polaron energy is higher than the Fermi energy [46]. With decreasing polarization $P$, phase separation occurs at a smaller polaron energy $E_\sigma$ since the system can separate into two partially polarized phases, which reduces the kinetic energy cost. Conversely, we see that phase separation is suppressed at higher temperatures due to the entropy of mixing. Note that the phase diagram in figure 19 is generic in the sense that it is based only on the existence of well-defined and long-lived quasi-particles.

From the 1PH theory described in section 2.3, one can calculate $E_\sigma$ as a function of $k_F a$ and therefore extract the phase diagram in terms of the physical interaction strength. The result for $T = 0$ and $m_\uparrow = m_\downarrow$ is shown in figure 20 as the blue solid line for $k_F R^* = 0$. As in figure 19, we have drawn the phase boundary lines only within the regime of validity of the polaron theory, i.e., $P > 1/2$. We have furthermore terminated the lines toward the BCS side where the polaron ansatz fails due to fast decay, as it will be discussed in more detail in section 4.3.1.

Due to the symmetry of the phase diagram for equal masses, the phase boundary must cross the $P = 0$ axis vertically. This restricts the range of possible extrapolations of the polaron theory from its range of validity to smaller values of $|P|$. In particular, the extrapolation to $P = 0$ predicts a critical value for ferromagnetism somewhere between the Stoner and the second-order result. The dashed line in figure 20 gives the phase boundary for a resonance with $k_F R^* = 1$. We observe that a non-zero effective range shifts the phase-separated region toward the BCS regime (the right side of the plot), consistent with a similar shift of the polaron energy discussed in section 3.

As expected, the mass ratio plays an important role: in particular, when the minority atoms are heavy, $m_\downarrow / m_\uparrow > 1$, IFM is favored since the Fermi pressure is reduced [128, 129]. In the strongly polarized limit with a few heavy impurity atoms, the condition for phase separation at $T = 0$ reads [50]

$$E_\sigma > \left( \frac{m_\downarrow}{m_\uparrow} \right)^{3/5} \epsilon_F,$$

which is smaller by a factor $(m_\uparrow / m_\downarrow)^{3/5}$ when compared with the equal mass case.

As mentioned in the previous section, repulsive interactions induced by attractive potentials with short-ranges, such as SW or PT potentials, have also been studied via QMC techniques [58–60]. In this case, fixed-node QMC cannot be employed as the repulsive branch is an excited state of the many-body system. Instead, results based the variational Monte Carlo (VMC) method have been presented, using a trial wavefunction which is orthogonal by construction to the two-body ground state. Unfortunately, VMC is not as reliable as FN-QMC, since the orthogonality condition poses technical problems at strong coupling. As a result, even though VMC calculations agree in predicting a transition to a partially polarized state at $k_F a = 0.86$ for population balanced systems, they markedly disagree in the critical value for the transition to a fully polarized state, yielding respectively $k_F a = 0.89$ [60], 0.92 [58] and 1.08 [59].

The QMC results of [59] for SW potentials at zero and full polarization are plotted in figure 18 as red arrows, and in figure 20 as the green markers ‘QMC_{SW}’.

For a balanced system interacting via a broad resonance, the decay rate $\Gamma_{\text{les}}$ of normal state atoms into the superfluid ground state was calculated from the imaginary part of the spin propagator [132]. Comparing the decay rate with the domain formation rate $\Gamma_{\text{df}}$ of the ferromagnetic state as extracted from the imaginary part of the spin susceptibility, it was found that the pairing instability always dominates the ferromagnetic instability. This calculation was later extended to the case of a non-zero polarization $P$, with analogous conclusions [133]. These findings seem therefore to rule out observing the ferromagnetic state for a system interacting via a broad resonance.

In the polarized case $n_2 \ll n_1$, the question of decay can be reliably addressed using the polaron approach. The decay rate $\Gamma_{\text{pol}}$ of the repulsive polaron was calculated in section 3.4. It increases with increasing repulsion, and eventually the repulsive polaron becomes ill-defined due to fast decay. For this reason, at strong coupling we have terminated the lines...
in figure 20 when $\Gamma_{pp}/\epsilon_F > 0.25$. In figure 21 we plot the decay rate $\Gamma_{pp}$ of the repulsive polaron calculated using the theory described in section 3.4 at the critical coupling strength for phase separation at $T = 0$ and $P \rightarrow 1$ for different mass ratios obtained from equation (45). Importantly, this figure shows that a resonance with $k_f R^* \sim O(1)$ gives rise to much longer lifetimes than a broad one with $k_f R^* \ll 1$. A similar lifetime enhancement for a balanced system was observed [134]. A large mass ratio $m_1/m_1$ also decreases the decay rate significantly, compared to the case of equal masses. For instance, for a mixture of a small number of $^{40}$K atoms in a gas of $^{6}$Li atoms, characterized by an effective range $k_f R^* = 1$, the polaron lifetime increases by a factor $\approx 10$ at the critical coupling strength for phase separation when compared to the non-interacting case. This raises the prospect of observing the ferromagnetic transition using atoms interacting via a resonance which is not too broad. To examine this intriguing possibility further, we compared the decay time with the time to form ferromagnetic domains. In particular, one should calculate how the formation rate $\Gamma_{df}$ depends on the effective range. Unfortunately, such a calculation is not yet available. On the other hand, we expect the formation of domains to be mainly driven by the repulsive energy between the two spin components, which in the highly imbalanced limit is proportional to the polaron energy $E_x$. Since the decay rate in figure 21 is plotted for constant $E_x$, equal to the critical value for ferromagnetism given by equation (45), this figure indicates that, at constant $\Gamma_{df}$, a narrow Feshbach resonance provides a large gain in the ratio $\Gamma_{df}/\Gamma_{loss}$, as compared to a broad one.

**4.3.2. Experiments with repulsive Fermi gases.** Experimentalists encountered strong repulsions already in the early days of the exploration of ultracold fermions, even though the first measurements were not directly targeted at the study of ferromagnetic phenomena. A first characterization of elastic and inelastic scattering between weakly degenerate $^{6}$Li atoms on both sides of the broad Feshbach resonance located around 830 G was reported in [135, 136]. Interestingly, the maximum of inelastic three-body decay was found to be significantly shifted on the BEC side of the resonance center. Later [137] and [138] performed inverse RF spectroscopy experiments on $^{6}$Li and $^{40}$K state mixtures, respectively. Positive energy shifts up to a sizeable fraction of the Fermi energy were measured on the BEC side of the resonance [138]. A similar regime was reached in a $^{6}$Li mixture [137], but strong final state interactions complicated the interpretation of the experiment [139].

Of particular relevance here is the work of [140], where the kinetic and the interaction energy of a weakly degenerate $^{6}$Li mixture were measured across the Feshbach resonance located at $B_0 = 830$ G. Two sets of measurements were done: first, the mixture was prepared at a magnetic field $B_1 > B_0$ on the BCS side of the Feshbach resonance, and then brought to a final field $B_f < B_1$; second, the mixture was prepared at a magnetic field $B_2 < B_0$ on the BEC side with $\alpha \sim 0^\circ$, and then brought to $B_f > B_2$. Both cases the ramp duration was much longer than any trap period. The trap was then switched off and time-of-flight was performed, either keeping the magnetic field at $B_f$, i.e. with interactions on, or with a magnetic field corresponding to a negligible interaction strength. In this way, the release energy $E_r = E_{kin} + E_{int}$ and the kinetic energy $E_{kin}$ could be measured, respectively.

Note that the possible presence of dimers influences the energy at $B_f$ whereas they should not contribute when there are no interactions during time-of-flight. Approaching the resonance from the BEC side, the ratio of interaction to kinetic energy increased up to +0.3 for a magnetic field corresponding to $k_f a \sim 1$, whereas it decreased and changed sign closer to the resonance, see figure 22.

Interestingly, these results have been interpreted in two different ways, both achieving rather good agreement. One interpretation is based on analyzing the energies and the stability of the attractive and repulsive branches of the Feshbach resonance using the virial expansion valid for high temperatures [141], and it can be qualitatively captured with the toy model discussed in section 2.2.1. In this context, the
Some quantitative mismatch was observed. Initially, the system is on the repulsive branch while the attractive branch is empty. Approaching resonance, the repulsion increases leading to an increased ratio of $E_{\text{int}}/E_{\text{kin}}$. At some interaction strength, three-body recombination from the repulsive to the attractive branch becomes fast enough that a significant amount of dimers are formed during the ramp. Since the dimer binding energy is smaller than the trap depth, the products of the recombination events remain trapped, creating a mixture of atoms and dimers. As a consequence, the attractive branch becomes macroscopically populated decreasing the interaction energy significantly, eventually making it negative. The sudden decrease in interaction energy at $B \approx 720 \text{ G}$ (corresponding to $k_F a \sim 1$) in figure 22 is therefore due to the onset of a macroscopic population of the attractive branch. Similar conclusions were reached in [142]. Alternatively, the observed drop in the interaction energy can be interpreted as a signature of the formation of magnetic domains where the interaction energy is strongly reduced [119]. These two very different interpretations of the same experiment, both explaining the data rather well, illustrate that the behavior of fermionic mixtures in the upper branch of a Feshbach resonance is difficult to analyze, since in general the system is a complicated non-equilibrium mixture of dimers and interacting atoms, with different instabilities competing simultaneously.

More recently, the group of Ketterle at MIT studied the upper branch using a $^{6}\text{Li}$ mixture, specifically searching for the ferromagnetic phase [107]. Observables such as the loss rate, kinetic, interaction and potential energies were systematically investigated as a function of the interaction for different temperatures. As in [140], the system consisted of a 50–50 mixture of the two lowest internal states of $^{6}\text{Li}$ atoms in the vicinity of the broad 830 G resonance. However, in these experiments one could reach a much better degree of degeneracy with temperatures as low as $T/T_F = 0.12$. To minimize the decay into the lower branch, the system was brought into the regime of strong repulsion with a fast ramp, not fully adiabatic with respect to the slowest trap period. Once the final field $B_f$ was reached, the inelastic collision rate was measured, and a sharp drop was observed for $k_F^0 a \sim 2.2$, see figure 23(a). Here $k_F^0$ is the Fermi wavevector $k_F$ of the corresponding non-interacting gas at the trap center. As proposed by [122], this was interpreted as the development of ferromagnetic domains leading to a decreased density overlap and therefore to a suppression of losses. The kinetic energy of the atoms furthermore showed a non-monotonic behavior (see figure 23(b)): it first decreased with increasing $k_F^0 a$, but then it increased rapidly for $k_F^0 a \gtrsim 2.2$. At the same time, in situ images measured the axial size of the atom cloud. First, the size increased with the interaction strength, and it then saturated at a maximum value when $k_F^0 a \gtrsim 2.2$, as shown in figure 23(c). All these observations are in qualitative agreement with the expectations of the mean-field model discussed in section 4.1, predicting a transition to a ferromagnetic phase, although some quantitative mismatch was observed. In situ differential phase-contrast imaging [143] was also used to search for the formation of ferromagnetic domains. However, no domains were detected. Instead, the authors could estimate a maximum volume for the magnetic domains of about $5 \mu\text{m}^3$, containing about 50 atoms each. The absence of larger polarized regions was ascribed to the short lifetime of the upper branch due to decay.

This notable experiment caused an intense theoretical debate. It was proposed that, similarly to the case of [140], the MIT data may be interpreted not as a sign of ferromagnetism, but rather in terms of the building-up of a short-range strongly correlated state [46, 144], or in terms of rapid decay to the attractive branch [132, 142].

A later experiment by the same group at MIT [145] provided further insights into the behavior this system. For this second study, two major improvements were made to the experimental apparatus: the implementation of a speckle imaging technique, and the ability to perform rapid magnetic field sweeps. The first allows for a direct measurement of the spin fluctuations [146], which should be strongly enhanced in the vicinity of a ferromagnetic transition where polarized...
domains develop. The latter allows for a quenching of the system from the regime of weak interactions to the one of strong repulsion within a timescale comparable with the Fermi energy of the system. A 50–50 mixture was prepared within a shallow optical trap at $T/T_F \sim 0.2$ in the region of weak repulsive interaction. The mixture was then brought into the strongly repulsive regime via a fast, non-adiabatic ramp. After a hold time, either the spin fluctuations or the atom and dimer population were measured. An important observation was the absence of any significant enhancement of spin fluctuations at any interaction strength: at most, an increase of fluctuations up to 1.6 times the value in the non-interacting sample was observed immediately after the quench to $k_F a \sim 2.3$. For longer hold times, the spin fluctuations decreased. This observation was interpreted as the absence of magnetic domain formation [145]. The time evolution of the number of atoms and dimers after a rapid quench to various values of the interaction strength was also measured in the experiment. The evolution of atom losses and dimer production showed two different behaviors for strong repulsion. For short timescales, the total population remained constant but a sizeable amount of atoms were converted into dimers: the production of dimers became progressively larger as the resonance was approached, with measured conversion rates up to one tenth of the Fermi energy for $k_F a > 2$, which led to the creation of a considerable amount of dimers during the ramp. After this fast recombination dynamics, a quasi-equilibrium state was reached at a new temperature determined by the heating associated with the dimer production. At long timescales a steady increase of the dimer fraction was observed, which was ascribed to the continuous evaporation which cools down the system and shifts the atom–dimer chemical equilibrium toward higher dimer fractions. All in all, the authors concluded that the realization of the Stoner scenario in ultracold Fermi gases with a short-range interaction is ruled out tout court at a broad resonance, due to the fast decay which occurs on a timescale on the order of the inverse Fermi energy [145]. However, as we will discuss in the next section, various routes towards the experimental realization of IFM in ultracold gases may still be quantified, with measured conversion rates up to one tenth of the Fermi energy for $k_F a > 2$, which led to the creation of a considerable amount of dimers during the ramp. After this fast recombination dynamics, a quasi-equilibrium state was reached at a new temperature determined by the heating associated with the dimer production. At long timescales a steady increase of the dimer fraction was observed, which was ascribed to the continuous evaporation which cools down the system and shifts the atom–dimer chemical equilibrium toward higher dimer fractions. All in all, the authors concluded that the realization of the Stoner scenario in ultracold Fermi gases with a short-range interaction is ruled out tout court at a broad resonance, due to the fast decay which occurs on a timescale on the order of the inverse Fermi energy [145]. However, as we will discuss in the next section, various routes towards the experimental realization of IFM in ultracold gases may still be envisaged. Recently, the compressibility of a weakly repulsive fermionic system has been investigated by studying the quasi-equilibrium density profiles [147]. Within the interaction range explored, a small reduction of compressibility was observed which could be explained in terms of first-order perturbation theory. The pairing instability associated with the attractive branch prohibited the observation of second-order effects, which become sizeable only for stronger repulsion [148].

5. Conclusions and future perspectives

The study of the impurity problem offered us a simple yet surprisingly accurate description of the properties of a few minority atoms in a Fermi sea, in terms of well-defined quasi-particles whose properties may be calculated using variational/diagrammatic calculations. The main properties of the quasi-particles, such as the energy, the quasi-particle residue, the lifetime and the effective mass, determined within such a framework, have been found to be in excellent agreement with the results of Monte-Carlo calculations and with recent experimental findings. Importantly, the agreement holds even for strong interaction, for mass imbalanced fermion mixtures, and in the case of narrow resonances characterized by a large effective range.

Interesting future directions in this field include the study of the dynamical properties of the impurities, and of the possible phases realized in the presence of a large number of dressed quasi-particles. Of interest would also be to investigate new physics in the regime where the quasi-particle picture breaks down, such as in one spatial dimension, or for infinitely massive impurities. In particular, the possibility of having spin-dependent collisions with deeply trapped impurities would provide a direct and clean realization of the Kondo physics scenario.

In the regime of repulsive interactions, ultracold quantum mixtures provide an ideal set-up for the study of itinerant ferromagnetism, a phenomenon with many yet-unanswered questions in condensed matter. Here, we have reviewed various existing theories and experiments which consider itinerant ferromagnetism in the context of ultracold atoms. We have moreover seen that the repulsive polaron provides a fundamental building block to write the equation of state of a strongly imbalanced repulsive quantum mixture. Using this, we calculated the phase diagram for ferromagnetism, and we addressed the important issue of the lifetime of the repulsive branch.

Still, the experimental quest for a repulsively interacting fermion mixture with a sufficiently long lifetime to allow for the development of a ferromagnetic instability remains an open issue. As we detail below, a few interesting routes for future experiments can nonetheless be envisioned.

As discussed in section 4.3.1, systems with a large mass imbalance and close to narrow resonances exhibit a significantly slower decay rate. An intriguing possibility is therefore to use atoms interacting via a narrow Feshbach resonance to observe the ferromagnetic instability [14, 127, 147]. Theoretical studies also suggest that the presence of an optical lattice lowers the critical interaction strength for a transition to the ferromagnetic state, as well as increasing the stability toward three-body decay [149–152].

Few-atom systems may also be beneficial. Indeed, the spatial separation of the mixture into two domains needs a timescale, in an optimistic estimate neglecting the slowing down of spin motion caused by collisions, on the order of $\tau_0 \sim \omega$. For the loss rate is a sizeable fraction of the Fermi energy, $\Gamma_{\text{loss}} \sim \alpha E_F \sim \alpha \omega (6N)^{1/3}$, one can conclude that ferromagnetic behavior can, in principle, be reached only in few-particle systems, since $\Gamma_{\text{loss}} / \Gamma_{\text{sep}} \sim \alpha (6N)^{1/3}$. For $\alpha \sim 0.1$, the two rates are comparable for $N \sim 200$ atoms, which approaches the lower limit of a thermodynamic system. Indeed, experiments on few-fermion systems (with $N_\uparrow + N_\downarrow \sim 2, 3, \ldots, 8$) in one-dimensional traps [98, 153] benefit from increased lifetimes of the upper branch and could give interesting insights toward a deeper understanding of ferromagnetic phenomena, despite being far from the thermodynamic limit [154–156].

Although one can rigorously exclude itinerant ferromagnetism in 1D for all values of $1/k_F > 0$ [157], it has recently
been predicted that a ferromagnetic state could be reached in 1D by entering the so-called ‘super-Tonks’ regime [158–160]. The system is prepared on the upper branch in the weakly interacting BEC region and then brought to the BCS side of the resonance by sweeping the magnetic field through the resonance stopping at $1/k_F a \sim 0$. Interestingly, the system should be stable against losses in this regime since the true ground state consists of dimers with a very large binding energy (of the order of the transverse trapping frequency $\omega_z$, confining the gas to a one-dimensional configuration, which is large compared to all other energies in the problem). Ferromagnetism may therefore be probed without the stability problems encountered in higher dimensions. However, due to the orthogonality of the relevant wave functions and the integrability of the system it is not clear how the system can evolve from the mixed state to the ferromagnetic one. In [159] it has been proposed that even a tiny symmetry breaking field, which destroys spin conservation, may allow the transition toward the ferromagnetic state.

Another interesting possibility could be to reverse the experimental procedure and start with a system created in a phase-separated state. The two atomic components can be separated by means of a tight and thin optical barrier. One could then observe whether the system mixes or not after the barrier is lowered (either suddenly or adiabatically), as a function of interaction strength and temperature. Once a ferromagnetic state becomes thermodynamically favorable for strong repulsion, one expects the diffusion time of one component into the other to slow down significantly. The advantage of this scheme is that the decay of atoms into the lower branch would occur, at least at the beginning, only at the interface between the two regions, which constitutes a negligible part of the whole system volume.

An appealing way to realize a repulsive two-fermion mixture on the lower branch is to start from an atomic Bose–Fermi mixture prepared on the BCS side of the resonance. By sweeping across the resonance, with the bosons as the minority component, one could then convert the system into a mixture of two fermionic components, one being the Bose–Fermi dimers and the other being the excess unbound fermionic atoms. Since the interaction between the unpaired atoms and the dimers is generally repulsive, and since the lifetime of such imbalanced mixtures is known to be relatively long close to resonance [161], this system could allow for a much longer window of time to observe the ferromagnetic instability. Whether it is possible to adiabatically prepare the dimer–Fermi mixture without causing the mean-field collapse of the atomic system on the BCS side of the resonance [162] is at present unclear. Mass imbalance could be beneficial to overcome this problem.

Finally, we wish to mention that ultracold gases have been proposed as quantum simulators of many other magnetic systems [163–165]. Of particular interest is presently the possibility of investigating SU(N) magnetism with ultracold alkaline-earth atoms [166, 167], or the SU(3) Kondo effect by means of localized impurities in a spinless fermionic bath [168]. Recent experimental results include the quantum simulation of frustrated classical magnetism in triangular lattices [169] and the realization of short-range magnetic correlations induced by strong super-exchange interactions [170–172]. Temperatures in optical lattices are unfortunately still too high for the emergence of true long-range magnetism, but rapid technical developments should allow us to enter this regime soon.

In conclusion, important progress has been made in the past years, but many challenges are still open and awaiting investigation. The great flexibility offered by ultracold gases gives us very interesting prospects to realize a variety of strongly coupled systems, and we are confident that future studies will provide us with important pieces of understanding in the fascinating field of quantum matter.
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