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Abstract

Cheeger inequalities bound the spectral gap $\gamma$ of a space by isoperimetric properties of that space and vice versa. In this paper, I derive Cheeger-type inequalities for nonpositive matrices (aka stoquastic Hamiltonians), real matrices, and Hermitian matrices. For matrices written $H = L + W$, where $L$ is either a combinatorial or normalized graph Laplacian, each bound holds independently of any information about $W$ other than its class and the weighted Cheeger constant induced by its ground-state. I show that independently of $\|W\|$, 1. when $W$ is diagonal and $L$ has maximum degree $d_{\text{max}}$, $2h \geq \gamma \geq \sqrt{h^2 + d_{\text{max}}^2} - d_{\text{max}}$; 2. when $W$ is real, we can route negative-weighted edges along positive-weighted edges such that the Cheeger constant of the resulting graph obeys an inequality similar to that above; and 3. when $W$ is Hermitian, the weighted Cheeger constant obeys $2h \geq \gamma$ where $h$ is the weighted Cheeger constant of $H$. This constant reduces bounds on $\gamma$ to information contained in the underlying graph and the Hamiltonian’s ground-state.

If efficiently computable, the constant opens up a very clear path towards adaptive quantum adiabatic algorithms, those that adjust the adiabatic path based on spectral structure. I sketch a bashful adiabatic algorithm that aborts the adiabatic process early, uses the resulting state to approximate the weighted Cheeger constant, and restarts the process using the updated information. Should this approach work, it would provide more rigorous foundations for adiabatic quantum computing without a priori knowledge of the spectral gap.

1 Introduction

1.1 Motivation

An $n \times n$ Hermitian matrix $H$ has eigenvalues $\lambda_0 \leq \lambda_1 \leq \ldots \leq \lambda_{n-1}$. We call the difference in the two lowest eigenvalues of $H$, $\gamma = \lambda_1 - \lambda_0$, its spectral gap. Bounding the spectral gap is a problem that could be motivated any number of ways. In quantum theory, the spectral gap determines the runtime of adiabatic algorithms and processes [1, 9, 29] and relates to quantum phase transitions [28]. The spectral gap is also intimately related to the rate at which heat diffuses on a manifold [24, 26] and the rate at which substochastic processes approach their quasistationary distributions [19, 22]. At the computational level, it determines the runtime of various well-known randomized algorithms [23] as well as Fleming-Viot type algorithms for approximating marginals [5, 7, 8, 10]. Each of these is an independently interesting topic, which would motivate its own study of the spectral gap.

Here, I abstract away the context and seek to understand the spectral structure of $H$ by decomposing it as $H = L + W$, the sum of a graph Laplacian $L$ and some other Hermitian matrix $W$. All Hermitian matrices can be decomposed this way and, as we will see, the decomposition proves fruitful. If $W$ is diagonal, $H$ is frequently called a “stoquastic” Hamiltonian or “stoquastic” matrix. A diagonal $W$ also implies that $H$ is an infinitesimal generator of a substochastic process and the resulting matrix $I - \epsilon H$ is a substochastic matrix. When $W$ is not diagonal, but instead real, the matrix $H$ may have a sign problem, or all off-diagonal terms may not have the same sign. The “problem” is that such Hamiltonians can be difficult to study with Monte Carlo methods [31]. Finally, when $W$ is a general Hermitian matrix, then $H$ has no special name; Hamiltonian is special enough.
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In this paper, I look to formalize the relationship between $\gamma$ and some geometrical properties of the ground-state $\phi_0$ of $H$, or its lowest eigenvector. I always assume that $H$ is represented in such a way that $H : \mathbb{C}^{|V|} \rightarrow \mathbb{C}^{|V|}$ for some graph $G = (V, E)$. In our representation, $L$ is the graph Laplacian of $G$. Correspondingly, we consider functions $\phi : V \rightarrow \mathbb{C}$. I often assume that $H$ has been rotated by a diagonal unitary transformation such that $\phi_0 \geq 0$ and will define a weighted Cheeger constant $h$ [36], capturing the relevant geometric properties of $\phi_0$. It remains unclear how difficult approximating $h$ is, however in the event that $W = 0$, it reduces to the Cheeger constant of $G$ and can be efficiently approximated. If and when one can approximate $h$ remains a very important open question beyond the scope of this paper, though I discuss some related ideas in Section 7.

The conceptual lesson of this paper is quite concrete. For any Hermitian matrix $H$, if $H$ has a large spectral gap, then $\phi_0$ has no bottlenecks. That is to say, that $\phi_0$ is a somewhat smooth distribution over $G$. Prior results, discussed below, suggest that we should already believe this, but leave open the possibility that there exist cases that betray our intuition. Provided that $H$ is not diagonal, I show that our intuition is always correct. (In the case that $H$ is diagonal, our intuition is trivially correct.) I do not, however, show the converse. That is, I leave open the question of whether a small spectral gap implies a bottleneck $\phi_0$. I show that this is indeed implied in the stoquastic and some real cases, and when this is implied by the general Hermitian case is left open. Adapting these techniques to more general cases appears possible and I will discuss some potential approaches as we progress through the proof. Furthermore, in Section 7, we will see that understanding the precise relationship might have far-reaching implications for quantum adiabatic algorithms.

1.2 Previous Work

In this paper, we study isoperimetric inequalities of discrete systems. Such inequalities enjoy a rich history. Within the context of randomized algorithms, the Cheeger constant often provides a means of determining the mixing time of a Markov chain and, thus, the efficiency of certain approximation algorithms [23]. Standard Cheeger inequalities relate the spectral gap $\gamma$ of the Laplacian $L$ corresponding to a graph $G$ and the Cheeger constant $h$ of that graph. They usually appear in a form similar to

$$2h \geq \gamma \geq \frac{h^2}{\mathcal{C}} \tag{1}$$

and provide a very useful, intuitive significance to the spectral gap. Although a useful quantity, we know that computing the Cheeger constant exactly for an arbitrary graph is NP-hard [32, 41, 44]. Despite this hardness, the Cheeger constant can indeed be efficiently approximated [23, 33].

The spectral gap, and hence Cheeger constant, is also of primary interest in spectral graph theory, where it is often explored in connection with graph Laplacians [38]. In [36], the authors adapted Cheeger inequalities to apply to the gap in the Dirichlet eigenvalues of a graph. The distinguishing characteristic of the Dirichlet eigenvalues is that they arise by imposing a Dirichlet boundary constraint. This constraint requires that, for some subset of vertices $\delta V \subseteq V$, all eigenfunctions must satisfy $f|_{\delta V} = 0$. These eigenvalues are also studied quite a bit and numerous bounds appear in the literature. Unfortunately for us, these studies typically focus on the easier problem of bounding eigenvalues, not their differences. Additionally, the few gap inequalities that exist, like those in [36], are not easily applied to most situations we are presently interested in. Thus, we require a new inequality.

To this end, various authors (including me) have pursued Cheeger-type inequalities in the stoquastic case [13, 25] and more general Hermitian matrices [4]. In either case, this problem is actually equivalent to that of determining the differences in the Dirichlet eigenvalues of an appropriate host graph. These inequalities all assume an unfortunate form that looks something like

$$2\|H\|h \geq \gamma \geq \frac{h^2}{\mathcal{C}\|H\|} \tag{2}$$

where $h$ is an appropriately defined Cheeger constant. We can easily see the weakness of this expression: unlike in the case of graph Laplacians, it is entirely possible that $h^2 \sim \|H\| \sim e^n$. Thus, the lower bound from Eq. (2) scales like a constant, whereas we would expect from Eq. (1) that $\gamma \gtrsim e^n$. A similar argument illuminates the weakness of the upper bound. Suppose the very common situation that $\|H\| \sim e^n$ and $h \sim e^{-n}$. Then, the upper bound on $\gamma$ scales as a constant whereas we expect that $\gamma \lesssim e^{-n}$. This latter issue leaves open the possibility that one might have a large spectral gap in the presence of a bottleneck. In this work, I will correct these defects.

1.3 Results

Consider a graph $G = (V, E)$ with edge weights assigned by $w : V \times V \rightarrow \mathbb{R}$. Then, for the corresponding graph Laplacian $L$ and any real diagonal matrix $W$, $H = L + W$ admits a weighted Cheeger constant $h$, defined in [36] and
In particular, I prove that for any stoquastic matrix with spectral gap $\gamma$
\[
2h \geq \gamma \geq \sqrt{h^2 + Q^2} - Q \tag{3}
\]
where, if $L$ is a combinatorial Laplacian, $Q$ is the maximum degree of a vertex of $G$. If $L$ is a normalized Laplacian, $Q = 1$.

For any real matrix, we can identify positive off-diagonal terms with negative edge weights, let $E^- = \{\{u, v\} \in E | w(u, v) < 0\}$, and show that
\[
2h \geq \gamma \geq \sqrt{k^2 + Q^2} - Q.
\]

Above, $h$ is the weighted Cheeger constant corresponding to the graph $G^+ = (V, E \setminus E^-)$ under the original weight function and $k$ the weighted Cheeger constant of $G^+$ with a redistributed weight function $w^+$ to be defined in Section 4. In Section 6, we will see that this equation can usually be relaxed to
\[
2h \geq \gamma \geq \epsilon \left(\sqrt{h^2 + Q^2} - Q\right)
\]
for a constant $\epsilon$, which may be easier to apply and retains appropriate scaling behavior. In other words, at least asymptotically, I reduce the problem of bounding the gap of a signed graph $G$ to that of determining the appropriate Cheeger constant of $G^+$.

Finally, I provide the upper bound
\[
2h \geq \gamma \tag{4}
\]
for any Hermitian matrix.

Not only does this expression correct the problems mentioned in Section 1.2, but the improvement over these statements can be quite drastic and firmly establishes some conceptual points. Note that in cases where $h$ is large compared to the maximum degree $Q$, which often happens when $\|W\|$ is sufficiently large, the lower bound in Eq. (2) becomes weak whereas Eq. (3) remains tight. Furthermore, the form of the expression guarantees that the inequality scales appropriately for all relative sizes of $L$ and $W$ and, hence, all Hermitian matrices. Although establishing the lower bound in Eq. (2) is unlikely in general, expanding around $h \approx 0$ does yield a similar expression. Furthermore, when $h$ is large relative to $Q$, Eq. (3) guarantees that $\gamma \sim h$.

The efficiency with which one can classically approximate $h$ remains unclear, but the quantity only depends upon information about the ground-state distribution of $H$ and the corresponding graph $G$. This opens up the possibility that an adiabatic algorithm may be able to efficiently approximate $h$, even if a classical method remains elusive. This ability would be a great advantage to the field of adiabatic optimization, as it could be used to determine the appropriate time dependence of an adiabatic evolution without a priori knowledge of the spectral gap. Such an evolution can be necessary to produce quantum speedups, like those achieved in adiabatic Grover's search [35]. This idea will be discussed in detail in Section 7, but conclusive results, should they exist, are left for future work.

## 2 Preliminaries

### 2.1 The Rayleigh Quotient

For an $n \times n$ Hermitian operator $H$ acting on the space $S = \{f : [1, n] \rightarrow \mathbb{C}^n\}$, one defines the Rayleigh quotient corresponding to a function $f \in S$ as
\[
R(H, f) = \frac{\langle f, Hf \rangle}{\langle f, f \rangle}. \tag{5}
\]
Thus, the eigenvalues $\lambda_0(H) \leq \lambda_1(H) \leq \ldots \leq \lambda_{n-1}(H)$ of $H$ can be written as
\[
\lambda_i(H) = \inf_{f \perp T_{i-1}} \frac{\langle f, Hf \rangle}{\langle f, f \rangle} \tag{6}
\]
where $T_i$ is the space spanned by the functions $f_j$ achieving $\lambda_j(H)$ for each $0 \leq j \leq i$. We call $f$ achieving $\lambda_0(H)$ the ground-state. Of particular interest in this paper is the spectral gap $\gamma(H)$ of $H$, or the difference in its two lowest eigenvalues, $\gamma(H) = \lambda_1(H) - \lambda_0(H)$. Usually, we will just write $\gamma = \gamma(H)$ and $\lambda_i = \lambda_i(H)$ and reserve the argument for when it is necessary to distinguish the eigenvalues of two matrices.

Our first goal is to rewrite $H$ in a form useful for the current work. Presently, we only seek lower bounds for real matrices, so we can prove a quick comparison theorem between $\gamma(H)$ and $\gamma(\Re(H))$ where $\Re(H)$ is the real part of $H$. One can immediately obtain a useful upper bound on the spectral gap of $H$ by considering the function $\phi_0$ obtaining $\lambda_0(H)$ in Eq. (6).
**Proposition 1.** For a Hermitian matrix $H$ with spectral gap $\gamma(H)$, ground-state $\phi_0$, and $U = \text{diag}(\phi_0/|\phi_0|)$ where the ratio and absolute value are taken pointwise, 

$$\gamma(H) \leq \gamma(\Re(U^\dagger H U)).$$

**Proof.** This proof is very straightforward. First, suppose $H$ has ground-state $\phi_0$. Then, let $U = \text{diag}(\phi_0/|\phi_0|)$ where the ratio and absolute value are taken pointwise. Obviously, $U$ is unitary and $U^\dagger \phi_0 \geq 0$. Now, write $\Im(U^\dagger H U) = iS$, where $S \in \mathbb{R}^{n \times n}$ is skew-symmetric. Thus, $\lambda_0$ satisfies

$$\lambda_0 = \inf_{f \in \mathbb{C}^n} \frac{\langle f, H f \rangle}{\langle f, f \rangle} = \inf_{U f \in \mathbb{C}^n} \frac{\langle U f, H U f \rangle}{\langle U f, U f \rangle} = \inf_{f \geq 0} \frac{\langle f, U^\dagger H U f \rangle}{\langle f, f \rangle} = \inf_{f \geq 0} \frac{\langle f, \Re(U^\dagger H U) f \rangle + \langle f, iS f \rangle}{\langle f, f \rangle}$$

where the second equality follows from our choice of $U$ and the final equality from the skew-symmetry of $S$. Now, the Rayleigh quotient for $\lambda_1$ becomes

$$\lambda_1 = \inf_{f \perp \phi_0 \atop f \in \mathbb{C}^n} \frac{\langle f, H f \rangle}{\langle f, f \rangle} = \inf_{U^\dagger f \perp \phi_0 \atop f \in \mathbb{C}^n} \frac{\langle U f, H U f \rangle}{\langle U f, U f \rangle} = \inf_{f \geq 0} \frac{\langle f, U^\dagger H U f \rangle}{\langle f, f \rangle} \leq \inf_{f \geq 0} \frac{\langle f, \Re(U^\dagger H U) f \rangle + \langle f, iS f \rangle}{\langle f, f \rangle} = \inf_{f \geq 0} \frac{\langle f, \Re(U^\dagger H U) f \rangle}{\langle f, f \rangle}.$$  

Above, the inequality follows from introducing the additional constraint on the infimum. Thus, the gap of $\gamma(H) \leq \gamma(\Re(U^\dagger H U)).$  

### 2.2 Stoquastic Hamiltonians

Proposition 1 guarantees us that, at least in the case of upper bounds, we hereafter need only consider $\Re(U^\dagger H U)$. Hence, we no longer address the issue of upper bounding the gap of a Hermitian matrix, since the bound is implied by any bounds on real matrices. Although determining an appropriate $U$ to actually perform the rotation in Proposition 1 might be a hard problem in general, there exist certain cases where this becomes relatively easy. One convenient way to describe these situations is through the **frustration index** of the matrix $\Theta = H/|H|$ where, again, the ratio and absolute value are taken pointwise.

---

1 I would conjecture that, since the problem of determining a graph’s frustration index is NP-hard [42, 45] actually determining this unitary should be NP-hard. That one can efficiently detect whether a signed graph is balanced implies, with only slight modification, that one can efficiently detect whether a Hamiltonian is stoquastic [45] in this simple case. Finding a unitary which makes a general Hamiltonian stoquastic is NP-complete [3].
We introduce this definition if we can relax the latter constraint and consider the problem has been reduced such that we wish to characterize

\[ \phi \] ground-state

a vertex, say \( i \), of the graph. The path-independence above also implies that one can explicitly construct the appropriate unitary

\[ U \]

satisfy stoquasticity, we know consistent and unique up to a global phase. Furthermore, it clearly performs the appropriate transformation. Thus, if we beginning at \( i \), the product \( \prod_{k \in c_{\sigma}(i)} \Theta_{k,\sigma(k)} \) is entirely independent of the particular path chosen. This immediately implies the well-known fact that the frustration index of a real, nonnegative \( \Theta \) is 0 if and only if \( \Theta \) describes a bipartite graph. The path-independence above also implies that one can explicitly construct the appropriate unitary \( U \) by choosing a vertex, say \( i \) and then, for all \( j \) in some cycle with \( i \), \( U_{ij} = \prod_{k=1}^{l(i)} (-\Theta_{k,\sigma(k)}) \). Since every pair of vertices forms a simple cycle, this reduces to the constraint that, provided \( \Theta_{ij} \neq 0 \), \( U_{ij} = -\Theta_{ij} U_{ii} \). Thus, we know that this definition of \( U \) is consistent and unique up to a global phase. Furthermore, it clearly performs the appropriate transformation. Thus, if we satisfy stoquasticity, we know \textit{a priori} that \( U^\dagger H U \) has all nonpositive off-diagonal elements. More importantly, because \( U \) is diagonal, we do not need to do the unitary transformation; we can simply replace each off diagonal term \( w_{uv} \) with \(-|w_{uv}|\) and obtain the resulting matrix.

Despite the utility of this condition in producing bounds for a larger class of matrices, in what follows we assume the problem has been reduced such that \( H \rightarrow U^\dagger H U \), guaranteeing that all off-diagonal terms are nonpositive and the ground-state \( \phi_0 \geq 0 \). This allows for a simpler presentation.

### 2.3 Graph Laplacians

We wish to characterize \( \Re(U^\dagger H U) \) in terms of graph Laplacians. Although the standard combinatorial and normalized graph Laplacian are defined such that all diagonal elements are nonnegative and all off-diagonal elements are nonpositive, we can relax the latter constraint and consider \textit{signed} Laplacians. For our purposes, the only difference between a signed

Stoquastic Hamiltonians are typically one in a long list of names for matrices with nonpositive (or nonnegative) off-diagonal terms. Nonetheless, I would be incredibly surprised if the extended class here has escaped a pre-existing label.
and standard Laplacian is that signed Laplacians have no constraint on the non-positivity of their off-diagonal terms, however our definitions are somewhat atypical [17].

We begin by considering a connected weighted graph $G = (V, E)$ with weight function $w : V \times V \rightarrow \mathbb{R}$ where we require $w(u, v) = 0$ whenever $(u, v) \notin E$. Additionally, we require that $w(u, v) = w(v, u)$ or that $G$ is undirected. For ease of presentation, we will also lower arguments to $v$ such that $w_{uv} = w(u, v)$. Since we are allowing the possibility of negative edge weights, we introduce the notation $E^+ = \{(u, v) \in E | w_{uv} > 0\}$ for the set of all positive-weighted edges and $E^-$ for the set of all negative-weighted edges. We also define $G^k = (V, E^k)$ and note that $G^+ \subseteq G$. Now we can include some standard definitions for the combinatorial and normalized Laplacians, keeping in mind that edge weights may be negative.

### 2.3.1 The combinatorial Laplacian

To define the combinatorial Laplacian for a graph $G$, we first let the degree of a vertex $u \in V$ be $d_u = \sum_v w_{uv}$. Then, the combinatorial graph Laplacian $L$ is

$$L(u, v) = \begin{cases} d_u & u = v \\ -w_{uv} & u \neq v \end{cases}$$

where $d_u = \sum_v w_{uv}$.

For any function $f : V \rightarrow \mathbb{R}$ (or $f : V \rightarrow \mathbb{C}$), one can easily see that

$$Lf(u) = \sum_v w_{uv} [f(u) - f(v)]$$

where we have adopted the standard convention that $Lf(u) = |Lf|(u)$. (This is just to say that $Lf \neq L \circ f$, since $L : \mathbb{R}^{|V|} \rightarrow \mathbb{R}^{|V|}$.) One can easily argue that if $f$ is an eigenfunction of $L$, then $f$ satisfies

$$\lambda f(u) = \sum_v w_{uv} [f(u) - f(v)]$$

Now, let $W : V \rightarrow \mathbb{R}$. We can represent $W$ as an $n \times n$ diagonal matrix and write $W_u \equiv W_{uu}$. Then, if $f$ is an eigenfunction of $L + W$, $f$ satisfies

$$(\lambda - W_u) f(u) = \sum_v w_{uv} [f(u) - f(v)].$$

Recalling the definition of the Rayleigh quotient, $R(L + W, f)$, we have that the eigenvalues of $L + W$ satisfy

$$\lambda_i = \inf_{f \in T_i} \frac{\sum_{(u,v) \in E(G)} w_{uv} [f(u) - f(v)]^2 + \sum_u W_u f^2(u)}{\sum_u f^2(u)}$$

where $T_i^{(D)}$ is the subspace spanned by the functions $f_j$ achieving $\lambda_j^{(D)}$ for $0 \leq j \leq i$. This equation actually defines the Dirichlet eigenvalues of the graph $G$ embedded in an appropriate host graph. In the following subsection, I will make this mapping precise.

### 2.3.2 Dirichlet eigenvalues

For a given subgraph $S \subseteq G$, we can consider eigenfunctions of $S$ under boundary constraints and their corresponding eigenvalues. To proceed, we define the edge and vertex boundary sets

1. $\partial S = \{(u, v) \in E(G) | u \in V(S), v \notin V(S)\}$ and
2. $\delta S = \{u \in S | \{u, v\} \in \partial S$ for some $v \in V\}$.

\[\text{3The signed Laplacian typically has the degree of vertex } u \text{ equal to the absolute value of the sum of the edge-weights incident on the vertex. Because we are about to allow for an arbitrary diagonal perturbation, we will also be able to recover the standard combinatorial signed Laplacian by taking } W_u \rightarrow W_u + \sum_v (|w_{uv}| - w_{uv}).\]

\[\text{4Although directed graphs do not correspond to the physical systems that we are presently interested in and are thus omitted, extending these results to such a setting is still well-motivated. For some results on directed graphs, see, e.g. [12, 21, 30].}\]
Any function \( f : S \rightarrow \mathbb{R} \) can be extended to a function \( f : S \cup \delta S \rightarrow \mathbb{R} \) with the Dirichlet boundary condition \( f(u) = 0 \) or \( f|_{\delta S} = 0 \). Dirichlet eigenvalues are the eigenvalues of \( S \) under this boundary constraint. To be precise,

\[
\chi_i^{(D)} = \inf_{f : f_{T_i}^{(D)}} \frac{\sum_{\{u,v\} \in E(G) \cup \partial G} w_{uv} |f(u) - f(v)|^2}{\sum_{u \in V(G)} f^2(u)}
\]

where \( T_i^{(D)} \) is the subspace spanned by the functions \( f_j \) achieving \( \chi_i^{(D)} \) for \( 0 \leq j \leq i \).

Now, recall that in the previous section we had a graph \( G \) with weight function \( w : E(G) \rightarrow \mathbb{R} \). We embed this graph in a host graph \( G' \supseteq G \) and extend the function \( w : E(G) \cup \partial G \rightarrow \mathbb{R} \) by requiring that \( W_u = \sum_{v \in \partial G} w_{uv} \). That is, if the degree of vertex \( u \) in \( G \) is \( d_u \), then the degree of vertex \( u \) in \( G' \) is \( d_u + W_u \). (See Figure 1.) Now, one can explicitly impose the Dirichlet constraint on Eq. (9) and recover Eq. (8):

\[
\chi_i^{(D)} = \inf_{f : f_{T_i}^{(D)}} \frac{\sum_{\{u,v\} \in E(G) \cup \partial G} w_{uv} |f(u) - f(v)|^2}{\sum_{u \in V(G)} f^2(u)}
\]

This embedding identity is often a useful way to geometrize a physical potential and both descriptions can be useful depending upon one’s goals.

### 2.3.3 The normalized Laplacian

Although the expressions in Section 2.3.2 are sufficient to completely characterize all real matrices, we can derive a more elegant bound by perturbing the normalized Laplacian rather than the combinatorial Laplacian. We let \( D = \text{diag}(d_u) \) and define the symmetric normalized Laplacian as \( L = D^{-1/2}LD^{1/2} \). Explicitly, this can be written

\[
L(u,v) = \begin{cases} 
1 & u = v \\
\frac{w_{uv}}{\sqrt{d_u d_v}} & u \neq v.
\end{cases}
\]

Similar to the combinatorial Laplacian, the eigenfunctions of \( L \) satisfy

\[
Lf(u) = \frac{1}{\sqrt{d_u}} \sum_v w_{uv} \left[ \frac{f(u)}{\sqrt{d_u}} - \frac{f(v)}{\sqrt{d_v}} \right]
\]

and eigenfunctions \( f \) of \( L + W \) satisfy

\[
(\lambda - W_u)f(u) = \frac{1}{\sqrt{d_u}} \sum_v w_{uv} \left[ \frac{f(u)}{\sqrt{d_u}} - \frac{f(v)}{\sqrt{d_v}} \right].
\]

Letting \( \phi = f/\sqrt{d} \),

\[
(\lambda - W_u)\phi(u)d_u = \sum_v w_{uv} [\phi(u) - \phi(v)].
\]

Our treatment of Eqs. (7) and (10) can be unified by considering equations of the form

\[
Lq\phi(u) = (\lambda - W_u)q_u\phi(u) = \sum_v w_{uv} [\phi(u) - \phi(v)]
\]
where taking \( q_u = d_u \) reproduces Eq. (10) and \( q_u = 1 \) reproduces Eq. (7).

Hence, eigenvalues of either Laplacian are given by their respective Rayleigh quotients,

\[
\lambda_i = \inf_{\phi \perp \phi_i} \frac{\sum_{\{u,v\}} w_{uv}[f(u) - f(v)]^2}{\sum_u q_u f^2(u)}
\]

(12)

where \( T_i \) is the subspace spanned by the functions \( f_j \) achieving \( \lambda_j \) for \( 0 \leq j \leq i \). Similarly, for either Laplacian perturbed by a diagonal matrix \( W \), the eigenvalues are given by

\[
\lambda_i = \inf_{\phi \perp \phi_i} \frac{\sum_{\{u,v\}} w_{uv}[f(u) - f(v)]^2 + \sum_u q_u W_u f^2(u)}{\sum_u q_u f^2(u)}.
\]

(13)

This can once again be seen as Dirichlet eigenvalues as in Section 2.3.2, however one must be careful as the expression arising from Eq. (13) for normalized Laplacians diverges from the correct expression for Dirichlet eigenvalues of the host graph.

2.4 The spectral gap

Now that we have a characterization of the Dirichlet eigenvalues, we are prepared to handle the spectral gap of the operator \( L_q + W \). Suppose that \( \lambda_0 \) has eigenfunction \( \phi \geq 0 \). Then, we can characterize the spectral gap of \( L_q + W \) as follows.

**Proposition 2.**

\[
\gamma = \inf_{g \perp \phi^2} \frac{\sum_{\{u,v\}} w_{uv}\phi(u)\phi(v)[g(u) - g(v)]^2}{\sum_u q_u g^2(u)\phi^2(u)}
\]

Proof. Before proceeding, we need the standard fact that for any \( g : V \to \mathbb{R} \),

\[
\sum_{\{u,v\}} w_{uv} \left[g(u)\phi(u) - g(v)\phi(v)\right]^2 = \sum_u (\lambda_0 - W_u)q_u g^2(u)\phi^2(u) + \sum_{\{u,v\}} [g(u) - g(v)]^2 \phi(u)\phi(v).
\]

(14)

To see this, begin with Eq. (7) and write

\[
\sum_u (\lambda_0 - W_u)q_u g^2(u)\phi^2(u) = \sum_u g^2(u) \sum_{v \neq u} w_{uv} \phi(u)[\phi(u) - \phi(v)]
\]

\[
= \sum_u \left[d_u g^2(u)\phi^2(u) - \sum_{v \neq u} w_{uv} g^2(u)\phi(u)\phi(v)\right]
\]

\[
= \sum_{\{u,v\}} w_{uv} \left[g^2(u)\phi^2(u) + g^2(v)\phi^2(v) - [g^2(u) + g^2(v)]\phi(u)\phi(v)\right]
\]

\[
= \sum_{\{u,v\}} w_{uv} \left[g(u)\phi(u) - g(v)\phi(v)\right]^2 - [g^2(u) + g^2(v) - 2g(u)g(v)]\phi(u)\phi(v)
\]

With this in hand, we turn to \( \lambda_1 \).

\[
\lambda_1 = \inf_{f \perp \phi} \frac{\sum_{\{u,v\}} w_{uv}[f(u) - f(v)]^2 + \sum_u q_u W_u f^2(u)}{\sum_u q_u f^2(u)}
\]

\[
= \inf_{g \perp \phi^2} \frac{\sum_{\{u,v\}} w_{uv}[g(u)\phi(u) - g(v)\phi(v)]^2 + \sum_u q_u W_u g^2(u)\phi^2(u)}{\sum_u q_u g^2(u)\phi^2(u)}
\]

\[
= \inf_{g \perp \phi^2} \frac{\sum_{\{u,v\}} w_{uv}\phi(u)\phi(v)[g(u) - g(v)]^2}{\sum_u q_u g^2(u)\phi^2(u)} + \lambda_0.
\]

Thus, we have that

\[
\gamma = \inf_{g \perp \phi^2} \frac{\sum_{\{u,v\}} w_{uv}\phi(u)\phi(v)[g(u) - g(v)]^2}{\sum_u q_u g^2(u)\phi^2(u)}.
\]
3 Warm-up: Cheeger upper bounds

3.1 The Cheeger constant

The Cheeger constant of a graph describes the graph’s isoperimetric ratio, or the surface area to volume ratio of any subgraph. Noting that Proposition 2 gives an expression for the gap that is equivalent to the Rayleigh quotient of a weighted graph with weights $\omega_{uv} = w_{uv} \phi(u)\phi(v)$, we use $\omega$ as a modified weight function for defining both area and volume. That is, for a subgraph $S \subseteq G$ we let

1. $\overline{S} = G \setminus S$,
2. the boundary vertices $\delta S = \{ u \in \overline{S} \mid u \sim v \in S \}$,
3. the surface area $|\partial S| = \sum_{u \in V(S), v \in \delta S} w_{uv} \phi(u)\phi(v)$, and
4. the volume $\text{vol}(S) = \sum_{u \in S} q_u \phi^2(u)$.

Then, we reproduce the weighted Cheeger constant of \cite{36}

$$h = \min_{S \subseteq G} \frac{|\partial S|}{\min_{S \subseteq \overline{S}} \text{vol}(S')}.$$  \hspace{1cm} (15)

Note that in the event that both $w_{uv} = 1$ for all $\{u, v\} \in E(G)$ and $\phi \neq 0$ is any trivial function, this reproduces the ratio

$$\frac{\# \text{ edges in } \partial S}{\# \text{ vertices in } S}$$

which is the standard Cheeger constant for an unweighted graph.

3.2 The upper bound

Proposition 2 instructs us that we can use any function $g \perp \phi^2$ to upper bound the gap and Proposition 1 allows us to ignore the case that $H$ is not real. Thus, the upper bound derives from simply choosing an appropriate trial function in Proposition 2.

Theorem 1. For any $H = L + W$ with ground-state $\phi$ corresponding to weighted Cheeger constant $h$,

$$\gamma \leq 2h.$$  \hspace{1cm} (16)

Proof. For $S$ achieving the infimum in Eq. (15), we put the function

$$g(u) = \begin{cases} \text{vol}(S) & u \in S \\ -\text{vol}(\overline{S}) & u \notin S. \end{cases}$$

into Proposition 2. Without loss of generality, we assume that $\text{vol}(S) \leq \text{vol}(\overline{S})$ and find that

$$\gamma \leq \frac{\sum_{\{u,v\} \in E(G)} w_{uv} \phi(u)\phi(v)[g(u) - g(v)]^2}{\sum_u q_u g^2(u) \phi^2(u)} = \frac{\left(\sum_{\{u,v\} \in \partial S} w_{uv} \phi(u)\phi(v)\right) [\text{vol}(S) + \text{vol}(\overline{S})]^2}{\text{vol}(\overline{S})^2 \sum_{u \in V(S)} q_u \phi^2(u) + \text{vol}(S)^2 \sum_{u \in V(\overline{S})} q_u \phi^2(u)} \leq \frac{(h \text{vol}(S))[\text{vol}(S) + \text{vol}(\overline{S})]^2}{\text{vol}(S)[\text{vol}(S)^2 + \text{vol}(\overline{S})^2]} = h \frac{[\text{vol}(S) + \text{vol}(\overline{S})]^2}{\text{vol}(S)^2 + \text{vol}(\overline{S})^2} \leq 2h.$$  \hspace{1cm} (17)

Theorem 1 also holds for all Hermitian matrices by Proposition 1.
Fig. 2: A graph $G$ such that $w_{uv} = 1$ for all edges $\{u, v\}$ except for $\{x, y\}$. In (a), the negative edge weight $w_{xy} = -1/3$ is identified. In (b), we identify some path from $P(x, y)$ that does not cross the negative weighted edge $\{x, y\}$. In (c) we redistribute the negative edge weight along the path, inducing a new graph that lower bounds the gap of $G$.

4 Removing negative edge weights

In this section, I provide a theorem relating the spectrum of the graph $G = (V, E)$ with edge weights $w : E \rightarrow \mathbb{R}$ to the graph $G^+ = (V, E \setminus E^-)$. The strategy behind this theorem is to consider an edge $\{u, v\}$ with weight $w_{uv} < 0$ as in Fig. 2a. Then, we find some path connecting $u$ and $v$ that traverses $G^+$ and route the negative weights along this path. Routing is not an uncommon approach (see, e.g. [39]) and has a lot in common with the method of proving Poincaré inequalities [38].

**Theorem 2.** Suppose that for a graph $G = (V, E)$, $G^+$ is connected and there exists an $\alpha : \bigcup_{(x, y) \in E} P(x, y) \rightarrow [0, 1]$ such that for any $(u, v) \in E$,

1. $\sum_{p \in P(u, v)} \alpha_p = 1$;

2. and $0 < \omega_{uv} = w_{uv} - \sum_{w_{xy} < 0 \in P(x, y)} \sum_{(u, v) \in E} |w_{xy}| \ell_p \alpha_p$,

then, for each $i$, there exists an $\tilde{\omega} > \omega$ such that

$$\lambda_i^{(D)} = \inf_{f : \mathbb{L}^1_0 \rightarrow \mathbb{R}} \frac{\sum_{u \in V} \omega_{uv} [f(u) - f(v)]^2}{\sum_u q_u f^2(u)}.$$

and $\lambda_0^{(D)}$ is unique.

Consider

$$\lambda_i = \inf_{f : \mathbb{L}^1_0 \rightarrow \mathbb{R}} \frac{\sum_{u \in V} w_{uv} [f(u) - f(v)]^2}{\sum_u q_u f^2(u)}$$

$$> \inf_{f : \mathbb{L}^1_0 \rightarrow \mathbb{R}} \frac{\sum_{u \in V} w_{uv} - \sum_{w_{xy} < 0} \sum_{(u, v) \in E} |w_{xy}| \ell_p \alpha_p [f(u) - f(v)]^2}{\sum_u q_u f^2(u)}$$

$$= \inf_{f : \mathbb{L}^1_0 \rightarrow \mathbb{R}} \frac{\sum_{u \in V} \tilde{\omega}_{uv} [f(u) - f(v)]^2}{\sum_u q_u f^2(u)}$$

where we have applied Jensen’s inequality. Thus, there exists some $\tilde{\omega} > \omega$ such that

$$\lambda_i^{(D)} = \inf_{f : \mathbb{L}^1_0 \rightarrow \mathbb{R}} \frac{\sum_{u \in V} \tilde{\omega}_{uv} [f(u) - f(v)]^2}{\sum_u q_u f^2(u)}.$$
Furthermore, since this is just the Rayleigh quotient corresponding to the Dirichlet eigenvalues of a connected graph, the Perron-Frobenius theorem applies and we also have that $\lambda_0(D)$ is unique. Theorem 2 also applies to the characterization of $\gamma$ in Proposition 2:

**Corollary 1.** Suppose that for a graph $G = (V, E)$, $G^+$ is connected and there exists an $\alpha : \bigcup_{(x,y) \in E} P(x, y) \rightarrow [0, 1]$ such that for any $(u, v) \in E$

1. $\sum_{p \in P(u, v)} \alpha_p = 1$ and

2. $w_{uv} \phi(u) \phi(v) - \sum_{w_{xy} < 0} \sum_{p \in P(x, y)} \omega_{xy} \phi(x) \phi(y) \ell_p \alpha_p$,

where $\ell_p = |p|$ is the length of path $p$,

$$\gamma = \frac{\inf_{g : g^2} \sum_{(u, v) \in E(G^+)} \omega_{uv} \phi(u) \phi(v) [g(u) - g(v)]^2}{\sum_u q_u g(u) \phi^2(u)}.$$

The unsightliness of $\omega$ is not lost on me. Nonetheless, the expression is quite intuitive. Basically, a potentially useful Cheeger-type bound exists whenever we can redistribute negative weighted edges along paths through $G^+$ connecting them. I present this form, however, because it is unlikely that in practical situations we will be faced with something that can be easily routed along a single path. Such a statement is easy to derive by choosing unique paths satisfying the constraints of Theorem 2, however. Corollary 6 provides one such simplification.

**Remark.** Although there exist cases where one can create cuts such that condition 2 above is always unachievable, in many cases, this is handled by the unitary rotation considered in Section 2.1.

## 5 Two Dirichlet Cheeger Inequalities

In this section, I present Cheeger inequalities using a technique similar to [36]. Unlike [36], we wish to construct an inequality for as broad a class of matrices as possible. A theorem similar to Theorem 1 was originally derived and presented by me in [15], however, at that time, I did not realize that it could be significantly strengthened to the more useful one below. First, we need to bound the contribution of the term $W$ to the eigenvalues $\lambda_i$. Because of Theorem 2 and Corollary 1, we only need to consider the case of nonnegative edge weights.

**Lemma 1.** For a graph $G = (V, E)$, suppose $\phi : V \rightarrow \mathbb{R}$ satisfies

$$\lambda - W_u \ q_u \phi(u) = \sum_{v \sim u} w_{uv} \ [\phi(u) - \phi(v)]. \tag{16}$$

for $w > 0$. Then,

$$\lambda \geq \max_{S' \in \{S \setminus V \}} \left( \frac{\sum_{u \in S'} (W_u + \lambda_0^D(S')) q_u \phi(u)^2}{\sum_{u \in S'} q_u \phi(u)^2} \right)$$

for $S = \{u \in V \mid \phi(u) \geq 0\}$ and $\lambda_0^D(S')$ the lowest Dirichlet eigenvalue of $S' \subseteq G$.

**Proof.** Without loss of generality, assume that $S' \in \{S, V \setminus S\}$ achieves the maximum above. Now, for $u \in S'$,

$$\sum_{u \in S'} (\lambda - W_u) q_u \phi(u)^2 = \sum_{u \in S'} \sum_{v \sim u} w_{uv} (\phi(u) - \phi(v)) \phi(u)$$

$$= \sum_{\{u, v\} \in E(S')} w_{uv} (\phi(u) - \phi(v))^2 + \sum_{u \in S'} \sum_{\{u, v\} \in \partial S'} w_{uv} (\phi(u) - \phi(v)) \phi(u)$$

$$\geq \lambda_0^D(S') \sum_{u \in S'} q_u \phi^2(u) - \sum_{u \in S'} \sum_{\{u, v\} \in \partial S'} w_{uv} \phi(u) \phi(v)$$

$$\geq \lambda_0^D(S') \sum_{u \in S'} q_u \phi^2(u).$$
Above, the first inequality follows from the definition of the Dirichlet eigenvalues and the second because $\phi(S')\phi(S) \leq 0$. 

**Corollary 2.** For a graph $G = (V, E)$, suppose $\phi : V \to \mathbb{R}$ satisfies

$$
(\lambda - W_u) q_u \phi(u) = \sum_{v \sim u} w_{uv} [\phi(u) - \phi(v)]. 
$$

(17)

for $w > 0$. Then,

$$
\lambda \geq \max_{S' \in \{S, V \setminus S\}} \left( \frac{\sum_{u \in S'} W_u q_u \phi(u)^2}{\sum_{u \in S'} q_u \phi(u)^2} \right)
$$

for $S = \{ u \in V \mid \phi(u) \geq 0 \}$.

Corollary 2 allows us to derive our primary Cheeger inequality, which generalizes from [36]:

**Theorem 3.** Suppose $\phi_i : V \to \mathbb{R}$, satisfy

$$
[\lambda_i - W_u] q_u \phi_i(u) = \sum_{v \sim u} w_{uv} [\phi_i(u) - \phi_i(v)] 
$$

(18)

and let $\gamma = \lambda_1 - \lambda_0$. Then,

$$
\gamma \geq \sqrt{h^2 + Q^2} - Q
$$

where

$$
Q = \frac{\sum_{u \in S} d_u \phi_0^2(u)}{\sum_{u \in S} q_u \phi_0^2(u)}.
$$

*Proof.* From Eq. (18), we have

$$
(\lambda_1 - W_u) q_u \phi_0(u) \phi_1(u) = \sum_{v \sim u} w_{uv} [\phi_1(u) - \phi_1(v)] \phi_0(u)
$$

(17)

$$
(\lambda_0 - W_u) q_u \phi_0(u) \phi_1(u) = \sum_{v \sim u} w_{uv} [\phi_0(u) - \phi_0(v)] \phi_1(u)
$$

and combining these gives us

$$
\gamma q_u \phi_0(u) \phi_1(u) = \sum_{v \sim u} w_{uv} [\phi_0(v) \phi_1(u) - \phi_1(v) \phi_0(u)]. 
$$

(19)

Now, let $f = \phi_1 / \phi_0$

$$
\gamma q_u f(u) \phi_0^2(u) = \sum_{v \sim u} w_{uv} \phi_0(u) \phi_0(v) [f(u) - f(v)]
$$

$$
\gamma q_u f^2(u) \phi_0^2(u) = \sum_{v \sim u} w_{uv} \phi_0(u) \phi_0(v) [f(u) - f(v)] f(u).
$$

Let $S \subseteq G$ be the subgraph of $G$ induced by the vertex set $V(S) = \{ v \mid \phi(v) \geq 0 \}$ and let $\omega_{uv} = w_{uv} \phi_0(u) \phi_0(v)$. Without loss of generality, we assume that $\sum_{u \in S} q_u \phi_0^2(u) \leq \sum_{u \not\in S} q_u \phi_0^2(u)$. (If this is not the case, simply take $f \mapsto -f$.). Then, for any region $S' \subseteq S$, the weighted Cheeger satisfies

$$
h_{S'} = \frac{|\partial S'|}{\text{vol}(S')} 
$$

$$
= \frac{|\partial S'|}{\sum_{u \in V(S) \setminus S'} q_u \phi_0^2(u)} \geq h. 
$$

(20)

Then,

$$
\gamma \sum_{u \in V(S)} q_u f^2(u) \phi_0^2(u) = \sum_{u \in V(S)} \sum_{v \sim u} \omega_{uv} [f(u) - f(v)] f(u)
$$

If you are a masochist, you can derive Eq. (19) directly from Proposition 2. I am not a masochist. For an idea of the variational approach, see, e.g. [38].
we have that

\[
\sum_{\{v, u\} \in E(S)} \omega_{uv} [f(u) - f(v)]^2 + \sum_{x \in V(S)} \omega_{uv} [f(u) - f(v)] f(u)
\]

since \(f(u)f(v) < 0\) whenever \(\{u, v\} \in \partial S\).

Introducing the function

\[
g(u) = \begin{cases} 
  f(u) & f(u) \geq 0 \\
  0 & \text{otherwise,}
\end{cases}
\]

we have that

\[
\gamma \geq \Phi = \frac{\sum_{\{v, u\}} \omega_{uv} [g(u) - g(v)]^2}{\sum_{u} q_u g^2(u) \phi_0^2(u)}
\]

\[
= \frac{\sum_{\{v, u\}} \omega_{uv} [g(u) - g(v)]^2}{\sum_{u \in V(S)} q_u f^2(u) \phi_0^2(u)} \left( \sum_{\{v, u\}} \omega_{uv} [g(u) + g(v)]^2 \right)
\]

\[
\geq \frac{\left( \sum_{\{v, u\}} \omega_{uv} [g^2(u) - g^2(v)] \right)^2}{\sum_{u \in V(S)} q_u f^2(u) \phi_0^2(u) \left( \sum_{\{v, u\}} \omega_{uv} [g(u) + g(v)]^2 \right)}
\]

\[
= \frac{\sum_{u \in V(S)} q_u f^2(u) \phi_0^2(u) \left( \sum_{u \in S} f(u) \phi_0(u) \sum_{v \sim u} w_{uv} \phi_0(v) - \sum_{\{v, u\}} \omega_{uv} [g(u) - g(v)]^2 \right)}{\left( \sum_{\{v, u\}} \omega_{uv} [g^2(u) - g^2(v)] \right)^2}
\]

\[
= \frac{\sum_{u \in V(S)} q_u g^2(u) \phi_0^2(u) \left( \sum_{u \in S} f^2(u) \phi_0^2(u) q_u \left( W_u + \frac{d_u}{q_u} - \lambda_0 \right) - \sum_{\{v, u\}} \omega_{uv} [g(u) - g(v)]^2 \right)}{\left( \sum_{\{v, u\}} \omega_{uv} [g^2(u) - g^2(v)] \right)^2}
\]

\[
\geq \frac{\left( \sum_{\{v, u\}} \omega_{uv} [g^2(u) - g^2(v)] \right)^2}{\left( \sum_{u} q_u g^2(u) \phi_0^2(u) \left( \sum_{u \in V(S)} q_u \phi_0^2(u) \right) - \Phi \right)}
\]
Above, both inequalities follow from Eq. \((20)\) and the final line from summation by parts. Introducing this into Eq. \((21)\),

\[
\Phi \geq \frac{\left(\sum_{\{v,u\}} \omega_{uv} |g^2(u) - g^2(v)|\right)^2}{\left(\sum_{u \in V(S)} q_u f^2(u) \phi_0^2(u)\right)^2 (2\gamma + 2Q - \Phi)}
\]

\[
\geq h^2 \frac{\left(\sum_{u \in V(S)} q_u f^2(u) \phi_0^2(u)\right)^2}{\left(\sum_{u \in V(S)} q_u f^2(u) \phi_0^2(u)\right)^2 (2\gamma + 2Q - \Phi)}
\]

\[
= \frac{h^2}{2\gamma + 2Q - \Phi}.
\]

Now,

\[
h^2 < (2\gamma + 2Q - \Phi)\Phi
\]

\[
= 2(\gamma + Q)\Phi - \Phi^2
\]

\[
\leq 2D\gamma - (\Phi - \gamma)^2 + \gamma^2
\]

\[
\leq 2Q\gamma + \gamma^2,
\]

so that \(\gamma \geq \sqrt{h^2 + Q^2} - Q\). \(\square\)
Remark. At this point, it is worth pausing to recognize just how much tighter the bound one finds from Theorem 3 is than its expansion around \( h = 0 \). Had we simply assumed \( h \) was small, we would have arrived at the inequality \( \gamma \geq h^2/2Q - h^4/8Q^3 \). For \( W = 0 \), one would expect the inequality \( \gamma \geq h^2/(2Q) \), so our result is only slightly weaker than anticipated. At first glance, one might expect this to be our desired bound. Unlike the \( W = 0 \) case, however, we do not expect that \( h \) will usually be small. In fact, for strongly peaked distributions, we expect that \( h \) can be rather large. Thus, retaining the expression of Theorem 3 can be essential to using this bound for most choices of \( W \).

The following inequality looks more like the standard Cheeger inequality and does not turn negative, however it is weak for large \( h \). It follows immediately from the inequality \( 2(\sqrt{x+1} - \sqrt{x}) > 1/\sqrt{x+1} \) when \( x > 0 \).

**Corollary 3.** Suppose \( \phi_i : V \rightarrow \mathbb{R} \), satisfy

\[
[\lambda_i - W_u] q_u \phi_i(u) = \sum_{v \sim u} w_{uv} \left[ \phi_i(u) - \phi_i(v) \right]
\]

and let \( \gamma = \lambda_1 - \lambda_0 \). Then,

\[
\gamma \geq \frac{h^2}{2 \sqrt{h^2 + Q^2}}
\]

where \( Q \) is as in Theorem 3.

Applying Theorem 2 and Theorem 3 with the appropriate choice of \( Q \) also yields the following corollaries:

**Corollary 4.** Suppose \( H = L + W \) is an \( n \times n \) real symmetric matrix with eigenvalues \( \lambda_0 \leq \lambda_1 \leq \ldots \leq \lambda_{n-1} \) where \( L \) is the combinatorial Laplacian of \( G \). Then, if \( G^+ \) has degree at most \( d_{\text{max}} \)

\[
\lambda_1 - \lambda_0 \geq \sqrt{h^2 + d_{\text{max}}^2} - d_{\text{max}}
\]

for the distributed Cheeger constant

\[
h = \sup_{\alpha > 0} \sum_{p \in P(u,v)} \alpha_p = 1
\]

\[
h_{\alpha} = \min_{S} \max_{S' \in \{S, \overline{S}\}} \frac{\sum_{(u,v) \in \partial S} \omega_{uv}(\alpha) \phi(u) \phi(v)}{\sum_{u \in S'} \phi^2(u)}
\]

where

\[
\omega_{uv}(\alpha) = \left( w_{uv} - \sum_{w_{xy} < 0} p \in P(x,y) \left\{ w_{xy} \right\} \alpha_p \right)
\]

as in Theorem 2.

**Corollary 5.** Suppose \( H = L + W \) is a real symmetric matrix with eigenvalues \( \lambda_0 \leq \lambda_1 \leq \ldots \leq \lambda_{N-1} \) and corresponding ground-state \( \phi \) where \( L \) is the normalized Laplacian of \( G \). Then,

\[
\lambda_1 - \lambda_0 \geq \sqrt{h^2 + 1} - 1
\]

for the distributed Cheeger constant

\[
h = \sup_{\alpha > 0} \sum_{p \in P(u,v)} \alpha_p = 1
\]

\[
h_{\alpha} = \min_{S} \max_{S' \in \{S, \overline{S}\}} \frac{\sum_{(u,v) \in \partial S} \omega_{uv}(\alpha) \phi(u) \phi(v)}{\sum_{u \in S'} \phi^2(u)}
\]

where

\[
\omega_{uv}(\alpha) = \left( \omega_{uv} - \sum_{w_{xy} < 0} p \in P(x,y) \left\{ w_{xy} \right\} \alpha_p \right)
\]

as in Theorem 2.

The form of Corollary 4 and Corollary 5 is not as elegant as Theorem 3, but we shouldn’t be turned off so easily; each corollary has a pleasing interpretation. Begin by taking negative edge weights and redistribute them along positive paths as best you can. The Cheeger constant of the resulting graph is always a lower bound for the gap.
6 Applications

6.1 Some simple reductions

The approach of Section 4 is more general than one might desire. All we have effectively done in that section is apply Jensen’s inequality. Restricting to unique paths, we have the following corollary to Theorem 2.

Corollary 6. Suppose that for the graph $G = (V, E)$, $\gamma$ is the spectral gap of $L + W$ where $L$ is the combinatorial Laplacian of $G$. Then, if $G^+$ is connected and there exists a set of non-overlapping paths such that

$$P = \{P(u, v) \in E^+ \mid \{u, v\} \in E^- \text{ and } w(e \in P(u, v)) - |w_{uv}| |P(u, v)| \geq 0\}.$$ 

Then, $\gamma(G) \geq \gamma(G \setminus P)$ where all constants are as in Section 3.

Comparison theorems like this are rather easy to derive by choosing the appropriate set of paths through $G$. One can also use this to derive a Cheeger inequality that uses the Cheeger constant $h$ of $G^+$ on both sides.

Theorem 5. Suppose that for the graph $G = (V, E)$, $\gamma$ is the spectral gap of $L + W$ where $L$ is the combinatorial Laplacian of $G$. Then, if $G^+$ is connected and there exists a set of non-overlapping paths such that

$$P = \{P(u, v) \in E^+ \mid \{u, v\} \in E^- \text{ and } w(e \in P(u, v)) - |w_{uv}| |P(u, v)| \geq \epsilon\}.$$ 

Then,

$$2h \geq \gamma \geq \epsilon(\sqrt{h^2 + Q^2} - Q)$$

where all constants are as in Section 3.

Proof. This follows readily from Theorem 3. First, it is obvious that the degree $Q'$ resulting from routing negative edge weights must satisfy $Q' \geq \epsilon Q$. Thus, one must only show that $k$, the weighted Cheeger constant of $G^+$ after routing, satisfies $k \geq \epsilon h$. If we let $\omega$ be the edge-weights after appropriately routing the original weight function $w$,

$$k = \frac{\sum_{u \in S} w_{uv}(\phi(u)\phi(v))}{\sum_u \phi^2(u)} \geq \epsilon \frac{\sum_{u \in S} w_{uv}(\phi(u)\phi(v))}{\sum_u \phi^2(u)} \geq \epsilon h.$$

\hfill \Box

6.2 Cheeger comparison theorems

To obtain a somewhat useful comparison theorem, we require the following characterization of the weighted Cheeger constant $h$, which derives from a lengthy calculation beyond the scope of this paper. For a derivation that generalizes easily, see [36]. Specifically,

$$h = \inf_{f \neq 0} \sup_{c} \left\{ \frac{\sum_{u,v} w_{uv}(\phi_0(u)\phi_0(v) |f(u) - f(v)|)}{\sum_u q_u \phi_0^2(u)} \right\}$$

(23)

where $\phi_0$ is the ground-state of the corresponding Hamiltonian (Laplacian). Note that when $H$ is just a Laplacian, or $W = 0$, $h$ is the standard Cheeger constant of the corresponding graph. With this, we can prove the following theorem:

Theorem 5. Suppose that $g$ is the Cheeger constant of $L_q$ corresponding to $G = (V, E)$ with weight function $w : V \times V \rightarrow \mathbb{R}$. Further, suppose $h$ is the weighted Cheeger constant of $H = L_q + W$ resulting from imposing the Dirichlet condition as in Section 2.3.2. Then, if $H$ has ground-state $\phi$ satisfying the curvature inequality,

$$\sum_{u \sim v} w_{uv} |\phi(u) - \phi(v)| \leq \frac{\epsilon}{2} \phi(u)$$

the Cheeger constants $h$ and $g$ satisfy

$$g \leq h + \lambda_0(H) + \epsilon Q$$

where $Q$ is the maximum degree of $G$ if $L_q$ is the combinatorial Laplacian and 1 if $L_q$ is the normalized Laplacian.
Proof. Note that $g$ corresponds to a case where $\phi_0(u \in V(G)) = 1$ in Eq. (23). Thus,
\[
g = \inf_{f \neq 0} \sup_{c} \frac{\sum_{(u,v) \in E(G) \cup \partial G} w_{uv}|f(u) - f(v)|}{\sum_u q_u|f(u) - c|}.
\]
Now, let $S \subseteq G$ be the subset of $G$ that achieves $h$. We introduce
\[
f(u) - C = \begin{cases} \phi^2(u) & u \in S \\ -\phi^2(u) & u \notin S, \end{cases}
\]
where $\phi$ is the ground-state of $H$. Now,
\[
g \leq \sum_{u,v} w_{uv} (\phi^2(u) + \phi^2(v)) + \sum_{u,v} w_{uv}|\phi^2(u) - \phi^2(v)|
\]
\[
\leq 2h \sum_{u \in V(S)} q_u \phi^2(u) + \sum_{u,v} w_{uv} (\phi(u) - \phi(v))^2 + \sum_{u,v} w_{uv}|\phi^2(u) - \phi^2(v)|
\]
\[
\leq h + \lambda_0(H) + \sum_{u,v} w_{uv} \left[ 2 \min\{\phi(u), \phi(v)\} |\phi(u) - \phi(v)| \right]
\]
\[
\leq h + \lambda_0(H) + \sum_{u,v} w_{uv} \left[ 2 \min\{\phi(u), \phi(v)\} |\phi(u) - \phi(v)| \right]
\]
\[
\leq h + \lambda_0(H) + \epsilon \frac{\sum_{u,v} w_{uv} |\phi(u) - \phi(v)|}{\sum_{u,v} w_{uv}}
\]
\[
\leq h + \lambda_0(H) + \epsilon \frac{\sum_{u} q_u \phi^2(u)}{\sum_{u} q_u \phi^2(u)}
\]
\[
\leq h + \lambda_0(H) + \epsilon Q.
\]
Thus,
\[
g \leq h + \lambda_0(H) + \epsilon Q.
\]

The above theorem is not as tight as we would ideally like. In the future, it would be advantageous to derive a better analogue of the results in [37]. Although continuous, those results suggest that one could derive a comparison theorem such that $ch \geq g$ for some constant $c$ that depends only upon the structure of the space. Additionally, it seems likely that in the case that $\phi$ is unimodal, the weighted Cheeger constant is proportional to the Cheeger constant of the host graph. Nonetheless, a proof remains elusive.
6.2.1 Subgraph Comparison

We can prove something a bit better, by comparing subgraphs of our Hamiltonian and applying Lemma 1. For any $S$, let $h_S$ be as in Eq. (20). That is,

$$h_S = \frac{|\partial S|}{\min\{\text{vol}(S), \text{vol}(\overline{S})\}}$$  \hspace{1cm} (24)

where all quantities are as in Section 3.

If we again restrict to the case that $H$ is stoquastic, then we can apply the technique of Lemma 1 to prove a theorem which makes clear the significance of the Cheeger constant for any particular cut $S \subseteq G$. In the following theorem, we make use of the Dirichlet representation of Section 2.3.2. In other words,

$$\lambda_0(H) = \inf_{f|_{\partial S} = 0} \frac{\sum_{\{u,v\} \in E(S) \cup \partial G} w_{uv}(f(u) - f(v))^2}{\sum_{u \in V(S)} q_u f^2(u)}.$$

Thus, for any subgraph $S \subseteq G$, we can consider $\delta G \subseteq \delta S$. Another way of stating this, is that

$$\lambda_0^D(H, S) = \inf_{f|_{\partial S} = 0} \frac{\sum_{\{u,v\} \in E(S) \cup \partial S} w_{uv}(f(u) - f(v))^2}{\sum_{u \in V(S)} q_u f^2(u)}$$

The following theorem compares the Dirichlet eigenvalues of the subgraph $S$ to those of $G$.

**Theorem 6.** Suppose that $H$ is a stoquastic Hamiltonian with ground state $\phi > 0$, corresponding to a graph $G$ with subgraph $S \subseteq G$. Then,

$$h_S \geq \lambda_0^D(H, S) - \lambda_0(H).$$

Above, $h_S$ is as in Eq. (24) and $\lambda_0^D(H, S)$ is the Dirichlet eigenvalue of the subgraph $S$ of the host graph $G \subseteq G'$, defined by

$$\lambda_0^D(H, S) = \inf_{f|_{\partial S} = 0} \frac{\sum_{\{u,v\} \in E(S) \cup \partial S} w_{uv}(f(u) - f(v))^2}{\sum_{u \in V(S)} q_u f^2(u)}.$$

**Proof.** First, we begin with the appropriate definition of the Dirichlet eigenvalues of a subgraph.

We begin as in Lemma 1. Without loss of generality, assume that $\text{vol}(S) \leq \text{vol}(\overline{S})$. Now,

$$\sum_{u \in V(S)} \left(\lambda_0(H) - W_u\right) q_u \phi^2(u) = \sum_{u \in S} \sum_{\{u,v\} \in E(G)} w_{uv}(\phi(u) - \phi(v)) \phi(u)$$

$$\lambda_0(H) \sum_{u \in V(S)} q_u \phi^2(u) = \sum_{\{u,v\} \in E(S)} w_{uv}(\phi(u) - \phi(v))^2 + \sum_{u \in V(S)} q_u W_u \phi^2(u) + \sum_{\{v,u\} \in \partial S \setminus \partial G} w_{uv} (\phi(u) - \phi(v)) \phi(u)$$

$$\geq \lambda_0^D(H, S) \sum_{u \in V(S)} q_u \phi^2(u) - \sum_{\{v,u\} \in \partial S} w_{uv} \phi(u) \phi(u)$$

$$= (\lambda_0^D(H, S) - h_S) \sum_{u \in V(S)} q_u \phi^2(u).$$

Since we know that $\sum_{u \in V(S)} q_u \phi^2(u) > 0$,

$$h_S \geq \lambda_0^D(H, S) - \lambda_0(H).$$

In other words, whenever $h_S$ is exponentially small, there exists a Dirichlet eigenfunction for some subgraph that approximates the ground-state eigenvalue of $H$. This is equivalent to saying that there exists some block of $H$ that has approximately the same ground-state eigenvalue as $H$ itself.
7 Physical implications

These results lead to a very concrete understanding of the nature of the spectral gap in most quantum systems. In a very strong sense, the presence of a spectral gap implies that the ground-state wave function must not contain bottlenecks. Although this may be unsurprising, all prior results fail to confirm the intuition when $\|W\|$ is sufficiently large. In this paper, I have eliminated the ability for physics behave unexpectedly in such situations. That is, we now know that gapped Hamiltonians must not contain strong bottlenecks in their ground-states and, additionally, the appropriate scaling of this claim. Equivalently, the presence of a bottleneck guarantees a small spectral gap.

This conceptual point does not yet hold in reverse. That is, we have not shown that a small gap implies a strong bottleneck. It is possible that there exist Hamiltonians with ground-states without bottlenecks that nonetheless have small spectral gaps. This particular point may be of some physical interest and worth exploring, however in the context that inspired this work is somewhat less interesting.

Probably the major advantage of this characterization is that we can now definitively say that, for the standard adiabatic theorem to guarantee an efficient adiabatic process, at no point in the evolution must $H$ have a bottlenecked ground-state. Some results suggest that, at least with existing Monte Carlo techniques, states without bottlenecks can still be hard to simulate [2, 11, 20]. Nonetheless, a guaranteed lack of bottlenecks reaffirms my agnosticism about whether one might be able to classically and efficiently sample from ground-state distributions arising from large-gap stoquastic Hamiltonians. Shifting dialogue away from spectral gaps and towards bottlenecked distributions as also suggested in [4, 13] will, hopefully, shed light on this question one way or the other.

8 The Bashful Adiabatic Algorithm

In this section, I show how one might be able to exploit the weighted Cheeger constant to improve quantum adiabatic algorithms. A quantum process solves the Schrödinger equation

$$\frac{d\phi(t)}{dt} = H(t/T)\phi(t) \quad \phi(0) = \phi_0(0)$$

where $\phi_0(t)$ is the ground-state of $H(t/T)$. An adiabatic algorithm seeks to produce the distribution $\phi(T) \approx \phi_0(T)$ and the adiabatic theorem guarantees that this can be done provided that a quantity like $\gamma^{-2}(H(t/T)) \left\| \frac{dH(t/T)}{dt} \right\|$ is never too large [29]. Abusively, for this section, we call the Hamiltonian $H(t/T)$ the “schedule”. At least in the case of real Hamiltonians, our inequality opens up the possibility of adaptive adiabatic algorithms, or those where we adjust the rate of variation of $H$ in response to the size of the gap.

In many cases, $h$ reduces the problem of bounding the spectral gap to determining information about the ground-state. This allows one to stop an evolution early, say at $t < T$ and bound the gap at that point. That is, suppose we know $\phi(t) \approx \phi_0(t)$ for some $t$. Then, if we can use $\phi(t)$ to approximate $h$, we can assume that we know $\gamma(H(t/T))$. One can use Weyl’s inequality or another perturbative argument to then guarantee that $\gamma(H(\tau/T)) \geq c$ for some choice of $c$ and $\tau > t$.

Thus, we can restart the adiabatic from $t = 0$ and choose an appropriate $dH(t/T)/dt$ such that $\phi(\tau) \approx \phi_0(\tau)$. Repeating this until $\tau = T$ would give us the entire adiabatic path with, potentially, only polynomial overhead. This algorithm, which I am calling the Bashful Adiabatic Algorithm (BAA), is sketched below.6

Bashful Adiabatic Algorithm

1. Assume $H_\tau(1) = H_0(1)$ for all choices of $\tau$.
2. Choose a schedule $H_\tau$ with $\min_{t<\tau} \gamma(H_\tau(t/T)) > \gamma_{\text{min}}$.
3. Prepare the state $\phi_0(0)$ of $H_0(0)$.
4. while $\tau < T$ do
   5. \hspace{1em} Generate $N$ copies of $\phi(\tau)$ from $\phi(0)$ using the schedule $H_\tau(t/T)$.
   6. \hspace{1em} Sample $\{\phi(\tau)\}$ and (if possible) approximate the weighted Cheeger constant of $H_\tau(\tau)$.
   7. \hspace{1em} Use the result to bound $\min_{t<\tau+\delta\tau} \gamma(H_{\tau+\delta\tau}(t/T))$ for some new schedule $H_{\tau+\delta\tau}(t/T)$.
   8. $\tau \leftarrow \tau + \delta\tau$.
5. return $\phi(T)$ using the schedule $H_T(t/T)$.

This algorithm would run in time $O((T/\delta\tau)^2 (X + N\delta\tau))$, where $\delta\tau$ is the smallest timestep taken, $N$ is the number of copies needed, and $X$ the longest time it takes to compute $h$. The reader should note that even if $\delta\tau$ must get very

6BAA reminds me of its sheepishness.
small (because $\gamma$ gets very small), so long as it is only small for a sufficiently short period of time, we should be able to locally decrease $\| \frac{d\varphi}{dt} \|$ and obtain much tighter scaling than that proposed above. Furthermore, we can ensure that our $\| \frac{d\varphi}{dt} \|$ is taken as large as possible while remaining consistent with the adiabatic theorem, or that our path (through time) is chosen optimally. The ability to compute $h$ may allow one to predict when an adiabatic path needs to be changed, as suggested in [18].

Even given the ability to sample $\varphi_0$, we would still require an efficient method for approximating $h$. Although I do not expect this to be possible for an arbitrary graph and $\varphi_0$, this may indeed be possible for some classes of graphs and reasonable assumptions about $\varphi_0$. It is likely that a statement like Lemma 1 will be useful in this regard. Additionally, while there will clearly be distributions where an approximation strategy for $h$ should fail, it is quite possible that these same instances correspond to otherwise intractable optimization problems.

As an example, one can think of the graph $G = (V, E)$ with $V = \{ u_i \mid i \in [1, n] \}$ and $E = \{ \{ u_i, u_{i+1} \} \mid i \in [1, n-1] \}$. Suppose that for some $j \notin \{ i, i+1 \}$, the Hamiltonian has ground-state

$$
\varphi_0(u_i, \tau) = \begin{cases} 
  c_1 & i = 1 \\
  c_j & i = j \\
  C & i \notin \{1, j\}.
\end{cases}
$$

Choosing $C \sim e^{-n}$, if $c_1 > c_j \sim \text{poly}(n)$, then there exists a cut such that $h$ is exponentially small in $n$. Using $L$ as the graph Laplacian for this graph, this is achieved by, for example, the ground-state of $H = L + W$ with diagonal matrix $W \equiv \text{diag} (W_u)_{u \in V}$

$$
W_u = \begin{cases} 
  cx^{-1} & i = 1 \\
  xc^{-1} & i = 2 \\
  c^{-1} & i = |V| - 1 \\
  c & i = |V| \\
  1 & \text{otherwise}
\end{cases}
$$

and an appropriate choice of $c$ and $x$. (Take $c$ to be small and choose $x$ to produce the desired ratio of $c_1/c_{|V|}$.)

Distinguishing this from the case where $c_j \sim e^{-n}$, which implies that $h$ is only polynomially small in $n$ (see [13]), seems to be close to efficiently solving unstructured search. Thus, if one were to investigate an algorithm for approximating $h$, one might need to consider a divide-and-conquer approach that considers separate adiabatic processes constrained to different subgraphs for sufficiently concentrated $\varphi_0$. Another possibility would be to attempt to adapt existing algorithms for approximating the Cheeger constant in large networks [34]. Exploring this question is well beyond the scope of the present work, but would nonetheless be very interesting.

9 Open questions and future work

These inequalities lead to quite a few open questions.

- First and foremost, I think, is the question of whether one can ever efficiently approximate the weighted Cheeger constant and what information/constraints would be necessary to do so. The standard combinatorial Cheeger constant has been the object of extensive study and we know determining it to be NP-hard [40]. Nonetheless, one can efficiently approximate the Cheeger constant, however the scaling of such estimates is probably insufficient for quantum systems. Additionally, given that the weighted Cheeger constant depends on more information than the combinatorial Cheeger constant, estimating the weighted Cheeger constant might be considerably harder. Nonetheless, it is possible that in sparse graphs, such as those that would naturally arise from physical systems of interest, this quantity might not be too difficult to approximate, especially if one is willing to take a poor estimate. If one can approximate $h$ efficiently enough in a large enough number of cases, one might potentially use this information to choose an adiabatic path for adiabatic quantum computation as discussed in the previous section [18].

- Also, because this work demonstrates the deficiencies in gap analysis, it would be interesting if one could prove a version of the adiabatic theorem specific to bottlenecked states. In particular, an adiabatic theorem that stresses Dirichlet eigenfunctions would probably be able to capture the “relevant” portion of the wavefunction. One can imagine a situation where the solution to some optimization problem is in a subgraph $S \subseteq G$ where there exists no bottleneck and $\phi$ is large and, yet, $S$ contains a strong bottleneck somewhere. It would be interesting to see if such situations arise frequently, infrequently, or never. I suspect they arise frequently, and thus deriving adiabatic theorems that restrict to the subgraph $S$ that we wish to explore would have a hope of providing much better runtime bounds.
Another question is whether one can derive useful comparison theorems between the gap of the host graph and the gap of Hamiltonian, as alluded to in Section 6. Desirable forms for comparison theorems can be found in many places, such as [36, 38]. (The interested reader should beware, however, as [36, Theorem 3] is incorrect due to a sign error and the result is carried through to two of the main corollaries of the paper. Theorem 4 of that paper also appears to be incorrect, and the best one can hope for is a statement like the present Theorem 5.) It seems likely that, at least for unimodal ground-states on strongly convex subgraphs of homogeneous graphs (see [38]), one should be able to show that the gap of the Hamiltonian scales with the gap of the graph. Additionally, [13] shows that a condition like log-concavity is not enough to guarantee unimodality. In that paper, a seemingly bimodal distribution can satisfy log-concavity due to the nature of the boundary, whereas the continuous definition of log-concavity would imply unimodality.

Finally, one might consider what useful information the frustration index can provide about the spectral gap. In [6], the author derives isoperimetric inequalities that utilize the frustration index. It is entirely possible that a suitably defined index can yield tighter bounds than those derived through our reductions here. It also seems likely that this concept might be a key component to obtaining gap lower bounds in the general Hermitian case.
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