Scaling Properties in Time-Varying Networks with Memory
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Abstract. The formation of network structure is mainly influenced by an individual node’s activity and its memory, where activity can usually be interpreted as the individual inherent property and memory can be represented by the interaction strength between nodes. In our study, we define the activity through the appearance pattern in the time-aggregated network representation, and quantify the memory through the contact pattern of empirical temporal networks. To address the role of activity and memory in epidemics on time-varying networks, we propose temporal-pattern coarsening of activity-driven growing networks with memory. In particular, we focus on the relation between time-scale coarsening and spreading dynamics in the context of dynamic scaling and finite-size scaling. Finally, we discuss the universality issue of spreading dynamics on time-varying networks for various memory-causality tests.

PACS. 89.75.Hc Networks and genealogical trees – 87.23.Ge Dynamics of social systems – 82.20.Wt Computational modeling; simulation – 05.45.Tp Time series analysis

1 Introduction

Network analysis becomes essential nowadays to figure out the dynamical and structural properties of interacting systems, such as physical, biological, social, and economic systems. Most network studies have been done in static representations, where network structures are almost fixed for the simplicity. However, in general, interactions among individuals in the system are time-varying and links are also of short duration \cite{1}. As a result, the system forms a so-called “temporal network” \cite{2}, where structural changes of the system in time cannot be ignored anymore. For the case of temporal networks \cite{3,4,5}, unlike the case of static ones, it is very important to consider both structural properties and time-ordered records of events. Therefore, in dynamical systems, understanding the network structure formation in time becomes crucial.

Along with the development of technologies, it has been possible to obtain time-stamped data \cite{6,7,8,9,10,11}. Lots of efforts to understand dynamical systems have been tried with various methods, from empirical data analyses to analytical approaches \cite{3,12,13,14,15,16,17}, which indicate that the time-ordered information of links and resulting network topologies do alter the properties of spreading phenomena in epidemics. Previous studies were mostly based on connectivity-driven models that properly describe structural features with very slow changes, but are not appropriate for short-time scale properties. To overcome such limitations, various time-scale tests have been discussed in \cite{18,19,20,21,22} with ambiguous definitions. Moreover, time-window graphs have also been studied to answer the question of finding the optimal time-window size of the system, of which more detailed discussions can be found in \cite{20} and the most recent review paper \cite{2} (see references therein for the Sect. 3.2.3 also). On the other hand, a new model called activity-driven model were suggested \cite{23} that can generate the instantaneous time description of the networks. While Markovian activity-driven models for human activity patterns can easily explain the process of structural features in time-varying networks, they cannot capture the existence of memory (either non-Markovian or history-dependent time-causality), which plays an crucial role in emerging dynamical heterogeneities \cite{13,24,25,26,27,28}. For a better discussion on the origin of such anomalous behaviors due to the memory effect, several attempts have been performed, where memory is considered as exploration \cite{26}, preferential return \cite{29}, social reinforcement \cite{30}, and triadic-close mechanism \cite{31}, respectively.

In this paper, we propose a modified activity-driven model with the memory effect on temporal networks, which can be understood as a simple variant of previous models. Using the time-aggregated networks of five real datasets \cite{32,33,34}, we estimate the range of network parameters to provide the proper definitions of activity and memory in our model. After tuning the parameters, we investigate the
role of activity and memory in epidemics \[35\] (by the conventional susceptible-infected model, SI), temporal-pattern coarsening in time-varying networks (by a random greedy walker, similar to the most recent study \[36\]), and aging tests in coarsening schemes, where we employ the extended finite-size scaling (FSS) technique against the time-window size (1 extended finite-size scaling (FSS) technique against the 
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2 Model

As key features in human social behaviors, e.g., epidemic spreading \[37,38,39\], we consider both activity and memory of individuals. While the former can be interpreted as the personal inherent ability, the latter can be understood as the personal information for the internal record of previous contacts as time elapses. Hence memory can be treated as a physical quantity that is acquired through social environment, which is first encoded, kept stored with infinite capacity, and retrieved in future dynamics. Particularly, in our model, memory is used as the time-accumulated personal (long-term) experience, i.e., the non-Markovian strength with the individual history and preference per node. Based on the similar concept, previous studies have used a variety of definitions: activity potential \[23\], reinforced process \[26\], the interplay of exploration and preferential return \[29\], and triadic-closure mechanism \[31\].

Based on the network analysis of five different empirical datasets: School (2011, ‘12), Hospital \[32\], Brazil \[33\], and Email \[34\], in the context of time-aggregated networks, we propose a modified activity-driven model with the memory effect. Particularly, we tune model parameters to understand the temporal patterns of empirical datasets.

2.1 Activity and memory in empirical data

We define the activity rate at a node \(i\) as \(a_i\) (the number of appearance per time), which is directly related to the strength, \(s_i = ma_iT + \ell_i(T)\), in static networks. Here \(\ell_i(T)\) is the number of connections from other active nodes until the maximum time \(t = T\), and \(m\) is the number of links generated from an active node. It is noted that the strength distribution in temporal networks, can be obtained from the time-aggregated representation at \(t = t_w\).

Figure 2 shows how the strength distribution behaves, \(P(s) \sim s^{-\gamma} \exp(-s/c)\), and its complementary cumulative function, \(C(s)\), decays for five empirical datasets. Note that the functional shape indicates the heterogeneity of nodes’ activities. Such results can be categorized into the two classes of the activity distribution \(P(a)\) as follows:

\[
P(a) \sim a^{-\gamma} \exp(-a/c) \sim \begin{cases} \exp(-a/c) & \text{(exponential),} \\ a^{-\gamma} & \text{(power-law),} \end{cases}
\]

where \(\gamma\) is the activity exponent with \(\gamma \geq 0\), and \(c\) is the characteristic size of activity when \(\gamma = 0\).

In contrast, the memory effect can be described as the contact pattern and preference between nodes in time-varying networks. As shown in Figure 3, we observe that the tendency to create new links are not random when the
memory exists, where we measure two following quantities with personal contact-time step, \( n \) (not real time \( t \)), see the difference between \( t \) and \( n \) in Figure 3: (i) the average degree as a function of \( n \), \( \langle k(n) \rangle \), and (ii) the normalized rank frequency, \( \langle f_n(r) \rangle \), against the rank of weighted links \( \{w_{ni}\} \), \( r = \text{rank}[w_{ni}] \). When each node can memorize its past, we find that the tendency to contact previously connected nodes with the different link preference, as \( n \) increases, which is similar to the scaling patterns of visited locations in human mobility [25].

In Figure 3, we observe that \( \langle k(n) \rangle \) scales as

\[
\langle k(n) \rangle = \frac{\sum_{i=1}^{N} k_i \delta(n_i - n)}{\sum_{i=1}^{N} \delta(n_i - n)} \sim n^\alpha.
\]

where \( k_i \) is the cumulative degree of a node \( i \) up to the contact-time step \( n_i \), \( \delta(x) \) is the Dirac delta function, and \( N \) is the total number of nodes in a time-aggregated network at \( t_{\text{w}} = T \).

As a result, the probability to contact a new one is described as follows:

\[
P_{\text{new}}(n) = \frac{d\langle k(n) \rangle}{dn} = An^{\alpha-1} = An^{-\beta},
\]

where \( \beta \) is the memory exponent with \( 0 < \beta < 1 \), and \( A \) is the memory coefficient. In other words, nodes interact with previously connected nodes with the probability, \( P_{\text{old}}(n) = 1 - P_{\text{new}}(n) \), and the memory effect gets stronger as \( \beta \to 1 \). Here we set the memory coefficient \( A \) to the average value of memory coefficient \( \langle A \rangle \), which is taken from the histograms of \( A \) in five empirical datasets (see Fig. 4).

In Figure 3, we find that the different preference exists in the choice of ever connected neighbors per node, where we measure the normalized rank frequency of weight links, \( \langle f_n(r) \rangle \):

\[
\langle f_n(r) \rangle = \frac{\sum_{i=1}^{N} f_i(r) \delta(n_i - n) + 1}{\sum_{i=1}^{N} \delta(n_i - n) + 1} \sim r^{-1},
\]

where \( f_i(r) \equiv \text{rank} \{w_{ni}\} / n_i \) at a node \( i \), and \( \theta(x) \) is a Heaviside step function. It implies that nodes have a propensity to interact with the nodes that are frequently connected before.

**Table 1.** All the detailed information for five datasets are summarized, where \( N \) is the total number of nodes, \( T \) is the maximum time (the total number of interaction steps), \( \gamma \) is the strength/activity exponent, \( c \) is the characteristic strength/activity, \( A \) is the average memory coefficient, and \( \beta \) is the memory exponent.

| Dataset       | \( N \) | \( T \) (step) | \( \gamma \) | \( c \) | \( A \) | \( \beta \) |
|---------------|--------|----------------|-------------|-------|-------|--------|
| School (2011) | 126    | 28 561        | 0           | 400   | 0.6   | 0.5    |
| School (2012) | 180    | 45 047        | 0           | 500   | 0.5   | 0.5    |
| Hospital      | 75     | 32 424        | 0           | 1000  | 0.5   | 0.5    |
| Brazil        | 16 730 | 50 632        | 2.5         | \( \infty \) | 1.0   | 0.12   |
| Email         | 57 182 | 447 543       | 2.0         | \( \infty \) | 0.5   | 0.20   |

**Fig. 3.** For five datasets (see Tab. 1) that are considered as time-aggregated networks: (a) the average degree, \( \langle k(n) \rangle \), is plotted against the personal contact-time step, \( n \), which scales as \( \langle k(n) \rangle \sim n^\alpha \) with \( 0 < \alpha < 1 \); (b) the normalized rank frequency, \( \langle f_n(r) \rangle \), is plotted against the rank of the link weight, \( \{w_{ni}\} \), \( r = \text{rank}[w_{ni}] \), for various \( n = 200, 400, ..., 3200 \); (c) For a better understanding of \( n \), the comparison of \( n \) with real time \( t \) are illustrated. In the static representation, \( n_{1,\text{max}} = s_t \).

**Fig. 4.** The histograms of the memory coefficient \( A \) are measured in five empirical datasets: (a) School (2011) (b) School (2012) (c) Hospital (d) Brazil (e) Email, respectively, where the average value of \( A \) is shown inside each plot.
2.2 Model network formation

Based on the results obtained from five empirical datasets in the time-aggregated representation, we propose a simple network model of \( N \) nodes, which is designed to capture the emergence of heterogeneous network properties with the memory effect as follows:

1. First, consider \( N \) disconnected nodes.

2. At each discrete time increment \( \Delta t \), each node can be active with the probability \( p_i = a_i / \max_{j=1}^N \{ a_j \} \). Once a node \( i \) becomes active, it can generate \( m \) links.

3. Each active node \( i \) follows:
   - Case 1 - If the activation is for the first time, connect the node \( i \) to any node at random, except for itself.
   - Case 2 - Otherwise, do either (i) or (ii):
     - (i) Create a new link with the probability
       \[
       P_{\text{new},i} = \alpha n_i^{-\gamma/2} \beta, \]
       and connect it to a new node at random.
     - (ii) With \( P_{\text{old},i} = 1 - P_{\text{new},i} \), connect the node \( i \) to one of ever connected nodes with the probability
       \[
       \Pi_{ij}(n_i) = \frac{w_{ij}(n_i)}{\sum_{i=1}^{t-1} w_{it}(n_i)} \]
     - At the next time step \( t + \Delta t \), update the memory for each node, and delete all the edges in the network at \( t \).

4. Repeat the above procedure until \( t = T \).

Here all the parameters in the model are based on five datasets (see Tab. I), and we set \( m = 1 \) for short-time scale interactions without loss of generality.

2.3 Network analysis: Model vs. real data

For a better understanding of two selected datasets, School (2012) and Brazil, we perform numerical simulations in terms of two model settings based on Table I.

In Figures 5a and 5b, network properties for the model are compared with those for the corresponding dataset at \( t_w = T/4 \) and \( t_w = T \), respectively: (a) School (2012) vs. the model with \( N = 100, T = 25 \,000 \) (step), \( \gamma = 0, c = 1/500, A = 0.5, \beta = 0.50 \). (b) Brazil vs. the model with \( N = 15 \,000, T = 50 \,000 \) (step), \( \gamma = 2.5, c = \infty, A = 1.0, \beta = 0.12 \).
3 Numerical Results

In this section, we investigate the role of activity and memory in epidemics for time-aggregated networks, the temporal-pattern coarsening effect on the diffusion by a random greedy walker in time-varying networks, and the aging effect on temporal coarsening schemes, where we employ the extended finite-size scaling (FSS) technique in terms of two time scales: One is the aging time (when the observation starts) \( t_a \), and the other is the time-window size \( t_w \), and \( N \). In particular, we measure the time evolution of physical quantities in terms of the time step: \( t_s \) (the sequence index of the link addition for all nodes) for Figures 6 and 7, the real time \( t \) [arbitrary unit] (a.u.) for Figures 8 and 10.

3.1 Role of activity and memory in epidemic spreading

We revisit the conventional susceptible–infected model (SI) to investigate how activity and memory affect epidemic spreading processes. Due to the fact that the SI is the simplest model of epidemics, lots of network studies have discussed about the epidemic spreading behavior using the SI and its variants (see the most recent review of epidemic spreading on complex networks [15]). Hence it is good to be used for the first test of epidemic spreading in our model.

In particular, we focus on how the activity plays a role in the time evolution of the infection density, \( \rho(t_s) = I(t_s)/N \), compared to how the memory effect does, where we set at the infection probability \( \lambda = 1 \). In the SI with \( \lambda = 1 \), a healthy node gets infected once it has at least one infected node among its neighbors on model networks that are controlled by the activity exponent \( \gamma \) from \( P(a) \sim a^{-\gamma} \) and the memory exponent \( \beta \) from \( P_{\text{new}}(a) = \mathcal{A} n^{-\beta} \). For homogeneous activities, it is found that even the strongest memory effect (\( \beta = 1 \)) does not alter the behaviors much, so we here only consider both in power-law cases.

In Figures 6 and 7, we observe how \( \rho(t_s) = I(t_s)/N \) approaches one as \( t_s \) (time step) elapses. In particular, we investigate the role of activity and memory in epidemic spreading, respectively, for various \( \gamma \) at a fixed \( \beta = 0.12 \) and for various \( \beta \) at a fixed \( \gamma = 2.5 \). The speed of spreading increases as \( \gamma \to 2 \) or \( \beta \to 0 \) (see Fig. 8). These results indicate that the networks composed of highly active or weak memory nodes have the higher probability of contacting healthy nodes, so that they have the faster speed of spreading. Such optimized spreading phenomena are observed in Figure 7 where various memory settings are tested with the same activity distribution. The extended FSS analysis of the SI is still ongoing as a separated project with the generalized version.

3.2 Temporal coarsening tests on dynamics

The difference between temporal and static networks is speculated to understand the origin of the optimized spreading against the power-law types of activities and memories, where we consider a random greedy walker, and let the random walker diffuse on model networks as \( t_s \) for the size of time window, \( t_w \), varies. Through the history of visiting nodes for the single walker, we measure the average
number of distinct nodes visited by the walker, \( V_d(t_s) \). It provides the following extended FSS form as \( t_s \) varies for various \( t_w \) because temporal coarsening effectively changes the network size at \( t_w \) as \( N_w(N, t_w) \):

\[
(V_d(t_s)) = t_w f(t_s/t_w) \sim \begin{cases} t_s & (\text{for } t_s > t_w), \\ t_s^{1-\zeta} & (\text{for } t_s < t_w), \end{cases}
\]

where \( f(x) \sim x^\gamma \) for \( x > 1 \); \( x^\xi \) with \( \zeta < 1 \) for \( x < 1 \).

As shown in Figure 8 data of \( (V_d(t_s))/t_w \) collapse quite well, as a function of \( x = t_s/t_w \), where we use the Brazilian model network with the setting of \( \gamma = 2.5 \) and \( \beta = 0.12 \) (exactly the same as Fig. 5). Linear scaling behaviors here would be rather trivial if there is either memoryless or multiple links, while for \( t_s < t_w \), \( (V_d(t_s))/t_w \sim (t_s/t_w)^\zeta \) with \( 1/3 \leq \zeta \leq 1/2 \). For the latter, the detailed discussion is necessary as a future work. In the stage of writing our manuscript and in process of submission, we find that the similar work was posted by Saramäki and Holme [36], where greedy walks in temporal networks are discussed as a tool for exploring and probing temporal-topological structures without the detailed discussion of scaling behaviors. As a future study, it would be quite interesting if scaling properties are carefully discussed in the same context.

### 3.3 Aging tests in temporal coarsening

In addition, we study the detailed structures of model networks as the aging time \( t_a \) and the observation time-window size \( t_w \) vary using aging/history effects. Most recently, burstiness and aging have been discussed in temporal networks [28], which presented how to check the presence of aging effects and bursting behaviors. Aging effects are performed on model networks for the dataset of Brazil. As expected, neither aging effects nor bursting are observed. However, we investigate the extended FSS properties for \( t_a \) and \( N \) (see Figs. 9 and 10).

Figure 9 exhibits how the degree distribution \( P_w(k) \) decays as \( k \) at \( t_w \) for various \( t_a \). While \( t_a \) is irrelevant to scaling behaviors, \( t_w \) is found to be relevant to those. It is because the total number of nodes, \( N \), is constant, and the effective number of active nodes at \( t_w \), \( N_w(N, t_w) \), is almost linear to \( t_w \). As \( t_w \) gets wider enough to cover the total number of nodes, \( N \), irrespective of \( t_a \), \( P_w(k) \) becomes changed from power-law decay to bell-shaped:

\[
P_w(k) = t_w^{-0.5} F(k/t_w).
\]

where \( F(x) \sim x^{-\gamma_k} \) with \( 2 < \gamma_k < 4 \) for \( x > 1 \); \( x^2 \) for \( x < 1 \), and where the most probable degree \( k_{mp} \sim t_w^{0.5} \) with \( \eta = 0.5 \rightarrow 1 \). Note that the shape of the degree distribution has been briefly reported in the earlier work [31] with and without node population growth.

Figure 10 provides the basic analysis of time-aggregated network topologies in terms of the scaling behaviors of the average degree for various \( t_a \) and \( t_w \). In Figure 10a, it is observed again that \( t_a \) is irrelevant to the scaling behavior...
of \(k(N, t_a)\) but it depends on \(t_w\) as follows:

\[
\langle k(N, t_a) \rangle_w = \frac{1}{N} \sum_{i=1}^{N} k_i(t_a)/N_a(N, t_a) = t_w^{0.5}g(t_a/t_w),
\]

where \(N_a(N, t_a) = \sum_{i=1}^{N} \theta[k_i(t_a) - 1]\) and \(\theta(x) = 1\) only if \(x > 0\) (0 if \(x < 0\)). Moreover, we find that \(g(x) = x^{-0.25}\) for \(x \ll 1\); constant for \(x \sim 1\); \(x^{0.5}\) for \(x \gg 1\). In Figure 10b, we also investigate the temporal average of \(\langle k_w(N, t_a) \rangle\) and \(\langle k(N, t_a) \rangle_a\), which are defined as

\[
\langle O(N, t_w) \rangle = \sum_{\tau=t_a}^{T} \langle O(N, t_w) \rangle_{\tau}/(T - t_w - t_a).
\]

The results from Figure 10 tell us that the average degree linearly scales as \(x = t_w/N^z\) with \(z = 1.5(> 1)\) for \(x \gg 10^{-3}\), while the average fraction of active nodes linearly scales as \(x \ll 10^{-3}\).

### 4 Summary and remarks

We have analyzed both the interaction pattern in the time-aggregated network representation, and the contact pattern of empirical temporal networks. In particular, we proposed the simplest model of network formation procedures for time-varying networks with memory, which is the best combination of the existing models with activity and memory in some better aspects. The generation of model networks enables us to express the nature of interaction for short-time scales, unlike connectivity-driven models which capture mostly static network structures.

In our model, both activity and memory are denoted by the individual characteristics without the other correlations, e.g., the bursting behavior and the variation of link densities with time. Nevertheless, the model network is well-suited for capturing the scaling behaviors of cumulative distributions, the process of the interaction. Such a simple mechanism may be useful to take a quantitative approach, e.g., scaling relations among the exponents and critical behaviors at the epidemic threshold of epidemic models. Moreover, we observed how activity and memory play a role in time-varying networks for various model setting parameters, where we quantified such effects, tested on spreading dynamics by the SI. For a better understanding of the difference between temporal and static networks, we consider the temporal coarsening by using various time-window \((t_w)\) sizes, we tested the diffusion by a random greedy walker and the aging effect caused by the existence of burstiness.

Finally, the temporal-coarsening pattern analysis as well as the optimal size of observation-time window \((t_w)\) should be carefully discussed as a separated topic (similar to Ref. [20]) in elsewhere since there are lots of important issues and open problems to be speculated in the context of the universality class and the validity for the extended FSS properties.
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