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ABSTRACT

Nonlinear dimensionality reduction lacks interpretability due to the absence of source features in low-dimensional embedding space. We propose an interpretable method featMAP to preserve source features by tangent space embedding. The core of our proposal is to utilize local singular value decomposition (SVD) to approximate the tangent space which is embedded to low-dimensional space by maintaining the alignment. Based on the embedding tangent space, featMAP enables the interpretability by locally demonstrating the source features and feature importance. Furthermore, featMAP embeds the data points by anisotropic projection to preserve the local similarity and original density. We apply featMAP to interpreting digit classification, object detection and MNIST adversarial examples. FeatMAP uses source features to explicitly distinguish the digits and objects and to explain the misclassification of adversarial examples. We also compare featMAP with other state-of-the-art methods on local and global metrics.

1 Introduction

Nonlinear dimensionality reduction methods are ubiquitously applied for visualization and preprocessing high-dimensional data in machine learning [1, 2, 3, 4, 5, 6, 7, 8]. These methods assume that the intrinsic dimension of the underlying manifold is much lower than the ambient dimension of the real-world data [9, 10, 11]. Based on approximating the manifold by $k$ nearest neighbour ($k$NN) graph, nonlinear dimensionality reduction projects data from high to low-dimensional space and retains the topological structure of original data.

While nonlinear dimensionality reduction is effective for visualizing high-dimensional data, one major weakness is lacking interpretability of the reduced-dimension results [8]. The reduced dimensions of nonlinear dimensionality reduction have no specific meaning, compared with linear methods like Principal Component Analysis (PCA) where the dimensions of the embedding space represent the directions of the largest variance of original data. Particularly, nonlinear dimensionality reduction focuses on preserving distance between observations and thereby loses source feature information in the embedding space, resulting in failing to illustrate feature loadings that linear methods such as PCA can provide to explain the feature contribution in each dimension.

In this paper, we seek to improve the interpretability of nonlinear dimensionality reduction. In addition to preserving the local topological structure between observations in the embedding space, we aim to incorporate the source features to devise an interpretable nonlinear dimensionality reduction method. The feature information is encoded in the column space of data, and we use the tangent space to locally depict the column space [12, 13]. The intuition of employing tangent space originates from the anisotropic density observation on a manifold such that some curves passing through a
Figure 1: FeatMAP preserving source features. FeatMAP embeds the digit 1 group of MNIST to two-dimensional space (top-left). One randomly selected data point (in red) is associated with the embedding tangent space (span($v_1, v_2$)) showing the source features (top-10 annotated) of every pixel (top-right). The feature importance computed by the feature loadings is mapped to the selected image (bottom-right), detecting the digit edge.

Point in the manifold are flat while some through the same point are steep, indicating that the feature variation diverges in different directions. This equivalence class of tangent curves forms the tangent space which retains source feature information.

We propose feature preserving manifold approximation and projection (featMAP) to maintain both the pairwise distance on the manifold and the source features on tangent space. We first approximate the manifold topological structure by $k$NN graph [14][15] and compute the tangent space by applying singular value decomposition (SVD) to the local nearest neighbours. The column space of SVD spans the basis for tangent space [12][13]. The tangent spaces of two near data points are connected by parallel transport which is estimated as orthogonal transformation between the bases of tangent space [12]. We refer to the orthogonal transformation as alignment. In addition, the tangent space at one data point is associated with a $k$NN point cloud, whose radius is determined by the singular values of SVD. This local point cloud forms a hyperellipsoid demonstrating the anisotropic density. For dimensionality reduction, we first embed the tangent space by preserving the alignment between tangent spaces. We achieve this by depicting the alignment with cosine distance and minimizing the difference of cosine distance distribution between high and low-dimensional space. Based on the embedding tangent space, we project the data points to maintain pairwise distance by minimizing the difference of distance distribution in original and embedding space. We also preserve the anisotropic density by maximizing the correlation of local (hyper)ellipsoid radius between high and low-dimensional space.

The embedding tangent space by featMAP provides a frame to illustrate the source features. Figure 1 depicts an example of embedding MNIST (digit 1 group) dataset. The embedding coordinate of a randomly selected data point is associated with a local frame showing the source features and feature importance. To summarize, we make the following contributions:

- We propose featMAP, an interpretable nonlinear dimensionality reduction method that preserves source features and local similarity.

- We evaluate featMAP on digit and object data. FeatMAP utilizes feature information to successfully explain the digit classification and object detection.

- We apply featMAP to MNIST adversarial examples to explicitly show that the adversarial attack changes the feature importance, which fools the LeNet classifier.
In the following sections, we first discuss the related works before delving into the proposed method, followed by experiments on interpreting digit classification, object detection and MNIST adversarial examples, and comparing with the state-of-the-art methods on local and global metrics.

2 Related Work

The interpretability of nonlinear dimensionality reduction is missing to design and evaluate the embedding methods [16, 17, 18, 19]. Linear methods like PCA naturally possess the interpretability by explicitly showing source features [20]. Limited research has been conducted to address the interpretability of nonlinear dimensionality reduction. Liu et al. [16] proposed to understand the link of embedding dimensions and the original ones as a trade-off between interpretability and the intrinsic structure of the embedding. Bibai and Fréeny [21] introduced to solve the interpretability problem by explaining the low-dimensional axes [22, 23] and analysing the data points position in scatter plot [24]; they further pointed out that the dimensionality reduction is interpretable if the embedding data points can be understood by high-dimensional features. Recently, Wu et al. [25] applied subspace projection to solving interpretable kernel dimensionality reduction. Bibai et al. [26] adapted local interpretable model-agnostic explanations to locally explain t-SNE. Bardos et al. [27] introduced a model-agnostic technique for local explanation of dimensionality reduction. Our approach aims to incorporate source features in embedding to locally illustrate feature importance and interpret the reduced-dimension results.

Nonlinear dimensionality reduction is claimed to better preserve distance and neighbourhood information in the projected manifold [28, 7, 8]. The current state-of-the-art manifold learning methods such as t-SNE [7], LargeVis [29] and UMAP [8] create the low-dimensional embedding related to the SNE framework [30, 31, 32] which relies on constructing and embedding kNN graph to approximate the underlying manifold. Recently, several methods have attempted to improve the manifold learning methods based on exploiting topological structures. TriMAP [33] used 2-simplex structure and constructed triple constraints to improve global accuracy. PaCMAP [34] considered multi-hop structure to keep both local and global properties. DensMAP [35] computed the radius of local neighbourhood area to maintain the density of high-dimensional data. h-NNE [36] applied a hierarchy built on nearest neighbour graph to preserving multi-level grouping properties of original data. SpaceMAP [37] used space expansion to match the high and low-dimensional space. CO-SNE [38] extended t-SNE from Euclidean space to hyperbolic space. However, these methods lack interpretability due to the absence of source features in the embedding results.

Our approach belongs to the paradigm of manifold learning. Besides maintaining the manifold topological structure, we preserve the source features in tangent space [6, 12] and enable the interpretability of dimensionality reduction by locally understanding source features in embedding tangent space. This provides us with a highly effective and interpretable dimensionality reduction method.

3 The featMAP method

We present featMAP to preserve both manifold structure and source features in low-dimensional space. We first characterise the manifold topological structure by kNN graph and compute the tangent space by local SVD, then we embed the tangent space by preserving alignment between tangent spaces, and project the data points along the embedding tangent space to low-dimensional space. In the following sections, we elaborate on each step and validate the proposed methods. Figure 2 illustrates the framework of the method.

3.1 Topological space and feature space approximation

We follow the manifold assumption that data points \( \{x_1, ..., x_m\} \subseteq \mathbb{R}^n \) lie on a d-dimensional Riemannian manifold \( \mathcal{M}^d \) embedded in \( \mathbb{R}^n \) with the intrinsic dimension \( d \ll n \). For each data point \( x_i \), \( \mathcal{M}^d \) has a tangent space \( T_{x_i} \mathcal{M} \) that includes all vectors at \( x_i \) that are tangent to the manifold. Let \( \{f_1, ..., f_n\} \) denote the basis of the data points, which spans source feature space.

We first depict the manifold structure by weighted kNN graph (Figure 2) which approximates the geodesic distance on the manifold [15]. Let \( (X, E) \) denote the kNN graph, where \( X = \{x_1, ..., x_m\} \) are the data points and \( E \) the set of edges \( (i, j) \). The edge weight \( P_{ij} \) of the kNN graph is calculated by the probability distribution on original data [8] as

\[
\hat{P}_{ij} = \exp\left(-\frac{\|x_i - x_j\|}{\gamma_i}\right)
\]

\[
P_{ij} = \hat{P}_{ij} + \hat{P}_{ij} - \hat{P}_{ij} \hat{P}_{ij}
\]

1Vectors of lower-case letters refer to column vectors.
Figure 2: The framework of featMAP. With $n$-dimensional data (top-left) as input, featMAP first constructs the topological space by $k$NN graph (step 1, top-middle), followed by compute the tangent space by local SVD (step 2, bottom-middle) and embed the tangent space to preserve alignment (Figure 3). Along the embedding tangent space, featMAP applies anisotropic projection (step 3) to embedding the data to low-dimensional space (right), which locally retains the source features in embedding tangent space. Data points with darker blue indicate denser patterns, and vice versa.

where $\gamma_i$ is adaptive for each $i$ corresponding to the length-scale and $\text{dist}_i$ is the distance from $x_i$ to its nearest neighbour. Note that small distance $\|x_i - x_j\|$ between data points $i$ and $j$ induces large similarity $P_{ij}$.

Based on the $k$NN graph capturing the topological structure, we retrieve the important features of the data points $X$. Obviously, the feature information is encoded in the column space of $X$, and the majority of information exists in the principal components \cite{39}. Meanwhile, the features are not evenly distributed on the manifold because of curvature: some area on manifold presents plane surface, while some bends more sharply, thus we locally calculate principal components of the column space and extract important features.

Given a data point $x_i$, we center its $k$ nearest neighbours as $X_i = [x_{i1} - x_i, ..., x_{ik} - x_i]^T \in \mathbb{R}^{k \times n}$. Next, we construct the weight matrix as $W_i = \text{diag}(\sqrt{P_{i1}}, ..., \sqrt{P_{ik}}) \in \mathbb{R}^{k \times k}$. Recall that $P_{ij}$ is the edge weight of $k$NN graph in Equation (1). We assign larger weight to closer neighbours.

To locally derive the principal components around data point $x_i$, we apply singular value decomposition (SVD)\footnote{In practice, $k$ is small (e.g.15), and the extra time cost for SVD is tolerable.} to $X_i = W_i X_i$ and get

$$\hat{X}_i = U_i \Sigma_i V_i^T \quad (2)$$

where the singular values $\Sigma_i = \text{diag}(\sigma_{i1}, ..., \sigma_{ik})$ are in decreasing order and the corresponding right eigenvectors $V_i = [v_{i1}, ..., v_{ik}]$ span the column space of $X_i$ (Figure 2). The right eigenvectors $V_i$ approximate the tangent space $T_{x_i} \mathcal{M}$ by the following theorem.

**Theorem 3.1** (\cite{12,13}) *The right eigenvectors $V_i = [v_{i1}, ..., v_{ik}]$ by SVD on $\hat{X}_i$ approximately represent an orthonormal basis for the tangent space $T_{x_i} \mathcal{M}$.***
We first embed the tangent space by preserving the alignment (Equation (4)), followed by maintaining the local distance. We aim to preserve the topological structure as well as tangent space to reveal source features in low-dimensional space.

where $\mathbf{f}_i$ is the $l_2$-norm of the corresponding column vector in $V_i^T$, which locally characterises the feature variability around data point $x_i$ on the manifold; features with larger scores are more variable in the ambient space.

The definition of feature importance shows that the tangent space locally retains the source feature information. For different data points $x_i$ and $x_j$, the feature importance is separately calculated on the tangent space $T_x\mathcal{M}$ and $T_x\mathcal{M}$. Intuitively, tangent space varies at different data points. The tangent spaces of two near data points are connected by parallel transport. We estimate the parallel transport by rotation between the bases of tangent space and refer to it as alignment [12]. Consider two near data points $x_i$ and $x_j$ with distance $d_{\mathcal{M}}(i, j)$ on the manifold in Figure 3. The orthonormal matrices $V_i, V_j$ approximate the bases of tangent spaces $T_x\mathcal{M}$ and $T_x\mathcal{M}$, respectively. The transformation from $x_i$ to $x_j$ involves translation and rotation operation. We calculate the translation by distance $d_{\mathcal{M}}(i, j)$, and the rotation by optimal alignment $O_{ij}$ which is

$$O_{ij} = \arg \min_{O \in O(d)} \|O - V_j V_i^T\|_F. \quad (4)$$

Numerically, the alignment $O_{ij}$ is computed by the SVD of $V_j V_i^T = U^* \Sigma V_i^T$ and $O_{ij} = U^* V_i^T$. We define the transformation as:

$$\Gamma_{i \rightarrow j} : T_x\mathcal{M} \rightarrow T_x\mathcal{M}$$

$$X \mapsto O_{ij} X + d_{\mathcal{M}}(i, j). \quad (5)$$

The transformation $\Gamma_{i \rightarrow j}$ represents the connection of data points $i$ and $j$ on both topological space (by distance $d_{\mathcal{M}}(i, j)$) and tangent space (by alignment $O_{ij}$). The conventional nonlinear dimensionality reduction methods focus on the former connection by preserving pairwise distance [10][7][8], which succeed in maintaining the topological structure, whereas the tangent space is missing in these methods, resulting in no source features preserved in low-dimensional embedding space.

We aim to preserve the topological structure as well as tangent space to reveal source features in low-dimensional space. We first embed the tangent space by preserving the alignment (Equation (4)), followed by maintaining the local distance along the embedding tangent space in low-dimensional space.

### 3.2 Tangent space embedding

The feature space of data points $X = \{x_1, ..., x_m\}$ is locally depicted by the tangent space $T_x\mathcal{M}$ (Definition 3.1). We project the tangent space to low-dimensional space by preserving the alignment between tangent spaces (Figure 3). For each point $x_i$, the tangent space $T_{x_i}\mathcal{M}$ is estimated by the $d$ largest right eigenvectors $V_i = [v_{i1}, ..., v_{id}]$ in Equation (2). The overall tangent space $T_x\mathcal{M}$ is approximated as $V = [V_1; ..., V_m] \in \mathbb{R}^{m \times n \times d}$, which is a 3-order tensor demonstrating $m$ data points with $n \times d$-dimensional feature space.

We consider the tensor embedding on tangent bundle $\mathcal{M} \times T_x\mathcal{M}$, where the topological structure of $\mathcal{M}$ is calculated by $k$NN graph and tangent space $T_x\mathcal{M}$ is by local SVD. For two data points $x_i$ and $x_j$ with corresponding tangent space basis $V_i$ and $V_j$ respectively, we define the consistence degree between the tangent spaces $T_x\mathcal{M}$ and $T_x\mathcal{M}$ as

$$\cos \Theta_{ij} = \frac{\langle V_i, V_j \rangle_F}{\|V_i\|_F \|V_j\|_F} \quad (6)$$

where $\langle V_i, V_j \rangle_F = tr(V_i V_j^T)$ denotes the Frobenius inner product and $\| \cdot \|_F$ is Frobenius norm. Equation (6) presents the cosine similarity between tangent space $T_x\mathcal{M}$ and $T_x\mathcal{M}$, which induces a general angle $\Theta_{ij}$ in Figure 3. Note that the above consistence degree quantitatively characterises the alignment in Equation (4). We define the probability distribution of the consistence degree on original tangent space as

$$P_{ij}(\Theta) = \exp(-(|1 - \cos \Theta_{ij}| - \text{dist}'_i)/\gamma'_i) \quad (7)$$

The intrinsic dimension $d$ is locally estimated as the number of singular values that account for most data variability [12][13].
We focus on preserving the pairwise cosine distance of tangent spaces in low-dimensional embedding space. The embedding tangent space $V_e$ of embedding tangent space $V$ is equipped with a frame for source features (on the right) is computed by preserving the rotation angle $\Theta_{ij}$.

where $1 - \cos \Theta_{ij}$ is the cosine distance and we set normalization to $P_{ij}(\Theta)$ similar as Equation (1) to get $P_{ij}(\Theta)$. We focus on preserving the pairwise cosine distance of tangent spaces in low-dimensional embedding space.

Consider projecting the manifold to $d'$-dimensional space ($d' \leq d \ll n$). For each data point $x_i$, let $V_e^i = [v_{e1i}, ..., v_{ed'}] \in \mathbb{R}^{d \times d'}$ denote the embedding tangent space. Similarly, we define the cosine similarity between $V_e^i$ and $V_e^j$ as

$$\cos \Theta_{ij}^c = \frac{(V_e^i, V_e^j)_F}{\|V_e^i\|_F \|V_e^j\|_F}$$

with the angle $\Theta_{ij}^c$ in Figure 3. We aim to learn the tangent space embedding $V_e^c = \{V_e^1, ..., V_e^n\}$ to make $V_e^c$ have similar distribution on cosine distance to original space by Equation (7). For the probability distribution on the embedding tangent space, we inherit the heavy-tailed distribution from [7, 8] as:

$$Q_{ij}(\Theta^c) = \left(1 + ad_{ij}^2(s, t)\right)^{-1}$$

where $d_{ij} = 1 - \cos \Theta_{ij}^c$ represents the cosine distance between the embedding tangent spaces $V_e^i$ and $V_e^j$ and $a, b$ are shape parameters.

To preserve the alignment in embedding tangent space, we minimize the difference between $P$ and $Q$ by Kullback–Leibler divergence:

$$KL(P||Q) = - \sum_{ij} P_{ij}(\log P_{ij} - \log Q_{ij}),$$

and we optimize the embedding feature space $V_e^c = [V_e^1; ..., V_e^n]$ to minimize the loss function by stochastic gradient descent (SGD).

The embedding tangent space $V_e^c = [V_e^1; ..., V_e^n]$ equips the topological space with a frame for source features (on the right of Figure 2). The feature loadings (dashed arrows) are derived from the top $d'$ eigenvectors of original tangent space $V$, and the feature importance is illustrated by the arrows' length.

The embedding tangent space $V_e^c$ also presents the directions along which the data points are locally distributed in low-dimensional space. Note that the directions of tangent space $T_{x_i}M$ are weighted by the singular values $[\sigma_{i1}, ..., \sigma_{id}]$ (Equation 2), which forms a hyperellipsoid showing anisotropic density (top-middle of Figure 2). Thus, we will project the original data points along the local weighted directions to preserve the anisotropic density in low-dimensional space.

### 3.3 Anisotropic projection

In this section, we compute the $d'$-dimensional ($d' \leq d \ll n$) embedding points $Y = \{y_1, ..., y_m\}$ under the frame of embedding tangent space $V_e^c$. We have constructed the tangent space $V_e^c = [V_e^1; ..., V_e^n] \in \mathbb{R}^{m \times d' \times d'}$ in low-dimensional embedding space (Figure 3), and each local space $V_e^i$ is associated with weights by the singular values...
\[ \Sigma_i = diag(\sigma_{i1}, \ldots, \sigma_{id}). \] This tangent space locally portrays an anisotropic projection of data points \( X = \{x_1, \ldots, x_m\} \) to low-dimensional space.

We first calculate the 1-skeleton topological structure in low-dimensional space by the heavy-tailed distribution \( Q_{ij} = (1 + a||y_i - y_j||^{2b})^{-1} \) (11) where \( ||y_i - y_j|| \) denotes the (Euclidean) distance in embedding space, and \( a, b \) are shape parameters. We preserve the distance by minimizing the difference between distribution \( Q_{ij} \) and \( P_{ij} \) (Equation (11)) by cross-entropy loss
\[
CE(P||Q) = -\sum_{ij} P_{ij} \log Q_{ij} + (1 - P_{ij}) \log(1 - Q_{ij}) \tag{12}
\]

Consider the low-dimensional data points \( y_i \) with the embedding frame \( V^r_i = [v^r_{i1}, \ldots, v^r_{id}] \in \mathbb{R}^{d' \times d'} \). We center its \( k \) nearest neighbours as \( \hat{Y}_i = [y_{i1} - y_i, \ldots, y_{ik} - y_i]^T \in \mathbb{R}^{k \times d} \), and project \( \hat{Y}_i \) to its tangent space \( V^e_i \) as \( \hat{Y}_i = Y_i V^e_i \). For one of \( y_i \)’s neighbours, say \( y_j \), the distance \( ||y_i - y_j|| \) is invariant under the rotation \( V^e_i \), which makes \( \hat{Y}_i \) fit Equation (11).

Recall that the original tangent space \( V_i \) with weight \( \Sigma_i = diag(\sigma_{i1}, \ldots, \sigma_{id}) \) forms a hyperellipsoid (top-middle of Figure 2) with radius \( R^y_{ii} = \sigma^2_{il}, l = 1, \ldots, d' \). We reshape the embedding data points \( \hat{Y}_i = Y_i V^e_i \) such that the volume of the point cloud \( \hat{Y}_i \) agrees with the original hyperellipsoid. The radius of \( \hat{Y}_i \) in direction \( v^y_{il} (l = 1, \ldots, d') \) is
\[
R^\prime_{il} = \frac{1}{\sum_j Q_{ij} \sum_j Q_{lj} ||(y_j - y_i)v^y_{il}||^2}, \tag{13}
\]
where \( R^\prime_{il} (l = 1, \ldots, d') \) results from the anisotropic projection. The local hyperellipsoid volume of original and embedding space is \( c(d) \prod_{l=1}^{d'} R^y_{il} = c(d') \prod_{l=1}^{d'} R^\prime_{il} \), where \( c \) denotes a constant related to dimensions. We reframe this equation by logarithm and get
\[
r_1^y + \ldots + r_{id'}^y + c = r_1^y + \ldots + r_{id'}^y \tag{14}
\]
where \( r_{il}^y = \log R^y_{il} \) and \( r_{il}^\prime = \log R^\prime_{il} \). To preserve the volume in embedding space, it is sufficient to set \( r_{il}^\prime = \beta r_{il}^y + \alpha, i = 1, \ldots, m \) in the \( l \)-th (\( l = 1, \ldots, d' \)) direction. We measure the goodness of fitting this relationship by correlation coefficient
\[
\text{Corr}(r_{il}^y, r_{il}^\prime) = \frac{\text{Cov}(r_{il}^y, r_{il}^\prime)}{\sqrt{\text{Var}(r_{il}^y)\text{Var}(r_{il}^\prime)}} \tag{15}
\]
and for all directions, we have
\[
\text{Corr}(r^y, r^\prime) = \sum_{l=1}^{d'} \text{Corr}(r_{il}^y, r_{il}^\prime) \tag{16}
\]

We combine the loss function for preserving 1-skeleton structure (Equation (12)) and correlation coefficient for anisotropic density (Equation (19)) to get the overall loss function
\[
\mathcal{L} = CE(P||Q) - \lambda \text{Corr}(r^y, r^\prime) \tag{17}
\]
where \( \lambda \) determines the relative importance of anisotropic density preservation. We use SGD to minimize the above loss function to get \( d' \)-dimensional embedding coordinates \( Y = \{y_1, \ldots, y_m\} \).

Therefore, the embedding coordinates \( Y = \{y_1, \ldots, y_m\} \) by the anisotropic projection not only preserve the topological structure of local similarity and density, but also encapsulate the embedding tangent space \( V^e \) which locally demonstrates the source features (on the right of Figure 2).

Training. The calculation details for SGD are in Supplementary. In practice, we set the (hyper)parameters same as UMAP \(^8\) including number of neighbours, number of iterations and the ‘min-dist’ parameter. There are two additional parameters: the weight \( \lambda \leq 0 \) for the anisotropic density preservation and the fraction \( q \in [0, 1] \) of iterations that considers tangent space embedding. We use 15 neighbours, 500 epochs, \( q = 0.3 \) and \( \lambda = 0.5 \). We include tuning of \( \lambda \) in Supplementary (Fig. 11).

4 Experiments

We evaluate featMAP in interpreting MNIST digit classification as well as Fashion MNIST and COIL-20 object detection by using source features in embedding space. We also apply featMAP to interpreting MNIST adversarial examples, showing that our method featMAP uses feature importance to explicitly explain the misclassification after adversarial attack. In addition, we show that featMAP maintains the original density by anisotropic projection. In the end, we compare featMAP with state-of-the-art algorithms by local and global structure preservation metrics.

\[\text{Corr}(r^y, r^\prime) = \sum_{l=1}^{d'} \text{Corr}(r_{il}^y, r_{il}^\prime)\]

\(^4\)We use squared distance (variance) because of better empirical performance.
4.1 Datasets and evaluation metrics

We perform the evaluation on various datasets including standard MNIST [42], Fashion MNIST [43], COIL-20 [44], Cifar10 [45], single cell RNA-seq [46], and MNIST adversarial examples [47]. We compare with representative methods for dimensionality reduction and visualization, including t-SNE [7], Fit-SNE [48], h-NNE [36], UMAP [8], triMAP [33], PaCMAP [34], densMAP [35] and spaceMAP [37] in terms of both local and global structure preservation [49, 34]. Local structure preservation metrics include kNN accuracy, trustworthiness [50] and continuity [51]. Global structure preservation metrics cover Shepard goodness, normalized stress [52] and triplet centroid accuracy [34]. The details to calculate these metrics are found in [49, 34].

4.2 Results

4.2.1 FeatMAP preserving source features

We demonstrate that featMAP enables interpretable dimensionality reduction by preserving source features on MNIST digit classification as well as Fashion MNIST and COIL-20 object detection. Figure 4 clearly shows the clusters of different digit groups using featMAP. We randomly choose one data point from each cluster and show the feature importance as saliency map for the corresponding images. We find that the pattern by feature importance explicitly detects the edge of each digit. Similarly, we apply featMAP to datasets Fashion MNIST and COIL-20 in Figure 5. The important features succeed in detecting the objects of different categories in both datasets. We also find that for COIL-20 dataset, the rotation patterns (the lighter red curves) are revealed in the saliency map, which originates from generating the dataset COIL-20 by rotating those objects with a fixed camera [44].

We further illustrate the interpretability of featMAP by showing the feature loadings and feature importance in Figure 1. Specifically, we annotate the top-10 most important pixel features. These pixels mainly appear in the corner angles of the digit object, indicating that these features locally dominate the image. This phenomenon is also observed in the saliency map of digits in Figure 4.

4.2.2 FeatMAP interpreting adversarial examples

We show that featMAP interprets MNIST adversarial examples by explaining the misclassification after adversarial attack. We use Fast Gradient Sign Attack (FGSM) [47] to synthesize fake images of MNIST with \( \epsilon = 0.3 \) and prediction...
Figure 5: FeatMAP on Fashion MNIST and COIL-20 showing feature importance. For each dataset, the upper part is the saliency map by feature importance and the bottom are the original images.

Figure 6: FeatMAP on MNIST adversarial examples. FeatMAP embeds MNIST adversarial examples to 2-dimensional space with original and adversarial labels (top-left). Five randomly selected adversarial examples from original digit 1 group are shown on the right. The bottom-left shows the average feature importance of adversarial examples misclassified from 1 to 8 and the corresponding digits 1 and 8 in original data before attack.

accuracy 0.08, to fool the classifier LeNet [53]. Formally, the adversarial example $x' \in \mathbb{R}^n$ satisfies $\|x' - x\| \leq \epsilon$, where $x$ is the original image, and the predicted label $f(x') \neq f(x)$. The results are included in Figure 6 and Supplementary Figure 8.

We plot the adversarial examples by featMAP in Figure 6. The top-left part shows the original and adversarial labels. We find that the clustering structures of the adversarial examples are quite similar to original clusters in Figure 4 because the adversarial examples fall within $x$’s $\epsilon$-neighbour ball ($\epsilon = 0.3$) which locally resembles the topological structure of original examples. FGSM successfully fools the classifier with 43% data misclassified as digit 8.
randomly select five images from the cluster with original label digit 1, and illustrate the adversarial images with feature importance on the right of Figure 6. The adversarial images are identified as digit 1 by the naked eye, while the saliency map reveals other important features besides the edge features of digit 1. We average the feature importance of the adversarial examples misclassified from digit 1 to 8, and compare it with the original average feature importance of digit 1 and 8 (bottom-left in Figure 6). We find that the important feature patterns in adversarial examples are more similar to the pattern in original label 8 than 1, which evidently explains the misclassification after attack.

4.2.3 FeatMAP preserving density

We illustrate that featMAP maintains original data density in two-dimensional plot. We apply featMAP to the digit 1 group of MNIST dataset and plot the correlation of local radius between embedding and original space. FeatMAP presents larger local radius correlation than UMAP (in Supplementary Figure 9), indicating that featMAP performs better in local density preservation. Particularly, we cluster the dataset and find that the subgroup (in brown colour) is significantly more sparse in featMAP than UMAP in Figure 7. We claim that featMAP correctly reveals this sparse pattern because featMAP shows positive correlation of local radius between embedding and original space. We further demonstrate the digit images from this subgroup in Supplementary Figure 10 which exhibit diverse handwritten patterns and agree with the sparse pattern in featMAP.

![featMAP vs UMAP](image)

Figure 7: FeatMAP on MNIST (digit 1) showing density preservation. For one subgroup (colour in brown), featMAP (top) preserves the local radius against UMAP (bottom) by positive correlation between embedding and original local radius; featMAP correctly illustrates the sparse pattern compared to UMAP.

4.3 Quantitative comparison with state-of-the-art

We compare featMAP with representative dimensionality reduction methods. The two-dimensional visualization plots are in Supplementary Figure 12. We report the quantitative comparison results in Table 1. FeatMAP illustrates comparable results on both local and global metrics.

5 Conclusion

We propose featMAP enabling the interpretability of nonlinear dimensionality reduction. FeatMAP preserves the source features in low-dimensional embedding space, which facilitates explaining the embedding by high-dimensional features. Specifically, we embed the tangent space to locally construct a frame showing source features, thus explaining the reduced-dimension results by feature importance. FeatMAP also maintains the anisotropic density in two-dimensional plot, which further enhances the interpretability of visualization. The experiments on digit classification, object detection and MNIST adversarial examples demonstrate that featMAP produces interpretable dimensionality reduction.
Table 1: Quantitative comparison. \( M_s \), \( M_c \) and \( M_k \) indicate the local metrics as trustworthiness, continuity and \( k \)-NN accuracy, respectively; \( M_e \), \( M_p \) and \( M_{ce} \) denote the global metrics as Shepard goodness, normalized stress and centroid triplet accuracy, respectively.

| Experiments | t-SNE | Fit-SNE | h-NNE | UMAP | t-FitMAP | PaCMAP | densMAP | spaceMAP | featMAP |
|-------------|-------|---------|-------|------|----------|--------|---------|----------|---------|
| MNIST       | 0.98  | 0.99    | 0.96  | 0.96 | 0.95     | 0.95   | 0.93    | 0.95     | 0.89    |
| MNIST       | 0.97  | 0.97    | 0.93  | 0.97 | 0.96     | 0.96   | 0.97    | 0.97     | 0.97    |
| Fashion     | 0.99  | 0.99    | 0.95  | 0.98 | 0.97     | 0.97   | 0.96    | 0.97     | 0.94    |
| MNIST       | 0.99  | 0.99    | 0.95  | 0.99 | 0.98     | 0.98   | 0.98    | 0.98     | 0.98    |
| Coil-20     | 1.00  | 1.00    | 0.98  | 0.99 | 0.99     | 0.99   | 0.98    | 0.98     | 0.94    |
| MNIST       | 0.99  | 0.99    | 0.97  | 1.00 | 0.99     | 0.99   | 1.00    | 0.99     | 0.99    |
| Gifar10     | 0.93  | 0.93    | 0.83  | 0.84 | 0.84     | 0.84   | 0.90    | 0.90     | 0.80    |
| MNIST       | 0.92  | 0.92    | 0.76  | 0.94 | 0.94     | 0.94   | 0.93    | 0.92     | 0.94    |
| RNA         | 0.96  | 0.99    | 0.96  | 0.95 | 0.95     | 0.95   | 0.93    | 0.98     | 0.89    |
| MNIST       | 0.97  | 0.97    | 0.94  | 0.97 | 0.96     | 0.96   | 0.97    | 0.97     | 0.97    |
| SNE         | 0.66  | 0.71    | 0.68  | 0.64 | 0.63     | 0.62   | 0.62    | 0.67     | 0.42    |

(a) Local metrics

| Experiments | t-SNE | Fit-SNE | h-NNE | UMAP | t-FitMAP | PaCMAP | densMAP | spaceMAP | featMAP |
|-------------|-------|---------|-------|------|----------|--------|---------|----------|---------|
| MNIST       | 0.39  | 0.41    | 0.20  | 0.39 | 0.17     | 0.28   | 0.51    | 0.26     | 0.43    |
| 1-MNIST     | 0.95  | 0.97    | 1.00  | 1.00 | 0.96     | 0.99   | 0.99    | 0.99     | 0.99    |
| MNIST       | 0.65  | 0.68    | 0.70  | 0.69 | 0.67     | 0.71   | 0.70    | 0.69     | 0.70    |
| Fashion     | 0.61  | 0.68    | 0.40  | 0.61 | 0.66     | 0.60   | 0.65    | 0.66     | 0.66    |
| 1-MNIST     | 0.96  | 0.97    | 1.00  | 0.99 | 0.96     | 0.99   | 0.99    | 0.99     | 0.99    |
| MNIST       | 0.70  | 0.78    | 0.75  | 0.82 | 0.85     | 0.80   | 0.82    | 0.81     | 0.82    |
| Coil-20     | 0.52  | 0.60    | 0.65  | 0.18 | 0.60     | 0.29   | 0.21    | 0.29     | 0.29    |
| MNIST       | 0.74  | 0.75    | 0.73  | 0.60 | 0.65     | 0.58   | 0.63    | 0.59     | 0.59    |
| Gifar10     | 0.65  | 0.64    | 0.24  | 0.68 | 0.74     | 0.72   | 0.78    | 0.71     | 0.74    |
| 1-MNIST     | 0.99  | 0.99    | 1.00  | 1.00 | 0.98     | 1.00   | 0.97    | 1.00     | 1.00    |
| MNIST       | 0.63  | 0.67    | 0.52  | 0.51 | 0.51     | 0.52   | 0.86    | 0.93     | 0.93    |
| RNA         | 0.44  | 0.41    | 0.18  | 0.39 | 0.17     | 0.28   | 0.50    | 0.67     | 0.45    |
| 1-MNIST     | 0.95  | 0.97    | 1.00  | 1.00 | 0.96     | 0.99   | 0.97    | 0.73     | 0.99    |
| MNIST       | 0.74  | 0.78    | 0.60  | 0.79 | 0.84     | 0.79   | 0.79    | 0.76     | 0.80    |

(b) Global metrics

results, which boost explaining the classification and feature detection. Our method to preserve features by tangent space embedding provides a plug-in module for manifold learning. In future work, we expect to extend our feature preserving paradigm by tangent space embedding to other nonlinear dimensionality reduction methods to enable the interpretability. Another future work is to apply featMAP to real-world images and biological gene expression data to strengthen interpreting the classification and feature detection.
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6 Supplementary

6.1 Stochastic gradient descent (SGD) for anisotropic projection

We use anisotropic projection to embed the data points into low-dimensional space. To apply SGD to optimizing the embedding coordinates, we calculate the derivative of the loss function

$$\mathcal{L} = CE(P||Q) - \lambda \text{Corr}(r^o, r^e).$$  \hfill (18)

The core of the anisotropic projection lies in optimizing the Pearson correlation between the local radius in original and embedding space. We first calculate the gradient of this correlation regarding the embedding coordinates for optimization. We rewrite the correlation as follows:

$$\text{Corr}(r^o, r^e) = \sum_{l=1}^{d} \frac{\text{Cov}(r^o_l, r^e_l)}{(\text{Var}(r^o_l) \text{Var}(r^e_l))^{1/2}}.$$  \hfill (19)
where \( r_{il} = \{r_{il}^a\}_{i=1}^m \) and \( r_{il} = \{r_{il}^c\}_{i=1}^m \) in the l-th principal direction of original and embedding spaces respectively. We set \( z_{ij} = y_j - y_i \) and rewrite \( r_{il}^c \) as

\[
r_{il}^c = \log R_{il}^c = \log \frac{1}{\sum_j Q_{ij}} \sum_j Q_{ij} \| (y_j - y_i) v_i^c \|^2
\]

\[
= \log \frac{1}{\sum_j Q_{ij}} \sum_j Q_{ij} \| z_{ij} v_i^c \|^2,
\]

and

\[
Q_{ij} = \frac{1}{1 + a(y_j - y_i)^2} = [1 + a(z_{ij}^T z_{ij})^b]^{-1}
\]

Let

\[
\rho_{e,o}^{(l)} = \frac{\text{Cov}(r_{i}^o, r_{i}^c)}{\left(\text{Var}(r_{i}^o) \text{Var}(r_{i}^c)\right)^{1/2}},
\]

be the correlation in the l-th direction. The derivative of \( \rho_{e,o}^{(l)} \) with respect to \( z_{ij} \) is

\[
\frac{\partial \rho_{e,o}^{(l)}}{\partial z_{ij}} = \frac{\partial}{\partial z_{ij}} \left[ \frac{\partial \text{Cov}(r_{i}^o, r_{i}^c)}{\partial z_{ij}} \right] \frac{\text{Var}(r_{i}^o) \text{Var}(r_{i}^c)^{-1/2} - \frac{1}{2} \text{Cov}(r_{i}^o, r_{i}^c) \text{Var}(r_{i}^c)^{-3/2} \frac{\partial \text{Var}(r_{i}^c)}{\partial z_{ij}}}{\text{Var}(r_{i}^c)^{1/2}} \right]
\]

Therefore, the gradient of the correlation in Equation (16) in the l-th principal direction regarding the embedding coordinates \( y_i \) is

\[
\Delta_y, \text{Corr}^{(l)}(r^o, r^c) = \sum_{j \neq i} \frac{\partial \rho_{e,o}^{(l)}}{\partial z_{ij}} \frac{\partial z_{ij}}{\partial y_i}
\]

We further compute the derivative of the variance and covariance in Equation (23). To simplify the notation, we set \( \mu_i^c = \mathbb{E}[r_i^c] \) and center the original radius as \( r_i^o := \log R_{il}^o - m^{-1} \sum_i^m \log R_{il}. \) The gradient in Equation (23) (l omitted) is calculated as

\[
\frac{\partial r_{i}^o}{\partial z_{ij}} = \frac{\hat{Q}_{ij} W_i}{R_i^o} \left[ (1 + a(z_{ij}^T z_{ij})^b) - 2ab(z_{ij}^T z_{ij})^{b-1} z_{ij} z_{ij}^T + \hat{Q}_{ij} W_i \right] + 2a(z_{ij}^T z_{ij})^{b-1} z_{ij}
\]

where \( W_i = \sum_s (1 + a(z_{ij}^T z_{ij})^{b-1}) \) and \( \hat{Q}_{ij} = W_i^{-1} \sum_s (1 + a(z_{ij}^T z_{ij})^{b-1}). \)

Next, we compute the gradient of the cross-entropy \( CE(P||Q) \) (similar to UMAP [8]). The cross-entropy loss function is

\[
\mathcal{L}_{ce} = CE(P||Q) = -\sum_{ij} P_{ij} \log Q_{ij} + (1 - P_{ij}) \log (1 - Q_{ij})
\]

and its gradient with respect to \( z_{ij} \) is

\[
\frac{\partial \mathcal{L}_{ce}}{\partial z_{ij}} = -[P_{ij} \frac{\partial \log Q_{ij}}{\partial z_{ij}} + (1 - P_{ij}) \frac{\partial \log (1 - Q_{ij})}{\partial z_{ij}}]
\]

where \( \frac{\partial \log Q_{ij}}{\partial z_{ij}} = \frac{2a(z_{ij}^T z_{ij})^{b-1} z_{ij}}{1 + a(z_{ij}^T z_{ij})^{b}} \) and \( \frac{\partial \log (1 - Q_{ij})}{\partial z_{ij}} = \frac{2b z_{ij}}{1 + a(z_{ij}^T z_{ij})^{b}}. \)

The attractive term \( P_{ij} \log Q_{ij} \) is optimized by randomly drawing an edge \((i, j)\) by distribution \( P \), which means that the edge \((i, j)\) is selected with probability \( \sum_{j \neq i} \frac{z_{ij}^T z_{ij}}{P_{ij}} \), followed by calculating the gradient \( \frac{\partial \log Q_{ij}}{\partial z_{ij}} \). The repulsive term is estimated by uniformly at random choosing a set of points \( S \) adjacent to the given point \( x_i \) and computing

\[
\frac{1}{|S|} \sum_{i \in S} \frac{\partial \log (1 - Q_{ij})}{\partial z_{ij}}.
\]
Combine the gradient of cross-entropy in Equation (28) and local radius correlation in Equation (25). The gradient for an edge \((i, j)\) at each iteration of the SGD in the \(l\)-th principal direction is

\[
\Delta y_i L\|_{(i,j)} = -[\frac{\partial \log Q_{ij}}{\partial z_{ij}} - \frac{1}{|S|} \sum_{l \in S} \frac{\partial \log (1 - Q_{ii})}{\partial z_{il}} + \lambda \frac{Z m_{P_{ij}}}{\rho_{e,o}} \frac{\partial \rho_{(l)}}{\partial y_i}],
\]

where \(Z = \sum_{(i,j)} P_{ij}\) and \(\frac{m_{P_{ij}}}{Z}\) is the normalization factor considering the edge is chosen with probability \(P_{ij}\).

In addition, we compute the gradient in Equation (25) at the start of each epoch. We achieve this by calculating \(W_i = \sum_{k=1} Q_{ik}\), the local radius \(r_{e,i}\), the variance and covariance terms in the beginning of each epoch, regarding them as fixed for all the edges to be updated during that epoch.

6.2 Stochastic Gradient Descent (SGD) for tangent space embedding

The key of tangent space embedding is to preserve the alignment between tangent spaces. We depict the alignment by the general angle between two tangent spaces, which induces the cosine distance of tangent spaces. We further model the probability distribution of cosine distance in original and embedding space respectively, and minimize the difference of distribution by KL divergence to maintain the alignment in embedding space.

In practice, we borrow the framework of t-SNE or UMAP to compute the embedding tangent space. Specifically, we flat the tensor of tangent space in original space and feed it to t-SNE as input. We set the parameter distance as cosine. The output is normalized to get the embedding tangent space.

6.3 FeatMAP interpreting adversarial examples

We illustrate how the digits 1 are misclassified to the other labels in Figure 8. The saliency map illustrates the average feature importance. The feature importance pattern in the middle is more similar to the right than the left, indicating that the adversarial attack FGSM alters the feature importance and fools the LeNet classifier.

6.4 FeatMAP preserving original density

FeatMAP presents larger local radius correlation than UMAP in Figure 9. We cluster the data (digit 1 in MNIST) on the right of Figure 9 and find that the subgroup 5 (in brown colour) is significantly more sparse in featMAP than UMAP. We further demonstrate the digit images from this subgroup in Figure 10, which exhibit diverse handwritten patterns and agree with the sparse pattern in featMAP.

6.5 Hyperparameter tuning

We demonstrate the tuning of the hyperparameter \(\lambda\) in the loss function of featMAP in Figure 11. The parameter \(\lambda = 0\) corresponds to UMAP. With the increasing of \(\lambda\), featMAP performs better in preserving the local anisotropic density with the local radius correlation getting larger, while the clusters in the two-dimensional plot are not clearly separable when \(\lambda\) is large. Consider the trade-off between the local density preservation and clusters visualization, we set the parameter \(\lambda\) as 0.5.

6.6 Comparing featMAP with other state-of-the-art

We apply the state-of-the-art nonlinear dimensionality reduction methods to the benchmark datasets to visualize the data in Figure 12. FeatMAP illustrates the density preservation as well as densMAP 35.
Figure 8: Average feature importance of the adversarial examples and the corresponding original data. For the original digits 1, we list all the corresponding adversarial examples with average feature importance in the middle. The left is the original digit 1 and the right is the original digit with the label same as the corresponding adversarial label.
Figure 9: FeatMAP preserving the original density. FeatMAP and UMAP are applied to digit 1 group of MNIST (left). The middle is the scatter plot of embedding local radius against original local radius, along with the straight line of linear regression showing the correlation of local radius between embedding and original space. The right illustrates the clusters on both featMAP and UMAP.
Figure 10: Handwritten digit images from the sparse subgroup of featMAP. 10 data points are randomly selected from the subgroup 5 in Figure 9 with the corresponding digit images.
Figure 11: The tuning of hyperparameter $\lambda$. The hyperparameter $\lambda$ in featMAP is set from 0 to 1.25 with two-dimensional plot and local radius correlation.
Figure 12: Visualization of multiple datasets by the state-of-the-art nonlinear dimensionality reduction methods.