Exact Finite-Difference Time-Domain Modelling of Broadband Huygens’ Metasurfaces with Lorentz Dispersions

Tom J. Smy and Shulabh Gupta

Abstract—An explicit time-domain finite-difference technique for modelling zero-thickness Huygens’ metasurfaces based on Generalized Sheet Transition Conditions (GSTCs), is proposed and demonstrated using full-wave simulations. The Huygens’ metasurface is modelled using electric and magnetic surface susceptibilities, which are found to follow a double-Lorentz dispersion profile. To solve zero-thickness Huygens’ metasurface problems for general broadband excitations, the double-Lorentz dispersion profile is combined with GSTCs, leading to a set of first-order differential fields equations in time-domain. Identifying the exact equivalence between Huygens’ metasurfaces and coupled RLC oscillator circuits, the field equations are then subsequently solved using standard circuit modelling techniques based on a finite-difference formulation. Several examples including generalized refraction are shown to illustrate the temporal evolution of scattered fields from the Huygens’ metasurface under plane-wave normal incidence, in both harmonic steady-state and broadband regimes. In particular, due to its inherent time-domain formulation, a significant strength of the methodology is its ability to model time-varying metasurfaces, which is demonstrated with a simple example of a pumped metasurface leading to new frequency generation and wave amplification.
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I. INTRODUCTION

Metasurfaces are two dimensional arrays of sub-wavelength electromagnetic (EM) scatterers, which are the dimensional reduction of more general volumetric metamaterial structures and functional extensions of Frequency Selective Surfaces (FSSs). By engineering the electromagnetic properties of the scattering particles, the metasurface can be used to manipulate and engineer the spatial wavefronts of the incident waves. In this way, they provide a powerful tool to transform incident fields into specified transmitted and reflected fields. More specifically, metasurfaces can either impart amplitude transformations, phase transformations or both, making them applicable in a diverse range of applications involving lensing, imaging, field transformations, cloaking and hologramming, to name a few.

An important class of metasurfaces that has recently gathered a lot of attention is that of a Huygens’ metasurface. Huygens’ metasurfaces are constructed using a 2D array of electrically small Huygens’ sources, which provide perfect impedance matching to free-space, due to an optimal interaction of the electric and magnetic dipole moments constituting the metasurface. An efficient implementation of Huygens’ metasurfaces is using all-dielectric resonator arrays, and a comprehensive review is provided in [15]. They are ideal for providing wave-shaping, particularly in transmission, due to their non-zero reflection response. The typical applications for such Huygens’ metasurfaces are, generalized refraction, lensing and polarization control, to name a few.

Metasurfaces represent abrupt phase discontinuities in space and are typically modelled as zero-thickness surfaces. This is achieved by introducing the generalized sheet transition conditions (GSTCs), accounting for exact space-discontinuities into frequency-domain Maxwell’s equations, which can then be used to analytically synthesize the metasurface for a specified field transformation, in terms of the surface susceptibility functions. On the other hand, an equally important problem is the computation of scattered fields from a metasurface, for its given susceptibility functions. A numerical approach has been recently presented in [19], where the GSTC conditions are incorporated in the finite-difference formulation in frequency domain to accurately analyze the transmitted and reflected fields of a general zero-thickness metasurface.

While the past works have dominantly focussed on frequency-domain solutions, there is a great interest to model and simulate broadband metasurfaces in the time-domain, where several recent works on space-time modulations for frequency generation and dispersion engineering have appeared exploring the time-domain responses of metasurfaces. With this motivation and background, a finite-difference technique is developed in this work for the specific class of a Huygens’ metasurface, to compute its time-domain response assuming a physical Lorentzian dispersion response. The combination of the time-domain GSTCs and the Lorentz response of a Huygens’ metasurface, results in an explicit finite-difference formulation which can be used to simulate the transmitted and the reflected fields from the metasurface for an arbitrary time-domain excitation. Moreover, the technique can easily handle time-varying (pumped) metasurfaces, making them an ideal tool to analyze space-time modulated metasurfaces. The specific contributions of this work are: 1) Exact time-domain formulation based on GSTCs of a zero-thickness Huygens metasurface. 2) Rigorous modelling of typical sub-wavelength Huygens’ metasurface using double-Lorentz dispersion model. 3) Explicit finite-difference formulation for computation of scattered fields for time-domain sources, compatible with arbitrary spatial profiles.
of incident waves and non-uniform Lorentz metasurfaces. 4) Determination and visualization of the scattered fields on Yee-cell grid in both transmission and reflection region. 5) Equivalence of the Huygens’ metasurface with coupled RLC circuit model, useful for circuital analysis of such metasurfaces.

The paper is structured as follows. Sec. II provides the mathematical framework to analyze a Huygens’ metasurface and establishes its Lorentzian dispersion response based on a typical all-dielectric unit cell model, in both the frequency and time domain. Sec. III formulates the finite-difference time-domain description of a general Lorentz Huygens’ metasurface, and established its equivalence with an RLC circuit model. Sec. IV presents several demonstration examples, taking the generalized refracting metasurface as the representative case, which is followed by an example of a sinusoidally pumped metasurface. Sec. V discusses various features and limitations of the proposed approach and finally, conclusions are provided in Sec. VI.

II. LORENTZ HUYGENS’ METASURFACE

Consider the problem illustrated in Fig. 1, where a plane wave at a frequency \( \omega \) is normally incident on a metasurface. The metasurface interacts with the input field and generates both transmitted and reflected fields, in general. The metasurface is typically characterized using effective surface susceptibility densities, \( \chi \), which in its most general form is a full tensor \( \chi_{MM} \), capturing all possible wave interactions.

A specific configuration of the metasurface consisting of a balanced and orthogonally co-located electric and magnetic dipole moments, \( p \) and \( m \), is commonly known as a Huygens’ metasurface, and is considered here throughout the paper. The electric and magnetic dipole moments are modelled using the corresponding electric and magnetic surface susceptibilities, \( \chi_{EE} \) and \( \chi_{MM} \). When \( \chi_{EE} = \chi_{MM} \), the metasurface is perfectly matched to free-space. However, in the general case, both reflected and transmitted fields exist.

A. Generalized Sheet Transition Conditions (GSTCs)

A zero thickness metasurface, such as the one in Fig. 1 is a space-discontinuity. The rigorous modelling of such discontinuities based on Generalized Sheet Transition Conditions (GSTCs) were developed by Idemen in [18], which were later applied to metasurface problems in [23]. The modified Maxwell-Faraday and Maxwell-Ampere equations can be written in the time-domain as,

\[
\begin{align}
\dot{\mathbf{E}} \times \Delta \mathbf{H} &= \frac{d\mathbf{P}}{dt} \quad (1a) \\
\Delta \mathbf{E} \times \dot{\mathbf{E}} &= \mu_0 \frac{d\mathbf{M}}{dt} \quad (1b)
\end{align}
\]

where \( \Delta \psi \) represents the differences between the fields on the two sides of the metasurface for all the vector component of the field \( \psi \), which could be either the \( \mathbf{H} \) or \( \mathbf{E} \) fields. The other terms \( \mathbf{P} \) and \( \mathbf{M} \) represent the electric and magnetic surface susceptibility densities, in the plane of the metasurface, which depend on the total average fields at the metasurface. A more general description and discussion can be found in [14], for interested readers. 

With this brief background, consider a Huygens’ metasurface illuminated with a normally incident plane-wave, as shown in Fig. 1. For simplicity, but without loss of generality, the problem is assumed to be 2D, where all \( y \)-variations are assumed to be zero. For normal incidence, the input plane-wave is given by

\[
\mathbf{E}_0(x, z, t) = E_0 e^{j(\omega t - kz)} \hat{y} = E_0 e^{-j k z},
\]

and \( \mathbf{H}_0(x, z, t) = \mathbf{H}_0(x, z, t)/\eta_0 \), where \( \eta_0 \) is the free-space impedance. Substituting the field quantities, assuming monochromatic excitation,

\[
\begin{align}
\Delta \mathbf{E} &= (E_t - E_r - E_0) \hat{y} \\
\Delta \mathbf{H} &= (-H_t - H_r + H_0) \hat{x} \\
\mathbf{P} &= \frac{\epsilon_0 \chi_{EE}}{2} \left( E_t + E_r + E_0 \right) \hat{y} \\
\mathbf{M} &= \frac{\chi_{MM}}{2} \left( H_t - H_r - H_0 \right) \hat{x} 
\end{align}
\]

in (1), leads to

\[
\begin{align}
-H_t - H_r + H_0 &= \frac{\epsilon_0}{2} \frac{d}{dt} \chi_{EE}(E_t + E_r + E_0) \quad (4a) \\
(E_t - E_r - E_0) &= \frac{\mu_0}{2} \frac{d}{dt} \chi_{MM}(-H_t + H_r - H_0). \quad (4b)
\end{align}
\]

First, let us assume that surface susceptibilities are time-independent. Under this assumption, taking the Fourier transform of the above equation and solving for the two susceptibilities, we get

\[
\begin{align}
\chi_{EE}(\omega) &= \frac{2}{k} \frac{\tilde{E}_t - \tilde{E}_r - \tilde{E}_0}{\tilde{E}_t + \tilde{E}_r + \tilde{E}_0} = \frac{2}{k} \left( \frac{T - R - 1}{T + R + 1} \right) \\
\chi_{MM}(\omega) &= \frac{2}{k} \frac{\tilde{H}_t - \tilde{H}_r - \tilde{H}_0}{\tilde{E}_t + \tilde{E}_r + \tilde{E}_0} = \frac{2}{k} \left( \frac{T - R - 1}{T + R + 1} \right)
\end{align}
\]

where \( T = \tilde{E}_t/\tilde{E}_0 \) and \( R = \tilde{E}_r/\tilde{E}_0 \) are the frequency-domain transmission and reflection transfer functions, respectively and \( \psi \) is the Fourier transform of the time temporal fields \( \psi \).
Therefore, for a given transmission and reflection response of a Huygens’ metasurface, (5) can be used to compute the corresponding electric and magnetic susceptibility functions of the metasurface.

A particular case of interest is when \( R = 0 \), i.e. reflectionless metasurface. Imposing this zero reflection condition in (5), leads to the condition \( \tilde{\chi}_{ee} = \tilde{\chi}_{mm} \). Consequently, using either of the two sub-equations of (5), we get

\[
T(\omega) = \left( \frac{2 - jk\tilde{\chi}}{2 + jk\tilde{\chi}} \right),
\]

which is the expected all-pass transmission response of the Huygens’ metasurface with \(|T(\omega)| = 1\), i.e. a perfect phase plate.

B. Huygens’ Metasurfaces

Let us next consider a typical all-dielectric metasurface unit cell, as shown in Fig. 2(a), consisting of a high-dielectric cylindrical resonator (index \( n_1 \)) embedded in a host medium of index \( n_2 \). The unit cell is periodic along \( x- \) and \( y- \) directions and is subwavelength in dimension, i.e. \( \Lambda < \lambda_0 \) to ensure only zeroth order propagation mode. Its typical transmission and reflection amplitude response is shown in Fig. 2(b), computed using FEM-HFSS. Using the computed complex transmission and reflection response of this unit cell, its corresponding surface susceptibilities can be extracted using (5), and are shown in Fig. 2(c), where only the electric susceptibilities are shown for simplicity. Since the reflection from the metasurface is non-zero, \( \tilde{\chi}_{ee} \neq \tilde{\chi}_{mm} \) in general, across the entire frequency band of interest.

A dielectric resonator such as the one in Fig. 2(a) can be modelled using a standard physical Lorentz oscillator [24]. Following this model, it can be easily verified that the susceptibility functions \( \tilde{\chi}_{ee} \) (and \( \tilde{\chi}_{mm} \)) of Fig. 2(c), can be accurately described using a double-Lorentz function given by

\[
\tilde{\chi}_{ee}(\omega) = \sum_{i=1}^{2} \frac{\omega_{ep,i}^2}{(\omega_{eo,i}^2 - \omega^2)} + i\alpha_{e,i}\omega, \quad (7a)
\]

\[
\tilde{\chi}_{mm}(\omega) = \sum_{i=1}^{2} \frac{\omega_{mp,i}^2}{(\omega_{m0,i}^2 - \omega^2)} + i\alpha_{m,i}\omega, \quad (7b)
\]
as shown in Fig. 2(c) for electric susceptibility, where \( \omega_{ep}, \omega_{ep} \) and \( \alpha_{e} \) are the plasma frequency, resonant frequency and the loss-factor of the oscillator, respectively, and subscript \( e \) and \( m \) denote electric and magnetic quantities. It should be noted that, while a double-Lorentz model was found sufficient to describe a typical all-dielectric unit cell like the one considered here, more complex unit cells may require more than two Lorentzian contributions.

C. Lorentzian Material Response and Field Equations

Having established the applicability of the double-Lorentzian function to describe a typical metasurface unit cell, the physical non-zero thickness unit cell of Fig. 2 can now be modelled using an ideal zero-thickness Huygens’ metasurface exhibiting a double-Lorentzian dispersion profile. To maintain simpler forthcoming expressions, let us first consider a single Lorentz contribution only.

The electric susceptibility, \( \tilde{\chi}_{ee} \), in physical terms, relates the electric polarization response of the metasurface \( \tilde{P}(\omega) \) produced due to the input excitation fields \( \tilde{E}(\omega) \). Similarly, the magnetic susceptibility, \( \tilde{\chi}_{mm} \), relates the magnetic polarization response of the metasurface \( \tilde{M}(\omega) \) produced due to the input excitation fields \( \tilde{H}(\omega) \). Mathematically, this can be expressed as

\[
\tilde{P}(\omega) = \tilde{\chi}_{ee}(\omega)\tilde{E}(\omega) = \frac{\omega_{ep}^2}{(\omega_{eo}^2 - \omega^2)} + i\alpha_{e}\omega \tilde{E}(\omega), \quad (8a)
\]

\[
\tilde{M}(\omega) = \tilde{\chi}_{mm}(\omega)\tilde{H}(\omega) = \frac{\omega_{mp}^2}{(\omega_{m0}^2 - \omega^2)} + i\alpha_{m}\omega \tilde{H}(\omega), \quad (8b)
\]

where a Lorentz frequency response is introduced for the susceptibilities. This can be equivalently expressed in the time-domain by inverse Fourier transforming the above equations, leading to

\[
\frac{d^2\tilde{P}(t)}{dt^2} + \alpha_{e} \frac{d\tilde{P}(t)}{dt} + \omega_{eo}^2\tilde{P}(t) = \omega_{ep}^2\tilde{E}(t), \quad (9a)
\]

\[
\frac{d^2\tilde{M}(t)}{dt^2} + \alpha_{m} \frac{d\tilde{M}(t)}{dt} + \omega_{m0}^2\tilde{M}(t) = -\omega_{mp}^2\tilde{H}(t). \quad (9b)
\]

To incorporate these Lorentzian responses in the time-domain GSTCs (1), (3) cannot be used for broadband excitations, since the polarizations can no more be expressed using
simple products of surface susceptibilities and the various corresponding fields, $E$ and $H$, in the time-domain. To overcome this issue, let us introduce three time-domain polarization functions $P_t$, $P_r$, and $P_0$, corresponding to transmitted, reflected and incident fields, respectively, and use them to construct the average polarizabilities, so that
\[ P_{\parallel} = \frac{P_t + P_r + P_0}{2} \]
\[ M_{\parallel} = -\frac{M_t + M_r - M_0}{2}. \] (10)

Following (9), each of these polarizabilities, $P_t$, $P_r$, and $P_0$, are in turn related to their corresponding fields though Lorentzian parameters, given by
\[ \frac{d^2 P_t}{dt^2} + \alpha_c \frac{dP_t}{dt} + \omega_{c0}^2 P_t = \omega_{c0}^2 E_i(t) \] (11a)
\[ \frac{d^2 M_t}{dt^2} + \alpha_m \frac{dM_t}{dt} + \omega_{m0}^2 M_t = -\frac{\omega_{mp}^2}{\eta_0} E_i(t), \] (11b)
where the subscript $i = t, r, 0$, corresponds to quantities related to transmission, reflection and incident waves, respectively. Next, substituting (10) into (1), and assuming plane-wave field solutions, we get
\[ \mu_0 \frac{dM_t}{dt} - \mu_0 \frac{dM_r}{dt} + \mu_0 \frac{dM_0}{dt} = 2(E_0 + E_t - E_r). \] (12a)
\[ \frac{dP_t}{dt} + \epsilon_0 \frac{dP_t}{dt} + \epsilon_0 \frac{dP_0}{dt} = 2c(E_0 - E_t - E_r), \] (12b)
where $c = 1/\sqrt{\mu_0 \epsilon_0}$ is the speed of light in vacuum.

Finally, (11) and (12), represent a total of eight field equations to be solved for two primary unknowns, $E_t$, $E_r$, and five auxiliary unknowns, $P_t$, $P_r$, $P_0$, $M_t$, $M_r$, $M_0$, for a given input excitation field $E_0$. This completes the mathematical formulation of the problem.

III. Finite Difference Formulation

A. Assembly of the 1st Order System Equations

Let us consider the second order differential equation (9) again, for Lorentz oscillators describing the electric and magnetic response of the metasurface. For computational simplicity, these second order differential equations can be converted into two first-order differential equations, by introducing two auxiliary variables $P$ and $M$, defined as
\[ \dot{P} = \frac{1}{\omega_{c0}} \frac{dP}{dt} + \alpha_c \frac{P}{\omega_{c0}} \] (13a)
\[ \dot{M} = \frac{1}{\omega_{m0}} \frac{dM}{dt} + \alpha_m \frac{M}{\omega_{m0}}. \] (13b)
The rationale for using such specific definition will become clear in the next sub-section, when the equivalence of the Huygen’s metasurface with a coupled circuit (RLC) model will be established. Next, using (13) in (9), results in
\[ \frac{1}{\omega_{c0}} \frac{d^2 P}{dt^2} = \omega_{c0}^2 E - P \] (14a)
\[ \frac{1}{\omega_{m0}} \frac{d^2 M}{dt^2} = -\frac{\omega_{mp}^2}{\eta_0 \omega_{m0}^2} E - M \] (14b)
where plane-wave conditions are assumed on both sides of the metasurface regions so that $H = E/\eta_0$. The general Eqs. (13) and (14), can now be written in a compact matrix form for the incident field so that
\[ \begin{bmatrix} E_t \end{bmatrix} = \begin{bmatrix} T_4^{4 \times 5} & W_4^{4 \times 4} \end{bmatrix} \begin{bmatrix} E_{t,r} \end{bmatrix}. \] (15)
where the known excitation fields $E_0$ terms are kept on the right-hand side of the matrix equation. Similarly, Eqs. (13) and (14) are written in matrix form for both transmitted and reflect fields as
\[ \begin{bmatrix} E_r \end{bmatrix} = \begin{bmatrix} T_5^{4 \times 5} & W_5^{4 \times 4} \end{bmatrix} \begin{bmatrix} E_{t,r} \end{bmatrix}. \] (16)
Next, the two equations from (12), can be expressed in terms of newly introduced auxiliary variables, transforming them into a pair of linear equations, given by
\[ \mu_0 \dot{M}_t - \mu_0 \dot{M}_r + \mu_0 \dot{M}_0 + 2E_t - 2E_r = 2E_0 \] (17a)
\[ \dot{P}_t + \epsilon_0 \dot{P}_r + \epsilon_0 \dot{P}_0 + 2cE_t + 2cE_r = 2cE_0, \] (17b)
which can then be written in a compact matrix form as
\[ \begin{bmatrix} A_1 & A_2 & A_3 \\ B_1 & B_2 & B_3 \end{bmatrix}_{2 \times 14} \begin{bmatrix} V \end{bmatrix}_{1 \times 1} = \begin{bmatrix} 2E_0 \\ 2cE_0 \end{bmatrix}. \] (18)
where $V$ is a vector consisting of all the primary and auxiliary unknown variables, i.e.
\[ V = \begin{bmatrix} P_0, \quad P_t, \quad M_0, \quad M_t, \quad E_t, \quad P_t, \quad M_t, \quad M_t, \ldots \quad E_r, \quad P_r, \quad M_r, \quad M_r \end{bmatrix}^T. \] (19)
with \([\cdot]^T\) is the matrix transpose. Finally combining (15), (16) and (18) in a single matrix, we get

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
W_1 & 0 & 0 \\
0 & T_1 & 0 \\
0 & 0 & T_1
\end{bmatrix}
\frac{d[V]}{dt} + \begin{bmatrix}
A_1 & A_2 & A_3 \\
B_1 & B_2 & B_3 \\
W_2 & 0 & 0 \\
0 & T_2 & 0 \\
0 & 0 & T_2
\end{bmatrix} [V] = [E],
\]

(20)

where

\[
[E] = ([E_2]^T, [E_1]^T, [0]^T_{[8 \times 1]})^T.
\]

(21)

The resulting 1st order matrix differential equation in time, is given by

\[
[C] \frac{d[V]}{dt} + [G][V] = [E],
\]

(22)

which can also be expressed equivalently in the frequency domain as

\[
[V(\omega)] = (j\omega[C] + [G])^{-1} [E(\omega)].
\]

(23)

This completes the necessary matrix formulation to subsequently solved using the finite-difference technique. It should be noted that, while the formulation here is only shown for a single Lorentz oscillator for simplicity, it can be straightforwardly extended to arbitrary number of Lorentz contributions, such as the case in (7).

B. Circuit representation

It is not a coincidence that the set of equations described by (22) is in a standard form used widely for circuit analysis. Both the field equations (12) and the Lorentzian material behaviour (11) are easily represented by circuits. Specifically, the polarization responses (11) can be simply seen as a set of coupled RLC oscillators. For example in Fig. 3, two circuits representing the response of \(M\) and \(P\) due to the incident field \(E_0\) are shown for which the corresponding circuit equations in matrix form are given by

\[
\begin{bmatrix}
C_p & 0 & 0 & 0 \\
0 & I_p & 0 & 0 \\
0 & 0 & C_m & 0 \\
0 & 0 & 0 & L_m
\end{bmatrix}
\begin{bmatrix}
V_{p0} \\
I_{p0} \\
V_{m0} \\
I_{m0}
\end{bmatrix} +
\begin{bmatrix}
\frac{1}{R_c} & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{R_m} & -1 \\
0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
V_{p0} \\
I_{p0} \\
V_{m0} \\
I_{m0}
\end{bmatrix}
= \begin{bmatrix}
\frac{0}{\omega_p^2} & \frac{-1}{\omega_p^2} \\
\frac{1}{\omega_p} & \frac{0}{\omega_p} \\
\frac{0}{\omega_m^2} & \frac{1}{\omega_m^2}
\end{bmatrix}
E_0,
\]

(24)

where the unknowns are the currents through the inductors and the output voltages. If we identify \(V_{p0} \leftrightarrow P_0, V_{m0} \leftrightarrow M_0, I_{p0} \leftrightarrow I_0, I_{m0} \leftrightarrow \eta_0 M_0\) and set \(L = C = 1/\omega_0\) and \(R = \frac{\alpha}{\omega_0}\), we obtain the matrices derived previously, for example, (15). The other polarizations \((P_1, P_r, M_1, M_r)\) would have identical circuit implementations. The field matrix equations are also easily implemented using circuits and the form of (22) is then obtained by using standard circuit modelling techniques. This equation can now be solved in either the frequency domain (if not time varying) or it can be solved using a finite-difference formulation using standard techniques for the general case.

C. Extension for Time Varying Metasurface Parameters

The analysis above implicitly assumes static surface parameters. However, with a simple extension, an active surface can be easily modelled. Actively pumping the surface would modify the parameters of the Lorentzians relating \(M\) and \(P\) to the \(E\) fields. To investigate this, we decided to modify the resonant frequency of the resonators in time. To achieve this, the RLC circuit description was used and the capacitance \(C\) was varied as \(C(t) = C_0 + A \sin(\omega_p t)\). To include this in the formulation described above is straightforward. The static capactor is replaced with a non-linear capacitor described by the equations: \(Q_c = C(t)V_c\) and \(I_c = dQ_c/dt\), where \(Q_c\) is the charge stored in the capacitor, \(V_c\) the voltage across the capacitor and \(I_c\) the current through the capacitor. This, consequently, requires a minor modification to the circuit equations, as shown in (25).

This results in a introduction of a new non-linear term to the system equations leading to

\[
[C] \frac{d[V]}{dt} + [G][V] = [B(V)] + [E],
\]

(26)

Finally, writing the explicit finite-difference form of (26) using the Trapezoidal rule, we get

\[
[V]_i = \left(\frac{\Delta t}{2}\right)^{-1} \left(\frac{C}{\Delta t}[G][V]_{i-1} - \frac{\Delta t[G][V]_{i-1}}{2} + \Delta t \left[\frac{[E]_i + [E]_{i-1}}{2} + \frac{[B]_i + [B]_{i-1}}{2}\right]\right)
\]

(27)

where \(i\) is the index denoting the current time stamp. If the surface is static \(B(V) = 0\) and for a uniform time step we can simply use an LU decomposition of \(\mathbf{H} = \mathbf{C} + \Delta t/2 \mathbf{G}\) to solve the matrix equation at each time step. However, if \(\mathbf{B}\) is non zero due to time modulation of the metasurface, Newton-Raphson iteration will be needed at each time step to solve the non-linear nature of the equations and \(\mathbf{H}\) will need to include the Jacobian of \(\mathbf{B}\). If needed, a large number of techniques have been developed to solve equations of the form of (26) that can be easily exploited (25), (26), (27).
Fig. 4. Simulation setup for the finite-difference technique developed in Sec. III showing the numerical domain and the surrounding boundary conditions. Shaded regions on the left and right represent the 2D discretized region where Maxwell’s equations are solved on a conventional Yee cell.

IV. EXAMPLES

A. Simulation Setup

To illustrate the methods described above two simulation cases will be used. The first case is a simulation of a uniform metasurface with the material response described by a Lorentzian response. For this case the problem is one dimensional and we have only to solve (22) in either the time or frequency domain. This case will be used initially to present the response of the surface to an incident pulse and then subsequently be extended to a time varying (or pumped) metasurface, which can only be solved in the time domain using (26). The second case involves the simulation of a surface with a graded material response to achieve generalized refraction. The purpose of this case is to study the propagation of the transmitted and reflected fields from such a metasurface, for which analytical solutions are readily available.

The propagation from the surface was modelled as shown in Fig. 4. Two regions were defined in which the EM propagation was modelled using a standard 2D Yee cell model [28]. The metasurface is placed at $z = 0$ and a region modelling the reflected wave is situated on left. The second region models the propagation of the transmitted field and is situated on the right side of the metasurface. The discretized metasurface model was used as boundary condition for the two regions with the transmitted field $H_{tx}$ being imposed on the left side of the region modelling the transmission. To model the reflection from the metasurface, $H_{ry}$ is similarly imposed on the right side of the region on the left. Further, as shown in Fig. 4, the top and bottom boundaries are periodic and the two left- and right-end boundaries have perfectly matched layers (PMLs). The propagation of the incident field was not modelled and a uniform plane wave $E_0$ was imposed on the surface at $z = 0$.

The metasurface equations were then solved using the same time steps as the propagation regions.

Values for the material response were extracted from FEM-HFSS simulations of the silicon structure described in Fig. 2 taken as a representative test case here. As shown before, two Lorentzian contributions are needed to accurately model the response. Unless otherwise noted the parameters used for the Lorentzian material responses in the following are: For first Lorentzian contribution, $f_{e0} = f_{m0} = 250 \text{ THz}$, $f_{wp} = f_{mp} = 48 \text{ GHz}$ and $\alpha_e = \alpha_m = 7.54 \times 10^{12}$. And for second the Lorentzian contribution, $f_{e0} = f_{m0} = 350 \text{ THz}$, $f_{wp} = f_{mp} = 183 \text{ GHz}$ and $\alpha_e = \alpha_m = 7.54 \times 10^{12}$.

B. Pulse Propagation through the Metasurface

For the case of a uniform metasurface, (25) can be used to characterize the metasurface as a function of frequency. Fig. 5 presents the magnitude and phase response of the metasurface for two cases. The first case is that of a matched surface where $\tilde{\chi}_{ee}(\omega) = \tilde{\chi}_{mm}(\omega)$. It can be seen that the reflection is zero as expected with some loss...

\[
\begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
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+ \frac{1}{\tau_c} \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
V_0 \\
I_0 \\
Q_0 \\
V_{m0} \\
I_{m0} \\
Q_{m0}
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
C_p(t)V_{p0} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
C_m(t)V_{m0} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
E_0.
\]

Fig. 5. Frequency response of a typical uniform Lorentz Huygens’ metasurface for a matched (denoted with a subscript $m$) and an unmatched configuration ($nn$) a) Transmission and reflection response, b) transmission and reflection phase for the case of mismatched configuration.
near the resonant frequency of the resonators. The response is not symmetrical due to the presence of the second Lorentzian at 350 THz. The second case shows the result of mismatching the $P$ and $M$ responses by offsetting the resonant frequency of $M$ by 5 THz. As can be seen, now a substantial reflection is present. The corresponding phase response is also shown for both cases in Fig. 5 where it should be noted that both the transmitted and reflected fields undergo almost a full $2\pi$ phase shift as frequency $f$ is swept from 180 THz to 320 THz.

The response of this uniform metasurface to an incident pulse is shown in Fig. 6 computed using the proposed finite-difference formulation of (22). Again two cases are shown. Fig. 6(a) shows the response of the metasurface to a step input of a modulated field (250 THz). Initially the surface is transparent as the resonators are “at rest” and there is full transmission of the field. There is then a short period as the resonators absorb energy and come to a harmonic steady-state. At this point the surface is transmitting with a small loss. At no point in the transient response is there any reflection, as the resonators never become mismatched. The second case is shown in Fig. 6(b) and is the response of the mismatched surface to an incident modulated Gaussian pulse ($f = 250$ THz and a pulse width of 33.3 fs). Fig. 6(b) shows the transmitted and reflected pulses, where they are both delayed and slightly distorted due to the dispersion of the metasurface. These results were then compared and confirmed for benchmarking purposes, with the frequency domain model (or the Fourier propagation model) of the metasurface, i.e. $v_{out}(t) = F^{-1}[F\{v_{in}(t)\}T(\omega)]$, where $T(\omega)$ is the metasurface transfer function shown in Fig. 5.

**C. Huygens’ Metasurface for Generalized Refraction**

In this section we will use the method described above to analyze a metasurface designed to produce a refraction of an incident plane wave. The material response of the surface will be “engineered” by creating a distribution of resonators with varying $\omega_0$ which could be achieved by optimizing the geometry of the resonator, for instance. First, we shall look at the general response and design of a matched surface using the harmonic steady-state response and then we shall present the transient response of a surface under matched and mismatched conditions, computed using our proposed finite-difference technique using (22).

1) **Surface response at harmonic steady-state**: Fig. 7 shows the response of a Lorentz Huygens’ metasurface where the metasurface was engineered to produce a linearly increasing phase shift across the surface as illustrated in Fig. 7(a). This effect was achieved by using the response of the metasurface shown in Fig. 5 and determining a distribution of $\omega_0$ that will produce this linear phase response along the metasurface for a matched surface. This distribution is shown in Fig. 7(b). In Fig. 7(c), the corresponding susceptibilities for 10 resonators equally spaced along the surface are shown as function of frequency. Finally, by solving (23) at each point on the surface, we can obtain the response of the surface in harmonic steady-state.

It is first useful to establish the metasurface response for an ideal matched case for a given excitation frequency. If we define,

$$\tilde{\chi}_{ee}(x) = \tilde{\chi}_{ee}(x) = \tilde{\chi}_{ee}(x) = \tilde{\chi} = \frac{2\tan(\phi_0 x)}{k}, \tag{28}$$

it can be verified by substituting the above form of $\tilde{\chi}$ in (6) that the transmission function takes a simpler form $T(\omega) = e^{-2j\phi_0 x}$, so that the output wave is given by

$$E_t(x, z, t) = E_0 e^{jxt} e^{-j(kz + 2\phi_0 x)} \hat{y}, \tag{29}$$

which represents an output refracted-wave in the $x-z$ plane. Having noted that, Fig. 7(d) shows the real part of the engineered $\tilde{\chi}_{ee}(x)$ for our generalized refracting metasurface, for both lossy and lossless Lorentzian oscillators, and compares them with the ideal response of (28). As can be seen from this comparison, the engineered Lorentzian response is a good proxy for the ideal tangent function of (28).

Finally, the corresponding transmission and reflection transfer function distributions along the metasurface are next shown in Fig. 7(e) and (f), for the two cases of matched and mismatched metasurfaces. For the matched case, the reflection, as expected, is zero throughout the metasurface and the transmission is close to unity with some variation in the absorption due to loss in the material. While the phase response of the matched case is perfectly linear as designed, the mismatched case (i.e. shift in $f_0$ of 5 THz between electric and magnetic...
Surface Susceptibility \( \chi(x) \) for the matched case when \( \Theta = 5.99^\circ \), which matches with the refraction angle expected from the theoretical prediction from (29) using a tangent function for \( \tilde{\chi} \). Since this is a matched surface, no reflection would be expected and that is indeed what is seen.

Next, the second case of a mismatched metasurface is shown in Fig. [9]. As previously, computed fields at time instants at \( t_1 = 0.4 \) fs and \( t_2 = 10 \) fs are shown. For the case of the short simulation time, the metasurface response is similar to that of matched case, showing an initial starting period during which the material response comes to steady-state. Of course, due to the mismatch of the \( P \) and \( M \) resonators, a reflected field is seen as well. As would be expected from Fig. [7(e)], the reflection is spatially distributed leading to some diffraction effects. At time \( t_2 \), the metasurface response has come to a harmonic steady-state and the refraction of the incident field is clearly seen. However, due to the mismatch in the resonators, the transmitted and reflected waves are no longer perfect flat plane waves and exhibits noticeable amplitude variations. Finally, As expected the reflected field is also rotated by
the same angle as the transmitted fields. It should be noted that in both Figs. 8 and 9 diffractive effects can clearly be seen in middle plot of $H_z$, which can be attributed to the slight discontinuity in the fields at the top and bottom of the metasurface which are linked by the periodic boundary conditions in the simulation setup.

![Fig. 9. Time-domain computed transmitted and reflected fields from generalized refracting metasurface, incident with a normally incident plane-wave, for the unmatched case when $\chi_{ee} \neq \chi_{mm}$, at two time instants $t_1 = 0.4\, \text{fs}$ and $t_2 = 10\, \text{fs}$. Colorplot is linear in scale.](image)

**D. Time-varying Pumped Metasurface**

The final simulation illustrates the ability of the method to model time-varying or pumped metasurfaces. In this simulation a uniform surface was modelled using (26) to take into account the temporal variations in surface susceptibilities of the metasurface. Specifically, the surface parameters $\chi$’s, were varied in time by using a time dependent capacitance to define the resonant frequency of the material. In addition, a mismatched surface was modelled with a 5 THz shift in the resonance frequency of the $P$ and $M$ resonances. The capacitance was varied at a pumping frequency of $f_p = 280$ THz with the peak magnitude variation of 10%.

Figure 10 shows the transmitted and reflected fields from the metasurface excited with a modulated time-step function. The initial rise of the step was modelled using Gaussian profile with a width of 33.3 fs and the modulation frequency of 250 THz. Figure 10(a) shows the temporal evolution of the fields in both reflection and transmission. Two effects can be noticed from these results: 1) A strong amplitude modulation in both reflected and transmitted fields, indicating the generation of new temporal frequencies; 2) An increase in transmission field amplitudes compared to the input, indicating gain in the system. Both frequency generation and wave amplification are typical effects encountered in the general class of space-time modulations system [29,30], and can be expected in this pumped metasurface example. To confirm the generation of new frequencies, the spectrum of both reflected and transmitted fields was computed using Fast-Fourier Transforms (FFTs) and is shown in Fig. 10(b). The creation of new frequency content at multiples of $f_p = 280$ THz is clearly seen and thus confirmed.

![Fig. 10. Transmitted and reflected fields from a time-varying metasurface excited with an incident step function, where the resonant frequency of the Lorentzians characterizing the material is varied in time via $C = C_0(1 + 0.1\sin(\omega_p t))$ where $f_p = 280$ THz is the pumping frequency. The rising edge of the step was Gaussian in shape with a width of 33.3 fs. a) Transmitted and reflected fields. b) Field spectrums computed using FFT.](image)

**V. DISCUSSIONS & FUTURE WORK**

The finite-difference numerical method proposed and described above has number of key features leading to advantages over other existing approaches. Firstly, a primary need for efficient design and analysis of a metasurface is the development of simple physically motivated models that are also accurate and robust. The surface model presented herein is physically accurate, flexible and can be implemented with ease. Due to its finite-difference form, no issue of numerical instability arises. On the other hand, the alternative time and frequency domain methods primarily used in full wave EM simulators such as FEM-HFSS, FDTD-CST and FEM-COMSOL are hampered by the complexity implied in the simulation of an engineered metasurface; the need to assume a finite thickness for the surface and the inability to solve the corresponding time-varying problems. The proposed technique can moreover be easily coupled to propagation models or other system descriptions and thus is well suited as a part of computer-aided design (CAD) tool, as has also been done here by combining it with the Yee-cell model. Also to be noted that, while the examples have been taken at optical frequencies for illustration, the proposed technique is obviously applicable for modelling microwave Huygens’ metasurfaces as well. Secondly, while the paper assumed relatively straightforward incident field distributions (i.e. normally incident plane-waves) throughout for simplicity, the proposed method is fully compatible with wide variety of input fields of arbitrary spatial and temporal characteristics. Since there is no implicit assumptions in the proposed method, it can easily handle spatially distributed and complex time varying fields ranging from Gaussian beams to vectorial beams [31]. Thirdly, a significant strength of the methodology is its ability to model time-varying or pumped metasurfaces. The example presented in the paper was the simple time modulation of the metasurface, however, both time and space varying phenom-
ena, i.e. $\chi_{ee}(r, t)$ and $\chi_{mm}(r, t)$, could easily be modelled, making the proposed technique, ideal for analyzing wide range of problems in the general context of space-time modulated metasurfaces. Finally, the metasurface response was assumed to be linear Lorentzian response, in this work. However, for the time-domain model, this assumption is not necessary and it could be extended to include more general non-linear metasurfaces for large incident fields where $\chi = \chi(E)$ and the linear assumption breaks down.

The technique as presented also has two major limitations, however, both of them can be simply overcome. In the examples considered herein, the metasurface itself was one dimensional and was coupled into 2D propagation regions. However, the extension to 3D problems is straight-forward with a discretized 2D surface being described by an array of resonators and the corresponding set of full-vectorial field equations. This metasurface then would be used as a boundary condition for the full 3D EM simulation region. Such a simulation framework could then be used to model either infinite surfaces (periodic boundary conditions) or finite surfaces (absorbing boundary conditions) as also is the case in this work.

A second limitation is that the method has assumed an incident field from one side only and then either transmission or reflection fields are computed using the GSTCs. A more general and complex problem will involve scattering from objects surrounding the metasurface in both transmission and reflection regions. Considering that the metasurface is linear with respect to the field response, the general problem of metasurface in a scattering environment, can, in principle, be overcome by simply having two auxiliary mathematical surfaces, one for left to right field transmission and the other for right to left transmission. The reflected and transmitted fields produced on both sides of these auxiliary surfaces, would then be added to produce the total fields propagating from the surface in both directions. This extension to the method would thus enable the simulation of multiple metasurfaces, for instance, coupled by intermediate propagation regions.

VI. CONCLUSIONS

An explicit time-domain finite-difference technique for modelling zero-thickness Huygens’ metasurfaces based on GSTCs, has been proposed and demonstrated using full-wave simulations. The Huygens’ metasurface has been modelled using electric and magnetic surface susceptibilities, which were found to follow a double-Lorentz dispersion profile. To solve zero-thickness Huygens’ metasurface problems for general broadband excitations, the double-Lorentz dispersion profile was integrated with GSTCs, leading to sets of first-order differential fields equations in time-domain. Identifying the exact equivalence between Huygens’ metasurfaces and coupled RLC oscillator circuits, the field equations were then subsequently solved using standard circuit modelling techniques based on finite-difference formulation. Using this proposed technique, several examples including generalized refraction have been shown to illustrate the temporal evolution of scattered fields from the Huygens’ metasurface under plane-wave normal incidence, in both harmonic steady-state and broadband regimes. In particular, due to its inherent time-domain formulation, a significant strength of the methodology is its ability to model time-varying metasurfaces, which has been demonstrated with a simple example of a pumped metasurface leading to new frequency generation and wave amplification.

The proposed technique is based on simple physically motivated Lorentz models that are accurate and able to handle wide variety of incident beams and can be easily extended to solve for a full 3D metasurface problems. The proposed technique thus represents an efficient design and analysis tool for broadband metasurfaces and can be easily coupled to other propagation models and system descriptions, as a part of computer-aided design (CAD) tool.
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