Analytically Solvable 2D Potentials: Bound States
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Using a suitable Laguerre basis set that ensures a tridiagonal matrix representation of the reference Hamiltonian, we were able to evaluate in closed form the matrix representation of the associated Hamiltonian for few exactly solvable 2D potentials. This enabled us to treat analytically the full Hamiltonian and compute the associated bound states spectrum as the eigenvalues of the associated analytical matrix representing their Hamiltonians. Finally we compared our results satisfactorily with those obtained using the Gauss quadrature numerical integration approach.

PACS numbers: 03.65.Ge, 34.20.Cf, 03.65.Nk, 34.20.Gj
Keywords: Bound states, Yukawa potential, J-matrix, Morse Potential,

Two-dimensional quantum systems constitutes an intermediate step between the complexity of the three dimensional one and the simplicity of the one dimensional system. Their experimental realization can be achieved in many way, for example, if the motion of the electron around the proton is constrained to be planar (say, by applying a strong magnetic field) then this problem will considered within the context of quantum mechanics as a two-dimensional hydrogen atom. There are many physical applications in which systems are effectively two-dimensional (e.g., adsorbed atoms on surfaces that behave like 2D at low temperatures). In all these studies, an important topological question that is of concern is the role played by the number of spatial dimensions. In addition, two-dimensional space has its own merit and in many circumstances physical results cannot be derived simply from its three dimensional counterpart. For example, Poisson’s equation for a point charge in 2D is solved for $\ln r$ rather than the $r^{-1}$ in three dimensions. Evidently, the singularity at the origin in this case is stronger in 2D than in 3D. For further discussion on the relevance of the two-dimensional hydrogen atom and its relevance in physical applications, we refer the reader to Dasgupta’s work [1].

One and two-dimensional hydrogen atoms were studied using space reduction from both Cartesian and spherical coordinate approach [2]. Through such an exercise, one might gain insight into the electronic structure in a two-dimensional space and could address the consequences of losing one degree of freedom. When studying the two-dimensional hydrogen atom it was found that, aside from the shift in the electron cloud towards the nucleus, the radial wave function is very similar to that in the 3D case; both are written in terms of the associated Laguerre polynomials [3]. In fact, we will see that the 2D results will be closely related to those in 3D and that the cylindrical Bessel functions in 2D will be replaced by spherical Bessel functions in 3D. Scattering in 2D was studied in the past by Lapidus [4] who presented a partial wave analysis of the problem. Maurone [5] derived the analogous expression for the optical theorem in two dimensions.
The Schrödinger equation for most of the 2D potentials could not be solved analytically; hence various numerical and perturbative methods have been devised in order to obtain the energy levels and related physical quantities. Even for short-range potentials, the $r^{-2}$ behavior due to the centrifugal term makes the task of obtaining accurate numerical solutions a non-trivial task. Our approach constitutes a significant contribution in this regard. It employs the unique feature of our Laguerre basis set which allows us to evaluate analytically all matrix elements of the Hamiltonians associated with some specific potentials which are then said to be analytically solvable according to our prescription.

Our approach for the study of analytically solvable potentials (for any angular momentum) is inspired by the J0matrix method [6], an algebraic method for extracting resonance and bound states information using computational tools devised entirely in square integrable bases. In this approach, the total Hamiltonian is written as a sum two parts: a reference Hamiltonian $H_0$ which is treated exactly and analytically and the remaining part which is treated numerically. The discrete $L^2$ bases used in the calculation and analysis are required to carry a tridiagonal matrix representation for the reference wave operator. Moreover, the use of discrete basis sets offers considerable advantage in the calculation of bound states and resonances because it is an algebraic scheme that requires only standard matrix technique rather than the usual approach of numerical integration of the differential equation.

The two-dimensional time-independent Schrödinger wave equation for a point particle of mass $m$ in a spherically symmetric potential $V(r)$ reads as follows

\[(H - E)\psi(r, \phi) = \left[ -\frac{\hbar^2}{2m} \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2}{\partial \phi^2} \right) + V(r) - E \right] \psi(r, \phi) = 0, \quad (1)\]

In the J0matrix approach, the wave function $\psi$ is expanded in the space of square integrable functions with discrete basis elements \( \{ \phi_n \}_{n=0}^{\infty} \) as $\psi(\vec{r}, E) = \sum_n f_n(E) \phi_n(\vec{r})$, where $\vec{r}$ is the set of coordinates for real space and $E$ is the system's energy. The basis functions must be compatible with the domain of the Hamiltonian and satisfy the vanishing boundary conditions at $r = 0$ and $r = \infty$. Equation (1) can be separated owing to the spherical symmetry of the potential as $\psi(r, \phi) = R(r)e^{i\ell \phi}$, with $\ell = 0, \pm 1, \pm 2, \ldots$ etc. Then letting $R(r) = \chi(r)/\sqrt{r}$ we obtain the effective radial equation

\[(H - E)\chi(r) = \left[ -\frac{1}{2} \frac{d^2}{dr^2} + \frac{\ell^2 - 1/4}{2r^2} + V(r) - E \right] \chi(r) = 0; \ell = 0, \pm 1, \pm 2, \pm 3 \ldots \quad (2)\]

We have used the atomic units $\hbar = m = 1$ where length is measured in units of $a_0 = 4\pi\epsilon_0\hbar^2/m$ (for an electron, this is the Bohr radius) and $m$ is the electron mass. In this work we will choose a complete $L^2$ basis set $\{ \phi_n \}$ to make the matrix representation of the reference Hamiltonian tridiagonal. The following choice of basis functions [7], called the Laguerre basis, is compatible with the domain of the Hamiltonian, satisfies the desired boundary conditions, and will results in a tridiagonal matrix representation for $H_0$. 
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where $\lambda$ is a positive length scale parameter, which allows for more computational freedom, $\alpha > 0$ and $\nu$ are basis parameters to be selected so as to make the matrix representation of $H_0$ tridiagonal. $\mathcal{L}_n(x)$ is the Laguerre polynomial of degree $n$ and $a_n$ is the normalization constant $\sqrt{2\Gamma(n+1)/\Gamma(n+\nu+1)}$. Now, the only remaining quantity that is needed to perform the calculation is the matrix elements of the effective potential $V(r)$. This is obtained by evaluating the integral

$$V_{nm} = \int_0^\infty \phi_n(\lambda r)V(r)\phi_m(\lambda r)dr = \lambda^{-1}a_na_m\int_0^\infty x^{2\nu}e^{-x}L_n^\nu(x)\mathcal{L}_m^\nu(x)d\lambda x$$

The evaluation of such an integral for a general effective potential is almost always done numerically using the Gauss quadrature approximation [8]. However, in our present work we are interested in situations where this matrix element can be either evaluated analytically or can be put in a tridiagonal form along with $H_0$.

To proceed further in our computations we need to select the solvable potentials we want to treat using our tridiagonal procedure. First we consider the famous Yukawa potential also called the screened Coulomb potential used in various areas of physics to model singular but short-range interactions [9]. In our present work, however, we consider a generalized form for this potential described by

$$V(r) = -\frac{A}{r}e^{-\mu r} ; \quad \mu = \mu_k + i \mu_t ,$$

where $A$, $\mu_k$, and $\mu_t$ are real positive parameters describing the strength of the potential and the real and imaginary parts of the screening parameter. The advantage of the general formulation is that it gives the classical Yukawa potential from (5) by choosing a real screening parameter, $\mu_t = 0$, while the cosine like Yukawa potential and the sine-like Yukawa potential are obtained by taking the real and imaginary parts of (5), respectively.

In the case of Yukawa potential our $H_0$ is selected to be

$$H_0 = -\frac{1}{2}\frac{d^2}{dr^2} - \frac{\ell^2-1/4}{2r^2}$$

Using the standard $J$-matrix manipulation, we obtain the following tridiagonal matrix representation for $H$ [10]

$$\frac{\delta}{\delta x}(H_0)_{nm} = (2n + \nu + 1)\delta_{n,m} + \sqrt{n(n+\nu)}\delta_{n,m+1} + \sqrt{(n+1)(n+\nu+1)}\delta_{n,m-1},$$

by selecting our parameter so that $\nu = 2\ell$ and $\alpha = \ell + \frac{1}{2}$. In the manipulation, we used the differential equation, differential formula, three-term recursion relation, and orthogonality formula of the Laguerre polynomials [11]. The basis $\{\phi_n\}$ is not orthogonal but tridiagonal. That is, its overlap matrix

$$\langle \phi_n | \phi_m \rangle = (2n + \nu + 1)\delta_{n,m} - \sqrt{n(n+\nu)}\delta_{n,m+1} - \sqrt{(n+1)(n+\nu+1)}\delta_{n,m-1},$$

is tridiagonal. Now, the only remaining quantity that is needed to perform the calculation is the matrix elements of the potential $V(r)$ given by (4), more explicitly

$$V_{nm} = \int_0^\infty \phi_n(x)V(x/\lambda)\phi_m(x)dx = -\lambda a_n a_m\int_0^\infty x^{2\nu}e^{-x}L_n^\nu(x)\mathcal{L}_m^\nu(x)d\lambda x$$

where $x = \lambda r$ and $\sigma = 1 + \mu/\lambda$. Using the following integral result [12]
\[
\int_{0}^{\infty} x^\nu e^{-\sigma x} L_n^\nu (x) L_m^\nu (x) dx \\
= \frac{\Gamma(n+m+\nu+1)(\sigma-1)^{\nu+n}}{\Gamma(n+1)\Gamma(m+1)\sigma^{\nu+n+\nu+1}} \, _2F_1 \left( -n,-m,-n-m-\nu; \frac{\sigma(\sigma-2)}{\sigma-1} \right)
\]

(10)

the matrix elements of the Yukawa potential become

\[
V_{nm} = -A a_n a_m \frac{\Gamma(n+m+\nu+1)(\sigma-1)^{\nu+n}}{\Gamma(n+1)\Gamma(m+1)\sigma^{\nu+n+\nu+1}} \, _2F_1 \left( -n,-m,-n-m-\nu; \frac{\sigma(\sigma-2)}{\sigma-1} \right).
\]

(11)

Now we fix the basis dimension N and evaluate the matrix representation of our full Hamiltonian whose eigenvalues will represent the bound states of our system. For the sake of simplicity we just consider the cosine-Yukawa potential which will then be obtained if we take the real part of the matrix element (11). For simplicity we limit our computations to the special case \( \mu_\kappa = \mu_\nu = \delta \) and consider only the cosine-like Yukawa potential (recall that our present formalism allows for cosine-like and sine-like Yukawa in addition to the usual non oscillating Yukawa potential, all of them treated on equal footing).

Our calculation strategy is as follows. For a given choice of physical parameters, we investigate the stability of calculated eigenvalues that correspond to bound states as we vary the scaling parameter \( \lambda \) until we reach a plateau in \( \lambda \) [13]. Then to improve on the accuracy of the results, we selected a value of \( \lambda \) from within the plateau and increase the size \( N \) of the Hamiltonian matrix until the desired accuracy is reached. Our calculations show that the stability plateau for numerical computations becomes narrower as we get closer and closer to the critical value, \( \delta_c \), associated with bound-unbound transition.

In Table 1, we show the bound state energies for the s-states (\( \ell = 0 \)) with quantum number \( n = 1, 2 \) and 3 for different values of \( \delta \), and compare our results with Gauss quadrature approach. The parameters used are \( A = 1, N = 100 \) and \( \lambda \) in the stability range from 1 to 5. As reflected in this table our results using analytical approach are in good agreement with those obtained from Gauss quadrature approach. The accuracy of our results reduces as we get close to the critical value of the screening parameter, \( \delta_c \) (ns), defined to be the value of the screening parameter at which the ns bound state disappears and emerges as a resonance. In general, the number of significant figures for values of the screening parameter away from the critical value are large because being away from \( \delta_c \) the wave function is very much localized and hence can be described by few elements in the basis set to reach the desired accuracy. On the contrary for values close to \( \delta_c \) the wave function start having a long range tail and under these circumstances, the most suitable basis set should have long extensions (small \( \lambda \)) and/or a bigger size (large \( N \)) to ensure that the potential is sampled correctly in regions away from the origin.

Next we consider a more general situation where we look for a potentially solvable potential in our tridiagonal representation in the general Laguerre basis set defined by (3) and compute the matrix element of each element in (2) which give after a lengthy algebra to (we define \( J = H - E \))
If we look for possible forms of potential \( V(y) \) so as to give rise a tridiagonal representation of the above matrix element, using the orthogonality relation of the Laguerre polynomials, we then end up with two possibilities one for scattering states (\( E > 0 \)) and one for bound states (\( E < 0 \)). The bound state situation obtains for the following set of parameters and potential solution

\[
\nu = 2\alpha - 2; \quad V(r) = \frac{A}{r} + \frac{B}{2r^2}
\]

where \( A \) and \( B \) are potential parameters. This solvable potential is known under the name of Kratzer molecular potential, it has been used extensively to describe molecular systems [14]. Substituting these values in our previous matrix element (12) we obtain

\[
\frac{2}{\lambda^2} J_{m,n} = \frac{2}{\lambda^2} \left( \phi_m \right) \left( H - E \right) \left( \phi_n \right) = \frac{a_n}{a_{n+1}} (n + \nu) (2\alpha - \nu - 1) \left( \phi_m \right) \left( \phi_{n+1} \right)
\]

\[
+ \left( \phi_m \right) \left( \frac{n}{y} \left( 1 + \nu + 1 - 2\alpha \right) + \frac{\ell^2 - 1}{4} \frac{\alpha (\nu - 1)}{y^2} + \frac{\alpha}{y} - \frac{1}{4} \frac{2}{\lambda^2} (V - E) \left( \phi_n \right)
\]

If we look for possible forms of potential \( V(y) \) so as to give rise a tridiagonal representation of the above matrix element, using the orthogonality relation of the Laguerre polynomials, we then end up with two possibilities one for scattering states (\( E > 0 \)) and one for bound states (\( E < 0 \)). The bound state situation obtains for the following set of parameters and potential solution

\[
\nu = 2\alpha - 2; \quad V(r) = \frac{A}{r} + \frac{B}{2r^2}
\]

where \( A \) and \( B \) are potential parameters. This solvable potential is known under the name of Kratzer molecular potential, it has been used extensively to describe molecular systems [14]. Substituting these values in our previous matrix element (12) we obtain

\[
\frac{2}{\lambda^2} J_{m,n} = [(2n + \nu + 1) \left( \frac{1}{4} - \frac{2E}{\lambda^2} \right) + 2 \frac{A}{\lambda}] \delta_{m,n}
\]

\[
- \left[ \frac{1}{4} + \frac{2E}{\lambda^2} \right] \left[ \sqrt{n(n + \nu)} - \sqrt{(n + 1)(n + \nu + 1)} \right] \delta_{m,n+1}
\]

The associated bound states can be obtained by requiring a diagonal representation of (14) and hence results in the following requirements

\[
(2n + \nu + 1) \left( \frac{1}{4} - \frac{2E}{\lambda^2} \right) + 2 \frac{A}{\lambda}; \quad \frac{1}{4} + \frac{2E}{\lambda^2} = 0
\]

which leads to the following closed form for the bound state energies associated with the Kratzer potential given by (13)

\[
E = \left[ \left( 1 - \frac{4A}{2n + \nu + 1} \right)^2 - \frac{4A^2}{4} \left( n + \frac{1}{2} + \sqrt{B + \ell^2} \right)^2 \right]
\]

Using table of integrals we can write the following closed form expressions for the potential components

\[
V_{nm} = V^{(1)}_{nm} + V^{(2)}_{nm}; \quad V^{(1)}_{nm} = A a_n a_m \Gamma(n + \nu + 1) / n! ; m = n
\]

\[
V^{(2)}_{nm} = \frac{AB}{2} \sum_{\nu} \frac{m + \nu}{m + n - k} \left( \begin{array}{c} m + \nu + 1 \\ m - k \\ n - k \end{array} \right) \frac{F_1(k - m - n + v + k + v + 1, 1) F_1(k - n + v + k + v + 1, 1)}{(m + n - k) \left( \begin{array}{c} k + \nu - 1 \\ k \\ n - k \end{array} \right)}
\]

Where we denote the first term by \( V^{(1)} \) and the second one by \( V^{(2)} \)

In Table 2 we show the numerical computations of the bound states energies for the Kratzer potential as obtained from the exact formulae (14, 17). In this table we show the first five computed bound states (energy eigenvalues, -E) (All in atomic units) of the Kratzer potential for A=1 and different values of \( A \) and \( \ell \). Our computational parameters were \( N=100 \) and \( \lambda \) within the stability range between 0.3 and 3. Comparison between our results for the bound states and those generated Gauss quadrature suggest that our analytical method is very satisfactory.

Last, but not the least we consider the generalized Morse potential. The Morse potential plays a dominant role in describing the interaction of atoms in diatomic and even polyatomic molecules [15-17]. The effective potential in this case is the sum of the
centrifugal potential term that depends on the orbital angular quantum number $\ell$ and the Morse potential. The bound states of this system can be obtained only through numerical approaches where several approximation techniques have been proposed and extensively used in three dimensions with varying degrees of accuracy and stability [18]. We define the Morse potential by

$$V(r) = V_0 \left( e^{-\alpha r} - 2 \beta e^{-\alpha r/2} \right)$$

(18)

Where $V_0$ is the dissociation energy, $r_0$ is the equilibrium inter-nuclear distance, and $\alpha$ is a parameter that controls the width of the potential well and $\beta$ is an additional potential parameter usually set to unity in the classical Morse potential. In this case the reference Hamiltonian, $H_0$, which is exactly solvable contain only the kinetic and centrifugal terms and is given by (6) while its matrix element is given by (7) and the overlap integral by (8). Using table of integrals and writing the potential as $V(r) = V_1(r) + V_2(r)$, we can write the following closed form expressions for the potential components :

$$V_{1mn}^1 = \frac{V_0 a_n a_m}{\lambda} e^{2\alpha} \frac{\Gamma(v+2)}{\sigma_1^{v+2}} \sum_{k=0}^{\min(n,m)} \binom{m+n}{m-k} \binom{n+v}{n-k} \binom{k+v+1}{k} \sigma_1^{-2k} \times$$

$$\times \sum_{k=0}^{\min(n,m)} \binom{m+n}{m-k} \binom{n+v}{n-k} \binom{k+v+1}{k} \sigma_1^{-2k} \times$$

(19)

$$V_{2mn}^2 = \frac{2\beta V_0 a_n a_m}{\lambda} e^\sigma \frac{\Gamma(v+2)}{\sigma_2^{v+2}} \sum_{k=0}^{\min(n,m)} \binom{m+n}{m-k} \binom{n+v}{n-k} \binom{k+v+1}{k} \sigma_2^{-2k} \times$$

$$\times \sum_{k=0}^{\min(n,m)} \binom{m+n}{m-k} \binom{n+v}{n-k} \binom{k+v+1}{k} \sigma_2^{-2k} \times$$

$$\sigma_1 = 1 + \frac{2\alpha}{\lambda r_0}; \sigma_2 = 1 + \frac{\alpha}{\lambda r_0}$$

Thus the Morse potential is not tridiagonal in this basis set but we can still perform easily the computations of the bound states by computing the eigenvalues of the associated Hamiltonian matrix. In Table 3 we present our results for the bound states associated with the generalized Morse potential for different values of the potential parameters for matrix of size $N=70$ and basis parameter $\lambda$ within the stability range between 10 and 15. We see from this table that these eigenvalues are in excellent agreement with those computed using Gauss quadrature approach up to 12 digits for low-level excitations. In the table, we had to go to higher order bound states to reach a level at which our results start deviating measurably from the Gauss quadrature one. It is worth mentioning that significant increase in the accuracy can still be achieved by moderately enlarging the basis size $N$ even, say, up to $N=100$. It is also worth noting that the final choice of the parameter $\lambda$ for a given molecule and basis is made only after studying the effect of its variation on the whole energy spectrum

In conclusion, the proposed analytical approach give a very compact closed form for the potential matrix elements in a suitable basis set and hence enhances the accuracy of computations of the bound states energies by allowing a complete analytic treatment of the full Hamiltonian matrix elements. The desired numerical precision, in our case, is limited only by the size of the basis set and machine accuracy. As explained in the introduction the real power of our approach is that: (1) it allows for the analytic
computation of the matrix elements of the reference Hamiltonian, and (2) it provides for an analytical expression of the potential matrix elements in a suitable selected basis set. The eigenvalue computation of the resulting full Hamiltonian is performed to the desired accuracy using two free parameters, the scaling length of the basis set parameter $\lambda$ and the dimension of the basis space $N$. To illustrate the accuracy of our approach, we used it to calculate bound states energies for the selected potential that admit a analytical closed formula for the associated potential matrix elements. Comparison between bound states generated by our analytical approach and those from numerical computations, using Gauss quadrature approach, suggest that our analytical approach is efficient and reliable.
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TABLE CAPTIONS:

**Table 1:** S-wave bound state energies (-E) for the cosine-Yukawa potential with parameters $A = 1$, $\lambda$ in the stability range from 1 to 5, $N = 100$ and for different values of the screening parameter.

**Table 2:** The first five computed eigenvalues (-E) (All in atomic units) of the Kratzer potential for $A=1$ and different values of $B$ and $\ell$. Our parameters are $N=100$. $\lambda$ within the range between 0.3 and 3.

**Table 3:** Bound state energy eigenvalues (-E) (All in atomic units) of the generalized Morse potential for different values of parameters. Our parameters are $N = 70$. $\lambda$ within the range between 10 and 15.

| $\delta$ | Analytical approach | Gauss Quadrature approach |
|----------|---------------------|---------------------------|
| 0.01     | 1.9900001243765     | 1.9900001243765           |
|          | 0.2122269805218     | 0.2122269805218           |
|          | 0.07003239211313    | 0.07003239211313           |
|          | 0.03093144647664    | 0.03093144647664           |
|          | 0.0149826725629     | 0.0149826725629            |
|          | 0.0071278983166     | 0.0071278983166            |
|          | 0.0029082843879     | 0.0029082843879             |
|          | 0.0006477201        | 0.0006477201                |
| 0.08     | 1.9200614950617     | 1.9200614950617            |
|          | 0.1442942629202     | 0.1442942629202            |
|          | 0.0118175986105     | 0.0118175986105            |
| 0.1      | 1.9001189204077     | 1.9001189204077            |
|          | 0.1261021700846     | 0.1261021700846            |
|          | 0.00187488962075    | 0.00187488962075            |
| 0.2      | 1.8009057424238     | 1.8009057424238            |
|          | 0.048234960913      | 0.048234960913             |
| 0.5      | 1.5123062833952     | 1.5123062833952            |
| 1        | 1.08022847887960    | 1.08022847887961            |
| 2        | 0.458673666401      | 0.458673666401             |
| 5        | 0.0087175321        | 0.008717532                |
| 9        | 8.6593*E-6          | 8.6593*E-6                 |
| B | n | $\ell = 1$ | $\ell = 2$ | $\ell = 5$ |
|---|---|---|---|---|
| 50 | 0 | 0.008562900642375 | 0.008562900642375 | 0.0059587473036 |
|   | 1 | 0.00695745370544 | 0.00695745370544 | 0.0048435174725 |
|   | 2 | 0.005378822847548 | 0.005378822847548 | 0.0040144110874 |
|   | 3 | 0.004415400957402 | 0.004415400957402 | 0.0033813078186 |
|   | 4 | 0.003689414577626 | 0.003689414577626 | 0.0028696466019 |
| 5   | 0 | 0.057474635269819 | 0.0574746351156 | 0.0139942941173 |
|   | 1 | 0.032054427436461 | 0.032054427436461 | 0.0102708048209 |
|   | 2 | 0.020410288672576 | 0.020410288672576 | 0.0078571196665 |
|   | 3 | 0.014125719046627 | 0.014125719046627 | 0.0062041995266 |
|   | 4 | 0.010352951221794 | 0.010352951221794 | 0.0050228524630 |
| 1   | 0 | 0.136454928592147 | 0.136454928592147 | 0.0159494621444 |
|   | 1 | 0.058874503045718 | 0.058874503045718 | 0.0114818317644 |
|   | 2 | 0.032634801055626 | 0.032634801055626 | 0.0086578473093 |
|   | 3 | 0.020704366750212 | 0.020704366750212 | 0.0067619298986 |
|   | 4 | 0.014294731377207 | 0.014294731377207 | 0.0054264556168 |
| 0.1 | 0 | 0.208436783723251 | 0.208436783723251 | 0.1664904362193 |
|   | 1 | 0.076653895900971 | 0.076653895900971 | 0.1179802626729 |
|   | 2 | 0.039701305667814 | 0.039701305667814 | 0.0886525606668 |
|   | 3 | 0.024163228812525 | 0.024163228812525 | 0.0886525606668 |
|   | 4 | 0.016239418588263 | 0.016239418588263 | 0.055250411548 |

Table 2
Table 3

| ℓ | r₀ | α | V₀          | Analytical approach | Gauss Quadrature approach | β=0.8       | Analytical approach | Gauss Quadrature approach | β=1       | Analytical approach | Gauss Quadrature approach | β=1.2       | Analytical approach | Gauss Quadrature approach |
|---|----|---|-------------|---------------------|--------------------------|-------------|---------------------|--------------------------|-------------|---------------------|--------------------------|-------------|---------------------|--------------------------|
| 0 | 1  | 2 | -10        | 241.4455469169      | 92.2621055918            | 71.14776835529 | 216.47559486094 | 73.065914016                  | 7.61726380098 | 191.571748471411 | 54.10423557665               | 191.571748471411 |
| 2 | 1  | 2 | -10        | 73.8752316465212    | 11.75635608845           | 55.15473935195 | 55.15473935195 | 36.687751877201                | 36.687751877201 |
| 0 | 4  | 1.5 | -6        | 55.042767263132     | 33.964364044587          | 20.62526735064 | 11.160124151925 | 4.32512276547                  | 4.32512276547 | 35.38643997352 | 16.526155682649                | 16.526155682649 |
| 1 | 4  | 1.5 | -6        | 41.8433860514363    | 26.11877926631           | 15.160325679012 | 7.222263018408 | 1.53509424176                  | 3.389515557097 | 23.456123825950 | 9.694542541058                | 9.694542541058 |
| 2 | 4  | 1.5 | -6        | 31.80730946194      | 19.317248416896          | 10.269437452762 | 3.691373989975 | 23.136414765140                 | 3.389515557097 | 14.526564734920 | 3.89463158767787                | 3.89463158767787 |