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Abstract

We demonstrate that the fraction of sales lost for the \((r, q)\) system under consideration can be conveniently bounded in a manner suitable for quick, back-of-the-envelope estimates. We assume that customer demand arises from a Poisson process with one unit demanded at a time, that all demand occurring during a stockout is lost, and that lead time is constant. In addition, we allow the situation where multiple replenishment orders may be simultaneously outstanding. We show that the difference between the upper and lower bounds on the fraction of sales lost appears likely to be no more than 6.5\% (0.065), and is typically significantly less than that. The bounds appear to be relatively tight when the service level is either very high or very low. In addition, we relate the common performance measures for the system, and so enable bounding the total operating costs.
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1. Introduction

Lost sales are common in the fast-paced retail environment, and are also used as a mechanism to model emergency orders placed to fulfill customer demand in the event of a stockout (Bijvank and Vis (2011); van Donselaar and Broekmeulen (2013)). Computerized warehouse systems with automatic bin level tracking now make continuous review of inventory on hand levels a common practice. In addition, increasingly predictable replenishment processes make constant, or nearly constant, lead time a reasonable assumption in many inventory replenishment environments. We refer the reader to Bijvank and Vis (2011) for an overview of the lost sales inventory literature.

On the other hand, not much is known about the form of the optimal policy for continuous review systems with lost sales (Bijvank and Vis (2011)). The \((r, q)\) and \((s, S)\) policies are straightforward, easy for inventory controllers to manage, and are therefore commonly employed. Even though such lost sales inventory systems are a classical topic (Hadley and Whitin (1963)), analytic results related to \((r, q)\) lost sales systems are not common in the literature. Indeed, the \((r, q)\) lost sales system with unit sized and constant lead time is generally acknowledged as particularly difficult to tackle. Much of this difficulty seems to arise from the fact that, unlike for backorder systems, the lead times remaining on outstanding replenishment orders need to be explicitly taken into account in order to produce the system of integro-differential equations that models the system. The resulting equations have not so far been amenable to analytic solution.

In the literature, three types of simplifications are commonly employed in order to produce analytic results for lost sales systems. The most common approach is to assume that \(r < q\), so that at any particular moment there is at most one outstanding order. The second approach is to assume that one or both of demand size or lead time is stochastic, for example as in Mohabbi and Posner (2002), Johansen and Thorstenson (2004), and Johansen and Thorstenson (1993). The third approach is to assume that the control parameters for the
system are set so that the fraction of sales lost is sufficiently small as to be modelled by a backorder system.

Results concerning service level restrictions are also sparse in the literature (Bijvank and Visscher (2011); van Donselaar and Broekmeulen (1989); van Donselaar and Broekmeulen (2013)).

Even when analytic results like those mentioned above are available, the expressions involved are not necessarily simple to evaluate or employ in practice.

Thus the need remains to provide simple, closed-form, easy-to-implement analytic results that provide some guarantee for the fraction of sales lost, and other performance measures for \((r, q)\) continuous review systems. To this end, we will examine the \((r, q)\) continuous review system with lost sales, Poisson unit demand, and constant lead time. Let \(\rho\) be such an \((r, q)\) system.

This paper is organized as follows. In Section 2 we relate long run fraction of sales lost, average inventory level, average inventory position, and average number of units in outstanding replenishment orders. We show that any one of them determines all the others. In Sections 3 and 4 we obtain lower and upper bounds for the long run fraction of sales lost. In Section 5 we present some numerical results in order to get a feel for how tight the lower and upper bounds are.

1.1. Notation

Table 1 introduces notation used throughout the paper. The only items which require explanation are \(\rho_k\) and \(\rho_k(t)\). In a standard \((r, q)\) system with constant lead time \(\tau\), the delivery epoch for the \(k\)th order (placed at epoch \(t_k\)) is \(\rho_k = t_k + \tau\). This does not change as the system evolves. In Section 1.1 we allow the remaining lead time on replenishment orders to decrease in response to customer demands. This occurs only when necessary to prevent a stockout situation. In that context we think of the delivery epoch as a projected delivery epoch \(\rho_k(t)\), measured at a particular epoch \(t\).

2. Relationship between performance measures \(\gamma, P, L, U\)

We are mainly concerned with the \((r, q)\) continuous review system with lost sales, Poisson unit demand, and constant lead time. Let \(S\) be such an \((r, q)\) system. To relate time spent in the stockout state to inventory position, excise from sample paths of \(S\) all time spent in the stockout state. These modified sample paths also see Poisson-distributed customer demand, since Poisson demand is forgetful. Each customer demand occurrence seen by a modified sample path decreases the inventory position by \(1\) (modulo \(q\)). Thus the inventory position for the modified system is uniformly distributed in \(r+1, r+2, ..., r+q\), and has the average value

\[
P^* := \frac{1}{q} \left\{ (r+1) + \ldots + (r+q) \right\} = r + \frac{1}{2} (q+1)
\]

The inventory position corresponding to \(l(S, t) = 0\) is

\[
p(S, t) = q \left\lfloor \frac{r+q}{q} \right\rfloor,
\]

so that

\[
P = (1 - \gamma)P^* + \gamma q \left\lfloor \frac{r+q}{q} \right\rfloor
\]

\[
= (1 - \gamma) \left( r + \frac{1}{2} (q+1) \right) + \gamma q \left\lceil \frac{r+q}{q} \right\rceil
\]

(1)

The relationship between average on hand inventory, average inventory position, and average number of units in outstanding replenishment orders is well-known and is given by

\[
L = P - U
\]

(2)

See Zipkin (2000); Axss"ator (2007); Tijms (2003); Hadley and Whitin (1963).

The relationship between average number of units in outstanding replenishment orders and fraction of time with

| Table 1: Notation |
|-------------------|
| \(r\) Reorder point. |
| \(q\) Order quantity. |
| \(\tau\) Lead time (constant). |
| \(\lambda\) Poisson customer demand rate. |
| \(x\) \(\lambda\tau\) (mean lead time demand) |
| \(S, T, \bar{S}, \bar{T}, \text{etc.}\) Inventory systems. |
| \(l(t), l(S, t)\) On hand inventory, at epoch \(t\), for system \(S\). |
| \(u(t), u(S, t)\) Units in outstanding orders, at epoch \(t\), for system \(S\). |
| \(p(t), p(S, t)\) Inventory position, at epoch \(t\), for system \(S\). |
| \(\gamma\) Long run fraction of time with no on hand inventory. |
| \(L, L(S)\) Long run average on hand inventory. |
| \(L(S, [t_1, t_2])\) Average inventory level on the interval \([t_1, t_2]\). |
| \(U\) Long run average number of units in outstanding replenishment orders. |
| \(P\) Long run average inventory position. |
| \(O_k\) The \(k\)th replenishment order for a system. |
| \(\rho_k, \rho_k(t)\) The projected delivery epoch, measured at some epoch \(t\), of the \(k\)th replenishment order for a system, and subject to change in Lead Time Reducing systems (Section 1.1). |
| \(\omega_k\) The epoch at which \(k\)th replenishment order was delivered. |
no on hand inventory is equally straightforward. Outstanding replenishment orders can be thought of as a queue, with one order added to the queue for each $q$ units of inventory sold. The average rate orders are placed is \( \frac{(1 - \gamma) \lambda}{q} \). The average time spent in the queue is the lead time $\tau$, and so the average number of outstanding orders in the queue is \( \frac{(1 - \gamma) \lambda \tau}{q} \) by Little’s Law (Axsäter 2007; Tijms 2003). Since there are $q$ units per order, the average number of units in outstanding replenishment orders is

\[
U = (1 - \gamma) \lambda \tau = (1 - \gamma) x
\]

We can now use relationships (2), (3), then (1) to express the average on hand inventory level in terms of the fraction of time $\gamma$ with no on hand inventory as

\[
L = P - U = P - (1 - \gamma)x = \left\{(1 - \gamma)\left(r + \frac{1}{2}(q + 1)\right) + q\gamma \left\lfloor \frac{r + q}{q} \right\rfloor \right\} - (1 - \gamma)x = (1 - \gamma)\left(r + \frac{1}{2}(q + 1) - x\right) + q\gamma \left\lfloor \frac{r + q}{q} \right\rfloor
\]

In summary, we have

**Theorem 1.** The relationships between $\gamma$, $L$, $P$, and $U$ are given by

a) $P = (1 - \gamma)\left(r + \frac{1}{2}(q + 1)\right) + q\gamma \left\lfloor \frac{r + q}{q} \right\rfloor$

b) $L = P - U$

c) $U = (1 - \gamma)x$

d) $L = (1 - \gamma)\left(r + \frac{1}{2}(q + 1) - x\right) + q\gamma \left\lfloor \frac{r + q}{q} \right\rfloor$

Any one of $\gamma$, $L$, $P$, or $U$ determines all of the others.

3. A lower bound for $\gamma$

Let $\text{LOSS}(x, r)$ be the loss function given by

\[
\text{LOSS}(x, r) = \sum_{k=r}^{\infty}(k-r) \frac{x^k}{k!} e^{-x}
\]

For an $(r, q)$ lost sales policy $\mathcal{S}$ where there can never be more than one simultaneous outstanding order, the long run fraction of time with no on hand inventory is given by

\[
\gamma = \frac{\text{LOSS}(x, r)}{\text{LOSS}(x, r) + q}
\]

(see Zipkin (2000); Hadley and Whittin (1963)). In Zipkin (2000), Zipkin suggests that this may provide a useful approximation in the situation when there may be multiple outstanding orders (when $\frac{r + q}{q} > 1$). When there can only be one outstanding order, $q = q \left\lfloor \frac{r + q}{q} \right\rfloor$, and it leads toward the question of what one can say about

\[
\mathcal{L} \mathcal{B} := \frac{\text{LOSS}(x, r)}{\text{LOSS}(x, r) + q \left\lfloor \frac{r + q}{q} \right\rfloor}
\]

when $\left\lfloor \frac{r+q}{q} \right\rfloor > 1$. We will show that it in general provides a lower bound for the fraction of time spent with no on hand inventory.

**Theorem 2.** For any $(r, q)$ lost sales system $\mathcal{S}$ with constant lead time $\tau$, Poisson customer demand rate $\lambda$, and $x = \lambda \tau$, we have $\mathcal{L} \mathcal{B} \leq \gamma$. This is an equality when $r < q$.

3.1. Proof of $\mathcal{L} \mathcal{B}$

In order to prove Theorem 2 we will need the next lemma.

**Lemma 1.** Let $\overline{\mathcal{S}}$ and $\mathcal{S}$ be two identical copies of the same lost sales system, which both see the same customer demand realization, and which both start at the same state at epoch $t = 0$. Suppose at some epoch $t$, the behavior of system $\overline{\mathcal{S}}$ is modified, one time only, so that the delivery epoch $p_k$ of the earliest pending replenishment order $O_k$ is reduced from $p_k > t$ to $t$. The remaining lead times on any other outstanding orders remain unchanged. Order $O_k$ will then be immediately delivered for system $\overline{\mathcal{S}}$, but not for system $\mathcal{S}$.

Then, the demand served by $\overline{\mathcal{S}}$ in any interval $[0, t]$ is at least as great as the demand served by $\mathcal{S}$ in $[0, t]$.

**Proof.** Assume to the contrary, and let $t$ be the smallest epoch such that $s[0,t] > \overline{s}[0,t]$, where $s$ and $\overline{s}$ represent demand served for $\mathcal{S}$ and $\overline{\mathcal{S}}$. Then $s[0,t] = 1 + \overline{s}[0,t]$. Since $t$ is the smallest such epoch, it’s clear that a customer demand must have occurred at epoch $t$, and that system $\overline{\mathcal{S}}$ served this customer while $\overline{\mathcal{S}}$ did not. Then for some small $\delta > 0$, immediately before the customer demand at epoch $t$, the inventory levels must have been $l(\delta, t - \delta) > 0$ and $l(\overline{\delta}, t - \delta) = 0$. Let $a[0,t]$ and $\overline{a}[0,t]$ denote the number of replenishment units delivered on the interval $[0, t]$ for systems $\mathcal{S}$ and $\overline{\mathcal{S}}$. At every epoch in $[0, t]$, system $\mathcal{S}$ placed its $k$th replenishment order on or before the epoch at which $\mathcal{S}$ placed its corresponding $k$th order. Because lead times are constant, this implies that $a[0, t] \leq \overline{a}[0, t]$. Therefore, immediately after the customer demand at epoch $t$, we have
\[
0 \leq l(S, t + \delta)
\]
\[
= l(S, 0) + a[0, t] - s[0, t]
\]
\[
= l(S, 0) + a[0, t] - \pi[0, t] + 1
\]
\[
\leq l(S, 0) + \pi[0, t] - \pi[0, t] - 1
\]
\[
= l(S, 0) + \pi[0, t] - \pi[0, t] - 1
\]
\[
= l(S, t) - 1
\]
\[
= -1
\]

which is a contradiction.

Remark: The above argument also works for any customer interarrival distribution, and for any lead time distribution, provided that systems \(S\) and \(\bar{S}\) each receive the same lead time \(\tau_k\) for their \(k\)th replenishment order.

Proof of Theorem 2 Consider epochs at which replenishment orders \(O_k\) are placed, with \(k \equiv 0 \pmod{\frac{r+q}{q}}\). At every such epoch, immediately before the new replenishment order is placed, repeatedly apply Lemma 1 to force all currently outstanding replenishment orders to arrive. Call the resulting system \(\bar{S}\).

If \(\bar{S}\) places replenishment order \(O_m[\frac{r+q}{q}]\) at epoch \(t\), then \(l(\bar{S}, t) = r\) immediately after the order is placed. The system \(\bar{S}\) now has a single outstanding order which has the pending delivery epoch \(p_m[\frac{r+q}{q}] = t + \tau\).

While serving the next \(q\) \(\frac{r+q}{q}\) units until order \(O_{(m+1)}[\frac{r+q}{q}]\) is placed, lost sales can only occur in the interval \([t, t + \tau]\) while \(O_m[\frac{r+q}{q}]\) is outstanding. For, at epoch \(t + \tau + \delta\), for a small \(\delta > 0\), we have
\[
l(\bar{S}, t + \tau + \delta) = r + \pi(t, t + \tau) - \pi(t, t + \tau)
\]
\[
= r + q - \pi(t, t + \tau)
\]
whereas the amount left to be served before \(O_{(m+1)}[\frac{r+q}{q}]\) is placed is
\[
q \left\lfloor \frac{r+q}{q} \right\rfloor - \pi(t, t + \tau)
\]
But \(r + q \geq q \left\lfloor \frac{r+q}{q} \right\rfloor\), thus the inventory on hand is at least as great as the amount to be served before order \(O_{(m+1)}[\frac{r+q}{q}]\) is placed and so no lost sales can occur in the interim.

Then, we see that for system \(\bar{S}\) the number of lost sales that occur while serving \(q \left\lfloor \frac{r+q}{q} \right\rfloor\) units is on average \(\text{LOSS}(\lambda \tau, r)\), since they all occur in the interval of length \(\tau\) after a replenishment order is placed at reorder point \(r\). For system \(S\) then the long run fraction of sales that are lost is
\[
\frac{\text{LOSS}(x, r)}{\text{LOSS}(x, r) + q \left\lfloor \frac{r+q}{q} \right\rfloor}
\]
Now, a customer demand is a lost sale precisely when the inventory on hand is zero, so by the \textit{PASTA} property of Poisson arrivals (Zipkin (2000); Tijms (2003)) this is the fraction of time system \(\bar{S}\) spends with no hand inventory.

From Lemma 1 \(\bar{S}\) will serve as much demand as \(S\) on every interval \([0, t]\), so again by \textit{PASTA} \(\bar{S}\) spends on average no more time in a stockout state than \(S\) does. Then
\[
\frac{\text{LOSS}(x, r)}{\text{LOSS}(x, r) + q \left\lfloor \frac{r+q}{q} \right\rfloor} \leq \gamma
\]
and the proof is complete.

\[\square\]

4. An upper bound for \(\gamma\)

It is well-known (Takacs (1969); Cohen (1976)) that for the \((r, 1)\) lost sales system with constant lead time, the fraction of time with no on hand inventory is given by the \textit{Erlang loss formula}

\[
\gamma = \frac{x^{r+1}}{(r + 1)!} = \frac{x^{r+1}}{(r + 1)!} + \sum_{k=0}^{r} \frac{x^k}{k!}
\]

In this situation, \(q = 1\), and \(q \left\lfloor \frac{r+q}{q} \right\rfloor = r + 1\), and so \(\gamma\) is given by the formula

\[
\text{UB} := \left( \frac{r + 1}{q \left\lfloor \frac{r+q}{q} \right\rfloor} \right) \frac{x^{r+1}}{(r + 1)!} + \sum_{k=0}^{r} \frac{x^k}{k!}
\]

We will show that in general \(\text{UB}\) provides an upper bound for the fraction of sales lost.

\textbf{Theorem 3.} For any \((r, q)\) lost sales system \(S\) with constant lead time \(\tau\), Poisson customer demand rate \(\lambda\), and \(x = \lambda \tau\), we have \(\gamma \leq \text{UB}\). This is an equality when \(q = 1\).

Before proving Theorem 3 we will mention a class of stochastic inventory systems which serve all customer demand with no lost sales or backorders, and which do not have zero lead time.
4.1. Lead Time Reducing Systems

When deriving the relationship $T$ between inventory position $P$ and lost sales $\gamma$, we modified sample paths of $S$ by removing from them time spent in the state with no on hand inventory. Using forgetfulness of Poisson demand, these sample paths can be considered to be sample paths of a modified $(r, q)$ lost sales system $\bar{S}$ described as follows:

The new system $\bar{S}$ sees the same customer demand realization, and follows the same $(r, q)$ policy as the original system $S$. $\bar{S}$ also has the same constant lead time $\tau$ as system $S$, except in the following situation.

Whenever $l(t) = 1$ and a customer demand arrives at epoch $t$, system $\bar{S}$ will serve the demand and immediately transition to state $l = 0$ like the usual $(r, q)$ system does. If $l = 0$ is a reorder point, $\bar{S}$ will, like the usual system, place a new replenishment order for $q$ units. There will then be $\left\lceil \frac{\rho_k}{q} \right\rceil$ outstanding replenishment orders

$$(O_k, O_{k+1}, \ldots, O_k + \left\lfloor \frac{\rho_k}{q} \right\rfloor - 1)$$

with projected delivery epochs

$$(\rho_k, \rho_{k+1}, \ldots, \rho_k + \left\lfloor \frac{\rho_k}{q} \right\rfloor - 1)$$

The new behavior is: System $\bar{S}$ will then immediately (upon transitioning to a state with no on hand inventory) reduce the remaining lead times on all outstanding orders by the same amount $\Delta t = \rho_k - t$, where $\rho_k > t$ is the projected delivery epoch of the outstanding order due to arrive next. The projected delivery epochs have been changed, and are now

$$(t, \rho_{k+1} - \Delta t, \ldots, \rho_k + \left\lfloor \frac{\rho_k}{q} \right\rfloor - 1 - \Delta t)$$

$O_k$ is then immediately delivered, and the inventory level increases to $l(t) = q$. The system thus spends zero time in the state with no on hand inventory, and serves every customer demand immediately.

Systems with this behavior will be referred to as Lead Time Reducing (LTR) systems.

4.2. Proof of UB

The desired bound on $\gamma$ will be recovered from a bound on the average inventory level of a related LTR system. We will construct a sequence of inventory systems whose average inventory levels can be compared, and which in the limit gives the bound in the theorem.

Consider a pair $S_1, S_2$ of two LTR systems. Let $O_{1,k}$ and $O_{2,k}$ denote the $k$th replenishment orders for $S_1$ and $S_2$. Let $\rho_{1,k}$ and $\rho_{2,k}$ denote projected arrival epochs for $O_{1,k}$ and $O_{2,k}$, which are subject to change as the systems evolve (due to the lead time reducing behavior of the systems). When the epoch at which $\rho_{1,k}$ is measured needs to be made explicit we may write $\rho_{1,k}(t)$. The actual delivery epochs of $O_{1,k}$ and $O_{2,k}$ will be indicated by $\omega_{1,k}$ and $\omega_{2,k}$, and are not determined until the epochs at which delivery occurs. Subscripts $*$, $x$ and $y$ will be used to indicate one or the other of $S_1$ or $S_2$, for example $O_{x,k}$, $\omega_{y,k}$, $\rho_{x,k}$.

Lemma 2. Let $S_1, S_2$ be two identical copies of the same $(r, q)$ LTR system, which start in the same (unspecified) initial state, and see the same realization of the customer demand process. Suppose $S_1$ and $S_2$ are in an identical state at epoch $t_0$, and at that epoch the systems have the (same) non-zero number of outstanding orders $O_{x,0}, O_{x,1}, \ldots, O_{x,\infty}$. One time only, reduce the lead times for all outstanding orders for $S_2$ by the same amount $d_0$, with $0 < d_0 \leq \rho_{x,0} - t_0$, while leaving the lead times for system $S_1$ unchanged. This is allowed to occur even if $l(S_2, t_0) > 1$. Thereafter, both systems follow their usual LTR policy.

Then, the average inventory level for $S_2$ over any interval $[t_0, t]$ is at least as great as the average inventory level for $S_1$ over that interval.

In other words

$$L(S_1, [t_0, t]) \leq L(S_2, [t_0, t])$$

Proof of Lemma 2 A lead time reduction for system $S_x$ forces order $O_{x,k}$ to be delivered if it occurs at an epoch when $O_{x,k}$ is outstanding and is the outstanding order due to arrive next for system $S_x$. More precisely, define the left-hand limit

$$\overline{\tau}_{x,k} = \lim_{t \to \omega_{x,k}^-} \rho_{x,k}(t)$$

Then $\overline{\tau}_{x,k} - \omega_{x,k}$ measures the lead time reduction (if any) applied to all outstanding replenishment orders of $S_x$, in the case a customer arrives when the system has exactly one unit of inventory on hand, and $O_{x,k}$ is outstanding and next to be delivered. In other words, $\overline{\tau}_{x,k} - \omega_{x,k} > 0$ if a lead time reduction forces the delivery of $O_{x,k}$, and $\overline{\tau}_{x,k} - \omega_{x,k} = 0$ otherwise.

Claim 1. If $\overline{\tau}_{x,k} - \omega_{x,k} > 0$ then $\omega_{y,k} \leq \omega_{x,k}$. Thus, a lead time reduction for system $S_x$ which causes the delivery of $O_{x,k}$ never results in a situation where $O_{y,k}$ is left outstanding.

Proof of Claim 1 Let $\delta > 0$ be small, so that no customer demands or replenishment deliveries occur in the interval $(\omega_{x,k} - \delta, \omega_{x,k})$. In this interval $l(S_x, t) = 1$, with $O_{x,k}$ outstanding and next to be delivered for system $S_x$. Recall that both systems started in the same state, see the same customer demand realization, and serve every unit of demand as it occurs. Orders $O_{x,k}$ and $O_{y,k}$ were placed simultaneously. If $O_{y,k}$ is still outstanding in the interval
Let \( m_\ast(k) \) be the minimum index \( j \) such that order \( O_{s,j} \) was outstanding immediately after epoch \( \omega_{s,k} \) was placed. If \( m_\ast(k) < m_y(k) \), then \( \bar{p}_{y,j} - \omega_{y,j} = 0 \) for \( j = m_\ast(k), m_y(k) + 1, \ldots, m_y(k) - 1 \).

**Remark:** It’s clear that \( m_\ast(k) = k - n \) if the reorder point hit is \( r - nq \), for \( n = 0, 1, \ldots, \left\lceil \frac{r + q}{q} \right\rceil - 1 \).

**Proof of Claim 3.** Let \( t \) be the epoch at which orders \( O_{s,k} \) and \( O_{y,j} \) were simultaneously placed. Then orders \( O_{y,j} \), for \( j = m_\ast(k), m_y(k) + 1, \ldots, m_y(k) - 1 \), were delivered no later than epoch \( t \). If \( \bar{p}_{y,j} - \omega_{y,j} > 0 \), then by Claim 2, \( \omega_{s,k} \leq \omega_{y,k} \), and so the corresponding orders \( O_{s,j} \) would also have been delivered no later than epoch \( t \), and that is a contradiction.

Now, let \( t_k \) be the epoch at which order \( O_{s,k} \) was placed. At epoch \( t_k \), \( O_{s,k} \) has the projected delivery epoch \( \rho_{s,k}(t_k) = t_k + \tau \). The projected delivery epoch \( \rho_{s,k} \) may decrease, however, as lead time reductions for orders \( O_{s,j}, j = m_\ast(k), m_\ast(k) + 1, \ldots, k - 1 \), affect the remaining lead time on order \( O_{s,k} \). We then see that

\[
t_k + \tau - \bar{p}_{s,k} = (\bar{p}_{s,m_\ast(k)} - \omega_{s,m_\ast(k)}) + (\bar{p}_{s,m_\ast(k)+1} - \omega_{s,m_\ast(k)+1}) + \cdots + (\bar{p}_{s,k-1} - \omega_{s,k-1})
\]

This measures the total time deducted from the lead time for order \( O_{s,k} \). We can then express \( \bar{p}_{1,k} - \bar{p}_{2,k} \) as

\[
\bar{p}_{1,k} - \bar{p}_{2,k} = \sum_{j=m_\ast(k)}^{k-1} (\bar{p}_{s,j} - \omega_{s,j}) - \sum_{j=m(k)}^{k-1} (\bar{p}_{s,j} - \omega_{s,j})
\]

where \( m(k) = \min(m_\ast(k), m_y(k)) \). The second equality follows from Claim 2.

In the statement of Lemma 2, \( d_0 \) was defined as some value in the range \( 0 < d_0 < \rho_{2,0} - \ell_0 \). We will define \( d_k \), for \( k > 0 \), as

\[
d_k = \begin{cases} 
0 & k < 0 \\
d_0 & k = 0 \\
(\bar{p}_{2,k} - \omega_{2,k}) - (\bar{p}_{1,k} - \omega_{1,k}) & k > 0 
\end{cases}
\]

We have arrived at the following result.

**Claim 3. We have**

\[
A) \quad \bar{p}_{1,k} - \bar{p}_{2,k} = \sum_{j=m(k)}^{k-1} d_j \\
B) \quad \omega_{1,k} - \omega_{2,k} = \sum_{j=m(k)}^{k} d_j
\]

**Proof of Claim 3.**

A) is immediate from (8). B) follows from A) and (9).

**Claim 4.** For each \( d_k \), at least one of

\[
0 \leq d_k \leq \bar{p}_{2,k} - \bar{p}_{1,k} \quad \text{or} \quad 0 \geq d_k \geq \bar{p}_{2,k} - \bar{p}_{1,k}
\]

is true.

**Proof of Claim 4.** If \( \omega_{2,k} = \omega_{1,k} \), then \( d_k = \bar{p}_{2,k} - \bar{p}_{1,k} \) and the conclusion holds. Otherwise, suppose \( \omega_{1,k} < \omega_{2,k} \). Then \( \bar{p}_{1,k} - \omega_{1,k} = 0 \) by Claim 2. Therefore \( d_k = \bar{p}_{2,k} - \omega_{2,k} \geq 0 \). Since \( \omega_{1,k} < \omega_{2,k} \) we have \( \bar{p}_{1,k} < \omega_{2,k} \). It follows that

\[
0 \leq d_k = \bar{p}_{2,k} - \omega_{2,k} < \bar{p}_{2,k} - \bar{p}_{1,k}
\]

The situation when \( \omega_{2,k} < \omega_{1,k} \) is similar and yields the other possibility.

**Claim 5.** If \( k + 1 - \left[ \frac{r + q}{q} \right] \leq j < m(k) \), then \( d_j = 0 \). Therefore

\[
A) \quad \bar{p}_{1,k} - \bar{p}_{2,k} = \sum_{j=k+1-\left[ \frac{r + q}{q} \right]}^{k-1} d_j \\
B) \quad \omega_{1,k} - \omega_{2,k} = \sum_{j=k+1-\left[ \frac{r + q}{q} \right]}^{k} d_j
\]

**Proof of Claim 5.** Suppose not. Then for at least one system \( S_s \), we see that \( \bar{p}_{s,j} - \omega_{s,j} \) is non-zero for some index \( j \) in

\[
\{ k + 1 - \left[ \frac{r + q}{q} \right], k + 2 - \left[ \frac{r + q}{q} \right], \ldots, m(k) - 1 \}
\]

This means the system \( S_s \) experienced a lead time reduction at some epoch \( t \), forcing the deliver of order \( O_{s,j} \). Therefore, a customer demand arrived at epoch \( t \) when \( l(S_s, t) = 1 \). The system immediately transitioned through \( l(S_s, t) = 0 \) at which point there were \( \left[ \frac{r + q}{q} \right] \) outstanding orders. This implies that order \( O_{s,k} \) was outstanding immediately before order \( O_{s,j} \) was delivered. This is a contradiction, because \( j < m(k) \leq m_\ast(k) \).

If orders for system \( S_2 \) tend to be delivered prior to those for system \( S_1 \), we should expect the average inventory level
for $S_2$ to be at least as high as that for $S_1$. To this end let us now define

$$Q(n) = \sum_{k=0}^{n} (\omega_1,k - \omega_2,k) = \sum_{k=0}^{n} \left( \sum_{j=k+1}^{k + \left\lfloor \frac{r+2}{q} \right\rfloor} d_j \right) \quad (10)$$

By re-indexing, we can write (10) as

$$Q(n) = \sum_{m=n+1}^{n} S(m) \quad (11)$$

where $S(m) = \sum_{k=0}^{m} d_k$.

**Claim 6.** $S(m) \geq 0$ for all $m \geq 0$, and therefore $Q(n) \geq 0$ for all $n \geq 0$.

**Proof of Claim 6.** Suppose not, and let $N$ be the least positive integer such that $S(N) < 0$. We have $d_N = S(N) - S(N-1) < 0$, and it follows from Claim 4 that $p_2,N - p_1,N \leq d_N < 0$. By Claim 5A and Claim 5B we have

$$- \sum_{j=N+1}^{N-1} d_j \leq d_N < 0$$

Therefore

$$S(N + \left\lfloor \frac{r+2}{q} \right\rfloor) = S(N-1) - \sum_{j=N+1}^{N-1} d_j \leq S(N-1) - d_N = S(N)$$

$$\leq 0$$

This is a contradiction, because $N - \left\lfloor \frac{r+2}{q} \right\rfloor < N$. □

The work involved in proving Lemma 2 is mostly complete, and the remainder is just details.

Let $a_s(t)$ denote the number of replenishment orders for system $S$, which were delivered in the interval $[t_0, t]$, and let $s_s(t)$ denote the number of units of demand served by that system in the same interval. Then

$$l(S_s, t) = l(S_s, t_0) + qa_s(t) - s_s(t)$$

The two systems $S_1$ and $S_2$ were in the same state at epoch $t_0$, and serve customer demands at the same epochs. The difference between the average inventory levels of $S_1$ and $S_2$ on the interval $[t_0, t]$ is then given by

$$\frac{1}{t-t_0} \int_{t_0}^{t} \left( l(S_2, x) - l(S_1, x) \right) \, dx = \frac{q}{t-t_0} \int_{t_0}^{t} (a_2(x) - a_1(x)) \, dx \quad (12)$$

The quantity (12) will be non-negative if

$$R(t) = \int_{t_0}^{t} (a_2(x) - a_1(x)) \, dx \geq 0$$

When $x < t$, $a_s(x)$ can be expressed as a step function viz:

$$a_s(x) = \sum_{\omega_s,k < t} \mathcal{H}(x - \omega_s,k)$$

where $\mathcal{H}(x)$ is the unit step function with $\mathcal{H}(x) = 0$ when $x < 0$ and $\mathcal{H}(x) = 1$ when $x \geq 0$. Employing this we obtain

$$\int_{t_0}^{t} a_s(x) \, dx = \int_{t_0}^{t} \sum_{\omega_s,k < t} \mathcal{H}(x - \omega_s,k) \, dx$$

$$= \sum_{\omega_s,k < t} \int_{t_0}^{t} \mathcal{H}(x - \omega_s,k) \, dx$$

$$= \sum_{\omega_s,k < t} (t - \omega_s,k)$$

Hence

$$R(t) = \sum_{\omega_s,k < t} (t - \omega_s,k) - \sum_{\omega_1,k < t} (t - \omega_1,k) \quad (13)$$

Let $M = \max\{k : \omega_1,k < t \text{ and } \omega_1,k < t\}$. Then at least one of $\omega_1,M+1$ or $\omega_2,M+1$ is at least $t$. If $\omega_1,M+1 \geq t$, then $\omega_1,j \geq t$ if $j \geq M + 1$, because orders do not cross in LTR systems. $R(t)$ must then be one of the following forms:

$$R(t) = \begin{cases} 
\sum_{k=0}^{M} (\omega_1,k - \omega_2,k) & \text{if } \omega_1,M+1 \geq t, \omega_1,M+1 \geq t \\
\sum_{k=0}^{M} (\omega_1,k - \omega_2,k) + \sum_{\omega_2,k < t} (t - \omega_2,k) & \text{if } \omega_2,M+1 < t, \omega_1,M+1 \geq t \\
\sum_{k=0}^{M} (\omega_1,k - \omega_2,k) - \sum_{\omega_1,k < t} (t - \omega_1,k) & \text{if } \omega_1,M+1 < t, \omega_2,M+1 \geq t 
\end{cases}$$

In case $\omega_1,M+1 \geq t$ and $\omega_2,M+1 \geq t$, Claim 6 guarantees that $R(t) \geq 0$.

When $\omega_2,M+1 < t$, we see that the each of the terms $(t - \omega_2,k)$ with $M < k$ and $\omega_2,k < t$ is non-negative. Using this and Claim 6 we see again that $R(t) \geq 0$ in this case.

Finally, suppose $\omega_1,M+1 < t$. Then $\omega_2,k \geq t$ for each of the terms $(t - \omega_1,k)$ in the right sum with $M < k$. Then

$$- \sum_{M<k} (t - \omega_1,k) \geq - \sum_{M<k} (\omega_2,k - \omega_1,k)$$
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we know that the long run average inventory level is
\[ L(S) = (1 - \gamma) \left( r + \frac{1}{2} (q + 1) - x \right) + \gamma q \left\lfloor \frac{r + q}{q} \right\rfloor \]
It is straightforward to see that the long run average inventory level \( \overline{L}(S) \) of \( S \), conditioned on \( l(S, t) > 0 \), is given by
\[ \overline{L}(S) = \frac{L(S)}{1 - \gamma} = r + \frac{1}{2} (q + 1) - x + \frac{\gamma q}{1 - \gamma} \left\lfloor \frac{r + q}{q} \right\rfloor \]
Now \( \gamma \leq UB \) exactly when \( \frac{1}{1 - \gamma} \leq \frac{UB}{1 - UB} \). Recalling the definition
\[ UB = \frac{\left( \frac{r + 1}{q} \right) x^{r+1} \left( r + 1 \right)!}{\left( q - \frac{r + q}{q} \right) x^{r+1} \left( r + 1 \right)! + \sum_{k=0}^{r} \frac{x^k}{k!}} \]
we see that \( \gamma \leq UB \) will be true when
\[ \gamma \leq 1 - \frac{UB}{1 - UB} \]
Using (14), the following is then a sufficient condition for \( \gamma \leq UB \):
\[ \overline{L}(S) \leq r + \frac{1}{2} (q + 1) - x + \left\lfloor \frac{\left( \frac{r + 1}{q} \right) x^{r+1} \left( r + 1 \right)!}{\left( q - \frac{r + q}{q} \right) x^{r+1} \left( r + 1 \right)! + \sum_{k=0}^{r} \frac{x^k}{k!}} \right\rfloor q \left\lfloor \frac{r + q}{q} \right\rfloor \]
\[ + \left\lfloor \frac{\left( \frac{r + 1}{q} \right) x^{r+1} \left( r + 1 \right)!}{\left( q - \frac{r + q}{q} \right) x^{r+1} \left( r + 1 \right)! + \sum_{k=0}^{r} \frac{x^k}{k!}} \right\rfloor q \left\lfloor \frac{r + q}{q} \right\rfloor \]
which can be re-written as
\[ \overline{L}(S) \leq (r + 1 - x) + (r + 1) \left( \frac{x^{r+1}}{\sum_{k=0}^{r} \frac{x^k}{k!}} \right) \frac{1}{2} (q - 1) \]
We will now construct a system whose average inventory level is given by the right-hand side of (15).
Let \( \mathcal{U} \) be a LTR system with parameters \( (r, q = 1, \lambda, \tau) \). Let \( l(\mathcal{U}, t) \) denote the inventory level of \( \mathcal{U} \) at epoch \( t \), and let \( l(\mathcal{U}, t_0) = r + 1 \). We emphasize that system \( \mathcal{U} \) places a replenishment order for each unit of demand served. Now let the reorder quantity \( q \) be arbitrary, and consider a \( (r, q, \lambda, \tau) \) system \( \mathcal{T} \) defined as follows:
\[ l(\mathcal{T}, t_0) = r + 1, \text{ and let } \mathcal{T} \text{ see the same customer demand realization as } \mathcal{U}. \] If at an epoch \( t \) lead times on all outstanding orders for \( \mathcal{U} \) are reduced by \( \Delta t \), then lead times on all outstanding orders for \( \mathcal{T} \) will be reduced by the same amount \( \Delta t \). System \( \mathcal{T} \) will follow this policy even when \( l(\mathcal{T}, t) > 1 \). Immediately after lead times are reduced, all orders whose remaining lead times are non-positive will be immediately delivered.

Remark: System \( \mathcal{T} \) is not a LTR system as defined previously, but is rather a system which experiences lead time reductions which are driven by those for system \( \mathcal{U} \). In particular, lead time reductions applied to system \( \mathcal{T} \) do not necessarily force the delivery of a replenishment order for system \( \mathcal{T} \).
Let \( O_n(\mathcal{U}) \) and \( O_m(\mathcal{T}) \) denote replenishment orders for systems \( \mathcal{U} \) and \( \mathcal{T} \). Orders \( O_1(\mathcal{U}) \) and \( O_1(\mathcal{T}) \) are placed at the same epoch upon both systems simultaneously hitting the reorder point at inventory level \( r \) for the first time. Let \( \rho_n(\mathcal{U}) \) and \( \rho_m(\mathcal{T}) \) denote projected delivery epochs, subject to change due to lead time reductions. Let \( \omega_n(\mathcal{U}) \) and \( \omega_m(\mathcal{T}) \) denote actual delivery epochs.

Claim 7. Suppose on the interval \([t_0, t_*]\) that \( l(\mathcal{U}, t) \leq l(\mathcal{T}, t) \) whenever \( t \in [t_0, t_*] \). Then all of the following are true:

a) \( \mathcal{T} \), like \( \mathcal{U} \), serves all customer demand which occurs in \([t_0, t_*]\) with no lost sales.

b) If \( O_{k+1}(\mathcal{U}) \) is placed in the interval \([t_0, t_*]\), then \( O_{k+1}(\mathcal{U}) \) and \( O_{k+1}(\mathcal{T}) \) are placed at the same epoch.

c) Any lead time reduction in \([t_0, t_*]\) which reduces \( \rho_{k+1}(\mathcal{U}) \) by \( \Delta t \) also reduces \( \rho_{k+1}(\mathcal{T}) \) by \( \Delta t \).

d) If \( \omega_{k+1}(\mathcal{U}) \in [t_0, t_*] \), then \( \omega_{k+1}(\mathcal{U}) = \omega_{k+1}(\mathcal{T}) \). Therefore \( O_{k+1}(\mathcal{U}) \) and \( O_{k+1}(\mathcal{T}) \) are delivered simultaneously.

e) \( 0 \leq l(\mathcal{T}, t) - l(\mathcal{U}, t) \leq q - 1 \) for \( t \in [t_0, t_*] \). Furthermore, let \( N(t) \) be the largest integer \( n \) such that \( \omega_n(\mathcal{U}) \leq t \). Then \( l(\mathcal{T}, t) - l(\mathcal{U}, t) = d \), with \( 0 \leq d \leq q - 1 \), if and only if \( N(t) = k + q - d \).
Proof of Claim \( \Box \) By assumption \( l(T, t) \geq l(U, t) \) on \([t_0, t_*]\), and system \( U \) serves all customer demand. This shows part a).

System \( U \) places a replenishment order after every unit of demand served, whereas system \( T \) places a replenishment order after every \( q \)th unit served. This combined with a) shows part b).

Part c) follows from part b) and the definition of system \( T \). Part d) follows immediately from c).

In order to show part e), we note that both systems started at the same inventory level \( r + 1 \) at epoch \( t_0 \):

\[
l(U, t_0) = l(T, t_0) = r + 1
\]

This, plus part a) shows that the difference in inventory level at a later epoch in \([t_0, t_*]\) is then due only to the difference in number of replenishment units delivered to the two systems. By part d), we have \( \omega_{k+1}(U) = \omega_{k+1}(T) \) when \( \omega_{k+1}(U) \in [t_0, t_*) \). Part e) therefore follows from the inequality chain

\[
\omega_{k+1}(T) = \omega_{k+1}(U) \\
\leq \omega_{k+2}(U) \\
\leq \ldots \\
\leq \omega_{k+q}(U) = \omega_{(k+1)q}(U) \\
\leq \omega_{(k+1)q+1}(U) \\
= \omega_{k+2}(T)
\]

The difference between inventory levels immediately after epoch \( \omega_{k+1}(T) = \omega_{k+1}(U) \) is \( q - 1 \). Each successive delivery for system \( U \) at epochs \( \omega_{k+q+s}(U) \), \( s = 2, 3, \ldots \), reduces the difference by one.

\( \Box \)

Claim 8. Let \( c_1 \leq c_2 \leq \ldots \) be the epochs at which there is a change in inventory level of either or both of systems \( U \) or \( T \). If \( l(U, t) \leq l(T, t) \) for \( t \in [t_0, c_k] \), then \( l(U, t) \leq l(T, t) \) for \( t \in [t_0, c_k+1] \). Therefore by induction \( l(U, t) \leq l(T, t) \) for all \( t \geq t_0 \).

Proof of Claim \( \Box \) Note that in this proof \( l(U, c_k) \) and \( l(T, c_k) \) are taken to be the inventory levels immediately after the change in level has occurred. We will divide the situation into cases.

First suppose that at epoch \( c_k \) the inventory level for \( U \) is strictly less than that for \( T \), i.e. \( l(U, c_k) < l(T, c_k) \).

If there is no customer demand at epoch \( c_k+1 \), then the delivery of a replenishment order causes the change(s) in inventory level. In this case \( l(U, c_k+1) \leq l(T, c_k+1) \).

If on the other hand a customer demand occurring at epoch \( c_k+1 \) causes the change in level(s), then \( l(U, c_k+1) < l(T, c_k+1) \), except in the case where \( l(U, c_k) = 1 \) and \( l(T, c_k) = 2 \). In that case \( l(U, c_k+1) = 1 \leq l(T, c_k+1) \), because of the lead time reduction applied to system \( U \).

Suppose next that \( l(U, c_k) = l(T, c_k) \), and that no customer demand occurs at epoch \( c_k+1 \). Then the delivery of a replenishment order causes the change in level(s) at epoch \( c_k+1 \), and this delivery is not triggered by a lead time reduction. From Claim 7 part e), we see that there is an integer \( n \) such that in the interval \( (c_k, c_k+1) \) replenishment orders \( \mathcal{O}_{nq}(U) \) and \( \mathcal{O}_n(T) \) have already been delivered, but that \( \mathcal{O}_{nq+1}(U) \) and \( \mathcal{O}_{n+1}(T) \) have not been delivered. These orders must have been placed no later than epoch \( c_k \). By Claim 7 part c), we see that the remaining lead times on \( \mathcal{O}_{nq+1}(U) \) and \( \mathcal{O}_{n+1}(T) \) must be equal, at all epochs \( t_* \in (c_k, c_k+1) \). These two orders will then be delivered simultaneously at epoch \( c_k+1 \), and therefore \( l(U, c_k+1) < l(T, c_k+1) \).

Finally, suppose that \( l(U, c_k) = l(T, c_k) \), and that there is a customer demand at epoch \( c_k+1 \).

If \( l(U, c_k) > 1 \), then

\[
l(U, c_k+1) = l(U, c_k) - 1 = l(T, c_k) - 1 = l(T, c_k+1)
\]

and the conclusion holds.

If \( l(U, c_k) = 1 \), then \( l(T, t_*) = 1 = l(T, t_*) \) at all epochs \( t_* \in (c_k, c_k+1) \). As in a previous case, from Claim 7 part e), we see that there is an integer \( n \) such that in the interval \( (c_k, c_k+1) \) replenishment orders \( \mathcal{O}_{nq}(U) \) and \( \mathcal{O}_n(T) \) have already been delivered, but that \( \mathcal{O}_{n+1}(U) \) and \( \mathcal{O}_{n+1}(T) \) have not been delivered. These orders must have been placed no later than epoch \( c_k \). By Claim 7 part c), we see that the remaining lead times on \( \mathcal{O}_{nq+1}(U) \) and \( \mathcal{O}_{n+1}(T) \) must be equal, at all epochs \( t_* \in (c_k, c_k+1) \). The customer demand at epoch \( c_k+1 \) will then, via lead time reduction, trigger the arrival of order \( \mathcal{O}_{n+1}(U) \). But then order \( \mathcal{O}_{n+1}(T) \) will be delivered at epoch \( c_k+1 \), since its lead time was reduced by the same amount. Therefore

\[
l(U, c_k+1) < l(T, c_k+1) = q.
\]

Now from Claim 8 the inventory levels satisfy \( l(U, t) \leq l(T, t) \) for all \( t \geq t_0 \), and so the conclusions of Claim 7 are always true. In particular Claim 7 part e) guarantees that at every epoch \( t \), the difference between the inventory

\[
l(T, t) - l(U, t) = d = (k + 1)q - N(t) \quad (16)
\]

where \( \mathcal{O}_{N(q)}(U) \) is the most recently delivered replenishment order for system \( U \), and \( 0 \leq d \leq q - 1 \). We desire the long run distribution of the expression \( 16 \).

Let \( \pi(k) \), for \( k = 0, 1, \ldots, q - 1 \), denote the long run probability that \( N(t) \equiv k \mod q \). System \( U \) has a regeneration epoch \( \text{Timm}(2003) \) at an epoch \( t \) whenever \( l(U, t) = r + 1 \). By considering periods of extremely slow customer demand, it is clear that for any pre-chosen \( k \), system \( U \) will almost surely regenerate at some epoch \( t \) with \( N(t) \equiv k \mod q \). It follows that \( \pi(m + k) = \pi(m) \), for all \( m \). Choosing \( k = 1 \) shows that \( \pi(0) = \pi(1) = \cdots = \pi(q - 1) \) and therefore \( \pi(k) \) is uniformly distributed with \( \pi(k) = \frac{1}{q} \).

We have shown
Claim 9. As \( t \to \infty \), \( l(\mathcal{J}, t) - l(\mathcal{U}, t) \) is uniformly distributed in \( \{0, 1, \ldots, q - 1\} \). Therefore the long run difference in average inventory levels is given by
\[
L(\mathcal{J}) - L(\mathcal{U}) = \frac{1}{q} \left[ 0 + 1 + \cdots + (q - 1) \right] = \frac{1}{2} (q - 1)
\]

As a lead time reducing system, \( \mathcal{U} \) can be thought of as having been obtained from a standard \((r, q = 1, \lambda, \tau)\) lost sales system \( \mathcal{U}' \) by excising from sample paths all time spent in a stockout state.

The fraction of time with no on hand inventory for system \( \mathcal{U}' \) is given by the Erlang loss formula [9]. From [14] applied to \( \mathcal{U}' \), we obtain the formula for the average inventory level for \( \mathcal{U} \).

\[
L(\mathcal{U}) = \frac{L(\mathcal{U}')}{{1 - \gamma(\mathcal{U}')}} = (r + 1 - x) + (r + 1) \frac{\gamma(\mathcal{U}')}{{1 - \gamma(\mathcal{U}')}} = (r + 1 - x) + (r + 1) \left\{ \frac{x^{r+1}}{(r + 1)!} \sum_{k=0}^{r} \frac{x^k}{k!} \right\} + \frac{1}{2} (q - 1) \quad (17)
\]

Combining (17) with Claim 9 we obtain
\[
L(\mathcal{J}) = (r + 1 - x) + (r + 1) \left\{ \frac{x^{r+1}}{(r + 1)!} \sum_{k=0}^{r} \frac{x^k}{k!} \right\} + \frac{1}{2} (q - 1) \quad (18)
\]

Thus the average inventory level for \( L(\mathcal{J}) \) given by (18) is the right-hand side of (15). The goal is to show that the inequality in (15) holds for the inventory system \( \mathcal{S} \), and so we must show that \( T(\mathcal{S}) \leq L(\mathcal{J}) \).

Let \( \mathcal{S} \) be the main \((r, q, \lambda, \tau)\) system being studied, and let \( \mathcal{S} \) be a \((r, q, \lambda, \tau)\) \( LTR \) system. \( \mathcal{S} \) can be thought of as having been obtained from a standard \((r, q, \lambda, \tau)\) system by excising from sample paths all time spent in a stockout state. Therefore
\[
T(\mathcal{S}) = L(\mathcal{S})
\]

Let \( \mathcal{S}_1 \) be the previously considered \( LTR \) system with parameters \((r, q = 1, \lambda, \tau)\). Let \( l(\mathcal{S}_1, t_0) = r + 1 = l(\mathcal{U}, t_0) \), so that both systems start in the same state at epoch \( t_0 \). In addition, let both systems see the same customer demand realization.

Now, let \( t_1 \) be the first epoch after \( t_0 \) where \( l(\mathcal{U}, t_1) = 1 \) and a customer demand triggers a lead time reduction for \( \mathcal{U} \). Let \( \mathcal{S}_2 \) be a second copy of \( \mathcal{S}_1 \), starting in the same state and seeing the same demand realization. At epoch \( t_1 \), let \( S_1 \) follow its usual lead time reducing policy (only reducing lead times in order to prevent a stockout situation), but let \( S_2 \) follow the policy of system \( \mathcal{J} \) defined prior to Claim 9. System \( \mathcal{S}_2 \) will then reduce lead times on all outstanding orders by the same amount as system \( \mathcal{U} \). Note that if in fact at epoch \( t_1 \) system \( \mathcal{S}_1 \) reduced lead times, then they were reduced by the same amount as for \( S_2 \) (Claim 7 parts c) and e)). After epoch \( t_1 \), let system \( \mathcal{S}_2 \) return to following the standard lead time reducing policy used by \( \mathcal{S}_1 \).

We are now in a situation where we may apply Lemma 2 to systems \( S_1 \) and \( S_2 \). We may conclude that the average inventory levels of the two systems over any finite interval \([t_1, t]\) satisfy
\[
L(\mathcal{S}_1, [t_1, t]) \leq L(\mathcal{S}_2, [t_1, t])
\]

Since \( S_1 \) and \( S_2 \) were in precisely the same state at every epoch in \([t_0, t_1] \), it follows that in fact for all \( t \geq t_0 \)
\[
L(\mathcal{S}_1, [t_0, t]) \leq L(\mathcal{S}_2, [t_0, t])
\]

Let \( t_2 \) be the next epoch at which \( l(\mathcal{U}, t_2) = 1 \) and a customer demand triggers a lead time reduction for \( \mathcal{U} \). Proceeding as before, construct system \( S_3 \) which is identical to \( S_2 \) on \([t_0, t_2] \), but which at epoch \( t_2 \) follows the same policy as system \( \mathcal{J} \). At epoch \( t_2 \) then, \( S_3 \) will reduce lead times by the same amount as systems \( \mathcal{J} \) and \( \mathcal{U} \), whereas system \( S_2 \) will follow its usual lead time reducing policy. After epoch \( t_2 \), let system \( S_3 \) return to following the standard lead time reducing policy used by \( \mathcal{S}_1 \). Arguing as before, we have
\[
L(\mathcal{S}_2, [t_0, t]) \leq L(\mathcal{S}_3, [t_0, t])
\]

Continuing in this fashion, we obtain a sequence of systems
\[
\mathcal{S} = S_1, S_2, S_3, \ldots, S_k, \ldots
\]

where \( S_k \) follows the same policy as \( \mathcal{J} \) before epoch \( t_k \), and follows the same policy as \( S \) on and after epoch \( t_k \). For any epoch \( t \), there is some \( t_k > t \), and therefore on the interval \([t_0, t]\) we have
\[
L(\mathcal{S}, [t_0, t]) \leq L(\mathcal{S}_k, [t_0, t]) = L(\mathcal{J}, [t_0, t])
\]

Since this holds for all finite intervals, it follows that
\[
T(\mathcal{S}) = L(\mathcal{S}) \leq L(\mathcal{J})
\]
and thus the inequality in (15) holds. This completes the proof of Theorem 4.

5. Numerical Results

Table 2 shows numerical values for the bounds \( \mathcal{L}B \) and \( \mathcal{U}B \) over a small range of inputs. For each reorder point \( r = 2, 4, 8, \ldots, 1024 \), we evaluated at each reorder quantity \( q = 2, 3, \ldots, r \), and for mean lead
time demand \( x = \lambda \tau = Kr \) where \( K \) ranges through 0.5, 0.75, 1.0, 1.5, 2.0. The entries in Table 2 are all aggregates over the range \( q = 2, 3, \ldots, r \), for fixed values of \( r \) and \( x \). The legend below describes the entries in Table 2.

| AVG UB SL% | Mean value of \( 1 - UB(r, q, x) \) |
|------------|----------------------------------|
| AVG LB SL% | Mean value of \( 1 - LB(r, q, x) \) |
| AVG DIFF   | Mean value of \( UB - LB \)        |
| MAX DIFF   | Max value of \( UB - LB \)         |
| MIN DIFF   | Min value of \( UB - LB \)         |

We see that in Table 2, the largest average difference (AVG DIFF) occurs at \( r = 4 \) and \( K = 1 \) (\( \lambda \tau = r = 4 \)), and that the largest maximum difference (MAX DIFF) occurs at \( r = 8 \) and \( K = 1 \) (\( \lambda \tau = r = 8 \)). When \( K \) is kept fixed, the tightness of the service level bounds appears on the whole to improve as \( r \) increases. In addition, when \( r \) is kept fixed, the bounds appear to improve as \( \lambda \tau \) moves away from \( r \).

In Figure 1, we plot the maximum value of MAX DIFF for each reorder point \( r = 2, 3, \ldots, 100 \). The factor \( K \) was iterated over the range \([0.5, 1.5]\) by increments of 0.01. For each reorder point \( r \) and each value of \( K \), we calculated the MAX DIFF aggregate over the range \( q = 2, 3, \ldots, r \). For each \( r \), we then selected the maximum value of MAX DIFF over all \( K \) considered. For each \( r \), this value is the maximum value of \( UB - LB \) over all \( q \) and \( K \) considered. Again it appears likely that the difference between \( UB \) and \( LB \) may tend on the whole to decrease as the reorder point increases.

6. Conclusions

In this paper, we have demonstrated that the fraction of sales lost for the \((r, q)\) system under consideration can be conveniently bounded in a manner suitable for quick, back-of-the-envelope estimates. In Section 5 we saw that the difference between the upper and lower bounds on the the customer fraction of sales lost appears likely to be no more than 6.5% (0.065), and in many cases is significantly better than that. In particular, the estimates we have obtained look to be very useful when the reorder point is relatively high or when the mean lead time demand is significantly different from the reorder point.

An immediate application of the bounds provided in this paper is to refine other common estimates for the fraction of sales lost, such as those in Zipkin (2000) or Hadley and Whitin (1963). If, for example, in a particular case the backorder system is used to estimate the fraction of sales lost, and the estimate obtained is more than \( UB \), then one might choose to ignore the backorder estimate and instead use the value \( UB \).

Furthermore, we believe that it should be possible to combine the bounds \( LB \) and \( UB \) in some fashion to develop a new estimate for the fraction of sales lost which improves on other common approximations, while remaining easy-to-compute.

Finally, in Theorem 1 we have related all the performance measures for the system studied. It is then straightforward to use the bounds \( LB \) and \( UB \) to provide bounds on the total operating costs of the \((r, q)\) continuous review system with lost sales, Poisson unit demand, and constant lead time.
Table 2: Comparison of service level bounds provided by $LB$ and $UB$. Entries are aggregates over $q = 2, 3, \ldots, r$ for the values of $r$ and $x$ specified by the row and column.

| $K$ | $r = 2$ | $r = 4$ | $r = 8$ | $r = 16$ | $r = 32$ | $r = 64$ | $r = 128$ | $r = 256$ | $r = 512$ | $r = 1024$ |
|-----|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
|     | AVG UB SL% | AVG UB SL% | AVG UB SL% | AVG UB SL% | AVG UB SL% | AVG UB SL% | AVG UB SL% | AVG UB SL% | AVG UB SL% | AVG UB SL% |
| $K = 0.5$ | 97.4745 93.4371 88.0797 76.2059 65.4676 | 98.8653 95.3513 89.3513 74.6444 61.8761 | 99.7070 97.3315 91.1333 73.4863 59.1460 | 99.9709 98.8840 93.2321 73.1628 58.0321 | 99.9994 99.6863 94.1199 72.5549 57.0984 | 100.0000 99.9569 96.2880 72.2779 56.4255 | 100.0000 99.9984 97.3203 72.1011 56.5268 | 100.0000 100.0000 98.0831 71.9620 56.3590 | 100.0000 100.0000 98.6328 71.9856 56.3871 | 100.0000 100.0000 98.6328 71.9856 56.3871 |
| $K = 0.75$ | 95.2381 89.5753 83.3333 71.5789 61.9048 | 97.1735 91.3801 84.0794 70.0166 58.9152 | 98.8492 94.0650 85.9177 69.5106 57.1057 | 99.8342 96.7878 88.6468 70.2620 56.8141 | 99.9944 98.7511 91.0831 70.7089 56.4255 | 100.0000 99.7382 93.2642 71.2231 56.3845 | 100.0000 99.9984 97.3203 72.1011 56.5268 | 100.0000 100.0000 98.9831 72.0381 56.4499 | 100.0000 100.0000 98.9831 72.0381 56.4499 | 100.0000 100.0000 98.9831 72.0381 56.4499 |
| $K = 1$ | 2.2364 3.8618 4.7464 4.6270 3.5628 | 1.6917 3.9712 5.2718 4.6270 2.9609 | 1.3951 3.3558 4.5463 4.2344 2.8310 | 1.0967 3.3265 4.5854 4.0396 2.1109 | 0.9617 4.1430 6.2760 4.9096 1.9060 | 0.5450 2.4457 4.0134 3.4102 1.2533 | 0.0050 0.9322 3.8289 2.9008 1.2533 | 0.0032 1.4513 3.3236 2.4177 1.2533 | 0.0033 1.6161 3.2455 2.5062 0.6180 | 0.0032 1.4513 3.3236 2.4177 1.2533 |
| $K = 1.5$ | 2.2364 3.8618 4.7464 4.6270 3.5628 | 1.6917 3.9712 5.2718 4.6270 2.9609 | 1.3951 3.3558 4.5463 4.2344 2.8310 | 1.0967 3.3265 4.5854 4.0396 2.1109 | 0.9617 4.1430 6.2760 4.9096 1.9060 | 0.5450 2.4457 4.0134 3.4102 1.2533 | 0.0050 0.9322 3.8289 2.9008 1.2533 | 0.0032 1.4513 3.3236 2.4177 1.2533 | 0.0033 1.6161 3.2455 2.5062 0.6180 | 0.0032 1.4513 3.3236 2.4177 1.2533 |
| $K = 2$ | 2.2364 3.8618 4.7464 4.6270 3.5628 | 1.6917 3.9712 5.2718 4.6270 2.9609 | 1.3951 3.3558 4.5463 4.2344 2.8310 | 1.0967 3.3265 4.5854 4.0396 2.1109 | 0.9617 4.1430 6.2760 4.9096 1.9060 | 0.5450 2.4457 4.0134 3.4102 1.2533 | 0.0050 0.9322 3.8289 2.9008 1.2533 | 0.0032 1.4513 3.3236 2.4177 1.2533 | 0.0033 1.6161 3.2455 2.5062 0.6180 | 0.0032 1.4513 3.3236 2.4177 1.2533 |
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