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Abstract—In this paper, we propose a novel semi-supervised feature selection framework by mining correlations among multiple tasks and apply it to different multimedia applications. Instead of independently computing the importance of features for each task, our algorithm leverages shared knowledge from multiple related tasks, thus, improving the performance of feature selection. Note that we build our algorithm on assumption that different tasks share common structures. The proposed algorithm selects features in a batch mode, by which the correlations between different features are taken into consideration. Besides, considering the fact that labeling a large amount of training data in real world is both time-consuming and tedious, we adopt manifold learning which exploits both labeled and unlabeled training data for feature space analysis. Since the objective function is non-smooth and difficult to solve, we propose an iterative algorithm with fast convergence. Extensive experiments on different applications demonstrate that our algorithm outperforms other state-of-the-art feature selection algorithms.
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1 INTRODUCTION

In many computer vision and pattern recognition applications, dimension of data representation is normally very high. Recent studies have claimed that not all features in the high-dimensional feature space are discriminative and informative, since many features are often noisy or correlated to each other, which will deteriorate the performances of subsequent data analysing tasks [1] [2] [3]. Consequently, feature selection is utilized to select a subset of features from the original high dimensional feature space [4] [5] [6] [7] [8]. It has twofold functions in enhancing performances of learning tasks. First, feature selection eliminates noisy and redundant information to get a better representation, thus facilitating classification and clustering tasks. Second, dimension of selected feature space becomes much lower, which makes the subsequent computation more efficient. Inspired by the motivations, much progress has been made to feature selection during last few years.

According to availability of class labels of training data, feature selection algorithms fall into two groups, i.e. supervised feature selection and unsupervised feature selection. Supervised feature selection algorithms, for example, Fisher Score [9], only use labeled training data for feature selection. With sufficient labeled training samples, supervised feature selection is reliable to train appropriate feature selection functions because of utilization of class labels. However, labeling a large amount of training samples manually is unrealistic in real-world applications. Recent works on semi-supervised learning have indicated that it is beneficial to leverage both labeled and unlabeled training data for data analysis. Motivated by the progress of semi-supervised learning, much research attention has been paid to semi-supervised feature selection. For example, Zhao et al. propose a semi-supervised feature selection algorithm based on spectral analysis. A common limitation of the existing supervised and semi-supervised feature selection algorithms is that they evaluate the importance of each feature individually, ignoring correlations between different features. To address this problem, some state-of-the-art algorithms are proposed to take feature correlations into consideration for feature selection. For example, [10] and [3] implement their methods in a supervised way and Ma et al. design their approach in a semi-supervise way in [5].

Another limitation of current feature selection algorithms is that they select features for each task individually, which fails to mine correlations among multiple related tasks. Recent researches have indicated that it is beneficial to learn multiple related tasks jointly [11] [12] [13]. Motivated by this fact, multi-task learning has been introduced to the field of multimedia. For instance, Yang et al. present a novel feature selection algorithm which leverages shared information from related tasks in [6]. Nevertheless, they design their algorithm in a supervised way.

The semi-supervised algorithm proposed in this paper combines the strengths of semi-supervised feature selection and multi-task learning. Both labeled and unlabeled training data are utilized for feature selection. Meanwhile, correlations between different features are taken into consideration to improve the performance of feature selection.
We illustrate how the proposed algorithm works for video classification in Figure 1. First, we represent all the training and testing videos as feature vectors. Then, sparse coefficients are learnt by exploiting relationships among different features and leveraging knowledge from multiple related tasks. After selecting the most representative features, we can apply the sparse coefficients to the feature vectors of the testing videos for classification.

We name our proposed algorithm Semi-supervised Feature Selection by Mining Correlations among multiple tasks (SFMC). The main contributions of our work can be summarized as follows:

1) We combine semi-supervised feature selection and multi-task learning into a single framework, which can select the most representative features with an insufficient amount of labeled training data per task.

2) To explore correlations among multimedia data, we leverage the benefit of manifold learning into our framework.

3) Since the objective function is non-smooth and difficult to solve, a fast iterative algorithm to obtain the optimal solution is proposed. Experimental results on convergence demonstrate that the proposed algorithm converges within very few iterations.

The rest of this paper is organized as follows: Section 2 summarizes the overview of the related work. A novel Semi-supervised Feature Selection by Mining Correlations among multiple tasks is proposed in section 3. We present our experimental results in section 4. The conclusion of our work is discussed in section 5.

2 RELATED WORK

In this section, we briefly review the related research on feature selection, semi-supervised learning and multi-task learning.

2.1 Feature selection

Previous works have claimed that feature selection is capable of selecting the most representative features, thus facilitating subsequent data analyzing tasks [14] [15] [16].

Existing feature selection algorithms are designed in various ways. Classical feature selection algorithms, such as Fisher Score [9], evaluate the weights of all features, rank them accordingly and select the most discriminating features one by one [17]. Although these classical feature selection algorithms gain good performances in different applications, they have three main limitations. First, they only use labeled
training data to exploit the correlations between features and labels for feature selection. Labeling a large amount of training data consumes a lot of human labor in real-world applications. Second, the most representative features are selected one by one, thus ignoring the correlations among different features. Third, they select features for each task independently, which fails to leverage the knowledge shared by multiple related tasks.

To overcome the aforementioned limitations, researchers have proposed multiple feature selection algorithms. $l_{2,1}$-norm regularization has been widely used in feature selection algorithms for its capability of selecting features across all data points with joint sparsity. For example, Zhao et al. propose an algorithm which selects features jointly based on spectral regression with $l_{2,1}$-norm constraint in [18]. Nie et al. adopt $l_{2,1}$-norm on both regularization term and loss function in [10]. Yang et al. propose to select features by leveraging shared knowledge from multiple related tasks in [6]. However, their algorithms are all designed in a supervised way.

2.2 Semi-supervised learning

Semi-supervised learning has shown its promising performance in different applications [19], [20], [21], [22], [23], [24]. With semi-supervised learning, unlabeled training data can be exploited to learn data structure, which can save human labor cost for labeling a large amount of training data [25], [26], [27], [28]. Hence, semi-supervised learning is beneficial in terms of both the human laboring cost and data analysis performance.

Graph Laplacian based semi-supervised learning has gained increasing interest for its simplicity and efficiency. Nie et al. propose a manifold learning framework based on graph Laplacian and compared its performance with other state-of-the-art semi-supervised algorithms in [29]. Ma et al. propose a semi-supervised feature selection algorithm built upon manifold learning in [5]. In [30], Yang et al. propose a new semi-supervised algorithm based on a robust Laplacian matrix for relevance feedback. Their algorithm has demonstrated its prominent performance. Therefore, we propose to leverage it in our feature selection framework. These previous works, however, independently select features for each task, which fails to consider correlations among multiple related tasks.

2.3 Multi-task learning

Multi-task learning has been widely used in many applications with the appealing advantage that it learns multiple related tasks with a shared representation [11], [12], [31]. Recent researches have indicated that learning multiple related tasks jointly always outperforms learning them independently. Inspired by the progress of multi-task learning, researchers have introduced it to the field of multimedia and demonstrated its promising performance on multimedia analysis. For example, Yang et al. propose a novel multi-task feature selection algorithm which improves feature selection performance by leveraging shared information among multiple related tasks [6]. In [6], Ma et al. apply knowledge adaptation to multimedia event detection and compare its performance with several state-of-the-art algorithms. Despite of their good performances, these classical algorithms are all implemented only with labeled training data.

3 METHODOLOGY

In this section, we describe the approach of our proposed algorithm in detail.

3.1 Problem Formulation

Suppose we are going to select features for $t$ tasks. The $l$-th task contains $n_l$ training data with $m_l$ data labeled. We can formulate the regularized framework for feature selection as follows:

$$\min_{W_l} \sum_{i=1}^{t} (\text{loss}(W_l) + \alpha g(W_l)) + \gamma \Omega(W),$$

where $W_l$ is feature selection matrix for the $l$-th task, $W = [W_1, \cdots, W_t]$, loss($W_l$) is the loss function which evaluates consistency between features and labels, $g(W_l)$ is a regularization function, $\Omega(W)$ is a regularization term which is used to encode the common components of different feature selection functions, $\alpha$ and $\gamma$ are regularization parameters.

To step further, we first give the definitions of Frobenius norm and trace norm. Given an arbitrary matrix $M \in \mathbb{R}^{a \times b}$ where $a$ and $b$ are arbitrary numbers, its Frobenius norm is defined as $\|M\|_F$. The definition of its $l_{2,1}$-norm is:

$$\|M\|_{2,1} = \sum_{i=1}^{a} \sqrt{\sum_{j=1}^{b} M_{ij}^2},$$

and the definition of its trace norm is:

$$\|M\|_* = Tr(MM^T)^{\frac{1}{2}},$$

where $Tr(\cdot)$ denotes the trace operator. In the literature, there are many approaches to define the loss function. Following the works in [5], [6], we adopt the least square loss function for its simplicity and efficiency. Recent works [10], [17] claim that minimizing the regularization term $\|W_l\|_{2,1}$ makes $W_l$ sparse, which demonstrates that $W_l$ is especially suitable for feature selection. Motivated by the works in [32], [6], we propose to leverage shared knowledge among multiple related tasks by minimizing the trace norm of $W$. The objective function is given by:
min \sum_{i=1}^{t} (\text{loss}(W_i) + \alpha \|W_i\|_{2,1}) + \gamma \|W\|_* \quad (4)

State-of-the-art feature selection algorithms are implemented through supervised learning and select features for each task independently. In our work, we want to incorporate multi-task learning and semi-supervised learning into (1). We propose to leverage semi-supervised learning by adopting the Laplacian proposed in [30]. We adopt this Laplacian because it exploits both manifold structure and local discriminant information of multimedia data, thus resulting in better performance.

To begin with, let us define \(X_l = [x_1^l, \cdots, x_{n_l}^l]\) as the training data matrix of the \(l\)-th task where \(n_l\) data are labeled and \(n_l\) is the total number of the training data of the \(l\)-th task. \(x_i^l \in \mathbb{R}^d\) is the \(i\)-th datum of the \(l\)-th task. \(Y_l = [y_1^l, \cdots, y_{n_l}^l, y_{n_l+1}^l, \cdots, y_{M_l}^l]^T \in \{0,1\}^{n_l \times c_l}\) is the label matrix and \(c_l\) denotes class number of the \(l\)-th task. \(y_i^l\) is the label vector with \(c_l\) classes.

\(Y_{i,j} = 1\) if \(x_j^l\) is in the \(j\)-th class of the \(l\)-th task while \(Y_{i,j} = 0\) otherwise. For unlabeled datum \(x_i^l\), \(Y_i^l\) is set to a zero vector. For any \(d\), we define \(1_d \in \mathbb{R}^d\) as a column vector with all the elements equal to 1, \(H_d = I - \frac{1}{d} 1_d 1_d^T \in \mathbb{R}^{d \times d}\) as a matrix for centering the data by subtracting the mean of the data. Note that \(H_d = H_d^T = H_d H_d\). For each data point \(x_i^l\) of the \(l\)-th task, we construct a local clique \(N_{ik}\) containing \(x_i^l\) and its \(k-1\) nearest neighbors. Euclidean distance is used to determine whether two given data points are within \(k\) nearest neighbors in the original feature space. \(G_l = \{i_0^l, i_1^l, \cdots, i_{k-1}^l\}\) is index set of samples in \(N_{ik}\). \(S_{ji}\) denotes selection matrix with its elements \((S_{ji})_{pq} = 1\) if \(p = G_i^l \{q\}\) and \((S_{ji})_{pq} = 0\) otherwise.

Inspired by [30], we construct the Laplacian matrix by exploiting both manifold structure and local discriminant information. Denoting \(L_{ii} = H_k((X_l^T X_l + \lambda I)^{-1} H_k)\), we compute the Laplacian matrix \(L\) as follows:

\[
L_l = \sum_{i=1}^{n_l} S_{li} L_{ii} S_{li}^T = [S_{l11}, \cdots, S_{ln_l1}] [L_{11}, \cdots, L_{n_l1}]^T [S_{l11}, \cdots, S_{ln_l1}]^T.
\]

Note that Manifold Regularization is able to explore the manifold structure possessed by multimedia data [29] [33] [34]. By applying Manifold Regularization to the loss function in (1), we have

\[
\arg\min_{W, b} \sum_{i=1}^{t} \text{Tr}(W^T X_l L_{ii} X_l^T W) + \alpha \|W_l\|_{2,1} + \beta \|X_l^T W_l + 1_{n_l} b_l^T - Y_{lI}\|_F^2) + \gamma \|W\|_*
\]

where \(\text{Tr}(\cdot)\) denotes trace operator, \(X_{lI}\) and \(Y_{lI}\) are labeled training data and corresponding ground truth labels of the \(l\)-th task.

To make all labels of training data contribute to the optimization of \(W_i\), we introduce a predicted label matrix \(F_l = [f_{l11}, \cdots, f_{ln_l}] \in \mathbb{R}^{n_l \times c_l}\) for the training data of the \(l\)-th task. \(f_{li} \in \mathbb{R}^{c_l}\) is the predicted label vector of \(x_{li}\). According to [19] [5], \(F_l\) can be obtained as follows:

\[
\arg\min_{F_l} \text{Tr}(F_l^T L_l F_l) + \text{Tr}((F_l - Y_l)^T U_l (F_l - Y_l)) + \alpha \|W_l\|_{2,1} + \beta \|X_l^T W_l + 1_{n_l} b_l^T - Y_{lI}\|_F^2) + \gamma \|W\|_*
\]

where \(U_l\) is the selection diagonal matrix of the \(l\)-th task. The diagonal element \(U_{lii} = \infty\) if \(x_{li}\) is labeled and \(U_{lii} = 1\) otherwise. In the experiments, \(10^6\) is used to approximate \(\infty\).

Following the work in [5], we incorporate (7) into (6). At the same time, all the training data and corresponding labels are taken into consideration. Therefore, the objective function finally arrives at:

\[
\min_{F_l, W_l, b_l} \sum_{i=1}^{t} \text{Tr}((F_l - Y_l)^T U_l (F_l - Y_l)) + \text{Tr}(F_l^T L_l F_l) + \alpha \|W_l\|_{2,1} + \beta \|X_l^T W_l + 1_{n_l} b_l^T - F_l\|_F^2) + \gamma \|W\|_*
\]

From (8) we can see that the proposed algorithm is capable of evaluating the informativeness of all features jointly for each task with the \(l_{2,1}\)-norm and the information from different tasks can be transferred from one to another with the trace norm.

### 3.2 Optimization

The proposed function involves the \(l_{2,1}\)-norm and trace norm, which are difficult to solve in a closed form. We propose to solve this problem in the following steps.

By setting the derivative of (8) w.r.t \(b_l\) to 0, we get

\[
\frac{\partial}{\partial b_l} \left[ \text{Tr}(F_l^T L_l F_l) + \alpha \|W_l\|_{2,1} + \beta \|X_l^T W_l + 1_{n_l} b_l^T - F_l\|_F^2) + \gamma \|W\|_* \right] = 0
\]

Substituting \(b_l\) in (8) with (9), we obtain

\[
\min_{F_l, W_l} \sum_{i=1}^{t} \left[ \text{Tr}((F_l - Y_l)^T U_l (F_l - Y_l)) + \text{Tr}(F_l^T L_l F_l) + \alpha \|W_l\|_{2,1} + \beta \|X_l^T W_l + 1_{n_l} b_l^T - F_l\|_F^2) + \gamma \|W\|_* \right]
\]

where \(H_{n_l} = I_{n_l} - \frac{1}{n_l} 1_{n_l} 1_{n_l}^T\) is a centering matrix. By setting the derivative of (10) w.r.t \(F_l\) to 0, we have

\[
2U_l F_l - 2U_l Y_l + 2L_l F_l + \alpha \beta (2H_{n_l} F_l - 2H_{n_l} X_l^T W_l) = 0
\]
Algorithm 1: Optimization Algorithm for SFMC

Data: Training data $X_{\|i\|}^{\|c\|} \in \mathbb{R}^{d \times n_{\|i\|}}$
Training data labels $Y_{\|i\|}^{\|c\|} \in \mathbb{R}^{n \times c}$
Parameters $\gamma, \alpha$ and $\beta$

Result:
Feature Selection Matrix $W_{\|i\|}^{\|c\|} \in \mathbb{R}^{d \times c_{\|i\|}}$

1. $l = 1$
2. while $l \leq t$
3. 
4. while $l \leq t$
5. 
6. $H_{\|i\|} = I_{\|i\|} - \frac{1}{n_{\|i\|}}1_{\|i\|}1_{\|i\|}^{T}$
7. $P_{l} = (\alpha \beta H_{\|i\|} + U_{l} + L_{l})^{-1}$
8. $R_{l} = X_{\|i\|}H_{\|i\|}(I_{\|i\|} - \alpha \beta P_{l})H_{\|i\|}X_{\|i\|}^{T}$
9. $T_{l} = X_{\|i\|}H_{\|i\|}P_{l}U_{l}Y_{l}$
10. 
11. 
12. 
13. 
14. 
15. Compute the diagonal matrix as:
$D^{(r)} = (1/2)(W_{r}W_{r}^{T})^{-1/2}$
16. while $l \leq t$
17. 
18. $W_{l}^{T}$ by
$W_{l}^{T} = (R_{l} + \frac{\alpha}{\beta} D^{(r)} + \frac{\alpha}{\beta} \tilde{D}^{(r)})^{-1}T_{l}$
19. $F_{l}^{T}$ by $F_{l}^{T} = (\alpha \beta H_{\|i\|} + U_{l} + L_{l})^{-1}(\alpha \beta H_{\|i\|}X_{\|i\|}^{T}W_{l} + U_{l}Y_{l})$
20. $b_{l}$ by $b_{l} = \frac{1}{n_{\|i\|}}(F_{l} - X_{\|i\|}^{T}W_{l})^{T}1_{\|i\|}$
21. $l = l + 1$
22. 
23. 
24. 
25. until Convergence;
26. Return the optimal $W_{\|i\|}^{\|c\|}$ and $b_{\|i\|}^{\|c\|}$.

Therefore, we have
$F_{l} = (\alpha \beta H_{\|i\|} + U_{l} + L_{l})^{-1}(\alpha \beta H_{\|i\|}X_{\|i\|}^{T}W_{l} + U_{l}Y_{l})$ \hspace{1cm} (11)
Denoting $P_{l} = (\alpha \beta H_{\|i\|} + U_{l} + L_{l})^{-1}$ and $Q_{l} = \alpha \beta H_{\|i\|}X_{\|i\|}^{T}W_{l} + U_{l}Y_{l}$, we have
$F_{l} = P_{l}Q_{l}$ \hspace{1cm} (12)
By substituting $F_{l}$ into (10) with (12), we can rewrite the objective function as follows:
\[
\min_{Q_{l}, W_{l}} \sum_{i=1}^{t} \{ (P_{l}Q_{l} - Y_{l})^{T}U_{l}(P_{l}Q_{l} - Y_{l}) \}
+ T(R(Q_{l}^{T}P_{l}^{T}L_{l}P_{l}Q_{l}) + \alpha(\|W_{l}\|_{2,1})
+ \beta(\|H_{\|i\|}X_{\|i\|}^{T}W_{l} - H_{\|i\|}P_{l}Q_{l}\|_{F}^{2}) + \gamma\|W_{l}\|_{*}
\]
As $T(R(Q_{l}^{T}P_{l}^{T}U_{l}Y_{l}) = T(Y_{l}^{T}P_{l}^{T}L_{l}P_{l}Q_{l})$ and $T(\alpha \beta W_{l}^{T}X_{\|i\|}H_{\|i\|}P_{l}Q_{l}) = T(\alpha \beta Q_{l}^{T}P_{l}^{T}H_{\|i\|}X_{\|i\|}^{T}W_{l})$,
the objective function can be rewritten as follows:
\[
\min_{W_{l}} \sum_{i=1}^{t} \{ (\alpha \beta TR(W_{l}^{T}X_{\|i\|}H_{\|i\|}(I_{\|i\|} - \alpha \beta P_{l})H_{\|i\|}X_{\|i\|}^{T}W_{l})
- 2\alpha \beta TR(W_{l}^{T}X_{\|i\|}H_{\|i\|}P_{l}U_{l}Y_{l}) + \alpha\|W_{l}\|_{2,1} + \gamma\|W_{l}\|_{*}
\}
\]
(14)
Denoting $R_{l} = X_{\|i\|}H_{\|i\|}(I_{\|i\|} - \alpha \beta P_{l})H_{\|i\|}X_{\|i\|}^{T}$, $T_{l} = X_{\|i\|}H_{\|i\|}P_{l}U_{l}Y_{l}$ and $W_{l} = [w_{l}^{1}, \ldots, w_{l}^{d}]$, the objective function becomes:
\[
\min_{W_{l}} \sum_{i=1}^{t} \{ (\alpha \beta TR(W_{l}^{T}R_{l}W_{l}) - 2\alpha \beta TR(W_{l}^{T}T_{l})
+ \alpha TR(W_{l}^{T}D_{l}W_{l})) + \gamma\|W_{l}\|_{*}
\}
\]
(15)
where $\tilde{D} = (1/2)(W_{l}W_{l}^{T})^{-1/2}$ and $D_{l}$ is a diagonal matrix which is defined as:
\[
D_{l} = \begin{bmatrix}
\frac{1}{2\|w_{l}^{1}\|_{2}} & \cdots & 0 \\
0 & \ddots & 0 \\
0 & \cdots & \frac{1}{2\|w_{l}^{d}\|_{2}}
\end{bmatrix}.
\]
(16)
By setting the derivative w.r.t $W_{l}$ to 0, we have
$W_{l} = (R_{l} + \frac{\alpha}{\beta} D_{l} + \frac{\gamma}{\alpha \beta} \tilde{D})^{-1}T_{l}$ \hspace{1cm} (17)
As shown in Algorithm 1, an iterative algorithm is proposed to optimize the objective function (8) based on the above mathematical deduction.

3.3 Convergence Analysis

In this section, we prove that Algorithm 1 converges by the following theorem.

Theorem 1. The objective function value shown in (8) monotonically decreases in each iteration until convergence by applying Algorithm 1.

Proof: Suppose after the $r$-th iteration, we have obtained $F_{r}^{T}, b_{r}^{T}$ and $W_{r}^{T}$. According the definition of $D_{l}$ and $\tilde{D}$, the convergence of Algorithm 1 corresponds to the following inequality:
\[
\sum_{i=1}^{t} \{ (F_{r}^{T+1} - Y_{l})^{T}U_{l}(F_{r}^{T+1} - Y_{l}) \} + T(R(F_{r}^{T+1})^{T}L_{l}F_{r}^{T+1})
+ \alpha(\sum_{j=1}^{d} \frac{\|w_{r}^{j+1}\|_{2}^{2}}{\|w_{r}^{j}\|_{2}^{2}}) + \beta(\|X_{\|i\|}^{T}W_{r}^{T+1} + 1_{n_{\|i\|}}b_{r}^{j+1T} - F_{r}^{T+1})^{2}
+ T(R(W_{r}^{T})^{T} \frac{\gamma}{2}(W_{r}^{T})^{T}W_{r}^{T} - \frac{1}{2}W_{r}^{T})^{2}
\]
\[
\leq \sum_{i=1}^{t} \{ tr(F_{r}^{T+1} - Y_{l})^{T}U_{l}(F_{r}^{T+1} - Y_{l}) \} + T(R(F_{r}^{T})^{T}L_{l}F_{r}^{T})
+ \alpha(\sum_{j=1}^{d} \frac{\|w_{r}^{j}\|_{2}^{2}}{\|w_{r}^{j}\|_{2}^{2}} + \beta(\|X_{\|i\|}^{T}W_{r}^{T} + 1_{n_{\|i\|}}b_{r}^{jT} - F_{r}^{T})^{2})
+ T(R(W_{r}^{T})^{T} \frac{\gamma}{2}(W_{r}^{T})^{T}W_{r}^{T} - \frac{1}{2}W_{r}^{T})^{2}
\]
(18)
Following the works in [10] [6] [5], we have:

\[
\sum_{i=1}^{t} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \alpha \sum_{i=1}^{d} \| \Pi_{ij}^{(t+1)} \|_{2,1} + \Pi_{ij}^{(t+1)} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \frac{1}{2} \sum_{i=1}^{t} \Pi_{ij}^{(t+1)} \left( W^{(t+1)} \right)^{T} \left( W \right)^{T} - \frac{1}{2}
\]

\[
\leq \sum_{i=1}^{t} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \alpha \sum_{i=1}^{d} \| \Pi_{ij}^{(t+1)} \|_{2,1} + \Pi_{ij}^{(t+1)} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \frac{1}{2} \sum_{i=1}^{t} \Pi_{ij}^{(t+1)} \left( W^{(t+1)} \right)^{T} \left( W \right)^{T} - \frac{1}{2}
\]

We can rewrite (19) as follows:

\[
\sum_{i=1}^{t} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \alpha \sum_{i=1}^{d} \| \Pi_{ij}^{(t+1)} \|_{2,1} + \Pi_{ij}^{(t+1)} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \frac{1}{2} \sum_{i=1}^{t} \Pi_{ij}^{(t+1)} \left( W^{(t+1)} \right)^{T} \left( W \right)^{T} - \frac{1}{2}
\]

According to Lemma 1 in [6], we have:

\[
\sum_{i=1}^{t} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \alpha \sum_{i=1}^{d} \| \Pi_{ij}^{(t+1)} \|_{2,1} + \Pi_{ij}^{(t+1)} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \frac{1}{2} \sum_{i=1}^{t} \Pi_{ij}^{(t+1)} \left( W^{(t+1)} \right)^{T} \left( W \right)^{T} - \frac{1}{2}
\]

By deducting (21) from (20), we arrive at:

\[
\sum_{i=1}^{t} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \alpha \sum_{i=1}^{d} \| \Pi_{ij}^{(t+1)} \|_{2,1} + \Pi_{ij}^{(t+1)} \sum_{j=1}^{d} \Pi_{ij}^{(t+1)} + \frac{1}{2} \sum_{i=1}^{t} \Pi_{ij}^{(t+1)} \left( W^{(t+1)} \right)^{T} \left( W \right)^{T} - \frac{1}{2}
\]

Having Theorem 1, we can easily see that the algorithm converges.

4 Experiments

In this section, experiments are conducted to evaluate the performance of our algorithm on video classification, image annotation, human motion recognition and 3D motion data analysis, respectively. Additional experiments are conducted to study the performance w.r.t. influence of number of selected features and parameter sensitivity.

4.1 Experiment Setup

We use four different datasets in the experiment, including one video datasets CCV [35], one image datasets NUSWIDE [36], one human motion dataset HMD [37] and one 3D motion skeleton dataset HumanEva [38]. In order to demonstrate advantages of our algorithm, we compare its performance with the following approaches.

1) All Features: We directly use the original features without feature selection as a baseline.
2) Fisher Score: This is a classical feature selection method, which evaluates importances of features and selects the most discriminating features one by one [9].
3) Feature Selection via Joint \( l_{2,1} \)-Norms Minimization (FSNM): Joint \( l_{2,1} \)-norm minimization is utilized on both loss function and regularization for joint feature selection [10].
4) SPEC: It uses spectral graph theory to conduct feature selection [18].
5) Feature Selection with Shared Information among multiple tasks (FSSI): It simultaneously learns multiple feature selection functions of different tasks in a joint framework [6]. Hence, it is capable to utilize shared knowledge between multiple tasks to facilitate decision making.
6) Locality Sensitive Semi-supervised Feature Selection (LSDF): This is a semi-supervised feature selection based on two graph constructions, i.e., within-class graph and between-class graph [39].
7) Structural Feature Selection with Sparsity (SFSS): It combines strengths of joint feature selection and semi-supervised learning into a single framework [5]. Labeled and unlabeled training data are both utilized for feature selection. Meanwhile, correlations between different features are taken into consideration.

In the experiments, a training set for each dataset is randomly generated consisting of \( n \) samples, among which \( m\% \) samples are labeled. The detailed settings are shown in Table 1. The remaining data are used as testing data. We independently repeat the experiment 5 times and report the average results.
We have to tune two types of parameters in the experiments. One is the parameter $k$ that specifies $k$ nearest neighbors used to compute graph Laplacian. Following [5], we fix it at 15. The other parameter is the regularization parameters, $\alpha$, $\beta$ and $\gamma$, which are shown in the objective function (8). These parameters are tuned in the range of $\{10^{-6}, 10^{-4}, 10^{-2}, 10^{0}, 10^{+2}, 10^{+4}, 10^{+6}\}$ and the best results are reported. Linear SVM is used as classifier. Mean average precision (MAP) is used to evaluate the performance.

### 4.2 Video Classification

First, we compare the performances of different algorithms in terms of video classification task using Columbia Consumer Video Dataset (CCV) [35]. It consists of 9,317 web videos over 20 semantic categories, in which 4,659 videos are used as training data and 4,658 videos are used as testing data. The semantic categories include events like “basketball” and “parade”, scenes like “beach” and “playground”, and objects like “cat” and “dog”, based on which we generate three different classification tasks. Since the original videos of this dataset have not been available on the internet, we directly use the STIP features and Bag-of-Words feature is generated to represent the original data. We set the number of selected features are $\{250, 275, \ldots, 475, 500\}$ and report the best results.

We show the video classification results when different percentages of labeled training data are used in Table 2. From the experimental results, we can get the following observations: 1) The performances of all the compared algorithms increase when we increase the number of labeled training data. 2) The proposed algorithm consistently gains the best performance. 3) With 5% labeled training data, our algorithm significantly outperforms other algorithms. For example, for subject 2, our algorithm is better than the second best algorithm by 6.6%. Yet the proposed algorithm gains smaller advantage with more labeled training data.

### 4.3 Image Annotation

We use NUS-WIDE dataset [36] to test the performance of our algorithm. This dataset includes 269648 images of 81 concepts. A 500 dimension Bag-of-Words feature based on SIFT descriptor is used in this experiment. We take each concept as a separate annotation task, thus resulting in 81 tasks. It is difficult to report all the results of these 81 tasks, so the average result is reported. In this experiment, we set the number of selected features as $\{250, 275, \ldots, 475, 500\}$ and report the best results.

We illustrate the experimental results in Table 3. From the experimental results, we can observe that the proposed method gains better performance than the other compared algorithms. We give the detailed results with 1%, 5% and 10% labeled training data. It can be seen that the proposed algorithm is more competitive with less labeled training data.

### 4.4 Human Motion Recognition

We use HMDB video dataset [37] to compare the algorithms in terms of human motion recognition. HMDB dataset consists of 6,766 videos which are associated with 51 distinct action categories. These categories can be categorized into five groups: 1) General facial actions, 2) Facial actions with object manipulation, 3) General body movements, 4) Body movements with object interaction, 5) Body movements for human interaction. Therefore, in this experiment, the five groups are considered as five different tasks. Heng et al. claim that motion boundary histograms (MBH) is an efficient way to suppress camera motion in [40] and thus it is used to process the videos. A 2000 dimension Bag-of-Words feature is generated to represent the original data. We set the number of selected features as $\{1000, 1200, \ldots, 1800, 2000\}$ for all the algorithms and report the best results.

Table 4 shows the experiment results of human motion recognition. From Table 4, we observe that our method outperforms other compared algorithms. This experiment can further provide evidence that our algorithm is more advantageous with insufficient number of labeled training data.

### 4.5 3D Motion Data Analysis

We evaluate the performance of our algorithm in terms of 3D motion data analysis using Human-Eva 3D motion database. There are five different types of actions in this database, including boxing, gesturing, walking, throw-catch and jogging. Following the work in [41] [42], we randomly select 10,000 samples of two subjects (5,000 per subject). We encode each action as a collection of 16 joint coordinates in 3D space and obtain a 48-dimensional feature vector. Joint Relative Features between different joints are computed on top of that, resulting a feature vector with 120 dimensions. We combine the two kinds of feature vectors and get a 168-dimensional feature. In this experiment, we consider the two subjects as two different tasks. The number of selected features are tuned from $\{100, 110, \ldots, 160\}$.

The experiment results are shown in Table 5. Table 5 gives detailed results when 1%, 5% and 10% training
Following the above experiments, 1%, 5%, 10%, 25%, and 50% labeled training data are used. From the experiment results, we can observe that our algorithm consistently outperforms the other compared algorithms and obtains more performance gain when small number of training data are labeled.

### 4.6 Comparison with Other Semi-Supervised Feature Selection Methods

In this section, experiments are conducted on CCV to compare the proposed algorithm with two state-of-the-art semi-supervised feature selection algorithms. Following the above experiments, 1%, 5%, 10%, 25%, 50% and 100% training data are labeled in this experiment. We show the experiment results in Figure 5. We can observe that our method consistently outperforms both LSDF and SFSS. Visible advantages are gained when only few training data are labeled, such as 1% or 5% labeled training data. From this result, we can conclude that it is beneficial to leverage shared information from other related tasks when insufficient number of training data are labeled.

### 4.7 Parameter Sensitivity

We study the influences of the four parameters $\alpha$, $\beta$, $\gamma$ and the number of selected features using CCV database with 1% labeled training data. First, we fix $\gamma$ and the number of selected features at 1 and 3500 respectively, which are the median values of the tuned range of the parameters. The experimental results are shown in Figure 6. It can be seen that the performance
of our algorithm varies when the parameters ($\alpha$ and $\beta$) change. More specifically, MAP is higher when $\alpha$ and $\beta$ are comparable. Then, $\alpha$ and $\beta$ are fixed. Figure shows the parameter sensitivity results. Note that the shared information among multiple feature selection functions $\{W_1, \ldots, W_i\}$ by the parameter $\gamma$. From this figure, we can see that mining correlations between multiple related tasks is beneficial to improve the performance. We can also notice that better performances are gained when the number of features is around 3500 and 4000.

\section{Conclusion}

In this paper, we have proposed a new semi-supervised feature analysis method. This method is able to mine correlations between different features and leverage shared information between multiple related tasks. Since the proposed objective function is non-smooth and difficult to solve, we propose an
Fig. 3. MAP with different α and β while keeping γ and feature numbers fixed on CCV database. (a) SUBJECT 1. (b) SUBJECT 2. (c) SUBJECT 3

iterative and effective algorithm. To evaluate performances of the proposed method, we apply it to different applications, including video classification, image annotation, human motion recognition and 3D motion data analysis. The experimental results indicate that the proposed method outperforms the other compared algorithms for different applications.

Fig. 2. PERFORMANCE COMPARISON OF 3D MOTION DATA ANALYSIS w.r.t. PERCENTAGE OF LABELED TRAINING DATA. WE CAN OBSERVE THAT THE PROPOSED ALGORITHM YIELDS TOP PERFORMANCES ON BOTH THE TASKS. (a) SUBJECT 1. (b) SUBJECT 2.2.

| (a) Subject 1 | 1% labeled | 5% labeled | 10% labeled | 25% labeled | 50% labeled | 100% labeled |
|---------------|------------|------------|-------------|-------------|-------------|--------------|
| All Features  | 0.776 ± 0.027 | 0.849 ± 0.021 | 0.871 ± 0.025 | 0.886 ± 0.024 | 0.898 ± 0.021 | 0.900 ± 0.026 |
| FISHER        | 0.777 ± 0.019 | 0.861 ± 0.029 | 0.880 ± 0.019 | 0.887 ± 0.024 | 0.901 ± 0.025 | 0.905 ± 0.023 |
| SFP            | 0.775 ± 0.025 | 0.857 ± 0.021 | 0.881 ± 0.019 | 0.893 ± 0.023 | 0.903 ± 0.018 | 0.911 ± 0.022 |
| FSNM           | 0.778 ± 0.034 | 0.851 ± 0.024 | 0.883 ± 0.023 | 0.897 ± 0.019 | 0.910 ± 0.026 | 0.918 ± 0.023 |
| FSSI           | 0.780 ± 0.028 | 0.889 ± 0.024 | 0.894 ± 0.025 | 0.904 ± 0.023 | 0.912 ± 0.026 | 0.921 ± 0.021 |
| SFMC           | 0.785 ± 0.018 | 0.892 ± 0.021 | 0.908 ± 0.012 | 0.912 ± 0.021 | 0.917 ± 0.018 | 0.925 ± 0.020 |

| (b) Subject 2 | 1% labeled | 5% labeled | 10% labeled | 25% labeled | 50% labeled | 100% labeled |
|---------------|------------|------------|-------------|-------------|-------------|--------------|
| All Features  | 0.819 ± 0.024 | 0.860 ± 0.022 | 0.909 ± 0.029 | 0.928 ± 0.026 | 0.946 ± 0.019 | 0.950 ± 0.023 |
| FISHER        | 0.835 ± 0.021 | 0.864 ± 0.020 | 0.909 ± 0.025 | 0.926 ± 0.018 | 0.946 ± 0.023 | 0.951 ± 0.021 |
| SFP            | 0.831 ± 0.023 | 0.868 ± 0.019 | 0.913 ± 0.026 | 0.929 ± 0.021 | 0.957 ± 0.024 | 0.959 ± 0.027 |
| FSNM           | 0.830 ± 0.025 | 0.870 ± 0.018 | 0.921 ± 0.023 | 0.938 ± 0.021 | 0.964 ± 0.024 | 0.965 ± 0.022 |
| FSSI           | 0.836 ± 0.020 | 0.884 ± 0.026 | 0.922 ± 0.024 | 0.947 ± 0.022 | 0.961 ± 0.023 | 0.962 ± 0.019 |
| SFMC           | 0.847 ± 0.023 | 0.894 ± 0.019 | 0.948 ± 0.026 | 0.954 ± 0.023 | 0.973 ± 0.025 | 0.975 ± 0.022 |
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