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Abstract

Domain alignment (DA) has been widely used in unsupervised domain adaptation. Many existing DA methods assume that a low source risk, together with the alignment of distributions of source and target, means a low target risk. In this paper, we show that this does not always hold. We thus propose a novel metric-learning-assisted domain adaptation (MLA-DA) method, which employs a novel triplet loss for helping better feature alignment. Experimental results show that the use of proposed triplet loss can achieve clearly better results. We also demonstrate the performance improvement of MLA-DA on all four standard benchmarks compared with the state-of-the-art unsupervised domain adaptation methods. Furthermore, MLA-DA shows stable performance in robust experiments.
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1. Introduction

Deep learning approaches have significantly improved a wide variety of machine-learning tasks and computer vision applications. Unfortunately, the impressive performance gains come only when massive amounts of labeled data are available. In practice, manual labeling of such data to train a deep model is often prohibitive or impossible, especially for a target task with no labeled data, e.g. biological images [1], or a target task with a large number of samples, e.g. video object detection and retrieval [2]. Therefore, there is a strong motivation to build the effective learners that can leverage rich labeled data from a different source domain [3] or even synthesis data [4]. However, due to dataset bias or domain shift, predictive models trained on a large-scale dataset do not generalize well to a new dataset or task [3]. This learning paradigm suffers from the shift in data distribution across different domains, which poses a huge obstacle for adapting models to the target task [5].

Many existing DA methods assume that a low source risk, together with the alignment of distributions of source and target, means a low target risk. However, if the target samples fall outside the support of the source and the embedding function is sufficiently complex, this assumption does not necessarily hold [6]. Unfortunately, deep learning models are complex enough to be overfitting, especially higher layer neurons are more sensitive to the original task, but not suitable for the target task [7]. The limitation of DA only is illustrated in Fig. 1. We observe that target samples are distributed around the decision boundary, or even misaligned to the other side when aligned to the source domain. Hence, one of the main goals of the proposed MLA-DA is to separate these target features from the decision boundaries.

![Figure 1: An illustration of (a) domain alignment and (b) metric-learning-assisted domain alignment (MLA-DA). The main idea of MLA-DA is to separate the target features indirectly by separating the source features and aligning the target features with separated source features.](image-url)

Intuitively, the closer input sample gets to the decision boundaries, the more uncertain the corresponding classifier’s output. Therefore, the probabilities that a target sample belongs to different categories are used to identify the desired target sample. Specifically, when the prediction is not confident, the probability of prediction as a wrong category is greater as shown in Fig. 2(c). Moreover, these two categories are close in the feature space as shown in Fig. 2(a). So we use the second largest value of the prediction probability to measure how close a sample is to the decision boundary.
Figure 2: An example for the discovery of misclassified samples. (a) and (b) are t-SNE visualization on VisDA dataset trained only by the source label loss and the domain alignment loss. Samples in figure (a) are colored with predicted labels, and the same samples are colored with their true labels in figure (b). (c) is the predicted probability of target samples belonging to every class, which are predicted as the aeroplane class as shown in (a) and (b). The relationships between colors and labels are shown in figure (c).

The next task is how to push these target samples away from the decision boundaries. Since the target sample has no label, this is in general difficult. Fortunately, domain alignment can generally align the feature distribution of source and target domains. So we can indirectly push target samples away from the decision boundaries by increasing large enough margin for different classes in source domain. Specifically, when the feature distributions are aligned, the interval between neighboring source categories is broaden to separate target samples as many as possible. Hence, the misclassification rate of target samples can be reduced further.

To do this task, we design a new triplet loss to learn a better feature extractor. The main idea of proposed triplet loss includes two points: features of positive pairs (samples with the same label) should be indistinguishable and features of negative pairs (samples with the different labels) should be discriminative both in the source and target domains. However, there is loss of the target discriminative information during domain alignment. So, we firstly leverage target prediction information to define the margin of proposed triplet loss. For two easily misclassified classes of the target domain, we impose a larger margin to force features between these two classes to be more discriminative in the source domain.

The major contributions of this work can be summarized as follows:

- We proposed a metric-learning-assisted domain adaptation (MLA-DA) to push target samples away from the decision boundaries by applying a triplet loss with dynamic margin. To the best of our knowledge, this is the first work to adopt the margin of triplet loss in unsupervised domain adaptation, which achieves clearly better results.

- Robust experimental results demonstrate that MLA-DA has stable performance even if the source domain size is reduced.

2. Related Work

2.1. Domain Alignment

Learning a discriminative classifier or other predictors in the presence of the shift between training and test distributions is known as transfer learning or domain adaptation [3]. The main technical difficulty of previous domain adaptation is how to formally reduce the distribution discrepancy across different domains. To address this issue, a variety of domain adaptation approaches have been proposed [8–12]. Recently, numerous adversarial adaptation methods [9, 10, 13–15] have been proposed, which borrow the essential idea from generative adversarial network (GAN) [16]. In these adversarial domain adaptation methods, a domain classifier is trained to tell whether the sample comes from the source domain or target domain. Meanwhile, the feature extractor is trained to minimize the classification loss and maximize the domain confused loss. Discriminative and domain-invariant features can be obtained through adversarial training.

As shown in Fig. 2(a), feature distribution of source and target samples are aligned through domain adversarial training. When the overall feature distribution extracted from the source and target domains cannot be distinguished by the discriminator, the extracted features are considered domain-invariant. These domain-invariant features maintain the discriminative information of source domain and the decision boundaries trained from source data are also used to distinguish target samples.

2.2. Triplet Loss in Metric Learning

Metric learning concerns learning a reasonable metric over the input space, and it has attracted considerable attention recently [17–21]. Xing et al. learned a good distance metric for similar point pairs by respecting these relationships [18]. Weinberger et al. presented a Mahalanobis distance function for the
k-nearest neighbors (kNN) classifier by utilizing a triplet loss that forces exemplars from the same class to be clustered together, while exemplars from different classes are effectively separated [17]. Davis et al. proposed an information-theoretic Mahalanobis distance metric approach by minimizing the differential relative entropy between two distance functions [19].

In [22] and [23], a siamese model was trained with a pairwise loss in deep metric learning. One of the most studied pairwise losses is the contrastive loss [24], which minimizes the distance between positive pairs and maximizes the distance between negative pairs as long as this “negative distance” is smaller than a margin. In [25], a similarity guided constraint (SGC) was introduced by taking the form of a triplet loss, which directly computed on the output of feature extractor and designed with a fixed margin.

The triplet loss is proposed in [26–28] to handle the issue that the optimization of the positive pairs is independent from the negative pairs, but the optimization should force the distance between positive pairs to be smaller than negative pairs in pairwise loss. It is defined based on three samples: an anchor sample, a positive sample (i.e., a sample belonging to the same class as the anchor), and a negative sample (i.e., a sample from a different class of the anchor). The loss will force the positive pair distance plus a margin to be smaller than the negative pair distance.

2.3. Entropy Minimization

Entropy minimization (EM) was first proposed in [29] for semi-supervised learning. It was argued in [30] that EM could be achieved by the optimal alignment of second order statistics between source and target domains and therefore a hyper-parameter validation method was proposed for balancing the reduction of the domain shift and the supervised classification on the source domain in an optimal way. In [31], a novel domain alignment layer was introduced for reducing the domain shift by aligning source and target distributions to a reference one together, while exemplars from different classes are effectively separated [17]. In [32], entropy conditioning was employed that controlled the uncertainty of classifier predictions to guarantee transferability, which can help the proposed Conditional Adversarial Domain Adaptation (CDAN) to converge to better solutions.

3. Metric-Learning-Assisted Domain Adaptation

In this section, we provide details of proposed MLA-DA.

3.1. Preliminaries

In the scenario of the unsupervised domain adaptation, we define \( n_s \) labeled samples \( \{(x_i^{(s)}, y_i^{(s)})\}_{i=1}^{n_s} \) from the source joint distribution \( D_s \), where \( x_i^{(s)} \in X_s \) and \( y_i^{(s)} \in Y_s \). \( X_s \) and \( Y_s \) denote the source data space and source label space, respectively. Similarly, we also define \( n_u \) unlabeled target samples \( \{(x_i^{(t)}, y_i^{(t)})\}_{i=1}^{n_u} \), where \( x_i^{(t)} \in X_T \), and the \( X_T \) represents target data space drawn from the target joint distribution \( D_T \). The \( X_s \) and \( X_T \) are assumed to be different but related (referred as covariate shift in [33]). The goal of unsupervised domain adaptation is to develop an embedding function \( F: \{X_s, X_T\} \rightarrow \mathbb{R}^n \) and a classifier \( C: \mathbb{R}^n \rightarrow \mathbb{R}_k \), such that the classifier \( H = C \circ F \) is able to predict the labels for samples from the target domain. The domain classifier \( D: \mathbb{R}^n \rightarrow \{0, 1\} \) predicts the probability of a sample \( x \) belonging to source (\( D(x) = 1 \)) or target domain (\( D(x) = 0 \)). Moreover, we introduce a metric generator \( G: \mathbb{R}^n \rightarrow \mathbb{R}_k \). The number of classes is \( k \), i.e., the source label set \( Y_s = \{0, 1, \ldots, k\} \).

3.2. Limitations of Domain Alignment

Though target samples are aligned to the source samples, some target samples might still be near the decision boundary as shown in Fig. 2(a) and Fig. 2(b), and three samples of plants fall into the area of airplanes after alignment.

For the joint distribution of source domain \( D_s \), we define the risk of the classifier \( H = C \circ F \) by:

\[
\epsilon_{D_s}(h) = \mathbb{E}_{(x,y) \in D_s} \mathbb{I}(y \neq \arg \max_y \hat{P}(y|x, H)) \tag{1}
\]

where \( \mathbb{I} \) is 1 if \( | \cdot | \) is true. \( \arg \max_y \hat{P}(y|x, H) \) is the probability of \( x \) belonging to the \( i \)-th class predicted by classifier \( H \). DA aims to learn a single classifier \( H \) used for both source and target domains. Therefore, domain adversarial training of DA sets up the objective:

\[
\min_{F \in \mathcal{F}, C \in \mathcal{C}} \epsilon_{D_s}(C \circ F) \quad \text{s.t. } F(X_s) = F(X_T), \tag{2}
\]

where \( \mathcal{F} \) and \( \mathcal{C} \) are the hypothesis space for the embedding function and embedding classifier. Meanwhile, a domain classifier \( D: \mathbb{R}^n \rightarrow \{0, 1\} \) is trained in DA to satisfy the constraint in Eq. 2 by:

\[
\max_{D \in \mathcal{D}} \mathbb{E}_{x_s \in X_s} \mathbb{I}(D(x) \neq 1) + \mathbb{E}_{x_t \in X_T} \mathbb{I}(D(x) \neq 0) \quad \min_{D \in \mathcal{D}} \mathbb{E}_{x_t \in X_T} \mathbb{I}(D(x) \neq 1) + \mathbb{E}_{x_s \in X_s} \mathbb{I}(D(x) \neq 0), \tag{3}
\]

where \( \mathcal{D} \) is the hypothesis space for the domain classifier \( D \). When the trained discriminator is still unable to distinguish the source and target features, the extracted features are shown in the Fig. 2(a). The source and target feature distributions are similar, but compared to Fig. 2(b), we can find that some samples spread to the other side of the decision boundary due to misalignment. This misalignment often occurs between two similar categories, and it is difficult to correct the misclassified target samples caused by misalignment.

3.3. MLA-DA Loss

In order to avoid aligned samples falling into other categories, one can resort to metric learning for possible way out. In this paper, we introduce a new triplet loss:
Metric-Learning-Assisted Domain Adaptation (MLA-DA). The MLA-DA networks consists of four steps in every iteration. **Step1** Fine-tune Feature Extractor $F$ and update Classifier $C$ for samples from source distribution $(x_i, y_i)$. **Step2** (Domain Alignment): Align features extracted from source and target data distribution $f_s$ and $f_t$ by adversarial Discriminator $D$. **Step3**: Update margin $\alpha$ with the probability of the second possible label and minimize entropy ($E$) loss for target samples. **Step4** (Metric Learning): Minimize margin $\alpha$ for source metric feature $\hat{m}_s$. The blue part is our contribution. The right part illustrates the step 4 in detail.

$$L_T = \frac{1}{b} \sum_{i=1}^{b} \text{max} \left( \text{max}_{y \neq y_i} ||M(x_i) - M(x_j)||^2 \right)$$

where $M : X \rightarrow \mathbb{R}^m$ is the metric function learning by embedding function $F : X \rightarrow \mathbb{R}^n$ and metric generator $G : \mathbb{R}^n \rightarrow \mathbb{R}^m$, $b$ is the batch size, $D_{batch}$ is a batch of samples drawn from source distribution. In Eq. 4, the first term is the maximum distance between positive pairs $(x_i, y_i)$ to decrease the intra-class distance of source features, the second term is the minimum distance between negative pairs $(x_i, x_j)$ to increases the inter-class distance, and the third term $\alpha(y_i)$ is the adjustable margin for class $y_i$ in the metric space. This loss increases the discrimination interval of different classes and reduce the interval of same classes simultaneously.

Generally, the closer the sample is to the decision boundary, the more uncertain the corresponding classifier output is. Therefore, the probabilities that the target sample belongs to different categories are used to judge whether this sample is close to the corresponding decision boundary. As shown in Fig. 2(c), except for the aeroplane with the highest probability, we also consider the plant with the second highest probability. Due to the input pictures are resize to a same size, some common features of these two categories confuse the classifier. Especially, the sample whose second highest probability is comparatively higher is close to the decision boundary and can be easily misclassified as shown in Fig. 2(a). So we use the second largest value of the prediction probability $\text{max}_{y \neq \hat{y}_i} \tilde{P}(y|x)$ to measure how close a sample is to the decision boundary, where $\hat{y}_i = \text{arg max}_y \tilde{P}(y|x)$ is the pseudo label of the target sample $x_i \in X_T^{batch}$. The pseudo label can be obtained by a classifier trained in advance from source data, and these obtained probabilities contain the discriminative information of target domain. $\alpha(\hat{y}_i)$ is defined as follows in the same mini-batch:

$$\alpha(\hat{y}_i) = \alpha_0 + \mu \frac{1}{b} \sum_{i=1}^{b} \text{max}_{y \neq \hat{y}_i} \tilde{P}(y|x), x_i \in X_T^{batch},$$

where $\tilde{P}(y|x)$ is the probability of $x$ belonging to the class $y$ predicted by the classifier $H = G \circ F$. $\alpha_0$ is the initial value, and $\mu$ is the constant coefficient.

A larger margin in triplet loss is introduced to push these easily misclassified classes further away from each other, and simultaneously force samples in one class to cluster together in the feature space. This ensure that different categories are separated by a large enough margin. Moreover, the proposed triplet loss is computed in a mini-batch during training, which adjusts source label distribution efficiently and avoids run-time complexity exploding mentioned in [34].

### 3.4. Target Separation by MLA-DA

The task of domain adaptation is to obtain a robust transfer classifier that performs well on the target domain, and the result of the classification depends on the embedding function $F : \{X_s, X_T\} \rightarrow \mathbb{R}^n$. We hope that the features of the target samples learned by $F$ are easy to classify: the samples of the same category are as close as possible, and the samples of different categories are as far away as possible. However, in the unsupervised domain adaptation, the label of the target sample is unknown, and we cannot directly keep the target sample away from decision boundaries. Instead, we alternately force the source features away from the decision boundary and align the feature distributions of the source and target domains.
The architecture of MLA-DA is shown in Fig. 3. It consists of feature extractor $F$, an adversarial domain discriminator $D$, a metric generator $G$, and a label classifier $C$. Input $x$ from either domain is fed into the feature extractor $F$. The extracted features $f_s = F(x_s)$, $f_t = F(x_t)$ are forwarded into the label classifier $C$ to obtain the softmax output $\hat{y}_s = C(f_s)$, $\hat{y}_t = C(f_t)$ over all classes. The adversarial domain discriminator $D$ aims to adversarial match the feature distribution of the source and target data. The Metric Generator $G$ obtains metric feature $\hat{m}_s = G(f_s)$ from source feature. The total loss of MLA-DA is:

$$L_{\text{Total}} = L_C(X_S, Y_S) + L_D(X_S, X_T) + \gamma L_T(X_S, Y_S, X_T) + \lambda L_E(X_T).$$  \hspace{1cm} (6)

The total loss is computed and optimized in every batch as shown in Algorithm 1. The classification loss $L_C$ is shown in Eq. 7:

$$L_C = \mathbb{E}_{(x,y) \in D_s}[L_C(F(x), y)],$$  \hspace{1cm} (7)

the $L(\cdot, \cdot)$ is typically a cross entropy loss for supervised classification. According to [16], the domain alignment loss is shown in Eq. 8. Specifically, we employ a domain classifier $D$ as discriminator to tell whether the feature embeddings from feature extractor $F$ arise from source or target data distribution, while the $F$ is trained to fool $D$ by a gradient reversal layer between $F$ and $D$. This two-player minimax game is expected to reach an equilibrium where the feature embeddings from $F$ are domain-invariant.

$$L_D = -\mathbb{E}_{x \in X_s} \log D(F(x)) - \mathbb{E}_{x \in X_t} \log (1 - D(F(x))).$$  \hspace{1cm} (8)

Followed [29], we implement target entropy minimization in MLA-DA to enforce the decision boundaries pass through low-density area in the target domain. The target entropy loss is shown in Eq. 9:

$$L_E = -\frac{1}{|X_t|} \sum_{x \in X_t} \mathcal{H}(C(F(x))),$$  \hspace{1cm} (9)

the $\mathcal{H}(\cdot)$ is the entropy function. Due to label loss $L_C$ and domain alignment loss $L_D$ are both computed with cross-entropy loss function of source label and domain label, we give the same weight for them. The $\gamma$ and $\lambda$ are the balance parameters for triplet loss $L_T$ and target entropy loss $L_E$, respectively. The algorithm of proposed MLA-DA is shown as Algorithm 1.

4. Experiments

In this section, we present extensive experimental results and analyze the robustness of proposed MLA-DA.

4.1. Datasets

Office-31 [35] is a benchmark dataset for domain adaptation, comprising 4,110 images in 31 classes collected from three distinct domains: Amazon (A), which contains images downloaded from amazon.com, Webcam (W) and DSLR (D), which contain images taken by web camera and digital SLR camera with different photographic settings, respectively. To enable unbiased evaluation, we evaluate all methods on all six transfer tasks $A \rightarrow W$, $D \rightarrow W$, $W \rightarrow D$, $A \rightarrow D$, $D \rightarrow A$, and $W \rightarrow A$.

Office-Home [36] contains 4 domains, each with 65 categories including daily objects. Specifically, Art (Ar) denotes artistic depictions for object images, Clipart (Cl) means picture collections of clipart, Product (Pr) shows object images with a clear background and is similar to Amazon category in Office-31, and Real-World (Rw) represents object images collected with a regular camera. We use all domain combinations and build 12 transfer tasks.

VisDA2017 [37] is a simulation-to-real dataset with two domains: Synthetic renderings of 3D models generated from different angles and with different lighting conditions and Real collected from photo-realistic or real-image datasets. Since the 3D models were generated in clean environment, the Synthetic domain is very different from Real domain. With 280K images across 12 classes, the scale of VisDA2017 also brings challenges to domain adaptation.

ImageCLEF-DA 4 is a benchmark dataset for ImageCLEF 2014 domain adaptation challenge, which is organized by selecting the common categories shared by the following three public datasets. Here, each dataset is considered as a domain: Caltech-256 (C), ImageNet ILSVRC 2012 (I), and Pascal VOC 2012 (P). There are 50 images in each category and 600 images

Algorithm 1 MLA-DA Algorithm

Input:
- $X_S = \{X_S^{(i)}\}_{i=1}^n$: source training sample set;
- $Y_S = \{y_S^{(i)}\}_{i=1}^n$: source training label set;
- $X_T = \{X_T^{(i)}\}_{i=1}^n$: target training sample set;
- $F : X \rightarrow \mathbb{R}^n$: embedding function parameterized by $\theta_F$;
- $C : \mathbb{R}^n \rightarrow \mathbb{R}^q$: embedding classifier parameterized by $\theta_C$;
- $D : \mathbb{R}^n \rightarrow [0,1]$: domain classifier parameterized by $\theta_D$;
- $G : \mathbb{R}^n \rightarrow \mathbb{R}^m$: metric generator parameterized by $\theta_G$;
- $T$: max iteration.

1. load parameters pre-trained on ImageNet for $\theta_F$;
2. set $t = 0$;
3. for each batch ($X_S^{\text{batch}}, Y_S^{\text{batch}}, X_T^{\text{batch}}$) in ($X_S, Y_S, X_T$) do
   4. calculate $L_C$ for $D_S^{\text{batch}}$ by Eq. 7;
   5. obtain target prediction $\hat{y}(x)$ for $x$ in $X_T^{\text{batch}}$ by $f$;
   6. calculate $L_D$ for $(X_S^{\text{batch}}, X_T^{\text{batch}})$ by Eq. 8;
   7. calculate $L_E$ for $X_T^{\text{batch}}$ by Eq. 9;
   8. calculate $L_T$ for $D_S^{\text{batch}}$ by Eq. 4;
   9. calculate total loss $L_{\text{Total}}$ by Eq. 6;
10. update $\theta_F, \theta_C, \theta_D$ and $\theta_G$ to minimize $L_{\text{Total}}$ by statistical descent;
11. let $t \leftarrow t + 1$;
12. if $t = T$ then
13. break.

Output: $\theta_F, \theta_C, \theta_D$ and $\theta_G$.

4https://www.imageclef.org/2014/adaptation
Table 1: Accuracy (%) on D→A and W→A task with different weights \( \gamma \).

| \( \gamma \) | D→A   | W→A   | Avg   |
|-------------|--------|--------|-------|
| 0.01        | 73.1   | 67.8   | 70.5  |
| 0.05        | 73.4   | 70.0   | 71.7  |
| 0.08        | 74.7   | 71.0   | 72.9  |
| 0.1         | 74.0   | 70.5   | 72.3  |
| 0.2         | 73.0   | 70.1   | 71.6  |
| 0.5         | 71.3   | 69.2   | 70.3  |

Table 2: Accuracy (%) on D→A and W→A task with different margin \( \alpha \).

| \( \alpha \) | D→A   | W→A   | Avg   |
|-------------|--------|--------|-------|
| 1           | 73.1   | 68.7   | 70.9  |
| 5           | 73.3   | 69.2   | 71.3  |
| 10          | 74.1   | 70.8   | 72.5  |
| 20          | 74.3   | 70.9   | 72.6  |
| 30          | 73.6   | 68.2   | 70.9  |
| 40          | 73.6   | 70.6   | 72.1  |
| Eq. 5       | 74.7   | 71.0   | 72.9  |

in each domain. We consider six transfer tasks: I→P, P→I, I→C, C→I, C→P and P→C.

4.2. Baseline Methods

We compare our MLA-DA with state-of-the-art domain adaptation methods: Deep Adaptation Network (DAN) [8], Reverse Gradient (RevGrad) [38], Domain Adversarial Neural Network (DANN) [9], Joint Adaptation Net (JAN) [39], Adversarial Discriminative Domain Adaptation (ADDA) [10], Multi-Adversarial Domain Adaptation (MADA) [40], Maximum Classifier Discrepancy (MCD) [11], Conditional Domain Adversarial Network (CDAN) [32], and Similarity-Constrained Alignment (SCA) network [25].

4.3. Implementation Details

We follow the commonly used experiment protocol for unsupervised domain adaptation from [9, 32]. We report the average accuracies of five independent experiments.

We implement our algorithm in Pytorch. For the deep learning experiments, ResNet-50 [41] is adopted as the feature extractor with parameters fine-tuned from the pre-trained ImageNet [42]. The classifier and metric generator are both 2-layer neural networks with width 1000. For optimization, we use the mini-batch SGD with the momentum 0.9. The minimax problem is implemented by introducing a gradient reversal layer [9]. The learning rate of the classifier, discriminator and metric generator are set 10 times to that of the feature extractor, the value of which is adjusted according to [9]. The batch size is set to 32 in all experiments except Office-Home, which is set to 64.

For hyper-parameters, we fix \( \lambda \) as 0.1, \( \alpha_0 \) as 5 in all the experiments on every transfer task and take the value of \( \mu \) to be the number of class \( K \) in each dataset. The only hyper-parameter that needs to be adjusted is \( \gamma \), which is the weight of our triplet loss. We compare the performance of D→A and W→A task on different \( \gamma \) as shown in Table 1. We observe see that \( \gamma = 0.08 \) achieves the best performance on two small-to-large transfer tasks by searching in steps of 0.01. And we fixed \( \gamma = 0.08 \) for all the experiments. Additionally, we demonstrate that the dynamic margin is better than constant margin as shown in Table 2.

4.4. Metric-Learning-Assisted Domain Adaptation vs. Domain Alignment

In this subsection, we demonstrate the impact of MLA-DA from three perspectives: feature distribution, target accuracy (classification accuracy on target dataset) and triplet loss. As shown in Fig. 4, experiments on the same transfer task (VisDA) are compared with different loss functions. For a fair comparison, the target entropy loss \( L_T \) is not considered in these three experiments. We can see that the embedded features can be well separated by the use of our triplet loss.

Then, we compare the target accuracy and triplet loss on the two small-to-large transfer tasks (D→A, W→A) in Fig. 5. We can see that the target accuracy of both challenging tasks can be improved by minimizing the proposed triplet loss \( L_T \), while it is difficult to improve the performance by using only domain alignment loss \( L_D \). Interestingly, minimizing target entropy loss can reduce the triplet loss and improve the target accuracy. The decision boundary is forced to be far away from the region with dense samples by minimizing target entropy loss [29], and the interval between different classes increases correspondingly. This phenomenon shows that our triplet loss is effective.
and universal for domain adaptation, but not explored in the previous works.

Meanwhile, we find that aligned target features are indeed not discriminative enough for classification as shown in Fig. 5(a) and 5(c). On these two small-to-large transfer tasks, source samples are insufficient for generalization and the deep model tends to be overfitting. Our experiments demonstrate that low target risk when the source domain is a small dataset.

From Fig. 5, we have the following conclusions on two small-to-large transfer tasks (D→A and W→A):

- The use of $L_C + L_D$ does not improve target accuracy compared with $L_C$, domain alignment does not work.
- The use of $L_C + \gamma L_T$ is better than $L_C + L_D$, the use of triplet loss is more effective than domain alignment loss.
- The use of $L_C + L_D + \gamma L_T$ is much better than $L_C + \gamma L_T$ and $L_C + L_D$, the triplet loss works well together with domain alignment loss.
- The use of $L_C + L_D + \gamma L_T + \lambda L_E$ can achieve the state-of-the-art performance.

4.5. Comparison of critical sample pairs

In this subsection, we compare the cosine distance between critical sample pairs of MLA-DA and DA on all the four datasets.

The critical sample pairs consist of two parts: the farthest positive sample and the nearest negative sample. For each dataset, we focus on the tasks: D→A in Office-31, Ar→Cl in Office-Home, I→P in ImageCLEF-DA and Synthetic→Real in VisDA-2017. Firstly, we make inference over the trained model to obtain the embeddings and classification results of the target task samples. Then, we locate the most uncertain sample, which most likely to be misclassified. In the third column, we show the most uncertain sample, its second largest probability of predicting as wrong categories. This conclusion is consistent with the discovery of Fig. 2.

$$d_c(f, f') = \frac{f \cdot f'}{\|f\| \|f'\|} = \frac{\sum_{i=1}^{n} f_i \times f'_i}{\sqrt{\sum_{i=1}^{n} (f_i)^2} \times \sqrt{\sum_{i=1}^{n} (f'_i)^2}}.$$  (10)

where $f = f(x), f' = f(x')$. We show the cosine distance between the positive pairs and the negative pairs in the last two columns.

The conclusion of the feature separation result of Table 4 can be summarized as follows:

- These uncertain samples have large probabilities of predicting as wrong categories. This conclusion is consistent with the discovery of Fig. 2.
| Dataset         | Method  | Anchor                  | The farthest positive sample | The nearest negative sample |
|-----------------|---------|-------------------------|-------------------------------|-----------------------------|
| Office-31 (D→A)| MLA-DA  | label: notebook         | PR of a ring binder: 0.424    | label: ring binder          |
|                 |         |                         | Cosine distance: 1.312        | Cosine distance: 0.731      |
|                 | DA      | label: punchers         | PR of a trash can: 0.420      | label: trash can            |
|                 |         |                         | Cosine distance: 1.634        | Cosine distance: 0.341      |
| Office-Home (Ar→Cl) | MLA-DA  | label: Knives           | PR of a ring screwdriver: 0.400 | label: screwdriver         |
|                 |         |                         | Cosine distance: 1.358        | Cosine distance: 0.496      |
|                 | DA      | label: computer         | PR of a speaker: 0.437        | label: speaker             |
|                 |         |                         | Cosine distance: 1.528        | Cosine distance: 0.599      |
| ImageCLEF-DA (I→P) | MLA-DA  | label: bicycle          | PR of a bus: 0.294            | label: bus                 |
|                 |         |                         | Cosine distance: 1.468        | Cosine distance: 0.497      |
|                 | DA      | label: bus              | PR of a aeroplane: 0.316      | label: aeroplane           |
|                 |         |                         | Cosine distance: 1.452        | Cosine distance: 0.205      |
| VisDA-2017 (Syn→Real) | MLA-DA  | label: bus              | PR of a train: 0.376          | label: train               |
|                 |         |                         | Cosine distance: 0.920        | Cosine distance: 0.716      |
|                 | DA      | label: car              | PR of a truck: 0.451          | label: truck               |
|                 |         |                         | Cosine distance: 1.334        | Cosine distance: 0.207      |
4.6. Results on Benchmarks

Table 5: Accuracy (%) on Office-Home for unsupervised domain adaptation (ResNet-50)

| Method | Cl→D | Pr→D | Rw→D | Cl→Pr | Pr→Cl | Rw→Cl | Avg |
|--------|-------|-------|-------|-------|-------|-------|-----|
| Resnet-50 [41] | 74.8±0.3 | 83.9±0.1 | 91.5±0.3 | 78.0±0.2 | 65.5±0.3 | 91.2±0.3 | 80.7 |
| DAN [8] | 74.5±0.4 | 82.2±0.2 | 92.8±0.2 | 86.3±0.4 | 69.2±0.4 | 89.8±0.4 | 82.5 |
| DANN [9] | 75.0±0.6 | 86.0±0.3 | 96.2±0.4 | 87.0±0.5 | 74.3±0.5 | 91.5±0.6 | 85.0 |
| JAN [39] | 76.8±0.4 | 88.0±0.2 | 94.7±0.2 | 89.5±0.3 | 74.2±0.3 | 91.7±0.3 | 85.8 |
| MADA [40] | 75.0±0.3 | 87.9±0.2 | 96.0±0.3 | 88.8±0.3 | 75.2±0.2 | 92.2±0.3 | 85.8 |
| CDAN [32] | 76.7±0.3 | 90.6±0.3 | 97.0±0.4 | 90.5±0.4 | 74.5±0.3 | 93.5±0.4 | 87.1 |
| SCA [25] | 78.1±0.3 | 89.2±0.1 | 96.8±0.2 | 91.3±0.2 | 78.2±0.2 | 94.0±0.3 | 87.9 |
| MLA-DA | 79.0±0.2 | 91.3±0.2 | 96.5±0.2 | 91.5±0.2 | 77.2±0.2 | 94.5±0.2 | 88.3 |

Table 6: Accuracy (%) on ImageCLEF-DA for unsupervised domain adaptation (ResNet-50)

| Method | Cl→D | Pr→D | Rw→D | Cl→Pr | Pr→Cl | Rw→Cl | Avg |
|--------|-------|-------|-------|-------|-------|-------|-----|
| Resnet-50 [41] | 74.8±0.3 | 83.9±0.1 | 91.5±0.3 | 78.0±0.2 | 65.5±0.3 | 91.2±0.3 | 80.7 |
| DAN [8] | 74.5±0.4 | 82.2±0.2 | 92.8±0.2 | 86.3±0.4 | 69.2±0.4 | 89.8±0.4 | 82.5 |
| DANN [9] | 75.0±0.6 | 86.0±0.3 | 96.2±0.4 | 87.0±0.5 | 74.3±0.5 | 91.5±0.6 | 85.0 |
| JAN [39] | 76.8±0.4 | 88.0±0.2 | 94.7±0.2 | 89.5±0.3 | 74.2±0.3 | 91.7±0.3 | 85.8 |
| MADA [40] | 75.0±0.3 | 87.9±0.2 | 96.0±0.3 | 88.8±0.3 | 75.2±0.2 | 92.2±0.3 | 85.8 |
| CDAN [32] | 76.7±0.3 | 90.6±0.3 | 97.0±0.4 | 90.5±0.4 | 74.5±0.3 | 93.5±0.4 | 87.1 |
| SCA [25] | 78.1±0.3 | 89.2±0.1 | 96.8±0.2 | 91.3±0.2 | 78.2±0.2 | 94.0±0.3 | 87.9 |
| MLA-DA | 79.0±0.2 | 91.3±0.2 | 96.5±0.2 | 91.5±0.2 | 77.2±0.2 | 94.5±0.2 | 88.3 |

Table 7: Accuracy (%) on VisDA-2017 for unsupervised domain adaptation (ResNet-101)

| Method | Synthetic→Real |
|--------|----------------|
| Resnet-50 [41] | 52.4 |
| RevGrad [38] | 57.4 |
| DAN [8] | 61.1 |
| MCD [11] | 71.9 |
| CDAN [32] | 73.7 |
| MLA-DA | 75.5 |

- Samples in the third and fifth columns are visually similar, even if they belong to two different categories. These similar negative samples confuse the classifier. Similarly, the completely different positive samples also make the classifier not confident on its prediction.

- Generally, in MLA-DA, the minimum distance of negative pairs in feature space is greater than DA, and the maximum distance of the positive pairs is smaller than in the DA method. Correspondingly, in MLA-DA, the probability that an uncertain sample is misclassified into other categories is smaller than in the DA method. This shows that MLA-DA successfully separate target features from the decision boundaries indirectly by the use of proposed triplet loss.

4.6. Results on Benchmarks

The result on Office-31 are reported in Table 3. We could see that MLA-DA achieves state-of-the-art accuracies on four of six transfer tasks. We note that in previous works, CDAN performs a little better for large-to-small transfer tasks (A→W, A→D). Nevertheless, our algorithm outperforms on two small-to-large transfer tasks (D→A, W→A) and achieves higher performance than well-known methods in the previous works, demonstrating the effectiveness and universality of MLA-DA.

Table 5, 7 and 6 present the accuracies of our algorithm on Office-Home, VisDA2017 and ImageCLEF-DA datasets. MLA-DA achieves the best performance on almost all transfer tasks. This validates the effectiveness and universality of MLA-DA.

4.7. Robustness Analysis

By taking a subset of source dataset, we can create a small source dataset of reduced size. We choose the four most challenging transfer tasks in classic benchmarks: D→A, W→A in Office-31 and Ar→Cl, Pr→Cl in Office-Home. To fairly compare the impact of each loss, various possible combination methods are compared in Table 8, including Domain Alignment (DA: $L_C + L_D$), Metric-Learning-Only Domain Adaptation (MLO-DA: $L_C + L_D + \gamma L_T$) and Metric-Learning-Assisted Domain Adaptation (MLA-DA: $L_C + L_D + \gamma L_T + \lambda L_E$). The experimental result shows that DA does not work well with the decrease of source samples. While MLA-DA achieves performance improvement in all the robustness testing tasks. We find that MLA-DA is robust during the reduction of source size, and it has more advantages in the small source domain scenario.

In addition to reducing the size of source domain, we also test the anti-noise ability of the classifier. To test accurately, we use virtual adversarial training (VAT) [43] to generate noise. The algorithm of noise generating via VAT is shown as Algorithm 2. One of the target data $X_T$, the gradient $\nabla_{X_T^{\text{noise}}} f$ and noisy data $X_T^{\text{noise}}$ are shown in Fig. 6. The noisy data generated
Table 8: Accuracy (%) on downsampled source domains (ResNet-50)

| Method      | D/2→A | D/4→A | W/2→A | W/4→A | Ar/2→Cl | Ar/4→Cl | Pr/2→Cl | Pr/4→Cl | Avg  |
|-------------|-------|-------|-------|-------|---------|---------|---------|---------|------|
| Mean Labeled/Class | 8     | 4     | 13    | 7     | 19      | 10      | 34      | 17      | 14   |
| Source Size  | 255   | 134   | 405   | 208   | 1228    | 629     | 2238    | 1132    | 779  |
| Target Size  | 2817  | 2817  | 2817  | 2817  | 4365    | 4365    | 4365    | 4365    | 3591 |
| Resnet-50 [41] | 60.7  | 58.3  | 62.3  | 61.2  | 42.4    | 38.6    | 41.8    | 41.0    | 50.8 |
| DA [9]       | 62.4  | 58.7  | 62.3  | 60.1  | 43.2    | 39.8    | 43.5    | 41.4    | 51.4 |
| CDAN [32]    | 68.8  | 62.9  | 66.9  | 64.5  | 43.9    | 36.1    | 46.1    | 43.4    | 54.1 |
| MLA-DA       | 65.3  | 61.4  | 65.4  | 65.9  | 46.0    | 41.9    | 45.5    | 45.7    | 54.6 |
| MLO-DA       | 69.9  | 63.4  | 68.1  | 65.9  | 46.1    | 41.6    | 49.6    | 46.4    | 56.3 |

Algorithm 2 Noise Generating via VAT

Input:
- $X_T = (x_T^{(i)})_i$: target training sample set;
- $F : \mathbb{R}^n \rightarrow \mathbb{R}^n$: embedding function parameterized by $\theta_F$;
- $C : \mathbb{R}^n \rightarrow \mathbb{R}^k$: embedding classifier parameterized by $\theta_C$;
- $I_n$: the intensity of noise.

1. for each batch $X_T^{\text{batch}}$ in $X_T$ do
2. generate normally distributed random matrix $N$ with the same size as $X_T^{\text{batch}}$;
3. estimate the probability that the sample belongs to each category $P(Y|X) = C(F(X_T^{\text{batch}}))$ and $P(Y|X + N) = C(F(X_T^{\text{batch}} + N))$;
4. calculate the pseudo label $Y_T^{\text{pseudo}} = \arg \max_y P(Y|X)$ of target data;
5. calculate cross-entropy loss $L_T^{\text{pseudo}} = L(C(F(X_T^{\text{batch}} + N), Y_T^{\text{pseudo}})$;
6. calculate the gradient $\nabla_N L_T^{\text{pseudo}}$;
7. generate noisy data $X_T^{\text{noisy}} \leftarrow X_T^{\text{batch}} + I_n \nabla_N L_T^{\text{pseudo}}$.

Output: $X_T^{\text{noisy}}$.

by Algorithm 2 are used to test the robustness of the classifier. The five methods are compared in Table 9. The experimental results show that MLA-DA has the best anti-noise ability compared with other methods.

5. Conclusion

We proposed a Metric-Learning-Assisted Domain Adaptation (MLA-DA) by using a triplet loss, which can address the limitation of domain alignment and obtain a more robust classifier for unsupervised domain adaptation. We show that the use of dynamic margin in triplet loss is beneficial. Extensive experimental results demonstrate the effectiveness and universality of MLA-DA.
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Table 9: Accuracy (%) on noisy data (ResNet-50)

| Method      | $I_n$ | D→A | W→A | Ar→Cl | Pr→Cl | Avg  |
|-------------|-------|-----|-----|-------|-------|------|
| Resnet-50 [41] | 0     | 62.5| 62.7| 42.5  | 42.4  | 52.5 |
|             | 3.5   | 38.9| 41.3| 31.1  | 29.2  | 35.1 |
|             | 5     | 37.0| 38.7| 31.8  | 28.2  | 33.9 |
| DA [9]      | 0     | 64.2| 62.1| 45.6  | 43.7  | 56.2 |
|             | 3.5   | 40.5| 42.9| 32.0  | 33.0  | 37.1 |
|             | 5     | 39.3| 39.4| 30.3  | 31.6  | 35.2 |
| CDAN [32]   | 0     | 70.1| 68.0| 49.0  | 48.3  | 58.9 |
|             | 3.5   | 33.7| 34.4| 23.0  | 21.8  | 28.2 |
|             | 5     | 33.8| 22.8| 22.3  | 17.8  | 24.2 |
| MLO-DA      | 0     | 68.2| 66.1| 49.2  | 48.0  | 57.9 |
|             | 3.5   | 50.5| 48.2| 36.1  | 35.8  | 42.7 |
|             | 5     | 46.5| 47.7| 35.7  | 34.3  | 41.1 |
| MLA-DA      | 0     | 74.7| 71.0| 54.9  | 53.1  | 63.4 |
|             | 3.5   | 61.4| 59.3| 47.4  | 46.3  | 53.6 |
|             | 5     | 57.3| 56.9| 44.2  | 44.5  | 50.7 |

Figure 6: An example of the target data 6(a), the gradient of noise 6(b) and the noisy data 6(c) and 6(d). The gradient of noise and the noisy data are generated by Algorithm 2.
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