Alignment determination of the Hayabusa2 laser altimeter (LIDAR)
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Abstract
In this study, we determined the alignment of the laser altimeter aboard Hayabusa2 with respect to the spacecraft using in-flight data. Since the laser altimeter data were used to estimate the trajectory of the Hayabusa2 spacecraft, the pointing direction of the altimeter needed to be accurately determined. The boresight direction of the receiving telescope was estimated by comparing elevations of the laser altimeter data and camera images, and was confirmed by identifying prominent terrains of other datasets. The estimated boresight direction obtained by the laser link experiment in the winter of 2015, during the Earth’s gravity assist operation period, differed from the direction estimated in this study, which fell on another part of the candidate direction; this was not selected in a previous study. Assuming that the uncertainty of alignment determination of the laser altimeter boresight was 4.6 pixels in the camera image, the trajectory error of the spacecraft in the cross- and/or along-track directions was determined to be 0.4, 2.1, or 8.6 m for altitudes of 1, 5, or 20 km, respectively.
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Introduction
Precise determination of the alignment of a laser altimeter with respect to spacecraft is indispensable for the accurate estimation of the footprint positions on the surface of a celestial body for lunar and planetary missions. For example, in the SELENE (Kaguya) lunar exploration program, which had spanned from 2007 to 2009, spacecraft orbits were determined using two-way range and range-rate measurement of radio waves from the Earth, four-way Doppler measurement with a relay satellite, and the Very-Long-Baseline Interferometry (VLBI) tracking with multiple ground VLBI stations (Goossens et al. 2011). Assuming that these estimated orbits are true, the surface topography of the Moon was calculated as the vector summation of two vectors from the ground to the spacecraft and from the spacecraft to the surface footprint of the altimeter with the aid of spacecraft attitude (e.g., Araki et al. 2009; Noda et al. 2008). In this analysis, it is assumed that the position of the body
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is accurately described with the ephemeris and that the accuracy of orbit determination was better than that of the celestial body size.

The Hayabusa2, an asteroid sample-return spacecraft, was launched on December 3, 2014 and arrived at the target asteroid 162173 Ryugu on June 27, 2018. In the case of Hayabusa2, however, the initial trajectory determined from range and range-rate measurements by radio-tracking from the Usuda Deep Space Center on Earth of the Japan Aerospace Exploration Agency (JAXA) may contain an error in the order of hundreds of meters. This is because scientific observations are normally carried out when the spacecraft is not visible from the Earth. This makes radio-tracking data unavailable, because the communication high-gain antennas are fixed on the Z plane of the spacecraft, while the scientific instruments are mounted on the opposite side on the −Z plane. Simultaneous observations were conducted in limited cases. Therefore, two methods for trajectory estimation were used. In the first method, the spacecraft trajectory is estimated as a by-product when a shape model is created with camera image data. These image data must be well scaled to the shape model, such that the spacecraft position at the time of imaging is also determined. The second is to adjust the spacecraft positions such that topographic features contained in tracks of the laser altimeter (called Light Detection and Ranging (LIDAR) for the Hayabusa2 mission) fit to the global shape model that exists at the time of estimation (Matsumoto et al. 2020). The latter is useful for longer-period orbit determination, because typically the cadence of image acquisition is relatively low due to the data downlink budget. In this method, the accuracy of trajectory is dependent on the accuracy of the alignment determination of the altimeter with respect to the spacecraft.

The laser link experiment conducted in the winter of 2015, in which the laser pulses from the satellite laser ranging stations on Earth (Mount Stromlo Observatory, Australia and Koganei station of the National Institute of Information and Communications Technology (NICT), Japan) were detected by the LIDAR, aimed to determine the boresight direction of the receiving telescope of the LIDAR (Noda et al. 2017). In this experiment, the spacecraft attitude was changed in steps of 1 mrad for the spiral search, while laser pulses were sent from the ground-based laser station toward the spacecraft, with the LIDAR waiting for these pulses. During the two periods, the LIDAR successfully detected laser pulses, and the data enabled the estimation of the boresight direction with a 1 mrad uncertainty. This level of uncertainty is not negligible, because it amounts to an uncertainty of 20 m in the footprint position on the asteroid surface when the spacecraft is 20 km away from the asteroid (referred to as the “home position” of the spacecraft) and the diameter of the asteroid is 1 km. This number may be immediately converted to the spacecraft position uncertainty. The uncertainty is smaller than that of the range and range-rate trajectory determination. However, when the footprints of other instruments are determined by applying this LIDAR-determined trajectory, these footprint positions are also impacted by the same error magnitude. This study attempts to constrain LIDAR alignment by using distinctive surface features of the asteroid taken by the altimeter and an imaging camera. A detailed description of the precise orbit determination by LIDAR data is found in Matsumoto et al. (2020). This study focuses on the alignment determination of LIDAR.

**Method**

We used time-series topographic data of LIDAR (Mizuno et al. 2017) and images taken by the Optical Navigation Camera–Telescopic (ONC-T) (e.g., Suzuki et al. 2018). A global shape model constructed from ONC images is also utilized to simulate elevation maps of the region within the ONC-T field of view. First, we estimated the LIDAR boresight direction by comparing the LIDAR topography with the simulated elevation maps. Then, the boresight was validated with images obtained at lower altitude. The details of this method are described below.

**LIDAR**

The LIDAR ranges the distance between the surface and the spacecraft by measuring the time of laser light emission and reception. For the LIDAR on Hayabusa2, the transmitter field of view is 2.4 mrad and the field of view of the long-range receiving telescope is 1.5 mrad. It is unusual for the transmitter to have a wider beam divergence than the receiver for spacecraft laser altimeters. The original design value of the beam divergence was smaller than 1.5 mrad. However, during the development of the instrument, the beam profile was divided into two by multi-mode oscillation. Thus, the shape of the laser beam pattern and the position of the highest beam intensity differs from shot to shot. After confirming that the instrument can be used to measure the distance to the surface within the required range up to 25 km, there was no further effort to improve the divergence angle of the transmitter to maintain the launch schedule (Mizuno et al. 2017). Therefore, in Hayabusa2 LIDAR, any part of the topographic features in the field of view of the long-range receiving telescope returns a range if the return level exceeds the detector threshold level. However, we do not have a specific value describing which part of the field of view was effective to provide a range value for two key reasons: (i) the waveform of the return pulse was an integration of the beam profile and topography acquired...
with an electric integrator circuit, and (ii) the beam pattern differed from shot to shot and the position of the highest intensity may be stochastically distributed.

We converted the time-series range data of LIDAR into topography expressed in an asteroid-fixed frame (the definition is described in Sugita et al. 2019). This was carried out after estimating the spacecraft trajectory using the LIDAR measurements. We adjusted spacecraft positions such that convex or concave topographic features contained in the LIDAR tracks were fit to the existing global shape model (Matsumoto et al. 2020). The correction term with respect to the given initial trajectory was expressed by a polynomial function of time, and we searched for the best correction that minimized the discrepancy using the Markov chain Monte Carlo (MCMC) method. Matsumoto et al. (2020) used the home position keeping (HPK) trajectory routinely provided by the Hayabusa2 engineering team as the initial trajectory. However, for the current analysis of data from mid-altitude operation (see subsection Selected data and comparison method), we utilized another image-based trajectory also provided by the engineering team during this special science observation period. Although the image-based trajectory was better than the HPK trajectory and the same method as Matsumoto et al. (2020) was applied in this study, the resultant footprint position may be less accurate than that in Matsumoto et al. (2020). This is because the method relies on along-track topographic information, i.e., it is difficult to retain a sufficiently long unperturbed arc due to more frequent thrusting to maintain the spacecraft altitude between 5.1 and 5.2 km.

**ONC-T**

The ONC-T is an imaging camera in the visible wavelength whose instantaneous field of view is 0.1074 mrad and the number of pixels 1024 × 1024. Therefore, the total field of view is 0.11 × 0.11 rad. Image viewing and area drawing were undertaken using a software for astronomy: SAO Image DS9. The coordinate definition of the images is explained in Fig. 1. The center of the upper-left pixels is $(X, Y) = (1,1)$, with the $+X$ axis on the right and $+Y$ axis downward. In the ONC-T image, prior to the end of 2018, the $+X$ direction was the same as the longitudinal direction of the asteroid, and $-Y$
corresponded to a positive latitudinal direction. In 2019, the \(-X\) direction was in the positive longitudinal direction and \(+Y\) in the positive latitudinal direction, because of the spacecraft yaw-around operation at the end of 2018. This means that images must be flipped accordingly in the viewing software depending on when they have been acquired. If the images are flipped correctly, the surface terrain moves from left to right in the ONC-T images due to the asteroid rotation, and central longitude in the images decreases as time evolves.

The pixel coordinates of the boresight of LIDAR in images vary based on the altitude above the asteroid surface, as the locations of these two instruments differ by 1.360 and 0.235 m in the \(X\) and \(Y\) direction, respectively, in the spacecraft frame (i.e., there is a parallax effect shown in Fig. 1). We developed a simple simulation code to predict the location of the LIDAR footprint position in the ONC-T image with respect to the specified altitude. For example, based on the simulation, the pixel position in the \(X\) direction at a 1.6 or 5 km altitude differs by 8.5 or 2.2 pixels, respectively, compared to that at a 20 km altitude. As such, in the alignment determination trial, it is necessary to limit the time period of the data if the same value of the boresight position is used during descent.

Shape model and simulated elevation map
To identify the LIDAR boresight position in the ONC-T images, we compared LIDAR-observed topography with elevation information within the camera field of view. This is a map with elevation values corresponding to each of the ONC-T image pixels. The elevation was defined as the radial distance from the asteroid center to the surface point. Such an elevation map may be simulated by a ray tracing method when a shape model, spacecraft position and attitude at specific ONC-T observation epoch, and camera parameters are provided. We used the shape model SHAPE_SPC_3M_v20200323.bds where three million facets were reconstructed from multiple ONC images. This is an updated version of the model presented by Watanabe et al. (2019). We used the spacecraft position and attitude data obtained through the shape modeling process as the adjusted camera position and direction. This was because this by-product information was estimated such that the images were best registered. The accuracy of image registration at an altitude of approximately 5 km was better than 1 pixel, corresponding to 0.5 m on the surface.

Selected data and comparison method
As the transmitted beam intensity of LIDAR differs from shot to shot, we attempted to identify the location in the field of view of the long-range receiving telescope. This statistically provides a range using a large amount of data taken at an approximately constant altitude. Then we confirmed the expected boresight using a small amount of data taken at a lower altitude. Finally, we converted the boresight in the ONC-T image to the spacecraft coordinate system.

Since June 27, 2018, when the spacecraft had commenced proximity observation of the asteroid, several lower-altitude observations were carried out to prepare for surface material sampling. First, we estimated LIDAR boresight direction with the data of the mid-altitude observation conducted on August 1, 2018, when spacecraft altitude was maintained at 5.1–5.2 km for one rotation of the asteroid, observing nadir direction without the scanning spacecraft attitude. The 147 ONC-T images were obtained between 14 h 10 m 45 s and 22 h 25 m 01 s, while the LIDAR observed the range with a repetition rate of 1 Hz. As the field of view size of the LIDAR is 14 pixels of the ONC-T, the elevation within the search area of 50 \(\times\) 50 pixels near the image center of each simulated elevation map was compared with the LIDAR-observed elevation to determine whether these two values match within the given tolerance. We then obtained a frequency distribution map to identify how many of the 147 simulated elevation maps matched with the LIDAR-observed elevation for each pixel. We set a 2-m tolerance for elevation comparison between simulated elevation images and LIDAR-observed topography, because the mean value of the spacecraft trajectory residual when the LIDAR topography was successfully fitted to a shape model was approximately 2 m (Matsumoto et al. 2020).

We then validated this value with data at lower-altitude operation. For this purpose, we used the time period when characteristic convex terrains were obtained during the descent operation for gravity estimation in 22 h on August 6, 2018. The altitude we focused on was approximately 1.5 km. At this altitude, the diameter of the LIDAR laser footprint was approximately 2.3 m, while the average area of one surface of the global shape model with 3 million polygons was \(\sim\) 1 m\(^2\); the spatial resolution of the shape model was not sufficient. To address this, we created a local digital elevation model (DEM) and established similar topographic maps to compare the LIDAR topography. However, the local DEM did not successfully reproduce the edge of the boulders as the surrounding topography had become smoother than the LIDAR topography. This means that the LIDAR topography could not be reproduced even by using the local DEM. As such, we tested whether the previously determined pixel position was correct using only the ONC-T image data.
We also analyzed the data when LIDAR irradiated a Target Marker for a 2-s duration at 01 h 59 m 51.4 s and 01 h 59 m 52.4 s at an altitude of 75 m on June 13, 2019, in Appendix.

Results

Statistical analysis of simulated elevation maps

Figure 2 illustrates an example of a simulated elevation map from the shape model (Fig. 2a, c) and an ONC-T image taken at 14 h 10 m 45 s on August 1, 2018 (Fig. 2b, d). The red boxes in Fig. 2a, b correspond to the
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area shown in Fig. 2c, d. In Fig. 2c, the color scale was adjusted such that the LIDAR topography (0.4699 km) was included in the area between purple and yellow, highlighting a 2-m tolerance range. Figure 2c shows that a single elevation map has many pixel positions where the elevation value is within the LIDAR-observed elevation with a given tolerance. Pixels within the search area of 50 x 50 pixels were selected as candidate locations where the LIDAR measured the range. When we use many elevation maps, the candidate pixel position of the LIDAR field of view may be narrowed as the topography differs by map. Figure 3 presents the results of the frequency distribution of elevation matching. The horizontal and vertical axes correspond to X and Y, respectively, of the ONC-T images where the unit is pixels. Note that in the vertical axis, downward is the positive direction; this is the same manner of expression as the SAO image DS9. We obtained the (X, Y)=(487,498) pixel position as the most probable value for this altitude, in which the pixel simulated elevation matches the LIDAR elevation within a given tolerance for 81 of 147 images. Neighboring pixels also show the same frequency level, although the contours show that the match cases decrease with increasing distance from the peak. Based on the premise that the field of view diameter is 14 pixels, if the topography is sufficiently random, a circular area with a 14-pixel diameter will appear. In this case, however, as shown in Fig. 2, the topography with the same contour level is horizontally elongated as it is located in the equatorial bulge; this result is also impacted by such terrain features. However, as the contour level "70" is almost the same size as the field of view size in the horizontal direction, the peak location selected was located near the center. The estimation uncertainty of the center may be a few pixels, almost equivalent to 1 m.

Validation with data at lower altitude
We attempted to validate the value selected above using the other dataset. Figure 4 presents the time-series LIDAR topography obtained for 40 min from 21 h 50 m to 22 h 30 m on August 6, 2018, together with two ONC-T images (taken at 21 h 58 m 49 s and 22 h 21 m 48 s). This was aligned to a shape model and the LIDAR track using a mapping tool: the Small Body Mapping Tool (Ernst et al. 2018). The grid size was 2° in both the longitudinal and latitudinal directions. We selected this period as two distinctive convex topographic profiles were prominent, such as the short passage of a boulder and two consecutive boulders denoted as thick black bars in Fig. 4. The LIDAR range changed by 415 m (from 1740 to 1325 m) during this period, and the LIDAR footprints move in the longitudinal direction due to asteroid rotation. In Fig. 4, time evolves from right to left such that the longitude direction of the images and time-series topographic data match. In the upper panel, the filled green circles in the LIDAR data indicate times when the ONC-T image data were taken. The vertical axis represents the radial distance from the asteroid center. Eleven prominent convex topographic features exist in the LIDAR topography and may be associated with the boulders in the images. Subsequently, we used two time periods denoted by the thick black bars in the topographic profile.

We first focused on "time period 9" which has a 14 s duration between 22 h 22 m 10.9 s and 22 h 22 m 23.9 s in Fig. 4, when the LIDAR topographic data showed a sudden and short-period increase with 8 m. This enhancement reflects the passing of the boulder 9. We created a local DEM to demonstrate whether the LIDAR topography may be reproduced with this DEM. Although the center position was scanned by 50 x 50 pixels, the LIDAR terrain could not be reproduced by the local DEM. Therefore, only the image data were used to confirm the estimation. Figure 5 shows the collection of images and LIDAR topography when ONC-T captured the boulder 9 image at 22 h 22 m 21.9 s before and after. The format of the time-series topography is the same as in Fig. 4. The green circles have a 14-pixel diameter, expressing the field of view of the receiving telescope of LIDAR which is 1.5 mrad. All circles in these images have the same size and location. At 22 h 22 m 21 s, the field of view was on the horn-like tip of the boulder, while the two images before and after barely touched the edge of the boulder.
The same procedure was used for the areas of boulders 2 and 3; the results are shown in Fig. 6. The enlarged time-series graph of the topographic profile was placed in the center surrounded by ONC-T images taken at each time, describing how surface topography moves against the fixed green circle (estimated LIDAR field of view) in each image. The circles were drawn at \((X, Y) = (492, 499)\) for this altitude. The format of the time-series topography in the center was the same as in Fig. 4. The topographic profile was retrieved by the area covered with green circles; if boulders are located in the circle, the topography returns a higher value, while the reverse is also true. Using this process, we confirmed that the boresight direction determined for an altitude of 5.1 km on August 1, 2018, also performed well for images in Fig. 6. This was based on the fact that a small shift in the \(X\) direction (horizontal) could easily change topography within the green circle in this dense boulder constellation.

Then, we converted the boresight position in the image to the spacecraft coordinate system using information on the ONC-T fitting angle in the spacecraft. The LIDAR boresight vector in the spacecraft-fixed coordinate system was \((0.003976123210772, 0.000867844437128, -0.999991718610832)\). Figure 7 presents this value and another by Matsumoto et al. (2020), together with one obtained by a laser link experiment (Noda et al. 2017). Since the boresight direction was almost aligned in the \(-Z\) direction, only the \(X\)- and \(Y\)-values were plotted in mrad unit in Fig. 7. In this figure, the black solid or dotted circles are the field of view areas and their centers represent the estimated boresight. The points indicate the direction where laser pulses from the ground-based
laser station were detected during the spacecraft attitude scan in the laser link experiment.

**Discussion**

**Boresight direction**

The boresight direction determined from the laser link experiment differed by 1.05 mrad from the results of this study. This value was the same as the scan step size of the spacecraft attitude change in the laser link experiment (Fig. 7). As described by Noda et al. (2017), this area was selected as the circle was able to cover the area where all laser pulses from the Earth were detected (#13 and #30 on December 15 and #31 and #32 on December 11, 2015). However, the area where pulses were detected exceeds the nominal field of view of 1.5 mrad of the receiving telescope. There are no good reasons for this; however, the bright rings outside the Airy disk may have been detected due to the effect of diffraction because of the strong laser pulses. We can conclude that the estimated direction used by Noda et al. (2017) could not retrieve the topographic profiles taken at 22 h 22 m on August 6, 2018. This was because the field of view for this was not located on the horn-like shape topography shown as a white circle in Fig. 8, and thus, the passing boulder 9 could not be realized. Therefore, the value in this study was considered to outperform that of Noda et al. (2017).

Figure 9 provides an example of the alignment difference between this study and another by Matsumoto et al. (2020) in the image data taken at 07 h 52 m 08 s on July 20, 2018. The time-series topography in purple in Fig. 9a shows that the LIDAR measured a boulder with a radial distance of approximately 468 m. Figure 9b, c represents the ONC-T image, and Fig. 9d shows the simulated elevation map with the same angle of view as Fig. 9c. The black and green circles in Figs. 9c, d indicate the estimated LIDAR field of view obtained by Matsumoto et al. (2020) and the one determined in this study, respectively. The green circle in Fig. 9d is located on a boulder colored red where the radial distance value was the same as that shown in Fig. 9a, while the black circle had a smaller radial distance. The maximum, average, and minimum values of the radial distance in the green circle of Fig. 9d were also plotted as dots in Fig. 9a, showing that the maximum value among the field of view matches the LIDAR-observed radial distance.

**Possible detection of diffracted light**

The size of the field of view of the receiving telescope was determined by a pinhole installed on the focal plane. The value of 1.5 mrad was not a measured in the calibration test, rather, it was calculated based on the design. The error was approximately 0.1 mrad despite considering the mounting tolerance. In the laser link experiment, the
laser intensities received by the LIDAR were not measured when the spacecraft attitude scan was conducted; however, they were expected to be very high. The distances to the spacecraft at that time were approximately 3.3 Mkm (December 11, 2015) and 5.0 Mkm (December 15, 2015). When the distance to the spacecraft was 6.6 Mkm (December 19, 2015), the received light intensity was measured by setting the LIDAR in the range mode, whereby the received laser intensity was saturated or nearly saturated in some periods. Since the received light intensity was inversely proportional to the square of the distance in the one-way link, the received light intensity may have been 4 or 1.7 times the saturation level (1515.4 mV) on December 11 and December 15, 2015. The return light might form diffraction pattern (Airy pattern) outside the main beam known as the Airy disk. The intensity of the first bright ring of the Airy pattern is 1.7% of that of the Airy disk, and the light-receiving threshold of LIDAR was set to 27 mV. For strong light, the first bright ring would be detected even if the disk was out of the field of view. On the contrary, if the received light intensity was not saturated, there was low potential for detecting diffracted light, making it unlikely that the field of view appeared wider than the nominal value at the home position and mid-altitude operations.

Thermal effect

It is conceivable that the alignment of optical instruments changes as the spacecraft structure expands or contracts due to variations in the thermal environment. Thus far, there has been no information that the field of view of the onboard optics has shifted due to thermal expansion or contraction of the spacecraft structure. This information is summarized below:

a. Expected thermal expansion of spacecraft

The spacecraft attitude was controlled such that the +Z plane nearly faced the Sun, and the +X plane was also slightly illuminated by the Sun besides the +Z plane. According to the temperature history of some instruments inside the +X plane, the temperature was within the thermostat control range.
with the exception of approximately three months near the perihelion (June 2018 and September 2019). The temperature deviation from the control range was approximately 10 °C or less. Assuming the temporal change of the $-X$ plane as 10 °C and the coefficient of thermal expansion of aluminum as 2.3E–5 (/K), the expected tilt angle of the $-Z$ plane (where LIDAR and ONC-T are mounted), caused by the temperature difference in $+X$ and $-X$ planes, was approximately 0.23 mrad. This value is sufficiently small for the LIDAR receiving telescope’s field of view of 1.5 mrad. Most of the other time, including during the laser link experiment after the Earth gravity assist in 2015, the temperature was within the control range. As such, it is considered that the expansion or contraction of the structure from the normal state did not occur.

b. Temperature changes of the LIDAR

In a laser altimeter, the mutual alignment between the transmitting and receiving telescopes is important as return pulses travel outside of the field of view if these two telescopes are misaligned; this means that ranging is impossible. In the thermal vacuum test for the LIDAR prior to being mounted to the spacecraft, the mutual alignment measurement of the long-range receiving and transmitting telescope was carried out assuming the perihelion (hot) and aphelion (cold) cases. The difference in the mutual alignment between hot and cold cases was approximately 0.1 mrad as the worst value. In orbit, the temperature was maintained within the control range of the cold case throughout the observation periods, and it was expected that the mutual alignment did not change significantly.

c. LIDAR boresight estimation near aphelion

For the confirmation described in (b), we verified the alignment near the aphelion. For example, at an altitude of 2.2 km during the descent operation at 21 h 12 m 44 s on March 7, 2019, close to the aphelion, the alignment that had been estimated successfully identified a small boulder in the ONC-T image from a boulder-like topography measured with the LIDAR between 21 h 12 m and 21 h 13 m (Fig. 10). The boulder was located at a large impact crater at $(\lambda, \phi) = (229.95°, 3.24°)$ with a 142-m diameter; this was apparent as the downward slope in the time-series topography data. Therefore, it may be concluded that at least the same alignment information may also apply this time.

Error evaluation

The pixel reading error of images comprised a major part of the uncertainty of the boresight direction in this study. In reality, it is difficult to determine the actual amount of pixel reading error as the local DEM is unable to retrieve the topographic profile of LIDAR observations at lower altitudes. For example, in Fig. 5, we were unable to assume how the determined LIDAR field of view retrieved the observed 14 s convex topography for the horn-shaped terrain in the northern edge of the boulder. This was attributed to two key reasons: (i) we did not have a specific value...
describing how much part of the field of view was effective to return a range, and (ii) a DEM for this spatial scale was unavailable in this study. Therefore, we simply estimated the northern and southern limits of the possible location of the field of view based on two cases: (i) a 1 pixel-sized high topography moved for 14 s in the field of view, and (ii) horizontally distributed high topography was maintained at the edge of the field of view for 14 s. As the horizontal speed of the field of view in this image is 0.719 pixels/s for this radial distance of the terrain (484 m) and LIDAR range (1414 m) with the asteroid rotation period (7.63262 h), 10 pixels of the higher terrain were allowed to be included in the field of view. These situations are summarized in Fig. 11. A yellow line that was 10 pixels in length touched the tip of the horn-like shaped terrain, inscribed by a yellow circle that corresponds to the northern limit case (i). The red line also contained 10 pixels, which is the northern (upward) boundary of the high terrain distributed horizontally. A red circle circumscribes the red line, showing that this is the southern (downward) limit of the possible field of view for case (ii). As a result, the possible $Y$ coordinate for the center of the field of view was located between the yellow and red circles, and ranged between 495 and 500, assuming that any part of the horn-like shape provided the observed high topography. Then, the uncertainty for this direction was set as 5 pixels, or $\pm 2.5$ pixels. The $X$ coordinate was not determined from this information. For the $X$ direction (right positive), based on the continuous images in Fig. 6, a 3-pixel shift in the $X$ direction would change the topographic profile significantly. For example, in the second image, the circle circumscribes a boulder on the right, and when the circle was shifted to the right, the resultant LIDAR topography must be different. In the third image, a 4-pixel shift to the left forces the boulder on the left to be within the circle. In the seventh image, it was expected that the shift to both right and left
may alter the LIDAR topography as the circle was located between boulders. If we take the root sum squared value of 4 pixels (square root of $2.5^2 + 3^2$) as the total pixel reading uncertainty, the uncertainty in the spacecraft trajectory, originating from the alignment estimation error at altitudes of 1, 5, or 20 km, is 0.4, 2.1, or 8.6 m in the cross-and/or along-track directions, respectively. Additionally, there is also uncertainty of the LIDAR range in the line-of-sight direction as a result of the stability of the time interval counter used to count the start/stop timing of the laser emission/reception. As the counter value increases with distance, the uncertainty of the counter accumulates as distance, and from the pre-flight test, this requirement (range uncertainty $\pm 5.5$ and $\pm 1$ m at 20 km and 30-m altitude, respectively) is satisfied. The in-flight data suggest that the actual accuracy is better than the pre-flight requirement. These numbers describe the total uncertainty of estimating spacecraft position with respect to the surface of the asteroid.
Evaluation of this method
The advantage of the boulder identification method introduced in this study is that the field of view and boresight direction may be determined independently from the geodetic information of the target body or spacecraft position. For example, Matsumoto et al. (2020) used a shape model of the asteroid and spacecraft orbit, determined independently of LIDAR data. This means that for asteroid exploration missions, the shape and rotation axis may be obtained only after the spacecraft arrives at the target. Thus, the alignment direction of the altimeter with respect to the spacecraft cannot be determined using its geodetic information. However, the method we used is not always applicable as images and altimeter data must be collected simultaneously, and prominent surface features, such as boulders, must be present in an adequate configuration. Therefore, the laser link experiment, conducted for Hayabusa2 during the cruise phase, was still a good measure to determine the alignment when provided with an opportunity. The best method is the detection of the bright laser light footprints of an altimeter in an image directly using optical cameras that cover the same wavelength as the altimeter. It was possible to carry out such a method with the first Hayabusa mission (Abe et al. 2006), and it may be appropriate to consider future mission designs. As the method of this study may be applied with a relatively simple laser altimeter, such as Hayabusa2 LIDAR and a camera, it will be useful in future missions such as the Martian Moons eXploration (MMX) planned in 2024.
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APD: Avalanche photo diode; DEM: Digital elevation model; LIDAR: Light detection and ranging; ONC-T: Optical navigation camera–telescopic.
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Appendix: Comparison with image data with Target Marker

The Target Marker is a spherical object of approximately 10 cm in diameter and covered with a retroreflective sheet. It reflects light in the original direction when illuminated and is used as a bright visible mark when the spacecraft touches the surface of the asteroid. Two Target Markers (B and A) were dropped on October 25, 2018 and May 30, 2019, respectively, for two touch-down operations of the spacecraft. The Target Marker B was first dropped because of the location of the storage in the spacecraft. As the Target Marker may be clearly identified in ONC images, if it were detected on the ONC image and LIDAR at exactly the same time, these data would be very useful in determining alignment. Unfortunately, ONC-T images at these times were unavailable; therefore, data acquired close to the irradiation times were used for comparison.

When the transmitting laser of LIDAR irradiates a Target Marker, the returned laser intensity is one or more order of magnitude stronger than that of the surface. Therefore, at an altitude of 300 m or less, the inverse voltage of the detector (APD: avalanche photo diode) in the long-range receiving system is set to 0 V such that the electric avalanche is suppressed in the APD and the detector is undamaged. Instead, the short-range receiver is activated at this altitude for ranging. If the transmission light hits a Target Marker, the output power for the APD of the long-range receiver increases significantly because of the photovoltaic effect; this is similar to that of a solar cell. LIDAR illuminated these two Target Markers several times during the proximity phase, although only one case was obtained when both images and the LIDAR range were acquired almost simultaneously. The LIDAR irradiated Target Marker A for 2 s at 01 h 59 m 51.4 s and 01 h 59 m 52.4 s at an altitude of 75 m on June 13, 2019. The return pulse intensities as the APD output voltage were 805 and 477 mV, respectively, while the other values before and after were maintained at approximately 50 mV. The footprint size of the transmitting laser corresponding to a divergence angle of 2.4 mrad was approximately 20 cm at this altitude. The moving speed of the Target Marker in the image was approximately one LIDAR footprint size per second; therefore, it was reasonable for it to be irradiated for 2 s. On the other hand, the image data of the closest time were acquired at 01 h 59 m 49 s and 01 h 59 m 56 s, meaning that no image was obtained when the LIDAR hit Target Marker A. Therefore, as a trial, the pixel coordinates of Target Marker A on the image when LIDAR hit was estimated by linear interpolation with these two images. The center coordinates of the Target Marker in these images are (X, Y) = (638, 494), (718, 562). The estimated footprint position of the LIDAR at the time of irradiation was obtained using altitude data where the alignment information obtained in the main text: this was (X, Y) = (654.5, 526.9). The results are shown in Fig. 12. The green circle indicates the estimated LIDAR footprint, while the yellow ((X, Y) = (660.9, 513.4)) and magenta ((X, Y) = (672.3,523.1)) circles indicate the estimated Target Marker positions when the LIDAR irradiated it. The viewing angle of the 10 cm diameter Target Marker was 1.3 mrad at an altitude of 75 m, such that they were drawn as circles with a 12-pixel diameter. As a result, the estimated Target Marker position obtained by linear interpolation was displaced from the estimated LIDAR footprint by approximately one footprint from estimated Target Marker positions. The location of the first pulse was closer to the estimated field of view than the second pulse, as the APD output voltage implies.

As the estimated Target Marker position does not fall within the 1.5 mrad field of view size, there may be a possibility that the LIDAR detected diffracted light of the return laser pulses outside the field of view of the LIDAR long-range telescope. As the return intensity is extremely strong because the laser was irradiated at a low altitude of 75 m, it is not surprising that diffracted light with an intensity of approximately 1.7% (for the first bright ring) of the central part was detected. If further laser link experiments were carried out after the spacecraft returned to the Earth in the winter of 2020,
it is expected that the width and shape of the field of view may be further investigated by scanning the spacecraft attitude with smaller step sizes than those used in the 2015 experiment.
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