Reconstruction and Optimization of Coherent Synthesis by Fourier Optics Based Genetic Algorithm

Randy Lemons¹,² and Sergio Carbajo¹,²
1) SLAC National Accelerator Laboratory and Stanford University, 2575 Sand Hill Rd, Menlo Park, CA 94025, USA
2) Colorado School of Mines, 1500 Illinois St, Golden, CO 80401, USA

We present a numerical method for the reconstruction and optimization of complex field synthesis using coherent pulse combination systems. A genetic algorithm utilizing a Fourier optics based propagation method is developed for accurate convergence and modeling of near and far field distributions, achieving better than π/10 phase accuracy in reconstructed input parameters.

I. INTRODUCTION

The structuring of laser light beyond the simplistic regimes of conventional spatio-temporal distributions has taken hold in optical research within the past decades. New beams with non-diffracting vector distributions or optical vortices or ever increasing amounts of angular momentum are being synthesized and reported on, with each new structure finding use in the exploration of world around us. Non-diffracting beams are being exploited in nonlinear and biological imaging applications¹¹, optical vortices have found use in very different fields such as optical trapping¹² and micromachining⁶, and high-order momentum beams are enabling high throughput communication¹³ and particle manipulation⁷.

Coherent combination has recently emerged for the synthesis of arbitrary intensity and phase profiles. By tuning the phase differences between adjacent beams, the combined field can be structured¹⁰, directed¹, and improved in the presence of propagation noise¹⁶. However, the multi-element nature of these systems introduces a parameter space that is too large for it to be effectively investigated without computational aid. This is exacerbated as the number of elements grows, which is desirable for the creation of more complicated and refined fields. However, optimization techniques for this type of multi-dimensional problem are not scarce. With the advent of machine learning and computer vision, an innumerable list of optimization techniques has arisen. One such algorithm is the Genetic Algorithm (GA) based off the principles behind Darwin’s theory of evolution.

GA’s have been implemented with success before in optical applications for the tailoring of complex field structure. Ye et al. and Evans et al. have demonstrated the applicability GA for the design of optical elements¹⁵ and shape optimization⁶. In this paper, a GA is implemented for the reconstruction and optimization of light structures arising from coherent combination systems. All propagation is modeled with the angular spectrum method which, under certain numerical constraints⁸, can be used to accurately model the evolution of light in the near and far field⁹. Finally we present two examples where the initial parameters are recovered based on near and far field intensity distributions.

II. METHODS

A. Angular Spectrum Fourier Propagation

1. The Wave Equation

For the modeling of coherent combination systems we restrict ourselves to the case of free-space propagation without free-charges. As such the most general governing equation is the homogeneous wave-equation for electromagnetic waves

\[
\frac{1}{c^2} \frac{\partial^2 U}{\partial t^2} - \nabla^2 U = 0,
\]

where U is used to represent either the electric or magnetic field. To further simplify evaluation of Eqn. (1) we can adopt the ansatz that U is separable into spatial and temporal parts such that \( U = u(r)v(t) \), where r represents a spatial vector. This decouples Eq. (1) into two independent equations

\[
\left( \nabla^2 + k^2 \right) u(r) = 0,
\]

\[
\left( \frac{\partial^2}{\partial t^2} + k^2 c^2 \right) v(t) = 0,
\]

where \( k \) is the separation constant which we define as the wavevector by convention. We are concerned with the spatial distribution of light and will only focus on Eqn. (2) moving forward. This spatial equation is known as the Helmholtz equation and is valid for monochromatic waves as long as the medium remains homogeneous, any diffracting apertures are much larger than the wavelength, and the divergence of light is much less than one radian.

2. Angular Spectrum Solution

The angular spectrum method (ASM) describes the propagation of waves that satisfy the Helmholtz equa-
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tion. As such, all fields are described as a linear combination of directionally varying plane waves which are natural solutions to Eqn. (2). By convention, the light is assumed to be propagating arbitrary along positive \( z \) and the field is evaluated in the transverse \( xy \)-plane at some location of constant \( z \). Additionally the ASM utilizes the linear nature of optical systems to describe a propagated field as the convolution of an input field with the impulse response of the system such that

\[
E(x, y, z_2) = E(x, y, z_1) * H(x, y, z_2 - z_1). \tag{4}
\]

To begin finding solutions to Eqn. (1) we define the Fourier transform of the field in the \( xy \)-plane as

\[
\hat{E}(f_x, f_y, z) = \mathcal{F}\{E(x, y, z)\}
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(x, y, z)e^{-i2\pi(f_x x + f_y y)}dxdy, \tag{5}
\]

and the inverse transform as

\[
E(x, y, z) = \mathcal{F}^{-1}\{\hat{E}(f_x, f_y, z)\}
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{E}(f_x, f_y, z)e^{i2\pi(f_x x + f_y y)}df_x df_y, \tag{6}
\]

where \( f_i \), \( i = \{x, y\} \) are the Fourier conjugate variables to position known as spatial frequencies comprising the angular spectrum and leading to the naming of this method. Upon plugging Eqn. (6) into Eqn. (2) we end up with

\[
\left[-2\pi (f_x^2 + f_y^2) + \frac{\partial^2}{\partial z^2} + k^2\right] \hat{E}(f_x, f_y, z) = 0.
\]

By defining \( k_z = \sqrt{k^2 - 2\pi(f_x^2 + f_y^2)} \) this equation simplifies to an alternative representation of the Helmholtz equation and has solutions of the form \( E(f_x, f_y, z) = C_1 e^{ik_z z} \). Setting \( z = 0 \), \( C_1 = \hat{E}(f_x, f_y, 0) \) and the angular spectrum of the field at some location \( z \) is given by the angular spectrum of the input field modulated by the propagation of a wave in the \( z \) direction with wavenumber \( k_z \) and wavelength \( \lambda \). Plugging this result back into Eqn. (6), we get the result

\[
E(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{E}(f_x, f_y, 0)e^{ik_z \sqrt{1-\lambda^2(f_x^2 + f_y^2)}} e^{i2\pi(f_x x + f_y y)}df_x df_y, \tag{7}
\]

Looking at Eqn. (1) we can use to properties of Fourier transforms to change the convolution to multiplication in the reciprocal space such that

\[
E(x, y, z_2) = \mathcal{F}^{-1}\{\mathcal{F}\{E(x, y, z_1)\} * \mathcal{F}\{H(x, y, z_2 - z_1)\}\}. \tag{8}
\]

Under this form it becomes evident that the factor \( e^{ik_z \sqrt{1-\lambda^2(f_x^2 + f_y^2)}} \) in Eqn. (7) is nothing more than the Fourier transform of the impulse response of free-space to a monochromatic wave\(^{13} \). In this case the Fourier transform of the impulse response is called the optical transfer function (OTF). Additionally any linear system can be modeled by the ASM given the OTF is known.

### B. Genetic Algorithm

The GA is a global optimization technique where an optimal solution is found via informed stochastic search. This type of algorithm is efficient at finding solutions in large multi-dimensional parameters spaces found in such problems as the knapsack and traveling salesman\(^{22} \). Mirroring Darwin’s theory, a population of individual solutions which each contain genetic information corresponding to the variables of the problem at hand are initialized randomly within the domain. These possible individuals are then evaluated and ranked according to a fitness function as an analog for natural selection. Finally a new generation of solutions is created from this population by preferentially selecting optimal individuals as parents and mixing their genes.
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For our implementation each individual in the population is a single field which can be propagated with the ASM where the genes are the initial field parameters. The entire population is initialized at random values throughout the parameter space, propagated to the plane under investigation and then compared against either simulated or experimental data. In order to compare the GA population to real data we needed a fitness function that worked on an easily accessible observable such as camera intensity images. For this reason we settled on a version of the structural similarity index (SSIM) which is a normalized metric comparing the local intensity, structure, and contrast between two images. The modified version of the SSIM below is a true distance metric detailed by Brunet et al\(^{3} \).

\[
D = \sqrt{2 - \frac{2m_{12}}{f_1^2 + f_2^2 + c_1} - \frac{2S_{12}}{S_1^2 + S_2^2 + c_1}}, \tag{9}
\]
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FIG. 1. Block diagram of our GA with the addition of Fourier propagation in red.
where $\mu_i$ refers to the local mean and $s_i$ the local variance and $c_i$ is a small constant added for numerical stability as the two images become more similar. This formula results in a matrix the size of the input images and the normalized SSIM metric is the mean of Eqn. (9). For crossover and recreation we take the top 10% and a randomly selected subset of the remaining 90% such that a total of 15% of the population survives. The next generation is then created by selecting two different parents and randomly mixing half of the genetic information from each to create a new individual. Mutation where a small percentage of the total genes in the pool are reinitialized to new positions throughout the parameter space is the last step before restarting the process at propagation.

III. RESULTS

In order to test the GA we used experimental images from a seven beam, free space, coherent combination system developed for structured field synthesis rather than maximal intensity. The amplitude, phase offset, and whether the beam is on or off can be tuned for each individual beam in the array as described in Lemons et al.\textsuperscript{10}. The seven beams are manipulated in single mode fiber, placed in a hexagonal tiled array and coupled out to free space via a micro lens array (MLA). As such, each beam has an unknown but similar curvature as well as an aperture on the Gaussian profiles induced by the MLA. In order to characterize the effectiveness of the GA on recreating near field parameters based on propagated images we present two reconstruction scenarios: a single beam in the near field, and the seven beam array with induced phase offsets in the far field. The parameters recovered from the single beam in the near field are used to constrain the size of the aperture the curvature for the far field reconstruction.

In the near field the seven beams have a donut-like intensity profile (Fig. 2a). To reconstruct these parameters all but the center beam in the array is turned off to eliminate interference from the nearby beams. The camera was then placed 1 m away from the MLA, centered on the remaining beam. The GA was initialized with 50 individuals having free parameters of Gaussian waist size and the curvature added by the MLA with a total of $5.4 \cdot 10^7$ combinations. It was then run for 100 generations over 15 different runs in order to demonstrate consistent convergence.

For all 15 runs, the fitness of the best individual per generation (Fig. 2c) converges to nearly identical values. Some runs also started with highly fit individuals due to the relatively small parameter space. The large convergence at the beginning is due to SSIM increasing quickly for large structures. The small increases from there on out are characterized by the GA refining the values closer to the true value. Across the 15 runs the average curvature was $-1.64 \pm 0.07$ m corresponding to a slightly converging beam with an average waist of $3.2 \pm 0.8$ mm. The MLA in experiment has a hard aperture of 3 mm on each beam and is designed to collimate light with high numerical aperture outcoupled from optical fibers. As such the divergence from collimated and slight over filling of each aperture are reasonable to expect.

For the far field test the center beam in the array was turned off and the outside six beams were given an alternating phase offset of zero and $\pi/2$ such that the difference between any two adjacent beams was $\pm \pi/2$. The image was taken from the first frame of the camera after the induced shift to ensure the captured profile most closely matched the induced shift. The far field combination of this arrangement, shown in Fig. 2b, is characterized by a distribution reminiscent of the international radiation symbol. This time the GA contained 120 individuals over 150 generations (still with 15 runs) and was allowed to change the phase offset and amplitude of each beam for $3.62 \cdot 10^{18}$ permutations. Each individual was also initialized with -1.65 m curvature and 3 mm waist size based on the near field test.

Again the fitness (Fig. 2f) converges to nearly identical values.
values toward the end of each run with large convergence at the beginning of each run and small increases from there on out. For this test, no run started with a high fitness individual due to the significantly larger parameter space displaying the true benefit of the GA to a problem like this. In this case each of the six beams converged to slightly differing values close to zero or π/2 seen in Fig. 3b with slightly differing amplitude (Fig. 3a).

Slight amplitude differences in the beams are expected due to different losses for each beam before combination. The small deviations from strict π/2 stair stepping likely arise from the time difference between adjustment and image capture. For any given beam the deviation between reconstructed phase values across all runs was less than 0.09π and around than 10% for amplitude.

IV. CONCLUSION

We have presented a genetic algorithm that makes use of modern image processing techniques and proven propagation techniques to recover and explore the vast space opened up from coherent combination systems with arbitrary near field parameters. We successfully recovered unknown near field parameters and used them to reconstruct sub-wavelength phase differences between beams based on far field intensity distributions. Though this algorithm is able to effectively work in both the near and field regimes, improving the propagation technique to include modern anti-aliasing techniques will increase the valid distances. This would enable the modeling and optimization of the systems used in directed energy and laser propulsion applications. Additionally the accuracy of the GA can be improved by tailoring of the fitness function to individual setups and convergence time by implementation of more sophisticated crossover and mutation techniques. Increased accuracy of the optimized fields could be exploited for the generation of increasing exotic modes used in optical communication multiplexing in fiber.
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