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Abstract

This article is an overview of Zagier’s and Kim’s work on traces of singular moduli. We give more detailed or new proofs to some of their results and also describe some algorithms to compute spaces of Jacobi forms and weight $3/2$ modular forms. Also, for $p$ a prime dividing the order of the Monster group, we give an explicit construction of the Hauptmodul $j_p$ of $\Gamma_0(p)^*$ using Rademacher series and Rademacher sums.
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I. Traces of Singular Moduli à la Zagier

We call Singular Moduli the values assumed by the $j$-function at quadratic irrationals of $\mathbb{H}$, namely, points $\alpha \in \mathbb{H}$ solutions to integer quadratic polynomials with negative discriminant. This gives us a natural way to study singular moduli via positive definite binary quadratic forms of discriminant $-d < 0$

$$Q_d = \{ Q = [a, b, c] = aX^2 + bXY + cY^2 : -d = b^2 - 4ac \}$$

where we recall that positive definiteness means $a > 0$. Consider $Q(X, 1) \in Q_d$ and $\alpha_Q \in \mathbb{H}$ to be its unique root lying in the upper half-plane. A first fact is that singular moduli are algebraic integers. Before proving this, we state and prove some results about matrices, polynomials and modular functions. We will usually reserve the letter $\Gamma$ for $\text{SL}_2(\mathbb{Z})$ unless otherwise stated.

Proposition 1. $j(\tau) = \frac{E_4(\tau)^3}{M(\tau)} \in M_0^!(\Gamma)$.

Proof. The pole at infinity follows from the fact that $\Delta$ has a zero of order one there. Furthermore, $j$ transforms like a modular form of weight 0 under the modular group since $E_4^3$ and $\Delta$ are in $M_{12}(\text{SL}_2(\mathbb{Z}))$. □

There is a natural action of $\Gamma$ on quadratic forms $Q(X, Y)$ given by

$$\Gamma \curvearrowright Q_d : \gamma \cdot Q(X, Y) = Q(AX + BY, CX + DY)$$

1
Proposition 2. The value of \( j \) at \( \alpha_Q \) depends only on the \( SL_2(\mathbb{Z}) \) equivalence class of \( \alpha_Q \) and not on the choice of representative.

Proof. Simply note that \( j \in M_0^1(SL_2(\mathbb{Z})) \) so \( j(\gamma \tau) = j(\tau) \forall \gamma \in SL_2(\mathbb{Z}). \) This implies that \( j(\alpha_Q) = j(\gamma \alpha_Q) \).

The above proposition implies that we can always pick a representative lying in the fundamental domain. Here are some singular modulus

\[
j(i) = 1728, \quad j\left(\frac{1+i\sqrt{3}}{2}\right) = 0, \quad j(i\sqrt{7}) = 8000, \quad j\left(\frac{1+i\sqrt{7}}{2}\right) = -3375, \quad j\left(\frac{1+i\sqrt{15}}{4}\right) = \frac{-191025 + 85995\sqrt{5}}{2}
\]

Consider \( \tau \in \mathbb{H} \). We say that \( \tau \) has complex multiplication, or is a CM point, if there exists a matrix \( M \) of determinant \( \text{det}(M) = n > 0 \), not being scalar, such that \( \tau = M \tau \). Note that this property is equivalent to asking that \( \tau \) satisfies an equation of the form \( a\tau^2 + b\tau + c = 0, a, b, c \in \mathbb{Z} \). In order to study this property, we consider the map \( \tau \mapsto M\tau \) for fixed \( \tau \in \mathbb{H} \) and it induces a map \( j(\tau) \mapsto j(M\tau) \) which runs over a finite set. To see this, note that for \( \gamma \in \Gamma \), we have \( j(M\tau) = j(\gamma M\tau) \) and by showing that \( \Gamma \backslash M_n \) is finite, we get

\[
\{ j(M\tau) : M \in M_n \} = \{ j(M\tau) : M \in \Gamma \backslash M_n \}
\]

Proposition 3.

\[
\mathcal{M}_n^* \triangleq \Gamma \backslash M_n = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} : ad = n, 0 \leq b < d \right\}
\]

where \( \mathcal{M}_n = \{ M \in M_2(\mathbb{Z}) : \text{det}(M) = n \} \) is a full set of representatives. Furthermore

\[
\left| \Gamma \backslash M_n \right| = \sum_{d|n} d = \sigma_1(n)
\]

This implies that

\[
\{ j(M\tau) : M \in M_n \} = \{ j(\frac{a\tau + b}{d}) : ad = n, 0 \leq b < d \}
\]

and \( \tau \) has complex multiplication (CM) if and only if \( j(\tau) \) lies in this set.

Proof. Let \( W_m = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} : ad = m, 0 \leq b < d \right\} \). If \( \zeta = \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in W_m \), let \( \Lambda_\zeta \) a sublattice of \( \Lambda = \langle w_1, w_2 \rangle \) (with \( \Im\left(\frac{w_1}{w_2}\right) > 0 \)) generated by \( w'_1 = aw_1 + bw_2 \) and \( w'_2 = dw_2 \). The map \( \zeta \mapsto \Lambda_\zeta \) is a bijection of \( W_m \) onto the set \( \Lambda(m) \) of sublattices of index \( m \) in \( \Lambda \). First, the fact that \( \Lambda_\zeta \) belongs to \( \Lambda(m) \) follows from the fact that \( \text{det}(\zeta) = ad = m \). Conversely, let \( \Lambda' \in \Lambda(m) \) a lattice of index \( m \). Define \( Y_1 = \Lambda/(\Lambda' + Zw_2) \) and \( Y_2 = Zw_2/(\Lambda' \cap Zw_2) \). These are cyclic groups generated respectively by the images of \( w_1 \) and \( w_2 \). Let \( a \) and \( d \) be the order of each of these groups. The exact sequence \( 0 \to Y_2 \to \Lambda/\Lambda' \to Y_1 \to 0 \) shows that \( ad = n \). If \( w'_2 = dw_2 \), then \( w'_1 \in \Lambda' \). On the other hand, there exists \( w'_1 \in \Lambda' \) such that \( w'_1 \equiv aw_1[Zw_2] \). It is clear that \( w'_1 \) and \( w'_2 \) form a basis of \( \Lambda' \). Moreover, we can write \( w'_1 \) in the form \( w'_1 = aw_1 + bw_2 \) with \( b \in \mathbb{Z} \) where \( b \) is uniquely determined modulo \( d \). If we impose on \( b \) the condition \( 0 \leq b < d \), this fixes \( b \), thus also \( w'_1 \). Thus we have associated to every \( \Lambda' \in \Lambda(m) \) a matrix \( \zeta(\Lambda') \in W_m \) and we are now left simply by showing that the maps \( \zeta \mapsto \Lambda_\zeta \) and \( \Lambda' \mapsto \zeta(\Lambda') \) are inverses. The last claim follows by definition.

Example 1. If \( p \) is a prime, the elements of \( \mathcal{M}_p^* \) are the matrix \( \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} \) and the matrices \( \begin{pmatrix} 1 & b \\ 0 & p \end{pmatrix} \) with \( 0 \leq b < p \).
Theorem 1. \( \forall n \geq 1, \exists \Psi_n(X, Y) \in \mathbb{Z}[X, Y] \) called the \( n^{th} \) modular polynomial satisfying

\[
\{ \text{roots of } \Psi_n(X, j(\tau)) \} = \{ j(M \tau) : M \in \Gamma \setminus \mathcal{M}_n \}
\]

i.e.

\[
\Psi_n(X, j(\tau)) = \prod_{M \in \Gamma \setminus \mathcal{M}_n} (X - j(M \tau)) = \prod_{ad = n, 0 \leq b < d} (X - j(\alpha \tau + b/d))
\]

with \( \deg(\Psi_n(X, j(\tau))) = \sigma_1(n) \).

Proof. Let \( \mathcal{M}_n \) as above and recall that \( \Gamma \) acts on \( \mathcal{M}_n \) by left multiplication with finitely many orbits.

Claim 1. \( \prod_{M \in \Gamma \setminus \mathcal{M}_n} (X - j(M \tau)) \) for \( \tau \in \mathbb{H}, X \in \mathbb{C} \) is a polynomial in \( X, j(\tau) \) with complex coefficients.

Proof. It is a polynomial in \( X \) of degree \( \sigma_1(m) \) whose coefficients are holomorphic functions of \( \tau \) with at most exponential growth at infinity. Recall that any \( \Gamma \)-invariant holomorphic function in \( \mathbb{H} \) with at most exponential growth at \( \infty \) is a polynomial in \( j(\tau) \). Hence, we can define \( \Psi_n(X, j(\tau)) = \prod_{M \in \Gamma \setminus \mathcal{M}_n} (X - j(M \tau)) \) and it is indeed a polynomial \( \Psi_n(X, j(\tau)) \in \mathbb{C}[X, j(\tau)] \).

Now we are left with showing that the coefficients are integers and we will have constructed our \( n^{th} \) modular polynomial. Let write

\[
\Psi_n(X, j(\tau)) = \prod_{M \in \Gamma \setminus \mathcal{M}_n} (X - j(M \tau)) = \prod_{ad = n, d > 0} \prod_{b = 0}^{d-1} (X - j(\alpha \tau + b/d))
\]

which can be rewritten using the Fourier expansion of \( j(\tau) \) as

\[
= \prod_{ad = n, d > 0} \prod_{b \mid d} (X - \sum_{n = -1}^{\infty} c_n \xi_d^{bn} q^{an/d})
\]

where as usual \( q^a = e^{2\pi i a\tau} \) for some \( a \in \mathbb{Q} \) and \( \xi_d = e^{2\pi i / d} \) is a \( d \)-th root of unity. \( \Psi_n \) belongs a priori to the ring of Laurent series in \( q^{1/d} \) with coefficients in \( \mathbb{Z}[\xi_d] \), i.e \( \Psi_n \in \mathbb{Z}[\xi_d][X](q^{1/d}) \). Note that by applying the Galois automorphism \( \xi_d \mapsto \xi_d^r \) with \( r \in (\mathbb{Z}/d\mathbb{Z})^\times \), we can replace \( b \) by \( br \) which still runs over \( \mathbb{Z}/d\mathbb{Z} \). Hence we have invariance of the coefficients under Galois automorphisms of \( \mathbb{Q}(\xi_d) \) and we must have that the coefficients are in fact integers. One can also use the fact that \( \prod_{b \mid d} (X - j(\alpha \tau + b/d)) \) is invariant under the translation \( \tau \mapsto \tau + 1 \). This implies that any \( q^{n/d} \) with \( d \nmid n \) vanishes (otherwise we would make appear an extra phase \( \xi_d^n \)). Thus, any product \( \prod_{b \mid d} (X - j(\alpha \tau + b/d)) = \prod_{b \mid d} (X - \sum_{n=-1}^{\infty} c_n \xi_d^{bn} q^{an/d}) \) belongs to \( \mathbb{Z}[X](q) \) and this gives \( \Psi_n(X, j(\tau)) \in \mathbb{Z}[X](q) \). However, recall that \( \Psi_n \) is a polynomial in \( X \) and \( j(\tau) \) and that \( j(\tau) \) has leading coefficient \( 1/q \). This gives \( q = j^{-1} - 744j^{-2} - ... \in \mathbb{Z}(1/j) \) and so \( \Psi_n \in \mathbb{Z}[X](q) = \mathbb{Z}[X](1/j) \) but \( \Psi_n \) is a polynomial in \( j \) and \( X \) so \( \Psi_n(X, j(\tau)) \in \mathbb{Z}[X, j] \) and the theorem is proved.

Proposition 4. For \( m \) not a perfect square, the polynomial \( \Psi_n(j(\tau), j(\tau)) \) is, up to sign, a monic polynomial of degree \( \sigma_1^+(n) = \sum_{d \mid n} \max(d, m/d) \).

Proof. We will use the following identity

\[
\prod_{b \mid d} (x - \xi_d^b y) = x^d - y^d
\]
This gives us that
\[
\Psi_n(j(\tau), j(\tau)) = \prod_{ad=n} \prod_{b|d} (j(\tau) - j(a\tau + b/d))
\]
\[
= \prod_{ad=n} \prod_{b|d} (q^{-1} - \xi_d^{-1} q^{-a/d} + O(1)) = \prod_{ad=n} (q^{-d} - q^{-a} + \text{lower order terms})
\]
and because \( m \) is not a perfect square we have that \( q^{-d} - q^{-a} \neq 0 \) which gives for leading term
\[
\pm q^{-\tau^2(n)}
\]
Finally, to see that it is monic in \( j \), simply recall that \( j - 744 = q^{-1} + O(q) \).

\begin{proof}
Consider \( \Psi_n(j(\tau), j(\tau)) = \prod_{ad=n} \prod_{b|d} (j(\tau) - j(a\tau + b/d)) \). It is a polynomial with integer coefficients. By assumption, \( \tau \) is a CM point so by proposition 3 we have that \( j(\tau) \) lies in \( \{ j(a\tau + b) : ad = n, 0 \leq b < d \} \) and it follows that \( j(\tau) \) is a zero of \( \Psi_n \) and by definition is thus algebraic.
\end{proof}

Finally, we have as an immediate consequence

\begin{corollary}
Singular moduli are algebraic.
\end{corollary}

\begin{definition}
We denote by \( h(-d) \) the class number of \(-d\), i.e. the number of equivalence classes of primitive quadratic forms of determinant \(-d\)
\[
h(-d) = \left| \Gamma \\backslash \{ Q = [a,b,c] : \text{det}(Q) = -d, \gcd(a,b,c) = 1 \} \right|
\]
and thus the number of singular modulus for a fixed discriminant \(-d\).
\end{definition}

Each of these values is an algebraic integer as seen previously and is of degree \( h(-d) \) and these values form a full set of conjugates so that their sum is always an integer. More precisely, we have

\begin{proposition}
P_d(X) = \prod_{Q \in \Gamma \\backslash Q_d} (X - j(aQ)) \in \mathbb{Z}[X] \text{ and is irreducible. It follows that it is the minimal polynomial for singular moduli. Furthermore, each of the algebraic values } j(aQ) \text{ is of degree } h(-d) \text{ over } \mathbb{Q} \text{ with conjugates } j(aQ_i) \text{ for } 1 \leq i \leq h(-d). \end{proposition}

Here are some of these values
\[
h(-3) = h(-4) = h(-7) = h(-8) = 1, h(-15) = 2
\]
and the singular moduli are on page 1. We can see the conjugate pair for \( d = 15 \) when the class number is greater than 1.

\begin{definition}
We define the Hurwitz-Kronecker class number \( H(d) \) as
\[
H(d) = \sum_{Q \in \Gamma \\backslash Q_d} \frac{1}{w_Q}
\]
where \( w_Q \) is the size of the stabilizer subgroup of \( aQ \), i.e. \( w_Q = |\text{Stab}(aQ)| = 2,3 \) if \( Q \) is \( \Gamma \)-equivalent to \([a,0,a]\) or \([a,a,a]\) respectively and \( w_Q = 1 \) otherwise.
For example, \( H(3) = 1/3, H(4) = 1/2, H(15) = 2 \).
\end{definition}
With all these tools in hand, we are ready to state Borcherds theorem for scalar valued modular forms [11].

**Theorem 3. (Borcherds Theorem)**

Let \( \zeta(\tau) = -\frac{1}{\tau^2} + \sum_{1 < d \equiv 0, 3[4]} H(d) q^d = -\frac{1}{\tau^2} + \frac{q^3}{\tau} + \ldots \) where \( H(d) \) is the Hurwitz class number. For a weight 1/2 weakly holomorphic modular form on \( \Gamma_0(4) \) given by

\[
f(\tau) = \sum_{d \geq 0, d \equiv 0, 1[4]} A(d) q^d
\]

define

\[
\psi(f(\tau)) = q^{-h} \prod_{d=1}^{\infty} (1 - q^d)^{A(d^2)}
\]

where \( h \) is the constant term of \( f(\tau) \zeta(\tau) \). Then the map \( \psi \) is an isomorphism between the additive group of weakly holomorphic modular forms on \( \Gamma_0(4) \) with integer coefficients \( A(d) \) satisfying \( A(d) = 0 \) unless \( d \equiv 0, 1[4] \) and the multiplicative group of integer weight modular forms on \( \Gamma \) with Heegner divisor, integer coefficients and leading coefficient 1. Under this isomorphism, the weight of \( \psi(f(\tau)) \) is \( A(0) \) and the multiplicity of the zero of \( \psi(f(\tau)) \) at a Heegner point of discriminant \( D < 0 \) is \( \sum_{d > 0} A(Dd^2) \).

**Example 2.** The Eisenstein series \( E_4(\tau) = 1 + 240 \sum_{n=1}^{\infty} \sigma_3(n) q^n \) has the product expansion

\[
E_4(\tau) = (1 - q)^{-240} (1 - q^2)^{26760} (1 - q^3)^{-4096240} \ldots = \prod_{n=1}^{\infty} (1 - q^n)^{c(n)}
\]

From the above isomorphism, we can conclude that there is a form in the Kohnen plus-space \( \mathcal{M}_{1/2}^+(\Gamma_0(4)) \) with Fourier expansion \( f(\tau) = \sum_n c(n) q^n \).

**Example 3.** Consider \( f(\tau) = 12 \theta(\tau) = 12 + 24q + 24q^4 + 24q^9 + O(q^{16}) \in \mathcal{M}_{1/2}^+(\Gamma_0(4)) \). By Borcherds theorem we get \( \psi(f(\tau)) = q \prod_{n=1}^{\infty} (1 - q^n)^{24} = \Delta(\tau) \).

The above theorem has to be interpreted as a systematic way to lift or descend forms from one space to another and in an interesting way to produce new modular forms in the desired space.

**Definition 3.** The trace of singular moduli of discriminant \( -d \) is the sum

\[
t(d) \triangleq \sum_{Q \in \Gamma \backslash \mathbb{Q}_d} \frac{j(a_Q) - 744}{w_Q}
\]

where \( j(\tau) = j(\tau) - 744 \) is the canonical hauptmodul of \( \text{SL}_2(\mathbb{Z}) \).

Here are some of its values

\[
t(3) = -248, t(4) = 492, t(7) = -4119, t(8) = 7256
\]

It looks like the trace is supported only for integers \( n \equiv 0, 3[4] \) and by considering its generating series \( \sum_d t(d) \), we can expect that it is a modular form of half-integral weight on \( \Gamma_0(4) \) and using the definition of the Kohnen plus-space, we can guess that the weight has to be 3/2. In its amazing work, Zagier succeeded in relating the generating series of the trace to a weight 3/2 weakly holomorphic modular form living in the Kohnen plus-space. Here is the weight 3/2 modular form he constructed

\[
g(\tau) \triangleq \theta_1(\tau) \frac{E_4(4\tau)}{\eta(4\tau)^6} = q^{-1} - 2 + 248q^3 - 492q^4 + 4119q^7 + O(q^8)
\]
where $\theta_1(\tau) = \sum_{n \in \mathbb{Z}} (-1)^n q^n$, $E_4(\tau) = 1 + 240 \sum_{n \geq 1} \frac{n^3 q^n}{1 - q^n}$ and $\eta(\tau) = q^{1/24} \prod_{n \geq 1} (1 - q^n)$. Here the idea is that in order to obtain a modular form in the Kohnen plus-space with alternating terms, one has an easy candidate which is $\theta_1(\tau)$, the twist of the usual $\theta(\tau)$ function. The quotient here ensures that our form will start in $q^{-1}$. From here, it is possible to prove (and it will be done later) that such a form of weight 3/2 is uniquely determined by its first and second non-zero Fourier coefficients, namely the leading term $q^{-1}$ and the constant term $-2$. By looking at the Fourier coefficients of $g(\tau)$ and the values of $t(d)$, we see that they are the same up to a minus sign.

**Theorem 4.** Write $g(\tau) = \sum_{d \geq -1} B(d) q^d$. Then

$$t(d) = -B(d), \quad \forall d > 0$$

With this result, the task of fully describing the trace function is done. In 2008 for its PhD thesis, Paul M. Jenkins provided exact formulas for the trace using Maass-Poincaré series. He also derived nice $p$-adic properties of traces, congruences and a criteria for $p$-divisibility of class numbers of imaginary quadratic fields in terms of $p$-divisibility of traces of singular moduli.

There are two proofs of this result given in [4]. The first one that we will present now mostly in details is the longest and relies on recurence relations. The second one uses Borcherds theorem as a black box and a duality between weight 1/2 and weight 3/2 modular forms.

**Proof.** The idea is to find relations that the Fourier coefficients of $g(\tau) = \sum_d B(n) q^n$ must satisfy and see if the trace satisfies them too. These relations are recursions and determine uniquely the function whose Fourier coefficients satisfy them. They are given explicitly by

$$B(4n - 1) = 240\sigma_3(n) - \sum_{2 \leq r \leq \sqrt{4n+1}} r^2 B(4n - r^2), \quad B(4n) = -2 \sum_{1 \leq r \leq \sqrt{4n+1}} B(4n - r^2)$$

To study if the trace function satisfies these relations, we define the modified Hilbert class polynomial $\mathcal{H}_d \forall d > 0, d \equiv 0, 3[4]$ as

$$\mathcal{H}_d(X) = \prod_{Q \in \mathcal{F} \setminus Q_d} (X - j(\alpha_Q))^{1/w_Q}$$

This function is $X^{1/3}$ times a polynomial in $X$ if $d/3$ is a square, $(X - 1728)^{1/2}$ times a polynomial in $X$ if $d$ is a square and a polynomial in $X$ otherwise. After a little bit of algebra, we get

$$\mathcal{H}_d(j(\tau)) = \prod_{Q \in \mathcal{F} \setminus Q_d} (q^{-1} - j(\alpha_Q) + O(q))^{1/w_Q} = q^{-H(d)}(1 - Tr(d) q + O(q^2))$$

Also, we define

$$\Lambda_d(\tau) = \frac{-1}{2\pi i} \frac{d}{d\tau} \log(\mathcal{H}_d(j(\tau))) = \frac{-1}{2\pi i} \frac{d}{d\tau} \sum_{Q \in \mathcal{F} \setminus Q_d} \frac{1}{w_Q} \frac{1}{j(\tau) - j(\alpha_Q)}$$

$$= \frac{E_2^3(\tau) E_6(\tau)}{\Delta(\tau)} \sum_{Q \in \mathcal{F} \setminus Q_d} \frac{1}{w_Q} \frac{1}{j(\tau) - j(\alpha_Q)} = H(d) + Tr(d) q + O(q^2)$$

since $j = E_4^3/\Delta$ and thus $-j'(\tau) = -\frac{1}{2\pi i} \frac{d}{d\tau} = E_2^3 E_6/\Delta$. Hence, $-2\pi i \Lambda_d(\tau)$ is a meromorphic modular form of weight 2, holomorphic at infinity and having simple pole of residue $1/w_Q$ at each $\alpha \in \mathcal{H}$ satisfying a quadratic equation over $\mathbb{Z}$ with discriminant $-d$. Such a form is uniquely characterized by these properties since there are no holomorphic modular forms of weight 2 on $\Gamma$. 
Proposition 6.

\[
\frac{E_4(\tau)E_6(\tau)}{\Delta(\tau)} \sum_{M \in \Gamma \setminus \mathcal{M}} \frac{(E_4|M)(\tau)}{j(\tau) - j(M\tau)} = \frac{1}{2} \sum_{r^2 < 4n} (n - r^2) \Lambda_{4n-r^2}(\tau)
\]

where for \( M \in \mathcal{M} \) we let \((E_4|M) = \frac{n^3}{(c\tau + d)^4}E_4(\frac{c\tau + b}{c\tau + d})\) so \( E_4(\gamma M) = E_4|M \).

Proof. We note that both sides are meromorphic modular forms of weight 2 with simple poles and holomorphic at \( \infty \). To show equality, it suffices to prove that they have the same residues. Let \( M = \alpha \) and \( \lambda = c\alpha + d \) where \( c,d \) are the third and fourth entry of \( M \). The residue of the LHS at \( \tau = \alpha \) is

\[
\frac{E_4(\alpha)E_6(\alpha)}{\Delta(\alpha)} \frac{E_4|M(\alpha)}{j'(\alpha) - (n/\lambda^2)j'(\lambda \alpha)} = \frac{E_4(\alpha)E_6(\alpha)}{\Delta(\alpha)} \frac{(n^3/\lambda^4)E_4(\alpha)}{(1 - n/\lambda^2)j'(\alpha)}
\]

\[
= -\frac{1}{2\pi i} \frac{n^3/\lambda^4}{1 - n/\lambda^2} = \frac{1}{2\pi i} \frac{\lambda^3}{\lambda - \lambda}
\]

since \( n = \lambda \alpha, M(\alpha,1') = (\alpha,1)', \lambda + \lambda = r = t(M) \). Therefore we obtain

\[
\frac{1}{2\pi i} \sum_{r^2 < 4n} \sum_{a \in \mathbb{Q}_{d-r^2}} \frac{-a^2}{\lambda - \lambda} = \frac{1}{4\pi i} \sum_{r^2 < 4n} \sum_{a \in \mathbb{Q}_{d-r^2}} \frac{\lambda^3 - \lambda^3}{\lambda - \lambda}
\]

\[
= \frac{1}{4\pi i} \sum_{r^2 < 4n} \sum_{a \in \mathbb{Q}_{d-r^2}} (\lambda^2 + \lambda \lambda + \lambda^2) = \frac{1}{4\pi i} \sum_{r^2 < 4n} \sum_{a \in \mathbb{Q}_{d-r^2}} (\lambda + \lambda)^2 - \lambda \lambda
\]

\[
= \frac{1}{4\pi i} \sum_{r^2 < 4n} \sum_{a \in \mathbb{Q}_{d-r^2}} r^2 - n
\]

but this is exactly the sum of residues of the right hand side. \( \square \)

Let

\[
S_n(\tau) := \frac{E_4(\tau)E_6(\tau)}{\Delta(\tau)} \sum_{M \in \Gamma \setminus \mathcal{M}} \frac{(E_4|M)(\tau)}{j(\tau) - j(M\tau)}
\]

We write its \( q \)-expansion at infinity as

\[
S_n(\tau) = C_0 + C_1 q + O(q^2)
\]

Note that we do not have negative powers of \( q \) since our function is holomorphic at \( \infty \). Since

\[
\Lambda_{4n-r^2}(\tau) = H(4n - r^2) + t(4n - r^2) q + O(q^2)
\]

we have by the above proposition

\[
S_n(\tau) = \frac{1}{2} \sum_{r^2 < 4n} (n - r^2) \Lambda_{4n-r^2}(\tau) = \frac{1}{2} \sum_{r^2 < 4n} (n - r^2) (H(4n - r^2) + t(4n - r^2) q + O(q^2))
\]

\[
= \frac{1}{2} \sum_{r^2 < 4n} (n - r^2) H(4n - r^2) + (n - r^2) t(4n - r^2) q + O(q^2)
\]
and finally
\[ C_0 = \frac{1}{2} \sum_{r^2 < 4n} (n - r^2)H(4n - r^2) \quad \text{and} \quad C_1 = \frac{1}{2} \sum_{r^2 < 4n} (n - r^2)t(4n - r^2) \]

Now we use another representation of \( S_n(\tau) \), the one given by taking a set of representatives for \( \Gamma \backslash M_n \), namely \( M_n^* = \{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} : ad = n, 0 \leq b < d \} \). We obtain

\[
S_n(\tau) = \frac{E_4(\tau)E_6(\tau)}{\Delta(\tau)} \sum_{M \in \Gamma \backslash M_n} \frac{(E_4|M)(\tau)}{j(\tau) - j(M\tau)} = \frac{E_4(\tau)E_6(\tau)}{\Delta(\tau)} \sum_{M \in M_n^*} \frac{(E_4|M)(\tau)}{j(\tau) - j(M\tau)}
\]

and if we define

\[
S_{a,d}(\tau) \overset{\triangle}{=} \frac{E_4(\tau)E_6(\tau)}{\Delta(\tau)} \sum_{M \in M_n^*} \frac{(E_4|M)(\tau)}{j(\tau) - j(M\tau)}
\]

we get

\[
S_n(\tau) = \sum_{a,d=n,d>0} a^3 S_{a,d}(\tau)
\]

Computing the \( q \)-expansion of \( S_{a,d} \) we get

\[
\frac{(1 + 240q + \ldots)(1 - 504q + \ldots)}{q(1 - 24q + \ldots)} = \sum_{b \mid d} \frac{1 + 240 \sum_{l=1}^{\infty} \sigma_3(l) \zeta_d^b q^{a/l}}{q^{-1} - \zeta_d^{-b} q^{-a/d}} + O(q^{>0})
\]

\[
= (1 - 240q + O(q^2)) \sum_{b \mid d} \frac{1 + 240 \sum_{l=1}^{\infty} \sigma_3(l) \zeta_d^b q^{a/l}}{1 - \zeta_d^{-b} q^{-1-a/d}} + O(q^{>1})
\]

If \( a < d \), we will transform

\[
= \frac{1}{1 - (\zeta_d^{-b} q^{1-a/d} + O(q^{>1}))}
\]

by making use of geometric series, namely

\[
= (1 - 240q + O(q^2)) \sum_{b \mid d} \frac{1 + 240 \sum_{l=1}^{\infty} \sigma_3(l) \zeta_d^b q^{a/l}}{1 - \zeta_d^{-b} q^{-1-a/d} + O(q^{>1})}
\]

\[
= (1 - 240q + O(q^2)) \sum_{b \mid d} \left( (1 + 240 \sum_{l=1}^{\infty} \sigma_3(l) \zeta_d^b q^{a/l}) \left( \sum_{m=0}^{\infty} \zeta_d^{-bm} q^{m(1-a/d)} + O(q^{>1}) \right) \right)
\]

\[
= (1 - 240q + O(q^2)) \sum_{b \mid d} \left( \sum_{m=0}^{\infty} \zeta_d^{-bm} q^{m(1-a/d)} + O(q^{>1}) \right)
\]

\[
+ \sum_{l=1}^{\infty} \sum_{m=0}^{\infty} \left( 240 \sigma_3(l) \zeta_d^{b(l-m)/d} q^{a(l-m)/d+m} + O(q^{>1}) \right)
\]

\[
= (1 - 240q + O(q^2)) \sum_{b \mid d} \left( \sum_{l=1}^{\infty} \sum_{m=0}^{\infty} 240 \sigma_3(l) \zeta_d^{b(l-m)/d} q^{a(l-m)/d+m} + O(q^{>1}) \right)
\]
and we note that to avoid having nonintegral powers of $q$, we must have that $l \equiv m[d]$, otherwise we let the expression to be 0. This implies that $l - m$ is divisible by $d$ and that $(r^{l-m})^b/d = 1, \forall 0 \leq b < d$. Hence, no term in the inner sums depend on $b$ and $\sum_{b|d} 1 = d$ which now cancels the term $1/d$. We thus obtain

$$= (1 - 240q + O(q^2)) \sum_{l,m \geq 0, l \equiv m[d]} 240\varphi_3(l)q^{a(l-m)/d+m} + O(q^2)$$

and finally, looking at the terms contributing to $q^0$ and $q^1$ we can rewrite the above as

$$= 1 + (240\delta_{a,1}\varphi_3(n) + \delta_{a,d-1})q + O(q^2)$$

since the only pairs $(l, m)$ contributing are $(0,0), (1,1), (d,0)$ if $a = 1$ and $(0,d)$ if $a = d-1$.

For $a > d$, a similar calculation gives

$$S_{a,d}(\tau) = \sum_{l,m \geq 0, l+m \equiv 0[d]} 240\varphi_3(l)q^{-m+a(l-m)/d}(1 - 240q + O(q^2))$$

We can see that there is no constant term and thus we get $0 + (-\delta_{a,d+1})q + O(q^2)$ since this time only the pair $(l, m) = (0,d)$ contributes. Summing we get

$$C_0 = \sum_{0 < a < \sqrt{n}, d|n} a^3 \text{ and } C_1 = 240\varphi_3(n) - \begin{cases} 3n + 1 & \text{if } 4n + 1 \text{ is a square} \\ 0, & \text{otherwise} \end{cases}$$

with the last term coming from the factorization of $n$ as $ad$ with $a - d = \pm 1$. This finishes the proof when $n$ is not a square.

When $n$ is a square, everything goes exactly the same way except that we now have to compute the Fourier expansion of $S_{a,d}$ at $a = d$ too.

In addition, by comparing the expressions obtained for $C_0$ we get the already well-known identity

$$\sum_{r^2 < 4n} (n - r^2)H(4n - r^2) = \sum_{d|n} \min(d, n/d)^3 - \begin{cases} n/2, & n \text{ is a square} \\ 0, & \text{otherwise} \end{cases}$$

which together with

$$\sum_{r^2 < 4n} H(4n - r^2) = \sum_{d|n} \max(d, n/d) + \begin{cases} 1/6, & n \text{ is a square} \\ 0, & \text{otherwise} \end{cases}$$

determines the Hurwitz-Kronecker class number $H(n)$ recursively. \hfill \Box

Now lets take a look at the proof involving Borcherds lift. As a consequence of Borcherds theorem, we have

**Theorem 5.** For $d > 0, d \equiv 0, 3[4],$

$$H_d(j(\tau)) = q^{-H(d)} \prod_{n=1}^{\infty} (1 - q^n)^{A(n^2,d)}$$

where $A(n^2,d)$ is the coefficient of a weight $1/2$ modular form $f_d \in M_{1/2}(\Gamma_0(4))$.

An immediate corollary of this result is
Corollary 2. $t(d) = -B(d) = A(1,d), \forall d > 0.$

This is the first mysterious appearance of the coefficient duality between weight 3/2 and 1/2 modular forms on $\Gamma_0(4)$. We might be interested in computing a basis for each of these space and see if we can explicitly show the Zagier duality. To investigate this path, we recall some facts about the theory of half-integral weight modular forms.

**Definition 4.** The space of half-integral weight holomorphic modular forms on $\Gamma_0(4)$ is denoted $M_{k+1/2}(\Gamma_0(4))$ and consists of those modular forms holomorphic in $\mathcal{H}$ and at the cusps and which transform under the action of $\Gamma_0(4)$ like $\theta^{2k+1}$ where $\theta(\tau) = \sum q^{n^2}$.

**Definition 5.** A very interesting subspace of $M_{k+1/2}(\Gamma_0(4))$ is the Kohnen plus-space $M^+_{k+1/2}$. It consists of modular forms $f = \sum a_n q^n$ whose Fourier coefficients satisfy $a_n \neq 0 \iff (-1)^ka_n = 0,1,4$.

There is an isomorphism that was discovered by Kohnen in [5] that explicitly gives the restriction to finding modular forms in $M^+_{k+1/2}$

**Theorem 6.**

$$M^+_{k+1/2}(\Gamma_0(4)) \cong M_{2k}(\Gamma)$$

and it preserves the space of cusp forms. We thus obtain that $M^+_{k+1/2}(\Gamma_0(4))$ is one dimensional for $k = 0$ (spanned by the above theta function) and is 0 for $k = 1$ or $k < 0$.

Hence, we can see that in order to get non trivial spaces in these low half-integral weights, we have to allow our modular forms to have poles at cusps. Let’s denote this new space of weakly holomorphic modular forms in the Kohnen plus-space by $M^+_{k+1/2}(\Gamma_0(4))$. An easy classification of the elements of $M^+_{k+1/2}$ is given by the following

**Proposition 7.**

$$f(\tau) \in M^+_{k+1/2}(\Gamma_0(4)) \iff f(\tau)\Delta(4\tau)^n \in M_{k+12n+1/2}(\Gamma_0(4))$$

for some $n$.

Now we turn ourselves to the construction of an explicit basis in weight 1/2 and 3/2. Later we will look at groups of the form $\Gamma_0(4p)$ for $p \# M$ where a more explicit method will be developed.

**Proposition 8.** For every $d \equiv 0,3[4]$, there is a unique $f_d \in M^+_{1/2}(\Gamma_0(4))$ such that

$$f_d(\tau) = q^{-d} + \sum_{D > 0, D \equiv 0,1,2[4]} A(D,d)q^D$$

and the functions $f_0, f_3, f_4, f_7, \ldots$ form a basis of $M^+_{1/2}(\Gamma_0(4))$.

**Proof.** For the uniqueness, suppose we have two such forms $f_d$ and $h_d$. Their difference is then

$$f_d - h_d = \sum_{D > 0, D \equiv 0,1,2[4]} (A(D,d)f - A(D,d)h)q^D \in M^+_{1/2}(\Gamma_0(4))$$

Using Kohnen’s isomorphism, we can see that $S_0 = \{0\}$ and so $f_d - h_d = 0 \iff f_d = h_d$. For the existence, it suffices to construct them via the following algorithm. The idea is that we construct $f_0$ and $f_3$ by hand and the others by induction. $f_0$ is simply the $\theta$-function and $f_3$ can be constructed by use of the Rankin-Cohen bracket

$$f_3 = [\theta(\tau),E_{10}(4\tau)]/\Delta(4\tau) = q^{-3} - 248q + 26752q^4 - \ldots$$
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To construct $f_d$ for $d \geq 4$, we take $f_{d-4}$ and multiply it by $j(4 \tau)$ to get a form in the plus-space with leading coefficient $q^{-d}$. To kill the negative powers of $q$, we subtract multiples of $f_{d'}$ for $0 \leq d' < d$.

The first basis elements are

1. $f_0 = 1 + 2q + 2q^3 + 2q^9 + O(q^{16})$
2. $f_3 = q^3 - 248q + 26752q^4 - 85995q^5 + O(q^8)$
3. $f_4 = q^4 + 492q + 143376q^4 + 565760q^5 + O(q^8)$
4. $f_7 = q^7 - 4119q + 8288256q^4 - 52756480q^5 + O(q^8)$

In a similar fashion we compute a basis for $M_{3/2}^+(\Gamma_0(4))$.

**Proposition 9.** For every positive integer $D \equiv 0, 1[4]$, we define $g_D$ as the unique form in $M_{3/2}^+(\Gamma_0(4))$ with Fourier expansion of the form

$$g_D(\tau) = q^{-D} + \sum_{d \geq 0, d \equiv 0, 3[4]} B(D, d)q^d$$

**Proof.** The proof for the uniqueness is exactly the same as above. The difference of two such functions lives in $M_{3/2}^+$ and since $M_2(\Gamma)$ is of dimension 0, we obtain uniqueness. For the existence, we define $g_1 \triangleq g$ to be Zagier’s weight 3/2 modular form previously seen. For $g_4$ we again use the Rankin-Cohen bracket and get

$$g_4 = [g_1(\tau), E_{10}(\tau)] / \Delta(4 \tau)$$

For higher forms $g_D$, $D > 4$, we multiply $g_{D-4}$ by $j(4 \tau)$ and subtract multiples of $g_{D'}$ for $1 \leq D' < D$.

**Example 4.** The first basis elements are

1. $g_1 = q^{-1} - 2 + 248q^2 - 492q^3 + 4119q^4 + O(q^8)$
2. $g_4 = q^4 - 2 - 26752q^3 - 143376q^4 - 8288256q^7 + O(q^8)$
3. $g_5 = q^5 + 7 + 85995q^3 - 565760q^4 + 52756480q^7 + O(q^8)$
4. $g_8 = q^8 + 0 - 1707264q^3 - 18473000q^4 - 5734772736q^7 + O(q^8)$

An interesting observation is that our bases $\{f_d\}_d$ and $\{g_D\}_D$ satisfy the relation

$$A(1, d) = -B(1, d)$$

and the more general relation

$$A(D, d) = -B(D, d)$$

for all $d, D$. This last equality is what we call the Zagier duality. We now give a proof of this statement that relies on ideas of Masanobu Kaneko.

**Proof.** Let $f \in M_{1/2}^+(\Gamma_0(4))$, $g \in M_{3/2}^+(\Gamma_0(4))$. Their product $fg \in M_2(\Gamma_0(4))$ and by applying the operator $U_k$, we get $f|U_k g \in M_{2}(\Gamma)$ (for more details, see theorem 14). Any such function is a polynomial $P(j'(\tau))$ in the derivative of $j$. This implies that its constant term is 0. Hence by computing the constant term of $f_dg_D$ we get

$$f_dg_D = q^{-d-D} + q^{-d} \sum_{d' \geq 0} B(D, d')q^{d'} + q^{-D} \sum_{D' > 0} A(D', d)q^{D'} + \sum_{d' \geq 0} B(D, d')q^{d'} \sum_{D' > 0} A(D', d)q^{D'}$$
and thus
\[ f_d g_D = B(D, d) + A(D, d) + h(q) \]

Now applying \( U_4 \) to \( f_d g_D \) we obtain
\[ A(D, d) + B(D, d) = 0 \]

Let's take a look now at the modified Hilbert polynomial
\[ \mathcal{H}_d(j(\tau)) = \prod_{Q \in \Gamma \setminus Q_d} (j(\tau) - j(\tau_Q))^{1/w_Q} \]

Finding an explicit \( q \)-product expansion for \( \mathcal{H}_d(j(\tau)) \) accounts to proving Borcherds theorem.

We define a sequence of Faber polynomials in \( j(\tau) \) as follow with the help of the following proposition

**Proposition 10.** \( \forall m \geq 0, \exists ! J_m(j(\tau)) \in \mathbb{Z}[j], J_m \in M^0_0(\Gamma) \) such that
\[ J_m(j) = q^{-m} + O(q) \]

**Proof.** Existence is easily justified by the fact that \( \{j^n\}_n \) forms a basis of \( M^0_0 \). Thus, for \( j(\tau)^m = q^{-m} + \ldots + O(q) \), we can get rid of the negative powers of \( q \) by subtracting multiples of \( j^{m'} \) for \( m' < m \). This whole linear combination is \( J_m \).

For the uniqueness, note that the difference of two such forms would be a holomorphic cusp form of weight 0 and thus the 0 function. \( \square \)

**Definition 6.** The trace of \( J_m(\tau) \) is
\[ \text{Tr}_m(d) = \sum_{Q \in \Gamma \setminus Q_d} \frac{1}{w_Q} J_m(\alpha_Q) \]

These Faber polynomials will help us to rewrite \( \mathcal{H}_d(j(\tau)) \) in terms of these "higher traces"

**Proposition 11.** \( \mathcal{H}_d(j(\tau)) = q^{-H(d)} \exp(-\sum_{m=1}^{\infty} \text{Tr}_m(d) q^m/m), \forall d \)

**Proof.** It suffices to prove the equality
\[ j(\tau) - j(z) = q^{-1} \exp \left( -\sum_{m=1}^{\infty} J_m(z) q^m/m \right) \]
with \( \Im(\tau) \) having sufficiently large imaginary part. To do that, we note that the logarithmic derivative with respect to \( \tau \) of either side is a \( \Gamma \)-invariant meromorphic function (for \( \Im(\tau) \) large enough) of \( z \) whose only pole in the fundamental domain is a simple pole of residue 1 at \( z = \tau \) which vanishes at \( \infty \).

To explicitly compute these higher traces, we will generalize the functions \( f_d \) and \( g_D \) constructed before
Definition 7. Let \( f = \sum a(n)q^n \in M^+_k(\Gamma_0(2)) \) and \( p \) an odd prime. Then the half-integral weight Hecke operator \( T'(p^2) \) maps \( f \) to a modular form of same weight given by

\[
f(\tau)|_{k+1/2}T'(p^2) = \sum \left( a(p^2n) + \left( \frac{-1}{n} \right) \left( \frac{n}{p} \right) p^k a(n) + p^{2k-1}a\left( \frac{n}{p^2} \right) \right)
\]

This formula also holds for \( p = 2 \) if we take \( n/2 = 0 \) if \( n \) is even and \( (-1)^{(n^2-1)/8} \) if \( n \) is odd. In the case of \( k \leq 0 \), this formula introduces nontrivial denominators so we normalize by multiplying by \( p^{1-2k} \) so that our forms will still have integer coefficients, giving

\[
T(p^2) = \begin{cases} 
p^{1-2k}T'(p^2), & k \leq 0 \\
T'(p^2), & \text{otherwise}
\end{cases}
\]

For any \( m \geq 0 \), we apply \( |_{1/2}T(m^2) \) to \( f_d \) and \( |_{3/2}T(m^2) \) to \( g_D \) and define \( A_m(D,d), B_m(D,d) \) to be the coefficients of \( f_d|_{1/2}T(m^2) \) and \( g_D|_{3/2}T(m^2) \) respectively. These are integers and using the definition of the Hecke operators, we can compute \( A_p(D,d) = pA(p^2D,d) + \frac{D}{m} A(D,d) + A(p^{-2}D,d) \) and \( B_p(D,d) = B(D,p^2d) + \frac{D}{m} B(D,d) + pB(D,p^{-2}d) \) (with the convention that \( A(p^{-2}D,d) = 0 \) unless \( p^2D \) is an integer congruent to \( 0,1[4] \) by the plus-space condition and the same applies for \( B(D,p^{-2}d) \)). Letting \( m \) arbitrary and \( D = 1 \), we get

\[
A_m(1,d) = \sum_{n|m} nA(n^2,d) = -B_m(1,d), \forall d
\]

and again we may ask if this relation is true for all \( D \). In fact it has a generalization for fundamental discriminants \( D \) given by

\[
A_m(D,d) = \sum_{n|m} n\left( \frac{D}{m/n} \right) A_1(n^2D,d) = -B_m(D,d)
\]

We summarize the above facts in the following theorem

Lemma 1. \( \]

1. \( \mathcal{H}_d(j(\tau)) = q^{-H(d)} \exp\left( -\sum_{m=1}^{\infty} Tr_m(d) q^m / m \right), \forall d. \)
2. \( Tr_m(d) = -B_m(1,d), \forall m,d. \)
3. \( A_m(D,d) = -B_m(D,d), \forall m,D,d. \)

Now we are ready to construct our \( q \)-product expansion for the modified Hilbert class polynomial

Proof. (Borcherds)

\[
\mathcal{H}_d(j(\tau)) = q^{-H(d)} \exp\left( -\sum_{m=1}^{\infty} Tr_m(d) q^m / m \right)
\]

\[
= q^{-H(d)} \exp\left( \sum_{m=1}^{\infty} B_m(1,d) q^m / m \right)
\]

\[
= q^{-H(d)} \exp\left( \sum_{m=1}^{\infty} -A_m(1,d) q^m / m \right)
\]
\[ q^{-H(d)} \exp(\sum_{n=1, m=1}^{\infty} -nA(n^2, d)q^{nm}/mn) \]

and by exchanging order of summation

\[ q^{-H(d)} \exp(\sum_{n \geq 1, m \geq 1} -nA(n^2, d)q^{mn}/mn) \]

\[ = q^{-H(d)} \exp(\sum_{n \geq 1, m \geq 1} -A(n^2, d)(q^n)^m/m) \]

\[ = q^{-H(d)} \exp(\sum_{n \geq 1} A(n^2, d) \cdot - \sum_{m \geq 1} (q^n)^m/m) \]

\[ = q^{-H(d)} \exp(\sum_{n \geq 1} A(n^2, d) \cdot \log(1 - q^n)) \]

\[ = q^{-H(d)} \prod_{n=1}^{\infty} \exp(A(n^2, d) \cdot \log(1 - q^n)) \]

\[ = q^{-H(d)} \prod_{n=1}^{\infty} \exp(\log((1 - q^n)A(n^2, d))) \]

\[ = q^{-H(d)} \prod_{n=1}^{\infty} (1 - q^n)A(n^2, d) \]

where the exponents, as described by Borcherds theorem, are those of weight 1/2 modular forms.
II. Traces of Singular Moduli for the Fricke Group

There are various directions in which mathematicians have extended Zagier’s work on singular moduli. We will explore one of these paths by studying the Fricke group.

Let $p$ be a prime in the set $\{2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 41, 47, 59, 71\}$, $W_p \triangleq \begin{pmatrix} 0 & -1/\sqrt{p} \\ \sqrt{p} & 0 \end{pmatrix}$ be the Fricke involution and $\Gamma_0(p)^* \triangleq (\Gamma_0(p), W_p) < SL_2(\mathbb{R})$ be the Fricke group acting on $\mathbb{H}$ in the usual way. The above list of primes is not random, it consists of these values of $p$ for which the modular curve $X_0(p)^* = \Gamma_0(p)^* \backslash \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q})$ has genus 0. More precisely, we have the famous theorem

**Theorem 7.**

\[ p | \#M \iff X_0(p)^* \text{ has genus 0} \]

where $\mathbb{M}$ denotes the Monster group.

The idea is that we would like to extend Zagier’s work in a fairly natural way by staying on a genus 0 modular curve. The following proposition gives us an explicit description of the elements of the Fricke group

**Proposition 12.** Let $A \in \Gamma_0(p)^*$, then

\[ A = \begin{pmatrix} a/\sqrt{e} & b/\sqrt{e} \\ c/\sqrt{e} & d/\sqrt{e} \end{pmatrix} \]

with $a, b, c, d, e \in \mathbb{Z}$, $\det(A) = ade - cpb/e = 1, e|p, e > 0$.

**Proof.** The fact that $e|p, e > 0 \implies e = 1, e = p$. The case $e = 1$ is trivial so look at $e = p$.

First we observe that $W_p^2 = -I$ where $I$ is the identity matrix. It follows that $W_p^4 = I$ with $W_p^{-1} = W_p^3$. Thus, it suffices to consider only the product of an element $\gamma = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \Gamma_0(p)$ and $W_p$ since $\gamma W_p^2 = -\gamma, \gamma W_p^3 = -\gamma W_p, \gamma W_p^4 = \gamma$ (product in the other direction follows exactly the same steps so we don’t repeat it). Hence

\[ \gamma W_p = \begin{pmatrix} B/\sqrt{p} & -A/\sqrt{p} \\ D/\sqrt{p} & -C/\sqrt{p} \end{pmatrix} \]

which is of the desired form.

In order to study traces of singular moduli for the Fricke group $\Gamma_0(p)^*$, we need to construct hauptmoduln for each prime $p$. We will explore how they can be constructed in a fairly easy way from $\eta$-quotients for $\Gamma_0(p), \ p = 2, 3, 5, 7, 13$, those prime values for which $\text{gen}(X_0(p)) = 0$.

**Definition 8.** Let $\tau \in \mathbb{H}$ and $\xi_{24} = e^{2\pi i/24}$. Then the Dedekind Eta function is defined as

\[ \eta(\tau) = q^{1/24} \prod_{n \geq 1} (1 - q^n) \]

and has the following properties

1. $\eta \neq 0$ in $\mathbb{H}$
2. $\eta$ has a zero of order $1/24$ at $\infty$
3. $\eta(\gamma \tau) = \psi(\gamma)(c\tau + d)^{1/2} \eta(\tau)$, $\forall \gamma \in SL_2(\mathbb{Z})$ where $\psi$ is some multiplier system.
**Definition 9.** Let $G < SL_2(\mathbb{R})$ be a subgroup of genus 0. A Hauptmodul $f$ of $G$ is

1. a meromorphic function on $G \backslash \mathbb{H} \cup \mathbb{P}_1(\mathbb{Q}) = X_G$
2. a generator of the function field on $X_G$ over $\mathbb{C}$ or equivalently, a uniformizer

$$f : X_G \cong \mathbb{P}_1(\mathbb{C}), \tau \mapsto f(\tau)$$

If furthermore, $f$ has a $q$-expansion of the form

$$f(\tau) = q^{-1} + \sum_{n \geq 1} a_n q^n$$

with $a_n \in \mathbb{Z}, \forall n \geq 1$, then $f$ is called a canonical hauptmodul of $G$.

The method goes as follows. We first start with a form of weight 0 on $\Gamma_0(p)$ and then look at its transformation equation under $W_p$. Then the trick is to complete this form with another form of weight 0 on $\Gamma_0(p)$ so that we obtain the desired modular transformation. This might seem vague but I hope the following lines will clarify the situation.

Consider the Dedekind $\eta$-function of weight 1/2 on $SL_2(\mathbb{Z})$. Then $\eta(p\tau)$ is a modular form of weight 1/2 on $\Gamma_0(p)$ and the $\eta$-quotients $\eta(p\tau)/\eta(\tau), \eta(\tau)/\eta(p\tau)$ are modular forms of weight 0 on $\Gamma_0(p)$. By taking $W_p = \begin{pmatrix} 0 & -1/\sqrt{p} \\ \sqrt{p} & 0 \end{pmatrix}$ we can compute its action on the function $\eta(m\tau)$

$$\eta(mW_p\tau) = \eta(m^{-1}p) = \eta\left(\frac{1}{(p/m)\tau}\right) = \sqrt{-i\frac{p}{m}} \eta\left(\frac{p}{m}\tau\right)$$

and so for the quotient $u(\tau) = \left(\frac{\eta(p\tau)}{\eta(\tau)}\right)^a$ for some $a \in \mathbb{Z}$, we get

$$u(W_p\tau) = \left(\frac{\eta(pW_p\tau)}{\eta(W_p(\tau))}\right)^a = \left(\frac{\sqrt{-i\tau}\eta(\tau)}{\sqrt{-i\tau p}\eta(p\tau)}\right)^a = p^{-a/2} \left(\frac{\eta(\tau)}{\eta(p\tau)}\right)^a$$

Similarly, if we look at the quotient $v(\tau) = \left(\frac{\eta(\tau)}{\eta(p\tau)}\right)^a$, we get

$$v(W_p\tau) = p^{a/2} \left(\frac{\eta(p\tau)}{\eta(\tau)}\right)^a$$

Both functions are inverses under the action of $W_p$ and in fact

$$u(W_p\tau) = p^{-a/2} v(\tau), v(W_p\tau) = p^{a/2} u(\tau)$$

Putting $u$ and $v$ together, we can see that

$$f_a(\tau) \triangleq p^{a/2} u(\tau) + v(\tau) = p^{a/2} \left(\frac{\eta(p\tau)}{\eta(\tau)}\right)^a + \left(\frac{\eta(\tau)}{\eta(p\tau)}\right)^a$$

transforms under $W_p$ like a modular function

$$f_a(W_p\tau) = p^{a/2} u(W_p(\tau)) + v(W_p(\tau)) = p^{a/2} p^{-a/2} v(\tau) + p^{a/2} u(\tau) = f_a(\tau)$$

It follows that $f$ is a modular form of weight 0 under $\Gamma_0(p)^* = \langle \Gamma_0(p), W_p \rangle$. Now we would like to normalize $f_a$ so that it has a pole of order 1 at infinity. To do so, we compute the value of $a$ for a given $p$. It is easy to understand the behaviour of $f_a$ at $\infty$ since the only term in $f_a$ that will
What are the natural ways to obtain modular forms? Or more generally, what are the natural ways to construct functions satisfying certain symmetries given by a set \( \Gamma \)?

The method we have described so far worked only when the original group was of genus 0. For other cases, the functions \( f_a \) will no longer define isomorphisms but multiple covers. To obtain a general method for computing hauptmoduln, we turn ourselves towards the theory of Poincaré series and Rademacher sums. We will follow in details the article of Miranda Chang and John Duncan [7].

What are the natural ways to obtain modular forms? Or more generally, what are the natural ways to construct functions satisfying certain symmetries given by a set \( \Gamma \)? One could for example pick a function \( g \) and define the symmetric function \( f \) as

\[
f(\tau) = \sum_{\gamma \in \Gamma} g(\gamma \tau)
\]

by summing over all the images of \( g \). If \( \Gamma \) is a finite set then \( f \) is invariant under the group of symmetry. However, if \( \Gamma \) is infinite, we might have convergence problems. One way to go around this problem was pioneered by Poincaré and consists to start with a function \( g \) already invariant under a large portion of the group and then sum over cosets representatives

\[
f(\tau) = \sum_{\gamma \in \Gamma \setminus \Gamma_B} g(\gamma \tau)
\]

where \( \Gamma_B \) is the set fixing \( g \). Again one would have to be careful about the convergence of the series. As an example, suppose we want to construct a modular form of weight \( w = 2k \) over \( \Gamma = SL_2(\mathbb{Z}) \). Using Poincaré’s idea, we consider the function \( g(\tau) = e^{2\pi im\tau} = e^{(m\tau)} \). Then the subgroup of \( \Gamma \) fixing \( g \) is the stabilizer of the cusp at \( \infty \)

\[
\Gamma_\infty = \left\{ \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} : b \in \mathbb{Z} \right\}
\]

Recall that a holomorphic function \( f \) on \( \mathbb{H} \) is a modular form of weight \( w \) if it satisfies the equation \( f|_w(\Gamma) = f \forall \gamma \Gamma \). Summing over all the images of \( g \) under the slash-\( \omega \) operator leads us to consider

\[
f(\tau) = \sum_{\gamma \in \Gamma_\infty \setminus \Gamma} g|_\omega(\gamma \tau) = \sum_{\gamma \in \Gamma_\infty \setminus \Gamma} e(m \frac{a\tau + b}{c\tau + d})^{-w}
\]

where \( j(\gamma, \tau) = c\tau + d \) is the automorphy factor satisfying \( j(\gamma, \gamma' \tau) = j(\gamma \gamma', \tau) \). When \( k > 1 \), the above is holomorphic in \( \mathbb{H} \) and for \( k \leq 1 \), the sum is not absolutely convergent.
convergent. In fact, it is not even conditionally convergent for \( k < 1/2 \). We can now ask if there are ways to regularize the above sum to overcome the convergence problems. These regularizations of Poincaré series are referred to as Rademacher sums. We now investigate their properties in view of constructing Hauptmoduln for \( \Gamma_0(p) \).

Recall that \( SL_2(\mathbb{R}) = Aut(\mathbb{H}) \) is the automorphism group of the upper half-plane \( \mathbb{H} \) where the action is via fractional linear transformations \( \gamma \cdot \tau = \frac{a\tau+b}{c\tau+d} \). Let \( j(\gamma, \tau) = (c\tau+d)^{-2} \) be the derivative of this action so that \((c,d)\) is the lower row of \( \gamma \). Now let \( \Gamma < SL_2(\mathbb{R}) \) denote a subgroup of \( SL_2(\mathbb{R}) \) that contains \( \pm I \) and that is commensurable with \( SL_2(\mathbb{Z}) \). Let \( \Gamma_\infty < \Gamma \) be the stabilizer subgroup of the cusp at infinity. Define the translation matrices \( T^h = \begin{pmatrix} 1 & h \\ 0 & 1 \end{pmatrix} \). We can find a unique \( h > 0 \) such that \( \Gamma_\infty = \langle -I, T^h \rangle \). This \( h \) is called the width of \( \Gamma \) at \( \infty \). In the case of \( \Gamma_0(N) \) for example, this width is \( h = 1 \).

For \( \tau \in \mathbb{R} \), we say that the function \( \psi: \Gamma \to \mathbb{C} \) is a multiplier system of weight \( w \) if

\[
\psi(\gamma_1 \psi(\tau_2))j(\gamma_1, \gamma_2 \tau)^{w/2}j(\gamma_2, \gamma \tau)^{w/2} = \psi(\gamma_1)j(\gamma_1 \gamma_2, \tau)^{w/2}
\]

for all \( \gamma_1, \gamma_2 \in \Gamma \) where we fix the principal branch of the logarithm in order to define the exponential \( x \mapsto x^s \) for \( s \) not an integer. With this multiplier system, we will say that a holomorphic function \( f \) in \( \mathbb{H} \) is a modular form of weight \( w \) and multiplier system \( \psi \) for \( \Gamma \) if \( f|_{\psi, w}(\gamma) = f \) \( \forall \gamma \in \Gamma \).

Remark that since \( -\gamma \tau = \gamma \tau \), we have that \( f|_{\psi, w}(-\tau) = \psi(-1)^{-w}f(\tau) = f(\tau) \) and thus \( \psi(-1) = e(w/2) \). This condition is the consistency condition our multiplier system must satisfy in order that the corresponding space of weakly holomorphic modular forms is non-vanishing.

\( \Gamma \) is assumed to be commensurable with \( SL_2(\mathbb{Z}) \) so its natural action on the boundary of \( \mathbb{H} \) restricts to \( \mathbb{P}_1(\mathbb{Q}) \). As always, the orbits of \( \mathbb{P}_1(\mathbb{Q}) \) are called cusps of \( \Gamma \) and if the quotient space \( X_\Gamma = \Gamma \backslash (\mathbb{H} \cup \mathbb{P}_1(\mathbb{Q})) \) is a genus zero surface, we say that \( \Gamma \) is a genus 0 group. This is the case for \( \Gamma_0(p)^* \).

If \( \Gamma \) has width \( h \) at infinity, then any multiplier system \( \psi \) for \( \Gamma \) restricts to a character on \( \langle T^h \rangle < \Gamma_\infty \) and so we have \( \psi(T^h) = e(\alpha) \) for a unique \( \alpha \in \mathbb{R} \), \( 0 \leq \alpha < 1 \). It follows that the natural \( \Gamma_\infty \)-invariant function to consider for the slash-(\( \psi, w \)) action is \( q^\mu = e(\tau) \mu \) for \( \mu \) such that \( h\mu + \alpha \in \mathbb{Z} \).

Summing the images of \( g \) under the slash operator for cosets representatives gives

\[
P^{|\mu|}_{\Gamma, \psi, w}(\tau) = \sum_{\gamma \in \Gamma_\infty \backslash \Gamma} e(\mu \gamma \tau)j(\gamma, \tau)^{w/2} \]

This series is called a Poincaré Series of weight \( w \) and index \( \mu \) for \( \Gamma \) with multiplier \( \psi \).

As said before, the case \( w = 2 \) gives in general divergent series and so we may ask if there is a natural way to regularize such sums. Since we are interested in Hauptmoduln, we will focus on the case \( w = 0 \).

In order to regularize the above Poincaré series, we need to modify the terms in the series and the order of summation. We write \( \gamma \omega \) for the limit of \( \gamma \tau \) as \( \tau \to i\omega \) so \( \gamma \omega = a/c \) for \( c \neq 0 \) and is undefined otherwise. Now, for \( w < 1 \), define the Rademacher sums

\[
R^{|\mu|}_{\Gamma, \psi, w}(\tau) = \delta_{w,0} \frac{1}{2} c_{\Gamma, \psi, w}(\mu, 0) + \lim_{K \to \infty} \sum_{\gamma \in \Gamma_\infty \backslash \Gamma} e(\mu \gamma \tau) r^{|\mu|}_w(\gamma, \tau)j(\gamma, \tau)^{w/2} \]

with

\[
r^{|\mu|}_w(\gamma, \tau) = \frac{1}{\Gamma(1-w)} \gamma(1-w, 2\pi i(\gamma \tau - \gamma \omega)) \]
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Then the Rademacher sum $R[\mu]_\Gamma$ of a Riemann surface is equal to its genus. So if $\Gamma$

**Theorem 8.** Let $\Gamma < SL_2(\mathbb{R})$ commensurable with the modular group $SL_2(\mathbb{Z})$ and containing $-1$. Then the Rademacher sum $R[\mu]_{\Gamma,1,0}$ converges locally uniformly for $\tau \in \mathbb{H}$ and for any negative integer $\mu$. Furthermore, the Rademacher sum is a weak mock modular form with shadow

$$S[\mu]_{\Gamma,1,0} = \frac{(-\mu)}{\Gamma(1)} R[\mu]_{\Gamma,1,2}$$

Recall that the cusp forms of weight 2 with trivial multiplier for $\Gamma$ are in correspondence with holomorphic 1-forms on the Riemann surface $X_\Gamma$ and the dimension of the space of holomorphic 1-forms on a Riemann surface is equal to its genus. So if $\Gamma$ has genus zero, then $X_\Gamma$ has no non-zero 1-forms and we must have $S[\mu]_{\Gamma,1,0} = 0$. It follows that a Rademacher Sum on a genus zero group is a weak mock modular form with trivial shadow and thus a weakly holomorphic modular form.

In order to describe the Fourier expansion of Rademacher Sums, we introduce Rademacher series. Let $\mu, \nu \in \frac{1}{\pi}(\mathbb{Z} - \alpha)$, then

$$c_{\Gamma,\nu,w}(\mu, v) = \frac{1}{\pi} \lim_{w \to 0} \sum_{\gamma \in \Gamma_\nu / \Gamma_\infty} K_{\gamma,v}(\mu, \nu) B_{\gamma,w}(\mu, v)$$

where $\Gamma_\nu$ is as before and $K_{\gamma,v}(\mu, v) = e(\mu^2) e(v) \psi(\gamma)$ with $B_{\gamma,w}(\mu, v) = \pi^w \sum_{k \geq 0} \frac{(\pi)^{2k+2}(-\mu)^{k+1-w} e^{\frac{k}{2}}}{(k+2-w)^{k+2}}$ for $w \leq 1$, $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, $c > 0$.

**Theorem 9.** Let $\Gamma < SL_2(\mathbb{R})$ a subgroup commensurable with $SL_2(\mathbb{Z})$ and containing $-1$. Then the Rademacher series $c_{\Gamma,1,0}(\mu, \nu)$ and $c_{\Gamma,1,2}(\mu, \nu)$ converge for all $\mu, \nu \in \mathbb{Z}$.

**Theorem 10. (Structure Result)** Let $\Gamma < SL_2(\mathbb{R})$ a subgroup commensurable with $SL_2(\mathbb{Z})$ and containing $-1$. Then the Fourier expansion of the Rademacher sum of weight 0, trivial multiplier on $\Gamma$ and index $\mu$ is

$$R[\mu]_{\Gamma,1,0}(\tau) = q^\mu + \sum_{hv+\mu \in \mathbb{Z}, v \geq 0} c_{\Gamma,1,0}(\mu, v) q^v$$

with $c_{\Gamma,1,0}(-1, 0)$ as before.
There is an interesting relation with Monstrous Moonshine that gives us the desired characterization of our hauptmoduln in terms of McKay-Thompson Moonshine series type

**Theorem 11.** If \( \Gamma \) is of Moonshine type, then

\[
R_{\Gamma,1,0}^{[-1]} : X_\Gamma \cong \mathbb{P}_1(\mathbb{C})
\]

and the canonical hauptmodul of \( X_\Gamma \) is given by \( T(\tau) = R_{\Gamma,1,0}^{[-1]}(\tau) - c_{\Gamma,1,0}(-1,0) \)

Let \( p \mid \#M \) and consider \( \Gamma_0(p)^* \). The associated hauptmodul is given by

\[
j_p(\tau) = R_{\Gamma_0(p)^*,1,0}^{[-1]}(\tau) - c_{\Gamma_0(p)^*,1,0}(-1,0)
\]

To explicitly compute these functions, we need to find representatives for the double cosets involved in the definition. To do so, we first remark that \( \Gamma_0(p)^* = \Gamma_0(p) \sqcup \Gamma_0(p)W_p \) where this union is a disjoint one. Also, it is easily seen that \( \Gamma_0(p)^*_\infty = \Gamma_0(p)_\infty \). Hence, to describe the first coset, we let \( \gamma \in \Gamma_0(p) \) with \( c \neq 0 \) and \( \gamma_m = \begin{pmatrix} 1 & m \\ 0 & 1 \end{pmatrix} \). Then

\[
\pm \gamma_m \gamma \gamma_n = \pm \begin{pmatrix} a + mc p & n(a + mc p) + b + md \\ cp & ncp + d \end{pmatrix}
\]

We can see that for \( c \geq 1 \) and \( d \mid \vert cp \), we have \( a \) uniquely determined by \( ad \equiv 1[cp] \) and \( b \) uniquely determined by \( b = \frac{ad - 1}{cp} \). It follows that the first double coset is given by

\[
\bigcup_{c=1}^{\infty} \bigcup_{d=1, (d,cp) = 1, ad \equiv 1[cp]} \Gamma_0(p)^* \left( \begin{pmatrix} a \\ cp \\ d \end{pmatrix} \right) \Gamma_0(p)_\infty
\]

For the second coset, let \( \gamma = \begin{pmatrix} a & -b \\ -cp & d \end{pmatrix} \). Then

\[
\pm \gamma_m \gamma \gamma_n = \begin{pmatrix} (md - b)\sqrt{p} & n(md - b)\sqrt{p} - \frac{a}{\sqrt{p}} + mc \sqrt{p} \\ d\sqrt{p} & (nd + c)\sqrt{p} \end{pmatrix}
\]

Letting \( d \geq 1 \) with \( (d,p) = 1 \) and \( b \mid d \), we can see that \( c \) is determined by \( -bcp \equiv 1[d] \) and \( a \) is determined by \( a = \frac{bcp - 1}{d} \). This gives us for the coset representatives

\[
\bigcup_{d=1, (d,p) = 1, c=1, (c,d) = 1, -bcp \equiv 1[d]} \Gamma_0(p)_\infty \left( \begin{pmatrix} -b\sqrt{p} \\ d\sqrt{p} \\ c\sqrt{p} \end{pmatrix} \right) \Gamma_0(p)_\infty
\]

Note that in order to use the definition of the Bessel function given above, we had to pick our representatives to have lower left entry positive which explained our choice up here.

**Theorem 12.** The hauptmodul for \( \Gamma_0(p)^* \) is

\[
j_p(\tau) = R_{\Gamma,1,0}^{[-1]} - c_{\Gamma,1,0}(-1,0) = q^{-1} + \sum_{\nu \geq 1} c_{\Gamma,1,0}(-1,\nu)q^\nu
\]

with

\[
c_{\Gamma,1,0}(-1,\nu) = \sum_{c=1}^{\infty} \sum_{d=1, (d,cp) = 1, ad \equiv 1[cp]} e\left(-\frac{a}{cp}\right)e\left(v\frac{d}{cp}\right) \sum_{k \geq 0} \frac{2\pi k^2 + 2 \nu k}{\Gamma(k + 2)k!} +
\]
We have that
\[ \sum_{d=1}^{\infty} \sum_{c=1}^{d} e^{\frac{b}{d}c_{d}(\nu_{c})^{2}} \sum_{k=0}^{d} \frac{2^{k+2} \nu_{k}}{(k+2)!} \]
\[ = \sum_{c=1}^{\infty} K(v, -1, cp) \left( \frac{2\pi I_{1}(\frac{4\pi \sqrt{v}}{c\sqrt{Yp}})}{c\sqrt{Yp}} \right) + \sum_{d=1}^{\infty} K(v, -1, d) \left( \frac{2\pi I_{1}(\frac{4\pi \sqrt{v}}{d\sqrt{Yp}})}{d\sqrt{Yp}} \right) \]
where \( K \) is the Kloosterman sum and \( I_{1} \) the modified Bessel function of the first kind.

We now present a generalization of Zagier’s work on singular moduli for \( \Gamma_{0}(p)^{\ast} \). We would like to study the quotient of some set of quadratic forms by \( \Gamma_{0}(p)^{\ast} \) in order to obtain an object in bijection with \( \Gamma \\backslash Q_{d}, \Gamma = SL_{2}(\mathbb{Z}) \), so that we can define in an analogous way \( H(d) \) and \( t(d) \). We let \( d \geq 0, -d \equiv [4p] \) and we consider roots of quadratic forms \( Q(X, Y) = [a, b, c] \) with \( a \equiv 0[p] \) and \( (a, b, c, p) = 1 \). Replacing \( a \) by \( ap \) in the above leads to
\[ Q(X, Y) = apX^{2} + bXY + cY^{2} \]
with discriminant \(-d = b^{2} - 4apc\) which gives \(-d \equiv [4p]\). The equivalence class of a root \( a_{Q} \) for \( \Gamma_{0}(p) \) has another invariant apart from its equivalence class in \( \Gamma \\backslash Q_{d} \), it is the value of \( b[2p] \).

If we fix this class, i.e. a \( \beta[2p] \) with \(-d \equiv \beta^{2}[4p] \) and consider \( Q = [ap, b, c] \) with \( b \equiv \beta[2p] \), then the number of \( \Gamma_{0}(p)\)-equivalence class of such a \( Q \) counted with multiplicity \( 1/w_{Q} \) is \( H(d) \).

Moreover,
\[ \Gamma_{0}(p) \\backslash Q_{d, p, \beta} \cong \Gamma \\backslash Q_{d} \]
However, since \( \eta_{p} \) is the hauptmodul of \( \Gamma_{0}(p)^{\ast} \), we can get rid of the \( \beta \)-dependence by restricting to the quotient of \( H \) by \( \Gamma_{0}(p)^{\ast} \) since the trace is independent of \( \beta \) there. Hence, by restricting to this case, we get
\[ \Gamma_{0}(p)^{\ast} \\backslash Q_{d, p} \cong \Gamma \\backslash Q_{d} \]
It follows that we can write in our setting
\[ t(d) = \sum_{Q \in \Gamma_{0}(p)^{\ast} \\backslash Q_{d, p}} \frac{\eta_{p}(a_{Q})}{w_{Q}} \]
with
\[ Q_{d, p} = \{ [ap, b, c] : -d = b^{2} - 4apc, -d \equiv [4p] \} \]
We have that \( \Gamma_{0}(p)^{\ast} \bowtie Q_{d, p} \) in the usual way with \( W_{p} : Q(X, Y) = [cp, -b, a] \). Now, we are interested in studying the generating function of the trace and relating it to a modular form of weight \( 3/2 \) on \( M_{3/2}^{\Gamma_{0}(4p)} \). A first observation is that
\[ \sum_{d \geq 1, -d \equiv [4p]} t(d)q^{d} \]
can be rewritten as
\[ \sum_{4np - r^{2} = d \geq 1} t(4np - r^{2})q^{d} \]
and remembering the beautiful isomorphism \[ J_{2, p}(\Gamma^{\Gamma}) \cong M_{3/2}^{\Gamma_{0}(4p)} \]
we can see that the natural language to study the above generating function would be the language of Jacobi Forms since Jacobi forms of even weight and prime index have Fourier coefficients
We claim that such a form is unique and to prove that, we first prove the duality and then from
\[ f \] will have that such
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form of weight 2 and index \( p \). First some preliminary results

\textbf{Proposition 13.} \exists \phi_{D,p} \in \Gamma_{2p}^1(\Gamma) \text{ with Fourier coefficients } B(D, 4np - r^2) \text{ satisfying } B(D, -D) = 1, B(D, d) = 0 \text{ for } d = 4pn - r^2 < 0 \text{ and } d \neq -D.

\textbf{Proof.} Suppose there exists two such forms, then their difference would be a holomorphic Jacobi form of weight 2 and index \( p \). Following the fact that
\[ \dim(J_{2p}^1(\Gamma)) \equiv \dim(M_2(\Gamma_0(p)^*)) \]
and according to the table page 132 \[8\], we get \( \dim(M_2(\Gamma_0(p)^*)) = 0 \). \qed

Let \( D = 1, \) then from the isomorphism given above we get that \( \phi_{1,p} \mapsto q^{-1} - 2 + \sum_{d \geq 1, d = \Box[4p]} B(1, d)q^d \in M_{3/2}^!(\Gamma_0(4p)) \) and by the above, such a form is unique. More generally, if we denote by \( g_{D,p} \) the modular form corresponding to \( \phi_{D,p} \), we have that
\[ g_{D,p}(\tau) = q^{-D} + B(D, 0) + \sum_{d \geq 1, d = \Box[4p]} B(D, d)q^d \]
is the unique such form with \( B(D, 0) = -2 \) if \( D \) is a square and 0 otherwise.

To express canonically all the \( \phi_{D,p} \in \Gamma_{2p}^1(\Gamma) \) and thus simultaneously showing their existence (and so the existence of the \( g_{D,p} \)), we recall that \( \Gamma_{even}^1 \) is the free polynomial algebra over \( M_1^!(\Gamma) = \mathbb{C}[E_4, E_6, \Delta^{-1}] \) on two generators
\[ a = \phi_{2,1} = \phi_{10,1}/\Delta, \quad b = \phi_{0,1} = \phi_{12,1}/\Delta \]
with \( \phi_{k,1} \in \Gamma_{k,1}^{even} \). This implies that \( \phi_{D,p} \in \Gamma_{2p}^1(\Gamma) \) can be written as a linear combination of the form \( a^ib^{p-i} \) over \( M_k^! \) and more precisely as
\[ \phi_{D,p}(\tau, z) = \sum_{v=1}^p f_{p,v}(\tau)a^ib^{p-v} \]
with \( f_{p,v} \in M_{2v+2}^!(SL_2(\mathbb{Z})) \) having constant term \( (-1)^{v-1}/(v-1) \).

\textbf{Theorem 13.} \[4\] For \( p = 2, 3, 5 \), we have
\[ \tau(j_p, d) = -B(p)(1, d), \quad \forall d \]
with \( B(p)(1, d) \) the coefficients \( g_{1,p} \in M_{3/2}^!(\Gamma_0(4N)) \).

We are then left with showing that for the other values of \( p \) dividing the order of the monster group, we still have that the generating series of traces of singular moduli is a modular form of weight 3/2. We will prove this by applying Borcherds' theorem about automorphic forms with singularities on Grassmannian to \( \Gamma_0(p)^* \) but before that we investigate if the Zagier duality between weight 3/2 and 1/2 still exists in level 4p. Let \( f_{d,p} \in M_{3/2}^!(\Gamma_0(4p)) \) be such that
\[ f_{d,p}(\tau) = q^{-d} + \sum_{D > 0, D = \Box[4p]} A(D, d)q^D \]
We claim that such a form is unique and to prove that, we first prove the duality and then from the uniqueness of the \( g_{D,p} \) and their existence given by the structure theorem of Jacobi forms, we will have that such \( f_{d,p} \)'s exist and are unique.
Theorem 14. \( A(D, d) = -B(D, d) \)

Proof. Exercise 5.3.1 of [11] says that for \( f \in M_k(\Gamma_0(N)) \) and \( n \in \mathbb{Z}^+ \), we have \( T_n(f) = \sum_{\gamma \in \tilde{M}_n} f|k(\gamma) \) with

\[
S_n = \{ d : d|n, \gcd(n/d, N) = 1 \}
\]

and

\[
\tilde{M}_n = \bigcup_{d \in S_n} \bigcup_{j=0}^{d-1} \left( \begin{array}{cc} n/d & j \\ 0 & d \end{array} \right)
\]

If \( n = 4p \), we get that

\[
M_{4p} = \bigcup_{j=0}^{4p-1} \left( \begin{array}{cc} 1 & j \\ 0 & 4p \end{array} \right)
\]

Hence, if we let

\[
f \left| U(4p) \right| = \sum_{\mathbb{Z}_{4p}} f \left( \frac{\tau + j}{4p} \right)
\]

for \( f, g \) of weight 1/2, 3/2 respectively, we get

\[
\sum_{\mathbb{Z}_{4p}} f \left( \frac{\tau + j}{4p} \right) = \sum_{\mathbb{Z}_{4p}} (4p)f \left| 2 \right| \left( \begin{array}{cc} 1 & j \\ 0 & 4p \end{array} \right) = 4pT_{4p}(fg)
\]

Also, by definition of Hecke operators (which is the same if we allow the pole at infinity), we have

\[
T_{4p}(fg) = \sum_{\mu \in \Gamma \backslash \Gamma_{4p}} fg(\mu \tau)
\]

and this function is \( \Gamma \)-invariant. It follows that \( f \left| U(4p) \right| \) is \( SL_2(\mathbb{Z}) \) invariant and because it is a weakly holomorphic modular form of weight 2, then it has to be a polynomial in \( j' \). The constant term of \( j' \) is 0 and we obtain \( A(D, d) + B(D, d) = 0 \).

In order to compute a basis for each of these weights we explicit the previously seen algorithm. The idea is that we will construct a basis of weight 1/2 forms in the Kohnen plus-space, then a basis of weight 3/2 forms in the Kohnen plus-space using the structure theorem of Jacobi forms and the isomorphism between these two spaces. One can also be satisfied with the fact that knowing the \( f_d^{1/2} \)s immediately implies knowing the \( g_d^{3/2} \)s by the Zagier duality but The algorithm goes as follows. We pick a \( p|\#M \) and we compute all quadratic residues modulo 4p. We consider the list

\[
\{ f_d(\tau) = q^{-d} + \sum_{D>0, D \equiv 0 [4p]} A(D, d)q^D : -d \equiv 0 [4p] \}
\]

These are the forms that we will use to construct all other \( f_d^{1/2} \)s by induction. To do so, pick \( d \geq 4p, -d \equiv 0 [4p] \) not one of the quadratic residue modulo 4p of the above list and consider the associated form \( f_{d-4p} \). Multiply \( f_{d-4p} \) by \( j(4p\tau) \) to get a form in the plus-space with leading coefficient \( q^{-d} \). Subtract linear combinations of the \( f_d \) with \( 0 \leq d' < d \). This produces a new element of the basis. To construct explicitly the \( f_d^{1/2} \)s, we will use the Rankin-Cohen bracket. Call \( f_0 = \theta(\tau) \) the usual theta function and note that it is a form in \( M_{1/2}(\Gamma_0(4p)) \). From it we compute the forms \( \left[ f_0(\tau), E_{12-2n}(4p\tau) \right]/\Delta(4p\tau) \) and do linear combinations of all of them to compute the initial \( f_d^{1/2} \)s (sometimes it will be necessary to compute Rankin-Cohen Bracket with \( f_d^{1/2} \)s other than \( f_0 \)). These Rankin-Cohen brackets are

\[
[\theta(\tau), E_{10}(4p\tau)]_1 = \frac{1}{2}\theta(\tau)E_{10}'(4p\tau) = 10\theta(\tau)E_{10}(4p\tau)
\]
To construct \( f \)

For \( p \) = 2 for example, we have that the quadratic residues modulo 8 are 0, 1, 4. Hence, we have that the initial \( f_d \)'s to construct are \( f_0, f_4, f_7 \). If

\[
u(\tau) = \frac{[\theta(\tau), E_{10}(4\pi\tau)]/\Delta(8\tau) + 1056\theta(\tau)}{-20}
\]

and

\[
v(\tau) = \frac{[\theta(\tau), E_{8}(4\pi\tau)]/\Delta(8\tau) - 11520\theta(\tau)}{72}
\]

then

\[
f_0(\tau) = \theta = 1 + 2q + 2q^4 + ...
\]

\[
f_4(\tau) = (v(\tau) - u(\tau))/12 = q^{-4} - 52q + 272q^4 + ...
\]

\[
f_7(\tau) = (4u(\tau) - v(\tau))/3 = q^{-7} - 23q - 2048q^4 + ...
\]

To construct \( f_8(\tau) \), it suffices to consider \( f_0(\tau) \), multiply it by \( j(8\tau) \) and then subtract linear combinations of the initial \( f_d \)'s, this gives

\[
f_8(\tau) = \theta(j(8\tau) - 2f_4(\tau) - 2f_7(\tau) - 744\theta(\tau) = q^{-8} + 152q + 3552q^4 + ...
\]

Here, there are in fact two ways to obtain the basis in weight 3/2. Either we use the \( f_d \)'s constructed above and the Zagier duality or we use the fact that \( J^{3/2}_{2,0}(\Gamma_0(4p)) \) under identification of Fourier coefficients. Thus, we can construct the desired Jacobi forms using the structure theorem, compute explicitly their Fourier expansion and use the coefficient identification to construct the \( g_D \)'s for \( D \) being a quadratic residue modulo 4, strictly greater than 0. Once we have these initial forms \( g_D, D \equiv \square[4p], 0 < D \leq 4p, \) the idea is to construct the other forms using the same algorithm as above. \( J^{3/2}_{even,s} \) is a free polynomial algebra over \( M(\Gamma) = \mathbb{C}[E_4, E_6, \Delta^{-1}] \) with generators \( a = \bar{\phi}_{-2,1}, b = \bar{\phi}_{0,1} \). We have seen that \( \exists \Phi_D, \in J^{3/2}_{2,0}(\Gamma) \) with Fourier coefficients \( B(D, 4np - r^2) \) satisfying \( B(D, -D) = 1, B(D, d) = 0 \) for \( d = 4pn - r^2 < 0 \) and \( d \neq -D \), where we recall that "!" denotes the Jacobi forms with \( n \) and \( r \) running over \( \mathbb{Z} \) in the Fourier expansion. The structure theorem implies that

\[
\phi_D, \bar{\Phi}(\tau, z) = \sum_{k=0}^{p} f_{2k+2} n^k b^{p-k}
\]

with \( f_{2k+2} \) a form in \( M(\Gamma) \) of weight \( 2k + 2 \). Consider \( p = 2 \), then \( D = 1, 4, 8 \). For \( D = 1 \), we can see that the equation \( 8n - r^2 = -1 \) has solutions only for \( n \geq 0 \) so the above polynomial will take coefficient in \( M(\Gamma) \). This gives

\[
\phi_{1,2} = c_1 E_4 ab + c_2 E_6 a^2
\]

for some constants \( c_1, c_2 \). The same reasoning applies for \( D = 4 \) and we get

\[
\phi_{4,2} = c_1 E_4 ab + c_2 E_6 a^2
\]
with
\[ c_1 E_{4ab} = c_1 \left( (\zeta^{-2} + 8\zeta^{-1} - 18 + 8\zeta + \zeta^2) + (8\zeta^{-3} + 144\zeta^{-2} + 232\zeta^{-1} - 4768 + 232\zeta + 144\zeta^2 + 8\zeta^3)q + \ldots \right) \]
\[ c_2 E_{6a^2} = c_2 \left( (\zeta^{-2} - 4\zeta^{-1} + 6 - 4\zeta + \zeta^2) + (-4\zeta^{-3} - 480\zeta^{-2} + 1956\zeta^{-1} - 2944 + 1956\zeta - 480\zeta^2 - 4\zeta^3)q + \ldots \right) \]
For \( D = 1 \), we know that \( A(1, 4) = -B(1, 4) = -52 \) and \( A(1, 7) = -B(1, 7) = -23 \). From here, we will solve the system of equation
\[ 52 = 144c_1 - 480c_2, \quad 23 = 2232c_1 + 1956c_2 \]
It gives \( c_1 = 1/12 = -c_2 \) and
\[ \phi_{1,2} = (\zeta^{-1} - 2 + \zeta) + (\zeta^{-3} + 52\zeta^{-2} + 23\zeta^{-1} - 152 + 23\zeta + 52\zeta^2 + \zeta^3)q + \ldots \]
For \( D = 4 \), we have \( B(4, 8n - r^2 = 4) = -272 \) and \( B(4, 8n - r^2 = 7) = 2048 \). We can thus look at a coefficient with \( n = 1, r = -2 \) and with \( n = 1, r = -1 \) in \( c_1 E_{4ab} \) and \( c_2 E_{6a^2} \) respectively. It gives the system of equations
\[ 144c_1 - 480c_2 = -272, \quad 2232c_1 + 1956c_2 = 2048 \]
with solutions \( c_1 = 1/3 = c_2/2 \). We obtain
\[ \phi_{4,2} = (\zeta^{-2} - 2 + \zeta^2) + (-272\zeta^{-2} + 2048\zeta^{-1} - 3552 + 2048\zeta - 272\zeta^2)q + \ldots \]
Now let’s come back to where we left. Our goal is to prove that the generating function for the trace is a weight 3/2 modular form and that we can provide infinite product expansions for the modified Hilbert class polynomial of our hauptmoduln \( j_p \) for \( p \parallel \#M \). Zagier’s theorem solves the first question for \( p = 2, 3, 5 \). Let’s now compute the desired product expansion for these primes. Following the notation of \([10]\), we let \( p^{(p)} = p/\langle \hat{p}, p \rangle = 1, \hat{p} \) depending on if \( p = \hat{p} \) or not and \( S^{(p)} \) be the set of hall divisors of \( p \) that divides \( p^{(p)} \). If we let \( \tau^{(p)} \) be the Hauptmodul of the group generated by \( \Gamma_0(p^{(p)}) \) and all Atkin-Lehner involutions \( W_{e,p^{(p)}} \) with \( e \in S^{(p)} \), we get that \( \tau^{(p)} = J(\tau) \) the hauptmodul of \( SL_2(\mathbb{Z}) \). Otherwise, \( \tau^{(p)} = j_p(\tau) \) the hauptmodul of \( \Gamma_0(p)^* \). Let’s define the generalized trace
\[ Tr_m(d) = \sum_{Q \in \Gamma_0(p)^* \setminus Q_{d,p}} \frac{1}{w_Q} j_{p,m}(a_Q) \]
where \( j_{p,m} = j_p|_{T(m)} = \sum_{\gamma \in \Gamma \setminus M_\infty} j_p(\gamma \tau) = \sum_{ad = m, b | d} j_p\left( \frac{a\tau + b}{d} \right) = q^{-m} + O(q) \) is the unique such form. Also, we define
\[ \tilde{Tr}_m(d) = \sum_{Q \in \Gamma \setminus Q_d} \frac{1}{w_Q} j_m(a_Q) \]
to be the original generalized trace function studied by Zagier. Let \( m \) be a positive integer coprime to \( p \) and consider \( d = 4pn - r^2 \).

**Lemma 2.** In the above setting,
\[ Tr_m(d) = - \text{coefficient of } q^n \zeta^r \text{ in } \phi_{1, p}|_{T_m} \]
with \( T_m \) being the Hecke operator acting on Jacobi forms or equivalently on half-integral forms.
**Proof.** We will argue by induction. We first prove the result for \( q \) a prime divisor of \( m \), then we prove it for a power of \( q \) being a Hall divisor of \( m \) and then for \( m = lq^r \) with \((l, q) = 1\).

Let \( q \) be a prime divisor of \( m \) and not the usual \( 2^{2n} \). Then

\[
Tr_q(d) = \sum \frac{1}{w_Q} j_{p, q} \delta = \sum \frac{1}{w_Q} j_{p, \alpha Q}(\alpha Q) = Tr_1(da_q^2) + \left( -\frac{d}{q} \right) Tr_1(d) + q Tr_1(d/q^2)
\]

with \( Tr_1(d/q^2) = 0 \) if \( d/q^2 \notin \mathbb{Z} \) by theorem 5.ii of [4]. Using theorem 8 of [4], we get

\[
= -\left( B(da_q^2) + \left( -\frac{d}{q} \right) B(d) + pB(d/q^2) \right) = -B_q(d)
\]

where \( B_q(d) \) is the coefficient of \( q^d \) in \( g_{1, p} | T_q \) (which is the same as the coefficient of \( q^n \xi^r \) in \( \phi_{1, p} | T_q \)) by theorem 4.5 of [3].

Now let \( q^s | m \) be a Hall divisor of \( m \). Then by properties of the Hecke operator, we have

**Claim 2.**

\[
j_p | T(q^s) = j_p, q^s | T(q) - q j_p, q^{s-2}
\]

**Proof.** (claim)

Let \( t = j_p, t_m = j_p, m \) and replace \( q \) by \( u \) in the below proof. Then

\[
t | T(u^s) = t_u^s = q^{-u^s} + O(q)
\]

and

\[
t | T(u^{s-1}) = \sum_{ad = u, 0 \leq b < d} t_{u^{s-1}}(a \tau + b, d)
\]

but since \( u \) is prime, we get \( 1 \cdot u = u \cdot 1 \) and so

\[
= \sum_{0 \leq b < u} t_{u^{s-1}}(\frac{\tau + b}{u}) + t_{u^{s-1}}(u \tau) = \sum_{0 \leq b < u} t_{u^{s-1}}(\frac{\tau + b}{u}) + t_{u^{s-1}}(u \tau)
\]

The term in the summation has leading coefficient being \( q^{-u^{s-2}} \) and after taking the sumamation we get \( u \) of these terms. The second term on the right hand side has leading coefficient \( q^{-u^s} \). This gives for the right hand side after cancellation of terms

\[
q^{-u^s} + O(q)
\]

but such a form is unique and must be \( t | T(u^s) \). \( \Box \)

This gives us that

\[
Tr_{q^s}(d) = Tr_{q^{s-1}}(da_q^2) + \left( -\frac{d}{q} \right) Tr_{q^{s-1}}(d) + q Tr_{q^{s-1}}(d/q^2) - qTr_{q^{s-2}}(d)
\]

and suppose by induction on \( s \) that the above equals

\[
= -\left( B_{q^{s-1}}(da_q^2) + \left( -\frac{d}{q} \right) B_{q^{s-1}}(d) + qB_{q^{s-1}}(d/p^2) \right) + qB_{q^{s-2}}(d)
\]

then by the isomorphism

\[
B_{q^{s-1}} = \text{coeff of } g_{1, \tau_{u^{s-1}}} = \phi_{1, \tau_{q^{s-1}}}
\]
we obtain
\[ = -\text{coefficient of } q^n \zeta^r \text{ in } \phi_{1,p}|_{T_{q^s-1} \circ T_q} - q \phi_{1,p}|_{T_q^2} \]
\[ = -\text{coefficient of } q^n \zeta^r \text{ in } \phi_{1,p}|_{T_q^2} \]
by Corollary 1 of [10] and the last claim.

Finally, let \( m = lq^s \) with \((l, q) = 1\). Let \( n(m) \) denotes the number of factor of \( m \). We use induction on \( n(m) \). If \( n(m) = 1 \) then this reduces to the previous case and the base case is done. Now for
\[ \tilde{j}_p|_{T(m)} = j_p|_{T(l) \circ T(q^s)} \]
by coprimality of \( q^s, l \) and as seen previously, we get that
\[ = j_p|_{T(q^s)} = j_p|_{T(l)}|_{T(q)} - q j_p|_{T(q^s-2)} \]

By taking the traces we get
\[ Tr_m(d) = Tr_{lq^s-1}(dp^2) + \left( \frac{-d}{q} \right) Tr_{lq^s-1}(d) + qTr_{lq^s-1}(d/q^2) - qTr_{lq^s-2}(d) \]
\[ = -\text{coefficient of } q^n \zeta^r \text{ in } \phi_{1,p}|_{T_{lq^s-1} \circ T_q} - q \phi_{1,p}|_{T_{lq^s}} \]
\[ = -\text{coefficient of } q^n \zeta^r \text{ in } \phi_{1,p}|_{T_{lq^s}} \]
by induction on \( s \).

**Lemma 3.** Let \( m \) as in the above lemma. Then

\[ \phi_{1,p}|_{T_m} = \sum_{v|m} v \phi_{v^2, p} \]

**Proof.** Let \( q \) a prime dividing \( m, q^s|m \) be a Hall divisor of \( m \) and \( \phi_1 = \phi_{1,p} \). First we show that

\[ \phi_1|_{T_q^s} = \sum_{i=0}^{s} q^i \phi_{q^2i} \]

For \( s = 1 \), then the coefficient of \( \phi_1|_{T_q} \) is

\[ B(dq^2) + \left( \frac{-d}{q} \right) B(d) + qB(d/q^2) = 1, q, 0 \]

whether \( d = -1, -p^2 \) or \(< 0 \) different of \(-1 \) and \(-p^2 \). To see this, for \( d = -1 \), note that \( b(-q^2) = 0 \) and that \( B(-1) = 1 \) which implies that \( \left( \frac{1}{q} \right) B(-1) = 1 \) since \( 1 \) is a quadratic residue modulo \( q \).

For \( d = -p^2 \), we get \( B(-p^4) = 0, \left( \frac{p^2}{q} \right) B(-p^2) = 0 \) and \( pB(-1) = p \). For the last case, this follows from the definition of \( \phi_{1,p} \).

Thus we can write
\[ \phi_1|_{T_q} = pq \phi_{p^2, p} + \phi_{1,p} \]
\[ = pq^{-p^2} + \sum_{d \geq 0} B(q^2, d)q^2 + q^{-1} + \sum_{d \geq 0} B(1, d)q^d \]
\[ = pq^{-p^2} + q^{-1} + \sum_{d \geq 0} \left( pB(p^2, d) + B(1, d) \right)q^d \]
and therefore by uniqueness of the forms $q^{-D} + c + O(q)$, we get

$$\phi_1|^{\mathbb{T}_p} = p\phi_{p^2} + \phi_1$$

Now let $s \geq 2$. Then the coefficient of $q^d$ in $g_1|^{\mathbb{T}_{q^s}}$ is

$$B_{q^{s-1}}(dq^2) + \left(-\frac{d}{q}\right)B_{q^{s-1}}(d) + qB(d/q^2) - qB_{q^{s-2}}(d)$$

by claim 2 and what follows about the trace. This implies that

$$g_1|^{\mathbb{T}_{q^s}} = g_1|^{\mathbb{T}_{q^{s-1}}} - qg_1|^{\mathbb{T}_{q^{s-2}}}$$

which gives by the induction hypothesis

$$\sum_{i=0}^{s-1} q^i \phi_{q^{2i}}|^{\mathbb{T}_q} - q \sum_{i=0}^{s-2} q^i \phi_{q^{2i}}$$

For a fixed $i > 0$, the coefficient of $q^d$ in $g_{q^{2i}}|^{\mathbb{T}_q}$ (under the correspondence) is

$$B(q^{2i}, dq^2) + \left(-\frac{d}{q}\right)B(q^{2i}, d) + qB(q^{2i}, d/q^2) = 1, p, 0$$

whenever $d = -q^{2i-2}, -q^{2i+2}, d < 0$ & $(-q^{2i+2}$. This shows that $\phi_{q^{2i}}|^{\mathbb{T}_q} = \phi_{q^{2i-2}} + \phi_{q^{2i+2}}, \phi_1 + q \phi_{q^2}$ for $i > 0$ and $i = 0$ respectively. Hence we get

$$\phi|^{\mathbb{T}_q} = \sum_{i=0}^{s-1} q^i \phi_{q^{2i}}|^{\mathbb{T}_q} - q \sum_{i=0}^{s-2} q^i \phi_{q^{2i}}$$

Now for $m = lq^r, (l, q) = 1$, we get, as in the last lemma using induction on $n(m)$ that

$$\phi_1|^{\mathbb{T}_{m}} = \phi_{T_l T_{q^r}} = \sum_{v|m} \nu \phi_{v^2}|^{\mathbb{T}_{q^r}} = \sum_{v|m} \nu \phi_{v^2}$$

\[\square\]

**Theorem 15.** Let $d = 4pn - r^2$, $p = 2, 3, 5$. Then

$$Tr_m(d) = -\text{coefficient of } q^n \zeta^r \text{ in } \sum_{0 < a < m} 2^5 u \phi_{u^2, p}$$

with $\zeta = 0$ if $u \neq kp$ and 1 if $u = kp$ for some $k \in \mathbb{N}$. 
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Proof. Let \( p \) as in the theorem. By proposition 2.6 of [10], we have that the generalized Hecke operator \( T(p^k) \) satifies
\[
T(p^k) \circ T(p) = T(p^{k+1}) + pR_p \circ T(p^{k-1})
\]
with \( j_{p,n|R_p} = J_n \), the Hauptmodul of \( SL_2(\mathbb{Z}) \) and \( k \geq 0 \). For \( (I, p) = 1 \), we obtain
\[
\begin{align*}
\hat{j}_{p,l^k}^{k+1} &= j_{p,l^k}|T(p^{k+1}) = j_{p,l^k}|T(p)|T(p) - p\hat{j}_{p,l^k}|T(p^{k-1}) \\
&= j_{p,l^k}|T(p) - p\hat{j}_{p,l^k}^{k-1} = I_{p^k}^{p}(p\tau) + p\hat{j}_{p,l^k}|U_p - p\hat{j}_{p,l^k}^{k-1}
\end{align*}
\]
Using theorem 3.7 of [10] gives the formula
\[
p\hat{j}_{p,l^k}|U_p + \hat{j}_{p,l^k} = I_{p^k}^{p} + p\hat{j}_{p,l^k}^{k-1}
\]
Combining both formulas gives
\[
j_{p,l^k}^{k+1}(\tau) = I_{p^k}^{p}(p\tau) + I_{p^k}^{p}(\tau) - j_{p,l^k}^{k}(\tau)
\]
and hence
\[
\sum_{Q \in \Gamma_0(p)^* \setminus Q_{d,p}} j_{p,l^k}^{k+1}(\alpha_Q) = \sum_{Q \in \Gamma_0(p)^* \setminus Q_{d,p}} (I_{p^k}^{p}(p\tau) + I_{p^k}^{p}(\tau))|_{\tau = \alpha_Q} - \sum_{Q \in \Gamma_0(p)^* \setminus Q_{d,p}} \hat{j}_{p,l^k}^{k}(\alpha_Q)
\]
Recall the bijection between \( \Gamma_0(p)^* \setminus Q_{d,p} \) and \( SL_2(\mathbb{Z}) \setminus Q_d \). It gives
\[
\sum_{Q \in \Gamma_0(p)^* \setminus Q_{d,p}} j_{p,l^k}^{k+1}(\alpha_Q) = 2 \sum_{Q \in SL_2(\mathbb{Z}) \setminus Q_d} I_{p^k}^{p}(\alpha_Q) - \sum_{Q \in \Gamma_0(p)^* \setminus Q_{d,p}} \hat{j}_{p,l^k}^{k}(\alpha_Q)
\]
Taking now traces on both sides gives
\[
Tr_{l^{p^k+1}}(d) = 2Tr_{l^{p^k}}(d) - Tr_{l^{p^k}}(d)
\]
for \( k \geq 0 \).
Let \( m = l^{p^k}, (I, p) = 1 \). We use induction on \( k \). For \( k = 0 \) we have already proved the result in the last lemma. Suppose true for \( k \), then
\[
Tr_{l^{p^k+1}}(d) = 2Tr_{l^{p^k}}(d) - Tr_{l^{p^k}}(d)
\]
as showed above. We know that
\[
\tilde{Tr}_{l^{p^k}}(d) = -\text{coeff of } q^d \text{ in } s_{1,1}|_{T_{l^{p^k}}} \in M^+_d(\Gamma_0(4))
\]
with corresponding Jacobi form \( \phi_{1,1}|_{T_{l^{p^k}}} \in f_{2,1}^1 \) which implies
\[
2\tilde{Tr}_{l^{p^k}}(d) = -2 \text{ coeff of } q^d \text{ in } s_{1,1}|_{T_{l^{p^k}}} = -2 \text{ coeff of } q^d \zeta^r \text{ in } \phi_{1,1}|_{T_{l^{p^k}}}
\]
and thus
\[
Tr_{l^{p^k+1}}(d) = 2\tilde{Tr}_{l^{p^k}}(d) - Tr_{l^{p^k}}(d)
\]
\[
= - \text{ coeff of } q^d \zeta^r \text{ in } (2\phi_{1,1}|_{T_{l^{p^k}}} - \sum_{u|l^{p^k}} 2^u \phi_{u|2})
\]
by the induction hypothesis.
\[
= - \text{ coeff of } q^d \zeta^r \text{ in } (2\phi_{1,1}|_{T_{l^{p^k}}} - \sum_{i=1}^{k} \sum_{v|l} 2^i \phi_{i|2} + \sum_{v|l} \phi_{v|2})
\]
\[
= - \text{ coeff of } q^d \zeta^r \text{ in } (2\phi_{1,1}|_{T_{l^{p^k}}} - \sum_{i=0}^{k} \sum_{v|l} \phi_{i|2} + \sum_{v|l} \phi_{v|2})
\]

Lemma 4.

\[ \phi_{v^2p^2i,1}|_{V_p} = p\phi_{v^2p^2i+2,p} + \phi_{v^2p^2i,p} \]

for \((v, p) = 1\) where \(|_{V_p}: j_{2,1} \to j_{2,p}, \sum_{\sigma} c(n, r)q^n \to \sum_{\sigma} (\sum_{\alpha(n, r, p)} ac(np/a^2, r/a))q^n\). 

Proof. (lemma)

For \(c(n, r) = c(4n - r^2) = B(v^2p^2i, 4n - r^2)\), we get \(B(v^2p^2i, 4n - r^2) \to \sum_{\sigma} (\sum_{\alpha(n, r, p)} ac(np/a^2 - r^2/a^2)) = \sum_{\sigma(n, r, p)} ac(4np - r^2/a^2).\)

If \(4np - r^2 = -v^2p^{2i+2}\), then

\[
\phi_{v^2p^2i+2}(v_p) = ( -v^2p^2i + p) = 1 + p
\]

by exactly the same approach and finally, it is 0 otherwise. Hence \(\phi_{v^2p^2i,1}|_{V_p}\) is really of the claimed form by uniqueness of \(\phi_{D,p}\).

It follows by the above lemma that

\[ Tr_{p^{k+1}}(d) = \text{coefficient of } q^n \zeta^r \text{ in } (2\sum_{i=0}^{k} \sum_{v|l} v^i p^i (\phi_{v^2p^2i+2,p} + \phi_{v^2p^2i,p}) - \sum_{i=1}^{k} \sum_{v|l} 2v^i p^i \phi_{v^2p^2i,p} - \sum_{v|l} v\phi_{v^2}) \]

From now we will focus only on the coefficient of \(q^n \zeta^r\)

\[
= \sum_{i=0}^{k} \sum_{v|l} 2v^i p^{i+1} \phi_{v^2p^2i+2} + 2v^i p^i \phi_{v^2p^2i+2} + \sum_{v|l} 2v^i p^i \phi_{v^2p^2i+2} + \sum_{v|l} v\phi_{v^2} \]

\[
= \sum_{i=0}^{k} \sum_{v|l} 2v^i p^{i+1} \phi_{v^2p^2i+2} + \sum_{v|l} v\phi_{v^2} = \sum_{i=1}^{k+1} \sum_{v|l} 2v^i p^i \phi_{v^2p^2i} + \sum_{v|l} v\phi_{v^2}
\]

Let \(z \in \mathbb{H}\) and consider \(\frac{1}{m} j_{p,m}(z)\). Then

\[ j_p(\tau) = j_p(z) - q^{-1} \exp \left( - \sum_{m=1}^{\infty} \frac{1}{m} j_{p,m}(z) q^m \right) \]

Now we have all the tools to prove a generalized Borcherds product formula for the Fricke Group. We have

\[ j_p(\tau) = j_p(z) - q^{-1} \exp \left( - \sum_{m=1}^{\infty} j_{p,m}(z) q^m / m \right) \]

and by taking the modified Hilbert class polynomial on both sides we get

\[ H_d(j_p(\tau)) = \prod_{Q \in \Gamma_0(p) \setminus Q_{d,p}} (j_p(\tau) - j_p(\alpha_Q))^{1/w_Q} = q^{-H(d)} \exp \left( - \sum_{m=1}^{\infty} \frac{j_{p,m}(\alpha_Q) q^m}{w_Q / m} \right) \]

\[ = q^{-H(d)} \exp \left( \sum_{m=1}^{\infty} Tr_m(d) q^m / m \right) \]
Using our claim that $T_{rm}(d) = - \sum_{u|m} u2^e B(u^2, d)$, we get

$$
\mathcal{H}_d(j_p(\tau)) = q^{-H(d)} \exp \left( \sum_{m=1}^{\infty} \sum_{u|m} u2^e B(u^2, d) \frac{q^m}{m} \right)
$$

$$
= q^{-H(d)} \exp \left( \sum_{u=1}^{\infty} u2^e B(u^2, d) \sum_{m=1}^{\infty} q^{um}/um \right)
$$

$$
= q^{-H(d)} \exp \left( \sum_{u=1}^{\infty} 2^e B(u^2, d) \sum_{m=1}^{\infty} -(q^u)^m/m \right)
$$

$$
= q^{-H(d)} \exp \left( \sum_{u=1}^{\infty} -2^e B(u^2, d) \log(1 - q^u) \right)
$$

$$
= q^{-H(d)} \prod_{u=1}^{\infty} \left( 1 - q^u \right)^{-2^e B(u^2, d)}
$$

$$
= q^{-H(d)} \prod_{u=1}^{\infty} \left( 1 - q^u \right)^{2^e A(u^2, d)}
$$

with $A(u^2, d)$ the coefficient of the associated dual form of weight $1/2$. 
Now we prove the above product expansion for all primes $p | \# M$. The idea is that we will translate Borchers theorem on automorphic forms with singularities on Grassmannian in terms of modular forms for the Fricke group. For some $p | \# M$, we will lift a multiple of the form $f_d$ to a vector valued modular form of weight $1/2$ for some Weil representation of a lattice $M$, denoted $\rho_M$. We then use Borchers theorem as a black box and prove the existence of a meromorphic function of weight $0$ on $\mathbb{H}$ whose divisors are those of the modified Hilbert class polynomial of discriminant $-d$, $\mathcal{H}_{d,p}(f_p(\tau))$. As a corollary, we derive that the trace function is a Jacobi form of weight $1$ and index $p$. It is thus a weight $3/2$ modular form on the Kohnen plus-space via identification of Fourier coefficients. For the rest of this section, we always consider the principal branch of the square root, namely $(-\pi/2, \pi/2)$.

**Definition 10.** The Metaplectic group $M_{p^2}(\mathbb{R})$ is the group of pairs

$$(A, \phi(\tau))$$

with $M \in SL_2(\mathbb{R})$ and $\phi: \mathbb{H} \rightarrow \mathbb{C}$ a holomorphic function satisfying $\phi(\tau)^2 = c\tau + d$. The group law is

$$(A_1, \phi_1(\tau))(A_2, \phi_2(\tau)) = (A_1A_2, \phi_1(A_2\tau)\phi_2(\tau))$$

which is well defined by the cocycle property of $j(A, \tau) = c\tau + d$.

This group is a double cover of $SL_2(\mathbb{R})$. There is thus a locally isomorphic embedding from $SL_2(\mathbb{R}) \hookrightarrow M_{p^2}(\mathbb{R})$ given by $A \mapsto (A, \sqrt{c\tau + d})$. We will refer to this map as the covering map. The idea of double cover can be understood from the existence of the short exact sequence

$$\{ \pm 1 \} \hookrightarrow M_{p^2}(\mathbb{R}) \twoheadrightarrow SL_2(\mathbb{R})$$

Let $M_{p^2}(\mathbb{Z})$ be the image of $SL_2(\mathbb{Z})$ in $M_{p^2}(\mathbb{R})$ under the covering map. Then $M_{p^2}(\mathbb{Z}) = \langle (T, 1), (S, \sqrt{\tau}) \rangle$ with relations $S^2 = (ST)^3 \equiv Z = (-I, i)$. We leave as a fact that $Z$ generates the center of $M_{p^2}(\mathbb{Z})$. We now define a representation of this group arising from a lattice $M$ with attached quadratic form $Q(x)$. Recall that a lattice $M$ is a free $\mathbb{Z}$-module with positive definite bilinear form $B(x, y)$. From this bilinear form, we can define the quadratic form $Q(x) = \frac{1}{2}B(x, x)$. Hence, given a lattice $M$ and the (assumed) non-degenerate attached quadratic form $Q(x)$, we can always diagonalize $Q$ so that

$$Q(x) = \sum_{i=1}^{m} a_i x_i - \sum_{i=m+1}^{m+n} b_i x_i$$

with $Q$ acting on $M \otimes \mathbb{Q}$ and where $a_i, b_i > 0$. Using this diagonalization, we can define the signature of a lattice to be $(b^+, b^-)$ where $b^+ = m, b^- = n$ are the number of positive and negative eigenvalues of the matrix form of $Q$. A natural object coming along with our lattice $M$ is the notion of dual lattice $M' = \{ x \in M \otimes \mathbb{Q} : B(x, y) \in \mathbb{Z}, \forall y \in M \}$ and discriminant group $M'/M$. As $M$ is a subgroup of same rank as $M'$, their quotient is a finite abelian group. This means that the associated group algebra $\mathbb{C}[M'/M]$ is a finite dimensional vector space. This is the vector space that we will use to define the Weil representation of our Metaplectic group of order $2$. From now on, we will denote the basis of $\mathbb{C}[M'/M]$ by $(e_\gamma)_{\gamma \in M'/M}$. From there, to define a representation of $M_{p^2}(\mathbb{Z})$ on $\mathbb{C}[M'/M]$, it suffices to define how the generators $T, S$ act on the basis $(e_\gamma)_{\gamma}$.

**Definition 11.** We define the Weil representation

$$\rho_M : M_{p^2}(\mathbb{Z}) \rightarrow GL(\mathbb{C}[M'/M])$$
This representation is unitary.

**Remark 1.** This representation is often referred to in the literature as being the Weil representation attached to the quadratic module \((M'/M, Q)\).

Finally, one last definition

**Definition 12.** Let \(M\) be an even lattice of signature \((2, n)\) equipped with a non-degenerate quadratic form \(Q(x) = \frac{1}{2}B(x, x)\), \(M'\) its dual and \(C[M'/M]\) the group ring of \(M'/M\) with basis \((e_\gamma)_{\gamma \in M'/M}\). A vector valued modular form of weight \(k \in \frac{1}{2} \mathbb{Z}\) and type \(\rho_M\) is a holomorphic function \(F: \mathbb{H} \rightarrow C[M'/M]\)

\[
F(\tau) = \sum_{\gamma \in M'/M} f_\gamma(\tau)e_\gamma
\]

on the upper half-plane satisfying

\[
f_\gamma(\tau + 1) = e(Q(\gamma))f_\gamma(\tau)
\]

\[
f_\gamma(-1/\tau) = \sqrt{\tau}^{2k} \sqrt{1/|M'|/M|} \sum_{\delta \in M'/M} e(-B(\gamma, \delta))f_\delta(\tau)
\]

**Remark** that if we define

\[
F|_k(A)(\tau) = \sqrt{\tau + d}^{2k} \rho_M(A)^{-1}f(\tau)
\]

for \(A \in M_{p_1}(\mathbb{Z})\) we obtain that \(F\) transforms like a modular form of weight \(k\) and automorphy factor \(\rho_M\) if \(F|_k = F\). We can check that \(F|_k(A)\) is \(F|_k(AB)\) and so it suffices to define a vector valued modular form only with respect to the generators \(T, S\).

Let \(p\) be a prime dividing the order of the Monster \(\mathbb{M}\) and consider \(M\) to be the 3-dimensional even lattice of all symmetric matrices of the form

\[
\xi = \begin{pmatrix}
c/p & -b/2p \\
-b/2p & a/p
\end{pmatrix}
\]

with \(a/p, b/2p, c \in \mathbb{Z}\) with norm \(B(\xi, \xi) = -2p\det(\xi) = (b^2 - 4ac)/2p\). The lattice \(M\) splits naturally according to its diagonal elements as the direct sum of the 2-dimensional hyperbolic unimodular even lattice \(\mathbb{Z} \begin{pmatrix} 1/p & 0 \\ 0 & 0 \end{pmatrix} + \mathbb{Z} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}\) and the lattice \(\mathbb{Z} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\) of norm 2. Its dual lattice is the set of matrices

\[
\begin{pmatrix}
c/p & -b/2p \\
-b/2p & a/p
\end{pmatrix}
\]

with \(a/p, b, c \in \mathbb{Z}\). The discriminant group \(M'/M\) can be naturally identified with \(\mathbb{Z}/2p\mathbb{Z}\) by mapping a matrix of \(M'\) to the value of \(b[2p]\) and \(\Gamma_0(p)^*\) acts on \(M\) via orthogonal transformations \(v \mapsto XvX^t\) for \(v \in M, X \in \Gamma_0(p)^*\). In fact the automorphism group of \(M\) is precisely \(\Gamma_0(p)^*\) [2]. This is the major fact we need in order to use Borcherds theorem. Consider

\[
Gr(M) = \{v \in M \otimes \mathbb{R} : \text{dim}(v) = 2, Q|_v \geq 0\}
\]
the Grassmannian of $M$. If we let $X_M$ and $Y_M$ (of same norm) be an oriented orthogonal base of some element $v \in Gr(M)$, then we can map $v$ to the point $Z_M = X_M + iY_M \in M \otimes \mathbb{C}$ (which implies that $Z_M$ has norm 0 by definition of $X_M, Y_M$). We can see that any such basis (and thus point $Z_M$) is represented by a matrix $\begin{pmatrix} t & \tau \\ \tau & 1 \end{pmatrix}$ for $\tau \in \mathbb{H}$. This is simply mapping a point $\tau \in \mathbb{H}$ to the 2-dimensional positive definite space spanned by the real and imaginary part of the norm 0 vector $\begin{pmatrix} t \\ \tau \end{pmatrix}$ which is indeed a surjective application and every element of the Grassmannian can be reached this way. Now we recall some definitions for modular forms of half-integral weight. Let $\mathcal{G}$ be the group consisting of all pairs $(A, \psi(\tau))$ with $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2^+(\mathbb{R})$ and $\psi(\tau)$ a holomorphic function on $\mathbb{H}$ satisfying $|\psi(\tau)| = (\det A)^{-1/4}|c\tau + d|^{1/2}$ and whose group operation is defined by

$$(A, \psi_1(\tau))(B, \psi_2(\tau)) = (AB, \psi_1(B\tau)\psi_2(\tau))$$

For $f: \mathbb{H} \to \mathbb{C}$ and $\zeta = (A, \psi(\tau)) \in \mathcal{G}$, we let $f|_{\zeta}^{k+1/2} = f|_{\zeta} = \psi(\tau)^{-2k-1}f(A\tau)$. It follows that $f|_{\zeta_1}^{k+1/2} = f|_{\zeta_2}^{k+1/2}$. There is a natural monomorphism $\Gamma_0(4) \to \mathcal{G}$ given by $A \mapsto A^* = (A, j(A, \tau))$, where $j(A, \tau) = (\frac{\zeta}{A})^{-1/2}(c\tau + d)^{1/2}$ for $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$. Then, we’ll say that $f$ is a modular form of weight $k + 1/2$ on $\Gamma_0(4N)$ if it satisfies $f|_{A^*} = f$ for every $A \in \Gamma_0(4N)$ and is holomorphic at the cusps. Otherwise, if we allow our function to have poles at cusps, we’ll employ the natural terminology of saying that our function is a weakly holomorphic modular form of half-integral weight.

Let $f = \sum_{n \in \mathbb{Z}} c(n)q^n \in M^!_{1/2}(\Gamma_0(4p))$ be a weakly holomorphic modular form of weight $1/2$ and consider $\beta \in \mathbb{Z}/2p\mathbb{Z}$ for which we set

$$h_{\beta}(\tau) = 2^{s(\beta, p)} \sum_{n \equiv \beta^2[4p]} c(n)q^{n/4p}$$

where $s(\beta, p) = 1$ if $\beta \equiv 0, p \ [2p]$ and 0 otherwise. We can see that

$$h_{\beta}(\tau + 1) = e_{4p}^{\beta^2} h_{\beta}(\tau)$$

Also, for $j$ coprime to $4p$, we let $f_j = f|_{\left(\begin{array}{cc} 1 & 0 \\ 4p & 1 \end{array}\right)^p} |_{4p}$ where $W_{4p} = \left(\begin{array}{cc} 0 & 1 \\ 4p & 0 \end{array}\right), (4p)^{1/4}\sqrt{-i\tau}$. By definition $f_j = f|_{\left(\begin{array}{cc} 4p & -1 \\ 16p^2 & 0 \end{array}\right)^2} |_{4p}$ and if we let $b, d$ integers satisfying $jd - 4pb = 1$ with $\psi_j = \left(\frac{4p}{\tau}\right) \sqrt{\left(\frac{-1}{\tau}\right)} e^{-1}$, then we get that $\left(\begin{array}{cc} j & b \\ 4p & d \end{array}\right)^* \left(\begin{array}{cc} 4p & -d \\ 0 & 4p \end{array}\right), \psi_j = \left(\begin{array}{cc} 4p & -1 \\ 16p^2 & 0 \end{array}\right), 2\sqrt{-p\tau}$. Hence we can rewrite

$$f_j = f|_{\left(\begin{array}{cc} j & b \\ 4p & d \end{array}\right)^*} |_{4p} = \psi_j^{-1} f\left(\tau - \frac{j^{-1}}{4p}\right)$$

and see that

$$f\left(\begin{array}{cc} 1 & j \\ 0 & 4p \end{array}\right)^{1/4} |_{4p} = \psi_j^{-1} f\left(\tau - \frac{j^{-1}}{4p}\right)$$

(1)
where $j^{-1}$ denotes the inverse of $j$ modulo $4p$. The left hand side of (1) is

$$(4p)^{-1/4} f \left( \frac{\tau + j}{4p} \right) |_{W_{4p}} = (4p)^{-1/4} \left( \sum_{n \in \mathbb{Z}} c(n) \zeta_{4p}^{n} q^{n/4p} \right) |_{W_{4p}} = (4p)^{-1/4} \left( \sum_{\beta \in [2p]} \zeta_{4p}^{\beta j} \right) |_{W_{4p}}$$

and the right hand side is

$$\psi_{j}^{-1} \left( \sum_{n \in \mathbb{Z}} c(n) \zeta_{4p}^{-nj} q^{n} \right) = \psi_{j}^{-1} \left( \sum_{\beta \in [2p]} \zeta_{4p}^{-\beta j} \right) (4p \tau).$$

Replacing $\tau$ by $\tau/4p$ in (2) and (3), we get

$$\sum_{\beta \in [2p]} \zeta_{4p}^{\beta j} h_{\beta}(-1/\tau) = \left( \frac{4p}{j} \right) \sqrt{\frac{-1}{j}} \sqrt{\tau} \cdot \sum_{\beta \in [2p]} \zeta_{4p}^{-\beta j} h_{\beta}(\tau).$$

Let $R$ be a $2p \times 2p$ matrix defined by $R = \left( \frac{\zeta_{4p}^{-1} \zeta_{2p}^{-1}}{\sqrt{4p}} \right)_{0 \leq i, \beta < 2p}$. To show that $\sum_{\beta \in [2p]} h_{\beta} \zeta_{\beta}$ is a vector valued modular form, we check that

$$A \left( \begin{array}{c} h_{0} \\ \vdots \\ h_{\beta} \\ \vdots \end{array} \right) (-1/\tau) = \sqrt{\tau} R \left( \begin{array}{c} h_{0} \\ \vdots \\ h_{\beta} \\ \vdots \end{array} \right) (\tau).$$

for some matrix $A$ with $2p$ columns of which the first $p + 1$ ones are linearly independent and span the other ones. We take $A = \left( \frac{\zeta_{4p}^{\beta j}}{\zeta_{4p}^{\beta j}} \right)_{1 \leq j \leq (4p)}$ where $j_{l}$ is the $l$-th largest element in the set

$\{ j \mid 1 \leq j \leq 4p \mathrm{ and } (j, 4p) = 1 \}$. We can check that the rank of $A$ is $p + 1$ unless $p = 2$ but since we’ve already worked out this case before, we will not go over it. From the Gauss quadratic sum identity it follows that $AR = \left( \frac{4p}{\eta} \right) \sqrt{-\eta} \left( \frac{-1}{\eta} \right)^{-1/2} \sum_{1 \leq l \leq (4p)/(2p)} A_{\beta \leq (4p)/(2p)}(\beta j)$. Identity (6) follows from (4).

Now we work out the Borcherds lift of our vector valued modular form. Take $M$ as before, let $G(M)$ denote the Grassmannian of $M$ and recall that it can be identified with the upper half plane by mapping $\tau \in \mathcal{H}$ to the two dimensional positive definite definite spaces spanned by the real and imaginary parts of the norm zero vector $\left( \frac{\tau^{2}}{\tau} \right)$. Let $F = \sum_{\beta \in [2p]} h_{\beta} \zeta_{\beta}$ be the vector valued modular form associated to $f = \sum_{n \in \mathbb{Z}} c(n) q^{n} \in M_{1/2}(\Gamma_{0}(4p))$ as presented above. We write $\sum_{n \in \mathbb{Z}} c_{\beta} (n/4p) e(n \tau/4p)$ for the Fourier expansion of $h_{\beta}(\tau)$ so that $c_{\beta}(n/4p) = 2^{(\beta, n)} c(n)$ for
with primes, say \( \Gamma \) form of weight 0 for some unitary character of \( \text{Aut}(M,F) \).

1. \( \Psi_f \) is an automorphic form of weight \( c_0(0)/2 \) for the group \( \text{Aut}(M,F) \) with respect to some unitary character \( \chi \) of \( \text{Aut}(M,F) \).

2. The only zeros or poles of \( \Psi_f \) lie on the rational quadratic divisors \( \lambda \perp \lambda' \) for \( \lambda \in M, \lambda^2 < 0 \) and are zeros of order

\[
\sum_{0 < \beta \in \mathbb{R}_+ \setminus M'} c_{x\lambda}(x^2\lambda^2/2)
\]

or poles if this number is negative.

Translating the above in our setting gives

**Theorem 16.** (Borcherds theorem for the Fricke Group)

1. For some \( h \), the Borcherds lift of \( f \) is defined as

\[
\Psi_f(\tau) = q^{-h} \prod_{n \geq 1} (1 - q^n)^{c_{\beta}(n^2/4p)}
\]

where for each \( n > 0 \) we take the Fourier coefficient having \( \beta \equiv n[2p] \).

Then \( \Psi_f \) is a meromorphic modular form of weight \( c_0(0)/2 \) and some unitary character \( \chi \).

2. The possible zeros or poles of \( \Psi_f \) occur either at cusps or at imaginary quadratic irrationals \( \alpha \in \mathbb{H} \) satisfying \( pax^2 + b\alpha + c = 0 \) with \( (a,b,c) = 1 \). Also, letting \( \delta = b^2 - 4pc < 0 \), we obtain the multiplicity of the zero of \( \Psi_f \) at \( \alpha \) which is given by \( \sum_{n > 0} c_{\beta}(\delta n^2/4p) \) where for each \( n > 0 \), \( \beta \) is chosen such that \( \beta^2 \equiv \delta n^2[4p] \).

We are almost there since the Fourier coefficients \( c_{\beta} \) have the shape we have obtained for the primes \( p = 2,3,5 \). Consider one of the weakly holomorphic modular forms we have constructed previously, say \( \psi_{d,p} \) in \( M_{1/2}(\Gamma_0(4p)) \). It has Fourier expansion of the form \( q^{-d} + \sum_{D \geq 1} A(D,d)q^D \) and its constant term is 0. Taking its Borcherds lift, we obtain that \( \psi_{d,p} \) is a meromorphic modular form of weight 0 for some unitary character of \( \Gamma_0(p)^* \) with \( q \)-product expansion given by

\[
\Psi_{\psi_{d,p}}(\tau) = q^{-h} \prod_{n = 1}^{\infty} (1 - q^n)^{A^*(n^2,d)}
\]

for some \( h \) where \( A^*(n^2,d) = 2A(n^2,d) \) if \( p \mid n \) and \( A(n^2,d) \) otherwise. Pick an integer \( \beta[2p] \) with \( \beta^2 \equiv -d[4p] \). By the above theorem again, we have the zeros of \( \Psi_{\psi_{d,p}} \) occur at \( \alpha_Q \) for every \( Q \in Q_{d,p,\beta} \) with multiplicity 2\( \delta(\beta,p) \) = 1 if

\[
p \nmid \beta \iff \beta \not\equiv -\beta[2p] \iff W_p \circ Q \notin Q_{d,p,\beta}
\]

and multiplicity 2\( \delta(\beta,p) \) = 2 if

\[
p \mid \beta \iff \beta \equiv -\beta[2p] \iff W_p \circ Q \in Q_{d,p,\beta}
\]

Now if we consider the modified Hilbert class polynomial, we can see that the multiplicity of the zero of \( j_p(\tau) - j_p(\alpha_Q) \) at \( \alpha_Q \) is \( w_Q(\Gamma_0(p)^*) = w_Q(\Gamma_0(p)) \) if

\[
W_p \circ Q \neq Q[\Gamma_0(p)]
\]
and is $w_Q(\Gamma_0(p)^*) = 2w_Q(\Gamma_0(p))$ if

$$W_p \circ Q = Q[\Gamma_0(p)]$$

We see that $\Psi_{f_{d,p'}}$ and $H_{d,p}$ have the same divisor on $\mathbb{H}$. Since some power of $\Psi_{f_{d,p'}}$ is a modular function for $\Gamma_0(p)^*$ and since $X_0(p)^*$ has only the cusp at $\infty$, the divisor of $\Psi_{f_{d,p}}$ on this curve has the form

$$\sum_{Q \in \Gamma_0(p) \setminus \mathbb{Q}_{d,p,b}} \left( j_p(\tau) - j_p(\mathfrak{a}_Q) \right) \frac{1}{Q(\Gamma_0(p))} = q^{-h} \prod_{n=1}^{\infty} (1 - q^n)^{A^*(n^2,d)}$$

where $h = H_p(d) = \sum_{Q \in \Gamma_0(p) \setminus \mathbb{Q}_{d,p,b}} w_Q(\Gamma_0(p))$.

**Corollary 3.** Let $p \nmid \#M$ and $\forall d \equiv \square[4p]$, we define $t(p)(d) = \sum_{Q \in \mathbb{Q}_{d,p,b}/\Gamma_0(p)} j_p(\mathfrak{a}_Q)$. We put $t(p)(-1) = -1$, $t(p)(0) = 2$ and $t(p)(d) = 0$ for $d < -1$. Then the series $\sum_{\tau} t(p)(4pn^2 - r^2)q^r \zeta^r$ is a weakly holomorphic Jacobi form of weight 2 and index $p$ and thus a weakly holomorphic modular form of weight $3/2$ and level $4p$ in the Kohnen plus-space.
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