CONSTRUCTION OF QUASIMODES FOR NON-SELFADJOINT OPERATORS VIA PROPAGATION OF HAGEDORN WAVE-PACKETS
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Abstract. We construct quasimodes for some non-selfadjoint semiclassical operators at the boundary of the pseudo-spectrum using propagation of Hagedorn wave-packets. Assuming that the imaginary part of the principal symbol of the operator is non-negative and vanishes on certain points of the phase-space satisfying a subelliptic finite-type condition, we construct quasimodes that concentrate on these non-damped points. More generally, we apply this technique to construct quasimodes for non-selfadjoint semiclassical perturbations of the harmonic oscillator that concentrate on non-damped periodic orbits or invariant tori satisfying a weak-geometric-control condition.
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1. Introduction and main results

1.1. Motivation. The study of the asymptotic behavior of wave or quantum propagation from the knowledge of the underlying classical dynamical system is the main objective of Semiclassical Analysis. The description of semiclassical asymptotics is intimately connected with the spectral
distribution of large energy quantum states and play a central role in the description of long-time behavior of quantum waves.

Selfadjoint operators on Hilbert spaces are fundamental in the description of quantum mechanics, since they modelize quantum observables. The spectral theory for selfadjoint operators provides precise bounds on the resolvent, together with very good control on functions of such operators solely in terms of the spectrum, which yields a good description of propagation phenomena for quantum models involving these operators. On the other hand, non-selfadjoint operators appear in several mathematical-physics problems such as convection-diffusion problems, Kramers-Fokker-Planck equations, damped wave equations, scattering poles or linearized operators in fluid dynamics (see [68] for an introductory survey on spectral properties of non-selfadjoint operators). Contrary to the selfadjoint case, the resolvent of a non-selfadjoint operator may be very large even at points of the complex plane which are far from the spectrum. This introduces difficulties in the study of wave-propagation subject to non-selfadjoint operators, crystallizing in the notion of pseudo-spectrum, given by the set of the points of the complex plane where the resolvent is “asymptotically large” containing the spectrum.

In this work we focus on the study of the pseudo-spectrum for certain non-selfadjoint semiclassical operators and give new constructions of quasimodes for such systems. However, to motivate our results and techniques, we first introduce some ideas coming from previous studies on selfadjoint operators, particularly from the construction of eigenfunctions and quasimodes concentrating on low dimensional submanifolds of the phase-space.

Let us recall some of these ideas for the well understood example of the quantum harmonic oscillator (see [3] for a complete description of quantum limits and semiclassical measures for sequences of eigenfunctions of the harmonic oscillator and [19] [20] [53] for previous works in the study of phase-space concentration of quantum states of harmonic oscillators). The large energy distribution of the quantum states of the harmonic oscillator matches with the quasiperiodic structure of the classical Hamiltonian flow. Particularly, one can find sequences of eigenfunctions for the quantum harmonic oscillator that concentrate, in phase-space sense, on periodic orbits or minimal invariant tori by the classical Hamiltonian flow. To fix ideas, let us consider the stationary Schrödinger equation associated with the quantum harmonic oscillator:

\begin{equation}
\hat{H}_\hbar \Psi_\hbar = \lambda_\hbar \Psi_\hbar(x), \quad \|\Psi_\hbar\|_{L^2(\mathbb{R}^d)} = 1,
\end{equation}

for the Hamiltonian \(\hat{H}_\hbar\) given by

\begin{equation}
\hat{H}_\hbar := \frac{1}{2} \sum_{j=1}^{d} \omega_j \left(-\hbar^2 \partial^2_{x_j} + x_j^2\right), \quad \omega = (\omega_1, \ldots, \omega_d) \in \mathbb{R}^d_+,
\end{equation}

where \(\omega\) is called vector of frequencies and \(\hbar > 0\) is a small semiclassical parameter. The semiclassical asymptotics for this system can be described in connection with the classical dynamics on \(T^*\mathbb{R}^d \simeq \mathbb{R}^{2d}\) of the Hamiltonian system generated by the harmonic oscillator

\[ H(x, \xi) := \frac{1}{2} \sum_{j=1}^{d} \omega_j (\xi_j^2 + x_j^2), \quad (x, \xi) \in T^*\mathbb{R}^d \simeq \mathbb{R}^{2d}. \]

Precisely, the spectrum of \(\hat{H}_\hbar\) consists of a discrete sequence of eigenvalues \((\lambda_{\hbar,k})_{k \in \mathbb{N}^d_0}\) tending to infinity for any fixed \(\hbar > 0\). This sequence is totally explicit, and given by

\begin{equation}
\lambda_{\hbar,k} = \hbar \sum_{j=1}^{d} \omega_j \left(k_j + \frac{1}{2}\right), \quad k = (k_1, \ldots, k_d) \in \mathbb{N}^d_0.
\end{equation}

The semiclassical limit arises when choosing sequences \((\hbar, k_\hbar)\) such that \(\lambda_\hbar = \lambda_{\hbar,k_\hbar} \to E_0\) as \(\hbar \to 0^+\). Here \(E_0 \in H(\mathbb{R}^{2d})\) is the classical energy, and modulo adding a constant to \(H\), it can be chosen as \(E_0 = 1\). For these sequences, the eigenstates \(\Psi_\hbar\) concentrate, in phase-space sense via the Wigner distribution, on the level set \(H^{-1}(1) \subset T^*\mathbb{R}^d\). Furthermore, due to the particularly simple quasiperiodic structure of the foliation of \(H^{-1}(1)\) by invariant tori for the flow \(\phi_t^H\) generated by the classical harmonic oscillator \(H\), one can more precisely find sequences \((\Psi_\hbar)\)
of eigenstates for $\hat{H}_h$ that concentrate near any prescribed minimal invariant torus $T \subset H^{-1}(1)$. This is shown in [3, Lemma 1].

The construction of such sequences can be carried out by different ways. A very versatile technique is based on the propagation of coherent states. Precisely, let

$$\varphi^h_0(z_0)(x) = \frac{1}{(\pi h)^{d/4}} e^{-\frac{1}{h}|x-x_0|^2} e^{\frac{i}{\hbar}z_0 \cdot (x-x_0)}, \quad z_0 = (x_0, \zeta_0) \in H^{-1}(1),$$

be a coherent state with center $z_0$. The semiclassical Wigner distribution $W_h[\varphi^h_0(z_0)](z)$ (see Definition 2.3 below) associated to $\varphi^h_0(z_0)$ converges, in the weak-* topology of distributions, to the measure $\delta_{z_0}$. On the other hand, the time evolution for this coherent state by the quantum flow of $\hat{H}_h$ is given by

$$e^{-\frac{i}{\hbar}H \varphi^h_0[z_0]}(x) = e^{-i\frac{|w|^2}{2\hbar}} \varphi^h_0[\phi_t^H(z_0)](x), \quad t \in \mathbb{R},$$

where notice that the shape of the coherent-state is conserved, modulo a change in the phase, while the center point $z_0$ is translated into $\phi_t^H(z_0)$ by the classic flow. In particular, the Wigner distribution $W_h[e^{-\frac{i}{\hbar}H \varphi^h_0[z_0]]}$ converges weakly-* to $\delta_{\phi_t^H(z_0)}$.

Assuming for a moment that $\omega = (1, \ldots, 1)$, hence the flow $\phi_t^H$ is periodic with period $2\pi$, one can consider the sequence

$$\Psi_h(x) = \frac{1}{(\pi h)^{1/4}} \left( \frac{|dH(z_0)|}{2\pi} \right)^{1/2} \int_0^{2\pi} e^{\frac{i}{\hbar}z_0 \cdot x} e^{-\frac{i}{\hbar}H \varphi^h_0[z_0]}(x) dt,$$

which turns out to be asymptotically normalized in $L^2(\mathbb{R}^d)$ and to satisfy equation (1.4) for a suitable choice of the sequence $\lambda_h \to 1$ as $h \to 0^+$ (see [3, Lemma 1]). Moreover,

$$W_h[\Psi_h] \to^* \delta_{T_\omega(z_0)},$$

where $T_\omega(z_0)$ is the minimal torus issued from $z_0$ by $\phi_t^H$ (in this case, a periodic orbit). The apparently exotic normalizing constant appearing in (1.4) fits with the non-trivial stationary-phase concentration of

$$\|\Psi_h\|^2_{L^2(\mathbb{R}^d)} = \frac{|dH(z_0)|}{2\pi \sqrt{\pi h}} \int_0^{2\pi} \int_0^{2\pi} e^{\frac{i}{\hbar}z_0 \cdot x} e^{-\frac{i}{\hbar}H \varphi^h_0[z_0]} e^{-\frac{i}{\hbar}H \varphi^h_0[z_0]} L^2(\mathbb{R}^d),$$

near the diagonal $t \sim t'$.

This technique, based on the propagation of wave-packets by the quantum flow of the system, has been succesfully used to construct quasimodes, or approximate solutions to the stationary Schrödinger equation, for more general selfadjoint operators near periodic or quasiperiodic orbits: see for instance [19, 20] for some propagation and localization results on closed trajectories; see [53] for some quasimode constructions near closed trajectories via the use of Bargmann space, and [24, 25] for constructions of quasimodes for selfadjoint operators using propagation of coherent states near hyperbolic submanifolds. These works are part of a systematic study of propagation of wave-packets in the selfadjoint framework, see [17, 29, 30, 63] among others.

The main purpose of this work is to extend this technique to deal with non-selfadjoint operators whose symbols satisfy suitable principal-type conditions (see [22, Thm. 1.4]) at certain points (or more generally low-dimensional submanifolds) of the phase-space and reaching points of the complex plane at the boundary of the pseudo-spectrum, where the Hörmander-bracket condition fails (see [22, Thm 1.2] for construction of quasimodes under this condition).

As a particular application of our techniques, we will construct quasimodes for some non-selfadjoint perturbations of the quantum harmonic oscillator, although our approach is considerably flexible and can be used elsewhere. The propagation of wave-packets in the non-selfadjoint setting entails certain difficulties with respect to the selfadjoint case, essentially because the propagator is not unitary and one does not have apriori estimates on the propagator norm. This work pretends to clarify and overcome some of these difficulties (see [64] for some insights in this direction).
Recently, several authors have put their attention in the study of the propagation of Hagedorn wave packets for non-Hermitian quadratic operators (see [26, 27, 28, 46, 50] for a series of works in this project). Precisely, in [46], the interest is placed on the initial value problem

\[(i\hbar \partial_t + \text{Op}_h(q_t))\psi_h(t, x) = 0, \quad \psi_h(0, \cdot) = \psi^0_h \in L^2(\mathbb{R}^d),\]

where \(\text{Op}_h(\cdot)\) is the semiclassical Weyl quantization and \(q_t\) is a complex quadratic form on \(\mathbb{R}^{2d}\). The authors obtain explicit formulas for the propagation of Hagedorn wave-packets (and more generally excited coherent states) subject to this equation. Contrary to the self-adjoint case, the \(L^2\)-norm of the evolved states is no longer conserved, while the center of the wave-packet follows a trajectory in phase-space which is described in terms of a dynamical system coupling both the real and the imaginary parts of \(\mathcal{H}_t\).

We will first employ these propagation results to address the problem of constructing quasimodes for non-selfadjoint operators of the form

\[(1.1)\quad P_h := \tilde{V}_h + i\tilde{A}_h,\]

where \(\tilde{V}_h = \text{Op}_h(V), \tilde{A}_h = \text{Op}_h(A)\), and the symbols \(V, A \in S^k(\mathbb{R}^{2d}; \mathbb{R})\) are real valued and belong to the standard classes of symbols with growth \(\langle z \rangle^k\) at infinity:

\[(1.2)\quad S^k(\mathbb{R}^{2d}; \mathbb{R}) := \{a \in C^\infty(\mathbb{R}^{2d}; \mathbb{R}) : |\partial^\alpha a(z)| \leq C_\gamma \langle z \rangle^{\gamma}, \quad \gamma \in \mathbb{N}_0^{2d}\},\]

where \(\langle z \rangle := (1 + |z|^2)^{1/2}\). Moreover, we assume that \(A \geq 0\) and it has vanishing set \(A^{-1}(0)\) satisfying the following control condition at a given point \(z_0 \in A^{-1}(0)\):

\[(1.3)\quad (\text{GC}) : \text{There exists } t \in \mathbb{R} \text{ such that } A \circ \phi^V_t(z_0) > 0,\]

where \(\phi^V_t\) denotes the Hamiltonian flow generated by \(V\). In particular, \(\nabla A(z_0) = 0\) and \(\nabla V(z_0) \neq 0\), that is, \(V + iA\) satisfies a local principal-type condition at \(z_0\) (see [22, Eq. (1.6)]). The geometric control condition (GC) appears frequently in the study of damped waves (see [47, 61, 67]) as a necessary and sufficient condition to obtain exponential decay rates for the energy. Recently [43] this condition has also been studied in the anisotropic damped wave equation. Moreover, we will consider the particular case in which the point \(z_0\) satisfies the following stronger finite-type condition:

\[(1.4)\quad \gamma_0 = \gamma_0(A, V, z_0) := \langle X_V(z_0), \partial^2 A(z_0)X_V(z_0) \rangle > 0,\]

where \(X_V\) denotes the Hamiltonian vector field of \(V\). In particular, (1.4) implies (GC) for the point \(z_0\). This hypothesis has been treated into a more general framework in [22, 63] to obtain resolvent estimates for points of the complex plane near the value \(V(z_0) + iA(z_0)\). Under this hypothesis, for any \(N \geq 1\) and any

\[(1.5)\quad 0 < \beta_h \leq \left(C_N \hbar \log \frac{1}{\hbar} \right)^{2/3},\]

where \(C_N = C_0(N - 2/3)\) for some positive constant \(C_0 > 0\) depending only on \(\gamma_0\), we construct a quasimode at \(\lambda_h = V(z_0) + i\beta_h\) of width \(O(\hbar^{2/3} \exp(-\beta_h^{3/2}/C_0\hbar))\), and with related semiclassical measure given by \(\delta_{z_0}\). This leads to a converse result to [22, Thm. 1.4], and its extension obtained in [69, Thm. 1.2(B)] via the semigroup approach. In particular, our quasimode construction provides the following bound from below on the norm of the resolvent:

\[(1.6)\quad \left\| \left(\hat{P}_h - (V(z_0) + i\beta_h)\right)^{-1} \right\|_{L^2(L^2)} \geq c_0 \hbar^{-2/3} \exp(\beta_h^{3/2}/C_0\hbar),\]

for some \(c_0 > 0\). Notice that points \(z_0\) of the phase space satisfying (1.3) correspond to points \(V(z_0) + iA(z_0)\) of the complex plane at the boundary \(\partial \Lambda(V, A)\) of the pseudo-spectrum, see [22, Eq. (1.3)], defined by

\[(1.7)\quad \Lambda(V, A) := \{\zeta = V(z) + iA(z) : \{V, A\}(z) \neq 0\};\]

that is, we are concerned with points where the Hörmander bracket condition \(\{V, A\} \neq 0\) fails, see also [22, Thm 1.2] for constructions of quasimodes at points in the interior of the pseudo-spectrum, [40, Sect. 26.2] for a discussion of this condition, and [56] for quasimode constructions.
with generalizations of this condition in one-dimensional systems. Therefore, our result extends Thm. 1.2 (see also to points where \( A, V \) \( \{ z_0 \} = 0. \) We recall (see Thm. 12.8) that the more strict bracket condition \( \{ V, A \} \langle z_0 \rangle < 0 \) allows to conjugate the semiclassical operator, via the use of a Fourier integral operator (given in terms of a complex WKB construction associated to a positive Lagrangian submanifold of the complexification of \( T^* \mathbb{R}^d \)) microlocally near \( z_0 \), into a normal form given essentially by the annihilation operator of the harmonic oscillator at \( w_0 = (0, 0) \in \mathbb{R}^{2d} \) (see the proof of Thm. 12.8). When this condition fails at \( z_0 \), the construction of such a Fourier integral operator cannot be carried out, since the associated Lagrangian submanifold is no longer positive. However, one can still study the evolution equation associated with \( \tilde{P}_h \) microlocally near \( z_0 \) to obtain upper bounds on the resolvent (see Thms. 1.1 and 1.2]). Our approach uses the same idea, although, comparing with this work, we describe very precisely the evolution of a Hagedorn wave-packet by the non-selfadjoint flow, using the quadratic approximation of \( \tilde{P}_h \) near \( z_0 \) (in the spirit of Thm. 4.9), and then we estimate the remaining contributions to obtain a quasimode that saturates the resolvent estimate obtained in Thm. 12.8]. The main tool in is the use of an adapted FBI transform to the propagator of \( \tilde{P}_h \) microlocally near \( z_0 \). Alternatively, we use the Bargmann space to calculate the matrix elements of a microlocal approximation of \( \tilde{P}_h \) in a suitable orthonormal basis of excited coherent states (see Section 3.2).

To be more precise, our construction is based on the propagation of a wave-packet \( \varphi_0^h(z_0)(x) \), centered at \( z_0 \), by the quantum flow generated by a non-selfadjoint pseudodifferential operator for small (microlocal) time. We will consider a symbol \( \tilde{P} \) approximating the complex symbol \( V + iA \) near \( z_0 \), and we will write the solution \( \varphi_h(t, x) \) to the time-dependent Schrödinger equation

\[
(\imath h \partial_t + \text{Op}_h(\tilde{P})) \varphi_h(t, x) = 0, \quad \varphi_h(0, x) = \varphi_0^h(z_0)(x),
\]

in a suitable \( L^2 \)-basis \( \{ \varphi^h_{\alpha}(Z_t, z_t) \}_{\alpha \in \mathbb{N}^d} \) of excited coherent states. We will show that the evolution problem is well posed for small time \( t \in [-\delta, \delta] \) and initial data belonging to a suitable subspace of analytic functions defined in terms of the decay of their coefficients in the basis \( \{ \varphi^h_{\alpha}(Z_t, z_t) \} \), and in particular for initial data given by \( \varphi_0^h(z_0)(x) \). Then we will study the evolution of the elements of this basis by the propagator generated by the time-dependent quadratic approximation of \( \tilde{P}_h \) near the orbit issued from \( z_0 \) by the classical flow associated with the complex symbol of \( \tilde{P}_h \), using in particular Thm 4.9], and finally we will compare the evolution of these two systems employing Duhamel's principle. Our approach also extends some approximation results for solutions to the Schrödinger equation by wave-packets (see also Thm. 1.2] to the non-Hermitian framework. Finally, the quasimode \( \psi_h \) will be obtained as:

\[
\psi_h = \sqrt{\Theta_h} \int_{\mathbb{R}} \chi_h(t) e^{-\frac{\imath h}{2} (\alpha + i\beta)(t)} \varphi_h(t, x) dt,
\]

for some \( \chi_h \in C_0^\infty(\mathbb{R}) \) microlocalized near \( t = 0 \) and some normalizing constant \( \Theta_h \) so that \( \| \psi_h \|_{L^2(\mathbb{R}^d)} = 1 \). Intuitively, the positive number \( \beta_h \) balances the \( L^2 \)-density of \( \varphi_h(t, x) \) so that the semiclassical wave-front set of \( \psi_h \) concentrates at \( z_0 \) as \( h \to 0^+ \).

The results obtained here also apply to more general non-selfadjoint operators. In particular, let \( (\varepsilon_h) \) be a sequence of positive real numbers such that \( \varepsilon_h \to 0 \) as \( h \to 0^+ \), with \( h^2 \ll \varepsilon_h \leq h^\alpha \) for some \( 0 < \alpha < 2 \), we consider, as in [4], semiclassical perturbations of the quantum harmonic oscillator \( \tilde{H}_h \) of the form

\[
\tilde{P}_h := \tilde{H}_h + \varepsilon_h \tilde{V}_h + i h \tilde{A}_h,
\]

where \( \tilde{H}_h \) is the semiclassical harmonic oscillator and \( \tilde{V}_h, \tilde{A}_h \) are selfadjoint pseudodifferential operators with real valued symbols belonging in this case to \( S^0(\mathbb{R}^{2d}; \mathbb{R}) \).

In [4], the problem is focused on the study of the asymptotic pseudo-spectrum of \( \tilde{P}_h \) along sequences \( \lambda^h = \alpha_h + i h \beta_h \) such that

\[
(\alpha_h, \beta_h) \to (1, \beta), \quad \text{as } h \to 0^+,
\]

under the following weak-geometric-control condition. Let \( \delta > 0 \) and denote \( I_\delta = (1 - \delta, 1 + \delta) \):
(WGC): For every \( z_0 \in H^{-1}(I_\delta) \cap I_A^{-1}(0) \), there exists \( t \in \mathbb{R} \) such that \( \mathcal{I}_A \circ \phi_{t}^{\mathcal{J}_V}(z_0) > 0 \), where, for any \( a \in C^\infty(\mathbb{R}^{2d}) \), we denote by \( \mathcal{I}_a \) the average of \( a \) by the flow \( \phi_t^H \) of the harmonic oscillator:

\[
\mathcal{I}_a(z) := \lim_{T \to +\infty} \mathbb{1}_T \int_0^T a \circ \phi_t^H(z) dt,
\]

and \( \phi_t^{\mathcal{J}_V} \) is the Hamiltonian flow generated by \( \mathcal{I}_V \). In particular, see Appendix B \( \mathcal{I}_a \in C^\infty(\mathbb{R}^{2d}) \) provided that \( a \in C^\infty(\mathbb{R}^{2d}) \).

In [4, Thm. 1], it is shown that the quasi-eigenvalues of \( \hat{P}_h \) along sequences \( (\lambda_n^h) \) satisfying \( (\ref{1.14}) \) remain at distance \( \beta_h \gg \varepsilon_h \) from the real axis as \( h \to 0^+ \), for quasimodes of width \( o(\varepsilon_h) \). In other words, there exists an asymptotic spectral gap of width larger than \( \varepsilon_h \) near the real axis for the pseudo-spectrum of \( \hat{P}_h \). As a consequence of this result, the following resolvent estimate for \( \hat{P}_h \) holds: For every \( R > 0 \), there exists a constant \( \delta_R > 0 \) such that, for \( h > 0 \) small enough and for \( \varepsilon_h \geq \delta_R h^2 \),

\[
|1 - \text{Re} \lambda| \leq \delta, \quad \frac{\text{Im} \lambda}{h} \leq R \varepsilon_h \implies \left\| \left( \hat{P}_h - \lambda \right)^{-1} \right\|_{L(L^2)} \leq \frac{1}{\delta_R h \varepsilon_h}.
\]

On the other hand, under suitable analytical hypothesis on \( V \) and \( A \), and assuming a Diophantine property on \( \omega \), [4, Thm. 2] (see also [5]), one can show that the true spectrum of \( \hat{P}_h \) along sequences \( \lambda_n^h = \alpha_h + i h \beta_h \) satisfying \( (\ref{1.14}) \) is asymptotically at distance \( \lim \inf \beta_h = \beta \geq \epsilon \) from the real line, for some \( \epsilon = \epsilon(V, A) > 0 \). This means that the asymptotic spectral gap for the true eigenvalues of \( \hat{P}_h \), in the analytic case, is larger than the asymptotic spectral gap established in [4, Thm. 1] for the quasi-eigenvalues.

The remaining question is then if this different limiting behavior of the pseudo-spectrum and the true spectrum really occurs, or equivalently, if the spectrum lies deep inside the pseudo-spectrum (see [22] for a discussion of this phenomenon in non-selfadjoint problems and for references to one-dimensional examples).

We assume \( \varepsilon_h = h \) for simplicity, we answer this question, proving a converse for [4, Thm. 1]. Precisely, under a suitable finite-type control condition (see \( (1.24) \) below) we show that for any \( N \geq 1 \) and any \( \beta_h \) satisfying \( (1.19) \), there exists a quasimode \( (\psi^h_k) \) at \( \lambda^h_k = \alpha_h + i h \beta_h \) for \( \hat{P}_h \) of width \( O(h^{2/3} \exp(-h^{3/2}/C_0 h)) \). This confirms that the pseudo-spectrum of \( \hat{P}_h \), assuming that \( V \) and \( A \) are real analytic, lies in a wider strip containing the asymptotic spectrum in the semiclassical limit.

To construct such a quasimode \( (\psi^h_k, \lambda^h_k) \) for \( \hat{P}_h \), we first conjugate the operator \( \hat{P}_h \) into a quantum Birkhoff normal form \( \hat{P}_h = \hat{H}_h + h \mathcal{O}(h)(\mathcal{P}_h) + O(h^N) \), where \( \mathcal{P}_h = P + O(h) \) has principal symbol \( P = V + iA \), so that the perturbation \( \mathcal{O}(h)(\mathcal{P}_h) \) commutes with \( \hat{H}_h \). To this aim we assume a Diophantine property on \( \omega \) (see \( (1.23) \) below). The construction of the normal form is now standard, and we give it in Appendix B. We then propagate a wave packet \( \varphi^h_0(z_0) \) centered at \( z_0 \) by both the quantum flow of the harmonic oscillator and the non-selfadjoint flow generated by \( \mathcal{O}_h(\mathcal{P}_h) \), obtaining our quasimode \( \psi^h_1 \) as a quantum average of \( \varphi^h_0(z_0) \) on the minimal invariant torus \( \mathcal{T}_\omega(z_0) \) issued from \( z_0 \) by \( \phi^H_t \), and (microlocally) on the orbit issued from \( \mathcal{T}_\omega(z_0) \) by the “non-selfadjoint” flow generated by \( \mathcal{P}_h \), which is transversal to the flow \( \phi^H_t \) due to condition (WGC), in a similar way as \( (1.12) \), see \( (1.25) \) below.

### 1.2. Statement of our results.

In this section we state the main results of this article. We first recall the precise definition of quasimode.

**Definition 1.1.** Let \( \hat{P}_h = \mathcal{O}_h(P) \) be a semiclassical pseudo-differential operator. A quasimode \((\psi_h, \lambda_h)\) for \( \hat{P}_h \) is a sequence of solutions to

\[
\hat{P}_h \psi_h = \lambda_h \psi_h + R_h, \quad ||\psi_h||_{L^2(\mathbb{R}^d)} = 1, \quad h \leq h_0,
\]

where \( r_h := ||R_h||_{L^2(\mathbb{R}^d)} \to 0^+ \). The sequence \((r_h)\) is called the width of the quasimode, and is typically of order \( o(h) \).
Our first result concerning the operator $\hat{P}_\hbar$ given by (1.6) shows that it is possible to construct $O(\hbar^N)$-quasimodes for this operator concentrating on a given point $z_0 \in A^{-1}(0)$ satisfying (1.8).

**Theorem 1.1.** Let $A, V \in S^k(\mathbb{R}^{2d}; \mathbb{R})$ with $A \geq 0$. Let $z_0 \in A^{-1}(0)$ such that

\begin{equation}
(1.17) \quad \gamma_0 = \gamma_0(A, V, z_0) := \langle X_V(z_0), \partial^2 A(z_0)X_V(z_0) \rangle > 0.
\end{equation}

Then, there exists a constant $C_0 > 0$ depending only on $\gamma_0$ such that, for any $N \geq 1$ and any $\beta_\hbar$ satisfying (1.9), where $C_N = C_0(N - 2/3)$, there exists a quasimode $(\psi_\hbar, \lambda_\hbar)$ for $\hat{P}_\hbar$ of width $O(\hbar^{2/3} \exp(-\beta_\hbar^{3/2} / C_0 \hbar))$ at $\lambda_\hbar = V(z_0) + i \beta_\hbar$, and

\begin{equation}
(1.18) \quad W_{\hbar}[\psi_\hbar] \rightarrow \ast \delta_{z_0},
\end{equation}

where $W_{\hbar}[\psi_\hbar]$ is the semiclassical Wigner distribution of $\psi_\hbar$ (see Definition 2.2 below).

**Remark 1.1.** Notice that, when $\beta_\hbar$ reaches the upper bound in (1.9), the width of the quasimode $(\psi_\hbar, \lambda_\hbar)$ given by Theorem 1.1 becomes of order $O(\hbar^N)$. Using a diagonal argument in $\hbar$ and $N$, with the hypothesis of Theorem 1.1 one can prove the existence of quasimodes of width $O(\hbar^\infty)$ with $\hbar^{2/3 - \epsilon} \gg \beta_\hbar \gg (\log \hbar^{-1})^{2/3}$ for every $\epsilon > 0$. An interesting question that we do not cover in this article is to give necessary and sufficient hypothesis on the symbols $A$ to construct quasimodes of width $O(\hbar^{2/3} \exp(-\beta_\hbar^{3/2} / C_\hbar \hbar))$ for larger $\beta_\hbar \rightarrow 0^+$. Notice that, when $\lim_{\hbar \rightarrow 0} \beta_\hbar = \beta > 0$ and the symbols $V$ and $A$ are analytic, one retrieves the exponential quasimodes of [22, Thm. 1.2] in the interior of the pseudo-spectrum.

**Remark 1.2.** Condition (1.14) can be weakened. Indeed, for our results to hold it is enough that $\partial^{2m}A[X_V](z_0) > 0$ for some $m \geq 1$, where $\partial^{2m}A[X_V]$ denotes the $2m$-tensor of derivatives with all entries evaluated at $X_V$. In this case, one can construct quasimodes of width $O(\hbar^{2m+1} \exp(-\beta_\hbar^{2m+1}/2m! / C_\hbar \hbar))$ for

\[0 \leq \beta_\hbar \leq (C_N \hbar \log \hbar^{-1})^{2m/(2m+1)}.
\]

**Remark 1.3.** More generally, one can use our technique to construct quasimodes at $z_0 \in A^{-1}(0)$ with $\partial^{2m}A[X_V](z_0) = 0$ for every $m \geq 1$, assuming that $A \circ \Phi^t_\hbar(z_0) = 0$ for $t \in [0, \delta)$ and $A \circ \Phi^t_\hbar(z_0) > 0$ for $t \in (-\delta, 0)$, which is the typical situation for a function $A \in C^\infty_c(\mathbb{R}^{2d})$ satisfying condition (GC). In this case, one can construct quasimodes of width $O(\hbar \exp(-\beta_\hbar / C_\hbar \hbar))$ for

\[0 \leq \beta_\hbar \lesssim \hbar \log \hbar^{-1},\]

in connection with [63 Thm 1.2(A)].

To state our next result concerning the perturbed harmonic oscillator $\hat{P}_\hbar$, we first recall some facts about the classical harmonic oscillator. We consider the decoupled one-dimensional harmonic oscillators

\[H_j(x, \xi) = \frac{1}{2}(\xi_j^2 + x_j^2), \quad j \in \{1, \ldots, d\},\]

which constitute a set of $d$-independent integrals of the motion in involution. Indeed, the harmonic oscillator $H$ can be written as a function of $H_1, \ldots, H_d$,

\begin{equation}
(1.19) \quad H = L_\omega(H_1, \ldots, H_d),
\end{equation}

where $L_\omega : \mathbb{R}^d_+ \rightarrow \mathbb{R}$ is the linear form defined by $L_\omega(E) = \omega \cdot E$, and moreover, $\{H_j, H_k\} = 0$ for every $j, k \in \{1, \ldots, d\}$. It then follows that $\phi^t_H$, the Hamiltonian flow of $H$, can be written as

\[\phi^t_H(z) = \Phi_z(t\omega), \quad t \in \mathbb{R}, \quad z = (x, \xi) \in \mathbb{R}^{2d},\]

where the generalized flow $\Phi_z(\tau)$ is given by

\begin{equation}
(1.20) \quad \Phi_z(\tau) := \phi^t_{H_d} \circ \cdots \circ \phi^t_{H_1}(z), \quad \tau = (t_1, \ldots, t_d) \in \mathbb{R}^d,
\end{equation}

and $\phi^t_{H_j}$ denotes the flow of $H_j$. These flows are totally explicit, they act as a rotation of angle $t$ on the plane $(x_j, \xi_j)$. Therefore, $\Phi_z$ is $2\pi \mathbb{Z}^d$-periodic for every $z \in \mathbb{R}^{2d}$ and we will identify it to a function defined on the torus $T^d := \mathbb{R}^d / 2\pi \mathbb{Z}^d$.

Let us define

\begin{equation}
(1.21) \quad M_H := (H_1, \ldots, H_d), \quad X := (0, +\infty)^d, \quad \Sigma := \mathbb{R}_+^d \setminus X.
\end{equation}
For every vector of energies \( E \in \mathbb{R}^d \), let \( T_E := M_H^{-1}(E) \) be the invariant torus with vector of energies given by \( E \); these tori are invariant by the flow \( \phi_t^H \). If \( E \in X \) then \( T_E \) is Lagrangian and, for every \( z_0 \in M_H^{-1}(E) \), \( \Phi_{z_0} : \mathbb{T}^d \rightarrow T_E \) is a diffeomorphism; moreover,

\[
\Phi_{z_0}^{-1} \circ \phi_t^H \circ \Phi_{z_0}(\tau) = \tau + t\omega, \quad \forall t \in \mathbb{R}.
\]

Kronecker’s theorem then shows that the orbit of \( \phi_t^H \) from any point \( z_0 \in M_H^{-1}(X) \) is dense in a subtorus \( T_\omega(z_0) \) of \( T_E \). The dimension of \( T_\omega(z_0) \) depends on the arithmetic relations between the components of \( \omega \). Let

\[
\langle \omega_1, \ldots, \omega_d \rangle_Q
\]

be the linear subspace of \( \mathbb{R} \), viewed as a vector space over the rationals, spanned by the frequencies; then

\[
d_\omega := \dim(\omega_1, \ldots, \omega_d)_Q = \dim T_\omega(z_0).
\]

Notice, in particular, that if \( d_\omega = d \), then \( T_\omega(z_0) = T_E \) provided that \( M_H(z_0) = E \in X \). In the opposite case, when \( d_\omega = 1 \), the flow \( \phi_t^H \) is periodic of period

\[
T_\omega := 2\pi k_\omega/\omega_1,
\]

where \( k_\omega \) is the least positive integer such that \( k_\omega \omega_j/\omega_1 \in \mathbb{Z} \) for every \( j = 1, \ldots, d \). When \( d_\omega < d \), the vector of frequencies \( \omega \) is said to be resonant.

To deal with the case \( M_H(z_0) = E \in \Sigma \cap L_\omega^{-1}(1) \), define for \( v \in \mathbb{R}^d \) and \( z \in \mathbb{R}^{2d} \),

\[
\pi_z(v) := (1_{(0,\infty)}(H_1(z))v_1, \ldots, 1_{(0,\infty)}(H_2(z))v_d).
\]

In this case, the map \( \Phi_{z_0} \) is no longer a diffeomorphism but one still has:

\[
\phi_t^H \circ \Phi_{z_0}(\tau) = \Phi_{z_0}(\tau + t\pi_{\omega}(\omega)), \quad \forall t \in \mathbb{R}.
\]

Therefore, the orbit issued from such \( z_0 \) again is dense in a torus of dimension \( 1 \leq d_0 < d_\omega \), which we will still denote by \( T_\omega(z_0) \).

In order to state our results, we need to assume a Diophantine property on the vector of frequencies \( \omega \). This is important to construct a normal form for \( \hat{P}_h \) (see Section B.2 of the Appendix), so that \( \hat{V}_h \) and \( \hat{A}_h \) are averaged by the quantum flow \( e^{-\frac{\beta}{\hbar}h} \) up to order \( N \), ensuring that these averages commute with \( \hat{A}_h \) (see [14] and the references therein).

**Definition 1.2.** A vector \( \omega \in \mathbb{R}^d \) is called partially Diophantine if there exist constants \( \varsigma > 0 \) and \( \gamma = \gamma(\omega) \geq 0 \) such that

\[
|\omega \cdot k| \geq \frac{\varsigma}{|k|^\gamma}, \quad k \in \mathbb{Z}^d \setminus \Lambda_\omega,
\]

where the resonant set \( \Lambda_\omega \) is given by (1.3).

**Remark 1.4.** Notice that \( \omega = (1, \ldots, 1) \) is obviously partially Diophantine.

We next state our main result concerning the construction of quasimodes for \( \hat{P}_h \):

**Theorem 1.2.** Let \( \varepsilon_h = h, A, V \in S^0(\mathbb{R}^{2d}, \mathbb{R}) \) with \( I_A \geq 0 \). Assume that \( \omega \) is partially Diophantine and \( d_\omega < d \). Suppose that, for a given \( z_0 \in H^{-1}(1) \cap I_A^{-1}(0) \),

\[
\gamma_0 = \gamma_0(I_V, I_A, z_0) := \langle X_{I_V}(z_0), \partial^2 I_A(z_0) X_{I_V}(z_0) \rangle > 0.
\]

Then there exists a constant \( C_0 > 0 \) such that, for every \( N \geq 1 \) and every \( \beta_h \) satisfying (1.3), where \( C_N = C_0(N - 2/3) \), there exists a quasimode \( (\psi_h^\dagger, \lambda_h^\dagger) \) for \( \hat{P}_h = \hat{H}_h + \hbar \hat{V}_h + i\hbar \hat{A}_h \) of width \( O(h^{2/3}\exp(-\beta_h^{3/2}/C_0\hbar)) \) so that

\[
\lambda_h^\dagger = \omega \cdot E_h + h I_V(z_0) + i\hbar \beta_h,
\]

where \( E_h = M_H(z_0) + O(h) \in \langle \text{Sp}_{L^2(\mathbb{R}^d)}(\text{Op}_H(H_1)), \ldots, \text{Sp}_{L^2(\mathbb{R}^d)}(\text{Op}_H(H_d)) \rangle \), where \( \text{Sp}_{L^2(\mathbb{R}^d)}(\cdot) \) denotes the spectrum, and

\[
W_h[\psi_h^\dagger] \rightharpoonup^* \delta_{T_\omega(z_0)},
\]

where \( T_\omega(z_0) \) is the torus issued from \( z_0 \) by the flow \( \phi_t^H \).
Remark 1.5. The assumption $\epsilon = \hbar$ can be relaxed to deal with $\hbar^2 \ll \epsilon \lesssim \hbar^\alpha$, for some $\alpha < 2$, and $0 \leq \beta \leq (C_N \epsilon \log \epsilon)^{-1/3}$. We prefer not to deal with this case for the sake of simplicity, and since $\epsilon = \hbar$ is the regime in which $V$ and $A$ interact at the same scale.

Remark 1.6. As for Theorem 1.1, the assumption (1.24) can be weakened to the case in which $\partial^m \mathcal{I}_A[X_{T_\nu}(z_0)] > 0$ for some $m > 1$. In this case, for $0 \leq \beta \leq \left((C_N \hbar \log \hbar^{-1})^{2m}/(2m+1)\right)$ one obtains quasimodes of width $O((2m+1)/\partial_\hbar)\exp(-\beta_\hbar(2m+1)/2m/C_0 \hbar)$.

Remark 1.7. Under condition (1.24), $\mathcal{T}_\omega(z_0) \subset \mathcal{I}^{-1}_A(0) \cap H^{-1}(1)$ is a smooth torus of dimension $1 \leq d_0 \leq d_\omega$.

Remark 1.8. Notice that, if $d_\omega = d$, then condition (WGC) can only be satisfied if $\mathcal{I}_A > 0$ on $H^{-1}(1)$. Indeed, in this case, $X_{T_\nu}(z_0)$ is tangent to $\mathcal{T}_\omega(z_0)$, and then $\mathcal{I}_\omega(z)$ is constant along this direction.

To prove Theorem 1.2, we construct a quasimode $\psi_\hbar$ for the normal form $\hat{\mathcal{P}}_\hbar = \hat{H}_\hbar + \hbar \mathcal{O}(\mathcal{P}_\hbar) + O(\hbar^N)$, given by Proposition B.1 of Appendix B. The orbit issued from $z_0$ by the flow $\phi^\hbar$ is dense on the minimal invariant torus $\mathcal{T}_\omega(z_0)$, which has dimension $1 \leq d_0 \leq d_\omega$. One can parametrize this torus from a flat subtorus $T_{d_0} \subset \mathbb{T}^d$, so that we can denote $T_{d_0} \ni \tau \mapsto z(\tau) \in \mathcal{T}_\omega(z_0)$ (see also [3]). Moreover, the complex symbol $\mathcal{I}_{T\omega}$ generates a classic flow (see Lemma 3.1) which commutes with $\phi^\hbar$ and is transversal to $\mathcal{T}_\omega(z_0)$ at $z(\tau)$ for every $\tau \in T_{d_0}$, provided that (1.24) holds. Denoting by $z(\tau, t)$ the orbit issued from $z_0$ by these two commuting flows, we first consider the propagation of the wave packet $\varphi^\hbar(z_0)$ by the quantum flow $e^{-i\tau \mathcal{O}(\mathcal{P}_\hbar[H_1,\ldots,H_d])}$, that is, $\varphi_\hbar(\tau, 0, x) = e^{-i\tau \mathcal{O}(\mathcal{P}_\hbar[H_1,\ldots,H_d])}\varphi^\hbar_0(z_0)$, for $\tau \in T_{d_0}$, and then consider the evolution equation

$$(1.25) \quad \psi_\hbar = \sqrt{\Theta_\hbar} \int_{T_{d_0}} \int_{\mathbb{R}} \chi_\hbar(t)e^{i\frac{\epsilon}{\hbar} t} e^{-\frac{\mu_0}{\epsilon}(\alpha_0 + \beta_0)} \varphi_\hbar(\tau, t, x) dt \mu_\omega^0(dt),$$

where $\mu_\omega^0$ denotes the Haar measure of $T_{d_0}$, for some normalizing constant $\Theta_\hbar$, and

$$E_\hbar = \hbar \left( N_1(h) + \frac{1}{2}, \ldots, N_d(h) + \frac{1}{2} \right), \quad N_j(h) \in \mathbb{N}_0,$$

is chosen so that $\omega \cdot E_\hbar$ is a sequence of eigenvalues for $\hat{H}_\hbar$ tending to one as $\hbar \to 0^+$. Conjugating back $\psi_\hbar$ by the Fourier integral operator giving the normal form of $\hat{P}_\hbar$, we obtain our quasimode $\psi_\hbar^\dagger$ for the original operator $\hat{P}_\hbar$. We will show that conjugation by this Fourier integral operator leaves semiclassical measures invariant, so the phase-space semiclassical concentration on $\mathcal{T}_\omega(z_0)$ remains unchanged.

1.3. Related works. Some foundational works in the study of the asymptotic properties of the damped wave equation are [47] [61] [67] (see also [51] [52] for related works). In the context of the damped-wave equation on Riemannian manifolds, in [67] Thm. 0.1 it is shown that eigenvalues of the damped-wave operator verify a Weyl law in the high frequency limit and, moreover, these eigenvalues lie in a strip of the complex plane which can be completely determined in terms of the average of the damping function along the geodesic flow [67]. Thms. 0.0 and 0.2 (see also [47] [51] [52]). These results are particular cases of a later systematic study of non-selfadjoint semiclassical problems which have been the object of several works. More precisely, it has been investigated how the spectrum and the pseudo-spectrum are asymptotically distributed inside the strip determined in [67] and how the dynamics of the underlying classical Hamiltonian influences this asymptotic distribution. One can ask about precise estimates on the distribution of eigenvalues inside the strip; this question has been addressed both in the chaotic case [1], and in the completely integrable framework [31] [32] [33] [34] [35] [36] [37] [38]. In this series of works, the authors describe the distribution of eigenvalues in certain regions of the complex plain for
non-selfadjoint perturbations of selfadjoint $h$-pseudodifferential operators for which the classical Hamiltonian flow generated by its principal symbol has suitable periodic or quasiperiodic structure, and study how periodic orbits, resonant or Diophantine tori, in different situations, influence the distribution of the spectrum in terms of the size of the perturbation and its average by the principal Hamiltonian flow. In particular, spectral contributions coming from rational or Diophantine tori, tunneling effects and Weyl’s laws are obtained for these systems. An important assumption along these works is that the subprincipal symbol of the selfadjoint operator does not interfere with the imaginary part of the perturbation, in the sense that the size of real part of the perturbation is larger, the subprincipal symbol vanishes or Poisson commutes with the imaginary part of the principal symbol. On the other hand, the present work precisely focus on this interaction between the real and imaginary parts of the perturbation, and how this interaction generates a rich structure in the pseudo-spectrum.

It is also natural to focus on how eigenfrequencies accumulate at the boundary of the strip and also to get resolvent estimates near this boundary. Again, this question has been explored both in the integrable case \cite{2, 5, 10, 11, 32} and in the chaotic one \cite{13, 14, 41, 53, 62, 63, 65}. In this spirit, one can ask more generally about the structure of the pseudospectrum of a general non-selfadjoint (pseudo-)differential operator near the boundary of the range of the principal symbol. In this framework, Theorem 1.1 gives a converse result to \cite[Thm. 1.4]{22} and \cite[Thm. 1.2]{69} under finite-type dynamical conditions, while Theorem 1.2 gives a converse result to \cite[Thm. 1]{11}, where the dynamical-control-condition appears in the subprincipal part of the operator.

Among other things, our study initiated in \cite{4} and continued in the present work, is motivated by earlier results \cite{5} for the damped-wave equation on the sphere. In that reference, it is shown how a selfadjoint perturbation of the principal symbol of the damped wave operator on the 2-sphere can create a spectral gap near the real axis in the high frequency limit. Moreover, we have also been motivated by previous works \cite{48, 49, 50} on semiclassical asymptotics for the Schrödinger equation associated to some other completely integrable systems, as the Schrödinger equation on the torus or a Zoll manifold.

As for \cite{3}, we restrict ourselves to the case of non-selfadjoint perturbations of semiclassical harmonic oscillators on $\mathbb{R}^d$. Yet it is most likely that the methods presented here can be adapted to deal with semiclassical operators associated with more generally completely integrable systems, including damped wave equations on Zoll manifolds, see \cite{66}, where new constructions of quasimodes are given for non-selfadjoint perturbations of the Laplace Beltrami operator on Zoll manifolds at points satisfying the Hörmander bracket condition.

Some other related works concerned with the construction of quasimodes for non-selfadjoint operators are those of \cite{39, 57, 58}, in which the authors focus on the study of the pseudospectrum, resolvent estimates and Mehler’s formulas for certain non-selfadjoint quadratic operators: \cite{41, 45}, where a systematic study of the pseudo-spectrum of non-selfadjoint operators of 1D systems is done. It is also relevant the work \cite{59}, where some extensions of the results of \cite{22} are given to non-selfadjoint perturbations of the Laplace Beltrami operator on Zoll manifolds at points satisfying the Hörmander bracket condition.
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2. Hagedorn wave packets

In this section we briefly review some constructions and results of \cite{14} (see also \cite{15, 29, 30}) to introduce the notions of Hagedorn wave-packets, using the formalism of Lagrangian frames.
2.1. Lagrangian frames. First, we discuss some complex-symplectic linear algebra. We consider the real vector space \( \mathbb{R}^{2d} \) endowed with the symplectic form \( \mathbb{R}^{2d} \times \mathbb{R}^{2d} \ni (z, w) \mapsto z^* \Omega w \in \mathbb{R} \), where \( \Omega \in \mathbb{R}^{2d \times 2d} \) is the canonical symplectic matrix:

\[
(2.1) \quad \Omega = \begin{pmatrix} 0 & -\text{Id}_d \\ \text{Id}_d & 0 \end{pmatrix}.
\]

Those matrices \( F \in \mathbb{R}^{2d \times 2d} \) that respect the standard symplectic structure satisfy \( F^T \Omega F = \Omega \). They constitute the symplectic group \( \text{Sp}(d, \mathbb{R}) \). Writing \( F = (U, V) \) with blocks \( U, V \in \mathbb{R}^{2d \times d} \), one can associate to \( F \) the complex rectangular matrix \( Z = U - iV \in \mathbb{C}^{2d \times d} \), which satisfies:

\[
(2.2) \quad Z^T \Omega Z = 0, \quad Z^* \Omega Z = 2i \text{Id}_d.
\]

The matrices \( Z \in \mathbb{C}^{2d \times d} \) satisfying \((2.2)\) are called normalized Lagrangian frames. They are in one-to-one correspondence with the real symplectic matrices: If \( Z \in \mathbb{C}^{2d \times d} \) is a normalized Lagrangian frame, then \( F = (\text{Re}(Z), -\text{Im}(Z)) \) is symplectic.

By the first property of \((2.2)\), all column vectors \( l, l' \) of \( Z \) satisfy

\[
l \cdot \Omega l' = 0,
\]

that is, \( l \) and \( l' \) are skew-orthogonal. A subspace \( L \subset \mathbb{C}^d \oplus \mathbb{C}^d \) is called isotropic if all vectors in \( L \) are skew-orthogonal to each other. Moreover, \( L \) is called Lagrangian if it is isotropic and has maximal dimension \( d \). From the second property of \((2.2)\) (normalization), one can see that all vectors \( l \in \text{range} \{Z \} \) satisfy

\[
\frac{i}{2}(\Omega l) : l > 0.
\]

In other words, the quadratic form

\[
h(z, z') := \frac{i}{2}(\Omega z) : z' = \frac{i}{2} \Omega^T z', \quad z, z' \in \mathbb{C}^d \oplus \mathbb{C}^d,
\]

is positive on the range of \( Z \). Such a Lagrangian subspace is called positive.

If \( L \) is a positive Lagrangian subspace, then \( \overline{L} \) is Lagrangian too. Moreover, all vectors \( l \in \mathbb{C} \setminus \{0\} \) satisfy

\[
h(l, l) = \frac{i}{2} l : \Omega^T l < 0,
\]

so that \( \overline{L} \) is called negative Lagrangian. Moreover, \( L \cap \overline{L} = \{0\} \), hence

\[
\mathbb{C}^d \oplus \mathbb{C}^d = L \oplus \overline{L},
\]

where this decomposition is orthogonal in the sense that

\[
h(l, l') = 0, \quad \text{for all } l \in L, l' \in \overline{L}.
\]

With any Lagrangian subspace \( L \subset \mathbb{C}^d \oplus \mathbb{C}^d \), one can associate many Lagrangian frames spanning \( L \), that is, \( L = \text{range}(Z) \). Indeed, every two normalized Lagrangian frames \( Z_1, Z_2 \) spanning the same Lagrangian subspace \( L \) are related by a unitary matrix \( U \), so that \( Z_1 = Z_2 U \). This implies that the Hermitian squares \( Z_1^* Z_1 = Z_2^* Z_2 \) are the same. Moreover, one can define the metric and complex structure of \( L \):

**Definition 2.1.** [46 Def. 2.6] Let \( L \subset \mathbb{C}^d \oplus \mathbb{C}^d \) be a positive Lagrangian subspace and \( Z \) be a normalized Lagrangian frame spanning \( L \).

1. The real, symmetric, positive definite, symplectic matrix

\[
(2.3) \quad G = \Omega^T \text{Re}(Z^*) \Omega
\]

is called the symplectic metric of \( L \).

2. The symplectic matrix

\[
J = -\Omega G,
\]

with \( J^2 = -\text{Id}_{2d} \) is called the complex structure of \( L \).

The complex structure \( J \) can be used to precisely write the orthogonal projections from \( \mathbb{C}^d \oplus \mathbb{C}^d \) onto \( L \) and \( \overline{L} \):
Proposition 2.1. ([46] Prop. 2.3 and Corol. 2.7) Let \( L \subset \mathbb{C}^d \oplus \mathbb{C}^d \) be a positive Lagrangian and \( Z \) a normalized Lagrangian frame with range \( Z = L \). Then,
\[
\pi_L = \frac{i}{2} ZZ^T, \quad \text{and} \quad \pi_T = -\frac{i}{2} Z T^T,
\]
are the orthogonal projections (with respect to the two form \( h \)) onto \( L \) and \( T \), respectively. Moreover,
\[
\pi_L = \frac{1}{2} (\text{Id}_{2d} + iJ), \quad \text{and} \quad \pi_T = \frac{1}{2} (\text{Id}_{2d} - iJ).
\]

2.2. Coherent and excited states. In this section we recall the construction of an orthonormal basis of \( L^2(\mathbb{R}^d) \) consisting of Hermite-type states obtained from a given normalized Lagrangian frame \( Z \) and centered at a phase-space point \( z \in \mathbb{R}^{2d} \). These states are called coherent and excited Hagedorn wave-packets. We will sometimes use the identification \( \mathbb{R}^{2d} \equiv \mathbb{C}^d \) given by \( z = (x, \xi) \equiv x + i\xi \) without mention.

With any normalized Lagrangian frame \( Z \), one can associate a lowering operator, or annihilator, and a raising operator, or creator. These are (pseudo-)differential operators with linear symbols which are called ladder operators. Let us denote by
\[
\hat{z} = \begin{pmatrix} \hat{p} \\ \hat{q} \end{pmatrix}
\]
the semiclassical quantization of the momentum-position vector \( z = (p, q) \). Precisely:
\[
\hat{p}\psi(x) = -i\hbar \nabla_x \psi(x), \quad \hat{q}\psi(x) = x\psi(x).
\]

Definition 2.2 (Ladder operators). Let \( l \in \mathbb{C}^d \oplus \mathbb{C}^d \). We set
\[
A[l] := \frac{i}{\sqrt{2\hbar}} l \cdot \Omega^{\top} \hat{z}, \quad A^*[l] := -\frac{i}{\sqrt{2\hbar}} \Omega^{\top} \cdot \hat{z}.
\]

\( A[l] \) is called lowering operator, while \( A^*[l] \) is called raising operator.

Let \( Z \) be a normalized Lagrangian frame with columns \( l_1, \ldots, l_d \), we will denote \( A[Z] \) and \( A^*[Z] \) the vectors of annihilation and creation operators, respectively:
\[
A[Z] := (A[l_1], \ldots, A[l_d])^T = \frac{i}{\sqrt{2\hbar}} Z^{T} \Omega^{\top} \hat{z},
\]
\[
A^*[Z] := (A^*[l_1], \ldots, A^*[l_d])^T = -\frac{i}{\sqrt{2\hbar}} Z^* \Omega^{\top} \hat{z}.
\]

For any multi-index \( \alpha \in \mathbb{N}_0^d \), we also set
\[
A_\alpha[Z] := A[l_1]^{\alpha_1} \cdots A[l_d]^{\alpha_d},
\]
\[
A^*_\alpha[Z] := A^*[l_1]^{\alpha_1} \cdots A^*[l_d]^{\alpha_d}.
\]

One can moreover center the ladder operators above on different points of the phase-space by considering its conjugation by the Heisenberg-Weyl translation operator.

Definition 2.3. The Heisenberg-Weyl translation operator \( T[z] \) is defined by:
\[
T[z] := \exp \left( -\frac{i}{\hbar} \cdot \Omega^{\top} \hat{z} \right), \quad z = q + ip \in \mathbb{C}^d.
\]

More precisely, the operator \( T[z] \) acts on \( \psi \in L^2(\mathbb{R}^d) \) as
\[
T[z] \psi(x) = e^{\frac{i}{\hbar}(x-q)} \psi(x-q).
\]

We also define the centered ladder operators by
\[
A[Z, z] := \frac{i}{\sqrt{2\hbar}} ZZ^T \Omega (\hat{z} - z), \quad A^*[Z, z] := -\frac{i}{\sqrt{2\hbar}} Z^* \Omega (\hat{z} - z).
\]
It follows easily that conjugation of the ladder operators by the Weyl Heisenberg-Weyl translation operator, just translates its center:

\[ T[w]A[Z, z]T[w]^* = A[Z, z + w], \quad T[w]A^\dagger[Z, z]T[w]^* = A^\dagger[Z, z + w]. \]

Using the Heisenberg-Weyl translation operator, we also define the centered ladder operators:

\[ A_\alpha[Z, z] := T[z]A[Z]T[z]^*, \quad A_\alpha^\dagger[Z, z] := T[z]A^\dagger[Z]T[z]^*. \]

We next give the construction of the ground-state, or coherent Hagedorn wave packet with Lagrangian frame \( Z \) and center \( z \in \mathbb{R}^{2d} \):

**Lemma 2.1.** \([46, \text{Lemma 3.6}]\) Let \( Z = (P, Q) \in \mathbb{C}^{2d \times d} \) be a normalized Lagrangian frame and let \( z = q + ip \in \mathbb{C}^d \). Then the matrices \( Q, P \in \mathbb{C}^{d \times d} \) are invertible and

\[ \text{Im}(PQ^{-1}) = (QQ^*)^{-1} > 0. \]

In particular, for \( \hbar > 0 \),

\[ \varphi_0^\hbar[Z, z](x) := \frac{1}{(\pi \hbar)^{\frac{d}{2}}} \text{det}(Q)^{-\frac{1}{2}} \exp \left( \frac{i}{2\hbar} PQ^{-1}(x - q) \cdot (x - q) + \frac{i}{\hbar} p \cdot \left( x - \frac{q}{2} \right) \right) \]

is a square integrable function with \( \|\varphi_0^\hbar[Z, z]\|_{L^2(\mathbb{R}^d)} = 1 \). Moreover, the matrix \( B := PQ^{-1} \) belongs to the Siegel upper half-space, namely, the space of complex symmetric matrices with positive definite imaginary part.

The function \( \varphi_0^\hbar[Z, z](x) \) given by (2.7) is called Hagedorn coherent state.

**Definition 2.4.** Let \( \alpha \in \mathbb{N}^d \), \( Z \) be a normalized Lagrangian frame and and \( z \in \mathbb{C}^d \). The \( \alpha \)-Hagedorn excited state is defined by

\[ \varphi_\alpha^\hbar[Z, z](x) = \frac{1}{\sqrt{\alpha!}} A_\alpha^\dagger[Z, z] \varphi_0^\hbar[Z, z](x). \]

We will denote by \( \varphi_\alpha^\hbar[Z] := \varphi_\alpha^\hbar[Z, 0] \) the Hagedorn state centered at \( z = 0 \), for \( \alpha \in \mathbb{N}^d \).

As we have already anticipate, the family of Hagedorn excited states form an orthonormal basis of \( L^2(\mathbb{R}^d) \):

**Lemma 2.2.** \([46, \text{Thm. 3.7}]\) The set \( \{ \varphi_\alpha[Z, z] \}_{\alpha \in \mathbb{N}^d} \) is an orthonormal basis of \( L^2(\mathbb{R}^d) \).

Moreover, the Hagedorn excited states are Hermite-type functions with polynomial prefactor given by a recurrence relation involving the Lagrangian frame \( Z \):

**Lemma 2.3.** \([23, \text{Prop. 4}]\) Let \( Z = (P, Q) \) be a normalized Lagrangian frame and let \( z = q + ip \in \mathbb{C}^d \). Then, for every \( \alpha \in \mathbb{N}^d \),

\[ \varphi_\alpha^\hbar[Z, z](x) = \frac{1}{\sqrt{2^{\alpha!}\alpha!}} P_\alpha^M \left( \frac{Q^{-1}(x - q)}{\sqrt{\hbar}} \right) \varphi_0^\hbar[Z, z](x), \]

where the polynomials \( \{ P_\alpha^M \}_{\alpha \in \mathbb{N}^d} \) are recursively defined by \( P_0^M = 1 \), and

\[ P_{\alpha+e_j}^M(x) = 2x_j P_\alpha^M(x) - 2e_j \cdot M \nabla P_\alpha^M(x), \]

where \( M = Q^{-1}\overline{Q} \).

We next prove a technical lemma, which will be used later on, providing an estimate for the \( L^1(\mathbb{R}^d) \) norm of the Fourier transform of \( \varphi_\alpha^\hbar[Z] \):

**Lemma 2.4.** Let \( Z \) be a normalized Lagrangian frame and let \( v \in \mathbb{R}^d \setminus \{0\} \). Then there exists a positive constant \( C = C(Z, v) > 0 \) such that, for every \( \alpha \in \mathbb{N}^d \),

\[ \int_{\mathbb{R}} |\widehat{\varphi_\alpha^\hbar[Z]}(rv)| dr \leq C^{[\alpha]}. \]

**Remark 2.1.** The same estimate holds for \( \partial^\gamma \varphi_\alpha^\hbar[Z](rv) \), with \(|\gamma| \leq N\), for \( C = C(N, Z, v) > 0 \).

\(^1\)We use the notation \( Z = (P, Q) := (\mathbb{P}_Q) \) to write the Lagrangian frame \( Z \) as a block matrix.
Proof. By Lemma 2.3 we have that
\[
\varphi^1_\alpha[Z](x) = \frac{(\det Q)^{-1/2}}{\pi^{1/2}} \frac{1}{\sqrt{2^{|\alpha|} \alpha!}} \sum_{\beta \leq \alpha, |\beta| \equiv |\alpha| (\mod 2)} b_{\alpha,\beta}[Z](Q^{-1}x)^\beta \exp (iPQ^{-1}x \cdot x),
\]
where the coefficients \( b_{\alpha,\beta} = b_{\alpha,\beta}[Z] \) are given by recursive relations: \( b_{00} = 1 \) and
\[
b_{\alpha+\varepsilon_j,\beta} = 2b_{\alpha,\beta-\varepsilon_j} - 2 \sum_{k=1}^{2d} M_{kj}(\beta_k + 1)b_{\alpha,\beta+\varepsilon_k}, \quad j = 1, \ldots, 2d,
\]
which is the coefficient version of (2.9). We first show that, under the more general recurrence relation: \( b_{00} = 1 \) and
\[
b_{\alpha+\varepsilon_j,\beta} = 2 \sum_{k=1}^{2d} N_{kj}b_{\alpha,\beta-\varepsilon_j} - 2 \sum_{k=1}^{2d} M_{kj}(\beta_k + 1)b_{\alpha,\beta+\varepsilon_k}, \quad j = 1, \ldots, 2d,
\]
for some \( M, N \in \mathbb{C}^{d \times d} \), and denoting \( m_d = 2d \cdot \sup_{j,k}\{|M_{kj}|, |N_{kj}|\} \), one has:
\[
|b_{\alpha,\beta}| \leq \frac{m_d^{(|\alpha| - |\beta|)} |\alpha|!}{(\frac{|\alpha| - |\beta|}{2})!|\beta|!}.
\]
To this aim, we proceed by induction. The estimate for \( b_{00} = 1 \) is trivial. Moreover, using the induction hypothesis we get
\[
|b_{\alpha+\varepsilon_j,\beta}| \leq 2 \sum_{k=1}^{2d} |N_{kj}| |b_{\alpha,\beta-\varepsilon_k}| + 2 \sum_{k=1}^{2d} |M_{kj}|(\beta_k + 1)|b_{\alpha,\beta+\varepsilon_k}|
\leq 2m_d^{(|\alpha|)} \sup_{j,k}\{|M_{kj}|, |N_{kj}|\} \left( \sum_{k=1}^{2d} \left( \frac{\beta_k |\alpha|!}{(\frac{|\alpha| - |\beta| - 1}{2})!|\beta|!} + \frac{(\beta_k + 1)|\alpha|!}{(\frac{|\alpha| - |\beta| - 1}{2})!(\beta + \varepsilon_k)!} \right) + \left( |\alpha| |\beta| - 1|\alpha|! \right) \right)
\leq m_d^{(|\alpha| + 1)} \sup_{k \in \{1, \ldots, 2d\}} \left( \frac{1}{(\frac{|\alpha| - |\beta| - 1}{2})!|\beta|!} \right) \left( \beta_k |\alpha|! + (|\alpha| - |\beta| + 1)|\alpha|! \right)
\leq m_d^{(|\alpha| + 1)} |\alpha| + |\varepsilon_j|! \left( \frac{|\alpha| - |\beta| + 1}{2} \right)!|\beta|!,
\]
then the claim follows.
On the other hand, taking the Fourier transform of \( \varphi^1_\alpha[Z] \) and using (2.9), we see that
\[
\hat{\varphi}^1_\alpha[Z](\xi) = \frac{1}{\sqrt{2^{\alpha} \alpha!}} q^M_\alpha(\xi) \hat{\varphi}^1_0[Z](\xi),
\]
where the polynomials \( q^M_\alpha \) are defined by the following recurrence relation: \( q^M_0 = 1 \) and
\[
q^M_{\alpha+\varepsilon_j}(\xi) = \varepsilon_j \cdot 2iQ^{-1}v q^M_\alpha(\xi) - \varepsilon_j \cdot 2iMQ^{-1}x q^M_\alpha(\xi).
\]
Therefore, denoting
\[
q^M_\alpha(\xi) = \sum_{\beta \leq \alpha} \hat{b}_{\alpha,\beta} \xi^\beta,
\]
we see that the coefficients \( \hat{b}_{\alpha,\beta} \) are defined by: \( \hat{b}_{00} = 1 \) and
\[
\hat{b}_{\alpha,\beta+\varepsilon_j} = 2i \sum_{k=1}^{2d} Q^{-1}_{kj}(\beta_k + 1)\hat{b}_{\alpha,\beta-\varepsilon_k} - 2i \sum_{k=1}^{2d} (MQ^{-1})_{kj}\hat{b}_{\alpha,\beta-\varepsilon_k}.
\]
In particular, the coefficients \( \hat{b}_{\alpha, \beta} \) satisfy a recurrence relation as \((2.10)\). Therefore, using that \( B = PQ^{-1} \) belongs to the Siegel upper half-space, we obtain the existence of \( C = C(Z) > 0 \) such that
\[
|\hat{\varphi}^1_z[Z](rv)| \leq \frac{1}{\sqrt{2}|\alpha|!} \sum_{|\beta| \leq |\alpha| (\text{mod } 2)} |\hat{b}_{\alpha, \beta}| |rv| e^{-C|rv|^2},
\]
and thus, using \((2.11)\) for the coefficients \( \hat{b}_{\alpha, \beta} \), we get
\[
\int_{\mathbb{R}} |\hat{\varphi}^1_z[Z](rv)| dr \leq \frac{C|\alpha|}{\sqrt{2}|\alpha|!} \sum_{|\beta| \leq |\alpha|} \frac{|\alpha|!}{(|\alpha| - |\beta|)! |\beta|!} \Gamma \left( \frac{|\beta| + 1}{2} \right).
\]
Finally, using repeatedly the following standard properties of the Gamma function:
\[
\frac{2^{2x-1}}{\sqrt{\pi}} \Gamma(x)^2 \leq \Gamma(2x) < x^{1/2} \Gamma(x)^2 2^{2x-1}, \quad x > 0,
\]
\[
\Gamma \left( \frac{x_1 + x_2}{2} \right) \leq \Gamma(x_1)^{1/2} \Gamma(x_2)^{1/2}, \quad x_1, x_2 > 0,
\]
where the first one is consequence of Legendre’s duplication formula and Gaußchi’s inequality, while the second one is consequence of Jensen’s inequality, one can show that \( \alpha! \geq |\alpha|! C_d^{|\alpha|} \) (notice that this inequality also holds by the multinomial expansion \( d^n = \sum_{|\alpha| = n} (\alpha, -\alpha, d) \) so that \( C_d = d^{-1} \)), and moreover,
\[
\int_{\mathbb{R}} |\hat{\varphi}^1_z[Z](rv)| dr \leq C^{|\alpha|} \sum_{|\beta| \leq |\alpha|} \left( \frac{|\alpha|}{|\beta|} \right)^{1/2} \leq C^{|\alpha|}.
\]

Then the lemma follows.

2.3. **Hagedorn wave packets in phase space.** A very important property of Hagedorn wavepackets is that its structure is invariant by the Wigner transform \([23, 70]\); that is, the Wigner transform of a Hagedorn coherent or excited state is again a coherent or excited state in phase space.

**Definition 2.5.** Let \( \psi, \varphi \in L^2(\mathbb{R}^d) \). The semiclassical (cross) Wigner function \( W_h[\varphi, \psi](z) \) is defined by
\[
(2.12) \quad W_h[\varphi, \psi](z) := \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i\xi \cdot x} \varphi \left( x - \frac{hv}{2} \right) \psi \left( x + \frac{hv}{2} \right) dv, \quad z = (x, \xi) \in \mathbb{R}^{2d}.
\]
If \( \varphi = \psi \), we denote \( W_h[\varphi] := W_h[\varphi, \varphi] \).

Let \( Z_1, Z_2 \) be two normalized Lagrangian frames. It turns out that the lifted frame \( Z \in \mathbb{C}^{4d \times 2d} \) defined by
\[
Z := \left( \begin{array}{c} P \\ Q \end{array} \right) := \left( \begin{array}{cc} -\Omega Z_1 & \Omega Z_2 \\ \frac{1}{2}Z_1 & \frac{1}{2}Z_2 \end{array} \right),
\]
is again a normalized Lagrangian frame.

Let us consider
\[
W^h_{\alpha, \beta}[Z_1, Z_2](z) := W_h[\varphi^h_{\alpha}[Z_1], \varphi^h_{\beta}[Z_2]](z).
\]
By \([70]\) Prop. 62, one has:
\[
(2.13) \quad \Phi^h_{(0,0)}[Z](z) := W^h_{0,0}[Z_1, Z_2](z) = \frac{1}{(\pi h)^d} \det (\text{Re } G)^{1/4} e^{-\frac{1}{h}Gz \cdot z},
\]
where \( 2iG = PQ^{-1} \) defines the mixed metric for \( Z_1, Z_2 \). In particular, if \( Z_1 = Z_2 \), then \( G \) is real and \( \det(G) = 1 \).

For the excited states, the following holds:
Proposition 2.2. \cite{70} Thm. 6.1] Let $\alpha, \beta \in \mathbb{N}^d$. Then

$$W^h_{\alpha, \beta}[Z_1, Z_2](z) = \frac{1}{\sqrt{\alpha! \beta!}} A^{\dagger}_{(\alpha, \beta)}[Z] \Phi^h_{(0,0)}[Z](z) =: \Phi^h_{(\alpha, \beta)}[Z](z).$$

3. Propagation of Hagedorn wave-packets

This section is devoted to describe the properties of Hagedorn wave packets when they propagate through the action of a non-Hermitian operator during a small interval of time. In \cite{60}, the authors obtain a complete description of the propagation of Hagedorn states $\{\varphi^h_{\alpha}[Z, z]\}$ for quadratic operators. This constitutes the heart of our proof, but we also need to obtain estimates for the propagation of a Hagedorn wave packet centered at $z_0$ by the action of a more general operator. We focus on the study of the evolution equation:

$$(3.1) \quad (i\hbar \partial_t + \tilde{P}_h) \varphi_h(t, x) = 0, \quad \varphi_h(0, x) = \varphi^h_0[Z_0, z_0](x),$$

for small $t \in (-\delta, \delta)$, where $Z_0$ is a given normalized Lagrangian. To this aim, we make the ansatz

$$(3.2) \quad \varphi_h(t, x) = \sum_{\alpha \in \mathbb{N}^d} c_{\alpha}(t) \varphi_{\alpha}[Z_t, z_t](x),$$

with unknowns given by the pair $(Z_t, z_t)$, which controls the evolution of the orthonormal basis $\{\varphi^h_{\alpha}[Z_0, z_0]\}$, and the vector of coefficients $\vec{c}(t) = (c_{\alpha}(t))_{\alpha \in \mathbb{N}^d}$, which corrects the error terms reflecting the particular interaction between excited states caused by the non-quadratic propagation. As we will see below, it is convenient to replace the operator $\tilde{P}_h$ in (3.1) by some approximation $\text{Op}_h(\tilde{P}(t, \cdot))$ near $z_t$ (see (5.1) below), to ensure that the solution $\varphi_h(t, x)$ is well defined and the coefficients $c_{\alpha}(t)$ decay sufficiently fast. As we will see, this will be sufficient to construct our quasimode since $\tilde{P}_h$ and $\text{Op}_h(\tilde{P})$ coincide microlocally near $z_t$ up to order $N$.

First of all, the center $z_t$ is given by the following system of differential equations, which couples the evolution of the center $z_t$ with the evolution of the Lagrangian subspace $L_t$ from $L_0$ via its metric $G_t$ (see \cite{28} and \cite{60} Thm. 4.3 and Corol. 4.7):

**Lemma 3.1.** Let $z_0 \in \mathbb{R}^{2d}$ and $P = V + iA$. Then, there exists $\delta > 0$ such that the system of equations

$$(3.3) \quad \dot{z}_t = -\Omega \text{Re} \nabla P(z_t) - G_t^{-1} \text{Im} \nabla P(z_t),$$

$$(3.4) \quad \dot{G}_t = -\text{Re} \partial^2 P(z_t) \Omega G_t + G_t \Omega \text{Re} \partial^2 P(z_t) - \text{Im} \partial^2 P(z_t) - G_t \Omega \text{Im} \partial^2 P(z_t) \Omega G_t,$$

where $\partial^2 P$ denotes the Hessian of $P$, has a unique solution for $G_t|_{t=0} = \text{Id}$ and $z_t|_{t=0} = z_0$ for $-\delta \leq t \leq \delta$, such that $G_t$ is real, symplectic, symmetric and positive definite.

The Ricatti equation (3.4) gives the evolution of the metric $G_t$ for the complex structure associated with the Lagrangian subspace $L_t = S_tL_0$, which evolves according with the complex symplectic matrix $S_t$ obeying:

$$(3.5) \quad \dot{S}_t = -\Omega \partial^2 P(z_t) S_t, \quad S_0 = \text{Id}_{2d},$$

for $-\delta \leq t \leq \delta$. The vector field giving the expression for $\dot{z}_t$ in (3.3) is the sum of the Hamiltonian vector field $-\Omega \nabla \text{Re} P(z_t)$ and the friction term $-G_t^{-1} \nabla \text{Im} P(z_t)$, which pushes the particle outside the Hamiltonian classical orbit. In the case in which $z_0$ is a non-damped point for $P$, that is $\text{Im} P(z_0) = 0$, then the friction term is activated at the damped region $\{\text{Im} P > 0\}$, and its main effect consists in pushing the particle towards the non-damped point $z_0$.

Once we have given the orbit for the center $z_t$, the evolution of the Lagrangian frame $Z_t$ is obtained easily from the evolution of the symplectic matrix $S_t \in \mathbb{C}^{2d \times 2d}$ obeying (3.5). Precisely, defining the Hermitian and positive definite matrix (see \cite{60} Sect. 4.3):

$$(3.6) \quad N_t := \left( \frac{1}{2i}(S_tZ_0)^* \Omega(S_tZ_0) \right)^{-1/2},$$
then $Z_t$ is given by the normalized Lagrangian frame

$$Z_t := S_t Z_0 N_t.$$ 

In order to compute the vector of coefficients $\vec{c}(t) = (c_\alpha(t))$, and hence the solution $\varphi_h(t, x)$ to (3.12), we first compute the solution to the Schrödinger equation given by the quadratic approximation of $P(z)$ near $z_t$. To this aim, we expand $P$ by Taylor near $z_t$ as $P(z) = P_2(t, z) + P_N(t, z) + R_N(t, z)$, where

$$P_2(t, z) = P(z_t) + (z - z_t) \cdot \nabla P(z_t) + \frac{1}{2}(z - z_t) \cdot \partial^2 P(z_t)(z - z_t),$$

$$P_N(t, z) = \sum_{3 \leq |\beta| \leq N} \frac{\partial^\beta P(z_t)}{\beta!}(z - z_t)^\beta,$$

$$R_N(t, z) = \sum_{|\beta| = N+1} \frac{|\beta|}{\beta!}(z - z_t)^\beta \int_0^1 (1 - s)^{|\beta| - 1} D^\beta P(z_t + s(z - z_t)) ds.$$ 

Notice that the evolution of $(z_t, G_t)$ only depends on $P_2(t, z)$ via the equations (3.43) and (3.44).

We next truncate the polynomial symbol $P_N(t, z)$ near $z_t$ to ensure that the solution $\varphi_h(t, x)$ is well defined. Let $\chi \in C^\infty_c(\mathbb{R})$ be a cut-off function equal to one near zero, we consider the truncated symbol $\chi((F_t^{-1}(z - z_t))^2) P_N(t, z)$ near $z_t$, where $F_t$ is the symplectic matrix associated with the normalized Lagrangian frame $Z_t$. Moreover, it is convenient to approximate this symbol by a further one that fits with anti-Wick quantization, hence we can use the Bargmann space to compute the matrix elements in an easier way. Precisely, we define:

$$\tilde{P}_N(t, z) := \sigma_{Z_t, N}^{AW}(\chi((F_t^{-1}(z - z_t))^2) P_N(t, z)),$$

where $\sigma_{Z_t, N}^{AW}(a) = a + O(h)$ denotes the anti-Wick approximation of $a$ of order $N$, defined by (3.26) below. We then replace the evolution problem (3.11) by:

$$\left(ih \partial_t + Op_h(\tilde{P}(t, z))\right) \varphi_h(t, x) = 0, \quad \varphi_h(0, x) = \varphi_0^h(Z_0, z_0)(x),$$

for small $t \in [-\delta, \delta]$, where:

$$\tilde{P}(t, z) := P_2(t, z) + \tilde{P}_N(t, \cdot) * W_h[\varphi_0^h[Z_t]](z).$$

The convolution with $W_h[\varphi_0^h[Z_t]]$ connects Weyl quantization with anti-Wick quantization (see Section 5.2 below), and allows us to compute the matrix elements of $Op_{h, Z_t}^{AW}(\tilde{P}_N) := Op_h(\tilde{P}_N(t, \cdot) * W_h[\varphi_0^h[Z_t]])$ in the Bargmann space. More precisely, one has

$$\tilde{P}_N * W_h[\varphi_0^h[Z_t]](z) = \chi((F_t^{-1}(z - z_t))^2) P_N(t, z) + O(h^{N+1})$$

that is, we take an approximation of $\chi P_N$ up to order $N$ by an anti-Wick symbol.

To study the evolution equation (3.11), we make the ansatz (3.2) and first describe the evolution by the quadratic part $P_2(t, z)$. Later, in Section 5.3 we compare it with the whole evolution by $\tilde{P}$, obtaining our propagation result stated in Proposition 3.3. The main idea comes from the works [17] [39].

### 3.1. Quadratic evolution

In this section we focus on the quadratic equation:

$$\left(ih \partial_t + Op_h(P_2(t, z))\right) \varphi_h(t, x) = 0, \quad \varphi_h(0, x) = \sum_{\alpha \in \mathbb{N}^d} c_\alpha \varphi_0^h[Z_0, z_0].$$

Our aim is to give a suitable differential equation for the vector of coefficients $\vec{c}(t) = (c_\alpha(t))$ such that

$$\varphi_h(t, x) = \sum_{\alpha \in \mathbb{N}^d} c_\alpha(t) \varphi_0^h[Z_t, z_t](x), \quad t \in [-\delta, \delta].$$

To ensure the existence of the solution $\varphi_h(t, x)$, we assume that $\vec{c} = (c_\alpha)_{\alpha \in \mathbb{N}^d} \in \ell_\rho(\mathbb{N}^d)$ (see Appendix A). Then we will see that $\vec{c}(t) \in \ell_{\rho - \sigma}(\mathbb{N}^d)$ for some $0 < \sigma < \rho$ and $t \in [-\delta, \delta]$. 

Proposition 3.1. The vector of coefficients \( \vec{c}(t) \) satisfies the differential equation:

\[
\begin{aligned}
\dot{c}_\alpha(t) &= \left( \dot{q}_t + \frac{i\Lambda_t}{\hbar} \right) c_\alpha(t) + \sum_{\beta \in \mathbb{N}^d} \kappa_{\alpha\beta}(t)c_\beta(t), \quad \alpha \in \mathbb{N}^d, \\
\quad c_\alpha(0) &= c_\alpha,
\end{aligned}
\]

where

\[
\quad \dot{q}_t = -\frac{1}{4} \int_0^t \text{tr} \left( G_s^{-1} \text{Im} \partial^2 P(z_s) \right) ds
\]

and \( \Lambda_t = -\int_0^t \left( \frac{\dot{p}_s \cdot q_s - \dot{q}_s \cdot p_s}{2} - P(z_s) \right) ds, \)

and the matrix elements \( (\kappa_{\alpha\beta}) \) satisfy \( \kappa_{00}(0) = 0, \kappa_{\alpha\beta}(t) = 0 \) unless \( |\alpha| \geq |\beta| \) and \( |\alpha - \beta| \leq 2, \)

and there exists \( C > 0 \) such that:

\[
\sup_{-\delta \leq t \leq \delta} |\kappa_{\alpha\beta}(t)| \leq C|\alpha|.
\]

Corollary 3.1. Let \( \vec{c} \in \ell_p(\mathbb{N}^d) \) for some \( p > 0. \) Then there exists \( 0 < \sigma < p \) and \( \delta = \delta(\rho, \sigma) > 0 \) such that \( \vec{c}(t) \in \mathcal{C}([-\delta, \delta]; \ell_{p-\sigma}(\mathbb{N}^d)). \)

Proof. Let \( K(t) \) be the operator defined by

\[
(K(t)\vec{c})_\alpha = \sum_{\beta \in \mathbb{N}^d} \kappa_{\alpha\beta}(t)c_\beta, \quad \alpha \in \mathbb{N}^d.
\]

Then, by (3.13),

\[
\|K(t)\vec{c}\|_{p-\sigma} = \sum_{\alpha \in \mathbb{N}^d} |(K(t)\vec{c})_\alpha| e^{(p-\sigma)|\alpha|}
\]

\[
\leq C \sum_{\alpha \in \mathbb{N}^d} \sum_{|\alpha-\beta| \leq 2} |\alpha||\beta|e^{(p-\sigma)|\alpha|}
\]

\[
\leq C_\rho \sum_{\beta \in \mathbb{N}^d} |\beta|e^{-\sigma|\beta|} |\beta|e^{\rho|\beta|}
\]

\[
\leq C_\rho \sum_{\beta \in \mathbb{N}^d} |\beta|e^{\rho|\beta|}
\]

\[
= C_\rho e^{\sigma \|\vec{c}\|_p}
\]

This implies that \( K \in \mathcal{C}([-\delta, \delta]; \mathcal{D}_p). \) Applying Lemma \( \Box \) the claim holds.

From the proof of Proposition 3.1 together with [46 Thm. 4.5] one obtains the explicit expression for the coefficients

\[
c_\alpha(t) = e^{\frac{t}{\hbar} \Lambda_t(z_0) + \dot{q}_t} \sum_{|\alpha| \leq |\beta|} a_{\alpha\beta}(t)c_\beta = e^{\frac{t}{\hbar} \Lambda_t(z_0) + \dot{q}_t} \mathcal{A}(t)\vec{c},
\]

where \( \mathcal{K}(t) = \mathcal{A}(t)\mathcal{A}(t)^{-1}. \) Precisely, one finds (see [46 Thm. 4.9]):

Corollary 3.2. The solution \( \varphi_h(t, x) \) is given by:

\[
\varphi_h(t, x) = \sum_{\beta \in \mathbb{N}^d} e^{\frac{t}{\hbar} \Lambda_t(z_0) + \dot{q}_t} \sqrt{\beta!} c_\beta \left( \sqrt{\frac{2}{\hbar}} \hat{N}_t Q_t^{-1} (x - q_t) \right) \varphi_0^h(z_t, z_t)(x)
\]

\[
= \sum_{\beta \in \mathbb{N}^d} e^{\frac{t}{\hbar} \Lambda_t(z_0) + \dot{q}_t} \sum_{|\alpha| \leq |\beta|} a_{\alpha\beta}(t)\varphi_0^h(z_t, z_t)(x),
\]
where \( z_t = (q_t, p_t) \) is given by Lemma 3.7, and the Hermite-type polynomials \( p_\alpha = p_\alpha(t) \) are explicit and given by the recurrence relation:

\[
p_0(x; M_t) = 1, \quad p_\alpha + e_j(x, M_t) = x_j p_\alpha(x, M_t) - e_j \cdot M_t \nabla p_\alpha(x; M_t), \quad j = 1, \ldots, d, \]

with

\[
M_t = \frac{1}{4} (S_t Z_0)^2 G_t (S_t Z_0) + N_t Q_t^{-1} Q_t N_t.
\]

**Remark 3.1.** Notice that the main change of the \( L^2 \)-norm of \( \varphi_h(t, x) \) is given by the diagonal term \( e^{\frac{1}{2} \Lambda(z_0) + q_t} \).

**Proof of Proposition 3.7.** We first focus on the propagation of the coherent state \( \varphi_0^h[Z_0, z_0] \). We claim that:

\[
(i \hbar \partial_t + \mathrm{Op}_h(P_2)) \varphi_0^h[Z_t, z_t] = \left( i \hbar \partial_t - P_2(t, z_t) - \frac{\dot{q}_t \cdot p_t - \dot{p}_t \cdot q_t}{2} \right) \varphi_0^h[Z_t, z_t].
\]

To show this, first notice that, by [46, Prop. 4.8],

\[
\varphi_0^h[Z_t, z_t] = \det(N_t)^{1/2} \varphi_0^h[S_t Z_0, z_t],
\]

where \( \det(N_t)^{1/2} = e^{\psi_t} \) is given by (3.13). We next compute:

\[
(i \hbar \partial_t \varphi_0^h[Z_t, z_t] = i \hbar \left( \dot{\varphi}_t + \partial_t (\det Q_t)^{-1/2} \det Q_t^{1/2} \right) \varphi_0^h[S_t Z_0, z_t]
\]

\[
+ i \hbar \partial_t \left( \frac{i}{2 \hbar} (x - q_t) \cdot B_t (x - q_t) + \frac{i}{\hbar} p_t \cdot (x - q_t) \right) \varphi_0^h[S_t Z_0, z_t],
\]

where \( B_t = P_t Q_t^{-1} \). By Jacobi’s determinant formula \( (\partial_t \det Q_t)/\det Q_t = \text{tr}(\partial_t Q_t Q_t^{-1}) \), we also have

\[
\frac{i}{\hbar} \partial_t \left( \frac{1}{2} \text{tr}\left( \partial_t Q_t Q_t^{-1} \right) \right).
\]

Moreover, denoting

\[
\partial_t \partial_t P(z_t) = \left( \begin{array}{cc} P_{pp} & P_{pq} \\ P_{qp} & P_{qq} \end{array} \right),
\]

and since \( S_t \) solves equation (3.5), we obtain:

\[
(i \hbar \partial_t \left( \frac{i}{2 \hbar} (x - q_t) \cdot B_t (x - q_t) + \frac{i}{\hbar} p_t \cdot (x - q_t) \right) = \frac{\dot{p}_t \cdot q_t + \dot{q}_t \cdot p_t}{2} + \frac{\dot{p}_t \cdot x + \dot{q}_t \cdot B_t (x - q_t)}{2} \cdot \frac{1}{2} (x - q_t) \cdot B_t (x - q_t)
\]

\[
= \frac{\dot{p}_t \cdot q_t + \dot{q}_t \cdot p_t}{2} + \frac{\dot{p}_t \cdot x + \dot{q}_t \cdot B_t (x - q_t)}{2} \cdot \frac{1}{2} (x - q_t) \cdot \frac{P_{pp} B_t + P_{pq} + P_{qp} + P_{qq} B_t (x - q_t)}{2}.
\]

On the other hand, in order to compute \( \mathrm{Op}_h(P_2) \varphi_0^h[S_t Z_0, z_t] \), we use the definition of \( P_2 \) and notice that

\[
(\dot{z} - z_t) \cdot \nabla P(z_t) \varphi_0^h[S_t Z_0, z_t] = (\nabla_q P(z_t) \cdot (x - q_t) + \nabla_p P(z_t) \cdot B_t (x - q_t)) \varphi_0^h[S_t Z_0, z_t],
\]

and

\[
\frac{1}{2} \partial_t^2 P(z_t)(\dot{z} - z_t) \cdot (\dot{z} - z_t) \varphi_0^h[S_t Z_0, z_t]
\]

\[
= \frac{i}{\hbar} \text{tr}(P_{pp} B_t + P_{pq}) \varphi_0^h[S_t Z_0, z_t]
\]

\[
+ \frac{1}{2} (x - q_t) \cdot (P_{pp} B_t + P_{pq} + B_t P_{pq} + B_t P_{pp} B_t) (x - q_t),
\]
from which we deduce that the quadratic terms in \((x - q_t)\) cancel. Using (3.13), we also see that
\[
\dot{p}_t = \text{Re} \nabla_q P(z_t) - P_t P_t^* \text{Im} \nabla_P P(z_t) - (P_t P_t^* - i \text{Id}) \text{Im} \nabla_q P(z_t),
\]
\[
\dot{q}_t = -\text{Re} \nabla_P P(z_t) - (Q_t P_t^* + i \text{Id}) \text{Im} \nabla_P P(z_t) - Q_t P_t^* \text{Im} \nabla_q P(z_t).
\]

Thus
\[
\nabla_q P(z_t) + B_t \nabla_P P(z_t) = \dot{p}_t - B_t \dot{q}_t,
\]
and then the linear terms in \(x\) also cancel. Finally,
\[
-\nabla_q P(z_t) \cdot q_t - B_t \nabla_P P(z_t) \cdot q_t = -q_t \cdot (\nabla_q P(z_t) + B_t \nabla_P P(z_t)) = q_t \cdot B_t \dot{q}_t - q_t \cdot \dot{p}_t,
\]
and moreover \(\partial_t Q_t = -P_{pq} Q_t - P_{qp} P_t\), hence \(\partial_t Q_t Q_t^{-1} = -P_{pq} - P_{qp} P_t^{-1}\). Summing up, we get (3.16). This implies, in particular, that \(\kappa_{\alpha0}(t) = 0\) for every \(|\alpha| \geq 0\).

We next look at the evolution of the excited states, which relies on the ladder operators. To this aim, we want to compare the ladder operators \(A_0^\dagger[Z_t, z_t]\) and \(A_\alpha^\dagger[Z_t, z_t]\) with \(A_t^\dagger[S_t Z_0, z_t]\) and \(A[S_t Z_0, z_t]\). Considering the projection operators onto the Lagrangian spaces \(L_t\) and \(\overline{L_t}\), we have, by Proposition 2.1,
\[
\pi_{L_t} = \frac{i}{2} Z_t Z_t^\Omega^T, \quad \pi_{\overline{L_t}} = -\frac{i}{2} Z_t Z_t^\Omega^T,
\]
and then we can decompose
\[
\overline{S}_t Z_0 = \pi_{L_t} \overline{S}_t Z_0 + \pi_{\overline{L_t}} \overline{S}_t Z_0,
\]
\[
S_t Z_0 = \pi_{L_t} S_t Z_0 + \pi_{\overline{L_t}} S_t Z_0.
\]

We then have, by [46, Lemma 4.4], the following linear equation for the ladder operator \(A^\dagger[S_t Z_0]\):
\[
A^\dagger[S_t Z_0] = A[\pi_{L_t} S_t Z_0] - A[\pi_{L_t} S_t \overline{Z}_0]
\]
\[
= A^\dagger[Z_t C_t] - A[Z_t D_t]
\]
\[
= C_t^* A^\dagger[Z_t] - D_t^T A[Z_t],
\]
where \(C_t = \frac{i}{2} Z_t^\Omega^T \overline{S}_t Z_0,\) \(D_t = \frac{i}{2} Z_t^\Omega^T S_t \overline{Z}_0\); and similarly, for \(A[S_t Z_0]\):
\[
A[S_t Z_0] = A[\pi_{L_t} S_t Z_0] - A^\dagger[\pi_{L_t} \overline{S}_t \overline{Z}_0]
\]
\[
= A[Z_t E_t] - A^\dagger[Z_t F_t]
\]
\[
= E_t^T A[Z_t] - F_t^* A^\dagger[Z_t],
\]
where \(E_t = \frac{i}{2} Z_t^\Omega^T S_t Z_0\) and \(F_t = \frac{i}{2} Z_t^\Omega^T \overline{S}_t \overline{Z}_0\). In other words,
\[
(3.17) \quad \begin{pmatrix} A^\dagger[S_t Z_0] \\ A[S_t Z_0] \end{pmatrix} = \begin{pmatrix} C_t^* & -D_t^T \\ -F_t^* & E_t^T \end{pmatrix} \begin{pmatrix} A^\dagger[Z_t] \\ A[Z_t] \end{pmatrix}.
\]

The same equation (3.17) remains valid for the translations \(A^\dagger[Z_t, z_t]\) and \(A[Z_t, z_t]\) due to the conjugation property (2.6). Notice, moreover, that \(C_t = \text{Id} + O(t),\) \(E_t = \text{Id} + O(t),\) \(D_t = O(t),\) and \(F_t = O(t)\), then the matrix of (3.17) is invertible for small \(t\). Let us denote this inverse, for \(t \in [-\delta, \delta]\), by:
\[
(3.18) \quad \begin{pmatrix} C_t^* & -D_t^T \\ -F_t^* & E_t^T \end{pmatrix}^{-1} =: \begin{pmatrix} X_t & Y_t \\ V_t & W_t \end{pmatrix}.
\]

Next, consider the derivative corresponding to the ladder operators:
\[
i \hbar \partial_t (A_{\alpha}^\dagger[Z_t, z_t] \varphi_{\alpha}^0[Z_t, z_t](x)).
\]

To compute this derivative, let \(t \mapsto w_t \in \mathbb{C}^{2d}\) be the complex curve satisfying
\[
\dot{w}_t = -\Omega \nabla P(z_t), \quad w_0 = z_0.
\]
Using that $J \Omega = \Omega^T G_\ell \Omega = G_\ell^{-1}$, it follows that $z_t$ is given by the real projection of $w_t$ via the complex structure $J_t$:

$$z_t = \text{Re}\, w_t + J_t \text{Im}\, w_t.$$ 

Then, by [46] Thm. 3.12, we have

$$A^\dagger[\mathcal{S}_t Z_0, z_t] = A^\dagger[\mathcal{S}_t Z_0, w_t], \quad A[S_t Z_0, z_t] = A[S_t Z_0, w_t].$$

On the other hand, using the symbolic calculus for pseudodifferential operators, we observe that

$$i\hbar \partial_t A^\dagger[\mathcal{S}_t Z_0, w_t] = -[\text{Op}_h(P_2), A^\dagger[S_t l_0, w_t]], \quad i\hbar \partial_t A[S_t l_0, w_t] = -[\text{Op}_h(P_2), A[S_t l_0, w_t]].$$

Therefore, by (3.17) and (3.18),

$$i\hbar \partial_t A^\dagger[l_t^j, z_t] = i\hbar \partial_t (e_j \cdot A^\dagger[Z_t, z_t])$$

$$= i\hbar e_j \cdot (X_t A^\dagger[\mathcal{S}_t Z_0, z_t] + Y_t A[\mathcal{S}_t Z_0, z_t])$$

$$= i\hbar e_j \cdot (X_t A^\dagger[\mathcal{S}_t Z_0, z_t] + Y_t A[\mathcal{S}_t Z_0, z_t]) + [\text{Op}_h(P_2), A^\dagger[l_t^j, z_t]]$$

$$= i\hbar \mathcal{L}_t^j(A^\dagger[Z_t, z_t], A[Z_t, z_t]) + [\text{Op}_h(P_2), A^\dagger[l_t^j, z_t]],$$

where the tensor term $\mathcal{L}_t^j(A^\dagger[Z_t, z_t], A[Z_t, z_t])$ is given by

$$\mathcal{L}_t^j(A^\dagger[Z_t, z_t], A[Z_t, z_t]) = e_j \cdot ((X_t C_t^* - Y_t F_t^*) A^\dagger[Z_t, z_t] + (Y_t E_t^T - X_t D_t^T) A[Z_t, z_t])$$

$$= \sum_{k=1}^d \nu_{jk}^1(t) A^\dagger[l_k^j, z_t] + \nu_{jk}^2(t) A[l_k^j, z_t],$$

for certain $\nu_{jk}^i(t) \in \mathbb{C}$, $l \in \{1, 2\}$. Using the definition, $A_\alpha^\dagger[Z_t, z_t] = A[l_t^1, z_t]^{\alpha_1} \cdots A[l_t^d, z_t]^{\alpha_d}$, we obtain by the product rule that

$$i\hbar \partial_t A_\alpha^\dagger[Z_t, z_t] + [\text{Op}_h(P_2), A_\alpha^\dagger[Z_t, z_t]]$$

$$= \sum_{j=1}^d \sum_{|\alpha| \geq |\beta|} \kappa_{\alpha\beta}(t) A_\alpha^\dagger[Z_t, z_t],$$

where $|\kappa_{\alpha\beta}(t)| \leq C|\alpha|$, for some constant $C$ uniformly bounded for $-\delta \leq t \leq \delta$. Finally, the differential equation for the coefficients $c_\alpha(t)$ is given by:

$$\begin{cases}
\dot{c}_\alpha(t) = \left( \frac{\dot{\chi}}{\hbar} \right) c_\alpha(t) + \sum_{|\alpha| \geq |\beta|} \kappa_{\alpha\beta}(t) c_\beta(t), & \alpha \in \mathbb{N}^d, \\
c_\alpha(0) = c_\alpha.
\end{cases}$$

3.2. Matrix elements. In this section, we compute the matrix elements of the remainder term $\text{Op}_h(\tilde{P}_N * W_h[\phi_0^1[Z_t]])$ on the basis $\{\phi_\alpha^1[Z_t, z_t]\}$, leading to the whole evolution system for the coefficients $\tilde{c}(t) = (c_\alpha(t))$ of (3.22) solving (3.11). The main result of this section is:

**Proposition 3.2** (Matrix elements). Let $\chi \in C^\infty_c(\mathbb{R})$ be a bump function near zero. Set

$$\tilde{P}_N(t, z) := \sigma^\text{AW}_{Z_{\alpha}^1}(\chi(|F_t^{-1}(z - z_t)|^2)P_N)(t, z),$$

where the anti-Wick approximation $\sigma^\text{AW}_{Z_{\alpha}^1}$ is defined by (3.22). Then the operator

$$\text{Op}_h^\text{AW}(\tilde{P}_N) := \text{Op}_h(\tilde{P}_N * W_h[\phi_0^1[Z_t]])$$
satisfies, for \( t \in [-\delta, \delta] \), for every \( \alpha \in \mathbb{N}_0^d \) and every \( \gamma \in \mathbb{N}_0^d - \{\alpha\} \):

\[
\left| \langle \text{Op}_h^{AW}(\tilde{P}_N)\varphi^h_{\alpha+\gamma}[Z_t, z_t], \varphi^h_{\alpha}[Z_t, z_t] \rangle_{L^2(\mathbb{R}^d)} \right| \leq C_N \hbar (1 + |\alpha|), \quad \text{if } |\gamma| \leq 2N,
\]

and the left-hand side vanishes for \( |\gamma| > 2N \). Moreover, for every \( \gamma \in \mathbb{N}_0^d \) such that \( |\gamma| \leq 2N \),

\[
\left| \langle \text{Op}_h^{AW}(\tilde{P}_N)\varphi^h_{\gamma}[Z_t, z_t], \varphi^h_{0}[Z_t, z_t] \rangle_{L^2(\mathbb{R}^d)} \right| \leq C_N \hbar^{3/2}.
\]

Remark 3.2. Notice that \( \tilde{P}_N \in C_c^\infty(\mathbb{R}^{2d}) \) due to the cut-off function \( \chi \). In particular, \( \text{Op}_h^{AW}(\tilde{P}_N) \) is a compact operator and the matrix elements (3.20) vanish for

\[|\alpha|, |\alpha + \gamma| \geq C_N \hbar.\]

However, to gain the \( \hbar \) factor in (3.19) and obtaining an estimate uniform in \( \hbar \), we pay with the growth \((1 + |\alpha|)\). This will be sufficient to show that \( \tilde{c}(t) \) of (3.2) belongs to \( \ell_{\rho-3\sigma}(\mathbb{N}^d) \) for some \( \rho > 0, 0 < \sigma < \rho/3 \), and \( t \in [-\delta, \delta] \) (see Section 3.3 below).

To facilitate the calculations, we exploit the Bargmann space representation. This is very convenient to compute the matrix elements in the basis of excited coherent states, due to the particular form of the Hermite functions in Bargmann space, namely given by holomorphic convenient form:

\[
\psi(z) := \exp \left[ -\frac{1}{2\hbar}(z^2 + |x|^2 - 2\sqrt{2z \cdot x}) \right] \psi(x) dx.
\]

Under the Bargmann transform, the eigenfunctions of the harmonic oscillator \( \hat{H}_h \) have a particular convenient form:

\[
\mathcal{B}_h \varphi^h_{\alpha}(z) = \frac{z^\alpha}{(2\hbar)^{|\alpha|/2}} \frac{1}{(|\alpha|!)} \mathcal{B}_h \varphi^h_{\alpha}(z), \quad \alpha \in \mathbb{N}^d,
\]

where we denote \( \varphi^h_{\alpha} := \varphi^h_{\alpha}[Z_0] \) for \( Z_0 = (i \text{Id}, \text{Id})^t \). Moreover, the Bargmann transform \( \mathcal{B}_h \) intertwines anti-Wick operators with Toeplitz operators. Identifying \( \mathbb{C}^d \) with \( \mathbb{R}^{2d} \) via \( z = x + i\xi \), the following holds (see [9] Appendix) or [8] Sect. 5.2):

\[
\mathcal{B}_h \text{Op}_h^{AW}(a) \mathcal{B}_h^{-1} = T_h(a),
\]

where the anti-Wick quantization of \( a \) is defined by

\[
\text{Op}_h^{AW}(a) := \text{Op}_h \left( a \circ W_h[\varphi^h_{\alpha}, \varphi^h_{0}] \right),
\]

and the Toeplitz operator \( T_h(a) : \mathcal{H}_h \to \mathcal{H}_h \) is given by

\[
T_h(a) = \Pi_h M(a),
\]

where \( M(a) \) defines the multiplication operator on \( L^2(\mathbb{C}^d, e^{-|z|^2/2\hbar} dz d\bar{z}) \), and

\[
\Pi_h : L^2 \left( \mathbb{C}^d, e^{-|z|^2/2\hbar} dz d\bar{z} \right) \rightarrow \mathcal{H}_h
\]

is the orthogonal projection onto the holomorphic subspace.
Let us also define the modified anti-Wick quantization associated to a normalized Lagrangian frame $Z$:

$$\text{Op}_{h,Z}^{AW}(a) := \text{Op}_h(a * W_h[\varphi_0^h[Z], \varphi_0^h[Z]])$$

The Anti-Wick quantization and the Weyl quantization are equivalent in the semiclassical limit. Indeed, one can show (see Lemma 3.2 below) that

$$\text{Op}_{h,Z}^{AW}(a) = \text{Op}_h(a) + O(h)$$

We next establish the correspondence between polynomial symbols for Weyl and anti-Wick quantization. Let $Z$ be a normalized Lagrangian frame, we define the coefficients $\lambda_\alpha[Z]$, for $|\alpha| \equiv 0 \pmod{2}$, by

$$\lambda_\alpha[Z] := \int_{\mathbb{R}^{2d}} y^\alpha \Phi^1_{(0,0)}[Z](y) dy.$$ 

Notice, in particular, that if $Z = (i \text{Id}, \text{Id})^1$ then $\lambda_\alpha[Z] = \frac{\alpha!}{4^{|\alpha|} \left( \frac{|\alpha|}{2} \right)!}$.

**Lemma 3.2.** Let $Z$ be a normalized Lagrangian frame and $q \in C^\infty_c(\mathbb{R}^{2d})$. Let $N \in \mathbb{N}$, then

$$\text{Op}_h(q) = \text{Op}_{h,Z}^{AW} \left( \sum_{m=0}^N \sum_{|\alpha| = 2m} \frac{(-1)^m h^m \mu_\alpha[Z]}{\alpha!} D^\alpha q \right) + O(h^{N+1}),$$

where the coefficients $\mu_\alpha[Z]$ are uniquely determined in terms of (3.22) by following identities: For every $\gamma \in \mathbb{N}_0^d$ with $|\gamma| \equiv 0 \pmod{2}$,

$$\sum_{|\alpha| \leq \gamma, |\alpha| \equiv 0 \pmod{2}} \frac{(-1)^{|\alpha|} \mu_\alpha[Z] \lambda_{\gamma-\alpha}[Z]}{\alpha!(\gamma-\alpha)!} = \begin{cases} 1 & \text{if } \gamma = 0, \\ 0 & \text{if } \gamma \neq 0. \end{cases}$$

**Remark 3.3.** Notice that, if $Z = (i \text{Id}, \text{Id})^1$, then $\mu_\alpha[Z] = \lambda_\alpha[Z] = \frac{\alpha!}{4^{|\alpha|} \left( \frac{|\alpha|}{2} \right)!}$.

**Definition 3.1.** We define

$$\sigma_{Z,N}^{AW}(q) := \sum_{m=0}^N \sum_{|\alpha| = 2m} \frac{(-1)^m h^m \mu_\alpha[Z]}{\alpha!} D^\alpha q.$$ 

**Proof of Lemma 3.2.** By definition, we have

$$\text{Op}_{h,Z}^{AW}(q) = \text{Op}_h(q * W_h[\varphi_0^h[Z], \varphi_0^h[Z]])$$

where, by (2.13),

$$W_h[\varphi_0^h[Z], \varphi_0^h[Z]] = \Phi^h_{(0,0)}[Z](z) = \frac{1}{\pi d} e^{\frac{1}{4} G_z z},$$

with $G$ given by (2.9). Then, expanding $q(w)$ by Taylor’s theorem near $z$,

$$q * \Phi^h_{(0,0)}[Z](z) = \int_{\mathbb{R}^{2d}} q(w) \Phi^h_{(0,0)}[Z](w-z) dw = \sum_{|\alpha| \leq N} \frac{1}{\alpha!} D^\alpha q(z) \int_{\mathbb{R}^{2d}} (w-z)^\alpha \Phi^h_{(0,0)}[Z](w-z) dw + \int_{\mathbb{R}^{2d}} R_N(z, w) \Phi^h_{(0,0)}[Z](w-z) dw$$

$$= \sum_{|\alpha| \leq N} \frac{h^{|\alpha|}}{\alpha!} D^\alpha q(z) \int_{\mathbb{R}^{2d}} y^\alpha \Phi^1_{(0,0)}[Z](y) dy + \int_{\mathbb{R}^{2d}} R_N(z, z+y) \Phi^h_{(0,0)}[Z](y) dy.$$
For the derivatives of \( q \) of odd degree, we have
\[
\int_{\mathbb{R}^{2d}} y^\alpha \Phi_{(0,0)}^1[Z](y) dy = \frac{1}{\pi^d} \int_{\mathbb{R}^{2d}} y^\alpha e^{-G y^2} dy
\]
\[
= \frac{1}{\pi^d} \int_{\mathbb{R}^{2d}} (F - T y)^\alpha e^{-|y|^2} dy
\]
\[
= 0,
\]
where \( G = FF^T \) with \( F \) real symplectic. Thus
\[
q * \Phi_{(0,0)}^b[Z](z) = \sum_{m=0}^N \sum_{|\alpha| = 2m} \frac{\hbar^m \lambda_\alpha[Z]}{\alpha!} D^\alpha q(z) + \int_{\mathbb{R}^{2d}} R_N(z, z + y) \Phi_{(0,0)}^b[Z](y) dy.
\]

On the other hand,
\[
\Phi_{(0,0)}^b[Z] * \left( \sum_{m=1}^N \sum_{|\alpha| = 2m} (-1)^m \hbar^m \lambda_\alpha[Z] D^\alpha q \right)
\]
\[
= \sum_{m=0}^N \sum_{m'=0}^{m'} \sum_{|\alpha| = 2m} \sum_{|\beta| = 2m'} (-1)^m \hbar^{m+m'} \mu_\alpha[Z] \lambda_\beta[Z] D^{\alpha+\beta} q(z)
\]
\[
= \sum_{k=0}^N \sum_{|\gamma| = 2k} \hbar^k D^\gamma q(z) \sum_{|\alpha| \leq \gamma} \frac{(-1)^{|\alpha|} \mu_\alpha[Z] \lambda_{\gamma-\alpha}[Z]}{\alpha!(\gamma - \alpha)!}
\]
\[
= q(z),
\]
provided that condition (3.24) holds.

The following identity allows us to compute the matrix elements of an anti-Wick operator on the basis of Hermite functions:
\[
\langle \varphi_\beta^b, \text{Op}_{h}^\text{AW} (a) \varphi_\alpha^b \rangle_{L^2(\mathbb{R}^d)} = \frac{1}{C_{h,\alpha,\beta}} \int_{\mathbb{C}^d} z^\beta a(z) \overline{\varphi_\beta^b(z)} e^{-|z|^2/(2\hbar)} d\overline{z} d\overline{a},
\]
where
\[
C_{h,\alpha,\beta} = \pi^d (2\hbar)^{d+\frac{|\alpha|+|\beta|}{2}} (\alpha! \beta!)^{\frac{1}{2}}.
\]

**Lemma 3.3.** Let \( p(z) \) be a polynomial of degree \( N \), homogeneous of degree \( n \) at zero. For any \( \alpha \in \mathbb{N}_0^d \), \( \gamma \in \mathbb{N}_0^d \) - \{0\}, set
\[
z_{\alpha,\gamma,\hbar} := \left( \sqrt{\hbar(2\alpha_1 + \gamma_1 + 1)}, \ldots, \sqrt{\hbar(2\alpha_d + \gamma_d + 1)} \right) \in \mathbb{R}^d.
\]
Then, for any \( \chi \in C_\infty(\mathbb{R}) \) and \( q(z) = \chi(|z|^2) p(z) \), one has
\[
\frac{1}{C_{h,\alpha,\alpha+\gamma}} \int_{\mathbb{C}^d} z^{\alpha+\gamma} q(z) \overline{\varphi_\beta^b(z)} e^{-|z|^2/(2\hbar)} d\overline{z} d\overline{a}
\]
\[
= \frac{\Lambda(\alpha, \gamma)}{(2\pi)^d} \int_{\mathbb{R}^d} q \circ \Phi_\tau^H (z_{\alpha,\gamma,\hbar}, 0) e^{-i\tau \cdot z} d\tau + O_N \left( \hbar^\frac{n}{2} (1 + |\alpha|) \right),
\]
as \( \hbar \to 0 \), where we denote \( \Phi_\tau^H(z) \equiv \Phi_\tau(z) \) (see (1.20)), and
\[
\Lambda(\alpha, \gamma) := \frac{1}{[\alpha!(\alpha + \gamma)!]^2} \prod_{j=1}^d \Gamma \left( \frac{2\alpha_j + \gamma_j + 2}{2} \right),
\]
where $\Gamma$ denotes the Gamma function. Moreover, if $|\gamma| > N$, then

$$
\frac{1}{C_{h,\alpha,\alpha + \gamma}} \int_{\mathbb{C}^d} z^{\alpha + \gamma} q(z) e^{-\frac{|z|^2}{2h^2}} dz = 0.
$$

**Remark 3.4.** Notice that, for any $\gamma \in \mathbb{N}_0^d - \{\alpha\}$ with $|\gamma| \leq 2N$, $|\Lambda(\alpha, \gamma)| \leq 1$.

**Proof.** Identifying $\mathbb{R}^d \simeq \mathbb{C}^d$ and taking polar coordinates

$$
z = \Phi^H_r(r, 0) \equiv (r_1 e^{i\tau_1}, \ldots, r_d e^{i\tau_d}), \quad \tau \in \mathbb{T}^d, \quad r = (r_1, \ldots, r_d) \in \mathbb{R}_+^d,
$$

we have:

$$
\int_{\mathbb{C}^d} z^{\alpha + \gamma} q(z) e^{-\frac{|z|^2}{2h^2}} dz = \int_{\mathbb{R}_+^d} \int_{\mathbb{T}^d} q \circ \Phi^H_r(r, 0) e^{-i\gamma \cdot \tau} \prod_{j=1}^d r_j^{2\alpha_j + \gamma_j + 1} e^{-\frac{r_j^2}{2h}} dr d\tau.
$$

Since $q$ is a polynomial of degree $N$, this shows (3.28). Now, we perform the following change of variables, shifting the center to $z_{\alpha, \gamma, h}$ and zooming by $1/(2h)^{1/2}$:

$$
r_j = \sqrt{2h}s_j + \sqrt{h(2\alpha_j + \gamma_j + 1)}, \quad s_j \in \left[-\sqrt{\frac{2\alpha_j + \gamma_j + 1}{2}}, \infty\right), \quad j = 1, \ldots, d.
$$

We aim at showing that

$$
\frac{(2h)^{\frac{d}{2}}}{C_{h,\alpha,\alpha + \gamma}} \prod_{j=1}^d r_j^{2\alpha_j + \gamma_j + 1} e^{-\frac{r_j^2}{2h}} \leq C_d e^{-\frac{|s|^2}{2}},
$$

for some constant $C_d > 0$ depending only on the dimension $d$. Indeed, by the following inequality

$$
(\sqrt{2s} + \sqrt{B})^2 e^{-\frac{r_j^2 + s_j^2}{2}} \leq e^{-s_j^2} \left(\frac{B}{e}\right)^{\frac{s_j}{2}}, \quad s \geq -\left(\frac{B}{2}\right)^{\frac{s_j}{2}}, \quad B \geq 0,
$$

we have

$$
r_j^{2\alpha_j + \gamma_j + 1} e^{-\frac{r_j^2}{2h}} \leq e^{-\frac{s_j^2}{2}} e^{-\frac{2\alpha_j + \gamma_j + 1}{2} \left(h(2\alpha_j + \gamma_j + 1)\right)} e^{-\frac{2\alpha_j + \gamma_j + 1}{2} \left(h(2\alpha_j + \gamma_j + 1)\right)}.
$$

Using next Stirling’s formula

$$
n! \geq \sqrt{2\pi n^{n+\frac{1}{2}}} e^{-n}, \quad n \geq 1,
$$

the right-hand-side of (3.30) can be bounded by

$$
e^{-\frac{s_j^2}{2} e^{-\frac{2\alpha_j + \gamma_j + 1}{2} \left(h(2\alpha_j + \gamma_j + 1)\right)}} \leq e^{-\frac{s_j^2}{2}} \left(\frac{h^{2\alpha_j + \gamma_j + 1}(2\alpha_j + \gamma_j + 1)!}{\sqrt{2\pi(2\alpha_j + \gamma_j + 1)^{\frac{3}{2}}}}\right)^{\frac{1}{2}}.
$$

Recall, from (3.27), that

$$
C_{h,\alpha,\alpha + \gamma} = \pi^d (2h)^{d+\frac{||\alpha||+|\alpha+\gamma|}{2}} [\alpha!(\alpha + \gamma)!]^{\frac{1}{2}}.
$$

Then, using the following standard property of the Gamma function:

$$
\Gamma(2x) \lesssim x^{\frac{1}{2}} \Gamma(x)^2 2^{2x-1} \lesssim x^{\frac{1}{2}} \Gamma(x-y) \Gamma(x+y) 2^{2x-1}, \quad 0 \leq y \leq x,
$$

where the notation $\lesssim$ means inequality modulo multiplication by a universal constant, with

$$
x = \frac{2\alpha_j + \gamma_j + 2}{2}, \quad y = \frac{\gamma_j}{2},
$$

we conclude (3.29).

On the other hand, denoting

$$
q(r, \tau) := q \circ \Phi^H_r(r, 0), \quad (r, \tau) \in \mathbb{R}_+^d \times \mathbb{T}^d,
$$

and using Taylor’s theorem,

$$
q \circ \Phi^H_r(z_{\alpha, \gamma, h} + \sqrt{2h}s, 0) = q \circ \Phi^H_r(z_{\alpha, \gamma, h}, 0) + \sqrt{2hs} \cdot \int_0^1 \partial_r q(z_{\alpha, \gamma, h} + t\sqrt{2hs}, \tau) dt.
$$
Since $p$ is a polynomial of degree $N$, for every $r \in \mathbb{R}^d$, the Fourier coefficients $\hat{q}(r, \gamma)$ given by

$$\hat{q}(r, \gamma) = \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} q(r, \tau) e^{-ir \cdot \tau} d\tau$$

vanish for $|\gamma| \geq N + 1$. Moreover, using that $\chi$ has compact support, we obtain that

$$\sup_{|\gamma| \leq N} \left| \partial_t \hat{q}(z_{\alpha, \gamma, h} + t\sqrt{2\hbar s}, \gamma) \right| \leq C_N h^{\frac{N-1}{2}}(1 + |\alpha|)(1 + |s|^2).$$

Finally, since

$$\int_0^{\infty} r^{2\alpha_j + \gamma_j + 1} e^{\frac{-r^2}{4\hbar}} dr_j = \frac{1}{2} \Gamma \left( \frac{2\alpha_j + \gamma_j + 2}{2} \right) (2\hbar)^{\frac{2\alpha_j + \gamma_j + 2}{2}},$$

we obtain

$$\left| \frac{1}{C_h, \alpha, \alpha + \gamma} \int_{\mathbb{C}^d} e^{\alpha + \gamma} q(z) z^\alpha e^{-\frac{|z|^2}{4\hbar}} dz d\tau - \frac{\Lambda(\alpha, \gamma)}{(2\pi)^d} \int_{\mathbb{T}^d} q \circ \Phi^H_{\tau}(z_{\alpha, \gamma, h}, 0) e^{-i\tau \cdot \tau} d\tau \right|$$

$$\leq C_N h^\frac{N}{2}(1 + |\alpha|) \int_{\mathbb{R}^d} |s|(1 + |s|^2) e^{-\frac{|s|^2}{2\hbar}} ds$$

$$= O_N \left( h^\frac{N}{2}(1 + |\alpha|) \right).$$

\[\square\]

**Proof of Proposition 3.2.** By (32), we have:

$$\sigma_{Z_t, N}^{AW}(\chi(|F_t^{-1}(z - z_t)|^2) P_N)(t, z) = \sum_{j=0}^{N} \sum_{m=0}^{N-j} h^m \chi^{(j)}(|F_t^{-1}(z - z_t)|^2) P_{j,m}(t, z - z_t)$$

$$= \sum_{j=0}^{N} \sum_{m=0}^{N-j} h^m q_{j,m}(t, z - z_t),$$

where $P_{j,m}(t, \cdot)$ is a polynomial of degree $N - m + j$ and homogeneous of degree $3 - m + j$. We have, by Egorov’s theorem for metaplectic operators, that

$$q_{j,m} * W_h[\varphi_0^h [Z_t]], \varphi_0^h [Z_t]](F_t z) = \int_{\mathbb{R}^{2d}} q_{j,m}(t, F_t z - w) W_h[\varphi_0^h [Z_t]], \varphi_0^h [Z_t]](w) dw$$

$$= \int_{\mathbb{R}^{2d}} q_{j,m}(t, F_t z - F_t w) W_h[\varphi_0^h, \varphi_0^h](w) dw$$

$$= (q_{j,m} \circ F_t) * W_h[\varphi_0^h, \varphi_0^h](z).$$

Thus, using Egorov’s theorem for metaplectic operators one more time yields:

$$\langle \text{Op}_{h, Z_t}^{AW}(q_{j,m}(t, z - z_t)) \varphi_{h+\gamma}^h [Z_t, z_t], \varphi_0^h [Z_t, z_t]] \rangle_{L^2(\mathbb{R}^d)}$$

$$= \langle \text{Op}_h(q_{j,m}(t, z - z_t) * W_h[\varphi_0^h [Z_t]], \varphi_0^h [Z_t]] \hat{T}[Z_t]) \varphi_{h+\gamma}^h [Z_t], \hat{T}[Z_t] \varphi_0^h [Z_t] \rangle_{L^2(\mathbb{R}^d)}$$

$$= \langle \text{Op}_h(q_{j,m} * W_h[\varphi_0^h [Z_t]], \varphi_0^h [Z_t]]) \varphi_{h+\gamma}^h [Z_t], \varphi_0^h [Z_t] \rangle_{L^2(\mathbb{R}^d)}$$

$$= \langle \text{Op}_h(q_{j,m} * W_h[\varphi_0^h [Z_t]], \varphi_0^h [Z_t]]) \varphi_{h+\gamma}^h [Z_t], \varphi_0^h [Z_t] \rangle_{L^2(\mathbb{R}^d)}$$

$$= \langle \text{Op}_h((q_{j,m} \circ F_t) * W_h[\varphi_0^h, \varphi_0^h]) \varphi_{h+\gamma}^h, \varphi_0^h \rangle_{L^2(\mathbb{R}^d)}$$

$$= \langle \text{Op}_h^{AW}(q_{j,m} \circ F_t) \varphi_{h+\gamma}^h, \varphi_0^h \rangle_{L^2(\mathbb{R}^d)}. $$
Moreover, using the Bargmann transform,
\[
\langle Op^\text{AW}_\rho(q_{j,m} \circ F_t) \varphi^h_{\alpha+\gamma}, \varphi^h_{\alpha}/L_2(\mathbb{R}^d) \rangle = \frac{1}{C_{h,\alpha,\alpha+\gamma}} \int_{\mathbb{C}^d} z^{\alpha+\gamma} (q_{j,m} \circ F_t)(z) z^{\alpha+\gamma} e^{-\frac{i|z|^2}{2}} dz d\overline{z}.
\]

Applying Lemma \ref{lem:3.3} to \( q(z) = q_{j,m}(t, F_z) \), (3.19) holds.

\section{Propagation result.}

In this section we study the problem
\[
(3.32) \quad (i\hbar \partial_t + Op^\text{AW}_\rho(P_2) + Op^\text{AW}_{\rho, Z_t}(\tilde{P}_N)) \varphi^h(t, x) = 0, \quad \varphi^h(0, x) = \varphi^h_0(Z_0, z_0)(x),
\]
with the ansatz (3.2). The vector of coefficients \( \tilde{c}(t) = (c_\alpha(t)) \) obeys the equation:
\[
(3.33) \quad \dot{c}_\alpha(t) = \left( \frac{\dot{\gamma}_t + i\frac{\Delta_t}{\hbar}}{\hbar} \right) c_\alpha(t) + \sum_{|\beta-\alpha| \leq 2} \kappa_{\alpha,\beta}(t) c_\beta(t) + \sum_{|\gamma-\alpha| \leq 2N} \mu_{\alpha,\gamma}(t) c_\gamma(t).
\]

The matrix elements \( \kappa_{\alpha,\beta}(t) \) correspond to the quadratic part \( P_2 \) and have been estimated in Proposition \ref{prop:3.1} while the matrix elements \( \mu_{\alpha,\gamma}(t) \) come from the remainder term \( Op^\text{AW}_{\rho, Z_t}(\tilde{P}_N) \):
\[
\mu_{\alpha,\gamma}(t) := i\hbar^{-1} \langle Op^\text{AW}_{\rho, Z_t}(\tilde{P}_N) \varphi^h_{\alpha+\gamma}[Z_t, z_t], \varphi^h_\alpha[Z_t, z_t] \rangle_{L^2(\mathbb{R}^d)},
\]
and have been estimated in Proposition \ref{prop:3.2}. In this section, we prove the following propagation result:

\begin{proposition}
Let \( \rho > 0 \). Let \( 0 < \sigma < \rho/3 \). Then, given \( \tilde{c}_0 = (1, 0, \ldots) \in \ell_\rho(\mathbb{N}^d) \), there exists \( \delta = \delta(\rho, \sigma) > 0 \) and a unique solution
\[
(3.34) \quad \varphi^h(t, x) := \sum_{\alpha \in \mathbb{N}^d} c_\alpha(t, h) \varphi^h_{\alpha}[Z_t, z_t](x), \quad t \in [-\delta, \delta],
\]
to (3.32). Moreover, \( \tilde{c}(t) = (c_\alpha(t, h)) \in C([-\delta, \delta], \ell_{\rho-3\sigma}(\mathbb{N}^d)) \), and:
\[
(3.35) \quad c_0(t) = e^{\frac{\Delta_t}{\hbar} + \psi t} (1 + O(\sqrt{\hbar})),
\]
\[
(3.36) \quad c_\alpha(t) = e^{\frac{\Delta_t}{\hbar} + \psi t} \left( \sqrt{\hbar} \exp \left( - (\rho - 3\sigma)|\alpha| \right) \right), \quad \alpha \neq 0,
\]
uniformly in \( t \in [-\delta, \delta] \).
\end{proposition}

\begin{proof}
We rewrite equation (3.33) as:
\[
\frac{d}{dt} \tilde{c}(t) = (A(t) + B(t)) \tilde{c}(t), \quad \tilde{c}(0) = \tilde{c}_0,
\]
where
\[
(3.37) \quad (A(t) \tilde{c}(t))_\alpha = \left( \frac{\dot{\gamma}_t + i\frac{\Delta_t}{\hbar}}{\hbar} \right) c_\alpha(t) + \sum_{|\beta-\alpha| \leq 2} \kappa_{\alpha,\beta}(t) c_\beta(t),
\]
\[
(3.38) \quad (B(t) \tilde{c}(t))_\alpha = \sum_{|\gamma-\alpha| \leq 2N} \mu_{\alpha,\gamma}(t) c_\gamma(t).
\]
By Proposition \ref{prop:3.1}
\[
(3.39) \quad |\kappa_{\alpha,\beta}(t)| \leq C|\alpha|, \quad |\alpha - \beta| \leq 2, \quad |\alpha| \leq |\beta|,
\]
\[
(3.40) \quad \kappa_{\alpha,0}(t) = 0, \quad \alpha \in \mathbb{N}^d_0,
\]
for \( t \in [-\delta, \delta] \), with \( \delta > 0 \) small and fixed. Moreover, by Proposition \ref{prop:3.2}
\[
(3.41) \quad |\mu_{\alpha,\beta}(t)| \leq C_N(1 + |\alpha|), \quad |\alpha - \beta| \leq 2N,
\]
\[
(3.42) \quad |\mu_{\alpha,0}(t)| \leq C_N h^{1/2}, \quad |\alpha| \leq 2N,
\]
for \(t \in [-\delta, \delta]\). Moreover, the operators given by the matrix elements \(K(t) = (\kappa_{\alpha\beta}(t))\) and \(B(t) = (\mu_{\alpha\beta}(t))\) belong to \(C([-\delta, \delta], \mathcal{D}_\rho)\). Indeed, by Corollary 3.3 \(K(t) \in C([-\delta, \delta], \mathcal{D}_\rho)\). Similarly, by (3.41), we have:

\[
\|(\mu_{\alpha\beta}(t))\|_{\rho-\sigma} \leq \sum_{\alpha \in \mathbb{N}^d} \sum_{|\alpha - \beta| \leq 2} |\mu_{\alpha\beta}(t)c_\beta| e^{(\rho-\sigma)|\alpha|}
\]

\[
\leq \sum_{\alpha \in \mathbb{N}^d} \sum_{|\alpha - \beta| \leq 2\mathbb{N}} |\mu_{\alpha\beta}(t)c_\beta| e^{(\rho-\sigma)|\alpha|}
\]

\[
\leq C_{\rho}(N) \sum_{\beta \in \mathbb{N}^d} (2N + |\beta|) |c_\beta| e^{(\rho-\sigma)|\beta|}
\]

\[
\leq C_{\rho}(N) \sup_{r \geq 0} e^{-\sigma r} \sum_{\beta \in \mathbb{N}^d} |c_\beta| e^{\rho|\beta|}
\]

\[
\leq \frac{C_{\rho}(N)}{e\sigma} \|\bar{c}\|_{\rho}.
\]

Then, by Proposition A.1, (A.8), and (3.40), we have:

\[
\bar{c}(t) = e^{\frac{i\Delta}{\hbar} + \frac{\pi}{2} + \frac{i}{2} \int_0^t V(t, r)B(r)\overline{c_0}dr,
\]

where \(V(t, r)\) is the propagator corresponding to \(K(t) + B(t)\). Finally, using (3.42) and Lemma A.1, we obtain the claim.

\[\square\]

4. Construction of quasimodes

This section is devoted to prove Theorems 1.1 and 1.2

4.1. Proof of Theorem 1.1. Let \(N \geq 1\) be fixed. Let \(\chi \in C_c^\infty(\mathbb{R})\) be a bump function with support contained in \((-1, 3)\) and equal to one on \((-\frac{1}{2}, 2)\). Let us define

\[
L_h := \begin{cases} \sqrt{\frac{2\beta_h}{\hbar^2/3 \gamma_0}}, & \text{if } \beta_h \geq \hbar^{2/3}, \\ 1, & \text{if } 0 \leq \beta_h \leq \hbar^{2/3}, \end{cases}
\]

and set \(\chi_h(t) := \chi(t/h^{1/3}L_h)\). We define our candidate \(\psi_h\) to be a quasimode for \(\hat{P}_h\) by:

\[
\psi_h(x) := \Theta^{1/2}_h \int_{\mathbb{R}} \chi_h(t)e^{-\frac{1}{\hbar} \frac{(\alpha_h + i\beta_h)}{h^{2/3}} \varphi_h(t, x)}dt, \quad \Theta_h := \frac{C_h(N)|\nabla V(z_0)|}{\hbar^{5/6} \sqrt{\pi}},
\]

where \(C_h(N) > 0\) is a normalizing constant to be estimated later, \(\alpha_h = V(z_0), \varphi_h(t, x)\) is the solution to (3.32) given by (3.34), and we take \(h \leq h_0\) so that \(3h^{1/3}L_h \leq \delta\), where \(\delta = \delta(\rho, \sigma) > 0\) is given by Proposition 3.3. We will take \(\rho, \sigma > 0\) along the proof so that \(\rho - 3\sigma > 0\) is sufficiently large.

Our first goal is to prove the following proposition:

**Proposition 4.1.** Let \(a \in C_c^\infty(\mathbb{R}^{2d})\). Then:

\[
\int_{\mathbb{R}^{2d}} a(z)W_h[\psi_h, \psi_h](z)dz = I_h \cdot \left(a(z_0) + O(h^{1/6})\right),
\]

where

\[
I_h := C_h(N)h^{1/3} \int_{\mathbb{R}} \chi(s/L_h)^2 \exp\left(\frac{2\beta_h s}{h^{2/3}} - \frac{\gamma_0 s^3}{3}\right)ds,
\]
and the constant $\gamma_0$ is given by:

$$\gamma_0 = \langle \Omega \nabla V(z_0), \partial^2 A(z_0) \Omega \nabla V(z_0) \rangle,$$

which is positive by hypothesis (1.17).

The idea of the proof is to give a stationary-phase argument near the diagonal $t \sim t'$, together with a Taylor expansion in $t$ near 0 inside the oscillatory integral.

**Proof.** By definition, the Wigner distribution $W_\hbar[\psi_h, \psi_h](z)$ is given by:

$$W_\hbar[\psi_h, \psi_h](z) = \Theta_\hbar \sum_{\alpha, \beta \in \mathbb{N}^d} \int_{\mathbb{R}^2} \frac{h}{\hbar} \delta(t, t') e^{i \phi_\hbar(t, t')} W_\hbar[\varphi_\alpha^h[Z_t, z_t], \varphi_\beta^h[Z_{t'}, z_{t'}]](z) dtdt',$$

where we denote $\delta_\alpha^h(t, t') = \chi_\alpha(t) \chi_\beta(t') c_\alpha(t) c_\beta(t')$, and the oscillatory phase $\phi_\hbar(t, t')$ is given by

$$(4.3) \quad \phi_\hbar(t, t') = \frac{i}{\hbar}(t - t') \alpha_h + \frac{1}{\hbar}(t + t') \beta_h + \frac{i}{\hbar}(\Lambda_t - \Lambda_{t'}) + \varrho_t + \overline{\varrho}_{t'}.$$

We aim at showing that this oscillatory integral is small away from the diagonal $t \sim t'$. First, by a simple computation using the definition of Wigner distribution (see Definition 2.5), and the definition of the Heisenberg-Weyl translation operator (see Definition 2.3) we see that

$$W_\hbar[\varphi_\alpha^h[Z_t, z_t], \varphi_\beta^h[Z_{t'}, z_{t'}]](z) = \exp \left( -\frac{i}{2\hbar} \sigma(z_t, z_{t'}) - \frac{i}{\hbar} \sigma(z, z_t - z_{t'}) \right) W_\hbar[\varphi_\alpha^h[Z_t], \varphi_\beta^h[Z_{t'}]](z - z(t, t')),$$

where $z(t, t') = \frac{1}{\sqrt{2}}(z_t + z_{t'})$ and $\sigma(\cdot, \cdot)$ is the standard symplectic product:

$$\sigma(z, z') = z \cdot \Omega z', \quad z, z' \in \mathbb{R}^{2d}.$$

In particular, we recall, by (2.13), that

$$W_\hbar[\varphi_\alpha^h[Z_t], \varphi_\beta^h[Z_{t'}]](z) = \Phi_\hbar^{1,0}[\mathcal{Z}](z) = \frac{1}{(2\pi \hbar)^d} \det \left( \text{Re} G(t, t') \right)^{1/4} e^{-\frac{1}{\hbar} G(t, t') z \cdot z},$$

where

$$G = \frac{1}{2i} P \mathcal{Q}^{-1}, \quad \mathcal{Z} = \mathcal{Z}(t, t') = \begin{pmatrix} P & \frac{1}{\Omega} \sqrt{\mathcal{T}_t} \\ \Omega Z_{t'} & -\Omega \sqrt{\mathcal{T}_t} \end{pmatrix}.$$

Using Proposition 2.2 and testing the Wigner distribution against $a \in C_c^\infty(\mathbb{R}^{2d})$, we then have

$$\int_{\mathbb{R}^{2d}} W_\hbar[\varphi_\alpha^h[Z_t, z_t], \varphi_\beta^h[Z_{t'}, z_{t'}]](z) a(z) dz$$

$$= \int_{\mathbb{R}^{2d}} \exp \left( \frac{i}{2\hbar} \sigma(z_t, z_{t'}) - \frac{i}{\hbar} \sigma(z, z_t - z_{t'}) \right) \Phi_\hbar^{1,0}[\mathcal{Z}](z) a(z + z(t, t')) dz$$

$$= \int_{\mathbb{R}^{2d}} \exp \left( \frac{i}{2\hbar} \sigma(z_t, z_{t'}) - \frac{i}{\sqrt{\hbar}} \sigma(z, z_t - z_{t'}) \right) \Phi_\hbar^{1,0}[\mathcal{Z}](z) a(\sqrt{\hbar} z + z(t, t')) dz.$$

This implies, for the Wigner distribution $W_\hbar[\psi_h, \psi_h]$, that

$$\int_{\mathbb{R}^{2d}} a(z) W_\hbar[\psi_h, \psi_h](z) dz$$

$$= \Theta_\hbar \sum_{\alpha, \beta \in \mathbb{N}^d} \int_{\mathbb{R}^2} \frac{h}{\hbar} s_{\alpha \beta}^h(t, t') e^{i \phi_\hbar(t, t')} \int_{\mathbb{R}^{2d}} e^{-\frac{i}{\sqrt{\hbar}} \Omega(z_t - z_{t'})} \Phi_\hbar^{1,0}[\mathcal{Z}](z) a(\sqrt{\hbar} z + z(t, t')) dz dtdt'.$$
To study this oscillatory integral, we first look at the integral in $z$. We have, by Taylor’s theorem,

$$\int_{\mathbb{R}^2} e^{i \frac{z}{\hbar} \Omega(z_t - z_{t'})} \Phi_{(\alpha,\beta)} f_{(z_t, z_{t'})}[\mathcal{Z}](z) a(\sqrt{\hbar} z + z(t, t')) dz$$

$$= \int_{\mathbb{R}^2} e^{i \frac{z}{\hbar} \Omega(z_t - z_{t'})} \Phi_{(\alpha,\beta)} f_{(z_t, z_{t'})}[\mathcal{Z}](z) \left( a(z(t, t')) + \sqrt{\hbar} R_a(z) \right) dz$$

$$= a(z(t, t')) \hat{\Phi}_{(\alpha,\beta)} f_{(z_t, z_{t'})}[\mathcal{Z}] \left( \frac{\Omega(z_t - z_{t'})}{\sqrt{\hbar}} \right) + \sqrt{\hbar} \mathcal{F} [\Phi_{(\alpha,\beta)} f_{(z_t, z_{t'})}[\mathcal{Z}]] \left( \frac{\Omega(z_t - z_{t'})}{\sqrt{\hbar}} \right),$$

where $\mathcal{F}$ denotes the Fourier transform on $\mathbb{R}^2$ and $R_a$ is the Taylor remainder,

$$R_a(z) = z \cdot \int_0^1 \nabla a(z(t, t')) + s \sqrt{\hbar} z) ds.$$  

In order to study the integral in $(t, t') \in \mathbb{R}^2$, which is localized by the bump function $\chi_h$, we expand by Taylor in $t'$ near $t$, so that:

$$z_{t'} = z_t + (t' - t) \dot{z}_t + O(|t - t'|^2),$$

$$\Lambda_{t'} = \Lambda_t + (t' - t) \dot{\Lambda}_t + O(|t - t'|^2).$$

We then obtain the following expressions for the terms appearing in the phase $\phi_h(t, t')$:

$$\frac{i}{2\hbar} \sigma(z_t, z_t) = 0$$

$$\frac{i}{2\hbar} \sigma(z_t, z_{t'}) = i \cdot \frac{p_t \cdot \dot{q}_t - \dot{p}_t \cdot q_t}{2\hbar},$$

$$\frac{i}{\hbar} (\Lambda_t - \overline{\Lambda}_{t'}) = \frac{2}{\hbar} \int_0^{t'} \text{Im} P(z_s) ds + \frac{i}{\hbar} (t - t') \left( \frac{p_t \cdot \dot{q}_t - \dot{p}_t \cdot q_t}{2\hbar} + P(z_t) \right) + \frac{1}{\hbar} O(|t - t'|^2),$$

$$\dot{q}_t + \overline{\dot{q}}_{t'} = O(|t - t'|).$$

Plugging this in the definition of $\phi_h(t, t')$ yields

$$\hbar \phi_h(t, t') = -i(t - t') \alpha_h + (t + t') \beta_h - 2 \int_0^{t'} \text{Im} P(z_s) ds + i(t - t') \overline{P(z_t)} + O(|t - t'|^2).$$

In addition, making the change $r = \frac{t' - t}{\sqrt{\hbar}}$, we get

$$\hbar \phi_h(t, t + \sqrt{\hbar} r) = i \sqrt{\hbar} r \alpha_h + (2t + \sqrt{\hbar} r) \beta_h - 2 \int_0^{t'} \text{Im} P(z_s) ds - i \sqrt{\hbar} r \overline{P(z_t)} + O(\hbar^2 r^2).$$

We next expand by Taylor in $t$ near $t = 0$, and use that

$$\dot{z}_0 = \Omega \text{Re} \nabla P(z_0),$$

$$\ddot{z}_0 = \left[ \Omega \text{Re} \partial^2 P(z_0) \right] \Omega \text{Re} \nabla P(z_0) + \left[ \text{Im} \partial^2 P(z_0) \right] \Omega \text{Re} \nabla P(z_0),$$

to obtain, modulo terms of order $O(t^3)$,

$$\text{Re} P(z_t) = \text{Re} P(z_0) + t \dot{z}_0 \cdot \nabla \text{Re} P(z_0) + \frac{t^2}{2} \left( \ddot{z}_0 \cdot \nabla \text{Re} P(z_0) + \dot{z}_0 \cdot \partial^2 P(z_0) \dot{z}_0 \right)$$

$$= \text{Re} P(z_0) + \frac{t^2}{2} \text{Re} \nabla P(z_0) \cdot \left[ \text{Im} \partial^2 P(z_0) \right] \Omega \text{Re} \nabla P(z_0),$$

$$\text{Im} P(z_t) = \text{Im} P(z_0) + t \dot{z}_0 \cdot \nabla \text{Im} P(z_0) + \frac{t^2}{2} \left( \ddot{z}_0 \cdot \nabla \text{Im} P(z_0) + \dot{z}_0 \cdot \partial^2 P(z_0) \dot{z}_0 \right)$$

$$= \frac{t^2}{2} \Omega \text{Re} \nabla P(z_0) \cdot \text{Im} \partial^2 P(z_0) \Omega \text{Re} \nabla P(z_0).$$
Therefore, making the change $t = \hbar^{1/3}s$, and taking $\alpha = \text{Re} P(z_0) = V(z_0)$, we obtain
\[
\bar{\phi}_h(h^{1/3}s, h^{1/3}s + h^{1/2}r) = \tilde{\phi}_h(s) + O(h^{1/6}rs^2),
\]
where
\[
\tilde{\phi}_h(s) := \frac{2s\beta_0}{\hbar^{2/3}} - \frac{s^3\gamma_0}{3},
\]
and the constant $\gamma_0 = \gamma_0(V, A, z_0)$ is given by:
\[
\gamma_0 = \langle \Omega \text{ Re} \nabla P(z_0), \text{ Im} \partial^2 P(z_0) \Omega \text{ Re} \nabla P(z_0) \rangle
\]
\[
= \langle \Omega \nabla V(z_0), \partial^2 A(z_0) \Omega \nabla V(z_0) \rangle,
\]
which is positive due to condition (1.17). Thus, denoting $Z = Z(t, t')$ and $Z_0 = Z(0, 0)$, we obtain
\[
\frac{C_h(N)|\nabla V(z_0)|}{h^{3/2}/\sqrt{\pi}} \int_{R^2} \int_{R^{2d}} e^{-\hbar z^2/2} \nabla \Omega (z(t, t')) e^{\tilde{\phi}_h(s)} \Phi_{\alpha, \beta}^1(Z) (s) a(\sqrt{\hbar} z + z(t, t')) ds dt = \frac{C_h(N)|\nabla V(z_0)|h^{1/3}}{\sqrt{\pi}} \int_{R} \int_{R^{2d}} e^{-\hbar z^2/2} \nabla \Omega (z(t, t')) e^{\tilde{\phi}_h(s)} \Phi_{\alpha, \beta}^1(Z_0) (s) a(\sqrt{\hbar} z + z(t, t')) ds dt
\]
\[
= C_h(N)|\nabla V(z_0)|h^{1/3} \int_{R} \int_{R^{2d}} e^{-\hbar z^2/2} \nabla \Omega (z(t, t')) e^{\tilde{\phi}_h(s)} \Phi_{\alpha, \beta}^1(Z_0) (s) a(\sqrt{\hbar} z + z(t, t')) ds + \mathcal{R}_{\alpha, \beta}(h)
\]
where the remainder term $\mathcal{R}_{\alpha, \beta}(h)$ satisfies, for $v = \nabla V(z_0) + O(h^{1/3})$:
\[
|\mathcal{R}_{\alpha, \beta}(h)| \leq C_h^{1/6} \sup_{|t|, |t'| \leq \leq h^{1/3} L_h} |a(z(t, t'))| \left| \int_{R} \Phi_{\alpha, \beta}^1(Z) (s) a(\sqrt{\hbar} z + z(t, t')) ds \right| + C_h^{2/3} \sup_{|t|, |t'| \leq \leq h^{1/3} L_h} \int_{R} |\mathcal{F}[\Phi_{\alpha, \beta}^1(Z) R_a] (s) ds |
\]
where $R_a$ is given by (4.3). On the one hand, using Lemma 2.3 for the lifted Hagedorn wavepacket $\Phi_{\alpha, \beta}^1(Z)$, we have
\[
\sup_{|t|, |t'| \leq h^{1/3} L_h} |a(z(t, t'))| \left| \int_{R} \Phi_{\alpha, \beta}^1(Z) (s) a(\sqrt{\hbar} z + z(t, t')) ds \right| \leq \|a\|_{L^\infty(K_0)} C^{\alpha + |\beta|},
\]
where $K_0 \subset R^{2d}$ is a fixed compact set containing $z_0$. Moreover, using that
\[
\mathcal{F}[\Phi_{\alpha, \beta}^1(Z) R_a] = \sum_{j=1}^{2d} -i \partial_{w_j} \mathcal{F}[\Phi_{\alpha, \beta}^1(Z)] * \mathcal{F}[r^j_a],
\]
where the remainder term $r^j_a$ is given by
\[
r^j_a(z) = \int_{0}^{1} \partial_{w_j} a(z(t, t')) ds + s \sqrt{\hbar} z ds,
\]
we have, using Lemma 2.4 and Remark 2.1 for the lifted Hagedorn wavepacket $\Phi_{\alpha, \beta}^1(Z)$ with $v = \nabla V(z_0) + O(h^{1/3})$, and Young’s convolution inequality:
\[
\sup_{|t|, |t'| \leq h^{1/3}} \int_{R} |\mathcal{F}[\Phi_{\alpha, \beta}^1(Z) R_a] (s) ds | \leq \|\mathcal{F}(\nabla a)\|_{L^1(R^{2d})} \sup_{|t|, |t'| \leq h^{1/3} L_h} \left| \partial_{w_j} \mathcal{F}[\Phi_{\alpha, \beta}^1(Z)] (s) ds \right| \leq \|\mathcal{F}(\nabla a)\|_{L^1(R^{2d})} C^{\alpha + |\beta|}.
This implies, using Proposition 3.3 that we can sum in \((\alpha, \beta) \in \mathbb{N}^d\), that is:
\[
\sum_{(\alpha, \beta) \in \mathbb{N}^d} |R_{\alpha\beta}(h)| \leq C_a h^{1/6} \sum_{(\alpha, \beta) \in \mathbb{N}^d} \left( |c_\alpha(t)||c_\beta(t')| |C_{|\alpha|+|\beta|} \right) = O(h^{1/6}),
\]
provided that \((c_\alpha(t))_\alpha \in \ell_{\rho-3\sigma}(\mathbb{N}^d)\) for \(\rho-3\sigma > 0\) sufficiently large, and \(h \leq h_0\) for \(h_0\) sufficiently small. Finally, since
\[
\frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} \tilde{\Phi}_{(0,0)}[\mathbb{Z}_0](r\nabla V(z_0)) dr = 1,
\]
the claim of the proposition holds. \(\square\)

**Proposition 4.2.** Assume that \(C_h(N) > 0\) is chosen so that \(I_h = 1\) for \(\beta_h\) satisfying (1.9). Then there exists a constant \(c_0 = c_0(\gamma_0) > 0\) such that, for every \(N \geq 0\), \(C_h(N)\) satisfies the following estimate, for \(h \leq h_0(N, \gamma_0)\) sufficiently small:
\[
C_h(N) \leq c_0 h^{-1/3} \left( 1 + \beta_h h^{-2/3} \right) \exp \left( -\frac{c_0 \beta_h^{3/2}}{h} \right).
\]

**Proof.** Let us denote \(b_h := \beta_h h^{-2/3}\). Assume first that \(b_h \geq 1\). Then the function \(\exp \left( 2s b_h - \frac{s^3 \gamma_0}{3} \right)\) reaches its maximum (for \(s > 0\)) at \(L_h\) given by (41). Moreover,
\[
\exp \left( 2s b_h - \frac{s^3 \gamma_0}{3} \right) \geq \exp \left( \frac{4b_h s}{3} \right), \quad \text{for} \quad 0 \leq s \leq L_h.
\]
Then there exists \(c_0 = c_0(\gamma_0) > 0\) such that
\[
\int_{\mathbb{R}} \chi(s/L_h)^2 \exp \left( 2s b_h - \frac{s^3 \gamma_0}{3} \right) ds \geq \int_0^{L_h} e^{4b_h s} ds = \frac{1}{b_h} \int_0^{b_h L_h} e^s ds \geq \frac{c_0}{b_h} \exp \left( \frac{c_0 \beta_h^{3/2}}{h} \right).
\]
Otherwise, if \(0 \leq \beta_h \leq h^{2/3}\), there exists \(c_0 > 0\) such that
\[
\int_{\mathbb{R}} \chi(s/L_h)^2 \exp \left( \frac{2s \beta_h}{h^{2/3}} - \frac{s^3 \gamma_0}{3} \right) ds \geq c_0 > 0.
\]
Then, using (42), the claim holds true. \(\square\)

**Proof of Theorem 1.1** Let \(\beta_h\) satisfy (1.9) and \(C_h(N)\) such that \(I_h = 1\), then by Propositions 4.1 and 4.2
\[
W_h[\psi_h, \psi_h] \rightharpoonup^* \delta_{z_0}.
\]
This shows (1.18). Moreover, taking \(a \equiv 1\), we observe that the sequence \((\psi_h)\) is asymptotically normalized in \(L^2(\mathbb{R}^d)\).

It remains to show that the sequence \((\psi_h)\) defines a quasimode of width \(O(h^{2/3} \exp(-\beta_h^{3/2}/C_0 h))\) for \(\hat{P}_h\), that is,
\[
\hat{P}_h \psi_h = (\alpha_h + i \beta_h) \psi_h + O(h^{2/3} \exp(-\beta_h^{3/2}/C_0 h)).
\]
To this aim, observe that, by the decomposition
\[
P(z) = P_2(t, z) + \chi(|F_t^{-1}(z - z_t)|^2) P_N(t, z) + (1 - \chi) P_N(t, z) + R_N(t, z),
\]
and by Lemma 3.3
\[ \hat{P}_h \psi_h = \Theta_h^{1/2} \int_{\mathbb{R}} \chi_h(t) e^{-\frac{i}{\hbar}(\alpha_t + i\beta_t) \left( \text{Op}_h(P_2) + \text{Op}_h^W(\hat{P}_N) \right)} \varphi_h(t,x) dt \]
\[ + \Theta_h^{1/2} \int_{\mathbb{R}} \chi_h(t) e^{-\frac{i}{\hbar}(\alpha_t + i\beta_t) \varphi_h(t,x) dt} \]
\[ + \Theta_h^{1/2} \int_{\mathbb{R}} \chi_h(t) e^{-\frac{i}{\hbar}(\alpha_t + i\beta_t) \varphi_h(t,x) dt} \]
Using that \( \varphi_h(t,x) \) solves equation and integration by parts in \( t \) yields:
\[ (\hat{P}_h - \lambda_h)\psi_h = i\hbar \Theta_h^{1/2} \int_{\mathbb{R}} \chi_h(t) e^{-\frac{i}{\hbar}(\alpha_t + i\beta_t)} \varphi_h(t,x) dt \]
\[ + \Theta_h^{1/2} \int_{\mathbb{R}} \chi_h(t) e^{-\frac{i}{\hbar}(\alpha_t + i\beta_t) \varphi_h(t,x) dt} \]
To estimate the second term of the right-hand side by \( O(h^{N+1}) \), we repeat the argument to estimate the Wigner distribution with \( (1 - \chi)P_N(t,z) + R_N(t,z) \) replacing \( a \). Notice that the hypothesis \( V, A \in S^k(\mathbb{R}^{2d}) \) is necessary to bound the term with \( R_N \) or \( (1 - \chi)P_N \) instead of \( a \), considering a higher order Taylor expansion near \( z(t,t') \) and a higher order Taylor remainder replacing \( 4.3 \), and using Lemma 2.4 and Remark 2.1.
Finally, to estimate the rest of the remainder term, we repeat the argument above with \( \chi_h(t) \) instead of \( \chi(t) \), to obtain:
\[ \langle (\hat{P}_h - \lambda_h)\psi_h, \psi_h \rangle_{L^2(\mathbb{R}^d)} = \frac{i\hbar C_h(N)}{L_h} \int_{-\infty}^{\infty} \chi'(s/L_h)\chi(s/L_h)e^{\hat{\gamma}_h(s)} ds \left( 1 + O(h^{1/6}) \right) + O(h^N). \]
We get
\[ \left| \frac{\hbar C_h(N)}{L_h} \int_{-\infty}^{\infty} \chi'(s)\chi(s) \exp \left( \frac{2s\beta_h}{\hbar^{2/3}} - s^3\gamma_0 \right) \right| \]
\[ \leq \frac{\hbar C_h(N)}{L_h} \int_{-\hbar \leq s \leq -\hbar/2} \exp \left( \frac{2s\beta_h}{\hbar^{2/3}} - s^3\gamma_0 \right) ds \]
\[ + \frac{\hbar C_h(N)}{L_h} \int_{3\hbar/2 \leq s \leq 2\hbar} \exp \left( \frac{2s\beta_h}{\hbar^{2/3}} - s^3\gamma_0 \right) ds \]
\[ \leq c_0 \hbar^{2/3} \exp \left( \frac{\beta_h^{3/2}}{C_0\hbar} \right), \]
for some \( C_0 = \gamma_0 > 0 \), where the last inequality holds due to (4.6) and the fact that the function \( \exp \left( \frac{2s\beta_h}{\hbar^{2/3}} - s^3\gamma_0 \right) \), assuming \( \beta_h \geq \hbar^{2/3} \), reaches its minimum for \( s < 0 \) at \(-\hbar/2\), and satisfies
\[ \int_{-\hbar \leq s \leq -\hbar/2} \exp \left( \frac{2s\beta_h}{\hbar^{2/3}} - s^3\gamma_0 \right) ds \leq \exp \left( -\frac{11\sqrt{2}\beta_h^{3/2}}{12\hbar\gamma_0} \right) \int_{-\hbar \leq s \leq -\hbar/2} ds, \]
while it reaches its maximum for \( s > 0 \) at \( L_h \), and satisfies
\[ \int_{2\hbar \leq s \leq 3\hbar} \exp \left( \frac{2s\beta_h}{\hbar^{2/3}} - s^3\gamma_0 \right) ds \leq \exp \left( -\frac{7\beta_h^{3/2}}{3\hbar\gamma_0} \right) \int_{3\hbar/2 \leq s \leq 2\hbar} ds. \]
Then the claim holds.
\[ \square \]

Remark 4.1. If we mimic our proof assuming the point \( z_0 \in \mathbb{R}^{2d} \) satisfies the Hörmander bracket condition \( \gamma_0 = \{V,A\}(z_0) < 0 \), then the strategy works the same. It appears the phase function
\[ \exp \left( \frac{2s\beta_h}{\hbar^{1/2}} - \frac{s^2\gamma_0}{2} \right) \]
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replacing $\tilde{\phi}_h(s)$, which has exponential decay in both tails, so that $\beta_h \equiv 0$ is enough to obtain normalization. This gives an alternative proof for [22 Thm 1.2].

4.2. Proof of Theorem 1.2. All along this section we use the notations of Appendix B. The idea of the proof of Theorem 1.2 is very similar to the one for Theorem 1.1, but, roughly speaking, in this case we consider the propagation of a wave-packet $\varphi^h_0[Z_0, z_0]$ both the quantum flow of the harmonic oscillator $\hat{H}_h$ and the non-selfadjoint flow generated by $\text{Op}_h(V + iA)$.

We now sketch the lines of the proof of Theorem 1.2. First of all, it is necessary to conjugate the operator $\mathcal{P}_h$ into its normal form so that the perturbation commutes with $\hat{H}_h$ up to order $N$. To do this it is necessary to use the Diophantine property (1.23) of $\omega$. Let us consider the Fourier integral operator $\mathcal{F}_{N,h}$ given by Proposition B.1 of Appendix B which conjugates the operator $\hat{P}_h$ into its normal form:

$$\hat{P}_h^1 := \mathcal{F}_{N,h}(\hat{H}_h + h\hat{V}_h + i\hbar\hat{A}_h) \mathcal{F}_{N,h}^{-1} = \hat{H}_h + h \text{Op}_h(I_{\mathcal{P}_h}) + \hat{R}_{N,h},$$

where $P_h = V + iA + O_{S_0(\mathbb{R}^{2d})}(\hbar)$, and $\|\hat{R}_{N,h}\|_{L^2(\mathbb{Z}^2)} = O(h^{N+1})$.

Using the notations of the Appendix B.1 and B.3, we have the following expression for the average of $P$ by the flow $\phi^h_t$:

$$I_{P_h}(z) = \int_{\mathbb{T}_\omega} P_h \circ \Phi_z(\tau) \mu_\omega(d\tau).$$

Considering next the flow $z_t$ given by Lemma 3.1 with $I_{P_h}$ replacing $V + iA$, we expand $I_{P_h}$ by Taylor near $z_t$:

$$I_{P_h}(z) = P_2(t, z) + P_N(t, z) + R_N(t, z),$$

where $P_2$ is the quadratic approximation of $I_{P_h}$ near the orbit $z_t$, $P_N$ is the rest of the Taylor polynomial up to order $N$, and $R_N$ is the Taylor remainder, similar to (3.7), (3.8) and (3.9). We define also

$$\tilde{P}_N(t, z) = \sigma_{AW}^{N,Z}(\chi(|F^{-1}_t(z - z(t))|^2) P_N)(t, z),$$

where $F_t$ is the symplectic matrix associated with $Z_t$, and the Lagrangian frame $Z_t$ satisfies

$$Z_t = S_t Z_0 N_t, \quad Z_0 = (i \text{Id}, \text{Id})^t,$$

where $N_t$ is given by (3.6) and $S_t$ satisfies the linearized equation

$$\dot{S}_t = -\Omega \phi^2 I_{P_h}(z(t)) S_t, \quad S_0 = \text{Id}_{2d}.$$

We next consider the evolution problem

$$(i\hbar \partial_t + \text{Op}_h(P_2) + \text{Op}_h^{AW}(\tilde{P}_N)) \varphi_h(t, x) = 0, \quad \varphi_h(0, x) = \varphi^h_0[Z_0, z_0](x),$$

and we write the solution as

$$\varphi_h(t, x) = U_h(t) \varphi^h_0[Z_0, z_0](x) = \sum_{\alpha \in \mathbb{N}^d} c_\alpha(t) \varphi^h_\alpha[Z_t, z_t](x),$$

where $U_h(t)$ denotes the propagator of (4.9).

The next point in the proof is to propagate $\varphi_h(t, x)$ also by the flow of the harmonic oscillator. More precisely, we consider the propagation on the minimal invariant torus $T_\omega(z_t)$ issued from the point $z_t$ by $\phi^h_t$. To this aim, let us define the moment map:

$$\text{Op}_h(M_H) := (\text{Op}_h(H_1), \ldots, \text{Op}_h(H_d)).$$

For any $\tau \in T_{d_0} := \pi_\omega(\mathbb{T}_\omega) \subset \mathbb{T}^d$, where $T_\omega$ is defined by (B.5) and $\pi_\omega$ by (1.22), we consider the propagated states:

$$\varphi_h(\tau, t, x) := \exp \left(\frac{i\tau \cdot \text{Op}_h(M_H)}{\hbar}\right) \sum_{\alpha \in \mathbb{N}^d} c_\alpha(t) \varphi^h_\alpha[Z_t, z(t)](x),$$

(4.10)

$$= \sum_{\alpha \in \mathbb{N}^d} c_\alpha(\tau, t) \varphi^h_\alpha[Z(\tau, t), z(\tau, t)](x),$$

(4.11)
where $z(\tau, t) := \Phi_{\tau, t}(\tau)$, the normalized Lagrangian frame $Z(\tau, t)$ obeys the differential equation

$$\partial_{\tau} Z(\tau, t) = -\Omega \partial^2 H_j(z_\tau) Z(\tau, t), \quad Z(0, t) = Z_t, \quad \tau = (t_1, \ldots, t_d) \in \mathbb{R}^d,$$

and

$$\gamma_{\alpha}(\tau, t) = e^{-\frac{it\omega}{2}} \gamma_{\alpha}(t).$$

Let us fix the constant $\Theta_h$ given by

$$\Theta_h := \frac{C_h(N)\sqrt{\det G_{zo}}}{h^{5/6}\sqrt{\pi d_0 + 1}}, \quad G_{zo} = \left[ D_{\tau, t} z(\tau, t) \right]_{(\tau, t) = (0, 0)}^T,$$

where $D_{\tau, t} z(\tau, t)$ denotes the differential with respect to $(\tau, t) \in T_{d_0} \times \mathbb{R}$, and the constant $C_h(N)$ is chosen as in the proof of Theorem 1.1. Precisely, denoting $\mu_\omega^{C_0} := (\pi z_\omega) + \mu_\omega$, we set:

$$\psi_h(x) := \Theta_h^{1/2} \int_{T_{d_0}} \int_{\mathbb{R}} \chi(t) e^{\frac{i}{\hbar} \partial_{\tau} E_\tau} e^{-it(\alpha_h + i\beta_h)} \varphi_h(\tau, t, x) dt d\mu_\omega^{C_0}(d\tau),$$

where $\chi(t) \in C_c^\infty(\mathbb{R})$ is defined as in the proof of Theorem 1.1. Moreover, we take $\alpha_h = \mathcal{I}_V(z_0)$ and $\beta_h$ as in the proof of Theorem 1.1. In addition, we choose the vector $E_h$ as

$$E_h = h \left( N_1(h) + \frac{1}{2}, \ldots, N_d(h) + \frac{1}{2} \right),$$

with vector of integers $(N_1(h), \ldots, N_d(h)) \in \mathbb{N}^d$ taken so that $E_h = M_H(z_0) + O(h)$. This can be done due to the explicit structure of the spectrum [3, Lemma 1]. We will show that $\psi_h$ is a quasimode of width $\Omega(h^{2/3} \exp(-\beta_h^3/2C_0h))$ for $\mathcal{P}_h$. Finally, our quasimode $\psi_h$ will be defined by

$$\psi_h := \frac{\mathcal{F}_{N,h}^* \psi_h}{\| \mathcal{F}_{N,h} \psi_h \|_{L^2(\mathbb{R}^d)}}.$$

**Proposition 4.3.** The Wigner measure $W_h[\psi_h]$ satisfies, for any $a \in C_c^\infty(\mathbb{R}^{2d})$:

$$\int_{\mathbb{R}^{2d}} a(z) W_h[\psi_h](z) dz = \int_{\mathbb{R}^d} a \circ \Phi_{z_0}(\tau) \mu_\omega(d\tau) + O(h^{1/6}).$$

**Proof.** By Egorov’s theorem, and since $[\hat{H}_h, \text{Op}_h(\mathcal{I}_P_h)] = 0$, we have that $\varphi_h(\tau, t, x)$ given by (4.10) satisfies:

$$\varphi_h(\tau, t, x) = U_h(\tau, t) \exp \left( \frac{i\tau \cdot \text{Op}_h(M_H)}{h} \right) \varphi_0[Z_0, z_0](x),$$

where $U_h(\tau, t)$ denotes the propagator of the evolution equation

$$\left( i\hbar \partial_{\tau} + \text{Op}_h(P_2(\tau, t, z)) \right) \varphi_h(\tau, t, x) = 0,$$

where $P_2(\tau, t, z)$ denotes the quadratic approximation of $\mathcal{I}_P_h$ at $z(\tau, t)$ and, let $P_N(\tau, t, z)$ be the rest of the Taylor polynomial up to order $N$ at $z(\tau, t)$, the symbol $\hat{P}_N(\tau, t, z)$ is given by:

$$\hat{P}_N(\tau, t, z) = \sigma_{N, Z(\tau, t)}^N(\chi([F(\tau, t)^{-1}(z - z(\tau, t))^2] P_N(\tau, t, z)).$$

Notice in particular that, by (4.12), the symplectic matrix $F(t, t)$ corresponding to the Lagrangian frame $Z(\tau, t)$ satisfies that $F(\tau, t)^{-1} F(\tau, t)^{-T} F_t^{-1} F_t^{-T}$.

We define also the centered-at-zero function

$$\varphi_0^h(\tau, t, x) := \sum_{\alpha \in \mathbb{N}^d} c_{\alpha}(\tau, t) \varphi_{\alpha}^h[Z(\tau, t)](x).$$

With these assumptions, the computation of the Wigner distribution

$$\langle \text{Op}_h(a \psi_h, \psi_h) \rangle_{L^2(\mathbb{R}^d)} = \int_{\mathbb{R}^{2d}} W_h[\psi_h, \psi_h](z) a(z) dz$$

is carried out by analogous arguments as those of the proof of Theorem 1.1 and [3 Lemmas 6.1 and 7.1], provided that $[\hat{H}_h, \text{Op}_h(\mathcal{I}_P_h)] = 0$. 


Denoting \( t = (\tau, t) \) and \( dt = dt \otimes \mu_\omega^2(d\tau) \) for shortness, we have
\[
\int_{\mathbb{R}^{2d}} W_h[\psi_h, \psi_h](z) a(z) dz = \Theta_h \int_{T_{2d}} \int_{\mathbb{R}^2} \chi_h(t) \chi_h(t') e^{-i \frac{\phi^1_h(t, t')}{\hbar}} \int \left[ e^{-i \frac{\phi_2^1(t, t')}{\hbar}} W[\tau, \tau'] W_h[\varphi_h(t), \varphi_h(t')] \right] a(z) dz dt dt'.
\]
Using the definition of Wigner function and (4.13), we compute:
\[
\int_{\mathbb{R}^{2d}} W_h[\psi_h, \psi_h](z) a(z) dz = \Theta_h \int_{T_{2d}} \int_{\mathbb{R}^2} \chi_h(t) \chi_h(t') e^{-i \frac{\phi^1_h(t, t')}{\hbar}} \int \left[ e^{-i \frac{\phi_2^1(t, t')}{\hbar}} W[\tau, \tau'](z) a(t, t', z) dz dt dt',
\]
where \( a(t, t', z) := a(\sqrt{\hbar} z + z(t, t')) \),
\[
W[\tau, \tau'](z) := W[(\varphi_0^1(t), \varphi_0^1(t'))(z),
\]
and the phase function \( \phi^1_h(t, t') \) is given by
\[
\phi^1_h(t, t') := \frac{i}{\hbar} (t - t') \alpha_h + \frac{1}{\hbar} (t + t') \beta_h + \frac{i}{\hbar} (\Lambda_t - \Lambda_{t'}) + \frac{i}{2\hbar} \tau(z(t), z(t')) + \varrho_t + \overline{\varrho}_t,
\]
where, denoting \( z(\tau, t) = (q(\tau, t), p(\tau, t)) \),
\[
\Lambda_t = -\int_0^t \left( \frac{\partial_p p(\tau, s) \cdot q(\tau, s) - \partial_q q(\tau, s) \cdot p(\tau, s)}{2} - \mathcal{I}_{\rho_h}(z(\tau, s)) \right) ds,
\]
\[
\varrho_t = \frac{i|\tau|}{2} - \frac{1}{4} \int_0^t \text{tr} \left( G^{-1}(\tau, s) \text{Im} \partial_2 \mathcal{I}_{\rho_h}(z(\tau, s)) \right) ds,
\]
The Wigner distribution \( W_h[\psi_h, \psi_h] \) has stationary phase on the diagonal \( t = t' \) and is highly oscillatory away from it. On the one hand, the integral in \( (t, t') \in \mathbb{R}^2 \) is computed following the proof of Theorem 1.1. At the same time, the integral in \( (\tau, \tau') \in T_{2d} \) also has stationary-phase on the diagonal \( \tau = \tau' \) (see [3, Lemma 1]). Notice, in particular, that near the diagonal \( |t - t'| \leq \epsilon \),
\[
\frac{1}{2} \sigma(z(t), z(t')) = (\tau' - \tau) \cdot M_H(z_0) + (t' - t) \frac{\partial q(\tau, t) \cdot p(\tau, t) - \partial q(\tau, s) \cdot q(\tau, t)}{2},
\]
plus lower order terms of size \( O(|t - t'|^2) \). Notice also that \((\tau' - \tau) \cdot (E_h - M_H(z_0)) = O(h|\tau - \tau'|) \) due to the choice of the eigenvector sequence \( E_h \). The rest of the computation in the region \( |t - t'| \leq \epsilon \) can be carried out following the proof of Theorem 1.1 with these small modifications coming from the quantum flow of the harmonic oscillator.

On the other hand, observe that \( |\tau - \tau'| \geq \epsilon \Rightarrow |z(t, \tau) - z(\tau', t)| \geq C \epsilon \). Therefore,
\[
\Theta_h \int_{|\tau - \tau'| \geq \epsilon} \int_{\mathbb{R}^2} \chi_h(t') e^{\phi^1_h(t, t')} \mathcal{F}[W[\tau, \tau'] | a] \left( \frac{z(t) - z(t')}{\sqrt{\hbar}} \right) d\tau' dt' = O(h^N),
\]
for every \( N \geq 1 \), where \( \mathcal{F} \) denotes the Fourier transform in the variable \( z \).

Using finally that
\[
\sqrt{\frac{\det G_{z_0}}{\pi^{d+1}}} \int_{\mathbb{R}^{d+1}} \hat{\Phi}_{(0)}^{1}[Z_0] (D_t(z(t)|_{t=0})^T t) dt = 1,
\]
we obtain that
\[
\int_{\mathbb{R}^{2d}} W_h[\psi_h](z) a(z) dz = \int_{T_\omega} a \circ \Phi_{z_0}(\tau) \mu_\omega(d\tau) + O(h^{1/6}),
\]
where
\[
\gamma_0 = \langle X_{\mathcal{I}_V}(z_0), \partial_2 \mathcal{I}_A(z_0) X_{\mathcal{I}_V}(z_0) \rangle
\]
is positive due to condition 1.24.
**Proof of Theorem 1.2.** Let \( \lambda^\parallel_h = \omega \cdot E_h + h(\alpha + i\beta_h) \), notice that
\[
\hat{H}_h \varphi_h(\tau, t, x) = \omega \cdot \text{Op}_h(M_H) \varphi_h(\tau, t, x)
\]
and then, by integration by parts in \( t \), we have that
\[
\langle \hat{P}_h^\parallel \varphi_h, \varphi_h \rangle_{L^2(\mathbb{R}^d)} = \int_{-\infty}^{\infty} \chi'(s/L_h) |\chi(s/L_h) e^{\beta_h s} ds \right) + O(h^{N+1})
\]
This shows that the sequence \( (\varphi_h, \lambda^\parallel_h) \) defines a quasimode for \( \hat{P}_h^\parallel \) of the desired width. Finally, by (4.14) and (B.14), we have that:
\[
\text{Op}_h(I_{P_h}) \varphi_h(\tau, t) = \exp \left( \frac{i\tau \cdot \text{Op}_h(M_H)}{h} \right) \text{Op}_h(I_{P_h}) \sum_{\alpha \in \mathbb{N}^d} c_\alpha(t) \varphi^h_{\alpha}[Z_t, z(t)]
\]
Thus, integrating by parts in \( t \) as in the end of the proof of Theorem 1.1 and repeating the stationary phase argument we get:
\[
\langle (\hat{P}_h^\parallel - \lambda^\parallel_h) \varphi_h, \varphi_h \rangle_{L^2(\mathbb{R}^d)} = O \left( h^{2/3} \exp \left( \frac{-\beta^3_h}{C_0 h} \right) \right) + O(h^{N+1}).
\]
This concludes the proof.

**Appendix A. Evolution equations**

In this Appendix, we give an abstract propagation result on weighted Banach spaces of sequences.

**Definition A.1.** For any \( \rho > 0 \), we define the weighted Banach space of sequences \( \ell_\rho(\mathbb{N}^d) \) as:
\[
\ell_\rho(\mathbb{N}^d) := \left\{ \tilde{c} = (c_\alpha)_{\alpha \in \mathbb{N}^d} : \|\tilde{c}\|_\rho := \sum_{\alpha \in \mathbb{N}^d} |c_\alpha| \exp (\rho |\alpha|) < +\infty \right\}.
\]

Let us define the following class of bounded operators \( \mathcal{A} : \ell_\rho(\mathbb{N}^d) \to \ell_{\rho - \sigma}(\mathbb{N}^d) \) for every \( \rho > 0 \) and every \( 0 < \sigma < \rho \):

**Definition A.2.** Let \( \rho > 0 \). We define the space \( \mathcal{D}_\rho \) of operators \( \mathcal{A} \) satisfying:

1. For every \( 0 < \sigma < \rho \), \( \mathcal{A} : \ell_\rho(\mathbb{N}^d) \to \ell_{\rho - \sigma}(\mathbb{N}^d) \) is continuous.
(2) There exists $C_\rho > 0$ such that, for every $0 < \sigma < \rho$, and every $\bar{c} \in \ell_\rho(\mathbb{N}^d)$, we have:

\begin{equation}
\|A\bar{c}\|_{\rho-\sigma} \leq \frac{C_\rho}{\epsilon \sigma} \|\bar{c}\|_\rho.
\end{equation}

We denote by $\|A\|_{\mathcal{D}_\rho}$ the infimum of the constants $C_\rho$ satisfying (A.1).

**Example A.1.** Let us consider an operator $A : \ell_\rho(\mathbb{N}^d) \to \ell_{\rho-\sigma}(\mathbb{N}^d)$ such that

\[| (A\bar{c})_\alpha | \leq |\alpha||c_\alpha|, \quad \forall \alpha \in \mathbb{N}^d.\]

Then $A \in \mathcal{D}_\rho$ for every $\rho > 0$ and $\|A\|_{\mathcal{D}_\rho} = 1$.

We also define, for any $t_0 > 0$, the Banach space

\[\mathcal{B}_{\rho,\sigma}(t_0) := \mathcal{C}([-t_0, t_0]^2, \mathcal{L}(\ell_\rho(\mathbb{N}^d); \ell_{\rho-\sigma}(\mathbb{N}^d))).\]

**Lemma A.1.** Let $\rho > 0$, $t_0 > 0$ and $t \mapsto A(t) \in \mathcal{C}([-t_0, t_0]; \mathcal{D}_\rho)$. Then, for any $0 < \sigma < \rho$, there exists $0 < \rho_1 \leq t_0$ and $U \in \mathcal{B}_{\rho,\sigma}(t_1)$ such that, for every $-t_1 \leq t \leq t_1$,

\[\frac{\partial}{\partial t} U(t, s) = A(t)U(t, s), \quad \frac{\partial}{\partial s} U(t, s) = -U(t, s)A(s), \quad U(0, 0) = \text{Id}.\]

**Proof.** We use the Picard iteration method. Take $0 < t_1 \leq t_0$ to be chosen later, and define the map

\[S : \mathcal{B}_{\rho-\sigma,\sigma}(t_1) \to \mathcal{B}_{\rho,\sigma}(t_1)\]

by:

\[SU(t, s) = \text{Id} + \int_s^t A(\tau)U(\tau, s)d\tau.\]

Given $U, V \in \mathcal{B}_{\rho-\sigma,\sigma}(t_1)$, we have:

\[\|SU - SV\|_{\mathcal{B}_{\rho,\sigma}(t_1)} \leq \frac{2t_0}{\epsilon \sigma} \|A\|\|U - V\|_{\mathcal{B}_{\rho-\sigma,\sigma}(t_1)},\]

where we denote $\|\cdot\| = \|\cdot\|_{\mathcal{C}([-t_0, t_0]; \mathcal{D}_\rho)}$ for simplicity. Iterating this procedure, the operator $S^n$ can be viewed as a map

\[S^n : \mathcal{B}_{\rho-\sigma,\sigma}(t_1) \to \mathcal{B}_{\rho,\sigma}(t_1),\]

and, for any $U, V \in \mathcal{B}_{\rho-\sigma,\sigma}(t_1)$,

\[\|S^n U - S^n V\|_{\mathcal{B}_{\rho,\sigma}(t_1)} \leq \frac{(n + 1)^n}{n!} \left( \frac{t_1 \|A\|}{\epsilon \sigma} \right)^n \|U - V\|_{\mathcal{B}_{\rho-\sigma,\sigma}(t_1)}.\]

Using Stirling’s formula $n^n/(e^{n-1}n!) \leq 1$, we see that there exists $t_1 > 0$ small enough and a constant $\epsilon < 1$ such that

\[\frac{(n + 1)^n}{n!} \left( \frac{t_1 \|A\|}{\epsilon \sigma} \right)^n \leq \left( \frac{t_1 \|A\|}{\sigma} \right)^n = \epsilon^n.\]

Therefore, the sequence given by $U_n = S^n \text{Id}$ satisfies

\[\|U_{n+1} - U_n\|_{\mathcal{B}_{\rho,\sigma}(t_1)} = \|S^n S \text{Id} - S^n \text{Id}\|_{\mathcal{B}_{\rho,\sigma}(t_1)} \leq \delta^n \|S \text{Id} - \text{Id}\|_{\mathcal{B}_{\rho-\sigma,\sigma}(t_1)} \leq \epsilon^n \frac{(n + 1)\|A\|}{\epsilon \sigma},\]
and, similarly,
\[
\|U_{n+m} - U_n\|_{\mathcal{B}_{\rho, \sigma}(t_1)} \leq \sum_{j=1}^{m} \|U_{n+j} - U_{n+j-1}\|_{\mathcal{B}_{\rho, \sigma}(t_1)}
\]
\[
\leq \varepsilon^n \frac{\|A\|}{e\sigma} \sum_{j=1}^{m} \varepsilon^{j-1}(n + j)
\]
\[
\leq \varepsilon^n \frac{\|A\|}{e\sigma} \left( \frac{1}{(1-\varepsilon)^2} + \frac{n}{1-\varepsilon} \right).
\]
Thus, \( (U_n) \) is a Cauchy sequence in \( \mathcal{B}_{\rho, \sigma}(t_1) \), and then there exists a limit operator \( U = \lim_n U_n \in \mathcal{B}_{\rho, \sigma}(t_1) \). Moreover, one can show by similar arguments, that \( U \) is the unique solution to the integral equation
\[
U(t, s) = \text{Id} + \int_s^t A(\tau)U(\tau, s)d\tau.
\]
In particular, \( U(0, 0) = \text{Id} \). Deriving \((A.2)\) with respect to \( t \) we obtain
\[
\frac{\partial}{\partial t} U(t, s) = A(t)U(t, s).
\]
Moreover, deriving \((A.2)\) with respect to \( s \), we have
\[
\frac{\partial}{\partial s} U(t, s) = -A(s) + \int_s^t A(\tau) \frac{\partial}{\partial s} U(\tau, s)d\tau.
\]
But notice, composing both sides of \((A.2)\) with \(-A(s)\) by the right, that \((A.3)\) is also satisfied by \(-U(t, s)A(s)\). Since the solution to the integral equation \((A.2)\) is unique, we obtain that \( \frac{\partial}{\partial s} U(t, s) = -U(t, s)A(s) \), as we wanted.

We next use Duhamel’s principle to obtain the solution for the inhomogeneous problem. Let us consider the evolution problem:
\[
\frac{d}{dt} \tilde{c}(t) = A(t)\tilde{c}(t) + f(t), \quad \tilde{c}(0) = \tilde{c}_0,
\]
where we assume that \( \tilde{c}_0 \in \ell_{\rho}(\mathbb{N}^d) \) and \( f \in \mathcal{C}([-t_0, t_0], \ell_{\rho-2\sigma}(\mathbb{N}^d)) \) for some \( t_0 > 0 \) and some \( 0 < \sigma < \rho/3 \). Then, applying Lemma \( \text{A.1} \), we see that there exist \( 0 < t_1 \leq t_0 \) and a solution \( \tilde{c}(t) \in \mathcal{C}([-t_1, t_1], \ell_{\rho-3\sigma}(\mathbb{N}^d)) \) such that
\[
\tilde{c}(t) = U(t, 0)\tilde{c}_0 + \int_0^t U(t, r)f(r)dr.
\]
This can be used to compare the solutions between two evolution problems.

**Proposition A.1.** Let \( \rho > 0 \) and \( \bar{u} = (u_\alpha) \in \ell_{\rho}(\mathbb{N}^d) \). Let \( A, B \in \mathcal{C}([-t_0, t_0], \mathcal{B}_{\rho}) \) for some \( t_0 > 0 \). Consider the evolution problems:
\[
\frac{d}{dt} \bar{u}(t) = A(t)\bar{u}(t), \quad \bar{u}(0) = \bar{u},
\]
\[
\frac{d}{dt} \bar{v}(t) = (A(t) + B(t))\bar{v}(t), \quad \bar{v}(0) = \bar{u}.
\]
Then there exist \( 0 < \sigma < \rho/3 \) and \( 0 < t_1 \leq t_0 \) such that \( \bar{w}(t) = \bar{v}(t) - \bar{v}(t) \in \mathcal{C}([-t_1, t_1], \ell_{\rho-3\sigma}(\mathbb{N}^d)) \) satisfies:
\[
\sup_{t \in [-t_1, t_1]} \| \bar{w}(t) \|_{\ell_{\rho-3\sigma}} \leq \frac{t_1}{e\sigma} \| V \|_{\mathcal{B}_{\rho-2\sigma, \sigma}(t_1)} \| B \| \| U \|_{\mathcal{B}_{\rho, \sigma}(t_1)} \| \bar{u} \|_{\rho}.
\]
Proof. By Lemma [A.1] there exist $0 < \sigma < \rho/3$, a small time $t_1 > 0$, and propagators $U(t, s)$ and $V(t, s)$ to the evolution problems [A.5] and [A.6] respectively such that:

$$V \in \mathcal{B}_{\rho-2\sigma}(t_1), \quad U \in \mathcal{B}_{\rho, \sigma}(t_1).$$

Then, using [A.4] for the evolution problem corresponding to the difference $\vec{w}(t) = \bar{v}(t) - \bar{u}(t)$:

$$\frac{d}{dt} \vec{w}(t) = (A(t) + B(t))\vec{w}(t) + B(t)\bar{u}(t), \quad \vec{w}(0) = 0,$$

we obtain, taking $f(t) = B(t)\bar{u}(t)$ as inhomogeneous term, that $\vec{w}(t) \in \mathcal{C}([-t_1, t_1], \ell_{\rho-3\sigma}(\mathbb{N}^d))$ satisfies

$$\vec{w}(t) = \int_0^t V(t, r)B(r)U(r, 0)\bar{u} \, dr,$$

and then [A.7] holds.

\[ \square \]

APPENDIX B. AVERAGING METHOD FOR NON-SELFADJOINT PERTURBATIONS OF THE HARMONIC OSCILLATOR

In this appendix, we recall some well established results describing some important features of the quantum and classic harmonic oscillator. Moreover, we give a brief proof of the construction of a quantum Birkhoff normal form for the perturbed harmonic oscillator

$$\hat{\mathcal{P}}_h := \hat{H}_h + \hbar \hat{V}_h + i\hbar \hat{A}_h.$$

The presentation is based on the previous works [3] and [4].

B.1. Classical averages and cohomological equations. Given any function $a \in C^\infty(\mathbb{R}^{2d})$, we define its average $\mathcal{I}_a$ along the flow $\phi^{\hat{H}}_t$ as

$$\mathcal{I}_a(z) := \lim_{T \to \infty} \frac{1}{T} \int_0^T a \circ \phi^{\hat{H}}_t(z) \, dt = \lim_{T \to \infty} \frac{1}{T} \int_0^T a \circ \Phi_z(t) \, dt, \quad z \in \mathbb{R}^{2d}. \tag{B.1}$$

This limit is well defined; in fact it holds in the $C^\infty(\mathbb{R}^{2d})$ topology. To see this, write $a \in C^\infty(\mathbb{R}^{2d})$ as a Fourier series as follows. First define

$$a_k(z) := \int_{\mathbb{T}^d} a \circ \Phi_z(\tau) e^{-ik \cdot \tau} \, d\tau. \tag{B.2}$$

Since, given any $z \in \mathbb{R}^{2d}$, the function $a \circ \Phi_z$ is smooth on $\mathbb{T}^d$ it follows that its Fourier coefficients $a_k$ decay faster than $|k|^{-N}$ in any compact set. In particular:

$$a = \sum_{k \in \mathbb{Z}^d} a_k,$$

and notice that $a_k \circ \Phi_z(\tau) = a_k(z) e^{ik \cdot \tau}$. Hence the average $\mathcal{I}_a$ is given by

$$\mathcal{I}_a(z) = \frac{1}{(2\pi)^d} \sum_{k \in \Lambda_\omega} a_k(z) = \int_{\mathbb{T}_\omega} a \circ \Phi_z(\tau) \mu_\omega(\, d\tau), \tag{B.3}$$

where $\mu_\omega$ denotes the Haar measure on the torus $\mathbb{T}_\omega$ (i.e. the uniform probability measure on $\mathbb{T}_\omega$ extended by zero to $\mathbb{T}^d$).

The energy hypersurface $H^{-1}(E_0) \subset \mathbb{R}^{2d}$ is compact for every $E_0 \geq 0$ and, due to the complete integrability of the system, each of these hypersurfaces is foliated by Kronecker tori that are invariant by the flow $\phi^{\hat{H}}_t$. Moreover, defining the submodule

$$\Lambda_\omega := \{ k \in \mathbb{Z}^d : k \cdot \omega = 0 \}, \tag{B.4}$$

and the subtorus

$$\mathbb{T}_\omega := \Lambda_\omega^\perp / (2\pi \mathbb{Z}^d \cap \Lambda_\omega^\perp) \subset \mathbb{T}^d, \tag{B.5}$$

we define its average

$$\mathcal{A}(z, \omega) := \lim_{T \to \infty} \frac{1}{T} \int_0^T a \circ \Phi_z(t) \, dt, \quad z \in \mathbb{R}^{2d}, \quad \omega \in \mathbb{T}_\omega. \tag{A.1}$$

We obtain, taking $f(t) = B(t)\bar{u}(t)$ as inhomogeneous term, that $\vec{w}(t) \in \mathcal{C}([-t_1, t_1], \ell_{\rho-3\sigma}(\mathbb{N}^d))$ satisfies

$$\vec{w}(t) = \int_0^t V(t, r)B(r)U(r, 0)\bar{u} \, dr,$$

and then [A.7] holds.
we have $T_\omega(z_0) = \Phi_{z_0}(T_\omega)$, and then $d_\omega = \dim T_\omega = d - \text{rk } \Lambda_\omega$. Kronecker’s theorem states that the family of probability measures on $T^d$ defined by

$$\frac{1}{T} \int_0^T \delta_{\omega} \, dt$$

converges (in the weak-* topology) to the normalized Haar measure $\mu_\omega$ on the subtorus $T_\omega \subset T^d$. Moreover, the family of functions $\frac{1}{T} \int_0^T a \circ \phi^t \, dt$ converges to $I_a$ in the $C^\infty(\mathbb{R}^{2d})$ topology, and

$$(B.6) \quad I_a(z) = \int_{T_\omega} a \circ \Phi_z(\tau) \mu_\omega(d\tau),$$

and in particular, if $a \in C^\infty(\mathbb{R}^{2d})$ then $I_a \in C^\infty(\mathbb{R}^{2d})$. In the case $d_\omega = 1$ and $\omega = \omega_1(1, \ldots, 1)$, the flow $\phi^t_{\omega}$ is $2\pi/\omega_1$-periodic. On the other hand, if $d_\omega = d$, then, for every $a \in C^\infty(\mathbb{R}^{2d})$, there exists $G_{I_a} \in C^\infty(\mathbb{R}^d)$ such that

$$I_a(z) = G_{I_a}(H_1(z), \ldots, H_d(z)).$$

In particular, for every $a$ and $b$ in $C^\infty(\mathbb{R}^{2d})$, one has $\{I_a, I_b\} = 0$ whenever $d_\omega = d$.

One of the technical difficulties that we will find in the process of averaging the perturbation $V + iA$ by the flow of the harmonic oscillator, will be to deal with cohomological equations [21 Sec. 2.5] as the following:

$$(B.7) \quad \{H, f\} = g,$$

where $g \in C^\infty(\mathbb{R}^{2d})$ is a smooth function such that $I_g = 0$. The goal is to solve this equation preserving the smooth properties of $g$.

For any $f \in C^\infty(\mathbb{R}^{2d})$, we can write $f \circ \Phi_z(\tau)$ as a Fourier series:

$$(B.8) \quad f \circ \Phi_z(\tau) = \sum_{k \in \mathbb{Z}^d} f_k(z) e^{ik \cdot \tau} / (2\pi)^d, \quad f_k(z) := \int_{T^d} f \circ \Phi_z(\tau) e^{-ik \cdot \tau} \, d\tau.$$

Combining the fact that $f_k \circ \Phi_z(\tau) = f_k(z) e^{ik \cdot \tau}$ with $\{B.1\}$ gives:

$$(B.9) \quad I_f(z) = \frac{1}{(2\pi)^d} \sum_{k \in \Lambda_\omega} f_k(z) = \int_{T_\omega} f \circ \Phi_z(\tau) \mu_\omega(d\tau).$$

Observe that if $f$ is a solution to $\{B.7\}$, then so is $f + \lambda I_f$ for any $\lambda \in \mathbb{R}$, since $\{H, I_f\} = 0$. Thus we can try to solve the equation for $I_f = 0$ fixed, imposing

$$f(z) = \frac{1}{(2\pi)^d} \sum_{k \in \mathbb{Z}^d \setminus \Lambda_\omega} f_k(z).$$

Writing down

$$\{H, f\}(z) = \frac{d}{dt} (f \circ \Phi_z(t\omega)) \big|_{t=0} = \frac{1}{(2\pi)^d} \sum_{k \in \mathbb{Z}^d \setminus \Lambda_\omega} ik \cdot \omega f_k(z) = \frac{1}{(2\pi)^d} \sum_{k \in \mathbb{Z}^d \setminus \Lambda_\omega} g_k(z),$$

we obtain that the solution of $\{B.7\}$ is given (at least formally) by

$$(B.10) \quad f(z) = \frac{1}{(2\pi)^d} \sum_{k \in \mathbb{Z}^d \setminus \Lambda_\omega} \frac{1}{ik \cdot \omega} g_k(z).$$

It is not difficult to see that, unless we impose some quantitative restriction on how fast $|k \cdot \omega|^{-1}$ can grow, the solutions given formally by $\{B.10\}$ may fail to be even distributions (see for instance [21 Ex. 2.16]). But if $\omega$ is partially Diophantine, and $g \in C^\infty(\mathbb{R}^{2d})$ is such that $\langle g \rangle = 0$, then $\{B.10\}$ defines a smooth solution $f \in C^\infty(\mathbb{R}^{2d})$ of $\{B.7\}$.

Finally, in the periodic case (assuming $\omega = (1, \ldots, 1)$ for simplicity), the solution to the cohomological equation $\{B.7\}$ is given by the explicit formula

$$(B.11) \quad f = -\frac{1}{2\pi} \int_0^{2\pi} \int_0^t g \circ \phi^s \, ds \, dt,$$
provided that \( I_f = I_g = 0 \).

**B.2. Quantum Birkhoff normal form.** This section is devoted to recall the semiclassical averaging method in the context of nonselfadjoint operators. Our aim is to average both the operators \( \hat{V}_h \) and \( \hat{A}_h \) by the quantum flow generated by \( \hat{H}_h \) via conjugation through a suitable Fourier integral operator.

Given \( a \in C^\infty(\mathbb{R}^{2d}) \), we define the quantum average \( \hat{\mathcal{I}_{Op_h(a)}} \) of the operator \( \text{Op}_h(a) \) is given by:

\[
\hat{\mathcal{I}_{Op_h(a)}} := \lim_{T \to \infty} \frac{1}{T} \int_0^T e^{i \frac{t}{\hbar} \hat{H}_h} \text{Op}_h(a) e^{-i \frac{t}{\hbar} \hat{H}_h} dt.
\]

This limit is well defined due to Egorov’s theorem and since the limit takes place in the \( C^\infty(\mathbb{R}^{2d}) \) topology. Moreover, Egorov’s theorem also implies that:

\[
\hat{\mathcal{I}_{Op_h(a)}} = \text{Op}_h(\mathcal{I}_a).
\]

The goal of this section is to prove the following:

**Proposition B.1.** For every \( N \geq 1 \), There exists a Fourier integral operator \( \mathcal{F}_{N,h} \) such that

\[
\hat{\mathcal{F}}_h^N := \mathcal{F}_{N,h}(\hat{H}_h + \hbar \hat{V}_h + i \hbar \hat{A}_h) \mathcal{F}_{N,h}^{-1} = \hat{H}_h + \hbar \text{Op}_h(\mathcal{I}_{P_h}) + \mathcal{R}_{N,h},
\]

where \( P_h = V + iA + O_{S^0(\mathbb{R}^{2d})}(\hbar) \) and \( \| \mathcal{R}_h \|_{\mathcal{L}(L^2)} = O(\hbar^N) \).

Moreover, for every \( a \in C_c^\infty(\mathbb{R}^{2d}) \),

\[
\| (\mathcal{F}_{N,h}^{-1})^* \text{Op}_h(a) \mathcal{F}_{N,h}^{-1} - \text{Op}_h(a) \|_{\mathcal{L}(L^2)} = O(\hbar).
\]

We will require the following nonselfadjoint version of Egorov’s theorem:

**Lemma B.1 (Non-selfadjoint Egorov’s theorem).** Let \( \mathcal{G}_h(t) \) be a family of Fourier integral operators of the form

\[
\mathcal{G}_h(t) := e^{\frac{it}{\hbar} (\hat{G}_{1,h} - i \hbar \hat{G}_{2,h})}, \quad t \in \mathbb{R},
\]

where \( \hat{G}_{j,h} = \text{Op}_h(G_j) \) for \( G_j \in S^0(\mathbb{R}^{2d} ; \mathbb{R}) \) and \( j = 1, 2 \). Then, for every \( t \in \mathbb{R} \) and every \( a \in S^0(\mathbb{R}^{2d}) \), the following holds:

\[
\mathcal{G}_h(t) \text{Op}_h(a) \mathcal{G}_h(-t) = \text{Op}_h(a \circ \phi_t^{G_1}) + O_t(\hbar),
\]

where \( \phi_t^{G_1} \) is the Hamiltonian flow generated by \( G_1 \).

**Proof.** By [12] Thm. III.1.3, the family \( \mathcal{G}_h(t) \) defines a strongly continuous semigroup on \( L^2(\mathbb{R}^d) \) such that

\[
\| \mathcal{G}_h(t) \|_{\mathcal{L}(L^2)} \leq e^{\| G_2,h \|_{\mathcal{L}(L^2)}}.
\]

Let \( t \geq 0 \). For every \( r \in [0,t] \), we define

\[
a_r := a \circ \phi_t^{G_1}.
\]

By the product rule:

\[
\frac{d}{dr} (\mathcal{G}_h(r) \text{Op}_h(a_r) \mathcal{G}_h(-r)) = \mathcal{G}_h(r) \left( \frac{i}{\hbar} [\hat{G}_{1,h}, \text{Op}_h(a_r)] + [\hat{G}_{2,h}, \text{Op}_h(a_r)] + \text{Op}_h(\partial_r a_r) \right) \mathcal{G}_h(-r).
\]

Using the symbolic calculus for Weyl pseudodifferential operators, we have

\[
\frac{i}{\hbar} [\hat{G}_{j,h}, \text{Op}_h(a_r)] = \text{Op}_h(\{ G_j, a_r \}) + O(\hbar^2), \quad j = 1, 2.
\]

Moreover:

\[
\partial_r a_r = -\{ G_1, a_r \}.
\]
These facts and \((B.15)\) give:

\[
G_\hbar(t) \text{Op}_\hbar(a)G_\hbar(-t) - \text{Op}_\hbar(a \circ \phi^G_t) = \int_0^t \frac{d}{dr}(G_\hbar(r) \text{Op}_\hbar(a_r)G_\hbar(-r)) \, dr = O(t)\hbar.
\]

Moreover, it can be shown that the remainder term \(O(t)\hbar\) is a semiclassical pseudodifferential operator with symbol in \(S^0(\mathbb{R}^{2d})\).

\(\square\)

**Proof of Proposition \((B.7)\)** We define

\[
\hat{F}_h := \text{Op}_\hbar(hF_1 + i\hbar F_2),
\]

where \(F_1\) and \(F_2\) are two real valued symbols to be chosen below. We make the assumption that \(F_1, F_2 \in S^0(\mathbb{R}^{2d})\). For every \(t\) in \([0, 1]\), we set

\[
\mathcal{F}_{1,h}(t) = e^{it\hat{F}_h}.
\]

Denoting \(\mathcal{F}_{1, h} = \mathcal{F}_{1, h}(1)\), we consider the operator

\[
\hat{\mathcal{P}}_{1,h} := \mathcal{F}_{1, h} \hat{\mathcal{P}} \mathcal{F}_{1, h}^{-1}
\]

We define the symbols \(F_1\) and \(F_2\) to be the solutions to the cohomological equations (see Section \(B.1\)):

\[
\{H, F_1\} = V - \mathcal{I}_V, \tag{B.16}
\]

\[
\{H, F_2\} = A - \mathcal{I}_A. \tag{B.17}
\]

Observe that \(F_j\) are real valued for \(j = 1, 2\). Using Taylor’s theorem we write the operator \(\hat{\mathcal{P}}_{1,h}\) as

\[
\hat{\mathcal{P}}_{1,h} = \mathcal{F}_{1, h} \hat{\mathcal{P}} \mathcal{F}_{1, h}^{-1} = \hat{H}_h + \hbar \hat{V}_h + i\hbar \hat{A}_h + \frac{i}{\hbar} [\hat{F}_h, \hat{H}_h]
\]

\[
+ \frac{i}{\hbar} \int_0^1 \mathcal{F}_{1,h}(t)[\hat{F}_h, \hbar \hat{V}_h + i\hbar \hat{A}_h] \mathcal{F}_{1,h}(t)^{-1} \, dt
\]

\[
+ \left( \frac{i}{\hbar} \right)^2 \int_0^1 (1 - t)\mathcal{F}_{1,h}(t)[\hat{F}_h, \hat{H}_h] \mathcal{F}_{1,h}(t)^{-1} \, dt.
\]

By the symbolic calculus for Weyl pseudodifferential operators,

\[
\frac{i}{\hbar} [\hat{F}_j, \hat{H}_h] = \text{Op}_\hbar(\{F_j, H\}), \quad j = 1, 2.
\]

Since \(F_1\) and \(F_2\) solve cohomological equations \((B.16)\) and \((B.17)\), we obtain

\[
\hat{\mathcal{P}}_{1,h} = \hat{H}_h + \hbar \text{Op}_\hbar(\mathcal{I}_V + i\mathcal{I}_A) + \hat{R}_{1,h},
\]

where

\[
\hat{R}_{1,h} = \frac{i}{\hbar} \int_0^1 \mathcal{F}_{1,h}(t)[\hat{F}_h, \hat{K}_h(t)] \mathcal{F}_{1,h}(t)^{-1} \, dt,
\]

and

\[
\hat{K}_h(t) = t(\hbar \hat{V}_h + i\hbar \hat{A}_h) + (1 - t)\hbar \text{Op}_\hbar(\mathcal{I}_V + i\mathcal{I}_A), \quad t \in [0, 1].
\]

Using the pseudodifferential calculus one more time, we see that \(\|\hat{R}_{1,h}\|_{\mathcal{L}(\mathcal{L}^2)} = O(\hbar^2)\). Iterating this method up to order \(N\), we obtain the normal form \((B.13)\).

Finally, \((B.14)\) follows by Lemma \(B.1\).

\(\square\)
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