The LBPM software package for simulating multiphase flow on digital images of porous rocks
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Abstract Direct pore scale simulations of two-fluid flow on digital rock images provide a promising tool to understand the role of surface wetting phenomena on flow and transport in geologic reservoirs. We present computational protocols that mimic conventional special core analysis laboratory (SCAL) experiments, which are implemented within the open source LBPM software package. Protocols are described to simulate unsteady displacement, steady-state flow at fixed saturation, and to mimic centrifuge experiments. These methods can be used to infer relative permeability and capillary curves, and otherwise understand two-fluid flow behavior based on first principles. Morphological tools are applied to assess image resolution, establish initial conditions, and instantiate surface wetting maps based on the distribution of fluids. Internal analysis tools are described that measure essential aspects of two-fluid flow, including fluid connectivity and surface measures, which are used to track transient aspects of the flow behavior as they occur during simulation. Computationally efficient workflows are developed by combining these components with a two-fluid lattice Boltzmann model to define hybrid methods that can accelerate computations by using morphological tools to incrementally evolve the pore-scale fluid distribution. We show that the described methods can be applied to recover expected trends due to the surface wetting properties based on flow simulation in Benntheimer sandstone.
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1 Introduction

LBPM (Lattice Boltzmann Methods for Porous Media) is an open source software framework designed to model flow processes based on digital rock physics, and is freely available through the Open Porous Media project [1]. Digital rock physics refers to a growing class of methods that leverage microscopic data sources to obtain insight into the physical behavior of fluids in rock and other porous materials [2]. Rock micro-structure is highly complex, as are the interactions between in-situ fluid-fluid and fluid-rock interfaces. As data from X-ray micro-computed tomography (µCT) and other image acquisition technologies become more widely available, approaches to directly tie these data sources to reservoir-scale flow and transport processes become more generally useful. Direct simulation of multiphase flow at the pore scale is gaining ground as a viable alternative to expensive experimental approaches. Key technological advances have been responsible for the rise of these techniques as a viable means of advancing knowledge for these systems: (1) the capability to experimentally image two-fluid flow processes down to micron resolution; and (2) advances in computing that allow for direct simulation of two-fluid flow in complex geometries. Pore-scale information not only provides a way to study mechanisms for multiphase flow, but also to study larger scale phenomena based on direct up-scaling. Key parameters for reservoir simulation are the relative permeability and capillary pressure [3,4]. For practical reasons subsurface transport phenomena must be described based on averaged flow properties on large length scales, which depend on the distribution and dynamics of fluids within the pore space.

Surface wetting phenomena are known to influence reservoir-scale flow and transport. Within the pore structure, fluids will tend to assume an arrangement that minimizes the potential energy. Capillary forces usually dominate at the pore-scale, and surface energies represent a significant contribution to the overall potential energy of the system. Due to the influence of surface forces on the pore-scale distribution of fluids, the relative permeability and capillary pressure relations are sensitive to the effects of wetting. Various special core analysis laboratory (SCAL) workflows have been developed to characterize the associated behaviors. Direct simulation offers new opportunities to advance understanding for these complex systems by providing a mechanism to directly control surface wetting properties and assess their effects. Lattice Boltzmann methods can be constructed to operate based on minimal assumptions, and are well-suited toward modeling fluids within complex materials without relying on geometric simplifications. Multiphase simulations directly resolve the evolution of the pore-scale fluid distribution, pressure and velocity fields, and can be used to assess pore-scale flow mechanisms as well as evaluate larger-scale averaged behavior. It is straightforward to manipulate surface wetting properties within a simulation, meaning that many scenarios can be considered, including cases that would be intractable in a traditional experimental setting.
We present simulation protocols based on two-fluid lattice Boltzmann methods, focusing in particular on wetting phenomena. Efficient and fast set-ups are developed as computational analogs for existing SCAL workflows. Strategies to assess reservoir-scale sensitivities based on local physical properties are developed. The associated direct simulations can be used to reduce the uncertainty associated with lab data and improve general understanding on wetting phenomena in complex systems. Essential effects due to the capillary number, viscosity ratio and flow history can be controlled explicitly and incorporated into simulation workflows. In the following sections, we present basic background information on multiphase flow and describe methods that have been implemented to model complex wetting phenomena within the context of digital rocks. We then describe simulation protocols that are implemented within LBPM, to facilitate efficient simulation studies [5]. Results are presented for two-fluid flow within a well-resolved $\mu$CT image of a Bentheimer sandstone [6], which is a standard rock type for experimental benchmark studies. Both unsteady displacement and steady-state flow simulations are conducted, and results are demonstrated to recover expected behaviors.

2 Background

Direct pore-scale simulation of fluid flow is possible based on the availability of $\mu$CT data that resolves the actual rock micro-structure. Current capabilities allow for 3D imaging that resolves both rock structure and in situ fluid distributions, as shown in Fig. 1. Volumetric data sets that are reconstructed from experimental observations must be post-processed to remove noise and other imaging artifacts so that the spatial distribution of materials within the sample can be reliably identified. The associated segmentation workflows have...
been treated in detail by other authors (e.g. [7]). Simulation results depend on sufficiently well-resolved images and high-quality segmentation. While LBPM does include some data pre-processing tools for experimental data, the two-phase simulator relies on segmented data for input. It is possible to ingest information about both fluid and solid materials based on experimental images.

Flow through porous media is described based on a hierarchy of approximations that are rooted in the work of Darcy. Darcy’s experiments related the pressure drop across a single fluid system to the associated flow rate [8]. When multiple fluids are present, each fluid occupies a portion of the pore-space, competing with other fluids for the dominant flow pathways. Multiphase extensions of Darcy’s law are inspired by a conceptual model in which each fluid is arranged to form a connected pathway through the material, which supports flow. The extended version of Darcy’s law is stated as follows:

\[ \mathbf{u}_i = \frac{k_i}{\mu_i} (\rho g - \nabla p_i) \]

where \( \mathbf{u}_i \) is the flow velocity for fluid \( i \in \{a, b\} \) and \( \mu_i \) is the associated dynamic viscosity. The driving forces are the external body force \( \mathbf{g} \) and the pressure gradient \( \nabla p_i \). The effective permeability \( k_i \) accounts for the influence of the fluid structure on the rate of energy dissipation for the flow process. Since the effect of the material is accounted for based on the absolute permeability \( K \), relative permeability is often defined based on the ratio:

\[ k'_i = \frac{k_i}{K} \]

The effective permeability depends on the particular arrangement of each fluid within the material, which changes based on the fluid volume fraction and flow history [3]. Traditionally the relative permeability is taken to depend on the fluid saturation \( S_w \), which accounts for first-order effects due to the configuration of fluids. It is well-known that the dependence \( k'_i (S_w) \) is non-functional for typical materials [4]. Surface forces acting at the pore-scale can also strongly influence the fluid configuration, which includes capillary forces and effects due to the wetting properties of solid materials [9]. A key opportunity for pore-scale simulation studies is to resolve these dependencies so that the consequences for larger scale transport can be understood [10]. Along with the relative permeability, a constitutive relationship for the capillary pressure is included in reservoir models. From the microscopic perspective, capillary pressure \( p_c \) arises due to the fluid-fluid meniscus curvature and interfacial tension [11]. The capillary force causes a difference between the fluid pressures, \( p_c = p_a - p_b \). Since the fluid pressures are needed based on Eq. 1, the capillary pressure is needed to construct a closed reservoir-scale model. Like the relative permeability, \( p_c \) is traditionally assumed to depend on \( S_w \), neglecting transient effects and the role of fluid history in determining the fluid configuration. Uncertainties associated with this approximation are usually presumed to be less significant.
than other model uncertainties, such as length-scale heterogeneity within the reservoir.

The traditional multiphase extension of Darcy’s law is a source of many challenges and contradictions [12]. While Eq. 1 states a linear relationship between the potential gradient and flow rate, the effective permeability is linked with a variety of non-linear behaviors. Most typically these behaviors are characterized in terms of the predominant non-dimensional quantities. First is the capillary number (Ca), which accounts for the balance of capillary and viscous forces in the system:

\[ Ca = \frac{\mu_i |u_i|}{\sigma_{ab}}, \]

where \( \mu_i \) is the dynamic viscosity for fluid \( i \), \( u_i \) is the flow velocity, and \( \sigma_{ab} \) is the fluid-fluid interfacial tension. The viscosity ratio (M) can also play a significant role, defined as:

\[ M = \frac{\mu_a}{\mu_b}. \]  

Relative permeability depends non-linearly on the viscosity ratio and capillary number, particularly for \( Ca \geq 10^{-5} \) [13]. The relative permeability is known to be process-dependent, and different curves are obtained along drainage and imbibition due to the fact that the structural properties of the fluids depend on the system history. Structural effects are centrally important for multiphase flows, and have a deterministic impact on macroscopic flow behavior such as capillary pressure and relative permeability [14]. Indeed, the role of the essential non-dimensional quantities is in many cases to alter the configuration of fluids. When the difference between the fluid densities becomes large, the Bond number (Bo) can also become important:

\[ Bo = \frac{(\rho_a - \rho_b)g|D|^2}{\sigma_{ab}}, \]

where \( D \) is a characteristic length scale for the system (e.g. Sauter mean diameter) and \( g \) is the body force acting on the system. The role of inertial effects can be included based on the Ohnesorge number:

\[ Oh = \frac{\mu_i}{\sqrt{\rho_i \sigma_{ab} D}}. \]

The Ohnesorge number accounts for the effect of the Reynolds number in a system where capillary forces are also present. For two-fluid flows Reynolds number effects are generally less important than capillary number effects due to the dominance of capillary forces at small length scales, which inhibits the formation of eddies that can play a strong role in single fluid flows [15,16]. The Ohnesorge number can nevertheless be important for certain applications in multiphase flow, such as droplet formation, which occur on a fast timescale.

In real systems surface wetting properties are often heterogeneous, and the associated fluid-solid interactions influence the pore-scale distribution of fluids.
as well as the flow behavior. A straightforward non-dimensional representation of surface wetting can be constructed from the three interfacial energies:

$$W = \frac{\sigma_{as} - \sigma_{bs}}{\sigma_{ab}},$$

which relates to the equilibrium contact angle based on Young’s equation for the contact line:

$$\cos \theta_{eq} = \frac{\sigma_{as} - \sigma_{bs}}{\sigma_{ab}}.$$  

An illustrative example of static contact angle is shown in Fig. 2. Since the fluid-solid interfacial energies are a local property along the rock surface, a wide range of complex behaviors are possible based on surface heterogeneity. Surface properties impact the pore-scale distribution of fluids, and consequently can have a significant impact on the resulting flow behavior. Sensitivities with respect to wetting behavior are of particular interest for reservoir modeling, since these effects will influence the relative permeability even at the low capillary numbers associated with reservoir-scale flow processes.

Taking note of the important dimensionless quantities, Eq. 1 can be put into a non-dimensional form by dividing by $\sigma_{ab}$ and re-arranged as:

$$\frac{\mu_i u_i}{\sigma_{ab}} = \frac{k_i D^2}{\sigma_{ab}} \left( \rho g - \nabla p_i \right) D^2,$$  

where three non-dimensional terms can be easily identified, with the non-dimensional form for the effective permeability being $k_i/D^2$; the left-hand side is directly linked to the capillary number; the driving forces are expressed in a way that is very similar to the Bond number, but accounting for forces acting on the system in a more general way. The non-dimensional form is particularly useful to interpret simulation results, since effects that are solely due to the choice of units are removed.

Pore-scale simulation provides a powerful framework to understand and characterize the uncertainties related to the relative permeability because these uncertainties originate from pore-scale. The distribution of fluids within rock and their associated flow behaviors can be determined from direct simulation based on knowledge of the rock micro-structure. Experimental techniques such as $\mu$CT can provide the requisite data for many geologic materials of interest.
Digital rock workflows are constructed as a way to add value to experimental workflows by generating additional information about the physical behaviors of the observed system. Computational experiments can be performed to explore a wide-range of scenarios, considering situations that would often be impossible or impractical in an experimental setting. For multiphase flows, much of the advantage comes from being able to simulate flow processes by matching the various dimensionless numbers that control the physical behavior. Immiscible fluid flow in the subsurface is often dominated by capillary forces at small length scales, and viscous forces at large length scales. The capillary number, viscosity ratio and wettability account for the first order effects of these forces on the relative permeability, and are important to capture the flow regime.

LBMs are attractive for digital rock physics studies because they can model a wide range of physics, and can be applied to match critical dimensionless numbers and account for their influence in natural and engineered systems. In this work we rely on a color LBM, which is widely used to model immiscible fluid flow through complex geometries. In typical digital rock images, the color LBM tends to be stable for a wide range capillary numbers, $10^{-6} < Ca < 1$, and is capable of modeling viscosity ratio $0.01 < M < 100$, with a similar range of stability for the density ratio. Since the LBM is a mesoscopic method, local surface wetting properties can be set based on simple rules that are able to account for both equilibrium and non-equilibrium effects [17,18]. Additional details on the method and its implementation within LBPM are provided in the sections that follow.

3 Methods

This work describes computational protocols to estimate relative permeability and capillary pressure based on digital rock images, with a particular focus on the role of wetting. Digital rock approaches provide a particularly powerful tool for understanding the role played by material structure in transport [19,20,21]. The increased availability of 3D data from sources such as X-ray micro-computed tomography (μCT) is able to support a wide range of computational studies that rely on realistic rock micro-structure and direct physical simulation that rely on first-principles modeling [22,23,24]. Digital imaging technologies are able to generate larger data volumes each year. However, our ability to extract useful information from these data depends to a large extent on whether or not μCT technologies are applied in a way that allows us to measure important quantities reliably and accurately. Accurate and reliable measurements require that the pore-space is sufficiently well-resolved to measure quantities of interest. The generation of digital rock images itself relies on non-trivial computational pipelines for image reconstruction and segmentation [7]. It is understood that high-quality experimental data is an essential starting point for simulation workflows.

LBMs are a computationally-efficient approach to model fluid flows in complex geometries and can be constructed to model a wide range of physics [25].
LBMs have been widely applied to study two-fluid flow in porous media, with efforts focusing on modeling fluid displacement \cite{29,30}, viscous coupling \cite{31,32}, and the development of workflows to recover relative permeability and capillary pressure \cite{33,34,10,35,30}. The use of lattice Boltzmann methods to simulate flow and transport in \(\mu\)CT images and estimate relative permeability measurement is well-known \cite{36,37,38,39,40,41,42,43,44,45,46,47,48,49,50}. The simulations required to measure relative permeability are considerably more expensive than those required to measure the permeability. There are several reasons why this is true. First, multiple simulations are required to measure the relative permeability over a range of fluid saturations. Second, multiphase simulations generally reach steady state less quickly than single phase simulations. In a multiphase simulation, the approach to steady state is limited in part by the interfacial dynamics. Since interfacial dynamics are very slow compared to the pressure dynamics, a large number of timesteps are required to simulate multiphase flow processes. For this type of problem, LBM is often the method of choice due to the complex structure of rocks and the computational costs associated with simulation in large digital images \cite{51,52,53,54,55}. The study of time-dependent problems is particularly important, since \(O(N)\) methods (e.g. multi-grid) are disadvantaged for unsteady flows \cite{56,28}. Multiphase flows with moving interfaces fall into this category. The number of timesteps required to simulate displacement processes is dominated by the speed that the interfaces move through the system; creeping flows at low capillary numbers are associated with particularly large computational costs. Hybrid schemes are attractive because they provide a way to move the interfaces more rapidly so that results can be obtained at lower computational cost. We describe the methodology used by LBPM to model both steady and unsteady fluid flows that is applicable to the study of general wetting behaviors. We demonstrate how LBPM computational protocols can be applied to directly assess capillary pressure and relative permeability based on 3D \(\mu\)CT images.

### 3.1 Color Lattice-Boltzmann Model

The color lattice-Boltzmann model is well-established for modeling two-fluid flow in porous media \cite{55,17}. The scheme is defined by a set of three lattice Boltzmann equations (LBEs). The LBEs are defined based on a quadrature scheme to discretize the velocity space in the continuum Boltzmann equation. For the popular D3Q19 velocity set used in this work, the discrete velocities
are given by
\[
\xi_q = \begin{cases} 
(0,0,0)^T & \text{for } q = 0 \\
(\pm 1,0,0)^T & \text{for } q = 1,2 \\
(0,\pm 1,0)^T & \text{for } q = 3,4 \\
(0,0,\pm 1)^T & \text{for } q = 5,6 \\
(\pm 1,\pm 1,0)^T & \text{for } q = 7,8,9,10 \\
(\pm 1,0,\pm 1)^T & \text{for } q = 11,12,13,14 \\
(0,\pm 1,\pm 1)^T & \text{for } q = 15,16,17,18.
\end{cases}
\] (10)

The first two LBEs model the mass transport behavior for each of two components in the system based on the number density for each component, \(N_a\) and \(N_b\) [57]. The D3Q7 velocity set is sufficient to recover mass transport, which corresponds to \(q = 0,1,\ldots,6\) in Eq. 10. Two sets of distributions evolve based on the following rules
\[
A_q(x + \xi_q \delta t, t + \delta t) = w_q N_a \left[ 1 + \frac{u \cdot \xi_q}{c_s^2} + \beta \frac{N_b}{N_a + N_b} n \cdot \xi_q \right],
\] (11)
\[
B_q(x + \xi_q \delta t, t + \delta t) = w_q N_b \left[ 1 + \frac{u \cdot \xi_q}{c_s^2} - \beta \frac{N_a}{N_a + N_b} n \cdot \xi_q \right],
\] (12)
where for the D3Q7 lattice, the speed of sound is \(c_s = \sqrt{2}/3\), the weights are \(w_0 = 1/3\) and \(w_1,\ldots,6 = 1/9\), and \(\beta\) controls the thickness of the phase interface region. The mass transport equations are constructed to minimize the diffusion of mass against the direction of the color gradient, which is given by:
\[
C = \nabla \phi,
\] (13)
where the phase indicator field \(\phi\) is defined based on the number density for the two fluids:
\[
\phi = \frac{N_a - N_b}{N_a + N_b}.
\] (14)
The unit normal vector of the color gradient \(n = (n_x, n_y, n_z)\) is calculated as:
\[
n = \frac{C}{|C|}.
\] (15)

The mass transport LBEs are coupled to a momentum transport LBE based on the flow velocity \(u\). The D3Q19 quadrature rule is used for the momentum transport LBE, which relies on a multi-relaxation time (MRT) collision model,
\[
f_q(x_i + \xi_q \delta t, t + \delta t) - f_q(x_i, t) = \sum_{k=0}^{Q-1} M_{qk}^{-1} S_{kk} (m_k c_q^2 - m_k) + t_q \xi_q \cdot F \frac{c_k^2}{c_q^2},
\] (16)
where for the D3Q19 lattice, the speed of sound is \(c_s = 1/\sqrt{3}\), and the weights are \(t_0 = 1/3\), \(t_1,\ldots,6 = 1/18\), and \(t_7,\ldots,18 = 1/36\). The coefficient matrix \(M_{qk}\) and its inverse \(M_{qk}^{-1}\) are determined based on the work of d’Humières et al., and the diagonal relaxation matrix \(S_{kk}\) is determined based on the kinematic viscosity [58,59]. A constant external body force \(F\) is imposed to drive the flow
The moments $m_k$, for $k = 0, 1, \ldots, 18$, are orthogonal linear combinations of the distributions $f_q$, for $q = 0, 1, \ldots, 18$,

$$m_k = \sum_{q=0}^{18} M_{qk} f_q, \quad (17)$$

For the color model, the non-zero equilibrium moments that incorporate the fluid-fluid interfacial tension are:

$$m_{eq}^1 = \left( j_x^2 + j_y^2 + j_z^2 \right) - \alpha |\mathbf{C}|, \quad (18)$$

$$m_{eq}^9 = \left( 2j_x^2 - j_y^2 - j_z^2 \right) + \alpha \frac{|\mathbf{C}|}{2} \left( 2n_x^2 - n_y^2 - n_z^2 \right), \quad (19)$$

$$m_{eq}^{11} = \left( j_y^2 - j_z^2 \right) + \alpha \frac{|\mathbf{C}|}{2} \left( n_y^2 - n_z^2 \right), \quad (20)$$

$$m_{eq}^{13} = j_x j_y + \alpha \frac{|\mathbf{C}|}{2} n_x n_y, \quad (21)$$

$$m_{eq}^{14} = j_y j_z + \alpha \frac{|\mathbf{C}|}{2} n_y n_z, \quad (22)$$

$$m_{eq}^{15} = j_x j_z + \alpha \frac{|\mathbf{C}|}{2} n_x n_z, \quad (23)$$

where the interfacial tension between fluids is $\sigma_{ab} = 6\alpha$.

### 3.2 Modeling Wetting with Lattice Boltzmann models

An important application area for digital rock physics is to understand the role of wetting in two-fluid flows. The wetting condition influences reservoir-scale transport behavior based on the sensitivity of the relative permeability and capillary pressure [61]. It is also evident that the local wetting state is subject to significant spatial variability in typical geological reservoirs [62,63]. Local wetting properties along the grain surface can vary due to the mineral type, fluid history, surface roughness and other factors [64]. In designing simulation tools it is therefore important to allow for flexible assignment of wetting conditions so that a wide range of scenarios can be simulated and studied. The implementation within LBPM allows users to specify the wetting map in the form of a 3D digital rock image so that generic spatial wetting distributions can be assigned. The wetting map assigns a label to each solid voxel, and the associated wetting affinity is specified for each label. The labels can thereby be assigned externally to LBPM so that customized wetting maps can be generated by the user.

Approaches to model basic wetting behaviors in porous media have been previously advanced using lattice Boltzmann methods [65,66,35]. A number of schemes have been developed to model the effects of wetting [67,68,69,70,71,72,73]. From the strictly physical standpoint, wetting and spreading involve a wide range of complex behaviors, many of which are not well-understood.
from the continuum perspective [41][45][6][7][8]. Mesoscopic methods (such as LBM) are very attractive within this context, since quasi-molecular rules can be assigned without relying on continuum-scale closure relationships. This provides an effective way to generate strategies to model general behavior at the contact line [79][80][18]. It is important to note the many challenges associated with the construction of such models: films, moving contact lines, entrainment, contact line pinning, surface roughness and resolution pose thorny issues for numerical models [81]. While LBMs do provide some basis to study these effects from first principles, our focus here is to consider the cumulative impact of wetting on reservoir-scale constitutive models such as relative permeability and capillary pressure. The predominant flow mechanisms are due to the arrangement of fluids within complex solid materials. Within this context, LBMs provide excellent capabilities and associated sensitivities for wetting behavior.

In the color LBM, the wetting condition can be defined from a scalar affinity value. It has been demonstrated that the affinity value is equivalent to a pseudo-phase field, $\phi_s$, which ranges from $-1.0$ to $1.0$. This simple method provides a natural mechanism to assign the surface energy within pore-scale models, recovering expected contact line behavior both at equilibrium and for moving contact lines [82]. For example, Fig. 3 illustrates that a LB simulated oil bubble in water is trapped in a square tube at different wetting conditions. On a plain surface where there is a well-defined contact line among the solid, the equilibrium wetting condition is characterized by the equilibrium contact angle $\theta_{eq}$, which is linked to $\phi_s$ by:

$$\cos \theta_{eq} = \phi_s. \quad (24)$$

We follow the commonly used terminology to refer a local wettability of $\phi_s(x) = 1.0$ to strongly water-wet, and $\phi_s(x) = -1.0$ to strongly oil-wet.

The link between $\phi_s$ and the definition of the interfacial tension can be understood based on the mechanical definition established from molecular arguments. As in physical systems, the interface region in LBMs is diffuse. At the scale of the diffuse interface the interfacial tension is undefined, since it accounts for tangential stresses of the two-dimensional interface that is constructed as an approximation based on the Gibb’s dividing surface [11]. The interfacial tension can therefore be defined by integrating the associated stresses over the entire thickness of the interface. In the color LBM the equilibrium interface profile can be described by [57]:

$$\Phi_a(x) = \frac{1}{2\beta} \log \left( \frac{1 + \phi(x)}{1 - \phi(x)} \right). \quad (25)$$

where $\Phi_a(x)$ is the distance to the Gibb’s dividing surface, defined here as $\phi(x) = 0$. The convention is that $\Phi_a$ is positive within the part of space occupied by fluid $a$. The equilibrium interface shape is depicted in Fig. 4 for the situation where fluid component $a$ is in contact with the solid. For illustrative purposes the phase indicator field is assigned as $\phi_s = -0.5$ within
Fig. 3 Illustration of an oil bubble trapped in a square tube with solid surface being neutral-wet (left), water-wet (middle), and oil-water (right) condition. The phase indicator field at the central slice is also presented.

the solid region. The fluid-solid interfacial tensions can thus be computed from the mechanical definition,

\[ \sigma_{ab} = \int_{-\infty}^{x_b} (\sigma_{xx} - \sigma_{yy}) dx, \]

\[ \sigma_{bs} = \int_{x_b}^{\infty} (\sigma_{xx} - \sigma_{yy}) dx, \]

where \( \sigma_{xx} \) is the normal component of the stress tensor and \( \sigma_{yy} \) is the tangential component. Away from equilibrium, both the interface profile and stress tensor can deviate from their equilibrium state, which is consistent with the intended behavior for a mesoscopic method. To the extent that the underlying interaction rules used to construct the method have a reasonable physical basis, the non-equilibrium deviations are also physically reasonable. As an example, the color LBM naturally reproduces appropriate scaling behavior for the moving contact line, i.e. recovery of the well-known Tanner-Cox-Voinov rule for the dynamic contact angle [18].

For strongly immiscible fluids, the interface thickness will typically be 1.0–5.0 nm. In LBMs, the thickness of the interface is determined from the image resolution. Since \( \mu \)CT image resolution is usually between 0.5–20 \( \mu \)m, the diffuse interfaces in a typical digital rock simulation will be several orders of magnitude thicker than their physical counterparts. This can be problematic, particularly if the interface thickness approaches the size of a typical pore throat in the system [83]. On the other hand, reasonable behavior should be expected provided that the dominant flow channels are sufficiently well-resolved. After all, the color LBM provides an adequate basis to model geometric (i.e. contact angle) effects for both static and dynamic cases, which account for essential first-order effects. The basis to model composition effects within the interface region, such as mass transfer within films, is less well established. Alternative mesoscopic models, such as those based on Cahn-Hilliard theory or free energy, do provide a basis to study the interface composition [78,71,84]. However, since the associated effects are less important as compared to geometric effects and associated connected pathway flow, we do not consider these details in the present study. The basis to exclude these effects is that the dominant flow channels are sufficiently well-resolved in comparison to the thickness of the diffuse interface.
Fig. 4 Diffuse interface and wetting in color lattice Boltzmann model. The fluid-solid interfacial tension is obtained by integrating the stress profile across the diffuse interface. Assigning a constant boundary value for the phase indicator field is an effective way to control the fluid-solid surface energy.

3.3 Initial conditions and wetting maps

The input geometry for simulation is provided based on a labeled image where each voxel is assigned a particular integer value to denote the occupying material component. Typical segmented \( \mu \text{CT} \) can be directly ingested by the simulator to assign the position of both fluid and solid components. In most cases, \( \mu \text{CT} \) data does not include the spatial distribution of fluids, which then must be assigned based on some other mechanism. LBPM includes capabilities to initialize fluid configurations based on morphological analysis of the pore structure.

Fluid configurations along primary drainage can be efficiently generated based on the morphological drainage operation \( \text{[85]} \). Although this approach is particularly effective for modeling drainage under strongly water-wet conditions, it remains a useful tool within the context of modeling more complex wetting behaviors. A good example are “mixed-wet” systems, where part of the solid surface is water-wet and part is oil-wet, with the spatial distribution being assigned based on the fluid history. Conceptually, the rocks begin as water-wet, with only water present in the system. Oil is added based on a drainage process, which displaces water such that it remains only in the corners. Over time, the surface wetting properties are altered for those parts of the solid surface that contact oil. The associated surface energy becomes
more favorable toward oil based on an aging process. To realize a mixed-wet condition and to mimic an aging process, we utilize the following procedure:

1. initialize the configuration of fluids based on a primary drainage operation with a desired water saturation;
2. compute a distance transform relative to the morphologically instantiated oil phase;
3. re-label all solid voxels within 2 voxel units of the oil with a new label.

An example configuration is shown in Fig. 5. The re-labeled image can then be used to assign the interfacial energy based on the desired spatial distribution of wettability.

3.4 Analysis framework

Simulation of multiphase flows routinely requires a large number of timesteps, and analyzing the associated simulation results can itself presents a challenging computational task. LBPM includes a thread-based framework to carry out in situ analysis of the flow behavior. The analysis framework is configured to compute integral measures from the flow that capture essential aspects of the behavior. The inputs for the analysis are the pore-scale fields obtained from the lattice Boltzmann simulator. The phase indicator field $\phi(x)$, identifies the location of the two fluids within the rock (i.e. $\phi(x) > 0$ for the region occupied by water and $\phi(x) < 0$ for the remaining part of the pore space filled by oil), as well as an interface region also identified as the part of the system where significant gradients in composition are observed, $|\nabla \phi| \geq \epsilon$, where $\epsilon = 0.001$. Each of these regions can be further sub-divided into connected and disconnected parts based on connected components analysis. The resulting sub-regions...
Table 1 Geometric entities constructed within the LBPM analysis framework.

| Symbol  | Boundary | Description of entity                  |
|---------|----------|----------------------------------------|
| Ωwc     | Γwc      | connected part of the water            |
| Ωwd     | Γwd      | disconnected part of the water         |
| Ωnc     | Γnc      | connected part of the oil              |
| Ωnd     | Γnd      | disconnected part of the oil           |
| Ωic     | Γic      | connected part of the interface region |
| Ωid     | Γid      | disconnected part of the interface region |

are listed in Table 1. Each sub-region corresponds to a geometric entity that can be used as the domain for integration when computing integral measures. The boundary for each sub-region is constructed explicitly as a list of triangles based on a double connected edge list (DCEL) data structure. The DCEL data structure can be conveniently exploited to compute invariant quantities such as the Minkowski functionals [88]. Within LBPM the scalar geometric invariants are computed for each sub-region \( \alpha \in \{ wc, wd, nc, nd, ic, id \} \): volume \( V_\alpha \), surface area \( A_\alpha \), integral mean curvature \( H_\alpha \) and Euler characteristic \( \chi_\alpha \).

For each region, averages of physical quantities can be determined based on the fluid density \( \rho(x) \), pressure \( p(x) \) and velocity \( u(x) \). The associated integral measures are listed in Table 2 which include the total mass, momentum and kinetic energy for each region. It is mindful to include the total amounts, since these quantities must obey associated global conservation laws. Averaged quantities can easily be determined from the totals. For example, the average flow velocity for fluid \( \alpha \) is determined as:

\[
\langle u \rangle_\alpha = \frac{P_\alpha}{M_\alpha}.
\]  

Similarly we can compute the average flow rate for the two-fluid system by summing the total mass and momentum for both fluids:

\[
\langle u \rangle = \frac{P_b + P_a}{M_b + M_a}.
\]  

Comparing the previous two equations it is clear that, to be consistent with momentum balance, the total flow rate cannot be defined as the sum of the flow rate for both fluids. It is mindful to directly report the totals for conserved quantities, since this allows for the exploration of different kinds of averages more easily. The average pressure is also defined for each fluid. Since the product of the pressure and volume contributes to the internal energy of the system, the average pressure is computed such that \( p_\alpha V_\alpha \) provides the associated contribution in accordance with classical thermodynamics.

Combining the entities summarized in Table 1 and with the measures in Table 2 provides the basis to analyze a wide range of subphase behaviors, from both the structural and physical standpoint. The associated measures are logged to a space-delimited CSV file subphase.csv at a user-specified time-step interval. The subphase analysis capabilities provides a convenient
Table 2 | Integral measures computed by the LBPM analysis framework.

| Symbol | Definition | Description of entity |
|--------|------------|-----------------------|
| $V_\alpha$ | $\int_{\Omega_\alpha} dV$ | total volume for region $\alpha$ |
| $A_\alpha$ | $\int_{\Gamma_\alpha} dS$ | total surface area for region $\alpha$ |
| $H_\alpha$ | $\int_{\Gamma_\alpha} (\kappa_1 + \kappa_2) dS$ | integral mean curvature for region $\alpha$ |
| $\chi_\alpha$ | $V_\alpha - E_\alpha + F_\alpha$ | Euler characteristic for region $\alpha$ |
| $M_\alpha$ | $\int_{\Omega_\alpha} \rho dV$ | total mass for region $\alpha$ |
| $P_\alpha$ | $\int_{\Omega_\alpha} \rho u dV$ | total momentum for region $\alpha$ |
| $K_\alpha$ | $\int_{\Omega_\alpha} \rho u \cdot u dV$ | total kinetic energy for region $\alpha$ |
| $p_\alpha$ | $\frac{1}{V_\alpha} \int_{\Omega_\alpha} p dV$ | average pressure for region $\alpha$ |

way to track how flow behavior evolves with time in large complex digital rock images. Key opportunities are to explore the role of connected pathway flow, transient changes in fluid topology, ganglion dynamics, and the role of film structure in transport.

4 Core analysis workflows

In addition to the subphase analysis described above, LBPM also includes an analysis protocol that can be used to track a smaller set of basic quantities including fluid saturation, effective permeability, average velocity and average pressure for each fluid. The basic analysis avoids more expensive computational routines such as interface construction and connected components analysis such that more frequent analysis can be performed without sacrificing simulation performance. LBPM relies on these basic analysis routines to detect numerical instabilities, which allows for unstable simulations to be terminated efficiently. Both analysis protocols can be enabled simultaneously to provide different temporal granularity. For simulations performed in this work, the basic analysis was performed every 5000 timesteps to provide near real-time feedback on the progress of each simulation.

4.1 Simulation protocol for unsteady flow

The traditional experimental approaches to measure flow behavior within rock have been refined into a variety of special core analysis laboratory (SCAL) workflows. In special core analysis, flooding experiments are routinely performed to study the behavior of the capillary pressure and assess the endpoints. A common situation is to displace one fluid with another, establishing a reservoir of one fluid at the inlet and another fluid at the outlet, as illustrated in Fig. 6. Either fluid can be injected to displace the other depending on the experimental conditions. The associated experiments are typically unsteady because the volume fraction of each fluid changes as fluid is injected. LBPM
can be used to run analogous simulations by applying external boundary conditions to drive the flow behavior. Two boundary conditions in particular are useful for designing such computational experiments. First is the basic pressure boundary condition, which can be used to assign constant pressure values to the inlet and outlet [89,90]. Alternatively, a flux or velocity boundary condition can be applied to assign the flow rate [91]. The flux boundary condition is distinct from conventional velocity boundary conditions because it sets a constant total volumetric flow rate across the entire inlet instead of enforcing a constant velocity at each point at the inlet. This condition improves numerical stability by allowing the boundary velocity to adapt dynamically to the interior flow, ensuring that the applied boundary condition is consistent with the behavior of the simulated system; it is similar to many physical experiments where the total flow rate is known based on the rate at which fluids are injected into the system.

Computational experiments can be also be used to construct a workflow that is analogous to centrifuge experiments used to measure capillary pressure curves. In centrifuge experiments the sample is attached to an arm that rotates about an axis, imposing a centrifugal force on the system based on the length of the axis arm, rotation rate, and the density difference between the two fluids. The more dense fluid will tend to be driven toward the outlet. The distribution of fluids remaining within the sample is determined based on the balance of capillary forces against the centrifugal forces, providing a useful mechanism to infer the capillary pressure. Depending on the surface wetting properties of
the sample, the situation shown in Fig. 6a will typically lead to spontaneous
imbibition of one fluid or the other if pressure conditions are used to enforce
zero pressure drop across the sample. If an external body force is also applied,
the balance of forces in the system will be altered and fluid will be mobilized.
This is very similar to a centrifuge experiment described above. Once the fluid
saturation stabilizes, the external body force can be used to approximate the
capillary pressure as measured in a centrifuge. Unlike a centrifuge experiment,
the computational approach will work well even for fluids with identical mass
density.

4.2 Simulation protocol for steady-state flow

The steady-state simulation protocols in LBPM combine two basic compo-
nents that are needed to efficiently generate “steady-state” multiphase flows
in porous media:

1. a mechanism to drive and monitor the flow behavior; and
2. a mechanism to modify the fluid configuration and fluid saturation in par-
ticular.

To study multiphase flows, an apparatus must be constructed to inject fluids
into the sample so that constitutive relationships can be explored for different
situations. A common experimental set-up is illustrated in Fig. 6b. To induce
a quasi-steady state flow as needed to measure relative permeability, two fluids
are co-injected at the inlet (e.g. using syringe pumps) and flow through the
sample at a desired fractional flow rate. By monitoring the pressure drop across
the sample, the relative permeability can be calculated from the experimental
measurements. In a typical experimental setup the flow behavior is controlled
by manipulating the fractional flow behavior\cite{92}. In many situations such ex-
periments may not generate truly steady-state flows due to naturally-arising
fluctuations in the fluid saturation. In this respect computational algorithms
have an apparent advantage, since flow at constant saturation can be directly
imposed by using a periodic boundary condition while driving the flow with
an external driving force, a common approach in digital rock based simulation
of relative permeability.

Imposing a periodic boundary condition in a real digital rock image presents
a challenge due to the fact that the underlying rock structure is not periodic.
This can lead to serious problems because the boundary mismatch can block
flow pathways and artificially reduce the effective permeability. Various strate-
gies can be considered to address this, such as: (1) double the domain length
by adding a mirror-image as a way to enforce periodicity (e.g. \cite{33}); (2) im-
plement boundary conditions that directly mimic the symmetry of domain
reflection (e.g. \cite{93}); and (3) create a mixing region at the boundary so that
the two fluids can establish a pathway through the system. In this work we
consider the third option, where the mixing region is within $N_{\text{mix}}$ voxels of
the boundary. An overview of the approach used to construct the mixing is
Fig. 7  Construction of outlet mixing layer within Bentheimer sandstone: (a) a cropping mask is generated based on the shape of the porespace at the inlet (transparent grey); at the outlet any solid grain (green) that intersects with cropping mask is removed; (b) the resulting mixing layer prevents the mismatch at the inlet / outlet from blocking flow pathways, supporting both large flow conduits through the large pores and film flow conduits along the grain structure. An analogous condition is applied at the inlet.

provided in Fig. 7. Within the mixing region, the pore structure at the inlet and outlet are used as a mask to remove solid voxels so that they do not block the flow. Along the inlet, the mask is obtained based on the pore structure at the outlet face; all solid voxels that overlap with the porespace region at the outlet are removed. The opposite convention is applied at the outlet, removing any solid voxels that block the inlet pore structure. The resulting mixing region guarantees that flow pathways will not be blocked artificially (at the expense of artificially increasing the porosity). Any solid wetting labels present in the original image can be preserved based on the transformation, and the connectivity of film structures can also be maintained across the boundary. In the results section we show that this rule can reduce the impact of boundary effects.

The capillary number characterizes the dominant physical regime for pore-scale multiphase flows based on the balance of capillary and viscous forces. The conventional definition is ambiguous when two fluids are present, since both the viscosity and flow rate can vary independently. Within LBPM we define a total capillary number based on the sum of the capillary numbers obtained for each fluid:

$$Ca = \frac{\epsilon_1\mu_1|u_1| + \epsilon_2\mu_2|u_2|}{\sigma}.$$  

(30)

where $\epsilon_1$ and $\epsilon_2$ are the volume fraction of the fluid components and $u_1$ and $u_2$ are the average rate of momentum flux within each fluid region based on the definitions given in [3, 4]. The total capillary number defined in Eq. (30) is advantageous because it retains a representative value even if the flow rate
within one of the fluids is effectively zero, as is the case when the connectivity
of one fluid breaks down.

Steady-state flow is driven by an external body force specified by the user.
The body force can optionally be adjusted dynamically to match a target
capillary number $Ca^*$. If a target capillary number is specified, LBPM will
internally rescale the body force based on the measured flow rate:

$$F \leftarrow \frac{Ca^*}{Ca} F.$$  \hfill (31)

The correction to the capillary number is designed to insulate the forcing term
from the undue impact of noise within the system. To effectively accomplish
this goal, the capillary number must be measured based on a flow that is
somewhat representative of the final steady-state. For a particular configura-
tion such a flow can be generated by allowing the steady-state flow to relax for
a user-specified number of timesteps before the body force is rescaled. In this
work a timestep interval of 100,000 timesteps was applied. The force is also
rescaled after each steady-state point is obtained for situations where multiple
points are obtained in sequence. Since the response of the flow rate to the
force can be non-linear as the capillary number increases, the algorithm is im-
plemented to cap the rescaling so the force is never changed by more than a
factor of two. This is necessary to prevent undesirable oscillations that result
as a consequence of non-linearities in the flow behavior.

Once the external driving force has been determined, steady-state relative
permeability calculations are performed. Steady-state is assessed by consid-
ering the change in the capillary number based on a user-defined timestep
interval:

$$\Delta Ca = \left| \frac{Ca(t) - Ca(t-t')} {Ca(t)} \right|,$$  \hfill (32)

where the time interval $t' = 100,000$ timesteps for results presented in this
work. Steady state is achieved when $\Delta Ca$ is less than a user specified tolerance.
Due to various non-linear effects, the approach to steady state is frequently
non-monotonic for multiphase flows.

LBPM provides several mechanisms to vary the fluid configuration, which
are presented as internally-supported simulation protocols. The most flexi-
bile of these is an image sequence protocol that allows the user to provide
a list of 3D images to specify the fluid configuration to be used as the input
for the steady-state algorithm. The provided images may be segmented
\(\mu\)CT images of real fluid configurations \cite{94}, outputs of previous steady or
unsteady LBPM simulations, morphologically generated fluid configurations,
or any other user-generated volumetric data that specifies the fluid distribu-
tions. Additional protocols are available within LBPM for which the fluid
configurations are modified internally based on customized algorithms. The
shell aggregation protocol is described in detail in the following sections. Fig.
\[8\] depicts the flow control procedure within LBPM. The simulation state
is analyzed at regular intervals, which is used to inform routines that perform
morphological adaptation and adjust flow parameters.
4.2.1 Image sequence protocol

As input, LBPM requires a labeled 3D image that segments the computational domain based on the material type. The image sequence protocol allows for sequence of input images to be provided and used as the basis for a sequence of steady-state simulations subject to the constraint that the solid micro-structure specified within each image must be the same. A number of previously published works rely on an analogous workflow to simulate steady-state two-fluid flow behavior in digital rock images: multiple authors have explored the direct initialization of steady-state flow simulations from images generated from simulations of unsteady displacement [45, 33, 95]; Fan et al. initialized fluid distributions using morphological tools [96]; Armstrong et al. initialized steady-state simulations from fast μCT images of fluid distributions observed from fractional flow experiments [94]. It is noted that there are many possible ways to instantiate fluids into a porous system, and that many valuable studies can be performed by ingesting a sequence of images and running simulations. The image sequence protocol generalizes and streamlines the procedure for conducting such studies so that the number of manual steps can be reduced.
4.2.2 Shell Aggregation Protocol

The only way that the volume of object can change is based on movement of the boundary. The shell aggregation protocol relies on this basic fact to modify the arrangement of fluids using small boundary movements; then LB simulation is applied to the resulting fluid configurations to cause them to relax toward minimal energy configurations [97]. Morphological methods have been used for the study of porous media for nearly two decades as a way to approximate the geometric structure of fluids [98]. A key advantage of the morphological approach is that it is much less computationally intensive as compared to direct numerical simulation. On their own, morphological methods perform relatively well to approximate the fluid geometry for conditions that are both capillary-dominated and strongly water-wet. Their utility is limited when viscous forces are important or under mixed-wet conditions. In such cases LBMs are needed to deliver reliable modeling results. To utilize both the computational efficiency of morphological approaches and the robust physics given by lattice-Boltzmann methods, here we rely on a highly-efficient hybrid approach: the direct LB simulation is embedded with a morphological adaptation which induces small changes in the fluid volume based on incremental movement of the boundary position, after which LB simulation is applied to adjust the phase configuration according to the particular physics.

We develop a “morphological growth” algorithm that is used to modify the arrangement of fluids and re-initialize the simulation at a different fluid saturation:

1. Copy the phase indicator field \( \phi \) obtained from lattice Boltzmann simulation which indicates the position of fluids;
2. Generate a distance map \( \Phi_a \) according to the position of fluid \( a \);
3. Change the volume of the object by applying a local morphological operation to dilate or erode the fluid-fluid interface, obtaining a new distance map \( \Phi'_a \);
4. Re-initialize the phase indicator field and restart the LB simulation.

For a given fluid component \( a \), e.g. \( a = \{n, w\} \) for a two-fluid system, we can also define an indicator function for fluid \( a \) as:

\[
\Upsilon_a(x) = \begin{cases} 
1, & \text{if } x \in \Omega_a \\
0, & \text{otherwise} 
\end{cases} 
\]  

(33)

The distance transform \( \Phi_a \) can then be calculated to determine the minimum distance to the boundary of \( \Omega_a \), so that \( \Phi_a(x) < 0 \) inside the fluid, and \( \Phi_a(x) > 0 \) outside the fluid. For the domain \( \Omega_a \) occupied by fluid \( a \), the morphological operation can be considered as rolling a small ball with diameter \( \delta \) around the exterior boundary of \( \Omega_a \) and add that part of space covered by the ball into \( \Omega_a \). Denoting the ball as \( \zeta_\delta \), we can refer the morphological dilation as \( \Omega_a \oplus \zeta_\delta \). Likewise, we can consider rolling the ball around the interior of the boundary and remove this part from \( \Omega_a \), which is the morphological erosion, denoted by \( \Omega_a \ominus \zeta_\delta \). These two operations can be efficiently implemented based on the
distance transform $\Phi_a$ [85]. Given that distance transform $\Phi_a(x)$ is the signed distance to the boundary of $\Omega_a$ at location $x$, it is easily seen that:

$$\Omega_a \oplus \zeta_{\delta} = \{ x : \Phi_a(x) < \delta \} \quad \text{and} \quad \Omega_a \ominus \zeta_{\delta} = \{ x : \Phi_a(x) < -\delta \}. \quad \text{(34)}$$

Based on this, it is useful to rely on the distance transform to facilitate morphological analyses, and the convention hereafter is that a positive $\delta$ corresponds to dilation and a negative $\delta$ corresponds to erosion. Within the implementation, the algorithm is developed based on the fractional growth in the volume of the structure,

$$\Delta = \frac{V(\Omega_a \oplus \zeta_{\delta})}{V(\Omega_a)}, \quad \text{(36)}$$

where the growth factor $\delta$ is estimated by applying a dummy growth factor of one voxel to the structure, then linearly rescaling $\delta$ to estimate the value needed to produce the target volume change $\Delta$. The process is repeated until the measured change in volume fraction exceeds $\Delta$. LB timesteps are applied in between successive applications to allow the shape of the fluids within the porespace to relax. Due to overlaps with the solid, the algorithm will tend to over-predict the volume change, meaning that successive applications are usually necessary. However, the computational burden associated with this portion of the algorithm is relatively small.

Conveniently, the distance to the interface can be expressed in closed form based on the density profile for the interface at equilibrium, as given in Eq. 25. This function is well-defined only in the interface region, i.e. $-1 < \phi(x) < 1$. The width of the interface region can be explicitly controlled by the LB color model parameter $\beta$. In this work $\beta = 0.95$ is used, which leads to an interface width of $\sim 5$ voxels. This means that Eq. 25 will provide a reasonable estimate of the distance within 2–3 voxels of the interface. Combining this with an approach to determine the far-field distance provides $\Phi_a(x)$ everywhere in the domain $\Omega_a$. The advantage of Eq. 25 is that $\Phi_a(x)$ can be estimated with sub-voxel resolution in the vicinity of the interface. When the erosion operation is applied to the entire boundary of a fluid, the impact is to mimic a film-swelling effect in the vicinity of the solid. While it is possible to disable this behavior by setting a local rule, we find that allowing the film-swelling effect to occur is desirable for the modeling of systems with a wide range of wetting conditions.

The final step needed to update the LB phase field is to re-compute the phase indicator field based on the updated distance map. This is realized by substituting the morphologically altered distance transform $\Phi_a'$ into Eq. 25 and solving for the updated phase indicator field:

$$\phi'(x) = 2 \frac{e^{-2\beta \phi'(x)}}{1 + e^{-2\beta \phi'(x)}} - 1. \quad \text{(37)}$$

The fluid number densities $N_a$ and $N_b$ are then re-initialized to be consistent with $\phi'(x)$. This also updates the amount of mass for each of the two fluids in way that is consistent with the desired morphological change.
The overall flow control for the morphological algorithm is summarized in Fig. 8. Analysis of the simulation state is performed at a user-defined interval \( t_{\text{analysis}} \) to compute averaged measures of the flow behavior [86,87]. The analysis interval is specified to provide detailed tracking for the system dynamics in the approach to steady state. A second user-defined interval \( t_{\text{morph}} \) is specified to assess whether or not the system has reached steady state based on a convergence criterion. This interval should be an even multiple of the analysis interval. The convergence is assessed based on the change in the capillary number over the interval \( t_{\text{morph}} \):

\[
\frac{|C(a(t)) - C(a(t - t_{\text{morph}}))|}{C(a(t))} < \varepsilon_{\text{tol}},
\]

where \( \varepsilon_{\text{tol}} \) is the desired tolerance. To prevent early termination, \( t_{\text{morph}} \) should allow for sufficient number of time steps as to allow for the changes that will occur in an unsteady flow. When steady state is achieved based on the criterion given by Eq. 38, the algorithm resets to induce the next iteration of morphological changes. The switch to enable morphological adaptation is turned on after a steady-state data point is obtained. Morphological adaptation will remain enabled until one of two criteria are met: (1) the specified target saturation change is met; or (2) a user-specified maximum time steps elapse (20,000 time steps used in this work). The time-step ceiling is implemented to inhibit overly aggressive application of the morphological routine once the oil connectivity breaks down.

5 Results

Simulations were performed using a \( \mu \)CT-imaged Bentheimer sandstone with a resolution of 1.66 \( \mu \)m [9]. A 900 x 900 x 1600 sub-region of the original image was extracted for flow simulations, which removed portions that were outside of the cylindrical core-holder (refer to Fig. 1). The porosity of the sub-region was 0.235 and the absolute permeability was \( K = 1850 \) mD. All simulations were performed with density and viscosity ratio of one. In the simulation, the surface tension was set by setting \( \alpha = 0.005 \). Results were scaled to physical units based on an interfacial tension of 25 mN/m, which is a typical value for oil-water systems. To assess the image resolution, we applied the morphological drainage operation to classify the distribution of pore throat sizes in the context of the image resolution. These results are presented in Fig. 9. Key information about the image resolution is most easily inferred from Fig. 9a, which shows how the pore throat radius changes with fluid saturation during morphological drainage. A smaller radius of curvature is obtained as the meniscus is pushed into smaller pore throats within the system. The radius of curvature therefore corresponds to the minimum resolution for the dominant flow pathways at a particular saturation. In the Bentheimer sample, \( R = 5 \) voxels at \( S_w = 0.15 \), meaning that the diameter of the minimum occupied
Fig. 9 Results obtained from morphological drainage in the Bentheimer sandstone: (a) throat radius (in voxels) as a function of water saturation; (b) morphological drainage curve analogous to mercury injection capillary pressure (MICP).

pore throat is 10 voxels. With the throat radius significantly larger than the interface width, the meniscus location within the pore throats can be adequately resolved and the underlying physics can be simulated accurately. The resolution of this digital rock image is relatively high, which ensures that flow pathways are well-resolved across a wide range of saturation values. Additionally, the morphological drainage operation establishes that the pore-space is well-connected, since the generated non-wetting phase corresponds to a single connected component. Morphological drainage provides a computationally efficient mechanism to identify digital rock images that are under-resolved, or where the porespace connectivity breaks down. This information can be used to ensure that expensive simulations are not performed on µCT data that lacks the resolution needed to adequately describe the pore structure. In general, the morphological drainage operation provides an excellent mechanism to assess image quality based on resolution. It can also be used to infer the capillary pressure behavior under water-wet conditions. The result is analogous to what would be obtained based on mercury injection capillary pressure (MICP) curve. The associated capillary pressure curve is shown in Fig. 9b.

5.1 Unsteady displacement

For the unsteady water-flooding simulations, the initial condition for the simulation was established based on the morphological drainage process with an initial water saturation 0.08. As described in §3.3 all solid voxels initially in contact with oil were assigned a unique label in the input image. A mixed wet condition was applied by assigning five different wetting conditions for the associated portion of the solid surface, W = {0.9, 0.6, 0.3, −0.3, −0.6}. A strongly water-wet condition was applied for the portion of the solid surface that did not initially contact with oil. Fig. 10a shows how water saturation evolves as water is injected into the system. The capillary number for the initial water injection was Ca = 10⁻⁴. A constant slope is observed for the initial displacement as an
equal volume of oil is removed from the system to match the volume of injected water. The slope changes once water establishes a connected pathway through the system, which varies depending on the wetting condition. For the three water-wet cases, the water saturation is nearly constant after breakthrough. Additional oil is mobilized only when the capillary number is increased based on two bump floods, each doubling the capillary number to $2 \times 10^{-4}$ and again to $4 \times 10^{-4}$. For the two oil-wet cases, slight tail production is observed after breakthrough, which is consistent with experimental studies [9].

Local saturation profiles extracted from the unsteady displacement, as well as the associated end-state oil distributions, are shown in Fig. 11. It is readily apparent that saturation gradients are present during the displacement due to the fact that fluids must percolate from one side of the domain to the other. A clear front is observed for the water-wet cases, which propagates across the system until the mobile oil is displaced. In these situations, the saturation is relatively constant both in front of and behind the moving front. For more oil-wet cases, a drainage process is simulated and the associated front is not sharp. In all cases, the saturation profile is quite homogeneous after breakthrough. The residual oil saturation can be inferred based on the saturation plateaus observed in Fig. 10a. Capillary number dependence for the residual oil saturation is shown in Fig. 10b. A smaller amount of residual oil is observed for more neutrally-wet cases in the Bentheimer sandstone.

5.2 Steady state relative permeability

Simulations of steady-state relative permeability were performed based on the shell aggregation protocol described in §4.2. Initial conditions were generated based on the morphological drainage operation with water saturation $S_w = 0.08$, as for §5.1. Following each steady-state point, shell aggregation was performed with a target volume change $\Delta = -0.08$ (see Eq.36) to mimic a water flooding process. The analysis interval was 5,000 timesteps and a max-
Fig. 11 Simulations of water flooding using a flux boundary condition with $Ca = 10^{-4}$; (left column) end-state oil distribution, where water and solid matrix are made transparent; (right column) local water saturation profiles along the flow axis, in which three representative global saturation of approximately 0.35, 0.45 and 0.72 is presented, corresponding to red, blue and green curves, respectively. It can be seen that local saturation profiles vary significantly based on position. A clear front is observed for the water-wet cases.
imum of 100,000 timesteps spent within the morphological adaptation portion of the algorithm. The target capillary number of simulations was \( \text{Ca} = 10^{-5} \), and the external body force was re-scaled after 100,000 timesteps for each steady-state point. Steady-state relative permeability curves were generated for each of the five different mixed-wet conditions.

Representative local saturation profiles extracted from steady state simulations are shown in Fig. 12. Comparing to the unsteady saturation profiles in Fig. 11, a key advantage of the morphological protocols is that boundary effects are much less evident. Most of this is attributable to the morphological algorithms, but is also sensitive to the configuration of the mixing layers condition, e.g. as shown in Fig. 7. The effect of the mixing layer described in §4.2 is to increase the porosity within the mixing layers such that flow pathways will not be blocked by the boundary mismatch. This means that the porosity of the mixing region will tend to be slightly higher than the porosity of the rest of the sample, with the observed deviation depending on the particular system. However, the effect on the fluid saturation is comparably small. While the Bentheimer sandstone used in this work is a relatively open rock, the potential advantage for this condition is even greater for lower porosity rocks, since the boundary mismatch will tend to block an increasing fraction of the flow pathways as the porosity of the overall system decreases.

While the saturation gradients during water-flooding are much less significant after breakthrough, this trend presents a barrier to obtaining steady-state relative permeability using the image sequence protocol, where water-flooding simulation data is used as input. Steady-state configurations cannot be obtained until the saturation gradients are removed. This poses a computationally demanding task, especially at low capillary numbers, where very large numbers of timesteps are required to allow the system to fully relax. For the system considered here at \( \text{Ca} = 10^{-5} \), \( \mathcal{O}(10^7) \) timesteps would be required to obtain steady-state flow fields per simulated point. Overall, the required number of timesteps increases proportional to the domain length and is inversely related to the capillary number. On the other hand, morphological based protocol can achieve steady-state flow an order of magnitude faster, in \( \mathcal{O}(10^6) \) timesteps per simulated point, which is due to the fact that the interfaces do not have to move as great a distance.

Relative permeability measurements obtained based on steady-state simulations are presented for all wetting conditions in Fig. 13. The simulated curves demonstrate expected qualitative behavior for water flooding in mixed wet systems: (1) water-wet curves exhibit a clear S-shape due to the fact that oil dominates the main flow pathways at low water saturation; (2) the effective permeability of oil drops more quickly as water saturation increases as the wetting condition becomes more oil-wet (3) the residual oil endpoint shifts based on the wettability, with less trapped oil in more oil-wet conditions; (4) the effective permeability of water rises gradually due to the swelling of water films under water-wet conditions; (5) under more oil-wet conditions, the effective permeability of oil rises sharply once the percolation threshold is reached.
Fig. 12 Simulations of steady state relative permeability using periodic boundary condition: (left column) representative oil distribution where water and solid matrix are made transparent; (right column) local water saturation profiles along the flow axis based on for three representative global water saturation. While large saturation gradients are present in water-flooding simulations, nearly uniform saturation profiles with minimal end effects are achieved from steady-state simulation based on the shell aggregation protocol.
At low water saturations, the water is not well-connected and cannot flow efficiently.

Differences in the effective permeability are attributed to the pore-scale distribution of fluids. In particular, the flow behavior is sensitive to the shape of the connected pathways that support flow of oil and water through the system. The distribution of fluids is shown in Fig.14 for each wetting condition based on the simulated oil endpoint. When conditions are more water-wet, the oil is trapped in large pores and immobile based on the capillary forces. For more oil-wet conditions, the oil is trapped in tighter corners, and may flow at a slow rate if connected films are formed along the solid grain surface. The distribution of fluids is different depending on the particular wetting condition, which is the underlying cause for differences in the measured effective permeability.

The simulated relative permeability curves are also compared to experimental results reported in the literature, shown in Fig.15. Key information of experimental relative permeability curves for Bentheimer sandstone are listed in Table 3. While contact angles were not directly measured for experiments reported by Ramstad et al. [10], values reported elsewhere in the literature are presumed to be representative. For a mixed-wet experiment, Lin at al. report mean contact angle 80° with standard deviation 17° (Lin et al. #1) [99]. Under more water-wet conditions (Lin et al. #2), the measured mean contact angle was 66° with standard deviation 15.1° [100]. A relatively broad distribution of contact angles is typical in real porous media; Sun et al. also report experimentally-measured contact angles for oil-water systems in Bentheimer sandstone, observing a mean contact angle 58° with standard deviation 19° [101]. Simulated points are plotted on top of the experimental data. Due to the wide range of contact angles present in natural systems, we show simulated points for the most strongly water-wet (W=0.9) and most strongly oil-wet (W=-0.6) cases. Each of the experimental curves was obtained for a different physical sample, so the variations in the relative permeability curves should be partially attributed to heterogeneity inherent in the rock structure. Heterogeneity in the rock structure does not impact the simulated curves. Since the simulated curves are generated based on identical rock micro-structure, the wetting condition is solely responsible for the shift in the relative permeability. It is reasonable to suppose that the wetting conditions also varied for different experimental samples, even for those cases where contact angles were not directly measured. An essential challenge with the interpretation of the experimentally-measured contact angles is that the surface wetting properties can only be inferred in the immediate vicinity of the contact line. In other words, it should not be expected that the distribution of the observed contact angles will match the distribution of W along the surface. Since the physics of the system evolve to move the contact line to a minimum energy configuration, it would be unsurprising if experimentally-measured contact angles deviate from average surface energies in systems where the the surface wetting condition is heterogeneous.

Capillary number effects influence the overall shape of the effective permeability curves, and have a pronounced effect on the effective permeability of
Fig. 13 Results obtained from simulation of steady-state flow in Bentheimer sandstone for various wetting conditions (a-b) $W = 0.9$; (c-d) $W = 0.6$; (e-f) $W = 0.3$; (g-h) $W = -0.3$; (i-j) $W = -0.6$. The endpoint of water relative permeability is highlighted in asterisk symbol.
Fig. 14  Fluid distributions at the oil endpoint based on steady-state simulations performed using LBPM. The oil (red) will tend to be trapped in the larger pores under more water-wet conditions and trapped in the tighter corners under more oil-wet conditions.

Table 3  Properties for experimental relative permeability curves in Bentheimer sandstone

| Label                  | Porosity | Permeability (mD) |
|------------------------|----------|-------------------|
| Ramstad et al. # 1     | 0.241    | 2820              |
| Ramstad et al. # 2     | 0.232    | 2840              |
| Ramstad et al. # 3     | 0.237    | 2930              |
| Lin et al. # 1         | 0.240    | 2199              |
| Lin et al. # 2         | 0.240    | 1490              |

Fig. 15  Comparison between simulated relative permeability and experimental results reported for two-fluid flow in Bentheimer sandstone, in (a) normal scale, and (b) log scale.

water under more oil-wet conditions. In these situations, water flooding corresponds to a drainage process where water displaces oil from the large pores in the system. Since the large pores hold a larger volume of water as compared to the films in a water-wet system, more water must be added before the water becomes well-connected. The influence of capillary number on the effective permeability is shown in Fig. 16. Here the target capillary number was increased to \( Ca = 5 \times 10^{-5} \) for the most strongly oil-wet condition \( W = -0.6 \). At low
water saturation, the oil effective permeability is slightly reduced, which is possibly due to inertial effects; eddies are more likely to form when the volume fraction of one fluid is high. The effective permeability of water rises more quickly due to the influence of capillary forces on the geometry of the water. Due to the higher capillary number, water is able to flow more efficiently at lower water saturation due to the fact that viscous forces are strong enough to deform the interfaces and form more efficient flow pathways. At intermediate water saturation, this also has the effect of improving the mobility of oil, which may be due to co-moving interfaces. Furthermore, the oil endpoint shifts to the right due to viscous mobilization.

5.3 Centrifuge protocol for capillary pressure

Capillary pressure curves can be obtained by applying the centrifuge approach to fluid configurations produced from steady-state simulations. As shown in Fig. 17, the capillary pressure can be inferred based on the difference in the fluid pressures measured during steady-state flow. This is obtained directly from volume averaging as described in §3.4. For the steady-state flow, relatively constant capillary pressures are observed for most saturation values, with the overall wettability of the system shifting the curves up and down. Here the centrifuge approach is initialized based on the final fluid configuration from the steady-state protocol. Reservoirs for each fluid are established at opposite ends of the domain (as in Fig. 6a) and a body force is imposed on the system to push more water into the system. Water will displace oil until the capillary forces in the system are sufficiently large to block further oil mobilization. When this occurs, the fluid saturation stabilizes and the associated capillary pressure is inferred from the magnitude of the body force, consistent with the interpretation of centrifuge data. Each time the system stabilizes, a new point is obtained along the capillary pressure curve. Additional points are generated by repeating the procedure after increasing the magnitude of the body force. Depending on the orientation of the body force, the approach can be used to assess the capillary pressure behavior at either endpoint.
Fig. 17 Capillary pressure curves obtained from simulation of water flooding in Bentheimer sandstone. The difference between the average phase pressures can be used to determine the capillary pressure during steady-state simulation. When the endpoint is reached, a centrifuge protocol is applied to further assess the endpoint behavior.

6 Summary

We have presented a full computational workflow for digital rock analysis based on two-fluid flow simulation with the LBPM software. Computational protocols were developed to mimic SCAL routines, including unsteady core flooding experiments, steady-state fractional flow experiments used to infer relative permeability, and centrifuge experiments used to infer capillary pressure. The associated simulation protocols allow the upscaling of multiphase flow properties from digital images of rock microstructure, which can be used to inform reservoir simulation. Unsteady simulations were performed using conventional pressure and volumetric flux boundary conditions, and steady-state simulations were performed using fully periodic boundary conditions. A two-fluid color lattice Boltzmann method was combined with morphological routines to create an efficient mechanism to update the fluid distribution and change fluid saturation during steady state simulation. Simulations were performed to assess the flow behavior for a wide range of wetting conditions in Bentheimer sandstone. Initial configurations were established based on the morphological drainage algorithm, which was constructed to mimic mercury injection capillary pressure (MICP) in a strongly water-wet system, which was also used to assess the image resolution. Based on the initial configuration, the surface wetting properties were distributed based on fluid history, with regions of initial oil-contact having greater affinity toward oil. Unsteady simulations of water-
flooding are shown to recover expected behavior for the displacement, and the associated residual oil saturation agrees with expected qualitative trend with respect to wettability. Steady-state simulations were used to measure the relative permeability and compared to previously reported experimental data for Bentheimer sandstone. Relative permeability trends demonstrate the effect of changes to surface wetting properties in situations with identical solid microstructure. Qualitative trends reported from experiments are also recovered based on simulations. These validations are compelling evidence that pore-scale simulation can be used to make reliable inferences on the role of wetting in multiphase flow based on real digital rock data. Many unanswered questions remain pertaining to the role of surface wetting phenomena on larger-scale transport. The numerical implementations described in this work are freely available through the Open Porous Project under an open source license, and can be used to support a wide range of simulation studies within the scientific community.
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