Weakly-Supervised Temporal Action Localization Through Local-Global Background Modeling
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Abstract

Weakly-Supervised Temporal Action Localization (WS-TAL) task aims to recognize and localize temporal starts and ends of action instances in an untrimmed video with only video-level label supervision. Due to lack of negative samples of background category, it is difficult for the network to separate foreground and background, resulting in poor detection performance. In this report, we present our 2021 HACS Challenge - Weakly-supervised Learning Track \cite{24} solution that based on BaSNet \cite{10} to address above problem. Specifically, we first adopt pre-trained CSN \cite{17}, Slowfast \cite{5}, TDN \cite{19}, and ViViT \cite{1} as feature extractors to get feature sequences. Then our proposed Local-Global Background Modeling Network (LGBM-Net) is trained to localize instances by using only video-level labels based on Multi-Instance Learning (MIL). Finally, we ensemble multiple models to get the final detection results and reach $22.45\%$ mAP on the test set.

1. Introduction

Video understanding is an important area in computer vision, including many sub-research directions, such as Action Recognition \cite{20, 5, 7}, Temporal Action Detection \cite{23, 11, 15, 22}, Spatio-Temporal Action Detection \cite{16, 9}, etc. In this report, we introduce our method for the temporal action detection task with only video-level supervision, termed weakly-supervised temporal action localization (WS-TAL).

Since the setting of weak supervision is more in line with real needs, WS-TAL has attracted more and more attention.
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Recently, several methods \cite{12, 8, 14, 13} were developed to localize instances in untrimmed videos using the video-level labels. However, though these methods have achieved significant performance, there is still a performance gap between fully-supervised methods \cite{11, 15, 23}. We attribute this to that there are plenty of foreground-background confusions. It is challenging based on only video-level labels to separate action and background. To address this issue, we improve the mainstream approach BaSNet \cite{10} and propose Local-Global Background Modeling Network (LGBM-Net), which integrates two-branch weight sharing local-global sub-net and a local-global attention module to suppress background and improve the discrimination of actions.

2. Feature Extractor

Following recent WS-TAL methods \cite{14, 13}, given an untrimmed video $V$, we first divide it into multiple snippets based on a pre-defined sampling ratio, and then apply pre-trained networks to extract snippet-level features. Next, we briefly introduce the feature extraction networks we used in the competition.

2.1. Channel-separated convolutional network

Inspired by the accuracy gains and good computational savings demonstrated by 2D separable convolutions in image classification, Du \textit{et al.} \cite{17} propose a set of architectures for video classification – 3D Channel-Separated Networks (CSN) – in which all convolutional operations are separated into either pointwise $1 \times 1 \times 1$ or depthwise $3 \times 3 \times 3$ convolutions. CSN shows that excellent accuracy/computational cost balances can be obtained by leveraging channel separation to reduce FLOPs and parameters as long as high values of channel interaction are retained. Due to its excellent performance in action recognition, we
use Kinetics400 [3] pre-trained CSN as one of our feature extractors.

2.2. Slowfast

Slowfast [5] model involves two pathways operating at different frame rates. One pathway is designed to capture semantic information that can be given by images or a few sparse frames, and it operates at low frame rates and slow refreshing speed. In contrast, the other pathway is responsible for capturing rapidly changing motion, by operating at fast refreshing speed and high temporal resolution. Note that despite its high temporal rate, this pathway is made very lightweight. This is because this pathway is designed to have fewer channels and weaker ability to process spatial information, while such information can be provided by the first pathway in a less redundant manner. In the competition, We use Slowfast101 pre-trained on Kinetics400 dataset and Slowfast152 pre-trained on Kinetics700 [2] dataset as backbone.

2.3. Temporal Difference Network

Temporal Difference Network (TDN [19]) focuses on capturing multi-scale temporal information for action recognition. The core of TDN is to devise an efficient temporal module by explicitly leveraging a temporal difference operator, and systematically assess its effect on short-term and long-term motion modeling. Meanwhile, TDN is established with a two-level difference modeling paradigm to fully capture temporal information over the entire video. Specifically, for local motion modeling, temporal difference over consecutive frames is used to supply 2D CNNs with finer motion pattern, while temporal difference across segments is incorporated to capture long-range structure for motion feature excitation. TDN provides a simple and principled temporal modeling framework and is selected as our backbone. In the competition, we pre-train TDN on Kinetics700 dataset.

2.4. ViViT

Inspired by the large-scale application and good effects of transformer [18] in the field of vision [4], ViViT [1] proposes to use Transformer as basic block to model the relations between temporal and space separately. ViViT is a pure Transformer based model for action recognition. We apply the ViViT-B/16x2 version with factorised encoder, which initialized from imagenet pretrained Vit [4], and then pre-train it on Kinetics700 dataset. Specifically, we use AdamW as our optimizer and set the base learning rate to 0.0001. The weight decay is set to 0.1. The training is warmed up with 2.5 epochs, with the start learning rate as 1e-6.

3. Local-Global Background Modeling Network

In this section, we will introduce the process of our Local-Global Background Modeling Network (LGBM-Net), and then give the experimental results. The architecture of LGBM-Net is showed in Figure 1.
3.1. Local-Global Attention Module

The goal of local-global attention module is to suppress background frames/segments by the opposite training objective for the background class. Local-global attention module consists of local operation (Conv) and global operation (LSTM [6]). Note that the two operations are trained in parallel and merged through two convolutional layers followed by sigmoid function. The output of the module is foreground weights which range from 0 to 1. At the same time, in order to train the attention of a specific category, we use the activation of the highest category in CAS to supervise the attention output in local-global attention module.

3.2. Local-Global Sub-net

Local-global sub-net is used to generate CAS, which can be used to predict segment-level class scores. Like local-global attention module, Local-global sub-net also contains local operation (Conv) and global operation (LSTM). Note that we also tried other global operations (e.g., non-local [21] and global pooling) for the final ensemble. Afterwards, we aggregate segment-level class scores to derive a video-level class score. Here, we adopt top-k mean technique for training.

3.3. Detection Results

After getting the CAS, we can use the watershed algorithm to get the detection result. Note that we only use the CAS of the lower branch in Figure 1 to generate detection results because of separating foreground and background.

From Table 1, we can draw the following conclusions: (1) It can be seen from the results of Slowfast101 and Slowfast152 that large-scale pre-training and deeper models play a great role in improving performance. (2) The Transformer-based method (ViViT) generally has a slightly worse detection performance than the CNN methods (e.g., CSN and Slowfast). (3) From the results of ensemble, it can be seen that there is complementarity between the models.

4. Conclusion

In this report, we propose LGBM-Net, which is based on BaSNet and can well separate the foreground and background. We conduct experiments on multiple features (e.g., CSN, Slowfast, TDN and ViViT) to show the effectiveness of LGBM-Net. Particularly, through ensemble strategy, the detection performance can be further improved.
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