Diagnosis of STEMI and Non-STEMI Heart Attack using Nature-inspired Swarm Intelligence and Deep Learning Techniques
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Abstract - Acute heart attack is associated with 30% mortality rate, among those 50% of death occur before arriving to a hospital. The ST elevated myocardial infarction (STEMI) and non-STEMI heart condition may lead to heart attack which can be prevented if detected ahead of time. 2D convolutional neural network (CNN) uses 2D data has been successfully applied to machine vision, plant disease diagnosis and medical field. Acquiring 2D images such as CT, MRI, and PET data can be prohibitively expensive. On the other hand, there are many 1D biomedical signals, such as ECG, that is more affordable and can be used for medical diagnosis of heart diseases as an example.

The purpose of this paper is to propose the use of 1D CNN for medical diagnosis relying on more affordable 1D biomedical signal. To reduce the computational burden and enhance performance, the firefly algorithm (FA) is first applied to reduce the number of features needed for classification by the 1D CNN. The proposed 1D CNN combined with FA technique was applied to STEMI and Non-STEMI heart attack diagnosis using ECG signals. The method was trained and tested using A clinically available synchronously acquired ECG signal database from physionet was used to train and evaluate the performance of the proposed technique. The correctly classified outcome using FA-CNN is 84.84% with kappa statistics of .693, while average performance from other popular machine learning algorithm were 78.54% correctly classified outcome and kappa statistics of .56.
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1. Introduction
Cardiovascular disease (CVD) and stroke are the two leading cause of death in the world. About 735,000 people in the U.S. have heart attacks each year, of those about 120,000 die [1]. According to World Health Organization (WHO) approximately 17.7 million people died from CVDs in 2015 [2]. These statistics alone are sufficient to signify the importance of studying cardiovascular activity of human so that necessary measures can be taken to prevent any potential severe consequence. Since many features from a heart signal reflect the function of the heart, it is difficult for the physician to quickly and accurately perform diagnosis. Correct early detection of heart attack can provide the chance to patient to take proper medication, lifestyle change or surgery if necessary before it is too late [3].

Two major types of acute coronary syndromes (ACS) which will be the focus of this paper are NSTEMI and STEMI. The unstable angina which is another type of ACS is least serious since the blood supply to the heart is still seriously restricted, but there is no permanent damage, so the heart muscle is preserved. By employing computerized technologies for mentioned heart disease diagnosis, the physician can come to a faster and more accurate diagnosis.

2. Related Work
The CNNs have become the trend technique in image classification problems [4]-[16]. CT is widely used in screening procedures to reduce high mortality and to obtain many details about lungs nodules and the surrounding structures, 2D CNN has demonstrated outstanding performance in applications including
vision and images to detect lung cancer [17]. Structural and functional neuro images, such as magnetic resonance images (MRI) and positron emission tomography (PET), are providing powerful imaging modalities to help understand the anatomical and functional neural changes related to Alzheimer’s disease (AD), [18] proposes to construct cascaded convolutional neural networks (CNNs) to learn the multi-level and multimodal features of MRI and PET brain images for AD classification. The reason behind the success of 2D CNN for image classification can be explained in terms of network dimension reduction. The number of parameters of a typical neural network increases significantly with the increment of number of layers, which make the model computationally heavy, tuning the parameters due to being very high in number becomes very cumbersome work. The 2D CNN has reduced number of fully connected layer which reduces the number of parameters to be tuned. Even before the fully connected layer in 2D CNN, multiple convolutional filters work to carry out the dimensionality reduction using complete feature matrix. Since medical data for example: electrocardiogram (ECG) are time series data so operating on this kind of signal does not require 2D CNN rather 1D CNN and if diagnosis can be done using time series data, it saves the patient financially by not doing expensive test such as: MRI, CT, PET etc.

Currently, there are several heart disease diagnosis systems being proposed by researchers. Integration of different techniques together to make hybrid models (combining machine learning, statistical model, and optimization algorithm) is prominent because they perform better than the use of a single technique [19]-[24]. Many researchers have investigated feature selection for heart disease diagnosis, prominently based on support vector machine (SVM) [23]. SVM classifier was combined with forward feature inclusion [19] and uses multivariable adaptive regression splines to reduce the set of explanatory features [25], then use particle swarm optimization (PSO) [26]. Recently, rough set theory has been used to investigate data dependencies and reduction of data attributes. Also greedy heuristics were applied to find attribute reduction based on rough set [27], [28]. Though these approaches are fast, but they may work for the heuristic feature selection only. Using the dependency function to discriminate between candidates may lead the search down a non-minimal path; in short dependency among the selected feature has not been done. It is impossible to predict which combinations of attributes will lead to an optimal reduction based on changes in dependency with the addition or deletion of single attributes [29]-[31]. Meta-heuristic algorithms were applied for attribute reduction based on rough set were also investigated [29]-[31]. Firefly algorithm is one of the recent swarm intelligence techniques that rely on flashing behavior of fireflies in nature which finds the global optimal solution (best solution among all the local solution) in the search space and is used to solve many difficult combinational optimization problems [32]. FA showed higher success rate than PSO or genetic algorithm by being better at exploration as well as diversification because the firefly algorithm can subdivide the whole population into subgroups automatically in terms of the attraction mechanism via the variation of light intensity and one of the FA variants can escape from the local minima owing to long-distance mobility, [33].

Researchers have utilized several computer-aided heart disease detection methods using clinical data, such as: decision trees [34], support vector machine [35], ensemble machine learning [36], rotation classifier [37], K-star algorithm [38], neuro fuzzy classifier [39], Bayesian algorithm[40], artificial neural network (ANN) [41] and rule organization method [42], [43], etc. Most of these approaches use heart rate variability (HRV) as an accurate marker for heart disease. However, building HRV based model is time consuming as well as prone to error due to large amount of preprocessing and manual selection of appropriate features [44]. Several ANN based hybrid models are widely adopted in medical diagnosis due to their ability of handling complex linear as well as non-linear models [45]-[48]. Though these ANN-based methods provide useful decision support system to an extent, the attributes for heart disease are generally assumed to have equal contribution for diagnosis of heart conditions. However, several researches provided proof that the heart disease attributes have varying range of contributions to the overall outcome of disease diagnosis [49]-[51].

A deep learning neural network consists of one input layer, several hidden layers and one output layer. The input data is transformed throughout the layers of a deep learning neural network by artificial neurons or processing units, the chain of transformation is a proxy for the measurement of ‘depth’ in a deep learning model architecture. Increased computation in model and algorithmic complexity can result in significant computational resource and time requirement.
Furthermore, the solutions for classification algorithm may represent local minima as opposed to the global minima [52]. The deep learning (DL) community has created impactful advances across diverse application domains by following a straightforward recipe: search for improved model architectures, create large training data sets, and scale computation. While model architecture search can be unpredictable, the model accuracy improvements from growing data set size and scaling computation are empirically evident [52].

In an attempt to improve medical diagnosis using computer based techniques, [53]-[55], among others, used a combination of optimization algorithm and 2D-CNN for medical image analysis. The regular task of 2D CNN is to classify image into patterns, addition of any optimization algorithm such as: FA, PSO, GA etc. help to hyper-parameters to optimize which improved the solution (diagnosis) quality and performance [53], [55]. For image or 2D data the performance of CNN is much better than typical neural network due to reduction in dimension using convolution, subsampling layers. Using the success of 2D CNN for medical imagery data, the combination of optimized feature and 1D CNN can be implemented for time series biomedical data to diagnosis disease. The same process can be applied to 1D sequence of data by extracting feature from the sequences and map the internal feature of the sequence. Compared to the 2D-CNN, the use of 1D-CNN for fixed length of physiological signal is computationally much more attractive. 1D CNN performs better in terms of accuracy for analysis of time series of sensor data and signal data over fixed length period compared to 2D-CNN with two dimensional representations of same data in image form [56]. The 1D-CNN is able to reduce network units using convolution layers. The use of FA-CNN provides faster global optima than other swarm intelligence algorithms [18]. It has superior performance over other classification techniques using physiological signals [57]-[59], which have used 1D CNN only.

In this paper, we propose an integrated decision support system for STEMI and Non-STEMI heart attack detection based on efficient hyperplane framework with 1D-CNN that utilizes one of the most well-known natural inspired swarm intelligence systems called firefly algorithm (FA). To the best of the authors’ knowledge, this method is the first one used to investigate the performance of FA-1D-CNN using 1D physiological signal. Combining the ability of FA to reach faster global optimization solution compared to other meta-heuristic algorithms and the ability of 1D-CNN to result in less computationally intensive and more accurate classification using time series sensor data compare to 2D representation can result in implementation of FA-1D-CNN as a better solution.

The proposed method involves two sequential steps, firstly FA is used to properly rank and optimize the number of features or attributes, and secondly the chosen optimized attributes are applied to train a 1D-CNN classifier using an online dataset called Physikalisch-Technische Bundesanstalt (PTB) diagnostic ECG Database for prediction of heart attack [60]. Tenfold cross validation strategy has been used to evaluate the performance of the trained model to diagnose specific heart diseases such as: STEMI and non-STEMI heart attack.

3. Materials and Methods

In sections 3.1 & 3.2, the background for FA and 1D CNN are provided. In section 3.3, the clinical data for heart attack are discussed.

3.1. Nature inspired swarm intelligence: Firefly algorithm

Processing features instead of raw data reduces the computational complexity and leads to a faster diagnosis. The quality of the diagnosis depends heavily on the features selected. Selecting the minimum features with complementary information leads to a better a better diagnosis than one a larger number of correlated/dependent features is used. Here, the FA algorithm has been, Firefly algorithm is a multimodal optimization algorithm to select or reduce attribute based on flashing characteristics of fireflies in nature. The main assumption is each firefly or feature which is extracted from data moves towards more attractive (brighter) solutions/features (fireflies). Since the real firefly behaviour is much more complex and sophisticated, it requires some simplified rules to use in practical diagnoses. According to [32], fireflies/features have three major attributes towards other fireflies/features as principles: 1. Regardless of their gender (the position of feature depends on brightness or fitness function only), the light intensity of a firefly representing the solution is proportional to the value of fitness function. 2. The brighter they are, the more attractive they become towards other fireflies/features, 3. Computation of brightness is based on an objective function; distance between fireflies is inversely proportional to brightness and attractiveness [32], [33].
Feature selection not only records the learned models with an efficient computational cost but also enhances their performances in solving decision support problems. In general, the subsets of attributes differ from each other in the length and attributes contained in each subset. Finding the optimal attribute reduction is a NP-hard problem [61]. As a general limitation of most of the meta-heuristic algorithms, the fitness functions based on quality of approximation of classification and a solution to that is highest value of fitness function. So with no prior feature optimization the set of feature totally depends on classification algorithm. To solve this problem, FA can be used as follows. Each subset of attributes or features can be seen as a point or position of firefly in search space, the optimal position is the subset of attributes or features with least length or highest value from fitness test. FA technique possesses great capabilities in finding global optima, and employs a swarm-based strategy to yield multiple solutions in a single run. Also, it takes feature interaction into account and evaluates each selected feature subset as a group using fitness evaluation. Based on the fitness evaluation, the ranking of the features (fireflies) is updated. After maximum interaction the optimum set of features is the output of FA. In heart disease (STEMI and non-STEMI heart attack) diagnosis, the number of initial features after pre-processing and extraction will be reduced and optimized using evaluation of fitness function of each of the features and ranking will be done by updating their position.

Firefly algorithm has two parameters: the variation in light intensity and the attractiveness of firefly to each other. The light intensity \( L(r) \) changes inversely proportional to square of distance according to following formula in Eq. (1) [32]:

\[
L(r) = \frac{L_s}{r^2}
\]  
(1)

Where, the intensity of the light source is \( L(r) \) proportional to the value of fitness function and the fitness function is \( L_s \) for a maximization problem. \( L_0 \) is the intensity at the source (r=0) or can be used as attractiveness or fitness function value at the source, and for a fixed air absorption coefficient \( \gamma \), the light intensity \( L \) varies with distance “\( r \)” as shown in Eq. (2) [32]:

\[
L(r) = L_0 e^{-r\gamma}
\]  
(2)

Figure 1 shows the flowchart of the firefly algorithm.

The combination of effects from inverse square law and the absorption law can be expressed as an approximation as Eq. (3), [32]

\[
L = L_0 e^{-r^2\gamma}
\]  
(3)

The attractiveness \( A \) of any firefly is proportional to its light intensity of other fireflies adjacent to and \( A_0 \) is the attractiveness at \( r=0 \),

\[
A(r) = A_0 e^{-r^2\gamma}
\]  
(4)

The distance \( d_{ij} \) between two fireflies i and j at point \( x_i \) and \( x_j \) in Cartesian coordinate system is as follows:
\[ d_{ij} = |x_i - x_j| = \sqrt{\sum_{k=1}^{l} (x_{ik} - x_{jk})} \] (5)

The firefly i can travel towards firefly j using Eq. (6) at time ‘t’, [32]:

\[ x_{i}^{t+1} = x_{i}^{t} + A_0 e^{-\gamma r_{ij}^2} (x_{j}^{t} - x_{i}^{t}) + \alpha (\text{rand} - .5) \] (6)

The first part of Eq. (6) denotes the current location of firefly i at time ‘t’, the second term is used to determine the attractiveness (A) of a firefly towards a neighbouring firefly, and the third term indicates the random walk of a firefly. When the firefly i does not find an attractive firefly j nearby, then it will go for a random walk using the third part of Eq. (6), where \( \alpha \) is a randomization parameter and \( \text{rand} \) ([0, 1]) function generator. FA is controlled by three parameters: the randomization parameter \( \alpha \), the absorption coefficient \( \gamma \) and the attractiveness A. FA shows two distinguished asymptotic behaviour, when \( \gamma \) is zero, A becomes A\(_{O}\) and when \( \gamma \) becomes infinity, the second part in Eq. (6) vanishes and the firefly movement becomes a random walk.

### 3.2. Convolutional neural network

Convolutional neural network are similar to artificial neural network (ANN) in a way that they are also comprised of neurons that self-optimize through learning. There is an input layer, a number of hidden layers and an output layer in both cases. The major difference between them is that in CNN only the last layer is fully connected, but in ANN all the layers are fully connected. Also, in CNN the hidden layers are named differently due to their functionality such as: convolution layer, the rectified linear unit, pooling layer, etc. In Fig. 2 a common architecture of convolutional neural network comprised of the different layers is shown.

The typical CNN consist of three layer named as convolutional layer, pooling layer and fully-connected layer. The convolutional layer uses different kernel to compute feature maps. Each node of feature map is connected to the other nodes in neighbouring region of previous layer. After convoluting the input with a learned kernel and applying the element wise nonlinear activation function on the convolved results provides the new feature map while the kernel is shared by all spatial location of the input. The pooling layer objective is to achieve shift invariance by reducing the resolution of the feature maps. It’s common to periodically insert pooling layer in between successive convolution layer to progressively reduce the special size of the representation to reduce the amount of parameter and computation of the network. The most common form of pooling layer is with filter 2X2 applied with a stride 2 to discard 75% of the activations [63]. The flattened outputs from combination of convolutional and pooling layers are fed into a feed-forward neural network.

![Convolutional neural network architecture](image)

Convolutional models were developed primarily for image classification by feature learning where the model accepts two dimensional inputs representing image pixels. When it comes to one dimensional data, the same protocol can be followed by accepting one dimensional data as sequence. 1D CNN is very effective in deriving features from fixed length segment of overall dataset [64]. 1D CNN is an alternative version of 2D CNN when dealing with one dimensional data. This makes it attractive when it comes to diagnosis using biomedical signals such as ECG. 1D CNN has shallower architecture than the 2D counterpart, 2D CNN requires cloud computing or GPU, while 1D CNN can be implemented using a standard computer, due to its low computational requirement. This network is well suited for real time and low computation powered applications. Three consecutive CNN layers of a 1D CNN are shown in fig. 3, [65].
In each CNN layer, the 1D forward propagation is expressed as:

\[ x_k^l = b_k^l + \sum_{i=1}^{N_{l-1}} \text{conv1D} (w_{lk}^{l-1}, s_i^{l-1}) \]  

(7)

Where, \( x_k^l \) is as input, \( b_k^l \) is bias of \( k \)th neuron at layer \( l \), \( s_i^{l-1} \) is the output of \( i \)th neuron at layer \( l-1 \), \( w_{lk}^{l-1} \) is the kernel from the \( i \)th neuron at layer \( l-1 \) to the \( k \)th neuron at layer \( l \).

If the \( t \)p is the target and \( [y_1^l, ..., y_{N_L}^l] \) is the output vector respectively, the mean-squared error (MSE) can be obtained as follows:

\[ E_p = MSE \left(t^p, [y_1^l, ..., y_{N_L}^l]\right) = \sum_{i=1}^{N_L} (y_i^l - t_i^p)^2 \]  

(8)

From the first multi-layer perceptron (MLP) to the last convolutional neural network layer, the regular back propagation is done as,

\[ \frac{\partial E}{\partial S_k^l} = \Delta S_k^l = \sum_{i=1}^{N_{l+1}} \frac{\partial E}{\partial x_{i+1}^l} \frac{\partial x_{i+1}^l}{\partial S_k^l} = \sum_{i=1}^{N_{l+1}} \Delta_i^{l+1} w_{ki} \]  

(9)

### 3.3. Dataset

In the study, the PTB Diagnostic ECG Database [60] was used to train, validate and evaluate the performance of the proposed hybrid model identifying heart attacks among patients. As shown in fig.4, the process starts by acquiring ECG data from PTB database. The database consists of 80 recordings from 54 healthy subject and 368 recordings of heart disease such as Heart attack from 148 patients. Each recording in the PTB database contains 15 synchronously recorded signals which are 12 lead ECG and three orthogonal leads [60]. Each signal is digitized at 1000 samples per second with 16-bit resolution over a range of +/− 16.384 mV. Within the header file of most of these ECG records is a detailed clinical summary, including age, gender, diagnosis, and where applicable, data on medical history, medication and interventions, coronary artery pathology, ventriculography, echocardiography, and hemodynamic [60].

![Figure 4. The process of diagnosis of heart attack using ECG data from PTB database.](image)

Age of patients ranges from 17 to 87 with mean 57.2 years, 209 men with mean age 55.5 and 81 women with mean age 61.6 as shown in figure 4. In figure 5, the process of diagnosis of heart attack using ECG data from PTB database has been shown.

![Figure 5. The process of diagnosis of heart attack using ECG data from PTB database.](image)

### 4. Materials and Methods

In section 4.1, the data pre-processing is discussed. In sections 4.2 the implementations of firefly along with one dimensional convolutional neural network to diagnose STEMI and non-STEMI heart attack have been discussed.

#### 4.1. Data Pre-processing

The ECG signal consists of PQRTS waves to represent the activity of the heart. When atrial contraction happens the P wave goes up, it records the electrical activity of the heart muscles when the blood flows from atrial to ventricles. Duration of P wave is usually .11 seconds and amplitude is 2.5mm. The QRS wave represents the ventricular contraction which has
the maximum amplitude during a heartbeat, it represents the electrical signal generation due to blood rushing from ventricles to the right atrium. ST segments represent the time duration between the ventricular depolarization and repolarization.

![ECG waveform and segments in lead II](image)

**Figure 6.** The ECG waveform and segments in lead II that presents a normal cardiac cycle [61].

Table 1. Some of the ECG features & normal durations [62]

| Feature | Description | Duration |
|---------|-------------|----------|
| RR      | interval between R wave and the next R wave | 0.6-1.2 s |
| P       | first short upward movement of the ECG | 80ms |
| PR      | measured from the beginning of the P wave to the beginning of the QRS complex | 120-200 ms |
| QRS     | normally begins with a downward deflection Q, a larger upwards deflection R and ends with a downward S wave | 80-120 ms |
| PR      | connects the P wave and the QRS complex | 50-120 ms |
| J-point | the point at which the QRS complex finishes and the ST segment begins is called J-point | Not applicable |
| ST      | connects the QRS complex and the T wave | 80-120 ms |
| T       | normally a modest upward waveform | 160 ms |
| ST      | measured from the J point to the end of the T wave | 320 ms |
| QT      | measured from the beginning of the QRS complex to the end of the T wave | 420 ms |
| U       | normally has low amplitude and often it is completely absent | Not mentioned |

Figure 6 shows the ECG waveform and segments in lead II for a normal cardiac cycle and in Table 1, the ECG features and normal durations are reported.

Primary diagnostic can be obtained from patients’ ECG trace by discovering specific features. Depending on the occurrence of features in different leads, a conclusion can be reached about where the infarction is occurring. A raw ECG signal is inherently noisy due to different interference such as power line, electromagnetic interference, body movement, respiration, etc. All these noises combine into baseline wanders which needs to be removed before performing further signal processing.

To get a normalized signal, the drift in the ECG signal has to be computed. The proposed work flow to get signal without baseline wander removed is as follows. First, the raw signal will be filtered by FIR low pass filter, then two different median filters are used to eliminate the QRS complex, then subtract from the original low passed filtered signal. ECG signal is a non-stationary signal that has different frequencies. To preserve the temporal occurrence of the signal frequencies, it is necessary to use a transform which can be useful in both time and frequency domains. Using temporal feature conversation ability of bi-orthogonal wavelet transform, the features such as PQRST peak and ST segments can be calculated [68].

In Fig.7, the peaks and points of a typical ECG have been extracted.

![ECG peaks and points](image)

**Figure 7.** The peaks and points of a typical ECG waveform have been extracted after pre-processing.

4. 2. Implementation of FA-1D-CNN

In figure 8, the whole disease (STEMI and non-STEMI heart attack) diagnosis system is shown. The system begins with putting the dataset through normalization and FA for optimized set of features. Normalization is done to avoid numerical complexities where feature with greater numeric range can’t dominate feature with smaller range. After normalization the dataset is ready for feature reduction.

Next, FA process started with two steps: exploitation (intensification) and diversification (diversification). Using Eq. (6), the movement of a feature (firefly) is decided and the diversification is done by changing the parameter γ and A. When γ=0 then A=A₀ and in that case the value of A is the largest possible and the solution moves towards other solution with largest possible leap so the diversification is minimum, while the exploitation is maximum. On the other hand, when γ is infinity then A=0, so each feature (solution) moves in a random way so there is no exploitation at all. By adjusting the values of γ and A the trade-off between exploitation and exploration is determined. The feature space with each feature represented in an individual dimension and it requires an intelligent search method
to find optimal point in that space that maximizes the given fitness function.

ECG featured before optimizations were 180 feature points from each segment of 448 ECG records, it will be added with 10 more features from intervals mentioned in table 1. The algorithm used as fitness function or objective function is information gain to calculate the light intensity in firefly algorithm. After that, ranking of the attributes based on the information gain of the attributes are done. Top features from the ranked features are selected. From the ranking of firefly algorithm 24 feature were selected as input for the CNN so that the convergence increases. Here it was assumed that correct features were extracted during data pre-processing.

Figure 8. Whole FA-CNN system for heart disease diagnosis.

In this work, the proposed convolutional neural network consists of 6 layers including 2 convolutional layers, 2 max pooling layers and 2 fully-connected layers. In every convolution layer, the layers are convolved with the respective kernel (4 for 1st convolution layer, 3 for 2nd convolution layer). The stride for convolution and max-pooling layers are 1 and 2, respectively. The fully connected output layers have output neurons as 8 and 2, respectively. Using K-fold cross validation technique [69], here only ten-fold cross validation has been applied, where the total patient number is randomly divided into 10 equal clusters, where 9 were used to train for the proposed model and 1 to validate the diagnosis effectiveness.

5. Performance Evaluation

To provide a comparison among classification techniques, the following evaluation parameters were used: correctly classified, incorrectly classified, kappa statistics, mean absolute error, true positive (TP) rate, false positive (FP) rate, precision, recall and F-measure. Kappa statistics ($K_S$) is defined as

$$K_S = \frac{\text{Observed agreement} - \text{Expected agreement}}{1 - \text{Expected agreement}}$$  \hspace{1cm} (10)

So when two measurements agree by chance, the $K_S$ is zero and when two measurements agree perfectly the $K_S$ value is 1.0. True positive rate when the model correctly predicts the positive class similarly, the false positive rate is an outcome when the model incorrectly predicts the positive class. The formula for specificity, accuracy sensitivity, precision, recall and accuracy are given in table 2:

![Table 2](image)

Table 2. The definitions of performance characteristics.

| Parameter     | Formula                                      |
|---------------|----------------------------------------------|
| Specificity   | $\frac{TN}{TN+FP}$                           |
| Sensitivity   | $\frac{TP}{TP+FN}$                           |
| Accuracy      | $\frac{(TP+TN)}{(TP+TN+FP+FN)}$              |
| Precision (Pre) | $\frac{TP}{TP+FP}$                           |
| Recall (Rec)  | $\frac{(TP)}{TP+FN}$                        |
| Accuracy      | $(TP +TN) / \text{Total outcome}$             |
| F-Measure     | $\frac{2*(Pre*Rec)}{(Pre + Rec)}$            |

Figure 9. The sensitivity, accuracy and specificity comparison among algorithms.
The sensitivity, accuracy and specificity comparison among algorithms is shown in figure 9. The kappa statistic test is nonparametric and measures degree of separation for the distribution of diagnosis result for heart attack in patients. It ranges from 0 to 100% and with higher kappa statistics value it indicates a better diagnostic model in detecting attack in patients. In our research our proposed model provides K_S value .70 which is higher than the other model tried.

In figure 10, a comparison of statistical parameters related to the performance evaluation among the common classification techniques and the proposed method is shown. High precision means that an algorithm returned substantially more relevant results than irrelevant ones, while high recall means that an algorithm returned most of the relevant results.

Figure 10. A comparison among classification techniques performance in terms of precision, recall and F-measure.

Figure 11. The TP and FP comparison among classifier.

In Fig.11, the comparison of techniques with true positive and false positive predicted diagnosis is shown. All the results confirm that the proposed FA-CNN method outperforms the other machine learning techniques for detecting heart attack in terms of common statistical parameters.

6. Conclusion

A new classification algorithm model using physiological information was proposed. The model is a combination of firefly algorithm, a nature inspired swarm intelligence algorithm, and 1D convolutional neural network. The proposed FA-CNN model has been trained and tested using dataset containing physiological information of patient about their heart attack (STEMI and non STEMI). Using common statistical performance evaluation parameters, it's evident that the proposed method performs better than the other common machine learning classification techniques in detecting mentioned heart diseases as shown in Table 2. The preliminary testing results of the study conducted in this paper are quite encouraging. Further studies will be carried out in the future.

Beside its performance, the proposed FA-1D CNN has the advantage of affordability in terms of the needed information as well as the lower computational complexity requirement when compared to 2D CNN. It is hoped that the proposed technique will lead to affordable diagnosis of heart and other diseases using 1D biomedical signal.
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