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Abstract. In this paper, we continue the investigation of quantum Markov states (QMSs) and define their mean entropies. Such entropies are explicitly computed under certain conditions. The present work takes a huge leap forward at tackling one of the most important open problems in quantum probability, which concerns the calculations of mean entropies of quantum Markov fields. Moreover, it opens up a new perspective for the generalization of many interesting results related to the one-dimensional QMSs and quantum Markov chains to multi-dimensional cases.
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1. Introduction

It is well-known that classical and quantum dynamical entropies are important tools in many areas of mathematics and play a huge role in information sciences [35] and note that entropies of classical Markov chains are just as significant in statistical mechanics [10]. Quantum dynamical entropy has been studied by Connes and Størmer [16], Connes et al [17] and many others. Note that recently, the quantum dynamical entropy and the quantum dynamical mutual entropy were defined by Ohya in terms of complexity [35]. The notion of quantum Markov chain (QMC) was formulated by means of the transition expectation introduced by Accardi [1]. Therefore, in [8, 33, 46] dynamical entropy through a QMC has been introduced and calculated for some simple models. In this similar fashion and direction, a mutual entropy in the QMC scheme has been investigated in [7, 45]. Note the significance of these contributions as these calculations are vital in both physics and information theory.

On the other hand, the study of quantum many-body systems has experienced an explosion of results. This is specifically true in the field of tensor networks. Recently, ‘matrix product states’, and more generally ‘tensor network states’ have played a crucial role in the description of the whole quantum systems [15, 36]. We point out that an interesting mathematical approach to quantum states on tensor networks has closely tied up with QMC on tensor product of matrix algebras [1, 23]. Therefore, QMCs have found massive applications in several research domains of quantum statistical physics and information [14, 18, 19, 42].

As we have mentioned, it is very important to develop a method that enables us to compute the entropy for quantum systems ([17, 38]). In [37, 39] the dynamical entropy was computed in the sense of Connes et al [17] of shift automorphism of QMC. Moreover, the dynamical entropy was proved to be equal to the mean entropy. It is important to emphasize that mean entropies calculations of QMCs have been obtained in several papers [20, 34, 40]. However, in all these investigations, QMCs were considered over a one-dimensional lattice.

On the other hand, it is crucial to know certain formulas for the mean entropies of the Gibbs measures on each of a sequence of large finite graphs. When the graph is non-amenable, then such a calculation becomes very tricky [10]. Recently, in [11] the mentioned formula has been found for Gibbs measured defined over regular trees (in particularly, Cayley trees) [43].
We point out that, in [6, 25–27] we have started to investigate particular classes of QMCs associated with the Ising types models on the Cayley trees [12, 43]. It turned out that the above considered QMCs fall into a special class called quantum Markov states (QMSs) (see [28, 29]). Furthermore, in [21, 28, 29] a description of QMSs has been carried out. It is worth stressing that the considered QMSs had the Markov property not only with respect to levels of the considered tree, but also with regard to the interaction domain at each site, which has a finer structure, and through a family of suitable quasi-conditional expectations which are localized [28, 30, 32]. Such a localization property is essential for the integral decomposition of QMS, since it takes into account the finer structure of conditional expectations and filtration [2, 9].

In this paper, we continue to investigate such kinds of QMS and define for these states their mean entropies and under some conditions we are able to explicitly compute them. The present work is another step towards one of the most important open problems in quantum probability, which concerns the calculations of means entropies of quantum Markov fields. Moreover, it opens a new perspective for the generalization of many interesting results related to one-dimensional QMSs and QMCs to multi-dimensional cases.

2. Preliminaries

Let $\Gamma^+_k = (V, E)$ be a semi-infinite Cayley tree of order $k \geq 1$ with the root $x^0$ (i.e. each vertex of $\Gamma^+_k$ has exactly $k + 1$ edges, except for the root $x^0$, which has $k$ edges). Here $L$ is the set of vertices and $E$ is the set of edges. The vertices $x$ and $y$ are called nearest neighbors and they are denoted by $l = \langle x, y \rangle$ if there exists an edge connecting them. A collection of the pairs $\langle x, x_1 \rangle, \ldots, \langle x_{d-1}, y \rangle$ is called a path from the point $x$ to the point $y$. The distance $d(x, y)$, $x, y \in V$, on the Cayley tree, is the length of the shortest path from $x$ to $y$.

Recall a coordinate structure in $\Gamma^+_k$: every vertex $x$ (except for $x^0$) of $\Gamma^+_k$ has coordinates $(i_1, \ldots, i_n)$, where $i_m \in \{1, \ldots, k\}$, $1 \leq m \leq n$ and for the vertex $x^0$ we put $(0)$. Namely, the symbol $(0)$ constitutes level 0, and the sites $(i_1, \ldots, i_n)$ form level $n$ (i.e. $d(x^0, x) = n$) of the lattice.

The hierarchical structure on the considered tree is expressed as follows

$$W_n = \{ x \in V : d(x, x_0) = n \} \quad \Lambda_n = \bigcup_{k=0}^{n} W_k, \quad \Lambda_{[n,m]} = \bigcup_{k=n}^{m} W_k, \quad (n < m).$$

For $x \in \Gamma^+_k$, $x = (i_1, \ldots, i_n)$ (i.e. $x \in W_n$) defines the set of its direct successors vertices by

$$S(x) := \{ y \in \Lambda_n : \langle x, y \rangle \} \subset W_{n+1}$$

and its $k$th successors on the rooted tree $\Gamma^+_k$ is defined by the induction as follows

$$S_1(x) = S(x)$$

$$S_{k+1}(x) = S(S_k(x)), \quad \forall k \geq 1.$$
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Put
\[ T(x) = \bigcup_{k \geq 0} S_k(x) \]  
(1)
where \( S_0(x) = x \). Denote
\[ \overrightarrow{S}(x) = \{(x, 1), (x, 2), \ldots, (x, k)\}, \]
where \((x, i)\) means that \((i_1, \ldots, i_n, i)\).

Since the Cayley tree \( \Gamma^+_k \) is regular and each vertex has exactly \( k \) direct successors then according to the above enumeration, we define \( k \) shifts on the tree as follows: for each \( j \in \{1, 2, \ldots, k\} \) the \( j \)th shift is given by
\[ \alpha_j(x) = (j, x) = (j, i_1, i_2, \ldots, i_n) \in W_{n+1} \]  
(2)
for every \( x = (i_1, i_2, \ldots, i_n) \in W_n \). Let \( g = (j_1, j_2, \ldots, j_N) \in V \), where one defines
\[ \alpha_g(x) := \alpha_{j_1} \circ \alpha_{j_2} \circ \cdots \circ \alpha_{j_N}(x) = (j_1, j_2, \ldots, j_N, i_1, i_2, \ldots, i_n). \]
The shift \( \alpha_g \) maps the Cayley tree \( \Gamma^+_k \) onto its sub-tree \( T_x \) defined by (1). It follows that \( \alpha_x(0) = x \) and \( \alpha_x(\Lambda_n) = S_n(x) \).

Let \( \mathcal{A} \) be a \( C^* \)-algebra with unit \( \mathbb{I} \). For each \( x \in V \) we denote \( \mathcal{A}_x \) the \( C^* \)-algebra, which is the same as \( \mathcal{A} \), i.e. \( \mathcal{A}_x \equiv \mathcal{A} \). For each \( \Lambda \subset V \) we denote by \( \mathcal{A}_\Lambda \) the algebra generated by \( \{\mathcal{A}_x : x \in \Lambda\} \). In these notations, one has
\[ \mathcal{A}_\Lambda_n = \bigotimes_{x \in \Lambda_n} \equiv \mathcal{A}_\Lambda_n \otimes \mathbb{I}_{W_{n+1}} \subset \mathcal{A}_{\Lambda_{n+1}}. \]

Consider the local \( * \)-algebra
\[ \mathcal{A}_{V; \text{loc}} := \bigcup_{n \in \mathbb{N}} \mathcal{A}_{\Lambda_n}. \]  
(3)
One has
\[ \mathcal{A}_V := \overline{\mathcal{A}_{V; \text{loc}}}^{C^*}. \]
By \( S(\mathcal{B}) \) we denote the set of states on a \( C^* \)-algebra \( \mathcal{B} \).

3. QMSs and QMCs on trees

Recall that a transition expectation is a completely positive identity preserving map from a \( C^* \)-algebra into its \( C^* \)-algebra.

**Definition 3.1.** Let \( \mathcal{C} \subset \mathcal{B} \subset \mathcal{A} \) be a triplet of unitary \( C^* \)-algebras. A map \( E : \mathcal{A} \to \mathcal{B} \) is called quasi-conditional expectation w.r.t. the given triplet if it is completely positive identity preserving and satisfies the following property
\[ E(ca) = cE(a); \quad \forall a \in \mathcal{A}, \forall c \in \mathcal{C}. \]  
(4)
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The typical form of transitions expectations $E_{\Lambda_n}$ w.r.t. the triplet $\mathcal{A}_{\Lambda_{n-1}} \subset \mathcal{A}_{\Lambda_n} \subset \mathcal{A}_{\Lambda_{n+1}}$ that we are going to investigate in the following have the form

$$
E_{\Lambda_n} = \text{id}_{\Lambda_{n-1}} \otimes E_{W_n}
$$

(5)

where $E_{W_n}$ is a transition expectation from $\mathcal{A}_{\{N,n+1\}} \rightarrow \mathcal{A}_{W_n}$. Note that $E_{W_n}$ is assumed to be localized in the sense of [28], i.e. for each $x \in W_n$ there exists a transition expectation $E_x$ from $\mathcal{A}\{x\} \cup S(x)$ into $\mathcal{A}_x$ such that

$$
E_{W_n} = \bigotimes_{x \in W_n} E_x.
$$

(6)

The shifts $\alpha_j$ given by (2) act on the algebra $\mathcal{A}_V$ as follows:

$$
\alpha_j \left( \bigotimes_{x \in \Lambda_n} a_x \right) := 1^{(o)} \otimes \bigotimes_{i=0}^n a_x^{(j,x)}.
$$

(7)

**Definition 3.2.** A state $\varphi$ on $\mathcal{A}_L$ is said to be translation-invariant if

$$
\varphi \circ \alpha_j = \varphi
$$

for every $j \in \{1, 2, \ldots, k\}$.

**Remark 3.3.** The above definition generalizes the notion of translation-invariant states on the one-dimensional lattice, which corresponds to the case $k = 1$. Note that the entropy of QMCs on the quantum spin lattice has been studied in many papers (see [8, 22, 37])

**Definition 3.4** [9]. Let $\phi_o \in \mathcal{S}(\mathcal{A}_o)$ be an (initial) state, $\{E_{\Lambda_n}\}$ a sequence of quasi-conditional expectations w.r.t. the triple $\mathcal{A}_{\Lambda_{n-1}} \subseteq \mathcal{A}_{\Lambda_n} \subseteq \mathcal{A}_{\Lambda_{n+1}}$ and a sequence $h_n \in \mathcal{A}_{V_n}$ of boundary conditions, such that for each $a \in \mathcal{A}_V$ the limit

$$
\varphi(a) := \lim_{n \to \infty} \phi_o \circ E_{\Lambda_0} \circ E_{\Lambda_1} \circ \cdots \circ E_{\Lambda_n}(h_{n+1}^{1/2}a h_{n+1}^{1/2})
$$

(9)

exists in the weak-*-topology and defines a state. Then the triplet $(\phi_o, (E_{\Lambda_n})_n, (h_n)_n)$ is called a QMC on $\mathcal{A}_V$. In this case the limiting state $\varphi$ given by (9) is also called QMC.

**Definition 3.5.** A QMC $\varphi$ on $\mathcal{A}_V$ is called QMS if one has

$$
\varphi[\mathcal{A}_{\Lambda_{n-1}} \circ E_{\Lambda_n}] = \varphi[\mathcal{A}_{\Lambda_{n+1}}].
$$

(10)

Due to the contributions made in [3, 23], the conditional expectations can be used in place of quasi conditional expectations. However, the boundary condition plays a more physically significant role in the existence of phase transitions (see for instance [5, 25, 26, 44]). In [28–30], the authors studied in detail the structure of QMSs associated with localized transitions expectations on the Cayley tree.

Let us now deal with the entropy of states. Assume that $\varphi$ is a state on $\mathcal{A}_V$ and $\Lambda \subset V$ is a finite region. Let $S(\varphi[\mathcal{A}_\Lambda])$ be the von Neumann entropy of the state $\varphi$ on the algebra $\mathcal{A}_\Lambda$ (see [35]), where $\varphi[\mathcal{A}_\Lambda]$ is the state on $\mathcal{A}_\Lambda$ defined by the restriction of $\varphi$ on $\mathcal{A}_\Lambda$. If $D^\varphi_{\mathcal{A}_\Lambda}$ is the density matrix of the state $\varphi[\mathcal{A}_\Lambda]$, then

$$
S(\varphi[\mathcal{A}_\Lambda]) = -\text{Tr}(D^\varphi_{\mathcal{A}_\Lambda} \log D^\varphi_{\mathcal{A}_\Lambda})
$$

(11)
In the one dimensional case, where \( V = \mathbb{N} \), using the subadditivity of \( S(\varphi[A_n]) \), it was shown that the limit
\[
s(\varphi) := \lim_{n \to \infty} \frac{1}{n+1} S(\varphi[A_{n+1}])
\]
exists. The quantity \( s(\varphi) \) is called the *mean entropy* of the state \( \varphi \) [20, 40]. In the next section, we are going to discuss such an entropy for QMSs on the Cayley trees.

### 4. Mean entropy for QMSs on trees

In this section, we introduce the mean entropy for QMSs defined on trees. Let \( \varphi \) be a locally faithful QMS on \( A_V \), i.e. \( \varphi[A_A] \) is faithful for all \( n \geq 1 \). Indeed, by means of [34] one can establish that if \( \varphi \) is a locally faithful QMS, then \( \varphi \) is faithful. From the tree structure, it is quite natural to define a generalization of (12) as follows
\[
s(\varphi) := \lim_{n \to \infty} \frac{1}{|A_\Lambda|} S(\varphi[A_\Lambda]).
\]

Let \( \{E_{A_\Lambda}\}_{n \geq 0} \) be the sequence conditional expectations w.r.t. the triplet \( A_{\Lambda_{n+1}} \subset A_{\Lambda_n} \subset A_{\Lambda_{n+1}} \) associated with \( \varphi \). We consider the Radon–Nikodym derivatives \( D_{\Lambda_n}^\varphi \) of the state \( \varphi_{A_n} := \varphi[A_\Lambda] \) with respect to the trace \( \text{Tr}_{A_{\Lambda_n}} \) on \( A_{\Lambda_n} \), i.e.
\[
\varphi_{A_n} (\cdot) = \text{Tr}_{A_{\Lambda_n}} (D_{\Lambda_n}^\varphi \cdot).
\]
The transition expectation \( E_{W_n} \) associated with \( E_{A_\Lambda} \) through (5) is localized in the sense of [28, 29]. Then it satisfies (6) for certain localized transition expectations \( E_x \) from \( A_{\{x\} \cup S(x)} \) into \( A_x \) with \( x \in W_n \).

For \( X \subseteq Y \) two finite sub-sets of \( V \), we denote \( T_X^Y \) the map defined by linear extension of
\[
T_X^Y (a_X \otimes a_Y \mid X) = \text{Tr}(a_Y \mid X)a_X.
\]
One has
\[
T_X^Y (D_Y^\varphi) = D_X^\varphi.
\]
According to [24] the map \( T_X^Y \) is the unique Umegaki conditional expectation from \( A_Y \) to \( A_X \) with respect to the tracial state.

Let \( A, B \) and \( C \) be mutually disjointed finite subsets of the vertex \( V \). One can easily check that
\[
T_{A,B,C}^A[B,C] = T_{B,C}^B \quad (14)
\]
\[
A_B = A_{A,B} \cap A_{B,C} \quad (15)
\]
\[
T_{B,C}^{A,B,C} T_{A,B}^{A,B,C} = T_{B,C}^{A,B,C} T_{A,B}^{A,B,C} = T_{C}^{A,B,C} \quad (16)
\]
For each \( x \in \mathbb{W}_n \), assume that \( K_{\{x\} \cup S(x)} \in \mathcal{A}_{\{x\} \cup S(x)} \) is the conditional density amplitude of the transition expectation \( \mathcal{E}_x \), i.e.\
\[ \mathcal{E}_x(\cdot) = T_{\{x\}}^{\{x\} \cup S(x)} \left( K_{\{x\} \cup S(x)} \cdot K_{\{x\} \cup S(x)} \right). \]

Using (6), the conditional density amplitude of the transition expectation \( \mathcal{E}_{\mathbb{W}_n} \) has the following form\
\[ K_{[n,n+1]} := \bigotimes_{x \in \mathbb{W}_n} K_{\{x\} \cup S(x)} \in \mathcal{A}_{[n,n+1]}. \] (17)

**Lemma 4.1.** Let \( \varphi \) be a QMS on \( \mathcal{A}_V \) together with its sequence of quasi-conditional expectations \( E_{\Lambda_n} \). In the above notations, one has\
\[ D_{\Lambda_{n+1}}^\varphi = K_{[n,n+1]} D_{\Lambda_n}^\varphi K_{[n,n+1]}^* \] (18)

**Proof.** Let \( a \in \mathcal{A}_{\Lambda_{n+1}} \), one has\
\[ \varphi \left[ A_{\Lambda_n} \left( E_{\Lambda_n}(a) \right) \right] = \text{Tr}_{\Lambda_n} \left( D_{\Lambda_n}^\varphi T_{\mathbb{W}_n}^{\mathbb{W}_n \cup \mathbb{W}_n} \left( K_{[N,n+1]}^* a K_{[N,n+1]} \right) \right) \]
\[ = \text{Tr}_{\Lambda_{n+1}} \left( D_{\Lambda_n}^\varphi K_{[N,n+1]}^* a K_{[N,n+1]} \right) \]
\[ = \text{Tr}_{\Lambda_{n+1}} \left( K_{[N,n+1]} D_{\Lambda_n}^\varphi K_{[N,n+1]}^* a \right). \]

Using (10), we arrive at the required identity. \( \square \)

**Theorem 4.2.** Let \( \varphi \) be a QMS on \( \mathcal{A}_V \). Then\
\[ S(\varphi[\mathcal{A}_{\Lambda_{n+1}}]) + S(\varphi[\mathcal{A}_{\mathbb{W}_n}]) = S(\varphi[\mathcal{A}_{\Lambda_n}]) + S(\varphi[\mathcal{A}_{\mathbb{W}_{n+1}}]). \] (19)

If in addition \( K_{[n,n+1]} \) and \( D_{\Lambda_n}^\varphi \) commute, then\
\[ S(\varphi[\mathcal{A}_{\Lambda_{n+1}}]) - S(\varphi[\mathcal{A}_{\Lambda_n}]) = -2 \sum_{x \in \mathbb{W}_n} \varphi_{\mathcal{A}_{\Lambda_{[n,n+1]}}} \left( \log |K_{\{x\} \cup S(x)}| \right). \] (20)

**Proof.** Since \( \varphi \) is a Markov state on \( \mathcal{A}_V \) with respect to the filtration \( (\mathcal{A}_{\Lambda_n})_n \), for each \( n \) there exists a quasi-conditional expectation \( E_n \) with respect to the triplet \( \mathcal{A}_{\Lambda_{n-1}} \subset \mathcal{A}_{\Lambda_n} \subset \mathcal{A}_{\Lambda_{n+1}} \) satisfying\
\[ \varphi[\mathcal{A}_{\Lambda_n} \circ T_{\Lambda_n}^{\Lambda_{n+1}} \circ E_n] = \varphi[\mathcal{A}_{\Lambda_n} \circ E_n] = \varphi[\mathcal{A}_{\Lambda_{n+1}}]. \]

The quasi-conditional expectation \( E_n \) can be written as follows\
\[ E_n = id_{\mathcal{A}_{\Lambda_{n-1}}} \otimes E_{[n,n+1]} \]
where \( E_{[n,n+1]} \) is a transition expectation from \( \mathcal{A}_{\Lambda_{[n,n+1]}} \) into \( \mathcal{A}_{\mathbb{W}_n} \). It follows that\
\[ \varphi[\mathcal{A}_{\mathbb{W}_n} \circ T_{\mathbb{W}_n}^{\mathbb{W}_n \cup \mathbb{W}_n} \circ E_{[n,n+1]}] = \varphi[\mathcal{A}_{\Lambda_{[n,n+1]}} \circ E_n] = \varphi[\mathcal{A}_{\Lambda_{[n,n+1]}} \circ E_n] = \varphi[\mathcal{A}_{\Lambda_{[n,n+1]}}]. \]
Then in the notations of (14), (15) and (16) for $A = W_{n+1}, B = W_n$, $C = \Lambda_{n-1}$, the conditional expectation $T_{\Lambda_a}^{\Lambda_{n+1}}$ is enough (in the sense of [24, 41]) for the states $\varphi[\Lambda_{n+1}]$ and $\varphi[\Lambda_{n+1}].$ Hence, by a result of [24], we obtain

$$S(\varphi[\Lambda_{n+1}]) - S(\varphi[\Lambda_n]) = S(\varphi[\Lambda_n]) + S(\varphi[\Lambda_{n+1}]) = 0.$$ 

This proves (19).

Now assume that $K_{[N,n+1]}$ and $D_{\Lambda_n}^\varphi$ commute. Since $T_{W_n,W_{n+1}}^{\Lambda_{n+1}}(D_{\Lambda_n}^\varphi) = D_{W_n}^\varphi \otimes I_{W_{n+1}},$ by lemma 4.1 the density matrices of $\varphi_{\Lambda_{n+1}}$ and $\varphi_{W_n,W_{n+1}}$ are $D_{\Lambda_n}^\varphi|K_{[n,n+1]}|^2$ and $D_{\Lambda_{n+1}}^\varphi = D_{\Lambda_n}^\varphi|K_{[n,n+1]}|^2,$ respectively. This leads to

$$S(\varphi[\Lambda_{n+1}]) = -\text{Tr}(D_{\Lambda_n}^\varphi|K_{[N,n+1]}|^2 \log(D_{\Lambda_n}^\varphi|K_{[N,n+1]}|^2))$$

$$= -\text{Tr}(D_{\Lambda_n}^\varphi \log D_{\Lambda_n}^\varphi E_{[n,n+1]}(1)) - 2 \text{Tr}(D_{\Lambda_n}^\varphi|K_{[n,n+1]}|^2 \log |K_{[n,n+1]}|)$$

$$= S(\varphi[\Lambda_n]) - 2\varphi[\Lambda_{n+1}] (\log |K_{[n,n+1]}|).$$

On the other hand, we find

$$S(\varphi[\Lambda_{n+1}]) = -\text{Tr}(D_{W_n}^\varphi|K_{[n,n+1]}|^2 \log(D_{W_n}^\varphi|K_{[n,n+1]}|^2))$$

$$= -\text{Tr}(D_{W_n}^\varphi \log(D_{W_n}^\varphi E_{[n,n+1]}(1)))$$

$$- 2 \text{Tr}(D_{W_n}^\varphi|K_{[n,n+1]}|^2 \log |K_{[n,n+1]}|)$$

$$= S(\varphi[\Lambda_n]) - 2\varphi[\Lambda_{n+1}] (\log |K_{[n,n+1]}|)$$

$$= S(\varphi[\Lambda_n]) - 2 \sum_{x \in W_n} \varphi_{\Lambda_{n+1}}(x) (\log |K_{x} \cup \mathcal{F}(x)|).$$

which proves (20).

The following result consists a generalization to trees of a formula of the mean entropy for translation-invariant QMSs on the quantum spin lattice [35].

**Corollary 4.3.** Assume that conditions of theorem 4.2 are satisfied. If a QMS $\varphi$ is translation-invariant then

$$\frac{S(\varphi_{\Lambda_{n+1}}) - S(\varphi_{\Lambda_n})}{|W_n|} = S(\varphi_{\Lambda_{n}}) - S(\varphi_{\Lambda_{n-1}}).$$

**Proof.** One has

$$\varphi_{\Lambda_{n+1}}(\log |K_{x} \cup \mathcal{F}(x)|) = \varphi_{\Lambda_{n}}(\log |K_{x} \cup \mathcal{F}(x)|), \quad \forall x \in L.$$ 

Then (20) leads to (21). 

It is known that the mean entropy (12) of a QMS on the one-dimensional spin lattice is obtained by the following limit

$$s(\varphi) = \lim_{n \to \infty} S(\varphi[\Lambda_{n+1}]) - S(\varphi[\Lambda_{n}]).$$
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The following theorem proposes an extension of this result to the case of trees.

**Theorem 4.4.** The mean entropy of the QMS \( \varphi \) satisfies

\[
    s(\varphi) = \lim_{n \to \infty} \frac{S(\varphi[\Lambda_{n+1}]) - S(\varphi[\Lambda_n])}{|\Lambda_{n+1}| - |\Lambda_n|}.
\]

If in addition, \( \varphi \) is translation-invariant then

\[
    s(\varphi) = \frac{S(\varphi[\Lambda_1]) - S(\varphi[\Lambda_0])}{k}.
\]

**Proof.** One has

\[
    \frac{S(\varphi[\Lambda_{n+1}]) - S(\varphi[\Lambda_n])}{|\Lambda_{n+1}| - |\Lambda_n|} = \frac{|\Lambda_{n+1}| S(\varphi[\Lambda_{n+1}]) - |\Lambda_n| S(\varphi[\Lambda_n])}{|\Lambda_{n+1}| - |\Lambda_n|} = \frac{k^{n+2} - 1}{(k-1)k^{n+1}} \frac{|\Lambda_n|}{|\Lambda_{n+1}|}.
\]

This leads to (22). In the translation-invariant case, by corollary 4.3 we arrive at (23). \( \square \)

**Example 4.5.** Let us consider the semi-infinite Cayley tree of order two \( \Gamma^+_x \). Let \( A_x = M_2(\mathbb{C}) \) for \( x \in V \). By \( \sigma^x, \sigma^y, \sigma^z \) we denote the standard Pauli spin matrices at site \( u \in V \), i.e.

\[
    1^{(u)} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma^{(u)}_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^{(u)}_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^{(u)}_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

For every vertices \( (u, (u, 1), (u, 2)) \) we put

\[
    K_{(u, (u,i))} = \exp\{\beta H_{(u,(u,i))}\}, \quad i = 1, 2, \quad \beta > 0,
\]

\[
    L_{((u,1),(u,2))} = \exp\{J \beta H_{((u,1),(u,2))}\}, \quad J > 0,
\]

where

\[
    H_{(u,(u,i))} = \frac{1}{2} \left( 1^{(u)} \sigma^{(u)}_x + \sigma^{(u)}_z \sigma^{(u)}_z \right),
\]

\[
    H_{((u,1),(u,2))} = \frac{1}{2} \left( 1^{(u,1)} \sigma^{(u,1)}_z + \sigma^{(u,1)}_z \sigma^{(u,2)}_z \right).
\]

For each \( n \in \mathbb{N} \) and \( x \in V \), we denote

\[
    A_{x,(x,1),(x,2)} = K_{(x,(x,1))} K_{(x,(x,1))} L_{((x,1),(x,2))},
\]

\[
    K_{[m,m+1]} := \prod_{x \in \{m\}_{m+1}} A_{x,(x,1),(x,2)}, \quad 1 \leq m \leq n,
\]

\[
    h^{1/2}_n := \prod_{x \in \{n\}_n} (h_x)^{1/2}, \quad h_n = h^{1/2}_n (h^{1/2}_n)^*.
\]
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\[ K_n := \omega_0^{1/2} \prod_{m=1}^{n-1} K_{[m,m+1]} h_n^{1/2} \quad (31) \]
\[ W_{n} := K_n^* K_n. \quad (32) \]

Here \( w_0 \in A_{a,+} \) is an initial state and \( h_x \in A_{x,+} \) is a family of positive boundary conditions.

Consider the following functional \( \varphi^{(n)}_{w_0,h} \), given by
\[ \varphi^{(n)}_{w_0,h}(a) = Tr(W_{n+1}(a \otimes I_{W_{n+1}})), \quad (33) \]
for every \( a \in B_{\Lambda_n} \). In [25] we have shown that the compatibility equation (10) is satisfied for the sequence \( \varphi^{(n)}_{w_0,h} \) under the following conditions:
\[ \text{Tr}(\omega_0 h_0) = 1, \quad (34) \]
\[ \text{Tr}_{x}(A_{x,(x,1),(x,2)} h_{(x,1)} h_{(x,2)} A_{x,(x,1),(x,2)}^*) = h_x, \quad \text{for every } x \in L. \quad (35) \]

Moreover, it has been established the existence of three QMSs \( \varphi_1, \varphi_2 \) and \( \varphi_\alpha \) associated with three different translation-invariant solutions \( h_1, h_2 \) and \( h_\alpha \) of (34) with
\[ \alpha = \frac{4}{e^{2J\beta}(e^{4\beta} + 1) + 2e^{2\beta}}. \]

In the following we will compute the mean entropy for the Markov state \( \varphi_\alpha \). In [31] we found the density matrices \( W_{n}^{(\alpha)} \) of \( \varphi_\alpha \) as follows
\[ W_{n}^{(\alpha)} = \exp \mathcal{H}_{n}^{(\alpha)} \]
\[ \mathcal{H}_{n}^{(\alpha)} := \sum_{x\in W_{n-1}} \mathcal{H}_{\alpha}^{(x,(x,1),(x,2))} \quad (36) \]

where
\[ \mathcal{H}_{\alpha}^{(x,(x,1),(x,2))} := I^{\otimes \{<_{W_{n-1}}x\}} \otimes \mathcal{H}_{\alpha}^{(x)} \otimes I^{\otimes \{>_{W_{n-1}}x\}}. \]

Here
\[ \mathcal{H}_{\alpha} := \ln \alpha I_{M_{\alpha}(\mathbb{C})} + 2 \begin{pmatrix} \beta(J+2) \\ \beta \\ \beta J \\ (0) \\ \beta J \\ (0) \\ (0) \\ \beta \\ \beta(J+2) \end{pmatrix} \]
and \( \{<_{W_{n-1}}x\} := \{y \in W_{n-1} | y < x\}, \ \{>_{W_{n-1}}x\} := \{y \in W_{n-1} | y > x\} \). In this notation, the order ‘\( x < y \)’ is understood with respect to the lexicographic order applied to the coordinates of \( x \) and \( y \).
It follows that
\[ W_n^{(\phi_\lambda)} = W_{n-1}^{(\phi_\lambda)} \exp \left( \sum_{x \in W_{n-1}} H^{(x,(x+1),(x+2))}_\alpha \right). \] (37)

The von Neuman entropy of \( \phi_\lambda^{[A_{\Lambda n}]} \) satisfies
\[
S(\phi_\lambda^{[A_{\Lambda n}]} = -\operatorname{Tr} \left( W_{n-1}^{(\phi_\lambda)} \log W_{n-1}^{(\phi_\lambda)} \right)
= -\operatorname{Tr} \left( W_{n-1}^{(\phi_\lambda)} \left( \log W_{n-1}^{(\phi_\lambda)} + \sum_{x \in W_{n-1}} H^{(x,(x+1),(x+2))}_\alpha \right) \right)
= -\operatorname{Tr} \left( W_{n-1}^{(\phi_\lambda)} \log W_{n-1}^{(\phi_\lambda)} - \sum_{x \in W_{n-1}} \operatorname{Tr} \left( W_{n-1}^{(\phi_\lambda)} H^{(x,(x+1),(x+2))}_\alpha \right) \right)
= -\phi_\lambda^{[A_{\Lambda n}]} \left( \log W_{n-1}^{(\phi_\lambda)} \right) - \sum_{x \in W_{n-1}} \phi_\lambda^{[A_{\Lambda n}]} \left( H^{(x,(x+1),(x+2))}_\alpha \right).
\]

One has
\[
-\phi_\lambda^{[A_{\Lambda n-1}]} \left( \log W_{n-1}^{(\phi_\lambda)} \right) = -\operatorname{Tr} \left( W_{n-1}^{(\phi_\lambda)} \log W_{n-1}^{(\phi_\lambda)} \right) = S(\phi_\lambda^{[A_{\Lambda n-1}]}),
\]
and since the state \( \phi_\lambda \) is translation-invariant then
\[
\phi_\lambda^{[A_{(x_0),(x_0+S(x_0))}]} \left( H^{(x,(x+1),(x+2))}_\alpha \right) = \phi_\lambda^{[A_{(x_0),(x_0+S(x_0))}]} \left( H^{(x_0,(x_0+1),(x_0+2))}_\alpha \right).
\]

Therefore
\[
S(\phi_\lambda^{[A_{\Lambda n}]} = S(\phi_\lambda^{[A_{\Lambda n-1}]} - |W_{n-1}| \phi_\lambda^{[A_{(x_0),(x_0+S(x_0))}]} \left( H^{(x_0,(x_0+1),(x_0+2))}_\alpha \right).
\]

This leads to (21). Using (23) the mean entropy of the QMS \( \phi_\lambda \) is given by
\[
s(\phi_\lambda) = \frac{1}{2} \phi_\lambda^{[A_{(x_0),(x_0+S(x_0))}]} \left( H^{(x_0,(x_0+1),(x_0+2))}_\alpha \right)
= \frac{1}{2} \operatorname{Tr} \left( H^{(x_0,(x_0+1),(x_0+2))}_\alpha \exp \left( H^{(x_0,(x_0+1),(x_0+2))}_\alpha \right) \right)
= \alpha \left( (\ln \alpha + 2\beta(J+2)) e^{2\beta(J+2)} + 2(\ln \alpha + 2\beta) e^{2\beta(J+2) + (\ln \alpha + 2\beta J) e^{2\beta J}}.\right.
\]

We can compute the mean entropy of QMS \( \phi_\lambda \) directly from (13). In fact,
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\[ S(\varphi_{\alpha}[A_{\Lambda_n}]) = -\text{Tr}\left(\mathcal{W}^{(\varphi_{\alpha})}_{n} \log \mathcal{W}^{(\varphi_{\alpha})}_{n}\right) \]
\[ = -\sum_{x \in \Lambda_{n-1}} \text{Tr}\left(\mathcal{W}^{(\varphi_{\alpha})}_{n} \mathcal{H}_{\alpha}^{(x,(x,1),(x,2))}\right) \]
\[ = -\sum_{x \in \Lambda_{n-1}} \varphi_{\alpha}[A_{(x)}}(\mathcal{H}_{\alpha}^{(x,(x,1),(x,2))}) \]
\[ = -|\Lambda_{n-1}| \varphi_{\alpha}[A_{\Lambda_1}(\mathcal{H}_{\alpha}^{(x_0,(x_0,1),(x_0,2))})]. \]

Then
\[ s(\varphi_{\alpha}) = \lim_{n \to \infty} \frac{S(\varphi_{\alpha}[A_{\Lambda_n}])}{|\Lambda_{n}|} = \lim_{n \to \infty} \frac{S(\varphi_{\alpha}[A_{\Lambda_n}])}{|\Lambda_{n-1}| - |\Lambda_{n}|} \]
\[ = -\frac{1}{2} \text{Tr}(\mathcal{H}_{\alpha}^{(x_0,(x_0,1),(x_0,2))} \exp(\mathcal{H}_{\alpha}^{(x_0,(x_0,1),(x_0,2))})). \]

5. Mixing property for QMSs on Cayley trees

In this section, we consider the semi-infinite Cayley tree \( \Gamma_{+}^{k} \) and, it is assumed that \( A_{x} = M_{d} \) the \( d \times d \) square matrices over the complex field \( \mathbb{C} \). Let \( \varphi \) be a QMS on \( A_{V} \) together with its sequence of localized transition expectations \( \mathcal{E}_{W_{n}} = \bigotimes_{x \in W_{n}} \mathcal{E}_{x} \), here \( \mathcal{E}_{x} \) is a transition expectation from \( A_{(x)} \cup S(x) \) into \( A_{x} \). Put \( B_{x} = \mathcal{E}_{x}(A_{(x)} \cup S(x)) \subseteq A_{x} \).

If the QMS \( \varphi \) is translation-invariant, then the transition expectations \( \mathcal{E}_{x} \) can be considered as copies of a transition expectation \( \mathcal{E} \) from \( M_{d}^{\otimes (k+1)} \) into \( M_{d} \). In this setting, we denote \( B = \mathcal{E}(M_{d}^{\otimes (k+1)}) \).

Now, let \( p_{1}, \ldots, p_{r} \) be the minimal central projections (counted with their multiplicities) of \( B \), so that the reduced algebras \( p_{i}Bp_{i} \cong M_{d_{i}} \) for some \( d_{i} \in \mathbb{N} \). Then
\[ B = \bigoplus_{i=1}^{r} p_{i}Bp_{i} = \bigoplus_{i=1}^{r} M_{d_{i}}. \]

Define
\[ E(A) = \sum_{i=1}^{r} p_{i}Ap_{i}. \]

Put \( T = \{ z \in \mathbb{C} : |z| = 1 \} \).

**Definition 5.1.** A QMS \( \varphi \) on \( A \) is said to be strongly mixing if it satisfies
\[ \lim_{|g| \to \infty} \varphi(a \alpha_{g}(b)) = \varphi(a)\varphi(b) \]
for all \( a, b \in A_{V} \).

Any translation-invariant QMS \( \varphi \) on \( A_{V} \) satisfies
\[ \varphi[A_{V} \circ \alpha_{g}] = \varphi \] (38)
where $V_g = \alpha_g(V)$.

**Theorem 5.2.** Every faithful, translation invariant QMS with localized transition expectations on $A_V$ is strongly mixing.

**Proof.** Let $\varphi$ be a translation-invariant QMS on $A_V$ together with its sequence of localized transition expectations $E_{W_n} = \otimes_{x \in W_n} E_x$ as in (6), here $E_x \equiv E$ is a Umegaki conditional expectation from $A_{(x) \cup S(x)}$ into $A_x$. For each $x \in W_n$ and $j \in \{1, 2, \ldots, k\}$, we put

$$P_j = P_{x;j} := E_x[\mathbb{F} \otimes B^{(x)} \otimes 1_{(x)}].$$

One can see that $P_{x;j}$ is completely positive and identity preserving from $B$ into itself. Let $\lambda \in \mathbb{T}$ and $B \in B \setminus \{0\}$ such that $P_{x;j}(B^{(x)}) = \lambda B^{(x)}$. Then for every $A' \in B$,

$$\lambda(B'B)^{(x)} = (B'^{(x)} \otimes I_S(x))P_{x;j}(B^{(x)}) = (B'^{(x)} \otimes I_S(x))E_x(1 \otimes B^{(x)}) = E_x(B'^{(x)} \otimes I_{S(x) \cup \{x\}} \otimes B^{(x)}) = E_x(I_{(x) \cup S(x)} \otimes B^{(x)})B^{(x)} \otimes I_S(x) = \lambda(B'B')^{(x)} \otimes I_S(x).$$

Then $B$ belongs to the center of $B$, and there exist $\beta_i \in \mathbb{C}(1 \leq i \leq r)$ such that $B = \sum_{i=1}^r \beta_i p_i$. From [4, 28, 29] there exists a positive linear functional $\rho_{ii'}$ on $M_i \otimes M_{i'}$ such that

$$E_x(p_i^{(x)} \otimes p_{i'}^{(x)} \otimes I_{S(x) \cup \{x\}}) = \rho_{ii'}(p_i \otimes p_{i'}) p_i \quad (39)$$

One has

$$P_{x,j}(B) = E_x(I^{(x)} \otimes B^{(x)} \otimes I_{S(x) \cup \{x\}}) = \sum_{ii'} E_x(p_i \otimes \beta_{i'} p_{i'} \otimes I_{S(x) \cup \{x\}}) = \sum_{ii'} \beta_{i'} E_x(p_i \otimes p_{i'} \otimes I_{S(x) \cup \{x\}}) \overset{(39)}{=} \sum_{ii'} \beta_{i'} \pi_{ii'} p_i$$

where $\beta_{ii'} = \rho_{ii'}(p_i \otimes p_{i'}) > 0$. We have

$$\begin{bmatrix} \pi_{11} & \cdots & \pi_{1r} \\ \vdots & \ddots & \vdots \\ \pi_{r1} & \cdots & \pi_{rr} \end{bmatrix} \begin{bmatrix} \beta_1 \\ \vdots \\ \beta_r \end{bmatrix} = \lambda \begin{bmatrix} \beta_1 \\ \vdots \\ \beta_r \end{bmatrix}.$$

Since $\pi_{ii'} > 0$ for all $ii'$ then by the Perron–Frobenius theorem the map $P_{x,j}$ has a trivial peripheral spectrum. Therefore, by [19] the QMS $\varphi$ is strongly mixing. \qed
Now, we are going to establish an analogue of [22, theorem 3.1].

**Theorem 5.3.** Let \( \varphi \) be a locally faithful QMS on \( \mathcal{A}_V \). Let \((\mathcal{H}, \pi, \Omega)\) be its associated GNS triplet. The following assertions hold true.

(a) The QMS \( \varphi \) on the quasi-local algebra \( \mathcal{A}_V \) is separating, i.e. the cyclic vector \( \Omega \) is cyclic for the algebra \( \mathcal{B} := \pi(\mathcal{A}_V)' \).

(b) The algebra \( \mathcal{B} = \pi(\mathcal{A}_V)'' \) is a factor.

**Proof (a).** Let \((\mathcal{H}, \pi, \Omega)\) be the GNS-triplet associated with the state locally faithful state \( \varphi \). Let \( a \in \mathcal{A}_{\Lambda_n} \), we define an operator \( \hat{a} \) as

\[
\hat{a} \pi(b) \Omega = \pi(ba) \Omega; \quad \forall b \in \mathcal{A}_{L,\text{loc}}.
\]

The operator \( \hat{a} \) acts on \( \pi(\mathcal{A}_L) \) and commutes with \( \pi(b) \) for every \( b \in \mathcal{A}_{L,\text{loc}} \).

On the other hand, we have

\[
\langle \hat{a} \pi(b) \Omega, \hat{a} \pi(b) \Omega \rangle = \varphi(a^* b^* ba) = \varphi(E_{n+1}(a^* b^* ba)) = \varphi(a^* E_{n+1}(b^* b)a)
\]

\[
= \text{Tr}
\left( (D_{\Lambda_{n+1}} a^* E_{n+1}(b^* b)a) \right)
\]

\[
= \text{Tr}(D_{\Lambda_{n+1}}^{1/2} E_{n+1}(b^* b)(D_{\Lambda_{n+1}}^{1/2})^{-1/2} a(D_{\Lambda_{n+1}}^{1/2})^{-1/2}) \leq \text{Tr}(D_{\Lambda_{n+1}}^{1/2} E_{n+1}(b^* b)(D_{\Lambda_{n+1}}^{1/2})^{-1/2} a(D_{\Lambda_{n+1}}^{1/2})^{-1/2} \|D_{\Lambda_{n+1}}^{1/2}\|_2^2
\]

and thanks to (10), one get

\[
\text{Tr}(D_{\Lambda_{n+1}}^{1/2} E_{n+1}(b^* b)(D_{\Lambda_{n+1}}^{1/2})^{-1/2}) = \varphi(E_{n+1}(b^* b)) = \varphi(b^* b) = \|\pi(b)\Omega\|^2.
\]

Thus

\[
\| \hat{a} \| \leq \| (D_{\Lambda_{n+1}}^{1/2} a(D_{\Lambda_{n+1}}^{1/2})^{-1/2} \|_2.
\]

It follows that \( \hat{a} \in \pi(\mathcal{A}_L)' \). The set \( \{ \hat{a} \Omega = \pi(a) \Omega : a \in \mathcal{A}_{L,\text{loc}} \} \) is dense in \( \mathcal{H} \). This means that \( \Omega \) is cyclic for \( \pi(\mathcal{A}_L)' \), equivalently \( \Omega \) is separating for \( \pi(\mathcal{A}_L)'' \). This proves (a).

Now according to theorem 5.2, from [13] we arrive at (b). \( \square \)
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