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Deep learning has proven effective for various application tasks, but its applicability is limited by the reliance on annotated examples. Self-supervised learning has emerged as a promising direction to alleviate the supervision bottleneck, but existing work focuses on leveraging co-occurrences in unlabeled data for task-agnostic representation learning, as exemplified by masked language model pretraining. In this chapter, we explore task-specific self-supervision, which leverages domain knowledge to automatically annotate noisy training examples for end applications, either by introducing labeling functions for annotating individual instances, or by imposing constraints over interdependent label decisions. We first present deep probabilistic logic (DPL), which offers a unifying framework for task-specific self-supervision by composing probabilistic logic with deep learning. DPL represents unknown labels as latent variables and incorporates diverse self-supervision using probabilistic logic to train a deep neural network end-to-end using variational EM. Next, we present self-supervised self-supervision (S4), which adds to DPL the capability to learn new self-supervision automatically. Starting from an initial seed self-supervision, S4 iteratively uses the deep neural network to propose new self supervision. These are either added directly (a form of structured self-training) or verified by a human expert (as in feature-based active learning). Experiments on real-world applications such as biomedical machine reading and various text classification tasks show that task-specific self-supervision can effectively leverage domain expertise and often match the accuracy of supervised methods with a tiny fraction of human effort.

1.1. Introduction

Machine learning has made great strides in enhancing model sophistication and learning efficacy, as exemplified by recent advances in deep learning [1]. However, contemporary supervised learning techniques require a large amount of labeled data, which is expensive and time-consuming to produce. This problem is particularly acute in specialized domains like biomedicine, where crowdsourcing is difficult to apply. Self-supervised learning has emerged as a promising paradigm to overcome the annotation bottleneck by automatically
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**Figure 1.** Deep Probabilistic Logic: A general framework for combining task-specific self-supervision strategies by composing probabilistic logic with deep learning. Learning amounts to maximizing conditional likelihood of virtual evidence given input by summing up latent label decisions.

generating noisy training examples from unlabeled data. However, existing work predominantly focuses on task-agnostic representation learning by modeling co-occurrences in unlabeled data, as exemplified in masked language model pretraining [2]. While successful, it still requires manual annotation of task-specific labeled examples to fine-tune pretrained models for end applications.

In this chapter, we explore task-specific self-supervised learning, which can directly generate training examples for end applications. The key insight is to introduce a general framework that can best leverage human expert bandwidth by accepting and leveraging alternative forms of supervision. For example, with relatively small effort, domain experts can produce labeling functions [3, 4] and joint inference constraints [5, 6, 7, 8]. Additionally, there are ample available resources such as ontologies and knowledge bases that can be leveraged to automatically annotate training examples in unlabeled data [9, 10]. Using such self-specified supervision templates, we can automatically produce training examples at scale from unlabeled data.

A central challenge in leveraging such diverse forms of self-supervision is that they are inherently noisy and may be contradictory with each other. We present deep probabilistic logic (DPL), which provides a unifying framework for task-specific self-supervision by composing probabilistic logic with deep learning [11]. DPL models label decisions as latent variables, represents prior knowledge on their relations using Markov logic (weighted first-order logical formulas) [12], and alternates between learning a deep neural network for the end task and refining uncertain formula weights for self-supervision, using variational EM. Probabilistic logic offers a principled way to combine noisy and inconsistent self-supervision. Feedback from deep learning helps resolve noise and inconsistency in the initial self-supervision. Experiments on biomedical machine reading show that distant supervision, data programming, and joint inference can be seamlessly combined in DPL to substantially improve machine reading accuracy, without requiring any manually labeled examples.

DPL still requires human experts to manually specify self-supervision. We next present Self-Supervised Self-Supervision (S4), which is a general framework for learning to add new self-supervision, by extending DPL with structure learning and active learning capabilities (see Figure 2) [13]. S4 first runs DPL using the pre-specified seed self-
supervision (represented as a Markov logic network), then iteratively proposes new self-supervision (weighted logical formula) using the trained deep neural network, and determines whether to add it directly to the self-supervision Markov logic network or ask a human expert to vet it. The former can be viewed as structured self-training, which generalizes self-training [14] by adding not only individual labels but also arbitrary probabilistic factors over them. The latter subsumes feature-based active learning [15] with arbitrary features expressible using probabilistic logic. By combining the two in a unified framework, S4 can leverage both paradigms for generating new self-supervision and subsume many related approaches as special cases. Using transformer-based models [16] for the deep neural network in DPL, we explore various self-supervision proposal mechanisms based on neural attention and label entropy. Our method can learn to propose both unary potential factors over individual labels and joint-inference factors over multiple labels. Experiments on various text classification tasks show that S4 can substantially improve over the seed self-supervision by proposing new self-supervision, often matching the accuracy of fully supervised systems with a fraction of human effort.

We first review related work in self-supervised learning and combining probabilistic logic with deep learning. We then present deep probabilistic logic and self-supervised self-supervision in details. We conclude by discussing several exciting future directions. We focus on natural language processing (NLP) applications in this chapter, but our methods are potentially applicable to other domains and tasks.

1.2. Task-Specific Self-Supervision

Techniques to compensate for the lack of direct supervision come in many names and forms [10 3 17 18 11]. Self-supervision has emerged as an encompassing paradigm that views these as instances of using self-specified templates to generate noisy labeled examples on unlabeled data. The name self-supervision is closely related to self-training
which bootstraps from a supervised classifier, uses it to annotate unlabeled instances, and iteratively adds confident labels to retrain the classifier. Task-agnostic self-supervision generalizes word embedding and language modeling by learning to predict self-specified masked tokens, as exemplified by recent pretraining methods such as BERT [2]. In this chapter, we focus on task-specific self-supervision and use pretrained models as a building block for task-specific learning. Below, we review three popular forms of task-specific self-supervision: distant supervision, data programming, and joint inference.

Distant supervision This paradigm was first introduced for binary relation extraction [9,10]. In its simplest form, distant supervision generates a positive example if an entity pair with a known relation co-occurs in a sentence, and samples negative examples from co-occurring entity pairs not known to have the given relation. It has recently been extended to cross-sentence relation extraction [19,20]. In principle, one simply looks beyond single sentences for co-occurring entity pairs. However, this can introduce many false positives and prior work used a small sliding window and filtering (minimal-span) to mitigate training noise. Even so, accuracy is relatively low. Both [19] and [20] used ontology-based string matching for entity linking, which also incurs many false positives, as entity mentions can be highly ambiguous (e.g., PDF and AAAS are gene names). Distant supervision for entity linking is relatively underexplored, and prior work generally focuses on Freebase entities, where links to the corresponding Wikipedia articles are available for learning [21].

Data Programming Instead of annotated examples, domain experts are asked to produce labeling functions, each of which assigns a label to an instance if the input satisfies certain conditions, often specified by simple rules [22]. This paradigm is useful for semantic tasks, as high-precision text-based rules are often easy to come by. However, there is no guarantee on broad coverage, and labeling functions are still noisy and may contradict with each other. The common denoising strategy assumes that labeling functions make random mistakes, and focuses on estimating their accuracy and correlation [3,17,23]. A more sophisticated strategy also models instance-level labels and uses instance embedding to estimate instance-level weight for each labeling function [24].

Joint Inference Distant supervision and data programming focus on infusing task-specific self-supervision on individual labels. Additionally, there is rich linguistic and domain knowledge that does not specify values for individual labels, but imposes constraints on their joint distribution. For example, if two mentions are coreferent, they should agree on entity properties [6]. There is a rich literature on joint inference for NLP applications. Notable methodologies include constraint-driven learning [5], general expectation [7], posterior regularization [8], and probabilistic logic [6]. Constraints can be imposed on relational instances or on model expectations. Learning and inference are often tailor-made for each approach, including beam search, primal-dual optimization, weighted satisfiability solvers, etc. Recently, joint inference has also been used in denoising distant supervision. Instead of labeling all co-occurrences of an entity pair with a known relation as positive examples, one only assumes that at least one instance is positive [25,26].

Existing self-supervision paradigms are typically special cases of deep probabilistic logic (DPL). E.g., data programming admit only self-supervision for individual instances (labeling functions or their correlations). Anchor learning [27] is an earlier form of data programming that, while more restricted, allows for stronger theoretical learning guarantees. Prototype learning is an even earlier special case with labeling functions provided by “prototypes” [28,29]. Using Markov logic to model self-supervision, DPL
can incorporate arbitrary prior beliefs on both individual labels and their interdependencies, thereby unleashing the full power of joint inference \[^{[30][31][32][33]}\] to amplify and propagate self-supervision signals.

Self-supervised self-supervision (S4) further extends DPL with structure learning capability. Most structure learning techniques are developed for the supervised setting, where structure search is guided by labeled examples \[^{[34][35]}\]. Moreover, traditional relational learning induces deterministic rules and is susceptible to noise and uncertainty. Bootstrapping learning is one of the earliest and simplest self-supervision methods with some rule-learning capability, by alternating between inducing characteristic contextual patterns and classifying instances \[^{[36][37]}\]. The pattern classes are limited and only applicable to special problems (e.g., “A such as B” to find ISA relations). Most importantly, they lack a coherent probabilistic formulation and may suffer catastrophic semantic drift due to ambiguous patterns (e.g., “cookie” as food or compute use). \[^{[38][39]}\] designed a more sophisticated rule induction approach, but their method uses deterministic rules and may be sensitive to noise and ambiguity. Recently, Snuba \[^{[40]}\] extends the data programming framework by automatically adding new labeling functions, but like prior data programming methods, their self-supervision framework is limited to modeling prior beliefs on individual instances. Their method also requires access to a small number of labeled examples to score new labeling functions.

Another significant advance in S4 is by extending DPL with the capability to conduct structured active learning, where human experts are asked to verify arbitrary virtual evidences, rather than a label decision. Note that by admitting joint inference factors, this is more general than prior use of feature-based active learning, which focuses on per-instance features \[^{[15]}\]. As our experiments show, interleaving structured self-training learning and structured active learning results in substantial gains, and provides the best use of precious human bandwidth. \[^{[41]}\] previously considered active structure learning in the context of Bayesian networks. Anchor learning \[^{[27]}\] can also suggest new self-supervision for human review. Darwin \[^{[42]}\] incorporates active learning for verifying proposed rules, but it doesn’t conduct structure learning, and like Snuba and other data programming methods, it only models individual instances.

1.3. Combining Probabilistic Logic with Deep Learning

Probabilistic logic combines logic’s expressive power with the capability of graphical models to handle uncertainty. A representative example is Markov logic \[^{[12]}\], which defines a probability distribution using weighted first-order logical formulas as templates for a Markov model. Given random variables \(X\) for a problem domain, Markov logic uses a set of weighted first-order logical formulas \((w_i, f_i): i\) to define a joint probability distribution \(P(X) \propto \exp \sum w_i \cdot f_i(X)\). Intuitively, the weight \(w_i\) correlates with how likely formula \(f_i\) holds true. A logical constraint is a special case when \(w_i\) is set to \(\infty\) (or a sufficiently large number). Probabilistic logic has been applied to incorporating joint inference and other task-specific self-supervision for various NLP tasks \[^{[43][6][44]}\], but its expressive power comes at a price: learning and inference are generally intractable, and end-to-end modeling often requires heavy approximation \[^{[45]}\].

Recently, there has been increasing interest in combining probabilistic logic with deep learning, thereby harnessing probabilistic logic’s capability in representing and reasoning with knowledge, as well as leveraging deep learning’s strength in distilling
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complex patterns from high-dimension data. Most existing work focuses on incorporating probabilistic logic in inference, typically by replacing discrete logical predicates with neural representation and jointly learning global probabilistic logic parametrization and local neural networks, as exemplified by differentiable proving [46] and DeepProbLog [47]. By contrast, we leverage probabilistic logic to provide self-supervision for deep learning. These two approaches are complementary and can be combined, i.e., by using probabilistic logic to infuse prior knowledge for both learning and inference, as explored in recent work on knowledge graph embedding [48].

Deep generative models also combine deep learning with probabilistic models, but focus on uncovering latent factors to support generative modeling and semi-supervised learning [49, 50]. Knowledge infusion is limited to introducing structures among latent variables (e.g., Markov chain) [51]. Deep probabilistic programming provides a flexible interface for exploring such composition [52]. In deep probabilistic logic and self-supervised self-supervision, we instead combine a discriminative neural network predictor with a generative self-supervision model based on Markov logic, and can fully leverage their respective capabilities to advance co-learning [53, 54]. Deep neural networks also provide a powerful feature-induction engine to support structure learning and active learning.

1.4. Deep Probabilistic Logic: A Unifying Framework for Self-Supervision

In this section, we introduce deep probabilistic logic (DPL) as a unifying framework for task-specific self-supervision. Label decisions are modeled as latent variables. Self-supervision is represented as generalized virtual evidence, and learning maximizes the conditional likelihood of virtual evidence given input. The use of probabilistic logic is limited to modeling self-supervision, leaving end-to-end modeling to the deep neural network for end prediction. This alleviates the computational challenges in using probabilistic logic end-to-end, while leveraging the strength of deep learning in distilling complex patterns from high-dimension data.

Infusing knowledge in neural network training is a long-standing challenge in deep learning [55]. [56, 57] first used logical rules to help train a convolutional neural network for sentiment analysis. DPL draws inspiration from their approach, but is more general and theoretically well-founded. [56, 57] focused on supervised learning and the logical rules were introduced to augment labeled examples via posterior regularization [8]. DPL can incorporate both direct and indirect supervision, including posterior regularization and other forms of self-supervision. Like DPL, [57] also refined uncertain weights of logical rules, but they did it in a heuristic way by appealing to symmetry with standard posterior regularization. We provide a novel problem formulation using generalized virtual evidence, which shows that their heuristic is a special case of variational EM and opens up opportunities for other optimization strategies.

We first review the idea of virtual evidence and show how it can be generalized to represent any form of self-supervision. We then formulate the learning objective and show how it can be optimized using variational EM.

1.4.1. Deep Probabilistic Logic

Given a prediction task, let \( \mathcal{X} \) denote the set of possible inputs and \( \mathcal{Y} \) the set of possible outputs. The goal is to train a prediction module \( \Psi(x, y) \) that scores output \( y \) given input \( x \). We assume that \( \Psi(x, y) \) defines the conditional probability \( P(y|x) \) using a deep neural network with a softmax layer at the top. Let \( X = (X_1, \cdots, X_N) \) denote a sequence of inputs...
and $Y = (Y_1, \ldots, Y_N)$ the corresponding outputs. We consider the setting where $Y$ are unobserved, and $\Psi(x, y)$ is learned using task-specific self-supervision.

**Virtual evidence** Pearl [58] first introduced the notion of virtual evidence, which has been used to incorporate label preference in semi-supervised learning [59] [60] [61] and grounded learning [62]. Suppose we have a prior belief on the value of $y$. It can be represented by introducing a binary variable $v$ as a dependent of $y$ such that $P(v = 1|y = l)$ is proportional to the prior belief of $y = l$. $v = 1$ is thus an observed evidence that imposes soft constraints over $y$. Direct supervision (i.e., observing the true label) for $y$ is a special case when the belief is concentrated on a specific value $y = l$ (i.e., $P(v = 1|y = l) = 0$ for any $l \neq l'$). The virtual evidence $v$ can be viewed as a reified variable for a potential function $\Phi_v(y) \propto P(v = 1|y)$. This enables us to generalize virtual evidence to arbitrary potential functions $\Phi(X, Y)$. In the rest of the paper, we will simply refer to the potential functions as virtual evidences, without introducing the reified variables explicitly.

**DPL** Let $K = (\Phi_1, \ldots, \Phi_Y)$ be a set of virtual evidence derived from prior knowledge. DPL comprises of a supervision module over $K$ and a prediction module over all input-output pairs (Figure 1), and defines a probability distribution:

$$P(K, Y|X) \propto \prod_y \Phi_i(X, Y) \cdot \prod_i \Psi(X, Y_i)$$

Without loss of generality, we assume that virtual evidences are log-linear factors, which can be compactly represented by weighted first-order logical formulas [12]. Namely, $\Phi_i(X, Y) = \exp(w_i \cdot f_i(X, Y))$, where $f_i(X, Y)$ is a binary feature represented by a first-order logical formula. A hard constraint is the special case when $w_i = \infty$ (in practice, it suffices to set it to a large number, e.g., 10). In prior use of virtual evidence, $w_i$’s are generally pre-determined from prior knowledge. However, this may be suboptimal. Therefore, we consider a general Bayesian learning setting where each $w_i$ is drawn from a pre-specified prior distribution $w_i \sim P(w_i|\alpha_i)$. Fixed $w_i$ amounts to the special case when the prior is concentrated on the preset value. For uncertain $w_i$’s, we can compute their maximum a posteriori (MAP) estimates and/or quantify the uncertainty.

**Distant supervision** Virtual evidence for distant supervision is similar to that for direct supervision. For example, for relation extraction, distant supervision from a knowledge base of known relations will set $f_{KB}(X_i, Y_i) = \mathbb{1}[\text{in-KB}(X_i, r) \land Y_i = r]$, where $\text{in-KB}(X_i, r)$ is true iff the entity tuple in $X_i$ is known to have relation $r$ in the KB.

**Data programming** Virtual evidence for data programming is similar to that for distant supervision: $f_d(X_i, Y_i) = \mathbb{1}[L(X_i) = Y_i]$, where $L(X_i)$ is a labeling function provided by domain experts. Labeling functions are usually high-precision rules, but errors are still common, and different functions may assign conflicting labels to an instance. Existing denoising strategies either assume that each function makes random errors independently, and resolves the conflicts by weighted votes [22], or attempts to learn and account for the dependencies between labeling functions [63]. In DPL, the former can be done by simply treating error probabilities as uncertain parameters and inferring them during learning, and the latter can be done with structure learning over the virtual evidences.

**Joint inference** Constraints on instances or model expectations can be imposed by introducing the corresponding virtual evidence [8] (Proposition 2.1). The weights can be set heuristically [5] [64] or iteratively via primal-dual methods [8]. In addition to instance-level constraints, DPL can incorporate arbitrary high-order soft and hard constraints that capture the interdependencies among multiple instances. For example,
Algorithm 1 DPL Learning

**Input:** Virtual evidences $K = \Phi_1, \psi_1$, deep neural network $\psi$, inputs $X = (X_1, \cdots, X_N)$, unobserved outputs $Y = (Y_1, \cdots, Y_K)$.

**Output:** Learned prediction module $\psi^*$

**Initialize:** $\Phi^0 \sim \text{priors}, \psi^0 \sim \text{uniform}$.

for $t = 1 : T$ do

$q(Y) \leftarrow P(Y|\Phi^t, \psi)\text{ (approximately)}$

$\Phi^t \leftarrow \arg\min_{\Phi} D_{KL}(q(Y) \parallel \prod_{\mathcal{Y}} \Phi_i(X,Y))$

$\psi^t \leftarrow \arg\min_{\psi} D_{KL}(q(Y) \parallel \prod_{\mathcal{Y}} \psi_i(Y_i))$

end

return $\psi^*$.

Identical mentions in proximity probably refer to the same entity, which is useful for resolving ambiguous mentions by leveraging their unambiguous coreferences (e.g., an acronym in apposition of the full name). This can be represented by the virtual evidence $f_{\text{joint}}(X_i, Y_i, X_j, Y_j) = \mathbb{1}[\text{Coref}(X_i, X_j) \land Y_i = Y_j]$, where $\text{Coref}(X_i, X_j)$ is true iff $X_i$ and $X_j$ are coreferences. Similarly, the common denoising strategy for distant supervision replaces the mention-level constraints with type-level constraints [25]. Suppose that $X_E \subset X$ contains all $X_i$’s with co-occurring entity tuple $E$. The new constraints simply impose that, for each $E$ with known relation $r \in KB$, $Y_i = r$ for at least one $X_i \in X_E$. This can be represented by a high-order factor on $(X_i, Y_i : X_i \in X_E)$.

**Parameter learning** Learning in DPL maximizes the conditional likelihood of virtual evidences $P(K|X)$. We could directly optimize this objective by summing out the latent variable $Y$ to compute the gradient and run backpropagation. Instead, in this work we opted for a modular approach using (variational) EM, since both the E- and M-steps reduce to standard inference and learning problems, and because summing out $Y$ is often computationally intractable when using joint inference. See Algorithm [1].

In the E-step, we compute an approximation $q(Y)$ for $P(Y|K, X)$. Exact inference is generally intractable, but there is a plethora of approximate inference methods that can efficiently produce an estimate for $P(Y|K, X)$. In this work we chose to use loopy belief propagation (BP) [63]. For each virtual evidence factor $f$, BP computes a “pseudo-marginal” $q_f(Y)$, which is an estimate of $\mathbb{E}_{P(Y|K, X)}[f(X, Y)]$. In particular, BP also computes estimates $q_{BP}(Y_i) \approx \mathbb{E}_{P(Y|K, X)}[Y_i]$, the posterior marginal for each instance’s label variable. We set $q(Y) = \prod_i q_{BP}(Y_i)$, the product of approximate marginals returned by BP. While this is not theoretically principled (e.g., mean-field iteration may compute a better factored approximation $q(Y)$), BP provides a good balance of speed and flexibility in dealing with complex, higher-order factors.

Note that inference with high-order factors of large size (i.e., factors involving many label variables $Y_i$) can still be challenging with BP. However, there is a rich body of literature for handling such structured factors in a principled way. For example, in our biomedical machine reading application, we alter the BP message passing schedule so that each at-least-one factor (for denoising distant supervision; see next subsection) will compute messages to its variables jointly by renormalizing their current marginal probabilities with noisy-or [66], which is a soft version of dual decomposition [67].

In the M-step, we treat the approximation $q(Y)$ as giving probabilistic label assignments to $Y$, and use those assignments to optimize $\Phi$ and $\psi$ via standard su-
Figure 3. Example of DPL combining various task-specific self-supervision using probabilistic logic.

By combining distant supervision, data programming, and joint inference, DPL derives more accurate indirect supervision by inferring that the drug-gene relation likely holds in $X_1$ but not in $X_2$.

| $Y_1$ | $Y_2$ | $P(K|X)$ | $P(K,Y|X)$ |
|-------|-------|----------|------------|
| T     | F     | 0.06     | exp(14.2)  |
| F     | T     | 0.90     | exp(16.9)  |
| F     | F     | 0.04     | exp(13.7)  |
| T     | F     | 0.06     | exp(14.2)  |
| F     | T     | 0.90     | exp(16.9)  |
| F     | F     | 0.04     | exp(13.7)  |
| T     | T     | 0.90     | exp(16.9)  |
| F     | F     | 0.04     | exp(13.7)  |
| T     | T     | 0.90     | exp(16.9)  |
| F     | F     | 0.04     | exp(13.7)  |

By combining distant supervision, data programming, and joint inference, DPL derives more accurate indirect supervision by inferring that the drug-gene relation likely holds in $X_1$ but not in $X_2$.
The deletion mutation on exon-19 of EGFR gene was present in 16 patients, while the L858E point mutation on exon-21 was noted in 10. All patients were treated with gefitinib and showed a partial response.

Figure 4. Example of cross-sentence relation extraction for precision cancer treatment.

Example Figure 3 shows a toy example on how DPL combines various task-specific self-supervision for predicting drug-gene interaction (e.g., gefitinib can be used to treat tumors with EGFR mutations). Self-supervision is modeled by probabilistic logic, which defines a joint probability distribution over latent labeling decisions for drug-gene mention pairs in unlabeled text. Here, distant supervision prefers classifying mention pairs of known relations, whereas the data programming formula opposes classifying instances resembling citations, and the joint inference formula ensures that at least one mention pair of a known relation is classified as positive. Formula weight signifies the confidence in the self-supervision, and can be refined iteratively along with the prediction module.

Handling label imbalance One challenge for distant supervision is that negative examples are often much more numerous. A common strategy is to subsample negative examples to attain a balanced dataset. In preliminary experiments, we found that this was often suboptimal, as many informative negative examples were excluded from training. Instead, we restored the balance by up-weighting positive examples. In DPL, an additional challenge is that the labels are probabilistic and change over iterations. In this paper, we simply used hard EM, with binary labels set using 0.5 as the probability threshold, and the up-weighting coefficient recalculated after each E-step.

1.4.2. Biomedical Machine Reading

There is a long-standing interest in biomedical machine reading (e.g., [69, 70]), but prior studies focused on supervised approaches. The advent of big biomedical data creates additional urgency for developing scalable approaches that can generalize to new reading tasks. For example, genome sequencing cost has been dropping faster than Moore’s Law, yet oncologists can only evaluate tumor sequences for a tiny fraction of patients, due to the bottleneck in assimilating relevant knowledge from publications. Recently, [20] formulated precision oncology machine reading as cross-sentence relation extraction (Figure 4) and developed the state-of-the-art system using distant supervision. While promising, their results still leave much room to improve. Moreover, they used heuristics to heavily filter entity candidates, with significant recall loss.

In this section, we use cross-sentence relation extraction as a case study for combining task-specific self-supervision using deep probabilistic logic (DPL). First, we show that DPL can substantially improve machine reading accuracy in a head-to-head comparison with [20], using the same entity linking method. Next, we apply DPL to entity linking itself and attain similar improvement. Finally, we consider further improving the recall by removing the entity filter. By applying DPL to joint entity linking and relation extraction, we more than doubled the recall in relation extraction while attaining comparable precision as [20] with heavy entity filtering.
Distant Supervision: GDKD, CIVIC

Data Programming (Entity)
- Mention matches entity name exactly.
- Mention not a stop word.
- Mention not following figure designation.
- Mention’s POS tags indicate it is a noun.

Data Programming (Relation)
- Less than 30% of words are numbers in each sentence.
- No more than three consecutive numbers.
- No more than two “et al”.
- No more than three tokens start with uppercase.
- No more than three special characters.
- No more than three keywords indicative of table or figure.
- Entity mentions do not overlap.

Joint Inference: Relation holds in at least one instance.

Distant Supervision: HGNC

Data Programming
- No verbs in POS tags.
- Mention not a common word.
- Mention contains more than two characters or one word.
- More than 30% of characters are upper case.
- Mention contains both upper and lower case characters.
- Mention contains both character and digit.
- Mention contains more than six characters.
- Dependency label from mention to parent indicative of direct object.

Joint Inference
- Identical mentions nearby probably refer to the same entity.
- Appositive mentions probably refer to the same entity.
- Nearby mentions that match synonyms of same entity probably refer to the given entity.

Table 1. DPL combines three types of task-specific self-supervision for relation extraction and entity linking

**Evaluation** Comparing task-specific self-supervision methods is challenging as there is often no annotated test set for evaluating precision and recall. In such cases, we resort to the standard strategy used in prior work by reporting *sample precision* (estimated proportion of correct system extractions) and *absolute recall* (estimated number of correct system extractions). Absolute recall is proportional to recall and can be used to compare different systems (modulo estimation errors).

**Datasets** We used the same unlabeled text as [20], which consists of about one million full text articles in PubMed Central (PMC). Tokenization, part-of-speech tagging, and syntactic parsing were conducted using SPLAT [71], and Stanford dependencies [72] were obtained using Stanford CoreNLP [73]. For entity ontologies, we used DrugBank [2] and Human Gene Ontology (HUGO) [3]. DrugBank contains 8257 drugs; we used the subset of 599 cancer drugs. HUGO contains 37661 genes. For knowledge bases, we used the Gene Drug Knowledge Database (GDKD) [4] and the Clinical Interpretations of Variants In Cancer (CIVIC) [4]. Together, they contain 231 drug-gene-mutation triples, with 76 drugs, 35 genes and 123 mutations.

1.4.3. Cross-sentence relation extraction

Let $e_1, \cdots, e_m$ be entity mentions in text $T$. Relation extraction can be formulated as classifying whether a relation $R$ holds for $e_1, \cdots, e_m$ in $T$. To enable a head-to-head comparison, we used the same cross-sentence setting as [20], where $T$ spans up to three consecutive sentences and $R$ represents the ternary interaction over drugs, genes, and mutations (whether the drug is relevant for treating tumors with the given gene mutation).

**Entity linking** In this subsection, we used the entity linker from Literome [75] to identify drug, gene, and mutation mentions, as in [20]. This entity linker first identifies candidate mentions by matching entity names or synonyms in domain ontologies, then applies heuristics to filter candidates. The heuristics are designed to enhance precision, at the

---

1. www.ncbi.nlm.nih.gov/pmc
2. www.drugbank.ca
3. www.genenames.org
4. civic.genome.wustl.edu
Table 2. Comparison of sample precision and absolute recall in test extraction on PMC. (a) Ablation study on self-supervision (DS: distant supervision, DP: data programming, JI: joint inference). DPL + EMB is our system using PubMed-trained word embedding, whereas DPL uses original Wikipedia-trained word embedding in [20]. (b) Comparison of prediction model, with same set of self-supervision and Wikipedia-trained word embedding.

Prediction module We used the same graph LSTM as in [20] to enable head-to-head comparison on self-supervision. Briefly, a graph LSTM generalizes a linear-chain LSTM by incorporating arbitrary long-ranged dependencies, such as syntactic dependencies, discourse relations, coreference, and connections between roots of adjacent sentences. A word might have precedents other than the prior word, and its LSTM unit is expanded to include a forget gate for each precedent. See [20] for details.

Supervision module We used DPL to combine three types of task-specific self-supervision for cross-sentence relation extraction (Table 1(a)). For distant supervision, we used GDKD and CIVIC as in [20]. For data programming, we introduced labeling functions that aim to correct entity and relation errors. Finally, we incorporated joint inference among all co-occurring instances of an entity tuple with the known relation by imposing the at-least-one constraint (i.e., the relation holds for at least one of the instances). For development, we sampled 250 positive extractions from DPL using only distant supervision [20] and excluded them from future training and evaluation.

Experiment results We compared DPL with the state-of-the-art system of [20]. We also conducted ablation study to evaluate the impact of self-supervision strategies. For a fair comparison, we used the same probability threshold in all cases (an instance is classified as positive if normalized probability score is at least 0.5). For each system, sample precision was estimated by sampling 100 positive extractions and manually determining the proportion of correct extractions by an author knowledgeable about this domain. Absolute recall is estimated by multiplying sample precision with the number of positive extractions. Table 2(a) shows the results. DPL substantially outperformed [20], improving sample precision by ten absolute points and raising absolute recall by 25%. Combining self-supervision is key to this performance gain, as evident from the ablation results. While distant supervision remained the most potent source of task-specific self-supervision, data programming and joint inference each contributed significantly. Replacing out-of-domain (Wikipedia) word embedding with in-domain (PubMed) word embedding [76] also led to a small gain. [20] only compared graph LSTM and linear-chain LSTM in automatic evaluation, where distant-supervision labels were treated as ground truth. They found significant but relatively small gains by graph LSTM. We conducted additional manual evaluation comparing the two in DPL. Surprisingly, we found large performance difference, with graph LSTM outperforming linear-chain LSTM by 13 absolute points in
Let $m$ be a mention in text and $e$ be an entity in an ontology. The goal of entity linking is to predict $\text{Link}(m, e)$, which is true iff $m$ refers to $e$, for every candidate mention-entity pair $m, e$. We focus on genes in this paper, as they are particularly noisy.

**Prediction module** We used BiLSTM with attention over the ten-word windows before and after a mention. The embedding layer is initialized by word2vec embedding trained on PubMed text [76]. The word embedding dimension was 200. We used 5 epochs for training, with Adam as the optimizer. We set learning rate to 0.001, and batch size to 64.

**Supervision module** As in relation extraction, we combined three types of self-supervision using DPL (Table 1 (b)). For distant supervision, we obtained all mention-gene candidates by matching PMC text against the HUGO lexicon. We then sampled a subset of 200,000 candidate instances as positive examples. We sampled a similar number of noun phrases as negative examples. For data programming, we introduced labeling functions that used mention characteristics (longer names are less ambiguous) or syntactic context (genes are more likely to be direct objects and nouns). For joint inference, we leverage linguistic phenomena related to coreference (identical, appositive, or synonymous mentions nearby are likely coreferent).

**Experiment results** For evaluation, we annotated a larger set of sample gene-mention candidates and then subsampled a balanced test set of 550 instances (half are true gene mentions, half not). These instances were excluded from training and development. Table 3 (a) compares system performance on this test set. The string-matching baseline has a very low precision, as gene mentions are highly ambiguous, which explains why [20] resorted to heavy filtering. By combining various task-specific self-supervision, DPL improved precision by over 50 absolute points, while retaining a reasonably high recall (86%). All self-supervision contributed significantly, as the ablation tests show. We also evaluated DPL on BioCreative II, a shared task on gene entity linking [69]. We compared DPL with GNormPlus [77], the state-of-the-art supervised system trained on thousands of labeled examples in BioCreative II training set. Despite using zero manually labeled examples, DPL attained comparable F1 and recall (Table 3 (b)). The difference is mainly in precision, which indicates opportunities for more task-specific self-supervision.

### Table 3.

| System       | Acc. | F1   | Precision | Recall |
|--------------|------|------|-----------|--------|
| String Match | 0.18 | 0.31 | 0.18      | 1.00   |
| DS           | 0.64 | 0.71 | 0.62      | 0.83   |
| DS + DP      | 0.66 | 0.71 | 0.62      | 0.83   |
| DS + DP + JI | 0.70 | 0.76 | 0.68      | 0.86   |

| System       | F1   | Precision | Recall |
|--------------|------|-----------|--------|
| GNormPlus    | 0.78 | 0.74      | 0.81   |
| DPL          | 0.74 | 0.68      | 0.80   |

(a) Comparison of gene entity linking results on a balanced test set. The string-matching baseline has low precision. By combining various types of task-specific self-supervision, DPL substantially improved precision while retaining reasonably high recall. (b) Comparison of gene entity linking results on BioCreative II test set. GNormPlus is the state-of-the-art system trained on thousands of labeled examples. DPL used only task-specific self-supervision.

precision and raising absolute recall by over 20% (Table 2 (b)). This suggests that [20] might have underestimated performance gain using automatic evaluation.

### 1.4.4. Entity linking

Let $m$ be a mention in text and $e$ be an entity in an ontology. The goal of entity linking is to predict $\text{Link}(m, e)$, which is true iff $m$ refers to $e$, for every candidate mention-entity pair $m, e$. We focus on genes in this paper, as they are particularly noisy.

**Prediction module** We used BiLSTM with attention over the ten-word windows before and after a mention. The embedding layer is initialized by word2vec embedding trained on PubMed text [76]. The word embedding dimension was 200. We used 5 epochs for training, with Adam as the optimizer. We set learning rate to 0.001, and batch size to 64.

**Supervision module** As in relation extraction, we combined three types of self-supervision using DPL (Table 1 (b)). For distant supervision, we obtained all mention-gene candidates by matching PMC text against the HUGO lexicon. We then sampled a subset of 200,000 candidate instances as positive examples. We sampled a similar number of noun phrases as negative examples. For data programming, we introduced labeling functions that used mention characteristics (longer names are less ambiguous) or syntactic context (genes are more likely to be direct objects and nouns). For joint inference, we leverage linguistic phenomena related to coreference (identical, appositive, or synonymous mentions nearby are likely coreferent).

**Experiment results** For evaluation, we annotated a larger set of sample gene-mention candidates and then subsampled a balanced test set of 550 instances (half are true gene mentions, half not). These instances were excluded from training and development. Table 3 (a) compares system performance on this test set. The string-matching baseline has a very low precision, as gene mentions are highly ambiguous, which explains why [20] resorted to heavy filtering. By combining various task-specific self-supervision, DPL improved precision by over 50 absolute points, while retaining a reasonably high recall (86%). All self-supervision contributed significantly, as the ablation tests show. We also evaluated DPL on BioCreative II, a shared task on gene entity linking [69]. We compared DPL with GNormPlus [77], the state-of-the-art supervised system trained on thousands of labeled examples in BioCreative II training set. Despite using zero manually labeled examples, DPL attained comparable F1 and recall (Table 3 (b)). The difference is mainly in precision, which indicates opportunities for more task-specific self-supervision.
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| System       | Prec | Abs. Rec. | Unique |
|--------------|------|-----------|--------|
| Peng 2017    | 0.31 | 11481     | 5447   |
| DPL (RE)     | 0.52 | 17891     | 8534   |
| + EL (TRN)   | 0.55 | 21881     | 11047  |
| + EL (TRN/TST) | 0.61 | 20378     | 10291  |

| Gene | Drug | Mut. | Gene-Mut. | Relation |
|------|------|------|-----------|----------|
| 27%  | 4%   | 20%  | 45%       | 24%      |

Table 4. (a) Comparison of sample precision and absolute recall (all instances and unique entity tuples) when all gene mention candidates are considered. [20] used distant supervision only. RE: DPL relation extraction. EL: using DPL entity linking in RE training (TRN) and/or test (TST). (b) Error analysis for DPL relation extraction.

![Figure 5](image-url). Example of relation-extraction errors corrected by DPL with additional task-specific self-supervision.

1.4.5. Joint entity and relation extraction

An important use case for machine reading is to improve knowledge curation efficiency by offering extraction results as candidates for curators to vet. The key to practical adoption is attaining high recall with reasonable precision [20]. The entity filter used in [20] is not ideal in this aspect, as it substantially reduced recall. In this subsection, we consider replacing the entity filter by the DPL entity linker. See Table 4 (a). Specifically, we added one labeling function to check if the entity linker returns a normalized probability score above $p_{TRN}$ for gene mentions, and filtered test instances if the gene mention score is lower than $p_{TST}$. We set $p_{TRN} = 0.6$ and $p_{TST} = 0.3$ from preliminary experiments. The labeling function discouraged learning from noisy mentions, and the test-time filter skips an instance if the gene is likely wrong. Not surprisingly, without entity filtering, [20] suffered large precision loss. All DPL versions substantially improved accuracy, with significantly more gains using the DPL entity linker.

1.4.6. Discussion

**Scalability** DPL is efficient to train, taking around 3.5 hours for relation extraction and 2.5 hours for entity linking in our PubMed-scale experiments, with 25 CPU cores (for probabilistic logic) and one GPU (for LSTM). For relation extraction, the graphical model of probabilistic logic contains around 7,000 variables and 70,000 factors. At test time, it is just an LSTM, which predicted each instance in less than a second. In general, DPL learning scales linearly in the number of training instances. For distant supervision and data programming, DPL scales linearly in the number of known facts and labeling functions. As discussed before, joint inference with high-order factors is more challenging, but can be efficiently approximated. For inference in probabilistic logic, we found that loopy belief propagation worked reasonably well, converging after 2-4 iterations. Overall,
Algorithm 2 Self-Supervised Self-Supervision (S4)

Input: Seed virtual evidences I, deep neural network Ψ, inputs X = (X₁, ..., X_N), unobserved outputs Y = (Y₁, ..., Y_N), human query budget T.

Output: Learned prediction module Ψ and virtual evidences K = {(f_v(X, Y), w_v): v}.

Initialize: K = I; Q = ∅; i = 0; for i = 1, ..., M do

while Structured Self-Training not converged do

Ψ, K ← DPL-Learn(K, Ψ, X, Y)

v = PropSST(K, Ψ, X, Y);

K ← K ∪ v;

end

if |Q| < T then

v = PropFAL(K, Ψ, X, Y, Q); Q ← Q ∪ v;

if Human-Accept(v) then K ← K ∪ v

end

end

we ran variational EM for three iterations, using ten epochs of deep learning in each M-step. We found these worked well in preliminary experiments and used the same setting in all final experiments.

Accuracy To understand more about DPL’s performance gain over distant supervision, we manually inspected some relation-extraction errors fixed by DPL after training with additional self-supervision. Figure 5 shows two such examples. While some data programming functions were introduced to prevent errors stemming from citations or flattened tables, none were directly applicable to these examples. This shows that DPL can generalize beyond the original self-supervision.

While the results are promising, there is still much to improve. Table 4 (b) shows estimated precision errors for relation extraction by DPL. (Some instances have multiple errors.) Entity linking can incorporate more task-specific self-supervision. Joint entity linking and relation extraction can be improved by feeding back extraction results to linking. Improvement is also sorely needed in classifying mutations and gene-mutation associations. The prediction module can also be improved, e.g., by adding attention to graph LSTM. DPL offers a flexible framework for exploring all these directions.

1.5. Self-Supervised Self-Supervision

In this section, we present the Self-Supervised Self-Supervision (S4) framework, which extends deep probabilistic logic (DPL) with the capability to learn new self-supervision. Let \( V = \{(f_v, w_v, \alpha_v) : v\} \) be the set of all candidate virtual evidences, where \( f_v(X, Y) \) is a first-order logical formula, \( w_v \) is the weight, and \( \alpha_v \) is the weight prior (for non-fixed \( w_v \)). Let \( K \) be the set of virtual evidences maintained by the algorithm, initialized by the seed I. The key idea of S4 is to interleave structure learning and active learning to iteratively propose new virtual evidence \( v \in V \) to augment \( K \) (Figure 2).

Specifically, S4 can be viewed as conducting structure learning in the factor graph that specifies the virtual evidence. Structure learning has been studied intensively in the graphical model literature [34]. It is also known as feature selection or feature induction in general machine learning literature [78]. Here, we are introducing structured factors for self-supervision, rather than as feature templates to be used during training. Another key difference from standard structure learning is the deep neural network, which provides an alternative view from the virtual evidence space and enables multi-view learning in DPL.
The neural network can also help identify candidate virtual evidences, e.g., via neural attention. Self-training is a special case where candidate virtual evidences are individual label assignments (i.e., \( f_v = I_{y_v = l_v} \)). S4 can thus be viewed as conducting structured self-training (SST) by admitting arbitrary Markov logic formulas as virtual evidence.

In data programming and other prior self-supervision methods, human experts need to pre-specify all self-supervision upfront. While it is easy to generate a small seed by identifying the most salient self-supervision, this effort can quickly become tedious and more challenging as the experts are required to enumerate the less salient templates. On the other hand, given a candidate, it’s generally much easier for experts to validate it. This suggests that for the best utilization of human bandwidth, we should focus on leveraging them to produce the initial self-supervision and verify candidate self-supervision. Consequently, in addition to structured self-training (SST), S4 incorporates feature-based active learning (FAL) (i.e., active learning of self-supervision). When SST converges, S4 will switch to the active learning mode by proposing a candidate virtual evidence for human verification (i.e., labeling a feature rather than an instance in standard active learning). Intuitively, in FAL we are proposing virtual evidences for which the labels of the corresponding instances are still uncertain. If the human expert can provide definitive supervision on the label, the information gain will be large. By contrast, in SST, we favor virtual evidences with skewed posterior label assignments for their corresponding instances, as they can potentially amplify the signal.

Algorithm 2 describes the S4 algorithm. S4 first conducts DPL using the initial self-supervision \( I \), then interleaves structured self-training (SST) with feature-based active learning (FAL). SST steps are repeated until there is little change in the probabilistic labels (<1% in our experiments). DPL learning updates the deep neural network and the graphical model parameters with warm start (i.e., the parameters are initialized with the previous parameters). All proposed queries are stored and won’t be proposed again. The total amount of human effort consists of generating the seed \( I \) and validating \( T \) queries.

S4 is a general algorithmic framework that can combine various strategies for designing \( \mathcal{V} \), PropSST, and PropFAL. In standard structure learning, PropSST would attempt to maximize the learning objective (e.g., conditional likelihood of seed virtual evidences) by iteratively conducting greedy structure changes. However, this is very expensive to compute, since it requires a full DPL run just to score each candidate. Instead, we take inspiration from the feature-induction and relational learning literature and use heuristic approximations that are much faster to evaluate. In the most general setting, \( \mathcal{V} \) contains all possible potential functions. In practice, we can restrict it to obtain a good trade-off between expressiveness and computation for the problem domain. Interestingly, as we will see in the experiment section, even with relatively simple classes of self-supervision, S4 can dramatically improve over DPL through structure learning and active learning. We use text classification from natural language processing (NLP) as a running example to illustrate how to apply S4 in practice. Here, the input \( X_i = (t_1, \ldots, t_s) \) is a sequence of tokens and the output \( Y_i \) is the classification label (e.g., \text{pos} or \text{neg} in sentiment analysis).

1.5.1. Candidate Self-Supervision

For \( \mathcal{V} \), the simplest choice is to use tokens. Namely, \( f_{t,l}(X_i,Y_i) = \mathbb{I}[t \in X_i \land Y_i = l] \). For simplicity, we can use a fixed weight and prior for all initial virtual evidence, i.e., \( \mathcal{V} = \{ (f_{t,l}, w, \alpha) : t, l \} \). Take sentiment analysis as an example. \( X_i \) may represent a movie review and \( Y_i \in \{0, 1\} \) the sentiment. A virtual evidence for self-supervision may stipulate
that if the review contains the word “good”, the sentiment is more likely to be positive. This can be represented by the formula $f_{\text{good},1}(X_i, Y_i) = \mathbb{I}[\text{“good”} \in X_i \land Y_i = 1]$ with a positive weight. A more advanced choice for $Y$ may include high-order joint-inference factors, such as $f_{ij}(Y_i, Y_j) = \mathbb{I}[Y_i = Y_j]$. If we add this factor for similar pairs $X_i, X_j$, it stipulates that instances with similar input are likely to share the same label. Here we define similar pairs with a function $\mathbb{S}im(X_i, X_j)$ between $X_i$ and $X_j$, such as the cosine similarity between the sentence (or document) embeddings of $X_i$ and $X_j$, based on the current deep neural network. Note that this is different from graph-based semi-supervised learning or other kernel-based methods in that the similarity metric is not pre-specified and fixed, but rather evolving along with the neural network for the end task.

1.5.2. Structured Self-Training (PropSST)

From DPL learning, we obtain the current marginal estimate of the latent label variables $q_l(Y_i)$, which we would treat as probabilistic labels in assessing candidate virtual evidence. There are many sensible strategies for proposing candidates in structured self-training (i.e., PropSST). For token-based self-supervision, a common technique from the feature-selection literature is to choose a token highly correlated with a label. For example, we can choose the token $t$ that occurs much more frequently in instances for a given label $l$ than others using our noisy label estimates. We find that this often leads to very noisy proposals and semantic drift. A simple refinement is to restrict our scoring to instances containing some initial self-supervised tokens. However, this still has the drawback that a word may occur more often in instances of a class for reasons other than contributing to the label classification. We therefore consider a more sophisticated strategy based on neural attention. Namely, we will credit occurrences using the normalized attention weight for the given token in each instance.

Formally, let $A_{\Psi}(X_i, j)$ represent the normalized attention weight the neural network $\Psi$ assigns to the $j$-th token in $X_i$ for the final classification. We define average weighted attention for token $t$ and label $l$ as $Attn(t, l) = \frac{1}{C_l} \sum_{i,j:X_i = t} q_l(Y_i = l) \cdot A_{\Psi}(X_i, j)$, where $C_l$ is the number of occurrences of $t$ in $X$. Then PropSST would simply score token-based self-supervision $f_{t, l}$ using relative average weighted attention: $S_{\text{token}}(t, l) = Attn(t, l) - \sum_{t' \neq t} Attn(t', l')$. In each iteration, PropSST picks the top scoring $f_{t, l}$ that has not been proposed yet as the new virtual evidence to add to $K$.

We also consider an entropy-based score function that works for arbitrary input-based features. It treats the prediction module $\Psi$ as a black box, and only uses the posterior label assignments $q_l(Y_i)$. Consider candidate virtual evidence $f_{b, l}(X_i, Y_i) = \mathbb{I}[b(X_i) \land Y_i = l]$, where $b$ is a binary function over input $X_i$. This clearly generalizes token-based virtual evidence. Define $\text{Ent}(b) = H \left( \frac{1}{C_b} \sum_{b(X_i) = 1} q_l(Y_i) \right)$, where $H$ is the Shannon entropy and $C_b$ is the number of instances for which the feature $b$ holds true. This function represents the entropy of the average posterior among all instances with $b(X_i) = 1$. PropSST will then use $S_{\text{entropy}}(b) = 1/\text{Ent}(b)$ to choose the $b^*$ with the lowest average entropy and then pick label $l^*$ with the highest average posterior probability for $b^*$. In our experiments, this performs similarly to attention-based scores.

For joint-inference self-supervision, we consider the similarity-based factors defined earlier, and leave the exploration of more complex factors to future work. To distinguish task-specific similarity from pretrained similarity, we use the difference between the similarity computed using the current fine-tuned BERT model and that using the pretrained one. Formally, let $\text{Sim}_{\text{pretrained}}(X_i, X_j)$ be the cosine similarity between the embeddings
of $X_i$ and $X_j$ generated by the pretrained BERT model, and $\text{Sim}_\Psi(X_i, X_j)$ be that between the embeddings using the current learned network $\Psi$. PropSST would score the joint-inference factor using the relative similarity and choose the top scoring pairs to add to self-supervision: $S_{\text{joint}}(X_i, X_j) = \text{Sim}_\Psi(X_i, X_j) - \text{Sim}_{\text{pretrained}}(X_i, X_j)$.

1.5.3. Feature-Based Active Learning (PropFAL)

For active learning, a common strategy is to pick the instance with highest entropy in the label distribution based on the current marginal estimate. In feature-based active learning, we can similarly pick the feature $b$ with the highest average entropy $\text{Ent}(b)$. Note that this is opposite to how we use the entropy-based score function in PropSST, where we choose the feature with the lowest average entropy. In PropFAL, we will identify $b^* = \arg\max_b (\text{Ent}(b))$, present $f_{b^*, l}(X, Y) = 1[b^*(X) \land Y = l]$ for all possible labels $l$, and ask the human expert to choose a label $l^*$ to accept or reject them all.

1.5.4. Experiments

We use the natural language processing (NLP) task of text classification to explore the potential for S4 to improve over DPL using structure learning and active learning. We used three standard text classification datasets: IMDb [79], Stanford Sentiment Treebank [80], and Yahoo! Answers [81]. IMDb contains movie reviews with polarity labels (positive/negative). There are 25,000 training instances with equal numbers of positive and negative labels, and the same numbers for test. Stanford Sentiment Treebank (StanSent) also contains movie reviews, but was annotated with five labels ranging from very negative to very positive. We used the binarized version of StanSent, which collapses the polarized categories and discards the neutral sentences. It contains 6,920 training instances and 1,821 test instances, with roughly equal split. Overall, the StanSent reviews are shorter than IMDb’s, and they often exhibit more challenging linguistic phenomena (e.g., nested negations or sarcasm). The Yahoo dataset contains 1.4 million training questions and 60,000 test questions from Yahoo! Answers; these are equally split into 10 classes.

In all our experiments with S4, we withheld gold labels from the system, used the training instances as unlabeled data, and evaluated on the test set. We reported test accuracy, as all of the datasets are class-balanced. For our neural network prediction module $\Psi(X_i, Y_i)$, we used the standard BERT-base model pretrained using Wikipedia [2], along with a global-context attention layer as in [82], which we also used for attention-based scoring. We truncated the input text to 512 tokens, the maximum allowed by the standard BERT model. All of our baselines (except supervised bag-of-words) use the same BERT model. For all virtual evidences, we used initial weight $w = 2.2$ (the log-odds of 90% probability) and used an $\alpha$ corresponding to an L2 penalty of $5 \times 10^{-8}$ on $w$. Our results are not sensitive to these values. In all experiments, we use the Adam optimizer with an initial learning rate tuned over $[0.1, 0.01, 0.001]$. The optimizer’s history is reset after each EM iteration to remove old gradient information. We always performed 3 EM iterations and trained $\Psi$ for 5 epochs per iteration. For the global-context attention layer, we used a context dimension of 5. The model is warm-started across EM iterations (in DPL), but not across the outer iterations in S4 (the for loop). In all experiments, we used the Adam optimizer with an initial learning rate tuned over $[0.1, 0.01, 0.001]$. The optimizer’s history is reset after each EM iteration to remove old gradient information.

For virtual evidence, we focus on token-based unary factors and similarity-based joint factors, as discussed in the previous section, and leave the exploration of more complex
factors to future work. Even with these factors, our self-supervised \( \Psi \) models often nearly match the accuracy of the best supervised models. We also compare with Snorkel, a popular self-supervision system [3]. We use the latest Snorkel version [63], which models correlations among same-instance factors. Snorkel cannot incorporate joint-inference factors across different instances. In all of our Snorkel baselines, we separately tuned the initial learning rate over the same set, and trained the deep neural network for the same number of total epochs that DPL uses to ensure a fair comparison.

To simulate human supervision for unary factors, we trained a unigram model using the training data with L1 regularization and selected the 100 tokens with the highest weights for each class as the oracle self-supervision. By default, we used the top tokens for each class in the initial self-supervision \( I \). We also experimented with using random tokens from the oracle in \( I \) to simulate lower-quality initial supervision and to quantify the variance of S4. For the set of oracle joint factors, we fine-tuned the standard BERT model on the training set, used the CLS embedding BERT produces to compute input similarity, and picked the 100 input pairs whose similarity changed the most between the fine-tuned model and the initial model.

We first investigate whether structure learning can help in S4 by running without feature-based active learning. We set the query budget \( T = 0 \) in Algorithm 2. Because we only take structured self-training steps when \( T = 0 \), we denote this version of S4 as S4-SST. Table 5(a) shows the results on IMDb. With just six self-supervised tokens (three per class), S4-SST already attained 86% test accuracy, which outperforms self-training with 100 labeled examples by 16 absolute points, and is only slightly worse than self-training with 1000 labeled examples or supervised training with 25,000 labeled examples.

| Algorithm      | Sup. size \(|I|\) | Test acc (%) |
|----------------|------------------|--------------|
| BoW            | 25k              | 87.1         |
| DNN            | 25k              | 91.0         |
| Self-training  | 100              | 69.9         |
|                | 1k               | 88.5         |
| Snorkel        | 6                | 76.6         |
| DPL            | 6                | 80.7         |
| S4-SST         | 6                | 85.5         |
| S4 (\(T = 20\)) | 6            | 85.6         |
| Snorkel        | 20               | 82.4         |
| DPL            | 20               | 78.9         |
| S4-SST         | 20               | 86.4         |
| S4 (\(T = 20\)) | 20          | 86.9         |
| Snorkel        | 40               | 84.6         |
| DPL            | 40               | 85.2         |
| S4-SST         | 40               | 86.6         |
| S4 (\(T = 20\)) | 40         | 86.8         |

| Algorithm      | Sup. size \(|I|\) | Test acc (%) |
|----------------|------------------|--------------|
| BoW            | 6.9k             | 78.9         |
| DNN            | 6.9k             | 90.9         |
| Self-training  | 50               | 78.0         |
|                | 100              | 81.8         |
| Snorkel        | 6                | 63.5         |
| DPL            | 6                | 57.2         |
| S4-SST         | 6                | 73.0         |
| S4-SST + J     | 6                | 76.2         |
| S4 + J (\(T = 20\)) | 6    | 81.4         |
| Snorkel        | 20               | 73.0         |
| DPL            | 20               | 72.4         |
| S4-SST         | 20               | 83.3         |
| S4-SST + J     | 20               | 85.1         |
| S4 + J (\(T = 20\)) | 20    | 84.4         |
| Snorkel        | 40               | 73.6         |
| DPL            | 40               | 77.0         |
| S4-SST         | 40               | 84.9         |
| S4-SST + J     | 40               | 86.3         |
| S4 + J (\(T = 20\)) | 40  | 85.4         |

Table 5. System comparison on IMDb and Stanford.
By conducting structure learning, S4-SST substantially outperformed DPL, gaining about 5 absolute points in accuracy (a 25% relative reduction in error), and also outperformed the Snorkel baseline by 8.9 points. Interestingly, with more self-supervision at 20 tokens, DPL’s performance drops slightly, which might stem from more noise in the initial self-supervision. By contrast, S4-SST capitalized on the larger seed self-supervision and attained steady improvement. Even with substantially more self-supervision at 40 tokens, S4-SST still attained similar accuracy gain, demonstrating the power in structure learning. On average across different initial amounts of supervision $|I|$, S4-SST outperforms DPL by 5.6 points and Snorkel by 5.3 points. Next, we consider the full S4 algorithm with a budget of up to $T = 20$ human queries (S4 ($T = 20$)). Overall, by automatically generating self-supervision from structure learning, S4-SST already attained very high accuracy on this dataset. However, active learning can still produce some additional gain. The only randomness in Table 5 is the initialization of the deep network $\Psi$, with negligible effect.

Figure 6 (a) shows how S4-SST iterations improve the test accuracy of the learned neural network with different amounts of initial virtual evidence. Not surprisingly, with more initial self-supervision, the gain is less pronounced, but still significant. Figure 6 (b) compares the learning curves of S4-SST with those of self-training. Remarkably, with just six self-supervised tokens, S4-SST not only attained substantial gain over the iterations, but also easily outperformed self-training despite the latter using an order of magnitude
Table 6. S4-FAL test results (no SST steps)

| $|I|$ | 6 | 10 | 20 | 40 |
|-----|---|----|----|----|
| $T = 5$ | 79.0 | 83.8 | 84.0 | 85.9 |
| $T = 10$ | 79.5 | 83.7 | 85.0 | 86.0 |
| $T = 20$ | 82.7 | 84.5 | 85.8 | 86.4 |

(a) IMDb

| $|I|$ | 6 | 10 | 20 | 40 |
|-----|---|----|----|----|
| $T = 5$ | 71.4 | 77.5 | 82.5 | 83.9 |
| $T = 10$ | 72.3 | 77.4 | 82.5 | 83.7 |
| $T = 20$ | 77.1 | 80.8 | 83.4 | 84.0 |

(b) Stanford

more label information (up to 200 labeled examples). This shows that S4 is much more effective in leveraging bounded human effort for supervision.

Figure 6(c) shows 10 runs of S4-SST when it was initialized with 20 random oracle tokens (10 per class), rather than the top 20 tokens from the oracle. As expected, DPL’s initial performance is worse than with the top oracle tokens. However, over the iterations, S4-SST was able to recover even from particularly poor initial state, gaining up to 20 absolute accuracy points over DPL in the process. The final accuracy of S4-SST is 85.2 ± 0.9, compared to 71.5 ± 6.5 for DPL and 72.9 ± 6.7 for Snorkel, a mean improvement of more than 12 absolute accuracy points over both baselines. S4-SST’s gains over DPL and Snorkel are statistically significant using a paired $t$-test (samples are paired when the algorithms have the same initial factors $I$) with $p = 0.01$. This indicates that S4-SST is robust to noise in the initial self-supervision. Figure 6(d) shows the initial self-supervised tokens and the ones learned by S4-SST in the first few iterations. We can see that S4-SST is able to learn highly relevant self-supervision tokens.

S4 has similar gains over DPL, Snorkel, and self-training on the Stanford dataset. See Table 5(b). The Stanford dataset is much more challenging and for a long while, it was hard to exceed 80% test accuracy [80]. Interestingly, S4-SST was able to surpass this milestone using just 20 initial self-supervision tokens. As in IMDb, the only randomness is in the initialization of $\Psi$, which is negligible.

For IMDb, as can be seen above, even with simple token-based self-supervision, S4-SST already performed extremely well. So we focused our investigation of joint-inference factors on the more challenging Stanford dataset (S4-SST + J). While S4-SST already performed very well with token-based self-supervision, by incorporating joint-inference factors, it could still gain up to 3 absolute accuracy points. An example learned joint-inference factor is between the sentence pair: *This is no “Waterboy!”* and *“It manages to accomplish what few sequels can—it equals the original and in some ways even better”*. Note that Waterboy is widely considered a bad movie, hence the first sentence expresses a positive sentiment, just like the second. It is remarkable that S4 can automatically induce such factors with complex and subtle semantics from small initial self-supervision.

The Stanford results also demonstrated that active learning could play a bigger role in more challenging scenarios. With limited initial self-supervision ($|I| = 6$), the full S4 system (S4+J ($T=20$)) gained 8 absolute points over S4-SST and 5 absolute points over S4-SST+J. With sufficient initial self-supervision and joint-inference, however, active learning was actually slightly detrimental ($|I| = 20, 40$).

Finally, we evaluate S4-FAL, which conducts active learning but not structure learning. See Table 6. As expected, performance improved with larger initial self-supervision ($I$) and human query budget ($T$). Active learning helps the most when initial self-supervision is limited. Compared to S4 with structure learning, however, active learning alone is less effective. For example, without requiring any human queries, S4-SST outperformed
S4-FAL on both IMDB and Stanford even when the latter was allowed up to $T = 20$ human queries.

| $|I|$ | Entropy-based | Attention-based |
|-----|-------------|----------------|
| 6   | 82.1        | 85.5           |
| 20  | 84.9        | 86.4           |
| 40  | 85.5        | 86.6           |

(a) IMDB

| $|I|$ | Entropy-based | Attention-based |
|-----|-------------|----------------|
| 6   | 77.2        | 73.0           |
| 20  | 85.1        | 83.3           |
| 40  | 85.7        | 84.9           |

(b) Stanford

Table 7. Entropy-based scoring ($S_{\text{entropy}}$) perform comparably as attention-based scoring ($S_{\text{token}}$).

| Algorithm     | Sup. size | Test acc (%) |
|---------------|-----------|--------------|
| BoW           | 140k      | 71.2         |
| DNN           | 140k      | 79.8         |
| Self-training | 50        | 38.4         |
| Snorkel       | 50        | 37.2         |
| DPL           | 50        | 41.8         |
| S4-SST        | 50        | 49.1         |
| Self-training | 100       | 38.2         |
| Snorkel       | 100       | 36.2         |
| DPL           | 100       | 41.7         |
| S4-SST        | 100       | 52.3         |

Table 8. Comparison of test accuracy on Yahoo! Answers.

Table 7 compares S4-SST test accuracy using entropy-based scoring ($S_{\text{entropy}}$) and attention-based scoring ($S_{\text{token}}$). Entropy-based scoring slightly outperforms attention-based scoring on Stanford Sentiment and slightly trails on IMDb. Overall, the two perform comparably but entropy-based scoring is more generally applicable.

S4-SST obtains similarly substantial gains on Yahoo using token-based factors and attention scoring. See Table 8. We focused our experiments on a fixed 10% of the training set due to its very large size (1.4 million examples). There are 10 classes, so initial self-supervision size of 50 (100) represents 5 (10) initial tokens per class (for S4, DPL, and Snorkel), or 5 (10) labeled examples per class (for self-training). Compared to binary sentiment analysis in IMDb and Stanford, Yahoo represents a much more challenging dataset, with ten classes and larger input text for each instance. The linguistic phenomena are much more diverse, and therefore neither Snorkel or DPL performed much better than self-training, as token-based self-supervision confers not much more information than a labeled example. However, S4-SST is still able to attain substantial improvement over the initial self-supervision. E.g., with initial supervision size of 100, S4-SST gained about 11 absolute accuracy points over DPL, and 16 absolute points over Snorkel. Additionally, S4-SST is able to better utilize the new factors than Snorkel. If we run Snorkel using the same initial factors as S4-SST and also add the new factors proposed by S4-SST in each iteration, the accuracy improved from 36.5 to 44.2, but still trailed S4-SST (52.3) by 8
absolute points. Interestingly, both DPL and Snorkel perform better on Yahoo with fewer initial factors, at 5 per class, suggesting they are sensitive to noise in the less reliable initial self-supervision. By contrast, S4-SST is more noise-tolerant and benefits from additional initial supervision.

1.6. Conclusions

In this chapter, we present deep probabilistic logic (DPL) as a unifying framework for task-specific self-supervised learning, by composing probabilistic logic with deep learning. We further present self-supervised self-supervision (S4), which extends DPL with structure learning and active learning capabilities. Experiments on biomedical machine reading and text classification tasks show that DPL enables effective combination of disparate task-specific self-supervision strategies, while S4 can further improve application performance by proposing additional self-supervision. Overall, this enables the most effective use of human expert bandwidth by focusing on identifying the most salient self-supervision for initialization and verifying proposed self-supervision. While we focus on NLP tasks in this chapter, our methods are general and can potentially be applied to other domains. Future directions include: combining DPL with deep generative models and probabilistic programming methods; further investigation in combining structure learning and active learning in S4; exploring alternative optimization strategies and more sophisticated self-supervision classes and proposal algorithms; applications to other domains.

References

[1] LeCun Y, Bengio Y, Hinton G. Deep learning. Nature. 2015;521(7553):436–444.
[2] Devlin J, Chang MW, Lee K, et al. Bert: Pre-training of deep bidirectional transformers for language understanding. arXiv preprint arXiv:181004805. 2018.
[3] Ratner AJ, De Sa CM, Wu S, et al. Data programming: Creating large training sets, quickly. In: Advances in neural information processing systems; 2016. p. 3567–3575.
[4] Bach SH, He B, Ratner A, et al. Learning the structure of generative models without labeled data. In: International Conference on Machine Learning; 2017. p. 273–282.
[5] Chang MW, Ratinov L, Roth D. Guiding semi-supervision with constraint-driven learning. In: Proceedings of the 45th annual meeting of the association of computational linguistics; 2007. p. 280–287.
[6] Poon H, Domingos P. Joint unsupervised coreference resolution with markov logic. In: Proceedings of the conference on empirical methods in natural language processing; Association for Computational Linguistics; 2008. p. 650–659.
[7] Druck G, Mann G, McCallum A. Learning from labeled features using generalized expectation criteria. In: Proceedings of the 31st annual international ACM SIGIR conference on Research and development in information retrieval; ACM; 2008. p. 595–602.
[8] Ganchev K, Gillenwater J, Taskar B, et al. Posterior regularization for structured latent variable models. Journal of Machine Learning Research. 2010;11(Jul);2001–2049.
[9] Craven M, Kumlien J. Constructing biological knowledge bases by extracting information from text sources. In: Proceedings of the Seventh International Conference on Intelligent Systems for Molecular Biology; 1999.
[10] Mintz M, Bills S, Snow R, et al. Distant supervision for relation extraction without labeled data. In: Proceedings of the Joint Conference of the Forty-Seventh Annual Meeting of the Association for Computational Linguistics and the Fourth International Joint Conference on Natural Language Processing; 2009.
[11] Wang H, Poon H. Deep probabilistic logic: A unifying framework for indirect supervision. In: Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing; 2018. p. 1891–1902.
Combining Probabilistic Logic and Deep Learning for Self-Supervised Learning

Richardson M, Domingos P. Markov logic networks. Machine learning. 2006;62(1-2):107–136.

Lang H, Poon H. Self-supervised self-supervision by combining deep learning and probabilistic logic. In: Proceedings of the Thirty Fifth Annual Meeting of the Association for the Advancement of Artificial Intelligence; 2021.

McClosky D, Charniak E, Johnson M. Effective self-training for parsing. In: Proceedings of the main conference on human language technology conference of the North American Chapter of the Association of Computational Linguistics; Association for Computational Linguistics; 2006. p. 152–159.

Druck G, Settles B, McCallum A. Active learning by labeling features. In: Proceedings of the 2009 Conference on Empirical Methods in Natural Language Processing: Volume 1-Volume 1; Association for Computational Linguistics; 2009. p. 81–90.

Vaswani A, Shazeer N, Parmar N, et al. Attention is all you need. In: Advances in neural information processing systems; 2017. p. 5998–6008.

Bach SH, He B, Ratner A, et al. Learning the structure of generative models without labeled data. In: Proceedings of the 34th International Conference on Machine Learning-Volume 70; 2017. p. 273–282.

Roth D. Incidental supervision: Moving beyond supervised learning. In: Thirty-First AAAI Conference on Artificial Intelligence; 2017.

Quirk C, Poon H. Distant supervision for relation extraction beyond the sentence boundary. In: Proceedings of the Fifteenth Conference on European chapter of the Association for Computational Linguistics; 2017.

Peng N, Poon H, Quirk C, et al. Cross-sentence n-ary relation extraction with graph lstms. Transactions of the Association for Computational Linguistics. 2017;5:101–115.

Lin Y, Shen S, Liu Z, et al. Neural relation extraction with selective attention over instances. In: Proceedings of the Forty-Ninth Annual Meeting of the Association for Computational Linguistics; 2011.

Lin Y, Shen S, Liu Z, et al. Neural relation extraction with selective attention over instances. In: Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics; Vol. 1; 2016. p. 2124–2133.

Halpern Y, Horng S, Choi Y, et al. Electronic medical record phenotyping using the anchor and learn framework. Journal of the American Medical Informatics Association. 2016;23(4):731–740.

Haghghi A, Klein D. Prototype-driven learning for sequence models. In: Proceedings of the main conference on Human Language Technology Conference of the North American Chapter of the Association of Computational Linguistics; Association for Computational Linguistics; 2006. p. 320–327.

Poon H. Grounded unsupervised semantic parsing. In: Proceedings of the 51st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers); 2013. p. 933–943.

Chang MW, Ratinov L, Roth D. Guiding semi-supervision with constraint-driven learning. In: Proceedings of the 45th annual meeting of the association of computational linguistics; 2007. p. 280–287.

Druck G, Mann G, McCallum A. Learning from labeled features using generalized expectation criteria. In: Proceedings of the 31st annual international ACM SIGIR conference on Research and development in information retrieval; 2008. p. 595–602.

Poon H, Domingos P. Joint unsupervised coreference resolution with markov logic. In: Proceedings of the 2008 conference on empirical methods in natural language processing; 2008. p. 650–659.

Ganchev K, Graja J, Gillenwater J, et al. Posterior regularization for structured latent variable models. Journal of Machine Learning Research. 2010;11(67):2001–2049.

Friedman N, Koller D. Being bayesian about network structure, a bayesian approach to structure discovery in bayesian networks. Machine learning. 2003;50(1-2):95–125.

Kok S, Domingos P. Learning the structure of markov logic networks. In: Proceedings of the 22nd international conference on Machine learning; 2005. p. 441–448.
[36] Hearst MA. Automatic acquisition of hyponyms from large text corpora. In: Proceedings of the 14th conference on Computational linguistics-Volume 2; Association for Computational Linguistics; 1992. p. 539–545.

[37] Carlson A, Betteridge J, Kisiel B, et al. Toward an architecture for never-ending language learning. In: Twenty-Fourth AAAI Conference on Artificial Intelligence; 2010.

[38] Yarowsky D. Unsupervised word sense disambiguation rivaling supervised methods. In: 33rd annual meeting of the association for computational linguistics; 1995. p. 189–196.

[39] Collins M, Singer Y. Unsupervised models for named entity classification. In: 1999 Joint SIGDAT Conference on Empirical Methods in Natural Language Processing and Very Large Corpora; 1999.

[40] Varma P, Ré C. Snuba: automating weak supervision to label training data. Proceedings of the VLDB Endowment. 2018;12(3):223–236.

[41] Tong S, Koller D. Active learning for structure in bayesian networks. In: International joint conference on artificial intelligence; Vol. 17; Citeseer; 2001. p. 863–869.

[42] Galhotra S, Golshan B, Tan WC. Adaptive rule discovery for labeling text data. arXiv preprint arXiv:200506133. 2020.

[43] Poon H, Domingos P. Joint inference in information extraction. In: AAAI; Vol. 7; 2007. p. 913–918.

[44] Poon H, Vanderwende L. Joint inference for knowledge extraction from biomedical literature. In: The 2010 Annual Conference of the North American Chapter of the Association for Computational Linguistics; Association for Computational Linguistics; 2010. p. 813–821.

[45] Kimmig A, Bach S, Broecheler M, et al. A short introduction to probabilistic soft logic. In: Proceedings of the NIPS Workshop on Probabilistic Programming: Foundations and Applications; 2012. p. 1–4.

[46] Rocktäschel T, Riedel S. End-to-end differentiable proving. Advances in Neural Information Processing Systems. 2017:30.

[47] Manhaeve R, Dumancic S, Kimmig A, et al. Deepproblog: Neural probabilistic logic programming. Advances in Neural Information Processing Systems. 2018;31:3753–3760.

[48] Qu M, Tang J. Probabilistic logic neural networks for reasoning. In: NeurIPS; 2019.

[49] Kingma DP, Welling M. Auto-encoding variational bayes. arXiv preprint arXiv:13126114. 2013.

[50] Kingma DP, Mohamed S, Rezende DJ, et al. Semi-supervised learning with deep generative models. In: Advances in Neural Information Processing Systems; 2014. p. 3581–3589.

[51] Johnson M, Duvenaud DK, Wiltschko A, et al. Composing graphical models with neural networks for structured representations and fast inference. In: Advances in neural information processing systems; 2016. p. 2946–2954.

[52] Tran D, Hoffman MD, Saurous RA, et al. Deep probabilistic programming. arXiv preprint arXiv:170103757. 2017.

[53] Blum A, Mitchell T. Combining labeled and unlabeled data with co-training. In: Proceedings of the eleventh annual conference on Computational learning theory; 1998. p. 92–100.

[54] Grefenstette M, Poon H, Howe B. Ezlearn: Exploiting organic supervision in large-scale data annotation. arXiv preprint arXiv:170908600. 2017.

[55] Towell GG, Shavlik JW. Knowledge-based artificial neural networks. Artificial intelligence. 1994;70(1-2):119–165.

[56] Hu Z, Ma X, Liu Z, et al. Harnessing deep neural networks with logic rules. In: Proceedings of the 2016 Conference on Association for Computational Linguistics; 2016.

[57] Hu Z, Yang Z, Salakhutdinov R, et al. Deep neural networks with massive learned knowledge. In: Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing; 2016. p. 1670–1679.

[58] Pearl J. Probabilistic reasoning in intelligent systems: networks of plausible inference. Elsevier; 2014.

[59] Reynolds SM, Bilmes JA. Part-of-speech tagging using virtual evidence and negative training. In: Proceedings of the conference on Human Language Technology and Empirical Methods in Natural Language Processing; Association for Computational Linguistics; 2005. p. 459–466.

[60] Subramanya A, Bilmes J. Virtual evidence for training speech recognizers using partially labeled data. In: The Conference of the North American Chapter of the Association for Computational Linguistics; Association for Computational Linguistics; 2007. p. 165–168.

[61] Li X. On the use of virtual evidence in conditional random fields. In: Proceedings of the 2009 Conference on Empirical Methods in Natural Language Processing; Volume 3-Volume 3; Association for Computational Linguistics; 2009. p. 1289–1297.

[62] Parikh AP, Poon H, Toutanova K. Grounded semantic parsing for complex knowledge extraction. In:
Combining Probabilistic Logic and Deep Learning for Self-Supervised Learning

Proceedings of the 2015 Conference of the North American Chapter of the Association for Computational Linguistics; 2015. p. 756–766.

[63] Ratner A, Hancock B, Dunmoo J, et al. Training complex models with multi-task weak supervision. In: Proceedings of the AAAI Conference on Artificial Intelligence; Vol. 33; 2019. p. 4763–4771.

[64] Mann GS, McCallum A. Generalized expectation criteria for semi-supervised learning of conditional random fields. Proceedings of ACL-08: HLT; 2008: 870–878.

[65] Murphy KP, Weiss Y, Jordan MI. Loopy belief propagation for approximate inference: An empirical study. In: Proceedings of the Fifteenth conference on Uncertainty in artificial intelligence; Morgan Kaufmann Publishers Inc.; 1999. p. 467–475.

[66] Keith K, Handler A, Pinkham M, et al. Identifying civilians killed by police with distantly supervised entity-event extraction. In: Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing; 2017. p. 1547–1557.

[67] CaroE CC, Schultz R. Dual decomposition in stochastic integer programming. Operations Research Letters. 1999;24(1-2):37–45.

[68] Domke J. Learning graphical model parameters with approximate marginal inference. IEEE transactions on pattern analysis and machine intelligence. 2013;35(10):2454–2467.

[69] Morgan AA, Lu Z, Wang X, et al. Overview of biocreative ii gene normalization. Genome biology. 2008; 9(2):S3.

[70] Kim JD, Ohta T, Pyysalo S, et al. Overview of bionlp’09 shared task on event extraction. In: Proceedings of the Workshop on Current Trends in Biomedical Natural Language Processing: Shared Task; Association for Computational Linguistics; 2009. p. 1–9.

[71] Quirk C, Choudhury P, Gao J, et al. MSR SPLAT, a language analysis toolkit. In: Proceedings of the Conference of the North American Chapter of the Association for Computational Linguistics: Demonstration Session; 2012.

[72] de Marneffe MC, MacCartney B, Manning CD. Generating typed dependency parses from phrase structure parses. In: Proceedings of the Fifth International Conference on Language Resources and Evaluation; 2006.

[73] Manning CD, Sardeanu M, Bauer J, et al. The Stanford CoreNLP natural language processing toolkit. In: Proceedings of the Fifty-Second Annual Meeting of the Association for Computational Linguistics: System Demonstrations; 2014.

[74] Dienstmann R, Jang IS, Bot B, et al. Database of genomic biomarkers for cancer drugs and clinical targetability in solid tumors. Cancer Discovery. 2015;5.

[75] Poon H, Quirk C, DeZiel C, et al. Literome: PubMed-scale genomic knowledge base in the cloud. Bioinformatics. 2014;30(19).

[76] Pyysalo S, Ginter F, Moen H, et al. Distributional semantics resources for biomedical text processing. In: Proceedings of LBM 2013: 2013. p. 39–44. Available from: http://lbm2013.biopathway.org/lbm2013proceedings.pdf

[77] Wei CH, Kao HY, Lu Z. Gnormplus: an integrative approach for tagging genes, gene families, and protein domains. BioMed research international. 2015;2015.

[78] Hall MA. Correlation-based feature selection for machine learning. 1999;

[79] Maas AL, Daly RE, Pham PT, et al. Learning word vectors for sentiment analysis. In: Proceedings of the 49th annual meeting of the association for computational linguistics: Human language technologies-volume 1; Association for Computational Linguistics; 2011. p. 142–150.

[80] Socher R, Perelygin A, Wu J, et al. Recursive deep models for semantic compositionality over a sentiment treebank. In: Proceedings of the 2013 conference on empirical methods in natural language processing; 2013. p. 1631–1642.

[81] Zhang X, Zhao J, LeCun Y. Character-level convolutional networks for text classification. In: Advances in neural information processing systems; 2015. p. 649–657.

[82] Yang Z, Yang D, Dyer C, et al. Hierarchical attention networks for document classification. In: Proceedings of the 2016 conference of the North American chapter of the association for computational linguistics: human language technologies; 2016. p. 1480–1489.