Applications of airborne laser scanning for determining marine geoid and surface waves properties
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**ABSTRACT**

Marine and coastal applications require more than ever accurate and expansive understanding of the marine surface topography in the offshore domain, with the relationship of sea surface heights and geoid (equipotential surface of the Earth) being the key components. This study demonstrates some of the under-utilised and unexplored marine applications of airborne laser scanning (ALS) with respect to geoid heights verification and validation, as well as identification of surface waves properties. A synergistic methodology was developed that combines ALS measurements, hydrodynamic models and tide gauge records in conjunction with geoid models. Examination of the determined discrepancies with respect to the ALS-derived sea surface heights reveals concealed characteristics of the geoid and dynamic topography. A sea surface height accuracy of 1.7 cm in terms of standard deviation was achieved using a high-resolution regional geoid model. Furthermore, ALS point cloud data can be used to retrieve surface wavefield properties (waves heights, wavelengths and directions). In this study a direct method approach is presented. Such a deeper insight into the wave dynamics plays an enormous contribution in the understanding and quantification of coastal processes (erosion and sediment transport), as well as validation and calibration of wave models and relevant sensors.

**Introduction**

Although airborne laser scanning (ALS) is conventionally used for dry land topography mapping, it has potentially similar capabilities to provide accurate heights of liquid surfaces (e.g., Gruno et al., 2013; Zlinszky et al., 2014). Unfortunately, ALS’ full abilities for determining sea surface heights (SSH) and dynamic topography (DT) have so far been underutilised and unexplored (except for a few studies, e.g., Varbla et al., 2020a; Vrbancich et al., 2011). This has been partly influenced by the capital-intensive cost of performing ALS surveys (due to fully integrated hardware and aircraft requirements, e.g., Brock et al., 2002), as well as due to insufficient knowledge on the marine geoid. The recent introduction of less costly commercial portable ALS systems may complement the increasing demand for accurate (as good as 5 cm) and reliable SSH estimates from coastal and marine applications (e.g., engineering, navigation, research, climate change).

DT is defined as the SSH deviation from the marine geoid (i.e., DT = SSH – geoid) and represents one of the most useful parameters in terms of marine dynamics. Thus, knowledge of the marine geoid (i.e., the shape of the ocean surface under the influence of the gravity and rotation of the Earth alone) enables specification and quantification of oceanographic processes (e.g., sea level rise). Currently, many countries (e.g., Canada – Véronneau & Huang, 2016; USA – Li et al., 2016; National Geodetic Survey [NGS], 2013; the Baltic Sea region – Ågren et al., 2016; Ellmann et al., 2020) have implemented a gravity-based height reference datum, where instead of laborious geodetic leveling the redefinition of the national vertical datum is realised through geoid modelling. Such a high-resolution geoid model enables measurements of elevations and depths using existing and emerging global navigation satellite system (GNSS) technologies. We emphasise that these advances are of importance for the utilisation of ALS and its contribution to interdisciplinary research (hydrography, oceanography, geodesy, geophysics, climate research, etc.). Thus, the advances made in ALS technology and geoid modelling signify a necessity for a re-examination of the performance and utilisation of ALS, which may potentially be superior to other methods.

SSH and DT are usually captured by in-situ (GNSS, wave and tide gauges, e.g., Penna et al., 2018; Varbla et al., 2020b; Xu et al., 2016), remote sensing (satellite altimetry, e.g., Archer et al., 2020; Gómez-Enri et al., 2019; Vu et al., 2018) and hydrodynamic models (e.g., Liu & Huang, 2020; Madsen et al., 2019; Slobbe et al., 2013). Whilst most of these techniques represent SSH
and DT adequately, they often suffer from temporal and spatial resolution deficiencies, accuracy uncertainties and most importantly – undisclosed and overlooked variations in their vertical reference datums. For instance, satellite altimetry has coarse spatial and low temporal resolution (orbital cycles of satellite missions vary between 10–35 days). On approaching coastal areas, the satellite altimetry accuracy deteriorates due to approximations in atmospheric, sea state and geophysical corrections, as well as waveform distortions caused by coastal inhomogeneities (e.g., Cipollini et al., 2017; Vignudelli et al., 2019). Whilst modern tide gauges provide good (centimetre-level) accuracy with high temporal resolution (up to seconds), they are restricted spatially to the land bounded coastal locations. Contrarily, hydrodynamic models (HDMs) can derive DT with high spatial and temporal resolution. A major flaw of HDMs, however, is their unknown accuracy due to modelling set-up and associated errors (e.g., boundary conditions, forcings, parameterisations, etc.) and more so due to their arbitrary vertical reference datums (e.g., Jahanmard et al., 2021; Slobbe et al., 2013; Varbla et al., 2020a).

Instead, ALS systems are capable of high spatial resolution SSH monitoring for large areas within a short time frame. Accuracy of an aircraft mounted LiDAR (light detection and ranging) device that emits laser pulses and registers reflections from a land surface is usually estimated to be 5–15 cm (e.g., Huisings & Gomes Pereira, 1998; Van der Sande et al., 2010). Less reflective liquid surfaces (e.g., Höfle et al., 2009; Huang et al., 2012) are registered with a similar accuracy (Cocard et al., 2002; Gruno et al., 2013; Julge et al., 2014; Zlinszky et al., 2014) within near-nadir data corridor. The resulting vertical ranges are used to generate along-route 3D point clouds as opposed to SSH profiles provided by other methods (e.g., shipborne GNSS or satellite altimetry).

The ALS-measured instantaneous SSH can be used indirectly to derive many other datasets. For instance, geoid heights can be reckoned from SSH if DT is known from other sources. Such information is invaluable for the validation of marine geoid models, as conventional precise GNSS-levelling control points cannot be established offshore. This is especially important considering that accurate geoid models are needed to improve coastal mean DT estimates (Huang, 2017) and detect significant mean DT signals on smaller spatial scales that cannot be identified by utilising, e.g., global geopotential models (Idžanović et al., 2017).

Exploiting the advantages of different aforementioned techniques, this study demonstrates a method that combines oceanographic and geodetic approach to determine DT. The tide gauge derived DT is used to validate the HDM embedded DT and estimate the dynamic bias between the HDM and a vertical datum (see also Jahanmard et al., 2021; Varbla et al., 2020a, 2020b). Thus, the employed methodology allows not only the validation of geoid models, but also the determination of accurate DT and deficiencies in HDMs.

Besides the SSH low-frequency component (geoid and DT), LiDAR also allows the detection of smaller scale marine processes, e.g., surface waves. This has previously been conducted using a fast Fourier transform to obtain the wave number spectrum (e.g., Huang et al., 2012; Hwang et al., 2000) and by direct mapping of the sea surface (Vrbancich et al., 2011). Another direct method to determine sea surface geometry was hinted by Varbla et al. (2020a). Given the vast amount of 3D point cloud data a deeper exploration in terms of methodology and re-analysis is now performed. Such quantification of surface waves properties contributes vitally to the understanding of the coastal processes (e.g., erosion and sediment transport), sea state and extreme events, as well as for the validation of wave models. Currently, many coastal and marine applications still rely on wave data from discrete locations (e.g., wave gauges) that do not reflect the extensive wave dynamics (e.g., waves refraction, coupling, breaking). Thus, a practical case study is conducted to illustrate applicability of the developed method and the obtainable wavefield properties.

This paper thus examines some of the under-utilised and unexplored applications of using portable ALS systems: (i) accurate determination of the low-frequency component of instantaneous SSH that can be used for the validation of geoid models and examination of deficiencies in HDMs, and (ii) investigation of the high-frequency component to quantify the properties of surface waves.

**ALS measurements and synergy with hydrodynamic models**

**Background theory**

The ALS measured SSH (SSHALS) plays a crucial role in the geoid modelling result verifications, as well as in the HDM derived DT (DTHDM) evaluation with respect to a geoid model. The resulting discrepancies provide useful clues on the performance of HDMs and geoid signals/models in both spatial (for identifying problematic locations) and temporal (not dealt within the scope of this study) contexts. The HDMs, however, may possess a bias relative to a geodetic reference system (Jahanmard et al., 2021; Varbla et al., 2020a, 2020b). This dynamic bias has a low-frequency component that changes temporally and spatially (Lagemaa et al., 2011). The dynamic bias values

\[
DB(\phi^T_G, \lambda^T_G) = D_{T,HDM}(\phi^T_G, \lambda^T_G) - D_{T,CG}(\phi^T_G, \lambda^T_G)
\]
can be estimated at the locations of tide gauge stations with coordinates \((\phi_{i}^{TG}, \lambda_{i}^{TG})\), where \(DT_{TG}\) denotes tide gauge obtained DT and \(i\) time-instance of an ALS measurement. Due to its low-frequency nature, the dynamic bias at other locations \((\phi_{i}, \lambda_{i})\) can be assumed equal (within limited spatial domain) to the one at tide

**Figure 1.** Derivation of the ALS-based geoidal height \(N_{ALS}\). Notice that the depicted dynamic bias is negative (cf. Equation 1).

**Figure 2.** 10.05.2018 ALS campaign (numbers 1–7 signify the sequence of flight routes). Dotted isolines depict the NKG2015 geoid model (units in meters), whereby the bottom colour bar shows its discrepancies with respect to the ALS-based geoidal heights (see also Figure 3(f); the used HDM is HBM-EST). Coloured background shows uncorrected HBM-EST embedded DT (see the top colour bar) at 09:00 UTC. Red circles denote the employed tide gauges. The black and red arrows depict waves (height 0.7 m) and wind (speed 10.7 m/s) directions according to Suomenlahi aaltopippu wave station and Kalbådagrund meteorological station, respectively (during the 6th profile measurements at 09:30 UTC). Dashed lines depict the country borders.
gauge or estimated using, e.g., linear interpolation. The bias (DB) eliminated DT estimates combined with the SSH<sub>ALS</sub> provide then the marine geoid heights (N<sub>ALS</sub>; cf. Figure 1) as

\[ N_{ALS}(\varphi, \lambda) = SSH_{ALS}(\varphi_i, \lambda_i) - [DT_{HDM}(\varphi_i, \lambda_i) - DB(\varphi_i, \lambda_i)] \]  

(2)

An intercomparison between N<sub>ALS</sub> and geoid models (N<sub>Model</sub>) can now reveal abnormalities that may occur due to underestimated hydrodynamical processes in HDMs and/or geoid model errors as

\[ D(\varphi, \lambda) = N_{Model}(\varphi, \lambda) - N_{ALS}(\varphi, \lambda), \]  

(3)

where \( D \) is the discrepancy. As the marine geoid is usually only roughly known compared to on land (where precise GNSS-levelling control points are available and used for fitting gravimetric geoid models to the national vertical datum), the method allows identification of areas where further exploration may be required.

### ALS survey and data processing

A marine ALS survey was performed on 10.05.2018 in the Gulf of Finland (at the eastern section of the Baltic Sea located in the Northern Europe; Figure 2) within the frames of routine mapping of offshore islands. The Estonian Land Board’s survey plane Cessna Grand Caravan 208B mounted RIEGL VQ-1560i LiDAR Scanning System (operating at wavelength 1064 nm and pulse repetition rate 1 MHz) was employed. An operational flight altitude of around 1200 m yielded the width of the SSH data corridor ca 1000–1200 m and LiDAR footprint diameter 0.3 m, which is smaller than in most previous studies (e.g., Hwang et al.,
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**Figure 3.** Profile comparisons between (a) raw (uncorrected) HDM embedded DT<sub>HDM</sub>(\(\varphi_i, \lambda_i\)) and the estimated bias values DB(\(\varphi_i, \lambda_i\)), (b) corrected HDM data (Equation 2, the term within the square brackets), (c, d) EST-GEOID2017 and (e, f) NKG2015 validation results (Equation 3), whereas legends show the correspondingly applied DT corrections (no correction means that N<sub>ALS</sub> = SSH<sub>ALS</sub> in Equation 3). All comparisons consider 2875 data points; time is in UTC on 10.05.2018 (horizontal axes). Average and standard deviations of discrepancies are denoted by \( \mu \) and \( \sigma \), respectively.
The ALS measurements were acquired with a total flight time of approximately 1.2 hours that comprised of seven separate profiles (Figure 2).

The airborne GNSS and inertial measurement unit datasets were utilised for flight trajectory calculations with respect to the nearby Estonian national GNSS reference stations (Metsar et al., 2018). The RIEGL RiProcess software and standard workflow (e.g., Gruno et al., 2013) were used to compute 3D coordinate points that depict instantaneous SSH (with respect to the reference ellipsoid GRS-80). This massive point cloud dataset was further processed to obtain the low- and high-frequency (see Section “ALS-derived properties of surface waves”) SSH components. Although data quality is generally uniform, a systematic upward curve in data corridor edges (effect subsides generally inwards 300–400 m from an edge) was detected (Varbla, 2019). A likely cause is the scanner scale error (e.g., Kumari et al., 2011). To avoid error propagation to the results only the mid-corridor ALS data (50 m across-track from the nadir position to each side) was considered in the low-frequency SSH signal determination computations.

To determine the low-frequency component of the ALS-based SSH a 2D moving average low-pass filter was employed (method denoted as M1). The $1116 \times 100$ m (along- and across-track directions, respectively) filtering window length was defined to match the regional geoid models’ spatial resolution (0.01 × 0.02 arc-deg), whereby the filtering step (i.e., the distance between filtering windows centres; the windows overlap) was set 62 m (corresponding to aircraft’s average speed m/s). Filter windows are centred at the plane’s nadir and oriented along the trajectory. The processing resulted in 62 m resolution along-nadir height profiles ($SSH_{ALS}$), as well as standard deviation values and point cloud densities within the filter windows (the total length of profiles is 184.4 km). The corresponding average point cloud density is 6.2 p/m$^2$ (for the centre 100 m of the SSH data corridor, i.e., near-nadir point cloud density). If the 1000 m wide SSH data corridor is examined instead, the average point cloud density decreases to 2.9 p/m$^2$. This suggests that the pulse energy is reflected away from the LiDAR sensor more often at the SSH data corridor edges. Contrarily, the expected point cloud density over dry land with the used scanning system is 9.0 p/m$^2$ when using the same survey parameters.

**Dynamic topography data**

The utilisation of a HDM plays an imperative role in determining and comparing the offshore DT during the ALS survey. Two regional HDM models, HBM-EST (Estonian implementation of the HIROMB-BOOS model; http://emis.msi.ttu.ee/download/) and assimilated NEMO-Nordic, were employed. Both contain hourly DT data, whereby their spatial resolutions are 0.5 and 1.0 nautical miles, respectively (for details see Hordoïr et al., 2019; Lagemaa, 2012). Three nearby Estonian and two Finnish tide gauges (cf. Figure 2) were used to validate the HDMs and estimate dynamic bias between these and the EVRS (European Vertical Reference System) based Estonian national vertical datum EH2000. The Estonian tide gauges are pressure sensor equipped (Libusk et al., 2013) and rigorously connected into recently renovated national high-precision levelling network, whereby their zero values coincide with the geoid surface (Kollo & Ellmann, 2019). The tide gauge-derived DT is thus also referred to the geoid model. To make the Finnish tide gauge readings compatible a height conversion has been applied similarly to Kollo and Ellmann (2019).

Linear interpolation was used to grid (retaining the original HDM resolution) the dynamic bias estimates (Equation 1) over the study area (results are shown in Figure 3(a)). ALS-determined geometric marine geoid heights $N_{ALS}$ were then derived by combining the dynamic bias eliminated DT estimates (cf. Figure 3(b)) with the $SSH_{ALS}$ (Equation 2). The derived $N_{ALS}$ profiles were compared to the shipborne GNSS determined geometric geoid heights profiles presented in Varbla et al. (2020b). Note that DT for both ALS and shipborne GNSS based geoid heights profiles was estimated by using the HBM-EST HDM. The comparisons at 13 intersections yielded a standard deviation estimate of 3.3 cm and an average difference of 1.2 cm (the ALS profiles being higher than the shipborne GNSS-based ones), hence indicating good agreement and reinforcing thus the validity of the ALS data quality (and vice versa).

**Comparisons with geoid models**

Two regional high-resolution (both 0.01 × 0.02 arc-deg, i.e., approximately 0.6 nautical miles) quasi-geoid models EST-GEIOID2017 (Ellmann et al., 2020) and NKG2015 (Ägren et al., 2016) were validated and used to examine the HDM-derived DT by employing the ALS-determined marine geoid heights (Equation 3; note that over the marine areas the quasigeoid coincides with the geoid). The EST-GEIOID2017 is widely used by the Estonian surveying industry as the official national geoid model for converting the GNSS derived ellipsoidal heights into normal heights, whereas NKG2015 is used in the North-Europe countries. A comprehensive review of the models and comparisons between their surfaces are presented in Varbla et al. (2020b). The ALS-based validations (by considering 2875 data points altogether) are shown in
The applied methodology revealed several aspects with respect to the different sources of data, with the ALS results providing the only “true” in-situ source in the offshore domain. Firstly, the validation accuracies (in terms of standard deviation) are 1.7–1.8 cm and 3.9–4.1 cm for EST-GEOID2017 and NKG2015, respectively (Figure 3 sub-plots d and f). This suggests that an accuracy better than 5 cm can be achieved from the developed method. The significantly better performance of EST-GEOID2017 (by a factor of 2) is largely due to the inclusion of new shipborne marine gravity data in the southern half of the Gulf of Finland (acquired during a marine gravity campaign in July 2017) that are not considered in the NKG2015 computation (Varbla et al., 2020b). Roughly 1 dm geoid modelling improvement can be detected (compare Figure 3 sub-plots d and f at 08:50 UTC) in the profile 2 region (cf. Figure 2) where a gravity data void existed previously, thus emphasizing possibilities for better marine geoid modelling. Such ALS analysis can thus reveal poor performance areas of geoid models.

Secondly, the discrepancy comparisons of both quasigeoid models reveal similar negative gradients for profiles 1 and 3 towards shore and in the eastern half of profile 4 (cf. Figure 2, 3(d,f)). EST-GEOID2017 assessment with GNSS-leveling control points by Ellmann et al. (2020, Figure 8) supports this revelation (a control point close to the beginning of profile 1 reveals a ~0.8 cm discrepancy). This suggests aggravating impact of gravity data voids, as well as possible errors in the near coast gravity data and that geoid modelling can be further improved in the area. However, note that besides geoid modelling errors, such similar discrepancies between assessments may also indicate problematic areas in the HDMs. Hence, by utilising various geoid models more confident evaluations can be conducted.

Thirdly, the conducted assessments reveal the deficiencies of HDMs. It is obvious from the dynamic bias differences (see Figure 3(a)) that different reference datums are used for the HDMs’ compilation. The 3 dm dynamic bias of NEMO is significantly larger than the one of HBM-EST. Such a bias in offshore must be determined and removed for practical applications. On the contrary, the dynamic bias of NEMO appears to be less varying (significant variations over such a relatively small study area suggest HDM deficiencies) during the survey compared to HBM-EST. The ALS-based validation standard deviation improvements (e.g., 3.4 cm to 3.0 and 2.6 cm for HBM-EST and NEMO, respectively) by considering raw HDM data compared to no correction (i.e., \( N_{\text{ALS}} = \text{SSH}_{\text{ALS}} \)) in Equation 3 could suggest that NEMO is capable of deriving sea surface dynamics more accurately (cf. Figure 3 sub-plots c and e). However, a likely cause may also be in the models’ set-up differences. After bias removal (Figure 3(b)) the results are similar (Figure 3 sub-plots d and f). Whilst some identified discrepancies could be due to the geoid modelling, it would also be possible to identify HDM-caused discrepancies with a repeat ALS survey. The discrepancy variations between surveys could then reveal problematic areas that may need a closer look in compilation of future HDMs.

**ALS-derived properties of surface waves**

From the high-frequency component of raw ALS point cloud data the sea surface waves can be identified. Quantification of their properties has been performed using a 2D fast Fourier transform procedure (e.g., Huang et al., 2012; Hwang et al., 2000) or directly (Vrbancich et al., 2011). In this study a new direct method was developed (denoted as M2) to derive spatial distribution of surface waves properties, which were validated with in-situ wave gauge data (Figure 2). This method first involved a reconstruction of the raw instantaneous SSH as a 1 × 1 m resolution grids using an inverse distance weighted interpolation (a procedure that also reduces potential data noise). Secondly, wavelengths defined as horizontal distances between wave crests (defined as local maxima) were determined and constructed into 1 m resolution along-nadir profiles. Thirdly, wave heights were estimated as differences between along-nadir moving maximum and minimum filters with a 1 m step. The filters’ length (\( \xi \)) was defined as

\[
\xi(\varphi_i, \lambda_i) = 2\Lambda(\varphi_i, \lambda_i) + 1 + 2\Lambda(\varphi_i, \lambda_i),
\]

where \( \Lambda \) denotes the wavelength of the surface waves. The algorithm checks along-nadir SSH in a forward and backward direction two wavelengths each, but also considers that the wave crest or trough may occur to be at the current location with coordinates \((\varphi, \lambda)\) – this is denoted by the 1. The \( \xi \) was defined to be longer than the detected wavelengths (determined in step two) to avoid unrealistically low wave height estimates due to occasional overlapping waves, which resulted in shorter wavelength estimates as multiple wave crests were detected on a single wave (i.e., if \( \xi \) was defined shorter, on such occasions the determination of actual wave crests and troughs may have been unattainable). Although this also means that in other times multiple waves are considered simultaneously (i.e., when wavelengths are estimated correctly), it is assumed that there is no difference between the wave heights within such a short distance (note that the approach determines the highest wave within the filters’ length).
Finally, a moving average low-pass filter was applied to generalise the results (e.g., to filter out the estimated shorter wavelengths due to occasional overlapping waves). After removing outliers, a discrete sum of absolute differences function between filtered and reconstructed (step three) signals was first compiled for each profile separately. Maximum test filter length was always set to 2000 m (arbitrary estimate that was determined suitable during the compilation of the filter). Based on the sum of absolute differences function a new function was next compiled by using a three-point centred moving standard deviation. The final filter length was then defined as a value where the new function values reached first time 1/3 of its mean standard deviation. Such filtering resulted in reasonably smoothed wavelength and height profiles without changing the general trends (filter lengths were generally within 150–250 m). The computed wavelengths and heights are shown in Figure 4. High correlation ($r = 0.948$) between M1-derived standard deviation values and M2-derived wave heights reinforces the assumption of properly reconstructed instantaneous SSH.

During the ALS survey the majority of sea wavelengths varied between 5.9–10.2 m and heights 0.14–0.55 m (Figure 4), whereby higher waves were observed mostly in the NW section of the study area (profiles 5–7; cf. Figure 2). The general trend of these higher wave heights agrees well with the wave buoy (Suomenlahti aaltopoju) data of 0.7 m (cf. Figure 2). The $1 \times 1$ m data grids allowed also to estimate surface wind waves directions (not obtainable from wave gauges). Good agreement with the HDMs-embedded wind directions can be seen in Figure 4, whereas slight differences are expected due to the narrow shape of the Gulf of Finland (Pettersson et al., 2010). Notice that the HBM-EST-embedded wind data (Figure 4(a)) agrees better with both the meteorological stations measured wind and ALS-estimated waves directions than the NEMO model data (Figure 4(b)).

Figure 4. ALS-derived (a) wavelengths and (b) heights of the surface waves. The scaled grey vectors depict (a) HBM-EST and (b) NEMO HDMs embedded wind data (on 10.05.2018 at 09:00 UTC), whereas the scaled red arrows denote the actually measured wind data. The offshore black arrows (non-scaled) show ALS-estimated surface wind waves directions. Dashed black line depicts the Estonian marine border.
expected, Figure 4 also shows waves magnitude dependency on wind speed. Correlation coefficients between ALS-derived wave heights and HDM-embedded wind speeds from HBM-EST and NEMO are 0.846 and 0.795, respectively. Wavelengths, however, are not so well correlated with the HDMs-embedded wind speeds. The respective correlation coefficients are 0.647 and 0.584.

In addition to the wind-generated surface waves the ALS measurements also detected lower frequency swells on the background (Figure 5). A standard MATLAB signal processing low-pass filter was employed to extract the swells features from the ALS-measured sea surface (surface wind waves in Figure 5 were derived by subtracting the determined swell signal from the ALS measured combined signal). The filter’s sampling frequency of 62 Hz was defined according to the average speed of the aircraft (62 m/s) and the resolution of the used grids (1 × 1 m). As the ALS measurements result essentially in a snapshot of the sea surface, it is assumed that the used sampling frequency is constant in every direction with respect to the trajectory of the aircraft (i.e., the angle between the trajectory and the examined sea surface profile). It was then determined that a passband frequency of 0.5 Hz allows estimation of realistic swells features (this value roughly corresponds also to the estimated average wavelength of swells divided by the average speed of the aircraft). The derived wavelengths of swells agree well (within a few metres) with those measured directly from the computed grids. Also, notice good countability of swell crests (along the profile) from both the 3D sea surface model and the 2D graph in Figure 5. Wavelengths of the detected swells are generally 30–40 m with wave heights of 0.05–0.12 m.

The ALS measurements indicate a rather calm sea, whereby the sea surface was notably smooth in the eastern study area with wave heights mostly around or below 2 dm (Figure 4b). Earlier studies (Huang et al., 2012; Julge et al., 2014; Magalhaes et al., 2013; Zlinszky et al., 2014) indicate that such a smooth sea surface degrades the acquired ALS data.
Discussion and summary

ALS offers a significant capability for instantaneous and accurate SSH measurements especially in the off-shore domain, which introduces new possibilities for interdisciplinary research. Validation of different marine models (e.g., geoid and hydrodynamic models) and dynamics to identify problematic locations, as well as high-resolution mapping of the wavefield properties can be conducted. For instance, accurate spatio-temporal measurements of the wavefield (e.g., by combining geometry information and wave periods) could be used for the calibration of the wave radars and buoys, sea state parameters, and for the calibration and validation of wave models. Given the climate change effects on coastal areas (e.g., extreme events, flooding, coastal erosion) the contribution of ALS is expected to provide new insight and solutions. In addition, simultaneous satellite-derived and ALS-measured SSH and waves properties would allow to assess the satellite data quality.

Remember also that the developed method of this study has potential to reveal problematic areas and naturally occurring phenomena that are poorly described by the used HDM (i.e., discrepancies between the actual and modelled DT manifest as errors in the HDM-based DT). This can be done by conducting repeat ALS surveys, which would reveal both the reoccurring and time-variable discrepancies. Note that the geoid is a comparatively static surface, meaning that the reoccurring discrepancies likely describe the geoid model errors. The DT, on the other hand, varies in time. This suggests that the time-variable discrepancies could be caused by errors in the HDM that is used to describe the DT during the ALS survey. As certain HDM processes can be over-/under-estimated due to a particular model set-up, the method provides means to identify and quantify such problems. Hence, deeper examination is needed for ALS’ utilisation for many other purposes besides determining accurate SSH and surface waves.

Although ALS technology is still relatively expensive compared to some alternative sensors, national authorities are beginning to exploit ALS’ capabilities more frequently. A beneficial practice for the research community would hence be the distribution of ALS data over marine areas. Yet currently, ALS data is discarded, or the ALS system is turned off entirely over marine areas. The current study is a proof of concept that the research value SSH data can be acquired not only by specially designed ALS equipment but also by using standard ALS mapping routines and portable equipment. For instance, a portable ALS system could be mounted on aircrafts that are used for environmental and marine monitoring, e.g., for oil spills detection that are nowadays conducted regularly by various agencies. Potential future direction (e.g., for coastal monitoring) could also be unmanned aerial vehicle mounted LiDAR devices resulting in cheaper operational costs.

Acknowledgments

The research is supported by the Estonian Research Council grants “Development of an iterative approach for near-coast marine geoid modelling by using re-tracked satellite altimetry, in-situ and modelled data” [grant number PRG330] and “Wave dynamics for coastal engineering and management: the advantages and challenge of the Lagrangian perspective” [grant number PRG1129]. Grünthal, E. from the Estonian Land Board provided the coordinated ALS point clouds. Kaleva, L. from the Estonian Environmental Agency provided the used raw tide gauge data, which were then revised by Kollo, K. from the Estonian Land Board. A special thanks to the Swedish Meteorological and Hydrological Institute (SMHI) for their cooperation in obtaining NEMO-Nordic model data. The three anonymous reviewers are thanked for their contribution to the quality of the manuscript. The processed ALS data used in the study is made available through SEANOE data repository: https://doi.org/10.17882/76491.

Funding

This work was supported by the Estonian Research Council [PRG1129, PRG330].

ORCID

Sander Varbla http://orcid.org/0000-0003-3031-8645
Artu Ellmann http://orcid.org/0000-0002-5512-8461
Huang, J. (2017). Determining coastal mean dynamic topography by geodetic methods. Geophysical Research Letters, 44(21), 11125–11128. https://doi.org/10.1002/2017GL076020

Huang, Z.-C., Reineman, B. D., Lenain, L., Melville, W. K., & Middleton, J. H. (2012). Airborne lidar measurements of wave energy dissipation in a coral reef lagoon system. Journal of Geophysical Research, 117(C3), C03016. https://doi.org/10.1029/2011JC007203

Huisings, E. J., & Gomes Pereira, L. M. (1998). Errors and accuracy estimates of laser data acquired by various laser scanning systems for topographic applications. ISPRS Journal of Photogrammetry and Remote Sensing, 53(5), 245–261. https://doi.org/10.1016/S0924-2716(98)00113-6

Hwang, P. A., Krabill, W. B., Wright, W., Swift, R. N., & Walsh, E. J. (2000). Airborne scanning lidar measurement of ocean waves. Remote Sensing of Environment, 73(2), 236–246. https://doi.org/10.1016/S0034-4257(00)00098-5

Idžanović, M., Ophaug, V., & Andersen, O. B. (2017). The coastal mean dynamic topography in Norway observed by CryoSat-2 and GOCE. Geophysical Research Letters, 44(11), 5609–5617. https://doi.org/10.1002/2017GL073777

Jahanmard, V., Delpeche-Ellmann, N., & Ellmann, A. (2021). Realistic dynamic topography through coupling geoid and hydrodynamic models of the Baltic Sea. Continental Shelf Research, 222, 104421. https://doi.org/10.1016/j.csr.2021.104421

Julge, K., Gruno, A., Ellmann, A., Liibusk, A., & Oja, T. (2014, May 26–29). Exploring sea surface heights by using airborne laser scanning [Paper presentation]. 2014 IEEE/OES Baltic international symposium, Tallinn, Estonia. https://doi.org/10.1109/BALTIC.2014.6887853

Kollo, K., & Ellmann, A. (2019). Geodetic reconciliation of tide gauge network in Estonia. Geophysics, 54(1), 27–38. http://www.geophysics.org/pdf/geophysics_2019_54_kollo.pdf

Kumari, P., Carter, W. E., & Shrestha, R. L. (2011). Adjustment of systematic errors in ALS data through surface matching. Advances in Space Research, 47(10), 1851–1864. https://doi.org/10.1016/j.asr.2010.12.015

Lagema, P. (2012). Operational forecasting in Estonian marine waters [Doctoral dissertation]. Tallinn University of Technology. Digital Collection of TalTech Library. https://digikogu.taltech.ee/en/item/74037505-e23e-4843-9b9f-84fdec7f4e7b

Lagema, P., Elken, J., & Köuts, T. (2011). Operational sea level forecasting in Estonia. Estonian Journal of Engineering, 17(4), 301–331. https://doi.org/10.3176/enj.2011.03.03

Li, X., Crowley, J. W., Holmes, S. A., & Wang, Y.-M. (2016). The contribution of the GRV-A airborne gravity to geoid determination in the Great Lakes region. Geophysical Research Letters, 43(9), 4358–4365. https://doi.org/10.1002/2016GL068374

Liibusk, A., Ellmann, A., Köuts, T., & Jürgenson, H. (2013). Precise hydrodynamic leveling by using pressure gauges. Marine Geodesy, 36(2), 138–163. https://doi.org/10.1080/01490419.2013.771594

Liu, W.-C., & Huang, W.-C. (2020). Investigating typhoon-induced storm surge and waves in the coast of Taiwan using an integrally-coupled tide-surge-wave model. Ocean Engineering, 212, 107571. https://doi.org/10.1016/j.oceaneng.2020.107571

Madson, K. S., Hoyer, J. L., Suursaar, U., She, J., & Knudsen, P. (2019). Sea level trends and variability of the Baltic Sea from 2D statistical reconstruction and altimetry. Frontiers in Earth Science, 7, 243. https://doi.org/10.3389/feart.2019.00243
Magalhaes, J. M., Da Silva, J. C. B., Batista, M., Gostiaux, L., Gerkema, T., New, A. L., & Jeans, D. R. G. (2013). On the detectability of internal waves by an imaging lidar. Geophysical Research Letters, 40(13), 3429–3434. https://doi.org/10.1002/grl.50669

Metsar, J., Kollo, K., & Ellmann, A. (2018). Modernization of the Estonian national GNSS reference station network. Geodesy and Cartography, 44(2), 55–62. https://doi.org/10.3846/gac.2018.2023

National Geodetic Survey. (2013). The National Geodetic Survey ten-year strategic plan, 2013–2023: Positioning America for the future.

Penna, N. T., Morales Maqueda, M. A., Martin, I., Guo, J., & Foden, P. R. (2018). Sea surface height measurement using a GNSS wave glider. Geophysical Research Letters, 45(11), 5609–5616. https://doi.org/10.1002/2018GL077950

Pettersson, H., Kahma, K. K., & Tuomi, L. (2010). Wave directions in a narrow bay. Journal of Physical Oceanography, 40(1), 155–169. https://doi.org/10.1175/2009JPO4220.1

Slobbe, D. C., Verlaan, M., Kees, R., & Gerritsen, H. (2013). Obtaining instantaneous water levels relative to a geoid with a 2D storm surge model. Continental Shelf Research, 52, 172–189. https://doi.org/10.1016/j.csr.2012.10.002

Van der Sande, C., Soudarissanane, S., & Khoshelham, K. (2010). Assessment of relative accuracy of AHN-2 laser scanning data using planar features. Sensors, 10(9), 8198–8214. https://doi.org/10.3390/s100908198

Varbla, S. (2019). Assessment of marine geoid models by shipborne GNSS and airborne laser scanning profiles [Master’s thesis], Tallinn University of Technology. Digital Collection of TalTech Library. https://digikogu.taltech.ee/en/item/9b1e0fb0-2739-40ff-8cd9-1868454bbcfb

Varbla, S., Ellmann, A., & Delpeche-Ellmann, N. (2020a). Utilizing airborne laser scanning and geoid model for near-coast improvements in sea surface height and marine dynamics. Journal of Coastal Research, 95(sp1), 1339–1343. https://doi.org/10.2112/JS95-257.1

Varbla, S., Ellmann, A., & Delpeche-Ellmann, N. (2020b). Validation of marine geoid models by utilizing hydrodynamic model and shipborne GNSS profiles. Marine Geodesy, 43(2), 134–162. https://doi.org/10.1080/01490419.2019.1701153

Véroneau, M., & Huang, J. (2016). The Canadian geodetic vertical datum of 2013 (CGVD2013). Geomatica, 70(1), 9–19. https://doi.org/10.5623/cig2016-101

Vignudelli, S., Birol, F., Benveniste, J., Fu, -L.-L., Picot, N., Raynal, M., & Roinard, H. (2019). Satellite altimetry measurements of sea level in the coastal zone. Surveys in Geophysics, 40(6), 1319–1349. https://doi.org/10.1007/s10712-019-09569-1

Vrbancich, J., Lieff, W., & Hacker, J. (2011). Demonstration of two portable scanning LiDAR systems flown at low-altitude for investigating coastal sea surface topography. Remote Sensing, 3(9), 1983–2001. https://doi.org/10.3390/rs3091983

Vu, P. L., Frappart, F., Darrozes, J., Marieu, V., Blarel, F., Ramillien, G., Bonnefond, P., & Birol, F. (2018). Multi-satellite altimeter validation along the French Atlantic coast in the southern bay of Biscay from ERS-2 to SARAL. Remote Sensing, 10(1), 93. https://doi.org/10.3390/rs10010093

Xu, X.-Y., Xu, K., Shen, H., Liu, Y.-L., & Liu, H.-G. (2016). Sea surface height and significant wave height calibration methodology by a GNSS buoy campaign for HY-2A altimeter. IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing. 9(11), 5252–5261. https://doi.org/10.1109/JSTARS.2016.2584626

Zlinszky, A., Timár, G., Weber, R., Székely, B., Briese, C., Ressl, C., & Pfeifer, N. (2014). Observation of a local gravity potential isosurface by airborne lidar of Lake Balaton, Hungary, Solid Earth, 5(1), 355–369. https://doi.org/10.5194/se-5-355-2014