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Abstract

We study the first non-planar correction to gluon scattering amplitudes in $\mathcal{N} = 4$ SYM theory. The correction takes the form of a double trace partial amplitude and is suppressed by one power of $1/N$ with respect to the leading single trace contribution. We extend the duality between planar scattering amplitudes and null polygonal Wilson loops to the double trace amplitude. The new duality relates the amplitude to the correlation function of two infinite null polygonal Wilson lines that are subject to a quantum periodicity constraint. We test the duality perturbatively at one-loop order and demonstrate it for the dual string in AdS. The duality allows us to extend the notion of the loop integrand beyond the planar limit and to determine it using recursion relations. It also allows one to apply the integrability-based pentagon operator product expansion approach to the first non-planar order.
# 1 Introduction

The gluon S-matrix of an interacting gauge theory in four spacetime dimensions is an extremely rich and interesting object. A major simplification emerges in the large $N$ 't Hooft limit, in which the amplitude is reorganized in terms of 2-dimensional topologies of the 't Hooft diagrams. The leading order of this expansion is known as the planar amplitude, for which the diagrams have the topology of a disk. In the past ten years there has been major progress in the computation of planar scattering amplitudes in general and in $\mathcal{N} = 4$ SYM theory in particular, see \[1\] for a recent review.

This progress has been driven, to a large extent, by a surprising duality between planar scattering amplitudes and polygonal Wilson loops in $\mathcal{N} = 4$ SYM theory \[2–5\]. This duality is directly tied to the Yangian symmetry of the amplitude \[6, 7\] and has been useful in two major ways. First, the duality allows one to relate the momentum loop integrands of different Feynman diagrams in a physically meaningful way. The corresponding loop integrand can be recursively constructed at any loop order \[8\]. The second way is the application of non-perturbative integrability methods to calculating amplitudes. It turns out that integrability is most useful for computing the planar amplitudes using their dual representation in terms of polygonal Wilson loops \[9, 10\]. In this approach the Wilson loop expectation value takes the form of a sum over two-dimensional excitations that propagate on top of the Gubser-Klebanov-Polyakov (GKP) flux tube \[11, 12\]. As the dynamics of GKP excitations are well understood at finite coupling \[13\], the duality between the amplitudes and the Wilson loops opens the door for the finite coupling computation of the amplitude.

Evaluation of the full amplitude also requires being able to calculate the higher order corrections in the $1/N$ expansion, which, in turn, requires new ideas and techniques. One such idea is presented in this paper. It allows one to apply the techniques outlined above to the non-planar corrections.

Let us outline the main idea. One way of obtaining higher genus Riemann surfaces is to start with a disk and glue different segments of its boundary together. Going in the opposite direction, one may start with a Riemann surface and cut it open along all its cycles back into a disk. This is exactly the approach we will take, but instead of working in position space, we will be working in dual momentum space.\(^1\) The crucial point that allows us to do it is the fact that the spacetime momentum that flows around any cycle of the 't Hooft diagram can be defined in a physically meaningful way. Fixing these cycle loop momenta has the effect of cutting the Riemann surface open. The integration over these momenta is related to the integration over the moduli space of a dual two-dimensional surface. The resulting sum of the disk diagrams has a dual description in terms of a Wilson lines correlator with certain periodicity constraints that correspond to gluing at the disk boundary. Once the amplitude has been mapped onto a disk at the expense of stripping away the cycles’ loop integrations, all the planar techniques can be applied to it. This will be done in detail for the leading non-planar correction, for which the 't Hooft diagrams have a cylindrical topology. The generalization to higher orders in the $1/N$ expansion will be briefly described in the discussion section.

The paper is organized as follows. In section 2 the cylindrical duality is stated and the

\(^1\)See \[14\] for a different approach of cutting and gluing that works directly in position space (see also \[15\]).
conventions are set. Section 3 is dedicated to demonstrating how the duality comes about in a simple toy model – the double scaling limit of the $\gamma$-deformed $\mathcal{N} = 4$ SYM theory. Next, in section 4 a T-duality transformation is performed on a string in AdS with the topology of a cylinder and the holographic dual is found. In section 5 an explicit check of the duality in $\mathcal{N} = 4$ SYM is carried out at leading order in perturbation theory. In section 6 the BCFW recursion relation for the cylindrically cut amplitude is derived at the Born level. In section 7 the planar loop integrand is generalized for the case of the cylindrically cut amplitude and in section 8 a recursion relation is derived for it. In section 9 the role played by superconformal symmetry is clarified. Finally, in section 10 a discussion of future applications and extensions of the duality is presented.

2 The cylindrical duality

Here, we put forward a precise conjecture for a duality between double trace amplitude and a correlation function between two infinite null polygonal Wilson lines subject to a quantum periodicity constraint. Let us first outline the reason why these two observables are related to each other. The string dual of the double trace amplitude has the topology of a cylinder. If one considers the universal cover of the cylinder, which is a strip, then the double trace amplitude appears as a single trace one with infinitely many external particles subject to a periodicity constraint. The standard duality map between single trace amplitudes and null polygonal Wilson loops is then applied to this object.

There are a few important subtleties to consider. The first one has to do with the relative ordering of the traces. We consider the double trace partial amplitude with $n$ ordered particles in one trace and $m$ in the other, denoted $A_{n,m}$ [16]. In the double line notation, the leading color Feynman diagrams that contribute to this partial amplitude have the topology of a
cylinder. The two sets of ordered external momenta from the color traces, \(k_1, k_2, \ldots, k_n\) and \(k_{n+1}, k_{n+2}, \ldots, k_{n+m}\), are inserted on the two boundaries of the cylinder and their orderings are correlated through the cylinder. The coefficient of \(\operatorname{Tr}(T_1 T_2 \cdots T_n) \operatorname{Tr}(T_{n+1} T_{n+2} \cdots T_{n+m})\) in the color decomposition of the full amplitude is given by the sum of two different partial amplitudes that correspond to the two different relative orderings. The duality can be demonstrated independently for either relative orderings and therefore only one will be considered throughout this paper, see figure 2.1.

For example, the coefficient of \(\operatorname{Tr}(T_1 T_2 T_3 T_4) \operatorname{Tr}(T_5 T_6 T_7)\) in the color decomposition of the full amplitude \(A_{4,3}\) is the sum of two partial amplitudes. In the first, \(A_{4,3}(1, 2, 3, 4; 5, 6, 7)\), the color ordering \(1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 1\) in the first trace is correlated through the cylinder with the color ordering \(5 \rightarrow 6 \rightarrow 7 \rightarrow 5\) in the second trace. In the second partial amplitude, \(A_{4,3}(1, 2, 3, 4; 7, 6, 5)\), it is correlated with the reversed color ordering \(7 \rightarrow 6 \rightarrow 5 \rightarrow 7\). If one of the traces has only two particles in it, there is no way to define the relative ordering and, therefore, there is only one partial amplitude associated with this color structure.

The second subtlety is that we do not establish the duality for the full double trace partial amplitude, but for its cylinder cut, which is defined as follows. At \(L\) loops, any Feynman diagram that contributes to the amplitude has \(L\) internal momenta, \(\{l_1, \ldots, l_L\}\). We consider a curve on the diagram, \(\gamma\), that crosses a certain number of internal propagators, \(\{1/P_{\gamma(j)}^2\}\), see the blue dashed line in figure 2.1. It starts between \(k_1\) and \(k_n\) in one trace and ends between \(k_{n+1}\) and \(k_{n+m}\) in the other.\(^2\) The unintegrated Feynman diagram \(G(l_1, \ldots, l_L)\) is then multiplied by the \(\delta\)-function,

\[
\int \left( \prod_{i=1}^{L} d^4l_i \right) G(l_1, \ldots, l_L) = \int d^4l \left[ \int \left( \prod_{i=1}^{L} d^4l_i \right) G(l_1, \ldots, l_L) \times \delta^4(l - \sum_j P_{\gamma(j)}) \right]. \tag{1}
\]

where the sign of \(P_{\gamma(j)}\) is defined such that \(P_{\gamma(j)}\) is the momentum that crosses the cut in the direction that coincides with the external particle ordering \((1, 2, \ldots, n)\), see figure 2.1. Here, \(l\) is interpreted as the momentum flow around the cylinder. The cylindrically cut amplitude, \(A_{n,m}(l)\), is obtained by stripping off the integral over \(l\) and a factor of \(\lambda/N\), and summing over all Feynman diagrams. When integrated over \(l\), it gives the full amplitude,

\[
A_{n,m} = \frac{\lambda}{N} \int d^4l A_{n,m}^\gamma(l) . \tag{2}
\]

The superscript \(\gamma\) of \(A\) indicates that it depends on the choice of the cylinder cut for any diagram. Because of this dependence \(A_{n,m}^\gamma(l)\) is not yet a physical object.

Due to momentum conservation at the interaction vertices any continuous deformation of the cut of any diagram does not change the \(\delta\)-function in (1) and hence does not affect \(A_{n,m}^\gamma(l)\). For example, the green and blue curves in figure 2.1 result in the same \(A_{n,m}^\gamma(l)\). However, the red curve \(\gamma'\) in figure 2.1 winds around the cylinder and thus cannot be continuously deformed into \(\gamma\), resulting in a shift of \(l\) by the total momentum flow through the cylinder, \(q\),

\[
A_{n,m}^{\gamma'}(l) = A_{n,m}^\gamma(l + q) , \quad q = \sum_{i=1}^{n} k_i = - \sum_{j=1}^{m} k_{n+j} . \tag{3}
\]

\(^2\)The case of \(n = m = 2\) requires some extra clarification and will be discussed below.
Similarly, a curve that winds around the cylinder \( a \) times more than \( \gamma \) does would correspond to a shift in the momentum flow around the cylinder, \( l \to l + aq \). In other words, the momentum flow around the cylinder \( l \) is only well-defined modulo a shift by the total momentum flow through the cylinder,

\[
l \simeq l + q .
\]

(4)

This ambiguity in the definition of \( l \) is washed off by the integration in (2).

To construct the cylindrically cut amplitude \( \mathcal{A}_{n,m}(l) \) which does not depend on \( \gamma \) one has to sum over all possible shifts of \( l \) by an integer number of \( q \)'s. This is equivalent to summing over all winding numbers of the curves \( \gamma \) around the cylinder,

\[
\mathcal{A}_{n,m}(l) = \sum_a \mathcal{A}_{n,m}(l + aq) , \quad A_{n,m} = \frac{\lambda}{N} \int_{l \simeq l + q} d^4l \mathcal{A}_{n,m}(l) ,
\]

(5)

where the superscript \( \gamma \) of \( \mathcal{A}_{n,m}(l) \) was dropped because the sum is independent of the curve. This sum is convergent because the summand decays at least as \( 1/a^4 \) at large \( a \). One may view this sum as part of the \( l \) integration in (2). The sum converges because the amplitude is UV finite. Unlike \( \mathcal{A}_{n,m}(l) \), the cylindrically cut amplitude \( \mathcal{A}_{n,m}(l) \) is unambiguously defined and hence is a physical quantity. Moreover, it consists only of planar diagrams.

If one of the traces has only two particles in it, say \( n = 2 \) and \( m > 2 \), then there is no relative ordering of the two traces and, therefore, there is only one partial amplitude instead of two. Still, the definition of \( \mathcal{A} \) remains the same and is unambiguous. In the special case where \( n = m = 2 \) there is no ordering at all and, therefore, no orientation on the cylinder. In this case every Feynman diagram is associated with the average over two cylinder cuts. These cylinder cuts are defined as above and are related to each other by turning the cylinder inside-out. One way to derive this prescription is to start with an amplitude with more than two particles in one of the traces and take a soft limit. An example of the \( n = m = 2 \) amplitude will be studied explicitly in section 5. Appendix A further expands on this point.

The cylindrically cut amplitude \( \mathcal{A}_{n,m}(l) \) is sensitive to integration by parts in momentum space. That is, the cylinder cut of a given diagram is not the same before and after momentum integration by parts as these can shift the momentum flow around the cylinder by a total derivative. According to the definition of the cylinder cut, one has to perform the cutting (1) and the summation (5) prior to any integration by parts at the level of the Feynman diagram.\(^3\)

To specify the duality with the Wilson lines object, it is convenient to further strip off the momentum and supersymmetry \( \delta \)-functions and a Parke-Taylor-like factor as

\[
\mathcal{A}_{n,m}(l) = \frac{g_{\text{YM}}^2 n^{-2} \delta^4 (\sum k_i) \delta^8 (\sum \lambda l \tilde{\eta})}{((12) \cdots (n 1)) \langle n + 1 m + 2 \cdots (n + m n + 1) \rangle} \times \mathbb{M}_{n,m}(l) .
\]

(6)

The conjectured duality then reads

\[
\mathbb{M}_{n,m}(l) = \int d^8 \theta \mathbb{W}_{n,m}(l, \theta) \equiv \mathbb{W}_{n,m}(l) ,
\]

(7)

\(^3\)At two loops and higher, this technical detail rules out the use of reduction techniques to scalar integrals before cutting.
Figure 2.2: The periodic Wilson lines configuration that is dual to the cylindrically cut double trace amplitude. Each line consists of the ordered gluon momenta in one of the two traces. Because the total momentum in each trace is non-zero, the dual line is not closed. Instead, it is repeated periodically and forms the boundary of the universal cover of the cylinder. The separation between the two Wilson lines is equal to the momentum that flows around the cylinder, \( l \).

where \( \hat{W}_{n,m}(l, \theta) \) and the eight Grassmann variables \( \theta^A_\alpha \) are defined below. By plugging (7) into (2) one can go back to the full amplitude, for which the duality takes the form

\[
A_{n,m} = \frac{g_{YM}^{n+m-2} \delta^4 (\sum k_i) \delta^8 (\sum \lambda_i \tilde{\eta}_i)}{(\langle 1 2 \rangle \ldots \langle n \rangle) (\langle n+1 \ldots n+2 \rangle \ldots \langle n+m \ldots n+1 \rangle)} \times \frac{\lambda}{N} \times \int_{l=l+q} d^4 l \int d^8 \theta \hat{W}_{n,m}(l, \theta). \quad (8)
\]

We will now define the cylinder Wilson lines correlator \( \hat{W}_{n,m}(l, \theta) \) entering the duality (7).

The Wilson lines consist of two infinite sets of null edges \((\ldots, k_1, k_2, \ldots, k_n, k_1, \ldots)\) and \((\ldots, k_{n+1}, k_{n+2}, \ldots, k_{n+m}, k_{n+1}, \ldots)\). Cusps between \( k_{i \text{mod } n} \) and \( k_{i+1 \text{mod } n} \) are denoted by \( x_i \) and cusps between \( k_{n+j \text{mod } m} \) and \( k_{n+(j+1 \text{mod } m)} \) by \( \dot{x}_j \),

\[
x_i - x_{i-1} = k_{i \text{mod } n}, \quad \dot{x}_j - \dot{x}_{j-1} = k_{n+(j \text{mod } m)}. \quad (9)
\]

A convenient notation to use is

\[
x_i^{[a]} = x_{i+a} = x_i + a q, \quad x_i^{[\pm]} = x_i \pm n, \quad \dot{x}_j^{[a]} = \dot{x}_{j-a} = \dot{x}_j + a q, \quad \dot{x}_j^{[\pm]} = \dot{x}_{j \mp m}. \quad (10)
\]

In (8) the momentum flow around the double trace cylinder \( l \) is integrated over. This momentum is dual to the separation between the two lines,

\[
l = (\dot{x}_m - x_n) \mod q = (\dot{x}_0 - x_{n+m}) \mod q = \ldots, \quad (11)
\]

and is only defined modulo \( q \), as in (3).

It is convenient to represent these periodic coordinates using dual momentum twistors. Under the periodicity constraint, the first two components of the twistors \( Z_i^{[a]} \) are independent of the shift index \( a \),

\[
Z_i^{[a]} = Z_{i+a} = \begin{pmatrix} \lambda_i \\ x_i^{[a]} \lambda_i \end{pmatrix}, \quad \dot{Z}_j^{[a]} = \dot{Z}_{j+a} = \begin{pmatrix} \dot{\lambda}_j \\ \dot{x}_j^{[a]} \dot{\lambda}_j \end{pmatrix}. \quad (12)
\]
that is, the helicity weight of $Z_i (\dot{Z}_j)$ is equated with that of its periodic image $Z_{i+n} (\dot{Z}_{j+m})$.

Note that the geometry of the Wilson lines is invariant under a shift of $l$ by $q$. Hence, it makes perfect sense to relate it with $A(l)$, as defined by the sum in (5).

We denote the supersymmetric counterparts of the bosonic coordinates of the cusps, $x_i$ and $\dot{x}_j$, by $\theta_i$ and $\dot{\theta}_j$ respectively. These supercoordinates are related to the particles’ helicities on each of the infinite Wilson lines in the standard way, $\theta_i - \theta_{i-1} = \lambda_i \tilde{\eta}_i$ and $\dot{\theta}_j - \dot{\theta}_{j-1} = \dot{\lambda}_j \dot{\tilde{\eta}}_j$. It follows from supersymmetry that the total R-charge entering one side of the cylinder is equal to the one exiting from the other,

$$\theta_{i+n} - \theta_i = \dot{\theta}_{j+m} - \dot{\theta}_j = Q,$$

where $Q = \sum_{i=1}^{n} \lambda_i \tilde{\eta}_i = - \sum_{j=1}^{m} \dot{\lambda}_j \dot{\tilde{\eta}}_j$. (13)

A notation similar to (10) will be used for the supercoordinates,

$$\theta_i^\text{[a]} = \theta_{i+an} = \theta_i + a Q,$$
$$\dot{\theta}_j^\text{[a]} = \dot{\theta}_{j-an} = \dot{\theta}_j + a Q.$$ (14)

Similarly to the cut momentum $l$ in (11), the total supersymmetry charge that flows around the cylinder (or equivalently, the relative separation of the two Wilson lines in superspace) is defined as

$$\theta = \dot{\theta}_m - \theta_n.$$ (15)

Prior to integration, this separation is only defined modulo a shift,

$$(l, \theta) \simeq (l + q, \theta + Q).$$ (16)

We did not find it useful to strip off the $\theta$ integration as we did for the bosonic variable $l$ in (5). Instead, (7) contains the Grassmann integration and there is no need for summing over its $Q$-shifts.

The superperiodicity of the Wilson lines geometry, (10) and (14), can be made manifest using supertwistors,

$$Z_i^\text{[a]} = \begin{pmatrix} x_i^\text{[a]} \lambda_i \\ \theta_i^\text{[a]} \lambda_i \end{pmatrix}, \quad \dot{Z}_j^\text{[a]} = \begin{pmatrix} \dot{x}_j^\text{[a]} \dot{\lambda}_j \\ \dot{\theta}_j^\text{[a]} \dot{\lambda}_j \end{pmatrix}.$$ (17)

For this periodic external data the $\delta^8(Q)$ for the infinite loop reduces to the one of a single periodic block of the Wilson lines. Similarly, the infinite cover of the Parke-Taylor-like factor in (6) reproduces the Parke-Taylor factor of the corresponding infinite single trace Wilson loop.

The final subtlety is that the periodicity constraint has to be imposed not only on the external data but also at the quantum level – on all the planar diagrams. It is important to note that this constraint is only defined for the leading color diagrams. One particular way the periodically constrained Wilson lines correlator can be defined is to start with $\mathcal{N} = 4$ SYM theory compactified on a circle of radius $q/(2\pi)$ and consider two closed null polygonal Wilson loops that wrap around the circle with edges $(k_1, \ldots, k_n)$ and $(k_{n+1}, \ldots, k_{n+m})$. Then all diagrams that contribute to the expectation value of the correlator between these Wilson
loops in the leading order of the $1/N$ expansion are considered. Every individual propagator in these diagrams is periodic and there is no correlation between the color contractions and a spacetime shift around the circle. Next, these two are correlated by replacing the periodic propagators of the compactified theory with those of the non-compact flat spacetime. After this replacement, the diagrams in position space no longer close. Instead, as one follows the propagators around the cylinder, one finds a mismatch by one period, $q$. Hence, the new diagrams with non-compact propagators cannot live on the cylinder because they do not respect the cylinder periodicity. Instead, they live on its universal cover. It is important to point out that every propagator in each of these diagrams has infinitely many images but still contributes only once. The result is, by construction, gauge invariant – every gauge point out that every propagator in each of these diagrams has infinitely many images but still contributes only once. The result is, by construction, gauge invariant – every gauge transformation $g(x)$ has infinitely many periodic images, $g^{[a]}(x) \equiv g(x - a q)$, under which the images of the propagators transform. Finally, the interaction points are integrated on the full non-compact spacetime. This last step requires regularization of the cusp operators. An alternative way the periodically constrained Wilson lines correlator can be defined is to start with all the planar Feynman diagrams that contribute to the correlation function between the two infinite Wilson lines in position space, then consider only the diagrams that, prior to integration, are individually invariant under a simultaneous relabeling of all external cusps, $x_i^{[a]} \rightarrow x_i^{[a+1]}$, $\dot{x}_j^{[a]} \rightarrow \dot{x}_j^{[a+1]}$ and $\theta_i^{[a]} \rightarrow \theta_i^{[a+1]}$, $\dot{\theta}_j^{[a]} \rightarrow \dot{\theta}_j^{[a+1]}$. Any propagator in such a diagram, $G(y_1 - y_2)$, has infinitely many images, $G(y_1^{[a]} - y_2^{[a]}) = G(y_1 - y_2)$, but should be counted only once. Finally, the interaction points are integrated over. Several examples are given in the next section.

The main differences between the duality (8) and the standard duality between single-trace amplitudes and null polygonal Wilson loops are the presence of the integration over $\theta$ and the need to impose a periodicity constraint on both the external data and the internal planar diagrams. Because of this periodicity constraint the Wilson lines correlator will be referred to as a cylinder correlator. The subscript cylinder is added to the definition of the expectation value to indicate the imposition of the periodicity constraint,

\[
\hat{W}_{n,m}(l, \theta) = \left\langle \text{Tr} \left( \ldots \mathcal{P} e^{\int_0^1 dt \mathcal{E}_1(t)} V_{12} e^{\int_0^1 dt \mathcal{E}_2(t)} V_{23} \ldots e^{\int_0^1 dt \mathcal{E}_m(t)} V_{n1[+]} \ldots \right) \right\rangle_{\text{cylinder}},
\]

where

\[
\mathcal{E}_i(t) = -k_i \cdot A + \ldots \quad \text{and} \quad V_{i+1} = 1 + \ldots ,
\]

are the edge and vertex operators defined in [5]. It is convenient to normalize the Wilson lines without $1/N$ factor in front of the trace.

The periodicity constraint may look unnatural from the point of view of Feynman perturbation theory. However, it has very useful implications. First, it enables the computation of the double trace amplitude at finite coupling using the integrability-based POPE approach [10]. In this framework, it simply becomes the very natural periodicity of a string that has a cylindrical topology, see section 10. Second, it allows one to generalize the notion of the loop integrand to the double trace amplitude and determine it using recursion relations, see sections 7 and 8.

In order to illustrate how perturbation theory works under this constraint, a toy model will be considered in the next section. We will perform explicit perturbative computations.
of a double trace amplitude and its dual cylinder Wilson lines correlator in the the double scaling limit of the $\gamma$-deformed $\mathcal{N} = 4$ SYM theory [17].

3 A toy model example

Before studying the duality in detail for $\mathcal{N} = 4$ SYM theory, it is helpful to first consider a simple limit of it. In this section, we will consider the duality in the double scaling limit of the $\gamma$-deformation of the theory, henceforth referred to as the fishnet model [17]. After taking this limit, of all the $\mathcal{N} = 4$ fields, one is left with a pair of complex scalars, $\phi_1$ and $\phi_2$. Their dynamics are dictated by the Lagrangian

$$L = \frac{1}{g^2} \text{Tr} \left( -\partial_\mu \phi_1^\dagger \partial^\mu \phi_1 - \partial_\mu \phi_2^\dagger \partial^\mu \phi_2 + \phi_1^\dagger \phi_2^\dagger \phi_1 \phi_2 \right).$$

(20)

In the planar limit, $N$ is taken to infinity, while keeping the 't Hooft coupling $\lambda = g^2 N$ fixed, see [17] for details.

4 Being a deformation of $\mathcal{N} = 4$ SYM theory that preserves the Yangian symmetry in the planar limit, this theory also exhibits dual conformal invariance. Hence, planar scattering amplitudes in this theory are expected to have a dual description in terms of Wilson loop like objects, as will now be demonstrated.

5 The Wilson loop dual of the planar $\mathcal{N} = 4$ amplitude contains insertions that depend on the type of particles that are being scattered. In the double scaling limit of [17] the gauge field decouples and one is left with only the scalar insertions along the polygonal loop. However, the corresponding object will still be referred to as a “Wilson loop”. This duality can be illustrated by considering the planar amplitude of eight ordered scalars, $\text{Tr}(\phi_1 \phi_1 \phi_2^\dagger \phi_2^\dagger \phi_1^\dagger \phi_1 \phi_2 \phi_2)$. There is only one planar diagram that contributes to this process, see figure 3.1. It is given by

$$A_{\text{fishnet}}^8 = g^6 \lambda^4 \delta^4 \left( \sum k_i \right) \int \frac{d^4 l}{l^2(l + k_2 + k_3)^2(l + k_2 + k_3 + k_4 + k_5)^2(l - k_1 - k_8)^2}.$$  

(21)

This amplitude can be obtained from a $N^2$MHV amplitude in $\mathcal{N} = 4$ SYM by taking the $\gamma$-deformation and the double scaling limit of [17]. By taking the same limit of the dual polygonal Wilson loop one ends up with its representation in dual momentum space. It is a null octagon with its cusps at $x_{i=1,...,8}$, where $x_i - x_{i-1} = k_i$. The octagon has four scalar insertions, see figure 3.1,

$$W_{\text{fishnet}}^8 = \frac{1}{N} \text{Tr} \frac{\phi_2^\dagger(x_7) \phi_1^\dagger(x_5) \phi_2(x_3) \phi_1(x_1)}{c_0^2(7,8) c_0^2(5,6) c_0^2(3,4) c_0^2(1,2)},$$

(22)

where we have chosen to dress each scalar insertion by the two-bracket $\langle a b \rangle = \epsilon_{a\alpha} \lambda^\alpha_a \lambda^\dagger_b$, with $k_a^\alpha = \lambda^\alpha_a \lambda^\dagger_a$ for $k_a^2 = 0$, and by $\epsilon_0^2 = g \sqrt{\mathcal{N}}/(2\pi)$. This choice is made to match the convention in $\mathcal{N} = 4$ SYM. As in the amplitude case, there is only one planar Feynman diagram that contributes to the expectation value of this configuration. It has one interaction vertex at

---

4 Our normalization is related to the one in [17] by $\phi_{\text{here}} = g \sqrt{\mathcal{N}/2} \phi_{\text{there}}$ and $\lambda_{\text{here}} = 4c_0^2 \lambda_{\text{there}}$.

5 See [18] for a discussion of scattering amplitudes and their Yangian symmetry in this theory.
Figure 3.1: The leading contribution to the eight-point amplitude of \{\phi_1(k_1), \phi_1(k_2), \phi_2(k_3), \phi_2(k_4), \phi_1^\dagger(k_5), \phi_1^\dagger(k_6), \phi_2^\dagger(k_7), \phi_2^\dagger(k_8)\} in the fishnet model. Here black lines correspond to the propagators in the double line notation and the grey arrows indicates the flow of the two conserved \(U(1)\) charges. In the dual space one finds a null octagon Wilson loop, represented by the blue line. It consists of four scalars inserted at \{x_1, x_3, x_5, x_7\}. The dashed red lines represent the single Feynman diagram that contributes to the expectation value of the dual octagon. It has a single interaction vertex at \(y = l + x_1\).

\(y\), which is related to the internal momentum in (21) as \(y - x_1 = l\). This leads to the dual representation of the amplitude,

\[
A_{\text{fishnet}}^8 = g^6 (2\pi)^4 \delta^4 \left( \sum k_i \right) \langle 1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \rangle \times \langle W_8 \rangle ,
\]

\[
\langle W_{\text{fishnet}}^8 \rangle = \frac{\lambda}{\langle 1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \rangle} \int d^4 y \frac{1}{(2\pi)^4 (y-x_1)^2 (y-x_3)^2 (y-x_5)^2 (y-x_7)^2} .
\]

The Wilson loop (24) is invariant under dual conformal transformations that act as regular conformal transformations on the dual \(x\) space.\(^6\)

The next step is to generalize this duality beyond the planar limit by considering \(1/N\) corrections to the scattering amplitudes. These are not the same as non-planar corrections to the closed polygonal Wilson loop duals, such as (22). To demonstrate the duality in the most simple setting we consider the 4-point amplitude of the scalars \{\phi_1(k_1), \phi_1(k_2), \phi_1^\dagger(k_3), \phi_1^\dagger(k_4)\}. This amplitude does not receive any planar contributions. The first non-trivial contribution comes from the double trace color contraction, at order \(1/N\) in the ’t Hooft expansion,

\[
\text{Tr} [T_1 T_2] \text{ Tr} [T_3 T_4] A_{2,2} (1, 2; 3, 4) .
\]

\(^6\)This integral can be computed analytically [19],

\[
A_8 = g^6 \lambda \delta^4 \left( \sum k_i \right) \frac{\pi^2}{x_1^2 x_3^2 x_5^2 x_7^2} \frac{2 \text{Li}_2(z) - 2 \text{Li}_2(\bar{z}) + \log(z\bar{z}) \log \frac{1-z}{1-\bar{z}}}{z - \bar{z}} ,
\]

with two independent dual conformal cross ratios \(z\bar{z} = \frac{x_1^2 x_3^2 x_5^2 x_7^2}{x_1^4 x_3^4 x_5^4 x_7^4}\) and \((1-z)(1-\bar{z}) = \frac{x_1^2 x_3^2 x_5^2 x_7^2}{x_1^4 x_3^4 x_5^4 x_7^4}\).
The partial amplitude $A_{2,2}$ receives its first perturbative contribution at one-loop order. There are two Feynman diagrams that have the topology of a cylinder, see figure 3.2.\footnote{Here the action given strictly by (20), with no double trace term that is needed for conformal invariance in all sectors [20].}

We try to follow the same steps as in the case of the planar eight-point amplitude and the octagon Wilson loop that was presented above. The Feynman diagrams are drawn on a cylinder with the $\phi_1$’s on the left boundary and the $\phi_1^\dagger$’s on the right one, see figure 3.2. For the special case considered here, where there are only two particles on each side, there is no ordering of the traces. Therefore, the traces do not induce an orientation on the cylinder. Instead, the orientation is determined by the the $\phi_2$ charge flow, which is chosen to go counterclockwise, as viewed from the left boundary, see figure 3.2. This allows one to distinguish between the interior and the exterior of the cylinder. The ability to do so is related to the fact that the double scaled theory is not CPT symmetric and its corresponding ’t Hooft string is not orientable.\footnote{In $\mathcal{N} = 4$ SYM theory the planar diagrams are orientable and the special case of $A_{2,2}$ requires averaging over the two possibilities, see section 5.1.}

The two cusps, $x_1$ and $x_2$, are associated with faces of the diagram and are defined such that $x_2 - x_1 = k_2$. As opposed to the planar case, these coordinates satisfy $x_1 - x_2 = k_1 - q$ instead of $x_1 - x_2 = k_1$, where $q = k_1 + k_2$ is the total momentum in the first trace. Since $q \neq 0$, the dual Wilson line is not closed. Going around the cylinder takes $x_i$ to $x_i^\square = x_i + q$. Consequently, $k_1 = x_1 - x_2^\square = x_1^\square - x_2$.

One ends up with two infinite periodic null polygonal Wilson lines with cusps at $\{\ldots, x_1^\square, x_2^\square, x_1, x_2, x_1^+ +, x_2^+, \ldots\}$ and $\{\ldots, \hat{x}_1^\square, \hat{x}_2^\square, \hat{x}_1, \hat{x}_2, \hat{x}_1^+, \hat{x}_2^+, \ldots\}$ that correspond to the two traces in (25), see figure 3.3. The separation between the two infinite lines is only defined modulo a shift by $q$, $l = \hat{x}_2 - x_2$ mod $q$, (11). It is equal to the loop momentum flowing around the cylinder.

The cylindrically cut amplitude $A_{2,2}(l)$, defined in (2), is constructed by cutting the cylinder across the blue dashed line in figure 3.2. Despite the fact that the cut on the right looks different from the one on the left, both of them start at $x_2$ and end at $\hat{x}_2$. The ambiguity in the definition of the cut is eliminated by summing over the shifts of $l$ by $q$, according to equation (5). This results in the following expression for the cylindrically cut double trace
infinitely many images. The subscript cylinder every propagator in any planar Feynman diagram that contributes to the correlator (27) has the lines that are repeated periodically, see figure 3.3, the same propagator. A propagator is counted only once, with the rest of them being the periodic images of the space picture consists of two infinite null polygonal Wilson lines composed of two sets of scalars, \{\phi_1(x_1^a)/(12)c_0^a, \phi_2(x_2^a)/(21)c_0^a\} and \{\phi_1(x_1^a)/(34)c_0^a, \phi_2(x_2^a)/(43)c_0^a\}, contracted along the edges. Each propagator between \(x_i\) and \(x_j\) has infinitely many identical images running between \(x_i^a\) and \(x_j^a\), but is counted only once. Apart from these two diagrams, there are two infinite sets of diagrams that are related to these by shifting one of the lines by an integer number of periods.

amplitude,

\[
A^\text{fishnet}_{2,2}^{\text{tree}} (l) = g^2 \delta^4 \left( \sum_k k_i \right) \left( \frac{1}{l^2(l + k_2 + k_3)^2} + \frac{1}{(l + k_2)^2(l - k_4)^2} \right),
\]

\[
A^\text{fishnet}_{2,2} (l) = \sum_{a = -\infty}^{\infty} A^{\text{fishnet}_{2,2}} (l + a q), \quad A^\text{fishnet}_{2,2} = \frac{\lambda}{N} \int d^4l A^\text{fishnet}_{2,2} (l).
\]

The dual cylindrical Wilson lines correlator \(W_{2,2}(l)\) has two scalar insertions on each of the lines that are repeated periodically, see figure 3.3,

\[
W^\text{fishnet}_{2,2} (l) = \langle 12 \rangle^2 \langle 34 \rangle^2 \left( \text{Tr} \left( \ldots \phi_1(x_1^1) \phi_1(x_2^1) \frac{c_0^1}{12} \phi_1(x_2^2) \frac{c_0^2}{21} \ldots \right) \text{Tr} \left( \ldots \phi_1(x_1^1) \phi_1(x_2^1) \frac{c_0^1}{34} \phi_1(x_2^2) \frac{c_0^2}{43} \ldots \right) \right)_{\text{cylinder}}.
\]

Every propagator in any planar Feynman diagram that contributes to the correlator (27) has infinitely many images. The subscript cylinder of the expectation value indicates that such a propagator is counted only once, with the rest of them being the periodic images of the same propagator.

At tree level this expectation value is given by

\[
W^\text{fishnet}_{2,2}^{\text{tree}} (l) = \sum_{a = -\infty}^{\infty} \left( \frac{1}{(\dot{x}_1^{a-1} - x_1)(\dot{x}_2^{a} - x_2)^2} + \frac{1}{(\dot{x}_2^{a} - x_1)(\dot{x}_1^{a} - x_2)^2} \right),
\]

\(13\)
where the two terms in the sum correspond to the two diagrams in figure 3.3, and the sum accounts for all diagrams that are related to these by a periodic shift of one of the two lines. One can see that at tree level,

\[ A_{\text{fishnet}}^{2,2}(l) = g^2 \delta^4 \left( \sum k_i \right) W_{\text{fishnet}}^{2,2}(l), \tag{29} \]

where the first (second) term in the sum in (28) corresponds to the first (second) term in the sum in (26). This matching is specific to the fishnet model. In general, a single Feynman diagram cannot be isolated in a physically meaningful way and, hence, neither does its cylinder cut.

The duality (29) between the cylindrically cut double trace amplitude and the cylinder Wilson lines correlator has been confirmed at leading order in perturbation theory. It is not hard to show that relation (29) holds to all orders in perturbation theory. At any non-vanishing loop order, there are only two diagrams that contribute to the four-point double trace amplitude. They are obtained from the two diagrams in figure 3.2 by wrapping more \( \phi_2 \) loops around the cylinder. Each internal \( \phi_2 \) line that wraps around the cylinder increases the loop order by two. Hence, the next correction appears at three-loop order. This case will now be considered in detail to illustrate how the duality extends to higher loop orders. The corresponding two three-loop diagrams are given in figure 3.4. The cylindrical cut of this amplitude reduces the loop order by one. Specifically, it is a two-loop object that is obtained from the two diagrams in figure 3.4 by cutting them open along the blue dashed lines. Note that the cut now goes through two propagators. Hence, only the sum of the momenta of these two propagators is fixed while the relative momentum is being integrated over.

On the Wilson lines correlator side of the duality there are two new bulk integration points, \( y_1 \) and \( y_2 \), along with their periodic images. They are connected by \( \phi_2 \) propagators that form an additional line that stretches vertically parallel to the Wilson lines (around the dual cylinder), see figure 3.5. One finds that

\[
W_{\text{fishnet}}^{2,2\text{-loop}}(l) = \lambda^2 \int \frac{d^4 y_1}{(2\pi)^4} \int \frac{d^4 y_2}{(2\pi)^4} \frac{1}{(x_1 - y_1)^2(x_2 - y_2)^2(y_2 - y_1)^2(y_1 - y_2)^2} \times \\
\sum_{a=-\infty}^{\infty} \left( \frac{1}{(y_1 - \hat{x}_1^{[a-1]})^2(y_2 - \hat{x}_2^a)^2} + \frac{1}{(y_1 - \hat{x}_2^a)^2(y_2 - \hat{x}_1^{[a-1]})^2} \right). \tag{30} \]
The two diagrams that contribute to $\mathcal{V}_{\text{fishnet}}(l)$ at two-loop order. Blue (red) dashed lines correspond to $\phi_1$ ($\phi_2$) propagators. These two diagrams come with an infinite set of diagrams that are related to them by a shift of one of the two Wilson lines by an integer number of periods, say $\dot{x}_j \to \dot{x}_j^{[a]}$.

The integrations over $y_1$ and $y_2$ correspond to the loop integrations of the amplitude diagrams in figure 3.4. The resulting integrals precisely match the 2-loop correction to the cylindrically cut amplitude. There are only two diagrams at any given non-vanishing loop order. On the amplitude side more $\phi_2$ loops that wrap around the cylinder are added. On the Wilson lines correlator side one finds more vertical $\phi_2$ lines parallel to the Wilson lines. These expressions agree on the level of the integrand. The same also turns out to be true for $\mathcal{N} = 4$ SYM theory. This will be discussed in detail in section 7.

Before performing a similar perturbative check for $\mathcal{N} = 4$ SYM theory in section 5, we discuss how T-duality on the holographic string side works when the string has the topology of a cylinder in the next section.

4 T-duality of the cylindrical string amplitude

The duality between planar scattering amplitudes and closed polygonal Wilson loops was first observed at the strong coupling limit of $\mathcal{N} = 4$ SYM [2]. There, it emerges by performing a T-duality on the string worldsheet in AdS spacetime. T-duality in general is a change of variables that relates strings propagating in different, T-dual, backgrounds. In the context of gluon scattering amplitudes the AdS background is non-compact and, therefore, this duality is restricted to the planar limit, in which the string has the topology of a disk. The planar duality maps the AdS background back to itself and the amplitude with disk topology to the Wilson loop. Here, we will generalize this correspondence to double trace amplitudes, for which the holographic dual string has the topology of a cylinder. Similar considerations were used for studying form factors at strong coupling in [21]. Our discussion will not be restricted to the strong coupling limit (where the string description becomes classical). However, only a simplified bosonic version of the worldsheet theory will be considered.
Figure 4.1: In AdS/CFT the double trace amplitude is mapped to a worldsheet amplitude in \( AdS_5 \times S^5 \). The worldsheet has cylindrical topology and ends on an IR D3 brane close to the Poincaré horizon. It has \( n \) ordered gluon vertex operators on one boundary, \((31)\), and \( m \) on the other, \((32)\). Here, the cut \( \gamma \) is a curve on the worldsheet that starts at \( \sigma_1 \) on the left boundary, crosses the cylinder and ends at \( \dot{\sigma}_1 \) on the right boundary.

Gluon scattering amplitudes are holographically dual to an open string path integral in \( AdS_5 \times S^5 \) \([2]\). The open string ends on an IR D3 brane close to the Poincaré horizon of \( AdS_5 \). While for the planar amplitude the string has the topology of a disk, for the double trace amplitude it has the topology of a cylinder. T-duality in a non-compact target space, however, is known to break down beyond the leading disk topology order. This puts the relationship between double trace scattering amplitudes and Wilson loops in question. Indeed, it will soon become evident that double trace scattering amplitudes and Wilson loops in \( \mathcal{N} = 4 \) SYM theory are not dual to each other. Instead, as in the fishnet model discussed in the previous section, double trace amplitudes can be computed from the correlation function of two Wilson lines in \( \mathcal{N} = 4 \) SYM theory only once a new periodicity constraint is imposed. In this section this constraint will be derived at the level of the worldsheet path integral for the bosonic string. We leave the generalization of this cylindrical duality to an exact fermionic T-duality for future work \([3]\). In the rest of the paper we will explain how the constraint can be imposed at the full quantum level of the gauge theory and how it leads to an exact duality between double trace amplitudes and Wilson loops.

We will be working in conformal gauge and parameterizing the Euclidean cylinder by a periodic coordinate \( \sigma \in [0, 2\pi] \) and a coordinate along the cylinder \( \tau \in [0, L] \), where \( iL/(2\pi) \) is the modular parameter of the cylinder, see figure 4.1. The cylinder has two boundaries. A set of \( n \) vertex operators is inserted on the boundary at \( \tau = 0 \), corresponding to a set of ordered gluon asymptotic states,

\[
V(k_i; \sigma_i) \propto e^{i k_i \cdot x(0, \sigma_i)}, \quad i = 1, \ldots, n.
\]

Similarly, on the other boundary, at \( \tau = L \), a set of \( m \) ordered gluon vertex operators is inserted,

\[
V(k_{n+j}; \dot{\sigma}_j) \propto e^{i k_{n+j} \cdot x(L, \dot{\sigma}_j)}, \quad j = 1, \ldots, m,
\]

where the dot in \( \dot{\sigma}_j \) indicates that it is located on the second boundary of the cylinder. The full double trace amplitude is given by a sum of the two relative orderings of the gluons vertex operators on the two boundaries of the cylinder. Only the ordering for which \( \sigma_i < \sigma_{i+1} \) and \( \dot{\sigma}_j < \dot{\sigma}_{j+1} \) on these two boundaries will be considered, see figure 4.1. The other ordering is related to this one by a relabelling of the external gluons.
Contrary to the planar case, the total momentum going through each boundary is non-zero,
\[ q = \sum_{i=1}^{n} k_i = - \sum_{j=1}^{m} k_{n+j}. \] (33)

The Euclidean worldsheet action reads
\[ S_1 = \frac{\sqrt{\lambda}}{4\pi} \int_D d\sigma d\tau \left( \frac{\partial_\alpha z}{z^2} + \frac{\partial_\alpha x}{z^2} \right)^2 - i \sum_{i=1}^{n} k_i \cdot x(0, \sigma_i) - i \sum_{j=1}^{m} k_{n+j} \cdot x(L, \dot{\sigma}_j), \] (34)

where \( z \) is the radial AdS direction in Poincaré coordinates.

Using the same manipulations as in [22] one can rewrite the contribution to the action of all the vertex operators on one boundary as
\[ i \sum_{i=1}^{n} k_i \cdot x(0, \sigma_i) = i q \cdot x(0, \sigma_1) - i \sum_{i=1}^{\sigma_{i+1}} d\sigma \partial_\sigma x(0, \sigma) \cdot \left( \sum_{p \leq i} k_p + c \right), \] (35)

where \( c \) is an arbitrary constant four-vector and \( \sigma_{n+1} = \sigma_1 \). The only difference from the single boundary case is the new term \( q \cdot x(0, \sigma_1) \). A similar contribution comes from the other boundary at \( \tau = L \), given by \( -q \cdot x(L, \dot{\sigma}_1) \). One can rewrite the sum of these two new contributions as an integral of a total derivative in \( \tau \),
\[ i q \cdot \left[ x(0, \sigma_1) - x(L, \dot{\sigma}_1) \right] = - i q \cdot \int_0^L d\tau \partial_\tau x(\tau, \gamma(\tau)), \] (36)

where \( \sigma = \gamma(\tau) \) is an arbitrary curve on the cylinder that stretches between the boundaries and obeys \( \gamma(0) = \sigma_1, \gamma(L) = \dot{\sigma}_1 \).

The action is invariant under global translations of \( x \), as is evident from the fact that \( x \) now enters it only with derivatives. In order to construct the T-dual action we follow Buscher [23] and gauge this translation symmetry. This is done by introducing a worldsheet gauge field \( A_\alpha \) that transforms under a local translation \( x \to x + a(\tau, \sigma) \) as \( A_\alpha \to A_\alpha + \partial_\alpha a \). The extended action takes the following form,
\[ S_2 = \frac{\sqrt{\lambda}}{4\pi} \int_D d\sigma d\tau \left( \frac{(\partial_\alpha z)^2}{z^2} + \frac{(\partial_\alpha x - A_\alpha)^2}{z^2} - i y \cdot F \right) \]
\[ + i q \cdot \int_0^L d\tau \left[ \partial_\tau x(\tau, \gamma(\tau)) - A_\tau(\tau, \gamma(\tau)) \right] - i l \cdot \oint d\sigma A_\sigma(\tau, \sigma) \]
\[ + i \sum_{i=1}^{\sigma_{i+1}} d\sigma \left( \partial_\sigma x(0, \sigma) - A_\sigma(0, \sigma) \right) \cdot \left( \sum_{p \leq i} k_p + c \right) \]
\[ + i \sum_{j=1}^{\dot{\sigma}_{j+1}} d\sigma \left( \partial_\sigma x(L, \sigma) - A_\sigma(L, \sigma) \right) \cdot \left( \sum_{p \leq j} k_{n+p} - c \right). \] (37)
Here, \( y(\tau, \sigma) \) is a vector field Lagrange multiplier that sets \( F = \partial_\tau A_\sigma - \partial_\sigma A_\tau = \partial_\tau A_\sigma \) to zero. The vector \( l \) is another Lagrange multiplier, which ensures that the holonomy of \( A_\alpha \) around the cylinder vanishes. Letting the curve \( \gamma \) wrap around the cylinder one more time has the effect of shifting \( l \) by \( q \). Since \( F = 0 \), this holonomy is independent of \( \tau \). Together these two constraints ensure that \( A_\alpha \) is a flat connection on the cylinder and that the action in (37) is independent of the curve \( \gamma(\tau) \).

Since the connection is flat and \( x \) is periodic, the gauge \( x = 0 \) can be chosen. In this gauge, the action becomes

\[
S = \frac{\sqrt{\lambda}}{4\pi} \int \mathcal{D} \sigma d\tau \left( \frac{(\partial_\alpha z)^2 + A_\alpha^2}{z^2} - i y \cdot F \right) - i q \cdot \int_0^L d\tau \ A_\tau(\tau, \gamma(\tau)) - i l \cdot \oint d\sigma A_\sigma(\tau, \sigma) - i \sum_{i=1}^n \int_{\sigma_i}^{\sigma_{i+1}} d\sigma A_\sigma(0, \sigma) \cdot \left( \sum_{p \leq i} k_p + c \right) - i \sum_{j=1}^m \int_{\delta_j}^{\delta_{j+1}} d\sigma A_\sigma(L, \sigma) \cdot \left( \sum_{p \leq j} k_{n+p} - c \right). \tag{38}
\]

Integrating over \( y \) and \( l \) sets \( A_\alpha = -\partial_\alpha \tilde{x} \), where \( \tilde{x} \) is pure gauge. The action then reduces to the original one from equation (34) with \( x \) replaced by \( \tilde{x} \). Hence, the two actions, \( S_1 \) in (34) and \( S \) in (38), are equivalent.

In order to construct the T-dual action \( A_\alpha \) is integrated out in \( S \). This is done by first integrating the term \( y \cdot F \) by parts, moving the derivatives from \( A_\alpha \) to \( y \). Then the holonomy term \( \oint d\sigma A_\sigma(\tau, \sigma) \) is evaluated at the \( \tau = L \) boundary. After an overall rescaling of the fields, \( (A, y, z) \rightarrow \left( \frac{\sqrt{\lambda}}{4\pi} A, \frac{4\pi}{\sqrt{\lambda}} y, \frac{\sqrt{\lambda}}{4\pi} z \right) \), the action takes the form,

\[
S = \frac{\sqrt{\lambda}}{4\pi} \int \mathcal{D} \sigma d\tau \left( \frac{(\partial_\alpha z)^2 + A_\alpha^2}{z^2} + i A_{[\sigma} \cdot \partial_\tau y \big] \right) + i \int_0^L d\tau \ A_\tau(\tau, \gamma(\tau)) \cdot [y(\tau, \gamma(\tau) + 2\pi) - y(\tau, \gamma(\tau)) - q]
- i \sum_{i=1}^n \int_{\sigma_i}^{\sigma_{i+1}} d\sigma A_\sigma(0, \sigma) \cdot \left( \sum_{p \leq i} k_p + c + y(0, \sigma) \right)
- i \sum_{j=1}^m \int_{\delta_j}^{\delta_{j+1}} d\sigma A_\sigma(L, \sigma) \cdot \left( \sum_{p \leq j} k_{n+p} + l - c - y(L, \sigma) \right). \tag{39}
\]

Note that the field \( y \) can be discontinuous on a line along the cylinder without causing the action to diverge. As a result, a new boundary term arises from the integration by parts in \( \sigma \). In (39) this new boundary term was placed along the curve \( \gamma(\tau) \) that was introduced in (36).

\[\text{This is made possible by the holonomy being independent of } \tau.\]
Integrating out $A_\sigma$ in the bulk of the cylinder leads to the string action in the T-dual AdS background, $ds^2 = (d\tilde{z}^2 + dy^2)/\tilde{z}^2$, with $\tilde{z} = 1/z$. The integration of $A_\tau$ along the curve $\sigma = \gamma(\tau)$ gives the periodicity constraint for the T-dual $y$ field,

$$\lim_{\epsilon \to 0} y(\tau, \gamma(\tau) + 2\pi - \epsilon) = \lim_{\epsilon \to 0} y(\tau, \gamma(\tau) + \epsilon) + q. \quad (40)$$

It implies that going around the cylinder changes the value of $y$ by $q$. Hence, the image of the cylinder in the T-dual AdS is not a cylinder, but its universal cover. In particular, the quantum fluctuations of the string at $(\tilde{z}, y)$ have an image at $(\tilde{z}, y + q)$ and are not independent.

Finally, integrating out the boundary values of $A_\sigma$ gives the following Dirichlet boundary conditions for the T-dual $y$ coordinate,

$$y(0, \sigma_i < \sigma < \sigma_{i+1}) = -\sum_{p \leq i} k_p - c,$$

$$y(L, \dot{\sigma}_j < \sigma < \dot{\sigma}_{j+1}) = \sum_{p \leq j} k_{n+p} - c + l. \quad (41)$$

These conditions imply that the T-dual string stretches between two periodic null polygonal Wilson lines. They are constructed from the ordered momenta $\{k_1, k_2, \ldots, k_n\}$ and $\{k_{n+1}, \ldots, k_{n+m}\}$, respectively. The period of each of these lines is $q$. The vector $c$ corresponds to a simultaneous translation of the two lines and can be set to zero. The vector $l$ is the separation between the two lines and is being integrated over, see figure 4.2. This integration projects the total momentum flow between the two lines to zero. Under T-duality this momentum is mapped to the winding of the string state on the cylinder and this projection is the expected T-dual manifestation of fact that the string state on the amplitude side has zero winding.

The periodic string path integral obtained above is equivalent to the one of a string in a spacetime with the $q$ direction compactified on a circle of radius $q/(2\pi)$. Before T-duality the string has momentum number one and winding number zero around the circle. After T-duality, the string ends on two closed null polygons that wrap around the circle with edges $(k_1, \ldots, k_n)$ and $(k_{n+1}, \ldots, k_{n+m})$. The string has winding number that is fixed to one and momentum number zero around the circle. The latter projection comes about due to the integration over the component of $l$ in the direction of $q$.

There is another interesting way of thinking about the integration over $l$. The vectors $q$ and $l$ span a two dimensional space. An orthogonal basis for this space is $\{q, l_\perp\}$, where $l_\perp = l - q(l \cdot q/q^2)$. The quantity $i|l_\perp|/|q|$ can be thought of as the spacetime modular parameter of the cylinder. At the semiclassical level the Virasoro constraint relates it to the worldsheet modular parameter $iL/(2\pi)$. Hence, the integration over $l$ can be converted into the integration over the worldsheet modular parameter.\(^{10}\)

At strong coupling the periodic string path integral is dominated by its minimal surface area saddle point. Because the boundary conditions are periodic, so is the minimal surface. Hence, the periodic constraint (40) is automatically satisfied. This minimal surface area can

---

\(^{10}\)To make this relation precise it is convenient to use static gauge in the $\{q, l_\perp\}$ plane instead of the conformal one used here.
be calculated using a simple generalization of the techniques of [9, 21, 24, 25] and leads to a periodic Y-system. It will be reported on in [26].

5 One-loop duality test

In this section, the duality will be tested explicitly for the four-point MHV amplitude at the leading order in perturbation theory. All tree-level amplitudes are single trace, so the double trace amplitude receives its first perturbative contribution at one-loop order. The cutting procedure strips away the loop integration and by that reduces the number of loops from one to zero. On the other side of the duality, one has the cylinder expectation value of a Wilson lines correlator with eight $\eta$ insertions. Similarly to the $N^2$MHV Wilson loop, this object starts at tree level. Specifically, the duality tested in this section is

$$M_{2,2}^{\text{tree}}(l) = W_{2,2}^{\text{tree}}(l) ,$$

where

$$A_{2,2}^{\text{tree}}(l) = \frac{g_Y^2 \delta^4 \left( \sum k_i \right) \delta^8 \left( \sum \lambda_i \tilde{\eta}_i \right)}{(1\ 2)(3\ 4)^2} \times M_{2,2}^{\text{tree}}(l) .$$

The left hand side of the duality equation (42) is evaluated in section 5.1 and the right hand side in section 5.2.
5.1 Cylindrically cut four point double trace amplitude at Born level

The four point double trace amplitude was studied at one-loop order in [16, 27]. It can be expressed as a sum of three massless scalar box integrals,

\[
A_{1-loop}^{2,2} = 2 A_1^{1-loop} (1, 2, 3, 4) + 2 A_1^{1-loop} (1, 3, 2, 4) + 2 A_1^{1-loop} (1, 3, 4, 2)
= 2 g^2_{YM} s_{12}s_{23} A_{tree}^{4}(1, 2, 3, 4)
\]

where \( A_{tree} \) is the Parke-Taylor tree-level partial amplitude,

\[
A_{tree}^{4}(1, 2, 3, 4) = g^2_{YM} \frac{(2\pi)^4}{\delta^4} \frac{\delta^8}{\delta^8} \frac{\lambda_i \tilde{\eta}_i}{\langle 1 2 \rangle \langle 2 3 \rangle \langle 3 4 \rangle \langle 4 1 \rangle},
\]

and the massless scalar box integral is

\[
\int d^4 l \frac{1}{(2\pi)^2} \frac{l^2}{l^2} \frac{(l + k_1)^2}{(l + k_2)^2} (l - k_4)^2.
\]

In (44) the inner and the outer faces of the box represent the two traces. The box integrals only depend on the distribution of the external momenta on the cusps of the box.

Next, this expression is rewritten in terms of the cylindrically cut amplitude,

\[
A_{1-loop}^{2,2} = \frac{\lambda}{N} \int d^4 l A_{tree}^{4}(l).
\]

For the special case considered here there are only two particles in each trace and, therefore, no relative ordering and no orientation on the cylinder. As opposed to the fishnet model, \( \mathcal{N} = 4 \) SYM is CPT invariant and its ’t Hooft string is orientable. Hence, when taking the cylindrical cut, one has to average over the two orientations. Consequently, each of the three box diagrams in (44) has two different cylindrical cuts. Appendix A expands on this point.

The cylindrically cut amplitude \( A_{tree}^{4}(l) \) is only defined up to a shift of \( l \) by \( q \), (5). One representative of this class of amplitudes is

\[
A_{tree}^{4}(l) = s_{12}s_{23} A_{tree}^{4}(1, 2, 3, 4) \times \left( \begin{array}{c}
2 \\
1 \\
3 \\
4
\end{array} \right) + \left( \begin{array}{c}
3 \\
1 \\
4 \\
2
\end{array} \right) + \left( \begin{array}{c}
3 \\
1 \\
4 \\
2
\end{array} \right) + \left( \begin{array}{c}
3 \\
1 \\
4 \\
2
\end{array} \right) + \left( \begin{array}{c}
3 \\
1 \\
4 \\
2
\end{array} \right) + \left( \begin{array}{c}
3 \\
1 \\
4 \\
2
\end{array} \right) + \left( \begin{array}{c}
3 \\
1 \\
4 \\
2
\end{array} \right).
\]
where the blue dashed line represents the cut (1). When drawn on the cylinder, the six cut boxes in equation (48) take the following form,

\[
\begin{align*}
\text{(49)}
\end{align*}
\]

Explicitly,

\[
\begin{align*}
2 & - 1 = l^2 (l - k_1)^2 (l + k_2)^2 (l + k_2 + k_3)^2, \\
3 & - 2 = l^2 (l - k_1)^2 (l + k_3)^2 (l + k_2 + k_3)^2, \\
4 & - 1 = l^2 (l - k_1 - k_2)^2 (l - k_1 - k_2)^2, \\
3 & - 4 = l^2 (l - k_1)^2 (l + k_3)^2 (l - k_1 - k_2)^2, \\
4 & - 3 = l^2 (l + k_2)^2 (l - k_4)^2 (l + k_2 + k_3)^2, \\
2 & - 3 = l^2 (l + k_2)^2 (l - k_4)^2 (l + k_2 + k_3)^2.
\end{align*}
\]

The cylindrically cut double trace amplitude $M^{\text{MHV}}_{2,2,\text{tree}}(l)$ is obtained by summing (48) over all integer shifts, $l \rightarrow l + a q$, and stripping away the factor in (43). These infinite sums can be evaluated analytically in Mathematica.

It is important to point out that the reduction procedure to scalar box diagrams that was used in [27] to derive the representation of the one-loop amplitude (44) does not involve integration by parts. Therefore, this procedure commutes with the cylindrical cutting prescription. Beyond one loop, however, this is no longer the case and one has to first take the cylinder cut of the Feynman diagram and only then apply reduction procedures to scalar integrals.\textsuperscript{11}

\textsuperscript{11}See, for example, [28] for a two-loop representation of the double trace amplitude in terms of scalar integrals. One cannot apply the cylindrical cutting procedure directly to these types of representations.
5.2 Wilson lines correlator at tree level

Next, the result obtained above will be reproduced on the Wilson lines correlator side of the duality. First, the supercomponents of the Wilson lines will be discussed. These components determine the vertex and edge insertions along the periodic lines (18). This part of the calculation is not limited to perturbation theory and therefore is valid to all orders.

We consider the four-point MHV amplitude (43). All the supercomponents of MHV amplitudes are related by supersymmetry and are accounted for by $\delta^8(Q)$ in (43). Therefore, all the $\tilde{\eta}$’s inside $\mathbb{W}_{2,2}$ can be set to zero. This implies that all the cusps of each line share the same supercoordinate,

$$\theta_1^{[a]} = \theta_2^{[b]}, \quad \dot{\theta}_3^{[a]} = \dot{\theta}_4^{[b]}, \quad \forall \, a, b.$$

The superseparation of the two lines, $\theta = \dot{\theta}_2 - \theta_2$, still has to be integrated over,

$$\mathbb{W}_{2,2}(l) = \int d^8\theta \, \tilde{\mathbb{W}}_{2,2}(l, \theta).$$

Due to the dual supersymmetry, the Wilson lines correlator is invariant under simultaneous shift of the $\theta_i$’s and the $\dot{\theta}_j$’s. This symmetry is trivialized by the map between the amplitude and the Wilson lines variables. It can be used to set either the $\theta_i$’s or the $\dot{\theta}_j$’s to zero. For example, for $\dot{\theta}_j = 0$, $\theta_i = -\theta$ and one finds a simple expression for the $\eta$’s of the left line, $\eta_i = \langle i \theta \rangle$. For this choice the $\theta$ integration (52) takes the form,

$$\mathbb{W}_{2,2}(l) = \int d^8\theta \, \tilde{\mathbb{W}}_{2,2}(-\theta, -\theta; 0, 0 | l) = \int d^8\theta \, \tilde{\mathbb{W}}_{2,2}(\langle 1 \theta \rangle, \langle 2 \theta \rangle; 0, 0 | l),$$

where $\tilde{\mathbb{W}}_{2,2}(\eta_1, \eta_2; \eta_3, \eta_4 | l)$ is a function of the $\eta$ variables and $\tilde{\mathbb{W}}_{2,2}(\eta_1, \eta_2; \eta_3, \eta_4 | l)$ is a function of the $\theta$’s. The integration over $\theta$ can now be converted into an integration over $\eta_1$ and $\eta_2$. For a generic kinematical configuration, $\lambda_1$ and $\lambda_2$ are independent and hence can be used as a basis for integrating over $\theta^A_{1,2,3,4}$. That is,

$$|\theta_A\rangle = \frac{|2\rangle \langle 1| - |1\rangle \langle 2|}{\langle 1 2 \rangle} |\theta^A\rangle.$$

In the special case considered above ($\theta_1 = \theta_2 = -\theta$, $\dot{\theta} = 0$) this relation becomes

$$|\theta_A\rangle = \frac{|2\rangle \eta_1^A - |1\rangle \eta_2^A}{\langle 1 2 \rangle}.$$

Therefore,

$$\mathbb{W}_{2,2}(l) = \langle 1 2 \rangle^4 \int d^4\eta_1 \, d^4\eta_2 \, \tilde{\mathbb{W}}_{2,2}(\eta_1, \eta_2; 0, 0 | l).$$

Alternatively, one could set $\theta_i = 0$ and decompose $\dot{\theta}_j = \theta$ in the basis $\{\lambda_3, \lambda_4\}$. This results in

$$\mathbb{W}_{2,2}(l) = \langle 3 4 \rangle^4 \int d^4\eta_3 \, d^4\eta_4 \, \tilde{\mathbb{W}}_{2,2}(0, 0; \eta_3, \eta_4 | l).$$
Another possible choice is a hybrid parametrization for which \(\theta^A=1,2 = 0\) and \(\theta^A=3,4 = 0\). This choice will turn out to be very convenient later on. It leads to the following parametrization of the Wilson loop,

\[
\mathcal{W}_{2,2}(l) = \langle 1 \ 2 \rangle^2 \langle 3 \ 4 \rangle^2 \int d\eta_1^1 d\eta_1^2 d\eta_2^1 d\eta_2^2 d\eta_3^3 d\eta_4^4 d\eta_1^3 d\eta_1^4 \tilde{\mathcal{W}}_{2,2}(\eta_{1,2}; \eta_{3,4}|l).
\]

(58)

For this parametrization the factors outside of the integral in (58) cancel the Parke-Taylor-like factor in (43) and the duality (42) takes the form,

\[
A_{2,2}^{\text{MHV}}(l) = g_{YM}^2 \delta^4 \left( \sum k_i \right) \delta^8 \left( \sum \lambda_i \eta_i \right) \times
\]

\[
\times \int d\eta_1^1 d\eta_1^2 d\eta_2^1 d\eta_2^2 d\eta_3^3 d\eta_4^4 d\eta_1^3 d\eta_1^4 \tilde{\mathcal{W}}_{2,2}(\eta_{1,2}; \eta_{3,4}|l).
\]

(59)

So far, the discussion has been valid at any loop order. We now focus on the calculation of the cylinder Wilson lines correlator at the leading order in perturbation theory. Any choice of the parametrization requires performing an independent calculation, all of which give the same result in the end. Here, making a convenient choice of the Wilson lines parametrization can simplify the calculation dramatically. For example, the choice (56) includes the contribution that is shown in figure 5.1.a. For this contribution two intertwined integrations of a gauge field along the \(k_4\) edge result in difficulty isolating the contribution of a single block. On the other hand, for the hybrid parametrization (59) all insertions are scalars and the blocks decouple. The calculation in this case is easier to perform because the result of each individual scalar contraction can be extracted from known single trace amplitudes.

In the hybrid configuration (59) one finds two \(\eta\)'s on each edge. The left line has only \(R\)-charge components \(\eta_i^A\) with \(A = 1\) and \(A = 2\), while the right line has only \(A = 3\) and \(A = 4\) components. As follows from the detailed analysis of the vertex and edge operators in [5], only scalar edge and vertex insertions contribute to this configuration. The two scalars on each side appear in three types of configurations that are shown in figure 5.2. We will refer to them as single cusp, double cusp and edge configurations, respectively. To calculate the cylinder Wilson line correlator the scalars on the left line have to be contracted with the scalars on the right line in all possible planar periodic ways. Every such contraction is repeated with all possible integer period shifts of one line with respect to the other. For example, in figures 5.1.b and 5.1.c two different edge-to-edge contractions that are related to each other by a shift of the right line by a single period are shown. This property allows us to define a building block \(\mathcal{B}(\{Z_i\}, \{\tilde{Z}_j\})\), which includes a single representative of every type of contraction. This object is not uniquely defined – any representative from the infinite family of contractions that are related by a shift \(l \rightarrow l + a q\) can be used. In terms of \(\mathcal{B}\) the cylinder Wilson line correlator is given by

\[
\mathbb{W}^{N_{\text{MHV}}}_{2,2}(l) = \langle 1 \ 2 \rangle^2 \langle 3 \ 4 \rangle^2 \sum_{a=-\infty}^{\infty} \mathcal{B}(\{Z_i\}, \{\tilde{Z}_j^{[a]}\}).
\]

(60)

The building block \(\mathcal{B}\) is, in a sense, the dual space analog of the cylindrically cut amplitude \(A\) in (5). However, as opposed to the fishnet theory discussed in section 3, where the two
Figure 5.1: a) An example of a gluon contraction that contributes to \( W_{2,2}(l) \) for the parametrization (56). On the left line one finds a square of the field strength component \( F^2 \) inserted at a single cusp (it is not the same as the square of the \( F \) component that appears when it is inserted by itself). On the right line one finds two gauge fields that are integrated over an edge. These integrals are intertwined, making it harder to extract the result from known single trace amplitudes.

b,c) Two specific edge-to-edge diagrams in the hybrid component parametrization (58). Diagram (b) is related to (c) by a shift of the right line by one period. Diagram (b) can be chosen to be the representative of this family in \( \mathcal{B}(\{Z_i\}, \{\dot{Z}_j\}) \). For that choice, diagram (c) will contribute to \( \mathcal{B}(\{Z_i\}, \{\dot{Z}_j^{[+]}) \}) \) in the sum (60).

sums were matched on a diagram-by-diagram basis, here this seems to be just an analogy. We could not find a choice of representative \( \mathcal{B} \) and a cylindrically cut amplitude \( \mathcal{A} \), such that the two are equal prior to the summations in (60) and (5).

The advantage of working with the hybrid configuration is that any specific contraction of the scalars between the two lines, such as the edge one in figure 5.1.b, factors into a product of two planar single trace contractions. Therefore, the periodicity of the Wilson lines configuration becomes irrelevant as it is reduced to a product of expectation values of closed polygons. This allows the amplitude to be expressed through known tree-level single trace amplitudes. Take, for example, any edge-to-edge contraction, represented by the blue dashed lines in figure 5.1.b and 5.1.c. It is equal to the product of two independent scalar propagators ending on two separate edges. Consider one such scalar contraction, say between the \( i \)'th edge of the left line, whose twistors are labelled as \( \{\ldots, Z_{i-1}, Z_i, Z_{i+1}, \ldots\} \), and the \( j \)'th edge of the right line, whose twistors are labelled as \( \{\ldots, \dot{Z}_{j-1}, \dot{Z}_j, \dot{Z}_{j+1}, \ldots\} \). This single edge-to-edge contraction can be evaluated as the \( (i, i, j, j) \) component of the hexagon NMHV amplitude with the following six twistors, \( \{Z_{i-1}, Z_i, Z_{i+1}, \dot{Z}_{j-1}, \dot{Z}_j, \dot{Z}_{j+1}\} \),

\[
EE(i, j) = R_{\text{tree}}^{(i, i, j, j)} = \begin{vmatrix}
\vdots & \vdots & \ldots & \vdots \\
i & i+1 & \ldots & j-1 \\
\ldots & \ldots & \ldots & \ldots \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
j \end{vmatrix}.
\]

(61)
One convenient source of any tree-level and one-loop $N^k$MHV $n$-point amplitude is the Mathematica package \cite{bourjaily2014} by Bourjaily, Caron-Huot and Trnka. The tree-level Hexagon NMHV amplitude can be extracted using this package by defining the six twistors as above and running the command \texttt{superComponent[\{\},\{1,2\},\{\},\{3,4\},\{\}]@treeAmp[6,1]}.

The other two types of single scalar contractions are cusp-to-cusp and cusp-to-edge. These two can likewise be extracted from the NMHV hexagons as

\[
CC(i, j) = R_{\text{tree}}^{(i, i+1, j, j+1)} = \frac{i+1}{j-1} \begin{array}{c}
\text{i} \\
\text{j} \\
\text{j+1}
\end{array}
\]

\[
CE(i, j) = R_{\text{tree}}^{(i, i+1, j, j)} = \frac{i+1}{j-1} \begin{array}{c}
\text{i} \\
\text{j} \\
\text{j+1}
\end{array}
\]

(62)

All the contributions to $B$ can be arranged into nine groups corresponding to all different pairings of the single cusp, double cusp or edge insertions between the lines. Any contraction with a single and double cusp configurations, shown in the left three diagrams in figure 5.2, comes with an extra factor of $-1$, which appears from rearranging the Grassmann $\eta$ parameters on the edges. Additionally, the single cusp configuration also generates a factor of 2, due to the fact that there are two different distributions of $\eta$ parameters that contribute to it.

The first class of contractions is a single cusp contracted with a single cusp. One choice of a representative for this class is\footnote{Note that the six twistors that are used to evaluate $C(i, j)$ are $\{Z_{i-1}, Z_i, Z_{i+1}, \hat{Z}_{j-1}, \hat{Z}_j, \hat{Z}_{j+1}\}$. For example, for $CC(1, 4)$ these six twistors are $\{Z_2^{[-]}, Z_1, Z_2, \hat{Z}_3, \hat{Z}_4, \hat{Z}_3^{[-]}\}$.}

\[
CC1 = 4 \left[ CC(1, 4)CC(2, 3) + CC(1, 3)CC(2, 4^[+]) \right].
\] (63)
The second one is the contraction of a single cusp on one line with a double cusp on the other. The following representative is chosen for it,

\[
CC2 = 2 \left[ CC(1,4)CC(1,3[\pm]) + CC(1,4)CC(1,3) + CC(1,3)CC(1,4) + CC(1,3)CC(2,4) + CC(2,4)CC(1,3[\pm]) + CC(2,4)CC(2,4) \right] .
\] (64)

The third one corresponds to contractions between double cusp configurations on both lines,

\[
CC3 = CC(1,4)^2 + CC(2,3)^2 + CC(1,3)^2 + CC(2,4)^2 + CC(1,4)CC(1,4[\pm]) + CC(2,4)CC(2,4[\pm]) + CC(2[\pm], 4)CC(2,4) + CC(2[\pm], 3)CC(2,3) .
\] (65)

Combining the edge configuration with the single cusp one finds,

\[
CE1 = -2 \left[ CE(1,4)CE(2,3) + CE(1,3)CE(2,4[\pm]) + CE(4,1)CE(3,2) + CE(4,2)CE(3,1[\pm]) \right] .
\] (66)

The edge combined with the double cusp results in

\[
CE2 = -CE(2,4)CE(2,3) - CE(2,3)CE(2,4[\pm]) - CE(1,4)CE(1,3) - CE(1,3)CE(1,4[\pm]) - CE(3,1)CE(3,2) - CE(3,2)CE(3,1[\pm]) - CE(4,1)CE(4,2) - CE(4,2)CE(4,1[\pm]) .
\] (67)

Finally, a representative for contractions of edge insertions on both sides is

\[
EE1 = EE(1,4)EE(2,3) + EE(1,3)EE(2,4[\pm]) .
\] (68)

Combining all the pieces together, one finds,

\[
\mathcal{B}(\{Z_i\}, \{\dot{Z}_j\}) = CC1 + CC2 + CC3 + CE1 + CE2 + EE1 .
\] (69)

The final step is to plug \( \mathcal{B} \) from (69) into the sum in (60). We did not perform this sum analytically. Instead, we truncated it after a certain number of blocks and evaluated the result numerically with a generic randomly generated geometry. Summing over 10,000 blocks takes a few minutes on a standard laptop and gives a match with the cylindrically cut amplitude (42) up to the 18'th digit (that is an error of \( 10^{-16} \)%). It would be interesting to prove this match analytically.
6 BCFW recursion relation at Born level

To establish the duality of the cylindrically cut one-loop double trace amplitude and the cylinder Wilson lines correlator at Born level we use the BCFW on-shell recursion relation. Since the BCFW recursion relation was not established before for the cylindrically cut amplitude, it will have to be studied on both sides of the duality. The aim is to prove that

\[ M_{n,m}^{\text{tree}}(l) = W_{n,m}^{\text{tree}}(l), \tag{70} \]

by showing that both sides satisfy the same recursion relation with the same initial conditions. We begin by studying the poles in \( l \) of both sides. These poles can be thought of as a specific type of Born level unitarity cuts.

First, we consider the pole at \( l^2 = 0 \) of \( M_{2,2}^{\text{tree}}(l) \) and \( W_{2,2}^{\text{tree}}(l) \) and then generalize.

6.1 The \( l^2 = 0 \) pole

At \( l^2 = 0 \) the cylindrically cut one-loop double trace amplitude has a multi-particle factorization pole. Kinematically, it corresponds to a single propagator carrying momentum \( l \) around the cylinder going on-shell. In this limit (48) becomes

\[ \lim_{l^2 \to 0} A_{2,2}^{\text{tree}}(l) = \frac{1}{l^2} \times \int d^4 \tilde{\eta}_l A_{6}^{\text{NMHV}}(\tilde{\eta}_1, \tilde{\eta}_2, \tilde{\eta}_4, \tilde{\eta}_5, -\tilde{\eta}_l), \tag{71} \]

where the convention \( \tilde{\eta}_{-l} = -\tilde{\eta}_l \) and \( | - l | = | l | \) is used.

Note that \( l \) drops out of the \( \delta^8(Q) \) on the r.h.s. Hence, it can also be written as

\[ A_{6}^{\text{NMHV}}(\eta_1, \eta_2, \eta_4, \eta_5, -\eta_l) = \frac{g_5 \delta^4(\sum_{i=1}^{4} k_i) \delta^8(\sum_{i=1}^{4} \lambda_i \tilde{\eta}_l)}{\langle 1 2 \rangle \langle 2 4 \rangle \langle 3 4 \rangle \langle 4 1 \rangle \langle 1 4 \rangle} \times \tilde{M}_6(0, 0, \tilde{\eta}_l, 0, 0, -\tilde{\eta}_l), \tag{72} \]

where \( \tilde{M} \) is the amplitude in the \( \tilde{\eta} \) variables. One can now switch to the \( \eta \) variables using

\[ \tilde{\eta}_l = \frac{\langle i - 1 i \rangle \eta_{i+1} + \langle i + 1 i - 1 \rangle \eta_i + \langle i i + 1 \rangle \eta_{i-1}}{\langle i - 1 i \rangle \langle i i + 1 \rangle} . \tag{73} \]

Since only \( \tilde{\eta}_l = -\tilde{\eta}_{-l} \) are non zero in \( M^{\text{NMHV}} \), it is possible to set \( \eta_l = \eta_{-l} = \eta_3 = \eta_4 = 0 \). For this choice,

\[ \eta_1 = \langle 1 \theta \rangle , \quad \eta_2 = \langle 2 \theta \rangle , \quad \theta \equiv |l| \tilde{\eta}_l . \tag{74} \]

Combining (71), (72) and (74) gives

\[ \lim_{l^2 \to 0} A_{2,2}^{1\text{-loop}}(l) = \frac{1}{l^2} \times A_{6}^{\text{tree}}(1, 2, l, 3, 4, -l) \times \int d^4 \tilde{\eta}_l M(\langle 1 \theta \rangle, \langle 2 \theta \rangle, 0, 0, 0, 0), \tag{75} \]

where \( M \) is the amplitude in the \( \eta \) variables.

Similarly to the cylindrically cut amplitude, the tree-level Wilson lines correlator \( W_{2,2} \) in (56) has a pole at \( l^2 = 0 \). At this pole the cusps at \( x_2 \) and at \( x_2' \) become null separated. The factorization of the Wilson lines correlator happens inside one building block and its
dynamics are therefore the same as in the single trace Wilson loop case that has been worked out in detail in [5]. In this kinematical limit the correlator becomes

\[
\tilde{W}_{2,2}(1, 2; 3, 4|l) \to [4^{-1} 3 2 1^{[+]1}] \times W_6(1, 2, l, 3, 4, \bar{l}),
\]

(76)

where \( W_6 \) is the single trace hexagon super Wilson loop, \( \tilde{W}_{2,2} \) has been defined in (53) and

\[ Z_l = \langle k \ 2 \ 1^{[+]1} | 4^{-1} l \rangle Z_3 |, \quad \tilde{Z}_l = \langle k \ 4 \ 3^{[+]1} | 2^{-1} \rangle Z_1 |, \]

(77)

are super momentum twistors (17) that correspond to factorization edges. The supersymmetric version of a cut propagator is

\[
[4 3 2 1] = \delta((1 2 3 4)) \frac{\delta^{[1]}((k 1 2 3)\eta_4 + (4 k 1 2)\eta_3 + (3 4 k 1)\eta_2 + (1 3 4 k)\eta_1)}{(k 1 2 3) (4 k 1 2) (3 4 k 1) (1 3 4 k)}.
\]

(78)

Plugging (76) into (56), then into the duality equation (43), and using the relation

\[
\frac{1}{l^2} \to \delta(l^2) = \langle 1 2 \rangle \langle 3 4 \rangle \delta((1^{[+]1} 2 3 4^{-1})),
\]

(79)

gives

\[
\lim_{l^2 \to 0} A_{2,2}^{1\text{-loop}}(l) = \frac{\langle 1 2 \rangle \langle 3 4 \rangle \langle l 1 \rangle^4}{\langle 1^{[+]1} 2 3 4^{-1} \rangle} \times A_6^{\text{tree}}(1, 2, l, 3, 4, -l) \times \int d^4 \eta \mathcal{M} \left( \frac{\langle 2 l \rangle}{\langle 1 l \rangle} \eta, 0, 0, 0, 0 \right),
\]

(80)

which is equal to (75). Similarly, plugging (76) into (59) and (43) gives the hybrid form of the same equation,

\[
\lim_{l^2 \to 0} A_{2,2}^{\text{tree}}(l) = \frac{\langle 1 2 \rangle \langle 3 4 \rangle \langle l 1 \rangle^2 \langle l 3 \rangle^2}{\langle 1^{[+]1} 2 3 4^{-1} \rangle} \times A_6^{\text{tree}}(1, 2, l, 3, 4, -l) \times \int d\eta_1 d\eta_2^2 d\eta_3^3 d\eta_4^4 \mathcal{M} \left( \eta, \frac{\langle 2 l \rangle}{\langle 1 l \rangle} \eta_1, 0, \eta_3, \frac{\langle 4 l \rangle}{\langle 3 l \rangle} \eta_3, 0 \right).
\]

(81)

We conclude that both \( M_{2,2}^{\text{tree}}(l) \) and \( W_{2,2}^{\text{tree}}(l) \) have a pole at \( l^2 = 0 \) with the same residue,

\[
\lim_{l^2 \to 0} M_{2,2}^{\text{tree}}(l) = \lim_{l^2 \to 0} W_{2,2}^{\text{tree}}(l).
\]

(82)

The same manipulations directly apply to any kinematical point where a cusp on the left line becomes null separated from a cusp on the right line. These are located at \((l + aq)^2 = 0\), \((l + 2a)^2 = 0\), \((l - 4a)^2 = 0\) and \((l + 2a - 4a)^2 = 0\). In order to generalize (82) for these poles one simply has to redefine \( l \) accordingly. It is also straightforward to make this generalization for any number of particles in the traces. For example, for \( n \) particles in the first trace, instead of \{\( \overline{\theta 1} \), \( \overline{\theta 2} \)\} in (75) and \{\( \eta_1, \frac{\langle 2 l \rangle}{\langle 1 l \rangle} \eta_1 \)\} in (81), one has \{\( \overline{\theta 1}, \ldots, \overline{\theta n} \)\} and \{\( \eta_1, \frac{\langle 2 l \rangle}{\langle 1 l \rangle} \eta_1, \ldots, \frac{\langle n l \rangle}{\langle 1 l \rangle} \eta_1 \)\}, respectively.
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6.2 BCFW recursion relation at Born level

We choose the BCFW deformation,

\[ Z_1 \rightarrow Z_1 + zZ_{n[-1]} \Rightarrow Z_{1[a]} \rightarrow Z_{1[a]} + zZ_{n[a-1]} , \tag{83} \]

where \( n \) is the number of particles in the first trace and the superscript represents the block shift as in (10). Clearly, the momentum flow through the cylinder \( q \) is independent of this deformation and, therefore, it is not a function of \( z \). The momentum \( l \), as defined in (11), is also independent of \( z \). Of all the Wilson lines’ cusps, only \( x_1 \rightarrow \hat{x}_1(z) \) is a function of \( z \). As a result, distances such as \( l - k_1 = \hat{x}_m - x_1 \) do depend on \( z \).

Any representative of the unsummed cylindrically cut one-loop amplitude \( A(l) \) is a manifestly rational function. Shifting \( l \) by \( q \) shifts all the poles of \( A(l) \). Hence, the summation over \( n \) in (5) produces a meromorphic function of \( z \) with an infinite set of well separated poles. A dispersion integral can be written for such a function,

\[ M_{n,m}^{\text{tree}}(l) = \oint \frac{dz}{2\pi i z} M_{n,m}^{\text{tree}}(l; z) , \tag{84} \]

where the contour encircles the pole at \( z = 0 \), but no other pole.

Similarly, the tree-level Wilson lines correlator can be written as an infinite sum of rational functions, with \( l \) shifted by an integer multiple of \( q \). Such a shifted block decomposition of \( W_{2,2} \) has been worked out explicitly in section 5. It is a meromorphic function of \( z \) with an infinite set of well separated poles and hence,

\[ W_{n,m}^{\text{tree}}(l) = \oint \frac{dz}{2\pi i z} W_{n,m}^{\text{tree}}(l; z) . \tag{85} \]

This integral can be evaluated by summing over the residues at the poles of \( \hat{W}_{n,m}^{\text{tree}}(l; z) \). There are two types of poles. First, there are the factorization poles for which the cusp \( \hat{x}_1 \) on the left Wilson line becomes null separated from a cusp on the right Wilson line, see figure 6.1.a. These poles are located at

\[ z_j = -\frac{(12 j j + 1)}{(n|-2 j j + 1)} , \quad (\hat{x}_1 - \hat{x}_j)^2 \rightarrow 0 . \tag{86} \]

The match of the \( l^2 = 0 \) pole (82), shown in section 6.1, generalizes to all the poles in (86), as explained in section 6.1. On the amplitude side of the duality, these correspond to the kinematical points where \( l + k_2 = a q \) or \( l + k_2 - k_4 + a q \) go on-shell.

The second type are the poles that correspond to two cusps on the same Wilson line becoming null separated, see figures 6.1.b and 6.1.c. These poles can be divided into three groups as follows,

- Two cusps on the same Wilson line that are more than one block away from each other become null separated. That is, \( (\hat{x}_1 - x_{1+r})^2 \rightarrow 0 \) where \(|r| > n\) is not a multiple of \( n \). Such factorization poles are absent on the amplitude side. On the Wilson lines side they are inconsistent with planarity and the periodicity constraint. That is, the color contractions of such poles cross one of their periodic images, making their contribution non-planar.
Figure 6.1: Factorization poles of the Wilson lines correlator. a) Poles for which the cusp $\hat{x}_1(z)$ becomes null separated from a cusp on the right Wilson line. b,c) Poles for which the cusp $\hat{x}_1(z)$ becomes null separated from a cusp on the same Wilson line. That cusp can either be located above $\hat{x}_1(z)$, (b), or below $\hat{x}_1(z)$, (c), and the two must lie within one period.

- The sum of all momenta in one trace goes on shell, that is, $q^2 \to 0$. Since $q = \hat{x}_1 - \hat{x}_{1+n}$ is independent of $z$, this pole does not contribute to the integral (85). For the four-point amplitude one may naively expect the pole at $z = \infty$ to be of this type. However, since $q$ is independent of $z$, such a pole at infinity cannot be present. We have confirmed this by an explicit calculation, see appendix B. Note that individual building blocks of the Wilson lines correlator with $n = m = 2$ do have poles at $z = \infty$, but these cancel out after summation over all possible shifts of $l$ by $q$.

- Finally, there are the factorization poles for which two cusps that fit inside a single building block become null separated. They are located at (see figures 6.1.b and 6.1.c)

$$z_i = -\frac{\langle 12 i i + 1 \rangle}{\langle n^{[-]} 2 i i + 1 \rangle}, \quad (\hat{x}_1 - x_j)^2 \to 0, \quad |i - 1| < n.$$  

Such factorizations are localized inside each block separately and therefore are insensitive to the periodic arrangement. Hence, the factorization on these poles works in the same way as in the single trace case and the matching between the poles is automatic. For $n > 2$, this set of poles includes the $i = -1 = (n - 1)^{[-]}$ case for which the deformed cusp $\hat{x}_1$ becomes null separated from $x_{n-1}^{[-]}$. At this collinear limit $z = \infty$ and the number of edges in the left Wilson line is reduced by one due to $\mathcal{Z}_1$ being omitted. This results in a lower-point Wilson lines correlator $W_{n-1,m}$.

Note that supersymmetry can be used to avoid all factorization channels of this type.
by choosing a parametrization of the Wilson lines correlator for which any subset of the \( \eta \)'s in the left trace cannot form a singlet. Since the supersymmetric \( \delta \)-function on the factorization pole (78) is a combination of singlets made of four \( \eta \)'s, it cannot appear if the two null separated cusps are on the same Wilson line. One such choice for \( n = m = 2 \) is (59).

Summing up these two types of residues results in the following representation of the cylindrically cut amplitude,

\[
\hat{\mathcal{W}}_{n,m}(1,\ldots,n; n+1,\ldots,n+m;l) = \sum_{j=-\infty}^{\infty} \int \mathcal{W}_n(1, j+1, \ldots, j+n, j_{j+1}^{[-]}, 2_{j+1}^{[-]}, \ldots, \hat{i}_j)
\]

\[
+ \mathcal{W}_{n-1,m}(2, 3, 4, \ldots, n; n+1, \ldots, n+m;l) + \sum_{i=2}^{n-2} n_{[-]}^{[-]} 12 i_{[-]}^{[-]} (i + 1)^{[-]} W_{n+2-i}(J_{i-1}^{[-]}, (i+1)^{[-]}, \ldots, n^{[-]}, \hat{i}_{i+1}) \times
\]

\[
\times \mathcal{W}_{i,m}(J_{i-1}^{[-]}, 2, \ldots, i; n+1, \ldots, n+m;l) + \sum_{i=4}^{n} n_{[-]}^{[-]} 12 i^{[-]} W_i(J_i, 2, 3, \ldots, i) \mathcal{W}_{n-i+2,m}(\hat{i}_i, J_i, i+1, \ldots, n; n+1, \ldots, n+m;l),
\]

where

\[
\hat{i}_j = \langle 2 j j + 1 [1] n_{[-]}^{[-]} \rangle, \quad J_j = \langle n_{[-]}^{[-]} 12 [j] j + 1 \rangle,
\]

and \( W \) is the super Wilson loop from [5] or its dual single trace amplitude. The first line on the right hand side of (88) corresponds to the factorization pictured in figure 6.1.a, the second and third lines to figure 6.1.c and the last line to figure 6.1.b. We checked this relation explicitly in Mathematica for the case of the four-point correlation function \( \hat{\mathcal{W}}_{2,2} \), for which equation (88) reads

\[
\hat{\mathcal{W}}_{2,2}(1, 2; 3, 4;l) = \sum_{j=-\infty}^{\infty} \int d\theta [2_{j+1}^{[-]} 12 j j + 1] W_6(J_j, j + 1, j + 2, J_{j+1}^{[-]}, 2_{j+1}^{[-]}, \hat{i}_j).
\]

The \( t^2 = 0 \) pole of \( \hat{\mathcal{W}}_{2,2} \) has been specifically examined in section 6.1.

The same recursion relation holds for \( \mathcal{W} \) with the single trace amplitude \( M_n \) instead of \( W_n \) (the two are, of course, equal). One can use it to reduce the number of particles (edges) in each of the traces (Wilson lines) up to \( n = m = 2 \), for which the duality has been checked explicitly. This process cannot be continued up to the point where there is only one particle (edge) in one of the two traces (lines) because \( q \) is independent of the BCFW deformation (83).\(^{13}\)

\(^{13}\)One may imagine a more complex deformation for which \( q \) is a function of \( z \) and use it to go all the way up to the point where there is only one particle (edge) in one of the two traces (lines). On the amplitude side such an amplitude is proportional to the trace of a single \( SU(N) \) generator and, therefore, vanishes (one can only exchange an on shell color singlet that is dual to a closed string state). On the Wilson lines side one would find an infinite null line. We expect that any propagator ending on it will result in an integral over a total derivative. The boundaries of such integrals are infinitely far away and therefore the integral vanishes.
The cylinder loop integrand

The loop integrand has been defined for planar amplitudes [8] and their dual Wilson loops [5]. It is a rational function which upon integration and regularization gives the loop amplitude. It is important to point out that it is fully determined by its poles and asymptotic behaviour, which allows one to find a recursion relation that enables a systematic construction of the integrand at any loop order [5,8].

We introduce a new class of objects that, we claim, are the natural generalization of the planar integrands, henceforth referred to as cylinder integrands. Upon integration and regularization, the cylinder integrands give the cylindrically cut double trace amplitude $M_{n,m}(l)$ and its dual cylinder Wilson lines correlator $\mathbb{W}_{n,m}(l)$. As opposed to the planar case, it is not a rational function. Instead, it is an infinite sum of rational functions that arises from the universal cover of the cylinder. Similarly to the planar loop integrand, it is fully determined by its poles and asymptotic behaviour. In the next section both cylinder integrands, the amplitude one and the Wilson lines one, will be shown to satisfy the same recursion relation and hence to be equal.

The existence of a loop integrand is made possible by the fact that both the cylindrically cut double trace amplitude $M_{n,m}(l)$ and the cylinder Wilson lines correlator $\mathbb{W}_{n,m}(l)$ are effectively planar objects. Therefore, there is a meaningful way of identifying integrand loop momenta of different Feynman diagrams. In fact, the cylindrical loop integrands have already made an appearance in the fishnet model, see (28). The same construction that was applied to a single Feynman diagram in the fishnet model generalizes to the corresponding sum of diagrams in $\mathcal{N} = 4$ SYM theory.

7.1 The cylinder integrand of the Wilson lines correlator

The cylindrical Wilson lines integrand can be constructed by following the procedure in [5] in a straightforward way. The Wilson lines correlator is computed using chiral Lagrangian insertions with the periodicity constraint imposed on them. Every Lagrangian insertion of the form,

$$L_{\text{on-shell}}(y) = \frac{1}{4} F_{\alpha\beta} F^{\alpha\beta} - \frac{1}{4} \phi_{AB} [\psi_{\alpha}^A, \psi^{\alpha A}] - \frac{1}{64} [\phi_{AB}, \phi_{CD}] [\phi^{AB}, \phi^{CD}],$$

comes with infinitely many images shifted by an integer multiple of $q$,

$$L_{\text{on-shell}}^{[a]}(y + a q) = L_{\text{on-shell}}(y).$$

These images come about as a diagram in the theory compactified on a circle is lifted to a periodic flat space diagram as described in section 2. At $L$-loop order one finds $L$ such Lagrangian insertions with their periodic images,

$$\frac{(i\lambda)^L}{L!} \int d^4 y_1 \ldots d^4 y_L \times$$

$$\ldots \times \left[ L_{\text{on-shell}}(y_1) \right] \left[ L_{\text{on-shell}}(y_L) \right] \times \left[ \frac{L_{\text{on-shell}}^{[+]}(y_1 + q)}{\lambda^2} \ldots \frac{L_{\text{on-shell}}^{[+]}(y_L + q)}{\lambda^2} \right] \times \ldots$$
Similarly to $l$ in equation (4), the dual coordinates are only defined modulo a shift,

$$y_i \simeq y_i + q \quad (94)$$

Finally, these Lagrangian insertions are contracted at tree level, keeping only planar diagrams that respect the quantum periodicity constraint and taking the contribution of one period.

The cylinder integrand is then defined as the sum of all such periodic diagrams for a fixed set of points, $\{y_1, \ldots, y_L\}$. Shifting any of these points by one period results in the same cylinder integrand. In other words, the set $\{y_1, y_2, \ldots, y_L\}$ and the set $\{y_1 + q, y_2, \ldots, y_L\}$ correspond to the same cylinder integrand.

Each specific periodic contraction, such as the one in figure 7.1, contains a finite number of propagators and is, therefore, a rational function. The cylinder integrand, on the other hand, is not a rational function. It has poles corresponding to Lagrangian insertion points becoming null separated from cusps of the periodic Wilson lines, $1/(y - x_i - a q)^2$. Since a periodic null polygonal Wilson line has infinitely many cusps that are separated by the periodic shift and each insertion point has infinitely many images, the integrand has infinitely many poles at $1/(y - x_i)^2, 1/(y - x_i - q)^2, \ldots$. These poles are related by a constant periodic shift and are therefore well separated.

We denote the cylinder integrand of the cylinder Wilson lines correlator at $L$-loop order by

$$W_{n,m;L}(k_1, \ldots, k_n; k_{n+1}, \ldots, k_{n+m}; l; \{y_i\}_L) \quad (95)$$

When discussing the loop integrand and, in particular, its dual conformal transformations, it is useful to change variables from the chiral Lagrangian insertion points $\{y_i\}$ to their corresponding lines in twistor space $(A_i, B_i)$,

$$d^4y = \frac{d^4Z_A d^4Z_B}{\text{vol}[\text{GL}(2)] \times \langle \lambda_A \lambda_B \rangle^4} \quad (96)$$
It is important to point out that when translating from \( d^4y_i \) to \( d^4Z_A d^4Z_B \) one has to absorb the Jacobian, \( \langle AB \rangle^4 = \langle \lambda_A \lambda_B \rangle^4 \), into the definition of the integrand, see [5, 8] for details. The periodic shift by \( q \) acts in twistor space as an \( SL(4) \) matrix \( \mathbb{P}(q) \),

\[
\mathbb{P} = \begin{pmatrix} 1 & 0 \\ q & 1 \end{pmatrix}.
\]  

(97)

The corresponding cylinder integrand is denoted by

\[
\mathcal{W}_{n,m;L}(1, \ldots, n; n+1, \ldots, n+m; \mathbb{P}; \{AB\}_L)
\]

\[
= \left( \prod_{a=1}^L \langle A_a B_a \rangle^{-4} \right) \times \mathcal{W}_{n,m;L}(k_1, \ldots, k_n; k_{n+1}, \ldots, k_{n+m}; l; \{y_i\}_L).
\]

(98)

Here, \( 1, \ldots, n \) and \( n+1, \ldots, n+m \) represent the twistors \( Z_1, \ldots, Z_n \) and \( \dot{Z}_1, \ldots, \dot{Z}_m \), respectively. Under the periodic shift, they transform as

\[
Z_i^{[a]} = \mathbb{P}^a \cdot Z_i, \quad \dot{Z}_j^{[a]} = \mathbb{P}^a \cdot \dot{Z}_j.
\]

(99)

Shifting all the \( Z'_i \)'s or all the \( \dot{Z}_j \)'s by one period results in the same integrand.

Let us consider, for example, the cylindrically cut two-loop amplitude in the fishnet model (30). The corresponding integrand is given by the sum, see figure 3.5,

\[
\mathcal{W}_{\text{fishnet}}^{2,2;2}(k_1, k_2; k_3, k_4; l; \{y_1, y_2\})
\]

\[
= \frac{1}{2! \left( 2 \pi \right)^8} \sum_{a,b,c} \frac{1}{(x_1 - y_1^{[a]})^2(x_2 - y_2^{[b]})^2(y_1^{[a]} - y_2^{[b]})^2(y_1^{[a]} - y_2^{[b-1]})^2}
\]

\[
\times \left( \frac{1}{(y_1^{[a]} - \dot{x}_2^{[c]})^2(y_2^{[b]} - \dot{x}_1^{[c]})^2} + \frac{1}{(y_1^{[a]} - \dot{x}_1^{[c]})^2(y_2^{[b]} - \dot{x}_2^{[c+1]})^2} \right)
\]

\[
+ (y_1 \leftrightarrow y_2),
\]

(100)

where the factor of \( 1/2! \) comes from the symmetrization in \( y_1 \) and \( y_2 \). Here, the sum over \( a \) and \( b \) accounts for all shifts of \( y_1 \) and \( y_2 \) by an integer multiple of \( q \). The sum over \( c \) corresponds to all shifts of \( l \) by an integer multiple of \( q \). The cylindrically cut two-loop amplitude is then given by

\[
\mathcal{W}^{\text{fishnet}}_{2,2;2\text{-loop}}(l) = \lambda^2 \int_{y_1 \sim y_1 + q} d^4y_1 \int_{y_2 \sim y_2 + q} d^4y_2 \ \mathcal{W}_{2,2;2}^{\text{fishnet}}(k_1, k_2; k_3, k_4; l; \{y_1, y_2\}).
\]

(101)

Note that even though the cylinder integrand (100) is not a rational function, it is determined by summing over images of a rational function, which can be chosen to be any term in the sum (100).
In terms of the twistor variables,\[ \mathcal{W}_{2,2,2}^{\text{fishnet}} (1, 2; 3, 4; \mathbb{P}; \{A B\}^2) / (\langle 1 \rangle^2 \langle 2 \rangle^2 \langle 3 \rangle^2 \langle 4 \rangle^2) \]

\[ = \frac{1}{2!} \sum_{a,b,c} \frac{1}{\langle 12 A_1^{[a]} B_1^{[a]} \rangle} \frac{1}{\langle 21 + A_2^{[b]} B_2^{[b]} \rangle} \langle A_1^{[a]} B_1^{[a]} A_2^{[b]} B_2^{[b]} \rangle \times \]

\[ \times \left( \frac{1}{\langle A_1^{[a]} B_1^{[a]} 4[c] 3[c-1] \rangle} \langle A_2^{[b]} B_2^{[b]} 3[c] 4[c] \rangle + \frac{1}{\langle A_1^{[a]} B_1^{[a]} 3[c] 4[c] \rangle} \langle A_2^{[b]} B_2^{[b]} 4[c+1] 3[c] \rangle \right) \]

\[ + \left( \langle A_1, B_1 \rangle \leftrightarrow \langle A_2, B_2 \rangle \right) . \]

Note that on the left hand side the factor \( \langle 1 \rangle^2 \langle 2 \rangle^2 \langle 3 \rangle^2 \langle 4 \rangle^2 \) has been stripped away. This factor will be discussed in section 9.

In order to construct the recursion relation in section 8 a new object, \( \mathcal{W}_n \), has to be introduced. It is constructed by summing over all periodic shifts of Lagrangian insertion points of the \( L \)-loop single trace integrand, \( W_n \),

\[ \mathcal{W}_n (k_1, \ldots, k_n; q; \{ y_i \}_L) = \sum_{a_1, \ldots, a_L} W_n (k_1, \ldots, k_n; \{ y_i + a_i q \}_L) , \]

or, in terms of twistors,

\[ \mathcal{W}_n (1, \ldots, n; \mathbb{P}; \{A B\}_L) = \sum_{a_1, \ldots, a_L} W_n (1, \ldots, n; \{A^{[a]}, B^{[a]}\}_L) . \]

### 7.2 The cylinder integrand of the cylindrically cut double trace amplitude

Let us consider the cylinder cut of a leading color Feynman diagram that contributes to the double trace amplitude, as defined in (1), (2). If there are more than two particles in each trace, there are two relative orderings of the traces. The cylinder integrand is defined independently for each of these by following the same procedure as in the planar case. After a change of variables, the cylindrically cut diagrams are written in terms of the dual coordinates \( \{ x_i \}_{i=1}^n \) instead of the external momenta, see (9), (11). Similarly, a set of loop integration points \( \{ y_i \}_{i=1}^L \) is used instead of the loop integration variables \( \{ l_i \}_{i=1}^L \). The dual \( y_i \) variables correspond to the faces of the cut leading color diagrams. They are defined such that the propagator between the faces \( y_j \) and \( y_k \) has momentum \( P_{jk} = y_j - y_k \). Similarly, a propagator on the boundary of the leading color diagram carries momentum \( P_{jk}^{\text{boundary}} = x_j - y_k \).

After going around the cylinder and returning to the same face, the corresponding dual \( y \)-coordinate is shifted by \( q \). Hence, the dual coordinates live on the universal cover of the cylinder, see figure 7.2. For any diagram, the set of points \( \{ y_i \}_{i=1}^L \) depends on the choice of the cut. To obtain the cylinder integrand that is cut independent and hence physical, the integrand must be symmetrized in \( \{ y_i \}_{i=1}^L \) and summed over all possible shifts of each of the points \( \{ y_i \}_{i=1}^L \) and \( \{ x_j \}_{j=1}^n \) by an integer multiple of \( q \).

The summation over integer shifts of the integration points can be viewed as performing part of the loop integration. That is, shifting a point \( y_i \rightarrow y_i + q \) amounts to shifting the
To construct the cylinder integrand of the cylindrically cut double trace amplitude, one has to associate a set of dual coordinates with the faces of any Feynman diagram. Internal faces of the diagram are associated with loop integration variables $y_i$ and external ones with the dual coordinates $x_i$. Circling around the cylinder in the direction of the ordering of the momenta on the first trace results in a shift of the dual coordinates by $q$, $y_i \rightarrow y_i^{\uparrow +}$ and $x_i \rightarrow x_i^{\uparrow +}$. The points $\{y_i\}_{i=1}^L$ are then symmetrized.

Momentum that is running around the corresponding face by $q$. Because the amplitude is UV finite, the resulting cylinder integrand is finite.

Similarly to the Wilson lines cylinder integrand introduced in (95), we denote the cylinder integrand of the cylindrically cut double trace amplitude at $L$ loops by

$$\mathcal{M}_{n,m;L}(1,\ldots,n; n+1,\ldots,n+m; l; \{AB\}_L).$$

As in (103), the periodic sum of the single trace amplitude integrands is defined as

$$\mathcal{M}_n(k_1,\ldots,k_n; q; \{y_i\}_L) = \sum_{a_1,\ldots,a_L} M_n(k_1,\ldots,k_n; \{y_i+a_i q\}_L).$$

It is equal to (103) because the single trace amplitude and Wilson loop integrands are identical.

8 BCFW recursion relation at loop level

It has been shown in [5] that the Wilson loop integrand satisfies the same recursion relation as the loop integrand of the planar amplitude [8] and that the two are equal. To promote this into a proof of the planar amplitude – Wilson loop duality, one has to integrate the integrand, construct a regularization independent ratio and match the two. Here, we will generalize the integrand construction of [5] to the double trace duality. The arguments of [5] apply almost unchanged to the cylinder integrands. Namely, the cylinder integrands of the cylindrically cut amplitude and of the cylinder Wilson lines correlator satisfy the same recursion relations that determine them uniquely.
At tree level $M_{n,m}(l)$ and $\mathcal{W}_{n,m}(l)$ satisfy the same BCFW recursion relation as was found in section 6. This recursion relation is generalized to loop level, starting with the periodic Wilson lines picture.

### 8.1 The Wilson lines recursion relation

Borrowing the arguments of [5] is straightforward. As explained in section 7.1, the chiral Lagrangian insertions are used to construct the Wilson lines cylinder integrand. It is an infinite sum of rational functions of the insertion points and external data with well separated poles. Therefore, the BCFW deformation prescription used at tree-level is still applicable,

$$\mathcal{W}_{n,m;L}(l) = \oint \frac{dz}{2\pi i z} \tilde{\mathcal{W}}_{n,m;L}(l; z),$$

where the BCFW deformed integrand $\tilde{\mathcal{W}}_{n,m;L}(l; z)$ is evaluated on the deformed external supertwistors (83).

The integral is evaluated by summing the residues of all the poles of $\tilde{\mathcal{W}}_{n,m;L}(l; z)$. The two types of contributions discussed in section 6.2 remain unscathed. They produce either single trace integrands or products of lower-point double trace integrands and single trace ones, see figure 6.1. At loop level the Lagrangian insertions have to be distributed between the two integrands in each product in all possible ways. Every single trace integrand with Lagrangian insertions has to be summed over all its periodic images. Hence, these single trace loop integrand factors are all of the form (103).

The new feature of the recursion relation at loop level is the possibility of the deformed cusp $\hat{x}_1$ becoming null separated from a Lagrangian insertion point $y_i$. All the periodic images of this cusp, $\hat{x}_1^{[a]}$, become null separated from the corresponding images of the Lagrangian insertion point, $y_i^{[a]}$. These contributions are referred to as single-cut terms and coincide with the forward limit of lower-loop higher-point cylinder integrands. All the images of this forward limit are well separated in dual coordinate space, see figure 8.1.\(^\text{14}\) Hence, the analysis

\(^\text{14}\)Here we take $q$ to be a generic non-null momentum. Hence, the forward limit cannot align with $q$. 

Figure 8.1: Single-cut factorization poles for the cylinder loop integrand $\mathcal{W}_{2,2;L}(l)$. The cusp $\hat{x}_1$ becomes null separated from a chiral Lagrangian insertion point $y_i$. The periodic images of $y_i$ are likewise null separated from images of $\hat{x}_1$, $(y_i^{[a]} - \hat{x}_1^{[a]})^2 = 0$, and are well separated from each other.
of [5] is still applicable with no modifications. It leads to the following recursion relation,
\[ W_{n,m;L}(1, \ldots, n; n + 1, \ldots, n + m; l; \{AB\}_L) = \sum_{j=1}^{\infty} \int d^8 \theta [n^{-1}] 1 2 j j + 1 \ W_{n+m+2}(J_j, j + 1, \ldots, j + m, J_j^{-1}, 2^{-1}, \ldots, \hat{i}_j; q; \{AB\}_L) \]
+ \ W_{n-1,m;L}(2, 3, 4, \ldots, n; n + 1, \ldots, n + m; l; \{AB\}_L) \\
+ \frac{1}{L!} \sum_{\sigma_L} \sum_{i=2}^{n-2} [n^{-1}] 1 2 i^{-1} (i + 1)^{-1} \ W_{n+2-i}(J_{i-1}, (i + 1)^{-1}, \ldots, n^{-1}, \hat{i}_{i-1}; q; \{AB\}_{L/R}) \\
\times W_{i,m;R}(J_{i-1}, 2, \ldots, i; n + 1, \ldots, n + m; l; \{AB\}_R) \\
+ \frac{1}{L!} \sum_{\sigma_L} \sum_{i=4}^{n} [n^{-1}] 1 2 i^{-1} i + 1 \ W_i(J_i, 2, 3, \ldots, i; q; \{AB\}_{L/R}) \\
\times W_{n-i+2,m;R}(\hat{i}_i, J_i, i + 1, \ldots, n + 1, \ldots, n + m; l; \{AB\}_R) \\
+ \frac{1}{L} \sum_{j=1}^{L} \oint_{GL(2)} \mathcal{A}_j B_j 21 n^{-1} \ W_{n+2,m;L-1}(\hat{\mathcal{A}}_j, \mathcal{A}_j, B_j, 2, \ldots, n; n + 1, \ldots, n + m; l; \{AB\}_{L/j}) ,
\]
where the shifted momentum supertwistors are given by (89) and
\[ \hat{\mathcal{A}}_{AB} = \langle A_j B_j n^{-1} [1 \ 2] \rangle , \quad \hat{A}_j = \langle n^{-1} 1 2 [A_j \ B_j] \rangle . \quad (109) \]
The sum over \( \sigma_L \) is a sum over all partitions of the loop momenta into two sets \( \{AB\}_L = \{AB\}_R \cup \{AB\}_{L/R} \). The contour integral over \( GL(2) \) matrices \( G \), that send \( (A, B) \) to \( (A', B') = (A, B)G \), is done by taking the residues of the poles located around \( A' \propto B' \propto \hat{A} \).

By repeatedly using the recursion relation (108) the double trace integrand can be reduced to a linear combination of products of single trace integrands and \( W_{2,2} \). In a sense, the perturbative double trace amplitude can be constructed by gluing together dual conformal invariant single trace objects. It turns out that a similar structure is also present at finite coupling. There, one can compute the cylindrically cut double trace amplitude using the dual conformal invariant single trace pentagon transitions, see discussion section and [26].

As opposed to the planar integrand recursion relation, the right hand side of (108) contains an infinite sum. The terms in this sum are all related by the periodicity constraint and therefore, they can be generated by a single term in the sum. In other words, the cylinder integrand is generated by summing over all the periodic images of a single rational function, see (102) for example. However, there is no unique way of choosing that rational function for the same reason that a cylindrically cut Feynman diagram is not well defined prior to summation over images, see (5).

### 8.2 The cylindrically cut amplitude recursion relation

As explained in section 7.2, the integrand of the cylindrically cut amplitude is an infinite convergent sum of rational functions with well separated poles. Hence, similarly to the
Wilson loop integrand (107), it can be written as

\[ M_{n,m;L}(l) = i \oint \frac{dz}{2\pi i z} \hat{M}_{n,m;L}(l; z), \]  

and evaluated by summing over all the residues of the poles of \( \hat{M}_{n,m;L}(l; z) \). The two types of poles that appeared at tree level carry over to loop level, see section 7.2 and figure 6.1. The only new type of poles at loop level is single-cut, for which the loop momentum running between the external face of the Feynman diagrams marked by \( \hat{x}_i \) and the internal face marked by \( y_i \) goes on-shell. Similarly to the single trace integrand, the residues of these poles are equal to forward limits of lower loop higher-point cylinder integrands. Similarly to all other poles, the forward limit ones enter the cylinder integrands with all their integer periodic shifts.

The summation over all poles of \( \hat{M}_{n,m;L}(l; z) \) leads to the same recursion relation as in (108), with \( M \) instead of \( W \). Using these recursion relations repeatedly can reduce the integrands \( M_{n,m;L} \) and \( W_{n,m;L} \) to tree-level four point integrands \( M_{2,2;0} \) and \( W_{2,2;0} \) and single trace integrands (103) and (106). The integrands \( M_{2,2;0} \propto M_{2,2}\text{tree} \) and \( W_{2,2;0} \propto W_{2,2}\text{tree} \) have been shown to be equal in section 6. Hence, we conclude that the loop level cylinder integrands of the cylindrically cut double trace amplitude and the cylinder Wilson lines correlator are the same.

9 The role of broken dual superconformal symmetry

The planar S-matrix of \( \mathcal{N} = 4 \) SYM and its dual description in terms of polygonal Wilson loops possess a large amount of symmetries. Some of these are anomalous, but the anomaly is well understood and is under control [7, 30]. These symmetries are so powerful that they fix the result uniquely for any value of the cusp anomalous dimension [7]. It is therefore useful to understand which of these symmetries are preserved when considering the double trace amplitude.

Let us consider, for example, the dual conformal generators. Their action on the single trace amplitude is sensitive to the ordering of the external particles in the trace (it is a level-one generator of the Yangian algebra). Hence, the generalization of this type of symmetries to the double trace amplitude is quite interesting. Specifically, in this section we will focus on extending the dual superconformal symmetry. Other symmetries of the planar S-matrix can be similarly extended to symmetries of the cylinder Wilson lines correlator and will not be discussed here.

The dual conformal generators act locally in dual coordinate space. That is, they are represented by a sum over generators that act on a single vertex of the polygon or a single dual momentum supertwistor. Therefore, the map between the cylindrically cut double trace amplitude and the Wilson lines correlator gives a generalization of dual conformal transformations. Two periodic Wilson lines can be viewed as if they were a single infinite Wilson loop acted on with the standard dual conformal generators. The single trace Wilson loop is, of course, invariant under such transformations (up to the well understood dual conformal anomaly localized at the cusps). One has to keep in mind, however, that in the double trace case the Wilson lines correlator is subject to the quantum periodicity constraint.
\[ P \rightarrow \tilde{P} = \mathcal{K} \cdot P \cdot \mathcal{K}^{-1}. \]  

(111)

As a result, dual conformal transformations map one periodic Wilson lines correlator to a new Wilson lines correlator that is subject to the twisted periodicity constraint \( \tilde{P} \). We will argue that this transformation is a symmetry of the cylinder Wilson lines correlators. The original cylinder Wilson lines correlator and the twisted one correspond to the same double trace amplitude. In other words, this symmetry associates different periodic Wilson lines correlators with the same double trace amplitude and, in this sense, can be thought of as a sort of gauge symmetry of the amplitude instead of a global symmetry. Similarly to the planar case, we expect this set of symmetries to uniquely determine the cylinder correlator for any value of the cusp anomalous dimension.

### 9.1 Wilson lines correlators with twisted periodicity

The definition of the cylinder Wilson lines correlator (15) contains integration over \( \theta \), the superseparation between the lines (15). Integrating over it extracts a \( \theta \) component of the Wilson lines correlator (18). Like in the case of the single trace Wilson loop the dual conformal invariant objects are the \( \eta \) components of the Wilson lines correlators. The \( \eta \) and the \( \theta \) components are related by a simple Jacobian, see section 5.2.\(^{15}\) For example, changing variables from the eight \( \theta \)'s to \( \eta^A_i \) and \( \eta^B_k \) results in the following expression for the \( \theta \) integration in (7),

\[
\int d^8 \theta \tilde{\mathcal{W}}_{n,m} = \langle i k \rangle^4 \int d\eta^A_i d\eta^B_k \tilde{\mathcal{W}}_{n,m},
\]

(112)

where \( \tilde{\mathcal{W}}_{n,m} \) is a function of the \( \eta \)'s and the integration over \( \eta \) and \( \eta \) amounts to extracting a specific component of it, see section 5.2. It is a function of the supertwistors \( \{ Z_i \}_{i=1}^n \), \( \{ \dot{Z}_j \}_{j=1}^m \) and the superperiodicity constraint \( \mathcal{P} \),

\[
\tilde{\mathcal{W}}_{n,m} = \tilde{\mathcal{W}}_{n,m}(\{ Z_i \}_{i=1}^n, \{ \dot{Z}_j \}_{j=1}^m; \mathcal{P}),
\]

(113)

where \( \mathcal{P} \) is the 6 \( \times \) 6 matrix whose upper 4 \( \times \) 4 block is \( \mathbb{P} \),

\[
\mathcal{P} = \begin{pmatrix}
1 & 0 & 0 \\
q & 1 & 0 \\
Q & 0 & 1
\end{pmatrix}, \quad \mathcal{Z}^a = \mathcal{P}^a \cdot \mathcal{Z}.
\]

(114)

Here \( Q \) is the total supercharge going through the cylinder (13). Similarly to the cylinder Wilson lines correlator in (113), the corresponding integrand will also be denoted by \( \tilde{\mathcal{W}}_{n,m} \) with added dependence on the loop integration points,

\[
\tilde{\mathcal{W}}_{n,m;L} = \tilde{\mathcal{W}}_{n,m;L}(\{ Z_i \}_{i=1}^n, \{ \dot{Z}_j \}_{j=1}^m; \{ A, B \}_{L}; \mathcal{P}).
\]

(115)

\(^{15}\)This Jacobian factor can be combined with the measure \( d^4 l \) to produce a manifestly dual conformal invariant integration measure.
It is related to the loop integrand discussed in section 7 by the same relation as in (112).

The cylinder Wilson lines correlator and its integrand can now be generalized to the “twisted” ones. Under a dual superconformal transformation $\mathcal{K}$ the twistors and the periodicity constraint $\mathcal{P}$ transform to their twisted counterparts,

$$
\mathcal{P} \to \tilde{\mathcal{P}} = \mathcal{K} \cdot \mathcal{P} \cdot \mathcal{K}^{-1}, \quad Z^{[a]} \to \tilde{Z}^{[a]} = \mathcal{K} \cdot Z^{[a]} = \tilde{\mathcal{P}}^a \cdot \tilde{Z}.
$$

(116)

The twisted cylinder Wilson lines correlator and its integrand are defined as their untwisted versions, with the periodicity constraint $\mathcal{P}$ replaced by $\tilde{\mathcal{P}}$. This implies that the periodic images of any external twistor and any twistor that parametrizes a chiral Lagrangian insertion point are given by $\tilde{Z}^{[a]} = \tilde{\mathcal{P}}^a \cdot Z$.

We conjecture that the cylinder integrand (115) is invariant under the transformations (116),

$$
\tilde{\mathcal{W}}_{n,m;L}(\{Z_i\}_{i=1}^n, \{\dot{Z}_j\}_{j=1}^m; \{A, B\}_L; \mathcal{P}) = \tilde{\mathcal{W}}_{n,m;L}(\{\tilde{Z}_i\}_{i=1}^n, \{\dot{\tilde{Z}}_j\}_{j=1}^m; \{\tilde{A}, \tilde{B}\}_L; \tilde{\mathcal{P}}).
$$

(117)

For example, the right hand side of (102) only depends on four-brackets and is, therefore, manifestly invariant under dual conformal transformations (116). It coincides with the two-loop cylinder integrand $\tilde{\mathcal{W}}_{\text{fishnet}}^{2;2;2}(Z_1, Z_2; \dot{Z}_3, \dot{Z}_4; \{A, B\}_2; \mathcal{P})$ in the fishnet model.

In general, for (117) to hold true all factors of the form $\langle \lambda_A \lambda_B \rangle$ must cancel. These spinor helicity two-brackets can be written as $\langle \lambda_A \lambda_B \rangle = \langle Z_A Z_B I_\infty \rangle$, where $(I_\infty)^{KL}$ is the so-called infinity twistor, which is a block diagonal matrix with the only non-zero diagonal element equal to $\epsilon_{ab}$, see for example [31]. It is important to point out that the left and right hand sides of (117) are to be computed with the same infinity twistor.\(^{16}\) A violation of dual conformal symmetry can be characterized by an explicit dependence on the infinity twistor.

Any specific realization of the matrix $\mathcal{P}$, such as the one in (114), can be thought of as fixing a gauge. Different gauges are related by dual superconformal transformations (116). The non-trivial statement in equation (117) is that it relates the integrands of two different cylinder Wilson lines correlators that differ both in their geometries and in the periodicity constraint imposed on them. The similarities to gauge theories can be further illustrated by the following argument. Given a specific form of $\mathcal{P}$, such as the one in (114), one can promote any Lorentz invariant function into a function that is invariant under the dual conformal transformation (116). A similar situation arises for any gauge symmetry. Any observable in a gauged fixed form of the theory can be promoted to a gauge invariant observable in the unfixed theory. For example, the ratio of two-brackets $\langle ii + 1 \rangle^2 / \langle kk + 1 \rangle^2$ depends on the infinity twistor and is therefore not dual conformal invariant. However, provided that the gauge has already been fixed by choosing $\mathcal{P}$ to be the one in (114), this ratio can be promoted to the dual conformal invariant ratio $\langle ii + 1 \rangle^2 / \langle kk + 1 \rangle^2 \to \langle ii + 1 \rangle^2 \langle ii + 1 \rangle^2 / \langle kk + 1 \rangle^2 \langle kk + 1 \rangle^2$.

Similarly to the cylinder integrand, we conjecture that the cylinder Wilson lines correlator $\tilde{\mathcal{W}}_{n,m}$ in (113) is invariant under dual conformal transformations, up to the dual conformal anomaly [30]. Considering an infinitesimal dual conformal transformation,

$$
\mathcal{K} = \epsilon \beta_\mu K^\mu,
$$

(118)

\(^{16}\)If instead one also transforms the infinity twistor, dual conformal invariance becomes a meaningless tautology.
results in the following anomaly equation,

$$\frac{1}{\epsilon} \left( \frac{\tilde{W}_{\text{finite}}^{n,m}(\{\tilde{Z}_i\}_{i=1}^n, \{\tilde{Z}_j\}_{j=1}^m; \tilde{P})_\alpha}{\tilde{W}_{\text{finite}}^{n,m}(\{Z_i\}_{i=1}^n, \{Z_j\}_{j=1}^m; P)_\alpha} - 1 \right) = \frac{1}{2} \Gamma_{\text{cusp}}(g) \beta_\mu \left( \sum_{i=1}^n x_{i,i+1}^\mu \log \frac{x_{i,i+1}^2}{x_{i-1,i}^2} + \sum_{j=1}^m \dot{x}_{j,j+1}^\mu \log \frac{\dot{x}_{j,j+1}^2}{\dot{x}_{j-1,j+1}^2} \right) + O(\epsilon),$$

where $\tilde{W}_{\text{finite}}$ is the regulator-independent part of the Wilson lines correlator $\tilde{W}_{n,m}$. The subscript $\alpha$ labels the supercomponents. This equation implies that the dual conformal invariance is only broken by local anomalies at the cusps. These anomalies are insensitive to the periodicity constraint that only affects well-separated points. Equation (119) can be thought of as a gauge anomaly. It is therefore useful to consider anomaly free, and hence dual conformal invariant, ratios instead of $\tilde{W}_{n,m}$, see [9, 26]. Such ratios only depends on $3M - 7$ independent conformal cross ratios, where $M$ is the total number of particles.

To summarize, we conjecture that the cylindrically cut amplitude is dual to a family of cylinder Wilson lines correlators, with the generalized periodicity constraint (111). Different Wilson lines correlators with different periodicity constraints that are related by a dual conformal transformation are all different representations of the same cylindrically cut double trace amplitude. In this sense dual conformal symmetry is gauged.

10 Discussion

In this paper we have extended the duality between planar scattering amplitudes in $\mathcal{N} = 4$ SYM theory and polygonal Wilson loops to the first $1/N$ correction to the amplitude (8). This correction corresponds to the leading color double trace contribution to the amplitude. On the other side of the duality one finds the correlation function of two periodic null polygonal Wilson lines subject to a quantum periodicity constraint. Two ideas were necessary to establish this new duality. The first was the recognition of the momentum flow around the cylinder $l$ as a well defined physical quantity that arises in the 't Hooft limit, see (1). The second was cutting open the cylinder by considering its universal cover for any given value of $l$. In particular, the second step allowed us to map the single trace planar duality into a new double trace one. Under this duality, the cylinder momentum $l$ is mapped to the separation between the two periodic Wilson lines. Some of the applications and extensions of this duality will now be discussed.

One application is the extension of the loop integrand to the double trace amplitude discussed in section 7. The cylinder loop integrand is given by a sum over all periodic images of a rational function. Similarly to the planar loop integrand, the cylinder integrand satisfies a recursion relation. This relation, along with the planar loop integrand, uniquely determines the cylinder integrand. As opposed to the planar loop integrand, the cylinder loop integrand is not dual conformal invariant. However, the dual conformal invariance of the planar loop integrand has implications on the cylinder integrand. As explained in section 9, these implications can be thought of as gauging of the dual superconformal symmetry in the
non-planar case. Similarly to the planar case, the cylinder Wilson lines correlator satisfies a dual conformal anomaly equation (119).

Another application of the double trace duality is the extension of the pentagon OPE finite coupling approach to the double trace amplitude [9, 10, 12]. This extension, which was the original motivation for this project, will be reported on in a future publication [26] and briefly summarized here. The most unusual feature of the calculation of the Wilson lines correlator in perturbation theory is the fact that the periodicity constraint has to be imposed not only on the geometry of the Wilson lines, but also at the quantum level on each Feynman diagram, see section 2. In the POPE approach imposing the same periodicity constraint becomes a natural and simple process. The POPE approach requires one to sum over all possible flux-tube excitations, which can be interpreted as inserting a complete basis of states of the planar flux-tube. The correlation function between two null polygonal Wilson lines can be decomposed into a sequence of flux-tubes, see figure 10.1. In this case imposing the quantum periodicity constraint amounts to identifying the flux-tube state in a given channel with its periodic image, resulting in a periodic sequence of OPE channels. This is in contrast to the POPE of a single trace null polygonal Wilson loop, for which the sequence of OPE channels starts with the vacuum at the bottom of the polygon and ends with the vacuum at the top.

Let us consider, for example, the case of the four point double trace amplitude, \( n = m = 2 \). The periodic Wilson lines correlator is decomposed into four POPE channels in a way that is consistent with the periodicity constraint, see figure 2.2.\(^{17}\) The POPE decomposition is then wrapped on a cylinder by identifying the flux-tube state in the next, fifth, channel with the one in the first channel, \( |\Psi_5\rangle = |\Psi_1\rangle \) in figure 10.1. Each POPE channel comes with three independent conformal cross ratios, \( \{\tau_i, \sigma_i, \phi_i\}_{i=1}^4 \), that are repeated periodically [10]. However, due to the periodicity constraint, only five of these are independent.\(^{18}\)

---

\(^{17}\)The general case, in which the number of particles in the two traces is different, will be considered in [26].

\(^{18}\)In general, there are \( 3M - 7 \) independent conformal cross ratios, where \( M = n + m \) is the total number...
Figure 10.2: An extension of the double trace duality to a duality between the $1/N^2$ correction to the single trace partial amplitude (on the left) and a periodic correlation function of a Wilson loop-like object (on the right). In this case there are two cuts $\gamma_1$ and $\gamma_2$ with momenta $l_1$ and $l_2$, that correspond to the two cycles of the torus. They are non-self intersecting cuts of the Feynman diagrams that have intersection number one with each other. The generalization of the cylinder cut (5) now take the form $A(l_1, l_2) = \sum_{g \in SL(2, \mathbb{Z})} A_{\gamma_1 \gamma_2}(g, (l_1, l_2)^T)$. On the Wilson loop side one finds a lattice of closed polygonal Wilson loops, which is the universal cover of the torus and has two periods, $l_1$ and $l_2$.

In addition to these applications, this work can be further extended in several ways, two of which will be discussed below. First, while only the first $1/N$ correction to the planar amplitude in the 't Hooft large $N$ expansion was considered in this paper, the same idea can be applied to any $1/N^L$ order. Consider, for example, the next correction at order $1/N^2$, where there are two types of contributions – the triple trace pants amplitude and the single trace torus amplitude. The duality for the triple trace is similar to the double trace one, so we will focus on the single trace torus contribution. It is given by the sum of all large $N$ 't Hooft Feynman diagrams with torus topology. Hence, it requires two cuts with momenta $l_1^\mu$ and $l_2^\mu$ that correspond to two independent cycles of the torus, see figure 10.2. Similarly to the double trace case, $l_1$ is only defined modulo a shift by $l_2$ and $l_2$ is only defined modulo a shift by $l_1$. In other words, the vectors $(l_1, l_2)$ parametrize a torus in the dual coordinate space. They span a plane that can be parametrized by a complex coordinate. In this two dimensional coordinate system, the modular parameter of the T-dual torus is

$$\tau = l_2/l_1 .$$  \hspace{1cm} (120)

Performing a T-duality transformation gives a two-dimensional lattice of identical closed polygonal Wilson loops, see figure 10.2. There are two quantum periodicity constraints that correspond to the modular transformations of the T-dual torus. The spacetime integration over $l_1$ and $l_2$ can be rearranged into an integration over the modular parameter of the T-dual torus $\tau$, an overall rescaling of the torus, and the spacetime rotations of the torus in four dimensions. In general, one may think of the cut amplitude as the integrand of the string loop expansion in $1/N$. It would be interesting to find out if it satisfies any recursion relations.

The ideas discussed in this paper can also be extended to the computation of form factors in the planar limit. This will be reported on in detail in a future publication [32] and briefly of particles.
outlined below. Similarly to double trace amplitudes, planar form factors live in momentum space and are evaluated by summing over diagrams with cylindrical topology. Therefore, the same ideas discussed in this paper can be applied to their computation. For example, we claim the form factor of the Lagrangian to be T-dual to the expectation value of a single periodic null polygonal Wilson line subject to a quantum periodicity constraint. This duality would allow us to compute form factors at finite coupling using an extension of the integrability based POPE approach [32].
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A Special self symmetry for $n = m = 2$

The four-point double trace amplitude contains a special self-symmetry, resulting in a subtlety that warrants clarification. For any $n$ and $m$ the cylinder can be inverted, turning it inside-out. This has the effect of reversing the ordering of the particles in the two traces and the sign of $l$. Therefore, only the relative ordering of the particles in the trace is physical. On the Wilson lines side of the duality reversing the orderings of the edges on the two periodic lines and the sign of $l$ maps the original configuration to a different one that is related to it by the CPT symmetry of the theory.

For the special case of $n = m = 2$ there is no distinct ordering of either of the two traces. As a result, the flipping of the two traces’ orderings and the CPT symmetry of the Wilson lines correlator become self-symmetries. This may lead to confusion regarding the definition of the cutting procedure that will now be clarified.

Consider a leading color Feynman diagram in the case of $n = m = 2$. The cut $\gamma$ is defined such that it starts between particles 2 and 1 on one trace and ends between particles 4 and 3 on the other, where the orderings $\cdots \to 1 \to 2 \to 1 \to \cdots$ and $\cdots \to 3 \to 4 \to 3 \to \cdots$ are correlated through the cylinder. Alternatively, one may consider a cut $\gamma'$ that starts between particles 1 and 2 on one trace and ends between particles 3 and 4 on the other. By turning the cylinder inside-out, the cut $\gamma$ at a given value of $l$ is mapped to the cut $\gamma'$ at $-l$. Therefore, they are equivalent. The left Wilson line has the sequence of cusps $x_1^{[a]}, x_2^{[a]}$ and the other line has the sequence $\hat{x}_1^{[a]}, \hat{x}_2^{[a]}$. The cut $\gamma$ corresponds to the configuration with $l = \hat{x}_2 - x_2$ while the cut $\gamma'$ at $-l$ corresponds to the configuration with $-l = \hat{x}_1 - x_1$.

\[19\] Similar ideas were discussed in [21,33].

\[20\] In the fishnet model CPT is not a symmetry and, therefore, the 't Hooft string is not orientable.
Despite the fact that these are two different geometrical configurations, they are related by CPT and therefore lead to the same result.

**B Absence of the pole at** $z = \infty$ **for** $n = m = 2$

In this appendix we will show how the pole at $z = \infty$ vanishes for the deformed tree-level Wilson lines correlator $\hat{W}_{2,2}^{\text{tree}}(l; z)$ in (85). In section 5 a representation of the Wilson lines correlator in terms of the building block (60) has been derived. Instead of considering the BCFW deformation of the correlator as a whole, the contribution of each shifted block $B(\{Z_i\}, \{\hat{Z}_j^{[a]}\})$ will be evaluated. It will then become apparent that these add up to zero after summation.

Applying the BCFW-deformation (83) to the building block results in a new object henceforth denoted by $\hat{B}(l; a; z) \equiv B(\{\hat{Z}_1(z), Z_i\}, \{\hat{Z}_j^{[a]}\})$. An explicit calculation shows that the $z = \infty$ residue of this object has a remarkably simple form,

$$\text{res}_{z=\infty} \frac{\hat{B}(l; a; z)}{z} = \frac{b(l; a) - b(l; a - 1)}{2}, \quad (121)$$

where

$$b(l; a) = \frac{1}{\langle 1 2 3^{[a]} 4^{[a]} \rangle \langle 1 2 3^{[a+1]} 4^{[a+1]} \rangle} \left( 1 - \frac{\langle 1 2 3^{[a]} 3^{[a+1]} \rangle \langle 1 2 4^{[a]} 4^{[a+1]} \rangle}{\langle 1 2 3^{[a]} 4^{[a+1]} \rangle^2} \right). \quad (122)$$

One can clearly see that after summation the contributions of all blocks add up to zero,

$$\text{res}_{z=\infty} \frac{\hat{W}_{2,2}^{\text{tree}}(l; z)}{z} = \langle 1 2 \rangle^2 \langle 3 4 \rangle^2 \sum_{a=-\infty}^{\infty} \text{res}_{z=\infty} \frac{\hat{B}(l; a; z)}{z} = 0. \quad (123)$$
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