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Abstract

The Quantum Approximate Optimization Algorithm (QAOA) finds approximate solutions to combinatorial optimization problems. Its performance monotonically improves with its depth $p$. We apply the QAOA to MaxCut on large-girth $D$-regular graphs. We give an iterative formula to evaluate performance for any $D$ at any depth $p$. Looking at random $D$-regular graphs, at optimal parameters and as $D$ goes to infinity, we find that the $p = 11$ QAOA beats all classical algorithms (known to the authors) that are free of unproven conjectures. While the iterative formula for these $D$-regular graphs is derived by looking at a single tree subgraph, we prove that it also gives the ensemble-averaged performance of the QAOA on the Sherrington-Kirkpatrick (SK) model defined on the complete graph. We also generalize our formula to Max-$q$-XORSAT on large-girth regular hypergraphs. Our iteration is a compact procedure, but its computational complexity grows as $O(p^2 4^p)$. This iteration is more efficient than the previous procedure for analyzing QAOA performance on the SK model, and we are able to numerically go to $p = 20$. Encouraged by our findings, we make the optimistic conjecture that the QAOA, as $p$ goes to infinity, will achieve the Parisi value. We analyze the performance of the quantum algorithm, but one needs to run it on a quantum computer to produce a string with the guaranteed performance.
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1 Introduction

We are at the start of an era in which quantum devices are running algorithms. We need to understand the power of quantum computers for solving or finding approximate solutions to combinatorial optimization problems. One approach is to learn by experimenting on hardware. Although useful for probing the hardware and testing algorithms at small sizes, it does not give a convincing picture of asymptotic behavior. To this end we need mathematical studies of the behavior of quantum algorithms, running on ideal circuits, at large sizes. In this paper we take a step in that direction by analyzing the Quantum Approximate Optimization Algorithm as applied to a certain combinatorial optimization problem. The instances are large and the depth of the algorithm is high. For this task, we will see that the QAOA outperforms the best assumption-free classical algorithm.

MaxCut is a combinatorial optimization problem on bit strings whose input is a graph. Each bit is associated with a vertex, and the goal is to maximize the number of edges with bit assignments that disagree on the two ends of the edge. It is NP-hard to solve this problem exactly, and even approximating the optimal solution beyond a certain ratio is NP-hard [1]. We focus on MaxCut for large-girth $D$-regular graphs. On these graphs, the currently known best classical algorithms without assuming any unproven conjectures (including Goemans-Williamson and the Gaussian wave process [2, 3, 4, 5]) achieve an expected cut fraction (the number of cut edges output by the algorithm divided by the number of edges) of $1/2 + (2/\pi)/\sqrt{D}$ as both the girth and $D$ go to $\infty$, where $2/\pi \approx 0.6366$.

We apply the Quantum Approximate Optimization Algorithm (QAOA) [6] to large-girth $D$-regular graphs. The QAOA depends on a parameter $p$, the algorithm’s depth. At small $p$, the QAOA has been realized in current quantum hardware [7]. Some analytic results are also known. At $p = 1$, the QAOA has a guaranteed approximation ratio (the number of cut edges output by the algorithm divided by the maximum number of edges that can be cut) of at least 0.6924 on all 3-regular graphs [6] and an expected cut fraction of at least $1/2 + 0.3032/\sqrt{D}$ on triangle-free graphs [8]. For $p = 2$, the QAOA has an approximation ratio of at least 0.7559 on 3-regular graphs with girth more than 5 and, for $p = 3$, that ratio becomes 0.7924 when the girth is more than 7 [9]. So far, expressions for the QAOA’s performance on any fixed-$D$ regular, large-girth graph are known only for $p = 1$ [8] and $p = 2$ [10].

In this work, we analyze the performance of the QAOA on any large-girth $D$-regular graph for any choice of $p$ by looking at a single tree subgraph. Using the regularity of this tree subgraph, we derive an iteration that computes the performance of the QAOA. After optimizing over the $2p$ input parameters, we find that the $p = 11$ QAOA improves on $1/2 + (2/\pi)/\sqrt{D}$, when $D$ is large and the girth is more than 23. This is better than all assumption-free classical algorithms known to the authors.¹

We also show that this performance, obtained from one subgraph, is mathematically equal to the ensemble-averaged performance of the QAOA applied to the Sherrington-Kirkpatrick (SK) model [13]. This implies that the iteration in this paper can also be used to give the QAOA’s performance on the SK model. A recent related work can be found in Ref. [14]. Our iteration is more efficient than the one originally shown in Ref. [13], and we have been able to go numerically to higher depth.

Encouraged by our findings, we conjecture that the large $p$ performance of the QAOA will achieve the optimal cut fraction on large random $D$-regular graphs, where a vanishing fraction of neighborhoods are not locally tree-like. The optimal cut fraction on these graphs is also related to

¹There is a recent classical message-passing algorithm [11] that also does better than $1/2 + (2/\pi)/\sqrt{D}$ for MaxCut on large-girth $D$-regular graphs. It gets asymptotically close to the optimum assuming the solution space has no “overlap gap property” (see [12] for a review).
the SK model. It is $1/2 + \Pi_\ast /\sqrt{D} + o(1/\sqrt{D})$, where $\Pi_\ast = 0.763166 \ldots$, the Parisi value, is the ground state energy density of the SK model [15, 16]. If our conjecture is right we have a simple, though computationally intensive, new iteration for calculating the Parisi value $\Pi_\ast$.

Generalizing our formalism, we also analyze the performance of the QAOA for Max-$q$-XORSAT (of which MaxCut is a special case at $q = 2$) on large-girth $D$-regular hypergraphs. The $p = 1$ QAOA was recently found to do better than an analogous classical threshold algorithm for $q > 4$ [17]. The iterative formula for general $q$ is very similar to that for MaxCut and has the same time and memory complexities in the $D \to \infty$ limit. We run this iteration to find optimal QAOA parameters and performance for $3 \leq q \leq 6$ and $1 \leq p \leq 14$. Moreover, we discuss potential obstructions to the QAOA from not “seeing” the whole graph.

2 Background on the QAOA and MaxCut

The QAOA [6] is a quantum algorithm for finding approximate solutions to combinatorial optimization problems. The cost function counts the number of clauses satisfied by an input string. Given a cost function $C$ of the form $\sum_{\{u,v\} \in E} (1 - z_uz_v)$, and this enables our calculation. Here, by “seeing” we refer to the fact that the output of the QAOA at depth $p$ is the Pauli $X$ operator acting on qubit $j$. Let $\gamma = (\gamma_1, \gamma_2, \ldots, \gamma_p)$ and $\beta = (\beta_1, \beta_2, \ldots, \beta_p)$. The QAOA initializes the system of qubits in the state $|s\rangle = |+\rangle^\otimes n$ and applies $p$ alternating layers of $e^{-i\gamma_j C}$ and $e^{-i\beta_j B}$ to prepare the state

$$|\gamma, \beta\rangle = e^{-i\beta_pB}e^{-i\gamma_pC}\cdots e^{-i\beta_1B}e^{-i\gamma_1C}|s\rangle. \quad (2.1)$$

For a given cost function $C$, the corresponding QAOA objective function is $\langle \gamma, \beta | C | \gamma, \beta \rangle$. Preparing the quantum state $|\gamma, \beta\rangle$ and then measuring in the computational basis enough times, one will find a bit string $z$ such that $C(z)$ is near $\langle \gamma, \beta | C | \gamma, \beta \rangle$ or better.

We study the performance of the QAOA on MaxCut. Given a graph $G = (V, E)$ with vertices in $V$ and edges in $E$, the MaxCut cost function is

$$C_{\text{MC}}(z) = \sum_{(u,v) \in E} \frac{1}{2}(1 - z_uz_v). \quad (2.2)$$

We restrict our attention to graphs that are regular and have girth greater than $2p + 1$. We work with these graphs because the subgraph that the QAOA at depth $p$ sees on them are regular trees and this enables our calculation. Here, by “seeing” we refer to the fact that the output of the QAOA on a qubit depends only on a neighborhood of qubits that are within distance $p$ to the given qubit on the graph. In what follows, we focus on $(D + 1)$-regular graphs, which implies the subgraph seen by the QAOA on each edge is a $D$-ary tree.

With $D$ large, we will see that the optimal $\gamma$ are of order $1/\sqrt{D}$. So we find it convenient to prepare the QAOA state $|\gamma, \beta\rangle$ using the scaled cost function operator

$$C = -\frac{1}{\sqrt{D}} \sum_{(u,v) \in E} Z_uZ_v, \quad (2.3)$$

where we have subtracted a constant that only introduces an irrelevant phase. The factor of 1/2 has been dropped so that this form of the cost function will match the cost function used in the Sherrington-Kirkpatrick model. Note we are preparing the state $|\gamma, \beta\rangle$ using $C$ as a driver instead of the $C_{\text{MC}}$ operator. With this scaling, the optimal $\gamma$ will be of order unity instead of $1/\sqrt{D}$.

Given any edge in a $(D + 1)$-regular graph with girth greater than $2p + 1$ the subgraph with vertices at most $p$ away from the edge is a $D$-ary tree regardless of which edge. Since the QAOA
at depth \( p \) only sees these trees, we have
\[
\langle \gamma, \beta | C_{\text{MC}} | \gamma, \beta \rangle = \frac{1}{2} | E | \left( 1 - \langle \gamma, \beta | Z_u Z_v | \gamma, \beta \rangle \right) \tag{2.4}
\]
where \((u, v) \in E\) is any edge. The cut fraction output by the QAOA is then
\[
\frac{\langle \gamma, \beta | C_{\text{MC}} | \gamma, \beta \rangle}{| E |} = \frac{1}{2} - \frac{1}{2} \langle \gamma, \beta | Z_u Z_v | \gamma, \beta \rangle. \tag{2.5}
\]
Since the QAOA cannot beat the optimal cut fraction of \( 1/2 + \text{order}(1/\sqrt{D}) \) in a typical random regular graph, we write
\[
\frac{1}{2} \langle \gamma, \beta | Z_u Z_v | \gamma, \beta \rangle = - \nu_p (D, \gamma, \beta) \sqrt{D} \tag{2.6}
\]
where \( \nu_p (D, \gamma, \beta) \) for good parameters will be of order unity.

3 The QAOA on large-girth \((D + 1)\)-regular graphs

We describe two iterations to evaluate the performance of the QAOA at high depth on MaxCut on large-girth \((D + 1)\)-regular graphs. The cut fraction output by the QAOA at any parameters is
\[
\frac{\langle \gamma, \beta | C_{\text{MC}} | \gamma, \beta \rangle}{| E |} = \frac{1}{2} + \nu_p (D, \gamma, \beta) \sqrt{D}. \tag{3.1}
\]
We give one iteration to evaluate \( \nu_p (D, \gamma, \beta) \) at finite \( D \), and one for the \( D \to \infty \) limit. We have attempted to make this section self-contained for those readers only interested in the form of the iterations, and deferred the detailed proofs of these iterations to Section 4.

In what follows, we index vectors in the following order:
\[
a = (a_1, a_2, \ldots, a_p, a_0, a_{-p}, \ldots, a_{-2}, a_{-1}) \tag{3.2}
\]
Define, for \( 1 \leq r \leq p \),
\[
\Gamma_r = \gamma_r, \quad \Gamma_0 = 0, \quad \Gamma_{-r} = -\gamma_r. \tag{3.3}
\]
That is, \( \Gamma \) is a \((2p + 1)\)-component vector. Furthermore, let
\[
f(a) = \frac{1}{2} \langle a_1 | e^{i \beta_1 X} | a_2 \rangle \cdots \langle a_{p-1} | e^{i \beta_{p-1} X} | a_p \rangle \langle a_p | e^{i \beta_p X} | a_0 \rangle \\
\times \langle a_0 | e^{-i \beta_p X} | a_{-p} \rangle \langle a_{-p} | e^{-i \beta_{p-1} X} | a_{-(p-1)} \rangle \cdots \langle a_{-2} | e^{-i \beta_1 X} | a_{-1} \rangle \tag{3.4}
\]
where \( a_i \in \{+1, -1\} \) enumerates the two computational basis states, and
\[
\langle a_1 | e^{i \beta X} | a_2 \rangle = \begin{cases} 
\cos(\beta) & \text{if } a_1 = a_2 \\
i \sin(\beta) & \text{if } a_1 \neq a_2.
\end{cases} \tag{3.5}
\]

3.1 An iteration for any finite \( D \)

Here we give an iteration that allows us to evaluate \( \nu_p (D, \gamma, \beta) \) for any input parameters and \( D \).

Let \( H_D^{(m)} : \{-1, 1\}^{2p+1} \to \mathbb{C} \) for \( 0 \leq m \leq p \) with
\[
H_D^{(0)} (a) = 1 \tag{3.6}
\]
and
\[ H_D^{(m)}(a) = \left( \sum_b f(b) H_D^{(m-1)}(b) \cos \left[ \frac{1}{\sqrt{D}} \mathbf{\Gamma} \cdot (ab) \right] \right)^D \quad \text{for } 1 \leq m \leq p \] (3.7)

where we denote \( ab \) as the entry-wise product, i.e. \((ab)_j = a_jb_j\). By starting with \( H_D^{(0)}(a) = 1 \) and iteratively evaluating Eq. (3.7) for \( m = 1, 2, \ldots, p \), we arrive at \( H_D^{(p)}(a) \) that can be used to compute
\[ \nu_p(D, \gamma, \beta) = \frac{i \sqrt{D}}{2} \sum_{a,b} a_0b_0f(a)f(b)H_D^{(p)}(a)H_D^{(p)}(b) \sin \left[ \frac{1}{\sqrt{D}} \mathbf{\Gamma} \cdot (ab) \right]. \] (3.8)

We prove this in Section 4.1.

Note that each step of the above iteration involves a sum with \( 2^{2p+1} \) terms for each of the \( 2^{2p+1} \) entries of \( H_D^{(m)}(a) \). The final step has a sum with \( O(16^p) \) terms. Overall, this iteration has a time complexity of \( O(p16^p) \) and a memory complexity of \( O(4^p) \). This is much faster than the original “light cone” approach that directly evaluates \( \langle Z_a Z_b \rangle \) on the subgraph seen by the QAOA [6]. That procedure takes \( 2^{O(D^p)} \) time without utilizing the symmetric structure of the regular tree subgraph.

### 3.2 An iteration for \( D \to \infty \)

We find that in the infinite \( D \) limit we get a more compact iteration which takes fewer steps to evaluate. We state the result here and prove it in Section 4.2.

Define matrices \( G^{(m)} \in \mathbb{C}^{(2p+1) \times (2p+1)} \) for \( 0 \leq m \leq p \) as follows. For \( j, k \in \{1, \ldots, p, 0, -p, \ldots, -1\} \), let
\[ G_{j,k}^{(0)} = \sum_a f(a)a_ja_k \] (3.9)

and
\[ G_{j,k}^{(m)} = \sum_a f(a)a_ja_k \exp \left( -\frac{1}{2} \sum_{j',k'=-p}^{p} G_{j',k'}^{(m-1)} \Gamma_j \Gamma_{k'} a_{j'}a_{k'} \right) \quad \text{for } 1 \leq m \leq p. \] (3.10)

Starting at \( m = 0 \) and going up by \( p \) steps, we arrive at \( G^{(p)} \) which is used to compute
\[ \nu_p(\gamma, \beta) := \lim_{D \to \infty} \nu_p(D, \gamma, \beta) = \frac{i}{2} \sum_{j=-p}^{p} \Gamma_j (G_{0,j}^{(p)})^2. \] (3.11)

Since there are \( p+1 \) matrices with \( O(p^2) \) entries, and each involves a sum over \( O(4^p) \) terms, this iteration naively has a time complexity of \( O(p^34^p) \). This is quadratically better than the time complexity of the finite-\( D \) formula. The memory complexity is only \( O(p^2) \) for storing the \( G^{(m)} \) matrix, which is exponentially better than \( O(4^p) \) memory needed to store the entries of \( H_D^{(m)} \) in the finite-\( D \) iteration.

We note some properties about this iteration. Superficially Eq. (3.10) looks like a recursive map on the matrices \( G^{(m)} \) which one might think would only asymptotically converge in the number of steps. However it converges to a fixed point \( G^{(p)} \) after \( p \) steps in a highly structured way. In particular, the iteration has the following three sets of properties, which we prove in Appendix A.

1. Values of the diagonal and anti-diagonal of \( G^{(m)} \) are all \( 1 \). \( G^{(m)} \) is symmetric with respect to the diagonal, reflection with respect to the anti-diagonal results in complex conjugation, and the matrix consists of 8 triangular regions which are rotations, reflections, and/or complex conjugations of each other. To be precise, \( G^{(m)} \) satisfies the following properties:

   (a) Values of the diagonal and anti-diagonal of \( G^{(m)} \) are all \( 1 \). \( G^{(m)} \) is symmetric with respect to the diagonal, reflection with respect to the anti-diagonal results in complex conjugation, and the matrix consists of 8 triangular regions which are rotations, reflections, and/or complex conjugations of each other. To be precise, \( G^{(m)} \) satisfies the following properties:
(1) \( G^{(m)}_{j,k} = G^{(m)}_{k,j} \)
(2) \( G^{(m)}_{j,j} = 1 \)
(3) \( G^{(m)}_{0,r} = G^{(m)}_{0,-r} \)
(4) \( G^{(m)}_{r,s} = G^{(m)}_{r,-s} = G^{(m)*}_{r,-s} = G^{(m)*}_{r,s} \)

These are sketched in Fig. 1.

(b) \( G^{(m)}_{r,s} \) only depends on \( G^{(m-1)}_{r',s'} \) where \( 1 \leq r' < s' < s \). Similarly, \( G^{(m)}_{0,r} \) only depends on \( G^{(m-1)}_{r',s'} \) for \( 1 \leq r' < s' \leq p \).

(c) As a consequence of (b), at each step \( m \) of the iteration the corner blocks of size \( (m+1) \times (m+1) \) of \( G^{(m)} \) converge to their final value, i.e., they reach a fixed point and do not change in later iteration steps. This implies that matrix \( G^{(p)} \) is a fixed point. This is sketched in Fig. 1, where matrix entries of the same color reach their fixed point at the same step of the iteration, starting from the corners and ending with the central “cross” at step \( p \).

Making use of (b) and some properties of \( f(a) \) allows us to lower the complexity of the iterative procedure to \( O(p^24^p) \). We show this in Appendix A.4.

![Figure 1: Sketch of the properties of matrices \( G^{(m)} \) in the iterative formula of Section 3.2, at \( p = 4 \). Regions of the same color converge in the same iteration step, starting from the corners and with the central row and column converging after \( p \) steps.](image)

### 4 Proof of the iterations

In this section, we prove the correctness of the two iterations in Section 3.1 and Section 3.2. These proofs illustrate two key technical ideas in this paper: namely, we can exploit the regularity of the tree subgraph seen by the QAOA to yield a compact formula for its performance, and we find an algebraic simplification in the \( D \to \infty \) limit. The reader not interested in the techniques can skip to Section 5.

#### 4.1 Proof of the finite \( D \) iteration

We now prove the finite \( D \) iteration that was stated in Section 3.1. We focus on the iteration for \( p = 2 \) as an example, and its generalization to other \( p \) is immediate.
Let us define the following function which is the energy expectation for a single edge \((L,R)\) on a \((D+1)\)-regular nontrivial graph whose girth is larger than 2\(p+1\). For any node \(v\) on either of the \(D\)-ary trees we denote \(p(v)\) as the parent of that node. In the figure \(w\) is a leaf node, and we show its parent and its parent’s parent.

The goal is to evaluate the energy expectation for a single edge \((L,R)\) on a \((D+1)\)-regular graph whose girth is larger than 2\(p+1\). For \(p = 2\), this is

\[
\langle \gamma, \beta | Z_L Z_R | \gamma, \beta \rangle = \langle s | e^{i \gamma_1 C} e^{i \beta_1 B} e^{i \gamma_2 C} e^{i \beta_2 B} Z_L Z_R e^{-i \beta_2 B} e^{-i \gamma_2 C} e^{-i \beta_1 B} e^{-i \gamma_1 C} | s \rangle
\]

where \(C = -(1/\sqrt{D}) \sum_{(u,v) \in E} Z_u Z_v\), and \(E\) denotes the set of edges for the given graph. In the Heisenberg picture, it can be seen that the operator \(e^{i \gamma_1 C} \cdots e^{i \beta_p B} Z_L Z_R e^{-i \beta_p B} \cdots e^{-i \gamma_1 C}\) only acts nontrivially on the subgraph induced by including all vertices distance \(p\) or less from either node \(L\) or \(R\). For a \((D+1)\)-regular graph with girth greater than 2\(p+1\), this subgraph looks like a pair of \(D\)-ary trees that are glued at their roots (see Fig. 2), with a total of \(n = 2(D^p + \cdots + D + 1)\) nodes. In what follows, we compute Eq. (4.1) by restricting our attention to only the qubits in this subgraph.

We start by inserting 5 complete sets in the computational \(Z\)-basis that we will label as \(z^{[1]}, z^{[2]}, z^{[0]}, z^{[-2]}, \text{ and } z^{[-1]}\). Each of these complete sets iterates over \(2^n\) basis states since the number of qubits in the subgraph is \(n\). Then

\[
\langle \gamma, \beta | Z_L Z_R | \gamma, \beta \rangle = \sum_{\{z^{[i]}\} \in \{z^{[0]}\}} \langle s | z^{[1]} \rangle e^{i \gamma_1 C(z^{[1]})} \langle z^{[1]} | e^{i \beta_1 B} z^{[2]} \rangle e^{i \gamma_2 C(z^{[2]})} \langle z^{[2]} | e^{i \beta_2 B} z^{[0]} \rangle z^{[0]}_L z^{[0]}_R
\]

\[
\times \langle z^{[0]} | e^{-i \beta_2 B} z^{[-2]} \rangle e^{-i \gamma_2 C(z^{[-2]})} \langle z^{[-2]} | e^{-i \beta_1 B} z^{[-1]} \rangle e^{-i \gamma_1 C(z^{[-1]})} \langle z^{[-1]} | s \rangle
\]

\[
= \frac{1}{2^n} \sum_{\{z^{[i]}\} \in \{z^{[0]}\}} \exp \left[ i \gamma_1 C(z^{[1]}) + i \gamma_2 C(z^{[2]}) - i \gamma_2 C(z^{[-2]}) - i \gamma_1 C(z^{[-1]}) \right] z^{[0]}_L z^{[0]}_R
\]

\[
\times \prod_{v=1}^{n} \langle z^{[1]}_v | e^{i \beta_1 X} z^{[2]}_v \rangle \langle z^{[2]}_v | e^{i \beta_2 X} z^{[0]}_v \rangle \langle z^{[0]}_v | e^{-i \beta_2 X} z^{[-2]}_v \rangle \langle z^{[-2]}_v | e^{-i \beta_1 X} z^{[-1]}_v \rangle.
\]

Let us define the following function which is the \(p = 2\) version of Eq. (3.4):

\[
f(a_1, a_2, a_0, a_{-2}, a_{-1}) = \frac{1}{2} \langle a_1 | e^{i \beta_1 X} a_2 \rangle \langle a_2 | e^{i \beta_2 X} a_0 \rangle \langle a_0 | e^{-i \beta_2 X} a_{-2} \rangle \langle a_{-2} | e^{-i \beta_1 X} a_{-1} \rangle.
\]
Then, using $\Gamma$ as defined in Eq. (3.3), we can rewrite Eq. (4.2) as

$$
\langle \gamma, \beta | Z_L Z_R | \gamma, \beta \rangle = \sum_{\{z_L^0, z_R^0\}} z_L^0 z_R^0 \exp \left[ i \sum_{j=2}^n \Gamma_j C(z_j) \right] \prod_{v=1}^n f(z_v)
$$

(4.4)

where $z_v = (z_v^{[1]}, z_v^{[2]}, z_v^0, z_v^{-2}, z_v^{-1})$ are the bits from the 5 complete sets associated with node $v$. Using the fact that $C(z) = -(1/\sqrt{D}) \sum_{(u,v) \in E} z_u z_v$, we can rewrite $\langle \gamma, \beta | Z_L Z_R | \gamma, \beta \rangle$ as

$$
\langle \gamma, \beta | Z_L Z_R | \gamma, \beta \rangle = \sum_{\{z_u\}} z_u^0 z_u^0 \exp \left[ -\frac{i}{\sqrt{D}} \sum_{(u',v') \in E} \Gamma \cdot (z_u, z_{u'}) \right] \prod_{v=1}^n f(z_v)
$$

(4.5)

where we have replaced the sum over the $2^p$ complete sets $\{z_i^0 : -2 \leq i \leq 2\}$ with an equivalent sum over the bit configurations of each node $\{z_u : 1 \leq u \leq n\}$. Now to evaluate $\langle Z_L Z_R \rangle$ we need to perform a sum over the bit configurations $z_v$ of every node $v$ in the tree subgraph, where each node is coupled to its neighbors on the graph via the term in the exponential of Eq. (4.5).

We can start by considering a single leaf node $w$ who is only connected to its parent node $p(w)$ on the tree, as shown in Fig. 2. Then the sum over the 32 bit values of the configuration $z_w = (z_w^{[1]}, z_w^{[2]}, z_w^0, z_w^{-2}, z_w^{-1})$ yields

$$
\sum_{z_w} f(z_w) \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (z_w z_{p(w)}) \right]
$$

(4.6)

which is a function of the parent node’s configuration $z_{p(w)}$. Note that doing this on every leaf node contributes the same function to its parent. Since there are exactly $D$ leaf nodes per parent, we get the following contribution

$$
H_D^{(1)}(z_{p(w)}) := \left( \sum_{z_w} f(z_w) \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (z_w z_{p(w)}) \right] \right)^D.
$$

(4.7)

This is true for every parent node of any of the leaves.

After performing the sums for all the leaf nodes, we can move to the sums for their parents. Let us look at the sum on the node $p(w)$ for example, which yields

$$
\sum_{z_{p(w)}} f(z_{p(w)}) H_D^{(1)}(z_{p(w)}) \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (z_{p(w)} z_{p(p(w))}) \right].
$$

(4.8)

Again, because its parent node $p(p(w))$ has $D$ identical children like $p(w)$, this yields

$$
H_D^{(2)}(z_{p(p(w))}) := \left( \sum_{z_{p(w)}} f(z_{p(w)}) H_D^{(1)}(z_{p(w)}) \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (z_{p(w)} z_{p(p(w))}) \right] \right)^D.
$$

(4.9)

Note at $p = 2$ we have reached the root of the tree $L = p(p(w))$ after these two iterations.

To evaluate $\langle \gamma, \beta | Z_L Z_R | \gamma, \beta \rangle$, it only remains to sum over the 5 bits in $z_L$ and the 5 bits in $z_R$:

$$
\langle \gamma, \beta | Z_L Z_R | \gamma, \beta \rangle = \sum_{z_L, z_R} z_L^0 z_R^0 f(z_L) f(z_R) H_D^{(2)}(z_L) H_D^{(2)}(z_R) \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (z_L z_R) \right].
$$

(4.10)

For higher $p$, we can see that the evaluation of $\langle \gamma, \beta | Z_L Z_R | \gamma, \beta \rangle$ simply involves more iterations of Eq. (4.9) corresponding to more levels in the tree subgraph. In summary, the iteration for general $p$ can be written as starting with $H_D^{(0)}(a) = 1$ and then evaluating for $m = 1, 2, \ldots, p$,
\[ H_D^{(m)}(a) = \left( \sum_b f(b)H_D^{(m-1)}(b) \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (ab) \right] \right)^D, \] (4.11)

since there are \( p \) levels in the tree subgraph seen by the QAOA with \( p \) layers. At the end we get

\[ \langle \gamma, \beta | Z_LZ_R | \gamma, \beta \rangle = \sum_{a,b} a_0b_0f(a)f(b)H_D^{(p)}(a)H_D^{(p)}(b) \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (ab) \right]. \] (4.12)

This is almost what we have stated for the iteration in Section 3.1.

To finish the proof, we note from Eq. (4.3) as well as its general \( p \) version in Eq. (3.4) that

\[ f(-a) = f(a). \] (4.13)

We now claim that

\[ H_D^{(m)}(-a) = H_D^{(m)}(a) \quad \text{for} \quad 0 \leq m \leq p \] (4.14)

which we will show by induction on \( m \). Note this is trivially true for the base case \( m = 0 \) since \( H_D^{(0)}(a) = 1 \) is constant. Assuming that \( H_D^{(m-1)}(-a) = H_D^{(m-1)}(a) \), we can take \( b \rightarrow -b \) in the summand of Eq. (4.11) and combine it with its original form to see that

\[ H_D^{(m)}(a) = \left( \sum_b f(b)H_D^{(m-1)}(b) \cos \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (ab) \right] \right)^D. \] (4.15)

From this form it follows that \( H_D^{(m)}(-a) = H_D^{(m)}(a) \) since \( a \) only appears in the cosine which is an even function, establishing Eq. (4.14).

Similarly, we can take \( b \rightarrow -b \) in Eq. (4.12) and combine with its original form to get

\[ \langle \gamma, \beta | Z_LZ_R | \gamma, \beta \rangle = -i \sum_{a,b} a_0b_0f(a)f(b)H_D^{(p)}(a)H_D^{(p)}(b) \sin \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (ab) \right]. \] (4.16)

Thus to get the \( \nu_p \) as defined in Eq. (2.6) that tells us the cut fraction, we have

\[ \nu_p(D, \gamma, \beta) = \frac{i \sqrt{D}}{2} \sum_{a,b} a_0b_0f(a)f(b)H_D^{(p)}(a)H_D^{(p)}(b) \sin \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (ab) \right]. \] (4.17)

This proves our iteration for any finite \( D \) in Section 3.1.

### 4.2 Proof of \( D \to \infty \) iteration

We wish to evaluate Eq. (3.8) in the \( D \to \infty \) limit:

\[ \lim_{D \to \infty} \nu_p(D, \gamma, \beta) = \lim_{D \to \infty} \frac{i \sqrt{D}}{2} \sum_{a,b} a_0b_0f(a)f(b)H_D^{(p)}(a)H_D^{(p)}(b) \sin \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (ab) \right]. \] (4.18)

We first prove by induction that for \( 0 \leq m \leq p \),

\[ H^{(m)}(a) := \lim_{D \to \infty} H_D^{(m)}(a) \] (4.19)

exists and is finite. For \( m = 0 \), our claim holds because \( H_D^{(0)}(a) = 1 \). Assuming the claim is true for \( m - 1 \), we examine \( H^{(m)}(a) \) by taking the limit on Eq. (4.15)

\[ H^{(m)}(a) = \lim_{D \to \infty} \left[ \sum_b f(b)H_D^{(m-1)}(b) \cos \left( \frac{1}{\sqrt{D}} \Gamma \cdot (ab) \right) \right]^D. \] (4.20)
Then performing a Taylor expansion of \( \cos(\cdots) \), we get
\[
H^{(m)}(a) = \lim_{D \to \infty} \left[ \sum_b f(b)H^{(m-1)}_D(b) \left( 1 - \frac{1}{2D} \left( \Gamma \cdot (ab) \right)^2 + O\left( \frac{1}{D^2} \right) \right) \right]^D. \tag{4.21}
\]

Using the fact that for any \( m \),
\[
\sum_a f(a)H^{(m)}_D(a) = 1
\tag{4.22}
\]
which is proved as Lemma 5 in Appendix A.2, we get
\[
H^{(m)}(a) = \lim_{D \to \infty} \left[ 1 - \frac{1}{2D} \sum_b f(b)H^{(m-1)}_D(b)(\Gamma \cdot (ab))^2 + O\left( \frac{1}{D^2} \right) \right]^D. \tag{4.23}
\]

Finally, taking the limit,
\[
H^{(m)}(a) = \exp \left[ - \frac{1}{2} \sum_b f(b)H^{(m-1)}(b)(\Gamma \cdot (ab))^2 \right] \tag{4.24}
\]
which yields an iteration on \( H^{(m)} \).

Returning to Eq. (4.18), we apply the product rule of limits to \( H^{(p)}_D(a), H^{(p)}_D(b) \), and \( \sqrt{D} \sin[\Gamma \cdot (ab)/\sqrt{D}] \) and get
\[
\lim_{D \to \infty} \nu_p(D, \gamma, \beta) = \frac{i}{2} \sum_{a,b} a_0b_0 f(a)f(b)H^{(p)}(a)H^{(p)}(b)\Gamma \cdot (ab). \tag{4.25}
\]

This iteration can be simplified by expanding the dot products in Eqs. (4.24) and (4.25) to get
\[
H^{(m)}(a) = \exp \left[ - \frac{1}{2} \sum_{j,k=-p}^p \Gamma_j \Gamma_k a_j a_k \left( \sum_b f(b)H^{(m-1)}(b)b_j b_k \right) \right], \tag{4.26}
\]
\[
\lim_{D \to \infty} \nu_p(D, \gamma, \beta) = \frac{i}{2} \sum_{j=-p}^p \Gamma_j \left( \sum_a f(a)H^{(p)}(a)a_0 a_j \right) \left( \sum_b f(b)H^{(p)}(b)b_0 b_j \right) \tag{4.27}
\]
and noticing that the quantity \( \sum_a f(a)H^{(m)}(a)a_j a_k \) appears repeatedly. For \( 0 \leq m \leq p \) and \( -p \leq j, k \leq p \), define
\[
G_{j,k}^{(m)} := \sum_a f(a)H^{(m)}(a)a_j a_k. \tag{4.28}
\]
For \( m = 0 \), this is
\[
G_{j,k}^{(0)} = \sum_a f(a)a_j a_k. \tag{4.29}
\]
For \( 1 \leq m \leq p \), we plug Eq. (4.26) into Eq. (4.28) to get
\[
G_{j,k}^{(m)} = \sum_a f(a)a_j a_k \exp \left[ - \frac{1}{2} \sum_{j',k'=-p}^p G_{j',k'}^{(m-1)} \Gamma_{j'} \Gamma_{k'} a_{j'} a_{k'} \right]. \tag{4.30}
\]
Finally, Eq. (4.27) can be written as
\[
\lim_{D \to \infty} \nu_p(D, \gamma, \beta) = \frac{i}{2} \sum_{j=-p}^p \Gamma_j (G_{0,j}^{(p)})^2 \tag{4.31}
\]
which establishes the iteration stated in Section 3.2.
5 Numerical evaluation and optimization

Let
\[ \nu_p(\gamma, \beta) = \lim_{D \to \infty} \nu_p(D, \gamma, \beta). \]  

(5.1)

Numerically implementing the iteration summarized in Section 3.2 and optimizing for \( \gamma, \beta \) we find
\[ \bar{\nu}_p = \max_{\gamma, \beta} \nu_p(\gamma, \beta) \] 

(5.2)

up to \( p = 17 \). The values are given in Table 1 and plotted in Fig. 3 as a function of \( 1/p \). The optimal \( \gamma \) and \( \beta \) can be found in Table 4 in Appendix C, and some examples are plotted in Fig. 4. Based on the smooth pattern of the optimal \( \gamma \) and \( \beta \) up to \( p = 17 \), we guess these parameters at \( p = 18, 19, 20 \) using heuristics similar to that in Ref. [18]. Then evaluation of \( \nu_p(\gamma, \beta) \) gives lower bounds on \( \bar{\nu}_p \) at higher \( p \) which are listed in Table 2, and their corresponding \( \gamma \) and \( \beta \) are listed in Table 5.

Figure 3: Optimal values \( \bar{\nu}_p \) as a function of \( 1/p \). At \( p = 11 \), \( \bar{\nu}_p \) exceeds \( 2/\pi \), related to the cut fraction of the best currently known assumption-free classical algorithms. Here we made the somewhat arbitrary choice of plotting the data against \( 1/p \) to see the large \( p \) region in a compact plot.

Note that, at \( p = 11 \) and beyond, the QAOA achieves a cut fraction better than \( \frac{1}{2} + \frac{2/\pi}{\sqrt{D}} \) in the large \( D \) limit, making it the best currently known assumption-free algorithm for MaxCut on large random regular graphs.

We implement the iterative procedure described in Section 3.2 in C++. Our code is available at Ref. [19]. Bit strings are encoded as \texttt{unsigned long int} variables, which allow for fast bit-wise manipulations. Matrices and vectors are implemented using the Eigen library [20]. We parallelize
the sum over \( a \) in Eq. (3.10) using OpenMP [21]. We optimize \( \gamma, \beta \) for each value of \( p \) using the LBFGS++ library, which implements the Limited-memory BFGS algorithm for unconstrained optimization problems [22]. Each evaluation of the gradient of \( \nu_p(\gamma, \beta) \) is a subroutine of the optimization which takes \( 2p + 1 \) function calls. We run on a n2d-highcpu-224 machine in Google Cloud, which has 224 vCPUs, using one thread per vCPU. A function call at \( p = 16 \) takes about 133 seconds, and a function call at \( p = 17 \) takes about 595 seconds. The run time of each function call is roughly multiplied by 4 every time \( p \) is increased by 1. At \( p = 20 \), a single function call takes slightly under 14 hours to evaluate. Memory usage is dominated by the need to store matrix \( G^{(m)} \), which is negligible and quadratic in \( p \). Further optimizations might be possible.

| \( p \) | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
|--------|----|----|----|----|----|----|----|----|----|
| \( \bar{\nu}_p \) | 0.3033 | 0.4075 | 0.4726 | 0.5157 | 0.5476 | 0.5721 | 0.5915 | 0.6073 | 0.6203 |

| \( p \) | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 |
|--------|----|----|----|----|----|----|----|----|
| \( \bar{\nu}_p \) | 0.6314 | 0.6408 | 0.6490 | 0.6561 | 0.6623 | 0.6679 | 0.6729 | 0.6773 |

Table 1: Optimal values of \( \bar{\nu}_p \) up to \( p = 17 \).

| \( p \) | 18 | 19 | 20 |
|--------|----|----|----|
| \( \bar{\nu}_p \) lower bound | 0.6813 | 0.6848 | 0.6879 |

Table 2: Lower bounds of \( \bar{\nu}_p \) for \( p = 18, 19, 20 \).
6 Agreement with the Sherrington-Kirkpatrick model

We note that Table 1 in this paper seems to be an extension of Table 1 in Ref. [13]. There, the authors study the performance of the QAOA on the Sherrington-Kirkpatrick (SK) model [23], which describes a spin-glass system with all-to-all random couplings. The cost function

$$C^{SK}_J(z) = \frac{1}{\sqrt{n}} \sum_{1 \leq i < j \leq n} J_{ij} z_i z_j$$  \hspace{1cm} (6.1)

where the $J_{ij}$ are independently drawn from a distribution with mean 0 and variance 1. The authors arrive at an iterative formula for the ensemble-averaged performance of the QAOA on the SK model

$$V_p(\gamma, \beta) := \lim_{n \to \infty} \mathbb{E}_J [ \langle \gamma, \beta | C^{SK}_J/n | \gamma, \beta \rangle ]$$  \hspace{1cm} (6.2)

where $| \gamma, \beta \rangle_J$ is the QAOA state prepared with $C^{SK}_J$. Since concentration is shown to hold, we know that typical instances of the SK model all behave as the ensemble average.

Observe that $\bar{\nu}_p$, the optimized values of $\nu_p(\gamma, \beta)$, listed in Table 1 of this paper agree with the values of $\bar{V}_p = \max_{\gamma, \beta} V_p(\gamma, \beta)$ in Table 1 of Ref. [13]. It turns out that this is true in a general sense:

**Theorem 1.** For all $p$ and all parameters $(\gamma, \beta)$, we have

$$V_p(\gamma, \beta) = \nu_p(\gamma, \beta)$$.  \hspace{1cm} (6.3)

This theorem establishes the fact that for each $p$ and fixed parameters, the performance of the QAOA on large-girth $D$-regular graphs in the $D \to \infty$ limit is equal to its performance on the SK model in the $n \to \infty$ limit. We remark that in the iteration in this paper there is only one tree subgraph, with of order $D^p$ vertices, for every large-girth $D$-regular graph. On the other hand, in the SK case, there is an ensemble of instances given by different weights on the complete graph. It is interesting to us that the ensemble average in Eq. (6.2) can be replaced by a single subgraph.

Theorem 1 also implies that the iteration in Section 3.2 works for evaluating the performance of the QAOA applied to both large-girth regular graphs and the SK model.

In the rest of this section, we will prove this theorem by showing that the infinite-$D$ iteration in Section 3.2 of this paper is equivalent to the iteration for the SK model in Section 4 of Ref. [13]. Showing this equivalence is a bit cumbersome since the two iterations are written with different conventions. We have attempted to keep the current section self-contained so the reader can skip this proof and still read the rest of the paper.

**Proof of Theorem 1.** — To help bridge the two approaches, let

$$A = \{ (a_1, \ldots, a_p, a_{-p}, \ldots, a_{-1}) : a_i = \pm 1 \}$$  \hspace{1cm} (6.4)

be the set of $2p$-bit strings that are used in the derivations of Ref. [13]. And let

$$B = \{ (a_1, \ldots, a_p, a_0, a_{-p}, \ldots, a_{-1}) : a_i = \pm 1 \}$$  \hspace{1cm} (6.5)

be the set of $(2p + 1)$-bit strings that are used in the derivations of the current paper.

We start with the version of the infinite-$D$ iteration of Eq. (4.24) which we restate here:

$$H^{(m)}(a) = \exp \left[ -\frac{1}{2} \sum_{b \in B} f(b) H^{(m-1)}(b)(\Gamma : (ab))^2 \right] \quad \text{for } 1 \leq m \leq p, \hspace{1cm} (6.6)$$
where \( H^{(0)}(a) = 1 \). Note importantly that \( H^{(m)}(a) \) does not depend on \( a_0 \) for \( 0 \leq m \leq p \) since \( \Gamma_0 = 0 \). Hence, in what follows, we will slightly abuse notation to write the function \( H^{(m)}(a) \) to take either an argument \( a \in A \) or \( a \in B \).

We will now match this iteration to the one in Ref. [13] for evaluating \( V_p(\gamma, \beta) \) that uses symbols such as \( Q_a, \Phi_a, \Delta_a, b \), and \( W_a \), which we will define as we progress in this proof.

For any \((2p + 1)\)-bit string \( a \in B \), let us define the \( 2p \)-bit string \( \tilde{a} \in A \) via \( \hat{a}_{\pm r} = a_{\pm r}a_{\pm (r+1)} \) for \( 1 \leq r \leq p - 1 \), and \( \hat{a}_{\pm p} = a_{\pm p}a_0 \). More explicitly,
\[
\begin{align*}
\hat{a}_1 &= a_1a_2, & \ldots & \hat{a}_{p-1} &= a_{p-1}a_p, & \hat{a}_p &= a_pa_0, \\
\hat{a}_{-1} &= a_{-1}a_{-2}, & \ldots & \hat{a}_{-(p-1)} &= a_{-(p-1)}a_{-(p-2)}, & \hat{a}_{-p} &= a_{-p}a_0.
\end{align*}
\]

Then using the fact that \( \langle a_1|e^{i\beta X}|a_2 \rangle = \langle a_1 a_2|e^{i\beta X}|1 \rangle \), we can rewrite \( f(a) \) defined in Eq. (3.4) for any \( a \in B \) as
\[
f(a) = \frac{1}{2} \langle \hat{a}_1|e^{i\beta_1 X}|1 \rangle \cdots \langle \hat{a}_p|e^{i\beta_p X}|1 \rangle \langle \hat{a}_p|e^{i\beta_p B}|1 \rangle \\
\times \langle 1|e^{-i\beta_p X} \hat{a}_{-p} \rangle \langle 1|e^{-i\beta_{p-1} X} \hat{a}_{-(p-1)} \rangle \cdots \langle 1|e^{-i\beta_1 X} \hat{a}_{-1} \rangle \\
= \frac{1}{2} Q_{\tilde{a}} \tag{6.8}
\]

where \( Q_{\tilde{a}} \) is defined in Section 4 of Ref. [13]:
\[
Q_{\tilde{a}} := \prod_{j=1}^{p} \left( \cos \beta_j \right)^{1+(a_j+a_{j+1})/2} \left( \sin \beta_j \right)^{1-(a_j+a_{j+1})/2} (i)^{(a_{j-1}-a_j)/2} \quad \text{for any } \tilde{a} \in A. \tag{6.9}
\]

Now, Ref. [13] makes use of the following * operation defined on the set \( A \) of \( 2p \)-bit strings as
\[
a_r^* = a_r a_{r+1} \cdots a_p \quad \text{and} \quad a_{-r}^* = a_{-r} a_{-r-1} \cdots a_{-p} \quad \text{for } 1 \leq r \leq p. \tag{6.10}
\]

Please take care to note that in this proof, * is used only for the above operation and not complex conjugation. Furthermore, Ref. [13] defines \( \Phi_{\tilde{a}} \) as
\[
\Phi_{\tilde{a}} := \sum_{r=1}^{p} \gamma_r (a_r^* - a_{-r}^*) \quad \text{for any } \tilde{a} \in A. \tag{6.11}
\]

Note \( \hat{a}_{\pm r} = \hat{a}_{\pm r} \cdots \hat{a}_{\pm p} = a_{\pm r}a_0 \). Then for any \( a \in B \), \( \Phi_{\tilde{a}} \) can be written as
\[
\Phi_{\tilde{a}} = \sum_{r=1}^{p} \gamma_r (\hat{a}_r^* - \hat{a}_{-r}^*) = \sum_{r=1}^{p} \gamma_r (a_r - a_{-r}) a_0 = (\Gamma \cdot a) a_0. \tag{6.12}
\]

Since \( a_0^2 = 1 \), we get \( (\Gamma \cdot a)^2 = \Phi_{\tilde{a}}^2 \). Also note \( \tilde{a}\hat{b} = \hat{a}\hat{b} \), so we can rewrite Eq. (6.6) as
\[
H^{(m)}(a) = \exp \left[ -\frac{1}{2} \sum_{b \in B} \frac{1}{2} Q_b H^{(m-1)}(b) \Phi_{\tilde{a}b}^2 \right]. \tag{6.13}
\]

Note that
\[
H^{(m)}(b^*) = H^{(m)}(bb_0) \quad \text{for any } b \in B, \tag{6.14}
\]
where we slightly abuse notation to allow \( H^{(m)} \) to take two types of argument: \( \hat{b}^* \in A \) and \( b \in B \). This equality follows from the fact that \( H^{(m)}(a) \) for \( a \in B \) does not depend on \( a_0 \), the 0-th component of \( a \). Since \( H^{(m)}(-b) = H^{(m)}(b) \) which we have shown in Eq. (4.14), we have
\[
H^{(m)}(b^*) = H^{(m)}(b) \quad \text{for any } b \in B. \tag{6.15}
\]
Hence, in Eq. (6.13) we can sum over \( \hat{b} \in A \) instead of \( b \in B \), killing a 1/2 factor from the redundancy of the sum over \( b_0 \). Also we can replace \( H^{(m)}(a) = H^{(m)}(\hat{a}^*) \) and write Eq. (6.13) as

\[
H^{(m)}(\hat{a}^*) = \exp \left[ -\frac{1}{2} \sum_{b \in A} Q_b H^{(m-1)}(b^*) \Phi_{ab}^2 \right] \quad \text{for any } \hat{a} \in A. \tag{6.16}
\]

We can then drop the hats and rewrite this as

\[
H^{(m)}(a^*) = \exp \left[ -\frac{1}{2} \sum_{b \in A} Q_b H^{(m-1)}(b^*) \Phi_{ab}^2 \right] \quad \text{for any } a \in A. \tag{6.17}
\]

Now let us define for \( 0 \leq m \leq p \) and any \( a \in A \)

\[
R^{(m)}_a := Q_a H^{(m)}(a^*). \tag{6.18}
\]

Then we have \( R^{(0)}_a = Q_a \), and plugging Eq. (6.17) into the above yields

\[
R^{(m)}_a = Q_a \exp \left( -\frac{1}{2} \sum_{b \in A} R^{(m-1)}_b \Phi_{ab}^2 \right). \tag{6.19}
\]

So far, we have transformed the iteration (6.6) on \( H^{(m)}(a) \) for \( a \in B \) to the above iteration on \( R^{(m)}_a \) for \( a \in A \). This looks very similar as the iterative formula that yields \( W_a \) in Section 4 of Ref. [13], which is then used to give \( V_{\gamma}(\beta) \). To show they are the same, i.e., \( R^{(0)}_a = W_a \), we need to describe a bit more of the formalism in Ref. [13]. There, the authors define a subset \( A_{p+1} \subset A \) where

\[
A_{p+1} = \{ a : a_j = a_{-j} \}. \tag{6.20}
\]

Ref. [13] has also defined a one-to-one “bar” operation that takes any \( a \notin A_{p+1} \) to \( \bar{a} \notin A_{p+1} \) such that \( Q_a = -Q_{\bar{a}} \). This operation is its own inverse. Furthermore, we have the following fact:

\[
H^{(m)}(a^*) = 1 \quad \text{if} \quad a \in A_{p+1} \quad \text{and} \quad H^{(m)}(\bar{a}^*) = H^{(m)}(a^*) \quad \text{if} \quad a \notin A_{p+1} \tag{6.21}
\]

which we prove as Lemma 7 in Appendix B. Hence \( R^{(m)}_a = Q_a \) if \( a \in A_{p+1} \) and \( R^{(m)}_{\bar{a}} = -R^{(m)}_a \) if \( a \notin A_{p+1} \). Lastly, Ref. [13] defines for any \( a \in A \) and \( b \in A \setminus A_{p+1} \)

\[
X_a := Q_a \exp \left( -\frac{1}{2} \sum_{b \in A_{p+1}} Q_b \Phi_{ab}^2 \right) \quad \text{and} \quad \Delta_{b,a} := \frac{1}{2} (\Phi_{ab}^2 - \Phi_{\bar{a}b}^2). \tag{6.22}
\]

Putting everything together, we can write (6.19) as

\[
R^{(m)}_a = Q_a \exp \left[ -\frac{1}{2} \sum_{b \in A_{p+1}} Q_b \Phi_{ab}^2 - \frac{1}{4} \sum_{b \notin A_{p+1}} R^{(m-1)}_b (\Phi_{ab}^2 - \Phi_{\bar{a}b}^2) \right] \\
= Q_a \exp \left( -\frac{1}{2} \sum_{b \in A_{p+1}} Q_b \Phi_{ab}^2 + \frac{1}{2} \sum_{b \notin A_{p+1}} R^{(m-1)}_b \Delta_{b,a} \right) \\
= X_a \exp \left( \frac{1}{2} \sum_{b \notin A_{p+1}} R^{(m-1)}_b \Delta_{b,a} \right). \tag{6.23}
\]
We now want to show that \( R_{\bar{a}}^{(p)} \) is a fixed point of the iteration in Eq. (6.23), by showing that \( H^{(p)}(a) \) is a fixed point of the iteration in (6.6). Combining Eqs. (4.26) and (4.28), we can write

\[
H^{(p)}(a) = \exp \left[ -\frac{1}{2} \sum_{j,k=-p}^{p} G_{j,k}^{(p-1)} \Gamma_j \Gamma_k a_j a_k \right]
\]  

(6.24)

As discussed in Section 3.2 (and proved in Appendix A.4), after \( p - 1 \) steps of the iteration, all matrix elements \( G_{j,k}^{(p-1)} \) reach their final value except when either \( j = 0 \) or \( k = 0 \). In other words, \( G_{j,k}^{(p-1)} = G_{j,k}^{(p)} \) except when \( j = 0 \) or \( k = 0 \). Noting that \( \Gamma_0 = 0 \), we have

\[
H^{(p)}(a) = \exp \left[ -\frac{1}{2} \sum_{j,k=-p}^{p} G_{j,k}^{(p)} \Gamma_j \Gamma_k a_j a_k \right] = \exp \left[ -\frac{1}{2} \sum_{\nu} f(b) H^{(p)}(b) (\Gamma \cdot (ab))^2 \right].
\]  

(6.25)

where we plugged back in the definition (4.28) of \( G_{j,k}^{(p)} \). This means \( H^{(p)}(a) \) is a fixed point of the iteration in Eq. (4.24), which also implies \( R_{\bar{a}}^{(p)} \) is also a fixed point of the iteration (6.23):

\[
R_{\bar{a}}^{(p)} = X_{\bar{a}} \exp \left( \frac{1}{2} \sum_{b \notin A_{p+1}} R_{\bar{b}}^{(p)} \Delta_{b,a} \right).
\]  

(6.26)

We can simplify this further. Note in general for \( b \notin A_{p+1} \), we have \( R_{\bar{b}}^{(p)} \Delta_{b,a} = R_{\bar{b}}^{(p)} \Delta_{b,a} \). Now, let us bipartition \( A \setminus A_{p+1} = D \cup D^c \), such that if \( b \in D \) then \( \bar{b} \in D^c \). Then we can rewrite the above as

\[
R_{\bar{a}}^{(p)} = X_{\bar{a}} \exp \left( \sum_{b \in D} R_{\bar{b}}^{(p)} \Delta_{b,a} \right).
\]  

(6.27)

Moreover, as stated in Section 4 of Ref. \[13\], for every element of \( b \in D \), there is a method to assign a unique index \( j(b) \in \{1,2,\ldots,|D|\} \) such that if \( j(b) \leq j(b') \) then \( \Delta_{b,b'} = 0 \). Thus, we have \( R_{\bar{D}}^{(p)} = \chi_{|D|}. \) The remaining \( R_{\bar{j}}^{(p)} \) for \( j = |D| - 1,\ldots,2,1 \) are then determined via the following relation

\[
R_{\bar{j}}^{(p)} = X_{\bar{j}} \exp \left( \sum_{k=j+1}^{|D|} R_{\bar{k}}^{(p)} \Delta_{k,j} \right).
\]  

(6.28)

which gives an alternative method to evaluate (6.19) to get \( R_{\bar{a}}^{(p)} \) for all \( a \in D \). For the rest, we have \( R_{\bar{a}}^{(p)} = -R_{\bar{a}}^{(p)} \) for \( \bar{a} \in D^c \), and \( R_{\bar{a}}^{(p)} = Q_{\bar{a}} \) for \( a \in A_{p+1} \). This is precisely the iteration that yields \( W_{\bar{a}} \) described in Section 4 of Ref. \[13\]. Hence

\[
W_{\bar{a}} = R_{\bar{a}}^{(p)} = Q_{\bar{a}} H^{(p)}(a^*) \quad \text{for any} \ a \in A.
\]  

(6.29)

Finally, it remains to show \( \nu_p(\gamma,\beta) = V_p(\gamma,\beta) \). Note we can rewrite the version of \( \nu_p(\gamma,\beta) = \lim_{D \to \infty} \nu_p(D,\gamma,\beta) \) in Eq. (4.25) as

\[
\nu_p(\gamma,\beta) = \frac{i}{2} \sum_{a,b \in B} a_0 b_0 f(a) f(b) H^{(p)}(a) H^{(p)}(b) \Gamma \cdot (ab)
\]  

\[
= \frac{i}{2} \sum_{a,b \in B} \frac{1}{2} Q_a \frac{1}{2} Q_b H^{(p)}(\bar{a}^*) H^{(p)}(\bar{b}^*) \Phi_{\bar{a}\bar{b}}
\]  

(6.30)
where we used Eqs. (6.8), (6.12) and (6.15). Since the summand is independent of \(a_0\) and \(b_0\), we can sum over \(\hat{a}, \hat{b} \in A\) instead of \(a, b \in B\), killing both \(1/2\) factors to get

\[
\nu_p(\gamma, \beta) = \frac{i}{2} \sum_{a,b \in A} Q_a Q_b \hat{H}^{(p)}(\hat{a}^*) \hat{H}^{(p)}(\hat{b}^*) \Phi_{ab} = \frac{i}{2} \sum_{a,b \in A} \Phi_{ab} W_a W_b
\]

where in the last line we replaced \(\hat{a}, \hat{b}\) with dummy variables \(u, v\) since they are summed over. The last equality follows from the formula of \(V_p(\gamma, \beta)\) detailed in Section 4 of Ref. [13]. This proves Theorem 1.

So we have shown that the performance of the QAOA on any large-girth \(D\)-regular graph in the \(D \to \infty\) limit is equivalent to its ensemble-averaged performance on the SK model in the infinite size limit.

### 7 Conjecture that our iteration achieves the Parisi value

The cut fraction output by the QAOA on MaxCut for large-girth \((D + 1)\)-regular graphs is

\[
\frac{\langle \gamma, \beta | C_{MC} | \gamma, \beta \rangle}{|E|} = \frac{1}{2} + \frac{\nu_p(D, \gamma, \beta)}{\sqrt{D}}.
\]  

(7.1)

We have given an iteration for evaluating \(\nu_p(D, \gamma, \beta)\) for any depth \(p\) and parameters \(\gamma, \beta\). Furthermore, in Section 3.2 we give a compact iteration for \(\nu_p(\gamma, \beta) = \lim_{D \to \infty} \nu_p(D, \gamma, \beta)\). Using this iteration we can optimize over parameters to get \(\bar{\nu}_p = \max_{\gamma, \beta} \nu_p(\gamma, \beta)\). Note \(\bar{\nu}_p\) cannot be bigger than the Parisi value, \(\Pi_* = \lim_{n \to \infty} E[J(\max_z C_{SK}^*(z))/n]\). From our numerics out to \(p = 17\) we see that \(\bar{\nu}_p\) is headed in that direction.

Now we make the bold conjecture:

**Conjecture.** Let \(\Pi_* = 0.763166...\) be the Parisi value [15, 24]. Then

\[
\lim_{p \to \infty} \bar{\nu}_p = \Pi_*.
\]  

(7.2)

That is, the iteration in Section 3.2 is an alternative procedure to compute \(\Pi_*\). To prove this conjecture, perhaps one can show that the iteration in this paper is equivalent to one of the known procedures for computing \(\Pi_*\). (It may be interesting to note that \(\Pi_* = \lim_{k \to \infty} \mathcal{P}_k\), where \(\mathcal{P}_k\) is the minimum of the Parisi variational principle over a \(k\)-step replica symmetry breaking ansatz with \(2k + 1\) parameters [23, 25]. This is not unlike \(\bar{\nu}_p\).) Or one can find a way to analytically evaluate the \(p \to \infty\) limit.

There is an order of limits issue we now address. For any combinatorial optimization problem of fixed size, the QAOA can be shown to give the optimal solution in the \(p \to \infty\) limit [6]. This may require \(p\) to grow exponentially in the system size. But we calculate the performance \(\bar{\nu}_p\) of the QAOA at fixed \(p\) in the \(D \to \infty\) limit (which means infinite system size). Then we take \(p \to \infty\). Our conjecture is about whether, under this new order of limits, the QAOA achieves the optimum as \(p \to \infty\).
8 Generalized iterations for Max-$q$-XORSAT

It turns out we can easily generalize our iterations for the QAOA’s performance on MaxCut in Section 3 to the Max-$q$-XORSAT problem. MaxCut is a special case of Max-2-XORSAT. Given a $q$-uniform hypergraph $G = (V, E)$ where $E \subseteq V^q$, and given a signed weight $J_{i_1i_2\ldots i_q} \in \{\pm 1\}$ for each edge $(i_1, i_2, \ldots, i_q) \in E$, Max-$q$-XORSAT is the problem of maximizing the following cost function:

$$C_J^{\text{XOR}}(z) = \frac{1}{2} \sum_{(i_1, \ldots, i_q) \in E} \left(1 + J_{i_1i_2\ldots i_q} z_{i_1} z_{i_2} \cdots z_{i_q}\right).$$

(8.1)

This cost function can be understood as counting the number of satisfied clauses, where a clause is satisfied if $z_{i_1} z_{i_2} \cdots z_{i_q} = J_{i_1i_2\ldots i_q}$ on the associated edge. Note the MaxCut cost function in Eq. (2.2) is a special case of this problem where $q = 2$ and all $J_{i_1i_2} = -1$.

We consider this problem on $(D + 1)$-regular hypergraphs, where each vertex has degree $D + 1$, i.e., it is part of exactly $D + 1$ hyperedges. (As in Section 2, working with $(D+1)$-regular hypergraphs means the subgraphs that the QAOA sees are $D$-ary hypertrees.) The total number of hyperedges is $|E| = n(D + 1)/q$, where $n = |V|$ is the number of vertices. Due to a result by Sen [26], we know that with high probability as $n \to \infty$, the maximum fraction of satisfied clauses for a random $(D + 1)$-regular hypergraph for sufficiently large $D$ is

$$\frac{1}{|E|} \max_z C_J^{\text{XOR}}(z) = \frac{1}{2} + \Pi_q \sqrt{\frac{q}{2D}} + o(1/\sqrt{D})$$

(8.2)

where $\Pi_q$ is the generalized Parisi value that can be determined explicitly.\(^2\) In particular, $\Pi_2 = \Pi_4 = 0.763166\ldots$.

We want to evaluate how the QAOA performs on the Max-$q$-XORSAT problem for large-girth $(D + 1)$-regular hypergraphs. Here, girth is defined as the minimum length of Berge cycles in the hypergraph [27]. Similar to the MaxCut problem discussed in Section 2, we will see that the QAOA has optimal parameters $\gamma$ that are of order $1/\sqrt{D}$ for these graphs. For this reason, it will be convenient to prepare the QAOA state $|\gamma, \beta\rangle_J$ with the following shifted and scaled cost function operator

$$C_J = \frac{1}{\sqrt{D}} \sum_{(i_1, \ldots, i_q) \in E} J_{i_1i_2\ldots i_q} Z_{i_1} Z_{i_2} \cdots Z_{i_q}.$$  

(8.3)

For any such hypergraph, we are interested in the fraction of satisfied clauses output by the QAOA at any parameters, for any choices of $J_{i_1i_2\ldots i_q}$ drawn from $\{+1, -1\}$. We show the following:

**Theorem 2.** Consider $C_J^{\text{XOR}}$ on any $(D + 1)$-regular $q$-uniform hypergraphs with girth $> 2p + 1$. Let $|\gamma, \beta\rangle_J$ be the QAOA state generated using $C_J$. Then for any choice of $J$,

$$\frac{1}{|E|} \langle\gamma, \beta| C_J^{\text{XOR}}|\gamma, \beta\rangle_J = \frac{1}{2} + \nu_p^{[q]}(D, \gamma, \beta) \sqrt{\frac{q}{2D}}$$

(8.4)

where $\nu_p^{[q]}(D, \gamma, \beta)$ is independent of $J$ and can be evaluated (on a classical computer) with an iteration using $O(p4^p)$ time and $O(4^p)$ memory. In the infinite $D$ limit, $\lim_{D \to \infty} \nu_p^{[q]}(D, \gamma, \beta)$ can be evaluated with an iteration using $O(p^24^p)$ time and $O(4^p)$ memory.

In Section 8.1 that follows, we prove the $J$-independence of $\nu_p^{[q]}$ and discuss its implication for a worst-case algorithmic threshold. We then state and prove the iterations for any finite $D$ and the infinite $D$ limit in Sections 8.2 through 8.5. We also present results of numerical evaluation of the infinite $D$ iteration in Section 8.6.

---

\(^2\)See Ref. [26] for how this value can be calculated. Take care to note that the conventions slightly differ, and our $\Pi_q = P_q/\sqrt{2}$ where $P_q$ is defined in Section 2.1 of Ref. [26].
Figure 5: (a) The hypertree subgraph seen by the QAOA at $p = 2$ for the hyperedge $(1, 2, \ldots, q)$ on a $(D + 1)$-regular $q$-uniform hypergraph with girth $> 2p + 1$, for $q = 3$ and $D = 2$. (b) A partial view near the leaves of the hypertree subgraph for a general $q$ and $D$. The starfish are hyperedges. Here $w_1, w_2, \ldots, w_{q-1}$ are leaf nodes in the same hyperedge, and we denote their common parent as $v_1 = p(w_1) = \cdots = p(w_{q-1})$.

8.1 $J$-independence of $\nu_p^{[q]}$ and implied worst-case limitation

We start by arguing that the left hand side of Eq. (8.4) is independent of the choice of $J$’s, so there is no $J$ needed on the right hand side. When the girth of the hypergraph is larger than $2p + 1$, the subgraph seen by the QAOA on any hyperedge is always a $D$-ary $q$-uniform hypertree. See Fig. 5(a) for an example. In this figure each triangle is associated with a coupling $J$ that can be either $+1$ or $-1$. Look at the triangle containing vertices 1, 2 and 3. We can absorb the sign of $J_{123}$ into the bit at vertex 1 as follows: if $J_{123} = -1$ do nothing, whereas if $J_{123} = +1$ flip the sign of the bit at vertex 1 by redefining $Z_1 \rightarrow -Z_1$. Then $J_{123}Z_1Z_2Z_3 \rightarrow -Z_1Z_2Z_3$ under this transformation. Now look at the triangle containing bits 1, $v_1$ and $v_2$. The sign of $J_{1v_1v_2}$ may have been modified by the last step. But we can now absorb the sign of $J_{1v_1v_2}$ into the bit at $v_1$ so that $J_{1v_1v_2}Z_1Z_{v_1}Z_{v_2} \rightarrow -Z_1Z_{v_1}Z_{v_2}$. This might affect the sign of $J_{v_1w_1w_2}$ in the triangle containing $v_1$, $w_1$ and $w_2$. But we can redefine the bit at $w_1$ appropriately so that $J_{v_1w_1w_2}Z_{v_1}Z_{w_1}Z_{w_2} \rightarrow -Z_{v_1}Z_{w_1}Z_{w_2}$. Since there are no cycles in the hypertree, we can move through the whole picture in this way resetting all the couplings $J$ to $-1$.

We have reset all the couplings $J$ to $-1$ in the picture, and we now argue that this makes the quantum expectation (8.4) independent of the $J$’s. At the quantum level we flip the sign of the operator $Z_u$ by conjugating with $X_u$, that is, $X_uZ_uX_u = -Z_u$. Since the driver $B$ commutes with each $X_u$ and the initial state is an eigenstate of each $X_u$, we can sprinkle $X_u$’s into the left hand side of Eq. (8.4) and establish the $J$-independence of the expression coming from any particular hyperedge. Now the cost function (8.1) is a sum over the hyperedges of a given hypergraph, but the expected value of each term in the QAOA state is independent of the $J$’s. So for every $(D + 1)$-regular $q$-uniform hypergraph with girth $> 2p + 1$ we can write

$$\frac{1}{|E|} J(\gamma, \beta|C_J^{\text{XOR}}|\gamma, \beta)_J = \frac{1}{2} - \frac{1}{2} \langle \gamma, \beta|Z_1Z_2\ldots Z_q|\gamma, \beta \rangle \quad (8.5)$$

where $(1, 2, 3, \ldots, q)$ is any hyperedge, and the state $|\gamma, \beta \rangle$ without the $J$ label has all the couplings
set to $-1$. In the sections that follow, we provide an iterative formula for

$$\nu_p^{[q]}(D, \gamma, \beta) = -\sqrt{\frac{D}{2q}} \langle \gamma, \beta | Z_1 Z_2 \cdots Z_q | \gamma, \beta \rangle$$

which gives the QAOA performance for Max-$q$-XORSAT at any parameters on any $(D+1)$-regular $q$-uniform hypergraph with girth $> 2p + 1$, regardless of the choices of $J$. This generalizes Eq. (2.6).

A corollary to this $J$-independence is that the QAOA at low depth fails to find the optimal assignment in the worst case. To see this, let us go back to the $q = 2$ case where we studied MaxCut on a large-girth regular graph which has all of the couplings $J = -1$. At optimal parameters, the fraction of satisfied clauses is $1/2 + \nu_p/D$ in the large $D$ limit, where $\nu_p \leq \Pi_s$. Consider the corresponding instance where all the couplings on the same graph are set to $J = +1$, which makes the instance fully satisfiable. In that case, the best possible fraction of satisfied clauses is 1. However, the fraction output by the QAOA at optimal parameters is the same as in the $J = -1$ case, that is, at most $1/2 + \Pi_s/D$, which is only a bit more than $1/2$ in the large $D$ limit.

Here we have an example of the QAOA failing to reach the optimum in the worst case because it does not “see” the whole graph. (Unlike previous results of the similar flavor in Refs. [28, 29], we do not need the graph to be bipartite to bound the worst-case approximation ratio.) Regardless of the signs of the couplings, the low-depth QAOA sees a tree subgraph surrounding each edge. On the tree subgraph the signs of the couplings are irrelevant so the QAOA does not distinguish between instances where the cost function favors disagreement and instances where agreement is favored. Without seeing cycles the QAOA cannot do better than what it can achieve in the most frustrated case, and this yields an upper bound on the worst-case approximation ratio.

### 8.2 An iteration for any finite $D$

Here we give an iteration to evaluate $\nu_p^{[q]}(D, \gamma, \beta)$ for any input parameters, $q$ and $D$. We prove that this iteration is correct in Section 8.4. We use the same convention as in Section 3, where we defined a $(2p+1)$-component vector $\Gamma$ and a function $f(\mathbf{a})$ that takes any $(2p+1)$-bit string $\mathbf{a}$ as input. Similar to the iteration in Section 3.1, we start with $H_D^{(0)}(\mathbf{a}) = 1$, and for $1 \leq m \leq p$, let

$$H_D^{(m)}(\mathbf{a}) = \left( \sum_{b^1, \ldots, b^{q-1}} \cos \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (ab^1b^2 \cdots b^{q-1}) \right] \prod_{i=1}^{q-1} [f(b^i)H_D^{(m-1)}(b^i)] \right)^D. \quad (8.7)$$

By iteratively evaluating Eq. (8.7) for $m = 1, 2, \ldots, p$, we arrive at $H_D^{(p)}(\mathbf{a})$ which is used to compute

$$\nu_p^{[q]}(D, \gamma, \beta) = i\sqrt{\frac{D}{2q}} \sum_{a^1, \ldots, a^q} \sin \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (a^1a^2 \cdots a^q) \right] \prod_{i=1}^{q} [a^i f(a^i)H_D^{(p)}(a^i)]. \quad (8.8)$$

We note that this iteration on $H_D^{(m)}$ has $p$ steps, each involving a sum with $2^{(2p+1)(q-1)}$ terms for each of the $2^{2p+1}$ entries of $H_D^{(m)}(\mathbf{a})$. The final step has a sum with $O(4^p)$ terms. Overall, this iteration has a time complexity of $O(p 4^p)$ and a memory complexity of $O(4^p)$ for storing the entries of $H_D^{(m)}$.

### 8.3 An iteration for $D \to \infty$

In the infinite $D$ limit, we get a more compact iteration which we prove is correct in Section 8.5. Similar to Section 3.2, we define matrices $G^{(m)} \in \mathbb{C}^{(2p+1) \times (2p+1)}$, for $0 \leq m \leq p$ as follows. For
contribution complete sets and reorganizing terms as we have done from Eq. (4.1) to Eq. (4.5), we arrive at

\[ G_{j,k}^{(m)} = \sum_{a} f(a) a_j a_k \exp \left[ -\frac{1}{2} \sum_{j',k'=p}^{p} \left( G_{j',k'}^{(m-1)} \right)^{q-1} \Gamma_{j'} \Gamma_{k'} a_{j'} a_{k'} \right] \quad \text{for } 1 \leq m \leq p. \quad (8.9) \]

Starting at \( m = 0 \) and going up by \( p \) steps we arrive at \( G^{(p)} \) which is used to compute

\[ \nu_p^{[q]}(\gamma, \beta) := \lim_{D \to \infty} \nu_p^{[q]}(D, \gamma, \beta) = \frac{i}{\sqrt{2q}} \sum_{j=-p}^{p} \Gamma_{j} (G_{0,j}^{(p)})^q. \quad (8.10) \]

Note the only difference between Max-\( q \)-XORSAT and MaxCut, where \( q = 2 \), can be seen by comparing Eqs. (3.10) and (3.11) in Section 3.2 to Eqs. (8.9) and (8.10) in the current iteration, where we are raising the matrix element of \( G \) to some \( q \)-dependent power. This iteration takes at most \( O(p^2 4^p) \) time and \( O(p^2) \) memory to evaluate using the same method as described in Appendix A.4, regardless of \( q \). This is polynomially faster than the finite \( D \) case with exponentially better memory usage.

### 8.4 Proof of the finite \( D \) iteration

We now prove that the iteration in Section 8.2 for finite degree \( D \) is correct. The proof is essentially the same as in Section 4.1, and we will only focus on the differences in what follows. The goal is to evaluate the expectation (8.6) on a single hyperedge \((1, 2, \ldots, q)\) by restricting to the hypertree subgraph seen by the QAOA. As an example, we show such a subgraph in Fig. 5(a). After inserting complete sets and reorganizing terms as we have done from Eq. (4.1) to Eq. (4.5), we arrive at

\[ \langle \gamma, \beta | Z_1 Z_2 \cdots Z_q | \gamma, \beta \rangle = \sum_{\{z_u\}} z_1^{[0]} z_2^{[0]} \cdots z_q^{[0]} \exp \left[ -\frac{i}{\sqrt{D}} \sum_{(i_1, \ldots, i_q) \in E} \Gamma \cdot (z_{i_1} z_{i_2} \cdots z_{i_q}) \right] \prod_{v=1}^{n} f(z_v) \]

(8.11)

which is analogous to Eq. (4.5). To evaluate this, we again need to sum over all the bit configurations \( z_u = (z_u[1], \ldots, z_u[p], z_u[0], \ldots, z_u[-p], \ldots, z_u[-1]) \) of every node \( u \) in the hypertree subgraph. We will do this with the same method as in Section 4.1, where we first sum over all the leaf nodes, then their parents, and their parents’ parents, and so on.

We start by summing over a set of leaf nodes \( w_1, w_2, \ldots, w_{q-1} \) which are in the same hyperedge as their parent. Let their common parent be \( p(w_1) \). See Fig. 5(b) for a visualization. Summing over the bit configurations \( z_{w_1}, z_{w_2}, \ldots, z_{w_{q-1}} \) yields

\[ \sum_{z_{w_1}, \ldots, z_{w_{q-1}}} \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (z_{p(w_1)} z_{w_1} z_{w_2} \cdots z_{w_{q-1}}) \right] \prod_{j=1}^{q-1} f(z_{w_j}). \quad (8.12) \]

Note this is a function of the parent node’s bit configuration \( z_{p(w_1)} \). Since \( p(w_1) \) is involved in exactly \( D \) branching hyperedges, each of which contains \( q - 1 \) distinct children, we get the following contribution

\[ H_D^{(1)}(z_{p(w_1)}) := \left( \sum_{z_{w_1}, \ldots, z_{w_{q-1}}} \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (z_{p(w_1)} z_{w_1} z_{w_2} \cdots z_{w_{q-1}}) \right] \prod_{j=1}^{q-1} f(z_{w_j}) \right)^D. \quad (8.13) \]
after summing over all the leaf nodes. This applies to every parent node of any of the leaves. And similar to what we have done to get Eq. (4.15) in Section 4.1, we can use the fact that \( f(-z) = f(z) \) to take \( z_{w_1} \to -z_{w_1} \) in the above summand and combine it with its original form to get

\[
H_D^{(1)}(z_{p(w_1)}) = \left( \sum_{z_{w_1}, \ldots, z_{w_q} = 1} \cos \left( \frac{1}{\sqrt{D}} \Gamma \cdot (z_{p(w_1)}z_{w_1}z_{w_2} \cdots z_{w_{q-1}}) \right) \prod_{j=1}^{q-1} f(z_{w_j}) \right)^D. \tag{8.14}
\]

Next, we repeat this argument for all the parent nodes like \( p(w_1) \). Let \( v_1 = p(w_1) \), and let \( v_2, v_3, \ldots, v_{q-1} \) be the other nodes in the same hyperedge as \( v_1 \) [see Fig. 5(b)]. We also denote \( p(v_1) \) as their shared parent node. Including the contribution \( H_D^{(1)}(z_{v_j}) \) coming from the above sum over the leaves, we sum over all \( z_{v_j} \)'s to get the following function on \( z_{p(v_1)} \)

\[
H_D^{(2)}(z_{p(v_1)}) := \left( \sum_{z_{v_1}, \ldots, z_{v_q} = 1} \exp \left( -\frac{i}{\sqrt{D}} \Gamma \cdot (z_{p(v_1)}z_{v_1}z_{v_2} \cdots z_{v_{q-1}}) \right) \prod_{j=1}^{q-1} [f(z_{v_j})H_D^{(1)}(z_{v_j})] \right)^D

= \left( \sum_{z_{v_1}, \ldots, z_{v_q} = 1} \cos \left( \frac{1}{\sqrt{D}} \Gamma \cdot (z_{p(v_1)}z_{v_1}z_{v_2} \cdots z_{v_{q-1}}) \right) \prod_{j=1}^{q-1} [f(z_{v_j})H_D^{(1)}(z_{v_j})] \right)^D. \tag{8.15}
\]

where the last equality follows from the fact that \( f(-z) = f(z) \) and \( H_D^{(1)}(-z) = H_D^{(1)}(z) \).

It is easy to see that continuing in this fashion we can iteratively sum over all but the root nodes in \( p \) steps, corresponding to the \( p \) levels in the hypertree subgraph. At each step \( m \), we obtain \( H_D^{(m)}(z) \) which is a function of the bit configuration \( z \) of any node that is \( m \) levels away from the leaves. For consistency of notation, we let \( H_D^{(0)}(z) = 1 \). At the end of the iteration, we reach the top-level root nodes inside the central hyperedge \((1, 2, \ldots, q)\), and we can evaluate Eq. (8.11) as

\[
\langle \gamma, \beta | Z_1 Z_2 \cdots Z_q | \gamma, \beta \rangle = \sum_{z_1, \ldots, z_q} z_1^{[0]} z_2^{[0]} \cdots z_q^{[0]} \exp \left[ -\frac{i}{\sqrt{D}} \Gamma \cdot (z_1 z_2 \cdots z_q) \right] \prod_{j=1}^{q} [f(z_j)H_D^{(p)}(z_j)]

= -i \sum_{z_1, \ldots, z_q} \sin \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (z_1 z_2 \cdots z_q) \right] \prod_{j=1}^{q} [z_j^{[0]} f(z_j)H_D^{(p)}(z_j)]. \tag{8.16}
\]

Then plugging this back into Eq. (8.6) gives the iterative formula for \( \nu_p^{(q)}(D, \gamma, \beta) \) in Eq. (8.8).

### 8.5 Proof of the \( D \to \infty \) iteration

To get the infinite \( D \) iteration in Section 8.3, we follow the same argument as in Section 4.2. This is done by first defining the following limiting functions for \( 0 \leq m \leq p \)

\[
H_D^{(m)}(a) := \lim_{D \to \infty} H_D^{(m)}(a). \tag{8.17}
\]

These functions can be shown to satisfy the following recursion relation for \( 1 \leq m \leq p \)

\[
H_D^{(m)}(a) = \lim_{D \to \infty} \left( \sum_{b_1, \ldots, b^{q-1}} \cos \left( \frac{1}{\sqrt{D}} \Gamma \cdot (ab^1b^2 \cdots b^{q-1}) \right) \prod_{i=1}^{q-1} [f(b^i)H_D^{(m-1)}(b^i)] \right)^D

= \exp \left( -\frac{1}{2} \sum_{b_1, \ldots, b^{q-1}} (\Gamma \cdot (ab^1b^2 \cdots b^{q-1}))^2 \prod_{i=1}^{q-1} [f(b^i)H_D^{(m-1)}(b^i)] \right). \tag{8.18}
\]
where the second line is obtained by performing Taylor expansion of the cosine, and using the fact that \(\sum_{\mathbf{b}} f(\mathbf{b})H_{D}^{(m-1)}(\mathbf{b}) = 1\) (which is analogous to Lemma 5 in Appendix A.2 for general \(q\)). Expanding the dot product, we get

\[
H^{(m)}(\mathbf{a}) = \exp \left[ -\frac{1}{2} \sum_{j,k=-p}^{p} \Gamma_j \Gamma_k a_j a_k \frac{q-1}{q} \left( \sum_{\mathbf{b}'} f(\mathbf{b}')H^{(m-1)}(\mathbf{b}')b_{j}^ib_{k}^i \right) \right]. \tag{8.19}
\]

By defining

\[
G_{j,k}^{(m)} := \sum_{\mathbf{a}} f(\mathbf{a})H^{(m)}(\mathbf{a})a_j a_k, \tag{8.20}
\]

we can recast the iteration (8.19) as

\[
G_{j,k}^{(m)} = \sum_{\mathbf{a}} f(\mathbf{a})a_j a_k \exp \left[ -\frac{1}{2} \sum_{j',k'=-p}^{p} \left( G_{j',k'}^{(m-1)} \right) \frac{q-1}{q} \Gamma_j \Gamma_k a_j a_k' \right] \tag{8.21}
\]

for \(1 \leq m \leq p\). For \(m = 0\), we have

\[
G_{j,k}^{(0)} = \sum_{\mathbf{a}} f(\mathbf{a})a_j a_k, \tag{8.22}
\]

since \(H^{(0)}(\mathbf{a}) = 1\). Finally, we can write \(\nu_{p}^{[q]}(\mathbf{a})\) in Eq. (8.8) in the \(D \to \infty\) limit as

\[
\lim_{D \to \infty} \nu_{p}^{[q]}(D, \gamma, \beta) = \lim_{D \to \infty} i \frac{D}{2q} \sum_{\mathbf{a}^{1}, \ldots, \mathbf{a}^{q}} \sin \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (\mathbf{a}^{1} \mathbf{a}^{2} \cdots \mathbf{a}^{q}) \right] \prod_{i=1}^{q} \left[ a_{0}^{i} f(\mathbf{a}^{i})H_{D}^{(p)}(\mathbf{a}^{i}) \right]
\]

\[
= \frac{i}{\sqrt{2q}} \sum_{j=-p}^{p} \Gamma_j \prod_{i=1}^{q} \left( \sum_{\mathbf{a}^{i}} a_{0}^{i} a_{j}^{i} f(\mathbf{a}^{i})H^{(p)}(\mathbf{a}^{i}) \right)
\]

\[
= \frac{i}{\sqrt{2q}} \sum_{j=-p}^{p} \Gamma_j G_{0,j}^{(p)} q \tag{8.23}
\]

which gives the infinite \(D\) iterative formula in Eq. (8.10) as desired.

### 8.6 Numerical evaluation of the Max-\(q\)-XORSAT performance at infinite \(D\)

We have taken our iteration for infinite \(D\) and numerically optimized \(\nu_{p}^{[q]}(\gamma, \beta)\) to find

\[
\bar{\nu}_{p}^{[q]} = \max_{\gamma,\beta} \nu_{p}^{[q]}(\gamma, \beta). \tag{8.24}
\]

up to \(p = 14\) for \(3 \leq q \leq 6\). Combining with the data we have for \(q = 2\) in Table 1, we plot the results in Fig. 6. For ease of comparison across different values of \(q\) we have normalized \(\bar{\nu}_{p}^{[q]}\) by its corresponding Parisi value \(\Pi_{q}\). See Appendix D for a plot of the optimal \(\gamma\) and \(\beta\) we found at \(p = 14\). Numerical values for \(\bar{\nu}_{p}^{[q]}\) and optimal \(\gamma\) and \(\beta\) for all \(1 \leq p \leq 14\) can be found in Ref. [19].

In some cases, there are thresholds on how well the QAOA at low depths can do. It is known that for problems that exhibit the overlap gap property, the locality property of the QAOA prevents it from getting close to the optimum at low depths where it does not see the whole graph [30, 31]. Specifically, using an overlap gap property in the Max-\(q\)-XORSAT problem on random Erdős-Rényi hypergraphs with constant average degree and even \(q \geq 4\), Ref. [31] showed that the QAOA (or
any local algorithm) has limited performance when the depth $p$ is less than $\epsilon \log(n)$, where $n$ is the graph size and $\epsilon$ is a constant that depends on the degree and $q$. Assuming the overlap gap property also holds when the hypergraphs are regular, one can use similar arguments to show that the QAOA’s performance as measured by $\tilde{\nu}_p^{[q]} / \Pi_q$ does not converge to 1 as $p \to \infty$ when $q \geq 4$ and is even. This is because our large-girth assumption implies the graph has at least $D^p$ vertices, so $p$ is always less than $\epsilon \log n$ in this limit.

9 Discussion

In this paper, we have introduced new techniques for evaluating the performance of a quantum algorithm at high qubit number and at high depth. In particular we do this by finding a compact iteration for the QAOA’s performance on MaxCut on instances with locally tree-like neighborhoods. On random large-girth $D$-regular graphs, the QAOA at $p = 11$ and higher has the highest approximation ratio of any assumption-free algorithm. We have given performance guarantees for the QAOA, but it is necessary to run a quantum computer to produce a string with the calculated performance.

We have also shown that for any depth $p$ and for any parameters, $\gamma$ and $\beta$, the performance of the QAOA on large-girth $D$-regular graphs, as $D \to \infty$, matches the typical performance of the QAOA on the Sherrington-Kirkpatrick model at infinite size. We find it remarkable that the ensemble averaging done in the SK model can be replaced by analyzing a single tree subgraph. For both of these models the best conceivable performance is upperbounded by the Parisi constant, $\Pi_\ast$. 

Figure 6: Optimal values $\tilde{\nu}_p^{[q]}$ normalized by their corresponding Parisi values $\Pi_q$ as a function of $1/p$ for $q = 2, 3, 4, 5, 6$. The Parisi values are taken from Ref. [17]. Similar to Fig. 3, we made the somewhat arbitrary choice of plotting the data against $1/p$ to see the large $p$ region in a compact plot. Dashed lines in between data points are intended to guide the eye.
There are optimal parameters at each $p$, and we speculate that as $p \to \infty$ these optimal parameters give QAOA performance that matches the Parisi constant for both models.

Moreover, in Section 8, we have generalized our iteration for MaxCut on large-girth regular graphs to evaluate the QAOA’s performance on Max-$q$-XORSAT problems for large-girth regular hypergraphs. We have shown that, at fixed parameters, the QAOA gives the same value of the objective function regardless of the signs of the couplings on these hypergraphs. This implies a worst-case algorithmic threshold at low depth for fully satisfiable instances. Building on our work, Ref. [32] recently generalized the equivalence between MaxCut and the SK model to between Max-$q$-XORSAT and the fully connected $q$-spin model.

There are a number of ideas to explore coming out of this work. Can we find a more efficient iterative formula for the QAOA’s performance than the one in Section 3.2? If so, we can better probe the large-$p$ behavior of the QAOA. Can the iteration in Section 3.2 be recast in the $p \to \infty$ limit in terms of continuous functions corresponding to $\gamma, \beta$? This might be a way to verify, or falsify, the conjecture in Section 7.

Can one find other problems at high qubit number and high depth where the performance of the QAOA can be established using techniques similar to the ones introduced in this paper?
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A Properties of the iterations

In this appendix, we prove some properties of the elements of the iterations. These properties are of interest in their own right and also necessary to fill in some gaps in the derivations.

We start in Appendix A.1 by proving some identities that will be used in the later proofs. The assertion in Eq. (4.22) is proved in Appendix A.2. We prove in Appendix A.3 the symmetry properties of the $G^{(m)}$ matrix elements asserted in Section 3.2. We show in Appendix A.4 how each matrix element of $G^{(m)}$ only depends on a submatrix of $G^{(m-1)}$. This is key to understanding the structure of the iteration and can be used to speed up the iteration by a factor of $p$.

A.1 Properties of $f(a)$

We start by establishing some notation and proving a few properties of $f(a)$ that will be used subsequently. Let

$$B = \{(a_1, a_2, \ldots, a_p, a_0, a_{-p}, \ldots, a_{-2}, a_{-1}) : a_j = \pm 1\} \tag{A.1}$$

be the set of $(2p+1)$-bit strings. We define the following subset

$$B_0 = \{a \in B : a_r = a_r \text{ for all } 1 \leq r \leq p\}. \tag{A.2}$$

For any $a \in B$, we define the $T(a)$ to be the largest positive index $T$ such that $a_T \neq a_{-T}$ if $a \notin B_0$, and 0 if $a \in B_0$. More formally,

$$T(a) = \begin{cases} \max\{r : a_r \neq a_{-r}\} & \text{if } a \notin B_0 \\ 0 & \text{if } a \in B_0. \end{cases} \tag{A.3}$$

To see how $B$ is partitioned according to different $T(a)$, see Table 3. Note that $a_{-r} = a_r$ whenever $r > T(a)$. These levels will help organize the $a \in B$ in the proofs below. Moreover, for any $a \notin B_0$, let $a' \notin B_0$ be the following bit string

$$a'_{\pm r} = \begin{cases} a_0 & \text{if } r = 0 \\ -a_{\pm r} & \text{if } 1 \leq r \leq T(a) \\ a_{\pm r} & \text{if } T(a) + 1 \leq r \leq p. \end{cases} \tag{A.4}$$

As we will see, this definition is helpful as $a$ and $a'$ are going to pair up leading to cancellations.

| $a$ | $T(a)$ | $a'$ |
|-----|--------|-----|
| $(a_1, a_2, a_3, a_0, -a_3, a_{-2}, a_{-1})$ | 3 | $(-a_1, -a_2, -a_3, a_0, a_3, -a_{-2}, -a_{-1})$ |
| $(a_1, a_2, a_3, a_0, a_3, -a_2, a_{-1})$ | 2 | $(-a_1, -a_2, a_3, a_0, a_3, a_2, -a_{-1})$ |
| $(a_1, a_2, a_3, a_0, a_3, a_2, -a_{-1})$ | 1 | $(-a_1, a_2, a_3, a_0, a_3, a_2, a_1)$ |
| $(a_1, a_2, a_3, a_0, a_3, a_2, a_{1})$ | 0 | $(-a_1, a_2, a_3, a_0, a_3, a_2, a_1)$ |

\[ \text{Table 3: } a, T(a) \text{ and } a' \text{ for } p = 3. \]

We also define, for any $a \in B$, a corresponding $\bar{a} \in B$ whose entries are

$$\bar{a}_j = a_{-j} \quad \text{for } -p \leq j \leq p. \tag{A.5}$$

That is, $\bar{a}$ is the bit string $a$ reversed.

Now we are ready to prove the identities on $f(a)$. Recall its definition from Eq. (3.4):

\begin{align*}
 f(a) &= \frac{1}{2} \langle a_1 | e^{i\beta_1 X} | a_2 \rangle \cdots \langle a_{p-1} | e^{i\beta_{p-1} X} | a_p \rangle \langle a_p | e^{i\beta_p X} | a_0 \rangle \\
 & \quad \times \langle a_0 | e^{-i\beta_p X} | a_{-p} \rangle \langle a_{-p} | e^{-i\beta_{p-1} X} | a_{-(p-1)} \rangle \cdots \langle a_{-2} | e^{-i\beta_1 X} | a_{-1} \rangle, \tag{A.6}
\end{align*}
which can be alternatively written as

\[
f(a) = \frac{1}{2} \langle a_1 a_2 | e^{i \beta_1 X} | 1 \rangle \cdots \langle a_{p-1} a_p | e^{i \beta_{p-1} X} | 1 \rangle \langle a_p a_0 | e^{i \beta_p X} | 1 \rangle \\
\times \langle a_0 a_{-p} | e^{-i \beta_p X} | 1 \rangle \langle a_{-p} a_{-(p-1)} | e^{-i \beta_{p-1} X} | 1 \rangle \cdots \langle a_{-2} a_{-1} | e^{-i \beta_1 X} | 1 \rangle
\]  

(A.7)

where

\[
\langle a | e^{i \beta X} | 1 \rangle = \begin{cases} 
\cos(\beta) & \text{if } a = +1 \\
 i \sin(\beta) & \text{if } a = -1.
\end{cases}
\]  

(A.8)

**Lemma 1.** For any \( a \in B \setminus B_0 \),

\[
f(a') = -f(a).
\]  

(A.9)

**Proof.** Note that the set \( B \) can be subdivided into sets of strings \( \{a\} \) with fixed values of \( T(a) \). We will start with the set of \( a \)'s where \( T(a) = p \). Note from Eq. (A.7) that \( f(a) \) only depends on the product of pairs of adjacent bits. Under the prime operation \( a \to a' \), these products will not change except for \( a_p a_0 \) and \( a_0 a_{-p} \). (As an example look at \( T = 3 \) in Table 3.) Flipping the signs of these two products flips the sign of the product of the two relevant matrix elements in Eq. (A.7). Therefore, in this case, \( f(a') = -f(a) \).

Now consider the set of \( a \)'s with \( T(a) = p - 1 \). Now the product of any pair of adjacent bits will not change under the prime operation except for \( a_{p-1} a_p \) and \( a_{-p} a_{-(p-1)} \). (As an example look at \( T = 2 \) in Table 3.) Flipping the signs of these two products flips the sign of the product of the two relevant matrix elements in Eq. (A.7). Therefore in this case again we have that \( f(a') = -f(a) \). This argument can be repeated for \( T(a) = p - 2, p - 3, \ldots, 1 \) so the Lemma is established. \( \square \)

**Lemma 2.** For any \( a \in B \),

\[
f(\bar{a}) = f(a)^*.
\]  

(A.10)

**Proof.** This follows from Eq. (A.6) and noting that

\[
\langle a_1 | e^{i \beta_1 X} | a_2 \rangle \langle a_{-2} | e^{-i \beta_1 X} | a_{-1} \rangle = \langle \bar{a}_{-1} | e^{i \beta_1 X} | \bar{a}_{-2} \rangle \langle \bar{a}_2 | e^{-i \beta_1 X} | \bar{a}_1 \rangle \\
= \langle \bar{a}_1 | e^{i \beta_1 X} | \bar{a}_2 \rangle^* \langle \bar{a}_{-2} | e^{-i \beta_1 X} | \bar{a}_{-1} \rangle^*.
\]

The same follows for the other pairs, yielding Eq. (A.10). \( \square \)

**Lemma 3.**

\[
\sum_{a \in B} f(a) = \sum_{a \in B_0} f(a) = 1.
\]  

(A.11)

**Proof.** Using definition of \( f(a) \) in Eq. (A.6), we see that

\[
\sum_{a \in B} f(a) = \sum_{a_1, a_{-1}} \frac{1}{2} \langle a_1 | e^{i \beta_1 X} \cdots e^{i \beta_p X} e^{-i \beta_p X} \cdots e^{-i \beta_1 X} | a_{-1} \rangle = \sum_{a_1, a_{-1}} \frac{1}{2} \langle a_1 | a_{-1} \rangle = 1.
\]

Also

\[
\sum_{a \in B} f(a) = \sum_{a \in B_0} f(a) + \frac{1}{2} \sum_{a \notin B} [f(a) + f(a')] = \sum_{a \in B_0} f(a)
\]

where we have decomposed the sum over \( a \in B \) into a sum over \( a \in B_0 \) and a sum over \( a \notin B_0 \), and duplicated the latter by considering summing over \( a' \) instead of \( a \). Then applying Lemma 1 gives the first equality in Eq. (A.11). \( \square \)
A.2 Properties of $H_D^{(m)}(a)$

We now prove some properties involving $H_D^{(m)}(a)$, which are used in the proofs in Section 4.2 and in the later sections of the appendix.

**Lemma 4.** For $0 \leq m \leq p$,

$$H_D^{(m)}(a) = 1 \quad \text{if} \quad a \in B_0 \quad \text{and} \quad H_D^{(m)}(a') = H_D^{(m)}(a) \quad \text{if} \quad a \notin B_0. \quad (A.12)$$

**Proof.** We proceed by induction on $m$. The base case $m = 0$ follows from the fact that, for all $a$, $H_D^{(0)}(a) = 1$. Now consider the case of $0 < m$. In general, $H_D^{(m)}(a)$ can be broken into pieces as

$$H_D^{(m)}(a) = \left( \sum_{b: T(b) \leq T(a)} f(b) H_D^{(m-1)}(b) \cos \left[ \frac{1}{\sqrt{D}} \mathbf{\Gamma} \cdot (ab) \right] \right) + \frac{1}{2} \sum_{b: T(b) > T(a)} f(b) H_D^{(m-1)}(b) \left( \cos \left[ \frac{1}{\sqrt{D}} \mathbf{\Gamma} \cdot (ab) \right] - \cos \left[ \frac{1}{\sqrt{D}} \mathbf{\Gamma} \cdot (ab') \right] \right)^D. \quad (A.13)$$

We now show that the second sum evaluates to zero. To see this, note that

$$\mathbf{\Gamma} \cdot (ab) = \sum_{r=1}^{p} \gamma_r (a_r b_r - a_{-r} b_{-r}) = \sum_{r=1}^{\max\{T(a), T(b)\}} \gamma_r (a_r b_r - a_{-r} b_{-r}) \quad (A.14)$$

since $a_r b_r = a_{-r} b_{-r}$ when $r > \max\{T(a), T(b)\}$. Note if $T(b) \geq T(a)$, then $b_{\pm r} = b'_{\pm r}$ when $r \leq \max\{T(a), T(b)\}$, so whenever $T(b) \geq T(a)$, which includes the case when $T(b) > T(a)$, $H_D^{(m)}(a)$ reduces to

$$H_D^{(m)}(a) = \left( \sum_{b: T(b) \leq T(a)} f(b) H_D^{(m-1)}(b) \cos \left[ \frac{1}{\sqrt{D}} \mathbf{\Gamma} \cdot (ab) \right] \right)^D. \quad (A.16)$$

With this simplified form of $H_D^{(m)}(a)$, we can now prove the Lemma. If $a \in B_0$, we have $T(a) = 0$. Using the inductive hypothesis that $H_D^{(m-1)}(b) = 1$ when $b \in B_0$ and the fact that $\mathbf{\Gamma} \cdot (ab) = 0$ when $a, b \in B_0$, we have

$$H_D^{(m)}(a) = \left( \sum_{b \in B_0} f(b) H_D^{(m-1)}(b) \cos \left[ \frac{1}{\sqrt{D}} \mathbf{\Gamma} \cdot (ab) \right] \right)^D = \left( \sum_{b \in B_0} f(b) \right)^D = 1, \quad (A.17)$$

where Lemma 3 is used in the last equality. Now consider the case of $a \notin B_0$. When $T(b) \leq T(a)$ as in the sum in Eq. (A.16), we may switch the roles of $a, b$ in Eq. (A.15) to see that $\mathbf{\Gamma} \cdot (ab) = -\mathbf{\Gamma} \cdot (a'b)$. Since $T(a) = T(a')$, we can rewrite Eq. (A.16) as

$$H_D^{(m)}(a) = \left( \sum_{b: T(b) \leq T(a')} f(b) H_D^{(m-1)}(b) \cos \left[ \frac{1}{\sqrt{D}} \mathbf{\Gamma} \cdot (a'b) \right] \right)^D = H_D^{(m)}(a'). \quad (A.18)$$

This completes the induction. \qed
Next, we apply the above result to prove the assertion of Eq. (4.22), which is used in Section 4.2 to establish the correctness of the infinite-\(D\) iteration. This assertion is the following lemma that we now prove.

**Lemma 5.** For \(0 \leq m \leq p\), we have

\[
\sum_{a \in B} f(a) H_D^{(m)}(a) = 1. \tag{A.19}
\]

**Proof.** Decomposing the sum over \(a \in B\) and applying Lemmas 1 and 4, we get

\[
\sum_{a \in B} f(a) H_D^{(m)}(a) = \sum_{a \in B_0} f(a) H_D^{(m)}(a) + \frac{1}{2} \sum_{a \not\in B_0} \left[ f(a) H_D^{(m)}(a) + f(a') H_D^{(m)}(a') \right]
\]

\[
= \sum_{a \in B_0} f(a) + \frac{1}{2} \sum_{a \not\in B_0} \left[ f(a) H_D^{(m)}(a) - f(a) H_D^{(m)}(a) \right]
\]

\[
= \sum_{a \in B_0} f(a) = 1
\]

where we used Lemma 3 on the last line.

Finally, we prove a lemma to be used in proving the properties of \(G_{r,s}^{(m)}\) that involve complex conjugation in what follows in Appendix A.3.

**Lemma 6.** For any \(a \in B\) and \(0 \leq m \leq p\),

\[
H_D^{(m)}(\bar{a}) = H_D^{(m)}(a)^*. \tag{A.20}
\]

**Proof.** We proceed by induction on \(m\). The base case \(m = 0\) follows from the fact that \(H_D^{(0)}(a) = 1\). Now assume that the lemma is true for \(m - 1\). By Eq. (3.7),

\[
H_D^{(m)}(\bar{a}) = \left( \sum_b f(b) H_D^{(m-1)}(b) \cos \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (\bar{a}b) \right] \right)^D = \left( \sum_b f(\bar{b}) H_D^{(m-1)}(\bar{b}) \cos \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (\bar{a}\bar{b}) \right] \right)^D
\]

since \(\sum_{a \in B}(\cdots) = \sum_{\bar{a} \in B}(\cdots)\). Then, by the inductive hypothesis, Lemma 2 and the fact that \(\Gamma \cdot (\bar{a}\bar{b}) = -\Gamma \cdot (ab)\) we have

\[
H_D^{(m)}(\bar{a}) = \left( \sum_b f(b)^* H_D^{(m-1)}(b)^* \cos \left[ \frac{1}{\sqrt{D}} \Gamma \cdot (ab) \right] \right)^D = H_D^{(m)}(a)^*.
\]
A.3 Symmetries of the $G^{(m)}$ matrix

In this section of the appendix, we prove the following symmetry properties of the matrix $G^{(m)}$ that are stated in Section 3.2: For $1 \leq r < s \leq p$, and $-p \leq j, k \leq p$, we have

\begin{align*}
(1) \quad G^{(m)}_{j,k} &= G^{(m)}_{k,j}, \quad (3) \quad G^{(m)*}_{0,r} = G^{(m)*}_{0,-r}, \\
(2) \quad G^{(m)}_{j,j} &= G^{(m)}_{j,j} = 1, \quad (4) \quad G^{(m)}_{r,s} = G^{(m)}_{r,-s} = G^{(m)*}_{r,-s} = G^{(m)*}_{r,s}.
\end{align*}

Let us use the definition of $G^{(m)}_{j,k}$ in terms of $H^{(m)}$ in Eq. (4.28) which we reproduce here:

$$
G^{(m)}_{j,k} := \sum_{a \in B} f(a) H^{(m)}(a) a_j a_k. \tag{A.21}
$$

It is clear from this definition that $G^{(m)}$ is a symmetric matrix, so Property (1) holds. For the remaining properties, let us rewrite Eq. (A.21) using Lemmas 1 and 4 as

$$
G^{(m)}_{j,k} = \sum_{a \in B_0} f(a) a_j a_k + \frac{1}{2} \sum_{a \notin B_0} f(a) H^{(m)}(a)(a_j a_k - a'_j a'_k). \tag{A.22}
$$

Note that Lemma 4 is applied to $H^{(m)}(a)$ which is $H^{(m)}_D(a)$ in the $D \to \infty$ limit.

To prove Property (2), observe that

$$
G^{(m)}_{j,j} = \sum_{a \in B_0} f(a) + \frac{1}{2} \sum_{a \notin B_0} f(a) H^{(m)}(a)(1 - 1) = \sum_{a \in B_0} f(a) = 1, \tag{A.23}
$$

where the last equality is due to Lemma 3. Also

$$
G^{(m)}_{j,-j} = \sum_{a \in B_0} f(a) a_j a_{-j} + \frac{1}{2} \sum_{a \notin B_0} f(a) H^{(m)}(a)(a_j a_{-j} - a'_j a'_{-j}).
$$

Note that $a_j = a_{-j}$ for $a \in B_0$, and $a_j a_{-j} = a'_j a'_{-j}$ for any $a \in B$. Therefore

$$
G^{(m)}_{j,-j} = \sum_{a \in B_0} f(a) = 1. \tag{A.24}
$$

Next, we prove Property (3). From Eq. (A.21) we have

$$
G^{(m)}_{0,r} = \sum_{a \in B} f(a) H^{(m)}(a) a_0 a_r = \sum_{a \in B} f(\tilde{a}) H^{(m)}(\tilde{a}) \tilde{a}_0 \tilde{a}_r
$$

where we used the fact that $\sum_{a \in B}(\cdots) = \sum_{\tilde{a} \in B}(\cdots)$. Applying Lemma 6, which is true for each $D$ so it is true in the $D \to \infty$ limit, along with Lemma 2 we get

$$
G^{(m)}_{0,r} = \sum_{a \in B} f(a)^* H^{(m)}(a)^* a_0 a_{-r} = G^{(m)*}_{0,-r}. \tag{A.25}
$$

Lastly, we need to prove Property (4). Let $1 \leq r < s \leq p$. Then from Eq. (A.22) we have

$$
G^{(m)}_{r,s} = \sum_{a \in B_0} f(a) a_r a_s + \frac{1}{2} \sum_{a \notin B_0} f(a) H^{(m)}(a)(a_r a_s - a'_r a'_s)
= \sum_{a \in B_0} f(a) a_r a_s + \frac{1}{2} \sum_{a \notin B_0, r \leq T(a) < s} f(a) H^{(m)}(a)(a_r a_s - a'_r a'_s)
$$
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where we used the fact that the second summand is nonzero only if \( a_r a_s \neq a'_r a'_s \), which holds only if \( r \leq T(a) < s \). Under this condition we have \( a_r a_s - a'_r a'_s = 2a_r a_s \), so

\[
G_{r,s}^{(m)} = \sum_{a \in B_0} f(a) a_r a_s + \sum_{a \notin B_0, r \leq T(a) < s} f(a) H^{(m)}(a) a_r a_s. \tag{A.26}
\]

Similarly,

\[
G_{r,-s}^{(m)} = \sum_{a \in B_0} f(a) a_r a_{-s} + \sum_{a \notin B_0, r \leq T(a) < s} f(a) H^{(m)}(a) a_r a_{-s}
= \sum_{a \in B_0} f(a) a_r a_s + \sum_{a \notin B_0, r \leq T(a) < s} f(a) H^{(m)}(a) a_r a_s \tag{A.27}
\]

where we used the fact that \( a_{-s} = a_s \) if \( a \in B_0 \) or if \( T(a) < s \). Comparing Eq. (A.26) and Eq. (A.27), we conclude that

\[
G_{r,s}^{(m)} = G_{r,-s}^{(m)}. \tag{A.28}
\]

It remains to consider

\[
G_{-r,\pm s}^{(m)} = \sum_{a \in B} f(a) H(a) a_{-r} a_{\pm s} = \sum_{\bar{a} \in \bar{B}} f(\bar{a}) H(\bar{a}) \bar{a}_{-r} \bar{a}_{\pm s}
\]

where we used the fact that \( \sum_{a \in B}(\cdots) = \sum_{\bar{a} \in \bar{B}}(\cdots) \). Now, using Lemma 2 and Lemma 6 in the \( D \to \infty \) limit,

\[
G_{-r,\pm s}^{(m)} = \sum_{a \in B} f(a)^* H(a)^* a_{r \mp s} = G_{r,\mp s}^{(m)*} \tag{A.29}
\]

establishing Property (4).
A.4 Placement of the matrix elements of $G^{(m)}$

In this section of the appendix, we show how the matrix elements of $G^{(m)}$ only depend on a submatrix of $G^{(m-1)}$. This implies that the iteration on $G^{(m)}$ can be understood as a placement of the entries in the matrix $G^{(m)}$ that remain unchanged after a sufficient number of steps. We also elaborate on why this enables us to reduce the complexity of implementing the iteration in Section 3.2 to $O(p^2 4^p)$ instead of the naive $O(p^3 4^p)$ estimate.

Recall the definition (4.28) of $G_{j,k}^{(m)}$ which states

$$G_{j,k}^{(m)} = \sum_a f(a) H^{(m)}(a) a_j a_k. \quad (A.30)$$

Observe that combining Eqs. (4.26) and (4.28) we have

$$H^{(m)}(a) = \exp \left[ -\frac{1}{2} \sum_{j',k'=-p}^p G_{j',k'}^{(m-1)} \Gamma_{j,k'} a_j a_{k'} \right]. \quad (A.31)$$

Note the summand in the exponential is zero whenever either $j' = 0$ or $k' = 0$ since $\Gamma_0 = 0$. Hence, we can focus on $j', k' \neq 0$, and enumerate all pairs of $(j', k')$ by writing the sum as

$$H^{(m)}(a) = \exp \left\{ -\frac{1}{2} \sum_{s'=1}^p \left[ G_{s',s'}^{(m-1)} \gamma_s'^2 - G_{s',-s'}^{(m-1)} \gamma_s' a_{s'} a_{-s'} - G_{-s',s'}^{(m-1)} \gamma_{s'} a_{-s'} a_s + G_{-s',-s'}^{(m-1)} \gamma_s a_{-s'} a_s \right] 
- \sum_{1 \leq r' < s' \leq p} \left[ G_{r',s'}^{(m-1)} \gamma_{r'} \gamma_{s'} a_{r'} a_{s'} - G_{r',-s'}^{(m-1)} \gamma_{r'} \gamma_{s'} a_{r'} a_{-s'} 
- G_{-r',s'}^{(m-1)} \gamma_{r'} \gamma_{s'} a_{-r'} a_{s'} + G_{-r',-s'}^{(m-1)} \gamma_{r'} \gamma_{s'} a_{-r'} a_{-s'} \right] \right\} \quad (A.32)$$

where the factor of $1/2$ in front of the second sum is killed by considering the contribution from the symmetric pair $G_{s',s'}^{(m-1)} = G_{r',s'}^{(m-1)}$, etc. Then applying the Properties (2) and (4) listed in Appendix A.3 to $G^{(m-1)}$ yields the following simplified form

$$H^{(m)}(a) = \exp \left\{ -\sum_{s'=1}^p \gamma_s'^2 \left(1 - a_{s'} a_{-s'}\right) - \sum_{1 \leq r' < s' \leq p} \gamma_{r'} \gamma_{s'} \left[ G_{r',s'}^{(m-1)} a_{r'} a_{s'} - G_{r',-s'}^{(m-1)} a_{r'} a_{-s'} \right] a_{s'} a_{-s'} \right\}. \quad (A.33)$$

Going back to Eqs. (A.30) and (A.31) we see that $G^{(m)}$ only depends on the matrix elements of $G^{(m-1)}$ through $H^{(m)}(a)$, which only involves $G_{r',s'}^{(m-1)}$ for $1 \leq r' < s' \leq p$ as seen from the above equation. In particular this means that $G_{0,r}^{(m)}$ depends only on $G_{r',s'}^{(m-1)}$ for $1 \leq r' < s' \leq p$.

We next show that for $1 \leq r < s \leq p$, $G_{r,s}^{(m)}$ only depends on $G_{r',s'}^{(m-1)}$ where $1 \leq r' < s' < s$. We first restate Eq. (A.26)

$$G_{r,s}^{(m)} = \sum_{a \in B_0} f(a) a_r a_s + \sum_{a \in B_0, r \leq T(a) < s} f(a) H^{(m)}(a) a_r a_s. \quad (A.34)$$

Observe that the dependence of $G_{r,s}^{(m)}$ on the matrix elements of $G^{(m-1)}$ is only via $H^{(m)}(a)$ in the second summand in Eq. (A.33). However, this summand can be nonzero only if $a_s' \neq a_{-s'}$, which holds only if $T(a) \geq s'$. Additionally, in Eq. (A.34), $G_{r,s}^{(m)}$ only depends on $H^{(m)}(a)$ when $a$ satisfies $T(a) < s$. Hence the only relevant terms in Eq. (A.33) involve $r' < s' \leq T(a) < s$. Therefore, $G_{r,s}^{(m)}$ only depends on $G_{r',s'}^{(m-1)}$ where $r' < s' < s$. 
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Improved complexity of the iteration. — We now show why the aforementioned properties imply that we can improve the time complexity of the iteration on $G^{(m)}$ in Section 3.2 from the naïve $O(p^3 4^p)$ estimate to $O(p^2 4^p)$.

Given the dependency of the elements of $G^{(m)}$ on those of $G^{(m-1)}$, at the $m$-th step of the iteration, when $1 \leq m \leq p - 1$, we only need to place the elements $G^{(m)}_{r,m+1}$, with $1 \leq r < m + 1$. Looking at Eq. (A.34) we see that calculating $G^{(m)}_{r,m+1}$ only involves summing over $a$ where $a \in B_0$ or $r \leq T(a) < m + 1$. So we can use the following implementation of our iteration:

**Iteration** for computing $\nu_p(\gamma, \beta)$

1. Allocate memory for matrices $G^{(0)}, G^{(1)} \in \mathbb{C}^{(2p+1) \times (2p+1)}$, where the diagonal and anti-diagonal entries are initialized to 1 due to Property (2), and the rest initialized to 0.

2. for $m = 1, 2, \ldots, p$ do

3. for $a \in B_0 \cup \{a : 1 \leq T(a) < m + 1\}$ do

4. Compute $f(a)$ \hspace{1cm} \triangleright Use Eq. (3.4)

5. Compute $H^{(m)}(a)$ \hspace{1cm} \triangleright Use Eq. (A.33) restricted to $s' \leq T(a) < m + 1$

6. for $r = 1, 2, \ldots, m$ do

7. if $m \leq p - 1$ then \hspace{1cm} \triangleright This implements Eq. (A.34)

8. Update $G^{(m)}_{r,m+1} \leftarrow G^{(m)}_{r,m+1} + f(a)H^{(m)}(a)a_r a_{m+1}$ when $a \in B_0$ or $T(a) \geq r$

9. else

10. Update $G^{(p)}_{0,r} \leftarrow G^{(p)}_{0,r} + f(a)H^{(p)}(a)a_0 a_r$

11. end if

12. end for

13. end for

14. If $m \leq p - 1$ then remove $G^{(m-1)}$ from memory and create a copy $G^{(m+1)} \leftarrow G^{(m)}$.

15. end for

16. Returns $\nu_p(\gamma, \beta) = \langle i/2 \rangle \sum_{r=1}^{p} \gamma_r [(G^{(p)}_{0,r})^2 - (G^{(p)}_{0,r})^2]$ \hspace{1cm} \triangleright Use Eq. (3.11) and $G^{s}$’s symmetry properties

Let us evaluate the complexity of the above iteration. Note there are $2p+1$ elements in $B_0$, and $2^p + \ell$ elements $a \in B$ satisfying $T(a) = \ell \geq 1$. (It may be helpful to see this via Table 3.) So in line 3 above we only iterate over $O(2^{p+\ell})$ many $a$’s. Lines 4 and 5 make use of the fact that the factors $f(a)$ and $H^{(m)}(a)$ are the same regardless of which element $G^{(m)}_{r,m+1}$ we are computing. They require only $O(p)$ and $O(m^2)$ time, respectively. Thus, the overall time complexity of the iteration is

$$O\left(\sum_{m=1}^{p} 2^{p+m}(p + m^2 + m)\right) = O(p^2 4^p).$$

The memory complexity is at most $O(p^2)$ for storing the 2 matrices of dimension $(2p+1) \times (2p+1)$. 
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B  A lemma needed in Section 6

In this appendix, we prove Eq. (6.21) that was asserted in Section 6 and used to prove Theorem 1. This assertion turns out to be a version of Lemma 4 in the $D \rightarrow \infty$ limit, except we need to bridge the current formalism using $(2p+1)$-bit strings with the formalism in Ref. [13] using $2p$-bit strings.

Following the notation in Ref. [13], we let

$$A = \{(a_1, a_2, \ldots, a_p, a_{-p}, \ldots, a_2, a_1) : a_i = \pm 1\}$$  \hspace{1cm} (B.1)

be the set of $2p$-bit strings. We also let

$$A_{p+1} = \{a \in A : a_{-r} = a_r \text{ for all } 1 \leq r \leq p\}.  \hspace{1cm} (B.2)$$

Note that $A_{p+1}$ is the set $B_0$ with the 0-th component removed. We use the index $p + 1$ because it matches the conventions of Ref. [13]. Now note that $T(a)$ as defined in Eq. (A.3) for $a \in B$ can also take $a \in A$ as argument since it does not depend on the value of $a_0$. So in what follows we slightly abuse notation to let $T(a)$ to take arguments of both $a \in A$ and $a \in B$.

We now define the "bar" operation from Ref. [13] as mentioned in Section 6. For any $a \in A$, we let

$$\bar{a}_{r} = \begin{cases} -a_{r} & \text{if } r = T(a) \\ a_{r} & \text{if } r \neq T(a). \end{cases}  \hspace{1cm} (B.3)$$

We also need the * operation defined in Eq. (6.10), which we restate here: for any $a \in A$, let $a^*$ be the bit string whose bits are given by

$$a^*_r = a_r a_{r+1} \cdots a_p \quad \text{and} \quad a^*_{-r} = a_{-r} a_{-r-1} \cdots a_{-p} \quad \text{for } 1 \leq r \leq p.  \hspace{1cm} (B.4)$$

The * operation is one-to-one and therefore has a well defined inverse acting on $2p$-bit strings.

As discussed in Section 6, while $H^{(m)}(a)$ is defined for $a \in B$, it does not depend on $a_0$. So we abuse notation to let it take arguments of both $a \in A$ and $a \in B$. The assertion of Eq. (6.21) we wish to prove is the following lemma:

Lemma 7. For any $a \in A$ and $0 \leq m \leq p$, we have

$$H^{(m)}(a^*) = 1 \quad \text{if} \quad a \in A_{p+1} \quad \text{and} \quad H^{(m)}(\bar{a}^*) = H^{(m)}(a^*) \quad \text{if} \quad a \not\in A_{p+1}  \hspace{1cm} (B.5)$$

Proof. We start by showing the first half of Eq. (B.5). Note that if $a \in A_{p+1}$ then $a^* \in A_{p+1}$. Also note that $H^{(m)}(b)$ does not depend on $b_0$. Then for any $a \in A_{p+1}$, there is a corresponding $b \in B_0$ given by $b_{\pm r} = a^*_{\pm r}$ for $1 \leq r \leq p$, and $b_0 = 1$ so that $H^{(m)}(a^*) = H^{(m)}(b)$. Applying Lemma 4 in the $D \rightarrow \infty$ limit with $b \in B_0$, we have $H^{(m)}(a^*) = H^{(m)}(b) = 1$.

For the second half of Eq. (B.5), we note from Eqs. (B.3) and (B.4) that for any $a \in A$,

$$\bar{a}^*_{\pm r} = \begin{cases} -a^*_{\pm r} & \text{if } 1 \leq r \leq T(a) \\ a^*_{\pm r} & \text{if } T(a) + 1 \leq r \leq p. \end{cases}  \hspace{1cm} (B.6)$$

This is the same as the definition of the prime operation on $b \in B$ in Eq. (A.4), if one ignores the 0-th component. When $b_{\pm r} = a^*_{\pm r}$, we have $b_{\pm r} = \bar{a}^*_{\pm r}$. Hence, for any $a \in A \setminus A_{p+1}$, there is a corresponding $b \in B \setminus B_0$ with $b_0 = 1$, such that $H^{(m)}(a^*) = H^{(m)}(b)$ and $H^{(m)}(\bar{a}^*) = H^{(m)}(b^*)$. Since $H^{(m)}(b^*) = H^{(m)}(b)$ by Lemma 4 in the $D \rightarrow \infty$ limit, we have $H^{(m)}(\bar{a}^*) = H^{(m)}(a^*)$, concluding the proof.  \(\square\)
### C Tables of best known $\gamma, \beta$ for MaxCut

| $p$  | $\gamma$                        | $\beta$                        |
|------|---------------------------------|--------------------------------|
| 1    | 1/2                             | 0.4960, 0.2690                 |
| 2    | 0.3817, 0.6655                  | 0.5000, 0.3675, 0.2109         |
| 3    | 0.3297, 0.5688, 0.6406          | 0.5710, 0.4176, 0.3028, 0.1729 |
| 4    | 0.2949, 0.5144, 0.5586, 0.6429  | 0.5899, 0.4492, 0.3559, 0.2643, 0.1486 |
| 5    | 0.2705, 0.4804, 0.5074, 0.5646, 0.6397 | 0.6004, 0.4670, 0.3880, 0.3176, 0.2325, 0.1291 |
| 6    | 0.2528, 0.4531, 0.4750, 0.5146, 0.5650, 0.6392 | |
| 7    | 0.2383, 0.4327, 0.4516, 0.4830, 0.5147, 0.5686, 0.6393 | 0.6085, 0.4810, 0.4090, 0.3534, 0.2857, 0.2080, 0.1146 |
| 8    | 0.2268, 0.4162, 0.4332, 0.4608, 0.4818, 0.5179, 0.5717, 0.6393 | 0.6151, 0.4906, 0.4244, 0.3780, 0.3224, 0.2606, 0.1884, 0.1030 |
| 9    | 0.2172, 0.4020, 0.4187, 0.4438, 0.4592, 0.4838, 0.5212, 0.5754, 0.6398 | 0.6196, 0.4973, 0.4354, 0.3956, 0.3481, 0.2973, 0.2390, 0.1717, 0.0934 |
| 10   | 0.2089, 0.3902, 0.4066, 0.4305, 0.4423, 0.4604, 0.4858, 0.5256, 0.5789, 0.6402 | 0.6235, 0.5029, 0.4437, 0.4092, 0.3673, 0.3246, 0.2758, 0.2208, 0.1578, 0.0855 |
| 11   | 0.2019, 0.3799, 0.3963, 0.4196, 0.4291, 0.4431, 0.4611, 0.4895, 0.5299, 0.5821, 0.6406 | 0.6268, 0.5070, 0.4502, 0.4195, 0.3822, 0.3451, 0.3036, 0.2571, 0.2051, 0.1459, 0.0788 |
| 12   | 0.1958, 0.3708, 0.3875, 0.4103, 0.4185, 0.4297, 0.4430, 0.4639, 0.4933, 0.5343, 0.5851, 0.6410 | 0.6293, 0.5103, 0.4553, 0.4275, 0.3937, 0.3612, 0.3248, 0.2849, 0.2406, 0.1913, 0.1356, 0.0731 |
| 13   | 0.1903, 0.3627, 0.3797, 0.4024, 0.4096, 0.4191, 0.4290, 0.4450, 0.4668, 0.4975, 0.5385, 0.5878, 0.6414 | 0.6315, 0.5130, 0.4593, 0.4340, 0.4028, 0.3740, 0.3417, 0.3068, 0.2684, 0.2260, 0.1792, 0.1266, 0.0681 |
| 14   | 0.1855, 0.3555, 0.3728, 0.3954, 0.4020, 0.4103, 0.4179, 0.4304, 0.4471, 0.4703, 0.5017, 0.5425, 0.5902, 0.6418 | 0.6334, 0.5152, 0.4627, 0.4392, 0.4103, 0.3843, 0.3554, 0.3243, 0.2906, 0.2535, 0.2131, 0.1685, 0.1188, 0.0638 |
| 15   | 0.1811, 0.3489, 0.3667, 0.3893, 0.3954, 0.4028, 0.4088, 0.4189, 0.4318, 0.4501, 0.4740, 0.5058, 0.5462, 0.5924, 0.6422 | 0.6349, 0.5169, 0.4655, 0.4434, 0.4163, 0.3927, 0.3664, 0.3387, 0.3086, 0.2758, 0.2402, 0.2015, 0.1589, 0.1118, 0.0600 |
| 16   | 0.1771, 0.3430, 0.3612, 0.3838, 0.3896, 0.3964, 0.4011, 0.4095, 0.4197, 0.4343, 0.4532, 0.4778, 0.5099, 0.5497, 0.5944, 0.6425 | 0.6363, 0.5184, 0.4678, 0.4469, 0.4213, 0.3996, 0.3756, 0.3505, 0.3234, 0.2940, 0.2624, 0.2281, 0.1910, 0.1504, 0.1056, 0.0566 |
| 17   | 0.1735, 0.3376, 0.3562, 0.3789, 0.3844, 0.3907, 0.3946, 0.4016, 0.4099, 0.4217, 0.4370, 0.4565, 0.4816, 0.5138, 0.5530, 0.5962, 0.6429 | 0.6375, 0.5197, 0.4697, 0.4499, 0.4255, 0.4054, 0.3832, 0.3603, 0.3358, 0.3092, 0.2807, 0.2501, 0.2171, 0.1816, 0.1426, 0.1001, 0.0536 |

Table 4: Optimal values of $\gamma$ and $\beta$ up to $p = 17$. 
Table 5: Suboptimal values of $\gamma$ and $\beta$ for $p = 18, 19, 20$ based on extrapolations of the optimal values of $\gamma$ and $\beta$ up to $p = 17$ of Table 4. The values presented here are used to compute the lower bounds on $\bar{\nu}_p$ of Table 2.
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Figure 7: Optimal QAOA parameters $(\gamma, \beta)$ at $p = 14$ for various Max-$q$-XORSAT on $D$-regular hypergraphs in the $D \to \infty$ limit. This data can be found in Ref. [19].