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Abstract

Fractional Interference Alignment (FIA) is a transmission scheme which achieves any value between [0, 1] for the Symbols transmitted per Antenna per Channel use (SpAC). FIA was designed in [1] specifically for Finite Alphabet (FA) signals, under the constraint that the Minimum Distance (MD) detector is used at all the receivers. Similar to classical interference alignment, the FIA precoder also needs perfect channel state information at all the transmitters (CSIT). In this work, a novel Blind Fractional Interference Alignment (B-FIA) scheme is introduced, where the basic assumption is that CSIT is not available. We consider two popular channel models, namely: Broadcast channel, and Interference channel. For these two channel models, the maximum achievable value of SpAC satisfying the constraints of the MD detector is obtained, but with no CSIT, and also a precoder design is provided to obtain any value of SpAC in the achievable range.

Further, the precoder structure provided has one distinct advantage: interference channel state information at the receiver (I-CSIR) is not needed, when all the transmitters and receivers are equipped with one antenna each. When two or more antennas are used at both ends, I-CSIR must be available to obtain the maximum achievable value of SpAC. The receiver designs for both the Minimum Distance and the Maximum Likelihood (ML) decoders are discussed, where the interference statistics is estimated from the received signal samples. Simulation results of the B-FIA show that the ML decoder with estimated
statistics achieves a significantly better error rate performance when compared to the MD decoder with known statistics, since the MD decoder assumes the interference plus noise term as colored Gaussian noise.

**Index Terms**

Interference Alignment, Fractional Interference Alignment, Blind Fractional Interference Alignment, Blind Interference Alignment, Finite Alphabet Signals, Non-Linear Receiver, $K$–user Interference Channel, Symbols transmitted per transmit-Antenna per Channel use (SpAC).

I. INTRODUCTION

Co-channel interference is generally considered as a hindrance while improving the throughput of a $K$–user wireless network. In 2007, Jafar and Shamai introduced the concept of Interference Alignment (IA) in a 2–user X-channel [2, 3] and later, Cadambe and Jafar [4] applied the IA concept in a $K$–user Interference Channel (IC) and showed that each user gets $M/2$ Degrees-of-Freedom (DoF) irrespective of the number of the interfering signals seen by the receiver, where $M$ represents the number of dimensions available for transmission. In [5, 6] ergodic IA was used to achieve $M/2$ DoF. However, the IA schemes in [4–6] require perfect channel knowledge of all the desired and interfering channels at each transmitter (or equivalently, requires a centralized controller which designs the precoders, and sends them respectively to each transmitter).

In practice, it is very difficult to implement the conventional IA schemes [2–6] because of the requirement of perfect channel knowledge. Hence in [7] and [8], Jafar introduced a Blind IA (B-IA) scheme which exploits the correlation present in the channel, i.e., channel should have specific states to achieve the alignment of interference since Channel State Information at the Transmitter (CSIT) is not available. In [9], the channel states required for B-IA to work were achieved through a staggered antenna switching scheme at the receiver. In [10], a retrospective IA scheme was introduced which uses delayed CSIT to achieve the alignment of interfering signals.
Furthermore, practical communication links use Finite Alphabet (FA) constellations such as $M$-QAM signals, whereas the IA schemes [2–10] assume the usage of Gaussian signals at each transmitter. Hence, we proposed in [1] the Fractional Interference Alignment (FIA) scheme where the alignment of interference is based on new set of constraints (as briefly discussed in section III), which explicitly considers the usage of FA signals at all the transmitters. A new metric named SpAC$^1$ was introduced [1], and it was shown that using the FIA scheme any value of SpAC in the full range $[0,1]$ can be achieved. Numerical results were provided in [11] where the FIA precoder design was compared with the existing IA precoder design, and was shown to achieve a better BER performance. Once again, like the IA scheme, the FIA scheme also requires accurate CSIT to attain the maximum SpAC value of 1 per transmitter, which is practically not feasible.

Hence, in our current work, a novel Blind Fractional Interference Alignment (B-FIA)$^2$ scheme is introduced, based on the following two practical considerations or constraints: (i) FA signals are used at all the transmitters, and (ii) CSIT is not available. Like the FIA scheme, the B-FIA scheme is a collection of all precoder designs which satisfy the constraints, $S_{Rx} \not\subseteq I_{Rx}$, but without CSIT, where $S_{Rx}$ and $I_{Rx}$ represent the desired signal subspace and interfering signal subspace at the receiver, respectively. Also, B-FIA can be viewed as an extension of the B-IA scheme in [7] and [8], with the additional practical choice of FA transmit signals. However, there is another key difference between the B-IA and B-FIA schemes: B-IA requires specific channel states to achieve the DoF [8], while the proposed B-FIA does not impose any such unrealistic condition on the channel states. In this work, it will be analytically shown that the maximum achievable value of SpAC, for a Multi Input Multi Output (MIMO) Broadcast and Interfering

$^1$SpAC represents the number of message streams sent per transmit-Antenna per Channel use. Unlike DoF, the SpAC metric is a more general expression, since the optimum value (for achieving better bit error rate, or mutual information, or both) of SpAC will be a function of both signal-to-noise ratio and signal-to-interference ratio.

$^2$B-FIA is a ‘blind transmission’ scheme like the B-IA, where the transmitters does not have CSIT.
channels, is \( (L - K \frac{M}{N} + 1)/L \), when \( M \leq N \). It must be mentioned that the maximum achievable value of SpAC for the case when \( M > N \) is still an open problem. Here, \( M \) represents the number of transmitter antennas, \( N \) represents the number of receiver antennas, and \( L \) represents the symbol extension factor\(^3\). We also propose a simple precoder design which achieves this maximum value of SpAC, and satisfies the required constraint, \( S^{Rx} \notin I^{Rx} \).

The proposed precoder structure has an advantage for Single Input Single Output (SISO) channels. This advantage is that the statistics\(^4\) of the interfering signal can be estimated from the received data signals, i.e., no external controls or pilot signals are required to estimate the statistics of the interfering signal. Hence, we term this precoder design as Complete B-FIA (CB-FIA)\(^5\) design where Interference Channel State Information at Receiver (I-CSIR)\(^6\) is not required. However, the CB-FIA scheme can achieve the maximum value of SpAC only for SISO links\(^7\). A general channel model is considered while obtaining the maximum achievable SpAC in the B-FIA scheme, and it cannot be compared with B-IA scheme (which requires specific channel states [7]). Hence, in this work, we do not compare the proposed B-FIA scheme with the B-IA scheme.

\(^3\)The number of resource elements used for precoding is known as the symbol extension factor, since the effect of one symbol is present across many symbol durations.

\(^4\)Statistics can be either: probability density function, or the covariance matrix, required for the ML detector, or the MD detector, respectively.

\(^5\)CB-FIA is a ‘blind detection’ scheme for the proposed precoder design. Unlike classical unsupervised learning or adaptive estimation literature where ‘blind’ signifies the absence of training data or pilots, here ‘blind’ is used to indicate non-availability of CSIT. Hence, we have used ‘complete blind’ to indicate that I-CSIR is also not required.

\(^6\)I-CSIR implies either interference covariance or the joint probability distribution of the interfering signals is known at the receiver. In either case the desired channel condition is known at the receivers. Throughout this work this definition of I-CSIR is followed.

\(^7\) When the CB-FIA is extended to MIMO and SIMO links, we speculate that the statistics of the interfering signals can be estimated only when MIMO or SIMO are employed with a SpAC of \( (L - K + 1)/L \).
We also discuss two detectors for the CB-FIA scheme, namely: (i) Maximum Likelihood (ML) detector, and (ii) Minimum Distance (MD) detector. The estimation procedure required for obtaining the statistics of the interfering signals is also discussed.

In summary, we introduce the B-FIA scheme which is the collection of precoder designs that satisfies the constraint $\mathcal{S}^{Rx} \not\subseteq \mathcal{I}^{Rx}$. Analytically, we show that the maximum achievable value of SpAC is $(L - K \frac{M}{N} + 1)/L$, and introduce a simple precoder design to achieve the maximum value of SpAC. For SISO, the proposed precoder design has an inherent advantage of not requiring the I-CSIR, and hence we term it as the CB-FIA scheme. Finally, we compare the bit error rate (BER) performance of the ML and MD detectors considered for this B-FIA scheme.

**Notation:**

$\text{Span}(A)$ is the column space of the matrix $A$, $|\text{span}(A)|$ is the dimension of the column space of $A$ or the rank of the matrix $A$, with some abuse of notation we represent the $|\text{span}(A)|$ by $|A|$, and $I_M$ represents the $M \times M$ identity matrix. Further, $X_i$ represents the set containing all possible values of the transmitted symbol vector $x_i$ and the elements are assumed to be ordered, $x_{i,j}$ represents the $j^{th}$ vector element of the set $X_i$, $d_i$ is the collection of all distance metric at $i^{th}$ receiver, and $d_i^{[jk]}$ represents the distance between $x_{i,j}$ and $x_{i,k}$ ($x_{i,j}, x_{i,k} \in X_i$), at the $i^{th}$ receiver. Finally, $e_i$ represents the axis vector whose $i^{th}$ element is unity and all other elements are zero.

**II. Channel Model and Overview of B-IA**

**A. Broadcast Channel**

A $K$–user BC model consists of one transmitter with $M$ antennas and $K$–receivers with $N$ antennas each. The considered scenario is BC with multiple multicast messages, i.e., the single transmitter transmits independent data signals to each receiver. The received signal at the $i^{th}$ receiver is given by,

$$y_i = H_{i,i} \sum_{j=1}^{K} Q_j x_j + n_i ,$$

(1)
where

- $y_i$ – received signal at $i^{th}$ receiver of dimension $NL \times 1$,
- $x_j$ – transmitted signal intended for $j^{th}$ receiver of dimension $d \times 1$,
- $n_i$ – Complex Gaussian noise, $n_i \in CN(0, \sigma^2 I_{NL})$,
- $H_{i,i}$ – channel between the transmitter and $i^{th}$ receiver of dimension $NL \times ML$,
- $Q_j$ – precoder matrix for $x_j$ of dimension $ML \times d$,
- $L$ – symbol extension factor.

In [7], it was shown that in the 2−user BC with no CSIT, the achievable DoF is $4/3$ when the transmitter is equipped with 2 antennas, and each receiver is equipped with 1 antenna. This DoF was achieved for a specific channel state obtained by exploiting the correlation present in the channel response across time and frequency. The channel structure seen at the 2 receivers, and the corresponding precoder matrices are given by, [7],

$$H_{1,1} = \begin{bmatrix} h_{1,1}(1)^T & 0_{1 \times 2} & 0_{1 \times 2} \\ 0_{1 \times 2} & h_{1,1}(2)^T & 0_{1 \times 2} \\ 0_{1 \times 2} & 0_{1 \times 2} & h_{1,1}(1)^T \end{bmatrix}, \quad Q_1 = \begin{bmatrix} I_2 \\ 0_{2 \times 2} \end{bmatrix}$$

and,

$$H_{2,2} = \begin{bmatrix} h_{2,2}(1)^T & 0_{1 \times 2} & 0_{1 \times 2} \\ 0_{1 \times 2} & h_{2,2}(1)^T & 0_{1 \times 2} \\ 0_{1 \times 2} & 0_{1 \times 2} & h_{2,2}(1)^T \end{bmatrix}, \quad Q_2 = \begin{bmatrix} I_2 \\ 0_{2 \times 2} \end{bmatrix}$$

The result in [9] is an extension of the B-IA in [7] for a $K$−user BC, where the required channel state is achieved by assuming that each receiver is equipped with $M$ antennas. Of the $M$ receive antennas, only one antenna is used at each time slot, where the method of antenna selection [9] guarantees B-IA. And, B-IA can achieve $MK/(M+K-1)$ DoF. We first describe the B-IA scheme in the interference channel before discussing the proposed B-FIA scheme.
B. Interference Channel

A $K$–user IC model consists of $K$ transmitters with $M$ antennas each and $K$–receivers with $N$ antennas each. Each transmitter has a useful message to only one receiver, and each receiver receives useful message from only one transmitter. The presence of other transmitters results in $K − 1$ interfering terms getting added to the desired signal at each of the $K$ receivers. The received signal at the $i^{th}$ receiver is given by,

$$y_i = \sum_{j=1}^{K} H_{i,j} Q_j x_j + n_i ,$$

(3)

where $H_{i,j}$ represents the channel between the $j^{th}$ transmitter and $i^{th}$ receiver of dimension $NL \times ML$, $Q_j$ is the precoder matrix for $x_j$ of dimension $ML \times d$, and $L$ is the symbol extension factor.

In [7], it was shown that with no CSIT, the achievable DoF is $K/2$, provided that all the desired channel gains $H_{i,i}$ are time varying within one block (of $L$ symbols), while all the interfering channels $H_{i,j,i \neq j}$ are constant within that block.

The B-IA scheme for both BC and IC scenarios assumes the use of a linear receiver; i.e., the precoder design constraints are based on linear detection. However, when FA signals are used, the optimum receiver is based on either the MAP or ML (Maximum A-Posteriori or Maximum Likelihood) principle, and in practical scenarios, BER will be the performance measure. Hence, SpAC was introduced in [1] to show the advantage of the FIA scheme when FA signals are used. The value of SpAC for BC and IC is $MK/(M + K − 1)$ and $K/2$ respectively, using the B-EIA\(^8\) scheme. However, the B-EIA scheme requires the special channel states (2) which might not occur in a practical scenario. Also, as mentioned earlier there is no constraint on the channel matrices for B-FIA scheme. Hence, we do not compare the SpAC of the B-FIA scheme with the B-EIA scheme. In this work, we will obtain the maximum achievable value of SpAC for

\(^8\)We call B-IA scheme with FA signals as Blind Extended IA (B-EIA) scheme, since we are interested only when FA signals are used.
the B-FIA scheme for both BC and IC where the precoder design constraints are based on the non-linear Minimum Distance (MD) detector [12]. We also provide a simple precoder design to achieve that value of SpAC.

III. OVERVIEW OF FRACTIONAL INTERFERENCE ALIGNMENT

The FIA scheme was introduced for the scenario where all the transmitters uses FA signals, and in such a scenario, the optimal receiver is a non-linear receiver. The precoder design constraint for the FIA scheme is given by [12],

$$S_i \not\subseteq I_i,$$

where $S_i$, and $I_i$ represent the subspace occupied by the desired signal and the interfering signal, respectively, at the $i^{th}$ receiver. For a $K$-user IC, the constraint (4) can be rewritten as,

$$| \bigcup_{j=1, j \neq i}^{K} \text{span}(H_i,jQ_j) | < NL$$

and,

$$| \bigcup_{j=1}^{K} \text{span}(H_i,jQ_j) | = NL$$

Using the constraints in (5), it was shown in [1] that any value of SpAC in the full range $[0,1]$ is asymptotically achievable, for $K$-user IC when CSIT is available. In a practical scenario, it is very difficult to make available accurate CSIT available. Each receiver can usually estimate the desired channel $H_{i,i}$, but estimating (and feeding back) the interfering channels $H_{i,j}$ might not be feasible unless special pilot structures are available for the same. Hence, the question to be answered is, ‘With no CSIT, what is the maximum achievable value of SpAC?’

It will be shown in section IV that the SpAC given in Table I is the maximum value achievable when MD detector is used.

IV. BLIND FRACTIONAL INTERFERENCE ALIGNMENT

The design criteria for the Blind Fractional Interference Alignment scheme is influenced by: (i) the usage of FA signal set at each transmitter, (ii) the availability of an appropriate non-linear
receiver, and (iii) the non-availability of CSIT at each transmitter (or equivalently, the absence of a centralized controller). In this section, we will provide the maximum achievable value of SpAC in SISO, SIMO and MIMO (with $M \leq N$) scenarios for both BC and IC.

It must be mentioned here that all the proofs provided in this section assume the number of transmit antenna is less than the number of receive antenna. For MIMO with $M > N$, the number of dimensions each sub-space occupies is still limited by the number of receiver antennas, $N$, i.e., $|H_i Q_i| = d \leq NL$, which is equivalent to having $N$ antennas at the transmitter. Hence, the results obtained will hold only for the case when the transmitters are equipped with $N$ antennas. As mentioned earlier, for $M > N$ (MISO is a special case with $N = 1$ and $M > 1$), the maximum achievable value of SpAC is still an open problem.

In the next two sub-sections (section IV-A and IV-B), we will show that the SpAC values given in Table I are the maximum values for the respective scenarios. In section IV-C, we will discuss about one possible precoder structure to achieve these maximum value of SpAC, and this design can be extended to attain any achievable value of SpAC.

### A. Broadcast Channel

**Theorem 1.** The maximum achievable SpAC in a Broadcast Channel with no CSIT for SISO case is $\frac{(L - K + 1)}{L}$.

**Proof:** Consider a $K$-user BC with single antenna at the transmitter and at each receiver, with symbol extension factor of $L$. Since it is a BC, and the channel gains of the desired signal are

|          | BC                        | IC                        |
|----------|---------------------------|---------------------------|
| SISO     | $\frac{(L - K + 1)}{L}$  | $\frac{(L - K + 1)}{L}$  |
| MIMO     | $\frac{(ML - K + 1)}{ML}$| $\frac{(ML - K \frac{M}{N} + 1)}{ML}$|

**TABLE I:** Maximum achievable SpAC and hence the achievable Range of SpAC
known at all the receivers, the signal at $l^{th}$ receiver is given by,

$$y_l = \sum_{i=1}^{K} Q_i x_i + n_l. \quad (6)$$

From (4), the constraints are given by,

$$| \bigcup_{i=1}^{K} Q_i | = L \quad (7a)$$

and,

$$| \bigcap_{j \subset \{1, \ldots, K\}, |j| > 1} Q_j | < d \quad (7b)$$

where $|Q_j| = d$. To prove Theorem 1, we need to show that the maximum value of $d$ satisfying (7) is $L - K + 1$. We know that,

$$L = Kd - \binom{K}{2} d + \binom{K}{3} d - \cdots - (-1)^{K+1} \binom{K}{K} d + \varepsilon', \quad (9)$$

where $\varepsilon_{i,l}$ denotes the number of column spaces in $Q_j$, $j = 1 \cdot l$ which does not overlap with the column spaces of the other precoder matrices. Hence,

$$d = L - \varepsilon' , \quad (10)$$

where $\varepsilon'$ is given by,

$$\varepsilon' = - \sum_{i_1=1}^{K} \sum_{i_2=i_1+1}^{K} \varepsilon_{i_1i_2} + \sum_{i_1=1}^{K} \sum_{i_2=i_1+1}^{K} \sum_{i_3=i_2+1}^{K} \varepsilon_{i_1i_2i_3} - \cdots - (-1)^{K+1} \sum_{i_1=1}^{K} \sum_{i_2=i_1+1}^{K} \cdots \sum_{i_K=i_K-1+1}^{K} \varepsilon_{i_1 \cdots i_K} \quad (11)$$

For maximizing the SpAC the intersection of sub-spaces $d - \varepsilon_{i,l}$ should be maximized. Hence, all the $\varepsilon$’s should be made as minimum as possible. Thus all $\varepsilon_{i,l}$’s will be set equal to 1 ($\because \varepsilon_{i,l} > 0$, and $\varepsilon_{i,l} \in \mathbb{Z}$), and the value of $\varepsilon'$ will be $K - 1$. Hence, the maximum value of $d$ is $(L - K + 1)$, which completes the proof for Theorem 1.
Corollary 1.1. The maximum achievable SpAC in a Broadcast Channel with no CSIT for MIMO $(M \leq N)$ link is $(ML - K + 1)/ML$.

Proof: Premultiplying the received signal vector by a full rank matrix results in modifying the sub-space occupied by the desired and interfering signal at each receiver. However, for the $M = N$ case, the dimension of the sub-space formed by the union and intersection of desired and interfering signal will not change. Hence, when $M = N$, pre-multiplying the $i^{th}$ received signal by $H_{i,i}^{-1}$ will result in SISO IC with the symbol extension factor increased from $L$ to $ML$. Using Theorem 1, the maximum achievable value of SpAC is $(ML - K + 1)/ML$. Since the considered scenario is a BC, increasing the number of antennas at receiver will not provide any advantage in spatial dimensions for the desired signal over the interfering signal. Hence, the maximum achievable value of SpAC for $N > M$ is also $(ML - K + 1)/ML$, which completes the proof.

Corollary 1.2. The maximum achievable SpAC in a Broadcast Channel with no CSIT for SIMO link is $(L - K + 1)/L$.

Proof: This is a special case of MIMO BC with $M = 1$.

Remark 1. If the channel states have some special structure (as in B-IA, [7] or (2)) it might be possible to achieve higher value of SpAC, but those channel states are highly unlikely to occur in a practical scenario. Hence, such special channel states as in (2), are not considered in our work.

B. Interference Channel

Theorem 2. The maximum achievable SpAC in a Interference Channel with no CSIT for SIMO link is $(L - \frac{K}{N} + 1)/L$.

Proof: Consider a $K$—user IC with single antenna at each transmitter and $N$ antennas at each
receiver, with symbol extension factor of $L$. The received signal at $l^{th}$ receiver is given by,

$$y_l = \sum_{i=1}^{K} H_{l,i}Q_i x_i + n_l,$$

(12)

where $y_l$ is a $NL \times 1$ vector and $H_{l,i}$ is a $NL \times L$ block diagonal matrix, $x_i$ is a $d \times 1$ message signal vector, and $Q_i$ is the $L \times d$ precoder matrix at $i^{th}$ transmitter. The proof for Theorem 2 is obtained by finding the maximum value of $d$ which satisfies (4). From (4), the constraint equations can also be given by,

$$|\bigcup_{i=1}^{K} H_{l,i}Q_i| = NL \quad (13a)$$

and,

$$|\bigcup_{i=1, i \neq l}^{K} H_{l,i}Q_i| < d \quad (13b)$$

Now,

$$|\bigcup_{i=1}^{K} H_{l,i}Q_i| = |\bigcup_{i=1}^{K-1} H_{l,i}Q_i| + |H_{l,K}Q_K| - |\bigcup_{i=1}^{K-1} H_{l,i}Q_i \cap H_{l,K}Q_K| \quad (14)$$

where $(a)$ is obtained by expanding the $|\bigcup (\cdot)|$, recursively. The constraints in (13) are true for all $l = 1, \ldots, K$. Since CSIT is not available, the constraint (13b) can also be rewritten as,

$$|\bigcup_{i=1, i \neq j}^{K} H_{l,i}Q_i \cap H_{l,j}Q_j| = d - \varepsilon_{lj} \quad (15)$$

Since the channels are independent, and the number of transmit antennas is 1, we get,

$$|\bigcap_{i \in \{1, \ldots, K\}, i \neq j, |i| < N} H_{l,i}Q_i \cap H_{l,j}Q_j| = 0 \quad (16)$$

Using (15) and (16) in (14), we get,

$$|\bigcup_{i=1}^{K} H_{l,i}Q_i| = \sum_{i=1}^{K} |H_{l,i}Q_i| - \sum_{i=N+1}^{K} |\bigcup_{j=1}^{i-1} H_{l,j}Q_j \cap H_{l,i}Q_i|$$

$$= Kd - \sum_{i=N+1}^{K} (d - \varepsilon_{l,i}) \quad (17)$$

$$= Nd + \sum_{i=N+1}^{K} (\varepsilon_{l,i})$$
Once again, for maximizing the SpAC, the intersection of the sub-spaces in (15) should be maximized. Thus all the ε’s should be made as minimum as possible. As in the proof for Theorem 1, all the values of ε’s will be set equal to 1. Hence,

\[ NL = Nd + (K - N) \]
\[ d = L - K/N + 1 \]

which completes the proof for Theorem 2.

**Corollary 2.1.** The maximum achievable SpAC in an Interference Channel with no CSIT for MIMO link is \((ML - \frac{MK}{N} + 1)/ML\).

**Proof:** The proof for corollary 2.1 follows the proof for Theorem 2 with the only difference being that (16) is slightly modified when there are two or more antennas at each transmitter, and is given by,

\[ |\bigcup_{i\subset 1,\ldots,K; i\neq j,|i|\leq \frac{N}{M}} H_{i,i}Q_i \cap H_{i,j}Q_j| = 0. \]  

Using (19) in place of (16) in (14) will give the maximum value of \(d\) as \(ML - KM/N + 1\), which completes the proof for corollary 2.1.

**Corollary 2.2.** The maximum achievable SpAC in an Interference Channel with no CSIT for SISO link is \((L - K + 1)/L\).

**Proof:** This is a special case of SIMO IC with \(N = 1\).

**C. Precoder Structure to achieve Maximum SpAC**

In the previous two sub-sections (section IV-A and IV-B), the maximum achievable value of SpAC was obtained for both BC and IC models. In this sub-section, we will provide the structure of precoder matrices which achieve the maximum possible value of SpAC.
Even though the above proofs do not give an explicit form for the precoder, the maximum achievable value of SpAC provides the intuition on the structure of the precoder. For example, the SpAC value of \((L - K + 1)/L\) for SISO implies: (i) the symbols are precoded over \(L\) symbols, and (ii) number of symbols transmitted is \(L - K + 1\). In other words, each transmitter sends \((K - 1)\) symbols less than the maximum value of \(L\). Each receiver receives \((K - 1)\) interfering signals, and along with the constraint that there should exist a sub-space in \(S\) where no interfering signal is present (i.e., \(S \nsubseteq I\)). This leads to the simple design rule given in Procedure 1 to obtain the maximum achievable SpAC.

**Procedure 1** Design Rule for B-FIA to achieve \(d/L\) SpAC

1) Separate the available resources \((L)\) into two groups

   a) \(K\) resources for the 1\(^{st}\) group.

   b) \(L - K\) resources for the 2\(^{nd}\) group.

2) From the 1\(^{st}\) group, assign one resource to each transmitter.

3) From the 2\(^{nd}\) group, assign some \(d - 1\) resources to each transmitter. The presence of 1\(^{st}\) group will ensure the existence of a subspace in \(S\) where no interfering is signal present.

4) Finally, use any arbitrary (or for a better performance, optimized) set of \(d \times d\) precoder matrices, \(U\), across those \(d\) resources at each transmitter.

For a 3-user SISO channel, the precoder structure that will achieve the maximum value of SpAC with \(L = 4\) is given by,

\[
\begin{align*}
Q_1 &= \begin{bmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} U_1, \\
Q_2 &= \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 0 \end{bmatrix} U_2, \\
Q_3 &= \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} U_3.
\end{align*}
\]  

For any unitary matrix \(U_i^6, i = 1, 2, 3\), this structure will satisfy constraint (4), and CSIT is not

\(^6\)The unitary matrices are introduced to satisfy the necessary condition, \(H_i q_j^\dagger \nsubseteq I\), where \(q_j^\dagger\) represent the \(j\)th column vector of the matrix \(Q_i\).
required. Hence, this design is termed as Blind Fractional Interference Alignment scheme, where the term ‘blind’ indicates CSIT is not available, and the term ‘fractional’ is used because any fractional value for SpAC in the range \([0, (L - K + 1)/L]\) can be achieved with this precoder structure\(^{10}\). A similar procedure can be followed for SIMO and MIMO scenarios to obtain the precoder matrices.

V. Decoder for B-FIA

As mentioned earlier, the precoder structure (20) has an advantage for SISO IC, even while achieving the maximum possible SpAC. This advantage is that the corresponding decoder does not require the parameters of the interfering signals, and in this work we will term it as no interfering signal’s CSIR (I-CSIR) required. Of course, the receivers require accurate estimate of the desired channel gains, and it is assumed that pilot signals are available to estimate the same. In this section, we describe about two types of detector for the B-FIA scheme: Minimum Distance (MD) and Maximum Likelihood (ML) detectors. The procedure for estimating the parameters of the interfering signals, for the respective detectors is also briefly discussed.

A. Completely Blind FIA (No I-CSIR)

1) ML Detector: For finite alphabet transmissions, we use the Gaussian Mixture Model (GMM) to model the probability density function (pdf) of the interference plus noise, as given in [13]. The desired signal can be decoded from the received signal vector (12), using Maximum likelihood (ML) detection as follows,

\[
\hat{x}_i = \arg\max_{x_i \in \mathcal{X}_i} p_{y_i|g_i}(y_i|g_i, x_i),
\]

\[(21)\]

\(^{10}\)Throughout this work when (20) is referred, it implies the extended version of this structure for the appropriate values of \(L\) and \(K\).
where $p_{y_i|g_i}(y_i|g_i, x_i)$ is the conditional joint pdf of the received signal, and $g_i$ is the parameter set that characterizes the received signal from transmitter $i$, with $g_i = [X_i, H_{i,i}, Q_i]$. The structure provided in (20) can be useful in estimating the interference plus noise pdf from the received signal at each receiver. Consider the signal model, $z \in \mathbb{C}^{m \times 1}$, given by

$$z = Ux + n,$$  \hspace{1cm} (22)

where $U$ is a Unitary matrix of dimension $m \times m$, and $n$ is a complex Gaussian vector, $n \in \mathcal{CN}(0, \sigma^2 I_m)$.

**Theorem 3.** For any useful real unitary matrix with even number of columns (i.e., $m = 2l, \forall l \in \mathbb{N}$), the elements of $z$ will be identically distributed, if $x \in \mathcal{X}^m$ and $\mathcal{X} = \{\pm a_i, i = 1, \cdots, |\mathcal{X}|/2, a_i \in \mathbb{C} \}$.  

*Proof:* Please refer Appendix A.

The term *useful* real unitary matrix has been defined in Appendix A. When the real unitary matrix is obtained from an optimization problem in which all the symbols transmitted have equal priors, then the real unitary matrix can be written as a function of $(m-1)$ variables, and we refer to this as an *useful* real unitary matrix.

FA signal sets like $P$–PSK (for even $P$), $P^2$–QAM, symmetric lattice etc., has the form of the set $\mathcal{X}$. *Thus, estimating the marginal pdf of one of the element of $z$, results in the estimation of marginal pdf of all the elements of $z$.*

Even though the joint distribution of $z$ cannot be formed without the knowledge of $U$ and $\mathcal{X}$, having only the marginal pdf alone will be useful in certain scenarios (including the design of the B-FIA, as will be explained later in this section).

**Estimation:** For a block fading channel, the received signal at the $i^{th}$ receiver for a SISO channel
with symbol extension factor of \( L \) is given as,

\[
y_i = \sum_{j=1}^{K} h_{i,j} Q_j x_j + n_i
\]

\[= h_{i,i} Q_i x_i + z_i
\]

where \( z_i \) represent the interference plus noise at the \( i^{th} \) receiver, and \( y_i \in \mathbb{C}^{L \times 1} \). For the above mentioned model, the procedure to obtain the joint pdf \( p_{y_i|g_i}(y_i|g_i, x_i) \) as in (21) will be explained for the 2–user, and the 3–user SISO IC, and the extension to \( K \)–user SISO IC then becomes straightforward.

2–user SISO IC with \( L = 3 \): With precoder as in (20), the interference plus noise at the first receiver is given by,

\[
\begin{bmatrix}
0 & 0 \\
1 & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} + h_{1,2} U_2 x_2 + n_1 ,
\]

and the received signal is given by,

\[
\begin{bmatrix}
y_1^{[1]} \\
y_1^{[2]} \\
y_1^{[3]}
\end{bmatrix} = \begin{bmatrix}
h_{1,1} u_1^{[1]T} x_1 + n_1^{[1]} \\
0 + z_1^{[2]} \\
h_{1,1} u_1^{[2]T} x_1 + z_1^{[3]}
\end{bmatrix},
\]

where \( a^{[j]} \) (or \( a^{[j]T} \)) represent the \( j^{th} \) row of the vector (or matrix) \( A \). From (25), the marginal pdf of \( z_1^{[2]} \) can be estimated using the Expectation-Maximization (EM) algorithm (as given in [14]) from the received signal samples, \( y_1^{[2]} \). Hence, using Theorem 3, the marginal pdf of \( z_1^{[3]} \) is also known, and is given by,

\[
p_{z_1}(z_1) = \frac{1}{|x_2|} \sum_{x_2 \in X_2} \frac{1}{\pi \sigma^2} \exp(-\frac{\|z_1 - h_{1,2} u_2^{[1]T} x_2\|^2}{\sigma^2}).
\]

(26)

In (26), we used \( z_1 \) instead of \( z_1^{[j]} \) (\( \forall j \neq 1 \)) since the marginal pdfs are the same from Theorem 3. Finding \( p(y_1|g_1, x_1) \) requires the knowledge of \( Q_2 \), and because of \( Q_2 \), \( p(y_1^{[2]}|g_1, x_1) \)
and $p(y_1^{[3]}|g_1, x_1)$ are dependent. However in CB-FIA, as $Q_2$ is assumed to be unknown at the first receiver, we have considered only the elements of $y_1$ in which the desired signal is present. Now, the (sub-optimal) ML detector (21) becomes,

$$
\hat{x}_1 = \arg\max_{x_1 \in X_1} p_{y_1|g_1}(y_1^{[1]}|g_1, x_1) \cdot p_{y_1|g_1}(y_1^{[3]}|g_1, x_1) \\
= \arg\max_{x_1 \in X_1} p_{n_1}(y_1^{[1]} - h_{1,1} u_1^{[1]} x_1) \cdot p_{z_1}(y_1^{[3]} - h_{1,1} u_1^{[2]} x_1), \tag{27}
$$

where $p_{n_1}(\cdot)$ represents the marginal pdf of the additive white Gaussian noise. In (27), the joint pdf is written as the product of two marginal pdfs, because $z_1$ and $n_1$ are independent. A similar procedure will be followed for the second user.

3—user SISO IC with $L = 4$: As given for the 2—user SISO IC, the interference plus noise signal for the 3—user case, at the first receiver is given by,

$$
z_{1,2} = \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} h_{1,2} U_2 x_2 + n_1, \quad z_{1,3} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix} h_{1,3} U_3 x_3 + n_1, \tag{28}
$$

and,

$$
z_1 = z_{1,2} + z_{1,3} - n_1,
$$

and the received signal is given by,

$$
\begin{bmatrix} y_1^{[1]} \\ y_1^{[2]} \\ y_1^{[3]} \\ y_1^{[4]} \end{bmatrix} = \begin{bmatrix} h_{1,1} u_1^{[1]} x_1 + n_1^{[1]} \\ 0 + z_{1,2}^{[2]} \\ 0 + z_{1,3}^{[3]} \\ h_{1,1} u_1^{[2]} x_1 + z_{1}^{[4]} \end{bmatrix}, \tag{29}
$$

where $z_1^{[4]}$ represent the sum of all the interfering signals along with the noise. Similar to the 2—user SISO IC, the pdf of $z_{1,2}$, and $z_{1,3}$ can be estimated from the received signal samples $y_1^{[2]}$, and $y_1^{[3]}$, respectively, using the EM algorithm. However, the marginal pdf of the individual interference plus noise term cannot be directly used as in 2—user SISO IC. The marginal pdf
of \( z_1^4 \) has to be constructed from the marginal pdf of \( z_{1,2}^2 \) and \( z_{1,3}^3 \). Both \( z_{1,2}^2 \) and \( z_{1,3}^3 \) have a Gaussian mixture pdf, with variance of all components being equal to \( \sigma^2 \), and means given by \( \{ h_{1,2} u_{2}^1 T x_2 \} \) and \( \{ h_{1,3} u_{3}^1 T x_3 \} \), respectively. Now, \( z_1^4 \) also has a Gaussian mixture pdf whose means can be obtained using \(^{11}\) as \( \{ h_{1,2} u_{2}^1 T x_2 \} \ast \{ h_{1,3} u_{3}^1 T x_3 \} \), and variance of all the components equal \( \sigma^2 \). Hence, the pdf of the interference plus noise term is given by,

\[
p_{z_1}(z_1) = c \sum_{x_2 \in X_2} \sum_{x_3 \in X_3} \exp \left( -\frac{\|z_1 - h_{1,2} u_{2}^1 T x_2 - h_{1,3} u_{3}^1 T x_3\|^2}{\sigma^2} \right),
\]

where \( c = \frac{1}{|X_2||X_3| (\pi \sigma^2)^{d/2}} \). Thus, considering only the elements of \( y_1 \) in which desired signal is present, the ML detector \( (21) \) becomes,

\[
\hat{x}_1 = \arg\max_{x_1 \in X_1} p_{n_1}(y_1^1 - h_{1,1} u_{1}^1 T x_1) p_{z_1}(y_4^1 - h_{1,1} u_{1}^2 T x_1).
\]

**K–user SISO IC with \( L = K + 1 \):** For \( K \)-user SISO IC with \( L = K + 1 \), similar procedure can be followed, i.e., estimate the pdf of each interfering signal from the first group in the precoder design, and use it to construct the pdf of the total interference plus noise. Since the estimate of the interfering signal plus noise is known, the ML detector can be used to detect the desired signal.

**K–user SISO IC with \( L > K + 1 \):** The considered scenario so far was \( d = 2 \). In the detectors formed using \( (27) \) and \( (31) \), the joint pdf was written as product of two marginal pdfs because: (i) the noise is independent across each dimension, and (ii) the number of dimension in which the interfering signal is present along with desired signal is only one. When \( d > 2 \), the joint pdf cannot be obtained as the product of the marginal pdf, since the independence assumption is no longer valid. This is because the interfering signal is present along with the desired signal in more than one dimension (for maximum achievable SpAC, it is \( d - 1 \) dimensions), and the interfering signal is not independent across each dimension\(^{12}\). However, extending the same

---

\(^{11}\) Here, \( \{a\} \ast \{b\} \) denotes the set \( \{a_i + b_j, \forall i,j\} \), and \( a_i \) and \( b_j \) represents the element of the sets \( \{a\} \) and \( \{b\} \).

\(^{12}\) When a unitary matrix is used in the precoder, the interference is uncorrelated across each dimension, but not independent.
procedure as in $d = 2$, an approximate joint pdf can be obtained, even for $d > 2$.

2) **MD detector:** If the interference plus noise is assumed to be coloured Gaussian, then the covariance of the interference plus noise can be estimated for the precoder structure in (20) (please refer Appendix B). Using the covariance matrix, the desired signal can be decoded using the MD receiver $^{13}$[12],

$$\hat{x}_i = \arg\min_{x_i \in X_i} \| y_i - h_{i,j}Q_i x_i \|^2_{R_i^{-1}},$$  \hspace{1cm} (32)

where $R_i$ is the covariance of the interference plus noise term, and $\| a \|^2_B = a^H B a$.

**Remark 2.** For MIMO IC, the pdf estimation for SISO channels can be extended, but with the SpAC value limited to that for the SISO model. Complete B-FIA for a MIMO IC with no I-CSIR is an open problem, to achieve the corresponding maximum value of SpAC.

**Remark 3.** For the existing single stream transmission in MISO IC like beamforming, maximal ratio transmission, etc, the CB-FIA can be employed with symbol extension, i.e., no external pilots are needed at the receiver while aligning the interfering signals. In such cases the multiple transmit antennas are treated as a single virtual transmit antenna, and the maximum achievable SpAC is $(L - K + 1)/L$.

**B. CSIR available**

When CSIR is available, either the ML decoder (21) or the MD decoder (32) can be used to detect the desired signal. However, the constraint for the B-FIA is based on the MD detector (32). Hence, when the ML decoder is used, and with CSIR available, the maximum achievable SpAC will be more than the SpAC given in Table I. In fact, with ML decoding and perfect CSIR

$^{13}$For estimating the covariance matrix, channel has to be block fading across estimation duration. Hence $H_{i,j}$ will be replace by $h_{i,j}$. 
available, the maximum achievable SpAC is unity. This can be shown by, (i) treating the ML decoder as the MD decoder, and (ii) the constraint $S \not\subseteq I$. In the ML decoder, all the interfering signals can be decoded, so we treat all the signals as the desired signals, and the ML decoder as the MD decoder with the covariance matrix $R_i$ contains only complex Gaussian noise. Thus, there is no interfering signal, or $I = \emptyset$, and it will satisfy the constraint $S \not\subseteq I$. Hence, the ML decoder can achieve 1 SpAC, and this was verified numerically in section VI.

VI. NUMERICAL RESULTS

The BER performance of the MD Detector and the ML Detector are compared in this section. As in B-IA literature, we also do not assume any CSIT, and we consider the two cases: (i) CSIR is available and (ii) I-CSIR is not available. The BER performance is averaged over 500 independent channel realizations, and the unitary matrices $U_i$s are chosen arbitrarily, but held constant across a given channel realization. A single channel realization comprises of 500 transmission symbols. The noise variance per received dimension is $\sigma^2$, and $\text{SNR} = 1/\sigma^2$. The channel values, $h_{i,j}$, are i.i.d, and takes value from the complex Gaussian distribution with zero mean. The covariance of the channel is given as $E[h_{i,j}h_{i,j}^*] = \alpha_{i,j}$, where $\alpha_{i,j}$ represent the power with which the signal is received at the $i^{th}$ receiver from the $j^{th}$ transmitter. We consider the strong interference regime, where $\alpha_{i,i} = 1$, and $\alpha_{i,j} = 1$, even $\forall i \neq j$.

In Fig. 1 and 2, the uncoded and coded BER performances of 2–user IC is provided, and the performances of 3–user IC for the different detectors is compared in Fig. 3 and 4. Since the channel is held constant across 500 received symbols, the estimated covariance for the MD detector is nearly the same as the actual covariance. Hence, the MD detector performance with a given covariance for the interfering signals and the estimated covariance are same for both 2–user IC and 3–user IC. However, the BER performance of ML detector with estimated interfering signal statistics is poorer than the ML detector with known CSIR. This performance degradation is due to the error in the pdf estimate of the interfering signal obtained using the EM algorithm.
The pdf estimate given by EM algorithm depends on the initialization\textsuperscript{14}, and that is the reason for this degradation. However, this degraded performance is still significantly better than the MD detector (even when the covariance of interfering signal in the MD detector is perfectly known). Hence, the preferred choice of detector in a practical scenario should be the ML detector. The

\textsuperscript{14}The initialization of the EM algorithm is based on a clustering algorithm. The algorithm finds the number of clusters present in the received samples, and the number of clusters is taken as the number of means in the GMM. The average of the sample values present in the cluster is taken as the initial mean value of that cluster.
trend in the coded BER\textsuperscript{15} performance curves is also very similar to uncoded BER performance (Fig. 1 and 3), but the BER values are better because of the coding gain provided by turbo code.

![Graph of SNR vs Uncoded BER](image)

Fig. 5: Uncoded BER: $K = 2$, $L = 1$, $d = 1$

In Figures 1 thro 4, there was no error floor in the BER performance, thereby satisfying the design constraint in (4). In Fig. 5, we compare the BER performance for a 2–user IC with SpAC value of one ($\geq (L - K + 1)/L$). The design constraint (4) is based on the usage of MD detector. Hence, the BER performance floors when a SpAC value higher than $(L - K + 1)/L$ is used. However, when the ML detector is used, there is no error floor, because the ML detector treats the $K$ transmitters as a single transmitters with more number of antennas, or equivalently, $|I^R_i| = 0$. Hence any value of SpAC in the full range of $[0, 1]$ is achievable.

**DISCUSSION**

A. Application of B-IA vs B-FIA:

**B-IA**: The usage of B-IA in a Multi-User MIMO (MU-MIMO) scenario was given in [15–17]. In [15], the transmit power in all the resources are made equal while having the structure of precoder for the B-IA scheme. It was shown that the B-IA scheme outperforms the Linear

\textsuperscript{15}The code rate used in Figs. 2 and 4 is $1/2$, and the block length of the turbo code used in 512.
Zero-Forcing Beamforming scheme, and that too while enjoying a lesser overhead. In [16], the semi Blind IA was achieved by exploiting the nature of the channel power delay profile. In [17], homogeneous block fading\textsuperscript{16} model was considered in a 2–user BC, and a relative offset between coherence window of the two users was shown to achieve $4/3$ DoF. In general, to form the channel states as given in [8, 9], partial CSIT is needed; i.e., (i) coherence interval [8, 17], (or), (ii) power delay profile of the channel [16], (or) (iii) reconfigurable antenna [9, 15]. For (i) and (ii), the transmitter needs the channel state information, and for (iii), the assumption was that the receiver has multiple antennas. However if all the receive antennas are used, higher DoF can be achieved even with spatially orthogonal transmission i.e., resource partitioning.

\textbf{B-FIA}: Unlike the B-IA scheme, in the B-FIA there is no restriction on the channel states, and hence it is a practically feasible scheme. However, in order to use the detectors without I-CSIR the channel has to remain constant across a single block. In this work, the maximum achievable SpAC satisfying (4) with no CSIT is obtained, and a precoder structure is provided to achievable the maximum SpAC. However, the constraint (4) does not guarantee either a better BER, or a better rate. Hence, in order for B-FIA to be used in a practical scenario, the precoders are to be optimized to attain better BER or rate. In [18], a precoder structure similar to (20) was used, but with SpAC fixed to some arbitrary value, and the unitary matrices are replaced with a general $d \times d$ matrices which are designed by maximizing the minimum distance of the constellation seen at the receiver. In order to perform optimization, once again perfect CSIT is needed, but a robust precoder\textsuperscript{17} was chosen to benefit the low rate users. In [18], the LTE downlink was considered, and the MD detector with known covariance was used. Since the precoder design in [18] is the optimized version of B-FIA, in this work we term the ‘Interference Cancelling Block Modulation’ scheme in [18] as Optimized B-FIA (OB-FIA). The numerical results in [18]

\textsuperscript{16}All the channel values have same temporal correlation.

\textsuperscript{17}A precoder set independent of SNR and SIR, but achieves better performance over a wide range of SNR and SIR
shows that the LTE network with OB-FIA achieves better throughput than the network with no OB-FIA. In [18], the MD detector with known covariance was used. Our current results in Figs. 1 thro 4 indicate that the ML detector with estimated parameters\textsuperscript{18} performs much better than the MD detector. Hence, if ML detector (with estimated statistics) is used, much higher gain than reported in [18] should be achievable.

B. What is the usefulness of Table I, if ML detector can achieve 1 SpAC?

As argued in the section V-B the ML detector with known CSIR can achieve 1 SpAC. However, the usage of ML detector is limited because of: (i) channel states of the interfering signal, and the modulation used by each transmitter should be known in-order to form the joint pdf of the interfering signal, and (ii) the decoding complexity. The decoding complexity grows exponentially with the number of interfering signal, and even if any decoding complexity is allowed, obtaining I-CSIR needs a pilot design like in [19], which enables the estimation of channel states of the interfering signal and the modulation used. When ML detector cannot be employed, the MD detector can be used. In such a case, the values provided in Table I are the maximum achievable SpAC.

VII. CONCLUSION

A novel Blind Fractional Interference Alignment (B-FIA) scheme was introduced in this work for both broadcast and interference channels. It was analytically shown that with no CSIT, the maximum achievable SpAC for the SISO was $(L-K+1)/L$, and for MIMO the maximum achievable SpAC was given by $(ML-K+1)/ML$ for BC, and $(ML - \frac{KM}{N} + 1)/ML$ for IC. A simple precoder design was provided to achieve any value of SpAC lower than or equal to these values. The precoder design provided does not require I-CSIR for the SISO link. For I-CSIR to be known, all the transmitters should use pilot or control signals, which however will

\textsuperscript{18}Note that the precoder structure enables the estimation.
result in additional overhead. These overheads can be avoided in the CB-FIA scheme, where the interference statistics for the MD and ML detectors were estimated from the received samples by exploiting the precoder structure. Even though the precoders are designed based on the usage of the MD detector, numerical results indicate that the ML detector with estimated parameters should be preferably used at the receiver.

APPENDIX

A. Proof for Theorem 3

From [13], the joint probability distribution of \( z \) is given by,

\[
f(z) = \frac{1}{|X|^{2l} \sigma^{2}} \sum_{x \in X^{2l}} \exp\left(-\frac{|z-Ux|^{2}}{\sigma^{2}}\right),
\]

and the marginal distribution is given by,

\[
f(z_i) = \frac{1}{|X|^{2l} \sigma^{2}} \sum_{x \in X^{2l}} \exp\left(-\frac{|z_i-u^{T}x|^{2}}{\sigma^{2}}\right) = \frac{1}{|X|^{2l}} \sum_{x \in X^{2l}} \mathcal{N}(u^{T}_i x, \sigma^{2})
\]

where \( U^T = [u_1 \cdots u_{2l}] \). Hence, in order to prove Theorem 3, it is sufficient to prove that the set,

\[
M_i = \{u^{T}_i x, \forall x \in X\}, \quad i = 1, \cdots, 2l
\]

has the same elements irrespective of the \( i^{th} \) row vector of the real unitary matrix, \( U \).

In Theorem 3, \( U \) is of dimension \( 2l \times 2l \). The general structure for a real unitary matrix with \( l = 1 \) is given by,

\[
U = \begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix}
\]

Let \( x = [x_i^{[1]} \ x_j^{[2]}]^T \), \( i, j = 1, \cdots, |X| \), then,

\[
M_1 = \{\cos \theta x_i^{[1]} + \sin \theta x_j^{[2]}, \forall i, j = 1, \cdots, |X|\}
\]
and,

\[ M_2 = \{ \cos \theta x_j^{[2]} - \sin \theta x_i^{[1]}, \forall i, j = 1, \cdots |X| \} \tag{A.6} \]

Since both \( x^i \) and \( x^j \) belongs to the same set \( X \), and using the property of the set \( X = \{ \pm a_i, i = 1, \cdots, |X|/2 \} \), the proof for Theorem 3 is trivial for \( l = 1 \), and the sets \( M_1 \) and \( M_2 \) also follow the property of the set \( X \), i.e., \( M_j = \{ \pm m_i^{[j]}, i = 1, \cdots, |M_j|/2 \}, j = 1, 2 \).

From [20] and [21], the general structure of the real unitary matrix is given by,

\[ U = \prod_{i=1, \ldots, 2l \atop j=i+1, \ldots, 2l} U_{i,j}, \tag{A.7} \]

and,

\[ U_{i,j}^{[\\setminus i, \setminus j]} = I_{2l-2}, \quad U_{i,j}^{[\setminus i, \setminus j]} = \begin{bmatrix} \cos \theta_{ij} & \sin \theta_{ij} \\ -\sin \theta_{ij} & \cos \theta_{ij} \end{bmatrix} \tag{A.8} \]

where \( U_{i,j}^{[\setminus i, \setminus j]} \) represents the matrix formed by removing the \( i^{th} \) and \( j^{th} \) rows and also \( i^{th} \) and \( j^{th} \) columns from the matrix \( U_{i,j} \), and \( U_{i,j}^{[\setminus i, \setminus j]} \) is a \( 2 \times 2 \) matrix formed from the elements of \( U_{i,j} \) which are the intersection of \( i^{th} \) and \( j^{th} \) rows with \( i^{th} \) and \( j^{th} \) columns, and all other elements are zero. In short, any possible real unitary matrix is a product of \( (2l)(2l-1)/2 \) matrices (and hence, a function of \( (2l)(2l-1)/2 \) variables), and in each case a rotation is performed between two elements while keeping the rest of the elements remains unchanged. An example with \( l = 2 \)
is given below:

\[
U = \begin{bmatrix}
\cos \theta_{12} & \sin \theta_{12} & 0 & 0 \\
-\sin \theta_{12} & \cos \theta_{12} & 0 & 0 \\
0 & 0 & \cos \theta_{34} & \sin \theta_{34} \\
0 & 0 & -\sin \theta_{34} & \cos \theta_{34}
\end{bmatrix}
\times
\begin{bmatrix}
\cos \theta_{13} & 0 & \sin \theta_{13} & 0 \\
0 & \cos \theta_{24} & 0 & \sin \theta_{24} \\
-\sin \theta_{13} & 0 & \cos \theta_{13} & 0 \\
0 & -\sin \theta_{24} & 0 & \cos \theta_{24}
\end{bmatrix}
\times
\begin{bmatrix}
\cos \theta_{14} & 0 & 0 & \sin \theta_{14} \\
0 & \cos \theta_{23} & \sin \theta_{23} & 0 \\
0 & -\sin \theta_{23} & \cos \theta_{23} & 0 \\
-\sin \theta_{14} & 0 & 0 & \cos \theta_{14}
\end{bmatrix}
\]

(A.9)

where we have combined \(U_{1,4}\) and \(U_{2,3}\) as a single matrix, and a similar approach can be for the other two matrices. In any optimization problem, since all the elements of \(x\) takes value from the set \(X\), for \(l = 2\) case, \(\theta_{14}\) will be given the same value as \(\theta_{23}\) (since there is no priority among the elements of \(x\)), and, from the \(l = 1\) case, the resultant set will also have the same property as that of the set \(X\). Once again, all the elements, after getting multiplied by \(U_{1,4}\) and \(U_{2,3}\), will take values from the same set. Proceeding similarly, it can be verified that in the optimization problem \(\theta_{1,2}\) and \(\theta_{1,3}\) will be set equal to \(\theta_{3,4}\) and \(\theta_{2,4}\) respectively. Yet again using the result of \(l = 1\) it can be shown that the resultant set,

\[
\mathcal{M} = \mathcal{M}_i = \{u^T_i x, \forall x \in X\}, \ i = 1, 2, 3, 4 \ ,
\]

(A.10)

and the optimization problem will be a function of three variables \((\theta_{1,2}, \theta_{1,3}, \theta_{1,4})\). This procedure can be extended for any value of \(l\), and in each case the optimization problem will be a function of \((2l - 1)\) variables, \(\theta_{1,j}, \ j = 2, \cdots, 2l - 1\), and

\[
\mathcal{M} = \mathcal{M}_i = \{u^T_i x, \forall x \in X\}, \ i = 1, \cdots, 2l \ ,
\]

(A.11)
which completes the proof for Theorem 3.

Useful real unitary matrix: In general, the matrix $U$ will be generated from some optimization problem, and based on the set $X$, it can be shown that the optimization problem will be function of $(2l - 1)$ variables instead of $(2l)(2l - 1)/2$ (for any real unitary matrix). Hence, we refer to the collection of these matrices, which are a function of $2l - 1$ variables, as useful real unitary matrices.

B. Covariance estimation

In practical scenarios, the covariance estimation is performed on the pilot locations, where the desired pilot data are known. The covariance of interference plus noise term is estimated by performing average across the resource elements (for block fading, or slow fading channels), and the estimated covariance is given by,

$$ R = \sum \| y - Hx_{pilot} \|^2. \quad \text{(B.1)} $$

This averaging is performed only over the pilot locations, because in the data locations the desired signal, $x$, is unknown. The structure in (20) has a resource element in which the desired signal is not present, or can be treated as desired signal is known, and it takes the value of zero. Hence, as in pdf estimation, these resource elements can be used to estimate the covariance $R$ (using (B.1)).
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