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ABSTRACT. Given a compact metric space $X$ and a unital AF algebra $A$ equipped with a faithful tracial state, we place quantum metrics on the tensor product of $C(X)$ and $A$ given established quantum metrics on $C(X)$ and $A$ from work with Bice and Latrémolière. We prove the inductive limit of $C(X)$ tensor $A$ given by $A$ is a metric limit in the Gromov-Hausdorff propinquity. We show that our quantum metric is compatible with the tensor product by producing a Leibniz rule on elementary tensors and showing the diameter of our quantum metric on the tensor product is bounded above the diameter of the Cartesian product of the quantum metric spaces. We provide continuous families of $C(X)$ tensor $A$ which extends our previous results with Latrémolière on UHF algebras.

CONTENTS

1. Introduction .......................... 1
2. Background .......................... 2
3. Quantum metrics on $C(X) \otimes A$ .......................... 6
4. The diameter of the quantum metric on $C(X) \otimes A$ .......................... 20
5. Continuous families of $C(X) \otimes A$ .......................... 25
References .......................... 30

1. INTRODUCTION

Compact quantum metric spaces introduced by Rieffel [36, 38] and motivated by work of Connes [14, 13] were developed to study the metric aspect of Noncommutative Geometry. In particular, Rieffel developed the first noncommutative analogue of the Gromov-Hausdorff distance [41]. This allows one to establish continuous families of C*-algebras built from natural parameter spaces including the noncommutative tori [41, 26], AF algebras [5, 1], certain C*-dynamical systems [19], etc. Many more quantum Gromov-Hausdorff distances followed [23, 24, 32, 27] to only name a few. However, in this article, we focus on the Gromov-Hausdorff...
propinquity of Latrémolière [32, 27]. The reason for this is that his quantum distances are built only with the category of C*-algebras in mind, which has also allowed him to introduce quantum distances for classes of Hilbert C*-modules [28, 30] and for Spectral Triples [31]. In a similar manner, Rieffel was able to capitalize on these particular properties of Latrémolière’s propinquity to obtain his recent results in [39, 40].

Our work thus far has been mostly focused on using the tools of Noncommutative Metric Geometry to translate the categorical notion of a limit of spaces, an inductive limit, to a metric limit using the Gromov-Hausdorff propinquity, which we have done for the class of all unital AF algebras [5, 1, 2]. However, in this article, our focus is on placing quantum metrics on certain tensor products of C*-algebras that recovers some of the structure of given quantum metrics on each C*-algebra that forms the tensor products. This is motivated simply by the fact that forming tensor products is often a useful tool for studying spaces in any given category, and thus, we hope our work begins to enrich the study compact quantum metric spaces in this manner as well. For instance, our work in this article provides Lip-norms that satisfy a Leibniz rule on elementary tensors using the original Lip-norms on each quantum metric space (Expression (3.8)). Furthermore, we show that we are able to bound the diameter of our quantum metric on the tensor product by the diameter of the Cartesian product of the quantum metrics, which reflects the classical structure of tensor products given by $C(X) \otimes C(Y) \cong C(X \times Y)$ (Expression (4.1) and Corollary 4.3). The way we accomplish these results is that we use any inductive sequence that forms the AF algebra $\mathfrak{A}$ as its inductive limit to represent $C(X) \otimes \mathfrak{A}$ as an inductive limit and extend our work with Bice in [4] on certain homogeneous C*-algebras and with Latrémolière in [5] on certain AF algebras. Hence, in this paper, we also get results that translate a categorical limit to a metric limit in propinquity and we show that this process is not affected by taking a tensor product with $C(X) \otimes \mathfrak{A}$ including the 2-Lipschitz property. Finally, in Theorem 5.4, we approximate distances between $C(X) \otimes \mathfrak{A}$ and $C(Y) \otimes \mathfrak{A}$ using structure from the Lip-norms on $C(X), C(Y)$ and $\mathfrak{A}$. This, in turn, allows us to provide finite-dimensional approximations for $C(X) \otimes \mathfrak{A}$ using finite-dimensional commutative C*-algebras. Hence, we believe our work provides a foundational and non-trivial example for quantum metrics on the tensor products of quantum metrics spaces that are compatible with the tensor product structure.

2. BACKGROUND

This section provides some background for the results of this paper. These results are taken from [41], [32], and [5], which pertain to quantum metrics and quantum Gromov-Hausdorff distance, Gromov-Hausdorff propinquity, and quantum metrics on AF algebras, respectively.
We begin with results and definitions related to quantum metric spaces. The following definition of a compact quantum metric space is not the original definition given by order unit spaces, but we use the same terminology since it is standard in the literature on quantum metric spaces that the order unit spaces being considered are the self-adjoint elements of a unital C*-algebra. Also, we include in this definition the notion of quasi-Leibniz, which generalizes the notion of Leibniz to the noncommutative setting and was used by Latrémière to introduce his noncommutative analogue to the Gromov-Hausdorff distance called the quantum Gromov-Hausdorff propinquity [32, 29].

Notation 2.1. Let \( \mathfrak{A} \) be a unital C*-algebra. The unit of \( \mathfrak{A} \) will be denoted by \( 1_{\mathfrak{A}} \). The state space of \( \mathfrak{A} \) will be denoted by \( \mathcal{S}(\mathfrak{A}) \) while the self-adjoint part of \( \mathfrak{A} \) will be denoted by \( sa(\mathfrak{A}) \). The C*-norm of \( \mathfrak{A} \) will be denoted by \( \| \cdot \|_{\mathfrak{A}} \).

Definition 2.2 ([36, 37, 38, 29]). A compact quantum metric space \((\mathfrak{A}, L)\) is an ordered pair where \( \mathfrak{A} \) is a unital C*-algebra and \( L \) is a seminorm defined on a unital dense subspace \( dom(L) \) of \( sa(\mathfrak{A}) \) such that:

1. \[ \{ a \in sa(\mathfrak{A}) : L(a) = 0 \} = R 1_{\mathfrak{A}}, \]
2. the Monge-Kantorovich metric defined, for all two states \( \varphi, \psi \in \mathcal{S}(\mathfrak{A}) \), by
   \[ mk_L(\varphi, \psi) = \sup \{ |\varphi(a) - \psi(a)| : a \in dom(L), L(a) \leq 1 \} \]
   metrizes the weak* topology of \( \mathcal{S}(\mathfrak{A}) \), and
3. the seminorm \( L \) is lower semi-continuous on \( sa(\mathfrak{A}) \) with respect to \( \| \cdot \|_{\mathfrak{A}} \).

If \((\mathfrak{A}, L)\) is a compact quantum metric space, then we call the seminorm \( L \) a Lip-norm.

Furthermore, if there exists \( C \geq 1 \) such that
\[ L \left( \frac{ab + ba}{2} \right) \leq C(L(a)\|b\|_{\mathfrak{A}} + L(b)\|a\|_{\mathfrak{A}}) \]
and
\[ L \left( \frac{ab - ba}{2i} \right) \leq C(L(a)\|b\|_{\mathfrak{A}} + L(b)\|a\|_{\mathfrak{A}}) \]
for all \( a, b \in sa(\mathfrak{A}) \), then we call \( L \), \( C \)-quasi-Leibniz and we call \((\mathfrak{A}, L)\) a \( C \)-quasi-Leibniz compact quantum metric space.

The following gathers most of the known characterizations for compact quantum metric spaces, which we will use in this article since it is often difficult to directly show that the Monge-Kantorovich metric metrizes the weak* topology.

Theorem 2.3 ([36, 37, 35]). Let \((\mathfrak{A}, L)\) be an ordered pair where \( \mathfrak{A} \) is unital C*-algebra and \( L \) is a lower semi-continuous seminorm defined on unital dense subspace of \( sa(\mathfrak{A}) \). The following are equivalent:

1. \((\mathfrak{A}, L)\) is a compact quantum metric space;
2. the metric \( mk_L \) is bounded and there exists \( r \in \mathbb{R}, r > 0 \) such that the set:
   \[ \{ a \in dom(L) : L(a) \leq 1 \text{ and } \|a\|_{\mathfrak{A}} \leq r \} \]
   is compact in \( \mathfrak{A} \) for \( \| \cdot \|_{\mathfrak{A}} \);
(3) the set:
\[
\{ a + R_{A_1} \in \text{sa}(\mathcal{A})/R_{A_1} : a \in \text{dom}(L), L(a) \leq 1 \}
\]
is compact in \( \text{sa}(\mathcal{A})/R_{A_1} \) for \( \| \cdot \|_{\text{sa}(\mathcal{A})/R_{A_1}} \);

(4) there exists a state \( \mu \in \mathcal{S}(\mathcal{A}) \) such that the set:
\[
\{ a \in \text{dom}(L) : L(a) \leq 1 \text{ and } \mu(a) = 0 \}
\]
is compact in \( \mathcal{A} \) for \( \| \cdot \|_{\mathcal{A}} \);

(5) for all \( \mu \in \mathcal{S}(\mathcal{A}) \) the set:
\[
\{ a \in \text{dom}(L) : L(a) \leq 1 \text{ and } \mu(a) = 0 \}
\]
is compact in \( \mathcal{A} \) for \( \| \cdot \|_{\mathcal{A}} \).

One of the main contributions of Noncommutative Metric Geometry are generalizations of the Gromov-Hausdorff distance [12] on the class of compact quantum metric spaces. There are several to choose from, but for our work in this article, we will use Latrémolière’s quantum Gromov-Hausdorff propinquity of [32]. The first noncommutative analogue to the Gromov-Hausdorff distance was introduced by Rieffel in [41], and is known as the quantum Gromov-Hausdorff distance. The choice to use Latrémolière’s propinquity comes from the fact that it acknowledges the C*-algebraic structure on quasi-Leibniz compact quantum metric spaces, while also providing estimates using the notion of bridges which are a useful and powerful method for providing estimates. However, we note that Latrémolière’s propinquity dominates Rieffel’s quantum distance [32, Theorem 6.2] and thus all convergence results in this paper are valid for Rieffel’s quantum distance as well. Furthermore, we note that Latrémolière has another propinquity called the dual Gromov-Hausdorff propinquity, which is also complete on the certain classes of quasi-Leibniz spaces which comprise all spaces studied in this paper. Also, the dual propinquity is dominated by the quantum propinquity [27, Theorem 5.5], and thus all convergence results in this paper are valid for dual propinquity as well. Before we state the theorem for Latrémolière’s quantum propinquity, we introduce some definitions from [32].

**Definition 2.4** ([32, Definition 3.1]). The 1-level set \( \mathcal{S}_1(\mathcal{D}|\omega) \) of an element \( \omega \) of a unital C*-algebra \( \mathcal{D} \) is
\[
\{ \varphi \in \mathcal{S}(\mathcal{D}) : \varphi((1 - \omega^*\omega)) = \varphi((1 - \omega\omega^*)) = 0 \}.
\]

Next, we define the notion of a Latrémolière bridge, which is not only crucial in the definition of the quantum propinquity but also the convergence results of Latrémolière in [26] and Rieffel in [39]. In particular, the pivot of Definition (2.5) is of utmost importance in the convergence results of [26, 39].

**Definition 2.5** ([32, Definition 3.6]). A bridge from \( \mathcal{A} \) to \( \mathcal{B} \), where \( \mathcal{A} \) and \( \mathcal{B} \) are unital C*-algebras, is a quadruple \( (\mathcal{D}, \pi_\mathcal{A}, \pi_\mathcal{B}, \omega) \) where
1. \( \mathcal{D} \) is a unital C*-algebra,
2. the element \( \omega \in \mathcal{D} \), called the pivot of the bridge, satisfies \( \mathcal{S}_1(\mathcal{D}|\omega) \neq \emptyset \),
3. \( \pi_\mathcal{A} : \mathcal{A} \hookrightarrow \mathcal{D} \) and \( \pi_\mathcal{B} : \mathcal{B} \hookrightarrow \mathcal{D} \) are unital *-monomorphisms.
In the next few definitions, we denote by Haus_d the Hausdorff (pseudo)distance induced by a (pseudo)distance d on the compact subsets of a (pseudo)metric space (X, d) [18].

**Definition 2.6 (Definition 3.16).** Let C ≥ 1. Let (A, L_A) and (B, L_B) be two C-quasi-Leibniz compact quantum metric spaces. The height \( \zeta (\gamma |L_A, L_B) \) of a bridge \( \gamma = (\mathcal{D}, \pi_{\mathcal{D}}, \pi_{\mathcal{B}}, \omega) \) from A to B, and with respect to \( L_A \) and \( L_B \), is given by

\[
\max \left\{ \text{Haus}_{\text{mk}_{L_A}} (\mathcal{H}(A), \pi_{L_A}(\mathcal{H}(D|\mathcal{D}))), \text{Haus}_{\text{mk}_{L_B}} (\mathcal{H}(B), \pi_{L_B}(\mathcal{H}(D|\mathcal{D}))) \right\},
\]

where \( \pi_{L_A}^a \) and \( \pi_{L_B}^b \) are the dual maps of \( \pi_{L_A} \) and \( \pi_{L_B} \), respectively.

**Definition 2.7 (Definition 3.10).** Let C ≥ 1. Let (A, L_A) and (B, L_B) be two C-quasi-Leibniz compact quantum metric spaces. The bridge seminorm \( \text{bn}_\gamma (\cdot) \) of a bridge \( \gamma = (\mathcal{D}, \pi_{\mathcal{D}}, \pi_{\mathcal{B}}, \omega) \) from A to B is the seminorm defined on \( A \oplus B \) by

\[
\text{bn}_\gamma (a, b) = \| \pi_{L_A}(a)\omega - \omega \pi_{L_B}(b) \|_{\mathcal{D}}
\]

for all \((a, b) \in A \oplus B\).

We implicitly identify \( A \) with \( A \oplus \{0\} \) and \( B \) with \( \{0\} \oplus B \) in \( A \oplus B \) in the next definition, for any two spaces \( A \) and \( B \).

**Definition 2.8 (Definition 3.14).** Let C ≥ 1. Let (A, L_A) and (B, L_B) be two C-quasi-Leibniz compact quantum metric spaces. The reach \( \rho (\gamma |L_A, L_B) \) of a bridge \( \gamma = (\mathcal{D}, \pi_{\mathcal{D}}, \pi_{\mathcal{B}}, \omega) \) from A to B, and with respect to \( L_A \) and \( L_B \), is given by

\[
\text{Haus}_{\text{bn}_\gamma (\cdot)} (\{ a \in sA (A) : L_A(a) \leq 1 \}, \{ b \in sA (B) : L_B(b) \leq 1 \})
\]

The next quantity is a natural way to combine the information given by the height and the reach of a bridge.

**Definition 2.9 (Definition 3.17).** Let C ≥ 1. Let (A, L_A) and (B, L_B) be two C-quasi-Leibniz compact quantum metric spaces. The length \( \lambda (\gamma |L_A, L_B) \) of a bridge \( \gamma = (\mathcal{D}, \pi_{\mathcal{D}}, \pi_{\mathcal{B}}, \omega) \) from A to B, and with respect to \( L_A \) and \( L_B \), is given by

\[
\max \{ \zeta (\gamma |L_A, L_B), \rho (\gamma |L_A, L_B) \}
\]

Although we will not define Latrémolière’s quantum Gromov-Hausdorff propinquity, the following result provides the main tool for which we will furnish upper bounds for the quantum Gromov-Hausdorff propinquity. This will then produce our approximation and convergence results.

**Theorem 2.10 (Theorem 6.1, [29]).** Let C ≥ 1. The quantum Gromov-Hausdorff propinquity \( \Lambda \) is a metric on the full quantum isometry classes of C-quasi-Leibniz compact quantum metric spaces, where full quantum isometry is given by a \(*\)-isomorphism \( \pi : A \to B \) such that \( L_B = L_A \circ \pi \), and thus

\[
\Lambda((A, L_A), (B, L_B)) = 0
\]

for two C-quasi-Leibniz compact quantum metric spaces \((A, L_A), (B, L_B)\) if and only if \((A, L_A), (B, L_B)\) are fully quantum isometric.

Furthermore, if \( \gamma \) is a bridge from \((A, L_A)\) to \((B, L_B)\), then

\[
\Lambda((A, L_A), (B, L_B)) \leq \lambda (\gamma |L_A, L_B).
\]
Next, the main goal of this article is to extend our results on the homogeneous C*-algebras of the form $C(X, \mathfrak{A})$ for $X$ compact metric and $\mathfrak{A}$ finite-dimensional in [4] to the case of $\mathfrak{A}$ as a unital AF algebra equipped with a faithful tracial state. These cover a part of a class of C*-algebras known as approximately homogeneous [7, Definition V.2.1.9]. Our approach to place quantum metrics on $C(X, \mathfrak{A})$ for an AF-algebra $\mathfrak{A}$ is to use the quantum metrics on homogeneous C*-algebras of the form $C(X, \mathfrak{B})$ with $\dim(\mathfrak{B}) < \infty$ from [4] combined with the techniques for AF-algebras used in [5] along with techniques from [25, 24], and we will make mention of this when these techniques appear in the rest of the article. To accomplish this, we actually need to create new quantum metrics on $C(X, \mathfrak{B})$ with $\dim(\mathfrak{B}) < \infty$ that use much of the work in [4]. These new quantum metrics will be introduced in the next section.

Part of our goal is to show that our work in this article extends the AF-algebra case in [5] by way of $C(\{x\}, \mathfrak{A}) \cong \mathfrak{A}$, and thus, we finish this background section, by stating this result.

**Theorem 2.11 (5, Theorem 3.5).** Let $\mathfrak{A}$ be a unital AF algebra with unit 1$_{\mathfrak{A}}$ endowed with a faithful tracial state $\mu$. Let $I = (\mathfrak{A}_n)_{n \in \mathbb{N}}$ be an increasing sequence of unital finite dimensional C*-subalgebras such that $\mathfrak{A} = \bigcup_{n \in \mathbb{N}} \mathfrak{A}_n$ with $\mathfrak{A}_0 = C1_{\mathfrak{A}}$.

Let $\pi$ be the GNS representation of $\mathfrak{A}$ constructed from $\mu$ on the space $L^2(\mathfrak{A}, \mu)$. For all $n \in \mathbb{N}$, let:

$$E_{\pi_n} : \mathfrak{A} \to \mathfrak{A}_n$$

be the unique $\mu$-preserving conditional expectation of $\mathfrak{A}$ onto $\mathfrak{A}_n$ induced by $L^2(\mathfrak{A}, \mu)$.

Let $\beta : \mathbb{N} \to (0, \infty)$ have limit 0 at infinity. If, for all $a \in sa (\bigcup_{n \in \mathbb{N}} \mathfrak{A}_n)$, we set

$$L^\beta_{I, \mu}(a) = \sup \left\{ \frac{\|a - E_{\pi_n}(a)\|_{\mathfrak{A}}}{\beta(n)} : n \in \mathbb{N} \right\},$$

then $(\mathfrak{A}, L^\beta_{I, \mu})$ is a 2-quasi-Leibniz compact quantum metric space. Moreover, for all $n \in \mathbb{N}$

$$\Lambda \left( \left( \mathfrak{A}_n, L^\beta_{I, \mu} \right), \left( \mathfrak{A}, L^\beta_{I, \mu} \right) \right) \leq \beta(n)$$

and thus

$$\lim_{n \to \infty} \Lambda \left( \left( \mathfrak{A}_n, L^\beta_{I, \mu} \right), \left( \mathfrak{A}, L^\beta_{I, \mu} \right) \right) = 0.$$

### 3. Quantum Metrics on $C(X) \otimes \mathfrak{A}$

To place quantum metrics on $C(X) \otimes \mathfrak{A}$ for $X$ a compact metric and $\mathfrak{A}$ a unital AF algebra equipped with a faithful tracial state, first, we will view $C(X) \otimes \mathfrak{A}$ as $C(X, \mathfrak{A})$ and then extend the our work with Bice in [4], where we placed quantum metrics on certain homogeneous C*-algebras, and extend our work with Latremolière in [5], where we place quantum metrics on certain AF algebras. We will show our construction recovers the original quantum metrics in many natural ways including showing a Leibniz rule for elementary tensors in Theorem 3.10. Now, we establish some results about $C(X, \mathfrak{A})$.

Given a compact metric space $(X, d_X)$ and a unital AF-algebra $\mathfrak{A} = \bigcup_{n \in \mathbb{N}} \mathfrak{A}_n$ with $\mathfrak{A}_0 \subseteq \mathfrak{A}_1 \subseteq \mathfrak{A}_2 \subseteq \cdots$ with $\dim(\mathfrak{A}_n) < \infty$ for all $n \in \mathbb{N}$, the C*-algebra $C(X, \mathfrak{A})$ is an inductive limit of $(C(X, \mathfrak{A}_n))_{n \in \mathbb{N}}$. Now, when $\mathfrak{A}$ is equipped with a faithful
tracial state, we showed in [5] that $\mathfrak{A}$ and each $\mathfrak{A}_n$ can be equipped with Lip-norms for which $\mathfrak{A}$ is the metric limit of $\mathfrak{A}_n$ in Latrémolière’s propinquity. Hence, our goal is to do the same for $\mathbb{C}(X, \mathfrak{A})$ and $(\mathbb{C}(X, \mathfrak{A}_n))_{n \in \mathbb{N}}$ in this case.

First, we establish that $\mathbb{C}(X, \mathfrak{A})$ is an inductive limit in the obvious way if $\mathfrak{A}$ is an inductive limit. This is a classic result that may be difficult to find in the literature, and thus provide a proof here. We utilize the argument outlined in [22, Theorem 3.4] to obtain the following.

**Proposition 3.1.** Let $(X, d_X)$ be a compact metric space. Let $\mathfrak{A} = \bigcup_{n \in \mathbb{N}} \mathfrak{A}_n$ be a unital C*-algebra such that $\mathfrak{A}_n$ is a C*-subalgebra of $\mathfrak{A}$ containing $1_{\mathfrak{A}}$ and $\mathfrak{A}_n \subseteq \mathfrak{A}_{n+1}$ for each $n \in \mathbb{N}$.

Consider the unital C*-algebra

$$\mathbb{C}(X, \mathfrak{A}) = \{ f : X \to \mathfrak{A} \mid f \text{ is continuous} \}$$

equipped with point-wise operations and supremum norm induced by $\mathfrak{A}$, and unit defined for all $x \in X$ by $1_{\mathbb{C}(X, \mathfrak{A})}(x) = 1_{\mathfrak{A}}$. Note that $\mathbb{C}(X, \mathfrak{A}_n)$ is a unital C*-subalgebra of $\mathbb{C}(X, \mathfrak{A})$. Furthermore,

$$\mathbb{C}(X, \mathfrak{A}) = \bigcup_{n \in \mathbb{N}} \mathbb{C}(X, \mathfrak{A}_n)^{\| f \|_{\mathbb{C}(X, \mathfrak{A})}}.$$  

In particular, if $\mathfrak{A}$ is AF, then $\mathbb{C}(X, \mathfrak{A})$ is AH (approximately homogeneous [7, Definition V.2.1.9]).

**Proof.** Let $f \in \mathbb{C}(X, \mathfrak{A})$. Let $\epsilon > 0$. As $X$ is compact, $f$ is uniformly continuous, and thus there exists $\delta > 0$ such that:

$$(3.1) \quad d_X(x, y) < \delta \quad \implies \quad \| f(x) - f(y) \|_{\mathfrak{A}} < \epsilon/2$$

for all $x, y \in X$. Define $U(y, \delta/2) = \{ x \in X : d_X(x, y) < \delta/2 \}$ for all $y \in X$. Again, as $X$ is compact, the open cover $\{ U(y, \delta/2) \subseteq X : y \in X \}$ of $X$ has a finite subcover of $X$ given by $y_1, \ldots, y_M \in X$ such that $\bigcup_{k=1}^M U(y_k, \delta/2) = X$. Since $X$ is compact Hausdorff, there exists a partition of unity with respect to the cover $\{ U(y_1, \delta/2), \ldots, U(y_M, \delta/2) \}$ by [8, Proposition IX.4.3.3]. In particular, for each $k \in \{1, \ldots, M\}$, there exists a continuous function $p_k : X \to [0, 1]$ such that $\{ x \in X : p_k(x) > 0 \} \neq \emptyset$ and if we define $V_k = \{ x \in X : p_k(x) > 0 \}$, then $\{ V_1, \ldots, V_M \}$ is an open cover of $X$ and $V_k \subseteq \bigcup_{k=1}^M U(y_k, \delta/2)$ for each $k \in \{1, \ldots, M\}$. Furthermore, we have $\sum_{k=1}^M p_k = 1_{\mathbb{C}(X)}$, which is the constant 1 function on $X$.

Now, for each $k \in \{1, \ldots, M\}$, fix $x_k \in V_k$. Since $\bigcup_{n \in \mathbb{N}} \mathfrak{A}_n \subseteq \mathfrak{A}$, for each $k \in \{1, \ldots, M\}$, there exists $N_k \in \mathbb{N}$ and $a_k \in \mathfrak{A}_{N_k}$ and $\| f(x_k) - a_k \|_{\mathfrak{A}} < \epsilon/4$. Set $N = \max\{N_1, \ldots, N_M\}$. Now for each $k \in \{1, \ldots, M\}$, consider the function $a_k \cdot p_k \in \mathbb{C}(X, \mathfrak{A}_N)$, and define $f_k = \sum_{k=1}^M a_k \cdot p_k \in \mathbb{C}(X, \mathfrak{A}_N) \subseteq \mathbb{C}(X, \mathfrak{A})$.

Next, let $x \in X$, then $x \in V_k$ for some $k \in \{1, \ldots, M\}$. Thus $d_X(x, x_k) \leq d_X(x, y_k) + d_X(y_k, x_k) < \delta/2 + \delta/2 = \delta$, and so $\| f(x) - f(x_k) \|_{\mathfrak{A}} < \epsilon/2$ by (3.1).
Now, we have
\[
\|f(x) - f_c(x)\|_A = \left\| f(x) \cdot \sum_{k=1}^{M} p_k(x) - \sum_{k=1}^{M} a_k \cdot p_k(x) \right\|_A
\]
\[
= \left\| \sum_{k=1}^{M} (f(x) - a_k) \cdot p_k(x) \right\|_A \leq \sum_{k=1}^{M} \|f(x) - a_k\|_A \cdot p_k(x)
\]
\[
\leq \sum_{k=1}^{M} (\|f(x) - f(x_k)\|_A + \|f(x_k) - a_k\|_A) \cdot p_k(x)
\]
\[
< \sum_{k=1}^{M} (\varepsilon/2 + \varepsilon/4) \cdot p_k(x) = \sum_{k=1}^{M} (3/4)\varepsilon \cdot p_k(x) = (3/4)\varepsilon.
\]
Hence \(\|f - f_c\|_{C(X, A)} \leq (3/4)\varepsilon < \varepsilon\). Therefore
\[
(3.2) \quad C(X, A) = \bigcup_{n \in \mathbb{N}} C(X, A_n)_{\|\cdot\|_{C(X, A)}}.
\]
Finally, if \(A\) is AF, and thus we assume that \(\dim(A_n) < \infty\) for each \(n \in \mathbb{N}\), then \(C(X, A)\) is AH by [7, Definition V.2.1.9] since \(C(X, A_n)\) is a homogeneous C*-algebra for each \(n \in \mathbb{N}\) by [7, IV.1.4].

Next, one of the key tools in providing estimates in propinquity are conditional expectations. For instance, we used conditional expectations in [5] to obtain our quantum metrics and convergence results. So, our first task is to extend these conditional expectations on AF-algebras to ones on \(C(X, A)\). Since there are many characterizations of conditional expectations, so we list one of them here and will cite other characterizations in proofs.

**Definition 3.2 ([11, Definition 1.5.9 and Tomiyama Theorem 1.5.10]).** Let \(A, B\) be a C*-algebras such that \(B\) is a C*-subalgebra of \(A\). A projection from \(A\) to \(B\) is a linear map \(E : A \to B\) such that \(E(b) = b\) for all \(b \in B\). A conditional expectation \(E\) from \(A\) onto \(B\) is projection from \(A\) onto \(B\) such that \(E\) is contractive.

**Theorem 3.3.** Let \((X, d_X)\) be a compact metric space and let \(A = \bigcup_{n \in \mathbb{N}} A_n\) be a unital C*-algebra equipped with faithful tracial state \(\tau\) such that \(A_n\) is a finite-dimensional C*-subalgebra of \(A\) for all \(n \in \mathbb{N}\) and \(A_0 = C1_A \subseteq A_1 \subseteq A_2 \subseteq \cdots\). In particular, \(A\) is AF.

For each \(n \in \mathbb{N}\), let
\[
E_{\tau,n} : A \to A_n
\]
be the unique \(\tau\)-preserving conditional expectation onto \(A_n\) given by [5, Theorem 3.5].

If, for each \(n \in \mathbb{N}\), we define
\[
E^X_{\tau,n} : C(X, A) \to C(X, A_n)
\]
by \(E^X_{\tau,n}(f)(x) = E_{\tau,n}(f(x))\) for all \(f \in C(X, A)\) and \(x \in X\), then:

1. \(E^X_{\tau,n}\) is a conditional expectation onto \(C(X, A_n)\),
2. for each \(N, M \in \mathbb{N}\), it holds that \(E^X_{\tau,N} \circ E^X_{\tau,M} = E^X_{\tau,\min(N,M)} = E^X_{\tau,M} \circ E^X_{\tau,N}\),
3. for every \(x \in X\), it holds that \(\tau_x : f \in C(X, A) \mapsto \tau(f(x)) \in \mathbb{C}\) is a state on \(C(X, A)\) such that \(\tau_x \circ E^X_{\tau,n} = \tau_x\) for all \(n \in \mathbb{N}\).
Proof. Fix $N \in \mathbb{N}$. Let’s first show that $E_{\tau,N}^X$ is well-defined. Let $f \in C(X, \mathfrak{A})$. Assume that $(x_\mu)_{\mu \in \Delta}$ is a net in $X$ that converges to $x \in X$. Then, if $\mu \in \Delta$, we have by contractivity of conditional expectations

$$
\left\| E_{\tau,N}^X(f)(x_\mu) - E_{\tau,N}^X(f)(x) \right\|_{\mathfrak{A}} = \left\| E_{\tau,N}(f(x_\mu)) - E_{\tau,N}(f(x)) \right\|_{\mathfrak{A}} \\
= \left\| E_{\tau,N}(f(x_\mu) - f(x)) \right\|_{\mathfrak{A}} \\
\leq \left\| f(x_\mu) - f(x) \right\|_{\mathfrak{A}}.
$$

Hence, by continuity of $f$ we have that $E_{\tau,N}^X(f) \in C(X, \mathfrak{A})$ and since $E_{\tau,N}(f(x)) \in \mathfrak{A}_N$ for all $x \in X$, we have $E_{\tau,N}^X(f) \in C(X, \mathfrak{A}_N)$.

Note that $E_{\tau,N}^X$ is linear by construction. Now, we check surjectivity and that $E_{\tau,N}^X$ projects onto $C(X, \mathfrak{A}_N)$. Let $f \in C(X, \mathfrak{A}_N)$. Then, $f \in C(X, \mathfrak{A})$, and since $E_{\tau,N}$ projects onto $\mathfrak{A}_N$, we have that $E_{\tau,N}^X(f)(x) = E_{\tau,N}(f(x)) = f(x)$ for all $x \in X$ and so $E_{\tau,N}^X(f) = f$.

Next, let’s check contractivity of $E_{\tau,N}^X$. Let $f \in C(X, \mathfrak{A})$, then for all $x \in X$, we have

$$
\left\| E_{\tau,N}^X(f)(x) \right\|_{\mathfrak{A}} = \left\| E_{\tau,N}(f(x)) \right\|_{\mathfrak{A}} \leq \left\| f(x) \right\|_{\mathfrak{A}} \leq \left\| f \right\|_{C(X, \mathfrak{A})}.
$$

Thus $\left\| E_{\tau,N}^X(f) \right\|_{C(X, \mathfrak{A})} \leq \left\| f \right\|_{C(X, \mathfrak{A})}$, and we note that

$$
\left\| E_{\tau,N}^X(1_{C(X, \mathfrak{A})})(x) \right\|_{\mathfrak{A}} = \left\| E_{\tau,N}(1_{\mathfrak{A}})(x) \right\|_{\mathfrak{A}} = \left\| 1_{\mathfrak{A}} \right\|_{\mathfrak{A}} = \left\| 1_{C(X, \mathfrak{A})}(x) \right\|_{\mathfrak{A}},
$$

and thus $\left\| E_{\tau,N}^X(1_{C(X, \mathfrak{A})}) \right\|_{C(X, \mathfrak{A})} = \left\| 1_{C(X, \mathfrak{A})} \right\|_{C(X, \mathfrak{A})}$. Therefore by Definition 3.2, we have that $E_{\tau,N}^X$ is a conditional expectation onto $C(X, \mathfrak{A}_N)$.

Next, we verify (2). We note that if $N, M \in \mathbb{N}$, then if $f \in C(X, \mathfrak{A})$, then

$$
E_{\tau,N}^X(E_{\tau,M}^X(f))(x) = E_{\tau,N}(E_{\tau,M}(f(x))) = E_{\tau,N}(E_{\tau,M}(f(x))) = E_{\tau,\min(N,M)}(f(x))
$$

for all $x \in X$ by [5, Step 2 of proof of Theorem 3.5].

Hence $E_{\tau,N}^X \circ E_{\tau,M}^X(f) = E_{\tau,\min(N,M)}^X(f)$ for all $f \in C(X, \mathfrak{A})$ and thus $E_{\tau,N}^X \circ E_{\tau,M}^X = E_{\tau,\min(N,M)}^X = E_{\tau,M}^X \circ E_{\tau,N}^X$ by switching the roles of $N$ and $M$.

Finally, we establish (3). Let $n \in \mathbb{N}$. Let $x \in X$. It is routine to check that $\tau_x$ is a state on $C(X, \mathfrak{A})$ and follows some of the same arguments above since $C(X, \mathfrak{A})$ is unital. Let $f \in C(X, \mathfrak{A})$. We have since $E_{\tau,n}$ is $\tau$-preserving

$$
\tau_n \left( E_{\tau,n}^X(f) \right)(x) = \tau \left( E_{\tau,n}^X(f)(x) \right) = \tau \left( E_{\tau,n}(f(x)) \right) = \tau(f(x)) = \tau_x(f),
$$

and thus $\tau_n \circ E_{\tau,n}^X = \tau_x$. 

In order to move forward we need new quantum metrics on $C(X, \mathfrak{A})$ for $\mathfrak{A}$ finite-dimensional like the ones from [4]. We present this definition using an arbitrary unital C*-algebra $\mathfrak{A}$, and then later show that the following seminorms induce a quantum metric if and only if $\mathfrak{A}$ is finite-dimensional as done in [4].

**Definition 3.4.** Let $(X, d_X)$ be a compact metric space and let $\mathfrak{A}$ be a unital C*-algebra.
For all \( f \in sa (C(X, \mathfrak{A})) \) define
\[
l^\mathfrak{A}_{d_X} (f) = \sup_{x, y \in X} \frac{\| f(x) - f(y) \|_\mathfrak{A}}{d_X(x, y)}
\]
where we set \( \frac{0}{0} = 0 \) when \( x = y \).

Next, if \( E : C(X, \mathfrak{A}) \to C(X, C1\mathfrak{A}) \) is a conditional expectation onto \( C(X, C1\mathfrak{A}) \) and \( r \in \mathbb{R}, r > 0 \), then for all \( f \in sa (C(X, \mathfrak{A})) \) define
\[
L_{d_X}^{\mathfrak{A}, r} (f) = l^\mathfrak{A}_{d_X} (f) + \frac{\| f - E(f) \|_{C(X, \mathfrak{A})}}{r}.
\]

Now, we show that the above seminorm forms a compact quantum metric space if and only if \( \mathfrak{A} \) is finite-dimensional.

**Theorem 3.5.** Let \((X, d_X)\) be a compact metric space and let \( \mathfrak{A} \) be a unital C*-algebra. Let \( E : C(X, \mathfrak{A}) \to C(X, C1\mathfrak{A}) \) be a conditional expectation onto \( C(X, C1\mathfrak{A}) \). Let \( r \in \mathbb{R}, r > 0 \). The following are equivalent:

1. \((C(X, \mathfrak{A}), L_{d_X}^{\mathfrak{A}, r})\) is a 2-quasi-Leibniz compact quantum metric space;
2. \( \mathfrak{A} \) is finite-dimensional.

**Proof.** We begin with the reverse direction. First, we note that \( l^\mathfrak{A}_{d_X} \) is a 2-quasi-Leibniz seminorm since it is Leibniz by [4, Proposition 2.4] and \( E \) is linear. Also the expression \( \frac{\| (\cdot - E(\cdot)) \|_{C(X, \mathfrak{A})}}{r} \) is 2-quasi-Leibniz by [5, Lemma 3.2]. And, the supremum of 2-quasi-Leibniz seminorms is still 2-quasi-Leibniz. Next, we check lower semicontinuity. The expression \( l^\mathfrak{A}_{d_X} \) is lower semicontinuous by [4, Lemma 2.6].

Also, the expression \( \frac{\| (\cdot - E(\cdot)) \|_{C(X, \mathfrak{A})}}{r} \) is continuous since the norm is continuous and \( E_{r, n} \) is continuous. Hence \( L_{d_X}^{\mathfrak{A}, r} \) is the supremum of lower semicontinuous maps and is thus lower semicontinuous.

Next, we check that \( \{ a \in sa (\mathfrak{A}) : L_{d_X}^{\mathfrak{A}, r} (a) = 0 \} = R1_{C(X, \mathfrak{A})} \cdot X \). Let \( x, y \in X \), then
\[
\| 1_{C(X, \mathfrak{A})} (x) - 1_{C(X, \mathfrak{A})} (y) \|_\mathfrak{A} = \| 1_\mathfrak{A} - 1_\mathfrak{A} \|_\mathfrak{A} = 0,
\]
and for all \( k \in \mathbb{N} \), we have
\[
\| 1_{C(X, \mathfrak{A})} - E(1_{C(X, \mathfrak{A})}) \|_{C(X, \mathfrak{A})} = \| 1_{C(X, \mathfrak{A})} - 1_{C(X, \mathfrak{A})} \|_{C(X, \mathfrak{A})} = 0
\]
by Theorem 3.3. Thus, \( L_{d_X}^{\mathfrak{A}, r} (1_{C(X, \mathfrak{A})}) = 0 \). Next, assume that \( f \in sa (C(X, \mathfrak{A})) \) such that \( L_{d_X}^{\mathfrak{A}, r} (f) = 0 \). Hence, we have that \( \| f - E(f) \|_{C(X, \mathfrak{A})} = 0 \). Therefore, we have that
\[
(3.3) \quad f = E(f) \in C(X, C1\mathfrak{A}).
\]

Thus, for each \( x \in X \), we have that \( f(x) = r_x 1_\mathfrak{A} \) for some \( r_x \in \mathbb{R} \). Hence, fix \( x_0 \in X \) and let \( y \in X \),
\[
0 = \| f(x_0) - f(y) \|_\mathfrak{A} = \| r_{x_0} 1_\mathfrak{A} - r_y 1_\mathfrak{A} \|_\mathfrak{A} = | r_{x_0} - r_y | \cdot \| 1_\mathfrak{A} \|_\mathfrak{A} = | r_{x_0} - r_y |.
\]
Therefore, \( r_{x_0} = r_y \). Thus, \( f(x) = r_{x_0}1_\mathcal{A} \) for all \( x \in X \). Hence, we have that 
\[
\left\{ f \in sa(C(X, \mathcal{A})) : L_{d_{X,E}}^{\alpha r}(f) = 0 \right\} = R1_{C(X, \mathcal{A})}.
\]
Note that the above arguments did not require finite-dimensionality for \( \mathcal{A} \) as seen in the hypotheses in the referenced results, and we make this note here for a later proof.

Since \( \mathcal{A} \) is finite-dimensional, we have that the seminorm, defined for all \( a \in C(X, \mathcal{A}) \) by
\[
L(a) = \max \left\{ \frac{\| \alpha \|}{d_X(a), \| \alpha + C(X, C1_{\mathcal{A}}) \|_{C(X, \mathcal{A})/C(X, C1_{\mathcal{A}})}} \right\},
\]
where \( \| \cdot \| + C(X, C1_{\mathcal{A}}) \|_{C(X, \mathcal{A})/C(X, C1_{\mathcal{A}})} \) is the quotient norm, is a Lip-norm on 
\( C(X, \mathcal{A}) \) by [4, Theorem 2.10]. By construction, we have \( \text{dom}(L) = \text{dom} \left( L_{d_{X,E}}^{\alpha r} \right) \), and thus, we also have that \( \text{dom}(L_{d_{X,E}}^{\alpha r}) \) is dense. Since \( E(a) \in C(X, C1_{\mathcal{A}}) \) for all \( a \in C(X, \mathcal{A}) \), we have that
\[
L \leq L_{d_{X,E}}^{\alpha,1}.
\]
Hence, by [36, Comparison Lemma 1.10], we have that \( \left( C(X, \mathcal{A}), L_{d_{X,E}}^{\alpha,1} \right) \) is a compact quantum metric space.

Now, assume that \( 0 < r < 1 \). Then, by construction, we have that
\[
L_{d_{X,E}}^{\alpha,1} \leq L_{d_{X,E}}^{\alpha r},
\]
and so \( \left( C(X, \mathcal{A}), L_{d_{X,E}}^{\alpha r} \right) \) is a compact quantum metric space by the same argument.

Next, assume that \( r \geq 1 \). Note that it is easily verified that \( L_{d_{X,E}}^{\alpha,1} \) is a Lip-norm. By construction, we have that
\[
\frac{1}{r} L_{d_{X,E}}^{\alpha,1} \leq L_{d_{X,E}}^{\alpha r},
\]
and so \( \left( C(X, \mathcal{A}), L_{d_{X,E}}^{\alpha r} \right) \) is a compact quantum metric space by the same argument.

The forward direction follows the same proof as [4, Theorem 2.10] up to scaling by \( \frac{1}{r} \) and using the fact that conditional expectations are contractive just as states are. \( \square \)

**Remark 3.6.** We note that the above places a compact quantum metric on any C*-algebra of the form \( C(X, \mathcal{A}) \) for \( (X, d_X) \) compact metric and \( \mathcal{A} \) finite-dimensional C*-algebra. Indeed, by finite-dimensionality and existence of faithful tracial state, there exists a conditional expectation from \( \mathcal{A} \) onto \( C1_{\mathcal{A}} \), which can be extended to a conditional expectation from \( C(X, \mathcal{A}) \) onto \( C(X, C1_{\mathcal{A}}) \) as seen in Theorem 3.3.

We are almost ready to present the main quantum metrics of this article. We note that the above Theorem shows that we MUST do more in the case when \( \mathcal{A} \) is infinite dimensional if we still want to include the Lipschitz constant in this manner, and this manner is desirable since it provides a Leibniz rule for elementary tensors as seen in Expression (3.8). The method to remedy this is to use the Lip-norms from Definition 3.4 along with techniques from [5, 25, 24]. Furthermore, we
will see that we recover all structure from previous and classical structure while showing that our construction of Lip-norm satisfies a Leibniz-type rule on elementary tensors, when \( C(X, \mathcal{A}) \) is viewed as \( C(X) \otimes \mathcal{A} \), which establishes that our construction is compatible with the tensor product structure in Expression (3.8).

To motivate why we say that this is compatible with the tensor product structure, we present a classical case of tensor products. First, we introduce some notation and prove a classical lemma.

**Notation 3.7.** Let \((X, d_X)\) and \((Y, d_Y)\) be compact metric spaces. We denote the 1-metric on the Cartesian product \(X \times Y\) by \(d_{X \times Y}^1\), where for all \((x_1, y_1), (x_2, y_2) \in X \times Y\), we have
\[
d_{X \times Y}^1((x_1, y_1), (x_2, y_2)) = d_X(x_1, x_2) + d_Y(y_1, y_2).
\]

**Lemma 3.8.** If \(\mathcal{A}\) is a unital commutative \(C^*\)-algebra, then
\[
\|a\|_{\mathcal{A}} = \sup_{\nu \in \mathcal{P S}(\mathcal{A})} |\nu(a)|
\]
for all \(a \in \mathcal{A}\), where \(\mathcal{P S}\) denotes pure states of \(\mathcal{A}\).

**Proof.** Let \(a \in \mathcal{A}\). Note that
\[
\|a\|_2^2 = \|a^*a\|_{\mathcal{A}} = \sup_{\nu \in \mathcal{P S}(\mathcal{A})} \nu(a^*a)
\]
by [16, Lemma I.9.10] since \(a^*a\) is positive. Thus
\[
\|a\|_{\mathcal{A}} = \sup_{\nu \in \mathcal{P S}(\mathcal{A})} \sqrt{\nu(a^*a)}.
\]
Next, since pure states on unital commutative \(C^*\)-algebras are multiplicative by [20, Proposition 4.4.1], we have that
\[
\|a\|_{\mathcal{A}} = \sup_{\nu \in \mathcal{P S}(\mathcal{A})} \sqrt{\nu(a^*)\nu(a)} = \sup_{\nu \in \mathcal{P S}(\mathcal{A})} \sqrt{\nu(a)\nu(a)}
\]
\[
= \sup_{\nu \in \mathcal{P S}(\mathcal{A})} \sqrt{|\nu(a)|^2} = \sup_{\nu \in \mathcal{P S}(\mathcal{A})} |\nu(a)|,
\]
which completes the proof. \(\square\)

**Theorem 3.9.** Let \(X, Y\) be compact Hausdorff spaces. It holds that
\[
C(X \times Y) \cong C(X) \otimes C(Y),
\]
where \(C(X) \otimes C(Y)\) is the \(C^*\)-algebra formed over the tensor product of \(C^*\)-algebras given by [11, Chapter 3], which is unique by [11, Proposition 2.4.2 and Proposition 3.6.12].

In particular, there exists a unique *-isomorphism
\[
c_T : C(X) \otimes C(Y) \rightarrow C(X \times Y)
\]
such that for all \(f \in C(X), g \in C(Y)\), it holds that \(c_T(f \otimes g)(x, y) = f(x)g(y)\) for all \(x \in X, y \in Y\).

If, furthermore, \((X, d_X)\), \((Y, d_Y)\) are compact metric spaces, then using notation from Definition 3.4 and Notation 3.7, we have that
\[
I_{d_X}^C(f) \otimes I_{d_Y}^C(g) \leq I_{d_X}^C(f) \otimes \|g\|_{C(Y)} + I_{d_Y}^C(g) \otimes \|f\|_{C(X)}
\]
(3.4)
\[
= I_{d_X}^C(f) \otimes \|g\|_{C(Y)} + I_{d_Y}^C(g) \otimes \|f\|_{C(X)}
\]
for all \(f \in C(X), g \in C(Y)\).
Proof. The result $C(X \times Y) \cong C(X) \otimes C(Y)$ is well-known but may be difficult to find in the literature, and thus, we provide a proof.

Let $C(X) \otimes C(Y)$ denote the algebra over $\mathbb{C}$ formed over the algebraic tensor product of $C(X)$ and $C(Y)$ [11, Section 3.1], which is dense in $C(X) \otimes C(Y)$ by definition of the $C^*$-algebraic tensor product. For all $f \in C(X), g \in C(Y)$, define

$$c_T(f \otimes g) : (x, y) \in X \times Y \mapsto f(x)g(y) \in \mathbb{C}$$

and we note that $c_T(f \otimes g) \in C(X \times Y)$. Now, extend $c_T$ to a $\ast$-homomorphism on $C(X) \otimes C(Y)$. Now, we show $c_T$ is an isometry on $C(X) \otimes C(Y)$.

Let $a \in C(X) \otimes C(Y)$. Note that

$$(3.5) \quad \|a\|_{C(X) \otimes C(Y)} = \sup_{\nu \in \mathcal{M}(C(X) \otimes C(Y))} |\nu(a)|,$$

by Lemma 3.8 since $C(X) \otimes C(Y)$ is unital and commutative.

Now, since $a \in C(X) \otimes C(Y)$, there exist $n \in \mathbb{N}$, $r_0, \ldots, r_n \in \mathcal{C}, f_0, \ldots, f_n \in C(X), g_0, \ldots, g_n \in C(Y)$ such that $a = \sum_{k=0}^{n} r_k (f_k \otimes g_k)$. Let $\mu$ be a pure state on $C(X) \otimes C(Y)$. Then, there exist a pure state $\mu_X$ on $C(X)$ and a pure state $\mu_Y$ on $C(Y)$ such that $\mu(f \otimes g) = \mu_X(f)\mu_Y(g)$ for all $f \in C(X), g \in C(Y)$ by [11, Corollary 3.4.3]. Now, by the beginning of the proof of Theorem 4.1, we have that $\mu_X = \delta_x$ and $\mu_Y = \delta_y$ for some $x \in X, y \in Y$, so that $\mu(f \otimes g) = \delta_x(f)\delta_y(g) = f(x)g(y) = c_T(f \otimes g)(x, y)$ for all $f \in C(X), g \in C(Y)$. Therefore, we have that

$$|\mu(a)| = \left| \sum_{k=0}^{n} r_k \cdot \mu(f_k \otimes g_k) \right| = \left| \sum_{k=0}^{n} r_k \cdot c_T(f_k \otimes g_k)(x, y) \right| = |c_T(a)(x, y)| \leq \|c_T(a)\|_{C(X \times Y)},$$

which implies that $\|a\|_{C(X) \otimes C(Y)} \leq \|c_T(a)\|_{C(X \times Y)}$ by Expression (3.5) and since $\mu$ was an arbitrary pure state.

For the other inequality, begin with $(x, y) \in X \times Y$. Now, since $\delta_x$ and $\delta_y$ are pure states, there exists a pure state $\mu$ on $C(X) \otimes C(Y)$ such that $\mu(f \otimes g) = \delta_x(f)\delta_y(g)$ for all $f \in C(X), g \in C(Y)$ by [34, Theorem 6.4.13] since the $C^*$-norm on $C(X) \otimes C(Y)$ is the spatial/min $C^*$-norm by nuclearity by commutativity [34, Takesaki Theorem 6.4.15]. And, the same argument above shows that

$$|c_T(a)(x, y)| = |\mu(a)| \leq \|a\|_{C(X) \otimes C(Y)}$$

since states are contractive. And thus $\|c_T(a)\|_{C(X \times Y)} \leq \|a\|_{C(X) \otimes C(Y)}$ since $(x, y) \in X \times Y$ was arbitrary.

Therefore $c_T$ is an isometry and thus by density and completeness, $c_T$ extends to an isometric $\ast$-homomorphism on $C(X) \otimes C(Y)$, which we still denote by $c_T$. Now, $c_T(C(X) \otimes C(Y))$ is a unital $\ast$-subalgebra of $C(X \times Y)$ by construction. Fix $(x, y), (x', y') \in X \times Y$. We will only do the case when $x \neq x'$ and $y \neq y'$, and the other cases follow similarly. By [42, Urysohn’s Lemma 15.6], there exists $f \in C(X)$ such that $f(x) = 1$ and $f(x') = 0$, and there exists $g \in C(Y)$ such that $g(y) = 1$ and $g(y') = 0$. Hence $c_T(f \otimes g)(x, y) = f(x)g(y) = 1 \neq 0 = f(x')g(y') = c_T(f \otimes g)(x', y')$. Thus $c_T(C(X) \otimes C(Y))$ also separates points and thus by [15, Stone-Weierstrass Theorem V.8.1], we have that $c_T(C(X) \otimes C(Y))$ is dense in $C(X \times Y)$. 
Therefore, as $c_T$ is an isometry, we have that $c_T(\mathbb{C}(X) \otimes \mathbb{C}(Y)) = \mathbb{C}(X \times Y)$ by completeness. The uniqueness follows by density and continuity.

Finally, we assume that $(X, d_X)$ and $(Y, d_Y)$ are compact metric spaces. Let $f \in \mathbb{C}(X)$, $g \in \mathbb{C}(Y)$. Let $(x, y), (x', y') \in X \times Y$. We then have

\[
\frac{|c_T(f \otimes g)(x, y) - c_T(f \otimes g)(x', y')|}{d_{d_X \times d_Y}(x, y), (x', y'))} = \frac{|f(x)g(y) - f(x')g(y')|}{d_X(x, x') + d_Y(y, y')}
\]

\[
\leq \frac{|f(x) - f(x')| \cdot |g(y)|}{d_X(x, x')} + \frac{|f(x')| \cdot |g(y) - g(y')|}{d_Y(y, y')}
\]

\[
\leq \frac{|f(x) - f(x')| \cdot |g(y)|}{d_X(x, x')}
\]

which completes the proof. \hfill \Box

We now present the quantum metrics we will study for the rest of this article. These quantum metrics translate a standard categorical limit into a metric limit in propinquity of the inductive sequence while also providing a noncommutative analogue to the tensor Leibniz rule of Expression (3.4) in Expression (3.8).

**Theorem 3.10.** Let $(X, d_X)$ be a compact metric space and let $\mathfrak{A} = \bigcup_{n \in \mathbb{N}} \mathfrak{A}_n$ be a unital $C^*$-algebra equipped with faithful tracial state $\tau$ such that $\mathfrak{A}_n$ is a finite-dimensional $C^*$-subalgebra of $\mathfrak{A}$ for all $n \in \mathbb{N}$ and $\mathfrak{A}_0 = \mathbb{C}1_\mathfrak{A} \subseteq \mathfrak{A}_1 \subseteq \mathfrak{A}_2 \subseteq \cdots$. In particular, $\mathfrak{A}$ is AF. Denote $\mathcal{I} = (\mathfrak{A}_n)_{n \in \mathbb{N}}$. Let $(\beta(n))_{n \in \mathbb{N}}$ be a sequence of positive real numbers that converges to 0.

Using notation from Definition 3.4 and Theorem 3.3, if we define

\[
L_{d_X, \mathcal{I}, \tau}^{\mathfrak{A}, \beta}(f) = L_{d_X}^{\mathfrak{A}}(f) + \sup_{n \in \mathbb{N}} \left\{ \frac{\|f - E_{\tau,n}^{\mathcal{I}}(f)\|_{\mathbb{C}(X, \mathfrak{A})}}{\beta(n)} \right\}
\]

for all $f \in sa\left(\mathbb{C}(X, \mathfrak{A})\right)$, then:

1. $\left(\mathbb{C}(X, \mathfrak{A}_n), L_{d_X, \mathcal{I}, \tau}^{\mathfrak{A}, \beta} \right)$ is a 2-quasi-Leibniz compact quantum metric space for each $n \in \mathbb{N}$, where

\[
L_{d_X, \mathcal{I}, \tau}^{\mathfrak{A}, \beta}(f) = L_{d_X}^{\mathfrak{A}}(f) + \max_{k \in \{0, \ldots, n\}} \left\{ \frac{\|f - E_{\tau,k}^{\mathcal{I}}(f)\|_{\mathbb{C}(X, \mathfrak{A})}}{\beta(k)} \right\}
\]

for all $f \in sa\left(\mathbb{C}(X, \mathfrak{A}_n)\right)$,

2. $\left(\mathbb{C}(X, \mathfrak{A}), L_{d_X, \mathcal{I}, \tau}^{\mathfrak{A}, \beta} \right)$ is a 2-quasi-Leibniz compact quantum metric space,
(3) \( \Lambda \left( \left( C(X, \mathfrak{A}), \mathcal{L}^{d_\beta}_d \tau, \beta \right), \left( C(X, \mathfrak{A}_n), \mathcal{L}^{d_\beta}_d \tau, \beta \right) \right) \leq \beta(n) \), for each \( n \in \mathbb{N} \) and thus,
\[
\lim_{n \to \infty} \Lambda \left( \left( C(X, \mathfrak{A}), \mathcal{L}^{d_\beta}_d \tau, \beta \right), \left( C(X, \mathfrak{A}_n), \mathcal{L}^{d_\beta}_d \tau, \beta \right) \right) = 0.
\]

(4) if \( \mathfrak{A} = \mathbb{C} \), then \( \left( C(X, \mathfrak{A}), \mathcal{L}^{d_\beta}_d \tau, \beta \right) \) is fully quantum isometric (in the sense of Theorem 2.10) to \( \left( C(X), L^0 \right) \).

(5) if \( X = \{ x \} \), then \( \left( C(X, \mathfrak{A}), \mathcal{L}^{d_\beta}_d \tau, \beta \right) \) is fully quantum isometric (in the sense of Theorem 2.10) to \( \left( \mathfrak{A}, L^0 \right) \) of Theorem 2.11, and

(6) if \( \dim(\mathfrak{A}) < \infty \) and we set \( \mathfrak{A}_n = \mathbb{A} \) for all \( n \in \mathbb{N} \setminus \{ 0 \} \) and \( \beta(0) = r \) for some \( r \in \mathbb{R}, r > 0 \), then \( \left( C(X, \mathfrak{A}), \mathcal{L}^{d_\beta}_d \tau, \beta \right) \) is fully quantum isometric (in the sense of Theorem 2.10) to \( \left( C(X, \mathfrak{A}), \mathcal{L}^{d_\beta}_d \tau, \beta \right) \) of Definition 3.4.

Furthermore, if we let \( C(X) \otimes \mathfrak{A} \) be the C*-algebraic tensor product over \( C(X) \) and \( \mathfrak{A} \), which is unique by [11, Proposition 2.4.2 and Proposition 3.6.12], and we let \( \pi_{X, \mathfrak{A}} : C(X) \otimes \mathfrak{A} \to C(X, \mathfrak{A}) \) be the canonical *-isomorphism of [34, Theorem 6.4.17] such that for all \( f \in C(X), a \in \mathfrak{A} \), it holds that \( \pi_{X, \mathfrak{A}}(f \otimes a)(x) = f(x) \cdot a \) for all \( x \in X \), and we denote
\[
(3.7) \quad \mathcal{L}^{d_\beta}_d \otimes = \mathcal{L}^{d_\beta}_d \otimes \pi_{X, \mathfrak{A}},
\]
then (1)-(5) all hold with \( C(X, \mathfrak{A}) \) and \( C(X, \mathfrak{A}_n) \) replaced by \( C(X) \otimes \mathfrak{A} \) and \( C(X) \otimes \mathfrak{A}_n \), respectively, for all \( n \in \mathbb{N} \), and \( \mathcal{L}^{d_\beta}_d \otimes \) replaced by \( \mathcal{L}^{d_\beta}_d \otimes \) (except for Expression (3.6)) and (6) holds with only \( \left( C(X, \mathfrak{A}), \mathcal{L}^{d_\beta}_d \tau, \beta \right) \) replaced with \( \left( C(X) \otimes \mathfrak{A}, \mathcal{L}^{d_\beta}_d \otimes \right) \), and note that for all \( f \in C(X), a \in \mathfrak{A} \), it holds that
\[
(3.8) \quad \mathcal{L}^{d_\beta}_d \otimes(f \otimes a) = \mathcal{L}^{d_\beta}_d(f) \| a \|_\mathfrak{A} + \mathcal{L}^{d_\beta}_d(a) \| f \|_{C(X)},
\]
where \( \mathcal{L}^{d_\beta}_d \) is from Theorem 2.11, and thus
\[
\mathcal{L}^{d_\beta}_d \otimes(1_{C(X)} \otimes a) = \mathcal{L}^{d_\beta}_d(a) \quad \text{and} \quad \mathcal{L}^{d_\beta}_d \otimes(f \otimes 1_\mathfrak{A}) = \mathcal{L}^{d_\beta}_d(f).
\]

Proof. (1) We will prove much of (2) in proving (1). First, we note that \( \mathcal{L}^{d_\beta}_d \) is a 2-quasi-Leibniz seminorm that is lower semicontinuous by the same argument as Theorem 3.5 since finite-dimensionality was not required for this part of the argument and the supremum of lower semicontinuous maps is again lower semicontinuous.

Next, let’s show that \( \text{dom} \left( \mathcal{L}^{d_\beta}_d \right) \) is dense in \( sa(C(X, \mathfrak{A})) \). Let \( n \in \mathbb{N} \). Let \( f \in \text{dom} \left( \mathcal{L}^{d_\beta}_d \right) \). Then, we have \( f \in sa(C(X, \mathfrak{A}_n)) \) and \( \mathcal{L}^{d_\beta}_n(f) < \infty \). However, since the C*-norm on \( \mathfrak{A}_n \) is given by the C*-norm on \( \mathfrak{A} \) by assumption, we have that \( \mathcal{L}^{d_\beta}_n(f) = \mathcal{L}^{d_\beta}_n(f) = \mathcal{L}^{d_\beta}_n(f) < \infty \). Also, for each \( k \in \mathbb{N}, k \geq n \), we have that
\[
\left\| f - E^X_{f,k}(f) \right\|_{C(X, \mathfrak{A})} = \left\| f - f \right\|_{C(X, \mathfrak{A})} = 0
\]
by Theorem 3.3. Hence,
\[ \sup_{n \in \mathbb{N}} \left\{ \frac{\| f - E_{\mathcal{T},n}^X(f) \|_{C(X, \mathcal{A})}}{\beta(n)} \right\} = \max_{k \in \{0, \ldots, n\}} \left\{ \frac{\| f - E_{\mathcal{T},n}^X(f) \|_{C(X, \mathcal{A})}}{\beta(n)} \right\}. \]

Thus, \( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta}(f) < \infty \) for all \( f \in \text{dom} \left( I_{d_{\mathcal{X}}}^\mathcal{A} \right) \). Since \( n \in \mathbb{N} \) was arbitrary, we have that
\[ \bigcup_{n \in \mathbb{N}} \text{dom} \left( I_{d_{\mathcal{X}}}^\mathcal{A} \right) \subseteq \text{dom} \left( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta} \right). \]

Now, \( \text{dom} \left( I_{d_{\mathcal{X}}}^\mathcal{A} \right) \) is dense in \( sa(C(X, \mathcal{A})) \) for all \( n \in \mathbb{N} \) by [4, Lemma 2.6], and thus \( \bigcup_{n \in \mathbb{N}} \text{dom} \left( I_{d_{\mathcal{X}}}^\mathcal{A} \right) \) is dense in \( sa(C(X, \mathcal{A})) \). Therefore, \( \text{dom} \left( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta} \right) \) is dense in \( sa(C(X, \mathcal{A})) \) by Proposition 3.1. Furthermore, we have also established Expression (3.6).

Next, we check the kernel of \( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta} \). Let \( x, y \in X \), then
\[ \left\| 1_{C(X, \mathcal{A})}(x) - 1_{C(X, \mathcal{A})}(y) \right\|_{\mathcal{A}} = \left\| 1_{\mathcal{A}} - 1_{\mathcal{A}} \right\|_{\mathcal{A}} = 0, \]
and for all \( k \in \mathbb{N} \), we have
\[ \left\| 1_{C(X, \mathcal{A})} - E_{\mathcal{T},X}^k(1_{C(X, \mathcal{A})}) \right\|_{C(X, \mathcal{A})} = \left\| 1_{C(X, \mathcal{A})} - 1_{C(X, \mathcal{A})} \right\|_{C(X, \mathcal{A})} = 0 \]
by Theorem 3.3. Thus, \( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta}(1_{C(X, \mathcal{A})}) = 0 \). Next, assume that \( f \in sa(C(X, \mathcal{A})) \) such that \( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta}(f) = 0 \). Hence, we have that \( \| f - E_{\mathcal{T},X}^k(f) \|_{C(X, \mathcal{A})} = 0 \). Therefore, we have that \( f = E_{\mathcal{T},\mathcal{X}}^k(f) \in C(X, \mathcal{C}_{\mathcal{A}}) \). And, the rest of the argument that
\[ \left\{ f \in sa(C(X, \mathcal{A})) : L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta}(f) = 0 \right\} = R1_{C(X, \mathcal{A})} \]
follows from the same argument after Expression (3.3).

Now, let \( n \in \mathbb{N} \), by Expression (3.6), we have that
\[ L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta}(0) \leq L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta}(f) \]
for all \( f \in sa(C(X, \mathcal{A})) \). Hence, \( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta} \) is a Lip-norm on \( C(X, \mathcal{A}) \) by [36, Comparison Lemma 1.10] since \( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta} \) is a Lip-norm on \( C(X, \mathcal{A}) \) by Theorem 3.5. This completes (1).

(2) By the details verified in part (1) above, we only have to check that \( mk_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta} \) metrizes the weak* topology of \( \mathcal{S}(C(X, \mathcal{A})) \). To accomplish this, we will use Theorem 2.3. Fix \( x_0 \in X \) and consider \( \tau_{x_0} \in \mathcal{S}(C(X, \mathcal{A})) \) of Theorem 3.3. We will now show that
\[ L_{\tau_{x_0}} = \left\{ f \in sa(C(X, \mathcal{A})) : L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta}(f) \leq 1 \text{ and } \tau_{x_0}(f) = 0 \right\} \]
is compact. It is already closed since \( \tau_{x_0} \) is continuous and \( L_{d_{\mathcal{X}, \mathcal{T}}, \cdot}^\mathcal{A, \beta} \) is lower semi-continuous. So, we only have to show that \( L_{\tau_{x_0}} \) is totally bounded. Let \( \varepsilon > 0.\)
There exists $N \in \mathbb{N}$ such that $\beta(N) < \epsilon/2$. Now, since $\left( C(X, \mathfrak{A}_N), L_{d_{\mathfrak{A},I,\tau}}^{\beta} \right)$ is a compact quantum metric space by part (1), we have that the set

$$L_{\tau_0}^N = \left\{ f \in sa \left( C(X, \mathfrak{A}) \right): L_{d_{\mathfrak{A},I,\tau}}^{\beta}(f) \leq 1 \text{ and } \tau_0(f) = 0 \right\}$$

is totally bounded by Theorem 2.3 since $\tau_0 \in \mathcal{S}(C(X, \mathfrak{A}_N))$. Hence, there exists a finite $\epsilon/2$-net $\{g_0, \ldots, g_M\} \subseteq L_{\tau_0}^N$ of $L_{\tau_0}^N$. We will now show that $\{g_0, \ldots, g_M\}$ is a finite $\epsilon$-net of $L_{\tau_0}$. First, we note that $\{g_0, \ldots, g_M\} \subseteq L_{\tau_0}$. Let $f \in L_{\tau_0}$. Note that $E_{\tau,N}(f) \in sa \left( C(X, \mathfrak{A}_N) \right)$ since conditional expectations are positive by [11, Theorem 1.5.10 (Tomiyama)]. Now, $f \in L_{\tau_0}$ implies that $L_{d_{\mathfrak{A},I,\tau}}^{\beta}(f) \leq 1$, which implies that

$$\left\| f - E_{\tau,N}(f) \right\|_{C(X, \mathfrak{A})} \leq \beta(N) < \epsilon/2. \tag{3.9}$$

Note that $0 = \tau_0(f) = \tau_0(E_{\tau,N}(f))$ by Theorem 3.3. Now, we will show that $L_{d_{\mathfrak{A},I,\tau}}^{\beta}(E_{\tau,N}(f)) \leq L_{d_{\mathfrak{A},I,\tau}}^{\beta}(f) \leq 1$.

Let $n \in \mathbb{N}$. Let $x, y \in X$, then

$$\left\| E_{\tau,N}(f)(x) - E_{\tau,N}(f)(y) \right\|_{\mathfrak{A}} = \left\| E_{\tau,N}(f(x)) - E_{\tau,N}(f(y)) \right\|_{\mathfrak{A}} = \left\| E_{\tau,N}(f(x) - f(y)) \right\|_{\mathfrak{A}} \leq \left\| f(x) - f(y) \right\|_{\mathfrak{A}}$$

by Theorem 3.3 and thus

$$l_{d_{\mathfrak{A}}}^{\beta}(E_{\tau,N}(f)) \leq l_{d_{\mathfrak{A}}}^{\beta}(f). \tag{3.10}$$

Let $n \geq N$. Then, by Theorem 3.3

$$\left\| E_{\tau,N}(f) - E_{\tau,n}(E_{\tau,N}(f)) \right\|_{C(X, \mathfrak{A})} = \left\| E_{\tau,N}(f) - E_{\tau,\min(n,N)}(f) \right\|_{C(X, \mathfrak{A})} = \frac{\left\| E_{\tau,N}(f) - E_{\tau,N}(f) \right\|_{C(X, \mathfrak{A})}}{\beta(n)} = 0 \leq \frac{\left\| f - E_{\tau,N}(f) \right\|_{C(X, \mathfrak{A})}}{\beta(n)}.$$

Next, if $n \leq N - 1$, then by Theorem 3.3

$$\left\| E_{\tau,N}(f) - E_{\tau,n}(E_{\tau,N}(f)) \right\|_{C(X, \mathfrak{A})} = \left\| E_{\tau,N}(f) - E_{\tau,N}(E_{\tau,N}(f)) \right\|_{C(X, \mathfrak{A})} = \frac{\left\| E_{\tau,N}(f) - E_{\tau,N}(f) \right\|_{C(X, \mathfrak{A})}}{\beta(n)} = \frac{\left\| E_{\tau,N}(f) - E_{\tau,n}(f) \right\|_{C(X, \mathfrak{A})}}{\beta(n)} \leq \frac{\left\| f - E_{\tau,N}(f) \right\|_{C(X, \mathfrak{A})}}{\beta(n)}.$$
Hence
\[
(3.11)
\sup_{n \in \mathbb{N}} \left\{ \frac{\left\| E_{T,N}^X(f) - E_{T,N}(E_{T,N}^X(f)) \right\|_{C(X,\mathfrak{A})}}{\beta(n)} \right\} \leq \sup_{n \in \mathbb{N}} \left\{ \frac{\left\| f - E_{T,N}^X(f) \right\|_{C(X,\mathfrak{A})}}{\beta(n)} \right\}.
\]

Therefore, combining Expressions (3.10) and (3.11), we have
\[
(3.12)
L^\mathfrak{A}_{d_X,I,T} (E_{T,N}^X(f)) \leq L^\mathfrak{A}_{d_X,I,T} (f),
\]
and thus \( L^\mathfrak{A}_{d_X,I,T} (E_{T,N}^X(f)) \leq 1 \). Hence \( E_{T,N}^X(f) \in L^\mathfrak{A}_{T_0} \). Therefore, there exists \( j \in \{0, \ldots, M\} \) such that
\[
\| E_{T,N}^X(f) - g_j \|_{C(X,\mathfrak{A})} < \varepsilon/2.
\]
Combining this with Expression (3.9), we have that
\[
\| f - g_j \|_{C(X,\mathfrak{A})} \leq \| f - E_{T,N}^X(f) \|_{C(X,\mathfrak{A})} + \| E_{T,N}^X(f) - g_j \|_{C(X,\mathfrak{A})} < \varepsilon/2 + \varepsilon/2 = \varepsilon.
\]

Therefore, \( L_{T_0} \) is totally bounded and thus compact. Hence \( L^\mathfrak{A}_{d_X,I,T} \) is a \((2,0)\)-quasi-Leibniz Lip-norm on \( C(X,\mathfrak{A}) \) by Theorem 2.3.

(3) Let \( n \in \mathbb{N} \). Consider the bridge of Definition 2.5 from \( C(X,\mathfrak{A})_n \) to \( C(X,\mathfrak{A}) \) given by \( \gamma = (C(X,\mathfrak{A}), I_n, \text{id}_{C(X,\mathfrak{A})}, 1_{C(X,\mathfrak{A})}) \). In this case, we have that
\[
\mathcal{J}_1(C(X,\mathfrak{A})|1_{C(X,\mathfrak{A})}) = \mathcal{J}(C(X,\mathfrak{A})).
\]
Thus, the height of this bridge (Definition 2.6) is 0. Thus, the length of the bridge (Definition 2.9) is equal to its reach (Definition 2.8), which we estimate now:

First, let \( f \in \text{sa} (C(X,\mathfrak{A})) \) such that \( L^\mathfrak{A}_{d_X,I,T} (f) \leq 1 \). Then \( f \in \text{sa} (C(X,\mathfrak{A})) \) such that \( L^\mathfrak{A}_{d_X,I,T} (f) \leq \beta(n) \), and \( \| f - f \|_{C(X,\mathfrak{A})} = 0 \leq \beta(n) \).

Next, let \( f \in \text{sa} (C(X,\mathfrak{A})) \) such that \( L^\mathfrak{A}_{d_X,I,T} (f) \leq 1 \). Thus, by construction, we have that \( \| f - E_{T,n}^X(f) \|_{C(X,\mathfrak{A})} \leq \beta(n) \). Now, \( E_{T,n}^X(f) \in \text{sa} (C(X,\mathfrak{A})) \) since conditional expectations are positive by [11, Theorem 1.5.10 (Tomiyama)], and we have that \( L^\mathfrak{A}_{d_X,I,T} (E_{T,n}^X(f)) \leq L^\mathfrak{A}_{d_X,I,T} (f) \leq 1 \) by Expression (3.12). Then \( f \in \text{sa} (C(X,\mathfrak{A})) \) such that \( L^\mathfrak{A}_{d_X,I,T} (f) \leq 1 \).

Thus, we have that the reach \( q(\gamma|L^\mathfrak{A}_{d_X,I,T}, L^\mathfrak{A}_{d_X,I,T}) \leq \beta(n) \) by definition of the Hausdorff distance. Thus, the length \( \lambda(\gamma|L^\mathfrak{A}_{d_X,I,T}, L^\mathfrak{A}_{d_X,I,T}) \leq \beta(n) \). Therefore, by Theorem 2.10, part (3) is complete since \( (\beta(n))_{n \in \mathbb{N}} \) is assumed to converge to 0.

(4) In this case, we have that \( f = E_{T,n}^X(f) \) for all \( n \in \mathbb{N} \), and the result follows, and in fact, we have \( \left( C(X,\mathfrak{A}), L^\mathfrak{A}_{d_X,I,T} \right) = \left( C(X,\mathfrak{A}), L^\mathfrak{A}_{d_X} \right) \).

(5) Consider the *-isomorphism given by \( a \in \mathfrak{A} \mapsto (x \mapsto a) \in C(\{x\}, \mathfrak{A}) \). Now, for all \( n \in \mathbb{N} \) and \( f \in C(\{x\}, \mathfrak{A})_n \), we have that \( L^\mathfrak{A}_{\{x\}} (f) = 0 \) by definition. Thus, by construction of \( L^\mathfrak{A}_{d_X,I,T} \) and \( E_{\{x\},T} \) for all \( n \in \mathbb{N} \), the proof is complete.

(6) This is immediate by construction, and in fact, we have \( \left( C(X,\mathfrak{A}), L^\mathfrak{A}_{d_X,I,T} \right) = \left( C(X,\mathfrak{A}), L^\mathfrak{A}_{d_X,E_{\{x\}}} \right) \).
Finally, we consider $C(X) \otimes \mathfrak{A}$. Since $\pi_{X,\mathfrak{A}}$ is a $*$-isomorphism, we have that 
\[(C(X) \otimes \mathfrak{A}, L^a_{C(X,\mathfrak{A}), \tau})\] and \[(C(X) \otimes \mathfrak{A}_n, L^a_{\beta(n)})\] for all $n \in \mathbb{N}$ are 2-quasi-Leibniz compact quantum metric spaces, and by construction, we have 
\[(C(X, \mathfrak{A}), L^a_{C(X,\mathfrak{A}), \tau})\] is fully quantum isometric to \[(C(X) \otimes \mathfrak{A}_n, L^\beta(n))\] and \[(C(X, \mathfrak{A}_n), L^a_{\beta(n)})\] is fully quantum isometric to \[(C(X) \otimes \mathfrak{A}_n, L^\beta(n))\] for all $n \in \mathbb{N}$ since the restriction of $\pi_{X,\mathfrak{A}}$ to $C(X) \otimes \mathfrak{A}_n$ is a $*$-isomorphism onto $C(X, \mathfrak{A}_n)$. Thus, (1)-(6) (except for Expression (3.6)) all hold with $C(X, \mathfrak{A})$ and $C(X, \mathfrak{A}_n)$ replaced by $C(X) \otimes \mathfrak{A}$ and $C(X) \otimes \mathfrak{A}_n$, respectively, for all $n \in \mathbb{N}$, and $L^\beta(n)$ replaced by $L^\beta(n)$ since full quantum isometry is an equivalence relation and distance 0 in $\mathfrak{A}$ is equivalent to existence of full quantum isometry by Theorem 2.10.

Now, we verify Expression (3.8). Let $f \in C(X), a \in \mathfrak{A}$. Let $f^X \in C(X, \mathfrak{A})$ denote the function defined for all $x \in X$ by $f^X(x) = f(x) \cdot 1_{\mathfrak{A}}$. Let $a^X \in C(X, \mathfrak{A})$ denote the function defined for all $x \in X$ by $a^X(x) = a$. Thus $f^X \in C(X, \mathfrak{C}_a) = C(X, \mathfrak{A}_0) \subseteq C(X, \mathfrak{A}_n)$ for all $n \in \mathbb{N}$. Also note that, we have that $\pi_{X,\mathfrak{A}}(f \otimes a) = f^X \cdot a^X$. Hence, for all $n \in \mathbb{N}$, we have that $E^{X}_{\tau,n}(\pi_{X,\mathfrak{A}}(f \otimes a)) = E^{X}_{\tau,n}(f^X \cdot a^X) = E^{X}_{\tau,n}(a^X)$ for all $n \in \mathbb{N}$ since $E^{X}_{\tau,n}$ is a conditional expectation onto $C(X, \mathfrak{A}_n)$ by Theorem 3.3 and $f^X \in C(X, \mathfrak{A}_0) \subseteq C(X, \mathfrak{A}_n)$ and bimodule property of conditional expectations [11, Definition 1.5.9 and Tomiyama Theorem 1.5.10]. Furthermore, note that

\[(3.13) \quad E^{X}_{\tau,n}(a^X)(x) = E^{X}_{\tau,n}(a^X(x)) = E^{X}_{\tau,n}(a) \]

for all $x \in X$. Hence, we gather that for all $x, y \in X$,

\[\|\pi_{X,\mathfrak{A}}(f \otimes a)(x) - \pi_{X,\mathfrak{A}}(f \otimes a)(y)\|_{d_X(x,y)} = \|f^X \cdot a - f^X \cdot a\|_{d_X(x,y)} = \|f^X \cdot a - f^X \cdot a\|_{d_X(x,y)} \cdot \|a\|_{\beta(n)} \]

and thus $d^a_{\mathfrak{A}}(\pi_{X,\mathfrak{A}}(f \otimes a)) = d^a_{\mathfrak{A}}\|a\|_{\beta(n)}$.

Also, we gather that for all $n \in \mathbb{N}$

\[\|\pi_{X,\mathfrak{A}}(f \otimes a) - E^{X}_{\tau,n}(\pi_{X,\mathfrak{A}}(f \otimes a))\|_{C(X,\mathfrak{A})} = \|f^X a^X - f^X E^{X}_{\tau,n}(a^X)\|_{C(X,\mathfrak{A})} \]

Now $(f^X(a^X - E^{X}_{\tau,n}(a^X)))(x) = f(x) \cdot (a - E^{X}_{\tau,n}(a)) = \pi_{X,\mathfrak{A}}(f \otimes (a - E^{X}_{\tau,n}(a)))(x)$ for all $x \in X$ by Expression (3.13). Thus \[\pi_{X,\mathfrak{A}}(f \otimes (a - E^{X}_{\tau,n}(a))) = f^X(a^X - E^{X}_{\tau,n}(a^X))\] Hence, since $\pi_{X,\mathfrak{A}}$ is a $*$-isomorphism and $\| \cdot \|_{C(X) \otimes \mathfrak{A}}$ is a cross norm
by [11, Lemma 3.4.10], we have
\[ \frac{\|\pi_{X,\mathcal{A}}(f \otimes a) - E_{T,n}(\pi_{X,\mathcal{A}}(f \otimes a))\|_{C(X,\mathcal{A})}}{\beta(n)} = \frac{\|\pi_{X,\mathcal{A}}(f \otimes (a - E_{T,n}(a)))\|_{C(X,\mathcal{A})}}{\beta(n)} = \frac{\|f \otimes (a - E_{T,n}(a))\|_{C(X) \otimes \mathcal{A}}}{\beta(n)} = \frac{\|f\|_{C(X)} : \|a - E_{T,n}(a)\|_{\mathcal{A}}}{\beta(n)} \leq \frac{\|a - E_{T,n}(a)\|_{\mathcal{A}}}{\beta(n)} \cdot \|f\|_{C(X)}, \]
which proves Expression (3.8). The remaining equalities follow immediately from Expression (3.8) the fact that \( L^\beta_{1\mathcal{A}}(1_{C(X)}) = 0 \) and \( L^\beta_{|X|}(1_\mathcal{A}) = 0 \) by definition of a compact quantum metric space.

**Remark 3.11.** We note another advantage to Expression (3.8) aside from being related to the classical case in Expression (3.4). If a seminorm \( L \) on a tensor product \( \mathfrak{A} \otimes \mathfrak{B} \) satisfies Expression (3.8) with Lip-norms \( L_{\mathfrak{A}} \) on \( \mathfrak{A} \) and \( L_{\mathfrak{B}} \) on \( \mathfrak{B} \), then \( L(a \otimes b) = 0 \implies a \otimes b \in \mathcal{C}1_{\mathfrak{A} \otimes \mathfrak{B}}. \) Indeed, assume \( a \otimes b \not= 0 \implies a \not= 0 \) and \( b \not= 0. \) If \( L(a \otimes b) = 0, \) then \( L_{\mathfrak{A}}(a)\|b\|_{\mathfrak{B}} = 0 \implies L_{\mathfrak{A}}(a) = 0 \implies a \in \mathcal{C}1_{\mathfrak{A}} \) and \( L_{\mathfrak{B}}(b)\|a\|_{\mathfrak{A}} = 0 \implies L_{\mathfrak{B}}(b) = 0 \implies b \in \mathcal{C}1_{\mathfrak{B}} \), which together imply that \( a \otimes b \in \mathcal{C}1_{\mathfrak{A} \otimes \mathfrak{B}}. \)

This condition (Expression (3.8)) on elementary tensors does not guarantee that \( L \) vanishes only on scalars with respect to all of \( \mathfrak{A} \otimes \mathfrak{B}. \) However, this observation along with Expression (3.4) still suggests that a seminorm should satisfy something like Expression (3.8) in order to be considered a Lip-norm on a tensor product that is compatible with the tensor structure.

4. **THE DIAMETER OF THE QUANTUM METRIC ON \( C(X) \otimes \mathfrak{A} \)**

Now, in Theorem 4.2, we will show that we can still capture much of the structure of \( C(X) \) in the state space of \( C(X, \mathfrak{A}) \) with \( \mathfrak{A} \) a unital AF algebra using the Monge-Kantorovich metric. In particular, with our quantum metric, we still have an isometric copy of \( X \) in the state space of \( C(X, \mathfrak{A}) \) or \( C(X) \otimes \mathfrak{A} \) and we find that the diameter of our quantum metric in \( C(X) \otimes \mathfrak{A} \) is bounded by the diameter of the Cartesian product of classical quantum metric on \( C(X) \) and our quantum metric on \( \mathfrak{A}. \) This is motivated by and reflects some properties of the classical *-isomorphism between \( C(X) \otimes C(Y) \) and \( C(X \times Y) \) given in Theorem 3.9. This is seen more explicitly in Corollary 4.3. To understand the consequence of Theorem 4.2, we present a classical result (phrased in terms of quantum metrics) and its proof as it provides some details for the proof of Theorem 4.2.

**Theorem 4.1.** If \( (X, d_X) \) is a compact metric space, then using notation from Definition 3.4, we have
\[ \text{diam} \left( \mathcal{S}(C(X)), \text{mk}_{d_X} \right) = \text{diam}(X, d_X), \]
and moreover, for all \( x, y \in X, \) we have
\[ d_X(x, y) = \text{mk}_{d_X} (\delta_x, \delta_y), \]
where $\delta_x : f \in C(X) \mapsto f(x) \in \mathbb{C}$ and $\delta_y : f \in C(X) \mapsto f(y) \in \mathbb{C}$ are the Dirac point masses associated to $x, y \in X$, respectively.

Proof. Let $\mu, \nu$ be two pure states on $C(X)$. Thus, there exists $x, y \in X$ such that $\mu = \delta_x : f \in C(X) \mapsto f(x) \in \mathbb{C}$ and $\nu = \delta_y : f \in C(X) \mapsto f(y) \in \mathbb{C}$ by [15, Theorem VII.8.7] and [34, Theorem 5.1.6]. Now, it is classical result that for all $x, y \in X$, it holds that

$$mk_{d_X}^{\ast} (\delta_x, \delta_y) = d_X (x, y)$$

for which a proof is provided here [3, Theorem 2.2.10]. Hence,

$$mk_{d_X}^{\ast} (\delta_x, \delta_y) \leq \text{diam}(X, d_X).$$

and thus $mk_{d_X}^{\ast} (\mu, \nu) \leq \text{diam}(X, d_X)$ for all pure states $\mu, \nu$ of $C(X)$ by the beginning of the proof. Since $mk_{d_X}^{\ast}$ is convex in the sense of [37, Definition 9.1] and the state space is the weak$^*$ closed convex hull of the pure states by [34, Corollary 5.1.10], we have that

$$mk_{d_X}^{\ast} (\mu, \mu) \leq \text{diam}(X, d_X).$$

for all states $\mu, \nu$ on $C(X, A)$ since $mk_{d_X}^{\ast}$ metrizes the weak$^*$ topology by [21] for which a proof in terms of quantum metrics can be found here [3, Theorem 2.2.10]. Hence,

$$\text{diam} \left( S(C(X)), mk_{d_X}^{\ast} \right) \leq \text{diam}(X, d_X).$$

Now, since $(X, d_X)$ is compact, there exist $x_1, x_2$ such that $d_X (x_1, x_2) = \text{diam}(X, d_X)$. Therefore,

$$\text{diam}(X, d_X) = d_X (x_1, x_2) = mk_{d_X}^{\ast} (\delta_x, \delta_y) \leq \text{diam} \left( S(C(X)), mk_{d_X}^{\ast} \right) \leq \text{diam}(X, d_X),$$

which completes the proof. \qed

Now, will show how our new quantum metrics extend the results of the above theorem when we tensor $C(X)$ by a unital AF algebra $A$ equipped with a faithful tracial state, which provides another justification of our construction of Lip-norms.

**Theorem 4.2.** Let $(X, d_X)$ be a compact metric space and let $A = \bigcup_{n \in \mathbb{N}} A_n$ be a unital $C^*$-algebra equipped with faithful tracial state $\tau$ such that $A_n$ is a finite-dimensional $C^*$-subalgebra of $A$ for all $n \in \mathbb{N}$ and $A_0 = C^1 \subseteq A_1 \subseteq A_2 \subseteq \cdots$. In particular, $A$ is AF. Denote $\mathcal{I} = (A_n)_{n \in \mathbb{N}}$. Let $(\beta(n))_{n \in \mathbb{N}}$ be a sequence of positive real numbers that converges to 0.


If $L_{\mathcal{X},\mathcal{T}}^{\mu,\phi,\lambda}$ is the Lip-norm on $C(X) \otimes \mathcal{A}$ from Theorem 3.10, then using Notation 3.7, we have

\[(4.1)\]

\[
\text{diam} \left( \mathcal{S}(C(X) \otimes \mathcal{A}), \text{mk}_{L_{\mathcal{X},\mathcal{T}}^{\mu,\phi,\lambda}} \right) \leq \text{diam} \left( \mathcal{S}(C(X)) \times \mathcal{S}(\mathcal{A}), d_{\text{mk}_{L_{\mathcal{X}}^\mu} \times \text{mk}_{L_{\mathcal{T}}^\phi}} \right)
\]

\[
= \text{diam} \left( \mathcal{S}(C(X)), \text{mk}_{d_{\mathcal{X}}} \right)
\]

\[
+ \text{diam} \left( \mathcal{S}(\mathcal{A}), \text{mk}_{L_{\mathcal{T}}^\phi} \right)
\]

\[
= \text{diam}(X, d_X) + \text{diam} \left( \mathcal{S}(\mathcal{A}), \text{mk}_{L_{\mathcal{T}}^\phi} \right)
\]

\[
\leq \text{diam}(X, d_X) + 2\beta(0),
\]

where $L_{\mathcal{X},\mathcal{T}}^{\beta}$ is from Theorem 2.11, and note that $\left( \mathcal{S}(C(X) \otimes \mathcal{A}), \text{mk}_{L_{d_{\mathcal{X}}} \times \text{mk}_{L_{\mathcal{T}}^\phi}} \right)$ can be replaced with $\left( \mathcal{S}(C(X, \mathcal{A})), \text{mk}_{L_{d_{\mathcal{X}}} \times \text{mk}_{L_{\mathcal{T}}^\phi}} \right)$ in Expression (4.1).

Furthermore, for all states $\psi \in \mathcal{S}(\mathcal{A})$ (including $\tau$) and for all $x, y \in X$, it holds that

\[(4.2)\]

\[d_X(x, y) = \text{mk}_{L_{d_{\mathcal{X}}} \times \text{mk}_{L_{\mathcal{T}}^\phi}}(\psi_x, \psi_y)\]

where $\psi_x, \psi_y$ are the states on $C(X, \mathcal{A})$ defined in (3) of Theorem 3.3, which induces isometries from

\[(X, d_X) \text{ into } \left( \mathcal{S}(C(X) \otimes \mathcal{A}), \text{mk}_{L_{d_{\mathcal{X}}} \times \text{mk}_{L_{\mathcal{T}}^\phi}} \right)\]

and from

\[(X, d_X) \text{ into } \left( \mathcal{S}(C(X, \mathcal{A})), \text{mk}_{L_{d_{\mathcal{X}}} \times \text{mk}_{L_{\mathcal{T}}^\phi}} \right)\].

Proof. Expression (4.1) follows some of the proof of [4, Proposition 2.9], but follows a different approach in the beginning to establish the relationship with the diameter on the quantum metric on the AF algebra. Let $\mu, \nu$ be pure states on $C(X, \mathcal{A})$. By [4, Lemma 2.8], there exist $x, y \in X$ and pure states $\phi, \psi$ on $\mathcal{A}$ such that $\mu = \phi_x$ and $\nu = \psi_y$, where $\phi_x(a) = \phi(a(x))$ for all $a \in C(X, \mathcal{A})$ and similarly for $\psi_y, \psi_y$. Fix $a \in sa(C(X, \mathcal{A}))$ such that $L_{d_{\mathcal{X}},\mathcal{T}}^{\mu,\phi,\lambda}(a) \leq 1$. Next, note that $a(x) \in sa(\mathcal{A})$ and

\[
\|a(x) - E_{\tau,n}(a(x))\|_{\mathcal{A}} = \|a(x) - E_{\tau,n}X(a)(x)\|_{\mathcal{A}} \leq \|a - E_{\tau,n}X(a)\|_{C(X,\mathcal{A})}
\]

for all $n \in \mathbb{N}$. Therefore $L_{d_{\mathcal{X}},\mathcal{T}}^{\mu,\phi,\lambda}(a(x)) \leq 1$. Hence, we have

\[(4.3)\]

\[|\phi_x(a) - \psi_x(a)| = |\phi(a(x)) - \psi(a(x))| \leq \text{mk}_{L_{\mathcal{T}}^\phi}(\phi, \psi) \leq \text{diam}(\mathcal{S}(\mathcal{A}), \text{mk}_{L_{\mathcal{T}}^\phi}).\]

Furthermore, since $L_{d_{\mathcal{X}},\mathcal{T}}^{\mu,\phi,\lambda}(a) \leq 1$, we gather for all $n \in \mathbb{N}$

\[|\psi_x(a) - \psi_y(a)| = |\psi(a(x)) - \psi(a(y))| = |\psi(a(x) - a(y))| \leq \|a(x) - a(y)\|_{\mathcal{A}} \leq d_X(x, y) \leq \text{diam}(X, d_X).\]
Combining with Expression (4.3), we have
\[
|\mu(a) - \nu(a)| = |\phi_X(a) - \psi_Y(a)| \leq |\phi_X(a) - \psi_X(a)| + |\psi_X(a) - \psi_Y(a)|
\leq \text{diam} \left( \mathcal{J}(\mathfrak{A}), \text{mk} \beta_{L_{I,T}} \right) + \text{diam} \left( X, d_X \right).
\]

Therefore, by definition, we have \( \text{mk}_L^{d_{X,Y}, T} \mu, \nu \) \( \leq \text{diam} \left( \mathcal{J}(\mathfrak{A}), \text{mk} \beta_{L_{I,T}} \right) + \text{diam} \left( X, d_X \right) \) for all pure states \( \mu, \nu \) on \( C(X, \mathfrak{A}) \). Next, since \( \text{mk}_L^{d_{X,Y}, T} \) is convex in the sense of [37, Definition 9.1] and the state space is the weak* closed convex hull of the pure states by [34, Corollary 5.1.10] and \( \text{mk}_L^{d_{X,Y}, T} \) metrizes the weak* topology by Definition 2.2 and Theorem 3.10, we have that
\[
\text{diam} \left( \mathcal{J}(C(X, \mathfrak{A})), \text{mk} \beta_{d_{X,Y}, T} \right) \leq \text{diam} \left( \mathcal{J}(\mathfrak{A}), \text{mk} \beta_{L_{I,T}} \right) + \text{diam} \left( X, d_X \right)
\]
as \( \mu, \nu \) were arbitrary pure states on \( C(X, \mathfrak{A}) \).

Now by Theorem 3.10,
\[
\text{diam} \left( \mathcal{J}(C(X) \otimes \mathfrak{A}), \text{mk} \beta_{d_{X,Y}, T} \right) = \text{diam} \left( \mathcal{J}(C(X, \mathfrak{A})), \text{mk} \beta_{d_{X,Y}, T} \right)
\]
since a full quantum isometry induces an isometry between the state spaces with their associated Monge-Kantorovich metrics by [41, Theorem 6.2]. Next,
\[
\text{diam} \left( \mathcal{J}(\mathfrak{A}), \text{mk} \beta_{L_{I,T}} \right) \leq 2\beta(0)
\]
by [5, Corollary 3.10]. Also, \( \text{diam} \left( \mathcal{J}(C(X)), \text{mk}_{d_X} \right) = \text{diam}(X, d_X) \) by Theorem 4.1. The rest follows from the fact that the diameter of the product of compact metric spaces with the 1-metric is the sum of the diameters of each compact metric space.

Next, we establish Expression (4.2). This follows the proof of [4, Theorem 3.7], but we provide a simpler proof with a more general conclusion due the fact that in this article we only consider the \( C^* \)-norm, whereas [4] considers other norms besides the \( C^* \)-norm since it deals with matrix algebras. Let \( x, y \in X \). Define
\[
Y_d : z \in X \mapsto d_X(y, z)1_{\mathfrak{A}} \in \mathfrak{A}.
\]
Note \( Y_d \in \text{sa} \left( C(X, C1_{\mathfrak{A}}) \right) = \text{sa} \left( C(X, \mathfrak{A}_0) \right) \subseteq \text{sa} \left( C(X, \mathfrak{A}_n) \right) \subseteq \text{sa} \left( C(X, \mathfrak{A}) \right) \) for all \( n \in \mathbb{N} \). Hence, for all \( n \in \mathbb{N} \), we have
\[
\|Y_d - X_{\tau,n}(Y_d)\|_{C(X, \mathfrak{A})} = \|Y_d - Y_d\|_{C(X, \mathfrak{A})} = 0
\]
by Theorem 3.3. Also, for any \( v, w \in X \), we have
\[
\frac{\|Y_d(v) - Y_d(w)\|_X}{d_X(v, w)} = \frac{\|d_X(y, v)1_{\mathfrak{A}} - d_X(y, w)1_{\mathfrak{A}}\|_X}{d_X(v, w)} = \frac{|d_X(y, v) - d_X(y, w)|}{d_X(v, w)} \leq \frac{d_X(v, w)}{d_X(v, w)} = 1.
\]
Hence $L_{d_X,\mathcal{I},\tau}^{A,\beta}(Y_{d_X}) \leq 1$. Next, we have

$$|\psi_x(Y_{d_X}) - \psi_y(Y_{d_X})| = |\psi(Y_{d_X}(x)) - \psi(Y_{d_X}(y))|$$

$$= |\psi(d_X(y,x)1_{\mathcal{A}}) - \psi(d_X(y,y)1_{\mathcal{A}})| = |\psi(d_X(y,x)1_{\mathcal{A}})|$$

$$= d_X(y,x).$$

Therefore

$$mk_{L_{d_X,\mathcal{I},\tau}}^{A,\beta}(\psi_x, \psi_y) \geq d_X(y,x).$$

Now, let $a \in sa(C(X,\mathcal{A}))$ such that $L_{d_X,\mathcal{I},\tau}^{A,\beta}(a) \leq 1$. Then

$$|\psi_x(a) - \psi_y(a)| = |\psi(a(x)) - \psi(a(y))| = |\psi(a(x) - a(y))|$$

$$\leq ||a(x) - a(y)||_{\mathcal{A}} \leq d_X(y,x).$$

Hence

$$mk_{L_{d_X,\mathcal{I},\tau}}^{A,\beta}(\psi_x, \psi_y) \leq d_X(y,x),$$

which implies that $mk_{L_{d_X,\mathcal{I},\tau}}^{A,\beta}(\psi_x, \psi_y) = d_X(y,x)$.

Thus, the map

$$\Psi : x \in (X, d_X) \mapsto \psi_x \in \left(\mathcal{S}(C(X,\mathcal{A})), mk_{L_{d_X,\mathcal{I},\tau}}^{A,\beta}\right)$$

is an isometry into $\left(\mathcal{S}(C(X,\mathcal{A})), mk_{L_{d_X,\mathcal{I},\tau}}^{A,\beta}\right)$. Since $\left(\mathcal{S}(C(X) \otimes \mathcal{A}), mk_{L_{d_X,\mathcal{I},\tau}}^{A,\beta,\otimes}\right)$ is isometric onto $\left(\mathcal{S}(C(X,\mathcal{A})), mk_{L_{d_X,\mathcal{I},\tau}}^{A,\beta}\right)$ by [41, Theorem 6.2] as mentioned above, the proof is complete. \qed

Now, we show what the above result translates to in the commutative case of AF algebras, which displays a satisfying relationship between the quantum metric and the classical metric structure.

**Corollary 4.3.** Let $(X, d_X)$ be a compact metric space and let $(Y, d_Y)$ be a totally disconnected compact metric space that contains more than one point (for instance, the Cantor space $C$), and thus $\text{diam}(Y, d_Y) > 0$. Since $C(Y)$ is AF by [10, Proposition 3.1], let $I = (\mathcal{A}_n)_{n \in \mathbb{N}}$ be a non-decreasing sequence of finite-dimensional $C^*$-subalgebras of $C(Y)$ such that $\mathcal{A}_0 = C_1C(Y)$. Let $(\beta(n))_{n \in \mathbb{N}}$ be a sequence of positive real numbers converging to 0.

If we set $\beta(0) = \frac{\text{diam}(Y, d_Y)}{2}$, then using the $\ast$-isomorphism $c_T : C(X) \otimes C(Y) \to C(X \times Y)$ of Theorem 3.9, then using Notation 3.7

$$\text{diam} \left(\mathcal{S}(C(X \times Y)), mk_{L_{d_X,\mathcal{I},\tau}}^{A,\beta,\otimes} \circ c_T\right) \leq \text{diam} \left(X \times Y, d_{C^*}^{d_X \times d_Y}\right) = \text{diam} \left(\mathcal{S}(C(X \times Y)), mk_{L_{d_X,\mathcal{I},\tau}}^{C,\otimes}\right).$$

We note that in the case that $Y$ is a one point, we have equality in the above, which is immediate by (4) of Theorem 3.10 since $C(Y) \cong C$ in this case.
Proof. Since $c_T$ is a $*$-isomorphism, $(C(X \times Y), L_{\alpha(\beta_0 \circ c_T)}^{\alpha \beta_0 \circ c_T})$ is a 2-quasi-Leibniz compact quantum metric space. By construction, $c_T$ is a full quantum isometry from $(C(X) \otimes C(Y), L_{\alpha(\beta_0 \circ \tau)}^{\alpha \beta_0 \circ \tau})$ onto $(C(X \times Y), L_{\alpha(\beta_0 \circ c_T)}^{\alpha \beta_0 \circ c_T})$. Hence

$$\text{diam} \left( \mathcal{S}(C(X \times Y)), mk_{L_{d_{\alpha(\beta_0 \circ c_T)}}}^{\alpha \beta_0 \circ c_T} \right) = \text{diam} \left( \mathcal{S}(C(X) \otimes C(Y)), mk_{L_{d_{\alpha(\beta_0 \circ \tau)}}}^{\alpha \beta_0 \circ \tau} \right)$$

since a full quantum isometry induces an isometry between the state spaces with their associated Monge-Kantorovich metrics by [41, Theorem 6.2]. Therefore, by Theorem 4.2, we have that

$$\text{diam} \left( \mathcal{S}(C(X \times Y)), mk_{L_{d_{\alpha(\beta_0 \circ c_T)}}}^{\alpha \beta_0 \circ c_T} \right) \leq \text{diam} (X, d_X) + 2\beta(0)$$

$$= \text{diam} (X, d_X) + \text{diam} (Y, d_Y)$$

$$= \text{diam} (X \times Y, d_{1_{X \times d_Y}}^T)$$

since the diameter of the product of compact metric spaces with respect to the 1-metric is equal to the sum of the diameters. The final equality is provided by Theorem 4.1.

Thus, although the above result may not produce equality outside the classical case like in Theorem 4.1, we still achieve an upper bound using the classical metric structure. Furthermore, given the Cantor space $C$, we see that Corollary 4.3 places two quantum metrics on $C(X \times C)$ given a compact metric space $(X, d_X)$, where one quantum metric comes from the AF structure of $C(C)$ and the other comes from the metric structure of $C$. It would be interesting to see how these two quantum metrics compare. Indeed, this is motivated our results with Latréolière in [5] and López in [6] where we compared certain quantum metrics on $C(C)$, in which these quantum metrics on $C(C)$ can be given by the case $C(\{x\} \times C)$ of Corollary 4.3. Hence, a study of $C(X \times C)$ should extend our results with Latréolière in [5] and López in [6] in a satisfying manner.

5. Continuous Families of $C(X) \otimes \mathfrak{A}$

In [5], we showed that UHF algebras of Glimm [17] vary continuously in Gromov-Hausdorff propinquity with respect to their multiplicity sequences in the Baire metric space. Now, we will show that this convergence result is not disrupted by tensoring UHF algebras by $C(X)$. We will now define the Baire metric space, which a classical space that is vital to the study of Descriptive Set Theory, and is often called the irrationals since it is homeomorphic to the irrationals in $(0, 1)$ [33]. For our purposes, it provides the ideal domain for our continuity results. Here is the definition of the Baire metric space.

**Definition 5.1** ([33]). Let $\mathcal{N} = (\mathbb{N} \setminus \{0\})^\mathbb{N}$. For each $x = (x(n))_{n \in \mathbb{N}}, y = (y(n))_{n \in \mathbb{N}}$ set

$$d_\mathcal{N}(x, y) = \begin{cases} 0 & : x = y \\ 2^{-\min\{m \in \mathbb{N} : x(m) \neq y(m)\}} & : \text{otherwise}. \end{cases}$$

The metric space $(\mathcal{N}, d_\mathcal{N})$ is called the Baire space.
Since we are dealing with more structure than just the UHF algebra itself, we need to carefully define what we mean by UHF algebras since our Lip-norms required particular inductive sequences to be able to be defined. We note that we consider the entire class of UHF algebras up to \(*\)-isomorphism in the following notation by [9] since we capture all Bratteli diagrams of UHF algebras.

**Notation 5.2.** Let \( \beta \in \mathcal{N} \), we define the sequence \( \mathbb{B} \beta \in \mathcal{N} \) by

\[
\mathbb{B} \beta(n) = \begin{cases} 
1 & \text{if } n = 0 \\
\prod_{j=0}^{n-1} (\beta(j) + 1) & \text{otherwise.}
\end{cases}
\]

For each \( n \in \mathbb{N} \), let \( \alpha_{\beta,n} : M_{\mathbb{B} \beta(n)}(\mathbb{C}) \to M_{\mathbb{B} \beta(n+1)}(\mathbb{C}) \) be the unital \(*\)-monomorphism given for all \( a \in M_{\mathbb{B} \beta(n)}(\mathbb{C}) \) by

\[
\alpha_{\beta,n}(a) = \begin{pmatrix}
a & 0 \\
\vdots & \ddots \\
0 & a
\end{pmatrix},
\]

where there are \( \beta(n) + 1 \) copies of \( a \) on the diagonal. Set \( \mathbb{B} (\beta)^{-1} = (\mathbb{B} (\beta)^{-1})_{n \in \mathbb{N}} \).

Denote the inductive limit

\[
\mathfrak{u} \mathfrak{h} (\beta) = \lim_{n \to \infty} (M_{\mathbb{B} \beta(n)}(\mathbb{C}), \alpha_{\beta,n})_{n \in \mathbb{N}}
\]

of [34, Section 6.1], and set

\[
\mathcal{I} (\beta) = \left( \alpha_{\beta}^{(n)} \left( M_{\mathbb{B} \beta(n)}(\mathbb{C}) \right) \right)_{n \in \mathbb{N}},
\]

where for each \( n \in \mathbb{N} \), \( \alpha_{\beta}^{(n)} : M_{\mathbb{B} \beta(n)}(\mathbb{C}) \to \mathfrak{u} \mathfrak{h} (\beta) \) is the canonical unital \(*\)-monomorphism of [34, Section 6.1] such that \( \alpha_{\beta}^{(n+1)} \circ \alpha_{\beta,n} = \alpha_{\beta}^{(n)} \), where the subalgebra \( \bigcup_{n \in \mathbb{N}} \alpha_{\beta}^{(n)} \left( M_{\mathbb{B} \beta(n)}(\mathbb{C}) \right) \) is dense in \( \mathfrak{u} \mathfrak{h} (\beta) \) and \( \alpha_{\beta}^{(0)} \left( M_{\mathbb{B} \beta(0)}(\mathbb{C}) \right) = C_1 \mathfrak{u} \mathfrak{h} (\beta) \).

Let \( \tau (\beta) \) denote the unique faithful tracial state on \( \mathfrak{u} \mathfrak{h} (\beta) \) given by [34, Example 6.2.1 and Remark 6.2.4].

Now, we are ready to establish our main convergence result.

**Theorem 5.3.** Let \( \text{QCQMS}_2 \) denote the class of \( 2\) quasi-Leibniz compact quantum metric spaces. Let \( (X, d_X) \) be a compact metric space.

Using notation from Notation 5.2 and Theorem 3.10, the map

\[
\mathfrak{u} \mathfrak{h} \circ : \beta \in (\mathcal{N}, d_{\mathcal{N}}) \mapsto \left( C(X) \otimes \mathfrak{u} \mathfrak{h} (\beta), L_{d_X, \mathcal{I}(\beta), \tau (\beta)}^{\mathfrak{u} \mathfrak{h} (\beta), \mathbb{B}(\beta)^{-1}, \mathcal{I}} \right) \in (\text{QCQMS}_2, \Lambda)
\]

is \( 2 \)-Lipschitz and thus continuous.

The result is the same with the space \( \left( C(X) \otimes \mathfrak{u} \mathfrak{h} (\beta), L_{d_X, \mathcal{I}(\beta), \tau (\beta)}^{\mathfrak{u} \mathfrak{h} (\beta), \mathbb{B}(\beta)^{-1}, \mathcal{I}} \right) \) replaced with

\[
\left( C(X, \mathfrak{u} \mathfrak{h} (\beta)), L_{d_X, \mathcal{I}(\beta), \tau (\beta)}^{\mathfrak{u} \mathfrak{h} (\beta), \mathbb{B}(\beta)^{-1}, \mathcal{I}} \right)
\]

**Proof.** The map is well-defined by Theorem 3.10, so let \( \eta, \beta \in \mathcal{N} \) such that \( \eta \neq \beta \). Note that \( \mathbb{B} \eta(n) \geq 2^n \) and \( \mathbb{B} \beta(n) \geq 2^n \) for all \( n \in \mathbb{N} \). Thus, there exists \( N \in \mathbb{N} \) such that \( d_{\mathcal{N}}(\eta, \beta) = 2^{-N} \), and thus the first coordinate \( \eta \) and \( \beta \) disagree is \( N \), and thus \( \mathbb{B} \beta(n) = 2^n \mathbb{B} \eta(n) \) for all \( n \leq N \). Our estimate will be the same for \( N = 0 \) and
$N = 1$ since each inductive sequence $\mathcal{I}(\eta)$ and $\mathcal{I}(\beta)$ begins with the scalars. So, we assume $N \geq 1$.

Next, by Theorem 3.10, we have

$$\Lambda \left( \operatorname{ufb}^{\otimes}(\eta), \left( C(X) \otimes a^{(N)}_{\beta}(M_{\mathcal{I}\eta}(\mathcal{N})), L_{d_{\mathcal{I}(\eta), \tau(\eta)}}^\operatorname{ufb}(\eta, \mathcal{E}(\eta))^{-1, \otimes} \right) \right) \leq \mathcal{E}(\eta)(N)^{-1} \leq 2^{-N} = d_N(\eta, \beta)$$

and

$$\Lambda \left( \operatorname{ufb}^{\otimes}(\beta), \left( C(X) \otimes a^{(N)}_{\beta}(M_{\mathcal{I}\eta}(\mathcal{N})), L_{d_{\mathcal{I}(\eta), \tau(\eta)}}^\operatorname{ufb}(\beta, \mathcal{E}(\eta))^{-1, \otimes} \right) \right) \leq \mathcal{E}(\beta)(N)^{-1} \leq 2^{-N} = d_N(\eta, \beta).$$

Next, we show that

$$\left( C(X) \otimes a^{(N)}_{\eta}(M_{\mathcal{I}\eta}(\mathcal{N})), L_{d_{\mathcal{I}(\eta), \tau(\eta)}}^\operatorname{ufb}(\eta, \mathcal{E}(\eta))^{-1, \otimes} \right)$$

and

$$\left( C(X) \otimes a^{(N)}_{\beta}(M_{\mathcal{I}\beta}(\mathcal{N})), L_{d_{\mathcal{I}(\beta), \tau(\beta)}}^\operatorname{ufb}(\beta, \mathcal{E}(\beta))^{-1, \otimes} \right)$$

are fully quantum isometric.

Set $N' = \mathbb{E}(\beta)(N) = \mathbb{E}(\eta)(N)$. We will show that

$$\left( C(X, a^{(N)}_{\eta}(M_{N'}(\mathcal{N}))), L_{d_{\mathcal{I}(\eta), \tau(\eta)}}^\operatorname{ufb}(\eta, \mathcal{E}(\eta))^{-1} \right)$$

and

$$\left( C(X, a^{(N)}_{\beta}(M_{N'}(\mathcal{N}))), L_{d_{\mathcal{I}(\beta), \tau(\beta)}}^\operatorname{ufb}(\beta, \mathcal{E}(\beta))^{-1} \right)$$

are fully quantum isometric, which is equivalent to the previous statement by Theorem 3.10. Consider the $^*\operatorname{-isomorphism}$

$$F = (a^{(N)}_{\eta}) \circ (a^{(N)}_{\beta})^{-1} : a^{(N)}_{\beta}(M_{N'}(\mathcal{N})) \to a^{(N)}_{\eta}(M_{N'}(\mathcal{N})).$$

Now, define

$$F^X : a \in C(X, a^{(N)}_{\beta}(M_{N'}(\mathcal{N}))) \mapsto (x \mapsto F(a(x))) \in C(X, a^{(N)}_{\eta}(M_{N'}(\mathcal{N}))),$$

which is a $^*\operatorname{-isomorphism}$ by construction. We will show that $F^X$ is a full quantum isometry.

Let $a \in C(X, a^{(N)}_{\beta}(M_{N'}(\mathcal{N})))$. Thus, for each $x \in X$ there exists a unique $a_x \in M_{N'}(\mathcal{N})$ such that $a(x) = a^{(N)}_{\beta}(a_x)$. Now, let $x, y \in X$, we have

$$\|F^X(a)(x) - F^X(a)(y)\|_{\operatorname{ufb}(\eta)} = \|F(a(x)) - F(a(y))\|_{\operatorname{ufb}(\eta)} = \|F(a^{(N)}_{\beta}(a_x)) - F(a^{(N)}_{\beta}(a_y))\|_{\operatorname{ufb}(\eta)} = \|a^{(N)}_{\beta}(x) - a^{(N)}_{\beta}(y)\|_{\operatorname{ufb}(\eta)} = \|a_x - a_y\|_{M_{N'}(\mathcal{N})} = \|a(x) - a(y)\|_{\operatorname{ufb}(\beta)}.$$
Thus, $i_{d_{\mathfrak{A}}}^{u_b f(\beta)}(a) = i_{d_{\mathfrak{A}}}^{u_b f(n)}(FX(a))$.

Next, fix $x \in X$. Then let $n \in \{0, \ldots, N-1\}$, we have

\[
\|FX(a)(x) - E_{\tau(\eta),n}(FX(a))(x)\|_{u_b f(\eta)}
= \|FX(a)(x) - E_{\tau(\eta),n}(FX(a)(x))\|_{u_b f(\eta)}
= \|F(\alpha_{\beta}^{(N)}(a_x)) - E_{\tau(\eta),n}(F(\alpha_{\beta}^{(N)}(a_x)))\|_{u_b f(\eta)}
= \|\alpha_{\eta}^{(N)}(a_x) - E_{\tau(\eta),n}(\alpha_{\eta}^{(N)}(a_x))\|_{u_b f(\eta)}
= \|\alpha_{\beta}^{(N)}(a_x) - E_{\tau(\beta),n}(\alpha_{\beta}^{(N)}(a_x))\|_{u_b f(\beta)} = \|a(x) - E_{\tau(\beta),n}(a(x))\|_{u_b f(\beta)},
\]

where the second to the last equality is provided by [5, Expression (4.4)] and is due to the uniqueness of faithful tracial state on matrix algebras and the fact that the conditional expectation is the orthogonal projection onto matrix algebra constructed by the inner product induced by the faithful tracial state. Hence, taking supremums over $x \in X$, we have

\[
\frac{\|FX(a) - E_{\tau(\eta),n}(FX(a))\|_{C(X, u_b f(\eta))}}{\Xi(\eta)(n)} = \frac{\|a - E_{\tau(\beta),n}(a)\|_{C(X, u_b f(\beta))}}{\Xi(\beta)(n)}
\]

since $\Xi(\beta)(n) = \Xi(\eta)(n)$ for all $n \leq N$. Therefore, we have that

\[
L_{d_{\mathfrak{X}}}^{u_b f(\eta), \Xi(\eta)^{-1}} \circ FX(a) = L_{d_{\mathfrak{X}}}^{u_b f(\beta), \Xi(\beta)^{-1}}(a)
\]

for all $a \in C(X, \alpha_{\beta}^{(N)}(M_{N'}(C)))$. Thus $FX$ is a full quantum isometry and therefore

\[
\Lambda \left( \left( C(X, \alpha_{\eta}^{(N)}(M_{N'}(C))), L_{d_{\mathfrak{X}}}^{u_b f(\eta), \Xi(\eta)^{-1}} \right), \left( C(X, \alpha_{\beta}^{(N)}(M_{N'}(C))), L_{d_{\mathfrak{X}}}^{u_b f(\beta), \Xi(\beta)^{-1}} \right) \right) = 0
\]

by Theorem 2.10.

Combining this with the beginning of the proof and the triangle inequality, we have

\[
\Lambda \left( u_b f(\eta), u_b f(\beta) \right) \leq d(\beta, \eta) + 0 + d(\beta, \eta) = 2d(\beta, \eta),
\]

which shows 2-Lipschitz and thus continuity. The last statement is provided by the full quantum isometry between the quantum metric spaces from the proof of Theorem 3.10.

Lastly, we show that we can approximate $C(X, \mathfrak{A})$ with finite-dimensional C*-algebras in propinquity even though these spaces need not be AF. We accomplish by using finite-dimensional approximations for $C(X)$ in propinquity and by varying the Lip-norm on $\mathfrak{A}$, so we achieve some form of convergence on a product. We also provide estimates between $C(X, \mathfrak{A})$ and $C(Y, \mathfrak{A})$ depending on the metric geometry of $X$ and $Y$ and the quantum metric on $\mathfrak{A}$. \qed
Let \((X, d_X)\) and \((Y, d_Y)\) be compact metric spaces. Let \(\mathfrak{A} = \bigcup_{n \in \mathbb{N}} \mathfrak{A}_n\) be a unital C*-algebra equipped with faithful tracial state \(\tau\) such that \(\mathfrak{A}_n\) is a unital C*-subalgebra of \(\mathfrak{A}\) for all \(n \in \mathbb{N}\) and \(\mathfrak{A}_0 = C^1_{\mathfrak{A}} \subseteq \mathfrak{A}_1 \subseteq \mathfrak{A}_2 \subseteq \cdots\). In particular, \(\mathfrak{A}\) is AF.

Denote \(I = (\mathfrak{A}_n)_{n \in \mathbb{N}}\).

If \((\beta(n))_{n \in \mathbb{N}}\) be a sequence of positive real numbers that converge to 0, then using notation from Theorem 3.10, we have

\[
\Lambda \left(\left(\mathfrak{A}_n \otimes L_{dX, I, \tau}^{\mathfrak{A}_n, \beta_n} \right), (C(Y), I_{dY})\right) \leq \beta(0) + \text{GH}(X, Y),
\]

where \(\text{GH}\) is the Gromov-Hausdorff distance between compact metric spaces [12], and furthermore, we have

\[
\Lambda \left(\left(\mathfrak{A}_n \otimes L_{dX, I, \tau}^{\mathfrak{A}_n, \beta_n} \right), (C(Y) \otimes L_{dY, I, \tau}^{\mathfrak{A}_n, \beta_n})\right) \leq 2\beta(0) + \text{GH}(X, Y).
\]

Moreover, if we let \(\varepsilon > 0\) and choose \(\beta(0) < \varepsilon/2\), then there exists a finite \(X_\varepsilon \subseteq X\) such that

\[
\Lambda \left(\left(\mathfrak{A}_n \otimes L_{dX, I, \tau}^{\mathfrak{A}_n, \beta_n} \right), (C(X_\varepsilon), I_{dX})\right) < \varepsilon,
\]

where \(\dim(C(X_\varepsilon)) < \infty\).

The above results all hold with \((C(X) \otimes L_{dX, I, \tau}^{\mathfrak{A}_n, \beta_n})\) replaced with \((C(X, \mathfrak{A}), L_{dX, I, \tau}^{\mathfrak{A}, \beta})\).

Proof. We note that \((C(X, C^1_{\mathfrak{A}}), L_{dX, I, \tau}^{\mathfrak{A}, \beta})\) is fully quantum isometric to \((C(X), I_{dX}^\mathfrak{A})\) by the same argument of [4, Corollary 2.12]. Thus, by the triangle inequality, Theorem 2.10, and Theorem 3.10, we have

\[
\Lambda \left(\left(\mathfrak{A}_n \otimes L_{dX, I, \tau}^{\mathfrak{A}_n, \beta_n} \right), (C(Y), I_{dY})\right)
\]

\[
\leq \Lambda \left(\left(\mathfrak{A}_n \otimes L_{dX, I, \tau}^{\mathfrak{A}_n, \beta_n} \right), (C(X, C^1_{\mathfrak{A}}), L_{dX, I, \tau}^{\mathfrak{A}, \beta})\right)
\]

\[
+ \Lambda \left(\left(C(X, C^1_{\mathfrak{A}}), L_{dX, I, \tau}^{\mathfrak{A}, \beta}) \right), (C(Y), I_{dY})\right)
\]

\[
\leq \beta(0) + \Lambda \left(\left(C(X, I_{dX}^\mathfrak{A}), (C(Y), I_{dY}^\mathfrak{A})\right)
\]

\[
\leq \beta(0) + \text{GH}(X, Y),
\]

where the last inequality is given by [32, Theorem 6.6]. Similarly, we have

\[
\Lambda \left(\left(C(X) \otimes L_{dX, I, \tau}^{\mathfrak{A}, \beta} \right), (C(Y) \otimes L_{dY, I, \tau}^{\mathfrak{A}, \beta})\right)
\]

\[
\leq \Lambda \left(\left(C(X) \otimes L_{dX, I, \tau}^{\mathfrak{A}, \beta} \right), (C(X, C^1_{\mathfrak{A}}), L_{dX, I, \tau}^{\mathfrak{A}, \beta})\right)
\]

\[
+ \Lambda \left(\left(C(X, C^1_{\mathfrak{A}}), L_{dX, I, \tau}^{\mathfrak{A}, \beta}) \right), (C(Y) \otimes L_{dY, I, \tau}^{\mathfrak{A}, \beta})\right)
\]

\[
+ \Lambda \left(\left(C(Y) \otimes L_{dY, I, \tau}^{\mathfrak{A}, \beta}) \right), (C(Y) \otimes L_{dY, I, \tau}^{\mathfrak{A}, \beta})\right)
\]

\[
\leq \beta(0) + \text{GH}(X, Y) + \beta(0).
\]

Now, since \((X, d_X)\) is a compact metric space, there exists a finite \(\varepsilon/2\)-net \(X_\varepsilon \subseteq X\) of \(X\). Hence \(\text{GH}(X, X_\varepsilon) \leq \varepsilon/2\), since the Hausdorff distance on compact subsets of a compact metric space dominates the Gromov-Hausdorff distance, which shows

\[
\Lambda \left(\left(C(X) \otimes L_{dX, I, \tau}^{\mathfrak{A}, \beta} \right), (C(X_\varepsilon), I_{dX})\right) < \varepsilon/2 + \varepsilon/2
\]
by Expression 5.1. The proof is complete up to the last sentence of the theorem, which is provided by the full quantum isometry between the quantum metric spaces from the proof of Theorem 3.10.
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