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Abstract

This work evaluates task allocation strategies based on bin-packing algorithms in the context of multiprocessor systems-on-chip (MPSoCs) with task migration capabilities, running soft real-time applications. The task migration model assumes that the whole code and data of the tasks are transferred from an origin node to the chosen destination node. We combine two types of algorithms to obtain better allocation results. Experimental results show that there is a trade-off between deadline misses and system energy consumption when applying bin-packing and linear clustering algorithms. In order to save energy, our system turns off idle processors and applies Dynamic Voltage Scaling to processors with slack. Depending on the algorithm selection and on the application, it is possible to obtain a reduction on deadline misses from 30% to 100% and energy consumption savings from 60% to 80%.

1 Introduction

The complexity of electronic embedded systems design has been increasing due to the technological evolution that allows the integration of a complete system on a single chip (SoC – System-on-Chip). In order to reduce design costs and time-to-market, systems are built by assembling pre-designed functional modules (processors, memory, dedicated hardware blocks), called IP (Intellectual Property) cores [1]. They can be reused from previous designs or acquired from third-party vendors.

Nowadays, the most commonly used communication architectures are not suitable for the communication requirements of future SoCs, such as scalability and performance. Networks-on-Chip (NoC) arise as a solution to fulfill these requirements [2].

Several applications of the same or different domains can be loaded and executed on an MPSoC platform, since it provides appropriate resources to allow the simultaneous execution of several applications. However, the system must know where and when allocating tasks that compose the application.

In distributed computing systems, tasks must be allocated as soon as they are available, such as to minimize the impact of system degradation, due to a bad workload distribution. Mechanisms for task migration are needed to provide the infrastructure that allows dynamic load balancing or concentration. They may enable resource savings, since resources would be typically planned for worst-case conditions that rarely occur. With this in mind, there are on-line algorithms that may be combined to decrease the communication among tasks and to allocate tasks to processors such that timing constraints are met. Linear clusterization [3] may be applied such that clustered tasks are allocated to a single processor in order to minimize inter-processor communication. This approach may be combined with bin-packing algorithms [4], which apply heuristics to allocate tasks to processors, considering the processor utilization. These algorithms present a low overhead and may be efficiently applied in a dynamic context, in embedded systems. Various combinations of bin-packing algorithms may explore different trade-offs between energy, power, performance, and real-time constraints.

This work presents the evaluation of several task allocation strategies based on bin-packing algorithms in the perspective of MPSoCs. We show different trade-offs between energy consumption and deadline misses when applying bin-packing algorithms for task allocation. We show that, even using a task migration mechanism with high overhead, it may be applied in embedded systems based on NoC architectures. The use of task migration is justified since it pays off the performance and energy costs involved in the system. Results show that task migration may greatly improve the fulfillment of task deadlines in soft real-time systems and decrease the energy consumption. In our work, the task migration is triggered when the allocation heuristic is executed. Afterwards, the task migration will be executed again only when a new application is loaded by the user.

The remaining of this paper is organized as follows. Section 2 discusses related work, while Section 3 shows our energy and task models. Section 4 presents our simulator and task migration support. Section 5 presents experimental results, and, finally, Section 6 draws main conclusions and addresses future work.

2 Related Work

Task allocation may be modeled as a bin-packing problem [4]. In bin-packing, the objective is to pack a set of items with given sizes into bins that have a fixed
capacity, and items whose total size exceeds this capacity cannot be assigned to the bins. There are four main bin-packing heuristics, but we concentrate on two of them: Best-Fit (BF) and Worst-Fit (WF). WF generates a task distribution with load balancing, while BF generates a distribution that is concentrated in some bins.

There are methods, such as clustering, that try either to minimize the inter-process communication or to explore the parallelism. Linear clustering totally explores the parallelism of the task graph, while non-linear clustering reduces the parallelism, by serializing independent tasks in order to reduce communication costs [3].

Few works cover task migration in the context of embedded systems. Bertozzi et al. [5] propose a user-managed migration scheme based on code checkpointing and a characterization methodology for task migration overhead in a shared memory. However, in this work, no figures for energy and power were measured. Wronski et al. [6] present a TLM SystemC NoC-based simulator, which executes clustering and bin-packing algorithms for task partitioning. The authors conclude that the combination of load concentration (BF) with DPM may result in lower energy consumption. However, the usage of load balancing (WF) minimizes the number of deadline misses. This work does not consider the task migration costs.

Our work, in turn, considers task migration overhead in a dynamic environment and shows the evaluation of bin packing algorithms in the context of NoC-based MPSoCs, in terms of energy and soft real-time constraints.

3 Energy and Task Models

The dynamic power consumption of the network routers and links is calculated with help of the Orion library [7]. The energy spent by a data phit to be transferred between two routers is defined as:

\[ E_{\text{phit}} = E_{\text{wr}} + E_{\text{arb}} + E_{\text{read}} + E_{\text{xb}} + E_{\text{task}} \]  

where \( E_{\text{wr}} \), \( E_{\text{arb}} \), \( E_{\text{read}} \), \( E_{\text{xb}} \), and \( E_{\text{task}} \) represent, respectively, the energy spent in writing the phit in the buffer, selecting the input channel, reading the phit from buffer, crossbar, and output channel. The static consumption of the memory is estimated by a model similar to [8]. In this work, the only component with power management capabilities is the memory and, in fact, it is the only one that really affects the results.

Each application is a directed acyclic graph \( T = G(K, A) \), where each node \( k \in K \) is a periodic task and each arc \( a_{ij} \in A \) is a dependency and flow of messages between tasks \( k_i \) and \( k_j \). The arc weight \( a_{ij}^w \) represents the amount of bits to be transferred between the tasks. Each task \( k_i \in K \) is a tuple \( [C, T, S, D, \alpha] \), where \( C \) is the worst case execution time, \( T \) is the task period, \( S \) is the task size in bytes (including program size and data size), \( D \) is the task deadline, and \( \alpha \) is the average number of gate switchings per cycle of the task in the core.

4 Simulator and Task Migration

4.1 Serpens Simulator

The SystemC NoC-based Serpens simulator has been developed to simulate the behavior of systems that run sets of synthetic tasks, which are dynamically loaded. The simulator also executes clustering and bin-packing algorithms for task partitioning and implements an online scheduling for tasks that are mapped to the same processor. DVS and DPM mechanisms are implemented to minimize energy consumption. The DAR (Dynamic Average Rate) algorithm [12] was used for DVS. The system is based on Java processors [9], each one with its private memory and on the NoC presented in [10], both of which have been developed in our research group. The Java processor implements an execution engine for Java in hardware through a stack machine compatible with the Java Virtual Machine (JVM) specification. We use the pipelined version of Femtojava. Each processor has its own local scheduler – we use EDF.

The simulator uses the Orion library to evaluate the power consumption. An in-house tool [11] is used to calibrate the processor power values. The simulation model uses NoC routers [10] that have been designed for the synthesis of low power and low area NoC-based embedded systems. Each router has 5 bi-directional ports with input buffer size of 4 phits. The phit size is 4 bytes. More information about the simulator can be found in [6].

4.2 Task migration infrastructure

The task migration mechanism adopted in this work is based on a copy model. This model is very simple, with highest overhead, since the whole context (code, data, stack, and contents of internal registers) is migrated and there is no task execution during the transfer. Costs of task shut-off (deallocation of kernel-level data structures and user level-memory space) and task re-spawning (task creation system calls) are not taken into account. Of course they could bring an additional contribution to the migration cost.

In each processor, there are mechanisms for inter-process communication based on messages (send/receive primitives). Figure 1 illustrates the scheduling sequence for a task migration between two cores P0 and P3. The origin core P0 is executing a task T0. An interrupt happens, and the system decides to migrate a task T1 from P0 to P3. The label “MS” in the scheduling indicates that P0 (origin core) is sending T1 to P3. Processor P3 is in idle until receiving the migration packets sent from P0 (“MR”). When the last packet was received by P3, the scheduler “S” in P3 monitors if there is some new task, and the new task is released through “R” (“R”
inserts the new task in the ready queue of the core). The migrated task T1 then starts to run.

5 Experimental Results

This section presents several experiments, based on three case studies and different network sizes, which demonstrate the feasibility and efficiency of the task migration mechanism.

5.1 Case studies

Experiments use two distinct applications, shown in Table 1. The first application is part of the embedded system synthesis benchmark suite (E3S) [13] and comes from the telecom domain. The ‘telecom’ application has a small number of tasks and a large volume of communication. The second application is a synthetic one. It has a small amount of communication, but a large number of tasks. As shown in Table 1, the average context size of each task is 1.3 KB and 1.1 KB for the ‘telecom’ and ‘synthetic’ applications, respectively.

Table 1. Case studies used in the experiments

| Application | # Task | # Edges | # Avg. context size | #Comm. |
|-------------|--------|--------|---------------------|--------|
| Telecom     | 30     | 18     | 1.3 KB              | 850 KB |
| Synthetic   | 64     | 52     | 1.1 KB              | 0.052 KB |

5.2 Simulation strategy

We implemented the WF and BF bin-packing algorithms, and they are combined with linear clusterization (LR). LR groups tasks with large communication with each other and can minimize the cost of communication among tasks, thus increasing the options of an appropriate algorithm to minimize figures such as energy consumption and deadline misses. In both case studies, we first simulate the applications with tasks allocated in an ad-hoc way. We simulate separately 10 different random task allocations and calculate the average for deadline misses and energy consumption. Afterwards, we consider that task migration has been required by some higher-level mechanism and apply the algorithms to decide on the task allocation after migration. The simulated time for all experiments was 200 ms. The processor frequency varies from 100 MHz to 600 MHz, and the voltage varies accordingly from 1.3 V to 2.0 V using DVS. The NoC runs at 266 MHz, and the network size varies from 4x4 to 7x7 cores. The memory size of each core is 64 KB.

5.3 Experiments

Tasks are considered to be periodic. They are scheduled and later on concluded, and then we count one task finalization, even if the task is terminated after its period. If this occurs, we count one deadline miss.

Figures 2 and 3 present, respectively, the deadline misses ratio of synthetic and telecom applications for each network size. These figures compare the situation before (ad-hoc allocation) and after task migration. As shown in Figure 2, there has been no significant improvement in the deadline misses ratio when the BF + LR allocation was applied, when compared to the ad-hoc allocation. Even grouping tasks with heavier communication between them, this algorithm could not decrease the number of deadline misses, since the cluster allocation exceeded 100% of processor capacity in some processors.

Figure 2. Deadline misses ratio of the synthetic application

The pure BF algorithm allocates single tasks. Deadline misses decreased when compared to an ad-hoc allocation, since tasks did not exceed processor capacity. The pure WF algorithm distributes tasks among processors. However, since there are communication dependencies between tasks, deadline misses increased. For larger NoCs, deadline misses increase, since there is a larger number of hops in sending messages. Even though, we have at most 4% of deadline misses, a reasonable rate for soft-real time systems. Finally, the WF + LR algorithm could reduce to 0% the deadline misses ratio for most NoC sizes. Because of the linear clustering process, communication between clusters is very low, thus reducing congestion and helping avoid deadlines.

Figure 3 shows the deadline misses ratio for the telecom application. We see an overall behavior similar to that of Figure 2. However, since communication volumes are higher than in the synthetic application, there is a larger ratio of deadline misses. In this case, even the WF + LR algorithm could not reduce deadline misses to 0%. We notice that, in the WF + LR algorithm, the NoC size does not impact the ratio of deadline misses, since for this application the number of clusters is less than 16, such that networks larger than 4x4 do not bring any considerable advantage.
These experiments consider soft real-time applications, where a small ratio of deadline misses can be tolerated. Of course, deadline misses found in Figures 2 and 3 could be further reduced by increasing system throughput, especially network bandwidth and processors’ frequencies, although increasing energy consumption. But the application of the WF + LR allocation algorithm significantly reduces the required increase in system throughput to achieve a given ratio of deadline misses.

Figure 4 shows the energy consumption resulting from all allocation algorithms applied to the synthetic application. We notice that the BF and BF + LR algorithms showed smaller energy consumption, since tasks and task clusters are concentrated on a smaller number of processors, while the remaining processors and their memories may be switched off. The WF + LR algorithm presents a constant energy consumption for 5x5 and larger NoCs, since cluster sizes are smaller than 25 and, even increasing the NoC size. The number of active processors will remain constant.

As future work, we will measure the overhead imposed by on-line monitoring resources running on the processors. This monitoring will be basic to more advanced allocation algorithms.
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