Thermodynamics for pure SU(2) gauge theory using gradient flow
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We study the equation of state of pure SU(2) gauge theory using Monte Carlo simulations. The scale-setting of lattice parameters has been carried out using the gradient flow. We propose a reference scale $t_0$ for the SU(2) gauge theory satisfying $t^2(E)|_{t=t_0} = 0.1$, which is fixed by a natural scaling-down of the standard $t_0$-scale for the SU(3) case based on perturbative analyses. We also show the thermodynamic quantities as a function of $T/T_c$, which are derived by the energy-momentum tensor using the small flow-time expansion of the gradient flow.

1. Introduction and motivation

Thermodynamic quantities (energy, pressure, thermal entropy, etc.) and transport coefficients (heat capacity, shear and bulk viscosities, etc.) play an important role to understand features of Quantum ChromoDynamics (QCD). In lattice ab initio calculations, the thermodynamic quantities [1, 2] for the quenched QCD have been precisely obtained. These precise thermodynamic data are well explained by the ideal gluon gas and the Hard-Thermal-Loop (HTL) model [3] in the high temperature regime ($5T_c \lesssim T$) and by the massive free glueball model in $T \lesssim T_c$, where $T_c$ denotes the critical temperature of the confined/deconfined phase transition. The consistency between Lattice QCD and the model studies gives us an intuitive picture of QCD state in these two limits.

As for the thermodynamic quantities, recently, Suzuki proposed a new method to calculate the energy-momentum tensor (EMT) using the gradient flow [4]. In the quenched QCD, the method works well for calculating the pressure and the energy density, and the statistical errors of the thermodynamic quantities reduce in the gradient flow method [5]. Furthermore, the method has been also extended to the full QCD [6] and the numerical simulations have been successfully performed [7–9].

Other important quantities are the transport coefficients. In the intermediate temperature, experimental data show the small shear viscosity-to-thermal entropy ratio $(\eta/s)$, which is...
consistent with the most perfect-liquid property rather than the gas [10]. A theoretical large-$N_c$ analysis based on AdS/CFT correspondence gives the lower bound for $\eta/s$ [11], while the $1/N_c$ correction terms to $\eta/s$ have not yet been determined even for its sign in the finite $N_c$ [12]. Although the determination of transport coefficients using the lattice calculations has been developing [13–16], it is still a challenging subject. The measurement of the correlation function of the energy-momentum tensor (EMT) is the first step to obtain the viscosities, and there are at least three difficulties: (i) the small signal-to-noise ratio of the correlator of EMT, (ii) the definition of the “correct” renormalization of EMT as a conserved quantity on the lattice, (iii) solving an inverse-problem to obtain the spectral function from the correlation function. In fact, the recent study [15] has used more than 6-million configurations to obtain the shear viscosity for one set of lattice parameter in the pure SU(3) gauge theory.

Based on these situations, we focus on the pure SU(2) gauge theory, which is a good testing ground for the SU(3) gauge theory since the numerical cost is lower than the one for the SU(3) because of the smallness of the matrix size, nevertheless it has almost the same properties as the SU(3) gauge theory. In addition, the study of SU(2) gauge theory will provide the larger signal of the correction term of $1/N_c$ to $\eta/s$ because of the smaller $N_c$.

Several works have obtained the thermodynamic quantities for the SU(2) gauge theory using the integral method [17–20] on the lattice. A recent work, which mainly focuses on $T < T_c$, shows the consistency with the massive free glueball model [17]. Another one [20], which utilizes the improved gauge action, presents the thermodynamic quantities without taking continuum limit. It is reported that, in intermediate temperature ($T_c \lesssim T \lesssim 5T_c$), the scaling law of the trace anomaly of the SU(2) gauge theory has the different behavior from the SU($N_c$) gauge theories with $N_c \geq 3$ as shown in Fig. 1, where the $N_c$-dependence of the trace anomaly of the SU(2) gauge theory has the different behavior from the SU($N_c$) gauge theories with $N_c \geq 3$ as shown in Fig. 1, where the $N_c$-dependence of the trace anomaly ($\Delta/T^4$) normalized by the pressure in the Stefan-Boltzmann (SB) limit ($P_{SB}/T^4 = \pi^2(N_c^2 - 1)/45$) for the SU($N_c$) theories is plotted. The results for the SU(2) gauge theories present as the circle (red) symbols, which we precisely determine in this work, and the triangle (cyan) symbols obtained in Ref. [20]. The dashed lines present the interpolating functions of the results for the SU($N_c$) gauge theories with $3 \leq N_c \leq 8$ given in Ref. [21]. In this plot, the horizontal axis denotes $(T_c/T)^2$. The leading term of the trace anomaly is expected to be approximately proportional to $(T_c/T)^2$ in high temperature regime, and in fact, the results of the SU($N_c \geq 3$) theory exhibit the linear behavior in $(T_c/T)^2 \lesssim 0.9$. (To say more exactly, trace anomaly is proportional to $g^4 T^4$, where $g$ is the renormalized coupling constant, in the extremely high temperature limit $(T_c/T)^2 \sim 0$ [22–24].) On the other hand, the data for the SU(2) theory have a gently curved behavior in $0.6 \lesssim (T_c/T)^2 \lesssim 1.0$. In this work, we show its scaling property very precisely after taking the continuum extrapolation. We consider that the difference of the order of the phase transition between SU(2) and SU($N_c \geq 3$) theories gives this dissimilar scaling behavior and it is a promising signal to find a large $N_c$-dependence for the thermodynamic quantities and transportation coefficients near $T_c$ through the study on the SU(2) gauge theory.

In this work, we precisely determine the scale-setting function using $t_0$ reference-scale, which is available for $2.420 \leq \beta \leq 2.850$. The function gives a key relationship to determine the size of lattice spacing and the temperature. Using the lattice parameters given by the
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Fig. 1 The trace anomaly ($\Delta/T^4$) normalized by the pressure in the Stefan-Boltzmann (SB) limit ($P_{SB}/T^4$) as a function of $(T_c/T)^2$. The circle (red) and the triangle (cyan) symbols, which are given in this work and in Ref. [20], denote the results for the SU(2) gauge theory, respectively. The dashed lines represent the interpolating functions of the results for several SU($N_c \geq 3$) gauge theories, which are given by Eq. (16) in Ref. [21]. The data of the SU($N_c \geq 3$) cases in the range $(T_c/T)^2 \leq 0.9$ are well-fitted by the interpolating functions.

scale-setting function, the thermodynamic quantities in $T_c \lesssim T \lesssim 2T_c$ are directly calculated from the EMT by the gradient flow method. We carefully take the continuum limit of the lattice thermodynamic data and then compare the results to the other calculations; the numerical integral-method and the analytical HTL calculations. Several independent methods are proposed to determine the equation of state by using the numerical simulations; the integral method [18], the moving-frame method [25], the gradient flow method [5], and the non-equilibrium methods [26], and it can extend these methods to the QCD including dynamical fermions [7, 27–29]. Among them, the gradient flow method has two advantages: the statistical uncertainties are smaller and the wave-function renormalization of the EMT is not necessary for pure gauge theories. This is a promising approach to overcome difficulties (i) and (ii).

The structure of the paper is following: In §. 2, we briefly review the gradient flow equation. We propose a reference scale for the scale setting using the flowed action density in the SU(2) gauge theory, which is obtained by a natural scale-down of the standard $t_0$ scale for the SU(3) theory. Furthermore, we give a brief review of the calculation for the EMT using the flowed field variable. In §. 3, the simulation setup for the configuration generation and how to solve the gradient flow equation are explained. In §. 4, we show our results for zero-temperature simulations. We obtain the scale-setting equation, which gives the relationship between the lattice bare coupling constant and the lattice spacing. The ratios between our reference-scale and the other quantities are calculated. In §. 5, the results for the finite-temperature simulations are shown. We obtain the thermodynamic quantities as a function of temperature
and compare the results with the other analyses. Section 6 gives the summary and future directions of this work.

2. Definition of the observables

2.1. Reference scale for the scale-setting equation using the gradient flow

The Yang-Mills gradient flow equation, which is a key equation in this work, is defined by

$$\frac{\partial B_\mu}{\partial t} = D_\nu G_{\nu\mu}, \quad B_\mu(t, x)|_{t=0} = A_\mu(x),$$

(1)

where $t$ denotes a fictitious time, which is called “flow-time”, and $A_\mu$ and $B_\mu$ are quantum and deformed gauge fields by the flow in the SU($N_c$) gauge theory, respectively. Note that the flow-time has mass dimension $-2$. The operator $G_{\mu\nu}$ is the field strength consisting of $B_\mu$.

Thus the right hand side in Eq. (1) shows the same form as the equation of motion for the deformed gauge field $B_\mu$. The solution of the equation parametrized by the flow-time defines a transformation of the gauge field toward the stationary points of the gauge action. At the time $t$, the high frequency mode, whose momentum is larger than $1/\sqrt{t}$, is suppressed (see Eq. (2.18) in Ref. [30]). The deformed field can be considered to the renormalized field by the nonperturbative transformation and the flow-time can be identified as a typical energy scale of the renormalization.

Now, we introduce a length scale of the order of $\sqrt{t}$ to the local operators through the flow equation. This scale gives the renormalization condition to the local operators in spite of the fact that the operator itself has no characteristic length. Moreover, the flows do not separate the modes of the gauge fields in contrast to the case of the ordinary cutoff scale, and the gauge invariance is preserved. The one-loop computation [30] shows that the energy density $E = (1/4)G_{\mu\nu}^a G_{\mu\nu}^a$ can be renormalized at the momentum scale of $1/\sqrt{8t}$ and can be represented by the renormalized coupling constant;

$$\langle E(t) \rangle = \frac{3(N_c^2 - 1)}{32\pi^2 t^2} \alpha_s(\mu_R^2) \left[1 + k_1 \alpha_s(\mu_R^2) + O(\alpha^2)\right],$$

(2)

$$k_1 = \frac{1}{4\pi} \left[\frac{N_c}{\pi} \left(\frac{11}{3} \gamma_E + \frac{52}{9} - 3 \ln 3\right) - N_f \left(\frac{2}{3} \gamma_E + \frac{4}{9} - \frac{4}{3} \ln 2\right)\right].$$

(3)

Here, $\gamma_E$ denotes the Euler constant and $\alpha_s$ is the running coupling constant, $\alpha_s = g^2/(4\pi)$, at the scale $\mu_R$ with the renormalized coupling constant $g$ in the $\overline{MS}$ scheme. The next-next-to-leading order calculation of the $E$ is given in Ref. [31].

The $\beta$-function for the SU($N_c$) gauge theory is given by the following form;

$$\mu_R^2 \frac{d\alpha_s}{d\mu_R} = -(b_0 \alpha_s^2 + b_1 \alpha_s^3 + b_2 \alpha_s^4 + b_3 \alpha_s^5 + O(\alpha_s^6)).$$

(4)

where the coefficients $b_0 - b_3$ are calculated in Ref. [32];

$$b_0 = \frac{1}{4\pi} \frac{11N_c}{3}, \quad b_1 = \frac{1}{(4\pi)^2} \frac{34}{3} N_c^2, \quad b_2 = \frac{1}{(4\pi)^3} \frac{2857}{54} N_c^3,$$

$$b_3 = \frac{1}{(4\pi)^4} \left(\frac{150653}{486} - \frac{44}{9} \zeta_3\right) N_c^4 + \frac{N_c^2 (N_c^2 + 36)}{24} \left(-\frac{80}{9} + \frac{704}{3} \zeta_3\right).$$

(5)

Here, $\zeta$ is the Riemann zeta-function and $\zeta_3 = 1.2020569 \cdots$. It is well-known that the $\beta$-function does not depend on the renormalization scheme up to two-loop order.
The solution of the $\beta$-function gives the running coupling constant, which is explicitly written by

$$
\alpha_s(\mu_R^2) \simeq \frac{1}{b_0 t} \left( 1 - \frac{b_1 \ln \tilde{t}}{b_0^2} + \frac{b_1^2 (\ln^2 \tilde{t} - \ln \tilde{t} - 1) + b_0 b_2}{b_0^4 t^2} - \frac{b_1^2 (\ln^3 \tilde{t} - \frac{5}{2} \ln^2 \tilde{t} - 2 \ln \tilde{t} + \frac{1}{2}) + 3b_0 b_1 b_2 \ln \tilde{t} - \frac{1}{2} b_0^2 b_3}{b_0^6 t^3} \right),
$$

where we put $\tilde{t} \equiv \ln \frac{\mu^2}{R}$, and $\mu_R^2 = 1/(8t)$ at the gradient flow-time $t$. Once we fix the $\Lambda_{\text{MS}}$, we can estimate the expectation value of $E(t)$ as a function of flow-time. Note that $E(t)$ in Eq. (2) takes a finite value in non-zero flow-time even in the continuum theory.

For the SU(3) gauge theory, a new reference scale, namely $t_0$-scale, has been proposed in Ref. [30],

$$
l^2 \langle E(t) \rangle|_{t=t_0} = 0.3 \quad \text{for SU(3)},
$$

where $l^2 E(t)$ is a dimensionless quantity. One advantage of the usage of this reference scale is less statistical uncertainties since the operator $E$ is a local operator. In general, we can take any reference value of $A(\equiv l^2 \langle E(t) \rangle)$. The discretization error becomes larger for smaller $A$. The statistical error and the numerical cost grow up for the larger $A$. In $A = 0.3$ for the SU(3) gauge theory, the $t_0$-scale gives almost the same scale as the Sommer scale ($r_0$) [30], and it is a suitable reference scale to investigate the thermal phase transition in the SU(3) gauge theory.

Similar scales for the SU(2) gauge theory with the definition $l^2 \langle E \rangle = 0.2$ and 0.3 [20] and the others [33] have been discussed. In this work, we would like to introduce the $t_0$-scale in the SU(2) gauge theory as

$$
l^2 \langle E(t) \rangle|_{t=t_0} = 0.1 \quad \text{for SU(2)}. \quad (8)
$$

The perturbative analysis (Eq. (2)) shows that the coefficient of $\alpha_s$ in the leading order is proportional to the number of gauge bosons. The reference value in Eq. (8) is chosen as an approximate scaling-down of the standard $t_0$-scale in the SU(3) theory. We will show that our $t_0$-scale is almost the same scale with the Necco-Sommer scale ($r_c$) and is good for the study of thermodynamics in the temperature region of $T_c \lesssim T \lesssim 2T_c$.

2.2. Thermodynamic quantities from the energy-momentum tensor

In this work, we will obtain the thermodynamic quantities from the energy-momentum tensor (EMT). In general, measurements of the EMT using the lattice numerical simulation are essentially difficult, since the lattice regularization manifestly breaks the general covariance, while EMT is a generator of the corresponding invariance [34, 35]. Here, we calculate the EMT by using a new technique [5] based on the small flow-time expansion of the Yang-Mills gradient flow [4, 30].

The key relation is given in Ref. [4] for the quenched QCD based on the small flow-time expansion.

$$
T_{\mu\nu}^R(x) = \lim_{t \to 0} \left\{ \frac{1}{\alpha U(t)} U_{\mu\nu}(t, x) + \frac{\delta_{\mu\nu}}{4\alpha E(t)} [E(t, x) - \langle E(t, x) \rangle_0] \right\},
$$
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where $\langle E \rangle_0$ is the expectation value of the trace-part of the EMT. Here, we define the “correctly-renormalized conserved EMT” ($T_{R_{\mu\nu}}(x)$) by the subtraction of vacuum expectation values (v.e.v.) of the EMT.

Let us briefly review how to obtain the relation. There are two gauge-invariant local products of dimension-4, $U_{\mu\nu}(t, x)$ and $E(t, x)$, in finite flow-time. These composite operators are UV finite in the positive flow-time ($t > 0$) and are manifestly given by

$$U_{\mu\nu}(t, x) = G^a_{\mu\rho} G^a_{\nu\sigma}(t, x) - \frac{1}{4} \delta_{\mu\nu} G^a_{\rho\sigma}(t, x),$$
$$E(t, x) = \frac{1}{4} G^a_{\mu\nu} G^a_{\mu\nu}(t, x).$$

(10)

As an advantage of the usage of the gradient flow, it is not necessary to calculate the wave function renormalization of operators thanks to their UV finiteness in pure gauge theories [36]. They can expand the dimension-4 and gauge covariant operators in terms of small flow-time in continuum theory;

$$U_{\mu\nu}(t, x) = \alpha_U(t) \{ \{ T_{R_{\mu\nu}}(x) \} - \frac{1}{4} \delta_{\mu\nu} \{ T_{R_{\rho\sigma}}(x) \} \} + \mathcal{O}(t),$$
$$E(t, x) = \langle E(t, x) \rangle_0 + \alpha_E(t) \{ T_{R_{\rho\sigma}}(x) \} + \mathcal{O}(t).$$

(11)

The EMT ($T_{R_{\mu\nu}}$) is a conserved quantity, so that it must be a scheme-independent. Thus, the coefficients ($\alpha_U(t)$ and $\alpha_E(t)$) should be also scheme-independent. However, it is hard to determine the coefficients nonperturbatively, so that we practically utilize the calculated values in the one-loop order in Ref. [4],

$$\alpha_U(t) = 4\pi \alpha_s \{ 1 + 2b_0 \bar{s}_1 \alpha_s + O(\alpha_s^2) \},$$
$$\alpha_E(t) = 2\pi \frac{b_0}{b_1} \{ 1 + 2b_0 \bar{s}_2 \alpha_s + O(\alpha_s^2) \},$$

where $\alpha_s$ is the renormalized coupling constant in the $\overline{\text{MS}}$ scheme (Eq. (6)) at the scale $\mu_R = 1/\sqrt{8t}$. The coefficients $\bar{s}_1$ and $\bar{s}_2$ depend on the renormalization scheme, which is the same as the scheme for $\alpha_s$. In the $\overline{\text{MS}}$ scheme,

$$\bar{s}_1 = \frac{7}{22} + \frac{\gamma_E}{2} - \ln 2 \simeq -0.08635752993,$$
$$\bar{s}_2 = \frac{21}{44} - \frac{b_1}{2b_0^2} \simeq 0.0557812397.$$

(14)

(15)

Although the coefficients are derived perturbatively, we assume that the relation is available in the nonperturbative regime. Then, we can obtain the renormalized EMT from Eq. (9), if we can calculate the values of $U_{\mu\nu}$ and $E$ in a nonperturbative method, for instance, the lattice simulation. In practice, the operators $U_{\mu\nu}$ and $E$ can be calculated by the clover-leaf operators on the lattice.

In the finite-temperature system, the following components of the EMT correspond to a combination of the energy density ($\varepsilon$) and the pressure ($P$) at the temperature $T$,

$$\varepsilon - 3P = -\sum_{\mu=1}^{4} T_{\mu\mu},$$
$$sT = \varepsilon + P = T_{11} - T_{44}.$$

(16)

(17)
Here, $s$ denotes the thermal entropy density, and the EMT at the temperature $T$ is given by

$$T_{\mu\nu}(x) = \lim_{t \to 0} \left\{ \frac{1}{\alpha U(t)} U_{\mu\nu}(t, x) \right\}_T - \frac{\delta_{\mu\nu}}{4\alpha E(t) \left[ (E(t, x))_T - \langle E(t, x) \rangle_T \right]} \right\}. \quad (18)$$

3. Simulations setup

3.1. Configuration generation

We utilize the standard Wilson-Plaquette gauge action defined on a four-dimensional Euclidean lattice,

$$S_W = \frac{2N_c}{g_0^2} \sum_{x, \mu > \nu} \left( 1 - \frac{1}{N_c} \text{tr} P_{\mu\nu}(x) \right). \quad (19)$$

Here, $g_0$ and $P_{\mu\nu}$ denote the lattice bare coupling constant and the plaquette,

$$P_{\mu\nu}(x) = U_\mu(x) U_\nu(x + a\hat{\mu}) U_\mu^+(x + a\hat{\nu}) U_\nu^+(x), \quad (20)$$

respectively. Here $U_\mu(x)$ represents the link-variable from a site $x$ to its neighbor in $\mu$-direction and takes the value with the $\text{SU}(N_c)$ group elements. Hereafter, we introduce the lattice parameter $\beta = 2N_c/g_0^2$.

In this work, we adopt periodic boundary conditions for all directions. Gauge configurations are generated by using the pseudo-heatbath algorithm with over-relaxation. We use the word “a sweep” to refer to the combination of one pseudo-heatbath update step followed by these multiple over-relaxation steps. The mixed ratio of the combination is 1:20 for zero-temperature configuration, and for finite temperature, the ratio is 1:$N_T$. In order to eliminate the influence of autocorrelation, we take large enough number of sweeps (100 sweeps) between measurements. To see that, we observe the topology changing between each measured configuration (see Appendix A). The number of configuration is 100–600 and the lattice extent is $N_s^4 = 32^4$ for the zero-temperature simulation. For the finite-temperature simulation, the number of configurations is 200 on $N_s^3 \times N_T$ with the fixed aspect ratio $N_s/N_T = 4$ for $N_T = 6, 8, 10, \text{and } 12$.

3.2. Gradient flow equation on the lattice

In § 2.1, we briefly explained how the gradient flow works in the continuum theory. The method is also applicable to lattice formulations. The flow equation on the lattice is given in Refs. [30, 37],

$$\partial_t V_t(x, \mu) = -g_0^2 \{ \partial_{x,\mu} S_W(V_t) \} V_t(x, \mu), \quad V_t(x, \mu)|_{t=0} = U_\mu(x). \quad (21)$$

Here, $U_\mu(x)$ is the SU($N_c$) link variable and $V_t$ is the deformed one. The $S_W$ in the right hand side denotes the Wilson-Plaquette action. The uniqueness and smoothness of the gradient flow on the lattice are guaranteed. Furthermore, the expectation value of a local operator after the flow by the lattice simulation has a well-defined continuum limit.

The equation is an ordinary first-order differential equation so that we numerically integrate it using the Runge-Kutta (RK) method. The third-order RK formula with the initial
configuration $V_0 = U_\mu(x)$ was given in Ref. [30]. Each step of the integration is obtained as
\[ W_0 = V_t, \]
\[ W_1 = \exp\left\{ \frac{1}{4} Z_0 \right\} W_0, \]
\[ W_2 = \exp\left\{ \frac{8}{7} Z_1 - \frac{17}{36} Z_0 \right\} W_1, \]
\[ V_{t+\epsilon} = \exp\left\{ \frac{3}{7} Z_2 - \frac{8}{7} Z_1 + \frac{17}{36} Z_0 \right\} W_2, \]
(22)
where
\[ Z_i = \epsilon Z(W_i), \quad i = 0, 1, 2, \]
(23)
\[ Z(W_i) \equiv -\frac{2}{g_0^2} \left\{ \partial_{x,\mu} S(W_i) \right\}. \]
(24)
The error per step is of order $\epsilon^3$ in the third-order RK method. We take $\epsilon = 0.01$.

4. Scale setting

4.1. Lattice data of $t^2\langle E(t) \rangle$ in perturbative regime

Before carrying out the scale setting simulation, we compare the operator $E$ as a function of the flow-time between the perturbative result in the continuum theory and the numerical data on the lattice. To set the lattice parameter in the perturbative regime, we take $\beta = 2.85$.

The operator $E = G^a_{\mu\nu} C^a_{\mu\nu}/4$ can be constructed by the clover-leaf operator on the lattice. Furthermore, there is the other simpler definition;
\[ E = 2 \sum_{(x \in P_x)} \Re \tr \left( 1 - \tilde{P}_\mu^\nu(x) \right), \]
(25)
where $\tilde{P}_\mu^\nu(x)$ represents a flowed-plaquette and $P_x$ is the set of unoriented plaquette in which the site of lower-left corner is $x$. In the continuum limit, the results should be independent of the definitions on the lattice.

It is worth to summarize several values for the SU(2) gauge theory with the Wilson-Plaquette action on the lattice.

The running coupling constant in the Schrödinger function (SF) scheme for the SU(2) gauge theory has been investigated in Ref. [38]. The nonperturbative $\beta$-function is estimated by the following polynomial
\[ \frac{L}{g_{SF}} \frac{\partial g_{SF}}{\partial L} = \frac{b_0}{4\pi} g_{SF}^3 + \frac{b_1}{(4\pi)^2} g_{SF}^5 + \frac{b_2^{\text{eff}}}{(4\pi)^3} g_{SF}^7, \]
(26)
\[ b_2^{\text{eff}} = 0.35(12). \]

Here, $L$ denotes the scale in the finite volume scaling and $b_2^{\text{eff}}$ is determined by fitting the nonperturbative running coupling constant with the functional form given in Eq. (26).

On the large volume, where $g_{SF}(L_{0}^{SF}) = 4.765$, we can calculate $L_{0}^{SF} \Lambda_{SF}$ by solving the $\beta$ function;
\[ L_{0}^{SF} \Lambda_{SF} = 0.1804^{-0.0101}_{+0.0064}. \]
(27)
On the tree-level SF action with $\beta = 2.85$, the value of renormalized coupling $g_{SF}^2 = 4.765$ is realized on $a/L_{0}^{SF} = 0.0834(5)$. Using the ratio of $\Lambda$ parameters between SF and $\overline{\text{MS}}$ schemes, $\Lambda_{SF}/\Lambda_{\overline{\text{MS}}} = 0.44567$ [38], we obtain the $\Lambda_{\overline{\text{MS}}}$ in lattice units at $\beta = 2.85$;
\[ a(2.85) \Lambda_{\overline{\text{MS}}} = 0.0338^{+0.0021}_{-0.0014}. \]
(28)
Figure 2 shows $t^2 \langle E(t) \rangle$ as a function of $t/a^2$, where the operator $E$ on lattice is calculated by the clover-leaf. The thick (brown) bound denotes the lattice numerical result with 1–σ statistical error bar, and the black solid curve is the perturbative calculation using Eqs. (2) and (28). Here, the flow-time corresponds to the renormalization scale, so that the small flow-time regime must deal with the perturbative behavior. We confirm that the lattice and the perturbative calculations are consistent with each other in the small flow-time regime, as expected.

4.2. $t_0$-scale in the SU(2) gauge theory

Now, we measure the $t^2 \langle E(t) \rangle$ in the range of $\beta = 2.400–2.900$ on $32^4$ lattice. Figure 3 is the plot for the expectation values of $t^2 \langle E(t) \rangle$ at $\beta = 2.500, 2.700$ and 2.850. Here, we show two types of the data for each $\beta$; one is given by the plaquette definition (Eq. (25)) as the lattice operator $E$, while the other is obtained from the clover definition. It is known that there is a linear-scaling region of $t^2 \langle E(t) \rangle$ as a function of $t$ for the SU(3) gauge theory. We found that the data in the SU(2) gauge theory also present the same property.

The values of $t_0$ in lattice units are summarized in Table 1. At $\beta = 2.400$, the value of $t_0$ in lattice units is smaller than unity. To avoid a strong lattice artifact, we drop the data at $\beta = 2.400$ in the following analysis. On the other hand, to avoid a finite volume effect we concentrate on $\sqrt{8t/a^2} \leq 32/2$ regime, since beyond the regime all link variables on the lattice are averaged under the periodic boundary condition. We also calculate the data at $\beta = 2.900$, but it does not grow up larger than the reference value in the regime so that we do not include the data at $\beta = 2.900$ in our analysis.

The data of $\ln(t_0/a^2)$ are well interpolated using a quadratic function of $\beta$. The parametrization of $\ln(t_0/a^2)$ is determined by the best fit-function:

$$\ln(t_0/a^2) = 1.258 + 6.409(\beta - 2.600) - 0.7411(\beta - 2.600)^2,$$

for $2.420 \leq \beta \leq 2.850$. This scale-setting equation gives the relation between the lattice spacing $(a)$ and the temperature for a given $\beta$. 
Fig. 3  Flow-time dependence of $t^2\langle E(t) \rangle$ at $\beta = 2.50$, 2.70 and 2.85. Thinner-open symbols (brown, magenta, cyan) are obtained by the plaquette definition of the operator $E$, while thicker-filled ones (black, red, blue) are given by the clover definition.

| $\beta$ | $t_0/a^2$ | # of Conf. |
|---------|-----------|------------|
| 2.400   | 0.9549(5) | 300        |
| 2.420   | 1.083(2)  | 100        |
| 2.500   | 1.839(3)  | 300        |
| 2.600   | 3.522(10) | 300        |
| 2.700   | 6.628(36) | 300        |
| 2.800   | 11.96(12) | 300        |
| 2.850   | 16.95(17) | 600        |

Table 1  $t_0/a^2$ and the number of configurations for each $\beta$.

Figure 4 shows the ratio of the lattice spacing $\ln(a^2/a_0^2)$, where we take the reference lattice spacing $a_0$ with the value at $\beta = 2.50$. As a comparison, the previous data, which are obtained from the scale-setting equation in Ref. [17], are also shown:

$$\ln(\sigma a^2) = -2.68 - 6.82(\beta - 2.40) - 1.90(\beta - 2.40)^2 + 9.96(\beta - 2.40)^3,$$

for $2.27 \leq \beta \leq 2.60$. Here, we estimate the error bar by using the covariance matrix of the chi-square fit. There is a precise agreement between the scalings given by two scale-setting functions within 1–σ error bar in $2.42 \leq \beta \leq 2.60$, where both functions are available. Our data cover the higher $\beta$ regime, which enables us to investigate the physics in $T_c \lesssim T$.

We also do a similar calculation for the other reference scales. The results are summarized in Appendix B.

4.3. Relationship between $t_0$ and the other reference scales

The relationship between the following typical scales in the theory is useful to understand the dynamics. Left (right) panel in Fig. 5 shows the continuum extrapolation of the ratio between
\[ \ln\left(\frac{a_2}{a_0^2}\right) \]

\[ \ln\left(\frac{a_2}{a_0^2}\right) = \text{Eq.(3.1) of JHEP 1507 (2015) 143} \]

Our result

Fig. 4  Ratio of the lattice spacing \( \ln(a^2/a_0^2) \) as a function of \( \beta \). Here, \( a_0 \) is the lattice spacing at \( \beta = 2.50 \). The black data are calculated by the scale-setting function Eq.(3.1) in Ref. [17], and the red data are given by Eq. (29). The error bars of our result are the same with the symbol size.

\[ \sqrt{\delta l_0} \] and Sommer scale \( (r_0) \) [39] (Necco-Sommer scale \( (r_c) \) [40]). Here, \( r_0 \) and \( r_c \) are defined via the static quark-antiquark force; \( r^2 F(r)|_{r=r_0} = 1.65 \) and \( r^2 F(r)|_{r=r_c} = 0.65 \), respectively. We estimate these values in lattice units using the data of \( a^2 F(r) \) at \( \beta = 2.50, 2.60, \) and 2.70 shown in Table 1 of Ref. [39].

Fig. 5  Left (right) panel shows the continuum extrapolation for the ratio between \( \sqrt{8t_0} \) and \( r_0 \) \( (r_c) \). Filled-square (blue) data are obtained from the clover representation in the calculation of \( E \), while the open-circle (red) data are calculated using the plaquette representation in both panels.

The filled-square (blue) and open-circle (red) symbols in each panel are obtained as a function of \( t_0/a^2 \) by using the clover and plaquette definitions for the operator \( E \), respectively.
It is shown that the ratio of $t_0$ to $r_0$ or $r_c$ in the continuum limit takes the universal value in spite of the lattice definition of the operator. The gentle slope of the data obtained by the clover-definition indicates a small discretization error. In fact, the size of order $a$ effects depends on the combination of the lattice action in the configuration generation, the lattice action in the gradient flow, and the lattice definition of the operators. The discretization effects for these choices in the tree-level are systematically discussed in Refs. [41, 42].

The values in the continuum limit with the clover-definition of the operator $E$ are given by

$$\frac{\sqrt{8t_0}}{r_0} = 0.6020(86)(40), \quad \frac{\sqrt{8t_0}}{r_c} = 1.126(7)(7),$$

where the first bracket denotes the statistical 1-σ error, and the second one shows the systematic error estimated by the deviation from the value calculated in the plaquette representation. The discretization effect is well under control since the systematic uncertainty is smaller than the statistical error. Although in the SU(3) gauge theory, the $t_0$-scale (actually $\sqrt{8t_0}$) is roughly a similar-scale with the Sommer scale (See Fig. 3 in Ref. [30]), our $t_0$-scale in the SU(2) gauge theory is closer to the Necco-Sommer scale ($r_c$). Now, it is easy to obtain the scale in “physical” units. If we take $r_0 = 0.50$ [fm], then $\sqrt{8t_0} = 0.3010(43)(20)$ [fm].

![Fig. 6](image)

**Fig. 6** Continuum extrapolation of $8t_0\sigma$. Horizontal axis denotes ($a^2/t_0$). The data, $\sigma a^2$, of the circle (black) symbol are listed in Table 4 in Ref. [43], while the ones of the square (red) symbol are given in Table 1 of Ref. [17].

As a consistency check, we consider $\sigma r_0^2$ via our $t_0$ scale. We utilize the data of $a^2\sigma$, where $\sigma$ denotes the string tension, given in Table 1 in Ref. [17] and Table 4 in Ref. [43]. Figure 6 shows the continuum extrapolation of $8t_0\sigma$. The circle (black) data are obtained by using our $8t_0/a^2$ and $\sigma a^2$ in Ref. [43] at $\beta = 2.50, 2.60, 2.70$, and $2.85$, while the square (red) symbols are calculated by using the same $8t_0/a^2$ and $\sigma a^2$ in Ref. [17] at $\beta = 2.42, 2.50$, and $2.60$. The former data give $8t_0\sigma = 0.546(11)$ and the latter ones show

$$8t_0\sigma = 0.484(11).$$

(32)
It shows the 6–σ consistency, and the difference mainly comes from the discrepancy of the data of $a^2\sigma$ at $\beta = 2.50$ between Refs. [17] and [43]. Using these $8t_0\sigma$ and Eq.(31), we obtain $\sigma r_0^2 = 1.51(8)$ by the former data, while $\sigma r_0^2 = 1.34(7)$ by the latter data. In Ref. [39], the value is independently obtained as $\sigma r_0^2 = 1.39(50)$ via the lattice-size as a reference scale, so that it is consistent with our value within 1–σ error bar, which is obtained via the $t_0$-scale.

Finally, using $T_c/\sqrt{\sigma} = 0.69(2)$, $T_c/\Lambda_{\text{MS}} = 1.23(11)$, $\sqrt{\sigma}/\Lambda_{\text{MS}} = 1.79(12)$, and Eq. (32), we can calculate the relationship between our $t_0$ scale and the critical temperature ($T_c$) and the QCD scale in $\overline{\text{MS}}$ scheme ($\Lambda_{\text{MS}}$) in the SU(2) gauge theory:

$$\sqrt{8t_0}T_c = 0.480(20), \quad \sqrt{8t_0}\Lambda_{\text{MS}} = 0.389^{+0.032}_{-0.029}.\quad (33)$$

Our $t_0$-scale is good for the study of thermodynamics in the temperature region of $T_c \lesssim T \lesssim 2T_c$, since $T_c < 1/r_0 < 1/\sqrt{8t_0}(\sim 2T_c) < 1/r_c$.

5. Finite temperature

5.1. Simulation parameters

The simulation parameters ($\beta$ and $N_\tau$) for several $T/T_c$ are determined by using Eq.(29) as shown in Table 2. The value of $T_c = [N_\tau a]^{-1}$ is fixed at $\beta = 2.4265, N_\tau = 6$, which is given in Ref. [44]. The estimated values of $\beta$ at $T_c$ on the other $N_\tau$ are obtained by Eq.(29) as $\beta_c = 2.514, 2.583, 2.650$ for $N_\tau = 8, 10, 12$, respectively. On the other hand, the direct measurement of the critical values of $\beta$, which is determined by the Polyakov-loop susceptibility for each $N_\tau$, is summarized in Ref. [33]: $\beta_c = 2.510363(71), 2.57826(14)$, and $2.63625(35)$ for $N_\tau = 8, 10, 12$, respectively. Our estimated values are consistent with the direct determinations in the two- or three-digit accuracy. In this work, we determine the value of $\beta$ for each temperature in the three-digit accuracy in the finite-temperature simulation.

| $T/T_c$ | $N_\tau = 6$ | $N_\tau = 8$ | $N_\tau = 10$ | $N_\tau = 12$ |
|--------|-------------|-------------|---------------|---------------|
| 0.95   | 2.41        | 2.50        | 2.57          | 2.62          |
| 0.98   | 2.42        | 2.51        | 2.58          | 2.63          |
| 1.01   | 2.43        | 2.52        | 2.59          | 2.64          |
| 1.04   | 2.44        | 2.53        | 2.60          | 2.65          |
| 1.08   | 2.45        | 2.54        | 2.61          | 2.66          |
| 1.12   | 2.46        | 2.55        | 2.62          | 2.67          |
| 1.28   | 2.50        | 2.59        | 2.66          | 2.72          |
| 1.50   | 2.55        | 2.64        | 2.71          | 2.77          |
| 1.76   | 2.60        | 2.69        | 2.76          | 2.82          |
| 2.07   | 2.65        | 2.74        | 2.81          | (2.87)        |

Table 2  Lattice parameters ($\beta$ for each $N_\tau$) at finite temperature simulations. $\beta = 2.41$ and 2.87 in the bracket are outside of the interpolating regime of the scale-setting function (Eq. (29)). We did not use these parameters in the main analyses.

The thermodynamic quantities have been obtained using 200 configuration with 100-sweep separations for each lattice parameter. The interval of the gradient flow-time for the measurement of the EMT is $\Delta t/a^2 = 0.01$.  
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5.2. Simulation results: Thermodynamic quantities

The procedure to calculate the EMT on the lattice is summarized as following four steps in Ref. [5]:

**Step 1:** Generate gauge configurations at \( t = 0 \) on a space-time lattice with the lattice spacing \( a \) and the lattice size \( N^3_s \times N^3_\tau \).

**Step 2:** Solve the gradient flow for each configuration to obtain the flowed link variables in the fiducial window, \( a \ll \sqrt{8t} \ll R \), to suppress the discretization and the finite volume effects. Here, \( R \) is an infrared cutoff scale such as \( \Lambda_{\text{QCD}}^{-1} \) or \( T^{-1} = N_\tau a \).

**Step 3:** Construct \( U_{\mu\nu}(t, x) \) and \( E(t, x) \) in Eq. (10) using the flowed link variables and average them over the gauge configurations at each \( t \).

**Step 4:** Carry out an extrapolation toward \((a, t) = (0, 0)\), first \( a \to 0 \) and then \( t \to 0 \) under the condition in **Step 2**.

We have to carefully estimate the propagation of errors, in particular, taking the double-limits in **Step 4**, since each flow-time data after taking the continuum extrapolation is correlated with each other. In this work, we use the jackknife method. Thus, firstly we generate the jackknife samples for the lattice raw data of \( U_{\mu\nu} \) and \( E \) in each lattice parameter, and independently obtain the renormalized EMT by taking the double limits for each jackknife sample. Finally, we calculate the standard error from the deviation of the obtained results.

The left two panels in Fig. 7 show the dimensionless trace anomaly \( (\Delta/T^4 = (\varepsilon - 3P)/T^4) \) and the dimensionless entropy density \( (s/T^3 = (\varepsilon + P)/T^4) \) at \( T = 1.12T_c \) as a function of the dimensionless flow parameter \( \sqrt{8tT} \). Here, the error bar denotes the statistical errors. The lower limit of the fiducial window in **Step 2** is indicated by the dashed lines in Fig. 7. This lower limit, which is related to the discretization error, is set to be \( \sqrt{8t_{\text{min}}} = 2a \), since we consider the clover-leaf operator with a size \( 2a \). The upper limit of the fiducial window is shown in the dotted line. It is set to be \( \sqrt{8t_{\text{max}}} = 0.35N_\tau a \) [45], so that the smearing by the gradient flow does not exceed the temporal lattice size. The data with statistical errors in Fig. 7 show the plateau inside the fiducial window \( (2/N_\tau \leq \sqrt{8tT} \leq 0.35) \) for each \( N_\tau \).

The right two panels in Fig. 7 present the temperature dependence of raw data in \( N_\tau = 12 \), and we can find that the plateaus inside the fiducial window are shown for all temperature regimes. It suggests that the contributions of the higher dimensional operator, which is proportional to \( t \), are small in Eq. (11).

In **Step 2**, we carry out both constant and linear extrapolations for 160 datasets, namely 16 fixed flow-time in increments of 0.01 from 0.25 to 0.35 for each temperature listed in Table 2. Figure 8 shows the example plots of these continuum extrapolations at the fixed flow-time for \( T = 0.98T_c, 1.08T_c, \) and \( 1.76T_c \). The solid and dashed lines denote the constant and linear extrapolations of \( (Ta)^2 = 1/N_\tau^2 \), respectively. As central analyses, we utilize the constant extrapolation of three data, \( N_\tau = 8, 10, \) and \( 12 \), for \( 0.95 \leq T/T_c \leq 1.76 \). Only for \( T = 2.07T_c \), where the number of the data points is few and we expect that the discretization error in \( N_\tau = 6 \) would be acceptable, the constant extrapolations by two data \( (N_\tau = 8 \) and \( 10) \) in the short flow-time regime \( (\sqrt{8tT} < 1/3) \) and by three data \( (N_\tau = 6, 8, \) and \( 10) \) in the long flow-time regime \( (\sqrt{8tT} \geq 1/3) \), are carried as central analyses. The linear-fit results are used to estimate the systematic error from the scaling violation. In the continuum limit,
two extrapolated values of the trace anomaly (the entropy density) are consistent each other within $2 - \sigma$ ($3 - \sigma$), where $\sigma$ denotes the statistical standard error.

Figure 9 shows the $t \to 0$ extrapolation. The solid and dashed lines denote the constant and linear extrapolations of $t$, respectively. We take the result, which has the better reduced $\chi^2$, as central values, and estimate a systematic uncertainty from the discrepancy depending on the extrapolation function. The systematic error for the trace anomaly is almost the same as the statistical error, while that of the entropy density is at most three times as large as the statistical one.

We also estimate the other systematic error coming from the uncertainty of the lattice determination of $\Lambda_{\text{MS}}$. It changes the values of the coefficients $a_U(t)$ and $a_E(t)$ via the renormalized coupling constant, and the difference becomes larger in the lower temperature regime since the running coupling constant rapidly grows up in that regime. The corresponding systematic error for the trace anomaly is negligible in comparison with the statistical error, while the one for the entropy density changes the central value at most by 6%.

We plot the trace anomaly (red-circle symbols) and entropy density (black-square symbols) as a function of $T/T_c$ after taking the double $(a, t) \to (0, 0)$ limits in the left panel of Fig. 10. We also summarize the data in Appendix C. Here, the error bars in the figure and the table denote only statistical errors. As a comparison, the trace anomaly (cyan-triangle
Fig. 8  Continuum extrapolation for the fixed flow-time $\sqrt{8t}T = 0.25$ and 0.35. The solid and dashed lines denote the constant and linear extrapolations of $(Ta)^2 = 1/N_T^2$, respectively. Note that the continuum limit directs to the center-line of the figure. To estimate the systematic error, the four data points are used at $\sqrt{8t}T = 0.35$, while only the three data are fitted at $\sqrt{8t}T = 0.25$, since the data of $N_T = 6$ are outside of the fiducial window.

symbols) and the entropy density (brown-diamond symbols), which are obtained by the integral method using the improved action [20] at the fixed temporal lattice extent $N_T = 5$, are also shown in the figure. In $T/T_c \geq 1.12$, our results including the above three types of systematic errors agree with the results given by the integral method. Note that our statistical errors obtained by a fewer number of configurations are smaller than the ones in the integration methods. In low temperature regime, there are small discrepancies among ours and the results given in Refs. [17, 20]. Our data of the trace anomaly are larger than the results in Ref. [17], which utilizes the same lattice action and takes the continuum extrapolation. Furthermore, the result in Ref. [17] is larger than the one in Ref. [20], which utilizes the improved action and the fixed $N_T$. There are several possible reasons for the discrepancy, which appears especially in the low temperature. The one would come from the discretization errors, that exist in both methods, and it may be needed to take the extrapolations more carefully. The other reason for the gradient flow method would come from the usage of the one-loop approximation.

The right panel of Fig. 10 shows the equation of state in $T \geq T_c$, namely the relationship between the energy density and the pressure. The linear function, $P = \varepsilon/3$, presents the
Fig. 9  Plots of the extrapolations in the $t \to 0$ limit. The flow-time ($\sqrt{8t}T$) takes from 0.25 to 0.40 in increments of 0.01. Each data point is obtained after taking the continuum extrapolation, which is independently carried out at each fixed flow-time. The solid and dashed lines denote the constant and linear extrapolations in terms of $t$, respectively.

Fig. 10  (Left) Results of the trace anomaly (circle-red) and the entropy density (square-black) as a function of temperature. The triangle (cyan) and diamond (brown) symbols denote the trace anomaly and the entropy density at $N_f = 5$ given in Ref. [20], respectively. All error bars denote only the statistical errors. (Right) The equation of state, namely the relationship between the energy density and the pressure. The dashed line, $P = \varepsilon/3$, denotes the case with vanishing trace anomaly. The diamond (blue) symbol represents the SB limit ($\varepsilon/T^4, P/T^4 = (\pi^2/5, \pi^2/15)$).

case with vanishing trace anomaly, and the diamond (blue) symbol denotes the values in the ideal gas (Stefan-Boltzmann (SB)) limit. The nonperturbative interaction reduces the values of pressure in the whole energy-density regime. In high temperature regime, our result heads toward the point in the SB limit, but still, the lattice data with the highest $\varepsilon$, which correspond to $T \simeq 2T_c$, are almost 70–85% of the value in the limit. It is evidence that the state of the two-color “QGP” phase around $T \leq 2T_c$ cannot be described by the ideal gas model yet.
Fig. 11  (Left) Results of the energy density normalized by those in the SB limit. (Right) Rescaled trace anomaly, \((T/T_c)^2 \Delta(T)/T^4\). As a comparison, the Hard-Thermal-Loop (HTL) results in the next-next-to-leading order (NNLO) are also shown [3]. In both panels, the solid (black) curve denotes the result of HTL with \(\mu_{HTL}/(2\pi T) = 1.0\), and the two dashed curves present the ones with \(\mu_{HTL}/(2\pi T) = 0.5\) and 2.0, respectively. The brown bounds show the HTL results with the error bar coming from \(T_c/\Lambda_{\overline{MS}} = 1.23(11)\). The triangle (cyan) symbols in the right panel denote the results of the trace anomaly at \(N_\tau = 5\) given in Ref. [20].

Now, let us compare our results with the analytic prediction, namely the results of the Hard-Thermal-Loop (HTL) model. The left panel of Fig. 11 shows the comparison of the energy density normalized by the value in the SB limit between our lattice result and the HTL calculation in \(N_c = 2\) case [3]. In HTL analyses, we use the next-next-to-leading order (NNLO) formula with the three-loop running coupling constant shown in Eq. (6) with the renormalization scheme \(\mu_{HTL} = 2\pi T\). In the calculation, we use \(T_c/\Lambda_{\overline{MS}} = 1.23(11)\) obtained by the lattice data. The (brown) bound in Fig. 11 shows the uncertainty coming from the error in \(T_c/\Lambda_{\overline{MS}}\), where the renormalization scale is fixed as \(\mu_{HTL}/(2\pi T) = 1.0\). The systematic uncertainty of the choice of \(\mu_{HTL}\) is shown as two dashed curves obtained by using \(\mu_{HTL}/(2\pi T) = 0.5\), and 2.0. Our results are nicely consistent with the HTL results until near \(T_c\).

Finally, to see the scaling law of the trace anomaly more precisely, we also compare the results between the lattice data and the HTL analyses. The trace anomaly has a leading correction term of \(1/T^2\) in the high temperature regime, as we have shown in Fig. 1. The data can be well-fitted by the linear function of \(1/T^2\) in \((T_c/T)^2 \leq 0.6\) regime. On the other hand, the nonperturbative logarithmic correction term for \(\Delta(T)/T^2\) is predicted by the HTL analyses. To see these correction terms, we take both axes to a logarithmic scale in the right panel of Fig. 11. In \(1.3T_c \lesssim T\), the lattice data exhibit almost plateau and approaches to the HTL results. In the SU(3) gauge theory [2], the similar behavior also appears around \(T = 2T_c\), and in the further high temperature the lattice data become consistent with the HTL and the perturbative analyses. We may consider that it also occurs in the SU(2) gauge theory.
6. Summary and future directions

In this work, we numerically investigate the thermodynamics of the pure SU(2) gauge theory. The theory is a good testing ground for the studies on the methodology and the $N_c$-dependence for the pure SU($N_c$) and QCD theory. We determine the scale-setting function and thermodynamic quantities by using the gradient flow method in the $N_c = 2$ case.

For the precise scale-setting of lattice parameters, we propose a reference scale $t_0$ for the SU(2) gauge theory, which satisfies $t^2\langle E \rangle|_{t=t_0} = 0.1$. This value is determined by a natural scaling-down of the standard $t_0$-scale for the SU(3) gauge theory. We have shown that the reference scale is suitable to study thermodynamics in the temperature region of $T_c \lesssim T \lesssim 2T_c$.

We also obtain the thermodynamic quantities, which are directly calculated from the EMT by the small flow-time expansion of the gradient flow method. This work is the first application of the gradient flow method to the thermodynamic quantities for the SU(2) theory. We take the double limits $(a, t) \to (0, 0)$, first $a \to 0$ and then $t \to 0$, to remove the artifact in the gradient flow method. The statistical error is smaller than the one given by the integration method, nevertheless, we utilize only a few hundred configurations. We precisely show that the trace anomaly in the pure SU(2) gauge theory has a different scaling property from the $N_c \geq 3$ cases. It shows the gently curved behavior near $T_c$, and the linear behavior of $(1/T^2)^2 \lesssim 0.6$ regimes. We also find a strong tendency toward the consistency with the HTL results in the high-temperature regime.

For future works, we address the following points.

**Universality of the critical phenomena**

The finite-temperature phase transition in the pure SU(2) gauge theory is characterized by the Polyakov loop, and it is $Z_2$-symmetric/broken phase transition. It is believed that the phase transition belongs to the same universality class as the Ising model in three dimensions since it has the same symmetry and spatial dimensions [46]. However, it is hard tasks to obtain precisely the same critical exponents with the one for the Ising model. Actually, we also observed the critical exponent of the scaling of the Polyakov loop, but still it is the similar value with the one in Ref. [47] and is not consistent with the value of the Ising model, $\beta = 0.3265(3)$. On the other hand, as for trace anomaly, the recent lattice Monte Carlo study on the 3d Ising model shows the evidence of the traceless of the EMT [48]. Meanwhile, the trace anomaly of the pure SU(2) gauge theory at the critical temperature with one compact-dimension has a finite value. However, this is not so strange, since the EMT can be affected by the all scale fluctuations near the transition point and is not expected to behave universally as in the 3d Ising model.

**Exact determination of $\alpha_U, \alpha_E$ coefficients**

In our analysis, we utilize the one-loop calculation for the coefficients; $\alpha_U$ and $\alpha_E$. Our results are consistent with the ones given by the integral methods in the high temperature regime, but there is a small discrepancy in $T < T_c$ even if the systematic errors are included. The discrepancy may come from the usage of the one-loop approximation in these coefficients. The analytical calculation of these coefficients in the higher order is future work. Furthermore, the nonperturbative determination of these coefficients has been proposed [49, 50]. That is also a valuable direction.
Calculation of viscosities

One of the motivations for this work is to prepare the determination of \( \eta/s \), where \( \eta \) is the shear viscosity. The SU\((N_c)\) gauge theory with large-\(N_c\) has a lower bound of \( \eta/s = 1/(4\pi) \) based on the AdS/CFT correspondence. It is also suggested that the \( \eta/s \) takes the minimum value at the phase transition in a wide class of the systems [51]. However, the \( 1/N_c \) corrections, even their signs of the correction terms, are unclear [12]. The lattice results on the pure SU(3) approach the bound near the critical temperature [52, 53], and \( \eta/s \) on the pure SU(2) at \( T \simeq 1.2T_c \) is also very close to the bound [54]. The systematic study on the temperature-dependence and the \( N_c \)-dependence could reveal properties of the vacuum in the QCD(-like) theories via these viscosities.

**Constructing an effective model of two color QCD**

Once the temperature dependences of the energy density (or pressure) and the expectation value of the Polyakov loop are determined by the pure gauge lattice simulations, one can construct the effective Polyakov-loop potential used in effective model such as the PNJL model [55–60]. Using the effective model, we can analyze the physics in full QCD which contains dynamical quark contributions. Since two-color full QCD simulation is easier to be treated than three color one, it is also easier to check the efficiency of the constructed effective model in two color case. In particular, it is able to investigate the efficiency even at finite quark number density [61], since the lattice simulation of two-color full QCD is also feasible at finite quark chemical potential.
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**A. Distribution of the topological charge at finer lattice**

To investigate the autocorrelation of the generated configuration, we measure the topological charge using the gradient flow. The topological charge is related with the vacuum structure, and it has a long autocorrelation among the observables in Yang-Mills theory. The gluonic definition of the topological charge in Euclidean space-time is given by

\[
Q = \frac{1}{32\pi^2} \int d^4x \epsilon_{\mu\nu\rho\sigma} \text{Tr} G_{\mu\nu}^a G_{\rho\sigma}^a,
\]

(A1)

where \( \epsilon_{\mu\nu\rho\sigma} \) denotes the totally antisymmetric tensor. In this gluonic definition, the topological charge of quantum configurations in lattice simulations generally does not take an integer-value because of UV fluctuations. The application of the gradient flow suppresses the UV fluctuations and recovers almost integer-valued quantity [30, 62].

Figure A1 shows the topological charge for each 600 configuration in \( \beta = 2.85 \), in which the lattice spacing is the smallest and being most likely to occur a topological freezing in our simulations. Here, we observe the topological charge at the gradient flow-time \( t/a^2 = 32 \), where the effective smeared-regime is the same with the half of the lattice extent. We found
Fig. A1  History of topological charge at $\beta = 2.85$ obtained by the gradient flow method. Horizontal axis denotes configuration number, and each configuration separates 100 sweeps.

that the topological charge takes an almost integer-value as expected for each configuration and it frequently changes within one configuration separation. We conclude that the autocorrelation can be negligible in our data sets.

B. Scale-setting function for several reference scales

In our analysis in §4.2, the scale-setting function is valid for $2.420 \leq \beta \leq 2.850$. The range is determined by the choice of the reference scale ($t_0$) to avoid a strong lattice artifact ($t_0/a^2 \geq 1$) and a finite-volume effect ($\sqrt{8t_0/a^2} \leq N_\tau/2$) with the reference value $A \equiv t^2\langle E \rangle|_{t=t_0} = 0.1$. However, if we take the other reference values, then we can extend the available regime of $\beta$.

| $t_0/a^2$ | $A = 0.08$ | $A = 0.09$ | $A = 0.10$ | $A = 0.12$ |
|-----------|------------|------------|------------|------------|
| 2.400     | 0.7264(9)  | 0.8400(12) | 0.9549(5)  | 1.171(23)  |
| 2.420     | 0.8202(11) | 0.9529(14) | 1.083(2)   | 1.336(2)   |
| 2.500     | 1.372(2)   | 1.609(2)   | 1.839(3)   | 2.279(4)   |
| 2.600     | 2.612(7)   | 3.075(8)   | 3.522(10)  | 4.370(14)  |
| 2.700     | 4.881(25)  | 5.770(33)  | 6.628(36)  | 8.247(54)  |
| 2.800     | 8.780(74)  | 10.40(10)  | 11.96(12)  | 14.92(17)  |
| 2.850     | 12.25(10)  | 14.63(14)  | 16.95(17)  | 21.43(25)  |

Table B1  Results of $t_0/a^2$ for $A = 0.08$, 0.09, 0.10 and 0.12.

Table B1 shows the values of $t_0$ in lattice units for $A = 0.08$, 0.09, 0.10 and 0.12. In $\beta = 2.400$ and 2.420, the proper reference values should be taken in $A \geq 0.12$ and $A \geq 0.10$, respectively.

To see the scale violation coming from the choice of the reference values, we show the ratio of the lattice spacing ($a/a_0$) for each $\beta$ in Table B2. Here, we rescale the lattice spacing with
the value at $\beta = 2.600$ for each $A$. Table B2 indicates that the relation between $\beta$ and $a$ is

| $\beta$ | $A = 0.08$ | $A = 0.09$ | $A = 0.10$ | $A = 0.12$ |
|---------|------------|------------|------------|------------|
| 2.400   | 1.896(3)   | 1.913(3)   | 1.921(3)   | 1.932(4)   |
| 2.420   | 1.784(3)   | 1.797(3)   | 1.803(3)   | 1.809(3)   |
| 2.500   | 1.380(2)   | 1.383(2)   | 1.384(2)   | 1.385(3)   |
| 2.600   | 1.000(2)   | 1.000(2)   | 1.000(2)   | 1.000(2)   |
| 2.700   | 0.7315(21) | 0.7301(23) | 0.7290(22) | 0.7279(27) |
| 2.800   | 0.5454(24) | 0.5438(26) | 0.5427(28) | 0.5412(31) |
| 2.850   | 0.4617(20) | 0.4586(22) | 0.4558(24) | 0.4516(18) |

Table B2  Ratios of the lattice spacings $a/a_0$ for $A = 0.08$, 0.09, 0.10 and 0.12, where we take the reference lattice spacing $a_0$ with the value at $\beta = 2.600$.

almost independent of the choice of the reference values.

Finally, we obtain the scale-setting function with the following interpolating function;

$$
\ln(t_0/a^2) = \alpha_0 + \alpha_1(\beta - 2.600) + \alpha_2(\beta - 2.600)^2, \tag{B1}
$$

where $\alpha_0$, $\alpha_1$ and $\alpha_2$ are the fitting parameters. The obtained parameters and the fit range for each reference value are summarized in Table B3. Although the constant term $\alpha_0$, which corresponds to $\ln(t_0/a^2)$ at $\beta = 2.600$, depends on the choice of $A$, the other coefficients $\alpha_1$ and $\alpha_2$ do not change so much. It suggests that we can connect several scale-setting functions obtained by the different choice of $A$, and can obtain the extended scale-setting function, which is available in the wider regime.

| $A$  | $\alpha_0$  | $\alpha_1$  | $\alpha_2$  | fit range          |
|------|-------------|-------------|-------------|--------------------|
| 0.08 | 0.9590(22)  | 6.343(16)   | -0.8548(1360) | [2.500,2.850]      |
| 0.09 | 1.122(2)    | 6.382(18)   | -0.8271(1493) | [2.500,2.850]      |
| 0.10 | 1.258(2)    | 6.409(14)   | -0.7411(851)  | [2.420,2.850]      |
| 0.12 | 1.474(2)    | 6.439(15)   | -0.7501(846)  | [2.400,2.850]      |

Table B3  The coefficients of the scale-setting function for $A = 0.08$, 0.09, 0.10 and 0.12.

C. Data

References

[1] G. Boyd, J. Engels, F. Karsch, E. Laermann, C. Legeland, M. Lutgemeier and B. Petersson, Nucl. Phys. B 469, 419 (1996) [hep-lat/9602007].
[2] S. Borsanyi, G. Endrodi, Z. Fodor, S. D. Katz and K. K. Szabo, JHEP 1207, 056 (2012) [arXiv:1204.6184 [hep-lat]].
[3] J. O. Andersen, M. Strickland and N. Su, JHEP 1008, 113 (2010) doi:10.1007/JHEP08(2010)113 [arXiv:1005.1603 [hep-ph]].
[4] H. Suzuki, PTEP 2013, 083B03 (2013) [PTEP 2015, 079201 (2015)] [arXiv:1304.0533 [hep-lat]].
[5] M. Asakawa et al. [FlowQCD Collaboration], Phys. Rev. D 90, no. 1, 011501 (2014) [Phys. Rev. D 92, no. 5, 059902 (2015)] [arXiv:1312.7492 [hep-lat]].
Table C1 Data of thermodynamic quantities; trace anomaly ($\Delta/T^4$), entropy density ($s/T^3$), energy density ($\varepsilon/T^4$), pressure ($P/T^4$). The errors are statistical ones.

| $T/T_c$ | $\Delta/T^4$ | $s/T^3$ | $\varepsilon/T^4$ | $P/T^4$ |
|---------|--------------|---------|-------------------|---------|
| 0.95    | 0.246(35)    | 0.232(27)| 0.235(24)         | -0.00348(1041) |
| 0.98    | 0.365(25)    | 0.307(29)| 0.322(24)         | -0.0145(77)   |
| 1.01    | 0.551(22)    | 0.585(22)| 0.576(18)         | 0.00848(739)  |
| 1.04    | 0.822(22)    | 0.844(29)| 0.838(21)         | 0.00543(1019) |
| 1.08    | 0.844(28)    | 0.931(28)| 0.909(23)         | 0.0217(93)    |
| 1.12    | 0.871(13)    | 1.18(2)  | 1.10(1)           | 0.772(69)     |
| 1.28    | 0.819(20)    | 1.57(2)  | 1.38(1)           | 0.188(7)      |
| 1.50    | 0.615(13)    | 1.81(2)  | 1.51(2)           | 0.298(8)      |
| 1.76    | 0.463(14)    | 1.92(3)  | 1.56(2)           | 0.365(9)      |
| 2.07    | 0.322(14)    | 2.12(4)  | 1.67(3)           | 0.451(10)     |

[6] H. Makino and H. Suzuki, PTEP 2014 (2014) 063B02 Erratum: [PTEP 2015 (2015) 079202] doi:10.1093/ptep/ptu070, 10.1093/ptep/ptv095 [arXiv:1403.4772 [hep-lat]].
[7] E. Itou, H. Suzuki, Y. Taniguchi and T. Umeda, arXiv:1511.03009 [hep-lat]. PoS(LATTICE 2015)303
[8] Y. Taniguchi, K. Kanaya, H. Suzuki and T. Umeda, Phys. Rev. D 95 (2017) no.5, 054502 doi:10.1103/PhysRevD.95.054502 [arXiv:1611.02411 [hep-lat]].
[9] Y. Taniguchi, S. Ejiri, R. Iwami, K. Kanaya, M. Kitazawa, H. Suzuki, T. Umeda and N. Wakabayashi, Phys. Rev. D 96 (2017) no.1, 014509 doi:10.1103/PhysRevD.96.014509 [arXiv:1611.02411 [hep-lat]].
[10] A. Andronic, Int. J. Mod. Phys. A 29, 1430047 (2014) doi:10.1142/S0217751X14300476 [arXiv:1407.5003 [nucl-ex]].
[11] D. T. Son and A. O. Starinets, Ann. Rev. Nucl. Part. Sci. 57 (2007) 95 doi:10.1146/annurev.nucl.57.090506.123120 [arXiv:0704.0240 [hep-th]].
[12] Y. Kats and P. Petrov, JHEP 0901 (2009) 044 doi:10.1088/1126-6708/2009/01/044 [arXiv:0712.0743 [hep-th]].
[13] A. Nakamura and S. Sakai, Phys. Rev. Lett. 94, 072305 (2005) doi:10.1103/PhysRevLett.94.072305 [hep-lat/0406009].
[14] H. B. Meyer, Phys. Rev. D 76, 101701 (2007) doi:10.1103/PhysRevD.76.101701 [arXiv:0704.1801 [hep-lat]].
[15] A. Pasztor et al., arXiv:1802.07718 [hep-lat].
[16] N. Y. Astrakhantsev, V. V. Braguta and A. Y. Kotov, arXiv:1804.02382 [hep-lat].
[17] M. Caselle, A. Nada and M. Panero, JHEP 1507 (2015) 143 doi:10.1007/JHEP07(2015)143 [arXiv:1505.01106 [hep-lat]].
[18] J. Engels, J. Fingberg, F. Karsch, D. Miller and M. Weber, Phys. Lett. B 252, 625 (1990). doi:10.1016/0370-2693(90)90048-S
[19] J. Engels, F. Karsch and K. Redlich, Nucl. Phys. B 435, 295 (1995) doi:10.1016/0550-3213(94)00491-V [hep-lat/9408009].
[20] P. Giudice and S. Piemonte, Eur. Phys. J. C 77 (2017) no.12, 821 doi:10.1140/epjc/s10052-017-5392-6 [arXiv:1708.01216 [hep-lat]].
[21] M. Panero, Phys. Rev. Lett. 103, 232001 (2009) doi:10.1103/PhysRevLett.103.232001 [arXiv:0907.3719 [hep-lat]].
[22] J. I. Kapusta, Nucl. Phys. B 148 (1979) 461. doi:10.1016/0550-3213(79)90146-9
[23] J. I. Kapusta, “Finite-temperature field theory”, Cambridge University Press, Cambridge (1989).
[24] P. Romatschke and D. T. Son, Phys. Rev. D 80 (2009) 065021 doi:10.1103/PhysRevD.80.065021 [arXiv:0903.3946 [hep-ph]].
[25] L. Giusti and M. Pepe, Phys. Lett. B 769, 385 (2017) doi:10.1016/j.physletb.2017.04.001 [arXiv:1612.00265 [hep-lat]].
[26] M. Caselle, A. Nada and M. Panero, arXiv:1801.03110 [hep-lat].
[27] U. M. Heller and F. Karsch, Nucl. Phys. B 258 (1985) 29. doi:10.1016/0550-3213(85)90601-7
[28] M. Dalla Brida, L. Giusti and M. Pepe, EPJ Web Conf. 175 (2018) 14012 doi:10.1051/epjconf/201817514012 [arXiv:1710.09219 [hep-lat]].
E. Itou and S. Aoki, arXiv:1701.08983 [hep-lat]. PoS(INPC2016)342

[29] S. Borsanyi, G. Endrodi, Z. Fodor, A. Jakovac, S. D. Katz, S. Krieg, C. Ratti and K. K. Szabo, JHEP 1011, 077 (2010) doi:10.1007/JHEP11(2010)077 [arXiv:1007.2580 [hep-lat]].

[30] M. Luscher, JHEP 1008, 071 (2010) [arXiv:1006.4518 [hep-lat]].

[31] R. V. Harlander and T. Neumann, JHEP 1606, 161 (2016) doi:10.1007/JHEP06(2016)161 [arXiv:1606.03756 [hep-ph]].

[32] T. van Ritbergen, J. A. M. Vermaseren and S. A. Larin, Phys. Lett. B 400, 379 (1997) doi:10.1016/S0370-2693(97)00370-5 [hep-ph/9701390].

[33] S. Borsanyi, G. Endrodi, Z. Fodor, A. Jakovac, S. D. Katz, S. Krieg, C. Ratti and K. K. Szabo, JHEP 1011, 077 (2010) doi:10.1007/JHEP11(2010)077 [arXiv:1007.2580 [hep-lat]].

[34] M. Luscher, JHEP 1008, 071 (2010) [arXiv:1006.4518 [hep-lat]].

[35] R. V. Harlander and T. Neumann, JHEP 1606, 161 (2016) doi:10.1007/JHEP06(2016)161 [arXiv:1606.03756 [hep-ph]].

[36] T. van Ritbergen, J. A. M. Vermaseren and S. A. Larin, Phys. Lett. B 400, 379 (1997) doi:10.1016/S0370-2693(97)00370-5 [hep-ph/9701390].

[37] S. Borsanyi, G. Endrodi, Z. Fodor, A. Jakovac, S. D. Katz, S. Krieg, C. Ratti and K. K. Szabo, JHEP 1011, 077 (2010) doi:10.1007/JHEP11(2010)077 [arXiv:1007.2580 [hep-lat]].

[38] M. Luscher, JHEP 1008, 071 (2010) [arXiv:1006.4518 [hep-lat]].

[39] R. V. Harlander and T. Neumann, JHEP 1606, 161 (2016) doi:10.1007/JHEP06(2016)161 [arXiv:1606.03756 [hep-ph]].

[40] T. van Ritbergen, J. A. M. Vermaseren and S. A. Larin, Phys. Lett. B 400, 379 (1997) doi:10.1016/S0370-2693(97)00370-5 [hep-ph/9701390].

[41] S. Borsanyi, G. Endrodi, Z. Fodor, A. Jakovac, S. D. Katz, S. Krieg, C. Ratti and K. K. Szabo, JHEP 1011, 077 (2010) doi:10.1007/JHEP11(2010)077 [arXiv:1007.2580 [hep-lat]].

[42] M. Luscher, JHEP 1008, 071 (2010) [arXiv:1006.4518 [hep-lat]].

[43] R. V. Harlander and T. Neumann, JHEP 1606, 161 (2016) doi:10.1007/JHEP06(2016)161 [arXiv:1606.03756 [hep-ph]].

[44] T. van Ritbergen, J. A. M. Vermaseren and S. A. Larin, Phys. Lett. B 400, 379 (1997) doi:10.1016/S0370-2693(97)00370-5 [hep-ph/9701390].
[60] E. Megias, E. Ruiz Arriola and L. L. Salcedo, Phys. Rev. D 74 (2006) 065005 doi:10.1103/PhysRevD.74.065005 [hep-ph/0412308].

[61] K. Kashiwa, T. Sasaki, H. Kouno and M. Yahiro, Phys. Rev. D 87, no.1, 016015 (2013) doi:10.1103/PhysRevD.87.016015 [arXiv:1208.2283 [hep-ph]].

T. Makiyama, Y. Sakai, T. Saito, M. Ishii, J. Takahashi, K. Kashiwa, H. Kouno, A. Nakamura and M. Yahiro, Phys. Rev. D 93 (2016) no.1, 014505 DOI: 10.1103/PhysRevD.93.014505 [arXiv:1502.06191 [hep-lat]].

[62] C. Bonati and M. D’Elia, Phys. Rev. D 89, no. 10, 105005 (2014) doi:10.1103/PhysRevD.89.105005 [arXiv:1401.2441 [hep-lat]].