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Summary - A formula expressing changes in genetic variances and covariances by index selection in one generation is derived. Then changes in genetic correlation are discussed in 2 simple cases using that formula. When 2 traits involved in the index have equal heritabilities and equal weights, the change in the genetic correlation is always negative and generally large. When selection is on one trait, the genetic correlation with another trait after selection is inclined toward zero.

selection index / genetic correlation / Bulmer effect

INTRODUCTION

Assuming a trait influenced by many loci, Bulmer (1971) showed that a substantial change in additive genetic variance due to selection is caused by gamete phase disequilibrium and derived a formula for the disequilibrium component of the genetic variance. Tallis (1987) proposed an alternative procedure which obtained the same result as that of Bulmer (1971), and extended it to be applicable to multiple traits. Furthermore, Tallis and Leppard (1988) studied the joint effects of index selection and assortative mating on multiple traits. Index selection affects
various genetic parameters. Especially changes in genetic correlations are important
in multiple-trait selection. The objectives of this note are to show explicitly the
formula expressing the changes in genetic variances and covariances due to index
selection in one generation based on the results of Tallis (1987) and Tallis and
Leppard (1988), and to discuss the changes in genetic correlations in some simple
cases based on that formula.

A GENERAL FORMULA FOR CHANGES
IN VARIANCES AND COVARIANCES

Let \( P \) and \( G \) be phenotypic and genetic variance-covariance matrices, respectively,
and let \( b \) be a vector of index weights. If the variance of a selection index, denoted
by \( \sigma^2_I = b'Pb \), is changed by selection to be \( \sigma^2_{I_S} = (1 + k)\sigma^2_I \), then \( P \) becomes:

\[
P_S = P + \frac{k}{b'Pb} Pbb'P
\]

which can be derived from eq 6 of Tallis and Leppard (1988). This result holds
without assuming a normal distribution. If a normal distribution and truncation
selection are assumed, the value of \( k \) is determined only by a selection rate. Then,
from Robertson (1966) or Bulmer (1980, p 163, Eq 9.29), \( k \) is expressed as:

\[
k = -i(i - x)
\]

where \( x \) and \( i \) are respectively the abscissa at the truncation point and the mean of
the selected population in the standard normal distribution, that is, \( i \) is the selection
intensity. The formula obtained by substituting (2) into (1) becomes identical to Eq
10 of Tallis (1965) which was obtained by assuming normality completely. Because
\( i > 0 \) and \( i < x \) in truncation selection, \( k < 0 \). And from \( \sigma^2_{I_S} > 0 \), \( k > -1 \). Thus,
the possible range of \( k \) is:

\[-1 < k < 0.\]

This inequality will be used in the succeeding sections. The value of \( k \) for various
selection rates can be calculated from a table on the normal distribution (eg Pearson,
1931, table II) as shown in table I.

Now consider cases where selection intensities and index weights are different in 2
sexes, and let us denote \( b \) and \( k \) in the \( j \)th sex \((j = 1, 2)\) by \( b_j \) and \( k_j \), respectively.
When selection changes \( P \) to \( P_{Sj} = (I + K_j)P \) in the \( j \)th sex, it can be shown that
\( G \) in the next generation after selection becomes:

\[
G_S = G + (1/4)GP^{-1}(K_1 + K_2)G
\]

from the result of Tallis (1987). In index selection, from (1), \( K_j \) is expressed as:

\[
K_j = (P_{Sj} - P)P^{-1} = \frac{k_j}{b'_jPb_j} P_{b_j}b'_j.
\]
Substituting this into (3), we obtain:

\[ G_S = G + \frac{1}{4} G \left( \frac{k_1}{b_1'Pb_1} b_1' + \frac{k_2}{b_2'Pb_2} b_2' \right) G. \] (5)

It can be shown that the diagonal elements of the latter term of the right hand side of (5) are always negative. It follows that the additive genetic variances, as well as heritabilities, always decrease by index selection irrespective of the values of genetic parameters and index weights. When the same index weights are used in both sexes, (5) reduces to:

\[ G_S = G + \frac{\bar{k}}{2b'Pb} Gbb'G \] (6)

where \( \bar{k} = (k_1 + k_2)/2 \) and \( b \) is a common vector of index weights. This equation will be used in the following sections to derive changes in genetic correlations.

The change in \( G \) in only one generation of selection has been described above. But this change is transitory. If selection is not practiced in the next generation, this change is halved and \( G \) goes back toward its original value. When index selection is repeated for many generations, \( G \) and \( P \) continue to change until equilibrium is attained. The values of \( G \) and \( P \) in each generation, as well as in equilibrium, can be computed iteratively if Eq 24 of Tallis (1987) is used with \( K_j \) in (4). Then \( k_j \) in each generation needs to be known. However, the distribution of a population after selection is no longer normal, so \( k_j \) cannot be determined precisely. If we assume normality throughout, we can compute \( G \) and \( P \) in equilibrium. But we do not know whether this approximation is appropriate or not. Therefore, we will discuss mainly the parameter values after only 1 generation of selection and show the equilibrium values only as references. In the calculation of the equilibrium values,
the changes of genetic variances and covariances are of course taken into account, but environmental variances and covariances are assumed to remain constant. When genetic parameters are changed, generally index weights should be recalculated in each generation. However, in the following sections, only simple cases are discussed in which index weights can be assumed to be constant.

EXAMPLE 1: TWO TRAITS WITH EQUAL HERITABILITIES AND EQUAL WEIGHTS

First we consider the simplest index selection with 2 traits which have equal heritabilities and equal index weights in both sexes. The traits are assumed to be standardized to have unit phenotypic variances for simplicity. Then, $P$ and $G$ before selection and $b$ are:

$$ P = \begin{bmatrix} 1 & r_P \\ r_P & 1 \end{bmatrix}, \quad G = h^2 \begin{bmatrix} 1 & r_G \\ r_G & 1 \end{bmatrix}, \quad b = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \quad (7) $$

where $r_P$ and $r_G$ are the phenotypic and genetic correlations and $h^2$ is the heritability. Substituting these matrices and vector into (6), we obtain:

$$ G_S = G + \frac{kh^4(1 + r_G)^2}{4(1 + r_P)} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}. $$

Thus, the genetic correlation in the next generation after selection becomes:

$$ r_{GS} = \frac{h^2r_G + kh^4(1 + r_G)^2/4(1 + r_P)}{h^2 + kh^4(1 + r_G)^2/4(1 + r_P)} = \frac{4(1 + r_P)r_G + kh^2(1 + r_G)^2}{4(1 + r_P) + kh^2(1 + r_G)^2}. $$

The change in the genetic correlation is:

$$ \Delta r_G = r_{GS} - r_G = \frac{kh^2(1 - r_G)(1 + r_G)^2}{4(1 + r_P) + kh^2(1 + r_G)^2}. \quad (8) $$

It is obvious that the numerator of (8) is always negative. On the other hand, the fact that the denominator of (8) is always positive can be proved in the following way. Because the environmental variance-covariance matrix, $P - G$, is positive definite, its characteristic roots should all be positive. It can be shown that the characteristic roots of $P - G$ in this example are:

$$ \lambda_1 = 1 + r_P - h^2(1 + r_G) \quad \text{and} \quad \lambda_2 = 1 - r_P - h^2(1 - r_G). \quad (9) $$

From $\lambda_1 > 0$, we obtain:

$$ 1 + r_P > h^2(1 + r_G). $$

Using this inequality, the denominator of (8) becomes:

$$ 4(1 + r_P) + kh^2(1 + r_G)^2 > 4h^2(1 + r_G) + kh^2(1 + r_G)^2 
\quad = h^2(1 + r_G)(4 + k(1 + r_G)) > 0. $$
Thus, it has been proved that always \( \Delta r_G < 0 \), that is, \( r_{GS} < r_G \). Therefore, the genetic correlation after selection is inclined toward \(-1\) as compared with the genetic correlation before selection. This effect of the selection is undesirable for the selection in the next generation.

Example values of \( \Delta r_G \) for some \( r_G \) and \( r_P \) are shown in table II where we assume that \( h^2 = 0.5 \) and the selection rates are 0.1 in males and 0.5 in females. From table I, it is found that \( \bar{k} = -0.7337 \) approximately in this case. Table II contains only the combinations of \( r_P \) and \( r_G \) that satisfy the condition that \( \lambda_1 > 0 \) and \( \lambda_2 > 0 \) where \( \lambda_1 \) and \( \lambda_2 \) are defined in (9). This table shows that always \( \Delta r_G < 0 \) as stated above and that the change in \( r_G \) is generally large in spite of the moderate selection rates and only one generation of selection. Table III shows the difference, denoted by \( \Delta r_G^* \), between the initial value of \( r_G \) and its equilibrium value attained after repeated selections for many generations on the same condition as in table II. Although the value of \( \Delta r_G^* \) in table III is approximate, it is obvious that \( \Delta r_G^* \) has the same tendency as \( \Delta r_G \) and its absolute value is generally very large. From these facts, we conclude that the genetic correlation could be changed easily in undesirable direction by index selection.

**Table II.** The change in the genetic correlation \( (\Delta r_G^*) \) by index selection of 1 generation with 2 traits which the same heritability, 0.5, and the same index weights where the selection rates are 0.1 in males and 0.5 in females.

| \( r_G \) | -0.7 | -0.5 | -0.3 | -0.1 | 0.0 | 0.1 | 0.3 | 0.5 | 0.7 |
|---|---|---|---|---|---|---|---|---|---|
| \( \Delta r_G^* \) |          |          |          |          |          |          |          |          |          |
| -0.7 | -0.048 | -0.029 | -0.020 | -0.016 | -0.014 | -0.013 |          |          |          |
| -0.5 | -0.124 | -0.072 | -0.051 | -0.039 | -0.035 | -0.032 |          |          |          |
| -0.3 | -0.128 | -0.089 | -0.068 | -0.061 | -0.055 | -0.047 |          |          |          |
| -0.1 | -0.192 | -0.131 | -0.099 | -0.088 | -0.080 | -0.067 |          |          |          |
| 0.0  | -0.151 | -0.113 | -0.101 | -0.091 | -0.076 | -0.065 |          |          |          |
| 0.1  | -0.170 | -0.127 | -0.112 | -0.101 | -0.084 | -0.072 |          |          |          |
| 0.3  | -0.199 | -0.146 | -0.128 | -0.115 | -0.095 | -0.081 |          |          |          |
| 0.5  | -0.149 | -0.130 | -0.115 | -0.094 | -0.080 | -0.069 |          |          |          |
| 0.7  | -0.125 | -0.108 | -0.095 | -0.077 | -0.064 | -0.055 |          |          |          |

Here we comment briefly on a case where 2 traits have antagonistic weights. Let us put:

\[
b' = [1 \quad -1]
\]

and use the same \( P \) and \( G \) as in (7). Then, in the same way as the above example, the change in the genetic correlation by the selection using this antagonistic weights can be shown to be:

\[
\Delta r_G = -\frac{kh^2(1 + r_G)(1 - r_G)^2}{4(1 - r_P) + \bar{k}h^2(1 - r_G)^2}.
\]
This equation can also be obtained from (8) by affixing minus signs to all of \( r_G, r_P \) and \( \Delta r_G \). Using \( \lambda_2 > 0 \) in (9), it can be shown that \( \Delta r_G \) in (10) is always positive. Thus, in this case with the antagonistic weights, the completely reverse results are obtained in comparison with the above case with equal weights. However, in both cases, the genetic correlation is changed in undesirable direction. If one wants the numerical examples of \( \Delta r_G \) and \( \Delta r_G^* \) using the antagonistic weights, they can be obtained from tables II and III reverting all the signs of the value of \( r_G, r_P, \Delta r_G \) and \( \Delta r_G^* \).

### Table III. The difference \( (\Delta r_G^*) \) between the initial value of genetic correlation and its equilibrium value when index selection is practiced on the same condition as in table II.

| \( r_G \)  | -0.7 | -0.5 | -0.3 | -0.1 | 0.0 | 0.1 | 0.3 | 0.5 | 0.7 |
|-------------|------|------|------|------|-----|-----|-----|-----|-----|
| \( \Delta r_G^* \) |      |      |      |      |     |     |     |     |     |
| -0.7        | -0.064 | -0.042 | -0.032 | -0.026 | -0.024 | -0.022 |     |     |     |
| -0.5        | -0.148 | -0.096 | -0.073 | -0.060 | -0.055 | -0.050 |     |     |     |
| -0.3        | -0.159 | -0.120 | -0.097 | -0.089 | -0.082 | -0.072 |     |     |     |
| -0.1        | -0.229 | -0.166 | -0.134 | -0.122 | -0.113 | -0.098 |     |     |     |
| 0.0         | -0.188 | -0.150 | -0.137 | -0.126 | -0.109 | -0.097 |     |     |     |
| 0.1         | -0.208 | -0.164 | -0.149 | -0.137 | -0.119 | -0.105 |     |     |     |
| 0.3         | -0.241 | -0.183 | -0.165 | -0.151 | -0.130 | -0.114 |     |     |     |
| 0.5         | -0.184 | -0.164 | -0.148 | -0.126 | -0.110 | -0.098 |     |     |     |
| 0.7         | -0.155 | -0.135 | -0.120 | -0.101 | -0.087 | -0.077 |     |     |     |

EXAMPLE 2 : SELECTION ON ONE OF TWO TRAITS

Next, we consider 2 traits again, but selection is based on only one trait. The traits are assumed to be standardized to have unit phenotypic variances as in Example 1. Then, \( P \) and \( G \) before selection and \( b \) are :

\[
P = \begin{bmatrix} 1 & r_P \\ r_P & 1 \end{bmatrix}, \quad G = \begin{bmatrix} h_1^2 & h_1 h_2 r_G \\ h_1 h_2 r_G & h_2^2 \end{bmatrix}, \quad b = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

where \( h_1^2 \) and \( h_2^2 \) are the heritabilities of the 2 traits and \( r_P \) and \( r_G \) are as in Example 1. From (6), the genetic variance-covariance matrix in the next generation after selection is :

\[
G_s = G + \bar{k} h_1^2 / 2 \begin{bmatrix} h_1^2 & h_1 h_2 r_G \\ h_1 h_2 r_G & h_2^2 \end{bmatrix}.
\]

Thus, the genetic correlation becomes :

\[
r_{GS} = \frac{h_1 h_2 r_G (1 + \bar{k} h_1^2 / 2)}{\sqrt{h_1^2 (1 + \bar{k} h_1^2 / 2) \cdot h_2^2 (1 + \bar{k} h_1^2 r_G^2 / 2)}} = r_G \sqrt{\frac{1 + \bar{k} h_1^2 / 2}{1 + \bar{k} h_1^2 r_G^2 / 2}}.
\]
It is interesting that \( r_{GS} \) does not depend on \( r_P \) at all. From (12), we obtain

\[
r_{GS}/r_G = \sqrt{\frac{1 + \overline{k}h_1^2/2}{1 + \overline{k}h_1^2r_G^2/2}}.
\]

The maximum of \( r_{GS}/r_G \) is attained when \( r_G = \pm 1 \) irrespective of \( \overline{k} \) and \( h_1^2 \), and its maximum is +1. On the other hand, its minimum is attained when \( r_G = 0 \), then:

\[
r_{GS}/r_G \geq \sqrt{1 + \overline{k}h_1^2/2} > \sqrt{1 - h_1^2/2} \geq \sqrt{1 - 1/2} = 1/\sqrt{2}.
\]

Therefore, the possible range of \( r_{GS}/r_G \) is:

\[
1/\sqrt{2} < r_{GS}/r_G \leq 1.
\]

This indicates that the sign of a genetic correlation is not changed by this type of selection and the genetic correlation after selection is inclined toward zero.

Example values of \( r_{GS} \) and \( \Delta r_G \) for some \( r_G \)'s are shown in table IV where we assume that \( h_1^2 = 0.5 \) in both traits and that the selection rates are 0.1 in males and 0.5 in females as in table II. Table IV also contains \( \Delta r_G^* \) which is the difference between the initial value of genetic correlation and its equilibrium value. Note that this table does not have the column of \( r_P \). This is because the results does not depend on \( r_P \) as described above. From table IV, we find that \( r_{GS} \) is inclined toward zero from its original value \( r_G \) as stated above and that \( \Delta r_G \) and \( \Delta r_G^* \) are not so large generally as compared with those in table II and III.

**Table IV.** The genetic correlation after selection \((r_{GS})\) and the change \((\Delta r_G)\) from the initial value \((r_G)\) when selection is on one of 2 traits which have the same heritability, 0.5, where the selection rates are 0.1 in males and 0.5 in females.

| \( r_G \) | \( r_{GS} \) | \( r_{GS}/r_G \) | \( \Delta r_G \) | \( \Delta r_G^* \) |
|---------|-----------|----------------|-------------|-------------|
| 0.0     | 0.0       | -              | 0.0         | 0.0         |
| ±0.1    | ±0.090    | 0.904          | F 0.010     | F 0.013     |
| ±0.2    | ±0.181    | 0.907          | F 0.019     | F 0.025     |
| ±0.3    | ±0.273    | 0.911          | F 0.027     | F 0.036     |
| ±0.4    | ±0.367    | 0.917          | F 0.033     | F 0.045     |
| ±0.5    | ±0.463    | 0.925          | F 0.037     | F 0.051     |
| ±0.6    | ±0.561    | 0.935          | F 0.039     | F 0.053     |
| ±0.7    | ±0.663    | 0.947          | F 0.037     | F 0.050     |
| ±0.8    | ±0.769    | 0.962          | F 0.031     | F 0.042     |
| ±0.9    | ±0.881    | 0.979          | F 0.019     | F 0.026     |

\( \Delta r_G^* \): The difference between the initial value of genetic correlation and its equilibrium value.

Changes in \( h_2^2 \), denoted by \( \Delta h_2^2 \), induced by selection on the first trait can be derived from (11):

\[
\Delta h_2^2 = \frac{h_2^2 + \overline{k}h_1^2r_G^2/2}{1 + \overline{k}h_1^2h_2^2r_G^2/2} - h_2^2 = \frac{(1 - h_2^2)\overline{k}h_1^2h_2^2r_G^2/2}{1 + \overline{k}h_1^2h_2^2r_G^2/2}.
\]
It is obvious that $\Delta h_2^2 < 0$, so that $h_2^2$ always decreases irrespective of the values of genetic parameters. This fact holds good not only in this case, but also in every case of index selection. It is only a special example of the general fact that heritabilities always decrease by index selection irrespective of the values of genetic parameters and index weights as stated above in this note.
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