The response of maize, sorghum, and soybean yield to growing-phase climate revealed with machine learning
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Abstract

Accurate representation of crop responses to climate is critically important to understand impacts of climate change and variability in food systems. We use Random Forest (RF), a diagnostic machine learning tool, to explore the dependence of yield on climate and technology for maize, sorghum and soybean in the US plains. We analyze the period from 1980 to 2016 and use a panel of county yields and climate variables for the crop-specific developmental phases: establishment, critical window (yield potential definition) and grain filling. The RF models accounted for between 71% to 86% of the yield variance. Technology, evaluated through the time variable, accounted for approximately 20% of the yield variance and indicates that yields have steadily increased. Responses to climate confirm prior findings revealing threshold-like responses to high temperature (yield decrease sharply when maximum temperature exceed 29 °C and 30 °C for maize and soybean), and reveal a higher temperature tolerance for sorghum, whose yield decreases gradually as maximum temperature exceeds 32.5 °C. We found that sorghum and soybean responded positively to increases in cool minimum temperatures. Maize yield exhibited a unique and negative response to low atmospheric humidity during the critical phase that encompasses flowering, as well as a strong sensitivity to extreme temperature exposure. Using maize as a benchmark, we estimate that if warming continues unabated through the first half of the 21st century, the best climatic conditions for rainfed maize and soybean production may shift from Iowa and Illinois to Minnesota and the Dakotas with possible modulation by soil productivity.

1. Introduction

Regional climate strongly influences the geographical distribution and yield of grain crops, and therefore, the food system. Our understanding of climate variable effects on grain yield has advanced recently through analyses that use historical climate and yield datasets (Schlenker and Roberts 2009, Lobell et al. 2014). These analyses take advantage of the non-controlled experiments conducted by producers as they grow crops in different locations and years for which records are aggregated at scales from fields to regions or even countries. When paired with the climate during the growing season and by using appropriate statistical techniques, these datasets can provide robust responses between crop yields and climate.

Schlenker and Roberts (2009) provided a novel way of analyzing the crop yield response to temperature using a county-level panel of yield and climate variable for maize, cotton, and soybean east of the 100th meridian in the United States. Among the predictors were the number of days exposed to discrete temperature ranges in 1 °C increments. Their analysis revealed that maize and soybean yield have a broad optimum temperature range that falls off abruptly when temperature increases above 29 °C and 30 °C, respectively, with no evidence of technological adaptation to temperature stress. This analysis highlighted the power of combining climate and...
yield records, despite the potential contamination of the climate signal by diseases, pests, soils and other factors.

Machine learning models, and specifically Random Forest (RF), are well suited for crop yield modeling and have been used in bioinformatics (Cutler et al. 2007), ecology (Rehfildt et al. 2012), and agronomy (Saha et al. 2017). Recently, Hoffman et al. (2017) applied RF as a statistical crop model, isolating technology from climate signals in Sub-Saharan countries. The immediate implication is that if one were to use a data-rich region over a large climate domain as used in Schlenker and Roberts (2009), it would be possible to uncover previously unknown relationships between climate variables and crop yield. Furthermore, representing the crop cycle with fidelity, rather than using fixed calendar days from planting to maturity, can help extract the distinct responses across crops' phenological stages.

The impact of climate variables on crop yield can be summarized as follows. Precipitation relates to crop yield by affecting the water balance: when soil water limits the ability of crops to match the atmospheric demand for evaporation, stomata close reducing water loss but also photosynthesis. The yield response is curvilinear and mediated by soil water storage; excess precipitation can reduce yield (Kremer et al. 2008, Sadras et al. 2011, Anderson et al. 2015). Temperature operates through several mechanisms. First, temperature controls the development rate (Sofield et al. 1977); in general, the higher the temperature the faster the development rate and the lower the solar radiation or water capture. Second, high temperature causes heat stress affecting both grain number and grain size (Broekelhurst 1977, Quattar et al. 1987, Miralles et al. 1998, Commuri and Jones 2001). Third, high temperature in C3 plants favor photorespiration and reduce net CO2 assimilation (Zelitch 1982). Finally, extremely low or high temperatures damage both vegetative and reproductive plant structures. Collectively, these processes express in large data panels as threshold-like responses where crop yield decreases sharply above a certain temperature (Schlenker and Roberts 2009, Lobell et al. 2014). Other factors like atmospheric dryness quantified through the vapor pressure deficit (VPD) relate to maize yield (Lobell et al. 2014), beyond the expected reduction in water use efficiency as VPD increase (Tanner 1981, Kemanian et al. 2005), hinting at yet unaccounted for processes affecting yield.

In this paper, we apply RF as a diagnostic crop model using high resolution data in the central region of the United States. Our specific objectives are to: (1) quantify the magnitude of association for precipitation (PRCP), maximum and minimum temperature (TMAX and TMIN, respectively), extreme degree days (EDD), solar radiation (SRAD), and vapor pressure deficit (VPD) in determining the yield of the summer crops (maize, sorghum, and soybean) and (2) estimate phase-specific responses to these variables for each crop. Specifically, we analyze the relationships between climate and grain yield of maize, sorghum, and soybean from 1980 to 2016 in 18 states in the central region of the United States (figure 1) where the majority of these crops are produced.

## 2. Data and methods

### 2.1. Yield and climate data

We used county-level yield data for each state from the United States Department of Agriculture National Agriculture Statistics Service (USDA NASS 2012) (A.2.1). We used this data in conjunction with weather data at 4 km resolution from 1980 to 2016 from the MetData high-resolution gridded surface meteorological product (Abatzoglou 2011). We considered six fundamental climate variables as potential predictors (table 1) and included year as a metric to capture technology improvement with time (please see Section A.1 for more information on variable selection). For each climate variable in table 1, we computed four predictors based on phenological phases defined as establishment, critical window, and grain filling, and averages for the entire cycle from planting to maturity.

### 2.2. Methods to compute growing season phases

#### 2.2.1. Planting date

For each year, we estimated the planting date for each county based on county-level temperatures. Other work has used latitude and elevation to estimate planting dates (Yang et al. 2017), but using

| Variable | Units | Definition |
|----------|-------|------------|
| TMAX | °C | daily maximum temperature |
| TMIN | °C | daily minimum temperature |
| SRAD | W/m² | surface downwelling shortwave flux |
| PRCP | mm | accumulated precipitation |
| VPD | hPa | vapor pressure deficit |
| EDD | °C d | extreme degree days (calculated via cap method) |
temperatures allowed us to simulate farmer adaptation to cold or warm years. We estimate that planting occurs once the 21-day moving average rises to a crop-specific threshold temperature (table 2). Planting temperatures for maize, sorghum, and soybean were 10, 15, and 12 °C, respectively. While there is some latitudinal variation in these planting thresholds, a single threshold for each crop is chosen for simplicity and we note that our results still lie within the range of observed planting dates and that of other work (Bondeau et al. 2007, Waha et al. 2012, Yang et al. 2017, National Agricultural Statistics Service 2012). We assume planting occurs on a single day, though it realistically takes approximately 3 weeks to plant 80-90% of the target area.

Due to sorghum’s and soybean’s low tolerance to cold temperatures, planting happened once the temperature planting threshold is reached after the last spring frost occurred. If threshold temperatures for planting are never met, the crop is not planted.

2.2.2. Crop developmental phases
We considered the entire growing season, but also partitioned the growing season for each crop into three non-overlapping phases: establishment, critical window, and grain filling. This approach should provide a more consistent analytical basis than calendar-based approaches, except that it does not account for planting and harvest time windows or differences in phenology among genotypes, both of which are arguments in favor of a wider calendar window.

The establishment phase is meant to capture conditions during germination, emergence, and early vegetative stages. The critical window aims to capture the reproductive phases that determine yield potential, and the grain filling phase captures conditions during grain growth. There is unavoidable overlap between consecutive phases (Figures A1-A3). These phases represent the phenology well for maize and sorghum, but for soybean the staggered flowering and pod filling phases make the discretization more ambiguous (please see Section A.3.1 for more information on growth phases). For soybean, we consider the establishment phase to span from planting to the start of flowering (R1), the critical window to contain the second through fourth reproductive stages (R2-R4), and grain filling to capture the final stages of reproduction (R5-R8) (Setiyono et al. 2007, Berglund and McWilliams 2015, Fehr and Caviness 1977).
Table 2. Phase-specific thermal times, base temperature, and planting thresholds for maize, sorghum, and soybean. Asterisk denotes that a frost restriction was used. The unit °C d represents a degree day.

| Phase abbrev. | Maize | Sorghum | Soybean |
|---------------|-------|---------|---------|
| Establishment (°C d) | ES | 600 | 600 | 500 |
| Critical window (°C d) | CW | 600 | 400 | 500 |
| Grain filling (°C d) | GF | 850 | 600 | 1000 |
| Growing season (°C d) | GS | 2050 | 1600 | 2000 |
| \( T_{\text{base}} \) (°C) | — | 8 | 8 | 5 |
| \( T_{\text{plant}} \) (°C) | — | 10 | 15* | 12* |

Figure 2. Fractional explained variance for each crop model. The values included in this plot were derived using the raw, unscaled permutation accuracy metric (Strobl et al 2007) and the explained variance metric that emerges from the RF model.

The planting date algorithm was designed to allow for year to year adaptation, and the growing season algorithm was designed to allow for early termination of the grain filling phase under extreme conditions. For all crops, the length of these phases is determined by thermal time and crop-specific base temperature (table 2). Using thermal time to compute the growth phases results in a shorter growing season under warm conditions. In the event that the plant experiences extremely cold late-season conditions we force-ended grain filling prematurely. We consider harvest for all crops to occur once grain filling is completed and did not account for post-maturity yield losses.

2.3. Modeling

Random Forest (RF) is a non-parametric regression technique based on a special ensemble of classification and regression trees (CART) (Breiman et al 1983, Breiman 2001). RF models are constructed by using an ensemble of CARTs wherein each tree is grown using a random subset of the training data and random predictor selection at each node of each tree. The ensemble reduces variance in the final model, while the random predictor selection reduces correlation between trees and keeps bias low. Because each tree is trained on a subset of the data, the remaining data (about one-third of the sample) is left out for testing and computation of internal metrics.

We estimate how county level crop yields in each year depend on a set of fundamental climate variables (table 1). The list contains temperature information in the daily maximum and minimum temperatures (TMAX and TMIN, respectively), and extreme degree days (EDD) calculated via cap method (A.2.2.2). Information regarding moisture and its availability are included as accumulated precipitation (PRCP) and vapor pressure deficit (VPD) (A.2.2.3). We also include surface downwelling shortwave flux (SRAD).

Each crop was modeled independently with each model consisting of six fundamental variables and the year as predictors. We also include all four phases: establishment, critical window, grain filling, and the growing season average. RF can be used to estimate the sensitivity of yields to individual climate predictors and estimate their functional responses. Though many of the predictors in this analysis are closely related, the relation can be explored and made explicit.

We considered the following states: New Mexico, Colorado, Texas, Oklahoma, Kansas, Nebraska, South Dakota, North Dakota, Wisconsin, Minnesota, Iowa,
Michigan, Ohio, Illinois, Indiana, Missouri, Arkansas, and Louisiana for a total of 1631 counties.

3. Results

3.1. Model performance and general responses

Overall, the RF crop models captured 86%, 71%, and 81% of the variance in maize, sorghum, and soybean yields, respectively (figure 2). The variable importance metrics highlight that yield dependence on year is significant and approximately linear (figure A7), explaining yield increases of 90 kg/ha (1.3%) per year for maize, 29.3 kg/ha (0.79%) for sorghum, and 29.4 kg/ha (1.1%) for soybean.

In general, we found that yields were largely driven by environmental conditions during the grain filling period. However, accumulated precipitation and extreme degree days over the entire growing season had a significant effect on yields, particularly for maize (figure 3). A most intriguing response was found for VPD: though VPD during the grain filling period (VPD-GF) drove sorghum and soybean yields, maize yields were driven by VPD during the critical window (VPD-CW). Yield sensitivity to SRAD was low when compared with the other climate variables (figure 3).

3.2. Maize

Maize yields were strongly influenced by VPD during the critical window (figure 5(d)), decreasing by 127 kg/ha (1.9%) per 1 hPa increase in VPD.

More than any other crop in this study, extreme degree days accumulated throughout the growing season (EDD-GS) related to maize yield (figure 6(a)). In general, if EDD-GS exceeded 55 °C d, yields dropped below average. Optimal TMIN-GF and TMAX-GF ranges for maize growth emerged from figures 4(a) and (d). A wide plateau of suitable TMIN-GF ranged from 8°C – 19°C and for TMAX-GF from 21°C – 29°C (table 3). Once TMAX-GF exceeded 29 °C, yields rapidly decreased by 82 kg/ha (1.2%) for every additional °C. Increases in TMIN consistently increased maize yields, so long as TMIN-GF did not exceed 16 °C (figure 4(d)).

Maize yields were highest when approximately 630 mm of precipitation accumulated over the growing season (figure 5(a)). At low levels of precipitation, increasing precipitation by 100 mm steadily and linearly increased yields by 632 kg/ha (4.8%). We consider optimal growing conditions for maize to exist when PRCP-GS exceeds 400 mm.

3.3. Sorghum

The model for sorghum yields had the lowest explanatory power of all three crops with an R² of 0.71 (figure 2). Following time, the most important yield driver was VPD-GF (figure 4(e)). On average, grain yields decreased by 44 kg/ha (1.2%) for every 1 hPa increase in VPD-GF. At very high VPD-GF (greater than 15 hPa), sensitivity to increasing VPD-GF is reduced and yields only drop by 3.8 kg/ha. This reduced sensitivity during warm and dry conditions is also evident in the response to EDD-GS (figure 6(b)).

In general, yields decrease by about 19 kg/ha for every extra 10 °C d EDD-GS, but once 80 °C d are accumulated, that response drops to less than 1 kg/ha. We note that flattening at the edges of these partial dependence plots with RF should be interpreted as data sparsity (A.3.2).
Figure 4. Partial dependence plot for phase-specific maximum daily temperature (TMAX) and minimum daily temperature (TMIN) for each growth phase, including the growing season. Colors represent the growth phase: establishment (blue), critical window (green), grain filling (red), growing season (black). Responses from the 2.5–97.5th percentiles are plotted.

Table 3. Optimal grain filling temperature ranges (derived from partial dependence information plotted in figure 4).

|       | TMAX (°C) |       | TMIN (°C) |
|-------|-----------|-------|-----------|
|       | min       | max   | min       | max   |
| Maize | 20.7      | 29.8  | 9.2       | 19.3  |
| Sorghum | 25.3      | 32.5  | 14.4      | 19.3  |
| Soybean | 21.3      | 30.4  | 12.4      | 19.1  |

Optimal TMIN-GF ranges from 14.5 °C to 19 °C, while optimal TMAX-GF ranges from 25 °C to 30 °C (figures 4(b) and (e)). Yields were likely to be above average as long as TMIN-GF ranged from 12.5 °C to 20 °C and TMAX-GF remained under 32.5 °C. Sorghum yields were highest when TMAX-GF was near 29 °C, and declined rapidly above 32.5 °C. Yet, sorghum was sensitive to cooler minimum temperatures, and yields benefit from increased TMIN throughout the growing season, as long as TMIN-GF does not exceed 19 °C (figure 4(e)).

Sorghum yields were highest at approximately 420 mm of PRCP-GS. Below this threshold, sorghum yields steadily increased by about 180 kg/ha per 100 mm accumulated. Above this threshold, yields decreased by about 13 kg/ha with each additional 50 mm. While PRCP-GF is not as important as PRCP-GS, we found that precipitation accumulated during this phase consistently increases yields (figure 5(b)).

3.4. Soybean

Soybean yield was strongly affected by conditions during grain filling simply because that phase occupied most of the growing cycle (figure 3). Yields respond most strongly to TMAX-GF with yields slowly increasing until 30 °C and then falling off sharply at 98 kg/ha (4.2%) with each additional degree (figure 4(c)). These results indicated an optimal range of both TMIN-GF and TMAX-GF between 9-19 °C and 23-29 °C, respectively.

Similar to the other crops, soybean yields are also affected by VPD-GF (figure 5(f)). In general, yields decrease by 31 kg/ha (1.3%) per 1 hPa increase in VPD-GF.

Unlike sorghum and maize, soybean yields responded to EDD-GF and PRCP-GF instead of the growing season totals (figures 5(c) and 6(c)). Yields increase by approximately 71 kg/ha (3%) per 50 mm until 200 mm have accumulated during this phase; once 200 mm accumulate, yield improvement stagnates. Yield response curves to precipitation accumulated over the growing season indicates that yields optimize at 494 mm. Similar to observations for sorghum, too much precipitation during the establishment phase (PRCP-ES > 120 mm) lowers yields.
4. Discussion

While prior work focused on whole season analyses, single crops, or limited climate variables, we found that precipitation, temperature and dryness of the atmosphere affect the yield of all crops, but with distinct and consequential patterns when considering each developmental phase. When variable importance is assembled by growing phase regardless of the climate variable, the grain filling phase and total growing season tend to be more important, except for maize for which the critical window is equally important (figure A4).

In general, increasing EDD and VPD lead to reductions in yield. Maize and soybean are grown in comparable areas and both were sensitive to EDD, but maize was more sensitive to VPD (mostly during flowering), and soybean was more sensitive to both TMAX and TMIN (figure 4, 5, 4). Sorghum is grown in a drier environment and was more sensitive to VPD (mostly during grain filling) but not very responsive to EDD which may reflect its known tolerance to heat.

Unlike Lyon et al (2003) and Lobell et al (2014), we found no interactive effect between VPD and time on yield (not shown). Recent reports seem to agree that VPD, although positively correlated to higher temperature, may affect yield independently of other factors (Lobell et al 2014, Hoffman et al 2017). No prior report separated its effect on different crops and growing phases.

A comparable maize yield response to VPD was found by Lobell et al (2014) for the period 61-90 days after planting (roughly equivalent to the critical window), which our analysis suggest is a robust response across a wider geography (figure 5(d)). Maize is open pollinated and drought stress causes pollination failures as well as embryo abortion, but water stress effects are still exclusively related in the literature and
modeling to the ratio of the water demand and supply (e.g. Messina et al (2019)). Our analysis strongly suggests that there is a direct effect of dryness of the air, and we speculate that it relates to silk elongation rate (Westgate and Boyer (1985)), silk receptivity, or pollen germination. In addition, the negative effect in yield expresses at relatively low VPD and ceases at 12 hPa (maximum daytime VPD of 20 hPa). Neither of these effects are seen in the autogamous sorghum and soybean (figures 5(e) and (f)).

Temperatures during grain filling emerge as an important driver of yields in the central US (Lobell et al 2014, Prasad et al 2015), likely due to a medley of grain abortion, decreased grain size potential, and decreased grain growth. Prasad et al (2015) found that average temperatures ranging from 25°C to 37°C quadratically decreased individual grain weight when imposed at the start of grain filling as a result of decreased floret fertility. We might be overestimating temperature effect during grain filling and underestimating it on the critical phase because we assume planting to occur on a single day of the year, but the overall response with a broad optimum that falls in the extremes stands.

Modeled yield responses of maize and soybean yields to TMAX-GF compare favorably to those found in other work wherein yields increase slowly with increases until a threshold is reached, after which yields are relatively insensitive to precipitation but decrease slightly if too much precipitation is accumulated (Sadras et al 2011, Hsiang et al 2013, Anderson et al 2015, Hoffmann et al 2017, Cooper et al 2020). Since these are county-level yields, it likely reflects minor losses in well-drained soils and sharp losses in wetter soils.

As expected, grain yields are strongly affected by PRCP-GS and exhibit non-linear responses to accumulated precipitation (figures 5(a)–(c)). The modeled yield response curves are similar to those in other works wherein yields show significant linear increases until a threshold is reached, after which yields are relatively insensitive to more precipitation. We found that yields respond to growing season precipitation exhibited clear threshold behaviors (figures 5(a)–(c)); once an adequate amount of precipitation accumulated, yields optimized. In the case of maize, there are other important predictor variables like VPD-CW and EDD-GS, but they do not exhibit clear thresholds like temperature and precipitation do. To illustrate the point, we plot the optimal growing conditions for maize based on the well-defined optimal ranges for temperature during grain filling and threshold for precipitation accumulated over the growing season. We use the temperature ranges defined in table 3 and consider the threshold for precipitation at 400 mm. We plot these conditions for 2012 and 2016 (figure 7).

Crop yields in 2012 were historically low as a result of drought and a very warm growing season, while the year 2016 was average. Optimal conditions for maize growth in 2016 occurred in the Corn Belt, but it is clear why 2012 had historically low yields: very few counties met the conditions for optimal growth. The band of optimal TMAX-GF temperature shifted north into a narrow band north of Iowa, while low precipitation in most of the central US severely limited yield. It seems that current conditions, although variable, overlay the best climate for maize production with some of the most productive soils in the nation (Iowa, Illinois), but this may change.

To understand how the optimal growing region for maize might change in the future, we generated an optimal growing region figure for 2064 in a business-as-usual climate change scenario using the same ranges and thresholds identified in this analysis (figure 8.) We use statistically downscaled
Figure 7. Optimal temperature and precipitation ranges are plotted for maize in 2016 (top) and 2012 (bottom). Counties which lie within the optimum TMAX and TMIN ranges are highlighted in red and blue, respectively. Counties which experienced more than 400 mm of precipitation are colored grey. Counties that experienced optimal growing conditions are therefore darkest (dark purple).

data from future experiments run by the Geophysical Fluid Dynamics Laboratory model (GFDL) for the Fifth Coupled Model Intercomparison Project, or CMIP5 (Abatzoglou and Brown 2012). While there are uncertainties associated with projected climate data for a single year (and scenario), figure 8 should be considered a snapshot of what could be expected. We find that mid-century growing conditions in a business-as-usual scenario may shift optimal growing conditions north and west resulting in better conditions for growth in Minnesota and the Dakotas. We note the remarkable similarity between the optimal growing conditions in 2012 and those in 2064. The exact direction and extent of these shifting optimal conditions depend on accurate estimates of precipitation which are more uncertain than temperature. It is also important to note that any shifts in optimal growing conditions will
be modulated by soil productivity, as they are today (Williams et al 2016). Nonetheless, figure 8 indicates that the growing conditions of 2012 are likely to occur more often in the future in the RCP8.5 warming scenario.

While environmental conditions drive crop yields, this work also highlights time (year) as an important variable in the analysis, despite limitations in the NASS database that need to be taken into account (A.3.4). Year cannot be directly compared to individual climate variables because we have partitioned each of the climate variables into phases. More equitable comparisons might be to compare year against the aggregated importance of a climate variable for all phases, or phase for all climate variables (figure A4). Nonetheless, time is still an important predictor variable in this analysis as it is representative of technological advances, and likely a minor to moderate response to CO₂. As a standalone variable, time explained 22% of the yield variation for maize and soybean, but only 10% for sorghum. As yield potentials are reached more often (Grassini et al 2011) the environment becomes increasingly dominant. Sorghum seems to have room for further improvement and could become a resilient crop option if the marketing opportunities develop, because increasing temperatures and precipitation variability may make it a preferable choice due to its tolerance to high temperature and water stress.

5. Conclusions

Using local climate data, we trained random forest models for maize, soybean, and sorghum and were able to highlight novel, phase-specific yield responses to climate variables, and confirm prior analyses over a wide geographic range. In order to use phase specific climate information, we developed a reproducible and scalable method to estimate planting date and identify phenological phases for each crop on a county-level. Maize exhibited a unique strong response of yield to atmospheric humidity during the critical phase encompassing from before to after flowering, as well as a strong sensitivity to exposure to extreme temperatures. Soybean has a strong response to both maximum and minimum temperatures. All crops had threshold-like responses to high temperature, as reported earlier by Schlenker and Roberts (2009), although we document a comparatively greater tolerance to high temperature for sorghum (32.5°C vs 29°C–30°C for maize and soybean). Using maize as an example, warm and dry years like 2012 shrink the area of optimum growing conditions and shift it northward toward higher latitudes and westward toward higher elevations (figure 7). Climate conditions similar to those in 2012 are representative of what could be expected in the period of the 2050s-2070s in a business-as-usual warming scenario (figure 8). If warming continues unabated, during the decade of the 2060’s, we expect the best climatic conditions for rainfed maize and soybean production.
may shift from Iowa and Illinois to Minnesota and the Dakotas, a shift that will be modulated by soil productivity.
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Appendix A. Supplementary information

A.1. Modeling choices and variable selection

A.1.1. Random Forest

Predictive performance of RF only increases when unique information is added by predictors, so correlated variables do not affect the performance of the model. However, the relative importance of correlated predictors is split among correlated variables.

To determine which variable and growth phase had the largest effect on yields, we utilized the permutation accuracy importance measure (Strobl et al 2007). This variable importance measure is computed by measuring the change in model error as a result of permuting a single predictor; if the variable is important, the permutation error is large.

A.1.2. Fundamental vs composite variables

For this research, we originally defined a set of composite and fundamental climate variables that are relevant for crop yields prediction (table A1). The work presented in this manuscript only uses the fundamental variables referenced in table 1 because we found that the inclusion of the composite variables did not improve explanatory power of the models.

The fundamental variables can be used to derive more complex climate variables (e.g. maximum temperature and vapor pressure are used to compute minimum relative humidity). A powerful feature of RF is its ability to compute and rank variables by their importance to predicting the response variable. These complex, or composite variables are a better representation of the environmental conditions, so naturally they arise as more important to a regression. However, whether these variables actually provide new information through variable interactions is unknown. An objective of this work was to test if composite variables are necessary to understand the response of crops to climate, or if they simply repeat information.

We concluded that composite variables are not necessary. In an experiment with all four phases, all 15 climate variables from table 1, as well as year and two variables that measured cold temperature stress during grain filling, the explanatory power of the model marginally increased (table A2).

A.1.3. Latitude

To determine whether our results depend on location, we computed average latitude within a county and included it as a predictor. We found no changes in any of the temperature thresholds. However, when latitude was added as a predictor, the steepness of the slope of maize yields once TMAX-GF > 29°C decreased, which is a very similar response identified in Schlenker and Roberts (2009). We did not include latitude as a predictor in the final model because it did not improve the explanatory power of the fundamental variable model. We note that it did not significantly affect the shape of the variable response functions, and it was tightly correlated with temperature.

A.1.4. Solar radiation

Until now, we have not assessed the impact of SRAD on yields because the other variables are more important (figure 3). Based on theory, we know that solar radiation is an important fundamental variable, but the results of the model are not showing this. For this reason, we tested two separate permutations of the SRAD variable: (1) solar radiation adjusted for optimal temperature conditions (SRADTMP) and (2) solar radiation adjusted for optimal temperature and atmospheric moisture conditions (SRADVPD). However, this was not a directly comparable test because we effectively created a composite variable in which more than one environmental variable was represented. For each of these composite solar radiation variables, the importance increased.

These results do not validate those of Tollenaar et al (2017) that suggested that solar brightening has caused maize yields to increase from 1983-2013. We suspect that this effect has been absorbed into the time (year) variable because solar brightening has been consistently increasing since 1983 (figure 1 in Tollenaar et al (2017)). Despite possible issues with the variability in the SRAD variable, we observe an increase in SRAD-GF from 1980–2016 in line with Tollenaar et al (2017), but we only observe half (650 MJ m⁻²) of what they report (not shown).
Table A1. Potential climate predictors used in this study. Fundamental variables used in the final models are denoted with an asterisk. Variables not found in MetData, but computed from MetData are denoted with a "■".

| Fundamental variables               | Composite variables                          |
|-------------------------------------|----------------------------------------------|
| TMAX\(°C\) daily maximum temperature | RMIN (%) daily minimum relative humidity     |
| TMIN\(°C\) daily maximum temperature | RMAX (%) daily minimum relative humidity     |
| EDD\(°C \text{d}\) extreme degree days (calculated via cap method) | SPH (kg of water vapor/kg of air) daily mean specific humidity |
| PRCP\(\text{mm}\) accumulated precipitation | PDSI (unitless) Palmer drought severity index |
| VPD\(\text{hPa}\) vapor pressure deficit | FDIFF (unitless) fraction of diffuse radiation (Bristow et al 1985) |
| SRAD\((\text{W m}^{-2})\) surface downwelling shortwave flux | SRADTMP\(\text{x}\) adjusted solar radiation for optimal temperature conditions (Olson et al 2012) |
| WINDSPEED\((\text{m s}^{-1})\) daily mean wind speed | SRADVPPD\(\text{x}\) adjusted solar radiation for optimal temperature and vapor conditions (Olson et al 2012) |
| TAVG\(\text{°C}\) daily average temperature |                                             |

Table A2. Comparison of explanatory power (R²) between crop models that only include fundamental variables and those that include all variables from table 1. Models with all predictors also include two variables measuring cold temperature strain during grain filling, while both models include year as a predictor.

|                      | sorghum | maize | soybean |
|----------------------|---------|-------|---------|
| Fundamental variable model | 0.713   | 0.857 | 0.811   |
| All variable model    | 0.738   | 0.869 | 0.826   |

A.2. Data preparation

A.2.1. Yield data—filtering

Models for maize, sorghum, and soybean have approximately 30 000, 18 000, and 27 000 yield records, respectively.

Yield data from the USDA is available from census and survey data, but because the census does not report county-level yields, we used survey data in this work. Survey data is partitioned into various sectors and further into groups. The yield data used in this study come from the field crop group in the crop sector. We extracted the irrigated, rainfed, and unspecified yield data for sorghum, maize, and soybean. We attempted to preserve as much yield data as possible while limiting contamination from irrigated yields. If rainfed yields exist for a given county and year, that yield is included. However, rainfed yields are inconsistently reported and often not reported at all, so we filled in missing data in this record with unspecified yields. Since most irrigated area is west of the 100th meridian, instead of eliminating these records altogether (as done in Schlenker and Roberts (2009)), we filtered out potentially irrigated yields using census data from the 2012 Census of Agriculture (USDA NASS 2012). In general, irrigation has increased with time, so using irrigation data from this decade will likely guarantee our estimates are conservative. For each reporting county, we compute the area irrigated as a function of area planted. If that fraction is greater than 25%, we eliminate all yields from those counties. In the case that irrigation is reported but unpublished (denoted by ‘D’ in the record), we assume that the county is irrigated. If no irrigation is reported, we assume the county is primarily rainfed. Therefore, if the fraction irrigated is less than 25%, we filled in the unspecified yields when available. While low yields are permitted, we only consider the records from a county that contains at least one instance of non-zero and non-missing data. All yields were converted from bushels per acre to kg/ha assuming 13%, 15.5%, and 13% moisture for sorghum, maize (grain), and soybean, respectively.

Yield data on the county-level reduces the need to aggregate climate data, which can potentially obscure subtle yield responses in statistical crop models and bias predictions in process-based crop models (Pierce and Running 1995, Baron et al 2005, Tack et al 2015, Hoffmann et al 2016, Hoffman et al 2017).

A.2.2. Climate data

This work utilized several predictor variables not included in MetData (see bold variables in table 1). For each of these the appropriate MetData variables were used to compute the new variable at each individual grid point for each year and each day. These values were subsequently aggregated to the county-level and used to compute the phase-specific variables used in the analysis. Though variables like temperature show small daily variations across a county, we elected to compute these variables at each individual grid points (instead of using the county average) for consistency with the MetData.
Figure A1. Segment plot depicting average growing season for maize. If a state has no data, then maize is either not planted there, or is planted in counties with harvest area irrigation over 25%. Blue represents the establishment phase, green represents the critical window, red represents the grain filling phase, while black represents a two-week drying period (not included in this study).

A.2.2.1. TAVG
Daily average temperature was computed using:

\[
TAVG = \frac{(TMAX + TMIN)}{2} \quad (A1)
\]

Many crop models use a skewed value so that it is more representative of daytime conditions, which are arguably more important to plants.

A.2.2.2. EDD
The ‘cap method’ (Gilmore and Rogers, 1958) is used to compute extreme degree days.

\[
EDD = \sum_{t=1}^{N} DD_{30,t} \ast normFactor, \quad (A2)
\]
Figure A2. Same as figure A1 but for sorghum.

\[ DD_{30,t} = \begin{cases} 0 & \text{TAVG}_t < 30^\circ C \\ TAVG_t - 30 & \text{TAVG}_t \geq 30^\circ C \end{cases} \quad \text{(A3)} \]

where

\[ \text{normFactor}_t = \frac{DD_{30,t}}{TMAX_t - TMIN_t} \quad \text{(A4)} \]

Where \( t \) represents each day, while \( N \) represents the number of days in each growth phase. We normalize EDD by the diurnal temperature because EDD is typically computed with hourly data (as in Lobell et al (2013)).

A.2.2.3. VPD

Vapor pressure deficit was computed using the maximum and minimum values for temperature and relative humidity. The standard means were computed for both temperature and relative humidity. Average temperature was used to estimate the saturated vapor pressure using Teten’s equation while average relative humidity was used to estimate vapor pressure using...
the approximation that $RH = e/e_s$. We use the following variation of Teten’s equation:

$$e_s (hPa) = 6.112 \times \exp \left( \frac{17.269 \times T(\degree C)}{T(\degree C) + 237.3} \right) \quad (A5)$$

There are many ways to compute VPD (Abtew and Melesse 2013). Lobell et al (2014) used the difference in saturation vapor pressure computed using TMAX and TMIN. As with average temperature, we could have also used average temperature skewed towards the daytime to compute the saturation vapor pressure.

A.2.2.4. Derived radiation variables: FDIFF, SRADTMP, SRADVPD

These variables were computed because plants do not utilize solar radiation uniformly under all conditions. Under extreme conditions radiation is utilized less efficiently. We use the equations outlined in Bristow et al (1985), Olson et al (2012), and Olson et al (2012) for FDIFF, SRADTMP, and SRADVPD, respectively.
A.2.2.5. Flags and frost events

Though not discussed much in the manuscript, when the 10-day moving average temperature drops below the base temperature for the grain filling phase, the early grain filling termination flag is raised. We also computed the number of late-season frosts during grain filling using the minimum temperature to compute how many times the minimum temperature dropped below 0 °C.

A.3. Potential sources of error

A.3.1. Growth phases

A novel aspect of this work was the estimation of annual planting dates so that we can approximate the yield response to climate during individual growth phases, but it is possible that we introduced additional uncertainty to our model as a result. The individual phases for each state are included in Figures A1–A3. While planting dates are largely dependent on environmental conditions, farmers also use historical knowledge to inform their decision making which is not included in this work (Waha et al. 2012). Similar to the methodology of Waha et al. (2012), it could be worthwhile to estimate the planting date in the warmest states (i.e. Texas and Louisiana) using seasonal precipitation as the limiting factor rather than temperature. Another potential source of this uncertainty is using a single planting threshold temperature for each county.

Based on the results and the physiology of soybean, we suspect that there may be several minor limitations interpreting soybean growth phases. Our results suggest that we are still capturing the establishment, or early-season, signal with the modeled critical window. In other words, the vegetative (establishment) phase for soybean is likely not long enough in our model. Therefore, the phase which we intended to be the critical window is actually contained within the grain filling phase, and the grain filling phase effectively represents all of soybean’s reproductive phases (R1-R8). This is one reason why grain filling might arise as the most informative phase for each variable.
A.3.2. Partial dependence sensitivity to noise
As mentioned before, a prominent feature in many partial dependence plots is the decreased sensitivity of yields to extreme values on either end of the range. This ‘flattening’ is a feature of random forest, and as noise increases, the more conservative predictions will become. At the bounds of our data for each predictor variable, there are fewer data points, and thus more noise. It is also possible that there is a lack of response (i.e. other variables are dominating the response). Though we often plot the innermost 95th percentile of data, the effect is still evident in many cases. These features should not be considered robust.

A.3.3. Scale
We do not parse out field-level crop information or mask out areas of a county that do not grow a given crop. We elected to estimate the county averages in this manner because the available data for crop areas are calibrated to represent the year 2000 (Sacks et al 2010). Though temporally varying crop areas can potentially be estimated using satellite data (Schlenker and Roberts 2009), the use of satellite
products introduces additional uncertainty because these algorithms are based on single-cropped systems.

We assume there are minimal differences from state to state. However, soil composition, the use of applications (fertilizer, fungicide, insecticide, etc), and farm-subsidies can change with state. When including state as a predictor, we did not find any significant differences in the shape or thresholds of the yield responses to individual climate variables (only vertical compression).

A.3.4. Yield quality
Yield data from the USDA NASS is commonly used for crop modeling studies, but few studies acknowledge the limitations of these data, and we address several of these here. We note concerns with inconsistencies in irrigated data and county-level yields. First, we note spatial and temporal inconsistencies in the reporting of irrigated, rainfed, and unspecified yields. Not every county reports yield data each year and therefore each year does not necessarily represent the same spatial coverage. For instance, since the year 2008, only five states have reported maize yields that discriminate irrigated and rainfed yields (personal comm. Chris Hawthorne). Additionally, if an insufficient fraction of survey responses is collected in a given county for rainfed or irrigated yields of any crop, then the responses are aggregated for a larger area called ‘other (combined) counties’ (Johnson 2014, Bock and Kirkendall 2017). These counties were omitted from our analysis because the NASS does not record which counties were aggregated in the data.

We used unspecified yields in this study, but masked out counties that irrigate over 25% of the harvested area for a given crop. This was because there were no consistent patterns in the data that would have allowed us to extrapolate what fraction of the

---

**Figure A7.** Partial dependence plot for year. All responses are plotted and year 1 and 37 correspond to 1980 and 2016, respectively.

**Figure A8.** Similar to figure 8 but for a moderate warming scenario (RCP 4.5) (Abatzoglou and Brown 2012).
unspecified yields were rainfed and which were irrigated. For this reason, studies that use rainfed yields from the USDA NASS have not used it to study large regions (Lobell et al 2013).

Another major issue in the USDA NASS data is that the number of counties for which survey-based yield estimates are available (irrigated, rainfed, or unspecified) has been steadily decreasing with time (Bock and Kirkendall 2017). By 1998, the halfway point in this analysis, 70%, 55%, and 54% of yields had already been reported for sorghum, maize, and soybean, respectively. A major reason for this discrepancy is because yield data from aggregated areas cannot be utilized, and aggregating yields has become more common.

Lastly, we considered all yields from a given county provided that there was one instance of non-zero, non-missing data.

A4. Extended discussion

A4.1. Fractional variable importance in fundamental variable models
This section contains figures generated from a rather unconventional method to structure the information contained in figure 3, but it is a valid method because we use the raw, unscaled permutation metric (Strobl et al 2007). Figure A4 is highlighting the relative importance of the climate in each phase for each crop, while figure A5 is highlighting the importance of each phase for each variable in the maize model. Summing the values for each phase in figure A5, one can create figure A4.

A4.2. Variable importance.
A4.2.1. VPD
Historically, VPD over the growing season in the region of interest has increased by 1.2 hPa, 1.4 hPa, and 1.3 hPa for maize, sorghum, and soybean, respectively from 1980-2016, changes that are much smaller than those reported for regions of China by Zhang et al (2017).

Increasing the frequency of TMAX above 29 °C, 32.5 °C, and 30 °C will reduce yields for maize, sorghum, and soybean, respectively. However, yield loss can be higher for maize if the increase in TMAX is accompanied by an increase in VPD.

A4.2.2. Year
Year was included as a predictor because we acknowledge that technology, including improved fertilizers, fungicides, and development of robust and high-yield varieties, have historically increased yields. The fact that year arose as an important predictor was unsurprising given the results in Grassini et al (2013) and Hoffman et al (2017). Interestingly, year did not arise as one of the most important predictors in Lobell et al (2014), but this might be explained by aggregating the importance of all the climate phases (similar to figure A4).

A4.3. Future projections
We also plotted optimal growing conditions for a moderate warming scenario, RCP4.5 (Figure A8) (Abatzoglou and Brown 2012).
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