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Abstract—3D Hand pose estimation from a single depth image is an essential topic in computer vision and human-computer interaction. Although the rise of deep learning method boosts the accuracy a lot, the problem is still hard to solve due to the complex structure of the human hand. Existing methods with deep learning either lose spatial information of hand structure or lack a direct supervision of joint coordinates. In this paper, we propose a novel Pixel-wise Regression method, which use spatial-form representation (SFR) and differentiable decoder (DD) to solve the two problems. To use our method, we build a model, in which we design a particular SFR and its correlative DD which divided the 3D joint coordinates into two parts, plane coordinates and depth coordinates and use two modules named Plane Regression (PR) and Depth Regression (DR) to deal with them respectively. We conduct an ablation experiment to show the method we proposed achieve better results than the former methods. We also make an exploration on how different training strategies influence the learned SFRs and results. The experiment on three public datasets demonstrates that our model is comparable with the existing state-of-the-art models and in one of them our model can reduce mean 3D joint error by 25%.

I. INTRODUCTION

Hand pose estimation is always an essential topic in computer vision and human-computer interaction [1] since the human hand is one of the most important things to understand the intention of human, and how humans interact with another object. This field is greatly boosted by the arising of deep learning and availability of depth cameras such as Microsoft Kinect and Intel Realsense [2]. However, the problem is still very hard to solve, because the complex structure of human hands, along with variety of view-point, causes severe self-occlusion in the image.

3D Hand pose estimation based on single-frame depth images mostly uses convolution neural networks (CNNs) based methods [3]. The most popular method is regression-based method, which treat hand pose estimation as an end-to-end learning problem. That is, they build a gigantic neural network to regress the 3D coordinates of each joint point in an end-to-end fashion and let the neural network find out what features it should learn. The obvious defect of this regression-based method is that the output of CNNs must be flattened to go through full-connection (FC) layers to get the joint coordinates. This flatten operation completely destroy the spatial information in the original image, so it is unfavorable for recognizing such a complex structure as the hand and result in a highly nonlinear regression problem.

In order to preserve the spatial information of human hands, the most commonly used method is the detection-based method with heatmaps, which also has a lot of applications in other similar fields such as human pose estimation. The detection-based method uses fully convolution network (FCN) to maintain the spatial information, and instead of joint coordinates they design an encoded spatial-form representation (SFR) as the learning target. Then a decoder should be used to convert the encoded SFR back to joint coordinates. Heatmaps (or sometimes called believe maps [4]) is the most commonly used and the most native choice for this encoded SFR. Research [3] shows that detection-based method has a higher accuracy than the regression-based method.

However, heatmap is only an approximate representation for 2D coordinates in plane space, so it is not capable to deal with 3D coordinates even when the depth image is provided in 3D hand pose estimation problem. Because the depth image is only a projection of the real 3D data, there exists an offset between actual joint depth value and the value on the depth image. This offset can vary a lot among different joints and different gestures for the severe self-occlusion and heavy noise in depth image. Therefore, in order to use detection-based method in 3D hand pose estimation, researchers either come up with additional representations along with heatmap or transform the depth image back to the 3D space then use 3D heatmap or other representations.

Although the detection-based method maintains the spatial information with SFR, it also has defects. First, as we talk above, the depth image is only a projection of the real 3D data, so it is nontrivial to define such a transformation that perfectly reconstructs the original 3D data from a single depth image. Second, the detection-based method lacks a direct supervision from the 3D coordinates. Unlike the regression-based method, in detection-based method, we supervise SFR instead of 3D coordinates. Since the way we build SFR is essentially encoding a low-dimensional data into high-dimension, the SFR must contain some redundancy. The decoder that deals with these redundancies are always non-linear and nondifferentiable in the most of time, thus has to be put outside the neural network. This nondifferentiable structure disable the direct supervision form the 3D coordinates and build a gap between what the neural network learns and what we really want. Like any complex non-linear system, there is no guarantee that a slight error in the SFR wont result in a dramatic change in 3D
Fig. 1. Three types of 3D hand pose estimation method. (a) shows the regression-based method which uses CNNs to extract features and then uses FCs to regress the joint coordinates. The flatten operation between CNNs and FCs destroy the spatial information. (b) shows the detection-based method which uses CNNs to extract a designed spatial-form representation then uses a nondifferentiable decoder outside the neural network to convert the SFR to the joint coordinates. Some models may perform a data transformation to convert the input depth image to another form like voxel map. (c) shows our proposed Pixel-wise Regression method which is a combination of the former two methods. We use CNNs to extract a designed spatial-form representation like the detection-based method, and enables the direct supervision of 3D coordinates like regression-based method by putting a differentiable decoder inside the neural network.

coordinates. The 3D coordinates just make the situation worse because, in plane space, we need more than one form of SFR to encode the 3D coordinates. Since the decoder is outside the neural network, we cannot directly use the 3D coordinates to supervise the learning. Without such supervision, the SFRs may not corporate with each other.

In this paper, in order to overcome the defects of existing method we state above, we integrate existing methods and propose a Pixel-wise Regression method, which uses spatial-form representation to maintain the spatial information and enables the direct supervision of 3D coordinates by putting a differentiable decoder (DD) inside the neural network. To use our method, we build a particular model, in which we design a particular SFR and its correlative DD which divided the 3D coordinates into two parts, plane coordinates and depth coordinates and use two modules named Plane Regression (PR) and Depth Regression (DR) to deal with them respectively. The relationship among our method and regression-based method and detection-based method is shown in Fig. 1.

The contributions of this work are summarized as follows:

- We propose a novel method for 3D pose estimation called Pixel-wise regression, which is a combination of existing two popular methods. Our method uses SFR of 3D coordinates in plane space to maintain the spatial information, and enables the direct supervision of 3D coordinates by putting a DD inside the neural network.
- We design a particular SFR and its correlative DD to build a model for 3D hand pose estimation problem from single depth image. We divided the 3D coordinates into two parts, plane coordinates and depth coordinates and use two modules named PR and DR to deal with them respectively.
- We implement several baseline models and conduct an ablation experiment to show that our method can achieve better results than former methods. We also study how different training strategies influence the learned SFRs and provide meaningful insights. The experiment on three public datasets shows that our model can achieve comparable result with the state-of-the-art models.

The remainder of the paper is organized as follows. In Section II we give a brief review of the regression-based and detection-based methods and point out the main differences between our models and their models. In Section III we formalize the problem and describe our proposed Pixel-wise Regression method. We show how we design the SFR and its correlative DD to fulfill the requirement of our method. We also demonstrate other modules we use in our model and the training details. In Section IV we designed our ablation experiments to analyze our method and performed experiments on three challenging public datasets, MSRA, ICVL and HAND17. Experiments show that our model can achieve state-of-the-art levels on the test set. Finally, we make a conclusion and discuss future potential of our method in Section V.

II. RELATED WORK

In this section, we will review some related works of our proposed model. Firstly, we will review the regression-based method, which is the most popular method in hand pose estimation. Secondly, we talk about the detection-based method that, in general, make a more accurate prediction than the regression-based method but lack the direct supervision from 3D coordinates. Our Pixel-wise regression method is a combination of these two methods.

A. Regression-based Method

Regression-based method [5–14] is widely used in hand pose estimation field. It treats hand pose estimation as an
end-to-end problem and regresses the 3D coordinate of each joint directly. Some of these methods have learned the low-dimensional space or latent space representation of the hand location. For example, Oberweger, M et al. [11] believe that joint vectors can be regarded as some low-dimensional spatial representations. They use a special bottleneck structure to force the network to learn such pattern, but since this low-dimensional space is originally a kind of approximate expression, its effect is not good. X. Zhou et al. [12] used the joint angle as a hidden variable to learn angle information in the network and convert the angle into 3D coordinates through a predefined hand model. This model requires a pre-defined hand model, lacking generalization ability for new samples. Both of these models have destroyed the spatial information with a flattened representation. There are also some attempts to include spatial information in the network. Chen, Xinghao et al. [13] used local feature information to correct 3D coordinates. However, because it uses local segmentation to obtain local information, the network can obtain limited information and lack the information about the overall structure of the hand. Wu, X. et al. [14] adopts a scheme combined with the detection-based method, which is similar to ours, but it needs to first convert the input depth map into a three-dimensional voxel map, and our method is to obtain the 3D coordinates directly in the plane space.

B. Detection-based Method

Comparing to the regression-based approach, detection-based methods [15]–[18] hopes use an intermediate SFR to maintain the spatial informations, but often requires artificially design of SFR and lack direct supervision from the 3D coordinates. Since the method of directly applying heatmap can solve the problem of 2D coordinate recognition well, the detection-based method based on heatmap is very commonly used in human pose estimation. However, the detection-based method is not easy to implement in the hand pose estimation problem, because in addition to the need to identify the 2D coordinates in the image, it is also necessary to identify the depth coordinates, which is difficult to represent with a heatmap. However, due to the high precision and intuitiveness of the detection-based method, many scholars still try to use the Detection-based method in hand pose estimation. Tompson, J et al. [16] used a heatmap for 2D coordinate recognition, and then used a hand model-based iterative method PSO for post-processing to obtain depth coordinates. Gyeongsik Moon et al. [17] converted the input depth image into a three-dimensional voxel map, and established a three-dimensional heatmap in the voxel map to convert the two-dimensional problem into a three-dimensional problem, and achieved good results. But this model relies on artificially defined pre-processing to complete the transformation from depth map to 3D voxel map. Wan, C et al. [18] proposed a method based on an offset vector field, which allows the neural network to learn the bias vector field, and then uses the mean-shift algorithm as decoder to convert the obtained vector field into 3D coordinates. Our design of SFRs is inspired by this work, but instead of bias vector field we use local offset map. We will compare with these models in the experiment part.

III. METHODOLOGY

To make the problem formally and prevent confusion in the rest of the paper, the input of our model is a depth image \( I_D \in \mathbb{R}^{n \times n} \), which only contains one single complete hand. That is our basic assumption. Some filter method and resize need to apply to the raw data to make such an image. We will discuss this in Section IV. And the output of our model is the normalized UVD coordinates in the image plane of each joint \( P_j \in \{1, \ldots, J\} \in \mathbb{R}^{3} \). Specifically, we separate the coordinates into two parts, \( P_j(uv) \) and \( P_j(d) \). \( P_j(uv) \in \mathbb{R}^{2} \) denote the plane coordinates in camera plane space. And \( P_j(d) \in \mathbb{R} \) denote depth coordinates which is the distance between the camera and joint \( j \). Notice that, we do not use XYZ coordinates as output like some model did, because the UVD coordinates are more direct information from a depth image without a transformation influenced by the internal parameters of the camera. In this section, we will first propose the Pixel-wise method, clarify the problem and why our method can help. Then we will design a particular model use Pixel-wise Regression. Specifically, we design the SFR and its correlative DD which consists of two module CR and DR. Finally, we show other techniques we use when building our model and some implement details about the network.

A. Pixel-wise Regression method

The 3D hand pose estimation problem from single depth image can be formalized as a function mapping from depth image to 3D joint coordinates, i.e. \( \phi : I_D \rightarrow P \). The regression-based method just wants approximate this function with a single neural network. On the other hand, as we discuss above, the key motivation of detection-based method is that we can make a detour. That is instead of directly mapping to the joint coordinates we can first mapping to an encoded representation of it, i.e. \( \varphi : I_D \rightarrow L \), then use a decoder to recover the joint coordinates, i.e. \( f : L \rightarrow P \). In which \( L \) denotes the encoded representation. To use the detection-based method, one must first define the encoder \( g : P \rightarrow L \). Ideally, the encoder and the decoder are reciprocal, i.e. \( P = f(g(P)) \).

The intuition here is quite simple, since the SFR and the direct supervision from 3D coordinates both benefit the result of the neural network model, we can just put the decoder inside the network and make use of both, just like what we shown in the Fig. 1. We call this type of method Pixel-wise Regression.

The essential requirement for this method is that the decoder \( g \) must be differentiable. However, the decoder of the commonly used heatmap is argmax, which is a nondifferentiable operation and also not reciprocal of the complex encoder. The truth is, due to the complex nature of the encoder, which maps low-dimensional data to high dimension, the representation must contain certain redundancy which make it hard to perfectly recover the original data with a differentiable decoder. To use the Pixel-wise Regression method, we need to build a particular model. That is we need to design an SFR with a DD which is nontrivial. The overview of our model is shown in Fig. 2.
to represent the desire plane coordinates, i.e. the most common building block in deep learning thus can accelerate computation. In the convolutional form, the above equation can be rewritten as:

\[ P_{j(uv)} = H_j \ast C \]  

where \( C \in \mathbb{R}^{m \times m \times 2} \) is the COM convolutional kernel, defined as:

\[ C(i,j,k) = \begin{cases}  u(i,j) & k = 1 \\ v(i,j) & k = 2 \end{cases} \]

To complete this module, we need to define an encoder to build our desired heatmap. Although the heatmap we want is unlike the commonly used heatmap, we still want to retain its unique intuitive nature, that is, the closer the pixel to the given joint is, the larger the value it will be. We divided the encoder into two steps. In the first step, we only take the four nearby pixels into account. Notice that it is still an indeterminate system because the COM in plane space can only provide two condition and we have four variables to solve. But since it is still a probability map, we can form some constraint as \( H_j(i,k) \geq 0 \) and \( \sum_{i,k} H_j(i,k) = 1 \). And we choose the middle value of the efficient solution set as the four corners value for our basic heatmap. Then we apply a gauss kernel with size \( k \) to the basic heatmap we get from the first step to form our desired heatmap. It is obvious that the convolution here does not change the COM for the given joint. The kernel size here measures how much redundancy we want to put into the heatmap. And in practice, the valid region, where the heatmap have a non-zero value, in the heatmap always measures the uncertainty that the network feels about the prediction of a certain joint, we will discuss more about this in Section IV.

We use the mean-square-error between predicted value and ground truth as loss of this module which contains two part \( L_{uv} \) and \( L_H \) which denote the coordinates loss and representation loss respectively:

\[ L_{uv} = \sum_j \| P_{j(uv)} - \tilde{P}_{j(uv)} \|_2^2 \]  

\[ L_H = \sum_{i,j,k} \left[ H_j(i,k) - \tilde{H}_j(i,k) \right]^2 \]
2) Depth Regression: Then we deal with the depth coordinates. The detailed structure of DR is shown in Fig. 4. Generally, DR take a feature map \( F \in \mathbb{R}^{m \times m \times f} \), a representation scale image \( I \in \mathbb{R}^{m \times m} \), a mask matrix \( M \in \mathbb{R}^{m \times m} \) and the predicted heatmap \( \hat{H}_j = (1...J) \) from PR as input and predict two things, a local offset depth map \( \hat{D}_j \in \mathbb{R}^{m \times m} \) and \( \hat{P}_j(d) \) for each joint.

As we discuss in the PR part, we need an SFR of depth coordinates with a DD. We have shown in Section I that the real depth coordinates of the joints have varied offsets for the coordinates with a DD. We have shown in Section I that the depth offset to encode the depth coordinates, which makes the problem no easier than the direct regression. Hence, we use mask matrix \( M \) which denotes which pixel is on the hand to filter the depth offsets. Finally, a weighted sum is conducted to recover values. However, since the depth map \( \hat{D}_j \) is predicted by the neural network, the result will not be perfect. We want the depth map has some same property as heatmaps, which has more accuracy when closer to the given joint. Therefore, our decoder uses the heatmap to weight the recover values given by the neural network:

\[
\hat{P}_j(d) = \frac{\sum_{i,k} M(i,k) \hat{H}_j(i,k) [I(i,k) + \hat{D}_j(i,k)]}{\sum_{i,k} M(i,k) \hat{H}_j(i,k)}
\]

Due to the background problem we state above, we also use the mask matrix \( M \) here to ignore the pixel off the hand. Like the PR, we use the mean-square-error as well. The loss of this module also contains two part \( L_D \) and \( L_D \) which denote the coordinates loss and representation loss respectively:

\[
L_d = \sum_j (\hat{P}_j(d) - \hat{P}_j(d))^2
\]

\[
L_D = \sum_{i,j,k} [\hat{D}_j(i,k) - \hat{D}_j(i,k)]^2
\]

C. Network architecture

As shown in previous works [4], [13], [18], [19], the multi-stage network can refine the result and deal with occlusions by inferring from results from the previous stage. In our model, making a tradeoff between speed and accuracy, we use a typically two-stage network, which uses the same structure. The loss function of the multi-stage network can be defined as the sum loss of each stage:

\[
L = \sum_s L^{(s)}
\]

In our model, the loss function for a single stage is the sum of loss of PR and DR:

\[
L^{(s)} = L_{iuv}^{(s)} + L_d^{(s)} + \lambda_H L_H^{(s)} + \lambda_D L_D^{(s)}
\]

The \( \lambda_H \) and \( \lambda_D \) are two scale factors to make sure the losses are on a similar scale. In our model, we empirically set \( \lambda_H = \lambda_D = 1 \).

We also use the hourglass module [20] as our main feature extractor. The hourglass module, due to its unique recursive structure, can provide features extracted in multi-scales and widely used in pose estimation problems.

We have two sizes of the image in our model. Only the input depth image is in a bigger size of \( \mathbb{R}^{m \times m} \), and all the other inputs and representations are in the size of \( \mathbb{R}^{n \times n} \). We use a bigger image to contain more details in the low-level features as we have a low-level CNN block before the initial stage which extracts low-level features and down sampling it to \( \mathbb{R}^{n \times n} \).
D. Implement Detail

We use TensorFlow framework to build and train our network using Adam optimizer with a learning rate of $2e-4$. Since our model uses massive channel-wise operation, we use instance normalization [21] to accelerate training. We use a similar data normalization method to [11], which extracts a fixed-size cube centered on the center of mass of this object from the depth image. We set the input image size $m$ to 128, and representation size $n$ to 64. We also implement a [-30, 30] random rotation as data augmentation. Since our model is an FCN which is translation invariant, we do not perform any random translation for data augmentation. Empirically, we set the kernel size $k$ to 7 to get certain level of redundancy. The batch size is set to 32, and we train our model with 10 epochs. In the test time, our model can achieve about 100 FPS on a single TITAN XP GPU.

IV. EXPERIMENT

In this section, we conduct experiments on three challenge public datasets, i.e. MSRA, ICVL and HAND17. We choose the MSRA dataset to conduct the ablation experiment because the dataset contains only full hand image that fit our assumption for the input image best. We used two metrics in all experiments. The first is the mean 3D distance error for all joint points. Another metric, which is more challenging, is that the percentage of frames in which all joint errors are below a certain threshold.

A. Datasets

1) MSRA dataset: The MSRA hand pose dataset [22] contains 76500 frames from 9 different subjects captured by Intels Creative Interactive Camera. The dataset provides annotations for 21 joint points, four joints per finger, and one joint on the palm. Since the dataset itself does not divide the training set and the test set, we randomly divide the training set and the test set by a ratio of 8:1. Since the data itself is a segmented hand image, we do not conduct any new segmentation.

2) ICVL dataset: The ICVL dataset [23] contains 330k frames from 10 different subjects also using Intels Creative Interactive Gesture Camera. This dataset contains annotations for 16 joint points, three for each finger and one for the palm. The dataset contains random rotations, and since we used online data augmentation, we only used 22k of original images. Since the image contains the background, we first use a boundary box built by the ground truth of joints coordinates to roughly remove the background. Then we use an empirical threshold to remove the rest.

3) HAND17 dataset: The HAND17 dataset [3] is the largest scale dataset in 3D hand pose estimation field which contains 957k frames for training and 295k frames for testing. The dataset captures the depth images by the latest Intel RealSense SR300 camera and automatic annotates 21 joints using six 6D magnetic sensors and inverse kinematics. Since the images provided by the dataset has background, we use the same procedure we describe in ICVL dataset to remove them. The test set provides the boundary box for us, thus we only use the empirical threshold.

B. Ablation Experiment

To demonstrate the validity of our method, we design and perform an ablation experiment. As shown in Fig. 5, we modify some structures in our model to form four different baseline models. To set up a fare comparison, we retain the feature extraction part of the model and take the extracted features as the input of the ablation experiment. Generally, we conduct this ablation experiment for three purposes.

First, we want to prove that the Pixel-wise Regression method we proposed is better than the former two methods. In order to compare with the regression-based method, we replace PR and DR with three fully connected layers and directly regress 3D coordinates from features. We call this model Direct_Regression. On the other hand, in order to compare with the detection-based method, we remove the supervision of the joint coordinates and put the decoder outside the neural network. We call this model Coordinate_Unsupervised.

Second, we want to explore how different training strategies influence the learned SFRs and results. As we discuss in Section III, although we design reasonable SFRs, we control the redundancy in such representation by an empirical kernel size $k$. In the original design we use, we supervised the coordinates along with the representation, which can guide the representation predicted by the network converge to the representation we design. However, even if we do not supervise the representation, the model can still learn a representation of 3D coordinates due to the gradient backpropagated by the decoder. The decoder here serves not only a regression module but also a constraint that limits the search space of the representation. Because there are infinite such SFRs, the learning outcomes of the network may be different from supervised learning model. To check out the outcome of such a model and get deeper understanding of our model, we remove the supervision for the representation and call this network Representation_Unsupervised.

Finally, we want to verify that the multi-stage network is able to improve the accuracy of the predictions. So, in the last comparison experiment we only keep the first stage, so we call this model One_Stage. We compare these four models with our designed two-stage model which we call Two_Stage here on the MSRA dataset.

The results of the ablation experiment are shown in Fig. 6. We can see that as we estimated, Direct_Regression, which
does not preserve spatial information, yields the worst results. Coordinate Unsupervised, a detection-based method, yields a better result than the regression-based method. However, since there is no direct supervision from coordinates, the two modules are learned separately and cannot perfectly cooperate, so the result is not good either. Moreover, compared with the One_Stage model, it can be found that the Two_Stage method does have a significant improvement in the accuracy.

For the Representation Unsupervised method, we can find that its performance is better than other methods, and yield comparable result with our original design. Since we want to study the learned representation effect by supervision, we draw the learned representation upon the input depth image, as shown in Fig. 7. The result is quite interesting. We can see that the supervised representation tends to have a low-level redundancy as we design and have same level of redundancy for different joints. The valid region of depth map is slightly larger than the heatmap, but they converge to the same joint. That is because the recovered depth values given by depth map are weighted by the heatmap which cannot be precisely predicted. Therefore, the depth map must make the prediction in a larger local region to compensate the uncertainty of the heatmap. This is also what make our Pixel-wise Regression method better than the detection-based method.

On the other hand, the unsupervised model has more redundancy for the larger joints, i.e. the MCP joint. That is because the larger the joint the more similar the local region looks like. For instance, the MCP joint is closer to the palm and other root joint of finger, so it is always surrounded by the dense and similar information provided by the depth image. Thus, without the supervision, these similarities can cause confusion and result in uncertainty. On the other hand, the TIP joint, which is usually located at the boundary of the hand has a clearer context and has lower uncertainty. The depth map predicted by the unsupervised model is quite strange with a circular form and do not focus on a particular region. That is because the valid region of depth map is defined by heatmap and mask matrix, when we do not supervise the depth map, there are zero gradients for those invalid pixels which gives the network more freedoms to choose the value for them. These freedoms loosen the local constrain when we design the depth map and may cause the model to overfit to particular patterns. Actually, the circular form of the depth map is an evidence that the network is overfit to the random rotation we perform during data processing.

C. Comparing with State-of-the-Art

In this part, we compare our model with the state-of-the-art models. We have chosen models that are representative and have the state-of-the-art accuracy. In addition to the models we mentioned in Section II, we also include Region Ensemble network (include REN-9x6x6 [24] and REN-4x6x6 [25]), 3D Convolutional Neural Networks (3DCNN [26]), SHPR-Net [7], HandPointNet [27], Point-to-Point [28]. We use tools provide by Chen, X [13] to evaluate the result.

As shown in Fig. 8 and TABLE I in MSRA dataset, our model greatly outperforms current state-of-the-art models in all joints. For the mean error of all joints, we only have 75% of the best results present [18], which is a big improvement. In addition, as can be seen in Fig. 8, our model greatly exceeds other models with a small allowable threshold, which means that we propose that the model is very effective in high-precision recognition.

The results of ICVL dataset are shown in Fig. 9 and TABLE II. As can be seen from the results, we have achieved similar results with the best model [17] on the average 3D error. As can be seen from Figure 9 when the error threshold is less than 10mm, we exceed all other models, but when the threshold is greater than 30mm, our model is not as effective as other
models. This is because we manually segmented the image and the background of the image was not completely removed, which affects the performance of our model.

The result of HAND17 dataset is shown in TABLE III. Although it is two to three millimeters worse than the best model, we still achieve comparable result with other competitors. Specially, we find that our model gets better performance on seen joints than the unseen ones. We attribute this to the cause that our design of SFR is not efficient for the self-
occlusion joints which have larger variation range than the seen ones.

We also show some qualitative results in these two datasets in Fig. [10]. Some of these results are even better than the original annotations, which demonstrate that our model learn the essential information of the data and not just remember all the patterns.

V. Conclusion

In this paper, we propose a Pixel-wise Regression method for 3D hand pose estimation, which use spatial-form representation and differentiable decoder to solve the losing spatial information and lacking direct supervision problems faced by existing methods. We design a particular model that use our proposed method. Specifically, we design the spatial-form representation and its correlative differentiable decoder which consists of two modules Plane regression and Depth Regression that deal with plane coordinates and depth coordinates respectively. The ablation experiment shows that our proposed method is better than the former methods. And it also shows that the supervision on the representation is vital to the performance for our model. Experiments on public datasets show that our model reach the state-of-the-art level performance.

In the future, we intend to explore more design of representation used for Pixel-wise Regression method or directly use our model in the field of human-computer interaction to control real robotics hand.
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Fig. 10. Qualitative results of our model. (a), (b), (c) shows the result form MSRA, ICVL, HAND17 dataset respectively. Specially, in (a) and (b) we provide ground truth in the second row for comparison.