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ABSTRACT
Particle acceleration by turbulence plays a role in many astrophysical environments. The nonlinear evolution of the underlying cosmic-ray spectrum is complex and can be described by a Fokker-Planck equation, which in general has to be solved numerically. We present here an implementation to compute the evolution of a cosmic-ray spectrum coupled to turbulence considering isotropic particle pitch-angle distributions and taking into account the relevant particle energy gains and losses. Our code can be used in run time and post-processing to very large astrophysical fluid simulations. We also propose a novel method to compress cosmic-ray spectra by a factor of ten, to ease the memory demand in very large simulations. We show a number of code tests, which firmly establish the correctness of the code. In this paper we focus on relativistic electrons, but our code and methods can be easily extended to the case of hadrons. We apply our pipeline to the relevant problem of particle acceleration in galaxy clusters. We define a sub-grid model for compressible MHD-turbulence in the intra-cluster-medium and calculate the corresponding reacceleration timescale from first principles. We then use a magneto-hydrodynamic simulation of an isolated cluster merger to follow the evolution of relativistic electron spectra and radio emission generated from the system over several Gyrs.
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1 INTRODUCTION
Most of the diffuse baryonic matter in the Universe is ionised and resides in very low-density environments. These underdense plasmas exhibit nearly infinite conductivity and negligible viscosity on collisional scales (e.g. Kulsrud 2004). Given the strong driving forces present in many systems, this makes turbulence ubiquitous in space and astrophysical flows. Remarkably, turbulence itself affects the micro-physics of the medium (e.g. Schekochihin et al. 2010; Lazarian et al. 2012; Brandenburg & Lazarian 2014). Hence it is intimately connected to the micro-physical and macro-physical properties of the background astrophysical plasma. Turbulence can also trigger several mechanisms of particle acceleration through the interaction of electromagnetic fluctuations in the plasma with thermal or relativistic particles. This nonlinear interplay between particles and turbulent plasma modes is a stochastic process that transfers energy from large-scale bulk motions into relativistic particles.

The interaction of turbulence and relativistic particles is an indispensable component of models of cosmic-ray (CR) propagation and acceleration (e.g. Fermi 1949; Ginzburg 1966; Jokipii 1966; Wentzel 1969). Particle acceleration by MHD turbulence is a fairly robust process that is considered important for solar flares, $\gamma$-ray bursts and many other astrophysical environments (e.g. Hamilton & Petrosian 1992; Miller 1996; Schlickeiser & Dermer 2000; Dermer & Humi 2001; Yan & Lazarian 2004; Chandran et al. 2010; Petrosian 2012; Mertsch & Sarkar 2011).

In galaxy clusters, the intra-cluster-medium (ICM) is a prototypical example for the aforementioned turbulent flow, where turbulence plays a role for particle acceleration and propagation. Here, the gravitational potential and approximate hydrostatic equilibrium imply high temperatures and low densities of the baryonic component (Sarazin 1988). Hierarchical structure formation predicts the late formation of clusters by constant in-fall and merging of halos, which drive shocks and turbulent motions on a wide range of scales in the ICM (Schuecker et al. 2004; Cassano & Brunetti 2005; Subramanian et al. 2006; Vazza et al. 2009; Paul et al. 2011; Vazza et al. 2012; Miniati 2014). This merger-induced turbulence is likely reaccelerating relativistic electrons, which power giant radio halos (Brunetti et al. 2001; Petrosian 2001; Brunetti & Jones 2014).

The interaction between particles and turbulent fluctuations is usually modelled using quasi-linear theory (QLT), where the effect of linear waves on particles is studied by calculating first-order corrections to the particle orbit in the uniform/background magnetic field, and then ensemble-averaging over the statistical properties of the turbulent modes. These wave-particle interactions affect particle diffusion and transport through pitch-angle scattering.

\textsuperscript{*} donnert@ira.inaf.it
This has been studied in many astrophysical systems, e.g. diffusion of CRs in our galaxy (e.g. Blasi 2013, for a recent review), and its role in the process of particle acceleration in shocks (Blanford & Eichler 1987, for a review). The resulting particle energy gain is a slower process, with a typical acceleration time-scale \( \tau_{\text{acc}} \approx \tau_{\text{sca}} (c/V_{\text{ph}})^2 \) where \( \tau_{\text{sca}} \) is the pitch-angle scattering time-scale and \( V_{\text{ph}} \), the phase-velocity of the waves. The acceleration by turbulent low-frequency MHD waves has been studied extensively, especially for phase velocities \( V_{\text{ph}} \ll c \). In this case, the magnetic field component associated with the waves is much larger than the electric field component, \( \delta B \sim \delta E c / V_{\text{ph}} \), and the pitch-angle distribution of particles is quasi-isotropic. However, even in this simplified case the particle distribution function evolves according to Fokker-Planck equations that in general cannot be solved analytically and require complex numerical algorithm to obtain fast and stable solutions; this is the main focus of our paper.

A seminal study on the analytical and numerical properties of solutions of isotropic Fokker-Planck equations has been presented by Park & Petrosian (1995, 1996) and has been recently extended by Mertsch (2011). In astrophysics, numerical solutions have been obtained in numerous studies in several fields (e.g. Borovsky & Ecke 1986, Miller et al. 1996, Blasi 2001, Brunetti et al. 2004, Cassano & Brunetti 2005, Becker et al. 2006, Tramacere et al. 2011, Brunetti & Lazarian 2011a, 2007, Miller & Roberts 1995, Liu et al. 2006, Petrosian & Liu 2004), whereas stochastic CR acceleration has been considered in the context of full astrophysical fluid simulations only recently (see ZuHone et al. 2013, Donnert et al. 2013 for cluster simulations).

We present here an efficient, memory conserving formalism to follow and evaluate the acceleration and evolution of CR spectra in the context of high resolution astrophysical simulations. Our implementation is based on the Chang & Cooper (1970) algorithm, which we extend to a numerical subgrid model for CR acceleration by turbulence. We begin with our particle acceleration model in section 2 followed by details on the numerical algorithm and code tests in section 3. There we also present a novel algorithm for the compression of CR spectra. We then apply our formalism to galaxy cluster simulations. In section 4 we discuss turbulence in the collisionless ICM, in section 4.1 we show the application to MHD-SPH code GADGET3. We draw our conclusions in section 5.

2 PARTICLE ACCELERATION MODEL

The aim of the paper is to study the evolution of the spectral energy distribution of particles in a turbulent magnetised medium. We will focus on the case of CR electrons, with an isotropic distribution of pitch-angles. These particles provide important constraints to transport and acceleration processes in astrophysical environments as they can be traced through their synchrotron and inverse Compton emission. Nonetheless the formalism can be extended to CR protons and to their secondary electrons.

The interaction of CR electrons with turbulent MHD waves provides a stochastic scattering agent which energises particles. In addition, CR electrons are subject to a number of systematic energy losses, mainly due to the interaction with photons and magnetic fields, due to Coulomb and ionization collisions with thermal particles and due to compression and rarefaction of the background plasma in which they are embedded.

The acceleration of particles through the stochastic interaction with magnetic turbulence is due to the interaction with the electric-field fluctuations associated with the waves. In general these fluctuations are much smaller than the magnetic field fluctuations that govern the process of particle pitch-angle scattering. As a consequence we shall assume that particles undergo an efficient isotropization and that the energy/momentum distribution function of CRs is isotropic. Under these conditions, the equations governing the time evolution of an ensemble of CR electrons is (Melrose 1980, Eilek & Hughes 1991, Schlickeiser 2002).

\[
\frac{dn(p,t)}{dt} = \frac{\partial}{\partial p} \left[ n(p,t) \left( \sum_i \frac{dp_i}{dt} - \frac{2}{p} D_{pp}(p) \right) \right] + \frac{\partial}{\partial p} \left[ D_{pp}(p) n(p,t) \frac{dn(p,t)}{dp} + Q_e(p,t) - n(p,t) T_e(p,t) \right],
\]

where \( n(p,t) = 4\pi p^2 f(p,t) \) is the isotropic number density of CR electrons and we sum over all relevant energy losses covered in section 2.1. Equation (1) takes the form a Fokker Planck equation, where turbulence provides systematic (first \( D_{pp}(p) \) term) and stochastic (second term) energy gain to the particle spectrum. Here, \( Q_e(p,t) \) describes particle injection and \( T_e(p,t) \) describes particle losses/escape from the system.

2.1 Loss Mechanisms

2.1.1 Inverse Compton & Synchrotron Losses

For a magnetic field \( B_{\mu G} \) in \( 10^{-6} \mu G \), synchrotron and inverse Compton losses can be modelled as (Rybicki & Lightman 1986, Longair 1994):

\[
\frac{dp}{dt}_{\text{IC+Syn}} = \frac{4}{9} \alpha^2 \beta^2 \gamma^2 \left( B_{\mu G}^2 + B_{\mu G}^2 (1+z)^4 \right),
\]

with the classical electron radius \( r_0 = q_e^2/m_e c^2 \), and \( B_{\mu G} \) the inverse Compton equivalent magnetic field due to the background radiation field in micro Gauss.

![Figure 1. Cooling timescales in a galaxy cluster with \( n_{\text{thermal}} = 10^{-3} \mathrm{cm}^{-3} \), \( T = 10^8 \mathrm{K} \), \( B = 1 \mu \text{G} \). Total cooling time from all losses (black line), from Coulomb losses (green), Bremsstrahlung losses (red and blue). We also overplot the reacceleration timescale \( \tau_{\text{acc}} = \frac{\tau_{\text{sca}}}{\tau_{\text{ph}}} \) with \( \eta = 0.3 \) (eq. 6) for turbulence on a scale of 100 kpc with the velocities of 250 km/s (black dotted) and 500 km/s (black dashed).]
2.1.2 Coulomb Scattering

Coulomb collisions of CR electrons with the ambient thermal protons and electrons provide another source of energy losses. This can be estimated (Schlickeiser 2002) as:

\[
\left| \frac{dp}{dt}\right|_{CC} = \frac{4\pi e^2 n_{th} m_e c^2}{\beta_e} \ln \Lambda
\]

\[
\ln \Lambda = 37.8 + \log \left( \frac{T}{10^8} \left( \frac{n_{th}}{10^6} \right)^{-1/2} \right),
\]

where \( n_{th} \) is the thermal number density, \( T \) the plasma temperature in Kelvin and \( \ln \Lambda \) is the Coulomb logarithm at \( T > 4 \times 10^8 \) K (Sarazin 1988).

2.1.3 Bremsstrahlung

On scales of the Debye length \( \lambda_D \) interact with the ambient mean electromagnetic field and emit free-free radiation. In a completely ionised medium with a Helium fraction of \( X_{He} \) and a hydrogen fraction \( X_H \) this is (Blumenthal & Gould 1970):

\[
\left| \frac{dp}{dt}\right|_{Bre} = \frac{8\alpha r_0^2 m_e c^2 n_{th} \gamma [X_H + 3X_{He}]}{3} \left( \ln(2\gamma) - \frac{1}{3} \right),
\]

where \( \alpha \) is the fine structure constant.

2.1.4 Adiabatic Expansion

The invariance of phase-space density of the CR population implies that a change in physical density of the medium changes the momentum spectrum of the CR particles. This is (Shlovskii 1960; Kardashev 1962):

\[
\left| \frac{dp}{dt}\right|_{AdEx} = -\frac{1}{3} (\nabla \cdot \mathbf{v}) p,
\]

where \( \mathbf{v} \) is the expansion velocity.

2.2 Reacceleration Coefficient

The reacceleration of CRs by turbulence can be described appropriately by quasi-linear theory (QLT) under the condition of small amplitude of magnetic field fluctuations, \( \delta B \ll B_0 \) where \( B_0 \) is the background field.

Under negligible damping, the polarisation and dispersion relation of the MHD waves identify as the standard Allven, slow and fast modes. Gyro-resonance is the strongest resonance condition between CRs and Alven waves, \( \omega = k_\parallel \nu_\parallel + n\Omega/\gamma \), with \( n = \pm 1 \). Fast modes interact also via the Transit Time Damping (TTD) mechanism that satisfies the condition \( \omega = k_\parallel \nu_\parallel \), where \( \nu_\parallel \) is the particle velocity along the field and \( k_\parallel \) the wavenumber along the field, \( \omega \) the wave frequency, and \( \Omega = eB_0/m_e c \) the electron gyro-frequency.

The reacceleration coefficient is formally given by (e.g. Schlickeiser & Miller 1998, eq. 1c):

\[
D_{tr} = \lim_{t \to \infty} \frac{1}{2\pi} \int_0^{2\pi} \left\langle \Delta p(t) \Delta p^*(t + \tau) \right\rangle
\]

\[
= \mathcal{R} \int_0^\infty d\tau \left\langle \Delta p(t) \Delta p^*(t + \tau) \right\rangle
\]

here \( \Delta p \Delta p^* \) represent the change of momentum due to the interaction with electromagnetic fluctuations. Relevant coefficients can be found in Schlickeiser (2002).

A less general, but useful way to derive the reacceleration coefficient, is the argument of detailed balancing (e.g. Eilek 1979; Achterberg 1981). Here one recognises, that the total energy added to all CRs with momentum in the range \( p_{\text{min}} \) and \( p_{\text{max}} \), is equal to the total energy loss of the turbulent wave spectrum \( W(k) \) in a corresponding range of wave-numbers due to CR energy loss 

\[
\int_{p_{\text{min}}}^{p_{\text{max}}} dp \ E_e \left\langle \frac{\partial f}{\partial t} \right\rangle = \int dk \Lambda^e(k) W(k),
\]

Assuming pitch-angle isotropy, the time evolution of \( f(p) \) due to stochastic interactions with turbulence is:

\[
\frac{\partial f}{\partial t} = \frac{1}{p^2} \frac{\partial}{\partial p} \left( p^2 D_{tr} \frac{\partial f}{\partial p} \right),
\]

which implies:

\[
\int_{p_{\text{min}}}^{p_{\text{max}}} dp \ E_e p^2 \frac{\partial}{\partial p} \left( p^2 D_{tr} \frac{\partial f}{\partial p} \right) = \int dk \Lambda^e(k) W(k).
\]

Equation [11] represents a valuable way to derive \( D_{tr} \) once the damping rate \( \Gamma \) and the wave spectrum are known. In several relevant cases, such as the TTD that will be used in Section 4, the damping rate depends on the (derivative of the) CR momentum distribution and takes the form:

\[
\Gamma^e(k) = -\Gamma(k(t)) \int p_{\text{min}}^{p_{\text{max}}} A(p) \frac{\partial f}{\partial p} dp,
\]

where \( A(p) \) is a function of CR momentum and \( \Gamma(k) \) of the wavenumber.

By combining eq. [11] with eq. [12] and partial integration of the former one obtains the expression for the reacceleration coefficient:

\[
D_{tr} = \frac{m_e A(p)}{8\pi} \sqrt{1 + \left( \frac{p}{m_e c} \right)^2} \int_{k_{\text{min}}}^{k_{\text{max}}} \frac{k_{\text{max}}}{k_{\text{min}}} \Gamma(k) W(k) d^3k
\]

3 NUMERICAL FOKKER-PLANCK SOLVER

3.1 Algorithm

We use the finite difference scheme proposed by Chang & Cooper (1970). Using no-flux boundary conditions, it ensures positivity, particle conservation and correctness of the equilibrium solution by construction. Furthermore it is well suited for logarithmic grids and unconditionally stable, which allows us to use a comparatively small number of gridpoints and speed-up the calculation. Equation [11] can be written as:

\[
\frac{\partial n(p)}{\partial t} = \frac{\partial}{\partial p} \left[ H(p) n(p) + D_{tr} \frac{\partial n(p)}{\partial p} \right] - \frac{n(p)}{T_e(p,t)} + Q_e(p,t)
\]

We introduced the generalised cooling function \( H(p) \) for simplicity:

\[
H(p) = -\frac{2}{p} D_{tr} + \sum_i \left| \frac{dp_i}{dt} \right|
\]

Here we sum over all relevant loss functions for the particle population (see section 2.1).
We use a logarithmic momentum grid with \( N \) points, so for \( i \in \{0, \ldots, N - 1\} \):

\[
p_i = p_{\text{min}} 10^{i p_{\text{step}}}.
\]

\( p_{\text{step}} = \log_{10} \left( \frac{p_{\text{max}}}{p_{\text{min}}} \right) (N - 1)^{-1} \)

\[
\Delta p_i = (p_{i + 1} - p_{i - 1})/2
\]

\[
\Delta p_{i+1/2} = p_{i+1} - p_i
\]

so that for a quantity on the grid \( X(p) \):

\[
X_i = X(p_i), \quad X_{i+1/2} = \frac{1}{2} (X_i + X_{i+1})
\]

and the time dependence:

\[
n_i^{t+1} = n_i p_i, t_j).
\]

Following Park & Petrosian (1996), equation 14 can be expressed in terms of fluxes as:

\[
\frac{n_i^{t+1} - n_i^t}{\Delta t} = \frac{F_i^{t+1} - F_i^t}{\Delta p_i} n_i^{t+1} + Q_i
\]

The Chang & Cooper method exploits the degree of freedom introduced when discretising the cooling function in the flux \( F_i \) so the method is adaptively 'upwind', towards the steady-state solution:

\[
F_i^{t+1} = \left(1 - \delta_i x_i \right) H_i^{t+1/2} n_i^{t+1} + \delta_i x_i H_i^{t+2/2} n_i^{t+1}
\]

\[
+ D_{pp,i+1/2} \Delta p_i^{t+1/2} H_i^{t+1/2}
\]

\[
= H_i^{t+1/2} \left[ W_i^{t+1/2} n_i^{t+1} - W_i^{t-1/2} n_i^{t-1/2} \right]
\]

with

\[
\delta_i = \frac{1}{w_i} - \left[ e^{w_i} - 1 \right]^{-1}, \quad w_i = \frac{H_i}{D_{pp,i}} \Delta p_i
\]

\[
W_i^{t+1} = \frac{1}{1 - e^{w_i}}, \quad W_i^{t-1} = \frac{1}{e^{w_i} - 1}
\]

which can be calculated very efficiently. To avoid floating point over/underflow in the coefficients, we limit \( w_i \in [10^{-8}, 700] \) in the code without loss of accuracy.

Combining equations 22 and 23 leads to a tridiagonal system of equations:

\[
-A_i n_i^{t+1} + B_i n_i^{t+1} + C_i n_i^{t+1} = r_i
\]

\[
A_N = C_0 = 0
\]

with

\[
A_i = \frac{\Delta t}{\Delta p_i} H_i^{t+1/2} W_i^{t+1/2}
\]

\[
B_i = 1 + \frac{\Delta t}{\Delta p_i} \left[ H_{i-1} W_i^{t+1} + H_{i+1} W_{i+1}^{t+1} \right] + \frac{\Delta t}{T_i}
\]

\[
C_i = \frac{\Delta t}{\Delta p_i} H_{i-1} W_{i-1}^{t+1/2}
\]

\[
r_i = \Delta t Q_i + n_i^t
\]

The tridiagonal system is then solved using a tridiagonal matrix solver (e.g. Press et al. 1992).

### 3.2 Time Stepping

An estimate of the evolution time scale can be obtained from the cooling timescale:

\[
\tau(p_k) = \frac{p_k}{H(p_k)}.
\]

at all momenta \( p_k \). We take:

\[
\Delta \tau = \frac{1}{2} \min \left( t(p_k) \right)
\]

where we only consider \( k \) at which the spectrum is nonzero. We employ individual time steps similar to the block time step scheme used in N-body codes (Makino 1991; Dehnen & Read 2011).

### 3.3 Boundary Conditions

Proper treatment of boundary conditions is essential for the analytic as well as the numerical solution of Fokker-Planck type equations. Under no-flux boundary conditions, the Chang & Cooper method can be shown to conserve the particle number (e.g. Park & Petrosian 1996), which makes this choice useful for code tests. The no-flux condition is equivalent to vanishing Fokker-Planck coefficients at the two momentum bins next to the boundary.

However for our application we need to allow flux through the low momentum boundary, to avoid an unphysical pile-up of particles at the domain edge. This can be done by truncating the spectrum at a momentum \( p_{\text{cut}} \) near the boundary and extrapolating \( n(p) \) up to the boundary (Borovsky & Eilek 1986). I.e. every timestep we set \( n(p < p_{\text{cut}}) = 0 \) and then extrapolate \( n(p) \) for a few momentum bins as a power-law, based on the spectrum at \( p > p_{\text{cut}} \). The 'buffer' region usually spans around 5-10 grid points, depending on the problem.

### 3.4 Code Tests

#### 3.4.1 Hard Sphere Equations

To test our implementation it is useful to compare its numerical solution to analytic solutions of the Fokker-Planck equation. Unfortunately general time dependent solutions to equation 10 are not known. However there have been extensive studies on a specific type of Fokker-Planck equation (Jones 1970; Schlickeiser 1984; Park & Petrosian 1995, 2011). In the "hard-sphere approximation" the interaction of a thermal plasma with magnetic turbulence is described similar to elastic collisions between hard spheres considering Coulomb and Fermi interactions (Parker & Tidman 1958). We follow the analysis of Park & Petrosian (1995, 1996) to test our code against a number of different Fokker-Planck equations.

The first hard sphere equation is given by:

\[
\frac{\partial n(x)}{\partial t} = \frac{\partial}{\partial x} \left[ x \frac{\partial n(x)}{\partial x} - n(x) - ax n(x) \right]
\]

\[- n(x) + \delta(x - x_0) \Theta(t),
\]

with heavy side step function \( \Theta(t) \) and injection at momentum \( x_0 \). The steady state solution can be obtained from Steinacker et al. (1988; Park & Petrosian 1995). Following the latter we set \( y = 1/x \) and for \( a > 0 \):

\[
n_{ss}(x) = \frac{\Gamma(\mu - a + 1)}{\Gamma(1 + 2\mu)} e^{-x_y \mu (a + 1)/2} y^{\mu + (1 - a)/2} \Psi(x),
\]
Effects are limited to a few grid cells. Boundary effects are can be seen at the top left for low momenta and at the top right for high momenta. In the bottom right panel, the curve at $t = 30$ has been multiplied by $10^{11}$ for clarity.

Finally we test the accuracy of the time evolution in the code.

Figure 2. Analytical (black line) and numerical solutions (colors) to the hard-sphere Fokker-Planck equations [34] ($\alpha = 1$ and $\alpha = -1$. [39] and [43] top left to bottom right. The injection spectrum is shown in gray. Boundary effects are can be seen at the top left for low momenta and at the top right for high momenta. In the bottom right panel, the curve at $t = 30$ has been multiplied by $10^{11}$ for clarity.

where

$$\Psi(x < x_0) = U \left( \mu + \frac{1-a}{2}, 1+2\mu, y \right) \times \text{1F1} \left( \mu + \frac{1-a}{2}, 1+2\mu, y \right)$$

and

$$\mu = \left[ 1+ (3+a)^2 \right] ^{\frac{1}{2}}$$

The next test case involves a hard sphere equation with strongly varying escape function:

$$\frac{\partial n(x)}{\partial t} = \frac{\partial}{\partial x} \left[ x^2 \frac{\partial n(x)}{\partial x} - axn(x) \right] - \frac{n(x)}{x} + \delta(x-x_0) \Theta(t).$$

The stationary solution is given in Park & Petrosian (1995) to be:

$$n(x) = \frac{1}{|a|} x^{-1+2/\alpha} x_0^{-1-2/\alpha} \Phi(y)$$

where

$$\Phi(y < y_0) = I_{\mu}(y) K_{\mu}(y_0)$$

$$\Phi(y > y_0) = I_{\mu}(y_0) K_{\mu}(y)$$

For $\alpha = 1$ we plot the steady state solution in figure 2, bottom left, in black, with the injection in gray and the time evolution of the numerical solution in color. Good agreement is found for the steady state, as expected from the Chang and Cooper method.

Finally we test the accuracy of the time evolution in the code.
We consider the hard sphere equation:

\[
\frac{\partial n(x)}{\partial t} = \frac{\partial}{\partial x} \left[ x \frac{\partial n(x)}{\partial x} - \alpha x^2 n(x) \right] - n(x) + \delta(x - x_0) \delta(t).
\]  

(43)

The time-dependent solution is given by Park & Petrosian [1995]:

\[
n(p) = \frac{1}{2 |\alpha|} t x^{(-2+\alpha)/2} x_0^{(-2-\alpha)/2} I_\nu \left( \frac{x^{\alpha} x_0^{\alpha}}{2\alpha^2 t} \right) \times
\]

\[
\times \exp \left( -\frac{x^2 + x_0^2}{4\alpha^2 t} \right)
\]

(44)

with \( \nu = \frac{2-1+\alpha}{2\alpha} \), \( \alpha = 1 \), \( q = 2 \), \( s = 0 \), \( x_0 = 0.1 \), \( \alpha = \frac{1}{2} (2 - q - s) \).

The time dependent solution is shown for \( t = 0.3, 3, 30 \) in figure 2 alongside the initial spectrum in gray. We overplot the numerical solution in red, blue and green respectively. The curves at \( t = 30 \) are multiplied by \( 10^{13} \). Good agreement is found at late times when the spectrum varies slowly. However at early time, when the spectrum is decaying quickly the numerical solution overestimates the correct solution in the outer parts of the spectrum. This is due to the low order of the Chang and Cooper method, it is quite diffusive. This has been noticed in Park & Petrosian [1996] as well.

### 3.4.2 Adiabatic Expansion

The problem of diffusivity can be shown strikingly by considering the standard diffusion equation for constant adiabatic expansion, which is equivalent to \( D_{pp} = 0 \) in equation 34 and considering only expansion losses through change in density (eq. 35):

\[
\frac{\partial n(p)}{\partial t} = \frac{\partial}{\partial p} \left[ \left( -\frac{1}{3} \frac{\dot{\rho}}{\rho} \right) n(p) \right] + Q(p),
\]

(45)

where we assume:

\[
Q(p) = N_0 p^{-\gamma} \left( 1 - p \frac{p_{\text{HC}}}{p_{\text{LC}}} \right) \Theta(p + p_{\text{LC}})
\]

\[
\left( 1 - \frac{p_{\text{LC}}}{p} \right) \Theta(p_{\text{HC}} - p),
\]

(46)

where \( \gamma = 2 \) and \( p_{\text{LC}} \) and \( p_{\text{HC}} \) are the injection cut-off momenta. The solution for the spectrum per comoving volume can be found by the method of characteristics given the injection:

\[
\frac{\dot{n}(p)}{n(p)} = N_0 p^{-\gamma} e^{\alpha (t - t_0)} \times
\]

\[
\times \left[ 1 - \frac{p}{p_{\text{HC}}} e^{-\alpha (t - t_0)} \right] \left[ 1 - \frac{p_{\text{LC}}}{p} e^{\alpha (t - t_0)} \right],
\]

(47)

with \( \alpha = -\dot{\rho}/3\rho \) and the spectrum per unit volume is \( n(p, t) = n(p, t)V(t)/V(t) \).

We plot this analytic solution in figure 3 (black, dashed) alongside the numerical solution (colors) for constant \( \alpha \) at different times. In the left panel we show a calculation using 128 grid-points on the right 4096 gridpoints. The diffusive behaviour for large grid-spacings is clearly visible in the low resolution run.

### 3.4.3 Convergence

We test our code in a more complex / realistic situation where turbulent acceleration, synchrotron, inverse Compton and Coulomb losses are taken into account. We study convergence using the acceleration coefficient calculated by Cassano & Brunetti [2005] in simulated clusters. To this end we assume \( B = 1 \mu G \), \( n_{\text{th}} = 10^{-4} \) and the loss functions given in section 2.1 Cassano & Brunetti [2005] used the extended Press-Schechter formalism to estimate the turbulent energy released in mergers over redshift. From this they obtained the redshift evolution of a cluster-wide reacceleration coefficient. The \( D_{pp} \) for a particular cluster in their simulations is given in table B1 in the appendix. The simulation runs from \( z = 1 \) to \( z = 0 \) with the constant injection function equation 46, with \( p_{\text{HC}} = 5000 m_e c \) and \( p_{\text{LC}} = 100 m_e c \). We used open boundary conditions.

We show resulting spectral evolution for 2048 grid points (black) and 128 points (colors) in figure 4. Good agreement is found between the two resolutions. Possible deviations occur at steep gradients, because the lower resolution is more diffusive.

### 3.5 Data Compression

While the algorithm described in section 2.1 scales trivially to large particle numbers, it becomes increasingly difficult to save the spectral information. For our preferred number of grid points in a spectrum (128 between momenta of 1 and \( 10^8 m_e c \)) this means \( 128 \times 4 = 512 \) bytes per spectrum. At the same time we have to attempt to resolve turbulence in the simulated medium, which implies high resolution simulations with a lot of resolution elements (e.g. Donnert et al. [2013] used 20 Million SPH particles to follow turbulent motions in a binary cluster merger). In this example the additional memory requirement in the simulation to store just the particle spectra of one species would be \( \approx 25 \) GByte. This storage requirement is also needed for every snapshot taken from the simulation to compute synthetic observations. For a 6 Gyr period this might easily be 200 or more snapshots with the data storage requirement reaching tens of terabytes. While this is not prohibitive for today’s machines, it is certainly demanding and provides a potential bottleneck for larger simulations.

Here we propose a compression algorithm for the CRe particle spectra that is based on interpolation by cubic Hermite polynomials. One observes that reaccelerated CRe spectra usually begin and end with a power-law, and show features only on a very limited range of scales (in log space). We can fit a cubic Hermite spline / Bezier curve to the spectrum. The curve then interpolates the spectrum.
A cubic Hermite spline is defined piecewise between knots $P_0(x,y)$ and $P_1(x,y)$ as:

$$K(t) = At^3 + Bt^2 + Ct + D \quad (48)$$

with a curve parameter $t \in [0, 1]$ so that $K(0) = P_0$ and $K(1) = P_1$

$$A = 2P_0 - 2P_1 + M_0 + M_1 \quad (49)$$

$$B = -3P_0 + 3P_1 - 2M_0 - M_1 \quad (50)$$

$$C = M_0 \quad (51)$$

$$D = P_0 \quad (52)$$

where $M_0$ and $M_1$ are the control points corresponding to knots 0 and 1 respectively. Given a curve $K(t)$ one can find the control points $M_{0,1}$ from the first and second derivative of the curve as:

$$M_1 = P_1 - P_0 + \frac{1}{6}K''(1) + \frac{1}{3}K'(0) \quad (53)$$

$$M_0 = P_1 + P_0 + \frac{1}{3}K''(1) + \frac{1}{6}K'(0) \quad (54)$$

To construct the curve we have to invert equation (48) for $t$ given

Figure 3. Time evolution of the comoving solution (black, equation 47) to the diffusion equation 45 and two numerical solutions with 128 (left) and 2049 (right) gridpoints. The initial spectrum is shown in light grey.

Figure 5. A variety of CR electron spectra (black) represented by a Hermitian spline (colors). On the left, pure interpolation of the spectrum, knot points (black crosses) and control points (triangles, diamonds) are shown. Right: Evolution of CRe spectra with runtime compression (colored curves) and without runtime compression (black).

piecewise between two "knot points" and encodes first and second derivative in two "control points" associated with each segment. These control points have the advantage to be closely located to the ends of the segment. Hence we can use a coarse numerical representation of the corresponding points to save space. This algorithm has the advantage of being shape conserving to second order, reasonably fast to compute and is in principle able to compress arbitrary non-differentiable spectral shapes. We are able to reduce the storage requirements by roughly a factor of 10 in the simulation outputs. As we will show the compression can be used for runtime storage of the spectra as well at the cost of additional diffusion in the spectrum.

The algorithm operates in two steps:

(i) First a cubic Hermite spline is fit to the normalised log-log spectrum from the first and second difference quotients of the spectrum. We define a knot point to be a point on the spectrum to interpolate: $P(p, n) = (p_i, n_i)$, where the spectrum is interpolated piecewise between two knots, each with one associated control point $M$ on the interval, that is connected to the first and second derivative of the curve at the knot point.
a value of $p$. We do this numerically using the Newton-Raphson method.

We set first knots at the beginning, extrema and end of the spectrum and then recursively add knots at the momenta of largest deviation of the spline from the spectrum. For the extrema of the spectrum we only need to save $p$-values for the control points, because the first derivative is equal to 0. At the two end points of the spectrum we need to store only one control point. So to conserve space we store for these points only the knot values $(x,y)$ and one control point (ends) or the $x$-values of the two control points (extrema). This way we need only 6 bytes for these points after conversion to fixed point floats. For all other points we need the full information of first and second derivative and therefore store the knot values and two control points, which amounts to 10 bytes.

(ii) Then a coarse numerical representation of the associated values is safed to a byte array. The corresponding floating point values are converted into 8 or 16 bit fixed point representations and packed into a char array of length 12 (60 bytes on standard machines). Here we use Q2.5 for the $x$-values and Q4.12 fixed point floats for the $y$-values of the spectrum, except at the end points, where we use Q2.5 as well. This sets a numerical precision of $2^{-5}$ and $2^{-11}$ for the $x$ and $y$ values, respectively. The dynamic range is then set to $x \in [-1,3]$ and $y \in [-8,8]$. The first bit for the $x$-values is used to mark storage size of the point (6 / 10 bytes) so during decompression we know the type of the next point. Note that we do not have to distinguish between points at the ends of the spectrum and extrema, because this can be unambiguously defined from the position of the point (under the reasonable assumption of an odd number of extrema). This way we usually store 3 half and 5 full points or 5 half and 3 full points in a 60 bytes data package.

In figure 5 left we show two spectra in black, the knot points as black crosses, left control points in cyan, right control points in violet and the reconstructed spectrum in orange. The fit is decent over the whole range, small deviations occur at bins with large curvature.

On the right of figure 5 we show the evolution of a spectrum computed with runtime compression using the same parameters in fig. 4. Here the spectrum is compressed and decompressed 100 times, i.e. every 50 Myr over a timespan of 6 Gyr. As the compression is effectively smoothing the spectrum, deviations from the original solution are more severe than in the previous case, as errors accumulate. From a numerical point of view this is a viable approach only if little compression/decompression cycles occur during the simulation. However from a physical point of view the uncertainties in the physics (injection, strength of turbulence) and smoothing due to the synchrotron and inverse Compton kernels when computing the emitted spectra, should render these differences not important. For very large simulations and several particle species (e.g. including CR protons) this approach might be necessary to fit the problem into the memory of the machine.

4 APPLICATION TO SIMULATED GALAXY CLUSTERS

In this section we will apply our numerical code to the case of turbulent acceleration in galaxy clusters. Observational constraints to turbulent motions in the ICM have been derived only for relaxed, cool-core clusters through the study of the profiles of X-ray lines (Sanders et al. 2010). Current observations of merging clusters unfortunately do not provide relevant constraints on subsonic motions (e.g. Sanders et al. 2010; see however Schuecker et al. 2004; Gaspari & Churazov 2013).

Simulations and theory are so far the only guides to derive a meaningful picture of turbulence in the ICM. In what follows, we will focus on simulations of isolated cluster mergers (Donnert et al. 2013; Donnert 2014). These (MHD) simulations allow more control over the detailed parameters of the merging system than cosmological simulations and present a promising way to model observed systems directly.

The simulated flow then models turbulent motions down to a few times the resolution scale (typically > 1 kpc) and allows to derive an estimate of the local turbulent velocity (see figure 6 for a schematic). Note that the resolution scale is often comparable to or smaller than the classical Spitzer mean free path (a few to 50 kpc) and formally a fluid-MHD description is not valid on this scale in the limit of only particle-particle Coulomb interactions. Indeed the standard picture based on the Coulomb mean free path is challenged by observations of shocks and cold fronts in the X-rays (Markevitch & Vikhlinin 2007). The large value of $\beta_{\text{tot}} \approx 100$ and the fact that the weakly collisional ICM is unstable to several plasma instabilities is expected to produce a “quasi-collisional” behaviour of the ICM that could motivate an MHD/fluid treatment (Santos-Lima et al. 2014). The basic theoretical motivation is that plasma instabilities due to particle momentum anisotropies in the “weakly collisional” ICM (e.g. firehose instability) cause magnetic field perturbations at small scales that mediate particle-particle interactions and strongly reduce the effective mean-free path (e.g. Brunetti & Lazarian 2011b).

4.1 Merger Simulation and Initial Conditions

We simulate a binary head-on merger between two clusters with mass ratio 1:3 and a total mass of $M_{\text{tot}} = 1.5 \times 10^{15} M_\odot$. We employ the MHD-SPH code GADGET-3 (Springel 2005; Dolag & Stasyszyn 2009; Beck et al. in prep.). This Lagrangian fluid code allows us to apply our pipeline very naturally; the application to grid-based fluid treatments can be easily extended using tracer particles in the simulation. We setup initial conditions closely following Donnert (2014). In addition, we initialise a population of gaseous subhalos, self-similar to the main halo. Subhalo mass function and mass-concentration relation follow the model in (Giocoli et al. 2008), with a subhalo mass fraction of 0.22. The infalling cluster is set on a fraction (0.8) of the zero energy orbit, while the subhalo velocities are initialised similar to DM particles. Subhalos are sampled up to their tidal radius (Tormen et al. 1998). The magnetic field energy density is assumed to follow thermal energy densities with central value of $B_0 = 5 \times 10^{-9} G$. This is in agreement with the results derived from Faraday rotation measurements for the Coma cluster (Bonafede et al. 2010). Details on the initial condition method will be published in a separate paper (Donnert et al. in prep.).

The simulation contains 2 Million DM and SPH particles, respectively. We will use our numerical pipeline on all SPH particles, effectively solving 2 Million Fokker-Planck equations in postprocessing.

4.2 A Subgrid Model for Turbulence in the ICM

In this section we will develop a sub-grid model for turbulent motions to combine with our MHD simulation. This is necessary to estimate well-motivated particle-acceleration coefficients from our simulation.

In the ICM, turbulent motions are injected through mergers
by hierarchical structure formation (Subramanian et al. 2006; Cassano & Brunetti 2005; Vazza et al. 2006; Hallman & Jeltema 2011; Vazza et al. 2009). For a review see Brunetti & Jones (2014). The largest scale of injection is the largest characteristic scale of the infalling DM halos carrying gas. For todays clusters this is roughly the core radius of the gas $r_c = l_{\rm inj} = 100 - 400 \text{ kpc}$ with expected velocities in the subsonic regime of $v_{\rm turb} \approx 300 - 700 \text{ km/s}$. However from the form of the subhalo mass function (e.g. Giocoli et al. 2008) one can immediately understand that turbulent motions will be driven in a complex way on multiple scales. The highly non-linear dynamics of DM and gas interaction results in e.g. tidal stripping of the DM component, core sloshing, shearing instabilities, interacting shocks and substructure interactions. These processes will drive compressive as well as incompressive motions on multiple scales in the ICM, as supported by numerical simulations (Beresnyak et al. 2013; Miniati 2013). Hence it is probably neither possible nor useful to define a singular inertial range and scaling of turbulence on these large scales.

Following the literature in the field (Subramanian et al. 2006; Brunetti & Lazarian 2007; Brunetti & Jones 2014) large scale motions in the ICM are sub-sonic, but strongly super-Alfvenic (because of the high plasma-$\beta$). Under these conditions, the turbulent flow causes continuous modification of the magnetic field topology through stretching, advection and entanglement. The velocity of turbulent motions decreases towards smaller scales. If we for reference assume a spectrum of the velocity fluctuations in the form $W(k) \propto k^{-\alpha}$ the velocity scales as $v(k) \propto k^{-\alpha/2}$ and equals the Alfvén velocity at the scale:

$$l_{\text{Alven}} = l_{\text{inj}} \left( \frac{v_{\text{turb}}}{v_{\text{Alven}}} \right)^{2/\alpha}$$

Assuming $\mu G$ magnetic fields, this transition to MHD-turbulence is expected on scales of a few hundred pc to kpc, depending on the exact behaviour of the velocity field on these scales and on the turbulent velocity at the injection scales. Note that this is close to the resolution scale of highest-resolution fluid simulations currently employed to study clusters and galaxy formation. Hence in what follows we shall develop a sub-grid model based on MHD turbulence.

Following Brunetti & Lazarian (2007) in calculations of particle acceleration, we will focus on the stochastic interaction between relativistic particles and compressible MHD turbulence via TTD (section 4.3). Hence we will model this component of ICM turbulence, neglecting solenoidal/incompressible turbulence (Alfvén waves) and self-generated waves at smaller scales (for a more complete view see Brunetti & Jones (2014)).

Averaged properties of turbulence are set by injection, cascading and dissipation (Kolmogorov 1941). Based on quasi-linear theory, Brunetti & Lazarian (2007) demonstrated that for the ICM the most important dissipation process for compressive motions is...
magnetic Landau damping (or Transit Time Damping, TTD) of the waves with thermal particles. In the case of a high-beta plasma, the damping rate is:
\[ \Gamma_{th} = c_s k \sqrt{\frac{3\pi x}{20}} \exp(-5x/3\sin^2(\theta)) \]
where \( x = (m_e/m_p) / \cos^2(\theta) \).

The cascading time scale of fast modes is:
\[ \tau_{kk} = \frac{k^3}{\pi} (k^2 D_{kk}) \]
where \( D_{kk} \) is the diffusion coefficient in wavenumber space, \( D_{kk} \approx k^3 v_s^2 / \rho_s \) (Brunetti & Lazarian 2007) and refer therein. This implies
\[ \tau_{kk} \sim \xi \frac{c_s}{k v_s^3} \]
where \( \xi \) is an unit-free number of the order of (smaller than) unity (for reference \( \xi = 2/9 \) in Brunetti & Lazarian (2007)). The maximum scale (maximum wavenumber) of the turbulent spectrum derive from the equivalence \( 1/\Gamma_{th} \approx \tau_{kk} \).

\[ k_{cut} \approx \sqrt{\frac{3\pi m_e}{20 m_p} k_0 M_0^2} \xi^{-2} \left( \frac{\sin^2 \theta}{\cos \theta} \right) \exp\left( -5m_e / 3m_p \cos^2 \theta \right) \]
where we have assumed a Kraichnan scaling for the velocity of turbulent eddies \( v_s \approx 1/k^{1/4} \) between the resolution and damping scales (consistent with eq. 62 in sect. 4.3). \( M_0 = v_0 / c_s \) is the Mach number of turbulent motions at the scale \( k_0 \) and the quantity \( \langle \cdot \rangle \sim 1 \) indicates the average over pitch-angles.

In figure 3 we show a reference sketch for the turbulent velocity over wavenumber, from Mpc to pc scales. The conditions assumed are \( B \approx 1 \mu G, n_{th} = 10^{-3} \text{ cm}^{-3}, T = 10^8 \text{ K} \), which implies \( \beta_{pl} \approx 250 \). We plot the transition region (dark grey) from hydro to MHD turbulence. The damping of compressive turbulence is shown considering TTD interaction with both thermal particles (full line) and relativistic particles (light grey line). The latter case imposing a reduced mean free path/weakly collisional medium (see e.g. Brunetti & Lazarian 2011b). The scales covered by cosmological simulations are shaded light grey. We add the sound speed (dotted horizontal line), the Alven speed (dashed line) and the classical Coulomb mean free path (dotted vertical line), as references.

### 4.3 Particle Acceleration by Turbulence in the ICM

In what follows, we calculate particle acceleration coefficients due to TTD with fast mageto-sonic modes. We will use the sub-grid model developed in the last section and will express coefficients as a function of physical quantities measured from our MHD simulation.

According to eq. 13 we need to determine \( \Gamma, A(p) \) and \( W(k) \). For TTD with fast modes and ultra-relativistic particles \( A(p) \propto p^2 \), so \( D_{pp} \propto p^2 \). The function \( \Gamma \) can be derived from standard formulae for the growth rate of the mode in the quasi-linear regime (eg. Brunetti & Lazarian 2007, eqs. 27 and 31, and ref therein).

Following (Brunetti & Lazarian 2007) the momentum diffusion coefficient due to TTD is:
\[ D_{pp}(p) = \frac{\pi}{2} \frac{2}{\pi} p^2 \int_0^{\theta_{max}} d\theta \frac{\sin^3(\theta)}{\cos(\theta)} \int_{k_{min}}^{k_{cut}} k W_B(k) k \]
where \( \theta_{max} = \cos^{-1}(\frac{p}{c}) \) and the spectrum of magnetic field fluctuations is connected with the total energy spectrum of the modes via:
\[ W_B(k) = \beta_{pl}^{-1} \left( \frac{B_0}{10^7 W} \right) W(k, t) \]
with the term in brackets of the order of unity. The normalisation of the energy spectrum of the waves can be determined directly from our simulation, combined with the afore mentioned subgrid model. We assume that the spectrum of fast modes is quasi-isotropic (e.g. Cho & Lazarian 2003) and extending to a minimum scale \( k_{cut} \) that is determined by the balance between collisionless damping and mode cascading:
\[ W(k) \propto k^{-\frac{3}{2}} \]
\[ \frac{v_1}{v_{rms}} \propto \left( \frac{L_{inj}}{L_{inj}} \right)^{-\frac{1}{2}} \]
Combining eq. 59 with eq. 60 we obtain the diffusion coefficient:
\[ D_{pp} \propto 1.64 \times 10^{-8} \frac{v_0^4}{c_s^2} \left[ \frac{1}{4} \log \left( \frac{c_s}{c} \right) \right] s^{-1} \]
where \( v_0 \) and \( k_0 \) are the turbulent velocity and its scale.

#### 4.4 An SPH Estimate for Local Turbulent Motions

In equation 63 we need a local estimate of the turbulent velocity at a given scale. To obtain a conservative estimate, we use the root-mean-square of the particle velocity dispersion inside the kernel to estimate the turbulent velocity:
\[ v_{rms,i} = v_0 = \sqrt{\frac{1}{N_{Ngb}} \sum_i (\bar{v}_i - \bar{v})^2} \]
where \( \bar{v} \) is the mean velocity inside the kernel, and \( N_{Ngb} \) is the true number of neighbours in the kernel. The turbulent scale is then \( L = 2 \times h_{ml} \). We then evaluate eq. 63 at a single, but density dependent scale, the SPH kernel support length.

We combine this estimate with the bias-corrected Wendland C6 kernel with 295 kernel weighted neighbours. This kernel has a larger compact support than the standard SPH kernel, but the same smoothing scale (the FWHM of the kernel). It does not show the clumping instability, and significantly reduces sampling errors (Dehnen & Aly 2012). The increased compact support also has the advantage of moving \( L \) away from the smoothing scale.

A detailed discussion of controlling the noise properties of SPH in astrophysical applications is beyond the scope of this paper, we refer the reader to Bauer & Springel (2012); Price (2012) and Beck et al. in prep.

#### 4.5 Cosmic Ray Electron Spectra and Radio Emission

We evolve the simulation for 4 Gyr. We use our code to calculate the evolution of relativistic particles solving eq. 1 for all SPH particles in our MHD simulation. We assume \( T_e \rightarrow \infty \) and calculate the energy losses and acceleration coefficient using eqs. 2-6 and 63 with physical quantities from our MHD simulation. In order to generate a seed population of electrons to interact with turbulence
we assume a continuous injection of relativistic electrons proportional to density with a spectral energy distribution following eq. 46. For 2 Million SPH particles the Fokker-Planck code spends half its time with sorting particles across processors and writing spectra. We therefore see the need to introduce threading alongside the MPI in the future. The run without compression took 5 hours on 64 CPUs, while the same run with compressed output took only 4 hours. The output size for one snapshot was 1 GB in the uncompressed case and 100 MB with compression.

In figure 8 (left) we show three examples of CR electron spectra at 2 Gyr, after core-core passage, when we observe maximum acceleration. We plot the uncompressed spectra in black and the Hermite spline in colors. We find good agreement between the compressed and uncompressed spectra, establishing that compression does not lead to appreciable errors/approximations. On the right of figure 8 we show the time evolution of the CRE spectrum in one SPH-particle. We mark the injection phase blue, the merger/reacceleration phase red and the cooling phase green. During the merger turbulence re-accelerates particles from the synchrotron-dark pool below \( p \approx 100 \, m_{ec} \) to synchrotron-bright momenta \( p \gtrsim 10^4 \, m_{ec} \).

The synchrotron emission generated from the binary merger is calculated following Appendix A. We run the map making on the outputs every 25 Myr. In figure 7 we show the synchrotron emission from the cluster merger at three different times: At the beginning of the simulation (0.175 Gyr), after the first core passage (2 Gyr) and after the second core passage. We show the X-ray emission with the synchrotron emission as contours, spaced by a factor of ten in brightness. Diffuse radio emission is generated on the scale of the thermal X-ray emission during the merger-phase due to turbulent acceleration of the seed relativistic electrons.

The total synchrotron emission over time is shown in figure 9 with (red) and without (black) compression of the CR electron spectra. Here we also show the relative error in synchrotron brightness introduced by the compression algorithm. The synchrotron brightness shows the expected increase by a factor of 100 during the major merger and then declines within 1 Gyr. Due to the substructure a small pre-merger boosts the total emission 0.6 Gyr before the main merger by a factor of ten. After 2.5 Gyr the relaxation of all subhalos produces emission at a similar level. The compression error is always below 10%, mostly below 5% of the total synchrotron brightness.

We conclude that in our simulation reacceleration is sufficient to boost the total observable radio emission of the central Mpc\(^2\) of the system by a factor of more than 100 for about 0.5 – 1 Gyr. The emission is transient, highly complex and follows the magnetic field structure and turbulent energy in the flow. Our code and simulation allow us follow the process of turbulent acceleration in a fluid MHD simulation of clusters merger and to demonstrate that the merger-induced turbulence switch-on large scale radio emission through turbulent reacceleration of relativistic electrons. The resulting morphology and time-life of the radio emission appear consistent with that of giant radio halos, although we remark that the current simulation is still based on a very simple assumptions and the origin of halos is not the primary focus of our paper.
We showed that our compression scheme for reaccelerated spectra on Mpc-scale consistent with the observed radio halos. During the merger particles are reaccelerated and emit synchrotron radiation. We showed that for largest simulations, data storage becomes an issue even at low spectral resolutions. To ease this issue we presented a novel compression algorithm that is able to reduce the data storage requirements by a factor of ten, while preserving the shape of the spectrum.

As an application we consider turbulent acceleration of relativistic electrons in galaxy clusters using simulations. First we develop a sub-grid model to calculate turbulent acceleration efficiency (i.e. the diffusion coefficient in the particles momentum space) from the estimates of turbulent velocities in simulations. To this end we present a simplified model of sub-resolution ICM turbulence based on compressive MHD modes and Kraichnan turbulence and derive the CRe reacceleration coefficient. We simulate millions of relativistic particles using simulations. First we assume isotropy of relativistic particles and presented an efficient implementation of the Chang & Cooper algorithm to derive fast and stable solutions of Fokker-Planck equations. We showed a number of code tests, based on the hard sphere equation and simple diffusion. The code is found to perform satisfactory, considering our application to large astrophysical simulations. In this context we argued that for largest simulations, data storage becomes an issue even at low spectral resolutions. To ease this issue we presented a novel compression algorithm that is able to reduce the data storage requirements by a factor of ten, while preserving the shape of the spectrum.

As an application we consider turbulent acceleration of relativistic electrons in galaxy clusters using simulations. First we develop a sub-grid model to calculate turbulent acceleration efficiency (i.e. the diffusion coefficient in the particles momentum space) from the estimates of turbulent velocities in simulations. To this end we present a simplified model of sub-resolution ICM turbulence based on compressive MHD modes and Kraichnan turbulence and derive the CRe reacceleration coefficient. We simulate millions of relativistic particles using simulations. First we assume isotropy of relativistic particles and presented an efficient implementation of the Chang & Cooper algorithm to derive fast and stable solutions of Fokker-Planck equations. We showed a number of code tests, based on the hard sphere equation and simple diffusion. The code is found to perform satisfactory, considering our application to large astrophysical simulations. In this context we argued that for largest simulations, data storage becomes an issue even at low spectral resolutions. To ease this issue we presented a novel compression algorithm that is able to reduce the data storage requirements by a factor of ten, while preserving the shape of the spectrum.

5 CONCLUSIONS

We have presented a computational pipeline of cosmic-rays physics in the context of astrophysical simulations, where stochastic acceleration by turbulence is important; in this paper we focus on the case of electrons although the pipeline can be easily extended to the case of hadrons. In these astrophysical situations the spectrum of relativistic particles evolves according to Fokker-Planck equations that in general do not have analytical solutions. We assume isotropy of relativistic particles and presented an efficient implementation of the Chang & Cooper algorithm to derive fast and stable solutions of Fokker-Planck equations. We showed a number of code tests, based on the hard sphere equation and simple diffusion. The code is found to perform satisfactory, considering our application to large astrophysical simulations. In this context we argued that for largest simulations, data storage becomes an issue even at low spectral resolutions. To ease this issue we presented a novel compression algorithm that is able to reduce the data storage requirements by a factor of ten, while preserving the shape of the spectrum.

As an application we consider turbulent acceleration of relativistic electrons in galaxy clusters using simulations. First we develop a sub-grid model to calculate turbulent acceleration efficiency (i.e. the diffusion coefficient in the particles momentum space) from the estimates of turbulent velocities in simulations. To this end we present a simplified model of sub-resolution ICM turbulence based on compressive MHD modes and Kraichnan turbulence and derive the CRe reacceleration coefficient. We simulate millions of relativistic particles using simulations. First we assume isotropy of relativistic particles and presented an efficient implementation of the Chang & Cooper algorithm to derive fast and stable solutions of Fokker-Planck equations. We showed a number of code tests, based on the hard sphere equation and simple diffusion. The code is found to perform satisfactory, considering our application to large astrophysical simulations. In this context we argued that for largest simulations, data storage becomes an issue even at low spectral resolutions. To ease this issue we presented a novel compression algorithm that is able to reduce the data storage requirements by a factor of ten, while preserving the shape of the spectrum.
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APPENDIX A: SYNTHETIC OBSERVATIONS

Given the SPH simulation and the numerical pipeline for particle acceleration we have to estimate the synchrotron brightness of clusters in the simulation. A practical way is to project the SPH particles of a simulation onto an image. Here we use a modified version of the algorithm presented in [Dolag et al. 2005].

For a quantity \( I_j \) on the SPH particle the line-of-sight integration reads:

\[
I_{\text{pix}} = \sum_j \frac{m_j}{\rho_j} I_j W_\chi(d_j/h_j),
\]

where \( j \) sums over all particles overlapping with pixel \( m_j \) and \( \rho_j \) are the particle mass and density, respectively. Here we already approximated the integral of the SPH kernel \( W(r/h) \) by the value of the \( z \)-integrated kernel \( W_\chi(r_j/h_j) \) at the centre of the pixel at the projected distance \( d_j \) from the particle with kernel compact support (smoothing length) \( h_j \).

\[
I_{\text{pix}} = \sum_j \frac{m_j}{\rho_j} I_j N_j A_{\text{pix}} W_\chi(d_j/h_j),
\]

\[
\sum_j N_j A_{\text{pix}} W_\chi(d_j/h_j) = A_j
\]

where the area of a pixel \( A_{\text{pix}} = d_{\text{pix}}^2 \) and a particle \( A_j = (m_j/\rho_j)^{2/3} \). Here one needs to weight the particle by area overlap with the pixel and correct \( A_{\text{pix}} \) in equation (A2).

\[
A_{\text{pix}} = \prod_{k=x,y} \left[ (k_j - k_{\text{pix}}) + \frac{1}{2} d_{\text{pix}} - h_j \right]
\]

This is a good approximation in the limit of large particles (over-sampling), i.e. when \( h_j \gg d_{\text{pix}} \). However for \( h_j \rightarrow d_{\text{pix}} \) this method is subject to aliasing and will eventually miss particles. Here we propose to define a minimum SPH sampling size of \( h_j \geq 2d_{\text{pix}} \) which corresponds to an overlap of at least 11 pixels. For smaller particles we weight the particles solely by area overlap relative to the total distributed area, i.e. \( A_j / A_{\text{pix}} \), where \( A_{\text{pix}} \) is the overlapping area.

For the synchrotron emission \( I_v \) at frequency \( \nu \) from an arbitrary CRE spectrum \( N_v(E_v) \), \( E_v = pc \) we then have to evaluate per SPH particle [Ginzburg & Syrovatskii 1965; Rybicki & Lightman 1979; Longair 1994]:

\[
I_v = \frac{3e^3 B}{2 m_e c^2} \int_{E_{\min}}^{E_{\max}} \int_0^{2\pi} dE \sin^2(\theta) F\left( \frac{\nu}{\nu_c} \right) N_v(E_v),
\]

\[
\nu_c = \frac{3e}{4\pi m_e^3 c^3} E_v^2 \sin(\theta),
\]

where \( B \) is a tangled magnetic field and \( \theta \) its pitch angle. Furthermore \( F(x) \) is the synchrotron kernel and \( \nu_c \) the critical frequency.

The resulting map with a total number of pixels \( N_{\text{pix}} \) is then in units of erg/s/Hz/A_{\text{pix}} and the total synchrotron brightness of the region is:

\[
S_v = \frac{d_{\text{limb}}^2}{N_{\text{pix}}} \sum \nu_v.
\]

We have implemented the algorithm in a hybrid MPI and OpenMP parallel projection code SMAC2. To integrate the synchrotron kernel we use a trapezoidal method with 2048 steps. For a given "observing" frequency, we center the integration on the maximum of the synchrotron kernel, i.e. the energy \( E_{\text{crit}} \) corresponding to the critical frequency \( \nu_{\text{crit}} \) and consider an energy range of

| Redshift | \( D_{\text{pp}} \) [s^{-1}] | Redshift | \( D_{\text{pp}} \) [s^{-1}] |
|----------|----------------|----------|----------------|
| 0.99     | 4.87 \times 10^{-18} | 0.99     | 4.87 \times 10^{-18} |
| 0.98     | 4.87 \times 10^{-18} | 0.98     | 4.87 \times 10^{-18} |
| 0.97     | 4.87 \times 10^{-18} | 0.97     | 4.87 \times 10^{-18} |
| 0.96     | 4.87 \times 10^{-18} | 0.96     | 4.87 \times 10^{-18} |
| 0.95     | 4.87 \times 10^{-18} | 0.95     | 4.87 \times 10^{-18} |
| 0.94     | 4.87 \times 10^{-18} | 0.94     | 4.87 \times 10^{-18} |
| 0.93     | 4.87 \times 10^{-18} | 0.93     | 4.87 \times 10^{-18} |

Table B1. \( D_{\text{pp}}(z) \) used for convergence tests [Cassano & Brunetti 2005].

\( E \in [0,1, 10^{7}] E_{\text{crit}} \). We use a table of the synchrotron kernel of 4096 samples between \( x \in [10^{-3}, 30] \) and the asymptotic approximations outside of this region. Note that \( F(x) \) is available as part of the GSL library [GSL Project 2010]. By comparing the emission from the numerical solver with the analytic expressions for power-law spectra we obtain an accuracy of the solver 5\%. Additionally, we add polarised synchrotron emission (Stokes Q and U parameters) also with intrinsic Faraday rotation.

APPENDIX B: \( D_{\text{pp}} \) TABLE