Abstract. We develop a generalized hybrid iterative approach for computing solutions to large-scale Bayesian inverse problems. We consider a hybrid algorithm based on the generalized Golub-Kahan bidiagonalization for computing Tikhonov regularized solutions to problems where explicit computation of the square root and inverse of the covariance kernel for the prior covariance matrix is not feasible. This is useful for large-scale problems where covariance kernels are defined on irregular grids or are only available via matrix-vector multiplication, e.g., those from the Matérn class. We show that iterates are equivalent to LSQR iterates applied to a directly regularized Tikhonov problem, after a transformation of variables, and we provide connections to a generalized singular value decomposition filtered solution. Our approach shares many benefits of standard hybrid methods such as avoiding semi-convergence and automatically estimating the regularization parameter. Numerical examples from image processing demonstrate the effectiveness of the described approaches.
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1. Introduction. Inverse problems are prevalent in many important scientific applications, and computing solutions can be challenging, especially for large-scale problems [25, 9]. In this paper, we consider large-scale inverse problems of the form

\[ d = As + \epsilon, \]

where \( d \in \mathbb{R}^m \) contains the observed data, \( A \in \mathbb{R}^{m \times n}, m \geq n \) models the forward process, \( s \in \mathbb{R}^n \) represents the desired parameters, and \( \epsilon \in \mathbb{R}^m \) represents noise in the data. We assume that \( \epsilon \sim \mathcal{N}(0, \mathbf{R}) \) where \( \mathbf{R} \) is a positive definite matrix whose inverse and square root are inexpensive (e.g., a diagonal matrix with positive diagonal entries). The goal is to compute an approximation of \( s \), given \( d \) and \( A \).

We are interested in \textit{ill-posed} inverse problems, where the challenge is that small errors in the data may lead to large errors in the computed approximation of \( s \). Regularization is required to stabilize the inversion process. There are many forms of regularization. Here, we follow a Bayesian framework, where we assume a prior for \( s \). That is, we treat \( s \) as a Gaussian random variable with mean \( \mu \in \mathbb{R}^n \) and covariance matrix \( Q \). That is, \( s \sim \mathcal{N}(\mu, \lambda^{-2}Q) \), where \( \lambda \) is a scaling parameter (yet to be determined) for the precision matrix. Specific choices for \( Q \) will be discussed in Section 2. Using Bayes theorem, the posterior probability distribution function is given by

\[ p(s|d) \propto p(d|s)p(s) = \exp \left( -\frac{1}{2} \| As - d \|_\mathbf{R}^{-1}^2 - \frac{\lambda^2}{2} \| s - \mu \|_\mathbf{Q}^{-1}^2, \right), \]

where \( \| x \|_\mathbf{M} = \sqrt{x^\top \mathbf{M} x} \) is a vector norm for any symmetric positive definite matrix \( \mathbf{M} \). The maximum a posteriori (MAP) estimate provides a solution to (1) and can
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For clarity of presentation, we assume \( m \geq n \), but these methods apply also to problems where \( m < n \).
be obtained by minimizing the negative log likelihood of the posterior probability distribution function, i.e.

\[ s_\lambda = \arg \min_s -\log p(s|d) \]

\[ = \arg \min_s \frac{1}{2} \| As - d \|^2_{R^{-1}} + \frac{\lambda^2}{2} \| s - \mu \|^2_{Q^{-1}}, \]

which is equivalent to the solution of the following normal equations,

\[ (A^\top R^{-1} A + \lambda^2 Q^{-1}) s = A^\top R^{-1} d + \lambda^2 Q^{-1} \mu. \]

In fact, the MAP estimate, \( s_\lambda \), is a Tikhonov-regularized solution, and iterative methods have been developed for computing solutions to the equivalent general-form Tikhonov problem,

\[ \min_s \frac{1}{2} \| L_R (As - d) \|^2_2 + \frac{\lambda^2}{2} \| L_Q (s - \mu) \|^2_2, \]

where \( Q^{-1} = L_Q^\top L_Q \) and \( R^{-1} = L_R^\top L_R \). For example, hybrid iterative methods have been investigated for the standard-form Tikhonov problem where \( L_Q = I \) in \([38, 33, 5, 18, 12, 13, 27]\) and for the general-form Tikhonov problem in \([43, 32, 17, 28, 29]\). However, these previously-developed methods require \( L_Q \) or \( L_Q^{-1} \), which is not available in the scenarios of interest here (e.g., where \( Q \) represents a Matérn kernel or a dictionary collection). In particular, we focus on the Matérn class of covariance kernels, which include among them as special cases, the exponential and the Gaussian kernel (sometimes, called squared exponential kernel). Although Matérn kernels represent a rich class of covariance kernels that can be adapted to the problem at hand, a main challenge is that the covariance matrix \( Q \) can be very large and dense, so working with its inverse or square root can be difficult. Furthermore, methods for selecting regularization parameter \( \lambda \) for general-form Tikhonov are still under development, especially for large-scale problems.

**Overview of main contributions.** In this work, we propose generalized iterative hybrid approaches for computing approximations to (2). After an appropriate change of variables, we exploit properties of the generalized Golub-Kahan bidiagonalization to develop a hybrid approach that is general in that a rich class of covariance kernels can be incorporated, efficient in that the main costs per iteration are matrix-vector multiplications (and not inverses and square-roots), and automatic in that regularization parameters and stopping criteria can be determined during the iterative process. Theoretical results show that iterates of the generalized hybrid methods are equivalent to those of standard iterative methods when applied to a directly-regularized prior-conditioned Tikhonov problem, after a transformation of variables. Furthermore, we provide connections to generalized singular value decomposition (GSVD) filtered solutions for additional insight.

The paper is organized as follows. In Section 2, we describe various choices for \( Q \), and we describe a change of variables that makes the computations feasible. To provide insight, we make connections between the transformed problem and a filtered GSVD interpretation. However, since the GSVD is typically not available in practice, we describe in Section 3 a hybrid iterative approach that is based on the generalized Golub-Kahan bidiagonalization method and that allows automatic estimation of the regularization parameter \( \lambda \). Then in Section 4 we provide some theoretical results that connect and distinguish our approach from existing methods. Numerical results are provided in Section 5, and conclusions are provided in Section 6.
2. Problem setup. We are interested in computing MAP estimates (2) for large-scale Bayesian inverse problems. In this section, we describe one example where this scenario may arise and then describe a change of variables that can avoid expensive matrix factorizations. Then, we use some analytical tools such as a GSVD that is suited to our problem to provide insight and motivation for the proposed hybrid methods.

2.1. Choice of Q. A prevalent approach in the literature models $L_Q$ as a sparse discretization of a differential operator (for example, the Laplacian or the biharmonic operator). This choice corresponds to a covariance matrix that represents a Gaussian-Markov random field. Since for these choices, the precision matrix (i.e., the inverse of the covariance matrix) is sparse, working with $L_Q$ directly has obvious computational advantages. However, in many applications, the precision matrix is not readily available. For example, in working with Gaussian random fields, entries of the covariance matrix are computed directly as $Q_{ij} = \kappa(x_i, x_j)$, where $\{x_i\}_{i=1}^n$ are the spatial points in the domain. There are many modeling advantages for this particular choice of $Q$, but the challenge is that $Q$ is often a very large and dense matrix. However, for some covariance matrices, such as those that come from the Matérn family, there have been recent advancements on the efficient computation of matrix-vector products (henceforth referred to as MVPs) with $Q$, and in this paper, we take advantage of these developments and develop methods that work directly with $Q$. An explicit link between Gaussian fields and Gaussian-Markov random fields using techniques from stochastic partial differential equations has been developed in [34].

A popular choice for $\kappa(\cdot, \cdot)$ is from the Matérn family of covariance kernels [42], which form an isotropic, stationary, positive-definite class of covariance kernels. We define the covariance kernel in the Matérn class as

$$\kappa(x_i, x_j) = C_{\alpha, \nu}(r) = \frac{1}{2^{\nu-1}\Gamma(\nu)} \left( \sqrt{2\nu \alpha r} \right)^\nu K_\nu \left( \sqrt{2\nu \alpha r} \right)$$

where $r = \|x_i - x_j\|_2$, $\Gamma$ is the Gamma function, $K_\nu(\cdot)$ is the modified Bessel function of the second kind of order $\nu$, and $\alpha$ is a scaling factor. The choice of parameter $\nu$ in equation (5) defines a special form for the covariance. For example, when $\nu = 1/2$, $C_{\alpha, \nu}$ corresponds to the exponential covariance function, and if $\nu = 1/2 + p$ where $p$ is a non-negative integer, $C_{\alpha, \nu}$ is the product of an exponential covariance and a polynomial of order $p$. Also, in the limit as $\nu \to \infty$, $C_{\alpha, \nu}$ converges to the Gaussian covariance kernel, for an appropriate scaling of $\alpha$. In Figure 1, we provide examples of kernels from the Matérn covariance class, as well as realizations drawn from these covariance kernels. Another related family of covariance kernels is the $\gamma$-exponential function [42],

$$\kappa(r) \equiv \exp\left(-\left(\frac{r}{\ell}\right)^\gamma\right) \quad 0 < \gamma \leq 2.$$ 

In general, both the storage and the computational cost for a MVP involving a dense prior covariance matrix is $O(n^2)$ using the naive approach. However, significant savings are possible for stationary or translational invariant covariance kernels; note that this includes both the Matérn and the $\gamma$-exponential covariance families. In particular, with points located on a regular equispaced grid, one can exploit the connection between the Fast Fourier Transform (FFT) and matrices with Toeplitz structure in 1D or block-Toeplitz structure in 2D, so that the cost per MVP can be reduced to $O(n \log n)$ [37]. It can also be shown that for irregular grids, the cost for approximate MVPs involving the prior covariance matrix $Q$ can be reduced.
to $O(n \log n)$ using Hierarchical matrices [48] or $O(n)$ using $H^2$-matrices or the Fast Multipole Method (FMM) [1]. In this work, we will only use the FFT based approach.

2.2. Change of variables. One common approach for computing the MAP estimate (2) is to use an iterative solver on the normal equations (3). However, each iteration would require a MVP with $Q^{-1}$, or equivalently, a linear solve with $Q$, which can be costly. Another standard practice is to compute a Cholesky decomposition $Q^{-1} = L_Q^\top L_Q$ and either use an iterative solver for the general-form Tikhonov problem (4) or use the following change of variables,

$$x \leftarrow L_Q (s - \mu), \quad b \leftarrow d - A \mu$$

to get a standard-form Tikhonov problem,

$$\min_x \frac{1}{2} ||L_R (A L_Q^{-1} x - b)||_2^2 + \frac{\lambda^2}{2} ||x||_2^2.$$  

In the literature, this particular change of variables is referred to as priorconditioning [8, 7, 9] or transformation to standard form [25]. Although this transformation can work well for some choices of $Q$, obtaining $L_Q$ can be prohibitively expensive for prior covariance matrices $Q$ arising from discrete representations of the Matérn class. Furthermore, even for cases where $Q^{-1}$ is sparse, computing the Cholesky decomposition can be expensive particularly for large-scale 3D problems, as argued in [4].

In order to avoid matrix factorizations of $Q$ and/or expensive linear solves with $Q$, we propose a different change of variables,

$$x \leftarrow Q^{-1} (s - \mu), \quad b \leftarrow d - A \mu,$$

so that equation (3) reduces to the modified system of equations

$$\begin{align*}
(A^\top R^{-1} A Q + \lambda^2 I)x &= A^\top R^{-1} b.
\end{align*}$$

\[\text{It is worth noting that any symmetric factorization (e.g., an eigenvalue decomposition) could be used here. Also, our choice of notation here is consistent with the literature.} \]
In summary, with this change of variables, the MAP estimate is given by\( s_\lambda = \mu + Qx_\lambda \), where \( x_\lambda \) is the solution to the following least squares (LS) problem,

\[
\min_{x} \frac{1}{2} \|AQx - b\|^2_{R^{-1}} + \frac{\lambda^2}{2} \|x\|^2_Q.
\]

It is important to observe that the above change of variables removes both inverses and square roots with respect to \( Q \). Furthermore, in the Bayesian interpretation, we now have

\[
b|x \sim \mathcal{N}(AQx, R^{-1}) \quad x \sim \mathcal{N}(0, \lambda^{-2}Q^{-1}).
\]

In Section 3, we describe an efficient hybrid iterative method for computing a solution to the transformed problem (9), where the regularization parameter \( \lambda \) can be selected adaptively. However, to provide some insight and motivation for the hybrid method, in the next subsection, we first use some tools from numerical linear algebra to analyze and interpret the MAP estimate as a filtered GSVD solution.

2.3. Interpretation and analysis using the GSVD. We begin by reviewing the GSVD and showing that the MAP estimate, \( s_\lambda = \mu + Qx_\lambda \) where \( x_\lambda \) is the solution to (9), can be expressed in terms of a filtered GSVD solution. We use an alternate definition of the GSVD that was proposed in [50], which is less commonly used in the inverse problems literature but relevant to our discussion.

Given two positive definite matrices \( Q \) and \( R \), Theorem 3 in [50] guarantees that there exist \( U_R \in \mathbb{R}^{m \times m} \) satisfying

\[
U_R^{-1}AV_Q = \Sigma_{RQ} = \text{diag}\{\hat{\sigma}_1, \ldots, \hat{\sigma}_n\},
\]

where the generalized singular values \( \hat{\sigma}_j \) satisfy the following variational form,

\[
\hat{\sigma}_j(A) = \min_{\{S: \dim S = n-j+1\}} \max_{\{x: x \neq 0, x \in S\}} \frac{\|Ax\|_{R^{-1}}}{\|x\|_{Q^{-1}}}.
\]

where \( S \) is a subspace of \( \mathbb{R}^n \). Our analysis exploits the relationship between the GSVD of \( A \) and the SVD of prior-conditioned matrix \( \hat{A} \equiv L_R A L_Q^{-1} \), as summarized in the following result.

**Proposition 1.** The generalized singular values of \( \hat{A} \) defined in (11) are the singular values of \( \hat{A} \equiv L_R A L_Q^{-1} \), and the left and right singular vectors of \( \hat{A} \) are given by \( \hat{U} = L_R U_R \) and \( \hat{V} = L_Q^{-T} V_Q^{-T} \) respectively.

**Proof.** Straightforward multiplication reveals that \( \hat{A} = \hat{U} \Sigma_{RQ} \hat{V}^T \), where orthogonal matrices \( \hat{U} \) and \( \hat{V} \) are defined as above. Another proof of equivalence for the singular values is to use the change of variables \( \zeta \leftarrow L_Qx \) and the fact that \( \|Ax\|_{R^{-1}} = \|L_R Ax\|_2 \) in (11) to get

\[
\hat{\sigma}_j(A) = \min_{\{S: \dim S = n-j+1\}} \max_{\{\zeta: \zeta \neq 0, \zeta \in S\}} \frac{\|L_R A L_Q^{-1}\|_2}{\|\zeta\|_2},
\]

where the conclusion follows from the variational characterization of singular values; see [30, Theorem 7.3.8].
If \( \hat{u}_j \) and \( \hat{v}_j \) denote the columns of \( U_R \) and \( V_Q \) respectively, then it can be shown that the MAP solution can be written as a filtered GSVD solution,

\[
\mathbf{s}_\lambda = \mu + \sum_{j=1}^{n} \hat{\phi}_j \frac{\hat{u}_j^\top R^{-1} \mathbf{b}}{\hat{\sigma}_j} \hat{v}_j ,
\]

where the generalized Tikhonov filter factors are given by

\[
\hat{\phi}_j \equiv \frac{\hat{\sigma}_j^2}{\hat{\sigma}_j^2 + \lambda^2} \quad j = 1, \ldots, n.
\]

Other spectral filtering techniques can be considered as well, such as the truncated GSVD, where for some \( 1 \leq k \leq n \), the generalized filter factors are given by,

\[
\hat{\phi}_j \equiv \begin{cases} 
1 & 1 \leq j \leq k \\
0 & j > k 
\end{cases} \quad j = 1, \ldots, n.
\]

Note that the MAP solution can be alternatively written as

\[
\mathbf{s}_\lambda = \mu + V_Q \Phi \Sigma_R^\dagger \mathbf{g},
\]

where \( \mathbf{g} \equiv U_R^\top R^{-1} \mathbf{b} \), and \( \Phi = \text{diag}\{\hat{\phi}_1, \ldots, \hat{\phi}_n\} \).

A new equivalence relationship between the solution from our proposed generalized hybrid approach and a filtered GSVD solution will be proved in Section 4, so, for completeness, we provide a brief discussion regarding the discrete Picard plot for GSVD and point the interested reader to [25] for more details. We use a 1D inverse heat example from [24] and define \( \mu = 0 \), \( R = I \), and prior covariance matrix \( Q \) to represent a kernel from the Matérn covariance family (6) where \( \nu = 1/2 \) and \( \alpha = 2 \). Discrete Picard plots corresponding to the SVD and GSVD of \( \mathbf{A} \) are provided in Figure 2, where the generalized singular values, \( \hat{\sigma}_j \), decay faster than the singular values of \( \mathbf{A} \). Although such analytical tools are not feasible for realistic problems of interest since computing the GSVD is prohibitive, the significance of this observation is that we can expect iterative methods applied to the prior-conditioned problem to converge faster, if the singular values of \( \hat{\mathbf{A}} \) decay faster than those of \( \mathbf{A} \). In the next section, we derive an efficient Krylov subspace solver for estimating solutions to (9) that only requires MVPs and allows for automatic regularization parameter selection.

### 3. Iterative methods based on generalized Golub-Kahan bidiagonalization

In this section, we describe an iterative solver for LS problem (9) that is based on the generalized Golub-Kahan (gen-GK) bidiagonalization [3]. Such iterative methods are desirable for problems where matrices \( \mathbf{A} \) and \( \mathbf{Q} \) may be so large that they cannot be explicitly stored, but they can be accessed via function calls. We first describe the gen-GK process and highlight relevant properties and connections. Then, we describe how to solve (9) efficiently by exploiting the gen-GK relationships for the case where \( \lambda \) is provided a priori. However, for problems where a good choice is not available, we describe a hybrid approach where sophisticated regularization parameter selection methods can be used on the projected problem to estimate \( \lambda \) at each iteration. Similar to previously-studied hybrid methods, our approach assumes that solutions can be captured in relatively few iterations or that preconditioning can be used so that the required number of iterations remains small. This is typically the case for ill-posed problems, but even more relevant here due to the GSVD analysis in Figure 2, where the generalized singular values tend to decay faster than the singular values of \( \mathbf{A} \).
Fig. 2. Discrete Picard plots. Notice that the generalized singular values decay faster than the singular values of $A$. Absolute values of the SVD coefficients, $|u_j^T b|$, and GSVD coefficients, $|\bar{u}_j^T b|/\sigma_j$, decay initially, but stabilize at the noise level (here, $10^{-6}$). Absolute values of the solution coefficients decrease initially but eventually increase due to noise contamination.

### 3.1. Generalized Golub-Kahan bidiagonalization.

The discussion in this section is closely related to the approach in [3]. The major difference is that the generated Krylov subspace is different due to the change of variables described in Section 2.2.

Given matrices $A, R, Q$, and vector $b$, with initializations $\beta_1 = \|b\|_{R^{-1}}, u_1 = b/\beta_1$ and $\alpha_1 v_1 = A^T R^{-1} u_1$, the $k$th iteration of the gen-GK bidiagonalization procedure generates vectors $u_{k+1}$ and $v_{k+1}$ such that

$$\beta_{k+1} u_{k+1} = A Q v_k - \alpha_k u_k$$

$$\alpha_{k+1} v_{k+1} = A^T R^{-1} u_{k+1} - \beta_{k+1} v_k,$$

where scalars $\alpha_i, \beta_i \geq 0$ are chosen such that $\|u_i\|_{R^{-1}} = \|v_i\|_{Q} = 1$. At the end of $k$ steps, we have

$$B_k \equiv \begin{bmatrix} \alpha_1 \\ \beta_2 & \alpha_2 \\ \beta_3 & \ddots \\ \vdots & \ddots & \alpha_k \\ \beta_{k+1} \end{bmatrix}, \quad U_{k+1} \equiv [u_1, \ldots, u_{k+1}], \quad \text{and} \quad V_k \equiv [v_1, \ldots, v_k],$$

where the following relations hold up to machine precision,

(15) \quad $U_{k+1} \beta_1 e_1 = b$

(16) \quad $A Q V_k = U_{k+1} B_k$

(17) \quad $A^T R^{-1} U_{k+1} = V_k B_k^T + \alpha_{k+1} v_{k+1} e_{k+1}^T$.

Furthermore, in exact arithmetic, matrices $U_{k+1}$ and $V_k$ satisfy the following orthogonality conditions

(18) \quad $U_{k+1}^T R^{-1} U_{k+1} = I_{k+1}$ \quad and \quad $V_k^T Q V_k = I_k$. 
An algorithm for the gen-GK bidiagonalization process is provided in Algorithm 3.1. In addition to MVPs with $A$ and $A^\top$ that are required for the standard GK bidiagonalization [21], each iteration of gen-GK bidiagonalization requires two MVPs with $Q$ and two solves with $R$ (which are simple); in particular, we emphasize that Algorithm 3.1 avoids $Q^{-1}$ and $L_Q$, due to the change of variables described in Section 2.2.

**Algorithm 3.1** generalized Golub-Kahan (gen-GK) bidiagonalization

**Require**: Matrices $A$, $R$ and $Q$, and vector $b$.

1. $\beta_1 u_1 = b$, where $\beta_1 = \|b\|_{R^{-1}}$
2. $\alpha_1 v_1 = A^\top R^{-1} u_1$
3. for $i=1,\ldots,k$ do
   4. $\beta_{i+1} u_{i+1} = AQ v_i - \alpha_i u_i$, where $\beta_{i+1} = \|AQ v_i - \alpha_i u_i\|_{R^{-1}}$
   5. $\alpha_{i+1} v_{i+1} = A^\top R^{-1} u_{i+1} - \beta_{i+1} v_i$, where $\alpha_{i+1} = \|A^\top R^{-1} u_{i+1} - \beta_{i+1} v_i\|_Q$
4. end for

Remarks on gen-GK bidiagonalization. Recall that the $k$-dimensional Krylov subspace associated with matrix $C$ and vector $g$ is defined as

$$K_k(C,g) \equiv \text{Span}\{g, Cg, \ldots, C^{(k-1)}g\}.$$ 

It is well known that at the $k$–th iteration of the standard GK bidiagonalization process, orthonormal columns $v_i$, $i=1,\ldots,k$ span the $k$-dimensional Krylov subspace $K_k(A^\top A, A^\top b)$ [21]. For gen-GK, it can be shown using the relations in (15)-(17) that the columns of $U_k$ and $V_k$ respectively form $R^{-1}$-orthogonal and $Q$-orthogonal (c.f. Equation (18)) bases for the following Krylov subspaces:

$$\text{(19)} \quad \text{Span}\{U_k\} = K_k(AQA^\top R^{-1}, b)$$
$$\text{(20)} \quad \text{Span}\{V_k\} = K_k(A^\top R^{-1}A, A^\top R^{-1}b)$$

respectively. A useful property of Krylov subspaces is that they are shift-invariant, i.e., $K_k(C,g) = K_k(C + \lambda^2 I, g)$ for any $\lambda$. In particular, this implies that

$$K_k(A^\top R^{-1}A, v_1) = K_k(A^\top R^{-1}A + \lambda^2 I, v_1),$$

and consequently by combining (16) and (17), we get

$$K_k(A^\top R^{-1}A + \lambda^2 I_n) V_k = V_k(B_k^\top B_k + \lambda^2 I_{k+1}) + \alpha_k v_{k+1} e_k^\top B_k$$

$$= V_{k+1} \left( \tilde{B}_k + \lambda^2 \begin{bmatrix} I_{k} \\ 0_{1 \times k} \end{bmatrix} \right),$$

where

$$\tilde{\beta}_k \equiv \beta_k \alpha_k \quad \text{and} \quad \tilde{B}_k = \begin{bmatrix} B_k^\top B_k \\ \beta_{k+1} e_k^\top \end{bmatrix}.$$ 

We will see in Section 3.3 that the shift-invariant property of Krylov subspaces is essential for choosing regularization parameters reliably and efficiently during the iterative process. In fact, our approach creates a basis for the Krylov subspace $K_k(A^\top R^{-1}A, v_1)$ that is independent of $\lambda$, so that the choice of regularization parameter can be done adaptively. This distinguishes us from approaches that use iterative Krylov methods to solve the equivalent general-form Tikhonov problem,

$$\min_s \frac{1}{2} \left\| \begin{bmatrix} L_R A & \lambda L_Q \end{bmatrix} s - \begin{bmatrix} L_R d \\ L_Q \mu \end{bmatrix} \right\|_2^2,$$
in which case, the Krylov subspace depends on the choice of \( \lambda \) and the regularizing iteration property is not straightforward \([25, 23]\). Hybrid iterative methods could be used to solve the priorconditioned problem (7), but that approach would require \( L_Q \).

### 3.2. Solving the LS problem.

In this section, we seek approximate solutions to (9) by using the gen-GK relations above to obtain a sequence of projected LS problems. For clarity of presentation in this subsection, we assume \( \lambda \) is fixed and drop the subscript. In particular, we seek solutions of the form \( x_k = V_k z_k \), so that

\[
x_k \in \text{Span}\{V_k\} = K_k(A^\top R^{-1} A Q, A^\top R^{-1} b) \equiv S_k.
\]

Define the residual at step \( k \) as \( r_k \equiv A Q x_k - b \). It follows from Equations (15)-(17) that

\[
r_k \equiv A Q x_k - b = U_{k+1}(B_k z_k - \beta_1 e_1),
\]

and furthermore,

\[
A^\top R^{-1} r_k = V_{k+1}(\bar{B}_k z_k - \bar{\beta}_1 e_1).
\]

We consider two approaches for obtaining coefficients \( z_k \). We propose to either take \( z_k \) that minimizes the gen-LSQR problem,

\[
\min_{x_k \in S_k} \frac{1}{2} \| r_k \|_Q^2 + \frac{\lambda^2}{2} \| x_k \|_Q^2 \quad \Leftrightarrow \quad \min_{z_k \in \mathbb{R}^k} \frac{1}{2} \| B_k z_k - \beta_1 e_1 \|_2^2 + \frac{\lambda^2}{2} \| z_k \|_2^2,
\]

or take \( z_k \) to minimize the gen-LSMR problem,

\[
\min_{x_k \in S_k} \frac{1}{2} \| A^\top R^{-1} r_k \|_Q^2 + \frac{\lambda^2}{2} \| x_k \|_Q^2 \quad \Leftrightarrow \quad \min_{z_k \in \mathbb{R}^k} \frac{1}{2} \| \bar{B}_k z_k - \bar{\beta}_1 e_1 \|_2^2 + \frac{\lambda^2}{2} \| z_k \|_2^2,
\]

where the gen-GK relations were used to obtain the equivalences. These approaches are motivated by standard LSQR \([40, 39]\) and LSMR \([16]\).

After computing a solution to the projected problem, an approximate solution to the original problem (2) can be recovered by undoing the change of variables,

\[
s_k = \mu + Q x_k = \mu + Q V_k z_k,
\]

where, now, \( s_k \in \mu + Q S_k \).

### 3.3. A generalized hybrid approach.

Thus far, we have assumed that regularization parameter \( \lambda \) is provided a priori. However, obtaining a good regularization parameter can be difficult, especially for extremely large-scale problems, where it may be necessary to solve many systems for different \( \lambda \) values. In this section, we take advantage of the shift-invariance property of Krylov subspaces and propose a generalized hybrid approach, where regularization parameters can be estimated during the iterative process.

The basic idea is to use well-studied, sophisticated regularization parameter selection schemes \([25, 23, 51]\) on projected problems (23) and (24), where for small values of \( k \), matrices \( B_k \) and \( \bar{B}_k \) are only of size \((k+1) \times k\). This approach is not novel, with previous work on parameter selection within hybrid LSQR and LSMR methods including \([12, 13, 33, 18, 44]\). However, to the best of our knowledge, no one has looked at hybrid methods based on the generalized Golub-Kahan bidiagonalization, where the novelty is that we propose a hybrid variant that is ideal for problems where \( Q \) is modeled and applied directly, without the need for its inverse or square root.
Although a wide range of regularization parameter methods can be used in our framework, in this paper we consider the generalized cross validation (GCV) approach, the discrepancy principle (DP), and the unbiased predictive risk estimator (UPRE) approach. As a benchmark, all of the computed parameters will be compared to the optimal regularization parameter \( \lambda_{opt} \), which minimizes the 2-norm of the error between the reconstruction and the truth. In the following, we describe GCV as a means to select regularization parameters and refer the reader to the Appendix for details regarding the use of DP and UPRE in a hybrid framework.

GCV \([20]\) is a statistical technique that is based on a leave-one-out approach. The GCV parameter, \( \lambda_{gcv} \), is selected to minimize the GCV function corresponding to the general-form Tikhonov problem \((4)\),

\[
G(\lambda) = \frac{n \| \mathbf{A}s_\lambda - \mathbf{d} \|_{\mathbf{R}^{-1}}^2}{\text{trace}(\mathbf{I}_m - \mathbf{L}_{\mathbf{R}}\mathbf{A}\mathbf{A}_\lambda^\dagger)^2},
\]

where \( \mathbf{A}_\lambda^\dagger = (\mathbf{A}^\top\mathbf{R}^{-1}\mathbf{A} + \lambda^2\mathbf{I}^{-1})^{-1}\mathbf{A}^\top\mathbf{R} \). We have assumed \( \mu = 0 \) for simplicity. The GCV function can be simplified by using the GSVD defined in Section 2.3 as

\[
G(\lambda) = \frac{n \left( \sum_{i=1}^{n} \left( \frac{\lambda^2 g_i}{\hat{\sigma}_i^2 + \lambda^2} \right)^2 + \sum_{i=n+1}^{m} g_i^2 \right)}{\left( m - n + \sum_{i=1}^{n} \frac{\lambda^2}{\hat{\sigma}_i^2 + \lambda^2} \right)^2},
\]

where \( \hat{\sigma}_i \) are the generalized singular values and \( g_i \) is the \( i \)th element of \( \mathbf{g} = \mathbf{U}_\mathbf{R}^\top\mathbf{R}^{-1}\mathbf{b} \). Since the GSVD is often not available in practice, a general approach is to use the GCV function corresponding to the projected problem \((23)\), where the GCV parameter at the \( k \)th iteration minimizes,

\[
G_{\text{proj}}(\lambda) \equiv \frac{k \| (\mathbf{I} - \mathbf{B}_k\mathbf{B}_k^\dagger)\beta_1 \mathbf{e}_1 \|_{\mathbf{R}^{-1}}^2}{\text{trace}(\mathbf{I}_{k+1} - \mathbf{B}_k\mathbf{B}_k^\dagger)^2},
\]

where \( \mathbf{B}_k^\dagger = (\mathbf{B}_k^\dagger\mathbf{B}_k + \lambda^2\mathbf{I}^{-1})^{-1}\mathbf{B}_k^\dagger \). A weighted-GCV (WGCV) approach \([12]\) has been suggested for use within hybrid methods, where a weighting parameter is introduced in the denominator of \((27)\). We denote \( \lambda_{wgcv} \) to be the regularization parameter computed using WGCV. Recent insights \([45]\) into the choice of weighting parameter as well as connections between the GCV function for the original versus projected problem extend naturally to this framework.

We also remark that analogous methods can be derived for gen-LSMR, where the projected problem is given in \((24)\). In this case, we replace \( \mathbf{B}_k \) with \( \mathbf{B}_k \), and \( \beta_1 \) with \( \beta_1 \), which yield equivalent expressions for the projected problem. This will not be discussed in great detail and the interested reader is referred to \([13]\).

Finally, we briefly comment on stopping criteria for the gen-GK process in a generalized hybrid approach. In particular, we follow the approaches described in \([12, 13]\), where the iterative process is terminated if a maximum number of iterations is attained, a GCV function defined in terms of the iteration, \( G(k) \), attains a minimum or flattens out, or tolerances on the residual are attained. Other parameter estimation techniques yield similar stopping criteria.
4. Theory and connections.

4.1. Interpreting gen-LSQR iterates as filtered GSVD solutions. In Section 2.3, we used the GSVD to express the MAP estimate, $s_\lambda$, as a filtered GSVD solution. In the following, we exploit the connection between gen-LSQR iterates and filtered GSVD solutions, following the approach presented in [31], to provide insight into the suitability of gen-LSQR for computing regularized solutions.

Let $\lambda$ be fixed. Then using the GSVD (10), we can express the Krylov subspace for the solution at the $k$–th iteration as

$$K_k(A^\top R^{-1}AQ + \lambda^2 I_n, A^\top R^{-1}b) = \text{Span}\left\{ V_Q^\top (\Sigma_{RQ}^\top \Sigma_{RQ} + \lambda^2 I_n)^{q} \Sigma_{RQ}^\top g \right\}_{q=0}^{k-1}. $$

Thus, the $k$th iterate of gen-LSQR can be expressed as

$$x_k = Q^{-1}V_Q\Phi_k \Sigma_{RQ}^\top g, \quad \text{where} \quad \Phi_k = P_k(\Sigma_{RQ}^\top \Sigma_{RQ} + \lambda^2 I_n) \Sigma_{RQ}^\top \Sigma_{RQ}, $$

$P_k(\cdot)$ is a polynomial of degree $\leq k-1$ and $V_Q^{-\top} = Q^{-1}V_Q$. Thus, the approximation to the MAP estimate at the $k$–th iteration is given as

$$s_k = \mu + V_Q\Phi_k \Sigma_{RQ}^\top g. $$

In summary, we have shown that the MAP approximations generated by gen-LSQR can be expressed as filtered GSVD solutions, where the filter factors are defined by the polynomial $P_k$. Compare this with the filtered GSVD solution in (14). From the analysis in Section 2.3 (in particular, see Figure 2), we expect the problem to satisfy the discrete Picard condition. Therefore, in general, we expect the early gen-LSQR iterates to have a better representation of the generalized singular vectors corresponding to the dominant generalized singular values. Although the gen-LSMR solution is obtained using a different subproblem, gen-LSMR solutions lie within the same subspace as gen-LSQR solutions, and thus, can also be interpreted as filtered GSVD solutions but with different filter factors.

4.2. Connection to iterative methods with Q-orthogonality. Next, for fixed $\lambda$, we establish equivalences between our proposed solvers and pre-existing solvers, namely Conjugate Gradients (CG) and MINRES with Q-orthogonality for solving (8)[47]. Before proceeding, notice that $M \equiv A^\top R^{-1}AQ$ is symmetric with respect to the Q-inner product, $(x, y)_Q = y^\top Qx$. This follows since

$$(Mx, y)_Q = y^\top QA^\top R^{-1}AQx = (x, My)_Q.$$

This observation is crucial in the following theorem.

**Theorem 4.1.** The gen-LSQR solution after $k$ iterations (i.e., minimizer of (23)) is mathematically equivalent to the solution obtained by performing $k$ steps of CG with Q-orthogonality on (8): similarly, the $k$th gen-LSMR solution (i.e., minimizer of (24)) is mathematically equivalent to the solution obtained by performing $k$ steps of MINRES with Q-orthogonality on (8).

**Proof.** First, notice that at the $k$–th step of CG with Q-inner products applied to (8), we have matrices $V_k^L$ and $T_k$ that satisfy the following Lanczos relationship

$$MV_k^L = V_{k+1}^L \left[ \begin{array}{c} \beta_k^L \ 1 \\ \beta_k^L e_k^\top \end{array} \right] \equiv V_{k+1}^L T_k,$$

where

$$\beta_k^L = \beta_{k+1}^L e_k^\top = \theta_k^T e_k.$$
where \((V_k^L)^\top QV_k^L = I_k\) and \(T_k\) is a symmetric tridiagonal matrix. On the other hand, after \(k\) steps of gen-GK bidiagonalization (by combining (16) and (17)), we have

\[
M V_k = V_{k+1} \left[ B_k^\top B_k \beta_{k+1} e_k^\top \right] = V_{k+1} \bar{B}_k.
\]

Next observe that both CG with \(Q\)-orthogonality and gen-LSQR generate a basis for the same subspace, i.e.,

\[
\text{Span} \{ V_k^L \} = \text{Span} \{ V_k \} = \mathcal{K}_k(M, A^\top R^{-1} b).
\]

Therefore, there exists an orthogonal matrix \(Z\) [35, Equation (4.2.7)] such that \(V_k^L = V_k Z\). Since

\[
(V_k^L)^\top QM V_k^L = T_k \quad \text{and} \quad V_k^L QM V_k = B_k^\top B_k,
\]

we can readily see that \(T_k = Z^\top B_k^\top B_k Z\); in other words, \(T_k\) is similar to \(B_k^\top B_k\).

The approximate solution after \(k\) steps of CG with \(Q\)-inner products can be expressed as

\[
x_k^{\text{CG}} = V_k^L (T_k + \lambda^2 I_k)^{-1} \beta_1 e_1 = V_k^L (T_k + \lambda^2 I_k)^{-1} (V_k^L)^\top QA^\top R^{-1} b.
\]

Similarly, the approximate solution after \(k\) steps of gen-LSQR can be expressed as

\[
x_k^{\text{gen-LSQR}} = V_k (B_k^\top B_k + \lambda^2 I_k)^{-1} \beta_1 e_1 = V_k (B_k^\top B_k + \lambda^2 I_k)^{-1} V_k^T Q A^\top R^{-1} b.
\]

Since

\[
V_k^L (T_k + \lambda^2 I_k)^{-1} (V_k^L)^\top = V_k Z (Z^\top B_k^\top B_k Z + \lambda^2 Z^\top Z)^{-1} Z^\top V_k^T
\]

\[
= V_k (B_k^\top B_k + \lambda^2 I_k)^{-1} V_k^T,
\]

we conclude that \(x_k^{\text{CG}} = x_k^{\text{gen-LSQR}}\), i.e., both algorithms generate the same sequence of iterates in exact arithmetic.

Our next goal is to prove the equivalence of iterates between gen-LSMR and MINRES with \(Q\)-inner products. After \(k\) steps of MINRES with \(Q\)-inner products, the approximate solution can be expressed as

\[
x_k^{\text{MINRES}} = V_k^L (T_k^T T_k + \lambda^2 I_k)^{-1} T_k^T \beta_1 e_1 = V_k^L (T_k^T T_k + \lambda^2 I_k)^{-1} (V_k^L)^\top Q M A^\top R^{-1} b.
\]

Similarly, after \(k\) steps of gen-LSMR, the approximate solution can be expressed as

\[
x_k^{\text{gen-LSMR}} = V_k (B_k^\top B_k + \lambda^2 I_k)^{-1} B_k^\top \beta_1 e_1 = V_k (B_k^\top B_k + \lambda^2 I_k)^{-1} V_k^T Q M A^\top R^{-1} b.
\]

Next, using the relations in (29) and (30), it is easy to see that

\[
(V_k^L)^\top M^\top Q M V_k^L = T_k^T T_k \quad \text{and} \quad V_k^T M^\top Q M V_k = B_k^\top B_k,
\]

so \(T_k T_k = Z^\top B_k^\top B_k Z\). Thus

\[
V_k^L (T_k T_k + \lambda^2 I_k)^{-1} (V_k^L)^\top = V_k (B_k^\top B_k + \lambda^2 I_k)^{-1} V_k^T.
\]

Therefore, \(x_k^{\text{MINRES}} = x_k^{\text{gen-LSMR}}\) and this concludes the proof.

Although we have established equivalence among the methods in exact arithmetic, the significance of the above result is that, similar to works comparing CG and LSQR [40, 39], we suggest that in a computational context, one should use gen-LSQR and gen-LSMR and hybrid variants, as they are numerically stable and avoid squaring the condition number (e.g., see discussion in [47, Section 8.1]).
4.3. Equivalence result for generalized hybrid iterates. Lastly, we justify the generalized hybrid approach, which can be interpreted as a “project-then-regularize” approach since regularization parameters are selected on the projected problem. In particular, for fixed \( \lambda \) and in exact arithmetic, we show an equivalence between gen-LSQR iterates (which require MVPs with \( Q \)) and LSQR iterates on the priorconditioned problem (7) (which requires \( L_Q \) or its inverse). It is worth mentioning that this result is similar in nature to equivalence proofs for “project-then-regularize” and “regularize-then-project” approaches [23, 25], but additional care must be taken here to handle the change of variables.

**Theorem 4.2.** Fix \( \lambda \geq 0 \). Let \( z_k \) be the exact solution to gen-LSQR subproblem (23). Then the \( k \)-th iterate of our approach, written as \( \mu + QV_k z_k \), is equivalent to \( \mu + L_Q^{-1} w_k \), where \( w_k \) is the \( k \)-th iterate of LSQR on the following Tikhonov problem

\[
\min_w \| \begin{pmatrix} LRAl_{Q}^{-1} & 0 \\ \lambda \hat{A}^\top \end{pmatrix} w - \begin{pmatrix} LRb \\ 0 \end{pmatrix} \|_2^2.
\]

**Proof.** For notational convenience, we define \( \hat{A} \equiv LRAl_{Q}^{-1} \) and \( \hat{b} \equiv LRb \). Then, LSQR applied to Tikhonov problem (31) seeks solutions \( w_k \) in the \( k \)-dimensional Krylov subspace,

\[
\hat{S}_k \equiv K_k(\hat{A}^\top \hat{A}, \hat{A}^\top \hat{b}) = K_k(L_Q^{-1}A^\top R^{-1}AL_Q^{-1},L_Q^{-1}A^\top R^{-1}b) = L_Q^{-1}K_k(A^\top R^{-1}AQ, A^\top R^{-1}b) = L_Q^{-1}S_k.
\]

After \( k \) steps of standard GK bidiagonalization on (31), we get the following relation,

\[
\hat{V}_k^\top (\hat{A}^\top \hat{A} + \lambda^2 I) \hat{V}_k = \hat{B}_k^\top \hat{B}_k + \lambda^2 I,
\]

and the \( k \)-th LSQR iterate is given by

\[
w_k = \hat{V}_k(\hat{B}_k^\top \hat{B}_k + \lambda^2 I)^{-1} \hat{V}_k^\top \hat{A}^\top \hat{b}.
\]

Following the argument in Theorem 4.1, there exists an orthogonal matrix \( Z \) [35, Equation 4.2.7] such that \( \hat{V}_k = L_Q^{-1} V_k Z \), and with some algebraic manipulations, we get

\[
Z(\hat{B}_k^\top \hat{B}_k + \lambda^2 I) Z^\top = B_k^\top B_k + \lambda^2 I.
\]

Finally, we can show that

\[
\mu + L_Q^{-1} w_k = \mu + L_Q^{-1} \hat{V}_k(\hat{B}_k^\top \hat{B}_k + \lambda^2 I)^{-1} \hat{V}_k^\top \hat{A}^\top \hat{b} = \mu + QV_k Z(\hat{B}_k^\top \hat{B}_k + \lambda^2 I)^{-1} Z^\top V_k^\top L_Q^{-1} \hat{A}^\top \hat{b} = \mu + QV_k (B_k^\top B_k + \lambda^2 I)^{-1} V_k^\top Q^\top A^\top R^{-1}b = \mu + QV_k z_k,
\]

where the last step follows from the fact that \( V_k^\top Q^\top A^\top R^{-1}b = B_k^\top \beta e_1 \). This concludes the proof. \( \square \)
The significance of the above proof is that for fixed $\lambda$, gen-LSQR iterates are equivalent to iterates of the priorconditioned approach in exact arithmetic. Thus, as in priorconditioning, an algorithmic advantage is that the structure of the prior is directly incorporated into the transformed operator, allowing for faster convergence under some conditions. This typically occurs, for example, when the singular values of the prior-conditioned matrix $\tilde{A} = L^R A L^Q^{-1}$ decay faster than the singular values of $A$ (c.f., Figure 2). This is important because early subspaces generated by Krylov methods such as LSQR tend to contain directions corresponding to the larger singular values [26]. Hence, termination before contamination by small singular values may occur earlier.

Next we provide an illustration, similar to those for standard GK approaches [22, 46], where we use the heat example described in Section 2.3 to show that the singular values of gen-GK bidiagonal matrix, $B_k$, and subsequently-defined tridiagonal matrix $\tilde{B}_k$, approximate the singular values of $\tilde{A}$. In Figure 3(a), we provide the first 50 singular values of $\tilde{A}$, along with the singular values of $B_k$ and $\tilde{B}_k$ for $k = 5, 20, 35, 50$. We also provide plots of $\sigma_i^2(B_k)$ to illustrate the interlacing property, where the singular values of $\tilde{B}_k$ interlace the squares of the singular values of $B_k$ [13, 19, 49, 52, 6]. The impact of loss of orthogonality is evident in Figure 3(b), where singular value approximations $\sigma_i(B_k)$ are significantly different than the desired singular values $\sigma_i(\tilde{A})$.
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**Fig. 3.** Both figures (a) and (b) contain the first 50 singular values of $\tilde{A}$, along with the singular values of $B_k$ and $\tilde{B}_k$ for $k = 5, 20, 35, 50$. Plots of $\sigma_i^2(B_k)$ are provided to illustrate an interlacing property. Results in (a) correspond to reorthogonalization and results in (b) demonstrate the effects of loss of orthogonality.

Another significance of Theorem 4.2 is that the gen-GK hybrid approach can be used to incorporate prior information without an explicit regularization term, i.e., $\lambda = 0$. Arridge et al [4] further advocated priorconditioning for the additional reason that the transformed variables are dimensionless, which removes issues with physical units. Also, for regularization functionals designed to promote edges, the authors in [4] noted that Krylov subspace methods have poor convergence whereas the transformed problem amplifies directions spanning the prior covariance, thereby improving convergence. They modeled the prior precision matrix $Q^{-1}$ as a sparse matrix ob-
tained from the discretization of a PDE operator and proposed a factorization-free preconditioned LSQR approach called MLSQR that involves generating a basis for the Krylov subspace

\[ \mathcal{K}_k(QA^\top R^{-1}A, QA^\top R^{-1}b). \]

The computational advantage of gen-LSQR over priorconditioning and MLSQR is that we only require access to \( Q \) via MVPs. On the contrary, priorconditioning explicitly requires matrix \( L^{-1}Q \) (i.e., the square-root of \( Q \)) or solves with \( LQ \), both of which can be prohibitively expensive. In MLSQR, generating a basis for (32) requires repeated MVPs with \( Q \), which amounts to several solves using \( Q^{-1} \) (recall that [4] assumes that \( Q^{-1} \) is sparse and forming \( Q \) is unnecessary). For the priors of interest here, entries of \( Q \) are modeled directly and MVPs with \( Q \) can be done efficiently, so the proposed gen-LSQR and corresponding generalized hybrid approach are computationally advantageous over priorconditioning and MLSQR.

5. Numerical Experiments. In this section, we provide two examples from image reconstruction – the first is a model problem in seismic traveltime tomography, and the second is a synthetic problem in super-resolution image reconstruction. In all of the provided results, gen-LSQR and gen-HyBR correspond to solutions computed as (25) where \( x_k \) is the solution to (23), where \( \lambda = 0 \) for gen-LSQR and \( \lambda \) for gen-HyBR was selected using the various methods described in Section 3.3.

5.1. Seismic tomography reconstruction. For our first application, we consider a synthetic test problem from cross-well seismic tomography [2]. The goal is to image the slowness in the medium, where slowness is defined as the reciprocal of seismic velocity. Seismic sources are fired sequentially at each of the sources and the time delay between firing and recording is measured at the receivers; this is the travel time. As a first order approximation, the seismic wave is assumed to travel along a straight line from the sources to the receivers without reflections or refractions. One measurement is recorded for each source-receiver pair. All together we have \( n_{\text{son}} = 50 \) sources and \( n_{\text{rec}} = 50 \) receivers, and therefore, there are \( m = n_{\text{rec}}n_{\text{son}} \) measurements. The domain is discretized into \( \sqrt{n} \times \sqrt{n} \) cells and within each cell, the slowness is assumed to be constant. Therefore, the travel time is a sum of the slowness in the cell, weighted by the length of the ray within the cell. The inverse problem is, therefore, to reconstruct the slowness of the medium from the discrete measurements of the travel times. We assume that the travel times are corrupted by Gaussian noise, so that the measurement takes the form in (1) where \( d \) are the observed (synthetic) travel times, \( s \) is the slowness that we are interested in imaging and \( A \) is the measurement operator, whose rows correspond to each source-receiver pair and are constructed such that their inner product with the slowness would result in the travel time. As constructed above, each row of \( A \) has \( O(m\sqrt{n}) \) entries, so that \( A \) is a sparse matrix with \( O(m\sqrt{n}) \) non-zero entries. As the “true field,” we use a truncated Karhunen-Loève expansion

\[ s(x) = \mu(x) + \sum_{k=1}^{N_k} \sqrt{\lambda_k} \xi_k \phi_k(x), \]

where \( \xi_k \sim \mathcal{N}(0, 1) \) are i.i.d. random variables, and \( (\lambda_k, \phi_k) \) are the eigenpairs of the integral operator

\[ T : L^2(\Omega) \to L^2(\Omega), \quad (T\phi)(x) \equiv \int_{\Omega} \kappa(x, y) \phi(y) dy, \]
and covariance kernel $\kappa(x,y) = \theta \exp\left(-\frac{(r/L)^2}{2}\right)$. Furthermore, we choose $\theta = 1 \times 10^{-3}$, $\mu(x) = 0.08$ seconds/meter and $L = 100$ meters. Here $N_k$ is chosen to be 20.
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**Fig. 4.** Comparison of standard and generalized iterative methods for ray-tomography application. Results for HyBR and gen-HyBR correspond to hybrid methods, where the optimal regularization parameter was used at each iteration. Here ‘gen-HyBR 1’ corresponds to $\nu = 1/2$, ‘gen-HyBR 2’ corresponds to $\nu = 3/2$, and ‘gen-HyBR 3’ corresponds to $\nu = 5/2$, where $\nu$ is a parameter of the Matérn kernel.

To avoid an “inverse crime”, we use a different covariance kernel for the reconstruction. We consider three kernels from the Matérn covariance family, with the parameters $\nu = 1/2, 3/2, 5/2$ and $\alpha = L^{-1}$. Furthermore, we added 2% Gaussian noise to simulate measurement error, i.e., $\frac{\|\epsilon\|_2}{\|A\|_{2\rightarrow2}} = 0.02$. In this application, we study the effect of the covariance kernels on the reconstruction; therefore, for the reconstructions, optimal regularization parameters were used. A numerical comparison of various parameter selection techniques will be provided in the next example.

Figure 4 shows the iteration history of the relative error. ‘HyBR’ corresponds to $Q = I$ solved using the standard LSQR approach, whereas ‘gen-HyBR 1/2/3’ correspond to $Q$ constructed using a Matérn kernel with $\nu = 1/2, 3/2, 5/2$ respectively. It is evident that errors corresponding to the generalized hybrid methods are much lower than those of the standard approach. This is also confirmed in the reconstructions provided in Figure 5. Reconstructions for gen-HyBR 1 and gen-HyBR 3 were similar to gen-HyBR 2 and are not presented.

5.2. Super-resolution image reconstruction. In this experiment, we consider a super-resolution imaging example, where the goal is to construct one high-resolution image from a set of low-resolution ones. Super-resolution imaging has gained increasing popularity over the last few years, as it allows scientists to obtain images with higher spatial resolution, without having to sacrifice signal-to-noise ratio and dynamic range [41, 15, 10]. Let $b_i, i = 1, \ldots, K$ represent the set of vectorized low-resolution images, each containing different information of the same scene. Then super-resolution imaging can be modeled as a linear inverse problem (1), where $s$
Fig. 5. (top left) True image, (top right) reconstruction using HyBR, optimal $\lambda^2 = 4.71 \times 10^{-1}$ (bottom) reconstruction using gen-HyBR (Matérn kernel $\nu = 3/2$), optimal $\lambda^2 = 2.32 \times 10^{-7}$.

represents a vectorized high-resolution image and

$$ A = \begin{bmatrix} A_1 \\ \vdots \\ A_K \end{bmatrix} \quad \text{and} \quad b = \begin{bmatrix} b_1 \\ \vdots \\ b_K \end{bmatrix} $$

where $A_i$ models the forward process corresponding to $b_i$. More specifically, each $A_i$ represents a linear transformation (e.g., rotation or linear shift) of the high-resolution image, followed by a restriction operation that takes a high-resolution image to a low-resolution image. Bilinear interpolation was used to generate the sparse interpolation matrix in $A_i$ and a Kronecker product was used to represent the restriction operation, as described in [10]. For this example, we assume that all parameters defining $A$ (e.g., rotation and translation parameters) are known. If this is not the case, then such knowledge may be estimated using image registration techniques [36], or a separable nonlinear LS framework can be considered for simultaneous estimation of both the parameters and the high-resolution image [10, 11]. In this paper, we investigate generalized iterative approaches for solving the linear super-resolution problem, but we remark that this approach could also be used to solve the linear subproblem within a nonlinear optimization scheme. Thus, for this example, the problem can be stated as given $A$ and $b$, the goal of super-resolution imaging is to reconstruct the true high-resolution image.

For this problem, the high-resolution image of a MRI brain slice consisted of $128 \times 128$ pixels and is shown in Figure 6(a). We generated 5 low-resolution images of size $32 \times 32$ pixels, where each image is slightly rotated from the others. White noise was added to the low-resolution images, where the noise level was .02. Four of the observed low-resolution images are shown in Figure 6(b). In all of the results, we
assumed $R = I$ and $\mu = 0$.

First, we compare standard iterative methods where $Q = I$ to the proposed generalized LSQR and LSMR methods and their generalized hybrid variants, where $Q$ represents a Matérn kernel with $\nu = 0.5$ and $\alpha = 0.007$. In Figure 7, we provide the relative error plots, which show that the generalized approaches can produce reconstructions with smaller relative reconstruction error than the standard approaches, and with an appropriate choice of the regularization parameter (here we use $\lambda_{opt}$), semi-convergence can be avoided. Methods based on LSMR exhibit delayed semi-convergence, as observed and discussed in [13]. Subimages of the HyBR-opt and gen-HyBR-opt reconstructions at iteration 100 are shown in Figure 8, where it is evident that using the generalized approach can result in improved, smoother image reconstructions.

In Figure 9, we provide relative reconstruction errors for gen-HyBR, where different methods were used to select the regularization parameter. In addition to gen-
LSQR (where $\lambda = 0$) and gen-HyBR-opt, which are both in Figure 7, we also consider parameters described in Section 3.3, namely, $\lambda_{dp}$, $\lambda_{gcv}$, and $\lambda_{wgcv}$. For the discrepancy principle, we used the true value for $\delta$ and $\tau = 1$ in (34). Such values may not be available in practice. We refer the interested reader to other works on noise estimation, e.g., [14]. Even with the actual value of $\nu$ in (36), UPRE resulted in poor reconstructions in our experience, so we do not include those results here.

In the next experiment, we consider the impact of different choices of $Q$. We choose $Q_1$, $Q_2$, and $Q_3$, from the Matérn covariance family where $\nu = 1/2, 1/2, \infty$ and $\alpha = .007, .003, .007$ respectively. For all reconstructions, we used $\lambda_{wgcv}$. Relative reconstruction errors and reconstructed images are provided in Figures 10 and 11 respectively, where absolute error images are provided in inverted colormap, so that black corresponds to larger absolute reconstruction error.
6. Conclusions. In this paper, we described a generalized hybrid iterative method for computing maximum a posteriori estimators for large-scale Bayesian inverse problems, also known as general-form Tikhonov solutions. Our approach is different from previous approaches since we avoid forming (either explicitly, or MVPs with) the square root or inverse of the prior covariance matrix. By exploiting the shift-invariant property of Krylov subspaces generated by the generalized Golub-Kahan bidiagonalization process, the proposed hybrid approach has the benefit that regularization parameters can be determined automatically using the projected problem. Theoretical results provide connections to GSVD filtered solutions, priorconditioned solutions, and iterative methods with weighted inner products. Numerical results from seismic tomography reconstruction and super-resolution imaging validate the effectiveness and efficiency of our approach.
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Appendix A. Parameter selection methods. Parameter selection using the GCV was described in Section 3.3. In this appendix, we give details of other param-
eter selection techniques such as the Discrepancy Principle (DP) and the Unbiased Predictive Risk Estimator (UPRE). These methods rely on an a priori estimate for the noise level. For DP, the regularization parameter, $\lambda_{dp}$, is selected so that the residual norm is on the order of the noise in the data, that is

$$\|A\mathbf{s}_\lambda - \mathbf{d}\|_R^{-1} = \tau \delta,$$

where $\delta$ is an approximation to the expected value of the squared norm of the noise and $\tau \gtrsim 1$ is a user-defined parameter. From our assumption of the noise $\mathbf{\epsilon}$, the expression $L_R \mathbf{\epsilon}$ is a whitening transformation and it follows that the expected value of $\|\mathbf{\epsilon}\|_R^{-1} = \|L_R \mathbf{\epsilon}\|_2^2$ is approximately $m$. In the generalized hybrid approach, we seek the DP parameter, $\lambda_{dp}$, that satisfies $\|\beta_1 \mathbf{e}_1 - B_k \mathbf{z}_{k,\lambda}\|_2^2 = \tau \delta$ at each iteration $k$, where $\delta \approx m$. The UPRE method selects a regularization parameter that minimizes an unbiased estimator for the expected value of the predictive risk. More concretely, UPRE parameter, $\lambda_{upre}$, minimizes

$$U(\lambda) \equiv \frac{1}{m} \|A\mathbf{s}_\lambda - \mathbf{d}\|_R^{-1} + \frac{2}{m} \text{trace} \left(L_R A A_\lambda^\dagger \right) - 1,$$

where again the GSVD, if available, could be used to simplify the expression. At each generalized hybrid iteration, regularization parameter, $\lambda_{upre}$, is chosen to minimize the UPRE function corresponding to the projected problem,

$$U_{\text{proj}}(\lambda) \equiv \frac{1}{k} \|B_k \mathbf{z}_{k,\lambda} - \beta_1 \mathbf{e}_1\|_2^2 + \frac{2}{k} \text{trace} \left(B_k B_k^\dagger \right) - 1.$$

An analysis in [45] showed that the obtained UPRE regularization parameter for the projected problem (i.e., the minimizer of (36)) provides a good approximation for the regularization parameter for the full problem on the projected space.
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