Vortex structures and zero energy states in the BCS-to-BEC evolution of $p$-wave resonant Fermi gases
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Multiply quantized vortices in the BCS-to-BEC evolution of $p$-wave resonant Fermi gases are investigated theoretically. The vortex structure and the low-energy quasiparticle states are discussed, based on the self-consistent calculations of the Bogoliubov-de Gennes and gap equations. We reveal the direct relation between the macroscopic structure of vortices, such as particle densities, and the low-lying quasiparticle state. In addition, the net angular momentum for multiply quantized vortices with a vorticity $\kappa$ is found to be expressed by a simple equation, which reflects the chirality of the Cooper pairing. Hence, the observation of the particle density depletion and the measurement of the angular momentum will provide the information on the core-bound state and $p$-wave superfluidity. Moreover, the details on the zero energy Majorana state are discussed in the vicinity of the BCS-to-BEC evolution. It is demonstrated numerically that the zero energy Majorana state appears in the weak coupling BCS limit only when the vortex winding number is odd. There exist the $\kappa$ branches of the core bound states for a vortex state with vorticity $\kappa$, whereas only one of them can be the zero energy. This zero energy state vanishes at the BCS-BEC topological phase transition, because of interference between the core-bound and edge-bound states.
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I. INTRODUCTION

Spin-triplet $p$-wave superfluids, such as liquid $^3$He, have brought rich physics due to interplay between the spin, orbital, and gauge degrees of freedom of the order parameter. Various superfluid phases, so-called the ABM, BW, polar states and so on, arise from the breaking of exceptionally large symmetry group $SO_S(3) \times SO_L(3) \times U_\mu(1)$. In addition, the broken symmetry and boundary conditions give rise to the continuous configuration of the order parameter as non-trivial topological excitations, such as orbital and spin textures. It has also been proposed that $p$-wave superfluids can exhibit another type of the phase transition, which does not involve symmetry breaking but changes a topological charge. The topological phase transition is driven by the enhancement of the effective pair interaction.

Recently, $p$-wave Feshbach resonances on $^6$Li and $^{40}$K atoms have been observed by sweeping magnetic field in experiments. The Feshbach resonance of colliding atoms into an $\ell$-wave bound state allows one to manipulate the inter-atomic interaction in $\ell$-wave channel, from the regime of weakly interacting atoms to tightly binding molecules regime. In the weakly interacting regime, the Fermi system forms Cooper pairs, where the low energy quasiparticle excitation is characterized by a $p$-wave Cooper pair potential. In contrast, the $p$-wave molecules undergo Bose-Einstein condensation (BEC), which involves the isotropic excitation gap uniquely determined by the binding energy of molecules. It has been clarified that in contrast to the BCS-BEC crossover which appears in $s$-wave superfluids, these regimes are not smoothly connected but give rise to the topological phase transition. The experimental observation of $p$-wave Feshbach resonances is the first step towards the further realization of the $p$-wave BCS-to-BEC topological phase transition.

Here, it is natural to expect that the extremely strong coupling regime of $p$-wave superfluids contains intriguing vortex structure, because the coherence length of the order parameter $\xi$ becomes comparable to the mean interparticle distance $k_F^{-1}$. The phase of the order parameter rotates by $2\pi \kappa$ around a quantum vortex, where $\kappa \in \mathbb{Z}$ because of its single valuedness. Hence, the quasiparticles traveling across the vortex core experience the abrupt shift of the phase, leading to the low-energy Andreev bound state or the so-called Caroli-de Gennes-Matiron (CdGM) state. In the regime with $\xi \approx k_F^{-1}$ of $s$-wave superfluids, it has been first demonstrated in Refs. that the energy levels of the CdGM state become discrete, leading to the strong depletion of the particle density around the core. The analysis on the quantum depletion has been theoretically extended to the BCS-BEC crossover regime and the depletions in the particle density were experimentally observed in rotating Fermi gases with an $s$-wave resonance. Furthermore, the structures of giant vortices with $|\kappa| > 1$ have been extensively studied in $s$-wave superfluids by a large number of authors.

Turning now to $p$-wave superfluids, the CdGM states are found to be intriguing in the following two senses: (i) The low energy states in the weak coupling BCS phase are topologically distinct from them in the strong coupling BEC phase. (ii) The lowest eigenenergy may be exactly zero in the BCS limit that the chemical potential $\mu$ is equal to the Fermi energy $E_F$. The experimental observation of $p$-wave Feshbach resonances is the first step towards the further realization of the $p$-wave BCS-to-BEC topological phase transition.
The zero energy state (ZES) bound at the vortex core and at the edge can be described as the Jackiw-Rebbi solution in the one-dimensional Dirac equation at the domain wall [39, 41]. The remarkable feature of the ZES is linked to the fact that the creation operator is identical to its own annihilation, called the Majorana fermion [40]. In addition, since the host vortices associated with the ZES obey neither Fermi nor Bose statistics, called the non-abelian statistics [33, 47], this system will offer the exciting possibility for the realization of the non-abelian statistics [47], the anyonic statistics [33, 47], and the exploration of the quantum Hall effect in a fractional quantum Hall system [33, 47]. The rotationally invariant ZES obey neither Fermi nor Bose statistics, called the Majorana fermion [46]. In addition, since the host vortices associated with the ZES is less fermions with the mass $m_{\text{eff}} = m_{\text{vortex}} + m_{\text{core}}$.

The zero energy state (ZES) bound at the vortex core and at the edge can be described as the Jackiw-Rebbi solution in the one-dimensional Dirac equation at the domain wall [39, 41]. The remarkable feature of the ZES is linked to the fact that the creation operator is identical to its own annihilation, called the Majorana fermion [40]. In addition, since the host vortices associated with the ZES obey neither Fermi nor Bose statistics, called the non-abelian statistics [33, 47], this system will offer the exciting possibility for the realization of the non-abelian statistics [47], the anyonic statistics [33, 47], and the exploration of the quantum Hall effect in a fractional quantum Hall system [33, 47]. The rotationally invariant ZES obey neither Fermi nor Bose statistics, called the Majorana fermion [46]. In addition, since the host vortices associated with the ZES is less fermions with the mass $m_{\text{eff}} = m_{\text{vortex}} + m_{\text{core}}$.

The aim of this paper is to clarify the macroscopic structures of giant vortices from the fully microscopic point of view in the BCS-BEC evolution of $p$-wave resonant Fermi gases. In the previous paper [52], we revealed the roles of the ZES for visualization of $p$-wave superfluidity through the particle density depletion and net angular momentum. However, we also discuss the existence of the zero energy quasiparticle structure. Furthermore, in Sec. IV, we demonstrate that the lowest eigenenergy becomes zero when the winding number is odd, whereas it lifts from zero in the vicinity of the BCS-BEC evolution. The final section is devoted to conclusion and discussion. The detailed derivations of the self-consistent equations and the CdGM states with arbitrary winding number are included in Appendices.

II. THEORETICAL FORMULATION

A. Self-consistent equations

Here, we start with the mean-field Hamiltonian of spinless fermions with the mass $M$ and the Nambu spinor $\Psi(r_1) = [\psi(r_1), \psi^\dagger(r_1)]^T$,

$$\mathcal{H} = E_0 + \frac{1}{2} \int dr_1 \int dr_2 \Psi^\dagger(r_1) \hat{K}(r_1, r_2) \Psi(r_2), \quad (1)$$

where $\psi^\dagger$ and $\psi$ are the creation and annihilation operators of fermions. The matrix $\hat{K}$ is given as

$$\hat{K}(r_1, r_2) = \begin{bmatrix} H_0(r) \delta(r_1 - r_2) & \Delta(r_1, r_2) \\ \Delta^\ast(r_2, r_1) & -H_0^\ast(r_1) \delta(r_1 - r_2) \end{bmatrix}, \quad (2)$$

with

$$H_0(r) = -\frac{\nabla^2}{2M} - \mu + i\Omega(x\partial_y - y\partial_x) \quad (3)$$

Throughout this paper, we set $\hbar = k_B = 1$. The rotation frequency $\Omega$ is set to be zero throughout this paper. The pair potential $\Delta(r_1, r_2)$ is defined as

$$\Delta(r_1, r_2) = -V(r_1, r_2)\langle\psi(r_1)|\psi(r_2)\rangle. \quad (4)$$

Under $p$-wave pair potentials $\Delta_m(r)$ ($m = 0, \pm1$), the quasiparticle eigenstate with the wave function $[u_{\nu}(r), v_{\nu}(r)]^T$ is described by the BdG equation

$$\begin{bmatrix} H_0(r) & \Pi(r) \\ -\Pi^\ast(r) & -H_0^\ast(r) \end{bmatrix} \begin{bmatrix} u_{\nu}(r) \\ v_{\nu}(r) \end{bmatrix} = E_{\nu} \begin{bmatrix} u_{\nu}(r) \\ v_{\nu}(r) \end{bmatrix}, \quad (5a)$$

where

$$\Pi(r) = \frac{1}{k_0} \sum_{m=0, \pm1} \left[ \Delta_m(r) P_m + \frac{1}{2} P_m \Delta_m(r) \right], \quad (5b)$$

Here, we reproduce the prediction and further show that the ZES in an odd-vorticity vortex disappears in the BCS-BEC topological phase transition because of the quasiparticle tunneling between the core- and edge-bound ZES’s. It is also confirmed numerically that their wave functions are characterized by the modified Bessel function in the vicinity of the topological phase transition [43].

In the following section, we describe the details on the self-consistent calculation based on the BdG and gap equations. In this section, we summarize the results of the vortex-free state in the BCS-to-BEC evolution. The vortex structures, such as the profiles of the order parameter and the particle density, are presented in Sec. III. These results are discussed with the knowledge of the low-energy quasiparticle structure.
\[ \Delta_0(r) = -\frac{g_0}{k_0} \left[ \left( P_0^{(1)} - P_0^{(2)} \right) \Phi(r_1, r_2) \right]_{r_2 \to r_1}, \quad (7b) \]

where \( \Phi(r_1, r_2) \) is defined in Eq. (A9b) with the eigenstates of Eq. (5).

The BdG equation (5) and gap equation (7) provide a qualitative formalism for the BCS-to-BEC evolution regime \([5, 12, 13]\), by combining with the following number equation and by using the renormalized coupling constant. First, the total particle number \( N \) is fixed by adjusting the chemical potential \( \mu \), where the total number is expressed as \( N = \int \rho(r) dr \) with the particle density,

\[ \rho(r) \equiv \langle \psi^\dagger(r) \psi(r) \rangle = \sum_{\nu} |u_{\nu}(r)|^2 f(E_{\nu}). \quad (8) \]

The sum \( \sum_{\nu} \) denotes the summation for all the eigenstates with the positive and negative eigenvalues. \( f(E) = 1/(e^{E/T} + 1) \) is the Fermi distribution function at temperature \( T \). In this paper, we set temperature to be \( T = 0 \).

The gap equation (7) involves two divergence terms proportional to \( E_b \) and \( \ln E_b \), where \( E_b \) is the cutoff energy. The dominant divergence can be removed by replacing the bare coupling constant to the renormalized one

\[ \frac{1}{g_m} = -\frac{1}{S} \sum_{k} \frac{|\Gamma(k)|^2}{2\epsilon_k - E_b}, \quad (9) \]

with the volume of the system \( S \), \( \epsilon_k \equiv k^2/2M \), and \( \Gamma(k) = k/k_0 \). Here, \( E_b \) is an eigenvalue of the Schrödinger equation for two fermions interacting via the pairing potential \( V \). \( E_b \) is real and regarded as the two-body bound state energy in vacuum when \( E_b \) is negative, while it has an imaginary part for positive \( E_b \). However, it is known that this imaginary part is negligible in the vicinity of a \( p \)-wave resonance \([12]\). Hence, the coupling constant \( g_m \) parametrized by \( E_b \) remains real and negative for all values of \( E_b \), which can remove the leading term of the ultraviolet divergence in gap equation (7). Note that in the case of a two-dimensional geometry, the resulting gap equation (7) with Eq. (9) still contains the logarithmic divergence on \( E_c \).

### B. Cylindrically symmetric system

In order to study vortex structures, it is convenient to introduce the cylindrical coordinate \( r = (r, \theta, z) \). The \( k_x \pm i k_y \) pairs have the phase winding \( \pm 1 \), since \( P_{\pm 1} \) is expressed as \( P_{\pm 1} = \mp e^{\pm i \theta}(\partial_r \pm \frac{i}{\ell} \partial_{\theta}) \). We assume the cylindrical symmetry of the order parameter

\[ \Delta_m(r) = \Delta_m(r)e^{ik_m \theta}, \quad (10) \]

which describes the quantized vortex with a winding number \( \kappa_m \in \mathbb{Z} \) centered at the origin \( r = 0 \).

The quasiparticle wave function is then expressed in the cylindrical coordinate as

\[ \begin{bmatrix} u_{\nu}(r) \\ u_{\nu}(r) \end{bmatrix} = \begin{bmatrix} u_{n,\ell,q}(r)e^{i\ell \theta} \\ v_{n,\ell,q}(r)e^{i\ell \theta} \end{bmatrix} e^{iqz}. \quad (11) \]

Here, we impose the periodic boundary condition with the period \( Z \) along the \( z \)-axis, i.e., \( q = 2\pi n_z/Z \) with \( n_z \in \mathbb{Z} \) and the axial symmetry leads to \( \ell_u, \ell_v \in \mathbb{Z} \). Since we here consider a two-dimensional system, however, the axial quantum number along the \( z \)-axis, \( q \), is set to be \( q = 0 \).

From the BdG equation (5), we find the condition that \( u_{\nu} \) couples with \( v_{\nu} \) through the following angular momentum relation,

\[ \ell_u = \ell_v + \kappa_{+1} + 1 = \ell, \quad (12) \]

with the azimuthal quantum number \( \ell \in \mathbb{Z} \). Also, one obtains the condition for the phase winding of \( \Delta_m(r) \) as

\[ \kappa_{+1} = \kappa_0 - 1 = \kappa_{-1} - 2 = \kappa. \quad (13) \]

In addition, the following symmetry relation for eigenstates with \( q = 0 \) or with \( \Delta_0 = 0 \) should be noted: The positive energy state \( E_{\ell} \) and \([u_{\nu}, v_{\nu}]^T \) with \( \ell \) is symmetric to the negative energy state \( -E_{-\ell+\kappa+1} \) and \([u_{\ell}, v_{\ell}] = [v^*_{-\ell+\kappa+1}, u^*_{-\ell+\kappa+1}]^T \) with \(-\ell + \kappa + 1 \).

### C. Calculated system

In the current work, we focus on a two-dimensional system where the \( Y_{1,0}(\hat{k}) \) orbital state of the pair potential is neglected, i.e., \( \Delta_0(r) = 0 \). The rigid wall boundary condition is imposed on the wave functions, \( u_{\nu}(r = R) = v_{\nu}(r = R) = 0 \), at \( R = 50k_F^{-1} \). In this paper, we consider the strong coupling regime nearby the resonance, in which the coherence length,

\[ \xi \equiv \frac{k_F}{M\Delta}, \quad \Delta \equiv \max(\Delta_{+1}(r)), \quad (14) \]

is comparable to the average of the interparticle spacing, i.e., \( \xi \sim k_F^{-1} \). Hence, the radius \( R \) which we set here is enough to recover the pairing field from the vortex center, \( R \gg \xi \). The resulting system consists of the \( N = 600 \) fermions in a single hyperfine spin state. All the quantities are scaled by using the length unit \( k_F^{-1} \) and the energy unit \( E_F \), where \( E_F = k_F^2/2M \) is the Fermi energy. The energy cutoff is set to be \( E_c = 60E_F \). We also assume \( k_0 = k_F \).

In the vortex-free state of two-dimensional spinless Fermi systems, the \( k_x \pm i k_y \) pairing states are energetically degenerate, called the orbital ferromagnetic or chiral state. The non-zero vorticity, however, breaks the degeneracy and vortex states with a positive winding number becomes distinguishable from the negative winding states. Hereafter, without the loss of generality, we consider the system that \( \Delta_{+1} \) is dominant.
across µ of E
FIG. 1: (Color online) (a) Chemical potential µ as a function of E_b in the vortex-free state with κ = 0. The maximum value of the pair potential Δ/E_F = max |Δ_{+1}(r)|/E_F is plotted as functions of E_b ∈ [-3, 4] in the inset of (a). (b) Bulk excitation gap in the vortex-free state as a function of E_b.

D. Vortex-free state

First of all, we present in Fig. 1 the numerical results of the self-consistent equations [3] and [7] with Eq. (9) in the vortex-free state (κ = 0). The chemical potential µ and the maximum value of the pair potential Δ ≡ max |Δ_{+1}(r)| are plotted as a function of E_b in Fig. 1(a). Feshbach resonance allows one to manipulate the effective coupling constant g_{±1}, where the Cooper pairs realized within µ > 0, say the BCS phase, turn to molecular bosons in the BEC phase when µ < 0 [2, 12, 13]. The coupling constant g_m is parameterized with E_b through Eq. (9). In E_b > 0, µ approaches the Fermi energy E_F with increasing E_b. It is seen from the inset of Fig. 1(a) that throughout the whole range of E_b, the amplitude of the pair potential Δ yields no singular behavior.

Figure 1(b) shows the low-energy quasiparticle spectrum in the bulk. In the BCS limit E_b ≫ E_F, the lowest excitation gap in the bulk is characterized by the dissociation energy of the Cooper pair min |E| = Δ. In the vicinity of |µ| ≪ E_F, however, the energy gap turns to min |E| = |µ|, which indicates that the excitation becomes gapless. In our calculation, this occurs at E_b/E_F ≈ −1.0, as seen in Fig. 1(b). Read and Green [5] predicted that the point with µ = 0 separates two topologically distinguishable phases, such as the BCS (E_b/E_F > −1.0) and BEC (E_b/E_F < −1.0) phases. This is contrast to the case of the s-wave pairing; The excitation spectrum in the µ > 0 regime has a gapful with |Δ|, which continuously turns to min |E| = \sqrt{ |µ|^2 + |Δ|^2} as µ becomes negative across µ = 0, i.e., the BCS-to-BEC crossover [11].

III. VORTEX STRUCTURE

A. Pair potential

In two-dimensional systems, the order parameter reduces to two components, Δ_{±1}, because of q = 0. Here, we consider vortex states that the majority component Δ_{+1} has a winding number |κ| ≤ 3. As seen in Eq. (13), the axial symmetry of the system requires the winding number to satisfy the condition κ_{+1} = κ_{−1} = 2 = κ. Hence, we take account of 6 combinations of winding numbers, (κ_{+1}, κ_{−1}) = (−3, −1), (−2, 0), (−1, 1), (1, 3), (2, 4), and (3, 5). Here, we shall discuss all the vortex states, except for (κ_{+1}, κ_{−1}) = (−1, 1), because its winding configuration was studied in our previous work [22].

Figure 2 shows the profile of the pair potentials Δ_{±1}(r) near the vortex center r = 0 in the κ = −2, −3, 1, 2, 3 vortex state. Here, it is convenient to categorize the vortex states in terms of the sign of κ. The “positive” (“negative”) vortex state is defined as the state that the vorticity κ is parallel (anti-parallel) to the chirality of the orbital motion k_x + i k_y of pairs. In general, a quantum vortex is defined as the phase singularity at which the amplitude of the order parameter vanishes as Δ(r = 0) = 0. The order parameter recovers to the constant value within the coherence length ξ. The slope of Δ(r) near r = 0 is characterized by the winding number, i.e., lim_{r→0} Δ_m(r) ∝ r^{κ−1}. It is seen in Fig. 2(a) that in

FIG. 2: (a) Profiles of the pair potential Δ_{±1}(r) in κ = +1 (solid line), +2 (dashed line), +3 (dotted line) at E_b/E_F = 1.0. (b,c) Profiles of pair potentials Δ_{±1}(r) (solid line) and Δ_{−1}(r) (dashed line): (b) κ = −2 and (c) κ = −3 at E_b/E_F = 1.0. The inset in (a) shows the vortex radius ξ_{core} normalized by k_F^{−1} as a function of E_b. The solid and dashed lines denote ξ_{core} and ξ/2, respectively.
the case of the positive vortex state, the winding number \( \kappa_m \) determines the size of the vortex core, which becomes larger as \( \kappa_m \) increases. The vortex core of \( \Delta_{+1} \) in the case of the positive vortex state is always smaller than that in the induced component \( \Delta_{-1} \), because of \( \kappa_{+1} \leq \kappa_{-1} \). Hence, the giant cores of \( \Delta_{-1} \) leave empty and the resulting pair potential is effectively describable with the single component \( \Delta_{+1}(r) \), where \( \Delta_{-1}(r) \) with the larger vortex core is suppressed. In addition, the core size of the \( \kappa = +1 \) vortex can be quantified as \( \xi_{\text{core}}^{-1} = \lim_{r \to 0} |\Delta_{+1}(r)|/r \) with \( \Delta_{+1}(r) = \Delta_{+1}(r)/\Delta \) at \( r \) in the inset of Fig. 2(a). As seen in the inset of Fig. 2(a), the strong coupling effect gradually shrinks the core radius \( \xi_{\text{core}} \), where the vortex core size is of the order of the atomic scale \( \approx k_F^{-1} \).

In contrast, since \( |\kappa_{+1}| > |\kappa_{-1}| \) in the case of the negative vortex states with \( \kappa_{+1} < -1 \), the induced component \( \Delta_{-1} \) always has the vortex core smaller than that of \( \Delta_{+1} \). It is seen in Figs. 2(b) and 2(c) that the \( \Delta_{-1} \) component is induced inside of the vortex core of majority \( \Delta_{+1}(r) \). In particular, the vortex core of \( \Delta_{+1} \) with \( \kappa = -2 \) is filled in by the induced component \( \Delta_{-1} \) which is the vortex-free state with \( \kappa_{-1} = 0 \). Hence, the quasi-particle structure at the core exhibits gapful. In the same sense, since the vortex structure of \( \kappa = -3 \) in the vicinity of the origin is dominated by the induced component, the quasi-particle structure and particle density at the core are found to be almost same as those in the single-vortex state of \( \Delta_{-1} \) with \( \kappa_{-1} = -1 \).

Note that these vortex structures and the local density of states are also discussed in Ref. 28 within the quasiclassical approximation, corresponding to the BCS limit with \( \mu = E_F \). In the BCS regime, \( E_b/E_F \approx 0.6 \), the pair potentials of all the vortex configurations which we obtain here is found to be consistent with those in Ref. 28.

### B. Low-lying spectra

We draw attention to the quasi-particle excitation spectrum under the pair potential displayed in Fig. 2. In particular, we focus on the vortex states with positive winding numbers \( \kappa = +1, +2, +3 \). In Fig. 3 we plot the low-lying energy spectra of their vortex states at three regimes: The weak coupling BCS regime \( (E_b/E_F = 1.0) \), the vicinity of the BCS-to-BEC transition point \( (E_b/E_F = -0.6) \), and the BEC regime \( (E_b/E_F = -1.2) \). It is found that two branches are embedded inside the bulk energy gap \( |E| < 0.4E_F \) in the BCS regime of \( \kappa = 1 \). The low-lying branch labeled as the “Edge” in Fig. 3 consists of the eigenstates whose wave functions are localized in the edge of the system. This edge mode branch exists in the other vortex state, \( \kappa = 2 \) and 3, as seen in Fig. 3. The eigenenergy of this edge mode in the \( k_x + ik_y \) pairing state with a vortex winding number \( \kappa \) obeys the linear dispersion on the azimuthal quantum number \( \ell \) [44],

\[
E_\ell = -\left( \ell - \frac{\kappa + 1}{2} \right) \epsilon,
\]

where the energy spacing is found to be \( \epsilon \approx \Delta/k_F R = 0.008E_F \) at \( E_b/E_F = 1.0 \). Note that the eigenenergy of the edge mode can become zero at \( \ell = \frac{\kappa + 1}{2} \), when \( \kappa \) is odd.

In the weak coupling regime \( (E_b/E_F = 1.0) \), the eigenstate belonging to the other branch inside the bulk excitation gap \( E = \pm \Delta \approx 0.4E_F \) is identified as the core bound state, \( \kappa = 0 \), the CdGM state labeled as the “CdGM” in Fig. 4. The eigenenergy of the CdGM branch in the \( k_x + ik_y \) pairing system with arbitrary winding number \( \kappa \neq 0 \) can be analytically expressed with \( n \in \mathbb{Z} \) and \( q = 0 \) as

\[
E_{\ell,n} = -\left( \ell - \frac{\kappa + 1}{2} \right) \omega_0 + \left( n - \frac{\kappa + 1}{2} \right) \omega_1.
\]

This is obtained from the BdG equation [6] by extending the procedure by Caroli et al. [13] to the chiral \( p \)-wave system, which is valid for the eigenstate within \( |\ell| \ll k_F \). The expressions of two coefficients \( \omega_{\ell,1}, \omega_{\ell,2} \) are described in Eq. (B19). As seen in Eqs. (10) and (B19), even though the minority component \( \Delta_{-1}(r) \) contributes to the coefficients \( \omega_{\ell,1} \), the eigenenergy in Eq. (10) maintains the zero energy state with \( \ell = \frac{\kappa + 1}{2} \) when \( \kappa \) is odd. Since these are approximated as \( \omega_0 \approx \frac{1}{2} \Delta/k_F \) and \( \omega_1 \approx \frac{\pi}{2} \Delta \) in the BCS limit \( (\Delta \ll E_F) \), one reads \( \omega_0 \ll \omega_1 \). The numerical results in Fig. 3 reproduce the linear behavior on \( \ell \). The wave function is exponentially localized inside the core:

\[
\psi_{\ell,n}(r) = N e^{\epsilon i \theta} \left[ f_{\ell,n}^+(k+\mu) v_1(r) e^{-i(k\xi r)} \right],
\]

where \( N \) is the normalization constant and

\[
f_{\ell,n}(k \pm \mu r) \equiv J_\ell(k \pm \mu r) e^\pm iF_{\ell,n}^{\iota}(\Delta_{+1}(r) - \Delta_{-1}(r)) dr.
\]

Here, \( k \pm \mu \pm M \ell_{\ell,n}/k_\mu \). Note that \( k_\pm \approx k_\mu \) for the low-lying eigenstates in the BCS regime. The further details are described in Appendix B. As the strong coupling regime is approached, however, the CdGM wave function spreads over the whole region of the system. This will be discussed in Sec. IV.

It is found that the number of the CdGM branches uniquely depends on the winding number \( \kappa \) in the weak coupling BCS regime, \( \kappa \geq 3 \) CdGM branches appear in the \( \kappa = +3 \) vortex state. In addition, the lowest eigenenergy of both the CdGM and edge states in Eqs. (13) and (16) can be zero only when \( \kappa \) is odd, which is numerically demonstrated in Fig. 3. This reproduces the prediction derived in Refs. (14, 45) that there is only single zero energy state for odd vorticity and none for even \( \kappa \). It is obvious that the CdGM wave function with \( \ell \) exhibits \( u_{\ell}(r) \propto J_\ell(k_\mu r) \approx r^{\ell|\iota|} \) and \( v_1(r) \approx r^{\ell|\iota| - 1} \) at \( r \to 0 \). Hence, the asymptotic wave functions of the zero energy states with \( \ell = (\kappa + 1)/2 \in \mathbb{Z} \) exhibits \( u_{\ell}(r) = v_1(r) \approx r^{\ell|\iota| - 1/2} \). Further details on the zero energy states will be described in Sec. IV.

In the vicinity of the BCS-BEC phase transition \( |\mu| \ll E_F \), \( \kappa = 0 \), \( E_b/E_F = -0.6 \), the bulk energy gap is characterized as \( \min |E_{\text{bulk}}| = |\mu| \), as seen in Fig. 4. In this
FIG. 3: (Color online) Quasiparticle excitation spectra at $E_b/E_F = 1.0$ (left column), $-0.6$ (center column), and $-1.2$ (right column) in the vortex states with $\kappa = 1$ (top row), $\kappa = 2$ (middle row), and $\kappa = 3$ (bottom row). “CdGM”, “Edge”, and “ZES” denote the branches of the CdGM, edge, and zero energy state, respectively.

Beyond the topological phase transition $E_b/E_F = -1.0$, the low-lying spectra becomes trivial, where the excitation gap is uniquely characterized by $\min |E_{\text{bulk}}| = |\mu|$. It is seen from Fig. 3 that the branch of the edge state and the zero energy state disappear in the BEC phase.

However, it should be emphasized that even in the BEC phase, the spectra is asymmetric with respect to $\ell$. This arises from the fact that the BdG equation still requires the one-to-one mapping between $[u_\ell, v_\ell]^T$ with $E_\ell$ and $[u_{\ell-\kappa+1}, v_{\ell-\kappa+1}]^T$ with $-E_{-\ell+\kappa+1}$. This asymmetry on $\ell$ gives rise to the non-trivial angular momentum. The total angular momentum per particle is estimated by the fully self-consistent calculation as

$$\frac{\langle L_z \rangle}{\hbar N} \approx \frac{\kappa + 1}{2},$$

in the whole range of $E_b$ in the $k_x + ik_y$ pairing state, as seen in Fig. 4. The deviation of the self-consistently obtained $\langle L_z \rangle$ from Eq. (19) arises from the vortex winding and chirality of the induced component $\Delta_{-1}(r)$. In the weak coupling BCS limit, the total angular momentum $\langle L_z \rangle$ is given by

$$\langle L_z \rangle = \frac{n}{2},$$

where $n$ is the angular momentum quantum number.

FIG. 4: (Color online) Total angular momentum $\langle L_z \rangle$ as a function of $E_b$ in various vortex states with $\kappa = -1, 0, +1, +2, +3$. The dashed lines denote Eq. (19).
per a particle $\langle L_z \rangle/N$ consists of the angular momentum due to the vorticity $\hbar \kappa/2$ in addition to the chirality of the $k_x + i k_y$ channel $+\hbar/2$, where the latter originates from the linear dispersion of the edge state in the BCS regime \[14, 59\]. Figure 3 demonstrates that this argument can be expanded to giant vortex states in the vicinity of the BCS-BEC evolution. Note that since $\langle L_z \rangle/N \approx \hbar \kappa/2$ in $s$-wave superfluids, the measurement of the total angular momentum through the shift of quadrupole frequencies provides direct evidence for $p$-wave superfluidity in experiments \[52\].

C. Particle density depletion and local density of states at vortex cores

The direct observation of the low-lying quasiparticle spectra is experimentally challenging problem. Nevertheless, it has been discussed in $s$-wave superfluids with arbitrary winding number \[17, 18, 20–23, 28–32\] and $p$-wave superfluids with $|\kappa| \leq 1 \[52, 60\]$ that the local particle density $\rho(r)$ around the vortex core reflects the low-lying CdGM spectrum.

We here extend this analysis to giant vortex states in $p$-wave BCS-BEC evolution. Among the various possible vortices, the particle density depletion in the $\kappa = \pm 1$ vortex state was discussed in the weak coupling regime \[64\]. In addition, the $\kappa = -1$ vortex in the vicinity of the BCS-to-BEC evolution was studied in Ref. \[52\]. It is found that the core of the $\kappa = -1$ vortex in the weak coupling BCS regime $E_b \gg E_F$ is invisible through the density profile, which reflects the fact that the vortex core is filled in by the zero energy CdGM state with $\ell = 0$, i.e., the Majorana state. As the BCS-BEC topological phase transition point is approached, however, since the zero energy state lifts from zero to finite energy, the vortex gradually becomes visible. As a result, the quantum depletion of the $\kappa = -1$ vortex turns out to be closely associated with the instability of the zero energy state with $\ell = 0$ across the BCS-BEC topological phase transition point.

Let us now attempt to expand this argument into the vortex states with the other $\kappa$. Figure 5(a) shows the particle density profile around the giant vortex cores with $\kappa = +1, +2, +3$. In the weak coupling limit $E_b \gg E_F$ of all the vortex states, the vortex core region is filled in by particles, while $\rho(r = 0)$ becomes zero in the BEC limit $E_b / E_F \ll -1$. In the $\kappa = +1$, the particle density at the core $\rho(r = 0)/\max \rho(r)$ is plotted in the inset of Fig. 5(a), which shows smooth suppression toward zero as $E_b$ decreases. Here, the core of $\kappa = +1$ vortex is quantitatively more visible than that of the $\kappa = -1$ vortex in the whole range of $E_b$. In the giant vortex states with $\kappa = +2$ and $\kappa = +3$, however, it is seen from the inset of Figs. 5(b) and 5(c) that discontinuity appears in the depletion at certain $E_b$, e.g., $E_b / E_F \approx 0.5$ for $\kappa = +2$ and $E_b / E_F \approx -0.1$ for $\kappa = +3$.

These behaviors on the particle density, such as the depletion and its discontinuity, are closely linked to the CdGM state with $\ell = 0$. In the BCS regime, we have seen in the previous section that the low-energy excitation spectra consist of the CdGM and edge states in addition to the bulk excitation gap. Hence, it is natural to decompose the particle density around the core into two contributions: $\rho(r) = \rho_{\text{CdGM}}(r) + \rho_{\text{bulk}}(r)$. Here $\rho_{\text{bulk}}(r) = \sum_{|E| > \Delta_0} |u_i(r)|^2 f(E)$ may be assumed to be uniform in this regime, while one finds

$$\rho_{\text{CdGM}}(r \to 0) = \sum_{\ell = \pm 1} |u_r(r \to 0)|^2 \approx \sum_{\ell = \pm 1} r^{2|\ell|},$$

with Eqs. (16) and (17). One finds that $\rho_{\text{CdGM}}(r \to 0) \approx \sum_{r > 0} r^{2|\ell|} \approx r^0$ for the $\kappa = -1$ vortex and $\rho_{\text{CdGM}}((r \to 0) \approx \sum_{r > 1} r^{2|\ell|} \approx r^2$ for the $\kappa = +1$. Hence, this implies that the quantum depletion displayed in the inset of Fig. 5(a) reflects the discrepancy of $\rho_{\text{CdGM}}(r = 0)$ between $\kappa = \pm 1$.

Following the same argument, the giant vortices with the larger winding number are also understandable. In the weak coupling limit $\Delta_0^2 / E_F \ll 1$, it is found from Eq. (10) that two (three) CdGM states with $\ell = 0$ can exist inside the bulk gap in the $\kappa = +2$ (+3) vortex state. For instance, $E_{b=0} \approx \pm \Delta_0 + \mathcal{O}(\Delta^2 / E_F)$ is obtained from Eq. (18) in the case of $\kappa = +2$. Only the negative energy state contributes to $\rho_{\text{CdGM}}(r = 0)$ in Eq. (20). However, it is predicted that the correction with $\mathcal{O}(\Delta^2 / E_F)$ shifts the energy $E_{b=0}$ upward as the strong coupling regime is approached. As a result, the shift of $E_{b=0}$ from the negative to positive energy leads to the abrupt depletion of $\rho(r \approx 0)$. This argument is also applicable to the case

\begin{figure}[h]
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\caption{(Color online) Spatial profiles of the particle density $\rho(r)$ in $\kappa = +1$ vortex state (a), $\kappa = +2$ (b), and $\kappa = +3$ (c). The insets in (a)-(c) show the density depletion $\rho(r = 0)/\max \rho(r)$ at the vortex core as a function of $E_b$. For comparison, we plot $\rho(r = 0)$ in the $\kappa = -1$ vortex state with open triangles in the inset of (a).}
\end{figure}
of $\kappa=3$, where the three lowest eigenenergies of the $\ell=0$ CdGM state are found to be $E_{b,0} \approx \mathcal{O}(\Delta^2/E_F)$ and $E_{b,0} \approx \pm \Delta + O(\Delta^2/E_F)$. Only the distinction between $\kappa = +2$ and $+3$ arises from the quantitative difference of $E_{b,0}$, resulting in the fact that the critical value of $E_{b,0}$, at which $\rho(r=0)$ exhibits jump seen in the inset of Figs. 5(b) and 5(c), depends on $\kappa$.

To further clarify the relation between $\rho(r=0)$ and the low-lying quasiparticle state, we present in Fig. 6 the local density of states (LDOS) at the vortex core $N(r=0, E)$ and at the bulk $N(r=\ell R, E)$ in various vortex states, where the LDOS is defined as

$$N(r, E) = \sum_\nu |\mu_\nu(r)|^2 \delta_\eta(E - E_\nu),$$

(21)

with the Lorentzian function $\delta_\eta(z) = (\eta/2)^2/[z^2 + (\eta/2)^2]$ (see for instance, Ref. [61]). In Fig. 6 we set $\eta = 0.02E_F$.

In the case of $\kappa = +1$, as we have expected, it is seen in Fig. 6(a) that $N(r=0, E)$ has the sharp peak about $E/E_F \approx 0.2$ at $E_{b}/E_F = 1.0$ denoted by the arrow in Fig. 6(a). This peak reflects the lowest CdGM state with $\ell=0$, which is not occupied and leads to $\rho_{\text{CDGM}}(r=0) = 0$.

As the strong coupling regime is approached, the intensity of the peak around $E/E_F \approx -0.5$. The negative energy states gradually becomes empty in the vicinity of the BCS-BEC evolution $(E_b/E_F = -1.0)$, leading to $\rho(r=0) = 0$. In the other vortex states with $\kappa = +2$ and $+3$, the peak originating from the $\ell=0$ CdGM state shifts to the positive energy region at $E_b/E_F \approx 0.5$ and $-0.1$, respectively. This results in the abrupt jump of the particle density depletion $\rho(r=0)$ in the inset of Fig. 6.

IV. ZERO ENERGY MAJORANA STATES

It is found from Eqs. (15) and (16) that the energy of the lowest CdGM and edge states can be zero when $\kappa$ is odd and the weak coupling limit $\Delta \ll E_F$ is approached. In contrast, the low-energy spectrum yields an isotropic gap uniquely determined by $|\mu|$ in the BEC phase with $\mu < 0$.

Figure 7 shows the lowest eigenenergies in the vicinity of the BCS-BEC evolution $E_b/E_F \in [-1.8,0.0]$. In the BEC regime $E_b/E_F = -1.8$, all the vortex states have the energy gap comparable to $|\mu| = 0.21E_F$, regardless of $\kappa$. In the case of $\kappa = 2$, the lowest eigenenergies stay around $E/E_F \approx 0.01$ even if the weak coupling BCS regime is approached beyond the transition point $E_b/E_F = -1.0$. These turn out to be the lowest edge state with $\ell=+1$, whose energy is in good agreement with the analytic result in Eq. (15). $E_{b,+1} = \Delta/(2k FR) \approx 0.01E_F$ with $R=50k^{-1}$. and $\Delta \approx E_F$.

![FIG. 6: (Color online) Local density of states at $r=0$ (left column) and $r=R/2=25k_F$ (right column) in the range of $E_b/E_F \in [-1.0.1.0]$: (a) $\kappa = +1$, (b) $\kappa = +2$, and (c) $\kappa = +3$. The arrows in the panels denote the CdGM states with $\ell=0$. For the LDOS in the case of $\kappa = -1$, see Ref. [62].](image)

![FIG. 7: (Color online) Lowest eigenenergies with logarithmic scale as a function of $E_b/E_F \in [-1.8,0]$ in vortex states with $\kappa = -1$ (open circles), $+1$ (filled circles), $+2$ (triangles), and $+3$ (squares). The solid line corresponds to $|\mu|$.](image)
In contrast to the even κ case, the eigenenergies exponentially shift to zero when κ is odd. These states are in a consequence of the quasiparticle tunneling between the edge and CdGM states with \( \ell = (\kappa + 1)/2 \in \mathbb{Z} \). Assuming the limit of \( R \to \infty \), it is known that each state can have the exactly zero energy, as seen in Eqs. (15) and (16) with \( \ell = (\kappa + 1)/2 \in \mathbb{Z} \) and Refs. [43, 45]. It is known that the zero energy eigenstates exhibit the Majorana property, such as \( \Gamma_{\ell=0} = \Gamma_{\ell=0} \), resulting from \( u_{E=0}(r) = v_{E=0}(r) \) [33, 14, 45, 44].

As a consequence of finiteness of the system with \( k_F R = 50 \), however, these two Majorana wave functions bound at the core \( u^\ell(r) \) and at the edge \( u^\ell(r) \) are hybridized with each other, resulting in the symmetric and anti-symmetric states, \( u^\ell = [u^\ell + u^\ell]/\sqrt{2} \) and \( u^\ell = [u^\ell - u^\ell]/\sqrt{2} \). The hybridization leads to the splitting of the degenerate zero energy states to the finite energy \( \pm E \). Based on the argument about the symmetry of the eigenstates in Sec. II B, if the wave function of the state with \( \ell > 0 \) is \( [u_\ell, v_\ell] = [u^\ell, u^\ell] \), then one finds that the other is \( [u^\ell, u^\ell] \) for \( -E_\ell \).

Figure 8(a) shows the wave function \( |u_\ell(r)| \) and \( |v_\ell(r)| \) of the lowest energy state with \( E_{\ell=1}/E_F = -1.9 \times 10^{-5} \) in the BCS regime of the \( \kappa = +1 \) vortex state. Here, the eigenfunction of this state turns out to be \( u_\ell, v_\ell = u^\ell, u^\ell \). It is seen that the wave function is exponentially localized around the core \( (r = 0) \) and around the edge \( (r = 50 k_F^{-1}) \) within the coherence length \( \xi = 2 k_F / (M \Delta) = 4.8 k_F^{-1} \) with \( \Delta = 0.42 E_F \). Note that due to \( \ell \neq 0 \), \( |u_\ell(r)| = |v_\ell(r)| \approx r \) is obtained at \( r \to 0 \). The period of rapid oscillation is found to be an order of the 2\( \pi / k_\ell = 7.2 k_F^{-1} \) with \( \mu = 0.757 E_F \), resulting from \( J_\ell(k_\ell r) \) in Eq. (17).

These results displayed in Figs. 7 and 8 are consistent with the analytic expression in two-vortex systems [62] and the numerical results in vortex-antivortex systems [63, 64] and in plural-vortex systems [65]. In addition, the zero energy states are found to exist in chiral p-wave systems within tight binding approximation [66, 67]. It was proposed in Ref. [64] that due to the rapid oscillation in the wave functions, the Friedel-like oscillation of the splitting energies appears. This is numerically demonstrated in Ref. [64]. Note that the splitting of the zero energy Majorana states, which is critical to the decoherence in the topological quantum computation, is also observed in other systems, such as the non-abelian quasiholes of the \( \nu = \frac{5}{2} \) fractional quantum Hall state [68, 69], Kitaev’s honeycomb lattice model [70], and the generic anyon model [71].

As \( E_b \) decreases from \( E_F \) to the negative value, the chemical potential touches to the zero, e.g., \( \mu = 0.01 E_F \) at \( E_b/E_F = -1.0 \). Then, the length scale of the wave functions \( u_\ell \) and \( v_\ell \) spreads over the whole system, e.g., \( 2\pi / k_\ell = 65 k_F^{-1} > R \) at \( E_b/E_F = -1.0 \), as seen in Fig. 8(b). This also reflects the topological phase transition at \( E_b/E_F \approx -1.0 \) with \( \mu = 0 \), where the bulk excitation becomes gapless [8].

Finally, in Fig. 9 we compare our numerical results for the wave functions \( |u_\ell| \) of the lowest CdGM branch of \( \kappa = +1 \) and +3 vortices with the analytic expressions described in Eq. (17) and in Refs. [45, 72]. As described in Appendix B, the CdGM solution assumes the weak coupling limit \( k_F \xi \gg 1 \), i.e., \( \Delta \ll E_F \), resulting from the linearization of a fermion dispersion on the Fermi surface. The spatial shape of the resulting wave function consists of two different length scales, such as \( J_\ell(k_\mu r) \) and \( e^{-\frac{1}{2} k_\mu \xi} J_{\ell'}(r') \), as seen in Eq. (18). The former describes the shorter length scale with \( k_\mu \approx k_F^{-1} \) and the latter is slow function varying over \( \xi \gg k_F^{-1} \). The alternative solution for the zero energy solution of the \( \kappa = -1 \) vortex was discussed by Tewari et al. [72] in both the BCS and BEC regimes. Gurarie and Radzihovsky (GR) [45] expanded this argument into the vicinity of the BCS-BEC evolution with arbitrary winding number \( \kappa \), who finds that \( u_\ell \) changes from the Bessel function \( J_\ell \) to the modified Bessel function \( I_\ell \) in the strong coupling regime. Following the procedure in Ref. [45], the zero energy solution of the BdG equation [11] with \( \ell = (\kappa + 1)/2 \in \mathbb{Z} \) and \( E\ell = 0 \) exhibits

\[
\begin{align*}
|u_\ell(r)| = |v_\ell(r)| = N J_\ell \left( \frac{r}{\xi} \sqrt{(k_\mu \xi)^2 - 1} \right) e^{-r/\xi}, & \quad (22a) \\
|u_\ell(r)| = |v_\ell(r)| = N I_\ell \left( \frac{r}{\xi} \sqrt{1 - (k_\mu \xi)^2} \right) e^{-r/\xi}, & \quad (22b)
\end{align*}
\]

for \( k_\mu \xi > 1 \). Here, \( I_\ell(z) \) is the modified Bessel function and \( N \) is the normalization constant. In Eq. (22a), the London approximation is carried out as \( \Delta_{+1}(r) = \Delta e^{i\kappa e} \) and \( \Delta_{-1}(r) = 0 \). It is obvious that the GR solution in Eq. (22b) coincides with the CdGM solution in Eq. (17) in the BCS limit that \( k_\mu \xi \gg 1 \).
It is seen from Figs. 9(a) and 9(c) that both the CdGM and GR solutions within the London approximation are in good agreement with the wave functions obtained from the full numerical calculation, at the BCS regime $E_b/E_F = 4.0$ with $k_p \xi = 8.6$. Here, the deviation around the core can be improved by replacing the constant pair potential to $\Delta_{\pm 1}(r) = \Delta \tanh(r/\xi)$, where $\xi = \xi/2$ is approximately obtained by fitting with the self-consistent pair potential, e.g., see the inset of Fig. 2(a). In the vicinity of the BCS-BEC topological transition, e.g., $E_b/E_F = -1.0$ with $k_p \xi = 0.23$ in Figs. 9(b) and 9(d), the GR solution in Eq. (22) reproduces the numerical result of $|u_\ell(r)|$ in contrast to the CdGM solution. In this regime, the spatial shape of the wave function changes from $J_\ell$ to the modified Bessel function $I_\ell (r \sqrt{\xi^2 - k_p^2})$.

V. CONCLUDING REMARKS

Here, we have investigated the vortex structures in BCS-BEC evolution of $p$-wave resonant Fermi gases. By using the fully microscopic theory based on the BdG equation, we have revealed in Sec. III the direct relation between macroscopic vortex structures and low-energy quasiparticle spectra in various vortex states. The low-energy spectrum for a single vortex state with vorticity $\kappa$ is found to consist of the $\kappa$ branches of the CdGM states in addition to the chiral edge state. In particular, it is found that in the strong coupling regime, the quantum depletion appears in the particle density around the vortex core, which reflects the shift of the lowest CdGM state away from the effective pairing interaction. Hence, it is proposed that the absorption images around vortex cores can provide the information on the low-lying CdGM state.

In addition, in Sec. III, we have observed in the $k_x + ik_y$ pairing state with vorticity $\kappa$ that the net angular momentum is well estimated as $\langle L_z \rangle / \hbar \approx (\kappa + 1)N/2$ both in the BCS and BEC regimes. This turns out to be distinct from that in the $s$-wave case, which can be estimated as $\langle L_z \rangle / \hbar \approx \kappa N/2$. Since this deviation originates from the orbital angular momentum of the chiral $k_x + ik_y$ pairing, the detection of this deviation can be the direct evidence for $p$-wave superfluidity in experiments.

While we assume in this paper a rigid boundary condition at a certain radius without a harmonic trap potential, the Fermi atoms in a realistic system are confined by a three-dimensional harmonic trap which may alter the conclusions that we present here. However, it is inferred that such a harmonic trap does not alter the main outcome obtained here, as long as the single vortex state is assumed. For the CdGM states, this is because the typical size $\xi \approx k_F^{-1}$ of the vortex core is much smaller than the size of the cloud, of which the Thomas-Fermi radius for non-interacting systems is estimated through $R_{\text{TF}} = \sqrt{2E_F/M\omega^2}$, approximately as an order of 10 $\mu$m, where $\omega$ is the trap frequency. Hence, the curvature due to the trap potential may be much smaller than the spatial variation of the order parameter around the vortex and is ineffective to the results on the CdGM states and the depletion of the particle density. It has also been demonstrated in our previous work that the trap potential does not alter the low energy dispersion of the edge states in the vortex-free state as well as the net angular momentum $\langle L_z \rangle / \hbar \approx N/2$. However, such a potential might work against the stability of the Majorana zero modes when the cloud contains many vortices under rapid rotation.

Furthermore, it has been discussed in Sec. IV that the zero energy state appears in the BCS phase of an odd $\kappa$ vortex state. It is revealed that the lowest eigenenergies exponentially lift from zero to finite values as the strong coupling regime is approached. This is because
the length scale of the wave function in the CdGM and edge state with \( E_F = 0 \) becomes comparable to the macroscopic system size and the CdGM and edge states having a degenerate energy are hybridized with each other. In the extensive range from the weak coupling BCS regime to the BCS-BEC topological phase transition point, the wave function of the zero energy state is compared with the analytic expressions, such as the CdGM solution in Eq. (17) and the GR solution in Ref. [45]. Here, it is demonstrated that the spatial profile turns out to exhibit not \( J_r \) but the modified Bessel function \( I_\ell \) in the strong coupling regime with \( k_\mu \xi < 1 \) [43].

Finally, it is worth mentioning that the zero energy states are unchanged by a slow rotation of the system. This can be demonstrated that for axisymmetric vortices with arbitrary winding numbers \( \langle \kappa + 1, \kappa, \kappa - 1 \rangle = \langle \kappa, \kappa + 1, \kappa + 2 \rangle \), the eigenenergy \( E_r(\Omega) \) obtained from the BdG equation (A3) under rotation with a frequency \( \Omega \) yields a linear shift from the value without rotation \( E_\ell(\Omega = 0) \) as

\[
E_\ell(\Omega) = E_\ell(\Omega = 0) - \left( \ell - \frac{\kappa + 1}{2} \right) \Omega, \tag{23}
\]

under slow rotation within \( \Omega \ll E_F \). This implies that the zero energy state with \( \ell = (\kappa + 1)/2 \in \mathbb{Z} \) remains as it is, regardless of \( \Omega \). In this argument, we neglect the possibility on the change of the pair potentials \( \Delta_m(r) \), such as the penetration of the more vortices. The self-consistent pairing field and the existence of the zero energy state in a rapidly rotating regime is open for future study.
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Appendix A: Self-consistent equations

Here, we describe the details on the derivation of the BdG equation (A3) and gap equation (A7). First, in order to diagonalize the mean-field Hamiltonian in Eq. (1), we introduce the unitary transformation to the quasiparticle basis with \( \eta_\nu = [\eta_\nu, \eta_\nu^\dagger]^T \),

\[
\Psi(r_1) = \sum_\nu \hat{u}_\nu(r_1) \eta_\nu, \tag{A1}
\]

where \( \hat{u}_\nu \) is a 2x2 matrix and the matrix elements describe the quasiparticle wave functions. They are required to satisfy the orthonormal condition,

\[
\int \hat{u}_\nu^\dagger(r_1) \hat{u}_{\nu'}(r_1) d\mathbf{r}_1 = \delta_{\nu,\nu'}, \tag{A2}
\]

and completeness conditions, \( \sum_\nu \hat{u}_\nu(r_1) \hat{u}^\dagger_{\nu}(r_2) = \delta(r_1 - r_2) \). Also, the fermion operators \( \eta_\nu \) and \( \eta_\nu^\dagger \) obey the anti-commutation relation, \( \{ \eta_\nu, \eta_{\nu'}^\dagger \} = \delta_{\nu,\nu'} \), \( \{ \eta_\nu, \eta_{\nu'} \} = \{ \eta_{\nu}^\dagger, \eta_{\nu'} \} = 0 \). The mean-field Hamiltonian in Eq. (1) is now diagonalized in terms of this basis with the quasiparticle energy \( E_\nu \) as \( \mathcal{H} = E_0 + \sum_\nu \epsilon_\nu \eta_\nu^\dagger \eta_\nu \). This diagonalization leads to the Bogoliubov-de Gennes (BdG) equation, \( \int d^2 r \hat{\mathcal{K}}(r_1, r_2) \hat{u}_\nu(r_2) = E_\nu \hat{u}_\nu(r_1) \). Here, it is found that the matrix elements of \( \hat{u} \) yield \( \langle \hat{\bar{u}} \rangle_{22} = \langle \hat{\bar{u}} \rangle_{11} \) and \( \langle \hat{\bar{u}} \rangle_{12} = \langle \hat{\bar{u}} \rangle_{21} \), because of the symmetry, \(-\gamma_2 \hat{K}^* \hat{r}_2 \gamma_2 = \hat{K} \hat{r}_2 \), where \( \gamma_{2,3} \) denote the Pauli matrices. Hence, the BdG equation reduces to the equation for the quasiparticle wave functions \( u_\nu = \langle \hat{\bar{u}} \rangle_{11} \) and \( v_\nu = \langle \hat{\bar{u}} \rangle_{21} \),

\[
\int d^2 r \hat{\mathcal{K}}(r_1, r_2) \begin{pmatrix} u_\nu(r_2) \\ v_\nu(r_2) \end{pmatrix} = E_\nu \begin{pmatrix} u_\nu(r_1) \\ v_\nu(r_1) \end{pmatrix}. \tag{A3}
\]

We then expand the pair potential \( \varDelta(r_1, r_2) \) in Eq. (4) to the Fourier series with respect to the relative coordinate \( r_{12} \equiv r_1 - r_2 \) as,

\[
\varDelta(r_1, r_2) = \Gamma(k) \sum_{m = 0, \pm 1} \varDelta_m(r) \mathcal{K}_m \tag{A4}
\]

with the relative wave vector \( k \). The Fourier coefficient \( \varDelta(r, k) \) is assumed to be expanded in terms of a \( p \)-wave channel,

\[
\varDelta(r, k) = \Gamma(k) \sum_{m = 0, \pm 1} \varDelta_m(r) \mathcal{K}_m. \tag{A5}
\]

where we set \( \Gamma(k) = k/k_0 \) and \( \mathcal{K}_{\pm 1} \equiv \mp i(\hat{K}_x \pm i\hat{K}_y) \) and \( \mathcal{K}_0 \equiv -i\hat{K}_z \). We will later see that the pair potential \( \varDelta_m(r) \) in the \( m \) orbital channel can be expressed in terms of the Bogoliubov quasiparticle with the wave function \( (u_\nu, v_\nu) \) and the energy \( E_\nu \).

By substituting Eq. (A5) into Eq. (A3) and following the procedure in Ref. [41], the off-diagonal element in the BdG equation (A3) is rewritten as

\[
\varDelta(r_1, r_2) = \frac{1}{k_0} \sum_m \varDelta_m(r) \mathcal{P}_m \delta(r_1 - r_2). \tag{A6}
\]

Hence, the BdG equation for the quasiparticles under pair potentials in \( m \) orbital channels are now obtained by

\[
\begin{bmatrix}
H_0(r) - \Pi(r) \\
-\Pi^*(r) - H_0^*(r)
\end{bmatrix}
\begin{bmatrix}
u_\nu(r) \\ v_\nu(r)
\end{bmatrix}
= E_\nu
\begin{bmatrix}
u_\nu(r) \\ v_\nu(r)
\end{bmatrix}, \tag{A7a}
\]

\[
\Pi(r) = \frac{1}{k_0} \sum_{m = 0, \pm 1} \varDelta_m(r) \mathcal{P}_m \frac{1}{2} \mathcal{P}_m \varDelta_m(r), \tag{A7b}
\]

where the \( p \)-wave operator \( \mathcal{P}_m \) is defined as \( \mathcal{P}_\pm 1 \equiv \mp i(\partial_r \pm i\partial_y) \) and \( \mathcal{P}_0 \equiv \partial_z \). The wave functions must satisfy the orthonormal condition in Eq. (A2)

\[
\int [u_\nu^*(r)u_\mu(r) + v_\nu^*(r)v_\mu(r)] dr = \delta_{\nu,\mu}. \tag{A8}
\]
Then, in order to derive the gap equation for $\Delta_m(r)$, we express the Fourier coefficient $\Delta(r, k)$ in Eq. (A4) with Eqs. (4) and (A1) as

$$\Delta(r, k) = \int dr_1 e^{-ik \cdot r_1} V(\vec{r}) \Phi(r_1, r_2)$$  \hspace{1cm} (A9a)

$$\Phi(r_1, r_2) \equiv \sum_\nu \nu_\nu'(r_2) u_\nu(r_1) f(E_\nu).$$  \hspace{1cm} (A9b)

Here, we assume the following $p$-wave symmetric inter-particle interaction,

$$V_k = \int dr_1 e^{-ik \cdot r_1} V(\vec{r}) = \sum_{m=0, \pm 1} g_m \Gamma(k) \hat{k}_m^2$$  \hspace{1cm} (A10)

where $g_m < 0$ is the coupling constant for the $m$ orbital channel of the scattering. Assuming the limit of the $r_{12} \to 0$, the Taylor expansion of the pair function $\Phi$ gives

$$\Phi(r_1, r_2) \approx \Phi(r, r) + \left[ (\nabla_1 - \nabla_2) \Phi(r_1, r_2) \right]_{r_{12} \to 0} \frac{r_{12}}{2}. \hspace{1cm} (A11)$$

Then, by substituting the interaction $V_k$ in Eq. (A10) and $\Phi$ in Eq. (A11) into the gap equation (A9), one finally finds

$$\Delta(r, k) = \left[ \sum_m g_m \left| \Gamma(k) Y_{1,m}(\hat{k}) \right|^2 \right] \Phi(r, r)$$

$$+ \frac{g_0}{k_0} \Gamma(k) \left\{ \gamma \left[ \hat{P}^{(1)} - \hat{P}^{(2)} \right] \Phi(r_1, r_2) \right\}_{r_2 \to r_1} \hat{k}_0$$

$$- \left[ \left[ \hat{P}^{(1)} - \hat{P}^{(2)} \right] \Phi(r_1, r_2) \right\}_{r_2 \to r_1}$$

$$+ \left[ \gamma \left( \hat{P}^{(1)}_0 - \hat{P}^{(2)}_0 \right) \Phi(r_1, r_2) \right\}_{r_2 \to r_1} \hat{k}_0 \right\}.$$  \hspace{1cm} (A12)

Here, the first term should be zero due to the $p$-wave interaction. With the expression in Eq. (A5), one reads the gap equations in local form as

$$\Delta_{\pm 1}(r) = \frac{g_{\pm 1}}{k_0} \left[ \hat{P}^{(1)}_{\mp 1} - \hat{P}^{(2)}_{\mp 1} \right] \Phi(r_1, r_2) \right\}_{r_2 \to r_1}.$$ \hspace{1cm} (A13a)

$$\Delta_0(r) = -\frac{g_0}{k_0} \left[ \hat{P}^{(1)}_0 - \hat{P}^{(2)}_0 \right] \Phi(r_1, r_2) \right\}_{r_2 \to r_1}.$$  \hspace{1cm} (A13b)

The sum $\sum_\nu$ in Eq. (A13) denotes the summation for all the eigenstates with the positive and negative eigenvalues.

**Appendix B: Core-bound states in a chiral $p$-wave superfluid**

In this Appendix, we describe the details on the derivation of the analytic expression of the CdGM states in Eq. (10), from the BdG equation (5). Without loss of generality, let us consider the situation that $k_z + i k_y$ pairing state is majority and $k_z$ component is negligible, i.e.,

$$\Delta_{+1}(r) = \Delta_{+1}(r) e^{i \kappa \theta},$$  \hspace{1cm} (B1a)

$$\Delta_{-1}(r) = \Delta_{-1}(r) e^{i (\kappa + 2) \theta},$$  \hspace{1cm} (B1b)

and $\Delta_0(r) = 0$. The CdGM solution has been obtained by Kopnin and Salomaa [34] for the negative vortex state, where the vorticity is anti-parallel to the chirality of the pairing $(\kappa = -1)$, and by Stone and Chung [47] for the more general case. Also, Volovik [35] has analytically solved the BdG equation (5) based on the quasiclassical approximation with a quantization rule. As long as the zero energy states, the alternative expression was derived in Refs. [45, 72]. Here, we expand the expression derived in Refs. [24, 47] into the more general form which is applicable to vortex systems with an arbitrary winding number $\kappa$ and the induced component $\Delta_{-1}$. The important consequence obtained here is that the qualitative results on the CdGM state are unchanged by the minority $\Delta_{-1}$ component.

We start with the BdG equation (5) in the cylindrical coordinate described in Sec. II B. Assuming $q = k_\mu \sqrt{1 - \sin^2(\alpha)} \ll k_\mu \equiv \sqrt{2 M |\mu|^2}$, the BdG equation (5) reduces to

$$\left[ \mathcal{L}_m \hat{\tau}_0 + \frac{M}{k_F} \left( D_e - \frac{d}{dr} + \frac{d D_e}{2} \right) + \frac{D_e}{2r} \right] \hat{\tau}_2 + 2 M E_{\nu} \hat{\tau}_3 \right] u_{\nu}$$

$$+ \left[ \left( \kappa + 1 \right) \left( \ell - \frac{\kappa + 1}{2} \right) \hat{\tau}_3 - i \frac{M D_e \ell - \kappa + 1}{k_F r} \right] \hat{\tau}_1 \right] u_{\nu},.$$

(B2)

where we set $D_e = D_{\pm}(r) \equiv \Delta_{+1}(r) \pm \Delta_{-1}(r)$, $u_{\nu} \equiv u_{\nu}(r) = \left[ u_{\nu}(r), v_{\nu}(r) \right]^T$, and $\nu = (n, \ell, q)$. Also, we introduce $\mathcal{L}_m \equiv \ell^2 + \frac{1}{r^2} \frac{d^2}{dr^2} - \frac{m^2}{r^2} + k_\mu^2 \sin^2(\alpha)$ with $m = \sqrt{\ell^2 + (\kappa + 1)^2 \ell + \frac{1}{2} \kappa + 1})^2$ and $2 \times 2$ unit matrix $\hat{\tau}_0 = \text{diag}(1, 1)$. Throughout this Appendix, we consider the BCS regime with $\mu > 0$.

Following the procedure proposed by Caroli et al. [12], we introduce a radius $r_c$ that $\Delta(r) = 0$ for $r < r_c$. Then, the BdG equation (B2) can be analytically solved if the following conditions are assumed: (i) $|\ell| \ll r_r k_F \ll k_F \xi$, (ii) $k_F \xi \gg 1$, (iii) $|E_{\nu}| < |\mu|^2 \sin^2(\alpha)$, and (iv) $|\Delta_{+1}(r)| \gg |\Delta_{-1}(r)|$. These conditions restrict to the low-energy states in weak coupling BCS regime.

The solution in Eq. (B2) is obtained in the range of $r < r_c$ as

$$u_{\nu}(r) = \mathcal{N} \left[ \frac{J_{\ell}(k_+(\alpha) r)}{J_{\ell - \kappa - 1}(k_-(\alpha) r)} \right],$$

(B3)

where $\mathcal{N}$ is the arbitrary constant and we set

$$k_\pm(\alpha) \equiv k_\mu \sin(\alpha) \pm \frac{E_{\nu}}{v_{\nu}(\alpha)}.$$  \hspace{1cm} (B4)
with \(\psi_\mu(\alpha) = k_\pm \sin(\alpha)/M\).

For \(r > r_c\), the wave functions are assumed to consist of the Hankel function \(H_m^{(i)}\) and the slow functions varying over the order of \(\xi, \phi_i(r)\), as

\[
\psi(r) = \sum_{i=1,2} H_m^{(i)}(k_\mu \sin(\alpha) r) \phi_i(r). \tag{B5}
\]

Then, Eq. \((B2)\) within the conditions (i)-(iii) reduces to

\[
\begin{align*}
\tilde{\psi}_0 \frac{d}{dr} + \tilde{\psi}_1 \left( M D_0(r) - \tilde{\psi}_1 M D_1(r) + \frac{\ell}{k_F} \right) & \phi_i(r) = \left[ - \frac{\ell}{k_F} \psi_{\mu}(\alpha) \right] \phi_i(r), \\
+ i \tilde{\psi}_3 \left\{ \frac{E_\psi}{\psi_\mu(\alpha)} - \frac{(\ell - \frac{\kappa}{2})}{2 M \psi_\mu(\alpha) r^2} \right\} & \phi_i(r), \tag{B6}
\end{align*}
\]

and \(\phi_2(r) \propto \tilde{\psi}_3 \phi_1(r).\) Under the conditions (i)-(iii) described above, the right hand side of Eq. \((B6)\) can be regarded as the small perturbation. Hence, the regular solution within the first order on \(\psi_{1,2}\) is given by

\[
\phi_1(r) = \phi_1^{(0)}(r) + i B_1 e^{-\chi(r)} \left[ \frac{\psi_1(r)}{\psi_2(r)} \right], \tag{B7}
\]

where \(\phi_1^{(0)}(r)\) is the regular solution when the right hand side of Eq. \((B6)\) is neglected, i.e., \(\phi_1^{(0)}(r) = B_1 e^{-\chi(r)}[1, i]^T\), and

\[
\chi(r) = \frac{M}{k_F} \int_0^r \left[ \Delta_1 + i \phi_1^{(0)}(r') \right] dr'. \tag{B8}
\]

Since \(|\psi_{1,2}(r)| \ll 1\), Eq. \((B7)\) can be also expressed as

\[
\phi_1(r) \approx B_1 e^{-\chi(r)} \left[ \psi_1(r) \right], \tag{B9}
\]

Within Eq. \((B7)\), one can find the solution of Eq. \((B6)\) as \(\psi_1(r) = -\psi_2(r) = \psi_0(r)\), where

\[
\psi_0(r) = - \int_0^r \left[ \frac{E_\psi}{\psi_\mu(\alpha)} - \frac{(\ell - \frac{\kappa}{2})}{2 M \psi_\mu(\alpha) r^2} \right] \psi_0(r) + \frac{D_+}{\psi_\mu(\alpha)} \frac{\ell}{r} e^{-2(\chi(r') - \chi(r))} dr'. \tag{B10}
\]

In order to obtain the solution of the BdG equation \((B2)\), the wave functions in Eq. \((B3)\) for \(r < r_c\) and Eq. \((B3)\) for \(r > r_c\), are now matched at \(r = r_c\). Because of the condition (i), \(|r| \ll r_c, k_F\), making use of the asymptotic forms of \(J_\ell(z)\) and \(H_\ell^{(1,2)}(z)\) in \(z \gg |\ell|\), the wave functions for \(r < r_c\) in Eq. \((B3)\) is rewritten as

\[
\begin{align*}
\psi_\mu & \approx \mathcal{N} \sqrt{\frac{2 M}{\pi \psi_\mu r}} \left[ \begin{array}{c}
\cos \left( \frac{\ell^2 - \frac{3}{2} k_F^2 + 2 \ell + 1}{2 k_F} \right) \\
\cos \left( \frac{\ell^2 - \frac{3}{2} k_F^2 + 2 \ell + 1}{2 k_F} \right)
\end{array} \right], \\
\psi_0 & \approx \mathcal{N} \sqrt{\frac{2 M}{\pi \psi_\mu r}} \left[ \begin{array}{c}
\cos \left( \frac{\ell^2 - \frac{3}{2} k_F^2 + 2 \ell + 1}{2 k_F} \right) \\
\cos \left( \frac{\ell^2 - \frac{3}{2} k_F^2 + 2 \ell + 1}{2 k_F} \right)
\end{array} \right], \tag{B11}
\end{align*}
\]

with \(\psi_\mu \equiv \psi_\mu(\alpha)\) and \(k_\pm \equiv k_\pm(\alpha)\). Also, Eq. \((B5)\) with Eq. \((B10)\) for \(r > r_c\) changes to

\[
\psi_\mu \approx \sqrt{\frac{2 M}{\pi \psi_\mu r}} e^{-\chi(r)} \left[ B_1 e^{i \eta_-} + B_2 e^{-i \eta_-} \right], \tag{B12}
\]

with \(\eta_- = M \psi_\mu r + \frac{m^2 - \frac{1}{4}}{2 M \psi_\mu r} - \frac{m + 1}{4} \pi \pm \psi(r). \tag{B13}\)

Then, the coefficients \(B_{1,2}\) are determined so as to match two expressions of \(\psi_\mu(r)\) in Eqs. \((B11)\) and \((B12)\) at \(r = r_c\) as

\[
\begin{align*}
B_1 &= \frac{\mathcal{N}}{2} e^{i \gamma}, & B_2 &= \frac{\mathcal{N}}{2} e^{-i \gamma}. \tag{B14}
\end{align*}
\]

By comparing with Eqs. \((B11)\) and \((B12)\), one can obtain the expression of \(\psi\) as

\[
\psi(r) \approx \frac{E_\psi}{\psi_\mu(\alpha) r} + \frac{(\kappa + 1)(\ell - \frac{\kappa}{2})}{2 M \psi_\mu(\alpha) r} + \frac{\pi}{2} (m - \ell - \gamma), \tag{B15}
\]

In the same way, the another expression is obtained from Eqs. \((B11)\) and \((B12)\)

\[
\psi(r) \approx \frac{E_\psi}{\psi_\mu(\alpha) r} + \frac{(\kappa + 1)(\ell - \frac{\kappa}{2})}{2 M \psi_\mu(\alpha) r} - \frac{\pi}{2} (m - \ell + \kappa + 1) + \gamma - n \pi, \tag{B16}
\]

where \(n \in \mathbb{Z}\). The expressions on \(\psi(r)\) in Eqs. \((B15)\) and \((B16)\) becomes identical when \(\gamma\) satisfies

\[
\gamma = \frac{\pi}{2} \left( m - \ell + \frac{\kappa + 1}{2} \right) + \frac{\pi}{2} n. \tag{B17}
\]

The alternative expressions of \(\psi(r)\) in Eq. \((B10)\) and Eq. \((B15)\) with Eq. \((B17)\) should be identical at \(r = r_c\). Hence, we finally obtain the eigenvalue of the BdG equation \((A7)\),

\[
E_\nu = - \left( \ell - \frac{\kappa + 1}{2} \right) \omega_0 + (n - \frac{\kappa + 1}{2}) \sin(\alpha) \omega_1, \tag{B18}
\]

where

\[
\begin{align*}
\omega_0 & = \int_{-k_F r'}^\infty \frac{k_{\ell+1} \Delta_+ + \kappa - 1 \Delta_1}{k_F r'} e^{-2 \chi(r')} dr', \\
\omega_1 & = \frac{\pi k_\mu}{2 M \int_0^\infty e^{-2 \chi(r')} dr'}. \tag{B19a}
\end{align*}
\]
The resulting eigenvalue in Eq. (B18) reproduces the results derived in Refs. [34, 47] and the qualitative properties, such as the appearance of the ZES, turn out to be unchanged by the minority component $\Delta_{-1}$.

The eigenfunction is then obtained from Eqs. (B12)-(B17) with $k_{\pm}(\alpha)$ in Eq. (B13) as

$$[u_{n,\ell,q}(r)\ v_{n,\ell,q}(r)] = \mathcal{N} \left[ \frac{J_{\ell}(k_{+}(\alpha)r)}{J_{\ell-1}(k_{-}(\alpha)r)} \right] \times \exp \left\{ -\frac{M}{\hbar k_{F}} \int_{0}^{r} [\Delta_{+1}(r') - \Delta_{-1}(r')] \, dr' \right\}.$$  

To estimate the order of the energy scale of $\omega_{n,1}$, let us consider the simplest case of $\Delta(r)$, that is, $\Delta_{+1}(r) = \Delta \tanh(r/\xi)$ and $\Delta_{-1}(r) = 0$. In this situation, one finds $\omega_{1} \approx \frac{\Delta}{2} \sqrt{\omega_{F} \nu_{c}}$ with $\int_{0}^{\infty} \frac{e^{-\Delta^{2}/2\chi}}{\sqrt{\nu_{c}}} \, dr' = \xi$. Hence, the eigenvalue $E_{n}$ consists of two different energy scales, such as $\Delta$ and $\Delta^{2}/\nu_{c}$. The expression in the case of a singly quantized vortex ($\kappa = \pm 1$) coincides to that in Refs. [34] and [47], which yields the zero energy modes with $\ell = 0$ for $\kappa = -1$ and $\ell = -1$ for $\kappa = +1$. 
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