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Abstract: In the Beijing Plain, land subsidence is one of the most prominent geological problems, which is induced by multiple factors. Groundwater exploitation, thickness of the Quaternary deposit and urban development and construction are important factors affecting the formation and development of land subsidence. Here we choose groundwater level change, thickness of the Quaternary deposit and index-based built-up index (IBI) as influencing factors, and we use the influence factors to predict the subsidence amount in the Beijing Plain. The Sentinel-1 radar images and the Persistent Scatterer Interferometry (PSI) were adopted to obtain the information of land subsidence. By using Google Earth Engine platform and Landsat8 optical images, IBI was extracted. Groundwater level change and thickness of the Quaternary deposit were obtained from hydrogeological data. Machine learning algorithms Linear Regression and Principal Component Analysis (PCA) were used to investigate the relationship between land subsidence and influencing factors. Based on the results obtained by Linear Regression and PCA, a suitable machine learning algorithm was selected to predict the subsidence amount in the Beijing Plain in 2018 through influencing factors. In this study, we found that the maximum subsidence rate in the Beijing Plain had reached 115.96 mm/y from 2016 to 2018. The land subsidence was serious in eastern Chaoyang and northwestern Tongzhou. In addition, the area where thickness of the Quaternary deposit reached 150–200 m was prone to more serious land subsidence in the Beijing Plain. In groundwater exploitation, the second confined aquifer had the greatest impact on land subsidence. Through Linear Regression and PCA, we found that the relationship between land subsidence and influencing factors was nonlinear. XGBoost was feasible to predict subsidence amount. The prediction accuracy of XGBoost on the subsidence amount reached 0.9431, and the mean square error was controlled at 15.97. By using XGBoost to predict the subsidence amount, our research provides a new idea for land subsidence prediction.
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1. Introduction

Land subsidence is a kind of engineering geological phenomenon. Under the joint action of natural factors and human factors, the underground loose stratum is consolidated and compressed, resulting in a local descending movement [1]. Land subsidence, as a kind of geological disaster, was first recorded in Mexico City in 1891 [2]. Afterwards, severe land subsidence was discovered in
Japan [3], which caused widespread concern. At present, land subsidence has occurred in more than 150 countries and regions in the world [4], including Italy [5], Thailand [6] and the United States [7], etc. Land subsidence has become a global and multi-disciplinary complex problem.

Beijing, the capital of China, is located at the intersection of Taihang Mountain and Yanshan Mountain. In the 1930s, land subsidence was first discovered in the regions from Xidan to Dongdan in Beijing. With the urban construction and development in Beijing, the scope, amount and rate of land subsidence change year by year, and the overall trend is increasing [8,9]. Land subsidence in Beijing is the loss of ground elevation caused by the joint action of natural factors and human factors [10]. Natural factors include structure subsidence, thickness of the Quaternary deposit, etc. Human factors mainly include groundwater overexploitation, urban construction, etc. Among the influencing factors of land subsidence in Beijing, groundwater exploitation has a greater impact on land subsidence. The amount of groundwater exploitation accounts for more than two-thirds of the total water consumption [11]. Groundwater overexploitation has led to a sharp drop in groundwater level, and severe land subsidence has also occurred [12,13]. With the rapid development of urban construction in Beijing, urban buildings have gradually increased, and the impact of buildings on land subsidence has gradually emerged, which may be the main factor causing local uneven settlement [14]. In addition, urban construction accelerates the development of land subsidence [15].

Interferometry synthetic aperture radar (InSAR) is a quantitative microwave remote sensing technology developed in the last half century [16,17]. It is developed on the basis of the fusion of synthetic aperture radar imaging and electromagnetic interference [18]. InSAR can help us obtain land subsidence information. Using land subsidence information, Amelung et al. clearly found that the spatial extent of subsidence was controlled by geologic structures (faults) and sediment composition (clay thickness), and groundwater exploitation affected land subsidence [19]. Chaussard et al. adopted InSAR to resolve land subsidence in the entire central Mexico region and confirmed that groundwater extraction mainly for agricultural and urban activities was the main cause of land subsidence [20]. Bawden et al. augmented GPS data with InSAR imagery to take into account the deformation associated with groundwater pumping and strike-slip faulting [21]. Groundwater pumping and strike-slip faulting affected land subsidence in Los Angeles. By removing the effect of groundwater pumping, they found that the contraction was primarily accommodated on thrust faults. Traditional InSAR technology is vulnerable to the decoherence of space-time and the atmospheric delay. In order to overcome these effects and obtain long-term surface information of the subsidence zone, time-series InSAR technology (TS-InSAR) was proposed. In 1999, Ferretti and others in Italy proposed the Permanent Scatterer interferometric synthetic aperture radar [22]. They conducted an experiment by using PSI in Pomona and achieved success. An accuracy of millimeter can be obtained by using PSI technology. Many researchers have proved that PSI can accurately obtain the deformation information of regional subsidence [23–25]. Chen et al. used PSI to obtain the evolution of land subsidence in the Beijing Plain before and after South-to-North Water Diversion Project, and they adopted Geographical Detectors technique and RandomForest algorithm to quantify the impact of groundwater level changes in different aquifers on land subsidence at spatial scale [26]. Gong et al. analyzed the subsidence information obtained by PSI and found that the land subsidence in Beijing was controlled by the fault [27]. Based on multiple satellite platforms, PSI can also be used to extract 3D ground deformation velocity field [28].

Machine learning originated in the 17th century, and it is a branch of artificial intelligence. It uses computers as a platform to simulate human learning activities. It has been widely used in economics [29], medicine [30], industry [31], and other fields. In the study of land subsidence, machine learning has been used many times. It is mainly used to explore the relationship between land subsidence and various influencing factors [32,33], regional risk assessment [34,35], weight analysis [36] etc. Traditional machine learning models (naive bayes, support vector machines, artificial neural networks, etc.) have been applied in the fields of disease prediction, environmental monitoring and stock prediction. However, these traditional models also have some shortcomings, such as limitation and instability,
inability to obtain high model accuracy, and difficulty in accurately analyzing large amounts of data. Ensemble learning is not a single machine learning algorithm. It reduces generalization error by integrating the learning results of multiple models. The advantage of ensemble learning is that it combines multiple individual learners to obtain a more reasonable boundary. In addition, ensemble learning reduces the overall error rate of the model and improves model performance [37]. Ensemble learning consists of three types: Bagging [38], Boosting [39] and Stacking [40]. The representative algorithms of ensemble learning are Random Forests [41], GBDT [42] and XGBoost [43]. XGBoost is one of the most powerful machine learning algorithms. It has been applied in many fields. In genetics, it was used to identify N 7 -methylguanosine sites [44]. XGBoost can predict Box-Office Revenue based on sentiment [45], and identify diesel fuel [46]. Compared with traditional machine learning models, it has faster calculation speed and stronger generalization ability. Compared with deep learning models, it is more interpretable and suitable for tabular data with fewer features. At present, few people apply such an advanced algorithm to the direction of land subsidence to analyze the influence weight and predict the land subsidence in large area. Therefore, we used XGBoost to conduct a preliminary exploration on the application of land subsidence. We analyzed the influence weight of each confined aquifer on land subsidence and predicted the subsidence amount in the Beijing Plain in 2018. The prediction in this paper refers to the estimation, not the prediction of the future.

In this study, PSI technology was used to obtain the information of land subsidence in the Beijing Plain from 2016 to 2018. Landsat8 images were used to extract IBI. In addition, we used hydrogeological data to obtain groundwater level change and thickness of the Quaternary deposit. Then, through Linear Regression of linear model, we explored the relationship between groundwater level change, thickness of the Quaternary deposit, IBI, and land subsidence. Next, on the basis of determining the nonlinear relationship between influencing factors and land subsidence, a prediction model of land subsidence based on XGBoost was established. Finally, we used the model to predict the subsidence amount in the Beijing Plain in 2018.

2. Study Area and Data

2.1. Study Area

Beijing (115.7°–117.4°E, 39.4°–41.6°N) is selected as the study area, which is located in the northern part of the North China Plain. It has a typical semi-humid continental monsoon climate in the north temperate zone. The terrain is high in the northwest and low in the southeast. The total area is 16,410.54 square kilometers, of which 62% are mountainous areas and 38% are plain areas (Figure 1). Beijing belongs to the middle and upper part of alluvial diluvial fan of the Yongding River, Chaobai River, Daqing River, North Canal, and Ji Canal. It is mainly composed of alluvial diluvial fan of Yongding River and Chaobai River [47]. Due to long-term and frequent river channel change, multistage alluvial diluvial fan is formed in Beijing, and the geological conditions are relatively complex.

The surface water in Beijing consists of five major water systems: Ji Canal, Yongding River, Chaobai River, Daqing River, and Wenyu-North Canal. Ji Canal and Chaobai River are located in the east, and Yongding River and Daqing River are located in the west, both of which are transit rivers. Wenyu-North Canal originated in this city and is located in the middle. Groundwater in the Beijing Plain is quaternary loose pore water, which mainly exists in quaternary loose pore media. The quaternary aquifer of Beijing Plain is divided into three aquifer groups, and there are four monitoring layers in the aquifer. The first aquifer group, whose bottom is less than 100 m deep, is the Holocene and Late Pleistocene strata. In addition, the first aquifer group consists of phreatic water (unconfined aquifer) and shallow confined aquifer (first confined aquifer). The second aquifer group, whose bottom is about 300 m deep, is the middle Pleistocene stratum, and the groundwater is confined water of intermediate focal depth (second confined aquifer). The third aquifer group is the early Pleistocene strata, and the roof of the aquifer group is about 300 m deep [48]. The third aquifer group consists of deep confined aquifer (third confined aquifer).
Figure 1. Location of the study area (the map of top left shows the location of Beijing and the distribution of thickness of the Quaternary deposit).

2.2. Data

In this study, the radar images from Sentinel-1, a satellite launched by the European Space Agency, were used to obtain the land subsidence information in the Beijing Plain. The optical images of the Landsat 8 satellite launched by NASA in 2013 were used to extract the IBI in the Beijing Plain. The Sentinel-1 satellite was launched in 2014 and contains two satellites with four imaging modes. It uses C-band to obtain radar images. In addition, it can operate all-day and all-weather. In this study, we used 62 descending radar images acquired from 2016 to 2018. In this article, we used PSI method to process radar images to obtain the information of land subsidence. The DEM uses SRTM data jointly surveyed and mapped by NASA, JPL, and NIMA, and its spatial resolution is 90 m. In addition, 35 leveling benchmarks were used to verify the accuracy of PSI results. Thirty-five leveling benchmarks were obtained from the monitoring station. Their locations are shown in Figure 1.

The Landsat8 satellite was composed of the land imager and the thermal infrared sensor and includes 11 bands. The land imager has nine bands, of which the panchromatic wave band has a spatial resolution of 15 m and the rest are all 30 m. The thermal infrared sensor has two separate thermal infrared bands, and its spatial resolution is 100 m. In the experiment, we chose Landsat8 images from 1 January 2016 to 31 December 2018, and these images were used to calculate the IBI to obtain urban building information.

Groundwater level change and thickness of the Quaternary deposit were obtained from hydrogeological data. These data were obtained from these papers [26,49]. We interpolated the groundwater level monitoring points of four aquifers to obtain the groundwater level change information of each aquifer. The unconfined aquifer has 223 monitoring stations, and the monitoring stations set up in the first to third aquifers are 178, 93, and 56 respectively. There are shortcomings in adopting thickness of the Quaternary deposit as the feature, the lithology of Quaternary deposit is not considered. Quaternary deposit is composed of a variety of soils, and the lithology is complex. It is
difficult to process lithology into the same type of data as other features, so the thickness is used as the feature.

The data set of this experiment was constructed by land subsidence amount from 2016 to 2018, groundwater level change from 2016 to 2018, IBI from 2016 to 2018, and thickness of the Quaternary deposit. The groundwater level change, IBI and thickness of the Quaternary deposit were used as the feature. The land subsidence amount of PS points was used as the label. The land subsidence amount is vertical deformation. The vertical deformation is estimated by using Equation (1).

$$d_v = \frac{d_{\text{LOS}}}{\cos \theta}$$  \hspace{1cm} (1)$$

where $d_{\text{LOS}}$ and $d_v$ represent deformation in the line-of-sight (LOS) direction and vertical deformation, respectively, and $\theta$ is the incidence angle of the radar satellite sensor.

3. Methods

Firstly, PSI was used to process Sentinel-1 radar images; InSAR results were validated by leveling data. Secondly, using Google Earth Engine platform, Landsat8 images were adopted to calculate IBI; at the same time, we interpolated the groundwater contour. Thirdly, we separately analyzed the influence of four aquifers, thickness of the Quaternary deposit and IBI on land subsidence. Among them, the influence of four aquifers on land subsidence was analyzed by Random Forest and XGBoost of machine learning. Fourthly, the relationship between land subsidence and groundwater level change, thickness of the Quaternary deposit, and IBI was explored by Linear Regression and PCA of machine learning. Fifthly, we chose the nonlinear algorithm XGBoost to predict the subsidence amount in the Beijing Plain in 2018.

3.1. PSI

PSI is a type of differential interferometry. The technology requires more than 25 SAR images in different periods and these images cover the same area. Through PSI, we counted the amplitude information of the images and screen PS points that were not affected by decoherence of space-time and the atmospheric delay [50]. According to the following formula, PSI method decomposes the interference phase to obtain the deformation phase:

$$\Phi = \psi_{\text{def}} + \psi_{\text{top}} + \psi_{\text{orb}} + \psi_{\text{atm}} + \psi_{\text{noise}}$$  \hspace{1cm} (2)$$

where $\Phi$ is residual phase, $\psi_{\text{top}}$ is topographic phase affected by DEM error, $\psi_{\text{orb}}$ is the phase due to orbit inaccuracies, $\psi_{\text{atm}}$ is the phase caused by atmospheric delay, $\psi_{\text{noise}}$ is the noise phase, $\psi_{\text{def}}$ is the deformation phase in LOS, and when other phases are removed, $\psi_{\text{def}}$ can be obtained [51].

Through fitting the surface by interpolation of the permanent scatterer, the DEM error, the offset of target object in the line of sight direction, and the phase contribution of the atmospheric effect were calculated [22]. By these, we estimated and removed the phase contribution of the atmospheric effect and improved the accuracy of deformation monitoring. Finally, the surface deformation characteristics were reversed.

The basic steps of PSI mainly include: Selecting PS candidate points; estimating and removing atmospheric effects; calculating the moving speed of the PS point in the line of sight; calculating DEM error; and constructing an irregular grid of PS points. In the process of PSI, the selected PS points have an important influence on the experimental results.

In experiment, we chose SARProz software to process Sentinel-1 radar images acquired from 3 January 2016 to 11 November 2018 to obtain land subsidence information. The date of the master image was 21 December 2017. At present, the main methods to select PS point mainly include time series correlation coefficient threshold method, phase deviation threshold method and amplitude deviation index threshold method, etc. In this experiment, the PS points were filtered out according to the threshold value of the amplitude stability coefficient, and the threshold value was 0.75.
3.2. IBI

IBI is a new built-up land index proposed by Xu Hanqiu and others in 2008 [52]. Based on a data dimension compression technique, we can extract remote sensing information of urban built up land. This index integrates Soil Adjusted Vegetation Index (SAVI) [53], Modified Normalized Difference Water Index (MNDWI) [54] and Normalized Difference Building Index (NDBI) [55]. IBI can better express remote sensing information of urban built up land [52]. The IBI formula is as follows:

\[
IBI = \frac{\text{NDBI} - (\text{SAVI} + \text{MNDWI})/2}{\text{NDBI} + (\text{SAVI} + \text{MNDWI})/2}
\]  

3.3. Machine Learning

As a branch of artificial intelligence, machine learning crosses multiple disciplines. It covers probability theory, statistics, and complex algorithms. Machine learning uses computers as the platform to simulate human learning methods. It divides the input content according to the knowledge structure to improve learning efficiency. Machine learning consists of six modules: Classification, Regression, Clustering,Dimensionality reduction, Model selection, and Preprocessing. Each module contains multiple algorithms, which can process various data and realize powerful functions. In this study, we selected Linear Regression [56], Random Forest [41], PCA [57] and XGBoost [43] algorithms of machine learning to complete the experiment. This study used Python [58] to compile them.

3.3.1. Linear Regression and PCA

Regression derives from statistics and is a widely used prediction modeling technology. The core requirement of the technology is that the prediction result should be continuous variables. The Linear Regression algorithm is one of the earliest used algorithms in machine learning, and it is the simplest regression algorithm. It can be regarded as a type of statistical analysis and is an important algorithm that combines machine learning and statistics. The task of Linear Regression is to construct a formula to map the linear relationship between feature and label.

In machine learning, Linear Regression contains LinearRegression and PolynomialFeatures methods. LinearRegression is generally used to process linear data, and it does not perform well on nonlinear data. In order to solve this problem, PolynomialFeatures is used to improve linear regression. PolynomialFeatures maps data to high dimension space, and it uses a polynomial to express the relationship between label and feature. In this way, LinearRegression is endowed with the ability to handle nonlinear data.

In the experiment, LinearRegression was used to analyze the linear relationship between feature and label in the data set. It uses linear regression to express the linear relationship. The multiple linear regression formula is as follows:

\[
\hat{y} = w_0 + w_1x_1 + w_2x_2 + w_3x_3 + \ldots + w_nx_n
\]
where $w_0$ is intercept, $w_1$~$w_n$ the regression coefficient, $x_1$~$x_n$ the feature, and $\hat{y}$ is label [39].

The LinearRegression algorithm has four parameters that need to be adjusted. The adjustment results of the parameters are shown in Table 1. Due to the effect of LinearRegression not being good, PolynomialFeatures was adopted to explore data set. The polynomial regression formula (polynomial degree is quadratic) is as follows:

$$\hat{y} = w_0 + w_1 x_1 + w_2 x_2 + w_3 x_1^2 + w_4 x_1 x_2 + w_5 x_2^2$$  \hspace{1cm} (5)

where $w_0$ is the intercept, $w_1$ and $w_n$ are the regression coefficient, $x_1$ and $x_2$ are the feature, and $\hat{y}$ is the label [60].

| Fifit_Intercept | Normalize | Copy_X | n_Jobs |
|----------------|-----------|--------|--------|
| True           | False     | True   | None   |

We adjusted the parameters of algorithm and used accuracy as the evaluation index. The PolynomialFeatures algorithm has three parameters that need to be adjusted. Among them, the parameter Degree is used to control the degree of polynomial. The adjustment results of the parameters are shown in Table 2. The relationship between groundwater level change, thickness of the Quaternary deposit, IBI, and land subsidence was obtained.

| Degree | Interaction_Only | Include_Bias |
|--------|------------------|--------------|
| 5      | False            | True         |

PCA is one of data dimension reduction algorithms. It compresses multiple features into several main features. In this study, PCA was used to process data; the feature of the data set was compressed from three items to one item. The distribution of the data on the plane was obtained. By this way, we validated the Linear Regression result.

3.3.2. Random Forest

Random Forest is proposed by Breiman [41,61]. It is a kind of ensemble algorithm and is the representative algorithm of Bagging. Random Forest constructs several independent evaluators, and the final model result is determined by the mean value or mode of the evaluators [61].

The groundwater level change in four aquifers and subsidence amount of PS points were inputted into Random Forest model to explore the effect weight of each aquifer on land subsidence. Groundwater level change in four aquifers was feature, and subsidence amount was label. Seventy percent of the data was used as the training set, and 30% of the data was used as the test set. The parameters of the model are very important. The accuracy of the model depends on it. So Grid Search [62] was used to adjust parameters. In the end, the influence weight of groundwater level change in four aquifers on land subsidence was obtained by Random Forest.

3.3.3. XGBoost

XGBoost, a scalable end-to-end tree boosting system, is a novel sparsity-aware algorithm for sparse data and weighted quantile sketch for approximate tree learning [43]. XGBoost is developed from the gradient boosting tree. XGBoost redefines loss function and is a weak evaluator of gradient boosting tree, and it improves the integration means of weak evaluators. XGBoost also builds several independent evaluators, but the final model result is determined by the aggregate results of all evaluators [43]. So XGBoost can achieve a good balance between calculation speed and model precision.
XGBoost has complex principles and super performance. It is faster than other ensemble algorithms. Among regression algorithms, it is an advanced algorithm that achieves good performance. So XGBoost is used to predict the subsidence amount.

The data set composed of 119,086 PS points is input into XGBoost. Using the learning curve to observe the potential of XGBoost on the data set, the results are shown in Figure 7b. The performance on the training set shows the learning ability of the model, and the performance on the test set shows the generalization ability of the model. The performance of the model on the test set generally does not exceed the training set. We need to adjust the parameters to make the learning curve of the test set close to the learning curve of the training set. As can be seen from Figure 7b, with the increase of data amount, the learning curve of test set drops rapidly and then remains stable. Therefore, in order to get a better prediction effect in this experiment, the learning curve of the training set needs to be adjusted upward, and the learning curve of the test set should be close to the learning curve of the training set to obtain the best effect.

In order to predict the subsidence amount of the study area in 2018, we divided the data set into two new data sets. The land subsidence amount, groundwater level change, IBI, and thickness of the Quaternary deposit of 57,462 PS points from 2016 to 2017 were constructed into the first data set. In addition, the first data set was divided into a 70% train set and 30% test set. The land subsidence amount, groundwater level change, IBI, and thickness of the Quaternary deposit of 61,624 PS points in 2018 were constructed into the second data set. The second data set contains more data than the first data set. More PS points are selected to test the prediction ability of the model for the subsidence amount of unknown locations. In this way, we explore the universality of the model and prove the rationality of the prediction. First, we input the first data set into XGBoost to adjust the parameters of the model. When the accuracy of model reached the maximum, the prediction model was established. Then, we input the second data set into the model trained with the first data set to predict the land subsidence amount in 2018.

The XGBoost algorithm sets many parameters when compiling, but not all parameters need to be adjusted. Eight parameters have a greater impact on the model effect. The more the number of the weak evaluator, the stronger the learning ability of the model. The model obtains high accuracy, but it is easy to overfit. Therefore, num_round should be controlled within a reasonable range, generally not more than 600. The eta is called the learning rate, which is used to control the rate of iterations and prevent overfitting. The eta and num_round influence each other, and both need to be searched by GridSearchCV to get the optimal solution. In reality, data amount is huge, and the calculation of the tree model is very slow. Therefore, random sampling need to be performed. The subsample is used to control the proportion of the extraction of example. Among other parameters, xgb_model is an important parameter for selecting a weak evaluator. The objective is used to select the loss function. The alpha and lambda control the parameters of L1 regularization term and L2 regularization term respectively. The gamma is used to stop the tree from growing. The adjustment results of the parameters are shown in Table 3.

| Num_Round | Eta | Subsample | xgb_Model | Objective | Alpha | Lambda | Gamma |
|-----------|-----|-----------|-----------|-----------|-------|--------|-------|
| 600       | 0.7 | 1         | gtree     | reg:linear| 0     | 1      | 6     |

4. Results and Discussion

4.1. InSAR Results and Verification

The average vertical deformation rate in the Beijing Plain from 2016 to 2018 is shown in Figure 2d. From 2016 to 2018, the maximum land subsidence rate in the Beijing Plain was 111.413 mm/y. The area with a land subsidence rate greater than 30 mm/y reached 770.1 km², which accounted for 12.05% in the Beijing Plain. There was uneven land subsidence in the Beijing Plain. The eastern
Chaoyang, northwestern Tongzhou, northwestern Haidian, southeastern Changping, western Shunyi, and southern Daxing had serious land subsidence. Among them, eastern Chaoyang and northwestern Tongzhou were heavy disaster areas. There were subsidence funnels in the study area.

Figure 2. Deformation in the Beijing Plain from 2016 to 2018. (a–c) show the annual deformation between 2016 and 2018 in Beijing Plain; (d) is the average vertical subsidence rate in the Beijing Plain from 2016 to 2018, and the subsidence rate is the average of the annual settlement for 3 years.

From 2016 to 2017, the variation range of deformation in the Beijing Plain decreased slightly, and the maximum subsidence amount dropped from 115.96 mm to 112.22 mm (Figure 2). The maximum subsidence amount from 2017 to 2018 remained almost stable, and variation range of deformation remained consistent. The area with the maximum average annual subsidence in the Beijing Plain was located in eastern Chaoyang and northwestern Tongzhou. The maximum average annual subsidence amount was more than 110 mm.

The monitoring values of 35 leveling benchmarks in the Beijing Plain from 2016 to 2018 were selected to verify the vertical deformation obtained by Sentinel-1 data. Taking each benchmark as the center, the PS points in the buffer with a radius of 150 m were extracted. We compared the value of leveling benchmarks with vertical deformation of PS points, and the result is shown in Figure 3. The correlation coefficient between the InSAR monitoring values and the leveling values is 0.9046, and the absolute error is between 1.52 mm/ y and 28.72 mm/ y. From the verification results, InSAR monitoring values are in good agreement with leveling values.
4.2. The Relationship between Influencing Factors and Land Subsidence

4.2.1. The Influence of Urban Construction on Land Subsidence

The IBI in the Beijing Plain is shown in Figure 4. It can be seen from Figure 4 that the IBI changes year by year. The color in the figure gets darker and the number of index close to 1 increases. In areas with severe land subsidence, IBI is also close to 1. However, it does not mean that the larger the IBI, the more serious the land subsidence. The IBI index is positive in many areas with severe subsidence. The rapid development of urban construction in Beijing has a certain impact on land subsidence.

Soil is the material basis for land subsidence. When a large amount of groundwater is mined and the groundwater level changes to a certain extent, the pore water pressure of the clay layer will decrease and the effective stress will increase. Then the soil layer will compress and cause land subsidence.

Figure 3. Comparison of InSAR-measured and leveling-measured velocity. (a) is the mean velocities from 2016 to 2018; (b) show the comparison results from 2016 to 2018.

Figure 4. IBI in the Beijing Plain from 2016 to 2018. (a–c) show the IBI inversion results of the Beijing Plain area from 2016 to 2018; (d) shows the regional distribution in the Beijing Plain.
The deformation of the soil layer depends on the thickness, type, age, and structure of the soil. Figure 5 shows the distribution of thickness of the Quaternary deposit in the Beijing Plain and the contour lines of the cumulative settlement from 2016 to 2018. Thickness of the Quaternary deposit of 150–200 m and 100–150 m covers the larger range, followed by thickness of the Quaternary deposit of 50–100 m, and thickness of the Quaternary deposit of 200–250 m covers the smallest range. We found that land subsidence mainly occurs at a thickness of the Quaternary deposit of 150–200 m.

Figure 5. Overlay of the thickness of the Quaternary deposit in the Beijing Plain and the cumulative subsidence from 2016 to 2018.

4.2.3. The Influence of Different Aquifers on Land Subsidence

Random Forest and XGBoost have a better exploration effect on the data set. \( R^2 \) is used as the evaluation index of accuracy. The \( R^2 \) formula is as follows:

\[
R^2 = 1 - \frac{SS_{\text{residual}}}{SS_{\text{total}}} \tag{6}
\]

\( SS_{\text{residual}} \) is the residual sum of squares, and it is the sum of the squares of the difference between the predicted value and the label; \( SS_{\text{total}} \) is the total sum of squares, and it is the sum of the squares of the difference between the mean of the label and the label.

The accuracy of Random Forest reached 0.9739, and the accuracy of XGBoost reached 0.9657. The effect weight of each feature is shown in Figure 6. The same data had different effect weight in different models, but the general trend of the proportion was the same. The second confined aquifer had the greatest impact on land subsidence, with a contribution rate of 29.94% in Random Forest and 35.51% in XGBoost. The least impact was the unconfined aquifer.
was no obvious linear relationship between the label and the feature, which further proved that the data was nonlinear.

4.2.4. The Nonlinear Relationship between Influencing Factors and Land Subsidence

In LinearRegression, the performance of the data set was very poor, and accuracy was only 0.4234. Only few features were predicted correctly, so there was a nonlinear relationship between the feature and label. The data distribution after PCA processing is shown in Figure 7a. It can be seen that there was no obvious linear relationship between the label and the feature, which further proved that the data was nonlinear.

PolynomialFeatures was used to help LinearRegression solve nonlinear data. In the case of the data set without any preprocessing, PolynomialFeatures was performed. When parameter degree was 5, the accuracy reached the maximum of 0.7667. At the same time, a complex polynomial consisting of hundreds of coefficients was generated. We used StandardScaler of preprocessing to normalize the data and input data into PolynomialFeatures. The parameter degree still achieved the maximum accuracy at 5, and the accuracy was 0.7757. The improvement was minimal. The prediction effect

Figure 6. Weight distribution of different aquifers influencing land subsidence. (a) Based on the Random Forest model; (b) Based on the XGBoost model.

Figure 7. Machine learning results. (a) The result of the first dataset for PCA processing; (b) The learning potential of 119,086 PS points in XGBoost; (c) Settlement predictions for the dataset on different models from 2016 to 2017.
of subsidence amount has not reached the ideal accuracy, so we need a nonlinear model to predict subsidence amount.

4.3. The Result of Subsidence Prediction Model

The first data set was input into XGBoost. After adjusting the parameters of XGBoost model many times, a model with high accuracy in predicting settlement was obtained. The prediction accuracy of subsidence amount reached 0.9700 on the training set and 0.9514 on the test set. There was no over-fitting phenomenon. Only few points in the study area had deviations in the prediction of subsidence amount. It can be seen from Figure 7c that the model predicts the subsidence amount of extreme points poorly, and the prediction effect of the remaining points is better. For the same data set, the test set performs best in XGBoost, and the prediction results of other algorithms are poor. The second data set for predicting subsidence amount performed well in the model trained on the first data set. The $R^2$ was 0.9431, and the mean square error was controlled at 15.97. The mean square error can evaluate the degree of data change. The smaller the MSE value is, the better the accuracy of the prediction model is to describe the experimental data. The prediction result is shown in Figure 8b.

![Figure 8](image_url)

**Figure 8.** Vertical subsidence amount of 61,624 PS points in 2018. (a) The result of PSI; (b) The result of XGBoost.

5. Conclusions

The land subsidence was affected by many factors. We selected the major influencing factors to research the relationship with land subsidence and predict the subsidence amount in the Beijing Plain through influencing factors. The conclusions are as follows.

1. The PSI results agreed well with the leveling benchmark results. The correlation coefficient was 0.9046, and the minimum absolute error and maximum absolute error were 1.52 mm/y and 28.72 mm/y, respectively. From 2016 to 2018, the maximum subsidence rate in the Beijing Plain had reached 115.96 mm/y. The land subsidence was serious in eastern Chaoyang and northwestern Tongzhou.
(2) We found that the area where thickness of the Quaternary deposit reached 150–200 m was prone to land subsidence. Among the four aquifers, the groundwater exploitation of the second confined aquifer had the greatest impact on land subsidence in the Beijing Plain, with a contribution rate of 29.94% in random forest and 35.51% in XGBoost. Through Linear Regression and PCA, the relationship between groundwater level change, thickness of the Quaternary deposit, IBI, and land subsidence was nonlinear.

(3) Compared with the subsidence amount obtained by PS-InSAR, the prediction accuracy of subsidence amount based on XGBoost method reached 0.9431, and the mean square error was controlled at 15.97. The accuracy of the training set and the test set on the model were similar, and there was no overfitting phenomenon. The prediction effect of XGBoost was good and reasonable. Only few points had deviations in the prediction of subsidence amount. Our research extends the application range of the land subsidence prediction model without complex hydrogeological parameters. It provides a new idea for land subsidence prediction. The model constructed in this experiment also has potential shortcomings. Factors such as groundwater hysteresis, faults, lithology, and other influencing factors have not been taken into consideration, and it is not clear whether the input of other influencing factors will obtain a better prediction effect. These issues will be considered in future research.
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