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Abstract

Natural language video localization (NLVL) is an important task in the vision-language understanding area, which calls for an in-depth understanding of not only computer vision and natural language side alone, but more importantly the interplay between both sides. Adversarial vulnerability has been well-recognized as a critical security issue of deep neural network models, which requires prudent investigation. Despite its extensive yet separated studies in video and language tasks, current understanding of the adversarial robustness in vision-language joint tasks like NLVL is less developed. This paper therefore aims to comprehensively investigate the adversarial robustness of NLVL models by examining three facets of vulnerabilities from both attack and defense aspects. To achieve the attack goal, we propose a new adversarial attack paradigm called synonymous sentences-aware adversarial attack on NLVL (SNEAK), which captures the cross-modality interplay between the vision and language sides. To further enhance the stealthiness of SNEAK, we propose a frame importance-guided pruning mechanism to reduce the amount of perturbed frames. Extensive experiments on two NLVL models and two datasets demonstrate the effectiveness of the proposed attacks and defense. Our implementation can be accessed via an anonymous link\textsuperscript{1} and will be made publicly available.

1. Introduction

Natural language video localization (NLVL) as a typical task in the vision-language understanding area has gained increasing research interest in recent years driven by various applications in practice, e.g., crime detection [21], video surveillance [7], and vehicle retrieval [2]. NLVL models seek to predict the start and end moment in an untrimmed video that semantically corresponds to a given natural language query. Apparently, for such cross-modal vision-language tasks, a comprehensive characterization from all three following aspects is indispensable for NLVL models to achieve sound and satisfactory performance: 1) the video in the vision aspect; 2) the text query in the natural language aspect; 3) and more importantly the aspect of the cross-modal interaction between the video and text query.

Adversarial vulnerability is among the key characteristics of models (especially Deep Neural Networks (DNN) models) that demand prudent examination, since otherwise it can raise serious security concerns for models in security-sensitive application scenarios [6, 8, 26]. For either vision or natural language areas alone, there exists an extensive research on their adversarial robustness from both attack and defense perspectives. For the vision side, most works focus on models dealing with image datasets [14, 31], while in recent years increasing research efforts have also been made for the video [13, 17], 3D point cloud, etc. For the natural language side, existing works reveal that NLP models are vulnerable when facing word substitution, character substitution [18], etc.. However, it is much less explored when it comes to the vision-language joint areas. The only existing efforts limit to image-text data-related models, where the adversarial vulnerability of dense captioning and visual question answering systems are studied [4, 25], and it is under-studied when it comes to the vision-language joint areas.

Still, the robustness of the video-language models like NLVL remains unclear. Investigating the adversarial vulnerability of NLVL models encompasses not only the theoretical value of deepening our understanding to this fundamental model characteristic, but also practical significance, especially when considering the widespread applications of NLVL models in security-sensitive scenarios. As a result, it is tempering to ask the following two questions:
**Q1. How do the adversarial attacks on the video and language sides alone affect the overall robustness of the NLVL model?**

**Q2. Does there exist even stronger adversarial attacks by explicitly considering the cross-modal nature of the NLVL model?**

In this work, we attempt to answer the above questions by making the first effort to comprehensively investigate the adversarial vulnerability of NLVL from both attack and defense perspectives, which covers three facets. In particular, the first two facets target Q1, which serve as the *minor contributions* and stepping stones to the third facet, while the third facet targets Q2 and serves as the *main contribution* of this paper:

**i) Vulnerability of NLVL to synonymous query sentences in the language side.** In practical applications, it is natural to expect the NLVL model to predict the same video clip when queried with various synonymous queries due to varying language habit of different users. Also, synonymous substitutions have been explored in NLP tasks to be devised as an adversarial attack. It serves an alarming sign for NLVL models, which motivates us to evaluate the robustness of NLVL when facing synonymous queries and develop the corresponding synonymous query augmented training strategy as a defense mechanism.

**ii) Vulnerability of NLVL to the adversarial video perturbation in the vision side.** As perhaps the most documented adversarial attack target, image and video task-related models have been shown to suffer from adversarial perturbations that are invisible to human eyes but can severely mislead the model prediction. We therefore study the synonymous sentences-oblivion adversarial attack on NLVL, which injects maliciously chosen small perturbations to videos without considering the synonymous query issue in the language side.

**iii) Vulnerability of NLVL to video-language compound adversarial attack.** Grounding on the above two facets, we propose a new adversarial attack strategy by considering the cross-modal interactions between the language and video sides, which is called *Synonymous sentences-aware Adversarial Attack* on NLVL (*SNEAK*). As is shown in Figure 1, SNEAK seeks to maximize the adversarial attack capability by choosing the video perturbation that can mislead NLVL over the entire synonymous query sentences set. We also propose a gradient splitting optimization for efficient adversarial perturbation generation, which overcomes the large computational and storage consumption issue. In addition, to further enhance the stealthiness of SNEAK, we propose the frame importance-guided pruning mechanism, which suffices to achieve similar attack performance with reduced number of video frames to be perturbed.

The main contributions can be summarized as follows:

- To the best of our knowledge, this is the first work
to comprehensively investigate the adversarial vulnerability of the NLVL model in the cross-modal video-language area, where we identify three facets of the adversarial vulnerabilities.

- In order to achieve the cross-modal adversarial attack goal, we propose a new synonymous sentences-aware adversarial perturbation attack paradigm, which not only enhances the attack effectiveness on the NLVL model, but also sheds new light on the adversarial attack and defense design on the broader vision-language joint areas. Sneak comes with two new attack algorithm designs for better efficiency and stealthiness.

- We conduct extensive experiments on the TaCoS and Charades datasets. Experimental results show that our SNEAK attack attains high attack effectiveness. In addition, our SNEAK combined with PSA method maintains high attack performance while enhances stealthiness. The adversarial training-based defense is effective for defending against the new attacks.

2. Related Works

2.1. Natural Language Video Localization

NLVL is a typical vision-language joint understanding tasks, which aims to predict the start and end moment boundary that semantically corresponds to a given language query within the untrimmed video, which was firstly introduced in [9]. Depending on whether the temporal sliding windows are used [23], existing methods can be grouped into two categories below:

**Anchor-based NLVL.** The anchor-based methods [9,24,28] solve the NLVL by matching the pre-set fixed temporal sliding windows with the natural language query and find the best matching candidate. These early anchor-based studies convert NLVL to a ranking task. Technically, the performance of these methods are largely affected by the number of sliding windows. Since the number of candidate sliding windows is limited, these methods in general cannot guarantee all candidate moments to completely cover the video, which leads to time boundary errors.

**Anchor-free NLVL.** Various anchor-free methods [5,27,30] have been proposed to deal with the above drawback, which directly predict a probability for each frame and choose the frame with the highest probability to be prediction result. Without the need for pre-set limited temporal sliding windows, anchor-free methods build a precise matching mechanism between language query and video. Current work [29] regards the NLVL task as a span-based question answering problem by treating the video as a text passage, and the target temporal locations as the answer span. State-of-the-art work [23] utilizes anchor-free methods to generate a group of high-quality candidate video segments with their boundaries, and a classifier is proposed to match the proposals with the sentence by predicting the matching score.

2.2. Adversarial Attacks and Defenses

**Adversarial Attack.** Generating adversarial examples for single modality datasets has been extensively studied recently, [10] propose Fast Gradient Sign Method (FGSM) to generate image adversarial examples utilizing the linear nature of DNN. Subsequently, a variety of methods such as PGD, C&W, Deepfool, and SparseFool have been proposed to generate image adversarial examples [16]. There are also many studies for adversarial examples against other tasks other than image classification, such as text processing [11,32], video classification [22], and graph data [33].

Recently, there has been an increasing research interest in generating adversarial examples for multi-modality datasets, such as image question answering systems based on image and text datasets [4,12,25]. However, these studies are all based on images and text modality datasets, while leaving videos and text cross-modality datasets unexplored.

**Adversarial Defense.** Correspondingly, many defense methods [1] have been proposed. Representative approaches include network distillation, adversarial training, adversarial detecting, input reconstruction, network verification and ensemble defenses.

3. Adversarial Vulnerabilities of NLVL

We first formalized the NLVL task, upon which we identify three facets of adversarial vulnerabilities.

3.1. NLVL Model Formalization

**Definition 3.1. (Video-Query Pair)** Denote the video-query pair as \((V, Q)\), where \(V \in \mathbb{R}^{T \times C \times H \times W}\) is an untrimmed video with \(T\) being the number of frames, while \(C, H, W\) being the corresponding channel, height, and width,
within each frame; $Q$ is the text query associating with event in $V$, which has synonymous sentences set $Q$. For each video $V$, an extractor $E$ is used to extract its visual features $V = \{v_i\}_{i=1}^n \in \mathbb{R}^{n \times d}$, where $n$ is the number of extracted features and $d$ is feature dimension. Similar to visual features, $Q$ is also mapped into embedding space.

**Definition 3.2. (Objective formulation of NLVL model)** The objective of NLVL model takes the form $L_{\text{span}}(J_\theta(V, Q), (Y S, Y E))$, where $(V, Q)$ is the input video-query pair in the embedding space, $J$ is the NLVL model with trainable model parameters $\theta$, $L_{\text{span}}$ is the loss function, $Y S$ and $Y E$ are the ground-truth labels of the start and end boundaries, respectively. The loss function takes the form below:

$$L_{\text{span}} = \frac{1}{2} [f_{\text{CE}}(P S, Y S) + f_{\text{CE}}(P E, Y E)],$$

(1)

where $f_{\text{CE}}$ denotes the cross-entropy loss function.

**Remark 1.** Video feature extractor is derived from image feature extractor to solve the problem that image feature extractors are only capable to capture spatial information while temporal information is largely or completely neglected. Now the video feature extractors like I3D [3], C3D [20] are widely used as pre-processing step in video related models, for they are able to capture both the spatial pattern and the association between frames and provide abundant temporal message for further process.

### 3.2. Adversarial Vulnerabilities

**Adversary assumption.** As the first attempt to investigate the adversary attack on NLVL, we focus on the white box adversarial attack assumption in this paper. In detail, we assume that the adversary knows all the information of the NLVL model details, including the network architecture and model parameters, as well as the synonymous sets of all potential queries, feature extractors for extracting the video and query embeddings. In the model prediction stage, we assume the adversary gets access to the clean video-query pair and the corresponding prediction. Equipped with the above information, the adversary is capable to inject imperceptible perturbations to the video frames and replace the query with its synonymous sentences, in the aim to fool the NLVL model to predict incorrect start and end frames that largely deviates from the prediction on the clean input pair.

#### 3.2.1 Vulnerability of the query side alone

It is natural for users to feed into the NLVL model with various synonymous query sentences due to varying language habit. Hence, it is of practical importance to evaluate the robustness of NLVL with synonymous query substitutions, especially considering that synonymous substitutions have been devised as an adversarial perturbation to fool NLP models in the pure language tasks.

For this purpose, we show that some typical NLVL models are not robust to even benign synonymous query substitutions. We utilize WordNet [15] to conduct synonymous substitution, where we find for each query $Q_i$, a synonymous query $Q^i = \{Q_i, Q_i^{1}, \cdots, Q_i^{5}\}$, i.e., containing the original query sentence and 5 different synonymous substituted queries. Each of the substituted query has at least 2 words swapped.

Our experiment results in Section 5 (e.g., the first row of Table 1) reveal the vulnerability of NLVL subjected to even benign synonymous query substitution.

#### 3.2.2 Vulnerability of the video side alone

It is well-recognized that imperceptible perturbations to image and video can fool DNN models. We evaluate such adversarial perturbations by the following attack, which does not consider the interplay with the language query side.

**Definition 3.3. (Synonymous Sentences-Oblivion Adversarial Attack on NLVL)** Denote the loss of NLVL by $L_{\text{span}}$, the targeted NLVL model by $J_\theta$. For an input video-query pair by $(V, Q)$ with ground-truth predict $(Y S, Y E)$, the synonymous sentences-oblivion adversarial attack on NLVL perturbs the video $V$ to $V_{\text{obl}}$ by $\delta_{\text{obl}}$ designated by

$$\delta_{\text{obl}} = \arg \max_\delta L_{\text{span}}(J(V + \delta, Q), (Y S, Y E)), \quad \text{s.t.,} \quad \|\delta\|_2 \leq B.$$

(2)

The above $\delta_{\text{obl}}$ can be obtained by projected gradient descent (PGD) method following the adversarial attack literature. Our experiment results in Section 5 confirms that NLVL is also vulnerable to such video adversarial perturbation without considering synonymous sentences.

#### 3.2.3 Cross-modal vulnerability of video and query sides jointly

The cross-modal nature of NLVL intrigues us to ask whether an even stronger adversarial attack exists by explicitly taking consideration of both the video and query sides. To answer this question, we take inspiration from the above two vulnerabilities to come up with a new cross-modal adversarial attack on NLVL by proposing a new attack paradigm as presented in the next section.

### 4. Proposed Adversarial Attack on NLVL

In this section, we first propose our new SNEAK: Synonymous seNtences-awarE Adversarial Attack on NLVL, which captures the cross-modal video-query interaction in adversarial perturbation design, Figure 2 reveals...
the difference of three types of attacks. Then, we produce a further frame gradient importance-guided pruning strategy to reduce the number of frames to be perturbed in a victim video in aim to further enhance the stealthy of the adversarial attack.

4.1. SNEAK Attack Formulation

Definition 4.1. (SNEAK: Synonymous Sentences-Aware Adversarial Attack on NLVL) Denote the loss of NLVL by $L_{\text{span}}$, the targeted NLVL model by $J$. For an input video-query pair by $(V, Q)$ with ground-truth predict $(YS, YE)$, denote the synonymous query sentences set of $Q$ by $Q$. The synonymous sentences-aware adversarial attack on NLVL adversarial perturbs the video $V$ to $V_{\text{awr}}$ by $\delta_{\text{awr}}$ is designated:

$$\delta_{\text{awr}}^{\text{best}} = \arg \max_{\delta} \min_{Q \in Q} L_{\text{span}}(J(V + \delta, Q), (YS, YE)), \quad s.t., ||\delta||_2 \leq B. \quad (4)$$

Remark 2. Compared with the previous synonymous sentences-oblivion adversarial attack in Definition 3.3 that obtains the video perturbation without considering the synonymous queries, Sneak in Definition 4.1 seeks to find the video perturbation that deteriorates the prediction for all synonymous queries. In particular, eq.(9) achieves this goal by formulating the objective function of the video perturbation $\delta_{\text{awr}}^{\text{min}}$ as a max-min optimization problem, which can be interpreted as to find $\delta_{\text{awr}}^{\text{min}}$ that maximizes the NLVL model loss even on the most well-predicted synonymous query.

Key algorithm step for obtaining $\delta_{\text{awr}}^{\text{min}}$. Sneak can be solved via an iterative algorithm based on the projected gradient ascent algorithm, which has the key per-iteration step as depicted below

$$\delta[t+1] = \mathcal{P}(\delta[t] + \lambda[t] \nabla_{\delta} L_{\text{span}}(J(V + \delta, Q'[t]), (YS, YE))),$$

where $\lambda[t]$ is the learning rate, $\nabla_{\delta} L_{\text{span}}(J(\cdot))$ is the partial gradient taken with respect to $\delta$, $Q'[t]$ is the synonymous sentence with the smallest loss at iteration $t$ that corresponds to the most-well predicted synonymous query at the current $\delta[t]$. In particular, $\mathcal{P}(x)$ projects vector $x$ onto the $B$-$\ell_2$ norm bounded ball by $\mathcal{P}(x) = \frac{x}{\|x\|_2} \cdot \min\{B, \|x\|_2\}$.

In the following, we also investigate two variants of Sneak by relaxing eq.(9) alternatively as below:

"Average" variant. The “average” variant of adversarial video perturbation $\delta_{\text{awr}}^{\text{avg}}$ is obtained by relaxing the NLVL loss from on the most well-predicted query sentence to on the average synonymous sentences:

$$\delta_{\text{awr}}^{\text{avg}} = \arg \max_{\delta} \frac{1}{|Q|} \sum_{Q \in Q} L_{\text{span}}(J(V + \delta, Q), (YS, YE)).$$

Perturbation $\delta_{\text{awr}}^{\text{avg}}$ has the following per-iteration step at iteration $t$:

$$\delta[t+1] = \mathcal{P}(\delta[t] + \lambda[t] \nabla_{\delta} L_{\text{span}}(J(V + \delta, Q[t]), (YS, YE))),$$

where $Q[t]$ is a randomly sampled synonymous query.

Remark 3. The above three variants manifest different levels of trade-off between computational cost and attack strength. The “best” and the “average” variants respectively requires extra feed-forward and back-propagation evaluations over all synonymous sentences, while brings more computation during adversarial perturbation generation, while the “random” variant tends to sacrifice certain attack strength in exchange for less computation. Our empirical results in Section 5 will illustrate the trade-off.

4.2. Gradient Splitting Optimization

Due to the large-scale video and text datasets, feature extractors and cross-modal interaction networks are usually trained separately in current NLVL models. If one stacks networks up and trains the stacked networks end-to-end, the model parameters will be incredibly large, which requires massive computational overhead and GPU memory for generating adversarial perturbations when obtaining the gradient from the video input. For this reason, we propose the gradient splitting optimization method which adds the $\ell_2$-norm constrained perturbations to the video features instead of the original video pixels. Afterwards, we use video feature extractor network to generate the video adversarial examples through gradient descent-based fitting method. At first glance, such splitted optimization tends to generate suboptimal video perturbations, which can lead to less effective adversarial attack. However, our empirical results show that it is capable to lead to sufficient NLVL performance drop and hard to detect pixel perturbations. As a result, our gradient splitting optimization mitigates the huge computational overheads, while generating powerful enough adversarial perturbations.

Having obtained $\delta_{\text{awr}}$ from Section 4.1 and knowing the feature extractor $E$ used by target model, we reverse the step of extracting video features: adding pixel space perturbations...
\( \delta_{\text{ps}} \) on clean video \( V \) as extractor input \((V + \delta_{\text{ps}}) \) and obtain video feature:

\[
V_{\text{adv}} = E((V + \delta_{\text{ps}})),
\]

we choose the optimization target to be Mean Square Error \((MSE)\) loss \( \mathcal{L}_{\text{rp}} \) between \( V_{\text{adv}} \) and target output \( \delta_{\text{aurr}} \), and therefore through iterations gradually approaches:

\[
\min_{\delta_{\text{ps}}} \mathcal{L}_{\text{rp}} = MSE(V_{\text{adv}}, V + \delta_{\text{aurr}}).
\]

Finally, we get the perturbations \( \delta_{\text{ps}} \) on pixel space of the video \( V \).

4.3. Frame Gradient Importance-guided Perturbation Pruning

In order to reduce the number of frames that need to be disturbed while still ensuring the effect of the attack, we use a pruning-based method to filter out part of \( \delta \) that has little influence on fooling the NLVL model. This method is inspired by the model compression algorithm based on pruning, the difference is that the existing pruning method is to compress the model, while we are pruning the noise with less effect on the prediction result in order to reduce the number of frames to be perturbed. This method not only reduces the time for training adversarial samples, meanwhile it makes our attack more stealthy. We then formulate the indices to be perturbed as follows:

\[
T = \text{TopK} \left( \text{argsort} \left( \| \delta_{\text{aurr}}^{(i)} \|_2 \right) \right),
\]

where \( T \in \{0, 1\}^{n \times d} \) is the temporal mask of feature. We let \( \Theta = \{1, 2, \ldots, T\} \) be the set of feature indices, \( \Phi \) be a subset within \( \Theta \), and \( \Psi = \Theta - \Phi \). If \( t \in \Phi, T_i = 0 \), and if \( t \in \Psi \), \( T_i = 1 \), where \( T_i \in \{0, 1\}^d \) is the \( i \)-th feature in \( V \).

Since most of the video feature extractors, they can only map several clips into single feature, but still lacking the ability to reflect the relationship of one frame and another remote one. Therefore each of the extracted feature is independent to one another. Thus with this prerequisite, we are able to select clips of frames and manipulate them, meanwhile still be confident not bringing extra influence to neighbouring frames, which is designed to stay unpolluted. In this way, we enforce the computed perturbations to be added only on the selected video features. For example, in order to obtain the pruning-based “best” adversarial perturbation, the objective function is modified as follows:

\[
\delta_{\text{aurr}}^{\text{best}} = \arg \max_{\delta} \min_{Q' \in \mathbb{Q}} \mathcal{L}_{\text{span}}(J(V + T \cdot \delta, Q'), (Y_S, Y_E)),
\]

\[
s.t., \|T \cdot \delta\|_2 \leq B.
\]

Again, the generation of adversarial example includes three steps. The first step is to add adversarial perturbations on the video feature; the second step is to prune the added perturbation, and the final step is to use the video feature extractor \( E \) of the NLVL model to fit the pruned adversarial features based on optimized methods to get the pixel adversarial example.

4.4. Defense with Adversarial Training

As a complimentary aspect, we study the defence against the SNEAK attack with adversarial training, which has the following formulation:

\[
\min_{\theta} \mathbb{E} \left[ \max_{\delta_{\text{aurr}}} \mathcal{L}_{\text{span}}(J_\theta(V + \delta), Q'), (Y_S, Y_E) \right],
\]

where the expectation is taken with respect to the data distribution of video-query pairs, \( \delta_{\text{aurr}}^{(i)} \) is the synonymous sentences-aware video perturbation that can be generated with one of the variants in Section 4.1, and \( Q' \) is a synonymous sentence in \( Q \).

During adversarial training, we alternatively select the videos from clean video \( V \) and perturbed video \( (V + \delta) \) between training epochs, in order to encourage the model to learn from both clean and adversarial video samples. As for the query sentence selection, we follow the “random” variant to random sample \( Q' \in \mathbb{Q} \). In particular, the per-sample gradient takes the form below:

\[
\left\{ \begin{array}{ll}
\nabla_\theta L_{\text{span}}(J_\theta(V, Q'), (Y_S, Y_E)), & \text{if epoch is odd} \\
\nabla_\theta L_{\text{span}}(J_\theta(V + \delta_{\text{aurr}}^{\text{rand}}, Q'), (Y_S, Y_E)), & \text{if epoch is even}
\end{array} \right.
\]

where \( \nabla_\theta L_{\text{span}}(J_\theta(\cdot)) \) takes gradient with respect to the NLVL model parameters \( \theta \).

5. Experiments

We evaluate the effectiveness of the proposed adversarial attacks and defense on one of the state-of-the-art NLVL model with two real-world datasets commonly utilized in NLVL literature. Due to space limit, we relegate the detailed experiment settings (e.g., hyperparameter selections, data pre-processing) and more experiment results (e.g., results on different NLVL models, on additional datasets, more visualization) to the supplementary material.

5.1. Experiment Setup

Baseline models. We utilize VSLNet [29] as an exemplary NLVL model for evaluation, which demonstrates state-of-the-art performance. VSLNet is a typical anchor-free NLVL model, i.e., it does not rely on candidate video segments and capable to perform the prediction directly on the entire queried video. The main network structure of VSLNet consists of two shared feature encoders, an context-query
5.2. SNEAK Adversarial Attack Results

In this part, we evaluate the attack effectiveness of SNEAK, where the results of the clean input and the video perturbed by the synonymous sentences-oblivion adversarial attack obtained by PGD in Section 3.2.2 are compared. Figure 3 and 4 demonstrate a noticeable negative impact on attacking video with synonym substitution queries than applying previous attacking methods alone, for SNEAK takes a greater query set into consideration when obtaining noise. The overall mIoU of predictions drop from above 8% to around 3%, which is only 1/8 of original model performance.

As shown in Figure 4, PGD manages to deceive the model, which achieves sufficient prediction performance dropping on the original query sentence. However, the attacking only induces a slight decrease on synonym queries, for there might be a mismatch between PGD generated perturbation, video and synonym queries, causing an unsuccessful attack.

Meanwhile the top row of Table 1 indicates that only applying synonymous substitution achieves great attack performance, similar to only applying the PGD noise. However, δ generated by SNEAK displays its significant high capacity on attacking target NLVL models, the attack out performed PGD method on original query, while noticeably more effective on attacking video with synonym substitution queries than applying previous attacking methods alone, for SNEAK takes a greater query set into consideration when obtaining noise. The overall mIoU of predictions drop from above 8% to around 3%, which is only 1/8 of original model performance. We then propose that, for multi-modal or cross modal attacks, only perturbing single modal input will gain success, but manipulating all modal inputs simultaneously will lead to more promising attacking result.

5.3. SNEAK with PSA Enhancement Results

| bound | query |  q1 | q2 | q3 | q4 | q5 |
|-------|-------|-----|----|----|----|----|
| without attack | 24.110 | 8.419 | 8.398 | 8.398 | 8.404 | 8.405 |
| 5 | 16.297 | 6.738 | 6.651 | 6.604 | 6.672 | 6.640 |
| 7.5 | 10.380 | 4.430 | 4.100 | 3.990 | 3.930 | 4.100 |
| 10 | 10.330 | 4.200 | 4.020 | 4.030 | 4.130 | 4.110 |

In this part, we mainly compare SNEAK with PSA attack and SNEAK, where varying settings for PSA is considered. Table 1 indicates that applying synonymous substitution achieves great attack performance, similar to only applying the PGD noise. However, δ generated by SNEAK displays its significant high capacity on attacking target NLVL models, the attack out performed PGD method on original query, while noticeably more effective on attacking video with synonym substitution queries than applying previous attacking methods alone, for SNEAK takes a greater query set into consideration when obtaining noise. The overall mIoU of predictions drop from above 8% to around 3%, which is only 1/8 of original model performance.
Figure 5. Examples showing the scale of SNEAK+PSA generated noise on each clip of the video feature V, as well as ground truth label in green text, prediction result after attack in red text. Most of the noise injected roughly cover both ground truth label and predict result after attack, indicating perturbation around these clips has the most significant impact to mislead the NLVL model.

Table 2. Comparison of mean IoU (%) for SNEAK+PSA methods with different pruning size, b=7.5

| noise size(%) | origin | q1 | q2 | q3 | q4 | q5 |
|---------------|--------|----|----|----|----|----|
| without attack| 24.110 | 8.419 | 8.398 | 8.398 | 8.404 | 8.405 |
| 12.5          | 24.235 | 8.490 | 8.529 | 8.547 | 8.530 | 8.534 |
| 25            | 25.080 | 9.034 | 9.078 | 9.096 | 9.079 | 9.084 |
| 50            | 25.370 | 9.270 | 9.320 | 9.338 | 9.340 | 9.350 |

Figure 6. Attack Result on models with Adversarial Training.

5.4. Defense with Adversarial Training

Here, we demonstrate that adversarial training can mitigate the proposed SNEAK and SNEAK+PSA attacks. As shown in Figure 6, it turns out that adversarial training only with PGD generated noise is limited to defend against PGD attack and still remain vulnerable to synonymous substitution attack. Meanwhile, adversarial training only with synonymous substitution attack is more effective in defense compared to the former one. However, the defense ability on the original query sentence is noticeably lower compared with the previous method by around 3 percent. The adversarial training only with perturbation generated by SNEAK provides more robust model, which shows greater defense performance on both the original and synonymous queries. Such defense capability improvement is mainly due to its utilization of both knowledge from video and query attack. This SNEAK adversarial training manages to beat other approaches in most of the situations. As for applying the SNEAK with PSA attack in adversarial training, since the defender can hardly predict on which clip the attacker tackle with noise and hence misleading the model, the overall defense ability is weaker, which leads to by 1% ~ 2% accuracy drop compared with the one with SNEAK.

6. Conclusion

In this paper, we have inspected the vulnerability of NLVL model by proposing a new adversarial attack called SNEAK attack to deceive the target NLVL model with promising results. SNEAK is capable to utilize information from both video and language inputs, combined with the gradient splitting optimization to generate video perturbation. SNEAK has been proved more valid compared to single-modal attacks like video PGD attack or synonymous sentence substitution attack. To improve the stealthiness of video adversarial examples, we have further proposed a PSA attack method, which injects adversarial perturbations on partial frames with the highest impact on the localization prediction results. When combining SNEAK and PSA, it achieved comparable attack capability with SNEAK alone. We also study the complimentary aspect of the defense by proposing adversarial training for the SNEAK attack. A series of ex-
periments conducted on the TACoS and Charades datasets proves the effectiveness of the new attacks and defense.
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