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Abstract: Following [1], we derive a recursion relation by applying a one-parameter deformation of kinematic variables for tree-level scattering amplitudes in bi-adjoint $\phi^3$ theory. The recursion relies on properties of the amplitude that can be made manifest in the underlying kinematic associahedron, and it provides triangulations for the latter. Furthermore, we solve the recursion relation and present all-multiplicity results for the amplitude: by reformulating the associahedron in terms of its vertices, it is given explicitly as a sum of “volume” of simplicies for any triangulation, which is an analogy of BCFW representation/triangulation of amplituhedron for $\mathcal{N} = 4$ SYM.
1 Introduction

In [1], it has been shown that tree-level scattering amplitudes in various massless theories can be encoded in differential forms on the kinematic space, which is the space of Mandelstam variables in general spacetime dimension. In particular, amplitudes for bi-adjoint $\phi^3$ theory [2] are given by the canonical form/function [3] of an associahedron polytope [4, 5] defined directly in kinematic space (equivalently the canonical function is the volume of the dual polytope). This gives a purely geometrical definition of bi-adjoint scalar amplitudes, in analogy with the amplituhedron of $\mathcal{N} = 4$ SYM [6, 7]. Such differential forms can be constructed for tree amplitudes in any massless theories with color, which are linear combination of bi-adjoint $d \log$ forms with kinematic numerators as coefficients and naturally arise from worldsheet picture via scattering equations [8, 9].

In this new picture, the usual Feynman-diagram expansion in terms of cubic tree graphs corresponds to a particular way for triangulating the dual associahedron: each Feynman diagram is given by the “volume” of a dual simplex associated with a facet of the dual associahedron (or a vertex of the associahedron itself). A generic triangulation of the dual associahedron also gives a representation of the amplitude with local poles only, and the Feynman-diagram expansion is the special one by introducing a point at
infinity. More interestingly, any triangulation of the associahedron itself produces totally new representations with spurious poles [1], in the same way as BCFW representations for gluon amplitudes or supersymmetric ones in e.g. $\mathcal{N} = 4$ SYM [10, 11]; for the latter, each BCFW term is given by one cell in a triangulation of the amplituhedron. Due to the fact that each facet of associahedron is the product of two lower-point ones, the triangulation is done recursively, which in turn offers a geometric recursion relation that expresses bi-adjoint $\phi^3$ amplitude in terms of lower-point ones [1].

However, the analogy with the tree-level amplituhedron and BCFW representation in $\mathcal{N} = 4$ SYM is not perfect yet for the following reasons. First, beyond $n = 5$, no explicit result for the triangulation, i.e. solution to the geometric recursion, has been worked out in [1]. This is in contrast with all-multiplicity solutions of BCFW recursion [12], and the interpretation that for any $n$ each BCFW term can be identified with a simplex in the triangulation of the amplituhedron [13, 14]. Moreover, unlike the case of $\mathcal{N} = 4$ SYM, no field-theoretical derivation based on an analogy of “BCFW shift” is available for this geometry-motivated recursion for bi-adjoint $\phi^3$ amplitudes. The geometric recursion for the canonical form of associahedra found in [1] is the only known recursion that is applicable to something as simple as $\phi^3$ amplitudes!

It is thus an important open question how to derive such a recursion relation for cubic trees directly (without resorting to the geometry), and we fill the gap in this paper. In section 2, we provide a purely field-theoretical derivation of a recursion relation for $\phi^3$ amplitudes from a one-parameter deformation in kinematic variables, $X_{ij} \to zX_{ij}$ for $n-3$ independent (planar) Mandelstam variables. Remarkably one can then write a contour integral for the amplitude, as a meromorphic function of $z$, which has no pole at $z = 0$ or $z \to \infty$. This is guaranteed by a special property of the $\phi^3$ amplitude, followed from the “projectivity” of the canonical form [1]; as a result, one can directly write the original amplitude, i.e. the residue at $z = 1$, as a sum of residues at other $z$, which are products of lower-point amplitudes, thus providing the recursion relation. At every step, any choice of the variables to deform gives a different recursion, and each way of recursing down to lowest amplitudes gives a triangulation of the associahedron; as a side remark we also clarify when the corresponding triangulation is “inside” and when one is “outside”. It is straightforward to solve the recursion, as we show in our explicit examples for $n = 4, 5, 6$.

Explicit solutions to the recursion become more and more complicated as $n$ grows. However, in section 3, we present a compact formula for the amplitude for any $n$ as a sum of canonical functions of the simplices for any triangulation. After deriving a simple method for the coordinate of all vertices of the associahedron, we use it to compute the canonical function of any simplex in the associahedron. A sum of these simplices in any triangulation then gives the amplitude in “BCFW representation” for bi-adjoint $\phi^3$ amplitude, which is very similar to that for $\mathcal{N} = 4$ SYM tree as a sum over cells of the amplituhedron. As we show explicitly, each term there is like an “$R$-invariant” of the

\footnote{Of course, there exist other “BCFW-like shifts” and recursion relations for scalar theories, such as those in [15] and [16], which have been applied to non-linear sigma model etc.. However, such recursion relations do not seem to apply to bi-adjoint $\phi^3$ amplitudes, neither are they related to the geometry. On the other hand, there are Berends-Giele recursion for $\phi^3$ amplitudes proposed in [17], but it is not of BCFW type.}
NMHV tree amplitude, which contains at least one physical pole or external facet, and the remaining poles correspond to spurious ones or internal facets. Properties of the amplitude obscured by Feynman diagrams, such as the “projectivity”, become manifest term by term in BCFW representation. We present a general formula for any triangulation/solution to the recursion, including explicit examples up to \( n = 8 \), and discuss general forms of spurious poles. We end the paper with discussions in section 4, and in the appendix we include results on triangulations of the dual associahedron and similar recursion/triangulations for Cayley polytopes which generalize the associahedron naturally \([18, 19]\)

### 1.1 Review and notations

Let’s first recall the associahedron in kinematic space and its relation to bi-adjoint \( \phi^3 \) amplitudes \([1]\). For space-time dimension \( D \geq n-1 \), the dimension of the kinematic space is \( n(n-3)/2 \), and it can be spanned by the so-called planar variables \( X_{ij} \) for \( 1 \leq i < j-1 < n \). These variables are identified with the diagonals of an \( n \)-gon with edges given by \( p_1, p_2, \ldots, p_n \), \( X_{ij} = (\sum_{a=i}^{j-1} p_a)^2 := s_{i,j+1,\ldots,j-1} \). Each planar cubic tree graph corresponds to a full triangulation of the \( n \)-gon, with \( n-3 \) compatible \( X_{ij} \)’s being the inverse propagators of the graph. The \textit{kinematic associahedron}, \( \mathcal{A}(1,\ldots,n) := \mathcal{A}_{n-3} \), is a \((n-3)\)-dim polytope defined as the intersection of the positive region:

\[
\Delta_n = \{ X_{ij} \geq 0 \text{ for all } 1 \leq i < j-1 < n \}
\]

with the \((n-3)\)-dim hyperplane defined by the following \((n-2)(n-3)/2 \) conditions:

\[
H(1,2,\ldots,n) := \{ C_{ij} = X_{ij} + X_{i+1,j+1} - X_{i,j+1} - X_{i+1,j} \text{ are positive constants, for } 1 \leq i < j-1 < n-1 \}
\]

where we have excluded \( C_{ij} \)’s with \( j = n \), but the resulting associahedron \( \mathcal{A}_{n-3} = \Delta_n \cap H(1,2,\ldots,n) \) is actually cyclic invariant \([1]\). Its canonical form is given by

\[
\Omega_{\mathcal{A}_{n-3}} = \Omega_{\phi^3}^{(n-3)}(1,2,\ldots,n)|_{H(1,2,\ldots,n)} = \prod_{a=1}^{n-3} dX_{i_a,j_a} \ A(1,2,\ldots,n), \quad (1.3)
\]

where we use \( A(1,2,\ldots,n) := m(1,2,\ldots,n) |_{1,2,\ldots,n} \) to denote the “diagonal” bi-adjoint amplitudes, given by the sum of all planar cubic trees; \( \Omega_{\phi^3}(1,2,\ldots,n) \) is the \textit{planar scattering form} \([1]\), given by the sum of wedge products of \( d\log \)’s of \( X \)’s for planar cubic trees with signs to ensure that it is well-defined in a projectivized space (\textit{i.e. it only depends on ratio of } \( X \)’s). For example for \( \mathcal{A}_4 \) is a line interval, and \( \Omega_{\phi^3}(1,2,3,4) = d\log \frac{X_{13}}{X_{24}} \) (recall \( X_{13} = s, X_{24} = t \)); by the pullback to \( H(1,2,3,4) \) defined by \( X_{13} + X_{24} = C_{13} \), we have

\[
\Omega_{\mathcal{A}_4} = dX_{13} \ A(1,2,3,4), \quad A(1,2,3,4) = \frac{1}{X_{13}} + \frac{1}{C_{13} - X_{13}} = \frac{1}{s} + \frac{1}{t}. \quad (1.4)
\]

Similarly \( \mathcal{A}_5 \) is a pentagon and the pullback of \( \Omega_{\phi^3}(1,2,3,4,5) \) gives \( A(1,2,3,4,5) \), which is the sum of five planar trees (see below). More generally \( m(\alpha|\beta) \) can be given by the pullback of \( \Omega_{\phi^3}(\alpha) \) to \( H(\beta) \) for any pair of orderings \( \alpha \) and \( \beta \). Our discussion of the
recursion relation and the solutions will mostly focus on \( A(1, 2, \cdots, n) \), but as we will show in the end they can be generalized to \( m(\alpha|\beta) \) as well.

Before we derive recursion relations for \( A_n := A(1, 2, \cdots, n) \), we first introduce some notation. The hyperplane can be parametrized by any \((n-3)\) independent \( X_{ij} \)'s, which will be called “basis \( X \)'s” and denoted as \( X := \{X_{i_1,j_1}, X_{i_2,j_2}, \cdots, X_{i_{n-1},j_{n-1}}\} \); any planar variable \( X_{a,b} \) is a linear combination of the basis \( X \)'s and the constants. We introduce the notation for the linear combination

\[
X_{ab} = X^0_{a,b} + c_{a,b}, \tag{1.5}
\]

where \( X^0_{a,b} \) denotes the linear combination of basis \( X \)'s and \( c_{a,b} \) for that of constants; both of which of course depends on the basis choice, but we suppress the explicit reference to that choice. In this notation, the amplitude becomes a function of the basis \( X \)'s and the constants \( C \), which we denote as \( A_n(X, C) \).

**Diamond diagram of planar variables** To fully illustrate our construction, here we record explicit formulas for such linear combinations, which were first worked out in [1]. These relations are most conveniently derived from the so-called “diamond diagram”. Generally, an \( n \)-point diamond diagram is a triangular diagram with \( n-3 \) rows of the form:

\[
\begin{array}{cccccccc}
X_{14} & C_{14} & X_{25} & C_{25} & \cdots & \cdots & C_{n-4,n-2} & X_{n-3,n} \\
X_{13} & C_{13} & X_{24} & C_{24} & \cdots & X_{n-3,n-1} & C_{n-3,n-1} & X_{n-2,n}
\end{array}
\tag{1.6}
\]

where every \( C \) can be expressed as a combination of \( X \)'s around it, \( C_{ij} = X_{ij} + X_{i+1,j+1} - X_{i,j+1} - X_{i+1,j} \), and this directly leads to more general identities:

\[
X_{ik} + X_{jl} - X_{jk} - X_{il} = \sum_{\substack{i \leq a < j \\ k \leq b < l}} C_{ab} \tag{1.7}
\]

i.e. this combination of four \( X \)'s of a quadrilateral is given by the sum of all \( C \)'s inside it. From (1.7) it is easy to write any \( X_{a,b} \) in terms of linear combination basis \( X \)'s and the \( C \)'s. Note that one has to choose the basis \( X \)'s to be linearly independent, or geometrically they intersect at a point; one convenient choice is to take the basis \( \{X_{2n}, X_{3n}, \cdots, X_{n-2,n}\} \). For example, for \( n = 5 \) it is easy to read from the diagram that

\[
\begin{align*}
X_{13} &= -X_{25} + C_{13} + C_{14} \\
X_{14} &= -X_{35} + C_{14} + C_{24} \\
X_{24} &= -X_{35} + X_{25} + C_{24}
\end{align*}
\tag{1.8}
\]
and for \( n = 6 \) one finds the following linear combinations from the diagram:

\[
\begin{align*}
X_{15} &= -X_{46} + (C_{15} + C_{25} + C_{35}) \\
X_{13} &= -X_{26} + (C_{13} + C_{14} + C_{15}) \\
X_{14} &= -X_{36} + (C_{14} + C_{15} + C_{24} + C_{25}) \\
X_{25} &= -X_{46} + X_{26} + (C_{25} + C_{35}) \\
X_{35} &= -X_{46} + X_{36} + C_{35} \\
X_{24} &= -X_{36} + X_{26} + (C_{24} + C_{25})
\end{align*}
\]

(1.9)

\section{Recursion Relations for \( \phi^3 \) Amplitudes}

\subsection{Derivation of recursion relations}

The basic idea is to introduce a one-parameter deformation in the kinematic space. Already implicitly used in \cite{1}, the most natural choice is to rescale the \( n-3 \) basis \( X \)'s by

\[
X_{ia,ja} \rightarrow \hat{X}_{ia,ja} := zX_{ia,ja}, \quad \text{for } a = 1, 2, \cdots, n-3,
\]

and keep the constants \( C_{ij} \) unchanged. With this deformation, the amplitude \( A_n(zX, C) \) becomes a meromorphic function of \( z \) on the complex plane, where all the poles of \( A_n \), \ie the \( X_{a,b} \)'s, become linear functions of \( z \), \( \hat{X}_{a,b} = zX_{a,b}^0 + c_{a,b} \). Following the same logic as the derivation of BCFW recursion, we consider the following contour integral

\[
A_n(X, C) = \oint_{|z-1| = \varepsilon} \frac{z^{n-3}dz}{z-1} A_n(zX, C),
\]

(2.2)

where the original, un-deformed amplitude is given by the residue at \( z = 1 \), and now one can use Cauchy theorem to write it as (minus) the sum of all other residues

\[
A_n(X, C) = - \left( \text{Res}_{z=\infty} + \sum_{\text{finite poles}} \text{Res}_{z=z^*} \right) \frac{z^{n-3}dz}{z-1} A_n(zX, C)
\]

(2.3)

where we denote any pole of \( A_n(zX, C) \) at finite position as \( z^* \), and so far we have not used any properties of the amplitude or the associahedron. Now the first fact about the amplitudes is that there is no pole at infinity:

\[
\lim_{z \to \infty} z^{n-3} A_n(zX, C) = O\left(\frac{1}{z}\right),
\]

(2.4)

One can easily verify this by expanding \( A_n(zX, C) \) in terms of \( 1/z \): since all propagators are the leading term amounts to setting all the \( C \)'s to 0:

\[
\lim_{z \to \infty} z^{n-3} A_n(zX, C) = \lim_{z \to \infty} z^{n-3} A_n(zX, 0)
\]

(2.5)

and the latter vanishes due to a simple property of the canonical form/function of the associahedron \( \mathcal{A}_{n-3} \). For any fixed \( i \), by setting \( n-3 C_{ij} = 0 \), the canonical function
vanishes since the geometry $\mathcal{A}_n$ degenerates (all facets $X = 0$ passes through the origin).

Even without resorting the geometry, one can prove this property by factorization: any residue of $A_n(X, C)$ vanishes since lower-point amplitudes with $C = 0$ vanish, and we know trivially $A_4(X, 0) = \frac{1}{X_{13}} + \frac{1}{X_{13}} = 0$.

If we only care about the amplitude but not the form, it is totally natural to put a general numerator $z^m$, and there is no pole at infinity for any $0 \leq m \leq n - 3$. However, there is another special position, $z = 0$: for $m = n - 3$ obviously we have no contribution from the pole $z = 0$, but for $m < n - 3$, we may have such a pole, whose physical interpretation is less clear: generically the pole at $z = 0$ can be of higher order, but even for the simple pole case where the contour integral gives a similar recursion relation or $A_n(X, C)$, they do not correspond to triangulations of the associahedron! Thus, to avoid complications introduced by the residue at $z = 0$, we stick to the “geometric” choice with $m = n - 3$, where neither $z = 0$ nor $\infty$ contributes to the contour integral. Now we have

$$A_n(X, C) = - \sum_{(a,b) \neq (i_1,j_1), \ldots, (i_k,j_k)} \text{Res}_{z = z_{ab}} \frac{z^{n-3}dz}{z-1} A_n(zX, C), \quad (2.6)$$

where we sum over all poles determined by $\hat{X}_{ab} = zX_{ab}^0 + c_{ab} = 0$, i.e. $z_{ab} := -c_{ab}/X_{ab}^0$ for all $X_{ab}$'s different from the basis ones $X_{i_1,j_1}, \ldots, X_{i_{n-3},j_{n-3}}$. Now the residue is easy to compute, recall that on any such physical pole, the amplitude factorizes:

$$\lim_{X_{ab} \to 0} X_{ab} \cdot A_{1,2,\ldots,n} = A_{a,\ldots,b-1,I} \times A_{I,b,\ldots,a-1}, \quad (2.7)$$

with $I$ the internal particle with on-shell momentum $p_I = \pm \sum_{i=a}^{b-1} p_i \ (p_I^2 = \hat{X}_{a,b} = 0)$, thus the residue is given by the product of two lower-point amplitudes:

$$- \text{Res}_{z = z_{ab}} \frac{z^{n-3}dz}{z-1} A_n(zX, C) = \frac{z^{n-3}_{ab}}{X_{ab}^0(1 - z_{ab})} A_{a,\ldots,b-1,I} A_{I,b,\ldots,a-1}. \quad (2.8)$$

with both amplitudes evaluated at $z_{ab}$. By the identity $X_{ab}^0(1 - z_{ab}) = X_{ab}$, we arrive at

$$A_{1,2,\ldots,n}(X, C) = \sum_{(a,b) \neq (i,j)} \frac{z^{n-3}_{ab}}{X_{ab}} A_{a,\ldots,b-1,I} (z_{ab}X, C) \times A_{I,b,\ldots,a-1}(z_{ab}X, C) \quad (2.9)$$

where $z_{ab} = -c_{ab}/X_{ab}^0$ for all $X_{ab}$ different from the basis ones. For simplicity, we also denote each factorization term on the RHS as $\mathcal{A}_{a,\ldots,b-1,I} \times \mathcal{A}_{I,b,\ldots,a-1}$ (to signify the corresponding facet of $\mathcal{A}_n$), which as we will show shortly is given by in the canonical function of this term in the triangulation. To illustrate (2.9), we spell out examples for $n = 4, 5, 6$.

### 2.2 Examples for $n = 4, 5, 6$

**Case $n = 4$** For $A_{1234}$ if we choose $X_{13}$ to be the basis, then $X_{24} = C_{13} - X_{13}$ and the only term, $\mathcal{A}_{24} \times \mathcal{A}_{13}$, is the residues at the pole determined by $X_{24} := C_{13} - 2z_{24}X_{13} = 0$, i.e.

$$z_{24} = \frac{C_{13}}{X_{13}}. \quad (2.10)$$
Since three-point amplitudes $A_3 = \pm 1$, (2.9) gives the result for $A_{1,2,3,4}$ immediately:

$$A_{1234} = \frac{z_{24}}{X_{24}} = \frac{C_{13}}{(C_{13} - X_{13})X_{13}} = \frac{-u}{st}.$$  \hfill (2.11)

Choosing $X_{24}$ as the basis gives the same result. Geometrically, $\mathcal{A}_{1234}$ is a line interval, thus its triangulation has only one term (as opposed to the two terms from Feynman diagrams). This result will be used as a basic building block in recursion for higher-point amplitudes.

**Case** $n = 5$ For $A_{12345}$, we will write down recursion for two different choices of basis. First we choose $\{X_{25}, X_{35}\}$ as basis, and we need to sum over residues at $\hat{X}_{13} = 0$, $\hat{X}_{14} = 0$, and $X_{24} = 0$. They correspond to the following factorizations:

$$\mathcal{A}_{23I} \times \mathcal{A}_{1345} + \mathcal{A}_{123I} \times \mathcal{A}_{I45} + \mathcal{A}_{23I} \times \mathcal{A}_{1I45}$$  \hfill (2.12)

Solving the conditions to get $z_{13}, z_{14}, z_{24}$, then by (2.9) and (2.11) we have:

$$A_{12345}(X, C) = \frac{z_{25}^2}{X_{25}} \left( \frac{1}{X_{13}(z_{13})} + \frac{1}{X_{35}(z_{35})} \right) + \frac{z_{14}^2}{X_{14}} \left( \frac{1}{X_{13}(z_{13})} + \frac{1}{X_{24}(z_{24})} \right) + \frac{z_{24}^2}{X_{24}} \left( \frac{1}{X_{14}(z_{24})} + \frac{1}{X_{25}(z_{25})} \right)$$

$$= \frac{X_{13}X_{35}C_{14}C_{24}}{X_{13}X_{35}(C_{13}+C_{14})C_{14}C_{24}} + \frac{X_{24}X_{25}}{X_{24}(C_{14}X_{25} - C_{24}X_{25})} + \frac{X_{24}X_{25}}{X_{25}(C_{13}X_{25} - C_{24}X_{25})} + \frac{X_{24}X_{25}}{X_{25}(C_{13}X_{25} - C_{24}X_{25})} (C_{13}C_{14}C_{24})^2$$

This answer appears to be lengthy but it actually has very simple structures if we introduce a better notation for the two quadratic, spurious poles. Recall our notation (1.5) that given a basis, any $X$ is a sum of the basis $X^0$ part, and the constant $c$ part, then we recognize that the spurious poles for $n = 5$ (and more generally as we will see shortly for $n = 6$) are always of the form

$$X_{13}^0c_{kl} - X_{13}^0c_{ij} := Y_{ij}^{kl},$$  \hfill (2.14)

for some $i, j$ and $k, l$ (note that $Y_{ij}^{kl} = -Y_{ij}^{kl}$). For example, the spurious pole in the first term is nothing but $X_{13}^0c_{14} - X_{13}^0c_{13}$ since $X_{13}^0 = -X_{25}$, $c_{13} = C_{13} + C_{14}$ and $X_{14}^0 = -X_{35}$, $c_{14} = C_{14} + C_{24}$ by (1.8). Of course the $X^0$’s and $c$'s all depend on our basis choice so here the three $Y$’s are defined with respect to the basis $\{X_{25}, X_{35}\}$. Equipped with this notation, the 5–point result can be put into this suggestive form:

$$A_{12345}(X, C) = \frac{(C_{13} + C_{14})(C_{14} + C_{24})}{X_{13}X_{35}Y_{13}^{14}} + \frac{C_{13}(C_{14} + C_{24})^2}{X_{14}Y_{14}^{13}Y_{14}^{24}} + \frac{C_{14}C_{24}}{X_{24}X_{25}Y_{14}^{24}}$$  \hfill (2.15)

where one can easily show that the poles $Y_{14}^{13}$ in the first and second terms cancel each other, and $Y_{14}^{24}$ in the second and third terms cancel each other.

Similarly, we can choose another basis, such as $\{X_{13}, X_{14}\}$; here we have three factorization terms that read:

$$\mathcal{A}_{23I} \times \mathcal{A}_{1245} + \mathcal{A}_{1234} \times \mathcal{A}_{I45} + \mathcal{A}_{23I} \times \mathcal{A}_{1I45}$$  \hfill (2.16)

After a similar calculation, we find that the spurious poles are now $Y_{25}^{35}$ and $Y_{25}^{24}$, defined with respect to the basis $\{X_{13}, X_{14}\}$, and the amplitude is

$$A_{12345}(X, C) = \frac{(C_{13} + C_{14})(C_{14} + C_{24})}{X_{13}X_{35}Y_{25}^{35}} + \frac{C_{24}(C_{13} + C_{14})^2}{X_{25}Y_{25}^{35}Y_{25}^{24}} + \frac{C_{13}C_{14}}{X_{14}X_{24}Y_{25}^{24}}$$  \hfill (2.17)

It is straightforward to check that (2.15) or (2.17) gives the same result.
case $n = 6$ Before proceeding to the relation to triangulations, let’s present the result for $A_{1,\ldots,6}$. Again we choose the basis to be $\{X_{26}, X_{36}, X_{46}\}$ and apply the recursion relation once to get the following factorization terms

$$\mathcal{A}_{12} \times \mathcal{A}_{13456} + \mathcal{A}_{123} \times \mathcal{A}_{1456} + \mathcal{A}_{1234} \times \mathcal{A}_{156} + \mathcal{A}_{12345} \times \mathcal{A}_{146} + \mathcal{A}_{123456} \times \mathcal{A}_{156}$$

(2.18)

where we need (shifted) 5—point amplitudes, and we can choose to write them in any way we like, e.g. (2.15) or (2.17), or even the Feynman-diagram expansion

$$\frac{1}{X_{13}X_{35}} + \frac{1}{X_{25}X_{35}} + \frac{1}{X_{25}X_{24}} + \frac{1}{X_{14}X_{24}} + \frac{1}{X_{13}X_{14}}$$

(2.19)

Without making any choices, we can instead simply put all denominators together for these 5—pt amplitudes, and a direct computation gives,

$$A_{1,\ldots,6} = \frac{N_{13}}{X_{13}X_{36}X_{46}Y_{13}^{15}Y_{13}^{14}} + \frac{N_{14}}{X_{14}X_{46}Y_{14}^{15}Y_{14}^{13}} + \frac{N_{15}}{X_{15}Y_{15}^{13}Y_{15}^{14}Y_{15}^{24}Y_{25}^{24}} + \frac{N_{24}}{X_{24}X_{26}X_{46}Y_{24}^{15}Y_{24}^{15}Y_{24}^{24}} + \frac{N_{25}}{X_{25}X_{26}X_{25}^{25}Y_{25}^{24}Y_{25}^{24}} + \frac{N_{35}}{X_{35}X_{36}X_{35}^{13}Y_{35}^{15}Y_{35}^{25}}$$

(2.20)

where the spurious poles from the recursion are again nicely of the form $Y_{i,k}^{j,l}$ (for the basis $\{X_{26}, X_{36}, X_{46}\}$), but the explicit forms of the numerators are quite lengthy, which we put in the appendix. However, as we will show now, these terms are nothing but the “volume” for a partial triangulation of the associahedron corresponding to this first step of the recursion. The result simplifies significantly if we use the recursion again for 5pt amplitudes, which gives a full triangulation.

2.3 From recursion to triangulations

Before we turn to the discussion of solutions to the recursion in general, here we should first interpret our results for $n = 5, 6$ as triangulations of associahedra [1]. Note that so far we have always chosen a basis where $X_{i_1,j_1}, \ldots, X_{i_{n-3},j_{n-3}}$ are compatible planar variables, i.e. they are the poles of a planar cubic tree or diagonals of a triangulation of the $n$-gon. Geometrically, such a basis corresponds to a vertex of the associahedron, and the recursions, such as (2.15) (or (2.17)) and (2.20), correspond to triangulations which uses this vertex as a reference point (or the “origin”). We call such triangulations “inside” since everything is inside the convex associahedron polytope, and we will also discuss “outside” triangulations, i.e. triangulations with non-compatible basis, shortly in the end.

“Inside” triangulations for $n = 5, 6$ It is easy to see that our results for $n = 5$, (2.15) and (2.17), correspond to the two triangulations shown in figures 1 using two different reference points, $\{X_{25}, X_{35}\}$ and $\{X_{13}, X_{14}\}$, respectively. Each term in the triangulation is the “volume” of a triangle formed by the origin and a facet (here just an edge) that is
not adjacent. The physical poles $X_{13}, X_{24}, \cdots, X_{25}$ are of course the five external facets (edges) of the pentagon, and the two spurious poles are the internal facets (diagonal lines) in each triangulation. In fact, each $Y_{ij}^{kl}$ corresponds the diagonal line connecting the origin to the vertex given by $\{X_{ij}, X_{kl}\}$. Altogether there are 5 such “inside” triangulations, each with a vertex as the origin.

Similarly, the 6pt result (2.20) represents a partial triangulation of the $n = 6$ associahedron (Fig. 3 (b)) into 6 polytopes, where we connect the origin, $\{X_{26}, X_{36}, X_{46}\}$, to 6 facets that are not adjacent to it (those different from $X_{26}, X_{36}, X_{46}$). Note that 2 of them are quadrilaterals $A_1 \times A_1$ and 4 are pentagons $A_2 \times A_0$. One can check that the 6 terms in (2.20) are given by the canonical functions of this 6 polytopes; as we will show shortly, it is much easier to further triangulate these pentagons and quadrilaterals to get full triangulations, which correspond to further use of recursion relations. In addition to the 6 external facets (local poles), we have 10 internal facets in this partial triangulation, in 1:1 correspondence with the 10 spurious poles $Y_{ij}^{kl}$ in (2.20); these internal ones are always triangles formed by connecting the origin to an edge of the associahedron, which is the intersection of $X_{ij}$ with $X_{kl}$.

Of course, we can choose any one of the 14 vertices as the origin, which gives a different partial triangulation of the associahedron. It is then an interesting combinatoric question to count the number of full “inside” triangulations of $A_3$. Note that there are two types of vertices: there are 12 vertices, each of which is not adjacent to 4 pentagons and 2 quadrilaterals (like the one we have chosen), and each of the remaining 2 vertices is not adjacent to 3 pentagons and 3 quadrilaterals; recall that we have 5 ways of further triangulating a pentagon, but only 2 ways of triangulating a quadrilateral, thus altogether we have

$$2 \times 2^3 \times 5^3 + 12 \times 2^2 \times 5^4 = 32000$$  (2.21)
ways of full triangulations of the associahedron that are inside.

In general, we conclude that for any $n$, a choice of $X$ basis that are compatible with each other (thus the origin is one of the vertices) always give us an “inside” triangulation: Each term on the RHS of (2.9) is exactly the canonical function of a polytope obtained by connecting the origin to one of the facets that are not adjacent to it; Each spurious pole corresponds to a internal facet obtained by connecting the origin to a co-dimension 2 boundary (intersection of two external facets).

“Outside” triangulations If we have chosen a basis of $X$’s that are not mutually compatible, the recursion leads to a different type of triangulation: the reference point or origin, which is the intersection of the $X$’s, lies outside the associahedron, thus it gives a triangulation that involve faces of all dimensions that are outside. For instance, choosing $\{X_{13}, X_{24}\}$ as a basis, the 5–points amplitude becomes:

$$A_{1,2,3,4,5} = \frac{C_{24}(C_{13} + C_{14})}{X_{24}X_{25}Y_{25}^{13}} + \frac{(C_{13} + C_{14})(C_{13} + C_{14} + C_{24})}{X_{13}X_{35}Y_{25}} - \frac{C_{13}}{X_{13}X_{24}X_{14}} \tag{2.22}$$

where $Z_O$ is the new origin, and we have introduced the notation $[Z_OZ_BZ_C]$ to denote (canonical function of) the triangle formed by connecting the three points $Z_1, Z_2, Z_3$ (see Fig. 2). We call such a triangulation an “outside” one.

![Figure 2](image-url): "outside" triangulation of 5pt associahedron, $X_{13} - X_{24}$ as basis

3 Solutions of the Recursion and Triangulations

We have seen that by choosing a $X$ basis to deform, applying the recursion (2.9) once leads to a new representation of $A_{1,2,\ldots,n}$, which corresponds to a partial triangulation of the associahedron $A_n$. On the other hand, though the explicit results for $n = 4, 5$
are simple enough, that for $n = 6$ is already a bit complicated, thus it seems difficult to generalize to arbitrary $n$. However, we know that by repeatedly using the recursion, any “BCFW” representation for the $\phi^3$ amplitude must corresponds to a full triangulation, where each term is given by the canonical function of a simplex; we denote the latter as a “R-invariant” by the analogy with $\mathcal{N} = 4$ SYM. In this section, we present the structure for a general triangulation as a solution to recursion for general $n$, where each “R-invariant” can be worked out explicitly given our new formula for all the vertices of the associahedron.

The coordinate for vertices of the associahedron

We have defined the kinematic associahedron $\mathcal{A}_{n-3}$ in terms of its facets $X_{ab} = X_{ab}^0 + c_{ab} > 0$. It is more convenient for the discussion of triangulations to define it in terms of vertices. Once a basis is chosen, we can obtain the coordinates of any vertex by solving for the $n-3$ basis $X_{i,j}$’s, $n-3$ linear equations of the form $X_{a,b} = 0$; the solution expresses each basis element $X_{a,b}$ as a linear combination of the constants, and the latter is exactly the coordinate for this vertex, which we denote as $Z(\{X_{a,b}\})$. For example, with $X_{13}$ as basis and relation $X_{24} = C_{13} - X_{13}$, the coordinates of the two endpoints of $\mathcal{A}_1$ are $Z(X_{13}) = 0$ and $Z(X_{24}) = C_{13}$. By definition, the coordinate for the reference point (origin) is $(0, \cdots, 0)$, which is also a vertex for the “inside” version.

The first nontrivial case is $\mathcal{A}_2$, and one can easily work out the coordinates, say, for the basis $\{X_{25}, X_{35}\}$. Let us denote the vertices $\{X_{25}, X_{35}\}$, $\{X_{13}, X_{35}\}$, $\{X_{13}, X_{14}\}$, $\{X_{14}, X_{24}\}$, $\{X_{24}, X_{25}\}$ as $Z_*, Z_1, Z_2, Z_3, Z_4$ respectively (see Fig. 3 (a)). For example, for vertex $Z_2$ a direct computation by solving

\[- X_{25} + C_{13} + C_{14} = 0 \]
\[- X_{35} + C_{14} + C_{24} = 0 \]

(3.1)

gives $Z_2 = (C_{13} + C_{14}, C_{14} + C_{24})$. Similarly we have $Z_1 = (C_{13} + C_{14}, 0)$, $Z_* = (0, 0)$, $Z_4 = (0, C_{24})$ and $Z_3 = (C_{14}, C_{14} + C_{24})$. Moving to the next example for vertices of

Figure 3: 5,6pt associahedra
the $n = 6$ case, $\mathcal{A}_3$ (see Fig. 3 (b)). With the basis $\{X_{26}, X_{36}, X_{46}\}$, the origin $Z_*$ has coordinate $(0, 0, 0)$, and that for $Z_1 := Z(\{X_{14}, X_{24}, X_{15}\}$ can be obtained by solving

\begin{align}
-X_{36} + (C_{14} + C_{15} + C_{24} + C_{25}) &= 0 \\
-X_{36} + X_{26} + (C_{24} + C_{25}) &= 0 \\
-X_{46} + (C_{15} + C_{25} + C_{35}) &= 0
\end{align}

which gives

\begin{align}
Z_1 = (C_{14} + C_{15}, C_{14} + C_{15} + C_{24} + C_{25}, C_{15} + C_{25} + C_{35}) .
\end{align}

In appendix, we present a new mutation rule, which in principle gives a closed-formula for the coordinate (solution of the linear equations) for any vertex of the associahedron. Given the vertices, the associahedron can be defined as their convex hall: introducing affine coordinate, $Z := (1, Z)$, then $\mathcal{A}_{n-3}$ is defined as the region constrained by

\begin{align}
Y := (1, X) = \sum_{i=1}^{C_{n-2}} \alpha_i Z_i(\{C\}) , \quad \text{for } \alpha_i > 0 , \quad \sum_i \alpha_i = 1 .
\end{align}

where $X$ denotes the basis, and $Z_1(\{C\}), \ldots , Z_{C_{n-2}}(\{C\})$ denotes the vertices above.

### 3.1 General formula for amplitudes from triangulations

Now we are ready to write down a general formula for any solution to the recursion relation, which represents the amplitude as a sum of canonical functions of simplices in a full triangulation of the associahedron. Let’s first recall the definition of the canonical function for a simplex of dimension $n-3$. Denote the vertices of the simplex as $Z_0, Z_1, \ldots , Z_{n-3}$, its canonical function is defined as

\begin{align}
[Z_0, Z_1, \ldots , Z_{n-3}] = \frac{\langle Z_0 Z_1 \cdots Z_{n-3} \rangle^{n-3}}{\prod_{i=0}^{n-3} \langle Y Z_0 \cdots \hat{Z}_i \cdots Z_{n-3} \rangle}
\end{align}

where the bracket $\langle \cdots \rangle$ denotes the determinant of $n-2$ vectors of dimension $n-2$, and the hat denotes omission. Note that the canonical form is given by dressing it with $\langle Y d^{n-3} Y \rangle = d^{n-3} X$, which is a $d \log$ form of $n-3$ ratios of $n-2$ brackets in the denominator:

\begin{align}
\langle Y d^{n-3} Y \rangle |Z_0, Z_1, \ldots , Z_{n-3}| = \pm \bigwedge_{i=0}^{n-3} d \log \frac{\langle Y Z_0 \cdots \hat{Z}_i \cdots Z_{n} \rangle}{\langle Y Z_0 \cdots \hat{Z}_j \cdots Z_{n} \rangle} .
\end{align}

Given any triangulation of $\mathcal{A}_{n-3}$ into simplices which we label by $\Gamma$, we have

\begin{align}
A_{1,2,\ldots , n} = \sum_{\Gamma} \text{sgn}_{\Gamma} [Z_0^\Gamma, Z_1^\Gamma, \ldots , Z_{n-3}^\Gamma] ,
\end{align}

where the sign is determined by orientations of such simplexes, and we will see that for the “inside” version they can be nicely chosen such that we have $\text{sgn}_{\Gamma} = 1$. 

---
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This is of course very familiar from the language of the amplituhedron in $\mathcal{N} = 4$ SYM [6] and more generally that of canonical forms of positive geometries [3]. The canonical function/form can be viewed as the “R-invariant” of the $\phi^3$ amplitudes, while the brackets are the analog of 4-brackets of momentum twistors. Recall that for NMHV tree amplitudes in $\mathcal{N} = 4$ SYM, the amplituhedron is a four-dimensional (cyclic) polytope thus each R-invariant, or canonical form of a 4-simplex, involves 5 vertices. Here each R-invariant involves $n-2$ vertices since it is given by a $n-3$ dimensional simplex. The formula also makes it clear that any pole (physical or spurious) is linear in the basis $X$ (and polynomial in $C$’s), and the numerator of each simplex is a polynomial of $C$’s only.

Let’s see the example for $n = 5$, where we have a triangulation of pentagon:

$$A_{12345} = [Z_*, Z_1, Z_2] + [Z_*, Z_2, Z_3] + [Z_*, Z_3, Z_4], \quad (3.8)$$

and let’s work out the canonical function of these triangles. For instance in the numerator of the first term $[Z_*, Z_1, Z_2]$ of (3.8), we have

$$< Z_* Z_1 Z_2 > = \begin{vmatrix} 1 & 0 & 0 \\ 1 & C_{13} + C_{14} & 0 \\ 1 & C_{13} + C_{14} & C_{14} + C_{24} \end{vmatrix} = (C_{13} + C_{14})(C_{14} + C_{24}) \quad (3.9)$$

and its three denominators are

$$< YZ_* Z_1 > = \begin{vmatrix} 1 & X_{25} & X_{35} \\ 1 & 0 & 0 \\ 1 & C_{13} + C_{14} & 0 \end{vmatrix} = (C_{13} + C_{14})X_{35} \quad (3.10)$$

and

$$< YZ_* Z_2 > = (C_{13} + C_{14})X_{35} - (C_{14} + C_{24})X_{25}$$

$$< YZ_1 Z_2 > = (C_{14} + C_{24})X_{13} \quad (3.11)$$

which gives identical result as the first term of the recursion result (2.15):

$$[Z_*, Z_1, Z_2] = \frac{< Z_* Z_1 Z_2 >^2}{< YZ_* Z_1 >< YZ_* Z_2 >< YZ_1 Z_2 >} = \frac{(C_{13} + C_{14})(C_{14} + C_{24})}{X_{13}X_{35}Y_{14}^{13}} \quad (3.13)$$

Similarly we see that the other two terms of (2.15) are also nicely given by $[Z_*, Z_2, Z_3]$ and $[Z_*, Z_3, Z_4]$ respectively. This has essentially trivialized our previous calculation for solving the recursion for $n = 5$.

In general, a triangulation of the associahedron can be achieved by performing $n-3$ steps of recursion as follows. In the first step we connect a origin, say $Z^{(0)}$, to all co-dimension-one facets that are not adjacent to $Z^{(0)}$, denoted as $X_{i_1,j_1}$, and sum over $(n-2)(n-3)/2$ such pairs $i_1,j_1$; in the second step, for each facet $X_{i_1,j_1}$, we triangulate it by connecting a origin $Z^{(1)}_{i_1,j_1}$ (the subscript is a reminder that the vertex belongs to this facet) to all of its (co-dimension-two) facets, denoted by $X_{i_2,j_2}$ (compatible with $X_{i_1,j_1}$), and sum over the pair $i_2,j_2$. Continuing this process till the last, $(n-3)$-th step, where
we are left with a unique vertex $Z^{(n-3)}_{i_{n-3}j_{n-3}}$, denoted by $X_{i_{n-3}j_{n-3}}$, that is compatible with $X_{i_1j_1}, \ldots, X_{i_{n-4}j_{n-4}}$, and we have the amplitude (canonical function) as a nested sum:

$$A_{123\ldots n} = \sum_{i_1,j_1} \sum_{i_2,j_2} \cdots \sum_{i_{n-4},j_{n-4}} [Z^{(0)}, Z^{(1)}_{i_1,j_1}, \ldots, Z^{(n-4)}_{i_{n-4}j_{n-4}}, Z^{(n-3)}_{i_{n-3}j_{n-3}}]$$

(3.14)

where we have restricted to the “inside” case with the origin at each step chosen to be a vertex, and it is straightforward to show that each “R invariant” comes with a $+ \, \text{sign}$. For “outside” triangulation, some of these terms will have $- \, \text{sign}$, as we already discussed in the $n = 5$ example. Another comment is that there is no need to triangulate each edge; in fact, after the $n-5$-th step, we are left with two-dimensional faces (quadrilateral or pentagon), which are triangulated by (two or three) triangles thus for each such face, we can locally denote the last two $Z$’s as $Z^{(n-4)} = Z_a$, $Z^{(n-3)} = Z_{a+1}$ with denote the sum over $i_{n-4}, j_{n-4}$ as a sum over $a$ instead.

3.2 Examples up to $n = 8$

Equation (3.14) is a powerful formula from which we obtain explicit BCFW representation for bi-adjoint amplitudes to all multiplicities. We now take $n=6,7,8$ as examples to explain it in detail.

**case $n = 6$** Now we come back to the $n = 6$ case. After we are equipped the equation (3.14), 6–pt amplitude can be directly written as:

$$A_{123456}(X, C) = \sum_{i_1,j_1} \sum_{a} [Z^{(0)}, Z^{(1)}_{i_1,j_1}, Z_a, Z_{a+1}]$$

(3.15)

Here, $Z^{(0)}$ is the origin points shared by the facets selected as basis in the first step of the recursion, i.e. $Z^{(0)} = (1, 0, 0, 0)$. $Z^{(1)}_{i_1,j_1}$ denotes the origin in the second step for facet $X_{i_1,j_1}$, where we sum over 6 pairs $i_1,j_1$ for 6 facets that are not connected to $Z^{(0)}$. In the second sum, we can already sum over edges $(Z_aZ_{a+1})$ that are not connected to the point $Z^{(1)}_{i_1,j_1}$, for every face $X_{i_1,j_1}$ locally. In the end, $[Z_1, Z_2, Z_3, Z_4]$ stands for the canonical function of the simplex founded by the vertices $Z_i$, $i = 1..4$.

Take $\mathcal{A}_{234} \times \mathcal{A}_{4561}$ as an example. By solving the coordinate of the vertices and summing over 3 "R-invariants", the amplitude for this term reads:

$$[Z^{(0)}Z^{(1)}_{24}Z_1Z_2] + [Z^{(0)}Z^{(1)}_{24}Z_2Z_3] + [Z^{(0)}Z^{(1)}_{24}Z_3Z_4]$$

(3.16)

where the terms denote the following 3 factorizations (3 triangles of the pentagon):

$$\mathcal{A}_{114} \times \mathcal{A}_{1456} = \mathcal{A}_{114} \times \mathcal{A}_{456} + \mathcal{A}_{14} \times \mathcal{A}_{56} + \mathcal{A}_{14} \times \mathcal{A}_{56}$$

(3.17)

and all the vertices in (3.16) are given by:

$$Z^{(0)} : X_{26}X_{36}X_{46}, Z^{(1)}_{24} : X_{26}X_{24}X_{46}, Z_1 : X_{26}X_{24}X_{25}, Z_2 : X_{15}X_{24}X_{25}, Z_3 : X_{14}X_{15}X_{24}, Z_4 : X_{14}X_{24}X_{46}$$

- 14 -
Similar to the 5-pt case, numerators here have simple structures as they are always determinants of vertices (which are linear combinations of $C_{ij}$’s); for instance the numerator of the first term:

$$< Z^{(0)} Z_{24}^{(1)} Z_1 Z_2 > = \begin{vmatrix} 1 & 0 & 0 & 0 \\ 1 & 0 & C_{24} + C_{25} & 0 \\ 1 & 0 & C_{24} + C_{25} & C_{25} + C_{35} \\ 1 & C_{15} & C_{15} + C_{24} + C_{25} & C_{15} + C_{25} + C_{35} \end{vmatrix} = C_{15}(C_{24} + C_{25})(C_{25} + C_{35})$$

(3.18)

and similarly for the denominators, which give the entire term as:

$$[Z^{(0)}, Z_{24}^{(1)}, Z_1, Z_2] = \frac{< Z^{(0)} Z_{24}^{(1)} Z_1 Z_2 >^3}{< Y Z^{(0)} Z_{24}^{(1)} Z_1 > < Y Z^{(0)} Z_{24}^{(1)} Z_2 > < Y Z_{24}^{(1)} Z_1 Z_2 >} = \frac{C_{15}(C_{24} + C_{25})(C_{25} + C_{35})}{X_{24} X_{26} Y_{24}^{24} W_1}
$$

(3.19)

It is thus straightforward to compute these 3 terms and the sum gives:

$$\frac{C_{15}(C_{24} + C_{25})(C_{25} + C_{35})}{X_{24} X_{26} Y_{24}^{24} W_1} + \frac{(C_{14} + C_{15})(C_{24} + C_{25})(C_{15} + C_{25} + C_{35})}{X_{24} X_{46} Y_{14}^{24} W_2} - \frac{C_{14}(C_{24} + C_{25})(C_{15} + C_{25} + C_{35})^2}{X_{24} Y_{15}^{24} W_1 W_2}
$$

(3.20)

where $W_i$s are new spurious poles introduced in the second step of the recursion:

$$W_1 = C_{15}(X_{26} - X_{46}) + X_{26}(C_{25} + C_{35})$$

(3.21)

and

$$W_2 = C_{14} X_{46} - C_{15}(X_{26} - X_{46}) - C_{25} X_{26} - C_{35} X_{26}$$

(3.22)

Result (3.20) is identical to the fourth term in the sum (2.20), as can be easily checked. Similar computations give other terms. For instance term $\mathcal{A}_{1234} \times \mathcal{A}_{465}$ now reads:

$$\frac{C_{13}(C_{15} + C_{25} + C_{35})(C_{14} + C_{15} + C_{24} + C_{25})^2}{X_{14} X_{46} Y_{13}^{14} W_3} + \frac{C_{13}(C_{15} + C_{25} + C_{35})(C_{14} + C_{15} + C_{24} + C_{25})^3}{X_{14} Y_{13}^{21} Y_{15}^{14} W_3}
$$

(3.23)

where the spurious pole

$$W_3 = C_{14}(C_{13} X_{46} + C_{15}(X_{36} - X_{26}) - C_{25} X_{26} + C_{25} X_{36} - C_{35} X_{26} + C_{35} X_{36}) + C_{15}(C_{13} X_{46} - C_{24} X_{26} - 2 C_{25} X_{26} + C_{25} X_{36} - C_{35} X_{26} + C_{35} X_{36}) - (C_{24} + C_{25})(-C_{13} X_{46} + C_{25} X_{26} + C_{35} X_{26}) + C_{15}^2(X_{36} - X_{26})
$$

(3.24)

Note that this is a cubic spurious pole, as opposed to $W_1$, $W_2$ and $Y$’s which are all quadratic. In the sum this spurious pole is canceled, and one gets a result identical to the second term in (2.20).
**case** $n = 7$ We now move to the next case, $n = 7$. The $n = 7$ associahedron is a 4–dim polytope with 14 3–dim facets: 7 of them are $n = 6$ associahedra $\mathcal{A}_3$ ($X_{13}, X_{16}, X_{24}, X_{27}, X_{35}, X_{46}, X_{57}$), and 7 are pentagonal prisms $\mathcal{A}_2 \times \mathcal{A}_1$ ($X_{14}, X_{15}, X_{25}, X_{26}, X_{36}, X_{37}, X_{47}$).

This polytope has 42 vertices. The “BCFW” representation of the amplitude reads

$$A_{1...7}(X, C) = \sum_{i_1,j_1} \sum_{i_2,j_2} \sum_{a} [Z^{(0)}, Z^{(0)}_{i_1,j_1}, Z^{(2)}_{i_2,j_2}, Z_a, Z_{a+1}]$$

(3.25)

Each term is a canonical function of a 4–dim simplex. Take the usual basis $\{X_{27}, X_{37}, X_{47}, X_{57}\}$, and the first sum is over 10 terms. Each of them is again a sum of several "R-invariants".

To illustrate the structure in the sum, let’s look at one term $\mathcal{A}_2 \times \mathcal{A}_1$, which is the contribution from $\hat{X}_{36} = 0$. This facet $X_{36}$ is of the form:

$$\text{Facet } X_{36} \text{ of the } n = 7 \text{ associahedron}$$

and we can choose the origin of the second step, $Z^{(1)}_{36}$, to be the vertex $X_{27}X_{35}X_{36}X_{37}$.

Amplitude of this term is then a 9–term sum:

$$[Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{46}, Z_1, Z_2] + [Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{46}, Z_2, Z_3] + [Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{46}, Z_3, Z_4]$$

$$+ [Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{13}, Z^{(2)}_{16}, Z_2] + [Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{13}, Z_2, Z_1] + [Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{16}, Z_2, Z_3]$$

$$+ [Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{16}, Z_3, Z_2] + [Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{26}, Z_3, Z_4] + [Z^{(0)}, Z^{(1)}_{36}, Z^{(2)}_{26}, Z_4, Z_3]$$

(3.26)

where we can easily compute the coordinate of all the vertices appeared:

$$Z^{(0)}_{46} : X_{27}X_{37}X_{47}X_{57}, Z^{(2)}_{46} : X_{27}X_{37}X_{36}X_{46}, Z_1 : X_{13}X_{37}X_{36}X_{46}, Z_2 : X_{13}X_{16}X_{36}X_{46},$$

$$Z_3 : X_{16}X_{26}X_{36}X_{46}, Z_4 : X_{27}X_{26}X_{36}X_{46}, Z^{(2)}_{13} : X_{13}X_{37}X_{36}X_{35}, Z^{(2)}_{16} : X_{13}X_{16}X_{36}X_{35},$$

$$Z^{(2)}_{26} : X_{16}X_{26}X_{36}X_{35}, Z_5 : X_{27}X_{26}X_{36}X_{35}$$

A straightforward but tedious computation gives explicit result of this term, and similarly the entire amplitude $A_{1,2,...,7}$.

**case** $n = 8$ With no difficulty one can proceed to higher points, e.g. the BCFW representation for amplitude with $n = 8$ reads:

$$A_{1...8}(X, C) = \sum_{i_1,j_1} \sum_{i_2,j_2} \sum_{i_3,j_3} \sum_{a} [Z^{(0)}, Z^{(1)}_{i_1,j_1}, Z^{(2)}_{i_2,j_2}, Z^{(3)}_{i_3,j_3}, Z_a, Z_{a+1}]$$

(3.27)

whose amplituhedron is an 5–dim associahedron with 20 4–dim facets. 8 of them ($X_{13}, X_{17}, X_{24}, X_{28}, X_{35}, X_{46}, X_{57}, X_{68}$) are associahedra $\mathcal{A}_4$; 8 $\mathcal{A}_1 \times \mathcal{A}_3(X_{14}, X_{16}, X_{25}, X_{27}$,
and rest of them \((X_{15}, X_{26}, X_{37}, X_{48})\) are \(\mathcal{A}_2 \times \mathcal{A}_2\). The first sum is then over 15 terms, as 5 facets are chosen as basis.

### 3.3 Properties of the spurious poles

Before closing, let’s briefly discuss the spurious poles one may encounter in various steps of the recursion in (3.14), which are internal facets of a triangulation. We have already seen that besides the spurious poles in the first step, which we have denoted as \(Y_{ij}^{kl}\), spurious poles that are introduced in the latter steps are generally different. Of course, now we see that all the poles (physical and spurious) in (3.14) are always of the form:

\[
<YZ_1...Z_{n-3}>
\]

(3.28)

up to a overall factor, where \(Y = (1, X)\) is the vector made up by the basis \(X\)'s, and all the \(n - 3\) \(Z\)'s in (3.28) should be selected from the vertices of a simplex. If \(Z^{(0)}\) doesn’t appear in (3.28), the pole will be physical. Otherwise, (3.28) is generically a spurious pole, but it can also be a physical one if the facet spanned by those \(Z\)'s turns out to be an external facet. It is easy to see that for any \(n\), the spurious poles are at most \((n - 3)\) power in \(X\)s and \(C\)'s as they are derived from \((n - 3)\)-order determinants.

**case** \(n = 6\)  
Spurious poles which cannot be represented by \(Y_{ij}^{kl}\) first appear when \(n = 6\). There are not only \(\hat{X}_{ij}(z_{kl})\)s (for example the pole \(W_2\)), but also poles of third power in \(X_{ij}\)s (\(W_3\), for instance). Generally, all the spurious poles in \(n = 6\) situation are quadratic or cubic: one can easily check that when \(Z_{ij}^{(1)}\) is separated from \(Z^{(0)} = X_{26}X_{36}X_{46}\) by only one edge, we have only quadratic pole, but otherwise we can have cubic poles.

**case** \(n = 7\)  
Now we extend the discussion to \(n = 7\). Without losing generality, we choose the simplex below to illustrate the property.

\[
\text{upside} : X_{46} \quad X_{26} \quad X_{16} \\
\text{downside} : X_{35}
\]

Facet \(X_{36}\) of the \(n = 7\) associahedron and the simplex we choose (with extra vertex \(X_{27}X_{37}X_{47}X_{57}\))

where the points appear in the representation of "R-invariants" are chosen as:

\[
Z_\ast : X_{27}X_{37}X_{47}X_{57}, \ Z_0 : X_{27}X_{37}X_{35}X_{36}, \ Z_1 : X_{13}X_{36}X_{37}X_{46}, \ Z_2 : X_{26}X_{27}X_{36}X_{46}, \ Z_3 : X_{16}X_{26}X_{36}X_{46}
\]
Thereby the poles produced by "R-invariant" $[Z_0, Z_1, Z_2, Z_3]$ finally read:

$$U_1 = (C_{35} + C_{36})(- (C_{13} + C_{14} + C_{15} + C_{16})(X_{37}C_{16} + C_{26} + C_{36} + C_{46}) - X_{57}(C_{16} + C_{26}))$$
$$- (C_{36} + C_{46})(C_{16}X_{27} - C_{16}X_{37} + C_{26}X_{27}))$$
$$- (C_{36} + C_{46})(- (C_{13} + C_{14} + C_{15} + C_{16})(C_{16}X_{37} - C_{16}X_{47} + C_{26}X_{37} - C_{26}X_{47} + C_{36}X_{37}) - C_{36}(C_{16}X_{27} - C_{16}X_{37} + C_{26}X_{27}))$$  \hfill (3.29)

$$U_2 = (C_{35} + C_{36})(- C_{26}(X_{37}(C_{36} + C_{46}) - X_{57}(C_{16} + C_{14} + C_{15} + C_{16}))$$
$$- X_{37}(C_{26} + C_{36} + C_{46})(C_{13} + C_{14} + C_{15} + C_{16}))$$
$$- (C_{36} + C_{46})(X_{37}(C_{26} + C_{36})(- (C_{13} + C_{14} + C_{15} + C_{16}))$$
$$- C_{26}(C_{36}X_{27} - X_{47}(C_{13} + C_{14} + C_{15} + C_{16})))$$  \hfill (3.30)

two quartic poles and:

$$U_3 = C_{26}(C_{35}(X_{57} - X_{37}) + C_{36}X_{57} - C_{36}X_{47} + C_{46}X_{37} - C_{46}X_{47}) + C_{35}(C_{36} + C_{46})(X_{27} - X_{37})$$  \hfill (3.31)

$$U_4 = C_{36}(X_{57} - X_{47}) + C_{46}(X_{37} - X_{47})$$  \hfill (3.32)

a cubic pole and a square pole. All these spurious poles now are up to the forth power in $X_{ij}$, also all the spurious poles produced by the recursion when $n = 7$. Those quartic poles only appear when coordinates for two vertices differ in at least two components, otherwise they only contribute an overall factor when taking the determinant, which is canceled by the numerator and gives lower-order poles.

4 Discussions

In this note we have derived a recursion relation, which is similar to the BCFW one, for tree-level amplitudes in bi-adjoint $\phi^3$ theory, which directly corresponds to triangulations of the kinematic associahedron underlying the amplitude. The key ingredient is a one-parameter deformation in $n-3$ independent kinematic variables, $X_{ij} \to z X_{ij}$, while keeping all constants defining the subspace, $C_{ij}$, undeformed. With a suitable prefactor such that there is no pole at $z = 0$ or $z = \infty$, the amplitude is then a sum of residues at finite $z$ which factorize into lower-point amplitudes/associahedra. This gives a partial triangulation into $(n-2)(n-3)/2$ polytopes by connecting the origin to all remaining facets, each corresponding to a factorization channel. By applying the recursion $n-3$ times, we have a solution which gives a full triangulation of the associahedron into simplices; each term is given by the canonical function of a simplex, in analogy with the “R invariant” of $\mathcal{N} = 4$ SYM amplitude. Different ways for choosing the origin in each step give all triangulations of the associahedron, including “inside” and “outside” ones, and the general formula gives explicit results for all of them.

These “BCFW” representations of the $\phi^3$ amplitude make certain properties of the amplitude manifest, such as projectivity and “soft limit”, which are obscured in Feynman diagrams. Recall that each BCFW term/cell of amplituhedron in $\mathcal{N} = 4$ SYM enjoys the
Yangian symmetry (c.f. [20]), and it is highly desirable to see if other non-trivial properties or symmetries can be made manifest in our representation. We have focused on $m(\alpha|\beta)$ with $\alpha = \beta$, but since our recursion relation applies to the canonical form, $\Omega(\mathcal{A}_{n-3})$, we can get similar representation for general $m(\alpha|\beta)$ by e.g. pullback to the subspace with a different ordering. Geometrically they correspond to degenerate cases where some vertices are taken to infinity, whose triangulations can be worked out similarly. It would be interesting to relate our construction to that of [21]. Furthermore, an important open question is to study recursion relations for loop integrands of the theory, in particular at one-loop they should be related to triangulations of the halohedron in [22].

One can also consider recursion relations beyond amplitudes in bi-adjoint $\phi^3$ theory. For example, can we find similar recursion relations for scalar amplitudes with quartic or higher-order vertices? More importantly, can we apply our recursion to amplitudes in general massless theories, such as Yang-Mills and non-linear sigma model? If we naively apply the one-parameter deformation, generically there is a pole at infinity since the kinematic numerators now also depend on $z$. However, if we distinguish $k \cdot k$ in the numerators from the poles $X_{i,j}$ and only deform the latter (see discussions in [1]), we immediately obtain recursion relations for these theories as well. It is not clear to us yet in practice how useful would such recursion relations be, and we leave these issues for future investigations. It would also be very interesting to compare our recursion for $\phi^3$ theory with other recursion relations for scalar theories, such as that for special effective field theories [23], which may hint at possible geometric structures underlying those amplitudes.

Last but not least, let’s comment on some results that have not been discussed in the main text. As is familiar from the amplituhedron story, while BCFW representations can be obtained from triangulating the associahedron, one gets local representations by considering triangulations of the dual; for completeness, we collect explicit formulas for them in appendix A. Moreover, essentially the same recursion relations can be derived for the canonical form/function of Cayley polytopes in kinematic space [18], which are also sum of cubic trees. We present such recursions that also give triangulations of Cayley polytopes (with an example for permutohedron) in appendix C. It would be interesting to further explore triangulations of more general polytopes, and possible relations with Jeffrey-Kirwan residues [24] and generalized associahedra [25].
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A Coordinates and triangulations

In this appendix we collect results for the coordinate for vertices of the associahedron and those of the dual associahedron. As we use the former for triangulation in the main text, here we use the former to give local representation of the amplitude from triangulation of the dual associahedron.

Coordinate for cubic trees from mutations

We have already explained how to obtain the coordinate for any vertex, or cubic tree, by solving linear equations. It turns out that the result has a very interesting pattern, which allows one to directly read it off by considering how the cubic tree is obtained from an initial one via a series of mutations. We use a 5–point example to illustrate this procedure. Firstly, we choose $X_{25} - X_{35}$ as the basis, then the cubic tree:

```
  1  2(x)  3(y)  4
    /     \\    \\    \\
   5     5     5
```

will be the origin. Note that when draw the cubic trees, we will always put the 5th-particle as the stem and the 1st and 4th-particles as the first and the last leaf. So that only the two leaves between them could move. Similarly the $n$–particles case, $n - 3$ of whose leaves could be muted. We assign coordinates $(x, y)$ (or $(x_1, ..., x_{n-3})$ for $n$–case) respectively to the 2nd and 3rd leaves.

Now we define a mutation rule of the tree and respectively the coordinate as:

1) Every bare leaf could be muted between the crotch held by the nearest lower node. After the mutation, the new node the leaf found should also be next to the lower node.

2) When one mutation is done, the corresponding component of the coordinates will plus (right to left) or minus (left to right) a linear combination of $C_{ij}$'s, whose first index $i$ are selected from the LHS indexes and the second index $j$ from the RHS.

This rule defines all the coordinates. The figure below is the example when $n = 5$: 
A similar operation gives us the coordinates of the 6–points cubic trees. For example, if we want to obtain the coordinates of the tree (vertex $X_{14}X_{24}X_{46}$ of the associahedron):

We do the following mutation:
Triangulation of the dual and local representation

Here we present local representations of the amplitude by triangulating the dual associahedron. Note that this has been done in [1], but we work these out more explicitly here for completeness. Since the dual associahedron is a simplicial polytope, its triangulation can be trivially done by connecting a vertex (or a facet of the associahedron) to all other vertices. Recall that once a basis is chosen, our basic formula $X_{a,b} = X_{a,b}^0 + c_{a,b}$ can be equivalently written as

$$X_{a,b} = Y \cdot W_{a,b} \quad (A.1)$$

where $Y = (1, X)$ and $W_{a,b}$ is nothing but the coordinate of this vertex in the dual associahedron. For example, for $n = 6$ with $Y = (1, X_{26}, X_{36}, X_{46})$, we can easily work out all the $9 W_{a,b}$’s, and we will use the following two shortly:

$$W_{13} = (C_{13} + C_{14} + C_{15}, -1, 0, 0), \quad W_{25} = (C_{25} + C_{35}, 1, 0, -1) \quad (A.2)$$

The amplitude $A_{123\cdots n}$ can be written as the volume of the dual associahedron, $\mathcal{A}^*$; the latter can be written as a sum of volume of simplices, which are formed by a reference point $W_0$ and all facets (or vertices of the associahedron) $Z$:

$$Vol(\mathcal{A}^*) = \frac{1}{Y \cdot W_0} \sum Z \cdot W_0 \prod_{a=1}^{n-3} Y \cdot W_{i,a} \quad (A.3)$$

where we denote the $n-3$ vertices of the facet $Z$ as $W_{i,a}$, for $a = 1, \cdots, n-3$; all the poles are of the form $Y \cdot W_{i,a} = X_{i,a}$, which is why this gives the local representation for the amplitude.

For instance, the result of $n = 5$ situation, applying the coordinates of the vertices, is immediately:

$$Vol(\mathcal{A}^*) = \frac{1}{X_{13}} \left( \frac{C_{13}}{X_{14}X_{24}} + \frac{C_{13} + C_{14}}{X_{25}X_{24}} + \frac{C_{13} + C_{14}}{X_{25}X_{35}} \right) \quad (A.4)$$

Things go a little bit more complicated when number of particles rises: the number of terms may vary between different references.
Let’s turn to the 6–points examples. Firstly, choose $W_{13}$ as a reference:

$$
\begin{align*}
V_{0}(\mathcal{A}^{*}) &= \frac{1}{X_{13}} \left( \frac{C_{13} + C_{14}}{X_{13}X_{15}X_{26}} + \frac{C_{13} + C_{14}}{X_{15}X_{25}X_{26}} + \frac{C_{13} + C_{14} + C_{15}}{X_{14}X_{46}X_{24}} + \frac{C_{13} + C_{14} + C_{15}}{X_{24}X_{25}X_{26}} ight) \\
&\quad + \frac{C_{13} + C_{14} + C_{15}}{X_{26}X_{35}X_{36}} + \frac{C_{13} + C_{14} + C_{15}}{X_{26}X_{35}X_{36}} + \frac{C_{13} + C_{14}}{X_{13}X_{25}X_{35}} \\
&\left( A.5 \right)
\end{align*}
$$

Changing to another reference, for instance $X_{25}$, the result reads:

$$
\begin{align*}
V_{0}(\mathcal{A}^{*}) &= \frac{1}{X_{25}} \left( \frac{C_{13} + C_{14}}{X_{13}X_{14}X_{15}} + \frac{C_{13} + C_{14}}{X_{13}X_{35}X_{15}} + \frac{C_{13} + C_{14} + C_{15} + C_{25}}{X_{13}X_{35}X_{36}} + \frac{C_{14}}{X_{24}X_{14}X_{15}} \\
&\quad + \frac{C_{13} + C_{14} + C_{15} + C_{25}}{X_{13}X_{36}X_{46}} + \frac{C_{13} + C_{14} + C_{15} + C_{25}}{X_{13}X_{36}X_{46}} + \frac{C_{25} + C_{35}}{X_{26}X_{36}X_{46}} + \frac{C_{25} + C_{35}}{X_{24}X_{26}X_{46}} \\
&\left( A.6 \right)
\end{align*}
$$

It could be spotted that the number of the terms has varied as edges of the facets also vary in number. All these results however are non-trivially equal.

**B  Explicit results for $n = 6$ amplitude from recursion**

We list the numerators of every terms in the first step recursion for $A_{1,2,...,n}$:

$$
\begin{align*}
N_{13} &= -(X_{13} + X_{26})(-X_{36}(X_{15}X_{13}^{2}(-X_{46}) + X_{13}X_{26}(X_{36} - 2X_{46}) + X_{26}^{2}X_{35}) \\
&\quad + X_{46}(X_{13}X_{14}X_{35} - X_{36}) + X_{13}X_{26}(X_{35} - X_{46}) + X_{26}^{2}X_{35})) \\
&\quad - X_{14}X_{26}(X_{15}(X_{13}X_{36} + X_{26}(X_{35} + X_{46})) + X_{46}(X_{26}X_{36} - X_{13}(X_{35} - 2X_{36} + X_{46})))) \\
&\quad \left( B.1 \right)
\end{align*}
$$

$$
\begin{align*}
N_{14} &= -X_{36}(X_{14} + X_{36})(X_{15} + X_{46})(X_{13} - X_{14} + X_{24})(2X_{14} - 2X_{15} - X_{24} + 2X_{25} - X_{26} + X_{36}) \\
&\quad \left( B.2 \right)
\end{align*}
$$

$$
\begin{align*}
N_{15} &= -(X_{15} + X_{46})^{3}(X_{46}(X_{13} - X_{14} + X_{24})(X_{24} - X_{25} + X_{35})(X_{15}(X_{26} - X_{36}) + X_{24}X_{46}) \\
&\quad + (X_{14} - X_{15} - X_{24} + X_{25})(X_{15}X_{36} - X_{46}(X_{13} + X_{24}))(X_{15}(X_{46} - X_{26}) - X_{46}(X_{24} + X_{35}))) \\
&\quad \left( B.3 \right)
\end{align*}
$$

$$
\begin{align*}
N_{24} &= (X_{24} - X_{26} + X_{36})(X_{26} - X_{36})(X_{25} - X_{26} + X_{46})(X_{14} - X_{15} - X_{24} + X_{25}) \\
&\quad (X_{24}(X_{26} - X_{46}) + X_{25}(X_{36} - X_{26})) + (X_{15} - X_{25} + X_{26})(X_{24}X_{26} - (X_{25} + X_{16})(X_{26} - X_{36})) \\
&\quad (X_{14}(X_{26} - X_{36}) + X_{24}(-X_{26} + X_{36} + X_{46}) + X_{25}(X_{26} - X_{36})) \\
&\quad \left( B.4 \right)
\end{align*}
$$

$$
\begin{align*}
N_{25} &= (X_{26} - X_{46})(X_{15} - X_{25} + X_{26})(-X_{24} + X_{25} - X_{35})(X_{25} - X_{26} + X_{46})^{2} \\
&\quad \left( B.5 \right)
\end{align*}
$$

$$
\begin{align*}
N_{35} &= -(X_{35} - X_{36} + X_{46})(-X_{36} - X_{46})(X_{13} - X_{15} + X_{25})(X_{35}X_{46}(X_{25} - X_{45} + X_{36}) \\
&\quad + X_{15}(X_{36} - X_{46})(X_{25} - X_{35} + X_{36} - X_{26}X_{35}) + X_{26}(X_{35}^{2} - 2X_{35}X_{36} + X_{36}^{2} - X_{36}X_{46})) \\
&\quad -(X_{15} - X_{25} + X_{26})(X_{15}(X_{36} - X_{46}) + X_{35}X_{46})(X_{36} - X_{46})(X_{25} - X_{35} + X_{36}) - X_{26}X_{35}) \\
&\quad \left( B.6 \right)
\end{align*}
$$
C Cayley polytopes

Finally, we extend our discussion to general Cayley polytopes [18].

Construction and canonical function of the polytopes

Cayley polytopes are natural generalization of associahedron which can be constructed from a labelled tree with nodes \(\{1, 2, \ldots, n-1\}\). In particular, while the associahedron is a Cayley polytope from a linear tree (or Hamiltonian graph), the permutohedron is a Cayley polytope constructed from a star-shaped tree. In kinematic space, any such Cayley polytope can be obtained as the intersection of a positive region and a \(n-3\)-dim subspace very similar to the associahedron. The canonical form/function is again given by sum over cubic trees, though more general than just the planar ones. For example, an \(n=5\) permutohedron constructed from the tree:

\[
\begin{align*}
1 & \quad 2 \quad 3 \\
4 & \\
\end{align*}
\]

can be defined as the intersection of a region with

\[
s_{12}, s_{23}, s_{24}, s_{123}, s_{124}, s_{234} \geq 0
\]

and a two-dimensional subspace defined by

\[
\begin{align*}
s_{124} &= s_{12} + s_{24} - c_{14} \\
s_{234} &= s_{23} + s_{24} - c_{34} \\
s_{123} &= s_{12} + s_{23} - c_{13} \\
s_{123} + s_{124} + s_{234} &= s_{12} + s_{23} + s_{24}
\end{align*}
\]

So that the \(n=5\) permutohedron is a hexagon in 2–dim. Without losing generality, like what we did in the situations of associahedron, one can choose a compatible pair of these Mandelstams, for example \(s_{12}\) and \(s_{123}\), as basis to express the others. The coordinates for all the vertices of this polygon could then be gained after solving 6 pairs of linear equations, which finally leads to a polygon:

\[
\begin{align*}
(c_{14}, c_{14} + c_{34}) & \quad (c_{13} + c_{14}, c_{14} + c_{34}) \\
(0, c_{34}) & \quad (c_{13} + c_{14}, c_{14}) \\
(c_{13}, 0) & \quad (0, 0)
\end{align*}
\]

the coordinates for vertices and the triangulation of \(n=5\) permutohedron
After we obtain the coordinates of the vertices, a direct "inside" triangulation could also be applied to the hexagon to derive its canonical function:

\[
A_5 = \frac{c_{14}c_{34}}{s_{12}s_{124}(c_{14}(s_{12} - s_{123}) + c_{34}s_{12})} + \frac{c_{13}(c_{14} + c_{34})^2}{s_{24}(c_{14}(s_{123} - s_{12}) - c_{34}s_{12})(c_{13}s_{123} + c_{14}(s_{123} - s_{12}) - c_{34}s_{12})}
+ \frac{c_{13}c_{14}}{s_{234}(c_{13}s_{123} + c_{14}(s_{123} - s_{12}))(c_{13}s_{123} + c_{14}(s_{123} - s_{12}) - c_{34}s_{12})}
\]

(C.6)

Recursion relation for the canonical functions

Like what happens in associahedra case, the canonical functions of Cayley polytopes also factorize at certain physical poles \( s = 0 \), which are in one-to-one correspondence with the subgraphs of the tree the whole polytope constructed from. At each pole \( s_I \), the tree correspondingly factorizes into two pieces: the subgraph corresponds to \( s_I \) itself and the rest part of the whole tree when this subgraph degenerate to a point. Rescaling those \( s_I \) chosen as basis to \( z \cdot s_I \) similarly, the function could then be expressed by a sum over the canonical functions of smaller trees as:

\[
A_n = \sum_{\text{subgraphs } s_I \text{ except basis}} z_{s_I}^{n-3} A_{s_I} \times A_{R_I} \quad \text{(C.7)}
\]

where the sum is over all the Mandelstam variables appear in the tree except those basis, and \( z_I \) stands for the solve of \( \hat{s}_I(z) = 0 \). Canonical functions of the factorized trees are noted as \( A_{s_I} \) and \( A_{R_I} \) on the RHS. They are functions of \( z_I \). It is easy to see that the relation (2.9) is just a special case of (C.7), and (C.7) also gives a full triangulation of the Cayley polytope.

Take one term of \( n = 5 \) permutohedron, such as \( \hat{s}_{124} = 0 \), as an example. The Cayley tree accordingly breaks into two parts, an \( \mathcal{A}_I \) and an \( \mathcal{A}_0 \) (trivial). With the result of \( \mathcal{A}_I \), the term then reads:

\[
\frac{z_{124}^2}{s_{124}} \left( \frac{1}{s_{12}} + \frac{1}{s_{24}} \right) = \frac{c_{14}c_{34}}{s_{12}s_{124}(c_{14}(s_{12} - s_{123}) + c_{34}s_{12})}
\]

which is the first term in the canonical function result. Other terms can be obtained likewise.
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