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Abstract

We propose a general purpose active learning algorithm for structured prediction – gathering labeled data for training a model that outputs a set of related labels for an image/video. Active learning starts with a limited initial training set, then iterates querying a user for labels on unlabeled data and retraining the model. We propose a novel algorithm for selecting data for labeling, choosing examples to maximize expected information gain based on belief propagation inference. This is a general purpose method and can be applied to a variety of tasks/models. As a specific example we demonstrate this framework for learning to recognize human actions and group activities in video sequences. Experiments show that our proposed algorithm outperforms previous active learning methods and can achieve accuracy comparable to fully supervised methods while utilizing significantly less labeled data.

1. Introduction

Consider the activity recognition problem depicted in Fig. 1. Gathering large quantities of labeled data can lead to accurate classifiers that can predict what each person is doing and the overarching activity taking place in a scene. However, naive approaches for labeling training data would be inefficient. Video data have significant redundancy; it seems unnecessary to label every single person in each frame of each video. Further, action categories vary significantly in frequency and intra-class variation. If images were selected randomly for labeling, copious quantities of similar walking poses would likely result. Finally, contextual inference that utilizes relationships between people in a scene should be accounted for when deciding whether a sample is necessary for learning.

For these reasons, we focus on active learning for building labeled datasets in structured prediction. In our framework the active learner benefits from partially labeled data. For example, in the task of activity recognition, we have video frames consisting of multiple people with both individual action and overarching activity labels. Our proposed algorithm selects which people and scenes would be most informative to label. This allows labeling effort to hone in on the most important examples – such as unusual poses, categories with intra-class variation, key people in scenes, or ambiguous overarching scene labels.

While we demonstrate our active learning algorithm on human activity recognition, we note that structured prediction is a common task in computer vision. A variety of methods and algorithms have been developed in this vein. Recently, a number of approaches encode graphical model-style structured prediction inference within modern deep neural networks [40, 35, 11, 5]. Our algorithm follows in this line, showing that a novel criterion for active learning can result in highly effective inference for structured prediction with these state of the art techniques.

Active learning has deep roots within the vision/learning literature. The key ingredient of an active learning alg-
algorithim is the selection strategy used to choose which un
labeled examples to label. Although active learning has
substantial literature, there has been limited work on ac-
tive learning for structured prediction. Standard methods
include uncertainty based sampling [20, 19], margin based
sampling [38], expected model change [30, 37], and query-
by-committee [31]. For example, a typical uncertainty
based approach [20] would calculate the entropy of all the
people in a scene separately and choose the ones with the
highest entropy.

We argue that considering the relationships between
nodes in a graph for predicting the probability distribution
of the nodes can lead to significant improvements in the se-
lection strategy. In this paper, we propose a novel active
learning criterion that exploits the structure of the graphical
model and selects the most informative data based on how
much information they provide to the whole graph. More
specifically, it estimates how much the average entropy of
the graph would be reduced if we “knew” the label of a par-
ticular node in the graph. This idea is operationalized within
our proposed active learning algorithm.

The main contributions of this paper are (1) introduc-
ing a novel expected structured entropy reduction as a sam-
ple selection criterion for active learning, (2) developing an
inference machine based on deep neural networks for effi-
ciently computing this criterion, and (3) demonstrating the
effectiveness of this algorithm for labeling data for human
activity recognition.

2. Related Work

In this paper we develop a novel approach for active
learning in structured prediction, applied to human activity
recognition. Each of these areas has seen substantial
amounts of previous work. Below, we briefly review closely
related previous work in each of these areas.

Active Learning: A large number of methods and applica-
tions of active learning have been explored. Active learn-
ing has been used for many tasks such as image classifi-
cation [21], categorization of images and objects [14, 12],
video segmentation [7, 8], and discovery of human inter-
actions [16]. Another prominent use case is labeling large
video or image datasets [39, 4, 38, 25].

There are numerous methods to measure the informa-
tiveness of samples. Entropy [32] is a standard measure, which
has been used in many applications. For example, Holub et
al. [9] developed a measurement based on minimum ex-
pected entropy. Varadarajan et al. [36] measure entropy re-
duction over the whole dataset. An alternate uncertainty
criteria is least confidence, where the learner queries the
instance that has the lowest probability for its most likely
label [29]. Roth and Small [24] use the margin between the
two most probable classes as an uncertainty measure. Sun et
al. [34] estimate the joint distribution in a histogram-based
method, however full supervision is needed, which could be
expensive.

All these methods require the user/oracle to fully label
an instance. However, we are interested in structured pre-
diction tasks. Recent active learning methods that use par-
tially labeled data include Luo et al. [20], in which the en-
tropies of the marginal distributions are computed using be-
ief propagation. Vezhnevets et al. [37] measured the (dis-
crete) count of changes in labels of the nodes in a CRF, re-
training the model for each instance and every possible la-
bel, on each iteration. We build on these approaches, by tak-
ing into account relations between examples, and select in-
stances based on how much information they can provide to
other examples as well. Further, rather than counts, we in-
stead we measure expected entropy change which is a more
informative, continuous value, within a more efficient belief
propagation paradigm.

Structured Prediction: Many computer vision problems
involve a set of output variables with relations among them.
Structured prediction has a long history and recently has
been addressed using deep learning. Zheng et al. [40] de-
sign a network called CRF-RNN which is basically a CRF
that is formulated with Gaussian pairwise potentials, train-
able in an end-to-end manner. Tompson et al. [35] build a
model consisting of a MRF and a CNN that are jointly
trained to exploit relationships between body parts for hu-
man pose estimation. Deng et al. [6] propose to represent
factor graph in deep learning to model group activities. Jain
et al. [11] use a generic method to train spatio-temporal
graphs in a deep learning framework. Deng et al. [5] pro-
pose a sequential inference model in an RNN framework
that is motivated by the traditional message passing in-
ference algorithm. They utilize gates on edges between
graph nodes to learn the structure of a graph. Our proposed
method utilizes Deng et al.’s inference RNN-based infer-
ce technique.

Activity Recognition: In our work we focus on recogniz-
ing human actions and overarching group activities taking
place in a scene. Previous work on this topic has shown that
modeling this problem as a form of graphical model
helps in providing contextual information for recognizing
individual and group activities [1, 18, 26, 2, 27, 23]. Lan et
al. [18] used latent variables in a max margin framework to
find the most discriminative structure for the scene. Amer
et al. [1] used grouping nodes to achieve the same goal.
Shu et al. [33] utilized AND-OR graphs to recognize events
and assign roles to the engaged people in noisy tracklets.
Khamis et al. [15] combined track-level and frame-level in-
formation for the task of action recognition. Ramanathan et
al. [22] use attention models to focus on the key player in
sports videos. Deng et al. [5] used Recurrent Neural Net-
woks to learn the structure of the people in a scene. In
this work we propose a general active learning method for
selecting the most informative nodes in structured data. Activity recognition methods can benefit from our approach since annotating videos/images with a full set of action and activity labels is time-consuming.

3. Active Learning for Structured Prediction

Successes in visual recognition hinge on the availability of quantities of labeled training data. Acquiring these labeled data efficiently is especially important in human activity recognition. Videos contain much redundant data, and significant structure exists amongst the people present in a scene. Leveraging information regarding the relationships between people and focusing labeling effort on more challenging categories present opportunities for efficiency.

Consider the example images in Fig. 2. Knowing that the action of one person in this scene is walking will assist in labeling other people in the scene. As another example, consider the volleyball scenes depicted in Fig. 6. Focusing labeling effort on rare, challenging classes such as spiking that help determine the group activity is advantageous.

We formalize our ideas within a typical active learning setting. We start with an initial labeled data set $\mathcal{L}$, and train a model. Next, we select for labeling additional data from an unlabeled pool $\mathcal{U}$. The learner will alternate between these two stages to build a progressively more accurate model. The key question we must answer is: which unlabeled instances from $\mathcal{U}$ should we choose to label?

In our work the data are a set of video frames, in which we wish to predict the actions of each person and the overarching group activity taking place. In this structured prediction task, good samples to label are ones about which we are uncertain, and will help to disambiguate many other labels. Hence, our goal is to design an active learning algorithm that annotates the right human actions / group activity labels to improve the learned classifier.

To quantify this we use expected reduction in entropy as our selection criterion. Entropy refers to uncertainty. For example, if an instance has similar probabilities for different labels it has a high entropy. An instance with low entropy means the model can determine the label of that instance with high confidence. We select the most informative instance(s) based on how much entropy is reduced.

This is a simple idea and similar ideas have been used before. However, structured prediction presents new challenges: how can we know how much labeling a particular unlabeled instance $y_u \in \mathcal{U}$ reduces the entropy? This is the challenge that we address in this work. In a naive solution, for all possible labels of $y_u$, a classifier is trained on $y_u \cup \mathcal{L}$ and the expected entropy is computed by taking a weighted average. Obviously, this is not feasible because it is time consuming (especially for deep learning) and secondly adding one datum is very noisy.

We address this challenge with an intuitive method based on belief propagation. In order to estimate the entropy if we knew the label of an unlabeled sample $y_u$, we consider it as an observation using every possible value for it, and perform belief propagation. Based on this intuition, for every unlabeled node $y_u$ we calculate the average entropy reduction and select the ones that have the largest entropy reduction. We explain the details of this method below.

3.1. Stage 1: Structured Prediction Model

In this section we introduce the formulation of the structured prediction model and how we connect it to the active
learning procedure.

We formulate our model as follows. Denote the image observations as \( X = \{x_i\} \) and the set of person action / group activity variables we want to model as \( Y = \{y_i\} \). We define a graphical model describing the distribution over variables \( Y \) conditioned on the observation \( X \):

\[
P(Y|X; \theta) = \frac{1}{Z_X} \prod_{f \in F} \phi_f(y_f, x_f; \theta_f) \tag{1}
\]

in which \( \theta \) are the parameters of the model, \( F \) is the set of cliques, \( y_f, x_f, \) and \( \theta_f \) are variables and parameters of a clique \( f \). We utilize graphs that connect each action / group activity label to its corresponding person / scene image features, and a fully connected graph of relations between all people and the group activity in each scene.

In our work we model all distributions using convolutional neural networks. These include potentials that relate image observations to action/group activity labels, and potentials over sets of action/group activity labels in an image.

Inference in this graphical model is conducted using a forward pass through the neural network, which imitates a fixed set of rounds of belief propagation over the graph \([5]\).

In this manner, we can estimate marginalized probability distributions \( P(y_i|X; \theta) \) over a particular variable, or likewise \( P(y_i|X, y_j = k; \theta) \) given a value for another label \( y_j \).

**Parameter Learning.** In active learning, we normally only have a part of the data labeled. Denote the labeled set as \( \mathcal{L} = \{y_l\} \). To learn the model parameters \( \theta \), we use the loss:

\[
\ell(\theta) = - \sum_{y_l \in \mathcal{L}} \log P(y_l = y_l^*|X; \theta) \tag{2}
\]

where \( y_l^* \) is the provided label for variable \( y_l \). This function minimizes the negative log likelihood of the correct classes for the labeled data.

Based on the above formulation, in the next section, we provide the details of how our active learning algorithm chooses new data to be annotated by the oracle.

### 3.2. Stage 2: Instance Selection Strategy

Our goal is to choose informative samples for labeling – samples which will help to reduce ambiguity in labels across entire scenes. The previous section described how we can conduct inference given values for certain nodes. We now utilize this to compute expected entropy reduction to determine the informativeness of samples.

Assume a frame requiring \( N \) labels (person actions + group activity) is given; for ease of notation we assume each can take \( T \) possible values (actions / group activity). We can obtain the probability distributions \( P(y_i|X; \theta) \) for each person and the group activity using the model from Sec. 3.1.

#### Algorithm 1 Compute Top \( K \) Most Informative Instances

1. **procedure** GetInstances(COUNT: int)
2.  
3.  
4.  
5.  
6.  
7.   
8.  
9.   
10.  
11.  
12.  
13.  
14.  
15.  

The entropy, \( H_i \), for the label \( i \) is defined as:

\[
H_i = - \sum_{j=1}^{T} P(y_i = j|X; \theta) \log P(y_i = j|X; \theta) \tag{3}
\]

where \( P(y_i = j|X; \theta) \) indicates the probability of assigning label \( j \) to the variable \( i \). The average entropy, \( \bar{H} \), of a graph with \( N \) nodes is the mean of the individual node entropies:

\[
\bar{H} = \frac{1}{N} \sum_{i=1}^{N} H_i \tag{4}
\]

**Expected average entropy.** In a graph \( g \) with some unlabeled nodes, in order to find the most informative node, we need to find the node that reduces the average entropy of the graph if its label is known. Computing the actual average entropy of the graph if we label an example is not possible. This is because the labels that would be given to examples are not known, and if a certain label is given to an example it impacts the entropy over other nodes in the graph. Therefore, we approximate it with the expected total entropy.
Figure 3: In the above graph node $m$ is unlabeled. In order to compute the average entropy of the graph if the label of node $m$ was given and equal to 2 we do the following. First set the label distribution of the node $m$ to $[0, 1, 0, 0, 0]$ ("2"). Then we perform inference using the current learned inference machine. This will produce the probability distributions of all nodes, $\hat{P}$. Then the average entropy is the mean entropy over all the nodes. In this figure the blue histograms are the action label distributions of the nodes obtained given the current model; and the green histograms are the probability distributions of the nodes after observing $m = 2$.

The key idea behind the expected average entropy is the following. Suppose we choose to ask a user to label node $i$ in graph $g$. We currently have a belief (probability distribution) over the possible labels the user could give us for this node. For each of these possible resultant labels, we can estimate the average entropy that would remain. This is done by running our structured prediction model while fixing the label of node $i$ to $j$ and run inference to obtain the probability distributions of all the other nodes. Then we compute the average entropy of the graph using Eqs. 3 and 4.

$$\hat{H}_j = -\frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \hat{P}(y_n = t) \log \hat{P}(y_n = t)$$

(5)

where $\hat{P}(y_m = t) \equiv P(y_m = t | X, y_i = j; \theta)$ is the probability of node $m$ having the label $t$, after fixing the label of node $i$ to $j$. We can compute $\hat{H}_j$ for all possible values of $j$ (label of the node $i$).

The expected average entropy $\bar{H}$ is defined as:

$$E(\bar{H}) = \sum_{j=1}^{T} P(y_j = j | X; \theta) \bar{H}_j$$

(6)

Fig. 3 illustrates this process. As a result, we can determine for each node $i$ in the graph, what we expect to happen if this node were chosen for labeling by the user.

**Expected Average Entropy Reduction.** Finally, we choose to label the node(s) $i$ that would result in the largest reduction in entropy. Denote by $\Phi$ the amount of information that nodes could provide to their graphs if labels are known. For a particular node $i$ in a graph $g$ we define the expected average entropy reduction as:

$$\Phi_i^g = \bar{H} - E(\bar{H}^i)$$

(7)

Then, to add the next $K$ training instances $S$ to our dataset, we get the top $K$ most informative nodes in all available graphs from $\Phi$ (which is a set of arrays, for every graph. $\Phi_i^g$ is computed for its nodes). This can be formulated as the following:

$$S = \text{ArgmaxTopK}(\Phi, K)$$

(8)

where ArgmaxTopK returns the positions of the top $K$ entries (corresponding to person or scene nodes) in $\Phi$.

**Summary.** The complete algorithm is as follows. Given a structured prediction model with parameters $\theta_t$, labeled set $L_t$, and unlabeled set $U_t$ at iteration $t$, our active learning process evaluates each node in $U_t$ by determining how much entropy reduction we expect to obtain by labeling it. We select a set of nodes $C_t \subseteq U_t$ for labeling by the user according to this criterion. These nodes are annotated and labeled/unlabeled sets are updated: $L_{t+1} = L_t \cup C_t$; $U_{t+1} = U_t \setminus C_t$. Then the structured prediction model is re-trained and new parameters $\theta_{t+1}$ obtained, and the process repeated. Algorithms 1 and 2 summarize this process. We provide a reference implementation in Caffe to enable reproduction of the results.

**4. Experiments**

We evaluated our method on the task of group activity recognition, which involves structured prediction of individual human actions and group activities. We utilize the Volleyball Dataset [10] and Collective Activity Dataset [3] to evaluate the performance of our method.

Below, we compare to other active learning methods, structured prediction baselines, and approaches based on entropy. We further analyze and interpret the performance of our method. The supplementary material contains details on training settings and results visualizations.
In order to verify the effectiveness of our method, we compared our model against baselines that: (1) utilize entropy in a non-structured prediction setting, (2) utilize alternative structured prediction criteria, and (3) standard active learning methods.

- **Separate Active (SA)** [20]: Select $K$ nodes, including person nodes and scene nodes, with the highest entropy. We implement their “Separate active” method using approximate belief propagation for inference.
- **Least Confidence (LC)** [29]: Among all the person/scene nodes in all the graphs (frames), select $K$ nodes.

\footnote{The accuracy versus added annotation is not a monotonically increasing function. Due to existence of multiple local optima, the accuracy of the model could decrease. Also there is a possibility that the model overfits to the given training set.}
nodes that the trained model has the lowest confidence in their most probable labeling.

- **Margin (M)** [24]: select the K nodes amongst all the nodes in the unlabeled pool that have the lowest margin between their two most probable labellings.
- **Expected Change (EC)** [37]: select the K nodes that has the highest expected number of changed labels.
- **Random Sampling (RND)**: randomly select a batch of nodes (persons and/or scenes) in all graphs (frames).

The Least Confidence [29] and Margin [24] algorithms are originally proposed for simple prediction but we extended them for our structured prediction task. We examine performance of these methods over iterations of active learning. To enable fair comparison, the same amount of data/annotations are given to all the methods.

We trained a base model with the same initial training set (which is a small portion of the whole training set) for each method, and then grow the labeled training set by actively selecting K annotations per iteration.

5. Results and Analysis

Below, we compare our method quantitatively to baselines and perform analysis of the results.

5.1. Quantitative Results

**Volleyball Dataset**: Figures 4a and 4b show the results of our method and baselines on the Volleyball Dataset. Our proposed method exhibits similar performance, focusing on scene labeling performance first, outperforming all baseline methods at this task and eventually outperforming all at action labeling as well.

**Collective Activity Dataset**: Figures 4c and 4d illustrate the comparison of our method against baselines on the Collective Activity Dataset. Note that performance on both individual action and group activity (scene) labeling are measured. Our method tends to focus its initial effort on labeling scenes, likely because of the gains in structured prediction performance that can be obtained in this manner. Overall, our method outperforms all baselines on this dataset on scene labeling and after a few iterations outperforms all baselines on action labeling as well.

The full details of Figure 4 and a table of the accuracy that each method has achieved at each iteration is reported in the supplementary material.

5.2. Comparison to Supervised Methods

For these datasets alternate approaches use all available data supervised. Our experiments show that our method can save $\approx 70\%$ of annotation cost yet achieve similar accuracy as the state-of-the-art supervised methods.

In terms of fully supervised methods, Deng et al. [5] achieved 74.0% scene accuracy on the whole training set (11,734 annotations) using the “untied version” of their method. Our method achieves comparable accuracy (74.8%) after 3 iterations of adding 500 annotations (in total 1500 extra annotations) (Table 1 right-side in the supplementary material). In other words, using 33% of the data the same accuracy is achieved. Higher accuracy (76%) is obtained after labeling $\approx 44\%$ of the data. This shows the potential for active learning-based methods for this task.

Ibrahim et al. [10] obtain 68.1% accuracy (the non-temporal model) using 44,294 training annotations. Using much less training data, e.g. $\approx 35\%$ of the data we can achieve results comparable to this fully supervised method.
Before After

Figure 6: Examples of chosen variables in the Volleyball dataset. Each row shows one pair of before/after an active learning iteration. Left image shows scene with current labels (ground truth in green box, incorrectly predicted labels in yellow box). Yellow arrow shows variable chosen for labeling by oracle by our method. Note that selection of group activity (scene annotation) in top 2 rows or actions of specific people (bottom 2 rows) help in correcting other labels afterwards.

5.3. Analysis

Analysis of Nodes Chosen: Figure 5a shows the number of scene and action nodes that have been selected by our active learner at each iteration. In the first few iterations, mostly scene nodes have been chosen for labeling and later on action nodes are selected. This makes intuitive sense given the impact that correct scene labels can have on the action labels in a video frame. The reason that our method doesn’t outperform baselines in terms of action accuracy at first is that almost no new action annotations are provided to the learner. But after choosing action nodes our method outperforms the baselines. The distributions of labeled action and scene classes at each iteration are illustrated in Figures 5b and 5c respectively. For the sake of comparison, the distribution of different classes in the whole training set is shown in the right side of Figures 5b and 5c.

There is an interesting observation in Figure 5b that 70% of the action labels belong to the standing action, which is ≈28,000 annotations. Looking at the distribution of the selected action labels in the first few iterations, the ratio of the standing action to other actions is significantly lower than its frequency in the dataset. This indicates that our algorithm considered this class as an easy class and a smaller number of instances were selected. On the other hand, only 1% of the training instances belong to the jumping class. Therefore the probability of choosing a sample from this class is below 1%. Nevertheless, our method has selected significantly more from the jumping class at each iteration, in order to model the relative complexity of this class.

Regarding the standing class, because the number of standing people is enormous compared to other classes, the probability of choosing this class is still higher; thus at each iteration more standing instances have been chosen compared to other classes such as jumping.

Effect of number of epochs in training: In this section we study how the number of epochs used in training affects the accuracy. For a given annotation set often the more epochs of stochastic gradient descent the better accuracy gets. There exist different work-flow patterns for acquiring labels from an oracle (e.g. Amazon Mechanical Turk). These include recruiting workers at sparse intervals, interleaving human labeling with model training, and concurrent training and labeling.

In a deep learning framework, usually with the right choice of learning rate and weight decay, the solver achieves higher accuracies if enough time is spent on training. However, in active learning, there might be some cases where user wait time is constrained and the interaction time between a user and the active learner is limited. In this case, less time should be spent on training. We have run experiments that show the performance of our method for different numbers of epochs of learning in between each active data labeling cycle. We have reported our results in Table 1.

In terms of running time, the bottleneck of our pipeline is the training part not the instance selection part. In each iteration of our experiments on the Volleyball Dataset, training for 60 epochs takes 1 hour (≈5 minutes for sample selection and ≈55 minutes for training) on a GeForce GTX 1080 in a Caffe implementation. There is an application-dependent trade-off based on worker recruitment, ramp-up, labeling time, etc. The results that we have provided for different numbers of epochs (running time) in Table 1, illustrate this accuracy-time trade-off.

6. Conclusion

In this paper, we presented an active learning approach for partially labeled structured prediction models that can be represented using graphical models. In our method, the initial models are built using a small training subset. Then, in an iterative manner we select a subset of people/scene labels to relearn better models. The selection strategy is based on...

---

2This depends on the setting, one could also use crowdsourced services where the “wait time” might involve different labelers and not be relevant.
a novel expected information gain criterion, which is computed from expected entropy reduction. Results demonstrate that our algorithm can improve upon baseline active learning approaches and achieve results competitive with fully supervised methods while using only a fraction of the labeled data.

References

[1] M. R. Amer, P. Lei, and S. Todorovic. Hirf: Hierarchical random field for collective activity recognition in videos. In *European Conference on Computer Vision*, pages 572–585. Springer, 2014.

[2] W. Choi and S. Savarese. A unified framework for multitarget tracking and collective activity recognition. In *European Conference on Computer Vision*, pages 215–230. Springer, 2012.

[3] W. Choi, K. Shahid, and S. Savarese. What are they doing?: Collective activity classification using spatio-temporal relationship among people. In *Computer Vision Workshops (ICCV Workshops), 2009 IEEE 12th International Conference on*, pages 1282–1289. IEEE, 2009.

[4] B. Collins, J. Deng, K. Li, and L. Fei-Fei. Towards scalable dataset construction: An active learning approach. In *European Conference on Computer Vision*, pages 86–98. Springer, 2008.

[5] Z. Deng, A. Vahdat, H. Hu, and G. Mori. Structure inference machines: Recurrent neural networks for analyzing relations in group activity recognition. In *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*. IEEE, 2016.

[6] Z. Deng, M. Zhai, L. Chen, Y. Liu, S. Muralidharan, M. Roshthkari, and G. Mori. Deep structured models for group activity recognition. In *2015 The British Machine Vision Conference (BMVC), 2015*.

[7] S. Dutta Jain and K. Grauman. Active image segmentation propagation. In *The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016*.

[8] A. Fathi, M. F. Balcan, X. Ren, and J. M. Rehg. Combining self training and active learning for video segmentation. In *Eds. Jesse Hoey, Stephen McKenna and Emanuele Trucco, In Proceedings of the British Machine Vision Conference (BMVC 2011)*, volume 29, pages 78–1, 2011.

[9] A. Holub, P. Perona, and M. C. Burl. Entropy-based active learning for object recognition. In *Computer Vision and Pattern Recognition Workshops, 2008. CVPRW’08. IEEE Computer Society Conference on*, pages 1–8. IEEE, 2008.

[10] M. S. Ibrahim, S. Muralidharan, Z. Deng, A. Vahdat, and G. Mori. Hierarchical deep temporal models for group activity recognition. arXiv preprint arXiv:1607.02643, 2016.

[11] A. Jain, A. R. Zamir, S. Savarese, and A. Saxena. Structural-rnn: Deep learning on spatio-temporal graphs. In *CVPR*, 2016.

[12] P. Jain and A. Kapoor. Active learning for large multiclass problems. In *Computer Vision and Pattern Recognition, 2009. CVPR 2009. IEEE Conference on*, pages 762–769. IEEE, 2009.

[13] Y. Jia, E. Shelhamer, J. Donahue, S. Karayev, J. Long, R. Girshick, S. Guadarrama, and T. Darrell. Caffe: Convolutional architecture for fast feature embedding. arXiv preprint arXiv:1408.5093, 2014.

[14] A. Kapoor, K. Grauman, R. Urtsasun, and T. Darrell. Active learning with gaussian processes for object categorization. In *2007 IEEE 11th International Conference on Computer Vision*, pages 1–8. IEEE, 2007.

[15] S. Khamis, V. I. Morariu, and L. S. Davis. Combining per-frame and per-track cues for multi-person action recognition. In *European Conference on Computer Vision*, pages 116–129. Springer, 2012.

[16] M. Khodabandeh, A. Vahdat, G.-T. Zhou, H. Hajimirsadeghi, M. Javan Roshthkari, G. Mori, and S. Se. Discovering human interactions in videos with limited data labeling. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops*, pages 9–18, 2015.

[17] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep convolutional neural networks. In *Advances in neural information processing systems*, pages 1097–1105. 2012.

[18] T. Lan, Y. Wang, W. Yang, S. N. Robinovitch, and G. Mori. Discriminative latent models for recognizing contextual group activities. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 34(8):1549–1562, 2012.

[19] D. D. Lewis and W. A. Gale. A sequential algorithm for training text classifiers. In *Proceedings of the 17th annual international ACM SIGIR conference on Research and development in information retrieval*, pages 3–12. Springer-Verlag New York, Inc., 1994.

[20] W. Luo, A. Schwing, and R. Urtsasun. Latent structured active learning. In *Advances in Neural Information Processing Systems*, pages 728–736. 2013.

[21] G.-J. Qi, X.-S. Hua, Y. Rui, J. Tang, and H.-J. Zhang. Two-dimensional active learning for image classification. In *Computer Vision and Pattern Recognition, 2008. CVPR 2008. IEEE Conference on*, pages 1–8. IEEE, 2008.

[22] V. Ramanathan, J. Huang, S. Abu-El-Haija, A. Gorban, K. Murphy, and L. Fei-Fei. Detecting events and key actors in multi-person videos. In *IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, USA, June 2016*.

[23] A. Robicquet, A. Sadeghian, A. Alahi, and S. Savarese. Learning social etiquette: Human trajectory understanding in crowded scenes. In *European Conference on Computer Vision*, pages 549–565. Springer, 2016.

[24] D. Roth and K. Small. Margin-based active learning for structured output spaces. In *European Conference on Machine Learning*, pages 413–424. Springer, 2006.

[25] O. Russakovsky, L.-J. Li, and L. Fei-Fei. Best of both worlds: human-machine collaboration for object annotation. In *Computer Vision and Pattern Recognition (CVPR)*, 2015.

[26] M. Ryoo and J. Aggarwal. Stochastic representation and recognition of high-level group activities. *International journal of computer Vision, 93(2):183–200, 2011*. [2]
[27] A. Sadeghian, A. Alahi, and S. Savarese. Tracking the untrackable: Learning to track multiple cues with long-term dependencies. *arXiv preprint arXiv:1701.01909*, 2017. 2

[28] T. Scheffer, C. Decomain, and S. Wrobel. Active hidden markov models for information extraction. In *International Symposium on Intelligent Data Analysis*, pages 309–318. Springer, 2001. 2

[29] B. Settles and M. Craven. An analysis of active learning strategies for sequence labeling tasks. In *Proceedings of the conference on empirical methods in natural language processing*, pages 1070–1079. Association for Computational Linguistics, 2008. 2, 6, 7, 12

[30] B. Settles, M. Craven, and S. Ray. Multiple-instance active learning. In *Advances in neural information processing systems*, pages 1289–1296, 2008. 2

[31] H. S. Seung, M. Opper, and H. Sompolinsky. Query by committee. In *Proceedings of the fifth annual workshop on Computational learning theory*, pages 287–294. ACM, 1992. 2

[32] C. E. Shannon. A mathematical theory of communication. *ACM SIGMOBILE Mobile Computing and Communications Review*, 5(1):3–55, 2001. 2

[33] T. Shu, D. Xie, B. Rothrock, S. Todorovic, and S.-C. Zhu. Joint inference of groups, events and human roles in aerial videos. In *2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 4576–4584. IEEE, 2015. 2

[34] Q. Sun, A. Laddha, and D. Batra. Active learning for structured probabilistic models with histogram approximation. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 3612–3621, 2015. 2

[35] J. J. Tompson, A. Jain, Y. LeCun, and C. Bregler. Joint training of a convolutional network and a graphical model for human pose estimation. In *Advances in neural information processing systems*, pages 1799–1807, 2014. 1, 2

[36] B. Varadarajan, D. Yu, L. Deng, and A. Acero. Maximizing global entropy reduction for active learning in speech recognition. In *Acoustics, Speech and Signal Processing, 2009. ICASSP 2009. IEEE International Conference on*, pages 4721–4724. IEEE, 2009. 2

[37] A. Vezhnevets, J. M. Buhmann, and V. Ferrari. Active learning for semantic segmentation with expected change. In *Computer Vision and Pattern Recognition (CVPR), 2012 IEEE Conference on*, pages 3162–3169. IEEE, 2012. 2, 7, 12

[38] C. Vondrick, D. Patterson, and D. Ramanan. Efficiently scaling up crowdsourced video annotation. *International Journal of Computer Vision*, 101(1):184–204, 2013. 2

[39] R. Yan, J. Yang, and A. Hauptmann. Automatically labeling video data using multi-class active learning. In *Computer Vision, 2003. Proceedings. Ninth IEEE International Conference on*, pages 516–523. IEEE, 2003. 2

[40] S. Zheng, S. Jayasumana, B. Romera-Paredes, V. Vineet, Z. Su, D. Du, C. Huang, and P. H. Torr. Conditional random fields as recurrent neural networks. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 1529–1537, 2015. 1, 2
7. Supplementary Material

7.1. Training details

Learning Rate and Weight Decay Policy: Our strategy involves continually fine-tuning a network given iterations of new labeled data. Choosing the right learning rate is an important consideration. At every iteration of our active learning algorithm, the solver starts with a base learning rate and decreases it gradually. Initializing the solver with the same learning rate at the beginning would result in low performance since the model has already been fine-tuned using some data. So in our policy, at each iteration, the solver is automatically initialized with a base learning rate that is smaller than the previous iteration’s base learning rate by a fixed factor. In order to avoid over-fitting to the smaller amount of data in the beginning, we designed a weight decay policy that the solver at first is initialized with a larger weight decay and at each iteration it decreases by a constant factor. In our experiments we used 0.5 for the base learning rate multiplication factor and 0.1 for weight decay.

7.2. Explanation of the first stage

The first stage (learner/classifier) of our active learning method could be any structured prediction learning algorithm that involves inference on a graphical model. For the implementation, we used the work of Deng et al. [5] as the learner/classifier. The reason is two fold: (1) it is state of the art; (2) the code is publicly available and is a good fit for our problem. For better understanding of our code/method, here we briefly explain [5].

Deng et al. [5] develop a method for structured prediction within deep networks. The approach implements the message passing algorithm for graphical model inference in a deep neural network framework. Their framework has two parts (see Fig. 7). The first consists of individual predictions for each output of the model. In the case of activity recognition, these would correspond to predicting the action label for each person as well as the overarching activity label for the scene. Convolutional neural networks (AlexNet [17]) are used for these individual predictions. With two different types of output node (action / scene), two different neural networks are trained, A-CNN an S-CNN. These two networks will be used later for extracting features from the frame and bounding boxes of the people in the scene.

The second part is an inference machine that uses the outputs from these individual neural networks to refine estimates of labels. This second part is akin to a message passing algorithm to conduct inference in a graphical model. Parameters in these messages control how much support / conflict there is between different labels in a scene, similar to potential functions in a graphical model. These parameters are represented as weights in a neural network and can be learned by back-propagation.

Network parameters. The parameters that we used for A-CNN and S-CNN of the first stage of our algorithm are as follow. We set the initial base learning rate of A-CNN and S-CNN to 0.0005 and 0.00005 respectively; and we set the initial weight decay of both to 0.05. In the experiment section we explained that we start with large base learning rate and weight decay and gradually reduce it at each iteration. Based on our heuristic approach, we multiply the base learning rate by 0.2 at each iteration. Similar to learning rate, we multiply the weight decay by 0.2 at each iteration. Then the model is initialized with the new parameters and learning continues. The batch sizes that we used for A-CNN and S-CNN are 600 and 384 respectively. As for the second stage we set the initial base learning rate to 0.002 and at every five iteration we multiply it by 0.5. However, for second stage we used the same weight decay and multiplier that we used for A-CNN and S-CNN.

7.2.1 Experiments

We have conducted two sets of experiments on two different datasets. The plots in Fig. 4 of the paper illustrates all the comparison of our method to the baselines on Collective Activity Dataset (Table 2a) and Volleyball Dataset (Table 2b). These plots are based on the numbers in the Table 2. The tables on the left and on the right show the results of adding \( K = 1000 \) and \( K = 500 \) annotations per iteration, respectively. The first column of the tables shows the accuracy of the trained model on the initial training set, which is same for all the methods. Subsequent columns show the results of the iterations of active learning.

![Figure 7: Overview of the Stage 1 learner. Bounding boxes of individuals and the entire frame are passed through two CNNs to predict their labels. This information is then passed to a Recurrent Neural Network (called BP-RNN). The BP-RNN simulates the belief propagation algorithm on the graphical model of the scene, in which there are nodes corresponding to the overarching scene label and action label of every person.](image-url)
Number of Annotations Added (1000 per iteration)

| Method | 0 (0%) | 1000 (≈0%) | 2000 (≈1%) | 3000 (≈2%) | 4000 (≈3%) | 5000 (≈4%) | 6000 (≈5%) |
|--------|--------|------------|------------|------------|------------|------------|------------|
| SA [20]| 69.8   | 71.8       | 71.6       | 71.8       | 72.1       | 71.6       | 71.6       |
| M [24] | 69.8   | 72.3       | 72.3       | 69.7       | 71.3       | 72.1       |            |
| LC [29]| 69.8   | 70.8       | 70.1       | 71.0       | 71.4       | 71.2       | 71.7       |
| EC [37]| 69.8   | 71.6       | 72.3       | 71.8       | 71.7       | 72.2       | 72.2       |
| RND    | 69.8   | 67.6       | 68.5       | 70.8       | 71.4       | 72.3       | 72.7       |
| Ours   | 69.8   | 71.0       | 70.4       | 73.5       | 75.7       | 76.2       | 76.2       |

Number of Annotations Added (500 per iteration)

| Method | 0 (0%) | 500 (≈0%) | 1000 (≈1%) | 1500 (≈2%) | 2000 (≈3%) | 2500 (≈4%) | 3000 (≈5%) | 3500 (≈6%) | 4000 (≈7%) |
|--------|--------|------------|------------|------------|------------|------------|------------|------------|------------|
| SA [20]| 69.8   | 70.2       | 70.5       | 70.9       | 71.3       | 71.6       | 71.6       | 71.9       | 72.3       |
| M [24] | 69.8   | 68.4       | 69.0       | 69.5       | 70.2       | 70.3       | 70.0       |            |            |
| LC [29]| 69.8   | 68.2       | 68.4       | 69.5       | 70.2       | 70.3       | 70.0       |            |            |
| EC [37]| 69.8   | 68.9       | 69.7       | 70.7       | 71.4       | 71.6       | 71.4       |            |            |
| RND    | 69.8   | 67.8       | 68.2       | 71.6       | 71.4       | 71.4       | 71.2       |            |            |
| Ours   | 69.8   | 68.7       | 70.7       | 71.2       | 72.2       | 72.1       | 72.2       |            |            |

Table 2: Results of comparison of our method against baselines on a) Collective Activity Dataset and b) The Volleyball Dataset. The numbers in the table are accuracies of the action and scene labels (%). For all the methods we start from same small initial labeled set so the accuracies of the first column are exactly the same. For each dataset, two sets of experiments are conducted that differ in number of annotations added at each iteration. Tables on the left and on the right report results of experiments with 1000 and 500 number of annotations added per iteration, respectively. For all the experiments, models are trained for 60 number of epochs at each iteration.