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1 Introduction

Light-cone formulation of relativistic dynamics [1–4] offers many interesting conceptual and technical simplifications of approaches to problems of superstring theories and modern quantum field theory. As the example of a powerful application of light-cone formalism we can mention the solution to a light-cone gauge superstring field theory [5–7] and the construction of various supersymmetric theories in terms of off-shell superfields (see, e.g., refs. [8–15]). Light-cone formalism turned also to be helpful for the construction of interaction vertices of higher-spin fields [16–22] (for recent study of this theme, see refs. [23–29]). Interesting applications of the light-cone formalism for studying gauge/gravity duality may be found in refs. [30–32]. Light-cone gauge formulation of fields dynamics in AdS space and CFT may be found in refs. [33, 34]. In addition to above-said, we also note that, as was demonstrated in refs. [35–37], light-cone gauge formulation may sometimes be a good starting point for deriving new interesting Lorentz covariant formulations.

In this paper, we apply light-cone gauge formalism for study of interaction vertices of conformal fields. Commonly used formulations of most conformal fields involve higher derivatives (for review, see ref. [38]). In refs. [39, 40], we developed an ordinary-derivative gauge invariant formulation for free bosonic conformal fields. Our formulation for free bosonic conformal fields does not involve higher than second order terms in derivatives.
Using our ordinary-derivative gauge invariant formulation, we developed the ordinary-derivative light-cone gauge formulation for free bosonic conformal fields in ref. [41]. Our ordinary-derivative light-cone gauge Lagrangian for free bosonic conformal fields in ref. [41] does not involve higher than second order terms in derivatives. In this paper, we generalize light-cone gauge formulation of free conformal fields in ref. [41] to the case of interacting conformal fields. We develop a method for the building of interaction vertices for arbitrary spin conformal fields and use this method to find explicit expressions for all parity-even cubic vertices for the scalar and vector fields propagating in the $\mathbb{R}^{d-1,1}$ space, $d \geq 4$. In this paper, we consider the scalar fields with the conformal dimension $\Delta = \frac{d-2}{2} - k$, $k \in \mathbb{N}_0$, and the vector fields with the conformal dimension $\Delta = 1$.

Before proceeding to the main theme in this paper let us briefly review various approaches to conformal fields which have been discussed in the literature. By using conformal space method, the conformal gravity, for $d = 4$, was studied in ref. [42]. By using various methods, Weyl invariant densities of the conformal gravity were obtained, for $d = 6$, in ref. [43] and, for $d = 8$, in ref. [44] (see also refs. [45, 46]). For $d = 6$, the ordinary-derivative formulation of the conformal gravity may be found in ref. [47]. BRST approach to conformal gravity for $d = 4$ and arbitrary spin conformal free fields for $d \geq 4$ was discussed in respective ref. [48] and ref. [49]. Conformal fields in the AdS space and various curved backgrounds were studied in refs. [50–52]. Mixed-symmetry conformal free fields were investigated in ref. [53]. Scattering amplitudes for conformal fields were studied in refs. [54–56]. Study of interacting higher-spin conformal fields may be found in refs. [57–61].

This paper is organized as follows.

- In section 2, we describe the ordinary-derivative light-cone gauge formulation of free bosonic arbitrary spin conformal fields propagating in the $\mathbb{R}^{d-1,1}$ space. For $d \geq 4$, we present $\mathfrak{so}(d-2)$ covariant version of the formalism. For $d = 4$, we also present the helicity basis formulation of light-cone gauge conformal fields in the $\mathbb{R}^{3,1}$ space.

- Section 3 is devoted to $n$-point interaction vertices of conformal fields. We find restrictions imposed on the interaction vertices by kinematical symmetries of the conformal $\mathfrak{so}(d,2)$ algebra.

- In section 4, we discuss light-cone dynamical principle and present complete list of equations for cubic interaction vertices of arbitrary spin conformal fields. Our equations can be used to find solutions to cubic vertices uniquely up to the freedom related to fields redefinitions.

- In section 5, we restrict our attention to scalar and vector conformal fields. For such fields, using field redefinitions, we find convenient representatives of parity-even cubic vertices. The equations obtained in section 4 are reformulated in terms of the representatives of the cubic vertices. The equations obtained can be used to find all solutions to parity-even cubic vertices uniquely.

- In section 6, for the scalar and vectors fields, we present our solutions for all parity-even cubic vertices in terms of dressing operators and undressed vertices. We show that
the dressed vertices obtained coincide, up to some factor, with the cubic vertices for massless and vector fields. For totally symmetric arbitrary spin fields, two conjectures about interrelations between cubic vertices for conformal fields and cubic vertices for massless fields are formulated.

- Our conclusions are summarized in section 7.
- In appendix A, we prove a statement about representatives of cubic vertices for scalar and vector fields. In appendix B, we present systematic method for the derivation of cubic vertices of scalar and vector fields in terms of the dressing operators and undressed vertices. In appendix C, we present the derivation of cubic densities entering dynamical generators of the conformal algebra.

2 Free light-cone gauge conformal fields

According to the method discussed in ref. [1], a problem of finding a new dynamical system amounts to a problem of finding a new solution of commutation relations of a basic symmetry algebra. For the case of conformal fields propagating in the $\mathbb{R}^{d-1,1}$ space, basic symmetries are governed by the conformal algebra $so(d,2)$. Therefore we start with a discussion of a realization of the conformal algebra symmetries on a space of conformal fields. In this section, we focus on free light-cone gauge conformal fields.

Notation and conventions. The conformal algebra $so(d,2)$ is spanned by the translation generators $P^\mu$, the dilatation generator $D$, the conformal boost generators $K^\mu$ and rotation generators $J^{\mu\nu}$ which are generators of the $so(d-1,1)$ Lorentz algebra. We use the commutators given by

$$
\begin{align*}
[D,P^\mu] &= -P^\mu, \\
[K^\mu,J^{\nu\rho}] &= \eta^{\mu\nu}K^\rho - \eta^{\mu\rho}K^\nu, \\
[P^\mu,K^\nu] &= \eta^{\mu\nu}D - J^{\mu\nu}, \\
[J^{\mu\nu},J^{\rho\sigma}] &= \eta^{\nu\rho}J^{\mu\sigma} + 3 \text{ terms},
\end{align*}
$$

where $\eta^{\mu\nu}$ stands for the mostly positive flat metric tensor. The translation generators $P^\mu$ and the conformal boost generators $K^\mu$ are chosen to be hermitian, while the dilatation generator $D$ and the Lorentz algebra generators $J^{\mu\nu}$ are considered to be antihermitian. In order to discuss the light-cone gauge approach, we introduce, in place of the Lorentz basis coordinates $x^\mu$, the light-cone basis coordinates $x^\pm$, $x^i$ defined by the following relations: \footnote{The indices $\mu, \nu, \rho, \sigma = 0, 1, \ldots, d-1$, are vector indices of the $so(d-1,1)$ algebra, while the indices $i, j, k = 1, \ldots, d-2$, are vector indices of the $so(d-2)$ algebra.}

$$
x^\pm \equiv \frac{1}{\sqrt{2}} \left( x^{d-1} \pm x^0 \right), \quad x^i, \quad i = 1, \ldots, d-2.
$$

Throughout this paper the $x^+$ is treated as an evolution parameter. In the light-cone frame, the Lorentz basis vector $X^\mu$ is decomposed as $X^+, X^-, X^i$, while a scalar product of two vectors of the Lorentz algebra $so(d-1,1)$ is decomposed as

$$
\eta_{\mu\nu}X^\mu Y^\nu = X^+Y^- + X^-Y^+ + X^iY^i.
$$

Contravariant and covariant components of vectors are related as $X^+ = X_-, X^- = X_+, X^i = X_i$. 

---
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In the light-cone approach, the conformal algebra generators are separated into the following two groups:

\[ P^+, \ P^i, \ J^{+i}, \ J^{ij}, \ D, \ K_i, \ K^+, \ ] \quad \text{kinematical generators; (2.4)}

\[ P^-, \ J^{-i}, \ K^- \ ] \quad \text{dynamical generators. (2.5)}

One postulates then that, for \( x^+ = 0 \), the kinematical generators (2.4) in the field realization are quadratic in the physical fields.\(^2\) In general, the dynamical generators given in (2.5) receive higher-order interaction-dependent corrections. In the light-cone basis, the commutators of the conformal algebra can be obtained from the ones in (2.1) by using the light-cone flat metric having the following non-vanishing elements: \( \eta^{ij} = \delta^{ij} \), \( \eta^{+-} = 1 \), \( \eta^{-+} = 1 \).

To streamline a discussion of the light-cone gauge formulation of conformal fields we use creation operators \( \alpha^i, \zeta, v^\alpha, v^\varphi \) and the respective annihilation operators \( \bar{\alpha}^i, \bar{\zeta}, \bar{v}^\alpha, \bar{v}^\varphi \), defined as

\[
\begin{align*}
[\bar{\alpha}^i, \alpha^j] &= \delta^{ij}, \quad [\bar{\zeta}, \zeta] = 1, \quad [\bar{v}^\alpha, v^\alpha] = 1, \quad [\bar{v}^\varphi, v^\varphi] = 1, \\
\bar{\alpha}^i &= \bar{\alpha}^i, \quad \zeta^i = \bar{\zeta}, \quad v^{\alpha\dagger} = \bar{v}^\alpha, \quad v^{\varphi\dagger} = \bar{v}^\varphi, \\
\alpha^i|0\rangle &= 0, \quad \bar{\zeta}|0\rangle = 0, \quad \bar{v}^\alpha|0\rangle = 0, \quad \bar{v}^\varphi|0\rangle = 0.
\end{align*}
\] (2.6)

The creation and annihilation operators (2.6) will be referred to as oscillators in this paper. Here we summarize our notation we use for various quantities constructed out of the oscillators,

\[
N_\alpha \equiv \alpha^i\bar{\alpha}^i, \quad N_\zeta \equiv \zeta^i\bar{\zeta}, \quad N_{v^\alpha} \equiv v^\alpha\bar{v}^\alpha, \quad N_{v^\varphi} \equiv v^\varphi\bar{v}^\varphi, \\
\alpha^2 \equiv \alpha^i\alpha^i, \quad \bar{\alpha}^2 \equiv \bar{\alpha}^i\bar{\alpha}^i.
\] (2.7)

Denoting arbitrary spin totally symmetric conformal fields by \( \phi(x^+, x^-, x^i) \), we assume that these fields are real-valued. In this paper, we prefer to use Fourier transformed fields \( \phi(x^+, p) \),

\[
\phi(x^+, x^-, x^i) = \int \frac{d^{d-1}p}{(2\pi)^{d-1}} e^{i(x^- + x^i p^+)} \phi(x^+, p), \quad d^{d-1}p \equiv d^{d-2}p d\beta,
\] (2.8)

\[
(\phi(x^+, p))^\dagger = \phi(x^+, -p).
\] (2.9)

In (2.8), (2.9), and below, the argument \( p \) in \( \phi(x^+, p) \) stands for \( p^i, \beta \), where \( \beta \equiv p^+ \). We now discuss the ordinary-derivative light-cone gauge formulation of various conformal fields in turn.

**Conformal scalar field.** Conformal scalar field propagating in the \( \mathbb{R}^{d-1,1} \) space, \( d \geq 4 \), has conformal dimension \( \Delta = \frac{d-2}{2} - k \), \( k \in \mathbb{N}_0 \). To discuss the ordinary-derivative light-cone gauge formulation of such field we use \( k + 1 \) scalar fields of the \( so(d-2) \) algebra,

\[
\phi_{k'}, \quad k' \in [k]_2, \quad k \in \mathbb{N}_0.
\] (2.10)

\(^2\)For \( x^+ \neq 0 \), kinematical generators (2.4) admit the representation \( G = G_1 + x^+ G_2 \), where a functional \( G_1 \) is quadratic in fields, while a functional \( G_2 \) contains higher order terms in fields.
We note that the scalar fields

\begin{equation}
\Delta(\phi_{k'}) = \frac{d-2}{2} + k'.
\end{equation}

Using the oscillators \(v^\oplus, v^\ominus\) (2.6), we collect all scalar fields (2.10) into a ket-vector \(|\phi\rangle\) defined as

\begin{equation}
|\phi\rangle = \sum_{k' \in [k]_2} \left( \frac{1}{(k+k')!} \right) (v^\ominus)^{\frac{k+k'}{2}} (v^\oplus)^{\frac{k-k'}{2}} \phi_{k'} |0\rangle.
\end{equation}

The ket-vector \(|\phi\rangle\) (2.13) is a degree-k homogeneous polynomial in the oscillators \(v^\oplus, v^\ominus\),

\begin{equation}
(N_{v^\oplus} + N_{v^\ominus} - k) |\phi\rangle = 0.
\end{equation}

Ordinary-derivative Lagrangian for fields (2.10) may be found in ref. [39]. In the literature, a conformal scalar field with the conformal dimension \(\Delta = \frac{d-2}{2} - k\) with \(k > 0\), is sometimes referred to as higher-order singleton. Study of various aspects of the higher-order singleton and related higher-spin algebras may be found, e.g., in refs. [62–67].

**Conformal vector field.** Conformal vector field propagating in the \(\mathbb{R}^{d-1,1}\) space, \(d \geq 4\), has conformal dimension \(\Delta = 1\). To discuss the ordinary-derivative light-cone gauge formulation of such field, we use \(k+1\) vector fields \(\phi^i_{k'}\) and \(k\) scalar fields \(\phi_{k'}\) of the \(so(d-2)\) algebra,

\begin{equation}
\phi^i_{k'}, \quad k' \in [k]_2; \quad \phi_{k'}, \quad k' \in [k-1]_2; \quad k = \frac{d-4}{2}, \quad d - \text{even}.
\end{equation}

The conformal dimensions of the scalar and vector fields (2.15) are given by

\begin{equation}
\Delta(\phi^i_{k'}) = \frac{d-2}{2} + k', \quad \Delta(\phi_{k'}) = \frac{d-2}{2} + k'.
\end{equation}

We note that the scalar fields \(\phi^i_{k'}\) (2.15) enter the field content only when \(d \geq 6\), i.e., \(k \geq 1\).

Using the oscillators \(\alpha^i, \zeta, v^\oplus, v^\ominus\), we collect fields (2.15) into a ket-vector \(|\phi\rangle\) defined as

\begin{equation}
|\phi\rangle = |\phi_1\rangle + \zeta |\phi_0\rangle,
\end{equation}

\begin{equation}
|\phi_1\rangle = \sum_{k' \in [k]_2} \frac{1}{(k+k')!} \alpha^i (v^\ominus)^{\frac{k+k'}{2}} (v^\oplus)^{\frac{k-k'}{2}} \phi_{k'}^i |0\rangle,
\end{equation}

\begin{equation}
|\phi_0\rangle = \sum_{k' \in [k-1]_2} \frac{1}{(k-1+k')!} (v^\ominus)^{\frac{k-1+k'}{2}} (v^\oplus)^{\frac{k-1-k'}{2}} \phi_{k'} |0\rangle.
\end{equation}

Using (2.17)–(2.19), we verify that \(|\phi\rangle, |\phi_1\rangle, \text{and } |\phi_0\rangle\) obey the following constraints:

\begin{equation}
(N_{\alpha} + N_{\zeta}) |\phi\rangle = |\phi\rangle,
\end{equation}

\begin{equation}
(N_{\zeta} + N_{v^\oplus} + N_{v^\ominus}) |\phi\rangle = k |\phi\rangle,
\end{equation}

\begin{equation}
(N_{v^\oplus} + N_{v^\ominus}) |\phi_1\rangle = k |\phi_1\rangle,
\end{equation}

\begin{equation}
(N_{v^\oplus} + N_{v^\ominus}) |\phi_0\rangle = (k-1) |\phi_0\rangle.
\end{equation}
Alternatively, the field content (2.22) can be represented as

$$
\phi_{k'}^{i_1...i_{s'}} = \left\{ \begin{array}{ll}
0, 1, \ldots, s'; & \text{for } d \geq 6; \\
1, 2, \ldots, s'; & \text{for } d = 4; \\
k' \in [k_s]_2; & \text{for } d - \text{even},
\end{array} \right.
$$

(2.22)

The conformal field propagating in the $\mathbb{R}^{d-1,1}$ space, $d \geq 4$, has conformal dimension $\Delta = 2 - s$. To develop the ordinary-derivative light-cone gauge formulation for such field we use the following fields of the $so(d-2)$ algebra:

$$
\Delta(\phi_{k'}^{i_1...i_{s'}}) = \frac{d-2}{2} + k', \quad k_s \equiv s' + \frac{d-6}{2}, \quad d - \text{even},
$$

(2.23)

where fields $\phi_{k'}$ and $\phi_{k'}^{i_1...i_{s'}}$ are the respective scalar vector fields of the $so(d-2)$ algebra, while field $\phi_{k'}^{i_1...i_{s'}}$, $s' \geq 2$, is rank-$s'$ totally symmetric traceless tensor field of the $so(d-2)$ algebra.

$$
\phi_{k'}^{i_1...i_{s'}} = 0, \quad s' \geq 2.
$$

(2.24)

From (2.22), we see that the scalar fields $\phi_{k'}$ enter the field content only when $d \geq 6$. Alternatively, the field content (2.22) can be represented as

$$
\phi_{k'}^{i_1...i_{s'}} = k' \in [k_s]_2; \quad (2.25)
$$

$$
\phi_{k'}^{i_1...i_{s'-1}}, \quad k' \in [k_{s-1}]_2; \quad (2.26)
$$

... ... ... ...

$$
\phi_{k'}^{i_1...i_{s'}}, \quad k' \in [k_s - s + 1]_2; \quad (2.27)
$$

$$
\phi_{k'}, \quad k' \in [k_s - s]_2; \quad (2.28)
$$

$$
k_s \equiv s + \frac{d-6}{2}. \quad (2.29)
$$

Namely, for $d \geq 6$, the field content is given in (2.25)–(2.28), while, for $d = 4$, the field content is given in (2.25)–(2.27).

Using the oscillators (2.6), we introduce the ket-vector $|\phi\rangle$.

$$
|\phi\rangle \equiv \sum_{s'=0}^{s} \frac{\zeta^{s-s'}}{\sqrt{(s-s')}} |\phi_{s'}\rangle, \quad \text{for } d \geq 6,
$$

(2.30)

$$
|\phi\rangle \equiv \sum_{s'=1}^{s} \frac{\zeta^{s-s'}}{\sqrt{(s-s')}} |\phi_{s'}\rangle, \quad \text{for } d = 4,
$$

$$
|\phi_{s'}\rangle \equiv \sum_{k' \in [k_s]_2} \frac{1}{s'! \left(k_{s'} + k'\right)!} \alpha^{i_1} \ldots \alpha^{i_{s'}} (v^{\oplus})^{k_{s'} + k'} (v^{\ominus})^{k_{s'} - k'} \phi_{k'}^{i_1...i_{s'}} |0\rangle.
$$

(2.31)

\[3\text{Among other things, we use the } so(d-2) \text{ algebra vector oscillators } \alpha'. \text{ Use of twistor-like variables for a discussion of conformal fields may be found in refs. [68–70]. We note also that Lorentz algebra vector oscillators are popular in the framework of BRST approach to higher-spin fields (see, e.g., refs. [71, 72]).} \]
From (2.30), (2.31), we learn that the ket-vectors $|\phi\rangle, |\phi'\rangle$ satisfy the following restrictions

\[
(N_\alpha + N_\zeta - s)|\phi\rangle = 0, \quad (N_\zeta + N_\upsilon^\oplus + N_\upsilon^\ominus - k_s)|\phi\rangle = 0, \quad (2.32)
\]

\[
(N_\alpha - s')|\phi'\rangle = 0, \quad (N_\upsilon^\oplus + N_\upsilon^\ominus - k_{s'})|\phi'\rangle = 0, \quad (2.33)
\]

where $k_{s'}$ is given in (2.23). From algebraic constraints (2.32), we learn that the ket-vector $|\phi\rangle$ is degree-$s$ homogeneous polynomial in the oscillators $\alpha^i, \zeta$ and degree-$k_s$ homogeneous polynomial in the oscillators $\zeta, \upsilon^\oplus, \upsilon^\ominus$, while, from algebraic constraints (2.33), we learn that the ket-vector $|\phi'\rangle$ is degree-$s'$ homogeneous polynomial in the oscillators $\alpha^i$ and degree-$k_{s'}$ homogeneous polynomial in the oscillators $\upsilon^\oplus, \upsilon^\ominus$. In terms of $|\phi\rangle$, the constraint (2.24) takes the form $\alpha^2|\phi\rangle = 0$.

We now describe a realization of the conformal algebra symmetries on a space of conformal fields. Let us use the notation $|\phi_{\Delta,s}(x^+, p, \alpha)\rangle$ for the ket-vectors given in (2.13), (2.17), (2.30), where a shortcut $\alpha$ stands for the oscillators $\alpha^i, \zeta, \upsilon^\oplus, \upsilon^\ominus$, while the subscripts $\Delta, s$ indicate that we deal with spin-$s$ conformal field having conformal dimension $\Delta$. A representation of the kinematical and dynamical generators in terms of differential operators acting on the ket-vector $|\phi_{\Delta,s}(x^+, p, \alpha)\rangle$ is given by

**kinematical generators:**

\[
P^i = p^i, \quad P^i = \beta, \quad (2.34)
\]

\[
J^{ij} = i x^+ p^i \pm \partial_i \beta, \quad J^{ij} = i x^+ p^i \pm \partial_j \beta, \quad (2.35)
\]

\[
J^{ij} = p^i \partial_j - p^j \partial_i + M^{ij}, \quad (2.36)
\]

\[
D = i x^+ P^i - \partial_i \beta - \partial_j p^i + \frac{d-2}{2} + M^{\oplus}, \quad (2.37)
\]

\[
K^+ = \frac{1}{2} (2i x^+ \partial_\beta - \partial_\rho \partial_\rho + M^{\ominus}) \beta + i x^+ D, \quad (2.38)
\]

\[
K^i = \frac{1}{2} (2i x^+ \partial_\beta - \partial_\rho \partial_\rho + M^{\ominus}) p^i - \partial_\rho D - M^{ij} \partial_\rho + M^{\ominus} + i M^{ij} x^+, \quad (2.39)
\]

**dynamical generators:**

\[
P^- = - \frac{p^i p^j + M^{\ominus \oplus}}{2\beta}, \quad (2.40)
\]

\[
J^{-i} = - \partial_\beta p^i + \partial_\rho P^i + M^{-i}, \quad (2.41)
\]

\[
K^- = \frac{1}{2} (2i x^+ \partial_\beta - \partial_\rho \partial_\rho + M^{\ominus \oplus}) P^- - \partial_\beta D - \partial_\rho M^{-i} - M^{\ominus \oplus} p^i + \frac{1}{\beta} B, \quad (2.42)
\]

where we use the following notation:

\[
M^{\ominus \oplus} = \upsilon^\oplus \upsilon^\ominus - \upsilon^\ominus \upsilon^\oplus, \quad M^{\oplus \ominus} = \upsilon^\oplus \upsilon^\ominus, \quad M^{\ominus \ominus} = 4 \upsilon^\oplus \upsilon^\ominus, \quad (2.43)
\]

\[
M^{ij} = \alpha^i \alpha^j - \alpha^j \alpha^i, \quad M^{i\alpha} = \alpha^i \upsilon^\ominus, \quad M^{\alpha j} = \upsilon^\oplus \alpha^j, \quad (2.44)
\]

\[
M^{-i} = M^{ij} \frac{p^j}{\beta} + \frac{1}{\beta} M^{i\alpha}, \quad (2.45)
\]
\[ B = -s - N_\zeta (2s + d - 4 - N_\zeta), \]  
\[ \alpha_{\text{th}}^i = \alpha^i - \alpha^2 \frac{1}{2N_\alpha + d - 2} \bar{\alpha}^i, \]  
\[ m^\oplus = \zeta \epsilon_\zeta \bar{\nu}^\oplus, \quad \bar{m}^\oplus = -\nu^\oplus \epsilon_\zeta \bar{\zeta}, \]  
\[ m^\ominus = -2\zeta \epsilon_\zeta \bar{\nu}^\ominus, \quad \bar{m}^\ominus = -2\nu^\ominus \epsilon_\zeta \bar{\zeta}, \quad \epsilon_\zeta = \left( \frac{2s + d - 4 - N_\zeta}{2s + d - 4 - 2N_\zeta} \right)^{1/2}. \]

For the notation, see also (2.7) and
\[ \beta \equiv p^+, \quad \partial_\beta \equiv \partial/\partial \beta, \quad \partial_{\partial_\beta} \equiv \partial/\partial \partial_\beta. \]  
For the reader convenience, we note the following algebra of relations for operators \( M^\oplus, M^\ominus, M^\ominus, M^\ominus, M^\ominus, M^\ominus, M^\ominus, M^\ominus, \)  
\[
[M^\oplus, M^\ominus] = 4M^\ominus, \\
[M^\ominus, M^\ominus] = -2M^\ominus, \\
[M^\ominus, M^\ominus] = 2M^\ominus, \\
[M^i, M^j] = \delta^{ik} M^k + 3 \text{ terms}, \\
[M^\oplus, M^\oplus] = -M^\ominus, \\
[M^\ominus, M^\ominus] = M^\ominus, \\
[M^\ominus, M^\ominus] = 2M^\ominus, \\
[M^i, M^j] = \delta^{ik} M^k - \delta^{ik} M^j, \\
[M^i, M^j] = \delta^{ik} M^j - \delta^{ik} M^j, \\
[M^\ominus, M^\ominus] = -M^\ominus M^\ominus, \\
[M^\ominus, M^\ominus] = M^\ominus M^\ominus, \\
- \frac{1}{2} [M^i, M^j] + [M^\ominus, M^\ominus] + M^i M^\ominus = B \delta^{ij},
\]
where \( \{x, y\} = xy + yx, \ [x, y] = xy - yx. \)

For scalar and vector conformal fields, the operators \( M^\ominus, M^\ominus \) given in (2.44) take the form
\[
\text{scalar field:} \quad M^\ominus = 0, \quad M^\ominus = 0, \quad m^\oplus = 0, \quad m^\ominus = 0, \quad \bar{m}^\oplus = 0, \quad \bar{m}^\ominus = 0; \\
\text{vector field:} \quad M^\ominus = m^\oplus \alpha^i + \alpha^i \bar{m}^\oplus, \quad M^\ominus = m^\ominus \alpha^i + \alpha^i \bar{m}^\ominus, \\
m^\oplus = \zeta \nu^\ominus, \quad m^\ominus = -2\zeta \nu^\ominus, \\
\bar{m}^\oplus = -\nu^\ominus \zeta, \quad \bar{m}^\ominus = -2\nu^\ominus \zeta.
\]  
\[\text{(2.56)}\]
Expressions given in (2.34)–(2.42) provide the realization of the conformal algebra \( so(d, 2) \) in terms of differential operators acting on the physical field \(|\phi\rangle\). To discuss light-cone gauge interaction vertices we use a field theoretical realization of the conformal algebra in terms of the physical field \(|\phi\rangle\). To quadratic order in the field \(|\phi\rangle\), the kinematical generators \(G^{\text{kin}}\) and the dynamical generators \(G^{\text{dyn}}\) can be presented as

\[
G_{[2]} = \int d^{d-1}p \langle \phi | G_{\text{diff}} | \phi \rangle, \quad |\phi\rangle \equiv |\phi_{\Delta,s}(x^+, p, \alpha)\rangle, \quad d^{d-1}p \equiv d\beta d^{d-2}p, \quad (2.57)
\]

where \(G_{\text{diff}}\) in (2.57) are the conformal algebra generators realized as the differential operators given in (2.34)–(2.42). The bra-vectors are defined as \(|\phi\rangle \equiv |\phi\rangle^\dagger\). The field \(|\phi\rangle\) satisfies the Poisson-Dirac commutator,

\[
[[|\phi_{\Delta,s}(x^+, p, \alpha)\rangle, |\phi_{\Delta',s'}(x^+, p', \alpha')\rangle]] = \frac{1}{2\beta} \delta(\beta + \beta')\delta^{d-2}(p + p')|\rangle \langle |\rangle', \quad (2.58)
\]

where \(|\rangle \langle |\rangle'\) stands for a projector that respects the algebraic constraints (2.24), (2.32), (2.33). Using these relations, we get the standard commutator,

\[
[[|\phi_{\Delta,s}\rangle, G_{[2]}]] = G_{\text{diff}} |\phi_{\Delta,s}\rangle. \quad (2.59)
\]

As noted in the literature (see, e.g., refs. [5–7]), in the framework of light-cone gauge approach, a Lagrangian for light-cone gauge interacting fields takes the standard form,

\[
S = \int dx^+ d^{d-1}p \langle \phi | i\beta \partial^- | \phi \rangle + \int dx^+ P^-, \quad (2.60)
\]

where \(P^-\) is the light-cone Hamiltonian. Incorporation of a internal symmetry into theory of interacting conformal fields can be done via the Chan-Paton method used in string theory [73] (see at the end of section 6 in this paper).

**Helicity basis for light-cone gauge conformal fields.** To discuss conformal fields in the \(R^{3,1}\) space, we can use a helicity basis. Though we do not use such basis in this paper we decided, for the reader convenience, to outline briefly the helicity basis formulation of light-cone gauge conformal fields. To this end we introduce a frame of complex coordinates \(x^R, x^L\) defined by the relations

\[
x^R \equiv \frac{1}{\sqrt{2}} (x^1 + ix^2), \quad x^L \equiv \frac{1}{\sqrt{2}} (x^1 - ix^2). \quad (2.61)
\]

In such frame, a vector of the \(so(2)\) algebra \(X^i\) is decomposed as \(X^i = X^R, X^L\), while a scalar product of two vectors \(X^i, Y^i\) is represented as \(X^iY^i = X^RY^L + X^LY^R\). In the helicity basis, we decompose the oscillators as \(\alpha^i = \alpha^R, \alpha^L\), and, in place of the ket-vector \(|\phi\rangle\) given in (2.30), (2.31), we use a ket-vector defined as

\[
|\phi\rangle \equiv \sum_{s' = 1}^{s} \frac{\zeta^{s-s'}}{\sqrt{(s-s')!}} |\phi_{s'}\rangle, \\
|\phi_{s'}\rangle \equiv \frac{1}{\sqrt{s'!}(s'-1+s')!} (\alpha^R)^{s'}(v^\circ)\frac{s'-1+k'}{2} (v^\circ)\frac{s'-1-k'}{2} \phi_{k', s'}|0\rangle, \quad (2.62)
\]
where \( \phi_{k', s'} = \phi_{k', s'}(x^+, p) \) are complex-valued fields with the positive helicities \( s', s'' = 1, 2, \ldots, s, s > 0 \), and the conformal dimension \( k' + 1 \). Note also the following hermitian conjugation rule for the helicity basis conformal fields: \( (\phi_{k', s'}(x^+, p)) = \phi_{k', -s'}(x^+, -p) \).

We note also that, in the helicity basis, the operators \( M^{\pm i} \) are decomposed as \( M^{\pm i} = M^{\pm R, L} \), while the \( so(2) \) algebra generator \( M^{ij} = -M^{ji} \) is represented as \( M^{RL} \). A realization of the conformal algebra on ket-vector \( |\phi\rangle \) (2.62) can easily be obtained by plugging into (2.34)–(2.42) the following expressions for the various operators:

\[
M^{\pm i} = v^\pm \bar{v}^\pm - v^\pm \bar{v}^\pm, \quad M^{\pm R,L} = m^\pm \bar{m}^\pm, \quad M^{\pm i} = 4v^\pm \bar{v}^\pm, \quad (2.63)
\]

\[
M^{RL} = \alpha^R \bar{\alpha}^L, \quad M^{\pm R} = \alpha^R \bar{m}^\pm, \quad M^{\pm L} = m^\mp \bar{\alpha}^L, \quad (2.64)
\]

\[
M^{-R} = M^{RL} \frac{p^R}{\beta} + \frac{1}{\beta} M^{\pm R}, \quad M^{-L} = -M^{RL} \frac{p^L}{\beta} + \frac{1}{\beta} M^{\pm L}, \quad (2.65)
\]

\[
B = -s - N\zeta(2s - N\zeta), \quad (2.66)
\]

\[
m^\mp = \zeta \bar{e}^\mp \bar{v}^\mp, \quad \bar{m}^\pm = -v^\pm \bar{e} \zeta \bar{\zeta}, \quad \zeta = \left( \frac{2s - N\zeta}{2s - 2N\zeta} \right)^{1/2}, \quad (2.67)
\]

\[
[\alpha^L, \alpha^R] = 1, \quad [\bar{\alpha}^R, \alpha^L] = 1, \quad \alpha^{ij \dagger} = \bar{\alpha}^L, \quad \alpha^{ij \dagger} = \bar{\alpha}^R, \quad (2.68)
\]

where, in (2.68), we present commutators of the oscillators and their hermitian properties. To quadratic order in the ket-vector \( |\phi\rangle \) (2.62), a field theoretical representation for generators of the \( so(4,2) \) algebra takes the form

\[
G_{[2]} = 2 \int d^3p \langle \phi | G_{\text{diff}} | \phi \rangle, \quad |\phi\rangle \equiv |\phi_{\Delta,s}(x^+, p, \alpha)\rangle, \quad \langle \phi \rangle \equiv |\phi\rangle^\dagger, \quad (2.69)
\]

\( s > 0, \Delta = 2 - s \), where \( G_{\text{diff}} \) in (2.69) are obtained by using \( G_{\text{diff}} \) (2.34)–(2.42) and (2.63)–(2.67). The Poisson-Dirac commutator for the component fields entering ket-vector (2.62) takes the form

\[
[\phi_{k', s'}(x^+, p'), \phi_{k'', s''}(x^+, p'')] = \frac{1}{2\beta} \delta(\beta' - \beta'') \delta^2(p' - p''), \quad (2.70)
\]

### 3 Kinematical equations for \( n \)-point interaction vertices

We now discuss a general structure of the conformal algebra dynamical generators (2.5). Recall that, in general, in theories of interacting conformal fields, the dynamical generators receive corrections involving higher powers of physical fields. The dynamical generators are expanded as

\[
G_{\text{dyn}} = \sum_{n=2}^{\infty} G_{[n]}^\text{dyn}, \quad (3.1)
\]

where \( G_{[n]}^\text{dyn} \) appearing in (3.1) stands for the functional that has \( n \) powers of physical fields \( |\phi\rangle \).
Restrictions on $G^{\text{dyn}}_{[n]}$, $n \geq 3$, that are obtained from the commutators between kinematical generators (2.4) and dynamical generators (2.5) we refer to as kinematical symmetry restrictions or kinematical equations, while restrictions on $G^{\text{dyn}}_{[n]}$, $n \geq 3$, that are obtained from commutators between the dynamical generators (2.5) are referred to as dynamical equations. Our aim in this section is to discuss the general structure of $G^{\text{dyn}}_{[n]}$, $n \geq 3$ implied by the kinematical equations. We now discuss the kinematical symmetry restrictions and the kinematical equations.

$P^i$, $P^+-$kinematical symmetry restrictions. Using the commutators between the dynamical generators (2.5) and the kinematical generators $P^i$ and $P^+$, we learn that the dynamical generators $G^{\text{dyn}}_{[n]}$, $n \geq 3$, can be presented as

$$P^i_{[n]} = \int d\Gamma_{[n]} \langle \Phi_{[n]} | p^i_{[n]} \rangle ,$$

$$J_{[n]}^{-i} = \int d\Gamma_{[n]} \langle \Phi_{[n]} | j^{i}_{[n]} \rangle + (X^i \langle \Phi_{[n]} | )|p_{[n]}^{-i} \rangle ,$$

$$K^{-i}_{[n]} = \int d\Gamma_{[n]} \langle \Phi_{[n]} | k^{-i}_{[n]} \rangle - (X^i \langle \Phi_{[n]} | )|j^{-i}_{[n]} \rangle - \frac{1}{2} (X^i X^i \langle \Phi_{[n]} | )|p_{[n]}^{-i} \rangle ,$$

where we use the notation

$$\langle \Phi_{[n]} | \equiv \prod_{a=1}^n \langle \phi_{\Delta_a, s_a} (x^+, p_a, \alpha_a) | ,$$

$$d\Gamma_{[n]} \equiv (2\pi)^{d-1} \delta^{d-1} \left( \sum_{a=1}^n p_a \right) \frac{n!}{(2\pi)^{d-1}/2} ,$$

$$X^i = -\frac{1}{n} \sum_{a=1}^n \partial_{\rho_a^i} ,$$

while the ket-vectors of densities $|p_{[n]}^{-i} \rangle$, $|j^{i}_{[n]} \rangle$, and $|k^{-i}_{[n]} \rangle$ (3.2)–(3.4) can be presented as

$$|p_{[n]}^{-i} \rangle = p_{[n]}^{-i} (p_a; \beta_a; \alpha_a) |0 \rangle ,$$

$$|j^{i}_{[n]} \rangle = j^{i}_{[n]} (p_a; \beta_a; \alpha_a) |0 \rangle ,$$

$$|k^{-i}_{[n]} \rangle = k^{-i}_{[n]} (p_a, \beta_a; \alpha_a) |0 \rangle .$$

In (3.5)–(3.8), the indices $a, b = 1, \ldots, n$ label $n$ interacting fields. The Dirac $\delta$- function appearing in (3.6) implies conservation laws for the momenta $p_a^0$ and $\beta_a$. The densities $p_{[n]}^{-i}$, $j^{i}_{[n]}$, and $k^{-i}_{[n]}$ (3.8) depend on the momenta $p^0_a$, $\beta_a$, and spin variables denoted by a shortcut $\alpha_a$. The shortcut $\alpha_a$ stands for the oscillators $a_i^\alpha$, $\zeta_a$, $v_a^\alpha$, $v_a^\beta$. The density $p_{[n]}^{-i}$ will be referred to as an $n$-point interaction vertex (or cubic interaction vertex when $n = 3$). Sometimes we use a shortcut $(\Delta_a, s_a)$ for the bra-vector $\langle \phi_{\Delta_a, s_a} (x^+, p, \alpha) |$,

$$(\Delta_a, s_a) \quad \text{spin}-s_a \quad \text{and conformal dimension}-\Delta_a \text{ field.}$$

$J^+-$kinematical equations. Commutators between the dynamical generators (2.5) and the kinematical generator $J^+$ give the equations\(^4\)

$$\sum_{a=1}^n \beta_a \partial_{\beta_a} p_{[n]}^{-i} = 0 , \quad \sum_{a=1}^n \beta_a \partial_{\beta_a} j^{i}_{[n]} = 0 , \quad \sum_{a=1}^n \beta_a \partial_{\beta_a} k^{-i}_{[n]} = 0 .$$

\(^4\)From now on, in place of equations for the ket-vectors $|g_{[n]} \rangle$, we use equations for the densities $g_{[n]}$ (3.8).

To this end, in equations for $g_{[n]}$, we replace the annihilation operators $\bar{a}^\dagger$, $\bar{\zeta}$, $\bar{v}^\alpha$, and $\bar{v}^\beta$ (2.6) by the respective derivatives $\partial/\partial a^\dagger$, $\partial/\partial \zeta$, $\partial/\partial v^\alpha$, and $\partial/\partial v^\beta$. 
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**D-kinematical equations.** Commutators between the dynamical generators (2.5) and the kinematical generator $D$ give the equations

\[
\sum_{a=1}^{n} p_d^i \partial_{p_d^i} \tilde{p}_m^a = \left( 2 + \frac{d - 2}{2} (2 - n) + \sum_{a=1}^{n} M_{\alpha_0}^a \right) \tilde{p}_m^a, \tag{3.11}
\]

\[
\sum_{a=1}^{n} p_d^i \partial_{p_d^i} j_{\tilde{n}/a}^{\text{d}} = \left( 1 + \frac{d - 2}{2} (2 - n) + \sum_{a=1}^{n} M_{\alpha_0}^a \right) j_{\tilde{n}/a}^{\text{d}}, \tag{3.12}
\]

\[
\sum_{a=1}^{n} p_d^i \partial_{p_d^i} k_{\tilde{n}/a} = \left( \frac{d - 2}{2} (2 - n) + \sum_{a=1}^{n} M_{\alpha_0}^a \right) k_{\tilde{n}/a}. \tag{3.13}
\]

**$J^{ij}$-kinematical equations.** Commutators between the dynamical generators (2.5) and the kinematical generators $J^{ij}$ lead to the equations

\[
\sum_{a=1}^{n} \left( p_d^i \partial_{p_d^i} - p_d^j \partial_{p_d^j} + M_{\alpha_0}^{ij} \right) \tilde{p}_m^a = 0, \tag{3.14}
\]

\[
\sum_{a=1}^{n} \left( p_d^i \partial_{p_d^i} - p_d^k \partial_{p_d^k} + M_{\alpha_0}^{ij} \right) j_{\tilde{n}/a}^{\text{d}} = 0, \tag{3.15}
\]

\[
\sum_{a=1}^{n} \left( p_d^i \partial_{p_d^i} - p_d^j \partial_{p_d^j} + M_{\alpha_0}^{ij} \right) k_{\tilde{n}/a} = 0. \tag{3.16}
\]

**$K^+$-kinematical equations.** Commutators between the dynamical generators (2.5) and the kinematical generator $K^+$ lead to the equations

\[
\sum_{a=1}^{n} \beta_a \left( M_{\alpha_0}^a - \partial_{p_d^a} \partial_{p_d^a} \right) \tilde{p}_m^a = 0, \tag{3.17}
\]

\[
\sum_{a=1}^{n} \beta_a \left( M_{\alpha_0}^a - \partial_{p_d^a} \partial_{p_d^a} \right) j_{\tilde{n}/a}^{\text{d}} = 0, \tag{3.18}
\]

\[
\sum_{a=1}^{n} \beta_a \left( M_{\alpha_0}^a - \partial_{p_d^a} \partial_{p_d^a} \right) k_{\tilde{n}/a} = 0. \tag{3.19}
\]

**$K^i$-kinematical equations.** Commutators between the dynamical generators (2.5) and the kinematical generators $K^i$ give the equations

\[
j_{\tilde{n}/i}^{-1} - K_{\tilde{n}/i}^j p_{\tilde{n}/j}^i - X_{\tilde{n}/i}^i p_{\tilde{n}/j}^i = 0, \tag{3.20}
\]

\[
K_{\tilde{n}/i}^i j_{\tilde{n}/i}^{-1} - X_{\tilde{n}/i}^j j_{\tilde{n}/i}^{-1} + \delta_{ij} X_{\tilde{n}/i}^j j_{\tilde{n}/i}^{-1} - K_{X_{\tilde{n}/i}^i} p_{\tilde{n}/j}^i + X_{\tilde{n}/i}^i p_{\tilde{n}/j}^i - \frac{1}{2} \delta_{ij} X_{\tilde{n}/i}^j + \delta_{ij} k_{\tilde{n}/i} = 0, \tag{3.21}
\]

\[
K_{\tilde{n}/i}^j k_{\tilde{n}/i}^i - X_{\tilde{n}/i}^j k_{\tilde{n}/i}^i + K_{X_{\tilde{n}/i}^j} j_{\tilde{n}/i}^{-1} - X_{\tilde{n}/i}^j j_{\tilde{n}/i}^{-1} + \frac{1}{2} X_{\tilde{n}/i}^j j_{\tilde{n}/i}^{-1} = 0. \tag{3.22}
\]
where $X^i$ is defined in (3.7) and we use the notation
\[
K'_{a} = \sum_{a=1}^{n} \left( \frac{1}{2} p'_a \left( -\partial_{p'_a} \partial_{p'_a} + M_{a}^{-\oplus} \right) + \left( \beta_{a} \partial_{\beta_{a}} + p'_a \partial_{p'_a} + \frac{d-2}{2} - M_{a}^{\ominus} \right) \partial_{p'_a} \right) - M_{a}^{ij} \partial_{p'_a} + M_{a}^{\ominus i} \right),
\]
\[
K'_{\xi} = \sum_{a=1}^{n} \frac{1}{2n} M_{a}^{-\ominus} \delta^{ij} + \frac{1}{n} \left( \partial_{p'_a} \partial_{p'_a} - \frac{1}{\delta} \partial_{p'_a} \partial_{p'_a} \right).
\]

\[J^{+i}\text{-kinematical symmetry restrictions.}\] Commutators between the dynamical generators (2.5) and the kinematical generators $J^{\pm}$ tell us that the densities $p_{\alpha}^{i}, j_{\alpha}^{i}, k_{\alpha}^{i}$ (3.8) depend on the momenta $p'_{a}$ through the new momentum variables $P_{ab}^{i}$ defined by
\[
P_{ab}^{i} \equiv p'_{a} \beta_{b} - p'_{b} \beta_{a}.
\]

In other words, the densities $p_{\alpha}^{i}, j_{\alpha}^{i}, k_{\alpha}^{i}$ (3.8) turn out to be functions of $P_{ab}^{i}$ in place of $p'_{a}$,
\[
p_{\alpha}^{i} = p_{\alpha}^{i}(P_{ab}, \beta_{a}; \alpha_{a}), \quad j_{\alpha}^{i} = j_{\alpha}^{i}(P_{ab}, \beta_{a}; \alpha_{a}), \quad k_{\alpha}^{i} = k_{\alpha}^{i}(P_{ab}, \beta_{a}; \alpha_{a}).
\]

We summarize our study of the dynamical generators (2.5) by the following two remarks.

i) The commutators between the dynamical generators (2.5) and the kinematical generators $J^{+i}, D, J^{ij}, K^{+}, K^{i}$ lead to equations (3.10)–(3.22) for the densities $p_{\alpha}^{i}, j_{\alpha}^{i}, k_{\alpha}^{i}$ (3.8).

ii) The commutators between the dynamical generators (2.5) and the kinematical generators $J^{+i}$ tell us that the densities $p_{\alpha}^{i}, j_{\alpha}^{i}, k_{\alpha}^{i}$ (3.8) turn out to be functions of $P_{ab}^{i}$ in place of $p'_{a}$ (3.26).

Using (3.25), we verify that by virtue of momentum conservation laws not all momenta $P_{ab}^{i}$ are independent. Namely, we verify that only $n-2$ momenta $P_{ab}^{i}$ are independent.

4 Kinematical and dynamical equations for cubic vertices and light-cone gauge dynamical principle

First, in this section, we discuss the kinematical and dynamical equations for cubic vertices. Second, we discuss the light-cone gauge dynamical principle for cubic vertices.

The kinematical equations for $G_{ab}^{\text{dyn}}, n \geq 3$, have already been discussed in the previous section. We note then that, for $n = 3$, there is only one independent $P_{ab}^{i}$ (3.25). This simplifies the kinematical equations for the dynamical generators $G_{ab}^{\text{dyn}}$. Namely, using the momentum conservation laws,
\[
p_{1}^{i} + p_{2}^{i} + p_{3}^{i} = 0, \quad \beta_{1} + \beta_{2} + \beta_{3} = 0,
\]
we verify that the momenta $P_{12}^{i}, P_{23}^{i}, P_{31}^{i}$ can be expressed in terms of a new momentum $P^{i}$ as
\[
P_{12}^{i} = P_{23}^{i} = P_{31}^{i} = P^{i},
\]
where the new momentum $\mathbb{P}^i$ is defined by the relations
\begin{equation}
\mathbb{P}^i \equiv \frac{1}{3} \sum_{a=1,2,3} \tilde{\beta}_a p_a^i, \quad \tilde{\beta}_a \equiv \beta_{a+1} - \beta_{a+2}, \quad \beta_a \equiv \beta_{a+3}. \tag{4.3}
\end{equation}

We prefer to use the momentum $\mathbb{P}^i$ (4.3) because this momentum is manifestly invariant under cyclic permutations of the external line indices $1, 2, 3$. Therefore the densities $p^{[i]}_{[\alpha]}$, $j^{[i]}_{[\alpha]}$, and $k^{[i]}_{[\alpha]}$ are eventually functions of $\mathbb{P}^i$, $\beta_a$ and $\alpha_a$:
\begin{equation}
p^{[i]}_{[\alpha]} = p^{[i]}_{[\alpha]}(\mathbb{P}, \beta_a; \alpha_a), \quad j^{[i]}_{[\alpha]} = j^{[i]}_{[\alpha]}(\mathbb{P}, \beta_a; \alpha_a), \quad k^{[i]}_{[\alpha]} = k^{[i]}_{[\alpha]}(\mathbb{P}, \beta_a; \alpha_a). \tag{4.4}
\end{equation}

**Kinematical equations.** Before to present the kinematical equations we explain our notation. For an quantity $\chi$, we introduce the derivative $\partial_\chi$ and the operator $N_\chi$,
\begin{equation}
\partial_\chi \equiv \partial / \partial \chi, \quad N_\chi \equiv \chi \partial_\chi. \tag{4.5}
\end{equation}

Various operators constructed out of the momenta $\mathbb{P}^i$, $\beta_a$ and the $M$-operators are defined as
\begin{align}
J^{ij} &\equiv \mathbb{P}^i \partial_{\mathbb{P}^j} - \mathbb{P}^j \partial_{\mathbb{P}^i} + M^{ij}, \tag{4.6} \\
D &\equiv N_\mathbb{P} - M^{\oplus} + \frac{d - 2}{2}, \quad N_\mathbb{P} \equiv \mathbb{P} \partial_{\mathbb{P}}, \tag{4.7} \\
K^+ &\equiv \frac{1}{2} \left( \beta \partial_{\beta a} \partial_{\mathbb{P}^i} + \sum_{a=1,2,3} \beta_a M^{\oplus} \right), \tag{4.8} \\
K^i &\equiv (N_\beta - M^{\oplus}) \partial_{\mathbb{P}^i} - M^{ij} \partial_{\mathbb{P}^j} + M^{\odot i} - \frac{\mathbb{P}^i}{6\beta} \sum_{a=1,2,3} \beta_a \tilde{\beta}_a M^{\oplus}, \tag{4.9} \\
K_X^{ij} &\equiv \frac{1}{6} \delta^{ij} M^{\odot} + \frac{\Delta \beta}{9} \left( \partial_{\mathbb{P}^i} \partial_{\mathbb{P}^j} - \frac{1}{2} \delta^{ij} \partial_{\mathbb{P}} \partial_{\mathbb{P}} \right), \tag{4.10} \\
P^+ &\equiv \frac{\mathbb{P} \mathbb{P}}{2\beta} - \sum_{a=1,2,3} \frac{M^{\oplus}}{2\beta_a}, \tag{4.11} \\
J^{-i} &\equiv -\frac{\mathbb{P}^i}{\beta} N_\beta + \frac{1}{\beta} M^{\odot i} \mathbb{P}^i + \frac{1}{6\beta_a} \sum_{a=1,2,3} \tilde{\beta}_a M^{\odot} \partial_{\mathbb{P}^i} - \frac{1}{\beta_a} M^{\oplus}, \tag{4.12} \\
M^{ij} &\equiv \sum_{a=1,2,3} M_a^{ij}, \quad M^{ij} \equiv \frac{1}{3} \sum_{a=1,2,3} \tilde{\beta}_a M_a^{ij}, \tag{4.13} \\
M^{\odot} &\equiv \sum_{a=1,2,3} M_a^{\odot}, \quad M^{\odot} \equiv \frac{1}{3} \sum_{a=1,2,3} \tilde{\beta}_a M_a^{\odot}, \tag{4.14} \\
M^{\oplus} &\equiv \sum_{a=1,2,3} M_a^{\oplus}, \quad M^{\oplus} \equiv \sum_{a=1,2,3} \tilde{\beta}_a M_a^{\oplus}, \tag{4.15} \\
N_\beta &\equiv \sum_{a=1,2,3} \beta_a \partial_{\beta_a}, \quad N_\beta \equiv \frac{1}{3} \sum_{a=1,2,3} \tilde{\beta}_a \beta_a \partial_{\beta_a}, \tag{4.16} \\
\beta &\equiv \beta_1 \beta_2 \beta_3, \quad \tilde{\beta} \equiv \tilde{\beta}_1 \tilde{\beta}_2 \tilde{\beta}_3, \quad \Delta_\beta \equiv \sum_{a=1,2,3} \beta_a^2. \tag{4.17}
\end{align}

Using notation in (4.5)–(4.17), we now represent the kinematical equations given in (3.10)–(3.22) in terms of the densities (4.4).
\( J^{+-} \)-kinematical equations:
\[
(N_P + N_\beta) p^{[3]}_{[3]} = 0, \quad (N_P + N_\beta) j^{-i}_{[3]} = 0, \quad (N_P + N_\beta) k^{-i}_{[3]} = 0; \tag{4.18}
\]

\( D \)-kinematical equations:
\[
(D - 2)p^{[3]}_{[3]} = 0, \quad (D - 1)j^{-i}_{[3]} = 0, \quad Dk^{-i}_{[3]} = 0; \tag{4.19}
\]

\( J^{ij} \)-kinematical equations:
\[
J^{ij} p^{[3]}_{[3]} = 0, \quad J^{ij} j^{-k}_{[3]} = \delta^{jk} j^{-i}_{[3]} - \delta^{ik} j^{-j}_{[3]}, \quad J^{ij} k^{-i}_{[3]} = 0; \tag{4.20}
\]

\( K^{+} \)-kinematical equations:
\[
K^{+} p^{[3]}_{[3]} = 0, \quad K^{+} j^{-i}_{[3]} = 0, \quad K^{+} k^{-i}_{[3]} = 0; \tag{4.21}
\]

\( K^{i} \)-kinematical equations:
\[
j^{-i}_{[3]} - K^{i} p^{[3]}_{[3]} = 0, \tag{4.22}
\]
\[
K^{i} j^{j}_{[3]} - K^{i} K^{j}_{[3]} + \delta^{ij} k^{-i}_{[3]} = 0, \tag{4.23}
\]
\[
K^{i} k^{-i}_{[3]} + K^{i} j^{j}_{[3]} = 0. \tag{4.24}
\]

Note that, for the derivation of equations (4.19), we use equations (4.18). For the derivation of equations (4.22)–(4.24), we use equations (3.20)–(3.22) and the relation \([X^i, P^j] = 0\). Equations given in (4.18)–(4.24) constitute the full list of kinematical equations.

Dynamical equations. The dynamical equations for vertices are obtained by using commutators between dynamical generators (2.5). The full list of those commutators is given by
\[
[P^-, J^{-i}] = 0, \tag{4.25}
\]
\[
[P^-, K^{-i}] = 0, \quad [J^{-i}, J^{-j}] = 0, \quad [J^{-i}, K^{-i}] = 0. \tag{4.26}
\]

We note however that we can restrict ourselves to the study of the commutator in (4.25) in view of the following important feature of the conformal algebra. Kinematical \(K^{i}\)-symmetry equations given in (4.22)–(4.24) are obtained from the commutators
\[
[P^-, K^i] = -J^{-i}, \quad [J^{-i}, K^j] = \delta^{ij} K^{-i}, \quad [K^{-i}, K^i] = 0. \tag{4.27}
\]

Using Jacoby identities, we verify that, if the commutators (4.25) and (4.27) are satisfied, then the commutators (4.26) are satisfied automatically. Thus, if we respect \(K^{i}\)-symmetry equations (4.22)–(4.24), then we can indeed restrict ourselves to the study of the commutator in (4.25).

To cubic order in fields, the commutator (4.25) takes the form
\[
[P^{-2}, J^{-i}] + [P^{-1}, J^{i}] = 0. \tag{4.28}
\]
Equations (4.28) amount to the following equations for $p_{[3]}^-$ and $j_{[3]}^-$ (4.4),

$$J^{-i}p_{[3]}^- + P^- j_{[3]}^- = 0,$$  \hspace{1cm} (4.29)

where $P^-$ and $J^{-i}$ are given in (4.11), (4.12). Dynamical equations (4.29) involve both the cubic vertex $p_{[3]}^-$ and the density $j_{[3]}^-$. Note however that the kinematical equation (4.22) allows us to express $j_{[3]}^-$ in terms of $p_{[3]}^-$. Plugging $j_{[3]}^-$ (4.22) into (4.29), we obtain the closed equations for the cubic vertex $p_{[3]}^-$,

$$(J^{-i} + P^- K_i)p_{[3]}^- = 0.$$  \hspace{1cm} (4.30)

The possibility to derive the closed equations (4.30) for the cubic vertex by using only commutators of the conformal algebra is the attractive feature of the light-cone approach to conformal fields.$^5$

Thus, to cubic order in fields, we exhaust all commutators of the conformal algebra. Dynamical equations (4.30) and kinematical equations (4.18)–(4.24) provide the complete list of restrictions imposed by commutators of the conformal algebra on the densities $p_{[3]}^-$, $j_{[3]}^-$, and $k_{[3]}^-$.

**Light-cone gauge dynamical principle.** Kinematical equations (4.18)–(4.24) and dynamical equation (4.30) by themselves do not provide a possibility to fix all solutions for cubic vertex uniquely. To determine all solutions for cubic vertex uniquely we impose so called light-cone dynamical principle. We formulate this principle as the following two requirements:

a) $p_{[3]}^-, j_{[3]}^-, k_{[3]}^-$ are polynomial in $P^i$; \hspace{1cm} (4.31)
b) $p_{[3]}^- \neq P^- W$, $W$ is polynomial in $P^i$; \hspace{1cm} (4.32)

where $P^-$ is given in (4.11). The assumption (4.31) is the light-cone counterpart of locality condition commonly used in Lorentz covariant formulations. Concerning the requirement in (4.32) we recall that, upon field redefinitions, the cubic vertex $p_{[3]}^-$ is changed as $p_{[3]}^- \to p_{[3]}^- + P^- f$ (see, e.g., appendix B in ref. [21]). Therefore, if we ignore the restriction (4.32), then, among other solutions, we can meet the solutions for $p_{[3]}^-$ which can be removed by the field redefinitions. As we prefer to deal with the cubic vertex $p_{[3]}^-$ that cannot be removed by the field redefinitions we impose the restriction (4.32). Note also that, if some solution for the vertex $p_{[3]}^-$ obeys our kinematical and dynamical equations, then the vertex $p_{[3]}^- f$ obtainable from $p_{[3]}^-$ by using the field redefinitions, $p_{[3]}^- f = p_{[3]}^- + P^- f$, also obeys our equations. Therefore to find all solutions for the cubic vertex uniquely we choose some representative of the vertex by exploiting the field redefinitions. After choosing a representative of the cubic vertex our kinematical and dynamical equations allow us to find all solutions for the cubic vertex $p_{[3]}^-$ and the corresponding densities $j_{[3]}^-$ and $k_{[3]}^-$ uniquely. Below, we use our general setup above described for the detailed study of cubic vertices for scalar and vector fields.

---

$^5$For the case of Poincaré algebra symmetries, closed equations for cubic vertex can be obtained only after a choice of a representative for cubic vertex. An example of the closed equations for so called harmonic representative of cubic vertex is given in section 4.1 in ref. [21].
5 Scalar and vector fields. Equations for representative of cubic vertices

The cubic vertex (4.4) can be written as
\[ p_{[3]} = p_{[3]}(\mathbb{P}^i, \alpha_a^i, \zeta_a, v_a^\oplus, \beta_a), \]  
(5.1)
where we show all arguments explicitly. In view of the so(d−2) symmetries (4.20), a general parity-even and so(d−2) invariant solution for the cubic vertex (5.1) can be presented as
\[ p_{[3]} = p_{[3]}(\mathbb{P}^i, \alpha_{a+1}, \zeta_a, v_a^\oplus, v_a^\ominus, \beta_a, \mathbb{P}^2), \]  
(5.2)
where, in (5.2) and below, we use the following notation for various variables:
\[ L_a \equiv \frac{\mathbb{P}^i \alpha_a^i}{\beta_a}, \quad \alpha_{ab} \equiv \alpha_a^i \alpha_b^i, \quad \mathbb{P}^2 \equiv \mathbb{P}^i \mathbb{P}^i, \quad \upsilon \equiv \sum_{a=1,2,3} v_a^\oplus. \]  
(5.3)

In other words, the vector oscillators \( \alpha_a^i \) and the momentum \( \mathbb{P}^i \) enter the cubic vertex (5.2) through the so(d−2) symmetry invariants \( \alpha_a^i \mathbb{P}^i, \alpha_a^i \alpha_{a+1}^i, \) and \( \mathbb{P}^i \mathbb{P}^i \). Note however that we find it convenient, in place of the invariant \( \alpha_a^i \mathbb{P}^i \), to use the invariant \( L_a \) defined in (5.3).

Up to now all our equations were valid for arbitrary spin conformal fields. From now on we restrict our attention to scalar and vector conformal fields. In appendix A, we prove the following

**Statement.** For scalar and vector conformal fields, by using field redefinitions, the vertex \( p_{[3]} \) (5.2) can be made independent of \( \mathbb{P}^2 \),
\[ p_{[3]} = p_{[3]}(L_a, \alpha_{a+1}, \zeta_a, v_a^\oplus, v_a^\ominus, \beta_a). \]  
(5.4)
In other words, for scalar and vector conformal fields, without loss of generality, the representative of the cubic vertex \( p_{[3]} \) can be chosen as in (5.4).

For the representative of the cubic vertex (5.4), our equations (4.18)–(4.21) and (4.30) allow us to find all possible solutions for the cubic vertices uniquely. The representative of the cubic vertex depends on the variables shown explicitly in (5.4). Therefore it is reasonable to represent various differential operators entering our equations in terms of the variables appearing in (5.4).

**Realization of the operators** \( D, K^+, K^i, \) and \( J^{-i} \) **on the representative of** \( p_{[3]} \) **(5.4) for scalar and vector fields.** On space of \( p_{[3]} \) (5.4), the operators \( D, K^+, K^i, \) and \( J^{-i} \) given in (4.7)–(4.12) are realized as follows,
\[ D = N_L - M^\ominus + \frac{d-2}{2}, \]  
(5.5)
\[ K^+ = \frac{1}{2} \sum_{a=1,2,3} \beta_a (M_a^\oplus + 2 \alpha_{a+1} + 2 \partial L_a + \partial \tau_{a+2}), \]  
(5.6)
\footnote{In (5.2), we ignore the so(d−2) algebra invariants that can be built by using the Levi-Civita antisymmetric tensor \( \epsilon^{i_1 \cdots i_d-2} \). We refer to vertices not involving the Levi-Civita antisymmetric tensor as parity-even vertices.}
\[
K^I = \left[ \beta \right]^a G^I^a + \sum_{a=1,2,3} \alpha^a G^I_a,
\]  
\[
J^{-1} = \left[ \beta \right]^a G^J_a + \sum_{a=1,2,3} \frac{\alpha^a}{\beta} G^J_a + \mathcal{P}^{-} \sum_{a=1,2,3} \frac{2\beta_a}{3\beta} \alpha^a \partial_{L_a},
\]  
\[
J^{-1} + \mathcal{P}^{-} K^I = \left[ \beta \right]^a G^J_a + \sum_{a=1,2,3} \frac{\alpha^a}{\beta} G^J_a + \mathcal{P}^{-} \left( \left[ \beta \right]^a G^K_a + \sum_{a=1,2,3} \alpha^a G^J_a \right),
\]

where operators \( G^I_a, G^J_a, \) and \( G^K_a \) are defined as

\[
G^I_a = \sum_{a=1,2,3} \frac{1}{\beta_a} m^a \partial_{L_a} - \frac{\beta_a}{3} \alpha_{a+1a+2} \partial_{L_{a+1}} + \frac{\beta_a}{3} \partial_{L_{a+1}} M^a \beta_a,
\]  
\[
G^J_a = \frac{1}{\beta_a} \left( N_a - M^a \beta_a \right) \left( \frac{1}{3} \beta_a (N + d - 2) \right) \partial_{L_a} + m^a + m^a_{a+1} \partial_{a+1} + m^a_{a+2} \partial_{a+2} + \alpha_{a+1a+2} \left( \partial_{a+1} \partial_{L_{a+2}} - \partial_{a+2} \partial_{L_{a+1}} \right),
\]  
\[
G^K_a = \sum_{a=1,2,3} \frac{1}{\beta_a} m^a \partial_{L_a},
\]  
\[
G^J_a = \frac{1}{\beta_a} \left( N_a - M^a \beta_a \right) \left( \frac{1}{3} \beta_a (N + d - 4) \right) \partial_{L_a} + m^a + m^a_{a+1} \partial_{a+1} + m^a_{a+2} \partial_{a+2} + \alpha_{a+1a+2} \left( \partial_{a+1} \partial_{L_{a+2}} - \partial_{a+2} \partial_{L_{a+1}} \right),
\]  
\[
N_a = \sum_{a=1,2,3} \beta_a N_a, \quad N_a = \beta_a \partial_{L_a}.
\]

For the notation see also (4.14)–(4.17). For scalar and vector fields, the operators \( m^a, m^a \) and \( \bar{m}^a, \bar{m}^a \) are given in (2.56), while the operators \( M^a, M^a \) and \( M^{a} \) are given in (2.43). Using the notation in (4.16), (5.5), (5.6), and (5.10)–(5.15), we now summarize our

**Complete system of equations for representative of cubic vertex (5.4):**

\[
N_{\beta} p^-_{[a]} = 0, \quad (D - 2) p^-_{[a]} = 0,
\]
\[
K^a p^-_{[a]} = 0, \quad G^I_a p^-_{[a]} = 0, \quad G^J_a p^-_{[a]} = 0, \quad G^K_a p^-_{[a]} = 0, \quad a = 1, 2, 3;
\]
\[
G^I_a p^-_{[a]} = 0, \quad a = 1, 2, 3.
\]
We present our solution for cubic vertex, where we show that the undressed vertex.

To summarize, all that remains is to find the cubic vertex, we have to fix the densities $\upsilon_u$ and a undressed vertex denoted as $p^-_{[3]}$. These solutions are discussed in the next section, while the systematic method for solving equations (5.16)–(5.25) is presented in appendix B. Note however that, besides the cubic vertex, we have to fix the densities $\upsilon_u$ and $\upsilon^\oplus$ for scalar and vector fields.

Equations (5.16)–(5.24) tell us that the cubic vertex $p^-_{[3]}$ describes an interaction of fields which satisfy the respective first and second algebraic constraints in (2.32).

Equations (5.16)–(5.24) allow us to find all solutions for the cubic vertex uniquely. These solutions are discussed in the next section, while the systematic method for solving equations (5.16)–(5.24) is presented in appendix B. Note however that, besides the cubic vertex, we have to fix the densities $\upsilon_u$ and $\upsilon^\oplus$. These densities can be fixed by using the $K^\alpha$-symmetry equations given in (4.22)–(4.24). Here we present our result (for details of the derivation, see appendix C),

$$j^{-i}_{[3]} = - \sum_{a=1,2,3} \frac{2\tilde{\beta}_a}{3\beta_a} \alpha^i_a \partial L_a p^-_{[3]},$$

$$k^-_{[3]} = \sum_{a=1,2,3} \left( \frac{2\tilde{\beta}_a}{3\beta_a} m^\oplus_a \partial L_a + \frac{2}{9} \left( \frac{4\beta^3_a}{\beta} - 1 \right) \alpha_{a+1a+2} \partial L_{a+1} \partial L_{a+2} \right) p^-_{[3]} + \frac{1}{6} M^\oplus \partial p^-_{[3]},$$

where $m^\oplus_a, M^\oplus$ are defined in (2.56), (4.15). From (5.25), (5.26), we see that the knowledge of the cubic vertex $p^-_{[3]}$ provides us automatically the solution for the densities $j^{-i}_{[3]}$ and $k^-_{[3]}$.

To summarize, all that remains is to find the cubic vertex $p^-_{[3]}$.

## 6 Cubic vertices for scalar and vector fields

We present our solution for cubic vertex $p^-_{[3]}$ (5.4) in terms of a dressing operator denoted as $U$ and a undressed vertex denoted as $V$ (for details of the derivation, see appendix B),

$$p^-_{[3]} = UV, \quad V = V(L_a, \alpha_{a+1}, \upsilon^\oplus),$$

where we show that the undressed vertex $V$ depends only on the variables $L_a, \alpha_{a+1},$ and $\upsilon^\oplus$ defined in (5.3). The undressed vertex $V$ satisfies the following equations:

$$G_a V = 0, \quad a = 1, 2, 3,$$

$$G_a \equiv L_{a+1} \partial \alpha_{a+2a} - L_{a+1} \partial \alpha_{a+1} + \upsilon^\oplus u_{\zeta,a},$$

$$u_{\zeta,a} \equiv \frac{1}{2} \left( N_{L_{a+1}} - N_{L_{a+2}} + \frac{1}{2} k_{s_{a+1}} - \frac{1}{2} k_{s_{a+2}} \right) \partial L_a, \quad \tilde{k}_{s_a} \equiv k_{s_a} - s_a,$$

$$\left( N_L + 2N_{\upsilon^\oplus} - k_a + \frac{d-6}{2} \right) V = 0,$$

$$(N_{L_a} + N_{\alpha_{a+1}} + N_{\alpha_{a+2a}} - s_a) V = 0, \quad a = 1, 2, 3;$$

$$(\text{5.23})$$

$$(\text{5.24})$$

$$(\text{5.25})$$

$$(\text{5.26})$$

$$(\text{5.27})$$

$$(\text{5.28})$$

$$(\text{5.29})$$
\[ k_s = \sum_{a=1,2,3} k_{s_a}, \]

\[ k_{s_a} = k_a, \quad k_a \in \mathbb{N}_0, \quad \text{for} \quad s_a = 0, \]

\[ k_{s_a} = \frac{d-4}{2}, \quad \text{for} \quad s_a = 1; \]

and the following two requirements (for physical motivation of (6.6), (6.8), see below (6.15)):

a) \( V \) is polynomial in \( L_a, \alpha_{a+1}, v^\oplus \), \( a = 1, 2, 3; \) (6.6)

b) \( V^\oplus \) is polynomial in \( v_1^\oplus, v_2^\oplus, v_3^\oplus \), \( V^\oplus \equiv \prod_{a=1,2,3} (v_a^\oplus)^{k_a-N_v^\oplus} V; \) (6.7)

while the dressing operator \( U \) can be presented as

\[
U = U_3 U_{v^\oplus} U_{v^\ominus} U_{N_v^\oplus} U_\zeta U_{\zeta^\ominus},
\]

\[
U_\beta = e^{u_\beta}, \quad u_\beta = -\sum_{a=1,2,3} \frac{\hat{\beta}_a}{2\hat{\gamma}_a} m_a^\oplus \partial L_a,
\]

\[
U_{v_2^\ominus} \equiv \prod_{a=1,2,3} U_{v_a^\ominus}, \quad U_{v_a^\ominus} \equiv (v_a^\ominus)^{k_a-N_v^\ominus-N_{\alpha_a}}, \quad (6.10)
\]

\[
U_{v_2^\ominus} = e^{u_{v_2^\ominus}}, \quad u_{v_2^\ominus} = \sum_{a=1,2,3} u_{v_a} v_a^\ominus,
\]

\[
u_{v_a} = -\frac{1}{2} \alpha_{a+1} \partial L_{a+1} \partial L_{a+2} + \frac{1}{4} (\alpha_{a+1} \zeta_{a+2} - \alpha_{a+2} \zeta_{a+1}) \partial L_1 \partial L_2 \partial L_3, \quad (6.11)
\]

\[
U_{N_v^\ominus} = \prod_{a=1,2,3} U_{N_v^{\ominus a}}, \quad U_{N_v^{\ominus a}} = r_a N_v^{\ominus a},
\]

\[
r_a = 1 + \frac{1}{2} \zeta_a \partial L_{a+1} - \frac{1}{2} \zeta_{a+2} \partial L_{a+2} + \frac{3}{4} \zeta_{a+1} \zeta_a + \partial L_{a+1} \partial L_{a+2},
\]

\[
U_\zeta = e^{u_\zeta}, \quad u_\zeta = \sum_{a=1,2,3} u_{\zeta a} \zeta_a,
\]

\[
u_{\zeta a} = \frac{1}{2} \left( N_{L_{a+1}} - N_{L_{a+2}} + \frac{1}{2} \bar{k}_{s_{a+1}} - \frac{1}{2} \bar{k}_{s_{a+2}} \right) \partial L_a, \quad \bar{k}_{s_a} \equiv k_{s_a} - s_a,
\]

\[
U_{\zeta \zeta} = e^{u_{\zeta \zeta}}, \quad u_{\zeta \zeta} = \sum_{a=1,2,3} u_{\zeta \zeta a} \zeta_a \zeta_{a+2},
\]

\[
u_{\zeta \zeta a} = \frac{1}{8} \left( \frac{d-2}{2} - \bar{k}_{s_a} \right) \partial L_{a+1} \partial L_{a+2} - \partial \alpha_{a+1} \partial L_{a+2} \partial v_a^\ominus,
\]

(6.14)

where the operators \( m^\oplus, m^\ominus, \tilde{m}, \tilde{m}^\ominus \) are given in (2.56). Operators \( u_{\zeta \zeta a} \) (6.14) can
alternatively be represented as (see (B.43), (B.44) in appendix B),

\[
u_{\zeta \zeta a} = \frac{1}{4} \left( \frac{d-4}{2} - N_{\zeta^\ominus} \right) \partial L_{a+1} \partial L_{a+2} - \partial \alpha_{a+1} \partial L_{a+2} \partial v_a^\ominus.
\]

(6.15)
Before to proceed let us discuss physical motivation for the requirements (6.6), (6.7). By definition, the vertex \( p_\beta \) should be polynomial in the momenta \( P^i \) and all oscillators.\(^7\) First using the dressing operator \( U \) (6.8), we note that, if vertex \( V \) is polynomial in \( L_a \) (5.2), then the vertex \( p_\beta \) is also polynomial in \( L_a \) (and \( P^i \)). Second, using the dressing operator \( U \) (6.8) again, we see that, if the undressed vertex \( V \) satisfies requirement (6.6), then the vertex \( p_\beta \), with the exception of the oscillators \( v_1^\oplus, v_2^\oplus, v_3^\oplus \), is obviously polynomial in all oscillators. In order to get vertex \( p_\beta \) that is polynomial in the oscillators \( v_1^\oplus, v_2^\oplus, v_3^\oplus \), we impose restriction (6.7). This restriction can be represented in easy-to-use form by using the Taylor series expansion of the undressed vertex \( V \) in \( \nu^\oplus \),

\[
V = \sum_{m=m_{\min}}^{m_{\max}} V_m \nu^\oplus m, \quad V_m = V_m(L_a, \alpha \alpha + 1),
\]

where non-negative integers \( m_{\min} \) and \( m_{\max} \) depend on spins and conformal dimensions and are fixed by using equations (6.2)–(6.4). Plugging \( V \) (6.16) into (6.7), we get \( V^\oplus \) given by:

\[
V^\oplus = \sum_{m=m_{\min}}^{m_{\max}} v^m V_m \prod_{a=1,2,3} \nu_a^\oplus k_a - m, \quad v \equiv v_1^\oplus v_2^\oplus v_3^\oplus + v_2^\oplus v_3^\oplus v_1^\oplus + v_3^\oplus v_1^\oplus v_2^\oplus.
\]

From (6.17), we see that requirement (6.7) amounts to the restrictions

\[
k_a - m \geq 0, \quad 0 \leq m_{\min} \leq m \leq m_{\max}, \quad a = 1, 2, 3.
\]

Finding all solutions to equations (6.2)–(6.4) and requirements (6.6), (6.7) turns out to be simple problem. We now present our solutions for the undressed vertices.

**Undressed vertex for three scalar fields.** Using notation as in (3.9), we consider cubic vertex for three scalar fields,

\[
(\Delta_1, 0) - (\Delta_2, 0) - (\Delta_3, 0)
\]

\[
\Delta_a = \frac{d - 2}{2} - k_a, \quad k_a \in \mathbb{N}_0, \quad a = 1, 2, 3,
\]

i.e. three scalar fields carry external line indices \( a = 1, 2, 3 \). For this case, we find one solution for the undressed vertex given by

\[
V = \nu^\oplus n, \quad n \equiv \frac{1}{2} \left( \frac{d}{2} - 6 \right) + k \right), \quad k \equiv \sum_{a=1,2,3} k_a,
\]

where \( n \) (6.20) and \( n_a \) defined in (6.22) should satisfy the restrictions given by

\[
n \geq 0, \quad n \in \mathbb{N}_0,
\]

\[
n_a \geq 0, \quad n_a \in \mathbb{N}_0, \quad n_a \equiv \frac{1}{2} \left( \frac{d}{2} - 6 \right) + k_a - k_{a+1} - k_{a+2}, \quad a = 1, 2, 3.
\]

The following remarks are in order.

\(^7\)We recall that the requirement for the vertex \( p_\beta \) to be polynomial in \( P^i \) is the light-cone gauge locality requirement (4.31). Requirement for the vertex \( p_\beta \) to be polynomial in the oscillators is related to the fact that our ket-vectors of fields described in section 2 are realized as polynomials in all oscillators entering the game.
i) Restrictions (6.21) are obtainable by requiring the power of $\upsilon^\oplus$ in (6.20) be non-negative integer, while restrictions (6.22) are obtainable by using the requirement in (6.7).

ii) Restrictions (6.21), (6.22) amount to the following restrictions:

$$ k - 2k_{\min} \leq \frac{1}{2}(d - 6) \leq k, \quad k \equiv \sum_{a=1,2,3} k_a, \quad k_{\min} = \min_{a=1,2,3} k_a. \quad (6.23) $$

Restrictions (6.23) lead to a surprisingly simple result for allowed values of space-time dimensions. Indeed, taking into account that $n_a \in \mathbb{N}_0$, we obtain that given values $k_1, k_2, k_3$, the allowed values of space-time dimension $d$ are given by

$$ d = 2k + 6, \ 2k + 2, \ 2k - 2, \ \ldots, \ 2k + 6 - 4k_{\min}. \quad (6.24) $$

Relation (6.24) implies that given values $k_1, k_2, k_3$, the number of allowed values of space-time dimensions $d$ which admit conformal invariant cubic vertices for scalar fields having conformal dimensions as in (6.19) is given by

$$ k_{\min} + 1. \quad (6.25) $$

Besides this, relation (6.24) implies that, for $d = 4$, conformal invariant cubic interaction for the scalar fields does not exist. We note also the interesting similarity between relations (6.23), (6.24), and (6.25) in this paper and the respective relations (5.13), (5.15), and (5.16) in ref. [21]. Note also that the restrictions (6.22) can alternatively be represented as

$$ k_1 + k_2 - \frac{1}{2}(d - 6) \leq k_3 \leq \frac{1}{2}(d - 6) - |k_1 - k_2|. \quad (6.26) $$

iii) Free action (2.60) for the conformal scalar fields exists for both even $d$ and odd $d$. From (6.24), we see however that cubic vertex for the scalar fields is available only for even $d$.

iv) To illustrate (6.24), (6.25) consider three scalar fields having canonical dimensions, $k_a = 0, \ a = 1, 2, 3$. From (6.25) we see then that there is only one allowed value of $d$, while, from (6.24), we learn that the allowed value of $d$ is equal to 6. Note that, for the scalar fields in $\mathbb{R}^{5,1}$, we get the dressing operator $U = 1$ and therefore the undressed vertex $V$ coincides with the cubic vertex, $p^{[3]}_\alpha = V$.

v) From (6.24), we get the restriction

$$ d \leq 2k + 6. \quad (6.27) $$

Restriction (6.27) can easily be explained by using higher-derivative approach. In such approach, the scalar field having conformal dimension $\Delta = \frac{d-2}{2} - k$ is described by the field $\phi_{-k}$ entering (2.10) with $k' = -k$. A higher-derivative Lorentz covariant
cubic Lagrangian for three scalar fields $\phi_{-k_a}$ with conformal dimensions as in (6.19) can schematically be presented as
\[
L^{\text{high-deriv}}_{[3]} = \partial^4 \phi_{-k_1} \partial^2 \phi_{-k_2} \partial^3 \phi_{-k_3},
\]
where $\partial^l$ stands for $l$ derivatives. Requiring the dilatation symmetry of the Lagrangian (6.28) gives the relation
\[
d = 2k + 6 - \sum_{a=1,2,3} l_a.
\]
Taking into account that $l_a \geq 0$, we see that relation (6.29) implies restriction (6.27).

To our knowledge, though the higher-derivative Lorentz covariant cubic Lagrangian for the scalar fields is well known, the restrictions (6.23) have not been reported in the earlier literature.

vi) Undressed vertex $V$ (6.20) and the corresponding cubic vertex $p_{[3]}^\phi$ (6.1) do not depend on the momenta $P^i$. In general, cubic vertex for three scalar fields could depend on $P^iP^i$. However, as we have shown, using field redefinitions, the dependence of the cubic vertex on $P^iP^i$ can be removed.

**Undressed vertex for two scalar fields and one vector field.** Using notation as in (3.9), we consider cubic vertex for two scalar fields and one vector field,
\[
(\Delta_1, 0) - (\Delta_2, 0) - (\Delta_3, 1)
\]
\[
\Delta_a = \frac{d - 2}{2} - k, \quad k \in \mathbb{N}_0, \quad a = 1, 2; \quad \Delta_3 = 1,
\]
i.e. two scalar fields carry external line indices $a = 1, 2$, while one vector field carries external line index $a = 3$. For this case, we find one solution for the undressed vertex given by
\[
V = \nu^\phi k L_3,
\]
\[
0 \leq k \leq \frac{d - 4}{2}, \quad k \in \mathbb{N}_0.
\]
The following remarks are in order.

i) Restrictions given in (6.32) are obtainable by using the requirements in (6.6), (6.7).

ii) From (6.30), we see that the conformal dimensions of two scalar fields coupled to vector field are equal, $\Delta_1 = \Delta_2$. Using equation (6.2) for $a = 3$, we verify that, for $\Delta_1 \neq \Delta_2$, conformal invariant cubic interaction of two scalar fields and one vector field does not exist.

iii) Restriction for $k$ and $d$ in (6.32) can be represented as
\[
d \geq 2k + 4.
\]
Comparing (6.27) and (6.33), we see that, for the cubic vertex of the three scalar fields, the values of $k_1, k_2, k_3$ form the upper bound for the allowed values of the space-time dimension $d$, while, for the cubic vertex of the two scalar fields and one vector field, the value of $k$ forms the lower bound for the allowed values of the space-time dimension $d$. 
iv) For $d = 4$, $k = 0$, we find $UV = V$ and therefore $p_{[3]}^\perp = V$ (6.1). For $d = 4$, $k = 0$, all fields in (6.30) have canonical conformal dimension $\Delta = 1$ and these fields are realized as massless fields. Thus, for $d = 4$, the vertex $p_{[3]}^\perp = V$ describes the standard cubic interaction of one massless vector field and two massless scalar fields. For $d > 4$, we note $UV \neq V$ and therefore $p_{[3]}^\perp \neq V$.

v) For $d \geq 4$, up to the $u^0$-factor, the undressed vertex (6.31) coincides with the cubic vertex for two massless scalar fields coupled to one massless vector field in Poincaré invariant theory (see, for example, table I in ref. [21]).

### Undressed vertex for two vector fields and one scalar field.

Using notation as in (3.9), we consider cubic vertex for two vector fields and one scalar field,

\[
(\Delta_1, 1) - (\Delta_2, 1) - (\Delta_3, 0),
\]

\[
\Delta_1 = 1, \quad \Delta_2 = 1, \quad \Delta_3 = 0,
\]

(6.34)
i.e. two vector fields carry external line indices $a = 1, 2$, while one scalar field carries external line index $a = 3$. For this case, we find one solution for the undressed vertex given by

\[
V = u^0 \frac{d-4}{2} L_1 L_2.
\]

(6.35)

i) As seen from (6.34), the conformal dimension of the scalar field coupled to two vector fields is equal to zero, $\Delta_3 = 0$. In appendix B, we verify that, for $\Delta_3 \neq 0$, a cubic vertex for one conformal scalar field and two vector fields does not exist (see (B.45)–(B.47)).

ii) For $d \geq 4$, we find $UV \neq V$ and therefore $p_{[3]}^\perp \neq V$ (6.1). For $d = 4$, the vertex $p_{[3]}^\perp$ describes cubic interaction of one scalar field with conformal dimension $\Delta_3 = 0$ and two massless vector fields. Recall that, for $d = 4$, the scalar field with the conformal dimension $\Delta_3 = 0$ is not realized as a massless field.

iii) For $d \geq 4$, the undressed vertex (6.35) coincides, up to the $u^0$-factor, with the cubic vertex for two massless vector fields and one massless scalar field in Poincaré invariant theory (see, for example, table I in ref. [21]).

### Undressed vertex for three vector fields.

Using notation as in (3.9), we consider cubic vertex for three vector fields,

\[
(\Delta_1, 1) - (\Delta_2, 1) - (\Delta_3, 1)
\]

\[
\Delta_a = 1, \quad a = 1, 2, 3,
\]

(6.36)i.e. three vector fields carry external line indices $a = 1, 2, 3$. For this case, we find two solutions for the undressed vertex given by

\[
V = u^0 \frac{d-4}{2} (L_1 \alpha_{23} + L_2 \alpha_{31} + L_3 \alpha_{12}), \quad d \geq 4, \quad d - \text{even};
\]

(6.37)

\[
V = u^0 \frac{d-6}{2} L_1 L_2 L_3, \quad d \geq 6, \quad d - \text{even}.
\]

(6.38)

The following remarks are in order.

---

8 For $d = 4$, at the end of this section, we demonstrate how the vertex $p_{[3]}^\perp = L_4$ is obtained from standard Lorentz covariant cubic interaction of two massless scalar fields and one massless vector field.

9 The variables $L_a$ in this paper are identified with the variables $B_a$ in ref. [21].
i) For $d = 4$, we find $UV = V$ and therefore the undressed vertex $V$ (6.37) is equal to $p_{[3]} (6.1)$. This cubic vertex $p_{[3]} = V$ describes cubic interaction of three massless vector fields in Yang-Mills theory as it should be.\footnote{For $d = 4$, at the end of this section, we demonstrate how the vertex (6.37) is obtained from the standard Lorentz covariant Yang-Mills cubic vertex.} For the undressed vertices (6.37), (6.38) when $d = 6$, we note $UV \neq V$ and therefore the undressed vertices (6.37), (6.38) are not equal to the cubic vertices, $p_{[3]} \neq V$. Note also that, for $d = 6$, the vertex $V$ (6.38) describes $F^3$ interaction of three massless spin-1 fields.

ii) For $d \geq 4$, the two undressed vertices (6.37), (6.38) coincide, up to the $\upsilon^\sigma$-factor, with the respective two cubic vertices for three massless vector fields in Poincaré invariant theory (see, for example, table I in ref. [21]).

We finish our study of the cubic vertices with the following two observations.

a) For $d \geq 6$, the number of cubic vertices for scalar and vector fields in conformal invariant theory is equal to the number of cubic vertices for massless scalar and vector fields in Poincaré invariant theory.

b) For $d \geq 6$, the undressed cubic vertices for scalar and vector fields in conformal invariant theory coincide, up to the $\upsilon^\sigma$-factor, with the cubic vertices for massless scalar and vector fields in Poincaré invariant theory.

Using these two observations, we now put forward the following two conjectures for arbitrary spin conformal fields propagating in $\mathbb{R}^{d-1,1}$, $d \geq 6$.

**Conjecture A.** For $d \geq 6$, the number of cubic vertices for arbitrary spin fields in conformal invariant theory is equal to the number of cubic vertices for massless arbitrary spin fields in Poincaré invariant theory. As shown in ref. [21], for three massless spin-$s_a$ fields, $a = 1, 2, 3$, the number of the parity-even cubic vertices in Poincaré invariant theory is equal to $s_{\text{min}} + 1$, where $s_{\text{min}} = \min_{a=1,2,3} s_a$. Our conjecture implies then that, for three spin-$s_a$ fields, $a = 1, 2, 3$, the number of the parity-even cubic vertices in conformal invariant theory is also equal to $s_{\text{min}} + 1$.

**Conjecture B.** For $d \geq 6$, the undressed cubic vertices for arbitrary spin fields in conformal invariant theory coincide, up to the $\upsilon^\sigma$-factor, with the cubic vertices for massless arbitrary spin fields in Poincaré invariant theory.

Dependence of the cubic vertex $p_{[3]}$ on the oscillators $\zeta_a$, $\upsilon^\sigma_a$, and $\upsilon^\ominus_a$ (by module of $\upsilon^\ominus$) is governed by the dressing operator $U$. To get explicit expression for the cubic vertex $p_{[3]}$ in terms of the just mentioned oscillators we should use Taylor series expansion of the dressing operator $U$ in $\partial_{L_a}$ and $\partial_{\alpha_{a+1}}$. Such expansion turns out to be very complicated and for this reason explicit expression for the cubic vertex $p_{[3]}$ in terms of the oscillators $\zeta_a$, $\upsilon^\sigma_a$, and $\upsilon^\ominus_a$ is not illuminating. The possibility to represent the cubic vertex in terms of the undressed vertex and dressing operator (6.1) we consider as the main attractive feature of our approach. For the reader convenience, we now present the explicit expressions for the cubic vertex $p_{[3]}$ when the undressed vertex $V$ is a degree-1 polynomial in $L_a$. The corresponding undressed vertices are given in (6.20), (6.31), (6.37).
Cubic vertex for three scalar fields. Using the undressed vertex $V$ (6.20), our result for the cubic vertex $p_{[3]}$ and the corresponding densities can be summarized as,

$$
p_{[3]} = v^n \prod_{a=1,2,3} v_a^{n_a}, \quad j_{[3]}^{-i} = 0, \quad k_{[3]} = \frac{1}{6} M^{\otimes^2} p_{[3]}, \quad (6.39)
$$

where $n$, $n_a$ are given in (6.21), (6.22) and we use the notation for $M^{\otimes^2}$ given in (4.15).

Cubic vertices for two scalar fields and one vector field. Using the undressed vertex $V$ (6.31), our result for the cubic vertex $p_{[3]}$ and the corresponding densities can be summarized as,

$$
p_{[3]} = L_3 v^k v_3^\otimes n + \frac{k}{\beta_3} \zeta_3 v_1 v_2 v^{k-1} v_3^{\otimes^2 n} - \frac{n \tilde{\beta}_3}{2 \beta_3} \zeta_3 v^k v_3^{n-1},
$$

$$
j_{[3]}^{-i} = -\frac{2 \tilde{\gamma}_3}{3 \beta_3} \alpha_i v^k v_3^{\otimes n},
$$

$$
k_{[3]} = -\frac{4 k \tilde{\gamma}_3}{3 \beta_3} \zeta_3 v^1 v_2 v^{k-1} v_3^{\otimes n} + \frac{1}{6} M^{\otimes^2} p_{[3]}, \quad n \equiv \frac{d - 4}{2} - k, \quad (6.40)
$$

$$
v_{ab} \equiv v^a v^b \beta_a - v^a v^b \beta_a, \quad (6.41)
$$

where $n \geq 0$. The $L_3$ and $v$ are defined in (5.3) and (6.17), while $M^{\otimes^2}$ is defined in (4.15).

Cubic vertex for three vector fields. Using the undressed vertex $V$ (6.37), our result for the cubic vertex $p_{[3]}$ and the corresponding densities can be summarized as,

$$
p_{[3]} = \sum_{a=1,2,3} L_a (v \alpha_a + 1 + 2 - m \zeta_2 a + 2 v_a^{\otimes^2}) v^{m-1}
$$

$$+ \sum_{a=1,2,3} \frac{m \zeta_a}{\beta_a} (v \alpha_a + 1 + 2 - (m - 1) \zeta_2 a + 2 v_a^{\otimes^2}) v_a^{m-1} + \frac{m \tilde{\gamma}}{2 \beta_3} \zeta_3 v^m - m \tilde{\gamma}_3 \zeta_3 v^m - 1,
$$

$$
j_{[3]}^{-i} = -\sum_{a=1,2,3} \frac{2 \tilde{\gamma}_3}{3 \beta_a} \alpha_i (v \alpha_a + 1 + 2 - (m - 1) \zeta_2 a + 2 v_a^{\otimes^2}) v^{m-1},
$$

$$
k_{[3]} = -\sum_{a=1,2,3} \frac{4 m \tilde{\gamma}_3 \zeta_a}{3 \beta_3} v_a^{m-1} v_{a+1}^{\otimes} (v \alpha_a + 1 + 2 - (m - 1) \zeta_2 a + 2 v_a^{\otimes^2}) v^{m-2} + \frac{1}{6} M^{\otimes^2} p_{[3]}, \quad m \equiv \frac{d - 4}{2}, \quad (6.42)
$$

where $M^{\otimes^2}$, $L_a$, and $\alpha_{ab}$ are given in (4.15), (5.3), while $v$ and $v_{ab}$ are given in (6.17), (6.41).

Incorporation of internal $o(N)$ symmetry.\footnote{Incorporation of internal $u(N)$ and $usp(N)$ symmetries in higher-spin theories can be found in refs. [74, 75].} We now demonstrate a procedure of the incorporation of internal $o(N)$ symmetry. Let us use the shortcut $\phi_{\Delta,s}^I$ for the component fields (scalars, vectors, and tensors) entering the ket-vectors in (2.13), (2.17), (2.30). In
place of a singlet conformal field $\phi_{\Delta,s}^a$, we introduce colored conformal fields $\phi_{\Delta,s}^{ab}$, where the matrix indices of the $\mathfrak{o}(N)$ algebra take values $a, b = 1, \ldots, N$. By definition, the colored conformal fields satisfy the relations

$$\phi_{\Delta,s}^{ab}(x^+; p) = (-)^s \phi_{\Delta,s}^{ba}(x^+; p), \quad (\phi_{\Delta,s}^{ab}(x^+; p))^\dagger = \phi_{\Delta,s}^{ab}(x^-; -p). \quad (6.43)$$

The products of singlet ket-vectors in (2.57), (2.60) and (3.5) should be replaced as

$$\langle \phi_{\Delta,s} | \phi_{\Delta,s} \rangle \rightarrow \langle \phi_{\Delta,s}^a | \phi_{\Delta,s}^b \rangle, \quad \prod_{a=1,2,3} \langle \phi_{\Delta,s,a} | \rightarrow \langle \phi_{\Delta,1,s}^a | \phi_{\Delta,2,s}^b | \phi_{\Delta,3,s}^c |, \quad (6.44)$$

where $\langle \phi_{\Delta,s}^a | \equiv | \phi_{\Delta,s}^a \rangle$\dagger, while the equal-time commutator (2.58) should be replaced as

$$[[\phi_{\Delta,s}^a(x^+; p)], [\phi_{\Delta,s}^{b'}(x^+; p')]] = \frac{1}{2\beta} \delta(\beta + \beta')\delta^{d-2}(p + p')|\Pi_{s,s}^{ab,a'b'}\delta_{\Delta,\Delta'}\delta_{s,s'}, \quad (6.45)$$

$$\Pi_{s}^{ab,a'b'} = \frac{1}{2}(\delta^{a'a'}\delta^{bb'} + (-)^s\delta^{ab'}\delta^{ba'}), \quad \Pi_{s}^{ab,a'b'}\Pi_{s}^{cb,c'b'} = \Pi_{s}^{ab,ce}. \quad (6.46)$$

The $\mathfrak{o}(N)$ algebra generators denoted as $J^{ab}$, $J^{ab} = -J^{ba}$, are realized as

$$J^{ab} = 2 \int d^{d-1}p \beta(\langle \phi_{\Delta,s}^c | \phi_{\Delta,s}^{bc} \rangle - \langle \phi_{\Delta,s}^b | \phi_{\Delta,s}^{ac} \rangle). \quad (6.47)$$

The generators $J^{ab}$ and conformal fields $| \phi_{\Delta,s}^{ab} \rangle$ obey the commutators

$$[J^{ab}, J^{ce}] = \delta^{bc}J^{ae} + 3 \text{ terms}, \quad [\phi_{\Delta,s}^{ab}], J^{ce} = \delta^{bc}| \phi_{\Delta,s}^{ae} \rangle + 3 \text{ terms}. \quad (6.48)$$

**Light-cone gauge vertices and Lorentz covariant vertices in $\mathbb{R}^{3,1}$.** For illustrative purpose, we now demonstrate, for $d = 4$, how the vertex $p_{[3]} = L_3$ (6.31) is obtained from standard Lorentz covariant cubic interaction of two massless scalar fields and one massless vector field, while the vertex (6.37) is obtained from standard Lorentz covariant Yang-Mills cubic interaction. Gauge invariant and Lorentz covariant Lagrangian of Yang-Mills theory plus massless scalar field is given by

$$\mathcal{L} = \text{Tr} \left( \frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} D_\mu \phi D^\mu \phi \right), \quad (6.49)$$

$$F_{\mu\nu} = \partial_\mu \phi^\nu - \partial_\nu \phi^\mu + [\phi^\mu, \phi^\nu], \quad D^\mu \phi = \partial^\mu \phi + [\phi^\mu, \phi], \quad (6.50)$$

$\partial_\mu = \partial/\partial x^\mu$, where a colored vector field $\phi^\mu = (\phi^\mu(x))^{ab}$ is antisymmetric in $a, b$, while a colored scalar field $\phi = (\phi(x))^{ab}$ is symmetric in $a, b$. In the light-cone frame, the vector field $\phi^\mu$ is decomposed as $\phi^\mu = \phi^+, \phi^- , \phi^i$. Using the light-cone gauge $\phi^+ = 0$, and considering equation of motion for $\phi^-$, we find the following solution for the $\phi^-:

$$\phi^- = -\frac{\partial^i \phi^i + \frac{1}{2\beta} \partial^+ [\partial^+ \phi^+, \phi^-] + [\partial^+ \phi, \phi^-]}{\partial^+ \phi^+}. \quad (6.51)$$

Plugging $\phi^-$ (6.51) into Lagrangian (6.49), we get light-cone gauge cubic vertex $\mathcal{L}_{\text{cub}} = \mathcal{L}_{001} + \mathcal{L}_{111}$, where $\mathcal{L}_{001}$ describes cubic interaction of two massless scalar fields.
and one massless vector field, while $\mathcal{L}_{111}$ describes cubic interaction of three massless vector fields,

$$
\mathcal{L}_{001} = \mathrm{Tr}[\partial^i \phi, \phi] \phi^i - [\partial^+ \phi, \phi] \frac{\partial_i}{\partial^+} \phi^i ; \quad \mathcal{L}_{111} = \mathrm{Tr}[\partial^i \phi, \phi^j] \phi^i - [\partial^+ \phi^j, \phi^i] \frac{\partial_i}{\partial^+} \phi^j.
$$

(6.52)

Introducing Fourier transformed fields as in (2.8) and using relations (4.2), we can represent actions corresponding to $\mathcal{L}_{001}$ and $\mathcal{L}_{111}$ (6.52) as

$$
S_{001} \sim \mathrm{Tr} \int dx^+ d\Gamma_{[3]} \frac{P_i}{\beta^3} \phi_1 \phi_2 \phi_3^i , \quad S_{111} \sim \mathrm{Tr} \int dx^+ d\Gamma_{[3]} \frac{P_i}{\beta^3} \phi_1^i \phi_2 \phi_3^i ,
$$

(6.53)

where $\phi_a = \phi(x^+, p_a) \phi^i_a = \phi^i(x^+, p_a)$, while $d\Gamma_{[3]}$ is defined as in (3.6). Now introducing bra-vectors for the scalar and vector fields,

$$
\langle \phi_a |_{sc} = \langle 0 | \phi(x^+, -p_a), \quad \langle \phi_a |_{vec} = \langle 0 | \phi^i(x^+, -p_a) \phi^i_a ,
$$

(6.54)

it is easy to verify that actions in (6.53) can be represented as

$$
S_{001} \sim \mathrm{Tr} \int dx^+ d\Gamma_{[3]} \langle \phi_1 |_{sc} \langle \phi_2 |_{sc} \langle \phi_3 |_{vec} | p_{-3} \rangle , \quad p_{-3} = L_3 ,
$$

(6.55)

$$
S_{111} \sim \mathrm{Tr} \int dx^+ d\Gamma_{[3]} \langle \phi_1 |_{vec} \langle \phi_2 |_{vec} \langle \phi_3 |_{vec} | p_{-3} \rangle , \quad p_{-3} = L_1 \alpha_3 + L_2 \alpha_{31} + L_3 \alpha_{12} ,
$$

(6.56)

where $L_a$ and $\alpha_{ab}$ are given in (5.3). Note that, in (6.56), we performed symmetrization over three cyclic permutations for external line indices of vector fields, $a = 1, 2, 3$. From (6.55), we see that Lorentz covariant approach leads to the light-cone gauge cubic vertex for two massless scalar fields and one massless vector field $p_{-3} = L_3$ (6.31), while from (6.56), we see that Lorentz covariant approach leads to the light-cone gauge cubic vertex for three massless vector fields in (6.37).

7 Conclusions

In this paper, by using the ordinary-derivative light-cone gauge approach, we considered interacting arbitrary spin totally symmetric conformal fields propagating in the $\mathbb{R}^{d-1,1}$ space, $d \geq 4$. For such fields, we obtained restrictions imposed on the cubic vertices by kinematical and dynamical symmetries of the conformal algebra so$(d, 2)$.

We used these restrictions for the detailed study of interacting scalar and vector fields and found all parity-even cubic vertices. We presented also all restrictions on the allowed values of conformal dimensions of the scalar and vectors fields entering our cubic vertices. Using our results for the scalar and vector fields, we put forward a conjecture about cubic vertices for the arbitrary spin conformal fields propagating in the $\mathbb{R}^{d-1,1}$ space.

Namely, for $d \geq 6$, we expect that, given conformal fields with spin values $s_1, s_2, s_3$, the number of parity-even light-cone gauge cubic vertices that can be built in conformal invariant theory is equal to $s_{\min} + 1$, where $s_{\min} = \min_{a=1,2,3} s_a$. We, recall that, according to the result in ref. [21], given massless fields with spin values $s_1, s_2, s_3$, the number of
parity-even light-cone gauge cubic vertices that can be built in Poincaré invariant theory is also equal to $s_{\text{min}} + 1$.\(^{12}\)

Also we expect that the undressed cubic vertex for conformal fields in conformal invariant theory coincides, up to some factor, with cubic vertex of massless fields in Poincaré invariant theory. For $d \geq 6$, in Poincaré invariant theories, the number of parity-even Lorentz covariant cubic vertices is equal to the number of parity-even light-cone gauge cubic vertices. Conjecturing that the same equality holds true in conformal invariant theory, we note then that, given conformal fields with spin values $s_1, s_2, s_3$, the number of Lorentz covariant parity-even cubic vertices in conformal invariant theory is equal to $s_{\text{min}} + 1$.

We now mention the following applications and generalizations of our results.

i) Interesting application of our formalism is related to light-cone gauge cubic vertices for conformal graviton in the $\mathbb{R}^{d-1,1}$ space for $d \geq 6$. For $d = 6$ and $d = 8$, the Lorentz covariant cubic vertices for conformal graviton are available from the literature (see refs. [43, 44]). However to our knowledge, for arbitrary $d$, Lorentz covariant as well as light-cone gauge cubic vertices for conformal graviton are not available in the literature so far. For arbitrary $d \geq 6$, our conjecture implies that for conformal graviton there is only three light-cone gauge cubic vertices. Note that for the counting of light-cone gauge cubic vertices and their Lorentz covariant cousins we use only those vertices which lead to nontrivial and different 3-point amplitudes.

For $d = 6$, there are three local Weyl invariants in ref. [43]. In view of our conjecture we expect that all of them lead to nontrivial and different 3-point amplitudes. For $d = 8$, there are five local Weyl invariants in ref. [44].\(^{13}\) In view of our conjecture, we expect that only three of those five invariants (or three their combinations) lead to nontrivial and different 3-point amplitudes. For the reader convenience, we recall that, as noted in ref. [82], in Poincaré invariant theory, for graviton field in dimensions of greater or equal to six there are also only three Lorentz covariant cubic vertices which lead to nontrivial and different 3-point amplitudes. The corresponding three light-cone gauge cubic vertices for graviton field were worked out in ref. [21].

As a side remark we note that a number of cubic vertices for conformal fields can in principle be understood by using the AdS/CFT correspondence. We recall that an action of a AdS field evaluated on a solution of the Dirichlet problem is referred to as effective action. As shown in ref. [83], the UV divergence of the effective action for the AdS Einstein graviton field is realized as the Weyl action for the conformal graviton field. For the graviton field in the $AdS_{d+1}$ space, $d \geq 6$, there are three cubic vertices. Therefore one can expect that the UV divergence of the effective action for those three cubic vertices of the AdS graviton field is realized as three cubic vertices.

\(^{12}\)The corresponding Lorentz covariant cubic vertices by using various approaches were built in refs. [76–81].

\(^{13}\)These 5 invariants are of the type $D^4C^2 + D^2C^3$, where $D$ and $C$ stand for the covariant derivative and the Weyl tensor respectively. There are also 7 invariants of the type $C^4$ (see ref. [84]). These 7 invariants do not contribute to cubic amplitudes and therefore are not relevant for our discussion.
for the conformal graviton field.\footnote{As shown in ref. \cite{85}, the UV divergence of the effective action for free higher-spin AdS fields is realized as action for free higher-spin conformal fields. For arbitrary spin fields in AdS$_{d+1}$, $d \geq 6$, there are $s_{\text{min}} + 1$ cubic vertices (see ref. \cite{86}). We expect then that the UV divergence of the effective action for those $s_{\text{min}} + 1$ cubic vertices of AdS fields is realized as $s_{\text{min}} + 1$ cubic vertices for conformal fields.} Recall that, in CFT, the 3-point correlator of the energy-momentum tensor is decomposed, in general, in the three tensor structures, when $d \geq 6$.

ii) As is well known, the parity-even light-cone gauge cubic vertices can relatively straightforwardly be uplifted to their BRST-BV cousins (see, e.g., refs. \cite{35–37,80}). Ordinary-derivative BRST-BV formulation of free conformal fields has already been developed in ref. \cite{49}. We expect therefore that the method of the dressing operators and undressed vertices we developed in this paper can straightforwardly be generalized to BRST-BV interacting conformal fields.

iii) Various methods for the study of light-cone gauge arbitrary spin field theories invariant with respect to the Poincaré supersymmetries were discussed in refs. \cite{87–89}. We expect that results in this paper and the ones in refs. \cite{87–89} provide a good starting point for study of supersymmetric light-cone gauge conformal fields. Application of our light-cone approach along the lines in refs. \cite{90–92} could also be of some interest.
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A Prove of statement on vertices (5.2), (5.4)

Following presentation in appendix B in ref. \cite{21}, we note that under a field redefinition governed by a density $f$ the vertex $p_{[3]}^-$ (5.2) is changed as

$$p_{[3]}^- f = p_{[3]}^- + P^- f, \quad f = f(\mathbb{P}^i, \alpha^i, \zeta_a, \nu_a^\ominus, \nu_a^\oplus, \beta_a), \quad (A.1)$$

where the density $f$ satisfies the kinematical equations,

$$\left(N_P + N_\beta - 1\right)f = 0, \quad \left(N_P + \frac{d - 2}{2} - M_{\ominus\oplus}\right)f = 0, \quad (A.2)$$

$$J^{ij} f = 0, \quad (A.3)$$

$$K^+ f = 0, \quad K^i f = 0, \quad (A.4)$$

and our conventions are summarized in (4.6)–(4.17). We recall also that the vertex $p_{[3]}^-$ satisfies kinematical equations (4.18)–(4.21) and dynamical equation (4.30). We now prove the Statement in (5.4) which tells us that the density $f$ can be chosen so that the vertex $p_{[3]}^- f$ becomes independent of $\mathbb{P}^2$. We prove the Statement in the following four steps.

Step 1. In view of the $\text{so}(d-2)$ symmetries (A.3), the density $f$ can be presented as

$$f = f(L_a, \alpha_{a+1}, \zeta_a, \nu_a^\ominus, \nu_a^\oplus, \beta_a, \mathbb{P}^2), \quad (A.5)$$
**Step 2.** By definition, the vertex $p_{[3]}$ and the density $f$ are finite order polynomials of $\mathbb{P}^4$. Therefore the vertex $p_{[3]}$ and the density $f$ can be expanded in the Taylor series in $\mathbb{P}^2$. In view of (4.11), we note that the Taylor series expansion in $\mathbb{P}^2$ can be represented as the Taylor series expansion in $\mathbb{P}^-$. This is to say that the vertex $p_{[3]}$ and the density $f$ can be presented as

$$
p_{[3]} = \sum_{n=0}^{N} (\mathbf{P}^-)^n V_n, \quad V_n = V_n(L_{\alpha}, \alpha a_{\alpha}, \zeta_a, v_a^0, v_a^0, \beta_a), \quad (A.6)
$$

$$
f = \sum_{n=1}^{N} (\mathbf{P}^-)^{n-1} f_n, \quad f_n = f_n(L_{\alpha}, \alpha a_{\alpha}, \zeta_a, v_a^0, v_a^0, \beta_a). \quad (A.7)
$$

Using (A.1), (A.6), and (A.7), we find

$$
p_{[3]} f = V_0 + \sum_{n=1}^{N} (\mathbf{P}^-)^n (V_n + f_n). \quad (A.8)
$$

From (A.8), we see that the choice

$$
f_n = -V_n, \quad n = 1, \ldots, N, \quad (A.9)
$$

allows us to cast the $p_{[3]} f$ into the desired form given in (5.4). Note however that the choice for $f_n$ (A.9) is possible only if the densities $f_n$ satisfy the same equations as the vertices $V_n$. Thus all that remains is to prove that $f_n$ and $V_n$, $n = 1, \ldots, N$, satisfy one and same equations.

**Step 3.** Using notation in (4.16), (5.15), we find that the equations for $p_{[3]}$ in (4.18) and (4.19) lead to the following equations for $V_n$, $n = 0, 1, \ldots, N$,

$$
(N_L + N_N - n)V_n = 0, \quad \left( N_L + \frac{d-6}{2} - M^\oplus + 2n \right) V_n = 0, \quad (A.10)
$$

while equations (A.2) lead to equations for $f_n$ which are obtained from equations (A.10) by using the substitution $V_n \rightarrow f_n$, $n = 1, \ldots, N$. This implies that equations (4.18), (4.19) and (A.2) lead to one and same equations for the respective $V_n$ and $f_n$, $n = 1, \ldots, N$.

**Step 4.** Using the commutators for the operators defined in (4.7)–(4.12),

$$
[K^+, \mathbf{P}^-] = N_L + \frac{d-2}{2} - M^\oplus, \quad [K^+, J^{-i}] = -K^i, \quad (A.11)
$$

$$
[K^i, \mathbf{P}^-] = -J^{-i}, \quad [P^-, J^{-i}] = 0, \quad (A.12)
$$

and equations (A.10), we find the following relations:

$$
K^+ p_{[3]}^- = K^+ V_0 + \mathbf{P}^- L^+(V_1, \ldots, V_N), \quad (A.13)
$$

$$
L^+(V_1, \ldots, V_N) \equiv \sum_{n=1}^{N-1} (\mathbf{P}^-)^n [K^+ V_n - n(n + 1)V_{n+1}] + (\mathbf{P}^-)^{N-1} K^+ V_N, \quad (A.14)
$$

$$
(J^{-i} + \mathbf{P}^- K^i)p_{[3]}^- = (J^{-i} + \mathbf{P}^- K^i)V_0 + \mathbf{P}^- L^+(V_1, \ldots, V_N), \quad (A.15)
$$

$$
L^i(V_1, \ldots, V_N) \equiv \sum_{n=2}^{N} (\mathbf{P}^-)^{n-2} (K^i V_{n-1} - (n - 1)J^{-i} V_n) + (\mathbf{P}^-)^{N-1} K^i V_N. \quad (A.16)
$$
Representation of the operator $K^+$ on vertices $V_n$, $n = 0, 1, \ldots, N$, given in (5.6) implies that the action of the operator $K^+$ on the vertex $V_0$ does not produce $P^-$-terms. In turn, this implies that equation for the cubic vertex $p_{[3]}$ in (4.21) and relation (A.13) amount to the following equations:

$$K^+V_0 = 0, \quad (A.17)$$
$$L^+(V_1, \ldots, V_N) = 0. \quad (A.18)$$

Representation of the operators $K^i$ and $J^{-i}$ on vertices $V_n$, $n = 0, 1, \ldots, N$, given in (5.7), (5.8) implies that the action of the operator $K^i$ on the vertex $V_0$ does not produce $P^-$-terms,\footnote{This property of the operator $K^i$ is not satisfied for spin $s \geq 2$ fields. Namely, for arbitrary spin fields, we should use the operator $K^i$ given in (4.9). We then find that, for spin $s \geq 2$ fields, the action of the operator $K^i$ (4.9) on the vertex $V_0$ produces $P^-$-terms. For this reason, for spin $s \geq 2$ fields, equation for the vertex $V_0$ is not decoupled from equation for the vertices $V_1, \ldots, V_N$ as it is happens for scalar and vector fields in (A.19), (A.20).} while the action of the operator $J^{-i}$ on the vertex $V_0$ does not produce terms higher than first order in $P^-$. In turn, this implies that equation (4.30) and relation (A.15) amount to the following equations:

$$(J^{-i} + P^- K^i)V_0 = 0, \quad (J.19)$$
$$L^i(V_1, \ldots, V_N) = 0. \quad (A.20)$$

We now consider equations for $f$ in (A.4). Straightforward computation gives the relations

$$K^+ f = L^+(f_1, \ldots, f_N), \quad K^i f = L^i(f_1, \ldots, f_N), \quad (A.21)$$

where $L^+(f_1, \ldots, f_N)$ and $L^i(f_1, \ldots, f_N)$ are obtained from (A.14) and (A.16) respectively by the substitution $V_n \to f_n$. Equations (A.4) and relations (A.21) give the equations

$$L^+(f_1, \ldots, f_N) = 0, \quad L^i(f_1, \ldots, f_N) = 0. \quad (A.22)$$

Comparing (A.18), (A.20) and (A.22), we conclude that $V_n$ and $f_n$, $n = 1, \ldots, N$, satisfy one and same equations. Hence we can use fields redefinition with $f_n$ as in (A.9) and this gives the desired representative $V_0$. In sections 5, 6, this $V_0$ is denoted simply as $p_{[3]} (5.4)$.

### B Method for derivation of cubic vertex (6.1)

In this appendix, given operators $A$ and $X$, the operator $A|_X$ is defined as

$$A|_X \equiv X^{-1}AX. \quad (B.1)$$

For the derivation of vertex $p_{[3]} (6.1)$ and equations (6.2)--(6.4) we use the equations given in (5.16)--(5.22). We split our derivation in six steps.
Step 1. We consider equations (5.16), (5.19). Using operators $U_\beta$ (6.9) and $G_\beta^J$ (5.12), we introduce the vertex $V^{(1)}$ and the operator $G_\beta^{J(1)}$,

$$p^-_{[3]} = U_\beta V^{(1)}, \quad G_\beta^{J(1)} \equiv G_\beta^J |_{U_\beta}, \quad G_\beta^{J(1)} = -\beta^{-1} N_\beta.$$  \hfill (B.2)

In terms of the vertex $V^{(1)}$ (B.2), equation (5.16) takes the form $N_\beta V^{(1)} = 0$, while equation (5.19) takes the form $G_\beta^{J(1)} V^{(1)} = 0$, i.e., $N_\beta V^{(1)} = 0$. Thus, we obtain two equations

$$N_\beta V^{(1)} = 0, \quad N_\beta V^{(1)} = 0.$$  \hfill (B.3)

Equations (B.3) tell us that the vertex $V^{(1)}$ is independent of the momenta $\beta_1$, $\beta_2$, $\beta_3$.

$$V^{(1)} = V^{(1)}(L_a, \alpha_{aa+1}, \zeta_a, v_{a}, v_{a}^\ominus).$$  \hfill (B.4)

Step 2. We now use equations (5.24) to fix a dependence of the vertex $V^{(1)}$ (B.4) on the oscillators $v_{1}^\ominus$, $v_{2}^\ominus$, $v_{3}^\ominus$. Namely, by using operator $U_{\nu_\ominus}$ (6.10), the equations (5.24) can be solved as

$$V^{(1)} = U_{\nu_\ominus} V^{(2)}, \quad V^{(2)} = V^{(2)}(L_a, \alpha_{aa+1}, \zeta_a, v_{a}^\ominus),$$  \hfill (B.5)

where the vertex $V^{(2)}$ is independent of the oscillators $v_{1}^\ominus$, $v_{2}^\ominus$, $v_{3}^\ominus$.

Step 3. We consider equations (5.18), (5.20). First, we introduce the operators $K^{+1}$, $G_\beta^{K(1)}$,

$$K^{+1} \equiv K^{+1} |_{U_\beta}, \quad K^{+1} = \frac{1}{2} \sum_{a=1,2,3} \beta_a K_a^{\ominus \ominus (1)},$$

$$G_\beta^{K(1)} \equiv G_\beta^{K (1)} |_{U_\beta}, \quad G_\beta^{K(1)} = -\sum_{a=1,2,3} \frac{\beta_a \tilde{\beta}_a}{6 \beta} K_a^{\ominus \ominus (1)},$$

$$K_a^{\ominus \ominus (1)} \equiv M_a^{\ominus \ominus} + m_{a+1}^{\ominus \ominus} \partial L_{a+1} - m_{a+2}^{\ominus \ominus} \partial L_{a+2} + 2 \alpha_{a+1} \partial L_{a+1} \partial L_{a+2}.$$  \hfill (B.6)

In terms of the vertex $V^{(1)}$ (B.2), (B.4) equations (5.18), (5.20) take the form

$$K^{+1} V^{(1)} = 0, \quad G_\beta^{K(1)} V^{(1)} = 0.$$  \hfill (B.7)

Using the 2nd relation in (4.1), we verify that equations (B.7) amount to the following equations:

$$K_1^{\ominus \ominus (1)} V^{(1)} = K_2^{\ominus \ominus (1)} V^{(1)} = K_3^{\ominus \ominus (1)} V^{(1)}.$$  \hfill (B.8)

Now we represent equations (B.8) in terms of the vertex $V^{(2)}$. We introduce the operators $K_a^{\ominus \ominus (2)}$,

$$K^{\ominus \ominus (2)}_a \equiv K^{\ominus \ominus (2)}_a |_{U_{\nu_\ominus}},$$

$$K_a^{\ominus \ominus (2)} = 4 \partial L_{a}^{\ominus \ominus} + m_{a+1}^{\ominus \ominus} \partial L_{a+1} - m_{a+2}^{\ominus \ominus} \partial L_{a+2} + 2 \alpha_{a+1} \partial L_{a+1} \partial L_{a+2},$$  \hfill (B.9)

and note that, in terms of the vertex $V^{(2)}$ (B.5), equations (B.8) take the form

$$K_1^{\ominus \ominus (2)} V^{(2)} = K_2^{\ominus \ominus (2)} V^{(2)} = K_3^{\ominus \ominus (2)} V^{(2)}.$$  \hfill (B.10)
Solution to equations (B.11) is found to be
\[ V^{(2)} = U_{\psi^0} V^{(3)}, \quad V^{(3)} = V^{(3)}(L_a, \alpha_{a+1}, \zeta_a, \mathbf{u}_L^0), \quad \mathbf{u}_L^0 = \sum_{a=1,2,3} r_a \mathbf{u}_a^0, \quad (B.12) \]
where \( U_{\psi^0} \) and \( r_a \) are given in (6.11), (6.12). In view of \( r_a \), the \( \mathbf{u}_a^0 \) \((B.12)\) is operator-valued. To avoid the use of the operator-valued variable we introduce the operator \( U_{N_a^0} \) \((6.12)\) and the vertex \( V^{(4)} \),
\[ V^{(3)} = U_{N_a^0} V^{(4)}, \quad V^{(4)} = V^{(4)}(L_a, \alpha_{a+1}, \zeta_a, \mathbf{u}_L^0). \quad (B.13) \]

**Step 4.** We consider equations \((5.21)\). In terms of the vertex \( V^{(1)} \) \((B.2)\), equations \((5.21)\) take the form
\[
G_a^{JK(1)} V^{(1)} = 0, \quad G_a^{JK(1)} \equiv G_a^{JK} |_{U_{\beta}}, \quad a = 1, 2, 3, \quad (B.14)
\]

\[ G_a^{JK(1)} = \frac{1}{\beta_a} N_a \partial L_a + \frac{\beta_a}{\beta_a} K_a^{\oplus(1)} + K_a^{\ominus(1)}, \quad (B.15) \]
\[
K_a^{\oplus(1)} = \left( M_a^{\ominus} - N_{a+1} - N_{a+2} - \frac{d-4}{2} \right) \partial L_a, \quad (B.16)
\]
\[
K_a^{\ominus(1)} = m_a^{\ominus} + m_{a+1}^{\ominus} \partial \alpha_{a+1} + m_{a+2}^{\ominus} \partial \alpha_{a+2} + \alpha_{a+1} \partial L_{a+1} - \partial_{a+2} \partial L_{a+1} + \frac{1}{2} \left( M_a^{\ominus} - M_{a+2}^{\ominus} + N_{a+1} - N_{a+2} + m_{a+1}^{\ominus} \partial L_{a+1} + m_{a+2}^{\ominus} \partial L_{a+2} \right) \partial L_a. \quad (B.17)
\]

Using the 2nd equation in \((B.3)\), we note that, in equation \((B.14)\), the \( N_a \beta \)-term cancels. To see cancellation of the \( K_a^{\ominus(1)} \)-term in equation \((B.14)\) we note that, in terms of the vertex \( V^{(1)} \) \((B.2)\), equation \((5.17)\) takes the form
\[
\left( N_L + \frac{d-6}{2} - M^\ominus \right) V^{(1)} = 0. \quad (B.18)
\]
In view of equation \((B.18)\) and the relation
\[
K_a^{\ominus(1)} V^{(1)} = -\partial L_a \left( N_L + \frac{d-6}{2} - M^\ominus \right) V^{(1)}, \quad (B.19)
\]
we see that the \( K_a^{\ominus(1)} \)-term in \((B.14)\) is indeed cancelled. Thus equations \((B.14)\) amount to equations
\[
K_a^{\ominus(1)} V^{(1)} = 0, \quad a = 1, 2, 3. \quad (B.20)
\]
Now we should reformulate equations \((B.20)\) in terms of the vertex \( V^{(4)} \) defined in \((B.5), (B.12), (B.13)\). To this end we note that, in terms of the vertex \( V^{(4)} \), equations \((B.20)\) take the form
\[
K_a^{\ominus(4)} V^{(4)} = 0, \quad a = 1, 2, 3, \quad (B.21)
\]
where the operators \( K_a^{\ominus(4)} \) are obtained from \( K_a^{\ominus(1)} \) by using the following sequence of transformations:
\[
K_a^{\ominus(4)} = K_a^{\ominus(3)} |_{U_{N_a^0}}, \quad K_a^{\ominus(3)} = K_a^{\ominus(2)} |_{U_{\psi^0}}, \quad K_a^{\ominus(2)} = K_a^{\ominus(1)} |_{U_{\psi^0}}. \quad (B.22)
\]
Second, we use the operator \( U \)

\[ K_a^{(2)} = -2 \partial \zeta_a + \alpha_{a+1a+2} \left( \partial_{\alpha_{a+1}} \partial_{L_{a+2}} - \partial_{\alpha_{a+2a}} \partial_{L_a} \right) \]

\[ + \frac{1}{2} \left( \bar{k}_{\alpha_{a+1}} - k_{\alpha_{a+2}} - 2N_{\alpha_{a+1}} + 2N_{\alpha_{a+2}} + 2N_{L_a} - 2N_{L_{a+2}} \right) \partial_{L_a} \]

\[ + \frac{1}{2} \left( \zeta_{a+1} \left( \frac{d-4}{2} - N_{\alpha_{a+1}} \right) \partial_{L_{a+1}} + \zeta_{a+2} \left( \frac{d-4}{2} - N_{\alpha_{a+2}} \right) \partial_{L_{a+2}} \right) \partial_{L_a} \]

\[ + m_{a+1} \partial_{\alpha_{a+1}} + m_{a+2} \partial_{\alpha_{a+2a}} \]  

\[ K_a^{(3)} = -2 \partial \zeta_a + \alpha_{a+1a+2} \left( \partial_{\alpha_{a+1}} \partial_{L_{a+2}} - \partial_{\alpha_{a+2a}} \partial_{L_a} \right) \]

\[ + \frac{1}{2} \left( \bar{k}_{\alpha_{a+1}} - k_{\alpha_{a+2}} - 2N_{\alpha_{a+1}} + 2N_{\alpha_{a+2}} + 2N_{L_a} - 2N_{L_{a+2}} \right) \partial_{L_a} \]

\[ + \frac{1}{2} \left( \zeta_{a+1} \left( \frac{d-4}{2} - N_{\alpha_{a+1}} \right) \partial_{L_{a+1}} + \zeta_{a+2} \left( \frac{d-4}{2} - N_{\alpha_{a+2}} \right) \partial_{L_{a+2}} \right) \partial_{L_a} \]

\[ + m_{a+1} \partial_{\alpha_{a+1}} + m_{a+2} \partial_{\alpha_{a+2a}} \]

\[ + \zeta_{a+1} \left( v_{a+1} - v_{a+2} \right) \partial_{v_{a+1}} \partial_{L_{a+1}} + \zeta_{a+2} \left( v_{a+1} - v_{a+2} \right) \partial_{v_{a+2}} \partial_{L_{a+2}} \]

\[ + \frac{1}{2} \left( \left( v_{a+1} - v_{a+2} \right) \partial_{v_{a+1}} + \left( v_{a+1} - v_{a+2} \right) \partial_{v_{a+2}} \right) \zeta_{a+1} \zeta_{a+2} \partial_{L_{L_{1}}} \partial_{L_{2}} \partial_{L_{3}} \]  

\[ K_a^{(4)} = -2 \partial \zeta_a + W_a \partial_{L_a} + \alpha_{a+1a+2} \left( \partial_{\alpha_{a+1}} \partial_{L_{a+2}} - \partial_{\alpha_{a+2a}} \partial_{L_a} \right) \]

\[ + \frac{1}{2} \left( \zeta_{a+1} \left( \frac{d-4}{2} - N_{\alpha_{a+1}} \right) \partial_{L_{a+1}} + \zeta_{a+2} \left( \frac{d-4}{2} - N_{\alpha_{a+2}} \right) \partial_{L_{a+2}} \right) \partial_{L_a} \]

\[ - 2 \left( \zeta_{a+1} \partial_{\alpha_{a+1}} + \zeta_{a+2} \partial_{\alpha_{a+2a}} \right) \partial_{v_{a+1}} \]

\[ + \zeta_{a+1} \zeta_{a+2} \left( \partial_{\alpha_{a+2a}} \partial_{L_{a+1}} - \partial_{\alpha_{a+1}} \partial_{L_{a+2}} \right) \partial_{v_{a+1}} \]  

Using operators \( K_a^{(4)} \) (B.25), we now consider equations (B.21). First, we use operator \( U_\zeta \) (6.13) to introduce the vertex \( V^{(5)} \) and the operators \( K_a^{(5)} \),

\[ V^{(4)} = U_\zeta V^{(5)}, \quad K_a^{(5)} = K_a^{(4)} \big|_{U_\zeta}, \quad a = 1, 2, 3. \]  

\[ K_a^{(5)} = -2 \partial \zeta_a + \alpha_{a+1a+2} \left( \partial_{\alpha_{a+1}} \partial_{L_{a+2}} - \partial_{\alpha_{a+2a}} \partial_{L_a} \right) \]

\[ + \frac{1}{2} \left( \zeta_{a+1} \left( \frac{d-4}{2} - N_{\alpha_{a+1}} \right) \partial_{L_{a+1}} + \zeta_{a+2} \left( \frac{d-4}{2} - N_{\alpha_{a+2}} \right) \partial_{L_{a+2}} \right) \partial_{L_a} \]

\[ - 2 \left( \zeta_{a+1} \partial_{\alpha_{a+1}} + \zeta_{a+2} \partial_{\alpha_{a+2a}} \right) \partial_{v_{a+1}} \]

\[ + \zeta_{a+1} \zeta_{a+2} \left( \partial_{\alpha_{a+2a}} \partial_{L_{a+1}} - \partial_{\alpha_{a+1}} \partial_{L_{a+2}} \right) \partial_{v_{a+1}} \]  

In terms of the vertex \( V^{(5)} \), equations (B.26) take the form

\[ K_a^{(5)} V^{(5)} = 0, \quad a = 1, 2, 3. \]  

Second, we use the operator \( U_\zeta^{\text{ext}} \) given by

\[ U_\zeta^{\text{ext}} = e^{V^{\text{ext}}}, \quad U_\zeta^{\text{ext}} = \sum_{a=1,2,3} \frac{1}{2} \zeta_a \alpha_{a+1a+2} \left( \partial_{\alpha_{a+1}} \partial_{L_{a+2}} - \partial_{\alpha_{a+2a}} \partial_{L_{a+1}} \right), \]
and introduce the vertex $V^{(6)}$ and the operators $K_{a}^{(6)}$,

$$V^{(6)} = U_{\zeta}^{\text{ext}} V^{(5)} \quad \text{where} \quad K_{a}^{(6)} \equiv K_{a}^{(6)} \big|_{U_{\zeta}^{\text{ext}}} \quad a = 1, 2, 3.$$  \hspace{1cm} (B.30)

$$K_{a}^{(6)} = -2 \partial_{\zeta a} + \frac{1}{2} \left( \zeta_{a+1} \left( \frac{d - 4}{2} - N_{v^{\oplus}} \right) \partial L_{a+1} + \zeta_{a+2} \left( \frac{d - 4}{2} - N_{v^{\oplus}} \right) \partial L_{a+2} \right) \partial L_{a} - 2 \left( \zeta_{a+1} \partial L_{a+1} + \zeta_{a+2} \partial L_{a+2} \right) \partial v^{\oplus}. \hspace{1cm} (B.31)$$

In terms of the vertex $V^{(6)}$, equations (B.28) take the form

$$K_{a}^{(6)} V^{(6)} = 0, \quad a = 1, 2, 3. \hspace{1cm} (B.32)$$

Third, we use the operator $U_{\zeta \zeta}$ (6.14) with $u_{\zeta \zeta, a}$ (6.15) to introduce the vertex $V^{(7)}$ and the operators $K_{a}^{(7)}$,

$$V^{(6)} = U_{\zeta \zeta} V^{(7)} \quad \text{where} \quad K_{a}^{(7)} \equiv K_{a}^{(6)} \bigg|_{U_{\zeta \zeta}} \quad K_{a}^{(7)} = -2 \partial_{\zeta a}. \hspace{1cm} (B.33)$$

In terms of the vertex $V^{(7)}$, equations (B.28) take the form

$$K_{a}^{(7)} V^{(7)} = 0, \quad a = 1, 2, 3. \hspace{1cm} (B.34)$$

Using the operators $K_{a}^{(7)}$ (B.33), we see that equations (B.34) imply that the vertex $V^{(7)}$ is independent of the oscillators $\zeta_{1}$, $\zeta_{2}$, $\zeta_{3}$. Using the results above described, we express the vertex $p_{[3]}$ in terms of the vertex $V^{(7)}$,

$$p_{[3]} \equiv U_{\zeta}^{\text{ext}} V^{(7)} \quad \text{where} \quad V^{(7)} = V^{(7)}(L_{a}, \alpha_{a+1}, v^{[3]}), \hspace{1cm} (B.35)$$

$$U_{\zeta}^{\text{ext}} \equiv U_{\beta} U_{v^{\oplus}} U_{v^{[3]}} U_{\zeta} U_{\zeta}^{\text{ext}} U_{\zeta}. \hspace{1cm} (B.36)$$

**Step 5.** We consider equations (5.22). In terms of the vertex $V^{(7)}$, equations (5.22) take the form

$$G_{a}^{(7)} V^{(7)} = 0, \quad G_{a}^{(7)} \equiv G_{a}^{(7)} \big|_{U_{\zeta}^{\text{ext}}} \quad a = 1, 2, 3. \hspace{1cm} (B.37)$$

We find the following expression for the operators $G_{a}^{(7)}$:

$$G_{a}^{(7)} = G_{a} + \frac{1}{2} \zeta_{a+1} L_{a+2} G_{\zeta \zeta, a+2} - \frac{1}{2} \zeta_{a+2} L_{a+1} G_{\zeta \zeta, a+1} + \zeta_{a+1} \zeta_{a+2} G_{\zeta \zeta, a}, \hspace{1cm} (B.38)$$

$$G_{\zeta \zeta, a} \equiv \partial L_{a+1} - \partial L_{a+2}, \hspace{1cm} (B.39)$$

where the operators $G_{a}$ are defined in (6.2). Equations for the vertex $V^{(7)}$ (B.37) amount to the equations

$$G_{a} V^{(7)} = 0, \quad G_{\zeta \zeta, a} V^{(7)} = 0, \quad a = 1, 2, 3. \hspace{1cm} (B.40)$$

In view of the relation

$$\partial_{L_{a+1}} \partial_{L_{a+2}} G_{a} V^{(7)} = G_{\zeta \zeta, a} V^{(7)}, \hspace{1cm} (B.41)$$

we see that that 2nd equations in (B.40) follow from the 1st equations in (B.40). Using the notation $V \equiv V^{(7)}$, we cast the 1st equation in (B.40) into the form given in (6.2). Using the 2nd equation in (B.40) and the definition of operator $U_{\zeta}^{\text{ext}}$ (B.29), we get the relation $U_{\zeta}^{\text{ext}} V = V$. In view of the relation $U_{\zeta}^{\text{ext}} U_{\zeta} V = U_{\zeta} U_{\zeta}^{\text{ext}} V$, we then get the relation $U_{\zeta} V = U V$, where the operator $U$ is given in (6.8). Using the relation $U_{\zeta}^{\text{ext}} V^{(7)} = U V$ in (B.35), we get the vertex $p_{[3]}$ given in (6.1).
Step 6. We derive equations (6.3) and (6.4) and prove the equivalence of the two representations for the $u_{\zeta, a}$ given in (6.14) and (6.15).

To derive equations (6.4) we note that the operator acting on the vertex $p_{[3]}$ in (5.23) is commuting with operator $U$ (6.8). Taking this into account and using the relations $N_{\zeta}V = 0$, we see that equations (5.23) lead to equations (6.4).

To derive equation (6.3) we use equations (5.24) and represent equation (5.17) as

$$\Delta \equiv \frac{d - 6}{2}, \quad N_{\zeta} \equiv \sum_{a=1,2,3} N_{\zeta a}. \quad (B.42)$$

Taking into account that operator $U$ (6.8) is commuting with the operator $H - N_{\zeta}$ and using the relation $N_{\zeta}V = 0$, we see that the equation for the vertex $p_{[3]}$ in (B.42) leads to the equation for the vertex $p_{[3]}$ in (6.3).

To prove the equivalence of the two representations for $u_{\zeta, a}$ given in (6.14) and (6.15) we use equations (6.4) to represent equation (6.3) as

$$\left(2N_{\nu^\oplus} - 2N_{\alpha a_1 a_2} - 2N_{\alpha a_1 a_2 + 2} - 2N_{\alpha a_1 a_2} - \bar{k}_s + \frac{d - 6}{2}\right) V = 0, \quad \bar{k}_s \equiv \sum_{a=1,2,3} \bar{k}_{s a}, \quad (B.43)$$

where $\bar{k}_{s a}$ is given in (6.13). By acting with the operator $\partial_{L_{a_1}}\partial_{L_{a_2}}$ on equation (B.43), we get

$$\left(2N_{\nu^\oplus} - \bar{k}_{s a} - \frac{d - 6}{2}\right) \partial_{L_{a_1}}\partial_{L_{a_2}} V = 0. \quad (B.44)$$

Using (B.44), we see that the representations for $u_{\zeta, a}$ in (6.14) and (6.15) are indeed equivalent.

Derivation of condition $\Delta_3 = 0$ for the vertex in (6.34), (6.35). Using equations (6.2)–(6.4), we find the general solution for the undressed vertex,

$$V = \nu^\oplus \frac{1}{2}(k_3 + \frac{d - 6}{2}) L_1 L_2 + \frac{1}{4}\Delta_3 \upsilon^\oplus \frac{1}{2}(k_3 + \frac{d - 6}{2}) \alpha_{12}, \quad \Delta_3 = \frac{d - 2}{2} - k_3, \quad (B.45)$$

where $k_3 \in \mathbb{N}_0$. Straightforward computation gives then

$$V^\ominus = \upsilon^\ominus \frac{1}{2}(k_3 + \frac{d - 6}{2}) \upsilon_1 \frac{1}{2}(k_3 + \frac{d - 6}{2}) \upsilon_2 \frac{1}{2}(k_3 + \frac{d - 6}{2}) \upsilon_3 \frac{1}{2}(k_3 + \frac{d - 6}{2}) L_1 L_2$$

$$\quad + \frac{1}{4}\Delta_3 \upsilon^\ominus \frac{1}{2}(k_3 + \frac{d - 6}{2}) \upsilon_1 \frac{1}{2}(k_3 + \frac{d - 6}{2}) \upsilon_2 \frac{1}{2}(k_3 + \frac{d - 6}{2}) \upsilon_3 \frac{1}{2}(k_3 + \frac{d - 6}{2}) \alpha_{12}. \quad (B.46)$$

If $k_3 \neq \frac{d - 2}{2}$, then considering the $\alpha_{12}$-term in (B.46), we note that restriction (6.7) leads to the restrictions

$$d - 2 \leq 2k_3 \leq d - 6. \quad (B.47)$$

Restrictions (B.47) are inconsistent. We conclude therefore that $k_3 = \frac{d - 2}{2}$. This implies $\Delta_3 = 0$. Plugging $k_3 = \frac{d - 2}{2}$ into (B.45) and (B.46), we see then that the vertex $V$ (B.45) satisfies the restriction (6.6), while the vertex $V^\ominus$ (B.46) satisfies the restriction (6.7).
C Derivation of densities (5.25), (5.26)

We prove the following Statement: if cubic vertex \( \rho_{\bar{a}} \) satisfies equations (5.16), (5.18)–(5.21), then equations (4.22), (4.23) lead to the densities \( j_{\bar{a}}^{-1} \) and \( k_{\bar{a}} \) given in (5.25), (5.26), while equation (4.24) does not impose additional restrictions.

**Proof of (5.25).** Using equations (5.20), (5.21) and relations (5.7), (5.11), (5.14), we note the following relation:

\[
\mathbf{K}^i_p \rho_{\bar{a}} = - \sum_{a=1,2,3} \frac{2 \beta_a}{3 \beta_a} \alpha_a^i \partial L_a \rho_{\bar{a}}. 
\]  

(C.1)

Using equation (4.22) and relation (C.1), we get the density \( j_{\bar{a}}^{-1} \) given in (5.25).

**Proof of (5.26).** Plugging the density \( j_{\bar{a}}^{-1} \) (5.25) into (4.23), we represent equation (4.23) as

\[
\mathbf{K}^i \sum_{a=1,2,3} \frac{2 \beta_a}{3 \beta_a} \alpha_a^i \partial_{L_a} \rho_{\bar{a}} + \frac{\Delta \beta}{9} \partial_{\rho_1} \partial_{\rho_2} \rho_{\bar{a}} + \delta^{ij} \left( \frac{1}{6} M^{\alpha \alpha} - \frac{\Delta \beta}{18} \partial_{\rho_3} \partial_{\rho_4} \right) \rho_{\bar{a}} = \delta^{ij} k_{\bar{a}}. 
\]

(C.2)

We consider the \( \mathbf{K}^i \)-term in (C.2). Using the expression for \( \mathbf{K}^i \) (4.9) and relation (C.1), we find the relation

\[
\mathbf{K}^i \frac{\beta_a}{\beta_a} \alpha_a^i \partial_{L_a} \rho_{\bar{a}} = \delta^{ij} \left( \frac{\beta_a}{\beta_a} m_{\alpha} + \frac{\beta_a}{3 \beta_a} \alpha_a^i \partial_{\rho_l} \right) \partial_{L_a} \rho_{\bar{a}} + K_{a}^{ij} \rho_{\bar{a}}, 
\]

(C.3)

Before to proceed we mention two helpful relations.

\[
\partial_{L_a} \rho_{\bar{a}} = 0, \quad \partial_{\rho_1} \rho_{\bar{a}} = \sum_{a=1,2,3} \frac{1}{\beta_a} \alpha_a^i \partial_{L_a} \rho_{\bar{a}}. 
\]

(C.5)

The 1st relation in (C.5) is valid for the cubic vertex of scalar and vectors fields in view of equations (5.23), while the 2nd relation in (C.5) is obtained by using the definition of \( L_a \) in (5.3). Using relations (C.5) and the notation

\[
\mathbf{K}^{ij} = \sum_{a=1,2,3} K^{ij}_a, 
\]

(C.6)

we find the following helpful relations:

\[
\mathbf{K}^{ij} \rho_{\bar{a}} = - \sum_{a=1,2,3} \frac{\Delta \beta}{6 \beta_a + \beta_a} \left( \alpha_a^i \alpha_a^j + \alpha_a^i + 2 \alpha_a^i \right) \partial_{L_a + 1} \partial_{L_a + 2} \rho_{\bar{a}}, 
\]

(C.7)

\[
\partial_{\rho_1} \partial_{\rho_1} \rho_{\bar{a}} = \sum_{a=1,2,3} \frac{1}{\beta_a + 1} \left( \alpha_a^i \alpha_a^j + \alpha_a^i + 2 \alpha_a^i \right) \partial_{L_a + 1} \partial_{L_a + 2} \rho_{\bar{a}}, 
\]

(C.8)

\[
\partial_{\rho_1} \partial_{\rho_1} \rho_{\bar{a}} = \sum_{a=1,2,3} \frac{2}{\beta_a + 1} \alpha_a^i \partial_{L_a + 1} \partial_{L_a + 2} \rho_{\bar{a}}. 
\]

(C.9)
Using relations (C.3) and (C.6), we find for the $K^i$-term in (C.2),

$$
K^i \sum_{a=1,2,3} 2 \frac{\beta_a}{\beta_a} \alpha_a \partial L_a p_3 = \delta^{ij} \sum_{a=1,2,3} \left( \frac{2 \beta_a}{3 \beta_a} m_a + \frac{2 \beta_a^2}{g \beta_a} \alpha_a \partial p_t \partial L_a \right) \partial L_a p^- + \frac{2}{3} K^{ij} p_3. \tag{C.10}
$$

Using relations (C.7), (C.8), and (C.10), we note the cancellation of the $\alpha^i \alpha^j$-terms in (C.2) and get the relation

$$
k^-_3 = \sum_{a=1,2,3} \left( \frac{2 \beta_a}{3 \beta_a} m_a \partial L_a + \frac{2 \beta_a^2}{9 \beta_a} \alpha_a \partial p_t \partial L_a \right) p^- - \frac{\Delta_\beta}{18} \partial p_t \partial p \partial p^- + \frac{1}{6} M^{\circ \circ} p^- \tag{C.11}
$$

Using relations (C.5), (C.9), and (C.11), we get the relation

$$
k^-_3 = \sum_{a=1,2,3} \left( \frac{2 \beta_a}{3 \beta_a} m_a \partial L_a + \frac{2 \beta_a^2}{9 \beta_a} \alpha_a \partial p_t \partial L_a \right) p^- + \frac{1}{6} M^{\circ \circ} p^- - \sum_{a=1,2,3} \frac{\Delta_\beta}{9 \beta_a+1} \alpha_a \partial p_t \partial p_a \partial p^- \tag{C.12}
$$

Finally, using the relation

$$
2 \beta_a^2 + 2 \beta_a^2 - \Delta_\beta = 8 \beta_a^2 - 2 \beta_a \beta_a + 2 \tag{C.13}
$$

in (C.12), we get the density $k^-_3$ given in (5.26).

Check of equation (4.24). Using $j_{3}^{i}$, $k_{3}^{i}$ given in (5.25), (5.26), we find the relations

$$
K^{i} k_{3}^{i} + K^{i} j_{3}^{i} = C_1^i + C_2^i + C_3^i + C_4^i, \tag{C.14}
$$

$$
C_1^i \equiv K^i \sum_{a=1,2,3} \frac{2 \beta_a}{3 \beta_a} m_a \partial L_a p_3 - \frac{1}{3} M^{\circ \circ} \sum_{a=1,2,3} \frac{2 \beta_a}{3 \beta_a} \alpha_a \partial L_a p_3, \tag{C.15}
$$

$$
C_2^i \equiv \frac{1}{2} \left( \partial L_a \alpha_a \partial L_a \right) + f_a \alpha_a \partial L_a \partial L_a \partial L_a \partial p_3, \quad f_a = \frac{2}{9} \left( \frac{4 \beta_a^3}{\beta} - 1 \right), \tag{C.16}
$$

$$
C_3^i \equiv \frac{1}{6} \left( K^i, M^{\circ \circ} \right) p_3, \tag{C.17}
$$

$$
C_4^i \equiv \frac{\Delta_\beta}{9} \left( \partial p_t \partial p_i \partial p - \frac{1}{2} \frac{\beta_a^2}{3 \beta_a} \alpha_a \partial L_a p_3 \right). \tag{C.18}
$$
We now present the result of our computation of \( C_1^i, C_2^i, C_3^i, \) and \( C_4^i \),

\[
C_1^i = (X_1^i + X_2^i + Y_1^i)p_{[3]}^i, \quad C_2^i = (X_1^{i'\prime} + Y_1^{i'\prime})p_{[3]}^i, \quad (C.19)
\]

\[
C_3^i = (X_3^i + Y_3^i)p_{[3]}^i, \quad C_4^i = Y_3^i p_{[3]}^i, \quad (C.20)
\]

\[
X_1^i \equiv \sum_{a=1,2,3} \frac{2}{3} \left( \frac{2\beta}{\beta_a+1} - \frac{\tilde{\beta}_{a+1}\tilde{\beta}_{a+2}}{3\beta_{a+1}\beta_{a+2}} \right) \alpha_a^{i+1} m_{a+2}^{\ominus} \partial_{L_{a+1}} \partial_{L_{a+2}}, \quad (C.17)
\]

\[
X_2^i \equiv \frac{4}{9\beta_a+1}\left( \frac{2\beta}{\beta_a+1}\alpha_{a+1}^i m_{a+2}^{\ominus} + \frac{\tilde{\beta}_{a+2}\alpha_{a+2}^i m_{a+2}^{\ominus}}{3\beta_{a+1}\beta_{a+2}} \right) \partial_{L_{a+1}} \partial_{L_{a+2}}, \quad (C.18)
\]

\[
X_3^i \equiv \sum_{a=1,2,3} \frac{2\Delta_{a}}{9\beta_{a+1}\beta_{a+2}} \left( \alpha_a^{i+1} m_{a+2}^{\ominus} + \alpha_{a+1}^i m_{a+1}^{\ominus} \right) \partial_{L_{a+1}} \partial_{L_{a+2}}, \quad (C.19)
\]

\[
Y_1^i \equiv -\sum_{a=1,2,3} \frac{2\tilde{\beta}_a}{9\beta_a+1}\alpha_a^i \alpha_{a+1} \partial_{L_1} \partial_{L_2} \partial_{L_3}, \quad (C.20)
\]

\[
Y_2^i \equiv \sum_{a=1,2,3} \frac{2\tilde{\beta}_a}{27\beta_a} \left( \frac{2\beta^3}{\beta_a} + 1 \right) \alpha_a^i \alpha_{a+1} \partial_{L_1} \partial_{L_2} \partial_{L_3}, \quad (C.21)
\]

\[
Y_3^i \equiv -\sum_{a=1,2,3} \frac{4\tilde{\beta}_a\Delta_{a}}{9\beta} \alpha_a^i \alpha_{a+1} \partial_{L_1} \partial_{L_2} \partial_{L_3}, \quad (C.22)
\]

\[
Y_4^i \equiv \frac{1}{4} Y_1^i, \quad Y_5^i = -\frac{1}{3} Y_1^i. \quad (C.23)
\]

Using the relations

\[
X_1^i + X_2^i + X_3^i + X_4^i = 0, \quad Y_1^i + Y_2^i + Y_3^i + Y_4^i + Y_5^i = 0, \quad (C.24)
\]

we see that equation (4.6) is satisfied.

**Comments on derivation of** \( C_1^i, C_2^i \) **(C.19), (C.20).** The \( C_1^i \) and \( C_2^i \) are defined in (C.15), (C.17). Derivation of the expression for \( C_1^i \) and \( C_2^i \) given in (C.19), (C.20) requires the knowledge of some additional relations which we now discuss. First, we consider \( C_1^i \). We note the relations

\[
K^i \sum_{a=1,2,3} \frac{2\tilde{\beta}_a}{3\beta_a} m_a^{\ominus} \partial_{L_a} p_{[3]}^i = X_1^i + \sum_{a=1,2,3} \frac{2\tilde{\beta}_a}{3\beta_a} M_a^{\ominus \ominus} \partial_{L_a} p_{[3]}^i, \quad (C.25)
\]

\[
C_1^i = X_1^i p_{[3]}^i + C_{1,\text{add}}^i, \quad C_{1,\text{add}}^i \equiv \sum_{a=1,2,3} \frac{2\tilde{\beta}_a}{3\beta_a} \alpha_a^i \partial_{L_a} (M_a^{\ominus \ominus} - \frac{1}{3} M_a^{\ominus \ominus} p_{[3]}^i), \quad (C.26)
\]
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where $C^i_1$ (C.31) is obtained by using (C.15) and (C.30). Now we consider $C^i_{1,\text{add}}$, (C.31). We make the following important observation. The relation for the vertices $p_{[3]}$ and $V^{(1)}$ given in (B.2) implies that, in terms of $p_{[3]}^{-}$, equations (B.8) can be represented as

$$K_{1}p_{[3]}^{-} = K_{2}p_{[3]}^{-} = K_{3}p_{[3]}^{-}, \quad K_{a} \equiv K_{a}^{(1)}|_{U_{\beta}^{-1}}; \quad K_{a} = M_{a}^{\ominus} + X_{a},$$

(C.32)

It is the relations for $p_{[3]}^{-}$ in (C.32) that are the additional relations we need to get $C^i_1$, $C^i_3$ given in (C.19), (C.20). Namely, the relations for $p_{[3]}^{-}$ in (C.32) lead to the relation

$$\sum_{a=1,2,3} \frac{2\tilde{\beta}_{a}}{3\beta_{a}} \alpha_{a}^{i} \partial_{L_{a}} \left(K_{a} - \frac{1}{3} K\right)p_{[3]}^{-} = 0, \quad K \equiv \sum_{a=1,2,3} K_{a}.$$

(C.34)

Using relation (C.34), the definition of $C^i_{1,\text{add}}$ in (C.31), and the expression for the operators $K_{a}$ in (C.32), we get the relation

$$C^i_{1,\text{add}} = - \sum_{a=1,2,3} \frac{2\tilde{\beta}_{a}}{3\beta_{a}} \alpha_{a}^{i} \partial_{L_{a}} \left(X_{a} - \frac{1}{3} X\right)p_{[3]}^{-}, \quad X \equiv \sum_{a=1,2,3} X_{a}.$$

(C.35)

Plugging expression for $X_{a}$ (C.33) into (C.35), we get $C^i_{1,\text{add}} = (X_{i}^{1} + Y_{j}^{i})p_{[3]}^{-}$. Plugging such $C^i_{1,\text{add}}$ into the 1st relation in (C.31), we get expression for $C^i_1$ given in (C.19).

Second, we consider $C^i_{3}$. Using operator $K^{i}$ (5.7), we get the relation

$$\frac{1}{6} [K^{i}, M^{\ominus}] = - \sum_{a=1,2,3} \frac{1}{3\beta_{a}} \alpha_{a}^{i} \partial_{L_{a}} M^{\ominus}, \quad M^{\ominus} \equiv \frac{1}{3} \sum_{a=1,2,3} \tilde{\beta}_{a} M_{a}^{\ominus}.$$  

(C.36)

From relations (C.17), (C.36), we see that in order to find $C^i_{3}$ we should find action of the operator $M^{\ominus}$ on the vertex $p_{[3]}$. To this end, using the relations for $p_{[3]}^{-}$ in (C.32), we note the relations

$$Kp_{[3]}^{-} = 0, \quad K \equiv \frac{1}{3} \sum_{a=1,2,3} \tilde{\beta}_{a} K_{a},$$

(C.37)

$$M^{\ominus}p_{[3]}^{-} = -Xp_{[3]}^{-}, \quad X \equiv \frac{1}{3} \sum_{a=1,2,3} \tilde{\beta}_{a} X_{a},$$

(C.38)

where the relation for the vertex $p_{[3]}^{-}$ in (C.38) is obtained from the relation for the vertex $p_{[3]}^{−}$ in (C.37) and the expression for $K_{a}$ in (C.32). Plugging expression for $X_{a}$ (C.33) into (C.38), we get the relation

$$M^{\ominus}p_{[3]}^{-} = - \sum_{a=1,2,3} \left(\frac{2\Delta_{a}}{3\beta_{a}} m_{a}^{\ominus} \partial L_{a} + \frac{2}{3} \beta_{a} \alpha_{a+1} \partial L_{a+1} \partial L_{a+2}\right)p_{[3]}^{-}.$$  

(C.39)

Using relations (C.36), (C.39), and (C.17), we get $C^i_3$ (C.20).
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