Vibration-assisted exciton transfer in molecular aggregates strongly coupled to confined light fields
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We investigate exciton transport through one-dimensional molecular aggregates interacting strongly with a cavity mode. Unlike several prior theoretical studies treating the monomers as simple two-level systems, exciton-vibration coupling is explicitly included in the description of open quantum dynamics of the system. In the framework of the Holstein-Tavis-Cummings model with truncated vibrational space, we investigate the steady-state exciton transfer through both a molecular dimer and longer molecular chains. For a molecular dimer, we find that vibration-assisted exciton transfer occurs at strong exciton-cavity coupling regime where the vacuum Rabi splitting matches the frequency of a single vibrational quanta. Whereas for longer molecule chains, vibration-assisted transfer is found to occur at the ultrastrong exciton-cavity coupling limit. In addition, finite relaxation of vibrational modes induced by the continuous phonon bath is found to further facilitate the exciton transport in vibrational enhancement regimes.

PACS numbers:

I. INTRODUCTION

Excitation energy transfer is a process of fundamental importance in a variety of physical phenomena, such as natural photosynthesis [1,2], organic semiconductor and solar cell physics [3,4], and artificial quantum simulators [5], among others. In these systems, the excitation energy is usually carried by excitons that are bound electron-hole pairs. Recently, there have been extensive study, both experimentally and theoretically, on exciton transfer in molecular systems under the influence of strong coupling with confined light fields [6-14]. It is revealed in these works that exciton-type transport in organic materials can be dramatically enhanced when the molecules are strongly coupled to certain confined light fields, such as electromagnetic modes in metallic microcavities and/or surface plasmonic modes. To explain this intriguing phenomenon, it is argued that strong coupling between excitonic and photonic degrees of freedom leads to the formation of delocalized polaritonic modes, which provide an efficient channel for localized excitations to bypass the molecular array [6-8].

Organic materials offer an excellent platform to enter the strong light-matter interaction regime due to their large dipole moments and high achievable molecular densities [13]. In practice, the exciton transfer efficiency generally depends on a wide range of factors, among which fluctuations caused by intramolecular vibrations and surrounding environment play a dominant role. However, simulating the transport dynamics in the presence of the molecular environment requires solving fully quantized models, which is a difficult task for molecular systems of large sizes. Thus, in most theoretical descriptions of cavity-assisted exciton transport, the molecular systems are often approximately modeled as simple two-level systems, with effects of the intramolecular vibrations being ignored [6-8].

Recently, there have appeared several theoretical works that explicitly include intramolecular vibrations in the original exciton-cavity system [16-21]. The resultant composite system, which involves excitonic, photonic, and vibrational degrees of freedom, can be described by the so-called Holstein-Tavis-Cummings model. In the framework of the Holstein-Tavis-Cummings model, a variety of static properties of organic materials strongly coupled to light fields are revealed. Examples include vibrational decoupling of dark excitons [17,20] and enhancement of vibrational dressing of the cavity mode [20] in the strong coupling regime, calculation of spectra of vibrationally dressed polaritons [21], and so on. Although both photonic [7,12,13] and vibrational effects [5,22-26] on exciton/energy transport in several natural or artificial physical systems have been investigated extensively in recent years, the interplay between the two has been much less studied.

In this work, in the framework of the Holstein-Tavis-Cummings model, we study combinational effects of exciton-photon and exciton-vibration coupling on exciton transfer through one-dimensional molecular aggregates. Working in truncated vibrational spaces with fixed total numbers of vibrations, we calculate the exciton transfer efficiency through a source-molecular bridge-drain setup by simulating the open dynamics of the hybrid system involving excitonic, photonic, and vibrational degrees of freedom. For small aggregates such as a molecular dimer, it is found that increase of the exciton-vibration coupling strength generally suppresses the exciton transfer efficiency in both the weak- and ultrastrong-coupling limits. However, vibration-assisted transfer is observed for strong exciton-cavity couplings at which the resulting vacuum Rabi splitting matches the energy of a single vibrational quanta. For longer molecular chains with
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To describe exciton transport through a one-dimensional molecular aggregate, we consider a source-bridge-drain setup (see Fig. 1) analogous to that used to treat electron transport in semiconductor quantum dots [27]. Similar approach has also been used in the study of exciton currents in photosynthetic systems [28].

A one-dimensional molecular aggregate with \( N \) monomers (with free ends) can be described by the Holstein model [20] (setting \( \hbar = 1 \))

\[
H_{\text{Hol}} = H_e + H_v + H_{e-v},
\]

\[
H_e = \sum_{n=1}^{N} \varepsilon_n a_n^\dagger a_n + J \sum_{n=1}^{N-1} (a_n^\dagger a_{n+1} + a_{n+1}^\dagger a_n),
\]

\[
H_v = \omega_0 \sum_{n=1}^{N} b_n^\dagger b_n,
\]

\[
H_{e-v} = \lambda \omega_0 \sum_{n=1}^{N} a_n^\dagger a_n (b_n + b_n^\dagger).
\]

(1)

where \( a_n^\dagger \) creates an excitonic state \( |n\rangle_e \) on site \( n \) with excitation energy \( \varepsilon_n \), and \( J \) is the uniform exciton hopping integral between nearest-neighbor monomers. The boson operator \( b_n^\dagger \) creates an intramolecular vibration on site \( n \) with uniform frequency \( \omega_0 \). \( H_{e-v} \) is the linear exciton-vibration coupling with strength measured by the Huang-Rhys factor \( \lambda^2 \).

When the molecule is located in a single-mode microcavity described by

\[
H_c = \omega_c c^\dagger c,
\]

(2)

with photon creation operator \( c^\dagger \) and cavity frequency \( \omega_c \), the exciton-cavity interaction has the form

\[
H_{e-c} = g \sum_n (a_n^\dagger c + c^\dagger a_n),
\]

(3)

where \( g \) is the uniform exciton-cavity interaction strength, which is a good approximation when the sizes of the aggregates are smaller compared with the optical wavelength. Here, we have used the rotating wave approximation, which is also a good approximation as long as the ultrastrong light-matter coupling with \( g/v \geq \varepsilon_n, \omega_c \) is not reached. The effects of counter-rotating terms on excitonic spectral features in strongly-coupled organic molecules were discussed in Ref. [29] by treating these terms as perturbations.

We assume that the first (last) monomer connects to an exciton source (drain), which is analogous to the left (right) lead in a typical electron transport setup. We also assume weak interaction between the exciton reservoirs and the monomers, so that we can follow standard Born-Markov approximation to get the following dissipators in the master equation for the reduced density matrix \( \rho \) of the hybrid system (i.e., the exciton-cavity-vibration system):

\[
D_1[\rho(t)] = \gamma_L \bar{n}_L \mathcal{L}_{a_1^\dagger}(\rho) + \gamma_L (\bar{n}_L + 1) \mathcal{L}_{a_1}(\rho) + \gamma_R \mathcal{L}_{a_N}(\rho),
\]

(4)

where \( \mathcal{L}_x(\rho) = x \rho x^\dagger \) is the standard Lindblad superoperator. Here, \( \gamma_L \) and \( \gamma_R \) are the transfer rates related to the densities of states of the source and drain, respectively. \( \bar{n}_L \) is the average exciton number in the exciton source. The three terms on the right-hand side of Eq. (4) describe the exciton injection from the exciton source to monomer 1, the reflection of excitons back to the exciton source, and the exciton transmission from monomer \( N \) to the drain, respectively. In addition, we also introduce the exciton decay \( (\gamma_d) \) due to the spontaneous emission, the exciton dephasing \( (\gamma_p) \) resulting from the coupling to the continuous phonon bath, and the decay of the cavity photon \( (\kappa) \) caused by the leakage through the mirrors:

\[
D_2[\rho(t)] = \sum_{n=1}^{N} \left[ \gamma_d \mathcal{L}_{a_n}(\rho) + \gamma_p \mathcal{L}_{a_n^\dagger a_n}(\rho) + \kappa \mathcal{L}_c(\rho) \right].
\]

(5)

Physically, the vibrational modes can also undergo relaxation at a rate of picoseconds [26], which is typically slower than that of the excitonic subsystem. The usual
lifetime of the latter is in the timescale of several hundreds of femtoseconds [7]. We include this effect through Lindblad terms

\[ D_{\nu}[\rho(t)] = \sum_{n=1}^{N} \gamma_{\nu} \left( (1 + \bar{n}_{\nu}) \mathcal{L}_{b_n}(\rho) + \bar{n}_{\nu} \mathcal{L}_{\rho_n}(\rho) \right), \]  

where the two terms on the right-hand side represent the damping and excitation processes of the vibrational modes due to local interaction with the phonon bath. Here, \( \gamma_{\nu} \) is the relaxation rate and \( \bar{n}_{\nu} \) is the mean bath occupation. For simplicity, we set \( \bar{n}_{\nu} \) zero to include only the damping of the vibrations. We also restrict ourselves to the zero- and single-excitation subspace with \( \sum a_{\nu}^\dagger a_n + c^\dagger c = 0 \) and 1, so that we can write \( a_{\nu}^\dagger = |n\rangle_{\nu}\langle\text{vac}| \) and \( c^\dagger = |1\rangle_{c}\langle\text{vac}| \), where \( |\text{vac}\rangle \) is the common vacuum of the excitons and photons, and \( |1\rangle_{c} \) is the single-photon state [20].

The dynamics of the whole system is thus governed by the master equation

\[ \frac{d\rho}{dt} = -i[H, \rho] + D_{\nu}[\rho(t)] + D_{d}[\rho(t)] + D_{v}[\rho(t)]. \]  

Below we are interested in the steady-state exciton current in the molecular system.

## III. EXCITON TRANSPORT IN THE ABSENCE OF VIBRATIONS

To find out a proper definition of the exciton transfer efficiency, it is useful to first consider a system without vibrations. Such kind of models have been employed in several studies of exciton transport in organic materials strongly coupled to cavity modes [6–8]. In the absence of the intramolecular vibrational modes, the model reduces to the Frenkel-Dicke model described by \( H_{F-D} = H_{e} + H_{c} + H_{e-c} \), which generalizes the usual Dicke model by including dipole-dipole interactions between nearest-neighbor monomers [21]. Since we only consider the zero- and single-phonon subspaces, \( H_{F-D} \) is further reduced to an interacting central spin model with spins-1/2 [31].

Let us first look at the dynamics for a simple molecular dimer bridge with \( N = 2 \), for which the equations of motion for the matrix elements of \( \rho \) can be written down explicitly (see Appendix A). By investigating the population dynamics for the second monomer, Eq. (A3), we see that one can naturally define the outgoing exciton current from the second monomer to the exciton drain as

\[ I_{o}^{(\text{dimer})} = \gamma_{R}\rho_{22} = -\gamma_{R} \text{Tr}\left\{ a_{1}^\dagger a_{2} \mathcal{L}_{a_{2}}(\rho) \right\}, \]  

where the trace is taken over the whole system, i.e., the molecule-cavity system in the absence of vibrations.

For a general molecular chain, we analogously define the outgoing exciton current from the \( N \)th monomer to the exciton drain as

\[ I_{o} = -\gamma_{R} \text{Tr}\left\{ a_{N}^\dagger a_{N} \mathcal{L}_{a_{N}}(\rho) \right\}, \]  

which is consistent with the current defined in Ref. [8]. Note that the definition of the outgoing current given by Eq. (9) is still valid in the presence of vibrations, with the understanding that the trace is taken over all the excitonic, photonic, and vibrational degrees of freedom. In a similar way, the \textit{utilizable input current} from the exciton source to the first monomer is defined as

\[ I_{i} = \gamma_{L} \text{Tr}\left\{ a_{1}^\dagger a_{1} \left[ (1 + \bar{n}_{L}) \mathcal{L}_{a_{1}}(\rho) + \bar{n}_{L} \mathcal{L}_{\rho_{1}}(\rho) \right] \right\}. \]  

We now label the vacuum state \( |\text{vac}\rangle \) of the exciton-cavity system as \( |0\rangle \), and the \( N + 1 \) exciton/cavity states as \( |n\rangle = |n\rangle_{c}, (n = 1, 2, \cdots, N) \) and \( |N + 1\rangle = |1\rangle_{c} \). In the steady state, the difference between \( I_{i} \) and \( I_{o} \) gives the population decay rate

\[ I_{d} = I_{i} - I_{o} = \gamma_{d} \sum_{n=1}^{N} \rho_{nn} + \kappa \rho_{N+1,N+1} \geq 0, \]  

as can be seen from \( \rho_{00} = 0 \). Here, \( \rho_{ij} = \langle i|\rho|j\rangle \) for \( i, j = 0, 1, \cdots, N + 1 \). In turn, we define the exciton transfer efficiency [28]

\[ \eta = \frac{I_{o}}{I_{i}} = \frac{I_{o}}{I_{o} + I_{d}} \leq 1. \]
Figure 2 shows the exciton transfer efficiency $\eta$ through a molecular chain with different sizes and for different hopping integral $J$, as a function of the dimensionless collective exciton-cavity coupling $g \sqrt{N}/\omega_0$. In the numerical simulation, we choose the system parameters approximately corresponding to the J aggregates at room temperature $31^\circ$C: $\varepsilon_n = 2$ eV, $\omega_0 = 0.17$ eV, $\gamma_d^{-1} = 600$ fs, $\gamma_p^{-1} = 25$ fs, and $n_L = 1$. The cavity is assumed to be resonant with the on-site excitonic transition with frequency $\omega_c = 2$ eV and lifetime $\kappa^{-1} = 50$ ps. The pumping rate is set to be $\gamma_L^{-1} = \gamma_R^{-1} = 1$ ps to guarantee the validity of the single-exciton approximation $7^\text{th}$.

It can be seen that the exciton transfer efficiency $\eta$ is mainly affected by the hopping integral $J$ before the onset of strong cavity coupling. In the strong-coupling regime, an extraordinary increase of the transfer efficiency is observed. As $|J|$ exceeds some turnover value, the strong-coupling enhancement disappears since direct transport through exciton hopping dominates. The turnover takes place at larger values of $|J|$ for increasing numbers of monomers $N$. As pointed out in Ref. $1^\text{st}$, these observations can be explained through two almost independent transfer channels, i.e., the hopping-dominated direct transfer in the weak cavity coupling limit, and a polaronic hopping through polariton modes created in the strong coupling regime.

In the absence of vibrations, we follow Ref. $7^\text{th}$ to define the onset of strong exciton-cavity coupling occurring at

$$g_c \sqrt{N} = |\gamma_d + \gamma_p - \kappa|/4.$$  \hspace{1cm} (13)

For the parameters used in the present work, we have $g_c \sqrt{N}/\omega_0 \approx 0.132$. Below we follow this to define the parameter range $g \sqrt{N}/\omega_0 < 0.132$ ($> 0.132$) as the weak (strong) exciton-cavity coupling region, even in the presence of vibrations.

**IV. EXCITON TRANSPORT IN THE PRESENCE OF VIBRATIONS**

Given the input and output exciton current defined above, we now turn to the study of vibrational effects on the exciton transport. We first consider exciton transport through a molecular dimer, which has been employed to investigate several phenomena in light-harvesting systems $20^\text{th}, 21^\text{st}, 22^\text{nd}$. We then focus on molecular chains with $N \geq 4$ monomers to investigate the length dependence of the exciton transfer process in the presence of vibrational modes.

It is known that the real-time dynamics of the Holstein model with infinitely many bosonic degrees of freedom is notoriously difficult to treat, even though a variety of numerical or analytical methods have been proposed to deal with its zero-temperature unitary dynamics $23^\text{rd}, 24^\text{th}, 25^\text{th}$. To this end, in the following numerical simulations we choose to truncate the vibrational space by keeping only limited total numbers of vibrations $M_{\text{max}} = \sum_{i=1}^{N} b_i^\dagger b_i$ in the molecular chain. For example, for $M_{\text{max}} = 2$ the truncated vibrational space is spanned by the vibrational vacuum $|0, \cdots, 0\rangle_v$, the $N$ single-vibration states $|1, 0, \cdots, 0\rangle_v, |0, 1, \cdots, 0\rangle_v, \cdots$, as well as the $N(N+1)/2$ two-vibration states $|2, 0, \cdots, 0\rangle_v, |0, 2, \cdots, 0\rangle_v, \cdots$ and $|1, 1, 0, \cdots, 0\rangle_v, |1, 0, 1, \cdots, 0\rangle_v, \cdots$. The total dimension of this truncated subspace is thus $(N+1)(N+2)/2$.

**A. Molecular dimer**

In this subsection, we study in particular a molecular dimer as a bridge for exciton transport. In the absence of the cavity, the two-site Holstein model describing the molecular dimer can be mapped to the single-mode Rabi model by introducing the centre of mass mode and relative displacement mode of the vibrations $20^\text{th}$. However, in the presence of the cavity, the excitonic and photonic degrees of freedom are mixed and hence make this decoupling impossible. The truncated vibrational space has dimension $D_v = (M_{\text{max}} + 1)(M_{\text{max}} + 2)/2$.

Figure 3(a) shows the evolution of the profile of $\eta$ when the truncated total number of vibrations is increased, up to $M_{\text{max}} = 4$ vibrational quanta. The Huang-Rhys factor is chosen as $\lambda^2 = 1$, indicating that the system lies in the strong exciton-vibration coupling regime. In the absence of the vibrational relaxation ($\gamma_v = 0$ eV, solid curves), it can be seen that except for the minor enhancement of the efficiency for exciton-cavity couplings around $g \sqrt{N}/\omega_0 \approx 0.5$, the introduction of vibrational quanta will suppress the exciton transfer in both the weak and strong coupling limits. Nevertheless, we observe an overall enhancement of $\eta$ by including finite relaxation of vibrations with rate $\gamma_v^{-1} = 1$ ps ($\gamma_v = 4.14$ meV, dashed curves), especially in the intermediate to strong exciton-cavity coupling regime. The vibrational suppression and relaxation-enhancement even hold in the ultra-strong coupling limit, where the vibrational effects tend to be washed out and the transfer efficiency approaches the result for the bare exciton-cavity system [inset of Fig. 3(a)].

To understand these observations, let us study the bare exciton-cavity system in the absence of vibrations. In this case, the Frenkel-Dicke Hamiltonian $H_{F-D}(N = 2)$ for a homogeneous dimer coupled to a resonant cavity (with $\varepsilon_1 = \varepsilon_2 = \omega_c$) can be diagonalized analytically in the basis $\{|1\rangle_c, |2\rangle_c, |1\rangle_c\}$, yielding the following three eigenstates

$$|\psi_1\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \\ 0 \end{pmatrix},$$

$$|\psi_2\rangle = \frac{1}{2 \sqrt{J^2 + 8g^2}} \begin{pmatrix} J - \sqrt{J^2 + 8g^2} \\ J - \sqrt{J^2 + 8g^2} \\ 4g \end{pmatrix},$$

where $\gamma_c = 25$ fs, and $\gamma_p^{-1} = 25$ fs.

In the presence of the cavity, the excitonic and photonic modes are described by a single-mode Rabi Hamiltonian $32^\text{nd}$, where the photonic mode $|\psi\rangle$ is coupled to the exciton mode $|\phi\rangle$. The total Hamiltonian can be written as

$$H = H_{\text{exc}} + H_{\text{cav}} + H_{\text{exc-cav}}.$$
The corresponding eigenenergies are

\[
E_1 = \omega_c - J, \\
E_2 = \omega_c + J - \frac{1}{2} \sqrt{J^2 + 8g^2},
\]

FIG. 3: (a) Exciton transfer efficiency \(\eta\) as a function of \(\sqrt{N}/\omega_0\) for a molecular dimer in the presence of different total numbers of vibrational quanta. The inset shows magnification in the strong coupling regime with \(g\) the vibrational frequency upper polariton (blue) and the lower polariton (red) matches.

\[
|\psi_3\rangle = \frac{1}{2\sqrt{J^2 + 8g^2} + J\sqrt{J^2 + 8g^2}}\left(\frac{J + \sqrt{J^2 + 8g^2}}{J + \sqrt{J^2 + 8g^2}}\right).
\]

The corresponding eigenenergies are

\[
E_1 = \omega_c - J, \\
E_2 = \omega_c + J - \frac{1}{2} \sqrt{J^2 + 8g^2},
\]

FIG. 4: Evolution of the exciton transfer efficiency \(\eta\) for a molecular dimer with the dimensionless exciton-vibration coupling \(\lambda\) (left column) and the relaxation rate \(\gamma_v\) of the vibrational modes (right column), for different exciton-cavity coupling strengths \(\sqrt{N}/\omega_0\) = 0.1 (first row), 0.484 (middle row), and 5.0 (last row). Other parameters: \(M_{\text{max}} = 4\), \(\epsilon_n = \omega_c = 2\ eV\), \(\omega_0 = 0.17\ eV\), \(J = -\omega_0/4\), \(\lambda^2 = 1\), \(\gamma_{d}^{-1} = 600\ fs\), \(\gamma_{p}^{-1} = 25\ fs\), \(\kappa^{-1} = 50\ fs\), \(\gamma_{L}^{-1} = \gamma_{R}^{-1} = 1\ ps\), and \(\tilde{n}_L = 1\). (b) Eigenenergies of the bare exciton-cavity system as functions of \(\sqrt{N}/\omega_0\). The energy gap between the upper polariton (blue) and the lower polariton (red) matches the vibrational frequency \(\omega_0\) at \(g\sqrt{2}/\omega_0 \approx 0.484\).

\[
E_3 = \omega_c + \frac{J}{2} + \frac{1}{2} \sqrt{J^2 + 8g^2}.
\]

It can be seen that \(|\psi_1\rangle\) is a dark state independent of the cavity mode, while only \(|\psi_2\rangle\) and \(|\psi_3\rangle\) have the photonic component, with their energy spacing \(\Delta E_{32} = E_3 - E_2 = \sqrt{J^2 + 8g^2}\). The latter two states, respectively known as the lower and upper polariton states, arise for both dimers and large ensembles when \(g\sqrt{N}/\omega_0\) is sufficiently large to overcome the lineshape broadening [36] and observe their so-called Rabi splitting (\(\Delta E_{32}\) here).

The effects of vibrational modes are expected to be most important when the vacuum Rabi splitting matches the frequency of a single vibrational quanta, i.e., \(\Delta E_{32} \approx \omega_0\). This results in \(g\sqrt{2}/\omega_0 \approx 0.484\), which just lies in the vibrational enhancement region [Fig. 3(b)]. In this case, if we consider the population dynamics starting with certain prepared initial states, e.g., the upper polariton state \(|\psi_3\rangle\) (such kind of polariton dynamics has been studied in Ref. [35]), then the presence of vibrations will open a new decay pathway to the lower polariton \(|\psi_2\rangle\) through emitting a single vibration [5, 25, 20, 33]. However, coherent exchange can also transfer excitation back from \(|\psi_2\rangle\) to
the dependence of the efficiency on the vibrational mode, finite relaxation of the mode will suppress disadvantageous back-transfer, and hence makes the excitation transfer to lower-lying states directional.

To better understand the vibrational effects on the stationary exciton transfer through a molecular dimer, we plot in Fig. 4 the dependence of the efficiency $\eta$ on the dimensionless exciton-vibration coupling strength $\lambda$ and on the relaxation rate $\gamma_v$. Results for $g\sqrt{N}/\omega_0$ = 0.1, 0.484, and 5.0 are shown as representatives of the weak, strong, and ultrastrong coupling regime, respectively. We used $M_{\text{max}} = 4$ for the truncated vibrational space. The left column of Fig. 4 shows the evolution of $\eta$ as the exciton-vibration coupling increases. It can be seen that increasing $\lambda$ will generally suppress the transfer efficiency in the weak and ultrastrong coupling limits. However, we observe vibrational enhancement for the matching coupling $g\sqrt{N}/\omega_0 = 0.484$ [for finite mode relaxation rate $\gamma_v = (1 \text{ ps})^{-1}$, Fig. 4(b)]. The right column of Fig. 4 shows the corresponding transfer efficiency when the relaxation rate $\gamma_v$ is increased. The environment induced relaxation of the vibrational modes is always found to facilitate the exciton transfer process for $\gamma_v$ up to 5 meV. A closer look at Fig. 4(e) reveals that for $g\sqrt{N}/\omega_0 = 0.484$ with $\lambda = 1.0$, there actually exists an optimal relaxation rate $\gamma_v \approx 70$ meV (about 60 $\text{fs}^{-1}$) beyond which the transfer efficiency gradually decreases. Note that this relaxation rate is comparable to the fast decay process of the exciton-cavity system, i.e., the photon decay rate $\kappa^{-1} = 50 \text{ fs}$.

Since the unavoidable decay of the exciton-cavity system always tends to send the excitation to the vacuum state, the presence of vibrations is expected to compete against these loss mechanisms if the transport is vibrational enhanced. To this end, we plot in Fig. 5 the stationary occupations of the dark state $|\psi_1\rangle$, the lower polariton $|\psi_2\rangle$, and the upper polariton $|\psi_3\rangle$ in the steady state as functions of the relaxation rate $\gamma_v$. These quantities are respectively given by $P_{\text{dark}} = \text{Tr}(\rho_{ss}|\psi_1\rangle\langle\psi_1|)$, $P_{LP} = \text{Tr}(\rho_{ss}|\psi_2\rangle\langle\psi_2|)$, and $P_{UP} = \text{Tr}(\rho_{ss}|\psi_3\rangle\langle\psi_3|)$, where $\rho_{ss}$ is the steady-state density matrix. As $\gamma_v$ increases, though the upper polariton population decreases monotonically, the occupations of the lowest two states, the lower polariton and the dark state, are found to display similar nonmonotonic behavior with the transfer efficiency $\eta$. From the point of view of detailed balance, lower-lying states tend to acquire higher occupations in the steady state, and hence contribute more to the transport process. Due to the excitation decay at a fixed rate, the excitation energy transfer must occur at a shorter time scale than the fast decay processes. As a linear combination of the photonic and excitonic states, the lower polariton experiences the spontaneous emission and the cavity decay simultaneously, which explains the stronger correlation between its occupation and the transfer efficiency.

When $\gamma_v$ increases from zero to the turning point $\gamma_v \approx 70$ meV, the progressively enhanced damping of the vibrations helps to redistribute the occupations of the three states so as to facilitate the transport by competing with the decay. However, once the relaxation rate is increased further and go beyond the optimal point, the vibrational enhancement will be weakened due to the loss of vibrations. The inset of Fig. 5 shows that the total numbers of vibrations in the steady state, $P_v = \text{Tr}[\rho_{ss}(b_1^\dagger b_1 + b_2^\dagger b_2)]$, decrease monotonically as we increase $\gamma_v$. We see that the vibrational enhancement does not show positive correlation with the total numbers of vibrations. We attribute the vibrational suppression of the transfer efficiency in the weak and ultrastrong coupling regimes to the mismatch between the Rabi splitting and the vibration’s frequency.

We also note that the introduction of vibrational modes does not influence the phenomenon that ultrastrong cavity coupling suppresses the exciton transfer through short chains such as a molecular dimer (Fig. 5). This is because in this regime the vacuum Rabi splitting is much larger than the frequency of the vibrations, so that vibrational effects only plays a minor role in the exciton transport.
B. Molecular chains

For longer molecular chains with \( N \geq 4 \) monomers, the dimension of the vibrational space increases rapidly with \( N \). For simplicity, we therefore only include at most \( M_{\text{max}} = 2 \) total vibrational quanta in the following simulations of exciton transport through molecular chains. Figure 6 shows the exciton transfer efficiency for a molecular chain with \( N = 4 \) monomers. Results for \( M_{\text{max}} = 0, 1, \) and 2 demonstrate the influence of increasing the number of vibrations. The relaxation rate \( \gamma_v \) is set zero. From the weak- to strong-coupling regime, increasing the introduced total number of vibrations results in significant suppression of the transfer efficiency, which even holds up to relatively strong exciton-cavity coupling with \( g_N/\omega_0 \sim 1 \). However, as the exciton-cavity coupling increases further, a crossover to a vibrational enhancement region takes place. In this ultrastrong-coupling regime, the transfer efficiency increases with increasing \( M_{\text{max}} \), though the magnitude of increment is much smaller compared to the corresponding decrement in the weak- and strong-coupling regimes. In fact, the efficiency is converging.

We plot in Fig. 7(a) the dependence of \( \eta \) on \( \lambda \) and \( \gamma_v \) for \( N = 4 \) and \( M_{\text{max}} = 2 \). It can be seen that increasing the exciton-vibrational coupling \( \lambda \) suppresses the exciton transfer from weak to moderately strong coupling regimes [first two rows of Fig. 7(a)]. In contrast, we observe enhanced transfer efficiency by the exciton-vibration coupling in the ultrastrong exciton-cavity coupling limit [last row of Fig. 7(a)], where relaxation of the vibrations also helps to increase the transfer efficiency. For molecular chains with \( N = 4 \) monomers, \( M_{\text{max}} = 2 \) vibrational quanta, and \( (b) \ N = 8 \) monomers, \( M_{\text{max}} = 1 \) vibrational quanta. Other parameters: \( \varepsilon_n = \omega_c = 2 \) eV, \( \omega_0 = 0.17 \) eV, \( J = -\omega_0/4 \), \( \lambda^2 = 1 \), \( \gamma_v = 0 \), \( \gamma_d^{-1} = 600 \) fs, \( \gamma_p^{-1} = 25 \) fs, \( \kappa^{-1} = 50 \) fs, \( \gamma_L^{-1} = \gamma_R^{-1} = 1 \) ps, and \( \bar{n}_L = 1 \).
chains with $N \geq 5$ monomers, our simulations are limited to the single-vibration subspace with $M_{\text{max}} = 1$. Figure 8(b) shows the transfer efficiency $\eta$ as functions of $\lambda$ and $\gamma_0$ for a molecular chain with $N = 8$ monomers, where $M_{\text{max}} = 1$ is used. As found for $N = 4$, for ultrastrong cavity couplings, increasing the exciton-vibration coupling and the relaxation rate of the vibrational modes both facilitate the exciton transfer [last row of Fig. 8(b)].

Figure 8(a) shows the evolution of the profile of $\eta$ with the number of monomers increased. The dashed and solid curves correspond to cases without vibrations and with single-vibration states included, respectively. We first note that in the weak- to strong-coupling regime the discrepancy between the dashed curves and the corresponding solid ones becomes smaller and smaller with increasing $N$, indicating that the vibrational correction to $\eta$ becomes less significant for long molecular chains in this regime. However, the increment of $\eta$ caused by the vibrational modes in the ultrastrong coupling limit is almost independent of the system size, as can be seen from Fig. 8(b).

To qualitatively understand the phenomenon of vibration-assisted exciton transport in the ultrastrong cavity coupling regime, we present in Fig. 9 the full spectrum of the whole system as a function of $\lambda$ for both $g\sqrt{N}/\omega_0 = 1.0$ [Fig. 9(a)] and $g\sqrt{N}/\omega_0 = 5.0$ [Fig. 9(b)]. In the weak exciton-vibration coupling limit, the vibrations are decoupled from the exciton-cavity system. Thus, the excitonic dynamics is controlled by the $N + 1$ bare exciton-photon hybrid states. In the strong cavity coupling limit, these states are divided into a quasi-continuous band containing $N - 1$ exciton-dominated states with bandwidth $\sim |\lambda J| = \omega_0$, as well as the so-called lower and upper polaritons [indicated by arrows in Fig. 9(b)]. It should be noted that in the $\lambda \to 0$ limit the bandwidth of the excitonic band is almost independent of the exciton-cavity coupling 

In the presence of the exciton-vibration coupling, the vibrational modes get mixed with the exciton-photon system, resulting in complicated spectrum structure that involves all the three types of degrees of freedom. For exciton-cavity coupling with strength $g\sqrt{N}/\omega_0 = 1.0$, as $\lambda$ increases, the exciton-photon states develop into several irregular broad quasi-continuous bands with band gaps smaller than $\omega_0$ [Fig. 9(b)]. However, in the ultrastrong coupling regime with $g\sqrt{N}/\omega_0 = 5.0$, the presence of the exciton-vibration coupling leads to new vibrational bands on top of the original bare states. In particular, the lower polariton state [pink arrows in Fig. 9(b)] develops into the so-called lower polaron polariton in the strong exciton-cavity and strong exciton-vibration coupling regime [20], whose energy is pulled down as $\lambda$ increases (the lower red curves). The lower polaron polariton state, which was firstly named in Ref. [20], is defined as the ground state of the hybrid Hamiltonian $H_{\text{hol}} + H_e + H_{e-c}$ in the single excitonic and photonic excitation subspace, and it involves all the excitonic, photonic, and vibrational degrees of freedom. The states developed from the bare upper polariton [blue arrows in Fig. 9(b)] tend to be lifted up with increasing $\lambda$. In this ultrastrong coupling regime, both the lower polaron polariton states and the states emerging from the upper polariton are well separated from the middle bands. In addition, the bandwidth of the subbands evolving from the remaining $N - 1$ exciton-dominated states tends to be narrowed down as $\lambda$ increases, and the overall profile is pulled downward. However, the newly generated vibrational subbands associated with these dark states are broadened by increasing exciton-vibration coupling.

FIG. 8: (a) Exciton transfer efficiency $\eta$ for molecular chains with different sizes. The dashed (solid) curves show the results with no (one) vibration included. Here, $\gamma_0 = 0$ eV is used. (b) Exciton transfer efficiency $\eta$ as a function of the number of monomers $N$ at strong exciton-cavity coupling $g\sqrt{N}/\omega_0 = 5.0$. Other parameters: $\epsilon_0 = \omega_L = 2$ eV, $\omega_0 = 0.17$ eV, $J = -\omega_0/4$, $\lambda^2 = 1$, $\gamma_d^{-1} = 600$ fs, $\gamma_p^{-1} = 25$ fs, $\kappa^{-1} = 50$ fs, $\gamma_{\lambda}^{-1} = \gamma_R^{-1} = 1$ ps, and $\bar{n}_L = 1$. 

In the weak exciton-vibration coupling limit, these states are divided into a quasi-continuous band containing $N - 1$ exciton-dominated states with bandwidth $\sim |\lambda J| = \omega_0$, as well as the so-called lower and upper polaritons [indicated by arrows in Fig. 9(b)]. It should be noted that in the $\lambda \to 0$ limit the bandwidth of the excitonic band is almost independent of the exciton-cavity coupling [20]. The emerging band structure of dark states for longer chains is in contrast to the case of the molecular dimer, where only a single dark state exists.

In the presence of the exciton-vibration coupling, the vibrational modes get mixed with the exciton-photon system, resulting in complicated spectrum structure that involves all the three types of degrees of freedom. For exciton-cavity coupling with strength $g\sqrt{N}/\omega_0 = 1.0$, as $\lambda$ increases, the exciton-photon states develop into several irregular broad quasi-continuous bands with band gaps smaller than $\omega_0$ [Fig. 9(b)]. However, in the ultrastrong coupling regime with $g\sqrt{N}/\omega_0 = 5.0$, the presence of the exciton-vibration coupling leads to new vibrational bands on top of the original bare states. In particular, the lower polariton state [pink arrows in Fig. 9(b)] develops into the so-called lower polaron polariton in the strong exciton-cavity and strong exciton-vibration coupling regime [20], whose energy is pulled down as $\lambda$ increases (the lower red curves). The lower polaron polariton state, which was firstly named in Ref. [20], is defined as the ground state of the hybrid Hamiltonian $H_{\text{hol}} + H_e + H_{e-c}$ in the single excitonic and photonic excitation subspace, and it involves all the excitonic, photonic, and vibrational degrees of freedom. The states developed from the bare upper polariton [blue arrows in Fig. 9(b)] tend to be lifted up with increasing $\lambda$. In this ultrastrong coupling regime, both the lower polaron polariton states and the states emerging from the upper polariton are well separated from the middle bands. In addition, the bandwidth of the subbands evolving from the remaining $N - 1$ exciton-dominated states tends to be narrowed down as $\lambda$ increases, and the overall profile is pulled downward. However, the newly generated vibrational subbands associated with these dark states are broadened by increasing exciton-vibration coupling.
and more fine structures of the spectrum emerge in the strong exciton-vibration coupling regime.

Compared with the dimer for which the behavior of occupations of lower-lying excited states could serve as an indicator of the transfer efficiency, it is less straightforward to describe the transport mechanism through molecular chains due to the complex interplay of the exciton-vibration coupling. The master equation describing the exciton transport through a molecular chain involves not only the populations of the eigenstates (corresponding to diagonal elements of the density matrix), but also mutual interference between them. Since the dimension of the Hilbert space increases rapidly for longer molecular chains, the off-diagonal elements of the steady-state density matrix might play an important role in determining transport properties for longer molecular chains.

The band gaps between adjacent subbands are roughly $\omega_0$, so that transition to the upper subband through absorbing a vibrational quantum becomes possible. When the exciton-vibration coupling is increased, the vibrationally dressed dark states in the upper-lying subbands come closer together and begin to overlap. Once the relaxation $\gamma_v$ of vibrations is large enough to suppress the population back-transfer to lower subbands, occupations of the dense network of eigenstates within an individual subband will serve as efficient channels to assist the exciton transfer. The details, however, will depend on the matrix elements of the density operator. We note that recently it was pointed out that dark states could be efficient in transferring excitations [37].

Although the spectrum provides some information on qualitative aspects of the hybrid system, certain steady-state observables are needed to help illustrate the open system dynamics in the long-time limit. To this end, we plot in lower panels of Fig. 10 the mean number of photons $N_c = \text{Tr}(\rho_{sc} c^\dagger c)$ in the steady state for $N = 4, M_{\text{max}} = 2$ and $N = 8, M_{\text{max}} = 1$. The corresponding transfer efficiencies are shown in the upper panels. It can be seen that for all cases considered, both $N_c$ and $\eta$ increases with increasing $\lambda$. Thus, the mean number of photons in the steady state can be viewed as a rough measure of the exciton transfer ability. We note that increasing the exciton-cavity coupling also leads to
increasing of the photonic part of the lower polaron polariton state \[20\], which is consistent with the enhanced transfer efficiency.

V. CONCLUSIONS AND DISCUSSIONS

In this work, we studied exciton transport through a source-molecular aggregates-drain setup by treating the exciton-cavity coupling and the exciton-vibration coupling within the molecule on an equal footing. We solve the master equation governing the open dynamics of the exciton-photon-dynamics system in truncated vibrational subspaces to obtain the exciton transfer efficiency in the steady state. Starting from investigating the bare exciton-photon system without vibrations, we introduce the definition of exciton transfer efficiency in terms of input and output exciton currents through the molecular chain. Results consistent with previous literatures are obtained, namely the polariton modes formed in the strong exciton-cavity coupling regime dramatically enhance the exciton transfer efficiency.

We then turn to study the simultaneous influence of exciton-cavity coupling and exciton-vibration coupling on exciton transfer through molecular chains with different sizes. For a molecular dimer, no vibration-assisted transfer is observed for weak and ultrastrong cavity couplings. However, we do find vibration-assisted exciton transfer for strong cavity coupling at which the Rabi splitting is comparable to the vibration’s frequency. For longer molecular chains with \( N \geq 4 \) monomers, we find that the combinational effect of ultrastrong exciton-cavity coupling and strong exciton-vibration coupling result in an enhanced exciton transfer efficiency. Furthermore, it is revealed that finite vibration relaxation could further facilitate the exciton transport in vibrational-enhancement regimes.

Although the results presented in this work are based on phenomenological description of dissipative processes and simulations in truncated vibrational spaces, we believe our study provides a preliminary attempt towards understanding vibrational effects on exciton transport in molecular aggregates under strong light-matter interaction. As in Refs. [12, 20, 35], we employed the rotating wave approximation even in the regime where the collective light-matter coupling is a significant fraction of the bare photon or exciton energies, since multi-excitation manifolds have high detuning with respect to the single-excitation manifold, compared to the Rabi splitting. The counter-rotating terms that induce simultaneous creation of excitonic and photonic excitations are expected to have a non-negligible impact on the exciton transport in the double and higher exciton manifolds. We leave to future work an analysis on these effects in the ultrastrong coupling regime.
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Appendix A: Equations of motion for a molecular dimer bridge in the absence of vibrations

In the zero- and one-excitation subspace spanned by the four basis state \{0\} = |\text{vac}\rangle, |1\rangle = |1\rangle_c, |2\rangle_c, |3\rangle = |1\rangle_c\}, the master equation Eq. (7) results in

\[
\dot{\rho}_{00} = [\gamma_d + \gamma_L (1 + \bar{n}_L)]\rho_{11} + (\gamma_R + \gamma_d)\rho_{22} + \kappa \rho_{33} - \gamma_L \bar{n}_L \rho_{00},
\]
\[
\dot{\rho}_{11} = iJ(\rho_{12} - \rho_{12}^*) + ig(\rho_{13} - \rho_{13}^*) + \gamma_L \bar{n}_L \rho_{00} - [\gamma_d + \gamma_L (1 + \bar{n}_L)]\rho_{11},
\]
\[
\dot{\rho}_{22} = -iJ(\rho_{12} - \rho_{12}^*) + ig(\rho_{23} - \rho_{23}^*) - (\gamma_d + \gamma_R)\rho_{22},
\]
\[
\dot{\rho}_{33} = -\kappa \rho_{33} - ig(\rho_{13} - \rho_{13}^*) - ig(\rho_{23} - \rho_{23}^*),
\]

for the diagonal elements \(\rho_{ii} = \langle i | \rho | i \rangle\) (\(i = 0, 1, 2, 3\)) of \(\rho\). It is easy to see that \(\frac{d}{dt} \sum_{i=0}^{3} \rho_{ii} = 0\), implying the conservation of the total probability. Note that the dynamics of populations is coupled to that of the coherence \(\rho_{12}, \rho_{13}, \text{ and } \rho_{23}\), i.e.,

\[
\dot{\rho}_{12} = -i\varepsilon_{12}\rho_{12} + ig(\rho_{13} - \rho_{13}^*) + iJ(\rho_{11} - \rho_{22}) - \frac{\gamma_R + \gamma_L (1 + \bar{n}_L)}{2} (\gamma_d + \gamma_p) \rho_{12},
\]
\[
\dot{\rho}_{13} = -i(\varepsilon_1 - \omega_0)\rho_{13} + ig(\rho_{11} + \rho_{12} - \rho_{13}^*) - iJ\rho_{23} - \frac{\gamma_L (1 + \bar{n}_L) + (\gamma_d + \gamma_p + \kappa)}{2} \rho_{13},
\]
\[
\dot{\rho}_{23} = -i(\varepsilon_2 - \omega_0)\rho_{23} + ig(\rho_{22} + \rho_{12}^* - \rho_{33}) - iJ\rho_{13} - \frac{\gamma_R + (\gamma_d + \gamma_p + \kappa)}{2} \rho_{23},
\]

where \(\varepsilon_{12} = \varepsilon_1 - \varepsilon_2\) is the energy difference between the two monomers.