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Abstract

Many numerical schemes for hyperbolic systems require a piecewise polynomial reconstruction of the cell averaged values, and to simulate perturbed steady states accurately we require a so called ‘well balanced’ reconstruction scheme. For the shallow water system this involves reconstructing in surface elevation, to which modifications must be made as the fluid depth becomes small to ensure positivity.

We investigate the scheme proposed in [Skevington] though numerical experiments, demonstrating its ability to resolve steady and near steady states at high accuracy. We also present a modification to the scheme which enables the resolution of slowly moving shocks and dam break problems without compromising the well balanced property.

1 Introduction

An important system of equations in fluid dynamical research is the shallow water equations, which enforce conservation of mass and momentum for a free surface flow under hydrostatic pressure. Including the effects topography and assuming the flow to be unidirectional results in the system (e.g. [27, 31])

\[
\begin{align*}
\frac{\partial h}{\partial t} + \frac{\partial}{\partial x}(uh) &= 0, \\
\frac{\partial}{\partial t}(uh) + \frac{\partial}{\partial x}(u^2h + \frac{gh^2}{2}) &= -gh\frac{\partial b}{\partial x},
\end{align*}
\]

where \(h(x,t)\) is the depth of the fluid, \(b(x)\) the bed elevation, \(u(x,t)\) the horizontal velocity, and \(g\) the gravitational force per unit mass.

Numerical schemes which can accurately resolve steady states (or perturbations to them) must have a small error in the balance between the flux and source terms in the governing system, and schemes for which this balance is resolved at higher order than the formal order of the scheme are termed well balanced [2, 12]. For (1.1) a special steady state is \(h = 0\), the dry bed, whilst all other steady states form a family called the moving water equilibrium for which the volume flux per unit width, \(q\), and the energy per unit mass, \(E\), are constant, where

\[
q := uh, \quad E := \frac{u^2}{2} + g\eta.
\]

and \(\eta := h + b\) is the surface elevation. There are two special cases of (1.2). Firstly, the lake at rest state (fig. 1.1) has \(u = 0\) and \(\eta\) constant. Secondly, the thin film state (fig. 1.1) where the fluid is draining off the slope at a very high Froude number, i.e. \(Fr \gg 1\) where \(Fr := |u|/\sqrt{gh}\). In this state \(h \ll H\) (\(H\) the characteristic depth-scale) while \(u = \Theta(\sqrt{gH})\) (\(\Theta\) is asymptotic notation), thus from \(dq/dx = dE/dx = 0\) we deduce

\[
\frac{db}{dx} = \frac{1}{Fr^2 - 1}\frac{db}{dx} = \Theta\left(\frac{1}{Fr^2 L}\right) = \Theta\left(\frac{h}{L}\right)
\]

\(L\) the characteristic length-scale) and the variation of depth is small, whilst the variation in surface elevation is large, \(d\eta/dx = \Theta(H/L)\).

Well balanced schemes have been designed for a variety of numerical methods, e.g. discontinuous Galerkin schemes [23, 33, 5, 32, 6] and the finite volume schemes we discuss here. These are well balanced on the basis of the reconstruction of the simulated fields [16, 18, 4, 9, 8, 7], and employing a well balanced numerical source [2, 3]. Recently, a framework for constructing well balanced schemes was proposed in [26], where two reconstructions were performed, one in depth and the other in surface elevation. By performing a convex combination of the two reconstructions it is possible to enforce that the reconstructed depth in each cell increases monotonically with the cell average depth, thereby obtaining a lower bound on the reconstructed depth and an upper bound
on the reconstructed velocity. Here we explore the scheme derived in [26] using these principles, and compare the resulting simulations to other well balanced reconstructions from the literature. The primary goal of this paper is to demonstrate the accuracy that can be achieved by the convex combination scheme.

We also tackle other challenges with designing numerical schemes. As discussed in [1, 15] slowly moving shocks can generate large oscillations, and they propose the inclusion of additional diffusivity locally to the shock to eliminate these issues. We will discuss modifications to our (or indeed any) reconstruction that facilitate these local requirements for increased numerical diffusivity. We show that with piecewise constant reconstruction the central-upwind scheme [17] is able to greatly suppress oscillations due to its increased numerical diffusivity. Thus, by using piecewise constant reconstruction around shocks, we achieve a greatly reduced wave train. In addition, the modification aids the simulation of dam break problems, in which fluid spreads over an initially dry bed, which removes the need for a tailwater (numerically imposing a non zero depth in the dry region). The modification is, by design, compatible with source terms, and therefore does not disrupt the well-balancing of the scheme.

The article is organised as follows. We begin with an overview of finite volume schemes in §2.1, followed by the reconstruction derived in [26] (§2.2). In §2.3 modifications to the reconstruction are made to ensure the resolution of slow shocks and dam break flows. The resulting algorithm is presented in §2.4. Other algorithms from the literature are overviewed in §3, to which we will compare our new scheme. The new scheme is then used for a selection of numerical experiments (§4). We conclude in §5.

## 2 The numerical scheme

### 2.1 Semi-Discrete Finite-Volume Schemes

Hyperbolic systems of conservation laws have the general form

\[ \frac{\partial Q}{\partial t} + \frac{\partial}{\partial x}(F) = \Psi \quad \text{for} \quad x_L \leq x \leq x_R, \tag{2.1} \]

where \( Q \) is a function from \((x, t) \to \mathbb{R}^M\), and the flux \( F \) and source \( \Psi \) are functions from \((Q, x, t) \to \mathbb{R}^M\). The system is spatially discretized over \( J \) cells by introducing \( J + 1 \) cell boundary points \( x_L = x_{1/2} < x_{3/2} < \ldots < x_{j+1/2} = x_R \) of width \( \Delta x_j = x_{j+1/2} - x_{j-1/2} \) with cell centres separated by a distance \( \Delta x_{j+1/2} = (\Delta x_j + \Delta x_{j+1})/2 \), and defining cell averages

\[ Q_j(t) = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} Q \, dx, \quad \text{and} \quad \Psi_j(t) = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} \Psi \, dx. \tag{2.2} \]

Performing the same averaging process over the entire system (2.1) yields

\[ \frac{dQ_j}{dt} + \frac{1}{\Delta x_j} [F_j+1/2 - F_j-1/2] = \Psi_j \tag{2.3} \]

where \( F_j+1/2(t) = F(Q(x_{j+1/2}, t), x_{j+1/2}, t) \). In order to construct a spatially discrete scheme we express \( F_j+1/2 \) and \( \Psi_j \) approximately as functions of \( Q_j \). We first perform a reconstruction of \( Q \) within each cell, here we will use a piecewise linear reconstruction with the gradient in cell \( j \) denoted by \([Q_x]_j\) (its computation discussed in §2.2). Thus the limiting values at the cell boundaries are

\[ Q_{j-1/2}^- = Q_j - \frac{\Delta x_j}{2} [Q_x]_j, \quad Q_{j+1/2}^+ = Q_j + \frac{\Delta x_j}{2} [Q_x]_j, \tag{2.4} \]

and the variation across a cell is then \( \Delta Q_j := Q_{j+1/2}^- - Q_{j-1/2}^+ = \Delta x_j [Q_x]_j \) whilst the variation between cells is \( \Delta Q_{j+1/2} := Q_{j+1} - Q_j \), and similarly for other fields. From these we construct the approximation

\[ F_{j+1/2}(t) \sim \hat{F}(Q_{j+1/2}(t), Q_{j+1/2}(t), x_{j+1/2}, t), \]

and we will employ the central-upwind scheme in our numerical
tests [17]. To evolve through time we use the second order SSP RK (Strong Stability-Preserving Runge Kutta) scheme from [24, 11]. The boundary conditions are imposed using the approach detailed in [25] (including the RKNR time-step modification) which employs forcing computed from first order extrapolation to ensure consistency with the solution in the bulk.

2.2 Well balanced source and reconstruction

We begin with the expression of the geometric source term in (1.1b). The bed function we assume to be continuous, with discrete values at the cell interfaces \( b_{j+1/2} \). The source is approximated as [2]

\[
-g h \frac{db}{dx} \sim -\frac{h_{j-1/2} + h_{j+1/2}}{2} \frac{\Delta b_j}{\Delta x_j}
\]

which is known to be well balanced for a reconstruction with constant surface elevation [2, 17, 26].

We use the reconstruction developed in [26], modified in §2.3 by including a discrete measure of the local smoothness \( \Theta_j \in [0,1] \) which (at sufficiently high resolution) is 1 where the solution is continuous and less than 1 local to shocks. The reconstruction employs the minmod slope limiter [29]

\[
\sigma_{\text{mm}}(v_{j-1}, v_j, v_{j+1}) = \text{minmod}\left(\frac{2\alpha_j v_{j-1/2} + 2\sigma_j v_{j-1} - v_j}{\Delta x_j}, \frac{2\sigma_j v_{j+1} - v_{j-1}/2 (v_{j+1} - v_j)}{\Delta x_j}\right),
\]

(2.6a)

which is parametrised by \( \alpha_j, \alpha^\pm_{j+1/2} \in [0,1] \), and

\[
\text{minmod}[w_1, w_2 \ldots w_n] := \begin{cases} 
\min[w_1, w_2 \ldots w_n] & \text{if } \min[w_1, w_2 \ldots w_n] > 0, \\
\max[w_1, w_2 \ldots w_n] & \text{if } \max[w_1, w_2 \ldots w_n] < 0, \\
0 & \text{otherwise.}
\end{cases}
\]

(2.6b)

In our numerical tests we take \( \alpha^\pm_{j+1/2} = 3/4, \alpha_j = 1/4 \). To reconstruct the depth we first compute the two reconstructions, one in \( h \) and one in \( \eta \), as

\[
[h_{x,j}]^h := \Theta^h_{j} \sigma_{\text{mm}}(h_{j-1}, h_j, h_{j+1}), \quad [h_{x,j}]^\eta := \Theta^\eta_{j} \sigma_{\text{mm}}(\eta_{j-1}, \eta_j, \eta_{j+1}) - \frac{\Delta b_j}{\Delta x_j},
\]

(2.7a,b)

where \( \Theta^h_{j} \) is similar to \( \Theta_j \), see §2.4. From these gradients cell interface values may be computed and are denoted \( h_{x,j}^\pm \) and \( h_{x,j}^{\pm} \). We then compute the final gradient to be used as the convex combination

\[
[h_{x,j}] := (1 - \gamma_j) [h_{x,j}]^h + \gamma_j [h_{x,j}]^\eta,
\]

(2.8)

from which the final reconstructed values are found and denoted \( h_{x,j}^{\pm} \). The convex coefficient \( \gamma_j \) has the expression

\[
\gamma_j(\xi_j) := \begin{cases} 
0 & \text{if } \xi_j \leq 1, \\
G_j (\xi_j - 1) & \text{if } 1 \leq \xi_j \leq \xi^C_j, \\
\xi^C_j - 1 & \text{if } \xi^C_j \leq \xi_j,
\end{cases} \quad \text{where } \xi^C_j := 1 + \frac{1}{G_j}, \quad G_j := 1 - \max\left[\alpha_j^{-1/2}, \alpha_j^{1/2}\right],
\]

(2.9)

and \( \xi_j := b^h_j/\Delta b^h_j \) (when \( \Delta b^h_j = 0 \) then \( [h_{x,j}] \) is independent of \( \xi_j \), so may set to any value) where

\[
h^+_j := \min\left[b_j + \alpha^+_{j-1/2} \Delta h_{j-1/2}, h_j, h_{j+1/2} \Delta h_{j+1/2}\right],
\]

\[
\Delta b^+_j := \max\left[|\Delta b_j/2 - \alpha^+_{j-1/2} \Delta b_j/2, |\Delta b_j/2 - \alpha_j (b_{j+1} - b_{j-1})|, |\Delta b_j/2 - \alpha_j^{1/2} \Delta b_j^{1/2}|, B_j\right],
\]

(2.10)

\[
B_j := \left(\frac{q^2_j}{F^2 \sqrt{g}}\right)_{1/3}.
\]

(2.11)

This ensures that the reconstruction is positivity preserving and bounded. In regions where the fluid is deep (relative to bed variation) and slow \( (F \ll F_0) \) then \( \gamma_j = 1 \) and the reconstruction is in \( \eta \) alone, i.e. \( [h_{x,j}] = [h_{x,j}]^\eta \). In regions were the fluid is shallow (relative to bed variation) or fast \( (F \gg F_0) \) such as in thin film regions, then \( \gamma_j = 0 \) and the reconstruction is in \( h \) alone, i.e. \( [h_{x,j}] = [h_{x,j}]^h \). For our simulations we employ \( F_0 = 10 \approx (\xi^C_j)^{3/2} \). The inclusion of the suppressor \( \Theta_j \) in the depth reconstruction (2.7) was not done in [26] and is a new addition here to be discussed in §2.3.

The gradient of flux is computed using the reconstruction

\[
[q_{x,j}] := \Theta^q_{j} \sigma_{\text{mm}}(q_{j-1}, q_j, q_{j+1})
\]

(2.13)

which yields a bounded velocity by the arguments in [26, §§4,8]. Here \( \Theta^q_{j} \) is similar to \( \Theta_j \), see §2.4.
2.3 Non-oscillatory slow shocks

Many solutions to the shallow water equations, and hyperbolic systems in general, contain discontinuous shocks. When a compressive shock (i.e. one where the characteristics converge on the shock, as opposed to a contact shock where they are locally parallel) exists in a numerical scheme it may generate wave pulses at regular intervals. For slowly moving shocks in the shallow water equations this occurs as a result of the spike in volume flux [22]. This is a large value of $q$ that exists within a shock because of the shape of the Hugoniot locus in $(h, q)$ space. That is to say, the large value of $q$ is evidence that the numerical scheme is approximately resolving the shock conditions. As the shock moves, this spike moves with it, and as it passes from one cell to the next a wave pulse is generated, as can be seen in many numerical experiments [21, 13, 15, 1, 28, 14, 22]. For some first order schemes it is possible to eliminate the spike by using specialist techniques [22]. For higher order schemes no such strategy is known, instead additional numerical diffusion may be added to widen the spike, which can dramatically reduce the size of the oscillations generated as it moves [21, 15, 1]. Our numerical experiments have found that, for the central-upwind scheme [17], the numerical diffusion that results from piecewise constant reconstruction is sufficient to suppress the oscillations (see test problem 4.4). One approach that may be used employs the measure from [26, (2.9)], specifically taking $\Theta_q^j = \kappa_j$ where

$$
\kappa_j := \min \left[ 1, \frac{K_j^{+1/2} h_j}{h_{j-1}}, \frac{K_j^{-1/2} h_j}{h_{j+1}} \right]
$$

(2.14)

$(1/0 = +\infty$ so that the min does not select this value, $0/0 = 0$ to that, if this cell is dry, the gradient is 0). For $K_j^{+1/2} = 1 + O(1)$ as $\Delta x \to 0$ this choice may have the desired properties local to shocks (see test problem 4.4). However, it also detects regions where the solution transitions from lake at rest to dry, as will any detector based on the magnitude of derivatives relative to a local depth measure. Thus, if wish to obtain an accurate solution local to the edge of a lake then we require $K_j^{+1/2} \gg 1$, which means that it will not detect most shocks.

To construct a shock detector that does not detect regions where the solution dries, we must be precise about what we mean by a shock. To do this we will use fundamental properties of the general conservation law (2.1). In particular, that the matrix $\partial F/\partial Q$ has real eigenvalues $\lambda^{(m)}$ corresponding to left eigenvectors $l^{(m)}$, with $m$ indexing over the characteristic fields. Left multiplying (2.1) by $l^{(m)}$ results in the characteristic equation for the $m^{th}$ filed

$$
l^{(m)} \left( \frac{\partial Q}{\partial t} + \lambda^{(m)} \frac{\partial Q}{\partial x} \right) = l^{(m)} \Psi'
$$

(2.15)

By the Lax entropy condition [19, 20] characteristics converge on a discontinuity. That is for a discontinuity at location $x_\sigma(t)$, defining $\lambda^{(m)}$ to be a characteristic speed to the left of the shock and $\lambda^{(m)}$ to the right, there must be some field $m$ so that $\lambda^{(m)} \geq \lambda^{(m)} d x_\sigma / d t \geq \lambda^{(m)}$. We distinguish between contact discontinuities with $\lambda^{(m)} = \lambda^{(m)}$ and shocks for which $\lambda^{(m)} > \lambda^{(m)}$. Numerically, contact discontinuities are diffused over some region and are not sharpened by the action of fluxes, thus we do not wish to increase the diffusivity local to these. Thus we look for singular gradients in the characteristic speeds $\lambda^{(m)}$, that is $\lambda^{(m)}(x - \epsilon, t) - \lambda^{(m)}(x + \epsilon, t)$ tends to some finite positive quantity as $\epsilon \to 0$. We define the quantity

$$
\Delta \lambda^{(m)} := \frac{x_{\sigma_{\text{ref}}}}{x_{\sigma_{\text{ref}}}} \max \left[ \frac{\lambda^{(m)}_{j-1/2} - \lambda^{(m)}_{j-1/2}}{(\Delta x_{j-1/2})^{p_1}}, \frac{\lambda^{(m)}_{j+1/2} - \lambda^{(m)}_{j+1/2}}{(\Delta x_{j+1/2})^{p_1}} \right] 0
$$

(2.16)

where $\lambda_{\sigma_{\text{ref}}}$ is the speed-scale and $x_{\sigma_{\text{ref}}}$ the length-scale so that $\Delta \lambda^{(m)}$ is dimensionless (for our simulations of dimensionless systems we take $\lambda_{\sigma_{\text{ref}}} = 1$ and $x_{\sigma_{\text{ref}}} = x_R - x_L$ and $\lambda^{(m)} := \lambda^{(m)}(Q_j, x_j, t)$. This expression is $O(\Delta x^{1-p_1})$ in smooth regions and $O(\Delta x^{-p_1})$ local to shocks, so taking $0 < p_1 < 1$ means that (2.16) can be used as a detector as $\Delta x \to 0$.

Whilst (2.16) is a reliable detector of shocks, it suffers from some of the same problems as (2.14). In particular, with source terms it is possible to construct situations where characteristics are converging rapidly, and yet the dominant balance in the system is between the flux gradient and the source. This happens in the shallow water system around the edge of a quiescent lake, fig. 1.1, especially when the draining layer is orders of magnitude shallower than the lake (there is, formally, a shock between the draining layer and the lake, but in the simulation there is insufficient resolution to capture it). To detect this situation we define

$$
\Delta F_j^{(m)} := x_{\sigma_{\text{ref}}}^{p_1-1} \max \left[ \frac{\lambda^{(m)}_{j-1} \Delta Q_{j-1/2}}{(\Delta x_{j-1/2})^{p_1}}, \frac{\lambda^{(m)}_{j+1} \Delta Q_{j+1/2}}{(\Delta x_{j+1/2})^{p_1}} \right] 0
$$

(2.17)
which is the dimensionless ratio of the strength of flux gradient (up to a power of $\Delta x$) to source terms in each characteristic field. This expression is $O(\Delta x^{-p_1})$ in smooth regions, and $O(\Delta x^{-p_1})$ local to shocks where the flux gradient dominates the source.

We say that there is a shock in the $m$th field when both $\Delta F_j^{(m)} \gg 1$ and $\Delta F_j^{(m)} \gg 1$. We define a shock detector for the $m$th field as the dimensionless quantity

$$\Theta_j^{(m)} = 1 - \left( \frac{1}{(\Delta \lambda_j^{(m)})^{p_2} + 1} \right)^{-p_3} \left( \frac{1}{(\Delta F_j^{(m)})^{p_2} + 1} \right)^{-p_3}. \quad (2.18)$$

In smooth regions $\Delta \lambda_j^{(m)} \ll 1$ and $\Delta F_j^{(m)} \ll 1$, thus

$$\Theta_j^{(m)} \sim 1 - (\Delta \lambda_j^{(m)})^{p_2 p_3} (\Delta F_j^{(m)})^{p_2 p_3} = 1 - O(\Delta x^{2p_2 p_3 (1-p_1)}), \quad (2.19a)$$

whilst around contact discontinuities $\Delta \lambda_j^{(m)} \ll 1$ and $\Delta F_j^{(m)} \gg 1$, thus

$$\Theta_j^{(m)} \sim 1 - (\Delta \lambda_j^{(m)})^{p_2 p_3} = 1 - O(\Delta x^{p_2 p_3 (1-p_1)}), \quad (2.19b)$$

and if characteristics are converging on a location where the dominant balance is between flux and source then $\Delta \lambda_j^{(m)} \gg 1$ and $\Delta F_j^{(m)} \ll 1$, thus

$$\Theta_j^{(m)} \sim 1 - (\Delta F_j^{(m)})^{p_2 p_3} = 1 - O(\Delta x^{p_2 p_3 (1-p_1)}), \quad (2.19c)$$

finally in regions where there are shocks $\Delta \lambda_j^{(m)} \gg 1$ and $\Delta F_j^{(m)} \gg 1$ thus

$$\Theta_j^{(m)} \sim p_3 \left( (\Delta \lambda_j^{(m)})^{-p_2} + (\Delta F_j^{(m)})^{-p_2} \right) = O(\Delta x^{p_2 p_1}). \quad (2.19d)$$

To obtain a second order scheme we require $p_2 p_3 (1-p_1) \geq 1$, and to suppress the gradients local to shocks $p_2 p_1 > 0$, thus $0 < p_1 p_2 \leq p_2 - (1/p_3)$. The values $p_1 = 1/2$, $p_2 = 2$, $p_3 = 1$ are appropriate for our scheme, so that $\Theta_j^{(m)} = 1 - O(\Delta x^2)$ in smooth regions. For higher order reconstruction the value of $p_3$ may be increased so that $\Theta_j^{(m)} = O(\Delta x^{2p_3})$ is smaller.

To ensure bounded velocities we additionally employ a generalisation of the measure from [26], (2.14), to all positive fields $m \in \mathcal{P}$

$$\hat{\Theta}_j^{(m)} = \min \left[ 1, \left( K_{j+1/2}^{(m)} Q_{j+1/2}^{(m)} \right)^{p_4} \left( K_{j-1/2}^{(m)} Q_{j-1/2}^{(m)} \right)^{p_4} \right]. \quad (2.20)$$

where $K_{j+1/2}^{(m)} \gg 1$ to ensure a smooth transition to dry cells, and the notation $Q^{(m)}$ indicates the $m$th component of $Q$. The large value of $K_{j+1/2}^{(m)}$ means that the velocity bound is also large, but for $p_4 \geq 1$ this large bound only exists for $h_{j+1}/h_j \approx K_{j+1/2}^{(m)}$, else the bound can be substantially reduced. For our scheme $K_{j+1/2}^{(m)} = 100$ and $p_4 = 2$ are appropriate.

Finally we define

$$\Theta_j = \min \left[ \min_{m} \Theta_j^{(m)} \mid m \in \mathcal{P}, \min_{m} \hat{\Theta}_j^{(m)} \right]. \quad (2.21)$$

This identifies shocks in any of the characteristic fields in such a way that the transition to dry cells is accurately resolved. Our reconstruction is no longer formally self monotone [26], but this issue is only present when $1 - \Theta_j = O(1)$, i.e. local to strong shocks or when the depth field is orders of magnitude shallower than its neighbours, in which case suppressing oscillations and ensuring bounded velocities (respectively) are more important for stability.

While this method was originally developed and presented here with consideration of slow shocks, it does not depend on the speed of the shock, or even the existence of a shock at all, only the convergence of characteristics and the domination of source terms by the flux gradient. In many problems characteristics converge at a wetting front, such as occurs in a dam break flow. Our method greatly aids the simulation of such phenomena, as will be demonstrated later.
2.4 Implementation

We close this section by presenting our reconstruction as an algorithm to be implemented. We assume that the
discrete fields and lattice points are known at the time \( t \), and proceed as follows.

1. Compute the source using the approximation (2.5)

2. Compute eigenvalues and eigenvectors from the cell centred values as 
   \( \lambda_j^{(m)} := \lambda^{(m)}(Q_j, x_j, t), j^{(m)} := l^{(m)}(Q_j, x_j, t) \).

3. Compute \( \Theta^h_j = \Theta^\eta_j = \Theta_j \) using (2.16) to (2.18), (2.20) and (2.21)

4. Perform the gradient reconstructions (2.7) and (2.13)

5. Calculate the convex coefficient (2.9) using (2.10) to (2.12)

6. Assemble the final depth gradient (2.8)

This yields the gradients \( [h_x]_j \) and \([q_x]_j\) to be used to construct the values at the cell interfaces, and thereby
the numerical flux between cells. The scheme presented here we will call \( \text{SkT} \), in the following section we briefly
introduce the other schemes that we will compare it to.

3 Other schemes

In our numerical tests we will compare our scheme to a number of others developed in the literature. While only
the scheme from [26] and its modification here were designed using convex combination (2.7) and (2.8), several
other schemes in the literature may be reinterpreted in this framework, which is how they will be presented
below. Thus all that remains to present is expressions for \( \gamma_j^h, \Theta_j^h \) and \( \Theta_j^\eta \). For all numerical tests we will compare
well-balanced schemes based off of the minmod reconstruction.

Kurganov and Levy, 2002 [16] Here the reconstruction is in \( \eta \) so long as the depth in the current cell
and its neighbours is above some threshold \( H \), otherwise the reconstruction is in \( h \), that is

\[
\gamma_j = \begin{cases} 
0 & \text{if } \min[h_{j-1}, h_j, h_{j+1}] < H, \\
1 & \text{otherwise.} 
\end{cases}  \tag{3.1}
\]

We will employ \( H = 0.1 \). There is no gradient suppression to piecewise constant, \( \Theta_j^h = \Theta_j^\eta = 1 \). We term this
scheme \( \text{Ku01} \).

Kurganov and Petrova, 2007 [18] Here the reconstruction is in \( \eta \), but then altered to set the depth
to precisely zero whenever it would otherwise be negative, and adjusting the gradient in the cell and the
reconstruction at the other end of the cell accordingly. This may be expressed the framework of convex
combination as

\[
\gamma_j = \begin{cases} 
\frac{h_j^h}{h_j^h - h_j^\eta} & \text{if } h_j^h - h_j^\eta < 0, \\
\frac{h_j^\eta}{h_j^\eta - h_j^h} & \text{if } h_j^\eta < 0, \\
1 & \text{otherwise.} 
\end{cases} \tag{3.2}
\]

There is no gradient suppression, \( \Theta_j^h = \Theta_j^\eta = 1 \), though after reconstruction the fluxes are corrected to ensure
finite values of the reconstructed velocities

\[
q_{j+1/2}^{\text{cor}} := q_{j+1/2}^{\pm} \cdot \frac{2}{1 + \max \left[ 1, \frac{\epsilon}{h_j^\pm} \right]^4} = q_{j+1/2}^\pm \cdot \frac{2(h_j^\pm)^4}{(h_j^\pm)^4 + \max \left[ (h_j^\pm)^4, \epsilon^4 \right]} \tag{3.3}
\]

where \( \epsilon = \Delta x \) is the desingularization parameter. We term this scheme \( \text{Ku07} \).

Chertock et al., 2015 [9] Similar to above the reconstruction is in \( \eta \) unless it would generate negative
depths, in which case the gradient is set to zero. This can be expressed as

\[
\gamma_j = \begin{cases} 
\frac{[h_x]^h_j}{[h_x]^h_j - [h_x]^\eta_j} & \text{if } h_j^h - h_j^\eta < 0 \text{ or } h_j^\eta - h_j^h < 0, \\
1 & \text{otherwise,} 
\end{cases} \tag{3.4}
\]
This scheme uses a reconstruction in Bollermann et al., 2013. We term this scheme SkK in $q$ used in the cell to better approximate the surface elevation. Similarly to Ch15, reconstruction is not performed to be at the edge of a lake, or are too shallow to be reconstructed reliably, in which case multiple pieces may be used (2.9). We term this scheme $SkT$.

Test problem 4.2. To investigate the numerical draining of fluid down a slope we modify test problem 4.1 by setting $\eta = \max(1, b + 10^{-3})$ and $u = 0$ at time $t = 0$. The initial condition appears very similar to 4.1, with a lake of fluid in $-1 < x < 1$, and a thin film of fluid on the slopes $x < -1$.
Figure 4.1: The surface elevation $\eta$ and bed profile $b$ as functions of $x$ for test problem 4.1, taken from a simulation using SkT at resolution $J = 10^4$ at time $t = 100$.

Figure 4.2: The $\ell_1$ error between the simulations using SkT and the exact solution as a function of the resolution $J$ for test problem 4.1. In (a) we plot the error averaged over time $0 \leq t \leq 100$, as a function of resolution, separating the error between the wet ($|x| \leq 1$) and dry ($|x| \geq 1$) regions. In (b) we plot the error in $u$ in the wet region as a function of time.

Figure 4.3: The error in the depth field at $t = 0.5$ for test problem 4.1 as a function of $x$. The simulations were performed at a resolution of $J = 66$. Different markers indicate different reconstructions: ◦ is Ku02, × is Ku07, + is Bo13, ∆ is Ch15, ○ is SkK, □ is SkT. Plot (b) is a zoom in of plot (a).
and $1 < x$. An asymptotic solution the this problem can be constructed. The depth on the slopes is very small, thus we take $h = \epsilon \tilde{h}$, the momentum equation is then, to leading order

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} \sim - \frac{\partial b}{\partial x},$$

which are the trajectories of fluid parcels. From here we arrive at the solution $x = x_0 \cos(\sqrt{2}t)$ (because $u = 0$ at $t = 0$), thus the fluid that started at $x = 2$ (the edge of the domain) reaches $x = 1$ (the lake) at time $t = \pi/(2\sqrt{2}) = 0.74$ (2 s.f.). Beyond this time, aside from the effect of small ripples on the lake initiated by the draining fluid, the slopes should be dry (i.e. $h = 0$ on $|x| \gtrsim 1$). To avoid problems associated with the ripples we plot the total volume of fluid in the region $|x| \geq 1.2$ in fig. 4.4; this region is dry by $t = 0.66$ (2 s.f.) in the asymptotic solution, a fact with which the simulations are consistent. Beyond this time we observe exponential convergence in time to the dry bed steady state with the volume on the slope at order $10^{-3t/8}$, the exponent determined approximately from the simulation results.

Comparing the different reconstructions (fig. 4.5), only SkK, SkT, and Ku02 accurately capture the draining of the slope. For the others, Ku07 and Ch15 do not drain, while Bo13 drains faster than the exact solution. The latter is because, on draining slopes, Bo13 sets the upslope depth to zero and the downslope depth to be significantly greater than the cell average depth, and as a consequence the diffusive numerical error across each cell interface drives the fluid down the slope and into the lake.

**Test problem 4.3** (Oscillations in a parabolic basin). In this final test problem using bed topography we discuss the planar oscillation in a parabola that was proposed by Thacker [30], see [10]. Specifically, we consider
Figure 4.6: The depth field as a function of $x$ for test problem 4.3 at times $8t/(\sqrt{2}\pi) = 0, 1, 2, 3, 4$ (period of oscillation is $\sqrt{2}\pi$), these values annotate the plot. The data is taken from a simulation using SkT at resolution $J = 10^4$.

Figure 4.7: The $\ell_1$ error between the simulations using SkT and the exact solution as a function of the resolution $J$. The error is evaluated at time $t = \sqrt{2}\pi$, and separately for the wet and dry regions.

Figure 4.8: The error in the depth field at $t = \sqrt{2}\pi/4$ for test problem 4.3 as a function of $x$. The simulations were performed at a resolution of $J = 66$. Different markers indicate different reconstructions: $\diamond$ is Ku02, $\times$ is Ku07, $+$ is Bo13, $\Delta$ is Ch15, $\bigcirc$ is SkK, $\square$ is SkT.
the depth field is plotted in fig. 4.6. Setting \( B_1 = 0 \) everywhere causes the simulation to produce strong oscillations local to the contact points, indicating that a reconstruction in depth is necessary local to these regions. Including the Froude number considerations by (2.12) produces simulations that converge at \( O(J^{-3/2}) \) in wet regions, as shown in fig. 4.7, and at \( O(J^{-2}) \) in dry regions.

Comparing the different reconstructions (fig. 4.8), we see that SkK and Bo13 both produce accurate results, while Ku07 leaves a layer of fluid on the slope and SkK diffuses a layer of fluid forward. However, the simulation Bo13 failed at time \( t = 2.4 \) (2 s.f.), at which the fluid reverses direction, due to the large value of \( q_j \) that remains across the region \( 0 < x < 2 \) despite fluid no longer being there, which persists due to the desingularization (3.6). It is plausible that using (3.5) would permit the simulation to continue, but this is likely to increase the error up to that of Ch15. The results for Ku02 is not plotted as this simulation fails at \( t = 0.52 \) (2 s.f.) for the same reasons as test problem 4.1.

**Test problem 4.4 (Slow shock).** As discussed in [1, 15], when shocks move very slowly with respect to the grid cells this can cause problems in accuracy, generating a wave train. Commonly this occurs when the numerical domain is stationary \( (x_L \text{ and } x_R \text{ constant}) \), and the shock is moving at a speed with magnitude much less than \( (x_R - x_L)/J \), i.e. taking many time steps to cross each grid cell. This is equivalent, by a change of reference frame, to a stationary shock at \( x = 0 \) with a moving numerical domain, \( |dx_L/dt| \) and \( |dx_R/dt| \) being much less than \( (x_R - x_L)/J \). We consider such a shock, with

\[
h = \begin{cases} 
1/10 & \text{if } x < 0, \\
1 & \text{if } x > 0,
\end{cases}
\]

\[
u = \begin{cases} 
2.3452 & \text{if } x < 0, \\
0.2345 & \text{if } x > 0,
\end{cases}
\]

where the values of \( h \) were chosen, and the corresponding values of \( u \) were computed from the Rankine-Hugoniot jump conditions. Equivalently it can be written in terms of the characteristic invariants \( C^+ = u + 2\sqrt{h} \) and \( C^- = u - 2\sqrt{h} \) as

\[
C^+ = \begin{cases} 
2.9777 & \text{if } x < 0, \\
2.2345 & \text{if } x > 0,
\end{cases}
\]

\[
C^- = \begin{cases} 
1.7128 & \text{if } x < 0, \\
-1.7655 & \text{if } x > 0.
\end{cases}
\]

To simulate we use a grid of \( J = 1000 \) cells on a domain of \(-10 + t/10 \leq x \leq 10 + t/10 \) over a time interval of \(-1 \leq t \leq 1 \). The grid cells move to the right, which is equivalent to the shock moving to the left, at a speed of 5 grid cells per unit time. We compare different reconstruction approaches.

Firstly, we simulate using the piecewise linear minmod reconstruction without suppression (i.e. we set \( \Theta_j^h = \Theta_j^q = 1 \)). As shown in fig. 4.9(a), this yields a simulation with a relatively high amplitude wave train that propagates downstream with a large decay length due to the low diffusivity of the numerical scheme. Fig. 4.9(b) shows the evolution of the entire solution in \( C^- - C^+ \) space, using the same approach as [1]. We see that the transition from the left to right state that the cells undergo follows a curve significantly perturbed from the analytic Hugoniot locus (we expect that for accurate simulation this curve should be tracked closely), and that the oscillations about the right state that are produced are almost entirely confined to the \( C^+ \) field (these are the oscillations we aim to reduce).

These oscillations are significantly reduced by using a piecewise constant reconstruction (i.e. we set \( \Theta_j^h = \Theta_j^q = 0 \)). As shown in fig. 4.9(c,d), the oscillations are of a greatly decreased magnitude and decay much more rapidly. The simulation also stays much closer to the Hugoniot locus throughout the transition between the states. While using a piecewise constant reconstruction works well for simulating a single isolated shock, it will cause the scheme in smooth areas to be low accuracy.

The use of the SkK reconstruction (designed simply to permit bounds on velocity) does not have a significant effect on the wave train, fig. 4.9(e,f). This can be improved by reducing \( K_j^{\pm 1/2} \), but already the reconstructed gradients are suppressed in regions where \( dh/dx \leq 10h_j/(x_R - x_L) \) and reducing this further will excessively increase the error in regions with steep gradients.

The purpose of \( \Theta_j \) as defined in (2.18) is to transition between piecewise linear and piecewise constant reconstructions so that we use the piecewise linear reconstruction in regions where the solution is continuous (or at least, has no shock), and if it is differentiable the scheme has second order accuracy [17], whilst using piecewise constant reconstruction around shocks to suppress oscillations. The result is plotted in fig. 4.9(g,h). We see that the amplitude of the oscillations is similar in magnitude to the results in fig. 4.9(c). Indeed, both have an exponential envelope around the oscillations of the form \( 1 \pm 0.006\exp(-x/\chi) \), but the piecewise linear
Figure 4.9: Plots for test problem 4.4: (a,b) were simulated using $\Theta^h = \Theta^q = 1$ everywhere, that is a standard piecewise linear reconstruction without suppression; (c,d) were simulated using $\Theta^h = \Theta^q = 0$ everywhere, that is a standard piecewise constant reconstruction; (e,f) were simulated using $SkK$; (g,h) were simulated using $SkT$. Plots (a,c,e,g) show the reconstructed depth at time $t = 1$, exhibiting a wave train downstream of the shock whose amplitude decays with distance. Plot (e) additionally includes the values of $\Theta_j$ and (g) the value of $\kappa_j$ for each cell as green crosses. Plots (b,d,f,h) show the cell values in every cell at times $t \in \{-1, -0.99, -0.98, \ldots, 1\}$, with early times in blue transitioning through green and yellow to late times in red, along with the Hugoniot locus of states that can be reached from $h = 1, u = 0.2345$ by a shock (purple curve).
reconstruction has a $\chi$ much larger than for the piecewise constant reconstruction due to the reduced diffusion. Additionally, the transition between the states deviates from the Hugoniot locus no more than for the piecewise constant reconstruction, in fact fig. 4.9(d) and (f) are almost indistinguishable. We conclude then that our oscillation suppression has been successful.

Test problem 4.5 (Dam break). As a final test problem we consider the standard dam break problem on $0 \leq x \leq 4$, which has initial conditions $u(x, 0) = 0$ everywhere and $h(x, 0) = 1$ for $x \leq 1$ and $h(x, 0) = 0$ for $x > 1$, and we impose $u = 0$ at $x \in \{0, 4\}$. The exact solution to this problem for $t \leq 1$ is

$$h(x, t) = \begin{cases} 1 & \text{for } x - 1 \leq -t, \\ \left(\frac{2}{3} \frac{x - 1}{3t}\right)^2 & \text{for } -t \leq x - 1 \leq 2t, \\ 0 & \text{for } 2t \leq x - 1, \end{cases}$$

$$u(x, t) = \begin{cases} 0 & \text{for } x - 1 \leq -t, \\ \frac{2}{3} + \frac{2(x - 1)}{3t} & \text{for } -t \leq x - 1 \leq 2t, \\ \text{undefined} & \text{for } 2t \leq x - 1. \end{cases}$$

(4.6)

See fig. 4.10 for a plot of the depth field. Attempting to simulate from this initial condition using the piecewise linear minmod reconstruction without suppression (i.e. setting $\Theta_j = 1$) causes singular velocities, as shown in fig. 4.11(a). This is in part due to the lack of an upper bound for velocity for cells much deeper than their neighbour(s), see [26], but also the effect of numerical diffusion transporting too much inertia to the front. The SkK scheme actually makes this worse, as it increases the diffusion of inertia without increasing the diffusion of depth, but if $\Theta_j^h = \Theta_j^q = \kappa_j$ is used then the velocities should remain bounded. The absence of singular velocities when using SKK is demonstrated clearly by fig. 4.11(b), the velocities are bounded by and tending towards 2, which is the exact solution at $x = 2t + 1$.

The velocity field at $t = 0.2$ is plotted in fig. 4.12(a), at which time the exact solution has its peak velocity at the front $x = x_f = 1.4$. Numerically we find that the peak velocity occurs at some location $x_{f1} < x_f$ which we term the first front. Beyond this location, the velocity slowly decays up to some location $x_{f2} > x_f$ at which
Figure 4.12: In (a) the velocity field at $t = 0.2$ for simulations using SkT at spatial resolutions $J$ are plotted, demonstrating the two locations of the numerical front, one on either side of the location in the exact solution. Plot (b) shows error in the location of the first ($x < 1.4$) and second ($x > 1.4$) numerical fronts, compared to the exact front location ($x = 1.4$). In (c) we plot the tailwater depth that would be required to cause deviation in the exact solution at the same location as the first numerical front.

Figure 4.13: The $\ell_1$ error between the simulations using SkT and the exact solution as a function of the resolution $J$ for test problem 4.5. In (a) the error is evaluated at time $t = 1$ for the wetted region $0 \leq x \leq 3$, and in (b) for the dry region $3 \leq x \leq 4$. 


the velocity rapidly deceases to zero. We term this location the second front, and it is the greatest extent of
the fluid layer. The deviation of these numerical front locations from the location of the front in the exact solution
is shown in fig. 4.12(b), from which we see that $|x_{f1} - x_f| = O(J^{-1/2})$ and $|x_{f2} - x_f| = O(J^{-3/2})$.

We compare our approach to an alternative method that could be used to suppress these singular velocities,
which is to take $\Theta_J = 1$ and impose a tail water. That is, simulate with an initial condition of $h = h_r \ll 1$
on $x > 1$. This is then a Stoker problem [27], see [10] for a discussion. To compare our method to the tailwater
approach we compute the depth of a tailwater that would be required for the exact solution to the Stoker
problem to deviate from (4.6) at $x = x_{f1}(t)$. By the results in [10] the Stoker problem’s solution is equal
to (4.6) for $x \leq x_{st}$, where

$$x_{st} = t(2 - 3c_m), \quad \text{and } c_m \text{ satisfies } -8h_c c_m^2 (1 - c_m)^2 + (c_m^2 - h_r)^2(c_m + h_r) = 0. \quad (4.7)$$

To construct an approximation to the solution we set $c_m = c$, $h_r \sim H\epsilon^p$. The requirement $c_m^2 > h_r$ is required
by the entropy conditions on the shock, thus $p \geq 2$. Balance in the implicit equation for $c_m$ gives $p = 4, H = 1/8, thus h_r \sim c_m^4/8$ and the effective tailwater depth for our scheme is

$$h_r \sim \frac{1}{8} \left( \frac{2}{3} \frac{x_{f1} - 1}{3t} \right)^4. \quad (4.8)$$

The computed effective tailwater depths are plotted in fig. 4.12(c) and show that $h_r = O(J^{-7/4})$. This demonstra-
tes that our method is equivalent, in terms of accuracy, to a tailwater that tends to zero at almost second order in resolution.

Examining the convergence of the scheme, fig. 4.13, we see that $h$ and $uh$ converge at first order, which is
the best that can be expected for a discontinuous initial condition. This is better than the convergence that
would be seen if simulating using a tailwater, which would be $O(J^{-1/4})$ as per the previous discussion. In the
region that is dry in the exact solution we find that the volume there converges extremely rapidly.

5 Summary

We have demonstrated a modified version of the well-balanced reconstruction for the shallow water equations
presented in [26]. The reconstruction is a convex combination of reconstructions in depth and in surface
elevation. This allows us to reconstruct in depth when the fluid is shallow in comparison to bed variation or
at high Froude number, and in surface elevation when the fluid is deep and at low Froude number. In §4 the
reconstruction was shown to accurately reproduce steady states (test problem 4.1), draining (test problem 4.2),
and deep dynamic states (test problem 4.3). For resolving pure steady states, [4] was found to be the superior
scheme. However, our scheme was found to be superior for time evolving situations, such as draining a slope or
an oscillating lake, which appear in simulations as transient phenomena on the path to steady state.

Additionally, in §2.3 we showed how the reconstruction could be modified to suppress oscillations in slow
shocks. This modification consisted of suppressing the reconstructed gradients, potentially all the way to the
piecewise constant reconstruction, so that shocks could be resolved accurately. The success of this approach
was demonstrated in test problem 4.4. We find that this gradient suppression is able to assist in obtaining
bounded velocities for the dam break problem, see test problem 4.5. Crucially, this approach is designed to be
compatible with well balancing, and has been demonstrated as such.

We conclude that the approach to reconstruction presented here is suitable for a wide class of systems.
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