In this paper, we describe our method for detection of lexical semantic change (i.e., word sense changes over time) for the DIACR-Ita shared task, where we ranked 1st. We examine semantic differences between specific words in two Italian corpora, chosen from different time periods. Our method is fully unsupervised and language independent. It consists of preparing a semantic vector space for each corpus, earlier and later. Then we compute a linear transformation between earlier and later spaces, using CCA and Orthogonal Transformation. Finally, we measure the cosines between the transformed vectors.

1 Introduction

Language evolves with time. New words appear, old words fall out of use, and the meanings of some words shift. There are changes in topics, syntax, and presentation structure. Reading the natural philosophy musings of aristocratic amateurs from the eighteenth century, and comparing with a monograph from the nineteenth century, or a medical study from the twentieth century, we can observe differences in many dimensions, some of which need a deep historical background to study. Changes in word senses are both a visible and a tractable part of language evolution.

Computational methods for researching the stories of words have the potential of helping us understand this small corner of linguistic evolution. The tools for measuring these diachronic semantic shifts might also be useful for measuring whether the same word is used in different ways in synchronic documents. The task of finding word sense changes over time is called diachronic Lexical Semantic Change (LSC) detection. The task is getting more attention in recent years (Hamilton et al., 2016b; Schlechtweg et al., 2017; Schlechtweg et al., 2020). There is also the synchronic LSC task, which aims to identify domain-specific changes of word senses compared to general-language usage (Schlechtweg et al., 2019).

1.1 Related Work

Tahmasebi et al. (2018) provide a comprehensive survey of techniques for the LSC task, as do Kutuzov et al. (2018). Schlechtweg et al. (2019) evaluate available approaches for LSC detection using the DURel dataset (Schlechtweg et al., 2018). Schlechtweg et al. (2020) present results of the first shared task that addresses the LSC problem and provide an evaluation dataset that was manually annotated for four languages.

According to Schlechtweg et al. (2019), there are three main types of approaches. (1) Semantic vector spaces approaches (Gulordava and Baroni, 2011; Eger and Mehler, 2016; Hamilton et al., 2016a; Hamilton et al., 2016b; Rosenfeld and Erk, 2018; Pražák et al., 2020) represent each word with two vectors for two different time periods. The change of meaning is then measured by some distance (usually by the cosine distance) between the two vectors. (2) Topic modeling approaches (Bamman and Crane, 2011; Mihalcea and Nastase, 2012; Cook et al., 2014; Frermann and Lapata, 2016; Schlechtweg and Walde, 2020) estimate a probability distribution of words over their different senses, i.e., topics and (3) Clustering models (Mitra et al., 2015; Tahmasebi and Risse, 2017).

1.2 The DIACR-Ita task

The goal of the DIACR-Ita task (Basile et al., 2020) is to establish if a set of Italian words (target words) change their meaning from time period \( t_1 \) to time period \( t_2 \) (i.e., binary classification task).
The organizers provide corresponding corpora $C_1$ and $C_2$ and a list of target words. Only these inputs may be used to train systems, which judge for each target word, whether it is changed or not. The task is the same as the binary sub-task of the SemEval-2020 Task 1 (Schlechtweg et al., 2020) competition.

2 Data

The DIACR-Ita data consists of many randomly ordered text samples that have no relationship to each other. Most of the text samples are complete sentences, but some are sentence fragments.

The ‘early’ corpus, $C_1$ has about 2.4 million text samples and 52 million tokens; the ‘later’ corpus, $C_2$ has about 7.8 million text samples and 738 million tokens. Each token is given in the corpora with its part-of-speech tag and lemma. The target word list consists of 18 lemmas. The POS and lemmas of the corpora are generated with the UD-Pipe (Straka, 2018) model ISDT-UD v2.5, which has an error rate of about 2%.

3 System Description

3.1 Overview

Because language is evolving, expressions, words, and sentence constructions in two corpora from different time periods about the same topic will be written in languages that are quite similar but slightly different. They will share the majority of their words, grammar, and syntax. We can observe a similar situation in languages from the same family, such as Italian-Spanish in Romance languages or Czech-Slovak in Slavic languages. These pairs of languages share a lot of common words, expressions and syntax. For some pairs, native speakers can understand and sometimes even actively communicate through a (low) language barrier.

Our system follows the approach from (Pražák et al., 2020)$^1$. The main idea behind our solution is that we treat each pair of corpora $C_1$ and $C_2$ as different languages $L_1$ and $L_2$ even though the text from both corpora is written in Italian. We believe that these two languages $L_1$ and $L_2$ will be extremely similar in all aspects, including semantic. We train a separate semantic space for each corpus, and subsequently, we map these two spaces into one common cross-lingual space. We use methods for cross-lingual mapping (Brychcín et al., 2019; Artetxe et al., 2016; Artetxe et al., 2017; Artetxe et al., 2018a; Artetxe et al., 2018b) and thanks to the large similarity between $L_1$ and $L_2$ the quality of transformation should be high. We compute cosine similarity of the transformed word vectors to classify whether the target words changed their sense.

3.2 Semantic Space Transformation

First, we train two semantic spaces from corpus $C_1$ and $C_2$. We represent the semantic spaces by a matrix $X^s$ (i.e., a source space $s$) and a matrix $X^t$ (i.e., a target space $t$)$^2$ using word2vec Skip-gram with negative sampling (Mikolov et al., 2013). We perform a cross-lingual mapping of the two vector spaces, getting two matrices $\hat{X}^s$ and $\hat{X}^t$ projected into a shared space. We select two methods for the cross-lingual mapping Canonical Correlation Analysis (CCA) using the implementation from (Brychcín et al., 2019) and a modification of the Orthogonal Transformation from VecMap (Artetxe et al., 2018b). Both of these methods are linear transformations. The transformations can be written as follows:

$$\hat{X}^s = W^{s \rightarrow t} X^s$$

where $W^{s \rightarrow t}$ is a matrix that performs linear transformation from the source space $s$ (matrix $X^s$) into a target space $t$ and $\hat{X}^s$ is the source space transformed into the target space $t$ (the matrix $X^t$ does not have to be transformed because $X^t$ is already in the target space $t$ and $X^t = \hat{X}^t$).

Finally, in all transformation methods, for each word $w_i$ from the set of target words $T$, we select its corresponding vectors $v_{w_i}^s$ and $v_{w_i}^t$ from matrices $\hat{X}^s$ and $\hat{X}^t$, respectively ($v_{w_i}^s \in \hat{X}^s$ and $v_{w_i}^t \in \hat{X}^t$), and we compute cosine similarity between these two vectors. The cosine similarity is then used to generate a final classification output using different strategies, see Section 3.5 and 3.6.

3.3 Canonical Correlation Analysis

Generally, the CCA transformation transforms both spaces $X^s$ and $X^t$ into a third shared space $o$ (where $X^s \neq \hat{X}^s$ and $X^t \neq \hat{X}^t$). Thus, CCA computes two transformation matrices $W^{s \rightarrow o}$ for the source space and $W^{t \rightarrow o}$ for the target space. The transformation matrices are computed by

---

$^1$The source code is available at https://github.com/pauli31/SemEval2020-task1

$^2$The source space $X^*$ is created from the corpus $C_1$ and the target space $X^t$ is created from the corpus $C_2$. 

minimizing the negative correlation between the vectors $x_i^s \in X^s$ and $x_i^t \in X^t$ that are projected into the shared space $o$. The negative correlation is defined as follows:

$$
\arg\min_{W^{s\rightarrow o}, W^{t\rightarrow o}} - \sum_{i=1}^{n} \rho(W^{s\rightarrow o}x_i^s, W^{t\rightarrow o}x_i^t) - \sum_{i=1}^{n} \frac{\text{cov}(W^{s\rightarrow o}x_i^s, W^{t\rightarrow o}x_i^t)}{\text{var}(W^{s\rightarrow o}x_i^s) \times \text{var}(W^{t\rightarrow o}x_i^t)}
$$

(2)

where $\text{cov}$ is the covariance, $\text{var}$ is the variance and $n$ is the number of vectors used for computing the transformation. In our implementation of CCA, the matrix $\hat{X}_t$ is equal to the matrix $X_t$ because it transforms only the source space $s$ (matrix $X_s$) into the target space $t$ from the common shared space with a pseudo-inversion, and the target space does not change. The matrix $W^{s\rightarrow t}$ for this transformation is then given by:

$$
W^{s\rightarrow t} = (W^{t\rightarrow o})^{-1}
$$

(3)

3.4 Orthogonal Transformation

In the case of the Orthogonal Transformation, the submission is referred to as ort-bin. We use Orthogonal Transformation with a supervised seed dictionary consisting of all words common to both semantic spaces. The transformation matrix $W^{s\rightarrow t}$ is given by:

$$
\arg\min_{W^{s\rightarrow t}} \sum_{i=1}^{V} (W^{s\rightarrow t}x_i^s - x_i^t)^2
$$

(4)

under the hard condition that $W^{s\rightarrow t}$ needs to be orthogonal, where $V$ is the vocabulary of correct word translations from source space $X^s$ to target space $X^t$ and $x_i^s \in X^s$ and $x_i^t \in X^t$. The reason for the orthogonality constraint is that linear transformation with an orthogonal matrix does not squeeze or re-scale the transformed space. It only rotates the space, thus it preserves most of the relationships of its elements (in our case, it is important that orthogonal transformation preserves angles between the words, so it preserves the cosine similarity).

3.5 Binary Strategy

We use different strategies for the binary classification output, but all have in common that they use continuous scores. The continuous score for each target word is computed as the cosine similarity between the two vectors from the earlier and later corpus.

In the case of the binary strategy, we assume a threshold $t$ for which the target words with a continuous score greater than $t$ changed meaning and words with the score lower than $t$ did not. We know that this assumption is generally wrong (because using the threshold, we introduce some error into the classification), but we still believe it holds for most cases and it is the best choice. To estimate the threshold $t$, we used an approach called binary-threshold (cca-ranking and ort-bin in Table 1). For each target word $w_i$, we compute cosine similarity of its vectors $v_i^s$ and $v_i^t$, then we average these similarities for all words. The resulting averaged value is used as the threshold.

3.6 Ranking Strategy

The ranking strategy is the second approach for generating a classification output (the submission result cca-ranking in Table 1). It uses the mean rank of repeated runs of each embedding pair. For each run, the target words are scored with a cosine distance. Then the distances for each embedding pair are sorted and a rank-order is assigned to each target. The rank-orders are averaged, to get a mean rank (and a standard deviation) for each target for each pair. Finally, ranks for all embedding pairs are averaged. The composite rank is used, along with an estimate of the associated cosine distance and its corresponding angle, to divide the target list into changed and unchanged sets. This does not work well; there are competing gaps in rank and distance estimates.

We use the number of embeddings, and not the total number of runs, to compute the standard error of the mean (which is standard deviation divided by the square root of samples).

4 Experimental Setup

To obtain the semantic spaces, we employ Skipgram with negative sampling (Mikolov et al., 2013). For the final submission, we trained the semantic spaces with 100 (the ort-bin submission)
and 150 (the cca-bin submission) dimensions for five iterations with five negative samples and window size set to five. Each word has to appear at least five times in the corpus to be used in the training. To train the semantic space, we used the lemmatized corpora. The dimensions 100 and 150 are selected based on our previous experiences with these methods (Pražák et al., 2020). Since we were able to submit four different submissions, we did not use the same dimension for both methods.

The cca-ranking submission uses the same settings and dimensions 100-105, 110-115, etc. up to 210-215, resulting in 72 different dimension sizes. It combines 40 runs on each of 72 embedding pairs, a total of 2880 runs.

For the cca-bin submission, we build the translation dictionary for the transformation of the two spaces by removing the target words from the intersection of their vocabularies. In the case of the cca-ranking submission, the dictionary in each run consists of up to 5000 randomly chosen common words for each semantic space.

The random submission represents output that was generated completely randomly.

4.1 Corpus variants

The organizers provided the corpora already tokenized in four different versions: original tokens; lemmatized tokens; original tokens with POS tag; lemmatized tokens with POS tag. We experimented with each of these variants, although in the end, we used results based only on lemmas. Figure 1 shows the mean standard deviation of rank for target words over forty runs for each of 72 different embedding sizes. The most consistent variant is the lemmas only.

5 Results

We submitted four different submissions. The accuracy results for each submission are shown in Table 1. The ort-bin system achieved the best accuracy of 0.944 and ranked first among eight other teams in the shared task, classifying 17 out of 18 target words correctly. The cca-bin system achieved an accuracy of 0.889 (16 correct classifications out of 18). After releasing the gold labels, we performed an additional experiment with the cca-bin system achieving also an accuracy of 0.944 when the same word embeddings (with embeddings dimension 100 instead of 150) are used as for the ort-bin system. We found an optimal threshold for both systems, which makes them classify all the words correctly\(^5\).

We believe that the key factor of the success of our system is the sufficient size of the provided corpora. Thanks to that, we were able to train semantic spaces of good quality and thus achieve good results.

| System     | Accuracy |
|------------|----------|
| cca-bin    | .889     |
| ort-bin    | .944     |
| cca-ranking| .778     |
| random     | .500     |

Table 1: Results for our final submissions.

6 Conclusion

Our systems based on Canonical Correlation Analysis and Orthogonal Transformation achieved the best accuracy of 0.944 in the shared task and ranked first among eight other teams. We showed that our approach is a suitable solution for the Lexical Semantic Change detection task. Applying a threshold to semantic distance is a sensible architecture for detecting the binary semantic change in target words between two corpora. Our binary-threshold strategy succeeded quite well.

This task provided plenty of text to build good word embeddings. Corpora with much smaller amounts of data might have increased the random variation between the earlier and later embed-

\(^4\)We share the first place with another team that achieved the same accuracy.

\(^5\)That is, 100% accuracy was possible with the continuous scores of both methods if we only had an oracle to set the threshold.
dings, which would have given our method problems. A flaw in our technique is that semantic vectors are based on all senses of a word in the corpus. We do not yet have tools to tease out what kinds of changes are implied by a particular semantic distance between vectors. We considered using the part of speech data in the corpora since different parts of speech for the same lemma are likely different senses. But placing the POS in the token, like using inflections instead of lemmas, results in many more, less well-trained semantic vectors, as suggested by Figure 1.
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