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With the rapid development of mobile medical care, medical institutions also have the hidden danger of privacy leakage while sharing personal medical data. Based on the k-anonymity and l-diversity supervised models, it is proposed to use the classified personalized entropy l-diversity privacy protection model to protect user privacy in a fine-grained manner. By distinguishing solid and weak sensitive attribute values, the constraints on sensitive attributes are improved, and the sensitive information is reduced for the leakage probability of vital information to achieve the safety of medical data sharing. This research offers a customized information entropy l-diversity model and performs experiments to tackle the issues that the information entropy l-diversity model does not discriminate between strong and weak sensitive features. Data analysis and experimental results show that this method can minimize execution time while improving data accuracy and service quality, which is more effective than existing solutions. The limits of solid and weak on sensitive qualities are enhanced, sensitive data are reduced, and the chance of crucial data leakage is lowered, all of which contribute to the security of healthcare data exchange. This research offers a customized information entropy l-diversity model and performs experiments to tackle the issues that the information entropy l-diversity model does not discriminate between strong and weak sensitive features. The scope of this research is that this paper enhances data accuracy while minimizing the algorithm’s execution time.

1. Introduction

With the rapid development of mobile medical technology, the gradual expansion of medical data sharing, and the continuous updating of data mining technology and deep learning technology, the sharing of medical data between different hospitals has become more convenient. The mining and sharing data and information also create enormous economic and social values. However, a problem cannot be ignored in data release and sharing. To calculate the anonymous cost, this article presents a technique based on the extension level. The different aggregate levels of the attribute must be built first. That is, the privacy of medical patients is leaked. If medical institutions do not fully consider data privacy issues when sharing data, illegal users (attackers) can use data released by other institutions to speculate in series or even use data vulnerabilities released by the same hospital at different times to obtain medical patients’ privacy sensitivity and information, thereby causing an unpredictable risk of leakage to patient privacy. In the
past, when medical institutions shared or released medical data for privacy protection, they would choose to remove some personal identification information, such as name, address, and phone number. However, attackers can still obtain some insensitive user information through other means. For example, this information is used to correspond with the user’s disease diagnosis data to get the patient’s privacy about the disease. This attack is also called a link attack [1].

Table 1 is a medical datasheet. The hospital did not explicitly give the patient’s name when released. However, assuming that the attacker obtains the voting table of the voters in the user’s jurisdiction, as shown in Table 2 on the network, the attacker can link the common attributes of the two tables, such as zip code (430056), to infer the patient’s status, name (Kevin), and the disease “overweight.” If an evil attacker sells this information to a weight loss center, it will directly leak the patient’s (Kevin) private information.

This research paper is organized as follows: Section 1 describes the introduction. The privacy protection based on the principle of anonymity is described in Section 2. Section 3 describes the information entropy I-diversity model. The personalized information entropy is described in Section 4. Section 5 describes experimental results and analysis. The conclusion is described in Section 6.

2. Privacy Protection Based on the Principle of Anonymity

Privacy protection based on the principle of anonymity mainly processes the relevant attributes in the data table through technical means, such as data generalization and data suppression [2, 3], before data are released or shared and do not release or restrict the release of specific data. In this way, personal identification information loses association with sensitive attributes and achieves the purpose of privacy protection [4, 5]. Researchers are also proposing various security protocols for keeping the information confidential and secure which is shared among the users and servers in wireless network using several IoT devices [6].

2.1. k-Anonymous Thought. Among the many privacy protection methods based on the anonymity principle, k-anonymity has become a necessary technical means for privacy protection in data release because it protects private information while ensuring data availability [7, 8]. The core idea is to publish low-precision data through generalization and concealment techniques. Each record has at least the same quasi identifier attribute value as the other $k-1$ data in the data table, reducing privacy caused by link attacks leakage [9].

Definition 1. k-anonymity: given a data table $U \{B_1, B_2, \ldots, B_n\}$, the quasi-identifier of $U$ is RI, if and only if each value sequence in $U[RI]$ in $U[RI]$ appears at least $k$ times. It is said that table $U$ satisfies $k$-anonymity on QI. $T$ [QI] represents the projection of the tuple of table $U$ on RI.

2.2. k-Anonymity. The essence of k-anonymity requires that every record in the dataset has the same projection on the quasi identifier with at least $k-1$ records. Therefore, the probability that the form where an individual is located is determined that does not exceed 1 $k$. Generalization [10] is a technical way to achieve anonymized privacy protection. Its essence is to replace specific values with generalized values or intervals and increase attackers’ difficulty in obtaining individual private information by reducing data accuracy. Table 3 is an anonymous medical data table satisfying $k=2$ after generalization.

2.3. k-Anonymity Disadvantages. Although the k-anonymity algorithm improves the security of published information, it loses part of the data availability due to the need to generalize and conceal specific attributes of the data table. At the same time, the k-anonymity algorithm has the disadvantage of inaccurate query results during the calculation process, especially in the scenario where users are scarce. In addition, it will generate a larger anonymous area, thereby increasing the communication overhead.

3. Information Entropy I-Diversity Model

The generalized data table satisfies k-anonymity, which ensures that a particular user is in the set of $k$ individuals of the same category so that individual users with the same quasi identifier are indistinguishable, thereby achieving a certain degree of anonymity protection. However, we suppose that $k$ tuples in the same equivalence class have the same value on the sensitive attributes. Because it preserves private information while preserving availability of data, k-anonymity has now become a necessary technical technique for privacy protection in data release. The main concept is to use generalization and concealing methods to release low-precision data. Every record in the datasheet seems to have at least the very same quasi-identifier parameter value as the other $k-1$ data, limiting privacy risks caused by link threats. The advantages of this algorithm are
that the k-anonymity technique increases the privacy of released information; it reduces the data accessibility by requiring the generalizations and concealment of certain data table properties. In that case, the individual user records will be attacked by homogeneity and cause attribute leakage, such as the second equivalence class shown in Table 3.

To solve the privacy leakage problem caused by homogeneity attacks, literature [11] proposes the l-diversity model, which requires each equivalence class to contain at least l well-presented sensitivities. Attribute value, taking into account the constraints on sensitive attributes. If each equivalence class in the data table has l different sensitive attribute values, then the data table is said to satisfy the l-diversity rule. Literature [7] also gives an information entropy l-diversity rule.

Definition 2. Entropy l-diversity: given a data table $U\{B_1, B_2, \ldots, B_n\}$, the quasi-identifier attribute is RI{$B_i, B_{i+1}, \ldots, B_j$}, the sensitive attribute is TA, and $T = \{T_0, T_1, \ldots, T_l\}$ is the sensitive attribute value. Table $U$ satisfies k-anonymity, and its equivalence class set is $F = \{F_1, F_2, \ldots, F_n\}$, if and only if for each equivalence class $F_i = 1, 2, \ldots, n \subseteq F$, all satisfy. In formula (1), it is said that the data table $U$ satisfies the information entropy l-diversity.

$$P(E_i, s)\log P(E_i, s) \geq \log(l),$$

$$\sum_{t \in T} Q(F_i, t)\log Q(F_i, t) \geq \log(l).$$

Among them, $Q(F_i, t)$ is the frequency of the sensitive attribute value $s$ in the equivalence class $F_i$; $\sum_{t \in T} Q(F_i, t)\log Q(F_i, t)$ is the information entropy of the equivalence class $F_i$, also known as the information entropy diversity sex, denoted as entropy $(F_i)$. Information entropy reflects the distribution of attributes. The larger the information entropy, the more even the distribution of sensitive attribute values in the equivalence, and the more difficult it is to derive specific individuals. By type

(1) It can be seen that if the equivalence class satisfies the information entropy l-diversity, then the information entropy of the equivalence class is at least $\log(l)$. Table 4 is an equivalent class in the anonymous data table.

Table 4 shows that the information entropy l-diversity calculation results of an equivalence class are as follows:

$$\frac{4}{5} \log \frac{4}{5} + \frac{1}{5} \log \frac{1}{5} + \frac{1}{5} \approx 0.217 \approx \log \frac{1.165}{5}.$$ (3)

From the results, for the equivalence class, the diversity of information entropy is $\log 1.65$, and the value of parameter $l$ cannot exceed 1.65. Only one attribute can be taken, considering the definition of l-diversity. There is at least one different sensitive attribute value in the price category. For the published datasheet, this conclusion is obviously of little significance.

And 4 of the sensitive attributes in the equivalence class are “flu.” For many patients, this is not a sensitive attribute. We suppose that the equivalence class contains four sensitive details: “tuberculosis” sensitive points. Assuming that the attacker knows that someone is in the equivalence class, the attacker is confident to speculate that the person has the characteristics of “emphysema” disease tendency, which is unacceptable for the patient [12]. Medical information contains many nonsensitive attribute values such as “flu” or “fever,” and the disclosure of these attribute values will not infringe on individual privacy. Therefore, the information entropy l-diversity model does not distinguish between sensitive attribute values and cannot reflect the risk of privacy leakage in this case. This paper proposes a personalized information entropy l-diversity model to protect users’ medical data privacy.

4. Personalized Information Entropy

4.1. Personalized Information Entropy l-Diversity Model

Definition 3. Personalized information entropy l-diversity: given a data table $U\{B_1, B_2, \ldots, B_n\}$, RI{$B_i, B_{i+1}, \ldots, B_j$} is the quasi identifier of $U$, and TA is the sensitive attribute, $T = \{T_0, T_{i+1}, \ldots, T_l\}$ is the set of sensitive attribute values, $SV$ represents the strong sensitivity value, DV is the weak sensitivity value, $\{|SV|\}$ is the number of strong sensitivity values, $\{|DV|\}$ is the weak sensitivity value Number. Table $U$ satisfies k-anonymity, and its equivalence class set is $F = \{F_1, F_2, \ldots, F_n\}$, if and only if for each equivalence class $F_i = 1, 2, \ldots, n \subseteq F$, all satisfy. In formula (2), it is said that the data table $U$ satisfies the individualized information entropy l-diversity.
Among them, $Q(F_{i}, SV)$ is the frequency of strong and sensitive attribute values appearing in the equivalence class. Rate \(\frac{|DV| + |SV|}{|SV|}\sum_{i=1}^{N}Q(F_{i}, SV)\lg Q(F_{i}, SV)\) is the letter of personalized equivalence class diversity of information entropy.

It can be seen from formula (2) that it is necessary to calculate the frequency $Q(F_{i}, SV)$ of the susceptible value in the equivalence class instead of calculating the weakly sensitive attribute value that will reduce the value of $Q(F_{i}, SV)\lg Q(F_{i}, SV)$ frequency of occurrence. Formula (2) is used to calculate the information entropy of the equivalence class in Table 4. There are $DV = \{flu\}$, $SV = \{emp\}$, $|DV| = 1$, $|SV| = 1$, and $SV$ appears in the equivalence class. The probability is 1/5, and then the improved diversity of information entropy is

$$1 = 1 + 11 \times 10 - 15\lg 15 \approx 2.2828,$$

$$m = \frac{1 + 1}{1} \times 10 - \frac{1}{5} \times 5^5 \approx 2.2828. \quad (5)$$

According to the calculation result, the value of $l$ does not exceed 2.2828. Then, $l$ is 2, and the equivalence class satisfies 2-diversity. Personalized information entropy $l$-diversity is compared with information entropy $l$-diversity, it improves the information entropy of the equivalence class and reduces the correspondence between the private information and the identity information derived from the link in the equivalence class.

4.2. Information Loss Measurement. The anonymous privacy protection model based on k-anonymity and its improvement will inevitably produce information loss while protecting private information, which will affect data accuracy [13]. This is the anonymization cost. The anonymity cost is generated when the original data are generalized and suppressed in preprocessing operations. The anonymity cost measurement is an indicator to measure the information loss after the data is anonymized, and it can also judge the optimization degree of the anonymized dataset. The smaller the information loss, the greater the data accuracy, and higher is the data availability, and vice versa. Therefore, in the process of anonymization operation, the cost of anonymity should be reduced as much as possible.

This article adopts the method based on the generalization level to measure the anonymity cost and to use this method to measure the anonymity cost. It is necessary to construct the domain generalization level of the attribute. The amount of information in each layer in the domain generalization hierarchy is different. Generally, for the same quality, data at a higher level of generalization have less information than data at a lower level. It is calculated as follows:

$$Qre(ST) = 1 - \frac{\sum_{j=1}^{N} \sum_{i=1}^{N} h_i |DGH_{Bi}|}{N \times N_A} \quad (6)$$

Among them, $Qre$ represents the accuracy of the data, which is the original data table; $ST$ is the generalized data table; $N$ means the number of attributes in the data table; $NA$ is the number of records in the dataset; $|DGH_{Bi}|$ is the generalized hierarchical structure of the attribute $Bi$. $Height$; $h$ represents the height of the attribute $Bi$ in the generalization hierarchy.

Definition 4. Domain generalization hierarchy: let $A$ be the attribute of data table $U$; there is a function $f_{i0}$: $h = 0, 1, \ldots, n − 1$ such that $B_0 \longrightarrow h_0 B_1 \longrightarrow h_1 \longrightarrow \cdots \longrightarrow h_{n−1} B_p$, and $B = B_0, |B_0| = 1$; then, the generalization domain layer of attribute $A$ on $f_{i0}$: $h = 0, 1, \ldots, n − 1$ can be expressed as $U_{h_0...h}$, denoted as $DGH_{Bi}$.

$\{A_0, A_1, A_2, A_3\}$ shows the bottom-up generalization process of Zip attributes, and each layer represents a generalization domain of the fact. As the DG keeps going up, the generalization degree of the quality gets higher and higher until it finally reaches the inhibited state. The generalization process is described as follows:

$$A_3 = \{****\}$$

↑

$$A_2 = \{021**\}$$

↑$Z$

$$A_1 = \{0213*, 0214*\}$$

↑

$$A_0 = \{02138, 02139, 02141, 02142\}$$

5. Experimental Results and Analysis

This experiment uses the incognito algorithm proposed in [14] to complete the anonymous operation process. The basic idea of the Incognito algorithm is to use global recoding technology to perform generalization operations on the original dataset in a bottom-up breadth-first manner, and at the same time, perform necessary pruning and iterative functions on the generalization graph to make the original dataset gradually optimize, to achieve anonymity effect. The main premise behind the incognito algorithm is to use worldwide recoding techniques to accomplish bottom-up breadth-first generalization operations on the entire dataset, while also performing required pruning and repetitive features on the generalization graph to progressively enhance the actual information set and achieve secrecy. With an adjustable sequence reduction limit, the incognito algorithm constructs a set of all potential k-anonymous full-domain extensions of $T$. The approach checks monosubsets of the quasi-identifier first, and iterates, testing k-anonymity with regard to considerably larger subsets, in a similar fashion of the subset characteristic. The program in this paper mainly considers the algorithm execution time and the information loss of the data table.
5.1. Experimental Data and Experimental Environment.
The dataset used in the experiment is the Adult database in UCI [15], which is the most commonly used data source for k-anonymity research. The database has 32,206 pieces of data with a size of 5.5 MB, and the dataset contains a total of 15 attributes. We select eight attributes as the attribute set of quasi identifiers and select the Disease attribute as the sensitive attribute. Table 5 describes the structure of the experimental dataset.

The experiment uses MySQL 5.5 to store data; the algorithm is implemented in Java; the experiment running environment is a 3.3 GHz Intel® Core i5 processor with 4 GB RAM.

We select Disease as the experimental sensitive attribute. The Disease attribute contains ten values, randomly generating disease types and using sensitivity weights to measure sensitivity [16]. The larger the value, the higher the sensitivity, as shown in Table 6. In the experiment, diseases with a sensitivity weight lower than 0.5 are set as weakly sensitive attributes.

5.2. Time Complexity Analysis. The solution in this paper first needs to calculate the personalized information entropy of the solid and sensitive value |SV| and the weak sensitive value |DV| diversity
\[ \sum_{j=1}^{Q/P} Q(P, SV_j) \hspace{1cm} \sum_{i=1}^{P} Q(F_i, SV) \]
[1] so the computational cost is linear. The time complexity is \( P(n) \). Secondly, the information loss metric needs to be calculated: 
\[ \text{Qre}(ST) = 1 - \sum_{i=1}^{N} \sum_{j=1}^{N_A} H[DGH_{Bi}] / N \ast N_A, \]
and there are two cumulative multiplication operations in the calculation process, so the calculation overhead at this stage is \( P(n^2) \). Finally, the attributes need to be processed at the domain generalization level. The computational cost of each generalization is linear, so the computational complexity is \( P(n) \).

5.3. Execution Time Analysis. It can be seen that Figure 1 with Table 7 shows that as the number of RIs increases, the execution time of the three models will increase. This is because as the RI value increases, the equivalence class also rises.

More quasi-identifier attributes must be recorded, which requires more generalization times. This process also requires the algorithm to execute more cycles to increase the execution time.

At the same time, it can be seen that as the QI value increases, the execution time of the proposed scheme is shorter than that of the information entropy l-diversity model. This is because it takes longer for the information entropy l-diversity model to judge the strong and weakly sensitive attributes in the equivalence class.

Figure 2 with Table 8 describes the change of data accuracy with the value of \( k \) or \( l \) in the three anonymous models when QI records increase from 0 to 1,000. The abscissa is the number of documents, and the ordinate is the time to execute different algorithms. It can be seen that the solution in this paper improves the data accuracy while reducing the execution time of the algorithm.

5.4. Precision Analysis. Figure 3 with Table 9 describes the change of data accuracy with the value of \( k \) or \( l \) in the three anonymous models when QI records increase from 1,000 to 3,500. The abscissa is the number of documents, and the
Table 8: Comparison of execution time with the number of records.

| S. No. | l-diversity | l-diversity | k-diversity |
|--------|-------------|-------------|-------------|
| 200    | 50          | 60          | 70          |
| 400    | 55          | 65          | 75          |
| 600    | 100         | 150         | 200         |
| 800    | 250         | 300         | 350         |
| 1000   | 400         | 380         | 500         |

Figure 2: Comparison of execution time with the number of records.

Table 9: Comparison of data accuracy with the number of records.

| S. No. | l-diversity | l-diversity | k-diversity |
|--------|-------------|-------------|-------------|
| 1000   | 0.72        | 0.73        | 0.74        |
| 1500   | 0.725       | 0.735       | 0.745       |
| 2000   | 0.73        | 0.735       | 0.74        |
| 2500   | 0.745       | 0.75        | 0.755       |
| 3000   | 0.755       | 0.76        | 0.765       |
| 3500   | 0.76        | 0.768       | 0.77        |

Figure 3: Comparison of data accuracy with the number of records.
5.5. Information Loss Analysis. Figure 4 with Table 10 describes the change of data accuracy with the value of $k$ or $l$ in the three anonymous models when the number of QIs is 0–8. The abscissa is the value of $k$ and $l$, and the ordinate is the data accuracy of the anonymous dataset.

Figure 3 describes as the values of $k$ and $l$ increase, the accuracy of the data shows a downward trend. As the importance of $k$ and $l$ increases, the number of tuples that need to be generalized in the equivalence class increases. The higher the generalization level, the greater is the information loss, and the data accuracy will decrease. Under the same circumstances, the information loss of personalized information entropy $l$-diversity is higher than that of information entropy $k$-diversity. This is because customized information entropy $l$-diversity has more substantial constraints on anonymity than information entropy $l$-diversity. Higher-level generalization needs to be aligned with the identifier, so the information loss is relatively significant.

5.5. Information Loss Analysis. Figure 4 with Table 10 describes the change of data accuracy with the value of $k$ or $l$ in the three anonymous models when the number of QIs is 0–8. The abscissa is the value of $k$ and $l$, and the ordinate is the data accuracy of the anonymous dataset.

Figure 3 describes as the values of $k$ and $l$ increase, the accuracy of the data shows a downward trend. As the importance of $k$ and $l$ increases, the number of tuples that need to be generalized in the equivalence class increases. The higher the generalization level, the greater is the information loss, and the data accuracy will decrease. Under the same circumstances, the information loss of personalized information entropy $l$-diversity is higher than that of information entropy $k$-diversity. This is because customized information entropy $l$-diversity has more substantial constraints on anonymity than information entropy $l$-diversity. Higher-level generalization needs to be aligned with the identifier, so the information loss is relatively significant.

6. Conclusion

Aiming at the problem that the information entropy $l$-diversity model does not distinguish between strong and weak sensitive attributes, this paper proposes a personalized information entropy $l$-diversity model and conducts experiments. The privacy of the proposed model is better than other models. Because it secures personal data while preserving data availability, $k$-anonymity, based on the in-cognito principle, has become an essential technical technique for privacy protection in data release. The basic concept is to use generalizations and concealing methods to publish data with low accuracy. Each record in the dataset has at least the same quasi-identifier attribute value as the other $k−1$ data in the database, decreasing security leaks caused by connection threats. The drawback of the proposed algorithm is that erroneous query results throughout the calculating process, especially when users are scarce. It will also create a broader anonymous area, which will increase the communication overhead. The experimental results show that the performance of this solution in terms of execution time and data accuracy is better than the information entropy $l$-diversity model and $k$-anonymity model, and it has better privacy. It can be used in mobile medical systems to protect medical users. Private data will not be leaked. The scope of this research is that the data analysis and trial findings reveal that this strategy is more effective than previous alternatives in terms of reducing execution time while boosting data accuracy and service quality.
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