Efficient shifted fractional trapezoidal rule for subdiffusion problems with nonsmooth solutions on uniform meshes

Baoli Yin¹, Yang Liu¹*, Hong Li¹, Zhimin Zhang²,³

¹School of Mathematical Sciences, Inner Mongolia University, Hohhot 010021, China;
²Beijing Computational Science Research Center, Beijing 100193, China;
³Department of Mathematics, Wayne State University, Detroit, MI 48202, USA

Abstract: This article devotes to developing robust but simple correction techniques and efficient algorithms for a class of second-order time stepping methods, namely the shifted fractional trapezoidal rule (SFTR), for subdiffusion problems to resolve the initial singularity and nonlocality. The stability analysis and sharp error estimates in terms of the smoothness of the initial data and source term are presented. As a byproduct in numerical tests, we find amazingly that the Crank-Nicolson scheme (θ = 1/2) without initial corrections can restore the optimal convergence rate for the subdiffusion problem with smooth initial data and source terms. To deal with the nonlocality, fast algorithms are considered to reduce the computational cost from \(O(N^2)\) to \(O(N \log N)\) and save the memory storage from \(O(N)\) to \(O(\log N)\), where \(N\) denotes the number of time levels. Numerical tests are performed to verify the sharpness of the theoretical results and confirm the efficiency and accuracy of initial corrections and the fast algorithms.
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1 Introduction

In this paper, we consider the subdiffusion problem

\[
\begin{aligned}
\partial_t^\alpha u(x, t) - \Delta u(x, t) &= f(x, t), \quad (x, t) \in \Omega \times (0, T], \\
u(x, t) &= 0, \quad x \in \partial \Omega, \ t \in (0, T], \\
u(x, 0) &= v(x), \quad x \in \Omega,
\end{aligned}
\] (1.1)

where \(T > 0\), \(\Omega\) is a bounded convex polygonal domain in \(\mathbb{R}^d\) \((d = 1, 2, 3)\) with a boundary \(\partial \Omega\). \(\Delta\) denotes the Laplacian that maps \(H^1_0(\Omega) \cap H^2(\Omega)\) to \(L^2(\Omega)\), and \(f : (0, T] \rightarrow L^2(\Omega)\) is a given function. The initial data \(v \in D(\Delta) := H^1_0(\Omega) \cap H^2(\Omega)\) or \(v \in L^2(\Omega)\). \(\partial_t^\alpha\) \((\alpha \in (0, 1))\) is the Caputo fractional operator satisfying \(\partial_t^\alpha \psi = D_t^\alpha(\psi - \psi(0))\) where \(D_t^\alpha\) denotes the Riemann-Liouville operator defined by

\[
D_t^\alpha \psi(t) = \frac{1}{\Gamma(1 - \alpha)} \frac{d}{dt} \int_0^t (t - s)^{-\alpha} \psi(s)ds, \quad \alpha \in (0, 1).
\] (1.2)
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The subdiffusion problem (1.1) in recent years has been studied extensively since as the simplest model of evolution equations that involve time fractional derivatives, it was successfully applied in engineering, physics, biology and finance, and show better description of physical phenomenons compared with the traditional model. The method adopted in this paper to discretize temporal direction is known as shifted fractional trapezoid rule (SFTR) first proposed in [13], which belongs to time-stepping methods. Historically, several groups of time-stepping methods have been devised such as the convolution quadrature (CQ) [7], the \( L \) type formulas (\( L1, L1-2, L2-Lr \)) [4, 5, 14–17], the weighted and shifted Grünwald difference operators (WSGD) [11, 18] and shifted convolution quadrature (SCQ) [6, 33], and so on. Generally, since the subdiffusion problem (1.1) is characterized by the solution singularity at initial time [9, 10], researchers have paid special attention on developing novel techniques such as by using nonuniform meshes [19, 20, 24] or adding correction terms [1, 8, 21, 29, 31] to restore the optimal convergence rate.

However, the study of time-stepping methods for problem (1.1) is still inadequate, particularly for SCQ methods. The authors in [1] considered the fractional Crank-Nicolson scheme for (1.1) which can be viewed as a special SCQ method approximating the fractional derivative at shifted node \( t_{n-\theta} \) with \( \theta = \alpha^2 \). A two-step correction technique was provided and sharp error estimates were proposed. Inspired by [1], we shall adopt the SFTR which possesses a free shifted parameter \( \theta \) and reduces to the fractional Crank-Nicolson scheme when \( \theta = \frac{\alpha^2}{2} \) as studied in [1]. Moreover, we devise a single-step correction technique with correction coefficients determined by \( \theta \), and thus is simpler than that considered in [1] when \( \theta = \frac{\alpha^2}{2} \). We remark that numerical analysis for the scheme obtained by SFTR is nontrivial due to the complexity of introducing a free parameter \( \theta \) and further, the independence of \( \theta \) on \( \alpha \) allows us to develop \( \alpha \)-robust theoretical results, i.e., the error bound remains finite when \( \alpha \to 1^- \) [32]. As a byproduct, we find amazingly that the correction coefficients vanish if \( \theta = \frac{\alpha^2}{2} \), which corresponds to the Crank-Nicolson scheme, meaning that the initial singularity can be resolved by approximations at a shifted node. Although this phenomenon is verified only numerically in this article since the numerical analysis excludes the special case \( \theta = \frac{\alpha^2}{2} \) essentially, this is the first appearance of such a proposition for subdiffusion problem in literature to the best of authors’ knowledge. A similar conclusion was derived in [22] for fractional PDEs which were dominated by a first-order derivative.

The nonlocality of the fractional derivative makes the computation rather time consuming and memory expensive. Scholars have proposed different fast algorithms to save computing costs, see for example [3, 27, 28, 30] and references therein. Nevertheless, fast algorithms concerning SCQ methods are limited especially for the study on the choice of the shifted parameter \( \theta \). In this study, we consider two different fast algorithms for the fully discrete scheme. Both algorithms can reduce the computing complexity from \( O(N^2) \) to \( O(N \log N) \) and memory requirement from \( O(N) \) to \( O(\log N) \) with fixed space mesh. We further discuss the choice of \( \theta \) to make sure the error incurred by fast algorithms is as small as possible.

The contributions of this article can be summarized as follows.

(i) Propose simple correction techniques for SFTR and reveal that correction coefficients are determined only by the shifted parameter \( \theta \).

(ii) Develop sharp and \( \alpha \)-robust error estimates for the proposed scheme depending on the smoothness of the initial data and source term.

(iii) Fast algorithms are considered to reduce the computing cost including CPU time and memory requirement. The experimental results concerning the choice of \( \theta \) are meaningful for practical applications.

(iv) Several numerical experiments are implemented to verify the correctness and sharpness of our theoretical results. The Crank-Nicolson scheme combined with SFTR for (1.1) is discovered to preserve the optimal convergence order if the initial data and source term are smooth enough.

We organize the article in several sections. In Sect 2, we introduce the SFTR and formulate the
fully discrete scheme with a novel correction technique. Sect 3 devotes to the stability analysis. In Sect 4, sharp error estimates are provided for our scheme. To save computing expenses, two different fast algorithms are considered in Sect 5 where some discussion on the choice of \( \theta \) is given. In Sect 6, several tests are conducted to verify the sharpness of our theoretical results and the efficiency of fast algorithms.

Throughout, the symbol \( c \), with or without a subscript, is regarded as a generic positive constant which may change at different occurrences. However, we require \( c \) is always independent of mesh sizes \( h \) and \( \tau \).

## 2 Second-order schemes

As our interest mainly focuses on the analysis of time discretization using time-stepping methods, we first formulate the space semidiscrete scheme by the finite element method. Denote by \( \mathcal{T}_h \) a shape regular, quasi-uniform triangulation of the domain \( \Omega \) into \( d \)-simplexes with a mesh size \( h \). In each simplex \( e \), we approximate the solution by a linear polynomial function. Introduce the space

\[
V_h = \{\chi_h \in H^1_0(\Omega) : \chi_h|_e \text{ is a linear polynomial function, } e \in \mathcal{T}_h\}. \tag{2.1}
\]

Define the \( L^2(\Omega) \) projection \( P_h : L^2(\Omega) \to V_h \), the Ritz projection \( R_h : H^1_0(\Omega) \to V_h \) and the discrete Laplacian \( \Delta_h : V_h \to V_h \) as follows,

\[
(P_h \phi, \chi_h) = (\phi, \chi_h), \quad \forall \phi \in L^2(\Omega), \forall \chi_h \in V_h, \\
(\nabla R_h \phi, \nabla \chi_h) = (\nabla \phi, \nabla \chi_h), \quad \forall \phi \in H^1_0(\Omega), \forall \chi_h \in V_h, \\
(\Delta_h \phi_h, \chi_h) = -(\nabla \phi_h, \nabla \chi_h), \quad \forall \phi_h, \chi_h \in V_h, \tag{2.2}
\]

where \((\cdot, \cdot)\) is the inner product of \( L^2(\Omega) \) space. Thus, the semidiscrete scheme in space for problem (1.1) is to find \( u_h \in V_h \) such that for any \( \chi_h \in V_h \), there holds

\[
(\partial^\alpha_t u_h, \chi_h) + (\nabla u_h, \nabla \chi_h) = (f, \chi_h), \tag{2.3}
\]

with the initial condition

\[
u_h(0) = v_h := \begin{cases} P_h v, & \text{if } v \in L^2(\Omega), \\ R_h v, & \text{if } v \in D(\Delta). \end{cases} \tag{2.4}\]

By \( \Delta_h \) and letting \( w_h := u_h - v_h \), we rewrite (2.3) as

\[
D^\alpha_t w_h(t) - \Delta_h w_h(t) = f_h(t) + \Delta_h v_h, \quad t > 0, \tag{2.5}
\]

where \( f_h := P_h f \).

To formulate the fully discrete scheme, divide the time interval by grids: \( 0 = t_0 < t_1 < \cdots < t_N = T \) with \( t_k = k\tau \), \( \tau = T/N \). Let \( w^n_h = w_h(t_n) \) and assume \( W^n_h \) is the approximation to \( w^n_h \). Denote by \( \psi^{n-\theta}, D^\alpha \psi^{n-\theta} \) the approximation of \( \psi(t_{n-\theta}), D^\alpha \psi(t_{n-\theta}) \), respectively, as the following

\[
\psi^{n-\theta} := (1 - \theta)\psi^n + \theta\psi^{n-1}, \\
D^\alpha \psi^{n-\theta} := \tau^{-\alpha} \sum_{k=0}^n \omega_k \psi^{n-k}, \tag{2.6}
\]

where the weights \( \omega_k \), generally depending on \( \alpha \) and \( \theta \), are coefficients of a generating function in
the form $\omega(\xi) = \sum_{k=0}^{\infty} \omega_k \xi^k$. Using Taylor expansion, we can obtain $\psi(t_{n-\theta}) = \psi^{n-\theta} + O(\tau^2)$ if $\psi$ is smooth.

**Lemma 2.1.** (Shifted fractional trapezoidal rule, see [13]) Assume $\psi(t)$ is a smooth function satisfying $\psi(0) = 0$. Then, we have

$$D_\tau^\alpha \psi(t_{n-\theta}) = D_\tau^\alpha \psi^{n-\theta} + O(\tau^2),$$

(2.7)

where the weights $(\omega_k)_{k=0}^N$ are defined by the generating function

$$\omega(\xi) = \left[ \frac{1 - \xi}{\frac{1}{2} (1 + \xi) + \frac{1}{2} (1 - \xi)} \right]^\alpha, \quad 0 < \theta \leq \frac{1}{2}.$$  

(2.8)

**Remark 2.2.** We take a note that for $\theta > \frac{1}{2}$, resultant schemes may be unstable, see Example 3 in Sect[6]. If $\theta = 0$, then (2.8) actually recovers the generating function of the fractional trapezoidal rule developed in the convolution quadrature (CQ) [7]. To efficiently obtain the weights $(\omega_k)_{k=0}^N$, we employ the following recursive formulas [13],

$$\omega_k = \begin{cases} \left( \frac{2\alpha}{\alpha + 2\theta} \right)^\alpha, & \text{if } k = 0, \\ -\alpha \left( \frac{2\alpha}{\alpha + 2\theta} \right)^{\alpha+1}, & \text{if } k = 1, \\ \frac{2\alpha}{k(\alpha + 2\theta)} \left[ \frac{\omega(0)(k-1) - \omega_{k-1} + \alpha - \omega_{k-2}(k-2)\omega_{k-2}}{2\alpha} \right], & \text{if } k \geq 2. \end{cases}$$

(2.9)

**Fully discrete scheme without corrections**

By (2.6) and Lemma 2.1 we get the fully discrete scheme: Find $W_h^n \in V_h$ such that,

$$D_\tau^\alpha W_h^{n-\theta} - \Delta_h W_h^{n-\theta} = f_h^{n-\theta} + \Delta_h v_h, \quad n \geq 1.$$  

(2.10)

However, due to the initial singularity [9][10] of solutions of (1.1), we can only obtain first-order convergence rate at fixed time when $\theta < \frac{1}{2}$, instead of the desired second-order one, see Table 1.

Inspired by the works [1][12], we shall in the following analysis add initial corrections to the first time step to resolve this problem.

**Fully discrete scheme with initial corrections**

By adding initial corrections, the fully discrete scheme can be stated as: Find $W_h^n \in V_h$ such that

$$D_\tau^\alpha W_h^{1-\theta} - \Delta_h W_h^{1-\theta} = (3/2 - \theta) \Delta_h v_h + \frac{1}{2} f_h^0 + (1 - \theta) f_h^1,$$

$$D_\tau^\alpha W_h^n - \Delta_h W_h^{n-\theta} = f_h^{n-\theta} + \Delta_h v_h, \quad n \geq 2.$$  

(2.11)

Define $U_h^n = W_h^n + v_h$, we can rewrite (2.11) as

$$D_\tau^\alpha (U_h - v_h)^{1-\theta} - \Delta_h U_h^{1-\theta} = (1/2 - \theta) (f_h^0 + \Delta_h v_h) + f_h^{1-\theta},$$

$$D_\tau^\alpha (U_h - v_h)^n - \Delta_h U_h^{n-\theta} = f_h^{n-\theta}, \quad n \geq 2.$$  

(2.12)

**Remark 2.3.** Note that (2.10) reduces to the fractional Crank-Nicolson scheme when $\theta = \frac{1}{2}$ which was studied in [11], where a two-step correction technique is adopted to deal with initial singularities. Our scheme (2.11) requires only to fix the first step, and thus is easier to implement. Numerical tests show that both correction techniques are efficient, see Example 5 in Sect[6]. Moreover, by taking a limiting process $\theta \rightarrow \frac{1}{2}$, (2.11) becomes exactly the following Crank-Nicolson scheme, without any initial correction.

Crank-Nicolson scheme
Let \( \theta \to \frac{1}{2} \) in (2.11), we obtain
\[
D_h^n W_h^{n-1/2} - \Delta_h W_h^{n-1/2} = f_h^{n-1/2} + \Delta_h v_h, \quad n \geq 1.
\] (2.13)

One can find the scheme (2.13) is also a special case of (2.10), i.e., the scheme without any initial correction. Numerical results in Table 11 with \( \theta = \frac{1}{2} \) show that (2.13) can maintain the optimal convergence rate at fixed time for smooth initial data and source terms. However, our theoretical analysis for the scheme (2.11) in later sections exclude the special case \( \theta = \frac{1}{2} \), since the theory itself demands some analyticity of functions \( \kappa(\xi) \) and \( \beta_\tau(\xi) \) (defined in Theorem 4.4) at \( \xi = -1 \) in the complex plane. See also the Remark 4.7.

### 3 Stability analysis

In this section, we give the stability analysis based on the maximal \( \ell^p \)-regularity and discrete Grönonwall type inequality for scheme (2.11).

Some definitions and lemmas are needed for later analysis. Throughout, we denote by \( X \) the space \( L^q(\Omega) \) or subspace \( V_h \) endowed with the \( L^q \) norm, \( 1 < q < \infty \), by \( B(X) \) the set of all bounded linear operators from \( X \) to itself. For given \( \sigma \in (0, \pi) \), define the open sector \( \Sigma_\sigma := \{ z \in \mathbb{C} : |\arg z| < \sigma, z \neq 0 \} \), and the unit circle \( \mathbb{D} := \{ z \in \mathbb{C} : |z| = 1 \} \). Let \( \mathbb{D}^c := \mathbb{D} \setminus \{ \pm 1 \} \). Define the space \( \ell^p(X) \) of sequence \((f^n)_{n=0}^\infty\) with \( f^n \in X, n = 0, 1, \ldots \), such that \( \|(f^n)_{n=0}^\infty\|_{\ell^p(X)} < \infty \), where

\[
\|(f^n)_{n=0}^\infty\|_{\ell^p(X)} := \begin{cases} 
\left( \sum_{n=0}^\infty \|f^n\|^p_X \right)^{\frac{1}{p}}, & \text{if } 1 \leq p < \infty \\
\sup_{n \geq 0} \|f^n\|_X, & \text{if } p = \infty.
\end{cases}
\] (3.1)

For a sequence \((f^n)_{n=0}^N\), define \( \|(f^n)_{n=0}^N\|_{\ell^p(X)} = \|(f^n)_{n=0}^\infty\|_{\ell^p(X)} \) by setting \( f^n = 0 \) for \( n > N \). (R-boundedness, see [23]) Let \( r_k(s) = \text{sign} \sin(2k\pi s), k = 1, 2, \ldots \). A set of operators \( \{ M(\lambda) : \lambda \in \Lambda \} \subset B(X) \) is said to be R-bounded if there exists a constant \( c > 0 \) so that for any subset of operators \( \{ M(\lambda_j) \}_{j=1}^l \), it holds

\[
\int_0^1 \left\| \sum_{k=1}^l r_k(s) M(\lambda_k) v_k \right\|_X ds \leq c \int_0^1 \left\| \sum_{k=1}^l r_k(s) v_k \right\|_X ds, \quad \forall v_1, v_2, \ldots, v_l \in X.
\] (3.2)

The following properties of R-bounded sets are essential to our analysis.

**Properties**

(i) The set \( \{ \lambda I : \lambda \in \Lambda \} \) is R-bounded;

(ii) If \( \mathcal{S}, \mathcal{T} \subset B(X) \) are R-bounded sets, then \( \mathcal{S} \cup \mathcal{T}, \mathcal{S} + \mathcal{T} \) and \( \mathcal{S} \mathcal{T} \) are R-bounded sets.

For other aspects of R-boundedness and properties of R-bounded sets, we recommend [23] and the references therein. (See [23]) We say an operator \( A : D(A) \to X \) is sectorial of angle \( \sigma \), provided the following conditions are satisfied,

(i) \( A : D(A) \to X \) is a closed operator and \( D(A) \) is dense in \( X \);

(ii) \( \sigma(A) \subset \mathbb{C} \setminus \Sigma_\sigma \), where \( \sigma(A) \) denotes the spectrum of \( A \).

(iii) The set of operators \( \{ z(A)^{-1} : z \in \Sigma_\sigma \} \) is bounded in \( B(X) \).

Further, we say \( A \) is R-sectorial of angle \( \sigma \) if (i), (ii) and the following condition holds (iii’): The set of operators \( \{ z(A)^{-1} : z \in \Sigma_\sigma \} \) is R-bounded in \( B(X) \).
For a sequence \( \{M_n\}_{n=0}^{\infty} \) of operators on \( X \), define the generating function

\[
M(\xi) := \sum_{n=0}^{\infty} M_n \xi^n, \quad \forall \xi \in \mathbb{D}'.
\]

(3.3)

Lemma 3.1. (See [23]) Assume \( M : \mathbb{D}' \to \mathcal{B}(X) \) is differentiable such that the set

\[
\{M(\xi) : \xi \in \mathbb{D}'\} \cup \{(1 - \xi)(1 + \xi)M'(\xi) : \xi \in \mathbb{D}'\}
\]

is \( R \)-bounded. Then, we can define a bounded linear operator \( M : \ell^p(X) \to \ell^p(X) \), \( 1 < p < \infty \),

\[
(Mf)_n := \sum_{j=0}^{n} M_{n-j} f^j, \quad n = 0, 1, \cdots, \text{ for any } f = (f^n)_{n=0}^{\infty} \in \ell^p(X).
\]

(3.5)

Theorem 3.2. (Discrete Grönwall inequality) Assume \( \theta \in (0, \frac{1}{2}) \). For \( D_+^\alpha \psi^{n-\theta} \) defined in (2.6) with weights generated by \( \xi^n \), the discrete Grönwall inequality holds:

Let \( \alpha \in (0, 1) \), \( p \in (\frac{1}{\alpha}, \infty) \), and a given sequence \( (\psi^n)_{n=0}^{\infty} \) with \( \psi^0 = 0 \), satisfy

\[
\|D_+^\alpha \psi^{n-\theta}\|_{\ell^p(X)}^{m} \leq \kappa \|\psi^n\|_{\ell^p(X)}^{m} + \eta, \quad \forall 1 \leq m \leq N,
\]

(3.6)

for some positive constants \( \kappa \) and \( \eta \), then, with sufficiently small \( \tau > 0 \), there holds

\[
\|\psi^n\|_{\ell^\infty(X)}^{N} + \|D_+^\alpha \psi^{n-\theta}\|_{\ell^\infty(X)}^{N} \leq c^2.
\]

(3.7)

where the constant \( c \) is free of \( \tau, N, \eta \), and \( \psi^n \), but may depend on \( \alpha, p, \kappa, X \) and \( T \).

Proof. According to the general criterion for discrete fractional Grönwall inequality (Theorem 2.7, [25]), we only need to show that there exists a positive constant \( c \) such that the generating function \( \omega(\xi) \) satisfies

\[
|\omega(\xi)| \geq \frac{1}{c}|1 - \xi|^\alpha \quad \text{and} \quad |(1 - \xi)(1 + \xi)\omega'(\xi)| \leq c|\omega(\xi)|, \quad \forall \xi \in \mathbb{D}'.
\]

(3.8)

Actually, for \( \omega(\xi) \) defined in (2.8), we can take \( c \) as

\[
c = \sup_{\xi \in \mathbb{D}'} \left\{ \frac{|1 - \xi|\alpha}{|\omega(\xi)|}, \frac{|(1 - \xi)(1 + \xi)\omega'(\xi)|}{|\omega(\xi)|} \right\}.
\]

(3.9)

Next, we show \( c \) is bounded. Rewrite \( \omega(\xi) \) as

\[
\omega(\xi) = \mu_0 \left( \frac{1 - \xi}{1 + \mu_1 \xi} \right)^{\alpha},
\]

(3.10)

where \( \mu_0 := \left( \frac{2\alpha}{\alpha + 2\varphi} \right)^\alpha, \mu_1 \left( \frac{2\beta}{\alpha + 2\varphi} \right) \in (-1, 1) \). By letting \( \xi = e^{i\gamma}, \gamma \in (0, 2\pi) \backslash \{\pi\}, i = \sqrt{-1}, \) we have

\[
\frac{|1 - \xi|\alpha}{|\omega(\xi)|} = \frac{1}{\mu_0} \left| 1 + \mu_1 e^{i\gamma} \right|^\alpha < \frac{1}{\mu_0} \max\{1 + \mu_1|\alpha|, 1 - \mu_1|\alpha|\} < \frac{2}{\mu_0},
\]

\[
\frac{|(1 - \xi)(1 + \xi)\omega'(\xi)|}{|\omega(\xi)|} = \alpha(1 + \mu_1) \frac{|1 + \xi|}{|1 + \mu_1 \xi|} = \alpha(1 + \mu_1) \frac{4 \cos^2 \frac{\gamma}{2}}{(1 - \mu_1)^2 + 4\mu_1 \cos^2 \frac{\gamma}{2}} \leq 2.
\]

(3.11)
Note that $\mu_0 > \left(\frac{2\alpha}{\alpha+1}\right)^\alpha > \alpha^\alpha \geq e^{-\epsilon^{-1}}$. Thus, taking $c = 2e^{-1}$ completes the proof of the theorem.

**Lemma 3.3.** Let $\varrho(\xi) = \frac{\omega(\xi)}{1 - \theta + \theta^2}$ with $\theta \in (0, \frac{1}{2})$, then there exists a $\bar{\theta} \in (0, \frac{\pi}{2})$ that depends on $\alpha$ and $\theta$, such that $\varrho(\xi) \in \Sigma_\theta$ for $\xi \in \mathbb{D}'$.

**Proof.** Let $\xi = e^{i\gamma}, \gamma \in (0, \pi) \cup (\pi, 2\pi)$. By (3.10), we can get

$$\varrho(\xi) = |\varrho(\xi)|e^{i\Theta(\gamma, \theta, \alpha)},$$

where

$$|\varrho(\xi)| = \mu_0 \left|2\sin \frac{\gamma}{2}\right| \left(1 + \mu_1^2 + 2\mu_1 \cos \gamma\right)^{\frac{\alpha}{2}} \left[(1 - \theta + \theta \cos \gamma)^2 + \theta^2 \sin^2 \gamma\right]^{-\frac{\alpha}{2}}.$$

$$\Theta(\gamma, \theta, \alpha) := \frac{\alpha}{2}(\gamma - \pi) - \alpha_1 - \alpha_2, \quad \beta_1 := \arctan \frac{\mu_1 \sin \gamma}{1 + \mu_1 \cos \gamma},$$

$$\beta_2 := \arctan \frac{\theta \sin \gamma}{1 - \theta + \theta \cos \gamma}.$$

Since $\Theta(\gamma, \theta, \alpha) = -\Theta(2\pi - \gamma, \theta, \alpha)$, we can limit the choice of $\gamma \in (0, \pi)$. A careful derivation shows

$$\frac{\partial \Theta}{\partial \alpha}(\gamma, \theta, \alpha) = \frac{1}{2}(\gamma - \pi) - \arctan \left(\frac{(\alpha - 2\theta) \sin \gamma}{\alpha + 2\theta + (\alpha - 2\theta) \cos \gamma}\right)$$

$$- \frac{2\alpha \theta \sin \gamma}{\alpha^2 + 4\theta^2 + (\alpha^2 - 4\theta^2) \cos \gamma},$$

$$\frac{\partial^2 \Theta}{\partial \alpha^2}(\gamma, \theta, \alpha) = - \frac{16\theta \sin \gamma(1 - \cos \gamma)}{(\alpha^2 + 4\theta^2 + \alpha^2 \cos \gamma - 4\theta^2 \cos \gamma)^2} < 0,$$

and then,

$$\frac{\partial \Theta}{\partial \alpha}(\gamma, \theta, \alpha) < \frac{\partial \Theta}{\partial \alpha}(\gamma, \theta, 0) = 0,$$

Therefore, we have

$$\Theta(\gamma, \theta, \alpha) \in (\Theta(\gamma, \theta, 1), \Theta(\gamma, \theta, 0)).$$

Note that $\Theta_\alpha(\gamma, \theta, 0) = -\sin \gamma/(1 + 4\theta(\theta - 1) \sin^2(\gamma/2)) < 0$, as $4\theta(\theta - 1) \in (-1, 0)$. Then, we have $\Theta(\gamma, \theta, \alpha) < \Theta(\gamma, \theta, 0) < \Theta(\gamma, 0, 0) = 0$. Further, by a similar analysis, we can show that $\Theta_\alpha(\gamma, \theta, 1) > 0$, then, it holds $\Theta(\gamma, \theta, \alpha) > \Theta(0, \theta, 1) = -\pi/2$. For $\gamma \in (0, 2\pi) \setminus \{\pi\}$, we thus have $\Theta(\gamma, \theta, \alpha) \in (-\pi/2, \pi/2)$, which completes the proof of the lemma.

**Remark 3.4.** One can check $\varrho(-1) > 0$, and further, for any $\xi \in \{|\xi| \leq 1\} \setminus \{1\}$, there holds $\varrho(\xi) \in \Sigma_\theta$. Actually, by setting $\xi = \delta e^{i\gamma}$ with $\delta \in (0, 1]$, after a tedious calculation, one can prove that for any fixed $\alpha, \theta$ and $\gamma \in (0, \pi)$, the extreme value of $\Theta$ is always obtained at a point $\xi$ with $|\xi| = 1$.

Therefore, we can say $\varrho(\xi) \in \Sigma_\theta$ for $|\xi| \leq 1$ and $\xi \neq 1$.

**Theorem 3.5.** Assume $v \equiv 0, U_h := W_h$. For $0 < \alpha < 1, \theta \in (0, \frac{1}{2})$ and sufficiently small $\tau > 0$, the scheme (2.11) is stable with the estimate

$$\|(U_h^n)_{n=1}^N\|_{L^p(\chi)} + \|(D^\alpha U_h^n - \theta Y^n)_{n=1}^N\|_{L^p(\chi)} \leq c\|(f_h^n)_{n=0}^N\|_{L^p(\chi)}, \quad 1 < p < \infty,$$

where the constant $c$ is independent of $\tau, N, f_h^n$ and $U_h^n$. 
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Proof. We first prove the following maximal $\ell^p$-regularity for the scheme (2.11),

$$
\| (D_\tau^n U_h^n)_{n=1}^m \|_{\ell^p(X)} \leq c \|(f_h^N)_{n=0}^N \|_{\ell^p(X)}, \quad \forall 1 \leq m \leq N, \quad 1 < p < \infty,
$$

(3.18)

where the constant $c$ is independent of $\tau, N, f_h^n$ and $U_h^n$. Then, (3.17) is a direct result of Theorem 3.2 by choosing $p$ so that $\alpha p > 1$.

Multiplying both sides of (2.11) by $\xi^n$ and summing the index from 1 to $\infty$, we get

$$
\sum_{n=1}^{\infty} \xi^n D_\tau^n U_h^n - (1 - \theta) \sum_{n=1}^{\infty} \xi^n \Delta_h U_h^n - \theta \sum_{n=1}^{\infty} \xi^n \Delta_h U_h^{n-1} = (1 - \theta) \sum_{n=1}^{\infty} \xi^n f_h^n + \theta \sum_{n=1}^{\infty} \xi^n f^{n-1} + (1/2 - \theta) \xi f^0.
$$

(3.19)

Let $U_h(\xi) := \sum_{n=0}^{\infty} U_h^n \xi^n$, $f_h(\xi) := \sum_{n=0}^{\infty} f_h^n \xi^n$, and recall the fact $U_h^0 = 0$, we can obtain

$$
\sum_{n=1}^{\infty} \xi^n D_\tau^n U_h^n = (1 - \theta) \sum_{n=1}^{\infty} \xi^n \Delta_h U_h^n + \theta \sum_{n=1}^{\infty} \xi^n \Delta_h U_h^{n-1} = (1 - \theta) \sum_{n=0}^{\infty} \xi^n \Delta_h U_h^n + \theta \xi \sum_{n=0}^{\infty} \xi^n \Delta_h U_h^n
$$

(3.20)

$$
(1 - \theta) \sum_{n=1}^{\infty} \xi^n f_h^n + \theta \sum_{n=1}^{\infty} \xi^n f^{n-1} = (1 - \theta) \sum_{n=0}^{\infty} \xi^n f_h^n + \theta \xi \sum_{n=0}^{\infty} \xi^n f_h^n - (1 - \theta) f_h^0 = (1 - \theta + \theta \xi) f_h(\xi) - (1 - \theta) f_h^0.
$$

Combining (3.19) with (3.20), we have

$$
(\tau^{-\alpha} g(\xi) - \Delta_h) U_h(\xi) = f_h(\xi) + \frac{(1/2 - \theta) \xi - (1 - \theta)}{1 - \theta + \theta \xi} f_h^0.
$$

(3.21)

where $g(\xi) = \frac{\omega(\xi)}{1 - \theta \mu_\xi}$. Since the discrete Laplacian $\Delta_h$ generates an analytic semigroup on $V_h \subset L^2(\Omega)$ with the spectrum $\sigma(\Delta_h)$ lies in the negative part of the real line, one can obtain $\Delta_h$ is R-sectorial of angle $\theta$ [23,24], where $\theta$ is defined in Lemma 3.3. Together with $\tau^{-\alpha} g(\xi) \in \Sigma_{\theta}$ for $\xi \in \mathbb{D}'$, we know $\tau^{-\alpha} g(\xi) - \Delta_h$ is invertible, which leads to

$$
\sum_{n=1}^{\infty} \xi^n D_\tau^n U_h^n = \tau^{-\alpha} \omega(\xi)(\tau^{-\alpha} g(\xi) - \Delta_h)^{-1}\left( f_h(\xi) + \frac{(1/2 - \theta) \xi - (1 - \theta)}{1 - \theta + \theta \xi} f_h^0 \right).
$$

(3.22)

$$
M(\xi)((1 - \theta + \theta \xi) f_h(\xi) + [(1/2 - \theta) \xi - (1 - \theta)] f_h^0),
$$

where $M(\xi) := \tau^{-\alpha} g(\xi)(\tau^{-\alpha} g(\xi) - \Delta_h)^{-1}$ is differentiable and R-bounded for $\xi \in \mathbb{D}'$. By some tedious calculations, we can obtain

$$
M'(\xi) = -A(\xi) M(\xi) + A(\xi) M^2(\xi),
$$

(3.23)

where $A(\xi) := \frac{\alpha(1 + \mu_\xi)}{(1 - \xi)(1 + \mu_\xi)} + \frac{\theta}{1 - \theta + \theta \xi}$. Using the Properties of R-boundedness, we know that $(1 - \xi)(1 + \xi) M'(\xi)$ is R-bounded. Then, by Lemma 3.1 and (3.22), we have, for $1 \leq m \leq N$,

$$
\|(D_\tau^n U_h^n)_{n=1}^m\|_{\ell^p(X)} \leq \|(D_\tau^n U_h^n)_{n=1}^\infty\|_{\ell^p(X)} \leq c \|(\tilde{f}_h^p)_{n=1}^\infty\|_{\ell^p(X)} = c \|(\tilde{f}_h^p)_{n=1}^N\|_{\ell^p(X)},
$$

(3.24)
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where \( \tilde{f}_h(\xi) := (1 - \theta + \theta \xi)f_h(\xi) + [(1/2 - \theta)\xi - (1 - \theta)]f_h^{0} \), which means

\[
\tilde{f}_h^n = \begin{cases} 0, & n = 0, \\ (1 - \theta)f_h^1 + \frac{1}{2}f_h^0, & n = 1, \\ (1 - \theta)f_h^n + \theta f_h^{n-1}, & n \geq 2. \end{cases}
\]

(3.25)

Hence, we have \( \| (\tilde{f}_h^n)_{n=1}^N \|_{L^2(X)} \leq c \| (f_h^n)_{n=0}^N \|_{L^p(X)} \). By combining the estimate (3.24), we complete the proof of the theorem.

**Remark 3.6.** For the case \( f \equiv 0 \) with \( n \geq 2 \), stability estimates can be derived by using the discrete Grönwall type inequality (Theorem 3.2) after proving a maximal \( L^p \)-regularity following the same process as Theorem 11 in [23], which is omitted here for space reasons.

## 4 Sharp error estimates

In this section, we develop sharp error estimates with respect to the smoothness of the initial data and source term for the scheme (2.11). Key tools include the Laplace transform and its discrete analogy as well as some analysis for kernel functions. Throughout this section, we pay special attention on dependence of constants \( c \) on the fractional order \( \alpha \), aiming to develop \( \alpha \)-robust (see [32]) error estimates for our scheme. The main results are the following theorems.

**Theorem 4.1.** Let \( \alpha \in (\alpha_0, 1) \) for some \( \alpha_0 > 0 \), and \( \theta \in (0, 1/2) \). Suppose \( u_h(t_n) \) and \( U_h^n \) are solutions of (2.3) and (2.12), respectively. For \( f \equiv 0 \), \( n \geq 1 \), with sufficiently small \( \tau \) and \( v_h \) defined by (2.4), we have

\[
\| u_h(t_n) - U_h^n \|_{L^2(\Omega)} \leq \begin{cases} c\tau^{\alpha-2} \| \Delta v \|_{L^2(\Omega)}, & \text{if } v \in D(\Delta), \\ c\tau^{\alpha-2} \| v \|_{L^2(\Omega)}, & \text{if } v \in L^2(\Omega), \end{cases}
\]

(4.1)

where \( c \) is independent of \( \alpha, \tau, n, N \) and \( v \), but may depend on \( \alpha_0 \) and \( \theta \).

**Theorem 4.2.** Let \( \alpha \in (\alpha_0, 1) \) for some \( \alpha_0 > 0 \), and \( \theta \in (0, 1/2) \). Suppose \( u_h(t_n) \) and \( U_h^n \) are solutions of (2.3) and (2.12), respectively. For \( f \equiv 0 \), \( f_h = P_h f \) with \( f \) satisfying \( f \in W^{1,\infty}(0,T;L^2(\Omega)) \) and \( \int_0^t (t-s)^{\alpha-1} \| f''(x) \|_{L^2(\Omega)} \|ds \leq L^\infty(0,T) \), it holds, for sufficiently small \( \tau \), \( n \geq 1 \),

\[
\| u_h(t_n) - U_h^n \|_{L^2(\Omega)} \leq c\tau^2 \left( \alpha^{\alpha-2} \| f(0) \|_{L^2(\Omega)} + t_n^{\alpha-1} \| f'(0) \|_{L^2(\Omega)} + \int_0^{t_n} (t_n-s)^{\alpha-1} \| f''(s) \|_{L^2(\Omega)} \|ds \right),
\]

(4.2)

where \( c \) is independent of \( \alpha, \tau, n, N \) and \( f \), but may depend on \( \alpha_0 \) and \( \theta \).

**Remark 4.3.** We adopt the idea in [32] to demonstrate Theorems 4.1 and 4.2 in the rest of this section by first proving several key lemmas, which are related closely to our scheme. The constants \( c \) in these lemmas are treated carefully such that they are independent of \( \alpha \). Hence, the estimates in Theorems 4.1 and 4.2 are applicable for \( \alpha \to 1^- \) which means our estimates are \( \alpha \)-robust [32]. However, constants \( c \) generally depend on the lower bound of \( \alpha \), i.e., \( \alpha_0 \), and may blow up for \( \alpha_0 \to 0 \). See Lemma 4.8, Lemma 4.9 and Example 3 in Sect.2. We remark that the initial corrections are essential to restore the optimal convergence rate, as for example, only first-order convergence rate can be derived at a fixed time without adding corrections if \( v \in D(\Delta) \), i.e.,

\[
\| u_h(t_n) - U_h^n \|_{L^2(\Omega)} \leq ct_n^{\alpha-1} \| \Delta v \|_{L^2(\Omega)}, \quad n \geq 1.
\]
4.1 Laplace transform and solution representations

Denote by \( \hat{\psi} \) the Laplace transform of \( \psi(t) \). Recall that \( \partial_t^\alpha \hat{\psi} = z^\alpha \hat{\psi} - z^{-1} \hat{\psi}(0) \) and \( D_h^\alpha w_h(t) = \partial_t^\alpha w_h(t) \), since \( w_h(0) = 0 \), we have \( D_h^\alpha w_h = z^\alpha \hat{w}_h \). By taking the Laplace transform of the spacial semidiscrete scheme (2.25), we can get

\[
(z^\alpha - \Delta_h)\hat{w}_h = \hat{f}_h + \gamma z^{-1} \Delta_h v_h. \tag{4.3}
\]

Then, using inverse Laplace transform, \( w_h(t) \) can be represented by

\[
w_h(t) = -\frac{1}{2\pi i} \int_{\Gamma_{\sigma+\pi/2,\delta}} e^{zt} (K(z) \Delta_h v_h + z K(z) \hat{f}_h(z)) \, dz, \quad K(z) = -z^{-1}(z^\alpha - \Delta_h)^{-1}, \tag{4.4}
\]

where \( K(z) \) is the kernel function. The contour \( \Gamma_{\sigma+\pi/2,\delta} \) (oriented with an increasing imaginary part) is defined by

\[
\Gamma_{\sigma+\pi/2,\delta} := \{ z \in \mathbb{C} : |z| = \delta, |\arg z| \leq \sigma + \pi/2, 0 < \sigma < \pi/2 \} \cup \{ z \in \mathbb{C} : z = re^{\pm i(\sigma+\pi/2)}, r \geq \delta \}. \tag{4.5}
\]

Since the discrete Laplacian \( \Delta_h \) is sectorial of angle \( \sigma + \pi/2 \), then, \( \| (z - \Delta_h)^{-1} \| \leq c|z|^{-1}, \forall z \in \Sigma_{\sigma+\pi/2} \). For \( \alpha \in (0,1) \), \( z^\alpha = |z|^\alpha e^{i \arg z} \in \Sigma_{\sigma+\pi/2} \), we thus have the resolvent estimate

\[
\| (z^\alpha - \Delta_h)^{-1} \| \leq c|z|^{-\alpha}, \quad \forall z \in \Sigma_{\sigma+\pi/2}. \tag{4.6}
\]

Next lemma gives a discrete analogy of the continuous solution representation (3.4).

**Theorem 4.4.** Let \( g_h^n := f_h^n - f_h^0 \). For \( \alpha \in (0,1) \) and \( \theta \in (0,1/2) \), there exists a \( \sigma_0 \in (0,\pi/2) \) which is independent of \( \alpha \) and \( \tau \), so that for any \( \sigma, \delta \in (0,\sigma_0) \), the solution \( W_h^n \) of the scheme (2.17) can be expressed by

\[
W_h^n = \frac{1}{2\pi i} \int_{\Gamma_{\sigma+\pi/2,\delta}} e^{zt} \left[ \mu(e^{-zt}) K(\beta_t(e^{-zt})) (-\Delta_h v_h - f_h^0) - \beta_t(e^{-zt}) g_h(e^{-zt}) \right] \, dz, \tag{4.7}
\]

where \( K(z) \) denotes the kernel function, and \( \Gamma_{\sigma+\pi/2,\delta} \) is part of the contour \( \Gamma_{\sigma+\pi/2,\delta} \) defined by \( \Gamma_{\sigma+\pi/2,\delta} := \{ z \in \mathbb{C} : |z| \leq \pi/\tau \} \). \( \beta_t(\xi) \) and \( \mu(\xi) \) are given as follows

\[
\beta_t(\xi) := \frac{1}{\tau} \left[ \frac{\omega(\xi)}{1 - \theta + \theta \xi} \right]^{1/\pi} = \mu_0^{1/\pi} \left[ \frac{1 - \xi}{\tau(1 + \mu_1 \xi)} \right]^{1/\pi}, \tag{4.8}
\]

where \( \mu_0 = \left( \frac{2\alpha}{\alpha + 2\theta} \right)^\alpha, \mu_1 = \frac{\alpha - 2\theta}{\alpha + 2\theta}, \mu_2 = \frac{1 - 2\theta}{\alpha + 2\theta} \).

Before proving Theorem 4.4, we need to demonstrate some mapping properties of \( g(\xi) \) and \( \beta_t(e^{-zt}) \) first.

**Lemma 4.5.** Given \( \alpha \in (0,1), \theta \in (\pi/2, \pi) \) and \( \theta \in (0,1/2) \). Let \( g(\xi) = \frac{\omega(\xi)}{1 - \theta + \theta \xi} \). There exists a \( \sigma_0 \in (0,\pi/2) \), which is independent of \( \alpha \) (but may depend on \( \theta \) and \( \xi \)), such that for any \( \xi \in \mathbb{C} \setminus \Sigma_{\pi-\sigma_0} : |\xi| \leq 1 + \sigma_0 \), it holds \( g(\xi) \in \Sigma_\alpha \).

**Proof.** Given \( \theta \in (0,1/2) \), we take \( \sigma_1 := \min\left( \frac{1 - 2\theta}{\theta}, \frac{4\theta}{5 - 2\theta}, \frac{1}{2} \right) \). Let \( \xi = \delta e^{i\gamma}, \delta \leq 1 + \sigma_1 \) and \( \gamma \in \]
\((\pi - \sigma_1, \pi) \cup [-\pi, -\pi + \sigma_1]\). By (3.12), we can obtain
\[
\Theta = \Theta(\delta, \gamma, \theta, \alpha) = \alpha \beta_0 - \alpha \beta_1 - \beta_2,
\]
where
\[
\beta_0 = -\arctan \frac{\delta \sin \gamma}{1 - \delta \cos \gamma}, \quad \beta_1 = \arctan \frac{\mu_1 \delta \sin \gamma}{1 + \mu_1 \delta \cos \gamma}, \quad \beta_2 = \arctan \frac{\theta \delta \sin \gamma}{1 - \theta + \theta \delta \cos \gamma}.
\]

For simplicity, define the function \(S(\lambda, \delta) := \arctan \frac{\delta \sin \gamma}{\lambda + \delta \cos \gamma}\). Then, \(\beta_0 = S(-1, \delta), \beta_1 = S(\frac{1}{\mu_1}, \delta)\) and \(\beta_2 = S(\frac{1}{\mu_1}, \delta)\). Since \(\Theta(\delta, -\gamma, \theta, \alpha) = -\Theta(\delta, \gamma, \theta, \alpha)\), it suffices to analyze the case \(\gamma \in (\pi - \sigma_1, \pi)\).

**Step 1.** \(\Theta < 0\).

Obviously, \(\beta_0 < 0\). For \(\beta_2\), we have
\[
\frac{1 - \theta}{2\theta} + \delta \cos \gamma > \frac{1 - \theta}{\theta} - \delta \geq \frac{1 - 2\theta}{\theta} - \sigma_1 \geq 0, \quad \beta_2 = \arctan \frac{\delta \sin \gamma}{\frac{1}{\mu_0} + \delta \cos \gamma} > 0.
\]

For \(\beta_1\), if \(\alpha = 2\theta\), then \(\beta_1 = 0, \Theta = \alpha \beta_0 - \beta_2 < 0\). If \(\alpha > 2\theta\), we have
\[
\frac{1}{\mu_1} + \delta \cos \gamma > \alpha + \frac{2\theta}{\alpha - 2\theta} - \delta > \frac{1 + 2\theta}{1 - 2\theta} - \delta \geq \frac{4\theta}{1 - 2\theta} - \sigma_1 \geq 0,
\]
with which there holds \(\Theta = \alpha \beta_0 - \alpha \beta_1 - \beta_2 < 0\). If \(\alpha < 2\theta\), one can check \(S(\lambda, \delta) < 0\) and \(\frac{1}{\mu_1} < -1\), then \(\Theta = \alpha(\mu_0) - S(\frac{1}{\mu_1}, \delta) - \beta_2 < 0\).

**Step 2.** \(\Theta\) is a decreasing function with respect to \(\alpha\).

By a direct calculation, we have
\[
\frac{\partial \Theta}{\partial \alpha} = S(-1, \delta) - S(1/\mu_1, \delta) - \frac{4\alpha \delta \sin \gamma}{[(\alpha - 2\theta)\delta + (\alpha + 2\theta) \cos \gamma]^2 + (\alpha + 2\theta)^2 \sin^2 \gamma}.
\]

Appealing to a similar analysis in **Step 2**, we can get \(\frac{\partial \Theta}{\partial \alpha} < 0\). Combining with \(\Theta < 0\), we conclude \(Y(\delta, \gamma, \theta) := \Theta(\delta, \gamma, \theta, 1) < \Theta(\delta, \gamma, \theta, \alpha) < 0\).

**Step 3.** \(Y\) is a decreasing function with respect to \(\delta\).

One can get
\[
\frac{\partial Y}{\partial \delta} = S_\delta(-1, \delta) - S_\delta(1 + 2\theta) - \delta - S_\delta(1 - 2\theta) - \delta.
\]

Note that \(S_\delta(\lambda, \delta) = \lambda \sin \gamma / [(\delta + \lambda \cos \gamma)^2 + (\lambda \sin \gamma)^2]\), we thus have \(\frac{\partial Y}{\partial \delta} < 0\).

Now, we note for arbitrary given \(\theta \in (0, 1/2), \gamma \in (\pi - \sigma_1, \pi) \cup (-\pi, -\pi + \sigma_1)\), it holds \(Y(1, \gamma, \theta) \in (-\pi, \pi)\) by Lemma 3.3 Then, for a given \(\theta \in (\pi/2, \pi)\) which is close to \(\pi\), by the continuity of \(Y\) with respect to \(\delta\), we can take a small \(\sigma_2\) (may depend on \(\theta\)) and let \(\sigma_0 = \min \{\sigma_1, \sigma_2\}\), such that \(Y \in (-\theta, \theta)\) for \(\delta \leq 1 + \sigma_0, \gamma \in (\pi - \sigma_0, \pi) \cup (-\pi, -\pi + \sigma_0)\). The proof of the lemma is completed. ■

**Lemma 4.6.** Given \(\alpha \in (0, 1), \theta \in (0, 1/2), \gamma \in (\pi/2, \pi)\) and \(\tau > 0\). Then, there exists a \(\sigma_0 \in (0, \pi/2)\), which is independent of \(\alpha\) and \(\tau\) (but may depend on \(\theta\) and \(\theta\)), such that for any \(z \in \Sigma_{\sigma_0} := \{z = x + iy \in \Sigma_{\sigma_0} : |y| < (\pi + \sigma_0)/\tau\}\), it holds \(\beta_\tau^\alpha(e^{-\tau z}) \in \Sigma_\theta\).

**Proof.** We choose \(\sigma_0\) as stated in Lemma 4.3 and take two steps in the following arguments: (i) \(z \in \Sigma_{\pi/2} \setminus \{0\}\), or (ii) \(z \in \Sigma_{\pi/2} \setminus \Sigma_{\pi/2}\).

For \(z \in \Sigma_{\pi/2} \setminus \{0\}\), let \(z = x + iy\) where \(x \geq 0\) and \(x^2 + y^2 \neq 0\). Then, \(|e^{-\tau z}| = |e^{-\tau x}e^{-i\tau y}| = e^{-\tau x} \leq \tau \) and \(e^{-\tau y} \neq 1\). Using Lemma 3.3 and Remark 3.4 we have \(\theta(e^{-\tau z}) \in \Sigma_{\pi/2}\) and \(\beta_\tau^\alpha(e^{-\tau z}) = \).
\(\tau^{-\alpha}g(e^{\pi\tau}) \in \Sigma_{\pi/2}\).

For \(z \in S_{\sigma_0} \setminus \Sigma_{\pi/2}\), considering the symmetry we can take \(z = |z|e^{i\arg z}\) with \(\arg z \in (\pi/2, \pi/2 + \sigma_0)\). Then,

\[ e^{-z\tau} = e^{-\tau|z|\cos(\arg z)}e^{-i\tau|z|\sin(\arg z)}. \quad (4.15) \]

Since \(z \in S_{\sigma_0}\), it holds that \(\tau|z|\sin(\arg z) < \pi + \sigma_0\), \(\arg(e^{-z\tau}) > \pi - \sigma_0\). Similarly, for \(\arg z \in (-\pi/2 - \sigma_0, -\pi/2)\), we have \(\arg(e^{-z\tau}) < -\pi + \sigma_0\). Moreover, one can check that, if \(|z| \to \frac{\pi}{2}\),

\[ |e^{-z\tau}| = e^{-\tau|z|\cos(\arg z)} > e^{-(\tau + \sigma_0)\cos(\arg z)}/|\sin(\arg z)| \to 1. \quad (4.16) \]

Thus, we can take a small \(\sigma_0\) such that for any \(z \in S_{\sigma_0} \setminus \Sigma_{\pi/2}\), with \(|\arg z|\) sufficiently close to \(\frac{\pi}{2}\), there holds \(e^{-z\tau} \in \{\xi \in \mathbb{C} \setminus \Sigma_{\pi - \sigma_0} : |\xi| \leq 1 + \sigma_0\}\). By Lemma 4.5 and \(\beta_\tau^n(e^{-z\tau}) = \tau^{-\alpha}g(e^{\pi\tau})\), we complete the proof of the lemma.

**The proof of Theorem 4.4** Multiply (2.11) by \(\xi^n\) and sum the index from \(n = 1\) to \(\infty\) to arrive at

\[ \sum_{n=1}^\infty \xi^n D_h^n W_{\theta}^{-\theta} - \sum_{n=1}^\infty \xi^n \Delta_h W_{\theta}^{-\theta} = \sum_{n=1}^\infty \xi^n g_h^n - (1/2 - \theta)(\Delta_h v_h + f_h^0)\xi + \sum_{n=1}^\infty (\Delta_h v_h + f_h^0)\xi^n. \quad (4.17) \]

Then, by a derivation similar to Theorem 3.5 we can obtain

\[ (\beta_\tau^n(\xi) - \Delta_h)W_h(\xi) = \kappa(\xi)(\Delta_h v_h + f_h^0) + g_h(\xi), \quad (4.18) \]

where \(\kappa(\xi) := (\frac{1}{\xi + \frac{1}{2} - \theta})/(1 - \theta + \theta\xi)\). Since \(\beta_\tau^n(\xi) - \Delta_h\) is invertible for any \(\xi \in \{|\xi| \leq 1, \xi \neq 1\}\) (Remark 4.2 and 4.4), we get

\[ W_h(\xi) = (\beta_\tau^n(\xi) - \Delta_h)^{-1}(\kappa(\xi)(\Delta_h v_h + f_h^0) + g_h(\xi)). \quad (4.19) \]

One can check \(W_h(\xi)\) is analytic in the circle \(\{\xi : |\xi| < \varepsilon\}\) for small \(\varepsilon > 0\). Then, by Cauchy’s integral formula, we obtain

\[ W_h^n = \frac{W_h^{(n)}(0)}{n!} = \frac{1}{2\pi i} \int_{|\xi| = \varepsilon} \frac{W_h(\xi)}{\xi^{n+1}} d\xi. \quad (4.20) \]

Let \(\xi = e^{-z\tau}, z \in \Gamma_{\varepsilon}^\tau := \{z = -\ln\varepsilon + iy : y \in \mathbb{R}, |y| \leq \pi/\tau\}\) with an increasing imaginary part, we get

\[ W_h^n = \frac{\tau}{2\pi i} \int_{\Gamma_{\varepsilon}^\tau} e^{z\tau} W_h(e^{-z\tau})dz. \quad (4.21) \]

Using Lemma 4.6 we can conclude \((\beta_\tau^n(e^{-z\tau}) - \Delta_h)^{-1}\) is analytic for \(z \in \mathbb{C}\), where \(\mathbb{S}\) is a region enclosed by contours \(\Gamma^{\tau}_{\sigma+\pi/2}, \Gamma^{\tau}_{\sigma-\pi/2}\) (oriented from left to right), for some small positive parameters \(\sigma, \delta \in (0, \sigma_0)\) where \(\sigma_0 > 0\) is independent of \(\alpha\) and \(\tau\). Then, \(e^{z\tau} W_h(e^{-z\tau})\) is analytic for \(z \in \mathbb{S}\) as both \(\kappa(e^{-z\tau})\) and \(g_h(e^{-z\tau})\) are analytic functions for \(z \in \mathbb{S}\). We thus can derive
by Cauchy’s theorem that
\[
W_h^n = \frac{\tau}{2\pi i} \int_{\Gamma^r} e^{z\tau}W_h(e^{-z\tau})dz = \frac{\tau}{2\pi i} \int_{\Gamma^r_{\sigma+\pi/2,\delta}} e^{z\tau}W_h(e^{-z\tau})dz
\]
\[
- \frac{\tau}{2\pi i} \int_{\Gamma^l} e^{z\tau}W_h(e^{-z\tau})dz + \frac{\tau}{2\pi i} \int_{\Gamma^l_{\sigma+\pi/2,\delta}} e^{z\tau}W_h(e^{-z\tau})dz
\]
\[
= \frac{\tau}{2\pi i} \int_{\Gamma^l_{\sigma+\pi/2,\delta}} e^{z\tau}W_h(e^{-z\tau})dz, \tag{4.22}
\]
where we have used the fact \(e^{z\tau}W_h(e^{-z\tau})\) takes the same value on the two lines \(\Gamma^r\). By \(K(z)\) defined in (4.4) and letting \(\mu(\xi) = \tau\beta_\tau(\xi)\kappa(\xi)\), we complete the proof of the theorem. \(\square\)

**Remark 4.7.** We remark that if \(\theta = \frac{1}{2}\), Lemma 4.3 is no longer true since by the argument \(\sigma_0 = \min\{\sigma_1, \sigma_2\}\) where \(\sigma_1 = 0\), we thus obtain \(\sigma_0 = 0\) which contradicts the assumption \(\sigma_0 \in (0, \pi/2)\). Moreover, the function \(\kappa(e^{-z\tau})\) in the above theorem will be singular at points \(z = \pm \pi/\tau\).

### 4.2 Key lemmas on kernel functions

We develop some key estimates for functions \(\beta_\tau(\xi)\) and \(\mu(\xi)\). In order to develop \(\alpha\)-robust analysis, we require the constant \(c\) is independent of \(\alpha\).

**Lemma 4.8.** Given \(\theta \in (0, 1/2), \alpha_0, \tau \in (0, 1)\). There exists a \(\sigma_1 = \sigma_1(\theta, \alpha_0) \in (0, \pi/2)\), such that for any \(\alpha \in (\alpha_0, 1)\) and \(\sigma, \delta \in (0, \sigma_1]\), there hold
\[
0 < c_0 \leq |1 + \mu_1 e^{-z\tau}|^{\tilde{\beta}} \leq c_1, \quad 0 < c_0 \leq |1 - \theta e^{-z\tau}|^{\tilde{\beta}} \leq c_1, \quad \forall z \in \Gamma^r_{\sigma+\pi/2,\delta}, \tag{4.23}
\]
where \(\tilde{\alpha}\) take values from \(\{1, 1/\alpha, 1 + 1/\alpha\}\), \(\tilde{\beta}\) is 1 or \(\alpha\), and constants \(c_0\) and \(c_1\) depend only on \(\theta\) and \(\alpha_0\).

**Proof.** For any \(z \in \Gamma_{\sigma+\pi/2,\delta}\) with small \(\sigma, \delta \in (0, \pi/2)\), since \(\tau < 1\), we have \(\pi/\tau > \pi > \delta\). Let \(z = x + iy, x \in [-\frac{\pi}{\tau} \tan \sigma, \delta], y \in [-\pi/\tau, \pi/\tau]\). Then, \(e^{-z\tau} = e^{-\tau x}e^{-\tau y}, |e^{-z\tau}| = e^{-\tau x} \leq e^{\pi \tan \sigma}\).

For given \(\theta\) and \(\alpha_0, \mu_1\) can be bounded by a constant \(M(\alpha_0, \theta) < 1\). By taking \(e^{\pi \tan \sigma_1} < \frac{1}{M}\), i.e., \(\sigma_1 < \arctan(\frac{1}{\tau} \ln \frac{1}{\theta})\), we have \(|\mu_1 e^{-z\tau}| = e^{-z\tau}|\mu_1| \leq M e^{\pi \tan \sigma_1} < 1\). Using the triangle inequality, we obtain \(|1 + \mu_1 e^{-z\tau}| \leq 1 + |\mu_1 e^{-z\tau}| < 2\) and \(|1 - \mu_1 e^{-z\tau}| \geq 1 - |\mu_1 e^{-z\tau}| \geq 1 - M e^{\pi \tan \sigma_1} > 0\). We can similarly analyze the term \([1 - \theta e^{-z\tau}| since \([1 - \theta e^{-z\tau}| = (1 - \theta)|1 + \theta e^{-z\tau}| = \frac{\theta}{1 - \theta} e^{-z\tau}| and \(\frac{\theta}{1 - \theta} < 1\). For fixed \(\theta\), we take \(\sigma_1 = \sigma_1(\theta)\) satisfying \(e^{\pi \tan \sigma_1} < \frac{\theta}{1 - \theta}\), then \(|1 + \theta e^{-z\tau}| \leq 2\) and \(|1 - \theta e^{-z\tau}| \geq 1 - \frac{\theta}{1 - \theta} e^{\pi \tan \sigma_1} > 0\). The proof of the lemma is completed. \(\square\)

**Lemma 4.9.** Given \(\theta \in (0, 1/2), \alpha_0, \tau_0 \in (0, 1)\) and \(\tau < \tau_0\). Then, there exists a \(\sigma_1 = \sigma_1(\theta, \alpha_0) > 0\), such that for any \(\alpha \in (\alpha_0, 1), \sigma, \delta \in (0, \sigma_1]\), and \(z \in \Gamma^r_{\sigma+\pi/2,\delta}\), there hold
\[
(i) \ |\mu(e^{-z\tau}) - 1| \leq c_0^2 |z|^2, \quad (ii) \ |\beta_\tau(e^{-z\tau}) - z| \leq c_0^2 |z|^3, \quad (iii) \ |\beta_\tau^2(e^{-z\tau}) - z^2| \leq c_0^2 |z|^2 + c_1^2, \quad (iv) \ c_0 |z| \leq |\beta_\tau(e^{-z\tau})| \leq c_1 |z|, \tag{4.24}
\]
where constants \(c, c_0\) and \(c_1\) depend only on \(\theta, \alpha_0\) and \(\tau_0\).

**Proof.** Take \(\sigma_1(\theta, \alpha_0)\) such that (4.23) hold. Let \(\epsilon := \min\{\epsilon_0, \ln \frac{1-\theta}{\theta}\}\) where \(\epsilon_0\) is positive and is
sufficiently small. If $|z|\tau < \epsilon$, using the Taylor expansion, we have

$$e^{-z\tau} = 1 - z\tau + \frac{1}{2}z^2\tau^2 + \sum_{k=3}^{\infty} \frac{(-1)^k}{k!} z^k \tau^k,$$

$$(1 - \theta + \theta e^{-z\tau})^\alpha = 1 + \alpha(-\theta + \theta e^{-z\tau}) + \frac{1}{2}\alpha(\alpha - 1)(-\theta + \theta e^{-z\tau})^2$$

$$+ \sum_{k=3}^{\infty} \frac{\alpha}{k!} (-\theta + \theta e^{-z\tau})^k.$$  \hspace{1cm} (4.25)

$$= 1 - \alpha\theta z\tau + \frac{1}{2}\alpha[1 + (\alpha - 1)\theta](z\tau)^2 + \sum_{k=3}^{\infty} A_k(\alpha, \theta)(z\tau)^k,$$

where $\alpha$ takes 1/\alpha or 1+1/\alpha. We have used the analyticity of $(1 - \theta + \theta e^{-z\tau})^\alpha$ with respect to $z$ in (4.26), since for $z$ satisfying $|z|\tau < \ln \frac{1}{2\theta}$, it holds

$$|e^{-z\tau}| \leq e^{1/\theta} - \frac{1 - \theta}{\theta} |1 - \theta + \theta e^{-z\tau}| = \theta \left| 1 - \frac{1 - \theta}{\theta} + e^{-z\tau} \right| \geq \theta \left| 1 - \frac{1 - \theta}{\theta} - |e^{-z\tau}| \right| > 0. \hspace{1cm} (4.26)$$

We note that $A_k(\alpha, \theta)$ can be bounded by some constant depending only on $\alpha_0$ and $\theta$. Combining (4.8) with the above expansions and using Lemma 4.8 we thus obtain

$$|\mu(e^{-z\tau}) - 1| \leq c(\theta, \alpha_0)|\mu_0^{1/2} (3/2 - \theta) e^{-z\tau} (1 - \mu_2 e^{-z\tau})$$

$$- (1 + \mu_1 e^{-z\tau})(1 - \theta + \theta e^{-z\tau})^{1+\frac{\alpha}{2}}|$$

$$\leq c(\theta, \alpha_0)\left( c(\theta, \alpha)\tau^2|z|^2 + \tau^2|z|^2 \sum_{k=3}^{\infty} |\tilde{A}_k(\alpha, \theta)|(\tau|z|)^{k-2} \right). \hspace{1cm} (4.27)$$

where $\tilde{A}_k(\alpha, \theta)$ can be bounded by some constant depending only on $\alpha_0$ and $\theta$. The constant $c(\theta, \alpha)$ is

$$c(\theta, \alpha) = \frac{|\theta^2 - (1 - \theta)(\theta + \alpha^2)|}{\alpha(\alpha + 2\theta)} \leq c(\theta, \alpha_0). \hspace{1cm} (4.28)$$

Therefore, we have $|\mu(e^{-z\tau}) - 1| \leq c(\theta, \alpha_0)\tau^2|z|^2$ when $|z|\tau < \epsilon$. Similarly, for $\beta_\tau(e^{-z\tau})$ and $\beta_\alpha^\alpha(e^{-z\tau})$, we have

$$|\tau\beta_\tau(e^{-z\tau}) - z\tau|$$

$$\leq c(\theta, \alpha_0)|\mu_0^{1/2} (1 - e^{-z\tau}) - z\tau(1 + \mu_1 e^{-z\tau})(1 - \theta + \theta e^{-z\tau})^{1+\frac{\alpha}{2}}|$$

$$\leq c(\theta, \alpha_0)\left( c_0(\theta, \alpha)\tau^3|z|^3 + \tau^3|z|^3 \sum_{k=4}^{\infty} |\tilde{B}_k(\alpha, \theta)|(\tau|z|)^{k-3} \right),$$

$$|\tau^\alpha \beta_\alpha^\alpha(e^{-z\tau}) - z^\alpha r^\alpha| \leq c(\theta, \alpha_0)|z|^{\alpha \tau^\alpha}|\mu_0 \left( \frac{1 - e^{-z\tau}}{z\tau} \right)^\alpha$$

$$- (1 + \mu_1 e^{-z\tau})^\alpha(1 - \theta + \theta e^{-z\tau})|$$

$$\leq c(\theta, \alpha_0)|z|^{\alpha \tau^\alpha}\left( c_1(\theta, \alpha)\tau^2|z|^2 + \tau^2|z|^2 \sum_{k=3}^{\infty} |\tilde{C}_k(\alpha, \theta)|(\tau|z|)^{k-2} \right). \hspace{1cm} (4.29)$$
where \( \tilde{B}_k(\alpha, \theta), \tilde{C}_k(\alpha, \theta) \) can be bounded by some constants depending only on \( \alpha_0 \) and \( \theta \), and

\[
\begin{align*}
\tilde{c}_0(\theta, \alpha) &= \frac{|a^2 + 6a\theta - 6a^2 - 6\theta^2|}{6a(\alpha + 2\theta)} \leq c(\theta, \alpha_0), \\
\tilde{c}_1(\theta, \alpha) &= \frac{|a^2 + 6a\theta - 6a^2 - 6\theta^2|}{12\alpha} \left( \frac{2\alpha}{\alpha + 2\theta} \right)^\alpha \leq c(\theta, \alpha_0).
\end{align*}
\]  

(4.30)

Otherwise, if \(|z|\tau \geq \epsilon\), by Lemma 4.8 and the fact \( e^{-z\tau} \) can be bounded by a constant depending only on \( \theta \) and \( \alpha_0 \), we have the following estimates

\[
\begin{align*}
|\mu(e^{-z\tau}) - 1| &\leq |\mu(e^{-z\tau})| + 1 \\
&\leq c(\theta, \alpha_0) \frac{2\alpha}{\alpha + 2\theta} (3/2 - \theta) |e^{-z\tau}| |1 - \mu_2 e^{-z\tau}| + 1 \\
&\leq c(\theta, \alpha_0) \tau^2 |z|^2
\end{align*}
\]

\[
|\tau \beta_r(e^{-z\tau}) - z\tau| \leq |\tau \beta_r(e^{-z\tau})| + |\tau| |z| \leq c(\theta, \alpha_0) \frac{2\alpha}{\alpha + 2\theta} |1 - e^{-z\tau}| + |\tau| |z|
\]

(4.31)

\[
|\tau^\alpha \beta_r^\alpha(e^{-z\tau}) - z^\alpha \tau^\alpha| \leq |\tau^\alpha \beta_r^\alpha(e^{-z\tau})| + |\tau^\alpha| |z|^\alpha
\]

\[
\leq c(\theta, \alpha_0) \left( \frac{2\alpha}{\alpha + 2\theta} \right)^\alpha |1 - e^{-z\tau}| + |\tau^\alpha| |z|^\alpha
\]

\[
\leq c(\theta, \alpha_0, \tau_0) \tau^{2+\alpha} |z|^{2+\alpha}.
\]

We thus have proved (i)-(iii). For (iv), by (ii) we get \( |\beta_r(e^{-z\tau})| / z - 1| \leq c\tau^2 |z|^2 \leq c\pi^2 / \cos^2 \sigma_1 \leq c(\theta, \alpha_0, \tau_0), |\beta_r(e^{-z\tau})| / z \leq |\beta_r(e^{-z\tau})| / z - 1 + 1 \leq c(\theta, \alpha_0, \tau_0).\) Considering \( c'_0 |z| < |1 - e^{-z\tau}| < c'_1 |z|\) (see [II]) where \( c'_0 \) and \( c'_1 \) are independent of \( \alpha, \theta \), by Lemma 4.8 again, we complete the proof of (iv). \( \square \)

Now, based on the above lemmas, we can prove Theorems 4.1 and 4.2 in exactly the same way as in [II], which is omitted here for space reasons.

5 Fast algorithms

We develop two fast algorithms for the fully discrete scheme (2.10) in this section based on the algorithms in [27] and [28], respectively. To start with, we reformulate the generating function in (2.8) into a contour integral by two different strategies,

(I) \( \tau^{-\alpha} \omega(\xi) = \tau^{-\alpha} \sum_{n=0}^\infty \omega_n \xi^n = \tau^{-\alpha} \int_C \left[ \frac{1}{2(1 + \xi)} + \frac{\xi}{1(1 - \xi)} - \lambda \tau \right]^{-1} F^{(1)}(\lambda) d\lambda, \)

(II) \( \tau^{-\alpha} \omega(\xi) = \tau^{-\alpha} \sum_{n=0}^\infty \omega_n \xi^n = F^{(2)}(\frac{1 - \xi}{\tau}) = \tau^{-\alpha} \int_C (1 - \xi - \lambda \tau)^{-1} F^{(2)}(\lambda) d\lambda, \)

where \( F^{(1)}(\lambda) = \lambda^\alpha, F^{(2)}(\lambda) = \left[ \frac{1}{\lambda} + (\frac{\xi}{\lambda} - \frac{1}{2}) \right]^{-\alpha} \) and \( C \) is a Talbot contour [28] defined by

\[
(-\pi, \pi) \to C: \phi \mapsto \lambda(\phi, \xi) = \zeta ((\phi \cot(\phi) + i\kappa \nu + \iota), \kappa = 0.5653, \nu = 0.6443, \iota = -0.4814.
\]

(5.2)
Let $e_n^{(1)}(z)$ and $e_n^{(2)}(z)$ satisfy
\[
\sum_{n=0}^{\infty} e_n^{(1)}(z)\xi^n = \left[\frac{1 - \xi}{\frac{1}{2}(1 + \xi) + \frac{\theta}{\alpha}(1 - \xi)} - z\right]^{-1},
\]
\[
\sum_{n=0}^{\infty} e_n^{(2)}(z)\xi^n = (1 - \xi - z)^{-1}.
\]

Then, by appealing to the partial fraction decomposition method, we can write, for $n \geq 1$,
\[
e_n^{(1)}(z) = [r_n^{(1)}(z)]^n q_n^{(1)}(z), \quad r_n^{(1)}(z) = \frac{1 + z\left(\frac{1}{2} - \frac{\theta}{\alpha}\right)}{1 - z\left(\frac{1}{2} + \frac{\theta}{\alpha}\right)},
\]
\[
q_n^{(1)}(z) = \frac{1}{[1 - z\left(\frac{1}{2} + \frac{\theta}{\alpha}\right)][1 + z\left(\frac{1}{2} - \frac{\theta}{\alpha}\right)]},
\]
and
\[
e_n^{(2)}(z) = [r_n^{(2)}(z)]^n q_n^{(2)}(z), \quad r_n^{(2)}(z) = \frac{1}{1 - z}, \quad q_n^{(2)}(z) = \frac{1}{1 - z}.
\]

Combining (5.1) with (5.3), we obtain
\[
\omega_n = \frac{\tau^{\alpha+1}}{2\pi i} \int_C e_n^{(i)}(\tau\lambda)F^{(i)}(\lambda)d\lambda, \quad i = 1, 2.\]

To efficiently estimate $\omega_n$ by (5.6), we divide the time interval into fast-increasing subintervals denoted by $I_{\ell} = [B^{\ell-1}\tau, (2B^\ell - 2)\tau]$ where $B > 1$ is an integer. Let $T_{\ell}$ be the right end point of $I_{\ell}$. If $n\tau \in I_{\ell}$ for some $\ell \geq 1$, we employ the trapezoidal rule to (5.6) and obtain
\[
\omega_n \approx \tau^{\alpha+1} \sum_{j=-K_C}^{K_C} w_j^{(\ell)} e_n^{(i)}(\tau\lambda_j^{(\ell)})F^{(i)}(\lambda_j^{(\ell)}), \quad i = 1, 2.\]
where
\[
w_j^{(\ell)} = \frac{\partial \lambda_j^{(\ell)} (\partial \lambda_j^{(\ell)} + \frac{2\pi}{K_C + 1})}{2i(K_C + 1)}, \quad \lambda_j^{(\ell)} = \lambda(\partial j, \frac{K_C}{T_{\ell}}), \quad \partial j = \frac{\ell\pi}{K_C + 1}.
\]

In our numerical tests, $B = 5$ is taken, since with $K_C = 30$, the right-hand side of (5.7) approximates $\omega_n$ quite well for $n \geq n_0$, e.g., $n_0 = 50$. We remark that the algorithms (I) and (II) differ from one another in the functions $e_n^{(i)}(z)$ and $F^{(i)}(\lambda)$. The contour integrals in (5.1) require that the singularities of $e_n^{(i)}(z)$ lie to the right of the contour, while the singularities of $F^{(i)}(\lambda)$ are to the opposite side. In Fig.1(a), we plot several Talbot contours $C$. Obviously, the singularities of $F^{(1)}(\lambda)$ and $e^{(2)}(z)$ meet the requirement.

For $e^{(1)}(z)$ of (I), the singularity is
\[
z = \frac{1}{\frac{1}{2} + \frac{\theta}{\alpha}}.
\]
If $\alpha \to 0$, we should take $\theta$ such that $z$ is bounded away from 0 to meet the requirement. Considering the first few weights cannot be accurately calculated by (5.7), [27, 28], we find numerically when $\frac{\theta}{\alpha} \in (\frac{1}{2}, 2)$ under the setting $B = 5, K_C = 30$, the absolute error of approximation (5.7) is around $10^{-13}$ for $n \geq n_0 = 50$, as is shown in Fig.2.
For $F^{(2)}(\lambda)$ of (II), the singularity is

$$
\lambda = \begin{cases} 
\frac{1}{\tau} - \frac{2}{\alpha}, & \theta \neq \frac{\alpha}{2}, \\
0, & \theta = \frac{\alpha}{2}.
\end{cases} 
$$

(5.10)

We thus choose $\theta$ satisfying $\theta \in \left[\frac{\alpha}{2}, \frac{\alpha}{\tau} \right]$ such that $z = \lambda \tau \leq 0$. Fig. 2 illustrates the impacts of $\theta$ on the absolute errors of weights. We note for $\alpha = 0.99$, when $\theta = 0.2$ or $0.4$, we can still get a high accuracy although $\theta \leq \frac{\alpha}{2}$ for both cases.

Now we are ready to present the fast algorithm based on the formula (5.7).

**Algorithm.** Fast algorithm for problem (2.11).

1. Choose $B = 5$, $K_C = 30$. Input the parameters $\omega_j^{(1)}$, $\lambda_j^{(1)}$ and $\vartheta_j$ defined in (5.8).
2. For each $n \geq 1$, let $n = b_0 > b_1 > \cdots > b_{L-1} > b_L = 0$, where $b_i$ can be calculated by a pseudocode in [27].
3. For some $M > 0$ (e.g., $M = 2$), if $L > M$, re-express $D_\tau^n W_h^{n-\theta}$ as

$$
D_\tau^n W_h^{n-\theta} = \sum_{\ell=0}^{M} \tilde{W}_n^{(\ell)} + \sum_{\ell=M+1}^{L} \tilde{W}_n^{(\ell)}
$$

where

$$
\tilde{W}_n^{(\ell)} = \begin{cases} 
\tau^{-\alpha} \omega_0 W_h^n, & \ell = 0, \\
\tau^{-\alpha} \sum_{k=b_{\ell}}^{b_{\ell-1}-1} \omega_{n-k} W_h^k, & \ell = 1, 2, \cdots, L.
\end{cases}
$$

4. Replace $\omega_n(n \geq 1)$ in $\tilde{W}_n^{(\ell)}$ by the approximation formula (5.7) to obtain

$$
\tilde{W}_n^{(\ell)} \approx \sum_{j=-K_C}^{K_C} \omega_j^{(1)} [\tau^{(i)} (\tau^{(i)})]^{n-(b_{\ell}-1)-1} y_j^{(i)} f^{(i)} (\lambda_j^{(1)}), 
$$

where $y_j^{(i)} = y_j^{(i)}(b_{\ell}, b_{\ell-1}, \lambda_j^{(1)}) = \tau \sum_{k=b_{\ell}}^{b_{\ell}-1} \varphi_j^{(i)}(r_{\ell}^{(i)} - k)(\tau^{(i)} \lambda_j^{(i)}) W_h^k$ satisfies some recursive formula.

5. For those $n$ leading to $L \leq M$, standard algorithm is adopt to get $W_h^n$. If $L > M$, problem (2.11), according to Steps 3-4, can be reformulated as

$$
\tilde{W}_n^{(0)} - (1 - \theta) \Delta_h W_h^n = \theta \Delta_h W_h^{n-1} - \sum_{\ell=1}^{M} \tilde{W}_n^{(\ell)} - \sum_{\ell=M+1}^{L} \tilde{W}_n^{(\ell)} + f_h^{n-\theta} + \Delta_h v_h.
$$

### 6 Numerical tests

**Example 1.**

In this example, we show the efficiency of the correction technique for the scheme. Let $\Omega = (0, \pi)$ and $T = 1$. Take $v(x) = \sin x$ and $f = (6t^{3-\alpha}/\Gamma(4-\alpha) + t^3) \sin x$, then the exact solution is $u(x,t) = E\alpha(0,\alpha) + t^3) \sin x$, where $E\alpha(t)$ denotes the Mittag-Leffler function defined by $E\alpha(t) = \sum_{j=0}^{\infty} \frac{t^j}{j^{\alpha+1}}$. In this test, we take a fine space mesh $h = 10^{-4}$. Errors in the $L^2(\Omega)$ norm at fixed time $t = 0.5$ are reported in Table 1 and Table 2 for different $\alpha$ and $\theta$. One can find without initial corrections, the scheme has only first-order convergence rate for $\theta \in (0, \frac{\alpha}{2})$, due to the weak singularity of the solution. However, by adding initial corrections, we can recover the optimal convergence rate
Figure 1: (a) Talbot contour: $\lambda(\beta, \frac{K}{T})$ with $K_C = 30$, $\ell = 1, 2, 3$ and $B = 5$.

Figure 2: (a) Absolute errors for $\omega_n$ of (I), $\alpha = 0.01$. (b) Absolute errors for $\omega_n$ of (I), $\alpha = 0.99$.

Figure 3: (a) Absolute errors for $\omega_n$ of (II), $\alpha = 0.01$. (b) Absolute errors for $\omega_n$ of (II), $\alpha = 0.99$. 
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Table 1: Temporal convergence rates of Example 1 at $t = 0.5$ without initial corrections

| $\alpha$ | $\theta$ | $\tau = 2^{-5}$ | $\tau = 2^{-6}$ | $\tau = 2^{-7}$ | $\tau = 2^{-8}$ | $\tau = 2^{-9}$ | Rate | Rate | Rate | Rate |
|---|---|---|---|---|---|---|---|---|---|---|
| 0.1 | 7.93E-04 | 3.95E-04 | 1.97E-04 | 9.84E-05 | 4.92E-05 | 1.01 | 1.00 | 1.00 | 1.00 |
| 0.2 | 3.88E-04 | 2.42E-04 | 1.34E-04 | 7.02E-05 | 3.60E-05 | 0.68 | 0.85 | 0.93 | 0.97 |
| 0.3 | 2.04E-04 | 4.11E-05 | 5.79E-05 | 3.89E-05 | 2.20E-05 | 2.31 | -0.49 | 0.58 | 0.82 |
| 0.4 | 1.01E-03 | 2.05E-04 | 3.00E-05 | 4.32E-06 | 7.16E-06 | 2.30 | 2.77 | 2.80 | -0.73 |
| 0.5 | 2.04E-03 | 4.97E-04 | 1.30E-04 | 3.34E-05 | 8.46E-06 | 2.04 | 1.94 | 1.96 | 1.98 |
| 0.1 | 4.50E-03 | 2.20E-03 | 1.09E-03 | 5.41E-04 | 2.70E-04 | 1.03 | 1.02 | 1.01 | 1.00 |
| 0.2 | 3.39E-03 | 1.65E-03 | 8.17E-04 | 4.06E-04 | 2.02E-04 | 0.68 | 0.85 | 0.93 | 0.97 |
| 0.3 | 2.22E-03 | 1.09E-03 | 5.42E-04 | 2.70E-04 | 1.35E-04 | 2.31 | -0.49 | 0.58 | 0.82 |
| 0.4 | 9.82E-04 | 5.14E-04 | 2.63E-04 | 1.33E-04 | 6.69E-05 | 0.93 | 0.97 | 0.98 | 0.99 |
| 0.5 | 3.17E-04 | 8.03E-05 | 2.02E-05 | 5.08E-06 | 1.28E-06 | 1.98 | 1.99 | 1.99 | 1.99 |

Table 2: Temporal convergence rates of Example 1 at $t = 0.5$ with initial corrections

| $\alpha$ | $\theta$ | $\tau = 2^{-5}$ | $\tau = 2^{-6}$ | $\tau = 2^{-7}$ | $\tau = 2^{-8}$ | $\tau = 2^{-9}$ | Rate | Rate | Rate | Rate |
|---|---|---|---|---|---|---|---|---|---|---|
| 0.1 | 3.99E-05 | 9.81E-06 | 2.44E-06 | 6.13E-07 | 1.58E-07 | 2.03 | 2.01 | 1.99 | 1.97 |
| 0.2 | 2.32E-04 | 6.09E-05 | 1.56E-05 | 3.96E-06 | 1.00E-06 | 1.93 | 1.96 | 1.98 | 1.98 |
| 0.3 | 6.13E-04 | 1.60E-04 | 4.15E-05 | 1.06E-05 | 2.67E-06 | 1.94 | 1.95 | 1.97 | 1.98 |
| 0.4 | 2.70E-05 | 7.96E-05 | 2.04E-05 | 5.16E-06 | 1.99 | 1.94 | 1.97 | 1.98 |
| 0.5 | 2.04E-04 | 4.97E-04 | 1.30E-04 | 3.34E-05 | 8.46E-06 | 2.04 | 1.94 | 1.96 | 1.98 |
| 0.1 | 4.82E-05 | 1.01E-04 | 2.31E-06 | 5.54E-07 | 1.41E-07 | 2.25 | 2.13 | 2.06 | 1.97 |
| 0.2 | 1.44E-06 | 1.69E-06 | 5.79E-07 | 1.50E-07 | 3.62E-08 | -0.23 | 1.54 | 1.87 | 2.13 |
| 0.3 | 2.70E-05 | 6.10E-06 | 1.45E-06 | 3.58E-07 | 9.40E-08 | 2.14 | 2.07 | 2.02 | 1.93 |
| 0.4 | 1.33E-04 | 3.34E-05 | 8.39E-06 | 2.10E-06 | 5.33E-07 | 1.99 | 2.00 | 1.99 | 1.98 |
| 0.5 | 3.17E-04 | 8.03E-05 | 2.02E-05 | 5.08E-06 | 1.28E-06 | 1.98 | 1.99 | 1.99 | 1.99 |
| 0.1 | 1.15E-04 | 3.01E-05 | 7.68E-06 | 1.93E-06 | 4.79E-07 | 1.94 | 1.97 | 1.99 | 2.01 |
| 0.2 | 2.31E-04 | 5.86E-05 | 1.48E-05 | 3.70E-06 | 9.20E-07 | 1.98 | 1.99 | 2.00 | 2.01 |
| 0.3 | 2.65E-04 | 6.90E-05 | 1.68E-05 | 4.20E-06 | 1.04E-06 | 1.99 | 1.99 | 2.00 | 2.01 |
| 0.4 | 2.19E-04 | 5.50E-05 | 1.38E-05 | 3.44E-06 | 8.55E-07 | 1.99 | 2.00 | 2.00 | 2.01 |
| 0.5 | 9.24E-05 | 2.30E-05 | 5.74E-06 | 1.43E-06 | 3.50E-07 | 2.01 | 2.00 | 2.01 | 2.03 |
Table 3: Temporal convergence rates of Example 2 (i) at \( t = 0.5 \) for scheme (2.11)

| \( \alpha \) | \( \theta \) | \( \tau = 2^{-5} \) | \( \tau = 2^{-6} \) | \( \tau = 2^{-7} \) | \( \tau = 2^{-8} \) | \( \tau = 2^{-9} \) | Rate | Rate | Rate | Rate |
|------------|------------|----------------|----------------|----------------|----------------|----------------|------|------|------|------|
| 0.2        | 0.20       | 8.26E-05       | 2.02E-05       | 4.98E-06       | 1.24E-06       | 3.16E-07       | 2.03 | 2.02 | 2.00 | 1.98 |
| 0.35       | 6.96E-05   | 1.67E-05       | 4.13E-06       | 1.03E-06       | 2.62E-07       | 2.06 | 2.02 | 2.00 | 1.98 |
| 0.50       | 7.81E-05   | 1.49E-05       | 3.59E-06       | 8.90E-07       | 2.27E-07       | 2.39 | 2.05 | 2.01 | 1.97 |
| 0.10       | 2.27E-04   | 5.50E-05       | 1.36E-05       | 3.37E-06       | 8.46E-07       | 2.04 | 2.02 | 2.01 | 2.00 |
| 0.50       | 1.60E-04   | 3.95E-05       | 9.79E-06       | 2.44E-06       | 6.15E-07       | 2.02 | 2.01 | 2.00 | 1.99 |
| 0.50       | 1.35E-04   | 3.31E-05       | 8.13E-06       | 2.04E-06       | 5.14E-07       | 2.03 | 2.01 | 2.00 | 1.99 |

Table 4: Temporal convergence rates of Example 2 (ii) at \( t = 0.5 \) for scheme (2.11)

| \( \alpha \) | \( \theta \) | \( \tau = 2^{-5} \) | \( \tau = 2^{-6} \) | \( \tau = 2^{-7} \) | \( \tau = 2^{-8} \) | \( \tau = 2^{-9} \) | Rate | Rate | Rate | Rate |
|------------|------------|----------------|----------------|----------------|----------------|----------------|------|------|------|------|
| 0.2        | 0.20       | 1.17E-05       | 2.86E-06       | 7.08E-07       | 1.75E-07       | 4.27E-08       | 2.03 | 2.02 | 2.01 | 2.04 |
| 0.35       | 2.15E-05   | 7.42E-07       | 2.05E-07       | 5.31E-08       | 1.36E-08       | 4.86 | 1.85 | 1.95 | 1.97 |
| 0.50       | 3.45E-05   | 8.49E-06       | 2.11E-06       | 5.22E-07       | 1.29E-07       | 2.02 | 2.01 | 2.00 | 1.99 |
| 0.50       | 2.04E-01   | 1.56E-01       | 8.51E-02       | 1.17E-01       | 5.91E-02       | 2.03 | 2.01 | 2.00 | 1.99 |
| 0.50       | 1.56E-01   | 8.51E-02       | 5.91E-02       | 3.24E-07       | 1.29E-07       | 2.02 | 2.01 | 2.00 | 1.99 |

as demonstrated in Table 2.

An interesting phenomenon occurs if we take \( \theta = \frac{1}{2} \), as is shown in Table 1. In this case, we can get second-order convergence rate without initial corrections. As is pointed out in Sect. 2, the special case \( \theta = \frac{1}{2} \) can not be covered theoretically in this study, and indeed we will in Example 4 further show that if we approximate the fractional derivative \( D^\alpha_t u(t_n - \frac{1}{2}) \) by a quite different approach, like using the Crank-Nicolson+fractional BDF2, we can not obtain the optimal convergence rate, or, even the first-order accuracy, which complicates the underlying analysis for this special case \( \theta = \frac{1}{2} \).

Example 2.

We validate the sharpness of the results of Theorem 4.1 in this example. Let \( T = 1 \), and (i) \( f = 0, \ v = \sin x \in D(\Delta), \ \Omega = (0, \pi), \) with the exact solution \( u(x,t) = E_\alpha(-t^\alpha) \sin x; \) (ii) \( f = 0, \ v = \chi_{(0,1/2)}, \ \Omega = (0, 1); \)

For the case (i), the results in Table 3 indicate that our scheme with initial corrections can obtain the second-order convergence rate. Note also that if \( \theta = \frac{1}{2} \), the optimal convergence rate is recovered. To further confirm the prefactor \( t^{2-\alpha}_n \) in the error estimates, we depict in Fig. 4 the behaviors of \( L^2 \) errors as \( t \to 0 \) for \( \theta = 0.1 \) and \( \theta = 0.45 \), respectively. One can find the \( L^2 \) errors deteriorate as \( t \to 0 \) with different speeds depending on \( \alpha \). By comparing with the non-solid lines which are obtained using the formula \( O(t^{\alpha - 2}_n \tau^2) \), we see that our error estimate is sharp.

The example (ii) is to check the case \( v \in L^2(\Omega) \) and \( v \) is nonsmooth. Since the exact solution is unknown in advance, we take the numerical solution on a fine mesh \( h = 10^{-4}, \tau = 2^{-12} \) as a reference. Empirical results in Table 4 show that the scheme (2.11) can result in the optimal convergence rate. However, the convergence rate for \( \theta = \frac{1}{2} \) is much lower than that of the smooth case (i). In Fig. 5 we examine the prefactor \( t^{2-\alpha}_n \) in error estimates for this case, and find that \( \alpha \) has little effect on the behavior of error as \( t \to 0 \), which is in line with the theoretical analysis.
Figure 4: $L^2$ errors of Example 2 (i) for time $t \to 0$ under the condition $N = 2^{-12}, h = \pi \times 10^{-4}$. (a) $\theta = 0.10$. (b) $\theta = 0.45$.

Figure 5: $L^2$ errors of Example 2 (ii) for time $t \to 0$ under the condition $N = 2^{-11}, h = 10^{-4}$. (a) $\theta = 0.1$. (b) $\theta = 0.3$. 
Table 5: Temporal convergence rates of Example 3 (ii) at $t = 0.5$ for scheme (2.11)

| $\alpha$ | $\theta$ | $\tau = 2^{-5}$ | $\tau = 2^{-6}$ | $\tau = 2^{-7}$ | $\tau = 2^{-8}$ | $\tau = 2^{-9}$ | Rate | Rate | Rate | Rate |
|----------|----------|-----------------|-----------------|-----------------|-----------------|-----------------|------|------|------|------|
| 0.1      | 0.100    | 4.79E-05        | 1.16E-05        | 2.86E-06        | 7.16E-07        | 1.83E-07        | 2.04 | 2.02 | 2.00 | 1.97 |
|          | 0.010    | 5.80E-05        | 1.31E-05        | 3.22E-06        | 8.03E-07        | 2.06E-07        | 2.15 | 2.02 | 2.00 | 1.97 |
|          | 0.001    | 1.01E-03        | 2.44E-04        | 3.39E-05        | 1.87E-06        | 2.10E-07        | 2.04 | 2.89 | 4.14 | 3.15 |
|          | 0.000    | 1.81E-03        | 8.19E-04        | 3.76E-04        | 1.73E-04        | 7.93E-05        | 1.14 | 1.12 | 1.12 | 1.12 |
| 0.5      | 0.100    | 2.27E-04        | 5.50E-05        | 1.36E-05        | 3.37E-06        | 8.46E-07        | 2.04 | 2.02 | 2.01 | 2.00 |
|          | 0.010    | 4.22E-04        | 7.52E-05        | 1.62E-05        | 3.96E-06        | 9.92E-07        | 2.49 | 2.22 | 2.03 | 2.00 |
|          | 0.001    | 7.37E-04        | 1.64E-04        | 3.45E-05        | 1.87E-06        | 2.16E-06        | 2.16 | 2.32 | 2.36 | 2.44 |
|          | 0.000    | 7.98E-04        | 1.93E-04        | 4.73E-05        | 1.17E-05        | 2.93E-06        | 2.05 | 2.09 | 2.14 | 2.20 |
| 0.9      | 0.100    | 2.01E-04        | 4.93E-05        | 1.22E-05        | 3.05E-06        | 7.66E-07        | 2.03 | 2.01 | 2.00 | 1.99 |
|          | 0.010    | 2.84E-04        | 6.87E-05        | 1.60E-05        | 4.21E-06        | 1.06E-06        | 2.05 | 2.02 | 2.01 | 1.99 |
|          | 0.001    | 2.97E-04        | 7.16E-05        | 1.76E-05        | 4.36E-06        | 1.09E-06        | 2.05 | 2.03 | 2.01 | 2.00 |
|          | 0.000    | 2.98E-04        | 7.20E-05        | 1.77E-05        | 4.38E-06        | 1.10E-06        | 2.05 | 2.03 | 2.01 | 2.00 |

Example 3.

This example devotes to showing the unstability of the scheme (2.11) if $\theta > \frac{1}{2}$, and checking the robustness of the scheme when (i) $\alpha \to 1^-$, or $\alpha \to 0$, (ii) $\theta \to 0$. We take $f = 0$, $v = \sin x$, $x \in \Omega = (0, \pi)$ with the exact solution $u(x,t) = E^\alpha(-t^\alpha)\sin x$.

The Fig. 6 (a) corresponds to the experiment by taking $\alpha = 0.8$, $h = \pi \times 10^{-2}$, $\tau = 5 \times 2^{-9}$ and $T = 10$, with different $\theta = 0.509$ or 0.499. The figure is the numerical solution of $u(\pi/2,t)$ for $t \in [0,T]$. One can see that for $\theta > \frac{1}{2}$, the scheme (2.11) may become unstable. In Fig. 6 (b), we take $h = 2\pi \times 10^{-4}$, $\tau = 2^{-10}$, $T = 1$, and can observe the $L^2$ error varies smoothly for $\alpha$ bounded away from 0 (in this test, for example, $\alpha \geq 0.02$), which confirms our theoretical analysis, as constants in Lemma 4.9 blow up if $\alpha \to 0$. To check the case $\theta \to 0$, we take $\theta = 0.2$, 0.3, 0.4 and 0 for different $\alpha = 0.1, 0.5$ and 0.9 in Table 5, and find that our scheme is robust for quite small $\theta$ and the optimal convergence rate can also be obtained for $\theta = 0$ if $\alpha$ is bounded away from 0 such as $\alpha = 0.5$ or 0.9.

Figure 6: (a) Check the stability of the scheme if $\theta > \frac{1}{2}$. (b) Check the robustness of the scheme if $\alpha \to 0^+$, or $\alpha \to 1^-$. 

Example 4.
the SFTR, which disappear if \( \theta \) is large. This is especially for long time simulations.

\[
\theta = \frac{1}{2}, \quad \alpha \in (0, 1/2)
\]

This example is a further exploration for Crank-Nicolson scheme obtained by a different approximation formula for the derivative \( D_t^\alpha u(t_{n-\tau}) \). To that end, we consider a general case, that approximating \( D_t^\alpha u(t_{n-\theta}) \) as follows

\[
D_t^\alpha u(t_{n-\theta}) = \theta D_t^\alpha u(t_{n-1}) + (1 - \theta) D_t^\alpha u(t_n) + O(\tau^2), \quad \text{for sufficiently smooth } u,
\]

and then, applying the fractional BDF2 to approximate the term \( D_t^\alpha u(t_n) \) by

\[
D_t^\alpha u^n = t^{-\alpha} \sum_{k=0}^{\infty} \omega_{n-k} u^k, \quad \sum_{k=0}^{\infty} \omega_k \xi^k = \omega(\xi) = (3/2 - 2 \xi + \xi^2/2)^\alpha.
\]

We thus can obtain a full discrete scheme like (2.11) with the generating function \( \omega(\xi) = (1 - \theta + \theta\xi) \omega(\xi) \).

The empirical results in Table 6 are obtained under the same conditions as Example 1, that is, \( f = (6t^{3-\alpha}/\Gamma(4-\alpha) + t^3) \sin x, \quad v = \sin x, \quad x \in \Omega = (0, \pi) \) and \( T = 1 \) with the exact solution \( u(x, t) = (t^3 + E_{\alpha}(-t^3)) \sin x \). Numerically, we conclude the initial corrections designed initially for the SFTR, which disappear if \( \theta = \frac{1}{2} \), are suitable for this example, provided \( \theta \in (0, 1/2) \). If \( \theta = \frac{1}{2} \), however, we can only get an \( \alpha \)-th order convergence rate, which is much lower than the second-order accuracy of the SFTR (see Table 2 with \( \theta = \frac{1}{2} \)).

**Example 5.**

In this example, we compare the scheme (2.11) when \( \theta = \frac{\alpha}{2} \), which is known as the fractional Crank-Nicolson scheme with the one studied in [1] where a two-step initial correction technique was applied. Further, we demonstrate the efficiency of the fast algorithm (I) and (III) developed for the SFTR, especially for long time simulations.

Let \( \Omega \) be an arbitrary convex polygonal domain in \( \mathbb{R}^2 \) with a quasi-uniform triangulation \( h = \frac{1}{20} \) as Fig 7(a). Let \( f = 0, \ T = 1, \) and the initial data is given by

\[
v(x, y) = \begin{cases} 
0.25, & (x - 1.7)^2 + (y - 1)^2 < \frac{1}{32} \\
0, & (x - 1.7)^2 + (y - 1)^2 > \frac{1}{8} \\
0.5 - \sqrt{2(x - 1.7)^2 + 2(y - 1)^2}, & \text{otherwise}
\end{cases}
\]

\[
E_{\alpha}(t) = \frac{1}{\Gamma(\alpha - 1)} \int_0^t (t - \tau)^{\alpha - 2} e^{-\tau} d\tau.
\]

\[
\ln \Gamma(z) = \ln \left( \frac{\pi}{2\sin(\pi z/2)} \right) + \frac{z}{2} \ln(2\pi) + z \left( \frac{1}{2} - \ln z \right) + \frac{z}{12} \left( 1 - \frac{1}{z} \right) - \frac{1}{24} \left( 1 - \frac{1}{z} \right)^2.
\]

\[
\frac{d}{dt} \int_0^T u(x, t) dt = \int_0^T \frac{d}{dt} u(x, t) dt
\]

\[
E_{\alpha}(t) = \frac{1}{\Gamma(\alpha - 1)} \int_0^t (t - \tau)^{\alpha - 2} e^{-\tau} d\tau.
\]

\[
\ln \Gamma(z) = \ln \left( \frac{\pi}{2\sin(\pi z/2)} \right) + \frac{z}{2} \ln(2\pi) + z \left( \frac{1}{2} - \ln z \right) + \frac{z}{12} \left( 1 - \frac{1}{z} \right) - \frac{1}{24} \left( 1 - \frac{1}{z} \right)^2.
\]

\[
\frac{d}{dt} \int_0^T u(x, t) dt = \int_0^T \frac{d}{dt} u(x, t) dt
\]

\[
\ln \Gamma(z) = \ln \left( \frac{\pi}{2\sin(\pi z/2)} \right) + \frac{z}{2} \ln(2\pi) + z \left( \frac{1}{2} - \ln z \right) + \frac{z}{12} \left( 1 - \frac{1}{z} \right) - \frac{1}{24} \left( 1 - \frac{1}{z} \right)^2.
\]
Table 7: Temporal convergence rates of Example 5 at $t = 0.5$.

| $\alpha$ | $\tau$ | Scheme (2.11) | Scheme in [1] |
|-----------|--------|---------------|---------------|
|           |        | Error Rate    | Error Rate    |
| 0.1       | 1/8    | 1.53E-05      | 2.24E-05      |
|           | 1/16   | 4.21E-05      | 4.75E-06      |
|           | 1/32   | 9.68E-07      | 1.24E-06      |
|           | 1/64   | 2.23E-07      | 4.47E-07      |
| 0.5       | 1/8    | 1.13E-03      | 3.90E-04      |
|           | 1/16   | 2.17E-05      | 3.17E-05      |
|           | 1/32   | 5.09E-06      | 7.15E-06      |
|           | 1/64   | 1.19E-06      | 1.63E-06      |

as depicted in Fig.7 (b). We take the numerical solution on a fine mesh $h = \frac{1}{200}$, $\tau = 2^{-8}$ as the reference solution to calculate the convergence rates. In Table 7, both schemes are performed to get the numerical solutions, from which one can conclude both of them are efficient. In Fig 8, we show the evolution of the solution under $\alpha = 0.5$ by the scheme (2.11). Obviously, the numerical solution at final time with a decreasing height is smoother than the initial data.

In Fig 9, by taking $h = \frac{1}{200}$, $T = 1$, $\tau = 2^{-8}$, we plot the relative errors of the fast algorithm solution $U_{hf}$ by the formula

$$\max_{1 \leq n \leq N} \frac{\|U_h^n - U_{hf}^n\|_{L^\infty}}{\|U_h^n\|_{L^\infty}}$$

with varying $\theta$ for different $\alpha = 0.01, 0.3, 0.6, 0.99$. One observes both fast algorithms require $\theta$ be bounded away from 0 which is in line with the discussion in Sect.5. Moreover, both algorithms will deteriorate as $\theta$ tends to $\frac{1}{2}$, the reason of which deserves a further study. For small $\alpha$ such as $\alpha = 0.01$, Fast-II algorithm is superior to the first one by allowing a wider range of $\theta$. In Fig 10, we illustrate the efficiency and accuracy of the fast algorithms for long time simulations. By fixing $h = \frac{1}{100}$, $\tau = 2^{-7}$ and taking $\alpha = 0.3$, $\theta = 0.1$, one can find the computing complexity of both fast algorithms (Fig 10 (a)) is of $O(N \log N)$, which is much more efficient than the standard algorithm. Both fast algorithms perform quite well for long time simulations as one can see in Fig 10 (b) the relative errors are small enough and grow slowly with the advance of time.

Figure 7: (a) The region $\Omega$ with a quasi-uniform partition, $h = \frac{1}{20}$. (b) The nonsmooth initial value $v(x, y)$.
Figure 8: (a) Numerical solution at time $t = 2^{-6}$, $\alpha = 0.5$. (b) Numerical solution at time $t = 1$, $\alpha = 0.5$.

Figure 9: Relative errors for fast algorithms (I)(a) and (II)(b) with different $\theta$. $h = \frac{1}{200}$, $T = 1$, $\tau = 2^{-8}$. 
Figure 10: Setting $h = \frac{1}{100}$, $\tau = 2^{-7}$, $\alpha = 0.3$ and $\theta = 0.1$. (a) CPU time consumed for fast algorithms I and II. (b) Relative errors obtained for fast algorithms I and II.

7 Conclusion and discussion

In this study, we analyze a class of time-stepping methods with initial corrections for subdiffusion problems. Stability analysis is provided by using the maximal $\ell^p$-regularity and a discrete Grönwall type inequality. Sharp error estimates which depend on the regularity of the initial data and source term are presented based on the Laplace transform and estimates of kernel functions. Moreover, we consider the dependence on the fractional order $\alpha$ for constants $c$ involved in error estimates, showing that our estimates are $\alpha$-robust. To speed up the calculation in simulations, two different fast algorithms are developed for the SFTR with some discussions on the choice of the parameter $\theta$. Several numerical experiments are performed to guarantee the robustness of our scheme and confirm the efficiency of the initial correction technique and fast algorithm.

As is shown in the numerical tests section, if the shifted parameter $\theta$ is chosen as $\frac{1}{2}$, which is theoretically excluded from this study, the empirical results are rather amazing as the optimal convergence rate is recovered for smooth initial data (still results in a weak regular solution) although the initial corrections vanish in this case. We emphasize here such phenomenon is closely related to the approach one employs to discretize the fractional derivative, or, from the aspect of generating functions $\omega(\xi)$, to singularity points of $\omega(\xi)$. Developing analysis for the special case $\theta = \frac{1}{2}$ under different regularity of initial data, and designing initial corrections if convergence rates are not optimal are challenging, and will be our future work.
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