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1. Introduction

Galaxy formation and evolution is the culmination of competing forces and processes over each galaxy’s lifetime. These processes can be internal to the galaxy, such as the energy generated by the central super-massive black hole (SMBH) or the winds generated by star formation. They can also have external origins, such as the gravitational potential of other galaxies (Toomre & Toomre 1972) or cosmic gas filaments. Due to this ‘superposition’ of evolutionary processes, it is difficult to isolate the impact on the galaxy from only one of them, especially when many are still occurring. The environment which a galaxy inhabits has long been suspected of altering its evolutionary path (Gunn & Gott 1972; Dressler 1980; Postman & Geller 1984; Ryden et al. 1993), but with conflicting results on the exact impact. Field environments are relatively simple and provide a control sample for comparison with higher-density environments such as groups and clusters. This comparison is not straightforward, however, since cluster environments are a complex mixture of many, often dramatic, physical processes such...
as gravitational disruption (owing to the significantly deeper gravitational potential), hydrodynamic effects due to the hot intra-cluster medium (ICM), and thermodynamic effects such as shocks due to the high relative velocities that a galaxy can experience when it first encounters the ICM during in-fall.

A number of correlations have been observed between galactic observables and some metric for the local environment. Historically, the projected density of galaxies or Nth nearest neighbour measurements of the local density have been found to correlate with visual morphology (e.g., Dressler 1980; Cappellari et al. 2011a; Oh et al. 2018; Gargiulo et al. 2019) and invoked to explain morphological transformations (e.g., Bekki et al. 2002; Kauffmann et al. 2004; Blanton et al. 2005; D’Onofrio et al. 2015; Coccato et al. 2020). Yet morphology has also been observed to correlate with stellar mass at fixed local density (van der Wel 2008), and so the underlying cause is difficult to discern. This problem permeates through most observed correlations. Some works have shown that galaxies exhibit a lower net angular momentum for a higher local density (e.g., Cappellari et al. 2011b; Cortese et al. 2019; Graham et al. 2019; Cole et al. 2020), while others find that there is no additional dependence on the environment once the correlation between the angular momentum and stellar mass is accounted for (Brough et al. 2017). Finally, the stellar population parameters also suffer from conflicting correlations. Some observations indicate reduced star-formation activity (e.g., Balogh et al. 2004; Poggianti et al. 2006; Allen et al. 2016; Owers et al. 2019), a higher stellar metallicity (e.g., Schaefer et al. 2019), older stellar ages (e.g., Thomas et al. 2005; McDermid et al. 2015), and a lower gas content (e.g., Zabel et al. 2019) for higher local density, while others indicate that stellar mass is the driver instead of environment (Alpaslan et al. 2015; Goddard et al. 2017). Many of these correlations have also been found in recent cosmological hydrodynamical simulations (e.g., Choi et al. 2018; Wang et al. 2018a,b). More broadly, it is not straight forward to disentangle the effects of mass and environment, and it is likely that both play a role (Peng et al. 2010; Smith et al. 2012; McDermid et al. 2015; Wang et al. 2020), and joint analyses over all available parameters are needed such as those applied by Christlein & Zabludoff (2005) to global galaxy properties. The morphology, mass, and other galactic properties are intricately connected through each galaxy’s unique assembly history. It is therefore clear that to uncover what impact the environment has, if any, the complete assembly history must be investigated directly as a function of the environment.

The dynamical memory of galaxies plays an important role in attempting to disentangle such assembly histories, assisted by the (often long) dynamical times of galactic systems. As such, the stellar kinematics can provide insight into this history. Dynamical models of stellar kinematics have been employed to measure constraints on galaxy formation for a variety of morphological types and environments, based on a number of different principles. The Jeans equations have been readily applied owing to their relative simplicity and computational efficiency (e.g., Cappellari et al. 2013; Watkins et al. 2013; Zhu et al. 2016a,b; Poci et al. 2017; Bellstedt et al. 2018; Nguyen et al. 2019; Nitschi et al. 2020; Li et al. 2020; Cappellari 2016 for a review), though with specific assumptions about the intrinsic velocity distributions of galaxies. Distribution-function models (e.g., Cole & Binney 2017; Taranu et al. 2017; Pascale et al. 2018) can be quite general and computationally-efficient, but usually use parametric expressions which may not provide enough freedom. Finally, the Schwarzschild (1979) orbit-superposition method provides a general approach without the assumption of specific distribution functions or density distributions, while also providing a wealth of information on the intrinsic properties of the model. Though it is far more computationally-expensive, it has seen a growing diversity of applications (e.g., van der Marel et al. 1998; Cretton et al. 1999; Verolme & de Zeeuw 2002; Gebhardt et al. 2003; Valluri et al. 2004; Cappellari et al. 2006; Krajnović et al. 2009, 2015; Vasiliev 2013, 2019; Leung et al. 2018; Zhu et al. 2018a,b; Vasiliev & Valluri 2020). Through these models, a galaxy’s merger history can be traced through the potentially-complex observed kinematics, but only when confronted with a sufficiently-sophisticated dynamical model which can access the underlying intrinsic properties (e.g., van den Bosch et al. 2008; Lyubenova et al. 2013; Krajnović et al. 2015). However, purely-dynamical models can not produce a chronological assembly history, since they lack information about the ages of the stars and where they might have originated.

This work is part of the Fornax3D survey; an observational programme to study the Fornax galaxy cluster with the Multi-Unit Spectroscopic Explorer (MUSE) at VLT. In total, the survey observed 31 members of the Fornax cluster with $m_g < 15$ mag, at or interior to the Virial radius ($R_{\text{vir}} \sim 0.7$ Mpc; Drinkwater et al. 2001). Fornax is a well-surveyed (Drinkwater et al. 2001; Jordán et al. 2007; Davies et al. 2013; Muñoz et al. 2015; Iodice et al. 2016; Pota et al. 2018; Sarzi et al. 2018; Zabel et al. 2019; Scott et al. 2020) galaxy cluster at a distance $D \sim 20$ Mpc, and with a total halo mass of $\log_{10}(M_{\text{halo}}/M_\odot) \sim 13.85$ (Jordán et al. 2007). The application of the Schwarzschild models to Fornax3D data was showcased in Sarzi et al. (2018), and a qualitative comparison to the stellar populations was made in Martín-Navarro et al. (2019). In this work, we aim to measure complete chronological assembly histories of three edge-on S0 galaxies – FCC 153, FCC 170, and FCC 177 – by quantitatively combining these sophisticated dynamical modelling techniques with the measured stellar populations. They are discussed in conjunction with a previous application of this method (Poci et al. 2019) to a massive [$\log_{10}(M_*/M_\odot) \sim 11$] field S0, NGC3115, to probe any potential impact of the cluster environment.

This work is organised as follows: the data and target selection are briefly outlined in Sect. 2, and the combined dynamical and population modelling is detailed in Sect. 3. Results for each galaxy are presented in Sect. 4. The implications of these results in the context of the Fornax cluster and specific quantitative correlations are investigated in Sect. 5.

2. Data and targets

2.1. Photometry

The photometric data for this work is taken from the Fornax Deep Survey (FDS; Iodice et al. 2016; Venhola et al. 2018), which acquired deep photometry of the Fornax cluster out to in the $u, g, r$, and $i$ bands using the Very Large Telescope (VLT) Survey Telescope (VST). We utilise the $r$-band photometry to model the surface brightness distribution of these galaxies. We also make use of the $g-i$ colour to characterise the mass distribution beyond the field-of-view (FOV) of the spectroscopy (see Sect. 3.1). FDS data extend down to a surface brightness of $\mu_r \sim 28$ mag arcsec$^{-2}$ in the $r$ band.

Distances to these galaxies were measured in Blakeslee et al. (2009) via surface-brightness fluctuations. We adopt those measurements here, given in Table 1.
2.2. Spectroscopy

The spectral data are taken from the Fornax3D project (Sarzi et al. 2018). In this work, all data products are computed on the spectral range $\Delta \ell \in [4600, 6700]$ Å. This range avoids the problematic sky emission lines and telluric effects. It is wide enough, however, to include many of the important absorption features for the stellar population analyses. Moreover it encapsulates the bandwidth of the $r$ filter of VST which is utilised in conjunction with the spectroscopy to describe the luminosity density of the stellar kinematic tracer. To prepare the data products, the data-cubes are spatially binned to a target signal-to-noise ratio (S/N) of 100 using the Python implementation\(^1\) of the Voronoi binning technique (Cappellari & Copin 2003). This ensures that the kinematic and stellar-population measurements can achieve measurement errors $\lesssim 5\%$ (shown in Appendix B).

Kinematics are extracted for each binned spectrum using the pPXF (Cappellari & Emsellem 2004; Cappellari 2017) Python package\(^2\), which determines the line-of-sight velocity distribution (LOSVD) through moments of the Gauss-Hermite series. We extract the first six moments of the LOSVD in each bin; mean velocity $V$, velocity dispersion $\sigma$, skewness $\eta_3$, kurtosis $\eta_4$, and higher-order deviations $\eta_5$ and $\eta_6$. pPXF is run with the MILES empirical stellar library (Falcón-Barroso et al. 2011), and with an additive polynomial of degree 10 in order to accurately reproduce the line shapes. Naturally, spectra are dominated by the brightest components of the observed galaxies through the LOS, and so the extracted kinematics are effectively luminosity-weighted.

Star formation histories (SFH) and their mean stellar population properties are extracted by running pPXF with the E-MILES single stellar population (SSP) templates (Vazdekis et al. 2016) using the ‘BaST’ isochrone models (Pietrinferni et al. 2004). A multiplicative polynomial of degree 10 is included in order to account for the continuum without affecting the relative line shapes. The SSP models are normalised such that we measure luminosity-weighted stellar populations, in order to maintain consistency with the stellar kinematics and subsequent dynamical model (described in Sect. 3.2). The stellar-population fits use a first-derivative linear regularisation with $\Lambda = 1.0$, which prefers a smoother solution in the case of degeneracy between the SSP models. We assume a fixed Kroupa (2002) galaxy initial mass function (IMF). The canonical Salpeter (1955) IMF has been shown to disagree with the mass-to-light ratios from stellar dynamics (Lyubenova et al. 2016), while the low central velocity dispersion of these galaxies (Iodice et al. 2019a) is consistent with an IMF which is relatively deficient of dwarf stars (e.g., Thomas et al. 2011; Cappellari et al. 2012; Wegner et al. 2012). In this work, we explore the projected distribution of mean stellar age ($t$) and metallicity (total metal abundance, $[Z/H]$). Representative spectral fits are presented in Fig. 1.

The solutions from the stellar-population run of pPXF and the predictions from E-MILES (Vazdekis et al. 2010) then enable the derivation of the $r$-band stellar mass-to-light ratio ($M_*/L_r$) for each spectrum, using the mass in stars and stellar remnants for the assumed IMF. This is utilised for the dynamical modelling (Sect. 3.1). We generate Monte Carlo fits to the spectra by adding random noise within the variance spectra in the data-cubes. Each spectrum is re-fit 100 times to generate a new distribution of SSP weights. Luminosity-weighted properties are re-derived for each weight distribution. The ‘uncertainty’ in a given aperture is then estimated from the variance of luminosity-weighted properties across all Monte Carlo simulations in that aperture. These uncertainty maps (shown in Appendix B) are utilised to gauge the stability of our final results.

Similar data products have already been measured for these galaxies as part of Fornax3D (Pinna et al. 2019a,b; Iodice et al. 2019a). The motivation for re-extracting them in this work

---
\(^1\) Available at https://pypi.org/project/vorbin/
\(^2\) Available at https://pypi.org/project/ppxf/
is to achieve higher S/N for higher-precision stellar population parameters (see, for instance, Asa’d & Goudfrooij 2020) and to minimise the impact of measuring $\sigma_{\text{los}} \leq \sigma_{\text{inst}}$ (for the line-of-sight velocity dispersion and instrumental velocity resolution $\sigma_{\text{los}}$ and $\sigma_{\text{inst}}$, respectively; Cappellari 2017), albeit on larger spatial bins. Moreover, we fit the specific wavelength range, as discussed above. Finally, luminosity-weighted stellar populations are required for the analyses in this work as described above, while previous measurements are mass-weighted (Pinna et al. 2019a,b). The new kinematics from this work are consistent with previous measurements. The luminosity-weighted ages are systematically younger than the mass-weighted determinations while the metallicities are consistent, as expected (Serra & Trager 2007; McDermid et al. 2015).

### 2.3. Targets

For this work, due to the nature of our dynamical and population orbital analysis (Sect. 3), we selected a sub-sample of three galaxies: FCC 153, FCC 170, and FCC 177. These galaxies are all approximately edge-on, and have S0 morphology. They are all suitable targets for our analysis because they show no signs of dust or spiral arms. This is important because the dynamical model assumes a steady-state gravitational potential while spiral arms are transient, and dust would impact the inferences of the stellar populations. Additionally, our methodology (Sect. 3) is most robust for edge-on systems. Each galaxy has a central and outer pointing from the Fornax3D survey, ensuring that the impact of the ICL on the measured properties to be negligible. The FDS $r$-band light (ICL) detected towards the cluster centre (Iodice et al. 2017). At the distance and direction from the cluster centre to FCC 170, the ICL has a $r$-band surface brightness of $\sim 27.5$ mag arcsec$^{-2}$ (Iodice et al. 2017). In contrast, the spectroscopic data from the Fornax3D survey have a $r$-band target depth of 25 mag arcsec$^{-2}$ in the faintest regions covered by the FOV. For our sample, the FOV extend to 4.90, 5.63, and 9.61 kpc along the major axis for FCC 153, FCC 170, and FCC 177, respectively, at our adopted distances (see Table 1). In all three cases, therefore, we expect the impact of the ICL on the measured properties to be negligible, being at least $\sim 100$ times fainter than the faintest regions of the galaxies within our spectroscopic FOV.

### 3. Stellar content of galaxies

We endeavour to consider the complete stellar information content available through observations. The model we fit to these data was the self-consistent combination of Schwarzschild orbit-superposition dynamical models, using a triaxial implementation (van de Ven et al. 2008; van den Bosch et al. 2008), and stellar-population measurements derived from full spectral fitting. We employed the method described in Poci et al. (2019) for this combination. We therefore refer to that work and references therein for details, but lay out the basic structure of the method and the differences with that work in this section.

We also ensured that our data are tracing the galaxies themselves, and not components of the cluster environment. The FDS data show that FCC 170 is within the large-scale intra-cluster light (ICL) detected towards the cluster centre (Iodice et al. 2019a). This ICL component was measured to have total integrated magnitudes of $12.1 \pm 0.3$ and $11.4 \pm 0.3$ in $g$- and $r$-band, respectively, over an area of $\sim 432$ arcmin$^2$ (assuming a uniform surface brightness distribution; Iodice et al. 2017). At the distance and direction from the cluster centre to FCC 170, the ICL has a $r$-band surface brightness of $\sim 27.5$ mag arcsec$^{-2}$ (Iodice et al. 2017). In contrast, the spectroscopic data from the Fornax3D survey have a $r$-band target depth of 25 mag arcsec$^{-2}$ in the faintest regions covered by the FOV. For our sample, the FOV extend to 4.90, 5.63, and 9.61 kpc along the major axis for FCC 153, FCC 170, and FCC 177, respectively, at our adopted distances (see Table 1). In all three cases, therefore, we expect the impact of the ICL on the measured properties to be negligible, being at least $\sim 100$ times fainter than the faintest regions of the galaxies within our spectroscopic FOV.
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**Fig. 2.** Full $r$-band images from FDS, overlaid with the MUSE FOV in dashed brown for FCC 153 (left), FCC 170 (middle), and FCC 177 (right).
SSP-equivalent’, while the spectroscopic values are derived from the full SFH. To mitigate any systematic offsets this may cause, the photometrically-derived values are re-scaled to match the spectroscopic values in the overlapping regions. We emphasise that the rapidly-varying spatial structures in the stellar populations – caused primarily by the thin edge-on disks – are captured by the spectroscopy, while the photometry is utilised only in the region where variations are mild. Coupled with the intrinsic symmetry of the MGE fitting, the photometric $M_*/L_R$ serves to extend the range of the MGE model and stabilise the shape of the gravitational potential in that region. It can be seen in Figs. A.1–A.3 that there are no systematic offsets at the transition from spectroscopically- to photometrically-derived $M_*/L_R$, and the level of noise in the colour region is no greater than the pixel-to-pixel scatter in images to which MGE is typically applied. Overall, this procedure allows for the stellar populations to be more robustly accounted for.

### 3.2. Schwarzschild dynamical models

The basic premise of the Schwarzschild method is to numerically integrate a large number of permitted orbits within a model for the gravitational potential, then measure their kinematics and compare to observations. For real observations, the gravitational potential is of course unknown and must be iteratively fit for. To achieve this, we used a triaxial implementation of the Schwarzschild method that has been robustly developed and validated (van den Bosch et al. 2008; van de Ven et al. 2008; Zhu et al. 2018a,b, 2020; Jin et al. 2019). In this implementation, a single model is described by seven parameters:

(a) the three parameters describing the intrinsic shape and viewing direction of the stellar mass distribution, $q = C/A$, $p = B/A$, and $u = \Lambda'/A$, where $A$, $B$, and $C$ are the intrinsic major, intermediate, and minor axes, respectively, and $\Lambda'$ is the projected major axis.

(b) the mass of the central SMBH, $M_*$.

(c) the parameters of the dark matter (DM) profile, which is implemented as a spherical Navarro-Frenk-White (NFW) model (Navarro et al. 1996). These are the concentration $C_{DM}$ and dark mass fraction at $r_{200,DM}$.

(d) a global dynamical mass-to-light ratio, which we denote $\Upsilon$. This parameter can shift the global depth of the potential in order to better match the observed kinematics, but does not change its shape nor therefore which orbital families can reside within it. $\Upsilon$ is included to account for any deviations in the absolute depth of the gravitational potential due to the assumption of the IMF when computing the $M_*/L$ and/or systematics in the assumed DM halo model.

### 3.1. Stellar mass model

One of the most crucial aspects of a dynamical model of stellar kinematics is the input mass model in which the observed tracer population resides. This is often derived from the observed photometry. We begin by fitting a multi-Gaussian Expansion (MGE; Monnet et al. 1992; Emsellem et al. 1994) to the r-band photometry from FDS using a Python implementation3 (Cappellari 2002). This produces a projected surface-brightness model (MGE$_p$), which serves as the luminous tracer of the gravitational potential of the galaxy. These models are shown in Appendix A.

To reconstruct the mass, the surface brightness must be converted into surface mass density. While standard implementations of Schwarzschild (and indeed dynamical) models assume a spatially-constant conversion from luminosity to mass, we exploit the spatially-resolved map of stellar $M_*/L_R$ in order to account for the prominent structures and variations in the stellar populations that are resolved by the high-quality spectroscopy. We make additional use of the deep FDS photometry to constrain the stellar populations outside of the spectroscopic FOV to constrain the dynamical model well beyond the measured kinematics. We use the predictions from the E-MILES SSP models to derive a relation between $g-i$ colours and $M_*/L_R$, which we assume to be of the form $\log_{10}(M_*/L_R) \propto (g-i)$ as found empirically (Tortora et al. 2011; Wilkins et al. 2013; McGaugh & Schombert 2014; Du & McGaugh 2020). The smaller spectroscopic FOV, which is used where available, is thus augmented by the larger photometric FOV to generate $M_*/L_R$ on the same extent as the photometry. While the spectroscopic measurements of $M_*/L_R$ reach $\lesssim 60''$ for the three galaxies, the depth of the FDS survey allows this coverage to be extended to $\sim 150''$ providing a dramatic improvement to the constraints of the mass model. Using this large-scale combined (spectroscopic and photometric) $M_*/L_R$ map, MGE$_{p}$ is then converted to a map of surface mass density, to which a mass density MGE (MGE$_p$) is fit. The fits and results for all MGE$_p$ are given in Appendix A. Figures A.1–A.3 show deviations of up to $\pm 30\%$ compared to a spatially-constant $M_*/L_R$ (in projection). This approach takes into account not just these deviations in the absolute scale, but also the structures of the stellar populations, producing a more accurate mass model and subsequent dynamical model.

The photometric measurements of $M_*/L_R$ are effectively ‘SSP-equivalent’, while the spectroscopic values are derived
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3 Available at https://pypi.org/project/mgefit/
We streamlined the search through this large parameter-space by making reasonable assumptions about some of these parameters. The masses of the SMBH were fixed according to the empirical $M_\bullet-\sigma$ relation of Kormendy & Ho (2013), using the $\sigma$ measurements for these galaxies reported in Iodice et al. (2019a). In addition, we estimated the sphere of influence $r_1$ of each SMBH, which is utilised by the model but is not a free parameter, using the relation of van den Bosch et al. (2015). This is expected to have little impact on the model however – for the galaxy with the largest central velocity dispersion, FCC 170, $r_1 \approx 0.08''$, which is below the pixel scale of MUSE. In addition, the stellar shape $\epsilon$ was fixed to $\epsilon = (1.0-\epsilon)$ for some small number $\epsilon$ to avoid numerical issues. This assumption is reasonable since regular fast-rotator galaxies are found to be consistent with oblate intrinsic shapes (Weijmans et al. 2014). We note that mild triaxiality is still permitted in these models, with the condition that the potential must be axisymmetric in projection. The parameter-space is thus reduced to five dimensions: $q, p, \rho_{DM}, f_{DM}, \lambda'$. Each Schwarzschild model corresponds to a unique intrinsic gravitational potential. The orbital families which can reside within each gravitational potential are therefore also unique. Thus, each location in the hyper-parameter-space is accompanied by its own library of numerically-integrated orbits. These orbits are characterised by the integrals of motion which they conserve, namely the binding energy $E$, angular momentum $I_2$, and the third non-classical conserved integral $I_3$. Each library of orbits was generated by sampling these integrals in $(E, I_2, I_3) = (30, 20, 10)$ steps (logarithmically for $E$ and linearly for $I_2$ and $I_3$; see Cretton et al. 2000, for details of the integral sampling). The region around the best-fit model was re-computed with a higher orbit sampling of $(E, I_2, I_3) = (60, 30, 15)$ to increase the resolution of the resulting intrinsic properties. To avoid discreteness in these libraries, each orbit was dithered by a factor of 5, creating a cloud of orbits around each $(E, I_2, I_3)$. Using a Non-Negative Least-Squares (NNLS; Lawson & Hanson 1995) fit, the model selects the best sub-set of orbits from each library which reproduces the observed kinematics in projection. It simultaneously fits a boundary constraint, which in this work is the projected luminosity distribution, such that the weights assigned to the orbits during NNLS are luminosity weights. Thus, each unique gravitational potential has a corresponding unique set of best-fit orbits.

By construction, $\lambda'$ does not change the shape of the gravitational potential. In a gravitational potential with a fixed shape but varying $\lambda'$, the families of orbits do not change. Rather, the velocities of these orbits are simply scaled up or down to reflect a deeper or more shallow potential, respectively, and the NNLS fit is repeated for the scaled orbits. Therefore only four parameters require the computationally-expensive numerical integration of an orbit library. The five free parameters were optimised using an adaptive grid search, whose direction and step-size depend on the existing set of evaluated models, with a large initial spread to avoid local minima. The search terminated once all surrounding models were worse fits to the data. The kinematic fits are shown in the top seven rows of Figs. 7–9. The parameter-space searches and best-fit parameters are presented in Appendix B.

To avoid artificial bias in the model due to systematic asymmetries in the data, the even (odd) kinematic moments were point-(anti)symmetrised to be consistent with the intrinsic model symmetry$^4$. These asymmetries present deviations of up to $\sim 6$ km s$^{-1}$ in velocity and velocity dispersion with respect to the symmetrised kinematics, which is of order the measurement uncertainties on the kinematics. The ‘raw’ un-symmetrised kinematics and their Monte Carlo-derived errors are shown in Appendix B.

The Schwarzschild models allow us to investigate the distribution of mass within these galaxies. Enclosed mass profiles are presented in Fig. 3, where the maximum extent of the spectroscopy is marked by $R_{\text{max}}$, while useful quantities are provided in Table 1. It can be seen that FCC 170 is baryon-dominated within the spectroscopic FOV, while FCC 153 and FCC 177 transition to DM-dominated at or below their effective radii (given in Table 1). We also define $R_{\text{enc}}$, the spherical radius which encloses 98% of the stellar mass (derived by integrating the stellar mass profile). This reduces the dependence of the mass profile on the lowest surface-brightness (most uncertain) regions. These radii are in good quantitative agreement with the maximum extent of the surface brightness profiles of Spavone et al. (2020). The corresponding stellar and DM masses within $R_{\text{enc}}$ are denoted by $M_{\text{enc}}^\star$ and $M_{\text{DM}}^\text{enc}$, respectively. These are given in Table 1. The amount of stellar mass outside of the spectroscopic FOV can be estimated as $\log_{10}[M_{\text{enc}}(R = R_{\text{max}})/M_{\text{enc}}(R = R_{\text{enc}})]$. This gives 0.12, 0.09, and 0.07 dex, for FCC 153, FCC 170, and FCC 177, respectively. While the mass in this region ($R_{\text{max}} < R < R_{\text{enc}}$) is not directly constrained by the kinematics, it is still constrained by the mass model described in Sect. 3.1. We explore these mass distributions further in the sections below.

3.3. Dynamical decomposition

From the best-fit dynamical model, we used the phase-space of circularity ($Zhu et al. 2018b$), $\lambda_c$, and cylindrical radius, $R$, in order to conduct a dynamical decomposition. This radius represents the time-averaged cylindrical radius of each orbit over its orbital period. The circularity is a normalised measure of the intrinsic orbital angular momentum, and we used it here to divide the Schwarzschild model into orbits with varying degree of rotation ($|\lambda_c| \sim 1$) or pressure ($\lambda_c \sim 0$) support. In order to account for the structure in the kinematics and stellar-population maps simultaneously, and motivated by tests conducted in Poci et al. (2019), we divided the phase-space into many ($10^2$)

---

$^4$ Using the plotbin package, available at https://pypi.org/project/plotbin/
Phase-space of circularity $\lambda_z$ as a function of cylindrical radius $R$ for the best-fit model of FCC 153. The colour represents the orbital weight from the Schwarzschild model, which has been normalised to an integral of unity. The dynamical decomposition is overlaid in black, where only those components which have non-zero contribution to the original model are defined. The figure is shown on the radial extent of the spectroscopy for clarity, but the decomposition is conducted over the full Schwarzschild model. The black dashed line is the half-mass radius, derived from MGE, shown for scale. The distribution indicates the prevalence of high-angular-momentum (cold disk-like) co-rotating orbits in this galaxy, with very little contribution from hot ($\lambda_z \sim 0$) or counter-rotating ($\lambda_z < 0$) orbits.

This was achieved by imposing a log-linear grid on the circularity phase-space. The radial axis was sampled logarithmically, but with a floor on the grid size. This preserves the orbital sampling from the Schwarzschild model but avoids generating cells in the circularity phase-space which are below the spatial resolution of the data. The circularity axis was sampled linearly. This phase-space and corresponding dynamical decompositions are presented in Figs. 4–6 for FCC 153, FCC 170, and FCC 177, respectively. This sampling in $\lambda_z - R$ was used for all three galaxies, however the final distribution of ‘components’ depends on the circularity distribution of each galaxy’s best-fitting Schwarzschild model.

A single component is composed of a unique subset of the orbit library of its parent Schwarzschild model. The decomposition is an effective way of simply bundling orbits of similar properties – in this case, angular momentum and radius. Kinematics, masses, and mass densities are computed for each component individually, based on its specific subset of orbits and those orbits’ relative contribution to the original dynamical model. Thus, each component has fixed projected kinematics and spatial distributions.

The binding energy $E$, which is sampled logarithmically in the Schwarzschild models, is equivalent to the radius for a circular orbit.

Fig. 4. Phase-space of circularity $\lambda_z$ as a function of cylindrical radius $R$ for the best-fit model of FCC 153. The colour represents the orbital weight from the Schwarzschild model, which has been normalised to an integral of unity. The dynamical decomposition is overlaid in black, where only those components which have non-zero contribution to the original model are defined. The figure is shown on the radial extent of the spectroscopy for clarity, but the decomposition is conducted over the full Schwarzschild model. The black dashed line is the half-mass radius, derived from MGE, shown for scale. The distribution indicates the prevalence of high-angular-momentum (cold disk-like) co-rotating orbits in this galaxy, with very little contribution from hot ($\lambda_z \sim 0$) or counter-rotating ($\lambda_z < 0$) orbits.

Fig. 5. Same as Fig. 4, but for FCC 170. This galaxy has a large contribution from hot central orbits, with most of the cold orbits appearing at larger radius.

Fig. 6. Same as Fig. 4, but for FCC 177. Similarly to FCC 153, this galaxy is dominated by co-rotating cold orbits.

3.4. Adding stellar populations

We now describe the extension beyond the standard Schwarzschild approach for the inclusion of the stellar population measurements. In order to self-consistently combine the kinematics and stellar populations, we exploited the fact that both the derivation of the SFH from full spectral fitting
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and the construction of the Schwarzschild model are based on the same principle; they are weighted integrations over many distinct populations, integrated through the line-of-sight (LOS). Specifically, the measured stellar populations are luminosity-weighted by construction as described in Sect. 2.2, and the orbital weights are constrained by the surface brightness even though their dynamical properties are computed in the total gravitational potential. Therefore, we assume that the distributions of stellar and dynamical populations are the same. The weight distributions from the dynamical models were then used to derive the distributions of stellar populations that reproduce their observed maps. The result is that each orbit which contributes to the dynamical model now has an associated age and metallicity. Each dynamical component can thus be considered a mono-abundance population. By fitting age and metallicity independently, we avoided the possibility of degeneracies between them, as well as having to assume a specific age-metallicity relation. Instead, regularisation was utilised for each stellar-population fit, and is analogous to what is routinely used for spectral-fitting analyses such as in Sect. 2.2.

The specific implementation is detailed in Poci et al. (2019). We tested this approach using mock data from the Auriga simulations (Grand et al. 2016), presented in Appendix C, and find that the main results of this work are accurate to \( \lesssim 10\% \) (Fig. C.4). An alternative approach which uses a chemical-evolution model to derive the age-metallicity relation is presented in Zhu et al. (2020).

The subsequent integration through the LOS of the stellar orbits reproduces all measured kinematic and stellar-population maps. Fits to all maps are shown in Figs. 7–9. We also conducted Monte Carlo simulations by re-fitting the stellar-population maps 100 times after randomly perturbing them within their measurement errors. These fits re-distribute the dynamical components in the \( t = [Z/H] \) plane (without changing their kinematics), and so were used to estimate the uncertainties of our results. Using all available information – kinematics, ages, metallicities, and density distributions – we can now investigate the formation events that built up each galaxy.

## 4. Combined dynamical and stellar populations

The combination of dynamical and stellar populations is imperative to be able to decode the integrated assembly history into its constituent events. We do this using the diagnostic power of Figs. 10–12 for FCC 153, FCC 170, and FCC 177, respectively. These figures show radial profiles of the intrinsic vertical stellar velocity dispersion \( \sigma_z(R) \) and the projected surface brightness distributions for each galaxy as a function of both age and metallicity. This combination of kinematic and population constraints effectively produces star-formation and accretion histories similar to pre-existing resulting in genuine maps assembly histories. The vertical velocity dispersion is a useful metric for discriminating between different dynamical structures, as well as being comparable to a variety of different observations (explored below). However, for dissecting the model into different dynamical regimes, we used the intrinsic orbital circularity to determine dynamical temperature as this property is inherently connected to the intrinsic orbital phase-space. Before exploring each galaxy individually, we first qualitatively discuss how various features of these figures are interpreted.

The presence of cold kinematics and flattened (‘disk’-like) mass distributions are interpreted as in situ star formation, especially (though not necessarily) at high metallicity. Metal-rich and metal-poor stars in this regime would indicate that the gas likely originated from internal (recycling) and external (accretion) sources, respectively. This selection is in principle independent of age.

Centralised spheroidal distributions which are dynamically hot are interpreted as the in situ core or ‘bulge’. There is no strict selection on the stellar populations, since a large diversity has been observed in this region, especially if a stellar bar is or was present in the galaxy (Morelli et al. 2008, 2016; Coelho & Gadotti 2011; Zhao 2012; Florido et al. 2015;
Seidel et al. 2015; Corsini et al. 2018). Orbits at large radius with hot kinematics and with metallicities towards the metal-poor tail of the host galaxy’s distribution are interpreted as the result of stellar accretion from many lower-mass systems. Such accretion is expected to be at least dynamically ‘warm’. This is because, although the impact of satellites may be preferentially along a particular axis (Shao et al. 2019), accreted stars would nevertheless be on dynamically hotter orbits compared to the in situ cold disk. In the event of minor merging, the accreted systems will, by definition, be lower mass than the host, and via the mass-metallicity relation will thus have lower metallicities on average. Since the age of the accreted stars depends critically on the SFH of the satellites, we make no selection on age for the ‘accreted’ stars. It is possible that some orbits in this regime have an in situ origin, from either past major mergers or significant external perturbations (since low-mass accretion events themselves are not expected to perturb the existing disk significantly; Hopkins et al. 2008). We nevertheless interpret this region as accretion under the assumption that it is dominated by ex situ material, subject to possible contamination by in situ material.

In the remainder of this section, the results are discussed briefly for each galaxy in the context of their individual assembly histories. We constrain the origin of dominant structures in each galaxy, which includes identifying the fraction of likely accreted material. Since the condition described above for the selection of accreted material favours orbits at larger radii, the limited spectroscopic FOV can bias these estimates. We instead estimate the accretion fraction as $f_{\text{acc}} = M_{\text{acc}} / M_{\text{enc}}$, where the accreted stellar mass $M_{\text{acc}}$ is approximated for each galaxy below, and the total enclosed stellar mass $M_{\text{enc}}$ is given in Table 1. This proposed accreted fraction is discussed further in Sect. 5.

4.1. FCC 153

FCC 153 is suspected of being an ‘intermediate in-faller’ to the Fornax cluster ($4 < t_{\text{in-fall}} < 8$ Gyr; as estimated from the
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**Fig. 8.** Same as Fig. 7, but for FCC 170.

**Fig. 9.** Same as Fig. 7, but for FCC 177.
Fig. 10. Mass assembly history for FCC 153. The panels are ordered by increasing mean stellar age (left to right) and decreasing mean stellar metallicity (top to bottom). The value given at the top and right of each column and row, respectively, denotes its upper bound (inclusive). Each panel is composed of a radial profile of the vertical stellar velocity dispersion $\sigma_z$ (black/white curve), the surface brightness distribution at the best-fitting projection (top-right) with the outline of the MUSE mosaic shown in dashed brown, and the total stellar mass within the FOV for that panel. The $\sigma_z(R)$ profiles are coloured according to the stellar mass in that panel at that radius (sampled within the logarithmic radial bins). This indicates the spatial region in which each curve contributes most (white regions), and which regions may be impacted by numerical noise (black regions). The grey shaded regions show the spread of velocity dispersion profiles for 100 Monte Carlo fits to the stellar-population maps. This galaxy exhibits a dominant disk-like, metal-rich component that has steadily formed over the last $\sim 10$ Gyr.

Cluster projected phase-space diagram in Iodice et al. 2019a). Figure 10 exhibits the largest spread of metallicity of the three galaxies studied here. FCC 153 also shows the strongest recent star-formation activity, having formed the most stellar mass ($\sim 3 \times 10^9 M_\odot$) in recent times ($<6$ Gyr), and in a kinematically-cold configuration. In fact, our model reveals that it has retained cold kinematics over all redshifts with even the oldest bins containing stars with $\sigma_z \sim 50$ km s$^{-1}$. The combination of late-time star-formation and persistent cold kinematics implies that the integrated assembly history of this galaxy (all mergers and interactions combined) has had a minimal impact, at least in the region covered by the spectroscopy. There is a suggestion of stellar accretion through the old, kinematically-warm, metal-poor population forming part of the stellar ‘halo’. We can use the model to estimate the mass in accreted stars by quantitatively isolating the orbits which meet the qualitative criteria discussed above. Specifically, orbits are selected with $[Z/H] \leq -0.5$ dex (lower half of Fig. 10), $|\lambda| \leq 0.5$, and mean guiding radius $r \geq 2$ kpc ($\sim 20''$) to exclude any potential in situ ‘bulge’-like orbits (see Fig. 4). This selection results in $f_{\text{acc}} \sim 10\%$. Under the assumption that these criteria isolate the accreted stars, we estimate an accreted mass of $M_{\text{acc}} \sim 1 \times 10^9 M_\odot$. This selection has a luminosity-weighted average age and metallicity of $t = 11.8$ Gyr and $[Z/H] = -1.3$ dex, respectively. Compared to the other two galaxies in this work, FCC 153 has the highest $f_{\text{acc}}$, and its relatively late in-fall may explain that. This is supported by the average age of the tentative accreted material, which implies that the main accretion events (those which dominate the luminosity-weighted average) occurred $\lesssim 11.8$ Gyr ago.

4.2. FCC 170

FCC 170 is believed to be an ancient in-faller to the Fornax cluster ($t_{\text{in-fall}} > 8$ Gyr; as estimated from the cluster projected phase-space diagram in Iodice et al. 2019a). It is the most distinct galaxy of those modelled in this work, being the most massive (Table 1). It is also believed to be situated closest to the cluster core. FCC 170 appears to have ceased the majority of its star formation the earliest, and its early in-fall and current position in the cluster likely played a role. The galaxy is very old, but we see evidence of recent star-formation, again in a cold configuration seemingly in spite of its environment (Fig. 11). Overall, FCC 170 has relatively-high velocity dispersion everywhere with respect to the other two galaxies. Yet the central regions (where we probe with the spectroscopy) have remained heavily rotationally-supported over its history, with $\sigma_z \leq 100$ km s$^{-1}$. 
Fig. 11. Same as Fig. 10, but for FCC 170. This galaxy is dominated by an old central pressure-supported spheroidal component spanning \(\sim 1\) dex in metallicity. It has a secondary contribution from a progressively thinner and younger disk-like component, and a potential minor contribution from a warm metal-poor halo-like component.

Applying the same accretion criteria as for FCC 153, we estimate an accretion fraction of \(f_{\text{acc}} \sim 7\%\), implying \(M_{\text{acc}} \sim 3 \times 10^9 M_\odot\) with a luminosity-weighted average age and metallicity of \(t = 13.3\) Gyr and \([Z/H] \approx -1.3\) dex, respectively. With respect to FCC 153, this implies that FCC 170 experienced more accretion events of lower mass (lower metallicity).

4.3. FCC 177

FCC 177 is also believed to be an ancient in-faller (Iodice et al. 2019a), as for FCC 170. It has the lowest stellar mass and highest DM fraction of the three galaxies studied here (Table 1). It exhibits low velocity dispersion (\(\sigma_c < 100\) km s\(^{-1}\)) everywhere and at all times, with the younger, metal-rich populations reaching \(\sigma_c \lesssim 20\) km s\(^{-1}\) (Fig. 12). We find evidence for a delayed formation, with only a small fraction of old populations (\(t \gtrsim 12\) Gyr) and without any clear spatial structures. At later times, FCC 177 appears to have sustained modest and roughly-constant star-formation for \(t \lesssim 10\) Gyr. This combination of prolonged star-formation and cold kinematics is especially surprising given its early in-fall, and poses problems for the expectation of group pre-processing and cluster quenching processes. The mass budget of FCC 177 is more complicated to disentangle, especially due to the relatively diffuse mass at old ages. In fact, FCC 177 has formed the largest percentage of its stellar mass in recent times, compared to the other two galaxies. Moreover, our assembly history indicates that for lookback times greater 10 Gyr ago, FCC 177 had just \(\log_{10}(M_*/M_\odot) \sim 8\), implying that the in situ component formed during that time would be lower metallicity with respect to the other two galaxies during the same period. This caveat notwithstanding, applying the same criteria as for the other galaxies, we estimate \(f_{\text{acc}} \sim 6\%\). This results in \(M_{\text{acc}} \sim 3 \times 10^8 M_\odot\), with luminosity-weighted average age and metallicity of \(t = 12.8\) Gyr and \([Z/H] \approx -1.5\) dex, respectively.

5. Mass assembly histories in context

In this section we review all the evidence afforded by this technique in the context of the Fornax cluster in order to investigate the dominant processes that built up the stellar mass in these galaxies. By analysing the trends in Figs. 10–12, and exploring them more quantitatively throughout this section, we can constrain certain formation mechanisms.

Interestingly, we see a diversity in the assembly histories of the three galaxies studied here via the different distributions of mass between Figs. 10–12. Yet the persistence of kinematically-cold orbits is common throughout all of the galaxies for all stellar ages. The observation of such kinematics for old populations places constraints on both internal and external disruption processes. Owing to the archaeological nature of the methodology employed here, all stars are observed in their present-day, not formation, configurations. It is clear, therefore, that in order for these orbits to remain kinematically-cold, those stars need not only form as such, but also experience little-to-no subsequent disruption until the epoch of observation. This implies that neither internal instabilities nor the cluster potential (or other
members) can cause significant perturbations to the kinematics of the central regions of these galaxies (though this is discussed further in Sects. 5.1 and 5.2). For the same reason, we argue that these galaxies have likely not experienced any high-mass-ratio mergers, as they would have similarly disrupted these old cold orbits (Hopkins et al. 2008).

There seems to be no lack of historic star-formation activity in these galaxies. This is perhaps most surprising for FCC 170 which exhibits by far the oldest mean stellar age, and is purported to reside in the central region of the cluster. We find evidence for the continued formation of stars in all three galaxies down to relatively young ages, and at super-solar metallicity. These episodes occurred comfortably after each galaxy is suspected to have entered the cluster. Their metallicity is consistent with self-enrichment, and thus in conjunction with their kinematics, these stars very likely formed in-situ from recycled gas.

The accretion of low-mass stellar systems is expected to deposit material into the outer stellar ‘halo’ regions of galaxies. It is also expected to contribute significantly to the present-day stellar mass of galaxies (Oser et al. 2010). We have estimated, however, low accretion fractions (<10%) for the galaxies studied here. There are two sources of uncertainty in the $f_{\text{acc}}$ estimates in this work; contamination by in situ stars in the region we consider ‘accreted’, and excluding some accreted material which resides at lower radius. We can not strictly exclude an in situ contribution to these accretion fractions, but such contamination would imply an intrinsic accreted fraction even lower than estimated here. Without major mergers, any in situ stars that satisfy the proposed criteria for accretion are difficult to explain, unless external perturbations from the cluster have caused dramatic transformations. Moreover, Karademir et al. (2019) find that mergers with smaller mass ratios deposit stars at larger radii. Once again, since we have argued against major (or even a significant amount of minor) mergers, it is plausible that at least the majority of accretion for these galaxies resides at large radius. Davison et al. (2020) similarly find that for galaxies in the EAGLE simulation, most of the accreted mass is deposited beyond the half-mass radius $r_{1/2}$ for host stellar masses within the range of our Fornax galaxies. We nevertheless caution that $f_{\text{acc}}$ is subject to these uncertainties, and highlight that the other main conclusions of this work do not depend on the measurements of accretion. While the mass models are constrained over the full extent of the galaxies using the FDS photometry (Sect. 3.1), we can not exclude higher accretion fractions being found at larger radii as inferred by, for instance, Pulsoni et al. (2018) for the stellar mass range probed by our sample.

A lack of accretion can be explained by the high relative motions of member galaxies within a cluster, and reduced merging has been seen previously for cluster members with respect to the field (Berrier et al. 2008; Pipino et al. 2014). Specifically for the Fornax cluster, its members and their globular cluster (GC) populations have been analysed previously (Jordán et al. 2015; Fahrion et al. 2020). Fahrion et al. (2020) finds that FCC 170 has a significantly reduced number of GC for its stellar mass, and those that it has are notably metal-poor. While the numbers of GC for FCC 153 and FCC 177 are less unusual, since the hosts are themselves lower stellar mass, their GC are also more metal-poor compared to the stellar body by $\sim$1 dex. This implies that

---

**Fig. 12.** Same as Fig. 10, but for FCC 177. This galaxy appears to have begun forming late. It is dominated by a young, thin disk, with contributions from dynamically-warmer and slightly older stars.
the GC originated in lower-mass systems. Once again, this suggests a lack of major mergers, and low incidence of minor merging for the three galaxies studied here. Low accretion fractions for these three galaxies were also inferred from the analysis of Pinna et al. (2019a). These galaxies appear to have been shut off from sources of external material by the cluster environment, which has likely stiffened their growth. Their stellar mass assembly was able to continue through in situ star formation, but has ceased in the present day likely due to the exhaustion of internal gas in conjunction with the lack of replenishment.

5.1. The stellar age–velocity-dispersion relation

Here we quantitatively explore some of the correlations alluded to in the assembly histories. To this end, we investigate the vertical component of the intrinsic stellar velocity dispersion, \( \sigma_z \), as a function of formation time of the stars (converted to redshift assuming the cosmology of Ade et al. 2016, as implemented in astropy). This stellar age–velocity-dispersion relation (AVR) has been studied previously in the Local Group (Wielen 1977; Nordström et al. 2004; Rocha-Pinto et al. 2004; Seabroke & Gilmore 2007; Martig et al. 2014; Sharma et al. 2014; Beasley et al. 2015; Hayden et al. 2017; Grieves et al. 2018; Bhattacharya et al. 2019; Mackereth et al. 2019) and a number of cosmological and idealised simulations (Bird et al. 2013; Aumer et al. 2016; Grand et al. 2016; Kumamoto et al. 2017). The gas-phase AVR is also well-studied (e.g., Wisnioski et al. 2015). While the stellar AVR is derived through the properties of stars of different ages within individual galaxies, in contrast, the gas-phase AVR is measured via the global properties of different galaxies observed directly at different redshifts. In all cases, \( \sigma_z \) is seen to decrease towards the present day, but with competing explanations as to the physical driver of this relation. It is often thought to be the result of either internal instabilities whose cumulative effects have disturbed older stars more (Saha et al. 2010; Aumer et al. 2016; Grand et al. 2016; Yu & Liu 2018) or that populations of stars which formed at high redshift inherited higher random motion from their surroundings, which has been decreasing towards the present day as conditions stabilise (Noguchi 1998; Bournaud et al. 2009; Bird et al. 2013; Leaman et al. 2017; Ma et al. 2017). Since the AVR pertains to the conditions which lead to star-formation, the measurements of these properties are restricted to the disk plane, as this is where in situ star-formation is expected to occur.

The stellar AVR measured in this work for the three Fornax galaxies are presented in Fig. 13, with comparisons to literature measurements. We track the velocity dispersion as a function of formation redshift, marginalised over metallicity and radius. That is, at fixed age, the metallicities are averaged according to their luminosity-weighted contribution to the model, then similarly for radius. This maintains the appropriate weighting such that the final \( \sigma_z \) measurements are also luminosity-weighted. For consistency with literature measurements, we measure these properties for the ‘disk’-like orbits of the models; that is, we consider only those orbits with |\( L_z \)| \( \geq 0.8 \). The resulting relations are shown by the large stars in Fig. 13. Additionally, the relations for all orbits (with no selection on circularity) are given by the dashed curves.

All of these galaxies show the same general trend of decreasing \( \sigma_z \) with decreasing stellar age. The trends we measure for the stellar \( \sigma_z \) are flatter than those for direct gas measurements, as the stars do not reach the coldest dynamical temperatures observed in gas in the present day. This is in agreement with predictions from simulations (Pillepich et al. 2019). We also see that the field galaxy NGC 3115, despite being two times more massive than our most massive Fornax object, exhibits comparable vertical velocity dispersion. By comparing the disk AVR to the full-orbit AVR, it can be seen that all three Fornax galaxies show a measurable contribution from non-disk-like orbits at all ages. Together, these observations imply that we are likely measuring the impact of the cluster on the dynamics of its galaxies due to so-called ‘harassment’ (Moore et al. 1996); frequent though minor gravitational interactions between galaxies in close proximity. External perturbations have also been seen to cause heating coincident with the time of the interaction (Grand et al. 2016).

Our results are also compared in Fig. 13 to data from the Milky-Way, both on \( \langle \sigma \rangle = 270 \) pc and \( \langle \sigma \rangle = 270 \) pc) the disk plane (Yu & Liu 2018). For comparison, the physical pixel scale of the data used in this work is \( \sim 20 \) pc pixel\(^{-1} \), but with a real physical resolution of \( \sim 70 \) pc due to the point-spread function of the observations. So while our models are not separated based on height above the plane, they still probe the most dynamically cold physical scales, meaning that any differences between these results are not due to spatial resolution effects. All four S0 galaxies exhibit a systematic increase of \( \sigma_z \) with respect to the Milky-Way, which is expected since galaxies that can support spiral

![Fig. 13. Stellar disk AVR as derived from our models. The coloured stars are the galaxies modelled in this work (and Poci et al. 2019, for NGC 3115). The symbol size is proportional to the fractional stellar mass in each age bin, for each galaxy independently. The horizontal error-bars denote the width of the age bin. The vertical error bars are computed as the weighted standard deviation within each age bin, for the best-fit model. The shaded regions show the spread in \( \sigma_z \) for 100 Monte Carlo fits to the stellar-population maps. The dashed curves show the stellar AVR of the four S0 galaxies when all orbits are included (no selection on orbital circularity). The box-whisker plots are literature measurements of cold gas disks, from HERACLES (Leerruy et al. 2009), DYNAMO (Green et al. 2014), GHASP (Epinat et al. 2010), PHIBBS (Tacconi et al. 2013), MASSIV (Epinat et al. 2012), OSIRIS (Law et al. 2009), AMAZE-LSD (Gennucci et al. 2011), SINS (Schreiber et al. 2009) and z-C-SINF (Schreiber et al. 2014), KMOS\(^\text{3D}\) (Wisnioski et al. 2015), and KDS (Turner et al. 2017). The black dots and crosses are Milky-Way stellar measurements (Yu & Liu 2018) for stars on \( \langle z \rangle < 270 \) pc and off \( \langle z \rangle > 270 \) pc the plane, respectively. Galaxy disks become dynamically colder towards the present day. The cluster S0 galaxies have a higher contribution from warmer orbits at more recent times compared to the field galaxy (comparing the full and disk-only \( \sigma_z \)). The Milky-Way, despite its higher stellar mass, is dynamically colder than the S0 galaxies studied here.](A145_image)
arms should be dynamically colder. In this case, the offset is likely a combination of the different morphology and environment, yet the general shape of the relation is preserved despite these differences.

As discussed above, each galaxy retains a significant portion of mass with cold kinematics and disk-like morphology at the oldest age. Specifically, these oldest age bins (as seen in the present day) exhibit $\sigma_z \sim 50 \text{ km s}^{-1}$ on the disk plane at intermediate radii and high metallicity. This is inconsistent with internal heating whose effect should be maximal for the oldest stars. For instance, the simulations of Aumer et al. (2016) show that for the oldest stars, internal heating will increase $\sigma_z$ by $\sim 15-20 \text{ km s}^{-1}$ above the value at birth. For the old stars we measure in the present day which have $\sigma_z \sim 50 \text{ km s}^{-1}$, this would imply that they were born with $\sigma_z \sim 30-35 \text{ km s}^{-1}$ at $z = 4-5$, which is significantly lower than the gas measurements at that epoch. Therefore, we conclude that the AVR for these galaxies is the result of hotter dynamical temperatures at early times, while further minor heating is contributed by the cluster interactions.

Closer inspection of Figs. 10–12 indicates a 3D correlation between mean $\sigma_z$, stellar age, and stellar metallicity, yet the results of Fig. 13 marginalise over metallicity. We therefore compute these relations without such marginalisation, to investigate the impact of age and metallicity independently. These are presented in Fig. 14. In order to avoid numerical noise which could be introduced through the increasingly-complex selection criteria, we conduct this analysis on the full diversity of orbits (without selecting on circularity). The curves in Fig. 14 are constructed by collecting individual rows and columns of Figs. 10–12. Each panel of those figures is integrated along the radial profile, preserving the luminosity weighting at each point, to produce a single $\sigma_z$ measurement for that panel. Each row in the assembly histories corresponds to a single curve of the AVR at fixed metallicity (left column of Fig. 14), while each column in the assembly histories corresponds to a single curve of the [$Z/H$]–$\sigma_z$ relation at fixed age (right column of Fig. 14). The Spearman rank correlation coefficient $r$, which indicates the strength and direction of a trend, is computed using the scipy implementation for all curves in a given panel. The corresponding $p$-value is also shown for each panel, which indicates the probability that the two axes are uncorrelated.

We observe a significant [$Z/H$]–$\sigma_z$ correlation at fixed age, such that the more metal-poor stars are dynamically hotter. Similar correlations between the metallicity and vertical velocity dispersion have been seen previously for the Milky-Way (for the iron abundance [Fe/H], and typically with non-trivial selection functions; Meusinger et al. 1991; Ness et al. 2013; Minchev et al. 2014; Grievs et al. 2018; Arentsen et al. 2020) and for M31 (Dorman et al. 2015) but those results are marginalised over age. Similarly, all previous studies of the stellar AVR lag is constrained biased over metallicity — with the exception of Sharma et al. (2020), discussed below. Interestingly, Guiglion et al. (2015) see the inverse trend of $\sigma_z$ with [Mg/Fe] at fixed [Fe/H] for the Milky-Way. Figure 14 shows that the AVR is a weak correlation once metallicity is accounted for, quantified by the correlation coefficients in each case. At fixed age, the [$Z/H$]–$\sigma_z$ relation is significantly more correlated than the AVR at fixed metallicity. We emphasise that the stellar AVR in Fig. 13 (even the dashed full-orbit curves) exhibits a correlation which is consistent with previous measurements when metallicity is not taken into account. This means that the result in Fig. 14 can not be due to any degeneracy between age and metallicity in our models. Furthermore, age and metallicity are fit independently in Sect. 3.4, and the spatial coherence of the dynamical components (each spatial bin is not independent) is exploited to produce possible degeneracies within each fit. At face value, this result implies that [$Z/H$]–$\sigma_z$ is the underlying physical correlation, while the impact of age (or formation redshift) is of secondary importance. In this scenario, the stellar AVR would manifest through the age-metallicity relation and its scatter. Finally, while the results in Fig. 14 include the full diversity of orbits from our models, we confirmed, by removing the suspected accretion components (via the same selection identified in Sect. 4) that neither the direction nor the relative significance of these correlations change. This implies that the results
of Fig. 14 are not merely driven by the fact that accreted material is often dynamically hotter and relatively metal-poor, but rather that it is inherent to what we identify as the in situ component.

We posit that the \([Z/H]−\sigma_z\) relation is driven by the successive ‘generations’ of star formation, each becoming more enriched and more dynamically-cold than those before (in the absence of accretion which would result in the chemical and dynamical mixing of the populations). This could be the case if, for instance, mass segregation of metals occurs vertically as well as radially. Alternatively, this would be the result if higher-metallicity gas requires colder kinematics before star formation is possible, or if the cooling effects of metals naturally produces more dynamically-cold disks if the gas is more metal-rich. Choi & Nagamine (2009) show that metal cooling can significantly increase the star-formation efficiency of the inter-stellar medium, though there is no direct link in that work to dynamics.

Yet measurements of the gas-phase AVR show clear trends with redshift, and the physical interpretation in that case explicitly includes a redshift dependence. However this redshift dependence is via gas depletion through the cosmic specific SFR (such as in Whitaker et al. 2014); in that scenario, galaxies with larger gas fractions experience larger inter-stellar medium turbulence, and higher \(\sigma_z\) is imparted to the stars upon star formation (Leaman et al. 2017). So in much the same way as the scenario proposed here for the stellar AVR, the gas-phase AVR is tied to episodes of star formation, which happen to decline on average with redshift. This subtle difference is especially important when analysing individual galaxies with individual assembly histories. There also remains significant scatter at fixed redshift within the gas-phase AVR that needs to be accounted for, which indicates a potential additional dimension to this issue. Naturally, these star-formation episodes lead to enrichment of the gas over cosmic time (Daigne et al. 2006; Kobayashi et al. 2007). Therefore, if metallicity is the underlying physical driver of the gas-phase AVR, it would still manifest as an observed redshift dependence without intrinsically depending on redshift directly. But this is only, at present, a circumstantial argument in lieu of an explicit experiment for gas disks.

In any case, a testable prediction of this hypothesis is that at fixed present-day stellar mass (and without significant ex situ contributions or perturbations), galaxies with higher SFR (that is, faster chemical enrichment) should achieve dynamically-colder orbits at fixed age – or alternatively, the stellar AVR should have a steeper slope. This is because in such a scenario, the absolute cosmic time is not the driver of the AVR, but rather the time it takes for a particular galaxy to achieve a particular degree of enrichment. Since the stellar metallicity and \(\sigma_z\) will depend on both stellar mass and accretion history, it is imperative to control for those parameters to test this prediction. This is at present not possible for the sample of galaxies for which our analysis has been performed, but should be accessible to theoretical models and simulations. In fact, Just & Jahreiß (2010) explicitly investigate the effect of SFR on the stellar AVR, tailored to fit the Milky-Way, through a series of models. That work finds that for similar forms of the SFH, the model with a higher SFR has lower vertical velocity dispersion, despite peaking at earlier epochs.

The outlier in this respect from Fig. 14 is NGC 3115. We have already established that accretion has played a minor role in the stellar mass assembly of the three Fornax galaxies. Conversely, Poci et al. (2019) conclude that NGC 3115 assembled \(~68%\) of its present-day stellar mass from external sources. Moreover, given the higher stellar mass of NGC 3115, these accreted systems could be higher mass, and therefore more enriched on average, compared to lower-mass satellites accreted onto lower-mass hosts. Thus the age and metallicity trends would be significantly phase-mixed, as is seen by the reduced correlation coefficients. The persistence of an AVR, only at high metallicity, may be indicative of secular evolution following the last accretion event.

A similar analysis has been performed for the Milky-Way using a combination of many of the recent photometric and spectroscopic surveys (Sharma et al. 2020). That work finds a strong \([Z/H]−\sigma_z\) relation at fixed age. Yet they also find a persistent stellar AVR at fixed metallicity, but only at young ages. The AVR then flattens and correlates solely with metallicity at old ages. Yu & Liu (2018) see similar trends with two bins of metallicity. Sharma et al. (2020) interpret the \([Z/H]−\sigma_z\) correlation as a connection between \(\sigma_z\) and the stellar birth radius. However, in the case of the Fornax galaxies, we see no clear (monotonic) radial gradients of metallicity in Figs. 7–9. Comparisons to that work are complicated, however, by the selection functions of the Milky-Way data sets, and so these results may be tracing different physical regimes.

5.2. S0 formation

All of our results indicate that the Fornax galaxies have undergone mild transformations due to the cluster potential, primarily in their outer regions. They have been able to retain their cold central kinematics, yet in a thicker configuration compared to the field. We posit, thus, that their S0 morphology is a result of these interactions. This is neither of the explanations typically invoked to explain the transformations of galaxies into S0; mergers (Chilingarian et al. 2009; Querejeta et al. 2015; Tapia et al. 2017; Poci et al. 2019) or the ‘fading’ of spiral galaxies (Larson et al. 1980; Bekki et al. 2002; D’Onofrio et al. 2015; Mishra et al. 2018; Rizzo et al. 2018). While cluster environments are common in the faded-spiral scenario, it is predicated on the supposed spiral progenitor first ceasing star-formation due to the environment (for instance, Boselli & Gavazzi 2006; Book & Benson 2010; Peng et al. 2012; Mendel et al. 2013; Bekki 2014), allowing it to subsequently transform into an S0 galaxy. Yet we see evidence for significant star formation activity well beyond the suspected time of in-fall to the cluster for all three galaxies. Gas was therefore readily available until relatively recently. The evidence for a lack of stellar accretion has been discussed, in agreement with other cluster studies, rendering this formation path unlikely as well. This is also consistent with the deductions of Comerón et al. (2019) and Pinna et al. (2019a) who find that accretion does not play a major role in the formation of ‘thick’ disks in local galaxies.

An alternative scenario proposed by Díaz et al. (2018) states that at high redshift, gas-rich satellite accretion onto compact elliptical galaxies leads to the formation of the disk component of the resulting S0. Our models impose the constraint that if this scenario occurred for the three Fornax galaxies, such accretion would have had to occur \(\geq12\) Gyr ago for FCC 153 and FCC 170, and \(\geq10\) Gyr ago for FCC 177, since it must precede the formation of the dynamically-cold disk. However, this scenario supposes that the compact elliptical, which goes on to form the ‘bulge’ of the subsequent S0, is responsible for the suppression of spiral arms in the disk. Conversely, our data suggest that only FCC 170 has a significant contribution from a central pressure-supported structure. More broadly, a diversity of S0 properties is emerging (Fraser-McKelvie et al. 2018; Coccato et al. 2020; Deleeuw et al. 2020; Tous et al. 2020), and it is unlikely that a single formation path is responsible for this diversity.
5.3. The Fornax galaxy cluster population

The photometric catalogue of Ferguson (1989), covering 40 sq. deg., contains 35 S0-like galaxies (some of which have uncertain classification), with 20 being brighter than the magnitude limit of the Fornax3D survey (m_B < 15). Of these, 12 were observed by Fornax3D, accounting for 60% (34%) of bright (all) lenticular galaxies in the Fornax cluster. Our analysis on the sub-sample of three galaxies, chosen for the reasons discussed above, can not therefore account for the expected diversity of evolutionary pathways within the cluster’s galaxy population. So while we infer no major mergers for these galaxies, for instance, we can not exclude this formation path for some of the other cluster S0 galaxies. We have, however, probed the relative extremes in terms of assembly histories, with FCC 170 and FCC 177 forming the majority of their stellar content at early and late times, respectively. This analysis has simultaneously uncovered properties which appear to be approximately independent of assembly history – namely the stellar AVR – which we thus expect to hold for all but the most violent histories. To confidently infer the histories of the remaining galaxies from Fornax3D, this analysis must be applied to each of them individually. This is the goal of future work.

6. Conclusions

In this work we modelled three edge-on S0 galaxies in the Fornax cluster as part of the Fornax3D project. We applied sophisticated dynamical and stellar-population techniques to self-consistently model the entire stellar information content. These models were used to infer how each galaxy formed, and allowed us to place strong constraints on some of the hypothesised processes that affect galaxy formation and evolution, in particular in the cluster environment. These findings are summarised here:

– All three galaxies retain a strongly-rotating component that has persisted for many dynamical times. These structures can be composed of both young and old stars, implying that they have survived the galaxy’s entry into the cluster and subsequent evolution therein (Figs. 10–12).
– There is evidence of continued star-formation in all three galaxies, to varying degrees. Owing to the metallicity and kinematics, we suggest this star formation is almost exclusively in-situ through recycled gas, as there is no evidence of gas accretion (Figs. 10–12).
– Our results are suggestive of a suppression of stellar accretion. We postulate that this is driven by the relative motions of galaxies within the cluster (Figs. 10–12), as proposed in previous works.
– There is evidence against internal heating as the cause of the stellar age–velocity-dispersion relation, suggesting that older stars were created with inherently-higher σ_v, in agreement with the results of Poci et al. (2019). There is tentative evidence that the relations for the cluster galaxies are elevated with respect to the field (Fig. 13), implying that harassment may be responsible for mild dynamical heating.
– We find tentative observational evidence of a potential fundamental stellar [Z/H]–σ_v relation which we argue may contribute significantly to the observed age–velocity-dispersion relation (Fig. 14).

We endeavour in future work to incorporate more detailed stellar-population analyses, including variable IMF, while continuing to apply this methodology to a variety of galaxies. Deriving these histories for other galaxies will enable a more thorough understanding of how galaxies piece together their mass, and which processes have dominant effects in various regimes.
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Appendix A: Mass density MGE

Fig. A.1. Mass-density MGE for FCC 153. Top: contours of the projected mass density (black), the mass density MGE $\Sigma$ (red), and the surface brightness MGE $\mu$ (blue). Bottom: ratio between the mass and surface-brightness models, showing the structural differences. This panel is normalised by the average $M/\ell$ such that values of 1.0 (white) are consistent with the assumption of a spatially-constant $M/\ell$, and any deviations are percentages in stellar mass. The outline of the MUSE mosaic is shown in dashed brown.

Fig. A.2. Same as Fig. A.1, but for FCC 170.

Fig. A.3. Same as Fig. A.1, but for FCC 177.

Table A.1. MGE $\Sigma$ for FCC 153.

| $\Sigma$ [$M_\odot/pc^2$] | $\sigma$ [arcsec] | $q$   |
|---------------------------|-------------------|-------|
| 68049.68                  | 0.278             | 0.52524 |
| 4478.66                   | 1.439             | 0.59253 |
| 2013.16                   | 4.619             | 0.51940 |
| 357.27                    | 6.725             | 0.81297 |
| 904.26                    | 14.553            | 0.15344 |
| 4127.99                   | 18.123            | 0.06621 |
| 582.02                    | 26.947            | 0.15240 |
| 300.95                    | 31.695            | 0.29016 |
| 12.17                     | 74.105            | 0.53099 |

Notes. The columns represent, from left to right, the projected mass surface density, the width (peak location), and axis ratio, respectively.

Table A.2. Same as Table A.1, but for FCC 170.

| $\Sigma$ [$M_\odot/pc^2$] | $\sigma$ [arcsec] | $q$   |
|---------------------------|-------------------|-------|
| 177222.31                 | 0.358             | 0.73304 |
| 44814.95                  | 1.198             | 0.74880 |
| 17514.47                  | 2.819             | 0.75675 |
| 5956.28                   | 6.776             | 0.76166 |
| 127.74                    | 12.580            | 0.99900 |
| 2229.11                   | 23.103            | 0.33380 |
| 1113.45                   | 29.559            | 0.18741 |
| 170.86                    | 38.541            | 0.33380 |
| 18.98                     | 68.965            | 0.71089 |
| 3.06                      | 88.782            | 0.20664 |
| 1.81                      | 88.782            | 0.99900 |

Table A.3. Same as Table A.1, but for FCC 177.

| $\Sigma$ [$M_\odot/pc^2$] | $\sigma$ [arcsec] | $q$   |
|---------------------------|-------------------|-------|
| 61581.78                  | 0.231             | 0.79514 |
| 1601.36                   | 1.497             | 0.80274 |
| 915.55                    | 3.190             | 0.72995 |
| 315.87                    | 9.467             | 0.45654 |
| 13.62                     | 20.762            | 0.99701 |
| 363.99                    | 22.622            | 0.07590 |
| 463.00                    | 25.577            | 0.17350 |
| 174.70                    | 29.337            | 0.35693 |
| 8.21                      | 50.489            | 0.68817 |
| 7.51                      | 64.291            | 0.23789 |

Here we present the fits to the scaled mass ‘images’ described in Sect. 3.1, in Figs. A.1–A.3, and the results themselves in Tables A.1–A.3, for FCC 153, FCC 170, and FCC 177, respectively. The MGE in this work have their major-axis offsets $\psi$ fixed to zero, which generates axisymmetric (in projection) mass models. This section illustrates a number of key aspects of this process. Firstly, it can be seen from the upper panels of Figs. A.1–A.3 that the transition from spectroscopically-derived to photometric-derived $M_*/\ell_R$ is seamless, albeit with higher noise in the photometry. Conversely, systematic over- and under-estimations of $M_*/\ell_R$ from the photometry would present as discontinuous shifts to larger and smaller radii, respectively, of a given contour at the transition between photometry and spectroscopy. Since there is no such discontinuity in these results, it indicates that the photometrically-derived $M_*/\ell_R$ values are quantitatively consistent with those derived from spectroscopy.
Secondly, the lower panels clearly highlight the shape differences between the luminosity and mass surface densities. This is a direct result of the resolved structures in stellar populations, which are subsequently taken into account in the dynamical models by this approach.

Appendix B: Dynamical modelling

Table B.1. Best-fit parameters for the Schwarzschild models.

| Galaxy   | $\log_{10}(M_*/M_\odot)$ | $q$  | $p$  | $u^{*}$ | $C_{DM}$ | $\log_{10}(\xi_{DM})$ | $\Upsilon$ |
|----------|--------------------------|------|------|---------|----------|------------------------|-----------|
| FCC 153  | 6.03                     | 0.0580 | 0.9980 | 0.9999 | 7.00     | 4.00                   | 0.355     |
| FCC 170  | 7.40                     | 0.0600 | 0.9920 | 0.9999 | 2.50     | 2.70                   | 0.530     |
| FCC 177  | 5.52                     | 0.0700 | 0.9999 | 0.9999 | 2.00     | 5.00                   | 0.365     |

Notes. Columns marked with (*) are fixed to the values given here.

Fig. B.1. Optimisation over the 5D parameter-space for FCC 153. The grey points indicate the exploration of the parameter-space with the smaller orbit sampling, while the coloured points show the $\chi^2$ of the models with the high orbit sampling (see Sect. 3.2). The best-fit parameters are indicated by the brown lines.

Fig. B.2. Same as Fig. B.1, but for FCC 170.

Fig. B.3. Same as Fig. B.1, but for FCC 177.

This section presents additional details of the Schwarzschild models and measured data products. The best-fit parameters of the Schwarzschild models are given in Table B.1, while their parameter-space distributions are shown in Figs. B.1–B.3. The measured (un-symmetrised) kinematics and stellar populations are presented in Figs. B.4–B.6. It can be seen that FCC 170 exhibits the highest degree of intrinsic triaxiality, with the lowest $p$, though the triaxiality is small in all cases. The intrinsic shapes recovered by our models are in good agreement with, for instance, those of the oblate galaxies of Jin et al. (2019). Interestingly, the dynamical model of the field S0 NGC 3115 (Poci et al. 2019) has larger intrinsic triaxiality than the three cluster S0 galaxies studied here, but this is likely a consequence of its higher stellar mass, and the more violent assembly history inferred for that galaxy.
Fig. B.4. Un-symmetrised kinematics extracted for FCC 153 (left), and associated errors computed through Monte Carlo simulations (right). The outline of the MUSE mosaic is shown in dashed brown.

Fig. B.5. Same as Fig. B.4, but for FCC 170.
Appendix C: Validation on mock data

A crucial test to conduct for the modelling procedure used in this work is to determine the accuracy and precision with which it can recover known properties. To this end, we conducted tests on mock data of realistic galaxies from the Auriga simulation suite (Grand et al. 2017). In Zhu et al. (2020), this Schwarzschild code is used to fit the mock kinematic data of sub-halos from Auriga, at various projected inclinations. Here we take the dynamical models and apply the procedure described in Sects. 3.3 and 3.4 in order to fit stellar populations in exactly the manner that is applied to the Fornax3D data. We then measure the diagnostics that inform the main scientific conclusions of this work, and compare directly to the underlying intrinsic distributions from the simulations. We conduct this analysis on Auriga halos 5 and 6, projected to an inclination of $\theta = 80^\circ$.

The stellar-population fits are shown in Fig. C.1, where the ‘true’ maps are generated simply by projecting all the particles along each LOS. We also ran 100 Monte Carlo simulation fits to these maps as is done in the main text, however in this case the outputs are less informative because the ‘errors’ on the mock maps were generated artificially. The distributions of $t-Z$ are presented in Fig. C.2. We note here that the ‘true’ distributions are smoother due to the $\sim 10^5$ particles that are used to generate them, in contrast to the $\sim 10^2$ dynamical components which constitute the ‘model’ distributions. Kernel Density Estimates (KDE) were computed from these data to compare the marginalised distributions. Owing to the difference in the size of the data sets between the dynamical models and simulations,
remedy this inconsistency, the results from the Schwarzschild models do not include orbits with time-averaged radii outside the FOV. This is only the case for the mock tests where strictly-consistent comparisons are sought. Our main results in Figs. 10–12 include the full model.

The recovery of the assembly histories is presented in Fig. C.3. It can be seen that the radial profiles of $\sigma_z$ from the simulations often extend to larger radii than the corresponding profiles from the Schwarzschild model. This is due to the fact that each particle in the simulation contributes to its profile, while for the Schwarzschild model orbits are required to have spent some time in a particular region before being included. A single particle (or very few) in the simulations of a given $t-[Z/H]$ component may give the impression of having a larger extent compared to the Schwarzschild model, while actually contributing negligible mass. Therefore we emphasise that it is the common radial regions for each pair of profiles, and the overall spatial distribution of particles/orbits for each panel, that provides the best indication of the model’s recovery as this is where the vast majority of the mass resides. In this regime, there is clearly point-to-point variation between the intrinsic and recovered radial profiles of velocity dispersion, which are noisy for some components. The agreement is worse for decreasing mass, which is expected. Nevertheless, it can be seen that the general trends are accurately recovered by the model, in particular the relative dynamics between the different stellar populations. The absolute quantitative agreement between the model and simulations is also good, though in some cases there appears to be additional discretisation effects in the model producing sharply-varying profiles in the low-mass panels, which is likely due to the binning in circularity space combined with the binning in the $t-Z$ space. Reassuringly, the 2D distributions are also well-matched by the model. Some mass is re-distributed to different bins compared to the simulations, which are typically the compact spheroidal structures. Such ‘boundary’ effects are inevitable when imposing discrete binning on the data, as those components with values close to these boundaries may straddle one way or the other. The Monte Carlo simulations show similar behaviour, and in this way the shaded regions account for these boundary effects. Finally, the recovery of the AVR are shown in Fig. C.4. Once again, we see good qualitative and quantitative agreement.

We conclude that the model is sufficiently robust to be able to draw strong inferences about real galaxies. With regards to the main conclusions of this work, the relative behaviour of the chemo-dynamical populations is recovered well, where the model stellar AVR for both Auriga halos are consistent to within $\sim 10$ km s$^{-1}$ of their intrinsic values. We highlight that we believe this is an upper limit on account of our real data having higher spatial resolution, the corresponding models having higher orbit sampling, and all galaxies studied here having $\theta > 80^\circ$ (where more edge-on projections are more reliable; Zhu et al. 2020), which all work in favour of improving the reliability of this technique further. We are therefore confident that this method is able to recover not only projected average quantities like the 2D stellar-population maps of Fig. C.1, but also quantitatively recover the underlying chemo-dynamic distributions, and that our main conclusions are robust against systematic effects.

**Fig. C.2.** Intrinsic $t-Z$ distribution (left) and that retrieved from our model (right) for halos 5 (top) and 6 (bottom). The 1D distributions are also shown for each simulation, as kernel density estimates of the underlying data. The intrinsic distributions are black dashed curves, and the model distributions are the blue solid curves.

we derived the optimal bandwidth for the KDE of each data-set using a data-driven approach which minimises the variance and also takes into account each sample size (Silverman 1986). This exercise has shown that not only can the models fit the projected maps, but also that our implementation recovers the underlying stellar-population distributions.

The main results from this work are derived from the assembly histories in Figs. 10–12, and the AVR in Fig. 13. Comparing simulations to data in general can introduce inconsistencies in many ways, and so for clarity we describe the procedure for testing the recovery of the assembly histories on simulations, and the steps taken to mitigate potential inconsistencies. Firstly, the Cartesian coordinates of the simulation data are binned to the same spherical polar grid of the corresponding Schwarzschild model. The simulation kinematics, $V_x$, $V_y$, $V_z$, are then converted to cylindrical coordinates, in line with how the outputs from the Schwarzschild model are analysed. From here, the $\sigma_z$ measurements on the simulation data proceed in an identical fashion as for the Schwarzschild model. Moreover, the distributions from the simulations are constructed using exactly the particles that lie within the mock FOV, by construction. Conversely, the Schwarzschild models (and indeed real observations) typically have contributions from orbits which reside (on average) outside the FOV, which are not present in the simulation. This means that any measurement on these data would be probing different physical regions between the two data sets.
Fig. C.3. Similar to Fig. 10, showing the assembly history for halo 5 (top) and halo 6 (bottom). In addition to the $\sigma_z$ radial profile (black/white line) and surface brightness distribution (upper right) from the Schwarzschild model, the shaded regions correspond to the variations derived from 100 Monte Carlo fits to the stellar population maps. Each panel also contains the intrinsic $\sigma_z$ radial profile (red line) and surface brightness distribution (upper left) from the simulations.

Fig. C.4. Similar to Fig. 13, showing the recovered (blue) and intrinsic (red) AVR for halos 5 and 6.