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Abstract

A nonlocal perfectly matched layer (PML) is formulated for the nonlocal wave equation in the whole real axis and numerical discretization is designed for solving the reduced PML problem on a bounded domain. The nonlocal PML poses challenges not faced in PDEs. For example, there is no derivative in nonlocal models, which makes it impossible to replace derivatives with complex ones. Here we provide a way of constructing the PML for nonlocal models, which decays the waves exponentially impinging in the layer and makes reflections at the truncated boundary very tiny. To numerically solve the nonlocal PML problem, we design the asymptotically compatible (AC) scheme for spatially nonlocal operator by combining Talbot’s contour, and a Verlet-type scheme for time evolution. The accuracy and effectiveness of our approach are illustrated by various numerical examples.
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1 Introduction

Over the last decades nonlocal models have attracted much attention owing to its potentially promising application in various disciplines of science and engineering, such as the peridynamic (PD) theory of continuum mechanics, and the modeling of nonlocal diffusion process, see [8, 14, 23, 30, 38]. Peridynamics originally introduced in [23] is a nonlocal formulation of elastodynamics which can more easily incorporate discontinuities such as cracks and damage, and has been extended past its original formulation including micropolar, nanofiber networks and so on [7, 20, 21, 31]. While most nonlocal models are formulated on bounded domains with volume constraints, there are indeed applications in which the simulation in an infinite medium may be useful, such as wave or crack propagation in the whole space.

In this paper, we consider constructing perfectly matched layers (PMLs) to numerically solve the following nonlocal wave equation

\begin{align}
(\partial_t^2 + \mathcal{L})q(x, t) &= f(x, t), \quad x \in \mathbb{R}, \quad t > 0, \\
q(x, 0) &= \psi_0(x), \quad \partial_t q(x, 0) = \psi_1(x), \quad x \in \mathbb{R},
\end{align}
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where \( q(x,t) \) represents the displacement field, \( \psi_0(x) \) and \( \psi_1(x) \) are the initial values, \( f(x,t) \) is the body force. The nonlocal operator \( \mathcal{L} \) acting on \( q \) is defined by

\[
\mathcal{L} q(x,t) = \int_{\mathbb{R}} \left( q(x,t) - q(y,t) \right) \gamma \left( y - x, \frac{x + y}{2} \right) dy,
\]

where the nonnegative kernel function \( \gamma(\alpha,\beta) \) satisfies

\[
\gamma(-\alpha,\beta) = \gamma(\alpha,\beta), \quad \forall \alpha, \beta \in \mathbb{R}, \quad \text{and} \quad \gamma(\alpha,\beta) = 0, \quad \text{if} \quad |\alpha| > \delta > 0.
\]

We assume the initial values \( \psi_k(x) \) \( (k = 0, 1) \) and the source \( f(x,t) \) are compactly supported over a bounded domain \( \Omega_f \) for all \( t \).

The aim of this paper is to develop an efficient numerical scheme to compute the solution of problem (1.1)-(1.2) on the whole real axis. We are facing two difficulties:

- The definition domain is unbounded. This requires us to construct artificial/absorbing boundary conditions (ABCs) which artificially bounds the computational domain without changing the solution of a PDE or nonlocal model. Here we consider perfectly matched layers (PMLs) of nonlocal models to overcome the unboundedness of spatial domain;

- The kernel in the proposed nonlocal PML equation is complex-valued and depends on the time \( t \). As a result, the modified nonlocal operator in the PML equation is given by a convolution in time, which differs from the original nonlocal operator (1.3). In addition, the simulations are implemented in multi-scale media. These require us to develop an asymptotically compatible (AC) scheme which should be consistent with both its local limiting model (i.e., taking \( \delta \to 0 \)) and the nonlocal model itself (i.e., taking \( \delta = O(1) \)).

To overcome the first difficulty of the unboundedness of definition domain, the accurate ABCs is a successful approach by absorbing any impinging waves on the artificial boundaries/layers. The great progress has been made for the construction of ABCs for various nonlocal models, see [15, 17, 35, 37, 36]. In this paper, we will apply the perfectly matched layer (PML) to confine a bounded domain of physical interest. The PML has two important properties: (i) waves in the PML regions decay exponentially and; (ii) the returning waves after one round trip through the absorbing layer are very tiny if the wave reflects off the truncated boundary. These properties make it useful to simulate wave propagations in various media and fields, e.g., [4, 3, 5, 6, 10, 11, 12, 28]. While the PML has been well developed for local problems, there are few works on PMLs for nonlocal problems [1, 18, 19, 33, 34, 29, 22]. The main reason is that, due to the nonlocal horizon, the design of PMLs for nonlocal models poses challenges not faced in the PDEs setting. For example, when constructing local PMLs, one replaces derivatives with respect to real numbers by the corresponding complex derivatives. However, this process cannot be applied to the nonlocal operator which is in the form of integral.

In this paper, we provide a way of constructing an efficient PML for nonlocal wave problem (1.1)-(1.2). To do so, we first reformulate the wave equation into a nonlocal Helmholtz equation by using Laplace transform. The Laplace transform introduces a complex variable \( s \). After that, we apply the PML modifications, recently developed in [18, 19] for nonlocal Helmholtz equations, to derive PMLs for the resulting nonlocal Helmholtz equation with \( s \). In this situation, the kernel is still analytically continued into the complex coordinates and consequently, the modified equation has a complex-valued kernel depending on complex value \( s \). Finally, we transform the modified nonlocal equation into its time-domain form by inverse Laplace transform. As a result, we obtain the nonlocal wave equation with PML modifications.
In term of the discretization of the nonlocal PML equation, asymptotic compatibility (AC) schemes, a concept developed in [25, 26], is needed to discretize the nonlocal operator [13]. In this paper, the kernel is taken by the following heterogeneous diffusion coefficient

$$0 < \sigma(x) = \frac{1}{2} \int_{\mathbb{R}} s^2 \gamma(s, x) ds < \infty,$$  

(1.5)

which implies that the nonlocal model is in multi-scale media. Under the assumption (1.5), the nonlocal operator (1.3) will converge to a local operator [17] in the form of

$$\lim_{\delta \to 0^+} \mathcal{L} q(x) = -\partial_x [\sigma(x) \partial_x q(x)].$$  

(1.6)

As $\delta \to 0$, the solution of problem (1.1) will converge to the solution of local wave equation

$$\partial_t^2 q(x, t) - \partial_x [\sigma(x) \partial_x q(x, t)] = f(x, t), \quad x \in \mathbb{R}, \ t > 0.$$  

(1.7)

The AC scheme can ensure that numerical solutions of nonlocal models converge to the correct local limiting solution, as both the mesh size $h$ and the nonlocal effect $\delta$ tend to zero. One can refer to [16, 24, 25, 27] for more details of AC schemes. Noting that our nonlocal PML problem involves a new complex-valued kernel arising from the inverse Laplace transform, we here present the analogous ideas given in [17] to discretize the one-dimensional nonlocal operator with the general complex and time-dependent kernels and complex functions. For practical multi-scale simulations, we apply Talbot’s contour [32] to the inverse Laplace transform and obtain its approximation consisting of several sub-kernels. For each sub-kernel, we employ an AC scheme, developed for complex functions in [18, 19], to discretize the resulting nonlocal operator. After that, we introduce some new auxiliary functions and reformulate the semi-discrete problem into a second-order ODE system, which is finally solved by a Verlet-type scheme.

The outline of this paper is organized as follows. In section 2, we design the nonlocal PMLs and obtain a truncated nonlocal PML problem on a bounded domain. In section 3, we first spatially discretize the truncated nonlocal PML problem into an ODE system with the variable $t$ and solve it by a Verlet-type scheme. In section 4, we introduce the basic setting of parameters for the discretization, and present numerical examples to verify the efficiency of the nonlocal PMLs and the convergence order of our numerical scheme.

2 Nonlocal Perfectly Matched Layers

We now consider the construction of nonlocal PMLs by using complex-coordinate approach. The complex-coordinate approach is essentially based on analytic continuation of the wave equation into complex spatial coordinates where the fields are exponentially decaying. To do so, we assume the initial data functions and the kernel functions satisfy the following properties:

A1: $\psi_1$ and $f$ are compactly supported into a finite interval $\mathcal{D} = (x_l, x_r)$, and $\psi_0$ is compactly supported into $(x_l + \delta, x_r - \delta)$;

A2: $\gamma$ is compactly supported over a strip $[-\delta, \delta] \times \mathbb{R}$ with $\delta \leq x_r - x_l$;

A3: $\gamma$ is homogeneous in both $[x_r, +\infty)$ and $(-\infty, x_l]$, namely,

$$\gamma(\alpha, \beta) = \gamma_L(\alpha), \quad \beta \in (-\infty, x_l + \delta/2],$$  

(2.1)

$$\gamma(\alpha, \beta) = \gamma_R(\alpha), \quad \beta \in (x_r - \delta/2, +\infty].$$  

(2.2)
In the sequel we take $\gamma_L = \gamma_R = \gamma_\infty$ for brevity.

Performing the Laplace transform on (1.1), we have

$$s^2 \hat{q}(x, s) + L \hat{q}(x, s) = \hat{f}(x, s) + s\psi_0(x) + \psi_1(x), \quad x \in \mathbb{R},$$

(2.3)

where $\hat{q}(x, s) = \mathcal{L}(q(x, t); s)$ with $\mathcal{L}$ representing the Laplace transform in time with $\Re\{s\} > 0$.

Noting the nonlocal operator $L$ is self-adjoint, we can rewrite (2.3) into the weak form

$$\int_{\mathbb{R}} s^2 \hat{q}(x, s)v(x) \, dx - \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} [\hat{q}(x, s) - \hat{q}(y, s)] \gamma \left( y - x, \frac{x + y}{2} \right) \, dx \, dy = \int_{\mathbb{R}} (\hat{f}(x, s) + s\psi_0(x) + \psi_1(x)) v(x) \, dx, \quad \forall v \in C_0^\infty(\mathbb{R}).$$

The PML modifications can be viewed as a complex coordinate stretching of the original problem by constructing an analytic continuation to the complex plane. In this paper, we take

$$\hat{x} := \int_0^x \alpha(\eta, s) \, d\eta = \int_0^x \left( 1 + \frac{z}{s} \sigma(\eta) \right) \, d\eta, \quad \hat{y} := \int_0^y \alpha(\eta, s) \, d\eta = \int_0^y \left( 1 + \frac{z}{s} \sigma(\eta) \right) \, d\eta,$$

(2.4)

where the absorption function $\sigma(\eta) \leq 1$ is positive in $\mathbb{R} \setminus D$ and is zero in $D$. The PML coefficient $z$ is a real or complex constant, such as $z = 10$ or $z = 10 + i$. By replacing

$$x \to \hat{x}(x, s), \quad y \to \hat{y}(y, s), \quad dx \to \frac{\partial \hat{x}}{\partial x} \, dx = \alpha(x, s) \, dx, \quad dy \to \frac{\partial \hat{y}}{\partial y} \, dy = \alpha(y, s) \, dy,$$

we can transform Eq. (2.3) into the following nonlocal equation with PML modifications

$$\int_{\mathbb{R}} s^2 \hat{q}(x, s)v(x) \, dx - \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} [\hat{q}(x, s) - \hat{q}(y, s)] \gamma \left( \hat{y} - \hat{x}, \frac{\hat{x} + \hat{y}}{2} \right) \alpha(x, s) \alpha(y, s) \, dx \, dy$$

$$= \int_{\mathbb{R}} (\hat{f}(x, s) + s\psi_0(\hat{x}) + \psi_1(\hat{x})) v(x) \alpha(x, s) \, dx, \quad \forall v \in C_0^\infty(\mathbb{R}),$$

which implies that

$$s^2 \alpha(x, s) \hat{q}(x, s) + \int_{\mathbb{R}} [\hat{q}(x, s) - \hat{q}(y, s)] \gamma \left( \hat{y} - \hat{x}, \frac{\hat{x} + \hat{y}}{2} \right) \alpha(x, s) \alpha(y, s) \, dy$$

$$= \hat{f}(x, s) + s\psi_0(\hat{x}) + \psi_1(\hat{x}).$$

(2.5)

Noting that to derive the right hand side of the above equation, we have used the facts that $\hat{x} = x, \alpha(x, s) = 1$ for $x \in D$, the initial data $\psi_0(k = 0, 1)$ and the source function $f$ are compactly supported in $D$. Thus, we continue the equation (2.4) into (2.5) in complex coordinates. One can see that the solutions $\hat{q}(x, s)$ will not change in the interior domain $D$ and exponentially decay in the absorbing region $\sigma(x) > 0$ by choosing an appropriate PML coefficient $z$.

We now perform the inverse Laplace transform to turn the equation back into the time-domain form. To do so, we set

$$\hat{q}(x, t) = \mathcal{L}_s^{-1}[\hat{q}(\hat{x}, s)], \quad \tilde{\gamma}(x, y, t) = \mathcal{L}_s^{-1}\left[ \frac{1}{\hat{s}} \gamma \left( \hat{y} - \hat{x}, \frac{\hat{x} + \hat{y}}{2} \right) \alpha(x, s) \alpha(y, s) \right].$$

(2.6)

Since $\hat{x} = x$ for $x \in D$, we have $\tilde{\gamma}(x, t) = \gamma(x, t)$ for $x \in D$ and all time $t$, which implies that $\tilde{\hat{q}}(x, 0) = \hat{q}(x, 0)$ and $\partial_t \tilde{\hat{q}}(x, t)|_{t=0} = \partial_t \hat{q}(x, t)|_{t=0}$ for $x \in D$. Therefore, we can naturally assume that $\tilde{\hat{q}}(x, 0) = \psi_0(x)$ and $\partial_t \tilde{\hat{q}}(x, 0) = \psi_1(x)$. Then, we have the following inverse Laplace transforms

$$\mathcal{L}_s^{-1}[s^2 \alpha(x, s) \hat{q}(x, s) - s\psi_0(x) - \psi_1(x)] = \mathcal{L}_s^{-1}[s^2 + z\sigma(x)] \hat{q}(x, s) - s\psi_0(x) - \psi_1(x)]$$

$$= \mathcal{L}_s^{-1}[s^2 + z\sigma(x)] \left( \hat{f}(x, s) + s\psi_0(x) + \psi_1(x) \right)$$

$$= \hat{f}(x, s) + s\psi_0(x) + \psi_1(x).$$
\[ = \partial_t^2 \tilde{q}(x,t) + z\sigma(x)\partial_t \tilde{q}(x,t), \quad (2.7) \]

and

\[
\mathcal{L}_s^{-1} \left[ (\hat{\tilde{q}}(x,s) - \hat{\tilde{q}}(y,s)) \gamma \left( \tilde{y} - \tilde{x}, \frac{\tilde{x} + \tilde{y}}{2} \right) \alpha(x,s)\alpha(y,s) \right] \\
= \mathcal{L}_s^{-1} \left[ (s\hat{\tilde{q}}(x,s) - q(x,0)) - (s\hat{\tilde{q}}(y,s) - q(y,0)) \right] \cdot \frac{1}{s} \gamma \left( \tilde{y} - \tilde{x}, \frac{\tilde{x} + \tilde{y}}{2} \right) \alpha(x,s)\alpha(y,s) \\
+ \mathcal{L}_s^{-1} \left[ (q(x,0) - q(y,0)) \cdot \frac{1}{s} \gamma \left( \tilde{y} - \tilde{x}, \frac{\tilde{x} + \tilde{y}}{2} \right) \alpha(x,s)\alpha(y,s) \right] \\
= \left[ \partial_t \hat{\tilde{q}}(x,t) - \partial_t \tilde{q}(y,t) \right] \ast \gamma(x,y,t) + [q(x,0) - q(y,0)] \hat{\gamma}(x,y,t), \quad (2.8) \]

where \( \ast \) indicates the convolution of two functions in time. Combining (2.7) and (2.8) with (2.5) yields the nonlocal wave equation with PML modifications as

\[
\left( \partial_t^2 + z\sigma(x)\partial_t \right) \hat{\tilde{q}}(x,t) + \int_{\mathbb{R}} \left[ \partial_t \hat{\tilde{q}}(x,t) - \partial_t \tilde{q}(y,t) \right] \ast \hat{\gamma}(x,y,t) dy \\
= f(x,t) - \int_{\mathbb{R}} \left[ \psi_0(x) - \psi_0(y) \right] \hat{\gamma}(x,y,t) dy, \quad x \in \mathbb{R}. \quad (2.9) \]

Noting \( \tilde{x} = x, \tilde{y} = y (\forall x, y \in D) \) and \( \text{supp} \psi_0(x) \subset (x_l + \delta, x_r - \delta) \) (see A1), we have \( \hat{\gamma}(x,y,t) = \gamma \left( y - x, \frac{x + y}{2} \right) \), which implies that for all \( x \),

\[
\int_{\mathbb{R}} \left[ \psi_0(x) - \psi_0(y) \right] \hat{\gamma}(x,y,t) dy = \int_D \left[ \psi_0(x) - \psi_0(y) \right] \gamma \left( y - x, \frac{x + y}{2} \right) dy.
\]

We finally have the nonlocal PML wave equations

\[
\left( \partial_t^2 + z\sigma(x)\partial_t \right) \hat{\tilde{q}}(x,t) + \mathcal{L}_{pml} \partial_t \hat{\tilde{q}}(x,t) = f(x,t) - \int_D \left[ \psi_0(x) - \psi_0(y) \right] \gamma \left( y - x, \frac{x + y}{2} \right) dy, \quad (2.10) \]

where the nonlocal operator \( \mathcal{L}_{pml} \) for the PML is given by

\[
\mathcal{L}_{pml} \partial_t \hat{\tilde{q}}(x,t) = \int_{\mathbb{R}} \left[ \partial_t \hat{\tilde{q}}(x,t) - \partial_t \tilde{q}(y,t) \right] \ast \hat{\gamma}(x,y,t) dy. \quad (2.11) \]

We point out that the nonlocal PML operator \( \mathcal{L}_{pml} \) involves a convolution in time, which differs from the original nonlocal operator \( \mathcal{L} \).

Noting the PML equation (2.10) is still defined on the whole space, we need to truncate the computational region at some sufficiently large \( x \) by putting homogeneous Dirichlet boundary conditions. To do so, we define the PML layer \( D_p = (x_l - d_p, x_l] \cup [x_r, x_r + d_p) \) with the thickness \( d_p \) of the absorbing layer, and define the boundary layer \( D_b \) of width \( \delta \) which surrounds \( D \cup D_p \).

Thus, we derive the following truncated nonlocal wave problem with PML modifications:

\[
\left( \partial_t^2 + z\sigma(x)\partial_t \right) \hat{\tilde{q}}(x,t) + \mathcal{L}_{pml} \partial_t \hat{\tilde{q}}(x,t) \\
= f(x,t) - \int_D \left[ \psi_0(x) - \psi_0(y) \right] \gamma \left( y - x, \frac{x + y}{2} \right) dy, \quad x \in D \cup D_p, \quad (2.12) \]

\[
\hat{\tilde{q}}(x,0) = \psi_0(x), \quad \partial_t \hat{\tilde{q}}(x,0) = \psi_1(x), \quad x \in D_b \cup D_p \cup D, \quad (2.13) \]

\[
\hat{\tilde{q}}(x,t) = 0, \quad x \in D_b, \quad 0 < t < T. \quad (2.14) \]

The solution \( \hat{q}(x,t) \) above will use to approximate the solution \( q(x,t) \) of problem (1.1) in \( D \).
3 Discretization of the truncated nonlocal wave problem

We now consider the discrete scheme of problem (2.12)–(2.14) by using the AC scheme, developed in [25, 16, 27, 24], to discretize the nonlocal PML operator, and using the Verlet-type scheme to solve the discrete ODE system obtained from the spatial discretization.

We first introduce a spatial uniform grid \( \{ x_i \}_{i \in \mathbb{Z}} \) with mesh size \( h \). For simplicity, we take \( x_0 = x_l - d_p \) and \( x_{N+1} = x_r + d_p \), and set \( I_p = \{ i | 1 \leq i \leq N, x_i \in D_p \} \) and \( I = \{ i | 1 \leq i \leq N, x_i \in D \} \).

3.1 The approximation of nonlocal PML operator \( \mathcal{L}_{pml} \)

Here we consider the numerical approximation of the complex-value \( \tilde{\gamma}(x, y, t) \) given by

\[
\tilde{\gamma}(x, y, t) = \mathcal{L}_s^{-1}[\mathcal{K}(x, y, s)] = \frac{1}{2\pi i} \int_{\Gamma} \mathcal{K}(x, y, s)e^{st}ds,
\]

where \( \mathcal{K}(x, y, s) \) represents

\[
\mathcal{K}(x, y, s) = \frac{1}{s} \gamma \left( \frac{\bar{y} - \bar{x}}{2}, \frac{x + \bar{y}}{2} \right) \alpha(x, s)\alpha(y, s).
\]

Denote by \( \Omega_\mathcal{K} \) the \( s \)-complex domain where \( \mathcal{K}(x, y, s) \) viewed as a function of the variable \( s \) is analytic for any given \( x, y \in D_p \). The notation \( \Gamma \) denotes the Bromwich line \( \Re(s) = \eta \) initially, where the parameter \( \eta \) is taken large enough such that the complement of \( \Omega_\mathcal{K} \) lies in the half-plane \( \Re(s) < \eta \). A typical approach of numerically approximating the inverse Laplace transform is to deform the Bromwich line into Talbot’s contour \[32\]

\[
\Gamma : s(\theta) = \omega + \mu(\theta \cot \theta + \nu i \theta), \quad -\pi \leq \theta \leq \pi,
\]

where \( \omega, \mu, \) and \( \nu \) are real parameters such that \( \Gamma \) encloses \( \mathbb{C} \setminus \Omega_\mathcal{K} \).

We define the grid

\[
\theta_j = -\pi + \frac{\pi}{m}(2j - 1), \quad j = 1, 2, \cdots, m,
\]

and approximate Eq. (3.2) by the trapezoidal rule

\[
\tilde{\gamma}(x, y, t) \approx \frac{1}{2\pi i} \int_{-\pi}^{\pi} \mathcal{K}(x, y, s(\theta))e^{s(\theta)t}d\theta \approx \sum_{j=1}^{m} \omega_j \mathcal{K}(x, y, \xi_j)e^{\xi_j t},
\]

where \( \xi_j = s(\theta_j) \) are the sampling points on \( \Gamma \) and \( \omega_j = \frac{s'(\theta_j)}{m} \) are associated quadrature weights.

By (3.3), we derive the approximation of the nonlocal PML operator \( \mathcal{L}_{pml} \)

\[
\mathcal{L}_{pml} \partial_t \mathcal{\hat{q}}(x, t) \approx \int_{\mathbb{R}} \left[ \partial_t \mathcal{\hat{q}}(x, t) - \partial_t \mathcal{\hat{q}}(y, t) \right] \ast \sum_{j=1}^{m} \omega_j \mathcal{K}(x, y, \xi_j)e^{\xi_j t}dy
\]

\[
= \sum_{j=1}^{m} \omega_j \left( \int_{\mathbb{R}} \left[ \partial_t \mathcal{\hat{q}}(x, t) - \partial_t \mathcal{\hat{q}}(y, t) \right] \mathcal{K}(x, y, \xi_j)dy \right) \ast e^{\xi_j t}
\]

\[
= \sum_{j=1}^{m} \mathcal{L}_{pml}^j \partial_t \mathcal{\hat{q}}(x, t) \ast e^{\xi_j t},
\]

(3.6)
which yields the approximation of Eq. (2.12)

\[
(\partial_t^2 + z\sigma(x)\partial_t)\hat{q}(x,t) + \sum_{j=1}^{m} \mathcal{L}^j_{pm1}\hat{q}(x,t) + e^{\xi t} = f(x,t) - \int_D [\psi_0(x) - \psi_0(y)] \gamma \left(y - x, \frac{x + y}{2}\right)dy, \quad x \in D.
\]  

(3.7)

### 3.2 The spatial discretization and semi-discrete problem

We now consider the AC scheme, originally given in [17] and further developed for complex functions in [18, 19], to discretize the nonlocal operators \(\mathcal{L}^j_{pm1}\). The approximation of \(\mathcal{L}^j_{pm1}\) is given as

\[
\mathcal{L}^{j,h}_{pm1}\partial_t \hat{q}(x,n,t) = \omega_j \int_{\mathbb{R}} \sum_{k \neq n} \phi_{x_k}(y) \frac{\partial t \hat{q}(x,n,t) - \partial t \hat{q}(x,k,t)}{x_k - x_n}(y - x_n) \cdot \mathcal{K}(x_n + x_k, y - x_n) \mathcal{K}(x_n + x_k, y + x_n, \xi_j) dy
\]

\[
= \sum_{k} \hat{a}^j_{n,k} \partial_t \hat{q}(x,n,t), \quad \forall n \in \mathcal{I}_p \cup \mathcal{I}, \quad j = 1, \ldots, m,
\]

where \(\hat{a}^j_{n,n} = - \sum_{k \neq n} \hat{a}^j_{n,k}\) with

\[
\hat{a}^j_{n,k} = - \frac{\omega_j}{(k - n) h} \int_{\mathbb{R}} \phi_{x_k}(y) (y - x_n) \mathcal{K}(x_n + x_k, y, x_n + x_k, y + x_n, \xi_j) dy, \quad k \neq n.
\]

Using the spatial discretizations [18, 19], we derive the following semi-discrete problem:

\[
(\partial_t^2 + z\sigma(x)\partial_t)\hat{q}_n(t) + \sum_{j=1}^{m} \hat{a}^j_{n,k} \partial_t \hat{q}_k(t) + e^{\xi t} = f(x_n, t) - \int_D [\psi_0(x_n) - \psi_0(y)] \gamma \left(y - x_n, \frac{x_n + y}{2}\right)dy, \quad 1 \leq n \leq N, \quad 0 < t,
\]

(3.9)

\[
\hat{q}_n(0) = \psi_0(x_n), \quad \partial_t \hat{q}_n(0) = \psi_1(x_n), \quad n \in \mathbb{Z},
\]

(3.10)

\[
\hat{q}_n(t) = 0, \quad n < 1 \text{ or } n > N, \quad 0 < t \leq T,
\]

(3.11)

where \(\hat{q}_n(t) \approx \hat{q}(x_n, t)\).

In the remainder, we consider the convolutions of functions \(\partial_t \hat{q}_k(t)\) and \(e^{\xi t}\) over the range \([0, t]\) by introducing the auxiliary functions

\[
p_{k,j}(t) = \partial_t \hat{q}_k(t) * e^{\xi t}, \quad k \in \mathcal{I}_p \cup \mathcal{I}, \quad j = 1, \ldots, m.
\]

(3.12)

It’s clear that functions \(p_{k,j}\) satisfy the following ODEs

\[
\partial_t p_{k,j}(t) = \xi_j p_{k,j}(t) + \partial_t \hat{q}_k(t)
\]

(3.13)

with the initial conditions \(p_{k,j}(0) = 0\). Then we reformulate the the semi-discrete problem [3.9]–[3.11] into the following ODEs

\[
(\partial_t^2 + z\sigma(x)\partial_t)\hat{q}_n(t) + \sum_{j=1}^{m} \hat{a}^j_{n,k} p_{k,j}(t)
\]

\[
= f(x_n, t) - \int_D [\psi_0(x_n) - \psi_0(y)] \gamma \left(y - x_n, \frac{x_n + y}{2}\right)dy, \quad 1 \leq n \leq N, \quad 0 < t,
\]

(3.14)

\[
\partial_t p_{n,j}(t) = \xi_j p_{n,j}(t) + \partial_t \hat{q}_n(t), \quad 1 \leq n \leq N, \quad 0 < t \leq T,
\]

(3.15)

\[
\hat{q}_n(0) = \psi_0(x_n), \quad \partial_t \hat{q}_n(0) = \psi_1(x_n), \quad p_{n,j}(0) = 0, \quad n \in \mathbb{Z},
\]

(3.16)

\[
\hat{q}_n(t) = 0, \quad p_{n,j}(t) = 0, \quad n < 1 \text{ or } n > N, \quad 0 < t \leq T.
\]

(3.17)
3.3 The Verlet-type ODE solver

We here introduce the Verlet-type algorithm to numerically solve the ODE system (3.14)—(3.17). Denote by $D_\sigma$ the $N \times N$ the diagonal matrix with entries $\sigma(x_1), \sigma(x_2), \cdots, \sigma(x_N)$, and by $\tilde{A}_j$ ($j = 1, 2, \cdots, m$) the $N \times N$ matrices with entries $\tilde{a}_{n,k}$ $(n, k = 1, 2, \cdots, N)$. The the ODE system (3.14)—(3.17) can be rewritten into the following form

\[ w(t) - q'(t) = 0, \quad \text{(3.18)} \]

\[ w'(t) + zD_\sigma w(t) + \sum_{j=1}^{m} \tilde{A}_j p_j(t) = f(t), \quad \text{(3.19)} \]

\[ p_j'(t) - \xi_j p_j(t) - w(t) = 0, \quad j = 1, 2, \cdots, m, \quad \text{(3.20)} \]

where $q = (\hat{q}_1, \hat{q}_2, \cdots, \hat{q}_N)^T$, $p_j = (p_{1,j}, p_{2,j}, \cdots, p_{N,j})^T$ and

\[ f = \begin{pmatrix}
    f(x_1, t) - \int_{x_1}^{x_2} \left[ \psi_0(x_1) - \psi_0(y) \right] \gamma \left( y - x_1, \frac{y + x_2}{2} \right) dy \\
    f(x_1, t) - \int_{x_1}^{x_2} \left[ \psi_0(x_2) - \psi_0(y) \right] \gamma \left( y - x_2, \frac{x_2 + x_3}{2} \right) dy \\
    \vdots \\
    f(x_1, t) - \int_{x_1}^{x_N} \left[ \psi_0(x_N) - \psi_0(y) \right] \gamma \left( y - x_N, \frac{x_N + x_1}{2} \right) dy
\end{pmatrix}. \]

Let $\tau$ be the temporal stepsize and $t_k = k\tau$ be the $k$-th time point. Denote by $w^{k+1/2} \approx w(t_{k+1/2})$, $q_k \approx q(t_k)$, $p^k_j \approx p(t_k)$ ($k = 0, 1, \cdots$). Let $f^j = f(t_j)$, $\Psi_0 = (\psi_0(x_1), \psi_0(x_2), \cdots, \psi_0(x_N))^T$ and $\Psi_1 = (\psi_1(x_1), \psi_1(x_2), \cdots, \psi_1(x_N))^T$. The initial values can be written as

\[ q_0^0 = \Psi_0, \quad \text{(3.21)} \]

\[ p_j^0 = 0, \quad j = 1, 2, \cdots, m, \quad \text{(3.22)} \]

\[ w^{1/2} = \Psi_1 + \frac{\tau}{2} \left( f^0 - \sum_{j=1}^{m} \tilde{A}_j p_j^0 - zD_\sigma \Psi_1 \right). \quad \text{(3.23)} \]

For $k \geq 0$, we apply the following second-order central difference to calculate $q^{k+1}$ and $p^{k+1}_j$ by

\[ w^{k+\frac{1}{2}} - \frac{q^{k+1} - q^k}{\tau} = 0, \quad \text{(3.24)} \]

\[ \frac{p^{k+1}_j - p^k_j}{\tau} - \xi_j \frac{p^{k+1}_j + p^k_j}{2} - w^{k+\frac{1}{2}} = 0. \quad \text{(3.25)} \]

After that, we still update $w^{k+3/2}$ by using the above $q^{k+1}$ and $p^{k+1}_j$ via the second-order scheme:

\[ \frac{w^{k+\frac{3}{2}} - w^{k+\frac{1}{2}}}{\tau} + zD_\sigma \frac{w^{k+\frac{3}{2}} + w^{k+\frac{1}{2}}}{2} + \sum_{j=1}^{m} \tilde{A}_j p^{k+1}_j = f^{k+1}. \quad \text{(3.26)} \]

4 Numerical examples

In this section, three examples are provided to verify the effectiveness of our PML strategy, the convergence and asymptotic compatibility of scheme (3.21)—(3.26). Define the $L^2$-error at $t = t_k$ by

\[ e_h = \sqrt{\frac{1}{|\mathcal{I}|} \sum_{n \in \mathcal{I}} |\hat{q}^k(x_n) - q(x_n, t_k)|^2}, \quad \text{(4.1)} \]
and the error to study the AC property, i.e., the so-called “δ-convergence” in [23, 17, 9], by

\[ e_\delta = \sqrt{\frac{1}{|I \cup I_p|} \sum_{n \in I \cup I_p} |\tilde{q}_k(x_n) - u(x_n, t_k)|^2}, \]  

(4.2)

where \( u(x, t) \) is the corresponding local PML solution.

In the simulations, we choose the interior domain \( D \) such that \( x_l = -l, x_r = l \) for some constant \( l \) and set the PML absorbing function as the piecewise linear function

\[ \sigma(\eta) = \begin{cases}  
0, & -l < \eta < l,  
\frac{d_p}{l}(|\eta| - l), & l \leq |\eta| < d_p + l,  
1, & d_p + l \leq |\eta|. 
\end{cases} \]  

(4.3)

**Example 5.1.** In this example we take the source \( f(x, t) \equiv 0 \) and the initial values as

\[ \psi_0(x) = e^{-20(x - 0.2)^2} + e^{-20(x + 0.2)^2}, \quad \psi_1(x) = 100x^2e^{-20x^2}, \]

and consider the kernel

\[ \gamma(y - x, \frac{x + y}{2}) = \frac{1}{\delta^3} \gamma_0 \left( \frac{|x - y|}{\delta} \right), \]  

(4.4)

where \( \gamma_0(s) = \frac{1}{2\pi c_0} e^{-\frac{\pi^2 s^2}{4c_0^2}} \) and \( c_0 \) can be taken as a positive constant measuring the nonlocal horizon.

In the simulations, we take \( l = 1.5, d_p = 1, \) the PML coefficient \( z = 20, \) and set the parameters in the numerical implementation of Laplace transform as \( \mu = \frac{1}{2} |z|, \nu = 1. \) We leave the discussion about the domain \( \Omega_K \) for the kernel (4.4) in the appendix 5.

Figure 4.1 shows the evolution of the numerical and reference solutions by taking \( T = 3, h = 2^{-8}, \tau = \frac{1}{12000}, \) and \( m = 400 \) for different \( \delta = 0.5, 0.2, 0.1. \) The reference solutions are obtained by the pseudo-spectral method on a sufficiently large truncated domain. Figure 4.2 shows the PML solution and reference solution at time \( t = 2, \) which indicates the waves decay exponentially in the PML media.

Table 4.1 shows the errors \( e_h \) at time \( t = 2 \) and the spatial convergence rates for various horizons \( \delta = 0.5, 0.2, 0.1. \) We now investigate if numerical solutions \( \tilde{q} \) of (2.12)–(2.14) converge to the correct solution \( u \) of the corresponding local problem (4.5)–(4.6) as the horizon \( \delta \) goes to zero. The local wave equations with PML modifications in [2] are given by

\[ \frac{\partial^2 u}{\partial t^2} + z\sigma(x) \frac{\partial u}{\partial t} - \frac{\partial v}{\partial x} = 0, \]  

(4.5)

\[ \frac{\partial v}{\partial t} - \frac{\partial^2 u}{\partial t \partial x} + z\sigma(x)v = 0. \]  

(4.6)
Figure 4.1: (Example 5.1) Numerical solutions for $\delta = 0.5$, 0.2, 0.1 and reference solutions up to $T = 3$. The numerical solutions are obtained by taking $h = 2^{-8}$ and $m = 400$.

Figure 4.2: (Example 5.1) The comparison of the numerical solution and reference solution at time $t = 2$. The PML layers are shaded in light grey.

| $h$  | $\delta = h$ order | $\delta = 2h$ order | $\delta = 3h$ order |
|------|---------------------|---------------------|---------------------|
| $2^{-4}$ | 2.63e-02 – | 2.62e-02 – | 2.62e-03 – |
| $2^{-5}$ | 5.72e-03 2.20 | 5.71e-03 2.20 | 5.70e-03 2.20 |
| $2^{-6}$ | 1.35e-03 2.08 | 1.34e-03 2.09 | 1.35e-04 2.09 |
| $2^{-7}$ | 3.15e-04 2.09 | 3.14e-04 2.10 | 3.13e-05 2.09 |

Table 4.2: (Example 5.1) Errors $e_\delta$ and $\delta$-convergence orders between the numerical solutions and exact solutions of local problem by vanishing $\delta$ and $h$ simultaneously at $t = 2$. 
In the simulation, we fix the ratio $\delta/h = M$ with $M = 1, 2, 3$. Table 4.2 shows the errors $e_\delta$ at $t = 2$ and the second-order convergence rates, which is consistent to the analysis in [25].

**Example 5.2.** In this example, we take the source $f(x, t) \equiv 0$ and the initial values

$$
\psi_0(x) = e^{-25(x-0.2)^2} + e^{-25(x+0.2)^2}, \quad \psi_1(x) = 50xe^{-25x^2},
$$

and consider the Gaussian kernel in the form of

$$
\gamma(y - x, \frac{x + y}{2}) = \frac{4}{\delta^3} \sqrt{\frac{10^3}{\pi}} e^{-10(x-y)^2/\delta^2}.
$$

In the simulations, we set $l = 2, d_p = 2, the PML coefficient $z = 10$, and take Talbot’s contour parameters $\mu = |z|$ and $\nu = 1$. The reason for choosing these parameters is discussed in Appendix 5.

Figure 4.3 plots the evolution of numerical and the reference solutions by taking $T = 4, h = 2^{-8}, \tau = \frac{1}{12000}$ and $m = 800$ for different $\delta = 0.5, 0.2, 0.1$. Figure 4.4 plots the PML solution and the reference solution at time $t = 2$, which indicates the waves decay exponentially in the PML media.

![Image of numerical solutions and reference solutions](image-url)

**Table 4.3** shows the errors $e_h$ and the spatial convergence order at $t = 4$ by refining $h$ for $\tau = \frac{1}{12000}$ and $m = 400$. Table 4.4 shows the errors $e_\delta$ and $\delta$-convergence rates of second-order with the corresponding local PML equations (4.5)–(4.6).

**Example 5.3.** Here we use the same source term and the initial values as Example 5.2, and consider the following spatially inhomogeneous kernel

$$
\gamma(y - x, \frac{x + y}{2}) = \frac{\omega(x+y)}{\zeta(x+y)} H\left(\frac{y-x}{2}\right),
$$

Figure 4.3: (Example 5.2) Numerical solutions for $\delta = 0.5, 0.2, 0.1$ and reference solutions up to $T = 4$. The numerical solutions are obtained by taking $h = 2^{-8}$ and $m = 400$. 

**Table 4.3** shows the errors $e_h$ and the spatial convergence order at $t = 4$ by refining $h$ for $\tau = \frac{1}{12000}$ and $m = 400$. Table 4.4 shows the errors $e_\delta$ and $\delta$-convergence rates of second-order with the corresponding local PML equations (4.5)–(4.6).
Figure 4.4: (Example 5.2) The comparison of the numerical solution and reference solution at time $t = 4$. The PML layers for numerical solutions are shaded in light grey.

Table 4.3: (Example 5.2) Errors $e_h$ and convergence orders at $t = 4$.

| $h$  | $\delta = 0.5$ | order | $\delta = 0.2$ | order | $\delta = 0.1$ | order |
|------|----------------|-------|----------------|-------|----------------|-------|
| $2^{-4}$ | 4.07e-02 | – | 3.18e-02 | – | 1.50e-02 | – |
| $2^{-5}$ | 1.04e-02 | 1.96 | 7.19e-03 | 2.15 | 2.38e-03 | 2.65 |
| $2^{-6}$ | 2.63e-03 | 1.99 | 1.74e-03 | 2.05 | 5.62e-04 | 2.08 |
| $2^{-7}$ | 6.57e-04 | 2.00 | 4.30e-04 | 2.02 | 1.38e-05 | 2.02 |

Table 4.4: (Example 5.2) Errors $e_\delta$ and $\delta$-convergence orders between the numerical solutions and exact solutions of local problem 4.5–4.6 by vanishing $\delta$ and $h$ simultaneously at $t = 4$.

| $h$  | $\delta = h$ | order | $\delta = 2h$ | order | $\delta = 3h$ | order |
|------|---------------|-------|---------------|-------|---------------|-------|
| $2^{-4}$ | 4.47e-03 | – | 5.73e-03 | – | 1.30e-02 | – |
| $2^{-5}$ | 8.29e-04 | 2.43 | 9.89e-04 | 2.53 | 1.82e-03 | 2.83 |
| $2^{-6}$ | 1.92e-04 | 2.11 | 2.24e-04 | 2.14 | 3.91e-04 | 2.22 |
| $2^{-7}$ | 4.43e-05 | 2.11 | 5.17e-05 | 2.11 | 9.16e-05 | 2.09 |
where
\[
\omega(\beta) = 1 + e^{-3\beta^2}, \quad \zeta(\beta) = \delta(2 + \tanh(-1.5\beta)), \quad H(s) = 4\sqrt{\frac{10^3}{\pi}} e^{-10s^2}.
\] (4.9)

In the simulations, we take \( l = 2, d_p = 2, \) the PML coefficient \( z = 10 \) and \( \mu = |z|, \nu = 1. \)

Figure 4.5: (Example 5.3) Left: the functions \( \omega(\beta) \) and \( \zeta(\beta) \). Right: the kernel \( \gamma(\alpha, \beta) \) for \( \delta = 1. \)

The limiting local wave equation with PML modifications is given by
\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} + z\sigma(x) \frac{\partial u}{\partial t} - \frac{\partial v}{\partial x} &= 0, \\
\frac{\partial v}{\partial t} - \mu(x) \frac{\partial^2 u}{\partial t \partial x} + z\sigma(x)v &= 0.
\end{align*}
\] (4.10) (4.11)

Figure 4.6 shows the evolution of numerical and reference solutions by taking \( T = 4, h = 2^{-8}, \tau = 1/12000 \) and \( m = 400 \) for different \( \delta = 0.3, 0.2, 0.1 \). Figure 4.7 shows numerical and reference solutions at \( t = 4 \), which again indicates the numerical solutions decay exponentially in PML layers.

(a) numerical solution \( \delta = 0.3 \) (b) numerical solution \( \delta = 0.2 \) (c) numerical solution \( \delta = 0.1 \)

(d) reference solution \( \delta = 0.3 \) (e) reference solution \( \delta = 0.2 \) (f) reference solution \( \delta = 0.1 \)

Figure 4.6: (Example 5.3) Numerical solutions for \( \delta = 0.3, 0.2, 0.1 \) and reference solutions up to \( T = 4 \). The numerical solutions are obtained by taking \( h = 2^{-8} \) and \( m = 400 \).
\( \delta = 0.3 \).

\( \delta = 0.2 \).

\( \delta = 0.1 \).

Figure 4.7: (Example 5.3) The comparison of the numerical solution and reference solution at time \( t = 4 \). The PML layers for numerical solutions are shaded in light grey.

Table 4.5: (Example 5.3) errors \( e_h \) and convergence orders at \( t = 4 \).

| \( h \) | \( \delta = 0.3 \) order | \( \delta = 0.2 \) order | \( \delta = 0.1 \) order |
|---|---|---|---|
| \( 2^{-5} \) | \( 3.74e-02 \) – | \( 4.7483e-02 \) – | \( 4.35e-02 \) – |
| \( 2^{-6} \) | \( 9.96e-03 \) 1.91 | \( 1.3050e-02 \) 1.86 | \( 1.19e-02 \) 1.87 |
| \( 2^{-7} \) | \( 2.52e-03 \) 1.98 | \( 3.3125e-03 \) 1.98 | \( 2.99e-03 \) 2.00 |
| \( 2^{-8} \) | \( 6.36e-04 \) 1.98 | \( 8.25e-04 \) 2.01 | \( 7.21e-04 \) 2.05 |

Table 4.6: (Example 5.3) The errors \( e_\delta \) and \( \delta \)-convergence orders between numerical solutions and exact solutions of local PML problem (4.10)–(4.11) by vanishing \( \delta \) and \( h \) simultaneously at \( t = 2 \).

| \( h \) | \( \delta = h \) order | \( \delta = 2h \) order | \( \delta = 3h \) order |
|---|---|---|---|
| \( 2^{-5} \) | \( 5.3521e-02 \) – | \( 1.1867e-01 \) – | \( 1.4328e-01 \) – |
| \( 2^{-6} \) | \( 1.3937e-02 \) 1.94 | \( 4.2328e-02 \) 1.49 | \( 8.1629e-02 \) 0.81 |
| \( 2^{-7} \) | \( 3.4432e-03 \) 2.02 | \( 1.0714e-02 \) 1.98 | \( 2.2952e-02 \) 1.83 |
| \( 2^{-8} \) | \( 8.3835e-04 \) 2.03 | \( 2.6479e-03 \) 2.01 | \( 5.6996e-03 \) 2.01 |

Table 5.3 lists the errors \( e_\delta \) and \( \delta \)-convergence orders between the numerical solutions and exact solutions of local problem (4.10)–(4.11) by vanishing \( \delta \) and \( h \) simultaneously at \( t = 2 \). The behavior of the errors is similar to that shown in the examples above for sufficiently small \( \delta \).

5 Conclusion

The nonlocal PML and its numerical discretization of a nonlocal wave equation in unbounded spatial domains are studied in this paper. We first propose the nonlocal PML equation with a time-dependent nonlocal operator which has a complex-valued kernel and is defined by a convolution. This feature differs from the results in [33, 34]. After discretizing the contour integrals arising from the inverse Laplace transform, applying the AC scheme and introducing auxiliary functions, we get a truncated semidiscrete nonlocal PML problem which only involves a finite number of degrees of freedom. A Verlet-type ODE solver is used for the time integration. Numerical experiments demonstrate the effectiveness and accuracy of our proposed PML.

Table 5.3 lists the errors \( e_\delta \) and \( \delta \)-convergence orders between the numerical solutions and exact solutions of local PML problem (4.10)–(4.11) by vanishing \( \delta \) and \( h \) simultaneously at \( t = 2 \).
Appendix A.

We first consider \( \Omega_K \) for the kernel \([1,2]\). First, we give the analytic continuation of the reference kernel \( \gamma_0(s) = \frac{1}{2\pi i} e^{-\frac{\rho(x,y)}{4}} \) by

\[
\gamma_0(x,y) = \frac{1}{2\pi i} e^{-\frac{\rho(x,y)}{4}},
\]

where \( \rho(x,y) = \sqrt{(x-y)^2} \) is its analytic branch \( \Re(\rho(x,y)) \geq 0 \). Let \( z = z_1 + iz_2 \) and \( s = s_1 + is_2 \) where \( z_1, z_2, s_1, s_2 \in \mathbb{R} \). We have

\[
\rho(x,y) = \sqrt{(x-y)^2}.
\]

It is clear that \( 0 \leq g \leq 1 \) since \( \sigma \leq 1 \). Therefore, the real part of \( \rho(x,y) \) is

\[
\rho(x,y) = \sqrt{(x-y)^2} \quad \text{as a function of } s \text{ is analytic in the } s\text{-domain}
\]

\[
\Omega_K : \left( s_1 + \frac{z_1}{2} \right)^2 + \left( s_2 + \frac{z_2}{2} \right)^2 > \frac{1}{4} |z|^2, \quad \forall x, y.
\]

We then consider Talbot’s contour parameters \( \mu \) and \( \nu \) for the Gaussian kernel \([1,2]\).

The analytic continuation of the kernel \( \gamma(y-x, \frac{x+y}{2}) = \frac{1}{\delta^2} \sqrt{\frac{10}{\pi}} e^{-10|z|^2} \) is given by

\[
\gamma(y-x, \frac{x+y}{2}) = \frac{4}{\delta^2} \sqrt{\frac{10}{\pi}} e^{-10|z|^2}.
\]

Note the \( \Omega_K \) is the whole complex plane for any given \( z \in \mathbb{C} \) and \( x, y \in \mathbb{R} \). However, to ensure the stability, we have to choose the Talbot’s contour parameters \( \mu \) and \( \nu \) such that \( \Re((x-y)^2) \geq 0 \).

Denote by \( \zeta = \zeta_1 + i\zeta_2 = \frac{\tilde{\zeta}}{\xi} \). We have

\[
\Re(\bar{x} - \bar{y})^2 = \Re\left[ (x + \zeta_1) \int_0^x \sigma(t)dt + i\zeta_2 \int_0^y \sigma(t)dt - (y + \zeta_1) \int_0^y \sigma(t)dt + i\zeta_2 \int_0^y \sigma(t)dt \right]^2
\]

\[
\Re(\bar{x} - \bar{y})^2 = \left( x + \zeta_1 \int_0^x \sigma(t)dt - (y + \zeta_1) \int_0^y \sigma(t)dt - \zeta_2 \int_0^x \sigma(t)dt - \zeta_2 \int_0^y \sigma(t)dt \right)^2
\]

\[
\Re(\bar{x} - \bar{y})^2 = \left( x - y \right)^2 \left[ 1 + (\zeta_1 g)^2 - \zeta_2^2 \right]
\]

\[
\Re(\bar{x} - \bar{y})^2 = \left( x - y \right)^2 \left[ 1 + (\zeta_1 - \zeta_2)g \right] \left[ 1 + (\zeta_1 + \zeta_2)g \right]
\]

where \( g \) is defined in \([5.1]\) with \( 0 \leq g \leq 1 \) as \( 0 \leq \sigma \leq 1 \).

To ensure \( \Re((x-y)^2) \geq 0 \), we have \( (1 + (\zeta_1 - \zeta_2)g)(1 + (\zeta_1 + \zeta_2)g) \geq 0 \) for any \( g \in [0,1] \), which implies that \( \zeta_1 - \zeta_2 \geq -1 \) and \( \zeta_1 + \zeta_2 \geq -1 \). Therefore, we may simply choose Talbot’s contour parameters \( \mu \) and \( \nu \) such that

\[
\sqrt{2}|z| \leq |\xi_j|, \quad \forall j = 1, 2, \ldots, m.
\]
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