Abstract

Causal inference deals with identifying which random variables “cause” or control other random variables. Recent advances on the topic of causal inference based on tools from statistical estimation and machine learning have resulted in practical algorithms for causal inference. Causal inference has the potential to have significant impact on medical research, prevention and control of diseases, and identifying factors that impact economic changes to name just a few. However, these promising applications for causal inference are often ones that involve sensitive or personal data of users that need to be kept private (e.g., medical records, personal finances, etc). Therefore, there is a need for the development of causal inference methods that preserve data privacy. We study the problem of inferring causality using the current, popular causal inference framework, the additive noise model (ANM) while simultaneously ensuring privacy of the users. Our framework provides differential privacy guarantees for a variety of ANM variants. We run extensive experiments, and demonstrate that our techniques are practical and easy to implement.

1 Introduction

Causal identification allows one to reason about how manipulations of certain random variables (the causes) affect the outcomes of others (the effects). Uncovering these causal structures has implications ranging from creating government policies to informing health-care practices. Causal inference was motivated by the impossibility of randomized intervention experiments in many cases, and the ambiguity of conditional independence testing [32, 25]. In the absence of interventions, it attempts to discover the underlying causal relationships of a set of random variables entirely based on samples from their joint distribution. The field of causal inference is now a mature research area, covering learning topics as diverse as supervised batch inference [19, 23, 26], time-series causal prediction [10], and linear dynamical systems [30]. Many inference methods require only a regression technique and a way to compute the independence between two distributions given samples [13, 16].

One would hope that researchers could publicly release their causal inference findings to inform individuals and policy makers. One of the primary roadblocks to doing so is that often causal inference is performed on data that individuals may wish to keep private, such as data in the fields of medical diagnosis, fraud detection, and risk analysis. Currently, no causal inference method has formal guarantees about the privacy of individual data, which may be able to be inferred via attacks such as reconstruction attacks [3].

Arguably one of the best notion of privacy is differential privacy, introduced by Dwork et al. [6] and since used throughout machine learning [4, 15, 20, 2]. Differential privacy guarantees that the outcome of an algorithm only reveals aggregate information about the entire dataset and never about the individual. An individual who is considering to participate in a study can be reassured that his/her personal information cannot be recovered with extremely high probability.

To our knowledge, this paper is the first to investigate private causal inference. We show that it is possible to privately release the quantities produced by the highly-successful additive noise model (ANM) framework by adding small amounts of noise, as dictated by differential privacy. Furthermore, these private quantities, with high probability, do not change the causal inference result, so long as it is confident enough. We demonstrate on a set of real-world causal inference datasets how our privacy-preserving methods can be readily and usefully applied.
2 Related Work

Discovering the causal nature between random events has captivated researchers and philosophers long before the formal developments of statistics. This interest was formalized by Reichenbach & Reichenbach [28] who argued that all statistical correlations in data arise from underlying causal structures between the concerned random variables. For example, the correlation between smoking and lung cancer was found to arise from a direct causal link [7].

One of the most popular causal inference alternatives to conditional independence testing is the Additive Noise Model (ANM) approach developed by Hoyer et al. [13] and used in many recent works [35, 21, 18, 1]. ANMs, originally designed for inferring whether \( X \rightarrow Y \) or \( Y \rightarrow X \) and later extended to large numbers of random variables, work under the assumption that the effect is a non-linear function of the cause plus independent noise. ANMs are one of many proposed causal inference methods in recent literature [16, 9, 10, 20].

Work by Spirtes et al. [32], Pearl [25] shows how to determine if \( X \rightarrow Y \) when these variables are a part of a larger ‘causal network’, via conditional independence testing. One downside to conditional independence based approaches is that inherently they cannot distinguish between Markov-equivalent graphs. Thus it may be possible that a certain set of conditional independences imply both \( X \rightarrow Y \) and \( Y \rightarrow X \). Furthermore, if \( X \) and \( Y \) are the only variables in the causal network there is no conditional independence test to determine whether \( X \rightarrow Y \) or \( Y \rightarrow X \).

3 Background

Our aim is to protect the privacy of individuals who submit personal information about two random variables of interest \( X \) and \( Y \). Their information should remain private when it is used to infer whether \( X \) causes \( Y (X \rightarrow Y) \), or \( Y \) causes \( X (Y \rightarrow X) \) using the ANM framework. This personal information comes in the form of i.i.d. samples \( \{(x_i, y_i)\}_{i=1}^{n} \) from the joint distribution \( P_{X,Y} \). We will assume that, 1. There is no confounding variable \( Z \) that commonly causes or is a common effect of \( X \) and \( Y \). 2. \( X \) and \( Y \) do not simultaneously cause each other.

3.1 Additive Noise Model

Deciding on the causal direction between two variables \( X \) and \( Y \) from a finite sample set has motivated an array of research [8, 17, 33, 13, 35, 22, 16, 18, 19]. Perhaps one of the most popular results is the Additive Noise Model (ANM) proposed by Hoyer et al. [13]. The ANM framework assumption is defined as follows.

**Definition 1.** Two random variables \( X, Y \) with joint density \( p(x, y) \) are said to ‘satisfy an ANM’ \( X \rightarrow Y \) if there exists a non-linear function \( f : \mathbb{R} \rightarrow \mathbb{R} \) and a random noise variable \( N_Y \), independent from \( X \), i.e. \( X \perp N_Y \), such that

\[
Y = f(X) + N_Y.
\]

As defined, an ANM \( X \rightarrow Y \) implies a functional relationship mapping \( X \) to \( Y \), alongside independent noise. In order for this model to be useful for causal inference we would like the induced joint distribution \( P_{X,Y} \) for this ANM to be somehow identifiable different from the one induced by the ANM \( Y \rightarrow X \). If so, we say that the causal direction is identifiable [23]. If not, we have no hope of recovering the causal direction purely from samples under the ANM.

Hoyer et al. [13] showed that ANMs are generically identifiable from i.i.d. samples from \( P_{X,Y} \) (except for a few special cases of non-linear functions \( f \) and noise distributions). The intuition behind this is for the \( X \rightarrow Y \) ANM, consider for most non-linear \( f \) and (for simplicity) 0-mean \( N_Y \), the density \( p(y|x) \) has mean \( f(x) \) with distribution given by \( N_Y \). This implies that \( p(y - f(x)|x) \) has distribution \( N_Y \) that is independent of \( X \). However, \( p(x - f^{-1}(y)|y) \) is for many choices of \( f \) and \( N_Y \) not independent of \( y \).

**Algorithm 1 ANM Causal Inference [23]**

1: **Input:** train/test data \( \{x_i, y_i\}_{i=1}^{n}, \{x'_i, y'_i\}_{i=1}^{m} \)
2: Regress on training data, to yield \( \hat{f}, \hat{g} \), such that:
3: \( \hat{f}(x_i) \approx y_i \), \( \hat{g}(y_i) \approx x_i \), \( \forall i \)
4: Compute residuals on test data:
5: \( r'_y := y' - \hat{f}(x') \), \( r'_x := x' - \hat{g}(y') \)
6: Calculate dependence scores:
7: \( s_{X\rightarrow Y} := s(x', r'_y) \), \( s_{Y\rightarrow X} := s(y', r'_x) \)
8: **Return:** \( s_{X\rightarrow Y}, s_{Y\rightarrow X}, \) and \( D \), where
9: \( D = \begin{cases} X \rightarrow Y & \text{if } s_{X\rightarrow Y} < s_{Y\rightarrow X} \\ Y \rightarrow X & \text{if } s_{X\rightarrow Y} > s_{Y\rightarrow X} \end{cases} \)

3.2 Inferring Causality

Mooij et al. [23] give a practical algorithm for determining the causal relationship between \( X \) and \( Y \) (i.e., either \( X \rightarrow Y \) or \( Y \rightarrow X \)), as shown in Algorithm 1. The first step is to partition the i.i.d. samples into a training and a testing set. We use the training set to train the regression functions \( \hat{f} : X \rightarrow Y \) and \( \hat{g} : Y \rightarrow X \). We use the testing set to compute the residuals \( r'_y = y' - \hat{f}(x') \) and \( r'_x = x' - \hat{g}(y') \). If we have an ANM \( X \rightarrow Y \) then the residual \( r'_y \) is an estimate of the noise \( N_Y \) which is assumed to be
independent of \( X \). Therefore, we calculate the dependence between the residual \( r' \) and the input \( x' \), \( s_{X \rightarrow Y} := s(x', r'_X) \), and \( s_{Y \rightarrow X} := s(y', r'_X) \), using a dependence score \( s(.,:) \). If \( s_{X \rightarrow Y} \) is less than \( s_{Y \rightarrow X} \), then we declare \( X \rightarrow Y \), otherwise \( Y \rightarrow X \).

### 3.3 Dependence Scores

Crucially, the ANM approach hinges on the choice of dependence score \( s(.,:) \). There have been many proposals, and we give a quick review of the most popular methods (for a detailed review see Mooij et al. \[23\]).

#### Spearman’s \( \rho \)

Spearman’s \( \rho \) is a rank correlation coefficient that describes the extent to which one random variable is a monotonic function of the other. Specifically, imagine independently sorting the observations \( \{a_1, \ldots, a_m\} \) and \( \{b_1, \ldots, b_m\} \) by value in increasing order. Let \( o_i^a \) be the rank of \( a_i \) in the \( a \)-ordering, and similarly, \( o_i^b \) for \( b_i \) in the \( b \)-ordering. Then Spearman’s \( \rho \) is,

\[
s(a, b) := 1 - \frac{6 \sum_{i=1}^{m} d_i^2}{m(m^2 - 1)}
\]

where \( d_i := (o_i^a - o_i^b) \) are the rank differences for \( a, b \).

#### Kendall’s \( \tau \)

Similar to Spearman’s \( \rho \), the Kendall \( \tau \) rank score calls a pair of indices \((i, j)\) concordant if it is the case that \( a_i > a_j \) and \( b_i > b_j \). Otherwise \((i, j)\) is called discordant. Then the dependence score is defined as

\[
s(a, b) := \frac{|C - D|}{\frac{1}{2}m(m - 1)}
\]

where \( C \) is the number of concordant pairs and \( D \) is the number of discordant pairs.

#### HSIC Score

The first proposed score for the ANM causal inference is based on the Hilbert-Schmidt Independence Criterion (HSIC) \[11\], which was used by Hoyer et al. \[13\]. They compute an estimate of the \( p \)-value of the HSIC under the null hypothesis of independence, selecting the causal direction having the lower \( p \)-value. Alternatively, one can use an estimator to the HSIC value itself:

\[
s(a, b) := \text{HSIC}_{k_{\theta(a), k_{\theta(b)}}}(a, b)
\]

where \( k_{\theta} \) is a kernel with parameters \( \theta \). Mooij et al. \[23\] show that under certain assumptions the algorithm in section \[1\] with the HSIC dependence score is consistent for estimating the causal direction in an ANM.

#### Variance Score

When the noise variables in the ANM are Gaussian, the variance score was proposed in Bühlmann et al. \[1\], and defined as \( s(a, b) := \log \mathbb{V}(a) + \log \mathbb{V}(b) \). Changes to a single input value can induce arbitrarily large changes to this score, which makes the variance score ill suited to preserve differential privacy.

#### IQR Score

We introduce a robust version of this score by replacing the variance of the random variables with their interquartile range (IQR). The IQR is the difference between the third and first quartiles of the distribution and can be estimated empirically. We defined the following IQR-based score:

\[
s(a, b) := \log \text{IQR}(a) + \log \text{IQR}(b). \tag{2}
\]

### 3.4 Differential Privacy

We assume that the data set \( D = \{(x_i, y_i)\} \) contains sensitive data that should not be inferred from the release of the dependence scores. One of the most widely accepted mechanisms for private data release is differential privacy \[6\]. In a nutshell it ensures that the released scores can only be used to infer aggregate information about the data set and never about an individual datum \((x_i, y_i)\).

Let us define the Hamming distance between two data sets \( d_H(D, \tilde{D}) \) between two data sets \( D \) and \( \tilde{D} \) as the number of elements in which these two sets differ. If a data set \( D \) is changed to \( \tilde{D} \), a distance \( d_H(D, \tilde{D}) \leq 1 \) implies that at most one element was added, removed, or substituted.

**Definition 2.** A randomized algorithm \( \mathcal{A} \) is \((\epsilon, \delta)\)-differentially private for \( \epsilon, \delta \geq 0 \) if for all \( \mathcal{O} \in \text{Range}(\mathcal{A}) \) and for all neighboring datasets \( D, \tilde{D} \) with \( d_H(D, \tilde{D}) \leq 1 \) we have that

\[
\text{Pr}[\mathcal{A}(D) = \mathcal{O}] \leq e^{\epsilon} \text{Pr}[\mathcal{A}(\tilde{D}) = \mathcal{O}] + \delta. \tag{3}
\]

One of the most popular methods for making an algorithm \((\epsilon, 0)\)-differentially private is the Laplace mechanism \[6\]. For this mechanism we must define an intermediate quantity called the global sensitivity, \( \Delta_{\mathcal{A}} \) describing how much \( \mathcal{A} \) changes when \( D \) changes,

\[
\Delta_{\mathcal{A}} := \max_{\mathcal{D}, \mathcal{D}' \subseteq \mathcal{X} \text{ s.t. } d_H(\mathcal{D}, \mathcal{D}') \leq 1} |\mathcal{A}(\mathcal{D}) - \mathcal{A}(\mathcal{D}')|.
\]

The Laplace mechanism hides the output of \( \mathcal{A} \) with a small amount of additive random noise, large enough to hide the impact of any single datum \((x_i, y_i)\).

**Definition 3.** Given a dataset \( D \) and an algorithm \( \mathcal{A} \), the Laplace mechanism returns \( \mathcal{A}(\mathcal{D}) + \omega \), where \( \omega \) is a noise variable drawn from \( \text{Lap}(0, \Delta_{\mathcal{A}}/\epsilon) \), the Laplace distribution with scale parameter \( \Delta_{\mathcal{A}}/\epsilon \).

It may be that the global sensitivity of an algorithm \( \mathcal{A} \) is unbounded in general, but can be bounded in the context of a specific data set \( \mathcal{D} \) over all neighbors \( \tilde{\mathcal{D}} \).

For such datasets we can bound the local sensitivity

\[
\Delta(\mathcal{D}, \mathcal{A}) := \max_{\tilde{\mathcal{D}} \subseteq \mathcal{X} \text{ s.t. } d_H(\mathcal{D}, \tilde{\mathcal{D}}) \leq 1} |\mathcal{A}(\mathcal{D}) - \mathcal{A}(\tilde{\mathcal{D}})|.
\]
Table 1: Dependence scores and their privacy. A checkmark indicates that there exist meaningful bounds on either the global or local sensitivity.

| Score     | Test Global Sense | Test Local Sens. | Training Global Sense | Training Local Sens. |
|-----------|-------------------|------------------|-----------------------|----------------------|
| Spearman’s $\rho$ | ✓                | ✓                | ✓                     | ✓                    |
| Kendall’s $\tau$   | ✓                | ✓                | ✓                     | ✓                    |
| HSIC       | ✓                | ✓                | ✓                     | ✓                    |
| IQR        | ✓                | ✓                | ✓                     | ✓                    |

If an algorithm has bounded global sensitivity it certainly has bounded local sensitivity. Nissim et al. [24], Dwork & Lei [41], Jain & Thakurta [11] show how to use the local sensitivity to cleverly produce private quantities for datasets with bounded local sensitivity.

4 Test Set Privacy

The data is partitioned into training and test set, which are used in different ways. We therefore introduce mechanisms to preserve training and test set privacy respectively, which can be used jointly. Specifically, we show how to privatize the dependence scores $s_{X \rightarrow Y}, s_{Y \rightarrow X}$. The reason for this is four-fold: 1. Privatizing the dependence score immediately privatizes the causal direction $D$, because operations on differentially private outputs preserve privacy (so long as they do not touch the data). 2. Releasing the scores indicates how confident the ANM method is about the causal direction, which is absent from the binary output $D$. 3. It is unclear which dependence score is best for a particular dataset, so we privatize multiple scores and leave this choice to the practitioner. In this section we begin with test set privacy and describe training set privacy in Section 5. Table 1 gives an overview of test and training set privacy results for the dependence scores that we consider.

Let $(x', y')$ be the initial test data and $(\hat{x}', \hat{y}')$ be the test data after a single change in the dataset. Let $x' = [x'_1, \ldots, x'_{k-1}, x'_k, x'_{k+1}, \ldots, x'_m]^T$ and similarly for $\hat{y}'$. The key to preserving privacy is to show that the selected dependence score $s(\cdot, \cdot)$ can be privatized. We show that if our dependence score is a rank correlation coefficient (Spearman’s $\rho$, Kendall’s $\tau$) or the HSIC score [11], we can readily bound its test set global sensitivity when applied to $(x', y')$ versus $(\hat{x}', \hat{y}')$. As the IQR score has bounded test set local sensitivity we can apply the algorithm of Dwork & Lei [4] for privacy.

4.1 Rank Correlation Coefficients

We first demonstrate global sensitivity for the two rank correlation scores in Section 3.

Theorem 1. The rank correlation coefficients have the following global sensitivities,

1. Let $\rho(\cdot, \cdot)$ be Spearman’s $\rho$ score, then
   \[
   |\rho(x'_1, r'_Y) - \rho(\hat{x}'_1, \hat{r}'_Y)| \leq \frac{30}{m}
   \]

2. Let $\tau(\cdot, \cdot)$ be Kendall’s $\tau$ score, then
   \[
   |\tau(x'_1, r'_Y) - \tau(\hat{x}'_1, \hat{r}'_Y)| \leq \frac{4}{m}
   \]

Proof. Our goal is to bound the following global sensitivity in both scores: $|s(x'_1, r'_Y) - s(\hat{x}'_1, \hat{r}'_Y)|$. For Spearman’s $\rho$, suppose the change is on $a_k$ and $b_k$, it is easy to verify that 1) $d_i$ changes by at most 2, for $i \neq k$; 2) $d_i$ changes by at most $m - 1$; 3) $d_i \leq m - 1$ for all $i$. Since $d_k^2 - (d_k - 2)^2 = 4(d_k - 1) \leq 4(m - 2)$ for $i \neq k$, the maximum change inside the summation is upper bounded by $(m - 1)(4m - 8) + (m - 1)^2$. Therefore, the global sensitivity of $\rho$ is bounded by
   \[
   \frac{6(m - 1)(5m - 3)}{m(m^2 - 1)} \leq \frac{30}{m}
   \]

For Kendall’s $\tau$ we can affect at most $(m - 1)$ pairs by moving a single element of $x'$, as well as $(m - 1)$ pairs for changing $r'_Y$ (either from discordant pairs to concordant pairs, or vice versa). Therefore, the global sensitivity of Kendall’s $\tau$ is

\[
|s(x'_1, r'_Y) - s(\hat{x}'_1, \hat{r}'_Y)| \leq \frac{2(m - 1)}{2m(m - 1)} \leq \frac{4}{m}
\]

The bound on the global sensitivity $\Delta$ of our scores enables us to apply the Laplace mechanism [6] to produce $(2\epsilon, 0)$-differentially private scores: $p_{X \rightarrow Y}, p_{Y \rightarrow X}$. Specifically, we add Laplace noise $\text{Lap}(0, \Delta/\epsilon)$ to our Spearman’s $\rho$ and Kendall’s $\tau$ scores to preserve privacy w.r.t. the test set. Moreover, as a general property of differential privacy we can compute any functions on these private scores and, so long as they do not touch the data, the outputs of these functions are also private. This means that we can compute the inequality $p_{X \rightarrow Y} < p_{Y \rightarrow X}$ to decide if $X$ causes $Y$ or vice-versa privately.

An important consideration is to what degree the addition of noise affects the true decision: $s_{X \rightarrow Y} < s_{Y \rightarrow X}$. Importantly, we can prove that, in certain cases, the addition of Laplace noise required by the mechanism is small enough to not change the direction of causal inference. These are cases in which there is a large ‘margin’ between the scores $s_{X \rightarrow Y}$ and $s_{Y \rightarrow X}$. So long
as this margin is large enough and in the correct order the addition of Laplace noise has no effect on the inference with high probability.

**Theorem 2.** Given two random variables $X, Y$ who have w.l.o.g. the causal relationship $X \rightarrow Y$, assume that they produce correctly-ordered scores: $s_{X \rightarrow Y} < s_{Y \rightarrow X}$, with margin $\gamma = s_{Y \rightarrow X} - s_{X \rightarrow Y}$. Let $p_{X \rightarrow Y}, p_{Y \rightarrow X}$ be these scores after applying the Laplace mechanism $\mathcal{L}$ with scale $\sigma = \Delta/\epsilon$ then the probability of correct inference with these private scores is,

$$
P(p_{X \rightarrow Y} < p_{Y \rightarrow X}) = 1 - \frac{\gamma + 2\sigma}{4\sigma} e^{-\frac{\gamma}{2\sigma}}.
$$

We leave the proof to the appendix. Note that the probability of incorrect inference decreases nearly exponentially as the margin $\gamma$ increases. This is a particularly nice property as the margin essentially describes the confidence of the (non-private) causal inference prediction: large $\gamma$ corresponds to high confidence in the inference. Additionally, there is an exponential decrease as $m$ and $\epsilon$ grow. In section 3.2 we show on real-world causal inference data that we can accurately recover the true causal direction for a variety $\epsilon$ settings.

### 4.2 HSIC Score

We begin by defining the empirical estimate of the HSIC score given kernels $k, l$:

$$
\text{HSIC}_{k,l}(\mathbf{x}', \mathbf{y}') := \frac{1}{(m-1)^2} \text{trace}(KHLH)
$$

where $K_{ij} = k(x_i', x_j')$, $L_{ij} = l(r_{Y,j}', r_{Y,j})$ and $H_{ij} = \delta_{(i=j)} - 1/m$. We assume $k, l$ are bounded above by 1 (e.g., the squared exponential kernel, the Matern kernel $\mathcal{M}$). Our goal is to show that when we replace $(\mathbf{x}', \mathbf{y}')$ with $(\hat{\mathbf{x}}', \hat{\mathbf{y}}')$ the global sensitivity is small. Specifically we prove the following theorem.

**Theorem 3.** The score in eq. (4) has a global sensitivity of at most $\frac{16m - 8}{(m-1)^2}$. Specifically,

$$
|\text{HSIC}_{k,l}(\mathbf{x}', \mathbf{y}') - \text{HSIC}_{k,l}(\hat{\mathbf{x}}', \hat{\mathbf{y}}')| \leq \frac{16m - 8}{(m-1)^2}
$$

**Proof.** For simplicity define $H(\cdot, \cdot) := \text{HSIC}_{k,l}(\cdot, \cdot)$. Note that, as the trace is cyclic: $\text{trace}(KHLH) = \text{trace}(HKHL)$. Further, let $\hat{K}, \hat{L}$ be the kernels defined on the modified data $(\hat{\mathbf{x}}', \hat{\mathbf{y}}')$. Then as the data is represented purely through the kernel matrices and the trace is Lipschitz w.r.t. these matrices, we can apply the triangle inequality to yield,

$$
|H(\mathbf{x}', \mathbf{y}') - H(\hat{\mathbf{x}}', \hat{\mathbf{y}}')| \leq \frac{\|HLH\|_\infty \|K - \hat{K}\|_1}{(m-1)^2} + \frac{\|HKH\|_\infty \|L - \hat{L}\|_1}{(m-1)^2}
$$

To bound the infinity norms, let $\bar{L} = HLH$, then

$$
|L_{ij}| = \left| L_{ij} - \sum_{a=1}^m L_{a} - \sum_{b=1}^m L_{b} + \sum_{a,b=1}^m L_{ab} \right| \leq 4
$$

as $L_{ij} \leq 1$ (this inequality also holds for $HKH$). Finally, note that as there is only a single-element difference between $(\mathbf{x}', r_{Y}')$ and $(\hat{\mathbf{x}}', \hat{r}_{Y}')$, we have that $\|K - \hat{K}\|_1 \leq 2m - 1$ (and also for $L, \hat{L}$).

In fact, we can improve this bound to $\frac{12m - 11}{(m-1)^2}$ using trace identities. We leave the proof of this to the appendix. Given this global sensitivity bound we can use Theorem 2 to guarantee that under certain conditions the Laplace mechanism w.h.p. does not change the direction of causal influence.

### 4.3 IQR Score

Unfortunately the IQR does not have a bounded global sensitivity, as there exist datasets for which the IQR can change by an unbounded amount. Instead, Dwork & Lei [4] offer an efficient technique to privately release the IQR. We give a slightly modified version of their Algorithm in the appendix.

First the algorithm defines two intervals $B_1$ and $B_2$ which both contain $\text{IQR}(\mathbf{x})$. If the IQR were to be pushed out of both of these intervals it would imply that the IQR changed by a factor of $e$. Therefore we loop over both intervals and calculate the number of points $A_j$ that an adversary would need to change to push the IQR out of $B_1$ or $B_2$. Note that $A_j$ is itself a data-sensitive query and so, to preserve privacy of this query, we can add Laplace noise to it. Then, if one of these noisy estimates $R_j = A_j + z$, where $z \sim \text{Lap}(0, 1/e)$ is larger than some threshold, it implies that with high probability (exactly $1 - \delta$), that the IQR$(\mathbf{x})$ has multiplicative sensitivity of at most $e$, for the specific dataset $\mathbf{x}$. Note that this is precisely the local sensitivity as defined in Section 2 as it is specific to $\mathbf{x}$. This means that we can add Laplace noise $z$ to log IQR$(\mathbf{x})$. If neither of the $R_j$ are above the threshold then the algorithm returns null: $\bot$. This algorithm was shown to be $(3e, \delta)$-differentially private.

In our case we would like to release four private IQR scores. Note that we must look at $\mathbf{x}'$ three separate times: for IQR($\mathbf{x}'$), IQR($\mathbf{y}'$), and IQR($\mathbf{y}'$) (and three times as well for $\mathbf{y}'$). Therefore for both $\mathbf{x}'$ and $\mathbf{y}'$ we are composing three differentially private outputs. Under simple composition this would lead to $(9e, 3\delta)$ differential privacy for both $\mathbf{x}'$ and $\mathbf{y}'$. However, we can make use of Corollary 3.21 in Dwork & Roth [4] to give $(\epsilon', 3\delta + \delta')$-differential privacy, for $0 < \epsilon' < 1$ and their...
δ' > 0, over three repeated mechanisms by ensuring each private mechanism is (3ε, δ)-private, where 3ε = e′/(2\sqrt{6}\log(1/δ')).

The remaining question is whether this noise addition causes one to infer the incorrect causal direction. Again, as long as there is a significant margin between the scores, we can preserve the correct causal inference with high probability as follows.

**Theorem 4.** Let Qx' = \log IQR(x'), and similarly for Qy', Qx, Qy, be the true log-IQR scores. As well let Px', Py', Prx, Pry be the private versions, multiplied by e^2 noise where z ~ Lap(0, 1/ε). The following results hold:

1. If the number of data-points needed to significantly change the IQR, A_j, is less than \epsilon then, the probability that any one of the private IQR P_x is released is small:
   \[ P \left( P_x \neq \perp | A_1 \text{ or } A_2 \leq \epsilon \right) \leq \frac{3\delta}{2} \]

2. If all private log-IQR scores are released, and the relationship between the true scores holds Qx' + Qx < Qy' + Qy (which implies X \rightarrow Y), then the probability that we make the correct causal inferences from the private scores is large:
   \[ P [ P_x + P_y < P_y + P_x ] = 1 - \frac{e^2}{96\sigma^3} (48\sigma^3 + 33\gamma^2 + 9\gamma^2 + \gamma^3) \]
   where \gamma = Qy' + Qx' - Qx' + Qy' and \sigma = 1/\epsilon.

The proof of these results is in the appendix. The first result says that the probability that we release an IQR score just because too much noise was added to A_j is small. The second result says that with high probability we recover the true causal direction, depending on the size of the dataset.

**5 Training Set Privacy**

Let \( x, y \) be the initial training data and \( \tilde{x}, \tilde{y} \) be the training data after a change in the dataset. Note that \( x \) and \( \tilde{x} \) differ in at most one element (similarly for \( y \) and \( \tilde{y} \)). The length of both training datasets is \( n \). From Algorithm 1 the only way the training set can affect the dependency functions \( s_{X \rightarrow Y}, s_{Y \rightarrow X} \) is through the regression functions \( \tilde{f}, \tilde{g} \). We use the kernel ridge regression method and so the functions \( f \) (and \( g \)) can be written in the form: \( \tilde{f}(w, x) = w^\top \phi(x) \), where \( \phi(x) \) is a (possibly infinite) feature space mapping to the Hilbert space corresponding to the kernel function used. Similar to other work on private regression [34] we assume that \( |x|, |y| \leq 1 \). The ridge regression algorithm can now be written as:

\[
 w = \arg\min_{w \in \mathcal{H}} \frac{\lambda}{2} \| w \|_\mathcal{H}^2 + \frac{1}{n} \sum_{i=1}^{n} (w^\top \phi(x_i) - y_i)^2. \tag{5}
\]

where \( \mathcal{H} \) is the corresponding Hilbert space. Practically speaking, even though \( w \) may be infinite-dimensional, because it always appears in an inner product with the feature mapping \( \phi(x) \) we can utilize the ‘kernel trick’: \( k(x_i, x_j) = \phi(x_i)^\top \phi(x_j) \) to avoid having to represent \( w \) explicitly.

Let \( \tilde{f}(w^*, \cdot) \) and \( \tilde{f}(\hat{w}^*, \cdot) \) be the classifiers resulting from the optimization problem in eq. (5) when trained on \( (x, y) \) and \( (\tilde{x}, \tilde{y}) \), respectively (and similarly for \( \tilde{g} \)). We show that the residuals in Algorithm 1 are bounded.

**Theorem 5.** Say \( \lambda \leq 1 \). Given that the classifiers \( f(w^*, \cdot), \tilde{f}(\hat{w}^*, \cdot) \) are the result of the optimization problem in eq. (5), the residuals of these functions \( r_{i,Y}, \tilde{r}_{i,Y} \) are bounded as:

\[
 |r_{i,Y} - \tilde{r}_{i,Y}| \leq \frac{8}{n\lambda^{3/2}} \quad \text{for all } i, \text{ where } r_{i,Y}, \tilde{r}_{i,Y} \text{ are the } i^{th} \text{ elements of } r_{i,Y}, \tilde{r}_{i,Y} \text{ and } n \text{ is the size of the test set.}
\]

This bound holds equally for \( r_X, \tilde{r}_X \). The proof of the above is inspired by the work of Shalev-Shwartz et al. [33] and Jain & Thakurta [14]. We place the proof in the appendix for the interested reader. As far as we are aware this is the tightest bound for the optimization problem in eq. (5), with a non-Lipschitz loss. In the following, we use this bound to preserve training set privacy for the dependence scores considered in the previous section.

**5.1 Rank Correlation Coefficients**

Note that the bound in Theorem 5 directly implies that the ranking dependence scores have global sensitivity 1 (equal to the size of their ranges). To see this note that we can consider an adversarial situation in which the rank of every element of the residual \( r_Y \) changes when the training set is altered in one element (as all the residual elements may change). This means that the Laplace mechanism cannot guarantee useful privacy.

Instead, note that both ranking scores may still have reasonably bounded local sensitivity. Specifically, if we consider the list of sorted residuals, it may be that there are large gaps between neighboring residuals. If this is the case then changing the training set by one point may not change the residual rankings. Thus, the
Figure 1: Probability of correctly identifying the causal direction on datasets selected from the Cause-Effect Pairs Challenge [12]. Datasets for which the scores perform well were selected in order to isolate the effect of privatization on the scores.

Figure 2: Training set privacy for the HSIC score. The three left-most plots show how $\lambda$ affects the probability of correctly inferring the causal direction, while the right-most plot depicts this probability when the best $\lambda$ is selected over a $\epsilon \in [0.1, 1]$. See text for more details.

5.2 HSIC Score

Theorem 7. For $m \geq 2$, with kernels $k, l \leq 1$ where $l$ is $L_l$-Lipschitz, the HSIC score has a training set sensitivity as follows,

$$\left| \hat{HSIC}_{k,l}(x', r_Y') - \hat{HSIC}_{k,l}(x, r_Y) \right| \leq R \frac{32L_l\sqrt{m}}{n}$$

where $R = \frac{8}{3\sqrt{2}}$.

The proof follows directly from Theorem 5 and Lemma 16 in Mooij et al. [23]. Thus, the Laplace mechanism gives us $(\epsilon, 0)$-differential privacy and Theorem 2 gives us our utility guarantee.

5.3 IQR Score

Similar to the test set privacy section we will use propose-test-release to give a useful, private IQR score. In fact, we will use IQR algorithm almost identically, except that we will define $A_j$ as the number of training points required to move the IQR out of an interval. Note that a lower bound on $A_j$ is simply the number of points required to move every input less than the median to the left and every input larger than the median.
We test our methods for private release of causal inference statistics on a small subsets from the Cause-Effect Pairs Competition collection Guyon [12]. Specifically, we randomly select 10 of the largest 25 datasets that have a causal direction either $X \rightarrow Y$ or $Y \rightarrow X$. We average over 10 random 50/50 train/test splits of the data. Table 2 shows the non-private accuracy of the ANM model on a subset of the Cause-Effect Pairs Challenge [12], as well as the probability of correct causal inference after privatization.

### 6 Results

We test our methods for private release of causal inference statistics on a small subsets from the Cause-Effect Pairs Competition collection Guyon [12]. Specifically, we randomly select 10 of the largest 25 datasets that have a causal direction either $X \rightarrow Y$ or $Y \rightarrow X$. We average over 10 random 50/50 train/test splits of the data. Table 2 shows the non-private accuracy of the ANM model on a subset of the Cause-Effect Pairs Challenge [12], as well as the probability of correct causal inference after privatization.

### 7 Conclusion

We have presented, to the best of our knowledge, the first work towards differentially private causal inference. There are numerous directions of future work including privatizing other causal inference frameworks (e.g. IGCI [16]), analyzing that ANM algorithm without train/test splits, as well as other dependence scores. As there is significant overlap in the applications of causal inference and private learning we believe this work constitutes an important step towards making causal inference practical.
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