DeepCSR: A 3D Deep Learning Approach for Cortical Surface Reconstruction
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\section*{Abstract}

The study of neurodegenerative diseases relies on the reconstruction and analysis of the brain cortex from magnetic resonance imaging (MRI). Traditional frameworks for this task like FreeSurfer demand lengthy runtimes, while its accelerated variant FastSurfer still relies on a voxel-wise segmentation which is limited by its resolution to capture narrow continuous objects as cortical surfaces. Having these limitations in mind, we propose DeepCSR, a 3D deep learning framework for cortical surface reconstruction from MRI. Towards this end, we train a neural network model with hypercolumn features to predict implicit surface representations for points in a brain template space. After training, the cortical surface at a desired level of detail is obtained by evaluating surface representations at specific coordinates, and subsequently applying a topology correction algorithm and an isosurface extraction method. Thanks to the continuous nature of this approach and the efficacy of its hypercolumn features scheme, DeepCSR efficiently reconstructs cortical surfaces at high resolution capturing fine details in the cortical folding. Moreover, DeepCSR is as accurate, more precise, and faster than the widely used FreeSurfer toolbox and its deep learning powered variant FastSurfer on reconstructing cortical surfaces from MRI which should facilitate large-scale medical studies and new healthcare applications.

\section{1. Introduction}

The study of many neurodegenerative diseases and psychological disorders, rely on the analysis of the cerebral cortex using magnetic resonance imaging (MRI) \cite{1,6,32}. As shown in Figure 1, the cortex can be visually described as the inner volume between two cortical surfaces: the inner surface which is the interface between the white matter (WM) and the gray matter (GM) tissues, and the outer surface which is the interface between the gray matter tissue and the cerebrospinal fluid (CSF). Therefore, the goal of cortical surface reconstruction is to estimate reliable, accurate, and topologically correct \cite{30} triangular meshes, for the inner and outer cortical surfaces from a given MRI.

Reconstructing cortical surfaces from MRI is a challenging problem. First, cortical surfaces vary significantly across individuals as exemplified in Figure 1 by overlaying axial slices of co-registered MRIs from 3 different patients. Second, voxels near the cortex tend to hold more than one tissue type due to the discrete nature of MRI and the folding patterns of the cortical surfaces which is known as partial volume effect (PVE) \cite{2} in medical imaging. Consequently, sub-voxel variations of these surfaces can not be captured by pure voxel-wise segmentation approaches. This limitation leads to oversmoothed reconstructed cortical surfaces even when manual expert segmentation is employed as shown in Figure 1. Finally, we need to enforce the spherical topology (i.e., homeomorphic to a sphere) of the reconstructed surfaces to allow surface-based analysis \cite{54,59} and visualizations \cite{7}. Figure 1 emphasizes that arbitrarily small defects, known as holes, can drastically change the topology of the reconstructed surface.

Despite these challenges, there exist frameworks for cortical reconstruction from MRI \cite{4,5,11,16,18,21,40}. Traditionally, they consist of extensive pipelines of handcrafted image processing algorithms subject to careful hyper-parameter tuning (e.g., thresholds, iteration numbers, and convergence criterion) and very long runtimes which prevent them from being employed in healthcare applications where immediate results are critical. For instance, the well-known FreeSurfer’s V6.0 \cite{5} takes around six hours per scan depending on the quality of the input MRI. Concur-
In order to validate our approach, we first provide ablative studies of its main components. Then, we compare DeepCSR to the FreeSurfer V6.0 cross-sectional pipeline and FastSurfer for cortical reconstruction on the Test-Retest [22] and MALC [19, 23] datasets. We conclude that the proposed DeepCSR is able to reconstruct cortical surfaces faster and with higher reliability than the competitors, thus facilitating new healthcare applications.

2. Related Work

Cortical surface reconstruction. Traditionally, cortical surface reconstruction frameworks involve a lengthy sequence of image processing techniques [4, 5, 16, 18, 21, 40]. For instance, the widely used FreeSurfer [5] performs multiple image normalization routines, linear and non-linear registration techniques, brain tissue labeling, surface fitting models, and topology correction between other techniques to reconstruct the cortical surfaces. The other traditional frameworks follow a similar approach mostly differing in the mechanism used to fit the desired surfaces onto the segmented volumes. As examples, Kim et al. [16] leverage a Laplacian field with stretch and self-proximity regularization terms to prevent mesh self-intersection and Han et al. [9] introduce a topology-preserving geometric deformable surface model. Therefore, these frameworks require a considerable processing time and eventually manual intervention of experts to fine-tune the parameters of some of these image processing techniques [14] which limit their range of applications. Differently, we propose a swift framework able to reconstruct cortical surfaces efficiently by leveraging modern 3D deep learning models.

Concurrently to our work, Henschel et al. [11] propose a faster variant for the FreeSurfer pipeline named FastSurfer. In that work, expensive computations of FreeSurfer are replaced with modern and lightweight alternatives as a deep learning model for whole-brain segmentation and a spectral mesh processing algorithm for spherical mapping. However, this approach still relies on voxel-wise brain segmentation which does not approximate continuous surfaces well due to its discrete nature as exemplified in Figure 1. In contrast, we propose a 3D deep learning model that directly predicts implicit surface representations for real coordinates in the brain MRI providing a continuous approximation to the cortical surfaces. Nonetheless, it is also important to
Deep learning models for 3D reconstruction. It comprises the set of deep learning models that learn to reconstruct 3D geometries, e.g., objects and scenes, from deep learning models for 3D reconstruction. MR images [33, 37]. One could bypass the estimation of cortical surfaces directly. Note also that recent approaches tend to indicate that brain morphometry tools [41] providing further volumetric and surface-based analysis which is beyond the scope of this work. Note also that recent approaches tend to indicate that one could bypass the estimation of cortical surfaces directly. Note also that recent approaches tend to indicate that brain morphometry tools [41] providing further volumetric and surface-based analysis which is beyond the scope of this work.

Deep learning models for 3D reconstruction. It comprises the set of deep learning models that learn to reconstruct 3D geometries, e.g., objects and scenes, from data [12] [38]. These deep learning models can be broadly categorized according to the 3D shape representation they operate on as either mesh-based, voxel-based, or implicit surfaces models. Mesh-based methods exploit explicit representations like template meshes [8] [31], graphs [45] [47], and parametric 3D models [17] [27] to predict surfaces and object shapes. While these approaches are very convenient, they are also prone to produce noisy meshes with a large number of self-intersections which is very undesirable for cortical surface reconstruction. On the other hand, voxel-based methods reconstruct 3D shapes by predicting 3D voxel-grids of surface representations like discretized signed distances [28] and level-sets [26]. The main limitations of these approaches is to treat the output 3D space as a discretized grid that may not capture the fine details of the cortical surface folding. On the other hand, implicit surface models explore continuous representations of the 3D space where the objects are defined as 3D scalar fields [25] [28]. These approaches are memory efficient and can explore the finer details of the target geometries. Therefore, we follow this approach and develop a novel deep learning model to reconstruct cortical surfaces from MR images.

3. Method

In this section, we introduce DeepCSR, a deep learning framework for cortical surface reconstruction from MR images. First, we describe how to implicitly define surfaces by functions on the 3D Euclidean space, then to learn these functions using a deep learning model. Then, we show how to perform cortical surface reconstruction using this model.

3.1. Learning Implicit Surface Representation

In order to ease the presentation, we focus on the learning of a single target surface, but this framework can be generalized to multiple surfaces by introducing mild modifications. Without loss of generality, one can implicitly define a Lipschitz surface \( S \subset \mathbb{R}^3 \) by the \( \ell \)-level set of a continuous function \( f_S : \mathbb{R}^3 \to \mathbb{R} \) as,

\[
S = \{ p \in \mathbb{R}^3 \mid f_S(p) = \ell \},
\]

where the function \( f_S \) maps to a scalar for every point \( p \in \mathbb{R}^3 \) in the 3D Euclidean space. Furthermore, given \( f_S \), the mesh representation of \( S \) can be obtained by iso-surface extraction algorithms like marching cubes [20] or ray casting [44]. Therefore, reconstructing a specific surface can be thought as modeling a function such that its \( \ell \)-level set defines the desired geometry.

For a given surface \( S \), the function \( f_S \) can be modeled, for instance, using occupancy field or signed distance function. The former is a binary valued function defined as,

\[
r^\text{occ}_S(p) = \mathbb{1}_{p \in S_{\text{int}}},
\]

where \( \mathbb{1}_{\text{pred}} \) is the indicator function evaluating to one, if its predicate \( \text{pred} \) is true, and zero otherwise. In this case, the level set of interest to retrieve the surface is \( \ell = \frac{1}{2} \). The occupancy field \( r^\text{occ}_S \) divides the 3D space in the interior \( S_{\text{int}} \) and exterior of the oriented surface \( S \). On the other hand, the signed distance function consists of the Euclidean distance between every point in the 3D space and its projection, \( \text{proj}_S(p) = \text{argmin}_{q \in S} \| p - q \|_2 \), on the surface \( S \). Mathematically,

\[
r^\text{sd}_S(p) = (2 r^\text{occ}_S(p) - 1) \| p - \text{proj}_S(p) \|_2.
\]

Therefore, \( r^\text{sd}_S \) assigns positive distances to points in the interior of the surface \( S_{\text{int}} \), zero to points on the surface \( S \) (i.e., \( \ell = 0 \)), and negative distances otherwise. These tools are widely used in surface modeling, then we evaluate both in the context of cortical surface reconstruction.

Our final goal is to reconstruct surfaces according to an observed MR image. Rather than conditioning the function \( f_S \) on a specific surface, one should condition it on an input 3D MR image. While this formulation seems logical, we notice that MR images may be defined in different coordinate systems producing an unbounded input space for learning. We overcome this difficulty by co-registering the input MR images to a brain template constraining the space where the target surfaces exists to the coordinates of the bounding box containing the template brain in the template coordinate system. Therefore, our problem boils down to model the function,

\[
f : \Omega \times \mathcal{I} \to \mathbb{R},
\]

where \( \Omega \subset \mathbb{R}^3 \) is a closed and bounded subspace where the template brain is defined and \( \mathcal{I} \) denotes the space of MR images \( I \) represented by a 3D grid of voxels.

Using a machine learning approach to model such a function, we first define a dataset \( \mathcal{D} = \{ (I_i, S_i) \}_{i=1}^N \) of \( N \) MR images \( I_i \) and their corresponding surfaces \( S_i \) which can be obtained using traditional pipelines for automatic cortical surface reconstruction [4] [5] [40]. Then, we parameterize the function \( f_\theta \) in terms of learnable parameters \( \theta \) and minimize the regularized empirical risk on the dataset \( \mathcal{D} \). This learning problem can be stated as,

\[
\argmin_{\theta} \frac{1}{N} \sum_{i=1}^N \int_{\Omega} \Delta(r^\text{sd}_S(p), f_\theta(p, I_i)) \, dp + \mathcal{R}(\theta),
\]
where $\mathcal{R}$ is some regularization function on the parameters $\theta$ and $\Delta$ is an appropriate cost function measuring discrepancies between the predicted implicit surface representation $f_\theta(p, I)$ and the true implicit surface representation $r^*_S(p)$ for the given point $p \in \Omega$, MR image $I_i$, and its corresponding surface $S_i$. In the case of occupancy field, we minimize the binary cross-entropy classification loss, while for signed distance function we opt for the $L_1$-loss.

In order to use this approach for cortical surface reconstruction, we extend the scalar-valued functions $f_\theta$ to a vector-valued function $f_\theta \in \mathbb{R}^4$ where the predicted values are the surfaces representations for the inner and outer cortical surfaces further divided into left and right brain hemispheres. Consequently, the learning problem described by Equation 5 is solved jointly for these four cortical surfaces across all of the MRIs in the dataset $\mathcal{D}$. This formulation is an instance of multi-task learning which often produces models with good generalization ability [36].

In practice, we approximate the integral in Equation 5 by a finite sum of sampled locations $p$ in the reference space $\Omega$. We observed that the sampling scheme employed is critical to the quality of the reconstructed surface. More specifically, as shown later in Section 4.1, the proposed framework reconstructs more accurate cortical surfaces when we sample more points near the surface, in addition to uniformly on the template space $\Omega$. In order to sample points near the target surface, we first sample faces proportionally to their area, then we sample points uniformly in these faces using the triangle point picking method [46]. Finally, we perturb these sampled points on the surface by adding a Gaussian $\mathcal{N}(0, 1)$ centered at zero with $1\text{ mm}$ variance getting points near the surface. Such a sampling scheme provides global information to correctly align the predicted surface to the brain and a lot of local information to capture the highly folded geometry of the brain cortex.

### 3.2. Neural Network Architecture and Hypercolumn Features

We implement the parameterized function $f_\theta$ as an encoder-decoder neural network. The encoder takes as input an image $I$ and the coordinates of a point $p$ in the template coordinate system $\Omega$. Then, it predicts the implicit surface representation $f_\theta(p, I)$ for the inner and outer cortical surfaces divided into left and right hemispheres. For $i = 1, \ldots, 5$, we perform Addition, Max3D + Conv3D + ReLU, CBN + ReLU + FC, Conv3D + ReLU, and Linear Interpolation.

Figure 2: DeepCSR’s neural network architecture. It receives as input an image $I$ and the coordinates of a point $p$ in the template coordinate system $\Omega$. Then, it predicts the implicit surface representation $f_\theta(p, I)$ for the inner and outer cortical surfaces divided into left and right hemispheres.
and local visual cues for predicting the surface representation at the input point \( p \) since it collects features from different levels of our hierarchy of features maps. As shown later in Section 4.1 this architectural design is critical to capture the high frequency details on the target surfaces.

On the other hand, the decoder receives as input the point coordinates \( p \) and its corresponding hypercolumn vector \( c(I,p) \) generated by the encoder for the image \( I \) as previously described. The decoder processes these inputs through a sequence of fully connected layers, conditional batch normalization layers (CBN) \([29]\) and ReLU activation functions as also indicated in Figure 2 outputting the predicted implicit surfaces representation \( f_\theta(p, I) \in \mathbb{R}^4 \) for the inner and outer cortical surfaces divided into left and right brain hemispheres. The decoder network uses skip-connections and follows the method proposed by Mescheder et al. \([25]\). However, our CBN layers compute a non-linear function conditioned on the hypercolumn vector \( c(I,p) \) which encodes global and local visual cues for the prediction of the desired surfaces representation.

We train such a model from scratch by optimizing the objective in Equation 5 extended for multiple surfaces using stochastic gradient descent. More specifically, we use Adam optimizer with an initial learning rate equal to \( 10^{-4} \) and back-propagate the loss computed on mini-batches of 5 MR images and 1024 sampled points per image from a pre-computed pool of 4 million points whereby 10% of them are sampled uniformly in \( \Omega \) and 90% are sampled near the target surfaces as explained in Section 3.1.

3.3. Reconstructing Cortical Surfaces

DeepCSR receives as input a MRI scan and outputs mesh representations for the outer and inner cortical surfaces further divided into the left and right brain hemispheres. As illustrated in Figure 3 we first perform an affine registration of the input MRI scan to the MN1105 brain template \([24]\). This registration aims to unify the coordinate systems across different MR scans easing the learning and prediction of implicit surfaces.

Second, we construct a Cartesian grid of points at the desired resolution by dividing the template bounding box into evenly spaced points. Using the trained neural network \( f_\theta \), we predict implicit surface representations at these points, represented by their continuous coordinates, for those four cortical surfaces according to the input MRI. Throughout this paper we reconstruct cortical surfaces using \( 512^3 \) points, unless mentioned, providing sub-voxel precision. The model only needs to extract the feature maps once and can process the points in parallel, generating surfaces at high resolution efficiently.

Third, since most of the applications of cortical surface reconstruction require surfaces with spherical topology (i.e., genus zero) as discussed in Section 1 we employ a lightweight topology correction algorithm to fix the topological defects caused by wrong predictions of the implicit surface representation. Specifically, we use the method proposed by Bazin and Pham \([3]\) which consists of a spherical level-set evolution that avoids evolving over critical points \([20]\), outputting a 3D implicit surface volume with guaranteed spherical topology. Each target surfaces’ topology is corrected independently, and these tasks are performed in parallel for efficiency. Note that the proposed framework is agnostic to the topology correction method allowing the application of other techniques.

Finally, in order to obtain the mesh representation of the target surfaces, we apply a topology preserving marching cubes algorithm \([20]\). The predicted surfaces are in the template brain coordinate system, but these can be mapped back to the native space using the inverse of the transformation obtained during the registration of the input MR scan.

4. Experiments

We now evaluate the performance of our method on the reconstruction of cortical surfaces from MR images. In Section 4.1 we present an ablative study while, in Section 4.2 we compare it to the FreeSurfer V6 (cross-sectional pipeline) and FastSurfer.

4.1. Ablation Studies

We now perform experiments with variations of the proposed DeepCSR to measure the importance of its main components. The quantitative results are presented in Table 1 while the qualitative results are shown in Figure 4. See below a brief summary of the dataset and evaluation metrics used, in addition to the detailed description of these experiments and the discussion of their results.

Dataset. We use the MRI data provided by the Alzheimer’s Disease Neuroimaging Initiative (ADNI) \([15]\) and their corresponding pseudo-ground truth surfaces generated with FreeSurfer V6.0. The ADNI dataset consists of 3876 MRI images from 820 different subjects collected at different time points. We split this dataset by subjects obtaining 2353 MRI scans from 492 subjects for training (≈ 60%), 375 MRI scans from 82 subjects for validation (≈ 10%) and 1148 MRI scans from 246 subjects for testing (≈ 30%). We train the models on the training set until their loss plateau
on the validation set and report their performance on the test set. We emphasize that these splits do not have MRIs or subjects in common for an unbiased evaluation.

**Evaluation metrics.** We report the mean and standard deviation of well known surface comparison metrics like earth mover’s distance (EMD), average absolute distance (AD), and Hausdorff distance (HD) \[15\] \[12\] \[43\]. EMD is the minimum amount of “work” to morph one surface to the other (lower is better), while AD and HD is the mean and maximum distance between closest points in two meshes is better, respectively. Since HD is very sensitive to outliers, we use the 90\textsuperscript{th} percentile instead of the maximum as suggested by Hutenlocher et al. \[13\]. It is also important to mention that AD and HD are computed in a bidirectional way for symmetry and over a sub-sample of 100k points.

**Signed distance vs. Occupancy Field.** We compare the performance of the DeepCSR framework when using signed distance function (first row in Table 1) and occupancy field (second row in Table 1) as implicit surface representation. The signed distance function provides better results than occupancy field since such a representation offers more information than simple binary labels to the learning process and mesh extraction method. More specifically, it also indicates the remoteness of the target surface at every point in the 3D space whereas the occupancy field just says whether a given point is inside or outside the target surface.

**Surface-based Sampling.** Despite uniform sampling has presented better results on generic object surface reconstruction as in Mescheder et al. \[25\], it is not the best choice for cortical surfaces due to the high frequency details localized on the surface. To support such a claim, we train the DeepCSR framework to regress signed distance function of points sampled uniformly in the 3D template space and compare with the proposed sampling scheme described in Section 3.1. The results for the uniform sampling approach is reported in the third row of Table 1 while our surface-based sampling scheme is in the first row of the same table. The surface-based schema outperforms uniform sampling in all of the evaluation metrics.

**Hypercolumn features.** It is the most important component in our model, since we are not able to recover the high frequency details in the cortical surfaces without it. In order to support this claim, we remove the hypercolumn formation steps from our encoder depicted in Figure 2, reshape the encoder’s last layer to output a 512-dimensional vector, use this vector as the decoder input, and train this model as before. These changes remove the hypercolumn schema but keeps the model with similar capacity since no layer or weights are removed. The performance of such a model is reported in the fourth row of Table 1 and it is much worse than the proposed model for all the evaluation metrics. Furthermore, Figure 2 depicts oversmoothed cortical surfaces that were reconstructed without hypercolumn features.

**Single Surface Model.** As previously observed by the machine learning community \[36\], multi-task learning tends to provide better generalization. Similarly, we observe that learning the surface representations jointly produces better results than learn multiple models independently. We demonstrate such a result by training and evaluating a network for each target surface independently and comparing them to a network trained jointly for all the target surfaces. The results for the single-surface approach is presented in the fifth row of Table 1 while the multi-surface is presented in the first row of the same table.

**Output Resolution.** We reconstruct cortical surfaces at different resolutions by predicting implicit surface representations for 3D evenly spaced grids of points of different sizes as explained in Section 3.3. Figure 2 depicts cortical surfaces generated at 64\textsuperscript{3}, 128\textsuperscript{3}, 256\textsuperscript{3}, and 512\textsuperscript{3} 3D evenly spaced grids of points. As the resolution grows, our method reconstructs more details of the cortical surfaces. The quantitative results are presented in the last three rows of Table 1.

| Resolution | EMD (mm) | AD (mm) | HD (mm) |
|------------|----------|---------|---------|
| Resolution 64\textsuperscript{3} | 9.164 \(\pm 0.114\) | 3.227 | 2.768 |
| Resolution 128\textsuperscript{3} | 8.340 | 3.400 | 2.877 |
| Resolution 256\textsuperscript{3} | 7.340 | 3.453 | 2.112 |

| Resolution | EMD (mm) | AD (mm) | HD (mm) |
|------------|----------|---------|---------|
| Resolution 64\textsuperscript{3} | 3.268 | 2.889 | 6.189 |
| Resolution 128\textsuperscript{3} | 3.447 | 2.777 | 5.868 |
| Resolution 256\textsuperscript{3} | 3.447 | 3.145 | 2.196 |

| Resolution | EMD (mm) | AD (mm) | HD (mm) |
|------------|----------|---------|---------|
| Resolution 64\textsuperscript{3} | 1.047 | 6.080 | 1.929 |
| Resolution 128\textsuperscript{3} | 1.006 | 0.962 | 0.649 |
| Resolution 256\textsuperscript{3} | 1.070 | 1.077 | 0.623 |

| Resolution | EMD (mm) | AD (mm) | HD (mm) |
|------------|----------|---------|---------|
| Resolution 64\textsuperscript{3} | 2.113 | 5.680 | 1.929 |
| Resolution 128\textsuperscript{3} | 2.305 | 0.962 | 0.649 |
| Resolution 256\textsuperscript{3} | 2.305 | 1.077 | 0.623 |
4.2. Comparison to FreeSurfer and FastSurfer

We now compare the precision, accuracy, and runtime of the proposed model to the FreeSurfer V6 (cross-sectional pipeline) and FastSurfer. More specifically, we use the DeepCSR (SDF) trained on the ADNI dataset and reconstruct surfaces at 512^3 resolution as explained Section 3.3.

Table 2 summarizes the results and Figure 5 shows examples of reconstructed surfaces.

**Precision Analysis.** We measure the precision, i.e., repeatability, of the evaluated frameworks using the Test-Retest dataset (TRT) [22] and the experimental protocol described by Tosun et al. [43]. More specifically, the TRT dataset provides 120 T1-weighted MRI scans from 3 subjects which are scanned twice in 20 sessions spanning 31 days. Since no morphological changes should occur between successive scans of the same subject at the same session, the reconstructed surfaces should be identical up to the variations in the image acquisition and minor physiological changes. Therefore, following the aforementioned protocol, we reconstruct the surfaces from every MRI scan using the evaluated frameworks, align pairs of surfaces from the same subject and session using the ICP algorithm, compute discrepancy measures between these pairs of aligned surfaces, and report group statistics of these metrics. As discrepancy measures, we use the already discussed average absolute distance (AD), in millimeters (mm), between meshes and the percentage of distances greater than one (% > 1 mm) and two (% > 2 mm) millimeters as group statistics. The “Precision” column in Table 2 summarizes the results for this experiment. We observe that the proposed DeepCSR has better reproducibility than both FreeSurfer and FastSurfer which is critical for medical studies.

**Accuracy Analysis.** This experiment aims to measure how close the reconstructed cortical surfaces are to the true cortical surfaces. Since there is no manually annotated surface data for such a task, we decide to compare the evaluated methods on the segmentation of the brain cortex using the Multi-Atlas Labelling Challenge (MALC) dataset [19, 23]. This dataset consists of 30 brain volumes manually segmented by experts using the NeuroMorphometric labelling schema for the whole brain including cortical and subcortical structures. We first select all cortical labels to form the brain cortex ground-truth segmentation. Then, for a given MR image, we reconstruct the inner and outer surfaces using the evaluated methods, discretize these surfaces to a grid of voxels of 1 mm^3, and resample these generated voxel-grids to the input MRI resolution and dimensions. Next, we remove the resampled voxel-grid of the inner surface from the interior of the resampled voxel-grid of the outer surface and perform morphological opening and dilatation to generate a surface-based brain cortex segmentation. Finally, we report the Dice score (Dice) and volume similarity (VS) between the surface-based generated segmentation and the cortex ground-truth segmentation as an accuracy measure of the evaluated frameworks. The “Accuracy” column in Table 2 summarizes the results for this experiment. We observe that DeepCSR provides brain cortex segmentation with slightly greater overlap and more similar volume to the manually annotated data than the competitors.

**Runtime Analysis.** In order to compare the processing time required by the evaluated frameworks, we report the average elapsed time, in minutes, for these frameworks to reconstruct the cortical surfaces of the MRI scans in the MALC dataset [19, 23]. The “Runtime” column in Table 2 presents the results for this experiment. It also important to note that the FreeSurfer and FastSurfer runtimes reported just takes into account the processing steps necessary to reconstruct the cortical surfaces and ignores any other computations for a fair comparison. In summary, using a NVIDIA P100 GPU and Intel Xeon (E5-2690) CPU, our model is at least thirteen times faster than the FreeSurfer using the same hardware and input MRI scans. When compared to the FastSurfer, the speed-up is much smaller but the variance in runtime is drastically reduced. These improvements facilitate large medical studies and new healthcare applications.

Moreover, profiling DeepCSR, we observe that the initial registration takes 2.334 (±0.022) minutes, the implicit sur-
Table 2: Precision, accuracy and runtime comparison between FreeSurfer, FastSurfer, and DeepCSR on cortical reconstruction from MRI using Test-Retest (TRT) and MALC datasets.

| Method   | Precision on TRT AD (mm) | % > 1 mm | % > 2 mm | Accuracy on MALC Dice VS | Runtime (minutes) |
|----------|--------------------------|----------|----------|--------------------------|-------------------|
| FreeSurfer | 0.241 (±0.291)           | 2.472    | 0.983    | 0.841 (±0.020)           | 373.86            |
| FastSurfer | 0.204 (±0.028)           | 1.492    | 0.374    | 0.834 (±0.021)           | 28.943            |
| DeepCSR  | 0.193 (±0.051)           | 1.266    | 0.263    | 0.846 (±0.019)           | 27.824            |

Figure 5: Example of outer and inner cortical surfaces reconstructed with DeepCSR. The surfaces are color coded with the absolute distance to the pseudo ground-truth surface.

Face prediction takes 8.672 (±0.655) minutes, the topology correction takes 16.493 (±1.064) minutes, and the marching cubes takes 0.325 (±0.025) minutes. Therefore, further speed-up can be achieved by employing a faster topology correction method.

5. Conclusion

In this paper, we tackle the problem of directly reconstructing the brain cortex from MRI which is a critical task in clinical studies of neurodegenerative diseases. We formulate this problem as the prediction of implicit surfaces for points in a continuous brain template coordinate system. We also develop an encoder network architecture with hypercolumn features that is able to extract local and global image features from brain MR Images. Due to the continuous nature of this formulation and the efficient design of our network, we are able to accurately reconstruct cortical surfaces at high resolution capturing the brain surface geometry. Compared to the widely used FreeSurfer toolbox and its deep learning powered variant FastSurfer in two standard datasets, the proposed DeepCSR was found to be as accurate, more precise, and faster, which should facilitate large-scale medical studies and new healthcare applications.
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