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Abstract. This paper deals with a two-person zero-sum differential game for a dynamical system described by a Caputo fractional differential equation of order \( \alpha \in (0, 1) \) and a Bolza cost functional. The differential game is associated to the Cauchy problem for the path-dependent Hamilton–Jacobi–Bellman–Isaacs equation with so-called fractional coinvariant derivatives of the order \( \alpha \) and the corresponding right-end boundary condition. A notion of a viscosity solution of the Cauchy problem is introduced, and the value functional of the differential game is characterized as a unique viscosity solution of this problem.
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1. Introduction. In this paper, we study a two-person zero-sum differential game (see, e.g., [15, 19, 30, 2]) involving a dynamical system described by a Caputo fractional differential equation of order \( \alpha \in (0, 1) \) (see, e.g., [25, 17, 5]) and a Bolza cost functional, which the first player tries to minimize while the second player tries to maximize. In accordance with [11, 13], we associate the differential game to the Cauchy problem for the Hamilton–Jacobi–Bellman–Isaacs (HJBI) equation with so-called fractional coinvariant (ci-) derivatives of the order \( \alpha \) (see, e.g., [18, 7] and also [14]) and the corresponding right-end boundary condition. It should be noted that the path-dependent nature of the Caputo fractional derivative makes it necessary to consider the value of the differential game as a non-anticipative functional on a certain space of paths, and, respectively, the HJBI equation can be classified as path-dependent (in this connection, see, e.g., [23, 16, 29, 6, 1, 3, 26, 14]).

As stated in [11, Theorem 1], if the value functional of the differential game under consideration is ci-smooth of the order \( \alpha \) (which means that it is continuous and has continuous ci-derivatives of the order \( \alpha \)), then it is characterized as a unique solution of the associated Cauchy problem in a classical sense. However, the value functional usually does not have these smoothness properties, which leads to the need to introduce and investigate solutions of this Cauchy problem in a generalized sense.

Following [28] and, in a path-dependent framework, [20] (see also [14] and the references therein), previous works in this direction [8, 10, 12] focused on the development of the minimax approach to a notion of a generalized solution. In particular, the questions of well-posedness of minimax solutions, consistency of minimax solutions with classical solutions, as well as and non-local and infinitesimal criteria of minimax solutions were addressed. Moreover, relying on these results, it was proved (see [11, Theorem 2] and also [13, Theorem 1]) that the value functional of the differential game under consideration coincides with a unique minimax solution of the associated Cauchy problem.
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In this paper, we apply another technique and, following [4] and, in a path-dependent framework, [27, 21, 24], develop the viscosity approach. Our main objectives are to propose an appropriate notion of a viscosity solution of the investigated Cauchy problem and to characterize the value functional of the considered differential game as a unique viscosity solution of this problem.

More precisely, we give a definition of a viscosity solution of the Cauchy problem through \(\text{ci}\)-smooth of the order \(\alpha\) test functionals and a sequence of compact subsets of the path space, each of which is strongly invariant with respect to the considered fractional-order dynamical system and the union of which covers the path space. Furthermore, we require that a viscosity solution satisfies a certain local Lipschitz continuity condition with respect to the path variable.

Then, we show that the value functional of the differential game is a viscosity solution of the Cauchy problem. To this end, we use the facts that the value functional is a minimax solution of this problem by [11, Theorem 2] and that the value functional meets the additional Lipschitz continuity requirement due to [13, Lemma 1] and apply the arguments from [21, Theorem 1].

After that, we establish uniqueness of a viscosity solution of the Cauchy problem. In general, the proof of this result is carried out by the scheme from [21, Theorem 2]. However, the key part of the proof, which is the construction of appropriate test functionals, is different. This construction takes into account the peculiarities of dealing with the HJBI equation involving the fractional \(\text{ci}\)-derivatives and can be considered as the major contribution of the paper. It should be noted also that the Lipschitz continuity requirement is crucial for the given proof, since, similarly to, e.g., [24, Lemma 7.6], it allows us to derive certain boundedness properties of \(\text{ci}\)-gradients of the order \(\alpha\) of the obtained test functionals.

The paper is organized as follows. After some preliminaries in section 2, we describe the differential game, formulate the associated Cauchy problem, and present the necessary properties of the value functional in section 3. We give the definition of a viscosity solution of the Cauchy problem and show that the value functional is such a viscosity solution in section 4. The uniqueness theorem for viscosity solutions is proved in section 5. The proofs of auxiliary statements are relegated to Appendix A.

2. Preliminaries. Let \(n \in \mathbb{N}, T > 0, \) and \(\alpha \in (0, 1)\) be fixed. By \(\| \cdot \|\) and \((\cdot, \cdot)\), the Euclidean norm and inner product in \(\mathbb{R}^n\) are denoted. Given \(R \geq 0,\) let \(B_R\) stand for the closed ball in \(\mathbb{R}^n\) centered at the origin of radius \(R\).

Following, e.g., [25, Definition 2.3], we introduce the linear space \(AC^\alpha\) of all functions \(x: [0, T] \to \mathbb{R}^n\) each of which can be represented in the form

\[
(2.1) \quad x(\tau) = x(0) + \frac{1}{\Gamma(\alpha)} \int_{0}^{\tau} \frac{f(\xi)}{1-(\xi-\tau)^{1-\alpha}} \, d\xi \quad \forall \tau \in [0, T]
\]

for some (Lebesgue) measurable and essentially bounded function \(f: [0, T] \to \mathbb{R}^n\). In the right-hand side of equality (2.1), the second term is the Riemann–Liouville fractional integral of the order \(\alpha\) of the function \(f(\cdot)\) (see, e.g., [25, Definition 2.1]) and \(\Gamma\) is the gamma-function. Noting that every function \(x(\cdot) \in AC^\alpha\) is continuous (see, e.g., [25, Remark 3.3]), we consider \(AC^\alpha\) as a subspace of the Banach space of all continuous functions \(x: [0, T] \to \mathbb{R}^n\) endowed with the uniform norm

\[
\|x(\cdot)\|_\infty \triangleq \max_{\tau \in [0, T]} \|x(\tau)\|.
\]

According to, e.g., [25, Theorem 2.4], every function \(x(\cdot) \in AC^\alpha\) has at almost every (a.e.) \(\tau \in [0, T]\) a Caputo fractional derivative of the order \(\alpha\), which is defined
by (see, e.g., [17, Section 2.4] and [5, Chapter 3])

\[(C^\alpha D^\alpha x)(\tau) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{d\tau} \int_0^\tau \frac{x(\xi) - x(0)}{(\tau - \xi)^\alpha} d\xi.\]

Moreover, if representation (2.1) is valid for some measurable and essentially bounded function \(f(\cdot)\), then \((C^\alpha D^\alpha x)(\tau) = f(\tau)\) for a.e. \(\tau \in [0, T]\). In particular, we have

\[(2.3) \quad x(\tau) = x(0) + \frac{1}{\Gamma(\alpha)} \int_0^\tau \frac{(C^\alpha D^\alpha x)(\xi)}{(\tau - \xi)^{1-\alpha}} d\xi \quad \forall \tau \in [0, T].\]

Further, for every \((t, x(\cdot)) \in [0, T] \times AC^\alpha\), put

\[(2.4) \quad Y(t, x(\cdot)) \triangleq \{ y(\cdot) \in AC^\alpha : y(\tau) = x(\tau) \quad \forall \tau \in [0, t]\}.\]

A functional \(\varphi: [0, T] \times AC^\alpha \to \mathbb{R}\) is called non-anticipative if the equality \(\varphi(t, x(\cdot)) = \varphi(t, y(\cdot))\) holds for any \((t, x(\cdot)) \in [0, T] \times AC^\alpha\) and any \(y(\cdot) \in Y(t, x(\cdot))\).

A functional \(\varphi: [0, T] \times AC^\alpha \to \mathbb{R}\) is said to be ci-differentiable of the order \(\alpha\) at a point \((t, x(\cdot)) \in [0, T] \times AC^\alpha\) (see, e.g., [18, 7] and also [14]) if there exist \(\partial^\alpha_y \varphi(t, x(\cdot)) \in \mathbb{R}\) and \(\nabla^\alpha \varphi(t, x(\cdot)) \in \mathbb{R}^n\) such that, for any \(y(\cdot) \in Y(t, x(\cdot))\) and any \(\tau \in (t, T)\), the relation below takes place:

\[
\varphi(\tau, y(\cdot)) - \varphi(t, x(\cdot)) = \partial^\alpha_y \varphi(t, x(\cdot))(\tau - t) + \int_t^\tau \langle \nabla^\alpha \varphi(t, x(\cdot)), (C^\alpha D^\alpha y)(\xi) \rangle d\xi + o(\tau - t),
\]

where the function \(o(\delta)/\delta \to 0\) as \(\delta \to 0^+\). In this case, the values \(\partial^\alpha_y \varphi(t, x(\cdot))\) and \(\nabla^\alpha \varphi(t, x(\cdot))\) are called ci-derivatives of the order \(\alpha\) of the functional \(\varphi\) at the point \((t, x(\cdot))\).

Observe that, if a functional \(\varphi: [0, T] \times AC^\alpha \to \mathbb{R}\) is ci-differentiable of the order \(\alpha\) at every point \((t, x(\cdot)) \in [0, T] \times AC^\alpha\), then the functional \(\varphi\) itself and the mappings

\[(2.5) \quad \partial^\alpha_y \varphi: [0, T] \times AC^\alpha \to \mathbb{R}, \quad \nabla^\alpha \varphi: [0, T] \times AC^\alpha \to \mathbb{R}^n\]

are automatically non-anticipative.

Finally, a functional \(\varphi: [0, T] \times AC^\alpha \to \mathbb{R}\) is said to be ci-smooth of the order \(\alpha\) if it is continuous, ci-differentiable of the order \(\alpha\) at every point \((t, x(\cdot)) \in [0, T] \times AC^\alpha\), and mappings (2.5) are continuous.

**Remark 2.1.** In this paper, we consider the space \([0, T] \times AC^\alpha\), endowed with the standard product metric, and require that all mappings defined on this space are non-anticipative. Note that this framework differs from previous studies [7, 8, 9, 10, 11, 12, 13], which deal with a certain metric space consisting of all pairs \((t, w(\cdot))\) where \(t \in [0, T]\) and \(w(\cdot)\) is a restriction of a function \(x(\cdot) \in AC^\alpha\) to \([0, t]\). Nevertheless, as shown in [14, Subsection 5.1], these two approaches are closely related, which allows us to use the previously obtained results in this paper, after their corresponding reformulation.

### 3. Differential game and HJBI equation

In this section, we first describe shortly a differential game under consideration and formulate the basic assumptions in subsection 3.1. Then, we associate the differential game to the Cauchy problem for the path-dependent HJBI equation with ci-derivatives of the order \(\alpha\) and the corresponding right-end boundary condition in subsection 3.2. After that, in subsection 3.3, we recall a notion of a minimax solution of the Cauchy problem and present the properties of the value functional of the differential game that are needed for the main results of the paper.
3.1. Differential game. This paper deals with the following differential game. Given an initial data $(t, x(\cdot)) \in [0, T] \times AC^\alpha$, a path $y(\cdot) \in Y(t, x(\cdot))$ (see (2.4)) of the dynamical system is described by the fractional differential equation

\begin{equation}
(C D^\alpha y)(\tau) = f(\tau, y(\tau), u(\tau), v(\tau)) \text{ for a.e. } \tau \in [t, T].
\end{equation}

Here, $\tau$ is time, $y(\tau) \in \mathbb{R}^n$ is a current state, $(C D^\alpha y)(\tau)$ is the Caputo fractional derivative of the order $\alpha$ (see (2.2)), $u(\tau) \in P$ and $v(\tau) \in Q$ are current controls of the first and second players, respectively, where $P \subset \mathbb{R}^{n_P}$ and $Q \subset \mathbb{R}^{n_Q}$ are compact sets and $n_P, n_Q \in \mathbb{N}$. The first player tries to minimize while the second player tries to maximize the Bolza cost functional

\begin{equation}
J \triangleq \sigma(y(\cdot)) + \int_t^T \chi(\tau, y(\tau), u(\tau), v(\tau)) \, d\tau.
\end{equation}

The mappings $f: [0, T] \times \mathbb{R}^n \times P \times Q \to \mathbb{R}^n$, $\chi: [0, T] \times \mathbb{R}^n \times P \times Q \to \mathbb{R}$, and $\sigma: AC^\alpha \to \mathbb{R}$ are assumed to satisfy the conditions below:

(i) The functions $f$ and $\chi$ are continuous.

(ii) For any $R > 0$, there exists $\lambda_\ast > 0$ such that

$$||f(t, x, u, v) - f(t, y, u, v)|| + |\chi(t, x, u, v) - \chi(t, y, u, v)| \leq \lambda_\ast ||x - y||$$

for any $t \in [0, T]$, any $x, y \in B_R$, any $u \in P$, and any $v \in Q$.

(iii) There is a number $c_\ast > 0$ such that

$$||f(t, x, u, v)|| \leq c_\ast (1 + ||x||)$$

for any $t \in [0, T]$, any $x \in \mathbb{R}^n$, any $u \in P$, and any $v \in Q$.

(iv) For every $t \in [0, T]$ and every $x, s \in \mathbb{R}^n$, the following equality is valid:

$$\min_{u \in P} \max_{v \in Q} (\langle s, f(t, x, u, v) \rangle + \chi(t, x, u, v)) = \max_{v \in Q} \min_{u \in P} (\langle s, f(t, x, u, v) \rangle + \chi(t, x, u, v)).$$

(v) For any compact set $X \subset AC^\alpha$, there exists $\lambda^* > 0$ such that

$$|\sigma(x(\cdot)) - \sigma(y(\cdot))| \leq \lambda^* \left(||x(T) - y(T)|| + \int_0^T ||x(\tau) - y(\tau)|| \, d\tau\right)$$

for any $x(\cdot), y(\cdot) \in X$.

Note that condition (v) implies continuity of the functional $\sigma$.

For a complete statement of differential game (3.1), the reader is referred to [11, Sections 3 and 4]. We omit the details, since, for the purposes of this paper, we need only the properties of the value functional $[0, T] \times AC^\alpha \ni (t, x(\cdot)) \mapsto \rho(t, x(\cdot)) \in \mathbb{R}$ of differential game (3.1) that have already been established in [11, 13] and are presented below in subsection 3.3.

3.2. Path-dependent HJBI equation. In accordance with [11, 13], we associate differential game (3.1) to the Hamiltonian

\begin{equation}
H(t, x, s) \triangleq \min_{u \in P} \max_{v \in Q} (\langle s, f(t, x, u, v) \rangle + \chi(t, x, u, v)), \quad t \in [0, T], \quad x, s \in \mathbb{R}^n,
\end{equation}
and the Cauchy problem for the path-dependent HJBI equation with fractional \(C^\alpha\)-derivatives of the order \(\alpha\)

\[
\text{(3.3a)} \quad \partial_t^\alpha \varphi(t,x(\cdot)) + H(t,x(t),\nabla^\alpha \varphi(t,x(\cdot))) = 0 \quad \forall (t,x(\cdot)) \in [0,T) \times AC^\alpha 
\]

and the right-end boundary condition

\[
\text{(3.3b)} \quad \varphi(T,x(\cdot)) = \sigma(x(\cdot)) \quad \forall x(\cdot) \in AC^\alpha.
\]

The unknown in problem (3.3) is a non-anticipative functional \(\varphi: [0,T] \times AC^\alpha \to \mathbb{R}\).

Let us observe that assumptions (i)–(iii) imply the following properties of the Hamiltonian \(H: [0,T] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}\) given by (3.2):

(j) The function \(H\) is continuous.

(jj) For every \(t \in [0,T]\) and every \(x, s, r \in \mathbb{R}^n\), the inequality below holds:

\[
|H(t,x,s) - H(t,x,r)| \leq c_*(1 + \|x\|)\|s - r\|,
\]

where the number \(c_*\) is taken from condition (iii).

(jjj) For any \(R > 0\), there exists \(\lambda_* > 0\) such that

\[
|H(t,x,s) - H(t,y,s)| \leq \lambda_*(1 + \|s\|)\|x - y\|
\]

for any \(t \in [0,T]\), any \(x, y \in B_R\), and any \(s \in \mathbb{R}^n\).

3.3. Properties of value functional. Given \((t,x(\cdot)) \in [0,T] \times AC^\alpha\), denote

\[
\text{(3.4)} \quad Y_*(t,x(\cdot)) \triangleq \left\{ y(\cdot) \in Y(t,x(\cdot)) : \| (C^\alpha D^\alpha y)(\tau) \| \leq c_*(1 + \| y(\tau) \|) \text{ for a.e. } \tau \in [t,T] \right\},
\]

where the set \(Y(t,x(\cdot))\) is defined by (2.4) and \(c_*\) is the number from property (jj).

According to [12, Subsection 3.3 and Proposition 4.3], we have

DEFINITION 3.1. A functional \(\varphi: [0,T] \times AC^\alpha \to \mathbb{R}\) is called a minimax solution of Cauchy problem (3.3) if it is non-anticipative and continuous, satisfies boundary condition (3.3b), and possesses the following two properties:

(M+) For any \((t,x(\cdot)) \in [0,T) \times AC^\alpha\) and any \(s \in \mathbb{R}^n\), there exists \(y(\cdot) \in Y_*(t,x(\cdot))\) such that

\[
\varphi(\tau,y(\cdot)) - \int_t^\tau \left( (s,(C^\alpha D^\alpha y)(\xi)) - H(\xi,y(\xi),s) \right) d\xi \leq \varphi(t,x(\cdot)) \quad \forall \tau \in [t,T].
\]

(M−) For any \((t,x(\cdot)) \in [0,T) \times AC^\alpha\) and any \(s \in \mathbb{R}^n\), there exists \(y(\cdot) \in Y_*(t,x(\cdot))\) such that

\[
\varphi(\tau,y(\cdot)) - \int_t^\tau \left( (s,(C^\alpha D^\alpha y)(\xi)) - H(\xi,y(\xi),s) \right) d\xi \geq \varphi(t,x(\cdot)) \quad \forall \tau \in [t,T].
\]

By virtue of [11, Theorem 2 and Remark 1], we obtain

PROPOSITION 3.2. Let assumptions (i)–(iv) hold and let the functional \(\sigma\) be continuous. Then, the value functional \(\rho\) of differential game (3.1) is a unique minimax solution of Cauchy problem (3.3) where the Hamiltonian \(H\) is given by (3.2).
Further, for every \((t, x(\cdot)) \in [0, T] \times AC^\alpha\), we introduce the function
\[
(3.5) \quad a(\tau \mid t, x(\cdot)) \triangleq \begin{cases} 
  x(\tau), & \text{if } \tau \in [0, t], \\
  x(0) + \frac{1}{\Gamma(\alpha)} \int_0^t (\frac{C \tilde{D}^\alpha x(\xi)}{(\tau - \xi)^{1-\alpha}}) \, d\xi, & \text{if } \tau \in (t, T].
\end{cases}
\]

Note that the function \(a(\cdot \mid t, x(\cdot))\) can be defined as a unique function \(a(\cdot) \in Y(t, x(\cdot))\) such that \((C \tilde{D}^\alpha a)(\tau) = 0\) for a.e. \(\tau \in [t, T]\). Hence, we derive
\[
(3.6) \quad a(\cdot \mid t, x(\cdot)) = a(\cdot \mid \tau, a(\cdot \mid t, x(\cdot))) \quad \forall \tau \in [0, T].
\]

In addition, observe that, due to \([9, \text{Lemma 3}]\), the mapping
\[
(3.7) \quad [0, T] \times AC^\alpha \ni (t, x(\cdot)) \mapsto a(\cdot \mid t, x(\cdot)) \in AC^\alpha
\]
is continuous, and, moreover, it holds that (see, e.g., \([13, \text{the end of Section 6}]\))
\[
(3.8) \quad \|a(\cdot \mid t, x(\cdot))\|_{\infty} \leq \max_{\tau \in [0, t]} \|x(\tau)\| \quad \forall (t, x(\cdot)) \in [0, T] \times AC^\alpha.
\]

In particular, mapping (3.7) is non-anticipative, which means that
\[
(3.9) \quad a(\cdot \mid t, y(\cdot)) = a(\cdot \mid t, x(\cdot))
\]
for any \((t, x(\cdot)) \in [0, T] \times AC^\alpha\) and any \(y(\cdot) \in Y(t, x(\cdot))\).

Now, for a functional \(\varphi \colon [0, T] \times AC^\alpha \to \mathbb{R}\), let us consider the following local Lipschitz continuity condition with respect to the second variable:

**(L)** For any compact set \(X \subset AC^\alpha\), there exists \(\Lambda > 0\) such that
\[
|\varphi(t, x(\cdot)) - \varphi(t, y(\cdot))| \leq \Lambda \left( \|a(T \mid t, x(\cdot)) - a(T \mid t, y(\cdot))\| \\
+ \int_0^T \frac{\|a(\tau \mid t, x(\cdot)) - a(\tau \mid t, y(\cdot))\|}{(T - \tau)^{1-\alpha}} \, d\tau \right)
\]
for any \(t \in [0, T]\) and any \(x(\cdot), y(\cdot) \in X\).

Owing to (3.9), condition (L) implies non-anticipativity of the functional \(\varphi\).

**Proposition 3.3.** Under assumptions (i)–(v), the value functional \(\rho\) of differential game (3.1) satisfies local Lipschitz continuity condition (L).

This proposition can be proved by adapting the arguments from \([13, \text{Lemma 1}]\) to the case of cost functional (3.1b), containing the additional integral term.

**Remark 3.4.** In the limiting case \(\alpha = 1\), the space \(AC^1\) consists of all Lipschitz continuous functions \(x \colon [0, T] \to \mathbb{R}^n\), and, for any \((t, x(\cdot)) \in [0, T] \times AC^1\), we have
\[
(3.10) \quad a(\tau \mid t, x(\cdot)) = \begin{cases} 
  x(\tau), & \text{if } \tau \in [0, t], \\
  x(t), & \text{if } \tau \in (t, T].
\end{cases}
\]
Consequently, the inequality in condition (L) becomes as follows:
\[
|\varphi(t, x(\cdot)) - \varphi(t, y(\cdot))| \leq \Lambda \left( (1 + T - t)\|x(t) - y(t)\| + \int_0^T \|x(\tau) - y(\tau)\| \, d\tau \right),
\]
which agrees with Lipschitz continuity conditions used in context of differential games for time-delay systems and the associated HJBI equations in, e.g., \([22, 24]\).
4. Viscosity solutions. For every $k \in \mathbb{N}$, put

$$X_k \triangleq \left\{ x(\cdot) \in AC^\alpha : \|x(0)\| \leq k, \right\}
\| (C D^\alpha x)(\tau) \| \leq k c_*(1 + \|x(\tau)\|) \text{ for a.e. } \tau \in [0,T] \right\},$$

where the number $c_*$ is taken from property (jj) (respectively, from condition (iii)). According to, e.g., [9, Theorem 2], the set $X_k$ is compact in $AC^\alpha$. Note that, for any $(t,x(\cdot)) \in [0,T] \times X_k$ and any $y(\cdot) \in Y_\delta(t,x(\cdot))$ (see (3.4)), the inclusion

$$y(\cdot) \in X_k$$

is valid, and, in addition, the equality

$$AC^\alpha = \bigcup_{k \in \mathbb{N}} X_k$$

takes place.

**Definition 4.1.** A functional $\varphi : [0,T] \times AC^\alpha \to \mathbb{R}$ is called a viscosity solution of Cauchy problem (3.3) if it is continuous, satisfies local Lipschitz continuity condition (L), meets boundary condition (3.3b), and has the following two properties:

(V+) For any $\alpha$-smooth of the order $\alpha$ test functional $\psi : [0,T] \times AC^\alpha \to \mathbb{R}$ and any $k \in \mathbb{N}$, if the difference $\varphi - \psi$ attains its minimum on the set $[0,T] \times X_k$ at some point $(t,x(\cdot)) \in [0,T] \times X_k$, then

$$\partial_\alpha^\kappa \psi(t,x(\cdot)) + H(t,x(t),\nabla \psi(t,x(\cdot))) \leq 0.$$

(V−) For any $\alpha$-smooth of the order $\alpha$ test functional $\psi : [0,T] \times AC^\alpha \to \mathbb{R}$ and any $k \in \mathbb{N}$, if the difference $\varphi - \psi$ attains its maximum on the set $[0,T] \times X_k$ at some point $(t,x(\cdot)) \in [0,T] \times X_k$, then

$$\partial_\alpha^\kappa \psi(t,x(\cdot)) + H(t,x(t),\nabla \psi(t,x(\cdot))) \geq 0.$$

Our first result is

**Theorem 4.2.** Under assumptions (i)–(v), the value functional $\rho$ of differential game (3.1) is a viscosity solution of Cauchy problem (3.3) where the Hamiltonian $H$ is given by (3.2).

**Proof.** By virtue of Definition 3.1 and Proposition 3.2, the functional $\rho$ is non-anticipative and continuous, meets boundary condition (3.3b), and possesses properties (M+) and (M−). Taking relation (4.1) into account and repeating the arguments from [21, Theorem 1], we derive that properties (M+) and (M−) imply respectively properties (V+) and (V−). Thus, it remains to note that the functional $\rho$ satisfies condition (L) due to Proposition 3.3. The theorem is proved. \[\square\]

5. Uniqueness of viscosity solutions. In this section, we prove

**Theorem 5.1.** Let a Hamiltonian $H : [0,T] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ possess properties (j) and (jj). Then, Cauchy problem (3.3) admits at most one viscosity solution.

Before going into details, we note that Theorems 4.2 and 5.1 yield the desired characterization of the value functional $\rho$ of differential game (3.1). Namely, we have

**Corollary 5.2.** Let assumptions (i)–(v) hold. Then, the value functional $\rho$ of differential game (3.1) is a unique viscosity solution of Cauchy problem (3.3) with the Hamiltonian $H$ given by (3.2).
Theorem 5.1 is well-defined.

subsection 5.1
21.

We prove Theorem 5.1. Auxiliary functional. Denote \( q \triangleq 2/(2 - \alpha) \in (1,2) \) and take \( \beta > 0 \) such that \( \beta < 1 - \alpha \) and \( \beta < \alpha/2 \). For every number \( \varepsilon > 0 \), consider a functional \( \nu_\varepsilon : [0,T] \times AC^\alpha \times [0,T] \times AC^\alpha \to \mathbb{R} \) given by

\[
(5.1) \quad \nu_\varepsilon(t,x(\cdot),\tau,y(\cdot)) \triangleq \left( \varepsilon \frac{2}{\tau} + \|a(T \mid t,x(\cdot)) - a(T \mid \tau,y(\cdot))\|^2 \right)^{\frac{q}{2}} + \int_0^T \left( \varepsilon \frac{2}{\|\tau\|^2} + \|a(\xi \mid t,x(\cdot)) - a(\xi \mid \tau,y(\cdot))\|^2 \right)^{\frac{q}{2}} \, d\xi - C_1 \varepsilon \frac{2}{\|\tau\|^2}
\]

for all \( (t,x(\cdot)), (\tau,y(\cdot)) \in [0,T] \times AC^\alpha \), where the functions \( a(\cdot \mid t,x(\cdot)) \) and \( a(\cdot \mid \tau,y(\cdot)) \) are defined according to (3.5) and the number \( C_1 \) is as follows:

\[
C_1 \triangleq 1 + \frac{T^{1-(1-\alpha-\beta)q}}{1-(1-\alpha-\beta)q}.
\]

Note that

\[
(1-\alpha-\beta)q < (1-\alpha)q = 1 - \frac{\alpha}{2-\alpha} < 1.
\]

Hence, in particular, we have \( C_1 > 0 \) and, in view of continuity of the functions \( a(\cdot \mid t,x(\cdot)) \) and \( a(\cdot \mid \tau,y(\cdot)) \), the integral term in (5.1) is well-defined.

Remark 5.3. In the limiting case \( \alpha = 1 \), we obtain \( q = 2, \beta = 0 \), and

\[
\nu_\varepsilon(t,x(\cdot),\tau,y(\cdot)) = \|a(T \mid t,x(\cdot)) - a(T \mid \tau,y(\cdot))\|^2 + \int_0^T \|a(\xi \mid t,x(\cdot)) - a(\xi \mid \tau,y(\cdot))\|^2 \, d\xi
\]

for all \( \varepsilon > 0 \) and all \( (t,x(\cdot)), (\tau,y(\cdot)) \in [0,T] \times AC^1 \). Hence, by virtue of (3.10), the functional \( \nu_\varepsilon \) turns into the functional proposed in the proof of [21, Theorem 2].

The five lemmas below establish the properties of the functional \( \nu_\varepsilon \) that are used in the proof of Theorem 5.1, sometimes without explicit reference.

Lemma 5.4. For any \( \varepsilon > 0 \), the functional \( \nu_\varepsilon \) is non-negative and continuous. In addition, the equalities

\[
(5.2) \quad \nu_\varepsilon(t,x(\cdot),t,x(\cdot)) = 0, \quad \nu_\varepsilon(t,x(\cdot),\tau,y(\cdot)) = \nu_\varepsilon(\tau,y(\cdot),t,x(\cdot)),
\]

and

\[
(5.3) \quad \nu_\varepsilon(t',a(\cdot \mid t,x(\cdot)),\tau',a(\cdot \mid \tau,y(\cdot))) = \nu_\varepsilon(t,x(\cdot),\tau,y(\cdot))
\]

are valid for any \( (t,x(\cdot)), (\tau,y(\cdot)) \in [0,T] \times AC^\alpha \), any \( t' \in [t,T] \), and any \( \tau' \in [\tau,T] \).

Proof. See Appendix A. \( \Box \)
The next result provides a connection between the functional $\nu_\varepsilon$ and local Lipschitz continuity condition (L).

**Lemma 5.5.** There exists a number $C_2 > 0$ such that

\begin{align}
\|a(T \mid t, x(\cdot)) - a(T \mid \tau, y(\cdot))\| + \int_0^T \frac{\|a(\xi \mid t, x(\cdot)) - a(\xi \mid \tau, y(\cdot))\|}{(T - \xi)^{1-\alpha}} \, d\xi \\
\leq C_2 (\nu_\varepsilon(t, x(\cdot), \tau, y(\cdot)) + C_1 \varepsilon^{\frac{2}{\alpha-1}})^{\frac{1}{2}}
\end{align}

for any $\varepsilon > 0$ and any $(t, x(\cdot)), (\tau, y(\cdot)) \in [0, T] \times AC^\alpha$.

*Proof. See Appendix A.*

In addition, the following convergence property takes place.

**Lemma 5.6.** Let a compact set $X \subset AC^\alpha$ be fixed and let $(t_\varepsilon, x_\varepsilon(\cdot))$, $(\tau_\varepsilon, y_\varepsilon(\cdot)) \in [0, T] \times X$ be given for every $\varepsilon > 0$. Suppose that $\nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) \to 0$ as $\varepsilon \to 0^+$. Then, it holds that

\begin{align}
\|a(\cdot \mid t_\varepsilon, x_\varepsilon(\cdot)) - a(\cdot \mid \tau_\varepsilon, y_\varepsilon(\cdot))\|_\infty \to 0 \text{ as } \varepsilon \to 0^+.
\end{align}

*Proof. See Appendix A.*

Further, for every $\varepsilon > 0$ and every $(\tau_*, y_*(\cdot)) \in [0, T] \times AC^\alpha$, consider a functional $\mu_\varepsilon^{(\tau_*, y_*(\cdot))} : [0, T] \times AC^\alpha \to \mathbb{R}$ defined by

\begin{align}
\mu_\varepsilon^{(\tau_*, y_*(\cdot))}(t, x(\cdot)) \triangleq \nu_\varepsilon(t, x(\cdot), \tau_*, y_*(\cdot))
\end{align}

for all $(t, x(\cdot)) \in [0, T] \times AC^\alpha$.

**Lemma 5.7.** For any $\varepsilon > 0$ and any $(\tau_*, y_*(\cdot)) \in [0, T] \times AC^\alpha$, the functional $\mu_\varepsilon^{(\tau_*, y_*(\cdot))}$ is $C^{\alpha}$-smooth of the order $\alpha$ and its $C^{\alpha}$-derivatives of the order $\alpha$ are given by

\begin{align}
\partial^\alpha_t \mu_\varepsilon^{(\tau_*, y_*(\cdot))}(t, x(\cdot)) = 0
\end{align}

and

\begin{align}
\nabla^\alpha \mu_\varepsilon^{(\tau_*, y_*(\cdot))}(t, x(\cdot)) & = \frac{q}{\Gamma(\alpha)} \left( \frac{a(T \mid t, x(\cdot)) - a_*(T)}{(\varepsilon^{\frac{2}{\alpha-1}} + \|a(T \mid t, x(\cdot)) - a_*(T)\|^2)^{1-\frac{\alpha}{2}} (T-t)^{1-\alpha}} + \int_t^T \frac{a(\xi \mid t, x(\cdot)) - a_*(\xi)}{(\varepsilon^{\frac{2}{\alpha-1}} + \|a(\xi \mid t, x(\cdot)) - a_*(\xi)\|^2)^{1-\frac{\alpha}{2}} (\xi-t)^{1-\alpha} (T-\xi)^{(1-\alpha-\beta)q}} \, d\xi \right)
\end{align}

for all $(t, x(\cdot)) \in [0, T] \times AC^\alpha$, where we denote $a_*(\cdot) \triangleq a(\cdot \mid \tau_*, y_*(\cdot))$.

*Proof. See Appendix A.*

Let us observe that formula (5.8) itself is not needed for the proof of Theorem 5.1, but it allows us to obtain

**Lemma 5.8.** For any $\theta \in (0, T)$, there are $C_3 > 0$ and $C_4 > 0$ such that

\begin{align}
\|\nabla^\alpha \mu_\varepsilon^{(\tau, y(\cdot))}(t, x(\cdot))\| \leq C_3 (\nu_\varepsilon(t, x(\cdot), \tau, y(\cdot)) + C_1 \varepsilon^{\frac{2}{\alpha-1}})^{\frac{1}{2}}
\end{align}
and
\begin{align}
(5.10) \quad \| \nabla^\alpha \mu(x,y)(t,x) + \nabla^\alpha \mu(x,y)(\tau,x) \| \\
\leq C_4 \Big( \frac{2}{\varepsilon^{\frac{3}{2}}} + \| a(\cdot, t,x) - a(\cdot, \tau,x) \|_{\infty} \Big) \left| t - \tau \right| ^{\alpha}
\end{align}
for any \( \varepsilon > 0 \) and any \( (t,x), (\tau,y) \in [0,T] \times AC^\alpha \).

**Proof.** See Appendix A. 

**5.2. Proof of Theorem 5.1.** Suppose that \( \varphi_1 \) and \( \varphi_2 \) are two viscosity solutions of Cauchy problem (3.3). In view of (4.2), to prove the theorem, it suffices to show that, for every \( k \in \mathbb{N} \),
\[
\varphi_1(t,x) \leq \varphi_2(t,x) \quad \forall (t,x) \in [0,T] \times X_k.
\]
Arguing by contradiction, assume that there exists \( k \in \mathbb{N} \) such that
\begin{equation}
(5.11) \quad \kappa \triangleq \max_{(t,x) \in [0,T] \times X_k} \left( \varphi_1(t,x) - \varphi_2(t,x) \right) > 0.
\end{equation}
Note that the maximum is attained due to continuity of the functionals \( \varphi_1 \) and \( \varphi_2 \) and compactness of the set \([0,T] \times X_k\).

For every \( \varepsilon > 0 \), define a functional \( \Phi_\varepsilon : [0,T] \times AC^\alpha \times [0,T] \times AC^\alpha \rightarrow \mathbb{R} \) by
\[
\Phi_\varepsilon(t,x,\tau,y) = \varphi_1(t,x) - \varphi_2(\tau,y) - (2T - t - \tau) \zeta - \frac{(t - \tau)^2}{\varepsilon^{\frac{3}{2}}} - \frac{\nu_\varepsilon(t,x,\tau,y)}{\varepsilon}
\]
for all \( (t,x), (\tau,y) \in [0,T] \times AC^\alpha \), where
\begin{equation}
(5.12) \quad \zeta \triangleq \frac{\kappa}{4T} > 0
\end{equation}
and the functional \( \nu_\varepsilon \) is given by (5.1). Taking into account that the functional \( \nu_\varepsilon \) is continuous (see Lemma 5.4), choose \( (t_\varepsilon,x_\varepsilon), (\tau_\varepsilon,y_\varepsilon) \in [0,T] \times X_k \) such that
\begin{equation}
(5.13) \quad \Phi_\varepsilon(t_\varepsilon,x_\varepsilon,\tau_\varepsilon,y_\varepsilon) = \max_{(t,x), (\tau,y) \in [0,T] \times X_k} \Phi_\varepsilon(t,x,\tau,y).
\end{equation}

For every \( \varepsilon > 0 \), since \( \varphi_1(T,x_\varepsilon) = \sigma(x_\varepsilon) = \varphi_2(T,x_\varepsilon) \) according to (3.3b), we have \( \Phi_\varepsilon(t_\varepsilon,x_\varepsilon,\tau_\varepsilon,y_\varepsilon) \geq \Phi_\varepsilon(T,x_\varepsilon,T,x_\varepsilon) = 0 \), which yields
\begin{equation}
(5.14) \quad (t_\varepsilon - \tau_\varepsilon)^2 \leq K_1 \varepsilon^{\frac{3}{2}},
\end{equation}
where
\[
K_1 \triangleq \max_{(t,x), (\tau,y) \in [0,T] \times X_k} \left( \varphi_1(t,x) - \varphi_2(\tau,y) \right) > 0.
\]
In particular, we obtain
\begin{equation}
(5.15) \quad |t_\varepsilon - \tau_\varepsilon| \rightarrow 0 \text{ as } \varepsilon \rightarrow 0^+.
\end{equation}

Recall that the functionals \( \varphi_1 \) and \( \varphi_2 \) satisfy local Lipschitz continuity condition (L). Therefore, and in view of Lemma 5.5, there is a number \( K_2 > 0 \) such that
\begin{equation}
(5.16) \quad |\varphi_1(t,x) - \varphi_1(t,y)| + |\varphi_2(t,x) - \varphi_2(t,y)| \\
\leq K_2 (\nu_\varepsilon(t,x,y) + C_1 \varepsilon^{\frac{3}{2}}) \frac{1}{t_\varepsilon - \tau_\varepsilon}.
\end{equation}
for any $\varepsilon > 0$, any $t \in [0, T]$, and any $x(\cdot), y(\cdot) \in X_k$. Let us put $K_3 \triangleq K_2 + C_1^{\frac{q}{\theta+\gamma}}$ and show that, for all $\varepsilon > 0$,

$$
(5.17) \quad \left(\nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) + C_1^{\frac{q}{\theta+\gamma}}\right)^{\frac{\theta+\gamma}{\theta}} \leq K_3 \varepsilon.
$$

Fix $\varepsilon > 0$ and suppose that $\tau_\varepsilon \geq t_\varepsilon$ for definiteness. Note that $a(\cdot | t_\varepsilon, x_\varepsilon(\cdot)) \in X_k$ by (4.1) and, hence, $\Phi_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) \geq \Phi_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, a(\cdot | t_\varepsilon, x_\varepsilon(\cdot)))$. Then,

$$
(5.18) \quad \varphi_2(\tau_\varepsilon, a(\cdot | t_\varepsilon, x_\varepsilon(\cdot))) - \varphi_2(\tau_\varepsilon, y_\varepsilon(\cdot)) \geq \frac{\nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) - \nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, a(\cdot | t_\varepsilon, x_\varepsilon(\cdot)))}{\varepsilon}.
$$

On the other hand, owing to the choice of $K_2$ (see (5.16)), we get

$$
(5.19) \quad \varphi_2(\tau_\varepsilon, a(\cdot | t_\varepsilon, x_\varepsilon(\cdot))) - \varphi_2(\tau_\varepsilon, y_\varepsilon(\cdot)) \leq K_2(\nu_\varepsilon(\tau_\varepsilon, a(\cdot | t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) + C_1^{\frac{q}{\theta+\gamma}})^{\frac{1}{b}}.
$$

In addition, due to (5.2) and (5.3), we have

$$
(5.20) \quad \nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, a(\cdot | t_\varepsilon, x_\varepsilon(\cdot))) = \nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), t_\varepsilon, x_\varepsilon(\cdot)) = 0
$$

and

$$
(5.21) \quad \nu_\varepsilon(\tau_\varepsilon, a(\cdot | t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) = \nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)).
$$

Thus, putting together relations (5.18)–(5.21), we arrive at the inequality

$$
\frac{\nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot))}{\varepsilon} \leq K_2(\nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) + C_1^{\frac{q}{\theta+\gamma}})^{\frac{1}{b}},
$$

which, together with the estimate

$$
\frac{C_1^{\frac{q}{\theta+\gamma}}}{\varepsilon} = C_1^{\frac{q}{\theta+\gamma}}(C_1^{\frac{q}{\theta+\gamma}})^{\frac{1}{b}} \leq C_1^{\frac{q}{\theta+\gamma}}(\nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) + C_1^{\frac{q}{\theta+\gamma}})^{\frac{1}{b}},
$$

implies (5.17).

In particular, inequality (5.17) yields $\nu_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) \to 0$ as $\varepsilon \to 0^+$. Hence, in view of compactness of the set $X_k$, it follows from Lemma 5.6 that

$$
(5.22) \quad \|a(\cdot | t_\varepsilon, x_\varepsilon(\cdot)) - a(\cdot | \tau_\varepsilon, y_\varepsilon(\cdot))\|_{\infty} \to 0 \text{ as } \varepsilon \to 0^+.
$$

Moreover, by the Arzelà–Ascoli theorem, all functions from $X_k$ are equicontinuous, and, therefore, taking (5.15) into account, we obtain

$$
(5.23) \quad \|a(t_\varepsilon | \tau_\varepsilon, y_\varepsilon(\cdot)) - a(t_\varepsilon | \tau_\varepsilon, y_\varepsilon(\cdot))\| \to 0 \text{ as } \varepsilon \to 0^+.
$$

According to (3.5), we derive

$$
\|x_\varepsilon(t_\varepsilon) - y_\varepsilon(\tau_\varepsilon)\| = \|a(t_\varepsilon | t_\varepsilon, x_\varepsilon(\cdot)) - a(\tau_\varepsilon | \tau_\varepsilon, y_\varepsilon(\cdot))\|
\leq \|a(\cdot | t_\varepsilon, x_\varepsilon(\cdot)) - a(\cdot | \tau_\varepsilon, y_\varepsilon(\cdot))\|_{\infty}
+ \|a(t_\varepsilon | \tau_\varepsilon, y_\varepsilon(\cdot)) - a(\tau_\varepsilon | \tau_\varepsilon, y_\varepsilon(\cdot))\|.
$$
for all \( \varepsilon > 0 \), wherefrom, applying (5.22) and (5.23), we conclude that
\[
\|x_\varepsilon(t_\varepsilon) - y_\varepsilon(\tau_\varepsilon)\| \to 0 \text{ as } \varepsilon \to 0^+.
\]

Further, since the functionals \( \varphi_1 \) and \( \varphi_2 \) are uniformly continuous on the compact set \([0, T] \times X_k\), there exists \( \theta \in (0, T) \) such that
\[
|\varphi_1(t, x(\cdot)) - \varphi_1(T, x(\cdot))| + |\varphi_2(t, x(\cdot)) - \varphi_2(T, x(\cdot))| \leq \frac{\kappa}{8}
\]
for any \( t \in [T - \theta, T] \) and any \( x(\cdot) \in X_k \). Recall also that the functionals \( \varphi_1 \) and \( \varphi_2 \) are non-anticipative. Consequently, for \( i \in \{1, 2\} \), we have
\[
\varphi_i(t_\varepsilon, x_\varepsilon(\cdot)) = \varphi_i(t_\varepsilon, a(\cdot | t_\varepsilon, x_\varepsilon(\cdot))), \quad \varphi_i(\tau_\varepsilon, y_\varepsilon(\cdot)) = \varphi_i(\tau_\varepsilon, a(\cdot | \tau_\varepsilon, y_\varepsilon(\cdot)))
\]
for all \( \varepsilon > 0 \), and, hence, relations (5.15) and (5.22) imply that
\[
|\varphi_1(t_\varepsilon, x_\varepsilon(\cdot)) - \varphi_1(\tau_\varepsilon, y_\varepsilon(\cdot))| \to 0 \text{ as } \varepsilon \to 0^+.
\]
Thus, there is a number \( \varepsilon_* > 0 \) such that, for any \( \varepsilon \in (0, \varepsilon_*] \),
\[
|\varphi_1(t_\varepsilon, x_\varepsilon(\cdot)) - \varphi_1(\tau_\varepsilon, y_\varepsilon(\cdot))| + |\varphi_2(t_\varepsilon, x_\varepsilon(\cdot)) - \varphi_2(\tau_\varepsilon, y_\varepsilon(\cdot))| \leq \frac{\kappa}{4}.
\]
Let us show that, for every \( \varepsilon \in (0, \varepsilon_*] \), the inclusions below are fulfilled:
\[
t_\varepsilon, \tau_\varepsilon \in [0, T - \theta).
\]
In accordance with (5.13), we obtain
\[
\varphi_1(t_\varepsilon, x_\varepsilon(\cdot)) - \varphi_2(\tau_\varepsilon, y_\varepsilon(\cdot)) \geq \Phi_\varepsilon(t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot))
\geq \Phi_\varepsilon(t, x(\cdot), t, x(\cdot)) = \varphi_1(t, x(\cdot)) - \varphi_2(t, x(\cdot)) - 2(T - t)\zeta
\]
for all \((t, x(\cdot)) \in [0, T] \times X_k\), wherefrom, by the definition of \( \kappa \) and \( \zeta \) (see (5.11) and (5.12)), it follows that
\[
\varphi_1(t_\varepsilon, x_\varepsilon(\cdot)) - \varphi_2(\tau_\varepsilon, y_\varepsilon(\cdot)) \geq \kappa - 2T\zeta = \kappa_2.
\]
Then, taking into account that \( \varphi_1(T, x_\varepsilon(\cdot)) = \sigma(x_\varepsilon(\cdot)) = \varphi_2(T, x_\varepsilon(\cdot)) \) due to (3.3b), we derive
\[
|\varphi_1(t_\varepsilon, x_\varepsilon(\cdot)) - \varphi_1(T, x_\varepsilon(\cdot))| + |\varphi_2(T, x_\varepsilon(\cdot)) - \varphi_2(t_\varepsilon, x_\varepsilon(\cdot))|
+ |\varphi_2(t_\varepsilon, x_\varepsilon(\cdot)) - \varphi_2(\tau_\varepsilon, y_\varepsilon(\cdot))| \geq \frac{\kappa}{2}.
\]
Therefore, in view of the choice of \( \varepsilon_* \) (see (5.26)), the estimate
\[
|\varphi_1(t_\varepsilon, x_\varepsilon(\cdot)) - \varphi_1(T, x_\varepsilon(\cdot))| + |\varphi_2(T, x_\varepsilon(\cdot)) - \varphi_2(t_\varepsilon, x_\varepsilon(\cdot))| \geq \frac{\kappa}{4}
\]
holds, which, owing to the choice of \( \theta \) (see (5.25)), implies that \( t_\varepsilon < T - \theta \). The inequality \( \tau_\varepsilon < T - \theta \) can be verified in a similar way.
Now, for every $\varepsilon \in (0, \varepsilon_*)$, consider a functional $\psi_1: [0, T] \times AC^\alpha \to \mathbb{R}$ given by
\[
\psi_1(t, x(\cdot)) \triangleq \varphi_2(\tau_x, y(\cdot)) + (2T - t - \tau_x)\zeta + \frac{(t - \tau_x)^2}{\varepsilon^2} + \frac{\mu_x^{(\tau_x, y(\cdot))}(t, x(\cdot))}{\varepsilon}
\]
for all $(t, x(\cdot)) \in [0, T] \times AC^\alpha$, where the functional $\mu_x^{(\tau_x, y(\cdot))}$ is defined according to (5.6). Applying Lemma 5.7, we obtain that the functional $\psi_1$ is $ci$-smooth of the order $\alpha$ and its $ci$-derivatives of the order $\alpha$ are as follows:
\[
\partial^\alpha_r \psi_1(t, x(\cdot)) = -\zeta + \frac{2(t - \tau_x)}{\varepsilon^2}, \quad \nabla^\alpha \psi_1(t, x(\cdot)) = \frac{\nabla^\alpha \mu_x^{(\tau_x, y(\cdot))}(t, x(\cdot))}{\varepsilon}
\]
for all $(t, x(\cdot)) \in [0, T] \times AC^\alpha$. In addition, by construction, we have
\[
\varphi_1(t, x(\cdot)) - \psi_1(t, x(\cdot)) = \Phi_x(t, x(\cdot), \tau_x, y(\cdot)) \leq \Phi_x(t, x(\cdot), \tau_x, y(\cdot)) = \varphi_1(t, x(\cdot)) - \psi_1(t, x(\cdot))
\]
for all $(t, x(\cdot)) \in [0, T] \times X_k$. Hence, since the functional $\varphi_1$ possesses property (V\_\_\_) and the inequality $t_x < T$ is valid, we conclude that
\[
\zeta + \frac{2(t - \tau_x)}{\varepsilon^2} + H(t_x, x(\cdot), \nabla^\alpha \mu_x^{(\tau_x, y(\cdot))}(t_x, x(\cdot))) \geq 0.
\]
On the other hand, define a functional $\psi_2: [0, T] \times AC^\alpha \to \mathbb{R}$ by
\[
\psi_2(\tau, y(\cdot)) \triangleq \varphi_1(\tau_x, x(\cdot)) - (2T - t_x - \tau)\zeta - \frac{(t_x - \tau)^2}{\varepsilon^2} - \frac{\mu_x^{(\tau_x, x(\cdot))}(\tau_x, y(\cdot))}{\varepsilon}
\]
for all $(\tau, y(\cdot)) \in [0, T] \times AC^\alpha$. The functional $\psi_2$ is $ci$-smooth of the order $\alpha$ and
\[
\partial^\alpha_r \psi_2(\tau, y(\cdot)) = \zeta + \frac{2(t_x - \tau)}{\varepsilon^2}, \quad \nabla^\alpha \psi_2(\tau, y(\cdot)) = -\frac{\nabla^\alpha \mu_x^{(\tau_x, x(\cdot))}(\tau_x, y(\cdot))}{\varepsilon}
\]
for all $(\tau, y(\cdot)) \in [0, T] \times AC^\alpha$. Moreover, taking the second equality in (5.2) into account, we get
\[
\psi_2(\tau, y(\cdot)) - \varphi_2(\tau, y(\cdot)) = \Phi_x(\tau_x, x(\cdot), \tau_x, y(\cdot)) \leq \Phi_x(\tau_x, x(\cdot), \tau_x, y(\cdot)) = \psi_2(\tau_x, y(\cdot)) - \varphi_2(\tau_x, y(\cdot))
\]
for all $(\tau, y(\cdot)) \in [0, T] \times X_k$. Therefore, due to property (V\_\+) of the functional $\varphi_2$ and the inequality $\tau_x < T$, we have
\[
\zeta + \frac{2(t_x - \tau_x)}{\varepsilon^2} + H(\tau_x, y(\cdot), \nabla^\alpha \mu_x^{(\tau_x, y(\cdot))}(\tau_x, y(\cdot))) \leq 0.
\]
As a result, we derive from (5.27) and (5.28) that, for every $\varepsilon \in (0, \varepsilon_*)$,
\[
2\zeta \leq H(t_x, x(\cdot), \nabla^\alpha \mu_x^{(\tau_x, y(\cdot))}(t_x, x(\cdot))) - H(\tau_x, y(\cdot), \nabla^\alpha \mu_x^{(\tau_x, y(\cdot))}(\tau_x, y(\cdot))).
\]
Let $R > 0$ be such that $\|x(\cdot)\|_\infty \leq R$ for all $x(\cdot) \in X$ and let $C_3$ and $C_4$ be the numbers that, according to Lemma 5.8, correspond to the chosen $\theta$ (see (5.25)). Then, for every $\varepsilon \in (0, \varepsilon_*]$, relying on (5.10) and (5.14), we obtain

$$\left\| \frac{\nabla_{\mu} (t_{\varepsilon}, x_{\varepsilon}(\cdot))}{\varepsilon} \right\|_{\varepsilon} \leq \frac{C_4 (\varepsilon^{2p} + 4R^2)^{\frac{q-1}{q}}}{\varepsilon} \left\| t_{\varepsilon} - \tau_{\varepsilon} \right\|_{\varepsilon} \leq K_4 \varepsilon^{\frac{q}{2}},$$

where $K_4 \triangleq C_4 (\varepsilon^{2p} + 4R^2)^{\frac{q-1}{q}} K_1^{\frac{q}{2}}$, and, consequently, in view of property (jj) of the Hamiltonian $H$, we have

$$(5.30) \quad \left| H(t_{\varepsilon}, x_{\varepsilon}(\cdot)), \frac{\nabla_{\mu} (t_{\varepsilon}, x_{\varepsilon}(\cdot))}{\varepsilon} \right| \leq c_4 (1 + R) K_4 \varepsilon^{\frac{q}{2}}.$$

Further, applying (5.9) and (5.17), we get

$$\left\| \frac{\nabla_{\mu} (t_{\varepsilon}, x_{\varepsilon}(\cdot))}{\varepsilon} \right\|_{\varepsilon} \leq \frac{C_4 (\varepsilon^{2p} + 4R^2)^{\frac{q-1}{q}}}{\varepsilon} \leq K_5$$

for all $\varepsilon \in (0, \varepsilon_*]$, where $K_5 \triangleq C_4 K_3$. Hence, since the Hamiltonian $H$ is uniformly continuous on the compact set $[0, T] \times B_R \times B_{K_5}$ by property (j) and relations (5.15) and (5.24) hold, we derive

$$\left| H(t_{\varepsilon}, x_{\varepsilon}(\cdot)), \frac{\nabla_{\mu} (t_{\varepsilon}, x_{\varepsilon}(\cdot))}{\varepsilon} \right| \to 0$$

as $\varepsilon \to 0^+$. From this relation and estimate (5.30), it follows that the right-hand side of inequality (5.29) tends to 0 as $\varepsilon \to 0^+$. Thus, we conclude that $2\zeta \leq 0$ and obtain a contradiction to (5.12). The proof is complete.

**Appendix A. Proofs of subsection 5.1.**

**Proof of Lemma 5.4.** Fix $\varepsilon > 0$. Directly from the definition of the functional $\nu_{\varepsilon}$, it follows that this functional is non-negative and that equalities (5.2) are valid, while equality (5.3) is a consequence of relation (3.6). Thus, it remains to verify continuity of the functional $\nu_{\varepsilon}$. Let $(t_{0}, x_0(\cdot))$, $(\tau_0, y_0(\cdot)) \in [0, T] \times AC^n$ and let sequences $\{(t_i, x_i(\cdot))\}_{i \in \mathbb{N}}, \{(\tau_i, y_i(\cdot))\}_{i \in \mathbb{N}} \subset [0, T] \times AC^n$ be such that, as $i \to \infty$,

$$|t_i - t_0| + \|x_i(\cdot) - x_0(\cdot)\|_\infty \to 0, \quad |\tau_i - \tau_0| + \|y_i(\cdot) - y_0(\cdot)\|_\infty \to 0.$$

For every $i \in \mathbb{N} \cup \{0\}$, consider the function

$$b_i(\xi) \triangleq \varepsilon^{\frac{2p}{1-\alpha}} + \|a(\xi \mid t_i, x_i(\cdot)) - a(\xi \mid \tau_i, y_i(\cdot))\|_2^{\frac{q}{2}}, \quad \xi \in [0, T].$$

Then, we have

$$\nu_{\varepsilon}(t_i, x_i(\cdot), \tau_i, y_i(\cdot)) = b_i(T) + \int_0^T \frac{b_i(\xi)}{(T - \xi)^{(1-\alpha)/q}} d\xi - C_1 \varepsilon^{\frac{2p}{1-\alpha}} \quad \forall i \in \mathbb{N} \cup \{0\}.$$

Hence, since $\|b_i(\cdot) - b_0(\cdot)\|_\infty \to 0$ as $i \to \infty$ by continuity of mapping (3.7), we find that $\nu_{\varepsilon}(t_i, x_i(\cdot), \tau_i, y_i(\cdot)) \to \nu_{\varepsilon}(t_0, x_0(\cdot), \tau_0, y_0(\cdot))$ as $i \to \infty$ and complete the proof. \[\Box\]
Proof of Lemma 5.5. Note that \( \beta q/(q-1) < 1 \) by the condition \( \beta < \alpha/2 \) and put

\[
(A.1) \quad C_2 \triangleq 1 + \frac{T^{\frac{\alpha - \beta}{2}}}{(1 - \frac{\beta q}{q-1})^{\frac{\alpha}{2}}}. \]

For any \( \varepsilon > 0 \) and any \((t, x(\cdot)), (\tau, y(\cdot)) \in [0, T] \times AC^\alpha \), according to (5.1), we get

\[
(A.2) \quad \|a(T | t, x(\cdot)) - a(T | \tau, y(\cdot))\| \leq \left( (\varepsilon^{\frac{\alpha}{1-n}} + \|a(T | t, x(\cdot)) - a(T | \tau, y(\cdot))\|^2) \right)^{\frac{1}{2}} \leq (\nu \varepsilon^{\frac{\alpha}{1-n}} + C_1 \varepsilon^{\frac{\alpha}{1-n}}) \frac{T^{\frac{\alpha - \beta}{2}}}{(1 - \frac{\beta q}{q-1})^{\frac{\alpha}{2}}}, \]

and, by Hölder’s inequality,

\[
(A.3) \quad \int_0^T \frac{\|a(x | t, x(\cdot)) - a(x | \tau, y(\cdot))\|}{(T - \xi)^{1-\alpha}} \, d\xi \leq \left( \int_0^T \frac{\|a(x | t, x(\cdot)) - a(x | \tau, y(\cdot))\|^2}{(T - \xi)^{1-\alpha}} \, d\xi \right)^{\frac{1}{2}} \leq \left( \int_0^T \frac{d\xi}{(T - \xi)^{\frac{1}{2}}} \right)^{\frac{1}{2}} \left( \int_0^T \frac{\|a(x | t, x(\cdot)) - a(x | \tau, y(\cdot))\|^2}{(T - \xi)^{1-\alpha}} \, d\xi \right)^{\frac{1}{2}} \leq \frac{T^{\frac{\alpha - \beta}{2}}}{(1 - \frac{\beta q}{q-1})^{\frac{\alpha}{2}}} \nu \varepsilon^{\frac{\alpha}{1-n}} + C_1 \varepsilon^{\frac{\alpha}{1-n}} \frac{T^{\frac{\alpha - \beta}{2}}}{(1 - \frac{\beta q}{q-1})^{\frac{\alpha}{2}}}. \]

From (A.2) and (A.3), we derive estimate (5.4) with \( C_2 \) given by (A.1). \( \Box \)

Proof of Lemma 5.6. Fix a compact set \( X \subset AC^\alpha \) and, for every \( \varepsilon > 0 \), take \((t_\varepsilon, x_\varepsilon(\cdot)), (\tau_\varepsilon, y_\varepsilon(\cdot)) \in [0, T] \times X \) such that \( \nu \varepsilon (t_\varepsilon, x_\varepsilon(\cdot), \tau_\varepsilon, y_\varepsilon(\cdot)) \to 0 \) as \( \varepsilon \to 0^+ \). Arguing by contradiction, assume that relation (5.5) does not hold. Then, there exists \( \varepsilon > 0 \) such that, for any \( i \in \mathbb{N} \), we can choose \( \varepsilon_i \in (0, 1/i] \) from the condition

\[
(A.4) \quad \|a(\cdot | t_{\varepsilon_i}, x_{\varepsilon_i}(\cdot)) - a(\cdot | \tau_{\varepsilon_i}, y_{\varepsilon_i}(\cdot))\|_\infty \geq \varepsilon. \]

In view of compactness of the set \([0, T] \times X\), we can suppose that the sequences \( \{(t_{\varepsilon_i}, x_{\varepsilon_i}(\cdot))\}_{i \in \mathbb{N}}, \{(\tau_{\varepsilon_i}, y_{\varepsilon_i}(\cdot))\}_{i \in \mathbb{N}} \) converge respectively to some points \((t_0, x_0(\cdot)), (\tau_0, y_0(\cdot)) \in [0, T] \times X \). Hence, due to continuity of mapping (3.7), we have

\[
\|a(\cdot | t_{\varepsilon_i}, x_{\varepsilon_i}(\cdot)) - a(\cdot | t_0, x_0(\cdot))\|_\infty \to 0, \quad \|a(\cdot | \tau_{\varepsilon_i}, y_{\varepsilon_i}(\cdot)) - a(\cdot | \tau_0, y_0(\cdot))\|_\infty \to 0 \]

as \( i \to \infty \). Thus, on the one hand, it follows from (A.4) that

\[
(A.5) \quad \|a(\cdot | t_0, x_0(\cdot)) - a(\cdot | \tau_0, y_0(\cdot))\|_\infty \geq \varepsilon. \]

But, on the other hand, in accordance with (5.1), we get, for all \( i \in \mathbb{N}, \)

\[
\int_0^T \frac{\|a(x | t_{\varepsilon_i}, x_{\varepsilon_i}(\cdot)) - a(x | \tau_{\varepsilon_i}, y_{\varepsilon_i}(\cdot))\|}{(T - \xi)^{1-\alpha}} \, d\xi \leq \int_0^T \frac{(\varepsilon_i^{\frac{\alpha}{1-n}} + \|a(x | t_{\varepsilon_i}, x_{\varepsilon_i}(\cdot)) - a(x | \tau_{\varepsilon_i}, y_{\varepsilon_i}(\cdot))\|^2)}{(T - \xi)^{1-\alpha}} \, d\xi \leq \nu \varepsilon_i (t_{\varepsilon_i}, x_{\varepsilon_i}(\cdot), \tau_{\varepsilon_i}, y_{\varepsilon_i}(\cdot)) + C_1 \varepsilon_i^{\frac{\alpha}{1-n}}. \]
Therefore, since $\varepsilon_i \to 0^+$ and $\nu_{\varepsilon_i}(t_{\varepsilon_i}, x_{\varepsilon_i}(\cdot), \tau_{\varepsilon_i}, y_{\varepsilon_i}(\cdot)) \to 0$ as $i \to \infty$, we obtain

$$\int_0^T \frac{\|a(\xi \mid t_{\varepsilon_i}, x_{\varepsilon_i}(\cdot)) - a(\xi \mid \tau_{\varepsilon_i}, y_{\varepsilon_i}(\cdot))\|^q}{(T - \xi)^{(1-\alpha-\beta)q}} \, d\xi \to 0 \text{ as } i \to \infty.$$ 

Consequently, it holds that

$$\int_0^T \frac{\|a(\xi \mid t_0, x_0(\cdot)) - a(\xi \mid \tau_0, y_0(\cdot))\|^q}{(T - \xi)^{(1-\alpha-\beta)q}} \, d\xi = 0,$$

wherefrom, owing to continuity of the functions $a(\cdot \mid t_0, x_0(\cdot))$ and $a(\cdot \mid \tau_0, y_0(\cdot))$, we derive the equality $\|a(\cdot \mid t_0, x_0(\cdot)) - a(\cdot \mid \tau_0, y_0(\cdot))\|_\infty = 0$, contradicting (A.5).

Before proceeding with the proofs of Lemmas 5.7 and 5.8, we recall that, for any $\gamma \in (0, 1)$ and any $t \in [0, T)$, the equality below is valid (see, e.g., [5, Example 2.1]):

$$\int_{t}^{T} \frac{d\xi}{(\xi - t)^{1-\gamma}(T - \xi)^{(1-\alpha-\beta)q}} = B(\gamma, 1 - (1 - \alpha - \beta)q)(T - t)^{\gamma(1-\alpha-\beta)q},$$

where $B$ is the beta-function. Hence, in particular, for every $\theta \in (0, T)$, there exists a number $A_1 > 0$ such that

$$\left| \int_{t}^{\tau} \frac{d\xi}{(\xi - t)^{1-\alpha}(T - \xi)^{(1-\alpha-\beta)q}} - \int_{\tau}^{T} \frac{d\xi}{(\xi - \tau)^{1-\alpha}(T - \xi)^{(1-\alpha-\beta)q}} \right| \leq A_1 |t - \tau|$$

for all $t, \tau \in [0, T - \theta]$.

**Proof of Lemma 5.7.** Let $\varepsilon > 0$ and $(\tau_*, y_*(\cdot)) \in [0, T] \times AC^\alpha$ be fixed. Note that continuity of the functional $\mu_\varepsilon(\tau_*, y_*(\cdot))$ follows directly from continuity of the functional $\nu_{\varepsilon}$ (see Lemma 5.4).

Let us take $(t, x(\cdot)) \in [0, T) \times AC^\alpha$ and show that the functional $\mu_\varepsilon(\tau_*, y_*(\cdot))$ is ci-differentiable of the order $\alpha$ at $(t, x(\cdot))$ and that equalities (5.7) and (5.8) hold. To this end, we need to consider a function $y(\cdot) \in Y(t, x(\cdot))$ (see (2.4)) and verify that

$$\mu_\varepsilon(\tau_*, y_*(\cdot))(\tau, y(\cdot)) = \mu_\varepsilon(\tau_*, y_*(\cdot))(t, x(\cdot))$$

for all $\tau \in (t, T)$, where we denote $a_*(\cdot) \triangleq a(\cdot \mid \tau_*, y_*(\cdot))$ and

$$z(\tau) \triangleq \int_{\tau}^{T} (C^\alpha y)(\xi) \, d\xi, \quad \tau \in [t, T].$$

Since, for any $\tau \in [t, T]$ and any $\xi \in [0, t]$, in accordance with (3.5), it holds that
and prove that there are numbers \( A_\tau \) for all \( \tau \), we have

\[
\begin{align*}
\mu_e^{(\tau, y(\cdot))}(\tau, y(\cdot)) - \mu_e^{(\tau, y(\cdot))}(t, x(\cdot)) &= (\varepsilon \tau + \|a(T, \tau, y(\cdot)) - a_e(T)\|)^{\frac{q}{2}} - (\varepsilon \tau + \|a(T, t, x(\cdot)) - a_e(T)\|)^{\frac{q}{2}} \\
+ \int_t^T \frac{q(a(T, t, x(\cdot)) - a_e(T), z(\tau))}{\Gamma(\alpha)(\varepsilon \tau + \|a(T, t, x(\cdot)) - a_e(T)\|)^{1-\frac{q}{2}}(T - \xi)^{1-\alpha}} \, d\xi
\end{align*}
\]

for all \( \tau \in [t, T] \). Consequently, in order to obtain (A.8), it suffices to fix \( \theta \in (0, T-t) \) and prove that there are numbers \( A_2 > 0 \) and \( A_3 > 0 \) such that, for any \( \tau \in (t, T-\theta) \),

\[
(A.9) \quad \left| (\varepsilon \tau + \|a(T, \tau, y(\cdot)) - a_e(T)\|)^{\frac{q}{2}} - (\varepsilon \tau + \|a(T, t, x(\cdot)) - a_e(T)\|)^{\frac{q}{2}} - \frac{q(a(T, t, x(\cdot)) - a_e(T), z(\tau))}{\Gamma(\alpha)(\varepsilon \tau + \|a(T, t, x(\cdot)) - a_e(T)\|)^{1-\frac{q}{2}}(T - t)^{1-\alpha}} \right| \leq A_2(t - \tau)^2
\]

and

\[
(A.10) \quad \left| \int_t^T \frac{q(a(T, t, x(\cdot)) - a_e(\xi), z(\tau))}{\Gamma(\alpha)(\varepsilon \tau + \|a(T, t, x(\cdot)) - a_e(\xi)\|)^{1-\frac{q}{2}}(\xi - t)^{1-\alpha}(T - \xi)^{1-\alpha}} \, d\xi \right| \leq A_3(\tau - t)^{1+\alpha}
\]

Let us derive some preliminary estimates. Choose \( R > 0 \) satisfying the condition \( \|y(\cdot)\|_\infty + \|a_*(\cdot)\|_\infty \leq R \). Then, by Taylor’s expansion, there exists \( A_4 > 0 \) such that

\[
\left| (\varepsilon \tau + \|r\|^2)^{\frac{q}{2}} - (\varepsilon \tau + \|r_0\|^2)^{\frac{q}{2}} - \frac{q(r, r - r_0)}{(\varepsilon \tau + \|r_0\|^2)^{1-\frac{q}{2}}} \right| \leq A_4\|r - r_0\|^2
\]

for all \( r, r_0 \in B_R \). Therefore, taking into account that

\[
\|a(\cdot, \tau, y(\cdot)) - a_*(\cdot)\|_\infty \leq \max_{\xi \in [0, \tau]} \|y(\xi)\| + \|a_*(\cdot)\|_\infty \leq R \quad \forall \tau \in [t, T]
\]

by (3.8) and that \( a(\cdot, t, y(\cdot)) = a(\cdot, t, y(\cdot)) \) due to (3.9), we get, for all \( \tau, \xi \in [t, T] \),

\[
(A.11) \quad \left| (\varepsilon \tau + \|a(\xi, \tau, y(\cdot)) - a_*(\xi, \cdot)\|)^{\frac{q}{2}} - (\varepsilon \tau + \|a(\xi, t, x(\cdot)) - a_*(\xi, t)\|^2)\frac{q}{2} - \frac{q(a(\xi, t, x(\cdot)) - a_*(\xi, t), a(\xi, t, y(\cdot)) - a_*(\xi, t, x(\cdot)))}{(\varepsilon \tau + \|a(\xi, t, x(\cdot)) - a_*(\xi, \cdot)\|)^{1-\frac{q}{2}}} \right| \leq A_4\|a(\xi, \tau, y(\cdot)) - a_*(\xi, t, x(\cdot))\|^2.
\]

In addition, consider \( M > 0 \) such that \( \|a(\xi, t, y(\cdot))\| \leq M \) for a.e. \( \xi \in [t, T] \).
Then, for every $\tau \in [t, T]$, in view of (2.3) and (3.5), we derive, for all $\xi \in [t, \tau]$,

\[ (A.12) \quad \|a(\xi | \tau, \cdot) - a(\xi | t, \cdot)\| = \|y(\xi) - a(\xi | t, \cdot)\| \]

\[ = \frac{1}{\Gamma(\alpha)} \left\| \int_t^\xi \frac{(CD^\alpha y(\eta))}{(\xi - \eta)^{1-\alpha}} d\eta \right\| \]

\[ \leq \frac{M(\xi - t)^\alpha}{\Gamma(\alpha + 1)} \leq \frac{M(\tau - t)^\alpha}{\Gamma(\alpha + 1)} \]

and, for all $\xi \in (\tau, T]$,

\[ (A.13) \quad \|a(\xi | \tau, \cdot) - a(\xi | t, \cdot)\| = \frac{1}{\Gamma(\alpha)} \left\| \int_t^\tau \frac{(CD^\alpha y(\eta))}{(\xi - \eta)^{1-\alpha}} d\eta \right\| \]

\[ \leq \frac{M((\xi - t)^\alpha - (\xi - \tau)^\alpha)}{\Gamma(\alpha + 1)} \leq \frac{M(\tau - t)^\alpha}{\Gamma(\alpha + 1)} \]

Moreover, based on the integration by parts formula, we obtain, for every $\xi \in (\tau, T]$,

\[ a(\xi | \tau, \cdot) - a(\xi | t, \cdot) = \frac{z(\tau)}{\Gamma(\alpha)(\xi - \tau)^{1-\alpha}} - \frac{1}{\Gamma(\alpha)} \int_t^\tau \frac{z(\eta)}{(\xi - \eta)^{2-\alpha}} d\eta. \]

Hence, owing to the estimate $\|z(\eta)\| \leq M(\eta - t)$ for all $\eta \in [t, T]$, we conclude that

\[ (A.15) \quad \left\|a(\xi | \tau, \cdot) - a(\xi | t, \cdot)\right\| \leq \frac{M(\tau - t)}{\Gamma(\alpha)(\xi - \tau)^{1-\alpha}} \]

\[ \leq \left\|a(\xi | \tau, \cdot) - a(\xi | t, \cdot)\right\| + \frac{M(\tau - t)}{\Gamma(\alpha)} \left( \frac{1}{(\xi - \tau)^{1-\alpha}} - \frac{1}{(\xi - t)^{1-\alpha}} \right) \]

\[ \leq 2\frac{M(\tau - t)}{\Gamma(\alpha)} \left( \frac{1}{(\xi - \tau)^{1-\alpha}} - \frac{1}{(\xi - t)^{1-\alpha}} \right) \]

for any $\xi \in (\tau, T]$.

Now, let us fix $\tau \in (t, T - \theta]$. Denoting the left-hand side of inequality (A.9) by $S_1$, due to (A.11), we get

\[ (A.16) \quad S_1 \leq A_4 \|a(T | \tau, \cdot) - a(T | t, \cdot)\|^2 \]

\[ + q(\varepsilon^{\frac{1}{2\alpha+1}} + R^2)^{\frac{1}{2\alpha+1}} \left\|a(T | \tau, \cdot) - a(T | t, \cdot)\right\| \]

According to (A.14), we have

\[ (A.17) \quad \|a(T | \tau, \cdot) - a(T | t, \cdot)\| \leq \frac{M(\tau - t)}{\Gamma(\alpha + 1)\theta^{1-\alpha}}. \]
Taking (A.15) into account, we derive

\[
(A.18) \quad \left\| a(T \mid \tau, y(\cdot)) - a(T \mid t, x(\cdot)) - \frac{z(\tau)}{\Gamma(\alpha)(T-t)^{1-\alpha}} \right\| \leq \frac{2M(1-\alpha)(\tau-t)^2}{\Gamma(\alpha)\theta^{2-\alpha}}.
\]

From (A.16)–(A.18), it follows that there is a number \( A_2 > 0 \) such that (A.9) is valid.

Let \( S_2 \) denote the left-hand side of inequality (A.10). Then, by (A.11), we obtain

\[
(A.19) \quad S_2 \leq A_4 \int_t^T \frac{\|a(\xi \mid \tau, y(\cdot)) - a(\xi \mid t, x(\cdot))\|^2}{(T-\xi)^{1-\alpha-\beta}} d\xi + q\epsilon_2^2 + R^2 \int_t^T \frac{\|a(\xi \mid \tau, y(\cdot)) - a(\xi \mid t, x(\cdot))\|}{(T-\xi)^{1-\alpha-\beta}} d\xi.
\]

Owing to (A.12), we get

\[
(A.20) \quad \int_t^T \frac{\|a(\xi \mid \tau, y(\cdot)) - a(\xi \mid t, x(\cdot))\|^2}{(T-\xi)^{1-\alpha-\beta}} d\xi \leq \frac{M^2(\tau-t)^{1+2\alpha}}{\Gamma(\alpha+1)^2 \theta^{(1-\alpha-\beta)}}
\]

and

\[
(A.21) \quad \int_t^T \frac{\|a(\xi \mid \tau, y(\cdot)) - a(\xi \mid t, x(\cdot))\|}{(T-\xi)^{1-\alpha-\beta}} d\xi \leq \int_t^T \frac{M(\tau-t)}{\Gamma(\alpha)} \int_t^\xi \frac{d\xi}{(\xi-t)^{1-\alpha}(T-\xi)^{1-\alpha-\beta}} d\xi \leq \frac{2M(\tau-t)^{1+\alpha}}{\Gamma(\alpha+1)^{1+\alpha}}.
\]

In view of (A.6), (A.13), and (A.14), we have

\[
(A.22) \quad \int_t^T \frac{\|a(\xi \mid \tau, y(\cdot)) - a(\xi \mid t, x(\cdot))\|^2}{(T-\xi)^{1-\alpha-\beta}} d\xi \leq \frac{M(\tau-t)^\alpha}{\Gamma(\alpha+1)} \int_t^T \frac{\|a(\xi \mid \tau, y(\cdot)) - a(\xi \mid t, x(\cdot))\|}{(T-\xi)^{1-\alpha-\beta}} d\xi \leq \frac{M^2(\tau-t)^{1+\alpha}}{(\Gamma(\alpha+1))^2} \int_t^T \frac{d\xi}{(\xi-t)^{1-\alpha}(T-\xi)^{1-\alpha-\beta}} \leq \frac{B(a, 1 - (1-\alpha-\beta)q)M^2T^\alpha(\tau-t)^{1+\alpha}}{(\Gamma(\alpha+1))^2 \theta^{(1-\alpha-\beta)}}.
\]
Based on (A.7) and (A.15), we derive
\[
\begin{align*}
(A.23) \quad & \int_{\tau}^{T} \frac{||a(\xi | \tau, y(\cdot)) - a(\xi | t, x(\cdot)) - \frac{\partial^2 a}{\partial \xi^2}(\xi, t, x, \mu_\alpha)}{(T - \xi)^{(1 - \alpha - \beta)q}} \, d\xi \\
& \leq \frac{2M(\tau - t)}{\Gamma(\alpha)} \left( \int_{\tau}^{T} \frac{d\xi}{(\xi - \tau)^{1 - \alpha}(T - \xi)^{(1 - \alpha - \beta)q}} - \int_{\tau}^{T} \frac{d\xi}{(\xi - t)^{1 - \alpha}(T - \xi)^{(1 - \alpha - \beta)q}} \right) \\
& \leq \frac{2M(\tau - t)}{\Gamma(\alpha)} \left( A_1(\tau - t) + \int_{t}^{\tau} \frac{d\xi}{(\xi - t)^{1 - \alpha}(T - \xi)^{(1 - \alpha - \beta)q}} \right) \\
& \leq \frac{2MA_1(\tau - t)^2}{\Gamma(\alpha)} + \frac{2M(\tau - t)^{1+\alpha}}{\Gamma(\alpha + 1)\theta^{1-\alpha-\beta}q}.
\end{align*}
\]

Relations (A.19)–(A.23) imply that there exists \( A_3 > 0 \) such that \( (A.10) \) holds.

Hence, to complete the proof, it remains to verify continuity of the mapping \( \nabla^\alpha \mu_\xi^{(\tau, y(\cdot))} : [0, T) \times AC^\alpha \to \mathbb{R}^n \). Let \( (t_0, x_0(\cdot)) \in [0, T) \times AC^\alpha \) and let a sequence \( \{(t_i, x_i(\cdot))\}_{i \in \mathbb{N}} \subset [0, T] \times AC^\alpha \) be such that \( |t_i - t_0| + ||x_i(\cdot) - x_0(\cdot)||_\infty \to 0 \) as \( i \to \infty \). Note that we can fix \( \theta \in (0, T - t_0) \) and suppose that \( t_i \in [0, T - \theta] \) for all \( i \in \mathbb{N} \cup \{0\} \).

For every \( i \in \mathbb{N} \cup \{0\} \), consider the function
\[
g_i(\xi) \triangleq \frac{g(a(\xi | t_i, x_i(\cdot)) - a_x(\xi))}{\Gamma(\alpha)(\xi^{\frac{1}{\alpha + 1}} + ||a(\xi | t_i, x_i(\cdot)) - a_x(\xi)||^2)^{\frac{1}{2}}}, \quad \xi \in [0, T].
\]

Then, according to (5.8), we have, for all \( i \in \mathbb{N} \cup \{0\} \),
\[
(A.24) \quad \nabla^\alpha \mu_\xi^{(\tau, y(\cdot))}(t_i, x_i(\cdot)) = \frac{g_i(T)}{(T - t_i)^{1-\alpha}} + \int_{t_i}^{T} \frac{g_i(\xi)}{(\xi - t_i)^{1-\alpha}(T - \xi)^{(1-\alpha-\beta)q}} \, d\xi.
\]

Observe that, continuity of mapping (3.7) yields
\[
(A.25) \quad ||g_i(\cdot) - g_0(\cdot)||_\infty \to 0 \text{ as } i \to \infty.
\]

Therefore, in particular, we obtain
\[
(A.26) \quad \left| \left| \frac{g_i(T)}{(T - t_i)^{1-\alpha}} - \frac{g_0(T)}{(T - t_0)^{1-\alpha}} \right| \right| \to 0 \text{ as } i \to \infty.
\]

Further, for every \( i \in \mathbb{N} \), taking (A.6) into account, we get
\[
(A.27) \quad \left| \left| \int_{t_i}^{T} \frac{g_i(\xi)}{(\xi - t_i)^{1-\alpha}(T - \xi)^{(1-\alpha-\beta)q}} \, d\xi - \int_{t_0}^{T} \frac{g_0(\xi)}{(\xi - t_0)^{1-\alpha}(T - \xi)^{(1-\alpha-\beta)q}} \, d\xi \right| \right| \leq B(\alpha, 1 - (1 - \alpha - \beta)q) (T - t_i)^{\alpha - (1 - \alpha - \beta)q} ||g_i(\cdot) - g_0(\cdot)||_\infty
\]
\[
+ \left| \left| \int_{t_i}^{T} \frac{g_0(\xi)}{(\xi - t_i)^{1-\alpha}(T - \xi)^{(1-\alpha-\beta)q}} \, d\xi - \int_{t_0}^{T} \frac{g_0(\xi)}{(\xi - t_0)^{1-\alpha}(T - \xi)^{(1-\alpha-\beta)q}} \, d\xi \right| \right|.
\]
In addition, due to (A.7), we derive (we assume that \( t_i \geq t_0 \) for definiteness)

\[
(A.28) \quad \left\| \int_{t_i}^{T} \frac{g_0(\xi)}{(\xi - t_i)^{1-\alpha}(T - \xi)^{(1-\alpha)q}} d\xi - \int_{t_0}^{T} \frac{g_0(\xi)}{(\xi - t_0)^{1-\alpha}(T - \xi)^{(1-\alpha)q}} d\xi \right\| \\
\leq \|g_0(\cdot)\|^{\infty} \left( \int_{t_i}^{T} \frac{d\xi} {(\xi - t_i)^{1-\alpha}(T - \xi)^{(1-\alpha)q}} - \int_{t_0}^{T} \frac{d\xi} {(\xi - t_0)^{1-\alpha}(T - \xi)^{(1-\alpha)q}} \right) \\
+ \|g_0(\cdot)\|^{\infty} \int_{t_0}^{t_i} \frac{d\xi} {(\xi - t_0)^{1-\alpha}(T - \xi)^{(1-\alpha)q}} \\
\leq \|g_0(\cdot)\|^{\infty} \left( A_1(t_i - t_0) + 2 \int_{t_0}^{t_i} \frac{d\xi} {(\xi - t_0)^{1-\alpha}(T - \xi)^{(1-\alpha)q}} \right) \\
\leq \|g_0(\cdot)\|^{\infty} \left( A_1(t_i - t_0) + \frac{2(t_i - t_0)^{\alpha}}{\alpha T^{1-\alpha}} \right).
\]

Thus, it follows from (A.24)–(A.28) that

\[
\|\nabla^{\alpha} \mu^{(\tau, y(\cdot))}(t_i, x_i(\cdot)) - \nabla^{\alpha} \mu^{(\tau, y(\cdot))}(t_0, x_0(\cdot))\| \to 0 \text{ as } i \to \infty.
\]

The lemma is proved.

\begin{flushright}
\Box
\end{flushright}

**Proof of Lemma 5.8.** Given a number \( \theta \in (0, T) \), put

\[
(A.29) \quad C_3 \triangleq \frac{q}{\Gamma(\alpha) \theta^{1-\alpha}} \left( 1 + T^{\frac{1}{2} - 1 + \alpha + \beta} (B(1 - (1 - \alpha)q, 1 - (1 - \alpha - \beta)q))^{\frac{1}{\beta}} \right)
\]

and

\[
(A.30) \quad C_4 \triangleq \frac{q}{\Gamma(\alpha)} \left( \frac{(1 - \alpha)T^{1-\alpha}}{\theta^{2-\alpha}} + A_1 T^{1-\alpha} + \frac{2}{\alpha T^{1-\alpha}} \right),
\]

where the number \( A_1 \) is taken from (A.7).

Fix \( \varepsilon > 0 \) and \((t, x(\cdot)), (\tau, y(\cdot)) \in [0, T - \theta] \times AC^{\alpha} \). According to (5.8), we obtain

\[
(A.31a) \quad \|\nabla^{\alpha} \mu^{(\tau, y(\cdot))}(t, x(\cdot))\| \\
\leq \frac{q}{\Gamma(\alpha)} \left( \frac{e^{\frac{\varepsilon T}{1-\alpha}} + \|a(T | t, x(\cdot)) - a(T | \tau, y(\cdot))\|^2}{(T - t)^{1-\alpha}} \right)^{\frac{1}{\beta}} \\
+ \int_{t}^{T} \frac{\left( e^{\frac{\varepsilon T}{1-\alpha}} + \|a(\xi | t, x(\cdot)) - a(\xi | \tau, y(\cdot))\|^2 \right)^{\frac{1}{\beta}}}{(\xi - t)^{1-\alpha}(T - \xi)^{(1-\alpha)q}} d\xi.
\]

Similarly to (A.2), we have

\[
(A.32) \quad \left( e^{\frac{\varepsilon T}{1-\alpha}} + \|a(T | t, x(\cdot)) - a(T | \tau, y(\cdot))\|^2 \right)^{\frac{1}{\beta}} \\
\leq \left( \nu(t, x(\cdot), \tau, y(\cdot)) + C_4 e^{\frac{\varepsilon T}{1-\alpha}} \right)^{\frac{1}{\beta}}.
\]
Applying Hölder’s inequality, we conclude that

\[
\int_t^T \frac{(\varepsilon + \|a(\xi | t, x(\cdot)) - a(\xi | \tau, y(\cdot))\|^2) \frac{\alpha}{\beta}}{(\xi - t)^{1-\alpha}(T - \xi)^{1-\alpha/\beta}} d\xi \leq \left( \int_t^T \frac{d\xi}{(\xi - t)^{(1-\alpha)q}(T - \xi)^{(1-\alpha/\beta)q}} \right)^{\frac{1}{q}} \times \left( \int_t^T \frac{(\varepsilon + \|a(\xi | t, x(\cdot)) - a(\xi | \tau, y(\cdot))\|^2)^{\frac{\alpha}{\beta}}}{(T - \xi)^{(1-\alpha/\beta)q}} d\xi \right)^{\frac{\alpha}{\beta}}.
\]

By (A.6), we get

\[
\int_t^T \frac{d\xi}{(\xi - t)^{(1-\alpha)q}(T - \xi)^{(1-\alpha/\beta)q}} \leq T^{1-(1-\alpha/\beta)q} B(1 - (1 - \alpha)q, 1 - (1 - \alpha - \beta)q).
\]

Moreover, in view of (5.1), it holds that

\[
\int_t^T \frac{(\varepsilon + \|a(\xi | t, x(\cdot)) - a(\xi | \tau, y(\cdot))\|^2)^{\frac{\alpha}{\beta}}}{(T - \xi)^{(1-\alpha/\beta)q}} d\xi \leq \nu_\varepsilon(t, x(\cdot), \tau, y(\cdot)) + C_1 \varepsilon^{\frac{1}{\beta}}.
\]

Putting together (A.31)–(A.35), we find that (5.9) is fulfilled with $C_3$ from (A.29).

Further, based on (5.8), similarly to (A.28), we derive (we assume that $\tau \geq t$ for definiteness)

\[
\|\nabla^\alpha \mu_\varepsilon(t, x(\cdot)) + \nabla^\alpha \mu_\varepsilon(t, x(\cdot))\| \leq \frac{d}{\Gamma(\alpha)} \max_{\xi \in [0, T]} \left( \varepsilon + \|a(\xi | t, x(\cdot)) - a(\xi | \tau, y(\cdot))\|^2 \right)^{\frac{\alpha}{\beta}} \times \left( \frac{1}{(T - \tau)^{1-\alpha}} - \frac{1}{(T - t)^{1-\alpha}} + A_1(\tau - t) + \frac{2(\tau - t)^\alpha}{\alpha d^{(1-\alpha/\beta)q}} \right),
\]

wherefrom, owing to the estimate

\[
\frac{1}{(T - \tau)^{1-\alpha}} - \frac{1}{(T - t)^{1-\alpha}} \leq \frac{(1 - \alpha)(\tau - t)}{\theta^{2-\alpha}},
\]

we obtain that (5.10) is valid with $C_4$ given by (A.30). The lemma is proved. \[\square\]
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