Predicting Activities of Daily Living with Spatio-Temporal Information
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Abstract: The smart home has begun playing an important role in supporting independent living by monitoring the activities of daily living, typically for the elderly who live alone. Activity recognition in smart homes has been studied by many researchers with much effort spent on modeling user activities to predict behaviors. Most people, when performing their daily activities, interact with multiple objects both in space and through time. The interactions between user and objects in the home can provide rich contextual information in interpreting human activity. This paper shows the importance of spatial and temporal information for reasoning in smart homes and demonstrates how such information is represented for activity recognition. Evaluation was conducted on three publicly available smart-home datasets. Our method achieved an average recognition accuracy of more than 81% when predicting user activities given the spatial and temporal information.
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1. Introduction

Almost every country in the world is experiencing a growing and aging population. The smart home is considered a viable solution to address living problems, typically the elderly or those with diminished cognitive capabilities. An important part of the functioning of smart homes is to monitor user daily activities and detect any alarming situations (e.g., skipping meals several days in a row). Sensors attached to objects of daily use (e.g., fridge, light, etc.) are often deployed in the smart home to collect information about user daily activities. These sensors are activated when the user performs their activities (e.g., opening the fridge, turning on the light, etc.). The recognition system uses the sensory outputs from the home to learn about user activity patterns and predict the next probable event.

The majority of the probabilistic graphical models such as the hidden Markov model and its variants, and deep learning methods for activity recognition, can predict where the user will go next or what activity is the user doing given the sequence of sensor readings [1–5]. However, for a smart home to react intelligently and support its users, the recognition system should not only recognize their activities but also have the ability to reason, e.g., at what time and in which room did a particular event occur.

Knowing the contexts of the user such as when and where a particular event occurred are important for detecting any unusual or abnormal events and issue warnings to caregivers or family members. For example, the recognition system learns that the user always goes to bed at 10 p.m. If something is happening after 10 p.m. then it is more likely that the user is sleeping. If the user were in the kitchen doing laundry at 1 a.m., this would be something that the recognition system
will recognize as unusual. Both space and time play an important role in activity recognition, and to represent and fuse all this information in the smart home poses a challenge.

An individual’s pattern of daily activities is likely the same everyday. For example, a morning routine could consist of making the bed, grooming, making coffee and having breakfast. It turns out that compression can be used to identify repeated ‘patterns’ that represent user activities. To illustrate how compression can be used in this study, we first describe the form in which we expect the data to appear. When the user performs an activity in the smart home, each user-interaction event contains information about (1) the time when the activity is performed, (2) the location of where the activity is performed and (3) the sensor that is being activated. Each user-interaction event is annotated (usually by the user themselves) with an activity name and a label stating the starts and ends of an activity. Table 1 shows an example of activity events in a smart home.

| Time   | Location | Sensor ID | Activity       |
|--------|----------|-----------|----------------|
| 8.02 a.m. | bathroom | S22       | toileting start |
| 8.06 a.m. | bathroom | S3        | toileting end   |
| 8.31 a.m. | kitchen  | S18       | making coffee start |
| 8.33 a.m. | kitchen  | S7        | making coffee   |
| 8.38 a.m. | kitchen  | S5        | making coffee end |
| 9.05 a.m. | bathroom | S22       | toileting start |
| 9.17 a.m. | bathroom | S3        | toileting end   |

Since each activity event consists of information about time and location, this information can be incorporated when compressing the data stream. This paper extends the prediction by partial matching (PPM), an adaptive statistical data compression technique, to include spatial and temporal information. Our aim in this paper is to improve the activity recognition process by incorporating spatial and temporal context information, as illustrated in Figure 1. In particular, this paper aims to answer questions such as ‘where will the user most likely be at a given time’ or ‘given that the user is in a particular location at a given time, what activity is the user most likely doing’. Evaluation was performed on three publicly available smart-home datasets.

**Figure 1.** Spatio-temporal reasoning in smart homes: (Bottom) User in a smart home performs their daily activities. (Middle) Sensor readings are mapped to user activities. (Top) Using location and time information for reasoning.
This paper is structured as follows: Section 2 provides reviews of related work. Section 3 contains description of our approach. Section 4 details the datasets and evaluation method used in this study. Section 5 describes the experiments and Section 6 contains the experimental results and discussion. Section 7 concludes our findings.

2. Related Work

The work of Das, Cook and Bhattacharya [6] is among the earlier work that used compression for activity recognition. They partitioned the home into different zones, where each zone is represented by a symbol. A dictionary of user movements is trained using the LZ78 compression algorithm. They then applied prediction by partial matching (PPM) to predict user next location based on the phrases in the dictionary. Gopalratnam and Cook [7] proposed a sequential prediction algorithm called Active LeZi, to predict the user’s next action based on an observed sequence of user–home interactions. Similar to the approach taken in [6], they built a representation of user–home interactions with LZ78 and used PPM to calculate the probability of the next most probable action.

In the work of Alam, Reaz and Ali [8], they introduced an adaptive sequence prediction algorithm that generates a finite-order Markov model and makes predictions based on PPM. To better capture the boundary between two opposite events, they applied an episode evaluation criteria that makes use of sensor ON and OFF states to indicate the start and end of an episode. An enhancement to this work is seen in [9] where they used a prefix tree-based data model to learn and predict user actions.

A variation to the work described above is the work of Chua, Marsland and Guesgen [10]. They used compression as an unsupervised learning method to identify activities in an unlabeled sensor stream. The sensor stream is represented as a sequence of characters. The Lempel–Ziv–Welch dictionary-based compression algorithm and edit distance are used to identify repeated sequences from sensor readings that represent user activities.

Most of these studies attempt to infer user activities from a sequence of sensor readings to either predict the user’s next location or action. Our work differs from these studies as the spatio-temporal information and user activities are represented in tuples. The PPM model is built on these tuples and the trained model is used to make prediction.

There are works that used PPM to predict user locations using GPS trajectories. In the work of Neto, Baptista and Campelo [11], they combined Markov model and PPM for predicting route and destination. PPM is used to learn about the road segments traversed by the user, while Markov model is used to model the transitions between locations. When predicting user route and destination, Markov model first predicts the next user location based on current location, and the routes and destination are retrieved from PPM. Burbey and Martin [12] extends the PPM algorithm to include temporal and location information to predict user next location based on movement traces obtained from wireless access points. Our work is closely related to the work proposed in [12]. The main difference lies in the way the PPM is trained. Our approach trained the PPM based on user-interaction events rather than on the entire sequence of movement traces.

Another variation to the methods pointed out above is to use frequent pattern mining. Liu et al. [13] mined frequent temporal patterns from a sequence of user actions. The mined patterns are used to characterize activities. Nazerfard [14] combined association rule mining and expectation-maximization clustering to discover temporal features and relations of activities from sensor-based data. However, these methods do not use any spatial information to infer user activities. In the work of Liu et al. [15], they attempt to extract spatial and temporal features from sensor data. They first applied $k$-means to cluster the temporal features and then used spatial features, which include a set of sensors and their frequency, to build a prediction model in each temporal cluster. Such methods, however, require the temporal features obtained from sensor readings to be clustered first before any classification can be performed.
3. Our Proposed Method

This section describes the statistical-based text compression approach based on prediction by partial matching, and our approach in predicting user activities based on spatio-temporal information.

3.1. Prediction by Partial Matching (PPM)

The main idea of PPM is to use the last few characters to predict the next character in the input sequence [16]. PPM builds several finite-context models of order $k$ adaptively, where $k$ is the number of preceding characters used.

Table 2 illustrates the operation of PPM after input string ‘sensor sensor’ has been processed. All the previously seen contexts in each model ($k = 2, 1, 0$ and $-1$) are shown with their respective predictions, frequency counts $c$ and the probabilities $p$. The lowest-level model is $k = -1$, which predicts all characters equally, where $A$ refers to the set of distinct characters used. PPM records the frequency counts of each character seen for each context in the model, which is used to calculate the prediction probabilities.

By default, the model with the largest $k$ is used when the PPM is queried, which in this example $k = 2$. When string ‘rs’ is seen, the likely next character is $e$, with a probability of 0.5. If a novel character is observed in this context, then an escape (‘esp’) event is activated, signifies a switch to a lower order model. This process is repeated until it reaches a model where the context is matched or the lowest model ($k = -1$) is reached. Suppose that $o$ followed the string ‘rs’, which is not predicted from the model $k = 2$ in the context rs. An escape event occurs and $k = 1$ model of context $s$ is used, i.e., through the prediction $s \rightarrow o$.

Table 2. PPM model after processing input string ‘sensor sensor’.

| Order $k = 2$ | Order $k = 1$ | Order $k = 0$ | Order $k = -1$ |
|---------------|---------------|---------------|---------------|
| Predictions   | Predictions   | Predictions   | Predictions   |
|----------------|----------------|----------------|---------------|
| en $\rightarrow$ s 2 2 7 e $\rightarrow$ n 2 2 7 $\rightarrow$ e 2 2 7 $\rightarrow$ A 1 1 | | | |
| $\rightarrow$ esp 1 1 3 $\rightarrow$ esp 1 1 3 $\rightarrow$ n 2 2 7 | $\rightarrow$ o 2 2 7 | | |
| rs $\rightarrow$ o 2 2 3 n $\rightarrow$ s 2 2 3 $\rightarrow$ r 2 2 5 $\rightarrow$ esp 5 5 3 | | | |
| $\rightarrow$ esp 1 1 3 $\rightarrow$ esp 1 1 3 $\rightarrow$ s 4 4 7 | | | |
| or $\rightarrow$ s 1 1 2 o $\rightarrow$ r 2 2 5 | | | |
| $\rightarrow$ esp 1 1 2 $\rightarrow$ esp 1 1 3 | | | |
| rs $\rightarrow$ e 1 1 2 r $\rightarrow$ s 1 1 | | | |
| $\rightarrow$ esp 1 1 2 $\rightarrow$ esp 1 1 3 | | | |
| se $\rightarrow$ n 2 2 3 s $\rightarrow$ e 2 2 5 | | | |
| $\rightarrow$ esp 1 1 3 $\rightarrow$ o 2 2 3 | | | |
| so $\rightarrow$ r 2 2 3 | | | |
| $\rightarrow$ esp 1 1 3 | | | |

3.2. Description of Our Approach

Since our interest is to predict activities based on time and location, the sensor information, i.e., sensors that are being activated (column 3 in Table 1), are not considered. Each user-interaction event $a_i$ is therefore represented by a triplet $(X, Y, Z)$ in ASCII character, where $X$ is the time, $Y$ is the location and $Z$ is the activity performed.

Referring to the example of input string ‘sensor sensor’, PPM builds the context models based on the number of preceding characters used. Assume that $a_1 = (s, e, n), a_2 = (s, o, r), a_3 = (s, e, n) \ldots$, we want the highest context model ($k = 2$) to predict user activity ($n$ in $a_i$) based on time and location.
(s and e in a_i). To do this, PPM is trained on each a_i rather than on the entire sequence of input string. With this, the k = 2 model will have two predictions: (1) se → n and (2) so → r.

One of the issues with temporal resolution is that the scale on which it is measured can in fact change the analysis. If a representation would to train on data where the user was in the bathroom showering at 9.15 a.m. and then head to the kitchen to make coffee at 9.50 a.m., the training data for these two events would be:

(9.15 a.m., bathroom, showering), (9.50 a.m., kitchen, making coffee), ...

If the test data indicated that the user was showering in the bathroom at 9.05 a.m., the model would not be able to make a prediction of the user location at 9.05 a.m. since the model does not have any information of the user showering in the bathroom precisely at 9.05 a.m. In view of this, the time is processed as 30 min intervals, i.e., mapping each ASCII character for each time interval of 30 min. When the PPM model is queried for a prediction of where the user is likely to be at 9.05 a.m., which falls within ‘9 a.m.–9.29 a.m.’ interval, it can predict that the user is in the bathroom. Figure 2 shows the representation of Table 1 in ASCII characters and processed based on 30 min time intervals.

| Time   | Location   | Activity  |
|--------|------------|-----------|
| 8.02 am | bathroom   | toileting |
| 8.06 am | bathroom   | toileting |
| 8.31 am | kitchen    | making coffee |
| 8.33 am | kitchen    | making coffee |
| 8.38 am | kitchen    | making coffee |
| 9.05 am | bathroom   | toileting |
| 9.17 am | bathroom   | toileting |

| Time   | Location   | Activity  |
|--------|------------|-----------|
| a      | x          | p         |
| a      | x          | p         |
| b      | y          | q         |
| b      | y          | q         |
| c      | x          | p         |
| c      | x          | p         |

**Figure 2.** Representation of Table 1 in ASCII characters and processed based on 30 min time intervals.

### 4. Description of the Data and Evaluation Method

This study was run on three publicly available smart-home datasets:

- **MIT PlaceLab Dataset** [17] This dataset contains 16 days of user activities with 1805 user-interaction instances. The activities are grooming/dressing, doing/putting away laundry, toileting/showering, cleaning, preparing meal/beverages and washing/putting away dishes. These activities are performed in 4 different locations of the home i.e., kitchen, bathroom, bedroom and office/study.

- **van Kasteren Dataset** [18] This dataset contains 24 days of user activities with 1318 user-interaction instances. The activities are toileting/showering, going to bed, preparing meal/beverages and leaving house. These activities are performed in 4 different locations of the home i.e., living room, bedroom, bathroom and kitchen.

- **Aruba Dataset** [19] For this dataset, the November 2010 data is used, which contains 27 days of user activities with 3569 user-interaction instances. The activities are meal preparation, eating, working, sleeping, washing dishes and bed to toilet. These activities are performed in 7 different locations of the home i.e., kitchen, dining, living room, bedroom-1, bedroom-2, bathroom and office.

In all the datasets, the users annotated the activities themselves meaning that there were ground-truth annotations. It was observed that some activities were not repeated daily such as ‘doing/putting away laundry’, ‘washing dishes’ and ‘cleaning’ on MIT PlaceLab dataset. Since it is important that these activities are seen in the test set, leave-two-days-out cross-validation method is used, i.e., training on 14 days data and testing on the remaining 2 days. As for van Kasteren dataset,
since there is a small number of activity examples per activity, leave-four-days-out cross-validation method is used, i.e., training on 20 days data and testing on the remaining 4 days. Since the activities in Aruba dataset are repeated frequently, leave-nine-days-out cross-validation method is used, i.e., training on 18 days data and testing on the remaining 9 days. Figure 3 shows the cross-validation method applied in this study.

5. Experiments

To evaluate the effectiveness of our approach, four experiments were conducted. The first experiment used $k = 1$ model for prediction, while the second experiment used $k = 2$ model. The third experiment evaluated the amount of training data needed to train the PPM model. For each evaluation, a new PPM model is created on each training set. During testing, context information such as user location and time will be fed to the PPM for prediction. The fourth experiment evaluated the computational performance.

5.1. Experiment 1: Prediction Based on First-Order Model

In this experiment, the first-order model (i.e., $k = 1$) is used for prediction. Two types of predictions were evaluated. The first predicts the location of the user given the time of the day ($\text{time} \rightarrow \text{location}$), while the second predicts user activity given the location of the user ($\text{location} \rightarrow \text{activity}$). For example, if the test data consists of the string ‘sen’, using the first-order model, it will first given ‘s’ and see if it predicts ‘e’ and then given the context ‘e’ and see if it predicts ‘n’.

5.2. Experiment 2: Prediction Based on Second-Order Model

This experiment aims to predict user activity based on time and location (($\text{time, location} \rightarrow \text{activity}$). Using the example of the string ‘sen’ (discussed in Section 5.1), the PPM model would be given the string ‘se’ and see if it predicts ‘n’. In this experiment, the second-order model will be used for prediction.

5.3. Experiment 3: Training Size

To ensure that the PPM model acquires a good representation of user activity, it is important that each event is seen several times in the training set. The aim of this experiment is to determine the
amount of training data required to train the PPM. Different splits of the data were evaluated. Table 3 shows the number of days used for training and testing. These data were cross-validated.

| Number of Days |
|----------------|
| **Split** | **Training Set** | **Test Set** |
| (a) MIT PlaceLab Dataset | | |
| 1 | 12 days | 4 days |
| 2 | 8 days | 8 days |
| 3 | 4 days | 12 days |
| (b) van Kasteren Dataset | | |
| 1 | 16 days | 8 days |
| 2 | 12 days | 12 days |
| 3 | 8 days | 16 days |
| 4 | 4 days | 20 days |
| (c) Aruba Dataset | | |
| 1 | 16 days | 11 days |
| 2 | 12 days | 15 days |
| 3 | 8 days | 19 days |
| 4 | 4 days | 23 days |

Both experiments 1 and 2 were repeated in this experiment on different training-test splits. Three types of predictions were analyzed. First is to predict user location based on time of the day ($time \rightarrow location$), while the second predicts user activity based on location ($location \rightarrow activity$). The third predicts user activity based on time and location, i.e., ($time, location \rightarrow activity$).

5.4. Experiment 4: Computational Performance

The aim of this experiment is to evaluate the computational performance of our method in terms of training time and prediction time. The training time is computed based on the time it requires to build the PPM, while the prediction time is computed based on the time it takes to predict from the trained PPM. The performance is evaluated on a desktop computer with an Intel(R) Core(TM) CPU i7-7700K @ 4.2 GHz and 64 GB memory.

6. Results and Discussion

The first experiment was conducted using the first-order model for prediction. The main purpose is to test the model’s ability in predicting user location given the time of the day ($time \rightarrow location$) and predicting user activity given the location of the user ($location \rightarrow activity$). The recognition accuracy is calculated based on the number of times the model correctly makes the prediction.

Table 4 shows the recognition results for ($time \rightarrow location$) prediction. Our method achieved an average recognition of 95.40% on MIT PlaceLab dataset, 90.41% on van Kasteren dataset and 84.04% on Aruba dataset when predicting user location based on time. Referring to Table 4, a low recognition accuracy of 71.94% was observed in the 2nd set of the van Kasteren dataset. In this test set, the user came home early around 1 pm, which was the only time and day that this was observed in the entire dataset. The PPM model is not able to make prediction since this event was not learned during training. Although the Aruba dataset has the lowest average recognition performance, only 18 days out of 27 days data were used for training, which is the lowest training:testing ratio as compared to the other two smart-home datasets.
Table 4. Recognition performance in predicting user location based on time for each test set.

| Test Sets  | Recognition Accuracy (%) | MIT PlaceLab Dataset | van Kasteren Dataset | Aruba Dataset |
|------------|--------------------------|----------------------|----------------------|---------------|
| 1st Set    | 88.07                    | 92.82                | 96.79                |
| 2nd Set    | 92.78                    | 71.94                | 75.24                |
| 3rd Set    | 97.18                    | 98.32                | 79.94                |
| 4th Set    | 94.63                    | 92.67                | 84.17                |
| 5th Set    | 96.31                    | 96.69                | –                    |
| 6th Set    | 100                      | 90.03                | –                    |
| 7th Set    | 98                       | –                    | –                    |
| 8th Set    | 96.24                    | –                    | –                    |
| Average    | 95.40                    | 90.41                | 84.04                |

Table 5 shows the recognition results in predicting user activity given location. A high average recognition accuracy was observed when predicting user activity based on location across all the datasets (i.e., 99.77% on MIT PlaceLab, 99.86% on van Kasteren and 98.89% on Aruba). This was expected since there are certain locations in the home where an activity usually takes place. For example, showering usually occurs in the bathroom, while cooking usually occurs in the kitchen. The results from this experiment showed that location provides important context for inferring user activity. The results from experiment 1 showed that our approach is effective in predicting \((time \rightarrow location)\) and \((location \rightarrow activity)\) with more than 84% average recognition performance for \((time \rightarrow location)\) and more than 98% average recognition performance for \((location \rightarrow activity)\).

Table 5. Recognition performance in predicting user activity based on location for each test set.

| Test Sets  | Recognition Accuracy (%) | MIT PlaceLab Dataset | van Kasteren Dataset | Aruba Dataset |
|------------|--------------------------|----------------------|----------------------|---------------|
| 1st Set    | 99.39                    | 100                  | 100                  |
| 2nd Set    | 100                      | 100                  | 95.57                |
| 3rd Set    | 100                      | 100                  | 100                  |
| 4th Set    | 99.17                    | 100                  | 100                  |
| 5th Set    | 99.59                    | 99.17                | –                    |
| 6th Set    | 100                      | 100                  | –                    |
| 7th Set    | 100                      | –                    | –                    |
| 8th Set    | 100                      | –                    | –                    |
| Average    | 99.77                    | 99.86                | 98.89                |

The second experiment tests the model's ability to predict user activity given the time and location \((time, location) \rightarrow activity)\). This experiment used the second-order model for prediction. The results are shown in Table 6. An average accuracy of 81.74% is achieved on MIT PlaceLab dataset, 88.14% on van Kasteren dataset and 81.05% on Aruba dataset. A lower recognition accuracy was observed in this experiment compared to the first experiment. This was due to variations in the activities performed on different time of the day. Although the accuracy was lower compared to the first experiment, our method still able to achieve an average recognition of more than 81% on all the three datasets. The 1st test set of MIT PlaceLab dataset has a low recognition accuracy of 63%. This was due to the variations in the way that the user performed his activity in this test set. For example, the second-order model learned that the user will be in the kitchen between 9.30 a.m. and 10 a.m. to ‘prepare meal’. In this particular test set, the user was ‘doing laundry’.
Table 6. Recognition performance in predicting activity based on time and location on each test set.

| Test Sets | MIT PlaceLab Dataset Recognition Accuracy (%) | van Kasteren Dataset Recognition Accuracy (%) | Aruba Dataset Recognition Accuracy (%) |
|-----------|----------------------------------------------|-----------------------------------------------|----------------------------------------|
| 1st Set   | 63                                           | 91.16                                         | 96.20                                  |
| 2nd Set   | 82.22                                        | 68.96                                         | 72.62                                  |
| 3rd Set   | 91.55                                        | 97.19                                         | 76.17                                  |
| 4th Set   | 79.75                                        | 89.66                                         | 79.22                                  |
| 5th Set   | 81.56                                        | 92.56                                         | –                                      |
| 6th Set   | 94.02                                        | 89.30                                         | –                                      |
| 7th Set   | 81.38                                        | –                                             | –                                      |
| 8th Set   | 80.45                                        | –                                             | –                                      |
| Average   | 81.74                                        | 88.14                                         | 81.05                                  |

The third experiment was conducted to determine the amount of training data required to train the PPM. Various training-test splits were examined. The results presented in Figure 4 showed that the size of training data does have an impact on recognition performance. Such results are expected since compression is more effective when patterns are repeated frequently. When trained on 4 days, an average accuracy of 77.48% is achieved on MIT PlaceLab, 52.50% on van Kasteren dataset and 60.49% on Aruba dataset for \( \text{time} \rightarrow \text{location} \) prediction. A lower accuracy was observed in van Kasteren dataset. This was due to variations in the time when the user performed the activities. Such variations were not repeated frequent enough for PPM to learn the representations. For \( (\text{time}, \text{location}) \rightarrow \text{activity} \) prediction, an average accuracy of 52.85% is achieved on MIT PlaceLab, 51.17% on van Kasteren dataset and 57.15% on Aruba dataset. However, for both \( \text{time} \rightarrow \text{location} \) and \( (\text{time}, \text{location}) \rightarrow \text{activity} \) predictions, the average accuracy increases when trained with more training data, as shown in the first and third grouped bar chart in Figure 4. For \( \text{location} \rightarrow \text{activity} \) prediction, our method achieved a high recognition accuracy across the three datasets. A consistent performance of more than 91% average recognition accuracy was observed across the different training-tests splits. The results showed that the size of training data does not have much impact on \( \text{location} \rightarrow \text{activity} \) prediction. The high recognition performance achieved in this experiment (and also in the first experiment) showed that knowing which room that the user is in provides a better inference of what activity the user might be involved in.

The fourth experiment evaluates the time it takes to train the PPM model and the time to predict from the trained PPM. Table 7 shows the computational performance in terms of (a) training time (in minutes) and (b) prediction time (in seconds). The value in parentheses shows the number of user-interaction instances in each respective training/test set. The training time across the number of instances presented in Figure 5 clearly show that the training time grows approximately linearly with the number of instances. As for the prediction time, it takes 0.1216 s to predict 1377 instances on the second test set of Aruba dataset (see Table 7b), which has the highest number of instances among all the test sets. The prediction time reduces when test on a smaller number of instances.
Figure 4. Recognition performance on different training-test splits.
Table 7. Computational time: (a) Training time (in minutes) and (b) Prediction time (in seconds). The value in parentheses represents the number of user-interaction instances in each respective training/test set.

(a) Training Time (In Minutes)

| Training Sets | MIT PlaceLab Dataset | van Kasteren Dataset | Aruba Dataset |
|---------------|----------------------|----------------------|--------------|
| 1st Set       | 11.34 (1478)         | 5.68 (1137)          | 53.88 (2728) |
| 2nd Set       | 14.38 (1625)         | 3.90 (983)           | 30.14 (2192) |
| 3rd Set       | 13.77 (1592)         | 5.84 (1140)          | 31.17 (2218) |
| 4th Set       | 12.95 (1563)         | 5.21 (1086)          | 38.95 (2419) |
| 5th Set       | 13.05 (1561)         | 6.63 (1197)          | –            |
| 6th Set       | 16.08 (1688)         | 4.80 (1047)          | –            |
| 7th Set       | 11.31 (1456)         | –                    | –            |
| 8th Set       | 15.36 (1672)         | –                    | –            |
| Average       | 13.53 (1579)         | 5.34 (1098)          | 38.54 (2389) |

(b) Prediction Time (In Seconds)

| Test Sets    | MIT PlaceLab Dataset | van Kasteren Dataset | Aruba Dataset |
|--------------|----------------------|----------------------|--------------|
| 1st Set      | 0.0275 (327)         | 0.0146 (181)         | 0.0674 (841) |
| 2nd Set      | 0.0154 (180)         | 0.0248 (335)         | 0.1216 (1377) |
| 3rd Set      | 0.0172 (213)         | 0.0152 (178)         | 0.1191 (1351) |
| 4th Set      | 0.0234 (242)         | 0.0197 (232)         | 0.0842 (1150) |
| 5th Set      | 0.0212 (244)         | 0.0098 (121)         | –            |
| 6th Set      | 0.0080 (117)         | 0.0216 (271)         | –            |
| 7th Set      | 0.0406 (349)         | –                    | –            |
| 8th Set      | 0.0100 (133)         | –                    | –            |
| Average      | 0.0204 (226)         | 0.0176 (220)         | 0.0981 (1180) |

In this study, the temporal information is processed based on a 30 min interval. This time interval is a preliminary choice to validate our approach. However, a more adequate interval could be determined by preprocessing the data and finding the most suitable interval for each activity. Methods that could potentially be applied include rough and fuzzy sets [20].
7. Conclusions

This paper shows the importance of spatial and temporal information in interpreting human activity and how such information can be represented for activity recognition. The prediction by partial matching method is extended to capture spatio-temporal information by exploiting the repetitions from activity events. Evaluation was performed on three publicly available smart-home datasets. Our method can achieve an average accuracy of more than 84% for time $\rightarrow$ location prediction. For location $\rightarrow$ activity prediction, our method achieved more than 98% average accuracy across all the three datasets. Although the (time, location) $\rightarrow$ activity has a lower recognition performance, our method can achieve an average accuracy of more than 81%. The results showed that the size of training data has an impact on the recognition performance for time $\rightarrow$ location and (time, location) $\rightarrow$ activity predictions. Compression tends to be more effective when trained with more data and the training time grows approximately linearly with the number of instances. The results from the experiments showed that location provides useful context information for inferring user activity. As future work, the plan is to extend our approach for abnormality detection. The learned PPM can be used to identify inputs that do not fit into the contexts.
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