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We study the collective dynamics of repulsive self-propelled particles. The particles are governed by coupled equations of motion that include polar self-propulsion, damping of velocity and of polarity, repulsive particle-particle interaction, and deterministic dynamics. Particle dynamics simulations show that the collective coherent motion with large density fluctuations spontaneously emerges from a disordered, isotropic state. In the parameter region where the rotational damping of polarity is strong, the systems undergoes an abrupt shift to the absorbing ordered state after a waiting period in the metastable disordered state. In order to obtain a simple understanding of the mechanism underlying the collective behavior, we analyze binary particle scattering process. We show that this approach correctly predicts the order-disorder transition at dilute limit. The same approach is expanded for finite densities, although it disagrees with the result from many-particle simulations due to many-body correlations and density fluctuations.

I. INTRODUCTION

Following the seminal works by Vicsek et al. [1] and Toner and Tu [2, 3], the interest of physicists in collective motion of self-propelled particle (SPP) systems has been growing in last two decades. The main aim of the field is to obtain an unified understanding over non-trivial ordering behaviors seen in a group of living organisms in various length scales, from flocks of birds and schools of fish [4–9] to tissue cell migration in monolayers [10–14] and bacterial colonies [15–17] and even to the intracellular structure such as actin filaments and microtubules [18, 19]. A well established approach in the field is the Vicsek-type SPP model [1, 20, 21]. It assumes the particles drive themselves with a constant speed while adjusting their direction of motion parallel to their neighbors’ velocities. It is rather natural to assume that the elements interact with repulsion through their direction of motion parallel to their neighbors’ velocities. It is rather natural to assume that the elements interact with repulsion through excluded volume. Pedestrian movement, another major target of SPP studies, is also known to be well described by models that assume short-ranged repulsive force from neighboring people [30, 31]. Therefore, it is of great importance to capture dynamics of SPP systems where repulsive interactions are dominant.

Previously, Hanke et al. [32] proposed a model of soft, repulsive active particles, explored its collective behavior over parameters, and found that a polarized state emerge at certain parameter region. However, their model has some inconsistencies at microscopic level when compared to actual granular or colloidal matter. First, the particles are not always as soft and strongly overdamped as the model requires them to be in order to achieve the collective motion. Second, the origin of the noise is unclear, since thermal fluctuation is not relevant in the length scale we deal with.

Here we consider a simple model of repulsive SPP that can be applied to various systems from motile cells, active colloids and grains to pedestrian crowds. This generalized model obeys deterministic equations of motion and interacts with other particles by short-range repulsion. We explore the phase diagram and discuss the nature of the phase transition. In section 4 and 5, we analyze the emergence of collective motion from binary scattering process.

II. MODEL

We consider $N$ disk particles of equal radius $a$ in a two-dimensional continuous surface. The dynamics is governed by the following deterministic equations [33]:

$$
\frac{dv_i}{dt} = \alpha \hat{e}(\psi_i) - \beta v_i + \sum_j f_{ij},
$$

$$
\frac{d\psi_i}{dt} = \gamma (\theta_i - \psi_i).
$$

Eq. (1) describes the Newtonian equation of motion with velocity $v_i = dr_i/dt$. The first term of the rhs is the self-propelling force of fixed magnitude $\alpha$ along the direction of “polarity”, an internal degree of freedom defined by an unit vector $\hat{e}(\psi_i) \equiv \cos \psi_i x + \sin \psi_i y$. The second term is dissipation proportional to $v$, whose strength is determined by $\beta$. The interaction force is given by binary, short-ranged repulsion: here we assume linear Hookean contact, $f_{ij} = -k \left(2a - r_{ij}\right)(r_i - r_j)/r_{ij}$ if $r_{ij} \equiv |r_i - r_j| < 2a$ (in contact) and $f_{ij} = 0$ otherwise. Eq. (2) describes the time evolution of the polarity $\psi_i$. When $\psi_i$ deviates from the direction $\theta_i$ of the velocity, it is rotated by a torque proportional to the deviation $\theta_i - \psi_i$ with a coefficient $\gamma$. Thus the equations include...
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FIG. 1. (Color online) Ordering process observed in a representative run for $\Phi = 0.2$, $\gamma = 15.2$, a parameter set which is close to the phase boundary. (a–d) Snapshots of the system at different times. At each times, the whole system ($L = 198.2$) is on the left; enlarged image of boxed area of size $15 \times 15$ on the right. The arrows and the colors denote the direction of each particle’s velocity. (a) $t = 3,600$; the system is in isotropic, disordered state. (b) $t = 3,980$; dense areas appear and local polar order grows within them. (c) $t = 4,120$; several locally ordered clusters are formed. (d) $t = 4,800$; the clusters eventually merge with each other until the whole system moves coherently. (e) Time development of the global polarization $M(t)$ and fluctuation in local volume fraction $\Delta \phi(t)$ from $t = 3,100$ to $t = 5,300$. Arrows correspond to the times in the top figure.

III. NUMERICAL RESULTS

A. Ordering behavior

We perform particle dynamics simulations of a $N = 10,000$ system in a square box of size $L \times L$ with periodic boundaries. Initial positions and polarities are randomly assigned; overlaps between particles are reduced prior to each run. Unless otherwise specified, we discuss results for $\alpha = 1$ and $k = 100$. Under such choice of parameter values, the elasticity is large enough to avoid unphysical situations where particles in contact pass through each

damping term for both translational and rotational degrees of freedom. The former is underdamped, while the latter is overdamped.

Note that each parameter gives a different characteristic time: $\tau_\alpha = 2a\beta\alpha^{-1}$ is the time scale that a particle at the stationary speed takes to run its own diameter; $\tau_\beta = \beta^{-1}$ is the relaxation time of speed; $\tau_k = k^{-1/2}$ is the characteristic time during which two colliding particles are in contact; $\tau_\gamma = \gamma^{-1}$ is the relaxation time of polarity. Without loss of generality, we set unit of length and time as $2a = 1$ and $\beta^{-1} = 1$, and obtain rescaled equations.
other. A fourth-order Runge-Kutta method is employed for the numerical integration. The time step size is chosen to be sufficiently small compared to both $\tau_\theta$ and $\tau_\gamma$, either of which defines the shortest time scale of the dynamics in the system.

As shown in Fig. 1, the system exhibits polar ordering and large density fluctuation, the two characteristics also seen in the Vicsek model. The polar order is characterized by the average normalized velocity,

$$ M = \frac{1}{N} \sum_{i=1}^{N} \hat{e}(\theta_i). \quad (3) $$

If the system is in random state $M = |M| \approx 0$, while $M = 1$ for a perfectly ordered state. In order to quantify the density fluctuation, we divide the system into $N_c$ small cells of size $2 \times 2$ and take the standard deviation of the local packing fraction,

$$ \Delta \phi = \sqrt{\frac{1}{N_c} \sum_{j=1}^{N_c} (\phi_j)^2 - \left( \frac{1}{N_c} \sum_{j=1}^{N_c} \phi_j \right)^2}, \quad (4) $$

where $\phi_j$ denotes the local packing fraction in the cell $j$.

Fig. 1 shows a typical ordering behavior. Initially, the system is randomized in position and in polarity, so both $M$ and $\Delta \phi$ have small values. When the ordering starts, relatively dense and locally ordered regions appear and grow to form several clusters. The clusters eventually merge with each other until all the particles move into an identical direction. The time series of $M$ and that of $\Delta \phi$ display a simultaneous increase.

### B. Phase diagram

We explore the behavior of the model by implementing a set of simulations with different packing fractions $\Phi = Na^2\pi/L^2$ and rotational damping parameter $\gamma$. We find that the globally aligned state emerges in the regime where system is dense and rotational damping is weak, while the disordered, isotropic state persists if we set the packing fraction small and the damping parameter large. For $\gamma = 0$, where polarities are never rotated from initial randomized condition, the system maintains a trivial disordered state; however, a small but finite value of $\gamma$ leads to a slow ordering.

We construct the phase diagram by performing a set of runs (typically 8 to 16) with different initial configurations for a certain simulation time $T$. If polar order, namely $M > 0.8$, is established for one or more runs, the parameter set is classified as a part of ordered region; otherwise, it is in the disordered phase. We choose $N = 10,000$ and $T = 5,000$ and depict Fig. 2.

In the ordered region near the phase boundary, the system maintains the disordered state (small $M$) until it suddenly transits to the ordered state ($M = 1$). The lifetime $t_w$ of the disordered state, which we refer to as the waiting time, varies depending on the initial configuration. As we increase $\gamma$, $t_w$ tends to be longer and, eventually, ordering behavior does not take place within the simulation time for any realizations.

We look into the distributions that $t_w$ follows for each parameter set $(N, \Phi, \gamma)$. In Fig. 3, the second central moment $\mu_2 = \langle (t_w - \langle t_w \rangle)^2 \rangle$ and third central moment $\mu_3 = \langle (t_w - \langle t_w \rangle)^3 \rangle$ are plotted against the average $\langle t_w \rangle$. In the large waiting time regime, namely where $\langle t_w \rangle > 5,000$, two moments satisfy $\mu_2 = \langle t_w \rangle^2$ and $\mu_3 = 2\langle t_w \rangle^3$, which is expected for exponential distribution. The fact that the waiting time follows an exponential distribution implies that ordering events occur as Poisson processes involving nucleation phenomena.

Next, we discuss how the phase diagram would be changed if we choose other system sizes and time scales. Finite-size effects are investigated by changing the number of particles $N$ while keeping the volume fraction $\Phi$ fixed. In small systems, $\langle t_w \rangle$ strongly depends on $N$; in larger systems, however, the increase becomes insignificant (Fig. 4, inset). We confirm that $N = 3,000$ is sufficiently large to avoid the finite-size effects for the time scale that we deal with.

$\langle t_w \rangle$ displays a rapid increase as a function of $\gamma$ (Fig. 4). It is difficult to identify the function that fits the growth, but the phenomenological double-well potential picture, which will be described in the next subsection, implies that ordering behavior can occur in any parameter region if we wait long enough. If this is the case, the phase
between the moments for exponential distributions. The straight lines represent the expected relations 

\( \langle t_w \rangle \) versus the variance (left) and \( \langle t_w \rangle \) versus the third central moment (right). The number of particles \( N = 3,000 \). The onset of rapid increase is prominent around \( \gamma \sim 14.5 \). Inset: system size dependence for different values of \( \gamma \).

\( f(M) = \frac{M}{\sigma_M^3} \exp \left( -\frac{M^2}{2\sigma_M^2} \right), \)

where the scale parameter \( \sigma_M \) is the characteristic amplitude of the fluctuation. In fact, the observed distribution can be fitted reasonably by a Rayleigh distribution (Fig. 5(a)), providing an estimate of \( \sigma_M \) as

\( \sigma_M^2 = \frac{1}{2t} \int_0^t (M(t'))^2 dt'. \)

Aside from the fluctuation amplitude, the escape rate is determined by the “position” of the barrier in order parameter space, which can be estimated by preparing a system in which a fraction of particles are given the same initial polarity so that initial polarization \( M(0) \) has a finite value. The initial positions are uniformly distributed both for aligned and unaligned particles. The double-well potential picture suggests that the time development of the system depends on which side of the barrier the initial state is situated: Systems with \( M(0) \) smaller than a certain value relax to the disordered state and those with \( M(0) \) larger than the same threshold goes to the ordered state. The threshold \( M^* \) indicates the position of the barrier (Fig. 5(b)).

Decreasing \( \gamma \) in the disorder region towards the transition point, the threshold \( M^* \) decreases (Fig. 5(c)) and the fluctuation amplitude \( \sigma_M \) increases (Fig. 5(d)). These results imply that the escape rate increases and the average time until spontaneous polarization occurs will be shorter.

Due to the absence of noise, a fully-ordered system does not evolve back to a disordered state; the ordered state is an absorbing state. We also study the stability of the ordered state numerically. The initial polarities are set to be aligned except for a small fraction (5 to 20\% of all particles) with random directions. The initial positions are, again, uniformly distributed both for aligned

FIG. 4. (Color online) \( \langle t_w \rangle \) for system of volume fraction \( \Phi = 0.2 \). The error bars represents the standard error. Main figure: increase as a function of rotational damping parameter \( \gamma \). The number of particles \( N = 3,000 \). The onset of rapid increase is prominent around \( \gamma \sim 14.5 \). Inset: system size dependence for different values of \( \gamma \).

C. Dynamics of order parameter

In this subsection, we show that the dynamics of the order parameter is described as a motion in a double-well potential. This phenomenological picture is consistent with the Poissonian character of the ordering process. It also provides a possible explanation for the divergence of the waiting time: In the ordered regime far from the boundary, the system quickly evolves from an unstable disordered state to an ordered state; near the boundary, however, the disordered state becomes metastable and a nucleation process is necessary to escape from it.

When the system is in the disordered state, the global polarization vector \( \mathbf{M} \) fluctuates around \( \mathbf{0} \). The microscopic origin of the fluctuation is change in polarity of the particles caused by collisions to their neighbors. We expect that the collision events are uncorrelated to each other, and the time development of \( \mathbf{M} \) can be treated as Brownian motion in the potential. Assuming that the potential is harmonic around \( \mathbf{M} = \mathbf{0} \), we expect that \( \mathbf{M}(t) \) constitutes a two-dimensional Ornstein-Uhlenbeck process[34]. The stationary distribution of the radial component \( M(t) \) should be given by a Rayleigh distribution,

\[ f(M) = \frac{M}{\sigma_M^3} \exp \left( -\frac{M^2}{2\sigma_M^2} \right), \]
and unaligned particles. In all the realizations, the system quickly relaxes to a fully ordered state, even if we choose a parameter set deep in the disordered phase, such as $\Phi = 0.2, \gamma = 50$. This result suggests that the ordered state is stable against perturbation.

IV. BINARY SCATTERING AT DILUTE LIMIT

In this section, we give a simple explanation to understand the mechanism that underlies the ordering behavior shown in the previous section by focusing on the binary particle collision process, a method also employed in [32]. Here we assume that the system is dilute ($\Phi \rightarrow 0$) so that the collisions are uncorrelated with each other, and that both the velocity and the polarity are fully relaxed before every collision.

Let us consider a binary scattering process between particle $i$ and $j$ (Fig. 6). Since we assume the rotational invariance, the geometry of the moment of contact is fully specified by two scalar parameters: the impact parameter $b = \sqrt{r_{ij}^2 - (v_i - v_j)/v_{ij}} \in [0,a)$, where $v_{ij} = |v_i - v_j|$, and the relative angle $\theta_{ij} = |\theta_i - \theta_j| \in (0,\pi]$. The impact parameter shows the perpendicular offset of the post-collisional two-particle polarization. The post-collisional alignment is characterized by two-particle polarization,

$$M^{(2)} = \frac{1}{2} |\mathbf{e}(\theta_i) + \mathbf{e}(\theta_j)|,$$

which corresponds to Eq. (3) with $N = 2$. We measure the post-collisional two-particle polarization $M^{(2)}$ at a point where the polarities and the velocities are fully relaxed, and compare it to the pre-collisional polarization $M^{(2)}_{\text{in}}$. The increment $\Delta M^{(2)} = M^{(2)}_{\text{out}} - M^{(2)}_{\text{in}}$ indicates the magnitude of parallel alignment caused by the scattering process.

Assuming the system is homogenous and isotropic, two particles should collide in the relative angle of $\theta_{ij}$ with a probability proportional to the relative velocity $v_{ij}$; the impact parameter $b$ should be uniformly distributed. The average tendency of binary alignment, as a function of $\gamma$, is then obtained by taking an integral weighted by the “scattering cross section,”

$$\langle \Delta M^{(2)} \rangle = \frac{1}{C} \int_0^\pi \int_0^{2\pi} \sin \left( \frac{\theta_{ij}}{2} \right) |\Delta M^{(2)}(\theta_{ij}, b)| \, db \, d\theta_{ij},$$

where $C$ is a normalization constant.

The result shown in Fig. 7 indicates that the alignment tendency has a maximum at $\gamma \sim 1$. For $\gamma \rightarrow 0$, which
corresponds to the regime where angular relaxation is slow, \( \langle \Delta M^{(2)} \rangle \) goes to zero. For large \( \gamma \), namely \( \gamma \to \infty \), \( \langle \Delta M^{(2)} \rangle \) has a negative value.

Qualitative explanation is as follows. If the rotational damping is weak, the polarity of two particles remain unchanged, so the directions of motion will eventually restore to the original direction. In contrast, if the damping is strong, the polarity rotates itself quickly to follow the change in the direction of motion. It is with an intermediate value of the damping strength that the motion of two bodies align parallel, due to the competing effect of repulsive collision and subsequent rotational damping.

This argument is consistent with the results obtained from the many-particle simulations: First, the ordering in many-body system is the fastest in the parameter region that maximizes the value of \( \langle \Delta M^{(2)} \rangle \); second, the transition point in a dilute system is in agreement with the zero-crossing point (Fig. 2). These agreements imply that the onset of the collective motion arises from iteration of binary scattering, although one will have to take into account many-body correlation for the late stage of the ordering process, where the isotropic and uncorrelated conditions no longer hold.

V. BINARY SCATTERING AT FINITE DENSITIES

The analysis in the previous section is only valid for dilute limit, where the velocity and the polarity of the particles are fully relaxed before every collisional event. At finite densities, however, the relaxation may not complete between collisions (Fig. 6).

For the parameter values we choose \( \alpha = 1 \) and \( k = 100 \), \( \gamma \gg \beta = 1 \) in the disordered phase, meaning that relaxation of polarity is much faster than that of velocity. We check this by measuring the speed \( v_i = |\mathbf{v}_i| \) and the deviation \( \theta_i - \psi_i \) between direction of velocity and polarity of all the particles directly from the many-particle simulation. Fig. 8 shows that the distribution of \( v_i \) is considerably broad compared to the polarity distribution, which has a narrow peak at the point where \( \theta_i = \psi_i \). We will therefore take into account the speed distribution while safely neglecting the angular deviation in the following.

We apply a similar binary scattering study as in the previous section, except that \( M_{\text{in}}^{(2)} \) is not defined at the point where the relaxation is complete, but at the point where the particle reaches the distance of the mean free path (mfp) away from the binary contact.

To calculate the mfp, we assume that every particle moves at speed \( v \). The magnitude of relative velocity between two particles is

\[
v_r = 2v \sin \left( \frac{\theta_{ij}}{2} \right).
\]

If collisions are uncorrelated to each other, the mean relative velocity is

\[
\langle v_r \rangle = \frac{1}{\pi} \int_0^\pi 2v \sin \left( \frac{\theta_{ij}}{2} \right) d\theta_{ij} = \frac{4v}{\pi}.
\]

Since the scattering cross section \( s = 4a \) and the number density \( n = \Phi/a^2 \pi \), the mfp is given as

\[
\lambda = \frac{v}{sn(v_r)} = \frac{a\pi^2}{16\Phi}.
\]

Suppose particles \( i \) and \( j \) of speed \( v_i \) and \( v_j \) come into contact and are scattered. We assume that the speed
of the particles independently obeys an identical distribution \( f(v) \). The speeds evolve to \( v'_i \) and \( v'_j \) when the particles travels the distance of \( m_{fp} \) after the collision. The post-collision speed distribution can be written as

\[
f(v') = \tilde{S}f(v),
\]

where \( \tilde{S} \) denotes the scattering operator.

If the system is in the disordered phase, the distribution is stationary, so the following self-consistent condition should be satisfied:

\[
\tilde{S}f_s(v) = f_s(v),
\]

where \( f_s(v) \) is the stationary distribution. According to the Perron-Frobenius theorem\[35\], \( f_s(v) \) is the eigenfunction of \( \tilde{S} \) which corresponds to the eigenvalue one.

\( \tilde{S} \) is numerically derived by mapping pre-collision speeds \((v_i, v_j)\) onto post-collision speeds \((v'_i, v'_j)\). We divide the \( v \)-space into bins and simulate a binary scattering process for the representative value for each bin to obtain the matrix \( S \). Applying the power iteration method, we yield \( f_s(v) \) as the eigenvector of \( S \).

Once \( f_s(v) \) is known, the averaged increment in the two particle polarization is calculated as

\[
\langle \Delta M^{(2)} \rangle = \frac{1}{C} \int_0^\infty dv \int_{v_i-v_j}^{v_i+v_j} dv_{ij} \int_{-a}^a db \frac{f_s(v)}{v_{ij}} \Delta M^{(2)}(v_i, v_j, v_{ij}, b),
\]

where \( v_{12} = |v_1 - v_2| \) and \( C \) is a normalization constant.

Again, by numerically calculating the point where \( \langle \Delta M^{(2)} \rangle \) crosses zero, we obtain the estimated phase boundary. However, the estimation deviates from the results of many-body simulations, as shown in Fig. 2. The binary scattering approach is based on three assumptions: (i) the collisions are uncorrelated to each other; (ii) the motion of the particles is isotropic; (iii) the system is homogeneous, i.e., the density does not fluctuate. We suppose that these assumptions basically contribute to suppress the emergence of ordering behavior and that the deviation with the results from many-body simulations stems from the failure of one or more of the assumptions. A more detailed analysis of this point, particularly a closer look into the local quantities, is left for future work.

VI. SUMMARY

In this work we consider a simple model of repulsive self-propelled particle systems. Numerical simulations indicate that the system exhibits polar-ordering and a transition between ordered phase and disordered phase; the phase diagram is depicted as a function of the packing fraction and the rotational damping strength. We show that the slowdown of the dynamics at the proximity of the phase boundary is caused by metastability of the disordered state, and that transition to a polarized state requires a nucleation process. The physics that induces the emergence of the collective motion is the iteration of binary collision and the rotational relaxation afterwards. This argument is supported by the fact that the binary scattering analysis predicts the transition point from the many-particle simulation in the dilute limit. For finite densities, the approach deviates from the actual boundary because the disordered state is unstable against the many-particle correlations, anisotropy of the collisions, and the density fluctuation in the system. Recently, much effort has been devoted to derive a hydrodynamic description directly from the microscopic dynamics of SPP\[36–39\]. Applying the kinetic approaches to the model we present will be an interesting direction of future work.

This model is consistent with some other models presented in previous studies. (i) Soft particle models for epithelial cell migration developed in [10, 40] has a first order equation of motion instead of Eq. (1), namely \( \dot{r}_i = v_0 \hat{e}_{vi} + \sum_j f_{ij} \), where \( v_0 \) is a constant speed. This model is equivalent to ours when we take the overdamped limit, \( \beta \to \infty \) with \( \alpha/\beta = \text{const} \). (ii) The model mentioned in [41] and explored in [32] does not have polarity degree of freedom and employs the equation of motion as follows: \( \dot{v}_i = v_0 \hat{e}_i - v_i + \sum_j f_{ij} \), which means self-propulsion is always directed towards the direction of motion. This model corresponds to another limit in our model, \( \gamma \to \infty \). (iii) The social force model for pedestrian movement [31] is given by following dynamics: \( \dot{v}_i = v_0 \hat{e}^b_i - v_i + \sum_j f_{ij} \), where \( \hat{e}^b_i \) denotes the individual’s desired direction. This equation of motion is analogous to \( \gamma = 0 \) case in our model, where polarity of particles are never changed, although the particular form of the short-range repulsive interaction is different. Hence, our model can be regarded as a generalized model that bridges the above three models. While these previous models incorporate noise as a control parameter, we show that the phase transition is realized even in the absence of noise. In conclusion, our findings elucidate the universality of collective ordering behavior in repulsive SPP systems.
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