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Abstract

Unitary 2-designs are random unitary matrices which, in contrast to their Haar-distributed counterparts, have been shown to be efficiently realized by quantum circuits. Most notably, unitary 2-designs are known to achieve decoupling, a fundamental primitive of paramount importance in quantum Shannon theory. Here we prove that unitary 2-designs can be implemented approximately using random diagonal-unitaries.

1 Introduction

With coherent implementations of quantum circuits becoming a reality, the question of the practical realization of protocols in quantum information science has been a particular focus of the field in recent years. Indeed, quantum information theory itself is concerned with the evolution of quantum systems and decoupling represents one of the most fundamental primitives [1–4]. Moreover, this protocol characterizes the conditions under which two, initially correlated, quantum systems will decohere completely, after evolution and the protocol itself is achieved using so-called Haar random unitaries [5, 6].

While Haar random unitaries are a powerful theoretical tool, the number of gates required to achieve their implementation grows exponentially in the system size. Unitary designs represent finite approximations of Haar random unitaries and, unitary 2-designs in particular, have been shown to efficiently achieve the decoupling protocol [7]. Moreover, unitary designs and the analysis of their performance have been widely studied. Unitary 2-designs have been shown to be achieved using Clifford circuits [8, 9] and random quantum circuits [10–12] and among the most notable of results is the recent breakthrough of Cleve et al. [13] demonstrating a “near linear” implementation of an exact unitary 2-design.

This motivates the question of how simply unitary 2-designs can be achieved. In this article we show that unitary 2-designs can be realized to arbitrary precision by random-diagonal unitaries. Along with theoretical interest, the significance of this result lies in its simple implementation. Moreover, due to the fact that the set of unitaries can be composed in terms of commuting matrices, along with a small number of Hadamard gates, the commuting part of the circuit can be applied
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simultaneously, leading to a vast reduction in the execution time of the overall circuit. Little is
known about the concrete applications of commuting quantum circuits [14, 15], which are known
to provide a quantum advantage in computational tasks [16, 17]. This work provides a further
concrete application. The present authors have also shown that the decoupling theorem can be
achieved by random-diagonal unitaries [18].

The article is organised as follows. We begin by introducing the necessary definitions and
notation in Section 2. The main results are presented in Section 3, with the statement that
unitary 2-designs can be achieved using random-diagonal matrices given by Theorem 1 and the
implementation given by Corollary 1. Proofs of the main results are presented in Section 4, along
with statements of the necessary lemmas. Indeed, Lemma 1 is of particular importance and the
proof can be found in Appendix A.

2 Preliminaries

2.1 Notation

We consider a system composed of \( N \) qubits and denote by \( \mathcal{H} \), the corresponding Hilbert space
and by \( d = 2^N \) the dimension of \( \mathcal{H} \). The set of bounded operators and states on \( \mathcal{H} \) are denoted by \( \mathcal{B}(\mathcal{H}) \) and \( \mathcal{S}(\mathcal{H}) := \{ \rho \in \mathcal{B}(\mathcal{H}) | \rho \geq 0, \text{tr} \rho = 1 \} \), respectively.

We will make use of various norms throughout the article, defined as follows. The \( p \)-norm of \( X \in \mathcal{B}(\mathcal{H}) \) is defined by
\[
| |X| |_p := (\text{tr} |X|^p)^{1/p}
\]
for \( p \geq 1 \). For a superoperator \( C : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) \), we
define a family of superoperator norms
\[
| |C| |_q \to p (q, p \geq 1)
\]
and the diamond norm [19] by
\[
| |C| |_d := \sup \left( \frac{|C(X)|_p}{|X|_q} \right)
\]
respectively, where \( \text{id}_k \) is the identity map acting on a Hilbert space of dimension \( k \). Note that it
is known that \( k \leq d \) is sufficient to obtain the diamond norm [19].

2.2 Random unitary matrices and their \( t \)-designs

We begin with the definition of random unitary matrices, before discussing their role in quantum
information science, leading to the definition of unitary \( t \)-designs and approximations.

**Definition** 1 (Haar random unitary matrices [20]). Let \( \mathcal{U}(d) \) be the unitary group of degree
\( d \), and denote the Haar measure (i.e. the unique unitarily invariant probability measure, thus often
called uniform distribution) on \( \mathcal{U}(d) \) by \( H_{\mathcal{U}(d)} \). A Haar random unitary matrix \( U \) is a
\( \mathcal{U}(d) \)-valued random variable distributed according to the Haar measure, \( U \sim H_{\mathcal{U}(d)} \).

**Definition** 2 (Random \( X \)- and \( Z \)-diagonal-unitary matrices [14]). Let \( \mathcal{U}_{W,\text{diag}} \) be the set
of unitary matrices diagonal in the Pauli-W basis \( \{ |n\rangle_W \}_{n=0}^{d-1} (W = X, Z) \), given by
\[
\{ \sum_{n=0}^{d-1} e^{i\varphi_n} |n\rangle \langle n|_W : \varphi_n \in [0, 2\pi] \text{ for } n \in \{0, \ldots, d-1\} \}.
\]
Let \( D_W \) denote a probability measure on it induced by a uniform probability measure on its parameter space \( [0, 2\pi]^d \). A random \( W \)-diagonal-unitary matrix is a \( \mathcal{U}_{W,\text{diag}} \)-valued random variable distributed according to \( D_W \), \( U \sim D_W \).

The random unitary matrices, defined above, have been applied to a wide variety of problems in
quantum information science (see e.g. [21] for a summary) and have been used to investigate typical
properties in physical systems \cite{22,24}. However, they cannot be efficiently implemented by quantum circuits, since the number of random bits needed for the implementation scales exponentially with the number of qubits in the system. This fact has lead to the investigation of their approximation, that is, to the definition and performance analysis of unitary \( t \)-designs \cite{8,11,13,21,25}.

Indeed, a unitary \( t \)-design is a random variable taking values in the unitary group that simulate, up to the \( t \)th order, the statistical moments of a given random unitary matrix. To define a unitary \( t \)-design for a random unitary matrix \( U \), let \( G_U^{(t)}(X) \) be a superoperator given by

\[
G_U^{(t)}(X) := \mathbb{E}_U[U^{\otimes t} X U^{\dagger \otimes t}]
\]

for any \( X \in \mathcal{B}(\mathcal{H}^{\otimes t}) \), where \( \mathbb{E}_U \) represents an expectation over \( U \). Then, an \( \epsilon \)-approximate unitary \( t \)-design is defined as follows.

**Definition 3 (\( \epsilon \)-approximate unitary \( t \)-designs \cite{9,10}).** A random unitary matrix \( U \in \mathcal{U}(d) \) is called an \( \epsilon \)-approximate unitary \( t \)-design if

\[
\|G_U^{(t)} - G_{U^H}^{(t)}\|_\infty \leq \epsilon,
\]

where \( U^H \) is a Haar random unitary matrix.

**Definition 4 (\( \epsilon \)-approximate diagonal-unitary \( t \)-designs \cite{14}).** A random diagonal-unitary matrix \( U \in \mathcal{U}_W, \text{diag}(W = X, Z) \) is called an \( \epsilon \)-approximate \( W \)-diagonal-unitary \( t \)-design if

\[
\|G_U^{(t)} - G_{D^W U^H}^{(t)}\|_\infty \leq \epsilon,
\]

where \( D^W \) is a random \( W \)-diagonal unitary matrix.

In these definitions, the designs are called *exact* when \( \epsilon = 0 \). Note that there are various definitions of \( \epsilon \)-approximate unitary \( t \)-designs, a summary of which can be found in Ref. \cite{21}. Most definitions are equivalent in the sense that, if \( U \) is an \( \epsilon \)-approximate unitary \( t \)-design in one definition, it is also an \( \epsilon' \)-approximate unitary \( t \)-design in other definitions for \( \epsilon' = \text{poly}(d^t)\epsilon \).

### 3 Main results

#### 3.1 A unitary 2-design by random diagonal-unitary matrices

We study an implementation of a unitary 2-design using random diagonal-unitary matrices. We alternately apply independent random \( Z \)- and \( X \)-diagonal-unitary matrices, and show that this strategy approaches a unitary 2-design, after a number of repetitions \( n \). A random unitary matrix obtained by this process is given by

\[
U[\ell] := U^Z_{\ell+1} U^X_{\ell} U^Z_{\ell} \cdots U^X_{2} U^Z_{1} U^Z_{1}.
\]

where \( U^W_i \) are independent \( W \)-diagonal-unitary matrices \((i = 1, \ldots, \ell + 1, W = X, Z)\). The \( U[\ell] \) can, equivalently, be expressed as

\[
U[\ell] = \prod_{i=\ell}^{1} U^Z_i U^X_i U^Z_i,
\]

where all random diagonal-unitary matrices are taken independently. We will use this particular expression of \( U[\ell] \) in the remainder of the article.

Note that, since a random \( X \)-diagonal-unitary matrix can be obtained by conjugating a random \( Z \)-diagonal-unitary matrix by Hadamard gates, \( U[\ell] \) can equivalently be expressed as

\[
U[\ell] = U^Z_{2\ell+1} \prod_{i=2\ell}^{1} H^{\otimes N} U^Z_i,
\]
where $H^\otimes N$ is the tensor product of $N$ Hadamard gates acting on all $N$ qubits. From this point of view, the Hadamard gates are the only non-commuting part of $U[\ell]$. We will use this expression when we consider an efficient implementation of $U[\ell]$ in Subsection 3.2.

Our main result shows that $U[\ell]$ quickly approaches a unitary 2-design with increasing $\ell$. The formal statement is given by Theorem 1 below.

**Theorem 1 (U[\ell] is an approximate unitary 2-design).** A random unitary matrix $U[\ell]$, acting on $N$ qubits, is an $\epsilon$-approximate unitary 2-design for $\ell \geq 2 + \frac{1}{N}(1 + \log 1/\epsilon)$. Conversely, $U[\ell]$ cannot be an $\epsilon$-approximate unitary 2-design if $\ell \leq \frac{1}{N} \log 1/\epsilon$.

**Remark 1.** The significance of Theorem 1 lies in the efficiency of its implementation. Moreover, since a random unitary matrix $U[\ell]$ can be separated into commuting (random $Z$-diagonal-unitary matrices) and non-commuting (the Hadamard gates) parts, and the number of non-commuting gates for the implementation scales linearly with the system size, this construction of an approximate unitary 2-design has a simple practical implementation. We expand upon this point in the following subsection.

### 3.2 Implementation of $U[\ell]$ by a quantum circuit

We show that $U[\ell]$, given by Eq. (4), can be efficiently implemented by a quantum circuit. We do so by only considering a random $Z$-diagonal-unitary matrix $U^Z$, since $U[\ell]$ is composed simply of $U^Z$ along with Hadamard matrices.

Since the exact implementation of $U^Z$ is not efficient, we replace it by a random diagonal unitary matrix that is efficiently implementable. As we only need the second moments of $U^Z$ for the implementation of a unitary 2-design, this is achieved by an exact $Z$-diagonal-unitary 2-design.

An efficient implementation of an exact $Z$-diagonal-unitary $t$-design by a diagonal quantum circuit for any $t \in \mathbb{N}$ was provided in Ref. [26]. As its corollary, an exact $Z$-diagonal-unitary 2-design is implemented in the following way.

**Corollary 1 (Exact implementation of a $Z$-diagonal-unitary 2-design).** An exact $Z$-diagonal-unitary 2-design is obtained by applying single-qubit phase gates $\text{diag}(1, e^{i\varphi_k})$ on all qubits, where each phase $\varphi_k$ is randomly and independently chosen from $\{0, 2\pi/3, 4\pi/3\}$ with $k \in [1, \ldots, N]$, followed by probabilistic applications of the controlled-$Z$ gate on every pair of qubits, where each controlled-$Z$ gate is applied with probability $1/2$.

Using this implementation, an approximate unitary 2-design can be implemented by repeating the following three steps (see also Fig. 1):

1. Apply single-qubit phase gates $\text{diag}(1, e^{i\varphi})$, which are diagonal in the Pauli-$Z$ basis, with $\varphi \in \{0, 2\pi/3, 4\pi/3\}$ a random phase on all qubits.

2. Apply the controlled-phase gates $\text{diag}(1, 1, 1, e^{i\theta})$, diagonal in the Pauli-$Z$ basis, with a random phase $\theta \in \{0, \pi\}$ on all pairs of qubits.

3. Apply the Hadamard gates on all qubits.

Note that the two-qubit phase gate, applied in the second step, is equivalent to a random application of the controlled-$Z$ gate with probability $1/2$ in Corollary 1 since $\theta$ is randomly chosen from $\{0, \pi\}$. We conclude from Theorem 1 and Corollary 1 that an $\epsilon$-approximate unitary 2-design
\[ \varphi_1, \varphi_2, \varphi_3, \ldots, \varphi_{N-1}, \varphi_N \] 
\[ \theta_{1,1}, \theta_{1,2}, \theta_{1,N-1}, \theta_{N-1,N} \]

Figure 1: The figure depicts a building block of the quantum circuit that implements a unitary 2-design according to \( U[\ell] \), given by Eq. (4). All the gates in the implementation of a Z-diagonal-unitary 2-design are diagonal in the Pauli-Z basis and, hence, can be applied simultaneously. One- and two-qubit gates in the first and the second step are given by \( \text{diag}(1, e^{i\varphi_k}) \) and \( \text{diag}(1, 1, 1, e^{i\theta_{l,r}}) \), respectively. The phases \( \varphi_k (k = 1, \ldots, N) \) and \( \theta_{l,r} (l, r = 1, \ldots, N, l \neq r) \) are chosen from \( \{0, 2\pi/3, 4\pi/3\} \) and \( \{0, \pi\} \), respectively, uniformly at random. The one-qubit gates \( H \) represent the Hadamard gates.

can implemented with at most \( 3N(N + \frac{1}{2} \log 1/\epsilon) + O(N) \) one- or two-qubit gates, most of which commute. Numerical evidence for this observation has previously been found in [12, 27].

In terms of the number of gates, this implementation is as efficient as most of the previously known implementations of a unitary 2-design [8–10], but is not as efficient as a recently discovered near-linear construction of an exact unitary 2-design [13]. Our implementation of a unitary 2-design has another merit in view of commutativity of the gates, resulting in an instant property of the circuit in the sense that all the commuting parts of the circuit can be, in principle, applied simultaneously. In many physical systems for a quantum circuit, quantum gates are implemented by adding external electromagnetic fields [28]. If the circuit is composed of non-commuting gates, each field implementing a quantum gate should be applied in sequence, which results in a relatively long implementation time. In contrast, no ordering is imposed for commuting circuits and all the fields can be applied at once. Since our construction of a unitary 2-design uses a quantum circuit, where only the non-commuting part is the third step and is depth one, the practical time of our implementation is drastically reduced compared to the implementations using non-commuting gates scattered over the circuits. This also results in a robust implementation. Hence, our construction of a unitary 2-design may be preferable to other constructions from an experimental point of view.

This construction is also preferable for measurement-based quantum computation (MBQC) [29, 30]. In MBQC, computation is performed by single-qubit measurements on a certain type of multi-partite entangled pure states, known as cluster states. The measurement basis for implementing quantum gates, with the exception of Clifford gates, depends on the outcomes of previous measurements. This adaptivity of measurement basis in MBQC makes it challenging to experimentally perform. When we implement a unitary 2-design by \( U[\ell] \) in MBQC, adaptive measurements are not necessary since all the gates are either commuting (the first and the second steps) or Clif-
ford (the third step). The implementation is also uniform in the sense that it is invariant under permutations of qubits. Hence, a unitary 2-design is obtained by simple MBQC where all the qubits in a cluster state can be simultaneously measured in prefixed bases.

4 Proofs

4.1 Auxiliary lemmas

In the following we provide the lemmas needed in the proof of Theorem 1. We begin by introducing some additional notation.

We denote the Pauli-Z and Pauli-X bases by \( \{|i\rangle\}_{i=0,\ldots,d-1} \) and \( \{\alpha\rangle\}_{\alpha=0,\ldots,d-1} \), respectively. That is, the Pauli-Z basis is always labelled by Latin alphabets and the Pauli-X basis by Greek alphabets. We also denote the coefficients of \( |\alpha\rangle \) in the basis of \( \{|i\rangle\} \) by \( \alpha_i/\sqrt{d} \), namely, \( \alpha_i = \sqrt{d}\langle i|\alpha \rangle \). Similarly, we define \( i_\alpha := \sqrt{d}(\alpha|i) \). Note that they are always \( \pm 1 \), which also implies \( \alpha_i = i_\alpha \). We also use the following quantity \( f_{kl}^{ij} \):

\[
f_{kl}^{ij} = \frac{2}{d^3} \left( \sum_{\alpha=0}^{d-1} \alpha_i \alpha_j \alpha_k \alpha_l \right)^2.
\]

The \( f_{kl}^{ij} \) satisfy the following relations (see Appendix A for the proof).

**Lemma 1.** The quantity \( f_{kl}^{ij} \) is in \( \{0, 2/d\} \) and satisfies \( f_{kl}^{ij} = f_{kl}^{ji} \), \( \sum_{i>j} f_{kl}^{ij} = 1 \) and \( \sum_{s>t} f_{st}^{ij} f_{kl}^{st} = f_{kl}^{ij} \).

We use several operators in \( B(\mathcal{H}^{\otimes 2}) \). First, we denote by \( I, F, \) and \( L \) the identity operator, the swap operator defined by \( \sum_{i,j}|ij\rangle\langle ji| \), and \( L := \sum_{\alpha}|\alpha\rangle\langle\alpha| \), respectively. The operator \( L \) is defined by the Pauli-Z basis and is dependent on the basis. We also denote by \( P_{\text{sym}} \) and \( P_{\text{anti}} \) the projection operators onto the symmetric and antisymmetric subspaces of \( \mathcal{H}^{\otimes 2} \), which are equal to \( (I+F)/2 \) and \( (I-F)/2 \), respectively. Using these operators, we define three states \( \Pi_{\text{sym}}, \Pi_{\text{anti}}, \) and \( \Lambda \), which are given by \( P_{\text{sym}}/\text{tr} \, P_{\text{sym}}, P_{\text{anti}}/\text{tr} \, P_{\text{anti}}, \) and \( L/\text{tr} \, L \), respectively. The normalization factor of each state is given by

\[
\text{tr} \, P_{\text{sym}} = \frac{d(d+1)}{2}, \quad \text{tr} \, P_{\text{anti}} = \frac{d(d-1)}{2}, \quad \text{tr} \, L = d.
\]

The main part of the proof is concerned with the completely-positive and trace-preserving (CPTP) map \( R \) from \( B(\mathcal{H}^{\otimes 2}) \) to itself defined by \( R = G_{U,Z}^{(2)} \circ G_{U,X}^{(2)} \circ G_{U}^{(2)} \), where \( G_{U}^{(2)} \) for a random unitary matrix \( U \) is defined in Subsection 2.

**Lemma 2.** Let \( B \) be the basis in \( \mathcal{H}^{\otimes 2} \) given by \( \{|ii\rangle\}_{i=0}^{d-1} \cup \{|\phi_{ij}\rangle\}_{i>j} \cup \{|\psi_{ij}\rangle\}_{i>j} \), where \( |\phi_{ij}\rangle := \frac{1}{\sqrt{2}}(|ij\rangle + |ji\rangle) \) and \( |\psi_{ij}\rangle := \frac{1}{\sqrt{2}}(|ij\rangle - |ji\rangle) \). Then, for all \( |p\rangle \neq |q\rangle \in B \) and all integers \( \ell \), it holds

\[
R^{\ell}(|p\rangle\langle q|) = 0,
\]

and

\[
R^{\ell}(|ii\rangle\langle ii|) = (1-d^{-2\ell})\Pi_{\text{sym}} + d^{-2\ell}\Lambda,
\]

\[
R^{\ell}(|\phi_{ij}\rangle\langle \phi_{ij}|) = a_\ell\Pi_{\text{sym}} + b_\ell\Lambda + d^{-\ell}\sum_{k>l} f_{kl}^{ij} |\phi_{kl}\rangle\langle \phi_{kl}|,
\]

\[
R^{\ell}(|\psi_{ij}\rangle\langle \psi_{ij}|) = (1-d^{-\ell})\Pi_{\text{anti}} + d^{-\ell}\sum_{k>l} f_{kl}^{ij} |\psi_{kl}\rangle\langle \psi_{kl}|,
\]

where \( a_\ell = \frac{d(d-1)}{d^{2\ell}} \) and \( b_\ell = \frac{d(d-1)}{d^{2\ell}} \).
where
\[ a_t = 1 - \frac{d^{t+1} + d^t - 2}{d^{2t}(d-1)}, \]
\[ b_t = 2\frac{d^t - 1}{d^{2t}(d-1)}. \]

**Proof** We first investigate \( R(|ii⟩⟨kk|), R(|φ_{ij}⟩⟨φ_{kl}|), \) and \( R(|ψ_{ij}⟩⟨ψ_{kl}|) \) \((i > j \text{ and } k > l)\). As each input state is in the Pauli-Z basis, we obtain

\[ R(|ii⟩⟨kk|) = δ_{ik}G^{(2)}_{UZ}(|ii⟩⟨ii|) \]  
\[ R(|φ_{ij}⟩⟨φ_{kl}|) = δ_{ik}δ_{jl}G^{(2)}_{UZ}(|φ_{ij}⟩⟨φ_{ij}|) \]
\[ R(|ψ_{ij}⟩⟨ψ_{kl}|) = δ_{ik}δ_{jl}G^{(2)}_{UZ}(|ψ_{ij}⟩⟨ψ_{ij}|). \]

Using the relation \( G^{(2)}_{UZ}(|ii⟩⟨ii|) = \frac{1}{d^2}(I + F - L_X), \) where \( L_X = \sum_α |α⟩⟨α|, \) and \( I \) and \( F \) are invariant under \( G^{(2)}_{UZ}, \) the \( R(|ii⟩⟨kk|) \) is calculated to be

\[ R(|ii⟩⟨kk|) = \frac{1}{d^2}δ_{ik}\left[(1 - \frac{1}{d})(I + F) + \frac{1}{d}L\right]. \]

Note that this implies that \( R(|ii⟩⟨ii|) \) is independent of \( i. \) For \( R(|φ_{ij}⟩⟨φ_{kl}|) \) and \( R(|ψ_{ij}⟩⟨ψ_{kl}|), \) simple calculations lead to

\[ G^{(2)}_{UZ}(|ij⟩⟨ij|) = \frac{1}{d^2}\left(I + \sum_{α,β} α_iα_jβ_iβ_j |αβ⟩⟨βα| - L_X\right) \]
\[ G^{(2)}_{UZ}(|ji⟩⟨ji|) = \frac{1}{d^2}\left(\sum_{α,β} α_iα_jβ_iβ_j |αβ⟩⟨αβ| + F - L_X\right), \]

and similar relations for \( G^{(2)}_{UZ}(|αβ⟩⟨αβ|) \) and \( G^{(2)}_{UZ}(|βα⟩⟨βα|). \) Hence, we obtain

\[ R(|φ_{ij}⟩⟨φ_{kl}|) = \frac{1}{d^2}δ_{ik}δ_{jl}\left[(1 - \frac{2}{d})(I + F) + \frac{2}{d}L + d \sum_{s \geq t} f^{ij}_{st} |φ_{st}⟩⟨φ_{st}| \right] \]
\[ R(|ψ_{ij}⟩⟨ψ_{kl}|) = \frac{1}{d^2}δ_{ik}δ_{jl}\left[I - F + d \sum_{s \geq t} f^{ij}_{st} |ψ_{st}⟩⟨ψ_{st}| \right], \]

where we use, e.g. \( α_i = i_α \) for the derivation.

We next show that other terms, such as \( R(|φ_{ij}⟩⟨kk|), R(|ψ_{ij}⟩⟨kk|), R(|φ_{ij}⟩⟨ψ_{kl}|) \) and their conjugates, are zero. Amongst these terms, all except \( R(|φ_{ij}⟩⟨ψ_{ij}|) \) and its conjugate vanish after the first application of \( G^{(2)}_{UZ}. \) For \( R(|φ_{ij}⟩⟨ψ_{ij}|), \) \( R(|ψ_{ij}⟩⟨φ_{ij}|) = G^{(2)}_{UZ}G^{(2)}_{UZ}(|φ_{ij}⟩⟨ψ_{ij}|), \) since \( |φ_{ij}⟩⟨ψ_{ij}| \) is not changed by \( G^{(2)}_{UZ}. \) The \( G^{(2)}_{UZ}(|φ_{ij}⟩⟨ψ_{ij}|) \) term is expanded to be

\[ G^{(2)}_{UZ}(|φ_{ij}⟩⟨ψ_{ij}|) = \frac{1}{2}\left(G^{(2)}_{UZ}(|ij⟩⟨ij|) - G^{(2)}_{UZ}(|ji⟩⟨ji|) + G^{(2)}_{UZ}(|ij⟩⟨ji|) - G^{(2)}_{UZ}(|ij⟩⟨ji|)\right). \]
This is calculated using Eqs. (16) and (17). As the right hand sides of both Eqs. (16) and (17) are invariant under the exchange of $i$ and $j$, $G^{(2)}_{ij,kl}(\phi_{ij}\psi_{kl})$ is zero, which implies $\mathcal{R}(\phi_{ij}\psi_{ij}) = \mathcal{R}(\phi_{ij}\psi_{ij}) = 0$. In the following, we investigate $\mathcal{R}^f(|ii\rangle\langle ii|)$, $\mathcal{R}^f(|\phi_{ij}\rangle\langle \phi_{ij}|)$, and $\mathcal{R}^f(|\psi_{ij}\rangle\langle \psi_{ij}|)$. Since we have

$$\mathcal{R}(\mathbb{L}) = \frac{1}{d} \left[ (1 - \frac{1}{d}) (\mathbb{I} + \mathbb{F}) + \frac{1}{d} \mathbb{L} \right],$$

from Eq. (16), $\mathcal{R}(\mathbb{I}) = \mathbb{I}$, and $\mathcal{R}(\mathbb{F}) = \mathbb{F}$, it is observed from Eq. (15) that $\mathcal{R}^f(|ii\rangle\langle ii|)$ is a linear combination of $\mathbb{I} + \mathbb{F}$ and $\mathbb{L}$. Using this fact, it is straightforward to obtain

$$\mathcal{R}^f(|ii\rangle\langle ii|) = \frac{1 - d - 2\ell}{d(d+1)} (\mathbb{I} + \mathbb{F}) + d - 2\ell - 1 \mathbb{L},$$

which is rewritten, in terms of $\Pi_{\text{sym}} = \frac{1}{d(d+1)} (\mathbb{I} + \mathbb{F})$ and $\Lambda = \frac{1}{d} \mathbb{L}$, as

$$\mathcal{R}^f(|ii\rangle\langle ii|) = (1 - d - 2\ell) \Pi_{\text{sym}} + d - 2\ell \Lambda.$$  

Similarly, $\mathcal{R}^f(|\phi_{ij}\rangle\langle \phi_{ij}|)$, $\mathcal{R}^f(|\psi_{ij}\rangle\langle \psi_{ij}|)$ is given by a linear combination of $\mathbb{I} + \mathbb{F}$, $\mathbb{L}$, and $\mathbb{R}(\sum_{s>t} f^{ij}_{st} |\phi_{st}\rangle\langle \phi_{st}|)$ ($\mathbb{F}$ and $\mathbb{R}(\sum_{s>t} f^{ij}_{st} |\phi_{st}\rangle\langle \phi_{st}|)$). This can be seen to hold, since

$$\mathcal{R}\left(\sum_{s>t} f^{ij}_{st} |\phi_{st}\rangle\langle \phi_{st}|\right) = \frac{1}{d^2} \left[ (1 - \frac{2}{d}) (\mathbb{I} + \mathbb{F}) + \frac{2}{d} \mathbb{L} \right] + \frac{1}{d} \sum_{s>t} \sum_{k>l} f^{ij}_{st} f^{kl}_{st} |\phi_{kl}\rangle\langle \phi_{kl}|$$

$$= \frac{1}{d^2} \left[ (1 - \frac{2}{d}) (\mathbb{I} + \mathbb{F}) + \frac{2}{d} \mathbb{L} \right] + \frac{1}{d} \sum_{k>l} f^{ij}_{kl} |\phi_{kl}\rangle\langle \phi_{kl}|,$$

where we have used $\sum_{s>t} f^{kl}_{st} = 1$ and $\sum_{s>t} f^{ij}_{st} f^{kl}_{st} = f^{ij}_{kl}$ due to Lemma 1 and similarly

$$\mathcal{R}\left(\sum_{s>t} f^{ij}_{st} |\psi_{st}\rangle\langle \psi_{st}|\right) = \frac{1}{d^2} (\mathbb{I} - \mathbb{F}) + \frac{1}{d} \sum_{k>l} f^{ij}_{kl} |\psi_{kl}\rangle\langle \psi_{kl}|.$$

Hence, to obtain $\mathcal{R}^f(|\phi_{ij}\rangle\langle \phi_{ij}|)$ and $\mathcal{R}^f(|\psi_{ij}\rangle\langle \psi_{ij}|)$, we set

$$\mathcal{R}^f(|\phi_{ij}\rangle\langle \phi_{ij}|) = a^{(+)}_1 (\mathbb{I} + \mathbb{F}) + b^{(+)}_1 \mathbb{L} + c^{(+)}_1 \sum_{k>l} f^{ij}_{kl} |\phi_{kl}\rangle\langle \phi_{kl}|$$

$$\mathcal{R}^f(|\psi_{ij}\rangle\langle \psi_{ij}|) = a^{(-)}_1 (\mathbb{I} - \mathbb{F}) + c^{(-)}_1 \sum_{k>l} f^{ij}_{kl} |\psi_{kl}\rangle\langle \psi_{kl}|,$$

and derive the coefficients using their recurrence relations. From Eqs. (18) and (19), the coefficients for $n = 1$ are given by

$$a^{(+)}_1 = \frac{1}{d^2} (1 - \frac{2}{d}), \quad b^{(+)}_1 = \frac{2}{d^2}, \quad c^{(+)}_1 = \frac{1}{d}, \quad a^{(-)}_1 = \frac{1}{d^2}, \quad c^{(-)}_1 = \frac{1}{d}. $$
From Eqs. (18), (19), (25), and (26), recurrence relations for \( a^{(\pm)}_\ell \), \( b^{(\pm)}_\ell \), and \( c^{(\pm)}_\ell \) are given by

\[
a^{(+)}_{\ell+1} = a^{(+)}_\ell + \frac{1}{d} \left( 1 - \frac{1}{d} \right) b^{(+)}_\ell + \frac{1}{d^2} (1 - \frac{2}{d}) c^{(+)}_\ell, \quad b^{(+)}_{\ell+1} = \frac{b^{(+)}_\ell}{d^2} + \frac{2 c^{(+)}_\ell}{d^3}, \quad c^{(+)}_{\ell+1} = \frac{c^{(+)}_\ell}{d},
\]

and

\[
a^{(-)}_{\ell+1} = a^{(+)}_\ell + \frac{c^{(-)}_\ell}{d^2}, \quad c^{(-)}_{\ell+1} = \frac{c^{(-)}_\ell}{d}.
\]

Solving these relations, we obtain

\[
a^{(+)}_\ell = \frac{1}{d(d+1)} - \frac{d^{\ell+1} + d^{\ell-2} - 2 d^{2\ell+1}(d-1)}{d^2}, \quad b^{(+)}_\ell = \frac{2(d^\ell - 1)}{d^{2\ell+1}(d-1)}, \quad c^{(+)}_\ell = d^{-\ell},
\]

and

\[
a^{(-)}_\ell = \frac{1 - d^{-\ell}}{d(d-1)}, \quad c^{(-)}_\ell = d^{-\ell}.
\]

Thus, we have

\[
\mathcal{R}^{\ell}(|\phi_{ij}\rangle\langle\phi_{ij}|) = \left( 1 - \frac{d^{\ell+1} + d^{\ell-2} - 2 d^{2\ell+1}(d-1)}{d^2} \right) \Pi_{\text{sym}} + 2 \frac{d^\ell - 1}{d^{2\ell+1}(d-1)} \Lambda + \frac{1}{d^\ell} \sum_{k>l} f^{ij}_{kl} |\phi_{kl}\rangle\langle\phi_{kl}| \tag{35}
\]

\[
\mathcal{R}^{\ell}(|\psi_{ij}\rangle\langle\psi_{ij}|) = \left( 1 - \frac{1}{d^\ell} \right) \Pi_{\text{anti}} + \frac{1}{d^\ell} \sum_{k>l} f^{ij}_{kl} |\psi_{kl}\rangle\langle\psi_{kl}|. \tag{36}
\]

This concludes the proof.

We will also make use of upper and lower bounds of the diamond norm, in terms of a superoperator norm.

**Lemma 3.** Let \( C \) be a linear map from \( \mathcal{B}(\mathcal{H}) \) (dim\( \mathcal{H} = D \)) to \( \mathcal{B}(\mathcal{H}') \) (dim\( \mathcal{H}' = D' \)). Then,

\[
|C|_{1\rightarrow 1} \leq \|C\|_{\diamond} \leq \sqrt{DD'}|C|_{1\rightarrow 1}. \tag{37}
\]

Lemma 3 is a well-known relation (see, e.g. [21]). Nevertheless, for the sake of completeness, we present a proof below.

**Proof** The first inequality holds by definition. To show the second inequality, we use a property of a superoperator norm \(|\mathcal{E}|_{1\rightarrow 2}\) such that, for any map \( \mathcal{E} \) acting on \( \mathcal{B}(\mathcal{H}_K) \) where \( \mathcal{H}_K \) is a \( K \)-dimensional Hilbert space, \(|\mathcal{E} \otimes \text{id}_k|_{1\rightarrow 2} = |\mathcal{E}|_{1\rightarrow 2}| \) for \( k \in \mathbb{N} \). It also satisfies the following chain of inequalities \(|\mathcal{E}|_{1\rightarrow 2} \leq |\mathcal{E}|_{1\rightarrow 1} \leq \sqrt{K}|\mathcal{E}|_{1\rightarrow 2}\) due to \(|X|_2 \leq |X|_1 \leq \sqrt{K} |X|_2\) for \( X \in \mathcal{B}(\mathcal{H}_K)\). Using these relations, we obtain

\[
|C|_{\diamond} = \|C \otimes \text{id}_D|_{1\rightarrow 1} \leq \sqrt{DD'}|C \otimes \text{id}_D|_{1\rightarrow 2} \leq \sqrt{DD'}|C|_{1\rightarrow 2} \leq \sqrt{DD'}|C|_{1\rightarrow 1}. \tag{38}
\]
4.2 Proof of the main result

Now we can prove Theorem 1. To this end, we investigate \( \| G_{U[l]}^{(2)} - G_{U_H}^{(2)} \|_1 \) in terms of the operators \( \rho \in B(H^\otimes 2) \) satisfying \( \| \rho \|_1 = 1 \), it is given by

\[
\sup_{\rho \in B(H^\otimes 2) \atop \| \rho \|_1 = 1} \| G_{U[l]}^{(2)}(\rho) - G_{U_H}^{(2)}(\rho) \|_1. \tag{39}
\]

Note that \( \rho \) may assumed to be Hermitian, but not necessarily positive semidefinite.

Due to Schur-Weyl duality \( \mathbb{[32]} \), the latter term \( G_{U_H}^{(2)}(\rho) \) is given by

\[
G_{U_H}^{(2)}(\rho) = (\text{tr} \, \text{sym} \, \rho) \Pi_{\text{sym}} + (\text{tr} \, \text{anti} \, \rho) \Pi_{\text{anti}}. \tag{40}
\]

On the other hand, the former term \( G_{U[l]}^{(2)}(\rho) \) is equal to \( \mathcal{R}^\ell(\rho) \) since

\[
G_{U[l]}^{(2)}(\rho) = \mathbb{E}_{U[l]}[(U[l])^\otimes 2 \rho (U[l])^\dagger \otimes 2] = \left( G_{U[X]}^{(2)} \circ G_{U[Z]}^{(2)} \circ G_{U[Z]}^{(2)} \right)(\rho), \tag{41}
\]

\[
= \mathcal{R}^\ell(\rho), \tag{42}
\]

where the second line is obtained using the fact that the random diagonal-unitary matrices are independent.

Due to Lemma \( \mathbb{[2]} \) for all \( \rho \in S(H^\otimes 2) \), we have

\[
\mathcal{R}^\ell(\rho) = \left( (1 - d^{-2\ell})s_0 + a_\ell s_1 \right) \Pi_{\text{sym}} + (d^{-2\ell} s_0 + b_\ell s_1) \Lambda + (1 - d^{-\ell}) s_0 s_2 \Pi_{\text{anti}} + d^{-\ell} \sum_{i>j} \sum_{k>l} f_{kl}^{ij} (\rho_{\phi_{ij}} \langle \phi_{kl} | \langle \phi_{kl} | + \rho_{\psi_{ij}} \langle \psi_{kl} | \psi_{kl} \rangle), \tag{44}
\]

where \( a_\ell \) and \( b_\ell \) are given by Lemma \( \mathbb{[2]} \), \( \rho_{\phi_{ij}} = \text{tr} \rho | \phi_{ij} \rangle \langle \phi_{ij} |, \rho_{\psi_{ij}} = \text{tr} \rho | \psi_{ij} \rangle \langle \psi_{ij} |, s_0 = \text{tr} \rho \mathbb{\mathbb{L}}, \) and \( s_2 = \text{tr} \rho \mathbb{P}_{\text{anti}} \). Using \( \text{tr} P_{\text{sym}} \rho = s_0 + s_1 \), this leads to

\[
G_{U[l]}^{(2)}(\rho) - G_{U_H}^{(2)}(\rho) = \left( d^{-2\ell} s_0 + (1 - a_\ell) s_1 \right) \Pi_{\text{sym}} - (d^{-2\ell} s_0 + b_\ell s_1) \Lambda + d^{-\ell} s_2 \Pi_{\text{anti}} - d^{-\ell} \sum_{i>j} \sum_{k>l} f_{kl}^{ij} (\rho_{\phi_{ij}} \langle \phi_{kl} | \langle \phi_{kl} | + \rho_{\psi_{ij}} \langle \psi_{kl} | \psi_{kl} \rangle). \tag{45}
\]

Since \( \Pi_{\text{sym}} = \frac{2}{d(d+1)} \left( \sum_i |ii\rangle \langle ii| + \sum_{i>j} |\phi_{ij}\rangle \langle \phi_{ij}| \right), \Pi_{\text{anti}} = \frac{2}{d(d-1)} \sum_{i>j} |\psi_{ij}\rangle \langle \psi_{ij}|, \) and \( \Lambda = \frac{1}{d} \sum_i |ii\rangle \langle ii| \), Eq. \( \mathbb{(45)} \) is already diagonal in the basis \( B = \{ |ii\rangle \}_{i=0}^{d-1} \cup \{ |\phi_{ij}\rangle \}_{i>j} \cup \{ |\psi_{ij}\rangle \}_{i>j} \). Thus, its 1-norm is exactly calculated to be

\[
\| G_{U[l]}^{(2)}(\rho) - G_{U_H}^{(2)}(\rho) \|_1 = d \left| \frac{2}{d(d+1)} (d^{-2\ell} s_0 + (1 - a_\ell) s_1) - d^{-\ell} \sum_{i>j} f_{kl}^{ij} (\rho_{\phi_{ij}} \langle \phi_{kl} | \langle \phi_{kl} | + \rho_{\psi_{ij}} \langle \psi_{kl} | \psi_{kl} \rangle) \right| + d^{-\ell} \sum_{i>j} f_{kl}^{ij} (\rho_{\phi_{ij}} \langle \phi_{kl} | \langle \phi_{kl} | + \rho_{\psi_{ij}} \langle \psi_{kl} | \psi_{kl} \rangle).	ag{46}
\]
The first term in Eq. (46) is simply equal to \( \frac{|s_0| + (d-1)|s_1|}{2d^2(d+1)} \), which is smaller than or equal to \( \frac{|s_1|+(d-1)|s_0|}{2d^2(d+1)} \) due to the triangle inequality. In the following, we evaluate upper and lower bounds of the second and the third terms.

The second term is bounded from above, again due to the triangle inequality, by

\[
\sum_{k>l} \left( \frac{2}{d(d+1)} (d^{-2}|s_0| + |1-a_\ell||s_1|) + d^{-\ell} \sum_{i>j} f_{kl}^{ij} |\rho_{\phi ij}| \right),
\]

where we have used the fact that \( f_{kl}^{ij} \) is non-negative. Substituting \( a_\ell \) and using Lemma 1, i.e., \( \sum_{k>l} f_{kl}^{ij} = 1 \), it is bounded from above by

\[
\frac{(d-1)\text{tr } \rho L}{d^2(d+1)} + \frac{(d^{\ell+1} + d^\ell - 2)\text{tr } \rho (P_{\text{sym}} - L)}{d^2(d+1)} + \frac{1}{d^\ell} \text{tr } |\rho|(P_{\text{sym}} - L).
\]

Similarly, an upper bound of the third term in Eq. (46) is given by \( \frac{1}{d^\ell}(\text{tr } \rho P_{\text{anti}} + \text{tr } |\rho|P_{\text{anti}}) \).

From these upper bounds, an upper bound of \( \|G_{U[\ell]}^{(2)}(\rho) - G_{U[H]}^{(2)}(\rho)\|_1 \) is given as follows, using \( |s_0| = |\text{tr } \rho L| \leq |\text{tr } \rho L|, |s_1| = |\text{tr } \rho (P_{\text{sym}} - L)| \leq |\text{tr } \rho (P_{\text{sym}} - L)|, |s_2| = |\text{tr } \rho P_{\text{anti}}| \leq |\text{tr } \rho|P_{\text{anti}}| \), and \( P_{\text{sym}} + P_{\text{anti}} = \mathbb{I} \),

\[
\|G_{U[\ell]}^{(2)}(\rho) - G_{U[H]}^{(2)}(\rho)\|_1 \leq \frac{2(d-1)}{d^2(d+1)} \text{tr } |\rho|L + \frac{2}{d^\ell} \text{tr } |\rho|(|\mathbb{I} - L|),
\]

where we dropped the negative term \(- \frac{2}{d^2(d+1)} \text{tr } \rho (P_{\text{sym}} - L)\). Denoting \( \text{tr } |\rho|L \) and \( \text{tr } |\rho|(|\mathbb{I} - L|) \) by \( p_0 \) and \( p_1 \), respectively, we have

\[
\|G_{U[\ell]}^{(2)}(\rho) - G_{U[H]}^{(2)}(\rho)\|_1 \leq \frac{2(d-1)}{d^2(d+1)} p_0 + \frac{2}{d^\ell} p_1.
\]

From this, we obtain an upper bound of \( \sup_{\rho \in \mathcal{B}(\mathcal{H}^{\otimes 2})} \|G_{U[\ell]}^{(2)}(\rho) - G_{U[H]}^{(2)}(\rho)\|_1 \). Since \( \|\rho\|_1 = 1 \) implies that \( p_0 \) and \( p_1 \) satisfy \( p_0 + p_1 = 1 \), and they are positive by definition, Eq. (50) is a convex sum of two terms. Hence, the supremum is given by \( (p_0, p_1) = (0, 1) \), resulting in

\[
\sup_{\rho \in \mathcal{B}(\mathcal{H}^{\otimes 2}), \|\rho\|_1 = 1} \|G_{U[\ell]}^{(2)}(\rho) - G_{U[H]}^{(2)}(\rho)\|_1 \leq \frac{2}{d^\ell}.
\]

A lower bound of \( \sup_{\rho \in \mathcal{B}(\mathcal{H}^{\otimes 2}), \|\rho\|_1 = 1} \|G_{U[\ell]}^{(2)}(\rho) - G_{U[H]}^{(2)}(\rho)\|_1 \) is obtained by substituting an operator \( \Phi_{i_0j_0} := \langle \phi_{i_0j_0} | \phi_{i_0j_0} \rangle \) \((i_0 > j_0)\), which gives

\[
\|G_{U[\ell]}^{(2)}(\Phi_{i_0j_0}) - G_{U[H]}^{(2)}(\Phi_{i_0j_0})\|_1 = \frac{2}{d^2(d+1)} + \sum_{k>l} \left| \frac{2}{d(d+1)} \frac{d^{\ell+1} + d^\ell - 2}{d^2(d+1)} - \frac{1}{d^\ell} f_{kl}^{i_0j_0} \right|,
\]

from Eq. (46). Since \( f_{kl}^{i_0j_0} \) satisfies \( f_{kl}^{i_0j_0} = 0, 2/d \) for any \( k > l \) and \( \sum_{k>l} f_{kl}^{i_0j_0} = 1 \) from Lemma 1 the number of \((k,l)\) \((k > l)\) for which \( f_{kl}^{i_0j_0} \) is nonzero is \( d/2 \). Due to this fact, we can exactly calculate Eq. (52) as follows:

\[
\|G_{U[\ell]}^{(2)}(\Phi_{i_0j_0}) - G_{U[H]}^{(2)}(\Phi_{i_0j_0})\|_1 = \frac{2}{d^2(d+1)} + \frac{d}{2} \left| \frac{2}{d(d+1)} \frac{d^{\ell+1} + d^\ell - 2}{d^2(d+1)} - \frac{2}{d^{\ell+1}} \right| + \left( \frac{d(d-1)}{2} - \frac{d}{2} \right) \frac{2}{d(d+1)} \frac{d^{\ell+1} + d^\ell - 2}{d^2(d+1)},
\]

\( 11 \)
which is simplified to be
\[
\|G^{(2)}_{U[\ell]}(\Phi_{i0}) - G^{(2)}_{U,H}(\Phi_{i0})\|_1 = \frac{2}{d^\ell} - 2\frac{d^{\ell+1} + d^\ell - 2}{d^{2\ell}(d^2 - 1)}.
\] (54)

Hence, we obtain
\[
\sup_{\rho \in \mathcal{B}(H \otimes \mathbb{C}^d), \|\rho\|_1 = 1} |G^{(2)}_{U[\ell]}(\rho) - G^{(2)}_{U,H}(\rho)|_1 \geq \frac{2}{d^\ell} - 2\frac{d^{\ell+1} + d^\ell - 2}{d^{2\ell}(d^2 - 1)}
\] (55)

From these bounds, we obtain, using Lemma [3] upper and lower bounds of \(G^{(2)}_{U[\ell]} - G^{(2)}_{U_H}\) in terms of the diamond norm,
\[
\frac{2}{d^\ell} - 2\frac{d^{\ell+1} + d^\ell - 2}{d^{2\ell}(d^2 - 1)} \leq \|G^{(2)}_{U[\ell]} - G^{(2)}_{U_H}\|_\diamond \leq \frac{2}{d^{\ell-2}}.
\] (56)

This implies that \(U[\ell]\) is not an \(\epsilon\)-approximate unitary 2-design if \(\ell \leq \frac{\log \epsilon^{-1}}{N}\), as the lower bound in Eq. (56) is strictly greater than \(1/d^\ell\) if \(d > 3\), and is an \(\epsilon\)-approximate unitary 2-design if \(\ell \geq 2 + \frac{1+\log \epsilon^{-1}}{N}\), and concludes the proof.

5 Conclusion

We have proven that an approximate unitary 2-design can be achieved by alternately applying independent random \(Z\)- and \(X\)-diagonal unitary matrices. We have shown that one iteration of random \(Z\)- and \(X\)-diagonal unitary matrices is not sufficient, but it rapidly converges to an \(\epsilon\)-approximate unitary 2-design after a number of iterations. Further applications of random diagonal unitary matrices for decoupling can be found in Ref. [18]. We have also provided an implementation of our construction by a quantum circuit composed of \(O(N(N + \log 1/\epsilon))\) one- or two-qubit gates, most of which are diagonal in the Pauli- \(Z\) basis and the non-commuting part is depth \(O(1)\). This implementation is as efficient as many of other constructions using the Clifford circuits and random quantum circuits.
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A Proof of Lemma 1

The statement $f_{kl}^{ij} = f_{ij}^{kl}$ follows from the definition of $f_{kl}^{ij}$. We first show that $f_{kl}^{ij}$ is either 0 or $2/d$. As $f_{kl}^{ij}$ is defined by $f_{kl}^{ij} = \frac{2}{d^3} \left( \sum_{\alpha=0}^{d-1} \alpha_i \alpha_j \alpha_k \alpha_l \right)^2$, we investigate $\sum_{\alpha=0}^{d-1} \alpha_i \alpha_j \alpha_k \alpha_l$. This is invariant even if Pauli $X$ is applied on the $m$-th qubit for any $m \in [1, \cdots, N]$, which we denote by $X_m$, since

$$\sum_{\alpha=0}^{d-1} \alpha_i \alpha_j \alpha_k \alpha_l = d^2 \sum_{\alpha=0}^{d-1} \langle \alpha | i \rangle \langle \alpha | j \rangle \langle \alpha | k \rangle \langle \alpha | l \rangle$$

$$= d^2 \sum_{\alpha=0}^{d-1} \langle \alpha | X_m | i \rangle \langle \alpha | X_m | j \rangle \langle \alpha | X_m | k \rangle \langle \alpha | X_m | l \rangle. \quad (57)$$

This is due to $\langle \alpha | X_m = \pm \langle \alpha |$. Hence, we assume $|i\rangle = |0\rangle^\otimes N$ without loss of generality, resulting in $\alpha_i = 1$ for all $\alpha$. The $\sum_{\alpha=0}^{d-1} \alpha_i \alpha_j \alpha_k \alpha_l$ has yet another invariance, that is,

$$\sum_{\alpha=0}^{d-1} \alpha_j \alpha_k \alpha_l = d^\sqrt{d} \sum_{\alpha=0}^{d-1} \langle \alpha | j \rangle \langle \alpha | k \rangle \langle \alpha | l \rangle$$

$$= d^\sqrt{d} \sum_{\alpha=0}^{d-1} \langle \alpha | Z_m | j \rangle \langle \alpha | Z_m | k \rangle \langle \alpha | Z_m | l \rangle. \quad (59)$$

due to the summation over all $\alpha$, where $Z_m$ is the Pauli-$Z$ operator acting on the $m$-th qubit. We then assume $\alpha_j = 1$ for $j = 0, \cdots, d/2 - 1$ and $\alpha_j = -1$ for $j = d/2, \cdots, d - 1$ without loss of generality. This leads to

$$\sum_{\alpha=0}^{d-1} \alpha_j \alpha_k \alpha_l = \left( \sum_{\alpha=0}^{d/2-1} - \sum_{\alpha=d/2}^{d-1} \right) \alpha_k \alpha_l. \quad (60)$$

Denoting $|\alpha\rangle$ by $|\alpha^1 \alpha^2 \cdots \alpha^N\rangle$ ($\alpha^m = \pm$), where $|\pm\rangle$ are the eigenbasis of the Pauli-$X$ with eigenvalues $\pm 1$, respectively, and similarly denoting $|k\rangle$ and $|l\rangle$ in binary such as $|k_1 \cdots k_N\rangle$ ($k_m = 0, 1$), $(\sum_{\alpha=0}^{d/2-1} - \sum_{\alpha=d/2}^{d-1}) \alpha_k \alpha_l$ is rewritten as

$$\sum_{\alpha_2, \cdots, \alpha_N=\pm} \left( \langle +|k_1\rangle \langle +|l_1\rangle \langle \alpha_2 \cdots \alpha_N | k_1 \cdots k_N \rangle \langle \alpha_2 \cdots \alpha_N | l_1 \cdots l_N \rangle 
- \langle -|k_1\rangle \langle -|l_1\rangle \langle \alpha_2 \cdots \alpha_N | k_1 \cdots k_N \rangle \langle \alpha_2 \cdots \alpha_N | l_1 \cdots l_N \rangle \right). \quad (62)$$

When $k_1 = l_1$, this is zero. When $k_1 \neq l_1$, this is equal to $2^N = d$. Thus, $f_{kl}^{ij} \in \{0, 2/d\}$.

We next show $\sum_{k \geq l} f_{kl}^{ij} = 1$ for any $i > j$.

$$\sum_{k \geq l} f_{kl}^{ij} = \frac{2}{d^3} \sum_{k \geq l} \left( \sum_{\alpha} \alpha_i \alpha_j \alpha_k \alpha_l \right)^2$$

$$= \frac{1}{d^3} \sum_{\alpha, \beta} \alpha_i \alpha_j \beta_i \beta_j \left( \sum_{k,l} \alpha_k \alpha_l \beta_k \beta_l - \sum_k \alpha_k^2 \beta_k^2 \right). \quad (63)$$
As \( \sum_k \alpha_k^2 \beta_k^2 = d \) due to \( \alpha_k = \pm 1 \), we obtain

\[
\frac{1}{d^2} \sum_{\alpha, \beta} \alpha_i \alpha_j \beta_i \beta_j \sum_k \alpha_k^2 \beta_k^2 = \frac{1}{d^2} \sum_{\alpha, \beta} \alpha_i \alpha_j \beta_i \beta_j
\]

\[
\left( \sum_{\alpha} \langle i|\alpha \rangle \langle \alpha|j \rangle \right)^2
\]

\[
= 0,
\]

(65)

(66)

(67)

where we used that \( i \neq j \) for the last line. Hence,

\[
\sum_{k > l} f_{kl}^{ij} = \frac{1}{d^2} \sum_{\alpha, \beta} \alpha_i \alpha_j \beta_i \beta_j \left( \sum_k \alpha_k \beta_k \right)^2.
\]

As \( \sum_k \alpha_k \beta_k \) is given by \( \frac{1}{d^2} \sum_k |\alpha \rangle \langle k| |k \rangle \langle \beta| = \frac{1}{d^2} \delta_{\alpha\beta} \), we obtain

\[
\sum_{k > l} f_{kl}^{ij} = \frac{1}{d} \sum_{\alpha, \beta} \alpha_i \alpha_j \beta_i \beta_j \delta_{\alpha\beta} = 1.
\]

(68)

(69)

We finally show \( \sum_{s > t} f_{st}^{ij} f_{kl}^{st} = f_{kl}^{ij} \). To this end, we define a set \( \Xi_{ij} \) for \( i > j \) by \( \Xi_{ij} := \{(s, t)|s, t \in \{1, \ldots, N\}, s > t, f_{st}^{ij} = \frac{2}{d}\} \). Since \( f_{st}^{ij} \in \{0, 2/d\} \) and \( \sum_{k > l} f_{kl}^{ij} = 1 \) for any \( i > j \), the number of elements in \( \Xi_{ij} \), denoted by \( |\Xi_{ij}| \), is \( d/2 \). Due to the definition of \( f_{st}^{ij} \), \( \Xi_{ij} \) is also given in terms of \( \alpha_i \)'s by \( \Xi_{ij} = \{(s, t)|s, t \in \{1, \ldots, N\}, s > t, \forall \alpha \in \{0, \ldots, d-1\}, \alpha_s \alpha_t = \alpha_i \alpha_j \} \). From this, it is observed that \( \forall i > j \) and \( \forall k > l \), \( \Xi_{ij} \) is either equal to \( \Xi_{kl} \) or has no intersection with \( \Xi_{kl} \), i.e., \( \Xi_{ij} \cap \Xi_{kl} = \emptyset \).

In terms of \( \Xi_{ij} \), \( f_{ij}^{kl} = \frac{2}{d} \delta_{kl \in \Xi_{ij}} \), where \( \delta_{kl \in \Xi_{ij}} = 1 \) if \( (k, l) \in \Xi_{ij} \) and 0 otherwise. Note that, as \( f_{ij}^{kl} = f_{kl}^{ij} \), \( \delta_{kl \in \Xi_{ij}} = \delta_{ij \in \Xi_{kl}} \). Using this notation, we have

\[
\sum_{s > t} f_{st}^{ij} f_{kl}^{st} = \left( \frac{2}{d} \right)^2 \sum_{s > t} \delta_{st \in \Xi_{kl}} \delta_{st \in \Xi_{ij}}
\]

\[
= \left( \frac{2}{d} \right)^2 \sum_{s > t} \delta_{st \in \Xi_{kl} \cap \Xi_{ij}}.
\]

(70)

(71)

When \( \Xi_{kl} = \Xi_{ij} \), this is equal to \( \frac{2}{d} \) as \( |\Xi_{kl}| = d/2 \). In this case, \( f_{ij}^{kl} = \frac{2}{d} \delta_{kl \in \Xi_{ij}} = \frac{2}{d} \) since \( (k, l) \in \Xi_{kl} = \Xi_{ij} \), implying \( \sum_{s > t} f_{st}^{ij} f_{kl}^{st} = f_{ij}^{kl} \). When \( \Xi_{kl} \cap \Xi_{ij} = \emptyset \), Eq. (71) is equal to zero, and \( f_{ij}^{kl} \) is also zero by definition. Hence, \( \sum_{s > t} f_{st}^{ij} f_{kl}^{st} = f_{ij}^{kl} \) holds even in this case. Since \( \Xi_{ij} \) is either \( \Xi_{kl} \) or satisfies \( \Xi_{ij} \cap \Xi_{kl} = \emptyset \), this concludes the proof.

\[\blacksquare\]
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