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Abstract – This work deals with charged nontopological solutions that appear in relativistic models described by a single complex scalar field in two-dimensional spacetime. We study a model which supports novel analytical configurations of the Q-ball type, that engender double exponential tails, in this sense being different from both the standard and compact Q-balls. The analytical solutions are also stable, both classically and quantum-mechanically, and the stability follows as in the case of the compact configurations.

Introduction. – The presence of Q-balls in relativistic models described by a single complex scalar field in (1, 1)-spacetime dimensions was initiated in 1985 by Coleman in ref. [1] and was further investigated by several authors; see, e.g., refs. [2–17] and references therein. More recently, Q-balls have also been studied with other motivations in refs. [18–24]. In [18], for instance, the author considered the possibility of supermassive compact objects residing in galactic centers be giant nontopological solitons or Q-balls made of scalar fields. In [19] the investigation focused on the linear perturbation of classically stable Q-balls solutions, and in [20] the authors investigated the limiting case of a vanishing potential term, which yielded an example of a hairy Q-ball. Moreover, in [21,22] the authors described the existence of models which support the presence of composed soliton solutions, with vortex and Q-ball constituents. In [23] the investigation dealt with the problem of classical stability of Q-balls, including the nonlinear evolution of classically unstable Q-balls, as well as the behaviour of Q-balls in external fields. Also, in [24] the authors studied a model described by two scalar fields to describe nontopological soliton solutions consisting of two Q-ball components possessing opposite electric charges.

In 1998, it was shown by Kusenko and Shaposhnikov in ref. [6] that Q-balls can be produced in the early universe in supersymmetric extensions of the standard model, and can contribute to dark matter. The interesting perspective is related to the presence of Q-balls as dark matter candidates under the Affleck-Dine mechanism, which is postulated for explaining baryogenesis during the primordial expansion, after the cosmic inflation. In this line, the reviews on dark matter [25] and on the origin of the matter-antimatter asymmetry [26] are of current interest. The issue in general requires the presence of scalar and gauge fields and three space dimensions, and has been further studied with several motivations. In particular, more recently a new type of charged Q-ball dark-matter scenario has been suggested; see, e.g., [27] and references therein. The charged solutions can carry both baryon and lepton charges, and can be stable due to the baryonic component, so they can be a viable candidate for dark matter.

In the simpler context with a single space dimension, global Q-balls were also studied by us in the recent works [28–30]. There, we focused mainly on the presence of analytical solutions with distinct behavior. In [29], in particular, we investigated Q-balls with the novel compact profile. The analytical results that we have found in [28–30] motivated us to further examine the subject to find other analytical configurations that are stable, but different from the standard and the compact Q-balls. In this sense, in the current work we continue the search for analytical configurations, but now we concentrate on the presence of solutions that are different from the standard and the compact configurations. As one knows, even though we are working in (1, 1)-spacetime dimensions, the mandatory presence of nonlinearities and constraints complicates the investigation of stable analytical solutions of the Q-ball type.

In this work, we deal with these issues examining in the next section the basic properties of Q-balls, accounting for the main characteristics of the standard and compact Q-balls. We then move on and in the third section we introduce and solve another model, and there we also investigate the Q-ball stability. The results show the presence...
of exact solutions, which behave very much like the compact structures that we found in [29], although they are not compact at all. In the fourth section we end the work, adding comments and suggestions of new studies in the subject.

Generalities. – In order to investigate the Q-balls in the simplest scenario, we consider the action of a single complex scalar field, \( \varphi \), in \((1, 1)\) Minkowski spacetime in the usual form, with the Lagrangian

\[
\mathcal{L} = \frac{1}{2} \partial_{\mu} \varphi \partial^{\mu} \varphi - V(|\varphi|),
\]

(1)

with the overline on \( \varphi \) denoting the complex conjugation and \( V(|\varphi|) \) representing the potential. The field modulus is defined as \( |\varphi| = \sqrt{\varphi \bar{\varphi}} \), and the model is invariant under rotations in the complex space of the field, \( \varphi \to \varphi e^{i\alpha} \), with \( \alpha \) real constant. One may vary the action corresponding to the above Lagrangian to get the equation of motion

\[
\ddot{\varphi} - \varphi'' + \frac{\varphi}{|\varphi|} V_{\varphi} = 0,
\]

(2)

with the dot and the prime denoting the derivative with respect to time, \( t \), and to the spatial coordinate, \( x \), respectively, and \( V_{\varphi} = \delta V/\delta |\varphi| \). To search for Q-balls we take the usual ansatz

\[
\varphi(x, t) = \sigma(x) e^{i\omega t}.
\]

(3)

In the above equation, \( \omega \) represents an angular frequency. For simplicity, we only consider non-negative \( \omega \). Notice that \( |\varphi(x, t)| = \sigma(x) \), which does not depend on the time.

The presence of a phase invariance in the Lagrangian density is associated to a conserved Noether charge that has the form

\[
Q = \frac{1}{2i} \int_{-\infty}^{\infty} dx (\varphi \dot{\varphi} - \dot{\varphi} \varphi) = \omega \int_{-\infty}^{\infty} dx \sigma^2(x).
\]

(4)

The equation of motion (2) when combined with the time-dependent ansatz (3) becomes

\[
\sigma'' = V_{\sigma} - \omega^2 \sigma.
\]

(5)

As usual, the boundary conditions are

\[
\sigma'(0) = 0 \quad \text{and} \quad \sigma(\pm \infty) \to 0.
\]

(6)

One can show that the equation of motion (5) can be rewritten as a simpler expression

\[
\sigma'' = U_{\sigma},
\]

(7)

where \( U = U(\sigma) \) acts as an effective potential for the field \( \sigma \). It is given by

\[
U(\sigma) = V(\sigma) - \frac{1}{2} \omega^2 \sigma^2.
\]

(8)

Notice that the effective potential depends explicitly on \( \omega \). Therefore, one has to be careful when choosing the potential \( V(|\varphi|) \) because it has to lead to a \( U(\sigma) \) that allows for the presence of solutions compatible with the boundary conditions in eq. (6). In this case, one can show that, in order to attain this compatibility, \( \omega \) must be in the interval

\[
\omega_- < \omega < \omega_+,
\]

(9)

with \( \omega_+ = V_{\sigma}(0) \) and \( \omega_- = \sqrt{2V(\sigma_0)/\sigma_0^2} \), where \( \sigma_0 \) denotes the minimum of the ratio \( V(\sigma)/\sigma^2 \). Here, \( \omega_+ \) and \( \omega_- \) are the upper and lower bound for the frequency, respectively.

Invariance over spacetime translations leads to the energy-momentum tensor

\[
T_{\mu\nu} = \frac{1}{2} \partial_{\mu} \varphi \partial_{\nu} \varphi + \frac{1}{2} \partial_{\mu} \bar{\varphi} \partial_{\nu} \bar{\varphi} - \eta_{\mu\nu} \mathcal{L}.
\]

(10)

The component \( T_{00} \) in the above equation is the energy density, which is denoted by \( \epsilon \). It can be written as a sum of the kinetic, gradient and potential energy densities, \( \epsilon = \epsilon_k + \epsilon_g + \epsilon_p \), which are respectively given by

\[
\epsilon_k = \frac{1}{2} |\varphi|^2, \quad \epsilon_g = \frac{1}{2} |\varphi'|^2 \quad \text{and} \quad \epsilon_p = V(|\varphi|).
\]

(11a)

With the ansatz in eq. (3), the energy density becomes

\[
\epsilon = \frac{1}{2} \omega^2 \sigma^2 + \frac{1}{2} \sigma'^2 + V(\sigma).
\]

(12)

By integrating it, we get the total energy of the Q-ball. One can also show that, by using the expression for the conserved charge in eq. (4), the kinetic energy can be written as

\[
E_k = \frac{1}{2} \omega Q.
\]

(13)

Regarding the other components of the energy-momentum tensor in eq. (10) with the Q-ball ansatz we get \( T_{01} = T_{10} = 0 \) and the stress

\[
T_{11} = \frac{1}{2} \omega^2 \sigma^2 + \frac{1}{2} \sigma'^2 - V(\sigma).
\]

(14)

As one knows, the energy-momentum tensor is conserved, obeying the equation \( \partial_{\mu} T^{\mu\nu} = 0 \). Since \( T_{01} = 0 \), we see that \( T_{11} \) cannot depend on \( x \). We define the charge density as the function that is being integrated in eq. (4), \( pq = \omega \sigma^2 \), and this allows us to write the energy associated to eq. (12) as

\[
E = \frac{\omega^2}{2} \int_{-\infty}^{\infty} dx \sigma^2 + \frac{1}{2} \int_{-\infty}^{\infty} dx \sigma'^2 + \int_{-\infty}^{\infty} dx V(\sigma)
\]

\[
= \frac{Q^2}{2} \int_{-\infty}^{\infty} dx \sigma^2 + \frac{1}{2} \int_{-\infty}^{\infty} dx \sigma'^2 + \int_{-\infty}^{\infty} dx V(\sigma).
\]

(15)

The above expression is important because it allows us to perform variations in the energy keeping the charge fixed. At this point, we investigate how the Q-ball behaves under a rescaling in the spatial coordinate, following a direction similar to the one in refs. [31-34]. We then take
$x \rightarrow z = \lambda x$, which makes $\sigma \rightarrow \sigma^{(\lambda)}(x) = \sigma(z)$, and calculate the energy of the rescaled solution using the above equation to get

\[
E^{(\lambda)} = \frac{Q^2}{2} \int_{-\infty}^{\infty} dz \sigma^{(\lambda)} \frac{d}{dx} + \frac{1}{2} \int_{-\infty}^{\infty} dz \sigma^{(\lambda)} \frac{d}{dx} + \int_{-\infty}^{\infty} V(\sigma^{(\lambda)}),
\]

where $\sigma_{\ast}(z) = d\sigma(z)/dz$. The stability against contractions and dilations in the solutions requires that $\lambda = 1$ minimizes $E^{(\lambda)}$. This requirement is satisfied by the stressless condition, i.e., $T_{i1} = 0$. Therefore, we can write

\[
\frac{1}{2} \sigma'^{2} = U(\sigma),
\]

with $U(\sigma)$ being the effective potential described by eq. (8). It is straightforward to show that this first-order equation is compatible with the equation of motion (7).

The stressless condition also has consequences on the energy density (12); it allows us to relate its contributions by $\epsilon_{p} = \epsilon_{k} + \epsilon_{g}$. The same is valid for the corresponding energies. In this case, the total energy is $E = 2(E_{k} + E_{g})$.

We note that the stressless condition only ensures stability under contractions and dilations. However, the stability of Q-balls may also be investigated in other directions; we consider the two following possibilities [16]:

i) The quantum-mechanical stability, which is the stability against decay into free particles. From eq. (9), $\omega$ must be in a specific range of values in order to get Q-balls solutions. The Q-ball is quantum-mechanically stable if the ratio between the energy and the charge, for any $\omega$ allowed in the aforementioned range, satisfies $E/Q < \omega_{+}$.

ii) The classical stability, which is the one associated to small perturbations of the field. The Q-ball is classically stable if $dQ/d\omega < 0$, i.e., the charge $Q$ is monotonically decreasing with $\omega$.

There is a third type of stability, which is against fission. However, as shown in ref. [16], classically stable Q-balls are also stable against fission.

The form of the solution depends on the potential $V(|\varphi|)$ that one considers in the equation of motion (5). Below, we review the standard Q-ball, driven by the $|\varphi|^{4}$ potential investigated in ref. [28], and the compact Q-ball described in ref. [29], whose solution and energy density exists only in a compact space. Then, we introduce a new model, which is not compact but attains some properties of the compact structure. For simplicity, we work with dimensionless units.

**Standard Q-ball.** Our first example is with the model, driven by the $|\varphi|^{4}$ potential,

\[
V(|\varphi|) = \frac{1}{2}|\varphi|^{2} - \frac{1}{3}|\varphi|^{3} + \frac{1}{4}a|\varphi|^{4},
\]

with $a$ being a real and positive parameter, $a \geq 0$. This model was studied in refs. [2,3,28]. As one knows, due to the presence of time in the ansatz (3), this potential is influenced by the angular frequency in the equation of motion. This gives rise to an effective potential that can be calculated from eq. (8); it is given by

\[
U(\sigma) = \frac{1}{2}(1 - \omega^{2})\sigma^{2} - \frac{1}{3}\sigma^{3} + \frac{1}{4}a\sigma^{4}.
\]

One may use the first-order equation (17) to show that the solution has the form

\[
\sigma_{\ast}(x) = \sqrt{\frac{1 - \omega^{2}}{2a}} \left[ \tanh \left( \frac{1}{2}\sqrt{1 - \omega^{2}} x + b \right) - \tanh \left( \frac{1}{2}\sqrt{1 - \omega^{2}} x - b \right) \right],
\]

for $x \rightarrow \pm \infty$. One can use the exact solution above to calculate the conserved charge in eq. (4), which yields

\[
Q_{\ast} = \frac{4\omega\sqrt{1 - \omega^{2}}}{a} \left( 2b \coth(2b) - 1 \right).
\]

This charge goes to infinity as $\omega \rightarrow \omega_{\pm}$ for $a > 2/9$. The case $a = 2/9$ is special, such that $Q_{\ast} \rightarrow 0$ for $\omega \rightarrow \omega_{\pm}$. At the other side of the angular frequency range, for $\omega \rightarrow \omega_{+}$, the charge vanishes. We have shown in the recent investigation [28] that the solution (20) exhibits quantum-mechanical stability for $a > 0.22268$. The classical stability is only achieved for $a > 0.22540$, which is the range that ensures all of the aforementioned types of stability.

**Compact Q-balls.** A Q-ball with non-standard behavior, which engenders a compact profile, was presented in ref. [29], motivated by the work [35]. It arises with the potential

\[
V(|\varphi|) = \frac{1}{2}|\varphi|^{2} - \frac{1}{3}|\varphi|^{3} - \frac{1}{4}a|\varphi|^{2 - 2/r},
\]

where $r$ is a real parameter such that $r > 2$ and $a \geq 0$. In this potential, one notices the presence of fractional powers of $|\varphi|$. As far as we know, the appearance of fractional powers in the scalar field was explored before in [36], with the aim to generate a stable kink-like configuration in arbitrary dimensions, circumventing the Derrick-Hobart scaling theorem [37,38]. In particular, in the case of a single spatial dimension, one has shown in [36] that the presence of fractional power modifies the kink profile,
inducing an internal structure to the field configuration. Interestingly, this kind of internal structure was found experimentally in [39], in the study of domain walls in the micrometer-sized Fe_{20}Ni_{80} magnetic material in the presence of constrained geometries.

We go on and use the above potential (23) taking the usual procedure to write the effective potential (8) in the form

$$ U(\sigma) = \frac{1}{2} (1 - \omega^2) \sigma^2 - \frac{1}{3} \sigma^{2-1/r} + \frac{1}{4} \sigma^{2-2/r}. $$

(24)

This effective potential admits a minimum at $\sigma = 0$, $\forall \omega$, and a (nonminimum) zero that depends on $\omega$, at $\sigma \neq 0$. So, there is a nontopological solution that connects these points. Here, the condition (9) is still valid, and gives $\omega = \sqrt{1 - 2/(9a)}$ and $\omega_+ = \infty$ in this case. Again, we take $a \geq 2/9$ to assure that $\omega$ is real. Then, the solutions of (eq. 5) are valid for any $\omega > \omega$.

One may use the first-order equation (17) to calculate the solution, which admits different forms depending on the value of $\omega$. First, we consider the case $\omega_- < \omega < 1$, in which we get

$$ \sigma_c(x) = \begin{cases} \frac{1 - \omega^2}{2a} x + b & \text{if } x \leq x_c, \\ -\coth \left( \frac{\sqrt{1 - \omega^2}}{2r} x - b \right)^r & \text{if } x > x_c, \end{cases} $$

(25)

where $x_c = 2rb/\sqrt{1 - \omega^2}$ delimits the compact space $-x_c \leq x \leq x_c$, in which the solution lives, and $b$ is a parameter that depends on $a$ and $\omega$ as

$$ b = \arccoth \left( \frac{\sqrt{2^2 + 2 - 9(1 - \omega^2)a}}{3\sqrt{a(1 - \omega^2)}} \right). $$

(26)

The solution has a different expression for $\omega = 1$, given below

$$ \sigma_c(x) = \begin{cases} \frac{3a}{4} - \frac{x^2}{6r^2} & \text{if } x \leq x_c, \\ 0 & \text{if } x > x_c, \end{cases} $$

(27)

where $x_c$ now changes to $x_c = 3r\sqrt{a/2}$.

For $\omega > 1$, one can show that $\sigma(x)$ is written by

$$ \sigma_c(x) = \begin{cases} \frac{\omega^2 - 1}{2a} x + d & \text{if } x \leq x_c, \\ -\coth \left( \frac{\sqrt{\omega^2 - 1}}{2r} x - d \right)^r & \text{if } x > x_c, \end{cases} $$

(28)

where $x_c = 2rd/\sqrt{\omega^2 - 1}$ and $d$ is given by

$$ d = \arccot \left( \frac{\sqrt{2} + \sqrt{2 + 9(\omega^2 - 1)a}}{3\sqrt{a(\omega^2 - 1)}} \right). $$

(29)

Regardless of the value of $\omega$, the solution vanishes outside a compact interval of the real line. This is a different behavior from that of the solution of the standard case described in eq. (20), which only vanishes asymptotically, going to zero with an exponential tail. Therefore, compact Q-balls do not have a tail, so they seem to behave as hard charged balls.

An interesting fact is that, even though the solution has different expressions, depending on the value of the angular frequency, as in eqs. (25), (27) and (28), one can calculate the conserved charge in eq. (4) to show that it obeys the following single expression:

$$ Q_c = \frac{2r\omega\sqrt{2\pi}^{2r+1}a^{2r+1/2}}{\left( 1 + 9(1 - \omega^2)a/2 \right)^{2r+1}} \Gamma(2r + 1) $$

$$ \times 2F1 \left( \frac{1}{2}, 2r + 1; 2r + 3; \frac{9(1 - \omega^2)a/2}{(1 + 9(1 - \omega^2)a/2)^2} \right), $$

(30)

where $\Gamma(z)$ is the Gamma function and $2F1(a, b; c; z)$ is hypergeometric function. Notice that the above expression depends on $r$, $a$ and $\omega$. Similarly to what happens with the charge in eq. (22) for the standard case, we have $Q_c \to \infty$ in the limit $\omega \to \omega_-$ for $a > 2/9$, and $Q_c \to 0$ if $\omega \to \omega_+$ for $a = 2/9$. The limit $\omega \to \omega_+$ leads to null charge; this does not depend on the $a$ chosen.

Regarding the stability of the compact Q-balls, it was shown in ref. [29] that they are quantum-mechanically stable, because $\omega_+$ is infinity. This means that the inequality $E_c/Q_c < \omega_+ = \infty$ is satisfied for $a \geq 2/9$. Therefore, compact Q-balls never decay into free particles, for $r > 2$. On the other hand, the classical stability is not ensured and must be investigated carefully. In the case of $r = 3$, it was shown in [29] that the compact Q-ball is classically stable for $a > 0.22249$, in which the charge is monotonically decreasing with $\omega$.

**Novel structures.** – In this section, we get inspiration from the lump-like structures recently introduced in ref. [40] and present a new model which supports Q-balls with new features that make them special. We consider the potential

$$ V(|\varphi|) = \frac{1}{2} |\varphi|^2 \left( a^2 + \ln^2 |\varphi| \right). $$

(31)

Here, $a$ is a real non-negative parameter that is squared for convenience. Potentials with a logarithmic term appeared before in refs. [41,42]; in particular in [42] the author investigated the formation of Q-balls in the presence of the so-called thermal logarithmic potential. The result indicates that the growth of the field fluctuations is fast enough to create Q-balls, despite the shrinking instability which is due to the decreasing temperature, etc.; see also ref. [43] for other results related to [42]. We further notice the work [44], in which the thermal logarithmic potential
gives the amplitude of the solution, which we denote by \( A \).

is also investigated, but now with variational estimation instead of lattice simulation. The study led to analytical results on the Q-balls properties such as radio, energy and stability, without the need to solve the nonlinear field equation numerically.

As usual in the search for Q-balls, the above potential (31) is influenced by the contribution of the angular frequency in the equation of motion. This gives rise to an effective potential — see eq. (8) — that has the form

\[
U(\sigma) = \frac{1}{2} \sigma^2 (a^2 - \omega^2 + \ln^2 \sigma).
\]  

(32)

This effective potential admits a minimum at \( \sigma = 0 \) and a neighbor zero at \( \sigma \neq 0 \). As usual, the allowed range for \( \sigma \) is obtained through eq. (9). Here, we get \( \omega_+ = a \) and \( \omega_- = \infty \). It is worth commenting, though, that \( \omega_+ \) is infinite as in the compact Q-ball for a different reason: this happens here due to the presence of the logarithmic term in the above potential, not because of the unusual power that appeared in the potential (24). In fig. 1, we display the behavior of the above effective potential for several values of the angular frequencies and \( a \). We can see that, as \( \omega \) increases, the zero of the potential approaches to the minimum at the origin. Meanwhile, the minimum outside the interval where the solution exists goes deeper and farther.

According to the boundary conditions in eq. (6) and the first-order equation (17), the zero of the potential which is in the neighborhood of the minimum of the potential gives the amplitude of the solution, which we denote by \( A \). In this case, one can show that \( A = \exp \left( -\sqrt{(\omega^2 - a^2)} \right) \).

Thus, the amplitude of the solution starts at the maximum value \( A_{\text{max}} = 1 \), in the limit \( \omega \to a \), and gets smaller as \( \omega \) increases, as expected from the behavior of the effective potential (31). To calculate the solution, we use the first-order equation (17), which becomes

\[
\sigma^2 = \sigma^2 (a^2 - \omega^2 + \ln^2 \sigma).
\]  

(33)

It admits an analytical solution satisfying the boundary conditions (6), with the form

\[
\sigma_q(x) = e^{-\sqrt{a^2-\sigma^2} \cosh(x)}.
\]  

(34)

This solution presents a double exponential tail, \( i.e. \), it decays asymptotically as

\[
\sigma_q \propto e^{-\sqrt{a^2-\sigma^2} e^{\pm x}},
\]  

(35)

for \( x \to \pm \infty \). This solution is depicted in the left panel in fig. 2 and, even though it vanishes faster than the standard solution in eq. (20) as \( x \) increases, see eq. (21), it is not compact as the solutions in eqs. (25), (27) and (28), which do not exhibit a tail.

The above solution represents a quasi-compact Q-ball, because of the decay as the exponential of an exponential, engendering a tail suppression which is much stronger than the standard Q-balls. In order to further emphasize this characteristic, we also display in the right panel in fig. 2 the standard and the quasi-compact solutions together. They are shown with the same amplitude and the same \( \omega \), but with distinct values of \( a \), since \( a \) in the standard model controls the fourth-order power of the scalar field, and in the quasi-compact model it has a very different meaning, contributing to the second-order power of the scalar field. In the right panel in fig. 2 we used \( \omega = 0.85 \), and \( a = 0.70364 \) and \( a = 0.7 \), for the standard and the quasi-compact solutions, respectively.

We can use the analytical solution given above to calculate the energy density in eq. (12), which leads to

\[
\epsilon_q = (\omega^2 \cosh^2(x) - a^2 \sinh^2(x) e^{-2\sqrt{\omega^2-a^2} \cosh(x)}).
\]  

(36)

We are also able to calculate the charge density analytically: it is \( \rho_{Q_q}(x) = \omega \sigma_q^2(x) \), which is the function that is being integrated in eq. (4). It has the form

\[
\rho_{Q_q} = \omega e^{-2\sqrt{\omega^2-a^2} \cosh(x)}.
\]  

(37)

In fig. 3, we display the energy density in eq. (36) and the charge density above. Notice that they are both bell-shaped and present a double exponential tail. So, they behave similarly to the solution (34).

One may integrate the quantities in eqs. (36) and (37) all over the space to calculate the energy \( E \) and the charge \( Q \) of the Q-ball, respectively. Unfortunately, we have been unable to find the analytical expressions for them, so we must proceed using numerical methods. Notice that they depend on the parameters \( a \) and \( \omega \), with the latter restricted by the interval displayed in eq. (9). To illustrate their behavior, we plot them for \( a = 1 \), as a function of \( \omega \), in fig. 4.
We now focus on the stability of the new Q-balls present in the model described by the potential (31). As we discussed above, both the energy and charge of the solutions play an important role in the stability of the Q-ball. As we commented before, the ratio \( E/Q \) is associated to the quantum-mechanical stability of the Q-ball, which is related to the stability against decay into free particles. On the other hand, the behavior of the charge \( Q \) with respect to \( \omega \) dictates the classical stability of the Q-ball, against small fluctuations in the field.

In order to investigate the quantum-mechanical stability, we must remember that \( \omega_+ = \infty \). So, the condition \( E_\omega/Q_\omega < \omega_+ \) is always satisfied and the Q-ball is quantum-mechanically stable regardless of the value of \( a \). This feature is the same of the compact Q-ball. Here, however, the Q-ball is not compact: it presents a tail that decays extremely fast, but not enough to become compact. So, we have found a Q-ball that presents a double exponential tail whose qualitative behavior of the quantum-mechanical stability is the same of the compact Q-ball. These new structures never decay into free particles, and this is another motivation to call them quasi-compact Q-balls.

The other type of stability that we have to study is the classical one. To do that, we plot the charge for \( a = 0 \) in terms of \( \omega \) in fig. 5. In this case, the charge presents a hole near \( \omega = 0 \); it is not monotonically decreasing with \( \omega \), which makes the Q-ball unstable under small fluctuations. We continue the investigation increasing \( a \) until we arrive at \( a = 0.10731 \), which leads to an inflection point around \( \omega_{\text{infl}} \approx 0.21 \) and \( Q_{\text{infl}} \approx 0.5061 \). This means that, for this value of \( a \), we have \( dQ/d\omega \leq 0 \). Therefore, for \( a > 0.10731 \), the quasi-compact Q-ball is classically stable. Since the quantum-mechanical stability is attained for \( a > 0 \), we conclude that this new structure is stable for \( a > 0.10731 \), both classically and quantum-mechanically.

Conclusion. — We have introduced and investigated a new model of Q-balls, whose solution presents a double exponential tail. In this way, it is different from both the standard and the compact Q-balls. The associated potential presents infinite second derivative at the minimum, but this does not make the solution compact, as happens in the model investigated in ref. [29]. Nevertheless, it leads to \( \omega_+ = \infty \), which is the upper limit for the angular frequency. This property is interesting because it ensures the quantum-mechanical stability as in the compact Q-ball. Therefore, we were able to introduce Q-balls that are not compact but present the same quantum-mechanical stability of the compact solutions found in [29], so we called them quasi-compact Q-balls. We also investigated their classical stability and concluded that they are classically stable for \( a > 0.10731 \).

The quasi-compact Q-ball engenders the feature of having a tail that decays as the exponential of an exponential. This is a novel behavior that makes the solution very different from the standard Q-ball, with matter much more concentrated around its center. This behavior is welcome, and may open new possibilities of applications of current interest. We can, for instance, think of it as a new candidate to model dark matter; see, e.g., [6,25,27]. In particular, one notes in [27] the presence of a logarithmic potential in the Affleck-Dine scalar field, which is due to local gauge effects which appear in the minimal gauge mediation model [45]. Evidently, in more realistic models we have to study how the couplings with other fields act to change the features we found above, in the simple model with a single complex scalar field. To go further on this direction, one should add gauge fields and enlarge the space to accommodate three spatial dimensions. Another perspective concerns the addition of gravity, since it may also act to change the profile of the solution and spoil the quasi-compact behavior found above. Research in this direction is welcome, and may follow the lines of works on gravitating monopoles [46,47] and Q-balls [48].
The profile of the quasi-compact Q-ball, the possibility of thinking of compact objects as Q-balls made of scalar fields [18] and the perspective of using it as dark-matter candidate motivate new studies and we are now examining the extension of the above results to the (3, 1)-dimensional scenario, with the addition of gauge and gravitational fields; see, e.g., ref. [49] for the interesting approach based on variational estimation. Other possibilities concern the two-dimensional vortex and Q-ball system described in [22] and the one-dimensional soliton system of gauged Q-ball and anti-Q-ball presented in [24], focusing on the construction of new solutions, with the quasi-compact profile described in this work. We can also follow the recent works [50,51] to enhance the $U(1)$ symmetry in a way capable of adding internal structures to the non-topological solutions. These and other related issues are currently under consideration, and we hope to report on them in the near future.
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