Oscillating states of periodically driven anharmonic Langevin systems
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We investigate the asymptotic distributions of periodically driven anharmonic Langevin systems. Utilizing the underlying $SL_2$ symmetry of the Langevin dynamics, we develop a perturbative scheme in which the effect of periodic driving can be treated nonperturbatively to any order of perturbation in anharmonicity. We spell out the conditions under which the asymptotic distributions exist and are periodic, and show that the distributions can be determined exactly in terms of the solutions of the associated Hill equations. We further find that the oscillating states of these driven systems are stable against anharmonic perturbations.

I. INTRODUCTION

The study of the effects of periodic forces on a variety of systems, including classical [1, 2], quantum [3–7] and statistical systems [8–19], has been of continual interest for various and diverse reasons.

Periodically driven many-particle systems, under certain conditions, can exist in a state exhibiting periodic thermodynamic properties. It may not be possible to uncover the features of this oscillating state either from the knowledge of the equilibrium properties of the corresponding systems in the absence of driving or by studying the effects of weak periodic forces on the thermodynamics of such systems. Instead it may be required to explore the behavior of such systems by necessarily treating the driving nonperturbatively.

A suitable framework to investigate the properties of an oscillating state is presumably some sort of stochastic thermodynamics, wherein the periodic driving is appropriately incorporated. The fluctuations of a macroscopic variable of a thermodynamic system can be assumed to follow a continuous Markov process even in the presence of driving. It is expected that the stochastic process that describes the fluctuations is continuous due to the macroscopic nature of the variable. On the other hand, it is not evident whether or not the Markov property is a reasonable assumption. This is due to the fact that, as the frequency of the driving increases, the contributions due to the higher order time-derivative terms can become increasingly significant. Hence these higher order terms may have to be accommodated in effecting the stochastic process. Essentially, we could include certain additional variables, apart from the ones that are relevant in the absence of driving, and then assume that the extended set of variables follows continuous Markov process and that its asymptotic distribution describes the oscillating state.

The study of an underdamped Brownian motion, subjected to periodic driving, can be of considerable interest for multiple reasons. First, it is a prototypical example of the Langevin dynamics. Since any continuous Markov process is represented by a Langevin equation, it may be possible to draw useful analogies between the macroscopic variables that follow such a process and the position and velocity variables of the Brownian particle. Second, the velocity variable can be thought of as an additional degree of freedom that is relevant when driving is introduced to the overdamped Brownian motion. The extent of the relevance, for instance, can be estimated by comparing the marginal distribution of the underdamped motion, wherein the velocity is eliminated, with the distribution of the overdamped motion. In the special case of linearly driven Langevin equation, the correlation between the position and velocity degrees can become significant, depending on the driving [20]. Third, we can track almost analytically the underdamped Brownian motion even in the presence of driving, and hence the study may prove useful in finding some generic features of the oscillating state.

In an earlier work [20], we found that any linearly driven Langevin equation can be solved exactly upon exploiting the underlying $SL_2$ symmetry. The exact solution could reveal the presence of oscillating states under certain conditions, could expose interesting properties of some observables and even could establish certain relations among them. This motivates us to extend the enquiry beyond linear driving and search for solutions, if possible exactly, in the presence of anharmonic perturbations. It is also natural to wonder whether we could capitalize on the symmetry even in the nonlinear case. We essentially ask the following central questions. Do driven Langevin systems with anharmonic perturbations reach an oscillating state asymptotically? Can we find the probability distributions of the oscillating state exactly? What are the conditions under which these oscillating states exist and are stable?

The layout of the current work is as follows. In the next section, we consider a generic class of driven nonlinear Langevin equations and formulate a perturbation scheme wherein the underlying $SL_2$ symmetry is not only manifest but also can be exploited to obtain the corresponding asymptotic distributions to any order. In Sec. III, we explore the conditions under which the driven systems reach an oscillating state and can remain stable un-
Langevin dynamics is given by

$$\dot{X} = V_t$$,  
$$\dot{V}_t = -\gamma V_t + f(X_t, \lambda) + \eta(t)$$,  

where the viscous coefficient $\gamma$, the set of parameters $\lambda$ of the external force $f$ and the Gaussian noise $\eta$ have T-periodic time dependence. The noise is assumed to have zero mean and nonzero variance $\langle \eta(t)\eta(t') \rangle = 2D(t)\delta(t-t')$, where the time-dependent diffusion coefficient $D$ is T-periodic. The external force $f$ may also contain nonlinear terms of $X_t$.

The associated Fokker-Planck (FP) equation for the probability distribution $P(x, v, t)$ of the above nonlinear Langevin dynamics is given by

$$\frac{\partial}{\partial t} P(x, v, t) = \mathcal{L}(x, v, g(t)) P(x, v, t)$$,  

where $g$ denotes all the parameters, including $\gamma$ and $D$, and the FP operator $\mathcal{L}$ is defined as

$$\mathcal{L}(x, v, g) := -\frac{\partial}{\partial x} v - \frac{\partial}{\partial v} [ -\gamma v + f(x, \lambda)] + D \frac{\partial^2}{\partial v^2}.$$  

It should be remarked that though it is common to assume the form of the external force to be $f = f(x, \lambda)$, the analysis that we shall employ to obtain the asymptotic distribution is oblivious to this restriction and in fact holds good for $f = f(x, v, \lambda)$. Essentially, it is sufficient to assume that $f$ is Taylor expandable in $x, v$ variables and thus can be written as $f = -\sum_{n,m} \lambda_{n,m} x^n v^m$, where $n, m$ are non-negative integers, and that the time dependence of the external force is implicitly provided by the linear parameter $k$ and the nonlinear parameters $\lambda_{n,m}$. We will tune off the parameter $\lambda_{0,1}$ to zero, since the linear term $\gamma v$ is already included, and denote the linear coefficient $\lambda_{1,0}$ as $k$, for notational familiarity.

The asymptotic distribution of the FP equation for periodically driven Brownian particle can be expected to be T-periodic under certain conditions. In other words, the driven stochastic system can exist in a state, that we refer to as an oscillating state, wherein various relevant observables exhibit periodic properties. Suppose we consider the domain $\mathcal{D}_q$ in the parameter space $\gamma, D, k$ and $\lambda_{n,m}$ which is defined as the set of all points for which the asymptotic distribution of the FP equation, when the parameters are time independent, is an equilibrium distribution. Let us consider the domain $\mathcal{D}_q$ to be simply connected and the equilibrium state therein to be continuous. If we now drive the parameters of the FP equation in this domain continuously, with a period much larger than the corresponding equilibrium relaxation timescales, then the asymptotic state essentially will be a periodic trajectory in the equilibrium state space. As we decrease the period, the trajectories of course will not be restricted to the equilibrium state space but are likely to be continuous in some extended space, wherein the closed trajectories presumably can characterize the oscillating states of a driven system. While it is far from obvious what this extended space is or how to characterize the oscillating states, we shall see that it may still be possible to specify some of the conditions under which these states can exist.

The asymptotic distribution is of course obtained by taking the large time limit of the solution of the FP equation [20]. We could choose the prescription for approaching the limit in periodically driven systems, for instance, by first decomposing time, $t = NT + \tau$, in terms of an integer $N$ number of periods and a remainder $\tau$ such that $0 \leq \tau < T$, and then by taking $N \to \infty$ limit. Thus the large time limit of the solution

$$P(x, v, t) = \mathcal{U}(x, v; t)P(x, v, 0)$$,  

of the FP equation (2), results in a T-periodic asymptotic distribution

$$P_{as}(x, v, \tau) = \mathcal{U}(x, v; \tau)P_{\infty}(x, v, 0)$$,  

provided the time-independent asymptotic distribution $P_{\infty}(x, v, 0)$ exists. In the above equation, $\mathcal{U}$ denotes the evolution operator, which is formally expressed as

$$\mathcal{U}(x, v; t) := \mathcal{T}\{e^{\int_0^t \mathcal{L}(x, v, g(t)) dt}\}$$,  

where $\mathcal{T}$ indicates time ordering, and the time-independent distribution

$$P_{\infty}(x, v, 0) := \lim_{N \to \infty} \left[\mathcal{U}(x, v; T)\right]^N P(x, v, 0)$$.
where $P(x, v, 0)$ is the initial distribution. The existence and uniqueness of $P_\infty(x, v, 0)$ is dictated by the spectrum of the monodromy operator $\mathcal{W}(x, v; T)$. In case there exists a unique distribution then it necessarily satisfies the eigenvalue equation

$$\mathcal{W}(x, v; T) P_\infty(x, v, 0) = P_\infty(x, v, 0).$$

When the parameters are chosen from the domain $\mathcal{D}_eq$ with their values kept fixed in time, then the above equation is equivalent to $\mathcal{L} P_\infty = 0$ and the asymptotic distribution is an equilibrium distribution $P_{eq}(x, v)$. Hence we could equivalently define the domain $\mathcal{D}_eq$ as the set of all $g$ for which the FP operator $\mathcal{L}(x, v, g)$ is negative semi-definite, with a unique normalizable eigenfunction corresponding to the zero eigenvalue, and with a non-zero gap between zero and the real part of any other eigenvalue. These properties of the FP operator are also required for the equilibrium state to avoid any singular behavior in $\mathcal{D}_eq$. Suppose we now drive the parameters $g = g(t)$ piecewise continuously, though not necessarily respecting the negative semi-definite property of $\mathcal{L}(x, v, g(t))$, but necessarily ensuring that the real part of none of the eigenvalues of $\mathcal{W}(x, v; T)$ exceeds unity. Then under such conditions the time-independent asymptotic distribution $P_\infty(x, v, 0)$ can exist, and hence the system can reach an oscillating state described by the distribution $P_{osc}(x, v, \tau)$. In some sense, the domain $\mathcal{D}_{osc}$ of the parameter space for which the oscillating states exist can be larger than the domain $\mathcal{D}_eq$ for which the equilibrium states exist. This may even suggest that the stability of the states of macroscopic systems can presumably be controlled and manipulated by periodic driving.

In order to comprehend the role of driving in the oscillating states, it is natural to ask the following questions. What are the solutions of the FP equation for a generic driving $g(t)$? Do these solutions have a large time limit? Namely, does the system reach an oscillating state independent of the initial distribution? Can we specify the necessary conditions that guarantee an oscillating state without having to solve explicitly the FP equation? In other words, can we find some criteria that tells us whether or not a given $g(t)$ is in the domain $\mathcal{D}_{osc}$? In case of linear external force, using certain techniques from representation theory, we could find almost exactly the oscillating state and establish rigorously the necessary conditions for its existence [20]. We shall now show, even in cases where the external forces contain nonlinear terms, that similar techniques can be employed to answer these questions, provided we deal with nonlinearity perturbatively.

### B. Perturbative analysis to all orders

Following the standard perturbative analysis, we can decompose the FP operator,

$$\mathcal{L} = \mathcal{L}_0 + \epsilon \mathcal{L}_p,$$

into a solvable part that includes only the linear force terms, given by

$$\mathcal{L}_0 = \mathcal{L}_0(x, v, g_0) = -\frac{\partial}{\partial x} v + \frac{\partial}{\partial v} [\gamma v + k x] + D \frac{\partial^2}{\partial v^2},$$

where $g_0$ denotes $\gamma, D$ and $k$, and a perturbative part

$$\mathcal{L}_p = \mathcal{L}_p(x, v, \lambda) := \frac{\partial}{\partial v} \mathcal{O}_p,$$

where $\mathcal{O}_p = \mathcal{O}_p(x, v, \lambda) = -kx - f(x, v, \lambda)$ consists only the nonlinear terms of the force $f$. The dimensionless parameter $\epsilon$ is introduced to conveniently track the order of nonlinearity. Expanding the probability distribution $P(x, v, t)$, in the FP equation (2), as the following series in the perturbative parameter $\epsilon$,\n
$$P(x, v, t) := \sum_{n=0}^{\infty} \epsilon^n P^{(n)}(x, v, t),$$

leads to a sequence of dynamical equations for $P^{(n)}$.

The zeroth-order equation is given by

$$\frac{\partial}{\partial t} P^{(0)}(x, v, t) = \mathcal{L}_0(x, v, g_0(t)) P^{(0)}(x, v, t),$$

which is the FP equation of a driven Brownian particle in harmonic potential [20]. The other higher-order corrections $P^{(n)}$ are governed by the recursive equations,

$$\frac{\partial}{\partial t} P^{(n)} = \mathcal{L}_0 P^{(n)} + \mathcal{L}_p P^{(n-1)},$$

for any integer $n \geq 1$. The dependence on the coordinates $x, v, t$ and on other parameters is not explicitly exhibited here for notational simplicity.

We will assume $P(x, v, t)$ is normalized to any given order of $\epsilon$. In other words, $P^{(n)}(x, v, t)$ is normalized, and $\int dx dv P^{(n)}(x, v, t) = 0$ for all $n \geq 1$. We denote the asymptotic perturbative components of $P(x, v, t)$ as $P_\infty^{(n)}(x, v, t)$, which are obtained by taking the large time limit of the solutions of Eqs. (13) and (14). We could choose the initial conditions for these equations such that the initial zeroth-order distribution $P^{(0)}(x, v, 0) = P(x, v, 0)$, and hence all the initial higher-order corrections $P_\infty^{(n)}(x, v, 0) = 0$, for $n \geq 1$.

Let us consider the driving parameters such that the necessary conditions required for the solution of Eq. (13) to asymptotically approach a well-defined limit are satisfied. The asymptotic distribution $P_\infty^{(n)}(x, v, t)$ is in fact a Gaussian distribution with zero mean and a $T$-periodic covariance matrix

$$\Sigma(t) := [\langle x^2 \rangle_0 \langle xv \rangle_0 \langle vx \rangle_0 \langle v^2 \rangle_0] = \begin{bmatrix} \tilde{X}_{2,0}(t) & \tilde{X}_{1,1}(t) \\ \tilde{X}_{1,1}(t) & \tilde{X}_{0,2}(t) \end{bmatrix},$$

whose matrix elements depend on the parameters $g_0(t)$. The methods employed to find the conditions for the existence of the asymptotic limit and to obtain the distribution $P_\infty^{(0)}(x, v, t)$ are detailed in the Ref. [20]. Since
we shall extend these methods to obtain the higher-order asymptotic functions \( P^{(n)}(x,v,t) \), for \( n \geq 1 \), we will briefly spell them out, as and when required.

The algorithm that we shall employ to evaluate the asymptotic \( n \)-th order correction is as follows. We first substitute \( P^{(n-1)} \) in the equation (14) with its asymptotic function \( P^{(n-1)}_\infty \) which we assume exists, and then find the solution of the modified equation. This solution is valid only for times that are large compared to the time required for the \((n-1)\)-th order distribution to reach its asymptotic limit. In other words, decompose the time \( t = (N_0 + N_1)T + \tau \) and solve Eq. (14) for \( t = N_1T + \tau \) with the new initial condition given at time \( N_0T \), where \( N_0 \) is chosen such that the substitution \( P^{(n-1)} \) with \( P^{(n-1)}_\infty \) is justifiable, and then take the limit \( N_1 \to \infty \). We can then show that the asymptotic limit \( P^{(n)}_\infty (x,v,t) \) of the solution to the modified Eq. (14) exists when a certain condition holds for any arbitrary initial function \( P^{(n)}(x,v,N_0T) \). We shall discuss later and analyse in detail this specific condition which is in fact independent of \( n \). Thus when this condition holds and the zeroth-order distribution \( P^{(0)}_\infty (x,v,t) \) exists, we establish iteratively the existence of \( P^{(n)}_\infty (x,v,t) \) for any \( n > 1 \).

The calculations for determining explicitly the \( n \)-th order correction is similar to those for determining the first-order correction. We begin by rewriting the first-order correction

\[
P^{(1)}(x,v,t) = - \left( A^{(1)} - \langle A^{(1)} \rangle_0 \right) P^{(0)}_\infty (x,v,t) ,
\]

where \( A^{(1)} = A^{(1)}(x,v,t) \) is yet to be determined function and \( \langle A^{(1)} \rangle_0 \) is the average of \( A^{(1)} \) with respect to \( P^{(0)}_\infty (x,v,t) \). If the perturbation \( \mathcal{O}_p(x,v,\lambda) \) is a polynomial function in \( x \) and \( v \) then \( A^{(1)}(x,v,t) \) will also be a polynomial in these variables. Owing to the underlying \( SL_2 \) symmetry of the unperturbed FP equation, it is beneficial to choose the basis functions

\[
\mathcal{O}^{(1)}_L := x^{L-r}v^{r} ,
\]

where \( L \) is a positive integer and denotes the degree of homogeneity and \( r \), for a given \( L \), runs over the integers from 0 to \( L \). Let us consider the perturbation \( \mathcal{O}_p \) to be a nonlinear polynomial of degree \( L_p \), and hence can be written in the form

\[
\mathcal{O}_p(x,v,\lambda) = \sum_{L=2}^{L_p} \sum_{r=0}^{L} \lambda^L_r \mathcal{O}^{(1)}_L ,
\]

where the parameters \( \lambda^L_r \), in case they depend on time, are \( T \)-periodic. We can represent the function \( A^{(1)} \) in this basis as

\[
A^{(1)}(x,v,t) = \sum_{L=1}^{L_1} \sum_{r=0}^{L} a^L_r(t) \mathcal{O}^{(1)}_L ,
\]

where the coefficients \( a^L_r(t) \) are time dependent and \( L_1 \) is a finite positive integer such that \( L_1 \gg L_p \). We shall henceforth refer the coefficients of \( \mathcal{O}^{(1)}_L \) in an expansion as level-\( L \) coefficients.

We now proceed to determine the coefficients \( a^L_r(t) \). Substituting Eqs. (16), (18) and (19) in the recursive equation (14), for \( n = 1 \), straightforwardly leads to a polynomial equation. Then equating the coefficients of each monomial in the polynomial equation results in an ordinary differential equation for the variables \( a^L_r \). These dynamical equations can be written in the form

\[
\frac{d}{dt} a^L_r = H^L_r + N^L_r + R^L_r + S^L_r ,
\]

where the first term \( H^L_r \) contains only the level-\( L \) coefficients of \( A^{(1)} \) and is given by

\[
H^L_r = -(L + 1 - r)a^L_{r-1} + r\gamma_p a^L_r + (r + 1)k_p a^L_{r+1} ,
\]

and include the \( T \)-periodic parameters

\[
\gamma_p := \gamma - 2D(\Sigma^{-1})_{22} ,
\]

\[
k_p := k - 2D(\Sigma^{-1})_{12} ;
\]

the second term \( N^L_r \) contains only a level-(\( L + 2 \)) coefficient of \( A^{(1)} \) and is given by

\[
N^L_r = \begin{cases} D(r + 1)(r + 2)a^L_{r+2} , & \text{for } 1 \leq L \leq L_1 - 2 ; \\ 0 , & \text{for } L \geq L_1 - 1 ; \end{cases}
\]

the third term \( R^L_r \) contains only a level-(\( L + 1 \)) coefficient of the perturbation \( \mathcal{O}_p \) and is given by

\[
R^L_r = \begin{cases} -(r + 1)\lambda^L_{r+1} , & \text{for } 1 \leq L \leq L_p - 1 ; \\ 0 , & \text{for } L \geq L_p ; \end{cases}
\]

while the fourth term contains only level-(\( L - 1 \)) coefficients of the perturbation \( \mathcal{O}_p \) and is given by

\[
S^L_r = \begin{cases} \Sigma^{-1}_{12}\lambda^L_{r-1} + \Sigma^{-1}_{22}\lambda^L_{r-1} , & \text{for } 3 \leq L \leq L_p + 1 ; \\ 0 , & \text{for either } L \geq L_p + 2 \text{ or } 1 \leq L \leq 2 . \end{cases}
\]

Furthermore, the constant term of the polynomial equation leads to an additional equation

\[
\frac{d}{dt} \langle A^{(1)} \rangle_0 + 2D\alpha_2 = 0 ,
\]

which though is not an independent one. Note that the dynamical equations (20) are such that the level-\( L \) coefficients \( a^L_r \) are all linearly coupled amongst themselves. Further they contain the inhomogeneous terms involving both the variables that are level-(\( L + 2 \)) coefficients \( a^L_{r+2} \) and the given interaction terms \( R^L_r \) and \( S^L_r \). The interaction terms though are absent for the dynamical equations with \( L \geq L_p + 2 \). Hence it is evident that we need to solve for \( a^L_{r+2} \) in order to solve for \( a^L_r \).

In order to solve Eqs. (20) which are inhomogeneous, it is useful to first discuss the symmetries and solutions of
the corresponding homogeneous equations obtained from Eqs. (20) by dropping $N_r^L$, $R_r^L$ and $S_r^L$ terms. The homogeneous equations can be rewritten as

$$\frac{d}{dt} a_L = \left[-J_L^- + \frac{\gamma_p}{2} (LI_L + J_L) + k_p J_L^T\right]^T a_L ,$$

where $a_L$ is a $(L + 1)$-component vector whose elements are $a_r^L$, namely $a_r^L := (a_0^L, a_1^L, \ldots, a_L^L)$, the superscript $T$ on a vector or a matrix denotes their transpose, the matrix $I_L$ is the identity matrix of dimension $(L + 1)$, and $\{J_L^+, J_L^-\}$ are matrices of the same dimension with matrix elements

$$(J_L^+)_{r,s} = r\delta_{r,s+1} ,$$

$$(J_L^-)_{r,s} = (L-r)\delta_{r,s+1} ,$$

$$(J_L^0)_{r,s} = (2r-L)\delta_{r,s} ,$$

and whose indices $r, s$ run over all the integers from 0 to $L$. We can easily verify that these matrices satisfy the commutation relations of the $sl_2$ algebra, namely

$$[J_L^+, J_L^-] = \pm 2J_L^+ , \quad [J_L^+, J_L^0] = J_L^- . \quad \text{(29)}$$

In fact these matrices form an irreducible representation of the generators of the group $SL_2(R)$. This dynamical symmetry exhibited by the homogeneous equations is indeed induced by the underlying $SL_2$ symmetry of the unperturbed FP operator.

It may be remarked in passing that Eq. (27) can be mapped to a transposed version by a similarity transformation induced by an anti-diagonal matrix $\mathcal{S}$ with matrix elements $\mathcal{S}_{r,s} = \delta_{r,s}, Lr!/(L-r)!$. Under this transpose map $J_L^+$ and $J_L^-$ reverse their role in the algebra as is evident from the relations $\mathcal{S}^{-1} J_L \mathcal{S} = -(J_L)^T$ and $\mathcal{S}^{-1} J_L^0 \mathcal{S} = (J_L^0)^T$.

The explicit $L$-dependent term in Eq. (27) can be removed by writing the vector $a_L$ in terms of another vector $b_L = a_L \exp(-L\Gamma_p t/2)$, where $\Gamma_p(t) = \int_0^t dt' \gamma_p(t')$, and thus obtain the equation

$$\frac{d}{dt} b_L = \left[-J_L^- + \frac{\gamma_p}{2} J_L^0 + k_p J_L^T\right]^T b_L ,$$

which has a form independent of any specific $sl_2$ representation. This form makes it amenable to determine its solutions by exploiting the theorem which states that any irreducible representation of $sl_2$ is a symmetric power of the standard representation [21]. In other words, we obtain the solutions of Eq. (30) by taking the symmetrized tensor products of the solutions of its corresponding equation in the standard representation, which is

$$\frac{d}{dt} b_1 = \left[-J_1^- + \frac{\gamma_p}{2} J_1^0 + k_p J_1^T\right]^T b_1 ,$$

or, when written in terms of components of the vector $b_1^T := (b_0, b_1)$, is

$$\frac{d}{dt} \begin{pmatrix} b_0 \\ b_1 \end{pmatrix} = \begin{pmatrix} -\frac{1}{2} \gamma_p & k_p \\ -1 & \frac{1}{2} \gamma_p \end{pmatrix} \begin{pmatrix} b_0 \\ b_1 \end{pmatrix} .$$

Notice that the component $b_1$ satisfies the Hill equation

$$\frac{d^2}{dt^2} b_1 + \nu_p b_1 = 0 ,$$

where the $T$-periodic parameter

$$\nu_p = k_p - \frac{1}{2} \gamma_p - \frac{1}{4} \gamma_p^2 .$$

Hence the solutions of Eqs. (31), (30) and (27) can be solely expressed in terms of the two independent solutions of the Hill equation, denoted $u(t)$ and $w(t)$, which can be chosen to be pseudo-periodic with Floquet exponents $\mu_p$ and $-\mu_p$, respectively, namely $u(t + T) = u(t) \exp(\mu_p T)$ and $w(t + T) = w(t) \exp(-\mu_p T)$. The pseudo-periodic solutions of Eq. (31) are

$$b_1^{(0)} = \left(\frac{1}{2} \gamma_p u - \frac{\dot{u}}{u}\right) , \quad b_1^{(1)} = \left(\frac{1}{2} \gamma_p w - \frac{\dot{w}}{w}\right) ,$$

while those of the homogeneous equation (27) are

$$a_L^{(r)} = e^{-\Gamma_p T \text{Sym} \left[ \begin{pmatrix} b_1^{(0)} \end{pmatrix}^{\otimes (L-r)} \otimes \begin{pmatrix} b_1^{(1)} \end{pmatrix}^{\otimes r} \right]} ,$$

where $r$ runs over the integers from 0 to $L$ and Sym denotes the symmetrization of the tensor products of the vectors in the bracket. The solutions $a_L^{(r)}$ are pseudo-periodic with corresponding Floquet exponents

$$\mu_L^{(r)} = \frac{1}{2} L\bar{\gamma}_p + (L-2r)\mu_p ,$$

where $\bar{\gamma}_p$ is the time average of $\gamma_p$ over a period $T$, and they vanish in the large-time limit provided the modulus of the real part of the fundamental Floquet exponent

$$|\text{Re} (\mu_p)| < \frac{1}{2} \bar{\gamma}_p .$$

Henceforth we will assume that the parameters $k, \gamma$ and $D$ are chosen such that the condition (38) holds. We can now deduce the large-time solutions $a_L^{(r)}(t)$ of Eq. (20) for each $L$ sequentially in the reverse order starting from $L = L_1$ down to $L = 1$. For $L_p + 2 \leq L \leq L_1$, the set of equations (20) are homogenous and hence the corresponding large-time solutions $a_L^{(r)}(t)$ vanish for any arbitrary initial conditions. The equations (20) for $L = L_p + 1$ and $L = L_p$ are though inhomogeneous have only given $T$-periodic inhomogeneous terms $h_L^T = R_L + S_L^T$. The solutions of these equations can formally be written as

$$a_L(t) = K_L(t, 0)a_L(0) + \int_0^t ds K_L(t, s) h_L(s) ,$$

where for any $L$ the vector $h_L$ is defined by the components $h_L^T$, and the matrix

$$K_L(t, s) = \Phi_L(t)\Phi_L^{-1}(s)$$

is defined by the fundamental matrix $\Phi_L(t)$ of Eq. (27) constructed with $a_L^{(r)}(t)$ as column vectors. Now
to determine the large-time limit of the solutions, we use the following two properties of the matrix $K(t,s)$. First, the matrix can be decomposed as $K_L(t,s) = K_L(t,t')K_L(t',s)$ for any $t'$, which is a consequence of its definition. Second, it is invariant under discrete time translation by a period, namely $K_L(t+T,s+T) = K_L(t,s)$, which is due to the pseudo-periodic nature of the fundamental matrix, $\Phi_L(t+T) = \Phi_L(t)\Lambda_L$, where $\Lambda_L$ is a diagonal matrix with elements $\exp(\mu_L^{(r)}T)$. Using these properties, for any time $t = NT + \tau$ the first term on the right hand side of Eq. (39) can be written as

$$K_L(\tau,0)[K_L(T,0)]^N a_L(0) ,$$

while for any $T$-periodic function $h_L(t)$ the second term can be written as

$$K_L(\tau,0)\left(1 - K_L(T,0)^N\right)Z_L(T; h_L) + Y_L(\tau; h_L) ,$$

where the matrices $Y_L(\tau; h_L)$ and $Z_L(T; h_L)$ are independent of $N$ and are defined for any given $T$-periodic vector $f_L(t)$ as

$$Y_L(\tau; f_L) = \int_0^\tau dsK_L(\tau,s)f_L(s) ,$$

$$Z_L(T; f_L) = \left(1 - K_L(T,0)^{-1}\right)Y_L(T; f_L) .$$

Note that $K_L(T,0) = \Phi_L(0)\Lambda_L\Phi_L^{-1}(0)$, and hence its eigenvalues are same as those of $\Lambda_L$, namely $\exp(\mu_L^{(r)}T)$. Now when the condition (38) holds not only the matrix $Z_L(T; h_L)$ is ensured to be nonsingular but also the matrix $K_L(T,0)^N$ approaches zero in the limit $N \to \infty$. Consequently, a well-defined asymptotic limit of the solution is independent of the initial conditions exists, and we obtain the asymptotic solution as

$$a_L(\tau) = K_L(\tau,0)Z_L(T; h_L) + Y_L(\tau; h_L) ,$$

for $L = L_p + 1$ and $L = L_p$. It is straightforward to verify that $a_L(\tau + T) = a_L(\tau)$. This also implies that $N_L^{(r)}(t)$ becomes $T$-periodic for $L = L_p - 1$ and $L = L_p - 2$. It should emphasized that the asymptotic solution (44) is $T$-periodic in spite of the pseudo-periodic nature of the homogeneous part of the solution (39).

By hierarchically repeating the arguments that lead to Eq. (44), we further obtain the other $T$-periodic asymptotic solutions

$$a_L(\tau) = K_L(\tau,0)Z_L(T; h_L + n_L) + Y_L(\tau; h_L + n_L) ,$$

for $1 \leq L \leq L_p - 1$, where the components of the vector $n_L$ are defined to be the asymptotic values of $N_L^{(r)}$.

We can of course determine the next-order correction $P_\infty(2)(x,v,t)$ by exactly going through the same mathematical manipulation as performed earlier to determine $P_\infty(1)(x,v,t)$ after replacing the nonlinear term $\mathcal{O}_p$ with $((A^{(1)}_L - A^{(1)})\mathcal{O}_p$. Thus proceeding iteratively, correction term $P_\infty(n)(x,v,t)$ to any order $n$ can be obtained.

To summarize this section, we have shown that the asymptotic probability distribution of the periodically driven nonlinear FP equation (2) to any order of perturbation in anharmonicity exists and is $T$-periodic provided the unperturbed oscillating state exists and the condition (38) holds. Furthermore all the coefficients of this $T$-periodic asymptotic distribution to any order can be determined exactly in terms of the solutions of the Hill equation (33).

III. STABILITY OF THE OSCILLATING STATE

In this section, we study the stability of the oscillating states and the effect of the perturbations. In particular, we will survey the domains of the unperturbed oscillating states and then examine whether perturbations can coexist within these domains.

A. Unperturbed oscillating states

The zeroth-order asymptotic distribution $P_\infty^0(x,v,t)$ exists when the first moments vanish at large times and the asymptotic covariance matrix is positive definite [20]. The first moments of the distribution $P_\infty^0(x,v,t)$ are related to the solutions $Y_{10}$ of the following Hill equation

$$\frac{d^2}{dt^2}Y_{10} + \nu Y_{10} = 0 ,$$

where $\nu = k - \frac{\gamma}{2} - \frac{\gamma^2}{4}$. When the Floquet exponents $\pm \mu$ of this Hill equation satisfy the condition

$$|\text{Re}(\mu)| < \frac{1}{2} \gamma ,$$

then the first moments vanish asymptotically. This condition also means that $\exp(-\gamma/2)Y_{10}(t)$ should remain bounded at all times. Furthermore the condition (47) ensures that the second moments also remain bounded and become $T$-periodic asymptotically independent of the initial conditions of the distribution. We could deduce this fact since the second moments also can be written in terms of the Floquet solutions of Eq. (46). Essentially the dynamical equations of the second moments $X_{2.0}, X_{1.1}$ and $X_{0.2}$ are

$$\frac{d}{dt}X_{2.0} = 2X_{1.1} ,$$

$$\frac{d}{dt}X_{1.1} = -kX_{2.0} - \gamma X_{1.1} + X_{0.2} ,$$

$$\frac{d}{dt}X_{0.2} = -2kX_{1.1} - 2\gamma X_{0.2} + 2D ,$$

and the moments $X_{2.0}, X_{1.1}$ and $X_{0.2}$ approach their asymptotic values $\bar{X}_{2.0}, \bar{X}_{1.1}$ and $\bar{X}_{0.2}$, respectively, in the large time limit. The homogeneous part of these equations with parameters $k$ and $\gamma$ has similar structure.
as Eq. (27) for \( L = 2 \) with corresponding parameters \( k_p \) and \( -\gamma_p \). Hence the manner in which Eq. (27), its solution (36) and its exponents (37) are related to the Hill equation (33) is the exact manner in which the homogeneous part of Eq. (48), its solution and its exponents are related to the Hill equation (46). In fact the Floquet exponents associated with the covariance matrix can also be read from Eq. (37) and are \(-\tau + (2 - 2r)\mu\), where \( r = 0, 1, 2 \).

The condition (47) involves Floquet exponents which depend on the parameters \( k \) and \( \gamma \) implicitly, and hence it is far from obvious without explicit verification whether a given driving allows the system to be in an oscillating state. We can rewrite the condition in a form that is more amenable to computation using Floquet theory of the Hill equation. The Floquet exponents essentially can be expressed in terms of the solutions of the Hill equation at time \( T \) [22, 23]. Let \( u_1(t) \) and \( u_2(t) \) be two independent solutions of the Hill equation (46) with the initial conditions: \( u_1(0) = 1, u_2(0) = 0, \dot{u}_1(0) = 0 \) and \( \dot{u}_2(0) = 1 \). Since the parameter \( \nu \) is \( T \)-periodic,

\[
\begin{pmatrix}
  u_1(t + T) \\ u_2(t + T)
\end{pmatrix} = \Phi(T) \begin{pmatrix} u_1(t) \\ u_2(t) \end{pmatrix},
\]

(49)

where the monodromy matrix

\[
\Phi(T) = \begin{pmatrix} u_1(T) & \dot{u}_1(T) \\ u_2(T) & \dot{u}_2(T) \end{pmatrix}.
\]

(50)

The Floquet coefficients \( \exp(\pm \mu T) \) are the eigenvalues of the matrix \( \Phi(T) \), namely the roots of the equation \( \rho^2 - \rho \Delta + 1 = 0 \), where the trace of the matrix

\[
\Delta = u_1(T) + \dot{u}_2(T),
\]

(51)

while the determinant is unity since the Wronskian of two independent solutions is constant. In other words, the coefficients

\[
e^{\pm \mu T} = \frac{\Delta}{2} \pm \sqrt{\frac{\Delta^2}{4} - 1}.
\]

(52)

The Floquet coefficients are real for \(|\Delta| \geq 2\) and complex with modulus one for \(|\Delta| < 2\). Substituting Eq. (52) in condition (47) leads to the relation

\[
|\Delta| < 2 \cosh \left( \frac{1}{2} \tau \right).
\]

(53)

We can now distinguish different regions. When \(|\Delta| > 2 \cosh(\tau T/2)\) the oscillating states do not exist since the function \( \exp(-\tau/2)Y_{10}(t) \) blows up at large time. In the region \( 2 < |\Delta| < 2 \cosh(\tau T/2)\), any given initial distribution relaxes into an oscillating state in a time scale \( \tau_R \sim 1/|\tau| - |Re(\mu)| \) that depends on the value of \(|\Delta|\). While in the region \(|\Delta| \leq 2\), the oscillating states exist and can be reached in time \( \tau_R \sim 2/\tau \). The case \(|\Delta| = 2 \cosh(\tau T/2)\) is physically less attractive as it not only requires a fine-tuned driving but also results in an asymptotic state with a memory of the initial conditions.

In general it may not be possible to analytically determine the explicit dependence of \( \Delta \) on the time-dependent parameters \( k \) and \( \gamma \) or more precisely on the function \( \nu \) of these parameters that appears in the equation (46). Nevertheless we could gain a considerable qualitative understanding of this dependency by probing numerically. To this end we consider the cases where the parameters are restricted to the first harmonics and evaluate \( \Delta \) and in turn determine the relaxation times and depict the domains of the oscillating states.

Let us drive the parameters as follows,

\[
k(t) = k_0 + k_1 \cos(\omega t),
\]

\[
\gamma(t) = \gamma_0 + \gamma_1 \cos(\omega t),
\]

(54)

where \( k_0, k_1, \gamma_0, \gamma_1 \) and \( \omega = 2\pi/T \) are constants. Note that the Hill equation can be viewed as an eigenvalue problem or equivalently as a steady state Schrödinger equation of an electron in one-dimensional periodic potentials. The parameter \( k_0 \), for instance, can be viewed as an eigenvalue provided the corresponding eigenfunction exist. Unlike the steady state wavefunctions in the electron case, here the eigenfunctions can explode asymptotically although not faster than \( \exp(-t/2) \). As we vary \( k_0 \), keeping the other constants fixed, we can expect to encounter both the forbidden regions where the eigenfunctions do not exist and the allowed regions where the eigenfunctions and hence the oscillating states exist. Similar features are indeed expected to show up when the other parameters are varied too.

We find it convenient to plot the modulus of the Floquet exponent \( \mu \) as a function of the parameters in the chosen domain, since \( \Delta \) grows exponentially with linear increase of \( \mu \) and hence a log scale can be avoided. The dependence of \( |Re(\mu)| \) for different values of \( \omega \) on \( k_1 \) and on \( \gamma_1 \) is illustrated in Fig. 1(a) and Fig. 1(b) respectively. All the numerical error bars are essentially less than the thickness of the lines used in the plots.

As we vary \( k_1 \), one passes through three different regions. One of which is where the value of \( |Re(\mu)| \) varies but is less than \( \tau/2 \) indicating the system can relax into a stable oscillating state in a time scale that depends on \( k_1 \). The other is where \( |Re(\mu)| = 0 \) and the system can relax to an oscillating state in a time that is independent of \( k_1 \). The third kind is where \( |Re(\mu)| > \tau/2 \) and the system can not exist in an oscillating state. Note that the region where \( |Re(\mu)| \) approaches zero for \( \omega = 4 \) and 6 appear as points in Fig. 1(a) only due to the choice of the scale of the axis. The time rate of convergence to an oscillating state can of course be read from Fig. 1(a) and Fig. 1(b), but is explicitly plotted in Fig. 1(c) to demonstrate the nontrivial dependence of the parameters, say \( k_0 \).

It may be required to add the caveat that even though for small \( k_1 \) values the relaxation time decreases with increase of driving frequency, this is not a generic feature for arbitrary values of \( k_1 \) as is evident from Fig. 1(a). A similar conclusion can be arrived at from Fig. 1(b) where...
the relaxation time is not always monotonically related to the value of $\gamma_1$. Nevertheless observe in Fig. 1(b) that the value of $\gamma_1$ that saturates the stability of the oscillating state increases with the increase of driving frequency, which is a result that is in tune with the intuition that periodic driving enhances stability. Notice what is indeed far from evident that there is a range of $\gamma_1$ values for which $\gamma(t)$ becomes negative at times and yet allows the system to be in a stable oscillating state.

The non-monotonic behavior of the relaxation times and the lack of simple algebraic relations to determine stability makes it hard to envisage the exotic landscape of the parameter space of the driven system containing regions that either further or forbid oscillating states. We survey and chart out some of the planes of the parameter space of the driven system containing regions that further or forbid oscillating states. We move in these planes we could pass through a variety of terrain starting from vast stretches of stable regions to tentacles of allowed zones separated by impermissible gaps. It should be emphasized that the stable regions are identified not only by ensuring that the condition (53) holds but also by confirming in parallel that the covariance matrix (15) is positive definite.

**B. Concurrence of the perturbations**

Suppose we choose the driven parameters $k, \gamma$ and $D$ such that a normalizable asymptotic distribution in absence of the nonlinear forces exists. We still need to address whether such a choice is compatible with the condition (38) for if it is not the case then the perturbations will destroy the oscillating state. This condition essentially ensures periodicity and boundedness of the perturbative corrections to the oscillating state.

The difficulty in determining the compatibility is that the condition (38) involves Floquet exponents of a Hill equation and hence has to be verified explicitly. We first recast this condition to a form similar to Eq. (53) that is more convenient for distinguishing various regions where the perturbative coefficients $a_1^T$ exist and are periodic. We shall then proceed to address the issue of compatibility.

Let $p_1(t)$ and $p_2(t)$ be two independent solutions of the Hill equation (33) with the initial conditions: $p_1(0) = 1$, $p_2(0) = 0$, $\dot{p}_1(0) = 0$ and $\dot{p}_2(0) = 1$. The corresponding monodromy matrix

$$\Phi_p(T) = \begin{pmatrix} p_1(T) & \dot{p}_1(T) \\ p_2(T) & \dot{p}_2(T) \end{pmatrix}, \quad (55)$$
and the Floquet coefficients
\[ e^{\pm \mu_p T} = \frac{\Delta_p}{2} \pm \sqrt{\frac{\Delta_p^2}{4} - 1} , \] (56)
where the trace
\[ \Delta_p = p_1(T) + \hat{p}_2(T) . \] (57)
Substituting Eq. (56) in condition (38) leads to the relation
\[ |\Delta_p| < 2 \cosh \left( \frac{1}{2} \tau_p T \right) , \] (58)
which when satisfied guarantees the coexistence of the perturbations.

Since the quantities \( \Delta_p, \tau_p \) and \( \Delta \) are fixed by the parameters \( k, \gamma \) and \( D \) it is natural to ask whether there are regions in the parameter space where the two relations (53) and (58) are mutually incompatible. Astonishingly we found strong numerical evidence to the contrary and noticed the following two relations,
\[ \tau_p = -\tau , \] (59)
\[ \Delta_p = \Delta , \] (60)
for any given \( k, \gamma \) and \( D \) that supports an unperturbed oscillating state. We have in fact sampled a class of periodic driving that included higher harmonics up to tenth order and numerically explored a 64 parameter space either randomly or by continuously varying one of the parameters. Though \( \gamma_p \) depends on two other additional parameters \( k \) and \( D \) in a nontrivial way, yet we find that its time average is heedless of their being. Though the functions \( \nu \) and \( \nu_p \) are found to be wildly different from each other in general, the corresponding Floquet exponents appear to be equal without any exception. The prime reason for not foreseeing these relations a priori is that unlike \( \nu \) the function \( \nu_p \) in addition depends on \( D \) not only implicitly through \( \Sigma^{-1} \) but also explicitly.

We now prove that the relations (59) and (60) indeed hold. The first relation easily follows since we note that the dynamics of the determinant \( |\Sigma| \) of the asymptotic covariant matrix \( \Sigma \) which can be obtained from Eq. (48) can be written as
\[ \frac{d}{dt} \ln |\Sigma| = -2 \gamma + 2 D (\Sigma^{-1})_{22} . \] (61)
The right hand side of the above equation reduces to \( -(\gamma + \gamma_p) \) upon using Eq. (22). The time-period average of the left hand side vanishes since the moments of the asymptotic distribution are \( T \)-periodic, and thus follows the relation (59).

We need a chain of arguments to establish the second relation. Using Eqs. (48) it is straightforward to obtain the equations of motion for all the elements of the inverse covariance matrix \( S \) and write down the following system of nonlinear equations,
\[ \frac{d}{dt} c = M(c)c + d(c) \] (62)
where the transpose of \( c \) and \( d(c) \) are
\[ c^T = \left( S_{11}, 2S_{12}, S_{22} \right) , \]
\[ d(c)^T = 2D \left( S_{11}^{\prime}, 2S_{12}S_{22}, S_{22}^{\prime} \right) , \] (63)
respectively, and the matrix \( M(c) \) is
\[ M(c) = \begin{pmatrix} 0 & k' & 0 \\ -2 & \gamma' & 2k' \\ 0 & -1 & 2\gamma' \end{pmatrix} \] (64)
where \( k' = k - 2DS_{12} \) and \( \gamma' = \gamma - 2DS_{22} \). In the limit \( t \to \infty \), the matrix \( S(t) \) approaches the inverse of the asymptotic covariance matrix \( \Sigma(t) \) and hence \( k' \to k_p, \gamma' \to \gamma_p \), the vector \( d(c) \) becomes \( T \)-periodic and the matrix
\[ M(c) \to M_\infty := \left[ -J_2^T + \frac{\gamma_p}{2} (2I_2 + J_2) + k_pJ_2^+ \right]^T . \] (65)
The asymptotic solution of Eq. (62) is unique and bounded since the asymptotic unperturbed distribution is unique and normalizable. Any solution of the equation for a given initial condition approaches the asymptotic solution, while the differences between the solutions vanish asymptotically at a rate dictated by the Floquet exponents. The dynamics of the difference \( d(c) \) of infinitesimally separated solutions follows from Eq. (62) and is given by
\[ \frac{d}{dt} \delta c = M(c)\delta c , \] (66)
which asymptotically takes the exact form as Eq. (27) satisfied by \( a_L \) for \( L = 2 \). Hence, using Eq. (37), we conclude that the Floquet exponents associated with the elements of the inverse covariance matrix are \( \mu_2^{(r)} = \tau_p + (2 - 2r)\mu_p \), where \( r = 0, 1, 2 \). The variation of the covariance matrix \( S^{-1} \) is related to the variation of the inverse covariance matrix \( \delta S \) by the relation
\[ \delta S^{-1} = -S^{-1} \delta SS^{-1} = -\Sigma \delta S \Sigma . \] (67)
The Floquet exponents associated with the covariance matrix \( S^{-1} \) can be obtained independently and as mentioned earlier are \( -\tau + (2 - 2r)\mu \). Now using Eqs. (67) and (59), we conclude \( \mu_p = \pm \mu \) and thus establish Eq. (60).

Essentially, the two conditions (38) and (47) or the corresponding equivalent conditions (58) and (53) are not just compatible with each other but are in fact one and the same. In other words, we find that the perturbations can coexist with the oscillating states in the entire domain of their existence.

IV. CONCLUDING COMMENTS

We have considered a periodically driven Brownian particle under nonlinear forces and analysed the time
dependence of the asymptotic distribution. The unperturbed Brownian particle is known to exist in an oscillating state under the conditions that the inequality (47) holds and that the covariance matrix is positive definite. To any order in the nonlinear perturbations, we find that the oscillating state either can sustain or is destroyed depending on whether or not the condition (38) holds. The reason that it is the same condition that arbitrates the existence of the oscillating state at every non-zero order of perturbation is due to the presence of the underlying $SL_2$ symmetry. We have essentially formulated the perturbative analysis suitable both for identifying the symmetry, as given in Eq. (27), and for obtaining exactly the asymptotic distribution in terms of the solution of the Hill equation (33). We have obtained the formal expression of the first order coefficients $a_i(t)$ of the asymptotic distribution as given in Eqs. (44) and (45), and outlined the procedure to determine the higher order coefficients.

We have addressed the issue of the stability of the oscillating state which is essentially related to the compatibility of the two conditions (47) and (38). These conditions implicitly depend on the driving parameters in a nontrivial way involving Floquet exponents of the corresponding Hill equations. We have charted out some of the terrains of the oscillating states in the parameter space of driving involving first harmonics so as to explicitly demonstrate the nontrivial relation between driving parameters and the stated conditions. More importantly, we have proved the equivalence of these conditions inspite of their implicit dependence on the parameters and established that the oscillating states are stable against nonlinear perturbations to all orders of perturbation.

The ubiquity of the driven systems and their access to experiments is a strong motivation to study the effect of different perturbations on the oscillating states. The perturbative formulation developed here could prove valuable not only in understanding the properties of these states but also in establishing the appropriate description of driven physical systems.

Since a variety of macroscopic systems undergo stochastic dynamics similar to that of Brownian motion, these systems when driven has the possibility to exist in stable oscillating states. The necessary conditions that we obtained could be effective in identifying the type of driving required to maintain an oscillating state.

The analysis that we have employed here can also be easily extended to study driven stochastic systems possessing other symmetries. It would be interesting to know the role of symmetry on the necessary and sufficient conditions under which the oscillating states can exist and sustain.
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