Classification score approach for detecting adversarial example in deep neural network
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Abstract

Deep neural networks (DNNs) provide superior performance on machine learning tasks such as image recognition, speech recognition, pattern analysis, and intrusion detection. However, an adversarial example, created by adding a little noise to an original sample, can cause misclassification by a DNN. This is a serious threat to the DNN because the added noise is not detected by the human eye. For example, if an attacker modifies a right-turn sign so that it misleads to the left, autonomous vehicles with the DNN will incorrectly classify the modified sign as pointing to the left, but a person will correctly classify the modified sign as pointing to the right. Studies are under way to defend against such adversarial examples. The existing method of defense against adversarial examples requires an additional process such as changing the classifier or modifying input data. In this paper, we propose a new method for detecting adversarial examples that does not invoke any additional process. The proposed scheme can detect adversarial examples by using a pattern feature of the classification scores of adversarial examples. We used MNIST and CIFAR10 as experimental datasets and Tensorflow as a machine learning library. The experimental results show that the proposed method can detect adversarial examples with success rates: 99.05% and 99.9% for the untargeted and targeted cases in MNIST, respectively, and 94.7% and 95.8% for the untargeted and targeted cases in CIFAR10, respectively.
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1 Introduction

Deep neural networks (DNNs) [26] provide excellent service on machine learning tasks such as image recognition [28], speech recognition [10, 11], pattern analysis [4], and intrusion detection [24]. However, DNNs are vulnerable to adversarial examples [29, 33], in which a little noise has been added to an original sample. An adversarial example can cause misclassification by the DNN, but humans cannot detect a difference between the adversarial example and the original sample. For instance, if an attacker generates a modified left-turn sign so that it will be incorrectly categorized by a DNN, the autonomous vehicle with the DNN will incorrectly classify the modified sign as pointing to the right, but a person will correctly classify the modified sign as pointing to the left. Because such adversarial examples are serious threats to a DNN, several defenses against adversarial examples are being studied.

There are two main conventional methods of defending against adversarial examples: the classifier modification method [8, 22, 29] and the input data modification method [6, 27]. In these defense methods, a separate adversarial training process or a process for generating a separate module is required to change a classifier or modify input data. In addition, in changing the classifier or the input data, these defense methods may degrade the accuracy on the original samples. However, adversarial examples can be detected using patterns characteristic of the classification scores without the need to change a classifier or modify input data. To generate an adversarial example, the attacker adds a minimum amount of noise to the original sample until it will cause misclassification by the DNN. In the generated adversarial example, the classification score for the recognized wrong class will be slightly higher than the classification score for the original class. This is a specific pattern that is characteristic of classification scores of an adversarial example. In this paper, we propose a defense system for detecting adversarial examples that does not require modifications to the classifier or the input data, making use of this pattern feature of classification scores. The contribution of this paper is as follows.

- We propose a detection method using the classification score patterns characteristic of adversarial examples. The proposed detection method uses the existing classifier; there is no need for a module that changes the classifier or manipulates the input data. We systematically organize the framework and principle of the proposed scheme.
- We analyze the error rates of the proposed method on the original sample and the adversarial example. We also show the trade-off relationship between the adversarial example and the original sample at the threshold by providing an appropriate threshold criterion.
- Through experiments using the MNIST [14] dataset and CIFAR10 [12] dataset, we show the effectiveness of the proposed scheme. In addition, we provide the results of tests on a targeted adversarial example and an untargeted adversarial example to demonstrate the performance of the proposed method. The proposed method can also be used in combination with other detection methods as an ensemble method.

The remainder of this paper is structured as follows. In the next section, background concepts and related work are introduced. In Section 3, the problem definition is given. The proposed scheme is presented in Section 4. The experiment is described and evaluated in Sections 5 and 6. A discussion of the proposed scheme is provided in Section 7. Finally, we present our conclusions in Section 8.
2 Background and related work

The study of adversarial examples was introduced by Szegedy et al. [29] in 2014. The main goal in using an adversarial example is to induce a DNN to make a mistake. This is accomplished by adding a small amount of noise to an original image such that a human cannot tell the difference between the original image and the distorted version.

The basic method for generating adversarial examples is described in Section 2.1. Adversarial examples can be categorized in four ways: by target model information, type of target recognition, distance measure, and method of generation, as described in Sections 2.2, 2.3, 2.4, and 2.5, respectively. Section 2.6 describes methods of defense against adversarial examples.

2.1 Adversarial example generation

The basic architecture used for generating an adversarial example consists of two elements: a target model and a transformer. The transformer takes an original sample, \( x \), and original class, \( y \), as input data. The transformer then creates as output a transformed example \( x^* = x + \delta \), with noise value \( \delta \) added to the original sample \( x \). The transformed example \( x^* \) is given as input to the target model. The target model then provides the transformer with the class probability results for the transformed example. The transformer updates the noise value \( \delta \) in the transformed example \( x^* = x + \delta \) so that the other class probabilities are higher than the original class probabilities while minimizing the distortion distance between \( x^* \) and \( x \).

2.2 Categorization by target model information

 Attacks that generate adversarial examples can be divided into two types according to the amount of information about the target that is required for the attack: white box attacks and black box attacks. It is a white box attack [2, 29] when the attacker has detailed information about the target model (i.e., model architecture, parameters, and class probabilities of the output); hence, attack success rates for white box attacks reach nearly 100%. A black box attack [16, 19] is when the attacker can query the target model but does not have the target model information. In this type, the attacker can obtain only the output for the input value. The method proposed in this paper assumes that the attacker does not have information about the threshold of the detector. It is a limited-knowledge attack in that the attacker knows about the target classifier but does not know the detection threshold in the last layer of the network.

2.3 Categorization by type of target recognition

Depending on the class the target model recognizes from the adversarial example, we can place an adversarial example [2, 20, 31] into one of two categories: a targeted adversarial example or an untargeted adversarial example. The first, the targeted adversarial example, is one that causes the target model to recognize the adversarial image as a particular intended class; it can be expressed mathematically as follows:

Given a target model and an original sample \( x \in X \), the problem can be reduced to an optimization problem that generates a targeted adversarial example \( x^* \):  
\[
x^* : \text{argmin}_{x^*} L(x, x^*) \text{ such that } f(x^*) = y^*,
\]  

(1)
where $L(\cdot)$ is a measure of the distance between original sample $x$ and transformed example $x^*$, $y^*$ is a particular intended class, $\text{argmin}_x F(x)$ is the $x$ value at which the function $F(x)$ becomes minimal, and $f(\cdot)$ is an operation function that provides class results for the input values of the target model.

The untargeted adversarial example, on the other hand, is one that causes the target model to recognize the adversarial image as any class other than the original class; it can be expressed mathematically as follows:

Given a target model and an original sample $x \in X$, the problem can be reduced to an optimization problem that generates an untargeted adversarial example $x^*$:

$$x^* : \text{argmin}_{x^*} L(x, x^*) \text{ such that } f(x^*) \neq y,$$

where $y \in Y$ is the original class.

The untargeted adversarial example has the advantages of less distortion from the original image and a shorter learning time compared to the targeted adversarial example. However, the targeted adversarial example is a more elaborate and powerful attack for controlling the perception of the attacker’s chosen class.

### 2.4 Categorization by distance measure

There are three ways to measure the distortion between the original sample and the adversarial example [2]. The first distance measure, $L_0$, represents the sum of the numbers of all changed pixels:

$$\sum_{i=0}^{n} |x_i - x_i^*|,$$

where $x_i$ is the original $i^{th}$ pixel and $x_i^*$ is the $i^{th}$ pixel in the adversarial example. The second distance measure, $L_2$, represents the standard Euclidean norm, expressed as follows:

$$\sqrt{\sum_{i=0}^{n} (x_i - x_i^*)^2}.$$

The third distance measure, $L_{\infty}$, is the maximum distance value between $x_i$ and $x_i^*$. The smaller the values of these three distance measures, the more similar the example image is to the original sample from a human perspective.

### 2.5 Categorization by method of generation

There are four typical methods for generating adversarial examples. The first method is the fast gradient sign method (FGSM) [8], which finds $x^*$ through $L_{\infty}$:

$$x^* = x + \epsilon \cdot \text{sign}(\nabla loss_F, t(x)),$$

where $F$ is an object function and $t$ is a target class. In each iteration of the FGSM, the gradient is updated by $\epsilon$ from the original $x$, and $x^*$ is found through optimization. This method is simple and demonstrates good performance.
The second method is iterative FGSM (I-FGSM) [13], which is an updated version of FGSM. Instead of the amount $\epsilon$ being changed in every step, a smaller amount, $\alpha$, is updated and eventually clipped by the same $\epsilon$ value:

$$x_i^* = x_{i-1}^* - \text{clip}_\epsilon(\alpha \cdot \text{sign}(\nabla loss_{F,t}(x_{i-1}^*))).$$

(6)

I-FGSM provides better performance than FGSM.

The third is the Deepfool method [18], which is an untargeted attack and uses the $L_2$ distance measure. This method generates an adversarial example more efficiently than FGSM and one that is as close as possible to the original image. To generate an adversarial example, the method constructs a neural network and searches for $x^*$ using the linearization approximation method. However, because the neural network is not completely linear, multiple iterations are needed to find the adversarial example; i.e., the process is more complicated than FGSM’s.

The fourth method is the Carlini attack [2], which is the latest attack method and delivers better performance than FGSM and I-FGSM. This method can achieve a 100% success rate even against the distillation structure [22], which was recently introduced in the literature. The key principle of this method involves the use of a different objective function:

$$D(x, x^*) + c \cdot f(x^*).$$

(7)

Instead of using the conventional objective function $D(x, x^*)$, this method proposes a way to find an appropriate binary $c$ value. In addition, it suggests a method for controlling the attack success rate even at the cost of some increase in distortion by incorporating a confidence value as follows:

$$f(x^*) = \max(Z(x^*)_t) - \max \left\{ Z(x^*)_i : i \neq t \right\} - k,$$

(8)

where $Z(\cdot)$ represents the pre-softmax classification result vector and $t$ is a target class. In this paper, we construct the model by applying the Carlini attack, which is the most powerful of the four methods, and use $L_2$ as the distance measure.

### 2.6 Defense of adversarial example

There are two well-known conventional methods for detecting adversarial examples: the classifier modification method [8, 22, 29] and the input data modification method [6, 27]. The first, the classifier modification method, can be further divided into two techniques: an adversarial training technique [8, 29] and a defensive distillation technique [22]. The adversarial training technique was introduced by Szegedy et al. [29] and Goodfellow et al. [8]; the main strategy of this technique is to impose an additional learning process for adversarial examples. A recent study by Tramèr et al. [30] proposed an ensemble adversarial training technique that uses a number of local models to increase the resistance against adversarial examples. However, the adversarial training technique has a high probability of reducing the classification accuracy of the original sample. The defensive distillation technique, proposed by Papernot et al. [22], resists adversarial example attacks by preventing the gradient descent calculation. To block the attack gradient, this technique uses two neural networks; the output class probability of the classifier is used as the input for the second stage of classifier training. However, this technique also requires a separate structural improvement and is vulnerable to white box attack.

The second conventional method, the input data modification method, can be further divided into three techniques: the filtering module [6, 27], feature squeezing [32], and Magnet techniques [17]. Shen et al. [27] proposed the filtering module technique, which
eliminates adversarial perturbation using generative adversarial nets [7]. This technique preserves classification accuracy for the original sample but requires an additional module process to create a filtering module. Xu et al. [32] proposed the feature squeezing technique, which modifies input samples. In this technique, the depth of each pixel in the image is reduced, and the difference between each pair of corresponding pixels is reduced by spatial smoothing. However, a separate processing procedure is required to alter the input data. Recently, an ensemble technique combining several defense techniques such as Magnet [17] has been introduced. Magnet, proposed by Meng and Chen [17], consists of a detector and a reformer to resist adversarial example attacks. In this technique, the detector detects the adversarial example by measuring distances far away, and the reformer changes the input data to the nearest original sample. However, the Magnet technique is vulnerable to white box attack and requires a separate process to create the detector and reformer modules.

Because they must change a classifier or modify input data, the above defense methods require an additional separate learning process for an adversarial example. Our proposed scheme, by contrast, is a new detection method that does not require an additional learning process but rather uses a pattern characteristic of the classification scores of adversarial examples.

3 Problem definition

The adversarial example is an optimization problem, that of finding a sample that satisfies two conditions that cause misclassification and has minimal distortion. Table 1 shows the classification scores for an adversarial example (“8” → “7”) and for the corresponding original sample (“8”). As seen in the table, the class “8” score for the original sample (14.1) is higher than any other classification score. However, the class “7” score for the adversarial example (8.417) is slightly higher than that for the original class, “8” (8.411). This is because the adversarial example generation process adds minimal noise to the original sample and stops adding noise when the wrong classification score becomes slightly higher than that for the original class.

Figure 1 shows the decision boundary between the adversarial example and the original sample. The decision boundary represents the line within which the model can correctly recognize the classification for the input. For example, in the figure, the original sample $x$ is within the decision boundary, so the original sample $x$ is correctly recognized as the original class. Because adversarial examples $x^\ast$ are outside the decision boundary, however, they are mistakenly recognized as wrong classes. As the generation of an adversarial example is an optimization problem, the adversarial example should be placed in the area where the model will misrecognize it while minimizing the distance from the original sample. Therefore, the adversarial example should be located slightly outside the decision boundary line.

| Description | Original sample (“8”) | Adversarial example (“7”) |
|-------------|------------------------|---------------------------|
| Classification scores | [ 1.11 -0.57 1.92 -2.78 -0.63 ] | [ 0.79 -16.08 -2.53 -1.70 3.16 -2.23 -4.56 14.1 -2.38 ] |

Table 1  Classification scores of an adversarial example: “8” → “7”
Thus, there is a pattern displayed by adversarial examples with regard to their classification scores and the decision boundary, as shown in Table 1 and Fig. 1. The original sample displays a pattern in which the classification score for the original class is higher than that of any other class. However, the adversarial example displays a pattern in which the classification score for the targeted wrong class is slightly higher than the classification score for the original class. Therefore, by comparing the differences between the largest number and the second-largest number in the classification scores, we can tell whether it is the original sample or the adversarial example. In this paper, we propose a detection method that works by analyzing the pattern of classification scores for an adversarial example.

### 4 Proposed methods

As Fig. 2 shows, the proposed method consists of two parts: calculating the classification score of each class for the input data and comparing a threshold with the score differences calculated from the calculated classification scores.

The first step is to calculate the classification scores for the input if the proposed method receives the original sample or the adversarial example as the input value. The classification
score is related to the softmax layer, which is the last layer in the neural network. Most neural networks use the softmax function for the last layer:

$$\text{softmax}(l)_i = \frac{\exp(l_i)}{\sum_{k=0}^{n} \exp(l_k)}$$  \hspace{1cm} (9)

The softmax result is the probability value for the mass function on the classes. The input to the softmax function is the vector \(l\), called logit. Let \(\text{rank}(l, i)\) be the index of the element with the highest \(i^{th}\) rank among all elements in \(l\). Given a logit \(l\) of original sample \(x\), the attacker creates an adversarial example \(x^*\) to satisfy the new logit \(l'\), such as \(\text{rank}(l, 1) \neq \text{rank}(l', 1)\). Let \(g(\cdot)\) be the output of the last layer of the neural network for the input. As the characteristics of \(g(x)\) for the original sample \(x\) and \(g(x^*)\) for the adversarial example \(x^*\) are different, the classification score for each class associated with the softmax layer is calculated according to the input value. If the input value is the original sample \(x\), \(g(x)\) for the original class will be larger than \(g(x)\) for the other classes. However, if the input value is adversarial example \(x^*\), \(g(x^*)\) for the targeted wrong class will be similar to the \(g(x^*)\) value for the original class.

The second step is to calculate the score difference using the classification score for each extracted class and to detect adversarial examples using the threshold. We extract the highest value \(\text{top}_{\max}\) and the second highest value \(\text{sec}_{\max}\) among the classification scores. Then, we compute the classification score difference \(s_d\) from the extracted \(\text{top}_{\max}\) and \(\text{sec}_{\max}\) values:

$$s_d = \text{top}_{\max} - \text{sec}_{\max}.$$  \hspace{1cm} (10)

If the calculated \(s_d\) value is smaller than a threshold \(T\) defined by the defender, it is classified as an adversarial example. If the value is larger than threshold \(T\), it is classified as an original sample. The selection of an appropriate threshold value is described in Section 6 through an experimental method. The procedure for detecting adversarial examples is given in more detail in Algorithm 1.

**Algorithm 1** Adversarial example detection algorithm.

**Input:** test image \(i_{\text{image}}\), threshold \(T\)

**Adversarial example detection:**

1. \(\text{logit}_{\text{array}} \leftarrow g(i_{\text{image}})\)
2. \(\text{top}_{\max} \leftarrow \max(\text{logit}_{\text{array}})\)
3. \(\text{sec}_{\max} \leftarrow \text{sec}_{\max}(\text{logit}_{\text{array}})\)
4. \(s_d \leftarrow \text{top}_{\max} - \text{sec}_{\max}\)
5. If \(s_d \leq T\) then
   - \(\text{flag} \leftarrow 1\)
   - else
     - \(\text{flag} \leftarrow 0\)
6. **return** flag

**5 Experiment setup**

Through experiments, we show that the proposed method can effectively detect adversarial examples. We used the Tensorflow library [1], widely used for machine learning, and a Xeon E5-2609 1.7-GHz server.
5.1 Datasets

MNIST [14] and CIFAR10 [12] were used as experimental datasets. MNIST is a standard dataset with handwritten images from 0 to 9. It consists of 60,000 training data and 10,000 test data. CIFAR10 is composed of color images of 10 classes of objects: plane, car, bird, cat, deer, dog, frog, horse, ship, truck. It consists of 50,000 training data and 10,000 test data.

5.2 Pretraining of classifier

The classifiers pretrained on MNIST and CIFAR10 are common CNNs [15] and VGG19 networks [9]. Their configuration and training parameters are shown in Tables 9, 10, and 11 in the Appendix. In the MNIST test, the pretrained classifier $D$ correctly classified the original MNIST samples with over 99% accuracy. In the CIFAR10 test, the pretrained classifier $D$ correctly classified the original CIFAR10 samples with over 91% accuracy.

5.3 Generation of adversarial example

The demonstration of the performance of the proposed method must take into account the fact that the proposed method assumes that the attacker does not have information about the threshold of the detector. Rather, it is a limited-knowledge attack, in which the attacker knows about the target classifier but does not know the detection threshold in the last layer of the network. Therefore, the adversarial example was created given an attacker that has all the information about the target classifier. The attacker generated the adversarial example using the Carlini method, which is a state-of-the-art method with a 100% attack success rate, using the $L_2$ distortion measure. For MNIST, the number of iterations was 500, the learning rate was 0.1, and the initial value was 0.01. For CIFAR10, the number of iterations was 10,000, the learning rate was 0.01, and the initial value was 0.01. For each dataset, we created 1000 randomly targeted adversarial examples and untargeted adversarial examples, respectively.

6 Experimental results

Experimental input consisted of images from the MNIST and CIFAR10 datasets. For each dataset, we show examples of dataset images for the original sample, the targeted adversarial example, and the untargeted adversarial example. With regard to detection, we analyzed the error rate of the original sample, the detection rate of the targeted adversarial example, and the detection rate of the untargeted adversarial example according to the threshold value. In addition, we analyzed the distortion and classification scores of the generated adversarial examples. By adjusting the threshold, we found the “sweet spot” detection rates and corresponding thresholds.

The experimental results show the error rate for each type of adversarial example as the metric of the detection performance of the proposed scheme. In the experiment, the threshold is the value applied as a judgment criterion: If the classification score difference ($s_{cd}$) is less than threshold, the input is identified as an adversarial example, and if it is greater than the threshold, the input is determined to be an original sample. The error rate is defined as the rate at which the original sample or adversarial example is not detected correctly by the proposed method. For example, if 99 out of 100 adversarial examples are correctly detected,
the error rate is 1%. The distortion is defined as the square root of the sum of each pixel’s difference from the corresponding pixel in the original sample (the $L_2$ distortion). We created an adversarial example using the Carlini method for the pretrained classifier as a white box attack. With regard to thresholds, we found sweet spots through experiments to find the appropriate thresholds for detecting adversarial examples by providing the generated adversarial examples and original samples to the classifier.

6.1 MNIST

This section compares the adversarial examples and original samples in MNIST and shows the distortion of the adversarial examples. The proposed method detects a given adversarial example, which is hard to discern by eye, at a detection rate that varies with the threshold. By adjusting the threshold, we find the detection rate corresponding to the sweet spot for MNIST. In terms of classification scores, we performed a comparative analysis between the original samples and the adversarial examples.

Table 4 shows the distortion of the targeted adversarial examples and untargeted adversarial examples for MNIST and CIFAR10 when the attack success rate was 100%. In a comparison of the datasets, MNIST shows less overall distortion than CIFAR10. In a comparison of the types of adversarial example, the untargeted adversarial example had less distortion than the targeted adversarial example.

Table 2 shows samples of original samples, untargeted adversarial examples, and targeted adversarial examples when the attack success rate was 100% for MNIST. For the table, the target class was selected by adding 1 to the original class, and the targeted adversarial example was generated to be misclassified as the target class chosen by the attacker. On the other hand, untargeted adversarial examples were generated to be misrecognized as any arbitrary class other than the original class. To human perception, however, both the targeted adversarial examples and the untargeted adversarial examples are similar to the original sample.

Figure 3a shows the error rates by threshold value for 1000 samples each of original samples, untargeted adversarial examples, and targeted adversarial examples on MNIST. As seen in the figure, as the threshold increases, the error rate for the original samples increases and the error rates for the targeted adversarial examples and untargeted adversarial examples decrease. In addition, the targeted adversarial examples had lower error rates than the untargeted adversarial examples. The reason is that the targeted adversarial example is a more sophisticated attack than the untargeted adversarial example, and a targeted adversarial example must have more distortion to be misclassified as a targeted class. As the trend is for the $s_d$ value to decrease as the distortion increases, the $s_d$ value for the targeted adversarial examples is less than the $s_d$ value for the untargeted adversarial examples.

Table 5 shows the classification score difference for the original samples, untargeted adversarial examples, and targeted adversarial examples, using 1000 samples each from MNIST and CIFAR10. There is a numerical difference in the classification score differences between the adversarial example and the original sample. The average classification score difference value on MNIST for the original samples is more than 90 times greater than that for the untargeted adversarial examples and for the targeted adversarial examples. In particular, in the case of targeted adversarial examples on MNIST, it can be seen that the classification score difference is nearly 200 times greater than that for the original samples.

Table 6 shows the sweetspot for the untargeted adversarial examples and targeted adversarial examples in Fig. 3. This table show that the proposed method can detect adversarial examples with detection rates: 99.05% and 99.9% for the untargeted and targeted cases.
Table 2  For MNIST, samples of targeted and untargeted adversarial examples when the attack success rate was 100%

| Original class | “0” | “1” | “2” | “3” | “4” | “5” | “6” | “7” | “8” | “9” |
|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Orig.          | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| Wrong class    | “2”  | “4”  | “0”  | “7”  | “7”  | “9”  | “5”  | “3”  | “6”  | “8”  |
| Unt.           | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |
| Target class   | “1”  | “2”  | “3”  | “4”  | “5”  | “6”  | “7”  | “8”  | “9”  | “0”  |
| Tar.           | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] | ![Image] |

These samples are images having the average distortion as given in Table 4: The target class was selected by adding 1 to the original class; Orig. is the original sample; Unt. is the untargeted adversarial example; Tar. is the targeted adversarial example.
in MNIST, respectively, and 94.7% and 95.8% for the untargeted and targeted cases in CIFAR10, respectively. In particular, the proposed method has better performance in case of targeted adversarial example.

6.2 CIFAR10

This section compares the adversarial examples and original samples in CIFAR10 and shows the distortion of the adversarial examples. The proposed method detects a given adversarial example, which is hard to discern by eye, at a detection rate that varies with the threshold. By adjusting the threshold, we find the detection rate corresponding to the sweet spot for CIFAR10. In terms of classification scores, we performed a comparative analysis between the original samples and the adversarial examples.

For CIFAR10 as for MNIST, the targeted adversarial examples were more distorted than the untargeted adversarial examples (Table 4). However, as CIFAR10 is of three-dimensional color images, there is still no difference from the original samples in human recognition, as shown in Table 3.

Table 3 shows samples of original samples, untargeted adversarial examples, and targeted adversarial examples when the attack success rate was 100% for CIFAR10. As with MNIST, to human perception, targeted adversarial examples and untargeted adversarial examples are almost the same as the original samples (Table 4).

Fig. 3 (b) shows the error rates by threshold value for 1000 samples each of original samples, untargeted adversarial examples, and targeted adversarial examples on CIFAR10. As with MNIST, as the threshold increases, the error rate for the original samples increases and the error rates for the targeted adversarial examples and untargeted adversarial examples decrease. As with MNIST again, the error rates of the targeted adversarial examples are lower than the error rates of the untargeted adversarial examples. As seen in the figure, the overall error rates with CIFAR10 are higher than those with MNIST.

Like MNIST, CIFAR10 displays numerical differences in the classification score differences between the adversarial examples and the original samples. As seen in Table 5 for CIFAR10, the mean classification score difference for the original samples is more than five times greater than that for the untargeted adversarial examples and the targeted adversarial examples. In particular, the classification score difference value for targeted adversarial examples is almost 10 times greater than that for original samples.
Table 3  For CIFAR10, samples of targeted and untargeted adversarial examples when the attack success rate was 100%

| Original class | “plane” | “car” | “bird” | “cat” | “deer” | “dog” | “frog” | “horse” |
|----------------|---------|-------|--------|-------|--------|-------|--------|---------|
| Orig.          | ![image](image1) | ![image](image2) | ![image](image3) | ![image](image4) | ![image](image5) | ![image](image6) | ![image](image7) | ![image](image8) |
| Wrong class    | “horse” | “ship” | “plane” | “dog” | “bird” | “frog” | “cat” | “deer” |
| Unt.           | ![image](image9) | ![image](image10) | ![image](image11) | ![image](image12) | ![image](image13) | ![image](image14) | ![image](image15) | ![image](image16) |
| Target class   | “car” | “bird” | “cat” | “deer” | “dog” | “frog” | “horse” | “ship” |
| Tar.           | ![image](image17) | ![image](image18) | ![image](image19) | ![image](image20) | ![image](image21) | ![image](image22) | ![image](image23) | ![image](image24) |

These samples are images having the average distortion as given in Table 4: The target class was selected by adding 1 to the original class; Orig. is the original sample; Unt. is the untargeted adversarial example; Tar. is the targeted adversarial example.
Table 4  Distortion of targeted adversarial example and untargeted adversarial example when the attack success rate is 100%

| Description | MNIST | CIFAR10 |
|-------------|-------|---------|
|             | Untargeted | Targeted | Untargeted | Targeted |
| Mean distortion | 1.03 | 1.94 | 27.41 | 53.42 |
| SD distortion | 0.6 | 0.9 | 26.44 | 32.39 |
| Maximum distortion | 3.35 | 6.127 | 135.62 | 187.85 |
| Minimum distortion | 0.000006 | 0.000006 | 0.004 | 0.004 |

“SD” is standard deviation

7 Discussion

Assumption The proposed method assumes that the attacker does not have information about the threshold of the detector. Rather, it is a limited-knowledge attack: The attacker knows about the target classifier but does not know the detection threshold in the last layer of the network. Under this assumption, the attacker creates an optimized adversarial example with minimal distortion through multiple iterations, which causes misclassification by the target classifier. Therefore, the adversarial example has a high attack success rate for the target classifier, with minimal distortion from the original sample (Table 6).

The proposed scheme requires a classifier that learns on original training data. This scheme has an advantage in that it can easily detect adversarial examples by using the classification score pattern from the last softmax layer of the general classifier. Therefore, the proposed method does not need to learn adversarial examples, use another processing module, or be equipped to perform input data filtering.

Applicability in ensemble methods The proposed method can be used in combination with other detection methods as an ensemble method. For example, an ensemble method is available that detects adversarial examples first by using class result differences caused by modules that can add noise to the input data; after that, secondary detection is performed using the classification score. Because the original sample is less influenced by small amounts of external noise, the class result of the original sample is not affected. In the case of the adversarial example, however, the class result is changed by the addition of a small amount of noise, because it is near the decision boundary of the classifier. As shown in Fig. 4, the first detection method detects an adversarial example by comparing a class result that passes the modulation with a class result that does not pass the modulation. After

Table 5  Classification score difference ($s_d$) for original samples, untargeted adversarial examples, and targeted adversarial examples using 1000 of each

| Description | MNIST | CIFAR10 |
|-------------|-------|---------|
|             | Original | Untargeted | Targeted | Original | Untargeted | Targeted |
| Targeted    |         |          |          |         |          |          |
| Average     | 10.641 | 0.0119 | 0.0068 | 1.623 | 0.131 | 0.082 |
| SD          | 5.937 | 0.0823 | 0.032 | 0.811 | 0.748 | 0.54 |
| Maximum     | 33.529 | 0.99 | 0.99 | 14.23 | 5.621 | 4.941 |
| Minimum     | 0.013 | 0.0000004 | 0.0000003 | 0.0082 | 0.0000007 | 0.0000005 |

“SD” is standard deviation.
Table 6  Sweetspot of targeted adversarial example and untargeted adversarial example in Fig. 3

| Description | MNIST | CIFAR10 |
|-------------|-------|---------|
|             | Untargeted | Targeted | Untargeted | Targeted |
| Threshold   | 0.25 | 0.10 | 0.20 | 0.15 |
| Detection rate (%) | 99.05 | 99.9 | 94.7 | 95.8 |
| Error rate of orig. (%) | 0.9 | 0.5 | 6.0 | 2.5 |

Orig. is the original sample.

the first detection, the secondary detection method can improve performance by detecting the adversarial example using the classification score.

In the experiment for the ensemble method, the modification was from a module that provides noise by random normalization with a noise coefficient of 0.05. We applied the ensemble method on 1000 adversarial examples generated by white box attacks against the pretrained classifier.

To obtain the experimental results, we analyzed the classification score, class result, detection rate, and error rate for the ensemble method on the original sample in MNIST. Table 7 shows the class results and classification scores of an adversarial example ("7" → "4") and original sample ("7") before and after modification. The adversarial example shown in Table 7 was misclassified as 4, but the adversarial example with some noise added was correctly recognized as 7 because of the large change in the score of the original class. On the other hand, the original sample with some noise added was correctly recognized as 7, because the effect of noise on the class score is small. Thus, the first detection detects an adversarial example by using a difference due to random noise that affects a class result.

Table 8 shows the sweet spot for targeted adversarial examples and untargeted adversarial examples when the noise coefficient is 0.05, the threshold for untargeted attacks is 0.25, and the threshold for targeted attacks is 0.10. Experimentally, when the noise coefficient was 0.05, the rate of detection of the adversarial example was high without the error rate of the original sample. As shown in Table 8, the first detection method detects an adversarial example at a detection rate of about 65%. After the first detection method, the secondary detection method detects the adversarial example through the classification scores for the remaining input values. In the case of MNIST, the second detection method showed a 99.5% detection rate for untargeted attacks and a 99.9% detection rate for targeted attacks. Thus, it
Table 7 Comparison on class result and classification scores of an adversarial example: “7” → “4” before and after the modification

| Description                  | Original sample (“7”) | Adversarial example (“4”) |
|------------------------------|-----------------------|---------------------------|
| Classification scores        | [-14.8 -6.24 -0.78 -7.15 10.1] | [-15.4 -6.1 -2.15 -8.12 13.939] |
|                              | -5.06 -12.6 19.6 -1.61 3.33 | -3.4 -10.6 **13.936** -1.28 2.54 |
| Original sample with some noise (“7”) | ![Image](image1.png) | ![Image](image2.png) |
| Classification scores        | [-14.9 -6.33 -0.42 -7.23 9.94] | [-15.6 -5.67 -2.82 -8.27 **13.95**] |
|                              | -5.82 -12.3 **19.2** -0.69 3.23 | -3.11 -10.9 **14.21** -1.61 2.79 |

is demonstrated that the proposed method can be used in combination with other detection methods as an ensemble method.

Detection considerations  Regarding the establishment of the threshold value, we analyze the error rates for original samples, targeted adversarial examples, and untargeted adversarial examples. If the defender needs to keep the error rate for the original samples small, it is necessary to set the threshold as low as 0.05. However, as the error rates for the original samples and for the adversarial examples are in a trade-off relationship with the threshold, it is necessary to set a threshold value appropriate to the situation.

Regarding the type of adversarial example recognition, we analyze the error rates of the proposed method for targeted adversarial examples and untargeted adversarial examples. This analysis provides the information that the detection performance will change according to the type of adversarial example (i.e., targeted or untargeted). Untargeted adversarial examples have a higher error rate than targeted adversarial examples because they have less distortion from the original samples. However, on MNIST and CIFAR10, the detection rate for untargeted adversarial examples could be kept over 98.63% and 89.5%, respectively.

Regarding datasets, the performance with MNIST is better than that with CIFAR10. This is because the accuracy of the classifier for the original sample is high (99%) for MNIST but is relatively low (91%) for CIFAR10. If the accuracy of the classifier is low, the level of detection will be reduced proportionately. Therefore, it is important for the defender to select a classifier that has high accuracy to properly detect adversarial examples.

Regarding ambiguity between two classes (top\text{max} and sec\text{max}), if the difference between the highest value top\text{max} and the second highest value sec\text{max} is ambiguous, the original

Table 8 Sweet spot of targeted adversarial example and untargeted adversarial example when noise coefficient is 0.05, threshold for untargeted attack is 0.25, and threshold for targeted attack is 0.10

| Description                  | 1st detection | 2nd detection |
|------------------------------|---------------|---------------|
|                              | Untargeted    | Targeted      | Untargeted    | Targeted      |
| Detection rate               | 63 %          | 64.5 %        | 99.5%         | 99.9%         |

Springer
sample is likely to be recognized as an adversarial example. However, it is rare for there to be an original sample that has ambiguity between these two classes \((\text{top}_\text{max} \text{ and } \text{sec}_\text{max})\). As shown in Table 5, for MNIST, the average classification score for the original sample was 10.641, and the average classification scores for the untargeted and targeted adversarial examples were 0.0119 and 0.0068, respectively. For CIFAR10, the average classification score for the original sample was 1.623, and the average classification scores for the untargeted and targeted adversarial examples were 0.131 and 0.082, respectively. Therefore, according to this table, an original sample is less likely to be misdetected as an adversarial example, because it is much less likely for an original sample to have ambiguity between the two classes \((\text{top}_\text{max} \text{ and } \text{sec}_\text{max})\) than for an adversarial example to have such an ambiguity.

**Dataset** The error rate of the proposed method differs with the type of dataset. In terms of error rate performance, MNIST is better than CIFAR10. The distortion of the adversarial example also differs with the dataset. This is because of differences in the pixel count and the dimensionality of the datasets. For example, MNIST contains one-dimensional monochrome images, and CIFAR10 contains three-dimensional color images. In terms of the number of pixels, MNIST images each have 784 (1, 28, 28), whereas CIFAR10 images have 3072 (3, 32, 32). Therefore, CIFAR10 images will have more distortion than MNIST images. However, in terms of human perception, because CIFAR10 images are color images, adversarial examples for CIFAR10 are more similar to their original samples than are adversarial examples for MNIST.

**Applications** The proposed scheme can be applied in the field of autonomous vehicles and in military environments. If an attacker maliciously creates an adversarial example on a road sign, the proposed method can detect the adversarial example in advance and take action to warn the driver. The proposed method has the advantage that adversarial examples can be detected with high probability using the existing classifier without requiring a separate device. In addition, the proposed method can be applied as a detection method when an object is identified by a UAV or a drone in a military situation.

**Limitation** If the proposed method assumes a perfect-knowledge attack in which the detector threshold is known, an adversarial example can be generated beyond that threshold. Because the Carlini method [2] increases the confidence value when the attacker has all the information about the detection method, the attack success rate can be increased by adding more distortion in the range above the threshold. As mentioned by Carlini and Wagner [3], the Carlini method, which outperforms FGSM [8] and the JSMA [21] method, has a nearly 100% success rate in white box attacks, in which all the detector information is known. However, if the confidence value in the Carlini method increases to exceed the threshold, greater distortion occurs, and an adversarial example with substantial distortion can be detected by human perception, reconstruction error, and probability divergence methods.

In addition, in the case of an untargeted attack, the attacker can generate an untargeted adversarial example having a classification from the wrong class with high confidence. However, if the confidence value for a wrong class in the untargeted adversarial example increases, greater distortion occurs, and an adversarial example with substantial distortion can be detected by human perception, reconstruction error, and probability divergence methods.

**8 Conclusion**

The scheme proposed in this paper is a defense system that detects adversarial examples using an existing classifier. The proposed method is designed to detect adversarial examples using patterns characteristic of adversarial examples without needing to learn adversarial examples, use other processing modules, or be equipped to perform input data filtering. The
method detects adversarial examples while maintaining the accuracy of the original samples and without modifying the classifier. The proposed method was tested with MNIST and CIFAR10 for both untargeted adversarial examples and targeted adversarial examples and was analyzed with respect to error rates and threshold values. The experimental results show that the proposed method can detect adversarial examples with detection rates: 99.05% and 99.9% for the untargeted and targeted cases in MNIST, respectively, and 94.7% and 95.8% for the untargeted and targeted cases in CIFAR10, respectively.

Future work will extend the method to other image datasets such as ImageNet [5] and to the face domain [25]. In terms of datasets, the proposed method can be extended to face domains such as VGG-Face [23] or to ImageNet, which has 1000 image classes. Another challenge will be to design a detection method based on correlations among various classifiers. For this, we can investigate detection methods that improve performance by combining multiple softmax thresholds on multiple classifiers instead of using a single classifier.
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Appendix

Table 9 Target classifier architecture for MNIST

| Layer type                  | MNIST shape |
|-----------------------------|-------------|
| Convolution+ReLU            | [3, 3, 32]  |
| Convolution+ReLU            | [3, 3, 32]  |
| Max pooling                 | [2, 2]      |
| Convolution+ReLU            | [3, 3, 64]  |
| Convolution+ReLU            | [3, 3, 64]  |
| Max pooling                 | [2, 2]      |
| Fully connected+ReLU        | [200]       |
| Fully connected+ReLU        | [200]       |
| Softmax                     | [10]        |

Table 10 Target classifier architecture [9] for CIFAR10

| Layer type                  | CIFAR10 shape |
|-----------------------------|---------------|
| Convolution+ReLU            | [3, 3, 64]    |
| Convolution+ReLU            | [3, 3, 64]    |
| Max pooling                 | [2, 2]        |
| Convolution+ReLU            | [3, 3, 128]   |
| Convolution+ReLU            | [3, 3, 128]   |
| Max pooling                 | [2, 2]        |
| Convolution+ReLU            | [3, 3, 256]   |
| Convolution+ReLU            | [3, 3, 256]   |
| Convolution+ReLU            | [3, 3, 256]   |
| Convolution+ReLU            | [3, 3, 256]   |
| Layer type          | CIFAR10 shape |
|--------------------|---------------|
| Max pooling        | [2, 2]        |
| Convolution+ReLU   | [3, 3, 512]   |
| Convolution+ReLU   | [3, 3, 512]   |
| Convolution+ReLU   | [3, 3, 512]   |
| Convolution+ReLU   | [3, 3, 512]   |
| Max pooling        | [2, 2]        |
| Convolution+ReLU   | [3, 3, 512]   |
| Convolution+ReLU   | [3, 3, 512]   |
| Convolution+ReLU   | [3, 3, 512]   |
| Max pooling        | [2, 2]        |
| Fully connected+ReLU | [4096]       |
| Fully connected+ReLU | [4096]       |
| Softmax            | [10]          |

| Parameter          | MNIST classifier | CIFAR10 classifier |
|--------------------|------------------|--------------------|
| Learning rate      | 0.1              | 0.1                |
| Momentum           | 0.9              | 0.9                |
| Delay rate         | -                | 10 (decay 0.0001)  |
| Dropout            | 0.5              | 0.5                |
| Batch size         | 128              | 128                |
| Epochs             | 50               | 200                |
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