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ABSTRACT Polychromatic source X-ray fluorescence computed tomography (XFCT) is a novel imaging method, which is applied for the diagnosis and treatment studies of early stage cancer. In this paper, we propose a fast multi-pinhole L-shell XFCT imaging system to reduce the scan time and radiation dose, which has potential in detecting lower concentration of contrast agents (gold nanoparticles, GNPs). Two kinds of phantoms – the concentration-phantom 1 and the size-phantom 2 are designed to verify imaging performance for low-concentration and small-size ROI. The scanning processes are simulated by Geant4, and images are reconstructed by Optimized EM-TV algorithm. It is concluded that this imaging system is more sensitive in detecting low concentration GNPs than K-shell imaging system. Simulation experiments show the reconstructed images can achieve the highest CNR both for phantom 1 and phantom 2 with iterating 10 times. The detection limit can reach 0.16\% when pinhole radius is 0.08mm.

INDEX TERMS L-shell XFCT, multi-pinhole collimator, CNR, low-concentration, small-size ROI.

I. INTRODUCTION X-ray fluorescence computed tomography (XFCT) is a novel way to detect early stage cancer, combined X-ray computed tomography (X-CT) with X-ray fluorescence analysis (XRF) [1]–[3]. Grodzins L et al. first proposed XFCT [4] in 1983. Then in 1996, Takeda et al. introduced the principle of XFCT in detail and measured the distribution of iodine in mice with a synchrotron radiation source [5]. Therefore, the previous experiments were all based on synchrotron radiation source. In recent years, they have turned to conventional X-ray tube source. For example, Cong et al. successfully reconstructed the concentration of GNPs from 0.2\% to 0.5\% by using fan beam X-ray tube source and parallel single-hole collimation [6]. Deng et al. used conventional X-ray tube source detected the distribution of GNPs in mouse kidney [7].

However, the bremsstrahlung of X-ray tube source makes the radiation dose relatively large, and most of the current studies are based on K-shell XFCT, which has low detection sensitivity. The imaging sensitivity of the L-shell is 6 times greater than that of K-shell theoretically [8], [9]. Therefore, it is necessary to expand the research on L-shell XFCT to detect lower concentration and decrease radiation dose.

Due to the high sensitivity of L-shell XFCT, it is possible to detect lower-concentration elements; and the incident X-ray energy that excites the L-shell is lower than that of the K-shell. Therefore, the research on L-shell XFCT is significant to low-concentration and low-dose imaging.

This paper proposes a non-rotating multi-pinhole collimated XFCT system that uses fan beam to scan only once, which greatly reduces the scanning time and radiation dose. The system performance is verified by Geant4 software, and it is concluded that this system can effectively detect different concentrations and size ROIs. Compared with the K-shell, for lower concentrations, the reconstructed images quality of the L-shell is better than that of K-shell. At the same time, changing the radius of the collimated holes to optimize the system, it is concluded that 0.1mm is better than 0.08mm for high concentrations; and 0.08mm is better for low concentrations. The minimum concentration of GNPs can be distinguished is less than 0.1\% for this system. In the rest of this paper, the proposed method is described in Section II. The experiments and the results are presented in Section III. We conclude this paper in Section IV.
II. METHOD

In this study, we designed two phantoms to verify the system’s performance for L-shell fluorescence detection and XFCT images reconstruction. Phantom 1 is to explore the relationship between the concentration of GNP samples and reconstructed images, especially for low concentration. Phantom 2 is to explore the relationship between the size of ROIs and the images quality, especially for the small radius. We also set three kinds of pinhole collimators with different size (0.8mm, 1mm, 1.5mm) to illustrate the influence of pinhole size on contrast to noise ratio (CNR). The scanning and detecting process are simulated by Geant4 and images are reconstructed by Optimized EM-TV algorithm [10].

A. XFCT IMAGING THEORY

XFCT can be seen as a stimulated emission tomography, in which a sample is irradiated with X-rays more energetic than the K-shell energy of the target elements of interest. This will produce fluorescence X-rays isotropically emitted from the sample, and the characteristic X-ray can be externally detected for the image reconstruction [9].

We established a coordinate system x-y and a rotating coordinate system s-t (Fig.1). The relationship between s-t and x-y is as follows:

\[ s = x \cos \alpha + y \sin \alpha \]
\[ t = -x \sin \alpha + y \cos \alpha \]  \hspace{1cm} (1)

The process of incident X-rays with an initial intensity of \( I_0 \) is divided into three steps: the attenuation process of incident X-rays from P to Q; fluorescence is excited at point Q; fluorescent X-rays reach the detector after attenuation [2], [5]. Then the total flux rate, \( I \), of the fluorescent X-ray reaching the detector is:

\[ I = \int_{\infty}^{+\infty} f(\alpha, s, t)g(\alpha, s, t)d(s, t)dt \]  \hspace{1cm} (2)

where the \( f(\alpha, s, t) \) and \( g(\alpha, s, t) \) are shown as follows:

\[ f(\alpha, s, t) = 10 \exp[-\int_{-\infty}^{s} \mu^f(s, t')ds'] \]  \hspace{1cm} (3)

\[ g(\alpha, s, t) = \mu_{ph} \omega \int_{-\infty}^{+\infty} \mu^F \int_{-\infty}^{+\infty} \mu^F \times (s - b \sin \gamma, s + b \cos \gamma)dbd\gamma \]  \hspace{1cm} (4)

Note that the term \( f(\alpha, s, t) \) represents the process of incident X-ray reaching point Q, the term \( g(\alpha, s, t) \) represents the process of fluorescent X-ray radiated from point Q reaching the detector. \( \alpha \) and \( s \) variables denote the angle and the translational offset of the incident X-ray, respectively. \( \mu_{ph} \) is photoelectric linear attenuation coefficient of GNP s. \( \omega \) is the angle at point Q viewed by detector. \( \gamma \) is the angle between fluorescent X-ray and \( t' \) axis, \( \gamma^m \) means the minimum angle, \( \gamma^M \) means the maximum angle.

Therefore, (2) is the function of fluorescent intensity and contrast agent distribution \( d(s, t) \). The reconstruction defined as an inverse problem in estimating \( d(s, t) \) from the known linear attenuation of incident X-ray \( \mu^I \), and fluorescent X-ray \( \mu^F \) and the detected \( I \).

B. RECONSTRUCTION ALGORITHM

In this study, we used the Optimized EM-TV algorithm, which considered the influence of Compton scattering and apply the weighted total variation (TV) norm as the penalty function, which obtained images with lower background noise [10]–[13].

\[ I^{SCA} = \int \int_D I_0 \exp(-\int_{-\infty}^{Q} \mu^I(s, t)ds) d(s, t) \mu_{co} \]
\[ \times f_{KN}(E, \theta^{SCA}) \int_{Q}^{R} \exp(\int_{Q}^{R} \mu^F(s, t)db)dydt \]  \hspace{1cm} (5)

where \( \theta^{SCA} \) is scattering angle; \( \mu_{co} \) is Compton scattering cross-section; \( f_{KN} \) is the Klein-Nishina formula:

\[ f_{KN}(E, \theta) = \pi r_0^2 \sin \theta \frac{1 + \cos^2 \theta}{[1 + \alpha(1 - \cos \theta)]^2} \times (1 + \frac{\alpha(1 - \cos \theta)^2}{(1 + \cos^2 \theta)[1 + \alpha(1 - \cos \theta)]}) \]  \hspace{1cm} (6)

where \( r_0 \) is classical electron radius, \( \alpha = E/(m_0c^2) \).

\[ d_j^{k+1} = \frac{\sum_{i=1}^{m} h_{ij}^{(XRF)}}{\sum_{i=1}^{m} h_{ij}^{(XRF)}} \sum_{i=1}^{m} h_{ij}^{(XRF)} \]
\[ \times \int_{Q}^{R} \frac{I^{SCA}}{\sum_{j=1}^{n} h_{ij}^{(XRF)}} S_j^{k+1} \]  \hspace{1cm} (7)

where

\[ I_i^{(ALL)} = I_i^{(XRF)} + I_i^{(SCA)} \]  \hspace{1cm} (8)

\[ S_j^{k+1} = \frac{\sum_{i=1}^{m} h_{ij}^{(SCA)}}{\sum_{j=1}^{n} h_{ij}^{(SCA)}} \sum_{i=1}^{m} h_{ij}^{(SCA)} S_j^{k+1} \]  \hspace{1cm} (9)

Note that \( I_i^{(XRF)} \), \( I_i^{(SCA)} \) is the fluorescent projection and scattering noise projection respectively; \( d_j^{k}, S_j^{k} \) means estimated value of concentration and noise of \( j^{th} \) pixel after the \( k^{th} \) iteration; \( h_{ij}^{(XRF)} \), \( h_{ij}^{(SCA)} \) means fluorescent projection matrix and the scattering projection matrix.

In reality, the stability and robustness of the algorithm will decrease as the iterations is too large [14]. According to prior
knowledge, the acceleration factor is introduced to improve the convergence of the algorithm.

\[ d^k_j = d^k_j - \alpha \omega \nu \]

(10)

Where \( \alpha \) is the gradient descent relaxation factor, \( \omega \) is the gradient descent scale parameter, and \( \nu \) is the gradient descent direction, which is approximately the partial derivative of the total variation of the image:

\[
\frac{\partial \|d\|_{TV}}{\partial d_{i,j}} = \frac{(d_{i,j} - d_{i-1,j}) + (d_{i,j} - d_{i,j-1})}{\sqrt{\epsilon + (d_{i,j} - d_{i-1,j})^2 + (d_{i,j} - d_{i,j-1})^2}} - \frac{(d_{i+1,j} - d_{i,j})}{\sqrt{\epsilon + (d_{i+1,j} - d_{i,j})^2 + (d_{i+1,j} - d_{i+1,j+1})^2}} - \frac{(d_{i+1,j} - d_{i,j})}{\sqrt{\epsilon + (d_{i+1,j} - d_{i,j})^2 + (d_{i+1,j} - d_{i+1,j-1})^2}}
\]

(11)

where \( \epsilon \) is a positive number for fidelity and preventing the denominator from being 0. Normally \( \epsilon \) is an empirical parameter, which is set to a very small number. Here we set \( \epsilon = 10^{-8} \).

C. IMAGE QUALITY EVALUATION

Here we use the contrast to noise ratio (CNR) [15] as an objective criteria, which is defined as follows:

\[ \text{CNR} = \frac{|\Psi_A - \Psi_B|}{\sigma_{bk}} \]

(12)

where \( \Psi_A \) represents the average value of pixels in ROIs, \( \Psi_B \) represents the average value of background pixels, and \( \sigma_{bk} \) represents the standard deviation of the pixel values of the background area.

D. MONTE CARLO SIMULATION

In this study, we proposed a novel L-shell XFCT system, which includes X-ray source, a phantom, two sets of multi-pinhole collimators and two sets of detectors, as shown in Fig.2(a). Two sets of detectors are to obtain projections under double incident photons, thereby reducing the radiation dose. The distance between the X-ray source and the center of the sample is 15cm(AO), the distance between the collimator and the sample is 5cm(B1O, B2O), and the distance between the detector and the collimator is also 5cm(B1C1, B2C2). The detector consists of 55 × 185 detector crystals made of CdTe, the energy resolution is 0.5keV, the crystal size is 0.3mm × 0.3 mm, and the center distance of the detection crystal is 0.5mm. The multi-pinhole collimator is made of Pb with a thickness of 5mm. There are three pinholes with a radius of 1mm for a set of multi-pinhole collimator. The pinhole is formed by superimposing two cones with a bottom angle of 55°, as shown in Fig.2(b). To avoid overlapping...
projections on the detectors, the vertical distance between the holes is 1.5cm. The system is placed in the air.

E. PHANTOM
For \textit{in vivo} imaging, the concentration of the aggregated target material is limited, and the concentration of the corresponding contrast agent (GNPs) is also very low [16]. Therefore, it is necessary to explore the relationship between the concentration and images quality, and the size of the ROIs (Regions of interest) and the images quality. Therefore, this paper designs phantom 1-1(high-concentration phantom): a small cylinder filled with GNP, with a radius of 1.5mm, and the concentration is 0.2%, 0.4%, 0.6%, 0.8%, 1.0%, 1.2%; when improving the experiment later, we reset the concentration as phantom 1-2: 0.1%, 0.12%, 0.14%, 0.16%, 0.18%, 2.0%; phantom 2: GNP concentration is 0.4%, the ROI radius is 0.75mm, 1mm, 1.25mm, 1.5mm, 1.75mm, 2mm, 2.25mm. Radius of Phantom 1 and phantom 2 are 2.5cm. The pictorial illustration of phantom 1 and phantom 2 are shown in Fig.3.

III. RESULTS
In this experiment, we simulated the energy distribution of X-ray tube source(tube voltage = 62 keV) in SpekCalc [17], and the X-ray fluorescent spectrum is shown in Fig.4. The L-edge energy of GNP are 9.711 keV(L$_{\alpha_1}$) and 9.625 keV(L$_{\alpha_2}$). Here we used 9.693keV in this experiment.
for the limited energy resolution of detectors. For phantom 1 and phantom 2, the incident X-ray photons are 80 million and 40 million respectively, the effective photons can excite GNPcs to produce fluorescence are 72.1 million and 36.05 million respectively. The effective particle ratio is as high as 0.9013, which is much higher than K-shell XFCT [18].

The reconstructed images of phantom 1-1 using the Optimized EM-TV algorithm when the incident X-ray particles are 80 billion are shown in Fig.5: (a)-(c) are the reconstructed images with 1, 5, and 10 iterations, respectively. For 1 iteration image, it is blurred and six ROIs cannot be separated; for 5 iterations image, the ROIs are separated well, uniformity is better, but the boundary between ROI and background is not obvious, especially the ROI with concentration of 0.2%; for 10 iterations image, the boundary is the most obvious and has the best uniformity. To explore the best iterations, we used CNR to estimate every image. Fig.6 shows the CNR of phantom 1-1 under different iterations, which shows that CNR is the largest when iterations equal to 10. Therefore, we reconstruct XFCT images with Optimized EM-TV algorithm and set the iteration parameters equal to 10 (Reconstruction time is 105.043849s, Windows 10, 16GB RAM, AMD Ryzen7 2700X Eight-Core Processor (3.7 GHz), Matlab 2016b).

Fig.7 are the reconstructed images of the phantom 2 when the incident X-ray particles are 40 billion with iterating 10 times. It indicates that when the radius of ROI is 1mm-1.75mm, the boundary of the ROI area is clear; when the radius is 2mm and 2.25mm, the internal attenuation is large and the boundary is blurred. Using CNR for evaluation, according to Rose criterion: ROIs with CNR $\geq 4$ can be distinguished from the background [13], [19]. As shown in Fig.8, this system has larger CNR when the ROI is smaller, which proves that the system is effective in detecting small object. The above results show that the proposed system can effectively detect ROI with small size and low concentration. Compared with K-shell image under the same condition,
In order to further optimize this system, the radius of the collimated hole is changed for comparison experiments. Fig.11(a)-(c) are the reconstructed images of phantom 1-1 when the pinhole’s radius is 0.08mm, 0.1mm, and 0.15mm: at 0.15mm, the ROIs are completely indistinguishable, and the image is extremely blurred; at 0.1mm, the ROIs are separated well, but the uniformity is poor; at 0.08mm, the ROIs are completely separated and have the superior uniformity. Fig.11(d) shows the CNR with 3 kinds of radius. From the Fig.11(d), it can be seen that the radius 0.08mm achieves the highest CNR at low concentrations; at high concentrations, the images quality is best when the radius is 1mm. Fig.12 is the reconstructed image of low-concentration phantom 1-2 with radius 0.08mm. The detected minimum concentration can reach 0.1%, and all of CNR values with radius 0.08mm are higher than those with radius 0.1mm. Therefore, when detecting low-concentration phantoms, the collimated hole radius 0.08mm is a good candidate.

IV. CONCLUSION

In this study, we proposed a fast scanning L-shell XFCT imaging system with 3-pinholes collimator. No translation and rotation are needed during scanning process can reduce its time-consumption and radiation dose. Using Geant4 software to simulate scanning two phantoms proves the feasibility of this system for small-size ROI and low-concentration detection. For phantom 1, the reconstructed image can get the highest CNR and the best image quality when iteration is 10. Compared with K-shell imaging, the image quality of L-shell imaging is better than K-shell in detecting low GNPs concentrations, and the lowest concentration can be detected is 0.16%. In order to further optimize this system, we reset collimating holes’ radius to 0.15mm, 0.1mm and 0.08mm, respectively. It’s concluded that radius = 0.1mm is a good choice for high concentration experiment(>0.6%), radius = 0.08mm can get the best image quality and the lowest detection limit for low concentration experiment(<0.4%).

In summary, this simulation verified the effectiveness of the proposed XFCT imaging system in detecting small-size ROI and low-concentration GNPs. Furthermore, scanning only once will greatly reduce the radiation dose and exposure time, making this system possible for in vivo imaging.
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