Abstract—This paper analyzed and compared the forecast effect of three machine learning algorithms (multiple linear regression, random forest and LSTM network) in stock price forecast using the closing price data of NASDAQ ETF and data of statistical factors. The test results show that the prediction effect of the closing price data is better than that of statistical factors, but the difference is not significant. Multiple linear regression is most suitable for stock price forecast. The second is random forest, which is prone to overfitting. The forecast effect of LSTM network is the worst and the values of RMSE and MAPE were the highest. The forecast effect of future stock price using closing price of NASDAQ ETF is better than that using statistical factors, but the difference is not significant.

1 Introduction

Machine learning [1] is the general term for a class of algorithms that attempt to extract hidden information from historical data and solve the problems of prediction or classification. At present, the research of machine learning in stock prediction mainly focus on two key aspects. One is that researchers improved the original algorithm and try to prove that the prediction effect of the improved algorithm is better than that of original algorithm for the future stock price [2,3]. The other is researchers analyze and verify which algorithm is the most suitable for the forecast of future stock price based on compassion of several machine learning algorithms [4,5,6,7,8,9]. The most commonly used algorithms in the stock prediction are neural network algorithms that include multiple linear regression [10] and Long Short Term Memory [11], support vector machines [12] and random forest [13;14]. The remaining algorithms [15] are usually used as complementary algorithms to improve and optimize the above algorithms.

2 Machine Learning Algorithms

2.1 Multiple Linear Regression

Multiple linear regression is also an algorithm that aims to calculate the parameters \((w,b)\). The specific steps are as follows. Firstly, we need to design a multiple linear regression mode, \(\hat{Y} = w^TX + b\); Secondly, we will construct the objective function, \(Obj(w,b) = \arg\min_{w,b} C(Y,\hat{Y}) = \arg\min_{w,b} \sum(Y_i - \hat{Y}_i)^2\), using the least squares method; Finally, the gradient descent method is used to train the objective function and the parameters of model \((w,b)\) are obtained. Once the model is trained, it can be used to make relevant predictions.

2.2 Random Forest

Random forest algorithm can solve the classification and regression problems. In general, the Random Forest uses the Bootstrapping algorithm to construct \(N\) training sets from the sample data. It trains the sample data by the individual classification algorithm to obtain \(N\) individual classifiers. If we want to solve the classification problems, the final classification result is voted on by the \(N\) individual classifiers. If we want to solve the regression problems, the final classification result is the mean value of outputs of the \(N\) individual classifiers. The random uniform sampling is used in the Random Forest algorithm. The weights of individual classifier are equals and each individual classifier can be generated in parallel. We choose Classification And Regression Tree (CART) as the algorithm of individual classifier in this paper.

2.3 LSTM

LSTM (Long Short Term Memory) is a type of recurrent neural network (RNN) that can solve the problem of long-term dependencies and can apply the previous information to the current task.

1) The related concepts of LSTM

   1) The cell state value \(C_t\); \(C_t\) is the \(i\)-th cell state value. The process from state \(C_t\) to state \(C_{t+1}\) is called the \((i+1)\)-th process.

   2) The output of function \(\sigma\) is a vector. Each element of \(\sigma\) is a number between 0 and 1. \(\sigma\) represent the weight
that can decide the retained number of input information. 0 means "Don’t let any information pass" and 1 means "Let all information pass".

3) The output of function tanh is a vector. Each element of tanh is a number between -1 and 1. However, tanh is different from σ. It maps the value of the input information to the value between -1 and 1. It just change the form of input information and remain the property of input information.

(2) The mathematical expression of LSTM
Firstly, the four variables that are \( f_t \), \( i_t \), \( out_t \) and \( \tilde{C}_t \) are calculated in LSTM network.

1) \( f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \), where \( h_{t-1} \) represents the output of the \((t-1)-th\) process, \( x_t \) represents the input of the \( t-th \) process. \( W_f \) and \( b_f \) represent the weight and bias.

2) \( i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \), where \( h_{t-1} \) represents the output of the \((t-1)-th\) process, \( x_t \) represents the input of the \( t-th \) process. \( W_i \) and \( b_i \) represent the weight and bias.

3) \( out_t = \sigma(W_{out} \cdot [h_{t-1}, x_t] + b_{out}) \), where \( h_{t-1} \) represents the output of the \((t-1)-th\) process, \( x_t \) represents the input of the \( t-th \) process. \( W_{out} \) and \( b_{out} \) represent the weight and bias.

4) \( \tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \), where \( h_{t-1} \) represents the output of the \((t-1)-th\) process, \( x_t \) represents the input of the \( t-th \) process. \( W_c \) and \( b_c \) represent the weight and bias.

Secondly, the cell state value \( C_t \) are calculated.

\[ C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t \], where \( f_t \) represent the weight of \( C_{t-1} \) and \( i_t \) represent the weight of \( \tilde{C}_t \).

Finally, the mathematical expression of LSTM network can be obtained.

The mathematical expression of LSTM network is: \( h_t = out_t \cdot \tanh(C_t) \). \( h_t \) represents the output of the \( t-th \) process, \( out_t \) is the weight and can decide the remained number of \( C_t \).

3 Data description

3.1 Standardized method of input data

In this paper, we used “Z-score” statistical method to transform the original data \( X = [x_1, x_2, \ldots, x_n] \). This formula can be expressed as: \( Y = \frac{X - \bar{X}}{S} \), where, \( \bar{X} = \frac{1}{n} \sum_{i=1}^{n} x_i \), \( S = \sqrt{\frac{1}{n-1} \sum_{i=2}^{n} (x_i - \bar{X})^2} \), the mean value of \( Y \) is 0 and the variance value of \( Y \) is 1.

3.2 The types of input data

There are two types of input data in this paper, which are as follows.

Firstly, the first type of is the standardized data of the closing price of NASDAQ ETF. This type of data can be described as: \( D_{first} = (X_{first}, Y_{first}) \), \( X_{first} = \{X_i, \cdots, X_{i-n}\}, X_i \) represents the input data of the \( i-th \) day, \( X_{i-n} \) represents the closing price of the \((i-n) - th\) day, \( n = 10 \). \( Y_{first} = [Y_1, \cdots, Y_{i-n}] \), where \( Y_i \) represents the output value of the \( i-th \) day. The total number of data is 776. The time period of data is from June 1, 2016 to June 28, 2019. The number of training data accounted for 80 percent of total number. The number is 620. The time period of training data is from June 1, 2016 to November 12, 2018. The test data is divided into in-sample data and out-of-sample data. The in-sample data is selected randomly from training data, it accounted for 50 percent of total number. The time period of out-of-sample data is from November 13, 2018 to June 28, 2019 and the number of out-of-sample data is 156.

Secondly, the second type of data is the standardized data of statistical factors that can be constructed by closing price, opening price, maximum price, minimum price and trading volume data of NASDAQ ETF. This type of data can be described as: \( D_{second} = (X_{second}, Y_{second}) \), \( X_{second} = [X_1, \cdots, X_{i-n}], \) where \( X_i = [X_{i1}, X_{i2}, \cdots, X_{ip} \cdots X_{in}], X_i \) represents the input data of the \( i-th \) day. \( X_{in} \) represents statistical factors of the \( \{j-th\) statistic factor in the \( i-th\) day, \( n = 55 \). \( Y_{second} = [Y_1, \cdots, Y_{i-n}, \cdots, Y_i], Y_i \) represents the output value of the \( i-th \) day. The total number of data of statistical factor is 20075. The time period of data is from January 17, 2018 to June 28, 2019. The number of training data accounted for 80% of total number. The number is 16,115. The time period of training data is from January 17, 2018 to March 18, 2019. The test data is divided into in-sample data and out-of-sample data. The in-sample data is selected randomly from training data, it accounted for 20 percent of total number. The out-of-sample data is the remained data that means the training data are removed form total data, it accounted for 20 percent of total number. The time period of out-of-sample data is from March 19, 2019 to June 28, 2019 and the number of out-of-sample data is 3960.

4 Comparison of forecasting algorithms

4.1 Training model

Through training three classifiers (Multiple linear regression, LSTM networks, Random Forest) respectively by the training set \( D_{train} \), we can obtain the stable parameters of three models. The detailed steps are as follows.

Firstly, we process the original training data \( X_{train} \) by the classifier, and obtain the prediction value \( \hat{Y}_{train} \).

Secondly, we compare the prediction value \( \hat{Y}_{train} \) with the label value \( Y_{train} \) and update the parameters through repetitive iteration.
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4.2 Assessment model

We use the two evaluation indicators that are RMSE and MAPE to analyze the forecast effect of the three algorithms and determine which algorithm has the better forecast effect. The construction methods of the two indicators are as follows:

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (t_i - p_i)^2} \]

\[ \text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{t_i - p_i}{t_i} \right| \]

Where, \( p_i \) represents the predicted value of the \( i - th \) day, and \( t_i \) represents the true value of the \( i - th \) day. For these two indicators, the lower the value, the better the prediction effect of the model.

5 Forecasting result based on closing price of NASDAQ ETF

5.1 Forecasting result of the test within the samples

| Forecasting result (The test within the samples) | RMSE | MAPE |
|-------------------------------------------------|------|------|
| Multiple Linear Regression                      | 0.051| 0.387|
| Random Forest                                   | 0.036| 0.144|
| LSTM networks                                   | 1.420| 2.585|

When we forecast the stock price using closing price data of NASDAQ ETF within the samples, the result shows that the RMSE of multiple linear regression is 0.051 and the MAPE of multiple linear regression is 0.387. The RMSE of random forest is 0.036 and the MAPE of random forest is 0.144. The RMSE of LSTM networks is 1.420 and the MAPE of LSTM networks is 2.585. Therefore, we can see that random forest get the best forecast effect, the values of RMSE and MAPE are the lowest. LSTM networks achieve the worst forecast effect, the values of RMSE and MAPE are the highest. The forecast effect of multiple linear regression is between random forest and LSTM networks, the values of RMSE and MAPE are close to the random forest.

5.2 Forecasting result of the test outside the samples

| Forecasting result (The test outside the samples) | RMSE | MAPE |
|-------------------------------------------------|------|------|
| Multiple Linear Regression                      | 0.236| 0.423|
| Random Forest                                   | 0.283| 0.561|
| LSTM networks                                   | 1.399| 3.215|

When we forecast the stock price using the data of statistical factors within the samples, the result shows that the RMSE of multiple linear regression is 0.095 and the MAPE of multiple linear regression is 0.735. The RMSE of random forest is 0.043 and the MAPE of random forest is 0.212. The RMSE of LSTM networks is 1.199 and the MAPE of LSTM networks is 5.256. Therefore, we can see that random forest get the best forecast effect, the values of RMSE and MAPE are the lowest. LSTM networks achieve the worst forecast effect, the values of RMSE and MAPE are the highest. The forecast effect of multiple linear regression is between random forest and LSTM networks, the values of RMSE and MAPE are close to the random forest.

6 Forecasting result based on the data of statistical factors

6.1 Forecasting result of the test within the samples

| Forecasting result (The test within the samples) | RMSE | MAPE |
|-------------------------------------------------|------|------|
| Multiple Linear Regression                      | 0.095| 0.735|
| Random Forest                                   | 0.043| 0.212|
| LSTM networks                                   | 1.199| 5.256|

When we forecast the stock price using the data statistical factors within the samples, the result shows that the RMSE of multiple linear regression is 0.236 and the MAPE of multiple linear regression is 0.423. The RMSE of random forest is 0.283 and the MAPE of random forest is 0.561. The RMSE of LSTM networks is 1.399 and the MAPE of LSTM networks is 3.215. Therefore, we can see that multiple linear regression get the best forecast effect, the values of RMSE and MAPE are the lowest. LSTM networks achieve the worst forecast effect, the values of RMSE and MAPE are the highest. The forecast effect of random forest is between multiple linear regression and LSTM networks, the values of RMSE and MAPE are close to multiple linear regression.
6.2 Forecasting result of the test outside the samples

| Forecasting result (The test outside the samples) | RMSE   | MAPE  |
|--------------------------------------------------|--------|-------|
| Multiple Linear Regression                       | 0.259  | 0.169 |
| Random Forest                                     | 0.362  | 0.309 |
| LSTM networks                                     | 1.126  | 5.241 |

When we forecast the stock price using the data of statistical factors outside the samples, the results show that the RMSE of multiple linear regression is 0.259 and the MAPE of multiple linear regression is 0.169. The RMSE of random forest is 0.362 and the MAPE of random forest is 0.309. The RMSE of LSTM networks is 1.126 and the MAPE of LSTM networks is 5.241. Therefore, we can see that multiple linear regression get the best forecast effect, the values of RMSE and MAPE are the lowest. LSTM networks achieve the worst forecast effect, the values of RMSE and MAPE are the highest. The forecast effect of random forest is between multiple linear regression and LSTM networks, the values of RMSE and MAPE are close to multiple linear regression.

7 Conclusion

Three supervised learning algorithms (Multiple linear regression, Random forest and LSTM networks) are used in this study to forecast the future stock price using closing price of NASDAQ ETF and statistical factors. The forecast results of the three algorithms show that multiple linear regression is more suitable for the prediction of future stock price. The random forest has the best prediction effect for the in-sample data, but the prediction effect for the out-of-sample data is not as good as the multiple linear regression, which means the random forest is prone to overfitting. LSTM networks both in-sample and out-of-sample data get the worst forecast effect, the values of RMSE and MAPE were the highest. The forecast effect of future stock price using closing price of NASDAQ ETF is better than that using statistical factors, but the difference is not significant.

8 Statistical factors

\[ Factor 1: a(\text{vol}) = \sqrt{\sum_{i=1}^{N-1} [\text{vol}_i - \text{mean}([\text{vol}_{i+1}, \ldots, \text{vol}_N])] / (N - 1)} \]
where \( \text{vol}_i \) is the trading volume of the \( j \)-th day, \( N = 10 \).

\[ Factor 2: \text{SMA}(\text{vol}, N, M) = Y_t = (M * \text{vol}_t + (N - M) * Y_{t-1}) / N \], where \( t \geq 2, N = 10, M = 1 \).

\[ Factor 3: \text{close}_t = \begin{cases} \sum_{i=1}^{N-1} [\text{close}_{i+1} - \text{mean}([\text{close}_{i+1}, \ldots, \text{close}_N])] / (N - 1) \end{cases} \]
where \( \text{close}_j \) is the closing price of the \( j \)-th day, \( N = 10 \).

\[ Factor 4: RSV_i = \frac{\max \{\text{close}_{i+N+1} - \text{close}_i\} - \min \{\text{close}_{i-N} - \text{close}_i\}}{100} \]
Where \( W_{R_i} = \text{SMA}(RSV_N, N, M) \), where \( N \geq 2, N = 10, M = 1 \).

\[ Factor 5: \text{if close}_t > \text{close}_{t-1}, \text{DIFF} = \text{close}_t - \min \{\text{low}_t, \text{close}_{t-1}\} \]
\( \text{if close}_t < \text{close}_{t-1}, \text{DIFF} = \text{close}_t - \max \{\text{high}_t, \text{close}_{t-1}\} \).

\[ \text{ACD}_t = \sum_{i=1}^{N-1} \text{DIFF}_i \text{where close}_i \text{is the closing price of the } j \text{- th day}, \text{low}_t \text{is the lowest price of the } j \text{- th day}, \text{high}_t \text{is the highest price of the } j \text{- th day}, N = 10 \).

\[ Factor 6: \text{if open}_i < \text{open}_{i-1}, \text{DBM}_i = \max [\text{open}_i, \text{low}_i, \text{open}_{i-1}, \text{open}_{i-2}], \text{else DBM}_i = 0 \text{ if open}_i > \text{open}_{i-1}, \text{DTM}_i = \max [\text{high}_i, \text{low}_i, \text{open}_i, \text{close}_{i-1}], \text{else DTM}_i = 0 \]
\( \text{SM}_i = \sum_{i=1}^{N-1} \text{DTM}_i \), \( \text{SM}_i = \sum_{i=1}^{N-1} \text{DBM}_i \). If \( \text{SM}_i > \text{SM}_j, \text{ADT}_i = \text{SM}_i / \text{SM}_j, \text{else ADT}_i = \text{SM}_j / \text{SM}_j \).

\[ Factor 7: CLV_i = \text{score}_{\text{low}_{i-1}} \times \text{score}_{\text{high}_{i-1}} \]
\( \text{ADV}_i = \text{score}_{\text{low}_{i-1}} \times \text{score}_{\text{high}_{i-1}} \).

\[ Factor 8: AR_i = \frac{\sum_{i=1}^{N-1} \text{high}_{i+1} \times \text{low}_i}{\sum_{i=1}^{N-1} \text{high}_i \times \text{low}_i}, N = 10 \).

\[ Factor 9: \text{ARC} = \text{SMA} \left( \frac{\text{max}(\text{high}_i - \text{low}_i)}{\text{low}_i}, N, 1 \right) \text{ where } N = 10 \).

\[ Factor 10: \text{ARoon}_{up} = \frac{[\text{high}_i - \text{low}_i]}{\text{high}_i - \text{low}_i} \times 100, \text{ARoon}_{down} = \left( [\text{high}_i - \text{low}_i] / 100 \right) \times \left( (N - L) / N \right) \times 100 \text{, } \text{ARoon}_{down} = \text{ARoon}_{up} - \text{ARoon}_{down} \text{.}
\]
\( \text{HF}_{i} \) represent the number from close_i to close_j, LF represent the number from close_j to close_i, close_i = min\{close_{i-N}, \ldots, close_i\}, close_j = max\{close_{i-N}, \ldots, close_j\}, N = 10, abs(X) = |X|.

\[ Factor 11: AA_i = \text{abs}(\text{high}_i - \text{low}_i), \text{BB}_i = \text{abs}(\text{low}_i - \text{close}_i), \text{CC}_i = \text{abs}(\text{high}_i - \text{low}_i) - \text{close}_i, \text{DD}_i = \text{abs}(\text{close}_i - \text{open}_i) \]
\( \text{IF}_{i} \) = max\{BB_i, CC_i\}, \( \text{RA}_i = \text{BB}_i + \text{CC}_i > 2 \text{BB}_i + 2 \text{CC}_i \), \( \text{IF}_{i} \leq \text{max} \{\text{BB}_i, \text{CC}_i\} \) and \( \text{BB}_i > \text{max} \{\text{CC}_i, \text{AA}_i\} \), \( \text{RA}_i = \text{BB}_i + \frac{3}{2} \text{CC}_i + \frac{1}{2} \text{AA}_i \).

\[ Factor 12: \text{BI}_i = \text{mean} \{\text{MA}(\text{close}_i, M1), \text{MA}(\text{close}_i, M2), \text{MA}(\text{close}_i, M3), \text{MA}(\text{close}_i, M4)\} \text{ where } M1 = 3, M2 = 6, M3 = 12, M4 = 25. \]

\[ Factor 13: \text{TYP}_i = \text{max}(\text{high}_i + \text{low}_i, \text{close}_i, \text{high}_i - \text{low}_i - \text{close}_i), \text{ATR}_i = \text{MA}(\text{TR}_i, N), N = 10, \text{MA}(\text{TR}_i, N) = \text{mean}(\text{TR}_i, N, 10) \text{.} \]

\[ Factor 14: \text{BIAS}_i = \frac{\text{MA}(\text{close}_N, M)}{\text{MA}(\text{close}_N, M) * 100, N = 10} \text{.} \]

\[ Factor 15: \text{AVDE}_i = \frac{\sum_{i=1}^{N-1} \text{TYP}_i - \text{MA}(\text{close}_i, N)}{\text{CC}_i = \text{TYP}_i - \text{MA}(\text{close}_i, N)} / 0.015 \times \text{AVDE}_i, N = 10 \text{.} \]

\[ Factor 16: \text{BV}_i = \text{vol}_i \times \frac{\text{close}_{\text{high}_{i-1}}}{\text{close}_{\text{low}_{i-1}}} \text{ where } \text{vol}_i = \text{abs}(X) \text{.} \]

\[ Chaikin Oscillator = \text{EMA}(\text{BV}_i, 10) - \text{EMA}(\text{BV}_i, 3) \]
Factor 22: If \((\text{high}_{1} + \text{low}_{1}) \leq (\text{high}_{-1} + \text{low}_{-1})\), \(\text{DMZ}_{1} = 0\). If \((\text{high}_{1} + \text{low}_{1}) > (\text{high}_{-1} + \text{low}_{-1})\), \(\text{DMZ}_{1} = \max\{\text{high}_{1} - \text{high}_{-1}, \text{low}_{1} - \text{low}_{-1}\}\). If \((\text{high}_{1} + \text{low}_{1}) > (\text{high}_{-1} + \text{low}_{-1})\), \(\text{DMF}_{1} = \max\{\text{high}_{1} - \text{low}_{1}, \text{low}_{1} - \text{low}_{-1}\}\).

Factor 23: \(A_{i} = \text{high}_{1} - \text{low}_{1}, B_{i} = \text{abs}(\text{high}_{i} - \text{close}_{-i}), C_{i} = \text{abs}(\text{low}_{i} - \text{close}_{-i}), D_{i} = \text{abs}(\text{high}_{i} - \text{close}_{-i}), E_{i} = \text{abs}(\text{low}_{i} - \text{close}_{-i})\).

Factor 24: \(\text{Factor}_{24} = \text{If}\ \text{close}_{i} \leq \text{close}_{i-1}, \text{RSI}_{i} = \frac{\text{close}_{i-1} - \text{close}_{i}}{\text{close}_{i-1} - \text{close}_{i-2}} \times 100\).

Factor 41: \(\text{Factor}_{41} = \text{If}\ \text{close}_{i} > \text{close}_{i-1}, \text{RSI}_{i} = \frac{\text{close}_{i-1} - \text{close}_{i}}{\text{close}_{i} - \text{close}_{i-2}} \times 100\).

Factor 42: \(\text{Factor}_{42} = \text{If}\ \text{close}_{i} < \text{close}_{i-1}, \text{RSI}_{i} = \frac{\text{close}_{i-1} - \text{close}_{i}}{\text{close}_{i-1} - \text{close}_{i-2}} \times 100\).

Factor 43: \(\text{Factor}_{43} = \begin{cases} \frac{\text{close}_{i} - \text{close}_{i-1}}{\text{close}_{i-1} - \text{close}_{i-2}} \times 100, & \text{if} \ \text{close}_{i} > \text{close}_{i-1} \\ \frac{\text{close}_{i} - \text{close}_{i-1}}{\text{close}_{i-1} - \text{close}_{i-2}} \times 100, & \text{if} \ \text{close}_{i} < \text{close}_{i-1} \end{cases}\).
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