Optimal design of shell-graded-infill structures by a hybrid MMC-MMV approach
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Abstract

In the present work, a hybrid MMC-MMV approach is developed for designing additive manufacturing-oriented shell-graded-infill structures. The key idea is to describe the geometry of a shell-graded-infill structure explicitly using some geometry parameters. To this end, a set of morphable voids is adopted to describe the boundary of the coating shell, while a set of morphable components combing with a coordinate perturbation technique are introduced to represent the graded infill distribution. Under such treatment, both the crisp boundary of the coating shell and the graded infill can be optimized simultaneously, with a small number of design variables. Numerical examples demonstrate the effectiveness of the proposed approach.
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1. Introduction

Additive manufacturing (AM, also known as 3D printing) has an intrinsic ability to build structures with complex geometries. Topology optimization, on the other hand, provides a powerful tool to rationally and creatively distribute a certain amount of material within a prescribed design domain to achieve optimized structural performances. In order to fully leverage the capabilities of additive manufacturing technology, recent years witnessed an increasing interest to develop AM-oriented topology optimization approaches [1-7].

In the industrial 3D printing process (e.g., selective laser melting), to balance the fabrication cost and mechanical performance, the printed structures are designed to adopt a shell-infill form, i.e., a solid shell and a lattice infill constituting the exterior part (coating surface) and interior part of a structure, respectively. This kind of structure can effectively combine the advantages of the lightweight lattice and the efficient load-carrying capability of the coating structures simultaneously. Moreover, recent studies have shown that such structures also have excellent strength against buckling instability [8] resulting from unpredictable loading conditions and material defects or degradations [9]. For ease of design and manufacture, it was assumed in many previous works that the infill lattice is uniformly distributed. However, theoretical and experimental studies show that shell structures with graded lattice infills have many advantages compared with the ones composed of uniform infills. This fact has been demonstrated clearly in many nature-selected bio-materials. One of the promising examples, as shown in Fig. 1a, is that the strong shell and graded internal fibers of the bamboo greatly improve the bending stiffness [10]. More illustrations of “optimized shell-and-graded-infill designs” in nature can be found in bone [11] and tree trunk [12] presented in Fig. 1b and Fig. 1c respectively. Nowadays, topology optimization of shell structures with (graded) lattice infill has become a hot topic in the field of AM-oriented structural topology optimization.

In general, a shell-infill structure consists of a graded lattice infill and a solid shell exterior. For the lattice infill structures, Zhou and Li [13] developed a method to design
graded microstructures with gradually varying effective properties, and applied this approach to design dental implants for bone remodeling [14]. Later on, Radman et al. [15] extended the above approach to the 3D cases as well as the design of functionally graded materials with prescribed variable thermal conductivity [16]. Wu et al. [17] presented a method to design bone-inspired non-uniform microstructures as porous infills by introducing an upper bound on a local volume measure under the Solid Isotropic Material with Penalization (SIMP) framework. Wang et al. [18] proposed a multi-scale concurrent design method, which is capable of optimizing the layout of the macroscale structure and graded micro-structures simultaneously, under the level set framework. Recently, Garner et al. [19] developed a new scheme to obtain well-connected graded microstructures with smoothly varying physical properties. For the shell structures (or coating structures), under the SIMP framework, Clausen et al. [20] proposed a method to design coating structures composed of a solid shell and a uniform base material. Wadbro and Niu [21] developed a multiscale method which can concurrently design the solid coating structures and periodic infill patterns. Luo et al. [11] adopted an erosion-based interface identification method to design shell–infill structures and further improved the existing two-step filtering/projection process. Under the level-set framework, Wang et al. [22] presented a topology optimization method for the design of coating structures. Fu et al. [23] proposed a novel topology optimization formulation for shell-infill structures based on a distance regularized parametric level-set method. The above works, however, mainly focus on the design of coating structures, while the infill structures are assumed to be composed of weak solid materials or theoretically infinite-small periodic lattice cell without definite length scale, which obviously cannot be used for additive manufacturing directly.

In order to resolve the aforementioned issues, recently, some advanced approaches that can simultaneously design the shell and spatially graded infill structures have been developed. Wu et al. [24] proposed a complete solution to the optimal design of shell–infill structures by introducing two design fields for concurrently evolving the shell interface and non-uniform infill in density-based topology optimization. This method
can obtain infill structures following the principal stress directions and is remarkably robust to parameter and geometric variations. However, it requires successive filter operations to obtain the shell interface and the global material volume constraint cannot be strictly satisfied. Later on, Groen et al. [25] developed a homogenization-based approach to design coated structures with orthotropic infills, which allows the modeling of designs with complex microstructures on a relatively coarse mesh. Remarkably, near-optimal designs can be obtained while the computational cost is reduced by at least one order of magnitude compared to the density-based shell–infill structure design method. Nevertheless, this method is executed through successive processes (e.g., homogenization, double smoothing and projection) and the origin of graded infill is fixed as a square unit-cell with a rectangular hole. In addition, Wang et al. [26] developed a level set based shell–infill structures design method, in which the spatially-varying graded mesostructures are obtained through the variations of the sizes of the structural components in a prototype unit cell. In this manner, although the connectivity of self-similar graded mesostructures is achieved to some extent, mismatches inevitably exist at the interface of adjacent unit cells. Therefore, for real-world applications, besides tedious post-processing required to render the smoothness of the optimized designs, the self-similar property of the geometry of infill may also restrict the design space. In summary, although impressive optimized shell-infill designs have been obtained by these approaches, there still remains room for further improvements, such as simplifying the construction procedure of shell-graded-infill structures and generating smoothly graded infills.

From the authors’ point of view, the aforementioned problems can be solved from a more geometrical perspective. The key point is to describe the geometry of both the graded lattice structure and the coating structure in a parameter-based explicit way. To be specific, as shown in Fig. 2, following the idea of continuum mechanics, a non-uniform lattice structure $\Omega^g(\mathbf{x})$ can be regarded as the current configuration of some uniform lattice (i.e., the initial configuration $\Omega^p(\mathbf{x})$) with respect to a specific deformation gradient field $\mathbf{F}(\mathbf{x})$. On the other hand, by introducing the coordinate
transformation field $F(\tilde{x})$ in the current configuration, i.e., $\tilde{x} = F(x)$, the non-uniform lattice can be expressed as $Ω^p(\tilde{x})$, which is in the same form as the initial uniform configuration. This inspires us that the non-uniform lattice structure can be generated by a uniform lattice combined with a non-uniform coordinate transformation field. Expanding the transformation field by some basis functions, a smooth optimized graded infill can be determined through optimizing the layout of a parent uniform lattice and the coefficients of basis functions [27]. Besides, from a geometrical point of view, the coating shell structure can be constructed by a “difference” operation between two similar structures. As shown in Fig. 3, for a given structure $Ω$, moving its boundary points inward by a distance $Δd$, a similar structure $Ω^{\text{ext}}$ can be obtained. It is obvious that the difference set of these two structures $Ω\setminus Ω^\text{ext} ≜ Ω^{\text{shell}}$ is nothing but a coating shell structure with thickness $Δd$. As will be shown in the rest parts of this work, by combining this construction procedure with the so-called Moving Morphable Components (MMC) [28] and Moving Morphable Voids (MMV) methods [29], an explicit geometric description of a shell-graded-infill structure can be achieved, and this treatment may provide great potential for solving the aforementioned challenging issues associated with the integrated optimization of shell-graded-infill structures.

The Moving Morphable Components (MMC) [28] and Moving Morphable Voids (MMV) methods [29], which describe the layout of a structure in an explicit way, are considered to be promising approaches for solving topology optimization problems where various geometry features are concerned [11]. Actually, in the MMC and MMV approach, the structural topologies are represented by a set of explicit geometric parameters (e.g., the lengths, widths, oblique angles of the components), and the advantages of these approaches have been demonstrated in the design of AM-oriented self-supporting structures [5] and graded structures [27], as well as realizing length scale/thickness control [30, 31] in topology optimization problems, just to name a few. Nevertheless, in order to apply the MMC/MMV method for designing AM-oriented shell-infill structures, the following issues still need to be resolved: (1) How to construct the topology description function of a shell-graded-infill structure by combining the
MMC and MMV methods? (2) How to formulate the optimization problem to concurrently design the shell and infill in terms of related geometric parameters? (3) For specific problems, e.g., minimum compliance design, how to perform the sensitivities analysis efficiently when both MMC and MMV based geometry description is employed?

To address the afore-mentioned issues, in this work, a hybrid MMC-MMV method is developed for designing AM-oriented shell-graded-infill structures. To be specific, the solid coating shell is constructed with the help of MMVs while the graded lattice infills are described based on MMCs. In this way, the shell-graded-infill structures can be explicitly described by only a set of parameters describing the geometries of the components and voids in the MMC and MMV formulations. Moreover, both the exterior solid shell and the interior graded lattice infill can be optimized simultaneously with the use of the analytical sensitivity information. Comparisons between the optimized shell-graded-infill designs and their counterparts with uniform infills are made to illustrate the effectiveness of the proposed approach.

The rest of the paper is organized as follows. In Section 2, the hybrid MMC-MMV method for describing shell-graded-infill structures is presented. In Section 3, the mathematical formulation of the considered optimization problem is presented. A discussion on finite element (FE) discretization and sensitivity analysis is then provided in Section 4. In Section 5, the effectiveness of the proposed approach is verified through three representative numerical examples. Finally, some concluding remarks are provided.

2. Description of shell-graded-infill structures by a hybrid MMC-MMV method

2.1 MMC/MMV-based topology optimization methods

The Moving Morphable Components (MMC) approach and the Moving Morphable Voids (MMV) approach for structural topology optimization were proposed
in [28, 29] and further extended in [30, 32-41]. In the MMC/MMV approaches, a number of morphable structural components/voids are adopted as building blocks of the topological design, the optimized structural topology can be determined by optimizing the explicit geometry parameters characterizing the sizes, shapes, and layout of the introduced components/voids (see Fig. 4 and Fig. 5 for reference) in a unified framework. Compared with traditional pixel [42, 43] or node point-based [44, 45] solution approaches, MMC/MMV methods usually involve a relatively small number of design variables and have the capability of explicitly controlling the geometry features (e.g., the inclined angle of a component, the pattern of a infill design and the thickness of a coating shell) of a structure. For the sake of completeness, the basic idea and numerical implementation of the MMC/MMV method will be briefly sketched in the following subsection. The readers are referred to [28-30, 32-38] for more technical details. It should be noted that, the MMC/MMV methods can be implemented in both Eulerian description-based framework [28, 30, 33, 35-37] and Lagrangian description-based framework [29, 34]. In the present study, both structural components and voids are described using a unified Eulerian mesh.

Under the *Eulerian description-based topology optimization framework*, the region occupied by a given amount of solid material can be described in terms of a so-called topology description function (TDF) $\phi^s$ as follows:

$$
\begin{cases}
\phi^s(x) > 0, & \text{if } x \in \Omega^s, \\
\phi^s(x) = 0, & \text{if } x \in \partial \Omega^s, \\
\phi^s(x) < 0, & \text{if } x \in D \setminus (\Omega^s \cup \partial \Omega^s),
\end{cases}
$$

(2.1)

where $D$ represents a prescribed design domain and $\Omega^s \subset D$ is a subset of $D$ occupied by the solid material.

As illustrated by Fig. 4c, in the MMC approach, it is assumed that $\Omega^s$ is comprised of $nc$ components made of solid material. Under this circumstance, it yields that $\phi^s(x) = \max(\phi^c_{1}(x), \ldots, \phi^c_{nc}(x))$ with $\phi^c_{i}(x)$ denoting the TDF of the $i$-th component [28] as:

$$
\begin{cases}
\phi^c_{i}(x) > 0, & \text{if } x \in \Omega^s_i, \\
\phi^c_{i}(x) = 0, & \text{if } x \in \partial \Omega^s_i, \\
\phi^c_{i}(x) < 0, & \text{if } x \in D \setminus (\Omega^s_i \cup \partial \Omega^s_i),
\end{cases}
$$

(2.2)
where $\Omega_i^c \subset D$ is the region occupied by the $i$-th component and obviously $\Omega^c = \cup_{i=1}^{n_c} \Omega_i^c$.

For the two-dimensional (2D) case (the case considered in the present work), the function $\phi_i^c(x)$ can be adopted as:

$$\phi_i^c(x, y) = 1 - \left(\frac{x'}{a_i}\right)^p - \left(\frac{y'}{b_i(x')}\right)^p$$  \hspace{1cm} (2.3)

with

$$\begin{pmatrix} x' \\ y' \end{pmatrix} = \begin{bmatrix} \cos \theta_i & \sin \theta_i \\ -\sin \theta_i & \cos \theta_i \end{bmatrix} \begin{pmatrix} x - x_{0i} \\ y - y_{0i} \end{pmatrix}$$  \hspace{1cm} (2.4)

and $p$ is a relatively large even integer (e.g. $p = 6$). In Eq. (2.3) and Eq. (2.4), the symbols $(x_{0i}, y_{0i})$, $a_i$, $b_i(x')$ and $\theta_i$ denote the coordinates of the center, the half-length, the variable half-width and the inclined angle (measured from the horizontal axis anti-clockwise) of the $i$-th component (see Fig. 6 for reference), respectively. It should also be noted that the variation of the width $b_i(x')$ is measured with respect to a local coordinate system and $b_i(x')$ can take different forms [33]. In the present work, it is chosen as

$$b_i(x') = \frac{t_i^1 + t_i^2}{2} + \frac{t_i^2 - t_i^1}{2a_i} x',$$  \hspace{1cm} (2.5)

where $t_i^1$ and $t_i^2$ are parameters used to describe the thicknesses of the $i$-th component.

Under the above geometry representation scheme, the layout of a structure in the MMC method can be solely determined by a design variable vector $D = (D_1^C, ..., D_{n_c}^C)^T$, where $D_i^C = (x_{0i}^C, y_{0i}^C, a_i, d_i^T, \theta_i)^T$ and the symbol $d_i = (t_i^1, t_i^2)^T$ denotes the vector of design parameters associated with $b_i(x')$.

In the MMV approach, it holds that $\Omega^v = D \setminus \cup_{j=1}^{n_v} \Omega_j^v$, where $\Omega_j^v$ is $j$-th void region enclosed by a set of closed parametric B-spline curves $S_j$, $j = 1, ..., n_v$, respectively. The geometric parameters related to the curve $S_j$ include the coordinates of the central point $P_{0j} = (x_{0j}^V, y_{0j}^V)$ and the coordinates of the B-spline control points $P_j^k = (p_{jx}^k, p_{jy}^k)^T$ and $P_0^k = P_n^k$, $k = 0, ..., n$ (in this study, $n = 12$). As shown in
Fig. 7, the control points $P_j^k$ are uniformly distributed along the circumference following:

$$P_{jx}^k = x_{0j}^V + d_j^k \cos(\psi^k), \quad (2.6a)$$
$$P_{jy}^k = y_{0j}^V + d_j^k \sin(\psi^k), \quad (2.6b)$$

where

$$\psi^k = \frac{2k\pi}{n}, \quad k = 0, ..., n, \quad (2.7)$$

is the pre-specified inclined angle (measured from the horizontal axis anti-clockwisely) of radial $P_0^jP_j^k$ with respect to radiation $P_0^jP_0^j$. In Eq. (2.6), $d_j^k$ is the distance from $P_j^k$ to $P_{0j}$, which is to be optimized during the optimization process.

For a boundary point $P_{bj} \in S_j$, the distance from $P_{bj}$ to $P_{0j}$ can be interpolated as

$$r_j(\psi) = \|P_{0j}P_{bj}(\mu(\psi))\| = \left\| \sum_{k=0}^{n} N_{k,q}(\mu(\psi))P_j^k \right\|, \quad (2.8)$$

where $\psi$ denotes the inclined angle of the radial $P_{0j}P_{bj}$ illustrated by Fig. 7. As shown in [29, 35, 37], in Eq. (2.8), $N_{k,q}(\mu)$ is the $q$-order ($q = 2$ in this study) B-spline basis function with $\mu \in [0,1]$.

Under the Euler description framework, the TDF of $j$-th void in the MMV method can be expressed as:

$$\phi_j^V(x, y) = \sqrt{(x - x_{0j}^V)^2 + (y - y_{0j}^V)^2 - r_j(\psi)}. \quad (2.9)$$

Accordingly, the domain $\Omega_j^V$ occupied by the $j$-th star-shaped void can be described in terms of $\phi_j^V, j = 1, ..., n_v$ as:

$$\left\{ \begin{array}{l}
\phi_j^V(x) < 0, \text{if } x \in \Omega_j^V, \\
\phi_j^V(x) = 0, \text{if } x \in \partial\Omega_j^V, \\
\phi_j^V(x) > 0, \text{if } x \in D \setminus (\Omega_j^V \cup \partial\Omega_j^V). 
\end{array} \right. \quad (2.10)$$

Therefore, the TDF of the whole structure in the MMV approach can be calculated as

$$\phi^*(x) = \min \left( \phi_1^V(x), \ldots, \phi_{nv}^V(x) \right).$$
In the MMV-based approach, the layout of a structure can be solely determined by a design variable vector \( \mathbf{D} = \left((\mathbf{D}_1^V)^\top, ..., (\mathbf{D}_j^V)^\top, ..., (\mathbf{D}_{nv}^V)^\top\right)^\top \), where \( \mathbf{D}_j^V = (x_{0j}^V, y_{0j}^V, \mathbf{r}_j^V)^\top \) with \( \mathbf{r}_j = (d_j^1, ..., d_j^n)^\top \). It is worth noting that the TDFs of more complicated-shaped components and voids can also be constructed in a systematic way. We refer the reader to [32, 35] for more details on this aspect.

### 2.2 Explicit geometry description of shell-graded-infill structures

In this subsection, the TDF characterizing the geometry of shell-graded-infill structures is described by a hybrid MMC-MMV method. In particular, the MMC description is used to obtain a graded lattice background while the MMV description is used to determine the coating shell as well as the boundary of the structure. The geometry description of the integrated shell-graded-infill structure can be achieved by taking some operations on the respective TDFs associated with each component and void.

To introduce a specific size to meet the requirement of manufacturing, without loss of generality, the graded lattice background is assumed to be in a rectangle-shape and generated by a uniform lattice structure incorporating a coordinate transformation filed. The uniform lattice is assumed to be a \( n_x \times n_y \) array of a prototype unit cell composed of \( nc \) components, as shown in Fig. 8. The TDF of the \( k \)-th \((k = 1, ..., nc)\) component in the \( l \)-th \((l = 1, ..., n_x \times n_y = ncell)\) unit cell is expressed as

\[
\phi^{k,l}(x, y) = 1 - \sqrt[p]{\left(\frac{x'}{a_k}\right)^p + \left(\frac{y'}{b_k(x')}\right)^p}, \tag{2.11}
\]

with

\[
\begin{align*}
\begin{bmatrix} x' \\ y' \end{bmatrix} = & \begin{bmatrix} \cos \theta_k & \sin \theta_k \\ -\sin \theta_k & \cos \theta_k \end{bmatrix} \begin{bmatrix} x - x^{k,l} \\ y - y^{k,l} \end{bmatrix},
\end{align*}
\tag{2.12}
\]

where \((x^{k,l}, y^{k,l})^\top\) is the coordinates of the centeral point and can be easily obtained based on \((x^{k,1}, y^{k,1})^\top\). It is worth noting that to facilitate the use of MMC and MMV approaches within a unified framework, a \( p \)-th root operation is introduced in Eq. (2.11) to make the TDF of the components changing more gently.

It is worthwhile to mention that, different from the treatment in previous work [27],
in order to improve the deformability of each component, in the present work, instead of using a global coordinate transformation field, we adopt an independent coordinate transformation mapping for each component in the prototype unit cell. To be specific, for the \( k \)-th component, we have:

\[
\begin{pmatrix}
\bar{x}^k \\
\bar{y}^k
\end{pmatrix} = \begin{pmatrix}
x + f^k(x, y) \\
y + g^k(x, y)
\end{pmatrix},
\]

(2.13)

where the symbols \( f^k(x, y), g^k(x, y) \) are the corresponding coordinate perturbation functions. In the present paper, it is assumed that \( f^k(x, y) = f^k(x), g^k(x, y) = g^k(y) \) for simplicity and only trigonometric basis functions are adopted in numerical implementation. In particular, the corresponding coordinate perturbation functions (CPFs) are expressed as

\[
\begin{aligned}
f^k(x) &= \sum_{r=1}^{n_1} \alpha^k_{r,1} \cos \left( \frac{(r - 1)\pi}{L} (x - \frac{L}{2}) \right) + \alpha^k_{r,2} \sin \left( \frac{(r - 1)\pi}{L} (x - \frac{L}{2}) \right), \\
g^k(y) &= \sum_{t=1}^{n_2} \beta^k_{t,1} \cos \left( \frac{(t - 1)\pi}{H} (y - \frac{H}{2}) \right) + \beta^k_{t,2} \sin \left( \frac{(t - 1)\pi}{H} (y - \frac{H}{2}) \right).
\end{aligned}
\]

(2.14)

In Eq. (2.14), \( L \) and \( H \) are the characteristic length and width of the design domain, \( \alpha^k_{r,1}, \alpha^k_{r,2}, \beta^k_{t,1}, \beta^k_{t,2} \) are the corresponding coefficients to be determined through optimization.

In this manner, the graded infill background can be described by a vector 
\( \mathbf{D}^{\text{infill}} = (\bar{D}^1, ..., \bar{D}^{n_c})^T \), where the symbol \( \bar{D}^k = (x^k, y^k, a_k, \theta_k, t^k, c^k, (\alpha^k)^T, (\beta^k)^T)^T \) contains the parameters associated with the \( k \)-th component in the prototype unit cell (i.e., unit cell \((1,1)\)) and \( \alpha^k = (\alpha^k_{1,1}, \alpha^k_{1,2}, ..., \alpha^k_{n_k,1}, \alpha^k_{n_k,2})^T \), \( \beta^k = (\beta^k_{1,1}, \beta^k_{1,2}, ..., \beta^k_{n_k,1}, \beta^k_{n_k,2})^T \) are the vectors of the coefficients associated with the perturbation basis functions along the two coordinate directions. Furthermore, the TDFs of the graded lattice background (see Fig. 9 for reference) can be expressed as

\[
\phi^{g-s}(x; \mathbf{D}^{\text{infill}}) = \max_{k=1}^{n_c} \left( \phi^k(\bar{x}^k, \bar{D}^k) \right) = \max_{k=1}^{n_c} \max_{l=1}^{n_{\text{cell}}} \left( \phi^{k,l}(\bar{x}^k, \bar{D}^k) \right). \tag{2.15}
\]

Once \( \phi^{g-s} \) is obtained, the next step is to construct the TDFs of the shell structure
and the shell-graded-infill structure. Due to the explicit description of the structural boundary, it is easy to construct the TDF of the shell structure based on the MMV method. In particular, as shown in Fig. 10a, first we can generate the TDF of a solid region (i.e., $\Omega_0$ in Fig. 10a) using the MMV-based description in the following way:

$$\phi_0 = \min\left(\phi_1^V(x), \ldots, \phi_j^V(x), \ldots, \phi_{nv}^V(x)\right),$$  \hspace{1cm} (2.16)

where $nv$ is the number of the initial voids. The symbol $\phi_j^V(x)$ is the TDF of the $j$-th void ($j = 1, ..., nv$), which can be calculated by Eq. (2.9). The design variable vector of the $j$-th void is $D_j^V = (x_0^V, y_0^V, r_j^T)^T$. Then we can expand the $j$-th void by perturbing the distance vector $r_j = (d_j^n, \ldots, d_j^n + \Delta d)^T, j = 1, ..., nv$. This treatment yields a new structure $\Omega_0^{ext}$, as illustrated in Fig. 10b, with its TDF defined as

$$\phi_0^{ext} = \min\left(\phi_1^{V-ext}(x), \ldots, \phi_j^{V-ext}(x), \ldots, \phi_{nv}^{V-ext}(x)\right),$$ \hspace{1cm} (2.17)

where the design variable vector of the $j$-th void in this intermediate structure is $D_j^{V-ext} = (x_0^V, y_0^V, (r_j^{ext})^T)^T$. Furthermore, the region occupied by the coating shell can be constructed as $\Omega^{shell} = \Omega_0 \setminus \Omega_0^{ext}$ as shown in Fig. 10c.

Although we can easily obtain the graded lattice structure $\Omega^{g-s}$ and the shell structure $\Omega^{shell}$ separately, the essential point is to combine them to form a shell-graded-infill structure under a unified framework. Actually, this cannot be achieved by a direct Boolean operation on $\Omega^{g-s}$ and $\Omega^{shell}$. For the graded lattice infill, only the portion between the inner boundaries of the shell structure (the area between the dotted lines in Fig. 10c) is useful for the construction of the shell-graded-infill structure. In principle, this requires an accurate identification of the internal (the dotted lines in Fig. 10c) and external boundaries (the solid lines in Fig. 10c) of the shell structure. Therefore, we adopt the following step-by-step procedures to distinguish the inner and outer boundaries of the shell structure and construct the shell-graded-infill structures.

First, we can obtain the dual structure of $\Omega_0^{ext}$ as $\overline{\Omega_0^{ext}} = D \setminus \Omega_0^{ext}$ and its TDF can be written as $-\phi_0^{ext}$. From Fig. 10d, it is obvious that the boundary of the void
regions inside $\overline{\Omega_0^{\text{ext}}}$ is exactly the same as the inner boundary of the shell structure shown in Fig. 10c. Meanwhile, the structural boundary of $\Omega_0$ in Fig. 10a coincides with the outer boundary of the shell structure in Fig. 10c.

Next, we can combine $\overline{\Omega_0^{\text{ext}}}$ (Fig. 10d) and $\Omega^{\text{g-s}}$ (Fig. 9b) to obtain a new region $\Omega_1 = \overline{\Omega_0^{\text{ext}}} \cup \Omega^{\text{g-s}}$. As shown in Fig. 10e, in $\Omega_1$, the region between the inner boundaries of the shell structure $\Omega^{\text{shell}}$ is filled with the graded lattice structure, while the rest part in the design domain is solid. Accordingly, the TDF of $\Omega_1$ can be defined as

$$\phi_1 = \max(-\phi_0^{\text{ext}}, \phi^{\text{g-s}}).$$  \hfill (2.18)

Finally, the shell-graded-infill structure shown in Fig. 10f can be obtained by removing the redundant part with respect to $\Omega_0$. This can be simply achieved by realizing the fact that $\Omega^s = \Omega_1 \cap \Omega_0$, and the TDF of the shell-graded-infill structure can be constructed as

$$\phi^s = \min(\phi_0, \phi_1).$$  \hfill (2.19)

Although the above process seems to be complicated, it is actually a clear fact that $\Omega^s = \Omega_0 \cap (\Omega_0 \setminus \overline{\Omega_0^{\text{ext}}} \cup \Omega^{\text{g-s}})$, and correspondingly the TDF of the shell-graded-infill structure reads

$$\phi^s = \min(\phi_0, \max(-\phi_0^{\text{ext}}, \phi^{\text{g-s}})).$$  \hfill (2.20)

Notably, the above operations are purely based on the structural geometry, and all design variables have exact geometric meanings. During the construction process of the shell (coating) structure, only a parameter $\Delta d$ associated with the shell-thickness is introduced. Compared with the treatment in previous works [20-24], the proposed approach can achieve the same goal in a more straightforward and simple way. It is also worth noting that, although the value of $\Delta d$ is fixed in the present work, it can also be optimized to obtain an optimal thickness of the coating shell in the proposed problem formulation.

In summary, in the hybrid MMC-MMV approach, a shell-graded-infill structure can be explicitly described by a design variable vector $D = \left((D^{\text{infill}})^T, (D^{\text{shell}})^T\right)^T$
with \( \mathbf{D}^{\text{infill}} = \left( (\bar{\mathbf{D}}^C_1)^T, \ldots, (\bar{\mathbf{D}}^C_k)^T, \ldots, (\bar{\mathbf{D}}^C_{nc})^T \right)^T \) and \( \mathbf{D}^{\text{shell}} = \left( (\mathbf{D}^Y_1)^T, \ldots, (\mathbf{D}^Y_k)^T, \ldots, (\mathbf{D}^Y_{nv})^T \right)^T \), respectively.

3. Problem formulation

In the present study, the shell-graded-infill structures are designed to minimize the structural compliance under the volume constraint of available solid material. Besides, an additional volume constraint of the infill region was introduced to prevent the optimized shell-infill structures from degenerating to solid structures, as will be demonstrated in subsequent numerical examples. Under this circumstance, the corresponding problem formulation can be written as:

\[
\text{Find } \mathbf{D} = \left( (\mathbf{D}^{\text{infill}})^T, (\mathbf{D}^{\text{shell}})^T \right)^T, \mathbf{u}(\mathbf{x}) \in \mathcal{H}^1(\mathcal{D})
\]

\[
\text{Minimize } \mathcal{C} = \int_{\mathcal{D}} H(\phi^S(\mathbf{x}; \mathbf{D})) \mathbf{f} \cdot \mathbf{u} \, dV + \int_{\Gamma_t} \mathbf{t} \cdot \mathbf{u} \, dS
\]

S. t.

\[
\int_{\mathcal{D}} \mathbb{E}(H(\phi^S(\mathbf{x}; \mathbf{D}))) : \mathbf{\varepsilon}(\mathbf{u}) : \mathbf{\varepsilon}(\mathbf{v}) \, dV = \int_{\mathcal{D}} H(\phi^S(\mathbf{x}; \mathbf{D})) \mathbf{f} \cdot \mathbf{v} \, dV
\]

\[
+ \int_{\Gamma_t} \mathbf{t} \cdot \mathbf{v} \, dS, \quad \forall \mathbf{v} \in \mathcal{U}_{ad},
\]

\[
\mathcal{V} = \int_{\mathcal{D}} H(\phi^S(\mathbf{x}; \mathbf{D})) \, dV \leq \bar{V},
\]

\[
\mathcal{V}_{\text{in}} = \int_{\mathcal{D}} H\left(\phi^\text{ext}_0(\mathbf{x}; \mathbf{D}^{\text{shell}})\right) \, dV \geq V,
\]

\[
\mathbf{D} \subset \mathcal{U}_{\mathcal{D}},
\]

\[
\mathbf{u} = \bar{\mathbf{u}}, \text{ on } \Gamma_u,
\]

where \( \mathcal{D}, \mathbf{f}, \mathbf{t} \) and \( \bar{\mathbf{u}} \) are the design domain, the body force density, the prescribed surface traction on Neumann boundary \( \Gamma_t \) and the prescribed displacement on Dirichlet boundary \( \Gamma_u \), respectively. In Eq. (3.1), \( \mathcal{H}^1(\mathcal{D}) \) denotes the first-order Sobolev space and \( H = H(x) \) is the Heaviside function with \( H = 1 \) if \( x > 0 \), otherwise \( H = 0 \).

Besides, \( \mathbb{E} = \mathbb{E}(H(\phi^S(\mathbf{x}; \mathbf{D}))) \) is the fourth-order elasticity tensor of the material.
locating at point $x$ and $\mathcal{U}_{\text{ad}} = \{ \mathbf{v} | \mathbf{v} \in H^1(D), \mathbf{v} = 0 \text{ on } S_u \}$ is the admissible set of virtual displacement vector $\mathbf{v}$.

In Eq. (3.1), the second constraint is the well-known material usage constraint, with $V$ and $\bar{V}$ denoting the actual material usage and its upper limit. The third constraint is the volume constraint of the infill region, which requires that the volume of the region occupied by the infill structure should be greater than a prescribed lower bound $\underline{V}$.

The volume of the infill region is denoted as $V_{\text{in}}$. It should be noted that both the material usage and the volume of the infill region can be controlled during the optimization process, which is also an advantage of the proposed method.

In this manner, both the coating shell structure and the graded infill can be concurrently optimized by solving Eq. (3.1) in terms of geometric parameters.

4. Finite element (FE) discretization and sensitivity analysis

In the present work, quadrilateral plane stress elements (Q4 elements) with unit thickness and a fixed uniform mesh are used to discretize the design domain for structural analysis. Under this circumstance, the stiffness matrix of the $e$-th finite element can be calculated as

$$k_e = \int_{\Omega_e} B^T D_e B \, dV \tag{4.1}$$

where $B$ is the strain-displacement matrix, $\Omega_e$ represents the region occupied by the $e$-th finite element, and $D_e = \rho_e D^s$ with $D^s$ and $\rho_e$ denoting the constitutive matrix of the solid material and the artificial density associated with the $e$-th element. In the present work, the artificial density $\rho_e$ of the element is interpolated as

$$\rho_e = \frac{\sum_{i=1}^{4} (H_e((\phi^e_i)^q))}{4} \tag{4.2}$$

In Eq (4.2), $(\phi^e_i)^q$ is the value of TDF of the whole structure at the $i$-th node of element $e$, $q > 1$ is a penalization factor (in the present work, $q = 2$ is used) and $H_e(x)$ is a regularized Heaviside function for numerical implementation, which takes the following form:
\[ H_\varepsilon(x) = \begin{cases} 
\frac{1}{4} \left( 3(1 - \alpha) \left( \frac{x}{\varepsilon} - \frac{x^3}{3\varepsilon^3} \right) + \frac{1 + \alpha}{2} \right), & \text{if } x > \varepsilon, \\
\frac{3}{4} \left( \frac{1}{\varepsilon^2} \right), & \text{if } -\varepsilon \leq x \leq \varepsilon, \\
\alpha, & \text{otherwise,}
\end{cases} \]

where \( \varepsilon \) and \( \alpha \) are two small positive numbers used for controlling the length of the transition zone between the solid and void parts and avoid the singularity of the global stiffness matrix. In the present work, we choose \( \varepsilon = (2 \sim 4) \times \min(\Delta x, \Delta y) \) and \( \alpha = 10^{-3} \), respectively. Here \( \Delta x \) and \( \Delta y \) are the sizes of the FE mesh along two coordinate directions, respectively.

Based on the above ersatz material model, the sensitivity of the structural compliance and volumes with respect to an arbitrary design variable \( d \) can be expressed as:

\[ \frac{\partial C}{\partial d} = -u^T \frac{\partial K}{\partial d} u = - \sum_{e=1}^{NE} \left( \sum_{i=1}^{4} \frac{q}{4} (H_\varepsilon(\phi^e)^i)_{i-1} \partial H_\varepsilon((\phi^e)^i)_{i-1} \frac{\partial u^e}{\partial d} k^e u_e \right), \]

\[ \frac{\partial V}{\partial d} = \frac{1}{4} \sum_{e=1}^{NE} \sum_{i=1}^{4} \partial H_\varepsilon((\phi^e)^i)_{i-1}, \]

\[ \frac{\partial V_{\text{in}}}{\partial d} = \frac{1}{4} \sum_{e=1}^{NE} \sum_{i=1}^{4} \partial H_\varepsilon((\phi^e_{\text{ext}})^i)_{i-1}, \]

where \( NE \) is the total number of elements in the design domain; \( u \) is the displacement field vector, \( u_e \) is the elemental displacement vector associated with the \( e \)-th element; \( K \) and \( k^e \) are the global stiffness matrix and the elemental stiffness matrix of a solid element, respectively.

To obtain \( \partial H_\varepsilon(\phi^e)/\partial d \) and \( \partial H_\varepsilon(\phi^e_{\text{ext}})/\partial d \), in numerical implementation, the max/min operators are approximated by the following well-known K-S function [46]:

\[ \chi = \ln \left( \sum_{i=1}^{n} \exp(l\chi^i) \right) / l, \]  

where \( \chi \approx \max(\chi^1, ..., \chi^n) \) if \( l \) is a relatively large positive number (e.g., \( l_+ = 50 \)), and \( \chi \approx \min(\chi^1, ..., \chi^n) \) when \( l \) is a relatively large negative number (e.g., \( l_- = -50 \)).
For the \( j \)-th design variable of \( k \)-th component in each cell of the infill structure, through the chain rule, we have
\[
\frac{\partial H_e(\phi^s)}{\partial d_j^k} = \frac{\partial H_e(\phi^s)}{\partial \phi^s} \frac{\partial \phi^s}{\partial \phi_1} \frac{\partial \phi^{g-s}}{\partial \phi^k} \left( \sum_{l=1}^{n\text{cell}} \left( \frac{\partial \phi_k}{\partial \phi^k} \frac{\partial \phi^{k,l}}{\partial d_{j,l}^k} \right) \right),
\] (4.8)

where
\[
\phi^s = \ln \left( \frac{\exp(l_- \phi_0) + \exp(l_- \phi_1)}{l_-} \right),
\] (4.9a)
\[
\phi_1 = \frac{\ln \left( \frac{\exp(-l_+ \phi_0^{\text{ext}}) + \exp(l_+ \phi^{g-s})}{l_+} \right)}{l_+}
\] (4.9b)
\[
\phi^{g-s} = \ln \left( \frac{\sum_{k=1}^{n_c} \exp \left( l_+ \phi^k(\mathbf{x}) \right) }{l_+} \right),
\] (4.9c)
\[
\phi^k(\mathbf{x}) = \ln \left( \frac{\sum_{l=1}^{n\text{cell}} \exp \left( l_+ \phi^{k,l}(\mathbf{x}) \right) }{l_+} \right).
\] (4.9d)

Therefore, we have
\[
\frac{\partial H_e(\phi^s)}{\partial d_j^k} = \frac{\partial H_e(\phi^s)}{\partial \phi^s} \exp ((l_- - l_+)\phi_1) \frac{n\text{cell}}{\exp(l_- \phi^s)} \sum_{l=1}^{n\text{cell}} \left( \exp(l_+ \phi^{k,l}(\mathbf{x})) \frac{\partial \phi^{k,l}}{\partial d_{j,l}^k} \right).
\] (4.10)

In Eq. (4.10), \( \partial H_e / \partial \phi^s \) can be easily obtained based on Eq. (4.3), and the details of \( \partial \phi^{k,l} / \partial d_{j,l}^k \) can be found in the Appendix. It is worth noting that, as the TDF \( \phi_0^{\text{ext}} \) is independent of the infill structure, the sensitivity \( \partial H_e(\phi_0^{\text{ext}}) / \partial d_j^k \) is zero for the MMC related design variables.

Similarly, for the \( j \)-th design variable of \( k \)-th void of the shell structure, we have
\[
\frac{\partial H_e(\phi^s)}{\partial d_j^k} = \frac{\partial H_e(\phi^s)}{\partial \phi^s} \left( \frac{\partial \phi^s}{\partial \phi_0} \frac{\partial \phi_0}{\partial \phi^k} \frac{\partial d_j^k}{\partial \phi^{g-s}} + \frac{\partial \phi^s}{\partial \phi_1} \frac{\partial \phi_1}{\partial \phi^{g-s}} \frac{\partial \phi^{g-s}}{\partial \phi^k} \frac{\partial \phi^{k-ext}}{\partial d_j^k} \right),
\] (4.11a)
\[
\frac{\partial H_e(\phi_0^{\text{ext}})}{\partial d_j^k} = \frac{\partial H_e(\phi_0^{\text{ext}})}{\partial \phi_0^{\text{ext}}} \frac{\partial \phi_0^{\text{ext}}}{\partial \phi^{k-ext}} \frac{\partial \phi^{k-ext}}{\partial d_j^k},
\] (4.11b)

where
\[
\phi_0 = \frac{\ln \left( \sum_{k=1}^{n_v} \exp(l_- \phi^k) \right)}{l_-},
\] (4.12a)
\[
\phi_{0}^{\text{ext}} = \ln\left(\sum_{k=1}^{n_v}(\exp(l_{-}\phi_{k}^{\text{ext}}))\right), \tag{4.12b}
\]

with \(\phi^{k}\) and \(\phi^{k-\text{ext}}\) denoting the TDFs of \(k\)-th void and \(k\)-th expanded void, respectively.

Furthermore, it is easy to obtain
\[
\frac{\partial H_{e}(\phi^{s})}{\partial d_{j}^{k}} = \frac{\partial H_{e}(\phi^{s})}{\partial \phi^{s}} \left(\frac{\exp(l_{-}\phi^{k})}{\exp(l_{-}\phi^{s})} \frac{\partial \phi^{k}}{\partial d_{j}^{k}} - \frac{\exp((l_{-} - l_{+})\phi_{1})\exp(l_{-}\phi^{k-\text{ext}})}{\exp(l_{+}\phi^{s})} \frac{\partial \phi^{k-\text{ext}}}{\partial d_{j}^{k}}\right), \tag{4.13}
\]

and
\[
\frac{\partial H_{e}(\phi_{0}^{\text{ext}})}{\partial d_{j}^{k}} = \frac{\partial H_{e}(\phi_{0}^{\text{ext}})\exp(l_{-}\phi_{0}^{\text{ext}})}{\partial \phi_{0}^{\text{ext}}} \frac{\partial \phi_{0}^{\text{ext}}}{\partial d_{j}^{k}}. \tag{4.14}
\]

Since \(\phi^{k}\) and \(\phi^{k-\text{ext}}\) are explicit functions (B-splines equation) of the design variable \(d_{j}^{k}\), the calculation of \(\partial \phi^{k}/\partial d_{j}^{k}\) and \(\partial \phi^{k-\text{ext}}/\partial d_{j}^{k}\) is trivial and will not be discussed in detail here. The interested readers are referred to the appendix of [35] for more details.

In the present study, unless otherwise stated, the center of each component in the prototype unit cell is fixed. Under this circumstance, we have \(D_{k}^{C} = (a_{k}, \theta_{k}, t_{k}^{1}, t_{k}^{2}, (\alpha^{k})^{T}, (\beta^{k})^{T})^{T}\) for \(k = 1, ..., nc\). In other words, except for the coefficients of the CPFs, each component in the prototype unit cell only has 4 design variables. Besides, in this work, the number of B-spline control points is chosen as 12 for each void. Therefore, for each void, there are only 14 (2 for the coordinates of the central point) design variables. As shown in the numerical examples provided in Section 5, in the proposed approach, even a small number of design variables can describe the geometries of fairly complicated shell-graded-infill structures. This also renders the possibility of combing the proposed approach with gradient-free algorithms (e.g., genetic algorithm) to deal with complex problems where analytical sensitivity information is difficult (or even impossible) to be obtained.
5. Numerical examples

In this section, three plane stress examples are investigated to illustrate the effectiveness of the proposed method. Without loss of generality, it is assumed that all involved quantities are dimensionless and the thickness of all design domains takes a unit value. The Young’s modulus and the Poisson’s ratio of the isotropic solid material are chosen as $E^s = 1$ and $\nu^s = 0.3$, respectively. Besides, the design variables are updated by the MMA algorithm [47], and the optimization process is terminated if the maximum value of the relative change of each design variable between two consecutive iterations is below a specified threshold (i.e., 5%). Finally, quadrilateral plane stress elements are adopted for finite element analysis in all examples.

5.1 A short beam example

In this example, the design domain, boundary conditions, and external load are shown in Fig. 11. It is intended to find the optimal material distribution minimizing the structural compliance, with constraints on both the total volume of solid material and the volume of the infill region. The maximum available volume of the solid material is $V = 0.3V_D$ with $V_D$ denoting the volume of the design domain.

As illustrated by Fig. 12, for describing the geometry of graded lattice background it is assumed that the design domain is covered by 40 (along the width direction) by 24 (along the length direction) lattice cells, and two components are distributed in the prototype unit cell. Besides, in order to describe the geometry of the shell structure, eight internal “voids” are introduced into the initial design. To further enhance the flexibility of the variation of structural configuration, the outer boundary of the initial design is also represented by a B-spline curve. The thickness of all the coating shell is assumed to be uniform and takes a fixed value as $\Delta d = 0.08$. Furthermore, in order to demonstrate the flexibility of the B-spline curve for geometry representation, the initial structure is deliberately separated from the clamped boundary and weak material ($E^w = 1 \times 10^{-6}$) is used to avoid the singularity of the stiffness matrix. During the optimization process, a uniform 500×300 mesh is used for finite element analysis.

The adopted global CPFs for generating the graded lattice structure are expanded
using the first 4 terms of a trigonometric basis as described in Eq. (2.14) (i.e., \( n_1 = n_2 = 4 \)). Under this circumstance, there are only 150 design variables (i.e., \( 4 \times 2 = 8 \) for geometry parameters of the two components, \( 8 \times 2 = 16 \) for the CPFs, and \( 14 \times 9 = 126 \) for the B-spline boundaries, respectively) involved in the optimization problem.

Firstly, the optimization problem is tested without the volume constraint imposed on the infill region. As illustrated in Fig. 13, the optimized structure is composed of non-porous solid infill. The underlying reason is that, as pointed out by Yan et al. [48], for pure minimum compliance design under a volume constraint of available solid material, the optimal design is composed of non-porous solid microstructures. This result, to a certain extent, validates the proposed algorithm and also illustrates the necessity of introducing a lower bound constraint on the volume of the infill region in order to generate a lattice structure when structural compliance is minimized.

Fig. 14a-Fig. 14d show the optimized shell structures with graded infill lattice when \( V \) takes the value of \( 0.5V_D, 0.6V_D, 0.7V_D, 0.8V_D \), respectively. It can be observed clearly that all optimized structures are composed of graded infills varying along different directions. Meanwhile, the connection between adjacent unit cells are natural and smooth with the help of the proposed coordinate perturbation technique.

In addition, it is also found that as the value of \( V \) increases (i.e., from \( 0.5V_D \) to \( 0.8V_D \)), the volume of the internal voids enclosed by the shells is decreased, and the optimized value of structural compliance is also increased (i.e., from 90.06 to 122.25). This is consistent with the observations in Yan et al. [48] and Wu et al. [24] that the lattice-like structures are actually inferior to the structures without porous microstructures when only the overall stiffness is considered. Nevertheless, it is worth noting that the shell structures with lattice infills are in general more efficient to preserve structural stability under compressive load [8], more robust under load/material uncertainty [9] and have much better energy absorption capability [49]. Since the main purpose of the present work is to develop an explicit approach to optimize the shell-graded-infill structures, only the compliance minimization problem is studied. It can be expected the proposed approach can also find its application when
the structural stability, load/material uncertainty, and other porous microstructure-friendly structural performance measures are considered.

On the other hand, the optimized structures contain complex structural details with small feature sizes, a natural question is whether the mesh used is fine enough to obtain meaningful optimized designs. To answer this question, the optimized structures are reanalyzed by adopting gradually refined FE meshes. As shown in Fig. 15, when the finite elements are as dense as 150 per unit length (which corresponds to a $3000 \times 1800$ mesh for the whole design domain), the compliance of the four optimized structures are 116.67, 161.08, 180.26, 203.70, respectively. Although the FE analysis results may not be the converged values (with respect to the corresponding theoretical solutions), it is found that the rank of the compliance values of the optimized designs keeps invariant during the refinement of meshes as Fig. 14. This fact is consistent with the conclusion obtained in the studies on approximate reanalysis [50], and more specifically, it seems reasonable to claim that the topology of the optimized structure is insensitive to the density of the adopted FE mesh.

In addition, it is also observed that the topologies of the optimized structures are similar to the optimized cantilever beams obtained in [24]. Moreover, even performing FE analysis by adopting a $3000 \times 1800$ mesh, the compliances of the optimized structures of the proposed method are still comparable with the results in [24]. Fig. 16 plots a representative iteration curve, which shows that the optimization process is relatively stable.

Fig. 17 presents the optimized shell-uniform-infill design with $\bar{V} = 0.5V_D$ and $\Delta d = 0.08$. With the use of a relatively coarse $500 \times 300$ mesh, the optimized structural compliance decreases from 134.15 to 90.06 with a relative reduction of 32.9% (when a refined $3000 \times 1800$ mesh is adopted, the corresponding values are 176.50, 116.67 and 33.9%) by introducing the graded pattern into the infill structure, which illustrates clearly the advantage of shell-graded-infill designs.
5.2 A MBB example

The problem setting is described schematically in Fig. 18. Specifically, a unit vertical load $F = 1$ is imposed on the middle point of the top side. The thickness of the coating shell is fixed as $\Delta d = 0.06$ and the upper bound of the volume of available solid material is $\bar{V} = 0.3V_D$. Meanwhile, in the following four tested cases, the lower bounds of the volume of the infill region (i.e., $V$) is chosen as $0.5V_D$, $0.6V_D$, $0.7V_D$, $0.8V_D$, respectively.

The same initial design is used for all considered cases. As shown in Fig. 19, the design domain contains 64 (along the width direction) by 16 (along the length direction) lattice cells, with two components in the prototype unit cell. The 12 internal voids and the outer boundary of the initial design are all represented by B-spline curves. In addition, a uniform 960x240 mesh is adopted for finite element analysis.

With the use of similar global CPFs as in the short beam example, the optimized structures for the four considered cases are shown in Fig. 20a-Fig. 20d, respectively. It can be seen from these optimization results that the optimized structural performances share the same trend as in the above example, i.e., the larger the volume of the infill region, the smaller the overall stiffness (measured in terms of the structural compliance) of the optimized structure. Fig. 21 presents the convergence curves of the structural compliance with respect to different refinements of FE mesh. Similarly, the rank of the compliances of the four optimized structures stays the same with respect to different FE meshes.

It is also worth noting that thanks to the explicit description of structural geometry in the MMC- and MMV-based approaches, the optimized designs can be easily transferred to CAD/CAE system to build the geometry model without any post-processing. Table 1 lists the coordinates of the control points associated with the outer boundary indicated by $c_1$ shown in Fig. 20a. Moreover, the optimized shell-graded-infill structures are obtained with the use of only a small number of design variables (actually $4 \times 2 + 8 \times 2 + 14 \times 13 = 206$). These two features, however, in general cannot be easily achieved by traditional implicit geometry description-based approaches.
5.3 A multi-load example

The last example is a multi-load problem and the initial design dependency of the proposed method is also tested. Fig. 22 plots the design domain, boundary conditions, and external loads. The upper bound of the available solid material volume is $\bar{V} = 0.3V_D$ and the lower bound of the volume of the infill region is chosen as $\underline{V} = 0.5V_D$. For all cases, a uniform 600×300 meshes is adopted for finite element analysis.

Firstly, the optimization problem is considered for the single load case (i.e., $F_1, F_2, F_3$ are applied simultaneously). Three initial designs with different numbers of voids are adopted, as shown in Fig. 23a-Fig.23c. For all the three considered cases, the global CPFs are chosen in the form described in Eq. (2.14) with parameters $n_1 = 4$ and $n_2 = 4$. Fig. 24a-Fig. 24c plot the corresponding optimized structures. It is found that for the 8 initial voids case, the optimized structural topology is relatively simple, and the structural compliance is 243.67, which is larger than that of the other two cases. While for the 12 and 18 initial voids cases, the optimized topologies are similar and the corresponding compliances are also very close (i.e., 232.68 and 232.03). This indicates that the number of initial holes does have some effect on the final optimized designs since the considered problem is highly non-convex, however, this effect can be alleviated to some extent by introducing more holes in the initial design.

The effect of the number of basis functions used in CPFs is also tested for the single load case. Fig. 25 shows the optimized design with respect to the initial design shown in Fig. 23c and the CPF parameters are chosen as $n_1 = n_2 = 2$. The corresponding structural compliance is 243.08, which is 4.8% larger than that of the optimized design obtained with $n_1 = n_2 = 4$ (shown in Fig. 24c). This result is reasonable since more numbers of CPF basis may lead to a larger design space.

Besides, in the above examples, the numbers of components in the prototype unit cell are two and the central points of the components are fixed during the optimization process. It is necessary to test the effect of a more complex prototype unit cell on the optimization results. Fig. 26 shows a different initial design with four components in the
prototype unit cell, and the central points of these components are allowed to move within a small range \( x_{1,1}^k \in [0.49, 0.51], y_{1,1}^k \in [0.49, 0.51], \) with \( k = 1, 2, 3, 4. \) To avoid the optimized structure having too many small details, the sizes of the design domain are reduced by a factor of two, and the coating thickness is reduced to \( \Delta d = 0.05. \) The total number of components in the design domain is the same as in Fig. 23c. Moreover, the CPF parameters are chosen as \( n_1 = 4 \) and \( n_2 = 4. \) The corresponding optimized structure is shown in Fig. 27. It is found that a more complex (rectangular-shaped and triangular-shaped) infill pattern appears in this optimized design and about 8.1% improvement of the compliance is achieved as compared with the design shown in Fig. 24c.

In addition, it is believed that the triangular-shaped microstructures are optimal subjected to multi-load cases [24]. Therefore, it can be expected that the optimized shell-graded-infill structures could gain more benefits in multi-load problems. Fig. 28a and Fig. 28b present the optimized structures of the multi-load cases, i.e., the three vertical loads applied individually, and the objective function is the average of three compliances corresponding to each individual load. The initial designs of these two cases are the same as the example in Fig. 23c and Fig. 26, respectively. It is interesting to find that the optimized structure illustrated Fig. 28b has triangular-shaped infills and achieves an almost 14.3% improvement of the compliance compared with the optimized structure in Fig. 28a. This is quite consistent with our expectation. It is also realized that for more complex infill structures, a finer finite element mesh and an increased amount of computation cost are desired. Therefore, it is also necessary to introduce the graded-microstructure oriented homogenization technique to reduce the computational cost [51], which is one of our future research directions.

6. Concluding remarks

In the present work, a new approach for designing coated structures with graded infill is developed with the use of a hybrid MMC-MMV approach. The key idea is to
describe the geometry of the shell-graded-infill structures using a set of geometry parameters. Under such treatment, both the crisp boundary of the coating shell and the graded infill can be optimized simultaneously, without any post-processing, only using a very small number of design variables. To control the material distribution in the infill region, a constraint on the volume of the infill region is further introduced. Compared with the optimized designs of coated structures with uniform infill, it is found that the structural stiffness can be greatly improved through the proposed concurrent design approach for shell-graded-infill structures.

It is also worth noting that, as shown in [5, 30], the explicit description of the structural geometry is very helpful for dealing with manufacturing-oriented constraints (e.g., controlling minimum feature size or overhang angles of structural components) which should also be considered during the design of shell-graded-infill structures for additive manufacturing. Moreover, although in the present work, the corresponding design and optimization is only carried out under the deterministic framework, the developed methodology can also be applied to take the influence of possible uncertainties (e.g., induced by the manufacturing process) into consideration. For instance, the geometrical uncertainties can be conveniently represented by introducing a dimensional tolerance on structural components. Based on the present work, future research directions deserve intensive explorations including the optimal design of three-dimensional coated structures with graded lattice infill considering manufacturing constraints/uncertainties, buckling constraint and multi-physics requirements, etc. Corresponding results will be reported in separated works.
Appendix: The sensitivities of the coordinate-transformed TDF of the component with respect to the graded-infill related design variables

The aim of this section is to calculate the \( \partial \phi^{k,l} / \partial a^k_j \) in Eq. (4.10). For the \( k \)-th component in each unit cell, the design variable vector is \( \mathbf{D}_k^c = (x^{k,1}, y^{k,1}, a_k, \theta_k, t_k^1, t_k^2, (\alpha^k)^T, (\beta^k)^T)^T \), with \( \alpha^k = (a_{1,1}^k, a_{1,2}^k, ..., a_{r,1}^k, a_{r,2}^k, ..., a_{n_2,1}^k, a_{n_2,2}^k)^T \), \( \beta^k = (\beta_{1,1}^k, \beta_{1,2}^k, ..., \beta_{r,1}^k, \beta_{r,2}^k, ..., \beta_{n_2,1}^k, \beta_{n_2,2}^k)^T \) denoting the vectors of the coefficients associated with the perturbation basis functions along two coordinate directions.

According to the chain rule, we have:

\[
\begin{align*}
\frac{d\phi^{k,l}}{dx^{k,1}} &= \frac{\partial \phi^{k,l}}{\partial x'} \frac{\partial x'}{\partial x^{k,1}} + \frac{\partial \phi^{k,l}}{\partial y'} \frac{\partial y'}{\partial x^{k,1}} + \frac{\partial \phi^{k,l}}{\partial b_k} \frac{\partial b_k}{\partial x^{k,1}}, \\
\frac{d\phi^{k,l}}{dy^{k,1}} &= \frac{\partial \phi^{k,l}}{\partial x'} \frac{\partial x'}{\partial y^{k,1}} + \frac{\partial \phi^{k,l}}{\partial y'} \frac{\partial y'}{\partial y^{k,1}} + \frac{\partial \phi^{k,l}}{\partial b_k} \frac{\partial b_k}{\partial y^{k,1}}, \\
\frac{d\phi^{k,l}}{da_k} &= \frac{\partial \phi^{k,l}}{\partial b_k} \frac{\partial b_k}{\partial a_k}, \\
\frac{d\phi^{k,l}}{dt_k^1} &= \frac{\partial \phi^{k,l}}{\partial b_k} \frac{\partial b_k}{\partial t_k^1}, \\
\frac{d\phi^{k,l}}{dt_k^2} &= \frac{\partial \phi^{k,l}}{\partial b_k} \frac{\partial b_k}{\partial t_k^2}, \\
\frac{d\phi^{k,l}}{d\theta_k} &= \frac{\partial \phi^{k,l}}{\partial x'} \frac{\partial x'}{\partial \theta_k} + \frac{\partial \phi^{k,l}}{\partial y'} \frac{\partial y'}{\partial \theta_k} + \frac{\partial \phi^{k,l}}{\partial b_k} \frac{\partial b_k}{\partial \theta_k}, \\
\frac{d\phi^{k,l}}{d\alpha_{r,i}} &= \frac{\partial \phi^{k,l}}{\partial x'} \frac{\partial x'}{\partial \alpha_{r,i}} + \frac{\partial \phi^{k,l}}{\partial y'} \frac{\partial y'}{\partial \alpha_{r,i}} + \frac{\partial \phi^{k,l}}{\partial \beta_{t,j}} \frac{\partial \beta_{t,j}}{\partial \alpha_{r,i}}, r = 1, ..., n_2, i = 1, 2, \\
\frac{d\phi^{k,l}}{d\beta_{t,j}} &= \frac{\partial \phi^{k,l}}{\partial x'} \frac{\partial x'}{\partial \beta_{t,j}} + \frac{\partial \phi^{k,l}}{\partial y'} \frac{\partial y'}{\partial \beta_{t,j}} + \frac{\partial \phi^{k,l}}{\partial \beta_{t,j}} \frac{\partial \beta_{t,j}}{\partial \beta_{t,j}}, t = 1, ..., n_2, j = 1, 2,
\end{align*}
\]

where
\[
\begin{align*}
\frac{\partial b_k}{\partial x'} &= \frac{t_k^2 - t_k^1}{2a_k}, \\
\frac{\partial b_k}{\partial a_k} &= -\frac{t_k^2 - t_k^1}{2}x' a_k^{-2}, \\
\frac{\partial b_k}{\partial t_1} &= \frac{1}{2} + \frac{x'}{2a_k}, \\
\frac{\partial b_k}{\partial t_2} &= \frac{1}{2} - \frac{x'}{2a_k}, \\
\frac{\partial \phi^{k,l}}{\partial x'} &= -\left[ \left( \frac{x'}{a_k} \right)^p + \left( \frac{y'}{b_k} \right)^p \right]^{\frac{1}{p}-1} x'^{p-1} a_k^{-p}, \\
\frac{\partial \phi^{k,l}}{\partial y'} &= -\left[ \left( \frac{x'}{a_k} \right)^p + \left( \frac{y'}{b_k} \right)^p \right]^{\frac{1}{p}-1} y'^{p-1} b_k^{-p}, \\
\frac{\partial \phi^{k,l}}{\partial a_k} &= \left[ \left( \frac{x'}{a_k} \right)^p + \left( \frac{y'}{b_k} \right)^p \right]^{\frac{1}{p}-1} x'^{p} a_k^{-p-1}, \\
\frac{\partial \phi^{k,l}}{\partial b_k} &= \left[ \left( \frac{x'}{a_k} \right)^p + \left( \frac{y'}{b_k} \right)^p \right]^{\frac{1}{p}-1} y'^{p} b_k^{-p-1}, \\
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial x'}{\partial x^{k,1}} &= -\cos \theta_k, \\
\frac{\partial y'}{\partial x^{k,1}} &= \sin \theta_k, \\
\frac{\partial x'}{\partial y^{k,1}} &= -\sin \theta_k, \\
\frac{\partial y'}{\partial y^{k,1}} &= -\cos \theta_k, \\
\frac{\partial x'}{\partial \theta_k} &= -\sin \theta_k (\bar{x} - x^{k,1}) + \cos \theta_k (\bar{y} - y^{k,1}), \\
\frac{\partial y'}{\partial \theta_k} &= -\cos \theta_k (\bar{x} - x^{k,1}) - \sin \theta_k (\bar{y} - y^{k,1}), \\
\end{align*}
\]
\[
\frac{\partial x'}{\partial \tilde{x}} = \cos \theta_k, \\
\frac{\partial y'}{\partial \tilde{x}} = -\sin \theta_k, \\
\frac{\partial x'}{\partial \tilde{y}} = \sin \theta_k, \\
\frac{\partial y'}{\partial \tilde{y}} = \cos \theta_k,
\]

\[
\frac{\partial \tilde{x}}{\partial \alpha_{r,1}^k} = \cos \left( \frac{(r - 1)\pi}{L} \left( x - \frac{L}{2} \right) \right), r = 1, \ldots, n_1, \\
\frac{\partial \tilde{x}}{\partial \alpha_{r,2}^k} = \sin \left( \frac{(r - 1)\pi}{L} \left( x - \frac{L}{2} \right) \right), r = 1, \ldots, n_1, \\
\frac{\partial \tilde{y}}{\partial \beta_{t,1}^k} = \cos \left( \frac{(t - 1)\pi}{H} \left( y - \frac{H}{2} \right) \right), t = 1, \ldots, n_2, \\
\frac{\partial \tilde{y}}{\partial \beta_{t,2}^k} = \sin \left( \frac{(t - 1)\pi}{H} \left( y - \frac{H}{2} \right) \right), t = 1, \ldots, n_2.
\]
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### Tables

| Control point index | Coordinates          | Control point index | Coordinates          |
|---------------------|----------------------|---------------------|----------------------|
| 1                   | (5.3974, 2.3705)     | 7                   | (1.7537, 2.3705)     |
| 2                   | (4.7928, 2.6627)     | 8                   | (0.3382, 0.0909)     |
| 3                   | (4.5192, 2.7733)     | 9                   | (3.0171, 0.1715)     |
| 4                   | (4.2867, 2.7961)     | 10                  | (4.2867, 0.0682)     |
| 5                   | (3.7632, 3.2772)     | 11                  | (5.5678, 0.1516)     |
| 6                   | (2.0472, 3.6635)     | 12                  | (8.3374, 0.0318)     |

Table 1. Coordinates (relative to the coordinate system shown in Fig. 18) of the control points for the B-spline boundary curve shown in Fig. 20a.
Figures

(a) Cross section of a bamboo [10].

(b) A femur bone of human [11].

(c) The stem of the Norway spruce [12].

Fig. 1 Examples of shell–infill structures in nature.
Fig. 2 Schematic diagram for the construction of a graded lattice by the perturbation of a uniform lattice structure.
Fig. 3 A schematic diagram for the construction of a coating shell.
Fig. 4 A schematic illustration of the MMC-based topology optimization method.
Fig. 5 A schematic illustration of the MMV-based topology optimization method.
Fig. 6 The geometry description of a two-dimensional structural component.

\[ b_i(x') = \frac{t_i^1 + t_i^2}{2} + \frac{t_i^2 - t_i^1}{2a_i} x' \]
Fig. 7 The geometry description of a void in the MMV method.
The $k$-th component in the $l$-th cell $x$.

Prototype unit cell

The $k$-th component in the $l$-th cell

Fig. 8 Generating a periodic lattice structure through a prototype unit cell.
Fig. 9 Generating a graded lattice structure through coordinate transformation of a periodic lattice in Fig. 8.

(a) Two trigonometric basis functions for each coordinate.

(b) Two polynomial basis functions for each coordinate.
Fig. 10 A schematic illustration of generating the TDF of a shell-graded-infill structure.
Fig. 11 The short beam example.
Fig. 12 The initial design of the short beam example.
Fig. 13 The optimized topology of the short beam example without the volume constraint on the infill region ($C^{\text{opt}} = 70.30$).
Fig. 14 The optimized results of the short beam example under different volume constraints on the infill region.
Fig. 15 The convergence test for the finite element analysis (short beam example).
Fig. 16 The iteration history of the short beam example with $V = 0.5V_D$. 
Fig. 17 The optimized coated structure with uniform infills

\( V = 0.5V_D \) and \( C_{opt} = 134.15 \).
Fig. 18 The MBB beam example.
Fig. 19 The initial design of the MBB beam example.
Fig. 20 The optimized results of the MBB beam example under different infill region volume constraints.
Fig. 21 Convergence test of finite element analysis of the MBB example.
Fig. 22 The multi-load beam example.
Fig. 23 The initial designs of the multi-load beam example.
Fig. 24 The optimized structures from different initial designs (Single load case).

(a) 8 initial voids, \( C_{\text{opt}}^{\text{a}} = 243.67 \).

(b) 12 initial voids, \( C_{\text{opt}}^{\text{b}} = 232.68 \).

(c) 18 initial voids, \( C_{\text{opt}}^{\text{c}} = 232.03 \).
Fig. 25 The optimized structure obtained using two perturbation basis functions
(Single load case, $C_{\text{opt}} = 243.08$).
Fig. 26 The initial design with four components in the prototype unit cell.
Fig. 27 The optimized structure obtained from the initial design where four components are locating in the prototype cell

(Single load case, $C^{\text{opt}} = 213.28$).
Fig. 28 The optimized structures obtained from the initial designs where different numbers of components are locating in the prototype unit cell (Multi-load case).

(a) 2 components in the primitive unit cell, \( C^{\text{opt}} = 43.79 \).

(b) 4 components in the primitive unit cell, \( C^{\text{opt}} = 37.51 \).