Stringent $\sigma_8$ constraints from small-scale galaxy clustering using a hybrid MCMC+emulator framework
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ABSTRACT

We present a novel simulation-based hybrid emulator approach that maximally derives cosmological and Halo Occupation Distribution (HOD) information from non-linear galaxy clustering, with sufficient precision for DESI Year 1 (Y1) analysis. Our hybrid approach first samples the HOD space on a fixed cosmological simulation grid to constrain the high-likelihood region of cosmology+HOD parameter space, and then constructs the emulator within this constrained region. This approach significantly reduces the parameter volume emulated over, thus achieving much smaller emulator errors with fixed number of training points. We demonstrate that this combined with state-of-the-art simulations result in tight emulator errors comparable to expected DESI Y1 LRG sample variance. We leverage the new Abacussummit simulations and apply our hybrid approach to CMASS non-linear galaxy clustering data. We infer constraints on $\sigma_8 = 0.762 \pm 0.024$ and $f\sigma_8(z_{\text{eff}} = 0.52) = 0.444 \pm 0.016$, the tightest among contemporary galaxy clustering studies. We also demonstrate that our $f\sigma_8$ constraint is robust against secondary biases and other HOD model choices, a critical first step towards showcasing the robust cosmology information accessible in non-linear scales. We speculate that the additional statistical power of DESI Y1 should tighten the growth rate constraints by at least another 50-60%, significantly elucidating any potential tension with Planck. We also address the “lensing is low” tension, which we find to be in the same direction as a potential tension in $f\sigma_8$. We show that the combined effect of a lower $f\sigma_8$ and environment-based bias accounts for approximately 50% of the discrepancy.
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1 INTRODUCTION

The spatial distribution of galaxies presents one of the most powerful probes of the fundamental properties of the universe. Over the last few decades, galaxy clustering has emerged as an essential tool in constraining cosmology and galaxy evolution, especially as past and current cosmological surveys have increased the amount of galaxy clustering data available by orders of magnitude. Wide-area spectroscopic surveys such as the SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS; Dawson et al. 2013), the SDSS-IV extended Baryon Oscillation Spectroscopic Survey (eBOSS; Dawson et al. 2016), and WiggleZ (Blake et al. 2011) have proven to be particularly constraining, yielding groundbreaking results on the expansion history of the universe and the growth of structure. Upcoming spectroscopic surveys such as the Dark Energy Spectroscopic Instrument (DESI; DESI Collaboration et al. 2016), the Subaru Prime Focus Spectrograph (PFS; Takada et al. 2014), the ESA Euclid satellite mission (Laureijs et al. 2011), and the NASA Roman Space Telescope (WMAP; Spergel et al. 2013) should enable the next giant leap in both the volume and depth in our mapping of the universe.

Galaxy clustering is a particularly sensitive tracer of the growth of cosmic structure, which has recently emerged as a potential tension point in the standard ΛCDM paradigm. Specifically, galaxy clustering studies directly constrain the growth rate parameter combination $f\sigma_8$, where $f$ is the linear growth rate of structure, and $\sigma_8$ quantifies the normalisation of the matter power spectrum. The tension in $f\sigma_8$ arises when comparing late-time ($z < 1$) galaxy clustering and lensing constraints to the CMB constraints, where the late-time constraints are systematically lower than CMB with mild statistical significance. Macaulay et al. (2013) first reported a lower than expected growth rate by combining several early large-scale RSD measurements. A series of subsequent lensing studies claimed a tension of around 2$\sigma$ (e.g. MacCrann et al. 2015; Battye et al. 2015; Hildebrandt et al. 2020; Amon et al. 2022), which are further corroborated by recent clustering constraints on growth rate that systematically bias low by 1–2$\sigma$ (e.g. Sánchez et al. 2014; Gil-Marín et al. 2016; Nessers et al. 2017; de Mattia et al. 2021). We refer the readers to Abdalla et al. (2022) for a comprehensive review of this tension and potential solutions.
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To extract cosmological information from galaxy clustering, one popular approach is to isolate the so-called “standard ruler” features, such as the baryon acoustic peak, from the full-shape clustering. These standard rulers are robust to most observational systematics (Ross et al. 2012, 2015), but capture only a limited amount of information contained in the full clustering measurement. Another approach is to compare the measured full-shape clustering directly to a theoretical template, which in principle captures the full information content of the galaxy clustering signal. This approach can place particularly stringent constraints on the growth of structure by jointly probing both the matter density field and the matter velocity field, as the full-shape galaxy clustering is modulated by velocity distortion effects such as the Kaiser effect (Kaiser 1987) and the finger-of-god (FoG) effect, collectively known as redshift-space distortions (RSD).

RSD studies have been mostly limited to very large scales, as the theory templates rely on variations of high-order perturbation theories, which are only reliable beyond approximately 30–50\,h\,Mpc (Carlson et al. 2009, 2013). In fact, even on very large scales, RSD measurements can be modulated by a variety of non-linear effects (Cole et al. 1994; Scoccimarro 2004; Tinker et al. 2006). However, modern cosmological surveys are designed in a way that their galaxy clustering measurements are most accurate at scales of a few megaparsecs, far below the limits of perturbative models. Thus, to fully take advantage of the rich cosmological and astrophysical information contained in current and upcoming galaxy survey data, new models need to be developed that can accurately predict clustering on much smaller scales.

Small-scale clustering is also much more sensitive to non-linear growth, and thus should be significantly more constraining on $f\sigma_8$. In fact, Zhai et al. (2019) showed that the constraining power on $f\sigma_8$ increases monotonically as smaller scales are included. With the same data set, the projected error bar on $f\sigma_8$ from a small-scale analysis is half of what is possible with a perturbative analysis on large scales. Thus, in principle, a robust small-scale analysis with DESI data can drastically increase the statistical significance of a potential tension in $f\sigma_8$.

However, modeling structure on small scales is challenging. The small-scale RSD is complicated not only by high-order contributions of both the density and velocity fields, but also non-perturbative effects arising from the dynamics beyond shell crossing, i.e., formation and evolution of galaxies (or dark matter halos) and baryonic feedback. To tackle these complexities, a new class of methods relying on simulations instead of analytic theories have arisen (e.g. Zhai et al. 2019; Lange et al. 2021; Chapman et al. 2021; Kobayashi et al. 2021). The key advantage of simulation-based methods is that N-body simulations can precisely capture the non-linear evolution of dark matter density and velocity fields, given sufficient computational resources. However, N-body simulations only simulate the gravitational growth of the total matter field, so we still need a robust galaxy–dark matter connection model that “paints” galaxies on top of the simulated matter density field. An additional challenge with simulation-based methods is the fact that simulations of sufficiently large volume (larger than survey volume) and precision are expensive to run, and can only be run at fixed cosmology, resulting in a very sparse sampling (often ~ 10 per parameter direction) of cosmology parameter space.

To bridge the galaxy–halo connection, several empirical models have emerged as being particularly effective at producing the correct small-scale galaxy clustering. One such model is sub-halo abundance matching (SHAM; Conroy et al. 2006; Reddick et al. 2013; Chaves-Montero et al. 2016), which in its most basic form, relies on the assumption that some galaxy property (such as luminosity or stellar mass) is monotonically related to some halo properties (such as virial mass or maximum circular velocity) with scatter. More complex versions of this modeling approach have also parameterized for example tidal disruption and assembly bias (e.g. Lehmann et al. 2017; Contreras et al. 2021; Hearin et al. 2022). Another model commonly used in modern cosmological simulations is the halo occupation distribution model (HOD; Berlind & Weinberg 2002; Zheng et al. 2005, 2007; Hearin et al. 2016; Yuan et al. 2018), which ties galaxy occupation probabilistically to halo properties through a set of parametrized functions. We refer the readers to Wechsler & Tinker (2018) for a comprehensive review of this topic.

The issue of sparse cosmology sampling can be addressed with interpolative surrogate models known as emulators, as demonstrated with various degrees of success in recent studies (e.g. Heitmann et al. 2009; Lawrence et al. 2010; Heitmann et al. 2014; Zhai et al. 2019, 2022; Lange et al. 2019, 2021; Kobayashi et al. 2021). These emulator models utilize flexible parametrized models such as polynomial expansions and Gaussian processes to interpolate between the model predictions at the available cosmologies to enable dense sampling of the cosmology likelihood space, but at the cost of additional errors due to uncertainties in the model. Thus, the key challenge in emulator studies is to measure and minimize such emulator errors.

While recent emulator studies have demonstrated sufficient precision to analyze existing datasets such as BOSS CMASS and LOWZ, they are still held back by the sparse cosmology+HOD sampling and limited simulation volume. As a result, the emulator errors are too large to take advantage of the effective volumes of upcoming surveys such as DESI. Another issue with existing emulator analyses is the reliance on a single HOD parametrization. There is significant uncertainty associated with what the correct HOD form is, and a key test of the cosmological information content of small-scale galaxy clustering is to show that the cosmology constraints are independent of the assumed HOD model.

In this paper, we develop a new hybrid emulator framework that aims to tackle these issues by combining emulation with direct Markov chain Monte Carlo (MCMC) sampling, and by taking advantage of new state-of-the-art simulations and highly efficient HOD codes. To demonstrate the efficacy of our new method, we apply it to existing CMASS data and achieve stringent joint constraints on cosmology and HOD.

Specifically, to minimize emulator errors, we adopt the largest N-body simulation suite available, ABACUSSUMMIT, which is designed to satisfy and exceed the simulation requirement of DESI (Maksimova et al. 2021). These simulations offer more than an order of magnitude more in total volume than the previous state-of-the-art emulator simulations (e.g. DeRose et al. 2019), significantly suppressing sample variance in our emulators. To further reduce emulator errors, we adopt a hybrid approach, where we first run MCMC chains to explore the parameter space and then use the emulator to analyze existing datasets such as BOSS CMASS and LOWZ, which in its most basic form, relies on the assumption that some galaxy property (such as luminosity or stellar mass) is monotonically related to some halo properties (such as virial mass or maximum circular velocity) with scatter. More complex versions of this modeling approach have also parameterized for example tidal disruption and assembly bias (e.g. Lehmann et al. 2017; Contreras et al. 2021; Hearin et al. 2022). Another model commonly used in modern cosmological simulations is the halo occupation distribution model (HOD; Berlind & Weinberg 2002; Zheng et al. 2005, 2007; Hearin et al. 2016; Yuan et al. 2018), which ties galaxy occupation probabilistically to halo properties through a set of parametrized functions. We refer the readers to Wechsler & Tinker (2018) for a comprehensive review of this topic.

The issue of sparse cosmology sampling can be addressed with interpolative surrogate models known as emulators, as demonstrated with various degrees of success in recent studies (e.g. Heitmann et al. 2009; Lawrence et al. 2010; Heitmann et al. 2014; Zhai et al. 2019, 2022; Lange et al. 2019, 2021; Kobayashi et al. 2021). These emulator models utilize flexible parametrized models such as polynomial expansions and Gaussian processes to interpolate between the model predictions at the available cosmologies to enable dense sampling of the cosmology likelihood space, but at the cost of additional errors due to uncertainties in the model. Thus, the key challenge in emulator studies is to measure and minimize such emulator errors.

While recent emulator studies have demonstrated sufficient precision to analyze existing datasets such as BOSS CMASS and LOWZ, they are still held back by the sparse cosmology+HOD sampling and limited simulation volume. As a result, the emulator errors are too large to take advantage of the effective volumes of upcoming surveys such as DESI. Another issue with existing emulator analyses is the reliance on a single HOD parametrization. There is significant uncertainty associated with what the correct HOD form is, and a key test of the cosmological information content of small-scale galaxy clustering is to show that the cosmology constraints are independent of the assumed HOD model.

In this paper, we develop a new hybrid emulator framework that aims to tackle these issues by combining emulation with direct Markov chain Monte Carlo (MCMC) sampling, and by taking advantage of new state-of-the-art simulations and highly efficient HOD codes. To demonstrate the efficacy of our new method, we apply it to existing CMASS data and achieve stringent joint constraints on cosmology and HOD.

Specifically, to minimize emulator errors, we adopt the largest N-body simulation suite available, ABACUSSUMMIT, which is designed to satisfy and exceed the simulation requirement of DESI (Maksimova et al. 2021). These simulations offer more than an order of magnitude more in total volume than the previous state-of-the-art emulator simulations (e.g. DeRose et al. 2019), significantly suppressing sample variance in our emulators. To further reduce emulator errors, we adopt a hybrid approach, where we first run MCMC chains to identify high-likelihood regions of parameter space and only emulate the model prediction in the identified regions. This is in contrast to existing analyses where the training samples were selected blind of the data and are thus constructed to cover expansive parameter space. By training our emulator in a much smaller data-constrained regions of cosmology+HOD parameter space, we increase the density of training points and thus achieve smaller interpolation errors. We show that our hybrid approach should be sufficiently precise to utilize the effective volume of the DESI Luminous Red Galaxy (LRG) sample.

Our approach also enables testing different HOD models by using the ABACUS-HOD package (Yuan et al. 2021b), which contains a large set of physically extensions to the standard HOD model that can be switched on and off without penalizing the computational effi-
ciency. For the bulk of this paper, we carry our analysis through with two different HOD models, specifically one with and one without environment-based secondary bias. We also test our key cosmological constraints against additional HOD model extensions and show that our cosmology results are robust against such variations. Finally, a key advantage of AbacusHOD lies in its high efficiency, which both enables the MCMC step and increases the size of the HOD training set we can generate.

This paper is structured as follows. Section 2 describes the simulation-based model template we construct to compare with observed galaxy clustering measurements. In section 3, we present the target galaxy clustering measurement we analyze for this paper. In section 4, we describe in detail the hybrid MCMC+emulator methodology and the corresponding inference pipeline. Section 5 presents the main science results of this paper, summarizing the cosmology+HOD posterior constraints. In section 6, we compare our results to relevant studies and further evaluate our results in a broader context. Finally, we conclude in section 7.

2 SIMULATION-BASED MODEL TEMPLATE

In this section, we describe our simulation-based model template for 3D galaxy clustering measurements on small scales. We first introduce the AbacusSummit simulations, which generates the dark matter density and velocity fields at different cosmologies. We then introduce the AbacusHOD framework that populates the dark matter fields with galaxies and computes the predicted galaxy clustering.

2.1 The AbacusSummit simulations

The AbacusSummit simulation suite (Maksimova et al. 2021) is a set of large, high-accuracy cosmological N-body simulations using the Abacus N-body code (Garrison et al. 2019, 2021), designed to meet and exceed the Cosmological Simulation Requirements of the Dark Energy Spectroscopic Instrument (DESI) survey (Levi et al. 2013). AbacusSummit consists of over 150 simulations, containing approximately 60 trillion particles at 97 different cosmologies. For this analysis, we use exclusively the “base” configuration boxes within the simulation suite, each of which contains 69123 particles within a (2h-1Gpc)3 volume, corresponding to a particle mass of 2.1 × 10−7 M⊙.

The AbacusSummit suite also uses a new specialized spherical-overdensity based halo finder known as ComPaSO (Hadzhiyska et al. 2021). Specifically, ComPaSO is a highly efficient on-the-fly group finder specifically designed for the AbacusSummit simulations. ComPaSO builds on the existing spherical overdensity (SO) algorithm by taking into consideration the tidal radius around a smaller halo before competitively assigning halo membership to the particles in an effort to more effectively debblend halos. Among other features, the ComPaSO finder also allows for the formation of new halos on the outskirts of growing halos, which alleviates a known issue of configuration-space halo finders of failing to identify halos close to the center of mass of larger halos. The ComPaSO halos also leverage a post-processing “cleaning” procedure that utilizes the halo merger trees to “re-merge” a subset of halos (Bose et al. 2021). This is done both to remove over-deblended halos in the spherical overdensity finder, and to intentionally merge physically associated halos that have merged and then physically separated. An example of such dissociation is what is known as splashback (e.g. Diemer & Kravtsov 2014; More et al. 2015, 2016), where halos that were once part of a larger halo have since exited following at least one orbital passage within their former hosts. In Bose et al. (2021), the authors found that re-merging such halos significantly improves the fidelity of the halo catalog, and the resulting “cleaned” halo catalog achieves significantly better fits on data in an HOD analysis. The fits presented this paper are carried out with the cleaned halo catalogs.

2.1.1 The cosmology grid

For this analysis, we mainly utilize two sets of base boxes. The first set is a set of 85 base boxes run at 85 distinct cosmologies, at fixed initial phase. The second set is a set of 25 base boxes run at the same fiducial cosmology (P18; Planck Collaboration et al. 2020, also known as c000 later on), but at 25 different initial phases. The first set is essential for building up the training set for the cosmology+HOD emulator (see section 4.2). The second set is important for quantifying the sample variance and potential biases (see section 4.4). The 85 cosmologies are tagged c000-181 non-consecutively while 25 phases are tagged ph000-024.

We now briefly describe the 85 different cosmologies and how they are chosen (see Maksimova et al. 2021 for details). The cosmology parameter basis used for our emulator includes 8 parameters: the baryon density Ωb = Ωbh2, the cold dark matter density Ωcdm = Ωcdm h2, the amplitude of structure σ8, the spectral tilt nS, running of the spectral tilt αs, the density of massless relics Neff, and dark energy equation of state parameters w0 and wa (w(a) = w0 + (1 − a)wa).

A set of observational constraints where followed in the design of the parameter grid. For example, wa is varied while holding the equation of state at z = 0.333 constant, so that the low redshift cosmic distance scale remains less changed. Similarly, changes in Neff are compensated by changes in Ωcdm and ns, so as to leave the CMB less changed. A flat spatial curvature is assumed for all cosmologies, and the Hubble constant H0 is chosen to match the CMB acoustic scale θ, to P18 measurement.

The different cosmologies are indexed by cXXX, where XXX ranges from 000 to 181. The details of each cosmology are described on the AbacusSummit website. Figure 1 visualizes the 85 different cosmologies relative to P18 shown in black lines. Note that 5 cosmologies (c000-c004) are highlighted as the test set. Their usage is described in section 4.3. We briefly summarize the cosmology choices here.

c000 corresponds to the fiducial P18 cosmology, specifically the mean estimates of the Planck TT,TE,EE+lowE+lensing likelihood chains. The 25 boxes with different phases are at c000.

c001-004 correspond to four secondary cosmologies. Specifically, a WMAP9 + ACT + SPT (Calabrese et al. 2017), a thawing dark energy model (w0 = −0.7, wa = −0.5), a model with extra relativistic density (Neff = 3.7), and a model with lower amplitude of clustering (c000 but with σ8 = 0.75).

c100-126 is a linear derivative grid set up around c000, with symmetric pairs along all 8 parameter axes. The grid also includes additional pairs along Ωcdm, σ8, ns, w0, and wa with smaller step sizes.

c130-181 forms an emulator grid that provides a wider coverage of

1 For more details, see https://abacussummit.readthedocs.io/en/latest/abacussummit.html

2 https://abacussummit.readthedocs.io/en/latest/cosmologies.html
the 8-dimensional parameter space. This was done by placing electrostatic points on the surface of an 8-dimensional ellipsoid, whose extent was chosen to be 3 to 8 standard deviations beyond current constraints from the combination of CMB and large-scale structure data. The grid excludes anti-podal reflected points and includes extra excursion along $\sigma_8$.

### 2.2 galaxy–halo connection modeling

To propagate the simulated matter density field to galaxy distributions, we adopt the Halo Occupation Distribution model (HOD), which probabilistically populate dark matter halos with galaxies according to a set of halo properties. Statistically, the HOD can be summarized as a probabilistic distribution $P(n_g | X_h)$, where $n_g$ is the number of galaxies of the given halo, and $X_h$ is some set of halo properties.

In the standard or vanilla HOD model, halo mass is assumed to be the only relevant halo property $X_h = M_h$ (Zheng et al. 2005, 2007). This standard HOD separates the galaxies into central and satellite galaxies, and assumes the central galaxy occupation to follow a Bernoulli distribution where the satellites follow a Poisson distribution. For LRGs, the standard HOD assumes a 5-parameter model for the mean expected number of central and satellite galaxies per halo given halo mass. In this analysis, we follow the same functional form as Zheng et al. (2005, 2007) but adopt the specific parameterization of Kwan et al. (2015):

$$n_{\text{cent}}^{\text{LRG}}(M) = \frac{1}{2} \text{erfc} \left( \frac{\log(10) M_{\text{cat}}/M}{\sqrt{2}\sigma} \right),$$

$$n_{\text{sat}}^{\text{LRG}}(M) = \left( \frac{M - \kappa M_{\text{cat}}}{M_1} \right)^\alpha \bar{n}_{\text{cent}}^{\text{LRG}}(M),$$

where the five parameters characterizing the model are $M_{\text{cat}}$, $M_1$, $\alpha$, $\sigma$, $\kappa$. $M_{\text{cat}}$ characterizes the minimum halo mass to host a central galaxy. $M_1$ characterizes the typical halo mass that hosts one satellite galaxy. $\sigma$ describes the steepness of the transition from 0 to 1 in the number of central galaxies. $\alpha$ is the power law index on the number of satellite galaxies. $\kappa M_{\text{cat}}$ gives the minimum halo mass to host a satellite galaxy. We have added a modulation term $\bar{n}_{\text{cent}}^{\text{LRG}}(M)$ to the satellite occupation function to remove satellites from halos without centrals.

For this analysis, we utilize the AbacusHOD framework, a highly efficient HOD implementation that enables a large set of HOD extensions (Yuan et al. 2021b). The code is publicly available as a part of the abacusutils package at https://github.com/abacusorg/abacusutils. Example usage can be found at https://abacusutils.readthedocs.io/en/latest/hod.html. In the following two sub-sub-sections, we describe its efficiency and some relevant physically-motivated model extensions.

#### 2.2.1 AbacusHOD Efficiency

While the large volume of AbacusSummit is excellent for suppressing sample variance, but it also makes HOD evaluations painfully slow. Thus, a fast HOD implementation is essential for sampling a high-dimensional extended HOD + cosmology parameter spaces. AbacusHOD achieves high efficiency through several key optimizations. First of all, it does a compression step by downsampling the halos and particles, but doing so in a halo mass dependent fashion in order to avoid introducing extra shot noise. Secondly, the code is accelerated with numba and highly parallelized to take advantage of all available processor cores. Finally, the code minimizes I/O by loading all downsampled halos and particles in memory during initialization and subsequently conducts all array manipulations in-place in memory. AbacusHOD also utilizes the highly-optimized grid-based corrfunc code (Sinha & Garrison 2020) for fast correlation function calculations. For CMASS LRG density, a full HOD evaluation including the calculation of the correlation function on a base box takes approximately 0.2 seconds on a 32 core desktop machine. The performance of AbacusHOD is described in more details in section 4.4 of Yuan et al. (2021b).

#### 2.2.2 HOD extensions

AbacusHOD also includes a rich set of HOD extensions beyond the standard 5-parameter HOD model ($\log_{10} M_{\text{cut}}, \log_{10} M_1, \alpha, \kappa$, see Zheng et al. 2007). We summarize the relevant extensions here:

- $\alpha_{\text{vel}}$ is the central velocity bias parameter, which modulates the peculiar velocity of the central galaxy relative to the halo center (center of mass of the central subhalo). $\alpha_{\text{vel},\text{c}} = 0$ indicates no central velocity bias, i.e. centrals perfectly track the velocity of halo centers.
- $s$ is the satellite profile bias parameter, which modulates how the radial distribution of satellite galaxies within haloes deviate from the radial profile of the halo. $s = 0$ indicates no radial bias, i.e. satellites are uniformly assigned to halo particles. $s > 0$ indicates a more extended (less concentrated) profile of satellites relative to the halo, and vice versa.
- $\alpha_{\text{vel},\text{c}}$ and $A_{\text{vel}}$ are the concentration-based secondary bias parameters for centrals and satellites, respectively. $\alpha_{\text{vel},\text{c}} = 0, A_{\text{vel}} = 0$ indicate no concentration-based secondary bias in the centrals and satellites occupation, respectively. A positive $A$ indicates a preference for lower concentration halos, and vice versa.
- $B_{\text{cen}}$ or $B_{\text{sat}}$ are the environment-based secondary bias parameters for centrals and satellites, respectively. The environment is defined as the mass density within a $r_{\text{env}} = 5 h^{-1}$Mpc top hat of the halo center, excluding the halo itself. $B_{\text{cen}} = 0, B_{\text{sat}} = 0$ indicate no environment-based secondary bias. A positive $B$ indicates a preference for halos in less dense environments, and vice versa.

Finally, the AbacusHOD framework also offers multi-tracer capabilities, i.e. ability to simultaneously model the occupation of multiple galaxy types. While multi-tracer is an essential component of AbacusHOD, we do not describe it further since it is not relevant for this paper.

For this paper, our fiducial analysis invokes two sets of the extensions described above: central and satellite velocity bias ($\alpha_{\text{vel},\text{c}}, \alpha_{\text{vel},\text{s}}$), and central and satellite environment-based secondary bias ($B_{\text{cen}}, B_{\text{sat}}$). We focus on these extensions as they are very well motivated by observations and simulations. Velocity bias has been shown to be a necessary ingredient in modeling BOSS galaxy redshift-space clustering on small scales (e.g. Guo et al. 2015a; Yuan et al. 2021b), where various studies have found consensus values of $\alpha_{\text{vel},\text{s}} \approx 0.2$ and $\alpha_{\text{vel},\text{c}} \approx 1$. Velocity bias has also been identified in hydrodynamical simulations and measured to be consistent with observational constraints (e.g. Yuan et al. 2022; Ye et al. 2017).

In terms of secondary bias, traditionally, galaxy concentration has been used as the sole marker of galaxy secondary bias (also known as galaxy assembly bias) due to the concentration’s correlation with...
halo age (e.g. Wechsler et al. 2002; Croton et al. 2007; Gao & White 2007), with older halos having higher concentrations and vice versa. However, a series of recent studies found local environment of the halo to be an excellent tracer of galaxy secondary bias based on hydrodynamical simulations and semi-analytical models (e.g. Yuan et al. 2022; Hadzhiyska et al. 2020; Xu et al. 2020, 2021; Delgado et al. 2021). Specifically, Hadzhiyska et al. (2020) and Xu et al. (2020) both systematically tested the effectiveness of various secondary HOD dependencies in capturing the secondary bias signature, Hadzhiyska et al. (2020) through the ILLUSTRATION hydrodynamical simulations (e.g. Pillepich et al. 2018; Springel et al. 2018; Nelson et al. 2018) and Xu et al. (2020) through semi-analytical models. Both studies found the halo environment to be the best at reproducing the excess clustering due to secondary biases. More recently, Xu et al. (2021) and Delgado et al. (2021) used random forests to systematically identify the most important halo properties in an HOD framework, using hydrodynamical simulations and semi-analytical models, respectively. Both studies again found halo mass and halo environment to be by far the two most important galaxy occupation dependencies. Motivated by these studies, we opt to include the environment-based secondary
bias parameters \((B_{\text{cent}}, B_{\text{sat}})\) in our fiducial HOD model. However, we do test the concentration-based secondary bias and other HOD extensions in section 6.2.

Finally, having generated the galaxy catalog given a simulation volume, we utilize the fast grid-based CORRFUNC code (Sinha & Garrison 2020) to compute the full-shape galaxy clustering. For this analysis, we consider specifically the redshift-space 2PCF \(\xi(r_p, \pi)\), which decomposes the 3D 2-point correlation function into the basis of perpendicular separation \(r_p\) vs. the line-of-sight (LoS) separation \(\pi\). This is different than the more commonly used multipole decomposition. In principle, the two decompositions contain the same information, but we conjecture that \((r_p, \pi)\) forms the more convenient basis in separating out the small-scale FoG effect and systematic effects such as fiber-collision correction issues. We reserve the detailed comparison between the two bases for a separate study.

3 BOSS CMASS DATA

While the hybrid emulator framework we propose in this paper is designed for upcoming surveys such as DESI, we utilize the existing BOSS CMASS dataset to demonstrate its constraining power.

The Baryon Oscillation Spectroscopic Survey (BOSS; Bolton et al. 2012; Dawson et al. 2013) is part of the SDSS-III programme (Eisenstein et al. 2011). BOSS Data Release 12 (DR12) provides redshifts for 1.5 million galaxies in an effective area of 9329 square degrees divided into two samples: LOWZ and CMASS. The CMASS sample is designed to isolate galaxies of approximately constant mass at higher redshift \((z > 0.4)\), most of them being also Luminous Red Galaxies (LRGs, Reid et al. 2016; Rodríguez-Torres et al. 2016). The survey footprint is divided into chunks which are covered in overlapping plates of radius \(\sim 1.49\) degrees. Each plate can house up to 1000 fibres, but due to the finite size of the fibre housing, no two fibres can be placed closer than 62 arcsec, referred to as the fibre collision scale (Guo et al. 2012).

For this analysis, we limit our measurements to the CMASS sample between redshift 0.46 \(< z < 0.6\) in DR12. We choose these moderate redshift ranges for completeness and to minimize the systematics due to redshift evolution. Applying this redshift range to both the North and South Galactic caps gives a total of approximately 600,000 galaxies in our CMASS sample. We then convert angular positions and redshift to 3D comoving positions via a reference cosmology set to P18 values. In principle, we would need to account for a potential mismatch between the assumed cosmology and the inferred cosmology, an effect known as the Alcock–Paczynski (AP) effect (Alcock & Paczynski 1979). However, recent small-scale RSD studies have found this effect to have negligible impact on the final parameter constraints (Chapman et al. 2021, Zhai et al. in prep.). Thus, we do not explicitly model this effect for this analysis. The resulting sample has an average galaxy number density of \(n_{\text{CMASS}} = (3.01 \pm 0.03) \times 10^{-4} h^3 \text{Mpc}^{-3}\).

To compute the redshift-space 2PCF \(\xi(r_p, \pi)\) on CMASS, we use the Landy & Szalay (1993) estimator:

\[
\xi(r_p, \pi) = \frac{DD - 2DR + RR}{RR},
\]

where \(DD\), \(DR\), and \(RR\) are the normalized numbers of data-data, data-random, and random-random pair counts in each bin of \((r_p, \pi)\), and \(r_p\) and \(\pi\) are transverse and LoS separations in comoving units. For this paper, we choose a coarse binning to ensure reasonable accuracy on the covariance matrix, with 8 logarithmically-spaced bins between 0.169\(h^{-1}\)Mpc and 30\(h^{-1}\)Mpc in the transverse direction, and 6 linearly-spaced bins between 0 and 30\(h^{-1}\)Mpc bins along the LoS direction. The measurement on our CMASS sample is visualized in the left panel of Figure 2.

We have corrected the fibre collision effect following the method of Guo et al. (2012), by separating galaxies into collided and de-collided populations and assuming those collided galaxies with measured redshifts in the plate-overlap regions are representative of the overall collided population. The final corrected correlation function can be obtained by summing up the contributions from the two populations.

The covariance matrix is calculated from 400 jackknife samples. The number of jackknife is chosen to ensure that the covariance matrix is well-conditioned while also leaving enough volume in each jackknife. The correlation matrix shown in the right panel of Figure 2 is defined relative to the covariance matrix as

\[
\text{Cov}(\xi)_{ij} = \text{Cov}(\xi)_{ii} / \sqrt{\text{Cov}(\xi)_{ii} \text{Cov}(\xi)_{jj}},
\]

The \(x\) and \(y\) axes show the same bins as on the left panel, flattened in a column-by-column fashion such that the transverse separation \(r_p\) increases with bin number. Overall, we see that the off-diagonal power is relatively small at small transverse scales and becomes more significant at larger transverse scales. This suggests that the error at small \(r_p\) is shot-noise dominated, while sample variance becomes dominant at large \(r_p\). We continue the discussion of the covariance matrices in section 4.4.

4 LIKELIHOOD MODELING

While N-body simulations such as ABACUS SUMMIT provide high-fidelity clustering predictions down to the one-halo scale, simulations are expensive to produce and only produce a sparse sampling of the cosmology parameter space. However, in order to constrain cosmology, we need a robust forward model that can predict clustering given arbitrary reasonable cosmology and HOD parameter combination within a designed range. This is one of the fundamental challenges of simulation-based modeling of cosmological observables.

4.1 Existing methods

There have been two well-developed approaches applied to overcome the issue of sparse sampling of cosmology. The more popular approach is through the use of approximate surrogate models, or emulators, to interpolate between the predictions of the sparse samples. Specifically, in this approach one assumes that the model prediction is smooth as a function of cosmological parameters, and thus trains a regularized analytical model (the emulator) on the cosmology and HOD samples. This approach has started to mature over the last decade through a series of progressively more sophisticated studies. Heitmann et al. (2009) and Heitmann et al. (2014) represent one of the earliest simulation-based emulator works, where the authors emulated the matter power spectrum with Gaussian Processes (GP) based surrogate models, achieving approximately 1% error. More recent works have focused on emulation of galaxy clustering statistics, for which one has to emulate the galaxy–halo connection model (mostly commonly an HOD) in addition to cosmology. In Wibking et al. (2019a) and Wibking et al. (2019b), the authors used a GP model to emulate the projected clustering and galaxy–galaxy lensing as a function of cosmology and HOD, achieving an out-sample error of \(~ 3\%\) (68 C.L.) on the projected correlation function. The AEMULUS project (e.g. Zhai et al. 2019; DeRose et al. 2019, Zhai et al. in prep.)
Figure 2. The redshift-space 2-point correlation function (left) of the BOSS CMASS DR12 galaxies at $0.46 < z < 0.6$ and its corresponding covariance matrix (right). $r_p$ is the transverse comoving distance between galaxies. $\pi$ is the LoS comoving distance between galaxies. The right hand side shows the correlation matrix, calculated from 400 jackknife sub-samples. The bins are formed by flattening the $\xi$ bins column-by-column, with large bin number corresponding to large $r_p$. For example, the bin 0-5 correspond to the first $r_p$ bin but increasing $\pi$.

use a similar GP-based emulator but with a specialized set of N-body simulations specifically designed for emulation. Their analysis achieved percent-level emulator error on projected galaxy clustering and redshift-space multipoles within $r < 10 h^{-1} \text{Mpc}$, but loses accuracy at larger scales. The Dark Emulator project (Nishimichi et al. 2019; Miyatake et al. 2021) adopts a slightly different approach where they emulator halo clustering statistics, which is then convolved with an analytic HOD model for galaxy clustering prediction. This approach does simplify the emulation to a certain extent, but limits the amount of flexibility in the HOD model.

The second approach seeks to directly interpolate the marginalized likelihood as a function of cosmology. Specifically, for galaxy clustering inference, one would calculate the likelihood marginalized over all HOD realizations at each cosmology, and then interpolate the marginalized likelihood as a function of cosmological parameters. This approach was first developed in Lange et al. (2019), known there as cosmological evidence modeling, and then successfully applied to BOSS LOWZ galaxy clustering to obtain cosmology constraints (Lange et al. 2021). This evidence modeling approach significantly simplifies the interpolation problem by removing the need to explicitly model HOD dependencies, allowing for arbitrarily complex HOD models. However, the downside of this approach is that it only allows for marginalized constraints on cosmology or HOD, but does not allow for joint cosmology+HOD parameter constraints.

In this section, we describe in detail our new likelihood model and cosmology+HOD inference pipeline that improve upon these two existing approaches.

4.2 Hybrid MCMC + Emulator

Our hybrid approach combines direct likelihood sampling through Markov chain Monte Carlo (MCMC) and an emulator interpolation scheme. Specifically, knowing the observed galaxy clustering data vector, we first fully sample the likelihood surface as a function of HOD parameters at each simulated cosmology with the publicly available emcee code (Foreman-Mackey et al. 2013). This is to identify the high-likelihood regions of parameter space that produce predictions similar to the observations, i.e. the typical set. Then we train our emulator only on these regions of parameter space to reduce the parameter volume we need to emulate over, thus increasing the density of training points and making the emulation problem easier. We see this as an methodological improvement compared to the standard emulator approach, where the emulator is trained over an expansive grid of HOD parameters at each cosmology, covering large regions of parameter space that is not supported by observations. Once we have identified the typical set, we can then uniformly sample our emulator training set from the MCMC samples at each cosmology. In spirit, this approach is similar to evidence modeling, except we interpolate the typical set at each cosmology instead of the marginalized likelihood.

For this analysis, we adopt a Gaussian Processes (GP) based emulator model. For a more complete description of Gaussian Processes, we refer the reader to Williams & Rasmussen (2006). Section 2.4 of Zhai et al. (2019) offers an abbreviated description of the core ideas of GPs in the context of cosmological emulators. For all Gaussian Process calculations in this work we use the GPy Python package (GPy 2012). However, as demonstrated in previous emulator works, the standard GP models suffers from rather poor performance scaling as a function the number of training samples. Specifically, GP evaluations involve forming and inverting an $n \times n$ matrix where $n$
is the number of training points. This operation naively takes \(O(n^2)\) memory and \(O(n^3)\) time. Given current constraints on computing hardware (for this analysis, we are limited to 32-core nodes with 128GB memory), this limits a typical galaxy clustering emulator to use only a few thousand cosmology+HOD training points.

Fortunately, we can outperform the naive scaling by exploiting structure in our training data distribution, in what is known as the Kronecker GP model. Specifically, if the space of HOD models in our training data is \(X_{\text{HOD}}\) and similarly for cosmological models \(X_{\Omega}\), the full training parameter space \(X\) can be written as a tensor product of the two spaces:

\[
X = X_{\text{HOD}} \otimes X_{\Omega}.
\]

As a result, a covariance kernel in \(K \in X\) can be computed as a Kronecker product of \(K_{\text{HOD}} \in X_{\text{HOD}}\) and \(K_{\Omega} \in X_{\Omega}\)

\[
K = K_{\text{HOD}} \otimes K_{\Omega}.
\]

This structure, along with the following property of inverse Kronecker products

\[
(A \otimes B)^{-1} = A^{-1} \otimes B^{-1},
\]

enables the construction of a large GP as a product of smaller, more manageable GPs. We leverage this technique to make our emulators significantly more memory and time efficient. Specifically, we can improve our time complexity from \(O(\Pi n_i^3)\) to \(O(2\nu_i^3)\), where \(n_i\) is the number of training points in each parameter space. The details of this Kronecker GP regression are shown in Stegle et al. (2011), and implemented in GPY’s GPKroneckerGaussianRegression class.

However, the separation of covariance kernels and HOD kernels also means that Kronecker GP models necessarily require separate HOD training sets and cosmology training sets. In practice, it means that we need to train the GP model at the same set of HODs at each cosmology, while our MC sampling does not return the same HOD chains at different cosmologies. To overcome this issue, we uniformly sample 30 HODs from each MC chain and concatenate these subsamples across all 85 different cosmologies to arrive at a set of \(30 \times 85 = 2550\) HOD training points. Then we re-run these 2550 HODs at each of the 85 cosmology to form the final 2550 HOD \(\times\) 85 cosmology training set for the GP model. Effectively, instead of training our model over an arbitrary-shaped typical set in cosmology+HOD parameter space, we train our model over the minimum bounding box that enforces the typical set. While this somewhat compromises the spirit of finding the typical set in the first place, the benefit of being able to include an order-of-magnitude more HOD training points with Kronecker GPs outweighs the loss due to a somewhat enlarged training range. We also note that each HOD is also run 16 times with different random seeds and then averaged to suppress shot noise.

To emulate the galaxy clustering function once we have compiled the training set, we have to choose a set of kernels for both the HOD covariance matrix and the cosmology covariance matrix. For this analysis, we decided on using the following kernel for both covariance matrices

\[
k(x, x') = k_{\text{exp}}(x, x') + k_{3/2}(x, x') + k_{\text{white}}(x, x').
\]

\(x\) and \(x'\) refer to different sets of parameters. \(k_{\text{exp}}(x, x')\) is the commonly used squared exponential kernel. \(k_{3/2}(x, x')\) is the Matern class kernel. \(k_{\text{white}}(x, x')\) is what is known as a white kernel, which accounts for uncertainties on the input parameters. We have also tested other kernel combinations, including ones used in existing cosmological emulators, and we found our kernel combination to yield the smallest out-sample errors given our training sets.

We build a separate Kronecker GP for each \((r_p, \pi)\) bin in our data vector (see Figure 2), i.e. our final emulator model consists of \(N_{\text{bin}}\) number of independent emulators. To optimize the values of our hyperparameters, we maximize the likelihood of each of our GP models with respect to our training data. We perform this operation using GPY’s optimize restarts routine, executing the optimization 5 times from random initialization and selecting the set with the highest likelihood. We also test different optimizer choices and found the TNC optimizer to be the most consistent in converging within a fixed time allocation.

To summarize, our fiducial analysis uses 2550 HOD parameter combinations at 85 different cosmologies as the emulator training set. The emulator parameter basis include the 8 cosmological parameters varied in the ABACUSSummit cosmology grid \((\omega_p, \omega_{\text{cdm}}, \sigma_8, n_s, \alpha_s, N_{\text{eff}}, w_0, \text{and } w_a)\), and 9 HOD parameters \((\log_{10} M_{\text{cut}}, \log_{10} \log M_1, \sigma, \alpha, \kappa, \alpha_{\text{vel, c}}, \alpha_{\text{vel, s}}, B_{\text{cent}}, B_{\text{sat}})\). We summarize the full parameter basis in Table 1. The emulator adopts the Kronecker GP model and is independently trained for each data vector bin.

### 4.3 Emulator leave-one-out test

To assess the accuracy of our emulator, we conduct leave-one-out tests at 5 test cosmologies (c000–c004, shown in orange in Figure 1). We only test at 5 out of the 85 cosmologies due to the high computational cost of training GP models (each leave-one-out test requires re-training the emulators). We select the 5 cosmologies to span a large but plausible range in the main parameter space of interest \((\omega_{\text{cdm}} \text{ vs } \sigma_8)\), with the caveat that these 5 cosmologies do not span some other parameter directions, most notably \(\omega_p\) and \(\alpha_s\). However, we justify this choice by noting that the small-scale RSD measurement will be most sensitive to \(\omega_{\text{cdm}}\) and \(\sigma_8\), and we do not expect strong constraining power along other cosmology directions.

For each one of the five tests, we leave out 1 cosmology and its associated HOD samples out of the training set. Once we have trained the emulator on the other 84 cosmologies, we randomly select 100 HODs from the HOD MC chain run at the left-out cosmology as the test set. We also re-run each of the 100 test HODs with 16 different random seeds and then take the average clustering prediction to suppress the shot noise. Finally, we use the emulator to make clustering predictions at the test cosmology and the 100 test HODs. We report the mean absolute fractional errors averaged across the five test cosmologies in Figure 3. In Figure 4 we show the same errors, but normalized by CMASS data error, which is calculated as the diagonal square root of the jackknife covariance matrix. Figure 3 shows that we achieve sub-percent level accuracy for bins at low \(\pi\), which are the bins with the highest measurement signal-to-noise. At larger \(\pi\), the fractional error increases to \(< 3\%\). However, if we compare these errors to data jackknife errors, as shown in Figure 4, the picture is completely different. The data error is 10 up to times larger than emulator errors at large \(\pi\) bins. At low \(\pi\) bins, the emulator error remains sub-dominant compared to the data error, but increases to up to \(< 70\%\) of the data error. The mean and median error across all bins is approximately 30–50% of the data error.

For the rest of this paper, we quote the typical error of our emulator to be approximately 30–50% of the data error. This is a zeroth-order approximation of the true emulator error, which varies both as a function of cosmology and HOD. In our tests, the typical error of the emulator as a fraction of data error for each of the 5 test cosmologies (c000–c004) are 0.09, 0.45, 0.29, 0.44, 0.15, respectively. As expected, our emulator performs best at Planck cosmology (c000) at the center of the cosmology grid. The emulator does fairly well at c004, which has a lower than Planck \(\sigma_8\). The errors are the largest at
| Parameter | Meaning | Range       |
|-----------|---------|------------|
| \(\omega_b\) | The baryon energy density | [0.0207, 0.0243] |
| \(\omega_{cdm}\) | The cold dark matter energy density | [0.103, 0.140] |
| \(\sigma_8\) | The amplitude of the linear power spectrum evaluated at 8 Mpc \(h^{-1}\) | [0.678, 0.938] |
| \(n_s\) | The spectral index of the primordial power spectrum | [0.001, 1.025] |
| \(\alpha_s\) | The running of the spectral index | [-0.038, 0.038] |
| \(N_{ur}\) | The effective number of relativistic species | [1.177, 2.889] |
| \(w_0\) | The dark energy equation of state at \(z = 0\) | [-1.27, -0.70] |
| \(w_a\) | The dark energy equation of state \(a\) dependence | [-0.628, 0.621] |

| Parameter | Meaning | Range       |
|-----------|---------|------------|
| \(\log_{10} M_{cut}\) | The typical mass scale to host a central | [12.5, 13.7] |
| \(\log_{10} M_1\) | The typical mass scale for halos to host one satellite | [13.6, 15.1] |
| \(\log_{10} \sigma\) | The turn on slope for central occupation | [-2.99, 0.96] |
| \(\kappa\) | The power-law index for the mass dependence of the number of satellites | [0.30, 1.48] |
| \(\alpha_{cel,c}\) | Central velocity bias | [0.00, 0.61] |
| \(\alpha_{cel,s}\) | Satellite velocity bias | [0.58, 1.49] |
| \(B_{cent}\) | Central environment-based secondary bias | [-0.67, 0.20] |
| \(B_{sat}\) | Satellite environment-based secondary bias | [-0.97, 0.99] |

| Optional parameters | Meaning | Range       |
|---------------------|---------|------------|
| \(A_{cent}\) | Central concentration-based secondary bias | [-0.99, 0.93] |
| \(A_{sat}\) | Satellite concentration-based secondary bias | [-1.00, 1.00] |
| \(s\) | Satellite profile bias parameter | [-0.98, 1.00] |

Table 1. The parameters used in our emulators, their physical interpretation and their range in the our training set. The optional parameters are not included in our fiducial emulator, but are explored in section 6.2. The ranges represent the bounds on the emulator training set. The cosmology bounds come from the minimum bounding box around the AbacusSummit cosmology grid, which is in turn sampled from 5 to 8 standard deviations beyond current constraints from the combination of CMB and large-scale structure data. The HOD bounds come from the the minimum and maximum in each parameter within the 2550 HOD training set.

Figure 3. The fractional emulator error as a function of separation bins in our leave-one-out tests. We achieve sub 1% error in the low \(\pi\) bins, out to \(r_p = 30h^{-1}\text{Mpc}\). The error increase to < 3% at large \(\pi\), where the data signal-to-noise is rather poor.

Figure 4. The emulator error relative to the CMASS jackknife error. We find the emulator error to be sub-dominant compared to the data uncertainty in all bins. The largest emulator error contribution comes in a few bins at low \(\pi\) and \(r_p\) of a few megaparsecs, where the emulator error reaches ~ 70% of the data error. However, the typical emulator error across most separation bins is around 30 – 40% of the data error.

We note for future studies that the more precise thing to do would be do characterize the emulator error as a function of cosmology and HOD and use the estimated emulator error at the best-fit cosmology and HOD to compute the final covariance matrix.
4.4 Covariance matrix

We define our log-likelihood function as

\[
\chi^2_\xi = (\xi_{\text{emulator}} - \xi_{\text{data}})^T C^{-1} (\xi_{\text{emulator}} - \xi_{\text{data}}),
\]

where \(\xi_{\text{emulator}}\) is the emulator predicted \(\xi(r_p, \pi)\) and \(\xi_{\text{data}}\) is the CMASS measurement. \(C\) is the covariance matrix.

Properly accounting for covariance contributions due to data and modeling systematics is essential in obtaining robust constraints on cosmology and HOD. For this analysis, we decompose the covariance matrix into three individual terms

\[
C = C_{\text{data}} + C_{\text{emulator}} + C_{\text{mock, sample}}.
\]

The first term \(C_{\text{data}}\) stands for the data covariance contribution, coming mostly from the data sample variance due to limited sample size. We briefly discussed the covariance matrix in section 3, and visualized the corresponding correlation matrix in the right panel of Figure 2. Again, we compute \(C_{\text{data}}\) through jackknife resampling over 400 sub-regions in the CMASS sample. We choose the number of jackknife regions to be large enough to yield a well-conditioned covariance matrix, and small enough to give sufficient volume to each jackknife region. We validate our jackknife covariance matrix against a mock-based covariance matrix in Appendix A, leveraging the 25 random phase simulation boxes.

The \(C_{\text{emulator}}\) term corresponds to the uncertainty due to emulator error, which we have described in Section 4.3. We compute this term using the 100 test HODs at 5 test cosmologies generated in the leave-one-out tests we described in the previous section. Figure 4 shows the relative squared magnitude of \(C_{\text{emulator}}\) compared to \(C_{\text{data}}\), suggesting that in general, the covariance contribution due to emulator errors is roughly 10–30% that of the CMASS data covariance matrix. While, we have only estimated the emulator error using a relatively small number of test samples, this nevertheless indicates that the posterior uncertainty of this analysis will be limited by data, not the modeling uncertainties. In the case of DESI, the data sample variance will be significantly smaller than CMASS. Thus, it becomes critical to further improve the emulator accuracy and conduct a more careful characterization of the emulator error. We defer a more detailed discussion of DESI prospects to Section 6.4.

The \(C_{\text{mock, sample}}\) term corresponds to the sample variance contribution due to finite simulation volume. Given that a single Abacussummit base volume is approximately 6 times that of the CMASS sample, the mock sample variance should constitute at most a \(\sim 16\%\) contribution compared to the data covariance, making it a minor component of the total covariance. However, looking forward to DESI, we expect the data sample variance to be a few times smaller than that of CMASS. In Appendix B, we demonstrate a phase correction routine that would further reduce the sample variance in the model. Such phase comparison is not important for the accuracy of the CMASS dataset.

Finally, we note the omission of the shot noise contribution to the overall covariance matrix associated with the random nature of the HOD realization. We find that the large simulation volume combined with averaging over 16 HOD realizations for each training and test sample reduced the shot noise contribution to the overall covariance matrix down to approximately 1%, insignificant given the data uncertainties in this specific analysis.

4.5 Nested sampling and prior setup

So far, we have described our emulator model and its training, the likelihood model and its associated covariances and biases. In this section, we describe the sampler we employ to sample the likelihood surface and derive posterior constraints.

Specifically, we use the dynesty nested sampler (Speagle & Barbuy 2018; Speagle 2019). While being able to sample the posterior space more efficiently than an Markov Chain Monte Carlo sampler, nested sampling codes such as dynesty also compute the Bayesian evidence,

\[
Z = P(D|M) = \int_{\Theta} P(D|\Theta, M)P(\Theta|M)d\Theta.
\]

where \(M\) represents the predictive model, \(D\) represents the observed \(\xi\), and \(\Theta\) represents the cosmology and HOD model parameters. \(P(D|\Theta, M)\) is the likelihood function, and \(P(\Theta|M)\) is the Bayesian prior. The evidence can simply be interpreted as the marginal likelihood of the data given the model, and serves as an important metric in Bayesian model comparisons. In our dynesty runs, we use 500 live points and a random walker sampler. The stopping criterion is set to \(d \log Z > 0.01\).

For our fiducial analysis, we use broad multi-variate Gaussian priors with bounds as our prior. We construct the cosmology and HOD priors separately. For the cosmology parameters, we choose a weakly informative Gaussian prior to incorporate some existing constraints on parameters that our small-scale RSD signal is insensitive to, at least at current level of signal-to-noise in the data. These parameters include, for example \(\omega_b, \sigma_s, w_0, w_a\). Thus, for the cosmology parameters, we first define a Gaussian prior with mean at fiducial Planck cosmology and covariance calculated from the cosmology grid, which was set up around Planck + LSS 3-sigma constraints. Then for the cosmology parameters of interest, such as \(\omega_{\text{cdm}}\) and \(\sigma_s\), we inflate their prior width in order to ensure their posteriors are not prior-dominated. Specifically, we do a grid search where we progressively inflate the Gaussian prior width by an arbitrary amount, until the posterior constraints fully converge. We find that an inflation of \(\times 1.5\) in the prior width ensures such convergence. In addition to the Gaussian priors, we also impose a generous bounding box to safeguard against unphysical parameter values, with edges that are wider than those listed in Table 1. In Appendix C, we also repeat our fiducial analysis with a flat prior and demonstrate that our results are robust against prior choices.

For the HOD prior, we define a separate multivariate Gaussian prior with mean and variance computed from the 2550 HOD training set. We also inflate the HOD prior width by 50% to make the prior less informative. Again, we apply an additional bounding box that is exterior to the prior ranges quoted in Table 1 to safeguard the sampler from reaching implausible parameter values or cross limits imposed by HOD parameter definitions, e.g. \(k > 0\) and \(\sigma_{\text{vel,c}} > 0\).

4.6 Recovery test

Before we apply our inference pipeline to data, we first conduct a recovery test where we generate a mock data vector at known cosmology and HOD and use our inference pipeline to attempt to recover the correct underlying cosmology and HOD from the mock data vector.

For our mock data vector, we pick cosmology c004, which has a lower \(\sigma_s = 0.75\), and a test HOD as shown by the black vertical lines in Figure 5. The HOD is picked from the MC HOD chain at cosmology c004, so we know that the resulting mock data vector resembles the real data vector. We generate the mock data vector \(\xi(r_p, \pi)\) using the same separation binning as the CMASS data vector (Figure 2). We average over 16 HOD realizations to reduce shot noise. Then we train our emulator using the other 84 cosmologies (excluding
c004) and 2550 HODs. Finally, we run the nested sampling inference pipeline with the combined covariance matrix and the inflated (×1.5) multivariate Gaussian prior. We do not invoke the phase correction as the mock data vector is generated at fixed phase ph000. The resulting marginalized 1D constraints are summarized in Figure 5, where the black lines denote the true parameter values of the mock data vector, and the orange histograms and lines denote the prior PDF and prior mean. The blue histograms show the marginalized 1D posteriors. We have omitted four cosmological parameters $\omega_\Lambda, \alpha_s, n_0, n_s$ as our small-scale RSD data vector has little constraining power on these parameters. The recovery on these parameters are entirely prior dominated. We have also omitted HOD parameter $\kappa$, which controls the cutoff mass for satellite galaxy occupation, as it is not interesting and does not impact small-scale RSD significantly for a high mass sample like CMASS.

Figure 5 shows that we achieve good recovery on all parameters, within 1σ uncertainty. It is particularly important that we successfully recover a low $\sigma_8$, as that is of top scientific interest in this analysis. For the other cosmology parameters shown, we obtain a modest amount of constraining power on two other structural growth parameters $\omega_c \Lambda$ and $n_s$, but little constraining power on $N_{\text{vir}}$. For the HOD parameters, we find excellent recovery and strong constraining power on all parameters. The only parameter that shows slightly worse recovery is satellite velocity bias $\sigma_{vel, s}$, which the posterior mean deviates from the truth by about 1σ. This discrepancy is not reproduced when using other cosmology or HODs at true values.

Additionally, we repeat the same test for cosmologies c001 and c003 to test the recovery of the mass density parameter $\omega_c \Lambda$. These two cosmologies share the same fiducial values for all cosmological parameters except for $\omega_c \Lambda$. For brevity, we only show the $\omega_c \Lambda$ panel of these two tests in Figure 6, with the first and second panel showing the recovery in c001 and c003, respectively. Both tests find posteriors that are statistically consistent with the truth.

5 RESULTS

In this section, we describe the cosmology and HOD constraints in our fiducial analysis of the CMASS small-scale RSD measurement and their broader implications.

5.1 Fiducial analysis setup

While the emulator was trained over the 8-parameter $w_0, w_a, \Lambda, \Lambda \Lambda, M_\text{eff} + N_{\text{eff}}, \alpha_s$ parameter space, for the fiducial analysis, we fix the dark energy equation-of-state parameters $w_0 = -1$ and $w_a = 0$ and limit the cosmology sampling to $\Lambda CDM + N_{\text{eff}} + \alpha_s$ parameter space. We fix $w_0$ and $w_a$ because the small-scale RSD is not sensitive to these two parameters and the fact that our analysis is not yet set up to account for modulations in radial distances as a function of these two parameters.

To summarize the inference pipeline as described in the last section, we first run MC chains in HOD parameter space at each of the 85 cosmologies, from which we select a 85 cosmology and 2550 HOD training set (section 4.2). We train the GP-based emulator model on said training set and then fit the emulator model to the CMASS RSD measurement using a nested sampler. For the likelihood calculation, we adopt broad Gaussian priors (section 4.5) and a covariance matrix combining contributions from the data, the emulator errors, and mock sample variance (section 4.4). We additionally apply a phase correction term to convert our model prediction from fixed-phase to mean-phase (Equation B1), while also reducing the sample variance contribution.

For our fiducial analysis, we train our emulator using a standard 5-parameter HOD extended with velocity bias and environment-based secondary bias, for a total of 9 HOD parameters. The HOD parameters are summarized in the HOD section of Table 1. However, for the purpose of comparison, we run two sets of inferences with two different HOD models, one with environment-based bias and one without. This is to test our cosmology inferences’ robustness to HOD modeling, but also more specifically to address the interesting question of whether galaxy environment-based bias, or “galaxy assembly bias”, affects cosmological inference. As described previously in Section 2.2.2, the choice of velocity bias and environment-based secondary bias as the HOD extensions for the fiducial analysis is motivated by HOD analyses of LRG mocks selected from hydrodynamical simulations (Yuan et al. 2022; Hadzhiyska et al. 2020; Xu et al. 2020, 2021; Delgado et al. 2021).

Throughout the figures presented in this section, we use blue contours to indicate fits without environment-based bias and red contours to indicate fits with environment-based contours. Table 2 summarizes the two fiducial fits, displaying goodness-of-fits, Bayesian evidence, and the constraints on cosmology and HOD parameters. Later on in section 6.2, we consider the effects of additional HOD parameters, including one-halo term modulations, and concentration-based secondary bias.

In terms of goodness-of-fit, both fits achieve reasonably good fits on data, but the inclusion of the two environment-based bias parameters does improve both the $\chi^2$/d.o.f. and the log evidence, as shown in Table 2. The d.o.f. presented are the effective degrees-of-freedom, accounting for parameter degeneracies and unconstrained parameters such as $w_0$ and $w_a$. Specifically, we follow the derivations of Ravera & Hu (2019). We have also applied corrections to the presented $\chi^2$ and log $L$ values following Hartlap et al. (2007).

Figure 7 shows the full 2D marginalized cosmology and HOD constraints. The red and blue lines showcase the constraints with and without enabling environment-based secondary biases in the HOD, respectively. The contours represent the 1, 2, 3σ constraints. Because of the high dimensionality, this figure is not particularly helpful in visualizing the exact constraints on each parameter. For that reason, we zoom in on marginalized constraints for subsets of parameters in subsequent figures. However, Figure 7 serves two important purposes. First of all, it shows that the inclusion of the environment-based secondary biases does not significantly bias the cosmological inference, but it does seem to loosen the constraints somewhat. Second, it showcases the degeneracies between all parameter combinations. The cross-correlations between HOD extensions and cosmology parameters are particularly interesting.

Specifically, the clustering amplitude $\sigma_8$ appears positively correlated with the HOD mass parameters $M_{\text{eff}}$ and $M_1$, but negatively correlated with the satellite power law index $\alpha$. This makes sense as a trade-off between matter clustering and galaxy bias. More interesting, $\sigma_8$ correlates with both HOD extensions. In terms of velocity bias, $\sigma_8$ negatively correlates with central velocity bias $\sigma_{vel,c}$. This makes sense as a higher $\sigma_8$ yields deeper gravitational potential wells, thus requiring less galaxy velocity bias. In terms of secondary biases, $\sigma_8$ is negatively correlated with central environment-based bias $B_{\text{cent}}$, but positively correlated with satellite environment-based bias $B_{\text{sat}}$. The negative correlation between $\sigma_8$ and $B_{\text{cent}}$ indicates that at smaller matter clustering amplitude, centrals preferentially occupy halos in less dense environments (Positive $B$ indicates preference for less dense environments). We do not have a clean explanation for this effect, but we speculate it is likely due to correlations with...
other HOD parameters as well as cosmology. It is worth noting that $B_{\text{cent}}$ is relatively well-constrained at 0, and the negative correlation is small in amplitude. The positive correlation between $\sigma_8$ and $B_{\text{sat}}$ makes sense as it indicates satellites preferentially occupy halos in denser environments when $\sigma_8$ is low, consistent with the idea of a trade-off between galaxy bias and underlying matter clustering.

### 5.2 Cosmology constraints

In this and the following subsections, we examine the marginalized cosmology and HOD parameter constraints. Figure 8 showcases the marginalized cosmology constraints within a $\Lambda$CDM+$N_{\text{eff}}$+$\alpha_s$ model plus the inferred Hubble parameter $h$ (fixed acoustic scale). The $2\sigma$ (95% C.L.) marginalized constraints are displayed in the title and collected in Table 2. The red and blue contours correspond to the 1–3$\sigma$ posterior constraints with and without environment-based secondary biases, respectively. The underlying orange heatmap shows the prior volume. The edges of the panels showcase the bounding box applied to the priors. The black lines correspond to the fiducial Planck values.

Figure 8 and Table 2 reveal which cosmology parameters the CMASS small-scale RSD measurements can actually inform. We discuss each parameter in order of increasing constraining power. First, we see that the small-scale RSD does not inform the baryon density $\omega_B$, which we expected. Next, the data appear to be weakly constraining of three parameters: $n_s$, $\alpha_s$, and $N_{\text{eff}}$. The posterior constraints for these three parameters are 25-40% tighter than their respective priors. As for the spectral index $n_s$ and its running $\alpha_s$, the exclusion of environment-based bias shifts the spectral index $n_s$ constraints lower by approximately 1$\sigma$, suggestive of a degeneracy between spectral shape and environment-based bias. This makes sense as both the spectral shape and environment-based bias module the small-scale clustering. The data also weakly constrain the effective number of relativistic species $N_{\text{eff}}$. This makes sense as relativistic neutrinos smooth out the local density peaks, thus affecting the small-scale RSD. The strongest constraint we obtain are with the dark matter density $\omega_{\text{cdm}}$ and the power spectrum amplitude $\sigma_8$, as they most
Figure 9 showcases the marginalized constraints of \( \Omega \) and \( \sigma_8 \). We highlight these constraints as posterior constraints for these two parameters are more than their respective priors. We derive and compare our constraints on a few de-
lensing could effectively decouple the galaxy secondary bias models from dark matter clustering. Other informative small-scale statistics beyond the galaxy auto-correlation functions include the galaxy 3-point correlation function and its various compressions (e.g. Yuan et al. 2017; Guo et al. 2015b; Slepian et al. 2015; McBride et al. 2011; Wang et al. 2004), marked correlation functions (e.g. Massara et al. 2021; Satpathy et al. 2019; White 2016; Skibba et al. 2006), and density-based statistics such as the $k$-th nearest neighbor statistics (kNN, e.g. Wang et al. 2021; Banerjee & Abel 2021a,b), counts-in-cell statistics (e.g. Repp & Szapudi 2020; Wang et al. 2019; Yang & Saslaw 2011; Reid & Spergel 2009), and void probability functions (e.g. Walsh & Tinker 2019; Betancort-Rijo et al. 2009; Tinker et al. 2008; Maurogordato & Lachieze-Rey 1987).

5.3 HOD constraints

Figure 10 showcases our marginalized HOD constraints, with and without environment-based biases. Again, the underlying heatmap shows the marginalized prior volume. The black lines represent the best-fit HOD values at Planck cosmology, quoted from Yuan et al. (2021b). We see that we obtain strong constraints on most HOD parameters, as expected for a small-scale full-shape clustering analysis. The only parameter that does not appear well constrained by the data is $\kappa$, which together with $M_{\text{cut}}$ determines the minimum halo mass to host a satellite $M_{\text{min}} = \kappa M_{\text{cut}}$. However, satellite predominantly occupy the highest mass halos and its occupation is not strongly affected by the minimum mass cut-off, resulting in $\kappa$ having a very weak signature on clustering.

We obtain strong constraints on the halo mass parameters, $\log M_{\text{cut}}$ and $\log M_1$, which partially determine the typical halo mass of central and satellite galaxies, respectively. The best-fit values are also consistent with the fixed cosmology values shown in the black lines. $\log \sigma$ and $\alpha$, which control the shape of the central and satellite occupation functions, respectively, are also reasonably well constrained. The constraints on $\alpha$ are consistent with that of Yuan et al. (2021b), whereas the constraints on $\sigma$ is higher compared to Yuan et al. (2021b), suggesting a slower turn-off in central occupation at lower halo masses. Comparing the red and blue contours, the environment-based biases do not appear to bias or dilute these constraints.

From the cosmology and HOD constraints, we can also derive the satellite fractions and average halo mass of galaxies. With environment-based bias, the inferred satellite fraction is $f_{\text{sat}} = 0.126 \pm 0.010$, and the average host halo mass is $(\log M) = 13.36 \pm 0.03$, where $M$ assumes the unit of $h^{-1} M_\odot$. Without environment-based bias, the inferred satellite fraction is $f_{\text{sat}} = 0.122 \pm 0.006$, and the average host halo mass is $(\log M) = 13.38 \pm 0.03$. We see that the satellite fraction and the average halo mass are both very well constrained and robust against the inclusion of environment-based biases. These inferred values are also consistent with previous fits for CMASS LRGs (e.g. Guo et al. 2015a).

Moving on to the velocity bias parameters, we find a somewhat different best-fit central velocity bias with and without environment-based bias. Without environment-based bias, a higher $\alpha_{\text{vel,c}} = 0.29 \pm 0.03$ is preferred, whereas a lower value of $\alpha_{\text{vel,c}} = 0.23 \pm 0.04$ is preferred with environment-based bias, a roughly $2\sigma$ difference. This potentially points to a mild degeneracy between environment-based bias and velocity bias. By allowing galaxies to preferentially occupy halos in denser environments, these galaxies would occupy deeper potential wells and thus have higher peculiar velocities, reducing the need to invoke additional velocity bias. Comparing to the fixed-cosmology constraints shown in black, our new central velocity bias is biased slightly higher. This is likely due to the lower inferred $\sigma_8$ in this analysis, which corresponds to a lower peculiar velocities of the halos. Thus, larger velocity bias is required to reproduce the observed FoG. This degeneracy is also shown in the 2D posteriors in Figure 7. For satellites, we do not see any evidence for velocity bias, in both cases. This is consistent with previous RSD analyses at fixed cosmology (Yuan et al. 2021b; Guo et al. 2015a, e.g.), and HOD analysis of LRG-like samples in hydrodynamical simulations (Yuan et al. 2022).

For environment-based biases, we do not find evidence for a non-zero $B_{\text{cent}}$, but we do find a negative best-fit $B_{\text{sat}}$ at the $2\sigma$ level. This suggests that the satellites preferentially occupy halos in denser environments at fixed halo mass. This is statistically consistent with our findings at fixed cosmology. The decrease in constraining power on $B_{\text{cent}}$ and $B_{\text{sat}}$ compared to Yuan et al. (2021b) also possibly reflects a partial degeneracy between environment-based bias and cosmological parameters. Our constraints on environment-based bias are also supported by our findings in hydrodynamical simulations, where we find no environment-based bias for LRG centrals but strong environment-based bias for LRG satellites (Yuan et al. 2022). This result is also significant because it is the first environment-based bias...
constraints marginalized over cosmology. The consistency between independent observational constraints and simulation constraints also combine to make a compelling case for the existence of environment-based secondary bias.

6 DISCUSSION

6.1 Comparison to existing $f \sigma_8$ constraints

Figure 11 compares our growth rate of structure constraints $f \sigma_8(z)$ with previous clustering analyses using BOSS and extended BOSS data (eBOSS; Dawson et al. 2016). To obtain $f \sigma_8$ constraints at
an arbitrary redshift $z$, we use Colossus, which allows us to analytic evolve redshift-dependent cosmology parameters to arbitrary redshifts. Specifically, we draw a uniform subsample from our cosmology posterior chain and use Colossus to calculate the $f\sigma_8(z)$ for each point in the subsample. For our fiducial analysis including environment-based bias, we obtain

$$f\sigma_8(z_{\text{eff}}) = 0.444^{+0.016}_{-0.016} \quad (68\%, \text{ with environment-based bias}),$$

where the effective redshift of the sample $z_{\text{eff}} = 0.52$. Without environment-based bias, the $1\sigma$ uncertainty further reduces to $\pm 0.012$.

We showcase the Planck 1–2$\sigma$ constraints with the black bands. The other late-time growth rate constraints can be further grouped into large-scale analyses and small-scale analyses, with $30h^{-1}\text{Mpc}$ as a rough delinearization between the two regimes. The large-scale

Figure 8. The 2D marginalized constraints on cosmology parameters from the CMASS small-scale RSD measurement. The red and blue contours showcase the 1–3 $\sigma$ constraints with and without enabling environment-based secondary biases in the HOD, respectively. The underlying heatmaps show the prior volume. The edges of the panels showcase the bounding box applied to the priors. The titles on the 1D constraints show the posterior mean and 2$\sigma$ constraints in the with environment-based bias case, (95% C.L.). The black lines denote fiducial Planck 2018 values.
that changes in employed a velocity re-scaling technique, relying on the assumption RSD by leveraging a single dark matter only simulation. The authors represents a first attempt at constraining sophisticated galaxy–halo connection modeling. Reid et al. (2014) rep- 30 ical information from the non-linear clustering at below roughly Survey at lower redshift. RSD+BAO, and Beutler et al. (2012), which uses the 6dF Galaxy Alam et al. (2017) using BOSS large-scale RSD+BAO, Bautista the detailsofgalaxy–haloconnectionmodeling.Suchstudiesinclude 10 bias and environment-based bias. Our specific choice of HOD model is informed on hydrodynamical simulations. We also test the effect of a variety of physically motivated model extensions (section 6.2) and find our $f\sigma_8$ constraints to be robust against such extensions. Compared to other small-scale analyses, we obtain somewhat tighter growth rate constraints. This is likely due to a combination of several factors. First of all, the AbacusSummit simulations have large volume and an extensive cosmology grid. The large volume helps reduce sample variance, as shown in section 4.4. The cosmology grid is the largest of its kind and contains additional sampling along parameter directions such as $\sigma_8$ and $\omega_{cdm}$. The cosmologies are also sampled along well-constrained quantities such as the acoustic peak scale. These design choices should help increase density of training sample in the parameter space of interest and reduce the resulting emulator error. The sample density of HOD training set is also increased via the hybrid MC + emulator approach. Existing HOD emulators aim to accurately predict observables over an overly expansive parameter space by spanning the parameter space with a latin hypercube. However, such a training set covers many regions that are ruled out by the data. With our hybrid approach, we construct the HOD training sets only within realistic regions of the parameter space, thus concentrating the limited computational power (limited by memory) and model flexibility on improving accuracy in a smaller region of the parameter space. The combination of these different design choices should minimize emulator errors and thus reduce the uncertainties in our posterior constraints.

Finally, we caution that our estimation of the emulator errors is rather approximate and averaged over only a few test cosmologies. In principle, the emulator error is a function of cosmology and HOD. We showed in section 4.3 that the typical emulator error varies from as low as < 10% of the data error at Planck cosmology to close to 50% of data error at other cosmologies. This suggests there is uncertainty in the final error bar we quote for $f\sigma_8$. However, our best-fit cosmology is indeed close to the center of the cosmology grid and within the range probed by the test cosmologies. As a result, the emulator error we reported is likely a reasonable estimate and that the final error bars are still dominated by data error and not by emulator error.
6.2 Effects of HOD extensions

While HOD modeling enables us the flexibility to explore clustering on smaller scales, it also allows for arbitrary model choices that can potentially bias and dilute the cosmology constraints. Fortunately, the AbacushOD framework is designed to accommodate a variety of HOD extensions while maintaining high computational efficiency.

In this section, we test how different HOD model choices affect the constraints on growth rate $f\sigma_8(z = 0)$.

Figure 12 showcases the $f\sigma_8(z = 0)$ $1\sigma$ constraints for four different HOD choices. Starting from the bottom, the green marker denotes a baseline model that consists of the vanilla 5-parameter HOD model plus velocity bias. The orange marker corresponds to the fiducial model that also includes the environment-based secondary biases in addition to the baseline model. The red marker corresponds to the
baseline model plus a concentration-based secondary model, which is the commonly assumed assembly bias parameterization. The brown marker on top represents the fiducial model shown in orange plus a radial distribution parameter “s” that allows the satellite distribution to deviate from the halo density PDF. The vertical black line and shaded regions denote the Planck 2018 1 and 2σ constraints.

We see that the posterior mean of $f\sigma_8$ is consistent across these four different HOD model choices. This suggests that our best-fit cosmology is robust against HOD models. The consensus growth rate values are all 7-8% lower than Planck, suggesting a mild tension between small-scale RSD measurements at late times and the CMB. Finally, the constraining power on $f\sigma_8$ is somewhat dependent on HOD modeling choices. Particularly, the inclusion of environment-based secondary biases seems to enlarge the constraints, probably due to a degeneracy between environment-based bias and growth rate of structure. However, it is important to note that the inclusion of secondary biases do not remove the mild tension in growth rate.

The consistent cosmology inference between different HOD choices is an important result as it demonstrates that we can obtain robust and tight constraints on cosmology from galaxy clustering on small scales. This conclusion is particularly encouraging in the context of preparing for DESI. Applying our inference pipeline to DESI small-scale redshift-space clustering measurements should greatly compliment the traditional large-scale BAO and RSD analyses and contribute significantly to the amount of extracted cosmological information.

However, our tests are limited to a single HOD framework and a single set of simulations. We plan on conducting additional mock challenge tests where we recover the underlying cosmology from mock RSD measurements generated on different simulation suites and with other types of galaxy–halo connection models, specifically those that do not rely on an HOD model but instead leverages semi-analytic models or hydrodynamical simulations. This is an ongoing effort, and we reserve the corresponding analysis for a future paper.

### 6.3 galaxy–galaxy lensing prediction

A separate well known tension exists between galaxy clustering and galaxy–galaxy lensing (g–g lensing), known as “lensing is low”. Leauthaud et al. (2017) first identified a discrepancy of 20-40% between their measurements of g–g lensing for CMASS galaxies and a mock prediction generated at Planck cosmology that match the CMASS projected correlation function (Reid et al. 2014; Saito et al. 2016, see Figure 7 of Leauthaud et al. 2017). Lange et al. (2019, 2020) extended this result by finding a similar ~25% discrepancy between the projected clustering measurement and the g–g lensing measurement in the BOSS LOWZ sample. In Yuan et al. (2020), we reaffirmed this tension by fitting simultaneously the projected galaxy clustering and g–g lensing with an extended the HOD incorporating a concentration-based assembly bias prescription, at fixed cosmology. In Yuan et al. (2021a,b), we found that the inclusion of an environment-based secondary bias can significantly reduce (~ 10%) the predicted lensing signal when constrained on the redshift-space 2PCF at fixed cosmology. However, the inclusion of environment-based bias alone is not sufficient in reconciling the “lensing is low” tension. In this analysis, we extend the RSD analysis from Planck cosmology to variable cosmology, and we can similarly make g–g lensing predictions marginalized over both the extended HOD and cosmology posteriors.

To derive the lensing prediction, we train a lensing emulator fol-
We see that while the mean inferred $\sigma_8(z = 0)$ is consistent across different HOD model choices, the posterior spread is somewhat dependent on model choices.

Figure 12. The marginalized constraints on the structure growth rate $f\sigma_8(z = 0)$ for different HOD model choices. The fiducial choice of a vanilla HOD extended with velocity bias and environment-based bias is shown in orange. The green line shows the baseline scenario that includes only the vanilla HOD and velocity bias. The red line corresponds to the vanilla HOD plus velocity bias plus concentration-based secondary bias, the commonly assumed assembly bias model. The brown line corresponds to the fiducial model plus a satellite radial distribution parameter “$s$”. The black line and shaded regions correspond to Planck posterior mean and $1 - 2\sigma$ constraints. We see that while the mean inferred $f\sigma_8$ is consistent across different HOD model choices, the posterior spread is somewhat dependent on model choices.
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Figure 13. The marginalized prediction of galaxy–galaxy lensing of various clustering analyses compared to data. The data measurements are shown in the red and blue curves, where the red shows CMASS lenses against CFHTLenS+CS82 source galaxies and the blue shows a more updated measurement of the same lenses against DES+HSC+KiDS sources. The green dashed line shows the naive prediction using a vanilla 5-parameter HOD constrained only on the projected correlation function $w_p$ at fixed cosmology, in clear tension with the observations. The blue dashed line represents the prediction from the small-scale RSD analysis at Planck cosmology conducted in Yuan et al. (2021b), which included the effects of environment-based bias but not of cosmology. The orange line shows the mean posterior prediction of this fiducial analysis, where both the effects of environment-based bias and cosmology are accounted for. The shaded region shows the $1\sigma$ uncertainties, constituting mostly of the cosmology+HOD posterior constraints and the lensing emulator error. Comparing the orange curve to the green curve, we conclude that the combined effect of environment-based bias and lower growth rate accounts for approximately 50% of the “lensing is low” tension.

We also make marginalized lensing predictions for the baseline model that does not include any secondary biases, and the model including a concentration-based secondary bias. Both of these model prescriptions result in lensing amplitudes approximately a few percent larger the fiducial model with environment-based bias. We do not showcase these cases for brevity.

https://github.com/johannesulf/dsigma

\textsuperscript{3} https://github.com/johannesulf/dsigma
6.4 DESI outlook

While the CMASS effective volume is approximately 5 Gpc$^3$, the eventual DESI LRG sample is expected to span an effective volume of 40 Gpc$^3$ (e.g. Chuang et al. 2019), representing roughly an order of magnitude increase. This translates to an expected sample variance with DESI LRs that is approximately 1/8 that of BOSS CMASS. Within the regime where the primary source of uncertainty is sample variance in the data, the expected errorbar on $f\sigma_8$ should tighten by approximately a factor of 3. The challenge for small-scale emulator analysis such as this is to ensure that the emulator error is subdominant to that of sample variance.

Referring back to Figure 4, we see that our current emulator error is typically 30–40% that of the CMASS sample variance, or 10–20% in terms of covariance matrix. This means that at projected DESI LRG effective volume, our emulator error would be no longer sub-dominant but roughly comparable to DESI sample variance. However, for the initial DESI cosmology analysis, which we expect to only utilize approximately 20% of the eventual DESI volume, our current emulator scheme should offer plenty of precision.

To utilize the full DESI LRG volume, it is important to explore ways of further improving the emulator errors. One potential avenue of achieving smaller errors is in implementing more optimal surrogate models. It is possible that Gaussian Process is not the optimal model for this problem and a more regularized model such as polynomial expansion could further suppress emulator errors. However, the main limitation of our framework is the sparse cosmology sampling. While there exists additional N-body simulation suites that provide additional cosmology coverage, but they utilize different N-body codes and halo finders, making HOD parametrizations hard to reconcile. Instead, we propose an iterative approach where we plan on running additional Abacus boxes/cosmologies in high-likelihood regions of cosmology space. Operationally, this means we will use the existing AbacusSummit for the first round of inference with DESI data. Then we sample additional cosmologies in the favored regions of cosmology parameter space. Then we re-train our models on the expanded cosmology grid and re-run the inference to achieve stronger constraints. We can iterate this step until a desired emulator accuracy is achieved.

Another significant opportunity with DESI lies in accurate measurements of small-scale clustering for galaxy tracers other than LRGs, providing yet another important lever arm on cosmology. For example, we expect the effective volume of the DESI emission line galaxy (ELG) sample to be equal or larger than that the LRGs due to an extensive redshift coverage and higher number densities. It remains to be seen whether our hybrid framework will yield emulator errors competitive with DESI ELG clustering measurements. We reserve a detailed hybrid emulator analysis of ELGs for a future paper.

7 CONCLUSIONS

In this paper, we have devised a novel hybrid MCMC-emulator inference framework for small-scale galaxy clustering that is sufficiently precise to leverage the DESI Y1 LRG sample. We applied the framework on CMASS data and found stringent constraints on $f\sigma_8$. Our constraints are at mild (2–3$\sigma$) tension with Planck, but consistent with other late-time large-scale structure constraints. These constraints should tighten considerably when DESI data become available, finally elucidating any potential tension with Planck. We summarize the key takeaways as follows:

- Our approach successfully suppresses emulator errors through larger simulations, denser cosmology+HOD sampling, and data-informed training. As a result, our analysis of CMASS achieves the strongest constraints on $f\sigma_8$ compared to other galaxy clustering studies (Figure 11). We anticipate that our approach offers sufficient accuracy to take advantage of the effective volume of DESI Y1 LRG sample, and possibly the ELG sample.
- Our growth rate constraints using CMASS data are $f\sigma_8(z = 0) = 0.407^{+0.018}_{-0.023}$ when not including environment-based secondary bias, and $f\sigma_8(z = 0) = 0.398^{+0.021}_{-0.018}$ when including environment-based bias. These results are in $3\sigma$ and $2.3\sigma$ tension with Planck CMB constraints, respectively. We expect these errorbars to shrink significantly with DESI data.
- We demonstrate that our $f\sigma_8$ constraint is robust against HOD model choices (Figure 12), serving as an important test of the cosmological constraining power of small-scale clustering. This also shows that HOD details such as secondary biases can not explain the emerging $\sigma_8$ tension. As far as we are aware, this robustness test is the first of its kind. We plan on conducting additional mock challenges to test robustness against different simulation suites and non-HOD galaxy–halo connection models.
- We continue to find strong evidence for the inclusion of environment-based secondary bias in the HOD model. Specifically, we find that satellite LRGs preferentially occupy halos in denser environments, consistent with previous RSD analysis and HOD studies using hydrodynamical simulations.
- We find that the lower $f\sigma_8$ and the environment-based bias combine to give a 15% reduction in the predicted galaxy–galaxy lensing signal, contributing approximately 50% to the “lensing is low” tension.

Ultimately, this analysis framework is designed for DESI, where we fully expect to obtain significantly stronger cosmology+HOD constraints. DESI should also offer sufficient redshift coverage for a tomographical analysis that examines the potential redshift evolution of the growth rate. Another important clustering science opportunity with DESI lies in multi-tracer analyses, where the additional volume available in other galaxy types and the additional statistics in their cross-correlations should further strengthen the constraining power of the small-scale lever arm.
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APPENDIX A: MOCK COVARIANCE MATRIX
For our CMASS jackknife covariance matrix $C_{\text{data}}$ calculation, we chose the number of jackknife regions to be sufficiently large to yield a well-conditioned covariance matrix, but each region has a rather small volume as a result, raising the concern of this process might have introduced additional sample variance into the covariance matrix. Here we validate that this jackknife covariance matrix is consistent with a mock-based covariance matrix computed on a much larger volume.

To compute a mock-based covariance matrix, we take a fiducial HOD fit to the target data vector, the CMASS $\xi(r_p, \pi)$, at our fiducial Planck cosmology, and apply it to the 25 random phase boxes. We then segment each box into 8 smaller 1 h$^{-1}$Gpc$^3$ boxes to arrive at 200 sub-boxes, each comparable to the CMASS sample volume, which is approximately 1.7 h$^{-1}$Gpc$^3$. Finally, we compute the mock-based covariance by taking the variance from the 200 sub-boxes and then normalize to the CMASS volume. In total, the mock-based covariance matrix is computed from a volume 118 times that of our CMASS sample.

To visualize the comparison of the two covariance matrices, we first compare the diagonal square roots in Figure A1 and then the off-diagonals in Figure A2. Figure A1 shows the ratio of the diagonal square roots of the data jackknife covariance matrix versus

![Figure A1](image-url)
the mock-based covariance matrix. We see that the two diagonals are consistent in amplitude. There is some non-unity structure along the LoS direction at the smallest $r_p$ bin. This is likely attributed to the limited fidelity of the fiducial mock HOD, which we randomly picked from the initial MC chain at fiducial cosmology. Regardless, the point is that we find the overall amplitude of the two covariance diagonals to be consistent.

Figure 2 compares the off-diagonal structures of the two covariance matrices, by showing their respective correlation matrices in the top left and bottom right triangles. The axis denote a flattened indexing of the $(r_p, \pi)$ bins, in a column-by-column order. The correlation function is simply the covariance matrix normalized by the diagonal, as defined in Equation 4. By definition, the diagonal of the correlation matrix is 1. We see in Figure A2 that the two correlation matrices have very similar structure, with the mock-based correlation matrix showing higher signal-to-noise in the further off-diagonal terms. Combined with the fact that the two matrices have consistent diagonals, we conclude that the jackknife covariance matrix computed on CMASS data is consistent with a mock-based covariance matrix that does not suffer from limited sample volume.

**APPENDIX B: PHASE CORRECTION**

Specifically, because our 85 cosmology boxes are run with the same initial condition phases, that means our emulator predictions are also at fixed phase. Thus the sample variance due to this fixed phase is frozen into our emulator prediction, and could potentially bias the emulator predictions relative to the data, which assumes an underlying “true” phase. However, we can remove this sample variance through a phase correction term to our model prediction in the form of

$$
\delta e_{\text{true}}(r_p, \pi) = \delta e_{\text{fixed}}(r_p, \pi)[1 + \delta(r_p, \pi)],
$$

where $\delta e_{\text{true}}(r_p, \pi)$ is the model prediction at true phase, and $\delta e_{\text{fixed}}(r_p, \pi)$ is the raw model prediction at fixed phase. $\delta(r_p, \pi)$ symbolizes a fractional correction term from fixed phase to true phase. In principle, this correction largely removes the effect of sample variance due to a limited volume with fixed phase. However, we do not quantify the reduction to the mock sample variance term here as it constitutes a rather minor contribution to the overall error budget. Nevertheless, this effect will become more important for upcoming DESI analyses as the data covariances become close to an order of magnitude smaller.

It is also the case that the phase correction term $\delta(r_p, \pi)$ should depend on both cosmology and HOD, but as a first order approximation, we assume such dependencies to be small compared to other uncertainties and only estimate the correction term at fiducial cosmology and HOD. Specifically, we pick 10 HODs with high likelihood from the MC chain run at the c000 fiducial cosmology. We populate the 25 random phase boxes with these HODs, averaging over 16 realizations with different random seeds. We then estimate $\delta(r_p, \pi)$ by taking the fractional difference between the average $\delta \xi$ prediction over the 10 HODs at all 25 boxes, and the average prediction at just ph000, which is our fixed phase. We illustrate this difference in Figure B1, compared to the data uncertainties.

We see that the phase correction is a subdominant effect compared to the data uncertainties as its magnitude is largely within 30% of the data uncertainty. The overall correction is slightly negative with a median across separation bins of approximately $-15\%$. We do not see any significant structure as a function of separation. The fact that this correction term is sub-dominant supports our initial claim that its cosmology and HOD dependency is not significant for this analysis. In our subsequent analysis, we also find that the inclusion vs exclusion of this correction term does not significantly bias our inference.
APPENDIX C: ROBUSTNESS AGAINST PRIORS

While we adopt a covariant Gaussian prior for our fiducial analysis, we have also tested our constraints against different prior choices. First, we test different scaling to the size of the covariant Gaussian prior, inflating the prior until the posterior constraints fully converge. We also test parameter recovery (Figure 5) with different inflated Gaussian width to ensure convergence.

Here we repeat our fiducial analysis with a set of bounded flat priors instead of a Gaussian prior. To construct a flat prior, we identify the minimum bounding ellipse that encapsulates our full cosmology and HOD training sets, and we uniformly sample our prior from within that ellipse. After carrying out the the posterior sampling with dynesty on the same CMASS data, we find that the flat priors result in posterior constraints are statistically consistent with those from broad Gaussian priors. Specifically, we find less than $1\sigma$ deviations between the best-fit values of the two runs, and the posterior widths of the two fits also agree. We show the full posterior constraints on the cosmology and HOD parameter space with flat priors and the fiducial Gaussian priors in Figure C2. We see that the two sets of posterior constraints are consistent. Figure C1 zooms in on the constraints on $\sigma_8$ and $\omega_{cdm}$ to show that the key cosmology results of this paper is robust to prior choices. The two sets constraints are essentially identical in both best-fit values and in width. The title of the 1D marginalized PDFs show the 95% constraints using flat priors. Besides the posterior constraints, the two runs also return consistent goodness-of-fits numbers. For the “without environment-based bias” case, the flat priors result in a best-fit log $L = -19.3$, compared to log $L = -18.9$ with broad Gaussian priors (Table 2).

APPENDIX D: DYNESTY VS MCMC

In this section, we test the robustness of our results against different samplers. Specifically, we test our fiducial nested sampler dynesty against a traditional MCMC sampler, emcee (Foreman-Mackey et al. 2013). We repeat our fiducial CMASS RSD analysis with emcee, using the same emulator and the same prior set up. In terms of MCMC choices, we use the affine-invariant ensemble sampler, 60 random walkers, and otherwise default settings. We burn in by running a set of short chains and then re-initializing the sampler with the high-likelihood points. Figure D1 compares the cosmology posteriors of our fiducial analysis with emcee in blue and dynesty in red. First, we do not see any significant bias between the two samplers. Second, the constraints are largely consistent between the two samplers. There is evidence that dynesty tends to produce slightly tighter constraints under its default settings (Lange et al. in prep), therefore we value performing a cross-validation with additional sampler. However, we conclude that the difference is not significant for this analysis.
Figure C2. The full 2D marginalized constraints on cosmology and HOD parameters from the CMASS small-scale RSD measurement using flat priors (in red) and the fiducial Gaussian priors (in blue). The two sets of constraints are statistically consistent.
Figure D1. The fiducial posterior constraints on the cosmological parameters using two different sampling codes: dynesty in red and emcee in blue. While there is evidence that dynesty constraints tend to be a little tighter in certain parameters, the two sets of constraints are largely consistent.