ON THE EXISTENCE OF GEODESIC CONNECTING LAGRANGIAN GRAPHS IN $\mathbb{C}^n$
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ABSTRACT. In this paper we show that two Lagrangian graphs over the torus in $\mathbb{C}^n$ with large Lagrangian phase can be connected via Lipschitz continuous geodesic with respect to the $L^2$ metric on the space of Lagrangian submanifolds. In particular, the geodesic for Lagrangian graphs over the torus in $\mathbb{C}^n$ can be formulated as a degenerate elliptic equation, and we construct geodesic by solving the corresponding Dirichlet problem.

1. Introduction

One of the important open problems regarding the geometry of Calabi-Yau manifolds consists in determining when a given Lagrangian admits a minimal Lagrangian (special Lagrangian submanifold) in its homology class or Hamiltonian class. The stability of an exact isotopy class should be related to the existence of a special Lagrangian representative, see [10, Conjecture 5.2] and [11, Conjecture 7.3]. Analogue to the study Einstein-Hermitian metrics on holomorphic vector bundles and Kähler Einstein metrics on Fano manifolds, Solomon designed a possible program concerning the existence of special Lagrangian submanifolds [7, 8].

To carry out the program, as noted in [8], it is desirable to develop a satisfactory existence theory for geodesics on the space of Lagrangian submanifolds. For the Hamiltonian isotopy class of $O(n)$-invariant Lagrangian sphere in Milnor fiber, Solomon and Yuval [9] constructed geodesics by using $O(n)$ symmetry to reduce the problem to ODE. In a recent work, Rubinstein and Solomon [6] studied the existence problem of geodesics for positive Lagrangian graphs over bounded domain in $\mathbb{C}^n$, where they used and extended the Dirichlet duality theory for elliptic operator that developed by Harvy-Lawson [4]. In this paper, we also concern the existence of geodesics for Lagrangian graphs. In particular, we construct Lipschitz continuous geodesics for Lagrangian graphs over the torus in $\mathbb{C}^n$ via degenerate elliptic PDE technique.

Let $\Lambda$ be a graph in $\mathbb{C}^n$ over $T^n = \mathbb{R}^n/\mathbb{Z}^n$, i.e. $\Lambda$ is the image of some embedding $F : T^n \to \mathbb{C}^n$, $F(x) = x + \sqrt{-1}f(x)$; here $f$ can be regarded as a periodic function that is defined over the real factor $\mathbb{R}^n$, thus we may say the lagrangian graph over $T^n$ is embedded in $\mathbb{C}^n$. Note that $\Lambda$ is Lagrangian if and only if the 1-form $f, dx_i$ is closed. Consequently, there exists (in general only locally defined) function $u$ such that $f(x) = \nabla u(x)$, see [3]. In this case, $u$ is called the potential function of $\Lambda$.

An exact path of lagrangian graph $\Lambda_t = (x, \nabla u(t, x))$ is a geodesic in the space of Lagrangians with respect to the $L^2$ metric that defined with the holomorphic $n$-form $\Omega = e^{-\sqrt{-1}\theta}dz_1 \wedge \cdots \wedge dz_n$, $\theta \in (-\pi, \pi]$, if the potential function $u$ satisfies
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the Lagrangian geodesic equation, see Proposition 3.1

\[(1.1) \quad \text{Im}(e^{-\sqrt{-1}t} \det \left[ \begin{array}{cc} \sqrt{-1} \frac{\partial^2 u}{\partial t^2} & \sqrt{-1} \nabla \frac{\partial u}{\partial t} \\ \sqrt{-1} \nabla \frac{\partial u}{\partial t} & I + \sqrt{-1} \nabla^2 u \end{array} \right]) = 0. \]

Suppose \( \Lambda_i = (x, \nabla u_i(x)), i = 0, 1 \), are two exact Lagrangian graph, then the existence of Lagrangian geodesic (graph) connecting \( \Lambda_0 \) and \( \Lambda_1 \) is equivalent to solve (1.1) with boundary data

\[ \nabla u_i|_{s=0} = \nabla u_0, \quad \nabla u_i|_{s=1} = \nabla u_1. \]

To construct solution of equation (1.1), we try to approximate the equation by a family of elliptic equation

\[(1.2) \quad \text{Im}(e^{-\sqrt{-1}t} \det \left[ \begin{array}{cc} \tau + \sqrt{-1} \frac{\partial^2 u}{\partial t^2} & \sqrt{-1} \nabla \frac{\partial u}{\partial t} \\ \sqrt{-1} \nabla \frac{\partial u}{\partial t} & I + \sqrt{-1} \nabla^2 u \end{array} \right]) = 0. \]

As \( t \to 0 \), we recover the Lagrangian geodesic equation (1.1) from (1.2). Now if we scale the time variable, namely, by introducing the new variable

\[ s = \sqrt{\tau} t \in [0, \sqrt{\tau}], \]

then (1.2) is equivalent to

\[(1.3) \quad \text{Im}(e^{-\sqrt{-1}t} \det(I + \sqrt{-1}D^2u)) = 0, \]

or

\[(1.4) \quad \sum_{i=1}^{n+1} \arctan \lambda_i(D^2u) = \Theta = k\pi + \theta, \quad \text{for some } k \in \mathbb{Z}, \]

here we denote \( D = (\frac{\partial}{\partial x}, \nabla) \), and \( \lambda_i(D^2u) \) to be the \( i \)-th eigenvalue of \( D^2u \). In particular, the parameter \( \tau \) disappear, and (1.3) and (1.4) are called the special Lagrangian equation [3]. Harvey-Lawson [3] showed that the special Lagrangian equation (1.3) is elliptic at every solution. Consequently, the Lagrangian geodesic equation (1.1) is degenerate elliptic, see also [6]. The Dirichlet problem for equation (1.3) on bounded domain \( \Omega \subset \mathbb{R}^{n+1} \) was treated in [2] for the case where \( D^2u \) is required to lie on one of the two outermost branches, because of the concavity requirement. It is equivalent to require \( \Theta \in \left[ \frac{n-1}{2}\pi, \frac{n+1}{2}\pi \right] \) in (1.4), see [2] [13].

Let \( \Lambda_i = (x, \nabla u_i(x)), i = 0, 1 \), be two Lagrangian graph over \( \mathbb{T}^n \), which satisfy \( [du_0] = [du_1] \in H^1(\mathbb{T}^n) \). In particular, we can assume that \( u_1 - u_0 \) is a globally defined function on \( \mathbb{T}^n \). Denote

\[(1.5) \quad \vartheta(\Lambda_i) = \vartheta(\nabla^2 u_i) = \sum_{i=1}^{n} \arctan \lambda_i(\nabla^2 u_i), \]

to be the Lagrangian phase for \( \Lambda_i, i = 0, 1 \), see [23]. Moreover, we set

\[(1.6) \quad \hat{u}^\tau(s, x) = (1 - \frac{s}{\sqrt{\tau}})u_0 + \frac{s}{\sqrt{\tau}}u_1 = u_0 + \frac{s}{\sqrt{\tau}}(u_1 - u_0), \]

and

\[(1.7) \quad \chi^\tau = D^2 \hat{u}^\tau = \left[ \begin{array}{cc} 0 & \frac{1}{\sqrt{\tau}} \nabla(u_1 - u_0) \\ \frac{1}{\sqrt{\tau}} \nabla(u_1 - u_0)^T & (1 - \frac{1}{\sqrt{\tau}}) \nabla^2 u_0 + \frac{s}{\sqrt{\tau}} \nabla^2 u_1 \end{array} \right], \]

for convenience. For each \( 0 < \tau \leq 1 \), we first solve the Dirichlet problem for the special Lagrangian equation (1.4) over the cylinder \([0, \sqrt{\tau}] \times \mathbb{T}^n\) via the continuity method.
Theorem 1.1. For any fixed parameter $0 < \tau \leq 1$, let $\chi^\tau$ be defined in (1.10). Given constant $\Theta \in \left[\frac{n+1}{2\pi}, \frac{2\pi}{\pi}\right)$, assume
\begin{equation}
\vartheta(\nabla^2 u_i) > \Theta - \frac{\pi}{2}, \quad i = 0, 1,
\end{equation}
there exists a smooth solution $v^\tau(s, x) : [0, \sqrt{\tau}] \times \mathbb{T}^n \to \mathbb{R}$ to the Dirichlet problem of special Lagrangian equation
\begin{equation}
f(\lambda(\chi^\tau + D^2 v^\tau)) = \sum_{i=1}^{n+1} \arctan \lambda_i(\chi^\tau + D^2 v^\tau) = \Theta, \quad \text{in } [0, \sqrt{\tau}] \times \mathbb{T}^n
\end{equation}
with zero boundary data
\begin{equation}
|v^\tau|_{s=0} = 0, \quad |v^\tau|_{s=\sqrt{\tau}} = 0.
\end{equation}
Moreover, for the sequence of solution
\begin{equation}
\hat{v}^\tau(t, x) := v^\tau(\sqrt{\tau}t, x), \quad t \in [0, 1],
\end{equation}
for (1.9), we have the uniform estimate,
\begin{equation}
|\hat{v}^\tau(t, x)|_{C^1([0, 1] \times \mathbb{T}^n)} \leq C,
\end{equation}
where $C$ depends only on $u_0$ and $u_1$, not on the parameter $\tau$. Let $\tau$ go to zero, with the continuity of the operator
\begin{equation}
\text{Im} \left( e^{-\sqrt{-1}\theta} \det \begin{pmatrix} \tau + \sqrt{-1} \frac{\partial^2 u}{\partial x^2} & \sqrt{-1} \nabla \frac{\partial u}{\partial x} \\ \sqrt{-1} \nabla \frac{\partial u}{\partial x} & I + \sqrt{-1} \nabla^2 u \end{pmatrix} \right)
\end{equation}
in the topology of uniform convergence for convex functions[12], the limit
\begin{equation}
u(t, x) := \hat{u}^1(t, x) + \lim_{\tau \to 0} \hat{v}^\tau(t, x)
\end{equation}
will be the potential for the Lagrangian geodesic path.

Theorem 1.2. Let $\Lambda_i = (x, \nabla u_i(x))$, $i = 0, 1$, be two Lagrangian graph over $\mathbb{T}^n$, which satisfy $[du_0] = [du_1] \in H^1(\mathbb{T}^n)$. Assume the Lagrangian phase satisfies $\vartheta(\Lambda_i) > \frac{n+1}{2\pi}$, then $\Lambda_0$ and $\Lambda_1$ can be connected by a weak geodesic $\Lambda_1 = (x, \nabla u(t, x))$ on the space of positive Lagrangian submanifolds with respect to the holomorphic $n$-form $\Omega = e^{-\sqrt{-1}\theta}dz_1 \wedge \cdots \wedge dz_n$ for some $\theta \in (-\pi, \pi]$, see (1.3). Moreover, the potential function is Lipschitz continuous solution of (1.1), i.e. $u(t, x) \in C^{0,1}([0, 1] \times \mathbb{T}^n)$. The same result also holds for $\vartheta(\Lambda_i) < -\frac{n-1}{2\pi}$, $i = 0, 1$.
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2. The space of Lagrangians

2.1. Differential structure on the space of Lagrangians. Let $(X, \omega)$ be a 2n-dimensional symplectic manifold. Let $L$ be a (possibly non-compact) connected $n$-dimensional submanifold of $(X, \omega)$. We denote
\begin{equation}
\widehat{L}(L, X) = \left\{ \iota \in \text{Emb}(L, X) \bigg| \iota^* \omega = 0 \right\}
\end{equation}
the space of Lagrangian embeddings of $L$ into $X$. If $L$ is non-compact, we impose that all $\iota \in \widehat{L}(L, X)$ agree with a given $\iota_0 \in \widehat{L}(L, X)$ outside a compact subset. The
group of compactly supported diffeomorphisms $\text{Diff}(L)$ of $L$ acts on $\widehat{\mathcal{L}}(L, X)$ by $\iota \mapsto \iota \circ \phi$ for $\phi \in \text{Diff}(L)$. Two Lagrangian embeddings $\iota_1, \iota_2 \in \text{Emb}(L, X)$ belongs to the same $\text{Diff}(L)$-orbit if and only if they have the same image $\Lambda = \iota_1(L) = \iota_2(L)$. Therefore, the quotient space $\mathcal{L}(L, X) := \widehat{\mathcal{L}}(L, X)/\text{Diff}(L)$ can be considered as the space of Lagrangian submanifolds of $X$ which are diffeomorphic to $L$.

A path $\{\Lambda_t\} \subset \mathcal{L}(L, X)$ is said to be smooth if there exists a smooth map $[0, 1] \times L \to X : (t, x) \mapsto \iota_t(x)$ such that $\iota_t(L) = \Lambda_t$ for all $t \in [0, 1]$. This $\{\iota_t\}$ is called a lift of $\{\Lambda_t\}$.

Next we explain that one can think of $\mathcal{L}(L, X)$ as an infinite dimensional manifold $\mathbb{H} \mathbb{E}$. Let $[0, 1] \times L \to X : (t, x) \mapsto \iota_t(x)$ be a smooth map such that $\iota_t \in \widehat{\mathcal{L}}(L, X)$ for all $t \in [0, 1]$. Let us introduce a one-form on $L$ defined by

\begin{equation}
\alpha_t := \omega \left( \frac{d}{dt} \iota_t, \iota_t \cdot \right) \in \Omega^1(L),
\end{equation}

with Cartan’s formula, we have

\[0 = \frac{\partial}{\partial t} (\iota_t^* \omega) = d\alpha_t,
\]

and hence the tangent space of $\widehat{\mathcal{L}}(L, X)$ at $\iota$ is given by

\[T_\iota \widehat{\mathcal{L}}(L, X) = \{ v \in C^\infty(L, t^*TX) \mid \omega(v, d\iota \cdot) \in \Omega^1(L) : \text{closed} \}.
\]

The tangent space to the $\text{Diff}(L)$-orbit at $\iota$ is described as

\[T_{\iota}(\iota \cdot \text{Diff}(L)) = \{ v = dt \circ \xi \in \mathfrak{X}(L) \},
\]

where $\mathfrak{X}(L)$ denotes the space of vector fields on $L$. The map $v \mapsto \omega(v, d\iota \cdot)$ induces a linear map

\[T_{\iota} \widehat{\mathcal{L}}(L, X)/T_{\iota}(\iota \cdot \text{Diff}(L)) \to \{ \beta \in \Omega^1(L) \mid d\beta = 0 \},
\]

which is an isomorphism since $\iota : L \to X$ is Lagrangian.

Let $[0, 1] \to \mathcal{L}(L, X) : t \to \Lambda_t$ be a smooth path of Lagrangian submanifolds. We define the velocity vector of the path $\{\Lambda_t\}$ at time $t$ by

\[\frac{d}{dt} \Lambda_t := \iota_t^* \alpha_t,
\]

where $\{\iota_t\}$ is a lift of $\{\Lambda_t\}$ and $\alpha_t$ is the one-from defined by $\omega$. Moreover, $\beta_t := \iota_t^* \alpha_t \in \Omega^1(\Lambda_t)$ is closed and independent of the choice of the lift $\{\iota_t\}$.

**Lemma 2.1.** The tangent space of $\mathcal{L}(L, X)$ at $\Lambda$ can be identified with the space of closed one forms (compact supported) on $\Lambda$, i.e.

\[T_\Lambda \mathcal{L}(L, X) = \{ \beta \in \Omega^1(\Lambda) \mid d\beta = 0 \}.
\]

A path $\{\Lambda_t\} \subset \mathcal{L}(L, X)$ of Lagrangian submanifolds is called an exact Lagrangian path connecting $\Lambda_0$ and $\Lambda_1$, if there exists a compactly supported Hamiltonian isotopy $\{\psi_t\}_{0 \leq t \leq 1}$ of $X$ such that $\psi_t(\Lambda_0) = \Lambda_t$ for every $t \in [0, 1]$. From the work of Akveld-Salamon $\mathbb{H} \mathbb{E}$, a smooth path $\{\Lambda_t\}_{0 \leq t \leq 1}$ in $\mathcal{L}(L, X)$ whose velocity vectors $\beta_t \in \Omega^1(\Lambda_t)$ are exact for all $t \in [0, 1]$ is nothing but an exact path.

**Lemma 2.2.** $\mathbb{H} \mathbb{E}$Let $\{\Lambda_t\}_{0 \leq t \leq 1} \subset \mathcal{L}(L, X)$ be a smooth path of Lagrangian submanifolds. Then $\frac{d}{dt} \Lambda_t \in \Omega^1(\Lambda_t)$ is exact for every $t \in [0, 1]$ if and only if $\{\Lambda_t\}$ is an exact path, that is, there exists a Hamiltonian isotopy $\{\psi_t\}$ such that $\psi_t(\Lambda_0) = \Lambda_t$ for every $t \in [0, 1]$.\]
Lemma 2.2 says that a smooth path \( \{ \Lambda_t \}_{0 \leq t \leq 1} \subset \mathcal{L}(L, X) \) is an exact path if and only if there exists a lift \( \{ \iota_t \}_{0 \leq t \leq 1} \) of \( \{ \Lambda_t \} \) which satisfies

\[
\alpha_t := \omega \left( \frac{d}{dt} \iota_t, d\iota_t \right) = d(h_t \circ \iota_t)
\]

for functions \( h_t \in C^\infty(\Lambda_t) \). Any \( \{ \psi_t \} \) satisfying \( \psi_t(\Lambda_0) = \Lambda_t \) is generated by a Hamiltonian function \( H_t \in C^\infty([0, 1] \times X) \) such that \( H_t|_{\Lambda_t} = h_t \) for each \( t \in [0, 1] \) and vice versa.

2.2. Lagrangians in a Calabi-Yau manifold. Let \((X, J, \omega, \Omega)\) be a Calabi-Yau manifold, where \((X, J, \omega)\) is a \( n \)-dimensional Kähler manifold with complex structure \( J \) and Kähler metric \( \omega \), and \( \Omega \) is a nowhere vanishing holomorphic \( n \)-form, with normalization \( |\Omega| = 1 \). For any point \( p \in X \), there exist holomorphic coordinates \((z_1, \cdots, z_n)\) such that

\[
\omega(p) = \frac{\sqrt{-1}}{2} \sum_{i=1}^{n} dz_i \wedge d\bar{z}_i, \quad \Omega(p) = e^{-\sqrt{-1} \theta} dz_1 \wedge dz_2 \wedge \cdots \wedge dz_n.
\]

For any oriented real \( n \)-plane \( \tau \in T_p X \), Harvey-Lawson [3, Prop 1.14] showed the Lagrangian inequality hold,

\[
|\text{Re} \Omega|_g^2 + |\text{Im} \Omega|_g^2 \leq 1,
\]

with the equality if and only if \( \tau \) is Lagrangian. For \( \Lambda \subset X \) a Lagrangian submanifold, there exist \( \vartheta : \Lambda \to \mathbb{R}/2\pi\mathbb{Z} \) such that

\[
\Omega|_{\Lambda} = e^{\sqrt{-1} \vartheta} \text{vol}_{\Lambda},
\]

which is called the Lagrangian phase function of \( \Lambda \). The existence of Lagrangian phase function follows from the equality case of (2.3).

The Lagrange phase measures the rotation index of the angle of the tangent plane of the Lagrangian submanifolds which illustrates an interesting interplay between symplectic and Riemannian geometry of Lagrangian submanifolds, e.g. \( d\theta = \iota_{\vec{H}} \omega \), here \( \vec{H} \) is the mean curvature vector of \( \Lambda \) [3 (2.19)].

Following Harvey-Lawson [3], \( \Lambda \) is called special Lagrangian if the Lagrangian phase function of \( \Lambda \) is constant. In the language of Calibrated geometry, special Lagrangian submanifold \( \Lambda \) is calibrated by \( \text{Re}(e^{-\sqrt{-1} \theta} \Omega) \), or alternatively, \( \text{Im}(e^{-\sqrt{-1} \theta} \Omega)|_{\Lambda} = 0 \).

Now let consider a typical example. Suppose \( \Lambda \) is a Lagrangian submanifold of \( \mathbb{C}^n \). Locally, \( \Lambda \) can be described explicitly as the graph of a function over a tangent plane. With no loss of generality, we may consider \( \Lambda \) to be given as the graph over the axis plane \( \mathbb{R}^n \), in \( \mathbb{C}^n = \mathbb{R}^n + \sqrt{-1} \mathbb{R}^n \), of a function \( y = f(x) \) where \( z = x + \sqrt{-1} y \). Moreover, \( \Lambda \) is Lagrangian if and only if the 1-form \( f_i dx_i \) is closed. Consequently, there exists (in general only locally defined) function \( u \) such that \( f(x) = \nabla u(x) \), see [3]. In this case, \( u \) is called the potential function of \( \Lambda \). For the
graph $\Lambda = \{(x, \nabla u(x)), x \in \mathbb{R}^n\} \subset \mathbb{C}^n$, then

$$e^{-\sqrt{-1}\theta} \frac{\Omega|\Lambda}{\text{vol}_\Lambda} = \frac{e^{-\sqrt{-1}\theta} \det(I + \sqrt{-1}\nabla^2 u)}{\sqrt{\det(Id + (\nabla^2 u)^2)}}$$

$$= e^{-\sqrt{-1}\theta} \prod_{i=1}^{n} \frac{1 + \sqrt{-1}\lambda_i}{\sqrt{1 + \lambda_i^2}}$$

$$= e^{-\frac{i}{2}(\sum_{i=1}^{n} \arctan \lambda_i) - \theta},$$

here $\lambda_i$ are the eigenvalue of $\nabla^2 u$. Then Lagrangian phase can be given by

$$(2.5) \quad \vartheta = \sum_{i=1}^{n} \arctan \lambda_i - \theta, \text{ mod } 2\pi.$$  

2.3. The space of positive Lagrangians in Calabi-Yau manifolds. Following Solomon [7, 8], a Lagrangian submanifold $\Lambda \in (X, J, \omega, \Omega)$ is positive if $\text{Re}\Omega|\Lambda$ is a volume form. Equivalently, the phase function of $\Lambda$ lie in the interval $(-\frac{\pi}{2}, \frac{\pi}{2})$ mod $2\pi$. Denote by $\mathcal{L}^+ = \mathcal{L}^+(X, L) \subset \mathcal{L}(X, L)$ the subspace of positive Lagrangian submanifolds. Let $\mathcal{O} \subset \mathcal{L}^+$ be a compactly supported exact isotopy class of positive Lagrangian submanifolds. That is, $\mathcal{O}$ is the collection of all $\Lambda \in \mathcal{L}^+$ that can be connected to a fixed point in $\mathcal{L}^+$ by an exact compact supported path. The isotopy class $\mathcal{O}$ is a submanifold of $\mathcal{L}^+$, and for $\Lambda \in \mathcal{O}$ the tangent space $T_{\Lambda}\mathcal{O}$ is canonically isomorphic to the space of exact 1-forms on $\Lambda$ with compact support. Let $H_{\Lambda}$ denote the space of smooth function on $\Lambda$ with the following normalization: if $\Lambda$ is compact, then $\int_{\Lambda} h \text{Re}\Omega = 0$ and if $\Lambda$ is non-compact, then $h$ has compact support. With Lemma 2.2 one can identify $T_{\Lambda}\mathcal{O}$ with $H_{\Lambda}$. Following [7 8], let

$$(\cdot, \cdot) : H_{\Lambda} \times H_{\Lambda} \to \mathbb{R}$$

is given by

$$(2.6) \quad (h, k) = \int_{\Lambda} hk\text{Re}\Omega.$$  

Then $(\cdot, \cdot)$ define a Riemannian metric on $\mathcal{O}$. For a exact path of Lagrangian submanifolds $\{\Lambda_t\}_{0 \leq t \leq 1} \subset \mathcal{O} \subset \mathcal{L}^+(L, X)$, i.e

$$\frac{d}{dt} \Lambda_t = dh_t,$$

it is natural to define the energy of the exact path of Lagrangian submanifolds $\{\Lambda_t\}$ by

$$(2.7) \quad E(\Lambda_t) = \int_{0}^{1} (h_t, h_t)dt = \int_{0}^{1} \int_{\Lambda_t} h_t^2 \text{Re}\Omega.$$  

An exact Lagrangian path $\{\Lambda_t\}$ is called a geodesic if $\{\Lambda_t\}$ is a critical point of the energy functional.

3. Geodesic on the space Positive Lagrangian Submanifolds

3.1. Lagrangian Geodesic Equation. Following Solomon’s definition of Levi-Civita connection and geodesics for the space of Lagrangian submanifolds in Calabi-Yau manifold[7], we deduced the geodesic equation of Lagrangian graphs over $\mathbb{T}^n$ in $\mathbb{C}^n$. The geodesic equation of Lagrangian graphs are also contained in [6].
For any $\alpha \in H^1(T^n)$, we consider a family of positive Lagrangian graph,

$$\Lambda_t = (x, \nabla u(t, x)) \in L^+(C^n, T^n),$$

where $u(t, -) : T^n \rightarrow \mathbb{R}$ are locally defined function (up to a constant) and satisfies $d[u(t, -)] = \alpha$ for any $t$. Furthermore, with a normalization condition $\int_{\Lambda_t} \frac{\partial}{\partial t} u(t, x) Re\Omega = 0$, one can choose a globally defined function $v(t, x) : [a, b] \times T^n \rightarrow \mathbb{R}$ such that $u(t, x) = u(0, x) + v(t, x)$. Then the tangent vector field along $\Lambda_t$ is

$$\frac{\partial}{\partial t} \Lambda_t = (0, \frac{\partial}{\partial t} \nabla u(t, x)) = J \frac{\partial}{\partial t} \nabla u(t, x),$$

or

$$\omega(\frac{\partial}{\partial t} \Lambda_t, -) = d(-\frac{\partial}{\partial t} u(t, x)) = -\frac{\partial}{\partial t} v(t, x),$$

which is exact. From lemma 2.2, we see that $\{\Lambda_t\}_{0 \leq t \leq 1}$ is an exact Lagrangian path. Note that all the derivatives of $u$ are globally defined, thus we does not involve $v$ in the following expression for simplicity.

With (2.7), the energy of $\Lambda_t$ is given by

$$E(\Lambda_t) = \frac{1}{2} \int_a^b \int_{T^n} |\frac{\partial u}{\partial t}|^2 Re\Omega.$$

Consider a variation of Lagrangian path with fixed endpoints, $\Lambda_{s,t} = (x, \nabla u(s, t, x))$, $(s, t) \in (-\epsilon, \epsilon) \times [a, b]$, with $\Lambda_{s,a} = \Lambda_a$, $\Lambda_{s,b} = \Lambda_b$. Then

$$\frac{\partial}{\partial t} \Lambda_{s,t} = (0, \frac{\partial}{\partial t} \nabla u(s, t, x)) = d(-\frac{\partial}{\partial t} u(s, t, x)),$$

and

$$\frac{\partial}{\partial t} \Lambda_{s,t}|_{t=a,b} = 0.$$

Now we compute the first variation of the energy functional,

$$E(\Lambda_{s,t}) = \frac{1}{2} \int_a^b \int_{T^n} |\frac{\partial u(s, t, x)}{\partial t}|^2 Re\Omega,$$

so,

$$\frac{d}{ds} E(\Lambda_{s,t}) = \frac{1}{2} \int_a^b \int_{T^n} \frac{\partial u}{\partial t} \frac{\partial^2 u}{\partial s \partial t} Re\Omega + \frac{1}{2} \int_a^b \int_{T^n} |\frac{\partial u}{\partial t}|^2 \frac{\partial}{\partial s} Re\Omega. \quad (3.1)$$

For the first term in (3.1), one can change the differential order,

$$\int_a^b \int_{T^n} \frac{\partial^2 u}{\partial s \partial t} \frac{\partial u}{\partial t} Re\Omega$$

$$= \int_a^b \int_{T^n} \frac{\partial u}{\partial s} \frac{\partial^2 u}{\partial s \partial t} Re\Omega - \frac{\partial u}{\partial s} \frac{\partial^2 u}{\partial s \partial t} Re\Omega + \frac{\partial u}{\partial s} \frac{\partial}{\partial s} Re\Omega. \quad (3.2)$$

For the second term in (3.1), since $\Omega$ is of type $(n,0)$ and $\omega$ is of type $(1,1)$, we have

$$\omega \wedge Re\Omega = 0.$$
Let $\xi, \zeta$ be two Hamiltonian vector associated to the Hamiltonian function $H, K$, then we have

$$0 = i\xi \iota_\zeta(\omega \wedge \text{Re}\Omega) = \{H, K\} \text{Re}\Omega - dK \wedge i\xi \text{Re}\Omega + dH \wedge i\zeta \text{Re}\Omega - \omega \wedge i\xi i\zeta \text{Re}\Omega.$$ 

Since $\Lambda$ is Lagrangian, then $\omega|_\Lambda = 0$. Moreover, by integration by parts, we have

$$\int_\Lambda \{H, K\} \text{Re}\Omega = \int_\Lambda -dK \wedge i\xi \text{Re}\Omega + dH \wedge i\zeta \text{Re}\Omega - \omega \wedge i\xi i\zeta \text{Re}\Omega.$$

(3.3)

Taking $H = \frac{1}{2}|-\frac{\partial u}{\partial t}|^2$, $K = -\frac{\partial u}{\partial s}$, $\xi = -\frac{\partial u}{\partial t} J\nabla \frac{\partial u}{\partial t}$, $\zeta = J\nabla \frac{\partial u}{\partial s}$ in (3.3), note that $\{H, K\} = \omega(\xi, \zeta) = -\frac{\partial u}{\partial t} \omega(\nabla \frac{\partial u}{\partial t}, \nabla \frac{\partial u}{\partial s}) = 0$,

thus

$$\frac{1}{2} \int_a^b \int_{T^n} \left|-\frac{\partial u}{\partial t}\right|^2 \frac{\partial}{\partial s} \text{Re}\Omega$$

(3.4)

$$= \int_a^b \int_{T^n} \left(-\frac{\partial u}{\partial s}\right) d\left(-\frac{\partial u}{\partial t} iJ\nabla \frac{\partial u}{\partial s} \text{Re}\Omega\right)$$

$$= \int_a^b \int_{T^n} \frac{\partial u}{\partial s} \frac{\partial}{\partial t} \wedge iJ\nabla \frac{\partial u}{\partial s} \text{Re}\Omega + \frac{\partial u}{\partial s} \frac{\partial}{\partial t} \text{Re}\Omega.$$ 

Combine the computation (3.2) and (3.4), we have

$$\frac{d}{ds} E(\Lambda_s) = \int_a^b \int_{T^n} \frac{\partial}{\partial t} \left(\frac{\partial u}{\partial s} \frac{\partial u}{\partial t} \text{Re}\Omega\right)$$

$$- \int_a^b \int_{T^n} \frac{\partial u}{\partial s} \left(\frac{\partial^2 u}{\partial t^2} \text{Re}\Omega - d\frac{\partial u}{\partial t} \wedge iJ\nabla \frac{\partial u}{\partial s} \text{Re}\Omega\right)$$

$$= \int_{T^n} \left.\frac{\partial u}{\partial s} \frac{\partial u}{\partial t} \text{Re}\Omega\right|_a^b - \int_a^b \int_{T^n} \frac{\partial u}{\partial s} \left(\frac{\partial^2 u}{\partial t^2} \text{Re}\Omega - d\frac{\partial u}{\partial t} \wedge iJ\nabla \frac{\partial u}{\partial s} \text{Re}\Omega\right).$$

Consequently, a Lagrangian path $\Lambda_t = (x, \nabla u(t, x))$ is a critical point (geodesic) of the energy functional $E$ if and only if

$$\frac{\partial^2 u}{\partial t^2} - \frac{d\frac{\partial u}{\partial t}}{dt} \wedge iJ\nabla \frac{\partial u}{\partial s} \text{Re}\Omega = 0.$$ 

(3.5)

Now we will rewrite the equation (3.5) in an explicit form. The holomorphic $n$-form

$$\Omega = e^{-\sqrt{-1}d} dz_1 \wedge \cdots \wedge dz_n = e^{-\sqrt{-1}d}(dx_1 + \sqrt{-1}dy_1) \wedge \cdots \wedge (dx_n + \sqrt{-1}dy_n),$$

after restricted on the Lagrangian path, is reduced to be

$$\Omega|_{\Lambda_t} = e^{-\sqrt{-1}d}(dx_1 + \sqrt{-1}d\frac{\partial u}{\partial x_1}) \wedge \cdots \wedge (dx_n + \sqrt{-1}d\frac{\partial u}{\partial x_n})$$

$$= e^{-\sqrt{-1}d} \det(I + \sqrt{-1}\nabla^2 u) dx_1 \wedge \cdots \wedge dx_n.$$ 

Therefore, we have

$$\left.d\frac{\partial u}{\partial t} \wedge iJ\nabla \frac{\partial u}{\partial s} \text{Re}\Omega\right|_{\Lambda_t}.$$
or equivalently, the critical point of the energy functional $E$

Equation (3.7)

Lemma 4.1. \( \sigma_k = \text{the} \) eigenvalues of \( E \)

Proposition 3.1. \( \text{The exact Lagrangian path } \Lambda_t = (x, \nabla u(t, x)) \) is a geodesic (critical point of the energy functional) if and only if

Equation (3.6)

or equivalently,

Equation (3.7)

Here \( \sigma_k \) is the k-th elementary symmetric function, \( k = 0, 1, 2, \ldots \).

4. THE SPECIAL LAGRANGIAN EQUATION WITH PARAMETER \( \tau \)

In this section, we will prove Theorem 1.1 via the continuity method and a priori estimates. Firstly, we recall a beautiful linear algebra lemma from [2, p272]-which we will use.

Lemma 4.1. (1) Consider the \( (n + 1) \times (n + 1) \) symmetric matrix

\[
A = \begin{bmatrix}
a & a_1 & \cdots & a_n \\
a_1 & \lambda'_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
a_n & 0 & \cdots & \lambda'_n
\end{bmatrix}
\]

with \( \lambda'_1, \ldots, \lambda'_n \) are fixed, \( |a_i| \leq C, 1 \leq i \leq n \). If we let \( |a| \to \infty \), then the eigenvalues of \( A \) asymptotically behave like

\[
\lambda_1 = \lambda'_1 + o(1), \ldots, \lambda_n = \lambda'_n + o(1), \lambda_{n+1} = a(1 + O(\frac{1}{a})),
\]

where \( o(1) \) and \( O(\frac{1}{a}) \) are uniform-depending only on \( \lambda'_1, \ldots, \lambda'_n \) and \( C \).
Similarly, let
\[
A = \begin{pmatrix}
\frac{\alpha}{\sqrt{\tau}} & \frac{\alpha_1}{\sqrt{\tau}} & \cdots & \frac{\alpha_n}{\sqrt{\tau}} \\
\frac{\alpha_1}{\sqrt{\tau}} & \lambda_1' & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\alpha_n}{\sqrt{\tau}} & 0 & \cdots & \lambda_n'
\end{pmatrix}
\]
be a \((n + 1) \times (n + 1)\) symmetric matrix depending a parameter \(\tau \in (0, 1]\), where \(\lambda_1', \cdots, \lambda_n'\) are fixed, \(|a_i| \leq C, 1 \leq i \leq n\). If we let \(|a| \to \infty\), then the eigenvalues of \(A\) asymptotically behave like
\[
\lambda_1 = \lambda_1' + o(1), \cdots, \lambda_n = \lambda_{n-1}' + o(1), \lambda_{n+1} = \frac{\alpha}{\tau}(1 + O(\frac{1}{a}))
\]
where \(o(1)\) and \(O(1)\) are uniform as \(a \to \infty\), depending only on \(\lambda_1', \cdots, \lambda_n\) and \(C\), not on \(\tau\).

**Proof.** The part (1) of Lemma [1.1] is exactly contained in [2]; using the same argument, we provide a proof of part (2) for reader’s convenience. The eigenvalues \(\lambda\) of \(A\) satisfy
\[
\det \begin{pmatrix}
1 - \frac{\tau}{a} \lambda & \frac{a_1}{\alpha} & \cdots & \frac{a_n}{\alpha} \\
\frac{a_1}{\alpha} & \lambda_1' - \lambda & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{a_n}{\alpha} & 0 & \cdots & \lambda_n' - \lambda
\end{pmatrix} = 0.
\]
Hence for \(|a| = \infty\) the numbers \(\lambda_1', \cdots, \lambda_n'\) are roots. By continuity of the roots it follows that there are roots given by
\[
\lambda_i = \lambda_i' + o(1), i = 1, \cdots, n.
\]
To find the last eigenvalue, set \(\lambda = \alpha \mu\), then \(\mu\) satisfies
\[
\det \begin{pmatrix}
1 - \mu \tau & \frac{a_1}{\alpha} & \cdots & \frac{a_n}{\alpha} \\
\frac{a_1}{\alpha} & \lambda_1' - \mu & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{a_n}{\alpha} & 0 & \cdots & \lambda_n' - \mu
\end{pmatrix} = 0.
\]
For \(|a| = \infty\), we see that \(\mu = \frac{1}{\tau}\) is a simple root. By the implicit function theorem it follows that for \(|a|\) large there is a root
\[
\lambda_{n+1} = \frac{\alpha}{\tau}(1 + O(\frac{1}{a})).
\]

Now we will construct an admissible function \(\nu^\tau\) which is also a subsolution of [1.9]. Assuming that \(u_0, u_1\), satisfies [1.8], we denote
\[
\delta := \frac{1}{2} \min \{ \min_{x \in \Gamma} \vartheta(\nabla^2 u_0(x)) + \frac{\pi}{2} - \Theta, \min_{x \in \Gamma} \vartheta(\nabla^2 u_1(x)) + \frac{\pi}{2} - \Theta \} > 0.
\]
For large parameter \(\lambda\) consider
\[
\nu^\tau = \frac{1}{2} \lambda \frac{s}{\sqrt{\tau}} (\frac{s}{\sqrt{\tau}} - 1),
\]
then
\[
\chi^\tau + D^2 \tilde{u}^\tau = \begin{bmatrix}
\frac{\lambda}{\tau} \\
\frac{1}{\sqrt{\tau}} \nabla (u_1 - u_0)^T \\
\frac{1}{\sqrt{\tau}} \nabla^2 \tilde{u}^\tau
\end{bmatrix},
\]
here \( \tilde{u}^\tau \) is defined in (1.6), and \( \chi^\tau \) is defined in (1.7). By part (2) of lemma 4.1 if \( |\lambda| \to \infty \), we have
\[
f(\lambda (\chi^\tau + D^2 \tilde{u}^\tau)) = \sum_{i=1}^{n+1} \arctan \lambda_i (\chi^\tau + D^2 \tilde{u}^\tau)
\]
\[
= \arctan \left( \frac{\lambda}{\tau} (1 + O \left( \frac{1}{\lambda} \right)) \right) + \sum_{i=1}^{n} \left( \lambda_i (\nabla^2 \tilde{u}^\tau) + o(1) \right)
\geq \arctan \frac{\lambda}{\tau} + O \left( \frac{1}{\lambda} \right) + \Theta - \frac{\pi}{2} + 2\delta + o(1),
\]
where we used the condition (4.1) and the concave property of the eigenvalue as a function of matrix in the last inequality, and \( o(1) \) and \( O \left( \frac{1}{\lambda} \right) \) are uniform-only depending on \( u_0 \) and \( u_1 \), not on \( \tau \). In particular, we can take \( \lambda \geq K_1 = K_1(u_0, u_1) \) large, such that the error terms \( O \left( \frac{1}{\lambda} \right), o(1) \) in (4.3) are dominated by \( \delta \). Furthermore, if we take
\[
(4.4) \quad \lambda = \tilde{\lambda}^\tau = \max \{ K_1, \frac{\tau}{\tan \delta} \},
\]
then
\[
(4.5) \quad f(\lambda (\chi^\tau + D^2 \tilde{u}^\tau)) \geq \Theta + \delta.
\]

4.1. The continuity method: For any fixed \( \tau \in (0, 1] \), we follow the continuity method to solve the Dirichlet problem of special Lagrangian equation (1.9). Consider the set \( E \) of all \( \zeta \in [0, 1] \) such that there exists a function \( v = v^\tau, \zeta \in C^\infty([0, \sqrt{\tau}] \times T^n) \) which solve the Dirichlet problem
\[
(4.6) \quad f(\lambda (\chi^\tau + D^2 v)) = \sum_{i=1}^{n+1} \arctan \lambda_i (\chi + D^2 v) = \varphi^\tau \quad \text{in} \ [0, \sqrt{\tau}] \times T^n,
\]
with
\[
(4.7) \quad v = 0 \quad \text{on} \ \{0, \sqrt{\tau}\} \times T^n,
\]
and
\[
(4.8) \quad \varphi^\tau := (1 - \zeta) f(\lambda (\chi^\tau + D^2 \tilde{u}^\tau)) + \zeta \Theta.
\]

Note that \( v^{\tau, \zeta} \) is unique by the ellipticity and the comparison principle of special Lagrangian equation in the Hessian type, see [2 Lemma B]. By the construction of \( \varphi^\tau \) in (4.8), for \( \zeta = 1 \), the solution \( v^\tau := v^{\tau, 1} \) of (4.6) is the desired solution of the special Lagrangian equation (1.9); for \( \zeta = 0 \), the function \( v^{\tau, 0} := \tilde{u}^\tau \) is a solution of (4.6), i.e. \( 0 \in E \) and thus the set \( E \) is non-empty.

Moreover, the linearized operator of special Lagrangian equation (4.6)
\[
L_v = F^{ij}(\chi + D^2 v)D^2_{ij} = \frac{\partial}{\partial u_{ij}} f(\lambda (\chi + D^2 v))D^2_{ij}
\]
is an strictly elliptic linear operator; it follows form the standard elliptic regularity and the inverse function theorem that \( E \) is open.
In the following, we will assume $\zeta > \zeta_0 = \zeta_0(\tau) > 0$ and show $E$ is also closed and thus $\zeta = 1 \in E$. With the Schauder theory and standard elliptic bootstrapping argument, it is equivalent to derive the uniform a pori estimate

$$\|v^{\tau, \zeta}\|_{C^{2, \alpha}(\{0, \sqrt{\tau}\} \times \mathbb{T}^n)} \leq C,$$

where $C$ does not depend on $\zeta$, but may depend on $\tau$. In the following, we ignore the parameter $\tau$ for convenience.

**Subsolution:** By (4.5), $v = v^{\tau}$ is an admissible subsolution to (4.6), and satisfies

$$f(\lambda(\chi + D^2 v)) = \varphi + \zeta((\Theta(\chi^\tau + D^2 v^\tau) - \Theta) \geq \varphi + \zeta \delta, \text{ in } [0, \sqrt{\tau}] \times \mathbb{T}^n.$$

Since $v^{\zeta} = \bar{v} = 0$ on $\{0, \sqrt{\tau}\} \times \mathbb{T}^n$, by the comparison principle, we have

$$v^{\zeta} \geq \bar{v} \text{ in } [0, \sqrt{\tau}] \times \mathbb{T}^n.$$  \hspace{1cm} (4.9)

Moreover, since $\Theta \geq \frac{n-1}{2} \pi$, using the concavity we find that

$$f(\lambda(\chi + D^2 v)) \leq f(\lambda(\chi + D^2 v^{\zeta})) + F^{ij}(\chi + D^2 v^{\zeta}) D_{ij}(\bar{v} - v^{\zeta}),$$

so that

$$L_{v^{\zeta}}(\bar{v} - v^{\zeta}) \geq \zeta \delta. \hspace{1cm} (4.10)$$

**Super function:** Define

$$\bar{v} = \bar{v}^{\tau} = \frac{1}{2} \lambda \frac{s}{\sqrt{\tau}} \left(1 - \frac{s}{\sqrt{\tau}}\right),$$

then

$$\chi + D^2 \bar{v} = \begin{bmatrix} -\frac{\lambda}{\sqrt{\tau}} & \frac{1}{\sqrt{\tau}} \nabla (u_1 - u_0) \\ \frac{1}{\sqrt{\tau}} \nabla (u_1 - u_0)^T & \frac{1}{\sqrt{\tau}} \nabla^2 \bar{u} \end{bmatrix},$$

and

$$\text{tr} \chi + \Delta \bar{v} = -\frac{\lambda}{\tau} + \Delta \bar{u}, \text{ in } [0, \sqrt{\tau}] \times \mathbb{T}^n.$$  \hspace{1cm} (4.11)

Consequently, if we choose

$$\lambda = \tilde{\lambda}^{\tau} = \max\{\sup_{\mathbb{T}^n} \Delta u_0, \sup_{\mathbb{T}^n} \Delta u_1\} \tau,$$

then we have

$$\text{tr} \chi + \Delta \bar{v} \leq 0.$$  \hspace{1cm} (4.11)

Since we have

$$\text{tr} \chi + \Delta v^{\zeta} \geq 0,$$

by the comparison principle and $v^{\zeta} = \bar{v} = 0$ on $\{0, \sqrt{\tau}\} \times \mathbb{T}^n$ again,

$$v^{\zeta} \leq \bar{v} \text{ in } [0, \sqrt{\tau}] \times \mathbb{T}^n.$$  \hspace{1cm} (4.12)
4.2. Preliminary a priori estimate. Now, combine with (4.9) and (4.12), we have the $L_\infty$ estimate

\begin{equation}
- \frac{1}{8} \lambda^r \leq v \leq \psi^c \leq \tilde{v} \leq \frac{1}{8} \tilde{\lambda}^r,
\end{equation}

here $\lambda^r$ is defined in (4.4) and $\tilde{\lambda}^r$ is defined in (4.11).

Consequently, for the interior normal derivative at $\{0, \sqrt{\tau}\} \times T^n$,

\begin{equation}
- \frac{1}{2 \sqrt{\tau}} \lambda^r \leq \frac{\partial}{\partial s} \bigg|_{s=0} v \leq \frac{\partial}{\partial s} \bigg|_{s=0} \psi^c \leq \frac{\partial}{\partial s} \bigg|_{s=0} \tilde{v} \leq \frac{1}{2 \sqrt{\tau}} \tilde{\lambda}^r,
\end{equation}

and

\begin{equation}
\frac{1}{2 \sqrt{\tau}} \lambda^r \geq \frac{\partial}{\partial s} \bigg|_{s=\sqrt{\tau}} v \geq \frac{\partial}{\partial s} \bigg|_{s=\sqrt{\tau}} \psi^c \geq \frac{\partial}{\partial s} \bigg|_{s=\sqrt{\tau}} \tilde{v} \geq - \frac{1}{2 \sqrt{\tau}} \tilde{\lambda}^r.
\end{equation}

In particular,

\begin{equation}
\sup_{\{0,1\} \times T^n} \left| \frac{\partial}{\partial t} \psi^r \right| = \sup_{\{0, \sqrt{\tau}\} \times T^n} \left| \sqrt{\tau} \frac{\partial}{\partial s} \psi^r \right| \leq \max \left\{ \frac{1}{2 \sqrt{\tau}} \lambda^r, \frac{1}{2 \sqrt{\tau}} \tilde{\lambda}^r \right\}.
\end{equation}

Moreover, since $\psi^c$ vanish identically on the boundary $\{0, \sqrt{\tau}\} \times T^n$, the tangential derivative also vanish, i.e.

\begin{equation}
\nabla \psi^c_{\{0, \sqrt{\tau}\} \times T^n} = 0.
\end{equation}

Next, we will establish the interior derivative estimate. Differentiating equation (4.10) in the direction of $\xi$, we obtain

\[ L_{\psi^c} D_\xi (\tilde{u} + \psi^c) = D_\xi \varphi. \]

Case I: If $\xi = \frac{\partial}{\partial s}$, then

\[ D_\xi (\chi_{ij} + \psi_{ij}) = \frac{\partial}{\partial s} \left[ - \frac{\lambda^r}{\sqrt{\tau}} \nabla (u_1 - u_0)^T \left( 1 - \frac{1}{\sqrt{\tau}} \nabla^2 u_0 + \frac{1}{\sqrt{\tau}} \nabla^2 u_1 \right) \right] = \left[ \begin{array}{c} 0 \\ \frac{1}{\sqrt{\tau}} (\nabla^2 u_1 - \nabla^2 u_0) \end{array} \right]; \]

Case II: If $\xi = \frac{\partial}{\partial x^k} \in TT^n$, then

\[ D_\xi (\chi_{ij} + \psi_{ij}) = \frac{\partial}{\partial x^k} \left[ - \frac{\lambda^r}{\sqrt{\tau}} \nabla (u_1 - u_0)^T \left( 1 - \frac{1}{\sqrt{\tau}} \nabla^2 u_0 + \frac{1}{\sqrt{\tau}} \nabla^2 u_1 \right) \right] = \left[ \begin{array}{c} \frac{1}{\sqrt{\tau}} \nabla \frac{\partial}{\partial x^k} (u_1 - u_0)^T \left( 1 - \frac{1}{\sqrt{\tau}} \nabla^2 u_0 + \frac{1}{\sqrt{\tau}} \nabla^2 \frac{\partial}{\partial x^k} u_1 \right) \end{array} \right]. \]

In either case, from the definition of $\varphi$ in (4.8), we have

\[ |D_\xi \varphi| = (1 - \zeta)|F^{ij} (\chi + D_\psi^2 \psi) D_\xi (\chi_{ij} + \psi_{ij})| \leq \frac{C_1 (1 - \zeta)}{\sqrt{\tau}}, \]

here $C_1$ depends only on $u_0, u_1$.

If we take

\[ A_1 = \frac{C_1 (1 - \zeta)}{\zeta \delta \sqrt{\tau}}, \]

so that, by (4.10), we have

\[ L_{\psi^c} (A_1 (\psi - \psi^c) \pm D_\xi (\tilde{u} + \psi^c)) \geq 0. \]
Similarly, as did in the first derivative estimate, we find that we only need to estimate the upper bound of the second derivatives. Differentiating \( \xi \) (4.25)

\[
\frac{\partial}{\partial s} v^\xi \leq \sup_{[0, \sqrt{T}] \times \mathbb{T}^n} \left( |\frac{\partial}{\partial s} \tilde{u}^\xi + A_1(v^\xi - \tilde{v})| + \sup_{[0, \sqrt{T}] \times \mathbb{T}^n} \left( |\frac{\partial}{\partial s} \tilde{u}| + |\frac{\partial}{\partial s} v^\xi| \right) \right)
\]

(4.19)

\[
= 2 \sup_{\mathbb{T}^n} \frac{|u_1 - u_0|}{\sqrt{T}} + C_1 \frac{1 - \zeta}{\zeta^\delta} \sup_{[0, \sqrt{T}] \times \mathbb{T}^n} (v^\xi - \tilde{v}) + \sup_{[0, \sqrt{T}] \times \mathbb{T}^n} \left| \frac{\partial}{\partial s} v^\xi \right|
\]

\[
\leq \frac{C}{\sqrt{T}},
\]

here \( C \) depends only on \( u_0, u_1 \) and \( \zeta_0 \); similarly,

\[
|\nabla v^\xi| \leq \sup_{[0, \sqrt{T}] \times \mathbb{T}^n} \left( |\nabla \tilde{u}| + A_1(v^\xi - \tilde{v}) \right) + \sup_{[0, \sqrt{T}] \times \mathbb{T}^n} \left( |\nabla \tilde{u}| + |\nabla v^\xi| \right)
\]

(4.20)

\[
= 2 \max \{ \sup_{\mathbb{T}^n} |\nabla u_0|, \sup_{\mathbb{T}^n} |\nabla u_1| \} + C_1 \frac{1 - \zeta}{\zeta^\delta} \sup_{[0, \sqrt{T}] \times \mathbb{T}^n} (v^\xi - \tilde{v})
\]

\[
\leq \frac{C}{\sqrt{T}},
\]

here \( C \) depends only on \( u_0, u_1 \) and and \( \zeta_0 \). Furthermore, from (4.20), for \( \zeta = 1 \),

(4.21)

\[
|\nabla v^{\tau, 1}| \leq 2 \max \{ \sup_{\mathbb{T}^n} |\nabla u_0|, \sup_{\mathbb{T}^n} |\nabla u_1| \}.
\]

In summary, we have established the following first order derivative estimate:

(4.22)

\[
|\frac{\partial}{\partial s} v^{\tau, \xi}| \leq \frac{C}{\sqrt{T}}, \quad |\nabla v^{\tau, \xi}| \leq \frac{C}{\sqrt{T}},
\]

and also

(4.23)

\[
|\frac{\partial}{\partial s} v^{\tau, \xi}| \leq C, \quad |\nabla v^{\tau, 1}| \leq C,
\]

here \( C \) depends only on \( u_0, u_1 \) and \( \zeta_0 \).

We next derive the second derivatives estimate. Since

(4.24)

\[
\text{tr}(\chi + D^2 v^\xi) \geq 0,
\]

we only need to estimate the upper bound of the second derivatives. Differentiating equation (4.13) twice along the direction of \( \xi \), we have

(4.25)

\[
L_{v^\xi}(\chi + D^2 v^\xi)(\xi, \xi) + F^{ij, kl}(\chi + D^2 v^\xi) D_{\xi}(\chi_{ij} + v^\xi_{ij}) D_{\xi}(\chi_{kl} + v^\xi_{kl}) = D_{\xi}^2 v^\xi.\]

Similarly, as did in the first derivative estimate, we find that

\[
D_{\xi}^2 (\chi + D^2 v) = O(\frac{1}{\sqrt{T}}),
\]

and thus

(4.26)

\[
|D_{\xi}^2 v^\xi| \leq \frac{C_2 (1 - \zeta)}{\sqrt{T}},
\]

here \( C_2 \) depends only on \( u_0, u_1 \), not on \( \tau \).
By the concavity again, from (4.25) and (4.26),
\[ L_v \zeta (\chi + D^2 v^\zeta)(\xi, \xi) \geq - \frac{C_2 (1 - \zeta)}{\sqrt{\tau}}. \]

If we take
\[ A_2 = \frac{C_2 (1 - \zeta)}{\zeta \delta \sqrt{\tau}}, \]
So that, by (4.10),
\[ L_v \zeta \left( A_2 (v - v^\zeta) + (\chi + D^2 v^\zeta)(\xi, \xi) \right) \geq 0. \]

Using the maximum principle again, we conclude that the function
\[ A_2 (v - v^\zeta) + (\chi + D^2 v^\zeta)(\xi, \xi) \]
attains its maximum on the boundary. Consequently,
\[ (4.27) \quad (\chi + D^2 v^\zeta)(\xi, \xi) \leq \sup_{[0, \sqrt{\tau}] \times T^n} A_2 (v^\zeta - v) + \sup_{[0, \sqrt{\tau}] \times T^n} (\chi + D^2 v^\zeta)(\xi, \xi). \]

Now we have to estimate the second derivatives at the boundary point. Note that \( v^\zeta \) vanish identically on the boundary \( \{0, \sqrt{\tau}\} \times T^n \), therefore the double tangential derivative in the space direction are also vanish identically on the boundary, i.e.
\[ (4.28) \quad \nabla^2 v^\zeta \big|_{\{0, \sqrt{\tau}\} \times T^n} = 0. \]

Next we estimate the mixed second derivative on the boundary. By differential equation (4.6) along the space direction \( \frac{\partial}{\partial x^k} \in T_T \), we obtain
\[ L_v \zeta \nabla \frac{\partial}{\partial x^k}(\tilde{u} + v^\zeta) = \nabla \frac{\partial}{\partial x^k} \phi. \]

Thus we have
\[ |L_v \zeta \nabla \frac{\partial}{\partial x^k} v^\zeta| = |\nabla \frac{\partial}{\partial x^k} \phi - L_v \zeta \nabla \frac{\partial}{\partial x^k} \tilde{u}| \leq \frac{C_3}{\sqrt{\tau}}, \]
where \( C_3 \) depends only on \( u_0, u_1 \), not on \( \tau \). If we take
\[ A_3 = \frac{C_3}{\zeta \delta \sqrt{\tau}}, \]
by (4.10), it follows that
\[ L_v \zeta \left( A_3 (v - v^\zeta) \pm \nabla \frac{\partial}{\partial x^k} v^\zeta \right) \geq 0. \]

Moreover,
\[ (A_3 (v - v^\zeta) \pm \nabla \frac{\partial}{\partial x^k} v^\zeta) \big|_{\{0, \sqrt{\tau}\} \times T^n} = 0, \]
the maximum principle implies that
\[ A(v - v^\zeta) \pm \nabla \frac{\partial}{\partial x^k} v^\zeta \leq 0, \text{ in } [0, \sqrt{\tau}] \times T^n. \]

Consequently,
\[ \frac{\partial}{\partial s} \bigg|_{s=0} A(v - v^\zeta) \leq \frac{\partial}{\partial s} \bigg|_{s=0} \nabla \frac{\partial}{\partial x^k} v^\zeta \leq \frac{\partial}{\partial s} \bigg|_{s=0} A(v^\zeta - v), \]
\[ \frac{\partial}{\partial s} \bigg|_{s=\sqrt{\tau}} A(v - v^\zeta) \geq \frac{\partial}{\partial s} \bigg|_{s=\sqrt{\tau}} \nabla \frac{\partial}{\partial x^k} v^\zeta \geq \frac{\partial}{\partial s} \bigg|_{s=\sqrt{\tau}} A(v^\zeta - v). \]

From (4.19) and the definition of \( v \) in (4.22), we conclude that
\[ (4.29) \quad \frac{\partial}{\partial s} \nabla v^\zeta \leq \frac{C}{\tau}. \]
here $C$ depends on only $u_0$, $u_1$ and $\zeta_0$.

Finally, we will establish the a priori estimates of the upper bound of double normal derivative on the boundary. Let us choose $K_2 = K_2(u_0, u_1, \tau)$ large, to determined later, if

$$\sup_{\{0, \sqrt{\tau}\} \times \mathbb{T}^n} \frac{\partial^2}{\partial s^2} v^\xi \leq K_2,$$

then we are done; Otherwise, at some point $p_0 \in \{0, \sqrt{\tau}\} \times \mathbb{T}^n$,

$$\frac{\partial^2}{\partial s^2} v^\xi(p_0) > K_2.$$

We may then apply the part (1) in lemma 4.1 and conclude that

$$(4.30) \quad \varphi = f(\chi + D^2 v^\xi) \sim \arctan \frac{\partial^2}{\partial s^2} v^\xi + \sum_{i=1}^{n} \arctan \lambda_i(\nabla^2 \tilde{u}) \quad \text{at } p_0.$$  

On the other hand, from (4.3) and (4.8), we have

$$\varphi = (1 - \zeta)\Theta(\chi + D^2 v^\xi) + \zeta \Theta$$

$$(4.31) \quad \sim (1 - \zeta)(\arctan \frac{\lambda}{\tau} + \sum_{i=1}^{n} \arctan \lambda_i(\nabla^2 \tilde{u})) + \zeta \Theta.$$  

Combine with (4.30) and (4.31),

$$\arctan \frac{\partial^2}{\partial s^2} v^\xi(p_0) \sim (1 - \zeta) \arctan \frac{\lambda}{\tau} + \zeta (\Theta - \sum_{i=1}^{n} \arctan \lambda_i(\nabla^2 \tilde{u}))$$

$$\leq (1 - \zeta) \arctan \frac{\lambda}{\tau} + \zeta (\frac{\pi}{2} - 2\delta)$$

$$\leq \max\{\arctan \frac{\lambda}{\tau}, \frac{\pi}{2} - 2\delta\}.$$  

We now take $K_2 = K_2(u_0, u_1, \tau)$ large enough, such that

$$\arctan \frac{\partial^2}{\partial s^2} v^\xi(p_0) \leq \max\{\arctan \frac{\lambda}{\tau} + 1, \frac{\pi}{2} - \delta\}.$$  

Consequently,

$$(4.32) \quad \frac{\partial^2}{\partial s^2} v^\xi(p_0) \leq \max\{\frac{\lambda}{\tau} + 1, \frac{1}{\tan \delta}, K_2\}.$$  

From (4.21), (4.26), (4.28), (4.29) and (4.32), the second derivatives are dominated by some constant $C$, under control.

In summary, we have

$$(4.33) \quad |v^\xi|_{C^2([0, \sqrt{\tau}] \times \mathbb{T}^n)} \leq C,$$

where $C$ depends on $u_0$, $u_1$, and $\tau$, but not on $\zeta$. Consequently, the equation (4.6) is uniformly elliptic; moreover, $\varphi = \Theta \geq \frac{n-1}{2}\pi$, then the partial differential operator of the special Lagrangian equation is concave at the admissible function, and the Evans-Krylov theorem implies the Hölder continuity of the second order derivatives. Then the standard elliptic bootstrapping argument using Schauder theory implies that the solution in fact smooth. The usual compactness argument shows that $E$ is closed and we conclude that $E = [0, 1]$. In particular, $\zeta = 1 \in E$ as desired which proves Theorem 1.1.
5. Existence of weak Lagrangian geodesic

In this section, with Theorem 1.1, we will prove Theorem 1.2.

Let \( \Lambda_i = (x, \nabla u_i(x)) \), \( i = 0, 1 \), be two Lagrangian graphs over \( T^n \), which satisfy \( [du_0] = [du_1] \in H^1(T^n) \). Assume the Lagrangian phase satisfy

\[
\vartheta(\Lambda_i) = \sum_{i=1}^{n} \arctan \lambda_i(\nabla^2 u_i) > \frac{n-1}{2} \pi, \ i = 0, 1,
\]

then there exists \( \theta \in (-\pi, \pi] \), such that

\[
\vartheta(\Lambda_i) \in (\theta - \frac{\pi}{2}, \theta + \frac{\pi}{2}) \quad \text{mod } 2\pi.
\]

Note that (5.2) is equivalent to \( \text{Re}(e^{-\sqrt{-1} \theta} \det(\tau + \sqrt{-1} \nabla^2 u)) = 0 \), namely, \( \Lambda_i \in L^+(\mathbb{C}^n, T^n) \), \( i = 0, 1 \), are positive Lagrangians. In fact, one can take

\[
\theta = \begin{cases} 
0, & n = 4l; \\
\frac{\pi}{4}, & n = 4l + 1; \\
\pi, & n = 4l + 2; \\
-\frac{\pi}{4}, & n = 4l + 3,
\end{cases}
\]

such that (5.2) holds.

Now we will construct a solution for the Lagrangian geodesic equation,

\[
\text{Im}\left( e^{-\sqrt{-1} \theta} \det \left( \frac{\sqrt{-1} \partial^2 u}{\partial t^2} - \sqrt{-1} \nabla \frac{\partial u}{\partial t} + \sqrt{-1} \nabla^2 u \right) \right) = 0.
\]

As explained in the introduction section, we try to approximate the equation (5.4) by a family of elliptic equation with a parameter \( \tau \),

\[
\text{Im}\left( e^{-\sqrt{-1} \theta} \det \left( \tau + \sqrt{-1} \nabla^2 u \right) \right) = 0.
\]

As \( \tau \to 0 \), we recover the Lagrangian geodesic equation (5.4) from (5.5). Now let us reparametrize the path \( u(t, x) \) by scaling the time variable, namely, by introducing the new variable

\[
s = \sqrt{\tau} t \in [0, \sqrt{\tau}],
\]

then (5.5) can be rewritten as

\[
\text{Im}\left( e^{-\sqrt{-1} \theta} \det \left( \frac{\sqrt{\tau}}{0} \left[ \begin{array}{c} 1 + \sqrt{-1} \nabla^2 u \end{array} \right] \right) = 0.
\]

For \( \tau > 0 \), then (5.5) is equivalent to

\[
\text{Im}\left( e^{-\sqrt{-1} \theta} \det(I + \sqrt{-1} D^2 u) \right) = 0,
\]

In particular, the parameter \( \tau \) disappear, and we get the special Lagrangian equation, which can be rewritten as a Hessian-type equation:

\[
\sum_{i=1}^{n+1} \arctan \lambda_i(D^2 u) = k\pi + \theta, \quad \text{for some } k \in \mathbb{Z}.
\]

For the \( \theta \) defined in (5.3), there exists \( k = \frac{n}{2} - \frac{\theta}{\pi} \in \mathbb{Z} \) such that

\[
\Theta := k\pi + \theta = \frac{n}{2} \pi.
\]
With assumption (5.1), then
\[ \vartheta(\Lambda_i) > \Theta - \frac{1}{2}\pi, \quad i = 0, 1, \]
namely, the Lagrangian phase of \( u_0, u_1 \) satisfy the condition (1.8) in Theorem 1.1 automatically.

Consequently, for any \( \tau \in (0, 1] \), with Theorem 1.1, we can construct a smooth solution \( u^\tau := \tilde{u}^\tau + v^\tau \) for special Lagrangian equation (5.8) on the cylinder \([0, \sqrt{\tau}] \times T^n\). In this case, the right hand of the special Lagrangian equation is a constant \( \Theta = \frac{n}{2}\pi \), then the maximum of first derivative achieved on the boundary. More precisely, from (4.23), i.e. in the case of \( \zeta = 1 \) in the continuous path for the proof of Theorem 1.1, we have the uniform estimate for \( \hat{v}^\tau(t, x) := v^\tau(\sqrt{\tau}t, x), t \in [0, 1], \)
\[ |\hat{v}^\tau(t, x)|_{C^1([0, 1] \times T^n)} \leq C, \]
where \( C \) depends only on \( u_0 \) and \( u_1 \), not on the parameter \( \tau \). For some sequence \( \tau_j \to 0 \), if \( v = \lim_{j \to \infty} \hat{v}^\tau_j \), then
\[ |v|_{C^1([0, 1] \times T^n)} \leq C. \]
Finally, due to the divergence free structure of \( \sigma_k \), one can extend the operator
\[ (5.10) \quad \text{Im} \left( e^{-\sqrt{-1}\Theta} \det \begin{pmatrix} \frac{\partial^2 u}{\partial \tau^2} & \frac{\partial u}{\partial \tau} \\ \frac{\partial u}{\partial \tau} & I + \sqrt{-1}\nabla^2 u \end{pmatrix} \right) \]
to continuous convex functions, and thus we can say \( u := \tilde{u}^1 + v \) is a Lipschitz continuous solution of the Lagrangian geodesic equation (5.4).

Following [12], a function \( u \in C^2(\Omega), \Omega \subset \mathbb{R}^n \), is called \( k \)-convex if \( \sigma_k(\nabla^2 u) > 0 \) for \( j = 1, \cdots, k \). A function \( u \in C^0(\Omega) \) is called \( k \)-convex, if there exists a sequence of \( k \)-convex functions \( u_j \in C^2(\Omega) \) such that in any subdomain converges uniformly to \( u \).

**Theorem 5.1.** [12, Theorem 1.1] For any \( k \)-convex function \( u \in C^0(\Omega) \), there exists a Radon measure \( \mu_k[u] \) such that

1. if \( u \in C^2 \), then \( \mu_k[u] = \sigma_k(D^2u)dx; \)
2. if \( \{u_j\} \subset C^2 \) is a sequence of \( k \)-convex functions which converges to \( u \), then \( \mu_k[u_j] \to \mu_k(u) \) weakly as measure, that is \( \int_\Omega gd\mu_k[u_j] \to \int_\Omega gd\mu_k[u], \)

for all \( g \in C^0(\Omega) \) with compact support.

In our case, since
\[ \sum_{i=1}^{n+1} \arctan \lambda_i(D^2u^\tau) = \Theta = \frac{n}{2}\pi, \]
we conclude that \( D^2u^\tau > 0; \) therefore, \( \tilde{u}^\tau(t, x) := u^\tau(\sqrt{\tau}t, x) \) is convex in \([0, 1] \times T^n\). Consequently, with Theorem 5.1 for any \( 1 \leq k \leq n + 1 \), the \( k \)-Hessian measure
\[ \mu_k[\tilde{u}^\tau] \to \mu_k[\tilde{u}] \text{ in } [0, 1] \times T^n; \]
and also for any $1 \leq k \leq n$, then

$$\mu_k[\tilde{u}^\tau(t, -)] \to \mu_k(\tilde{u}(t, -)) \text{ in } T^n.$$ 

Note that the operator (5.10) can be rewritten as a linear combination of $\sigma_k$, namely,

$$\text{Im} \left( e^{-\sqrt{-1}0} \det \left( \tau + \sqrt{-1} \frac{\partial^2 u}{\partial t^2} \mathbf{I} + \sqrt{-1} \nabla \frac{\partial u}{\partial t} \right) \right)$$

$$= \text{Im} \left( e^{-\sqrt{-1}0} \left( \det(I_{n+1} + \sqrt{-1}D_{t,x}^2 u) - (1 - \tau) \det(I + \sqrt{-1}\nabla^2 u) \right) \right)$$

$$= \text{Im} \left( e^{-\sqrt{-1}0} \left( \sum_{k=0}^{n+1} (-1)^k \sigma_k(D_{t,x}^2 u) - (1 - \tau) \sum_{k=0}^{n} (-1)^k \sigma_k(\nabla^2 u) \right) \right),$$

thus the operator (5.10) can be extend to continuous convex functions; we can take the limit,

$$u(t, x) := \tilde{u}^1(t, x) + \lim_{\tau_j \to 0} \tilde{v}^\tau_j(t, x)$$

will be Lipschitz continuous solution of the Lagrangian geodesic equation (5.4) in the weak sense. We finished the proof of Theorem 1.2.

**References**

[1] M. Akveld and D. Salamon, Loops of Lagrangian submanifolds and pseudoholomorphic discs. Geom. Funct. Anal. 11 (2001), no. 4, 609-650.

[2] L. Caffarelli, L. Nirenberg, J. Spruck, The Dirichlet problem for nonlinear second-order elliptic equations. III. Functions of the eigenvalues of the Hessian. Acta Math. 155 (1985), no. 3-4, 261-301.

[3] R. Harvey and H. B. Lawson, Jr., Calibrated geometries. Acta Math. 148 (1982), 47-157.

[4] R. Harvey and H. B. Lawson, Jr., Dirichlet duality and the nonlinear Dirichlet problem. Comm. Pure Appl. Math. 62 (2009), no. 3, 396-443.

[5] H. Iriyeh, T. Otofuji, Geodesics of Hofer’s metric on the space of Lagrangian submanifolds, manuscripta math. 122 (2007), 391-406.

[6] Y. Rubinsein, J. Solomon, The degenerate special Lagrangian equation, arXiv:1506.08077v1[math.AP].

[7] J. P. Solomon, The Calabi homomorphism, Lagrangian paths and special Lagrangians. Math. Ann. 357 (2013), no. 4, 1389-1424.

[8] J. P. Solomon, Curvature of the space of positive Lagrangians. Geom. Funct. Anal. 24 (2014), no. 2, 670-689.

[9] J. P. Solomon, A. M. Yuval, Lagrangian geodesics in Milnor fibers, arXiv: 1501.00972v1.

[10] R. P. Thomas, Moment maps, monodromy and mirror manifolds. Symplectic geometry and mirror symmetry (Seoul, 2000), 467-498, World Sci. Publ., River Edge, NJ, 2001.

[11] R. P. Thomas and S.-T. Yau, Special Lagrangians, stable bundles and mean curvature flow, Comm. Anal. Geom. 10 (2002), 1075-1113.

[12] N. S. Trudinger, X.-J. Wang, Hessian measures. I. Topol. Methods Nonlinear Anal. 10 (1997), no. 2, 225-239.

[13] Y. Yuan, Global solutions to special Lagrangian equations. Proc. Amer. Math. Soc. 134 (2006), no. 5, 1355-1358.

Yiyan Xu, The Department of Mathematics, Nanjing University, Nanjing, China, 210093

E-mail address: xuyiyan@nju.edu.cn