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Abstract

This manuscript presents a generalization of the structure of the null space of the Bezout matrix in the monomial basis, see [15], to an arbitrary basis. In addition, two methods for computing the gcd of several polynomials, using also Bezout matrices, without having to convert them to the monomial basis. The main point is that the presented results are expressed with respect to an arbitrary polynomial basis. In recent years, many problems in polynomial systems, stability theory, CAGD, etc., are solved using Bezout matrices in distinct specific bases. Therefore, it is very useful to have results and tools that can be applied to any basis.

1 Introduction

The Bezout matrix of two polynomials is a symmetric matrix whose generator polynomial was introduced by E. Bezout (1764). It was used by J. J. Sylvester (1853) and C. Hermite (1856) in the context of stability theory. It was also used by A. Cayley (1848), who claimed the relation between the resultant and the determinant of the Bezout matrix. In the late twentieth century, the Bezout matrix regained importance in the context of polynomial algebra, appearing in many books and research articles. One reason for this importance is its relations with some structured matrices, such as Hankel, Toeplitz, and Vandermonde matrices [15], [17]. It is a useful tool for the study of the location of zeros of real and complex polynomials, with recent applications to the study of the topology and geometric operations on curves and surfaces, within the area of CAGD (see [6], [12], [20]). The Bezout matrix has many applications in system theory, stability theory of an nth order homogeneous linear differential equation, elimination theory, numerical computing and control theory (see [3], [16]).
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In recent years, the number of articles on applications of the Bezout matrix to the solution of different problems has increased rapidly. Most of this applications work in a specific polynomial basis, appropriate to the context of the problem. For instance, many many applications of the Bezout matrix in the area of CAGD, use the Bernstein basis. This motivates the interest in the study of the Bezout matrix in this basis (see [8]). In other cases, the data for the problem is given by interpolation values, so it is convenient to use the Lagrange basis and deal with Bezout matrices in this basis (see [1], [19], [12]). The Bezout matrix for Chebyshev polynomials is analyzed in [4]. Moreover, it is known that changing from one basis to the monomial basis, and after doing some computations changing back to the initial basis, is a numerically unstable procedure. Thus, it is good to have a set of theorems that hold for any basis. The purpose of this paper is to present in a unified manner some relevant results on Bezout matrices. Some of these results are new and others are known, but in all cases, we give the general (arbitrary) basis version.

The paper is organized in the following way. In Section 2 we recall the general definition of the Bezout matrix and some important properties. In Section 3 we study the structure of the null space of the Bezout matrix, starting with a result of Heinig and Rost [15], and giving afterwards the general basis version. In Sections 4.2 and 4.3 we present two different methods for computing the gcd of several polynomials. The first one uses a theorem of Barnett [2], and the second one uses Bezout matrices. Finally, we give some conclusions.

Basic notation: In this paper, matrices are denoted by bold letters. The transpose of a matrix $A$ is denoted by $A^T$. The notation $P(t) \in \mathbb{K}[t]$ indicates a univariate polynomial in the variable $t$ with coefficients from $\mathbb{K}$, where $\mathbb{K}$ is a field of characteristic zero, usually $\mathbb{Q}$, $\mathbb{R}$ or $\mathbb{C}$. The vector space of the polynomials of degree at most $n$ is denoted by $\mathbb{P}_n$, and $\mathbb{P}_{m,n}$ denotes the space of bivariate polynomials of degrees $m$ and $n$. Finally, $\text{St}_n(t) = \{1, t, \ldots, t^{n-1}, t^n\}$ denotes the monomial Basis of $\mathbb{P}_n$; when the degree can be omitted, we will simply write $\text{St}(t)$.

2 Definition of the Bezout Matrix

The classical definition of the Bezout matrix makes explicit reference to the monomial basis, and it can be found, together with its main properties, in the books [17], [18], [9], [14] and [15], or in the article [16]. Nevertheless, the definition of the Bezout matrix makes use of the so-called Cayley quotient, which makes no reference to any particular basis in which the given polynomials are represented. Indeed, in [5] [21] one can find the following general definition.

**Definition 1.** Let $P(t), Q(t)$ be two polynomials with $n = \max\{\deg(P(t)), \deg(Q(t))\}$. The
Cayley quotient of $P(t)$ and $Q(t)$ is the polynomial $C_{p,q}$ of degree at most $n-1$ defined by

$$C_{p,q}(t,x) = \frac{P(t)Q(x) - P(x)Q(t)}{t - x}$$

Thus, if $\Phi(t) = \{\phi_0(t), \ldots, \phi_{n-1}(t)\}$ is a basis for $\mathbb{P}_{n-1}$ then $C_{p,q}$ can be uniquely written as

$$C_{p,q}(t,x) = \sum_{i,j=0}^{n-1} b_{ij} \phi_i(t) \phi_j(x) = (\phi_0(t), \ldots, \phi_{n-1}(t)) (b_{ij}) \left( \begin{array}{c} \phi_0(x) \\ \vdots \\ \phi_{n-1}(x) \end{array} \right).$$

The symmetric matrix $\text{Bez}_\Phi(P,Q) = (b_{ij})$ is called the Bezout matrix or the Bezoutian in the polynomial basis $\Phi(t)$.

When the basis is clear or can be omitted, we will denote $\text{Bez}(P,Q)$. Observe that although $C_{p,q}$ is a rational function of $x$ and $t$, the numerator vanishes if $x = t$; as such $t - x$ divides $P(t)Q(x) - P(x)Q(t)$ and the Cayley quotient $C_{p,q}$ is a bivariate polynomial in $\mathbb{P}_{n-1,n-1}$ as stated.

Obviously, Bezout matrices associated to different basis are congruent. That is, given two distinct basis of $\mathbb{P}_{n-1}$, $\Phi(t)$ and $\Psi(t)$, and the transformation matrix $P_{\Psi \to \Phi}$ between $\Psi(t)$ and $\Phi(t)$ such that

$$(\phi_0(t), \ldots, \phi_{n-1}(t)) P_{\Psi \to \Phi} = (\psi_0(t), \ldots, \psi_{n-1}(t)),$$

then

$$\text{Bez}_\Phi(P,Q) = P_{\Psi \to \Phi} \text{Bez}_\Psi(P,Q) P_{\Psi \to \Phi}^t.$$

Some of the most known properties of the Bezout matrix can be found, for example, in [9] and [16]

3 The null space of the Bezout Matrix

In this section, we generalize to an arbitrary basis a known result on the structure of the null space of the Bezout matrix in the monomial basis. Hereafter we assume that the polynomials $P(t)$ and $Q(t)$ are neither null nor proportional; otherwise, the Bezout matrix would be the null matrix, and so its null space would be equal to $\mathbb{K}^n$.

3.1 The null space of $\text{Bez}_{\text{St}}(P,Q)$

In [15], G. Heinig and K. Rost describe the structure of the null space of the Bezout Matrix in the monomial Basis. The null space of the Bezout matrix has an elegant structure that can be used to determine the common roots of the given polynomials (for a proof see [15], page 42).
Theorem 1. The null space of $\text{Bez}_{St}(P,Q)$ is spanned by the columns of the matrix

$$(X_1, X_2, \ldots, X_k)$$

(3)

where each block $X_j$ corresponds to a different common root of $P(t)$ and $Q(t)$. The dimension of each block is the geometric multiplicity $k_j$ of the common root $x_j$ (i.e., its multiplicity as a root of the greatest common divisor of $P(t)$ and $Q(t)$). Moreover each block can be parameterized by the common root $x_j$ in the form

$$X_j = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
x_j & 1 & 0 & \cdots & 0 \\
x_j^2 & 2x_j & 2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_j^{n-1} & (n-1)x_j^{n-2} & (n-1)(n-2)x_j^{n-3} & \cdots & (n-1)^{k_j-1}x_j^{n-k_j}
\end{pmatrix}
$$

(4)

where $n_{k_j} = n(n-1) \cdots (n-k_j+1)$.

In particular, when the null space is of dimension 1, it is generated by $(1, \alpha, \alpha^2, \ldots, \alpha^{n-1})^T$, where $\alpha$ is the unique common root of $P(t)$ and $Q(t)$. Therefore, if $(v_1, \ldots, v_n)$ is a nonzero vector of the nullspace, then $\alpha = \frac{v_2}{v_1}$.

3.2 The null space of $\text{Bez}_\Phi(P,Q)$

This section introduces the generalization of Theorem 1 to any basis. Following the notation of Definition 1 let $\Phi(t) = \{\phi_0(t), \ldots, \phi_{n-1}(t)\}$ be a basis for $\mathbb{P}_{n-1}$, and $\text{Bez}_\Phi(P,Q)$ the Bezout matrix in the polynomial basis $\Phi(t)$ (see Equation (2)). The following lemma provides the generalization of Theorem 1 to any basis of $\mathbb{P}_{n-1}$

Lemma 1. Let $i \leq n-1$ and let $\phi_j^{(i)}(t)$ denote the $i$-th derivative of $\phi_j(t)$ for $j \leq n-1$. Then,

$$P_{\Phi \rightarrow St}^t \begin{pmatrix}
0 \\
\vdots \\
0 \\
\vdots \\
(n-1)^{i} t^{n-1-i}
\end{pmatrix} = \begin{pmatrix}
\phi_1^{(i)}(t) \\
\vdots \\
\phi_{n-1}^{(i)}(t) \\
\phi_n^{(i)}(t)
\end{pmatrix}$$
Proof. Observe that the entries of the \( j \)th-row of \( P_{\Phi \rightarrow St}^t \) are the coordinates of \( \phi_j(t) \) with respect to the monomial basis. Then, if \( P_{\Phi \rightarrow St}^t = (a_{ij}) \), we have

\[
\phi_j(t) = \sum_{k=0}^{k=n-1} a_{jk} t^k.
\]

Hence,

\[
\phi_j^{(i)}(t) = \sum_{k=i+1}^{k=n} a_{jk} (k-1) \cdots (k-i) t^{k-1-i} = (a_{j1}, \ldots, a_{jn}) \begin{pmatrix} 0 \\ \vdots \\ 0 \\ i! \\ \vdots \\ (n-1)^i t^{n-1-i} \end{pmatrix}
\]

As a corollary, we have the generalization of Theorem \[\text{a}\]

**Corollary 1.** The null space of \( \text{Bez}_\Phi(P, Q) \) is spanned by the columns of the matrix

\[
(X^\Phi_1, X^\Phi_2, \ldots, X^\Phi_k),
\]

where each block \( X^\Phi_j \) corresponds to a different common root of \( P(t) \) and \( Q(t) \). The dimension of each block is the geometric multiplicity, \( k_j \), of the common root \( x_j \) (i.e., its multiplicity as a root of the greatest common divisor of \( P(t) \) and \( Q(t) \)). Moreover each block can be parameterized by the common root \( x_j \) in the form

\[
X^\Phi_j = \begin{pmatrix}
\phi_1(x_j) & \phi_1^{(1)}(x_j) & \ldots & \phi_1^{(k_j-1)}(x_j) \\
\phi_2(x_j) & \phi_2^{(1)}(x_j) & \ldots & \phi_2^{(k_j-1)}(x_j) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{n-1}(x_j) & \phi_{n-1}^{(1)}(x_j) & \ldots & \phi_{n-1}^{(k_j-1)}(x_j)
\end{pmatrix}
\]

Proof. Since

\[ \text{Bez}_\Phi(P, Q) = P_{St \rightarrow \Phi} \text{Bez}_{St}(P, Q) P_{St \rightarrow \Phi}^t, \]

we have

\[ \text{Bez}_\Phi(P, Q) P_{\Phi \rightarrow St}^t = P_{St \rightarrow \Phi} \text{Bez}_{St}(P, Q), \]

and the result follows from Theorem \[\text{a}\] and Lemma \[\text{b}\]. \(\square\)
As we did before in the monomial basis, the next result provides a closed expression for $\alpha$ if $\alpha$ is the only simple common root of $P(t)$ and $Q(t)$.

**Proposition 1.** Let $P(t)$ and $Q(t)$ be univariate polynomials with only one simple common root $\alpha$. Let $1 = a_1\phi_0(t) + \ldots + a_n\phi_{n-1}(t)$, and $t = b_1\phi_0(t) + \ldots + b_n\phi_{n-1}(t)$. If $(u_1, u_2, \ldots, u_n)^t$ is a non null vector in the null space of $\text{Bez}_\phi(P, Q)$, then

$$\alpha = \frac{b_1u_1 + \ldots + b_nu_n}{a_1u_1 + \ldots + a_nu_n}. \quad (6)$$

**Proof.** By hypothesis, there exists $\lambda \neq 0$ such that

$$
\begin{pmatrix}
  u_1 \\
  \vdots \\
  u_n
\end{pmatrix}
= \lambda
\begin{pmatrix}
  \phi_0(\alpha) \\
  \vdots \\
  \phi_{n-1}(\alpha)
\end{pmatrix}
= \lambda
P_{\phi \rightarrow \text{St}}^t
\begin{pmatrix}
  1 \\
  \vdots \\
  \alpha^{n-1}
\end{pmatrix}
= P_{\phi \rightarrow \text{St}}^t
\begin{pmatrix}
  \lambda \\
  \vdots \\
  \lambda\alpha^{n-1}
\end{pmatrix}.
$$

Thus,

$$
P_{\text{St} \rightarrow \phi}^t
\begin{pmatrix}
  u_1 \\
  \vdots \\
  u_n
\end{pmatrix}
= 
\begin{pmatrix}
  \lambda \\
  \vdots \\
  \lambda\alpha^{n-1}
\end{pmatrix}.
$$

Since the first two rows of $P_{\text{St} \rightarrow \phi}$ are $(a_1, \ldots, a_n)$ and $(b_1, \ldots, b_n)$ respectively, we have $\lambda = a_1u_1 + \ldots + a_nu_n$ and $\lambda\alpha = b_1u_1 + \ldots + b_nu_n$. It follows that

$$\alpha = \frac{b_1u_1 + \ldots + b_nu_n}{a_1u_1 + \ldots + a_nu_n}.
$$

\[\square\]

**Example 1.** We consider Example 3 of [3]. Let $P(t)$ and $Q(t)$ in $\mathbb{P}_4$ be expressed in the Bernstein basis $\{\beta_i^{(4)}(t) = \binom{4}{i}(1 - t)^{4-i}t^i, 0 \leq i \leq 4\}$ as follows

$$
P(t) = 4\beta_0^{(4)}(t) + 4\beta_1^{(4)}(t) + \frac{19}{6}\beta_2^{(4)}(t) + \frac{3}{2}\beta_3^{(4)}(t);$$

$$Q(t) = \frac{1}{2}\beta_0^{(4)}(t) + \frac{7}{16}\beta_1^{(4)}(t) + \frac{1}{24}\beta_2^{(4)}(t) - \frac{7}{16}\beta_3^{(4)}(t) - \frac{3}{4}\beta_4^{(4)}(t);$$

Then, the Bezout matrix in the Bernstein basis is equal to

$$
\text{Bez}_\beta(P, Q) = 
\begin{pmatrix}
  1 & \frac{17}{6} & \frac{10}{3} & 3 \\
  \frac{17}{6} & \frac{157}{36} & \frac{83}{18} & 4 \\
  \frac{10}{3} & \frac{83}{18} & \frac{187}{36} & \frac{19}{4} \\
  3 & 4 & \frac{19}{4} & \frac{9}{2}
\end{pmatrix}
$$
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and its null space is spanned by the vector \((-1, 6, -12, 8)\). Then they have only one simple common root. Moreover, since \(1 = \sum_{k=0}^{3} \beta_k^{(3)}(t)\) and \(t = \sum_{k=1}^{3} \frac{k}{2} \beta_k^{(3)}(t)\), then by Proposition they have only one simple common root. Moreover, since \(1 = \sum_{k=0}^{3} \beta_k^{(3)}(t)\) and \(t = \sum_{k=1}^{3} \frac{k}{2} \beta_k^{(3)}(t)\), then by Proposition their common root is equal to 2,

\[
2 = \frac{1}{3} \cdot 6 - \frac{2}{3} \cdot 12 + 8 \quad \text{and} \quad t = \frac{1}{3} \cdot 6 - \frac{2}{3} \cdot 12 + 8.
\]

4 Greatest common divisors and Bezout matrices

Let \(P(t), Q_1(t), \ldots, Q_r(t)\) be polynomials in \(\mathbb{P}_n\) with \(n = \deg(P(t))\). Let

\[
B^P_{St}(Q_1, \ldots, Q_r) = \begin{pmatrix}
\text{Bez}_{St}(P, Q_1) \\
\vdots \\
\text{Bez}_{St}(P, Q_r)
\end{pmatrix},
B^P_\Phi(Q_1, \ldots, Q_r) = \begin{pmatrix}
\text{Bez}_\Phi(P, Q_1) \\
\vdots \\
\text{Bez}_\Phi(P, Q_r)
\end{pmatrix}.
\]

Then, the aim of this section is to describe two different methods for computing the polynomial \(\gcd(P, Q_1, \ldots, Q_r)\) in the monomial basis, from the matrix \(B^P_{St}(Q_1, \ldots, Q_r)\). We need first to introduce the Barnett’s method for computing greatest common divisors (for details, see [2] and [13]).

4.1 Barnett’s Method through \(\text{Bez}_{St}(P, Q)\)

The following results are the formulation of Barnett’s theorems using Bezout matrices.

**Theorem 2.** The degree of the greatest common divisor of \(P(t), Q_1(t), \ldots, Q_r(t)\) verifies the following formula

\[
\deg(\gcd(P, Q_1, \ldots, Q_r)) = n - \text{rank}(B^P_{St}(Q_1, \ldots, Q_r)).
\]

**Theorem 3.** If \(c_1, \ldots, c_n\) are the columns of the matrix \(B^P_{St}(Q_1, \ldots, Q_r)\), and its rank is \(n - k\), then the last \(n - k\) columns \(c_{k+1}, \ldots, c_n\) are linearly independent, and each \(c_i\) (\(1 \leq i \leq k\)) can be written as a linear combination of \(c_{k+1}, \ldots, c_n\).

Finally, it is shown how to use the matrix \(B^P_{St}(Q_1, \ldots, Q_r)\) in order to get the coefficients of the greatest common divisor of \(P(t), Q_1(t), \ldots, Q_r(t)\).

**Theorem 4.** Following the same notation as in Theorem, if

\[
c_{k-i} = \sum_{j=k+1}^{n} h_{k-i}^j c_j, \quad i = 0, \ldots, k - 1,
\]
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and

\[
\begin{pmatrix}
  d_0 \\
  d_1 \\
  d_2 \\
  \vdots \\
  d_k
\end{pmatrix}
= d_0
\begin{pmatrix}
  1 \\
  h_{k+1}^k \\
  h_{k+1}^k \\
  \vdots \\
  h_{k+1}^k
\end{pmatrix},
\]

then

\[D = d_0 t^k + d_1 t^{k-1} + \ldots + d_{k-1} t + d_k\]

is a greatest common divisor for the polynomials \(P(t), Q_1(t), \ldots, Q_r(t)\).

The proof of these results can be found in \[13\]. Observe that if \(d_0 = 1\), then the monic greatest common divisor is equal to

\[t^k + h_{k+1}^k t^{k-1} + \ldots + h_{k+1}^k t + h_{k+1}^k.\]

4.2 Barnett’s Method through \(\text{Bez}_\Phi(P, Q)\)

We are going to generalize in the following lines the results presented in the previous subsection. Since

\[B^P_{\Phi}(Q_1, \ldots, Q_r) = \begin{pmatrix}
P_{\text{St} \rightarrow \Phi} \\
\vdots \\
P_{\text{St} \rightarrow \Phi}
\end{pmatrix} B^P_{\text{St}}(Q_1, \ldots, Q_r) P^t_{\text{St} \rightarrow \Phi},\]

it is obvious that \(\text{rank}(B^P_{\text{St}}(Q_1, \ldots, Q_r)) = \text{rank}(B^P_{\Phi}(Q_1, \ldots, Q_r))\). Moreover, Theorem 3 and Theorem 4 can be reformulated with the matrix

\[T = B^P_{\Phi}(Q_1, \ldots, Q_r) P^t_{\text{St} \rightarrow \Phi} = B^P_{\Phi}(Q_1, \ldots, Q_r) P^t_{\Phi \rightarrow \text{St}}\]

as follows.

**Corollary 2.** Let \(n - k\) be the rank of \(B^P_{\Phi}(Q_1, \ldots, Q_r)\) and let \(t_1, \ldots, t_n\) be the columns of the matrix \(T\). Then if

\[t_{k-i} = \sum_{j=k+1}^n h_{k-i}^j t_j, \quad i = 0, \ldots, k - 1,\]

and

\[
\begin{pmatrix}
  d_0 \\
  d_1 \\
  d_2 \\
  \vdots \\
  d_k
\end{pmatrix}
= d_0
\begin{pmatrix}
  1 \\
  h_{k+1}^k \\
  h_{k+1}^k \\
  \vdots \\
  h_{k+1}^k
\end{pmatrix},
\]
then

\[ D = d_0 t^k + d_1 t^{k-1} + \ldots + d_{k-1} t + d_k \]

is a greatest common divisor for the polynomials \( P(t), Q_1(t), \ldots, Q_r(t) \).

We would like to remark that Corollary 2 provides a new way to obtain the coefficients of \( \gcd(P, Q_1, \ldots, Q_r) \) in the monomial basis from the Bezout matrix in an arbitrary basis.

### 4.3 Nullspaces and \( \gcd \)'s

We give next the other method to compute the greatest common divisor.

**Proposition 2.** Suppose that \( \gcd(P, Q_1, \ldots, Q_r) = t^k + d_1 t^{k-1} + \ldots + d_k \). Let \( N \in M_{n \times k}(\mathbb{K}) \) be a matrix whose columns form a basis of the null space of \( \mathcal{B}^P_{St}(Q_1, \ldots, Q_r) \), and let \( Z \) be the submatrix of \( N \) defined by the first \( k+1 \) rows. Then we have

\[ (d_k, \ldots, d_1, 1)Z = (0, \ldots, 0), \quad (7) \]

**Proof.** Observe that the linear combinations introduced in Theorem 4 define a basis of the null space of \( \mathcal{B}^P_{St}(Q_1, \ldots, Q_r) \). More specifically and following the notation of Theorem 4, the columns of the following triangular matrix \( F \) define a basis of the null space of \( \mathcal{B}^P_{St}(Q_1, \ldots, Q_r) \),

\[
F = \begin{pmatrix}
-1 & 0 & \cdots & \cdots & \cdots \\
0 & -1 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \cdots & \cdots \\
0 & \cdots & \cdots & -1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
h_{k+1} & h_{k+1} & \cdots & \cdots & h_{k+1} \\
h_{k+1} & h_{k+1} & \cdots & \cdots & h_{k+1} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
h_1 & h_2 & h_3 & \cdots & h_k \\
h_1 & h_2 & h_3 & \cdots & h_k \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
h_1 & h_2 & h_3 & \cdots & h_k \\
h_1 & h_2 & h_3 & \cdots & h_k \\
\end{pmatrix}.
\]

Obviously,

\[
(h_{k+1}^{\ell}, \ldots, h_k^{k+1}, 1) \begin{pmatrix}
-1 & 0 & \cdots & \cdots & \cdots \\
0 & -1 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \cdots & \cdots \\
0 & \cdots & \cdots & -1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
h_{k+1} & h_{k+1} & \cdots & \cdots & h_{k+1} \\
h_{k+1} & h_{k+1} & \cdots & \cdots & h_{k+1} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
h_1 & h_2 & h_3 & \cdots & h_k \\
h_1 & h_2 & h_3 & \cdots & h_k \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
h_1 & h_2 & h_3 & \cdots & h_k \\
h_1 & h_2 & h_3 & \cdots & h_k \\
\end{pmatrix}
= (0, \ldots, 0).
\]

(8)

On the other hand, if \( N \) is a matrix whose columns form a basis of the null space of \( \mathcal{B}^P_{St}(Q_1, \ldots, Q_r) \),

then there exists a nonsingular matrix \( S \in M_{k \times k}(\mathbb{R}) \) such that \( N = F \cdot S \). Therefore, if \( Z \) is the
submatrix of \( N \) defined by the first \( k + 1 \) rows, then

\[
Z = \begin{pmatrix}
-1 & 0 & \cdots & \cdots & \cdots \\
0 & -1 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \cdots & \cdots \\
0 & 0 & \cdots & -1 & \cdots \\
h_1^{k+1} & h_2^{k+1} & \cdots & h_k^{k+1} & 1
\end{pmatrix} S.
\]  

(9)

Thus \( (h_1^{k+1}, \ldots, h_k^{k+1}, 1) Z = (0, \ldots, 0) \). Since \( (h_1^{k+1}, \ldots, h_k^{k+1}, 1) = (d_k, \ldots, d_1, 1) \), the proposition is proved.

Hence, the greatest common divisor of several polynomials can be computed by solving the linear system (7). The generalization of Proposition 2 is as follows.

**Corollary 3.** Let \( N^\Phi \in M_{n \times k}(\mathbb{K}) \) be a matrix whose columns define a basis of the null space \( B_\Phi^P(Q_1, \ldots, Q_r) \). Thus, if \( Z^\Phi \) denotes the matrix defined by the first \( k + 1 \) rows of \( P_{St \rightarrow \Phi}^t N^\Phi \), then

\[
(d_k, \ldots, d_1, 1) Z^\Phi = (0, \ldots, 0).
\]  

(10)

**Example 2.** Suppose that we have two polynomials \( P(t) \) and \( Q(t) \) in \( \mathbb{P}_4 \) expressed in the Hermite interpolation basis denoted by \( H \). i.e., the polynomials are given by values. As input, the nodes are \( \tau = [-1, 3, 4] \), and the confluencies are \( s = [2, 2, 1] \). The values of \( P(t) \) and \( Q(t) \) together with their derivatives are

\[
p = [6, -11, 26, 53, 126], \quad q = [-12, 16, 4, 8, 18].
\]

In this case, the confluent Vandermonde matrix is the transformation matrix \( P_{St \rightarrow H} \), the confluent Bezout matrix (in [?] we describe how to directly compute it from the values) is given by

\[
\text{Bez}_H(P, Q) = \begin{bmatrix}
36 & -102 & -84 & -150 \\
-102 & 181 & 94 & 173 \\
-84 & 94 & 4 & 14 \\
-150 & 173 & 14 & 37
\end{bmatrix},
\]

and the null space is spanned by the vectors \((-22, -21, 0, 9)\) and \((-13, -12, 9, 0)\). Following the notation of Corollary 3, \( k = 2 \) and the matrix \( Z^H \) is given by

\[
Z^H = \begin{bmatrix}
-22 & -4 \\
10 & 28 \\
74 & 92
\end{bmatrix}.
\]
By solving the linear system equations (10), we obtain that \((d_2, d_1, 1) = (2, -3, 1)\). Thus the greatest common divisor of \(P(t)\) and \(Q(t)\) is equal to \(x^2 - 3x + 2\). Observe that we have not had to convert the polynomials to the monomial basis at any moment.

5 Conclusions and future work

Given a set of polynomials \(P(t), Q_1(t), \ldots, Q_r(t)\) represented in a polynomial basis \(\Phi\), this manuscript introduces, on the one hand, the structure of the null space of the Bezout matrix \(B_\Phi^P(Q_1(t), \ldots, Q_r(t))\), easily deduced from Theorem 1.

On the other hand, Corollary 2 in Section 4.2 and Corollary 3 in Section 4.3 present two different methods for computing their gcd from \(B_\Phi^P(Q_1(t), \ldots, Q_r(t))\). We estimate that, in most cases, this methodology is better than converting first the polynomials to the monomial basis, and then computing their gcd. For example, it is known that when the data is given by values (Lagrange interpolation data), working directly in the Lagrange basis is usually better than working in other basis, even in the Bernstein one (see for example [7, 11, 20]). We are currently comparing our methodology with others (see for example [8] for the Bernstein basis and [10] for the Lagrange Basis), analyzing the numerical behaviour for each basis.
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