Detecting the non-Gaussianity of the 21-cm signal during reionisation with the Wavelet Scattering Transform
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ABSTRACT

Detecting the 21-cm hyperfine transition from neutral hydrogen in the intergalactic medium is our best probe for understanding the astrophysical processes driving the Epoch of Reionisation (EoR). The primary means for a detection of this 21-cm signal is through a statistical measurement of the spatial fluctuations using the 21-cm power spectrum (PS). However, the 21-cm signal is non-Gaussian meaning the PS, which only measures the Gaussian fluctuations, is sub-optimal for characterising all of the available information. The upcoming Square Kilometre Array (SKA) will perform a deep, 1000 hr observation over 100 deg\textsuperscript{2} specifically designed to recover direct images of the 21-cm signal. In this work, we use the Wavelet Scattering Transform (WST) to extract the non-Gaussian information directly from these two-dimensional images of the 21-cm signal. The key advantage of the WST is its stability with respect to statistical noise for measuring non-Gaussian information, unlike the bispectrum whose statistical noise diverges. We introduce a novel method to isolate this non-Gaussian information from mock 21-cm images and demonstrate its detection at 150 (177) MHz (\(z \sim 8.5\) and \(\sim 7\)) for a fiducial model with signal-to-noise of \(\sim 5\) (8) assuming perfect foreground removal and \(\sim 2\) (3) assuming foreground wedge avoidance.
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1 INTRODUCTION

The early Universe, following recombination, is invisible to most forms of radiation due to the omnipresent neutral hydrogen fog. Gradually, this fog is lifted from the intergalactic medium (IGM) via the ionisation of the neutral hydrogen by escaping ultra-violet (UV) photons from the first stars and galaxies. This process, the final baryonic phase transition of the Universe, is referred to as the Epoch of Reionisation (EoR).

Our most promising approach to study the EoR is to observe the spatial distribution of neutral hydrogen in the IGM and how it disappears over cosmic time. This can be achieved by detecting the intensity of 21-cm photons emitted by the neutral hydrogen through the hyperfine spin-flip transition in contrast against a background radiation source, such as the cosmic microwave background (CMB; see e.g. Gnedin \& Ostriker 1997; Madau et al. 1997; Shaver et al. 1999; Tozzi et al. 2000; Gnedin \& Shaver 2004; Furlanetto et al. 2006; Morales \& Wyithe 2010; Pritchard \& Loeb 2012).

This 21-cm signal can be observed either in emission or absorption, depending on the thermal and ionisation state of the IGM. Since it is a line transition, observing it at different frequencies (redshifts) builds a three-dimensional movie outlining the evolution of the IGM during the early Universe. This detailed picture highlighting the spatial morphology of the IGM enables us to infer the properties of the stars and galaxies responsible for the EoR.

To observe the spatial fluctuations in the 21-cm signal we require large-scale interferometer experiments. The first generation of these, with their lower sensitivities and smaller collecting areas such as the Low-Frequency Array (LOFAR;
van Haarlem et al. 2013), the Murchison Wide Field Array (MWA; Tingay et al. 2013; Wayth et al. 2018), the Precision Array for Probing the Epoch of Reionisation (PAPER; Parsons et al. 2010), the Owens Valley Radio Observatory Long Wavelength Array (OVRO-LWA; Eastwood et al. 2019) and the upgraded Giant Metrewave Radio Telescope (uGMRT; Gupta et al. 2017) are primarily designed to yield a low signal-to-noise detection of the statistical properties of the spatial fluctuations through the 21-cm power spectrum (PS). However, the 21-cm signal, due to its complex three-dimensional morphology is non-Gaussian meaning the PS is a sub-optimal statistic for understanding the EoR. Only with next generation experiments, such as the Hydrogen Epoch of Reionization Array (HERA; DeBoer et al. 2017), NousFAR (New extension in Nançay Upgrading InoFAR; Zarka et al. 2012) and the Square Kilometre Array (SKA; Mellema et al. 2013; Koopmans et al. 2015) will we have the capacity to yield significantly higher sensitivities enabling the non-Gaussian properties of the 21-cm signal to be explored.

While non-Gaussianity can be explored with higher order moments such as the 21-cm bispectrum (e.g. Yoshiura et al. 2015; Shimabukuro et al. 2016; Majumdar et al. 2018; Watson et al. 2019; Hutter et al. 2020; Majumdar et al. 2020; Kamran et al. 2021), these suffer from rapidly increasing statistical variance and are sensitive to outliers in the data. Importantly, the SKA is also designed to yield high-resolution images of the 21-cm signal (Mellema et al. 2013) which adds an entirely new dimension in how we can explore the EoR beyond just statistical estimators of the spatial fluctuations in Fourier space. For example, one-point statistics of 21-cm signal (Watkinson & Pritchard 2014; Shimabukuro et al. 2015; Kubota et al. 2016; Banet et al. 2021; Gorce et al. 2021), large-scale morphological and/or topological features (e.g. Yoshiura et al. 2017; Bag et al. 2019; Chen et al. 2019; Elbers & van de Weygaert 2019; Kapahita et al. 2019; Gazagne et al. 2021; Girì & Mellema 2021; Kapahita et al. 2021) or the distribution of ionised regions (Kakiichi et al. 2017; Girì et al. 2018a,b, 2019; Bianco et al. 2021). Deep learning with convolutional neural networks (CNNs) have also been applied to the expected 3D 21-cm signal (e.g. Doussot et al. 2019; Gillet et al. 2019; Hassan et al. 2019; La Plante & Ntampaka 2019; Hassan et al. 2020; Kwon et al. 2020; Mangena et al. 2020; Predlogovic et al. 2021; Zhao et al. 2022).

In Greig et al. (2022) we introduced an alternative method called the Wavelet Scattering Transform (WST), capable of extracting non-Gaussian information directly from 2D images of the 21-cm signal. The WST, first introduced by Mallat (2012), shares several properties with CNNs, primarily the convolution of the input image by a family of wavelet filters to extract spatial features on different physical scales. After each successive convolution, the modulus of the filtered image is taken to ensure stability in the statistical properties (i.e. prevents the noise from diverging). Finally, the filtered image is spatially averaged to compress the information into a single number, a scattering coefficient, for each spatial scale. The ease in applying and interpreting the WST, has already seen it used across several topics in astronomy; the interstellar medium (Allys et al. 2019; Regaldo-Saint Blancard et al. 2020; Saydjari et al. 2021), weak lensing (Cheng et al. 2020; Cheng & Ménard 2021) and large-scale structure (Allys et al. 2020; Valogiannis & Dvorkin 2021, 2022).

Our previous work focused on applying the WST for astrophysical parameter inference using Fisher Matrices, demonstrating that the WST outperforms the 21-cm PS due to its ability to measure the non-Gaussian information. In this work we are instead specifically interested in the non-Gaussian signal, introducing a novel method to more cleanly isolate the non-Gaussian information from 2D images of the 21-cm signal. We then demonstrate the application of this method to the planned SKA imaging survey, highlighting the strength to which the non-Gaussian signal can be detected from a fiducial astrophysical model. The ease in which we can isolate the non-Gaussian signal from our approach could provide the first ever detection of the non-Gaussianity in the 21-cm signal during reionisation.

This paper is organised as follows. In Section 2 we summarise our 21-cm simulations along with our prescription for constructing realistic 21-cm images in the presence of instrumental and astrophysical foreground effects. Next, in Section 3 we outline the WST and introduce our method for isolating the non-Gaussian information embedded in the 21-cm images. In Section 4 we apply our method to the planned SKA imaging survey, discussing the main results. In Section 5 we provide a brief discussion before concluding with our final remarks in Section 6. Unless explicitly mentioned, all quantities are expressed in co-moving units and we adopt the cosmological parameters: \( \{ \Omega_m, \Omega_b, n, \sigma_8, H_0 \} = (0.69, 0.31, 0.048, 0.97, 0.81, 68 \text{ km s}^{-1} \text{ Mpc}^{-1} ) \), consistent with recent results from the Planck mission (Planck Collaboration et al. 2020).

2 SIMULATING THE 21-CM SIGNAL

2.1 21CMFAST

To simulate the cosmic 21-cm signal we make use of the computationally efficient semi-numerical code 21CMFAST\(^1\) (Mesinger & Furlanetto 2007; Mesinger et al. 2011; Murray et al. 2020). Specifically we generate three dimensional light-cones of the 21-cm brightness temperature signal according to,

\[
\delta T_b(\nu) = \frac{T_S - T_{CMB}(z)}{1 + z} \left( 1 - e^{-\tau_0} \right) \text{ mK},
\]

where \( T_S \) is the spin temperature, \( T_{CMB} \) is the CMB temperature and \( \tau_0 \) is the optical depth of the 21-cm line,

\[
\tau_0 \propto \left( 1 + \delta_{\text{H}} \right) (1 + z)^{3/2} \frac{x_{\text{H}} H(z)}{T_S} \left( \frac{H}{\text{d}v/\text{d}r + H} \right),
\]

where \( x_{\text{H}} \) is the neutral hydrogen fraction, \( \delta_{\text{H}} \equiv \rho/\rho - 1 \) is the gas overdensity, \( H(z) \) is the Hubble parameter and \( \text{d}v/\text{d}r \) is the line-of-sight peculiar velocity gradient. Each quantity is evaluated at \( z = z_{\text{H}}/\nu - 1 \), where \( \nu \) is the observing frequency, and we have dropped the spatial dependence for brevity.

2.1.1 Ionisation state of the IGM

21CMFAST determines the ionisation state of the IGM using an excursion-set approach (e.g. Furlanetto et al. 2004),

\(^1\) https://github.com/21cmfast/21cmFAST
We adopt the Sheth-Tormen HMF (Sheth & Tormen 1999) in spheres of decreasing radii. A simulation cell is considered ionised when,

\[ n_{\text{ion}}(\mathbf{x}, z | R, \delta R) \geq (1 + n_{\text{rec}})(1 - \bar{x}_e). \]  

Here, the \( (1 - \bar{x}_e) \) factor accounts for ionisations by X-rays and the left hand side is the cumulative number of ionising photons per baryon inside a spherical region of size, \( R \) and overdensity, \( \delta_R \),

\[ n_{\text{ion}} = \bar{\rho}_b^{-1} \int_0^\infty dM_h \frac{dn(M_h, z | R, \delta R)}{dM_h} f_{\text{duty}} M_* f_{\text{esc}} N_{\text{b}/h}, \]  

where \( \bar{\rho}_b \) is the mean baryon density, \( \frac{dn}{dM_h} \) is the halo mass function (HMF)\(^2\) and \( N_{\text{b}/h} \) is the total number of ionising photons per stellar baryon\(^3\).

The quantities \( M_* \), \( f_{\text{duty}} \) and \( f_{\text{esc}} \) parameterise the UV properties of the galaxies responsible for reionisation, specifically the star-formation rate (SFR), the escape fraction of UV photons and the duty-cycle (see Park et al. 2019, for further details). In short, this model assumes the galaxy stellar mass, \( M_* \), can be directly related to its host halo mass, \( M_h \),

\[ M_*(M_h) = f_* \left( \frac{\Omega_0}{\Omega_m} \right) M_h, \]  

with the fraction of galactic gas in stars, \( f_* \), represented by a power-law in halo mass,

\[ f_* = f_{*,10} \left( \frac{M_h}{10^{10} M_\odot} \right)^{\alpha_*}, \]  

where \( \alpha_* \) is the power-law index and \( f_{*,10} \) corresponds to the normalisation evaluated at a dark matter halo of mass \( 10^{10} M_\odot \). Next, dividing the stellar mass by a characteristic time-scale yields an estimate of the SFR,

\[ M_*(M_h, z) = \frac{M_*}{t_* H^{-1}(z)}, \]  

where \( H^{-1}(z) \) is the Hubble time and \( t_* \in (0.05, 1] \). Like above, we also parameterise \( f_{\text{esc}} \) as a power-law in halo mass,

\[ f_{\text{esc}} = f_{\text{esc,10}} \left( \frac{M_h}{10^{10} M_\odot} \right)^{\alpha_{\text{esc}}} \]  

Finally, the duty cycle, \( f_{\text{duty}} \), accounts for the fact that only a fraction of low mass haloes below some mass scale \( M_{\text{turn}} \) can host star-forming galaxies due to feedback and/or inefficient cooling,

\[ f_{\text{duty}} = \exp \left( - \frac{M_{\text{turn}}}{M_h} \right). \]  

In total, this model contains six free parameters (\( f_{*,10}, f_{\text{esc,10}}, \alpha_*, \alpha_{\text{esc}}, f_* \) and \( M_{\text{turn}} \)) describing the UV properties of the galaxies responsible for reionisation.

### 2.1.2 Thermal state of the IGM

21CMFAST determines the thermal state of the neutral IGM by self-consistently calculating the heating/cooling from structure formation, Compton scattering of CMB photons and the heating by X-rays and partial ionisations. These set the IGM spin temperature, \( T_s \), which is the weighted mean of the gas, \( T_K \), CMB, \( T_{\text{CMB}} \), and colour, \( T_C \), temperatures,

\[ T_s^{-1} = \frac{T_{\text{CMB}}^{-1} + x_\alpha T_s^{-1} + x_c T_K^{-1}}{1 + x_\alpha + x_c}, \]  

where \( x_\alpha \) is the Wouthuysen-Field coupling coefficient (Wouthuysen 1952; Field 1958) and \( x_c \) is the collisional coupling coefficient between the free electrons and CMB photons. Determined at each simulation cell, it also depends on the local gas density and the intensity of the background Lyman-\( \alpha \) (\( \text{Ly}\alpha \)) radiation which is the summed contribution of X-ray excitations of neutral hydrogen atoms and the direct stellar emission of Lyman band photons by the first sources. For further details, see Mesinger et al. (2011).

X-rays emitted by stellar remnants within the first galaxies can escape the host galaxy and heat the IGM. This is modelled by the angle-averaged specific X-ray intensity, \( J(x, E, z) \), (in \( \text{erg s}^{-1} \text{cm}^{-2} \text{sr}^{-1} \)),

\[ J(x, E, z) = \frac{(1 + z)^3}{4\pi} \int_0^{\infty} dz' \frac{\epsilon_X}{d\epsilon_x} e^{-\tau}, \]

where the quantity in square brackets is the SFR density along the light-cone, \( \bar{\epsilon}_x \). Through the co-moving X-ray specific emissivity, \( \epsilon_X(x, E, z') \), back along the light-cone with the attenuation of X-rays by the IGM determined by \( e^{-\tau} \). This emissivity, \( \epsilon_X \), is given by,

\[ \epsilon_X = \int_0^\infty dM_h \frac{dn}{dM_h} f_{\text{duty}} M_* \]  

where the quantity in square brackets is the SFR density along the light-cone, \( \bar{\delta}_n \) is the mean, non-linear density in a shell centred on the simulation cell \((x, z)\) and \( L_X/SFR \) \((\text{erg s}^{-1} \text{keV}^{-1} M_\odot^{-1} \text{yr})\) is the specific X-ray luminosity per unit star formation escaping the host galaxies assuming a power-law with respect to photon energy, \( L_X \propto E^{-\alpha_X} \). We then normalise this to the integrated soft-band \((< 2 \text{ keV})\) luminosity per SFR \((\text{erg s}^{-1} M_\odot^{-1} \text{yr})\),

\[ L_{X<2\text{keV}}/SFR = \int_{E_0}^{2\text{keV}} dE_x L_X/SFR, \]  

where \( E_0 \) is the threshold energy below which X-ray photons are absorbed by the host galaxy. In total, this amounts to three additional parameters describing the galaxies X-ray properties, \( L_{X<2\text{keV}}/SFR, E_0 \) and \( \alpha_X \). Throughout, we adopt \( \alpha_X = 1 \) consistent with high-mass X-ray binary observations in the local Universe (Mineo et al. 2012; Fragos et al. 2013; Pacucci et al. 2014).

### 2.2 Astrophysical models

We consider the same four reionisation models as in Greig et al. (2022) to gain physical insights. Table 1 provides a summary of the adopted astrophysical parameters, with a brief justification for each provided below:

1. **Fiducial Model**: the default Park et al. (2019) model,
consistently with a broad range of observational constraints including observed UV LFs at $z = 6 - 10$ and the electron scattering optical depth, $\tau_e$.

2. Large Haloes: reionisation driven by larger, more biased galaxies (larger $M_{\text{turn}}$) producing fewer but larger ionised regions and an increase in the amplitude of the 21-cm signal.

3. Cold Reionisation: the same as our fiducial model except that the IGM undergoes little to no X-ray heating resulting in extremely large amplitude brightness temperature contrasts (e.g. Mesinger et al. 2014; Parsons et al. 2014).

4. Extended Reionisation: a slower, more extended reionisation driven by low efficiency faint star-forming galaxies which result in a larger number of small ionised regions, producing a lower amplitude 21-cm signal and a considerably later reionisation ($z \sim 5$).

Unlike our earlier work we consider larger 21-cm simulations with transverse scales of 500 Mpc and 256 voxels per side length to more closely match the expected field-of-view of the SKA (see Section 4.1). In the top row of Figure 1 we present a 2D snapshot of each astrophysical model at the mean brightness temperature in each model to produce a zero mean signal, reminiscent of what is measured using radio interferometry.

### 2.3 Instrumental effects

Here, we outline our method for constructing realistic mock 2D images of the 21-cm signal using the SKA1–low, including the impact of thermal noise and atmospheric foregrounds. Since the visibilities (uv coverage) of an interferometer experiment are frequency dependent, line-of-sight (frequency dependent) power can leak into transverse (frequency independent) Fourier modes. This results in a well-defined contaminated ‘wedge’ in cylindrical 2D Fourier space (Datta et al. 2010; Vedantham et al. 2012; Morales et al. 2012; Parsons et al. 2012; Trott et al. 2012; Thyagarajan et al. 2013; Liu et al. 2014a,b; Thyagarajan et al. 2015a,b; Pober et al. 2016; Murray & Trott 2018). In this work, we consider two possible treatments of the astrophysical foregrounds when constructing our mock 21-cm images: (i) foreground removal, where we assume all foregrounds can be perfectly removed allowing us to use all available cosmological information and (ii) foreground avoidance, we can only use the pristine cosmological information above the foreground wedge. These choices should be regarded as plausible in practice.

To simulate the instrumental response (uv coverage) and corresponding thermal noise power in 2D for the SKA we use a modified version of the publicly available Python module 21cmSense\(^5\) (Pober et al. 2013, 2014). We use the SKA antenna configuration as outlined in the SKA System Baseline Design document\(^6\) which consists of 224 37.5m antennae stations distributed within a 500m radius. Finally, we assume a single, six-hour track per night for a total observing time of 1000 hours.

#### 2.3.1 Foreground Removal

To achieve mock 21-cm images assuming perfect foreground removal we perform the following steps:

- 2D Fourier transform the input (simulated) image
- filter our image using the gridded uv-visibilities from 21cmSense, where modes sampled with finite uv-coverage are multiplied by unity while all others are zeroed
- thermal noise is added to each cell by randomly sampling from the thermal noise power provided by 21cmSense
- inverse Fourier transform to obtain our mock image

The second row of Figure 1 demonstrates these mock images for each astrophysical model. Despite the significantly lower spatial resolution, the ionised regions in all cases can be visually identified. For the large halo and cold reionisation models the features are much easier to identify due to their larger amplitude fluctuations in the 21-cm signal. Contrast this with the extended reionisation model, with considerably lower amplitude fluctuations.

4 For a more up-to-date model including Lyα forest data, see Qin et al. (2021).  
5 https://github.com/jpober/21cmSense  
6 http://astronomers.skatelescope.org/wp-content/uploads/2016/09/SKA-TEL-SKOS-000422-02_SKA1_LowConfigurationCoordinates-1.pdf
Figure 1. A visual comparison of the 21-cm signal at fixed IGM neutral fraction ($\bar{x}_{\text{HI}} \sim 0.5$) for our four astrophysical models and in the presence of instrumental effects. For all, we present the 21-cm fluctuations (i.e. mean removed). Top row: raw simulated output, Second row: perfect foreground removal and Third row: foreground avoidance. Note, for cold reionisation we multiply the signal by minus one to retain similar colour gradients (mean signal is negative). Bottom row: The recovered first-order ($S_1$) WST scattering coefficients for each astrophysical model and raw simulation output, wedge removed and wedge avoidance, respectively. Error bars correspond to the 68th percentile uncertainty obtained from 50 different realisations (cosmic variance). Note, the amplitude of the cold reionisation coefficients have been reduced by a factor of 10 to be comparable with the other models.

2.3.2 Foreground Avoidance

To mimic foreground avoidance, contaminated modes located within the ‘wedge’ in 2D cylindrical space given by

$$k_\parallel = m k_\perp + b$$

are removed. Here $k_\parallel$ and $k_\perp$ are the line-of-sight and transverse Fourier modes, $b$ is an additive buffer of $\Delta k_\parallel = 0.1 \text{ h Mpc}^{-1}$ extending beyond the horizon limit and

$$m = \frac{D_C H_0 E(z) \sin(\theta)}{c(1 + z)},$$
where $Dc$ is the comoving distance, $H_0$ is the Hubble constant, $E(z) = \sqrt{\Omega_m(1 + z)^3 + \Omega_\Lambda}$ and $\sin(\theta)$ is the telescope viewing angle, assumed conservatively to be $\theta = \pi/2$ (i.e. zenith pointing).

Our mock 21-cm images are then constructed by:

- constructing a 3D volume of the 21-cm signal centred on the desired observing frequency
- 3D Fourier transforming this volume, filtering and adding thermal noise following the second and third steps in Section 2.3.1
- excise (zero) all modes located within the wedge
- inverse Fourier transform back

Images in the third row of Figure 1 demonstrate this approach. Following foreground avoidance, it is considerably more difficult to visually identify the features in the 21-cm signal. However, as demonstrated in Greig et al. (2022), the WST is still capable of extracting astrophysical information.

3 THE WAVELET SCATTERING TRANSFORM

The primary goal of this work is to introduce a novel method for extracting the non-Gaussian information from images of the 21-cm signal using the WST. However, prior to this we first provide a summary of the WST. For more in-depth discussions on the WST and its interpretation in the context of the EoR, we defer the interested reader to Greig et al. (2022).

3.1 Summary of the WST

The WST is the convolution of an input image, $I(x)$, by a family of rotated and dilated wavelet filters (in this case Morlet filters). Each filter is defined by a physical scale, $j$, and rotation $l$. These physical scales correspond to a dyadic sequence ($2^j$) up to a maximum $J$ such that $2^J$ does not exceed the number of pixels in the image while the rotation angles are sampled at each $\pi/L$. After each convolution operation, the modulus of the filtered image is taken which in effect redistributes the information. This ensures that repeated filtering and modulus operations on the input image can then access higher-order spatial information. For example, filtering and taking the modulus of our input image a second time yields a measure of the strength of the clustering of spatial features (i.e. non-Gaussian information). In principle, this can be extended up to any arbitrarily large number of operations, though in practice it is rare to yield any useful information beyond the second-order. Finally, the filtered input image is spatially averaged to compress the available information into a single number, referred to as a scattering coefficient. Up to second order, these correspond to:

$$s_0 = \langle I_0(x, y) \rangle,$$

$$s_1^{|j, l_1|} = \langle |I_0 \ast \psi^{j,l_1}| \rangle,$$

$$s_2^{|j_1,l_1,j_2,l_2|} = \langle |I_1 \ast |\psi^{j_1,l_1}| \ast \psi^{j_2,l_2}| \rangle.$$  

To reduce the total number of scattering coefficients to a more manageable number, we can average over all possible filter rotations as the cosmological signal does not have a preferred transverse direction,

$$S_0 = s_0,$$

$$S_1^{j_1} = \langle s_1^{j_1,l_1} \rangle_{l_1},$$

$$S_2^{j_1,j_2} = \langle s_2^{j_1,l_1,j_2,l_2} \rangle_{l_1,l_2},$$

which results in a total of $1 + J + J^2$ scattering coefficients for a given 21-cm image. In Greig et al. (2022) we explored the redshift evolution of these scattering coefficients for four astrophysical models, in particular focussing on the similarities between the first-order scattering coefficients, $S_1$, and the 21-cm PS. In summary, the $S_1$ coefficients can be loosely interpreted as coarsely binned power spectra.

In the final row of Figure 1 we plot the $S_1$ coefficients as a function of increasing physical scale, $j$, for each astrophysical model directly calculated from the raw simulation output (left), after foreground removal (middle) or foreground avoidance (right). For our simulation setup, the spatial scales are logarithmically binned ranging from $~5.2$ Mpc ($j = 0$) to $~666.6$ Mpc ($j = 7$). Note here, we divide the amplitude of the cold reionisation $S_1$ coefficients by a factor of 10 in order to more clearly demonstrate the variation between astrophysical models. The error bars correspond to the estimated 68th percentile cosmic variance uncertainty obtained from 50 independent realisations.

As already discussed, the behaviour for the $S_1$ coefficients reflects that of the 21-cm PS, demonstrating a prominent bump characteristic of the maximum size of the ionised regions (e.g. Alvarez & Abel 2012; Mesinger et al. 2012; Greig & Mesinger 2015). This feature occurs at larger scales for the large halo model due to the notably larger ionised regions down to small scales for the extended reionisation model (small ionised regions). The fiducial and cold reionisation models have bumps at equivalent scales as they have very similar reionisation morphologies, differing only in the amplitude of the temperature fluctuations due to different X-ray heating. The amplitude of these $S_1$ coefficients are proportional to the amplitude of the brightness temperature fluctuations.

The middle panel highlights the impact of thermal noise and finite instrumental resolution. Due to these effects, we lose information on the smallest spatial scales (below the instrument resolution) indicated by the drop in amplitude. However, on moderate to large scales, these remain relatively unaffected, and thus importantly remain sensitive to the astrophysical signal. In the right most panel, we demonstrate the impact of foreground avoidance. This affects all scales, notably reducing the overall amplitude of the signal. Additionally, it makes it more difficult to isolate the bump corresponding to the sizes of ionised regions. Primarily this is due to the loss of contaminated foreground modes which impacts our ability to clearly identify the spatial extent of the ionised regions. However, the general shape still resembles that of the left most panel and as shown in Greig et al. (2022), foreground avoidance images still contain considerable astrophysical information that the WST is able to extract.
3.2 Isolating Non-Gaussianity with the WST

Wavelets inherently preserve the locality of the features within the input image. This property enables the non-Gaussian information to be easily extracted as each filtering operation simply measures the spatial clustering of the features present within the image (raw or filtered). That is, it utilises the important phase information for measuring the non-Gaussianity. This notably differs from the PS, whereby the phase information is destroyed and thus it only measures the amplitude of the spatial features (i.e. Gaussian information). Therefore, if we take our input image and randomise the phase information, we preserve the Gaussian (or $S_1$) information and destroy the non-Gaussian ($S_2$) information. In Appendix C of Greig et al. (2022) we demonstrated this for the non-Gaussian information. Importantly, if the $S_2$ coefficients were only sensitive to non-Gaussian information then randomising the phase information would produce zero amplitude $S_2$ coefficients (i.e. no non-Gaussian information). However, the $S_2$ coefficients also depend on the $S_1$ coefficients (due to the repeated filtering, see Equation 18) and thus result in reduced, but non-zero $S_2$ amplitude coefficients.

In this work, we take advantage of this feature in order to isolate out the purely non-Gaussian information. Our approach is as follows:

1. from the input image, apply the WST to extract all second-order ($S_2$) scattering coefficients
2. randomise the phase information in the input image and extract the $S_2$ scattering coefficients from the randomised signal
3. repeat step two a large number of times (1000) to account for statistical uncertainties in the extracted scattering coefficients after phase randomisation
4. divide the $S_2$ coefficients from step one (cosmological signal) by those from step three (phase randomised).
5. Any excess signal above unity is then indicative of non-Gaussian information within the 21-cm signal.

Note, this approach does not increase the sensitivity of the non-Gaussian signal, instead it simply makes it easier and cleaner to interpret. In Greig et al. (2022) we explored the non-Gaussian information by considering the de-correlated $S_2$ coefficients, whereby the $S_2$ coefficients are divided through by the correlated $S_1$ information to separate out the non-Gaussian information. This results in coefficients of arbitrary amplitude. Instead, this approach represents the non-Gaussianity as an easy to interpret excess above unity.

In Figure 2 we provide a demonstration of this approach for our fiducial model at $x_{\text{HI}} \sim 0.5$ corresponding to 164 MHz ($z \sim 7.65$). We take our simulated 21-cm signal from our fiducial model (top left) and randomise the phase information (top middle). For completeness, in the top right, we also present the $S_1$ scattering coefficients from the true signal (red) and after phase randomisation (purple) while middle and bottom rows present all $S_2$ scattering coefficients (non-Gaussian information). The thin grey curves correspond to the scattering coefficients from 50 random cosmological realisations and the red error bars correspond to the 68 percentile cosmic variance uncertainty estimated from these 50 realisations. The purple curves correspond to the mean scattering coefficients after performing phase randomisation 1000 times for a single image (the top left image) and the associated errors are the 68th percentile statistical uncertainty (i.e. not cosmic variance).

For the $S_2$ coefficients, we observe a clear excess in the amplitude from the 21-cm signal to that from the randomised phases. This excess represents the non-Gaussian information held by the 21-cm signal. Note, the top right panel demonstrates that the $S_1$ coefficients are identical before and after phase randomisation only for $j > 2$. However, we expected that phase randomisation should preserve the first-order information across all scales. Importantly, the difference at $j < 3$ can be explained by the total energy norm of all scattering coefficients. In randomising the phase information, we preserve the total PS (i.e. Gaussian information). However, the $S_1$ coefficients do not directly map one-to-one to the PS as the PS is the square of the intensity while $S_1$ are just the intensity. Thus, the total energy norm of all scattering coefficients ($S_1$, $S_2$ and residuals) must equal the power spectrum. By randomising the phases we reduce the sparsity of the image (decrease $S_2$) which must be compensated for by an increase in $S_1$ to preserve the total power.

4 RESULTS

4.1 Experimental setup

The SKA intends to provide tomographic images of the 21-cm signal using a deep survey with an observing time of 1000 hr spanning 100 square degrees (Koopmans et al. 2015). This total sky area is expected to be obtained from five independent 20 square degree fields. In this work, our chosen 500 Mpc simulations at 150 MHz ($z \sim 8.5$) correspond roughly to $\sim 3$ degrees on a side. Thus, we can achieve a similar sky area using 10 independent realisations. For all intents and purposes our choice of 10 independent images is equivalent to the intended survey design (five fields). The only potential differences will occur on the largest spatial scales, which will be most heavily affected by statistical noise and thus not sensitive in any case.

Throughout this work, we will only consider two observational frequencies: one at 177 MHz ($z \sim 7$) and a second at 150 MHz ($z \sim 8.5$). These choices are fairly arbitrary, but for our fiducial model we take into account the latter stages of reionisation ($x_{\text{HI}} \sim 0.25$), where the non-Gaussianity continues to increase due to the overlap of ionised regions and decreasing neutral patches, and just prior to the midpoint of reionisation ($x_{\text{HI}} \sim 0.6$) where the non-Gaussianity is more moderate (see Figure 7 of Greig et al. 2022). These serve to provide a simple demonstration of the approach developed in this work to isolate the non-Gaussian signal. In practice, one would apply this approach across the full frequency coverage of the SKA (50-250 MHz) at 0.1 MHz intervals to extract the signal as a function of redshift.

To explore the detectability of the non-Gaussian signal with the SKA we generate 250 independent realisations (different initial conditions) of the 21-cm signal. For each, we then extract four different light-cone realisations by considering different starting locations in our simulation boxes (each location separated by 125 Mpc). This yields a total of 1000 independent 21-cm light-cones. We repeat this for all four astrophysical models.
4.2 Maximum verses mean

While in Figure 2 the excess signal owing to non-Gaussianity is quite apparent, once we explore realistic mock images from the SKA in the presence of foregrounds it can become much harder to discern. As our survey strategy is to obtain multiple (10) images of the 21-cm signal, when analysing the results across our full survey footprint we have two possible approaches: (i) we simply take the mean of the excess signal across all images or (ii) we take the maximum signal from any one of the individual images to boost our sensitivity.

This idea of measuring the maximum signal stems from CNNs (from where the idea of the WST originates), where max pooling is used within the network architecture. Within this step, only those filtered images that maximise the particular feature of interest (i.e. most sensitive to that particular filter response) are kept in order to train the network. Thus, when analysing our images for the non-Gaussian 21-cm signal we consider only those images that maximise the signal. In other words, we anticipate that the non-Gaussian information will be largest within one (or a few) outlier images from the full sample. Whereas if we take the mean, we will wash out the signal reducing our overall sensitivity.

In Figure 3 we demonstrate this approach using simulated images of the 21-cm signal with no instrumental or foreground effects at 164 MHz ($z \sim 7.65$). In the top row we present the ratio of the $S_2$ coefficients from the full signal to those after phase randomisation for 10 independent realisations. In the bottom row, we obtain the mean (red) and maximum (blue) signal across these images. In all cases, this ratio is in excess of unity, indicative of a strong detection of the non-Gaussian signal. Further, this maximum signal significantly boosts the amplitude of the signal over the mean, which will become important once instrumental effects are included. Since the scattering coefficients are correlated across different scales, in most cases this maximum signal originates from just one (or a few) similar images (i.e. the outliers of the distribution). Nevertheless, throughout
our results below we will always present both the mean and the maximum non-Gaussian signal.

### 4.3 Foreground removal

First, we consider the optimistic scenario whereby all foreground contamination can be removed from our 21-cm images. For this we only consider our fiducial model, but for completeness we will explore all four astrophysical models in Section 4.4.2 assuming wedge avoidance.

#### 4.3.1 Statistical detection of non-Gaussianity

To explore this within a statistical framework, we perform the following:

- randomly select 10 mock 21-cm images to achieve the SKA survey footprint
- isolate the non-Gaussian information following the steps outlined in Section 3.2
- determine the mean and maximum ratio of non-Gaussianity across these 10 images
- repeat the above steps 1000 times in order to yield a statistical distribution of the mean and maximum non-Gaussian signal

In Figure 4, we present the ratio of the $S_2$ scattering coefficients before and after phase randomisation indicating the non-Gaussian information within the 21-cm signal. The curves correspond to the mean of our distributions obtained from our 1000 realisations for the mean (red) and maximum (blue) non-Gaussian signal. The solid (dashed) curves correspond to our different observing frequencies, 150 and 177 MHz, respectively. The error bars correspond to the 68th percentiles estimated from the distribution of realisations. In effect, these error bars take into account cosmic variance uncertainty as they are sampled over a distribution of randomly selected cosmological realisations.

For the first few $S_2$ coefficients, the amplitude of this ratio drops by a factor of $\sim 3-4$ relative to the raw simulated images used in Figure 3 due to the finite resolution of the SKA (see Figure 1). For all larger scale $S_2$ coefficients, the amplitude of this ratio remains comparable to that from the raw simulated images indicating that the non-Gaussian 21-cm signal should be easily observable with the SKA, albeit assuming perfect foreground removal.

This remains true irrespective of the observing frequency or whether using the mean or maximum amplitude $S_2$ coefficients. Nevertheless, we clearly see the advantage of using this maximum signal, with the amplitude of the ratio typically being a factor of two larger than the mean signal. However, as one might expect given that the maximum signal depends on outliers from the distribution, the statistical uncertainty on the maximum signal is larger compared to that of the mean signal. Importantly, this increase in the amplitude outweighs the larger statistical uncertainty which results in a stronger overall detection of the non-Gaussian signal (excess of the ratio above unity). To some extent, the maximum signal can be considered as an optimistic measurement whereas the mean signal is more conservative.

Note, for $j_1 < 3$ we observe the amplitude of the ratio to be larger at 177 MHz than at 150 MHz (i.e. more non-Gaussianity), however this swaps for $j_1 \geq 3$. This likely occurs due to differences in the ionisation morphology between these frequencies. At $j_1 < 3$ we are sensitive to the strength of the clustering of small-scale features, whereas at $j_1 \geq 3$ we are more sensitive to the clustering strength of intermediate to large-scales. At 177 MHz ($\bar{\delta}_{\text{HI}} \sim 0.25$), the IGM contains many more smaller, isolated neutral patches increasing the amplitude of the non-Gaussianity. At 150 MHz ($\bar{\delta}_{\text{HI}} \sim 0.6$), the neutral patches are larger and more connected resulting in a higher amplitude signal on these intermediate to large scales than at 177 MHz.

#### 4.3.2 Non-Gaussianity signal-to-noise

Finally, to more clearly quantify the detection of the non-Gaussian signal, we define a signal-to-noise ($S/N$).
defined for a single image as,

\[ S/N = \frac{S_{2,\text{cosmological}}^{1,j_2} - S_{2,\text{phase randomised}}^{1,j_2}}{\sigma_{S_{2,\text{phase randomised}}^{1,j_2}}}, \]  

(22)

where \( S_{2,\text{cosmological}}^{1,j_2} \) is the second-order scattering coefficient from the observed 21-cm image and \( S_{2,\text{phase randomised}}^{1,j_2} \) are the mean and standard deviation of the second-order scattering coefficients obtained after randomising the phases 1000 times (i.e. no non-Gaussian information). Note, as this S/N is defined for a single image this uncertainty is purely the statistical uncertainty. In effect, this quantity represents the number of standard deviations (statistical) that the excess amplitude sits above unity (the non-Gaussian information).

In Figure 5 we present the mean S/N assuming perfect foreground removal, performing the same statistical analysis as previously (randomly selecting 10 images 1000 times). To more clearly indicate detection limits, the horizontal grey dashed (dotted) curves correspond to a mean S/N of three (one). The solid (dashed) curves correspond to the mean statistical S/N determined from 1000 realisations of our 10 image survey while the error bars are the 68th percentile uncertainty. As we vary over a large number of independent realisations, this uncertainty accounts for cosmic variance. Assuming perfect foreground removal we can recover relatively strong detections of the non-Gaussian signal with S/N ≥ 8 for the maximum signal, decreasing down to S/N ≥ 5 for the mean signal at 177 MHz. This then decreases to a more modest S/N ≥ 5 (3) at 150 MHz for the maximum (mean) signal. Overall, we consistently find that using the maximum signal increases the S/N on all scales by \( \Delta(S/N) = 2 \) – 3. As before, the S/N of the non-Gaussianity is largest at \( j_1 < 3 \) at 177 MHz, switching to a stronger detection at \( j_1 \geq 3 \) at 150 MHz. For the largest scales, \( j_1 > 4 \) the non-Gaussian signal drops away fairly rapidly, indicating very little sensitivity on these spatial scales (≥ 167 Mpc). Note, here and throughout this work we always assume the full 1000 hr observing time with the SKA. In Appendix A we explore the impact of shorter observing times.

Importantly, the strength of the non-Gaussian signal reported here is likely not the maximum achievable value. While we have selected two observing frequencies for our fiducial model where we know there should be non-Gaussian signal from Greig et al. (2022), these were not where it was maximal. Further, the performance of the SKA (both in terms of resolution and noise properties) improves to higher frequencies (lower redshifts), corresponding to the latter stages of reionisation (where non-Gaussianity also increases). Finally, as we shall see in Section 4.4.2 alternative astrophysical models for the EoR can yield stronger reported detections. However, the main purpose of this work was to demonstrate the method to isolate the non-Gaussian signal along with an example, not to highlight the largest possible detection of non-Gaussianity.

Expanding this approach over the entire SKA observable bandwidth, one can detect the S/N of the non-Gaussian signal as a function of redshift. Doing so, would enable us to discriminate various astrophysical model parameters responsible for the EoR. However, as this was the primary focus of Greig et al. (2022) we do not explore this further here.

4.4 Foreground avoidance

4.4.1 Fiducial model

Here, we repeat our previous analysis instead assuming foreground avoidance. In Figure 6 we present the ratio of the \( S_2 \) coefficients while in Figure 7 we present the resulting S/N. Firstly, removing wedge modes further decreases the amplitude of this ratio by an additional 20 – 60 per cent. Further, this reduction is present across all scales rather than just the smallest scales which were lost due to the instrument resolution. This decrease can be attributed to the loss of the spatial information that resides in the contaminated wedge.
region. Indeed, for the mean signal (red curves) this ratio barely sits above unity, necessitating the need for our exploration of the maximum signal.

For our two observational frequencies, we observe a notable decrease in the overall S/N of the non-Gaussian signal, recovering at best a S/N ~ 3 at 177 MHz when the non-Gaussianity is considerably larger. At 150 MHz, we at best achieve a S/N ~ 2. Note, we do not observe the same flip between the two observing frequencies at j1 = 3 as seen previously. This is because wedge avoidance more significantly impacts large scales relative to the small scales, affecting progressively larger j1’s. Nevertheless, even after conservatively removing all contaminated foreground modes we can still recover a statistically significant detection of the non-Gaussianity in the 21-cm signal, provided we use the maximum signal.

Using the mean signal (red curves), only a very marginal detection (S/N ~ 1) would be expected, and only at 177 MHz. At 150 MHz, the mean signal barely sits above zero implying no detection would be possible. Thus, under foreground avoidance with only the mean signal, non-Gaussianity is likely only detectable near the final stages of reionisation when it is expected to be at its largest.

4.4.2 Different astrophysical models

Having thus far only considered our fiducial model, we now explore the detectability of the non-Gaussianity across our four astrophysical models. Here, we only consider the conservative case of foreground avoidance, but expect the overall trends to be similar for perfect foreground removal except at a higher S/N (nominal increase of Δ(S/N) = 2 − 4).
In the top half of Figure 8 we present the ratio of the $S_2$ coefficients following phase randomisation at 150 MHz ($z \sim 8.5$) while in the bottom half we present the detectability of the signal with the S/N. For the cold reionisation (purple) and large haloes (blue) models we clearly see a much larger amplitude signal, owing to the increased contrast in the brightness temperature fluctuations (see Figure 1). With respect to the S/N this translates to a $S/N \sim 5$ for most scales for cold reionisation but only $S/N \sim 2.5 - 3$ for large haloes (slightly higher than the $S/N \sim 2$ for our fiducial model and the extended reionisation model). However, note that this is at a fixed frequency, thus each model is at a different stage of the reionisation process (see Figure 2 of Greig et al. 2022). For example, the large halo model is in the earlier stage of reionisation ($\bar{x}_{\mathrm{HI}} \sim 0.75$) in contrast to all others which are at ($\bar{x}_{\mathrm{HI}} \sim 0.6$). Thus, we would expect a stronger detection for the large halo model at a comparable stage of reionisation history.

While it is plausible to distinguish some of these models at a single frequency (e.g. the cold reionisation and large halo model from our fiducial model), it would be possible to tweak the astrophysical parameters making them indistinguishable. Thus, for robust model inference, one really requires detections across a broad range of frequencies (redshifts), which has been explored in Greig et al. (2022). For example, the large halo model is in the earlier stage of reionisation ($\bar{x}_{\mathrm{HI}} \sim 0.75$) in contrast to all others which are at ($\bar{x}_{\mathrm{HI}} \sim 0.6$). Thus, we would expect a stronger detection for the large halo model at a comparable stage of reionisation history.

In Figure 9 we additionally present the S/N of the non-Gaussianity for our four astrophysical models at 177 MHz ($z \sim 7$). Note, we do not present the ratio of the $S_2$ coefficients at this frequency as they are similar to those at 150 MHz, just at a larger amplitude. As expected, since the non-Gaussianity is larger towards the tail end of reionisation, we observe considerably larger S/N detections. For example, we obtain a $S/N \sim 14$ (8) for our cold reionisation (large haloes), respectively. The extended reionisation model on the other hand returns a relatively weak detection ($S/N \sim 1 - 2$). However, this is effectively by design, in this model the IGM is still 40 per cent neutral. Thus, it is yet to reach the tail of reionisation whereby the non-Gaussianity grows significantly.

5 DISCUSSION

Thus far, we have solely focussed on introducing our method to isolate the non-Gaussianity of the 21-cm signal along with a simple example for two different observing frequencies and treatments of the astrophysical foregrounds. Here, we now provide a brief discussion of several caveats and assumptions within this work.

Firstly, when estimating the amplitude of the thermal noise to add to our mock images, we use the standard expression to describe the sky temperature of $T_{\mathrm{sky}} = 60 \left(\frac{\mathrm{MHz}}{300 \ \mathrm{MHz}}\right)^{-2.55} \ \mathrm{K}$ (Thompson et al. 2007). However, an alternative estimate of the sky temperature (DeBoer et al. 2017; Muñoz et al. 2022) yields a factor of three lower estimate for the sky temperature. With this latter expression, the overall amplitude of the noise fluctuations would decrease by an equivalent amount, increasing our overall sensitivity to the 21-cm brightness temperature fluctuations. In fact, recent estimates from the MWA Rahimi et al. (2021) tend to suggest lower sky temperatures that those predicted by the expression above. Thus, the recovered results within this work can be considered to be a conservative estimate.

Further, for our foreground avoidance model we have assumed an additive buffer ($b$ in Equation 14) above the foreground contaminated wedge. For this, we conservatively chose $\Delta k_b = 0.1h \ \mathrm{Mpc}^{-1}$. Removing this, or considering a smaller buffer region (i.e. assuming the foregrounds do not bleed out as far from the wedge) would increase the overall detectability of the non-Gaussian signal assuming foreground avoidance. Thus again, our results can be considered conservative due to this choice.

Importantly, throughout this work we have assumed a fairly simplistic treatment of the astrophysical foregrounds and associated systematics of a 21-cm signal detection. That is, assuming perfect removal (Section 4.3) or that all foregrounds exist within the contaminated wedge region leav-
Figure 8. The ratio (top two rows) and corresponding signal-to-noise (bottom two rows) of the second-order, $S_2$, scattering coefficients following phase randomisation for our four astrophysical models: fiducial (black curves), large haloes (blue), extended reionisation (red) and cold reionisation (purple). Here, we assume a 1000hr observation at 150 MHz ($z \sim 8.5$) with foreground avoidance and the curves correspond to the maximum signal extracted from 10 independent images of the 21-cm signal. Error bars are the 68th percentiles extracted from 1000 randomly drawn samples of 10 independent images and thus take into account cosmic variance.

Figure 9. The same as Figure 8 except at 177 MHz ($z \sim 7$).
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ing a pristine window into the cosmological signal above it (foreground avoidance; Section 4.4). However, in practice, there are many potential artefacts that would be expected to remain in any realistic 21-cm image. Further, these are likely to contribute non-trivially, contaminating the non-Gaussian cosmological signal. For example, residuals owing to the incomplete removal of foreground radio sources would yield a non-Gaussian signature in the resultant 21-cm images. In particular, this can occur when the ionosphere is active and any direction-dependent source peeling does not correctly capture the true source position. This leads to an over/under-subtraction of the sources (peaks and holes; Jordan et al. e.g. 2017; Chege et al. e.g. 2021). Thus, the detection of any non-Gaussianity within a 21-cm image following the approach outlined in this work may not be entirely cosmological in origin. However, this likely can be mitigated to some extent by considering the redshift evolution of the non-Gaussian component as systematic artefacts should not evolve as a function of redshift (or will evolve in a manner distinguishable from the cosmological signal). Further, some second-order scattering coefficients may be more heavily affected than others by these artefacts (e.g. scale dependent systematics) leaving others relatively free of systematics. Thus it should be possible to separate the non-Gaussian cosmological signal from astrophysical systematics. However, this requires a more detailed exploration beyond the scope of this current work, thus we defer it to future work.

6 CONCLUSION

We introduced the wavelet scattering transform (WST) for analysing 2D images of the 21-cm signal during reionisation in Greig et al. (2022). In particular, we demonstrated that the WST can outperform the standard 21-cm power spectrum in the context of astrophysical parameter inference. Primarily, this occurs due to the ease in which the WST can access the non-Gaussian information in the 21-cm signal by successively applying wavelet filters to analyse the spatial features in the input images. In this work, we introduced a novel method to more easily isolate the non-Gaussian information from 2D images using the WST. This approach compares the second-order ($S_2$) scattering coefficients extracted from the original cosmological image to the mean $S_2$ scattering coefficients extracted from 1000 realisations of the same input image where the phase information has been randomised. This randomisation step destroys the non-Gaussian information in the original image in which case measuring an excess above unity in the ratio of these scattering coefficients cleanly isolates the non-Gaussian signal.

Next, we demonstrated the application of this approach for realistic mock images of the 21-cm signal with the SKA. In particular, we focussed on the planned SKA imaging survey consisting of a 1000 hr observation spanning 100 square degrees on the sky. For this, we considered two approaches to model the astrophysical foregrounds, one assuming all foregrounds can be perfectly removed and the second assuming foreground avoidance, where all foreground wedge modes are removed from the image. These two approaches act as the two extremes of what should be capable with the SKA. Because the signal can be faint, we also considered two metrics to quantify the detected non-Gaussianity. First, conservatively we measure the mean signal across all 21-cm images covering 100 square degrees. Second, we measure the maximum signal from any one image, in effect focussing on outliers in our sample which have larger than average non-Gaussianity.

We explored the detectability of the non-Gaussian signal at only two observational frequencies, 150 MHz ($z \sim 8.5$) and 177 MHz ($z \sim 7$). This choice allowed us to focus on understanding and interpreting the method itself rather than complicating matters by attempting to distinguish between astrophysical models. For model and/or parameter inference, the signal needs to be recovered over a broad frequency range, which was studied in detail in Greig et al. (2022). For our fiducial model we found that:

- for foreground removal we could detect non-Gaussianity at $S/N \gtrsim 8$ (5) from the maximum (mean) signal at 177 MHz which corresponds to the latter stages of reionisation, where the signal is expected to be strongest ($\bar{x}_\text{HI} \sim 0.25$). This reduced to $S/N \gtrsim 5$ (3) at 150 MHz just prior to the midpoint ($\bar{x}_\text{HI} \sim 0.6$).
- under foreground avoidance we recovered notably lower significance detections with $S/N \gtrsim 3$ (1) at 177 MHz and $S/N \gtrsim 2$ (0.5) at 150 MHz.

Note however that for our fiducial model the non-Gaussianity will be larger during the more advanced stages of reionisation ($\bar{x}_\text{HI} \lesssim 0.25$), thus considerably stronger detections would be expected at lower frequencies. Thus, even under foreground avoidance the SKA will yield statistically significant detections of 21-cm non-Gaussianity using the WST.

Finally, at the same two observational frequencies, assuming only foreground avoidance, we provide a quick demonstration of the detectability of the non-Gaussian signal across three other astrophysical models: cold reionisation, extended reionisation and reionisation driven by larger, more biased galaxies. Both cold reionisation and reionisation driven by large halos produce larger amplitude 21-cm brightness temperature contrasts resulting in stronger detections of the non-Gaussianity than our fiducial model: $S/N \gtrsim 13$ (5) using the maximum signal at 177 (150) MHz for cold reionisation and $S/N \gtrsim 8$ (3) for large halos. For our extended reionisation model we detect a fainter signal of $S/N \gtrsim 2$ (1.5). Note however that comparing the detectability at a fixed frequency is not a fair comparison as each model may be in a different stage of reionisation and thus may not be where the non-Gaussianity is expected to be maximum. This reinforces the need to consider multiple redshifts to differentiate between astrophysical models.

Importantly, our treatment for the astrophysical foregrounds assumes a pristine cosmological signal, that is, no residual systematics or artefacts are present within the 21-cm images. However, this will not be the case in practice. These artefacts will appear as non-Gaussian information potentially contaminating the cosmological signal. This however, may be somewhat mitigated by measuring the redshift evolution of the non-Gaussian signal. Residual artefacts and systematics should not evolve with redshift and thus may be differentiable from the cosmic signal over time. Further, they may only contaminate certain $S_2$ coefficients, leaving
others relatively unaffected. We shall explore this in more detail in future work.
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APPENDIX A: IMPACT OF OBSERVING TIME

All results reported in Section 4 assume the full 1000 hr observing time with the SKA following the planned deep survey. Here, we explore the impact of different observing times at recovering the non-Gaussianity in the 21-cm signal. For this, we assume our fiducial astrophysical model at 150 MHz adopting perfect foreground removal (to more clearly visualise the impact).

In Figure A1 we present the S/N of the non-Gaussian signal for the full 1000 hr (black), 500 hr (blue), 100 hr (red) and 10 hr (purple curves), respectively. For both our nominal 1000 hr survey and for 500 hrs, the S/N of the non-Gaussianity remains above three for a large range of $S_2$ coefficients, differing by a factor of two between the two observing times. At only 100 hrs, we still recover a S/N of up to $\sim 2$, despite the drop by an order of magnitude in observing time. The same is true for only 10 hrs observing time, where the considerable drop in observing time (factor of 100) something is still marginally detectable $S/N \sim 1 - 2$. This implies that this non-Gaussianity is still detectable for shorter observing times, but at notably reduced sensitivities.

Despite the dropping observing time, the S/N appears to remain at $S/N \sim 1 - 2$ even for 10 hr and is comparable to those results at 100 hr. This apparent floor, above zero, occurs because we are measuring the maximum signal rather than the mean signal. That is, since we are effectively sampling the outlier of our 10 images, we only require one of our images to have a large enough non-Gaussian signal to detect it. Indeed, this is evident from the amplitude of the error bars between the 10 and 100 hr scenarios. Although the amplitude of the S/N is almost identical between these two, the 68th percentiles on a 10 hr observation are larger than those for the 100 hr observation. In fact, the uncertainties on the 10 hr observing time are the largest of all four scenarios, indicative of increased sensitivity to individual (outlier) images.
Figure A1. The corresponding signal-to-noise (S/N) of the non-Gaussian signal from the second-order scattering coefficients ($S_2$) for differing observing times. We consider our fiducial model and perfect foreground removal assuming: 1000 hr (black curves), 500 hr (blue), 100 hr (red) and 10 hr (purple).