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Abstract: Innovative technologies in the context of smart farming are expected to play a significant role in the adaptation of the agricultural sector to climate change and sustainable agriculture. However, the adoption of smart farming solutions, in this case so-called smart products, depends indispensably on the acceptance of farmers. For this reason, it is important to develop an understanding of what determinants are decisive for farmers in the adoption of these technologies. In order to address this research gap, farmers in Germany were surveyed via a large-scale online survey in 2020 (n = 523). Based on an extended version of the Unified Theory of Acceptance and Use of Technology, a Partial Least Squares (PLS) analysis was performed. The results indicate that hedonic motivation significantly influences farmers’ behavioral intention to use smart products. In addition, behavioral intention is affected by social determinants and the personal performance expectations of smart products. Trust, as well as facilitating conditions, also has an impact on behavioral intention. Furthermore, facilitating conditions are an important determinant of the actual use behavior. In addition, use behavior is influenced by behavioral intention. It was further found that technology readiness plays a significant role in the adoption of smart products. Moderating effects of age, work experience, and farm size were identified that influence farmers’ willingness to use smart products. The study holds important managerial implications for technology companies in the field of smart farming and can help develop approaches for tailored technical solutions that meet farmers’ needs.
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1. Introduction

Agriculture plays a substantial role in the ongoing international debate on climate change and the sustainable use of natural resources [1]. At the same time, agriculture is not only a contributor to, but also a sufferer from, temperature increases, changing rainfall rates as well as extreme climatic occurrences [2,3]. A great proportion of the world’s population still relies on agriculture as a source of income, while, as a major contributor to greenhouse gas emissions, agriculture partakes in negative impacts on the natural environment and human health [4,5]. Similar to the industrial sector, agriculture is experiencing its fourth revolution, triggered by the exponentially increasing use of information and communication technology in agriculture. Smart farming, by virtue of its technologies, is considered to pave the way to a more sustainable agriculture in crop production, livestock farming, and to the entire agribusiness supply chain [6,7]. In the field of crop farming, autonomous robotic vehicles and unmanned aerial vehicles with autonomous flight control have been developed that can collect and process crop information [8]. Virtual fencing technologies are applied in livestock farming to manage livestock herds based on remote sensing signals and sensors or actuators attached to the animal [9].

One development of the fourth industrial revolution, and thus also of smart farming, is the Internet of Things (IoT), in which all varieties of devices are connected and interact...
with each other via local and global, often wireless, network infrastructures. Known as smart products, these devices serve as a link between the virtual and physical worlds, can respond in real time and make partially autonomous decisions [10]. Smart products differ from traditional computers, for example, due to haptic user interfaces based on gesture identification or acceleration sensors. They are characterized by their capability to use specific technologies to sense and communicate information about themselves, their condition, and the context that surrounds them [11]. These features give them the ability to act proactively and in real time with respect to their internal status and context, adapt to different situations, interact with other smart products, and communicate information across lifecycle boundaries [12]. Technically, various requirements must be met, including the connectivity of the products, for example via network technologies such as Wi-Fi, followed by sensor technology to detect the user environment, as well as sufficient computing power [12]. Smart farming requires real-time assistive reconfiguration capabilities to perform agile actions, especially in the event of sudden changes in farm operating conditions [13].

All in all, the advantages of smart farming are assessed as very meaningful. With regard to climate change and sustainability, it is assumed that smart farming can reduce the ecological footprint of agriculture and mitigate greenhouse gas emissions, both in crop production and livestock farming [14]. In addition, it is assumed that smart farming can make business more profitable for farmers, on the one hand by reducing the use of resources, and on the other hand by minimizing risks thanks to high-precision geographical data [6]. Another effect of smart farming is expected to enhance consumer acceptance of agricultural products. By reducing the use of fertilizers and pesticides, a higher product quality could be achieved, which in turn could lead to higher prices, while at the same time enabling the transparency of production through digital tracking of agricultural products [15].

Contrary to the positively perceived aspects, however, some hurdles remain, which include data security, especially data sovereignty. The risk of potential data misuse poses legal and ethical challenges for regulation and surveillance [16]. The potentially high cost of implementing smart products for farmers combined with limited skills and knowledge can also pose a daunting barrier to successful adoption [17]. Thus, for example, the question arises as to whether access to the latest technologies will be limited only to large and industrialized farms. Another challenge will be to align farmers’ competencies and capabilities with these new technologies, as the digitization of agriculture expands farmers’ employment opportunities [6].

Obviously, however, one condition for benefiting from the promise of smart products is their use by farmers. The ultimate value of technological innovations, therefore, depends on their acceptance. According to a recent representative study, 82% of farms in Germany already use digital technologies or applications [18]. Those that are particularly prevalent include GPS-controlled agricultural machinery (45%), intelligent feeding systems (46%), mobile applications (40%), and the intelligent and site-specific application of crop protection agents or fertilizers (32%). Political support is mainly directed at research projects, e.g., in the form of Digital Experimental Fields [19]. Previous studies have increasingly focused on technologies in the context of precision agriculture. For example, the relevance of compatibility between components of precision farming technologies [7], the role of farm characteristics [20], and the socio-demographic characteristics of farmers, such as education or age [21,22], have been investigated. In the area of smart farming, the adoption of Internet of Things applications in Iran has been studied [23]. For Germany, the adoption and use of smartphones among farmers was investigated [24]. Thus far, empirical studies explicitly investigating the acceptance of smart products on a more general basis in German agriculture are rare. To close this research gap, this article aims to investigate the determinants of farmers’ behavioral intention and use behavior regarding smart products. Identifying the determinants helps to understand how behavioral intention and the use behavior of smart products among farmers is influenced and how adoption can be fostered.
To achieve this aim, farmers in Germany were surveyed regarding their attitudes and their actual use of smart products. After deriving the hypotheses, the data were analyzed using an extended version of the Unified Theory of Acceptance and Use of Technology 2 (UTAUT 2) to evaluate which determinants influence farmers’ behavioral intention and use behavior regarding smart products.

2. Conceptual Framework

The UTAUT 2 model is used to examine the farmer adoption of smart products and the factors that drive behavioral intention and use behavior. This model is an extended version of the UTAUT, which was introduced as a conceptual framework for studying decision makers’ intentions to use or not use a new form of technology or system, such as smart products in the context of smart farming [25]. It contains seven key constructs (performance expectancy, effort expectancy, social influence, facilitating conditions, hedonic motivation, price value, and habit) that determine the behavioral intention to use the technology [25].

During a literature review, and based on the results of previous studies, two additional constructs (trust and technology readiness) were added to the original UTAUT 2 model to adapt the model to the research question of this study. These two constructs are explained in the derivation of hypotheses section below. Further, some moderating influences, such as age, gender, and experience, were identified in the original UTAUT model [25]. Since farm size was found to have a positive impact on the adoption of precision agriculture technologies based on economies of scale considerations [20], farm size is also believed to have a moderating effect on behavioral intention and usage behavior of smart products. Figure 1 summarizes all of the hypotheses of this study in one model. The two constructs and the moderating effect added to fit the UTAUT 2 model to this study are highlighted in bold. The determinants are explained below, followed by the derivation of the hypotheses.

![Figure 1. Model used in the partial least squares (PLS) analysis according to UTAUT 2 [26]. Copyright © 2003, Regents of the University of Minnesota. Reprinted by permission.](image-url)

Performance expectancy is defined as the degree to which an individual expects that using a system or technology, in this case smart products, will be beneficial and provide support and a relative advantage [26]. In agriculture, economic performance plays an important role in the adoption of technologies or systems. Economic aspects are considered as one of the main reasons for farmers to adopt smart farming technologies [13]. Furthermore, the possibility of delivering a contribution to a more sustainable agriculture is perceived as
an advantage of smart products in the overarching context of smart farming [6]. However, the possibilities for facilitating the monitoring and management of livestock and crops, as well as the reduction and increasing flexibility of working hours, are likewise perceived as advantages [27,28]. Gender and age appear to play a moderating role in the relationship between performance expectancy and behavioral intention. Studies on gender differences show that young men are more achievement-oriented than women [26]. In addition, farm size is assumed to be positively correlated with overall farm performance [29]. For this reason, the following hypotheses can be derived for this study:

**Hypothesis 1 (H1).** Performance expectancy has a significant influence on behavioral intention.

**Hypothesis 1a (H1a).** Gender, age, work experience, and farm size have an impact on the relationship between performance expectancy and behavioral intention.

The determinant effort expectancy is defined as the expected effort when using a system or technology, whereby the expected effort is often perceived as higher for a new system in the initial phase. The expected effort includes both financial aspects and time. Additional effort is often associated with learning how to use and operate a system or technology rather than with the use itself [30]. Another aspect that leads to a high expected effort is unpredictable monetary costs that could arise, for example, from technology adaptations [31]. Elderly women with little work experience are expected to rate expected effort higher than men. Therefore, gender, age, and work experience might play a moderating role on the relationship between effort expectancy and behavioral intention [25]. The perceived effort to adopt a new system or technology increases with age, as the time required for the learning process is higher [32]. Small farms tend to lag behind larger farms due to economies of scale, productivity differences, market prices for inputs, and the transaction costs for evaluating and acquiring new technologies [33]. Therefore, farm size is assumed to moderate the relationship between expected effort and behavioral intention. From this, the following hypotheses for the work can be derived:

**Hypothesis 2 (H2).** Effort expectancy of the farmers has an influence on behavioral intention.

**Hypothesis 2a (H2a).** Gender, age, work experience, and farm size have an impact on the relationship between effort expectancy and behavioral intention.

Social influence is determined by important people, such as friends, colleagues, and relatives, who influence an individual to use a system or technology. Social pressure, which emanates from the media or politics, is also considered. A study examining the social influence of colleagues, friends, and family on strategic farm decisions identified a contribution of social influence related to issues such as business development, sustainable agriculture, and conservation practices [34]. The social environment, such as friends and family, influences the operational development of a farm to a certain extent. In addition, the experience of a farmer’s colleagues with new technologies has been found to have a significant influence on a farmer’s future use [35]. Furthermore, family members have a great influence on strategic decisions for the development of a farm [36]. In the organizational environment, research suggests that older employees are more likely to conform to a majority opinion [37]. Further, it is assumed that women tend to be more people-oriented, whereas men tend to be more independent and self-confident [38]. Inexperienced users of technology tend to follow the views of others and use the technology to obtain positive reactions from important peers, even if they lack a positive reaction to the technology itself [39]. Therefore, social influence is potentially moderated by age, gender, work experience, and farm size. From this, the following hypotheses for the work can be derived:

**Hypothesis 3 (H3).** Social influence of the farmers has an influence on behavioral intention.
Hypothesis 3a (H3a). Gender, age, work experience, and farm size have an impact on the relationship between social influence and behavioral intention.

The construct of facilitating conditions describes to which degree the respondents believe that an organizational and technical infrastructure exists on a farm that facilitates the use of the system. The construct of facilitating conditions thus encompasses those operational prerequisites that enable the use of smart products in the first place. Facilitating conditions have an influence on both the behavioral intention and the adoption itself [26]. They include the availability of external resources such as fast stationary or mobile internet and the capacity of the power network [40]. It further includes general IT systems such as internal networks and specific IT systems that are required to support the system [41]. Another factor is the extent to which organizational farm processes are aligned with implementation challenges and can be modified to address new system requirements [42]. This also includes the capability of acquiring the necessary technical skills, knowledge, and workforce to implement technology [41,43]. Elderly employees with more years of work experience are assumed to place greater value on receiving assistance and support when adopting technology [37]. Men tend to rely less on facilitating conditions when considering the use of a new form of technology, while women tend to attach more importance to external supporting factors [44]. In addition, it is assumed that larger farms possess the organizational prerequisites for the adoption of new technologies, e.g., due to the economies of scale [45]. From this, the following hypotheses for this study are derived:

Hypothesis 4 (H4). Facilitating conditions have an influence on behavioral intention.

Hypothesis 4a (H4a). Gender, age, work experience, and farm size have an impact on the relationship between facilitating conditions and behavioral intention and on the relationship between the facilitating conditions and use behavior.

Hypothesis 4b (H4b). Facilitating conditions have an influence on use behavior.

Hedonic motivation is defined as the amusement that results from the use of the system. It describes the respondent’s motivation to use a system or technology. In the context of precision agriculture, for example, strict environmental laws, public concerns about excessive application of agrochemicals, and the economic benefits from reduced farm inputs and improved farm management efficiency can serve as motivators for the adoption of new technologies [46]. However, hedonic motivation in particular refers to an individual’s positive motivations and is characterized by a special multidimensionality, which applies to both monetary and non-monetary aspects [47]. Furthermore, age and gender are related to hedonic motivation in that young males are more likely to seek novelty and innovativeness in the early stages of using a new form of technology [48]. Further, as experience increases, the attractiveness of novelty, which contributes to the effect of hedonic motivation on technology use, will decrease [25]. In addition, farm size in conjunction with risk aversion or risk perception seems to play a role in farmers’ technology adoption behavior [21]. Hedonic motivation is therefore potentially moderated by age, gender, and work experience [25]. The following hypotheses are established:

Hypothesis 5 (H5). Hedonic motivation significantly influences behavioral intention.

Hypothesis 5a (H5a). Gender, age, work experience, and farm size have an impact on the relationship between hedonic motivation and behavioral intention.

Price value represents the trade-off between the benefits of using a system or technology and the monetary costs of using it. If the perceived benefits exceed the monetary costs, the respondent is more likely to use the system. In this context, price value has a positive influence on the behavioral intention to use smart products. Farmers engage in
a business with their farm and are required to generate profit for their farm in order to remain competitive [36]. The price value that farmers receive for adopting a system or technology is an important factor from the farmers’ perspective. The perceived complexity of new technologies is partly attributed to the required change in the way farmers work, moving from experience-based decisions to data-driven processes, which can lead to uncertainty about the potential costs and benefits of the technology [17,49,50]. Men tend to act competitively and make decisions based on selective information, while women operate more dependently and cooperatively; therefore, they pay more attention to prices and act more cost-conscious than men, a tendency that is reinforced with age and experience [51]. Since investment behavior differs between small and large farms, it is assumed that this also applies to price value [29]. The following hypotheses are set for the study:

**Hypothesis 6 (H6).** Price value has a significant influence on behavioral intention.

**Hypothesis 6a (H6a).** Gender, age, work experience, and farm size have an impact on the relationship between price value and behavioral intention.

Habit is defined as the extent to which people tend to perform behaviors automatically due to learning. Habit is assumed to influence both behavioral intention and use behavior [25]. Experience must also be taken into account, since the relationship between experience and habit is formed and reinforced by repeated behavior [52]. In the context of this study, habit refers to how quickly the use of smart products becomes a routine for the farmer and proceeds as an automated behavior. Since experience is considered to be a condition for habit formation and different individuals may form different levels of habit over a period of time, experience is expected to exert a moderating effect on the relationship between habit and behavioral intention [25]. Studies showed that once older people have formed a habit through repeated use of a particular technology, it is difficult for them to override their habit to adapt to a different environment, as aging leads to a decreasing capacity to process information. [25]. In addition, men are more likely to rely on habits acquired through usage experiences to determine their behavioral intention [53]. Since farmers differ in terms of their behavior, e.g., risk perception, and habits are influenced by experience, it is assumed that farm size also has an influence on farmers’ habits [54]. The following hypotheses are set for the study:

**Hypothesis 7 (H7).** Habit has a significant influence on behavioral intention.

**Hypothesis 7a (H7a).** Gender, age, work experience, and farm size have an impact on the relationship between habit and behavioral intention.

**Hypothesis 7b (H7b).** Habit has a significant influence on use behavior.

In order to adapt the UTAUT 2 model to the research question of this study, the following two additional constructs were integrated into the model: trust and technology readiness. Earlier study findings that addressed the role of trust and readiness in the context of technology acceptance among farmers motivated the inclusion of these constructs [55–57]. Trust is an important determinant for a successful business relationship in the agricultural branch. Empirical research suggests, for example, that low rates of technology adoption are more often due to a lack of trust than cost. Even if farmers learn of the potential benefits of a technology, some lack confidence that the new technology will function as it is purported to [58]. Simultaneously, improving trust by believing that the technology will deliver the expected results, as well as understanding the process to achieve a goal with the technology if a process fails, is believed to lead to higher adoption rates of the technology [59]. Similar findings emerged in an investigation of farmers’ acceptance regarding the adoption of innovative green technologies [60]. Therefore, trust was supplemented as an additional construct to the original model. In addition, it is assumed that women often have more
confidence than men and that confidence decreases with age [61]. Furthermore, in the case of cloud technologies, experience has been found to influence the relationship between trust and behavioral intention; therefore, a moderating effect is expected here as well [62]. Farm size also appears to moderate this relationship [63]. Altogether, the study results in the following hypothesis:

**Hypothesis 8 (H8).** Trust has a significant influence on behavioral intention.

**Hypothesis 8a (H8a).** Gender, age, work experience, and farm size have an impact on the relationship between trust and behavioral intention.

A further construct added to the model is technology readiness. Technology readiness comprises an individual’s readiness to personally assess technological progress as an added value. It includes both personal competence beliefs and control beliefs, i.e., a person’s belief that he or she is competent in using a particular technology [64]. In this context, personal interest in technical innovations and user involvement play a predominant role [64]. It is assumed to directly influence both behavioral intention and use behavior. This hypothesis is based on studies that have already identified technology readiness as a factor in technology adoption, albeit not in direct relation to smart products [65–67]. Technology readiness, therefore, encompasses the extent to which an individual is personally prepared for technology implementation. If farmers believe that a system or technology matches their needs and is compatible with their personal environment, it is considered likely that the technology will be adopted because they consider it to be a positive investment [68]. Furthermore, the perception of safe handling of smart products also represents technology readiness, as it reflects the self-concept of an individual’s own abilities as well as the extent of the individually perceived controllability of the technology [13,64]. In the initial stages of using a new form of technology, young men are more inclined to explore for novelty and innovation, whereas elderly people tend to exhibit fear of loss of control and incompetence [44,48,69]. Other studies focused on how experience influences technology readiness, suggesting that the higher a person’s technology-related experience is, the higher his or her technology readiness is [70]. The following hypotheses are derived:

**Hypothesis 9 (H9).** Technology readiness has a significant influence on behavioral intention.

**Hypothesis 9a (H9a).** Gender, age, work experience, and farm size have an impact on the relationship between technology readiness and behavioral intention and on the relationship between the facilitating conditions and use behavior.

**Hypothesis 9b (H9b).** Technology readiness has a significant influence on use behavior.

Usage behavior describes the actual use of a system or technology and is assumed to be influenced by behavioral intention. Behavioral intention contains the intention or non-intention to use smart products. It reflects farmers’ attitudes toward smart products, with a certain influence of moderators on the strength of the relationships between the independent variables and behavioral intention. It is expected that behavioral intention has a significant positive influence on technology usage [26,71]. Older and less experienced persons do not adapt favorably to technological change because the ability to acquire new technical skills diminishes with age [72]. Since women and men encode and process information on the basis of different socially constructed cognitive structures, which in turn contribute to the use behavior of technology, it is assumed that gender has a moderating effect [44]. In addition, farm size influences the use of technology as they are evaluated in terms of their intended use [73]. Therefore, the following hypotheses are put forward:

**Hypothesis 10 (H10).** Behavioral intention has an influence on use behavior.
Hypothesis 10a (H10a). Gender, age, work experience, and farm size have an impact on the relationship between behavioral intention and use behavior.

3. Materials and Methods
3.1. Sampling and Analysis Methods

The data for this study were collected in the period from June to August 2020 via a standardized and anonymized online survey. A total of 523 farmers from Germany participated in the survey. Before the official activation of the online questionnaire, experts from agricultural economic research as well as farmers (livestock and crop professional farms) pre-tested the survey for one week in order to prevent misunderstandings within the questionnaire. Contacting the farmers was accomplished via different channels. The inquiries with a request to forward the questionnaire were directed to the Lower Saxony Chamber of Agriculture, the regional offices of the German Farmers’ Association, the social media websites of relevant agricultural magazines (Topagrar, Farm Food Future, Hoftierarzt), as well as private networks such as Xing or Facebook. The questionnaire was preceded by a definition of smart products to ensure a common understanding among the participating farmers (“More and more devices are connected to the internet. Smart products collect data via corresponding sensors, evaluate them and forward them via the Internet or receive data from other smart products. The “intelligence” of these products means that they perform tasks independently and communicate with other products.”). In addition, the following three examples were mentioned, and their functionality was explained: smart phone, smart ear tag, and smart pig counter. The questionnaire was divided into three parts. In the first part, farmers were asked about their socio-demographic and farm characteristics, e.g., age, gender, education, work experience, farm size. The second part consisted of 55 statements designed to determine farmers’ attitudes toward smart products. The “intelligence” of these products means that they perform tasks independently and communicate with other products.”). In addition, the following three examples were mentioned, and their functionality was explained: smart phone, smart ear tag, and smart pig counter. The questionnaire was divided into three parts. In the first part, farmers were asked about their socio-demographic and farm characteristics, e.g., age, gender, education, work experience, farm size. The second part consisted of 55 statements designed to determine farmers’ attitudes toward smart products. The given statements required responses based on five-point Likert scales ranging from “strongly disagree” to “strongly agree” and serve as indicators of the constructs analyzed in the UTAUT 2 model. The third part consisted of 10 statements designed to determine farmers’ perceptions of the national adoption of smart products. Furthermore, a control question to ensure the response quality was included.

A modified UTAUT 2 model was used for the analysis. The constructs of the model, whose relationship with behavioral intention and use behavior is intended to be examined, are so-called latent variables. Latent variables are not directly observable and must therefore be described through empirical indicators [74]. In this study, a partial least squares (PLS) analysis was adopted. PLS analysis is used to determine the interrelationships of latent variables, which are the determinants of behavioral intention and usage behavior of smart products, in the form of the extended UTAUT 2 model. In a reflective measurement model, as presented in this article, it is assumed that the indicators are caused by the latent variables [74]. The indicators are linked to the associated latent variables through a simple regression. Finally, the model examines the relationships between the latent variables. In order to examine the moderating effects of age, gender, work experience, and farm size, a multi group analysis (MGA) is applied. The MGA offers the possibility to subdivide a moderator into groups and to examine the influence continuously throughout the model [75]. The groups were allocated to provide comparable group sizes. SmartPLS 3.3.2 analysis software was used to conduct the PLS analysis [76]. IBM SPSS Statistics 26 software was applied for the descriptive analysis of the questionnaire.

3.2. Quality Criteria of the Measurement Model

The evaluation of the measurement model provides information on the extent to which the theoretically assumed measurement and structural model are represented by the empirically estimated results. The most important assessment criteria for the measurement model are the internal consistency reliability, convergence validity, and discriminant validity. First of all, the internal consistency reliability is evaluated by the composite reliability
and Cronbach’s alpha values. The composite reliability serves as the first step in order to test the quality of the measurement model and provides information on whether a specific indicator is sufficient to describe the assigned construct. Values for composite reliability that are between 0.6 and 0.7 are considered acceptable in exploratory research. A value of 0.7 ensures that at least 50% of the variance of the indicator is explained by the assigned construct [77]. To verify whether the set of indicators adequately describes the assigned construct, Cronbach’s alpha values are determined [78]. These values should ideally exceed 0.7 [79].

Convergence validity describes the extent to which a measurement is positively correlated with an alternative measurement of the same construct. For testing, the loadings of the indicators as well as the average variance extracted (AVE) are considered. The indicator loadings should normally exceed a value of 0.7. However, indicators with lower charges are retained if they contribute appropriately to content validity and are not below 0.4 [80]. The AVE is considered to be the mean of the squared loadings of all of the indicators related to the construct. An AVE of more than 0.5 indicates that the construct explains, on average, more than half of the variance of its indicators [81]. Values of 0.6 or more represent a good construct reliability [82].

Discriminant validity of a measurement model describes the extent to which a construct actually differs from other constructs along empirical standards and is measured by various criteria. The first criterion pertains to the cross-loadings of the indicators, which implies that the loading of an indicator on its associated construct should be higher than any of its cross-loadings on any other construct [81]. Cross-loadings that are higher than the actual indicator loadings on the associated construct indicate a lack of discriminant validity. The second approach to assessing the discriminant validity of construct measures is the Fornell–Larcker criterion. It compares the square root of the AVE with the correlations of the latent variables, where the square root of the AVE of each construct should be greater than its highest correlation with any other construct [83]. Nevertheless, neither the cross-loadings nor the Fornell–Larcker criterion are considered to be truly reliable for identifying discriminant validity problems [84]. For this reason, the third criterion considered is the heterotrait/monotrait ratio (HTMT) of the correlations. The HTMT criterion describes the relationship between the following two types of correlations: the correlations between indicators that measure different constructs and the correlations between indicators that each measure their own construct. If the pathway model contains constructs that are conceptually very similar, an HTMT threshold of 0.9 should not be exceeded; if the constructs in the pathway model are conceptually more different, an HTMT threshold of 0.85 applies [84]. An HTMT value higher 0.9 indicates a lack of discriminant validity. Table 1 gives an overview of the quality criteria for the measurement model.

### Table 1. Quality criteria with threshold values of reflective measurement models [81,84].

| Internal consistency reliability | Composite reliability > 0.6 [82] |
|---------------------------------|---------------------------------|
| Cronbach’s alpha > 0.7 [79]    |                                 |

| Convergence Criteria            | Indicator loading > 0.7 [77] |
|---------------------------------|-------------------------------|
| AVE > 0.5 [81]                  |                               |

| Discriminatory Validity         | Cross loadings < loadings on the associated construct [81] |
|---------------------------------|----------------------------------------------------------|
|                                  | Fornell–Larcker criterion < square root of AVE [81]     |
|                                  | HTMT of the correlations < 0.9 [84]                     |

AVE, average variance extracted; HTMT, heterotrait/monotrait ratio.

### 3.3. Quality Criteria of the Structural Model

Evaluation of the structural model includes examining the predictive ability of the model and testing the relationships between the constructs. The structural model is a representation of the possible factors influencing the variable to be explained and thus examines the relationships between the variables [75]. Initially, collinearity is assessed
because the estimation of path coefficients in the structural model is based on regressions between each endogenous latent variable and its driver constructs, and the path coefficients are biased when critical levels of collinearity exist between the driver constructs. Tolerance levels below 0.2 in the driver constructs are considered to be an indicator of collinearity [80].

The path coefficients of the structural model can be interpreted in the same way as the beta coefficients of a regression analysis. The coefficients are checked for their extent and significance using t-statistics. For this study, the path coefficients’ significance is determined by means of the non-parametric bootstrapping method [85]. The bootstrapping method generates subsamples that are randomly drawn from the data set. These are covered before each new path. The subsamples are used to estimate the PLS path model. The parameter’s estimates (for example loadings and path coefficients) of the subsamples are used to calculate the standard deviation. This results in the t-values for the significances of the parameters [81,86]. The path coefficients should exceed a value of 0.2 to be considered a meaningful influencing factor [81]. In some cases, path coefficients above 0.1 are accepted as having a considerable influence [87].

The coefficient of determination, $R^2$, is a measure of the model’s predictive performance and is calculated using the squared correlation between the actual and predicted values for a specific endogenous construct. The coefficient thus represents the combined effects of all of the exogenous latent variables on the endogenous latent variable [88]. The larger $R^2$ is, the higher the proportion of the explained variance is [81]. For some scientists, an $R^2$ with a value of more than 0.25 is considered acceptable [89]. This ensures that at least 25% of the variance of the endogenous variable is explained by the influencing factors.

In addition to evaluating the $R^2$ values of all the endogenous constructs, the $f^2$ effect strength tests whether an exogenous construct exerts a substantial influence on an endogenous construct. Therefore, the change in the $R^2$ value for a specific endogenous construct is determined for a case where the exogenous construct is excluded from the structural model [80]. For the assessment of $f^2$ values, 0.02, 0.15, and 0.35 represent small, medium, and large effects of the exogenous latent variables, respectively, while effect strengths of less than 0.02 indicate that no effect exists [90].

The predictive validity of the model can be determined using the Stone–Geisser test [91,92]. The test is determined using the so-called blind folding procedure, which systematically assumes that part of the raw data matrix is missing in the parameter estimation [85]. The procedure removes the data and treats them as missing values in the parameter estimation. This shows how accurately the data can be reconstructed by the model. A $Q^2 > 0$ implies that the model has a good predictive validity [81]. Table 2 gives an overview of the quality criteria for the structural model.

| Quality Criteria | Threshold Values |
|------------------|------------------|
| Collinearity     | Collinearity < 0.2 $f^2 > 0.02$ |
| Relevance and significance of the path coefficients | t-value $\geq 1.65$ [80] |
|                  | p-value $\leq 0.05$ [80] |
| Coefficient of determination ($R^2$) | $R^2 > 0.25$ [89] |
| $f^2$ effect strengths | $f^2 > 0.02$ [90] |
| Predictive relevance (Stone–Geisser’s $Q^2$) | $Q^2 > 0$ [81] |

The UTAUT model also includes the moderating effects on the relationship between the constructs, behavioral intention and use behavior. The effect must be taken into account when calculating the model. A moderator is a qualitative or quantitative variable that affects the direction or strength of a relationship between an independent variable and a dependent variable [93]. For this model, gender, age, work experience, and farm size are considered to be moderators that influence the relationships between each construct, and behavioral intention and use behavior. In this study, the MGA is well suited for examining continuous moderating effects throughout the model. For continuous moderators, such
as age, work experience, and farm size, using the moderating effects in SmartPLS 3 is reasonable [77]. The PLS-MGA calculates two separate bootstraps for the groups to be compared [94].

4. Results
4.1. Sample Description

The sample (n = 523) is composed of 77.1% men and 22.9% women. According to the relative composition of the population of farmers in Germany, the proportion of women is about 36%, thus women remain slightly underrepresented in this study [95]. Of the respondents, 21.6% are older than 55, slightly underrepresenting the average age of employees, as one-third of all agricultural employees in Germany are older than 55 [95]. Of the respondents, 36% hold an agricultural apprenticeship, attended a special agricultural college, or own a Meister (master farmer) degree. In this case, the average of the educational distribution of German farmers, where 68% have the above types of educational qualifications, has fallen rather short [95]. Moreover, 44.4% of the respondents in the sample hold a university degree. Overall, the proportion of farmers with a university degree in Germany amounts to 12%, which leads to an overrepresentation of academics [95]. The majority of respondents live in Lower Saxony, North Rhine-Westphalia, and Bavaria. The same federal states have the highest share of professional farms in total farms in Germany [96]. With an average farm size of 374.12 hectares, large farms are substantially overrepresented, as the national average for farms with 200 to 499 hectares is about 16.3% [97]. The study cannot be considered representative, as the distribution in the aforementioned criteria differs from the distribution of the German population. For further information on the profiles of the respondents, please refer to Appendix A.

4.2. Results of the PLS Analysis

A PLS analysis was applied for the calculation and evaluation of the extended UTAUT model. The PLS algorithm analyzes the relationship between latent constructs in the UTAUT model. Latent constructs in the UTAUT model are considered unobservable and are characterized by empirically sampled indicators. To determine the significance of item loading, a bootstrap procedure with 5000 subsamples was performed. All of the external loadings of the indicators exceed the required value of 0.6 and 0.7, respectively. The constructs that remained in the model after the measurement model’s quality criteria were verified consisted of performance expectancy, effort expectancy, social influence, facilitating conditions, hedonic motivation, price value, trust, technology readiness, behavioral intention, and use behavior (see Appendix B). Since the construct habit failed to meet the quality criteria of the measurement and structural model, in particular discriminant validity within the HTMT of the correlations, it was removed from the model.

To assess the reliability of the constructs, composite reliability and AVE were calculated. All of the AVE and composite reliability values are above the recommended threshold, suggesting an acceptable construct reliability. Appendix C shows the construct reliability results. To assess discriminant validity, cross-loadings, the Fornell–Larcker criterion, and the HTMT ratio were examined. The HTMT ratio is considered to be the most reliable of the above criteria and describes the relationship between the following two types of correlations: the correlations between indicators that measure different constructs and the correlations between indicators that each measure their own construct. All of the measures of discriminant validity meet the recommended threshold values (see Appendix D).

Initially, examination of the structural model revealed that there was no critical level of collinearity. Figure 2 shows the results of the path coefficients calculated with the PLS algorithm. The paths of performance expectancy, social influence, facilitating conditions, hedonic motivation, trust, and technology readiness have a significantly positive influence on behavioral intention. Furthermore, facilitating conditions, technology readiness, and behavioral intention have a significantly positive influence on use behavior. Technology readiness, hedonic motivation, and social influence have the strongest influence on behav-
orial intention, whereas technology readiness and behavioral intention have the strongest influence on use behavior. The path coefficients of effort expectancy (−0.057) and price value (0.042) are very low and show no significance. These path coefficients are not truly of interest for interpretation, even if they were significant, since they are below 0.1 [77]. The coefficient of determination $R^2$ reaches a value of 63.1% for behavioral intention and 35.5% for use behavior. To examine the moderating effect of gender, age, work experience, and farm size, the MGA was applied. Moderators can affect the strength and direction of a relationship in the model [93]. The MGA is suitable because it allows a moderator to be continuously evaluated in the full model [75].
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Figure 2. Results of the PLS analysis: Determinants of behavioral intention and the use behavior of smart products. The values are presenting the path coefficients. Significance level: $^* p \leq 0.01$, $^{**} p \leq 0.001$; Broken/missing line: not significant; $n = 523$. Adapted from [26]. Copyright © 2003, Regents of the University of Minnesota. Reprinted by permission.

No significant effects could be identified for the gender moderator. Farm size has a moderating effect on the relationship between facilitating conditions and behavioral intention, whereby its impact is stronger for farms with more than 140 hectares. Furthermore, farm size has a moderating effect on the relationship between technology readiness and behavioral intention, with the effect here being stronger for farms up to 140 hectares. Both of these moderating effects are significant (see Appendix E). Age has a moderating effect on the relationship between technology readiness and behavioral intention. The effect is significant and stronger for the group of younger respondents up to 30 years old in comparison to farmers aged 31 years and older (see Appendix F). Work experience has a moderating effect on the relationship between price value and behavioral intention. The effect of price value is significant and is strongest for the group of respondents with over 30 years of work experience, compared to all of the other farmers. Furthermore, work experience has a moderating effect on the relationship between technology readiness and behavioral intention. The effect of technology readiness is significant as well and is strongest for the group of respondents with up to 10 years of work experience, compared to farmers with 11 or more years of work experience (see Appendix G). It becomes clear that 13 of the 23 hypotheses can be confirmed.

5. Discussion

The adoption of smart farming solutions, in this case so-called smart products, depends indispensably on the acceptance of farmers. Therefore, the determinants that influ-
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ence farmers’ behavioral intention and use behavior with regard to smart products were investigated. Statements such as “I would use smart products if there were advantages for animal health, animal welfare, animal behavior or hygiene conditions in the farm” were supported by the majority of respondents (84.3%, n = 441). The statement “I plan to use smart products on my farm in the future” was still affirmed by 61.5% (n = 322) of respondents. This value contrasts the study results that indicate a hesitant adoption of smart farming technologies among farmers [60,98,99]. In other studies, the majority of German farmers are considered to be sympathetic towards the adoption of innovative technologies [100]. This could be explained by the fact that new technologies in the field of smart farming may have become particularly widespread in the last few years. In the course of the evaluation, several influencing factors were discernible.

First, the farmers’ technology readiness has both the strongest influence on their intention to use smart products (0.280) and on their use behavior (0.321), which makes it the strongest determinant of smart product use. If a farmer features the technological readiness, the adoption of smart products becomes more probable. One of the few studies to examine technology readiness for IoT implementation on farms also emphasizes the importance of technology readiness for adoption [57]. The present study identified a moderating effect of farm size on technology readiness, such that it exerts a greater influence on smart products behavioral intention for large-scale farms of 140 hectares or more. Other studies have already demonstrated that the adoption of smart farming technologies is positively correlated with farm size [19,21,27]. Furthermore, technology readiness is moderated by the farmer’s work experience; thus, the influence of technology readiness is stronger for farmers with less than 30 years compared to farmers with more than 30 years of work experience. A moderating effect on the relationship between technology readiness and behavioral intention was also identified for age, which is higher for farmers up to 30 years of age than for those over 30. The results are also consistent with previous research findings regarding technology adoption on farms [101,102].

Hedonic motivation was identified as the second strongest determinant (0.194). Thus, the farmer’s motivation plays a major role in the intention to use smart products. Relevant motivators within the scope of the model presented in this study are technology affinity on the one hand and sustainability aspects on the other. The statement “I enjoy testing new technologies” was agreed to by 79.7% (n = 417) of respondents, either somewhat or completely. Previous studies have demonstrated that innovativeness and technology affinity have a significant positive effect on the adoption of precision agriculture technologies [7,103]. Regarding the statement, “I would like to produce more sustainably by using resources optimally with the help of digitalization”, 80% (n = 418) of the respondents agreed rather or completely. Intrinsic motivation plays an important role in transforming organizations into ecologically sustainable businesses [104]. With respect to precision agriculture, it has been shown that younger farmers are more willing to implement new technologies due to their stronger interest in them [105]. At the same time, the probability of farmers using a computer decreases with age [106]. This study could not detect a significant moderating effect of age on the relationship between hedonic motivation and behavioral intention.

Social influence was identified as the third strongest determinant (0.167). Consequently, the farmer’s social environment plays a crucial role in the acceptance and behavioral intention regarding smart products. The factors influencing the farmers’ attitudes and decisions related to the adoption of technological innovations have been extensively studied. Among other factors, the social environment, including family but also colleagues, plays a major role in many of the decisions that farmers face [35,107]. It can be assumed that farmers discuss the implementation of new technologies in the context of smart products with family members. The general attitude of farmers is further influenced by the social environment [34]. For farmers, familiar social contacts and interaction with colleagues are particularly important for successful technology implementation, as their learning pro-
cesses are primarily socially oriented [108]. Thus, the present results support the findings of previous studies.

Performance expectancy was identified as another determinant (0.159) within the model. The statement, “smart products can relieve me of certain work processes” was agreed with, from somewhat to completely, by 81.9% (n = 428) of the respondents. Some studies have argued that technologies in agriculture are often insufficiently adapted to the context and needs of farmers, thus the decision not to adopt technology can be characterized as rational because it contradicts the farmer’s performance expectation [109,110]. Expected performance in terms of profit favors the farmer’s adoption of technology because of the prospect of higher yields as well as more stable revenues [111]. This could be confirmed based on the results of this study.

The facilitating conditions not only have a significant positive impact on behavioral intention (0.104), but also on the actual use behavior (0.167) of smart products. It is likely that farmers who have good prerequisites to implement smart products on their farms will be more likely to adopt them. Furthermore, a moderating effect of farm size on facilitating conditions was identified, whereby the facilitating conditions show a stronger effect on the relationship with the intention to use smart products for larger farms of 140 hectares or more. A previous study demonstrated that a favorable farm environment increases the probability that a farmer will adopt technology [112].

A significant influence on behavioral intention could also be demonstrated for the construct of trust. Similar to the facilitating conditions, the influence is rather small (0.104). In a previous study examining the influence of trust on the farmers’ intention to use IoT technologies, trust was not found to be a significant factor regarding adoption [57]. However, even though the impact was identified as rather low in the context of this study, trust is crucial for the adoption of smart products, as they have the potential to be complex or poorly conceptualized, which may entail security risks, whether real or perceived [113]. In this study, the statement, “I would follow a recommendation given to me by a smart product” was agreed to somewhat or completely by 53.3% of the respondents.

The farmers’ perception of price value (0.042) and effort expectancy (−0.057) were identified as factors with negligible influence in this study. Studies of precision agriculture report that farmers face adjustments in their operation, transitioning from experience-based decisions to data-driven processes, leading to uncertainties about the potential costs and benefits of the technology [17,109]. In addition, farmers indicate that the costs of smart farming technologies can be unaffordable, and the expectations diverge between experts and farmers regarding the benefits of smart farming technologies [27,114,115]. Simultaneously, the demands on the farmers’ knowledge and skills have increased due to the growing complexity of technology and management tasks [100]. The farmers’ experience with former technology adoptions, in which production increases and labor savings were overestimated, can also contribute to unfulfilled expectations and critical attitudes toward innovative technologies [109]. Furthermore, a moderating effect of work experience on the relationship between price value and behavioral intention was found. For farmers with 10 or less years of work experience, the effect is significantly stronger than for farmers with more than 10 years of work experience.

Last, the hypothesis suggesting that behavioral intention influences actual use behavior could be confirmed [25,26]. Behavioral intention thus has a strong influence on whether farmers will actually use smart products. Furthermore, the results demonstrate that the majority of the farmers surveyed are open-minded and interested in the application of smart products.

Conducting an online survey surely poses some limitations. For example, it may limit representativeness because of the differences in internet use among certain segments of the population. Women, older people, and people with little education are less likely to use the internet than men, younger people, and people with higher education [116]. This could be confirmed by the fact that academics are overrepresented in this study. By conducting the survey online, some population groups are reached more easily than others. Persons
identifying themselves as technology-averse may already be unlikely to participate in an online survey. For this reason, a bias is likely to exist, since the rather positive opinion of the sample could overestimate that of reality. Therefore, online surveys can pose a so-called problem of representativeness. The representativeness can be improved by a parallel application of multiple recruitment methods [117]. With regards to the research question of the present study, the adopted model has a limitation. Due to discriminant validity problems, the construct of habit could not be retained in the model. Habit describes the extent to which respondents learn to perform behaviors automatically. In this case, habit would have signified how quickly and easily smart products could be integrated into the organizational processes of a farm and into a farmer’s existing routines. Besides habit, it cannot be denied that the farmers’ behavioral intention and use behavior with respect to smart products are influenced by other factors that were not considered in the study’s model. Furthermore, farmers who express an intention to use smart products may not realize it in actual use, which is referred to as the intention–behavior gap [118].

Another point of discussion is the strength of the path coefficients and their relevance. The benchmark values for path coefficients are debated in the literature. While some authors consider a value of 0.2 to be acceptable [77], others invoke a value of 0.1 [87]. Thus, it is questionable whether an influence with a path coefficient below 0.1 is worth considering.

The constructs of effort expectancy (−0.057) and price value (0.042) have a weak influence and were included in the model in the present study. In spite of the limitations outlined above, the UTAUT model appears to be the appropriate conceptual framework for the study conducted. Hence, more than 60% of the variance in behavioral intention and 35% of use behavior could be explained by the determinants embodied in the model.

The question arises as to how smart products can be further disseminated within the framework of smart farming in order to provide a contribution to more sustainable agriculture, and what managerial implications may be derived from the presented results for different stakeholders. These recommended approaches address manufacturers that develop and offer smart technologies, and policymakers in particular. Smart farming manufacturers have a number of opportunities to contribute to the proliferation of smart products. These opportunities relate on the one hand to a specific product itself and on the other hand to their communication with the outside community. Since trust affects the farmers’ behavioral intent, compatibility between individual technical systems and the exchange of monitoring data are important aspects, which can be achieved, for example, by establishing internationally applicable legal standards. Since facilitating conditions and performance expectancy have a high influence, companies should prioritize the service they provide and, in the case of farmers, availability in particular. This includes correct installation, necessary maintenance, and support in operating and problem issues. Given that hedonic motivation also has an influence on use behavior, the utilization of a smart product should be associated with a positive experience, which is why products should be designed to be simple and user-friendly in terms of haptics and user interface in order to facilitate uncomplicated use. Furthermore, manufacturers or consulting agencies should clearly communicate the benefits and limitations of smart products to farmers. Ultimately, manufacturers provide the support farmers need, make it easier to learn how to use smart products, and can help reduce uncertainty and complexity. In the context of sustainability, importance should continue to be attached to energy being supplied from renewable sources, such as solar energy. Smart products in agriculture must also be resilient and error-tolerant in order to ensure sustainable operations.

Considering the present results, recommendations can also be provided to policymakers. As facilitating conditions constitute one of the most important determinants for farmers to utilize smart products, the government should provide the necessary assistance for their adoption. This includes the promotion of nationwide broadband coverage, since the majority of agriculture is practiced in rural areas. As farmers’ trust is also considered important, policymakers should resolve ambiguities in data security and data sovereignty. Another approach to unite the different stakeholders’ interests is to establish a central
platform for smart farming issues, where farmers can receive advice and possibly training on smart farming and smart products. In addition, they could also express concrete wishes and suggestions for products on such a platform, which in turn could benefit smart farming manufacturers. As agriculture offers diverse farm activities, a central platform can also support the development of individual farm business solutions.

6. Conclusions

All in all, the study shows that smart products are perceived rather positively by farmers. This is echoed in the farmers’ use patterns, as 65.8% of respondents reported that they already use smart products on their farm. Among the most impactful determinants of behavioral intention and use behavior, technology readiness and the farmers’ hedonic motivation were identified. In addition, social influence, trust, and facilitating conditions further play important roles in the intention to use smart products. Moderating effects of age, work experience, and farm size have been identified as influencing the farmers’ intention to use smart products.

Since this study identified important determinants of the farmers’ behavioral intention and use behavior regarding smart products, it is relevant to investigate how each determinant can be utilized and designed for farmers to ensure farmers’ willingness and use behavior not only in Germany but on an international level. Smart farming and smart products have the potential to assist farmers in producing in a more resource-efficient, sustainable, and profitable way that also benefits the environment and the climate. However, the preconditions are that unresolved questions and concerns about data security are eliminated and that farmers can access a central point of contact for smart farming issues.

In future research, farmers could be further segmented according to their farm activities. For example, differences in technology acceptance between livestock farmers and crop farmers might be investigated. This would allow the determinants of behavioral intention to be identified even more precisely in terms of farm activities. This segmentation could help to develop smart products that are even more target-group-specific and adapt them to the wishes and needs of farmers. In addition, research is required to develop new solutions to circumvent the aspects of using smart products that are negatively perceived by farmers, such as the effort involved in learning how to use them or data sovereignty aspects.
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Appendix A

Table A1. Sample description, $n = 523$.

| Variable            | Description                  | Frequency | Percentage |
|---------------------|------------------------------|-----------|------------|
| Gender, $n = 523$   | Male                         | 403       | 77.1       |
|                     | Female                       | 120       | 22.9       |
| Age, $n = 523$      | Up to 30 years               | 141       | 27.0       |
|                     | 31 to 50 years               | 208       | 39.8       |
|                     | Older than 50 years          | 174       | 33.2       |
| Education, $n = 523$| No graduation                | 1         | 0.2        |
|                     | Lower secondary education    | 2         | 0.4        |
|                     | Middle school education      | 9         | 1.7        |
|                     | Agricultural education       | 26        | 5.0        |
|                     | Professional school/Meister  | 162       | 31.0       |
|                     | A level                      | 66        | 12.6       |
|                     | University degree            | 232       | 44.4       |
|                     | Doctorate or habilitation    | 12        | 2.3        |
|                     | Other                        | 13        | 2.5        |
| German state, $n = 523$ | Lower Saxony                 | 123       | 23.5       |
|                     | North Rhine-Westphalia       | 93        | 17.8       |
|                     | Bavaria                      | 71        | 13.6       |
|                     | Hesse                        | 39        | 7.5        |
|                     | Baden-Wuerttemberg           | 36        | 6.9        |
|                     | Saxony-Anhalt                | 34        | 6.5        |
|                     | Other                        | 127       | 24.2       |
| Work experience, $n = 523$ | Up to 10 years              | 147       | 28.5       |
|                     | 11 to 30 years               | 227       | 43.4       |
|                     | More than 30 years           | 149       | 28.1       |
| Farm Size, $n = 523$ | Up to 140 hectares           | 274       | 52.4       |
|                     | More than 140 hectares       | 249       | 47.6       |

Appendix B

Table A2. Constructs with corresponding items, item loadings, and descriptive analysis with a five-point Likert scale from 1 (totally disagree) to 5 (totally agree), $n = 523$ (originally administered in German).

| Construct                | Corresponding Item                                                                 | Loading | Mean | SD   |
|--------------------------|-------------------------------------------------------------------------------------|---------|------|------|
| Performance Expectancy   | PE1: Smart products can relieve me of certain work operations.                       | 0.863   | 4.17 | 0.841|
|                          | PE2: The use of smart products can reduce the working time for certain activities. | 0.843   | 4.06 | 0.886|
|                          | PE3: By using smart products, I save time on routine tasks on my farm.              | 0.836   | 3.82 | 0.977|
| Effort Expectancy        | EE1: I imagine the handling of smart products to be difficult.                       | 0.746   | 2.80 | 1.023|
|                          | EE2: Learning how to use smart products is difficult for me.                         | 0.806   | 2.41 | 1.089|
|                          | EE3: Safe handling of smart products is not easy for me.                             | 0.634   | 2.63 | 1.163|
|                          | EE4: Using smart products presents a stress factor for me.                          | 0.818   | 2.46 | 1.083|
Table A2. Cont.

| Construct            | Corresponding Item                                                                 | Loading | Mean | SD  |
|----------------------|------------------------------------------------------------------------------------|---------|------|-----|
| **Social Influence** | SI1: I think it is well appreciated among colleagues when I use smart products on my farm. | 0.740   | 3.28 | 1.012 |
|                      | SI2: I think it makes a good impression in society when I use smart products.      | 0.751   | 3.31 | 1.017 |
|                      | SI3: My social environment (neighbors, colleagues, friends) approves of smart products on my farm. | 0.783   | 3.28 | 1.069 |
|                      | SI4: My family is in favor of smart products on my farm.                            | 0.775   | 3.65 | 1.028 |
| **Facilitating Conditions** | FC1: I meet all the technical requirements for using smart products in a targeted manner. | 0.931   | 3.39 | 1.272 |
|                      | FC2: Internet access or mobile internet connection is available on the whole farm. | 0.845   | 3.50 | 1.448 |
| **Hedonic Motivation** | HM1: I want to use smart products when there is an economic benefit.               | 0.828   | 4.36 | 0.813 |
|                      | HM2: I want to produce more sustainably by making the best use of resources with the help of digitization. | 0.852   | 4.11 | 0.946 |
| **Price Value**      | PV1: By using smart products, labor costs can be reduced.                           | 0.844   | 3.69 | 0.960 |
|                      | PV2: By using smart products, I can operate more efficiently.                      | 0.874   | 3.78 | 0.927 |
|                      | PV3: By using smart products, a higher profit can be generated.                    | 0.832   | 3.29 | 0.923 |
| **Trust**            | T1: I trust smart products and the decisions they make.                            | 0.816   | 3.28 | 0.906 |
|                      | T2: I am confident that machines work the way they are programmed.                 | 0.686   | 3.63 | 0.907 |
|                      | T3: I would follow a recommendation that a smart product gives me.                 | 0.730   | 3.49 | 0.774 |
|                      | T4: I feel safe working with smart products.                                        | 0.760   | 3.45 | 0.919 |
| **Technology Readiness** | TR1: Computers are used on the farm for specific tasks (e.g., herd management).    | 0.703   | 4.28 | 1.082 |
|                      | TR2: IT systems on my farm make decisions on their own.                             | 0.667   | 2.27 | 1.184 |
|                      | TR3: Various sensors are used on my farm.                                            | 0.843   | 3.42 | 1.308 |
| **Behavioral Intention** | BI1: I would use smart products on my farm immediately.                           | 0.821   | 3.57 | 1.018 |
|                      | BI2: I plan to use smart products on my farm in the future.                         | 0.901   | 3.63 | 1.116 |
|                      | BI3: I intend to use smart products on my farm in the near future.                  | 0.893   | 3.56 | 1.147 |
| **Use Behavior**     | UB1: Smart phone for monitoring or controlling operating units such as machines or barn equipment, as well as fulfilling documentation obligations or recruiting personnel (operational purposes other than telephoning or other communication) | 1.000   | 3.45 | 1.422 |

* Use behavior was measured by frequency of use using a five-point scale from 1 (never) to 5 (several times a day), n = 523.
Appendix C

Table A3. Internal consistency: Cronbach’s alpha, composite reliability, and AVE of the constructs.

| Construct                  | Cronbach’s Alpha | Composite Reliability | Average Variance Extracted |
|----------------------------|------------------|------------------------|----------------------------|
| Performance Expectancy     | 0.804            | 0.884                  | 0.718                      |
| Effort Expectancy          | 0.751            | 0.840                  | 0.569                      |
| Social Influence           | 0.765            | 0.847                  | 0.581                      |
| Facilitating Conditions    | 0.742            | 0.882                  | 0.790                      |
| Hedonic Motivation         | 0.583            | 0.827                  | 0.706                      |
| Price Value                | 0.809            | 0.887                  | 0.723                      |
| Trust                      | 0.739            | 0.836                  | 0.562                      |
| Technology Readiness       | 0.587            | 0.784                  | 0.550                      |
| Behavioral Intention       | 0.842            | 0.905                  | 0.761                      |
| Use Behavior               | 1.000            | 1.000                  | 1.000                      |

Appendix D

Table A4. Discriminant validity: HTMT.

| Construct | BI | EE  | FC  | HM  | PE  | PV  | SI  | TR  | T   | UB  |
|-----------|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| BI        |    |     |     |     |     |     |     |     |     |     |
| EE        | 0.429 |     |     |     |     |     |     |     |     |     |
| FC        | 0.502 | 0.304 |     |     |     |     |     |     |     |     |
| HM        | 0.865 | 0.446 | 0.384 |     |     |     |     |     |     |     |
| PE        | 0.727 | 0.439 | 0.332 | 0.882 |     |     |     |     |     |     |
| PV        | 0.731 | 0.376 | 0.375 | 0.845 | 0.898 |     |     |     |     |     |
| SI        | 0.715 | 0.345 | 0.396 | 0.736 | 0.621 | 0.735 |     |     |     |     |
| TR        | 0.840 | 0.269 | 0.525 | 0.677 | 0.547 | 0.620 | 0.574 |     |     |     |
| T         | 0.788 | 0.495 | 0.436 | 0.827 | 0.795 | 0.835 | 0.748 | 0.729 |     |     |
| UB        | 0.550 | 0.209 | 0.426 | 0.408 | 0.340 | 0.307 | 0.335 | 0.679 | 0.439 |     |

BI: Behavioral Intention; EE: Effort Expectancy; FC: Facilitating Conditions; HM: Hedonic Motivation; PE: Performance Expectancy; PV: Price Value; SI: Social Influence; TR: Technology Readiness; T: Trust; UB: Use Behavior.

Appendix E

Table A5. MGA results: moderating effects of gender and farm size.

| Path          | Male | Female | Difference | Up to 140 Hectares | More than 140 Hectares | Difference |
|---------------|------|--------|------------|---------------------|------------------------|------------|
| BI → UB       | 0.285 | 0.149  | 0.135      | 0.246               | 0.219                  | 0.027      |
| EE → BI       | −0.080| −0.076 | −0.004     | −0.056              | −0.092                 | 0.036      |
| FC → BI       | 0.098 | 0.109  | −0.011     | 0.042               | 0.194                  | −0.152*    |
| FC → UB       | 0.160 | 0.173  | −0.013     | 0.202               | 0.148                  | 0.054      |
| HM → BI       | 0.202 | 0.144  | 0.058      | 0.161               | 0.225                  | −0.064     |
| PE → BI       | 0.143 | 0.224  | −0.081     | 0.186               | 0.184                  | 0.002      |
| PV → BI       | 0.042 | 0.023  | 0.019      | 0.014               | 0.054                  | −0.04      |
| SI → BI       | 0.157 | 0.248  | −0.091     | 0.150               | 0.191                  | −0.041     |
| TR → BI       | 0.269 | 0.234  | 0.036      | 0.324               | 0.178                  | 0.146*     |
| TR → UB       | 0.270 | 0.416  | −0.146     | 0.344               | 0.220                  | 0.124      |
| T → BI        | 0.113 | 0.066  | 0.047      | 0.146               | 0.038                  | 0.108      |

Significance level: *p ≤ 0.05. BI: Behavioral Intention; EE: Effort Expectancy; FC: Facilitating Conditions; HM: Hedonic Motivation; PE: Performance Expectancy; PV: Price Value; SI: Social Influence; TR: Technology Readiness; T: Trust; UB: Use Behavior.
### Appendix F

Table A6. MGA results: moderating effects of age.

| Path | Up to 30 Years (1) | 31 to 50 Years (2) | More than 50 Years (3) | Difference (1)—(2) | Difference (1)—(3) | Difference (2)—(3) |
|------|--------------------|--------------------|------------------------|-------------------|-------------------|-------------------|
| BI → UB | 0.246 | 0.272 | 0.227 | −0.025 | 0.019 | 0.044 |
| EE → BI | −0.110 | −0.036 | −0.076 | −0.074 | −0.034 | 0.040 |
| FC → BI | 0.086 | 0.042 | 0.170 | 0.044 | −0.083 | −0.127 |
| FC → UB | 0.154 | 0.137 | 0.183 | 0.018 | −0.029 | −0.047 |
| HM → BI | 0.140 | 0.221 | 0.189 | −0.081 | −0.049 | 0.031 |
| PE → BI | 0.068 | 0.242 | 0.164 | −0.173 | −0.096 | 0.077 |
| PV → BI | −0.005 | 0.012 | 0.147 | −0.017 | −0.152 | −0.135 |
| SI → BI | 0.269 | 0.141 | 0.144 | 0.127 | 0.125 | −0.002 |
| TR → BI | 0.433 | 0.170 | 0.210 | 0.264 ** | 0.223 ** | −0.041 |
| TR → UB | 0.310 | 0.300 | 0.354 | 0.009 | −0.045 | −0.054 |
| T → BI | 0.088 | 0.198 | 0.018 | −0.110 | 0.070 | 0.180 |

Significance level: ** p ≤ 0.01. BI: Behavioral Intention; EE: Effort Expectancy; FC: Facilitating Conditions; HM: Hedonic Motivation; PE: Performance Expectancy; PV: Price Value; SI: Social Influence; TR: Technology Readiness; T: Trust; UB: Use Behavior.

### Appendix G

Table A7. MGA results: moderating effects of work experience.

| Path | Up to 10 Years (4) | 11 to 30 Years (5) | More than 30 Years (6) | Difference (4)—(5) | Difference (4)—(6) | Difference (5)—(6) |
|------|--------------------|--------------------|------------------------|-------------------|-------------------|-------------------|
| BI → UB | 0.249 | 0.292 | 0.205 | −0.043 | 0.045 | 0.088 |
| EE → BI | −0.102 | −0.060 | −0.072 | −0.042 | −0.030 | 0.012 |
| FC → BI | 0.036 | 0.110 | 0.102 | −0.074 | −0.065 | 0.008 |
| FC → UB | 0.144 | 0.110 | 0.247 | 0.034 | −0.103 | −0.138 |
| HM → BI | 0.179 | 0.158 | 0.274 | 0.020 | −0.096 | −0.116 |
| PE → BI | 0.062 | 0.274 | 0.106 | −0.212 | −0.044 | 0.168 |
| PV → BI | 0.006 | −0.040 | 0.233 | 0.046 | −0.226 * | −0.273 ** |
| SI → BI | 0.250 | 0.173 | 0.136 | 0.078 | 0.114 | 0.036 |
| TR → BI | 0.412 | 0.233 | 0.131 | 0.179 ** | 0.281 ** | 0.101 |
| TR → UB | 0.293 | 0.333 | 0.309 | −0.040 | −0.015 | 0.025 |
| T → BI | 0.079 | 0.142 | 0.023 | −0.062 | 0.056 | 0.119 |

Significance level: * p ≤ 0.05, ** p ≤ 0.01. BI: Behavioral Intention; EE: Effort Expectancy; FC: Facilitating Conditions; HM: Hedonic Motivation; PE: Performance Expectancy; PV: Price Value; SI: Social Influence; TR: Technology Readiness; T: Trust; UB: Use Behavior.
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