Influence of the presence of multiple resonances on material parameter determination using broadband ferromagnetic resonance spectroscopy
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Abstract

The influence of the presence of multiple resonances in ferromagnetic resonance spectra on extracted material parameters is investigated using numerical simulations. Our results show that the systematic error of assuming an incorrect number of resonances for a material can lead to the extraction of material parameters that significantly deviate from any of the true material parameters. When noise is present in experimental ferromagnetic resonance spectra increasing the frequency range of the broadband characterization can significantly reduce the error-margins when the data is analyzed assuming the correct number of resonances present in the material. For the cases investigated in this study it was found that analyzing the data using a single resonance results in extracted gyromagnetic ratios and effective magnetization parameters that are consistent with the weighted average of the true material parameters. We further provide a cautionary example regarding the extraction of the inhomogeneous linewidth broadening and damping parameters of materials that contain an unknown number of resonances.
I. INTRODUCTION

Ferromagnetic resonance spectroscopy (FMR) is a well established characterization method for magnetic materials\textsuperscript{1–4}. While early experimental techniques were based on resonant cavities operated at a single frequency, recent advancements have led to broadband capabilities based on the use of coplanar waveguides\textsuperscript{5–10}, vector network analyzers\textsuperscript{7,11–17}, and electrically detected FMR\textsuperscript{18–24}. Independent of the experimental details used to carry out these measurements ferromagnetic resonance spectroscopy can provide important information about magnetic material properties including the gyromagnetic ratio $\gamma'$ and the effective magnetization $M_{\text{eff}}$ of the sample under investigation. This is based on the condition for ferromagnetic resonance in a magnetic material that links the resonance frequency $f$ with the free energy density $e$ of the system, which according to Smit and Beljers\textsuperscript{25} can be written as:\textsuperscript{25,26}

$$\left( \frac{f}{\gamma'_0} \right)^2 = \frac{1}{M_s^2 \sin^2 \theta} \left[ \frac{\partial^2 e}{\partial \theta^2} \frac{\partial^2 e}{\partial \phi^2} - \left( \frac{\partial^2 e}{\partial \theta \partial \phi} \right)^2 \right],$$  

(1)

where $\gamma'_0 = \mu_0 |\gamma'|$ is the reduced gyromagnetic ratio $\gamma' = \frac{\gamma}{2\pi}$ rescaled by the vacuum permeability $\mu_0$, $M_s$ is the saturation magnetization, $\theta$ the polar angle, and $\phi$ the azimuthal angle of the magnetization. The general expression for the resonance condition given by equation (1) can be simplified when the sample is saturated along a high symmetry direction. In the case of a thin film one can show that if the sample is saturated along the out-of-plane direction that the resonance condition is given by\textsuperscript{27,28}:

$$f = \gamma'_0 (H - M_{\text{eff}}).$$  

(2)

Here we have introduced the effective magnetization $M_{\text{eff}} = M_s - \frac{2K_u}{\mu_0 M_s}$ that takes into account the potential presence of a perpendicular anisotropy $K_u$. The perpendicular anisotropy has the same functional dependence on the polar angle $\theta$ as the shape anisotropy and therefore cannot be distinguished from it using only FMR. Equation (2) shows that in this particular measurement geometry the resonance frequency of the system depends linearly on the applied field with the slope given by the gyromagnetic ratio, just like in electron spin resonance (ESR)\textsuperscript{29}. The only modification compared to ESR is the presence of the internal field characterized by $M_{\text{eff}}$. Furthermore, equation (2) clearly shows that in this situation for a given microwave frequency $f$ the resonance condition is met for exactly one field value, the resonance field $H = H_{\text{res}}$. 
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Figure. 1. Experimental ferromagnetic resonance spectra for an M-type hexaferrite measured with the magnetic field applied along the out-of-plane direction over a microwave frequency range from 59 GHz to 64 GHz with spectra recorded in 0.5 GHz intervals.

However, throughout the history of ferromagnetic resonance spectroscopy there have been numerous examples in the literature showing multiple resonances. The reasons given in the literature for the existence of multiple resonances are as diverse as the samples that have been characterized using FMR. They include for example compositional variations, different anisotropies, anisotropy variation across the film thickness, unsaturated samples, edge modes, vortex modes, coupling of multilayers, and spin wave resonances.

Therefore when faced with multiple resonances in FMR experiments it can be challenging to pinpoint the origin of those resonances or to predict how many resonances are expected for a particular sample. Figure 1 shows an example of experimental spectra featuring multiple resonances in an M-type hexaferrite sample measured using broadband ferromagnetic resonance spectroscopy.

In order to obtain insights regarding the influence of assumptions made during the data
analysis process of spectra featuring an unknown number of resonances, we will focus in this article on numerical simulations. For the simulations we assume the presence of multiple resonances in a material with a strong perpendicular anisotropy. All resonances are assumed to fulfill equation (2) albeit with slightly different material parameters. The simulated data is subsequently analyzed just like one would analyze experimental ferromagnetic resonance spectroscopy data. As the number of resonances that contribute to an experimental resonance spectrum is not known a priori, we investigate in detail the influence of assuming different numbers of resonances on the results of the data analysis.

II. NUMERICAL TECHNIQUES

Our simulations are aimed at reproducing data as it would be obtained experimentally in coplanar waveguide based broadband ferromagnetic resonance spectroscopy\textsuperscript{4,42}. In our simulations we assume that the material contains four different constituents with slightly different material properties. For each constituent $k$, with $k = \{1, ..., 4\}$, we define a separate gyromagnetic ratio $\gamma_k'$, effective magnetization $M_{\text{eff},k}$, Gilbert damping parameter $\alpha_k$, and inhomogeneous linewidth broadening $\Delta H_{0,k}$. For many broadband ferromagnetic resonance spectroscopy experimental realizations it is common to record spectra at a fixed frequency while sweeping the field. In addition, field modulation with lock-in detection is frequently used to improve the signal-to-noise ratio\textsuperscript{43,44}. We therefore simulate field-swept spectra at different microwave frequencies $f$. The simulations assume a Lorentzian lineshape of the imaginary part of the magnetic susceptibility $\chi''_k$ for all four constituents of the material. For sufficiently small field modulation the lock-in detection results in a recorded FMR signal proportional to the first derivative $\partial \chi''_k / \partial H$ of the imaginary part of the susceptibility with respect to the field $H$. Generally the field dependent FMR signal $S_{\text{FMR},k}(H)$ contribution from constituent $k$ measured in a spectrometer can be written as follows\textsuperscript{29,45}:

$$S_{\text{FMR},k}(H) = \frac{A_k \left( \frac{H_{\text{res},k} - H}{\Delta H_k/2} \right) + 9B_k - 3B_k \left( \frac{H_{\text{res},k} - H}{\Delta H_k/2} \right)^2}{3 + \left( \frac{H_{\text{res},k} - H}{\Delta H_k/2} \right)^2},$$

(3)

where $A_k$ and $B_k$ are the amplitudes of the absorption and dispersion signal contributions to the measured signal. While ideally a spectrometer would only measure the absorption part of the signal, it is common to observe a mixture of both contributions experimentally\textsuperscript{45}.
However, for simplicity we assume for the simulations that $B_k = 0$ for $k = \{1, \ldots, 4\}$, i.e. we assume that there is no dispersion contribution to the FMR signals. The other parameter that enters equation (3) is the frequency dependent peak-to-peak linewidth $\Delta H_k$, which we assume can also be different for each constituent $k$. In our simulations we assume that the peak-to-peak linewidth is caused by a Gilbert-like damping term in the Landau-Lifshitz-Gilbert equation of motion. In this case the frequency dependence of the linewidth is given by:

$$\Delta H_k(f) = \Delta H_{0,k} + \frac{2}{\sqrt{3}} \frac{\alpha_k}{\gamma'_{0,k}} f.$$  \hspace{1cm} (4)

This enables us to calculate the total signal $S_{\text{FMR}}(H)$ for any choice of microwave frequency $f$ by summing the responses of the four different constituents:

$$S_{\text{FMR}}(H) = \sum_{k=1}^{4} S_{\text{FMR},k}(H).$$  \hspace{1cm} (5)

Figure 2 shows an example of simulated FMR spectra using this methodology.

This simulated broadband FMR data is then subjected to the same methodology one would typically use to fit experimental FMR data, see for example\(^{44,46,47}\). As with experimental data the number of resonances or constituents that are present in the spectra is assumed to be unknown a priori. We therefore vary the number of resonances $N$ that we use when attempting to fit the simulated data. The fit function is thus the sum of $N$ resonances:

$$S_{\text{FMR}}^{\text{Fit}}(H) = \sum_{k=1}^{N} S_{\text{FMR},k}(H),$$  \hspace{1cm} (6)

where the $S_{\text{FMR},k}(H)$ are again given by equation (3), but the resonance field, linewidth, absorption amplitude, and dispersion amplitude are now fit-parameters. We note here that, just like for experimental spectra, we do not assume for the fits that the dispersion amplitude is zero but instead keep this a free parameter of the fit. To distinguish the fit parameters from the original parameters used to simulate the spectra we will use a superscript, thus these parameters are labeled $H_{\text{res},k}^{\text{Fit}}$, $\Delta H_k^{\text{Fit}}$, $A_k^{\text{Fit}}$, and $B_k^{\text{Fit}}$ respectively.

For each frequency $f$ the algorithm first estimates initial parameters to fit the spectrum using a single resonance. Once the fitting algorithm has converged to a solution, the residual between the data and the fitted curve is used to estimate the additional fit parameters for the fit with two resonances. Once this fit with two resonances converges, the process is repeated by including one more resonance, until a fit is obtained for the desired number of resonances.
Figure 2. Simulated field modulated FMR signal $S_{FMR}(H)$ for a material that consists of four different constituents. Here $\gamma'_k = 28 \frac{GHz}{T}$, $\mu_0 M_{eff,k} = \{-1.9, -1.7, -1.5, -1.21\} [T]$, $\alpha_k = 0.01$, $\mu_0 \Delta H_{0,k} = \{200, 100, 75, 150\} [mT]$, $A_k = \{0.3, 1.0, 0.2, 0.1\}$, and $B_k = 0$ for $k = \{1, \ldots, 4\}$. The spectra are calculated at the frequencies indicated in the legend using 200 field points each.

The fitting algorithm takes advantage of global optimization tools available in Matlab\textsuperscript{48,49}. This includes the option of using global search, multi start algorithms\textsuperscript{50,51}, and particle swarm optimization\textsuperscript{52–55}. However, empirically we have found that in most cases all three algorithms tend to lead to very similar results. Therefore we limit our analysis in this manuscript to using particle swarm optimization to search for the global minimum of the sum of squares $S = \sum_i r_i^2$ of the residuals $r_i = (S_{FMR}(H_i) - S_{FMR}^{Fit}(H_i))$. Once the fit has converged for the desired $N$ resonances present in the fit function we compute $R^2$ and the adjusted-$R^2$ values\textsuperscript{56}. Because we are interested in comparing fit attempts that use a different number of resonances $N$ the degrees of freedom in our fit functions will differ significantly. Therefore, we will limit our discussion to the adjusted-$R^2$ values of the fits.

To estimate the error-margins of the fit-parameters $H_{res,k}^{Fit}$, $\Delta H_{k}^{Fit}$, $A_k^{Fit}$, and $B_k^{Fit}$ we use bootstrapping\textsuperscript{57}. The resonance fields $H_{res,k}^{Fit}$ and the associated error-margins $\sigma_{H_{res,k}^{Fit}}$ with
\( k = \{1, ..., N\} \) then serve as input for a linear fit using equation (2) to determine the gyromagnetic ratio \( \gamma_{k}^{\text{Fit}} \), effective magnetization \( M_{\text{eff},k}^{\text{Fit}} \) and their respective error-margins.

### III. RESULTS AND DISCUSSION

In the following we will discuss three different cases of materials that all contain four constituents with different material properties. In section III A we analyze the case of a material with constituents that share the same gyromagnetic ratio but differ with respect to their effective magnetizations. This section also provides detailed examples of the methodology we used. In section III B we analyze a material with constituents that differ with respect to their gyromagnetic ratios but share the same effective magnetization. Finally in section III C we revisit the case of a material with a shared gyromagnetic ratio and different effective magnetization but now analyze the influence of noise on the results. We conclude this section with a cautionary example regarding the extraction of damping related parameters using equation (4).

#### A. Constituents with different effective magnetization

For the simulations in this section we assumed that all four constituents of the material shared the same gyromagnetic ratio \( \gamma_{k} = 28 \frac{\text{GHz}}{T}, \) with \( k = \{1, ..., 4\} \). The shift between the individual resonance fields is therefore only caused by the difference in the effective magnetization of the different constituents. We have chosen \( \mu_{0}M_{\text{eff},k} = \{-1.9, -1.7, -1.5, -1.21\} \frac{T}{m} \). In addition, we also assumed that all constituents share the same damping parameter \( \alpha_k = 0.01 \). However, the inhomogeneous broadening was assumed to be different: \( \mu_{0}\Delta H_{0,k} = \{200, 100, 75, 150\} \frac{mT}{m} \). The simulated resonances only contain an absorptive part and the amplitudes were \( A_k = \{0.3, 1.0, 0.2, 0.1\} \). For the initial analysis we assumed that the frequency range for the microwave frequency \( f \) ranged from 60 \( \text{GHz} \) to 64 \( \text{GHz} \) with spectra recorded in 0.5 \( \text{GHz} \) intervals. The results of the simulations are shown in figure 2.

As described above, all spectra are fitted using different numbers of resonances \( N \) in the fitting function. The spectra and results of the fits are shown in figure 3 exemplary for spectra with a microwave frequency \( f = 62 \text{GHz} \). For fits that use less than the four...
resonances that are present in the spectra it is clear from the residuals (shown as insets) that the fit does not fully describe the data. However, noise present in experimental data will often make this less obvious, for more details on this see the later discussion regarding the influence of noise in section III C. As can be expected, when over fitting the data using $N = 5$ resonances, the residual does only change slightly compared to $N = 4$. The oscillations of the residuals for $N = 4$ and $N = 5$ are thus a result of numerical errors during the fitting process and the condition used to terminate the fitting algorithm.

As shown in figure 4 for all fits the adjusted-$R^2$ values are very close to 1. We therefore opted to plot the deviation of the adjusted-$R^2$ from 1 in this figure to make the deviations more easily accessible. As can be expected when over fitting the data by using $N = 5$ resonances the adjusted-$R^2$ does not change significantly and hence we omit this data in the figure.

The resonance fields $H_{res,k}^{Fit}$ and their error margins $\sigma_{H_{res,k}^{Fit}}$ extracted from the fits of the raw data can now be used to determine the gyromagnetic ratio $\gamma_k^{Fit}$ and the effective magnetization $M_{eff,k}^{Fit}$ as well as their error margins, using equation (2). The results are shown in figure 5 for $N = \{1, \ldots, 5\}$. In all cases except for $N = 5$ the fits using equation (2) describe the relationship between microwave frequency and extracted resonance fields very well. Even close inspection of the fits provides no evidence that for $N = \{1, \ldots, 3\}$ the data is missing one or more resonances present in the material. For the overfitted data using $N = 5$ the four resonances that are present in the material are captured accurately. However, the additional fictional resonance features a sudden shift and is therefore not well described by equation (2). This together with for example the lack of an improvement of the adjusted-$R^2$ compared to the $N = 4$ fit should provide clear indications that the additional resonance of this fit is an artifact of overfitting. We will therefore exclude this data from subsequent discussions.

The results of the fits shown in the Kittel plots in figure 5 are summarized in figure 6 as blue symbols. This figure also contains results using an extended frequency range where we used the same methodology but simulated spectra over a microwave frequency range from $60\ [GHz]$ to $68\ [GHz]$ with spectra recorded in $1\ [GHz]$ intervals. The statistical error-margins in both graphs of this figure are smaller than the size of the symbols. For comparison the values for the effective magnetization and gyromagnetic ratio used to simulate the spectra are shown as black dashed lines.
Figure 3. Exemplary spectra (black) and fits (red) for $f = 62 \text{GHz}$ and their corresponding residuals (insets). The fits (a)-(e) use an increasing number of resonances $N = \{1, ..., 5\}$ to fit the simulated spectrum that contains $k = 4$ resonances.
One of the key observations is that when choosing fewer resonances to fit the data than are present in the spectra, the fitted values for both the effective magnetization and the gyromagnetic ratio deviate significantly from their true values. However, the corresponding Kittel plots and the adjusted-$R^2$ values give very little indication that these values may not be trustworthy. If we consider for example the case where the fit used $N = 3$ resonances the fit lines in the corresponding Kittel plot (see figure 5 (c)) describe the data very well and the adjusted-$R^2$ values of the fitted spectra are extremely close to 1 (see figure 4). Because we have not added noise to the simulated spectra one can detect the presence of the additional resonance by examining the simulated spectrum and the corresponding fit (see figure 3 (c)) or the residual (inset of the same figure). Furthermore, for the $N = 3$ case the fitted values for the effective magnetization do not agree with any of the true values of the constituent materials (see figure 6). One of the $N = 3$ effective magnetization values is entirely out of the range of values used in the simulation. It is noteworthy that
Figure 5. (a)-(e) Kittel plots based on the resonance field extracted from the simulated data using an increasing number of resonances $N = \{1, \ldots, 5\}$. The data in each plot was fitted using equation (2) and the results are indicated in each figure.
in this case the corresponding gyromagnetic ratio also significantly underestimates the true gyromagnetic ratio of the material.

The limiting case where the spectra were fitted with a single resonance \((N = 1)\) leads to a fitted gyromagnetic ratio of \(\gamma^{'\text{Fit}} = 27.96 \pm 0.01 \text{[GHz/T]}\) that at least comes close to the true value \(\gamma'_k = 28 \text{[GHz/T]}\) used for all resonances. However, the error-margins obtained from the fit are still smaller than the observed deviation. For the effective magnetization in this case one can compare the fitted value \(\mu_0M^{'\text{Fit}} = -1.692 \pm 0.001 \text{[T]}\) with the weighted mean of the effective magnetization \(\overline{M}_{\text{eff}}\) of the four resonances present in the spectra:

\[
\overline{M}_{\text{eff}} = \frac{\sum_{k=1}^{4} A_k M_{\text{eff},k}}{\sum_{k=1}^{4} A_k}. \tag{7}
\]

For the simulated spectra one has \(\mu_0\overline{M}_{\text{eff}} = -1.6819 \text{[T]}\) which is shown as a dashed green line in figure 6 (b). One observes that the fitted value is close to the weighted mean but its error-margins are again smaller than the deviation.

We conclude this section by noting that doubling the frequency range of the simulations causes small differences in the extracted values obtained but it does not fundamentally change them (see figure 6).

### B. Constituents with different gyromagnetic ratio

For the simulations in this section we assumed that all four constituents of the material shared the same effective magnetization \(\mu_0M_{\text{eff},k} = -1.7 \text{[T]}, \text{ with } k = \{1, ..., 4\}\). The shift between the individual resonance fields is therefore now only caused by the differences in the gyromagnetic ratio of the different constituents. We have chosen \(\gamma'_k = \{22, 25, 27, 28\} \text{[GHz/T]}\).

We assumed again that all constituents share the same damping parameter \(\alpha_k = 0.01\) and for the inhomogeneous broadening we used \(\mu_0\Delta H_{0,k} = \{200, 100, 75, 150\} \text{[mT]}\). As before the simulated resonances only contain an absorptive part and the amplitudes were \(A_k = \{0.3, 1.0, 0.2, 0.1\}\). For the analysis we assumed that the frequency range for the microwave frequency \(f\) ranged from \(60 \text{[GHz]}\) to \(64 \text{[GHz]}\) with spectra recorded in \(0.5 \text{[GHz]}\) intervals.

The data analysis follows the same methodology as described in the previous section. The final results are summarized in figure 7.
Figure 6. (a) Effective magnetization $M_{\text{eff},k}^{\text{fit}}$ and (b) gyromagnetic ratio $\gamma_k^{\text{fit}}$ for $k = \{1, ..., N\}$ as a function of the number of resonances $N = \{1, ..., 4\}$ used to fit the simulated data using equation (2). The error-margins for all data points are smaller than the symbol size and are thus omitted. Blue symbols use spectra covering a frequency range from 60 – 64 [GHz] (see figure 5) whereas red symbols use an extended frequency range covering 60 – 68 [GHz] (see text for details). The black dashed lines in both graphs represent the values of the four resonances used to simulate the data. The green dashed line represents the weighted average of the effective magnetization.

The statistical error-margins in both graphs of this figure are again smaller than the size of the symbols and for comparison the values for the effective magnetization and gyromagnetic ratio used to simulate the spectra are shown as black dashed lines. The observations are very similar to those discussed in section III A. When choosing more than one but fewer resonances than are present in the spectra to fit the data, the fitted values for both the effective magnetization and the gyromagnetic ratio deviate significantly from their true values. The results for a single resonance fit are again close to the true value of the effective magnetization and the weighted mean of the gyromagnetic ratio. As before, they deviate slightly more than their statistical error-margins from the true value of the effective magnetization and the weighted mean of the gyromagnetic ratio. While this deviation is particularly obvious for the effective magnetization as shown in figure 7 (a), we note that the y-axis in this plot covers a rather small range of values and the relative deviation from the true value remains small.
C. Influence of noise

To investigate the influence of noise on the results for parameter values obtained after data analysis, we assumed in this section that the constituents of the material differed regarding their effective magnetizations but shared the same gyromagnetic ratio. We used the same parameters for the simulations as we have used in this case earlier, see section III A. To simulate noise, we added normally distributed random noise with zero mean, i.e. $\mu = 0$, and different standard deviations $\sigma_N = \{5 \cdot 10^{-4}, 1 \cdot 10^{-3}, 2 \cdot 10^{-3}\}$ to the signal. The data analysis was done using exactly the same methodology as described before. One important difference regarding the fits of the spectra compared to the case shown in figure 3 is that when fitting the data with $N = 4$ the residuals show no systematic variation with field but solely random noise. However, for fits with $N$ less than the actual number of resonances the residuals still reveal the presence of an additional resonance. This is shown exemplary in figure 8 for a fit using $N = 3$ resonances.

With increasing noise level of the spectra the fitting algorithm has increasing difficulty to
properly fit all resonances. The error-margins of the fit parameters extracted from the spectra therefore also increase. These errors then propagate to the effective magnetization $M_{\text{eff},k}$ and gyromagnetic ratio $\gamma_k^{\text{Fit}}$ derived by fitting equation 2 to the broadband data. Figure 9 summarizes the influence of noise on these parameters.

As can be expected with increasing noise, the error-margins of the extracted values for the effective magnetization and the gyromagnetic ratio increase. For fits using a single resonance $N = 1$ the results agree well with the results obtained without any noise and are close to the weighted mean of the effective magnetization and the true value of the gyromagnetic ratio. Because the amplitude $A_k$ of the strongest resonance is more than three times larger than the one with the next largest amplitude adding noise to the data does not fundamentally change the behavior of the single resonance fit of the individual spectra. Hence one can expect the single resonance fit to be relatively insensitive to noise as long as the strongest resonance remains clearly observable.

Consequently it is not surprising that for $N > 1$ the resonances with smaller amplitudes either are missed entirely when fitting the individual spectra and/or lead to larger error margins in the values for the effective magnetization and the gyromagnetic ratio. For the effective magnetization and gyromagnetic ratio the behavior for $N = 2$ and $N = 3$ mimics that observed for spectra without noise. The parameter values are comparable to those
Figure 9. (a) Effective magnetization $M^{F_{fit}}_{eff,k}$ and (b) gyromagnetic ratio $\gamma^{F_{fit}}_{k}$ for $k = \{1,\ldots,N\}$ as a function of the number of resonances $N = \{1,\ldots,4\}$ used to fit the simulated data using equation (2). The black dashed lines in both graphs represent the values of the four resonances used to simulate the data.

The green dashed line represents the weighted average of the effective magnetization. The standard deviations $\sigma_N$ used for the normal distributed noise added to the spectra is indicated in the legend. To improve readability of the graphs the data sets are slightly shifted to the right with increasing noise level.

All but one data set shown here use a frequency range for the spectra from 60 [GHz] to 64 [GHz]. The exception is the data shown as red triangles, which uses a broader frequency range covering 60 [GHz] to 68 [GHz].

obtained without noise but are more scattered due to the noise in the spectra.

The behavior of the fitted values for the gyromagnetic ratio for $N = 4$ is interesting. In the case of noiseless data the fit exactly reproduces the gyromagnetic ratio used in the simulation. However, for noisy data one observes a relatively large spread. This is noticeable even for the lowest levels of noise and is accompanied with corresponding large error-margins, see figure 9 (b). The deviations from the true value and the uncertainty of the gyromagnetic ratio also lead to deviations and increased uncertainty of the effective magnetization, see figure 9 (a). This is where an increased frequency range of broadband ferromagnetic resonance spectroscopy can make a difference. To illustrate this we have included a simulation with a standard deviation of the noise $\sigma_N = 5 \cdot 10^{-4}$ and otherwise identical parameters, but using a frequency range for $f$ from 60 [GHz] to 68 [GHz] with spectra recorded in 1 [GHz]
intervals. Note that we are thus using the same number of spectra as in the cases covering a frequency range from 60 $[GHz]$ to 64 $[GHz]$, they are simply more spread out in frequency. This data is shown as red triangles in figure 9. The increased frequency range results in a significantly smaller spread of the gyromagnetic ratio and consequently also leads to values for the effective magnetization that are closer to the true values. This observation is consistent with earlier work for materials with a single resonance that used an asymptotic approach to further improve the accuracy for the extraction of the gyromagnetic ratio from broadband FMR measurements$^{58}$.

For this example we also investigated the influence noise and model assumptions on the extraction of the Gilbert damping parameter $\alpha_k$ and the inhomogeneous linewidth broadening $\Delta H_{0,k}$. In order to extract these parameter from the simulated data one can plot the linewidth $\Delta H_k$ as a function of the microwave frequency $f$ and fit this data using equation (4). This is shown exemplary in figure 10 for a few cases.

In part (a) of this figure we have used simulation data without noise and a single resonance fit $N = 1$ to extract the linewidth. While the data is well described by equation (4) neither the extracted damping parameter nor the inhomogeneous broadening reflects the properties of any of the constituents or their weighted means. This becomes even more obvious when using three resonances to fit the noiseless data as shown in figure 10 (b). Here one would obtain an unphysical negative inhomogeneous linewidth contribution for one of the resonances. For this data the careful observer may realize that the data shows some curvature that is not captured by the linear fit. However, this can easily missed in particular if noise is present in the data. For another resonance in the same figure the damping parameter would be negative and thus unphysical. Figure 10 (c) shows a plot of the linewidth using the correct number of resonances $N = 4$ for spectra with noise with a standard deviation $\sigma_N = 5 \cdot 10^{-4}$. Despite using the simulation data covering the broader frequency range one can still encounter fits using equation (4) that might suggest a negative damping (red data).

We would like to point out that given the relatively small damping parameter and the large inhomogeneous broadening we assumed for the simulations they represent somewhat of a worst case scenario and one would therefore need a much larger frequency range to accurately determine the damping parameters and the inhomogeneous linewidth broadening. However, this example clearly demonstrates that extra care has to be taken when attempting to extract damping related parameters using equation (4) from spectra that contain a known or
Figure. 10. Linewidth as a function of microwave frequency extracted from spectra using (a) a single resonance $N = 1$, (b) three resonances $N = 3$, and (c) four resonances $N = 4$. The simulated data in (a) & (b) had no noise added and covered a frequency range from 60 $[GHz]$ to 64 $[GHz]$, the data in (c) had noise with a standard deviation $\sigma_N = 5 \cdot 10^{-4}$ added and covered a frequency range from 60 $[GHz]$ to 68 $[GHz]$. The dashed lines in all graphs represent the frequency dependence of the linewidth used for the simulations.

unknown number of resonances. After all, whether the damping parameter is large or small is not known a priori. Minimizing the noise in the data and maximizing the frequency range are key to minimizing the error margins of the extracted parameters. For completeness we show in figure 11 a summary of the results of the linewidth analysis.

The most important result from the graphs in this figure is that despite using the correct number of resonances that produced reliable results for the effective magnetization and the gyromagnetic ratio the same data analysis can lead to significant deviations of the inhom-
Figure 11. (a) Inhomogeneous linewidth broadening $\Delta H_{0,k}$ and (b) damping parameter $\alpha_k$ for $k = \{1, ..., N\}$ as a function of the number of resonances $N = \{1, ..., 4\}$ used to fit the simulated linewidth data using equation (4). The black dashed lines in both graphs represent the values of the four resonances used to simulate the data. The green dashed line represents the weighted average of the inhomogeneous linewidth broadening. The standard deviations $\sigma_N$ used for the normal distributed noise added to the spectra is indicated in the legend. To improve readability of the graphs the data sets are slightly shifted to the right with increasing noise level. All but one data set shown here use a frequency range for the spectra from 60 $[GHz]$ to 64 $[GHz]$. The exception is the data shown as red triangles, which uses a broader frequency range covering 60 $[GHz]$ to 68 $[GHz]$.

Inhomogeneous linewidth and damping parameter of the fitted values from the true values of the material. Furthermore, if an incorrect number of resonances is used to fit the spectra wide variations of the parameters extracted from the frequency dependence of the linewidth can be expected. In this case the extracted parameters have no discernible relationship with the true values of the material even without noise present in the simulated data.

IV. CONCLUSION

In summary, we have highlighted some of the pitfalls that one can encounter when using broadband ferromagnetic resonance spectroscopy to characterize materials that have more than a single constituent and therefore exhibit multiple possibly overlapping resonances. Our results show that it is desirable to have independent knowledge regarding the number
of resonances that are expected in a material to avoid analyzing the data using an incorrect number of resonances. Our simulations have shown, even in the absence of noise, that assuming an incorrect number of resonances for the fit can result in the extraction of material parameters that are not consistent with any of the constituents present in the material. In these cases one observes deviations that far exceed the statistical error-margins associated with fitting the data. That is, the systematic error of choosing an incorrect number of resonances to describe the observed spectra by far exceeds the statistical errors present. This observation applies to constituents that are characterized by different effective magnetizations and/or by different gyromagnetic ratios. We have also shown that adjusted-$R^2$ values only provide limited guidance regarding the correct number of resonances to use when fitting spectra. However, careful inspection of the residuals of the fits of the spectra can provide important clues to identify the presence of additional resonances. In the absence of independent knowledge about the nature and number of resonances present in a material it is therefore advisable to pay close attention to the residuals of the fitted spectra.

Our investigations regarding the influence of noise present in ferromagnetic resonance spectra on the accuracy of the extracted parameters show very similar behavior as observed in the analysis of noiseless data. Not surprisingly noise acts to increase the variability of the extracted parameters and their error-margins. However, if the correct number of resonances are used to model the experimental spectra then extending the frequency range of the observations can significantly reduce the error-margins of both the extracted gyromagnetic ratio and the effective magnetization. We have also found that using a single resonance to fit spectra that clearly contain multiple resonances is surprisingly robust regarding noise present in the data. While there will certainly be exceptions to this, for the cases we investigated in this study, we found that the extracted values are in reasonable agreement with the weighted mean of the true values of the material.

However, our example for the extraction of inhomogeneous linewidth broadening and damping parameters from the frequency dependence of the resonance linewidth shows that the same cannot be said for these parameters. We see large deviations of those parameters from the true material parameters and their weighted means for any analysis that does not use the correct number of resonances present in the material. Even when the correct number of resonances is used for the analysis the results remain very sensitive to noise contamination of the data. It is therefore advisable to be careful when attempting to extract inhomoge-
neous linewidth broadening and damping parameters for materials that contain multiple resonances. As expected, minimizing the noise of the data while maximizing the frequency range over which data is collected is also advisable.
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