Abstract.
We consider a jump-diffusion process on a bounded domain with reflection at the boundary, and establish long-term results for a general additive process of its path. This includes the long-term behaviour of its occupation and local times in the interior and on the boundaries. We derive a characterization of the large deviation rate function which quantifies the rate of exponential decay of probabilities of rare events for these additive processes. The characterization relies on a solution of a partial integro-differential equation (PIDE) with boundary constraints. We develop a practical implementation of our results in terms of a numerical solution for the PIDE. We illustrate the method on a few standard examples (reflected Brownian motion, birth-death processes) and on a particular reflected jump-diffusion model arising from applications to biochemical reactions.

1. Introduction. Many applied stochastic systems in finance, economics, queueing theory, and electrical engineering are modeled by jump-diffusions [K07, R03, T03, WG02, WG03, DM15]. Some important properties of climate systems were explained by the addition of jumps in modeling [D99, DD09]. In many biological models, the inclusion of jumps in diffusion models has been useful: in neuronal systems [JBHD11, SG13], as well as in ecology and evolution [JMW13, CPM06]. Our motivation comes from problems in systems biology, where basic intracellular processes are modeled by chemical reaction networks [BKPR06, W09, W18, GAK15]. Due to the complexity of multi-scale features in chemical reaction systems, the most appropriate approximation of their inherent stochasticity may require jump-diffusion models.

Although many practical results for Lévy processes are well explored, relatively fewer are available for the more general jump-diffusions. In some applications, modeling by pure Lévy processes is inadequate as both jump and diffusion rates will genuinely depend on the current state of the system. For example, in chemical reaction networks, jump rates and diffusion coefficients are derived from rates of interactions between different molecular species, and these rates inherently depend on the amount of species types presently in the system. Consequently, one needs to consider stochastic differential equations driven by Poisson random measures. Many systems also take values on positive and bounded spaces, because of the natural constraints on the amounts of species in the system. For chemical reaction models, the counts of molecules often satisfy some conservation relations in the system which keep these counts bounded above. The same is true for ecological constraints based on carrying capacities, and for some financial and engineering models with restrictions. The reflection of the process when it reaches the boundary of its domain may be built into model dynamics. For example, jump-diffusions modeling chemical reaction systems need to have oblique reflections at the boundaries defined in order to match the same behaviour of jump Markov models [AHLW19].

Long term behaviour of these models reveals their stability and equilibria, and the portion of time spent in different parts of the state space. Ergodic theory quantifies averages of integrated functions of process paths, martingale methods provide standard deviations from these averages, and large deviation theory provides more detailed results on rare departures from average behaviour. Large deviation rate functions quantify the values of dominant terms in integrated exponential functions of the process. Our study is motivated by the fact that many important biological mechanisms rely on the occurrence of rare events. In some mechanisms they lead to transitions to a new stable state and these transitions typically arise from the intrinsic stochasticity of the system [BvOC11, BQ10]. Due to population proliferation (cell growth+division, or species demography) rare events have many opportunities to occur and, though rare on the level of an individual molecule, occur with reasonable probability on the scale of the whole population. Time additive functionals of the process, or dynamical observables, are of particular interest for experimental studies with limited access to precise values at specific time points, and easier access to
empirical distributions. In chemical reaction network models occupation measures can be used to distinguish
the orders of magnitudes of certain subsets of reactions within the system, and thus help determine which
approximating model is most appropriate ([McSP14]).

We are interested in computing long time statistics for time additive functionals of reflected jump-
diffusions. Exact and explicit expressions can be found only in very special cases, and for most processes
of interest one has to rely on numerical methods of evaluation. While long-term averages and standard
deviations can be simulated using Monte Carlo methods ([AG07]), large deviations are non-trivial to assess
numerically. For Markov processes and small noise diffusions one can devise simulation methods of rare events
using large deviation rate functions and importance sampling techniques ([B04, vEW12]), the efficiency of
which is dependent on the application in question ([RT09], e.g. in climate modeling [RWB18]). For chemical
reaction dynamics there are several numerical methods for simulating functional large deviations of complete
paths in small noise diffusion models (e.g. [EWvE04, vEW12]), or in pure jump Markov processes (e.g. [AWtV05]).
However, large deviations of time-integrated additive functionals should be less arduous than
functional large deviation paths. The framework for additive functionals relies on taking a limit as the time
of integration approaches infinity, rather than a limit in which the noise of the model vanishes.

The first theoretical results for large deviations of occupation times and empirical measures for ergodic
Markov processes date back to Donsker-Varadhan ([DVIII76, DVIV83]), with additional approaches estab-
lished by Gärtner ([G77]) and Stroock ([S84]). In this paper we use the results of Fleming-Sheu-Soner
([FSS87]) to get the large deviation principle for additive functionals of reflected jump-diffusion processes
assuming they are ergodic. This technique ensures the existence and uniqueness of a solution to a boundary
value partial integro-differential equation (PIDE), which identifies the limiting logarithmic moment generat-
ing function of the additive process (for fixed parameter value in the generating function) as an eigenvalue
for a second order linear operator paired with its eigenfunction. Only in some special cases is the explicit
form for this eigenvalue available (c.f. [FKZ15] for reflected one-dimensional Brownian motion and its local
time on the boundary).

For one-dimensional reflected diffusions and Lévy processes, a similar boundary value PIDE was obtained
to characterize the limiting logarithmic moment generating function for additive functionals in ([GW15],
[AAGP15] Sec 14.4). Our results cover the more general reflected jump-diffusions in multi-dimensional
space, and provide sufficient assumptions for the existence and uniqueness of a solution to this PIDE, in
order to establish the large deviation principle for the process. We thus achieve more general theoretical
conclusions with the potential of a greater range of applicability.

In order to use our result in practice, we additionally provide a numerical technique for calculating
the limiting logarithmic moment generating function based on numerically solving the eigenvalue problem
associated to the PIDEs. We do this by way of finite-differences to approximate the derivatives and numerical
quadrature or weighted sums for the integral term. Similar methods can be implemented for multidimensional
problems with a small number of variables, with some care regarding an efficient evaluation of the integral
term. We test our results and their numerical implementation on two special cases, a reflected Brownian
motion and a reflected birth-death process, for which a comparison with analytic solutions is possible. We
then use our results on an application that is analytically intractable: an example of a (jump)-diffusion
model that approximates a system of chemical reactions. We use our large deviation results to calculate the
long term mean local time at its two deterministic stable states, and the probability of departures from it.
We then use this additive functional to compare the long-term behaviour of two types of approximate models
for this system: a reflected diffusion process (based on the Constrained Langevin approximation developed in
[LW19]), and a reflected jump-diffusion process that allows a subset of its dynamics to have sizeable noise.

Our paper is structured as follows. Section 2.1 introduces the reflected jump-diffusion model, the associ-
ated boundary process and the additive functional; Section 2.2 presents the results for the large deviations of
this additive process; while Section 2.3 specializes the results to the case of one dimensional reflected jump-
diffusions. Section 3 presents a numerical scheme used to implement the calculation of the large deviation
rate function from the associated PIDE with boundary conditions in one dimension; in Sections 3.1 and 3.2
we derive analytical expressions for the rate function in two special case examples, and compare it to its
numerical approximation; finally, in Section 3.3 we give numerical results for our application of a system
of chemical reactions given by a jump Markov model and compare it to a diffusion model, as well as to a
jump-diffusion model. A description of the numerical scheme is presented in the Section 4 appendix.
2. Large deviation result.

2.1. Preliminaries and assumptions. Let \((\Omega,\mathcal{F},\{\mathcal{F}(t)\}_{t\geq 0},\mathbb{P})\) be a filtered probability space and let \(m \geq 0\) and \(d \geq 1\). Denote the Skorokhod space of right-continuous functions with finite left-hand limits (RCLL) by \(\mathcal{D} \equiv \mathcal{D}_{[0,\infty)}(\mathbb{R}^d)\) and the set of RCLL functions in \(\mathcal{S}\) by \(\mathcal{D}(S) = \{Z \in \mathcal{D} : Z(t) \in \mathcal{S}, t \geq 0\}\), where \(S \subset \mathbb{R}^d\) will be made precise in the context of normal or oblique reflections later in this section. Consider a \(d\)-dimensional jump diffusion \(X = \{X(t)\}_{t \geq 0}\) to be a \(\mathcal{D}\)-measurable process that satisfies

\[
X(t) = X(0) + \int_0^t \mu(X(s))ds + \int_0^t \sigma(X(s))dB(s) + \int_0^t \int_{\mathcal{M}} \gamma(X(s), y)N(ds, dy), \quad X(0) = x_0 \in \mathbb{R}^d, \tag{2.1}
\]

where \(B = \{B(t)\}_{t \geq 0}\) is an \(m\)-dimensional Brownian motion, adapted to, and a martingale with respect to \(\{\mathcal{F}(t)\}_{t \geq 0}\); \(\mathcal{M}\) is a Borel measurable subset of \(\mathbb{R}^n\); and the random counting measure \(N(t, \mathcal{M}) = \sum_{0 \leq s \leq t} 1_{\{\gamma(X(s), y) \neq 0, y \in \mathcal{M}\}}\) is adapted to \(\{\mathcal{F}(t)\}_{t \geq 0}\), independent of \(B\), and has state-dependent intensity measure \(t \cdot \nu_z(A) = \mathbb{E}[N(t, A)|X(t-) = z]\) for each \(z \in \mathbb{R}^d\), \(A \subseteq \mathcal{M}\) such that \(\int_{|y| \leq 1} |y| \sup_{z \in \mathbb{R}^d} \nu_z(dy) < \infty\).

Since the jumps of (2.1) are assumed to be of finite variation on finite time intervals, the sum of all jumps is well defined and we may rewrite the jump integral term in its canonical form \(\int_0^t \int_{\mathcal{M}} \gamma(X(s), y)N(ds, dy) = \sum_{0 \leq s \leq t} \Delta X(s)\) where \(\Delta X(s) = X(s) - X(s-) = \gamma(X(s), y)\) and \(y\) is sampled at a rate and magnitude induced by the measure \(\nu_z\) \((LS12)\). Note that, after compensating for the mean, we have that for each \(z \in \mathbb{R}^d, A \subseteq \mathcal{M}, N(t, A) - t \cdot \nu_z(A)\) is a martingale-valued measure.

We assume that the measurable functions \(\mu : \mathbb{R}^d \to \mathbb{R}^d, \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times m}\), and \(\gamma : \mathbb{R}^d \times \mathcal{M} \to \mathbb{R}^d\) are Lipschitz in order to ensure the existence of a unique strong solution to the stochastic differential equation (SDE) \((2.1)\) \((c.f. \ \text{Theorem V.7, (P13)})\). We additionally impose a linear growth condition on the coefficients, that is, we assume \(\exists C_1 > 0\) such that for all \(x_1, x_2 \in \mathbb{R}^d\)

\[
||\mu(x_1) - \mu(x_2)||^2 + ||\sigma(x_1) - \sigma(x_2)||^2 + \int_{\mathcal{M}} \gamma(x_1, y)\nu_x_1(dy) - \int_{\mathcal{M}} \gamma(x_2, y)\nu_x_2(dy)||^2 \leq C_1||x_1 - x_2||^2, \tag{2.2}
\]

and \(\exists C_2 > 0\) such that for all \(x \in \mathbb{R}^d\)

\[
||\mu(x)||^2 + ||\sigma(x)||^2 + \int_{\mathcal{M}} ||\gamma(x, y)||^2\nu_x(dy) \leq C_2(1 + ||x||^2), \tag{2.3}
\]

where ||·|| denotes the appropriate Euclidean norm.

We next introduce a solution to the stochastic differential equation with reflection (SDER). It is related to the Skorokhod problem (SP), which for a given process \(\phi\) defines an associated boundary process \(\eta\), with finite variation on finite time intervals, whose variation increases only when \(\phi\) is on the boundary of a given domain, in such a way that the reflected process \(\varphi = \phi + \eta\) remains in the domain. The SP has been established for various processes in different domains including: multidimensional diffusions in convex domains \((T79)\), in general domains satisfying conditions \((A), (B)\) \((c.f. \ \text{below})\) and admissibility conditions \((LS84)\), where the latter conditions were relaxed in \((SS7)\). It was also extended to processes with RCLL paths in convex polyhedra \((DI91)\), for general semimartingales in convex regions \((AL91)\), and in non-smooth domains \((C92)\).

We consider processes with both normal and oblique reflections, with slightly different sets of assumptions that ensure the respective SDER is well-defined. Let \(S \subset \mathbb{R}^d\) be a bounded convex set, and \(\mathcal{N}_x\) be the set of all inward unit normal vectors at \(x \in \partial S\): \(\mathcal{N}_x = \{y \in \mathcal{N}_x : \langle y, \mathcal{N}_x \rangle = 1, B(x - ry, r) \cap S = \emptyset\}\), where \(B(z, r) = \{y \in \mathbb{R}^d : ||y - z|| < r, z \in \mathbb{R}^d, r > 0\}\) is the ball with radius \(r > 0\) around a point \(z \in \mathbb{R}^d\).

Consider the following assumptions on \(S\) from \((S03), \ (LS54), \ (SS7)\):

(A) There exists a constant \(r_0 > 0\) such that \(\mathcal{N}_x = \mathcal{N}_x \cap \partial S = \emptyset\) for every \(x \in \partial S\);
(B) There exist constants \(\delta > 0, \beta \geq 1\) such that for every \(x \in \partial S\) and for every \(n \in \mathcal{N}_y \cap \partial S\), there exists a unit vector \(e_x\) such that \(\langle e_x, y\rangle \geq \frac{1}{\beta}\), where \(\langle \cdot, \cdot \rangle\) denotes the inner product.

Condition (A) guarantees the existence of a unit normal vector at each point on the boundary with a uniform sphere about itself. This condition is satisfied by the boundedness assumption on \(S\) \((c.f. \ (AL91), \ (T79)\) and \(r_0 = +\infty\) by the convexity of \(S\) \((c.f. \Remark 1(iii), (S93)\). Condition (B) is equivalent to defining a uniform
cone on the interior of $S$ at each boundary point. Call $V \in \mathcal{D}(S)$ a solution to the stochastic differential equation with normal reflection if there exists an associated boundary process $L \in \mathcal{D}(\mathbb{R})$ such that $L(0) = 0$, and $L(t) = \int_0^t 1_{\{V(s) \in \partial S\}} dL(s)$, that is $L$ is equal to its own total boundary variation on $[0,t]$, and for all $t \geq 0$ $V(t)$ satisfies the equation

$$ V(t) = V(0) + \int_0^t \mu(V(s))ds + \int_0^t \sigma(V(s))dB(s) + \int_0^t \int_{\mathcal{M}} \gamma(V(s-),y)N(ds,dy) + \int_0^t n(V(s))dL(s), \quad V(0) \in \mathbb{S}. \tag{2.4} $$

If we assume that $\mu$, $\sigma$, and $\gamma$ are bounded on $S$, it was shown (Theorem 5, [S93]) by a step function approximation that there exists a solution of the SP with normal reflection and a unique strong solution to the SDER (2.4).

We also consider oblique reflections at the boundary as they are used in chemical reaction approximations to match the combined behaviour of all the reactions that are active on the boundaries (c.f. [LW19]). An analogous reflected process exists if we impose some additional assumptions. Let $S \subset \mathbb{R}^d$ be a bounded simply connected region with a smooth, connected and orientable boundary $\partial S$ (the condition on the boundary can be relaxed, c.f. Remark 5 [MRS5]). Define a twice continuously differentiable vector field $\rho$ in a neighborhood of $\mathbb{S}$ such that $-\rho(x) \cdot n(x) \geq \epsilon > 0$, $\forall x \in \partial S$. Assume that for all $x \in \mathbb{S}$, $y \in \mathcal{M}$, $x + \gamma(x,y) \in \mathbb{S}$, that is, all jumps from $\mathbb{S}$ remain in $\mathbb{S}$ (c.f. Section 2, [MRS5]). Call $V \in \mathcal{D}(S)$ a solution to the stochastic differential equation with oblique reflection if there exists a continuous associated boundary process $L$ such that $L(0) = 0$ and $L(t) = \int_0^t 1_{\{V(s) \in \partial S\}} dL(s)$, and for all $t \geq 0$ $V(t)$ satisfies the equation

$$ V(t) = V(0) + \int_0^t \mu(V(s))ds + \int_0^t \sigma(V(s))dB(s) + \int_0^t \int_{\mathcal{M}} \gamma(V(s-),y)N(ds,dy) + \int_0^t \rho(V(s))dL(s), \quad V(0) \in \mathbb{S}. \tag{2.5} $$

The existence and uniqueness of a solution to (2.5) was shown in [MRS5] by first establishing a solution for normal reflection by a penalization argument and then constructing a diffeomorphism between $\mathbb{S}$ and a closed unit ball where $\rho$ is mapped to an outward normal vector to extend existence and uniqueness to appropriate oblique reflections as well. Note that by setting $\rho \equiv n$, we get the normally reflected process (2.4) as a special case of (2.5), but with more restrictions imposed on $S$ and $L$ for the oblique case.

Solutions to SDEs have been established under different assumptions on its driving processes and domains. The first results ([179]) are for a diffusion process in a convex domain with normal reflection, extended by ([LS83]) for a diffusion with normal and arbitrary reflections in their domain. It was further shown in ([D193]) that obliquely reflected diffusions also exist in non-smooth domains with corners. For RCLL processes, it was shown that there exists a unique solution in the positive half-space (CEKMS0), and more recently ([LSB]) established existence of arbitrarily reflected semimartingales allowing jumps at the boundary of the domain, using convergence of approximating processes in the $S$-topology.

We next introduce the additive functional of the reflected jump-diffusion process $V$. Let $f$ be a bounded continuous function on $\mathbb{S}$, and define the additive functional $\Lambda$ as

$$ \Lambda(t) = \int_0^t f(V(s))ds + \int_0^t f(V(s))dL^c(s). \tag{2.6} $$

where $L^c$ is the continuous part of the associated boundary process $L$,

$$ L^c(t) = L(t) - \sum_{0 < s \leq t, \Delta L(s) \neq 0} \Delta L(s). \tag{2.7} $$

Using a sequence of continuous functions approximating the step function $f = 1_A$, we can recover (by convergence of associated additive functionals) the total occupation time of $V$ in an arbitrary $A \subset S$. For $A \subset \partial S$, we can also recover the total variation over $A$ of the continuous part of the associated boundary process $L^c$. Many other quantities of interest may be studied by an appropriate choice of $f$.

### 2.2. Main result.

Our main result considers the large deviation principle for the additive functional $\Lambda$ in terms of a PIDE for calculating its logarithmic moment generating (spectral radius) function.
We make the following assumptions on the transition semigroup of the reflected jump-diffusion $V$ (which by uniqueness of solutions to the SDER is a Markov process). These ensure $V$ is a Feller process whose occupation measure converges to the invariant measure exponentially fast (c.f. [DVIVS83] p.187 I-II, [FSS87] (2.1)-(2.3)). Assume there exists a probability measure $\mu$ on $\mathcal{F}$ such that for all $t > 0$

(i) the semigroup $T_t$ of $V$ has a density $p(t, x, y)$ relative to $\mu$: $T_t u(x) = \int_\mathcal{F} u(y)p(t, x, y)\mu(dy)$;
(ii) $0 < a(t) \leq p(t, x, y)$ for some strictly positive function $a(t)$ and for all $x, y \in \mathcal{F}$; and
(iii) $\lim_{x \to \mathcal{F}} ||p(t, x, \cdot) - p(t, x, \cdot)||_{L^1(\mathcal{F}, \mu)} = 0$.

**Theorem 2.1 (PIDE and exponential martingale).** For all $\theta \in \mathbb{R}$ there exists a unique, up to a constant, positive twice continuously differentiable function $u_\theta(\cdot) \in C^2(\mathcal{F})$ on $\mathcal{F}$, and a scalar $\psi_\theta \in \mathbb{R}$ such that the pair $(u_\theta(\cdot), \psi_\theta)$ satisfies the partial-integro differential equation

$$
\sum_{i=1}^d \partial_{x_i} u_\theta(x)\mu_i(x) + \frac{1}{2} \sum_{i,j=1}^d \partial_{x_i x_j}^2 u_\theta(x)(\sigma \sigma^T)_{ij}(x) + \int_{\mathcal{M}} [u_\theta(r(x, y)) - u_\theta(x)]\nu_x(dy) + u_\theta(x)(\theta f(x) - \psi_\theta) = 0, \forall x \in \mathcal{F}
$$

(2.8)

subject to boundary conditions (if $L^c \neq 0$)

$$
\theta f(x)u_\theta(x) + \sum_{i=1}^d \partial_{x_i} u_\theta(x)\rho_i(x) = 0, \forall x \in \partial \mathcal{F}
$$

(2.9)

and such that

$$
M_\theta(t) = e^{\theta \Lambda(t) - \psi_\theta t}u_\theta(V(t))
$$

(2.10)

is a martingale.

**Proof.** We start by identifying the equations that $u_\theta$ and $\psi_\theta$ would need to satisfy in order for $M_\theta$ to be a martingale. We use the following notation for ease of exposition. For $x \in \mathcal{F}, y \in \mathcal{M}$, let $[x + \gamma(x, y)]_{\partial \mathcal{F}}$ denote the projection onto $\partial \mathcal{F}$ resulting from a jump exceeding the region $\mathcal{F}$. Define $r : \mathcal{F} \times \mathcal{M} \to \mathcal{F}$

$$
r(x, y) = \begin{cases} x + \gamma(x, y) & \text{if } x + \gamma(x, y) \in \mathcal{F} \\
[x + \gamma(x, y)]_{\partial \mathcal{F}} & \text{if } x + \gamma(x, y) \notin \mathcal{F}
\end{cases}
$$

As $V$ is a semi-martingale we can apply Itô’s formula (Theorem II.33, [PI13]) to $M_\theta(t)$. Since $L$ has paths of finite variation on finite intervals we have that $[\Lambda, V]^c(t) = [\Lambda, \Lambda]^c(t) = 0$ and $[V, V]^c(t) = \int_0^t \sigma \sigma^T(V(s))ds$ where $[\cdot, \cdot]^c$ denotes the continuous part of the quadratic covariation between the two processes. Ito’s formula on (2.10) gives

$$
M_\theta(t) - M_\theta(0) = \int_0^t e^{\theta \Lambda(s) - \psi_\theta s - \psi_\theta}u_\theta(V(s))ds + \int_0^t e^{\theta \Lambda(s) - \psi_\theta s - \psi_\theta}u_\theta(V(s))d\Lambda^c(s)
$$

$$
+ \int_0^t e^{\theta \Lambda(s) - \psi_\theta s - \psi_\theta} \sum_{i=1}^d \partial_{x_i} u_\theta(V(s))dV^c(s)
$$

$$
+ \frac{1}{2} \int_0^t e^{\theta \Lambda(s) - \psi_\theta s - \psi_\theta} \sum_{i,j=1}^d \partial_{x_i x_j}^2 u_\theta(V(s))(\sigma \sigma^T)_{ij}(V(s))ds
$$

$$
+ \sum_{0<s<t: \Delta V(s) \neq 0} e^{\theta \Lambda(s) - \psi_\theta s - \psi_\theta} (u_\theta(V(s)) - u_\theta(V(s))]
$$

\]
Replacing \( \Lambda^c \), \( V^c \) with their definitions, compensating the jumps, collecting all like integrators, and replacing the summation by its Poisson representation, we have

\[
M_0(t) - M_0(0) = \int_0^t e^{\theta \Lambda(s^-)} \psi_{s^-} \left( (\theta f(V(s^-)) - \psi_y) u_\theta(V(s^-)) + \sum_{i=1}^d \partial_x u_\theta(V(s^-)) \mu_i(V(s^-)) \right) ds \\
+ \frac{1}{2} \sum_{i,j=1}^d \partial^2_{x_i x_j} u_\theta(V(s^-)) (\sigma \sigma^T)_{ij}(V(s^-)) + \int_M (u_\theta(r(V(s^-), y)) - u_\theta(V(s^-))) \nu_{V(s^-)}(dy) \right) ds \\
+ \int_0^t e^{\theta \Lambda(s^-)} \psi_{s^-} \left( \theta f(V(s^-)) u_\theta(V(s^-)) + \sum_{i=1}^d \partial_x u_\theta(V(s^-)) \rho_i(V(s^-)) \right) dL^c(s) \\
+ \int_0^t \int_M e^{\theta \Lambda(s^-)} \psi_{s^-} \left( \partial_x u_\theta(V(s^-)) \right) \sigma_{ij}(V(s^-)) dB_j(s) \\
+ \int_0^t \int_M e^{\theta \Lambda(s^-)} \psi_{s^-} \left( \partial_x u_\theta(V(s^-)) \right) \sigma_{ij}(V(s^-)) dB_j(s)
\]

For any pair \((u_\theta(\cdot), \psi_\theta)\) satisfying the equations (2.8)-(2.9) we then get

\[
M_0(t) - M_0(0) = \int_0^t e^{\theta \Lambda(s^-)} \psi_{s^-} \left( \sum_{i=1}^d \partial_x u_\theta(V(s^-)) \sum_{j=1}^d \sigma_{ij}(V(s^-)) dB_j(s) \\
+ \int_0^t \int_M e^{\theta \Lambda(s^-)} \psi_{s^-} \left( \partial_x u_\theta(V(s^-)) \right) \sigma_{ij}(V(s^-)) dB_j(s)
\]

For \( u_\theta(\cdot) \in C^2_{\perp}(\bar{S}) \) the term \( \sum_{i=1}^d \partial_x u_\theta(\cdot) \) is bounded on \( \bar{S} \). Likewise \( \sigma \) is assumed Lipschitz continuous and so it is bounded on \( \bar{S} \). Since \( f \) is continuous, we also have

\[
\sup_{0 \leq s \leq t} \left| e^{\theta \Lambda(s)} \right| \leq e^{\theta t \| f \|_{\infty, \bar{S}}} + C t \| f \|_{\infty, \bar{S}} < \infty
\]

for some constant \( C \) satisfying \( L^c(t) \leq C t \) and where \( \| f \|_{\infty, \bar{S}} = \sup \{ |f(x)| : x \in \bar{S} \} \). Then we have

\[
\int_0^t \int_S E \left[ e^{\theta \Lambda(s^-)} [u_\theta(r(V(s^-), y)) - u_\theta(V(s^-))] \nu_{V(s^-)}(dy) \right] ds < 2 t e^{\theta C t \| f \|_{\infty, \bar{S}} \| u_\theta \|_{\infty, \bar{S}} < \infty,
\]

for some constant \( \bar{C} \) large enough. We can conclude that both the integral with respect to Brownian motion and the integral with respect to the compensated Poisson random measure are martingales since any uniformly bounded local martingale is a martingale. Hence their sum with \( M_0(0) \), i.e. \( \tilde{M}_0(t) \), is a martingale.

For the existence and uniqueness of \( u_\theta \) and \( \psi_\theta \) satisfying (2.8)-(2.9) we next summarize the arguments from Theorem 4.1 in [FSS87]. Let \( \tilde{T}_t \) be the strongly continuous semigroup defined by

\[
\tilde{T}_t u(x) = E[e^{\theta \Lambda(t)} u(V(t))|V(0) = x].
\]

Let \( \mathcal{L} \) be the second order linear operator on \( u \in C^2(\bar{S}) \) given by

\[
\mathcal{L} u(x) = \sum_{i=1}^d \partial_x u(x) \mu_i(x) + \frac{1}{2} \sum_{i,j=1}^d \partial^2_{x_i x_j} u(x) (\sigma \sigma^T)_{ij}(x) + \int_M [u(r(x, y)) - u(x)] \nu_x(dy).
\]
Similarly to our earlier calculation, Itô’s formula gives
\[ e^{\theta I(t)}u(V(t)) - u(V(0)) = \int_0^t e^{\theta I(s)} \left( \mathcal{L}u(V(s)) + \theta f(V(s))u(V(s)) \right) ds \]
\[ + \int_0^t e^{\theta I(s)} \left( \theta f(V(s))u(V(s)) + \sum_{i=1}^d \partial_i u(V(s))\rho_i(V(s)) \right) dL^i(s) \]
\[ + \int_0^t e^{\theta I(s)} \sum_{i=1}^d \partial_i u(V(s)) \sum_{j=1}^d \sigma_{ij}(V(s)) dB_j(s) \]
\[ + \int_0^t \int_{\mathcal{M}} e^{\theta I(s)} (u(r(V(s), y)) - u(V(s))) (N(ds, dy) - \nu_V(s)(dy)ds). \]

Taking expectations, and as the last two integrals are martingales, we get that \( \bar{T}_t u - u = \int_0^t \bar{T}_s \mathcal{L}u ds \) holds with the infinitesimal generator of \( \bar{T}_t \) given by the second order operator \( \mathcal{L} = \mathcal{L} + \theta f \), on the set of functions
\[ D(\mathcal{L}) = \{ u \in C^2(S) : \theta f(x)u(x) + \sum_{i=1}^d \partial_i u(x)\rho_i(x) = 0, \forall x \in \partial S \}. \]

Assumptions (i)-(iii) on the semigroup of \( V \) imply that the semigroup \( \bar{T}_t \) also has a density \( \bar{p}(t, x, y) \) with respect to \( \mu \) for each \( t > 0 \) and satisfies (ii)-(iii), which can be easily verified. For each \( t > 0 \) this ensures existence and uniqueness (\cite{Ku} Theorem 2.8, 2.10) of a pair \((u_{\theta, t}, \psi_{\theta, t})\) of a positive continuous function \( u_{\theta, t} \) on \( S \) and \( \psi_{\theta, t} \in \mathbb{R} \), such that
\[ \bar{T}_t u_{\theta, t} = e^{\psi_{\theta, t}} u_{\theta, t} \text{ and } \max_{x \in S} u_{\theta, t}(x) = 1 \]

One can further show (c.f. the argument in \cite{FSS} p.7), that there exist a probability measure \( \eta_\theta \) and \( \psi_\theta \in \mathbb{R} \) independent of \( t \), such that for all \( v \in C(S) \) and all \( t > 0 \)
\[ \int_{x \in S} \bar{T}_t v(x) \eta_\theta(dx) = e^{\psi_\theta} \int_{x \in S} v(x) \eta_\theta(dx). \]

Integrating \( \bar{T}_t u_{\theta, t} \) with respect to \( \eta_\theta \), together with uniqueness of \( \psi_{\theta, t} \) then imply that \( \psi_{\theta, t} = \psi_\theta t \). Iterating the semigroup property gives \( \bar{T}_{nt} u_{\theta, t} = e^{\psi_{\theta, nt}} u_{\theta, t} \), and then uniqueness of \( u_{\theta, t} \) implies \( u_{\theta, t} = u_{1, \theta} \forall t \text{ rational} \). Since \( \bar{T}_t u_{1, \theta} \in D(\mathcal{L}) \) and is positive, we have \( u_{\theta, 1} \in D_+(\mathcal{L}) \). Furthermore, \( \mathcal{L}_u_{\theta, 1} = \psi_\theta u_{1, \theta} \), so that uniqueness of \( u_{\theta, 1} \) implies uniqueness, up to a constant, of this positive eigenfunction for \( \mathcal{L} = \mathcal{L} + \theta f \).

A positive eigenfunction and eigenvalue of the problem \( \mathcal{L} u_\theta(x) = \psi_\theta u_\theta(x) \) with eigenfunction satisfying the boundary constraint of \( D(\mathcal{L}) \) are the desired solution \((u_\theta, \psi_\theta)\) of \((2.8)-(2.9)\). \( \Box \)

**Remark 2.2.** The proof above identifies, for each \( \theta \in \mathbb{R} \) and \( f \in C(S) \) bounded, the constant \( \psi_\theta \) as the principal eigenvalue of the operator \( \mathcal{L} = \mathcal{L} + \theta f \), where \( \mathcal{L} \) is the generator of the reflected jump-diffusion \( V \) as in \( (2.11) \). The next result will show it is the limit of log-moment generating function of the additive process \( \Lambda \). Donsker-Varadhan theory (\cite{DV} \cite{DVY}) then implies it can also be expressed in terms of a variational problem (c.f. Thm 1.1. in \cite{FSS}).

Viewed as a function of \( \theta \in \mathbb{R} \) the eigenvalue \( \psi_\theta \) is used to establish the large deviations for \( \Lambda \) defined as follows. \( \{(\Lambda(t))_{t \geq 0}\} \) is said to satisfy the large deviation principle (LDP) with rate \( t \) and good rate function \( I \) if: \( I \neq \infty \); \( I \) has compact level sets (so is lower-semicontinuous);
\[ \limsup_{t \to \infty} \frac{1}{t} \log \mathbb{P}(\Lambda(t) \in C) \leq \inf_{x \in C} I(x), \forall C \subset \mathbb{R} \text{ closed}, \]
and
\[ \limsup_{t \to \infty} \frac{1}{t} \log \mathbb{P}(\Lambda(t) \in O) \leq \inf_{x \in O} I(x), \forall O \subset \mathbb{R} \text{ open}. \]
Using the result of Thm 4.1 in (FSS87) one can prove this LDP using their Thm 1.1, or one can use the Gärtnert-Ellis theorem (c.f. DZ98 Thm 2.3.6, dH00 Thm V.6) as below.

Corollary 2.3 (logarithmic moment generating function and Gärtnert-Ellis). For all \( \theta \in \mathbb{R} \) the logarithmic moment generating function of \( \Lambda \) satisfies

\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ e^{\theta \Lambda(t)} \right] = \psi(\theta),
\]

(2.12)

and \( \Lambda \) satisfies the LDP with rate \( t \) and good rate function \( I = \psi^* \) given by the Legendre transform of \( \psi \)

\[
\psi^*(x) = \sup_{\theta} \left\{ \theta x - \psi(\theta) \right\}.
\]

(2.13)

Proof. Since \( M_\theta(t) \) is a martingale \( \mathbb{E} \left[ e^{\theta \Lambda(t) - \psi^t u_\theta(V(t))} \right] = u_\theta(V(0)). \) By the positivity and boundedness of \( u_\theta(x) \), it follows that

\[
e^{-\psi^t \mathbb{E}[e^{\theta \Lambda(t)}]} \inf_{x \in \mathcal{S}} u_\theta(x) \leq u_\theta(V(0)) \leq e^{-\psi^t \mathbb{E}[e^{\theta \Lambda(t)}]} \sup_{x \in \mathcal{S}} u_\theta(x),
\]

which implies

\[
\frac{1}{t} \log \mathbb{E} \left[ e^{\theta \Lambda(t)} \right] + \frac{1}{t} \log \inf_{x \in \mathcal{S}} u_\theta(x) \leq \psi(\theta) + \frac{1}{t} \log u_\theta(V(0)) \leq \frac{1}{t} \log \mathbb{E} \left[ e^{\theta \Lambda(t)} \right] + \frac{1}{t} \log \sup_{x \in \mathcal{S}} u_\theta(x).
\]

(2.14)

Therefore, (2.12) follows by taking \( t \to \infty \).

The Gärtnert-Ellis theorem requires that the following properties of \( \psi(\theta) \) as a function of \( \theta \) are satisfied:

(a) \( \theta \in \text{int}(\mathcal{D}_\psi) \) where \( \mathcal{D}_\psi = \{ \theta \in \mathbb{R} : \psi(\theta) < \infty \} \); (b) \( \psi \) is lower semi-continuous in \( \theta \); (c) \( \psi(\theta) \) is differentiable with respect to \( \theta \) on \( \text{int}(\mathcal{D}_\psi) \); and (d) \( \mathcal{D}_\psi = \mathbb{R} \) or \( \lim_{\theta \to \mathcal{D}_\psi^{-} \mathcal{D}_\psi} |\nabla \psi| = \infty \).

By Theorem 2.1 there exists a finite eigenvalue \( \psi(\theta) \) for each fixed \( \theta \in \mathbb{R} \), so \( \mathcal{D}_\psi = \mathbb{R} \). Since \( \psi = 0 \) is the origin in the interior of \( \mathcal{D}_\psi \).

Since \( \psi(\theta) \) is the eigenvalue associated with a unique positive eigenfunction of \( \mathcal{L} + \theta f \), its differentiability with respect to \( \theta \) follows by use of the implicit function theorem (c.f. FSS87 p.2, KM03 Prop 4.8).

Let \( \mathcal{D}_{\psi,c} = \{ \theta \in \mathbb{R} : \psi(\theta) \leq c \} \) denote sublevel sets of \( \psi \) with respect to \( \theta \), and let \( \theta \in \mathcal{D}_{\psi,c} \). There exists a sequence \( \{ \theta_n \}_{n \geq 0} \subset \mathcal{D}_{\psi,c} \) such that \( \theta_n \uparrow \theta \). Then,

\[
\lim_{n \to \infty} \psi(\theta_n) = \lim_{n \to \infty} \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ e^{\theta_n \Lambda(t)} \right] = \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ e^{\theta \Lambda(t)} \right] = \psi(\theta) \leq c,
\]

where the interchange of limits and the passage of the limit through the expectation follows from the monotone convergence theorem and monotonicity in \( n \). Then \( \theta \in \mathcal{D}_{\psi,c} \) which implies \( \mathcal{D}_{\psi,c} \subset \mathcal{D}_{\psi,c} \). As all sublevel sets of \( \psi(\theta) \) are closed, we have that \( \psi(\theta) \) is lower semicontinuous in \( \theta \). \( \square \)

Remark 2.4. Our main goal was characterizing the logarithmic moment generating function \( \psi(\theta) \) by solving a boundary value PIDE, from which we can also obtain the long term mean and variance for \( \Lambda \). From the martingale \( M_\theta \) (2.10) we have

\[
\mathbb{E} \left[ e^{\theta \Lambda(t)} u_\theta(V(t)) \right] = e^{\psi^t u_\theta(V(0))}
\]

(2.15)

Assuming \( u_\theta \) is \( C^2 \) as a function of \( \theta \), taking derivatives with respect to \( \theta \), using dominated convergence gives

\[
\frac{1}{t e^{\psi^t u_\theta(V(0))}} \mathbb{E} \left[ \Lambda(t) e^{\theta \Lambda(t)} u_\theta(V(t)) + e^{\theta \Lambda(t)} \frac{d}{d\theta} u_\theta(V(t)) \right] = \frac{d\psi}{d\theta} + \frac{1}{t} \frac{d u_\theta(V(0))}{d\theta}
\]

Evaluating at \( \theta = 0 \), and using the fact that at \( \theta = 0 \) \((u_\theta(\cdot), \psi(\theta)) \equiv (1, 0) \) solves the PIDE (2.8)-(2.9), we get

\[
\frac{1}{t} \mathbb{E} \left[ \Lambda(t) + \frac{d}{d\theta} u_\theta(V(t)) \big|_{\theta=0} \right] = \frac{d\psi}{d\theta} \big|_{\theta=0} + \frac{1}{t} \frac{d u_\theta(V(0))}{d\theta} \big|_{\theta=0}
\]
Taking the limit as \( t \to \infty \), one gets for the long term mean of \( \Lambda \) that
\[
\lim_{t \to \infty} \frac{1}{t} \mathbb{E} [\Lambda(t)] = \frac{d\psi_0}{d\theta} \Big|_{\theta=0}.
\]
Taking second derivatives in (2.15) with respect to \( \theta \), one similarly gets for the long term variance of \( \Lambda \) that
\[
\lim_{t \to \infty} \frac{1}{t} \mathbb{V} [\Lambda(t)] = \frac{d^2\psi_0}{d\theta^2} \Big|_{\theta=0}.
\]

2.3. One dimensional reflected jump-diffusion. In the case of a jump-diffusion in one dimension, much of the general theory simplifies to more explicit formulae. In particular, there is only one possible direction of reflection at each boundary, and there is an explicit formula for the SP mapping taking \( X \) to \((V, L)\) that provides a direct construction of the reflected process \( V \).

Without loss of generality let us assume \( S = [0, b] \) for some \( b < \infty \). Since \( L \) is a process on \( \partial S = \{0, b\} \) we can decompose \( L = L_0 - L_b \) where we define \( L_0 \) as the associated boundary process at 0 and \( L_b \) as the associated boundary process at \( b \), in the sense that, for all \( t > 0 \):
\[
\int_0^t \mathbb{1}_{\{V(s) > 0\}} dL_0(s) = 0, \quad \int_0^t \mathbb{1}_{\{V(s) < b\}} dL_b(s) = 0.
\]

The explicit formula for \((V, L)\) was constructed in (KLRS07, KLRS08) providing \( V(t) = \mathcal{L}_{[0,b]}(X)(t) \) via the following Skorokhod map
\[
\mathcal{L}_{[0,b]}(X)(t) := X(t) - \left[ (X(0) - b)^+ \wedge \inf_{0 \leq s \leq t} X(u) \right] \vee \sup_{0 \leq s \leq t} \left[ (X(s) - b) \wedge \inf_{s \leq u \leq t} X(u) \right]
\]
using the notation \((x - b)^+ = (x - b) \vee 0\). It was also shown in (KLRS07) that the associated boundary processes satisfy
\[
L_0(t) = \sup_{0 \leq s \leq t} (L_b(s) - X(s))^+, \quad L_b(t) = \sup_{0 \leq s \leq t} (X(s) + L_0(s) - b)^+,
\]
and that this formula with \( V = X + L_0 - L_b \) is equivalent to the one in (2.16).

With \( S = [0, b] \), the additive functional becomes
\[
\Lambda(t) = \int_0^t f(V(s)) ds + f(0)L_0^c(t) + f(b)L_b^c(t)
\]
where \( L_0^c \) and \( L_b^c \) are the continuous parts of the increasing processes \( L_0 \) and \( L_b \) respectively. We can recover them by using continuous approximations to the function \( f = 1_0 \) to get \( \Lambda(t) = L_0^c(t) \); and continuous approximations to \( f = 1_b \) to get \( \Lambda(t) = L_b^c(t) \).

By Theorem 2.1 we have that \( M_\theta(t) = e^{\theta \Lambda(t) - \psi_\theta t} \) is a martingale, and for each \( \theta \in \mathbb{R} \) there exists a unique positive function \( u_\theta(x) \) and constant \( \psi_\theta \) satisfying the PIDE
\[
\partial_x u_\theta(x) \mu(x) + \frac{1}{2} \partial^2_{xx} u_\theta(x) \sigma^2(x) + \int_{\mathcal{A}} [u_\theta(r(x, y)) - u_\theta(x)] \nu_\theta(dy) + u_\theta(x)(\theta f(x) - \psi_\theta) = 0 \tag{2.20}
\]
subject to the boundary conditions, if \( L^c \neq 0 \)
\[
\theta u_\theta(0) f(0) + \rho_0 \partial_x u_\theta(0) = 0, \quad \theta u_\theta(b) f(b) - \rho_b \partial_x u_\theta(b) = 0, \tag{2.21}
\]
Without the jump part, the resulting PDE would be more straightforward to solve numerically. We construct a numerical approximation scheme for \( u_\theta(x) \) based on the PIDE (2.20)-(2.21) that allows for jumps (c.f. Appendix for full details), and test it on two examples of PIDEs whose solution we can derive analytically.
3. Examples. The partial integro-differential equation (2.8)-(2.10) for the pair \((u_0(x), \psi_0)\) can be solved analytically only in a few special cases; even then the expression for \(\psi\) is implicit. In general, one has to use numerical methods to solve this PIDE. We next provide a numerical scheme to approximate its solution using \(d = 1\) and \(S = [0, b]\).

Fix \(\theta \in \mathbb{R}\), and let \(\mathcal{L}\) be the second order linear operator defined by \(\mathcal{L}u_0(x) - \psi_0 u_0(x) = 0\) on the subset of \(C^2([0, b])\) functions \(D(\mathcal{L})\) defined by the boundary constraint (2.21). Since the limit of the logarithmic moment generating function is the eigenvalue \(\psi_0\) of the operator \(\mathcal{L}\) with corresponding eigenfunction \(u_0(\cdot)\), we will numerically solve the eigenvalue problem \(\mathcal{L}u_0(x) = \psi_0 u_0(x)\). We subdivide \(S = [0, b]\) into \(N + 1\) equal sub-intervals and approximate \(\mathcal{L}\) as a matrix. We treat the derivatives by finite differences and the integral by composite trapezoidal quadrature on intervals with continuous support and as a weighted sum on intervals with discrete support. The boundary conditions are approximated by forward and backward finite-difference schemes and substituted into the matrix where appropriate. Further details on the numerical method are contained in the Section 4 appendix.

We now apply this numerical scheme in two special cases for which we can also derive analytical implicit solutions to the limiting cumulant generating function (Sections 3.1-3.2), in order to test our numerical scheme. We then apply the numerical estimation to our application of interest: a biochemical reaction model and its jump-diffusion approximation (Section 3.3).

3.1. Reflected Brownian motion with drift. Let \(X\) be a standard Brownian motion in \(d = 1\) on \([0, b]\) with drift \(\mu\), diffusion \(\sigma^2\) (and \(\nu \equiv 0\)) and \(V\) be this process normally reflected at the boundaries. Let \(\Lambda = \mathcal{L}\) be the local time of \(X\) at 0 (so \(f = \text{cumulative version of} \ I_0\) as described below (2.7)). Then (2.20)-(2.21) becomes the partial differential equation with boundary constraints

\[
\frac{1}{2} \sigma^2 \partial_{xx}^2 u_0(x) + \mu \partial_x u_0(x) - \psi_0 u_0(x) = 0
\]

\[
\theta u_0(0) + \partial_x u_0(0) = 0, \quad u_0(b) = 1, \quad \partial_x u_0(b) = 0.
\]

(as \(u_0\) is unique only up to a constant, we are allowed to chose its value at \(x = b\)). When the characteristic polynomial \(\beta^2 + \frac{2\mu}{\sigma^2} \beta - \frac{2\sigma^2}{\sigma^2} = 0\) has repeated roots, \(\psi_0 = -\frac{\mu^2}{2\sigma^2}\), then

\[
u_{0}(x) = e^{-\frac{\mu(b-x)}{\sigma^2}} \left( -\frac{\psi_0 + \frac{\psi_0}{\sigma^2} + \mu x}{-\frac{\psi_0}{\sigma^2}} \right), \quad \theta = -\frac{\beta x}{\sigma^2 (\sigma^2 - \mu b)}.
\]

When the polynomial has real roots, \(\psi_0 > -\frac{\mu^2}{2\sigma^2}\), then for \(\alpha = \sqrt{\frac{\mu^2}{2} + \frac{2\sigma^2 \psi_0}}\)

\[
u_{0}(x) = e^{-\frac{\beta x}{\sigma^2}} \left( \frac{(\alpha - \mu) e^{\frac{2\alpha \psi_0}{2}} + (\alpha + \mu) e^{\frac{2\alpha \psi_0}{2}}}{2\alpha} \right), \quad \theta = \frac{2\sigma^2 \psi_0 e^{\frac{2\alpha \psi_0}{2}}}{\sigma^2 ((\alpha - \mu) e^{\frac{2\alpha \psi_0}{2}} + (\alpha + \mu))}.
\]

When the polynomial has complex roots, \(\psi_0 < -\frac{\mu^2}{2\sigma^2}\), then for \(\alpha = \sqrt{-\left( \frac{\mu^2}{2} + 2\sigma^2 \psi_0 \right)}\)

\[
u_{0}(x) = e^{-\frac{\beta x}{\sigma^2}} \left( \frac{\cos \left( \frac{\alpha(b-x)}{\sigma^2} \right) - \mu \sin \left( \frac{\alpha(b-x)}{\sigma^2} \right)}{\alpha} \right), \quad \theta = \frac{2\sigma^2 \psi_0 \sin \left( \frac{\alpha b}{\sigma^2} \right)}{\sigma^2 (\mu \sin \left( \frac{\alpha b}{\sigma^2} \right) - \alpha \cos \left( \frac{\alpha b}{\sigma^2} \right))}.
\]

In the special case of \(\mu = 0, \sigma^2 = 1\): \(\psi_0\) is given implicitly by \(\theta = \sqrt{2\psi_0} \tanh(b \sqrt{2\psi_0})\) with \(\psi_0 = 0\). A similar result was obtained by other analytic methods in ([FKZ15]).

For the numerics, we set \(b = 1\) and approximate \(f\) by using continuous linear piecewise functions \(f(x) = (1 - (N + 1)x) \mathbb{1}_{[x < \frac{1}{N + 1}]}\) on \([0, 1]\), for the choice of mesh steps \(N\) to be defined. Figure 3.1 shows the convergence of the proposed numerical scheme to the analytical solution as the number of mesh steps are increased from \(N = 10\) to \(N = 110\) for various values of \(\theta\). Table 3.1 compares the analytical result of \(\psi_0\) against its numerical approximation, \(\tilde{\psi}_0\) for \(\theta\) close to 0. In this approximation the interval \(S = [0, 1]\) is subdivided \(N + 1 = 1001\) sub-intervals.
Using the boundary condition
\[
\Lambda = \left\{ \begin{array}{ll}
\theta_0 & \text{if } x = 0, \\
\psi_0 & \text{if } x = 1,
\end{array} \right.
\]

we may solve for \( C_u \) with sole constraint
\[
\psi_0.
\]

Then (2.20)-(2.21) becomes the recurrence relation equation
\[
\begin{align*}
N(\theta b) &= (\lambda \psi_0 + b)u(b) + \frac{1}{2}u(x - 1), \\
N(x - 1) &= (\lambda \psi_0 + b)u(b) + \frac{1}{2}u(x - 1), \\
N(0) &= (\lambda \psi_0)u(b) + \frac{1}{2}u(x - 1), \\
N(b) &= (\lambda \psi_0 + b)u(b) + \frac{1}{2}u(x - 1),
\end{align*}
\]

with sole constraint \( u(b) = 1 \) \((L^c \equiv 0, \text{ since } X \text{ is a pure jump process})\).

The recurrence equation on \( \{1, 2, ..., b - 1\} \) is a linear difference equation and may be solved by standard methods. Namely, let \( u_\theta(x) \equiv \beta^x \) then the characteristic equation is
\[
-(\lambda + \psi_\theta)(\beta^x) + \frac{\lambda}{2} \beta^x + \frac{1}{2} \beta^{x-1} = 0 \iff \beta^2 - \frac{2}{\lambda}(\lambda + \psi_\theta) \beta + 1 = 0.
\]

Solving for \( \beta \), we have \( \beta = \frac{1}{\lambda} \left( \lambda + \psi_\theta \pm \sqrt{\psi_\theta(2\lambda + \psi_\theta)} \right) \). Consequently,
\[
u \theta = \left\{ \begin{array}{ll}
C_1 \left( \frac{1}{\lambda} \left( \lambda + \psi_\theta \right) \right)^x + C_2 x \left( \frac{1}{\lambda} \left( \lambda + \psi_\theta \right) \right)^x, & \psi_\theta \in \{0, -2\lambda\} \\
C_1 \left( \frac{1}{\lambda} \left( \lambda + \psi_\theta \right) + \sqrt{\psi_\theta(2\lambda + \psi_\theta)} \right)^x + C_2 \left( \frac{1}{\lambda} \left( \lambda + \psi_\theta \right) - \sqrt{\psi_\theta(2\lambda + \psi_\theta)} \right)^x, & \text{otherwise}.
\end{array} \right.
\]

Using the boundary condition \( u_\theta(b) = 1 \), we can derive from the third recurrence relation that \( u_\theta(b - 1) = 1 + \frac{\lambda}{\lambda} \psi_\theta \), and using this in the second recurrence relation with \( x = b - 1 \), we have \( u_\theta(b - 2) = 1 + \frac{\lambda}{\lambda} \psi_\theta + \frac{1}{\lambda^2} \psi_\theta^2 \).

Now we may solve for \( C_1 \) and \( C_2 \) to find that
\[
u \theta = \left\{ \begin{array}{ll}
\frac{1}{\lambda} \left( \lambda + \psi_\theta \right)^{1-b+x} \left( \lambda^3 + (5b - 3 - 5x)\lambda^2 \psi_\theta + 10(b - 1 - x)\lambda \psi_\theta^2 + 4(b - 1 - x) \psi_\theta^3 \right), & \psi_\theta \in \{0, -2\lambda\} \\
\frac{1}{2} \left( \frac{\lambda + \psi_\theta - \sqrt{\psi_\theta(2\lambda + \psi_\theta)}}{\lambda} \right)^{x-b} \psi_\theta^x \left( \frac{\lambda + \psi_\theta + \sqrt{\psi_\theta(2\lambda + \psi_\theta)}}{\sqrt{\psi_\theta(2\lambda + \psi_\theta)}} \right)^{x-b}, & \text{otherwise}.
\end{array} \right.
\]
We equate the first recurrence equation to the second recurrence equation when \( x = 1 \) to derive the identity

\[
    u_\theta(0) = \frac{\lambda}{2} + \psi - \theta \quad u_\theta(1) = \frac{2}{\lambda}(\lambda + \psi)u_\theta(1) - u_\theta(2),
\]

which can now be used to solve for \( \psi \) implicitly. Namely for \( \psi \notin \{0, -2\lambda\} \), \( \theta = \frac{\lambda}{2} \) where

\[
    A = \psi \left( \lambda \left( \frac{-\sqrt{\theta(2\lambda + \psi)} + \lambda + \psi}{\lambda} \right)^b - \left( \frac{\sqrt{\theta(2\lambda + \psi)} + \lambda + \psi}{\lambda} \right)^b \right)
    + \psi \left( \frac{-\sqrt{\theta(2\lambda + \psi)} + \lambda + \psi}{\lambda} \right)^b - \left( \frac{\sqrt{\theta(2\lambda + \psi)} + \lambda + \psi}{\lambda} \right)^b \right),
\]

\[
    B = \psi \left( \frac{-\sqrt{\theta(2\lambda + \psi)} + \lambda + \psi}{\lambda} \right)^b - \left( \frac{\sqrt{\theta(2\lambda + \psi)} + \lambda + \psi}{\lambda} \right)^b \right),
\]

For the purposes of the numerical approximations, we will arbitrarily set \( \lambda = 50 \) and \( b = 3 \). With this choice, \( \psi \) is given implicitly by \( \theta = \frac{\psi}{15625+375000+150\psi^2+\psi^4} \). Similarly, using \( u_\theta(x) \) when \( \psi \in \{0, -2\lambda\} \), we deduce that with this choice of \( \lambda \) and \( b \) we have that \( \psi_0 = 0 \) and \( \psi_{-50} = -100 \). Given that \( S \) is discrete, numerical approximations of \( \psi_\theta \), \( \hat{\psi}_\theta \), can be made by solving for the largest real eigenvalue of the matrix

\[
    \begin{bmatrix}
    -\frac{50}{2} + \theta & \frac{50}{2} & 0 & 0 \\
    \frac{50}{2} & -50 & \frac{50}{2} & 0 \\
    0 & \frac{50}{2} & -50 & \frac{50}{2} \\
    0 & 0 & \frac{50}{2} & -\frac{50}{2}
    \end{bmatrix}
\]

for each \( \theta \). Table 3.2 compares the analytical result of \( \psi_\theta \) against its numerical approximation, \( \hat{\psi}_\theta \), for various values of \( \theta \) close to 0.

| \( \theta \) | \( \psi_\theta \) | \( \hat{\psi}_\theta \) | \( |\psi_\theta - \hat{\psi}_\theta| \) |
|---|---|---|---|
| 0 | 0 | -6.476 \times 10^{-317} | 6.476 \times 10^{-317} |
| 0.001 | 2.563 \times 10^{-4} | 2.500 \times 10^{-4} | 3.410 \times 10^{-7} |
| 0.002 | 5.007 \times 10^{-4} | 5.000 \times 10^{-4} | 6.646 \times 10^{-7} |
| 0.003 | 7.510 \times 10^{-4} | 7.501 \times 10^{-4} | 9.706 \times 10^{-7} |
| 0.004 | 1.001 \times 10^{-3} | 1.000 \times 10^{-3} | 1.259 \times 10^{-6} |
| 0.005 | 1.252 \times 10^{-3} | 1.250 \times 10^{-3} | 1.530 \times 10^{-6} |
| 0.006 | 1.502 \times 10^{-3} | 1.500 \times 10^{-3} | 1.784 \times 10^{-6} |
| 0.007 | 1.752 \times 10^{-3} | 1.750 \times 10^{-3} | 2.020 \times 10^{-6} |
| 0.008 | 2.003 \times 10^{-3} | 2.001 \times 10^{-3} | 2.238 \times 10^{-6} |
| 0.009 | 2.253 \times 10^{-3} | 2.251 \times 10^{-3} | 2.439 \times 10^{-6} |
| 0.01 | 2.503 \times 10^{-3} | 2.501 \times 10^{-3} | 2.623 \times 10^{-6} |

Table 3.2: Comparison between \( \psi_\theta \) and \( \hat{\psi}_\theta \) when \( \theta \) is near 0 for a reflected birth-death process.
3.3. Biochemical reaction model. Our main motivating example comes from jump-diffusion approximation of a biochemical reaction model. The full model is a pure Markov jump process tracking the amount $X_A(t)$ and $X_B(t)$ of molecular species $A$ and $B$ within a cell that also undergoes cellular growth and division. The simplified representation of reactions between $A$ and $B$ is:

\[
\begin{align*}
A & \xrightarrow{\tilde{\kappa}_1^{10}} B \\
B & \xrightarrow{\tilde{\kappa}_1^{01}} A \\
A + B & \xrightarrow{\tilde{\kappa}_1^{11}} 2B \\
2A + B & \xrightarrow{\tilde{\kappa}_1^{21}} 3A
\end{align*}
\]

where all external factors are captured by reaction constants $\tilde{\kappa}_1^{ij}$. At the time of cellular division an assignment of one half of doubled molecules results in a Bernoulli($\frac{1}{2}$) where all external factors are captured by reaction constants $\tilde{\psi}$ from this mean, we numerically solve the PIDE for the limiting cumulant generating function $\Gamma$ increasingly concentrate at the deterministic stable points. For more details on sample path properties on the reactions preserve the initial total $X_A(0) + X_B(0) = 1$ so that $X_B(t) = 1 - X_A(t), \forall t > 0$ reduces the model to $d = 1$. This allows us to express the rates of reactions, which are proportional to their product and a division constant $\gamma$. The jump Markov process for the evolution of this system has the generator:

\[
\begin{align*}
\mathcal{G} g(x_A, y_B) &= \tilde{\kappa}_1^{10} x_A [g(x_A - 1, y_B + 1) - g(x_A, y_B)] + \tilde{\kappa}_1^{01} y_B [g(x_A + 1, y_B - 1) - g(x_A, y_B)] \\
&+ \tilde{\kappa}_1^{11} x_A y_B [g(x_A - 1, y_B + 1) - g(x_A, y_B)] + \tilde{\kappa}_1^{21} x_A^2 y_B [g(x_A + 1, y_B - 1) - g(x_A, y_B)] \\
&+ \frac{1}{2} \gamma x_A y_B [g(x_A - 1, y_B + 1) - g(x_A, y_B)] + \frac{1}{2} \gamma x_A y_B [g(x_A + 1, y_B - 1) - g(x_A, y_B)]
\end{align*}
\]

for $g \in C([0, 1])$. This reaction and division dynamics has two relevant features:

(1) There is a conservation law in the total sum of species $A$ and $B$, and letting $n$ denote the initial overall total of both species, $X_A = \frac{x_A}{n}, X_B = \frac{y_B}{n}$ denote the proportions (out of $n$) of species $A, B$ respectively, all the reactions preserve the initial total $X_A(0) + X_B(0) = 1$ so that for all $X_B(t) = 1 - X_A(t), \forall t > 0$ reduces the model to $d = 1$. This allows us to express the rates of reactions, which are proportional to the product of source types mass and the chemical reaction constants, where the latter are assumed to scale as $\kappa = n^{\nu-1}\kappa$ with $\nu=$number of sources in the reaction. The generator of the process $X_A = \frac{x_A}{n}$ for $g \in C([0, 1])$ is:

\[
\begin{align*}
\mathcal{G}_n g(x) &= n(\kappa_1^{10} x + \kappa_1^{11} x(x-1)) [g(x - \frac{1}{n}) - g(x)] + n(\kappa_1^{01} (1 - x) + \kappa_1^{21} x^2(1 - x)) [g(x + \frac{1}{n}) - g(x)] \\
&+ \frac{1}{2} \gamma_n x(1-x) [g(x - \frac{1}{n}) - g(x)] + \frac{1}{2} \gamma_n x(1-x) [g(x + \frac{1}{n}) - g(x)]
\end{align*}
\]

showing the overall reaction rates of decreasing and increasing proportions of $A$ as $nr_-(x) = n\kappa_1^{10} x + n\kappa_1^{11} x(x-1)$ and $nr_+(x) = n\kappa_1^{01} (1-x) + n\kappa_1^{21} x^2(1-x)$, respectively. The division rates for both increasing and decreasing proportions of $A$ are $\xi_n(x) = \frac{1}{2}\gamma_n x(1-x)$, where the relationship of $\gamma_n$ to $n$ will be explored in the two approximations of the jump Markov chain to follow.

(2) The long term dynamics exhibits a form of noise induced bistability in the proportion of species $A$, under appropriate assumptions on the constants $\kappa$; c.f. (*) below. The rate of change of the mean is:

\[
\frac{d}{dt} E[X_A(t)|X_A(t-x)] = \mu(x) := -\kappa_1^{10} x + \kappa_1^{01} (1-x) - \kappa_1^{11} x(1-x) + \kappa_1^{21} x^2(1-x), \ x \in [0, 1]
\]

and since $\mu(x)$ is a cubic, assuming (*) that it has all real roots in $[0, 1]$, then the dynamics of $E[X_A(t)]$ has two stable equilibria and one unstable equilibrium point creating potential barriers on either side of the domain of attraction of the two equilibria. Freidlin-Wentzel theory (FW98 Ch 6) for path properties of Markov processes with $O(n)$ rates and $O(\frac{1}{n})$ jump sizes imply that this process will spend most of its time in the stable equilibria with rare transitions between small neighbourhoods around them created by perturbations due to randomness in the system. The occupation measure process will reflect this and increasingly concentrate at the deterministic stable points. For more details on sample path properties on finite time intervals of biochemical reaction models with division errors (c.f. Sec 3.3. of [McSPT]).

To estimate the mean local time at the two stable equilibria, as well as the large deviations away from this mean, we numerically solve the PIDE for the limiting cumulant generating function $\psi$, which
again reduces to solving for the largest eigenvalue of an \((n+1) \times (n+1)\) matrix. Set \(n = 100\), and 
\[
\kappa_{1}^{01} = 1, \kappa_{1}^{21} = \frac{32}{9}, \kappa_{2}^{01} = 1, \kappa_{2}^{11} = \frac{19}{9}
\] (for which \((\ast)\) is satisfied as the cubic has all real roots), then the two stable equilibria are 
\(x_1 = 0.25\) and \(x_2 = 0.75\) on \(S = [0,1]\), and we will define \(f(x)\) as the continued version of 
\(1_{x \in B_{(N+1)}((0.25),B_{1/(N+1)}(0.75)})\), so that the additive functional \(A(t)\) measures the time spent around the 
two stable equilibria.

The jump Markov process parameters are \(\nu_2(\pm \frac{1}{n}) = \xi_n(x) + nr_+(x)\) and \(\nu_1(\pm \frac{1}{n}) = \xi_n(x) + nr_-(x)\) (and 
\(\mu = \sigma^2 \equiv 0\)). On the two boundaries the rates of the reaction dynamics and division errors at \(x \in \{0,1\}\) have only inward jumps \((r_-(0) = r_+(1) = 0, \xi_n(0) = \xi_n(1) = 0)\), so no additional reflection is needed to 
keep the process within \(S = [0,1]\), and \(V_n = X_n^\alpha\).

When \(\gamma_n = n\), the rate of division errors \(\xi_n(x) = \frac{1}{n}nr_+(1-x)\) is of the same order as the rate of reactions. Hence, a rigorous approximation of \(X_n^\alpha(t)\) in terms of \(n\) can be made in terms of the constrained Langevin process (c.f. [LW19, AHLW19]) which is a reflected diffusion \(V_n\) on \([0,1]\) with small noise

\[
dV_n(t) = \mu(V_n(t))dt + \frac{1}{\sqrt{n}} \sqrt{r_+(V_n(t)) + r_-(V_n(t)) + V_n(t)(1-V_n(t))}dW(t) + \frac{1}{\sqrt{n}} (\rho_0 dL_0(t) - \rho_1 dL_1(t)),
\]

(3.2)

Its drift is equal to \(\mu(x) = -\kappa_{10}^{10}x + \kappa_{11}^{11}(1-x) - \kappa_{11}^{11}x(1-x) + \kappa_{11}^{11}x^2(1-x)\) from (3.1) as the division error is 
unbiased, the diffusion coefficient \(\sigma(x)^2 = r_+(x) + r_-(x) + x(1-x)\) is equal to the sum of all rates as the square 
of all jumps are of size \((\pm \frac{1}{n})^2 = \frac{1}{n^2}\), and the reflection directions are \(\rho_0 = \rho_1 = 1\) on associated boundary 
processes \(L_0\) and \(L_1\) respectively. Large deviation theory for path properties of small noise diffusions ([DZ98, Ch 5, FW98, Ch 5]) also implies this process spends most of its time in the neighbourhood of stable equilibria 
with rare excursions transitioning between them. The occupation measure of the process will concentrate near the 
stable equilibria in the long term limit. To estimate the numerical solution for the limiting cumulant generating function \(\psi_0\) of the same additive functional \(A(t)\) as above, we set the jump-diffusion parameters to \(\mu(x), \sigma^2(x)\) as above (and \(\nu_2 \equiv 0\)), and we define a sequence of continuous linear piecewise functions \(f\) by:

\[
f(x) = \begin{cases} 
0 & \text{if } 0 \leq x < 0.25 - \frac{1}{N+1} \\
(N+1)x + 0.25(N+1) & \text{if } 0.25 - \frac{1}{N+1} \leq x < 0.25 \\
-(N+1)x + 0.25(N+1) & \text{if } 0.25 \leq x < 0.25 + \frac{1}{N+1} \\
0 & \text{if } 0.25 + \frac{1}{N+1} \leq x < 0.75 - \frac{1}{N+1} \\
(N+1)x - 0.75(N+1) & \text{if } 0.75 - \frac{1}{N+1} \leq x < 0.75 \\
-(N+1)x + 0.75(N+1) & \text{if } 0.75 \leq x < 0.75 + \frac{1}{N+1} \\
0 & \text{if } 0.75 + \frac{1}{N+1} \leq x \leq 1.
\end{cases}
\]

We use \(\psi_{0,JMP}\) to denote the numerical solution to the PIDE for the limiting cumulant generating function \(\psi_0\) of the jump Markov process \(X_n^\alpha(t)\), and \(\psi_{0,JDA}^N\) for the reflected diffusion approximation \(V_n(t)\) in (3.2), where we use \(n = 100\) in the first set of results and \(n = 1000\) in the second. We empirically verify the 
stability of the numerical approximation in mesh size in Figure 3.2, surfaces (a) and (b) approximate \(\psi_{0,JDA}^N\) for 
\(0 \leq \theta \leq 1\), \(\{N\}^{150}_5\) and \(\{N\}^{150}_5\) respectively; the bottom plots (c) and (d) compare the approximations of 
\(\psi_{0,JMP}\) (in red) and \(\psi_{0,JDA}^N\) (in blue), for \(n = N = 100\) and \(n = N = 1000\), respectively. 
To estimate the mean \(\psi'(0)\) and variance \(\psi''(0)\) of local times for fixed \(n = N = 1000\) we consider centered 
finit difference approximations using \(\theta = \{-0.01, 0, 0.01\}\) and obtain:

\[
\psi'_{0,JMP} \approx 1.2 \times 10^{-3}, \quad \psi''_{0,JMP} \approx 1.6 \times 10^{-5};
\]

\[
\psi'_{0,JDA} \approx 2.6 \times 10^{-3}, \quad \psi''_{0,JDA} \approx 5.2 \times 10^{-5}.
\]

Comparing the results for \(n = 100\) with \(n = 1000\) shows the numerical approximation is more stable as 
the rescaling parameter \(n\) increases, since then the magnitude of noise decreases in both processes. However, 
the long-term mean local time differs in the two models regardless of the increase in scaling parameter. This 
is in contrast with the finite time results which say that the paths of the two processes become closer in \(n\), 
but can be reasoned by the fact that the sup-norm of the path difference features a multiplying constant 
that is a function of the length of the time interval ([K78, KKP14]), and that our results are based on taking
limits as the time of integration goes to infinity, and not as the noise size goes to zero. Our numerical results indicate that the mean of the local time at equilibria are smaller for the jump Markov model than for the reflected diffusion, indicating a tighter long term concentration of the stationary distribution of the reflected JDA at equilibria compared to that of the JMP. This is in full agreement with the results of [McSP14] Thm 3.1 which say that the functional path large deviation rate of jumps between the two stable equilibria is higher for the jump Markov model than for the reflected diffusion. Since more frequent transitions result in a less concentrated measure our present observation follows.

We next consider the case when division errors occur at higher rate $\gamma_n \gg n$ (e.g. $\gamma_n = 10n^2$) than the rates of reactions. The $\pm 1/n$ errors from division now dominate the noise and it is more suitable to approximate the model instead by a process in which only the reaction contributions are modeled by a constrained Langevin equation with small noise while the error division contributions are still modeled by pure jumps. The jump-
diffusion model in part reduces computation, but also allows a comparison with the approximate diffusion model in the case $\gamma_n = n$. We now define $\tilde{V}_n$ to be the following reflected jump-diffusion

$$d\tilde{V}_n(t) = \mu(\tilde{V}_n(t))dt + \frac{1}{\sqrt{n}} \sqrt{r_+ - r_-} \tilde{V}_n(t) dW(t) \pm \frac{1}{n} \xi(\tilde{V}_n(t)) d\xi(t) + \frac{1}{\sqrt{n}} (\rho_0 dL_0(t) - \rho_1 dL_1(t)), \tag{3.3}$$

where each $Y^\xi(\tilde{V}_n)$ and $Y^{\xi(\tilde{V}_n)}$ are counting processes with intensity measure $\xi_n(\tilde{V}_n) = \frac{1}{2} \gamma_n \tilde{V}_n (1 - \tilde{V}_n)$. We use $\gamma_n = 10n^2$ and present the results for the local time at the same two equilibria $\{0.25, 0.75\}$ in Figure 3.3.

Fig. 3.3: Numerical estimates of $\psi^N_{\theta,JMP}$ for the long-term local time of $\{0.25, 0.75\}$ of the jump Markov process $\psi^N_{\theta,JMP}$ and of the reflected jump-diffusion $\psi^N_{\theta,JDA}$ (case $\gamma_n = 10n^2$).

Derivatives of $\psi_{\theta}$ near $\theta = 0$ inferred from our results for $n = N = 1000$ using centered finite differences at
Since the noise in the model (after rescaling time) is not small, as the rescaling parameter \( n \) spends substantially more time reflecting at the boundaries than staying near its stable equilibria. In fact, this confirms that the jump-diffusion approximation also accurately reflects the fact that the original process centered finite differences at \( \theta \) distinguish the order of magnitude of an unbiased source of noise unseen by the drift of the process. The closeness of approximating processes to the original model in the long-term (infinite time), as well as to valuable dynamic observables for reflected processes with drift of this form. They can be used to assess error intensity, and for retaining jumps in the reflected jump-diffusion approximation of the original model as crucial in the second case. Our example illustrates that numerical estimates of local times constitute a quantifiable indicator for distinguishing the order of magnitude of 

\[
\psi_{0,\text{JMP}}' \approx 7.1 \times 10^{-3}, \quad \psi_{0,\text{JMP}}'' \approx 2.9 \times 10^{-5};
\]
\[
\psi_{0,\text{JDA}}' \approx 9.1 \times 10^{-3}, \quad \psi_{0,\text{JDA}}'' \approx 6.9 \times 10^{-2}.
\]

These results indicate that in this scenario the reflected jump-diffusion is a closer approximation of the long term behaviour of the original model. This is a consequence of the fact that the dominant noise comes from jumps that are now present in the same (un-approximated) form in the reflected jump-diffusion as specified in the original model.

Since the magnitude of division error rates is not influenced by the rates of chemical reactions in the system, it is crucial to have a way to distinguish their order of magnitude, which we argue can be done using time-additive functionals (dynamical observables) within experiments. One possible indicator is the local time at the deterministic stable equilibria: when \( \gamma_n \gg n \) e.g. \( \gamma_n = 10n^2 \) both the jump Markov model and the reflected jump-diffusion from (3.3) spend less time near equilibria, as the stronger noise from division errors counteracts the pull towards the stable equilibria of the drift \( \mu \) which is defined by the system of reactions [McSPII]. Since we have numerically obtained the limiting cumulant generating function for the model with \( \gamma_n = n \), we can argue that the comparison of the average value of this local time with that of its average value for the model with \( \gamma_n = 10n^2 \) provides a distinction between the two cases.

To establish a quantifiable indicator of distinction between the two cases we also measure the long term local times of the jump Markov model and of the reflected jump-diffusion (3.3) in a neighborhood of the boundary \( B_{1/(N+1)}((0,1)) \). All the in the numerical algorithm parameters are the same as above, except that the piecewise linear continuous functions \( f \) approximating \( 1_{x \in B_{1/(N+1)}((0,1))} \) are now:

\[
f(x) = \begin{cases} 
1 & 0 \leq x \leq \frac{1}{N+1} \\
2 - (N+1)x & \frac{1}{N+1} \leq x < \frac{2}{N+1} \\
0 & \frac{2}{N+1} \leq x < 1 - \frac{2}{N+1} \\
2 + (N+1)(x - 1) & 1 - \frac{2}{N+1} \leq x < 1 - \frac{1}{N+1} \\
1 & 1 - \frac{1}{N+1} \leq x \leq 1.
\end{cases}
\]

An extra mesh point was used to account for the asymmetry of the neighborhood around the boundary points, which results in more numerically stable outputs.

Figure 3 displays the results, and the derivatives near \( \theta = 0 \) for this \( \psi_{\theta} \) using \( n = N = 1000 \) and centered finite differences at \( \theta = \{-0.01, 0, 0.01\} \) are approximately:

\[
\psi_{0,\text{JMP}}' \approx 2.6 \times 10^{-1}, \quad \psi_{0,\text{JMP}}'' \approx 6.6 \times 10^{-3};
\]
\[
\psi_{0,\text{JDA}}' \approx 1.8 \times 10^{-1}, \quad \psi_{0,\text{JDA}}'' \approx 5.2 \times 10^{-2}.
\]

This confirms that the jump-diffusion approximation also accurately reflects the fact that the original process spends substantially more time reflecting at the boundaries than staying near its stable equilibria. In fact, since the noise in the model (after rescaling time) is not small, as the rescaling parameter \( n \) increases the paths of the process in finite time are not converging closer to a deterministic path. Instead they exhibit fast passages through the interior of \( (0,1) \) spending most of the time waiting for a reaction on the boundary \( \{0,1\} \) to push it away from the boundary back into the interior. This fully matches the observations of the functional path behaviour of this model in [McSPII]. Thm 4.1 and Figure 3 in Sec 4.2. This type of behaviour has also been called ‘discreteness-induced transitions’ when analyzed in related models (c.f. [TK01] BDMcK13 BKW20).

A comparison of the average long term local time near the boundaries versus the average time at the stable equilibria then presents a quantifiable indicator for distinguishing the order of magnitude of division error intensity, and for retaining jumps in the reflected jump-diffusion approximation of the original model as crucial in the second case. Our example illustrates that numerical estimates of local times constitute valuable dynamic observables for reflected processes with drift of this form. They can be used to assess the closeness of approximating processes to the original model in the long-term (infinite time), as well as to distinguish the order of magnitude of an unbiased source of noise unseen by the drift of the process.

\[
\frac{\psi_{0,\text{JMP}}}{\psi_{0,\text{JDA}}} \approx 1.3 \times 10^{-1}, \quad \psi_{0,\text{JDA}}'' \approx 5.2 \times 10^{-2}.
\]
A last comment on the stability of our numerical scheme in this example: we found that mesh sizes comparable to jump sizes in the process work well, while further refinements can lead to numerical instabilities.
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4. Appendix: Numerical method for the limiting logarithmic moment generating function.

Fix $\theta \in \mathbb{R}$. Let $\tilde{L}$ be the operator

$$
\tilde{L}u_\theta(x) = \mu(x)\partial_x u_\theta(x) + \frac{\sigma^2(x)}{2} \partial^2_{xx} u_\theta(x) + \theta f(x)u_\theta(x) + \int_\mathcal{M} [u_\theta(r(x, y)) - u_\theta(x)]\nu_x(dy).
$$

defined on

$$
D(\tilde{L}) = \{u_\theta \in C^2([0, b]) : \theta f(0)u_\theta(0) + \rho_0 \partial_x u_\theta(0) = 0, \theta f(b)u_\theta(b) - \rho_0 \partial_x u_\theta(b) = 0\}
$$

We will numerically solve for the eigenvalue problem $\tilde{L}u_\theta(x) = \psi \theta u_\theta(x), \ x \in [0, b]$ subject to the boundary conditions of $D(\tilde{L})$, by replacing each derivative by an appropriate finite-difference quotient and the integral term by an appropriate sum.

Select an integer $N > 0$ and divide the length of $[0, b]$ into $(N + 1)$ equal subintervals whose endpoints are the mesh points $x_i = ih$, for $i = 0, 1, ..., N + 1$, where $h = \frac{b}{N+1}$. At the interior mesh points, $x_i$, for $i = 1, 2, ..., N - 1$, the PIDE to be approximated is $\tilde{L}u_\theta(x_i) = \psi \theta u_\theta(x_i)$.

Since $\nu_x(dy)$ may be discrete, continuous, or some combination of both, $\mathcal{M}$ as a series of disjoint continuous and discrete intervals. We call the continuous intervals $\mathcal{M}^c_{j_c}$ for $j_c = 1, 2, ..., n_c$ and the discrete intervals $\mathcal{M}^d_{j_d}$ for $j_d = 1, 2, ..., n_d$. Then we may rewrite the integral term as

$$
\int_{\mathcal{M}} [u_\theta(r(x, y)) - u_\theta(x)]\nu_x(dy) = \sum_{j_c} \int_{\mathcal{M}^c_{j_c}} [u_\theta(r(x, y)) - u_\theta(x)]\nu_x(dy) + \sum_{j_d} \int_{\mathcal{M}^d_{j_d}} [u_\theta(r(x, y)) - u_\theta(x)]\nu_x(dy).
$$

The discrete measure may be interpreted as

$$
\sum_{j_d} \int_{\mathcal{M}^d_{j_d}} [u_\theta(r(x, y)) - u_\theta(x)]\nu_x(dy) = \sum_{j_d} \sum_{y \in \mathcal{M}^d_{j_d}} [u_\theta(r(x, y)) - u_\theta(x)]\nu_x(y).
$$

To approximate the continuous integral, we apply the Composite Trapezoidal rule over each interval $\mathcal{M}^c_{j_c} \equiv [a_{j_c}, b_{j_c}]$. Define the integrand as $g^x(y) \equiv [u_\theta(r(x, y)) - u_\theta(x)]\nu_x(y)$. For each $j_c$, select an integer $N_{j_c} > 0$ and divide the length of $\mathcal{M}^c_{j_c}$, $[b_{j_c} - a_{j_c})$, into $N_{j_c}$ subintervals. So we have step size $h_{j_c} = \frac{b_{j_c} - a_{j_c}}{N_{j_c}}$, and $y^k_{j_c} = a_{j_c} + kh_{j_c}$ for each $k = 0, 1, ..., N_{j_c}$. Then the first sum can be written as

$$
\sum_{j_c} \int_{\mathcal{M}^c_{j_c}} g^x(y)dy = \sum_{j_c} \left( \frac{h_{j_c}}{2} \left( g^x(a_{j_c}) + 2 \sum_{j=1}^{N_{j_c}-1} g^x(y^j_{j_c}) + g^x(b_{j_c}) \right) - \frac{b_{j_c} - a_{j_c}}{12} h_{j_c}^2 (g^x)^{(2)}(\kappa_{j_c}) \right)
$$

for some $\kappa_{j_c}$ in $[a_{j_c}, b_{j_c}]$.

We approximate the derivatives on $(0, b)$ by a centered-difference scheme where $\eta_i$ and $\xi_i$ are some values in $(x_{i-1}, x_{i+1})$. Putting all the approximations together results in the finite difference equation

$$
\mu(x_i) \left( \frac{u(x_{i+1}) - u(x_{i-1})}{2h} - \frac{h^2}{6} u^{(3)}(\eta_i) \right) + \frac{\sigma^2(x_i)}{2} \left( \frac{u(x_{i+1}) - 2u(x_i) + u(x_{i-1})}{h^2} - \frac{h^2}{12} u^{(4)}(\xi_i) \right) + \theta f(x_i)u(x_i) + \sum_{j_c} \left( \frac{h_{j_c}}{2} \left( g^x(r(x_i, a_{j_c})) + 2 \sum_{j=1}^{N_{j_c}-1} g^x(r(x_i, y^j_{j_c})) + g^x(r(x_i, b_{j_c})) \right) - \frac{b_{j_c} - a_{j_c}}{12} h_{j_c}^2 (g^x)^{(2)}(\kappa_{j_c}) \right) + \sum_{j_d} \sum_{y \in \mathcal{M}^d_{j_d}} [u(r(x_i, y)) - u(x_i)]\nu_x(y) = \psi \theta u(x_i).
$$

We choose forward and backward finite-difference schemes with $O(h^2)$ truncation error to approximate the boundary conditions:

$$
-\frac{3}{2} u_0 + 2u_1 - \frac{1}{2} u_2 - \frac{f(0)\theta u_0}{\rho_0} \iff u_0 = \frac{4\rho_0 u_1 - \rho_0 u_2}{3\rho_0 - 2\theta f(0)h}.
$$
where each function $\tilde{g}^u(x_i)$ represents the sum of all terms in the integral approximations that are factors of $u_i$, for each $i = 1, 2, ..., N$. Every time $u_0$ or $u_{N+1}$ is a term in the equation, we replace it with the appropriate boundary condition. This allows us to define the system of equations as an $N \times N$ matrix, with $a_1(x_i) = -\frac{\mu(x_i)}{2h} + \frac{\sigma^2(x_i)}{2h^2}$, $a_2(x_i) = -\frac{\sigma^2(x_i)}{h^2} + \theta f(x_i)$, and $a_3(x_i) = \frac{\mu(x_i)}{2h} + \frac{\sigma^2(x_i)}{2h^2}$, as

$$(A + G)u = \psi_0 u,$$

where

$$A = \begin{bmatrix}
\frac{4\rho_0 a_1(x_1)}{3\rho_0 - 2\theta f(0)h} + a_2(x_1) & -\frac{\rho_0 a_1(x_1)}{3\rho_0 - 2\theta f(0)h} + a_2(x_1) & 0 & \cdots & 0 & 0 \\
\frac{a_2(x_2)}{a_2(x_2)} & a_2(x_2) & a_3(x_2) & \cdots & 0 & 0 \\
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & a_1(x_{N-1}) & a_2(x_{N-1}) & a_3(x_{N-1}) \\
0 & \cdots & 0 & 0 & a_1(x_N) + \frac{4\rho_0 a_3(x_N)}{2\theta f(b)h - 3\rho_0} & a_2(x_N) - \frac{4\rho_0 a_3(x_N)}{2\theta f(b)h - 3\rho_0} \\
\end{bmatrix},
$$

and

$$G = \begin{bmatrix}
\tilde{g}^{u_1}(x_1) & \tilde{g}^{u_2}(x_1) & \tilde{g}^{u_3}(x_1) & \cdots & \tilde{g}^{u_N}(x_1) \\
\tilde{g}^{u_1}(x_2) & \tilde{g}^{u_2}(x_2) & \tilde{g}^{u_3}(x_2) & \cdots & \tilde{g}^{u_N}(x_2) \\
\ddots & \ddots & \ddots & \ddots & \ddots \\
\tilde{g}^{u_1}(x_N) & \tilde{g}^{u_2}(x_N) & \tilde{g}^{u_3}(x_N) & \cdots & \tilde{g}^{u_N}(x_N) \\
\end{bmatrix},$$

Finally, we compute $\psi_0$ by solving for the eigenvalues of $A + G$ and selecting the one with largest value, then its associated eigenvector is the solution $u$ to the PIDE.
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