Combination of the top-quark mass measurements from the Tevatron collider
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The top quark is the heaviest known elementary particle, with a mass about 40 times larger than the mass of its isospin partner, the bottom quark. It decays almost 100% of the time to a $W$ boson and a bottom quark. Using top-antitop pairs at the Tevatron proton-antiproton collider, the CDF and D0 collaborations have measured the top quark’s mass in different final states for integrated luminosities of up to 5.8 fb$^{-1}$. This paper reports on a combination of these measurements that results in a more precise value of the mass than any individual decay channel can provide. It describes the treatment of the systematic uncertainties and their correlations. The mass value determined is 173.18 ± 0.56 (stat) ± 0.75 (syst) GeV or 173.18 ± 0.94 GeV, which has a precision of ±0.54%, making this the most precise determination of the top quark mass.
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I. INTRODUCTION

A. The top quark

The standard model (SM) of particle physics describes the elementary particles and their interactions. The top quark (t) has a special place in the hierarchy of particles because it is far more massive than any of the other fundamental objects. It is the up-type quark, partnered with the down-type bottom quark (b), forming the third generation of quarks which was predicted by Kobayashi and Maskawa in 1973 [1] to accommodate CP violation in neutral kaon decays [2]. At particle colliders the top quark is produced mainly in top-antitop (tt) pairs. First evidence of top quark production was reported by the CDF collaboration [3] and the top quark was first observed in this production mode by the CDF [3] and D0 [4] collaborations at the Tevatron proton-antiproton collider. Since then, great efforts have been focused on measuring its properties with ever higher precision. In addition to its large mass (mt), the top quark is also singular because it decays before it can hadronize: there are no mesons or baryons containing valence top quarks. The top quark decays almost exclusively to a W boson and a b quark, with the fraction determined by the neutr-unity value of the CKM quark mixing matrix [1, 4] element Vtb (≈ 0.9992) [5]. Its other decays are limited by the small values of Vts ≈ 0.0387 and Vtd ≈ 0.0084 [2], assuming three-family unitarity of the CKM matrix. The W boson decays to a charged lepton and its associated neutrino, or to a quark-antiquark pair, and the final states of tt events are thus characterized as: “lepton+jets” (tt → ℓ+νbq′q′b and qq′bℓ−¯νb); “alljets” (tt → qq′bq′q′bb); and “dileptons” (tt → ℓ+νℓ−¯νb). In this notation the charged lepton ℓ represents an electron or muon, and q is a first- or second-generation quark. The W boson also decays to a τ lepton and a τ neutrino. If the τ decays to an electron or muon, the event contributes to the lepton categories, and if the τ decays into hadrons, it contributes to the lepton+jets or alljets categories. A fourth category labelled “Eτ+jets” is used to measure mt when there are jets and a large imbalance in transverse momentum in the event (Eτ), but no identified lepton. It comprises tt → τ+νbτ−¯νb, τ+νqq′b, and qq′bτ−¯νb final states, accounting for 40% of the tt signal events in the Eτ+jets category, or ℓ+νqq′b, qq′bℓ−¯νb, where the electron or muon are not reconstructed, accounting for 60% of the tt signal in this category. Additional contributions to Eτ arise from the neutrino(s) produced in τ decays.

In dilepton events, there are typically two jets from the two b quarks, one from each top quark decay. In lepton+jets events, there are typically four jets, including two b jets and two light-quark jets from W-boson decay. Alljets events most often contain six jets, the two b jets and four light-quark jets. The Eτ+jets events usually have four or five jets. Additional gluon or quark jets can arise due to radiation from initial or final state colored particles, including the top quarks. About 23% of the tt events have an extra jet with sufficient energy to pass the selection criteria and about 5% of the events have two additional jets. These extra jets complicate the measurement of mt and degrade its resolution. Figure 1 illustrates leading-order (LO) production of tt events at the Fermilab Tevatron Collider, and Fig. 2 shows the relevant tt decay modes.

![Diagram of tt production at the Tevatron Collider](image1)

**FIG. 1:** Examples of tree Feynman diagrams for tt production. At the Tevatron collider, the qq channel contributes 81% to the total tt inclusive cross section and the gg channel the remaining 19% [3, 4].

![Diagram of tt decay](image2)

**FIG. 2:** Leading-order Feynman diagram for tt decay. The dilepton modes (ee, eμ, μμ) have a combined branching fraction of ≈ 4%, the electron+jets and muon+jets modes combined correspond to ≈ 30%, and the alljets mode has a branching fraction of ≈ 46%. The τ modes are shared among the Eτ+jets and the other channels in the analyses.

B. Top-quark mass origin and definitions

One of the fundamental properties of an elementary particle is its mass. In the SM, fermions acquire mass
through interactions with the Higgs field \cite{10}. Absolute values of these masses are not predicted by the SM. In theoretical calculations, a particle’s mass can be defined in more than one way, and it depends on how higher-order terms in perturbative quantum chromodynamics (QCD) calculations are renormalized. In the modified minimal subtraction scheme (\(\overline{\text{MS}}\)), for example, the mass definition reflects short-distance effects, whereas in the pole-mass scheme the mass definition reflects long-distance effects \cite{11}. The concept of the pole mass is not well defined since color confinement does not provide \(S\)-matrix poles at \(m = m_\ell\) \cite{12}. Direct mass measurements that are inputs to the combination described in this paper rely on Monte Carlo (MC) generators to extract \(m_\ell\). Hence the measured mass corresponds in fact to the mass parameter in the MC. Work is proceeding to address the exact difference between the measured mass and the pole mass, as presented for example in Appendix C of Ref. \cite{13}. One alternative way to address this problem is to extract \(m_\ell\) from a measurement of the \(t\bar{t}\) cross section \cite{14}. The D0 collaboration has recently shown that the directly measured mass of the top quark is closer to the pole mass extracted from a measurement of the \(t\bar{t}\) cross section than to an \(\overline{\text{MS}}\) mass extracted in a similar way \cite{14}. Hence, within the precision of theory and data, the directly measured \(m_\ell\) is best interpreted as the top-quark pole mass.

CPT invariance predicts that a particle and its antiparticle partner have the same mass. This has been checked for the top quark by the D0, CDF, and CMS collaborations and the masses are found to hold within the measurement uncertainties, with \(\Delta m_\ell = m_\ell - m_{\bar{\ell}} = 0.84 \pm 1.87 \text{ GeV} \) \cite{15}, \(\Delta m_{\bar{\ell}} = -3.3 \pm 1.7 \text{ GeV} \) \cite{16}, and \(\Delta m_\ell = -0.44 \pm 0.53 \text{ GeV} \) \cite{17}, respectively. Thus, the top quark mass combination in this paper assumes \(m_\ell = m_{\bar{\ell}}\).

C. Predictions based on the top-quark mass

The internal consistency of the SM can be tested by using different observables to predict the values of others, and then compare the expectations with their measured values. For example, the relation between the mass of the \(W\) boson \((M_W)\) and \(\sin^2 \theta_W\) (the electroweak mixing angle) includes higher-order radiative corrections involving \(m_\ell\), hence the smaller the uncertainty on the measured \(m_\ell\), the stronger is the test of consistency. Since 1997, the LEP Electroweak Working Group (LEPEWWG) has used the the observed top-quark and the \(W\) boson masses and other precision electroweak variables to extract constraints on the Higgs boson mass \((M_H)\) in the SM \cite{18}. This has been extended to the minimal supersymmetric standard model (MSSM) \cite{19} and the GFITTER collaboration has applied the technique to set limits on a wide variety of theories beyond the SM \cite{20}. Figure 3 shows the combined constraint due to \(M_W\) and \(m_\ell\) (as of March 2012) on the Higgs boson mass. Figure 3 shows the constraint from \(M_W\) and \(m_\ell\) separately (as of March 2012) on the Higgs boson mass, and a global constraint originating from all the other electroweak variables, showing the importance of the \(M_W\) and \(m_\ell\) variables to constrain the Higgs boson mass.

D. History of measurement of \(m_\ell\)

Before 1995, global fits to electroweak data from the CERN and SLAC \(e^+e^-\) colliders (LEP and SLC) and from other experiments produced estimates of \(m_\ell\) that ranged from \(\approx 90 \text{ GeV}\) to \(\approx 190 \text{ GeV}\) \cite{21}. At the time of the first observation of the top quark in 1995, the fits indicated a mass close to the current Tevatron value of \(m_\ell\), but with an uncertainty of \(\approx \pm 10\%\) and an
assumption of 300 GeV mass of the Higgs boson \(^{22}\). CDF measured \(m_t = 176 \pm 8\) (stat) \(\pm 10\) (syst) GeV \(^{4}\) (total uncertainty of 7\%) and D0 measured \(m_t = 190^{+19}_{-21}\) (stat) \(\pm 22\) (syst) GeV \(^{2}\) (total uncertainty of 15\%).

Since then, the CDF and D0 collaborations have developed many novel measurement techniques, and published nearly 50 journal papers on their measurements of \(m_t\). Recently, the CMS collaboration at the Large Hadron Collider (LHC) published a measurement using 102 dilepton events \(^{24}\) and finds \(m_t = 175.5 \pm 4.6\) (stat) \(\pm 4.6\) (syst) GeV (total uncertainty of 3.7\%). The ATLAS collaboration at the LHC has submitted a measurement of \(m_t = 174.5 \pm 0.6 \pm 2.3\) GeV (total uncertainty of 1.4\%) using nearly 12,000 lepton+jets events \(^{24}\). The most precise measurements from the Tevatron in a single decay channel use lepton+jets events and a matrix element method as introduced in Ref. \(^{25}\) and an in-situ calibration of the jet energy scale. CDF’s matrix element measurement \(^{26}\) uses 5.6 fb\(^{-1}\) of integrated luminosity to find \(m_t = 173.00 \pm 0.65\) (stat) \(\pm 1.06\) (syst) GeV (total uncertainty of 0.72\%). D0’s measurement \(^{27}\) uses 3.6 fb\(^{-1}\) of integrated luminosity to obtain \(m_t = 174.94 \pm 0.83\) (stat) \(\pm 1.24\) (syst) GeV (total uncertainty of 0.85\%). Figure 4 shows the publication history of the direct measurements of \(m_t\) at the Tevatron.

E. Overview of mass measurements

This paper reports on the combination of previously published measurements of \(m_t\). Details of the analyses are therefore not repeated as this information is available in recent reviews \(^{28}\), as well as in the publications of each of the results. We will, however, summarize the basic techniques used for the measurements.

The cross section for \(t\bar{t}\) production in proton-antiproton (\(p\bar{p}\)) interactions at 1.96 TeV is \(\approx 7.2\) pb \(^{29}\). \(^{30}\). The mean transverse momentum (\(p_T\)) of the \(t\bar{t}\) system at parton level is \(\approx 20\) GeV, which is attributed to initial-state radiation (i.e., gluon emission). The mean transverse momentum of the top quarks at parton level is \(\approx 95\) GeV \(^{31}\). Top quarks have a lifetime of \(\approx 0.3 \times 10^{-24}\) s \(^{32}\), \(^{33}\), which is an order of magnitude smaller than the time scale for parton evolution and hadronization. Hence, when top quarks decay, they transfer their kinematic characteristics to the W boson and b quark, and the measured energy-momentum four-vectors of the final state particles can be used to reconstruct the mass of the top quark, except for the presence of initial or final-state radiation.

In alljets events, the four-vector of every jet emerging from quarks can be reconstructed, but neutrinos emitted in semileptonic decays of b quarks and jet energy resolution effects will lead to lost energy. In lepton+jets events, the momentum of the neutrino from the \(W \rightarrow l\nu\) decay is not detected. The transverse component can be inferred from the negative of the vector sum of all transverse momenta of particles detected in the calorimeter and muon detectors. We estimate the longitudinal momentum of \(\nu_t\) by constraining the mass of the charged lepton and neutrino system to the world average value of \(M_W\) \(^7\). We also use \(M_W\) to choose the two light jets from \(W \rightarrow q\bar{q}\) decay, and use that information for an in-situ calibration of jet energies. In dilepton events, the analysis is more complicated because there are two final-state neutrinos from the leptonic decays of both W bosons. Therefore, the longitudinal and transverse momentum components of the neutrinos can not be determined without the application of more sophisticated tools. These involve assuming a value for \(m_t\) to solve the event kinematics and assigning a weight to each \(m_t\) hypothesis to determine the most likely value of \(m_t\) consistent with the hypothesis that the event is a \(t\bar{t}\) event.

A major issue in \(t\bar{t}\) final state reconstruction is the correct mapping of the reconstructed objects to the partons from the decays of the top quark and W boson. The problem arises because often the jet charge and flavor cannot be uniquely determined. This creates combinatorial ambiguities in the \(t\bar{t}\) event reconstruction which vary from 90 possible jet-to-parton assignments for the alljets final state to 2 in the dilepton channel. In the lepton+jets and dilepton final states, additional ambiguities may arise from multiple kinematical solutions for the longitudinal component of the neutrino momentum.

Two methods are used to measure the value of \(m_t\). In the first method, the reconstructed mass distribution in data, or a variable correlated with \(m_t\), such as the decay length of the B hadron or the transverse momentum of a lepton, is compared to template distributions composed of contributions from background and simulation of \(t\bar{t}\) events. One template is used to represent background and another for each putative value of \(m_t\). The second method uses event probabilities based on the LO matrix element for the production of \(t\bar{t}\). For each event, a probability is calculated as a function of \(m_t\) that this event is from \(t\bar{t}\) production, as based on the corresponding production and decay matrix element. Detector resolution is taken into account in the calculation of these probabilities through transfer functions that correlate parton-level energies and their measured values. The value of \(m_t\) is then extracted from the joint probability calculated for all selected events, based on the probability for signal and background (also defined through its matrix element). This method produces the most accurate results, but the computations are time-consuming.

F. Combination overview

This paper describes the combination of statistically-independent top-quark mass measurements from the Fermilab Tevatron Collider. Measurements are independent if they are based on different data sets, e.g., from CDF and from D0, or from Tevatron Run I (1992–1996) and Run II (2001–2011). They are also
FIG. 4: The CDF and D0 published direct measurements of the top quark mass as a function of time.

independent within one data set if the event selections are designed to be exclusive, i.e., no event can pass more than one category of selections. At times, more than one measurement is published using the same data and decay channel. In this situation, the result with smallest overall uncertainty is chosen for the combination. Twelve measurements are used in the combination described here, eight from the CDF collaboration and four from D0. These comprise five lepton+jets measurements (CDF and D0, Run II and Run I, and a CDF Run II result based on the decay length of B hadrons); two alljets measurements (CDF Run II and Run I); four dilepton measurements (CDF and D0, Run II and Run I); and an $E_T$+jets measurement (CDF Run II). We combine these measurements using an analytic method called the best linear unbiased estimator (BLUE) [34–36]. This technique forms a linear combination of the separate unbiased mass measurements to produce the best estimate of $m_t$ with the smallest uncertainty. This procedure follows a series of 11 such mass combinations presented in [37–47], updated each year since 2004 as new measurements of $m_t$ became available. The combination presented here is the first to be published in a peer-reviewed journal.

II. INPUTS TO THE COMBINATION

A. The independent mass measurements

The mass measurements included in the combination are shown in Table I [26, 27, 48–57]. These 12 channels are chosen because they are statistically independent, which maximizes the improvement in the combination, and because enough information is available to separate out the components of systematic uncertainty for proper treatment in the combination.

The D0 measurement from 2005 in the alljets channel (Run I) [58] of $m_t = 178.5 \pm 13.7$ (stat) $\pm 7.7$ (syst) GeV (total uncertainty of 8.8%) is not included in the combination because some subcomponents of the systematic uncertainty are not available.

The CDF measurement from Run II based on decay-length analysis [57] differs from the others in that it uses the mean decay length of B hadrons in $b$-tagged lepton+jets events as the $m_t$-sensitive variable. It is independent of energy information in the calorimeter, and its main source of systematic uncertainty is uncorrelated with the dominant ones from the jet energy scale calibration in other measurements. This measurement of $m_t$ is essentially uncorrelated with the higher precision CDF result from the lepton+jets channel. The overlap between the data samples used for the decay-length method and the lepton+jets sample has therefore no effect.

B. Data

The data were collected with the CDF [59] and D0 [60, 61] detectors at the Tevatron $p\bar{p}$ collider at Fermilab between 1992 and 2009. The Tevatron “center-of-mass” energy was 1.8 TeV in Run I from 1992 to 1996 and 1.96 TeV in Run II from 2001. A silicon microstrip tracker around the beampipe at the center of each detector was used to reconstruct charged-particle tracks (only in Run II at D0). Tracks spatially matched to calorimeter jets are checked for originating from a secondary vertex, or for evidence that they originate from decays of long-lived heavy-flavor hadrons containing...
b quarks from the decay of top quarks [52, 62]. Electrons and jets produce particle showers in the calorimeters, and the collected information is used to measure their energies. Muons traverse the calorimeters and outer muon detectors that are used to reconstruct their tracks. Both CDF and D0 have central axial magnetic fields in the tracking region (D0 only in Run II), in which the momenta of charged particles are determined from the curvature of their tracks. The CDF magnet has a diameter of 3 m and extends 4.8 m along the beamline, with a field strength of 1.4 T, and the D0 magnet has a diameter of 1.0 m and length of 2.7 m to fit inside the Run I calorimeter with a field strength of 2.0 T. The CDF detector’s larger tracking volume with a higher density of measurements gives better transverse-momentum resolution for charged-particle tracks. The transverse-momentum resolution is ≈ 3.5% at CDF and ≈ 10% at D0 for a muon with $p_T = 50$ GeV. The trigger and event-selection criteria depend on the $t\bar{t}$ final states, details of which appear in the publications listed in Table I. The experiments collected $O(10^{14})$ hard collisions, from which 7420 events are selected because they have the characteristics expected for $t\bar{t}$ pairs, of which ≈ 56% are expected to be true $t\bar{t}$ events.

### C. Models for $t\bar{t}$ signal

The $t\bar{t}$ signal in Run I was simulated using the LO generator HERWIG [64] with the MRSD0 [65] and CTEQ4M [66] parton distribution functions (PDF) used by CDF and D0, respectively. The HERWIG generator implements the hard scattering processes $q\bar{q} \rightarrow t\bar{t}$ and $gg \rightarrow t\bar{t}$, adding initial-state and final-state radiation through leading-log QCD evolution [67]. The top quark and $W$ boson in HERWIG decay according to the branching fractions listed by the Particle Data Group [7], and the final-state partons are subsequently fragmented into jets. The MC events are then processed through a fast simulation or a GEANT model [68] of the detectors and then through event reconstruction programs.

For the $t\bar{t}$ signal in Run II, CDF uses PYTHIA [69] with the CTEQ5L [70] PDF, and D0 uses the leading-log generator ALPGEN [71] with the CTEQ6L1 [9] PDF and PYTHIA for parton showering. ALPGEN contains more tree-level graphs in higher-order $\alpha_s$ than PYTHIA. ALPGEN has parton-jet matching [72], which avoids double-counting of partons in overlapping regions of jet kinematics. CDF sets the event generation factorization and renormalization scales $Q^2$ to $m_t^2 + p_T^2 + (P_T^2 + P_Z^2)/2$, where $p_T$ is the transverse momentum characterizing the scattering process, and $P_T^2$ and $P_Z^2$ are the virtualities of the incoming partons. D0 sets the scales to $m_t^2 + (p_T^2)$, where $p_T^2$ is the average of the square of transverse momentum of all other light partons produced in association with the $t\bar{t}$ pair. The PYTHIA model treats each step of the $t\bar{t}$ decay chain ($t\rightarrow Wb$, $W\rightarrow\ell\nu$ or $qq'$) separately and does not preserve spin correlations. ALPGEN uses exact matrix elements for each step and thereby correctly describes the spin information of the final-state partons. The fragments of the proton and antiproton or “underlying event” are added separately to each hard collision. CDF uses the “Tune A” settings [73] in PYTHIA while D0 uses a modified version of the tune. Both collaborations use angular ordering for modeling parton-showering in PYTHIA, and not $p_T$-ordered models. The underlying event is therefore not interleaved with the paron showers as in models of color reconnection [74].

### D. Background models

In the lepton+jets channel, the dominant background is from $W$+jets production. Smaller contributions arise from multijet events, $Z$+jets, single top-quark ($t\bar{q}$ and $tb$), and diboson production ($WW$, $WZ$, and $ZZ$). The alljets channel has mainly multijet events as background. The largest background in the dilepton channel is from $Z$+jets events, which include Drell-Yan production. Backgrounds from diboson production and from events with jets identified as leptons are very small in the dilepton channel. The $E_T$+jets channel has multijet

### TABLE I: Top quark mass measurements used as input to determine the combined value of $m_t$ from the Tevatron and the combined result.

| Decay channel or method | Tevatron period | Experiment | Integrated luminosity $[\text{fb}^{-1}]$ | Number of events | Background $[\%]$ | $m_t$ $[\text{GeV}]$ | Uncertainty on $m_t$ $[\%]$ | Reference |
|------------------------|----------------|------------|----------------------------------------|------------------|-----------------|----------------|----------------|----------|
| Lepton+jets Run II     | CDF            | 5.6        | 1087                                   | 17               | $173.00 \pm 0.65 \pm 0.106$ | 0.72           | 26             |
| Lepton+jets Run II     | D0             | 3.6        | 615                                    | 27               | $174.94 \pm 0.83 \pm 1.24$   | 0.85           | 27             |
| Lepton+jets Run I      | CDF            | 0.1        | 76                                     | 54               | $176.1 \pm 5.1 \pm 5.3$      | 4.2            | 48             |
| Lepton+jets Run I      | D0             | 0.1        | 22                                     | 22               | $180.1 \pm 3.6 \pm 3.9$      | 2.9            | 49             |
| Alljets Run II         | CDF            | 5.8        | 2856                                   | 71               | $172.47 \pm 1.43 \pm 1.40$   | 1.2            | 50             |
| Alljets Run I          | D0             | 0.1        | 136                                    | 79               | $186.0 \pm 10.0 \pm 5.7$     | 6.2            | 51             |
| Dileptons Run II       | CDF            | 5.6        | 392                                    | 23               | $170.28 \pm 1.95 \pm 3.13$   | 2.2            | 52             |
| Dileptons Run II       | D0             | 5.3        | 415                                    | 21               | $174.00 \pm 2.36 \pm 1.44$   | 1.6            | 53             |
| Dileptons Run I        | CDF            | 0.1        | 8                                      | 16               | $167.4 \pm 10.3 \pm 4.9$     | 6.8            | 54             |
| $E_T$+jets Run II      | CDF            | 5.7        | 1432                                   | 32               | $172.32 \pm 1.80 \pm 1.82$   | 1.5            | 55             |
| Decay length Run II    | CDF            | 1.9        | 375                                    | 30               | $166.90 \pm 9.00 \pm 2.82$   | 5.7            | 56             |
| Combination            |               |            |                                        |                  | $\leq 5.8$                    | 7420           | 44             | $173.18 \pm 0.56 \pm 0.75$ | 0.54     |
events and W+jets as main backgrounds.

In all channels contributions from multijet events are modeled using data. Most other background sources are modeled through MC simulation. In Run I, both collaborations used VECBOS [78] to model W+jets events. VECBOS is a precursor of ALPGEN and provides one of the first models of events with many high-momentum final-state partons. PYTHIA was used to model Z+jets, Drell-Yan, and diboson processes. Background from events with single top quark was negligible. In Run II, both collaborations used ALPGEN for the simulation of the W+jets background. The treatment of heavy-flavor jets is implemented more accurately in ALPGEN and parton-jet matching also improves the simulation. For the Z+jets background, CDF uses PYTHIA and D0 uses ALPGEN. For dibosons, both collaborations use PYTHIA. Processes with single top-quark are modeled by CDF using MADEVENT [20] (based on MADGRAPH [21]), and by D0 with SINGLETOP [78] (based on COMPHEP [29]).

The uncertainty in the description of the W+jets background has three main components: (i) the uncertainty on the scale $Q^2$, which affects both the overall normalization and the differential jet distributions in pseudorapidity $\eta$ [80] and $p_T$; (ii) the uncertainty in the correction for flavor content of jets to higher order; and (iii) the limitation in the MC model we are using to reproduce the jet $p_T$ and $\eta$ distributions in data at low $p_T$ and large $|\eta|$. 

### E. Jet properties

After the top quarks decay, the final-state quarks and gluons hadronize to produce multiple charged and neutral particles that traverse the central tracking systems into the calorimeters, where they produce many lower-momentum particles through interactions in the absorbers of the calorimeters. The observed particles tend to cluster in jets that can be assigned to the initial partons. For jet reconstruction, the CDF collaboration uses a clustering algorithm in $(\eta, \phi)$ space [81] with a cone radius of

CDF \[ R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4, \]

where $\phi$ is the azimuthal angle around the beamline, $\eta$ is the pseudorapidity, and $\Delta \eta$ or $\Delta \phi$ are the widths of the cone. D0 uses a midpoint iterative seed-based cone algorithm in $(y, \phi)$ space [82] with a radius defined by

D0 \[ R = \sqrt{(\Delta y)^2 + (\Delta \phi)^2} = 0.5, \]

where the rapidity $y = 1/2 \ln ((E + p_L) / (E - p_L))$, $E$ is the jet energy, and $p_L$ is its longitudinal momentum component.

The jet energy resolution in the central region ($|\eta| < 1$) is approximately the same for CDF and D0; for CDF it is $\sigma(E_T)/E_T = 50\% / \sqrt{E_T(\text{GeV})} \pm 3\%$. For jets in the forward region, however, the energy resolution at D0 is similar to that in the central region, while at CDF it is not as good ($\sigma(E_T)/E_T = 70\% / \sqrt{E_T(\text{GeV})} \pm 4\%$). CDF’s calorimeter covers $|\eta| < 3.8$ whereas D0’s calorimeter covers $|\eta| < 4.2$. The D0 calorimeter is more homogeneous, so that the imbalance in transverse momentum (see Section II C) usually has better resolution at D0. For both CDF and D0, to reject jets with mismeasured energy, selections on energy deposition are required when clustering the energy from the calorimeter cells into jets. When a muon is reconstructed within the jet cone, a correction is applied to the jet energy to account for the muon and its associated neutrino assumed to arise from heavy-quark decay.

Jet energy scale calibrations are applied after jet reconstruction. CDF calibrates the transverse momentum using test-beam data and single-particle simulated events and corrects the jet energy to the parton level. Consequently, CDF does not calibrate the jet energy scale in MC events. D0 calibrates the energy using photon+jets and two-jet data and calibrates jets in data as well as in MC to the observed particle level. Particle jets are clustered from stable particles after fragmentation, including particles from the underlying event, but excluding undetected energy from muons and neutrinos.

CDF’s jet calibration [83] applies two scale factors and three offsets to convert the measured transverse momentum of a jet to that of the parton that initiated the jet. D0’s jet calibration [84] applies three scale factors and one offset to the jet energy to convert to the particle jet energy scale. The calibrations are expressed as follows:

$$ CDF \quad p_T^{\text{parton}} = \frac{p_T^{\text{jet}} R_{\text{rel}} - C_{\text{MI}}}{R_{\text{abs}}} - C_{\text{UE}} + C_{\text{OC}}, $$

$$ D0 \quad E_{\text{particle}} = \frac{E_{\text{jet}} - C_{\text{ML,UE}}}{R_{\text{abs}} R_{\text{rel}} F_{\text{OC}}} + C_{\text{OC}}, $$

The absolute response $R_{\text{abs}}$ corrects for energy lost in uninstrumented regions between calorimeter modules, for differences between electromagnetically and hadronically interacting particles, as well as for module-to-module irregularities. The relative response $R_{\text{rel}}$ is a scale factor that corrects forward relative to central jets and $C_{\text{MI}}$ is a correction for multiple interactions in the same bunch crossing. The function $C_{\text{UE}}$ is a correction for the jet energy added from the underlying event. D0 has one offset correction, $C_{\text{ML,UE}}$, which includes the effects of multiple interactions, the underlying event, noise from radioactive decays of the uranium absorber, and the effect of collisions from previous bunch crossings (pile up). The functions $C_{\text{OC}}$ and $F_{\text{OC}}$ are corrections for shower particles scattered in or out of the cone of radius $R$. CDF’s correction accounts for MC modeling that affects how the parton energy is translated into particle jet energy, whereas D0’s correction accounts for a detector effect caused by the finite cell size in the calorimeter coupled with the cone size for the jet algorithm. The combined jet energy scale corrections increase the measured jet energies by about 20–50%, depending on $p_T$ and $\eta$. 

The overall uncertainties on the jet energy scale corrections vary from about 2.7% for CDF and 1.1% for D0 for central jets of transverse energy of 100 GeV to 3.3% for CDF and 2.2% for D0 for forward jets. Central jets of 25 GeV have correction uncertainties of 5.9% for CDF and 1.4% for D0. For both experiments, the uncertainty on the corrections for absolute response $R_{\text{abs}}$ dominate these uncertainties.

At D0, the jet energy resolution in data is inferior than predicted by the detector simulation. Therefore, the energies of MC jets are smeared so that the resulting resolution in MC matches that in data. Similarly, the reconstruction efficiency for jets in data is lower than is predicted by the detector simulation, so an appropriate fraction of MC jets are randomly removed. Both effects are corrected for as functions of jet $p_T$ and pseudo-rapidity.

D0 Run II analyses include an energy correction to simulated jets that depends on jet flavor. There are corrections for $b$ jets, other-quark flavor jets ($u$, $d$, $s$, and $c$), and gluon jets implemented in both the lepton+jets and dilepton analyses. Such corrections refine the simulation by improving the matching of jet energies in MC to data. The differences arise from the varying electromagnetic fractions and widths of the jets. The corrections depend on jet transverse energy and pseudorapidity and range from $-6\%$ to $+2\%$.

Both collaborations perform an in-situ jet energy scale calibration in lepton+jets events for the matrix-element mass extraction of $m_t$, and in CDF’s alljets and $E_T+\text{jets}$ measurements of $m_t$. The invariant mass of the two jets is constrained to a Breit-Wigner distribution for the $W \to q\bar{q}^\prime$ decay, set to the world average value for the $W$-boson mass. The energies of all jets in the event are then rescaled to complete this calibration.

**F. $b$-quark jet properties**

To separate top-quark events from background and to decrease the ambiguity in jet-to-parton matching, it is important to identify $b$-quark jets. Every $t\bar{t}$ event has two $b$ jets, whereas such jets are rare in background. As $B$ hadrons have a mean lifetime of $\approx 10^{-12}$ seconds, $b$ jets can be tagged through secondary vertices of the $B$ decay a few mm away from the primary $p\bar{p}$ interaction. CDF’s $b$-tagging algorithm uses the significance of the displacement of the secondary vertex in the transverse $(r, \phi)$ plane for the lepton+jets and $E_T+\text{jets}$ channels, as well as a jet-probability algorithm for $E_T+\text{jets}$ events. One parameter defines the significance of the separation of the primary and secondary vertices for events with one and two $b$ jets. For jets that are within the acceptance of the silicon microstrip tracker (i.e., “taggable” jets), this algorithm identifies 50% of real $b$ jets and 9% of real charm jets, while falsely tagging 1% of light jets. D0 tags jets by combining nine track and secondary-vertex-related variables using a neural network. For jets within the acceptance of the silicon microstrip detector, this yields efficiencies of 65% and 20% for real $b$ and charm jets, respectively, while falsely tagging 3% of light jets. To identify heavy flavor jets in data and in MC events, the tagging algorithm is applied by CDF and D0 directly to the jets, except for simulated $W$+light jets events, where CDF uses tag-rate functions measured in multijet data, since the rate for directly-tagged MC events is very low. After applying direct tagging to $b$ and $c$ jets in MC events, D0 corrects the tagging efficiencies to match those observed in data by randomly dropping the tagging of 13% of such jets. For light-flavor jets, D0 assigns a a per jet mistag weight.

**G. Properties of other event observables**

The uncertainty on $m_t$ depends not only on an accurate measurement of jet energies and proper assignment of flavor, but also on the reconstruction and calibration of the other elements of the event, including electrons, muons, and the imbalance in transverse momentum, taking into account the presence of any simultaneous $p\bar{p}$ interactions in the same bunch crossing.

The mean number of $p\bar{p}$ collisions per bunch crossing is $\approx 2$ in Run I and $\approx 5$ in Run II. Such additional collisions affect the observed characteristics of the hard scatter of interest, and must be included in the MC simulation. These extra collisions result mostly in the production of low-$p_T$ particles. CDF simulates such additional interactions using the PYTHIA model of minimum-bias events and overlays them onto the hard scatters using a Poisson mean appropriate to the instantaneous luminosity of the data. In a similar manner D0 overlays randomly-triggered data events with the same luminosity profile as the data onto the MC simulated events.

Electrons are identified by matching clusters of energy deposited in the electromagnetic layers of the calorimeters with tracks that point from the primary collision vertex to the clusters. The spatial shapes of the showers must agree with those expected for electrons, as studied in test beam data. The energy of an electron is determined as a combination of the total energy of the cluster and the momentum measured from the curvature of the matching track. The reconstruction efficiency is determined using $Z \to e+e$ data by identifying one tight charged lepton as tag and using the other charged lepton as a probe (tag-and-probe method). The electron energy is also recalibrated using such $Z$ events.

Muons are reconstructed from a central track and matched to a track in the outer muon chambers. In D0, both the inner and outer trajectories pass through magnetic fields and so the transverse momenta of the two are therefore required to match. The reconstruction efficiency and calibration of $p_T$ are determined using a tag-and-probe method applied on $J/\psi \to \mu\mu$ and $Z \to \mu\mu$ events in a manner similar to that used for electrons.

As indicated above, all $t\bar{t}$ decay channels except for alljets events have a large $E_T$. All jet energy calibration
corrections are also propagated to \( E_T \) in each event.

III. COMBINATION OF MASS MEASUREMENTS

A. BLUE combination method

The basic idea of the technique, called the best linear unbiased estimator (BLUE) method \[34–36\], used to obtain the combined mass \( m_t^{\text{comb}} \), an “estimator” of the true mass \( m_t^{\text{true}} \), is to calculate a linear weighted sum of the results from separate measurements:

\[
m_t^{\text{comb}} = \sum_{i=1}^{12} w_i m_i.
\]  

(1)

The \( m_i \) are the twelve CDF and D0 measurements \( i \) of \( m_t \) and

\[
\sum_{i=1}^{12} w_i = 1.
\]  

(2)

The weights are determined using the value of \( m_t^{\text{comb}} \) that minimizes the squared difference relative to the unknown true value \( m_t^{\text{true}} \):

\[
(m_t^{\text{comb}} - m_t^{\text{true}})^2 = \text{Variance}(m_t^{\text{comb}}) + \text{Bias}(m_t^{\text{comb}})^2,
\]  

(3)

where the two terms represent the weighted variance and bias in the twelve input \( m_t \) values with

\[
\text{Variance}(m_t^{\text{comb}}) = \sum_{i=1}^{12} w_i^2 \text{Variance}(m_i^t),
\]  

(4)

and

\[
\text{Variance}(m_i^t) = \sigma(m_i^t)^2,
\]  

(5)

where \( \sigma(m_i^t) \) are the uncertainties on the twelve input values given in Table I.

On average, we expect the input mass measurements to be unbiased and we therefore assume

\[
\text{Bias}(m_t^{\text{comb}}) = \sum_{i=1}^{12} w_i \text{Bias}(m_i^t) = 0.
\]  

(6)

Equation (3) shows that the BLUE method defines the best estimate through a minimization of the variance of \( m_t \) for an assumed unbiased set of measurements. The minimum corresponds to setting the weights to

\[
w_i = \frac{1/\text{Variance}(m_i^t)}{\sum_{i=1}^{12} 1/\text{Variance}(m_i^t)}
\]  

(7)

for uncorrelated input values. Since the input \( m_t \) values are correlated, the variance in Eq. (4) has to be replaced with a covariance matrix:

\[
\text{Variance}(m_i^{\text{comb}}) = \sum_{i=1}^{12} \sum_{j=1}^{12} w_i w_j \text{Covariance}(m_i^t, m_j^t),
\]  

(8)

which is defined as

\[
\text{Covariance}(m_i^t, m_j^t) = \sigma(m_i^t)\sigma(m_j^t),
\]  

(9)

Minimizing Eq. (3) yields

\[
w_i = \frac{\sum_{j=1}^{12} \text{Covariance}^{-1}(m_i^t, m_j^t)}{\sum_{i=1}^{12} \sum_{j=1}^{12} \text{Covariance}^{-1}(m_i^t, m_j^t)},
\]  

(10)

where \( \text{Covariance}^{-1}(m_i^t, m_j^t) \) are the elements of the inverse of the covariance matrix (also known as the error matrix), and

\[
\text{Covariance}(m_i^t, m_j^t) = \text{Correlation}(m_i^t, m_j^t)\sigma(m_i^t)\sigma(m_j^t)
\]  

(11)

with \( \text{Correlation}(m_i^t, m_j^t) \) the correlation coefficient between \( m_i^t \) and \( m_j^t \). The following sections show how the correlation matrix is derived by examining the uncertainty components and their individual correlations.

B. Measurement uncertainties

The uncertainty on any \( m_t \) measurement has a statistical component from the limited number of events available for the measurement and a systematic component from the uncertainties assigned to the calibration of input quantities, to the model of the signal, and to the calibration of the mass extraction method. Since the first measurements of \( m_t \) \[4, 5\], the systematic component has been slightly larger than the statistical one. As more data became available, the statistical uncertainties on \( m_t \) improved as did the calibrations of systematic uncertainty, and the two components therefore improved together.

The systematic uncertainty on each \( m_t \) measurement in this combination is divided into 14 parts. Some of them have origin in only one source whereas others include several related sources of uncertainties. For the latter the patterns of correlation among different channels, Tevatron Run I and Run II, or experiments are the same for all sources included in these systematic components. The uncertainty on jet energy scale (JES),
on the other hand, is split into seven components, which do not apply to all measurements, given the significantly different approaches to jet energy calibration between CDF and D0 and the change in the D0 procedure between Run I and Run II.

Table II gives the uncertainty of each of the twelve top quark mass measurements for the different contributions to uncertainty, and their effect on the final combination. The components of uncertainty are defined in the following and can be classified as uncertainties in detector response (jet energy scale, jet and lepton modeling), uncertainties from modeling signal and background (signal modeling, multiple interactions model, background estimated from theory and background based on data), uncertainties from method of mass extraction and statistical uncertainties. A detailed description of the methods to evaluate these systematic uncertainties is presented in the Appendix.

1. Jet energy scale

1.1 Light-jet response (1)

One subcomponent of the uncertainty in JES covers the absolute calibration for CDF’s Run I and Run II measurements. It also includes small contributions from the uncertainties associated with modeling multiple interactions within a single bunch crossing and corrections for the underlying event.

1.2 Light-jet response (2)

Another subcomponent of this uncertainty includes D0’s Run I and Run II calibrations of absolute response (energy dependent), the relative response ($\eta$-dependent), and the out-of-cone showering correction which is a detector effect. This uncertainty term for CDF includes only the small relative response calibration ($\eta$-dependent) for Run I and Run II.

1.3 Out-of-cone correction

This subcomponent of the JES uncertainty quantifies the out-of-cone showering corrections to the MC showers for all of CDF’s and for D0’s Run I measurements that is obtained by varying the model for light-quark fragmentation.

1.4 Offset

This subcomponent originates from the offset in D0’s Run I calibration, which corrects for noise from uranium decay, pile-up from previous collisions, and for multiple interactions and the model for the underlying event. In Run I, the uncertainties are large, but in Run II, owing to the smaller integration time for calorimeter electronics, they are negligible. CDF’s calorimeter does not have the same sources of noise and sensitivity to pile-up as D0 so CDF measurements do not have this term.

1.5 Model for $b$ jets

This subcomponent comes from the uncertainty on the semileptonic branching fraction in $b$ decays and from differences between two models of $b$-jet hadronization.

1.6 Response to $b/q/g$ jets

This subcomponent accounts for the difference in electromagnetic versus hadronic response of $b$ jets, light-quark and gluon jets. CDF corrects for jet flavor as part of the main calibration, and defines the uncertainty based on the remaining difference in response between $b$ jets and light-flavor jets, whereas D0 corrects the response for $b$, light-quark ($u$, $d$, $s$, and $c$) and gluon jets as a function of jet $p_T$ and $\eta$.

1.7 In-situ light-jet calibration

The last part of the uncertainty in jet energy scale is from the in-situ calibration of $m_t$. It corresponds to the statistical uncertainty from the limited number of events used in the fit when using the $W$-boson mass to constrain the energies of the light quarks from the $W$ decay.

2. Jet modeling

The uncertainty in jet modeling has two components for D0. This uncertainty is negligible for CDF.

(i) The jet energy resolution is smeared for MC jets to match the resolution observed in data and the uncertainty on the smearing functions is propagated to $m_t$.

(ii) The identification efficiency in MC events is corrected to match that found in data and the uncertainty on this correction functions is propagated to $m_t$.

3. Lepton modeling

This uncertainty has two components:

(i) The electron and muon $p_T$ scales are calibrated to the $J/\psi$ and $Z$-boson mass by both CDF and D0. This uncertainty on the calibration is included in the measurements of $m_t$.

(ii) D0 smears the muon momentum resolution in MC events to match that in data and the uncertainty on this correction is included in this term. The uncertainty on the electron resolution has a negligible impact on the measurements of $m_t$.

4. Signal modeling

There are six components to this uncertainty. They are combined into one term because the correlations between channels are similar for each component:

(i) Knowledge of the PDF parametrization.

(ii) The quark annihilation and gluon fusion fractions that differ significantly between leading-log and next-to-leading order (NLO) QCD calculations (Run II).

(iii) The amount of initial and final-state radiation in MC signal events differs from that in data and is adjusted through the value of $\Lambda_{QCD}$ used in the shower and the scales of time and space-like showers.

(iv) Higher-order QCD corrections to initial and final-state radiation differ from precise parton-level models and this is not accounted for by the choice of scale for the calculations (Run II).

(v) Our model for jet hadronization is based on angular ordering in PYTHIA with Tune A underlying event tuning. Parton showering and the underlying event can also be simulated with HERWIG and JIMMY [85, 86]. The effect of
the difference on $m_t$ between the two models is included in this term.

(vi) Final-state partons and remnants of the protons and antiprotons are connected through color strings, which affect the distributions of jets. Since this effect is not included in the model for $t\bar{t}$ signal, the value of $m_t$ has an uncertainty from this omission (Run II).

5. Multiple interactions model

The number of soft $p\bar{p}$ events overlaid on each MC event has a Poisson distribution. The mean number does not equal exactly the number seen in data since the luminosity increased as the Tevatron run progressed. The top-quark mass is measured as a function of the number of multiple interactions in signal events by CDF and the signal MC events are reweighted to match the distribution seen in data by D0 and the related uncertainties are included here.

6. Background from theory

There are four components in this uncertainty:

(i) Difference between NLO calculations of the fraction of heavy-flavor jets in $W$+jets events. The ALPGEN model underestimates this fraction.

(ii) Impact of factorization and renormalization scales on the $W$+jets simulation, which affects the background model for distributions characterizing jets.

(iii) The theoretical cross sections used to normalize all MC estimated background processes (except for $W$+jets for CDF and D0 lepton+jets measurements, and Drell-Yan production for CDF dilepton measurements).

(iv) Impact of difference between the MC modeling of background kinematic distributions and those observed in data.

7. Background based on data

This refers primarily to uncertainties from the normalization of certain background components to data. These include multijet backgrounds in the lepton+jets, alljets, and $E_T$+jets analyses, the $W$+jets background in the D0 lepton+jets analyses, and the Drell-Yan backgrounds in the CDF dilepton analyses.

D0 also considers the following four components of uncertainty:

(i) the uncertainty from correcting the MC events to match the trigger efficiency in data which is based on the turn-on response for each trigger element.

(ii) the uncertainty from applying tag-rate and taggability corrections to MC events to make the efficiencies match the data for each jet flavor.

(iii) the uncertainty on the $t\bar{t}$ signal fractions in the samples used to calibrate the measurements.

(iv) the uncertainty on the fraction of multijet events included in the pseudoexperiments used for calibration.

8. Calibration method

The extracted values of $m_t$ are calibrated using a straight-line fit to the relationship between input mass
TABLE III: Correlations in systematic uncertainties (in percent) among the different measurements of $m_t$.

| Calibration method | Statistical uncertainty |
|--------------------|-------------------------|
| In-situ light-jet calibration (JES) | Not correlated among any measurements |
| Lepton+jets Run II CDF | 100 0 0 0 0 0 0 0 0 0 0 0 |
| Lepton+jets Run II D0 | 0 100 0 0 0 0 0 0 100 0 0 0 |
| Lepton+jets Run I CDF | 0 0 0 100 0 0 0 0 0 0 0 0 |
| Lepton+jets Run I D0 | 0 0 0 100 0 0 0 0 0 0 0 0 |
| Alljets Run II CDF | 0 0 0 0 100 0 0 0 0 0 0 0 |
| Alljets Run II D0 | 0 0 0 0 100 0 0 0 0 0 0 0 |
| Alljets Run I CDF | 0 0 0 0 0 0 100 0 0 0 0 0 |
| Alljets Run I D0 | 0 0 0 0 0 0 100 0 0 0 0 0 |
| Dileptons Run II CDF | 0 0 0 0 0 0 0 100 0 0 0 0 |
| Dileptons Run II D0 | 0 0 0 0 0 0 0 100 0 0 0 0 |
| Dileptons Run I CDF | 0 0 0 0 0 0 0 0 100 0 0 0 |
| Dileptons Run I D0 | 0 0 0 0 0 0 0 0 0 100 0 0 |
| $\not{E}_T$+jets Run II CDF | 0 0 0 0 0 0 0 0 0 0 100 0 |
| Decay length Run II CDF | 0 0 0 0 0 0 0 0 0 0 0 100 |

| Background based on data | |
|-------------------------|-------------------------|
| Lepton+jets Run II CDF | 100 100 100 100 0 0 0 0 0 0 0 0 |
| Lepton+jets Run II D0 | 100 100 100 100 0 0 0 0 0 0 0 0 |
| Lepton+jets Run I CDF | 100 100 100 100 0 0 0 0 0 0 0 0 |
| Lepton+jets Run I D0 | 100 100 100 100 0 0 0 0 0 0 0 0 |
| Alljets Run II CDF | 0 0 0 0 100 100 0 0 0 0 0 0 |
| Alljets Run II D0 | 0 0 0 0 100 100 0 0 0 0 0 0 |
| Alljets Run I CDF | 0 0 0 0 0 0 100 100 0 0 0 0 |
| Alljets Run I D0 | 0 0 0 0 0 0 100 100 0 0 0 0 |
| Dileptons Run II CDF | 0 0 0 0 0 0 0 100 100 100 100 0 |
| Dileptons Run II D0 | 0 0 0 0 0 0 0 100 100 100 100 0 |
| Dileptons Run I CDF | 0 0 0 0 0 0 0 0 100 100 100 100 |
| Dileptons Run I D0 | 0 0 0 0 0 0 0 0 0 100 100 100 |
| $\not{E}_T$+jets Run II CDF | 0 0 0 0 0 0 0 0 0 0 100 0 |
| Decay length Run II CDF | 100 100 100 100 0 0 0 0 0 0 0 0 |

| Background from theory | |
|------------------------|-------------------------|
| Lepton+jets Run II CDF | 100 100 100 100 0 0 0 0 0 0 0 0 |
| Lepton+jets Run II D0 | 100 100 100 100 0 0 0 0 0 0 0 0 |
| Lepton+jets Run I CDF | 100 100 100 100 0 0 0 0 0 0 0 0 |
| Lepton+jets Run I D0 | 100 100 100 100 0 0 0 0 0 0 0 0 |
| Alljets Run II CDF | 0 0 0 0 100 100 0 0 0 0 0 0 |
| Alljets Run II D0 | 0 0 0 0 100 100 0 0 0 0 0 0 |
| Alljets Run I CDF | 0 0 0 0 0 0 100 100 0 0 0 0 |
| Alljets Run I D0 | 0 0 0 0 0 0 100 100 0 0 0 0 |
| Dileptons Run II CDF | 0 0 0 0 0 0 0 100 100 100 100 0 |
| Dileptons Run II D0 | 0 0 0 0 0 0 0 100 100 100 100 0 |
| Dileptons Run I CDF | 0 0 0 0 0 0 0 0 100 100 100 100 |
| Dileptons Run I D0 | 0 0 0 0 0 0 0 0 0 100 100 100 |
| $\not{E}_T$+jets Run II CDF | 0 0 0 0 0 0 0 0 0 0 100 0 |
| Decay length Run II CDF | 100 100 100 100 0 0 0 0 0 0 0 0 |

| Light-jet response (2) (JES) | Offset (JES) | Response to b/q/g jets (JES) |
|-------------------------------|-------------|-----------------------------|
| Jet modeling                 | Lepton modeling | Multiple interactions model |
| Lepton+jets Run II CDF | 100 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Lepton+jets Run II D0 | 0 100 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Lepton+jets Run I CDF | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Lepton+jets Run I D0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Alljets Run II CDF | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Alljets Run II D0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Alljets Run I CDF | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Alljets Run I D0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Dileptons Run II CDF | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Dileptons Run II D0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Dileptons Run I CDF | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Dileptons Run I D0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| $\not{E}_T$+jets Run II CDF | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
| Decay length Run II CDF | 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 |
TABLE IV: Correlations in systematic uncertainties (in percent) among the different measurements of $m_t$ (continued).

| Correlation                  | Run II CDF | Run II D0  | Run I CDF | Run I D0  | Run II CDF | Run II D0  | Run I CDF | Run I D0  | Run II CDF | Run II D0  | Run I CDF | Run I D0  | Run II CDF | Run II D0  | Run I CDF | Run I D0  | Run II CDF | Run II D0  | Run I CDF | Run I D0  | Run II CDF | Run II D0  | Run I CDF | Run I D0  |
|------------------------------|------------|------------|-----------|-----------|------------|------------|-----------|-----------|------------|------------|-----------|-----------|------------|------------|-----------|-----------|------------|------------|-----------|-----------|------------|------------|-----------|-----------|
| Lepton+jets                  | 100%       | 0          | 100%      | 0         | 100%       | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          |
| Light-jet response (1) (JES) | 0          | 100%       | 0          | 100%      | 0          | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          |
| Out-of-cone correction (JES) | 100%       | 0          | 100%      | 0         | 100%       | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          |
| Model for $b$ jets (JES)     | 100%       | 0          | 100%      | 0         | 100%       | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          |
| Signal modeling              | 100%       | 0          | 100%      | 0         | 100%       | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          | 100%       | 0         | 100%      | 100%       | 0         | 100%      | 0          |

100% correlated among all measurements
and measured mass in simulated pseudoexperiments. This term includes the systematic uncertainties from the slope and offset of this calibration.

9. Statistical uncertainty

The statistical uncertainties are determined from the number of data events in each of the twelve measurements.

Figure 5 shows the relative contribution for each major uncertainty to the analysis channels in Run II. The Appendix provides more detail on how each of the sources of the uncertainties is estimated.

![Figure 5: The average uncertainties for CDF and D0 for each Run II measurement and for the Tevatron combination, separated according to major components (see Table VIII in the Appendix for details on the systematic categories).](image)

C. Uncertainty correlations

Tables III and IV indicate how uncertainties are correlated between measurements. There are seven patterns of correlation:

(i) Statistical uncertainty and calibration method uncertainty are not correlated among the measurements.
(ii) Correlations among D0 measurements that implement the same final jet energy corrections for the uncertainty from in-situ light-jet calibration.
(iii) Correlations among CDF measurements that use the same data samples for the uncertainty from background.
(iv) Correlations among all measurements in the same $t\bar{t}$ decay channel for the uncertainty from background estimated from theory.
(v) Correlations of measurements within the same experiment for a given run period for the uncertainties from light-jet response (2), offset, response to $b/q/g$ jets, jet modeling, lepton modeling and multiple interactions model.

(vi) Correlations for measurements within the same experiment such as the uncertainty from light-jet response (1).
(vii) Correlations among all measurements such as the uncertainties from out-of-cone correction, model for $b$ jets and signal modeling.

We assume that all sources correspond to either no or 100% correlation. A check of this assumption (see Section IV B) shows that it has negligible effect on the combined value and uncertainty of $m_t$.

D. Measurement correlations

The uncertainties shown in Table II and their correlations shown in Tables III and IV provide the correlations among the twelve input values of $m_t$. The correlation matrix for these measurements, as returned by the combination procedure, is shown in Table V. The inversion of the covariance matrix built with the correlation matrix defines the measurement weights, as described in Section III A.

E. Measurement weights

As discussed in Section III A the combined mass $m_t^{comb}$ is defined through the set of weights that minimize the squared difference between $m_t^{comb}$ and the true value of $m_t$, which is equivalent to minimizing the sum of the covariance matrix elements. Table V gives the weights $w_i$ for each of the input measurements as determined in this minimization. A weight of zero means that an input measurement has no effect on $m_t^{comb}$. The Run I measurement weights are negative which reflects the fact that the correlations for these and other measurements are larger than the ratio of their total uncertainties. In this case, the less precise measurement may acquire a negative weight. Input measurements with negative weights still affect the value of $m_t^{comb}$ and reduce the total uncertainty. By design, the sum of the weights is set to unity.

IV. RESULTS OF THE COMBINATION

A. Tevatron top-quark mass result

Combining the twelve independent measurements of $m_t$ from the CDF and D0 collaborations yields

$$m_t^{comb} = 173.18 \pm 0.56 \text{ (stat)} \pm 0.75 \text{ (syst)} \text{ GeV}$$

$$= 173.18 \pm 0.94 \text{ GeV}.$$  

The uncertainties are split into their components in Table II and Fig. 5. The jet energy scale contributes 0.49 GeV to the total systematic uncertainty. Of this, 0.39 GeV arises from limited statistics of the in-situ JES calibration and 0.30 GeV from the remaining contributions. Figure 6 summarizes the input $m_t$ values and the combined result.
TABLE V: Correlations in % among the input $m_t$ measurements and their weights in the BLUE combination.

|                  | Lepton+jets Run II CDF | Lepton+jets Run II DØ | Lepton+jets Run I CDF | Lepton+jets Run I DØ | Alljets Run II CDF | Alljets Run I CDF | Dileptons Run II CDF | Dileptons Run II DØ | Dileptons Run I CDF | Dileptons Run I DØ | $E_T$+jets Run II CDF | $E_T$+jets Run I CDF | Decay length Run II CDF | Weight |
|------------------|------------------------|-----------------------|-----------------------|----------------------|-------------------|--------------------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|------------------|
| Lepton+jets Run II CDF | 100                    | 27                    | 45                    | 25                   | 25                | 26                 | 44                   | 12                   | 26                   | 11                  | 24                   | 8                   | 55.50             |
| Lepton+jets Run II DØ | 27                     | 100                   | 21                    | 14                   | 16                | 9                  | 11                   | 39                   | 13                   | 7                   | 15                  | 6                   | 26.66             |
| Lepton+jets Run I CDF | 45                     | 21                    | 100                   | 26                   | 25                | 32                 | 54                   | 12                   | 29                   | 11                  | 22                  | 7                   | -4.72             |
| Lepton+jets Run I DØ | 25                     | 14                    | 26                    | 100                  | 12                | 14                 | 27                   | 7                    | 15                   | 16                  | 10                  | 5                   | -0.06             |
| Alljets Run II CDF  | 25                     | 16                    | 25                    | 12                   | 100               | 15                 | 25                   | 10                   | 15                   | 7                   | 14                  | 4                   | 13.99             |
| Alljets Run I CDF  | 26                     | 9                     | 32                    | 14                   | 15                | 100                | 38                   | 6                    | 19                   | 7                   | 14                  | 4                   | -0.80             |
| Dileptons Run II CDF | 44                     | 11                    | 54                    | 27                   | 25                | 38                 | 100                  | 7                    | 32                   | 13                  | 22                  | 6                   | 1.41              |
| Dileptons Run II DØ | 12                     | 39                    | 12                    | 7                    | 10                | 6                  | 7                    | 100                  | 8                    | 5                   | 10                  | 3                   | 2.28              |
| Dileptons Run I CDF | 26                     | 13                    | 29                    | 15                   | 15                | 19                 | 32                   | 8                    | 100                  | 8                   | 14                  | 4                   | -1.05             |
| Dileptons Run I DØ | 11                     | 7                     | 11                    | 16                   | 7                 | 13                 | 5                    | 8                    | 100                  | 6                   | 2                   | 0                   | -0.15             |
| $E_T$+jets Run II CDF | 24                    | 15                    | 22                    | 10                   | 14                | 14                 | 22                   | 10                   | 14                   | 6                   | 10                  | 4                   | 6.65              |
| $E_T$+jets Run I CDF | 11                     | 7                     | 11                    | 16                   | 7                 | 13                 | 5                    | 8                    | 100                  | 6                   | 10                  | 4                   | 6.65              |
| Decay length Run II CDF | 8                     | 6                     | 7                     | 5                    | 4                 | 4                  | 6                    | 3                    | 4                    | 2                   | 4                   | 100                | 0.29              |

FIG. 6: The twelve input measurements of $m_t$ from the Tevatron collider experiments along with the resulting combined value of $m_t^{\text{comb}}$. The grey region corresponds to $\pm 0.94$ GeV.

We assess the consistency of the input $m_t$ measurements with their combination using a $\chi^2$ test statistic, defined as follows:

$$
\chi^2_{\text{comb}} = \left( m_i^t - m_t^{\text{comb}} \right)^T \times \text{Covariance}^{-1} \left( m_i^t, m_j^t \right) \left( m_i^t - m_t^{\text{comb}} \right),
$$

\[ \chi^2 / \text{dof} = 8.3 / 11 \]
TABLE VI: Separate calculations of $m_t^{\text{comb}}$ for each $t\bar{t}$ decay mode, by run period, and by experiment, and their $\chi^2$ probabilities.

| Subset   | $m_t^{\text{comb}}$ | Consistency $\chi^2$ (Degrees of freedom = 1) | $\chi^2$ probability |
|----------|----------------------|---------------------------------------------|----------------------|
|          | Lepton+jets          | Alljets  Dileptons $E_T^{+}\text{jets}$ Run I Run II CDF D0          |                      |
| Lepton+jets | 173.4 ± 1.0         | 0.14  1.51  0.28 | —                       | 71% 22% 60%          |
| Alljets   | 172.7 ± 1.9          | 1.14  0.40  0.04 | 0.12                    | 71% 53% 85%          |
| Dileptons | 171.1 ± 2.1          | 0.28  0.04  0.12 | 0.28                    | 60% 53% 73%          |
| $E_T^{+}\text{jets}$ | 172.1 ± 2.5        | 0.28  0.04  0.12 | 0.28                    | 60% 53% 73%          |
| Run I     | 173.6 ± 1.0          | —                       | 2.89                    | 9%                   |
| Run II    | 180.0 ± 4.1          | —                       | 2.56                    | 11%                  |
| CDF       | 172.5 ± 1.0          | —                       | —                       | —                    |
| D0        | 174.9 ± 1.4          | —                       | —                       | —                    |

where $m_i^t$ is a column vector of the twelve $m_t$ inputs, $m_t^{comb}$ is a matching column vector for the measurements adjusted in the previous minimization, and the superscript $T$ denotes the transpose. We find

$$\chi^2_{\text{comb}} = 8.3$$

for 11 degrees of freedom, which is equivalent to a 69% probability for agreement (i.e., $p$-value for the observed $\chi^2$ value) among the twelve input measurements.

B. Consistency checks

We check one aspect of the assumption that biases in the input $m_t$ are on average zero (see section IIIA) by calculating separately the combined $m_t^{comb}$ for each $t\bar{t}$ decay mode, each run period, and each experiment. The results are shown in Table VI. The resulting $m_t^{comb}$ values are calculated using all twelve input measurements and their correlations. The $\chi^2$ test statistic provides the compatibility of each subset with the others and is defined as:

$$\chi^2_{\text{sub1,sub2}} = (m_t^{\text{sub1}} - m_t^{\text{sub2}})^2 \text{Covariance}^{-1}(m_t^{\text{sub1}}, m_t^{\text{sub2}}).$$

The $\chi^2$ values in Table VI show that biases in the input measurements are not large.

To check the impact of the assumption that the systematic uncertainty terms are either 0% or 100% correlated between input measurements, we change all off-diagonal 100% values to 50% (see Tables III and IV) and recalculate the combined top-quark mass. This extreme change shifts the central mass value up by 0.17 GeV and reduces the uncertainty negligibly. The chosen approach is therefore conservative.

C. Summary

We have combined twelve measurements of the mass of the top quark by the CDF and D0 collaborations at the Tevatron collider and find:

$$m_t^{\text{comb}} = 173.18 \pm 0.56 \text{ (stat)} \pm 0.75 \text{ (syst)} \text{ GeV}$$

which corresponds to a precision of 0.54%. The result is shown in Table VII together with previous combined results for comparison. The input measurements for this combination use up to 5.8 fb$^{-1}$ of integrated luminosity for each experiment, while 10 fb$^{-1}$ are now available. We therefore expect the final combination to improve in precision with the use of all the data, but also from analyzing all $t\bar{t}$ decay channels in both experiments, and from the application of improved measurement techniques, signal and background models, and calibration corrections to all channels that will reduce systematic uncertainties. Currently, there are also some overlaps of the systematic effects that are included in different uncertainty categories. In addition to the in-situ light-jet calibration systematic uncertainty that will scale down with the increase of analyzed luminosity, these levels of double counting are expected to be reduced for the next combination. The combination presented here has a 0.54% precision on $m_t$ making the top quark the particle with the best known mass in the SM.
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TABLE VII: Mass measurements of the top quark from 1999 until this publication at the Tevatron collider.

| Year | Integrated Luminosity [fb⁻¹] | \(m_t\) [GeV] | Uncertainty on \(m_t\) | Reference |
|------|-----------------------------|---------------|----------------------|-----------|
| 1999 | 0.22                       | 174.3 ± 3.2 ± 4.9 | 2.9% | [3] |
| 2004 | 0.1                        | 178.5 ± 2.7 ± 3.3 | 2.4% | [6] |
| 2005 | 0.3                        | 172.7 ± 1.7 ± 2.4 | 1.7% | [6] |
| 2006 | 0.7                        | 172.5 ± 1.3 ± 1.9 | 1.3% | [6] |
| 2006 | 1.0                        | 171.4 ± 1.2 ± 1.8 | 1.2% | [6] |
| 2007 | 2.1                        | 170.9 ± 1.1 ± 1.5 | 1.1% | [6] |
| 2008 | 2.1                        | 172.6 ± 0.8 ± 1.1 | 0.8% | [6] |
| 2008 | 2.1                        | 172.4 ± 0.7 ± 1.0 | 0.7% | [6] |
| 2009 | 3.6                        | 173.1 ± 0.6 ± 1.1 | 0.7% | [6] |
| 2010 | 5.6                        | 173.32 ± 0.56 ± 0.89 | 0.61% | [6] |
| 2011 | 5.8                        | 173.18 ± 0.56 ± 0.75 | 0.54% | This paper |

5.8 173.18 ± 0.56 ± 0.75 0.54% This paper

APPENDIX: EVALUATION OF SYSTEMATIC UNCERTAINTIES

Systematic uncertainties arise from inadequate modeling of signal and backgrounds, and the inability to reproduce the detector response with simulated events. Systematic uncertainties also arise from ambiguities in reconstructing the top quarks from their jet and lepton remnants. We minimize such uncertainties by using independent data to calibrate the absolute response of the detector, and we use state-of-the-art input from theory for modeling the signal and backgrounds. We use alternative models for signal and different parameters for modeling backgrounds to check our assumptions.

Table VIII lists the uncertainties from the Run II lepton+jets measurements for CDF and D0 that are based on the matrix element technique [26, 27]. These two measurements provide most of the sensitivity to the top-quark mass. When these measurements are performed again for each shifted sample and define shifts in \(m_t\) that correspond to each independent source of systematic uncertainty. These uncertainties are not determined at other \(m_t\) values and it is assumed that their dependence on \(m_t\) is minimal.

For uncertainties that arise from ambiguities in the modeling of the \(t\bar{t}\) signal, which include the uncertainties from initial and final-state radiation, higher-order QCD corrections, b-jet hadronization, light-jet hadronization, the underlying event model, and color reconnection, we generate simulated \(t\bar{t}\) events using alternative models also at \(m_t = 172.5\) GeV. These events are processed through detector simulation, are reconstructed, and the probability density is calculated by integration over the matrix elements.

For the uncertainties from the choice of parton distribution functions, the ratio of contribution from quark annihilation and gluon fusion, and models for overlapping interactions, we reweight the fully reconstructed simulated \(t\bar{t}\) MC events at \(m_t = 165, 170, 172.5, 175, 180\) GeV to reflect the uncertainty on ±1σ range on each parameter, and extract its impact on \(m_t\).

Each method used to measure \(m_t\) is calibrated using \(t\bar{t}\) MC events generated at \(m_t = 165, 170, 172.5, 175, 180\) GeV, which provide the relationship between input and “measured” masses. A straight line is fitted to these values, representing a response function that is used to correct the \(m_t\) measurement in data.

Systematic uncertainties are evaluated using studies of ensembles of pseudoexperiments. For each of the shifted or reweighted sets of events, and those based on alternative models or different generated \(m_t\), we create an ensemble of at least 1000 pseudoexperiments, by means of binomially-smeared signal and background fractions that match the expectation in the data sample and with the total number of events in each pseudoexperiment equal to the number of events observed in data. We use the ensembles of such pseudoexperiments to assess the difference between generated and measured mass, and to calibrate the method of mass extraction.

For the uncertainty on background, we change the fraction of background events in the pseudoexperiments within their uncertainties and remeasure the top-quark mass.

For the BLUE combination method, the uncertainties must be defined symmetrically around the central mass value, and this requirement determines part of the following definitions of uncertainty.

For the uncertainties obtained in ensemble studies with shifted or reweighted parameters, \(m_t^\pm\) corresponds to the +1σ shift in the input parameter and \(m_t^-\) corresponds to the −1σ shift. The systematic uncertainty on the value of \(m_t\) from these parameters is defined as ±1\(|m_t^+ - m_t^-|/2\), unless both shifts are in the same direction relative to the
TABLE VIII: Individual components of uncertainty on CDF and D0 $m_t$ measurements in the lepton+jets channel for Run II data [26, 27].

| Source | CDF (5.6 fb$^{-1}$) | D0 (3.6 fb$^{-1}$) |
|--------|---------------------|---------------------|
| DETECTOR RESPONSE | | |
| Jet energy scale | | |
| Light-jet response (1) | 0.41 | n/a |
| Light-jet response (2) | 0.01 | 0.63 |
| Out-of-cone correction | 0.27 | n/a |
| Model for $b$ jets | 0.23 | 0.07 |
| Semileptonic $b$ decay | 0.16 | 0.04 |
| $b$-jet hadronization | 0.16 | 0.06 |
| Response to $b/q/g$ jets | 0.13 | 0.26 |
| In-situ light-jet calibration | 0.58 | 0.46 |
| Jet modeling | 0.00 | 0.36 |
| Jet energy resolution | 0.00 | 0.24 |
| Jet identification | 0.00 | 0.26 |
| Lepton modeling | 0.14 | 0.18 |
| MODELING SIGNAL | | |
| Signal modeling | 0.56 | 0.77 |
| Parton distribution functions | 0.14 | 0.24 |
| Quark annihilation fraction | 0.03 | n/a |
| Initial and final-state radiation | 0.15 | 0.26 |
| Higher-order QCD corrections | n/a | 0.25 |
| Jet hadronization and underlying event | 0.25 | 0.58 |
| Color reconnection | 0.37 | 0.28 |
| Multiple interactions model | 0.10 | 0.05 |
| MODELING BACKGROUND | | |
| Background from theory | 0.27 | 0.19 |
| Higher-order correction for heavy flavor | 0.03 | 0.07 |
| Factorization scale for $W$+jets | 0.07 | 0.16 |
| Normalization to predicted cross sections | 0.25 | 0.07 |
| Distribution for background | 0.07 | 0.03 |
| Background based on data | 0.06 | 0.23 |
| Normalization to data | 0.00 | 0.06 |
| Trigger modeling | 0.00 | 0.06 |
| $b$-tagging modeling | 0.00 | n/a |
| Signal fraction for calibration | n/a | 0.10 |
| Impact of multijet background on the calibration | n/a | 0.14 |
| METHOD OF MASS EXTRACTION | | |
| Calibration method | 0.10 | 0.16 |
| STATISTICAL UNCERTAINTY | 0.65 | 0.83 |
| UNCERTAINTY ON JET ENERGY SCALE | 0.80 | 0.83 |
| OTHER SYSTEMATIC UNCERTAINTIES | 0.67 | 0.94 |
| TOTAL UNCERTAINTY | 1.23 | 1.50 |

nominal value, in which case the systematic uncertainty is defined as the larger of $|m_{1}^{T} - m_{2}^{T}|$ or $|m_{1}^{T} - m_{3}^{T}|$.

For the values obtained from a comparison between two or more models, the systematic uncertainty is taken as ± of the largest difference among the resulting masses (without dividing by two).

1. Jet energy scale

The following seven terms (1.1 - 1.7) refer to the jet energy scale:

1.1 Light-jet response (1)

This uncertainty includes the absolute calibration of the CDF JES for Run I and Run II and the smaller effects on JES from overlapping interactions and the model for the underlying event.

CDF’s calibration of the absolute jet energy scale uses the single-pion response to calibrate jets in data and to tune the model of the calorimeter in the simulation. Uncertainties of these processes form the greatest part of the JES uncertainty. Small constant terms are added to account for the model of jet fragmentation, for calorimeter simulation of electromagnetically decaying particles, and to take into account small variations of the absolute calorimeter response over time. The total resulting uncertainty on the absolute JES is 1.8% for 20 GeV jets rising to 2.5% for 150 GeV jets.

At high Tevatron instantaneous luminosities, more than one $p\bar{p}$ interaction occurs during the same bunch crossing, and the average number of interactions depends linearly on instantaneous luminosity and changed from $\approx 1$ to 8 between the start and the end of Run II. If the final-state particles from these extra $p\bar{p}$ interactions
overlap with the jets from a $t\bar{t}$ event, the energy of these jets is increased, thereby requiring the correction. The uncertainty on this correction depends on vertex-reconstruction efficiency and the rate for misidentifying vertices. The impact of these effects is checked on data samples, including $W\rightarrow e\nu$, minimum bias, and multijet events with a trigger threshold of 100 GeV. CDF finds an uncertainty of 0.05 GeV per jet. This uncertainty was estimated early in Run II. With increasing instantaneous luminosity, this correction was insufficient, and another systematic uncertainty term was introduced through the “multiple-interactions-model” term, which is described later.

CDF includes the impact of the underlying event on JES in this component of uncertainty. The proton and antiproton remnants of the collision deposit energy in the calorimeter, and these can contribute to the energy of the jets from $t\bar{t}$ decay, which must be subtracted before $m_t$ can be measured accurately. CDF compares the “Tune A” underlying event model \texttt{23} in \texttt{PYTHIA} \texttt{60} with the JIMMY model \texttt{S5} \texttt{S6} in \texttt{HERWIG} \texttt{S7} using isolated tracks with $p_T > 0.5$ GeV. The data agree well with Tune A, which is expected since it was tuned to CDF data, but differ from JIMMY by about 30%. This difference is propagated to the absolute calibration of JES and yields a 2% uncertainty for low-$p_T$ jets, and less than 0.5% for 35 GeV jets.

MC $t\bar{t}$ events are generated by CDF with jet energies shifted by the above three uncertainties, and the resulting shifts in $m_t$ are used to estimate the uncertainty. The overall uncertainty on $m_t$ from these combined sources is 0.24% for lepton+jets, 0.22% for alljets, 1.18% for CDF Run II dilepton data, and 0.26% for $E_T$+jets for Run II data of CDF.

### 1.2 Light-jet response (2)

This uncertainty term represents almost all parts of D0 Run I and Run II calibrations of JES. The absolute energy scale for jets in data is calibrated using $\gamma$+jet data with photon $p_T > 7$ GeV and $|\eta|<1.0$, and jet $p_T > 15$ GeV and $|\eta_{jet}| < 0.4$, using the “$E_T$ projection fraction” method \texttt{S8}. Simulated samples of $\gamma$+jets and $Z$+jets events are compared to data, and used to correct the energy scale for jets in MC events. The JES is also corrected as a function of $\eta$ for forward jets relative to the central jets using $\gamma$+jets and dijets data. Out-of-cone particle scattering corrections are determined with $\gamma$+jets data and simulated events, without using overlays of underlying events, to avoid double-counting of this effect. Templates of deposited energy are formed for particles belonging to and not belonging to a jet using 23 annular rings around the jet axis for $R(y, \phi) = \sqrt{(\Delta y)^2 + (\Delta \phi)^2} \leq 3.5$. All of these calibration steps are combined and the total uncertainty on JES is calculated for light jets and heavy-flavor jets (independent of the type of jet). The resulting D0 uncertainty on $m_t$ for Run II lepton+jets events is 0.36% and 0.86% for dilepton data.

This uncertainty term also includes the relative jet energy correction as a function of jet $\eta$ for CDF. This is measured using dijet data, along with \texttt{PYTHIA} and \texttt{HERWIG} simulations of $t\bar{t}$ events generated with shifted jet energies, and lead to the following uncertainties on Run II measurements of $m_t$: 0.01% for lepton+jets, 0.02% for alljets, 0.34% for dileptons, and 0.03% for $E_T$+jets.

### 1.3 Out-of-cone corrections

For all CDF measurements and for D0 Run I, this uncertainty component accounts for energy lost outside the jet reconstruction cone, and uses the difference between two models of light-quark and gluon fragmentation and simulation of the underlying event. D0 changed the way it measures the out-of-cone uncertainty between Run I and Run II, and this uncertainty for D0 Run II measurements is therefore included in the light-jet response (2) term, described previously.

Energy is lost from the cone of jet reconstruction when a quark or gluon is radiated at large angle relative to the original parton direction, or when the fragmentation shower is wider than the cone, or when low momentum particles are bent out of the cone by the axial magnetic field of the detector. Energy is gained in the cone from initial-state radiation and from remnants of spectator partons, called collectively at CDF the underlying event. The two models compared by CDF in Run II are \texttt{PYTHIA} with Tune A for the underlying event, and \texttt{HERWIG} with the JIMMY modeling of the underlying event. For the narrow cone size of $R = 0.4$ used in measurements of $m_t$, more energy is lost from the cone than gained. The correction is measured using \texttt{PYTHIA} dijet events and data in the region $0.4 < R \leq 1.3$. A small constant is added to compensate for energy outside the $R > 1.3$ region (“splash out”). The correction is largest for jets at low transverse momentum: +18% for $p_T = 20$ GeV jets and < 4% for jets with $p_T > 70$ GeV. A detailed description of the method can be found in Ref. \texttt{S9}.

The uncertainty on these corrections is measured by comparing $\gamma$+jets data to the two simulations. The largest difference between either of the models and data is taken as the uncertainty (the difference between the two models is very small). For jets with $p_T = 20$ GeV, the uncertainty on the jet energy scale is 6%, and for jets above 70 GeV, it is 1.5%. These translate into uncertainties on CDF Run II $m_t$ measurements of 0.16% for the lepton+jets measurement, 0.14% for alljets, 1.25% for dileptons, and 0.12% for $E_T$+jets.

### 1.4 Energy offset

This uncertainty term is specific to D0 Run I measurements. It includes the uncertainty arising from uranium decays noise in the calorimeter and from the correction for multiple interaction to JES. These lead to uncertainties in $m_t$ of 0.72% for lepton+jets and 0.77% for dilepton events. In Run II, the integration time for the calorimeter electronics is short, after the upgrade to
shorter bunch-crossing time (3.5 µs to 396 ns). This effect results in a negligible uncertainty on the offset for D0 Run II measurements of \( m_t \).

1.5 Model for \( b \) jets

(i) Semileptonic \( b \) decay

The uncertainty on the semileptonic branching fraction (10.69 ± 0.22) \times 10^{-2} \) (PDG 2007 values) of \( B \) hadrons affects the value of \( m_t \). Both collaborations reweight \( t\bar{t} \) events by \( \pm \) the uncertainty on the central value (±2.1%), and take half the resulting mass difference as the uncertainty on \( m_t \): 0.09% for CDF and 0.03% for D0.

(ii) \( b \)-jet hadronization

For its nominal \( m_t \) measurements, CDF uses the default PYTHIA model of \( b \)-jet fragmentation based on the Bowler model \( r_q = 1.0, a = 0.3, b = 0.58 \), where \( r_q \) is the Bowler fragmentation-function parameter and \( a \) and \( b \) are Lund fragmentation function parameters. D0 uses a model with these parameters tuned to data from ALEPH, DELPHI, and OPAL \( r_q = 0.897 \pm 0.013, a = 1.03 \pm 0.08, b = 1.31 \pm 0.08 \). To measure the uncertainty on these models, CDF compares its \( m_t \) values to those measured with the LEP parameters used by D0, and to those from the SLD experiment at SLC \( r_q = 0.980 \pm 0.010, a = 1.30 \pm 0.09, b = 1.58 \pm 0.09 \). D0 compares the measured \( m_t \) with the LEP parameters to the one from SLC. The resulting uncertainties on the \( m_t \) extracted from the lepton+jets channel are 0.09% for CDF and 0.03% for D0.

For some analyses, the determination of the uncertainties in (i) and (ii) may be affected by statistical fluctuations of the MC samples.

1.6 Response to \( b/q/g \) jets

The calibrations of JES described in the first two paragraphs of the Appendix are derived on samples dominated by “light quark” and gluon jets and applied to all jets. However the calorimeter response to heavy-flavor jets differs in that these particles often decay semileptonically and the \( b \) jet will have some energy lost through the escaping neutrino. Bottom quark jets can also contain an electron that showers in a pattern different than for hadronic particles, or the jet may contain a muon that does neither produce a shower nor gets absorbed in the calorimeter. Bottom jets also differ from light jets in the distribution of their shower and particle content. Since every \( t\bar{t} \) event contains two \( b \) jets, it is important to understand their energy calibration after the application of the previous overall corrections.

CDF measures an uncertainty from the difference between the \( b \)-jets response and light-flavor jets response in Run II. CDF takes sets of MC \( t\bar{t} \) events and cluster particles into jets classifying each such particle jet as a \( b \) jet or a light jet \( r_q \). Single-particle response for data and for MC events are applied to the formed particle jets to predict the energy measured in the calorimeter. A double ratio is calculated: \( (p^\text{data}_{T}/p^\text{MC}_{T})_{b \text{jets}}/(p^\text{data}_{T}/p^\text{MC}_{T})_{\text{light jets}} \), which is found to be 1.010. The uncertainty on \( m_t \) is measured by generating new \( t\bar{t} \) samples with the \( b \)-jet scale shifted by this 1% difference, which results in 0.1% uncertainty in \( m_t \) for the lepton+jets measurement.

For Run II measurements, D0 corrects the transverse momentum distributions of jets differently in four regions of detector pseudorapidity to make the MC response match that in data (after the main JES calibration) as a function of jet flavor: \( b \) jets, light-quark jets \( (u, d, s, c) \) and gluon jets \( \bar{g} \). The correction functions are shifted up and down by their uncertainties and the extracted shifts in \( m_t \) are used to define the resulting uncertainty on \( m_t \) of 0.15% for the lepton+jets measurement and 0.23% for the dilepton measurement.

1.7 In-situ light-jet calibration

In \( t\bar{t} \) events where one or both \( W \) bosons decay to \( q\bar{q'} \), the world average value of \( M_W \) \( 8 \) is used to constrain the jet energy scale for light-quark jets in-situ \( 90, 91 \). CDF and D0 perform simultaneous measurements of \( m_t \) and \( M_W \), and fit a linear function to the JES for light-quark jets that is applied to all the jets to improve precision of \( m_t \).

CDF measures the in-situ rescaling factor independently in their lepton+jets, alljets, and \( E_T \)-jets analyses and so these terms are uncorrelated. D0 applies the rescaling derived from their lepton+jets measurement to dilepton events, and these uncertainties are therefore correlated.

The uncertainty from the in-situ calibration is determined through a two-dimensional minimization of a likelihood that is a function of top-quark mass and JES. The extracted JES is then shifted relatively to its measured central value and a one-dimensional fit is performed to the top-quark mass. The difference in quadrature between the uncertainty on \( m_t \) from the first and second fits is taken as the uncertainty on \( m_t \) from the in-situ calibration, giving 0.34% for CDF’s lepton+jets measurement, 0.27% for D0’s lepton+jets result, 0.55% for CDF’s alljets, 0.89% for their \( E_T \)-jets measurement, and 0.32% for D0’s dilepton measurement.

2. Jet modeling

Applying jet algorithms to MC events, CDF finds that the resulting efficiencies and resolutions closely match those in data. The small differences propagated to \( m_t \) lead to a negligible uncertainty of 0.005 GeV, which is then ignored. D0 proceeds as follows.

(i) Jet energy resolution

The modeling of the jet energy resolution is corrected in D0 to match that in data. The value of \( m_t \) is then remeasured using MC samples with jet energy resolution corrections shifted up and down by their uncertainties, resulting in an uncertainty on \( m_t \) of 0.18%.
(ii) Jet identification

D0 applies correction functions to MC events to match the jet identification efficiency in data. The uncertainty on $m_t$ is estimated by reducing the corrections by 1σ and remeasuring the mass in the adjusted MC samples. The efficiency can only be shifted down and not up because jets can be removed from the simulated events but not added. The uncertainty on $m_t$ is therefore set to ± the single-sided shift and is 0.15%.

3. Lepton modeling

(i) Momentum scale for leptons

In Run II, the electron and muon channels for CDF and the muon channels for D0 are used to calibrate the lepton momentum scales by comparing the invariant dilepton mass $m_{\ell\ell} = \sqrt{(E_{\ell 1} + E_{\ell 2})^2 - (p_{\ell 1} + p_{\ell 2})^2}$ for $J/\psi \rightarrow \ell\ell$ and $Z \rightarrow \ell\ell$ decays in MC events with data. The positions of the resonances observed in the $m_{\ell\ell}$ distributions reflect the absolute momentum scales for the leptons. CDF and D0 perform a linear fit as a function of the mean value of transverse momentum to the dilepton mass

$E_{\ell}\rightarrow\ell\ell$ and $Z\rightarrow\ell\ell$ decays in MC events with data. The positions of the resonances observed in the $m_{\ell\ell}$ distributions reflect the absolute momentum scales for the leptons. CDF and D0 perform a linear fit as a function of the mean value of transverse momentum to the dilepton mass $m_{\ell\ell} = \sqrt{(E_{\ell 1} + E_{\ell 2})^2 - (p_{\ell 1} + p_{\ell 2})^2}$ for $J/\psi \rightarrow \ell\ell$ and $Z \rightarrow \ell\ell$ decays in MC events with data. The value of $m_t$ is measured using MC $t\bar{t}$ ensembles without rescaling lepton $p_T$ and with lepton $p_T$ values rescaled using these fitted relations. Half of the largest difference in extracting $m_t$ is taken as its systematic uncertainty resulting from lepton $p_T$ scale. For muon measurements from D0, the largest shift is observed for the linear parametrization. In Run I, this source of uncertainty was neglected as it was negligible relative to other sources of uncertainty.

In D0 Run II measurement of the $W$-boson mass in the electron decay channel, it was found that 0.26 radiation lengths of material was left out in the GEANT modeling of the solenoid [82]. The Z-boson mass peak was used to calculate a quadratic correction to the electron energy by reweighting the PYTHIA model to match possible excursions in the parameters represented by the 20 CTEQ6M uncertainties, and taking the quadratic sum of the differences. The resulting uncertainty on $m_t$ is 0.08% for CDF and 0.14% for D0.

(ii) Lepton momentum resolution

The muon momenta in simulated events at D0 are smeared to match the resolution in data. The uncertainty on this correction corresponds to an uncertainty on $m_t$ of 0.17%.

4. Signal modeling

(i) Parton distribution functions

In Run I, the uncertainties from choice of parton distribution functions (PDF) are determined by measuring the change in $m_t$ using the MRSA′ set [83] instead of MRSD0 [84] or CTEQ4M [85], and are found to be negligible.

In Run II, the uncertainty is measured by CDF by comparing CTEQ5L results with MRST98L [94], by changing the value of $\alpha_s$ in the MRST98L model, and by varying the 20 eigenvectors in CTEQ6M [9]. The total uncertainty is obtained by combining these sources in quadrature. D0 measures this uncertainty by reweighting the PYTHIA model to match possible excursions in the parameters represented by the 20 CTEQ6M uncertainties, and taking the quadratic sum of the differences. The resulting uncertainty on $m_t$ is 0.08% for CDF and 0.14% for D0.

(ii) Fractional contributions from quark annihilation and gluon fusion

In Run I, this source of uncertainty in $t\bar{t}$ production is not considered. In Run II, CDF estimates the effect on $m_t$ by reweighting the gluon fusion fraction in the PYTHIA model from 5% to 20% [86]. The uncertainty on $m_t$ is found to be 0.02%. This uncertainty is included by D0 in the systematic component (iv) below, where the effects of higher-order QCD corrections are discussed.

(iii) Initial and final-state radiation

Initial and final-state radiation refers to additional gluons radiated from the incoming or outgoing partons or from the top quarks. Jets initiated by these gluons affect the measured value of $m_t$ because they can be misidentified as jets from the final-state partons in top-quark decay. Extensive checks were performed in Run I measurements to assess the effects of initial and final-state radiation by varying parameters in HERWIG.

In Run II, uncertainties from initial and final-state radiation are assessed by both collaborations using a CDF measurement [87] in Drell-Yan dilepton events that have the same $q\bar{q}$ initial state as most $t\bar{t}$ events, but no final-state radiation. The mean $p_T$ of the produced dilepton pairs is measured as a function of the dilepton invariant mass, and the values of $\Lambda_{\text{QCD}}$ and the $Q^2$ scale in the MC that matches best the data when extrapolated to the $t\bar{t}$ mass region are found. CDF’s best-fit values are $\Lambda_{\text{QCD}}$ (5 flavors) = 292 MeV with 0.5 × $Q^2$ and $\Lambda_{\text{QCD}}$ (5 flavors) = 73 MeV with 2.0 × $Q^2$ for ±σ excursions around the mean dilepton $p_T$ values. Since the initial and final-state shower algorithms are controlled by the same QCD evolution equation [88], the same variations of $\Lambda_{\text{QCD}}$ and $Q^2$ scale are used to estimate the effect of final-state radiation. The resulting uncertainty for modeling of the initial and final-state radiation is 0.09% for CDF and 0.15% for D0. The correction algorithm does not distinguish between “soft” (out of cone) and “hard” (separate jet) radiation, and there is therefore some overlap between the uncertainty on $m_t$ for the out-
of-cone jet energy correction and for gluon radiation. There is also some overlap between the uncertainty for initial and final-state radiation and the uncertainty on higher-order QCD corrections for high-\(p_T\) radiation.

(iv) Higher-order QCD corrections

Higher-order QCD corrections to \(t\bar{t}\) production are not used for Run I measurements as only LO generators were available at that time. D0 measures higher-order jet-modeling uncertainties in Run II by comparing \(m_t\) extracted with ALPGEN and HERWIG for evolution and fragmentation to the value obtained from events generated with MC\(^\odot\)NLO [8], which uses HERWIG parton showering with a NLO model for the hard-scattering process. This component of uncertainty also includes (for D0) the uncertainty from the fraction of quark-antiquark to gluon-gluon contributions to the initial state. CDF also studies differences in \(m_t\) using MC\(^\odot\)NLO, and finds that the uncertainties in distributions in the number of jets and the transverse momentum of the \(t\bar{t}\) system overlap with the uncertainty from initial and final-state radiation. Future measurements of \(m_t\) are expected to treat these uncertainties separately. The uncertainty on \(m_t\) from higher order contributions and initial-state \(q\bar{q}/g\) ratio is 0.14\% for D0.

(v) Jet hadronization and underlying event

In Run I, CDF measured the uncertainty in the model for parton showering and hadronization and the underlying event by comparing the value of \(m_t\) based on HERWIG to that on PYTHIA [7], and D0 compared HERWIG results to those from ISAJET [9].

In Run II, CDF estimates these uncertainties by comparing \(m_t\) obtained using PYTHIA with Tune A of the underlying event model to results from HERWIG with a tuned implementation of the underlying-event generator JIMMY. D0 estimates these uncertainties by comparing identical sets of hard-scatter events from ALPGEN coupled to HERWIG instead of to PYTHIA. For the uncertainty on \(m_t\), this corresponds to 0.40\% for CDF and 0.33\% for D0.

(vi) Color reconnection

There are up to six final-state quarks in \(t\bar{t}\) events, in addition to initial and final-state radiation. When hadronization and fragmentation occur, there are color interactions among these partons and the color-remnants of the proton and antiproton. This process is referred to as “color reconnection”. It changes the directions and distributions of final-state jets [99, 100], which affects the reconstructed value of \(m_t\) [74].

The uncertainty on color reconnection was not evaluated for Run I because appropriate MC tools were not available at that time. Both collaborations estimate this effect in Run II by comparing the value of \(m_t\) extracted from ensembles of \(t\bar{t}\) events generated by PYTHIA using the difference between two parton shower simulations: (i) angular ordering for jet showers (same as used in the nominal \(m_t\) measurements) using the A-PRO underlying-event model (Tune A but updated using the “Professor” tuning tool [101]), (ii) ACR-PRO. ACR-PRO is identical to A-PRO except that it includes color reconnection in the model. The resulting uncertainties on \(m_t\) are 0.32\% for CDF and 0.16\% for D0.

5. Multiple interactions model

Monte-Carlo simulated events are overlaid with Poisson-distributed low-\(p_T\) events (PYTHIA MC events for CDF, “zero-bias” data for D0) to simulate the presence of simultaneous additional p\(\bar{p}\) interactions. The mean number of overlaid events is chosen at the time of event generation, but in data, the number of such interactions changes with instantaneous luminosity of the Tevatron.

CDF measures \(m_t\) as a function of the number of multiple interactions, finding a change of 0.07±0.10 GeV per primary vertex. For CDF’s measurements, the average number of primary vertices in data is 2.20 and for simulated events it is 1.85, leading to an uncertainty on \(m_t\) of 0.02\%. CDF adds to this in quadrature a term to cover the difference in jet energy response as a function of the number of multiple interactions of 0.06\%, giving a total uncertainty of 0.06\%.

D0 reweights the simulated events to make the instantaneous luminosity distribution match that in data. The resulting uncertainty on \(m_t\) is 0.03\%.

6. Background from theory

(i) Higher-order correction for heavy flavor

D0 corrects the leading-log W+jets cross section from ALPGEN to NLO precision before normalizing this background to data. This increases the fraction of Wb\(\bar{b}\) and Wc\(\bar{c}\) events in W+jets by a factor of 1.47±0.50. CDF normalizes the W+heavy-flavor jets background to data independent of the other components in W+jets, which has a similar effect. The resulting uncertainties on \(m_t\) are 0.11\% for CDF and 0.04\% for D0.

(ii) Factorization scale for W+jets

The transverse momenta of the jets in W+jets events are sensitive to the factorization and renormalization scales chosen for the calculations. These two scales are set equal to each other, with \(Q^2 = M_W^2 + \sum p_T^2\). To determine the uncertainty on \(m_t\), the scale is changed from \((Q/2)^2\) to \((2 \times Q)^2\), the MC events regenerated, and the mass remeasured. Changing the scale does not affect the fraction of W+jets in the model but does affect the transverse momentum distributions of the jets. The uncertainties on \(m_t\) are 0.02\% for CDF and 0.09\% for D0.

(iii) Normalization to predicted cross sections

CDF divides the background into seven independent parts: W+heavy-flavor jets, W+ light-flavor jets, single top t\(\bar{q}\)b and t\(\bar{b}\), Z+jets, dibosons (WW, WZ, and ZZ), and multijet contributions. This uncertainty term covers
the normalization of the components modeled with MC simulated events (not multijets). The small backgrounds from single-top, $Z$+jets, and diboson production are normalized to NLO calculations. The uncertainties on the cross sections are 10% for $tg\bar{b}$, 12% for $tb$, 14% for $Z$+jets, and 10% for dibosons. The $W$+jets background is normalized to data before implementation of $b$-tagging using a fit to the distribution for $E_T$ in the event. The uncertainty on this normalization cannot be easily disentangled from the other sources and so it is kept in this category. The combined uncertainty on $m_t$ from these normalizations is 0.09%.

D0 also normalizes single-top, $Z$+jets, and diboson contributions, in all analysis channels, and Drell-Yan in the dilepton channel, to next-to-leading order cross sections, using values from the MCFM event generator\cite{MCDF02}. The uncertainties on the cross sections take into account the uncertainty on PDF and on the choice of factorization and renormalization scales, which together propagate through to $m_t$ an uncertainty of 0.04%.

(iv) Background differential distributions

For CDF, different methods were used to estimate the uncertainty due to the overall background shape. In the recent lepton+jets analysis, this uncertainty was assessed by dividing randomly the background events into subsets, building the background likelihood from one of the subsets and reconstructing the $m_t$ from the second subset. In the next step, the difference in $m_t$ obtained from the second subset and the nominal $m_t$ value is evaluated. This contributes an uncertainty of 0.03%. CDF also estimates an uncertainty from the limited MC statistics used to measure the background. This yields an additional 0.03% uncertainty on $m_t$.

For D0, the $p_T$ and $\eta$ distributions of jets in $W$+jets events do not fully reproduce those in data. An uncertainty to cover these deviations is based on the difference between the model for background and data in the $\eta$ distribution of the third jet in three-jet events. The resultant uncertainty on $m_t$ is 0.09%.

7. Background based on data

(i) Normalization to data

In the lepton+jets, alljets, $E_T$+jets, and decay-length channels, backgrounds from multijet events are normalized to data. In the lepton+jets analyses at D0, the $W$+jets background model is combined with the contribution from multijet events, and both are normalized simultaneously to data, so that their uncertainties in normalization are anticorrelated. In dilepton analyses at CDF, the Drell-Yan background is normalized to data. For the lepton+jets analyses, CDF uncertainty on $m_t$ from the normalization of the multijet backgrounds to data is 0.03% and D0’s uncertainty for the normalization of $W$+jets and multijets to data is 0.13%.

(ii) Trigger modeling

CDF expects a negligible uncertainty on $m_t$ from the modeling of the trigger. D0 simulates the trigger turn-on efficiencies for MC events by applying weights as a function of the transverse momentum of each object in the trigger. The uncertainty is measured by setting all the trigger efficiencies to unity and recalculating the value of $m_t$, which shifts $m_t$ by 0.03%.

(iii) $b$-tagging modeling

CDF applies the $b$-tagging algorithm directly to MC events, and finds that any difference between the $b$-tagging behavior in MC and data has a negligible impact on the measurement of $m_t$. D0 applies the $b$-tagging algorithm directly to MC events for recent Run II measurements. Previously $b$-tagging was simulated with tag-probability, and in Run I, as D0 did not have a silicon tracker, nonisolated muons were used to identify $b$-jets. The tagging efficiency for simulated events is made to match that in data by randomly dropping $b$ tags for $b$ and $c$ jets, while assigning a per-jet weight for tagging light-flavor jets as $b$ jets. The uncertainties for these corrections are determined by shifting the efficiencies for tagging $b$ and $c$ jets by 5% and by 20% for light jets, which introduces an uncertainty on $m_t$ of 0.06%.

(iv) Signal fraction for calibration

D0 measures the impact of the uncertainty in the ratio of signal to background events, which affects the calibration of $m_t$. Changing the signal fraction within uncertainty results in an uncertainty on $m_t$ of 0.06%.

(v) Impact of multijet background on the calibration

Multijet background events are not used in D0 samples that determine the calibration of $m_t$ for the lepton+jets measurement since the background probability for such events is much larger than the signal probability. The assumption that this has a small effect on $m_t$ is tested by selecting a multijet-enriched sample of events from data (by inverting the lepton isolation criteria) and adding these events when deriving the calibration. Applying this alternative calibration to data indicates that $m_t$ can shift by an uncertainty of 0.08%.

8. Calibration method

Monte Carlo $t\bar{t}$ ensembles are generated at different values of input $m_t$ ($m_t = 155, 170, 172.5, 175, 180$ GeV) and calibrations relate the input masses for $t\bar{t}$ events to the extracted masses using a straight line. For some of the $m_t$ measurements, there is an additional in-situ calibration of the JES to the light quarks in $W$-boson decay, which is then applied to all jets. The uncertainties from both calibrations are propagated to the uncertainty on $m_t$, which for CDF are 0.04% and 0.05% respectively, giving a total of 0.06%. For D0, the uncertainty on $m_t$ is 0.13%.
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