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1 Introduction and results

Recently new connections between quantum information and quantum gravity have been developed which have attracted a lot of attention in the literature. A promising framework to investigate these connections is AdS/CFT correspondence, holography, or more generally gauge/gravity duality [1]. This framework has been applied to study quantities such as entanglement entropy and mutual information and recently extended to the quantum computational complexity in field theory. The quantum complexity is the minimum number of elementary operations (quantum gates) needed to produce an arbitrary state of interest from a fixed reference state, for example see [2] for the review.

Quantum complexity in AdS/CFT picture sheds light on physics behind the horizon. In fact it has been proposed that the quantum information complexity of the boundary field theory state is encoded geometrically in the gravitational dual background, or more specifically the interior geometry of the black hole [3]. A primary example is the eternal two-sided AdS-Schwarzschild black hole which is dual to the thermofield double state in the boundary theory [4]. This is an entangled state of two copies of the boundary conformal field theory. This entanglement is responsible for the geometric connection in the bulk [5]. More specifically it has been shown that the black hole interior grows in time long after the equilibrium has reached [6]. On the other hand one expects the complexity of the dual thermal plasma to increase long after local equilibrium is reached. In fact the complexity of a state can increase due to its Hamiltonian time evolution and this growth is dual to the late-time growth of the interior. It has been conjectured that the complexity continues to grow up to a time scale exponential in the number of degrees of freedom [7]. Therefore it is proposed that these two descriptions belong to the same phenomena [3].
This proposal has been introduced in two different recipes: characterizing the size of black hole interior with its spatial volume or its action are known as volume [8] or action [9, 10] conjectures, CV or CA, in the literature. The volume complexity prescription states that

\[ C_V = \frac{V}{G_N l}, \tag{1.1} \]

where \( V \) is the volume of the maximal codimension-one bulk time slice anchored at boundaries at some specific times and \( l \) is a length scale associated with the geometry. \( G_N \) is the Newton’s constant. One of the drawbacks of volume prescription is the extra free length scale, \( l \), which needs to be fixed by hand. Once the length scale is fixed by considering any particular black hole the predictions can be made for the other cases. The complexity equals action includes almost all good features of volume conjecture and in addition one does not need to fix an extra free length scale. The action complexity prescription equates the boundary theory complexity with the gravitational action evaluated on a space-time region called Wheeler-de Witt (WdW) patch:

\[ C_A = \frac{I_{\text{WdW}}}{\pi \hbar}. \tag{1.2} \]

This region is bounded by null surfaces that reach the relevant times on the left and right boundaries. Since holographic complexity has been proposed, a lot of papers have studied different aspects of it [11–26].

An interesting question that can be asked is about the late-time growth rate of complexity. This proposal asserts that it is \( \frac{\dot{M}}{\dot{T}} \) where \( \dot{M} \) is proportional to the mass of the black hole. Therefore it is independent of space-time dimension or any other information of the boundary theory [9, 10].

In this paper we would like to study the full time evolution of holographic complexity of the charged thermofield double state and its behaviour near the critical point. Therefore we consider a field theory with a critical point whose gravity dual is a charged black hole, discussed in the upcoming section [34]. The field theory is characterized by temperature \( T \) and chemical potential \( \mu \) and its phase diagram contains a first order phase transition line which ends in a critical point. It is characterized by the ratio of \( \frac{\mu}{T} \), as expected, since the underlying theory is conformal. Although there are known backgrounds in holographic framework with a critical point in the field theory dual, we choose this background since it can be investigated analytically and one has more control over the calculations [27].

We try to check the possible quantities that are interesting to analyze in this background near the critical point. The results of our studies can be summarized as follows:

- In action prescription for complexity, CA, the behaviour of the critical time, the time at which the complexity rate becomes non-zero, with respect to \( \frac{\mu}{T} \) is studied. The critical time decreases as \( \frac{\mu}{T} \) increases and gets its minimum value at the critical point. It means that it takes more time for the complexity in field theory dual to become time dependent as one moves away from the critical point.

- The above behaviour persists for the other time scales in theory such as the saturation time of \( r_m \), \( t_{cs} \), and the saturation time of complexity rate in action prescription, \( t_{cs} \).
Table 1. Value of dynamical critical exponent obtained from different time scales.

| time scale | $\theta$  | relative error | rms     |
|------------|-----------|----------------|---------|
| $t_c$      | -0.44     | 12 %           | 0.07    |
| $t_{rs}$   | -0.46     | 8 %            | 0.22    |
| $t_{rc}$   | -0.48     | 4 %            | 0.02    |

$r_m$ is the value of $r$ at which the past null rays of WdW patch intersect. Therefore near the critical point the complexity starts evolving in time linearly sooner than the other values of $\frac{t}{T}$.

In volume prescription, CV, the saturation time of complexity rate does not vary much with $\frac{t}{T}$ and is almost constant.

- In CA we also obtain the dynamical critical exponent using the aforementioned time scales and they all are equal up to less than one percent error. The relative error is defined as $\frac{|\theta - 0.5|}{0.5}$ where 0.5 is the value of dynamical critical exponent obtained from conserved current and quasinormal modes [34, 35]. The last row in table 1 is the best match with the known result 0.5.

Regarding the result for CV mentioned in the previous item we cannot obtain dynamical critical exponent in CV prescription.

- We have also examined the difference between $t_{rs}$ and $t_{cs}$ in CA prescription and conclude that this difference reaches zero as one moves towards the critical point. This means that the complexity rate and $r_m$ saturate at the same time at the critical point. For the other values of $\frac{t}{T}$ the complexity rate saturates later than $r_m$. Although different terms may contribute in time dependence of complexity rate, it seems that at the critical point the contribution of time dependence of $r_m$ is dominant.

- We also show that the late-time values of $r_m$ monotonically decreases moving towards the critical point in $\frac{t}{T}$ parameter space while complexity rate in action prescription increases first and as getting closer to the critical point peaks and starts decreasing. In contrast the late time values of complexity rate in volume prescription monotonically decreases moving towards the critical point.

2 The charged black hole background with critical point

In this section we review the 5-dim background obtained as a solution to the following gravitational action

$$ S = \frac{1}{16\pi G_5} \int d^5x \sqrt{-g} \left[ R - \frac{f(\phi)}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} \partial_{\mu}\phi \partial^{\mu}\phi - V(\phi) \right], $$

(2.1)

where $G_5$ is the five dimensional Newton’s constant. This action is the gravitational action of 1RCBH model [28–33] with dilaton potential as

$$ V(\phi) = -(8e^{\frac{\phi}{\sqrt{3}}} + 4e^{-\sqrt{3}\phi}), $$

(2.2)
and the Maxwell-Dilaton coupling

\[ f(\phi) = e^{-3\sqrt{2} \phi}. \]  

The solution to the equations of motion derived from the action (2.1) can be summarized as

\[ ds^2 = e^{2A(r)} (-h(r) dt^2 + d\vec{x}^2) + \frac{e^{2B(r)}}{h(r)} dr^2, \]

where

\[ A(r) = \ln r + \frac{1}{6} \ln \left(1 + \frac{Q^2}{r^2}\right), \]
\[ B(r) = -\ln r - \frac{1}{3} \ln \left(1 + \frac{Q^2}{r^2}\right), \]
\[ h(r) = 1 - \frac{M^2}{r^2 (r^2 + Q^2)}, \]
\[ \phi(r) = -\sqrt{\frac{2}{3}} \ln \left(1 + \frac{Q^2}{r^2}\right), \]
\[ A_t(r) = -\frac{M Q}{r^2 + Q^2} + \frac{M Q}{r_H^2 + Q^2}, \]

where \( A_t \) is the time component of the gauge field which has been chosen to be zero at the horizon and regular on the boundary. \( M \) is the black hole mass and \( Q \) is its charge. We set AdS radius equal to one throughout the paper. The boundary of this asymptotically AdS solution is located at \( r \to \infty \) and \( r_H \) is the black hole horizon and is obtained from \( h(r_H) = 0 \),

\[ r_H = \sqrt{\frac{\sqrt{Q^4 + 4M^2} - Q^2}{2}}. \]

The chemical potential and the temperature in the dual field theory are

\[ \mu = \lim_{r \to \infty} A_t = \frac{Q r_H}{\sqrt{Q^2 + r_H^2}}, \]
\[ T = \sqrt{-g_{tt} g^{tt}} \bigg|_{r=r_H} = \frac{Q^2 + 2r_H^2}{2\pi \sqrt{Q^2 + r_H^2}}. \]

Having obtained \( \frac{Q}{r_H} \) in the bulk solution with respect to \( \frac{\mu}{T} \) in the boundary we will see that the background considered here contains two different branches of variables \( \frac{Q}{r_H} \) corresponding to each value of \( \frac{\mu}{T} \). It indicates the existence of a first order phase transition in field theory. The relation between parameters in the bulk and the parameters in field theory dual can be evaluated using (2.7) and (2.8)

\[ \frac{Q}{r_H} = \sqrt{2} \left(1 \pm \sqrt{1 - \left(\frac{\sqrt{2} \mu}{\pi T}\right)^2}\right) \]

Using the relations between entropy, \( s \), and charge density, \( \rho \), in terms of the bulk solution parameters \( Q \) and \( r_H \) one can evaluate the Jacobian \( \mathcal{J} = \frac{\partial(s, \rho)}{\partial(T, \mu)} \). If the Jacobian is positive...
(negative) for the set of parameters in one branch the system is thermodynamically stable (unstable). The two branches intersect at the critical point where $\frac{p}{T} = \frac{\pi}{\sqrt{2}} (\frac{Q}{r_H} = \sqrt{2})$ and the branch with the parameters satisfying $\frac{Q}{r_H} < \sqrt{2}$ is stable.

Different aspects of this background have been investigated in various papers. For instance in [27] this background has been used as the holographic dual of a model for QCD and the QCD critical point and its exponent has been estimated. Moreover in the dual holographic plasma to this background the bulk viscosity and baryon conductivity have been computed in [34] and consequently the dynamical critical exponent could be obtained. The value of the dynamical critical exponent was also confirmed in [35] and [36] by studying quasi-normal modes and quantum quench in this background, respectively.

3 Complexity

To describe the quantum complexity of states in the boundary field theory two different holographic recipes have been introduced in the literature. One is complexity equals volume conjecture [8] and the other one action conjecture [9, 10]. In the following we will evaluate both prescriptions for the background we work on in this paper.

3.1 Complexity = Action prescription

Let’s consider a quantum state of a particular time slice of the boundary conformal field theory. The action prescription then relates the complexity of this state to the gravitational action evaluated in the corresponding region in the dual gravity theory called “Wheeler-de Witt” (WdW) patch. This region is enclosed by the future and past null sheets sent from the boundary time slice into the bulk space-time. It is illustrated in figure 1 for the asymptotically AdS eternal black hole background where we have called the boundary time on the left and right boundaries as $t_L$ and $t_R$. The boundary state we are considering is on the constant time slices denoted by $t_L$ and $t_R$ on the two asymptotic boundaries, $|\psi(t_L, t_R)\rangle$. This thermofield double state is parametrized by mass $M$, charge $Q$ and chemical potential $\mu$. In fact for the charged background as well as temperature we have the chemical potential to distinguish the boundary states. Please note that we have set $t_L = t_R \equiv \frac{1}{2}$ in this figure. $t$ stands for the boundary time in which we evaluate the time dependence of the complexity.

As shown in figure 1, the time-like killing vectors which correspond to time translation in the background generate upward (downward) flows on the right and left boundaries and hence the action is invariant under shifting the time slices as $t_R + \delta t$ and $t_L - \delta t$. In terms of the boundary theory this corresponds to the invariance of the thermofield double state under an evolution with the Hamiltonian $H_R - H_L$.

To describe the null sheet boundaries of the WdW patch we work with the tortoise coordinate which is defined as

$$dr^* = \frac{e^{B(r) - A(r)}}{h(r)} dr,$$

(3.1)
in our background (2.4). Integrating the above equation we get

\[ r^*(r) = -\frac{\sqrt{2}}{Q^2} \left[ \sqrt{\sqrt{Q^4 + 4M^2} - Q^2} \tan^{-1} \frac{r^2 + Q^2}{\sqrt{Q^4 + 4M^2} - Q^2} - \sqrt{\sqrt{Q^4 + 4M^2} + Q^2} \tan^{-1} \frac{r^2 + Q^2}{\sqrt{Q^4 + 4M^2} + Q^2} \right]. \] (3.2)

Then the Eddington-Finkelstein coordinates, \( u \) and \( v \) are defined as

\[ v = \tau + r^*(r), \quad u = \tau - r^*(r), \] (3.3)

where \( \tau \) represents the time parametrization of the null sheets which becomes \( t \) on the asymptotic boundaries of the background.

The gravitational action that should be calculated here is

\[ I = I_{\text{bulk}} + I_{\text{surface}} + I_{\text{joint}} = \frac{1}{16\pi G_5} \int_M d^5x \sqrt{-g} \left( R - \frac{f(\phi)}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} \partial_{\mu}\phi \partial^{\mu}\phi - V(\phi) \right) + \frac{1}{8\pi G_5} \int_B d^4x \sqrt{|h|} K + \frac{1}{8\pi G_5} \int_{\Sigma} d^3x \sqrt{\sigma} \eta \sum_{\text{null}} d^3x \sqrt{\sigma} \kappa - \frac{1}{8\pi G_5} \int_{B'} d\lambda d^3\theta \sqrt{\tau} \kappa + \frac{1}{8\pi G_5} \int_{\Sigma'} d^3x \sqrt{\sigma} \kappa. \] (3.4)

The first line is the standard Einstein-Hilbert action in the presence of the cosmological constant \( \Lambda = \frac{-\phi}{L^2} \). The second line contains two terms. The first one is the usual Gibbons-Hawking-York surface term (GHY) for time-like and space-like segments of the boundary which exist on the WdW patch. \( K \) in this term is the trace of the extrinsic curvature. The second term gives the contribution from Hayward joint terms which appear in the intersection of the space-like and time-like boundary segments. \( \eta \) is defined as the boost angle between the corresponding normal vectors in the intersection. The last line in the action is added due to the presence of null segments in the WdW patch. The first term is the surface term for the null segments of the boundary and the second term is the joint term corresponding to the intersection of the null segments with the other segments. A lot of work has been done on null boundaries in gravity in the literature, such as [37]. Please note that we work with the convention in which we choose \( \kappa = 0 \) following [38, 39]. Also note that there is no intersection between time-like and space-like surfaces in WdW patch and therefore the Hayward joint term in the second line will be zero. After fixing the convention we are ready to calculate each term individually in our charged black hole background. We will give the details in the appendix A and report here the results.

It is important to mention that the complexity can be calculated in two regimes which depend on the position of WdW patch. The first regime for which the complexity is proved to be time independent is where the WdW patch is in contact with the past singularity. Due to time independence of complexity in this regime we will not go through the details of the calculation and refer the interested reader to the papers such as [38], in which this has been done in thorough details.
The second regime is where the past null sheets from the right and left boundaries intersect before crossing the singularity. As we will show later on, and has been previously shown in related papers such as [38], the complexity is time-dependent in this regime. Therefore we have only plotted the WdW patch which results in the time-dependent part of the complexity of the quantum state in the boundary in figure 1.

One can easily find the time that separates these two regimes which is called critical time $t_c$, respecting the convention used in the literature. Using the equation of the past null sheets

$$null_L : \tau_L = -t_L + r^*_\infty - r^*(r),$$
$$null_R : \tau_R = t_R - r^*_\infty + r^*(r),$$

the critical time is

$$t_c = 2(r^*_\infty - r^*_0),$$

where $r^*_\infty$ and $r^*_0$ are calculated at the boundary where $r \to \infty$ and the singularity at $r \to 0$, respectively. $t_c$ is the boundary time at which the null sheets from left and right halves of the WdW patch intersect at the past singularity; i.e. $(\tau_L = \tau_R)_{r \to 0}$. null$_L$ and null$_R$ lines are shown in figure 1.

Having obtained $t_c$ we are in a position to calculate the value of $r_m$ where the two past null sheets from the right and left boundaries intersect before hitting the singularity (as shown in figure 1). Similar to the calculations resulted in (3.6) using the equations of these null sheets (3.5) we obtain

$$r^*(r_m) = -\frac{t}{2} + r^*_\infty.$$
It should be emphasized that $r_m$ changes as the boundary time increases and moves towards the horizon in a sufficiently long time. Therefore it is necessary to see how this meeting point $r_m$ evolves with time. Differentiating (3.7) with respect to time we get

$$\frac{dr_m}{dt} = -\frac{1}{2} h(r) e^{A(r) - B(r)} \bigg|_{r=r_m}. \quad (3.8)$$

This relation suggests that at late times where $r_m$ reaches the horizon, the growth rate of $r_m$ goes to zero as $h(r_H)$ is zero and $e^{A(r) - B(r)}$ reaches a finite value at the horizon. This is confirmed in the next section where we report the numerical results.

So far we have been trying to obtain some general idea about WdW patch in the background we are interested in. We can start calculating the complexity in the field theory dual to this background using action prescription. As it was mentioned before since we are interested in the time dependence of complexity we only report the calculations and results for the boundary time $t > t_c$. The non-vanishing contributions to the action on WdW patch can be divided into three sets of terms; bulk, GHY and null joint contributions. Due to the symmetry between the left and right halves of the WdW patch, we can calculate the action in the right side of the patch and then multiply it by two. We give the details of the calculations in appendix A and report the time-dependent results here. The complexity in our background becomes

$$C_A = \frac{I_{\text{WdW}}}{\pi h} = \frac{1}{\pi h} (I_{\text{bulk}} + I_{\text{surf}} + I_{\text{joint}}). \quad (3.9)$$

Therefore the complexity rate is

$$\frac{dC_A}{dt} = \frac{16\pi^2 G_5}{V^{(3)}} \frac{dC_A}{dt} = \int_0^{r_m} e^{A+B} \left( \frac{2}{3} V(\phi) + \frac{1}{3} f(\phi) e^{-2(A+B)} A^2 \right) dr$$

$$+ e^{A(r_m) - B(r_m)} h(r_m) \left( 3A'(r_m) \log \left| \frac{h(r_m) e^{2A(r_m)}}{\alpha^2} \right| + \frac{h'(r_m) + 2A'(r_m) h(r_m)}{h(r_m)} \right)$$

$$+ \frac{10}{3} M^2, \quad (3.10)$$

where prime represents the derivative with respect to $r$. $\alpha$ is a free parameter that has been entered here due to the null joint term, the intersection of null sheets at $r_m$. It is in fact related to the ambiguity in normalizing the normal vectors to the null sheets, as discussed in [39]. Similar to [38] we set $\alpha = LT$ where $L$ which is the AdS radius has already been chosen one in the paper. It should be emphasized here that $\frac{dC_A}{dt}$ reduces to eternal AdS black hole result if we initially set $Q \to 0$ and then send $r$ to zero.

Before discussing the numerical result for complexity rate we would like to study its late time behaviour. As mentioned before it can be obtained by sending $r_m$ to $r_H$. We follow the same procedure discussed in [38] and get

$$\frac{dC_A(\infty)}{dt} = \frac{2M^2 (Q^2 + 3\sqrt{4M^2 + Q^4})}{Q^2 + \sqrt{4M^2 + Q^4}} \equiv M_Q. \quad (3.11)$$
We have to emphasize that for \( Q \to 0 \) we get the same result as [38], \( \frac{2M}{\pi} \), which in our notation is \( \frac{6M^2}{16\pi G_N} \).

We have presented the analytical results up to here. In the next section we will examine these results for different values of the field theory parameters and specifically will see how they behave near the critical point.

### 3.2 Complexity=Volume prescription

This prescription states that the complexity is in fact the volume of the maximal codimension-one bulk time slice anchored at boundary at times \( t_L \) and \( t_R \). Similar to the action principle we assume \( t_L = t_R \) and therefore due to our setup symmetry we expect that the complexity depends on the boundary time \( t = t_R + t_L \). How to evaluate the volume of this extremal surface has been discussed in the literature such as [38] therefore we won’t go through the details here and report the results in our set-up.

The metric in Eddington-Finkelstein coordinate, \( v = t + r^+(r) \), becomes

\[
\text{ds}^2 = \mathcal{e}^{2A(r)} h(r) dv^2 + 2 \mathcal{e}^{A(r)+B(r)} dv dr + \mathcal{e}^{2A(r)} d\vec{x}^2 .
\] (3.12)

Parametrizing the coordinates as \( r(\lambda) \) and \( v(\lambda) \), the volume of the codimension-one surface becomes

\[
V = V_3 \int d\lambda e^{3A(r)} \sqrt{-h(r) \mathcal{e}^{2A(r)} + 2 \mathcal{e}^{A(r)+B(r)} \mathcal{e}^{A(r)} \mathcal{e}^2} \, d\lambda \, \mathcal{e}^2 .
\] (3.13)

where \( V_3 \) is the volume of three dimensional space, \( \mathcal{e} \) and dot represents derivative with respect to \( \lambda \). This relation should be extremized in order to get the volume of the maximal surface. To do this there are two observations which help us through. It is easily seen that the integral is reparametrization invariant and so we can choose \( \lambda \) in a way that the integrand becomes one

\[
\mathcal{L}(r, \dot{r}, \dot{v}) = \mathcal{e}^{4A(r)} \sqrt{-h(r) \mathcal{e}^{2A(r)} + 2 \mathcal{e}^{A(r)+B(r)} \mathcal{e}^{A(r)} \mathcal{e}^2} \mathcal{e}^2 = 1 .
\] (3.14)

On the other hand the integrand does not depend on coordinate \( v \) itself and only on its derivative \( \dot{v} \). Therefore a conserved quantity \( E \) can be defined as \( \frac{\partial \mathcal{L}}{\partial \dot{v}} \). Using (3.14) we have

\[
E = \mathcal{e}^{8A(r)} (h(r) \mathcal{e} - \mathcal{e}^{B(r)-A(r)}) .
\] (3.15)

The above relations can be used to determine \( r \)

\[
\mathcal{r}^2 \mathcal{e}^{2B(r)+6A(r)} = h(r) + \mathcal{e}^{-8A(r)} \mathcal{E} \mathcal{E} \mathcal{E} \mathcal{E} \mathcal{E} .
\] (3.16)

where at \( r_{\text{min}} \) we have \( \mathcal{r}_{\text{min}} = 0 \) and therefore \( r_{\text{min}} \) in terms of \( E \) is

\[
h(r_{\text{min}}) + e^{-8A(r_{\text{min}})} E^2 = 0 .
\] (3.17)

Note that since \( r_{\text{min}} \) is smaller than horizon radius we conclude that \( E < 0 \). The volume is the integral over radial radius from \( r_{\text{min}} \) to \( r_{\text{max}} \) and therefore using (3.16) the volume relation (3.13) becomes

\[
V = 2V_3 \int_{r_{\text{min}}}^{r_{\text{max}}} \frac{h(r) + e^{-8A(r)} E^2}{\sqrt{h(r) + e^{-8A(r)} E^2}} .
\] (3.18)
On the other hand one can use the relation (3.15) to obtain $\dot{v}$ in terms of $E$ and $\dot{r}$ and integrate it to get
\[
    t_R + r^*_\infty - r^*(r_{\min}) = \int_{r_{\min}}^{r_{\max}} dr \frac{e^{B(r)-A(r)} E}{h(r) \sqrt{E^2 + e^{8A(r)} h(r)}} + \frac{e^{B(r)-A(r)}}{h(r)},
\]
where due to the symmetric configuration of our set-up we have set $t_{r_{\min}} = 0$. Using relation (3.18) and (3.19) and after some algebraic calculations the volume of the extremal or maximal surface is obtained
\[
    \frac{V}{2V_3} = \int_{r_{\min}}^{r_{\max}} dr e^{B(r)-A(r)} \left[ \frac{\sqrt{E^2 + e^{8A(r)} h(r)}}{h(r)} + \frac{E}{h(r)} \right] - E(t_R + r^*_\infty - r^*(r_{\min})) .
\]
Therefore complexity in volume prescription is obtained since $C_V = \frac{V}{G_5 l}$. Having $V$ written in the above form helps us calculate the complexity rate as time derivative of $C_V$. It is simple to see
\[
    \frac{dC_V(t)}{dt} = - \frac{V_3}{G_5 l} \frac{E}{E^3} \left[ e^{4A(r_{\min})} \sqrt{-h(r_{\min})} \right] .
\]
In order to understand how complexity varies with time it is more convenient to work with dimensionless parameters $s = \frac{r}{r_H}$ and $a = \frac{dC_V}{V_3 \frac{dt}{dt}}$. In terms of $s$ we have
\[
    a = s^2 \left( s_{\min}^2 + \frac{Q^2}{r_H^2} \right)^{\frac{1}{2}} \left( 1 - s^2 \right) \left( s_{\min}^2 + 1 + \frac{Q^2}{r_H^2} \right) .
\]
Therefore it is straightforward to write the equation (3.19) in terms of these dimensionless variables. The final result is
\[
    r_H t = 2a \int_{s_{\min}}^{\infty} ds \frac{s \sqrt{s^2 + \frac{Q^2}{r_H^2}}}{(1 - s^2)(s^2 + 1 + \frac{Q^2}{r_H^2})}
    \left[ s_{\min}^{10} \left( s_{\min}^2 + \frac{Q^2}{r_H^2} \right)^{\frac{1}{2}} (1 - s_{\min}^2) \left( s_{\min}^2 + 1 + \frac{Q^2}{r_H^2} \right) \right]
    \left[ s_{\min}^{10} \left( s^2 + \frac{Q^2}{r_H^2} \right)^{\frac{1}{2}} (1 - s^2) \left( s^2 + 1 + \frac{Q^2}{r_H^2} \right) \right]^{-\frac{1}{2}},
\]
where $t_R = t/2$.

To study the late time behaviour of complexity rate we need to obtain the value of $r_{\min}$ at $t \to \infty$. From equation (3.17) we know that $r_{\min}$ is the root of $e^{4A(r_{\min})} \sqrt{-h(r_{\min})} = \pm E$. There are two roots for $r_{\min}$ where as $t \to \infty$ they coincide and therefore the late time value of $r_{\min}$ is the root of both equations (3.17) and $\frac{d}{dt}(e^{4A(r)} \sqrt{-h(r)}) = 0$.

### 4 Numerical results

#### 4.1 Action prescription

In this section we will study the behaviour of the previously obtained results for different values of the parameters relevant to field theory. We are, in particular, interested to see
Figure 2. The behaviour of the critical time $t_c$ with respect to $\frac{\mu}{T}$. The magenta dashed line shows the critical value $\frac{\mu}{T}^*$. 

Figure 3. Left: the behaviour of $r_m$ with respect to time for different values of $\frac{\mu}{T}$. Right: the complexity rate for different values of $\frac{\mu}{T}$.

how the field theory quantities behave as we move towards the critical point in the field theory phase space, $\frac{\mu}{T}^*$. Let us first consider the critical time, $t_c$. Knowing how $r^+$ looks like in terms of the coordinate $r$, (3.2), we can obtain how the critical time, (3.6), evolves as we move nearer to the critical point. This has been plotted in figure 2. Please note that we have set $T = 0.37$ for all the results in this section. A quick conclusion from this figure is that as we move towards the critical point in the parameter $\frac{\mu}{T}$, the critical time decreases and reaches a minimum finite value with an infinite slope. The magenta dashed line shows $\frac{\mu}{T}^*$. Reminding ourselves of the definition that the critical time is the time at which the complexity rate becomes non-zero, we can conclude that the complexity of a thermofield double state produced in field theory starts changing with time sooner as $\frac{\mu}{T}$ moves closer to $\frac{\mu}{T}^*$. Equivalently the complexity of formation of this state in the boundary theory remains constant for longer times as $\frac{\mu}{T}$ decreases. In other words the critical time, $t_c$, decreases in the presence of chemical potential and it gets its minimum value approaching the critical point.

In figure 3, left panel, we show the result of solving the differential equation (3.8) numerically by setting the initial condition for $r_m(t_c)$ to be very small or close to singularity
such as 0.001 for different values of $\frac{\mu}{T}$. It is obvious that $r_m$ starts from an initial value near the past singularity, at $t = t_c$, and increases until it reaches a final value which is equal to $r_H$ as it is expected from equation (3.8). It can be clearly seen in the figure that the final value of $r_m$ decreases for larger $\frac{\mu}{T}$ and therefore we expect that its minimum value occurs at $\frac{\mu}{T}^*$. The next quantity that its dependence on $\frac{\mu}{T}$ can be studied is the complexity rate $\frac{dC}{dt}$. It is plotted in figure 3, right panel. This figure shows that after $t > t_c$ the complexity rate increases up to its maximum value in a short time interval and then relaxes to a constant quantity at late times. As it can be seen in the figure complexity rate reaches the final value from above and similar to the results reported in the literature the Lloyd’s bound, [40], is violated [38]. The Lloyd’s bound refers to an upper bound on the rate of complexification of a system with mass $M$; i.e. $\frac{dC}{dt} \leq \frac{2M}{\pi \mu}$. The violation of Lloyd’s bound in holographic studies of complexity has been discussed in two manners, one where the bound is violated at early time and then the complexity rate approaches it at late time such as in [38] and references therein and the other one where the bound is violated both in early time and late time such as in [41]. In our case where in holographic background

Figure 4. Left: the final value of complexity rate in terms of $\frac{\mu}{T}$. The magenta dashed line presents $\frac{\mu}{T}^*$. Right: complexity rate for two different $\frac{\mu}{T}$ with the same late time value

Figure 5. Left: the behaviour of saturation time $t_{rs}$ with respect to $\frac{\mu}{T}$. The magenta dashed line shows the critical value $\frac{\mu}{T}^*$. Right: the numerical difference between the saturation times, $t_{cs} - t_{rs}$ is plotted with respect to $\frac{\mu}{T}$. It can be almost fitted with a linear function.
the charge as well as the mass are not zero we name the final value that the complexity rate reaches the Lloyd’s bound and will observe that this bound is violated at early time and reaches the bound from above at late time. We have to report that for the background we have considered this violation is very small. The constant late-time value of complexity rate in our case depends on \( Q \) and \( M \) and varies as \( \frac{T}{r} \) changes based on \( M_Q \) in (3.11). We would also like to emphasize that figure 3, right panel, includes a negative peak at early times. Although we have not produced this behaviour analytically, it has been previously observed in AdS-Schwarschild black hole and other asymptotically AdS black holes and reported in several papers such as [38] and [41].

We have examined the late time behaviour of complexity rate more closely in two different ways. On the one hand we can use the analytic result \( M_Q \) in (3.11) which is obtained from late time expansion of \( \frac{dC}{dt} \) in (3.10). On the other hand we can use the numerical result and plot the final values that complexity rate reaches at late time for different \( \frac{T}{r} \). Both of these give the same result as shown in figure 4, left panel. The intriguing observation is that the growth of complexity rate at late times peaks before the critical \( \frac{T}{r} \), magenta dashed line in plot, at about \( \frac{T}{r} \approx 2.18 \) and then starts decreasing as we get very much closer to the critical point. Therefore two different values of \( \frac{T}{r} \) correspond to one specific value of complexity rate.\(^1\) In other words there are two different states in field theory characterized by \( \mu \) and \( T \) with the same late-time values of complexity rate, for example figure 4, right panel. This somehow resembles memory loss where the late-time complexity rate alone is not enough to fully specify the state. Such behaviour in late-time complexity rate happens in contrast to the \( \frac{T}{r} \) dependence of the late-time values of \( r_m \) where it continuously decreases moving towards the critical point and reaches its minimum value there. It should also be mentioned that complexity rate in the field theory dual to our background is different from the one dual to usual asymptotically AdS charged black hole backgrounds obtained from Einstein-Maxwell theory in the sense that the presence of non-zero chemical potential does not modify the early time behaviour as we still can see the negative divergent complexity rate there [38].

As mentioned before the background we have been studying is dual to field theory at finite temperature and chemical potential and there exists a critical point in the phase diagram of the theory. Due to the presence of critical point the field theory thermodynamic quantities diverge as one moves towards it and one can read the critical exponent from the way these parameters diverge at the critical point. Using the Kubo commutator of conserved currents one can read dynamical critical exponent and classify theories accordingly [34]. The dynamical critical exponent has also been obtained in the field theory dual to this background in [35] and [36] using the quasi-normal modes and equilibration time in field theory, respectively. We can now ask this question whether information on complexity provides us some equilibration times in order to obtain the critical exponent. Putting it in other words we intend to demonstrate how using complexity one can detect some important physical information in field theory. Therefore we define two saturation

\(^1\)We believe that \( dC_A(\infty)/dt \) becomes tangent to magenta dashed line for the values of \( \frac{T}{r} \) close to \( \frac{T}{r}^* \) in figure 4.
times as follows:

- The first quantity we define is the saturation time for $r_m$ which is represented as $t_{rs}$ here and defined as the time after which the relation $|r_m(\infty) - r_m(t_{rs})| < 0.05 r_m(\infty)$ is always satisfied. It has been plotted in figure 5, left panel, with respect to $\frac{\mu}{T}$. The behaviour is quite similar to figure 2; as we move towards the critical point, $r_m$ saturates and reaches its final value in smaller timescales. Comparing these two figures, one can easily conclude that the smaller $t_c$, the smaller $t_{rs}$.

- The other saturation time is defined as the saturation time for the complexity rate, called $t_{cs}$. We have defined it numerically similarly to $t_{rs}$ as a time at which the quantity $|\frac{dC(\infty)}{dt} - \frac{dC(t_{cs})}{dt}| < 0.05 \frac{dC(\infty)}{dt}$ and stays below this limit afterwards. The result for saturation time of complexity rate is similar to $t_{rs}$ plotted in figure 5, left, so we don’t include it here. Moving towards the critical point the saturation time decreases with a seemingly infinite slope.

It is interesting to examine if the relaxation of $r_m$ and complexity rate to their late-time values happen at the same time. The result has been plotted in figure 5, right panel, where the numerical difference, $t_{cs} - t_{rs}$ has been scaled with its maximum value in the plot. The first observation is that this quantity decreases by raising $\frac{\mu}{T}$ almost linearly. It’s also illuminating to see that as one moves towards the critical point, magenta dashed line in plot, this difference becomes less and less significant until it gets infinitesimally small value or becomes almost zero. Therefore $r_m$ and $\frac{dC}{dt}$ saturate at almost the same time very close to the critical point, $\frac{\mu^*}{T}$.

As it was mentioned in the previous paragraph, looking closely at figure 5, left, and the identical one for $t_{cs}$ which we have not plotted here, the behaviour of $t_{rs}$ and $t_{cs}$ near the critical point are the same. They both decrease moving towards the critical point and reach a finite value there but the slope of the change in time with respect to $\frac{\mu}{T}$ seems to go to infinity. It is intriguing to check how the slope changes as a function of $(\frac{\mu^*}{T} - \frac{\mu}{T})$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{Left: the slope of the saturation time for $r_m$, $t_{rs}$, with respect to $\frac{\mu}{T}$. The fitted curve with the numerical result is $-0.4(\frac{\mu}{\sqrt{T^2}} - \frac{\mu}{T})^{-0.46}$ with rms = 0.07. Right: the slope of the saturation time for $\frac{dC}{dt}$, $t_{cs}$, with respect to $\frac{\mu}{T}$. The fitted curve with the numerical result is $-0.4(\frac{\mu}{\sqrt{T^2}} - \frac{\mu}{T})^{-0.48}$ with rms = 0.22. The small plot is the logarithm of the data results and the linear function fitted with them.}
\end{figure}
Figure 7. The slope of the critical time $t_c$ with respect to $\frac{\mu}{T}$. The blue dots are the numerical results and the red curve is the fitted function as $-0.4(\frac{\mu}{\sqrt{T}} - \frac{\mu_0}{T})^{-0.44}$ with rms = 0.02. The small plot is the logarithm of the data results and the linear function fitted with them.

One can assume that if the slope function fits with $(\frac{\mu}{T} - \frac{\mu_0}{T})^{-\theta}$ the value of $\theta$ gives the dynamical critical exponent in the field theory dual to this background. The dynamical critical exponent obtained using the Kubo commutator for conserved currents in the field theory dual is 0.5 [34]. In fact this has been checked and confirmed in the papers [35] and [36] where the authors have studied the quasi normal modes and equilibration time behaviour near the critical point, respectively.

The slope near the critical point is evaluated using

$$\frac{dJ}{dT}(i) = \frac{J(i+1) - J(i)}{\frac{\mu}{T}(i+1) - \frac{\mu}{T}(i)},$$

(4.1)

where $J$ is $t_{cs}$ or $t_{es}$. The results have been plotted in figure 6. The blue points show the numerical result and the red curve is the fitted function $(\frac{\mu}{T} - \frac{\mu_0}{T})^{-\theta}$. The results for $\theta$ are 0.46 and 0.48 for plots left and right in figure 6, respectively. This is a very interesting result as, although we have calculated $\theta$ from two basically different quantities but their values are very close and also very close to 0.5, dynamical critical exponent known for this background [34]. One of these quantities is the complexity rate saturation time and the other one is the saturation time at which $r_m$ relaxes to its final value which is $r_H$, the horizon radius of the background.

We would like to give more details on our fitted functions used to read the critical exponent. In order to obtain a better fit for our results we fit a linear function with the logarithm of both sides of the equation $\frac{dJ}{dT} \propto (\frac{\mu}{T} - \frac{\mu_0}{T})^{-\theta}$ in our data points. In order to report how well our fitted $\theta$ is we also calculate root mean square (rms) and have reported it in the caption of each plot. For a linear function $y = ax + b$ the rms is defined as

$$\text{rms} = \sqrt{\frac{1}{N} \sum (y_{\text{fit}} - y_{\text{data}})^2},$$

(4.2)

where $y_{\text{fit}}$ is the value of fitted function $y$ evaluated at data points $x$ and $y_{\text{data}}$ is the corresponding value read from data and $N$ is the number of data points. The smaller rms is, the better the function fits with data.
It is interesting to see if the other quantities calculated in this background behave similarly near the critical point. One such quantity is $t_c$ or critical time plotted in figure 2. We follow the same procedure done for $t_{rs}$ and $t_{cs}$ to obtain the critical exponent ($\theta = 0.44$) where the result is plotted in figure 7. Although $t_c$ by its nature is not defined as a saturation time, interestingly, it produces similar result for critical exponent to $t_{rs}$ and $t_{cs}$ with a good approximation. We don’t a priori know the reason why critical time can produce similar critical exponent.

Before closing this section we would like to comment on how our results relate to other papers on this subject. In paper [42] the behaviour of complexity near critical point in the QCD model [43] has been discussed. This model has a critical point at temperature $T_c$ and differs from the model we discuss here where we have nonzero chemical potential as well as temperature. The author in [42] observes a jump in $\frac{dC(t)}{dt}$ at critical temperature while we don’t see such behaviour in our case as has been shown in figure 4, left. This difference might be due to the presence of nonzero chemical potential. In addition to the complexity rate we obtain the dynamical critical exponent of the model using the data near the critical point.

We should also point out an important difference between our result here and the one obtained in the literature for AdS-RN black hole solutions. As it has been discussed in [38] due to the presence of two horizons in such solutions the complexity rate is nonzero all the time for large enough $T$. In other words for large enough charge there is no $t_c$ before which the time derivative of complexity vanishes. But in our case the complexity rate is zero before critical time, $t_c$, as discussed in the previous paragraph.

### 4.2 Volume prescription

We are interested to see what the differences between the numerical results in action prescription and volume prescription are. The rate of complexity in volume prescription for different values of $\frac{T}{T_c}$ has been plotted in figure 8, left panel, using (3.23). We have plotted the rescaled complexity rate with its late time value with respect to the dimensionless quantity $r_H t/L$ where we have set $L = 1$. The figure is independent of the ratio $r_H/L$. It can be compared with figure 3, right panel where we have plotted complexity rate in action prescription for various values of $\frac{T}{T_c}$. It is clear that in contrast to complexity rate in action prescription, the complexity rate in volume prescription is less sensitive to $\frac{T}{T_c}$ and being very close to the critical point does not make much difference.

We could also check whether we can obtain a similar critical exponent using the volume prescription to the action prescription. It is clear from figure 8, left panel, that there will be very small difference between saturation time of complexity rate for different values of $\frac{T}{T_c}$. Therefore our numerical evaluation indicates that we will not be able to obtain critical exponent from volume prescription.

The other main difference between these two prescriptions is their late time behaviour. We plot the late time behaviour of complexity rate in volume prescription in terms of $\frac{T}{T_c}$ in figure 8, right panel, and it can be compared with late time complexity rate in action prescription, figure 4 left panel. It can be easily seen that late time complexity rate in
volume prescription continuously decreases as we move towards the critical point while in action prescription it increases first and after a peak it starts decreasing.
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A Some details on complexity analytic calculations

As it was discussed in 3 the complexity in its action prescription can be evaluated by calculating the action (3.4) on WdW patch in figure 1. The time-dependent part of the complexity is the one that is important for us since it results in complexity rate. We will give some details on how to calculate it in the following:

• **Bulk contribution.** It was mentioned previously that the first line in the gravitational action (3.4) gives the bulk contribution. The curvature $R$ in the background we consider here is $-\frac{d(d+1)}{L^2} = -20$ since we have set $L = 1$. Therefore we have

$$I_{\text{bulk}} = \frac{V_3}{16\pi G_5} \int d\tau dr \sqrt{-g} \left( R - \frac{f(\phi)}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi - V(\phi) \right)$$

$$= \frac{V_3}{16\pi G_5} \int d\tau dr \left( -16r^3 - \frac{8r^3}{3} \left( \frac{r^2 + Q^2}{r^2} \right) + \frac{4M^2Q^2}{3r^3} \left( \frac{r^2 + Q^2}{r^2} \right)^{-2} \right)$$

$$= \frac{V_3}{16\pi G_5} \int d\tau dr I(r) \quad (A.1)$$

where $V_3$ is the volume of the spatial geometry. Due to the symmetry between left and right sides of WdW patch we can evaluate this integral on the right side and then multiply it by two. We will repeat this in the other calculations too. Different
parts of this patch, as denoted by I, II and III in figure 1, produce

\[
I_{\text{bulk}}^{\text{I}} = \frac{2V_3}{16\pi G_5} \int_{r_0}^{r_{\text{h}}} dr \mathcal{I}(r) \int_{0}^{t_{R}+r_{\text{h}}+r^{*}(r)} d\tau \\
= \frac{V_3}{8\pi G_5} \int_{r_0}^{r_{\text{h}}} dr \mathcal{I}(r) (t_{R} + r_{\text{h}}^{*} - r^{*}(r)), \quad (A.2)
\]

\[
I_{\text{bulk}}^{\text{II}} = \frac{2V_3}{16\pi G_5} \int_{r_{\text{m}}}^{r_{\text{max}}} dr \mathcal{I}(r) \int_{t_{R}+r_{\text{h}}+r^{*}(r)}^{t_{R}+r_{\text{h}}+r_{\text{m}}+r^{*}(r)} d\tau \\
= \frac{V_3}{4\pi G_5} \int_{r_{\text{m}}}^{r_{\text{max}}} dr \mathcal{I}(r) (r_{\text{h}}^{*} - r^{*}(r)), \quad (A.3)
\]

\[
I_{\text{bulk}}^{\text{III}} = \frac{2V_3}{16\pi G_5} \int_{r_{\text{m}}}^{r_{\text{h}}} dr \mathcal{I}(r) \int_{t_{R}+r_{\text{h}}+r^{*}(r)}^{0} d\tau \\
= \frac{V_3}{8\pi G_5} \int_{r_{\text{m}}}^{r_{\text{h}}} dr \mathcal{I}(r) (-t_{R} + r_{\text{h}}^{*} - r^{*}(r)). \quad (A.4)
\]

As it can be seen the contribution of the part II in the action is time independent. Since we have assumed \( t_{R} = t_{L} = \frac{r}{2} \) and using the left-right symmetry the total contribution of the bulk action becomes

\[
\frac{dI_{\text{bulk}}}{dt} = \frac{V_3}{16\pi G_5} \int_{r_{0}}^{r_{\text{m}}} \mathcal{I}(r) dr, \quad (A.5)
\]

where \( I_{\text{bulk}} = I_{\text{bulk}}^{\text{I}} + I_{\text{bulk}}^{\text{II}} + I_{\text{bulk}}^{\text{III}} \).

- **GHY surface term.** As mentioned in section 3 GHY terms are only defined on time-like or space-like surfaces. Since we are only interested in time-dependent contributions to the action the only non-zero contributions come from future singularity and the uv cut-off in asymptotic boundaries. In order to calculate the GHY part of the action we need to have the trace of the extrinsic curvature on these two \( r \) constant surfaces. It is defined as \( K = h_{ab}K_{ab} = \nabla_{a}n^{a} \) where \( h_{ab} \) is the induced metric and \( n_a \) is the normal vectors for these surfaces. Note that we use \( a \) and \( b \) letters for the coordinates on the time-like or space-like surfaces. In general for any \( r = \text{constant} \) surface which is defined as \( \Phi(r) = r - \text{constant} \) we have

\[
n_{r} = \left. \frac{\varepsilon}{\sqrt{|g^{rr}\partial_{r}\Phi\partial_{r}\Phi|}} \right|_{r=\text{constant}}, \quad (A.6)
\]

where \( \varepsilon = +1, -1 \) for time-like and space-like surfaces, respectively. Therefore the final result for GHY action becomes

\[
I_{\text{surf}}^{\text{future}} = \frac{V_3}{8\pi G_5} h(r)e^{A(r)-B(r)} \left( 8A'(r) + \frac{h'(r)}{h(r)} \right) \int_{0}^{t_{R}+r_{\text{h}}+r^{*}(r)} d\tau \bigg|_{r=\varepsilon_{0}}, \quad (A.7)
\]

\[
I_{\text{surf}}^{\text{uv}} = \frac{V_3}{8\pi G_5} h(r)e^{A(r)-B(r)} \left( 8A'(r) + \frac{h'(r)}{h(r)} \right) \int_{t_{R}+r_{\text{h}}+r^{*}(r)}^{r_{\text{m}}} d\tau \bigg|_{r=\varepsilon_{\text{max}}},
\]

and we define \( I_{\text{surf}} = I_{\text{surf}}^{\text{future}} + I_{\text{surf}}^{\text{uv}} \).
• Null joint contribution. Normal vectors to the past null boundaries are
\[
(K_L^{(α)})_μ = \left(-\alpha, \alpha \frac{e^{B-A}}{h}\right), \quad (K_R^{(α)})_μ = \left(\alpha, \alpha \frac{e^{B-A}}{h}\right),
\] (A.8)
where \(α\) is the normalization constant which should be fixed (Discussion on ambiguities regarding the null segments can be found in [39]). The joint action is defined as
\[
I_{\text{joint}} = \frac{1}{8\pi G_5} \int d^3x \sqrt{\sigma} \log \left| \frac{1}{2} K_L.K_R \right|.
\] (A.9)
Therefore we have
\[
I_{\text{joint}} = -\frac{V_3}{8\pi G_5} \left[ e^{3A(r)} \log \left| h(r) e^{2A(r)} \right| \right]_{r=r_m},
\]
\[
dI_{\text{joint}}/dt = \frac{V_3}{16\pi G_5} \left\{ e^{4A(r)-B(r)} h(r) \right. \\
\times \left. \left( 3A'(r) \log \left| \frac{h(r) e^{2A(r)}}{\alpha^2} \right| + \frac{h'(r) + 2A'(r)h(r)}{h(r)} \right) \right\} \bigg|_{r=r_m}.
\] (A.10)

• Total action. The rate of growth of holographic complexity is given by
\[
\frac{dc_A}{dt} = \frac{1}{\pi} \frac{d}{dt} (I_{\text{bulk}} + I_{\text{joint}} + I_{\text{surf}}). \] (A.11)
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