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Abstract

Myotonia, which refers to delayed muscle relaxation after contraction, is the main symptom of myotonic dystrophy patients. We propose a hierarchical attention-based temporal convolutional network (HA-TCN) for myotonic dystrophy diagnosis from handgrip time series data, and introduce mechanisms that enable model explainability. We compare the performance of the HA-TCN model against that of benchmark TCN models, LSTM models with and without attention mechanisms, and SVM approaches with handcrafted features. In terms of classification accuracy and F1 score, we found all deep learning models have similar levels of performance, and they all outperform SVM. Further, the HA-TCN model outperforms its TCN counterpart with regards to computational efficiency regardless of network depth, and in terms of performance particularly when the number of hidden layers is small. Lastly, HA-TCN models can consistently identify relevant time series segments in the relaxation phase of the handgrip time series, and exhibit increased robustness to noise when compared to attention-based LSTM models.

1. Introduction

According to a recent study [16], the volume of data in healthcare is projected to grow faster over the next seven years than in any of the other fields considered. This is due to the increased frequency and resolution of data from multiple modalities being acquired in support of medical care. The rise of large datasets will likely be met with the development of artificial intelligence (AI) techniques aimed at distilling intelligence from so-called big data sources. Ongoing research in fields including disease recurrence prediction [6], disease detection and classification [8], and mortality prediction [13] offer a glance into the future landscape of AI-driven health analytics. Among candidate AI technologies, deep learning models are currently preferred as they avoid handcrafted features required by traditional machine learning approaches [12,18,26] and have shown promising results in the aforementioned tasks [6,8,18].

In spite of their superior performance, deep learning models have been criticized for their lack of interpretability, particularly in the healthcare community [24]. Model explainability is as important as accuracy in healthcare applications. The certainty needs to exist that the diagnosis of a disease is made based on real causes instead of systemic biases in the data. Doctors and patients want to understand the reasoning process that leads to suggested treatment avenues.

Recently, Wu et al. proposed tree regularization methodologies [24] to enhance the explainability of deep learning models in high-dimensional medical time series classification tasks. Baumgartner et al. proposed a novel generative adversarial network (GAN) [4] to identify relevant visual features in medical image analysis tasks. In some cases, recurrent neural networks (RNNs) that leverage longitudinal and temporal dependencies in medical record data have been integrated with attention mechanisms to highlight relevant portions of electronic health records (EHR) [18,14]. Model-agnostic approaches that identify key predictors embedded in the data have also been proposed [5,17].

In this study, we focus on interpretable diagnosis of myotonic dystrophy from analysis of handgrip time series data. Myotonic dystrophy is an autosomal dominant, progressive neuromuscular disorder caused by gene mutation [9,10]. Its core feature, myotonia, consists in delayed muscle relaxation following contraction [20], which heavily impacts a patient’s daily life. During a standardized quantitative myotonia assessment (QMA), a patient is required to squeeze a handgrip as hard as he/she can for 3 seconds, and value of the maximal voluntary contraction (MVC) is recorded. The subject is then asked to release the grip as fast as possible. Multiple trials are usually conducted for each individ-
In current automated analysis frameworks for myotonia diagnosis from QMA time series data, handcrafted features such as RT100 (i.e., the relaxation time it takes for the strength curve to fall from its maximum to baseline), RT90-5 (i.e., the relaxation time it takes the strength curve to fall from the 90% to 5% of its maximum value), etc. are often used to differentiate between myotonic dystrophy patients and healthy subjects [20, 22]. However, the handgrip data can be noisy due to the high sensitivity of the QMA instrument, inconsistent data collection instructions, and variability in subjects’ underlying medical conditions as well as their ability to follow the instructions. As a result, the extracted maximum strength value and baseline value estimates are inaccurate, and medical experts are often required to further verify their values and resulting diagnoses.

Our main contributions are as follows:

- We propose an end-to-end hierarchical attention-based temporal convolutional network (HA-TCN) to automate the handgrip time series data analysis task.
- We empirically show that the proposed HA-TCN framework performs similarly to Temporal Convolutional Network (TCN) [3] and Long Short-term Memory (LSTM) approaches, and that the deep-learning-based methods outperform support vector machines (SVM) that rely on handcrafted features.
- We demonstrate through experimental validation that HA-TCN models outperform TCNs in shallow architectural regimes because their hierarchical attention mechanisms enable them to better summarize relevant information across time steps.
- We empirically show that the HA-TCN model can highlight key time series segments in the relaxation phase of an individual handgrip sample that differentiate patients from healthy individuals.

The remainder of this paper is organized as follows: Sec. 2 overviews related work regarding attention mechanisms in deep learning models and their applications in the healthcare domain; Sec. 3 delves into technical details regarding the proposed HA-TCN framework; Sec. 4 presents the experimental setup and results; lastly, Sec. 5 concludes the paper.

2. Related Work

2.1. Attention Mechanisms

Attention mechanisms were first proposed in [2] for recurrent neural networks (RNN) on end-to-end machine translation applications. Since then, they have been widely applied to temporal sequence analysis. In an attention mechanism framework operating on an RNN, instead of stacking the information of the entire input sequence into one vector of fixed length [21], the sequence of latent vectors comprising the network activations is combined through a set of learned attention weights to form a context vector, which is then input to a feedforward layer for classification. The magnitude of the attention weights is proportional to the relevance of the corresponding segment to the classification decision.

This kind of attention mechanism has been integrated with LSTMs in natural language processing (NLP). Shen and Lee [19] applied an attention-mechanism LSTM for key term extraction and dialogue act detection. They showed that the attention mechanism enables the LSTM to ignore noisy or irrelevant passages in long input sequences, as well as to identify important portions of a given sequence to improve sequence labeling accuracy. Zhou et al. [26] proposed an attention-based bidirectional LSTM model for relation classification. Similar attention mechanisms have been implemented on top of deep learning models for time series classification and prediction tasks such as motion capture data completion and action classification [23, 21].

Recently, the hierarchical attention network (HAN) model was proposed to select relevant encoder hidden states with two layers of attention mechanisms, namely relevant words and relevant sentences, for document classification [25]. Inspired by these results, a dual-stage attention-based RNN for time series prediction was introduced for use in scenarios where multiple exogenous time series are available [15]. It was shown that the dual-stage attention mechanism can adaptively identify relevant exogenous time series at each time step, as well as salient encoder hidden states across all time steps.

2.2. Attention-based Models for Healthcare

Attention-based deep learning models have been applied for EHR data analysis. An EHR consists of longitudinal patient health data including demographics, diagnoses, and medications. The temporal, multimodal and high-dimensional nature of EHR data (comprising medical codes) makes it an ideal match for predictive modeling frameworks that leverage attention mechanisms with RNNs. Ma et al. implemented attention-based bidirectional RNNs for diagnosis prediction [14]. Sha and Wang implemented a gated recurrent unit (GRU) network with hierarchical attention mechanisms for mortality prediction [18]. The hierarchical attention design can specify the importance of each hospital visit as well as the relevance of the different medical codes issued after each visit. In addition to the above described applications in EHR data analysis, attention mechanisms have been applied in medical imaging studies, including image-based diagnosis of breast and colon cancer leveraging attention-based deep multi-instance learning [11], as well as brain hemorrhage detection from computed tomography (CT) scan analysis via recurrent attention dense net (RADnet) [7].

Even though attention mechanisms have a wide range of
applications in healthcare data analysis, few studies have focused on classification of medical time series signals with attention-based deep learning models. Medical signals such as Intensive Care Unit (ICU) and electrocardiogram (ECG) data serve an important role in clinical decision-making. One potential reason for the scarcity of these types of models in the healthcare domain could be the lack of annotated data [8, 13].

2.3. Temporal Convolutional Network

Recently, it has been empirically demonstrated that TCNs consistently outperform RNNs such as LSTMs across a diverse range of benchmark time series modeling tasks [3]. TCNs have a few advantages over their RNN counterparts. Firstly, TCNs overcome the vanishing and exploding gradient issues associated with most RNNs due to the fact that their architecture is feedforward, and back propagation through time is not required during training. Secondly, the dilated convolutions in TCNs enable an exponentially increasing receptive field with network depth. In addition, TCNs are more highly parallelizable than RNNs, which makes their training and deployment more computationally feasible.

One aspect of TCNs that remains largely unexplored is explainability [3]. In this study, we incorporate a hierarchical attention mechanism on top of a TCN which results in a framework that is capable of accurate and interpretable diagnosis of myotonic dystrophy from handgrip time series data. The proposed model is able to identify segments of the input that are relevant to the automated decision-making by leveraging dilated convolutions and hierarchical attention mechanisms.

3. HA-TCN Model

Let $X \in \mathbb{R}^T$, $X = \{x_0, x_1, ..., x_T\}$ denote a time series sequence, e.g., a handgrip time series sample. The decision-making task at hand consists in determining whether the subject whose series is being analyzed suffers from myotonic dystrophy. Let $y \in \{0, 1\}$ denote the output of the network, and $f(\cdot)$ denote the input-output functional mapping effected by the network, i.e., $y = f(X)$. The hierarchical attention mechanism outputs the relevant input portions which drive the classification decision. The architecture of HA-TCN is shown in Figure 1.

3.1. Causal Convolutions and Dilated Convolutions

The basic convolutional operations in the HA-TCN architecture are identical to those described in the original TCN publication [3]. Specifically, the HA-TCN network uses a 1D fully-convolutional network (FCN) architecture and zero padding of length (kernel filter size - 1) to ensure inter-layer length compatibility. Causal convolutions and dilated convolutions are applied. The former ensures that only present (i.e., at time $t$) and past (i.e., before time $t$) samples are involved in the computation of the output at time $t$. The latter introduces a fixed dilation factor $d$ between every pair of adjacent filter taps. As previous studies indicate, $d$ is increased exponentially with the depth of the network, e.g., $d = O(2^i)$ for the $i$-th network layer. Assuming the kernel filter size is $l$, its receptive field (effective history) at its lower layer is $(l - 1)d$, which also increases exponentially with layer depth. Note that we do not implement the residual connections used in [3]: only dilated causal convolutions are applied between two layers.

3.2. Hierarchical Attention Mechanism

When TCNs are used for classification tasks, the last sequential activation from the deepest layer is used (see red cell in Figure 1) [1]: as in RNNs, such activation condenses the information extracted from the entire input sequence into one vector. This representation may be too abbreviated for complex sequential problems. With this in mind, we propose the addition of hierarchical attention mechanisms across network layers. As shown in Figure 1, suppose the HA-TCN has $K$ hidden layers, $H_i$ is a matrix consisting of convolutional activations at layer $i$, $i = 0, 1, ..., K$; $H_i = [h_{i0}, h_{i1}, ..., h_{iT}]$, $H_i \in \mathbb{R}^{C \times T}$, where $C$ is the number of kernel filters at each layer. The within-layer attention weight $\alpha_i \in \mathbb{R}^{1 \times T}$ is calculated as follows:

$$\alpha_i = \text{softmax}(\text{tanh}(w_i^T H_i))$$  

where $w_i \in \mathbb{R}^{C \times 1}$ is a trained parameter vector, and $w_i^T$ is its transpose.

The combination of convolutional activations for layer $i$ is calculated as:

$$\gamma_i = \text{ReLU}(H_i \alpha_i^T)$$  

where $\gamma_i \in \mathbb{R}^{C \times 1}$.

After executing each within-layer attention layer, the convolutional activations are now transformed into $M = [\gamma_0, \gamma_1, ..., \gamma_i, ..., \gamma_K]$, $M \in \mathbb{R}^{C \times K}$. Similarly, the cross-layer attention layer takes $M$ as the input to calculate the final sequence representation used for classification:

$$\alpha = \text{softmax}(\text{tanh}(w^T M))$$  

$$\gamma = \text{ReLU}(M \alpha^T)$$  

where $w \in \mathbb{R}^{C \times 1}$, $\alpha \in \mathbb{R}^{1 \times K}$, $\gamma \in \mathbb{R}^{C \times 1}$.

3.3. Relevant Time Series Segment Identification

In previous attention-based RNN studies, the relevant sequence segments corresponding to large attention weights were difficult to identify. This is due to the fact that the hidden state of a LSTM/RNN cell not only includes information from the current time step, but also includes information from historical time steps, the receptive field of
Figure 1: HA-TCN Architecture. This example network has one input layer and $K$ hidden layers. The size of the kernel filter at each layer is 3. $d$ is the dilation factor which increases exponentially with the layer number. The blue cells indicate the receptive field for the last cell in Hidden$_1$ afforded by the dilated causal convolution mechanism. The red cell is the vector that the previous TCN [3] extracts for classification. The vectors $\gamma_0, \gamma_1, \ldots, \gamma_K$ (in orange) represent the combination of convolutional activations through the within-layer attention layers, which are then converted into vector $\hat{\gamma}$ (in green) through the across-layer attention layer. $\hat{y}$ is the classification result.

Subsequently we can calculate the frequency of each time step $j$ that belongs to the relevant field $RF_{s \rightarrow t}^{i}$, $i \in RL$, and $t \in RT$:

$$Freq_j = \sum_{i \in RL, t \in RT} I_j(RF_{s \rightarrow t}^{i}), j = 0, 1, \ldots, T$$ (6)

where $I_j(\ast)$ is the indicator function (i.e., valued 1 if $j$ belongs to $RF_{s \rightarrow t}^{i}$ and 0 otherwise). Lastly, the relevant time series segment can be identified based on corresponding high frequencies (e.g., the top 10 percentile frequencies).

4. Experiments

4.1. Dataset and Experimental Setup

A total of 37 myotonic dystrophy patients and 18 healthy subjects were enrolled in this study. According to the standard data collection process, each handgrip time series sample was collected by having the subject follow instructions to squeeze the QMA device (see Figure 2(a)), hold it with maximum force for about three seconds, and then release the grip. The subject’s hand was held in place with pins so as to minimize the impact of any incidental arm movement on the acquired signal. Each trial consisted of six repetitions of this process, and each subject was asked to carry out two to three trials. Between squeezes within the same trial, the subject is allowed to rest for 10∼12 seconds. The subject was allowed a 10 minute rest period Between trials. In total, 467 individual handgrip time series samples from patients and 270 samples from the healthy control group were acquired.

The baseline performance benchmark comprises a classical machine learning framework leveraging a SVM op-
erating on handcrafted features. In our case, handcrafted features are inspired by the way in which doctors perform diagnosis. A handgrip time series sample can be split into the squeezing phase, the maximum voluntary contraction (MVC) holding phase, and the relaxation phase. Because myotonia results in delayed muscle relaxation following contraction [20], the relaxation phase contains the most discriminative features for classification. Previous studies associate the start of the relaxation phase with the instant when the MVC is attained [22]. However, factors like the sensitivity of the QMA device and severe myotonia symptoms can introduce noise in the acquired signal, which in turn makes it more difficult to determine the instant MVC takes place. We determine the start of the relaxation phase according to the following rules: (1) Define a strength threshold \( \eta = (\max(X) - \min(X))/2 \), where \( \max(X) \) and \( \min(X) \) are the maximal and minimal strength, respectively; (2) Identify time steps \( TS \) with strength greater than \( \eta \); (3) Rank time steps in \( TS \) based on their strength and keep only points corresponding to the top 85% strength values; (4) The start of the relaxation phase corresponds to the lattermost time step in the top 85%.

In this study, the relaxation time from the 90\(^{th}\) percentile to the 5\(^{th}\) percentile of the strength in the relaxation phase, i.e., RT90-5, is extracted to build traditional machine learning models. One example is shown in Figure 2b. The green cross indicates the start of the relaxation phase, and the time lapse between the red segment represents the extracted relaxation time for classification.

We compare the performance of the proposed HA-TCN model to that of the classical SVM operating on the handcrafted features described above, and to those of recurrent architectures based on LSTMs and Bidirectional LSTMs (Bi-LSTM), and of recurrent architectures with attention mechanisms like attention-based LSTMs [19] and attention-based Bi-LSTMs [26], as well as that of the traditional TCN [3]. For deep learning models, each raw handgrip time series is truncated or padded to a total length of 750 time steps, and its amplitude normalized between [0, 1]. For LSTM models, the input length to each LSTM cell is set to 10, and one LSTM layer is applied. For the TCN model, we implement the architecture described in [3], which consists of eight hidden layers of residual blocks, a kernel size of 7, and a dilation factor \( d \) of \( 2^i \) for the \( i \)-th layer. The HA-TCN model consists of two hidden layers with dilated causal convolutions and dilation factors of 1 and 2, respectively, and a kernel size of 50. Ten-fold cross validation at the subject level is conducted, meaning that each subject is ensured to be included in the test set at least once. All the deep learning models are built in PyTorch.

4.2. Experimental Results

4.2.1 Model Comparison

The average classification accuracy and F1 score of each model are shown in Table 1. For deep learning models, each fold is run five times to evaluate model consistency with respect to random weight initialization. The results show that the deep learning models outperform the SVM-based approach, which, as indicated, leverages handcrafted features resembling those used by doctors. All deep learning models have similar classification accuracies and F1 scores. Among those not leveraging attention mechanisms, Bi-LSTM has the best performance, while the TCN [3] model performs slightly better than the LSTM. The addition of attention mechanisms only slightly improves the performances of the
| Model               | Accuracy  | F1 Score   |
|--------------------|-----------|------------|
| SVM                | 88.40%    | 0.85       |
| LSTM               | 92.38% ± 2.49% | 0.94 ± 0.01|
| Bi-LSTM            | 93.26% ± 1.85% | 0.94 ± 0.01|
| TCN [3]            | 93.02% ± 2.38% | 0.93 ± 0.01|
| LSTM + Attention   | 93.58% ± 1.64% | 0.94 ± 0.01|
| Bi-LSTM + Attention[26] | 94.00% ± 2.20% | 0.94 ± 0.01|
| HA-TCN             | 93.82% ± 2.30% | 0.95 ± 0.01|

Table 1: Model Comparison in terms of Accuracy and F1 Score (mean ± standard deviation). SVM performs the worst. Deep learning performs similarly. The attention mechanisms slightly improve model classification accuracy.

corresponding deep learning models. This may be due to the nature of the dataset itself.

Next, we compared HA-TCNs with TCNs [3]. A kernel size of 50 was used in both models, as well as the same dilation factor of $2^i$, where $i$ denotes the layer number. The main difference between the models is that the former implements dilated causal convolutions to generate hidden states and a hierarchical attention mechanism to combine information across time steps, while the latter utilizes more complex residual blocks for each layer (each block contains two layers of dilated causal convolutions and non-linearity transformations) and only uses the activation from the last cell of the deepest hidden layer for classification. Five runs of 10-fold cross validation were conducted with network depths ranging from 2 to 8 hidden layers. Figure 3 shows the resulting average classification accuracy as well as the total run time for each architecture.

The results in Figure 3a indicate that the proposed HA-TCN model reaches high classification accuracy with only two hidden layers, and that increasing network depth does not have a significant impact on model performance. In contrast, with two hidden layers, the classification accuracy of the TCN is relatively low. While its performance increases more significantly with network depth, it is lower than that of the HA-TCNs independently of network depth. We hypothesize this consistent difference in performance may be due to the reliance of the TCN on a single activation; this disadvantage can only be partially overcome with increasing network depth. Figure 3b also shows that the HA-TCN model always takes less time for training than the TCN models.

4.2.2 Key Time Series Segment Visualization

Figure 4a and Figure 4b show the average attention weight for each time step for the LSTM models. Figure 4c shows the average frequency that a time step belongs to a specific receptive field. Because the HA-TCN model in this study only has two hidden layers, we select the one with the larger across-layer attention weight as the relevant layer $RL$, then choose those with the top 10 percentile attention weights as the relevant time steps $RT$. The frequency of a time step belonging to the receptive fields is calculated based on Equations (5) and (6). In addition to the average weight and frequency curves for all subjects, the plots in Figure 4 also show the corresponding curves for patients and healthy subjects separately.

In Figure 4a, the maximum average attention weight for patients occurs at around time step 400. For healthy patients, that maximum occurs at time step 310. Similarly, in Figure 4b, the peak of the average attention weight curve for the healthy group is again at around the 300th time step. This curve for the patients is, however, flatter, and the time steps around the 200th time step all have large attention weights. The average attention weight curve based on all subjects shows that the segment between the 200th to the 300th time step is more relevant to the decision-making process. These inconsistencies indicate that the attention-based LSTMs cannot be used for interpretable diagnosis of...
myotonic dystrophy. In contrast, it can be seen in Figure 4c that the curves for the HA-TCN model across subjects, including patients and healthy subjects, almost align perfectly, with peaks taking place around the 350th time step.

Figure 5 shows relevant time series segments identified by attention-based deep learning models for two examples. The time series data in (a), (b) and (c) belongs to a healthy subject, and the data in (d), (e), and (f) is sampled from a patient. The red segments identified by the LSTM models are the time steps with the top 10 percentile attention weights, and the red segments found by the HA-TCN model in Figure 5c and Figure 5d are those with the top 10 percentile frequencies. It can be seen that one-directional LSTM models with attention highlight the strength decreasing part for the healthy subject in Figure 5a, but the beginning of the curve is also identified as important. For the patient time series curve in Figure 5d, the most relevant segment is located at the end of the relaxation phase, which is inconsistent with the definition of myotonia. For red segments identified by the Bi-LSTM model with attention in Figure 5b and 5e, the segments corresponding to the squeezing stage are assigned high weights, which again shows that such model is not usable for interpretable diagnosis of myotonic dystrophy. As shown in Figure 5c and 5f, only the HA-TCN model can consistently identify the deceasing portion of the time series as the part most relevant for disease classification.

5. Conclusion

In this paper, we introduced the hierarchical attention-based temporal convolutional network (HA-TCN) architecture for interpretable diagnosis of myotonic dystrophy patients. The HA-TCN model achieves performances comparable with state-of-the-art deep learning models. All deep learning models outperform traditional machine learning approaches relying on handcrafted features. However, only the HA-TCN can highlight the relaxation phase in the handgrip time series data, which is consistent with the diagnosis criterion that clinicians have been using. Furthermore, we show that the HA-TCN outperforms the TCN in terms of performance particularly when the number of hidden layers is small and it is more computationally efficient in general.

For future research directions, we will test the performances of the HA-TCNs on multiple datasets. It is also interesting to compare the explainability of the HA-TCNs with previous works that utilize other approaches instead of attention mechanisms such as [4, 5, 17].
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