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Even if the output of a Random Number Generator (RNG) is perfectly uniformly distributed, it may be correlated to pre-existing information and therefore be predictable. Statistical tests are thus not sufficient to guarantee that an RNG is usable for applications, e.g., in cryptography or gambling, where unpredictability is important. To enable such applications a stronger notion of randomness, termed “true randomness”, is required, which includes independence from prior information.

Quantum systems are particularly suitable for true randomness generation, as their unpredictability can be proved based on physical principles. Practical implementations of Quantum RNGs (QRNGs) are however always subject to noise, i.e., influences which are not fully controlled. This reduces the quality of the raw randomness generated by the device, making it necessary to post-process it. Here we provide a framework to analyse realistic QRNGs and to determine the post-processing that is necessary to turn their raw output into true randomness.

I. INTRODUCTION

The generation of good random numbers is not only of academic interest but also very relevant for practice. The quality of the randomness used by cryptographic systems, for instance, is essential to guarantee their security. However, even among manufacturers of Random Number Generators (RNGs), there does not seem to exist a consensus about how to define randomness or measure its quality. What is worse, many of the RNGs used in practice are clearly insufficient. Recently, an analysis of cryptographic public keys available on the web revealed that they were created from very weak randomness, a fact that can be exploited to get hold of a significant number of the associated private keys [1]. The quality of RNGs is also important for non-cryptographic applications, e.g., in data analysis, numerical simulations [2] (where bad randomness affects the reliability of the results), or gambling.

A. What is true randomness?

Several conceptually quite diverse approaches to randomness have been considered in the literature. One possibility is to view randomness as a property of actual values. Specifically, a bit sequence may be called random if its Kolmogorov complexity is maximal [3]. However, this approach only makes sense asymptotically for infinitely long sequences of bits. Furthermore, the Kolmogorov complexity is not computable [3]. But, even more importantly, the Kolmogorov complexity of a bit sequence does not tell us anything about how well the bits can be predicted, thus precluding their use for any application where unpredictability is relevant, such as the drawing of lottery numbers [2].

The same problem arises for the commonly used statistical criterion of randomness, which demands uniform distribution, i.e., that each value is equally likely. To see this, imagine two RNGs that output the same, previously stored, bit string K. If K is uniformly distributed then both RNGs are likely to pass any statistical test of uniformity. However, given access to one of the RNGs, the output of the other can be predicted (as it is identical by construction). Hence, even if the quality of an RNG is certified by statistical tests, its use for drawing lottery numbers, for instance, may be prohibited.

Here we take a different approach where, instead of the actual numbers or their statistics, we consider the process that generates them. We call a process truly random if its outcome is uniformly distributed and independent of all information available in advance. A formal definition can be found in Section IIA. We stress that this definition guarantees unpredictability and thus overcomes the problems of the weaker notions of randomness described above.

B. How to generate true randomness?

Having now specified what we mean by true randomness, we can turn to the question of how to generate truly random numbers. Let us first note that Pseudo-Random Number Generators (PRNGs), which are widely used in practice [2] cannot meet our criterion for true randomness. Still, the output of a PRNG may be computationally indistinguishable from truly random numbers — a property

---

1 The Kolmogorov complexity of a bit string corresponds to the length of the shortest program that reproduces the string. Whereas for finite bit strings the notion depends on the choice of the language used to describe the program, this dependence disappears asymptotically for long strings.

2 Last week’s lottery numbers will probably have the same Kolmogorov complexity as next week’s numbers. Nevertheless, we would not reuse them.

3 PRNGs generate long sequences of random-looking numbers by applying a function to a short seed of random bits. They are convenient because they do not require any specific hardware and because they are efficient.
Quantum process can never be realised perfectly. There are always influences that are not fully controlled by the manufacturer of the device. In the following, we generally term such influences “noise”. While noise cannot be controlled, we can also not be sure that it is actually random. This affects the guarantees we can provide about the randomness of the output of the QRNG.

As an example, consider a QRNG based on a Polarising Beam Splitter (PBS), which reflects vertically polarised photons and transmits horizontally polarised photons as illustrated in Fig. 1 (see also Fig. 6 as well as the more detailed description in Section IV). To generate randomness, the PBS is illuminated by a diagonally polarised light pulse. After passing through the PBS the light hits one of two detectors, labeled $D_v$ and $D_h$, depending on whether it was reflected ($v$) or transmitted ($h$). The output of the device is $X = (X_v, X_h)$, where $X_v, h$ are bits indicating whether the corresponding detector $D_v, h$ clicked. In the ideal case, where the light pulses contain exactly one photon and where the detectors are maximally efficient, only the outcomes $X = (0, 1)$ and $X = (1, 0)$ are possible. The process thus corresponds to a polarisation measurement of a diagonally polarised photon with respect to the horizontal and vertical direction. According to quantum theory, the resulting bit, indicating whether $X = (0, 1)$ or $X = (1, 0)$, is uniformly distributed and unpredictable. That is, it is truly random.

In contrast to this, measurements on quantum systems are intrinsically probabilistic. It is therefore possible to prove, based on physical principles, that the output of a Quantum Random Number Generator (QRNG) is truly random. Moreover, a recent result suggests that the unpredictability does not depend on any completeness assumptions about quantum theory, i.e., unpredictability is guaranteed within all possible extensions of the theory.

### C. Randomness from imperfect devices

In practical implementations of QRNGs, the desired quantum process can never be realised perfectly. There are always influences that are not fully controlled by the manufacturer of the device. In the following, we generally term such influences “noise”. While noise cannot be controlled, we can also not be sure that it is actually random. This affects the guarantees we can provide about the randomness of the output of the QRNG.

As an example, consider a QRNG based on a Polarising Beam Splitter (PBS), which reflects vertically polarised photons and transmits horizontally polarised photons as illustrated in Fig. 1 (see also Fig. 6 as well as the more detailed description in Section IV). To generate randomness, the PBS is illuminated by a diagonally polarised light pulse. After passing through the PBS the light hits one of two detectors, labeled $D_v$ and $D_h$, depending on whether it was reflected ($v$) or transmitted ($h$). The output of the device is $X = (X_v, X_h)$, where $X_v, h$ are bits indicating whether the corresponding detector $D_v, h$ clicked. In the ideal case, where the light pulses contain exactly one photon and where the detectors are maximally efficient, only the outcomes $X = (0, 1)$ and $X = (1, 0)$ are possible. The process thus corresponds to a polarisation measurement of a diagonally polarised photon with respect to the horizontal and vertical direction. According to quantum theory, the resulting bit, indicating whether $X = (0, 1)$ or $X = (1, 0)$, is uniformly distributed and unpredictable. That is, it is truly random.

The situation changes if the ideal detectors are replaced by imperfect ones, which sometimes fail to notice an incoming photon, and if the light source sometimes emits pulses with more than one photon. Consider the case where the pulse is so strong that (with high probability) there are photons hitting both $D_v$ and $D_h$ at the same time. We now still obtain outcomes $X = (0, 1)$ or $X = (1, 0)$ since one of the detectors may not click. But the outcome can no longer be interpreted as the result of a polarisation measurement. Rather, it is determined by the detectors’ probabilistic behaviour, i.e., whether they were sensitive at the moment when the light pulses arrived. In other words, the device outputs detector noise instead of quantum randomness originating from the PBS!

The example illustrates that the output of an imperfect QRNG may be correlated to noise and, hence, potentially to the history of the device or its environment. It is therefore no longer guaranteed to be truly random. But, luckily, this can be fixed. By appropriate post-processing of the raw randomness generated by an imperfect device it is still possible to obtain true randomness.

### D. Turning noisy into true randomness

A main contribution of this work is to provide a framework for analysing practical (and, hence, imperfect) implementations of QRNGs and determining the post-processing that is necessary to turn their raw outputs into truly random numbers. The framework is general; it is applicable to any QRNG that can be modelled...
within quantum theory. While the derived guarantees on the randomness of a QRNG thus rely on its correct modelling, as we shall see, no additional completeness assumptions need to be made.

FIG. 2. Post-processing by block-wise hashing. The raw randomness may depend on side information \( W \). To post-process it, the randomness is casted into blocks consisting of \( n \) bits. Each block, \( X \), is given as input to a hash function, \( f \), that outputs a shorter block, \( f(X) \), of \( \ell \) bits. The framework we propose allows to determine the fraction \( \ell/n \) such that \( f(X) \) is truly random, i.e., independent of \( W \).

For the post-processing we consider block-wise hashing: the raw randomness is casted into \( n \)-bit strings, to which a hash function is applied that outputs \( \ell \)-bit strings (where \( \ell \) is generally smaller than \( n \)) as illustrated in Fig. 2. If the parameters \( n \) and \( \ell \) as well as the hash function are well chosen then the final \( \ell \)-bit strings are, to good approximation, truly random. Note that this is also known as randomness extraction or privacy amplification, and has been studied extensively in the context of classical data processing and cryptography \([7,13]\). However, only few hashing techniques are known to be sound in the context of quantum information \([14,20]\). In this work we focus on a particular hashing procedure, called two-universal hashing (or leftover hashing), for which this property has been proved \([15,18]\) and which, additionally, is computationally very efficient and therefore suitable for practical purposes \([21,22]\). As the name suggests, these hash functions are universal in the sense that their use does not depend on the details of the raw randomness, but only on its overall quality, which is measured in terms of an entropic quantity, called min-entropy (see Section II(B) below). An explicit implementation of such a hash function is described in Appendix F.

E. Related work

To analyse the quality of the raw randomness generated by a realistic device we must take into account any noise as side information. This is important as our goal is to prove unpredictability of the final randomness without assuming that the noise is itself unpredictable. Somewhat surprisingly, such side information is usually not considered in the literature on RNGs. The only exception, to our knowledge, is the work of Gabriel et al. \([24]\) and Ma et al. \([25]\), but the post-processing procedure applied in these cases does not guarantee the desired independence from noise either. The former study \([24]\) uses Shannon entropy to quantify the randomness produced by the device, which only gives an upper bound on the amount of extractable independent randomness (see Appendix C). In the framework proposed by Ma et al. \([24]\) the min-entropy is used to quantify randomness in the presence of noise, yet without conditioning on the noise. The final randomness is then uniformly distributed, but there is no guarantee that it is noise-independent.

We also note that randomness generation as studied in this work is different from device-independent randomness expansion \([20,27]\). In the latter, randomness is generated and certified based on correlations from local measurements on entangled quantum systems, whereas no assumptions about the internal workings of the device that generates the correlations are necessary. However, in the case of pseudo-random number generation, this requires a source of initial randomness, so that an RNG would still be needed to run the scheme.

From a practical perspective, another difference between our approach and device-independent randomness expansion is that implementations of the latter are very challenging with state-of-the-art technology and their efficiency is low (we know of only 42 numbers generated this way \([27]\)). In contrast, QRNGs are easier to implement (commercial devices are already available) and efficient (the bit rates are of the order of Mbits/s \([28]\)).

The remainder of this paper is organised as follows. In Section II(A) we formally define true randomness. Section II(B) reviews the concept of hashing (cf. Appendix F for an implementation of hashing). In Section II(C) we explain how to generally model and analyze (imperfect) implementations of QRNGs and, in particular, introduce the notion of “classical noise”, which we use to assess the quality of the raw randomness generated by such a device. Furthermore, we show that the approach is complete, in the sense that our statements about randomness remain valid if the model was replaced by another compatible model. In Section IV we describe a simple example that illustrates how the framework can be applied (see also Appendix E for a more realistic example).

II. PRELIMINARIES

A. True randomness

To introduce a formal and quantitative definition of true randomness, we make use of the notion of space time variables. These are random variables with an associated coordinate that indicates the physical location of the value in relativistic space time \([6,7]\). We model the output, \( X \), of a random process as well as all side

---

\^6 If a value is accessible at multiple places and times, this may be modelled by a set of space time variables with the same value but different space time coordinates.
information, i.e., any additional variables that may be correlated to \( X \), by space time variables. The space time coordinate of \( X \) should be interpreted as the event where the process generating \( X \) is started. For side information, the coordinates of the corresponding space time variables indicate when and where this information is accessible.

**Definition 1.** \( X \) is called \( \epsilon \)-**truly random** if it is \( \epsilon \)-close to uniform and uncorrelated to all other space time variables which are not in the future light cone of \( X \). Denoting this set by \( \Gamma_X \), this can be expressed as

\[
\frac{1}{2} \| P_{\Gamma^r_X} - P_X \times P_{\Gamma_X} \|_1 \leq \epsilon
\]  

(1)

where

\[
P_X(x) = \frac{1}{|\mathcal{X}|} \quad \forall x,
\]

(2)

and where \( \frac{1}{2} \| P_X - Q_X \|_1 = \frac{1}{2} \sum_x | P_X(x) - Q_X(x) | \) is the trace distance.

We remark that the trace distance has the following operational interpretation: If two probability distributions are \( \epsilon \)-close to each other in trace distance then one may consider the two scenarios described by them as identical except with probability at most \( \epsilon \) \([13]\). We also note that Definition 1 is closely related to the concept of a free rational interpretation: If two probability distributions are \( \epsilon \)-close then there exists a joint probability distribution that models side information about \( X \) given \( E \) with \( \epsilon \) as encoded in mutually orthogonal states \( \{ |x\rangle \}_{x \in \mathcal{X}} \) on a quantum system. The conditional min-entropy of \( X \) given \( E \) is then defined as

\[
H_{\min}(X|E) = \sup \{ \lambda : 2^{-\lambda} \text{id}_E \otimes \rho_{XE} \geq 0; \sigma_E \geq 0 \}.
\]

(6)

It has been shown that this corresponds to the maximum probability of guessing \( X \) given \( E \), and therefore naturally generalises the classical conditional min-entropy defined above \([31]\).

For later use, we also note that the min-entropy satisfies the data processing inequality \([13]\) \([32]\). One way to state this is that discarding side information can only increase the entropy, i.e., for any two systems \( E \) and \( E' \) we have

\[
H_{\min}(X|EE') \leq H_{\min}(X|E).
\]

(7)

To formulate the Leftover Hash Lemma, we will also employ a quantum version of the independence condition occurring in \([1]\),

\[
\frac{1}{2} \| \rho_{XE} - \rho_X \otimes \rho_E \|_1 \leq \epsilon,
\]

where \( \| \cdot \|_1 = \text{tr}(\cdot) \) denotes the trace norm and where \( \rho_X = \frac{1}{|\mathcal{X}|} \text{id}_X \) is the fully mixed density operator on \( X \).

**B. Leftover hashing with side information**

As described in the introduction, the post-processing of the raw randomness generated by a device consists of applying a hash function. The **Leftover Hash Lemma with Side Information**, which we state below, tells us how to choose the parameters of the hash function depending on the quality of the raw randomness. To quantify the latter, we need the notion of min-entropy, which we now briefly review.

Let \( X \) be the value whose randomness we would like to quantify and let \( W \) be any other random variable that models side information about \( X \). Formally, this is described by a joint probability distribution \( P_{XW} \). The **conditional min-entropy** of \( X \) given \( W \), denoted \( H_{\min}(X|W) \), corresponds to the probability of guessing \( X \) given \( W \). It is defined by

\[
2^{-H_{\min}(X|W)} = \sum_w P_W(w) 2^{-H_{\min}(X|W=w)}
\]

(3)

where

\[
H_{\min}(X|W=w) = - \log_2 \left[ \max_x P_X|W=w(x|w) \right].
\]

(4)

All logarithms are with respect to base 2.

Since we are studying quantum devices, we will also need to consider the more general case of non-classical side information, i.e., \( X \) may be correlated to a quantum system, which we denote by \( E \). Let \( \rho_X \) be the state of \( E \) when \( X = x \). This situation can be characterised conveniently by a **cq-state**, \( \rho_{XE} = \sum_{x \in \mathcal{X}} P_X(x) |x\rangle \langle x| \otimes \rho_X^E \),

(5)

where one thinks of the classical value \( x \in \mathcal{X} \) as encoded in mutually orthogonal states \( \{ |x\rangle \}_{x \in \mathcal{X}} \) on a quantum system \( X \). The conditional min-entropy of \( X \) given \( E \) is then defined as

\[
H_{\min}(X|E) = \sup \{ \lambda : 2^{-\lambda} \text{id}_E \otimes \rho_{XE} \geq 0; \sigma_E \geq 0 \}.
\]

(6)

It has been shown that this corresponds to the maximum probability of guessing \( X \) given \( E \), and therefore naturally generalises the classical conditional min-entropy defined above \([31]\).

For later use, we also note that the min-entropy satisfies the data processing inequality \([13]\) \([32]\). One way to state this is that discarding side information can only increase the entropy, i.e., for any two systems \( E \) and \( E' \) we have

\[
H_{\min}(X|EE') \leq H_{\min}(X|E).
\]

(7)

The condition characterises the states for which \( X \) can be considered (almost) uniformly distributed and independent of \( E \). An important property of this condition is that the trace norm can only decrease if we apply a physical mapping, e.g., a measurement, on the system \( E \).

Leftover hashing is a special case of randomness extraction (see the introduction) where the hash function is chosen from a particular class of functions, called **two-universal** \([7,8,10,21,23]\). They are defined as families \( \mathcal{F} \) of functions from \( X \) to \( \{0,1\}^l \) such that

\[
\Pr(f(x) = f(x')) \leq \frac{1}{2^l}
\]

for any distinct \( x, x' \in \mathcal{X} \) and \( f \) chosen uniformly at random from \( \mathcal{F} \).

We now have all ingredients ready to state the Leftover Hash Lemma with Side Information.

**Lemma 1.** Let \( \rho_{XE} \) be a cq-state and let \( \mathcal{F} \) be a two-universal family of hash functions from \( \mathcal{X} \) to \( \{0,1\}^l \). Then

\[
\frac{1}{2} \| \rho_{F(X)EF} - \rho_Z \otimes \rho_{EF} \|_1 \leq 2^{-\frac{1}{2}(H_{\min}(X|E)-\ell)} := \epsilon_{\text{hash}},
\]

where

\[
\epsilon_{\text{hash}} = \frac{1}{2} \| \rho_{XE} - \rho_X \otimes \rho_E \|_1.
\]
where
\[ \rho_F(X) = \sum_{f \in F} \frac{1}{|F|} \rho_{f(X)E} \otimes |f\rangle\langle f| . \]

and where \( \rho_Z \) is the fully mixed density operator on the space encoding \( \{0,1\}^\ell \).

The lemma tells us that, whenever \( \ell < H_{\min}(X|E) \), the output \( f(X) \) of the hash function is uniform and independent of \( E \), except with probability \( \epsilon_{\text{hash}} < 1 \). The entropy \( H_{\min}(X|E) \) thus corresponds to the amount of randomness that can be extracted from \( X \) if one requires uniformity and independence from \( E \). Furthermore, the deviation \( \epsilon_{\text{hash}} \) decreases exponentially as \( H_{\min}(X|E) \) increases. The above holds on average, for \( f \) chosen uniformly at random from the family \( F \). Note that the inclusion of \( f \) in the state is important as this ensures that \( f(X) \) is random even if the function \( f \) is known.

We also remark that the version of the Leftover Hash Lemma given above, while sufficient for our purposes, could be made almost tight by replacing the min-entropy by the smooth min-entropy \([15, 18]\). For the case of classical side information, \( W \), one may also use the Shannon entropy as an upper bound. More precisely, for any function \( f : X \rightarrow \{0,1\}^\ell \) such that \( \|P_{f(X)|W} - P_Z \times P_W \|_1 \leq \epsilon \) (where \( P_Z \) is the uniform distribution on \( \{0,1\}^\ell \), cf. (2)) it holds that
\[ \ell \leq H(X|W) + 4\epsilon \log \ell + 2h(\epsilon), \]
where \( h(\cdot) \) is the binary entropy function (cf. Appendix C for a proof).

For a device that generates a continuous sequence of output bits, the hash function is usually applied blockwise and the outcomes are concatenated. In this case, as shown in Appendix A, it is sufficient to choose the hash function once, using randomness that is independent of the device. The same function can then be reused for all blocks. For practice, this means that the hash function may be selected already when manufacturing the device (using some independent randomness) and be hardcoded on the device. An efficient implementation of two-universal hashing is presented in Appendix F.

III. A FRAMEWORK FOR TRUE QUANTUM RANDOMNESS GENERATION

A. General idea

On an abstract level, a QRNG may be modelled as a process where a quantum system is prepared in a fixed state and then measured. Under the assumption that (i) the state of the system is pure and that (ii) the measurement on the system is projective the outcomes are truly random, i.e., independent of anything preexisting. However, for realistic implementations, neither of the two assumptions is usually satisfied. If the preparation is noisy then the system is, prior to the measurement, generally in a mixed state. Furthermore, an imperfect implementation of a projective measurement, e.g., with inefficient detectors, is no longer projective, but rather acts like a general Positive-Operator Valued Measure (POVM) on the system \([33]\). These deviations from the assumptions (i) and (ii) mean that there exists side information that may be correlated to the outcomes of the measurement. (For example, for a mixed state, the side information could indicate which component of the mixture was prepared.)

Our task is therefore to quantify the amount of independent randomness that is still present in the measurement outcomes. More precisely, we need to find a lower bound on the conditional min-entropy of the measurement outcomes given the side information. This then corresponds to the number of truly random bits we can extract by two-universal hashing.

B. Side information about realistic QRNGs

It follows from Neumark’s theorem that a POVM can always be seen as a projective measurement on a product space, consisting of the original space on which the POVM is defined and an additional space (this is known as a Neumark extension of the POVM \([34]\)). We can therefore, even for a noisy QRNG, assume without loss of generality that the measurement is projective, but possibly on a larger space, which includes additional degrees of freedom not under our control. These additional degrees of freedom will in general be correlated to side information. Once the projective measurement is known, it is not necessary to model the interaction of the QRNG with the environment. As we shall see, any side information will be taken into account automatically in our framework.

Let us stress, however, that given a description of a QRNG in terms of a general POVM, the choice of a Neumark extension is not unique and may impact the analysis. In particular, the min-entropy, and hence the amount of extractable randomness, can be different for different extensions (see Appendix B). Therefore, it is necessary that the physical model of the QRNG specifies the projective measurement explicitly.

Definition 2. A QRNG is defined by a density operator \( \rho_S \) on a system \( S \) together with a projective measurement \( \{\Pi_{\xi}^x\}_{x \in X} \) on \( S \). The raw randomness is the random variable \( X \) obtained by applying this measurement to a system prepared according to \( \rho_S \).

Note that the probability distribution \( P_X \) of \( X \) is therefore given by the Born rule.

---

7 Technically, the lack of control of certain degrees of freedom is modelled by a mixed initial state of the corresponding subspace.
8 Mathematically, a projective measurement on \( S \) is defined by a family of projectors, \( \Pi_{\xi}^x \), such that \( \sum_x \Pi_{\xi}^x = \text{id}_S \).
on may now be described as the outcome of a measurement as illustrated in Fig. 3. Any possible side information equivalent to a uniformly distributed bit, i.e., provided the detectors are perfect, their action is de-

Example 1 (Ideal PBS-based QRNG). Consider a QRNG based on a Polarising Beam Splitter (PBS), as described in the introduction (see Section I C). One may view the source as well as the PBS as part of the state preparation, so that $\rho_S$ corresponds to the joint state of the two light modes traveling to the detectors, $D_v$ and $D_h$, respectively (see Fig. 1). In the ideal case, where the source emits one single diagonally polarised photon, $\rho_S = |\phi\rangle\langle \phi|_{D_vD_h}$ is the pure state defined by

$$|\phi\rangle_{D_vD_h} = \frac{1}{\sqrt{2}} (|0\rangle_D \otimes |1\rangle_D + |1\rangle_D \otimes |0\rangle_D),$$

where we used the photon number bases for $D_v$ and $D_h$. Provided the detectors are perfect, their action is defined for $D = D_vh$ by the projectors $\Pi^0_D = |0\rangle_D \langle 0|_D$ and $\Pi^1_D = |1\rangle_D \langle 1|_D$. Since each of the two modes ($D_v$ and $D_h$) is measured separately, the overall measurement is given by

$$\{\Pi^0_{D_v} \otimes \Pi^0_{D_h}, \Pi^1_{D_v} \otimes \Pi^0_{D_h}, \Pi^0_{D_v} \otimes \Pi^1_{D_h}, \Pi^1_{D_v} \otimes \Pi^1_{D_h}\}.$$ 

Following [9], the raw randomness $X = (X_v, X_h)$ is equivalent to a uniformly distributed bit, i.e., $P_X(0,1) = P_X(1,0) = \frac{1}{2}$.

Example 2 (Inefficient detector). A realistic photon detector detects an incoming photon only with bounded probability $\mu$. On the subspace of the optical mode, $D = D_h$ or $D = D_v$, spanned by $|0\rangle_D$ (no photon) and $|1\rangle_D$ (1 photon), its action is given by the POVM $\{M_0^D, M_1^D\}$ with

$$M_0^D = \mu |1\rangle_D \langle 1|_D \quad \text{and} \quad M_1^D = \text{id}_D - M_1^D.$$ 

To describe this as a projective measurement, we need to consider an extended space with an additional subsystem, $D'$, that determines whether the detector is sensitive or not (states $|1\rangle_{D'}$ and $|0\rangle_{D'}$, respectively). Specifically, we may define the extended projective measurement $\{\Pi^0_{DD'}, \Pi^1_{DD'}\}$ by

$$\Pi_{DD'}^0 = |1\rangle_D \langle 1|_D \otimes |1\rangle_{D'} \langle 1|_{D'} \quad \text{and} \quad \Pi_{DD'}^1 = \text{id}_{DD'} - \Pi_{DD'}^0.$$ 

It is then easily verified that the action of $\{M_0^D, M_1^D\}$ on any state $\sigma_D$ is reproduced by the action of $\{\Pi^0_{DD'}, \Pi^1_{DD'}\}$ on the product $\sigma_D \otimes \sigma_{D'}$ where

$$\sigma_{D'} = (1 - \mu) |0\rangle_{D'} \langle 0|_{D'} + \mu |1\rangle_{D'} \langle 1|_{D'}.$$ 

To assess the quality of a QRNG, we also need a description of its side information. While our modelling of QRNGs does not specify side information explicitly, the idea is to take into account any possible side information compatible with the model. To do so, we consider a purification $|\psi\rangle_{SE}$ of the state $\rho_S$ with purifying system $E$, as illustrated in Fig. 3. Any possible side information $C$ may now be described as the outcome of a measurement on $E$.

\[ P_X(0,1) = P_X(1,0) = \frac{1}{2}. \]

\[ \Pi_{DD'}^0 = |1\rangle_D \langle 1|_D \otimes |1\rangle_{D'} \langle 1|_{D'} \quad \text{and} \quad \Pi_{DD'}^1 = \text{id}_{DD'} - \Pi_{DD'}^0 \]

Example 3 (Side information about inefficient detector). Consider an inefficient detector $D = D_v$ or $D = D_h$ as in Example 2. A classical bit $R$ may determine whether the detector is sensitive to incoming photons ($R = 1$) or not ($R = 0$). $R$ could then be considered as side information $W$. This information can indeed be easily obtained from a measurement on a purification of the state $\sigma_{D'}$ defined by (10). For example, for the purification

$$|\phi\rangle_{D'E} = \sqrt{1 - \mu} |0\rangle_{D'} \otimes |0\rangle_E + \sqrt{\mu} |1\rangle_{D'} \otimes |1\rangle_E,$$

the value $R$ is retrieved as the outcome of the projective measurement $\{0\rangle_E \langle 1|_E, |1\rangle_E \langle 1|_E\}$ applied to $E$.

The next statement is essentially a recasting of known facts about randomness extraction in the presence of quantum side information, combined with the fact that quantum theory is complete [6]. However, because it is central for our analysis, we formulate it as a proposition.

Proposition 1. Consider a QRNG that generates raw randomness $X$ and let $E$ be a purifying system of $S$. Furthermore, let $f$ be a function chosen uniformly at random and independently of all other values from a two-universal family of hash functions with output length

$$\ell \leq H_{\min}(X|E) - 2 \log(1/\epsilon).$$

Then the result $Z = f(X)$ is $\epsilon$-truly random.

Proof Sketch. According to the definition of $\epsilon$-true randomness we need to ensure that

$$\frac{1}{2} ||P_X(WF) - P_Z \times P_W|_1 \leq \epsilon,$$

where $W$ is any value that is available outside the future light cone of the event where the measurement $X$ is started, where $F$ is the random variable indicating
the uniform choice of the hash function from the two-universal family, and where \( P_Z \) is the uniform distribution on \( \{0, 1\}^k \). It follows from the completeness of quantum theory that such a \( W \) can always be obtained by a measurement of all available quantum systems, in our case \( E \). But because the trace distance can only decrease under physical mappings, \( \| \rho F(X) - \rho_{\bar{Z}} \otimes \rho_{EF} \|_1 \leq \epsilon \).

The claim then follows by the Leftover Hash Lemma (see Section II.B).

Note that Proposition \( \| \) does not require a description of classical side information, i.e., there is no need to model the side information explicitly. This is important for practice, as it could be hard to find an explicit and complete model for all classical side information present in a realistic device.

C. Maximum classical noise model

Proposition \( \| \) provides us with a criterion to determine the amount of true randomness that can be extracted from the output of a noisy QRNG. However, the criterion involves the conditional min-entropy for quantum systems, which may be hard to evaluate for practical devices. In the following, we are seeking for an alternative criterion that involves only classical quantities.

The rough idea is to find a classical value \( C \) which is as good as the side information \( E \), in the sense that

$$ H_{\min}(X|C) \leq H_{\min}(X|E) \tag{12} $$

holds.

The random variable \( C \) may be obtained by a measurement on the system \( S \), but this measurement must not interfere with the measurement carried out by the QRNG. Furthermore, (12) can only hold if the measurement of \( C \) is maximally informative. Technically, this means that the post-measurement state should be pure conditioned on \( C \). This motivates the following definition (see Fig. 4).

**Definition 3.** A maximum classical noise model for a QRNG with state \( \rho_S \) and projective measurement \( \{\Pi^c_S\}\) on \( S \) is a generalised measurement\(^{11}\) \( \{E^c_S\}_{c \in C} \) on \( S \) such that the following requirements are satisfied:

1. the map
   \[ \mathcal{P}_{X \leftarrow S} : \sigma_S \mapsto \sum_x \text{tr}(\Pi^c_S \sigma_S |x\rangle \langle x|) , \]
   is invariant under composition with the map
   \[ \mathcal{E}_{S \leftarrow X} : \sigma_S \mapsto \sum_c E^c_S \sigma_S (E^c_S)^\dagger \]
   i.e., \( \mathcal{P}_{X \leftarrow S} \circ \mathcal{E}_{S \leftarrow X} = \mathcal{P}_{X \leftarrow S} \);
2. the state
   \[ \rho_S|C=c \rangle \langle C| = \frac{(E^c_S)^\dagger \rho_S E^c_S}{\text{tr}((E^c_S)^\dagger \rho_S E^c_S)} \]
   obtained by conditioning on the outcome \( C = c \) of the measurement \( \{E^c_S\}_c \) is pure, for any \( c \in C \).

The outcome \( C \) of the measurement \( \{E^c_S\}_c \) applied to \( \rho_S \) is called maximum classical noise.

![FIG. 4. Classical noise model. The maximum classical noise model for a QRNG with state \( \rho_S \) and projective measurement \( \{\Pi^c_S\}\) on \( S \) is defined by a classical value \( C \) which is as good as the side information \( E \).](image)

---

\(^{10}\)To see this consider \( X \) as the random variable obtained by measuring \( \{\Pi^c_S \otimes \text{id}_D\} c \in C \) on the pure system \( SE \). From the completeness it follows that \( X \) cannot be predicted better within any extended theory than within quantum mechanics. Within quantum mechanics maximal information about \( X \) is obtained from a measurement on the purifying system \( E \).

\(^{11}\)A generalised measurement on \( S \) is defined by a family of operators \( \{E^c_S\}_c \) such that \( \sum_c (E^c_S)^\dagger E^c_S = \text{id}_S \).
of the measurement \( \{ E_{DD^D}^0, E_{DD}^D \} \), is a bit that indicates whether the detector is sensitive or not, as in Example 4. For the PBS-based QRNG with two detectors, \( D_v \) and \( D_h \), the classical noise would be \( C = (R_v, R_h) \), where \( R_v \) and \( R_h \) are the corresponding indicator bits for each detector.

We remark that the definition of a maximum classical noise model is not unique. But this is irrelevant, for its main use is to provide a lower bound on noise model and, hence, a random variable \( C \) (see Definition 3). Similarly, we may introduce a random variable, \( Q \), that accounts for the “quantum randomness”, i.e., the part of the randomness that is intrinsically unpredictable. The idea is to define this as the randomness that “remains” after accounting for the maximum classical noise \( C \) (see Fig. 5).

**Lemma 2.** Consider a QRNG that generates raw randomness \( X \) and let \( E \) be a purifying system. Then, for any maximum classical noise \( C \),

\[
H_{\min}(X|C) \leq H_{\min}(X|E) .
\]  

**(Proof.** The first requirement of Definition 3 guarantees that the random variables \( C \) and \( X \) are defined simultaneously. Because, by the second requirement of Definition 3, the state of \( S \) conditioned on \( C \) is pure, it is necessarily independent of \( E \). Since \( X \) is obtained by a measurement on \( S \), it is also independent of \( E \), conditioned on \( C \). Hence we have the Markov chain

\[
X \leftrightarrow C \leftrightarrow E ,
\]

which implies

\[
H_{\min}(X|C) = H_{\min}(X|CE) .
\]

The assertion then follows from the data processing inequality for the min-entropy (7),

\[
H_{\min}(X|CE) \leq H_{\min}(X|E) .
\]

\[\square\]

From the joint probability distribution determined by the Born rule

\[
P_{XC}(x, c) = \text{tr}(\Pi_S^c E_S^c \rho_S (E_S^c)\dagger) ,
\]  

the conditional min-entropy \( H_{\min}(X|C) \) can be calculated using (3) and (4).

**Example 5** (Extractable randomness for a detector with efficiency \( \mu \)). Given the maximum classical noise model from Example 4, we can easily calculate the conditional min-entropy of the measurement outcome \( X \). For example, assuming that the optical mode \( D \) carries with equal probability no or one photon, we find

\[
H_{\min}(X|C) = -\log[P_C(0) \cdot 1 + P_C(1) \cdot \frac{1}{2}]
\]

\[
= -\log[(1 - \mu) \cdot 1 + \mu \cdot \frac{1}{2}] .
\]

**D. Quantum randomness**

When analysing realistic QRNGs, it is convenient to describe them in terms of purely classical random variables. As we have already seen above, side information can be captured most generally by a maximum classical noise model and, hence, a random variable \( C \) (see Definition 3). Similarly, we may introduce a random variable, \( Q \), that accounts for the “quantum randomness”, i.e., the part of the randomness that is intrinsically unpredictable. The idea is to define this as the randomness that “remains” after accounting for the maximum classical noise \( C \) (see Fig. 5).

**Definition 4.** Consider a QRNG that generates raw randomness \( X \) and let \( C \) be maximum classical noise, jointly distributed according to \( P_{XC} \). Let \( P_Q \) be a probability distribution and let \( \chi : (q, c) \mapsto x \) be a function such that

\[
P_{XC} = P_{\chi(Q,C)} \cdot C ,
\]

where the distribution on the r.h.s. is defined by

\[
P_{\chi(Q,C)}(x, c) = \sum_{q: \chi(q,c)=x} P_Q(q)P_C(c) .
\]

The corresponding random variable \( Q \) is called *quantum randomness.*
to $D_v$ or $D_h$). For a single diagonally polarised photon, $Q$ would therefore be a uniformly distributed bit. Then, for inefficient detectors with maximum classical noise $R_v$ and $R_h$ defined as in Example 3, the function $\chi: (q, r_v, r_h) \mapsto x = (x_v, x_h)$ is given by

$$\chi(q, r_v, r_h) = \begin{cases} (r_v, 0) & \text{if } q = v \\ (0, r_h) & \text{if } q = h. \end{cases}$$

IV. EXAMPLE: ANALYSIS OF A NOISY PBS-BASED QRNG

To illustrate the effect of noise on true randomness generation, we study, as an example, a PBS-based QRNG with two detectors. A realistic description of this QRNG would take into account that the photon detectors are subject to dark counts and cross talk, and that their efficiency generally depends on the number of incoming photons. While an analysis based on such a more realistic model is provided in Appendix E, we consider here a simplified model where the two detectors, $D_v$ and $D_h$, are assumed not to click if there is no incoming photon and click with constant probability $\mu$ in the presence of one or more incoming photons. Fig. 6 schematically illustrates the working of our QRNG. The raw randomness consists of bit pairs $X = (X_v, X_h) \in \{00, 01, 10, 11\}$, where

$$X_{v,h} = \begin{cases} 1 & \text{if } D_{v,h} \text{ clicks,} \\ 0 & \text{else} \end{cases}$$  \hspace{1cm} (15)

The outcome $x = (1, 1)$ occurs if the following conditions are satisfied:

- The source emits at least two photons.
- After the interaction with the PBS photons are in both paths. This happens with probability

$$1 - 2 \left(\frac{1}{2}\right)^n,$$

because $\left(\frac{1}{2}\right)^n$ is the probability that all photons end up in the same path.
- Both detectors are sensitive (which happens with probability $\mu^2$).

Therefore the probability to obtain $x = (1, 1)$ is given by

$$P_X(1, 1) = \sum_{n=2}^{\infty} P_N(n) \left(1 - 2 \cdot \left(\frac{1}{2}\right)^n\right) \cdot \mu^2.$$  

The remaining probabilities are determined by analogous considerations. They are summarised in Table I in Appendix D.

Following our framework, we start by modelling the device according to Definition 2, i.e., we define an input state $\rho_S$ and a projective measurement such that $P_X$ is reproduced by the Born rule (9).

A. Definition of the QRNG

To define the QRNG, we need to specify a density operator $\rho_S$ (corresponding to the state before measurement) and a measurement $\{\Pi_x^S\}$. We start with the description of the density operator.

Analogous to Example 2 we consider an extended space with additional subsystems that determine the number of incoming photons and whether the two detectors are sensitive.

- A subsystem $I$ encodes the intensity of the source, in terms of the photon number, $n$, in states $|n\rangle$ with $n \in \{0, \ldots, \infty\}$, where $n$ is distributed according to the Poisson distribution (16).
- For each of the $n$ photons emitted by the source the two light modes $D_v$ and $D_h$ travelling to the respective detectors have state $|\phi\rangle_{D_v,D_h}$, as defined in Example 1.

\[ P_N(n) = e^{-|\alpha|^2} \frac{|\alpha|^{2n}}{n!} \quad (16) \]

Note that, for realistic sources (such as lasers or LEDs), the photon numbers between subsequent pulses may be correlated, e.g., due to photon (anti-)bunching. However, because we model the source as a mixed density operator over Fock states, we automatically include knowledge about the exact photon number as side information, i.e., the extracted randomness will be uniform even if this number is known. Furthermore, the effect of bunching on the overall frequency of the photon numbers (which we assume here to follow a Poisson distribution) is usually much smaller than other imperfections, so that it can be safely ignored in our analysis.
• Two subsystems $D'_v$ and $D'_h$, prepared in states $|r_v\rangle$ and $|r_h\rangle$ (see Example 2) determine whether the respective detectors are sensitive ($r_{v,h} = 1$) or not ($r_{v,h} = 0$).

The state $\rho_S$ of the total system is thus given by

$$\sum_{n,v_{r}} P_n(r_v) P_{R_h}(r_h) |n\rangle\langle n| \otimes |r_v\rangle\langle r_v| \otimes |r_h\rangle\langle r_h| \otimes |\phi\rangle\langle \phi| \otimes ^\otimes_{D_v D_h}\$$

where $P_{R_v}(1) = \mu$ and where we omitted the subscripts for simplicity.

Note that by writing the state of the $n$ photons in tensor product form $|\phi\rangle_{D_v D_h}$, it is assumed that they are distinguishable particles, even though photons are fundamentally indistinguishable. However, it turns out that photons behave in beam-splitting experiments as if they were in-principle distinguishable (see for example [35]).

To define the measurement $\{\Pi v, h \}_{x \in \{11, 00, 00\}}$, let us consider each detector individually. Looking at $D_v$ the detector clicks if it is sensitive and if there is at least one photon in the corresponding path. For $n$ incoming photons, the latter criterion is determined by the two operators $\{P^{n,0}, P^{n,1}\}$, where

$$P^{n,0} := |0\rangle\langle 0|_{D_v} \otimes ^\otimes_{D_v} \quad \text{and} \quad P^{n,1} := \text{id}_{D_v} - |0\rangle\langle 0|_{D_v}$$

correspond to the two cases where no, or at least one, photon is in the path going to $D_v$, respectively. For the other detector, $D_h$, we define $\{P^{h,0}, P^{h,1}\}$ analogously.

The measurement projectors are then given by

$$\Pi_{11} = \sum_{n \in \{0, 1\}} |n, 1, 1\rangle\langle n, 1, 1|_{D'_v D'_h} \otimes P^{n,1}_v \otimes P^{n,1}_h$$

$$\Pi_{10} = \sum_{n \in \{0, 1\}} \left[ |n, 1, 1\rangle\langle n, 1, 1|_{D'_v D'_h} \otimes P^{n,1}_v \otimes P^{n,0}_h \right. \quad \text{and} \quad \left. + |n, 1, 0\rangle\langle n, 1, 0|_{D'_v D'_h} \otimes P^{n,0}_v \otimes \text{id}_{D'_h} \right]$$

$$\Pi_{01} = \sum_{n \in \{0, 1\}} \left[ |n, 0, 1\rangle\langle n, 0, 1|_{D'_v D'_h} \otimes P^{n,1}_v \otimes P^{n,0}_h \right. \quad \text{and} \quad \left. + |n, 0, 0\rangle\langle n, 0, 0|_{D'_v D'_h} \otimes \text{id}_{D'_v} \otimes P^{n,1}_h \right]$$

$$\Pi_{00} = \text{id}_S - \Pi_{11} - \Pi_{10} - \Pi_{01}.$$

The probability distribution $P_X$ of the raw randomness, as obtained by applying the Born rule [10] to this state and measurement, is shown in Table II of Appendix D.

B. Maximum classical noise model for the QRNG

A possible maximum classical noise model for the QRNG is $\{E_{S^{nr} v, h}^{nr} \}_{n r, v, h}$ defined by

$$E_{S^{nr} v, h}^{nr} = |n\rangle\langle n| \otimes |r_v\rangle\langle r_v|_{D'_v} \otimes |r_h\rangle\langle r_h|_{D'_h} \otimes \text{id}_{D_v D_h}$$

The classical noise, defined as the outcome of the measurement $\{E_{S^{nr} v, h}^{nr} \}_{n r, v, h}$, are the following three random variables

• $N$ with values $n \in \{0, \ldots, \infty\}$ distributed according to the Poisson distribution (16). It corresponds to the side information about the number of photons emitted by the source.

• $R_{v, h}$ with outcomes $r_{v, h} \in \{0, 1\}$ distributed according to $P_{R_v, h}$. These two random variables encode the side information about the sensitivity of the two detectors.

As in Example 3 this is a maximum classical model. The first criterion of Definition 3 is satisfied because the measurement $\{E_{S^{nr} v, h}^{nr} \}_{n r, v, h}$ commutes with the measurement $\{\Pi v, h \}_{x \in \{11, 00, 00\}}$. The second criterion of Definition 3 is also satisfied, because $\{E_{S^{nr} v, h}^{nr} \}_{n r, v, h}$ restricted to $T D'_v D'_h$ is a rank-one measurement and because the state on the systems $D_v D_h$ is pure, so the post-measurement state is pure as well.

The total classical noise is the joint random variable $C = N R_{v, h}$. The joint probability distribution $P_{X | C}$ is given by the Born rule [14], from which we obtain the conditional probability distribution $P_X | C$. It is summarised in Table II of Appendix D. This then allows us to calculate $H_{\text{min}}(X | C)$ using (4), giving us a lower bound for $H_{\text{min}}(X | E)$ according to Lemma 2. By virtue of Proposition 4 it is therefore a lower bound on the extractable true randomness. Fig. 7 shows this bound for the specific value of $\mu = 0.1$. An upper bound is given by the Shannon entropy $H(X | C)$ (see Appendix C). The true value of the extractable randomness lies therefore somewhere in the blue shaded area. For comparison the unconditional min-entropy $H_{\text{min}}(X)$ is shown, which corresponds to the extractable rate of uniformly distributed bits. The corresponding calculations can be found in Appendix D.

It can be seen that $H_{\text{min}}(X)$ reaches a maximum value in the high intensity regime of approximately $- \log_2 (1 - \mu^2)$ which corresponds to the logarithm of the guessing probability for the most likely outcome $(0, 0)$. Crucially, however, there is almost no true randomness left in this regime. This reflects the fact that an adversary having access to the information whether the detectors are sensitive or not can guess the outcome with high probability. In fact, in this regime the raw randomness will be almost

13 Note that the subsystems carrying the states of $D_h$ and $D_s$ should be interpreted as Fock spaces.
FIG. 7. Bounds for the extractable true randomness (for \( \mu = 0.1 \)). The min-entropy, \( H_{\text{min}}(X|NR_vR_h) \), of the raw randomness corresponds to a lower bound for the extractable rate of truly random bits. The upper bound is given by the Shannon Entropy \( H(X|NR_vR_h) \). Therefore, the amount of true randomness lies in the blue area. For comparison \( H_{\text{min}}(X) \) is shown, which corresponds to the extractable rate of uniformly distributed (but not necessarily truly random) bits.

independent of the quantum process, but only depend on the behaviour of the detectors. Therefore, the device does actually not correspond to a PBS-based QRNG but rather to an RNG based on (potentially classical) noise.

C. Quantum randomness

Analogously to Example 6 the quantum randomness may be defined as the path the photons take after the PBS. The difference is that now there is not exactly one incoming photon but \( n \in \{ 0, \ldots, \infty \} \). For each photon the quantum randomness, \( Q \), is still a uniformly distributed bit \( q \in \{ h, v \} \). Because the number of incoming photons is not fixed, we define the quantum randomness by sequence of random variables \( Q^\infty = (Q_1, Q_2, \ldots) \), with distribution given by

\[
P_{Q_i|Q_{i-1}}(q) = \frac{1}{2}.
\]

Together with the function

\[
\chi: (r_v, r_h, n, q_1, q_2, \ldots) \mapsto (x_h, x_v),
\]

where

\[
x_v = \begin{cases} 1 & \text{if } r_v = 1 \text{ and } |\{ i : q_i = v \}|_i \leq n \geq 1 \\ 0 & \text{else} \end{cases}
\]

and, likewise for \( x_h \), this satisfies Definition 4.

V. CONCLUSIONS

For randomness to be usable in applications, e.g., for drawing the numbers of a lottery, an important criterion is that it is unpredictable for everyone. Unpredictability is however not a feature of individual values or their frequency distribution, and can therefore not be certified by statistical tests. Rather, unpredictability is a property of the process that generates the randomness. This idea is captured by the notion of “true randomness” (see Definition 1). The definition demands that the output of the process is independent of all side information available when the process is started.

While certain ideal quantum processes are truly random, practical Quantum Random Number Generators (QRNGs) are usually not. The reason is that, due to imperfections, the raw output of realistic devices depends on additional degrees of freedom, which can in principle be known beforehand. In this work we showed how to model such side information and account for it in the post-processing of the raw randomness. We hope that our framework is useful for the design of next-generation QRNGs that are truly random.
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Appendix A: Block-wise Hashing and the Statistical Error of the Seed

In this section it is shown that the statistical error related to the choice of the hash function is not multiplied with the number of blocks in the case of block-wise post-processing. This implies that the hash function can be chosen once and therefore in principle be hard-coded in the device.

Note that we describe this argument for the case of classical side information, $C$. However, replacing all probability distributions by density operators, the argument can be easily generalised to the case of quantum side information.

Let

$$f : \mathcal{X} \rightarrow \{0,1\}^\ell$$

be the selected hash function. Assume that we apply the function to $k$ blocks, corresponding to a random variable $X_1 \ldots X_k$, where each $X_i$ is a random variable with a alphabet $\mathcal{X}$. The final distribution $f(X_1) \ldots f(X_k)$ is the concatenation of the $k$ post-processed blocks.

In practice the hash function is not chosen according to a perfectly random distribution $U_F$ and there is also a possible correlation to the source. Therefore, we define the statistical error related to the seed by

$$\epsilon_{\text{seed}} \coloneqq \|P_{X_1 \ldots X_k C F} - P_{X_1 \ldots X_k C} \times U_F\|_1,$$  \hspace{1cm} (A1)

We will show that the following bound holds

$$\|P_{f(X_1) \ldots f(X_k) C F} - U_\ell^k \times P_C \times U_F\|_1 \leq k \epsilon_{\text{hash}} + \epsilon_{\text{seed}},$$  \hspace{1cm} (A2)

if $H_{\min}(X_i | X_{i-1} \ldots X_1 C) \geq \ell$. (The lower bound on the entropy is automatically satisfied if $X_{i-1} \ldots X_1$ is considered as previously available side information.) Here $U_\ell$ is the uniform distribution on $\{0,1\}^\ell$.

Proof. From the Leftover Hash Lemma with Side Information [1] it follows that for $1 \leq i \leq k$

$$\|P_{f(X_i) X_{i+1} \ldots X_k C} \times U_F - U_\ell \times P_{X_{i+1} \ldots X_k C} \times U_F\|_1 \leq \epsilon_{\text{hash}}.$$  \hspace{1cm} (A3)

From the fact that the trace distance can only decrease under the application of $f$ (see for example [36]) we first observe that

$$\|P_{f(X_1) \ldots f(X_k) C F} - P_{f(X_1) \ldots f(X_k) C} \times U_F\|_1 \leq \epsilon_{\text{seed}}$$  \hspace{1cm} (A4)

and

$$\|P_{f(X_i) f(X_{i+1}) \ldots f(X_k) C} \times U_F - U_\ell \times P_{f(X_{i+1}) \ldots f(X_k) C} \times U_F\|_1 \leq \epsilon_{\text{hash}},$$  \hspace{1cm} (A5)

holds.

Now we use the triangle inequality to bound the quantity we are interested in

$$\|P_{f(X_1) \ldots f(X_k) C F} - U_\ell^k \times P_C \times U_F\|_1 \leq \|P_{f(X_1) \ldots f(X_k) C F} - P_{f(X_1) \ldots f(X_k) C} \times U_F\|_1 + \|P_{f(X_1) \ldots f(X_k) C} \times U_F - U_\ell^k \times P_C \times U_F\|_1.$$

From Eq. (A4) it follows that the first term is smaller than $\epsilon_{\text{seed}}$. The second term can be bounded by subsequent application of the triangle inequality

$$\|P_{f(X_1) \ldots f(X_k) C} \times U_F - U_\ell^k \times P_C \times U_F\|_1 \leq \|P_{f(X_1) \ldots f(X_k) C} \times U_F - U_\ell \times P_{f(X_2) \ldots f(X_k) C} \times U_F\|_1 + \|P_{f(X_2) \ldots f(X_k) C} \times U_F - U_\ell^{k-1} \times P_C \times U_F\|_1 \leq \sum_{i=1}^k \|P_{f(X_i) \ldots f(X_k) C} \times U_F - U_\ell \times P_{f(X_{i+1}) \ldots f(X_k) C} \times U_F\|_1 \leq k \epsilon_{\text{hash}},$$

where we used Eq. (A5). Combining the two bounds yields Eq. (A2). \hfill \Box
Appendix B: On POVMs and their Decompositions into Projective Measurements

In Section III we discussed how a QRNG can be modelled by an input state and a set of measurements on it. As explained there side information about the measurement outcome can either result from a mixed input state (vs. a pure one) or if the measurement is a POVM (vs. a projective measurement). In the framework presented in the following all the side information was associated to the input state, i.e., the measurement is assumed to be projective. Another approach would be to associate the side information with the measurement, by allowing it to be a POVM, and choosing a pure input state. The idea is then that a general POVM can be regarded as a mixture over projective measurements and that such a mixing is equivalent to a hidden variable model producing noise of classical nature. Therefore, a possible approach would be to start with a POVM and consider a specific decomposition. The adversary is then assumed to know which of the projective measurements was chosen. Such a decomposition is not unique, but one could hope that different decompositions yield the same side information. However, the following example shows that this is not true, i.e., the amount of extractable randomness can be different for different decompositions.

Consider the POVM given by

\[
\{M^0, M^1\} = \left\{ \begin{pmatrix} 2/3 & 0 \\ 0 & 1/3 \end{pmatrix}, \begin{pmatrix} 1/3 & 0 \\ 0 & 2/3 \end{pmatrix} \right\}.
\]

One possible decomposition is

\[
\{P^1, P^2\} = \left\{ \left\{ \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} \right\}, \left\{ \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right\} \right\}.
\]

such that for \(x \in \{0, 1\}\)

\[
\{M^0, M^1\} = \frac{2}{3}P^1 + \frac{1}{3}P^2.
\]

And another decomposition is

\[
\{\tilde{P}^1, \tilde{P}^2, \tilde{P}^3\} = \left\{ \left\{ \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} \right\}, \{\text{id}, 0\}, \{0, \text{id}\} \right\},
\]

with

\[
\{M^0, M^1\} = \frac{1}{3}\tilde{P}^1 + \frac{1}{3}\tilde{P}^2 + \frac{1}{3}\tilde{P}^3.
\]

Let now \(Z\) be the random variable corresponding to the first composition i.e. \(Z\) has outcomes \(z \in \{1, 2\}\) with \(P_Z(z = 1) = \frac{2}{3}\) and \(P_Z(z = 2) = \frac{1}{3}\) and \(z = 1\) means that \(P^1\) is applied. Analogously we define \(\tilde{Z}\).

Consider the input state

\[|\Psi\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle).\]

A straightforward calculation shows that

\[2^{-H_{\text{min}}(X|Z)} = \frac{1}{2},\]

whereas

\[2^{-H_{\text{min}}(X|\tilde{Z})} = \frac{5}{6}.
\]

In other words this means that the second decomposition gives more side information to a potential adversary and therefore, corresponds to less extractable randomness.
Appendix C: Upper Bound for the Extractable Randomness

In this section we show that an upper bound for the extractable entropy which is independent of $C$ is given by the Shannon entropy

$$H(X|C) = \sum_{c \in C} P_C(c) H(X|C = c).$$

More precisely we show that for any function $f : \mathcal{X} \rightarrow \{0,1\}^\ell$ such that $\| P_{f(X)C} - U_\ell \times P_C \|_1 \leq \epsilon$, it holds that

$$\ell \leq H(X|C) + 4\epsilon \log \ell + 2h(\epsilon), \quad (C1)$$

where $h(x) = -x \log x - (1-x) \log(1-x)$ is the binary entropy function. The Shannon entropy of a probability distribution $P_X$ is defined as

$$H(X) = \sum_x -P_X(x) \log P_X(x)$$

and the conditional Shannon entropy is given by

$$H(X|C) = H(XC) - H(C).$$

Proof. We first show that the Shannon entropy of $X$ can only decrease under the application of $f$

$$H(X) \geq H(f(X)).$$

This can be seen from the observation that $H(f(X)|X) = 0$ which implies $H(X) = H(f(X)X)$. It then follows

$$H(X|f(X)) + H(f(X)) = H(f(X)).$$

Using $H(X|f(X)) \geq 0$ gives the inequality $H(X) \geq H(f(X))$, which generalises to

$$H(X|C) \geq H(f(X)|C). \quad (C2)$$

Now the continuity of the conditional entropy [37] can be used, yielding

$$|H(f(X)|C) - H(U_\ell|C)| \leq 4\epsilon \log \ell + 2h(\epsilon)$$

and therefore

$$H(f(X)|C) \geq \ell - 4\epsilon \log \ell - 2h(\epsilon).$$

Combination with Eq. \((C2)\) yields the desired statement. \hfill \Box

Appendix D: Calculation of $H_{\min}(X|NR_vR_h)$ and $H_{\min}(X)$ for the PBS-based QRNG

This section provides additional details for the example discussed in Section \[IV\]

The conditional min-entropy $H_{\min}(X|NR_vR_h)$ is given by

$$2^{-H_{\min}(X|NR_vR_h)} = \sum_{nr_vr_h} P_N(n) P_{R_v}(r_v) P_{R_h}(r_h) 2^{-H_{\min}(X|nr_vr_h)}, \quad (D1)$$

where

$$H_{\min}(X|nr_vr_h) = -\log_2 \left[ \max_{x=(x_v,x_h)} P_{X|NR_vR_h}(x|nr_vr_h) \right]. \quad (D2)$$

Table 3 summarises the guessing probabilities $p(x_v,x_h|nr_vr_h)$ for different $n$ and $r_v,r_h$.

$$H_{\min}(X|NR_vR_h) = -\log \left[ P_N(0) + \sum_{n=1}^{\infty} P_N(n) \left\{ (1-\mu)^2 + 2 \cdot \mu (1-\mu) \left( 1 - \left( \frac{1}{2} \right)^n \right) + \mu^2 \max \left[ \left( \frac{1}{2} \right)^n, 1 - 2 \cdot \left( \frac{1}{2} \right)^n \right] \right\} \right]$$
The Shannon entropy $H(X|RN)$, which corresponds to an upper bound for the extractable entropy as shown in Section C of the Appendix. It is equal to

$$H(X|RN) = \sum_{n,r_v,r_h} P_n(n) P_{R_v}(r_v) P_{R_h}(r_h) H(X|nr_v r_h)$$

$$= \sum_{n=1}^{\infty} P_n(n) \left\{ 2 \cdot \mu \cdot (1 - \mu) \left[ -\left(\frac{1}{2}\right)^n \log \left(\frac{1}{2}\right)^n \right] - \left(1 - \left(\frac{1}{2}\right)^n \right) \log \left(1 - \left(\frac{1}{2}\right)^n \right) \right\} \mu^2 \left[ -2 \cdot \left(\frac{1}{2}\right)^n \log \left(\frac{1}{2}\right)^n - \left(1 - 2 \cdot \left(\frac{1}{2}\right)^n \right) \log \left(1 - 2 \cdot \left(\frac{1}{2}\right)^n \right) \right] \}$$

### Appendix E: A More Detailed Model for the PBS-based QRNG

In this section we consider a more detailed model for the beam-splitter based QRNG considered in Section IV. Now the sensitivity of the detectors with efficiency $\mu$ is assumed to depend on the number of photons hitting it (in Section IV we assumed that it is independent). Explicitly we assume that if the source emits $n$ photons and $0 \leq m \leq n$ photons arrive at one of the detectors $D_{v,h}$ the probability that the detector not fire is equal to $(1 - \mu)^m$. In this more realistic model we also take noise in form of dark counts, afterpulses and crosstalk into account. As in Example IV one can define a state and measurements such that the side information corresponding to the noise is encoded in a maximum classical noise model. Because those definitions are straightforward and add nothing conceptually new to the example, we proceed directly by introducing the random variables resulting from the model.

1. The number of photons emitted by the source is encoded as a random variable $N$ with outcomes $n \in \{0, \ldots, \infty\}$ distributed according to the Poisson distribution

$$P_N(n) = e^{-|\alpha|^2} |\alpha|^{2n} / n!.$$
2. The sensitivity of the detectors corresponds to the minimum number of photons that is needed for the detector to fire. This is modelled for each detector $D_{v,h}$ by a random variable $R_{v,h}$ with outcomes $r_{v,h} \in \{1, \ldots, n\}$. The distribution is given by
\[
P_{R_{v,h}}(r_{v,h}) = \mu (1 - \mu)^{r_{v,h} - 1}, \tag{E1}
\]
The detector $D_{v,h}$ clicks if at least $r_{v,h}$ photons arrive. Eq. (E1) is the probability that the detector did not fire for the first $r_{v,h} - 1$ photons and that it a click is induced by the $r_{v,h}^{th}$ photon. Then, the probability that $m$ incoming photons are detected is equal to
\[
\sum_{r_{v,h}=1}^{m} P_{R_{v,h}}(r_{v,h}) = 1 - (1 - \mu)^m,
\]
which can be found using a geometric series. This is equal to one minus the probability that none of the photons is detected, which is what we expect.

3. Dark counts, afterpulses and crosstalk correspond to the side information whether a detector fires independently of whether photons arrive at it or not. This is encoded for each detector by random variable $S_{v,h}$ with outcomes $s_{v,h} \in \{0, 1\}$, where $s_{v,h} = 1$ corresponds to a such a deterministic click. The distribution is given by
\[
P_{S_{v,h}}(s_{v,h} = 1) = 1 - (1 - p_{\text{dark}}) \cdot (1 - p_{\gamma}) \cdot (1 - p_{\delta}),
\]
where $p_{\text{dark}}$ is the probability to have a dark count, $p_{\gamma}$ is the probability for after pulses and $p_{\delta}$ is the crosstalk-probability. If $X^{i}_{v,h}$ is the bit generated in the $i$-th run, then $p_{\delta} = \delta \cdot \Pr(x^{i}_{v,h} = 1)$, where $\delta$ is a device-dependent parameter. Analogously we have $p_{\gamma} = \gamma \cdot P_{X}(x_{v,h} = 1)$. If we assume that the probability distribution $P_{X}$ of the raw randomness is constant for each run we can omit the superscripts and simply write $\Pr(x^{i}_{v,h} = 1) = \Pr(x_{v,h} = 1)$. If we also take it to be symmetric, we can define $p_{x} := P_{X_{v,h}}(x_{v,h} = 1)$, such that we have
\[
P_{S_{v,h}}(s_{v,h} = 1) = 1 - (1 - p_{\text{dark}}) \cdot (1 - \gamma \cdot p_{x}) \cdot (1 - \delta \cdot p_{x}), \tag{E2}
\]
The quantum randomness corresponds to a random variable $Q$ with uniformly distributed outcomes $q \in \{v, h\}$. The final randomness is a function $\chi(Q^{\infty}, N, S_{v}, S_{h}, R_{v}, R_{h}) = (x_{v}, x_{h})$
\[
x_{v} = \begin{cases} 1 & \text{if } s_{v} = 1 \text{ or if } |\{i : q_{i} = v\}_{1 \leq i \leq n} | \geq r_{v} \\ 0 & \text{else} \end{cases}
\]
\[
x_{h} = \begin{cases} 1 & \text{if } s_{h} = 1 \text{ or if } |\{i : q_{i} = h\}_{1 \leq i \leq n} | \geq r_{h} \\ 0 & \text{else} \end{cases}
\]
To calculate $P_{S_{v,h}}$ explicitly, we first need to determine $p_{x}$, which can be done recursively using Eq. (E2)
\[
p_{x} = P_{S}(s = 1) + P_{S}(s = 0) \left( \sum_{n=1}^{\infty} P_{N}(n) \sum_{r=1}^{n} P_{R}(r) \sum_{m=r}^{n} \left( \frac{1}{2} \right) \binom{n}{m} \right) := p_{\text{det}}
\]
\[
= (1 - p_{\text{dark}}) \cdot (1 - \gamma \cdot p_{x}) \cdot (1 - \delta \cdot p_{x}) (1 - p_{\text{det}}) + p_{\text{det}} \tag{E3}
\]
This can be solved for $p_{x}$ and reinserted into $P_{S_{v,h}} (E2)$.

---

14 We write $R = R_{v,h}$ and $S = S_{v,h}$.
TABLE III. Raw randomness conditioned on side information. Probability distribution of the QRNG output $X$ conditioned on side information $S_v, S_h, R_v, R_h$ and $N$.

The joint distribution $P_{S_v S_h}(s_v s_h)$ is in general not equal to the product distribution $P_{S_v}(s_v)P_{S_h}(s_h)$. For the calculation of $H_{\min}(X|NS_v S_h R_v R_h)$ we minimise over all $P_{S_v S_h}(s_v s_h, y)$ subject to the constraint $P_{S_v h}(s_v h=1) := p$. The free parameter is $0 \leq y \leq p$.

The conditional min-entropy is then equal to

$$H_{\min}(X|NS_v S_h R_v R_h) = \min_y \left[ P_N(0) + \sum_{n=1}^{\infty} P_N(n) \left( \sum_{s_v, s_h, r_v, r_h} P_{R_v}(r_v)P_{R_h}(r_h)P_{S_v S_h}(s_v s_h, y) \max_{x_v x_h} P_{X|S_v S_h R_v R_h}(x_v x_h|s_v s_h r_v r_h) \right) \right],$$

where the distribution of $P_{R_v}(r_v)$ and $P_{S_v S_h}(s_v, s_h)$ are given by Eq. (E1) and Eq. (E2) respectively. The guessing probabilities can be found in Table III. The resulting min-entropy is shown in Fig. 8. The extractable uniformly distributed bit rate can be found using Eq. (E3)

$$H_{\min}(X) = \log \left[ \max_x P_X(x) \right].$$
FIG. 8. Left: Extractable bit rate for a PBS-based QRNG such that the resulting randomness is independent of side information due to the source, limited detector efficiencies, afterpulses, cross talk and dark counts. Right: Extractable uniformly distributed bit rate: The resulting randomness may still depend on side information. The parameters for both plots are \( \mu = 0.1, p_{\text{dark}} = 10^{-6}, \gamma = \delta = 10^{-3} \).

Additional Randomness from Arrival Time

One possibility to increase the bit rate of the QRNG is to consider additional timing information. For example, if light pulses are sent out at times \( nT \) (with \( n \in \mathbb{N} \)) one may add to the raw randomness for each detector the information whether the click was noticed in the time interval \([nT - T/2, nT]\) or in \([nT, nT + T/2]\). To calculate the extractable randomness of such a modified scheme, one can apply the above analysis with pulses of half the original length. The idea is that one pulse can be seen as two pulses of half the original intensity (which is true if we assume a Poisson distribution of the photon number in the pulses). If there were no correlations between the pulses this would lead to a doubling of the bit rate (for appropriately chosen intensity of the source). However, because of the limited speed of the detectors (dead time and afterpulses) correlations between pulses may increase drastically when operating the device at a higher speed, which may again reduce the bit rate.

Appendix F: Efficient Implementation of Randomness Extraction

In this section we present an efficient implementation of randomness extraction by two-universal hashing. Given a random \( \ell \times n \) bit matrix \( m_{ij} \) two-universal hashing \( Y = f(X) \) requires the evaluation of the matrix-vector product

\[
Y_i = \sum_{j=1}^{n} m_{ij} X_j
\]

\text{(F1)}

to be performed modulo 2. This can be done very efficiently on modern CPUs using bit operations. Storing 32 (64) entries of the vector \( X \) in a 32-bit (64-bit) integer, multiplication is implemented by bitwise \text{AND} operations and addition modulo 2 by bitwise \text{XOR} operations. A sum modulo 2 over all entries maps to the bit parity of the integer. An efficient implementation of two-universal hashing is given in Fig. 9. The source code shown in this figure and optimised versions using explicitly vectorised compiler intrinsics for SSE4.2 are provided as supplementary material.
#include <stdint.h>

const unsigned n=1024; // CHANGE to the number of input bits
const unsigned l=768; // CHANGE to the number of output bits

// the extraction function
// parameters:
// y: an output array of l bits stored as l/64 64-bit integers
// m: a random matrix of l*n bits, stored in l*n/64 64-bit integers
// x: an input array of n bits stores as n/64 64-bit integers

void extract(uint64_t *y, uint64_t const *m, uint64_t const *x)
{
  assert (n%64==0 && l%64 == 0);

  int ind =0;
  // perform a matrix-vector multiplication by looping over all rows
  // the outer loop over all words
  for (int i = 0; i < l /64; ++i) {
    y[i]=0;
    // the inner loop over all bits in the word
    for (unsigned j = 0; j < 64; ++j) {
      uint64_t parity = m[ind++] & x[0];
      // perform a vector-vector multiplication using bit operations
      for (unsigned l = 1; l < n/64; ++l)
        parity ^= m[ind++] & x[l];
      // finally obtain the bit parity
      parity ^= parity >> 1;
      parity ^= parity >> 2;
      parity = ( parity & 0x1111111111111111UL) * 0x1111111111111111UL;
      // and set the j-th output bit of the i-th output word
      y[i] |= ((parity >> 60) & 1) << j;
    }
  }
}

FIG. 9. Efficient implementation of two-universal hashing on a 64-bit CPU in the C99 programming language. The parameters n and l have to be multiples of 64 and can be changed in the second and third row of the code respectively.