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Abstract

Big data and associated analytics have the potential to revolutionize healthcare through the tools and techniques they offer to manage and exploit the large volumes of heterogeneous data being collected in the healthcare domain. The strict security and privacy constraints on this data, however, pose a major obstacle to the successful use of these tools and techniques. The paper first describes the security challenges associated with big data analytics in healthcare research from a unique perspective based on the big data analytics pipeline. The paper then examines the use of data safe havens as an approach to addressing the security challenges and argues for the approach by providing a detailed introduction to the security mechanisms implemented in a novel data safe haven. The CIMVHR Data Safe Haven (CDSH) was developed to support research into the health and well-being of Canadian military, Veterans, and their families. The CDSH is shown to overcome the security challenges presented in the different stages of the big data analytics pipeline.
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1. Introduction

Over the last decades, the amount of data that has been transferred and collected by organizations in the healthcare domain has substantially increased [1]. Healthcare data is currently stored across multiple distributed sources, including local hospital and clinic databases as well as central government databases. While this approach provides individual organizations with control of their data in terms of accessibility, security, and privacy regulations, it presents obstacles to researchers seeking to exploit the data by carrying out more comprehensive studies on...
data sets formed by linking and combining data from the diverse data sources [2].

One obstacle is the heterogeneity of the data, which forces researchers to deal with data of various types and storage formats. A second obstacle is the volume and variety of the data requiring researchers to access advanced analytic tools and significant computational and storage resources. A third obstacle is the strict security and privacy constraints that must be enforced by the owners of health data [3]. As a result, acquiring access to health data by researchers becomes a problematic or prohibitive process that can entail substantial administrative overhead related to ethics board and possibly government ministry approval [4][5].

Big data and associated analytics, which offer new tools and methods to address the first two of these obstacles faced by researchers, have been described as some of the most powerful transformative forces affecting healthcare today [6]. They have the potential to revolutionize healthcare in various ways, such as the more routine practice of evidence-based medicine, which leads to better decision-making in patient care; the creation of new, personalized approaches to medicine based on both genomics and vastly improved data availability, and the development of new and innovative strategies for improved chronic illness and disease management. Big data analytics provide researchers with opportunities to solve new or existing problems by discovering new patterns, trends, and relationships. Addressing the security and privacy challenges related to big data analytics is an essential step towards overcoming the third obstacle stated above.

One approach to effectively managing and exploiting big data in the health domain is through the creation of “Data Safe Havens” [1][7][8]. A data safe haven is a repository in which valuable but potentially sensitive data is maintained securely under governance and informatics systems suited to the nature of the data and how it is being utilized [1]. Data safe havens provide researchers with hardware and software support for advanced big data analytics as well as a secure environment for the transport, storage, use, and maintenance of the data.

The paper has two main objectives. The first objective is to examine the security challenges related to big data analytics in healthcare research from a new perspective, namely the location of these challenges within the big data analytics pipeline. Based on this perspective, we can gain new insights into how to meet the challenges. The second objective is to discuss how the challenges can be overcome using a data safe haven approach for big data analytics.

The remainder of the paper is structured as follows. Section 2 presents a general model of the big data analytics pipeline. Section 3 introduces the security challenges in big data analytics for healthcare research and locates them relative to each pipeline stage. Section 4 introduces the data safe haven approach to managing health data and then describes the structure and security mechanisms of a specific system that was developed to support research into military and Veteran health in Canada. Section 5 discusses how the data safe haven approach
can overcome the security challenges of big data analytics. Section 6 describes related work, and Section 7 concludes the paper.

2. Big Data Analytics

Big data consists of extensive datasets, primarily in the characteristics of volume, variety, velocity, and/or variability, requiring a scalable architecture for efficient storage, manipulation, and analysis [9]. The ongoing transition to big data in the health domain drives a fundamental change in the type of analytics possible. Big data analytics emphasize computation value across the entire dataset, which gives researchers better chances to determine causation rather than just correlation. Discovering the cause, in turn, aids researchers in changing a trend or outcome.

A model of a big data analytics pipeline is shown in Figure 1. The pipeline flows through several stages, and each stage moves data in and out of the underlying Data Storage. The stages in the pipeline model are as follows:

- **Data Collection**: Data is collected for analysis from one or more sources and may be in various formats.
- **Data Linking**: Data from multiple sources may be linked at the record level before analysis to combine all attributes related to a single logical entity.
- **Data Transformation**: The data is prepared for analysis, which can involve a number of tasks, including data cleaning, data conversion, and reformatting, and the derivation of new attributes from those present in the data.
- **Data Modelling**: Data mining and machine learning techniques like clustering, classification, association, and deep learning are applied to the data to create predictive models.

![Figure 1. Big data analytics pipeline.](image-url)
Knowledge Creation: The models are used to generate new knowledge and inform decision-making.

3. Security Challenges

The use of big data in healthcare research presents several security challenges. Previous surveys of the security challenges in big data analytics, such as those by Abouelmehdi et al. [3] and de la Torres et al. [10] discuss big data analytics at a high level and try to identify a set of security or privacy techniques that can be applicable at that level. Our examination below provides a new perspective by going deeper into the big data analytics pipeline and looking at the challenges present in each stage of the pipeline.

The two main objectives of the security mechanisms employed in an implementation of a big data analytics pipeline in the healthcare setting are the following:

- To ensure that only permitted operations are performed with the data by authorized users.
- To ensure the privacy of patients whose data is being analyzed.

Implementations of the pipeline, which attempt to achieve the objectives through some combination of security mechanisms and security policies, face the following challenges:

- **Data Storage**: The data storage must protect data from unauthorized access and operations.
- **Data Collection**: The data collection stage must protect patient privacy when interacting with data sources and during data transmission.
- **Data Linking**: The data linking stage must provide a secure environment for linking and preserve patient privacy during and after linking.
- **Data Transformation**: The data transformation stage must provide a secure environment to ensure the safety of the data and preserve patient privacy during transformation.
- **Data Modelling**: The data modelling stage must provide a secure environment for modelling operations.
- **Knowledge Creation**: The knowledge creation stage must ensure that insights and results extracted from the modelling protect patient privacy.

4. Data Safe Havens—Addressing the Security Challenges

As mentioned above, data safe havens are a popular approach to big data in healthcare research because they provide researchers with hardware and software support for advanced big data analytics as well as a secure environment for the transport, storage, use, and maintenance of the data [1]. Prior research has proposed several safe haven systems for health data [1] [7] [8]. These systems are mainly customized to specific use cases and data sources and are commonly not generalized to be used or licensed to external organizations. The shared health data usually undergoes anonymization and de-identification processes as an es-
sential step to protect the privacy and security of patients. This allows the data safe haven operators and the original data owners to maintain data privacy requirements.

While the existing data safe havens tend to support similar objectives and functionality, there is not a commonly accepted architecture or structural model for these systems. Therefore, in the remainder of the paper, we examine how our implementation of a data safe haven for military and Veteran health research addresses the security challenges of big data analytics.

**CIMVHR Data Safe Haven**

The Canadian Institute for Military and Veteran Health Research (CIMVHR) [11] supports research projects that aim to improve the health and well-being of Canadian military members, Veterans, and their families. The CIMVHR Data Safe Haven (CDSH) was developed to support these researchers by providing a secure repository and analytics platform for data acquired and held by individual research projects and their affiliated organizations or institutions. The CDSH is the first data safe haven built for health data of Canadian military, Veterans, and their families. It is housed at the Queen’s University Centre for Advanced Computing (CAC) [12], so all data in the safe haven remains within Canada. The CAC operates a high security, high availability data centre specializing in secure advanced computing resources and support for academic and medical clients. A discussion of the rationale and objectives of the CIMVHR data safe haven project is given elsewhere [13].

When a project is approved to use the CDSH, agreements are put in place to transfer the project’s de-identified data into the safe haven and to establish the working environment required by the research team members to conduct their analytics work. Each project has its workspace within the CDSH, and data is not shared between project workspaces unless specifically authorized by the project leaders. The CDSH administrator assigns a user login identifier and access privileges to each research team member. The project leader specifies users’ access privileges to data within a project workspace. Within each project, one or more users are designated with a data manager role and given the authority to approve and perform data import and export from the workspace.

The architecture of the CDSH is shown in [Figure 2](#). The CDSH provides researchers, and administrators access using Remote Desktop Protocol (RDP) [14] via a secure virtual private network (VPN) connection [15] to the internal network of the safe haven through a firewall [16]. All the VPN connections are authenticated and authorized by their respective VPN servers (VPN Servers with a key symbol in [Figure 2](#)). The firewall strictly controls traffic to and from the internal network of the CDSH and ensures only authorized users are allowed in the CDSH. After authentication, users are presented with a remote desktop giving access to the databases, applications, and services for which they are authorized. The data for a project is not accessible to users of the CDSH beyond the
members of that project unless explicit data sharing agreements are established. CDSH administrators are also able to enforce different levels of restrictions on data access within a project.

The CDSH components run on multiple VMs. A backend VM hosts the databases and analytic software (Backend VMs with document symbol in Figure 2), and a frontend VM hosts the user interfaces (Frontend VMs with monitor symbol in Figure 2). The system is built using both open source and commercial software. The CDSH currently provides users with a secure login to a remote desktop on Windows Server [17] and gives them the choice of using SAS [18], Cognos Analytics [19], Python [20], and R [21] to perform analytics and machine learning experiments. Additional software can be easily included if needed by a research project. A federated database is implemented in the backend VMs using IBM DB2 [22], providing access to various data sources, including databases and structured files.

The internal network of the CDSH is segmented into two zones. Zone-A (red connectors in Figure 2) includes the Secure Management Zone and the Admin VPN Servers. Zone-A network contains systems only accessible by the administrators. Such systems have virtualization infrastructure, as well as images of Virtual Machines, that are required for deployment [23]. This zone also includes a set of administration servers and tools for user management, access configurations, and system auditing. The VPN servers in this zone manage the VPN accessibility of the authenticated administrators.

Zone-B (blue connectors in Figure 2) includes Restricted User Zone and VPN Access Servers. Zone-B is the network space where systems accessible by the researchers are hosted. The systems include front-end virtual machines, which allow researchers to log in and submit batch jobs, as well as back-end virtual servers, which perform the analytic processing and health data hosting. Zone-B is the only zone accessible to the researchers, and their level of access is further restricted to specific services. Researchers can only access particular IP addresses on preset TCP/IP ports from their VPN account, which enhances security by precluding researchers from connecting to machines or services outside their
interests or authority.

The CDSH implements network segregation between the different zones [24]. This ensures resources that require different levels of access are well-isolated and controlled. Network segregation also helps prevent accidental disclosure and, therefore, potential breaches. In particular, because the networks are segregated, Researchers should never be found inside the Administrator’s area, i.e., the Secure Management Zone.

Since the CDSH is intended to accept internet connections, it employs Cyber-security [25] concepts in the system setup. Generally, cybersecurity aims to safeguard the well-known “CIA Triad”, that is, Confidentiality, Integrity, and Availability, of networks, systems, and data [26]. Security incidents occur because of oversights or misconfigurations related to any one of the three properties. The internal network of the CDSH, which is referred to as the Restricted Data Environment Network (RDEN), is designed with a “defense-in-depth” strategy [27] in mind and deploys security controls at multiple levels. The strategy ensures that, in the case of a failure of the primary controls, other compensating controls are used as preventive, or at least detective, means to hinder potential breaches or attacks.

Each network zone is built on an isolated subnet using separate physical network devices (e.g., switches). The physical isolation of subnets has certain advantages over logical separation, such as Virtual Local Area Networks (VLANs) [28]. The physical devices are only interconnected via the network firewall, allowing firewall-level security to manage the two separate subnets or zones.

To build a secure remote connection to the system, referred to as VPN/RDP connection in Figure 2, users connect via encrypted VPN tunnels between their devices and the network firewall. Besides, connections from users’ endpoints to their RDEN hosts have a second level of encryption via the Remote Desktop Protocol (RDP) [29] and its built-in TLS encryption [30].

The implemented network firewall is a physical device with a dedicated network interface connected to each of the zones. This avoids the use of VLANs for network segregation and improves the overall security posture. By default, the machines on the RDEN Restricted User Zone (See Figure 2) are blocked from Internet access and from accessing any resources unless explicitly allowed. The Secure Management Zone is allowed to access the Internet and hosts in the Restricted User Zone. The contacted hosts are authorized to communicate back, provided that the traffic has been initiated by the Secure Management Zone and are established in the firewall states table. Both of the zones are allowed to contact the firewall for three services: echo request (or ping), DNS (UDP port 53) [31], and NTP (UDP port 123) [32]. Enabling this set of communications allows hosts in the zones to verify basic connectivity (ping the firewall), use a single point for DNS name resolution, and ensure that all the hosts have synchronized time. Outgoing rules from the Restricted User Zone require explicit specification of a destination IP address and port to precisely identify the target endpoint and
service that will be contacted. Administrators must implement any system change within a specific time window, whenever any outgoing rules are necessary. Outgoing rules would involve situations to enable software patching and updating, which require meticulous planning and procedures. For example, maintenance is handled outside of business hours because the users must be logged out, and VPN access is temporarily blocked. This countermeasure prevents a situation where users can be logged in and intentionally or not, establish unwanted outgoing connections.

RDEN is built upon the idea of “least privilege” [27], which means that users only gain the privileges necessary to carry out their work. This idea is further extended to installed systems and networks, as only a minimal subset of services and traffic rules is enabled to limit the attack space and avoid configuration errors. For example, if a researcher needs read-only access to a specific directory, they are only granted read access and only in that particular directory. Giving any unnecessary privileges could increase systems’ exposure and vulnerability levels, which could lead to them being misused or abused.

To further enhance the level of security, the firewall is configured to log the traffic whenever any outgoing rule is enabled, whether it is to download data or to install or update software packages, any firewall system-level events, such as hardware change or system error or reconfiguration, and VPN authentication details. The logs are recorded locally as well as transported via SysLog [33] to a central Security Information and Event Management (SIEM) [34] server for analysis and long-term retention. In addition to the SysLog, NetFlow [35] traffic summaries are used to export information on traffic flowing through the firewall. The SIEM system is used to correlate events, such as intrusion alerts, suspicious flows, and failed or successful authentication events. That tool improves detection capabilities within the RDEN network. The logs and NetFlow traffic summaries are retained for one year by default. Having a second copy of logs at SIEM ensures that, in the case of a breach or failure of a researcher’s systems, it is possible to see the chain of network communications and events leading up to the event.

The CDSH contains two separate VPN server instances installed on the firewall—one for Researchers and another for Administrators. The two instances are separate to avoid potential errors and enhance the level of security as, by default, Researchers never have the same implicit permissions as Administrators, who require a greater level of access to the network to implement changes, perform updates and resolve emerging issues. Researchers, however, are not provided with any implicit access other than DNS and NTP from the network firewall. The firewall creates a virtual subnet for each connected Researcher that only contains two host IP addresses. The first address is assigned to the firewall, and the second is given to the Researcher. Static IP addressing is implemented to ensure that a Researcher receives a specified IP address, based on which explicit firewall traffic and routing rules are defined.
VPN connections are certificate-based with X509 certificates [36] to identify and authenticate a user. Therefore, to address the need for two separate VPN instances, two separate Certification Authorities (CA) are run, one to supply and verify certificates for each VPN Server instance. Depending on the issued certificate, a user is authenticated by the Administrator or Researcher VPN server. Once a VPN connection is established, a user communicates with Microsoft Windows 10 or Windows Server 2016 VMs over the secure RDP connection.

A RDP connection provides users with various capabilities, including the ability to connect to remote systems and interact with a remote display on local machines, mount local disks to enable file transfers, do printer redirection and copy data between systems by using Clipboard Copy/Paste. Since these capabilities are not acceptable in a safe haven context, VMs deployed in RDEN have them disabled via Group Policy Objects (GPO) [29]. As a result, the risk of researchers copying sensitive contents, intentionally or not, is significantly mitigated. Furthermore, researchers must sign confidentiality agreements since there is still a risk of users taking screenshots of the displayed screen. Still, such a process must be intentionally malicious and requires significantly more time to acquire data.

In addition to all the confidentiality and integrity aspects, secure backups are available to research groups that require them. Secure backups are performed by a client software, configured to backup designated directories over an encrypted network session. This ensures that data is available in case of any disaster affecting the network. The backup systems store sensitive data on encrypted tape media, as it is secure, relatively low cost, and durable. The backup or archive data is encrypted in transit with TLS protocol [30] negotiated between backup client and server.

5. Security Evaluation

The CDSH addresses the security challenges in the different stages of the big data analytics pipeline, which were outlined in Section 3, as follows:

- **Data Storage**: Data is protected through two mechanisms. First, users must be authenticated before logging into the CDSH, and data access is controlled by the privileges assigned to the user by the system administrator. Second, further access control is provided by the backend database management system.

- **Data Collection**: Secure data collection is provided by secure connections like VPN/RDP, which employs multiple levels of encryption.

- **Data Linking**: Data linking can be performed within the secure environment of the CDSH using privacy-preserving approaches or through secure connections to a trusted third party to perform the linking [37].

- **Data Transformation**: The CDSH provides a secure and isolated environment with only administrator-approved tools for data transformation.

- **Data Modelling**: The CDSH provides a secure and isolated environment...
with only administrator-approved tools for data modelling.

- **Knowledge Creation**: The CDSH provides mechanisms to control the export of data and results outside of the safe haven environment.

The quality of the security of a system is commonly evaluated based on a qualitative analysis of how the system handles common types of attacks [38] [39]. We therefore can further evaluate the security strength of the CDSH by performing a qualitative analysis of the system’s ability to prevent the following common security attacks:

- **VLAN Hopping Attack** [40]: In this attack, hackers can escape their restricted VLAN to other networks. Thus, the attacker can access resources that were not supposed to be reachable.

  - **Prevention**: CDSH uses a separate physical switch for network zones (i.e., Zone-A and Zone-B). The zones separation and physical network segregation prevent the VLAN Hopping attack. Hence, VLAN miss-configurations are not a threat as the VLAN concept is not leveraged for Zone-A or Zone-B.

- **Man-in-the-Middle (MITM) Attack** [41]: This attack occurs when an attacker begins to route legitimate user’s traffic via an attacker’s machine. The consequences could result in an attacker performing sniffing (i.e., eavesdropping on sensitive data in transit) or session hijacking (i.e., tampering with data in transit).

  - **Prevention**: Besides the physical segregation, MITM attacks are further thwarted by ensuring that CDSH users are assigned VPN addresses inside of/30 subnets. Subnets with/30 prefix have only two bits dedicated to their IP address space, and as a result, only two host IP addresses can exist there [28]—namely the user’s and the firewall’s IP addresses. This design ensures that a network firewall controls any communications to and from individual users’ VPN accounts. Since that effectively results in users being placed in separate broadcast domains (one per each VPN user), it is not possible in this design to perform the “ARP poisoning” [42] necessary to run MITM attacks. To better illustrate this concept, in Figure 2, suppose Researcher-1 and Researcher-2 log into the system simultaneously via VPN. If Researcher-1 is assigned an address on subnet 192.168.0.0/30, he will be assigned address 192.168.0.2, and his gateway will be set to 192.168.0.1. Researcher-2, in such a scenario, will be given another/30 range and relevant configuration—meaning that he would be locked inside of 192.168.0.4/30 network with 192.168.0.6 as the IP address and 192.168.0.5 as his gateway. These two researchers cannot directly communicate with each other’s machines as they reside on different subnets. Researcher-2 at 192.168.0.6 could only communicate with Researcher-1 at 192.168.0.2 or any other address on the network via the central firewall, as those clients reside on different isolated subnets. Consequently, since all communication has to go via the firewall, the firewall rules control all network traffic that is taking place within the network. Such a setup strengthens the security of the proposed system when compared to alternate designs.
• **Malware Attack** [43]: This attack occurs when malicious code enters the victim system and performs unauthorized harmful activities. Malware attacks often leverage network communication channels so that hackers can control their malicious activities.

  - **Prevention**: The CDSH system leverages an Intrusion Prevention System (IPS) [16] that is enabled on the firewall to block network attacks. The firewall performs IP list-based blocking and Deep Packet Inspection (DPI) on network packets’ payload to recognize potentially malicious patterns.

6. Related Work

There are several research efforts to develop safe havens in the health domain. Ainsworth *et al.* [44] propose an electronic space eLab in which researchers can post and share their data, analysis scripts, and final results following the concept of Virtual Research Environments. eLab is mainly designed for the health domain with options to extend to other domains. Later, eLab became part of a safe haven managed by the Farr Institute Health eResearch Centre in North England [45].

Burton *et al.* [1] discuss how the meaning of the term “Data Safe haven” emerged over time. They show how that there is no formal definition of the term Data Safe haven. Instead, to resolve that confusion, they describe 12 criteria that may help in providing clarity to the term’s meaning.

Robertson *et al.* [7] describe work underway to provide a clear and logical architecture of a data safe haven. The safe haven aims to maximize the benefits of data within jurisdictions to medical science and health care. They discuss a proposed architecture for two jurisdictions—one in Scotland and another in Italy. Robertson’s system architecture follows seven fundamental principles and is divided into two levels. The first level of the safe haven includes data directly moved from the core system after some de-identification and only accessed by approved managers. The second level may consist of a subset of the data available in the first level that may be accessed by a group of approved researchers.

Vaccarino *et al.* [8] propose and implement a system called Brain-CODE as a safe haven for brain disorders data within Ontario, Canada. Brain-CODE provides the researchers with access to aggregated data sources that were isolated and not shared before. Brain-CODE uses linking mechanisms for provincial, national and international databases while ensuring the privacy and security of patients.

In contrast to the safe haven systems proposed by prior research, CDSH provides a novel design from perspectives such as network security, services, and analytical tools.

7. Conclusions

Big data and associated analytics have the potential to revolutionize healthcare research. They provide researchers with opportunities to solve new or existing
problems by discovering new patterns, trends, and relationships across the large and heterogeneous data sets maintained by various health organizations. Significant security and privacy challenges, however, remain to be overcome before this potential can be realized.

Data safe havens, which have been proposed to manage and exploit big data in the health domain effectively, are one approach to overcoming the associated security challenges. They can provide researchers with hardware and software support for advanced big data analytics as well as a secure environment for the transport, storage, use, and maintenance of the data.

The paper first identifies the security challenges related to the different stages of the big data analytics pipeline. The challenges identified derive from the two main objectives of a security mechanism, namely, to ensure that only permitted operations are performed with the data by authorized users and to ensure patients’ privacy whose data is being analyzed.

The paper then presents the CIMVHR Data Safe Haven and the security features it provides. It is shown how these features address the security challenges presented by big data analytics in healthcare research.
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