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Abstract—Ubiquitous artificial intelligence (AI) is considered one of the key services in 6G systems. AI services typically rely on deep neural network (DNN) requiring heavy computation. Hence, in order to support ubiquitous AI, it is crucial to provide a solution for offloading or distributing computational burden due to DNN, especially at end devices with limited resources. We develop a framework for assigning the computation tasks of DNN inference jobs to the nodes with computing resources in the network, so as to reduce the inference latency in the presence of limited computing power at end devices. To this end, we propose a layered graph model that enables to solve the problem of assigning computation tasks of a single DNN inference job via simple conventional routing. Using this model, we develop algorithms for routing DNN inference jobs over the distributed computing network. We show through numerical evaluations that our algorithms can select nodes and paths adaptively to the computational attributes of given DNN inference jobs in order to reduce the end-to-end latency.

I. INTRODUCTION

6G system is envisioned to support artificial intelligence (AI) services all over the network from the core to the end hosts, referred to as ubiquitous AI [1]. In many cases, AI services depend on the computation of deep neural network (DNN) and hence require a fair amount of computing power, even only for inference. This can be a significant burden especially for end devices such as mobile phones and IoT devices in which computing resources are highly limited as they run on limited battery power. In order for ubiquitous AI service to be in place, it is thus necessary to provide a solution to overcome limited computing power.

There are several approaches to enable AI at end devices. One is to find a lightweight NN architecture commensurate with available computing resources. SqueezeNet in [2] makes extensive use of 1x1 convolutions to reduce the number of parameters. MobileNetV1 in [3] reduces the number of arithmetic operations by introducing depth-wise separable convolutions. In [4], automated neural architecture search (NAS) is proposed based on reinforcement learning in which the reward reflects the latency of inference. Since the latency depends on the underlying computing resources, such a reward drives the action (i.e., values of hyperparameters) toward the set of architectures that can yield reasonably fast inference for given computing power. There is a large body of work in this context, and refer to [5] for more details.

Another approach is to exploit computing resources dispersed over the network. Specifically, the (feedforward) computation of DNN inference job is partitioned into multiple tasks, and these computation tasks are assigned to nodes with computing resources in the physical network. For example, in layer-wise partition, all the neurons in the same layer are assigned to a same node. Once a node finishes computing the task(s) assigned, it transfers the output data (of the corresponding DNN layer) to the next node and subsequently, the transferred data are fed as the input data to the corresponding layer. In this work, we consider the problem of assigning computation tasks to nodes and routing data between layers.

Many of works in this context consider the Inter-of-Things (IoT) environment in which nodes are equipped with limited computing resources. In [6], each hidden neuron is mapped to an IoT node. The goal is to find a mapping that minimizes the network-wide total transmit power or time while the computing resource needed for assigned neurons and daily energy consumption satisfy the specified limit. The work of [7] assumes layer-wise partition, and seeks to find a mapping that minimizes (data) transmission time plus computation time, subject to privacy constraints as well as various resources constraints. This problem is formulated as an integer quadratic program, and a reinforcement learning based mapping algorithm is proposed. In [8], a similar problem and formulation are developed with early-exit convolutional neural network (CNN). Some work considers vertical partition of convolution operations that take the majority of computation in DNN. Unlike the layer-wise partition where partitioned tasks have precedence constraint, in vertical partition, convolution operations are partitioned into tasks that can be computed independently. In [9], an IoT node distributes such independent computation tasks (formed through vertical partition) to nearby IoT devices and fuses the collected results at the output of convolution layer. There are also some work considering both vertical and layer-wise partitions together with model parsification [10].

In this work, we develop a framework for routing DNN inference jobs with a focus on end-to-end latency, defined as the duration between the time when the data at source start to be processed and the time when the inference result...
is delivered to the destination. Obviously, the end-to-end inference latency consists of waiting time and service time. The waiting occurs at link(s) when data need to wait to be transmitted, and also at node(s) when computation tasks need to wait to be processed. The service time is the pure transmission time plus computation time. With this definition, most of the existing works mentioned above focus primarily on minimizing the service time while it is also important to take into account the waiting time.

It is generally hard to deal with waiting time as it is a complex function of arrivals and departures. Nonetheless, we consider a fictitious system in which the waiting time is an upper bound on the waiting time in the actual system. We also propose a layered graph (of the original computing network) in which the conventional routing (without computing components) gives a path over the original computing network that specifies the node for the computation of each DNN layer as well as a path from source to destination. This layered graph together with the fictitious system greatly simplifies the routing of a single DNN inference job. We develop some algorithms in this framework and demonstrate the performance.

The rest of the paper is organized as follows. In Section II we present the system model and describe the problem. In Section III the layered graph model is proposed together with the integer linear program (ILP) formulation for routing a single DNN inference job. We prove that the ILP is easy to solve. In Section IV we develop algorithms for routing multiple DNN inference jobs by exploiting the layered graph and ILP formulation. In Section V we present numerical results that validate our framework. We conclude the paper in Section VI.

II. System Model and Problem Description

Consider a communication network in which some nodes are equipped with computing resources. Let $G_p = (V_p, E_p)$ denote this physical network where $V_p$ is the set of nodes (routers/switches/hosts) and $E_p$ is the set of edges (communication links) connecting the nodes. Let $\mu_{uv}$ be the transmission capacity of link $(u, v) \in E_p$. The computation capacity of node $u$ is denoted as $\mu_u$, and its unit is assumed to be GFLOPs/sec. There is a queue for every transmission link, and $Q_{uv}$ is the queue length at link $(u, v)$ representing the amount of packets waiting to be transmitted. Likewise, $Q_u$ is the amount of computation tasks (in GFLOPs) waiting to be computed at node $u$. This computing network is used to process deep neural network (DNN) inference jobs.

A. Inference Jobs

There are $J$ DNN inference jobs, each corresponding to the feedforward computation of a DNN model. For each model $j$, the input data (e.g., camera images and sensor values) are generated at $s^j \in V_p$, and the inference result needs to be delivered to $t^j \in V_p$. Each model $j (= 1, ..., J)$ has $L_j$ layers. We assume that each layer can be possibly computed at different nodes in $V_p$. Let $c_{jl}$ be the load of computing layer $l (= 1, ..., L_j)$ of model $j$. Hence, $\frac{c_{jl}}{\mu_u}$ is the computation time if layer $l$ of model $j$ is to be processed at node $u$. Let $d_{jl}$ be the output data size of layer $l$ of model $j$. Similarly, $\frac{d_{jl}}{\mu_{uv}}$ is the transmission time if the output data of layer $l$ is to be transferred from node $u$ to $v$. The computation time plus transmission time is called the service time. Hence, if layer $l$ of model $j$ is computed at node $u$, and the output data is transferred to node $v$, then the service time at this segment is $\frac{c_{jl}}{\mu_u} + \frac{d_{jl}}{\mu_{uv}}$.

We also consider the waiting time. In the above example, suppose that the queue length at node $u$ is $Q_u$ when the computation task arrives at node $u$, and the queue length at link $(u, v)$ is $Q_{uv}$ when the output of computation is buffered at link $(u, v)$ for transmission. Thus, the waiting time is $\frac{Q_u}{\mu_u} + \frac{Q_{uv}}{\mu_{uv}}$. The duration between the time of entering node $u$ and the time of arriving at node $v$ is waiting time plus service time, i.e., $\frac{Q_u}{\mu_u} + \frac{Q_{uv}}{\mu_{uv}} + \frac{c_{jl}}{\mu_u} + \frac{d_{jl}}{\mu_{uv}}$. In this work, for simplicity of presentation, we ignore propagation delay at any component either inside a node or between nodes (i.e., link), but our results can be readily applied to the scenario with propagation delay as propagation adds constant delay.

B. Job Completion Time

Suppose that each job $j$ is assigned a path from its source $s^j$ to destination $t^j$, including the information of the node at which each layer is computed. Time starts from 0. Let $C_j$ be the time when the inference result of job $j$ is delivered to the destination, i.e., $t^j$. Hence, $C_j$ is the end-to-end inference latency. This time is obviously equal to waiting time plus service time along the path from $s^j$ to $t^j$. Define the job completion time $C_{\text{max}}$ as

$$C_{\text{max}} = \max_j C_j.$$ 

Hence, $C_{\text{max}}$ is the time when all the jobs are finished. This time is also called the makespan in the field of job-shop scheduling. Clearly, the job completion time is determined by path selection for data transfer and node selection for computation. We simply call these two decisions “routing”.

In this work, we develop algorithms for routing interference jobs for minimum job completion time. Fig. 4 shows an example of routing policies. There are two inference jobs, one from $s^1$ to $t^1$ requiring 25GFLOPs and another from $s^2$ to $t^2$ requiring 50GFLOPs. For simplicity of discussion, assume that there is only one layer in the corresponding DNN model, and that there is no transmission delay. The computing resources are only at node $u$ with 25GFLOPs/s and node $v$ with 50GFLOPs/s. Routing policy 1 seeks to minimize the service time. As a consequence, both of two inference jobs are processed at node $v$. The total service time is 1.5s, and the job completion is 1.5s as well since either job 1 or 2 must wait at node $v$ until the other is finished. On the other hand, routing policy 2 seeks to minimize the job completion time by taking into account waiting time. Since processing both jobs at node $v$ incurs waiting, it assigns disjoint paths.

\(^1\)We call job and model interchangeably depending on the context.
Although the total service time is 2s, the job completion time is reduced to 1s, compared to 1.5s under routing policy 1. This example shows that minimizing the total service time can potentially result in an extreme solution where jobs are processed only at a small number of nodes (which incurs extra delay in job completion). Clearly, in order to reduce the job completion time, one needs to somehow account for the waiting time. As mentioned in Section III, most of the previous work in the context of distributed DNN computation focuses on minimizing service time.

| Routing Policy | Completion Time (s) | Total Service Time (s) |
|----------------|---------------------|-----------------------|
| Policy 1       | 1.5                 | 1.5                   |
| Policy 2       | 1                   | 2                     |

**Fig. 1.** Example of routing policies (ignoring transmission time)

**C. Challenges**

There are several challenges in tackling the problem of routing DNN inference jobs for minimum completion time. First, the routing problem in this work is inherently related to the classical job-shop scheduling problem which is known to be NP-complete [11]. In the job-shop scheduling problem, there are multiple jobs, and each job consists of ordered operations. All of the operations must be assigned to some process, and in each process, the priority among operations should be decided in order to minimize the job completion time. If the process for each operation to be computed is given and fixed, then the problem is called the “job-shop scheduling problem”. Otherwise, it is called the “flexible job-shop scheduling problem”. In our problem, each layer (corresponding to operation in job-shop scheduling) in every job should be assigned a node for computation, together with path selection. Our problem therefore contains a flexible job-shop scheduling which is hard to solve. Note that this is immensely different from the conventional routing problem which is easy to solve under many circumstances. We develop heuristic algorithms based on the layered graph representation of the problem.

Another challenge comes from the difficulty of handling waiting time. It is necessary to predict the waiting time so that the routing decision can be made by taking into account both waiting time and service time. However, the waiting time at a component (i.e., node or link) depends on the departure processes in the preceding components and hence, it is hard to predict the waiting time. To circumvent this issue, we consider a fictitious system in which the waiting time provides an upper bound on the actual waiting time. The completion time in the fictitious system is thus an upper bound on the actual completion time. We seek to minimize the upper bound on the completion time. The details are presented in Section III.

**III. Layered Graph and Formulation**

As mentioned above, our problem requires to determine the path as well as the node for computation. It is hard to formulate this problem applying the traditional technique involving flow conservation constraints. Inspired by [12] and [13], we construct the layered graph with which the problem can be simplified. In this section, we address the problem of routing a single model with L layers (the case of multiple models is fully addressed in Section IV). Consider $L + 1$ copies of $G_p$, named $G_0$, $G_1$, ..., $G_L$ with $G_l = (V_l, E_l)$, $\forall l$. For each $l = 0, ..., L$, denote by $u_l \in G_l$ the replicated node of $u \in G_p$, and hence, $(u_l, v_l) \in G_l$ the replicated link of $(u, v) \in G_p$. There is an edge from node $u_l-1$ to $u_l$ for all $u \in G_p$ and $l = 1, ..., L$. These edges are called cross-layer edges, denoted by $E_c$. Define the layered graph $G = (V, E)$ where $V = V_0 \cup \cdots \cup V_L$ and $E = E_0 \cup \cdots \cup E_L \cup E_c$. Fig. 2 shows an example of the layered graph $G$ derived from the original physical network graph $G_p$.
to the same job. For instance, consider two jobs \( j_1 \) and \( j_2 \), and suppose that job \( j_1 \) has higher priority than job \( j_2 \). The computation/transmission task of a layer in job \( j_2 \) can be preempted (while it is being computed or transmitted) up on the arrival of the computation/transmission task of job \( j_1 \).

Recall that we need to determine the routing of a single model. Suppose that the queue lengths \( Q_u, \forall u \in V_p \) and \( Q_{uv}, \forall (u,v) \in E_p \) are the computation and transmission tasks (that are already routed) with higher priority than the current model to be routed. These queue lengths as well as capacities in the physical network are reflected into the layered graph as follows:

1. \( Q_{uv}, \forall (u,v) \in E_p \), \( l = 0, 1, \ldots, L \)
2. \( Q_{u1-u1} = Q_u, \forall u \in V_p, l = 1, \ldots, L \)
3. \( \mu_{u1-v1} = \mu_{uv}, \forall (u,v) \in E_p, l = 0, 1, \ldots, L \)
4. \( \mu_{u1-u1} = \mu_u, \forall u \in V_p, l = 1, \ldots, L \)
5. \( q_{uv} = \begin{cases} 
q_{u1}, & \text{if } (u,v) \in E_1, l = 0, 1, \ldots, L \\
q_{u1}, & \text{if } (u,v) = (w_{l-1}, w_l) \in E_c, l = 1, \ldots, L 
\end{cases} \)

Namely, the replicated edges have the same queue length and capacity as in the original network, and the cross-layer edges reflect the node queue length and capacity (so that traversing a cross-layer edge is equivalent to computing at the corresponding node).

Define the variable \( r_{uv} \) to be 1 if the path traverses edge \((u,v) \in E\), and 0 otherwise. The routing problem can be formulated as follows:

\[
\begin{align*}
\text{min} & \quad \sum_{(u,v) \in E} Q_{uv} r_{uv} + \sum_{u \in V_p} Q_u z_u + \sum_{l=0}^{L} \sum_{(u,v) \in E_1} Q_{uv} r_{uv} & \quad (1) \\
\text{s.t.} & \quad z_u \geq r_{u1-u1}, \forall u \in V_p, l = 1, \ldots, L & \quad (2) \\
& \quad \sum_{v: (u,v) \in E} r_{uv} \geq \sum_{v: (v,u) \in E} r_{vu} & \quad (3) \\
& \quad r_{uv} \in \{0,1\}, \forall (u,v) \in E & \quad (4) \\
& \quad z_u \in \{0,1\}, \forall u \in V & \quad (5)
\end{align*}
\]

Constraint (5) requires that a path from \( s_0 \) to \( t_L \) should be found. As discussed above, this is equivalent to finding a path from \( s \) to \( t \) in the physical network, together with node selection for computing \( L \) layers of the model. The first term in (1) represents the total service time at nodes and links. By constraint (2), \( z_u \) is 1 in the optimal solution only if node \( u \) is selected for computing layer(s). The second term is thus the total waiting time at nodes, assuming that the computation of the current job at each node \( u \) must wait until all the computation tasks of higher priority. This is obviously an upper bound on the actual waiting time because some of the computation tasks in \( Q_u \) may have been finished by the time when the computation task of the current job arrives at the node. Similarly, the third term in (1) is an upper bound on the total waiting time at links. The objective function in (1) is thus an upper bound on the actual service time plus waiting time which is equal to the completion time. Therefore, the above formulation seeks to find a routing that minimizes an upper bound on the job completion time.

Due to networking delays (i.e., transmission times), it is hard to express the actual waiting time in a simple form. The upper-bound approach enables a simple formulation. Although there may be a gap between upper bound and actual completion time, we expect that minimizing the upper bound would have the effect of minimizing the actual job completion time. In the following, we consider this fictitious system in which the upper bound is treated as the actual waiting time.

ILP is NP-hard to solve in general. However, we show that our formulation has a special structure called total unimodularity, so that the optimal solution to ILP can still be found with the relaxation of binarity constraints in (2) and (5), i.e., \( 0 \leq r_{uv} \leq 1 \) and \( 0 \leq z_u \leq 1 \). With this relaxation, the formulation is just a linear program (LP) which is polynomial time solvable.

**Theorem 1:** The LP relaxation of formulation (1)-(5) has an integral optimal solution (i.e., an optimal single path with minimum completion time).

**Proof:** See Appendix A

**IV. ROUTING ALGORITHMS**

In this section, we develop algorithms for routing multiple jobs. We exploit the fact that the single-job problem is easy as shown in the previous section.

**A. Greedy Algorithm**

Let \( Q = \{Q_{uv}, \forall (u,v) \in E\} \) which is the vector of unfinished transmission/computation tasks in the network. Recall that this vector determines the waiting time of jobs. Let \( C_j(Q) \) be the optimal objective function value of formulation (1)-(5) for job \( j \). That is, \( C_j(Q) \) is the completion time of job \( j \) if it is routed based on the formulation in the presence of unfinished tasks \( Q \). Let \( r^*(j) \) be the optimal routing variable in this case.

Algorithm 1 shows the greedy algorithm. First, it computes the completion time of every job, and selects the job with earliest completion time (line 1). This selected job is given highest priority. Second, the unfinished task vector \( Q \) is updated (line 2) so that the remaining jobs with lower priority can be routed with updated waiting time. The same procedure is repeated until all the jobs are routed.

The approximation ratio of this algorithm can be derived. Let us abuse the notation by defining \( |V_p| \) and \( |E_p| \) as the numbers of nodes with positive computation capacity and
Algorithm 1: Greedy Algorithm

Given: J jobs
Init: \( Q_{uv} = 0, \forall (u, v) \in E; U = \{1, \ldots, J\}; p = 1; \)
while \( U \neq \emptyset \) do
  \( j_p = \arg\min_{j \in U} C_j(Q); \)
  \( Q_{uv} \leftarrow Q_{uv} + q_{uv}r_{uv}^*)(j_p), \forall (u, v) \in E; \)
  \( p \leftarrow p + 1; \)
  \( U \leftarrow U \setminus \{j_p\}; \)
end

Output: Priority: \( j_1 > \cdots > j_J \)
Routing: \( r_{uv}(j_p), \forall (u, v), p = 1, \ldots, J \)

Algorithm 2: Simulated Annealing

Given: J jobs;
Init: \( T = 1; \) random routing \( r_{old} \) and priority \( P_{old}; \)
while \( T > T_{lim} \) do
  if iteration number is odd then
    Choose a job \( j \), its layer \( l \) and processing node \( w \in V_p \) all uniformly at random;
    \( r_{new} = \text{updateRoute}(r_{old}, j, l, w); \)
    \( C_{new} = \text{calculateCompletionTime}(r_{new}, P_{old}); \)
  else
    \( P_{new} = \text{swapTwoJobsInP}(P_{old}); \)
    \( C_{new} = \text{calculateCompletionTime}(r_{old}, P_{new}); \)
  end
  \( r_{old} \leftarrow r_{new} \) and \( P_{old} \leftarrow P_{new} \) with probability
  \( \min(1, e^{-c_{old} - c_{new}}); \)
  \( T \leftarrow T \cdot d; \)
end

Output: Priority: \( P_{old} \)
Routing: \( r_{old} \)

It is important to note that the above two algorithms are an example of routing under our framework, and many other types of algorithms such as reinforcement learning can be developed, which we leave as future study.

V. NUMERICAL EVALUATION

In this section, we compare the greedy policy in Algorithm 1 and simulated annealing in Algorithm 2. We use two topologies including a small topology with five nodes in Fig. 2 and a
large US backbone network shown in Fig. 4. Communication links are all assumed to be bidirectional.

For the small topology, there are two DNN models, VGG19 and ResNet34. The amount of computations $c_{jl}$ (FLOPs) in each layer is computed based on the formula in \([14]\). The memory footprint (i.e., output data size $d_{jl}$) of each layer can be easily calculated based on the dimension of the output data. We assume that there are eight jobs (i.e., $J = 8$), two VGG19 models and six ResNet34 models. The source-destination pair for each job is selected randomly. The computation capacities for each job is selected randomly. The computation capacities of nodes are $s : 200, u : 70, w : 50, v : 50, t : 30$ GFLOPs/s. The link capacity of each link is either 125 or 375MB/s. These capacities are universally scaled down to 0.0001 in order to examine the performance of algorithms with varying link capacities. Fig. 5 shows the job completion times of two algorithms. As the link capacity increases, the job completion time decreases. Intuitively, for sufficiently small transmission delays, the computation time becomes dominant, and it is better for a single inference job to use a single node with highest computation capacity. We observed that with large link capacities, the greedy tends to assign all the layers of a single job to a single node. This shows that our greedy policy (as well as simulated annealing) seeks a routing with small latency. Furthermore, the greedy gives out the result almost instantly while simulated annealing takes a few hundreds of seconds to calculate the (final) solution.

For the large topology, the computation capacities are [30, 50, 200, 100, 70, 30, 50, 200, 100, 70, 30, 50, 200, 100, 70, 30, 50, 200, 100, 70, 30, 50, 200, 100] GFLOPs/s in the increasing order of node number in the figure. In addition to the two models used above, we create a new model with the attributes of each layer being manually determined. This model adds the heterogeneity of inference jobs and will help us examine the performance in more diverse environments. There are ten inference jobs ($J = 10$), 6 VGG19, 2 ResNet34 and 2 new models. Similar to the small topology, the source-destination pairs are selected randomly, and this is repeated 5 times for each capacity scaling.

Fig. 5 shows the completion time. In contrast with the small topology, the greedy policy outperforms simulated annealing. Furthermore, as the network size grows, simulated annealing scales poorly as it takes a few tens of minutes in this case while the greedy needs only about 10 seconds to calculate the solution. Considering additional effort needed for determining several parameters in simulated annealing, the results look more convincing for the greedy policy.

VI. CONCLUSION

In this paper, we proposed a framework for routing DNN inference jobs over the distributed computing network. Our framework uses a novel layered graph model to simplify and integrate the communication and computation problems via conventional routing. Our algorithms presented in this paper show an example of what one can do by exploiting the proposed framework. Namely, a simple but effective solution for enjoying the capability of DNN even with the lack of computing power can be derived. In addition to the results in this paper, we believe that our framework can facilitate practical solutions to the problem of routing inference jobs. Our framework will therefore be able to help overcome limited computing power at end devices when ubiquitous AI is about to be in service.

APPENDIX A

PROOF OF THEOREM 1

We start with some background needed to show the aforementioned property. The definitions and facts in the following can be found in [15].

Definition 1: An $m \times n$ matrix $A$ is totally unimodular (TU) if the determinant of each square submatrix is equal to 0, 1 or -1.

Definition 2: A polyhedron $P \subseteq \mathbb{R}^n$ is the set of points that satisfy a finite number of linear inequalities, that is, $P = \{x \in \mathbb{R}^n : Ax \leq b\}$ where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$.

Definition 3: A nonempty polyhedron is said to be integral if all of its extreme points are integral.

The following two lemmas are the key to our analysis.

Lemma 1: If $A \in \mathbb{R}^{m \times n}$ is TU, then $P(b) = \{x \in \mathbb{R}_+^n : Ax \leq b\}$ is integral for all $b \in \mathbb{Z}^m$ for which it is nonempty (the same is true for $P(b) = \{x \in \mathbb{R}_+^n : Ax = b\}$).

Lemma 2: For a polyhedron $P \subseteq \mathbb{R}^n$, a solvable LP \(\max\{c^T x : x \in P\}\) has an integral optimal solution for all $c \in \mathbb{R}^n$ if and only if $P$ is integral.

A point in polyhedron $P$ is extreme if it cannot be expressed as a nontrivial convex combination of two distinct points in $P$. 

![Diagram](image-url)
By Lemmas 1 and 2 if the constraint matrix is TU, then solving LP with integral vector \( b \) in \( P \) gives an integral optimal solution (or if not, the fractional solution can be rounded to an integral solution without losing optimality). In the case of binary ILP, LP relaxation replaces the constraints \( \{ \in \{0,1\} \} \) with \( 0 \leq \cdot \leq 1 \). If the polyhedron with this relaxation is integral, then solving the LP relaxation gives a binary optimal solution because all the variables are constrained to be between 0 and 1 and hence integrality implies binarity. We exploit this fact to show that LP relaxation of our formulation has a binary optimal solution which in our case is a single path.

### A. Matrix Representation of Our Formulation

We first represent the formulation in a matrix form. Let \( y = \begin{bmatrix} z; r_1; r_2 \end{bmatrix} \in \mathbb{R}^{(L+1)(|V_p|+|E_p|)} \) where \( z = [u, v] u \in V_p \in \mathbb{R}^{|V_p|}, r_1 = [r_{u_1-1u_2}, \forall u \in V_p, l = 1, 2, \ldots, L] \in \mathbb{R}^{|V_p|} \) and \( r_2 = [r_{uv}, \forall (u, v) \in E_1, l = 0, 1, 2, \ldots, L] \in \mathbb{R}^{(L+1)|E_p|} \). Let \( A_1 \) and \( A_2 \) be the matrices corresponding to constraints 2 and 3, respectively. Hence, we have \( A_1 \in \mathbb{R}^{L|V_p| \times (L+1)(|V_p|+|E_p|)} \) and \( A_2 \in \mathbb{R}^{(L+1)|V_p| \times (L+1)(|V_p|+|E_p|)} \). The formulation (1)-(5) can be written as

\[
\begin{align*}
\min \quad & c^T y \\
\text{s.t.} \quad & A_1 y \leq 0 \\
& A_2 y = b_2 \\
& y \text{ binary vector}
\end{align*}
\]

where \( c_1 \) is a vector whose inner product with \( y \) gives the service plus waiting time as in (1), and \( b_2 \) is a integral vector having 1, -1 or 0.

**Lemma 3:** LP relaxation of the above formulation can be written as

\[
\begin{align*}
\min \quad & c^T x \\
\text{s.t.} \quad & A_1 y \leq 0 \\
& A_2 y = b_2 \\
& y, s_1, s_2 \geq 0
\end{align*}
\]

where \( x \) is the vector \([y; s_1; s_2]\), and \( s_1 \in \mathbb{R}^{(L+1)(|V_p|+|E_p|)} \) and \( s_2 \in \mathbb{R}^{|L|V_p|} \) are slack variables. The vector \( c \) is the augmented vector of \( c_1 \) in (6) padded with zero to match the dimension of \( x \). The matrices \( I_{mn} \) are identity matrices of appropriate sizes.

**Proof:** To replace inequality constraint in (6) with equality constraint, we introduce the slack variable \( s_1 \geq 0 \). The formulation (6) is equivalent to

\[
\begin{align*}
\min \quad & c_1^T y \\
\text{s.t.} \quad & A_1 y + s_1 = 0 \\
& A_2 y = b_2 \\
& y \text{ binary vector} \\
& s_1 \geq 0
\end{align*}
\]

Now relax the binarity constraint as

\[
\begin{align*}
\min \quad & c_1^T y \\
\text{s.t.} \quad & A_1 y + s_1 = 0 \\
& A_2 y = b_2 \\
& y \leq 1 \\
& y, s_1 \geq 0
\end{align*}
\]

The slack variable \( s_2 \) is introduced to replace the inequality constraint with equality constraint again, i.e., replace \( y \leq 1 \) with \( y + s_2 = 1 \) and \( s_2 \geq 0 \). Putting all the equality constraints together obtains the desired result (7).

Note that the polyhedron in LP relaxation (7) is the same form as in Lemma 1 with equality \( Az = b \), where

\[
A = \begin{bmatrix} A_1 & I_{12} & 0 \\ A_2 & 0 & 0 \\ I_{31} & 0 & I_{33} \end{bmatrix}, \quad x = \begin{bmatrix} y \\ s_1 \\ s_2 \end{bmatrix}, \quad b = \begin{bmatrix} 0 \\ b_2 \\ 1 \end{bmatrix}
\]

Note that \( b \) is an integral vector. Consequently, by Lemmas 1 and 2 we just need to show the total unimodularity of \( A \).

### B. Total Unimodularity

We start with some background on total unimodularity [15].

**Lemma 4:** For an \( m \times n \) integral matrix \( A \), the following are equivalent:

1) \( A \) is TU

2) \( A^T \) is TU

3) For each \( C \subseteq \{1, \ldots, n\} \), there exists a partition \((C_1, C_2)\) of \( C \) such that

\[
\left| \sum_{j \in C_1} a_{ij} - \sum_{j \in C_2} a_{ij} \right| \leq 1 \quad \text{for} \quad i = 1, \ldots, m
\]

4) For each \( R \subseteq \{1, \ldots, m\} \), there exists a partition \((R_1, R_2)\) of \( R \) such that

\[
\left| \sum_{i \in R_1} a_{ij} - \sum_{i \in R_2} a_{ij} \right| \leq 1 \quad \text{for} \quad j = 1, \ldots, j
\]

Condition (11) requires that for each row, the partitioned sum (called partitioned row sum) must differ by at most 1. Note that statement 4) in Lemma 4 is an immediate consequence of 1), 2) and 3).

We can show the following lemma.

**Lemma 5:** If \([A_1; A_2]\) is TU, then \( A \) is TU.

**Proof:** Suppose that \([A_1; A_2]\) is TU. Then, by statement 3) in Lemma 4, any subset of the first block column (i.e., block containing \([A_1; A_2]\)) can be partitioned into two sets \( C_1 \) and \( C_2 \) so that condition (11) is satisfied. Note that the identity matrix \( I_{31} \) in the first block column of \( A \) does not affect the forming of \( C_1 \) and \( C_2 \) because any column partition of identity matrix satisfies condition (11).

Next, consider adding an arbitrary column, say \( i \)th column, from the second block column of \( A \). Note that the only nonzero entry (which is 1) is in the \( i \)th row of this column. So, if the current partitioned sum difference of \( i \)th row is zero, then put the column into either \( C_1 \) or \( C_2 \), which does not violate
condition (11). If the partitioned row sum difference is 1, put the column into a subset with smaller row sum so that the partitioned row sum difference is balanced, i.e., zero. The third block column can be treated exactly the same as the second block in order to keep the condition in (11). This completes the proof.

We can now focus on proving the total unimodularity of \([A_1; A_2]\) which is indeed totally unimodular.

**Lemma 6**: The matrix \([A_1; A_2]\) is TU.

**Proof**: Consider the breakdown of \([A_1; A_2]\) as shown in Fig. 6. Let \(A_1 = [A_{11} A_{12} A_{13}].\) The first \(|V_p|\) columns correspond to the variables \(z_u, \forall u \in V_p.\) The next \(L|V_p|\) columns correspond to the variables \(r_{u_l,u_l}, \forall l = 1,\ldots, L, \forall u \in V_p.\) The last \((L + 1)|E_p|\) columns correspond to the variables \(r_{uv}, \forall (u,v) \in E_l, l = 0, 1,\ldots, L.\)

Each row of \(A_1\) in the top block corresponds to a constraint in (10). Constraints are arranged such that the first block of \(L\) rows corresponds to some node \(u,\) and each row in the block indicates whether each cross-layer edge along replicated nodes of \(u\) is visited. This is repeated for every other node in \(V_p.\) This forms the matrix \(A_1.\)

Each row of \(A_2\) in the bottom block corresponds to a flow conservation constraint in (7). For instance, for some node \(u \in V_p,\) the first \(L + 1\) rows correspond to the flow conservation at replicated nodes \(u_l\) in each layer \(l = 0, 1,\ldots, L.\) As in \(A_1,\) the second block \(A_{22}\) corresponds to the variables \(r_{u_l,u_{l+1}}, l = 1,\ldots, L,\) of cross-layer edges. Constraints are arranged in the order of \(u_0, u_1,\ldots, u_L.\) Since the edges are between consecutive nodes, \(A_{22}\) are written as in Fig. 6.

Note that this \(A_{22}\) is a network matrix. The third block \(A_{23}\) corresponds to the variables \(r_{uv}, \forall (u,v) \in E_l, l = 0, 1,\ldots, L\) of intra-layer edges. Clearly, \(A_{23}\) is a network matrix of \(L + 1\) connected components \(G_0,\ldots, G_L.\)

1) Put any column from the first \((L + 1)|V_p|\) columns into \(C_1\) regardless of \(J\)

- Without the third column block (i.e., the columns of \([A_{13}; A_{23}],\) this guarantees that each row sum is 0, 1, or \(-1.\) Furthermore, the row sums corresponding to \(A_{22}\) have exactly the same numbers of \(1s\) and \(-1s.\) Let \(s \in \mathbb{R}^{(L+1)|V_p|}\) be the vector of these row sums from the columns of \(A_{22}.\) Again, \(s\) has exactly same numbers of \(1s\) and \(-1s.\) Consider the matrix \([s A_{23}],\) This matrix is obviously TU because i) \(s\) has exactly the same numbers of \(1s\) and \(-1s\) and ii) each column of \(A_{23}\) has exactly one 1 and one \(-1.\) Consequently, any subset of rows can be partitioned into two subsets so that the condition in (12) can be satisfied. That partition is indeed putting all the rows in the same subset, with which the partitioned column sum difference is always 0, 1, or \(-1.\) Consequently, \([s A_{23}],\) is TU and any subset of columns of the matrix can be partitioned so that the condition in (11) is satisfied.

2) Treat any columns from the first two block columns as a single column by adding those columns. Let \(d\) be the resulting column vector. Let \(E\) be the matrix of arbitrary column(s) from \([A_{13}; A_{23}].\) Partition the columns of \([d E]\) in the same way as partitioning an arbitrary subset of columns of \([s, A_{23}]\) discussed above.

- As shown in 1), all of the top block row sums satisfy condition (11) since the third block column in the top block row (i.e., \(A_{13}\)) is a zero matrix. By the argument in 1) on the TU of \([s A_{23}],\) all of the bottom block row sums also satisfy (11).

This completes the proof.

**Proof of Theorem 2**: By Lemmas 6 and 5, \(A\) is TU. By Lemmas 2 and 1, LP relaxation (7) has an integral optimal solution. It is clear that LP relaxation (7) is equivalent to (13).

\[
\begin{align*}
\min & \quad \sum_{c} c_i y_i \\
\text{s.t.} & \quad A_1 y \leq 0 \\
& \quad A_2 y = b_2 \\
& \quad 0 \leq y \leq 1
\end{align*}
\]

Therefore, LP relaxation (13) has an integral optimal solution which is a single path with minimum completion time.

**APPENDIX B**

**PROOF OF THEOREM 2**

We first introduce various routing policies below.

- Shortest completion (SC): optimal routing policy that achieves minimum job completion time in the actual system
- Shortest service (SS): routing policy that achieves shortest service time
- Greedy (GR): Algorithm 1
- Shortest waiting (SW): given that \(p - 1\) jobs are routed by greedy, the \(p\)th job is assigned to a node with positive

![Fig. 6. Breakdown of matrix \(A.\) \(A_{23}\) is the network matrix of \(L + 1\) layers \(G_0,\ldots, G_L\) without cross-layer edges](image-url)
computation capacity, say $u^*$, with shortest computation waiting time. Then, a shortest transmission waiting path is assigned from source to $u^*$ and from $u^*$ to destination.

The following notation is used:
- $W^\pi_j$: total waiting time of job $j$ under routing policy $\pi$
- $S^\pi_j$: total service time of job $j$ under routing policy $\pi$
- $W^\pi_j(tx)$: total transmission waiting time of job $j$ under routing policy $\pi$
- $W^\pi_j(cp)$: total computation waiting time of job $j$ under routing policy $\pi$
- $S^\pi_j(tx)$: total transmission (service) time of job $j$ under routing policy $\pi$
- $S^\pi_j(cp)$: total computation (service) time of job $j$ under routing policy $\pi$

It is clear from the definition that $W^\pi_j + S^\pi_j$ is the completion time of job $j$ under routing policy $\pi$. We also have $S^\pi_j = S^\pi_j(tx) + S^\pi_j(cp)$ and $W^\pi_j = W^\pi_j(tx) + W^\pi_j(cp)$.

We need a few lemmas to prove Theorem 2. For simplicity of presentation, we break the results into small lemmas and integrate these results for the proof of Theorem 2. Denote by $j_1$ the $i$th job routed under greedy routing policy.

**Lemma 7:** The job completion time under greedy algorithm is $W_{j_1}^{GR} + S_{j_1}^{GR}$ where $j_1$ is the last job routed under greedy algorithm.

**Proof:** The greedy policy routes a job with earlier completion time first, and hence, the waiting time plus service time of last job routed under greedy is the job completion time of the greedy policy.

Consequently, in order to analyze the job completion time of greedy policy, we just need to derive a bound on $W_{j_1}^{GR} + S_{j_1}^{GR}$.

**Lemma 8:** The optimal job completion time $T^*$ is lower-bounded as

$$S^SS_j \leq T^*, \quad j = 1, \ldots, J$$

**Proof:** The LHS in inequality (14) is the fastest possible service time of job $j$. The entire job is completed only after every job has been served. Hence, the minimum completion time $T^*$ cannot be smaller than the fastest possible service time of every job.

To show (15), we have

$$\frac{1}{|V_p| + |E_p|} \sum_{j=1}^J S^SS_j \leq \frac{1}{|V_p| + |E_p|} \sum_{j=1}^J S^SC_j \leq T^*$$

(16)

The first inequality holds since the total service time of SC cannot be smaller than that of SS. In the second inequality, the LHS is the average busy time of network components (nodes+links) under SC. It is clear that job cannot be completed as long as there remains a busy component under SC, and consequently, optimal job completion time $T^*$ is no smaller than the LHS. Note that the service time at the link with infinite capacity is zero, and hence, those links should be excluded when computing the average. Similarly, under SS or SC, the computation will not be carried out at the node with zero computation capacity, and hence, those nodes should be excluded when computing the average. This completes the proof.

The above lemma enables to compare GR and SC via SS. Let $h^L_1$ and $h^S_1$ be the longest and shortest path lengths in hop count between $s^j$ and $t^j$, respectively. Define $h_L = \max_j h^L_j$ and $h_S = \min_j h^S_j$.

**Lemma 9:** The transmission times are bounded as

$$S^SW_j(tx) \leq 2\alpha_{tx} S^SS_j(tx), \forall j$$

(17)

$$S^GR_j(tx) \leq (L + 1)\alpha_{tx} S^SS_j(tx), \forall j$$

(18)

where $\alpha_{tx} = \frac{h_L \cdot \max_j d_{jl} \cdot \max_{(u,v)} \mu_{uv}}{\min_{(u,v)} \mu_{uv}}$.

**Proof:** Under routing policy SW, link transmission occurs only in layers 0 and $L$ because all the NN layers are computed in a single node with smallest computation waiting time. Furthermore, in layers 0 and $L$, the transmission path is simple because it takes a shortest transmission waiting path. Consequently, in both of layers 0 and $L$, the transmission time is at most $\frac{h_L \cdot \max_j d_{jl} \cdot \max_{(u,v)} \mu_{uv}}{\min_{(u,v)} \mu_{uv}}$. The transmission time under SW is thus upper-bounded as

$$S^SW_j(tx) \leq 2h_L \cdot \max_j \frac{d_{jl} \cdot \max_{(u,v)} \mu_{uv}}{\min_{(u,v)} \mu_{uv}}.$$  

(19)

On the other hand, the transmission time under SS is at least $\frac{h_S \cdot \max_j d_{jl} \cdot \max_{(u,v)} \mu_{uv}}{\min_{(u,v)} \mu_{uv}}$. Combining this with inequality in (19) yields the desired result (17).

To prove (18), the same argument as above is applied to each of $L + 1$ layers in $G$ since the greedy policy finds a simple path in each layer. This completes the proof.

**Lemma 10:** For any routing policy $\pi$, the computation service time is upper-bounded as

$$S^\pi_j(cp) \leq \alpha_{cp} S^SS_j(cp), \forall j$$

(20)

where $\alpha_{cp} = \frac{\max_{(u,v)} \mu_{uv}}{\min_{(u,v)} \mu_{uv}}$.

**Proof:** The worst case is when all the layers are computed at the node with smallest (positive) computation capacity, and the best case is when computed at the node with largest computation capacity. The lemma immediately follows from this observation.

**Lemma 11:** The service time under routing policy SW is bounded as

$$S^SW_j \leq \alpha_1 T^*, \forall j,$$

(21)

where $\alpha_1 = \max(2\alpha_{tx}, \alpha_{cp})$.

**Proof:** We have

$$S^SW_j = S^SW_j(tx) + S^SW_j(cp) \leq 2\alpha_{tx} S^SS_j(tx) + \alpha_{cp} S^SS_j(cp) \leq \alpha_1 T^*$$

(22)

(23)

(24)
The first inequality follows from Lemma 9 and the second inequality follows from Lemma 10.

The above lemmas characterize the bounds on the service time. We now derive the bounds on the waiting time. Recall that given \( p - 1 \) jobs routed by GR, the policy SW routes the \( p \)th job \( j_p \) as above.

**Lemma 12:** Suppose that the original graph \( G_p \) is \( k \)-edge-connected. Then,

\[
W_{jj}^{SS}(tx) \leq \frac{2(L + 1)\alpha_{tx}}{k} \sum_{p=1}^{J-1} S_{jp}^{SS}(tx). \tag{25}
\]

**Proof:** Recall that when job \( j_j \) is to be routed by SW, the rest of \( J - 1 \) jobs have already been routed by GR. By assumption, there are \( k \) disjoint paths between any pair of nodes. For the path segment from source to \( u^* \), the average transmission waiting time along each of \( k \) disjoint paths is at most \( \frac{1}{k} \sum_{p=1}^{J-1} S_{jp}^{GR}(tx) \). This shows that there is a path from source to \( u^* \) with transmission waiting time no greater than \( \frac{1}{k} \sum_{p=1}^{J-1} S_{jp}^{GR}(tx) \). Since the routing policy SW selects a path from source to \( u^* \) that has the smallest transmission waiting time, the transmission waiting time \( W_{jj}^{SS}(tx) \) is upper-bounded by \( \frac{1}{k} \sum_{p=1}^{J-1} S_{jp}^{GR}(tx) \). By Lemma 9, this is in turn upper-bounded by \( \frac{L+1}{k} \sum_{p=1}^{J-1} S_{jp}^{SS}(tx) \). Applying the same argument to the segment from \( u^* \) to destination proves the lemma.

**Lemma 13:** We have

\[
W_{jj}^{SW}(cp) \leq \frac{\alpha_{cp}}{|V_p|} \sum_{j=1}^{J-1} S_{jp}^{SS}(cp). \tag{26}
\]

**Proof:** This lemma immediately follows from the following inequalities:

\[
W_{jj}^{SW}(cp) \leq \frac{1}{|V_p|} \sum_{j=1}^{J-1} S_{jp}^{GR}(cp) \leq \frac{\alpha_{cp}}{|V_p|} \sum_{j=1}^{J-1} S_{jp}^{SS}(cp). \tag{27}
\]

Recall that both GR (by nature of formulation (1)-(4)) and SW (by definition) do not compute at the node with zero computation capacity. In addition, \(|V_p|\) is the number of nodes with positive computation capacity. The RHS of the first inequality is thus the average computation waiting time at a node. Since the routing policy SW selects a node with minimum waiting time, the node waiting time under SW should be no greater than the average node waiting time, which shows the first inequality. The second inequality follows from Lemma 10. This completes the proof.

**Lemma 14:** We have

\[
W_{jj}^{GR} + S_{jj}^{GR} \leq W_{jj}^{SW} + S_{jj}^{SW}. \tag{28}
\]

**Proof:** Recall that given \( J - 1 \) jobs routed by GR, SW finds a path such that the last job is processed at a single node, say \( u^* \), with minimum waiting time, and a shortest (in link transmission waiting) path from source to \( u^* \) and a shortest path from \( u^* \) to destination are concatenated to form a path from source to destination of the last job. On the other hand, for the last job, GR finds a path with minimum waiting plus service time, given \( J - 1 \) jobs routed by GR. Therefore, the inequality holds.

**Proof of Theorem 2:** By Lemmas 7 and 14, the job completion time under GR is at most \( W_{jj}^{GR} + S_{jj}^{GR} \). Let

\[
\alpha_2 = \max \left\{ \frac{\alpha_{cp}}{|V_p|} \frac{2(L+1)\alpha_{tx}}{k} \right\}. \]

By Lemmas 12 and 13 we have

\[
W_{jj} \leq \frac{\alpha_2}{|V_p|} \sum_{p=1}^{J-1} S_{jp}^{SS}(cp) + \frac{2(L+1)}{k} \sum_{p=1}^{J-1} S_{jp}^{SS}(tx) \tag{29}
\]

This together with Lemma 11 leads to

\[
W_{jj}^{SW} + S_{jj}^{SW} \leq \alpha_2 \sum_{p=1}^{J-1} S_{jp}^{SS} + \alpha_1 S_{jj}^{SS} \tag{31}
\]

\[
= \alpha_3 \left\{ \frac{1}{|V_p| + |E_p|} \sum_{p=1}^{J-1} S_{jp}^{SS} + S_{jj}^{SS} \right\} \tag{32}
\]

\[
= \alpha_3 \left\{ \frac{1}{|V_p| + |E_p|} \sum_{p=1}^{J-1} S_{jp}^{SS} + \left( 1 - \frac{1}{|V_p| + |E_p|} \right) S_{jj}^{SS} \right\} \tag{33}
\]

\[
\leq \alpha_3 (2 - \frac{1}{|V_p| + |E_p|}) T^* \tag{34}
\]

where \( \alpha_3 = \max(\alpha_2(|V_p| + |E_p|), \alpha_1) \). The last inequality follows from Lemma 8. This completes the proof.

**APPENDIX C**

**PROOF OF COROLLARY 1**

By assumption of zero network delay, \(|E_p| = 0\) and \(\alpha_{tx} = 0\) (this is because Lemma 8 holds with \(\alpha_{tx} = 0\)). In addition, \(\alpha_{cp} = 1\). It immediately follows that \(\alpha = 2 - \frac{1}{|V_p| + |E_p|}\), completing the proof.
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