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Abstract
We analyzed negative headshake found in the online corpus of Russian Sign Language. We found that negative headshake can co-occur with negative manual signs, although most of these signs are not accompanied by it. We applied OpenFace, a Computer Vision toolkit, to extract head rotation measurements from video recordings, and analyzed the headshake in terms of the number of peaks (turns), the amplitude of the turns, and their frequency. We find that such basic phonetic measurements of headshake can be extracted using a combination of manual annotation and Computer Vision, and can be further used in comparative research across constructions and sign languages.
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1. Introduction
While the importance of nonmanual markers in sign language grammar is well understood (Pfau and Quer, 2010; Wilbur, 2021; Lackner, 2021), only a small number of studies so far focused on phonetic properties of nonmanual movements (Baker-Shenk, 1983; De Vos et al., 2009; West, 2011; Dachkovsky et al., 2013; Puupponen et al., 2015; Tyrone and Mauk, 2016; Harmon, 2017). An important reason for the scarcity of phonetic investigation of nonmanuals has been methodological: manual annotation of nonmanuals is difficult, time-consuming and not very reliable while more reliable methods like using Motion Capture are expensive and also very time-consuming in terms of analysis of the data (Puupponen et al., 2015).

Recent advances in Deep Learning lead to significant breakthroughs in Computer Vision (CV): currently, multiple instruments exist that allow automatic detection and tracking of the human body in video recordings, OpenPose being probably the most famous to date (Wei et al., 2016; Cao et al., 2017; Cao et al., 2018). CV has been applied to sign language data especially in the context of automatic sign language recognition and translation (Ko et al., 2018; Koller et al., 2016; Saunders et al., 2020). However, only a few studies have used CV for linguistic analysis of sign language data, and especially for analyzing phonetic properties of nonmanuals (Kimmelman et al., 2020). At the moment, it is not well understood whether existing CV instruments are even suitable for linguistic analysis of sign languages, but it is already clear that extensive testing and adjusting of CV solutions is necessary before they can be applied to sign languages at scale (Kuznetsova et al., 2021).

In this paper, we report the results of an initial investigation of phonetics of nonmanual headshake in Russian Sign Language (RSL). We use naturalistic corpus data from the online corpus of Russian Sign Language (Burkova, 2015). We attempt to identify all negative utterances in the corpus, and then manually select the utterances containing negative headshakes. Consequently, we apply a CV instrument OpenFace (Baltrusaitis et al., 2018) to extract information about head rotation in these video files in order to further analyze phonetic properties of these movements quantitatively.

The aim of the study is thus two-fold. First, we describe basic phonetic properties of negative headshake in RSL, which can be a first step towards more detailed research on phonetics of headshakes in this and other sign languages. Second, we test and discuss the applicability of CV-tools for phonetic analysis of headshake.

2. Negative Headshake in SLs
One of the most common linguistic nonmanuals cross-linguistically is the side-to-side negative headshake (Zeshan, 2006; Pfau, 2008; Oomen and Pfau, 2017). In different sign languages, the headshake can accompany the negative sign alone or spread across parts of the whole sentence; in some sign languages (often called *non-manually dominant*), the headshake alone can express the negative polarity, without any manual negative sign. Recent studies based on corpus data have shown that, in naturalistic data, negative headshake can be frequent but by no means obligatory (Johnston, 2018; Kuder et al., 2018).

In a recent study (Rudnev and Kuznetsova, 2021), RSL has been classified as a manually-dominant sign language: negative sentences must contain a manual negative sign. The negative signs almost always occur in the clause-final position, as in (1). Negative headshake is also extensively used, and can also spread, as in (1).
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Our knowledge of phonetic properties of negative headshake across sign languages is very limited. In a recent small-scale study, Harmon (2017) described some aspects of phonetics of headshake in American Sign Language (ASL). She argued that ASL has two main types of headshake: canonical nonmanual negation, which begins with a wide arc and continues with smaller and smaller arcs, and intense negation, which has the same general shape, but with shorter (by 30-50%) arcs of movements. Both types of nonmanual negation can spread, and are generally temporally aligned with sign and sentence boundaries. Despite employing quantitative and CV-related techniques for data extraction, the paper does not report any quantitative results concerning phonetic properties of the headshake, and thus it is impossible to compare it to our findings below.

3. Methodology

In order to study phonetic properties of negative headshake in RSL, we applied the following steps, which we describe in more detail below: (1) Searching for negative signs and sentences in the online corpus of RSL (Burkova, 2015); (2) Manual identification of segments containing negative headshake; (3) Manual annotation of the boundaries of negative headshake and negative manual signs in ELAN (Crasborn and Sloetjes, 2008); (4) Extraction of head rotation measurements using OpenFace (Baltrusaitis et al., 2018); (5) Quantitative analysis of a subset of the measurements.

3.1. Corpus Data

The online corpus of RSL is a collection of over 230 video recordings produced by 43 RSL signers of different ages and from different regions, filmed mostly between 2010 and 2012 (Burkova, 2015). The total duration of the video recordings is approximately 4 hours 30 minutes, and it contains around 20,000 sign tokens. The corpus is fully available on-line, but registration is required to access the data. For more details and a case study, see Bauer and Kyuseva (2022).

Most recordings in the corpus are narrative monologues, although some dialogues are also included. Each recording is annotated on 3 tiers: right hand glosses, left hand glosses, and sentence translation, in Russian. The annotations were created in ELAN, but are also accessible and searchable via the on-line interface of the corpus.

In order to identify negative structures in the data, we searched in the ELAN annotation files for words that are used to express negation in Russian, including negative particles (most prominently не ‘not’), negative adverbs and negative pronouns. We then watched the found segments in order to identify (1) whether they were indeed negative structures and (2) whether they contained negative headshake.

3.2. Boundary Annotation

As mentioned above, the RSL corpus does not contain annotations of the nonmanual component. Because the horizontal position and the head movement along the horizontal plane are not exclusively associated with negation, we do not see an obvious way of automatically detecting negative headshake in the data. It might be possible to develop an ML solution, but we do not yet have sufficient data to train a model for automatic identification of headshake (see also a discussion in Section 5.3). Thus, we decided to manually annotate the boundaries of headshake in the segments that we selected before proceeding to further analysis of the data. We used the following criteria. We consider the onset of the headshake to occur on the first frame of leftward or rightward turn of the head from the position that was maintained in the previous context. We consider the offset of the headshake to occur on the last frame of the leftward or rightward turn before the head is maintained in some position afterwards. Note that, in both cases, the maintained position is not always forward-facing, as head turns can be used for functions not related to negation (see further discussion in Section 5.2). This procedure is subjective and based on laborious visual inspection of the data. In fact, in order to test reliability, the two authors independently annotated 65 instances of headshake, and only found 68% of raw overlap between the annotations. However, if manual annotations are combined with visual inspection of the results of CV data extraction, it is possible to identify the boundaries more reliably (Section 5.2).

We also annotated the boundaries of the manual negative signs to explore alignment with the boundaries of the headshake. We used commonly accepted criteria (as used for example in the corpus of Sign Language of the Netherlands (Crasborn et al., 2008)): the sign starts in the frame where the (initial) handshape is fully formed and the initial location is reached, and ends in the frame where the hand starts moving away from the final location and/or the handshape starts to change from the (final) handshape.

3.3. Measurement Extraction and Analysis

We used a Python script to cut video fragments based on annotation boundaries extracted from ELAN annotation files. These fragments served as input to OpenFace, a toolkit for face landmark detection, head pose estimation, and facial action unit recognition. (Baltrusaitis et al., 2018). Importantly, this software reconstructs a 3D model of the face from 2D video recordings, and estimates not only facial landmark locations, but also head position along the 3 axes in radians. Most relevantly for us is the estimation of head position along the horizontal axis (also know as pitch), as negative headshake is rotation of the head on this axis.
We used the `find_peak` function from the Python `scipy` model (Virtanen et al., 2020) to automatically detect peaks in the estimated horizontal rotation of the head. Because the data is noisy, and even minimal head movements clearly not classifiable as head turns were detected, we applied an empirically calibrated filter set to ignore any peaks which differed from the neighbors by less than 0.01 radians (see Figure 1 for an illustration of the process).

![Figure 1: Top: peak identification before filtration. Bottom: peak identification after filtration and amplitude calculation.](image)

For each headshake interval, we calculated the following measures:

- number of peaks;
- frequency: \( (n_{\text{peaks}} - 1)/\text{duration between the first and last peaks} \);
- the maximal amplitude.

The amplitude was calculated as the difference between the maximal and minimal peak for the interval. This is illustrated as the red dotted line in Figure 1.

The script used for cutting video fragments and extracting measurements from the data can be found here: https://github.com/nastyachizhikova/Negative_Headshake_Phonetics_RSL

For the quantitative analysis, we only focused on the headshake that co-occurs with the three most frequent manual negative signs (see Section 4). We explore the distributions of the main phonetic measures above in these three types of constructions graphically and with basic descriptive statistics, using R and R Studio [R Core Team, 2019] RStudio Team, 2019).

4. Results

4.1. Basic Properties of RSL Negation

Using the methods discussed above, we found 663 potential instances of negative signs in the RSL corpus. However, unexpectedly, a vast majority of examples (476, 72%) did not contain visible headshake. This confirms earlier findings that RSL is a manually-dominant sign language, but it is still quite surprising that only a minority of negative sentences are also marked with headshake.

Zooming in on the 187 examples that contain negative headshake, we can observe that a wide variety of manual negative markers are used in the data. The three most common types of manual negative signs are NEG, which is a side-to-side shaking of one or both palms used as the negative response sign ‘no’ or as a sentential negation (example 2, Figure 2, top line), NEG.EXIST which is the negative existential, but which can also be used as a sentential negation marker in combination with verbs (example 3, Figure 2, second line), and the class of irregular negative verbs (Zeshan, 2006), that is, verbs which have dedicated negative forms in RSL, such as NOT.KNOW and NOT.WANT (example 4, Figure 2, third line).

(2) ENTER NEG

‘Do not enter!’

(3) CLOSE ALSO NOTHING NEG.EXIST

‘In the one close by, there also was nothing.’

(4) INDEX1 NOT.KNOW

‘I don’t know.’

Another frequent negative marker is the negative particle NE, which almost always expresses sentential negation, and directly follows the verb, often cliticizing to it, as in example (example 5, Figure 2, bottom line). It formally resembles the NEG sign, but contains only a single movement of the hand.

(5) NOBODY MEET NE

‘Nobody is meeting me.’

As also discussed in earlier research, negative headshake can accompany the negative manual sign, but it also optionally spreads, as in (1). In our data, the

\[3\] This is not to say that all the cases without negative headshake were unmarked nonmanually. Other nonmanuals associated with negation, such as furrowed eyebrows and lowered mouth corners did occur, but we did not analyze them further.
spreading of the headshake was quite rare: it occurred in only 13% of the analyzed cases.
In the cases where there is no spreading, we observed remarkably precise alignment between the headshake and the manual negative sign. If we look in detail at the alignment between the headshake and the phases of the manual sign (Kita et al., 1998), the most common pattern is the following. The onset of the headshake coincides with the onset of the preparation phase of the negative sign, that is, when the hands start a transitional movement from a resting position or a preceding sign towards the negative manual sign, and the offset of the headshake coincides with the end of the stroke of the negative manual sign.

Consider Figure 3, which contains several screenshots from example (4). The first frame shows the last frame of the sign INDEX₁, and the head is in the neutral position. The second frame shows the retraction phase of this sign, initiating the transitional movement towards the manual negative sign, and the head starts a turning movement to the left. The third frame is in the middle of the transitional movement: the handshape of the negative sign NOT.KNOW is visible but not fully formed, and the initial location of the sign is not yet reached, while the head continues the turn. The fourth frame is the initial frame of the stroke of the negative sign, where the handshape and the initial location are fully formed, and the head starts a movement to the right. The fifth frame is the last frame of the stroke of the negative sign: the hands are still in the final location, and the head continues the turn from the headshake. Finally, in the sixth frame, the hands start moving towards the next sign, so this again is transitional movement, and the head starts another movement, a combination of turning and tilting, that is not a part of the negative headshake.

In some cases the onset of the headshake is synchronized with the onset of the stroke of the manual sign, but this is less common.
4.2. Phonetic Properties of Negative Headshake

For the quantitative analysis of the phonetic properties of negative headshake, we focused on the three most common types of manual negative signs demonstrated in (2)-(4) above. In total, we analyzed 68 sentences negative headshakes.

The first measure that we considered is the number of peaks, that is, the number of turns of the head, where a turn towards one side is counted as a single turn. Most frequently, the negative signs were accompanied with 1 or 2 turns, although 3-5 turns were also quite common, and one instance contained 14 turns.

Looking at the three types of manual negative signs, some tendencies can be observed. Specifically, while both NEG and NEG.EXIST most often co-occurred with a single turn of the head, irregular negation most often co-occurred with two turns, and never with one.

Concerning the amplitude of the turns, again, the three types were very similar. In general, the mean amplitude is 0.279 radians (16 degrees), and the median amplitude 0.23 radians (13.5 degrees), so the turns are relatively small. Irregular negation seems to be accompanied by headshake of a lower amplitude than the other groups, although the difference is not significant.

The final measurement we looked at was the frequency of turns, measured as the number of turns per second. The mean frequency was 7.9 turns per second. While no significant differences between the groups were found, the average frequency for the headshake co-occurring with the NEG.EXIST sign was slightly higher than for the other two types.

Finally, we visually explored the plots of the head position extracted from the video recordings. When looking at the cases with multiple peaks, we were interested whether we can observe the pattern previously reported for ASL, namely that the headshake starts with a wide arc, and that the following arcs decrease in amplitude. We indeed found many examples that conform to this pattern, as in Figure 4, upper panel. However, in some cases no decrease in amplitude was visible, and/or the first movement did not have the highest amplitude, as in Figure 4, lower panel.

5. Discussion and Outlook

5.1. Headshake in RSL

An important finding of this study is that headshake is a relatively infrequent marker of negation in RSL. Not only is headshake alone not enough to negate an utterance (a manual sign is required), but also under 30% of negative structures in the corpus contain headshake.

On average, the head turns 16 degrees to the side when performing the headshake; the frequency of head turns in negative headshake is around 8/s. These measurements in isolation are not very useful. However, they open the perspective of comparative phonetic research. In a pilot follow-up, we looked at a small number of elicited RSL examples containing negation, and observed headshake with significantly larger amplitudes and number of peaks than in naturalistic corpus data. This is not completely unexpected, but should be investigated further.

Furthermore, while we did not find significant differences in phonetic properties of headshake accompanying the three types of negative signs, we observed some indications that there might be differences between them. For example, it seems that headshake with irregular negation typically has more peaks (at least two), and a smaller amplitude. It might be the case that different phonological types of negative headshake exist in RSL. Unfortunately we do not have a dataset that is sufficiently large to investigate this further.

Finally, similar measurements of phonetic properties of negative headshake can be conducted in future for
5.2. Applicability of CV

An important goal of this study was to test the applicability of CV to phonetic analysis of nonmanuals in sign languages, specifically, to headshake. The measurements of head rotation extracted with OpenFace agree with our perception of head rotation in the recordings. In other words, whenever a head rotation is visible in the recording, it will be visible in the curve representing horizontal rotation of the head extracted from OpenFace. Whenever there is a peak in the movement (the head reaches the maximal degree of turning and starts moving in the opposite direction), this peak is also visible in the graph. Thus, OpenFace measurements can be used to identify the number of peaks and calculate the frequency of rotations.

The creators of OpenFace (Baltrusaitis et al., 2018) report that the absolute mean error for head rotation in their model is 2.4 degrees. It is useful to relate this to the mean headshake amplitude detected in our data, which is 16 degrees, and the standard deviation, which is 11.2. The mean error for amplitude is thus around 0.2 SD of the headshake we found. This means that OpenFace measurements can be used to estimate amplitude of headshake to this degree of certainty. However, if very small differences in amplitude are to be investigated, the measurement error can become an obstacle. We do not know of any research indicating that very minimal differences in headshake amplitude in sign languages can be meaningful, but the lack of such findings can also be due to the lack of research at that level of precision.

Finally, while OpenFace seems to produce good measurements of head rotation for video recordings, these measurements cannot be easily applied to detect negative headshake in the data. As mentioned above, head position can be used for many different purposes in addition to expressing negation; thus, a non-neutral position or even a sequence of non-neutral positions do not necessarily mean a headshake. This is illustrated in Figure 5, which shows a large amount of horizontal head movements, but only a small part of the utterance actually contains headshake. The initial part of the head movement is in fact due to the signer imitating a person looking for something.

However, it appears that one can combine measurements extracted with OpenFace and manual inspection of video recordings. Manual inspection can help identify roughly where headshake occurs, and OpenFace measurements can be used to more precisely detect its boundaries and to measure the amplitude.

5.3. Comparison to Other Types of Headshake

An issue related to the applicability of CV is comparing negative headshake to other types of headshake in other sign languages with sufficiently large published corpora. Thus it will be possible to test whether phonetics of headshake varies cross-linguistically.

RSL signers, and also comparing headshake produced by RSL signers to gestural headshake produced by e.g. speakers of Russian, in terms of phonetic characteristics. Such a comparison is necessary for quantitatively testing the claim in the literature that negative headshake in sign languages is different from gestural headshake, and that it is more grammaticalized (Pfau, 2008). Some recent corpus-based studies in fact directly question this conclusion, and argued that headshake produced by signers can be formally and functionally similar to headshake produced by non-signers (Johnston, 2018).

For the current study, we did not have the resources to compare negative headshake in RSL to headshake with other functions, or to headshake produced by non-signers. However, we think that the general methodology of using OpenFace to extract measurements of head rotation is fully applicable to conduct such a comparison in future. Furthermore, it seems conceptually possible and realistic to use output of OpenFace and Machine Learning to detect headshake in the data automatically, as the task of detecting headshake (vs. lack of headshake) is intuitively easier than distinguishing negative headshake (vs. other uses) based on measurements of head rotation alone. This automatic detection will likely need to be followed up by manual classification of the headshake detected, but this can still increase the speed of data collection and therefore sample sizes in future studies.
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