Using ontology embeddings for structural inductive bias in gene expression data analysis
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Abstract

Stratifying cancer patients based on their gene expression levels allows improving diagnosis, survival analysis and treatment planning. However, such data is extremely highly dimensional as it contains expression values for over 20000 genes per patient, and the number of samples in the datasets is low. To deal with such settings, we propose to incorporate prior biological knowledge about genes from ontologies into the machine learning system for the task of patient classification given their gene expression data. We use ontology embeddings that capture the semantic similarities between the genes to direct a Graph Convolutional Network, and therefore sparsify the network connections. We show this approach provides an advantage for predicting clinical targets from high-dimensional low-sample data.

1 Introduction

Ontologies are structured representations of semantic knowledge commonly used to represent biological concepts. For example, the Gene Ontology (GO) [1] unifies the representation of genes and their functions across all species. Ontologies prove useful for developing machine learning systems operating on biological entities [2,3,4], and they have an advantage of integrating data from all the omics (genomes, transcriptomics, proteomics, metabolomics, etc.). Recently developed ontology embeddings [5,6,7,8] are structure-preserving maps from ontologies into vector spaces. The embeddings capture the semantic similarity between the genes. For example, genes TP53 and FOXA1 are close in the ontology space as they are transcription factors annotated to common molecular functions and biological processes, including terms related to cancer. We incorporate such prior knowledge into a machine learning system that classifies cancer subtypes from gene expressions.

The development of novel deep learning models on graphs [9,10,11,12] combined with biological motivations behind the network propagation model [13] has created an opportunity to leverage the prior biomedical knowledge without overly restricting the expressive power of the neural model. Rhee et al. [14] proposed a combination of graph neural network (GNN) with a relation network [15] to perform convolutions on the gene expressions and classify cancer patients into PAM50 subtype [16]. A similar work of Dutil et al. [17] explores the usage of Graph Convolutional Network (GCN) directed by PPI networks [18] on the single gene inference tasks. The follow-up works by Bertin et al. [19] and Hashir et al. [20] concluded that gene expression dependencies can be predicted almost as well by using random networks as by using biological networks. One of the reasons for this is that the degree of the nodes varies significantly and the predictions tend to be worse for the genes with a low number of neighbours (or no neighbours at worst). Such nodes get less signal and thus tend to lead to lower performance. Crawford et al. [21] explored this observation and showed that when low-degree genes are removed, then the biological networks yield better performance than random graphs.

This work takes a different approach and is the first to use the ontology embeddings as a similarity measure between the genes in order to impose the inductive bias for the patient classification tasks.
from gene expressions. We extend the gene expression convolution work of Dutil et al. [17] by proposing novel graphs automatically generated from ontology embeddings, and a node embedding method combining knowledge-based gene embeddings with the expression values. Automatic generation of graphs expressing semantic similarity between genes allows overcoming the problems with nodes that have a small number of neighbours. Moreover, the ontology-based feature selection allows selecting a biologically relevant set of features.

2 Methods

We built the OntoGCN (ontology-directed Graph Convolutional Network) neural model where known similarities/relationships between the features (genes) direct processing in the network and help the model to avoid learning spurious correlations [17]. OntoGCN enforces convolutions on the genes related by similarity and thus captures localised patterns of data, similarly as convolutional neural networks capture spatial relationships of pixels in the images [22].

Figure 1 illustrates the workflow of our OntoGCN neural model. Each gene contributes a node to a knowledge graph where edges represent the similarity between the genes. We create edges that connect each gene to its K-nearest neighbours in the ontology embedding space according to the cosine distance. We use DL2vec ontology embeddings that are a graph-based method learning gene representations over three biomedical ontologies (GO [1], UBERON [23], and MP [24]). The topology of the graph is the same for all the patient samples in the dataset, but each patient spans a new instance of the graph with different expression values at the nodes. At each graph convolution step, the neighbouring nodes are aggregated together based on their connectivity (Figure 1 shows the update step for the ESR1 node, but similar message-passing happens for every node). After convolution, the gene nodes are dropped at random and also pooled using topology-based aggregation clustering. Finally, a prediction is made from the remaining nodes via a fully connected layer.

A possible advantage of using a graph generated based on similarity, rather than a curated PPI network, is that one can freely control the sparsity or the number of neighbours for each of the nodes. This overcomes the problems regarding the nodes with few neighbours [20, 19]. Moreover, we can generate a connected graph for any subset of genes present in the ontology embedding space, while taking a subset of genes for PPI network may result in a disconnected graph.

Dutil et al. [17] learn embeddings for the genes during the training of the graph neural network. The input for the nodes in the model is these embeddings (initialised at random) scaled by their corresponding expression level for a particular sample. Such a method may potentially obfuscate the values of the input features (expressions).

The simplest way to avoid this is to use the expression values directly as the model input without scaling them via node embeddings. We propose another method of combining knowledge-based gene embeddings with the expression values (varying for each sample). First, the ontology embedding is concatenated with the expression and passed through a fully connected layer. Then we concatenate the expression value to the produced representation. Such an approach is potentially better than a simple scaling as it adjusts the node embeddings depending on the expression, and it also ensures the preservation of the expression value itself. Having knowledge-driven node embeddings helps convolution kernels to differentiate better between the genes during the graph convolutions, while at the same time it captures the similarity between the genes related by the biological knowledge.
Table 1: Performance comparison of the methods on the PAM50, ER and iC10 patient classification tasks (accuracy ± std), using all genes as input features. Bold font marks the cases when the model obtained statistically significantly better results than the baselines.

|                          | PAM50       | ER          | IC10        |
|--------------------------|-------------|-------------|-------------|
|                          | train size 100 | 1500 | 100 | 1500 | 100 | 1500 |
| OntoGCN w/o node embeddings | 72.3±2.9   | 81.2±0.8  | 91.4±1.0   | 93.7±1.0   | 48.2±3.1  | 74.3±2.3  |
| OntoGCN w/ node embeddings  | 72.7±3.7   | 81.6±2.2  | 90.8±0.5   | 93.8±1.2   | 50.4±2.3  | 73.7±3.3  |
| Random Forest            | 69.3±1.1   | 78.4±1.0  | 88.7±1.2   | 93.1±1.2   | 66.7±0.9  | 71.3±2.1  |
| Multi-Layer Perceptron   | 60.1±5.0   | 77.9±2.5  | 88.8±1.8   | 90.9±5.0   | 40.4±4.5  | 68.9±1.6  |

3 Experiments and results

The experiments consider the tasks of classifying cancer patients from their genomic data collected by Molecular Taxonomy of Breast Cancer International Consortium (METABRIC) [25]. The classifications aim at three different subtypes of breast cancer: PAM50 (5-class molecular cancer subtypes) [16], ER (binary classification into immunohistochemistry subtypes) and iC10 (11 IntegrativeCluster subtypes) [25].

For the bulk of the implementation, we reused the codebase from Dutil et al. [17]. We extended the implementation by custom graph topology generated from ontology embeddings and novel methods of generating knowledge-driven node embeddings. As the baselines, we use the Multi-Layer Perceptron (MLP) with dropout and Random Forest (RF).

Table 1 presents the results in which all of the 24368 available genes are used as an input to the model with no feature selection. The evaluation explores various scenarios of data scarcity, as each experiment is performed using the training sample of 1500 or 100 patients.

The results for PAM50 cancer subtype classification, presented in Table 1, demonstrate a statistically significant improvement over the baseline models not using prior biological knowledge (with a p-value of 0.035 between the results of GCN and MLP for the training sample of 1500). The improvement achieved by GCN over baselines is especially visible in the case of the low data scenario of 100 patient samples. The MLP model is struggling to achieve high scores with the scarce data, due to the vast spurious connections. Directing the neural connections via ontology-based graph convolutions seems to overcome these problems and performs better. On the ER task, the GCN (with no node embeddings or the proposed ontology-based node embeddings) outperforms the baseline models in the low training data setting of 100 patients. On the task of iC10 classification, the GCN outperforms baselines when there is sufficient training data used. However, it struggles when trained on scarce data and applied to multi-label classification tasks such as iC10 (with 11 labels).

In relation to the previous work on imposing bias from biological networks via graph convolutions, we compare in our experiments the graph generated using ontology embeddings with two graph datasets containing a mixture of protein-protein interaction and gene co-expression data: GeneMANIA [18] and STRINGdb [26]. We also consider a baseline of a graph with randomly generated edges (with matching degree). Such a baseline allows determining if performance gains come from the model itself or the underlying prior biological knowledge. The results in Table 2 suggest that curated biological networks are a good source of prior knowledge. The slightly improved performance in case of the automatically generated ontology graph is probably caused by the ability to freely tune the sparsity of the graph, which regularises the sizes of kernels in convolution and overcomes the problems caused by sparsely connected genes in the network [19, 21].

Table 2: Performance comparison of the graphs directing GCN structure on the PAM50 classification task (accuracy ± std). The GCN used expression values as the nodes’ input, without the node embedding mechanism.

|                          | PAM50       | ER          | IC10        |
|--------------------------|-------------|-------------|-------------|
|                          | train size=100 | 1500 | 100 | 1500 | 100 | 1500 |
| OntoGCN                  | 72.3±2.9   | 81.2±0.8  | 91.4±1.0   | 93.7±1.0   | 48.2±3.1  | 74.3±2.3  |
| Random graph             | 68.9±3.9   | 78.0±4.7  | 80.1±2.1   | 80.7±1.2   | 40.4±4.5  | 68.9±1.6  |
| GeneMANIA graph [18]     | 71.7±2.6   | 80.1±2.1  | 80.7±1.2   | 80.7±1.2   | 40.4±4.5  | 68.9±1.6  |
| STRINGdb graph [26]      | 71.2±2.5   | 80.7±1.2  | 80.7±1.2   | 80.7±1.2   | 40.4±4.5  | 68.9±1.6  |
| Random Forest            | 69.3±1.1   | 78.4±1.0  | 80.4±3.7   | 80.7±1.2   | 40.4±4.5  | 68.9±1.6  |
| Multi-Layer Perceptron   | 60.1±5.0   | 77.9±2.5  | 88.8±1.8   | 90.9±5.0   | 40.4±4.5  | 68.9±1.6  |
We further combine the proposed GCN model with ontology-based feature selection strategy. The method combines prior knowledge of known cancer drivers with automatic selection based on semantic similarity of genes from the ontology embeddings. It begins by choosing a single gene that is known for its expression levels being highly correlated with the task. For example, for the task of predicting PAM50 subtype, such gene is ESR1, which encodes an estrogen receptor [27, 28, 29]. Given at least one gene expression known as an important factor in the cancer-related classification task, one can select a set of (e.g., 1000) genes related with similar functions to the reference gene according to the cosine distance in the ontology embedding space.

The results in Figure 2 for PAM50 classification show that the feature selection is important when using a smaller set of genes of cardinality below 4000. Given the genes chosen with the proposed feature selection strategy, both MLP and GCN outperform the baseline of MLP operating on a random set of genes. The differences are less significant on the larger gene-set covering most of the genes as the models can then discover signals distributed among a variety of genes.

The proposed GCN model with structural inductive bias based on ontology prior knowledge performs on par with MLP on the smaller selected set of genes. However, it can outperform the MLP in the situation when the whole high-dimensional input is considered. In such a situation the MLP (green) performance drops while GCN (yellow) continues to improve with a larger gene-set when given a large enough training sample. For PAM50 on scarce training samples, the performance of GCN and MLP reaches its peak around an input set of 1000 genes. After that MLP performance declines while GCN is still performing well.

4 Conclusions

We presented OntoGCN, a graph neural network model that exploits prior biological knowledge from ontologies to analyse gene expression data in the cancer patient classification tasks. The model uses ontology embeddings [5] to generate a graph directing the convolution operations in the network.

The results suggest that imposing ontology-based knowledge as structural inductive bias in the model helps to mitigate the difficulties of high-dimensionality, by limiting the number of connections in the neural network architecture. This can be useful for clinical tasks when little is known about the influence of different genes to a particular target bio-marker. In such scenarios, where all available data has to be put in use, the structural inductive that limits spurious connections proves beneficial. However, if there is enough knowledge about the task to do feature selection, then limiting the number of inputs and applying a simpler machine learning model may be a better way forward.

While in this paper we focus only on a number of clinical tasks that are related to known gene expressions, the proposed approach is general and applicable to other tasks. Therefore, we intend to investigate the generality using other data from other clinical studies. Moreover, it would be particularly interesting to evaluate the method on clinical targets derived from heterogeneous data sources (such as image data as well as other types of genomic data).
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