Two Stages Transfer Algorithm (TSTT) for Independent Tasks Scheduling in Heterogeneous Computing Systems
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Abstract. Task scheduling is critical in heterogeneous systems especially with the huge number of tasks transmitted over grid causing system delay. Since heuristics are proposing methods for solving heterogeneous computing systems, several techniques were proposed for the scheduling on grid computing systems to get better execution time. In this paper, a proposed new heuristic algorithm named Two Stages Tasks Transfer (TSTT) algorithm to enhance Tenacious Penalty Based scheduling (TPB) algorithm. Heterogeneous Computing Scheduling Problem (HCSP) mathematical model has been used, where the independent tasks assigned to heterogeneous machines with different characteristics. Twelve datasets with different heterogeneity level examined using different heuristic algorithms to compare the performance with our proposed algorithm. The proposed algorithm showed its efficiency in term of makespan, resource utilization metrics for set of tasks.

1. Introduction
In the last two decades, the high speed low-cost computers production led to boost the processing power through networks; this fact helps to grow in distribution of distributed systems to contain and tap these resources [1,2].

A heterogeneous computing (HC) referring to set of heterogeneous elements called computers, resources, processors or machines, these resources connected to each other by a network [2]. Figure 1 shows the heterogeneous computing environment.

Cloud computing and Grid computing are famous examples of distributed computing resources working over loosely coupled virtual machines, created by connecting many heterogeneous computing resources with different characteristics. Where both cloud and infrastructures provide an easy low cost solutions to access for distributed computing resources distributed over the globe to solve large problems [3,4].
The main issue when using a distributed computing systems environment is finding an efficient way for task scheduling to satisfy the user needs of fast computing power, where tasks should be assigned to the resources in a clever way [2].

In this research, we aim to propose an efficient solution for Heterogeneous Computing Problem (HCSP) and evaluate this method to ensure its efficiency.

2. Related Works
Tasks and machines in general are heterogeneous with different capabilities and different properties. The large scale of resource and big number of tasks can lead to system degrading; this fact motivated the researcher to do many researches on scheduling methods for heterogeneous computing systems. Resource heterogeneity, tasks heterogeneity and task dependencies were the main issues to deal with during conducting the research [5].

HCSP attracted many researchers, where many techniques used to solve this problem such as heuristic and metaheuristic techniques [5,6].

Min-Min algorithm introduced by [7] and [8]. Min-Min schedule the task depends on earliest finishing time (EFT) value for each machine. Despite its good results, scheduling in Min-Min seems bad idea when the number of short tasks is much higher than the number of long tasks where there is no many options for scheduling [9,10].

Authors in [11] and [12] proposed load balancing algorithm. Min-mean algorithm derived from Min-Min algorithm. Where this algorithm has two steps, in first step, Min-Min algorithm was used. In the second step, mean execution time (meanCT) computed and compared with all machines’ finish time, if the machine with EFT less than meanCT, then the task with maximum EFT value will be scheduled, otherwise, the task with minimum EFT will be scheduled. The algorithm showed better results comparing to min-min algorithm in term of total execution time. But the problem of having majority of loaded machines was not solved because the algorithm depends on Min-Min algorithm in its first stage.

Unlike Min-Min which select depending on earliest finishing time, the MaxMin in [6,8,13] choose tasks to be scheduled depending on maximum EFT value[14]. Another problem appeared when the number of long tasks is much higher than the short tasks, where it might cause makespan to degrade less than Min-Min [10].
An improved algorithm Max-Average was developed by [15] to improve Max-Min algorithms by calculating the average completion time for all machines then assign the maximum completion time task to minimum estimated completion time resource. The new algorithm shows a better result comparing to Max-Min algorithm in term of makespan.

Sufferage discussed by [13] and [8], where the tasks in Sufferage algorithm might suffer if the task does not schedule to the machine which can execute it faster. The suffer value compute by finding the difference between the machine with earliest finish time (EFT) and the machine with second earliest finish time. After calculating the suffer value for all tasks, the task with highest suffer value will be assigned to the machine with lowest completion time. The main drawback of this algorithm is calculating the suffer value in each iteration which cause more time to be lost.

LSufferage proposed by [1] is an enhancement of Sufferage algorithm trying to overcome its drawback by adding the priority list to store the priority of execution for each task, where each machine has a list of priorities. The priorities of tasks which run on faster machine are higher than other machines. The results of this algorithm didn’t show better results in term of makespan comparing to other heuristics in the paper.

A heuristic algorithm with load balancing mechanism named penalty based (PB) were proposed by [16]. The tasks in this algorithm assigned to machine with minimum execution time in first phase. Second phase did the load balancing by moving the task from the most loaded machine to less loaded machine, task penalty in this case must be minimum.

TPB is an enhanced algorithm; this algorithm is an enhancement of PB algorithm proposed by [1]. The idea of moving the task from the most loaded machine to least loaded machine has been extended. Tenacious penalty based algorithm (TPB) move the task from the most loaded machine to any other machine by checking with other machines after sorting them depending on load in ascending order. The authors compared between the new two proposed algorithms (LSufferage and TPB) with some other heuristics. The results showed that their new algorithm TPB is better in term of makespan.

Even TPB showed excellent results in term of makespan, researchers always aim to reach optimality. In our research, we aim to reach an optimal solution to execute tasks faster and improve the utilization.

3. Experiment
Heterogeneous Computing Scheduling Problem (HCSP) become very important issue, especially with the increasing in use distributed computing with heterogeneous resources [17].

Estimated Tasks Completion (ETC) matrices proposed by [6,18] used to test and evaluate our proposed algorithm. ETC matrix contains the expected execution time for the task on each resource. Each element in matrix ETC[t,p] represents the execution time for task t in resource p, assuming that the transfer time of the task included. These values assume to be known a priori approaches that can be used. This estimated values based on analytical benchmarking and profiling [6]. With twelve datasets proposed by [6] which consider all heterogeneity and consistency for both tasks and machines, these testbeds become as one of main standards benchmarks which can evaluate and solve heterogeneous computing scheduling problem (HCSP). Table 1 below showing the heterogeneity levels for datasets used in our experiments.

| Heterogeneity | Consistency |
|---------------|-------------|
| Task          | Resource    | Consistent | Inconsistent | Semi-consistent |
| High          | High        | u_c_hihi   | u_i_hihi     | u_s_hihi       |
| High          | Low         | u_c_hilo   | u_i_hilo     | u_s_hilo       |
| Low           | High        | u_c_lohi   | u_i_lohi     | u_s_lohi       |
| Low           | Low         | u_c_lolo   | u_i_lolo     | u_s_lolo       |
ETC model considered as one of most important computational models, work to solve scheduling problems as [2,5] mentioned. Full details, datasets and some experimental results can be downloaded from [19].

For this purpose, HCSP mathematical model developed by [1] to deal with the ETC matrices has been used. This model designed to achieve a better understanding for problem, and better scheduling results as well by concerning the makespan value minimization as a main objective.

4. The proposed Algorithm

Our proposed algorithm inspired by TPB algorithm proposed by [1] which has very efficient executing time.

Tenacious penalty based algorithm (TPB) proposed has two phases. In first phase, TPB sort the machines depending on their load in ascending order; assign the tasks to earliest finishing time machine. In the second phase, the tasks move from the most loaded machine to any other machine according to penalty value by checking with other machines after sorting them depending on load in an ascending order. Table 2 below shows the definition of notations used in pseudo code for both Algorithm 1 and Algorithm 2.

| Notation | Definition |
|----------|------------|
| comp_a  | Completion time of pa |
| cb      | Completion time of pb |
| ETC     | Estimated Completion Time |
| m_penalty | Minimum penalty |
| new_cb  | New completion time for the selected machine |
| new-comp_a | new completion time for the Maximum loaded machine |
| new_ms  | New calculated makespan |
| P       | Set of all machines |
| pa      | Most loaded machine |
| pb      | Selected machine |
| pl      | Set of machines sorted in ascending order |
| rep     | Repetitions |
| s_proc  | Selected machine |
| s_task  | Selected task to be transferred from pa |
| s_t_1   | Selected task from pa to be exchanged with s_t_2 from pb |
| s_t_2   | Selected task from pb to be exchanged with s_t_1 from pa |
| T       | Set of all tasks |

Algorithm 1  Tenacious penalty based (TPB)

\[ \forall \ t \ where \ t \in T , Schedule \ t \ to \ the \ machine \ which \ can \ execute \ the \ tasks \ faster \]

\[ rep = 0 \]
while rep < T
    rep = rep + 1
    m_penalty = +∞
    s_task  = −1

    for all pb ∈ pl excluding pa do
        for all t ∈ tasks scheduled in pa do
            if cb +ETC(t, pb) < comp_a then
                penalty = (ETC(t,pb)-ETC(t,pa))/(ETC(t,pa))
                if penalty < m_penalty then
                    m_penalty = penalty
                    s_task  = t
                    s_proc = pb
                end if
            end if
        end for
        if s_task ≠ −1 then
            Transfer s_task from pa to s_proc
            Continue the while loop
        end if
    end for
    if s_task = −1 then
        return
    end if
end while

The need for fast task execution time in distributed computing systems increased rapidly. This need was a motivation to propose an efficient algorithm to reduce the execution time and increase the utilization between the resources. In this section, a proposed algorithm Two Stages Tasks transfer (TSTT) presented. From its name, we can conclude that the proposed algorithm has two stages. The first stage adopted from Tenacious Penalty Based algorithm (TPB) algorithm proposed by [1], where the scheduler tries to reduce the makespan by transferring the task from most loaded processor to any other machine. The task and its receiver machine were chosen according to a penalty equation which can lead to reduce the makespan. The proposed algorithm TSTT extends the idea of TPB by adding another step where tasks can be exchanged between the two chosen machines depending on a comparison value between the estimated makespan of the chosen machine and the maximum loaded machine.

Algorithm 2  Two Stages Tasks Transfer (TSTT)
Stage 1: is equivalent to TPB algorithm (Algorithm 1)
Stage 2: Tasks exchange stage:

For all t1 ∈ T where t1 scheduled in pa
    For all p in P except the pa {
        Selected machine (pb)
        cb  → (selected machine completion time)
        For all tasks t2 ∈ T where t2 scheduled in pb
            new-comp_a  → (new completion time for the Maximum loaded machine)
            new-comp_a= comp_a- ETC(t1, pa)+ETC(t2, pa)
            new_cb = cb − ETC(t2,pb) + ETC(t1,pb)
if (ca_new < comp_a && cb_new < ca) then
    new_ms = max(ca_new, cb_new); // new makespan
    If (new_ms < ca)
        \( s_{t_1} = t1 \)
        \( s_{t_2} = t2 \)
        \( s_{proc} = pb \)
    End if
End if
End for
If tasks selected \( \rightarrow \) transfer \( s_{t_1} \) from \( pa \) to \( s_{proc} \)
    \( \rightarrow \) transfer \( s_{t_2} \) from \( s_{proc} \) to \( pa \)
End if
End for

The pseudo code presented in Algorithm 2 represented the details of the proposed algorithm. By checking if the task exchange between the maximum loaded machine \( pa \) and the selected machine \( pb \) will lead to reduce the makespan, then the scheduler will make a decision to do a task exchange. Otherwise the scheduler will keep searching till find a machine with the task which lead to decrease the makespan. This algorithm set reducing the total execution time (makespan) as a goal.

5. Results and discussion
In this paper, two important performance metrics have been used to show the efficiency of state of the art algorithms in term of makespan and resource utilization. The proposed algorithm will be compared with well-known heuristics like Sufferage, penalty based and Tenacious penalty based algorithms.

5.1. Parameters
The parameter settings performed depending on the twelve problem datasets [19] were used. In this experiment, datasets tested 512 X 16. This indicates 512 tasks and 16 machines. Java based simulation has been used on Intel (R) core(TM) i7 -6500U CPU @2.5 GHz, 2.9 GHz to run this simulation. The research has been done using the parameters shown in table 3 below:

| Parameters used in the implementation |
|---------------------------------------|
| Tasks                                 | 512 |
| Machines                              | 16  |
| Task heterogeneity                    | High, low |
| Machine heterogeneity                 | High, low |
| Machine consistency                   | Consistent, inconsistent, semi-consistent |
| Datasets                              | \( u_c_{hihi}, u_c_{lohi}, u_c_{hilo}, u_c_{lolo}, u_i_{hihi}, u_i_{lohi}, u_i_{hilo}, u_i_{lolo}, u_s_{hihi}, u_s_{lohi}, u_s_{hilo}, u_s_{lolo} \) |

5.2. Performance metrics
In this paper, two performance metrics has been used to show the efficiency of our proposed algorithm in term of makespan, resource utilization. The proposed algorithm compared with well-known heuristics like Sufferage, Penalty Based, and Tenacious penalty based algorithms.

5.2.1. Makespan
Makespan is the time takes the scheduler to schedule all tasks in its suitable resources, where the makespan is the main objective in scheduling process [20]. Makespan equation (1) listed below:

\[ \text{Makespan} = \sum_{i=1}^{n} \text{Task Duration}_i \]

\[ \text{Makespan} = \sum_{i=1}^{n} \frac{\text{Task Duration}_i}{\text{Resource Utilization}_i} \]
Makespan = \( \max \{ \text{completion}[t], \text{where } t \in T \} \) … (1)

In our experiment we used the lower bound (LB) values to represent the optimal execution time to solve the scheduling problem. These values are unrealistic values, because it is assuming that the system can’t be interrupted under any circumstances like some physical or even task preemption. These values calculated using linear programming relaxation assuming every task in HCSP instances always executed on fastest machine (2). The LB values for all the twelve datasets published in [19].

The gap between the optimal solution and the current solution for the heterogeneous computing scheduling problem (GAP) presented in equation (2) were introduced by [21].

\[
\text{GAP} = \frac{\text{Current makespan} - \text{Lower bound value}}{\text{Lower bound value}} \quad (2)
\]

**Figure 2.** The gap between calculated makespan and lower bound for the consistent datasets (u_c_hihi, u_c_loho, u_c_hiho, u_c_lolo).

**Figure 3.** The gap between calculated makespan and lower bound for the inconsistent datasets (u_i_hihi, u_i_lohi, u_i_hiho, u_i_lolo).
Fig. 4. The gap between calculated makespan and lower bound for the semi-consistent datasets (u_s_hihi, u_s_loho, u_s_hilo, u_s_lolo).

The figures 2, 3, and 4 showed graphical summaries of the makespan gap from the optimal solution. The datasets categorized according to the consistency into consistent, inconsistent and semi-consistent. Figure 2 represents the consistence datasets, while figure 3 represents the inconsistent dataset, and figure 4 represents the semi-consistent one.

From the result shown above in figures 2, 3 and 4, we can observe that the bar of (TSTT) has a least value among all heuristics compared with it (Sufferage, PB and TPB). This means that the proposed algorithm is closer to optimality comparing to other examined algorithms.

5.2.2. Resource Utilization

Resource utilization “is one of the main characteristics in heterogeneous computing. Achieving high resource utilization is the goal for researchers to gain benefits from idle resources. We can also say it is a quality of service metric. Resource utilization can be defined as the average utilization of the resources”. Taking full advantage of resources is an important objective in heterogeneous computing scheduling. The importance of the resource utilizations because of the economic effect [5].

\[
\text{Resource utilization} = \frac{\sum_{p \in P} \text{Completion time (p)}}{\text{makespan} \times np} \quad (3)
\]

Where \( p \in P \) (Set of all the machines), and \( np = \) number of machines.
Figure 5. The resource utilization for the tested heuristics using the consistent datasets (u_c_hihi, u_c_loho, u_c_hilo, u_c_lolo).

Figure 6. The resource utilization for the tested heuristics using the inconsistent datasets (u_i_hihi, u_i_lohi, u_i_hilo, u_i_lolo).
Figure 7. The resource utilization for the tested heuristics using the semi-consistent datasets (u_s_hihi, u_s_loho, u_s_hilo, u_s_lolo).

The figures 5, 6 and 7 summarized the resource utilization results of the tested algorithms for all heterogeneity and consistency prospects. The datasets categorized according to the consistency into consistent, inconsistent and semi-consistent. Figure 5 represent the consistence datasets, while figure 6 represent the inconsistent dataset, and figure 7 represent the semi-consistent one. As shown in these figures we can observe that the orange color bar (TSTT) has a better utilization comparing to the other tested heuristics, where the result for the proposed algorithm is closer to the maximum utilization (closest to 100% utilization).

However, these results have not previously been discussed. Figure 2 showed the gap of produced makespan from the optimal makespan in consistent datasets. The results showed that the proposed algorithm always has a better execution time comparing to other heuristics; this might be because the new algorithm have a better load balancing for the reason that the proposed algorithm always make sure to produce better makespan by transferring and exchanging tasks to get better results in term of execution time.

Figures 3 and 4 presented the gap of produced makespan from the optimal makespan in inconsistent and semi-consistent datasets, the results showed that the proposed algorithm always produce better results from other examined heuristics, but in some datasets, such as u_i_hihi, u_i_lohi and u_s_hihi, this algorithm share the best results with TPB algorithm. These results may be explained by the fact that the TSTT is the proposed enhancement of TPB algorithm done by [1], where a new stage has been added to enhance the algorithm and produce better makespan by exchanging the tasks between the resources; This gives a reason where this result might be generated because there are no tasks have been exchanged because the condition of tasks exchange in the second phase have not met.

We can notice that the same datasets (u_i_hihi, u_i_lohi and u_s_hihi) in resource utilization figures (5, 6 and 7); the proposed method TSTT and TPB algorithm got same values, while in other nine datasets produce better values. This might happen as we mentioned previously because of there are no tasks have been exchanged because the condition of task exchange in the second phase have not met, where the results of resource utilization influenced by makespan value [20].

6. Conclusion
The scheduling in heterogeneous computing system is critical problem; especially with the increasing in heterogeneous resources usage in different heterogeneous environments like grid computing and cloud computing with increasing in the tasks submitted to these resources. This fact lead to increases the need to provide an efficient task scheduling method which can be reduce tasks execution time, and
utilization between resources to achieve fast services for the system clients and optimal utilization between resources.

An enhanced algorithm proposed in this paper used a load balancing technique to provide better results in term of makespan and resource utilization. Two stages tasks transfer mechanism used to achieve better load balancing by moving the tasks from most loaded machine to any other machine in a way where make sure that the new makespan always lesser than the previous one. The results showed that the proposed method provide better results in term of makespan, resource utilization than other well-known scheduling algorithms.

For future work, we plan to consider other specification, such as: tasks deadline, and task preemption in our research.
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