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Abstract: Operation and maintenance (O&M) activities represent a significant share of the total expenditure of a wind farm. Of these expenses, costs associated with unexpected failures account for the highest percentage. Therefore, it is clear that early detection of wind turbine (WT) failures, which can be achieved through appropriate condition monitoring (CM), is critical to reduce O&M costs. The use of Supervisory Control and Data Acquisition (SCADA) data has recently been recognized as an effective solution for CM since most modern WTs record large amounts of parameters using their SCADA systems. Artificial intelligence (AI) techniques can convert SCADA data into information that can be used for early detection of WT failures. This work presents a systematic literature review (SLR) with the aim to assess the use of SCADA data and AI for CM of WTs. To this end, we formulated four research questions as follows: (i) What are the current challenges of WT CM? (ii) What are the WT components to which CM has been applied? (iii) What are the SCADA variables used? and (iv) What AI techniques are currently under research? Further to answering the research questions, we identify the lack of accessible WT SCADA data towards research and the need for its standardization. Our SLR was developed by reviewing more than 95 scientific articles published in the last three years.
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1. Introduction

The problems associated with global warming have led the scientific community to search for new sources of energy, with renewable resources emerging as a promising alternative to conventional energy from fossil fuels. Wind energy stands out among the different renewable energy sources for its excellent characteristics, being defined as “the fastest growing renewable energy source in the world” with an average annual growth of 30% over the past two decades [1].

The last annual report published by the Global Wind Energy Council (GWEC) showed that installed wind power capacity had reached 650 GW by the end of 2019 [2] (Figure 1). The report estimated that installed wind power would have to be 800 GW by the end of 2021 and 840 GW by the end of 2022 in order to achieve the global CO₂ emission reduction targets. If the wind industry continues to grow, the technology will also continue to improve, and the costs of installing wind projects will continue to decline [3–5].

In addition to having certain advantages as compared with those onshore, such as more stable and stronger wind speeds, it is clear that offshore wind farms (WFs) operate in extreme conditions (remote marine environments). However, certain onshore WFs can also be found in harsh conditions [6], with some operating in complex terrains, extreme temperatures (very low or very high temperatures),
high humidity, and hard-to-reach areas. Thus, further challenges are posed in the transport, installation, and operation of such wind turbines (WTs) [7].

Figure 1. Total cumulative and yearly installed world wind power capacity.

As mentioned, the difficult access to WFs and their remoteness from control centers give rise to high costs of operation and maintenance (O&M) activities. The scientific literature has proposed different criteria on the costs of O&M for WFs. The authors in [8] stated that for a useful life of 20 years, the O&M costs of offshore WFs accounted for 30% of the total expenditure. O&M tasks are said to account for up to 23% of the total costs for offshore WFs in [9]. In [10], it was mentioned that O&M costs represented approximately 20% to 25% of the total power generation costs for offshore WFs and 10% to 15% of the total generation costs for onshore ones. The authors in [11–16] broadly agreed that WF O&M costs could account for approximately 25% to 35% of the total cost of power generation. These O&M cost percentages could be increased by recurring failures in the different components of a WT. Therefore, early detection of potential WT failures [17], as well as establishing an appropriate maintenance strategy, are imperative in the decision making of WF owners and operators. Thus, appropriate WT condition monitoring (CM) is of paramount importance.

According to [18], CM can be defined as an activity, performed manually or automatically, for observing the actual state of a component. Thus, in the early stage of a component, CM can function to provide a reliable indication of the presence of a failure, so that actions can be planned and downtime is minimized.

Many authors have attempted to identify the most critical components in a WT. Few reliability studies, however, have been conducted to resolve this issue. The authors in [19] suggested that the control system, gearbox, electric system, generator, as well as hub and blades are the most critical components. A recent review published in [20] presented and compared thirteen reliability studies (including the breakdown of failure rate and downtime for thirteen WT sub-assemblies), an average of which has been calculated and is presented in Figure 2 below.

Figure 2 shows that the electric and control systems and the others category present the highest failure rates. The gearbox is the most critical component regarding downtime, followed by the electric system, the generator, and the braking system.

Condition monitoring systems (CMSs) are used to provide data on different components of a WT based on different types of information (parameters or signals) obtained from many types of sensors. Technical solutions, application, approaches, benefits and other elements of CMSs have been extensively investigated in several studies [2,9,19–24], with most studies concluding that cost and technical complexity have limited their use.
An SLR is performed with the aim of assessing the methods and algorithms most commonly used in CM and early failure prediction in WTs using SCADA data. The contributions of this work are summarized as follows:

1. An SLR is performed with the aim of assessing the methods and algorithms most commonly used in CM and predicting WTs failures from SCADA data. The proposed methodology for the SLR can be applied to other fields of wind energy research.

2. Four research questions are posed and answered to perform the SRL and to establish a classification for the most relevant research articles based on the following:
   - The challenges of current WT CM are identified and sorted per technique and type of data used.
   - The different WT components or subsystems to which CM has been applied are identified and classified for different methods.
   - The most common SCADA variables used for CM of WT are analyzed and classified per amount and sampling frequency.
   - The most significant articles published in the last three years on artificial intelligence (AI) techniques used in CMSs to detect failures in WTs are included, compared, and sorted.

3. Furthermore, the authors found there is a need for accessible SCADA data from actual operating WTs for research and for the standardization of such data.

The remainder of this paper is structured as follows: Section 2 provides a detailed description of the SLR method, wherein the conceptual mind map, research questions and semantic search structure are presented; Section 3 describes the results obtained for each research question; and finally, Section 4 presents the conclusions.

2. Methodology

This work uses the SLR methodology proposed by Torres in [26], which is a method adapted from Kitchenham [27] and Bacca [28]. The steps are shown in the flowchart in Figure 3, and the protocol is described below.
2.1. Identification of the Need for a Review

As mentioned, wind power has experienced rapid growth over the past decade. One of the main contributors of O&M costs in WTs is unscheduled maintenance due to unexpected failures. Therefore, being able to forecast failures is critical for reducing O&M costs and maintaining the competitiveness of wind energy [29]. An exhaustive bibliographic search in the scientific literature was conducted with the aim of identifying the AI techniques based on SCADA data currently associated with the CM and early detection of WT failures. The use of SCADA data has the advantage of avoiding additional expenses from the installation and maintenance of sensors, cables, and dedicated acquisition systems. Under this premise, it was also necessary to understand the main elements or systems of the WT under analysis, using CM techniques and the variables coming from the SCADA system of a WT that are most often used for CM.

2.2. Research Questions

For [27], the most important activity of the SLR protocol is to pose the research questions. However, the most common shortcoming of a SLR is the lack of an explicit statement of the research questions posed [30]. To focus the bibliographic search on the current topic and area of interest, the following research questions (RQ) were formulated:

- RQ1: What are the challenges of WT CM?
- RQ2: What are the main components and/or subsystems of WTs to which CM techniques are being applied?
- RQ3: What are the SCADA variables used in WT CM?
- RQ4: What AI techniques are currently under research for WT CM?

2.3. Conceptual Mind Map

A mind map is a hierarchical cognitive diagram used to organize and preserve knowledge, where fundamental ideas are embodied and secondary ideas are discarded. To this end, a conceptual mind map performs two functions; it organizes the propositions and preserves the concepts, thus, storing...
them in a simple hierarchical diagram [31]. According to [26], a conceptual mind map is necessary to ensure detailed reading and learning. Moreover, the conceptual-mind map tool is used in pedagogy to represent concepts. Furthermore, according to [31], the mind map is an ideogram or a graphic sketch that represents something, i.e., it assumes a complex idea and conceptualizes it, and is structured by classes as follows:

- **Supraordinate**: refers to a type of proposition that entirely encompasses others. It serves to identify and discover the most important qualities of the concept.
- **Isoordinate**: establishes non-total correspondence, highlights relationships and links between adjacent propositions and links ideas with one another; proposals precede concepts and allow them to be structured.
- **Infraordinate**: contains several subclasses or derivations and is divided by illustration and the order in which propositions, notions, concepts and categories appear evolutionarily.
- **Exclusions**: these are classes that are mutually opposed or mutually exclusive and associated with the operation of excluding or denying a link between two adjacent classes.

Figure 4 presents the conceptual mind map that helped to direct the search tasks of the bibliography towards the research problem. At the top, we locate the supraordinate “wind turbine”, which allows the central concept “CM” to be more specified if reading from top to bottom. On the right side, the exclusions are defined; these are concepts considered to be related to the central concept, but which differ from an operational point of view. On the left side, we locate the isoordinates, which are the concepts that helped the bibliographic search to determine the characteristics of the central concept. The infraordinates are defined at the bottom; these contain the main components of a WT to which CM techniques are applied.

2.4. Related Systematic Reviews

To accurately and efficiently perform a bibliographic search on Scopus and Web of Science (WOS) databases, a search script was built. The semantic structure was designed from the conceptual mind map and with the help of a scientific thesaurus. It should be noted that the basic function of thesauruses is to neutralize synonymy and polysemy, both natural characteristics of the language, which hinder the accuracy of indexing and retrieval of information [32]. Table 1 presents the semantic search structure, which consists of five levels described as follows:
Table 1. Semantic search structure.

| Level  | Condition Monitoring | AND ("condition monitoring" OR "condition-based maintenance") |
|--------|----------------------|---------------------------------------------------------------|
| Level 2| + Artificial Intelligence | AND ("machine learning" OR "AI" OR "prognostic techniques" OR "signal processing methods") |
| Level 3| + Fault Detection | AND (detection W/1 (fault OR failure OR anomaly OR diagnosis)) |
| Level 4| + Wind Turbine | AND ("wind turbine" OR "wind turbines" OR "wind farm" OR "wind power plant") |
| Level 5| + SCADA | AND ("SCADA" OR "signals" OR "real conditions") |

The first level was taken directly from the conceptual mind map; the second was oriented towards searching for studies related to AI; the third was intended for the search for work related to fault detection; the fourth was oriented towards searching for WT; and finally, the fifth was directed towards searches in the SCADA systems. The five levels are directly related to the four research questions. In addition, it should be mentioned that in each of the levels, the terms provided by the thesaurus were taken into account, which allowed us to cover all terms related through synonymy.

Moreover, the search script can help to determine the existence of related SLRs on the subject under research and to gather scientific literature to answer the research questions. Some exclusion criteria were also taken into account in the development of the script. First, the search was restricted to studies developed in recent years (2017–2020) and only to those published in English. In addition, items that did not belong to the area of interest or related areas were excluded. Table 2 shows the search script used.

Table 2. Search script.

```
TITLE-ABS-KEY("condition monitoring" OR "condition-based maintenance") AND ("machine learning" OR "AI" OR "prognostic techniques" OR "signal processing methods") AND ("wind turbine" OR "wind turbines" OR "wind farm" OR "wind power plant") AND (slr OR review OR survey OR "meta-analysis") AND (detection W/1 (fault OR failure OR anomaly OR diagnosis)) AND ("SCADA" OR "signals" OR "real conditions") AND LIMIT-TO (SUBJAREA,"ENGI") OR LIMIT-TO (SUBJAREA,"ENER") OR LIMIT-TO (SUBJAREA,"COMP") OR LIMIT-TO (SUBJAREA,"MATH") OR LIMIT-TO (SUBJAREA,"PHYS") AND (LIMIT-TO (PUBYEAR, 2020) OR LIMIT-TO (PUBYEAR, 2019) OR LIMIT-TO (PUBYEAR, 2018)) AND (LIMIT-TO (LANGUAGE, "English"))
```

With the script detailed in Table 2 the search on Scopus resulted in four articles listed as SLRs [19,22,33,34], as shown in the Figure 5.

In [33], the authors suggested that the main limitation to progress was a lack of large public datasets where new models could be developed, evaluated, and compared. The studies reviewed in this article, included analysis of different components of the WT and common ways of performing the CM. The authors also explained that most of the models used for WT CM in the literature consulted used SCADA, simulated or, rarely, experimental data. The recent literature (after 2011) on machine learning (ML) models used for WT CM were reviewed. It was concluded that artificial neural networks (ANNs), support vector machines (SVMs), and decision trees are the most commonly used.

The authors in [34] presented a concise review of the current effort in the field of prognosis and remaining useful life estimation methods applied specifically to components of WTs and identified the areas in need of development in the field of prognostic techniques applied to WT (e.g., a platform to collect and transfer SCADA data, share information, and execute analysis). The work also described the critical components of the WTs and a list of references classified in the following order: author, year of publication, technique, and input SCADA parameters. Finally, ANN and particle filter were found to be the most promising techniques, given the maturity stage and the results obtained.

The review presented in [19] showed that there was still a significant research gap in developing comprehensive, cost-effective, online CM techniques for WTs. This paper presented a comprehensive review of common faults, signals, and signal processing methods for CM and fault diagnosis of WT components. An extensive analysis of conventional CM techniques applied to several WT components
was also presented. The aim was to provide the reader with the overall features for CM WTs and fault
diagnosis, including various potential fault types and locations along with the signals to be analyzed
with different signal processing methods.

The work in [22] reviewed supervised and unsupervised applications of ANNs and, in particular,
deep learning (DL) for CM of WTs. ANNs were frequently used as an ML tool for this purpose and DL
was a deep neural network (DNN)-based ML paradigm that has proven to be highly successful in
various applications in recent years. The main finding was that despite a promising performance of
supervised methods, unsupervised approaches prevailed in the literature. In addition, the application
of DL to SCADA data was found to be limited by its relatively low dimensionality. Thus, ways to work
with larger SCADA data were suggested.

In Table 3, we present a summary of the main characteristics and findings in relation to the RQs
presented in this study. It can be concluded that the literature review articles mentioned do not respond
to the research questions posed, which evidences the relevance of our SLR.

![Figure 5. Scopus search result. Systematic literature review (SLR) related.](image)

In Table 3, we present a summary of the main characteristics and findings in relation to the RQs
presented in this study. It can be concluded that the literature review articles mentioned do not respond
to the research questions posed, which evidences the relevance of our SLR.
### Table 3. Summary of findings and limitations in relation to the research questions formulated.

| Ref. | Num. Papers | RQ1, CM Challenges | RQ2, Main Components or Applications for CM | RQ3, SCADA Variables for CM | RQ4, Main AI Techniques in CM |
|------|-------------|---------------------|--------------------------------------------|-----------------------------|--------------------------------|
| [33] | 144         | • Lack of large public datasets for model development. | • Blade faults | • Temperature | • ANN, SVM, Decision trees |
|      |             |                     | • Generator temperature                    |                             |                                |
| [34] | 59          | • Data collection, transfer and share                 | • Gearbox                                   |                             | • Fuzzy inference system       |
|      |             | • Integrated platform unifying different datasets     | • Main bearing and WT bearings              |                             | • K-means clustering,          |
|      |             | • The field of prognosis applied to WT                | • Blade and pitch control                   |                             | • Self-organizing map          |
|      |             | • must be prioritized in universities and research    |                                             |                             | • ANN                          |
|      |             | centers                                               |                                             |                             | • Naive Bayes                  |
|      |             | • Application of prognostic techniques in             |                                             |                             | • Bayesian network             |
|      |             | “real world” WT                                       |                                             |                             | • SVM                          |
|      |             | • Combine efforts between WF operators, research      |                                             |                             | • Adaptive neuro-fuzzy         |
|      |             | institutes, universities, and WF developers            |                                             |                             | inference system               |
| [19] | 78          | • Need for advances in power electronics, communication| • Converter                                | • Temperature               | • ANN                          |
|      |             | technology, and sensor accuracy                       | • Control                                  | • Electrical signals        | • Expert systems               |
|      |             | •                                                                 | •                                             |                             | • Space vector modulations     |
|      |             |                                                                 | •                                             |                             | • Fuzzy logic systems          |
| [22] | 87          | • Difficulty of acquiring tags and the high number    | • Gearbox                                  | • Temperature               | • Multilayer perceptron (MLP)  |
|      |             | of parameters of DNNs as compared with the relatively | • Generator                                | • Current                   | • Convolutional and recurrent  |
|      |             | low dimensionality of the SCADA data.                 | • Blades                                   | • Active power              | neural networks (CRNN).        |
|      |             |                                                                 | • Bearings                                 |                             | • Autoencoder                  |
2.5. Definition of Inclusion and Exclusion Criteria

The general inclusion criteria were as follows:

- Studies related to CM and early WT failure detection;
- Studies published between 2017 and 2020;
- Studies in English.

The specific inclusion criteria were as follows:

- Studies describing the architecture of ML models, classification methods (supervised and unsupervised), as well as AI techniques applied to early detection of failures in WT;
- Studies detailing which WT components are most frequently submitted to CM techniques;
- Studies detailing the variables acquired by SCADA that are most often used in the training of ML models;
- Studies using SCADA system variables for CM and WTs early fault detection.

The following exclusion criteria were also considered:

- Fault prediction studies using parametric methods;
- Journals that are not considered scientific journals, including editorials, book reviews, technical reports, datasets, etc.

2.6. Definition of Categories

According to [26], it is necessary to define a series of categories of analyses that allow the studies to be grouped together to answer the research questions. For RQ1, the following categories were considered:

- Challenges and new trends which included sensorless and non-intrusive CM systems, real-time CM methodologies, online CM techniques, large public SCADA datasets, standardization of the SCADA data, SCADA data, public high-resolution, and assessment methods for monitoring the overall conditions of WTs.

For RQ2, the following categories were considered:

- The components or subsystems of the WT to which CM techniques can be applied which included gearbox, electrical and electronic components, blades and pitch angle, tower, drive train and bearing, yaw system and hydraulic system;
- Measurement techniques used included temperature-based, SCADA data, vibration signals, electrical signals, acoustic emission, strain measurements, and other non-destructive testing.

For RQ3, the following categories were considered:

- Variable names which included wind speed, rotor speed, nacelle temperature, active power, alarms and faults, pitch angle, generator winding or bearing temperature, transformer temperature, gearbox temperature, yaw, environment temperature, other electrical signals, wind direction;
- Sampling frequencies of one second, one minute, five minutes, ten minutes, etc.;
- The analysis periods of one year, longer than one year, and shorter than one year.

For RQ4, the following categories were considered:

- The technique used which included ML, fuzzy logic, Bayesian networks, data mining, ANN, artificial vision, SVM, generative adversarial nets (GANs), decision tree, DL, extreme learning machine (ELM), Gaussian process, random forest, etc.;
- Computer tools used in training WT fault prediction models which included MATLAB®, Python®, R® and alike, such as LIBSVM, Azure Machine Learning Studio, and LabVIEW®;
- Prediction model evaluation metrics (accuracy) which included R-square, mean absolute error (MAE), root-mean-square error (RMSE), mean absolute percentage error (MAPE), and confusion matrix.
2.7. Selection of Journals

Table 4 shows the list of journals consulted and their principal metrics, such as the impact factor (IF), the location quartile according to JCR (Journal Citation Report), and SJR (Scimago Journal Rank), and the value according to the Google Scholar h5 indicator. We also detailed the number of articles consulted from each journal and the order of importance, which was calculated using the following expression:

\[
\text{Ord} = \left( \frac{\# \text{papers research} \times 25\%}{\text{JCR IF} \times \text{SJR IF} \times \text{h5 index}} \right)
\]

Table 4. List and metrics of journals consulted.

| Journal Name                                | Num. Papers | JCR Quartile | SJR Quartile | h5 Google Value |
|---------------------------------------------|-------------|--------------|--------------|-----------------|
| Renewable Energy                           | 15          | Q1 5.439     | Q1 1.89      | 90 3469.40      |
| Applied Energy                             | 3           | Q1 8.426     | Q1 3.46      | 131 2864.38     |
| Renewable and Sustainable Energy Reviews   | 1           | Q1 10.556    | Q1 3.29      | 174 1510.72     |
| IEEE Transactions on Smart Grid            | 1           | Q1 10.486    | Q1 3.36      | 109 960.10      |
| IEEE Transactions on Industrial Electronics| 1           | Q1 7.503     | Q1 2.40      | 126 567.23      |
| IEEE Transactions on Industrial Informatics| 2           | Q1 7.377     | Q1 1.68      | 86 532.91       |
| IEEE Transactions on Sustainable Energy    | 1           | Q1 7.650     | Q1 3.10      | 75 444.66       |
| Energies                                   | 17          | Q2 2.707     | Q1 0.61      | 62 435.11       |
| Wind Energy                                | 6           | Q1 3.125     | Q2 1.05      | 43 211.64       |
| Mechanical Systems and Signal Processing   | 1           | Q1 5.005     | Q1 1.82      | 69 157.13       |
| IEEE/ASME Transactions on Mechatronics     | 1           | Q1 4.943     | Q1 1.69      | 64 133.66       |
| Environmental Modelling and Software       | 1           | Q1 4.552     | Q1 1.73      | 65 127.97       |
| Reliability Engineering and System Safety  | 1           | Q1 4.039     | Q1 1.94      | 59 115.58       |
| IET Renewable Power Generation             | 2           | Q2 3.605     | Q2 1.04      | 42 78.73        |
| Journal of Environmental Informatics       | 1           | Q1 4.375     | Q1 2.10      | 22 50.53        |
| Measurement: Journal of the International Measurement Confederation | 1 | Q2 2.791 | Q1 0.72 | 62 31.15 |
| Journal of Modern Power Systems and Clean Energy | 1 | Q2 2.848 | Q1 1.03 | 28 20.53 |
| Journal of Intelligent and Fuzzy Systems   | 1           | Q3 1.637     | Q1 0.41      | 51 8.56         |
| Journal of Sensors                         | 1           | Q2 2.024     | Q2 0.34      | 29 4.99         |
| International Journal of Pattern Recognition and Artificial Intelligence | 1 | Q4 1.110 | Q2 0.30 | 19 1.58 |
| Journal of Electrical Engineering and Technology | 1 | Q4 0.715 | Q3 0.22 | 17 0.67 |
| Modelling, Measurement and Control A       | 1           | -            | -            | Q4 0.18         |
| Journal of Physics: Conference Series      | 5           | -            | -            | Q3 0.22         |
| Diagnostyka                                | 1           | -            | -            | Q3 0.24         |
| International Journal of Energy and Environmental Engineering | 1 | -            | -            | Q2 0.52         |
| International Journal of Mechanical Engineering and Technology | 1 | -            | -            | Q3 0.21         |
| International Journal of Modelling and Simulation | 1 | -            | -            | Q3 0.24         |
| International Journal of Prognostics and Health Management | 1 | -            | -            | Q2 0.24         |
| International Journal of Renewable Energy Research | 2 | -            | -            | Q3 0.32         |
| ISA Transactions                           | 1           | -            | -            | Q1 1.16         |
| Journal of Marine Science and Application  | 1           | -            | -            | Q2 0.37         |
| Proceedings of the Institution of Mechanical Engineers, Part O: Journal of Risk and Reliability | 2 | -            | -            | Q2 0.65         |
| Proceedings of the International Offshore and Polar Engineering Conference | 1 | -            | -            | 0.26 11 0.00 |
| 2016 International Conference on Smart Grid and Clean Energy Technologies, ICSGCE 2016 | 1 | -            | -            | 0.14 7.00 0.00 |
| Proceedings - 2016 15th IEEE International Conference on Machine Learning and Applications, ICMLA 2016 | 1 | -            | -            | 0.24 22 0.00 |
| Chinese Control Conference, CCC            | 1           | -            | -            | 0.16 22 0.00    |
| Proceedings—2018 Prognostics and System Health Management Conference, PHM-Chongqing 2018 | 1 | -            | -            | - 8 0.00        |
| Proceedings of 2018 IEEE 7th Data Driven Control and Learning Systems Conference, DDCCLS 2018 | 1 | -            | -            | - 1 0.00        |
| Proceedings—2017 Chinese Automation Congress, CAC 2017 | 2 | -            | -            | - 9 0.00        |
| 2018 International Conference on Probabilistic Methods Applied to Power Systems, PMAFS 2018—Proceedings | 1 | -            | -            | - 13 0.00       |
| 2018 IEEE International Conference on Prognostics and Health Management, ICPPHM 2018 | 2 | -            | -            | - 11 0.00       |
| 2017 IEEE Symposium Series on Computational Intelligence, SSIC 2017—Proceedings | 1 | -            | -            | - 16.00 0.00    |
| IDMTIC 2018—2018 IEEE International Instrumentation and Measurement Technology Conference: Discovering New Horizons in Instrumentation and Measurement, Proceedings | 1 | -            | -            | - - 0.00        |
3. Review Report

This section presents the results of the bibliographic search, using tables and graphs containing the research questions and the categories associated with each question, the bibliographic references, and the frequency of appearance.

3.1. RQ1: What Are the Challenges of WT CM?

RQ1 was proposed with the aim of understanding the challenges and research trends in the current field of interest. As can be seen in Table 5, a significant number of the consulted works state the need for a large publicly accessible set of data from the SCADA system. In this context, [33] stated that a major obstacle to the development of CM was the lack of large public datasets where new models could be developed, evaluated, and compared. In addition, [7] stated that the main reason for requiring an open SCADA and CMS data platform for academics and manufacturers was the difficulty in verifying theoretical research caused by insufficient field data.

Table 5. Articles on challenges in the condition monitoring (CM) of WTs.

| RQ1: What Are the Challenges of WT CM? | Num. Papers |
|---------------------------------------|-------------|
| A1: Challenges and new trends          |             |
| A1: CM system sensorless and non-intrusive | [35], 1     |
| A2: Real-time CM methodologies         | [1,8], 2    |
| A3: Online CM techniques               | [8,19], 2   |
| A4: Large public SCADA datasets        | [12,18,33,36–38], 6 |
| A5: Standardization of the SCADA data  | [14,36], 2  |
| A6: SCADA data public high-resolution  | [39], 1     |
| A7: Assessment method for monitoring the overall condition of WTs | [16], 1 |

As shown in Figure 6, large public SCADA datasets is the category with the highest frequency, appearing in six of the articles consulted, followed by the categories “real-time CM methodologies”, “online CM techniques” and “standardization of the SCADA data” with two articles each.

Figure 6. Distribution of number of papers on current challenges and trends for CM of WTs.
3.2. RQ2: What Are the Main Components and/or Subsystems of the WTs to Which CM Techniques Are Applied?

CM of WT components has emerged as an important field of study in recent years. The goal is to increase the life expectancy of the components while reducing their operating and maintenance costs [40]. Articles related to RQ2 are presented in Table 6. According to the literature consulted, a large percentage of tasks use data collected by the SCADA system for the CM and diagnosis of WT failures. In addition, it is worth mentioning that the gearbox and pitch systems are the WT components that most frequently appear in the reviewed studies associated with CM.

Table 6. Articles on WT components to which CM techniques are applied.

| RQ2. What Are the Main Components and/or Subsystems of the WT to Which CM Techniques Are Applied? | Num. Papers |
|---|---|
| A: Component/Subsystem | |
| A1: Gearbox | [8,13,14,29,33,40–58] | 24 |
| A2: Electrical and electronics components | [1,10,29,33,42,51,53,59,60] | 9 |
| A3: Blades/pitch angle | [1,5,29,33,51,56,60–68] | 15 |
| A4: Drive train and bearing | [1,29,33,44,55,70–74] | 10 |
| A5: Tower | [69] | 1 |
| A6: Yaw system | [51] | 1 |
| B: Monitoring Method | |
| B1: Temperature (oil, generator, bearing) | [8,33,40,55,59] | 5 |
| B2: SCADA data | [1,2,4,5,8–17,23–25,29,33,35–38,40,41,43–46,48–52,55,56,58–66,68,69,72,75–94] | 68 |
| B3: Vibration signals | [35,40,45,56–58,67,69,70,73,75,90] | 12 |
| B4: Electrical signals | [47] | 1 |
| B5: Acoustic emission | [40] | 1 |
| B6: Strain measurements | [35] | 1 |
| B7: Others non-destructive testing | [40] | 1 |

As mentioned, the gearbox is one of the WT components that most frequently appeared in the reviewed articles as it generates a high failure rate and causes long downtime in the WT [95]. For example, in [48–50], different AI techniques such as support vector regression (SVR), SVM, and DNN were used in CM to identify anomalies and predict gearbox failures from temperature and oil pressure data acquired by the SCADA system of the gearbox. Moreover, another approach to predict the faults and remaining useful life of gearboxes was presented in [58], where the failure was predicted up to a month before it occurred, using ML techniques on large amounts of SCADA data. Further, a new approach was proposed in [53], where automatic text mining was used as an emerging and complementary tool to predict the possible failures in WTs from the automatic processing of O&M information. The generator and gearbox were analyzed using the relevant words from the WT service history. The experimental results were promising, with the accuracy and F-score above 90% in some cases.

Figure 7 shows that 68 of the consulted articles refer to SCADA as a technique associated with the CM of WTs, confirming the findings of [25], where it was mentioned that CMSs were installed with the aim of providing specific information of WT components to WF operators and that the use of SCADA data was a possible solution for CM due to its availability.
3.3. RQ3: What Are the SCADA Variables Used in WT CM?

Articles related to RQ3 are presented in Table 7. On the basis of the results obtained (see Figure 8), it can be deduced that active power and wind speed are the WT variables acquired by the SCADA that appear most often in the studies related to CM. The predominant sample rate is 10 min, although this low-frequency resolution negatively affects diagnostic capabilities and, as explained in [39], can hide short-lived events. In addition, the periods of analysis with the greatest presence in the articles consulted are those longer than a year.

Table 7. Articles on Supervisory Control and Data Acquisition (SCADA) system variables used for the CM of WT.

| A: Variable names | Num. Papers |
|-------------------|-------------|
| A1: Wind speed    | [2,4,5,8–10,12,14–17,24,25,29,37,38,42–45,49,51,52,56,58–62,64–66,68,69,71,75–82,84,86,87,89,91,96–99] | 52 |
| A2: Rotor speed   | [4,9,10,13,14,16,17,25,29,39,44,49,51,55,56,58–61,62,65,66,71,72,75,76,78–80,83,86,89,96] | 29 |
| A3: Nacelle temperature | [2,9,13,17,23,44,49,51,55,56,58–61,62,65,66,71,72,75,76,78–80,83,86,89,96] | 24 |
| A4: Active power  | [2,4,5,8–15,24,27,38,41–46,49–52,55,56,58–66,68,69,71,72,75–81,84–87,89,94,96,100] | 54 |
| A5: Alarms and faults | [9,10,13,16,17,36–38,44,51,55,69,75,91,93,94,97] | 18 |
| A6: Pitch angle   | [1,2,4,5,9,11,12,16,17,25,29,39,44,55,56,59–66,68,69,75,77,79,81,82,84,86,87,89,94,99,100] | 37 |
| A7: Generator winding or bearing temperature | [2,9,11,12,16,17,37,42,44,49,62,77,80,83,86,89] | 16 |
| A8: Transformer/transformer temperature | [2,9,37,80,83,85] | 6 |
| A9: Gearbox temperature | [2,8–10,12–14,16,17,29,37,41–44,48–52,55,56,58,72,78,80,85,86,89,91] | 30 |
| A10: Yaw          | [5,12,37,44,49,51,56,62,78–77,80,82,86,87,100] | 16 |
| A11: Environment/temperature | [2,5,8–10,12–16,24,25,37,41,44,46,49,51,55,56,58,59,61–63,65,66,69,72,75,77,79,80,82,84,85,89,91,96,99] | 41 |
| A12: Other electrical signals | [2,9,17,25,37,42,49,51,55,56,62,69,77,80,84,89,93,96] | 17 |
| A13: Wind direction | [2,5,10,49,51,61,62,65,66,75,79,87,96,99] | 14 |
| A14: Others       | [2,5,10,11,16,17,29,37,39,42–45,50,55,56,59,61–63,65,67,78–80,82,83,86,87,89,97] | 30 |
| B1: 1 s          | [39,64,79,101] | 4 |
| B2: 2 min        | [10] | 1 |
| B3: 5 min        | [43,55,78] | 3 |
| B4: 10 min       | [4,8–17,24,27,38,44,46,48,50,52,56,58,59,62,68,69,71,72,76,77,79,80,82–85,89,91,96,99] | 39 |
| B5: Others       | [2,25,45,49,66,71] | 6 |
| C1: 1 year       | [8,17,25,37,59,68,71,78,80,84,86] | 11 |
| C2: >1 year      | [10,12–14,42,44,49,51,56,69,76,77,85,89] | 14 |
| C3: <1 year      | [2,4,5,15,24,38,41,43,45,61–63,66,79,81–83,91] | 18 |
WT based on SCADA data was proposed. The prediction model was developed based on different behavioral models. On the basis of the acquired data, the QRNN model was found to exceed multiple linear regression (MLR) and BPNNs in terms of accuracy. Moreover, in [43], a method for diagnosing gearbox damage was proposed from the SCADA information. The behavioral model of the thermal signals from the gearbox was extracted from the SCADA data. Furthermore, two authors in scientific literature have consulted and explained the use of SCADA data for WT CM or to predict failures in various WT components, these are succinctly described below. In [89], an approach was proposed to collect large amounts of SCADA data for WT CM, wherein various techniques were required and the data were compared for evaluation. An ANN-based model was built for CM analysis and the overall performance of the WT was analyzed during the study period. Furthermore, in [43], a method for diagnosing gearbox damage was proposed from the SCADA information. The behavioral model of the thermal signals from the gearbox was extracted from the SCADA data. The results showed that the proposed strategy was successful.

3.4. RQ4: Which AI Techniques are Currently under Research for WT CM?

The results related to RQ4 are presented in Table 8. It can be observed that ANN is the most frequently used technique in the consulted studies. This result relates to [83], where a method for sensor validation and fault detection was proposed. After building different ANN architectures, these were chosen because of their high performance in nonlinear environments. The results showed that the proposed method was feasible and effective for sensor fault detection and isolation.

In relation to the “computer tools” category, the most commonly used software is Matlab (R2018a, MathWorks, Natick, MA, USA). In addition, it is important to assess the accuracy of the methods used. It was determined that the metrics most frequently found in the consulted articles were RMSE and MAE. In some articles, more than one metric was used to evaluate the accuracy of the proposed models, as can be found in [16,92].

Additionally, in [12], a model that could be used for detecting incipient failure condition of a WT based on SCADA data was proposed. The prediction model was developed based on different data mining algorithms, such as back propagation neural network (BPNN) algorithm, the radial basis function neural network (RBFNN), and the least-square support vector (LSSVM) algorithm. The proposed method has been used for actual 1.5 MW WTs and the effectiveness of the proposed approach verified. Meanwhile, in [81], a regression model based on the SVM was proposed to estimate the pitch angle curve of the shovel from the SCADA data and its application in the detection of WT anomalies was explored. Finally, the advantages and limitations of these techniques were presented. In [71], a new approach to WT fault detection based on quantile regression neural networks (QRNN) was proposed under the framework of a normal behavioral model. On the basis of the acquired SCADA data, the QRNN model was found to exceed multiple linear regression (MLR) and BPNNs in terms of the MAE.

As can be seen in Figure 9, ANN is the most commonly applied ML approach, appearing in 35 reviewed papers, followed by SVM (23 articles) and DL (11 articles). In addition, it is important to note that ANNs and SVMs have undergone rapid development over the past decade, driving their application for the diagnosis of WT failures [96].
Table 8. Research articles on artificial intelligence (AI) techniques for CM of WT.

| RQ4. Which AI Techniques Are Currently Under Research for WT CM? | Num. Papers |
|---------------------------------------------------------------|-------------|
| A1: ML                                                        | [13,29,33,55,58,69] 6 |
| A2: Fuzzy Logic                                               | [1,29,37,56,97,98] 6 |
| A3: Bayesian Networks                                         | [10,29,44,88,99,101] 6 |
| A4: Data Mining                                               | [17,100] 2 |
| A5: ANN                                                       | [1,10,12-14,16,29,41,43-47,52,54,56,58-60,65,66,71,72,74-76,79,80,82, 83,86,89,92,95,97] 35 |
| A6: Artificial Vision                                         | [94] 1 |
| A7: SVM                                                       | [10,12,24,25,29,33,38,39,43,48,49,55,58,59,63,68,70,75,90,91,93,94,96] 23 |
| A8: GANs                                                     | [75] 1 |
| A9: Decision Tree                                             | [33,38,53,67,75,85,94] 7 |
| A10: DL                                                      | [2,29,42,90,57,61,62,66,73,77,102] 11 |
| A11: ELM                                                     | [8] 1 |
| A12: Gaussian Process                                         | [4,51,64,72,83,84,86] 7 |
| A13: Random Forest                                            | [5,15,38,53,84] 5 |
| A14: Others                                                   | [25] 1 |
| B1: Matlab                                                    | [4,9,45,47,48,83,92,98,99] 9 |
| B2: Python                                                    | [59,101,102] 3 |
| B3: R                                                        | [14,71] 2 |
| B4: Others                                                    | [55,58,67] 3 |
| C1: R-Square                                                  | [2,4,41,52,59,63,75,79,83,85] 10 |
| C2: MAE                                                       | [2,4,12,16,17,25,33,41,43,45,52,53,59,71,79,85,92] 17 |
| C3: RMSE                                                      | [2,4,8,11-13,16,17,25,33,45-47,49,59,63,64,74,76,79,83,85,89,99,100] 25 |
| C4: MAPE                                                      | [2,12,16,33,50] 5 |
| C5: Confusion Matrix                                          | [5,9,24,39,56,58,61,66,67,94,96,98] 12 |

Figure 9. Classification and number of published papers according to (a) technique used; (b) computer tools; and (c) accuracy.

4. Conclusions

On the basis of the scientific literature reviewed by the authors, it can be concluded that the most frequently found AI techniques for CM and WT fault prediction are ANN and SVM, appearing in 39% and 27% of the total articles, respectively. As explained in the Introduction section, different ANN architectures have been successfully used in predicting the faults of different components of the WT for their high performance in modeling nonlinear environments. In addition, RMSE is the most commonly used failure prediction model evaluation metric.

Early fault detection, as well as that of the remaining useful life of the gearbox, using AI techniques, is a widely researched topic. In this SLR, 26% of the consulted articles refer to the gearbox. This is largely...
due to failure in this component, which despite not being the most frequent, causes approximately 20% of total WT downtime.

CM of WTs is a widely researched field, and thus there are many commercial solutions, techniques, and methods available in the market. However, the cost and complexity involved in assembling additional equipment in the WT have limited their use. The appearance and rapid development in recent years of AI techniques as a tool associated with CM and the diagnosis of WT failures has been proposed as a technically and economically viable solution. Economic aspects are especially attractive if the data provided by the SCADA system can be considered to be the main input for CM, thus, avoiding the need for extra sensors, acquisition equipment, etc.

To further analyze CM of WTs based on SCADA data, it is necessary for owners and operators of WFs to provide detailed information and high-frequency data. Ideally, this information should be made accessible to researchers, even if under confidentiality agreements. In addition, it is necessary to mention the lack of standardization in terms of how the SCADA system reports and event data (such as the names of the different variables) are gathered. Thus, given the large number of WT manufacturers, it is necessary to standardize the SCADA system data with the aim of facilitating traceability of CM methods and techniques.

Author Contributions: J.M.-C. conceived this paper, carried out the literature search, and prepared the manuscript; S.M.-M. and E.A. analyzed the results and contributed in preparing the manuscript; E.G.-L. supervised the research. All authors have read and agreed to the published version of the manuscript.

Funding: This work was partially supported by the Spanish Ministry of Economy and Competitiveness and the European Union FEDER Fund, ENE2016-78214-C2-1-R.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Habibi, H.; Howard, I.; Simani, S. Reliability improvement of wind turbine power generation using model-based fault detection and fault tolerant control: A review. Renew. Energy 2019, 135, 877–896. [CrossRef]
2. GWEC. Global Wind Report 2019. Available online: https://gwec.net/global-wind-report-2019/ (accessed on 11 June 2020).
3. IRENA. Future of Wind: Deployment, Investment, Technology, Grid Integration and Socio-Economic Aspects (A Global Energy Transformation Paper); International Renewable Energy Agency: Abu Dhabi, UAE, 2019.
4. Pandit, R.; Infield, D. Gaussian process operational curves for wind turbine condition monitoring. Energies 2018, 11, 1631. [CrossRef]
5. Zhang, L.; Liu, K.; Wang, Y.; Omariba, Z.B. Ice detection model of wind turbine blades based on random forest classifier. Energies 2018, 11, 2548. [CrossRef]
6. IEC. International Electrotechnical Commission; 61400-12-1; IEC: Geneva, Switzerland, 2017.
7. Kang, J.; Sobral, J.; Soares, C.G. Review of condition-based maintenance strategies for offshore wind energy. J. Mar. Sci. Appl. 2019, 18, 1–16. [CrossRef]
8. Qian, P.; Zhang, D.; Tian, X.; Si, Y.; Li, L. A novel wind turbine condition monitoring method based on cloud computing. Renew. Energy 2019, 135, 390–398. [CrossRef]
9. Pliego Marugán, A.; García Márquez, F.P. Advanced analytics for detection and diagnosis of false alarms and faults: A real case study. Wind Energy 2019, 22, 1622–1635. [CrossRef]
10. Zhao, Y.; Li, D.; Dong, A.; Kang, D.; Lv, Q.; Shang, L. Fault prediction and diagnosis of wind turbine generators using SCADA data. Energies 2017, 10, 1210. [CrossRef]
11. Martí-Puig, P.; Blanco-M, A.; Cárdenas, J.J.; Cusidó, J.; Solé-Casals, J. Effects of the pre-processing algorithms in fault diagnosis of wind turbines. Environ. Model. Softw. 2018, 110, 119–128. [CrossRef]
12. Chen, J.S.; Chen, W.G.; Li, J.; Sun, P. A generalized model for wind turbine faulty condition detection using combination prediction approach and information entropy. J. Environ. Inform. 2018, 32, 14–24. [CrossRef]
13. Cui, Y.; Bangalore, P.; Tjernberg, L.B. An anomaly detection approach based on machine learning and scada data for condition monitoring of wind turbines. In Proceedings of the 2018 International Conference on Probabilistic Methods Applied to Power Systems, Boise, ID, USA, 24–28 June 2018.
14. Blanco, M.A.; Gibert, K.; Martí-Puig, P.; Cusidó, J.; Solé-Casals, J. Identifying health status of wind turbines by using self organizing maps and interpretation-oriented post-processing tools. *Energies* 2018, 11, 723. [CrossRef]

15. Leahy, K.; Gallagher, C.; Bruton, K.; O’Donovan, P.; O’Dullivan, D.T.J. Automatically identifying and predicting unplanned wind turbine stoppages using SCADA and alarms system data: Case study and results. In *Proceedings of the Journal of Physics: Conference Series*; Croke, A., Cacciola, S., Riboldi, C.E.D., Sartori, L., Eds.; Institute of Physics Publishing: Bristol, UK, 2017; Volume 926.

16. Sun, P.; Li, J.; Wang, C.; Yan, Y. Condition assessment for wind turbines with doubly fed induction generators based on SCADA data. *J. Electr. Eng. Technol.* 2017, 12, 689–700. [CrossRef]

17. Yang, H.-H.; Huang, M.-L.; Lai, C.-M.; Jin, J.-R. An approach combining data mining and control charts-based model for fault detection in wind turbines. *Renew. Energy* 2018, 115, 808–816. [CrossRef]

18. Tchakoua, P.; Wamkeue, R.; Ouhrouche, M.; Slaoui-Hasnaoui, F.; Tameghé, T.; Ekemb, G. Wind turbine condition monitoring: State-of-the-art review, new trends, and future challenges. *Energies* 2014, 7, 2595–2630. [CrossRef]

19. Artigao, E.; Martín-Martínez, S.; Honrubia-Escribano, A.; Gómez-Lázaro, E. Wind turbine reliability: A comprehensive review towards effective condition monitoring development. *Appl. Energy* 2018, 228, 1569–1583. [CrossRef]

20. Liton Hossain, M.; Abu-Siada, A.; Muyeen, S.M. Methods for advanced wind turbine condition monitoring and early diagnosis: A literature review. *Energies* 2018, 11, 1309. [CrossRef]

21. Fu, L.; Wei, Y.; Fang, S.; Zhou, X.; Lou, J. Condition monitoring for roller bearings of wind turbines based on health evaluation under variable operating states. *Energies* 2017, 10, 1564. [CrossRef]

22. Helbing, G.; Ritter, M. Deep Learning for fault detection in wind turbines. *Renew. Sustain. Energy Rev.* 2018, 80, 189–198. [CrossRef]

23. Tautz-Weinert, J.; Watson, S.J. Using SCADA data for wind turbine condition monitoring—A review. *IET Renew. Power Gener.* 2017, 11, 382–394. [CrossRef]

24. Leahy, K.; Hu, R.L.; Konstantakopoulos, I.C.; Sspanos, C.J.; Agogino, A.M.; O’Sullivan, D.T.J. Diagnosing and predicting wind turbine faults from scada data using support vector machines. *Int. J. Progn. Health Manag.* 2018, 9, 1–9.

25. Gonzalez, E.; Stephen, B.; Infield, D.; Melero, J.J. Using high-frequency SCADA data for wind turbine performance monitoring: A sensitivity study. *Renew. Energy* 2019, 131, 841–853. [CrossRef]

26. Torres-Carrion, P.V.; Gonzalez-Gonzalez, C.S.; Aciar, S.; Rodriguez-Morales, G. Methodology for systematic literature review applied to engineering and education. In Proceedings of the 2018 IEEE Global Engineering Education Conference, Canary Islands, Spain, 17–20 April 2018; pp. 1364–1373.

27. Kitchenham, B. *Procedures for Performing Systematic Reviews*; Keele University: Keele, UK, 2004.

28. Bacca, J.; Baldiris, S.; Fabregat, R.; Graf, S. Kinshuk Augmented reality trends in education: A systematic review of research and applications. *Educ. Technol. Soc.* 2014, 17, 133–149.

29. Baltazar, S.; Li, C.; Daniel, H.; Valente De Oliveira, J. A review on neurocomputing based wind turbines fault diagnosis and prognosis. In Proceedings of the Prognostics and System Health Management Conference, Chongqing, China, 26–28 October 2018; pp. 437–443.

30. Velásquez, J. Una guía corta para escribir revisiones sistemáticas de literatura. *DYNAT* 2014, 82, 9–12. [CrossRef]

31. Zubiriá, S.M. *Contemporary Didactics-Mентefacts*, 1st ed.; SAGE: Bogotá, Colombia, 1997.

32. Arano Silvia Los tesauros y las ontologías en la Biblioteconomía y la Documentación. Available online: https://www.upf.edu/hipertextnet/numero-3/tesauros.html (accessed on 20 October 2019).

33. Srebro, A.; Dinmohammadi, F.; Zhao, X.; Robu, V.; Flynn, D.; Barnes, M.; Keane, J.; Nenadic, G. Machine learning methods for wind turbine condition monitoring: A review. *Renew. Energy* 2019, 133, 620–635. [CrossRef]

34. Leite, G.D.N.P.; Araújo, A.M.; Rosas, P.A.C. Prognostic techniques applied to maintenance of wind turbines: A concise and specific review. *Renew. Sustain. Energy Rev.* 2018, 81, 1917–1925. [CrossRef]

35. Zhang, P.; Lu, D. A survey of condition monitoring and fault diagnosis toward integrated O&M for wind turbines. *Energies* 2019, 12, 2801. [CrossRef]

36. Leahy, K.; Gallagher, C.; O’Donovan, P.; O’Sullivan, D. Issues with data quality for wind turbine condition monitoring and reliability analyses. *Energies* 2019, 12, 201. [CrossRef]

37. de la Hermosa González-Carrato, R. Wind farm monitoring using Mahalanobis distance and fuzzy clustering. *Renew. Energy* 2018, 123, 526–540. [CrossRef]
38. Leahy, K.; Gallagher, C.; O’Donovan, P.; Bruton, K.; O’Sullivan, D.T. A robust prescriptive framework and performance metric for diagnosing and predicting wind turbine faults based on SCADA and alarms data with case study. *Energies* **2018**, *11*, 1738. [CrossRef]

39. Vidal, Y.; Pozo, F.; Tutivén, C. Wind turbine multi-fault detection and classification based on SCADA data. *Energies* **2018**, *11*, 2018. [CrossRef]

40. Salameh, J.P.; Cauet, S.; Etien, E.; Sakout, A.; Rambault, L. Gearbox condition monitoring in wind turbines: A review. *Mech. Syst. Signal Process.* **2018**, *111*, 251–264. [CrossRef]

41. Mana, M.; Piccioni, E.; Terzi, L. Wind turbine fault diagnosis through temperature analysis: An Artificial Neural Network approach. *Diagnostyka* **2017**, *18*, 9–16.

42. Zhao, H.; Liu, H.; Hu, W.; Yan, X. Anomaly detection and fault analysis of wind turbine components based on deep learning network. *Renew. Energy* **2018**, *127*, 825–834. [CrossRef]

43. Dameshghi, A.; Refan, M.H. Wind turbine gearbox condition monitoring and fault diagnosis based on multi-sensor information fusion of SCADA and DSER-PSO-WRVM method. *Int. J. Model. Simul.* **2019**, *39*, 48–72. [CrossRef]

44. Colone, L.; Dimitrov, N.; Straub, D. Predictive repair scheduling of wind turbine drive-train components based on machine learning. *Wind Energy* **2019**, *22*, 1230–1242. [CrossRef]

45. Wu, X.; Wang, H.; Jiang, G.; Xie, P.; Li, X. Monitoring wind turbine gearbox with echo state network modeling and dynamic threshold using SCADA vibration data. *Energies* **2019**, *12*, 982. [CrossRef]

46. Orozco, R.; Sheng, S.; Phillips, C. Diagnostic models for wind turbine gearbox components using SCADA time series data. In *Proceedings of the 2018 IEEE International Conference on Prognostics and Health Management*, Big Sky, MT, USA, 3–10 March 2018.

47. Cheng, F.; Qu, L.; Qiao, W. Fault prognosis and remaining useful life prediction of wind turbine gearboxes using current signal analysis. *IEEE Trans. Sustain. Energy* **2018**, *9*, 157–167. [CrossRef]

48. Fang, R.; Shang, R.; Jiang, S.; Peng, C.; Ye, Z. A trend cloud model-based approach for the identification of wind turbine gearbox anomalies. *J. Intell. Fuzzy Syst.* **2018**, *35*, 415–421. [CrossRef]

49. Zhang, D.; Qian, Z. Probability warning for wind turbine gearbox incipient faults based on SCADA data. In *Proceedings of the Chinese Automation Congress*, Jinan, China, 22 October 2017; Volume 2017-Janua, pp. 3684–3688.

50. Wang, L.; Zhang, Z.; Long, H.; Xu, J.; Liu, R. Wind turbine gearbox failure identification with deep neural networks. *IEEE Trans. Ind. Inform.* **2017**, *13*, 1360–1368. [CrossRef]

51. Chen, N.; Yu, R.; Chen, Y.; Xie, H. Hierarchical method for wind turbine prognosis using SCADA data. *IET Renew. Power Gener.* **2017**, *11*, 403–410. [CrossRef]

52. Astolfi, D.; Scapaticci, L.; Terzi, L. Fault diagnosis of wind turbine gearboxes through temperature and vibration data. *Int. J. Renew. Energy Res.* **2017**, *7*, 965–976.

53. Alejandro Blanco, M.; Martí-Puig, P.; Gibert, K.; Cusidó, J.; Solé-Casals, J. A text-mining approach to assess the failure condition of wind turbines using maintenance service history. *Energies* **2019**, *12*, 1982. [CrossRef]

54. Bangalore, P.; Patriksson, M. Analysis of SCADA data for early fault detection, with application to the maintenance management of wind turbines. *Renew. Energy* **2018**, *115*, 521–532. [CrossRef]

55. Yang, C.; Liu, J.; Zeng, Y.; Xie, G. Real-time condition monitoring and fault detection of components based on machine-learning reconstruction model. *Renew. Energy* **2019**, *133*, 433–441. [CrossRef]

56. Pliego Marugán, A.; Peco Chacón, A.M.; García Márquez, F.P. Reliability analysis of detecting false alarms that employ neural networks: A real case study on wind turbines. *Reliab. Eng. Syst. Saf.* **2019**, *191*, 106574. [CrossRef]

57. He, M.; He, D.; Yoon, J.; Nostrand, T.J.; Zhu, J.; Bechhoefer, E. Wind turbine planetary gearbox feature extraction and fault diagnosis using a deep-learning-based approach. *Proc. Inst. Mech. Eng. Part O J. Risk Reliab.* **2019**, *233*, 303–316. [CrossRef]

58. Carroll, J.; Koukoura, S.; McDonald, A.; Charalambous, A.; Weiss, S.; McArthur, S. Wind turbine gearbox failure and remaining useful life prediction using machine learning techniques. *Wind Energy* **2019**, *22*, 360–375. [CrossRef]

59. Yang, C.; Qian, Z.; Pei, Y.; Wei, L. A data-driven approach for condition monitoring of wind turbine pitch systems. *Energies* **2018**, *11*, 2142. [CrossRef]

60. Bi, R.; Zhou, C.; Hepburn, D.M. Detection and classification of faults in pitch-regulated wind turbine generators using normal behaviour models based on performance curves. *Renew. Energy* **2017**, *105*, 674–688. [CrossRef]
61. Chen, L.; Xu, G.; Liang, L.; Zhang, Q.; Zhang, S. Learning deep representation for blades icing fault detection of wind turbines. In Proceedings of the 2018 IEEE International Conference on Prognostics and Health Management, Seattle, WA, USA, 11–13 June 2018; Institute of Electrical and Electronics Engineers Inc.: Piscataway, NJ, USA, 2018.

62. Wang, L.; Zhang, Z.; Xu, J.; Liu, R. Wind turbine blade breakage monitoring with deep autoencoders. *IEEE Trans. Smart Grid* **2018**, *9*, 2824–2833. [CrossRef]

63. Wang, S.; Li, M.; Tian, T.; Zhang, J. Evaluation and prediction of operation status for pitch system based on SCADA data. In Proceedings of the Chinese Automation Congress, Jinan, China, 22 October 2017; Volume 2017-Janua, pp. 3327–3332.

64. Zhang, F.; Dai, J.; Liu, D.; Li, L.; Long, X. Investigation of the pitch load of large-scale wind turbines using field SCADA data. *Energies* **2019**, *12*, 509. [CrossRef]

65. Zhang, C.; Bin, J.; Liu, Z. Wind turbine ice assessment through inductive transfer learning. In Proceedings of the 2018 IEEE International Instrumentation and Measurement Technology Conference: Discovering New Horizons in Instrumentation and Measurement, Houston, TX, USA, 13 September 2018; pp. 1–6.

66. Chen, L.; Xu, G.; Zhang, Q.; Zhang, X. Learning deep representation of imbalanced SCADA data for fault detection of wind turbines. *Measurement* **2019**, *139*, 370–379. [CrossRef]

67. Joshuva, A.; Sugumaran, V. A data driven approach for condition monitoring of wind turbine blade using vibration signals through best-first tree algorithm and functional trees algorithm: A comparative study. *ISA Trans.* **2017**, *67*, 160–172. [CrossRef] [PubMed]

68. Pandit, R.K.; Infield, D. Comparative assessments of binned and support vector regression-based blade pitch curve of a wind turbine for the purpose of condition monitoring. *Int. J. Energy Environ. Eng.* **2019**, *10*, 181–188. [CrossRef]

69. Barahona, B.; Hoelzl, C.; Chatzi, E. Applying design knowledge and machine learning to scada data for classification of wind turbine operating regimes. In Proceedings of the 2017 IEEE Symposium Series on Computational Intelligence, Hawaii, HI, USA, 27 November–1 December 2018; Volume 2018-Janua, pp. 1–8.

70. Zhao, H.; Gao, Y.; Liu, H.; Li, L. Fault diagnosis of wind turbine bearing based on stochastic subspace identification and multi-kernel support vector machine. *J. Mod. Power Syst. Clean Energy* **2019**, *7*, 350–356. [CrossRef]

71. Xu, Q.; Fan, Z.; Jia, W.; Jiang, C. Quantile regression neural network-based fault detection scheme for wind turbines with application to monitoring a bearing. *Wind Energy* **2019**, *22*, 1390–1401. [CrossRef]

72. Herp, J.; Ramezani, M.H.; Bach-Andersen, M.; Pedersen, N.L.; Nadimi, E.S. Bayesian state prediction of wind turbine bearing failure. *Renew. Energy* **2018**, *116*, 164–172. [CrossRef]

73. Bach-Andersen, M.; Rømer-Odgaard, B.; Winther, O. Deep learning for automated drivetrain fault detection. *Wind Energy* **2018**, *21*, 29–41. [CrossRef]

74. Bach-Andersen, M.; Rømer-Odgaard, B.; Winther, O. Flexible non-linear predictive models for large-scale wind turbine diagnostics. *Wind Energy* **2017**, *20*, 753–764. [CrossRef]

75. Liu, J.; Qu, F.; Hong, X.; Zhang, H. A small-sample wind turbine fault detection method with synthetic fault data using generative adversarial nets. *IEEE Trans. Ind. Inform.* **2019**, *15*, 3877–3888. [CrossRef]

76. Dimitrov, N.; Natarajan, A. From SCADA to lifetime assessment and performance optimization: How to use models and machine learning to extract useful insights from limited data. In Proceedings of the Journal of Physics: Conference Series, Bilbao, Spain, 2–4 April 2019; Volume 1222.

77. Teng, W.; Cheng, H.; Ding, X.; Liu, Y.; Ma, Z.; Mu, H. DNN-based approach for fault detection in a direct drive wind turbine. *IET Renew. Power Gener.* **2018**, *12*, 1164–1171. [CrossRef]

78. Martí-Puig, P.; Blanco-M, A.; Cárdenas, J.; Cusidó, J.; Solé-Casals, J. Feature selection algorithms for wind turbine failure prediction. *Energies* **2019**, *12*, 453. [CrossRef]

79. Bi, R.; Zhou, C.; Hepburn, D.M. Applying instantaneous SCADA data to artificial intelligence based power curve monitoring and WTG fault forecasting. In Proceedings of the 2016 International Conference on Smart Grid and Clean Energy Technologies, Chengdu, China, 19–22 October 2016; pp. 176–181.

80. Yang, W.; Liu, C.; Jiang, D. An unsupervised spatiotemporal graphical modeling approach for wind turbine condition monitoring. *Renew. Energy* **2018**, *127*, 230–241. [CrossRef]

81. Pandit, R.K.; Infield, D. Comparative analysis of binning and Gaussian Process based blade pitch angle curve of a wind turbine for the purpose of condition monitoring. In *Proceedings of the Journal of Physics: Conference Series*; Croce, A., Cacciola, S., Riboldi, C.E.D., Sartori, L., Eds.; Institute of Physics Publishing: Bristol, UK, 2018; Volume 1102.
82. Zhan, J.; Wang, R.; Yi, L.; Wang, Y.; Xie, Z. Health assessment methods for wind turbines based on power prediction and mahalanobis distance. *Int. J. Pattern Recognit. Artif. Intell.* **2019**, *33*, 33. [CrossRef]

83. Kavaz, A.G.; Barutcu, B. Fault detection of wind turbine sensors using artificial neural networks. *J. Sens.* **2018**, *2018*, 1–11. [CrossRef]

84. Gonzalez, E.; Tautz-Weinert, J.; Melero, J.J.; Watson, S.J. Statistical evaluation of SCADA data for wind turbine condition monitoring and farm assessment. In *Proceedings of the Journal of Physics: Conference Series*; Croce, A., Caccia, S., Riboldi, C.E.D., Sartori, L., Eds.; Institute of Physics Publishing: Bristol, UK, 2018; Volume 1037.

85. Colone, L.; Reder, M.; Dimitrov, N.; Straub, D. Assessing the utility of early warning systems for detecting failures in major wind turbine components. In *Proceedings of the Journal of Physics: Conference Series*; Croce, A., Caccia, S., Riboldi, C.E.D., Sartori, L., Eds.; Institute of Physics Publishing: Bristol, UK, 2018; Volume 1037.

86. Jiang, G.; Xie, P.; He, H.; Yan, J. Wind turbine fault detection using a denoising autoencoder with temporal information. *IEEE/ASME Trans. Mechatron.* **2018**, *23*, 89–100. [CrossRef]

87. Dai, J.; Yang, W.; Cao, J.; Liu, D.; Long, X. Ageing assessment of a wind turbine over time by interpreting wind farm SCADA data. *Renew. Energy* **2018**, *116*, 199–208. [CrossRef]

88. Herp, J.; Ramezani, M.H.; Nadimi, E.S. Dependency in state transitions of wind turbines—inference on model residuals for state abstractions. *IEEE Trans. Ind. Electron.* **2017**, *64*, 4836–4845. [CrossRef]

89. Mazidi, P.; Bertling Tjernberg, L.; Sanz Bobi, M.A. Wind turbine prognostics and maintenance management based on a hybrid approach of neural networks and a proportional hazards model. *Proc. Inst. Mech. Eng. Part O J. Risk Reliab.* **2017**, *231*, 121–129. [CrossRef]

90. Chen, F.; Fu, Z.; Yang, Z. Research on intelligent fault identification technology of wind turbine supported by fault knowledge base. *Model. Meas. Control A* **2017**, *90*, 1–15. [CrossRef]

91. Hu, R.L.; Leahy, K.; Konstantakopoulos, I.C.; Auslander, D.M.; Spanos, C.J.; Agogino, A.M. Using domain knowledge features for wind turbine diagnostics. In Proceedings of the 15th IEEE International Conference on Machine Learning and Applications, Anaheim, CA, USA, 18–20 December 2016; pp. 300–305.

92. Tautz-Weinert, J.; Watson, S.J. Challenges in using operational data for reliable wind turbine condition monitoring. In Proceedings of the International Offshore and Polar Engineering Conference, San Francisco, CA, USA, 25–30 June 2017; pp. 613–620.

93. Soussa, A.; Mouss, M.D.; Aitouche, S.; Melakhessou, H.; Titah, M. The MAED and SVM for fault diagnosis of wind turbine system. *Int. J. Renew. Energy Res.* **2017**, *7*, 758–769.

94. Ruiz, M.; Mujica, L.E.; Alférez, S.; Acho, L.; Tutivén, C.; Vidal, Y.; Rodellar, J.; Pozo, F. Wind turbine fault detection and classification by means of image texture analysis. *Mech. Syst. Signal Process.* **2018**, *107*, 149–167. [CrossRef]

95. Marugán, A.P.; Marquez, F.P.G.; Perez, J.M.P.; Ruiz-Hernández, D. A survey of artificial neural network in wind energy systems. *Appl. Energy* **2018**, *228*, 1822–1836. [CrossRef]

96. Li, Y.; Liu, S.; Shu, L. Wind turbine fault diagnosis based on Gaussian process classifiers applied to operational data. *Renew. Energy* **2019**, *134*, 357–366. [CrossRef]

97. Zhou, Q.; Xiong, T.; Wang, M.; Xiang, C.; Xu, Q. Diagnosis and early warning of wind turbine faults based on cluster analysis theory and modified ANFIS. *Energies* **2017**, *10*, 898. [CrossRef]

98. Qian, X.; Zhang, Y.; Gendeel, M. State rules mining and probabilistic fault analysis for 5 MW offshore wind turbines. *Energies* **2019**, *12*, 2046. [CrossRef]

99. Moghaddass, R.; Sheng, S. An anomaly detection framework for dynamic systems using a Bayesian hierarchical framework. *Appl. Energy* **2019**, *240*, 561–582. [CrossRef]

100. Qu, F.; Liu, J.; Zhang, Y.; Feng, J.; Hong, X. A wind turbine fault diagnosis method with self-updating model based on SCADA data mining. In Proceedings of the 2018 IEEE 7th Data Driven Control and Learning Systems Conference, Enshi, China, 25–27 May 2018; pp. 91–96.

101. Jing, Y.; Ning, L.; Shaoyuan, L. Two-layer PSDG based fault diagnosis for wind turbines. In Proceedings of the Chinese Control Conference, Dalian, China, 26–28 July 2017; pp. 7148–7154.

102. Chen, J.; Hu, W.; Cao, D.; Zhang, B.; Huang, Q.; Chen, Z.; Blaabjerg, F. An imbalance fault detection algorithm for variable-speed wind turbines: A deep learning approach. *Energies* **2019**, *12*, 2764. [CrossRef]