MINIMAL DIRECT PRODUCTS
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Abstract. A space is called minimal if it admits a minimal continuous selfmap. We give examples of metrizable continua $X$ admitting both minimal homeomorphisms and minimal noninvertible maps, whose squares $X \times X$ are not minimal, i.e., they admit neither minimal homeomorphisms nor minimal noninvertible maps, thus providing a definitive answer to a question posed by Bruin, Kolyada and the second author in 2003. (In 2018, Bonča, Clark and Oprocha provided an answer in the case when only homeomorphisms were considered.)

Then we introduce and study the notion of product-minimality. We call a compact metrizable space $Y$ product-minimal if, for every minimal system $(X,T)$ given by a metrizable space $X$ and a continuous selfmap $T$, there is a continuous map $S: Y \to Y$ such that the product $(X \times Y, T \times S)$ is minimal. If such a map $S$ always exists in the class of homeomorphisms, we say that $Y$ is a homeo-product-minimal space. We show that many classical examples of minimal spaces, including compact connected metrizable abelian groups, compact connected manifolds without boundary admitting a free action of a nontrivial compact connected Lie group, and many others, are in fact homeo-product-minimal.
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1. Introduction and main results

Throughout the paper we consider only metrizable spaces; however, sometimes we emphasize metrizability, mainly in definitions and statements of results. By a dynamical system we mean a
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pair \((X,T)\), where \(X\) is a (metrizable) space and \(T: X \to X\) is a continuous map. Note that if not stated otherwise, \(X\) is not necessarily compact and \(T\) is not necessarily a homeomorphism. The system is called minimal if there is no proper subset \(M \subseteq X\) that is nonempty, closed and \(T\)-invariant (i.e., \(T(M) \subseteq M\)). In such a case, we also say that the map \(T\) itself is minimal. Clearly, a system \((X,T)\) is minimal if and only if the (forward) orbit \(\text{Orb}_T(x) = \{x, T(x), T^2(x), \ldots\}\) of every point \(x \in X\) is dense in \(X\). Recall that for a homeomorphism \(T\) on a compact space \(X\), minimality is equivalent to the density of all full orbits.

Throughout the present paper, a (metrizable) space admitting a minimal map is said to be a minimal space. The classification of (compact) minimal spaces is a well-known open problem in topological dynamics that is solved only in some particular cases; for some references see, e.g., [KS].

1.1. Minimal spaces with nonminimal squares. Even such a basic and natural question, which is explicitly posed in [BKS] p. 126, as to whether the product of two compact minimal spaces is a minimal space has not been answered to date in its full generality, though recently a negative answer has been provided in the special case when homeomorphisms rather than continuous maps are considered. In fact, Borodinski, Clark and Oprocha [BCO] found a continuum \(Y\) admitting a minimal homeomorphism such that \(Y \times Y\) does not admit any minimal homeomorphisms (recall that a continuum is a compact connected metrizable space). One of the aims of the present paper is to solve the abovementioned problem completely, i.e., to find a space admitting both a minimal homeomorphism and a minimal noninvertible map, whose square is not minimal, i.e., it admits neither a minimal homeomorphism nor a minimal noninvertible map.

To present our results, we need to introduce some terminology. Recall that, by [DST], a compact metrizable space \(X\) is called a Slovak space if it has at least three elements, admits a minimal homeomorphism \(T\) and the group \(\mathcal{H}(X)\) of all homeomorphisms on \(X\) is \(\mathcal{H}(X) = \{T^n : n \in \mathbb{Z}\}\). In [DST] it has been proved that if \(X\) is a Slovak space then it is a continuum, the cyclic group \(\mathcal{H}(X)\) is infinite (i.e., isomorphic to \(\mathbb{Z}\)) and all its elements, except the identity, are minimal homeomorphisms.

In [DST, Section 4] a class of Slovak spaces has been constructed; these particular Slovak spaces are said to be DST spaces throughout the present paper. These spaces are described in detail in Section 12. For now, let us only mention that no DST space admits a minimal noninvertible map.

The third part of the following theorem gives a definitive negative answer to the mentioned question from [BKS]; there, \(T^n\) denotes the \(n\)-torus. The first two parts of the theorem are of independent interest. (For the definition of a product-minimal space used in the second part, see Definition 2).

**Theorem A.** Let \(X\) be an arbitrary DST space.

1. The space \(X\) admits a minimal homeomorphism, but \(X \times X\) does not admit any minimal continuous map (see Theorem 87).
2. Let \(Y\) be a product-minimal path-connected continuum. Then \(X \times Y\) is a minimal space\(^1\) with nonminimal square (see Theorem 98).
3. Let \(n \geq 2\) be an integer. Then the space \(X \times T^n\) admits a minimal homeomorphism as well as a minimal noninvertible map, but its square is not minimal (see Theorem 94).

We do not know whether Theorem A is true for every Slovak space \(X\), but it is true for DST spaces. Let us now compare such a DST space \(X\) with the space \(Y\), which is constructed in [BCO] to prove a weaker version of (1). Since the construction of \(Y\) in [BCO] is inspired by that of \(X\) in [DST], the spaces \(X\) and \(Y\) share some common features. However, there are also significant differences between them.

---

\(^1\)The space \(X \times Y\) admits a minimal homeomorphism or a minimal noninvertible map or both, depending on \(Y\).
• Both $X$ and $Y$ admit minimal homeomorphisms. While $Y^2$ does not admit minimal homeomorphisms, leaving open the possibility that it admits minimal continuous maps, we prove that $X^2$ does not admit minimal continuous maps at all (to prove that $X^2$ does not admit minimal homeomorphisms is much easier, see Theorem 73).

• Both $X$ and $Y$ are nondegenerate indecomposable continua, so they have uncountably many composants, see [Nad, Theorems 11.13 and 11.15].

• For both $X$ and $Y$, it is true that all but one of their composants are continuous injective images of the real line.

• The exceptional composant of $Y$ consists of countably many pseudo-arcs connected by arcs, while the exceptional composant of $X$ is the union of countably many topologist’s sine curves (see Figure 7 in Section 12). Therefore, each nondegenerate proper subcontinuum of $X$ is decomposable, while $Y$ does not have this property.

• Not only for $N = 2$ but even for every $N \geq 2$, the space $Y^N$ does not admit a minimal homeomorphism. The same is true for $X$ (see Remark 75). However, it is not known whether $Y^N (N \geq 2)$ and $X^N (N \geq 3)$ admit minimal noninvertible maps.

Every DST space is a one-dimensional continuum. Theorem A(2) shows that there are other possibilities for the topological dimension of a minimal space that has nonminimal square. In fact, such spaces can have arbitrary positive topological dimensions, including infinity.

Concerning the minimality of spaces and their powers, Theorem A shows that there is a space $X$ such that the set $S_X = \{n \in \mathbb{N}: X^n$ is minimal $\}$ contains 1 and does not contain 2. This situation suggests the following (very general but) interesting problem.

**Problem 1.** Characterize all sets $S \subseteq \mathbb{N}$ for which there exists a compact metrizable space $X$ such that $X^n$ is a minimal space if and only if $n \in S$ (that is, such that $S_X = S$).

Our interest in this paper is in discrete dynamical systems. Let us mention, however, that for continuous flows a counterexample as in Theorem A is not possible. In fact, the class of compact metrizable spaces admitting minimal continuous flows is closed with respect to at most countable products; see [Dir, Theorem 25] for an even stronger result.

In connection with Theorem A, let us also mention some other interesting facts.

• There exist nonminimal continua $X, Z$ such that the product $X \times Z$ is minimal; see Example 59.

• There exist minimal continua $X, Z$ such that $X \times Z$ admits a minimal direct product and every skew-product on $X \times Z$ is a direct product; see Example 61.

• There exist continua $X, Y$ such that all the spaces $X, Y, X \times Y$ admit minimal homeomorphisms and every homeomorphism on $X \times Y$ takes the form of a direct product; see Example 64. Therefore, $X \times Y$ is a factorwise rigid continuum admitting a minimal homeomorphism.

1.2. **Product-minimal spaces.** Minimal direct product systems may seem too special, for instance, compared with minimal skew products, but sometimes they naturally appear and prove to be useful. Let us illustrate this situation by an example. First, recall that by a theorem due to H. Weyl (see, e.g., [KN, Chapter I, Theorem 4.1]), if $(a_n)_{n=1}^{\infty}$ is a sequence of distinct integers, then the sequence $(a_n \theta)_{n=1}^{\infty}$ is uniformly distributed mod 1 for almost all real numbers $\theta$. Using this

---

2As usual, by a skew product on $X \times Z$ we mean a continuous map of the form $F(x, z) = (f(x), g(x, z))$. We often write $g_z$ instead of $g(x, \cdot)$ and $(f, g_z)$ instead of $F$.

3The Cartesian product $X \times Y$ is called factorwise rigid provided that if $h: X \times Y \to X \times Y$ is a homeomorphism, then $h$ is either of the form $h(x, y) = (f(x), g(y))$, where $f: Y \to X$ and $g: Y \to Y$ are homeomorphisms, or $h(x, y) = (f(y), g(x))$, where $f: Y \to X$ and $g: X \to Y$ are homeomorphisms. Of course, if $X$ and $Y$ are not homeomorphic, then the latter case cannot occur. The notion of factorwise rigidity has been used since [BL], but already in [KKT] it was proven that the product of two Menger universal curves has the described property.
fact, one can show (see, e.g., [KST, Proposition 1]) that if $(X,T)$ is a (not necessarily compact) minimal dynamical system, then there exists an (irrational) rotation $R$ of the circle $S^1$ such that the direct product $(X \times S^1, T \times R)$ is minimal. This result has proven to be useful in the description of minimal sets of fiber-preserving maps in graph bundles (see [KST]). Note that this shows that circle $S^1$ is a (homeo-)product-minimal space according to Definition 2 below.

The spaces discovered in [DST] arose as a result of a (more or less) explicit construction, and they can certainly be said to admit “few” minimal maps. In many other situations in the literature, the minimality of a space $Y$ is verified by the Baire category method; in this way, it is shown that minimality is a typical property among the continuous maps on $Y$ from a particular class. One is then naturally led to a (vague) claim that such a space $Y$ admits “many” minimal maps.

If we want to make the expression “many” be precise, there are several possible notions to pursue, including cardinality, topological size, algebraic size and others. Each of these approaches has advantages in one situation or another. What we expect from the notion of “many” is that the family of all minimal maps on $Y$ is large enough compared with all minimal dynamical systems. For instance, on the circle there is a large enough family of minimal maps in the sense described above: for an arbitrary prescribed minimal dynamical system, the circle supports a minimal rotation disjoint from it.

These ideas lead us to the following definition.

**Definition 2.** A compact metrizable space $Y$ is said to be **product-minimal**, or a **PM space**, if for every minimal dynamical system $(X,T)$ with $X$ metrizable, not necessarily compact, there exists a continuous map $S: Y \to Y$ such that the direct product $(X \times Y, T \times S)$ is minimal. If such a map $S$ always exists in the class of homeomorphisms, we say that $Y$ is a **homeo-product-minimal space** or an **HPM space**.

A long (incomplete) list of (homeo-)product-minimal spaces can be found in Theorem B below. By definition, every HPM space is a PM space and every PM space is minimal. There are PM spaces that are not HPM; see Theorem 40 and Remark 41. Furthermore, every DST space $X$ is a minimal continuum that is not product-minimal (see Proposition 9(b) and Example 24). Notice also that no Slovak space is homeo-product-minimal (see Proposition 9(a)).

Note that in Definition 2 the space $X$ in the base is not assumed to be compact because, quite surprisingly, our methods used to prove Theorem B do not require the compactness of $X$. We emphasize, however, that the metrizability of $X$ is essential. Because if we allowed, for instance, the universal compact minimal dynamical system in the base, then (homeo-)product-minimality would reduce to the class of degenerate spaces alone.

On the other hand, a product-minimal space $Y$ is compact by definition. In fact, the compactness of $Y$ is used heavily in our proof of Theorem B (Lemma 10 indicates a reason for this assumption). Moreover, the compactness assumption is less restrictive than it might seem. In fact, an obvious necessary condition for the product-minimality of a space $Y$ is its minimality. However, minimal metrizable spaces are either compact or not locally compact (by Gottschalk’s theorem [Got], if $X$ is a noncompact Hausdorff space with a compact subset having nonempty interior, then $X$ does not admit any minimal map). Therefore, if we do not want to complicate things by considering spaces $Y$ that are not locally compact, we may and must assume the compactness of $Y$.

If, in Definition 2 we were interested in **skew product** systems on $X \times Y$ rather than in direct product systems, then many more spaces $Y$ would be product-minimal, at least if $X$ were assumed to be compact. For instance, by [GW, DM], every compact connected manifold $Y$ without boundary

---

4An example of a space $Y$ that satisfies the definition of (homeo-)product-minimality except for the compactness requirement is the space $\mathbb{Q}$ of rational numbers. In fact, given a minimal system $(X,T)$, we can find a minimal rotation $R$ of $S^1$ such that the product $T \times R$ is minimal. By restricting $R$ on a single full orbit, we obtain a homeomorphism $S$ on $\mathbb{Q}$ with $T \times S$ minimal.
has the property that for every (not necessarily invertible) minimal dynamical system \((X,T)\) on a compact metrizable space \(X\) there exists a minimal skew product system on \(X \times Y\) with the base map \(T\). Among such manifolds \(Y\) there are also those that are not minimal, say \(S^2\). Therefore, such minimal skew product systems cannot generally have the form of a direct product. However, as we have seen, in the case of \(Y = S^1\) such a minimal skew product system exists even in the class of direct products. Moreover, Theorem B(8) shows that this is also true for many other compact connected manifolds \(Y\) without boundary.

Let us mention that if \(X\) and \(Y\) are disjoint unions of two circles (or both \(X\) and \(Y\) consist of two points only), then \(X \times Y\) admits a minimal skew product but does not admit any minimal direct products; see Example 60. (We believe that there also exist minimal continua \(X, Y\) with this property. Obviously, none of them can be a PM space though.)

In connection with this example, the following problem seems interesting.

**Problem 3.** Let \(Y\) be a minimal continuum such that for every (say, compact) minimal system \((X,T)\), the product \(X \times Y\) admits a minimal skew product \((T, g_x)\) with the base \(T\). Does it follow that \(Y\) is a PM space? If, in addition, such a skew product can always be found with invertible fiber maps \(g_x\), then does it follow that \(Y\) is an HPM space?

Notice that if \((T, g_x)\) is a minimal skew product on \(X \times Y\) and a minimal direct product of the form \(T \times S\) exists on \(X \times Y\), then it is still possible that \(T \times g_x\) (in fact, \(g_x\)) is nonminimal for every \(x \in X\), as Example 65 shows. Further, without the assumption of the minimality of \(Y\), the answer to Problem 3 would be negative. Indeed, for instance, the sphere \(Y = S^2\) would be a counterexample by its nonminimality and \([GW,\ Theorem\ 1]\).

Another main aim of the present paper, in addition to Theorem A, is to study which of the familiar minimal spaces are (homeo-)product-minimal. This is an interesting problem on its own, but one can also hope that results in this direction can be a useful tool (recall that the product-minimality of the circle has been used in \([KST]\) in the study of the topology of minimal sets). As a trivial observation, notice that the product of a minimal space with a product-minimal space is minimal. Therefore, the (incomplete) list of product-minimal spaces in Theorem B given below enables the production of new minimal spaces from the old spaces (of course, the minimality of some of them also follows from earlier results, such as \([GW, DM]\)).

In the next theorem, we summarize our main results on product-minimal spaces. Notice that part (1) generalizes the fact that the circle is an HPM space. For the definitions of cantoroids and Sierpiński curves, we refer the reader to Sections 6 and 7, respectively.

**Theorem B.** Each of the following spaces is an HPM space, hence also a PM space.

1. Every compact connected metrizable abelian group (for a stronger result, see Theorem 17, cf. Theorem 79).
2. Every space of the form \(Y \times Z\), where \(Y\) is a nondegenerate HPM space and \(Z\) is a compact metrizable space admitting a minimal action of an arc-wise connected topological group (see Theorem 27, cf. Corollary 28).
3. Every quotient space \((\Gamma \times Z)/\Lambda\), obtained from \(\Gamma \times Z\) by applying the diagonal action of \(\Lambda\), where \(\Gamma\) is an infinite compact connected metrizable abelian group, \(\Lambda\) is a finite subgroup of \(\Gamma\) and \(Z\) is a compact connected (not necessarily abelian) metrizable group, on which the group \(\Lambda\) acts by automorphisms (see Theorem 30 and, for a more general result, Theorem 28).
4. The Klein bottle (see Theorem 32).
5. The Cantor space (see Theorem 39).
6. The Sierpiński curve on the 2-torus and the Sierpiński curve on the Klein bottle (see Theorem 42).
(7) Every compact metrizable space $Y$ admitting a minimal continuous flow whose centralizer in the group of homeomorphisms of $Y$ acts transitively on $Y$ in the algebraic sense (see Theorem 44, cf. also Theorem 46).

(8) Every compact connected manifold $Y$ without boundary admitting a free action of a non-trivial compact connected Lie group (see Theorem 50; for an analogous result in the smooth category, see Theorem 58).

(9) All odd-dimensional spheres and compact connected Lie groups (see Remarks 49 and 52). Moreover,

(10) every cantoroid is a PM space (see Theorem 40).

Since the circle is a homeo-product-minimal space, the following question is natural (and, apparently, quite challenging).

**Problem 4.** Is the pseudo-circle a (homeo-)product-minimal space?

All solenoids are homeo-product-minimal by virtue of Theorem B(1) or (7). We do not know whether this is also true for generalized solenoids (see Section 12 for the definition). Generalized solenoids that are not solenoids still admit minimal continuous flows but, being nonhomogeneous (see footnote 10 in Section 12), they do not satisfy the assumption from Theorem B(7), as follows from Remark 45.

**Problem 5.** Are all generalized solenoids (homeo-)product-minimal spaces?

The notion of product-minimality is related to that of the disjointness of dynamical systems. Indeed, recall that the product of two compact minimal systems is minimal if and only if the two systems are disjoint. The theory of disjointness, initiated in [Fur], is now a deeply developed part of the theory of dynamical systems (see [Gla] and the references therein). The main problem in the theory consists of determining the class of all systems that are disjoint from every system in a given class. However, when studying product-minimal systems, these results cannot be directly applied, since in the definition of a product-minimal space no additional information on the system $(X, T)$ is available, except its minimality.

The paper is organized as follows. In Section 2, we summarize some useful facts on minimal products and product-minimal spaces; in particular, we describe operations under which the class of (homeo-)product-minimal spaces is closed. In Sections 3–10, we prove all the theorems that constitute the ten parts of Theorem B. Then, in Section 11, we present the examples mentioned in the introduction. Finally, in Sections 12–16, we prove all three parts of Theorem A.

Sections 2 and 11, which center around Theorem B, are mostly attributable to the first author, and Sections 12–16, which center around Theorem A, are mostly attributable to the second and third authors. However, both parts are closely related, and we believe that they deserve to be published together as a whole. We started this research more than 10 years ago, being motivated by the question of whether the product of minimal spaces has to be minimal and by the fact that the circle is a homeo-product-minimal space (in the terminology introduced above).

2. **First observations on minimal products and product-minimal spaces**

Let us begin by noticing that some new (homeo-)product-minimal spaces can be produced from the old ones.

**Proposition 6.** The class of all (homeo-)product-minimal spaces is closed with respect to at most countable products.

**Proof.** We prove the proposition only for HPM spaces; the proof for PM spaces is analogous. So let $Y_i, i = 1, 2, \ldots$, be HPM spaces. Then $Y_i$ are compact metrizable by definition and hence so is...
$Y = \prod_{i=1}^{\infty} Y_i$. Let $(X, T)$ be a minimal system. Since $Y_1$ is HPM, there is a homeomorphism $S_1$ on $Y_1$ such that $(X \times Y_1, T \times S_1)$ is minimal. Since $Y_2$ is HPM, there is a homeomorphism $S_2$ on $Y_2$ such that $(X \times Y_1 \times Y_2, T \times S_1 \times S_2)$ is minimal. Continuing in this way, we find a sequence of homeomorphisms $S_i : Y_i \to Y_i$ ($i \in \mathbb{N}$) such that the product $(X \times \prod_{i=1}^{N} Y_i, T \times \prod_{i=1}^{N} S_i)$ is minimal for every $N \in \mathbb{N}$. Then $S = \prod_{i=1}^{\infty} S_i$ is a homeomorphism on $Y$. Moreover, the system $(X \times Y, T \times S)$ is minimal, being an inverse limit of the minimal systems $(X \times \prod_{i=1}^{N} Y_i, T \times \prod_{i=1}^{N} S_i)$ ($N = 1, 2, \ldots$).

Remark 7. There are also other, much less obvious ways to produce new (homeo-)product-minimal spaces from the old ones:

- by multiplying with an appropriate (not necessarily minimal) space; see Theorem 21 and Corollary 23
- by passing to special quotient spaces of products; see Theorem 28 and Theorem 30
- by passing to special almost 1-1 extensions; see Proposition 37

In the following proposition, $\epsilon$ stands for the cardinality of the continuum.

Proposition 8. A PM space is either connected or has $\epsilon$ components. Consequently, a nondegenerate PM space has no isolated points.

Proof. Let $Y$ be a PM space. By minimality, $Y$ has either finitely many or $\epsilon$ components. So assume that the number $k$ of components of $Y$ is finite, $k \geq 2$. Let $(X, T)$ be the cyclic permutation of a space $X$ with $k$ elements. If $S : Y \to Y$ is minimal then $S$ cyclically permutes the $k$ components of $Y$. Consequently, the nonminimal system $(X \times X, T \times T)$ is a factor of $(X \times Y, T \times S)$ and so the latter system is not minimal. This proves the first statement of the proposition. To prove the second statement, notice that if a minimal system has an isolated point then it is a (finite) periodic orbit.

As explained in Subsection 12 intuitively, a necessary condition for a space $Y$ to be HPM or PM is that it admits sufficiently many minimal homeomorphisms or minimal continuous maps. Therefore, the following proposition is not surprising.

Proposition 9. Let $Y$ be a nondegenerate compact metrizable space.

(a) If the set of all minimal homeomorphisms on $Y$ is (at most) countable then $Y$ is not a homeo-product-minimal space. In particular, no Slovak space is homeo-product-minimal.

(b) If the set of all minimal continuous maps on $Y$ is (at most) countable then $Y$ is not a product-minimal space. In particular, no DST space is product-minimal.

Proof. We prove part (a); the proof of part (b) is similar. Let $(X, T)$ be an arbitrary minimal subsystem of the direct product of all the systems $(Y, S)$ with $S$ being a minimal homeomorphism on $Y$. By compactness of $Y$ and the countability assumption, $X$ is a (nonempty) compact metrizable space. We claim that there is no homeomorphism $S \in \mathcal{H}(Y)$ with $(X \times Y, T \times S)$ minimal. So let $S \in \mathcal{H}(Y)$ be minimal. By minimality of $T$, $X$ has full projections onto all coordinates, so $(Y, S)$ is a factor of $(X, T)$. Since the product $(Y \times Y, S \times S)$ is not minimal because $Y$ is not a singleton, it follows that the product $(X \times Y, T \times S)$ is not minimal. Thus, $Y$ is not a homeo-product-minimal space.

In a dynamical system $(X, T)$, a point $x$ whose orbit $\{x, T(x), T^2(x), \ldots\}$ is dense in $X$, is called a transitive point. A system is called point-transitive if it has a transitive point. Clearly, if $(X, T)$ is a point-transitive system then the space $X$, being separable and metrizable, has a countable basis. Notice that a system is minimal if and only if all points are transitive or, equivalently, if and only if the $\omega$-limit set $\omega_T(x)$ of every point $x \in X$ is the whole space $X$ (recall that $\omega_T(x)$ is the set of all limit points of the trajectory $(T^n(x))_{n=0}^{\infty}$ of $x$). A system $(X, T)$ is called (topologically) transitive.
Lemma 10. Let \((X, T)\) be a minimal system and \(Y\) be a compact metrizable space. Then a skew product map \(Q\) on the space \(X \times Y\) of the form \(Q(x, y) = (T(x), S_x(y))\) is minimal if and only if there is \(x_0 \in X\) such that the whole fiber \(\{x_0\} \times Y\) consists of transitive points of \(Q\).

Proof. One implication is trivial. To prove the converse implication, assume that \(\{x_0\} \times Y\) consists of transitive points of \(Q\). Fix \((x, y) \in X \times Y\). Using minimality of \(T\) and compactness of \(Y\), we find \(y_0 \in Y\) such that \(\omega_Q(x, y) \ni (x_0, y_0)\). Then, since \((x_0, y_0)\) is transitive, it follows that \(\omega_Q(x, y) \supseteq \omega_Q(x_0, y_0) = X \times Y\), hence \((x, y)\) is also transitive. \(\square\)

Let \((X, T)\) be a dynamical system. It is called totally minimal if all the iterates \(T^n\), \(n \in \mathbb{N}\), are minimal. A point \(x \in X\) is said to be periodically recurrent if for every neighborhood \(U\) of \(x\) there exists a positive integer \(p\) such that \(x\) returns back into \(U\) with period \(p\), i.e., \(T^{kp}(x) \in U\) for \(k = 0, 1, 2, \ldots\).

The following result is presumably well known, but we are unable to give a reference, so a proof is included.

Proposition 11. Let \((X, T)\) and \((Y, S)\) be dynamical systems given by continuous maps on metrizable spaces, \(Y\) being a compact space. Assume that \((X, T)\) is minimal and \((Y, S)\) is totally minimal. If \((X, T)\) contains a periodically recurrent point \(x_0\) then the product \((X \times Y, T \times S)\) is minimal.

Proof. Denote \(F = T \times S\). By virtue of Lemma 10, it suffices to show that \(\omega_F(x_0, y) = X \times Y\) for every \(y \in Y\). First we prove that for every \(y \in Y\), \(\omega_F(x_0, y) \supseteq \{x_0\} \times Y\). To this end fix \(y, y' \in Y\) and a basic neighborhood \(U \times V\) of the point \((x_0, y')\). There exists \(p \in \mathbb{N}\) such that \(T^{kp}(x_0) \in U\) for all \(k = 0, 1, 2, \ldots\). Since \(S^p\) is a minimal map, there exist infinitely many times \(k \in \mathbb{N}\) with \(F^{kp}(x_0, y) = (T^{kp}(x_0), (S^p)^k(y)) \in U \times V\). Since the argument works for each basic neighborhood \(U \times V\) of \((x_0, y')\), we have \(\omega_F(x_0, y) \ni (x_0, y')\). Consequently, \(\omega_F(x_0, y) \supseteq \{x_0\} \times Y\).

Now we show that \(\omega_F(x_0, y) = X \times Y\). Clearly, for every \(n \in \mathbb{N}\), \(\omega_F(x_0, y) \supseteq F^n(\omega_F(x_0, y)) \supseteq F^n(\{x_0\} \times Y) = \{T^n(x_0)\} \times S^n(Y)\). Since \(S\) is surjective by its minimality and compactness of \(Y\), and the \(T\)-orbit of \(x_0\) is dense in \(X\), it follows that the closed set \(\omega_F(x_0, y)\) contains the union of a dense set of fibers. Hence \(\omega_F(x_0, y) = X \times Y\). \(\square\)

We conclude this section with the following property of (homeo-)product-minimal spaces.

Proposition 12. Let \(Y\) be a (homeo-)product-minimal space. Let \((X, T)\) be a dynamical system given by a continuous map \(T\) on a metrizable space \(X\). Suppose that \(X\) has no isolated points and \(T\) is point-transitive. Then there is a minimal continuous map (homeomorphism) \(S: Y \to Y\) such that \((X \times Y, T \times S)\) is point-transitive.

Proof. Fix a transitive point \(x_0\) for \(T\) and denote its orbit by \(X'\). Since \(x_0\) is not isolated, it is recurrent and so the restriction of \(T\) onto \(X'\) is minimal. Since the space \(Y\) is a (homeo-)product-minimal, there is a minimal continuous map (homeomorphism) \(S: Y \to Y\) such that the product \((X' \times Y, T|_{X'} \times S)\) is minimal. Finally, by density of \(X' \times Y\) in \(X \times Y\) it follows that the product \((X \times Y, T \times S)\) is point-transitive. \(\square\)

3. Compact connected abelian groups

3.1. Auxiliary results. Let \(G\) be a compact abelian group. The multiplicative semigroup of positive integers \(\mathbb{N}^*\) acts on \(G\) by endomorphisms \(A_n\) defined by \(A_n(g) = g^n\) \((g \in G, n \in \mathbb{N}^*)\); the corresponding action will be denoted by \(\pi\). If \(G\) is connected then all \(A_n\) are epimorphisms.
Lemma 13. Let $G$ be a compact connected abelian group and let $\mu$ be the Haar measure on $G$. Then the action $\pi$ of $\mathbb{N}^*$ on $G$ is mixing with respect to $\mu$, that is, for all Borel sets $B,C \subseteq G$,

$$
\lim_{n \to \infty} \mu(A_n^{-1}(B) \cap C) = \mu(B)\mu(C).
$$

Proof. 1st step. We show that for all $\gamma, \delta \in \hat{G}$,

$$
\lim_{n \to \infty} \int (\gamma \circ A_n)\delta d\mu = \int \gamma d\mu \int \delta d\mu.
$$

Fix $\gamma, \delta \in \hat{G}$. If $\gamma = 1$ then (3.1) holds obviously. So assume that $\gamma \neq 1$. Then $\int \gamma d\mu = 0$. Since $\hat{G}$ is torsion-free, we have $(\gamma \circ A_n)\delta = \gamma^n\delta = 1$ for at most one $n \in \mathbb{N}^*$; hence $\int (\gamma \circ A_n)\delta d\mu = 0$ for all sufficiently large $n$. Thus,

$$
\lim_{n \to \infty} \int (\gamma \circ A_n)\delta d\mu = 0 = \int \gamma d\mu \int \delta d\mu.
$$

2nd step. We show that for all $f,g \in L^2(\mu)$,

$$
\lim_{n \to \infty} \int (f \circ A_n)g d\mu = \int f d\mu \int g d\mu.
$$

Since $\hat{G}$ is an orthonormal basis of $L^2(\mu)$ and we have (3.1), the proof of (3.2) is routine and goes as follows. Given $f \in L^2(\mu)$, denote by $R_f$ the set of all $g \in L^2(\mu)$ such that (3.2) holds. Similarly, given $g \in L^2(\mu)$, denote by $L_g$ the set of all $f \in L^2(\mu)$ such that (3.2) holds. A standard argument shows that all $R_f$ and $L_g$ are closed linear subspaces of $L^2(\mu)$. Now, by the 1st step of the proof, for every $\delta \in \hat{G}$ we have $L_\delta \supseteq \hat{G}$ and so $L_\delta = L^2(\mu)$. This means that, for every $f \in L^2(\mu)$, $R_f \supseteq \hat{G}$ and so $R_f = L^2(\mu)$, which finishes the 2nd step.

3rd step. We prove the lemma.

So fix Borel sets $B,C \subseteq G$. By applying (3.2) to the characteristic functions $f = \chi_B$, $g = \chi_C$ of $B,C$, we obtain

$$
\lim_{n \to \infty} \mu(A_n^{-1}(B) \cap C) = \lim_{n \to \infty} \int \chi_{A_n^{-1}(B)} \chi_C d\mu = \lim_{n \to \infty} \int (\chi_B \circ A_n) \chi_C d\mu = \int \chi_B d\mu \int \chi_C d\mu = \mu(B)\mu(C).
$$

Let $G$ be a compact abelian group. Recall that the action $\pi$ of $\mathbb{N}^*$ on $G$ is topologically transitive or topologically mixing if for all nonempty open sets $U,V \subseteq G$, $A_n^{-1}(U) \cap V \neq \emptyset$ holds for some $n$ or for every sufficiently large $n$, respectively.

Lemma 14. Let $G$ be a compact abelian group and let $\pi$ be the action of $\mathbb{N}^*$ on $G$. Then the following conditions are equivalent:

1. $\pi$ is mixing with respect to the Haar measure $\mu$ on $G$,
2. $\pi$ is topologically mixing,
3. $\pi$ is topologically transitive,
4. $G$ is connected.
Proof. Implication (1) ⇒ (2) follows from the fact that μ has full support and (4) ⇒ (1) follows from Lemma 13. Implication (2) ⇒ (3) is obvious. We verify (3) ⇒ (4) by contradiction.

So assume that π is topologically transitive and G is not connected. Denote by G0 the identity component of G. Then G0 is a closed subgroup of G and the quotient group G/G0 is totally disconnected. Denote by π′ the natural action of N* on G/G0 and by A′n (n ∈ N*) the corresponding acting endomorphisms. Since π is topologically transitive and factors onto π′ (via the quotient morphism G → G/G0), it follows that π′ is also topologically transitive. Now G/G0, being nontrivial, compact and totally disconnected, has a proper open (hence also closed) subgroup H ⊆ G/G0 [HM, Theorem 1.34]. Obviously, for any n ∈ N*, we have A′n(H) ⊆ H and so A′n(H) ∩ ((G/G0) \ H) = ∅. Since both H and (G/G0) \ H are nonempty and open, this contradicts the transitivity of π’. □

Now we recall some useful facts from the theory of uniformly distributed sequences in compact groups. We start with the definition of a uniformly distributed sequence, which is due to Eckmann (see [Eck] or [KN, p. 221]).

Definition 15. A sequence (gn)n=1∞ in a compact group G is uniformly distributed in G if for every continuous complex valued function ϕ on G we have

$$\lim_{n→∞} \frac{1}{n} \sum_{i=1}^{n} ϕ(g_i) = \int ϕ \, dμ,$$

where μ denotes the Haar measure on G.

Since μ has full support, it follows that for every uniformly distributed sequence (gn)n=1∞ in G, the set \{gn : n ∈ N\} is dense in G.

We shall make use of the following result due to Hartman and Ryll-Nardzewski [HR Satz 7], cf. [KN p. 279].

Lemma 16. Let G be a compact, connected, metrizable, abelian group and let (kn)n=1∞ be an increasing sequence of positive integers. Then the sequence (gkn)n=1∞ is uniformly distributed in G for μ-almost every g ∈ G, where μ denotes the Haar measure on G.

3.2. Main result. Let (X,T) be a dynamical system. Recall that the omega-limit of a set A ⊆ X is defined by

$$ω_T(A) = \bigcap_{n=0}^{∞} \bigcup_{m=n}^{∞} T^m(A).$$

If A ⊆ B ⊆ X then ωT(A) ⊆ ωT(B). If X is compact and A ⊆ X then T(ωT(A)) = ωT(A) and so ωT(ωT(ωT(A))) = ωT(A). Given x ∈ X, we write ωT(x) instead of ωT(\{x\}). Recall that a system (X,T) is minimal if and only if ωT(x) = X for every x ∈ X.

Given a compact abelian group G and a point g ∈ G, we shall denote by Rg the rotation of G by g.

As we already observed in the introduction, circle S1 is a homeo-product-minimal space. We show that much more is true.

Theorem 17. Let (X,T) be a minimal dynamical system given by a continuous map T on a metrizable space X and let G be a compact connected metrizable abelian group. Then the product (X × G, T × Rg) is minimal for every g from a residual subset of full Haar measure. Consequently, every compact connected metrizable abelian group is homeo-product-minimal.

Proof. Set

$$Q = \{g ∈ G : T × Rg is minimal\}. \tag{3.3}$$

1st step. We show that

$$Q = \{g ∈ G : \text{there is } (x_0,h_0) ∈ X × G \text{ with } ω_{T×Rg}(x_0,h_0) \supseteq \{x_0\} × G\}. \tag{3.4}$$
The inclusion “⊆” is clear. To prove the converse one, fix \((x_0, h_0) \in X \times G\) with \(\omega_{T \times R_g}(x_0, h_0) \supseteq \{x_0\} \times G\). We claim that, in fact, \(\omega_{T \times R_g}(x_0, h_1) \supseteq \{x_0\} \times G\) for every \(h_1 \in G\). To see this, fix \(h_1 \in G\). Since \(\text{Id}_X \times R_{h_1^{-1}}\) is a topological self-conjugacy of \((X \times G, T \times R_g)\), it commutes with the operator \(\omega_{T \times R_g}\) and so we have

\[
\omega_{T \times R_g}(x_0, h_1) = \omega_{T \times R_g}(\text{Id}_X \times R_{h_1^{-1}})(x_0, h_0) = (\text{Id}_X \times R_{h_1^{-1}})(\omega_{T \times R_g}(x_0, h_0)) \supseteq (\text{Id}_X \times R_{h_1^{-1}})(\{x_0\} \times G) = \{x_0\} \times G.
\]

To show that \(T \times R_g\) is minimal, fix \(x \in X\) and \(h \in G\). Since \(x_0 \in \omega_T(x)\) and \(G\) is compact, there is \(h_1 \in G\) such that \((x_0, h_1) \in \omega_{T \times R_g}(x, h)\). Therefore

\[
\omega_{T \times R_g}(x, h) \supseteq \omega_{T \times R_g}(x_0, h_1) \supseteq \{x_0\} \times G,
\]

whence it follows that

\[
\omega_{T \times R_g}(x, h) \supseteq \omega_{T \times R_g}(\{x_0\} \times G) = X \times G,
\]

the last equality being secured by minimality of \(T\) and surjectivity of \(R_g\). This shows that \(T \times R_g\) is minimal.

2nd step. We show that \(Q\) is of type \(G_{\delta}\).

To this end, fix any \((x_0, h_0) \in X \times G\). It follows from (3.3) and (3.4) that

\[
Q = \{g \in G : \omega_{T \times R_g}(x_0, h_0) = X \times G\}.
\]

Since \(X\) is metrizable and admits a minimal basis \(\{U_n : n \in \mathbb{N}\}\). Fix also a countable basis \(\{V_m : m \in \mathbb{N}\}\) of \(G\). For \(n, m, l \in \mathbb{N}\), set

\[
Q^l_{n,m}(x_0, h_0) = \{g \in G : (T \times R_g)^k(x_0, h_0) \in U_n \times V_m \text{ for some } k \geq l\}.
\]

Then \(Q = \cap_{n,m,l=1}^{\infty} Q^l_{n,m}(x_0, h_0)\) by virtue of (3.5). Since all \(Q^l_{n,m}(x_0, h_0)\) are obviously open, \(Q\) is indeed of type \(G_{\delta}\).

3rd step. We show that \(Q\) has full Haar measure.

Fix \((x_0, h_0) \in X \times G\). By minimality of \(T\), there is an increasing sequence \((k_n)_{n=1}^{\infty}\) of positive integers with \(T^{k_n}(x_0) \to x_0\). By Lemma 14, the sequence \((g^{k_n})_{n=1}^{\infty}\) is uniformly distributed in \(G\) for \(\mu\)–almost every \(g \in G\). We show that every such element \(g\) belongs to \(Q\). Indeed, for such \(g\), the set

\[
\{R_g^{k_n}(h_0) : n \in \mathbb{N}\} = \{g^{k_n}h_0 : n \in \mathbb{N}\}
\]

is dense in \(G\) and hence, using that \(T^{k_n}(x_0) \to x_0\), we obtain

\[
\omega_{T \times R_g}(x_0, h_0) \supseteq \{x_0\} \times G,
\]

By virtue of (3.4), this means that \(g \in Q\).

4th step. We show that \(Q\) is residual.

Since we already know that \(Q\) is of type \(G_{\delta}\), it remains to show that it is dense. This follows from the fact that \(Q\) has full Haar measure, which is well known to have full support. Nevertheless, we wish to present also another proof based on Lemma 14.

Fix \(x_0 \in X\) and \(h_0 \in G\). To get residuality of \(Q\), we show that the open sets \(Q^l_{n,m}(x_0, h_0)\) are dense. So fix \(n, m, l \in \mathbb{N}\) and a nonempty open set \(V \subseteq G\). Since the natural action of \(\mathbb{N}^*\) on \(G\) is topologically mixing by Lemma 14, there is \(k_0 \geq l\) such that \(V \cap A_{k_0}^{-1}(h_0^{-1}V_m) \neq \emptyset\) for every \(k \geq k_0\). By minimality of \(T\), we may fix \(k \geq k_0\) with \(T^k(x_0) \in U_n\). Also, choose \(g \in V \cap A_k^{-1}(h_0^{-1}V_m)\). Then \((T \times R_g)^k(x_0, h_0) = (T^k(x_0), g^k h_0) \in U_n \times h_0^{-1}V_m, h_0 = U_n \times V_m\). Thus, \(g \in V \cap Q^l_{n,m}(x_0, h_0)\), which proves the density of \(Q^l_{n,m}(x_0, h_0)\). □
Remark 18. Consider now a special case of Theorem 17 when the minimal map $T$ in the base is also a rotation of a compact abelian group $X$ by the element $x$. Let $G$ be as in Theorem 17 and fix $g \in G$. Then we have a (well known) equivalence of the following conditions:

(i) the product $T \times R_g$ is minimal,
(ii) $(x,g)$ is a topological generator of the group $X \times G$,
(iii) the annihilator $(x,g)^\perp = \{ \chi \in \widehat{X} \times G : \chi(x,g) = 1 \}$ of $(x,g)$ in $\widehat{X} \times G$ vanishes,
(iv) if $\delta \in \widehat{X}$ and $\gamma \in \widehat{G}$ satisfy $\delta(x) = \gamma(g)$, then $\delta, \gamma$ are both trivial characters.

Theorem 19. Let $(X,T)$ be a compact metrizable space admitting a compact connected abelian group $G$ of homeomorphisms whose natural action on $Z$ is minimal. Then the product $(X \times Z, T \times g)$ is minimal for every $g$ from a residual subset $G' \subseteq G$ of full Haar measure on $G$.

This is just a reformulation of Theorem 17. Indeed, since the action of $G$ on $Z$ is transitive in the algebraic sense by compactness of $G$, it follows that $Z$ is homeomorphic to a quotient group $G/H$ of $G$ and, in fact, the action of $G$ on $Z$ is equivalent to the natural action of $G$ on $G/H$. Thus, by Theorem 17 (applied to the group $G/H$), there exists a residual subset $Z' \subseteq Z$ of full Haar measure such that for every $z \in Z'$ the rotation $R_z$ on $Z$ has $T \times R_z$ minimal on $X \times Z$. So we could now prove the theorem by setting $G' = p^{-1}(Z')$, where $p : G \to Z$ is the quotient morphism. (Notice that $G'$ is residual of full Haar measure, since $p$ is open and measure-preserving.) We wish to present also the following elementary proof.

Proof. Let $\mu$ be the Haar measure on $G$. For $g \in G$ let $R_g$ denote the rotation of $G$ by $g$. By Theorem 17, the product $T \times R_g$ is minimal for every $g$ from a residual subset $G' \subseteq G$ of full Haar measure on $G$. We show that for such $g$ the product $T \times g$ is minimal. So fix $g \in G'$, $(x,z) \in X \times Z$ and nonempty open sets $U \subseteq X$, $V \subseteq Z$; we show that there is a positive integer $n$ with $(T \times g)^n(x,z) \in U \times V$. Since the natural action of $G$ on $Z$ is minimal, there is $h_0 \in G$ with $h_0(z) \in V$. Choose a neighborhood $W_0$ of $h_0$ with the property that $h(z) \in V$ for every $h \in W_0$. Since $T \times R_g$ is minimal, there is a positive integer $n$ such that $(T \times R_g)^n(x, \text{Id}_Z) \in U \times W_0$, that is, $T^n(x) \in U$ and $g^n \in W_0$. Consequently, $g^n(z) \in V$ and hence $(T \times g)^n(x,z) \in U \times V$. \qed

We wish to mention that an analogue of Theorem 17 does not hold for disconnected compact abelian groups $G$; see Example 20 below. It follows, in particular, that to verify the homeo-product-minimality of the Cantor set $C$ (a fact that we shall prove in Section 6), it is not sufficient to know that $C$ carries the structure of a compact abelian group and use the corresponding minimal rotations of $C$.

Example 20. There exist a compact metrizable space $X$ and a minimal homeomorphism $T : X \to X$ such that for every compact disconnected abelian group $G$ and every rotation $R$ of $G$, the product $(X \times G, T \times R)$ is not minimal.

Proof. Let $\text{tor}(S^1)$ be the torsion subgroup of $S^1$ equipped with the discrete topology and let $X = \text{tor}(S^1)$ be the dual group of $\text{tor}(S^1)$. Being a dual group of a discrete countable abelian group, the group $X$ is compact, metrizable and abelian. Moreover, since $\widehat{X} \cong \text{tor}(S^1)$ is isomorphic to a subgroup of $T^1$, $X$ is monothetic [AK, Theorem 6]. Fix a topological generator $x_0$ of $X$ and let $T$ be the (minimal) rotation of $X$ by $x_0$.

Now let $G$ be a compact disconnected abelian group, $g_0 \in G$ and $R$ be the rotation of $G$ by $g_0$; we show that the product $(X \times G, T \times R)$ is not minimal. Denote by $G_0$ the identity component of $G$ and by $p$ the canonical quotient morphism $G \to G/G_0$. Then $Y = G/G_0$ is a nontrivial totally disconnected compact group.

\footnote{Conditions (i) and (ii) are equivalent obviously, the equivalence of (ii) and (iii) is well known, and conditions (iii) and (iv) are equivalent by the standard isomorphism between $\widehat{X} \times G$ and $\widehat{X} \times G$.}
disconnected compact abelian group. Write $y_0 = p(g_0)$ and let $S$ be the rotation of $Y$ by $y_0$. Clearly, the morphism $p$ is a factor map $(G, R) \to (Y, S)$. Thus, to show that the product $(X \times G, T \times R)$ is not minimal, it is sufficient to show that the product $(X \times Y, T \times S)$ is not minimal. In view of Remark 18 it is sufficient to find characters $\delta \in \hat{X}$ and $\gamma \in \hat{Y}$ with $\delta(x_0) = \gamma(y_0) \neq 1$.

Since the characters of $Y$ separate points, there is $\gamma \in \hat{Y}$ with $\gamma(y_0) \neq 1$. Being a dual group of a totally disconnected group $Y$, the group $\hat{Y}$ is a torsion group. Consequently, the image $\text{Im}(\gamma)$ of $\gamma$ is a finite subgroup of $\mathbb{S}^1$, that is, $\text{Im}(\gamma) = \mathbb{Z}_k \subseteq \mathbb{S}^1$ for some integer $k \geq 2$. Now, since $\mathbb{Z}_k$ is a subgroup of $\text{tor}(\mathbb{S}^1) \cong \hat{X}$, the group $X$ factors onto $\hat{Z}_k \cong \mathbb{Z}_k$. Thus, there is a character $\eta \in \hat{X}$ with $\text{Im}(\eta) = \mathbb{Z}_k$. The set $U = \eta^{-1}(\gamma(y_0))$ is nonempty and open in $X$, hence $x_0^n \in U$ for some $n \in \mathbb{N}$. Thus, $\eta^n(x_0) = \eta(x_0^n) = \chi(y_0)$ and we may finish the proof by letting $\delta = \eta^n$.

\section{Products of product-minimal spaces with suitable spaces}

The purpose of this section is to prove the following theorem. Its proof is based on ideas from [GW] and [Dir].

\textbf{Theorem 21.} Let $Z$ be a compact metrizable space admitting a minimal action of an arc-wise connected topological group $G_a$. Then for every nondegenerate (homeo-)product-minimal space $Y$, the space $X \times Z$ is also (homeo-)product-minimal.

\textbf{Remark 22.} To prove Theorem 21 we may additionally assume that $G_a$ is a topological subgroup of the group $\mathcal{H}(Z)$ equipped with the topology of uniform convergence. By letting $G$ be the closure of $G_a$ in $\mathcal{H}(Z)$, we see that $G_a$ is a dense arc-wise connected subgroup of a Polish group $G$ Clearly, the natural action of $G$ on $Z$ is minimal.

Let us mention that Theorem 21 applies, for instance, to the following spaces $Z$:

- compact connected manifolds without boundary (see [GW]),
- compact connected Hilbert cube manifolds (see [GW]),
- homogeneous spaces of compact connected groups (see [DM]),
- countably infinite products of compact connected manifolds, infinitely many of which have nonempty boundary (see [DM]).

We also recall from [DM] that the class of spaces $Z$ satisfying the assumptions of Theorem 21 is closed with respect to at most countable products.

It can be seen from the above examples that the space $Z$ itself need not be minimal. Further notice that in fact we assume that the space $Y$ is infinite, since, as we already know from Proposition 8 a PM space is either infinite or a singleton.

\textbf{Corollary 23.} Let $Z$ be a compact metrizable space admitting a minimal homeomorphism isotopic to the identity. Then for every nondegenerate (homeo-)product-minimal space $Y$, the space $X \times Z$ is also (homeo-)product-minimal.

\textbf{Proof.} Let $S$ be a minimal homeomorphism on $Z$ isotopic to the identity via isotopy $S_t$ ($0 \leq t \leq 1$) and let $G_a$ be the subgroup of $\mathcal{H}(Z)$ generated by the set $\{S_t: 0 \leq t \leq 1\}$. Then $G_a$ is an arc-wise connected topological group, whose natural action on $Z$ is minimal. Thus, the statement of the corollary follows from Theorem 21.

\textsuperscript{6}Indeed, let $\Phi: G_a \times Z \to Z$ be the considered action, with the acting homeomorphisms $\varphi_y = \Phi(g, \cdot)$. Consider the group $H_a \subseteq \mathcal{H}(Z)$ of all acting homeomorphisms and the map $\Psi: H_a \times Z \to Z, (h, z) \mapsto h(z)$. Since $Z$ is a compact metrizable space and $\mathcal{H}(Z)$ is equipped with the topology of uniform convergence, the map $g \mapsto \varphi_y$ is continuous. Therefore, since $G_a$ is arc-wise connected, so is $H_a$. Moreover, $\Psi$ is continuous due to the topology of uniform convergence on $H_a$ and, clearly, it is an action of $H_a$ on $Z$. The orbits of $\Psi$ are the same as those of $\Phi$, therefore $\Psi$ is a minimal action.

\textsuperscript{7}Recall that if $\rho$ is the supremum metric on $\mathcal{H}(Z)$ then the metric $\rho'$, given by the rule $\rho'(g, h) = \rho(g, h) + \rho(g^{-1}, h^{-1})$, is complete and equivalent to $\rho$ on $\mathcal{H}(Z)$.
Example 24. In Corollary 23 it is essential that the minimal homeomorphism on $Z$ is isotopic to the identity; it is not sufficient to assume that $Z$ admits an arbitrary minimal homeomorphism. Indeed, let $Y$ be the circle and $Z$ be a DST space. By Theorem 17 $Y$ is an HPM space but the product $Y \times Z$ is not even a PM space. In fact, $Z \times (Y \times Z)$ does not admit a minimal map by Theorem 91.

Now we turn to a proof of Theorem 21. Let us begin by fixing some necessary notation, which we keep throughout this section. Let $X,Y,Z$ be metrizable spaces, $Y$ infinite, $Y$ and $Z$ compact, and let $T:X \to X$, $S:Y \to Y$ be continuous maps. We shall assume that the product $(X \times Y, T \times S)$ is minimal. Further, assume that $G$ is a Polish group with a dense arc-wise connected subgroup $G_\alpha$ and suppose that $\phi = (\varphi_g)_{g \in G}$ is a minimal $G$-flow on $Z$. Denote by $e$ the neutral element of $G$. Given a continuous map $f: Y \to G$, we consider the continuous maps

$$R: X \times Y \times G \to X \times Y \times G, \quad (x,y,g) \mapsto (T(x),S(y),f(y)g)$$

and

$$Q: X \times Y \times Z \to X \times Y \times Z, \quad (x,y,z) \mapsto (T(x),S(y),\varphi_f(y)(z)).$$

For $n \in \mathbb{N}$ and $y \in Y$ write

$$f^{(n)}(y) = f(S^{n-1}(y))f(S^{n-2}(y)) \ldots f(S(y))f(y).$$

Then

$$R^n(x,y,g) = (T^n(x),S^n(y),f^{(n)}(y)g)$$

and

$$Q^n(x,y,z) = (T^n(x),S^n(y),\varphi_f^{(n)}(y)(z))$$

for all $x \in X$, $y \in Y$, $g \in G$, $z \in Z$ and $n \in \mathbb{N}$. Notice that the system $(X \times Y \times Z, Q)$ is in fact a direct product of $(X,T)$ with a (skew product) system on $Y \times Z$. The map $f$ is traditionally referred to as a cocycle over the product system $(X \times Y, T \times S)$, but we require that it depend only on $y \in Y$. We recall the cocycle identity

$$f^{(k+n)}(y) = f^{(n)}(S^k(y))f^{(k)}(y),$$

which holds for all $y \in Y$ and $k,n \in \mathbb{N}$.

We call a cocycle $f$ a coboundary if there exists a continuous map $\xi: Y \to G$, called a transfer function for $f$, such that $f(y) = \xi(S(y))\xi(y)^{-1}$ for every $y \in Y$; in this case we write $f = \text{cob}(\xi)$, so

$$\text{cob}(\xi)(y) = \xi(S(y))\xi(y)^{-1}.$$ (Thus, a transfer function is again required to depend only on $y \in Y$.) We shall use the symbol $\text{Cob}$ to denote the closure of the set of all coboundaries in the space of all cocycles $f: Y \to G$ equipped with the topology of uniform convergence. Thus $\text{Cob}$ becomes a completely metrizable space under the supremum metric

$$d_{\text{sup}}(f,f') = \sup_{y \in Y} d(f(y),f'(y)),$$

where $d$ is a complete metric for the topology of $G$. Notice that for $f = \text{cob}(\xi)$ we have

$$f^{(n)}(y) = \text{cob}(\xi)^{(n)}(y) = \xi(S^n(y))\xi(y)^{-1}$$

for all $y \in Y$ and $n \in \mathbb{N}$.

Lemma 25. Fix a continuous map $\xi: Y \to G$, $\varepsilon > 0$, $(x_0,y_0) \in X \times Y$, a pair of nonempty open sets $W \subseteq X \times Y$, $N \subseteq G$ and a positive integer $k$ with $(T^k(x_0),S^k(y_0)) \in W$. Then there exist a continuous map $\vartheta: Y \to G$ and a positive integer $n$ such that

1. $(T^{k+n}(x_0),S^{k+n}(y_0)) \in W$,
2. $\text{cob}(\xi\vartheta)^{(n)}(S^k(y_0)) \in N$, 
(3) \( d_{\sup}(\text{cob}(\xi \vartheta), \text{cob}(\xi)) < \varepsilon \).

**Proof.** Consider the map
\[
\Phi: Y \times G \to \mathbb{R}, \quad (y, g) \mapsto d\left(\xi(S(y))g\xi(y)^{-1}, \xi(S(y))\xi(y)^{-1}\right),
\]
where \( d \) is the metric on \( G \). Since \( \Phi \) is continuous and takes the value 0 on the compact set \( Y \times \{ e \} \), by the tube lemma there is a neighborhood \( N_e \) of \( e \) in \( G \) such that \( \Phi(y, g) < \varepsilon \) for all \( y \in Y \) and \( g \in N_e \).

Set \( g_0 = \xi(S^k(y_0)) \). Since \( G_a \) is a dense subgroup of \( G \), we may choose \( g \in (g_0^{-1}N g_0) \cap G_a \). Fix a neighborhood \( N_0 \) of \( g_0 \) in \( G \) with \( N_0 g_0 N_0^{-1} \subseteq N \). By the assumption, \( S^k(y_0) \in \text{Pr}_2(W) \) and this point is mapped by \( \xi \) to \( g_0 \in N_0 \). By continuity of \( \xi \), we may assume that \( W \) is small enough so that \( \xi(y) \in N_0 \) for every \( y \in \text{Pr}_2(W) \).

Now, since \( G_a \) is arc-wise connected and \( e, g \in G_a \), there is a path \( \eta: [0, 1] \to G_a \) with \( \eta(0) = e \) and \( \eta(1) = g \). By compactness of \([0, 1]\), the map \( \eta \) is uniformly continuous and so there is \( \delta > 0 \) such that \( |\eta(s)\eta(t)^{-1}| < \varepsilon \) for all \( s, t \in [0, 1] \) with \( |s - t| < \delta \). Fix a positive integer \( N > 1/\delta \). By minimality of \( T \times S \), there is \( n \geq N \) such that \( (T^{k+n}(x_0), S^{k+n}(y_0)) \in W \). Since the space \( X \times Y \) is infinite by our assumptions, all the orbits of the minimal map \( T \times S \) are infinite. Thus, there is a continuous map \( \kappa: Y \to [0, 1] \) with \( \kappa(S^{k+i}(y_0)) = 0 \) and \( \kappa(S^{k+n+i}(y_0)) = 1 \) for \( i = 0, 1, \ldots, N - 1 \).

Consider the map \( \varrho: Y \to [0, 1] \) defined by
\[
\varrho = \frac{1}{N} \sum_{i=0}^{N-1} \kappa \circ S^i
\]
and put \( \vartheta = \eta \circ \varrho \). We show that the map \( \vartheta: Y \to G_a \) satisfies the conditions from the lemma.

First, since \( \varrho(S^k(y_0)) = 0 \) and \( \varrho(S^{k+n}(y_0)) = 1 \), we get \( \vartheta(S^k(y_0)) = \eta(0) = e \) and \( \vartheta(S^{k+n}(y_0)) = \eta(1) = g \). Consequently,
\[
\text{cob}(\xi \vartheta)(\varrho(S^k(y_0))) = \xi(S^{k+n}(y_0))\vartheta(S^{k+n}(y_0))\vartheta(S^k(y_0))^{-1}\xi(S^k(y_0))^{-1}
\]
and
\[
\text{cob}(\xi \vartheta)(\varrho(S^{k+n}(y_0))) = \xi(S^{k+n}(y_0))\vartheta(S^{k+n}(y_0))\vartheta(S^k(y_0))^{-1}\xi(S^k(y_0))^{-1}
\]
which verifies condition (2).

Second, since \( |\varrho(S(y)) - \varrho(y)| = (1/N) |\kappa(S^N(y)) - \kappa(y)| \leq 1/N < \delta \) for every \( y \in Y \) by definition of \( \varrho \), we get
\[
\text{cob}(\vartheta)(y) = \vartheta(S(y))\vartheta(y)^{-1} = \eta(\varrho(S(y)))\eta(\varrho(y))^{-1} \in N_e
\]
for every \( y \in Y \) by our choice of \( \delta \). Thus, by definition of \( N_e \),
\[
d(\text{cob}(\xi \vartheta)(y), \text{cob}(\xi)(y)) = \Phi(y, \text{cob}(\vartheta)(y)) \in \Phi(\{y\} \times N_e) \subseteq [0, \varepsilon)
\]
for every \( y \in Y \), which verifies condition (3). Finally, condition (1) holds by our choice of \( k \) and \( n \) and the proof of the lemma is thus finished.

**Lemma 26.** Given \((x_0, y_0) \in X \times Y\), there is a cocycle \( f: Y \to G \) such that the system \((X \times Y \times G, R)\) defined by (4.1) is point-transitive with a transitive point \((x_0, y_0, e)\).

**Proof.** The space \( X \times Y \) is separable because \( T \times S \) is minimal, and \( G \) is separable by assumption. So we may fix bases \((W_p)_{p \in \mathbb{N}}\) and \((N_q)_{q \in \mathbb{N}}\) for \( X \times Y \) and \( G \), respectively. For every \( p \in \mathbb{N} \), fix a positive integer \( k_p \) with \((T^{k_p}(x_0), S^{k_p}(y_0)) \in W_p \). Further, given \( p, q \in \mathbb{N} \), let \( C_{p,q} \) denote the set of all cocycles \( f \in \text{Cob} \) such that there is a positive integer \( n \) with \((T^{k_p+n}(x_0), S^{k_p+n}(y_0)) \in W_p \) and \( f^{(n)}(S^{k_p}(y_0)) \in N_q \). By virtue of Lemma 25, all the sets \( C_{p,q} \) are dense in \( \text{Cob} \) and they are also clearly open in \( \text{Cob} \). Consequently, the intersection \( \bigcap_{p,q=1}^{\infty} C_{p,q} \) is a residual subset of \((\text{the Polish space}) \ \widehat{\text{Cob}} \). Thus, to finish the proof, we need only to show that for every \( f \in \bigcap_{p,q=1}^{\infty} C_{p,q} \), the corresponding map \( R \) defined by (4.1) is point-transitive with a transitive point \((x_0, y_0, e)\).
So fix $f \in \cap_{p,q=1}^{\infty} C_{p,q}$ and nonempty open sets $W \subseteq X \times Y$, $N \subseteq G$. Choose $p,q \in \mathbb{N}$ so that $W_p \subseteq W$ and $N_q \subseteq N(f^{(k_p)}(y_0))^{-1}$. Since $f \in C_{p,q}$, there is a positive integer $n$ with $(T^{k_p+n}(x_0), S^{k_p+n}(y_0)) \in W_p$ and $f^{(n)}(S^{k_p}(y_0)) \in N_q$. Consequently, by the cocycle identity,

$$R^{k_p+n}(x_0, y_0, e) = (T^{k_p+n}(x_0), S^{k_p+n}(y_0), f^{(k_p+n)}(y_0))$$

$$= (T^{k_p+n}(x_0), S^{k_p+n}(y_0), f^{(n)}(S^{k_p}(y_0))) f^{(k_p)}(y_0)$$

$$\in W_p \times (N_q f^{(k_p)}(y_0)) \subseteq W \times N.$$ 

This shows that the point $(x_0, y_0, e)$ is transitive for $R$. \qed

**Lemma 27.** Let $f : Y \rightarrow G$ be a cocycle. If the system $(X \times Y \times G, R)$ defined by (4.1) is point-transitive, then the system $(X \times Y \times Z, Q)$ defined by (4.2) is minimal.

**Proof.** The vertical right translations of $X \times Y \times G$ by elements of $G$ are self-conjugacies of $R$ and they yield an (algebraically) transitive action of $G$ on the fibers $\{(x, y)\} \times G$ ($x \in X$, $y \in Y$). Thus, the map $R$ possesses a transitive point of the form $(x, y, e)$.

We show that the map $Q$ is minimal. Since the system $(X \times Y \times Z, Q)$ is a skew product over the minimal system $(X \times Y, T \times S)$ and the fiber $Z$ is compact, by Lemma 10 it suffices to show that the point $(x, y, z)$ is transitive for $Q$ for every $z \in Z$. So fix $z \in Z$ and nonempty open sets $W \subseteq X \times Y$, $\mathcal{O} \subseteq Z$. Since $\phi = (\varphi_g)_{g \in G}$ is a minimal $G$-flow on $Z$, there is a nonempty open set $\mathcal{N} \subseteq G$ with $\varphi_g(z) \in \mathcal{O}$ for every $g \in \mathcal{N}$. By transitivity of the point $(x, y, e)$ for $R$, there is $n \in \mathbb{N}$ with $R^n(x, y, e) \in W \times \mathcal{N}$. That is, $(T^n(x), S^n(y)) \in W$ and $f^{(n)}(y) \in \mathcal{N}$. Hence $\varphi_f(y)(z) \in \mathcal{O}$, whence it follows that

$$Q^n(x, y, z) = (T^n(x), S^n(y), \varphi_f^n(y)(z)) \in W \times \mathcal{O}.$$ 

This shows that the point $(x, y, z)$ is transitive for $Q$. \qed

**Proof of Theorem 21.** Let $Y$ be a (homeo-)product-minimal space. To show that the product $Y \times Z$ is also (homeo-)product-minimal, fix a metrizable space $X$ and a minimal continuous map $T : X \rightarrow X$. By our assumptions, the space $Y$ admits a minimal continuous map (a minimal homeomorphism) $S : Y \rightarrow Y$ such that the product $(X \times Y, T \times S)$ is minimal. By virtue of Lemma 26 there is a cocycle $f : Y \rightarrow G$ such that the corresponding system $(X \times Y \times G, R)$ is point-transitive. By Lemma 27 it follows that the system $(X \times Y \times Z, Q)$ is minimal. The theorem now follows from the obvious fact that the system $(X \times Y \times Z, Q)$ is a direct product of $(X, T)$ with a (skew product) system on $Y \times Z$ and the latter is a homeomorphism if $S$ is a homeomorphism. \qed

5. **Quotient spaces of products and the Klein bottle**

Our purpose in this section is to prove Theorem 28 below, which is based on [Dir, Theorem 11]. Before formulating it, we introduce some notation. Let $Z$ be a compact metrizable space and $G_a$ be a subgroup of $\mathcal{H}(Z)$. We shall use the symbol $N(G_a)$ to denote the normalizer of $G_a$ in $\mathcal{H}(Z)$; recall that $h \in \mathcal{H}(Z)$ belongs to $N(G_a)$ if and only if for every $g \in G_a$, $hgh^{-1} \in G_a$. We have obvious inclusions of groups $G_a \subseteq N(G_a) \subseteq \mathcal{H}(Z)$.

**Theorem 28.** Let $\Gamma$ be an infinite compact connected metrizable abelian group and $\Lambda$ be a finite subgroup of $\Gamma$. Let $Z$ be a compact metrizable space and $G_a$ be an arc-wise connected subgroup of $\mathcal{H}(Z)$ with a minimal natural action on $Z$. If $q : \Lambda \rightarrow N(G_a)$ is a morphism of groups then the orbit space $(\Gamma \times Z)/\Lambda$, obtained from $\Gamma \times Z$ by applying the diagonal action of $\Lambda$, is homeo-product-minimal.

**Remark 29.** Let us recall that the diagonal action of $\Lambda$ on $\Gamma \times Z$ is by means of the product homeomorphisms $R_{\lambda \times q(\lambda)}$, where $R_{\lambda}$ denotes the rotation of $\Gamma$ by $\lambda \in \Lambda$. Further, the space $Z$ is automatically connected, for it admits a minimal action of a connected group $G_a$. Finally, recall
that the orbit space $\Gamma \times Z)/\Lambda$ is a compact connected metrizable space, since the diagonal action of (the finite group) $\Lambda$ on $\Gamma \times Z$ is fixed-point free (hence also properly discontinuous), see [Mun, p. 494].

Before turning to the proof of Theorem 28 we discuss some corollaries of it.

**Theorem 30.** Let $\Gamma$ be an infinite compact connected metrizable abelian group and $\Lambda$ be a finite subgroup of $\Gamma$. Let $Z$ be a compact connected (not necessarily abelian) metrizable group, on which the group $\Lambda$ acts by automorphisms. Then the orbit space $(\Gamma \times Z)/\Lambda$, obtained from $\Gamma \times Z$ by applying the diagonal action of $\Lambda$, is homeo-product-minimal.

**Remark 31.** In this case the space $(\Gamma \times Z)/\Lambda$ is the orbit space of $\Gamma \times Z$ subject to the group of homeomorphism $R_\lambda \times A_\lambda$ ($\lambda \in \Lambda$), where $A_\lambda$ is the acting automorphism of $Z$ corresponding to $\lambda \in \Lambda$.

**Proof of Theorem 30.** Let $G$ be the group of the left rotations on $Z$; recall that $G$ and $Z$ are topologically isomorphic. Let $Z_a$ denote the identity arc-component of $Z$. By [HM, Theorem 9.60(v), p. 501], $Z_a$ is dense in $Z$. Consequently, the identity arc-component $G_a$ of $G$, which consists of the left rotations of $Z$ by elements of $Z_a$, is dense in $G$. Thus, since the natural action of $G$ on $Z$ is minimal, it follows that the normal action of $G_a$ on $Z$ is also minimal.

The action of $\Lambda$ on $Z$ by automorphisms $A_\lambda$ ($\lambda \in \Lambda$) yields a morphism of groups $q: \Lambda \rightarrow \mathcal{H}(Z)$. Clearly, if $z \in Z_a$ and $L_z$ is the left rotation of $Z$ by $z$, then for every $\lambda \in \Lambda$, $A_\lambda L_z A_\lambda^{-1}$ is the left rotation of $Z$ by the element $A_\lambda(z)$. Consequently, since $A_\lambda(z) \in Z_a$ for every $z \in Z_a$, $q$ takes its values in the normalizer $N(G_a)$ of $G_a$ in $\mathcal{H}(Z)$. Thus, the orbit space $(\Gamma \times Z)/\Lambda$ is homeo-product-minimal by virtue of Theorem 28. □

As a special case of Theorem 30 we get the following result.

**Theorem 32.** Klein bottle $K^2$ is a homeo-product-minimal space.

**Proof.** We keep our notation introduced in (the proof of) Theorem 30. Let $\Gamma = Z = S^1$ and $\Lambda = \{-1, 1\}$. The group $\Lambda$ acts on $S^1$ by means of the involution automorphism $A_{-1}: S^1 \rightarrow S^1$, $A_{-1}(z) = z^{-1}$. Since the quotient space $(S^1 \times S^1)/\Lambda$ is homeomorphic to the Klein bottle (notice that the diagonal action of $\Lambda$ is now by means of the homeomorphism $(R_{-1} \times A_{-1})(\gamma, z) = (-\gamma, z^{-1}))$, the latter is a homeo-product-minimal space by virtue of Theorem 30. □

Notice that this implies that $K^2$ admits a minimal homeomorphism, which is however well known.

Now we turn to a proof of Theorem 28. Throughout the rest of this section, we shall assume that the assumptions of Theorem 28 are fulfilled. We let $\alpha$ be a topological generator of $\Gamma$ (notice that $\Gamma$ is monothetic) and write $R_{\alpha}$ for the (minimal) rotation of $\Gamma$ by $\alpha$. We assume that $X$ is a metrizable space and $T: X \rightarrow X$ is a continuous map such that the product $(X \times \Gamma, T \times R_{\alpha})$ is minimal. We also keep the notation and terminology introduced in Section 4 and emphasize that the role of $(Y, S)$ from Section 4 is now played by $(\Gamma, R_{\alpha})$. A continuous map $f: \Gamma \rightarrow G_a$ will be called invariant, if

$$f(\lambda \gamma) = q(\lambda) f(\gamma) q(\lambda)^{-1}$$

for all $\gamma \in \Gamma$ and $\lambda \in \Lambda$. Notice that a (point-wise) product of invariant maps is invariant. Also, a coboundary $\text{cob}(\xi)$ with a transfer function $\xi: \Gamma \rightarrow G_a$ is invariant if the map $\xi$ is invariant.

**Lemma 33.** Fix a continuous invariant map $\xi: \Gamma \rightarrow G_a$, $\varepsilon > 0$, $(x_0, \gamma_0) \in X \times \Gamma$, a pair of nonempty open sets $W \subseteq X \times \Gamma$, $N \subseteq G_a$ and a positive integer $k$ with $(T^k(x_0), R^k_{\alpha}(\gamma_0)) \in W$.

Then there exist a continuous invariant map $\vartheta: \Gamma \rightarrow G_a$ and a positive integer $n$ such that

1. $(T^{k+n}(x_0), R^{k+n}_{\alpha}(\gamma_0)) \in W$,
2. $\text{cob}(\xi \vartheta)^{(n)}(R^n_{\alpha}(\gamma_0)) \in N$,
Proof. Let us begin, similarly as in the proof of Lemma 25 by choosing a neighborhood $\mathcal{N}_e$ of $e$ in $G_a$ with

$$d(\xi(\alpha\gamma)g\xi(\gamma)^{-1}, \xi(\alpha\gamma)\xi(\gamma)^{-1}) < \varepsilon$$

for all $g \in \mathcal{N}_e$ and $\gamma \in \Gamma$. Set $\mathcal{N}_e^{inv} = \bigcap_{\lambda \in \Lambda} q(\lambda)\mathcal{N}_e g(\lambda)^{-1}$. Since $q$ takes its values in the normalizer $N(G_a)$ of $G_a$ in $\mathcal{H}(Z)$, $\mathcal{N}_e^{inv}$ is an identity neighborhood in $G_a$. Moreover, $\mathcal{N}_e^{inv}$ is contained in $\mathcal{N}_e$ and is invariant with respect to the conjugation by the elements $q(\lambda)$ ($\lambda \in \Lambda$) (that is, we have $q(\lambda)\mathcal{N}_e^{inv} q(\lambda)^{-1} = \mathcal{N}_e^{inv}$ for every $\lambda \in \Lambda$).

Fix an arbitrary injective function $\Lambda \ni \lambda \mapsto z_{\lambda} \in S^1$ mapping the identity of $\Lambda$ to the identity of $S^1$. For each $\lambda \in \Lambda$ set $I_\lambda = \{tz_{\lambda} : t \in [0,1]\} \subseteq \mathbb{C}$ and write $S = \bigcup_{\lambda \in \Lambda} I_\lambda$. We shall view $S$ as a subspace of $\mathbb{C}$ equipped with the standard (that is, euclidean) metric.

Fix $g \in G_a$ and a neighborhood $\mathcal{N}_0$ of $\xi(\alpha^k\gamma_0)$ in $G_a$ so that $\mathcal{N}_0g\mathcal{N}_0^{-1} \subseteq \mathcal{N}$. Without loss of generality, we may assume that $\xi(\gamma) \in \mathcal{N}_0$ for every $\gamma \in \text{Pr}_2(W)$. Now choose a path $\varrho : [0,1] \to G_a$ with $\varrho(0) = e$ and $\varrho(1) = g$. Given $t \in [0,1]$ and $\lambda \in \Lambda$, put $\eta(tz_{\lambda}) = q(\lambda)\varrho(t)q(\lambda)^{-1}$. The map $\eta : S \to G_a$ thus defined is continuous and, having a compact domain, it is uniformly continuous. Consequently, there is $\delta > 0$ such that $\eta(z)\eta(z')^{-1} \in \mathcal{N}_e^{inv}$ for all $z,z' \in S$ with $|z-z'| < \delta$. Fix a positive integer $N > 1/\delta$. Since the map $T \times R_a$ is minimal, we may fix an integer $n \geq N$ with $(T^{k-n}(x_0), R_a^{k+n}(\gamma_0)) \in W$ in order to fulfill condition (1).

Since the group $\Gamma$ is infinite and $\alpha$ is its topological generator, all the powers $\alpha^i$ ($i \in \mathbb{Z}$) are distinct. Consequently, all the orbits of the map $R_a$ are infinite. Further, since $\Lambda$ is a finite subgroup of $\Gamma$, the points $\lambda\alpha^i\gamma_0$ ($\lambda \in \Lambda$, $i \in \mathbb{Z}$) are mutually distinct. Thus, there is a closed neighborhood $B$ of $\alpha^k\gamma_0$ such that the sets $\lambda\alpha^iB$ ($\lambda \in \Lambda$, $i = 0, \ldots, n + N$) are mutually disjoint.

Now fix a continuous map $\sigma : B \to [0,1/N]$, which takes value $1/N$ at $\alpha^k\gamma_0$ and value 0 on the boundary $\text{Bd}(B)$ of $B$. Define a map $\kappa : \Gamma \to S$ as follows:

$$\kappa(\gamma) = \begin{cases} l_i \sigma(\lambda^{-1}\alpha^{-i}\gamma)z_{\lambda}, & \gamma \in \lambda\alpha^iB \text{ and } i = 0, \ldots, n + N, \\ 0, & \text{otherwise}, \end{cases}$$

where

$$l_i = \begin{cases} i; & i = 0, \ldots, N, \\ N; & i = N + 1, \ldots, n, \\ n + N - i; & i = n + 1, \ldots, n + N. \end{cases}$$

Since the map $\sigma$ is continuous and takes the value 0 on the boundary of $B$, it follows that $\kappa$ is continuous.

Now set $\vartheta = \eta \circ \kappa$. Then $\vartheta : \Gamma \to G_a$ is a continuous map. Since $|\kappa(\alpha\gamma) - \kappa(\gamma)| \leq 1/N < \delta$ for every $\gamma \in \Gamma$, it follows from our choice of $\delta$ that $\vartheta(\alpha\gamma)\vartheta(\gamma)^{-1} = \eta(\kappa(\alpha\gamma))\eta(\kappa(\gamma))^{-1} \in \mathcal{N}_e^{inv} \subseteq \mathcal{N}_e$ for every $\gamma \in \Gamma$. Consequently,

$$d(\text{cob}(\xi\vartheta)(\gamma), \text{cob}(\xi)(\gamma)) = d(\xi(\alpha\gamma)\vartheta(\alpha\gamma)\vartheta(\gamma)^{-1}\xi(\gamma)^{-1}, \xi(\alpha\gamma)\xi(\gamma)^{-1}) < \varepsilon$$

for every $\gamma \in \Gamma$ by our choice of $\mathcal{N}_e$. This verifies that $\vartheta$ satisfies condition (3).

We show that $\vartheta$ satisfies condition (2). Indeed, since $\vartheta(\alpha^k\gamma_0) = \eta(\kappa(\alpha^k\gamma_0)) = \eta(0) = e$ and $\vartheta(\alpha^{k+n}\gamma_0) = \eta(\kappa(\alpha^{k+n}\gamma_0)) = \eta(N\sigma(\alpha^k\gamma_0)) = \eta(1) = g$, we obtain

$$\text{cob}(\xi\vartheta)^{(n)}(R_a^{k}(\gamma_0)) = (\xi\vartheta)(R_a^{k+n}(\gamma_0))(\xi\vartheta)(R_a^{k}(\gamma_0))^{-1} = \xi(\alpha^{k+n}\gamma_0)(\vartheta(\alpha^{k+n}\gamma_0)\vartheta(\alpha^k\gamma_0)^{-1})\xi(\alpha^k\gamma_0)^{-1} = \xi(\alpha^{k+n}\gamma_0)(g\xi(\alpha^k\gamma_0)^{-1}) \in \mathcal{N}_0g\mathcal{N}_0^{-1} \subseteq \mathcal{N}$$
by our choice of $N_0$.

To finish the proof, it remains to verify that $\vartheta$ is an invariant map. To this end, fix $\gamma \in \Gamma$ and $\lambda \in \Lambda$; we need to check that $\vartheta(\lambda \gamma) = q(\lambda) \vartheta(\gamma) q(\lambda)^{-1}$. It will be convenient to distinguish two cases.

Case 1. We have $\gamma \in \lambda_0 \alpha_i B$ for some $\lambda_0 \in \Lambda$ and $i \in \{0, \ldots, n + N\}$. Then, by definition of $\kappa$, 
\[
\kappa(\gamma) = l_i \sigma(\lambda_0^{-1} \alpha^{-i} \gamma) z_{\lambda_0}.
\]
Also, $\lambda \gamma \in \lambda \lambda_0 \alpha_i B$ and so 
\[
\kappa(\lambda \gamma) = l_i \sigma((\lambda \lambda_0)^{-1} \alpha^{-i} \lambda \gamma) z_{\lambda \lambda_0} = l_i \sigma(\lambda_0^{-1} \alpha^{-i} \gamma) z_{\lambda \lambda_0}.
\]
Therefore, 
\[
\vartheta(\gamma) = \eta(\kappa(\gamma)) = \eta(l_i \sigma(\lambda_0^{-1} \alpha^{-i} \gamma) z_{\lambda_0}) = q(\lambda_0) \vartheta(l_i \sigma(\lambda_0^{-1} \alpha^{-i} \gamma)) q(\lambda_0)^{-1}
\]
and, similarly,
\[
\vartheta(\lambda \gamma) = \eta(\kappa(\lambda \gamma)) = \eta(l_i \sigma(\lambda_0^{-1} \alpha^{-i} \lambda \gamma) z_{\lambda \lambda_0}) = q(\lambda \lambda_0) \vartheta(l_i \sigma(\lambda_0^{-1} \alpha^{-i} \gamma)) q(\lambda \lambda_0)^{-1}.
\]
Finally, since $q: \Lambda \to N(G_a)$ is a morphism of groups, we obtain the desired equality 
\[
\vartheta(\lambda \gamma) = q(\lambda \lambda_0) q(\lambda_0)^{-1} \vartheta(\gamma) q(\lambda_0) q(\lambda \lambda_0)^{-1} = q(\lambda) \vartheta(\gamma) q(\lambda)^{-1}.
\]

Case 2. The point $\gamma$ lies outside the sets $\lambda_0 \alpha_i B$ ($\lambda_0 \in \Lambda$, $i = 0, \ldots, n + N$). Then so does the point $\lambda \gamma$ and so, by definition of $\kappa$, $\kappa(\gamma) = \kappa(\lambda \gamma) = 0$. Then $\vartheta(\lambda \gamma) = \vartheta(\gamma) = e$ and the desired equality $\vartheta(\lambda \gamma) = q(\lambda) \vartheta(\gamma) q(\lambda)^{-1}$ is thus immediate. \hfill \Box 

Set 
\[
\text{Cob}^{\text{inv}} = \{\text{cob}(\xi): \xi: \Gamma \to G_a \text{ is continuous and invariant}\}.
\]
Write $G$ for the closure of $G_a$ in $H(Z)$ and consider the closure $\overline{\text{Cob}^{\text{inv}}}$ of $\text{Cob}^{\text{inv}}$ in the space of all cocycles $\Gamma \to G$ with the topology of uniform convergence (that is, with the compact-open topology). Since $G$ is a completely metrizable group, it follows that $\text{Cob}^{\text{inv}}$ is a completely metrizable space.

Lemma 34. Given $(x_0, \gamma_0) \in X \times \Gamma$, there is a cocycle $f \in \text{Cob}^{\text{inv}}$ such that the system $(X \times \Gamma \times G, R)$ defined by (4.1) is point-transitive with a transitive point $(x_0, \gamma_0, e)$.

Proof. The lemma follows from Lemma 33 above in the same way as Lemma 26 in Section 4 and so we omit the proof. \hfill \Box 

Proof of Theorem 28. Fix a minimal system $(X, T)$. By virtue of Theorem 17, there is $\alpha \in \Gamma$ such that the product $(X \times \Gamma, T \times R_\alpha)$ is minimal. By Lemma 34, there is an invariant cocycle $f: \Gamma \to G$ such that the system $(X \times \Gamma \times G, R)$ defined by (4.1) is point-transitive. Consequently, the underlying system $(X \times \Gamma \times Z, Q)$ defined by (4.2) is minimal by virtue of Lemma 27. Recall that the latter is (topologically conjugate to) a direct product of $(X, T)$ with $(\Gamma \times Z, P)$, where $P$ is a skew product over $R_\alpha$ corresponding to $f$; that is 
\[
P(\gamma, z) = (R_\alpha(\gamma), f(\gamma)(z))
\]
for all $\gamma \in \Gamma$ and $z \in Z$.

We claim that $P$ commutes with the diagonal action of $\Lambda$ on $\Gamma \times Z$. To see this, fix $\lambda \in \Lambda$. Then, for $(\gamma, z) \in \Gamma \times Z$, 
\[
[P \circ (R_\lambda \times q(\lambda))] (\gamma, z) = P(\lambda \gamma, q(\lambda)(z)) = (\alpha \lambda \gamma, [f(\lambda \gamma)q(\lambda)](z))
\]
and 
\[
[(R_\lambda \times q(\lambda)) \circ P] (\gamma, z) = (R_\lambda \times q(\lambda))(\alpha \gamma, f(\gamma)(z)) = (\lambda \alpha \gamma, [q(\lambda)f(\gamma)](z)).
\]
Now, since $\Gamma$ is abelian, we have $\alpha \lambda = \lambda \alpha$ and, by invariance of $f$, we get $f(\lambda \gamma)q(\lambda) = q(\lambda)f(\gamma)$. Consequently, $P \circ (R_\lambda \times q(\lambda)) = (R_\lambda \times q(\lambda)) \circ P$, as was to be shown.

Since $P$ commutes with the action of $\Lambda$ on $\Gamma \times Z$, it factors onto a continuous map $P/\Lambda$ on $(\Gamma \times Z)/\Lambda$. Since $P$ is a homeomorphism, it follows that so is $P/\Lambda$. Finally, since the map $T \times P$ is minimal and factors onto $T \times (P/\Lambda)$, it follows that $T \times (P/\Lambda)$ is also minimal. This shows that the space $(\Gamma \times Z)/\Lambda$ is homeo-product-minimal indeed.

6. Cantor space and cantoroids

Let $C$ denote the Cantor space. The first purpose of this section is to show that $C$ is a homeo-product-minimal space. In particular, this answers in affirmative a question proposed to us by J. Kwiatkowski, whether every minimal system $(X, T)$ extends to a minimal skew product on $X \times C$.

Recall that a map $\pi: X \to Y$ is called almost 1-to-1 if the points $x \in X$ for which the set $\pi^{-1}(\pi(x))$ is a singleton form a dense subset of $X$. In this situation, if $\pi$ is surjective, we say that the space $X$ is an almost 1-to-1 extension of $Y$. Further, if $(X, T)$ and $(Y, S)$ are dynamical systems given by continuous maps on metrizable spaces and $\pi: X \to Y$ is a continuous surjection with $\pi \circ T = S \circ \pi$, then $\pi$ is called a semiconjugacy or a factor map, the system $(Y, S)$ is a factor of $(X, T)$ and the system $(X, T)$ is an extension of $(Y, S)$. If $\pi$ is almost 1-1 then $(X, T)$ is an almost 1-1 extension of $(Y, S)$.

Every factor of a minimal system is minimal. As for extensions, we have the following lemma.

**Lemma 35.** Let $X, Y$ be metrizable spaces, $(Y, S)$ be a minimal system and $(X, T)$ be its extension via a semiconjugacy $\pi: X \to Y$. Assume that the following two conditions hold:

1. the map $\pi$ is almost 1-to-1,
2. the map $\pi$ is closed.

Then the system $(X, T)$ is minimal.

**Proof.** Fix $x \in X$ and a nonempty open set $V \subseteq X$; we show that $T^n(x) \in V$ for some $n \geq 1$. By condition (1), there is $x' \in V$ such that $\pi^{-1}(\pi(x')) = \{x'\}$. Since $\pi$ is a closed map, there exists a neighborhood $U$ of $\pi(x')$ in $Y$ (e.g. $U = Y \setminus \pi(X \setminus V)$) with $\pi^{-1}(U) \subseteq V$. By minimality of $(Y, S)$, there is $n \geq 1$ such that $S^n(\pi(x)) \in U$. Therefore, $\pi(T^n(x)) = S^n(\pi(x)) \in U$ and so $T^n(x) \in \pi^{-1}(U) \subseteq V$, as desired.

**Lemma 36.** Let $X, Y, Z$ be metrizable spaces, $Y$ compact, and let $p: Y \to Z$ be a continuous map. Then $\pi = Id_X \times p: X \times Y \to X \times Z$ is a closed map.

**Proof.** Let $F \subseteq X \times Y$ be a closed set and let $((x_n, y_n))_{n=1}^{\infty}$ be a sequence in $F$, such that $\pi(x_n, y_n) = (x_n, p(y_n)) \to (x, z)$ in $X \times Z$. Then $x_n \to x$ in $X$ and, due to compactness of $Y$, we may assume that $y_n \to y$ in $Y$. Since $F$ is closed, we get $(x, y) \in F$. Then $\pi(x_n, y_n) \to \pi(x, y)$ and so $(x, z) = \pi(x, y) \in \pi(F)$.

**Proposition 37.** Let $Y$ and $Z$ be compact metrizable spaces. Assume that one of the following holds.

1. $Z$ is product-minimal and for every minimal map $h$ on $Z$ there exists a continuous map $S$ on $Y$ such that $(Y, S)$ is an almost 1-to-1 extension of $(Z, h)$.
2. $Z$ is homeo-product-minimal and for every minimal homeomorphism $h$ on $Z$ there exists a continuous map $S$ on $Y$ such that $(Y, S)$ is an almost 1-to-1 extension of $(Z, h)$.

Then $Y$ is a product-minimal space. If (ii) is true and, moreover, such a map $S$ always exists in the class of homeomorphisms, then $Y$ is even a homeo-product-minimal space.
Proof. Let \((X,T)\) be a minimal dynamical system given by a continuous map \(T\) on a metrizable space \(X\). By (i) or (ii) there exists, respectively, a map or a homeomorphism \(h\) on \(Z\) such that the product \((X \times Z, T \times h)\) is minimal. Clearly, \(h\) is minimal. So, there exists a continuous map \(S\) on \(Y\) such that \((Y,S)\) is an almost 1-to-1 extension of \((Z,h)\) via a closed semiconjugacy \(p\). Since \(p\) is almost 1-to-1, so is \(\pi = \text{Id}_X \times p\). Clearly, \(\pi\) is a semiconjugacy \((X \times Y, T \times S) \to (X \times Z, T \times h)\) and, by Lemma 36, it is a closed map. Thus, by virtue of Lemma 35, the product \(T \times S\) is minimal on \(X \times Y\). We have thus proved that \(Y\) is a product-minimal space. The rest is obvious. □

Remark 38. In connection with Proposition 37, let us mention that an almost 1-to-1 extension of a (homeo-)product-minimal space need not be product-minimal, even if it admits a minimal homeomorphism. To show an example, start with an arbitrary solenoid \(Y\). By Theorem 17, \(Y\) is product-minimal. However, if \(X\) is a DST space constructed as an almost 1-to-1 extension of \(Y\), see [DST], then \(X\) admits a minimal homeomorphism but, by Proposition 9(b), \(X\) is not product-minimal.

Theorem 39. The Cantor space is homeo-product-minimal.

Proof. We use Proposition 37 with \(Y\) being the Cantor space and \(Z\) being the circle. By Theorem 17, \(Z\) is homeo-product-minimal. Now fix a minimal homeomorphism \(h\) on the circle \(Z\). We may assume that it is an irrational rotation. Now apply the Denjoy blow-up technique to the rotation \(h\) to obtain a minimal homeomorphism \(S\) on a Cantor subset \(K\) of the circle \(Z\) and denote the corresponding semiconjugacy \((K,S) \to (Z,h)\) by \(p\). Recall that \(p\) is almost 1-to-1. Since \(K\) is homeomorphic to the Cantor space \(Y\), Proposition 37 gives that \(Y\) is homeo-product-minimal. □

Given a compact metrizable space \(Y\), consider the set
\[
Y^\text{deg} = \{y \in Y : \{y\} \text{ is a component of } Y\}
\]
of all degenerate components of \(Y\). By [BDHSS], \(Y\) is called a cantoroid if it has no isolated points and \(Y^\text{deg}\) is dense in \(Y\).

Theorem 40. Every cantoroid is product-minimal.

Proof. We use Proposition 37 with \(Y\) being a cantoroid and \(Z\) being the Cantor space. Then \(Z\) is homeo-product-minimal by Theorem 39. Fix a minimal homeomorphism \(h\) on the Cantor space \(Z\). By [BDHSS, Theorem 24], the cantoroid \(Y\) admits a minimal continuous map \(S\) which is an almost 1-to-1 extension of \(h\). Then Proposition 37 gives that the cantoroid \(Y\) is product-minimal. □

Remark 41. Let us mention that a cantoroid need not be homeo-product-minimal. Say, if a cantoroid has a unique nondegenerate component then it does not admit any minimal homeomorphism whatsoever.

7. Sierpiński curves on minimal connected 2-manifolds

Among connected 2-manifolds with or without boundary, only the 2-torus and the Klein bottle admit minimal maps, see [BOT]. By our Theorems 17 and 32, both of them are homeo-product-minimal. We are going to show that also the Sierpiński curves on these 2-manifolds are homeo-product-minimal. Let us recall definitions of these curves.

Let \(M\) be a compact connected 2-manifold without boundary and \(A \subseteq M\) be a curve, i.e., a one-dimensional continuum. Then \(A\) is said to be an \(S\)-curve on \(M\) (see [Bot]) if it is locally connected and there exists a sequence \((D_i)_{i=1}^{\infty}\) of mutually disjoint closed discs in \(M\) such that \(A = M \setminus \bigcup_{i=1}^{\infty} \text{Int } D_i\). As \(A\) is one-dimensional, \(\bigcup_{i=1}^{\infty} \text{Int } D_i\) is necessarily dense in \(M\). As observed in [Bot, p. 82], the assumptions imply that \(\text{diam } D_i \to 0\).

Notice that \(Y\) is an almost 1-to-1 extension of \(Z\) and that, by Lemma 35, \((Y,S)\) is a minimal system.
On the other hand, if \((D_i)_{i=1}^{\infty}\) is a sequence of mutually disjoint closed discs in \(M\) with \(\text{diam } D_i \to 0\) and if the set \(\bigcup_{i=1}^{\infty} D_i\) is dense in \(M\) then the set \(A = M \setminus \bigcup_{i=1}^{\infty} \text{Int } D_i\) is a locally connected curve \([\text{Bor}, \text{Lemma } 4.1]\), hence an \(S\)-curve on \(M\).

By \([\text{Why}]\), any two \(S\)-curves on the 2-sphere are homeomorphic; they are in fact homeomorphic to the Sierpiński carpet (Sierpiński plane universal curve). By \([\text{Bor}]\), this can be generalized to any compact connected 2-manifold without boundary: two \(S\)-curves \(A\) on \(M\) and \(A'\) on \(M'\) are homeomorphic if and only if \(M\) and \(M'\) are homeomorphic. Due to the above facts, any \(S\)-curve on \(M\) is called the Sierpiński curve on \(M\).

Let \(M\) be the 2-torus or the Klein bottle. To show that the Sierpiński curve on \(M\) admits a minimal homeomorphism, one can proceed as in \([\text{Nor}]\) or \([\text{BKS}]\). This means that we start with a minimal homeomorphism \(h\) on \(M\), we choose one full orbit \(x_i\), \(i \in \mathbb{Z}\), and we blow up all points of this orbit to closed round discs \(D_i\), \(i \in \mathbb{Z}\), whose diameters tend to zero. We obtain a new homeomorphism on \(M\) for which these discs are wandering. The interior of \(D_i\) is mapped onto the interior of \(D_{i+1}\). By removing all those interiors we finally obtain the Sierpiński curve on \(M\) with a minimal homeomorphism \(S\) on \(Y\). The system \((Y, S)\) is an almost 1-to-1 extension of the system \((M, h)\). The corresponding almost 1-to-1 factor map \(p: (Y, S) \to (M, h)\) collapses the boundary circles of the discs \(D_i\) to the points \(x_i\), \(i \in \mathbb{Z}\).

**Theorem 42.** The Sierpiński curve on the 2-torus and the Sierpiński curve on the Klein bottle are homeo-product-minimal spaces.

**Proof.** Let \(Z\) be either the 2-torus or the Klein bottle. We use Proposition \([37]\) with this space \(Z\) and with the Sierpiński curve \(Y\) on \(Z\). Then \(Z\) is homeo-product-minimal by Theorem \([17]\) or by Theorem \([32]\) respectively. Fix a minimal homeomorphism \(h\) on the manifold \(Z\). The blowing-up construction described above gives a minimal homeomorphism \(S: Y \to Y\) (recall that all the Sierpiński curves on \(Z\) are homeomorphic) such that it is an almost 1-to-1 extension of \(h\). Then Proposition \([37]\) gives that the Sierpiński curve \(Y\) is homeo-product-minimal. \(\square\)

8. **Spaces admitting minimal continuous flows**

If \((X, T)\) is a dynamical system and \(A, A' \subseteq X\) put

\[\text{Hit}_T(A, A') = \{n \in \mathbb{N} : T^n(A) \cap A' \neq \emptyset\} .\]

Recall that a system \((X, T)\) is called topologically transitive if the set \(\text{Hit}_T(U, U')\) is nonempty for each pair of nonempty open sets \(U, U' \subseteq X\). Notice that in such a case all the sets \(\text{Hit}_T(U, U')\) are infinite. (Indeed, topological transitivity of \(T\) implies that preimages of nonempty open sets are nonempty. Thus, for every \(k \in \mathbb{N}\), \(\text{Hit}_T(U, T^{-k}(U')) \neq \emptyset\) and so \(\text{Hit}_T(U, U')\) contains an integer \(n > k\).)

Analogously, given a flow \(\phi = (\varphi_t)_{t \in \mathbb{R}}\) on a metrically homeomorphic space \(Y\) and sets \(A, A' \subseteq Y\), we let

\[\text{Hit}_\phi(A, A') = \{t \in \mathbb{R} : \varphi_t(A) \cap A' \neq \emptyset\} .\]

Recall that if \(\phi\) is minimal and \(Y\) is compact then all the sets \(\text{Hit}_\phi(V, V')\) are syndetic (i.e., they have bounded gaps) for each pair of nonempty open sets \(V, V'\).

If \(A = \{a\}\) is a singleton, instead of \(\text{Hit}_T(A, A')\) and \(\text{Hit}_\phi(A, A')\) we just write \(\text{Hit}_T(a, A')\) and \(\text{Hit}_\phi(a, A')\).

**Proposition 43.** Let \(Y\) be a compact metrizable space admitting a minimal continuous flow \(\phi = (\varphi_t)_{t \in \mathbb{R}}\). Then

1. for every topologically transitive system \((X, T)\) on a second countable metrizable space \(X\) and for residually many \(t \in \mathbb{R}\), the product \((X \times Y, T \times \varphi_t)\) is topologically transitive,
2. for every point-transitive system \((X, T)\) and for residually many \(t \in \mathbb{R}\), the product \((X \times Y, T \times \varphi_t)\) is point-transitive.
Proof. (1) Fix a topologically transitive system $(X,T)$ and a countable basis $(U_p)_{p \in \mathbb{N}}$ of $X$. Let $(V_r)_{r \in \mathbb{N}}$ be a countable basis of $Y$. Given $p,r \in \mathbb{N}$, write $W^r_p = U_p \times V_r$. Clearly, the sets $W^r_p$ form a (countable) basis of $X \times Y$. For $p,q,r,s \in \mathbb{N}$ let
\[ A_{pq}^{rs} = \{ t \in \mathbb{N} : (T \times \varphi_t)^k(W^r_p) \cap W^s_q \neq \emptyset \text{ for infinitely many } k \in \mathbb{N} \}. \]
Notice that $(T \times \varphi_t)^k(W^r_p) \cap W^s_q \neq \emptyset$ if and only if $k \in \text{Hit}_T(U_p,U_q)$ and $kt \in \text{Hit}_\phi(V_r,V_s)$. Let $(k_n)_{n=1}^\infty$ be the list of all elements of the infinite set $\text{Hit}_T(U_p,U_q)$. Then
\[ A_{pq}^{rs} = \bigcap_{m=1}^\infty \bigcup_{n=m}^\infty \frac{1}{k_n} \text{Hit}_\phi(V_r,V_s). \]
Since the set $\text{Hit}_\phi(V_r,V_s)$ is syndetic by compactness of $Y$, it follows that the set $\bigcup_{n=m}^\infty \frac{1}{k_n} \text{Hit}_\phi(V_r,V_s)$ is dense in $\mathbb{R}$ for every $m \in \mathbb{N}$. Moreover, these unions are obviously open sets. Consequently, $A_{pq}^{rs}$ is a dense $G_\delta$ set for all $p,q,r,s \in \mathbb{N}$. Finally, notice that the product $T \times \varphi_t$ is transitive if and only if $t \in \bigcap_{p,q,r,s \in \mathbb{N}} A_{pq}^{rs}$.

(2) Fix a point-transitive system $(X,T)$ with a transitive point $x$ and a countable basis $(U_p)_{p \in \mathbb{N}}$ of $X$. Let $(V_r)_{r \in \mathbb{N}}$ be a countable basis of $Y$. Given $p,r \in \mathbb{N}$, write $W^r_p = U_p \times V_r$. Clearly, the sets $W^r_p$ form a (countable) basis of $X \times Y$. Fix $y \in Y$ and for $p,r \in \mathbb{N}$ let
\[ A^r_p = \{ t \in \mathbb{N} : (T \times \varphi_t)^k(x,y) \in W^r_p \text{ for infinitely many } k \in \mathbb{N} \}. \]
Notice that $(T \times \varphi_t)^k(x,y) \in W^r_p$ if and only if $k \in \text{Hit}_T(U_p,x)$ and $kt \in \text{Hit}_\phi(y,V_r)$. Let $(k_n)_{n=1}^\infty$ be the list of all elements of the infinite set $\text{Hit}_T(U_p,x)$. Then
\[ A^r_p = \bigcap_{m=1}^\infty \bigcup_{n=m}^\infty \frac{1}{k_n} \text{Hit}_\phi(y,V_r). \]
Since the set $\text{Hit}_\phi(y,V_r)$ is syndetic by compactness of $Y$, it follows that the set $\bigcup_{n=m}^\infty \frac{1}{k_n} \text{Hit}_\phi(y,V_r)$ is dense in $\mathbb{R}$ for every $m \in \mathbb{N}$. Moreover, these unions are obviously open sets. Consequently, $A^r_p$ is a dense $G_\delta$ set for all $p,r \in \mathbb{N}$. Finally, notice that $(x,y)$ is a transitive point for the product $T \times \varphi_t$ if and only if $t \in \bigcap_{p,r \in \mathbb{N}} A^r_p$. \hfill \qed

Given a flow $\phi = (\varphi_t)_{t \in \mathbb{R}}$ on a compact metrizable space $Y$, we shall denote by $Z(\phi)$ the centralizer of the set $\{ \varphi_t : t \in \mathbb{R} \}$ in the group $\mathcal{H}(Y)$ and call it the centralizer of $\phi$. Thus
\[ Z(\phi) = \{ \psi \in \mathcal{H}(Y) : \psi \circ \varphi_t = \varphi_t \circ \psi \text{ for every } t \in \mathbb{R} \}. \]

**Theorem 44.** Let $Y$ be a compact metrizable space. Assume that $Y$ admits a minimal continuous flow $\phi = (\varphi_t)_{t \in \mathbb{R}}$, whose centralizer $Z(\phi)$ in $\mathcal{H}(Y)$ acts transitively on $Y$ in the algebraic sense. Then for every minimal system $(X,T)$ and residually many $t \in \mathbb{R}$, the product $(X \times Y, T \times \varphi_t)$ is minimal. Consequently, $Y$ is homeo-product-minimal.

**Proof.** By Proposition [32] we have a residual set $R$ of times $s \in \mathbb{R}$ with $T \times \varphi_s$ point-transitive. We show that for all $s \in R$ the map $T \times \varphi_s$ is even minimal (so the situation is similar to that when one works with a minimal flow and its transitive resp. minimal time-$t$ maps; see e.g. [Ega] or [Fay]). So fix $s \in R$ along with a nonempty closed $(T \times \varphi_s)$-invariant set $M \subseteq X \times Y$; we need to show that $M = X \times Y$. For every $\psi \in Z(\phi)$ put $M_\psi = (\text{Id}_X \times \psi)(M)$. Since $\text{Id}_X \times \psi$ is a conjugacy $(M,T \times \varphi_s) \to (M_\psi,T \times \varphi_s)$, it follows that $M_\psi$ is a nonempty closed $(T \times \varphi_s)$-invariant subset of $X \times Y$ for every $\psi \in Z(\phi)$. By compactness of $Y$, the projection $X \times Y \to X$ is a closed map and so all the sets $M_\psi$ have full projections onto $X$ by minimality of $T$. Since $Z(\phi)$ acts transitively on $Y$, it follows that $\bigcup_{\psi \in Z(\phi)} M_\psi = X \times Y$. Now choose a transitive point $(x,y)$ for $T \times \varphi_s$ and take $\psi_0 \in Z(\phi)$ with $(x,y) \in M_{\psi_0}$. Then, by $(T \times \varphi_s)$-invariance of $M_{\psi_0}$, the dense orbit of $(x,y)$ is contained in the closed set $M_{\psi_0}$. Thus $M_{\psi_0} = X \times Y$, whence it follows that $M = X \times Y$. \hfill \qed
Remark 45. Notice that every space $Y$ satisfying the assumptions of Theorem 44 is a homogeneous continuum.

Theorem 46. Let $G$ be a compact connected metrizable abelian group and let $q: \mathbb{R} \to G$ be a topological morphism with a dense image. Then for every minimal system $(X, T)$ and residually many $t \in \mathbb{R}$, the product of $(X, T)$ with the rotation of $G$ by $q(t)$ is minimal.

Proof. Consider the standard equicontinuous flow $\phi = (\varphi_t)_{t \in \mathbb{R}}$ on $G$ generated by $q$; thus, $\varphi_t$ is the rotation of $G$ by $q(t)$ for every $t \in \mathbb{R}$. Since $q$ has a dense image, the flow $\phi$ is minimal. Moreover, the centralizer $Z(\phi)$ of $\phi$ contains the group of all rotations of $G$ and so it acts transitively in the algebraic sense. Thus, the theorem follows from Theorem 44. □

Remark 47. Since every compact connected metrizable abelian group $G$ admits a topological morphism $q: \mathbb{R} \to G$ with a dense image (i.e., is solenoidal, see, e.g., [AK, Theorem 16]), Theorem 46 gives yet another proof of the fact that such groups $G$ are homeo-product-minimal spaces. It shows that for every minimal system $(X, T)$ there exists a rotation $R_g$ of $G$ by $g$ such that the product $T \times R_g$ is minimal and, in fact, such $g$ can be chosen in the set $q(R)$, which is a subset of the identity path-component of $G$.

9. Topological manifolds

Our aim in this section is to prove Theorems 48 and 50 below. They are based on ideas from [FH].

Theorem 48. Let $Y$ be a compact connected manifold without boundary admitting a free action of $S^1$. Then for every minimal system $(X, T)$ there is a homeomorphism $S: Y \to Y$ isotopic to the identity such that the product $(X \times Y, T \times S)$ is minimal. Consequently, $Y$ is a homeo-product-minimal space.

Before proving this theorem, we discuss some consequences of it.

Remark 49. It follows from the theorem that all odd-dimensional spheres are homeo-product-minimal spaces. Indeed, recall that $S^{2n-1} = \{(z_1, \ldots, z_n) \in \mathbb{C}^n : \sum_{j=1}^n |z_j|^2 = 1\}$ admits a free action of $S^1$, given by the rule $z(z_1, \ldots, z_n) = (zz_1, \ldots, zz_n)$.

The following theorem easily follows from Theorem 48.

Theorem 50. Let $Y$ be a compact connected manifold without boundary and $G$ be a nontrivial compact connected Lie group. Assume that $Y$ admits a free action of $G$. Then for every minimal system $(X, T)$ there is a homeomorphism $S: Y \to Y$ isotopic to the identity such that the product $(X \times Y, T \times S)$ is minimal. Consequently, $Y$ is a homeo-product-minimal space.

Proof of Theorem 50. Since every nontrivial compact connected Lie group has a nontrivial maximal torus (see e.g. [HM, Theorem 6.30, p. 212]), $G$ contains a subgroup $H$ topologically isomorphic to $S^1$. Moreover, $H$ acts (continuously and) freely on $Y$, since $G$ does. Therefore, the theorem follows from Theorem 48 above. □

Remark 51. Theorems 48 and 50 speak about the same class of spaces $Y$. Indeed, a compact connected manifold $Y$ without boundary admits a free action of $S^1$ if and only if it admits a free action of a nontrivial compact connected Lie group $G$. (One implication is trivial, the other one follows from the proof of Theorem 50.)

Remark 52. As an immediate corollary of Theorem 50 we see that all compact connected Lie groups are homeo-product-minimal spaces (and hence they admit minimal homeomorphisms, as already noticed in [FH, Example 3.9(b)]). In particular, the following matrix groups are homeo-product-minimal: special orthogonal groups $SO(n)$, spin groups $Spin(n)$, compact symplectic
groups \( \text{Sp}(n) \), unitary groups \( U(n) \) and special unitary groups \( \text{SU}(n) \). In connection with Remark 49, recall also that \( S^{2n-1} \) admits the structure of a Lie group if and only if \( n = 1 \) or \( n = 2 \) (see [HIM] Corollary 9.59, p. 497).

In the remaining part of this section we are going to prove Theorem 48.

9.1. **Auxiliary results.** Given topological spaces \( Y, Z \), a continuous map \( F: [0, 1] \times Y \to Z \) and \( t \in [0, 1] \), we shall write \( F_t \) for the map \( Y \to Z \), given by the rule \( F_t(y) = F(t, y) \ (y \in Y) \). We recall that the map \( F \) is called a homotopy between \( F_0 \) and \( F_1 \). If all the maps \( F_t \ (t \in [0,1]) \) are topological embeddings then we call \( F \) a homotopy of embeddings. If \( Y = Z \) and all the maps \( F_t \ (t \in [0,1]) \) are homeomorphisms then \( F \) is called an isotopy between \( F_0 \) and \( F_1 \). Finally, if \( Y \) is a subspace of \( Z \) and \( z_0 \in Y \) is such that \( F_t(z_0) = z_0 \) for every \( t \in [0,1] \) then we say that the homotopy \( F \) fixes \( z_0 \).

In the proof of Lemma 56 below we shall use the following result, which is a special case of [EK] Corollary 1.2.

**Theorem 53 ([EK]).** Let \( Z \) be a compact connected manifold without boundary, \( C \subseteq Z \) be a closed set and \( U \subseteq Z \) be an open set containing \( C \). Let \( \Phi: [0,1] \times U \to Z \) be a homotopy of embeddings with \( \Phi_0 = \text{Id}_U \). Then there is an isotopy \( \Psi: [0,1] \times Z \to Z \) such that \( \Psi_0 = \text{Id}_Z \) and \( \Psi(t,z) = \Phi(t,z) \) for all \( t \in [0,1] \) and \( z \in C \).

**Remark 54.** In the mentioned result from [EK], the resulting map \( \Psi \) is a homotopy of embeddings; that is, \( \Psi_t: Z \to Z \) is a topological embedding for every \( t \in [0,1] \). However, it follows from our assumptions on \( Z \) that all \( \Psi_t \) are homeomorphisms. Indeed, the set \( \Psi_t(Z) \) is closed in \( Z \) by compactness of \( Z \) and it also open in \( Z \) by the invariance of domain theorem. Hence \( \Psi_t(Z) = Z \) by connectedness of \( Z \) and \( \Psi_t: Z \to Z \) is thus a homeomorphism.

We shall make use of the following well known result on homogeneity of connected manifolds without boundary (cf. [GP] p. 142).

**Lemma 55 (Isotopy lemma).** Let \( M \) be a (not necessarily compact) connected manifold without boundary. Given \( x, y \in M \), there is an isotopy \( F: [0,1] \times M \to M \) with \( F_0 = \text{Id}_M \) and \( F_1(x) = y \).

**Lemma 56.** Let \( Z \) be a compact connected manifold without boundary admitting a free action of \( S^1 \); fix such an action. Then for every \( z_0 \in Z \) and every nonempty open set \( W \subseteq Z \) there is a homeomorphism \( \sigma: Z \to Z \) with the following properties:

\((a)\) \( \sigma \) is isotopic to the identity via an isotopy fixing \( z_0 \),
\((b)\) \( \sigma(W) \) intersects each orbit of the action of \( S^1 \) in \( Z \).

**Proof.** We may assume that \( Z \) has topological dimension \( n \geq 2 \) (otherwise \( Z \) is homeomorphic to \( S^1 \) and we may take \( \sigma = \text{Id}_Z \)). Write \( B = Z/\mathbb{S}^1 \) and denote by \( p \) the quotient map \( Z \to B \). It follows from the assumptions of the lemma that \( Z \) is a fiber bundle with the base \( B \), projection \( p \) and fiber \( \mathbb{S}^1 \) (see e.g. [Bro] Theorem 5.8, p. 88]). That is, there is a finite open cover \( V_1, \ldots, V_N \) of \( B \) such that for every \( i = 1, \ldots, N \) there exists a homeomorphism \( \varphi_i: V_i \times \mathbb{S}^1 \to p^{-1}(V_i) \) with \( p\varphi_i(b,w) = b \) for all \( b \in V_i \) and \( w \in \mathbb{S}^1 \). It follows, in particular, that \( B \) is a compact connected manifold without boundary of topological dimension \( n - 1 \).

1st step. We show that there exist a positive integer \( m \), indices \( i_1, \ldots, i_m \in \{1, \ldots, N\} \), closed topological \((n-1)\)-dimensional discs \( K_{i_1}, \ldots, K_{i_m} \subseteq B \), open topological \((n-1)\)-dimensional discs \( Y_1, \ldots, Y_m \subseteq B \) and points \( w_1, \ldots, w_m \in \mathbb{S}^1 \) such that

\( \bullet \) \( K_j \subseteq Y_j \subseteq \overline{Y}_j \subseteq V_{i_j} \) for every \( j = 1, \ldots, m \),
\( \bullet \) \( B = \bigcup_{j=1}^m K_j \),
\( \bullet \) the sets \( D_j = \varphi_{i_j}(Y_j \times \{w_j\}) \ (j = 1, \ldots, m) \) are mutually disjoint and contained in \( Z \setminus \{z_0\} \).
Let us begin by choosing, for every $i = 1, \ldots, N$, a closed set $Q_i \subseteq V_i$ in such a way that $B = \bigcup_{i=1}^N Q_i$. In our construction of the required objects we shall proceed inductively, using the discs $K_j$ to cover step-by-step each of the closed sets $Q_j$.

The 0-th step of the induction is “empty”; just put $l_0 = 0$. In the induction step, fix $k \in \{1, \ldots, N\}$ and assume that the discs $Q_1, \ldots, Q_{k-1}$ are already covered, meaning that there are a nonnegative integer $l = l_{k-1}$, indices $i_1, \ldots, i_l \in \{1, \ldots, N\}$, closed topological $(n-1)$-dimensional discs $K_{i_1}, \ldots, K_{i_l} \subseteq B$, open topological $(n-1)$-dimensional discs $Y_{i_1}, \ldots, Y_{i_l} \subseteq B$ and points $w_1, \ldots, w_l \in \mathbb{S}^1$ such that

- $K_j \subseteq Y_j \subseteq V_j \subseteq V_i$ for every $j = 1, \ldots, l$,
- $\bigcup_{j=1}^l K_j \supseteq \bigcup_{i=1}^{k-1} Q_i$,
- the sets $D_j = \varphi_{i_j}(Y_j \times \{w_j\})$ ($j = 1, \ldots, l$) are mutually disjoint and contained in $Z \setminus \{z_0\}$.

Since each $D_j$ ($j = 1, \ldots, l$) intersects every orbit of $\mathbb{S}^1$ in at most one point, the open subset $U = Z \setminus (\bigcup_{j=1}^l D_j \cup \{z_0\})$ of $Z$ projects onto $B$ via $p$. Consequently, the open subset $\varphi^{-1}_k(p^{-1}(V_k) \cap U)$ of $V_k \times \mathbb{S}^1$ projects onto $V_k$ via $p$. It follows from the properties of the objects constructed in the first step that we may let $\varphi_k^{-1}(p^{-1}(V_k) \cap U)$ be open topological $(n-1)$-dimensional disc $K^{(b)}$, an open topological $(n-1)$-dimensional disc $Y^{(b)}$ and a point $w^{(b)} \in \mathbb{S}^1$ such that

- $b \in \text{Int}(K^{(b)}) \subseteq K^{(b)} \subseteq Y^{(b)} \subseteq Y^{(b)} \subseteq V_k$,
- $\varphi_{i_j}(Y_j \times \{w_j\}) \subseteq \varphi^{-1}_k(p^{-1}(V_k) \cap U)$.

Since the set $Q_k$ is compact, there is a finite family of points $b_1, \ldots, b_p$ such that $Q_k \subseteq \bigcup_{i=1}^p K^{(b_i)}$. We may clearly assume that the points $w^{(b_i)}$ ($i = 1, \ldots, p$) are chosen in such a way that the sets $\varphi^{-1}_k(p^{-1}(V_k) \cap U) \subseteq \bigcup_{i=1}^p w^{(b_i)}$ are mutually disjoint. Now put $l_k = l + p$ and for every $j = l + 1, \ldots, l + p$ put $i_j = k$, $K_j = K^{(b_j)}$, $Y_j = Y^{(b_j)}$ and $w_j = w^{(b_j)}$. Then

- $K_j \subseteq Y_j \subseteq V_j \subseteq V_i$ for every $j = 1, \ldots, l + p$,
- $\bigcup_{j=1}^{l+p} K_j \supseteq \bigcup_{i=1}^l Q_i$,
- the sets $D_j = \varphi_{i_j}(Y_j \times \{w_j\})$ ($j = 1, \ldots, l + p$) are mutually disjoint and contained in $Z \setminus \{z_0\}$.

This verifies the induction step and finishes the first step of the proof.

2nd step. Set $C_j = \varphi_{i_j}(K_j \times \{w_j\})$ for $j = 1, \ldots, m$. By the first step of the proof, the sets $C_j$ are mutually disjoint closed topological $(n-1)$-dimensional discs in $Z$ contained in $Z \setminus \{z_0\}$. We show that there is a family of mutually disjoint open sets (in fact, open topological $n$-dimensional discs) $U_1, \ldots, U_m \subseteq Z$ such that $C_j \subseteq U_j$ for $j = 1, \ldots, m$ and $\text{dist}(z_0, \bigcup_{j=1}^m U_j) > 0$.

It follows from the properties of the objects constructed in the first step that we may let $U_j = \varphi_{i_j}(V_j \times \{w_j\})$ for $j = 1, \ldots, m$, where $J_j$ is a sufficiently small open interval in $\mathbb{S}^1$ containing $w_j$.

3rd step. Let $U = \bigcup_{j=1}^m U_j$. We show that there exist an open neighborhood $U_0$ of $z_0$ in $Z$, disjoint from $U$, and a homotopy of embeddings $F_t : U_0 \cup U \to Z$ ($t \in [0, 1]$) such that $F_0 = \text{Id}_{U_0 \cup U}$, $F_1(U) \subseteq W$ and $F_1|_{U_0} = \text{Id}_{U_0}$ for every $t \in [0, 1]$.

Fix $z_j \in C_j$ for every $j = 1, \ldots, m$. Since $z_1, \ldots, z_m \in Z$ are distinct points in a connected manifold without boundary $Z \setminus \{z_0\}$ of dimension at least 2, we can join each $z_j$ with an element of $W$ by an arc $A_j \subseteq Z \setminus \{z_0\}$. We may clearly assume that the arcs $A_j$ ($j = 1, \ldots, m$) are mutually disjoint. Consequently, there exist disjoint connected open sets $A_j \subseteq M_j \subseteq Z$ and a neighborhood $U_0$ of $z_0$ in $Z$ disjoint from $\bigcup_{j=1}^m M_j$.

We shall now describe the desired homotopy of embeddings $F_t$ ($t \in [0, 1]$). First, as required, we let $U_0$ remain fixed during the homotopy. Given $j \in \{1, \ldots, m\}$, we begin by squeezing $U_j$ within itself into a subset $U''_j$ of $M_j$ (this is possible, since $U_j$ is an open topological $n$-dimensional disc intersecting $M_j$). Further, using that $M_j$ is a connected manifold (being a connected open subset of a manifold $Z$), we may apply the Isotopy lemma and let $U''_j$ slide within $M_j$ to a set $U''_j$
intersecting $W$. Finally, we squeeze (the open topological $n$-dimensional disc) $U_j''$ within itself into a subset $U_j''$ of $W$. The homotopy thus described is well defined, since the sets $U_0, U_1, \ldots, U_m$ are disjoint and open in $Z$, and it is a homotopy of embeddings by disjointness of the sets $\bigcup_{t \in [0,1]} F_t(U_j)$ ($j = 0, \ldots, m$).

4th step. We prove the statement of the lemma.

Set $U^* = \bigcup_{j=1}^m U_j''$. Then $U^* \subseteq W$ and $U^* = \bigcup_{j=1}^m F_1(U_j) = F_1(U)$. Since $F_1 : U_0 \cup U \to Z$ is an embedding with the image $U_0 \cup U^*$, its restriction $f : U_0 \cup U \to U_0 \cup U^*$ is a homeomorphism. Set $\Phi_t = F_{1-t} \circ f^{-1}$ for $t \in [0,1]$. The maps $\Phi_t$ thus defined constitute a homotopy of embeddings of $U_0 \cup U^*$ into $Z$ and $\Phi_0 = F_1 \circ f^{-1} = \text{Id}_{U_0 \cup U^*}$. Let $C = \bigcup_{j=1}^m C_j$ and $C^* = \bigcup_{j=1}^m F_1(C_j)$; then $C \subseteq U$ and $C^* = F_1(C) = f(C) \subseteq f(U) = U^*$. By virtue of Theorem 53, the embeddings $\Phi_t|_{(z_0) \cup C^*}$ can be extended to homeomorphisms $\Psi_t : Z \to Z$, which constitute an isotopy with $\Psi_0 = \text{Id}_Z$.

We finish the proof by showing that the map $\sigma = \Psi_1$ satisfies conditions (a) and (b) from the lemma. First, since $F_t(z_0) = z_0$ for every $t \in [0,1]$, condition (a) follows from our definition of $\sigma$ and the isotopy $\Psi_t$ ($t \in [0,1]$). To verify condition (b), notice that

$$
\sigma(W) \supseteq \sigma(U^*) \supseteq \sigma(C^*) = \Phi_1(C^*) = F_0(f^{-1}(C^*)) = F_0(C) = C = \bigcup_{j=1}^m C_j.
$$

Consequently,

$$
p(\sigma(W)) \supseteq p\left(\bigcup_{j=1}^m C_j\right) = \bigcup_{j=1}^m p(C_j) = \bigcup_{j=1}^m K_j = B,
$$

as was to be shown.

Before turning to the next auxiliary result, let us recall some basic facts concerning fundamental groups. If $Z$ is a connected manifold with a base point $z_0$, we denote its fundamental group by $\pi_1(Z, z_0)$ or, briefly, by $\pi_1(Z)$. Further, if $X$ is a connected manifold with a base point $x_0$ and $f : X \to Z$ is a continuous map with $f(x_0) = z_0$, we write $f_*$ for the induced morphism $\pi_1(X) \to \pi_1(Z)$. Given a connected manifold $Y$ with a base point $y_0$ and a covering map $p : Y \to Z$ with $p(y_0) = z_0$, we recall that, by the Lifting Lemma (cf. [Mum] Lemma 79.1, p. 478), the following conditions are equivalent:

- there is a continuous map $g : X \to Y$ with $g(x_0) = y_0$ and $f = p \circ g$,
- $f_*(\pi_1(X)) \subseteq p_*(\pi_1(Y))$.

We also recall that such a map $g$, if it exists, is unique.

Lemma 57. Let $Y$ be a compact connected manifold without boundary admitting a free action $A$ of $S^1$. Then for every finite subgroup $H$ of $S^1$ and every nonempty open set $V \subseteq Y$ there is a homeomorphism $\psi : Y \to Y$ with the following properties:

1. $\psi$ is isotopic to the identity,
2. $\psi$ commutes with the induced action of $H$ on $Y$,
3. $\psi(V)$ intersects each $A$-orbit of $S^1$ in $Y$.

Proof. If $\zeta \in S^1$, we will denote by $\varphi_{\zeta}$ the corresponding acting homeomorphism of $A$ on $Y$. However, symbols $A(\zeta, y) = \varphi_{\zeta}(y)$ and $\zeta y$ will be used interchangeably. Let $\pi : Y \to Y/S^1$, $p : Y \to Y/H$ be the canonical quotient maps and $q : S^1 \to S^1$ be the quotient morphism with kernel $\ker(q) = H$ (that is, $q(z) = \exp(z)$). Since the induced action of the finite group $H$ on $Y$ is free, the quotient map $p : Y \to Y/H$ is a covering map [Mum] Theorem 81.5 and Exercise 4 on p. 493]. The original action $A$ of $S^1$ on $Y$ then descends via $p$ and $q$ to an action $A'$ of $S^1$ on $Y/H$

$$
A' : S^1 \times Y/H \to Y/H, \quad (q(\zeta), p(y)) \mapsto p(\zeta y)
$$

for $y \in Y$ and $\zeta \in S^1$, see Figure [1]. We shall now proceed in five steps.
1st step. Write $Z = Y/H$. We show that $Z$ and $A'$ satisfy the assumptions of Lemma 56.

First, since $p: Y ightarrow Z$ is a covering map, the space $Z$ is a compact connected manifold without boundary. Since the original action $A$ of $S^1$ on $Y$ is free and $\ker(q) = H$, it follows that the descended action $A'$ of $S^1$ on $Z$ is also free. Moreover, if $\pi': Z \rightarrow Z/S^1$ denotes the canonical quotient map from $Z$ to the orbit space of $A'$, then there is a homeomorphism $g: Y/S^1 \rightarrow Z/S^1$ with $g \circ \pi = \pi' \circ p$, see Figure 2.

2nd step. We define the desired homeomorphism $\psi: Y \rightarrow Y$.

Fix $y_0 \in Y$ and write $z_0 = p(y_0)$; we shall use $y_0$ and $z_0$ as base points of the spaces $Y$ and $Z$, respectively. Set $W = p(V)$. Since the map $p$, being a covering map, is open, it follows that $W$ is a nonempty open subset of $Z$. Thus, by using the first step of the proof along with Lemma 56, we find a homeomorphism $\sigma: Z \rightarrow Z$ with the following properties:

(a) $\sigma$ is isotopic to the identity via an isotopy $F$ fixing $z_0$,
(b) $\sigma(W)$ intersects each $0 \times 1$.

Consider the morphisms $p_*: \pi_1(Y) \rightarrow \pi_1(Z)$ and $\sigma_*: \pi_1(Z) \rightarrow \pi_1(Z)$, induced by $p$ and $\sigma$, respectively. By virtue of (a), we have $\sigma_* = \Id_{\pi_1(Z)}$ and, by functoriality of the induced morphism, $(p \circ \sigma)_* = p_* \circ \sigma_* = p_*$. So, by the Lifting lemma, $\sigma$ lifts uniquely across $p$ to a homeomorphism $\psi: Y \rightarrow Y$ with $\psi(y_0) = y_0$; that is, we have $p \circ \psi = \sigma \circ p$, see Figure 3.

3rd step. We show that $\psi$ satisfies condition (1).

We shall use $(0, z_0)$ and $(0, y_0)$ as base points of $[0, 1] \times Z$ and $[0, 1] \times Y$, respectively. Under the natural identifications $\pi_1([0, 1] \times Y) = \pi_1(Y)$ and $\pi_1([0, 1] \times Z) = \pi_1(Z)$, we have $F_* = \Id_{\pi_1(Z)}$ and $(\Id_{[0, 1]} \times p)_* = p_*$. It follows from the Lifting lemma that $F$ lifts uniquely across $p$ to a continuous map $G: [0, 1] \times Y \rightarrow Y$ with $G(0, y_0) = y_0$; that is, we have $F \circ (\Id_{[0, 1]} \times p) = p \circ G$, see Figure 4.

We are going to show that $G$ is an isotopy from $\Id_Y$ to $\psi$.

Since $F(t, z_0) = z_0$ for every $t \in [0, 1]$ and $G(0, y_0) = y_0$, we also have $G(t, y_0) = y_0$ for every $t \in [0, 1]$. It follows, using commutative diagram in Figure 4 that the diagram in Figure 5 commutes.
for every $t$. Now we use the uniqueness part of the Lifting lemma. For $t = 0$, $F_0 \circ p$ lifts to $G_0$, but trivially also to $\text{Id}_Y$. Hence $G_0 = \text{Id}_Y$. For $t = 1$, $F_1 \circ p$ lifts to $G_1$ and, by Figure 3 also to $\psi$. Hence $G_1 = \psi$.

Since the maps $F_t \ (t \in [0,1])$ are homeomorphisms on $Z$ isotopic to the identity, we have $(F_t)_* = \text{Id}_{\pi_1(Z)}$ for every $t$. By functoriality of the induced morphism, $(F_t^{-1})_* = \text{Id}_{\pi_1(Z)}$. Hence, by the Lifting lemma, $F_t^{-1} \circ p$ lifts to some continuous map $\Gamma_t$, see Figure 6. Gluing together the diagrams in Figures 3 and 6 in two ways, we get that $p$ lifts to both $\Gamma_t \circ G_t$ and $G_t \circ \Gamma_t$, and trivially also to $\text{Id}_Y$. By uniqueness, $\Gamma_t \circ G_t = G_t \circ \Gamma_t = \text{Id}_Y$. Thus every $G_t$ is a homeomorphism.

4th step. We show that $\psi$ satisfies condition (2).

First we show that $\psi(\zeta y_0) = \zeta y_0$ for every $\zeta \in H$. So fix $\zeta \in H$ along with a path $\gamma : [0,1] \to Y$ from $y_0$ to $\zeta y_0$. Then $p \circ (\psi \circ \gamma) = \sigma \circ (p \circ \gamma)$ by definition of $\psi$. Since $\sigma_* = \text{Id}_{\pi_1(Z)}$, it follows that the paths $p \circ (\psi \circ \gamma)$ and $p \circ \gamma$ are path-homotopic. Moreover, $(\psi \circ \gamma)(0) = \psi(y_0) = y_0 = \gamma(0)$, hence the paths $\psi \circ \gamma$ and $\gamma$ are also path-homotopic. In particular, $\psi \circ \gamma$ and $\gamma$ have the same endpoint. Thus, $\psi(\zeta y_0) = (\psi \circ \gamma)(1) = \gamma(1) = \zeta y_0$, as was to be shown.

We show that $\psi$ commutes with the induced action of $H$ on $Y$. To this end, fix $\zeta \in H$ and consider the corresponding acting homeomorphism $\varphi_\zeta$ on $Y$. Then, by definition of $p$, $p \circ \varphi_\zeta^{-1} = p \circ \varphi_\zeta = p$ and so, using also the definition of $\psi$,

$$p \circ (\varphi_\zeta^{-1} \circ \psi \circ \varphi_\zeta) = p \circ \psi \circ \varphi_\zeta = \sigma \circ p \circ \varphi_\zeta = \sigma \circ p.$$

Moreover, by using our claim from the preceding paragraph, we obtain

$$(\varphi_\zeta^{-1} \circ \psi \circ \varphi_\zeta)(y_0) = \varphi_\zeta^{-1}(\psi(\zeta y_0)) = \zeta^{-1}(\zeta y_0) = y_0.$$

In summary, $\varphi_\zeta^{-1} \circ \psi \circ \varphi_\zeta$ is a continuous lift of $\sigma$ across $p$ mapping $y_0$ to $y_0$. Hence $\varphi_\zeta^{-1} \circ \psi \circ \varphi_\zeta = \psi$ and so $\psi$ commutes with $\varphi_\zeta$ indeed.

5th step. We finish the proof by showing that $\psi$ satisfies condition (3).

Fix $y \in Y$ and set $z = p(y)$. Since the set $\sigma(W)$ intersects the $A'$-orbit of $z$, there is $\xi \in \mathcal{S}$ with $\xi z = \sigma(W)$. Choose $q \in \mathcal{S}$ with $\xi = q(g)$. Then

$$p(qy) = A'(q(g), p(y)) = A'((\xi, z) = \xi z \in \sigma(W) = \sigma(p(V)) = p(\psi(V))$$

and so there is $\zeta \in H$ with $\zeta(qy) \in \psi(V)$. It follows that $(\zeta q)y \in \psi(V)$ and $\psi(V)$ thus intersects the orbit of $y$ under the action of $\mathcal{S}$ on $Y$.

9.2. **Proof of Theorem 48** First, we recall that $\mathcal{H}(Y)$ is a Polish group with the topology of uniform convergence (of homeomorphisms and their inverses). Since the group $\mathcal{H}(Y)$ is locally contractible [Cer, Theorem 1], hence locally arc-wise connected, its identity arc-component $\mathcal{H}_a(Y)$ is an open (hence closed) subgroup of $\mathcal{H}(Y)$ and so it is also a Polish group.

**Proof of Theorem 48** Fix a minimal system $X, T$. Fix a free action of $\mathcal{S}$ on $Y$ and denote the acting homeomorphisms of this action by $\varphi_z \ (z \in \mathcal{S})$. Set

$$\mathcal{H} = \{\psi^{-1} \circ \varphi_z \circ \psi : \psi \in \mathcal{H}_a(Y) \text{ and } z \in \mathcal{S}\}.$$

Since $\varphi_z \in \mathcal{H}_a(Y)$ for every $z \in \mathcal{S}$ by arc-connectedness of $\mathcal{S}$, we have $\mathcal{H} \subseteq \mathcal{H}_a(Y)$. Consequently, $\overline{\mathcal{H}} \subseteq \mathcal{H}_a(Y)$. Given nonempty open sets $U \subseteq X$ and $V \subseteq Y$, we set

$$\mathcal{H}_{U,V} = \left\{\sigma \in \mathcal{H}_a(Y) : \bigcup_{n=1}^{\infty} (T \times \sigma)^{-n}(U \times V) = X \times Y \right\}.$$

We shall now proceed in eight steps.

1st step. Given $\psi \in \mathcal{H}_a(Y)$ and nonempty open sets $U \subseteq X$ and $V \subseteq Y$, we show that

$$\psi_{U,V}^{-1}\mathcal{H} = \mathcal{H} \text{ and } \psi_{U,V}^{-1}\mathcal{H}_{U,V} = \mathcal{H}_{U,V}.$$

The first equality follows immediately by definition of $\mathcal{H}$. To verify the second equality, fix $\sigma \in \mathcal{H}_a(Y)$. Then
\[
\bigcup_{n=1}^{\infty} (T \times (\psi \circ \sigma \circ \psi^{-1}))^{-n}(U \times \psi(V)) = \bigcup_{n=1}^{\infty} T^{-n}(U) \times \psi(\sigma^{-n}(V))
\]
\[
= \bigcup_{n=1}^{\infty} (\text{Id}_X \times \psi) \left( (T \times \sigma)^{-n}(U \times V) \right)
\]
\[
= (\text{Id}_X \times \psi) \left( \bigcup_{n=1}^{\infty} (T \times \sigma)^{-n}(U \times V) \right).
\]

Since $\text{Id}_X \times \psi$ is a homeomorphism on $X \times Y$, it follows that $\psi \circ \sigma \circ \psi^{-1} \in \mathcal{H}_{U,V}(Y)$ if and only if $\sigma \in \mathcal{H}_{U,V}$. Thus, $\psi \mathcal{H}_{U,V}(Y) = \mathcal{H}_{U,V}(Y)$, as was to be shown.

2nd step. Let $U \subseteq X$ and $V \subseteq Y$ be nonempty open sets. We show that the set $\mathcal{H}_{U,V}$ is open in $\mathcal{H}_a(Y)$. Fix $\sigma_0 \in \mathcal{H}_{U,V}$ and choose $x \in X$. By compactness of $Y$, there is $N \in \mathbb{N}$ with $\{x\} \times Y \subseteq \bigcup_{n=1}^{N}(T \times \sigma_0)^{-n}(U \times V)$. Let $\mathcal{U}$ be the set of all $\sigma \in \mathcal{H}_a(Y)$ with $\{x\} \times Y \subseteq \bigcup_{n=1}^{N}(T \times \sigma)^{-n}(U \times V)$. Then $\sigma_0 \in \mathcal{U}$ and $\mathcal{U}$ is an open subset of $\mathcal{H}_a(Y)$ due to compactness of $Y$. Therefore, it suffices to show that $\mathcal{U} \subseteq \mathcal{H}_{U,V}$.

So let $\sigma \in \mathcal{U}$. By the tube lemma there is a neighborhood $U'$ of $x$ in $X$ with $U' \times Y \subseteq \bigcup_{n=1}^{N}(T \times \sigma)^{-n}(U \times V)$. By minimality of $T$, we have $X = \bigcup_{m=1}^{\infty} T^{-m}(U')$. Consequently,
\[
\bigcup_{n=1}^{\infty} (T \times \sigma)^{-n}(U \times V) \supseteq \bigcup_{m=1}^{\infty} (T \times \sigma)^{-m} \left( \bigcup_{n=1}^{N} (T \times \sigma)^{-n}(U \times V) \right) \supseteq \bigcup_{m=1}^{\infty} (T \times \sigma)^{-m}(U' \times Y)
\]
\[
= \left( \bigcup_{m=1}^{\infty} T^{-m}(U') \right) \times Y = X \times Y,
\]
whence it follows that $\sigma \in \mathcal{H}_{U,V}$.

3rd step. Let $V' \subseteq Y$ be an open subset of $Y$ intersecting each orbit of $\mathbb{S}^1$ in $Y$. Assume that $\xi \in \mathbb{S}^1$ and an increasing sequence $(k_n)_{n=1}^{\infty}$ of positive integers are such that the set $\{\xi^{k_n} : n \in \mathbb{N}\}$ is dense in $\mathbb{S}^1$. We show that there exists $N \in \mathbb{N}$ with $Y = \bigcup_{n=1}^{N}(\varphi_{\xi})^{-k_n}(V')$.

By compactness of $Y$, it suffices to show that $Y = \bigcup_{n=1}^{\infty}(\varphi_{\xi})^{-k_n}(V')$. So let $y \in Y$. Since $V'$ intersects the orbit of $y$ under the action of $\mathbb{S}^1$, there is $\zeta \in \mathbb{S}^1$ with $\varphi_{\xi}(y) \in V'$. Since the set $\{\xi^{k_n} : n \in \mathbb{N}\}$ is dense in $\mathbb{S}^1$, there is $n \in \mathbb{N}$ with $\xi^{k_n}$ close enough to $\zeta$ so that $\varphi_{\xi^{k_n}}(y) \in V'$. Then $y \in (\varphi_{\xi^{k_n}})^{-1}(V') = (\varphi_{\xi})^{-k_n}(V')$. Thus, $\bigcup_{n=1}^{\infty}(\varphi_{\xi})^{-k_n}(V') = Y$, as was to be shown.

4th step. Let $U \subseteq X$, $V' \subseteq Y$ be open sets. Let $x \in U$ and suppose that $V'$ intersects each orbit of $\mathbb{S}^1$ in $Y$. Let $\xi \in \mathbb{S}^1$ and assume that there is an increasing sequence of positive integers $(k_n)_{n=1}^{\infty}$ such that

- $T^{k_n}(x) \in U$ for every $n \in \mathbb{N}$, and
- the set $\{\xi^{k_n} : n \in \mathbb{N}\}$ is dense in $\mathbb{S}^1$.

We show that $\varphi_{\xi} \in \mathcal{H}_{U,V} \cap \mathcal{H}$.

First, we have $\varphi_{\xi} \in \mathcal{H}$ by definition of $\mathcal{H}$. To show that $\varphi_{\xi} \in \mathcal{H}_{U,V}$, use the third step of the proof to find $N \in \mathbb{N}$ with $Y = \bigcup_{n=1}^{N}(\varphi_{\xi})^{-k_n}(V')$ and set $U' = \bigcap_{n=1}^{N} T^{-k_n}(U)$. Then $x \in U'$ and so
$U'$ is a nonempty open subset of $X$. Thus, by minimality of $T$, $X = \bigcup_{m=1}^{\infty} T^{-m}(U')$. Consequently,

$$\bigcup_{n=1}^{\infty} (T \times \varphi_\xi)^{-n}(U \times V') \ni \bigcup_{m=1}^{\infty} (T \times \varphi_\xi)^{-m} \left( \bigcup_{n=1}^{N} (T \times \varphi_\xi)^{-k_n}(U \times V') \right) \ni \bigcup_{n=1}^{\infty} (T \times \varphi_\xi)^{-m} \left( \bigcup_{n=1}^{\infty} U' \times (\varphi_\xi)^{-k_n}(V') \right) = \bigcup_{n=1}^{\infty} (T \times \varphi_\xi)^{-m}(U' \times Y) = \left( \bigcup_{m=1}^{\infty} T^{-m}(U') \right) \times Y = X \times Y,$$

which shows that $\varphi_\xi \in \mathcal{H}_{U,V}$ indeed.

5th step. Let $U \subseteq X$, $V \subseteq Y$ be nonempty open sets and let $\psi H_a(Y)$. Then

$$\overline{\mathcal{H}_{U,\psi(V)} \cap \mathcal{H}} = \psi \overline{\mathcal{H}_{U,V} \cap \mathcal{H} \psi^{-1}}.$$ 

Indeed, by the first step we have $\overline{\mathcal{H}_{U,\psi(V)} \cap \mathcal{H}} = (\psi \overline{\mathcal{H}_{U,V} \cap \mathcal{H} \psi^{-1}}) \cap (\psi \mathcal{H} \psi^{-1})$. Since the map $h \mapsto \psi h \psi^{-1}$ is a homeomorphism of $\mathcal{H}(Y)$, this set is equal to $\psi \overline{(\mathcal{H}_{U,V} \cap \mathcal{H}) \psi^{-1}} = \psi \overline{\mathcal{H}_{U,V} \cap \mathcal{H} \psi^{-1}}$.

6th step. Let $U \subseteq X$, $V \subseteq Y$ be nonempty open sets. We show that $\varphi_z \in \overline{\mathcal{H}_{U,V} \cap \mathcal{H}}$ for every torsion element $z \in S^1$. Since $\text{tor}(S^1)$ is dense in $S^1$, it is sufficient to verify that $\varphi_z \in \overline{\mathcal{H}_{U,V} \cap \mathcal{H}}$ for every torsion element $z \in S^1$. So fix $z \in \text{tor}(S^1)$. By virtue of Lemma 57 there is a homeomorphism $\psi \in \mathcal{H}_a(Y)$ with the following properties:

- $\psi$ commutes with $\varphi_z$,
- the set $\psi(V)$ intersects each orbit of $S^1$ in $Y$.

Fix $x \in U$ and use minimality of $T$ to find an increasing sequence of positive integers $(k_n)_{n=1}^{\infty}$ such that $T^{k_n}(x) \in U$ for every $n \in \mathbb{N}$. Denote by $A$ the set of all $\xi \in S^1$ such that the sequence $(\xi^{k_n})_{n=1}^{\infty}$ is uniformly distributed in $S^1$. By the fourth step of the proof (applied to $V' = \psi(V)$), we have $\varphi_\xi \in \overline{\mathcal{H}_{U,\psi(V)} \cap \mathcal{H}}$ for every $\xi \in A$. Since the set $A$ is dense in $S^1$ by virtue of Lemma 16, we get $\varphi_z \in \overline{\mathcal{H}_{U,\psi(V)} \cap \mathcal{H}}$. By the fifth step of the proof, this means that $\varphi_z \in \psi \overline{\mathcal{H}_{U,V} \cap \mathcal{H} \psi^{-1}}$. Consequently, since $\psi$ commutes with $\varphi_z$,

$$\varphi_z = \psi^{-1} \circ \varphi_z \circ \psi \in \overline{\mathcal{H}_{U,V} \cap \mathcal{H}},$$

as was to be shown.

7th step. Given nonempty open sets $U \subseteq X$ and $V \subseteq Y$, set $\mathcal{M}_{U,V} = \overline{\mathcal{H}_{U,V} \cap \mathcal{H}}$. We show that the set $\mathcal{M}_{U,V}$ is open and dense in $\mathcal{H}$. The openness follows from the second step of the proof. We verify the density by showing that $\mathcal{H} \subseteq \overline{\mathcal{M}_{U,V}}$. To this end, fix $\psi \in \mathcal{H}_a(Y)$ and $z \in S^1$; we verify that $\psi^{-1} \circ \varphi_z \circ \psi \in \mathcal{M}_{U,V}$. By using the sixth and the fifth steps of the proof, we obtain

$$\varphi_z \in \overline{\mathcal{H}_{U,\psi(V)} \cap \mathcal{H}} = \psi \overline{\mathcal{H}_{U,V} \cap \mathcal{H} \psi^{-1}} \subseteq \psi \overline{\mathcal{M}_{U,V} \psi^{-1}},$$

whence it follows that $\psi^{-1} \circ \varphi_z \circ \psi \in \overline{\mathcal{M}_{U,V}}$ indeed.

8th step. We prove the theorem.

Fix countable bases $(U_n)_{n=1}^{\infty}$ and $(V_m)_{m=1}^{\infty}$ of $X$ and $Y$, respectively, and set $\mathcal{M} = \bigcap_{n,m=1}^{\infty} \mathcal{M}_{U_n,V_m}$. By the preceding step of the proof, all the sets $\mathcal{M}_{U_n,V_m}$ are open and dense in $\mathcal{H}$ and so $\mathcal{M}$ is a dense $G_\delta$ subset of $\mathcal{H}$. Since $\mathcal{H}$ is a completely metrizable space, we infer that $\mathcal{M} \neq \emptyset$. Finally,
since the product $T \times S$ is obviously minimal for every $S \in \mathcal{M}$ and $\mathcal{M} \subseteq \mathcal{H}_a(Y)$, the proof is finished.

\section{Smooth manifolds}

As we mentioned in the previous section, our Theorem 48 is based on (and its proof basically follows the line of that of) [FH, Théorème 1]. Of course, there are some essential distinctions in the proofs of these two theorems. This is caused, firstly, by the fact that we work in the topological category rather than in the smooth one and, secondly, by the fact that instead of skew products we consider direct products, so we need our minimal homeomorphism be disjoint from a given minimal map in the base. Although our interest in this paper is in the topological category, we deem it opportune to mention that smooth analogues of our Theorems 48 and 50 are true. In fact, we have the following theorem.

\textbf{Theorem 58.} Let $Y$ be a smooth compact connected manifold without boundary and $G$ be a non-trivial compact connected Lie group. Assume that $G$ acts smoothly and freely on $Y$. Then for every minimal system $(X, T)$ there is a smooth diffeomorphism $S : Y \to Y$ isotopic to the identity such that the product $(X \times Y, T \times S)$ is minimal.

\textbf{Sketch of the proof.} As explained in the proof of Theorem 50, we may restrict our attention to the case $G = S^1$. To prove the theorem in this particular case, it is sufficient to combine the proofs of Theorem 48 and [FH, Théorème 1]. We shall therefore omit the details and present only a sketch of the proof.

Fix a minimal system $(X, T)$. Let $D(Y)$ be the Polish group of all smooth diffeomorphisms $Y \to Y$ equipped with the $C^\infty$-topology and $D_a(Y)$ be the open (hence closed, hence Polish) subgroup of $D(Y)$ formed by the diffeomorphisms isotopic to the identity. Denoting the acting diffeomorphisms of $S^1$ by $\varphi_z$ ($z \in S^1$), we set

$$D = \{\psi^{-1} \circ \varphi_z \circ \psi : \psi \in D_a(Y) \text{ and } z \in S^1\} \subseteq D_a(Y).$$

Further, for each pair of nonempty open sets $U \subseteq X$ and $V \subseteq Y$, write

$$D_{U,V} = \{\sigma \in D_a(Y) : \bigcup_{n=1}^\infty (T \times \sigma)^{-n}(U \times V) = X \times Y\}.$$

Then all the sets $D_{U,V}$ are open in $D_a(Y)$. By using [FH Corollaire 4.12] in place of our Lemma 57 we find that $\varphi_z \in D_{U,V} \cap D$ for every $z \in S^1$ and infer from this observation that all the sets $\mathcal{M}_{U,V} = D_{U,V} \cap D$ are open and dense in $D \subseteq D_a(Y)$. Now fix countable bases $(U_n)_{n=1}^\infty$ and $(V_m)_{m=1}^\infty$ of $X$ and $Y$, respectively, and set $\mathcal{M} = \bigcap_{n,m=1}^\infty \mathcal{M}_{U_n,V_m}$. Being a dense $G_\delta$ subset of the completely metrizable space $D$, the set $\mathcal{M}$ is nonempty. We may therefore finish the proof by choosing $S \in \mathcal{M}$.

\section{Examples and counterexamples related to minimal direct products}

In this section we discuss examples mentioned in the introduction.

\textbf{Example 59.} There exist nonminimal continua $X, Z$ such that the product $X \times Z$ is minimal.

\textbf{Proof.} We show that the cylinder $X = S^1 \times I$ and the Hilbert cube $Z = \mathbb{H}$ satisfy the required conditions.

First, by [BOT], the only compact connected two-manifolds (with or without boundary) which admit a minimal map are torus $T^2$ and Klein bottle $\mathbb{K}^2$. Hence the cylinder $S^1 \times I$ is a nonminimal space. Further, the Hilbert cube has the fixed point property and so it is also a nonminimal space. Finally, the product $(S^1 \times I) \times \mathbb{H}$ admits a minimal homeomorphism by virtue of [GW p. 323].
Example 60. There exists a minimal compact metrizable space $X$ such that the product $X \times X$ admits a minimal skew product but does not admit any minimal direct product.

Proof. It is sufficient to take $X$ consisting of two points. As a less trivial example, let $X = S_0^1 \cup S_1^1$ be a union of two disjoint circles. Then $X$ admits a minimal map. Moreover, every minimal (in fact, every surjective) self-map of $X$ permutes the two building circles of $X$. Therefore the product $T \times S$ of any pair of minimal maps $T, S$ on $X$ has $(S_0^1 \times S_0^1) \cup (S_1^1 \times S_1^1)$ as an invariant subset. Consequently, such $T \times S$ cannot be minimal.

We show that the product $X \times X$ admits a minimal skew-product $F = (T, S_x)$. To simplify the description of $F$ let $S_0^1 = \{0\} \times S^1$ and $S_1^1 = \{1\} \times S^1$. Now take a rotation $R_\alpha$ of $S^1$ by an irrational $\alpha$ and let $T : X \to X$ be given by $T(0, z) = (1, z)$ and $T(1, z) = (0, R_\alpha(z))$ for $z \in S^1$. Obviously, $T$ is a minimal map. Further, take a real number $\beta$ such that $1, \alpha, \beta$ are linearly independent over the rationals and set $S_x(i, \xi) = (i, \xi)$ for $x \in S_0^1$, $\xi \in S^1$ and $i = 0, 1$, and $S_z(i, \xi) = (1 - i, R_\beta(\xi))$ for $x \in S_1^1$, $\xi \in S^1$ and $i = 0, 1$. One checks easily that $F = (T, S_x)$ is minimal.

Example 61. There exist minimal continua $X, Z$ such that $X \times Z$ admits a minimal direct product and every skew-product on $X \times Z$ is a direct product.

Proof. Let $X = S^1$ be the circle and let $Z$ be the pseudo-circle. Clearly, $X$ is a minimal space. It follows from [Han] that $Z$ is also a minimal space. The product $X \times Z$ thus admits a minimal direct product by Theorem 17. Now we show that every skew product $F = (T, S_x)$ on $X \times Z$ is in fact a direct product. To see this observe that the components of arc-wise connectedness of $Z$ are the singletons. Therefore, the components of arc-wise connectedness of $C(Z)$ are also singletons. Since $X$ is arc-wise connected, the set $\{S_x : x \in X\}$ is arc-wise connected in $C(Z)$. Hence all the maps $S_x \in C(Z)$ are equal. It follows that $F$ is a direct product.

Remark 62. In the previous example, if we do not insist that $Z$ be a continuum, one can use the Cantor set instead and apply a similar argument using connectedness instead of arc-wise connectedness.

Remark 63. Although the product space $X \times Z$ from Example 61 or Remark 62 does not admit a minimal skew-product which is not a direct product, one can show that the space $Z \times X$ does admit a skew-product $F = (g, f_z)$ which is not a direct product (this follows from [GW, Theorem 1]).

Example 64. There exist continua $X,Y$ such that all the spaces $X,Y,X \times Y$ admit minimal homeomorphisms and every homeomorphism on $X \times Y$ takes the form of a direct product.

Proof. Let $Y$ be an arbitrary continuum supporting a minimal homeomorphism $S$ and not containing any arc; say, $Y$ can be the pseudo-circle. Let $Z$ be a solenoid. By Theorem 17, there is a homeomorphism (in fact, a rotation) $R : Z \to Z$ such that the product $(Z \times X, R \times X)$ is minimal. Fix a DST space $X$ derived from $(Z, R)$ (for details, see Section 12) and let $T : X \to X$ be the homeomorphism, which is an almost 1-1 extension of $R$. The product $T \times S$ is a minimal homeomorphism, being an almost 1-1 extension of the minimal homeomorphism $R \times S$. We show that each homeomorphism on $X \times Y$ has the form of a direct product.

So let $F : X \times Y \to X \times Y$ be a homeomorphism. Recall that $X$ is not path-connected, but it contains a dense path-component $\alpha$. Given $y \in Y$, the set $F(\alpha \times \{y\}) \subseteq X \times Y$ is path-connected. Since $Y$ has degenerate path-components, it follows that there is $y' \in Y$ with $F(\alpha \times \{y\}) \subseteq X \times \{y'\}$. Since $\alpha$ is dense in $X$, we infer that $F(X \times \{y\}) \subseteq X \times \{y'\}$. Consequently, $F$ is a skew product over $Y$. That is, there exist a homeomorphism $h : Y \to Y$ and a family of homeomorphisms $g_y : X \to X$ with $F(x, y) = (g_y(x), h(y))$ for all $x \in X$ and $y \in Y$. Recall that $Y$ is connected, $H(X)$ is discrete and $g_y \in H(X)$ depend continuously on $y \in Y$. Hence all the maps $g_y$ coincide and so $F$ is indeed a direct product on $X \times Y$. 

□
Example 65. There exists a compact connected manifold Y such that for every compact minimal system \((X,T)\), the product \(X \times Y\) admits a minimal skew product \((T,g_x)\) and admits a minimal direct product \(T \times S\), but all the direct products \(T \times X\) are nonminimal.

Proof. Let \(Y = S^3\). Recall that \(Y\) carries the structure of a (compact connected) nonabelian Lie group. Let \(G\) be the group of the rotations on \(Y\). Then, by [GW, p. 323], \(X \times Y\) admits a minimal skew product \((T,g_x)\) with \(g_x \in G\) for every \(x \in X\) and it admits a minimal direct product \(T \times S\) by virtue of Theorem B(9). However, since \(Y\) is nonabelian, all the rotations \(g \in G\) are nonminimal (if \(g\) were minimal, then the full orbit \(\{g^n(e) : n \in \mathbb{Z}\}\) of the neutral element \(e\) of \(Y\) would be a dense abelian subgroup of \(Y\), hence also \(Y\) would be abelian) and hence the products \(T \times g\) are not minimal. \(\square\)

12. DST Spaces

As mentioned in the introduction, those Slovak spaces which have been constructed in [DST, Section 4] are said to be DST spaces. Fix such a space \(X\). To show that \(X\) can serve as a counterexample required by Theorem A(1), we are going first to describe its topological structure. We also introduce notation which will be used throughout the rest of this paper.  

12.1. Description of the topology of the space \(X\). We are going to describe some properties of the DST space \(X\) (for more details the reader is referred to [DST]).

First basic fact is that \(X\) is a subset of \(X_d \times [0,1]\), where \(X_d\) is a generalized solenoid

\[
X_d = (C \times [0,1])/(y,1) \sim (h(y),0),
\]

with \(C\) being a Cantor set and \(h : C \to C\) being a minimal homeomorphism. The continuum \(X_d\) has uncountably many composants, each of them is dense in \(X_d\) and is a continuous injective image of the real line. The only nondegenerate proper subcontinua of \(X_d\) are arcs.\(^9\)

The DST space \(X\) is the closure of the graph of a (discontinuous) function from \(X_d\) to \([0,1]\). Denote by \(\pi : X \to X_d\) the natural projection. It is an almost 1-1 map and the only nondegenerate point inverses are arcs \(W_n\) \((n \in \mathbb{Z})\), with

\[
\lim_{n \to \pm \infty} \text{diam}(W_n) = 0.
\]

The space \(X\) has uncountably many composants, each of them being dense in \(X\). A single one of them, denote it by \(\gamma\), is not path connected. Its path components are \(C_n\) \((n \in \mathbb{Z})\), where each \(C_n\) is homeomorphic to the graph of \(\sin(1/x), x \in (0,1]\); see Figure 7. Moreover, for every \(n\), we have

\[
\overline{C}_n = C_n \cup W_{n+1} \subseteq C_n \cup C_{n+1}, \quad \overline{C}_n \cap \overline{C}_{n+1} = W_{n+1},
\]

where \(\cup\) denotes the disjoint union and \(\overline{C}_n\) stands for the closure of the set \(C_n\) in \(X\) (note that \(\overline{C}_n \cap \overline{C}_m\) is nonempty if and only if \(|m-n| \leq 1\)). The family of all the other composants of \(X\) will be denoted by \(\mathcal{A}\); every composant \(\alpha \in \mathcal{A}\) is a continuous injective image of the real line.

There are special minimal homeomorphisms \(T_d : X_d \to X_d\) and \(T : X \to X\) such that \(\pi : (X,T) \to (X_d,T_d)\) is a factor map (i.e., \(\pi \circ T = T_d \circ \pi\)) and for every \(n \in \mathbb{Z}\) it holds that

\[
T(C_n) = C_{n+1}, \quad T(W_n) = W_{n+1}.
\]

\(^9\)We warn the reader that our notation differs from that used in [DST]. Instead of the notation \(X, \tilde{T}, \tilde{T}\) used in [DST] we are going to write \(X_d, X, T_d, T\), respectively. Here the lower index \(d\) can be read as “down”, since the system \((X_d, T_d)\) will be a factor of \((X,T)\).

\(^{10}\)The solenoids, as well as the circle, are compact connected metrizable abelian, hence monothetic, groups. On the other hand, by [GW], a nondegenerate continuum is a solenoid if and only if it is indecomposable, homogeneous and all of its proper subcontinua are arcs. Therefore, if a generalized solenoid is not a solenoid, then it is not homogeneous and so it is not a topological group.

\[
\overrightarrow{C}_n = C_n \cup W_{n+1} \subseteq C_n \cup C_{n+1}, \quad \overline{C}_n \cap \overline{C}_{n+1} = W_{n+1},
\]
Since both $T$ and $T^{-1}$ are minimal, in view of (12.4) we have that for every $n_0 \in \mathbb{Z}$, the disjoint unions
\[ \bigcup_{n \geq n_0} W_n \quad \text{and} \quad \bigcup_{n \leq n_0} W_n \] are dense in $X$. \hfill (12.5)

Now we describe how $T_d$ has been constructed in [DST]. Start with the suspension flow $\phi = (\phi_t)_{t \in \mathbb{R}}$ on $X_d$; i.e. $\phi_t : X_d \to X_d$ is defined by
\[ \phi_t(y, s) = \left( h_{t+s}(y), \{ t + s \} \right), \] where $\lfloor \cdot \rfloor$ and $\{ \cdot \}$ denote the integer and the fractional part of a real number, respectively. Then $T_d = \phi_{t_0}$, where $t_0 \neq 0$ is such that $\phi_{t_0}$ is a minimal homeomorphism on $X_d$; since the suspension flow $\phi$ is minimal, such $t_0$ does exist (see, e.g., [Ega, Fay]).

12.2. Some facts on $X \times X$. For pairs of integers $m, n$ put
\[ C_{m,n} = C_m \times C_n \quad \text{and} \quad W_{m,n} = W_m \times W_n. \] \hfill (12.7)

Notice that $C_{m,n}$ is homeomorphic to a (closed) quadrant of the plane and $W_{m,n}$ is homeomorphic to the square.

The path components of $X \times X$, being products of the path components of $X$, are of four types:
- $\alpha \times \beta$, where $\alpha, \beta \in \mathcal{A}$;
- $C_m \times \alpha$, where $m \in \mathbb{Z}$ and $\alpha \in \mathcal{A}$;
- $\alpha \times C_n$, where $n \in \mathbb{Z}$ and $\alpha \in \mathcal{A}$;
- $C_m \times C_n$, where $m, n \in \mathbb{Z}$.

Note that every path component of the first type is dense in $X \times X$, while all the other path components are nowhere dense in $X \times X$.

Given maps $f, g : Y \to Z$, a point $y \in Y$ is called a point of coincidence of the pair $f, g$ if $f(y) = g(y)$. We write $\text{Coin}(f, g)$ for the set of all points of coincidence of the pair $f, g$.

**Lemma 66.** Let $Y$ and $Z$ be topological spaces, $Y$ having the fixed point property. Let $f, g : Y \to Z$ be continuous maps, $g$ being a homeomorphism. Then $f$ and $g$ have a point of coincidence in $Y$.

**Proof.** The map $g^{-1} \circ f : Y \to Y$ is continuous and so it has a fixed point $y_0$. Thus $(g^{-1} \circ f)(y_0) = y_0$, whence $f(y_0) = g(y_0)$. \hfill $\square$

For integers $a, b$ put $T_{a \times b} = T_a \times T_b$ and $T^{a \times b} = T^a \times T^b$.

**Lemma 67.** Let $F : X \times X \to X \times X$ be a continuous map. If $m, n$ and $a, b$ are integers such that $F(W_{m,n}) \subseteq W_{m+a,n+b}$ then $\text{Coin}(F, T^{a \times b}) \cap W_{m,n} \neq \emptyset$.

**Proof.** The space $W_{m,n}$, being homeomorphic to the square, has the fixed point property. Since $T^{a \times b}(W_{m,n}) = W_{m+a,n+b}$ and $T^{a \times b}$ is a homeomorphism, it is sufficient to use Lemma 66. \hfill $\square$
Remark 68. It is of some interest to mention that, analogously, \( \text{Coin}(F, T^{a \times b}) \cap \mathcal{C}_{m,n} \neq \emptyset \), provided that \( F(\mathcal{C}_{m,n}) \subseteq \mathcal{C}_{m+a,n+b} \). Indeed, the closure \( \mathcal{C}_{m,n} \), being the product of arc-like continua \( \mathcal{C}_m \) and \( \mathcal{C}_n \), has the fixed point property by [Dye].

Lemma 69. Let \( Y, Z \) be compact metric spaces and \( \varphi, \tau: Y \rightarrow Z \) be continuous maps. Assume that there are nowhere dense sets \( A_n \subseteq Y \) (\( n \in \mathbb{N} \)) with diameters converging to zero such that their union is dense in \( Y \) and, for every \( n \in \mathbb{N} \), \( A_n \cap \text{Coin}(\varphi, \tau) \neq \emptyset \). Then \( \varphi = \tau \).

Proof. It is sufficient to show that each nonempty open set in \( Y \) contains one of the sets \( A_n \). Indeed, if this is the case then the set \( \text{Coin}(\varphi, \tau) \) is dense in \( Y \), which means that \( \varphi = \tau \).

So fix an open ball \( B(y, \varepsilon) \) in \( Y \) and choose \( n_0 \in \mathbb{N} \) so that \( \text{diam}(A_n) < \varepsilon / 2 \) for every \( n > n_0 \). Since \( A_1, \ldots, A_{n_0} \) are nowhere dense in \( Y \), the open set \( B(y, \varepsilon / 2) \setminus \bigcup_{i=1}^{n_0} \overline{A_i} \) is nonempty, hence it intersects \( A_n \) for some \( n > n_0 \). Then \( A_n \subseteq B(y, \varepsilon) \), as was to be shown. \( \square \)

Since \( \pi: (X, T) \rightarrow (X_d, T_d) \) is an almost 1-1 factor map, we have the following lemma.

Lemma 70. For all \( a, b \in \mathbb{Z} \), \( \pi \times \pi: (X \times X, T^{a \times b}) \rightarrow (X_d \times X_d, T_d^{a \times b}) \) is an almost 1-1 factor map.

12.3. Direct products \( T^{a \times b}: X \times X \rightarrow X \times X \) are not minimal. Recall that our aim is to show that \( X \times X \) does not admit a minimal map.\(^{11}\) In this subsection we show that the particular homeomorphisms \( T^{a \times b} \) on \( X \times X \) are not minimal.

Lemma 71. The map \( T_d^{a \times b} \) is not minimal on \( X_d \times X_d \) for any \( a, b \in \mathbb{Z} \).

Proof. It follows from \((12.6)\) that the map \( T_d = \phi_{t_0}: X_d \rightarrow X_d \) is an extension of the rotation \( s \mapsto t_0 + s \) of circle \( \mathbb{R} / \mathbb{Z} \), the corresponding factor map being the projection onto the second coordinate. Consequently, the map \( T_d^{a \times b} \) is not minimal, since its factor \( (s, s') \mapsto (at_0 + s, bt_0 + s') \) on the torus is not minimal. \( \square \)

Proposition 72. The map \( T^{a \times b} \) is not minimal on \( X \times X \) for any \( a, b \in \mathbb{Z} \).

Proof. Since minimality is preserved by passing to factors, it suffices to use Lemmas 70 and 71. \( \square \)

13. Prelude to the proof of Theorem A: Homeomorphisms on \( X \times X \)

We are going to prove a part of Theorem A(1), namely that if \( X \) is a DST space then \( X \times X \) does not admit minimal homeomorphisms; this is done in Theorem 73 below. This section could be omitted because in later sections we prove Theorem A(1) in full generality, without referring to Theorem 73. However, we have three reasons for considering first the special case of homeomorphisms. First, this particular case is much shorter than the general one. Second, we want to illustrate some of the methods we shall use in the proof of Theorem A(1). Third, in order to prove the nonexistence of minimal homeomorphisms on \( X \times X \), we describe in full details the elements of the homeomorphism group of \( X \times X \), which is a result of independent interest.

Theorem 73. Let \( X \) be a DST space and \( T: X \rightarrow X \) be the minimal homeomorphism from Subsection 12.1. Given a homeomorphism \( F: X \times X \rightarrow X \times X \), there exist \( a, b \in \mathbb{Z} \) such that

\[
F = T^{a \times b} \quad \text{or} \quad F = R \circ T^{b \times a},
\]

where \( R \) is the reflection sending \((x_1, x_2)\) to \((x_2, x_1)\). Consequently, \( F \) is not minimal.

\(^{11}\)Note that the space \( X_d \times X_d \), though it is in general not a topological group, does admit a minimal homeomorphism. In fact, \( X_d \) admits a minimal continuous flow defined by \((12.6)\), and so \( X_d \times X_d \) also admits a minimal continuous flow by [Dir, Theorem 25]. By passing to an appropriate time \( t \)-map, we get a minimal homeomorphism on \( X_d \times X_d \) by [Ega, Fay].
Remark 74. Notice that for all \( a, b \in \mathbb{Z} \), \( T^{axb} \circ R = R \circ T^{bx,a} \), hence the group \( \mathcal{H}(X \times X) \) is not abelian. In fact, \( \mathcal{H}(X \times X) \) is isomorphic to a semi-direct product
\[
\mathcal{H}(X \times X) \cong \mathbb{Z}_2 \times \mathbb{Z}^2. \tag{13.2}
\]
Indeed, \( N = \{ T^{axb} : a, b \in \mathbb{Z} \} \) is a normal subgroup of \( \mathcal{H}(X \times X) \) isomorphic to \( \mathbb{Z}^2 \), \( H = \{ \text{Id}_{X \times X}, R \} \) is a subgroup of \( \mathcal{H}(X \times X) \) isomorphic to \( \mathbb{Z}_2 \), \( H \cap N = \{ \text{Id}_{X \times X} \} \) and \( \mathcal{H}(X \times X) = HN \). These facts together yield the isomorphism \([13.2]\).

Proof. The nonminimality of \( F \) follows from the first statement of the theorem. Indeed, if \( F = T^{axb} \) or \( F = R \circ T^{bx,a} \) for some \( a, b \in \mathbb{Z} \) then \( F^2 = T^{cxd} \) for some \( c, d \in \mathbb{Z} \) and, by Proposition \([72]\), \( F^2 \) is not minimal. Consequently, \( F \) is not minimal by connectedness of \( X \times X \).

Recall that the space \( X \times X \) has path components of four types:
\[ \alpha \times \beta, \ C_m \times \alpha, \ C_n \times \alpha, \ C_m \times C_n \]
with \( \alpha, \beta \in \mathcal{A} \) and \( m, n \in \mathbb{Z} \), and the closures of these path components are, in respective order,
\[ X \times X, \ C_m \times X, \ X \times C_n, \ C_m \times C_n. \]
We also recall the notation \( C_{m,n} = C_m \times C_n \) from \([12.7]\).

It follows from our discussion in Remark \([65]\) that the path components of the fourth type, \( C_{m,n} \) \( (m, n \in \mathbb{Z}) \), are the only ones with closures possessing the fixed point property. Since \( F \) is a homeomorphism, it follows that there is a bijection \( \varphi \) on \( \mathbb{Z} \times \mathbb{Z} \) such that
\[ F(C_{m,n}) = \varphi(m,n) \quad \text{for all} \quad m, n \in \mathbb{Z}. \tag{13.3} \]
We also notice that \( F(C_{m,n}) = C_{m',n'} \) is equivalent to \( F(C_{m,n}) = C_{m',n'} \).

Now \( F \) induces a permutation on the collection of the path components of \( X \times X \) of the second and the third type; in particular, for all \( m \in \mathbb{Z} \) and \( \alpha \in \mathcal{A} \) there is a unique pair \( n \in \mathbb{Z}, \beta \in \mathcal{A} \) such that \( F(C_m \times \alpha) = C_n \times \beta \) or \( F(C_m \times \alpha) = \beta \times C_n \). In the first case we have \( F(C_m \times X) = C_n \times X \) and, in the second case, \( F(C_m \times X) = X \times C_n \). This observation implies that \( n \) depends only on \( m \) and not on \( \alpha \), allowing us to define a function \( \psi : \mathbb{Z} \ni m \mapsto n \in \mathbb{Z} \). We claim that \( F \) either preserves the type or reverses it; to be precise, we assert that there are the following two possibilities.

1. For each pair \( m \in \mathbb{Z}, \alpha \in \mathcal{A} \) there is \( \beta \in \mathcal{A} \) with \( F(C_m \times \alpha) = C_{\psi(m)} \times \beta \).
2. For each pair \( m \in \mathbb{Z}, \alpha \in \mathcal{A} \) there is \( \beta \in \mathcal{A} \) with \( F(C_m \times \alpha) = \beta \times C_{\psi(m)} \).

To see this, assume, on the contrary, that \( F(C_m \times \alpha) = C_{\psi(m)} \times \beta \) and \( F(C_{m'} \times \alpha') = \beta' \times C_{\psi(m')} \) for some \( m, m' \in \mathbb{Z} \) and \( \alpha, \beta, \alpha', \beta' \in \mathcal{A} \). Then, by passing to closures, we obtain
\[
F((C_m \cap C_{m'}) \times X) = F(C_m \times X) \cap F(C_{m'} \times X) = \left( C_{\psi(m)} \times X \right) \cap \left( X \times C_{\psi(m')} \right) = \left( C_{\psi(m)}, C_{\psi(m')} \right)
= \left( F_{\psi^{-1}(\psi(m), \psi(m'))} \right),
\]
which is in contradiction with the injectivity of \( F \).

We now handle cases (1) and (2) separately.

Case (1). Now the map \( F \) induces a permutation on the family \( C_m \times \alpha \) \( (m \in \mathbb{Z}, \alpha \in \mathcal{A}) \). Since \( F(C_m \times X) = C_{\psi(m)} \times X \) for every \( m \in \mathbb{N} \), the injectivity of \( F \) yields that \( \psi \) is injective. Given \( m \in \mathbb{Z} \) and \( \alpha \in \mathcal{A} \), we have \( \beta \in \mathcal{A} \) with \( F(C_{m+1} \times \alpha) = C_{\psi(m+1)} \times \beta \) and \( F(C_m \times X) = C_{\psi(m)} \times X \). Since the sets \( C_{m+1} \times \alpha \) and \( C_m \times X \) intersect, their intersection being the product \( W_{m+1} \times \alpha \), it follows that the sets \( C_{\psi(m+1)} \times \beta \) and \( C_{\psi(m)} \times X \) also intersect. Consequently, \( C_{\psi(m+1)} \cap C_{\psi(m)} \neq \emptyset \), which yields \( \psi(m + 1) = \psi(m) + 1 \) by injectivity of \( \psi \). We thereby conclude by finding \( a \in \mathbb{Z} \) such that \( \psi(m) = m + a \) for every \( m \in \mathbb{Z} \).

Further, \( F \) induces a permutation on the family \( \alpha \times C_n \) \( (\alpha \in \mathcal{A}, n \in \mathbb{Z}) \). By applying the same argument as in the preceding paragraph, we find \( b \in \mathbb{Z} \) such that for each pair \( \alpha \in \mathcal{A}, n \in \mathbb{Z} \), there is \( \beta \in \mathcal{A} \) with \( F(\alpha \times C_n) = \beta \times C_{n+b} \). Consequently, \( F(X \times C_n) = X \times C_{n+b} \) for every \( n \in \mathbb{Z} \).
Combining our results from the preceding two paragraphs with the definition of the map \( \varphi \), we obtain, for all \( m, n \in \mathbb{Z} \),

\[
C_{\varphi(m,n)} = F(C_{m,n}) = F((\overline{C}_m \times X) \cap (X \times \overline{C}_n)) = F(\overline{C}_m \times X) \cap F(X \times \overline{C}_n)
\]

\[
= (\overline{C}_{m+a} \times X) \cap (X \times \overline{C}_{n+b}) = \overline{C}_{m+a,n+b}.
\]

Thus, \( \varphi(m,n) = (m+a, n+b) \) and so \( F(C_{m,n}) = C_{m+a,n+b} \) for all \( m, n \in \mathbb{Z} \).

Now let \( m, n \in \mathbb{Z} \). Then

\[
F(W_m \times X) = F((\overline{C}_{m-1} \times X) \cap (\overline{C}_m \times X)) = F(\overline{C}_{m-1} \times X) \cap F(\overline{C}_m \times X)
\]

\[
= (\overline{C}_{m+a} \times X) \cap (\overline{C}_{m+a} \times X) = W_{m+a} \times X
\]

and, similarly, \( F(X \times W_n) = X \times W_{n+b} \). Consequently, with the notation \( W_{m,n} = W_m \times W_n \) from \[12.7\],

\[
F(W_{m,n}) = W_{m+a,n+b} \quad \text{for all } m, n \in \mathbb{Z}.
\]

Now, since \( X \times X \) has a countable basis, it follows from \[12.5\] that there is a sequence \((\overline{C}_{i,n_i})_{i \geq 1}\) in \( \mathbb{Z}^2 \) such that the union of \( W_{m,n_i} \) is dense in \( X \times X \) and the diameters of \( W_{m,n_i} \) converge to zero. Since the sets \( W_{m,n_i} \) are nowhere dense in \( X \times X \), we may use \[13.4\] and apply Lemmas \[67\] and \[69\] to obtain \( F = T^{a \times b} \).

**Case (2).** Now the homeomorphism \( R \circ F \) fits into case (1). Thus, \( R \circ F = T^{b \times a} \) for some \( a, b \in \mathbb{Z} \), which yields \( F = R \circ T^{b \times a} \). \( \Box \)

**Remark 75** (Extension of Theorem \[73\] to \( X^N \)). The method used in the proof of Theorem \[73\] can be directly generalized to prove that none of the cubes \( X^N \) \( (N \geq 3) \) admits a minimal homeomorphism. As a matter of fact, if \( F \) is a homeomorphism on \( X^N \) then an analogue of \[13.1\] holds true; that is, either \( F \) is a direct product of iterates of \( T \) or else it is a composition of such a product with a nontrivial permutation of coordinates on \( X^N \). Consequently, an appropriate iterate of \( F \) is a direct product of iterates of \( T \), hence it is not minimal (otherwise, its factor onto the first two coordinates would also be minimal, contradicting Proposition \[72\]). By connectedness of \( X^N \) it follows that neither \( F \) is minimal. Let us also mention that an analogue of the isomorphism \[13.2\] from Remark \[74\] is true. In this case the group \( \mathcal{H}(X^N) \) is isomorphic to a semi-direct product \( S_N \rtimes \mathbb{Z}^N \), where \( S_N \) stands for the symmetric group of the set \( \{1, \ldots, N\} \).

14. TOWARDS THE PROOF OF THEOREM A: CONTINUOUS SURJECTIONS ON \( X \times X \)

Now we turn to the study of continuous surjective maps on \( X \times X \). The results obtained in this section will be used in our proof of Theorem A(1) in Section \[15\]. We would like to bring the reader’s attention to the fact that the methods of this section can be used to obtain analogous results for continuous surjective maps on spaces of the form \( X \times X \times Y \), where \( Y \) is an arbitrary path connected compact metrizable space. In fact, the statements and the proofs of all the results in this section remain true, verbatim, after adding a factor \( Y \) to all the subsets of \( X \times X \). (This observation will be useful to us in the proof of Theorem \[91\] in Section \[16\].) However, for the sake of simplicity of the notation, we will formulate and prove the results of this section for continuous surjective maps on \( X \times X \).

Throughout this section we assume that \( F: X \times X \to X \times X \) is a fixed continuous surjective map. We keep the notation introduced in Section \[12\]. Let us also recall, see Subsection \[12.2\], that the space \( X \times X \) has path components of four types:

\[
\alpha \times \beta, \ C_m \times \alpha, \ \alpha \times C_n, \ C_m \times C_n
\]

with \( \alpha, \beta \in \mathcal{A} \) and \( m, n \in \mathbb{Z} \).
Lemma 76. For all $\alpha, \beta \in \mathcal{A}$ there are $\alpha', \beta' \in \mathcal{A}$ such that

$$F(\alpha \times \beta) \subseteq \alpha' \times \beta'.$$

Consequently, $F((X \setminus \gamma) \times (X \setminus \gamma)) \subseteq (X \setminus \gamma) \times (X \setminus \gamma)$.

Proof. To verify the first statement, observe that a continuous image of a path connected set is path connected, and every continuous surjection maps dense sets onto dense sets. Since only the path components of the first type are dense, such $\alpha'$ and $\beta'$ necessarily exist.

The second statement follows from the first one, since $\bigcup_{\alpha, \beta \in \mathcal{A}} \alpha \times \beta = (X \setminus \gamma) \times (X \setminus \gamma)$.

Put

$$D_{11} = \{m \in \mathbb{Z} : F(C_m \times \alpha) \subseteq C_k \times X \text{ for some } k \in \mathbb{Z} \text{ and } \alpha \in \mathcal{A}\},$$
$$D_{12} = \{m \in \mathbb{Z} : F(C_m \times \alpha) \subseteq X \times C_k \text{ for some } k \in \mathbb{Z} \text{ and } \alpha \in \mathcal{A}\},$$
$$D_{21} = \{m \in \mathbb{Z} : F(\alpha \times C_m) \subseteq C_k \times X \text{ for some } k \in \mathbb{Z} \text{ and } \alpha \in \mathcal{A}\},$$
$$D_{22} = \{m \in \mathbb{Z} : F(\alpha \times C_m) \subseteq X \times C_k \text{ for some } k \in \mathbb{Z} \text{ and } \alpha \in \mathcal{A}\}.\tag{14.1}$$

We are going to show that if $m \in D_{ij}$ then the corresponding $k \in \mathbb{Z}$ does not depend on $\alpha$ and so it is unique.

Lemma 77. Let $m, k \in \mathbb{Z}$ and $\alpha \in \mathcal{A}$.

1. If $F(C_m \times \alpha) \subseteq C_k \times X$, then $F(C_m \times \beta) \subseteq C_k \times X$ for every $\beta \in \mathcal{A}$.
2. If $F(C_m \times \alpha) \subseteq X \times C_k$, then $F(C_m \times \beta) \subseteq X \times C_k$ for every $\beta \in \mathcal{A}$.
3. If $F(\alpha \times C_m) \subseteq C_k \times X$, then $F(\beta \times C_m) \subseteq C_k \times X$ for every $\beta \in \mathcal{A}$.
4. If $F(\alpha \times C_m) \subseteq X \times C_k$, then $F(\beta \times C_m) \subseteq X \times C_k$ for every $\beta \in \mathcal{A}$.

Proof. We prove only (1); the other statements are proved similarly. So let $F(C_m \times \alpha) \subseteq C_k \times X$. The fact that $\alpha$ is dense gives $F(C_m \times X) \subseteq \overline{C_k \times X}$. Consequently, by (12.3), $F(C_m \times X) \subseteq (C_k \times X) \cup (C_{k+1} \times X)$. Now let $\beta \in \mathcal{A}$. Then the first projection of $F(C_m \times \beta)$ is a path connected subset of $C_k \sqcup C_{k+1}$ and so it is contained either in $C_k$ or in $C_{k+1}$. Consequently, $F(C_m \times \beta)$ is a subset of either $C_k \times X$ or $C_{k+1} \times X$.

We claim that $F(C_m \times \beta)$ is in fact a subset of $C_k \times X$. Suppose, on the contrary, that $F(C_m \times \beta) \subseteq C_{k+1} \times X$. By switching the role of $\alpha$ and $\beta$, we infer from the preceding paragraph that $F(C_m \times \alpha)$ is a subset of either $C_{k+1} \times X$ or $C_{k+2} \times X$. This contradicts our assumption on $\alpha$ in (1).

For $i, j \in \{1, 2\}$ and $m \in D_{ij}$, denote the corresponding $k$ from the definition of $D_{ij}$ by $\psi_{ij}(m)$. By Lemma 77, $\psi_{ij}$ is a well defined function $D_{ij} \to \mathbb{Z}$; we denote its range by $R_{ij}$.

Lemma 78. Let $i, j \in \{1, 2\}$.

1. If $m \in D_{ij}$ then also $m + 1 \in D_{ij}$ and $\psi_{ij}(m + 1) - \psi_{ij}(m) \in \{0, 1\}$; hence the function $\psi_{ij}$ is nondecreasing.
2. Either $D_{ij} = \mathbb{Z}$ or $D_{ij} = \emptyset$ or $D_{ij} = [m_0, \infty) \cap \mathbb{Z}$ for some $m_0$.

Proof. Let $i = j = 1$; the other cases are similar. Let $m \in D_{11}$ and put $k = \psi_{11}(m)$; that is, $F(C_m \times \alpha) \subseteq C_k \times X$ for some $\alpha \in \mathcal{A}$. Since $W_{m+1} \subseteq C_m$, we get $F(W_{m+1} \times \alpha) \subseteq \overline{C_k \times X} \subseteq (C_k \times X) \cup (C_{k+1} \times X)$. In view of the inclusion $W_{m+1} \subseteq C_{m+1}$, this means that there is a path component $P$ of $X$ such that $F(C_{m+1} \times \alpha)$ intersects one of the sets $C_k \times P$, $C_{k+1} \times P$. Consequently, due to path connectedness, $F(C_{m+1} \times \alpha)$ is a subset of either $C_k \times P \subseteq C_k \times X$ or $C_{k+1} \times P \subseteq C_{k+1} \times X$. Thus $m + 1 \in D_{11}$ and $\psi_{11}(m + 1) \in \{k, k+1\}$. This verifies statement (1).

Statement (2) follows from (1) obviously.

Lemma 79. Let $j \in \{1, 2\}$. Then $R_{1j} \cup R_{2j} = \mathbb{Z}$ and at least one of $D_{1j}$, $D_{2j}$ is equal to $\mathbb{Z}$. 
Proof. We assume that \( j = 1 \); the other case is analogous. To prove that \( R_{11} \cup R_{21} = \mathbb{Z} \), fix \( k \in \mathbb{Z} \). We need to show that there exist \( m \in \mathbb{Z} \) and \( \alpha \in \mathcal{A} \) such that \( F(C_m \times \alpha) \subseteq C_k \times X \) or \( F(\alpha \times C_m) \subseteq C_k \times X \). We use a cardinality argument. The set \( C_k \times X \) contains uncountably many path-components \( (C_k \times \beta) (\beta \in \mathcal{A}) \). By surjectivity of \( F \), for every \( \beta \in \mathcal{A} \) there is a path component of \( X \times X \) which is mapped by \( F \) into \( C_k \times \beta \). Thus there are uncountably many path components of \( X \times X \) which are mapped by \( F \) into \( C_k \times X \). In view of Lemma 76 none of them is of the form \( \alpha \times \beta \) (\( \alpha, \beta \in \mathcal{A} \)). Further, there are only countably many path components of the form \( C_m \times C_n \) (\( m, n \in \mathbb{Z} \)). Hence, necessarily, a path component of the form \( C_m \times \alpha \) or \( \alpha \times C_m \) (with \( \alpha \in \mathcal{A} \)) is mapped to \( C_k \times X \).

If both \( D_{11} \) and \( D_{21} \) are different from \( \mathbb{Z} \) then, by Lemma 78, their union is bounded from below. Hence, by Lemma 78, the union of \( R_{11} \) and \( R_{21} \) is also bounded from below, which is in contradiction with the first statement of the lemma.

Lemma 80. Let \( j \in \{1, 2\} \). Then one of \( D_{1j}, D_{2j} \) is \( \mathbb{Z} \) and the other one is empty.

Proof. Again, we assume that \( j = 1 \). By Lemma 79 at least one of \( D_{11} \) and \( D_{21} \) equals \( \mathbb{Z} \). Suppose that both are nonempty. To get a contradiction, fix \( m \in D_{11} \) and \( n \in D_{21} \). Put \( k = \psi_{11}(m) \) and \( l = \psi_{21}(n) \). Then \( F(C_m \times X) \subseteq \overline{C_k} \times X \) and \( F(X \times C_n) \subseteq \overline{C_l} \times X \). Consequently, \( F(C_m \times C_n) \subseteq (\overline{C_k} \cap \overline{C_l}) \times X \) and so \( |k - l| \leq 1 \). Thus we have proved that

\[
|\psi_{11}(m) - \psi_{21}(n)| \leq 1 \quad \text{for all} \quad m \in D_{11} \text{ and } n \in D_{21}.
\]

It follows that both \( \psi_{11} \) and \( \psi_{21} \) are bounded, which contradicts the equality \( R_{11} \cup R_{21} = \mathbb{Z} \) from Lemma 79.

Lemma 81. Let \( i \in \{1, 2\} \). Then one of \( D_{i1}, D_{i2} \) is \( \mathbb{Z} \) and the other one is empty.

Proof. By virtue of Lemma 80 it suffices to exclude the cases \( D_{11} = D_{12} = \mathbb{Z} \) and \( D_{21} = D_{22} = \mathbb{Z} \).

We handle the first case; the other one is handled similarly. So assume that \( D_{11} = D_{12} = \mathbb{Z} \). Then, by Lemma 80, \( D_{21} = D_{22} = \emptyset \).

In view of Lemma 77 and by definitions of \( D_{11} \) and \( D_{12} \), for all \( m \in \mathbb{Z} \) and \( \alpha \in \mathcal{A} \) we have \( F(C_m \times \alpha) \subseteq C_{\psi_{11}(m)} \times C_{\psi_{12}(m)} \), and so \( F(C_m \times X) \subseteq \overline{C_{\psi_{11}(m)}} \times \overline{C_{\psi_{12}(m)}} \subseteq \gamma \times \gamma \). Since \( m \) was arbitrary, it follows that

\[
F(\gamma \times X) = F\left( \bigcup_{m \in \mathbb{Z}} C_m \times X \right) = \bigcup_{m \in \mathbb{Z}} F(C_m \times X) \subseteq \gamma \times \gamma. \tag{14.2}
\]

Now fix \( k \in \mathbb{Z} \) and \( \beta \in \mathcal{A} \). By surjectivity of \( F \), there is a path component \( P \) of \( X \times X \), which is mapped into \( C_k \times \beta \). In view of Lemma 76 and (14.2), \( P \) is of the form \( P = \alpha \times C_m \) for some \( m \in \mathbb{Z} \) and \( \alpha \in \mathcal{A} \). Thus \( F(\alpha \times C_m) \subseteq C_k \times \beta \) and so \( m \in D_{21} = \emptyset \), a contradiction.

Proposition 82. Exactly one of the following two possibilities is true:

(11-22) \( D_{11} = D_{22} = \mathbb{Z} \) and \( D_{12} = D_{21} = \emptyset \), hence \( R_{11} = R_{22} = \mathbb{Z} \) and \( R_{12} = R_{21} = \emptyset \);

(12-21) \( D_{11} = D_{22} = \emptyset \) and \( D_{12} = D_{21} = \mathbb{Z} \), hence \( R_{11} = R_{22} = \emptyset \) and \( R_{12} = R_{21} = \mathbb{Z} \).

Proof. The claims on the domains follow from Lemmas 80 and 81. For the claims on the ranges, use Lemma 79.

Lemma 83. \( F(\gamma \times X) = F^{-1}(\gamma \times X) = \gamma \times \gamma \).

Proof. Fix \( \alpha \in \mathcal{A} \). If \( F(\gamma \times \alpha) \) intersects \( \gamma \times \gamma \) then, by a path connectedness argument, there are integers \( m, k, l \) with \( F(C_m \times \alpha) \subseteq C_k \times C_l \). Hence \( m \in D_{11} \cap D_{12} \), which contradicts Proposition 82. Thus \( F(\gamma \times \alpha) \) is disjoint from \( \gamma \times \gamma \). Analogously, \( F(\alpha \times \gamma) \) is disjoint from \( \gamma \times \gamma \). Consequently, by taking unions over \( \alpha \in \mathcal{A} \), we infer that

\[
F(\gamma \times (X \setminus \gamma)) \cap (\gamma \times \gamma) = F((X \setminus \gamma) \times \gamma) \cap (\gamma \times \gamma) = \emptyset. \tag{14.3}
\]
Further, by Lemma 76
\[ F((X \setminus \gamma) \times (X \setminus \gamma)) \subseteq (X \setminus \gamma) \times (X \setminus \gamma). \] (14.4)
Thus, by virtue of (14.3) and (14.4), \( F^{-1}(\gamma \times \gamma) \subseteq \gamma \times \gamma. \)

We prove that \( F(\gamma \times \gamma) \subseteq \gamma \times \gamma. \) To this end, fix \( m, n \in \mathbb{Z}. \) Assume that we are in Case (11-22) from Proposition 82. Since \( m \in D_{11} \) and \( n \in D_{22}, \) we have \( F(C_m \times X) \subseteq C_{\psi_{11}(m)} \times X \) and \( F(X \times C_n) \subseteq X \times C_{\psi_{22}(n)}, \) hence \( F(C_m \times C_n) \subseteq C_{\psi_{11}(m)} \times C_{\psi_{22}(n)} \subseteq \gamma \times \gamma. \) In Case (12-21) we similarly get \( F(C_m \times C_n) \subseteq C_{\psi_{21}(n)} \times C_{\psi_{12}(m)} \subseteq \gamma \times \gamma. \) In any case, \( F(C_m \times C_n) \subseteq \gamma \times \gamma \) for all \( m, n \in \mathbb{Z}, \) which verifies that \( F(\gamma \times \gamma) \subseteq \gamma \times \gamma. \)

To summarize, for \( A = \gamma \times \gamma \) we have proved \( F^{-1}(A) \subseteq A \) and \( F(A) \subseteq A. \) Consequently, \( F^{-1}(A) = A \) and, by surjectivity of \( F, \) \( F(A) = A. \) \( \square \)

15. Proofs of Theorems A(1): Nonexistence of minimal maps on \( X \times X \)

We still assume that \( F : X \times X \to X \times X \) is a continuous surjection. Later in this section we will suppose that \( F \) is a minimal map. (To get a contradiction, we will show that then \( F^2 \) is a direct product, \( F^2 = T_{c \times d} \) for some integers \( c \neq 0 \neq d. \) Then Proposition 72 will be used.)

We distinguish two cases.

15.1. Case (11-22) from Proposition 82

Assume that (11-22) is true. Then for all \( m, n \in \mathbb{Z} \) and \( \alpha \in A, \)
\[ F(C_m \times \alpha) \subseteq C_{\psi_{11}(m)} \times X, \quad F(\alpha \times C_n) \subseteq X \times C_{\psi_{22}(n)}. \] (15.1)
By Proposition 82 \( \varphi = \psi_{11} \times \psi_{22} \) is a surjective self-map of \( \mathbb{Z} \times \mathbb{Z}. \) It follows from (15.1), by passing to closures, that the map \( \varphi \) has the property
\[ F(C_{m,n}) \subseteq C_{\varphi(m,n)} \] (15.2)
for all \( m, n \in \mathbb{Z} \) (we use the notation from (12.7)).

Lemma 84. Let a continuous surjection \( F \) satisfy (11-22) from Proposition 82. Let \( m, n \in \mathbb{Z} \) be such that
\[ \varphi(m + 1, n + 1) = \varphi(m, n) + (1, 1). \] (15.3)
Then \( F(W_{m+1,n+1}) \subseteq W_{\varphi(m+1,n+1)}. \)

Proof. By (12.3) and (12.7), \( W_{m+1,n+1} = C_{m,n} \cap C_{m+1,n+1}. \) Then the assumption and (15.2) yield
\[ F(W_{m+1,n+1}) \subseteq C_{\varphi(m,n)} \cap C_{\varphi(m+1,n+1)} = W_{\varphi(m+1,n+1)}. \] \( \square \)

For \( m \in \mathbb{Z} \) set
\[ I^+_m = \mathbb{Z} \cap [m, \infty) \quad \text{and} \quad I^-_m = \mathbb{Z} \cap (-\infty, m]. \]
For a nonzero integer \( a, \) by \( I^+_m \) we will mean \( I^+_m \) or \( I^-_m \) depending on whether \( a > 0 \) or \( a < 0. \) Further, for nonzero integers \( a, b \) denote
\[ E_{a,b} = \{(m, n) \in \mathbb{Z}^2 : \varphi(m, n) = (m, n) + (a, b)\}. \]
The reason why it is useful to consider the sets \( E_{a,b} \) lies in the following two lemmas.

Lemma 85. Let a minimal map \( F \) satisfy (11-22) from Proposition 82. Then there are integers \( a, m_a \) and \( b, n_b \) such that \( a \neq 0 \neq b \) and
\[ \psi_{11}(m) = m + a, \quad \psi_{22}(n) = n + b \]
for all integers \( m \in I^+_{m_a} \) and \( n \in I^-_{n_b}. \) Hence
\[ E_{a,b} \supseteq I^+_{m_a} \times I^-_{n_b}. \]
Proof. We prove only the claim for $\psi_{11}$; the claim for $\psi_{22}$ is proved analogously. First realize that $\psi_{11}$ has no fixed point due to minimality of $F$ (indeed, if $\psi_{11}(k) = k$ then the closed set $C_k \times X$ would be $F$-invariant by (15.1)), hence $\psi_{11} - \text{Id}_Z$ does not vanish. Further, by Lemma 85, $\psi_{11}$ is nondecreasing, $(\psi_{11} - \text{Id}_Z)$ is nonincreasing and

$$
(\psi_{11} - \text{Id}_Z)(m + 1) - (\psi_{11} - \text{Id}_Z)(m) \in \{-1, 0\} \quad (15.4)
$$

for every $m \in \mathbb{Z}$.

Assume first that there is $m_1$ such that $\psi_{11}(m_1) > m_1$, i.e. $(\psi_{11} - \text{Id}_Z)(m_1) > 0$. Since $\psi_{11} - \text{Id}_Z$ is nonincreasing, satisfies (15.4) and does not vanish, we clearly have that there are integers $a > 0$ and $m_a$ such that $(\psi_{11} - \text{Id}_Z)(m) = a$, i.e. $\psi_{11}(m) = m + a$, for every $m \geq m_a$.

If there is no such $m_1$ then $\psi_{11} \leq \text{Id}_Z$. Then $\psi_{11} - \text{Id}_Z$ is negative and nonincreasing. Hence there are integers $a < 0$ and $m_a$ such that $(\psi_{11} - \text{Id}_Z)(m) = a$, i.e. $\psi_{11}(m) = m + a$, for all $m \leq m_a$. □

Lemma 86. Let a continuous surjection $F$ satisfy (11-22) from Proposition 82. Let $a, b$ be nonzero integers. If $m, n$ are such that both $(m, n)$ and $(m + 1, n + 1)$ belong to $E_{a, b}$, then we have (15.3) and $\text{Coin}(F, T^{a \times b}) \cap W_{m+1, n+1} \neq \emptyset$.

Proof. The first claim follows from the definition of $E_{a, b}$. So, by Lemma 84, $F(W_{m+1, n+1}) \subseteq W_{\varphi(m+1, n+1)} = W_{(m+1, n+1)+(a,b)}$. Now use Lemma 67. □

Lemma 87. Let a minimal map $F$ satisfy (11-22) from Proposition 82. Then $F = T^{a \times b}$ for some integers $a \neq 0 \neq b$.

Proof. Take $a \neq 0 \neq b$ from Lemma 85. Let $J$ be the set of all $(m, n) \in \mathbb{Z} \times \mathbb{Z}$ such that both $(m, n)$ and $(m + 1, n + 1)$ belong to $E_{a, b}$. By Lemma 85, the set $J$ contains a quadrant in $\mathbb{Z} \times \mathbb{Z}$. Further, the sets $W_{m+1, n+1} ((m, n) \in J)$ are nowhere dense in $X \times X$ (because they are closed and are subsets of the set $\gamma \times \gamma$ with empty interior). Since $X \times X$ has a countable basis, using (12.5) we can inductively construct a sequence $((m_i, n_i))_{i \geq 1}$ from $J$ such that the union of $W_{m_i+1, n_i+1}$ is dense and both $|m_i|$ and $|n_i|$ are increasing in $i$. By (12.2), the diameters of $W_{m_i+1, n_i+1}$ converge to zero. Now Lemmas 86 and 69 yield that $F = T^{a \times b}$. □

15.2. Case (12-21) from Proposition 82. Assume that (12-21) is true. Then, for all $m, n \in \mathbb{Z}$ and $\alpha \in \mathcal{A}$,

$$
F(C_m \times \alpha) \subseteq X \times C_{\psi_{12}(m)}; \quad F(\alpha \times C_n) \subseteq C_{\psi_{21}(n)} \times X.
$$

Due to Lemma 83 we in fact have

$$
F(C_m \times \alpha) \subseteq (X \setminus \gamma) \times C_{\psi_{12}(m)}; \quad F(\alpha \times C_n) \subseteq C_{\psi_{21}(n)} \times (X \setminus \gamma).
$$

These two inclusions imply that for all $m, n \in \mathbb{Z}$ and $\alpha \in \mathcal{A}$,

$$
F^2(C_m \times \alpha) \subseteq C_{\psi_{21}(\psi_{12}(m))} \times X \quad \text{and} \quad F^2(\alpha \times C_n) \subseteq X \times C_{\psi_{12}(\psi_{21}(n))}. \quad (15.5)
$$

So $F^2$ satisfies (11-22) from Proposition 82. Moreover, $F^2$ is also minimal since $F$ is minimal and $X \times X$ is a continuum. Thus, applying Lemma 87 to $F^2$, we immediately obtain the following lemma.

Lemma 88. Let a minimal map $F$ satisfy (12-21) from Proposition 82. Then $F^2 = T^{a' \times b'}$ for some integers $a' \neq 0 \neq b'$.

15.3. Proof of Theorem A(1). We are finally ready to prove that the product of minimal spaces need not be minimal.

Theorem 89. Every DST space $X$ admits a minimal homeomorphism, but $X \times X$ does not admit any minimal continuous map.
Proof. Let $X$ and $T$ be a DST space and a minimal homeomorphism $X \to X$ from Subsection 12.2. Assume that $X \times X$ admits a minimal map $F$. By Lemmas 87 and 88, the minimal map $F^2$ is of the form $T^{c \times d}$ for some integers $c, d$. This contradicts Proposition 72. □

Contrary to Remark 75, the following question is open.

**Problem 90.** Let $X$ be a DST space. Is it true that for $N \geq 3$ the space $X^N$ does not admit any minimal continuous map?

16. **Other minimal spaces with nonminimal squares. Proof of Theorem A(2,3)**

The following result is a strengthening of Theorem A(1).

**Theorem 91.** Let $X$ be a DST space and let $Y$ be a path-connected continuum. Then the space $X \times X \times Y$ is not minimal.

The proof of this result is analogous to that of Theorem 89. Basically one only needs to replace all products of two sets in Sections 14 and 15 by the corresponding products of three sets, the third factor being $Y$. There are only few places in the proof where the argument is slightly different. The main difference is in the proof of (generalization of) Lemma 86 there we cannot use Lemma 67 (and Lemma 66) since the space $W_{m,n} \times Y$ need not have the fixed point property. In the rest of this section we outline the main steps of the proof of Theorem 91.

Put $Z = X \times X \times Y$. Recall that the path components of $X \times X$ were described in the beginning of Subsection 12.2. Using that notation, the path components of $Z$ are of four types: $\alpha \times \beta \times Y$, $C_m \times \alpha \times Y$, $\alpha \times C_n \times Y$, and $C_m \times C_n \times Y$ ($m, n \in \mathbb{Z}$, $\alpha \in A$). Only those of type $\alpha \times \beta \times Y$ are dense in $Z$.

Let $F: Z \to Z$ be a continuous surjection. Then the analogues of all the results from Section 14 hold; the only difference is that if we had there a subset $A \times B \subseteq X \times X$ then now it is replaced by the subset $A \times B \times Y$ of $Z$. In particular, this applies to the definitions of the sets $D_{ij}$ from (14.1) and we have the following.

**Proposition 92** (analogue of Proposition 82). For a continuous surjection $F: Z \to Z$, exactly one of the following two possibilities is true:

(11-22*) There are surjections $\psi_{11}^1, \psi_{22}^2: Z \to Z$ such that, for all $m, n \in \mathbb{Z}$ and $\alpha \in A$,

$$F(C_m \times \alpha \times Y) \subseteq C_{\psi_{11}^1(m)} \times X \times Y, \quad F(\alpha \times C_n \times Y) \subseteq X \times C_{\psi_{22}^2(n)} \times Y.$$ 

(12-21*) There are surjections $\psi_{12}^1, \psi_{21}^2: Z \to Z$ such that, for all $m, n \in \mathbb{Z}$ and $\alpha \in A$,

$$F(C_m \times \alpha \times Y) \subseteq X \times C_{\psi_{12}^1(m)} \times Y, \quad F(\alpha \times C_n \times Y) \subseteq C_{\psi_{21}^2(n)} \times X \times Y.$$

**Lemma 93** (analogue of Lemma 83). $F(\gamma \times \gamma \times Y) = F^{-1}(\gamma \times \gamma \times Y) = \gamma \times \gamma \times Y$.

16.1. **Case (11-22*) from Proposition 92.** Assume that (11-22*) is true and consider the surjection $\varphi^* = \psi_{11}^1 \times \psi_{22}^2$ of $Z \times Z$. Then, for all $m, n \in \mathbb{Z}$,

$$F(C_{m,n} \times Y) \subseteq C_{\psi_{11}^1(m,n)} \times Y.$$ 

Proofs of the following two lemmas are analogous to those given in Subsection 15.1. Recall that $I_m^+ = \mathbb{Z} \cap [m, \infty)$ and $I_m^- = \mathbb{Z} \cap (-\infty, m)$ for $m \in \mathbb{Z}$; for integers $a \neq 0 \neq b$ put

$$E_{a,b}^* = \{(m, n) \in \mathbb{Z}^2 : \varphi^*(m, n) = (m, n) + (a, b)\}.$$

**Lemma 94** (analogue of Lemma 84). Let a continuous surjection $F$ satisfy (11-22*) from Proposition 92. Let $m, n \in \mathbb{Z}$ be such that

$$\varphi^*(m + 1, n + 1) = \varphi^*(m, n) + (1, 1).$$

Then $F(W_{m+1,n+1} \times Y) \subseteq W_{\varphi^*(m+1,n+1)} \times Y.$
Lemma 95 (analogue of Lemma 85). Let a minimal map $F$ satisfy $(11-22\ast)$ from Proposition 92. Then there are integers $a, m_a$ and $b, n_b$ such that $a \neq 0 \neq b$ and

$$\psi_{11}(m) = m + a, \quad \psi_{22}(n) = n + b$$

for all integers $m \in I_{m_a}^{\sgn(a)}$ and $n \in I_{n_b}^{\sgn(b)}$. Hence

$$E_{a,b}^* \supseteq I_{m_a}^{\sgn(a)} \times I_{n_b}^{\sgn(b)}.$$ 

Contrary to Subsection 15.1, now we cannot prove that a minimal map $F$ satisfying $(11-22\ast)$ is a direct product. Instead, we prove that $F$ is a skew product over some $T^{a\times b}$.

Lemma 96 (analogue of Lemma 87). Let a minimal map $F$ satisfy $(11-22\ast)$ from Proposition 92. Then there are integers $a \neq 0 \neq b$ such that $F$ is a skew product over $T^{a\times b}$; that is, for every $(x, x', y) \in Z$ we have

$$\pi_1 \circ F(x, x', y) = T^{a\times b}(x, x'),$$

where $\pi_1: Z \to X \times X$ is the projection onto the first two coordinates.

Proof. Take $a \neq 0 \neq b$ from Lemma 95. As in the proof of Lemma 87, construct sequences $(m_i)_{i \geq 1}$ and $(n_i)_{i \geq 1}$ in $Z$ such that

1. for every $i$, both $(m_i, n_i)$ and $(m_i + 1, n_i + 1)$ belong to $E_{a,b}^*$;
2. the union of $W_{m_i+1,n_i+1}$ is dense in $X \times X$;
3. the diameters of $W_{m_i+1,n_i+1}$ tend to zero.

Fix $y \in Y$ and consider the map $F_y: X \times X \to X \times X$ defined by $F_y(x, x') = \pi_1 \circ F(x, x', y)$. Then $F_y$ is a well-defined continuous map. Notice that Lemma 94 and the property (1) above imply that, for every $i$,

$$F_y(W_{m_i+1,n_i+1}) \subseteq W_{\varphi^r(m_i+1,n_i+1)} = W_{m_i+1+a,n_i+1+b} = T^{a\times b}(W_{m_i+1,n_i+1}).$$

Thus, by Lemma 67, $\Coin(F_y, T^{a\times b})$ intersects every $W_{m_i+1,n_i+1}$. Now Lemma 69 applied to the maps $F_y, T^{a\times b}: X \times X \to X \times X$ and the nowhere dense sets $W_{m_i+1,n_i+1}$ (which satisfy the conditions (2) and (3) above) shows that $F_y = T^{a\times b}$. Since this is true for every $y \in Y$ and $a, b$ do not depend on $y$, $F$ is a skew product over $T^{a\times b}$. \qed

16.2. Case $(12-21\ast)$ from Proposition 92.

Lemma 97 (analogue of Lemma 88). Let a minimal map $F: Z \to Z$ satisfy $(12-21\ast)$ from Proposition 92. Then there are integers $a' \neq 0 \neq b'$ such that $F^2$ is a skew product over $T^{a'\times b'}$.

Proof. By $(12-21\ast)$ and Lemma 93 for every $m, n \in Z$ and $\alpha \in A$ it holds that

$$F(C_m \times \alpha \times Y) \subseteq (X \setminus \gamma) \times C_{\psi_{12}(m)} \times Y, \quad F(\alpha \times C_n \times Y) \subseteq C_{\psi_{21}(n)} \times (X \setminus \gamma) \times Y.$$

These two inclusions imply that, for all $m, n \in Z$ and $\alpha \in A$,

$$F^2(C_m \alpha \times Y) \subseteq C_{\psi_{21}(\psi_{12}(m))} \times X \times Y \quad \text{and} \quad F^2(\alpha \times C_n \times Y) \subseteq X \times C_{\psi_{21}(\psi_{12}(n)) \times Y}.$$

So $F^2$ satisfies $(11-22\ast)$ from Proposition 92. Moreover, $F^2$ is also minimal since $F$ is minimal and $Z$ is a continuum. Thus, applying Lemma 96 to $F^2$, we immediately obtain the assertion of the lemma. \qed

16.3. Proof of Theorem 91.

Proof. Suppose that $F: Z \to Z$ is minimal. Since $F$ satisfies either $(11-22\ast)$ or $(12-21\ast)$ from Proposition 92, Lemmas 96 and 97 yield that $F^2$ is a skew product over $T^{c\times d}$ for some integers $c, d$. Since $F^2$ is minimal we get that also $T^{c\times d}$ is minimal, which contradicts Proposition 72. \qed
16.4. **Proof of Theorem A(2,3).** Theorem 99 enables us to find minimal spaces, other than DST spaces, with nonminimal squares. In fact, we have the following theorem, giving (2) of Theorem A.

**Theorem 98.** Let $X$ be a DST space and $Y$ be a product-minimal path-connected continuum. Then $X \times Y$ is a minimal space with nonminimal square.

**Proof.** Since $X$ is minimal and $Y$ is product-minimal, the space $X \times Y$ is minimal. Further, $Y^2$ is a path-connected continuum, hence the space $X \times X \times Y^2$ is not minimal by Theorem 51. Finally, since the square $(X \times Y)^2$ is homeomorphic to $X \times X \times Y^2$, we are done.

Finally we prove Theorem A(3).

**Theorem 99.** Let $X$ be a DST space and $n \geq 2$ be an integer. Then the space $X \times \mathbb{T}^n$ admits a minimal homeomorphism as well as a minimal noninvertible map, but its square is not minimal.

**Proof.** Since the $n$-torus $\mathbb{T}^n$ is homeo-product-minimal by Theorem 17, the space $X \times \mathbb{T}^n$ admits a minimal homeomorphism. By Theorem 98 the square of $X \times \mathbb{T}^n$ is not minimal. So, to finish the proof, it remains to show that $X \times \mathbb{T}^n$ admits a minimal noninvertible map.

Fix a minimal homeomorphism $T$ on $X$ and a minimal irrational flow $\phi = (\varphi_t)_{t \in \mathbb{R}}$ on $\mathbb{T}^n$. Since the centralizer $Z(\phi)$ of $\phi$ in $\mathcal{H}(\mathbb{T}^n)$ contains all rotations on $\mathbb{T}^n$ and so it acts transitively on $\mathbb{T}^n$ in the algebraic sense, Theorem 44 yields a residual set $G_1 \subseteq \mathbb{R}$ such that for every $t \in G_1$, the product $(X \times \mathbb{T}^n, T \times \varphi_t)$ is a minimal homeomorphism. By [BCO, Theorem 2.1], there is a residual set $G_2 \subseteq \mathbb{R}$ such that for every $t \in G_2$, the homeomorphism $\varphi_t$ admits a noninvertible minimal map $S_t : \mathbb{T}^n \to \mathbb{T}^n$ as an almost 1-1 extension. Fix $t \in G_1 \cap G_2$. Then $T \times \varphi_t$ is a minimal homeomorphism and, clearly, $T \times S_t$ is an almost 1-1 extension of $T \times \varphi_t$. Hence $T \times S_t$ is a minimal noninvertible map on $X \times \mathbb{T}^n$ by Lemma 33.
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