Experimental Quantification of Gas Dispersion in 3D-Printed Logpile Structures Using a Noninvasive Infrared Transmission Technique
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ABSTRACT: 3D-printed catalyst structures have the potential to broaden reactor operating windows. However, the hydrodynamic aspects associated with these novel catalyst structures have not yet been quantified in detail. This work applies a recently introduced noninvasive, instantaneous, whole-field concentration measurement technique based on infrared transmission to quantify the rate of transverse gas dispersion in 3D-printed logpile structures. Twenty-two structural variations have been investigated at various operating conditions, and the measured transverse gas dispersion has been correlated to the Péclet number and the structures’ porosity and feature size. It is shown that staggered configurations of these logpile structures offer significantly more tunability of the dispersion behavior compared to straight structures. The proposed correlations can be used to facilitate considerations of reactor design and operating windows.
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1. INTRODUCTION

The structuring of reactor internals is commonly employed in an effort to control the gas holdup, intensify the mixing of phases, and manage the residence time distribution while maintaining a low pressure drop. In addition to this, structured catalysts aim to provide increased catalyst surface area to the reactants without compromising on process cost.1,2 These structured catalysts, often ceramic materials, are conventionally manufactured as extrudates or through the coating of honeycomb monoliths or foams.3 The specific geometries are optimized to manage the trade-off between good mixing, adequate temperature control, and enhanced fluid–solid contact at low pressure drop, contrasting a packed bed of pellets in which the pressure drop is relatively high and hot spots may appear.4–6

In the past decade, the rise of additive manufacturing (AM) technologies has allowed for the structuring of catalysts via a novel method. The additive manufacturing, or 3D-printing, of catalysts offers the potential to enable virtually infinite freedom in design and the possibility for large structures with local variations. The degree to which this promise can be fulfilled depends on the specific AM technology selected. For a thorough understanding of the different technologies, and their implications on both design freedom and chemical properties of the shaped bodies, the interested reader is referred to some of the excellent review works in this field.7–10 In this study, structures produced through direct ink writing (DIW) will be considered. The literature on DIW features many examples of ceramic-like catalysts, such as zeolites and metal–organic framework materials, and catalyst support materials such as silica and alumina, being 3D-printed, and it is arguably the most mature technology in this context.11 For DIW, a viscous slurry of catalyst particles, binder materials, and a diluent is prepared. This slurry is extruded through a circular nozzle as it follows a programmed pattern along a print surface, thus laying down and stacking cylindrical features.12,13 Most studies in the literature use this method to produce monolith-like logpile structures in either a straight or a staggered configuration, where the placement of features in the axial direction is either parallel to or offset from the previous layer. The geometry of such structures is varied by changing the size of the printed features and the relative size of the aperture between them to tailor the porosity.14 In an effort to ensure that the printed structure has adequate mechanical strength, the intended porosity, and no loss of catalytic activity, researchers have...
optimized critical parameters in the printing process, such as printer settings, rheological properties of the slurry, and postprocessing protocols.\textsuperscript{15,16} While these are all vital aspects of the shaping of the catalytic material, the reactor-scale implications of the geometry are often underexposed.

The proposed logpile structures would allow reactants to travel in the transverse direction, which is implied by the alternate stacking of features during printing, and this discerns them from conventional honeycomb monoliths. This transverse mixing may enable broader operating windows, and possibly better heat transfer from the walls to the center of the reactor; a well-known downside of ceramic honeycomb monoliths when scaling up.\textsuperscript{17} Enhanced heat transfer due to increased transverse dispersion may benefit chemical processes by decreasing the hot spot temperature for reaction systems with strong heat effects, decreasing the risk of thermal runaway and material degradation. This also improves the performance, as adequate temperature control suppresses side-reactions which decrease the selectivity toward the desired product.\textsuperscript{17,18} In addition, the relatively poor transverse heat transfer of conventional packed bed reactors necessitates the use of reactor tubes with a small diameter in order to supply a sufficient heat exchange area, which brings along increased pressure drop and complications in distributing reactants evenly over the various tubes. Better thermal management thus allows using tubes with a larger diameter and decreases the operational costs for compressors.\textsuperscript{19} The postulated potential depends largely on the extent of transverse dispersion that can be achieved and on the tailoring of this parameter by changing the design of the structure. Since quantitative information on the transverse dispersion is not yet available, this study aims to establish the relationship between the extent of gas dispersion and structural design parameters for different configurations of 3D-printed logpile structures.

Diffusion and dispersion phenomena are commonly assessed through the use of a tracer injected from a continuous point source. Alternatively, an object made of soluble tracer material may also be immersed in the flow. Through different analytical techniques, such as spectrophotometry or conductivity measurements, the concentration of the tracer component can be mapped as a function of the downstream position.\textsuperscript{20,21} This information is then used to determine the transverse dispersion coefficient. Such measurement techniques require multiple, possibly invasive, measurement probes to obtain a representative concentration profile that can be processed to yield the transverse dispersion coefficient. More sophisticated experimental techniques are also available, for example employing magnetic resonance techniques to investigate the flow field. While such techniques are relatively complex and require expensive equipment, the whole field can be studied in a noninvasive manner, which has considerable benefits.\textsuperscript{22,23} In recent years, the increasing computational power of modern computers has been used to eliminate the need for traditional experiments and obtain hydrodynamic properties of reactors through detailed computational fluid dynamics studies.\textsuperscript{24,25} It remains, however, computationally expensive to perform full-scale simulations of complex geometries.

In this study, a recently introduced noninvasive, instantaneous, whole-field concentration measurement technique based on infrared (IR) transmission is employed to quantify the transverse dispersion in 3D-printed logpile structures. This method uses a setup featuring an IR source and a pseudo-2D column through which an IR-absorbing tracer gas is fed. By the use of an appropriately configured IR camera, the visualization of tracer gas flow through the 3D-printed structure is enabled.\textsuperscript{26,27} Combining this with quantitative knowledge on the relationship between absorbance by the tracer gas and its concentration allows for the quantitative description of concentration profiles throughout the column. The fact that the entire concentration field is determined within a single measurement offers significant advantages over conventional methods that require individual, possibly invasive, measurement probes for each downstream position. In addition, visualization of the whole field allows for the identification of phenomena beyond dispersion, such as stagnant zones.

Since the methodology has not been used for this purpose yet, its working principles and the required numerical treatment of the data are first introduced and later validated. The validated method is then used to assess the transverse dispersion coefficient of twenty-two logpile structures of various configurations at different superficial velocities. The results are used to develop a correlation relating the superficial velocity and geometrical properties of the structure to the observed transverse dispersion. An analysis of the statistical relevance of these results and the correlation is presented as well.

2. METHODS

2.1. Experimental Setup

The experimental setup consists of an IR source, a pseudo-2D column, and an IR camera, all located in a climate controlled box. The setup is shown in Figure 1.

![Figure 1. Experimental setup consisting of the IR source on the right, quartz glass column in the middle, and IR camera on the left.](https://doi.org/10.1021/acssengineeringau.1c00040)

The IR source is an anodized aluminum plate of 15 cm by 30 cm which is heated to 430 °C by electrical tracing wires. Even spacing of these wires and proper insulation allow for a stable temperature of the plate during the experiments.

The structure under study is held in a flat column of 20 cm wide and 50 cm high, with a gap of slightly less than 4 mm and equipped with a thermocouple to monitor the temperature. The column features a porous distributor at the bottom through which nitrogen is fed as background gas. Just above this distributor plate, an injector is located through which tracer gas is fed. In this configuration, the tracer is injected perpendicularly to the nitrogen flow, which does not constitute a perfect point source. To account for this, the flow is allowed to stabilize in an inlet zone of about 10 cm before entering the structure. Previous work by our group has employed sapphire as a column material because of its excellent IR transmissive properties over a broad range of wavelengths, which allowed CO\textsubscript{2} to be used as a tracer gas (with a characteristic absorption peak at 4.26 μm).\textsuperscript{26} However, this material is not fit for the production of larger columns, in part due to its high cost. In an effort to scale up the technique, subsequent work by our group has shown that quartz glass is a
suitable material as long as the characteristic absorption peak of the tracer gas is less than 3.5 μm. To meet this constraint, propane was used as tracer gas (with a characteristic absorption peak at 3.46 μm). The combination of quartz glass as column material and propane as tracer gas will also be used in this study.

The final element of the setup is a FLIR SC7650 IR camera. The camera has a spectral range from 1.5 to 5.1 μm, an aperture size of f/2.5, a resolution of 640 by 512 pixels and a maximum frame rate of 100 Hz. The camera is equipped with a mechanical filter wheel, in which a sapphire band-pass filter with a center wavelength of 3.46 μm and a transmission of 80% is mounted (Edmund optics).

All elements are placed on a skid and oriented such that they are parallel, minimizing the effects of reflection and refraction. The distance from the camera to the column has been varied in an effort to minimize the Narcissus effect (distortion of the image due to self-reflection of the camera system) and optimize the field of view while retaining adequate contrast. The main considerations in optimizing the field of view are to ensure that the whole structure is captured in the IR source and that enough space is present at both the bottom and top of the structure to visualize the inflow and outflow zones. In the final configuration, the captured field of view is approximately 17 cm wide and 14 cm high; one pixel length is equal to 270 μm. The movement of the camera relative to the IR source does imply that the integration time should be adjusted to provide optimal contrast and movement of the camera relative to the IR source does imply that the aperture size of f/2.5 and f/1.5 mm in the middle. This effectively replicates the third dimension of actual structures and ensures a tight fit in the column. However, it should be noted that the fixed thickness may introduce some pseudo-2D effects when the feature size is not equal to 1.5 mm. Additionally, while the third dimension is indeed replicated for a single repeating unit, the presence of the column walls introduces a pseudo-2D inconsistency as their no-slip boundary does not correspond to the actual situation in which fluid is free to travel in this direction. Spacers are placed on either side of the structure to center it and ensure that every tested structure has the same relative position. Additionally, spacers are fitted on the bottom to allow for an inlet zone.

The structures to be tested have variations in feature size (from 1.2 mm to 2 mm), configuration (straight or staggered), and porosity. The porosity is varied by changing the size of the aperture between the features. In Table 1, all variations investigated in this work are tabulated. Each of these variations is tested twice, in either the staggered or the straight configuration.

![Figure 2. Visualization of the 3D-printed structure and relevant dimensions, with the full structure and spacers shown on the left, a detailed side view in the middle, and a detailed front view on the right. Column walls are sketched to illustrate structure placement inside of the column.](https://doi.org/10.1021/acsengineeringau.1c00040)

| $d_1$ [mm] | $d_2$ [mm] | $\epsilon$ [-] |
|------------|------------|----------------|
| 1.5        | 0.75       | 45.1%          |
| 1.5        | 1.0        | 48.1%          |
| 1.5        | 1.5        | 52.7%          |
| 1.5        | 2.0        | 55.9%          |
| 1.5        | 3.0        | 60.3%          |
| 1.2        | 0.6        | 41.8%          |
| 1.2        | 1.2        | 48.7%          |
| 1.2        | 1.8        | 52.8%          |
| 2.0        | 2.0        | 57.4%          |
| 2.0        | 3.0        | 62.2%          |
| 2.0        | 4.0        | 65.4%          |

For validation purposes, the measurements were also conducted with a packed bed of spheres with a diameter of 2.5 mm. To enable this experiment, a 3D-printed distributor plate was produced to support the packed bed at the intended height and allow for the required inlet zone. By measuring the weight of the bed, and using the density of the particles, the porosity was determined to be 57% and 62% upon repacking. This is rather high for a packed bed, which generally attains values between 36 and 40%, but this can be explained by the pseudo-2D nature of the experiment and the high ratio of particle size to column depth.

2.3. Experimental Section

First, a structure is installed into the column and the IR source is centered it and ensure that every tested structure has the same relative position. Additionally, spacers are fitted on the bottom to allow for an inlet zone.

The structures to be tested have variations in feature size (from 1.2 mm to 2 mm), configuration (straight or staggered), and porosity. The porosity is varied by changing the size of the aperture between the features. In Table 1, all variations investigated in this work are tabulated. Each of these variations is tested twice, in either the staggered or the straight configuration.
fluctuations during experiments are minimized. Next, the feed rates of tracer gas and nitrogen are set, and the camera records 120 images with a frequency of 1 Hz. For every structure, the feed rate of nitrogen is varied between 1.90 L min⁻¹ and 19.2 L min⁻¹, corresponding to a superficial velocity between 0.10 m s⁻¹ and 1 m s⁻¹. The flow rate of propane is fixed at 0.12 L min⁻¹, the lowest value that can stably be achieved by the mass flow controller used. A low value ensures that the inlet flow field is not disturbed greatly.

The obtained images contain the infrared intensity values per pixel. This can be converted to the transmission (eq 1) and in turn, the absorbance (eq 2), by using a background image. The background spread due to dispersion and diurnally injected is expected to travel upward through the column and is expressed in a general manner through the unsteady convection–diffusion equation.

\[
T = \frac{I}{I_0} \tag{1}
\]

\[
A = -\log_{10}(T) \tag{2}
\]

2.4. Calibration

Before gas dispersion coefficients can be determined, a quantitative relationship between the absorption of infrared radiation by the tracer gas and its concentration needs to be established. To this end, a series of experiments is conducted with mixtures of nitrogen and propane in fixed ratios. Both gases are mixed prior to entering the column via the porous distributor for these experiments. The dependency between concentration and the degree of IR absorption is often described as linear. However, in previous work by our group it was noticed that the linear approach does not suffice anymore and a polynomial description is required. Fitting this curve to the experimental data is done with the SciPy curve_fit tool in Python 3.7.4. This tool will also be used in subsequent fitting operations. The global calibration curve, composed by averaging all pixels, is displayed in Figure 3. Owing to small inhomogeneities in the IR source, the standard deviation of this curve is relatively high, as indicated by the error bars in Figure 3. To account for this effect, pixel-based calibration curves are employed. The fitting procedure is the same, but it is automated and generates arrays of the polynomial coefficients.

3. DATA EVALUATION

The ability to visualize and determine concentrations of gases is used to determine the transverse dispersion coefficient of different 3D-printed structures. The plume of tracer gas that is injected is expected to travel upward through the column and spread due to dispersion and diffusion. This situation is expressed in a general manner through the unsteady convection–diffusion equation for the tracer, eq 3.

\[
\frac{\partial C}{\partial t} = \nabla \cdot (DV) - \nabla \cdot (uC) \tag{3}
\]

Finding a position-dependent solution to this equation in the current form requires advanced numerical techniques. It is, however, possible to simplify the equation using the following assumptions:

- The system is at steady state. Any small fluctuations will be eliminated by time-averaging multiple images.
- The convection is only directed upward, in the positive x-direction, and any influence of y- or z-dependent velocity profiles due to the presence of the 3D printed structure is lumped into the dispersion coefficient. The axial velocity profile is uniform;
- The dispersion is only directed into the y-direction. Any influence of mass transport in the z-direction (the depth direction) is lumped into the dispersion coefficient in the spirit of the pseudo-2D character of the experiment. This assumption introduces a dependency on the column thickness, as this thickness determines the relative influence of the no-slip boundaries on the front and back walls. Further discussion on this influence will be given in the Results section. Additionally, the influence of axial dispersion is considered to be negligible in the current experiments, which is valid at high Péclet numbers.
- The dispersion coefficient is assumed to be constant. This is allowed since there are no local variations in the structure and since the temperature in the column is relatively constant. This also holds for the velocity, but a small disturbance in velocity profile may arise when the tracer is injected at a largely different velocity than the background gas.

Applying these assumptions yields eq 4 (with \(u\) representing the interstitial axial velocity and \(D_t\) the transverse dispersion coefficient).

\[
\frac{\partial C}{\partial x} = D_t \frac{\partial^2 C}{\partial y^2} \tag{4}
\]

Table 2 shows the boundary conditions that are applicable to the situation of a tracer source of fixed width and an imposed concentration that is injected into a domain with a fixed width. Using these boundary conditions, the partial differential equation (eq 4) can be solved, yielding an analytical expression (eq 5) for the concentration of tracer as a function of position. The corresponding standard deviation is shown in eq 6.

Table 2. Boundary Conditions for the Convection-Diffusion Equation with a Column Width of 2L and an Injector Width of 2Δy

| Condition |  \(x\) |  \(y\) | \(\partial C / \partial y = 0\) |
|-----------|------|-----|------------------|
| \(x = 0\)  | \(-\Delta y \leq y \leq \Delta y\) | \(C = C_0\) |
| \(x = 0\)  | \(-\Delta y < y < \Delta y\) | \(C = 0\) |
| \(x > 0\)  | \(y = -\Delta y \wedge y = \Delta y\) | \(C = (\Delta y/L)C_0\) |
| \(x \to \infty\) | \(-L < y < L\) | \(C = (\Delta y/L)C_0\) |

https://doi.org/10.1021/acsengineeringau.1c00040
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The derived equation and the used pseudo-2D approximation in this study imply that the 2D molar flux has the unit mol m$^{-1}$ s$^{-1}$, and is obtained by multiplying the molar flux by the column depth. The 2D molar flux is used to determine $C_0$ and $\Delta y$.

### 3.1. Preparing the Data for Fitting

The obtained data consist of images, in which each pixel has an intensity value which can be correlated to a tracer concentration, as described in the previous calibration subsection. The data are prepared for fitting according to the following routine, which is visualized in Figure 4.

1. Element-wise averaging of the images. To obtain a representative image, the final image is constructed by averaging 120 images obtained with a frequency of 1 Hz.
2. Conversion of intensity to transmittance by element-wise division of the image under study by the background image and subsequent conversion to the absorbance.
3. Conversion of the absorbance to the concentration of tracer by element-wise application of the calibration curve.
4. Extracting the inlet and the outlet of the structure. This is done by determining the relative height of the structure inlet and outlet in terms of pixel positions. The values along the $y$-coordinate at these $x$-coordinates are then stored.
5. Peak centering and baseline correction. The maximum concentration at each $x$-coordinate is taken, and the index of this value is set to be the origin on the $y$-coordinate. The data are then corrected by a baseline constructed by averaging the outer 5% of the values.
6. Peak normalization. It was noticed experimentally that the camera struggles to identify the very lowest propane concentrations, and hence, it appeared as if some mass was lost at higher axial positions. This is accounted for by normalizing the peak. For normalization, the fictitious injector width is adjusted to correspond to the molar flux that is represented by the area of the peak.

### 3.2. Fitting the Dispersion Coefficient

It was mentioned that the structure is placed higher than the injection point and therefore, the tracer has had the opportunity to spread. This does not comply with the assumption of a well-defined tracer source with uniform concentration, as described by the boundary conditions in Table 2. To account for this, a fitted reference value is used which includes the effects of the nonperfect tracer source as well as the development of the velocity profile in the inlet zone. This value is obtained by solving eq 5 for the reference standard deviation ($\sigma$) at the inlet. Using the fitted inlet value, the spreading of the tracer due to the structure can be decoupled by considering eq 7. The transverse dispersion coefficient is calculated via eq 8, using the superficial gas velocity ($U$) and the average gas holdup in the structure ($\epsilon$).

\[
C = \frac{C_0}{2} \sum_{n=-\infty}^{\infty} \left( \text{erf} \left( \frac{\Delta y - 2nL + y}{\sigma \sqrt{2}} \right) + \text{erf} \left( \frac{\Delta y + 2nL - y}{\sigma \sqrt{2}} \right) \right)
\]

\[
\sigma = \sqrt{\frac{2D_u}{u} \frac{x}{y}}
\]

\[
\sigma_{\text{outlet}} = \sqrt{\sigma_{\text{inlet}}^2 + \sigma_{\text{structure}}^2}
\]

\[
D_{\text{structure}} = \frac{\sigma_{\text{structure}}^2 U}{2x} = \frac{(\sigma_{\text{outlet}}^2 - \sigma_{\text{inlet}}^2)U}{2x\epsilon}
\]

The relative height of the structure is calculated by multiplying the number of pixels between the reference height and the height of the outlet and multiplying this by the size of one pixel.
4. RESULTS

4.1. Validation of Molecular Diffusion Coefficient

The novel methodology will first be validated by conducting experiments in an empty column, as these calculations should yield the molecular diffusion coefficient. The average temperature in these experiments was 32 °C, corresponding to a diffusion coefficient of propane in nitrogen of $1.18 \times 10^{-5}$ m$^2$ s$^{-1}$. The superficial velocity was varied, and the experimental diffusion coefficient was determined at every axial position. These 340 values were then averaged, and the standard deviation was calculated to verify that the axial variation of calculated values is minimal. The results are shown in Figure 6.

![Figure 5](image)

**Figure 5.** Inlet and outlet concentration profiles after the data processing and fitting procedure, with dots as experimental data on the left-hand side. The image from which this data is extracted, with horizontal lines indicating the inlet and outlet is shown on the right-hand side. The structure shown has a staggered configuration, a feature size of 1.5 mm and a porosity of 52.7%. The experiment was conducted at a superficial velocity of 0.31 m s$^{-1}$.

**Figure 6.** Validation of the measurement of the molecular diffusion coefficient in an empty column. Values were averaged over 340 positions along the axial coordinate, and the standard deviation was calculated from this data.

The majority of the data in Figure 6 is very close to the value reported in the literature, and at approximately 2%, the coefficient of variation is also low for these points. On either side of the graph, a larger deviation can be observed. At low velocities, this can be explained by the fact that the tracer plume is so broad that a representative baseline cannot be well established. On the other hand, at high velocities the spreading of the tracer plume is limited and hence the resolution of the image becomes limiting. This latter phenomenon is exacerbated by the relatively small field of view used. At the highest velocities, the gas stream travels through the field of view (approximately 10 cm) so quickly that only a very small amount of diffusion takes place. It could be hypothesized that in addition to this, turbulent effects may influence the apparent diffusion coefficient at higher velocities. However, at the highest velocity tested the Reynolds number based on the column depth is equal to 244, indicating laminar flow. With these effects in mind, it can be concluded that the setup is validated for use with moderate gas velocities, from 0.15 m s$^{-1}$ to 0.7 m s$^{-1}$. In addition, the calculated standard deviations are deemed quite acceptable, taking into account the spread in literature data as well as the accuracy of the mass flow controllers.

4.2. Validation of Transverse Dispersion in a Packed Bed

The current experimental method was then used to determine the transverse dispersion in a packed bed of spheres. This can be used for validation, as correlations are available from the literature data as well as the accuracy of the mass flow controllers.

The concentration profiles for molecular diffusion are shown in Figure 5. An example of an infrared image and the fitted values are shown in Figure 6.

The data gathered in this work will be used to propose a correlation in the form of eq 12 to describe the transverse dispersion in logpile structures. To be able to quantify the statistical relevance of such a correlation, the mean absolute percentage error (MAPE) is used, defined in eq 14 (where $D_i$ is the experimental value and $\bar{D}_i$ is the fitted value).

$$\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{D_i - \bar{D}_i}{D_i} \right|$$

(14)

3.3. Correlating the Dispersion Behavior

To enable exploitation of the results beyond the current work, an attempt will be made to correlate the extent of transverse dispersion to the operating conditions and the porosity and configuration of the structure, commonly in the form of the dimensionless transverse Péclet number. The Péclet number for molecular diffusion equals the product of the Reynolds number ($Re$, eq 9) and the Schmidt number ($Sc$, eq 10), divided by the porosity of the structure, as shown in eq 11. For packed columns, a correlation is usually proposed in the form of eq 12, with the generally accepted form for gas-phase packed columns, a correlation is usually proposed in the form of eq 11. For molecular diffusion systems in packed beds of spheres shown in eq 13,20,36 The factor $\tau$ represents the tortuosity, which has a value of $\sqrt{2}$ in a randomly packed bed of spheres. The dispersion behavior of fluids with higher Schmidt numbers in packed beds is more complex, and several conditional correlations are required to describe the entire range of Reynolds numbers.

$$Re = \frac{\rho Ud}{\eta}$$

(9)

$$Sc = \frac{\eta}{\rho D_m}$$

(10)

$$Pe_m = \frac{ReSc}{c} = \frac{ud}{D_m}$$

(11)

$$\frac{D_i}{D_m} = \frac{1}{\tau} + \frac{1}{12} Pe_m$$

(13)
literature for comparison. The spreading of the tracer plume by the distributor and the inlet zone was decoupled from the dispersion caused by the packed bed. This is done by extending eq 8 to account for the dispersion induced by the distributor \((eq\ 15)\), and performing a separate experiment with only the distributor in place to determine \(\sigma_{\text{distributor}}\). The results of this validation, performed in duplicate, are summarized in Figure 7.

\[
D_{\text{PB}} = \frac{\sigma_{\text{PB}}^2}{2x} = \frac{(\sigma^2 - \sigma_{\text{inlet}}^2 - \sigma_{\text{distributor}}^2)U}{2x\epsilon_{\text{PB}}}
\]  

\(\text{(15)}\)

![Figure 7](image)

**Figure 7.** Validation of packed bed relative transverse dispersion with spheres of 2.5 mm. Each experimental data point was collected in duplicate and these points almost completely overlap. The correlation for transverse dispersion in gas phase systems, \(eq\ 13\), is plotted with \(\tau = \sqrt{2}\) alongside literature data taken from Coelho and Guedes de Carvalho.\(^{43}\)

It is seen in Figure 7 that the experiments are very reproducible as the data points from duplicate experiments are almost completely overlapping and thus there seems to be little influence of the packing (note that the structure porosity was taken into account). In addition to this, the correspondence between the experimental data and the correlation is very good with a MAPE of only 6.83\%, especially when taking into account the correlations’ reported standard deviation of 12\%.\(^{37}\) At lower Péctel numbers a somewhat larger deviation is observed, but this is likely due to the same effects that were present in the validation of the molecular diffusion coefficient. Hence, the novel experimental method is hereby validated to be an accurate alternative to conventional methods to measure transverse dispersion, and can subsequently be used to quantify the transverse dispersion in 3D-printed logpile structures.

### 4.3. Reproducibility of Logpile Structure Measurements

The excellent reproducibility of the validation measurements was already shown, but to allow for proper data interpretation, it is important to verify that this also holds for the measurements with 3D-printed logpile structures. To this end, measurements were conducted in triplicate or in quadruplicate. For the staggered structures, 2 of the 11 structures were measured in triplicate, and this yielded an average coefficient of variation of 1.88\%, being in accordance with the significance of the validation cases. For the straight structures, however, an average coefficient of variation of 10.9\% was found when considering a structure measured in triplicate and another measured in quadruplicate.

To elucidate the origin of the relatively poor reproducibility for straight structures, the outlet tracer concentration profiles of a straight structure and its staggered counterpart are compared in Figure 8. The staggered data are, as expected, very similar. For the straight structures, however, larger deviations are observed, and it can be seen that the profiles are not as smooth as expected. The small bumps in the experimental concentration profile are likely a result of the structure-induced velocity profile, which is channeled for straight structures (in contrast to the more uniform velocity distribution that can be expected from a staggered configuration). It is reasonable to assume that this leads to a decrease in the quality of fit as the condition of a uniform velocity profile is not satisfied. In addition, the reproducibility is further decreased by deviations between experiments due to the channeled structure. More specifically, a slight offset in structure placement may change the relative location of the injection and influence the spreading of tracer through the structure to a disproportionate degree. A final origin of the poor reproducibility could be small fluctuations in the gas supply between experiments, which are likely dampened out in the staggered structures, but enhanced in the straight configuration due to the channeling.

An option to improve the relatively poor reproducibility of the straight structure data would be to include an outflow region. Additional dispersion in the outflow region would then

![Figure 8](image)

**Figure 8.** Comparison of outlet tracer concentration profiles of a staggered (left) and a straight (right) structure, both experiments with 1.5 mm feature size, a porosity of 52.7%, and a superficial velocity of 0.31 m s\(^{-1}\). Different markers represent triplicate experiments.
be characterized by the superficial velocity and the molecular diffusion coefficient. This approach was tested for the packed bed validation case, but it was observed that the outflow zone requires more careful consideration. This is likely due to an initial settling zone in which the velocity profile needs to develop. The hydrodynamics involved in the development within this zone are complex and would require intricate modeling which is beyond the scope of the current work. Hence, this option is abandoned, and the relatively high variability of the straight structure data should be kept in mind.

4.4. Transverse Dispersion in Logpile Structures

In this study, 11 different structural variations were tested in both staggered and straight configurations. First, the data of the structures with a feature size of 1.5 mm are considered. These structures are exempt from possible pseudo-2D effects as both the features and supporting cylinders are of the same size. Five different porosities were investigated, and the results are shown in Figures 9 and 10 for the staggered and straight configurations, respectively.

![Figure 9](https://example.com/fig9.png)

**Figure 9.** Experimental data of the relative transverse dispersion in different staggered structures with 1.5 mm feature size and varying porosity.

![Figure 10](https://example.com/fig10.png)

**Figure 10.** Experimental data of the relative transverse dispersion in different straight structures with 1.5 mm feature size and varying porosity.

When comparing the staggered and straight structure data, it is observed that the transverse dispersion is significantly lower for the latter configuration, especially at higher Péclet numbers. This can be attributed to the channeled, monolith-like, geometry of the straight structures, which limits the degree of transverse dispersion. This is contrasted by the staggered structures, where the flow is constantly split as it navigates the tortuous path around the cylinders, thereby enhancing the lateral mixing. In addition, it can be observed that for a staggered structure the relative transverse dispersion coefficient is a function of the porosity (see Figure 9). This enables tunable dispersion behavior by modification of the structures’ geometry, which is one of the major advantages of 3D-printed logpile structures in comparison to randomly packed beds. The general trend is that the transverse dispersion increases as the porosity decreases. This may be expected for this configuration, as a lower porosity represents the situation in which the cylinders are closer together, and thus the path for the flow is more tortuous. In contrast, for a higher porosity, the ratio between aperture size and cylinder diameter is larger than one and small channels emerge, decreasing the amount of transverse dispersion. Exceptions to this trend are also observed though, for example, where the curves of 45.1% and 48.1% switch order in the graph at higher Péclet numbers. This suggests that a more complex dependency on the porosity is likely present. In contrast, for the straight structures, it is observed in Figure 10 that the dependency on the porosity is not very pronounced and the differences in relative transverse dispersion are rather small, particularly at lower Péclet numbers (especially when considering the higher standard deviation of the data for the straight structures). Hence, the straight configuration fulfills the potential of the 3D-printing technology to a lesser degree. The channeled flow through the straight structure limits the transverse dispersion and only at higher Péclet numbers can some effect of the structures’ porosity be observed. This is probably related to the increased mixing for flow past cylinders at higher Reynolds numbers, because of the increased distance between cylinders for structures of higher porosity.

Finally, it can be observed that for straight structures, the transverse dispersion increases linearly with the Péclet number, similarly to packed beds of spheres, whereas the transverse dispersion increases superlinearly as a function of Peₘ for the staggered configuration. This can again likely be related to the enhanced mixing for flow past cylinders at higher Reynolds numbers because of the increased space between the features in comparison to a packed bed of spheres.

The results of the experiments with feature sizes of 1.2 mm and 2 mm are shown in Figures 11 and 12, for the staggered and straight configurations, respectively.

As mentioned, these results may be influenced by pseudo-2D effects as features and supporting cylinders are not of the same size. It is indeed observed that the trends of these alternate feature sizes do not exactly follow the general
conclusions of the 1.5 mm structure data. In general, none of the results exhibit a clear dependency on the porosity as was the case in Figure 9, and the transverse dispersion is less different for structures of different porosity, as was the case in Figure 10. For the staggered configuration, it can be observed that at low Péclet numbers, the relative transverse dispersion is approximately equal for the different structural variations (see Figure 11). At higher Péclet numbers, the relative transverse dispersion of the structures with 2 mm feature size increases more strongly compared to the structures with 1.2 mm feature size. It could be hypothesized that larger cylinders create a higher mixing intensity in their wake, but the current data would need to be supplemented with modeling studies to elucidate whether this is the case. For the straight configuration, the general trends in Figure 12 are better in accordance with the original results in Figure 10 compared to the staggered configuration. This leads to the conclusion that the straight structures are less sensitive to the pseudo-2D effects present, since they are all relatively similar. The relative transverse dispersion does seem to increase as a function of feature size. This could again be the result of enhanced mixing in the wake of the cylinders, leading to increased mass transport in the axial gap between features.

A more thorough fundamental understanding of the pseudo-2D effects in the experimental setup, as well as the observed effects as a function of the porosity of the structure and the dependency on the Péclet number could be obtained from detailed modeling (direct numerical simulations), which is beyond the scope of the current paper. This should include a detailed analysis of the influence of the domain thickness, since it was mentioned that the no-slip z-boundaries on either side of the structure, as well as the tortuous path present in the z-direction, may influence the current results. Decoupling of this possible influence from the observed dispersion behavior will yield values for the transverse dispersion coefficient which more accurately describe the actual situation in logpile structures where the fluid is allowed to travel in all directions.

4.5. Correlating the Results

The conclusions regarding the observed trends for a feature size of 1.5 mm allow for an attempt at correlating these results. Such correlations may be used to provide an estimate for the degree of transverse dispersion at various operating conditions in different 3D-printed logpile structures, which can aid in the design of chemical processes employing these structures. Correlations are fitted based on eq 12. By multivariate optimization, using the porosity of the structure, the feature size, hydraulic diameter, and Péclet number, the correlations in eqs 16 and 17 were obtained for the staggered and straight configurations, respectively. These correlations are plotted alongside the original data in Figures 13 and 14.

\[
\frac{D_{t}}{D_{m}} = 2.64 \left( \frac{1 - \epsilon}{\epsilon} \right) + 0.00631 \left( \frac{1 - \epsilon}{\epsilon} \right)^{2.65} \left( \frac{D_m}{d} \right)^{1.67} \tag{16}
\]

\[
\frac{D_{t}}{D_{m}} = 0.769 \left( \frac{1 - \epsilon}{\epsilon} \right)^{1.31} + 0.0262 \epsilon^{2.04} P_{\infty}^{1.19} \tag{17}
\]

For consistency, the staggered configuration data in Figure 13 is plotted as a function of the Péclet number, but it was observed that the data are better correlated through a modified Péclet number, using the hydraulic diameter (the aperture between features) as characteristic length. The fitted coefficients were obtained after optimization, resulting in a MAPE of 3.74%. Both this low MAPE and the visual comparison in Figure 13 confirm that this correlation, and particularly the use of the modified Péclet number, provides a good description of the experimental data.

The optimized correlation for the straight configuration has a MAPE of 9.26%. This seems high, but should be put in perspective with consideration of the high coefficient of variation of the data.
Both fitted correlations have a slope that is lower compared to the correlation for the randomly packed bed of spheres (which is shown in Figure 7), meaning that a change in Péclet number will influence the transverse dispersion to a lesser degree. Similar observations with quantitatively comparable differences in transverse dispersion coefficient have been made in the literature for comparisons between ordered (e.g., face-centered cubic) and randomly packed beds of spheres. The observed effects can be attributed to an inherent difference between randomly packed beds and ordered structures. Because of the periodic nature of ordered structures, streamlines are symmetric throughout the structure and will not cross over into another repeating unit. Transverse dispersion is thus ultimately limited by a diffusion process as only diffusion between adjacent streamlines allows for mass transport between repeating units. This contrasts with randomly packed beds, in which the asymmetric structure and the broader tortuosity distribution resulting from this causes the streamlines to be more randomly distributed, increasing the apparent transverse dispersion due to transverse convection beyond the scale of a periodically repeating unit in a logpile structure.

5. CONCLUSIONS

The transverse dispersion behavior of 3D-printed logpile structures was quantified for the first time using a novel measurement technique employing infrared absorption to visualize the flow of tracer gas. The measurements of 22 structural variations at different superficial velocities have confirmed that the transverse dispersion in staggered logpile structures is indeed significantly higher than in straight logpile structures, and that the transverse dispersion can indeed be tailored by changing the design of the structure, namely, feature size and porosity. This, in addition to the tunability of catalyst holdup and fluid–solid interfacial area, allows for relatively broad windows of reactor operation. This contrasts with structures with a straight configuration, the channeled internals of which limit the range of transverse dispersion coefficients that can be achieved. The transverse dispersion behavior was correlated to operating conditions (Péclet number) and the geometry of the structure (feature size, hydraulic diameter, and porosity), and the proposed correlations aid to estimate the extent of lateral dispersion in logpile structures to facilitate reactor design. Additional modeling work is required to fully understand the influence of the structural parameters and come to a more fundamental explanation of the relevant phenomena rather than a descriptive correlation.
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■ NOMENCLATURE

\( A \) Absorbance, -
\( C \) Concentration, mol m\(^{-3}\)
\( D \) Dispersion coefficient, m\(^2\) s\(^{-1}\)
\( d \) Diameter of printed features, m
\( d_h \) Hydraulic diameter, m
\( I \) Intensity, -
\( L \) Half column width, m
\( N \) Number of data points, -
\( n \) Counting variable, -
\( Pe \) Péclet number, -
\( Re \) Reynolds number, -
\( Sc \) Schmidt number, -
\( T \) Transmission, -
\( t \) Time s
\( U \) Superficial velocity, m s\(^{-1}\)
\( u \) Velocity vector, m s\(^{-1}\)
\( u_i \) Interstitial velocity, m s\(^{-1}\)
\( x \) Axial coordinate, m
\( y \) Transverse coordinate, m
\( \alpha \) Fitted coefficient, -
\( \beta \) Fitted coefficient, -
\( \gamma \) Fitted coefficient, -
\( \Delta y \) Half injector width, m
\( \epsilon \) Porosity, -
\( \sigma \) Standard deviation, m
\( \tau \) Tortuosity, -

Subscripts

0 Reference
m Molecular
PB Packed bed
t Transverse
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