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ABSTRACT China’s transportation industry has been experiencing huge changes and the travelling frequency of citizens becomes higher and higher and more and more diversified in a short time period. The analysis and deep research on the short-term change of population density in the city-level spatial resolution are worthy of further exploration. In this study, we first used two linear regression models to build relationships between the 2010 census density, predicted 2020 census density and the Tencent density respectively to test the usability of Tencent positioning data. The Pearson’s correlation coefficients r 0.58 (p < 0.01) and 0.54 (p < 0.01) demonstrates good positive correlations between the ground truth (census data) and the geographic spatiotemporal big data (Tencent positioning data), which could be used to represent the relative human population density distribution in China. Then we use the human population distribution based on the Tencent positioning dataset of China in every hour of the first 21 days, to predict the hourly distribution in the next week by seasonal autoregressive-integrated-moving-average (SARIMA) and a convolutional long short-term memory (ConvLSTM) models respectively, with the 50 × 50 km of spatial resolution. The total average of the ConvLSTM model’s Root Mean Square Error (RMSE) is 139.0, while the SARIMA’s one is three times greater than the value. And the coefficient of determination (R²) values of ConvLSTM model is higher than 0.9, while the other ones are about 0.78. Comparing the two results in both time and space concludes that: the evaluation results reflected by RMSE and R² showed that the two models are both suitable for the prediction of Tencent density distribution in finely-grained time and space. Nevertheless, the predicted density correlated much better with the tested data at temporal and spatial scales when using ConvLSTM compared to SARIMA, and the capability of prediction in space by ConvLSTM model is more stable.

INDEX TERMS Prediction, human population density distribution, SARIMA, ConvLSTM, Tencent positioning data, deep learning, geographic spatiotemporal big data.

I. INTRODUCTION

Before the end of the human population growth in the foreseeable future is likely to come [1], the future development of population size and structure is of importance since planning in many areas of politics and business is conducted based on expectations about the future makeup of the population [2]. Furthermore, there is another similar concept with the population size, population density, also play a vital role in the related fields. With the internal structure of cities getting more complex, the study of urban population density distribution, as a result, also becomes more [3]. For example, it is of considerable significance for urban planning, such as the division of urban functional areas, the allocation of public service facilities and the urban traffic planning [4], and the protection of urban public safety and crisis management [5]. Thus, in terms of the administrator of the nation, predicting the changings of human population density distribution...
would be necessary to understand the situation and development of countries, and manage the policy of society. For instance, foreknowing the hot spot reflected by people density can provide urban and transportation planning suggestions for the government [6]. Besides the situation of the urban area of the nationals, the human who stays at the rural areas is more worthy to be understood and predicted because they are always away from the administrators and with less part of the nationals in the modern world. Thus, the global situation of nations in the future put a significant impact on the management of the government, and bring the public a safe and useful information, especially in a large-area country with more areas of rural regions such as China, which is the first most populous country in the world with the high rate of increase in population.

China’s transportation industry has been experiencing huge changes in a leap-forward speed with brilliant achievements since 1978 [7]. Although the rapid expansion of High-Speed Rail (HSR) has caused the falling air passengers’ number in competition routes, the amount of the passengers for the travelling over the cities, provinces and countries have increased significantly [8], which means the travelling frequency of citizens in China becomes higher and higher and more and more diversified in a short time period such as a half-day. This travelling phenomenon worth deeper analysis, measurement, and even prediction.

In detail, we analyze the travelling passenger volumes by the two main transportations, train and flight. Based on a report of the 2019 development of the high-speed railway in China1 released by World Bank Group,2 the passenger mileage competition between civil aviation and HSR is mainly concentrated in the travelling distance of 800-1200 km, therefore, we simply divide the travelling crowd into those who are less than 1000 km by train (including both HSR and traditional train) and those who exceed by plane. According to the Civil Aviation Industry Development Statistical Bulletin of China,3 in 2019, the total passenger traffic volume of the whole industry was 659,9342 million, which means on average, at least 75000 people travel between two cities more than 1000 kilometres apart per hour. While in terms of the passenger who prefer take traditional trains or HSR, the total volume of the passenger is about 3.66 billion, which is equivalent to that at least 417 thousand people travel between two cities less than 1000 kilometres apart per hour, according to the Railway Statistical Bulletin in 2019 of China.4 Thus, the analysis and deep research on the short-term change of population density in the city-level spatial resolution (defined as the smallest cell represents an area similar to that of a city) is worthy of further exploration.

At present, many studies focus on the short-term prediction of population density. However, predicting the population size or density distribution in both finely-grained spatial and temporal scales in a large area, such as China, with a land area of about 9.6 million square kilometres, had not received much attention because the related data in a large area over a dynamic time period was hard to obtain in the past several years until the geographic spatiotemporal big data [9] appeared recently. Note that the finely-grained space and time are a relative quantity, which depends on the ratio of resolution to the total study area. For example, the resolution is a block or a building while the study area is city-wide. In the same way, the resolution is a city while the study area is country-wide could also be regarded as a finely-grained work, which has been defined and used in our study.

Geographic spatiotemporal big data is defined as due to continuous spatiotemporal data are extracted and stored through discrete samples in geography so that it can be seen as a time series correlated in space [10], namely spatiotemporal series. With the constant improvement of space data acquisition and data storage capacity [11], more and more spatiotemporal data are added to analyze interactions among them in geospatial, such as time series of remote sensing images and different kinds of socio-economic statistical data. That multi-source of spatiotemporal series constitutes geographic spatiotemporal big data. Several types of geographic spatiotemporal big data are suitable to extract the people density in finely-grained spatial and temporal scales, for example, the Call Detail Record (CDR) data [12] which is obtained by Subscriber Identity Module(SIM) card in the smartphone, and the GNSS data-oriented from applications in a smartphone such as Baidu heat map data [13]. However, the basis of the usage of these types of big data to compute the global human population density is the much high penetration of the smartphones [14], while there are insufficient researches to compare the datasets with the ground truth to test their robustness because of there is no ground truth of dynamic human population density distribution in finely-grained spatial, temporal scales. Because the penetration of the smartphone cannot reach absolute 100% in the real world, we assume that the population using mobile phones is spatially randomly distributed among all people, and named the human population as the relative human population.

Furthermore, in the related research, there are also many defects in the use of data and the selection of prediction models, especially the usability verification of spatiotemporal big data and the accuracy comparison of prediction models. In addition, the current research based on the big data and deep learning to predict high-precision (relative) spatiotemporal human population density distribution has not appeared, which means our research will be devoted to filling the gap in this field.

In this study, based on a geographic spatiotemporal big data, Tencent positioning big data, we compute the relative human population distribution based on the dataset in every hour of the first three weeks (21 days), to predict the
hourly distribution in the next week (7 days) by SARIMA and ConvLSTM models respectively, and finally to compare the accuracy. The spatial resolution in this study is set as 50 km, which is considered as the city-level resolution. However, as Tencent positioning big data belongs to Volunteer Geographic Information (VGI) [15], its usability needs to be confirmed because of its diversity of authorship [16]. However, up to now, there is no open-source data source with high spatial-temporal accuracy in the databases covering the whole of China, so we can only consider other similar data for comparative analysis. Census data is a kind of open-source and national dataset, which can be compared with Tencent big data through certain processing to prove its usability. The novel contributions of this article are as follows.

1) We first detect the correlation between Tencent positioning data and census data, to test the usability and robustness to use Tencent density to represent relative human population density in China (including territorial land area only, excluding territorial sea area. And in the last part of this article, we only use China to represent this).

2) We first predict the human population distribution in a finely-grained spatial and temporal resolutions for the whole of China by a traditional model SARIMA and a novel deep learning model ConvLSTM, and then to compare the results to conclude the most accurate one.

The remainder of this article is organized as follows: Section II presents the related works while Section III introduced the dataset and the method we used. In Section IV, we evaluate their accuracy and compare these three methods’ abilities to predict the relative human population distribution both in time and space. In Section V, we present our conclusions and our thoughts for future research.

II. RELATED WORKS

The initial research on population prediction dates back to 1789, Malthus presents that the population will exhibit exponential growth characteristics without any restrictions [17]. Then plenty of model of prediction of people population raised. Verhulst proposed the Logistic Function for the relationship between population size, population growth rate and environmental carrying capacity, which considers the constraints of the environment and resources on the population based on the theory of Malthus [18]. Later, Markov Chain model was applied in the population prediction to solve the potential errors brought by the changings population growth rate [19]. Nathan pioneered the idea of using matrix multiplication for population prediction and established a matrix model [20] which considers the gender, age, fertility and survival rate of people. The method was then improved to Leslie matrix [21]. However, these studies do not consider the spatial factor and the spatial resolution only remains at an administrative unit such as country or state level. And the temporal scale and the resolution of them are coarse-grained such as predicting people in the future decades with a year interval. At the start, more finely-grained prediction for the population distribution both in space and time focus on the small area, such as at the minor civil division (MCD) governmental level in Wisconsin, the USA since 1960 [22] because population change in small areas is more volatile than in more extensive areas because migration often accounts for a more substantial fraction of population change at the local level than it does at the national level [23]. There are some works that focus on the human population density prediction in a ground-truth level based on the video and image datasets from surveillance networks. For example, Hiroaki et al presented a new visual forecasting task named crowd density forecasting by modelling patch-based dynamics, but the prediction region is only camera-scale [24].

Finely-grained prediction works in space and time have taken place on the crowd flow, which provides similar scientific merits with population density changing by focusing on a speed that objects in a crowd move in space, i.e., Samuel et al proposed an approach to instantly predict the long-term flow of crowds in arbitrarily large, realistic environments [25]. Zigian et al proposed DeepSTN+, a deep learning-based convolutional model, to predict crowd flows in the metropolis. The spatial resolution in the study is about 20 km, while the time intervals are 30 minute and one hour, but the whole study areas are two cities, Beijing and New York [26]. The study [27] proposed DeepFlowFlex, a graph-based model to jointly predict inflows and outflows for each region of arbitrary shape and size in a city. The spatial and temporal resolutions are real finely-grained in the prediction, which are 2 km and half an hour, but the study regions are one city as well.

In terms of the model of predicting population size or the population density, after the combination of the autoregressive (AR) and moving average (MA), autoregressive-moving-average (ARMA) model [28] has achieved excellent results in short-term population forecasting and has been widely used [12]. But in terms of a stationary time series dataset, whose statistical properties such as mean, variance, autocorrelation, etc. are all constant over time, Autoregressive-integrated-moving-average (ARIMA) model can eliminate some errors by stationarizing a time series through differencing [29]. While in terms of the time series dataset that has seasonality that is the presence of variations that occur at specific regular intervals less than a year, such as weekly, monthly, or quarterly, this repeating cycle may obscure the signal that we wish to model when forecasting, and in turn may provide a strong message to our predictive models. But seasonal ARIMA (SARIMA) is an improved model to solve the problem [29]. These traditional methods above are based on the principle of statistics, which are mature, simple and easy to promote. However, considering limited influencing factors of the growth of population, accuracy requirements for training data make them generate more errors about the forecasted results. But the emergence of the artificial neural network model [30] gave the researchers a new thought of the prediction of population. The characteristics of high learning precision, fast calculation speed and
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strong robustness make it fashionable to apply [12]. With the development of machine learning and deep learning, there are many prediction models to predict time series data, e.g., long short-term memory (LSTM) model [31], while a Convolution Long Short-Term Memory (ConvLSTM) is the first deep learning model which consider both spatial-temporal autocorrelations. Thus, the model is expected to play an excellent performance on the prediction work based upon spatial-temporal data [32].

VGI are a rich and, often inexpensive, source of information but still exists some trusting issue such as the integration with authoritative and other datasets [33]. VGI could be used as the main dataset to analyze and provide key information, but also be regarded as an auxiliary to adjust none-VGI, i.e., census data. As an auxiliary case, a convolutional neural network (CNN) architecture is proposed to validate landslide photos collected by citizens or nonexperts and integrated into mobile- and web-based Geographic Information System (GIS) environment designed specifically for a landslide CitSci project [34]. The role of VGI in this study is providing a larger amount of training data to improve identification accuracy. To be as the main datasets, the assessing or usability analysis is necessary and a large body of work proposes using trust as a proxy for VGI quality [35], [36]. For example, the research [16] presented a formulaic model that addresses VGI quality issues, by quantifying trust in VGI. Further, a review [37] has classified the related literature into 30 methods that can be used to assess one or more of the 17 quality measures and indicators coming across in the literature for a map, image, and text-based VGI, respectively. Among the methods, comparison with ground truth data to test the VGI’s quality with corresponding comparative analysis is a popular way. However, in terms of some specific dataset, i.e., Tencent Position data, there is no actual ground truth, but the similar datasets, such as census data, could be utilized after adequate comparative analysis.

FIGURE 1. Data and method overview to perform a spatiotemporal prediction of the relative human population density distributions in China.

III. DATA AND METHOD

The structure of this section consists of three parts. Firstly, we introduce the dataset we use, and then to explain the pre-processing on the dataset. Finally, the methods of the prediction are reported with the validation and comparison strategies. The overview of this section is shown in figure 1.

In this study, we mainly use two datasets including the Tencent positioning data, which is the primary input data into the prediction models, and the census data that is used to explain the authenticity of the Tencent positioning data. In the second part, we map two types of density distributions that are computed by the two datasets and then use regression model illustrates the practical significance of the Tencent density distribution. And in the final part, we apply two prediction models, including a traditional SARIMA model and a deep learning ConvLSTM model on the Tencent density distributions. Furthermore, the validation and comparison strategies of the two results would also be introduced in this part.

A. DATA

1) TENCENT POSITIONING DATA

WeChat from Tencent Company is currently the most popular social software in China, and according to the WeChat Annual Data Report 2018, there have been more than 1.01 billion users log in to WeChat every day. In larger cities in China such as Beijing, Shanghai and Guangzhou, the penetration rate of WeChat has reached at least 96% of citizens according to Kantar China Social Media Impact Report 2018. Besides WeChat software, there are several other mobile applications produced by Tencent Company such as social application QQ, Tencent Video and QQ Browser, which are also popular with high penetration rates. All these applications need their users to turn on positioning permissions so that Tencent Company can get the location of users using their smartphone GNSS once we install one of them. Based on the data of users’ location, Tencent presents a real-time platform to show the heat map of their users and the density distribution could be easily mapped by GIS software such as ArcGIS.

The spatial structure of the Tencent positioning data consists of vector points that are stored as SHP format file, and they regularly scatter at the map of China. Under the projected coordinate system of WGS 1984 World Mercator, they are arranged evenly shown in figure 2 (a) and (b), each point is 5566 meters away from the point on its east or west (figure 2 (b), WE Line), while 7235 meters away from the point on its north or south (figure 2 (b), NS Line). For each SHP file, there are millions of points that cover the whole China land at a specific time, for example, 6:00 A.M., 01 September 2019. For each point, there is a feature named Recorded Number of People (RNP) that represents the related people number on this point at this time. However, because in this study, we focus on China land region, we convert the projected coordinate system of all SHP files from WGS
In this study, we used census data from China’s sixth census in 2010\textsuperscript{12}, which is the newest census in China, to compare with the Tencent positioning data. The spatial unit of this census data is the prefecture-level city, which has 333 units in 2010\textsuperscript{1}.

1. The China map under WGS 1984 World Mercator projection. (b) is an example place (one region in Beijing) to illustrate the distribution of the Tencent Point under the WGS 1984 World Mercator projection. (c) shows the China map under Asia Lambert Conformal Conic projection, while (d) regards whole Beijing as an example to show the detail of the Tencent Point and the grid.

2) CENSUS DATA

In this study, we used census data from China’s sixth census in 2010\textsuperscript{12} which is the newest census in China, to compare with the Tencent positioning data. The spatial unit of this census data is the prefecture-level city, which has 333 units in 2010,\textsuperscript{13} we call them administrative units in the last part of the paper. For each administrative unit, there is a corresponding number of human populations. The spatial distribution of the units is shown in figure 4(a), and the further process of

In terms of the temporal structure of the Tencent positioning data, the resource of the data updates secondly, which means every second, there is an SHP file generated from the website. But in this study, we use the SHP files that are produced at the first second of every hour to represent the Tencent people distribution on this hour. We get the data from 1 September 2019 to 7 October 2019 (37 days), which means SHP files are representing 888 hours’ distributions of Tencent recorded people.
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(Hulunbuir, Inner Mongolia). In order to reflect the human population distribution more intuitively, we created a fishnet-like grid to divide the whole of China (excluding the territorial sea area) into square cells. We define a frame region which covers the China land area as a 5000 × 5000 km² square area. To make the data structure more suitable for the prediction models, the grid in this area consists of 100 × 100 cells, and each cell is a 50 × 50 km² square. Because the area of each cell is 2500 km² where there are 12 administrative unit is smaller than this, which means the cells in the grid are smaller than 96% of units. Thus, the spatial resolution of the grid is much higher compared to the census data.

In the next step, for each cell, we cumulative the RNP of all Tencent points in the corresponding cell, to create a new feature for the cell, named RNP of the cell (RNPC). Then we calculated the human population density for each cell and named the final distribution as the Average Tencent Density, by the equation:

\[
\text{Tencent Density}_i = \frac{\text{RNPC}_i}{2500 \text{km}^2}
\]

(1)

where \(i\) is the index of the 10,000 cells. Finally, we map a new type of human population density distribution. The same process is operated on all 888 files, thus there are 888 distributions of Tencent Density which would be input into the prediction models.

However, because we need to compare the 2010 census data, predicted 2020 census data with the Tencent data respectively, first, the predicted 2020 census data would be computed based on the previous research [39]. In detail, for the 12 provinces or cities that would have more rapidly changed, we use the final predicted results of the research, and for the other provinces or cities, we just use the densities of the 2010 census data. Then, we need to unify the space and the time of these three datasets. In the temporal scale, we calculate the average Tencent Density of 888 files for every cell, map a final Average Tencent Density (ATD) distribution to compared with the census datasets. In the spatial scale, first, we calculate the density of each administrative unit by the equation:

\[
\text{Census Density}_j = \frac{\text{RNP}_j}{A_j}
\]

(2)

where \(j\) is the index of the 333 administrative units and the \(A_j\) is the corresponding area of the unit. In the next step, we convert the ATD into the same spatial format as Census Density, naming it as the Converted Census Density (CCD), by the equation:

\[
\text{CCD}_j = \frac{\sum_{k=1}^n (\text{Tencent Density}_{i,k} \times A_k)}{A_j}
\]

(3)

where \(n\) is the number of components that administrative unit \(j\) is divided by Tencent grid, \(i\) is the index of the 10,000 cells and the \(k\) is the index of these components. \(A_k\) is the area of the component \(k\), and finally, the CCDs of all units have been computed as a new distribution.

Because the CCD still represents the relative density of the human population, we cannot compare the CCD with the Census Density by their absolute values. We classify and visualize the density of the 333 administrative units for both two distributions into 32 levels by the Natural breaks (Jenks) method [40], where 32 is the maximum quantity of this method in the ArcGIS symbology system. And now we have a new feature of the density level value for each administrative unit for both density distributions and the results would be shown in section III.A. Finally, we extract 333 tuples that each tuple consists of CCD density level, 2010 Census Density and predicted 2020 Census Density level for the unit. We build two simple linear regression [41], [42] models to these datasets to see if there are linear relationships between the Tencent density distributions and other two census density distributions respectively.

C. PREDICTION

In our study, we apply two prediction models on the dataset, SARIMA and ConvLSTM. The input of data is the 888 Tencent Density distributions. However, the approaches of inputting data to these two models are different. In terms of the SARIMA model, we regard each cell as a single input, which means every cell has a time series consists 888 density values, and the model would be built for 10,000 times because there are 10,000 cells. On the other hand, because the convolution would be used in the training of ConvLSTM model, the input of this process would regard a grid as an entirety. This section would introduce the two models in detail.

1) SARIMA MODEL

The SARIMA model applied in this research is the most general form of a univariate class of models originally presented by Box and Jenkins [29]. It has been extensively studied and used in different fields, such as economy, industry and, more recently, in public health. In this study, this model is utilized in the prediction of relative human density time series.

Because human population density distribution changed with time in a specific spatial area, such as one city or province, we need to determine that if they have a trend component in the dataset. The initial process is that a first-order difference of the series \(z_t\) is given by \(w_t\), the difference between points in the series on unit apart, calculated as \(w_t = z_t - z_{t-1}\). We may also write \(w_t\) in terms of the backward shift operator \(B\) as \(w_t = (1 - B)z_t\), and so the \(d\)th order differencing is obtained as \((1 - B)^d z_t\).

Besides the judgement of the trendiness by Augmented Dickey-Fuller (ADF) test [43], seasonality needs to be exhibited as well. In our case, the population density distribution which is extracted from Tencent positioning data has obvious daily seasonality because the people’s usage of their smartphone is in line with their basic schedule, for example, when people go to sleep at night, they would not use their

\[13\text{https://pro.arcgis.com/en/app/help/mapping/layer-properties/symbolize-feature-layers.htm}\]
phone which causing the less information has been recorded by Tencent software, and when they get up in the morning, the smartphone will run again, and people’s position would be updated and recorded by the software with the activities getting more. Thus, Box and Jenkins have extended the above idea of ordinary differencing by forming seasonal differences \( w_t = z_t - z_{t-1} = (1 - B^s)z_t \), where \( s \) is the seasonal period of the data. Therefore, the most general Box–Jenkins model, the seasonal autoregressive integrated moving average (SARIMA), has the following form:

\[
\phi(B) \Phi(B^s) (1 - B^d)(1 - B)^q z_t = \theta(B) \Theta(B^s) a_t
\]

with

\[
\phi(B) = 1 - \phi_1 B - \ldots - \phi_p B^p \\
\theta(B) = 1 - \theta_1 B - \ldots - \theta_q B^q \\
\Phi(B^s) = 1 - \Phi_1 B^s - \ldots - \Phi_p B^{ps} \\
\Theta(B^s) = 1 - \Theta_1 B^s - \ldots - \Theta_q B^{qs}
\]

where \( p \) is the autoregressive order, \( q \) the moving average order, \( d \) is the number of differencing operations, and \( P \) and \( Q \) are the corresponding seasonal orders.

After removal of trend and seasonal components, the process of model fitting involves identification, parameter estimation and diagnostic validation. At the identification stage, a tentative autoregressive moving average (ARMA) process is developed based on the estimated autocorrelation function (ACF) and the estimated partial autocorrelation function (PACF). The shape of the ACF and PACF of the population density time series is compared with the shape of the theoretical model. This process of comparison allows the definition of \( p \) and \( q \), the orders of the ARMA model.

It worth mentioning that in our study, for each validation (total we have 10), because we need to model 10,000 times for 10,000 cells’ density time series by SARIMA, there would be a huge computation work that consumes plenty of time and power of computers. In order to simplify the process, for every distribution that consists of 10,000 cells, we compute the average Tencent density. 888 average density values are every distribution that consists of 10,000 cells, we compute for 10,000 cells’ density time series by SARIMA, there would be 10,000 times series for every cell but use the same parameters of the SARIMA, and then we still model 10,000 times of the 10,000 times series for every cell but use the same parameters that are computed by the final average time series.

2) CONVLSTM MODEL

Long short-term memory (LSTM) is a type of recurrent neural network (RNN) node structure known to have good performance when handling time-series data with temporal autocorrelations [44]. It was used to successfully learn and generalize the properties of time sequences such as traffic flow [45] and financial stock options return [46]. The core concept of LSTM is the cell state affected by various interlinked gates. The cell state acts as a transport highway that transfers relative information down the sequence chain as the "memory" of the network. The cell state can carry relevant information throughout the processing of the sequence. Thus, even information from earlier time steps can make its way to later time steps, reducing the effects of short-term memory. As the cell state evolves, information gets added or removed via gates, acting as a type of neural network that decides which information is allowed to exist for the cell state by learning what information is relevant (during training) [47].

In an LSTM network, at each time step \( t \), the hidden state \( h_t \) is updated by the current data, i.e., at the same time step \( X_t \), the hidden states at the previous time step \( h_{t-1} \), the input gate \( i_t \), the forget gate \( f_t \), the output gate \( o_t \), and a memory cell \( C_t \) are updated as well [48]. The fundamental principle of the model is similar to that of ConvLSTM; thus, its equations will not be repeated here, as they are given in the introduction of the ConvLSTM model below.

The ConvLSTM model is a variation of LSTM to handle spatiotemporal prediction problems, which were first introduced by Xingjian et al. [32] for precipitation nowcasting, where nowcasting is a technique for very short-range forecasting of the current state using an estimate of speed and direction of movement. In this article, we follow the formulation of ConvLSTM as in Reference [32], which includes inputs \( X_1, \ldots, X_s \), cell outputs \( C_1, \ldots, C_t \), hidden states \( h_1, \ldots, h_t \), and gates \( i_t, f_t, o_t \), and uses a three-dimensional (3D) tensor structure. The first two dimensions of the three-dimensional spatiotemporal tensor of each input feature of a ConvLSTM network are the spatial dimensions and the third dimension is time. The input-to-state and state-to-state transitions of the ConvLSTM cell involve convolutional operations that three-dimensional output tensors, as with the original LSTM.

For \( t = 1 \) to \( T \), \( T \) is the number of time steps, we have

\[
i_t = \sigma(W_{ix} * X_t + W_{hx} * h_{t-1} + W_{ci} * h_{t-1} + b_i) \\
f_t = \sigma(W_{xf} * X_t + W_{hf} * h_{t-1} + W_{cf} * h_{t-1} + b_f) \\
o_t = \sigma(W_{ox} * X_t + W_{ho} * h_{t-1} + W_{co} * h_{t-1} + b_o) \\
C_t = f_t * C_{t-1} + i_t * tanh(W_{xc} * X_t + W_{hc} * h_{t-1} + b_c) \\
h_t = o_t * tanh(C_t)
\]
3) VALIDATION AND COMPARISON

Due to the dataset in this study is time series, we present a cross-validation strategy, as shown in figure 3. We validate the prediction models for 10 times, which utilizes 10 different data groups that are extracted from the original dataset. In every time there are three weeks’ data (21 days) that is used to train the models, and the next one week’s (7 days) density distributions are prepared to be tested, which means we use $21 \times 24 = 504$ hours’ distributions to train models and the next $7 \times 24 = 168$ hours’ density distributions to be tested.

After training and predicting the two models for 10 times, we assess the results by calculated the Root Mean Square Error (RMSE) and the $R^2$ (coefficient of determination) regression score function [49] of the tested data and the predicted data. The RMSE indicates the absolute fit of the model to the data how close the observed data points are to the model’s predicted values, while the $R^2$ reflects the relative fit result. We compute the results of these two indicators as the average results for each cell at the one-time interval (one hour). Nevertheless, for the purpose of assessment in different scales to compare the two models, we graph and assess the two results in time and space respectively by only using RMSE reflecting the absolute value which makes easy to distinguish.

In the temporal scale, for every fishnet (grid) that consists to 10,000 cells, there are three features on every cell including the original density value (F1), predicted density value by SARIMA (F2) and predicted density value by ConvLSTM (F3). We calculate the RMSE between the 10,000 F1 and 10,000 F2, the result is defined as the R1. And then calculate the RMSE between the 10,000 F1 and 10,000 F3, the result is defined as the R2. Because for every validation group there are one week’s hours to be tested, there are 168 R1 and 168 R2 that can be arranged by time flow. While we model 10 times for validation, there are 10 groups’ results. And in every group, there are 168 R1 and 168 R2. R1 and R2 that reflected the accuracy of the two predicted results can be assessed and compared between the two prediction models in temporal scale.

In the spatial scale, according to the discussion above, there are three features for each cell in every different fishnet, in terms of the same cell in different the fishnet, we extract all 168 F1, 168 F2 and 168 F3. Then we calculate the RMSE between the 168 F1 and 168 F2, named the result as R3, and calculated the RMSE between the 168 F1 and 168 F3, called the result as R4. Evenly there are 10,000 R3 and 10,000 R4. Because we validate the models for 10 times, there would be 10 groups’ results. R3 and R4 that reflected the accuracy of the two predicted results can be assessed and compared between the two prediction models in spatial scale.

IV. RESULTS AND DISCUSSION

In this section, we introduce the simple linear regression results of the two density levels and then present the prediction results. Finally, the comparison of the used two models is proposed.

A. SIMPLE LINEAR REGRESSION

In the pre-processing, we compute the ATD for every cell of the 100 $\times$ 100 grid. In figure 4(c) we visualize the distribution of ATD by 32 classifications natural break method that has been mentioned in section II.B., while the 2010 census density is classified and visualized by the same method, shown as figure 4(a), and the same output of predicted 2020 census density is shown in figure 4(b). The bigger the level number, the higher the density in the two figures. With the comparison of these two visualized maps, we can understand the high similarity of them intuitively. For example, in North China that covers Beijing, Tianjin, Hebei province, Shanxi province and Inner Mongolia, and the Shandong province, Henan province, the people density is relatively high compared to other regions, wherein both two distributions map, much more red-coloured region that means higher than 25 levels cover them at the same time.

Based on the ATD, we calculated the CCD by equation 3, and then extract the relative densities of each administrative unit in two census data and Tencent data. Then we model 2 simple linear regressions for the two groups of density data.

The regression results are shown in figure 5, where (a) shows the relationship between 2010 census density and ATD (regression 1) while (b) illustrates the relationship between predicted 2020 census density and ATD (regression 2). Pearson’s correlation coefficients $r$ of the linear regressions are 0.58 and 0.54, which means relatively positive correlations between the census densities and Tencent density for both two models. And the p-values are $9.8 \times 10^{-29}$ and $4.6 \times 10^{-25}$, which are much less than 0.001 means the results of the relationship are reliable.

The reason why the $r$ value of regression 2 is lower than regression 1 may from following aspects: first, the predicted results have errors; Second, in the pre-processing, because the predicted results are only with province-level, which means the predicted density for the each of 12 provinces only has one value, where one province may have more than 2 cities. For example, Guangdong province consists of 21 cities, in 2010 census data, 21 cities have different exact values of density, but in predicted 2020 census data, they have only one value. In terms of other provinces that not included in these 12 ones, i.e., Hebei province, has 13 different density values in predicted 2020 census data for each inside city. And this
is why in figure 4 (b), all areas in Guangdong province have the same colour, while in Heilongjiang province’ area, the colours differ. These two reasons may lead to the lower $r$ value of regression 2 compared to regression 1. But the 0.04 difference for the two values is not so large.

Thus, the similarity of the two $r$ values which are both higher than 0.5 has tested the usability of the Tencent positioning big data, which can reflect the relative human population density as a high-quality VGI. Although the absolute value of the density in Tencent dataset is different from the actual situation, in terms of the reflecting the changing and hot spot or cold spot of the human density distribution, Tencent datasets can be utilized with trustworthy.

B. PREDICTION

1) SARIMA

As the method described in section II.C.1), we model 10 SARIMA for the 10 validation in this section.

First, we need to focus on the trend and seasonality of time series, which could be determined by time series decomposition [50]. The results of the decompositions for 10 groups of time series are shown in figure 6.

In the figure, the seasonality is very obvious for all 10 groups, the frequency is 24 (each day has 24 hours while our data is with hourly temporal resolution), which means we need to take seasonal factor into consideration when modelling. However, the trendiness in the figure is not obvious. Thus, we need to use ADF to test if the time series have
trendiness for the spatial average Tencent distribution. The results are shown in Table 1.

From the table, all test statistics are lower than 1% critical value in the 10 validation processes, while the p-values are much lower than 0.01, which means in all groups when the H0 hypothesis of ADF test is the existence of unit root, the results reject the original hypothesis. Thus, the time series in the 10 groups have no trendiness. The reason why there are no trends in them may be that our study focuses on a fine-grained population density changing in a relatively short period (37 days). At the same time, the normal trendiness would exist in the year or decade data period, which means we do not need to model our data with a difference.

Thus, because there are no trends for all 10 groups, the parameter \( d \) in all validations is set to be 0. And in the modelling processing, we need to eliminate seasonal effects. Furthermore, the parameters determined by ACF process are shown in Table 2. Then we build the SARIMA for every 10,000 cells’ time series and repeat it for 10 times.

The overall accuracy of the prediction results can be reflected by the RMSE and \( R^2 \) of the tested and predicted values. The total average RMSEs of the two prediction results for the 10,000 cells in the 10 validations have been reported in Table 3. It is obvious that the accuracy of the prediction results of ConvLSTM model is much higher than the SARIMA one’s, where the total average of the ConvLSTM model’s RMSE is 139.0, while the SARIMA predicted RMSE is 1587.5. Here we notice that the RMSE of the results by SARIMA model in the first validation group G0 (12210.0) is much higher than the other 9 results, it is because after computing the parameters of the model in this round, p was set to 24 while in other 9 groups the most value of p is 18, which lead to the total difference of the predicting accurate between the others based on every 10,000 cells’ density time series used the parameters but not all series in some cells are suitable for the parameters. However, even we regard the value as an outlier and exclude it, the average RMSE of the other 9 values is 407.3, which is still about 3 times higher than the ConvLSTM one.

The \( R^2 \) results are reported in Table 4, where the structure is similar to RMSE’s. All \( R^2 \) values of the ConvLSTM are beyond 0.95, indicating a very high fit of the predicted to the test values. Except for the results in G0 that it regards as an outlier of the 10 validations, the overall \( R^2 \)s of the SARIMA results are between 0.7 and 0.8, which is also high but comparing with the ConvLSTM model, the accuracy is lower.

The S means the SARIMA model, and the C means the ConvLSTM model.

However, because the structure of the overall process of this study is multi-layered both in spatial and temporal scales, in order to compare the two prediction results clearly, we compute the RMSE results by the method in section II.C.3). Then we assess and discuss the results separately in time and space as follows.

### C. COMPARISON

#### 1) COMPARISON IN TIME

We calculate the RMSE between the 10,000 F1 and 10,000 F2, then get the R1. And then calculate the RMSE between the 10,000 F1 and 10,000 F3 to get the R2. The 168 R1 and 168 R2 over every 7 days’ hours in 10 validations are shown in figure 7.

In figure 7, we can easily learn that the RMSE of the predicted results by ConvLSTM is overall higher than the ones.
TABLE 3. The average RMSE of the prediction results for all cells in 10 validation groups.

| Model | G0   | G1   | G2   | G3   | G4   | G5   | G6   | G7   | G8   | G9   | Mean  |
|-------|------|------|------|------|------|------|------|------|------|------|-------|
| S     | 12210.0 | 415.6 | 409.7 | 403.6 | 400.9 | 412.7 | 406.8 | 409.0 | 402.4 | 404.4 | 1587.5 |
| C     | 142.4   | 143.7 | 125.0 | 131.4 | 130.7 | 139.5 | 144.7 | 140.8 | 142.1 | 148.9 | 139.0  |

The S means the SARIMA model, and the C means the ConvLSTM model.

TABLE 4. The $R^2$ score of the prediction results for all cells in 10 validation groups.

| Model | G0   | G1   | G2   | G3   | G4   | G5   | G6   | G7   | G8   | G9   |
|-------|------|------|------|------|------|------|------|------|------|------|
| S     | < 0.5 | 0.78 | 0.78 | 0.79 | 0.79 | 0.78 | 0.78 | 0.78 | 0.79 | 0.79 |
| C     | 0.96   | 0.95 | 0.97 | 0.96 | 0.96 | 0.95 | 0.95 | 0.96 | 0.96 | 0.95 |

The S means the SARIMA model, and the C means the ConvLSTM model.

FIGURE 7. The RMSE results of SARIMA and ConvLSTM models in time. All groups’ data share the same x-axis, while in the y-axis, there are 10 bins that every bin span the RMSE from 0 to 1000, where 1000 could also be the start of the next bin.

by SARIMA over the 108 hours (7 days) in all 10 validations, which means the accuracy of the prediction of ConvLSTM is overall higher than the SARIMA in temporal scale. In terms of the details, more sudden fluctuation happens with the time going on in G0 resulting from the cumulative errors, which also can explain why the RMSE error is much higher than others’ in G0 shown in Table 3. Moreover, both the results of SARIMA and ConvLSTM in other 9 groups have similar trendness. In most of the hours, the RMSEs of ConvLSTM model are lower than SARIMA one and keeping around 140, but in some periods the opposite is exact. For example, during the 22:00 October 3 to 1:00 October 4, the RMSEs of ConvLSTM are around 700 while the SARIMA’s are stable at about 500. However, the RMSE of ConvLSTM is lower than SARIMA in more than 90% of hours, which indicates the smaller error and more accurate of the capability of the prediction of ConvLSTM model.

2) COMPARISON IN SPACE

In the spatial scale, we compute the 168 F1, 168 F2 and 168 F3. Then we calculate the RMSE between the 168 F1 and 168 F2 to get R3, and calculate the RMSE between the 168 F1 and 168 F3 to reach R4. Evenly there are 10,000 R3 and 10,000 R4 in 10 validations. We output them as the map of China where the different colours in the cell represent the RMSE of the prediction. The results are illustrated in figure 8. The whiter regions in the graphs correspond to a higher error (RMSE) of prediction for user density. In contrast, the blacker zones mean the error is lower. Thus, the distribution of the error scan shows the effect of the prediction models in space.

FIGURE 8. The RMSE results of SARIMA and ConvLSTM models in space. (a) to (i) alternately show the RMSE maps of SARIMA and ConvLSTM in China.
Intuitively, in all prediction RMSE maps of SARIMA, there are plenty of the whitest cells that represent the highest error of the prediction, which are surrounded by the cells with much blacker colour. The reason why they are so different from the others is that most of them represent the big cities such as Beijing (North China) and Guangzhou (South China), which have higher actual human densities. After using SARIMA model to predict them, although the accuracy of the results is similar with the prediction of other regions with lower density, the RMSE that is the accumulative errors of all hours’ predicted values would be much higher while they have the sizeable cardinal number. Thus, the specific cells in the error distribution look so independent within the whole map. However, while we use ConvLSTM to predict the Tencent density distribution, because the convolution is used when we train the models, which can consider the surrounded cells’ values, there is not the situation like the SARIMA. It is precisely because the ConvLSTM model considers the spatial autocorrelation that it is more suitable for prediction of Tencent density distribution, which proves that ConvLSTM model is much more accurate than the SARIMA model in this study.

V. CONCLUSION
In this study, we first used two linear regression methods to model the relationships between the 2010 census density, predicted 2020 census density and the Tencent density respectively to test the usability of Tencent positioning data. The Pearson’s correlation coefficients $r$ 0.58 and 0.54, while the much less than 0.001 p-values demonstrate good positive correlations between the ground truth data and a GNSS-oriented open resource, which means the Tencent positioning data can be used in the study that is related to the human density distribution. Then we used a ConvLSTM model to predict the relative human density distributions with a traditional time-series predicted model, SARIMA for comparison. The total average of the ConvLSTM model’s RMSE is 139.0, while the SARIMA predicted RMSE is three times greater than 139.0. And the $R^2$ values of ConvLSTM model are higher than 0.9, while the SARIMA ones are about 0.78. On the one hand, in the temporal scale, the SARIMA is as stable as ConvLSTM model but with overall lower accurate than ConvLSTM. On the other hand, ConvLSTM model’s prediction results are more durable than the SARIMA one in spatial scale while the latter one has much more outliers with much higher RMSEs in big cities’ areas.

To summary, the two models are both suitable for the prediction of Tencent density distribution in finely-grained time and space, nevertheless, the predicted density correlated much better with the tested data at both the temporal and spatial scales used when using ConvLSTM as compared to the SARIMA, while the capability of prediction by ConvLSTM model is more stable than the latter one in space.

In future works, we would focus on the following three studies. First, considering other factors that affect the human density into the prediction models; second, testing the capability of the models with different resolutions of the time and space; finally, combining the first and second ones at the same time.
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