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ABSTRACT
Fast item ranking is an important task in recommender systems. In previous works, graph-based Approximate Nearest Neighbor (ANN) approaches have demonstrated good performance on item ranking tasks with generic searching/matching measures (including complex measures such as neural network measures). However, since these ANN approaches must go through the neural measures several times during ranking, the computation is not practical if the neural measure is a large network. On the other hand, fast item ranking using existing hashing-based approaches, such as Locality Sensitive Hashing (LSH), only works with a limited set of measures, such as cosine and Euclidean distance, but not with general search measures such as neural networks. Given an arbitrary searching measure, previous learning-to-hash approaches are also not suitable to solve the fast item ranking problem since they can take a significant amount of time and computation to train the hash functions to approximate the searching measure due to a large number of possible training pairs in this problem. Hashing approaches, however, are attractive because they provide a principal and efficient way to retrieve candidate items. In this paper, we propose a simple and effective learning-to-hash approach for the fast item ranking problem that can be used to efficiently approximate any type of measure, including neural network measures. Specifically, we solve this problem with an asymmetric hashing framework based on discrete inner product fitting. We learn a pair of related hash functions that map heterogeneous objects (e.g., users and items) into a common discrete space where the inner product of their binary codes reveals their true similarity defined via the original searching measure. The fast ranking problem is reduced to an ANN search via this asymmetric hashing scheme. Then, we propose a sampling strategy to efficiently select relevant and contrastive samples to train the hashing model. We empirically validate the proposed method against the existing state-of-the-art fast item ranking methods in several combinations of non-linear searching functions and prominent datasets.
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1 INTRODUCTION
The rapid growth of digital data brings plenty of opportunities but also presents many challenges, especially in recommendation, advertising, and information retrieval systems. In these systems, deep neural networks have been shown to effectively capture the complex, semantic relationships between heterogeneous objects (9, 15, 16, 25, 49, 59, 60). To obtain better model capacities, complex similarity/matching functions—say in the forms of neural networks—are usually exploited, instead of simple functions, such as $l_2$-distance, cosine similarity, or inner product. However, online ranking using these advanced, non-linear similarity functions is very challenging (4, 6, 7, 45, 58) since it is too time-consuming to rank all data in real-time via these complex measures.

Efficient, sub-linear ranking via neural network-based measures is called fast neural ranking (45, 57, 58). Sub-linear time neural ranking is considered challenging because the ranking measures (in the forms of neural networks) are too complicated for traditional fast vector ranking methods, i.e., approximate nearest neighbor (ANN) search algorithms. ANN algorithms include hashing-based methods, graph-based methods, tree-based methods, quantization-based methods, etc. (2, 5, 8, 11, 17–19, 30, 32, 43, 52, 67). Traditional ANN search methods usually focus on some specific and simple ranking/searching measures. For example, data-independent hashing methods are commonly used for ANN search with respect to the cosine similarity (5, 20), the chi-square similarity (39), the (binary) Jaccard similarity (2, 38, 40), and the general (real-valued) Jaccard similarity (31, 37, 44). Recently, sub-linear ranking under inner product becomes popular in both academics and industry, due to its wide applications in recommendation and ads ranking. This problem is referred to as the Maximum Inner Product Search (MIPS) (1, 46, 47, 53, 54, 56, 68). Similar to traditional ANN algorithms for fast vector search, the MIPS methods are specially designed for the MIPS problem and are not straightforward to extend to fast neural ranking.

To rank via neural network-based measures, (58) extend the definition of the traditional ANN search to a generic setting, called Optimal Binary Function Search (OBFS): Let $X$ and $Y$ be subsets of Euclidean spaces, given a data set $S = \{x_1, \ldots, x_n\} \subset X$ and
a continuous binary function (i.e., the similarity or matching function), \( f : X \times Y \rightarrow \mathbb{R} \), given \( q \in Y \), OBFS aims to find:

\[
\arg \max_{x_i \in S} f(x_i, q).
\]

In this definition, they consider an arbitrary binary function as the ranking measure, no matter it is linear (e.g., \( L_2 \) or cosine) or non-linear (e.g., a neural network). A neural network-based measure can be considered as a special case of the binary function and the fast neural ranking problem is a sub-problem of OBFS. Because existing ANN search methods are designed for specific metric measures, they are not suitable to solve the OBFS task. Furthermore, extending the existing ANN solutions to OBFS can be challenging because they generally do not have access to the original pairwise dataset, denoted as \( D_{\text{orig}} \), that is used to train \( f \); for example, \( f \) may be trained and provided by a third-party provider as an Off-the-shelf product. It is impossible to re-train the ranking model.

Besides the definition, Tan et al. (58) also provides a solution for fast OBFS, called Search on L2 Graph (SL2G). They extend traditional graph-based fast vector searching algorithms by constructing graph indices in the \( L_2 \)-distance but searching or ranking according to the binary function \( f \). SL2G is the first approximate solution for sub-linear neural ranking or the generic OBFS problem. In SL2G, each given query is only compared with a subset of base data instead of the whole dataset, which reduces the time complexity significantly. Although SL2G is a sub-linear method, it is still required to go through the ranking measure hundreds of times to promise high retrieval recalls. For large and/or deep neural network measures (e.g., a BERT-style model (4, 10)), such repeated computation is not practical for online services.

This paper solves the fast neural ranking problem by learning two related hash functions, one for the query and one for the item, whose inner product approximates the original ranking measure \( f \). Given a query, the item ranking via \( f \) is replaced with a fast ranking using the two hash functions. Hash ranking is efficient as the distance computation is very fast, using an XOR and a bit count computations, each of which typically requires one CPU cycle, in contrast to the expensive computation using the neural network measure \( f \) of SL2G. In addition, ranking over the searching data can be performed in memory as the hash codes are memory-efficient (e.g., a million 32-bit hash codes only occupy 4MB of memory).

Existing works in the hashing domain are typically ineffective to solve the OBFS problem. Single-modal hashing algorithms are designed to deal with specific measures (2, 3, 5, 8, 19, 21, 26, 28, 30, 31, 37, 39–41, 44, 48, 50, 52, 63), instead of arbitrary measures (i.e., \( f \)) such as neural networks. Other cross-modal hashing algorithms (22, 34–36, 66) learn the hash functions as part of the training process of the binary function \( f \). They are not suitable to solve the OBFS problem because, in OBFS, we cannot assume how \( f \) is trained. While it is possible to enumerate a pairwise dataset, denoted as \( D_{\text{app}} \), similar to \( D_{\text{orig}} \), from a set of queries \( q \in Y \) and a set of items \( x \in S \) that are collected in the online applications and train the hash functions using these algorithms, such enumerations result in a large number of training instances. For example, one million objects in each domain produce one trillion pairwise inputs. Training hash functions on such a large number of inputs using the aforementioned methods can lead to poor convergence of the learning process and take an unrealistic amount of time and computation. Note that \( D_{\text{orig}} \) and \( D_{\text{app}} \) are assumed to come from the same data distribution.

To address the above limitations of the existing methods for the fast neural ranking problem, in this paper, we propose FLORA, a Fast Learning tO RaNk method. The advantages of FLORA over the potential solutions for the OBFS problem are shown in Table 1. FLORA’s hashing model learns two related hash functions to map objects from two heterogeneous domains to discrete representations whose inner product captures the objects’ similarity defined by the binary function \( f \). Specifically, we reduce the ranking problem via the original binary function \( f \) to an approximate nearest neighbor search via an asymmetric pair of hash functions. The model is asymmetric in the sense that one hash function is used to preprocess the data in the database (e.g., items), while the other hash function is used to transform the query (e.g., a user). This framework can approximate any form of binary function. To train the hash functions, we propose a novel sampling strategy that efficiently picks input pairs out of the large number of all possible pairs \((n_1 \times n_2)\) so that the model training converges faster to a good performance.

In summary, the contributions of this paper are as below:

- Propose a hashing neural network that captures the relationship of the heterogeneous objects through a pair of asymmetric hash functions. The proposed model is learned to preserve the semantic similarity of the inputs defined by the binary function and to generate balanced hash codes via three novel objective functions.
- Propose a novel strategy to efficiently and effectively sample data pairs to accelerate the training process and find better local optima of the model.
- Demonstrate the effectiveness of FLORA on various complex neural network-based matching functions and several benchmark datasets used in the recommendation domain. FLORA produces rankings with higher recalls and is significantly better in both computation and space, compared to existing methods.
Paper organization. In Section 2, we review the fast neural ranking problem and its potential solutions. Then we introduce the proposed hashing method, FLORA, for the fast neural ranking problem. In Section 4, we study three complex ranking measures and conduct experiments. The entire paper is concluded in Section 5.

2 RELATED WORK

In this section, we will first introduce some classic neural network-based ranking models and their applications. Then, the fast neural ranking problem will be reviewed in the context of the general top-k search. Finally, we will discuss some potential solutions for fast neural ranking and explain their limitations, then motivate the proposed methodology.

2.1 Neural Network-based Ranking Models

Recently, neural network-based models have been proposed for the ranking problems such as recommendation, information retrieval, ads ranking, and retrieval-based question answering (6, 10, 15, 29, 60). Neural network-based representation learning models (27, 51, 52, 65) show superior performance in feature learning. Heterogeneous objects can be embedded from their raw feature spaces into a common latent space. In this space, different objects (e.g., users and items, questions and answers) can be compared by some classic measures, such as cosine, $\ell_2$ distance, or inner product.

To achieve even greater capacities in modeling complicated relationships between heterogeneous objects, previous works try to learn meaningful matching functions (so-called matching function learning), especially in forms of deep neural networks (9, 42, 49, 59, 60), instead of the classic measures. These works assume that there exists a mapping that can capture the complicated relationship (e.g., non-linear and non-convex) between heterogeneous objects. Therefore, the goal of matching function learning is to learn the mapping by well-designed models. For the matching models (i.e., matching functions to be learned), Multi-Layer Perceptrons (MLPs) are commonly adopted (9, 49, 59, 64). Recently, BERT-style models are widely used for language modeling (4, 10). It has been shown that matching function learning methods outperform simple representation learning methods in complicated ranking tasks (61).

2.2 Fast Neural Ranking

For online ranking services, search efficiency is as important as search effectiveness. Fast search algorithms construct some forms of index structures in advance in order to accelerate the online search, such as the inverted index for free text and LSH tables for vector data. Traditional fast search problems restrict the searching measures to metric measures (e.g., $\ell_2$ distance) or some simple non-metric measures, such as inner product (which is widely exploited in recommender systems).

OBFS (i.e., Eq. (1)) (58) is a generic definition for fast top-$K$ search. Theoretically, an OBFS task can choose any binary function as the search measure, whether it is linear or non-linear, metric or non-metric, convex or non-convex, or symmetric or asymmetric. Traditional ANN search and MIPS are special cases of OBFS. Recently, neural network-based ranking measures (4, 9, 25, 42) increasingly become popular examples of searching binary functions, as introduced in Section 2.1. These kinds of neural network-based searching functions are usually non-convex. In this paper, we focus on the generic, fast OBFS problem, especially the so-called fast neural ranking problem of how to speed up the searching process under neural network-based measures for online ranking services.

The Search on L2 Graph (SL2G) (58) is designed for the generic fast OBFS problem. The basic idea of SL2G is: no matter what the given binary function $f$ is, they construct a Delaunay graph (or an approximate one) with respect to the $\ell_2$ distance in the indexing step; the $\ell_2$ distance is defined on searching/base data $X$ and is, therefore, independent of the queries. Then SL2G performs the greedy search on this graph via the binary function $f$ at query time. To achieve higher recalls, SL2G must invoke the ranking function hundreds of times. For such reason, SL2G is not practical when the binary functions are complex networks.

2.3 Learning to Hash

Existing supervised hashing approaches (3, 14, 23, 33, 50, 63) are designed to deal with ANN search. Most of these methods assume that query and database objects are homogeneous (e.g., both are images), but the matching function may accept a heterogeneous pair of inputs (e.g., user and item). While cross-modal hashing approaches (22, 34–36, 66) learn the hash functions for heterogeneous objects, they are designed to use pairwise annotated training data. To employ these methods for the OBFS problem, we need to enumerate the pairwise data using the binary function $f$ and the separate sets of queries (i.e., users) and database (i.e., items) since we do not have access to the original pairwise training data that is used to train $f$. Such enumerations can result in a large number of training instances ($n_1 \times n_2$; e.g., 1 million users and 1 million items result in one trillion training instances), which makes it impractical to train these models.

3 FAST NEURAL RANKING WITH HASHING

We solve the fast neural ranking problem by learning low-dimensional discrete hash codes whose distances approximate the original similarity measure defined by the continuous binary function $f$. The basic idea of FLORA is: 1) no matter what binary function $f$ is, we can always learn a pair of related hash functions $H_1$ and $H_2$ that together approximate the similarity defined by $f$ and 2) exact searching using $f$ is reduced to approximate searching in the discrete space using the distance between the discrete outputs of $H_1$ and $H_2$; this searching approach avoids the possibly complex and expensive computation of the original binary function $f$.

Next, we describe how the hash functions $H_1$ and $H_2$ are learned, and how the trained hash functions are used for fast neural ranking.

3.1 Hash Function Learning

The input of the binary function $f$ consists of two domains (for example, the user and item domains in recommendation applications). In OBFS, we are given a trained binary function $f$ that computes the similarity between a user and an item.

To approximate $f$, FLORA represents each user $u$ and item $v$ using two separate hash functions, denoted by $H_1 : u \rightarrow \{-1, 1\}^m$ and $H_2 : v \rightarrow \{-1, 1\}^m$, respectively, where $m$ is the dimension of the discrete spaces (i.e., the number of bits). To model the relationship between $H_1$ and $H_2$, we extend the two-tower neural network
This formulation essentially establishes an asymmetric hashing scheme because the hash function $H$ is applied on the user (query) or the item (in the database). These functions are jointly learned so that their discrete inner product fits the similarity structure defined by the binary function $f$. Note that this is different from asymmetric MIPS algorithms, e.g., Shrivastava and Li (53), which are linear and are designed for some specific non-metric measures. In contrast, via inner product fitting, FLORA can learn a pair of non-linear hash functions whose inner product, and equivalently Hamming distance, approximately reveals the true similarity given by any definition of $f$.

The discrete-optimization objective in Eq. (2) is computationally intractable to solve. Therefore, we replace the discrete optimization with a continuous relaxation where the last layers of the hash functions approximate the discrete constraint using the $\tanh$ activation. Specifically, given the continuous function $h_1: u \rightarrow [-1, 1]^m$ and $h_2: v \rightarrow [-1, 1]^m$ whose last layers are with the $\tanh$ activation, the consistency loss is as follows:

$$L_c = E_{u,v}[|f(v, u) - \cosine(h_1(u), h_2(v))|]_2$$  \hspace{1cm} (3)

Besides the consistency objective, the model also needs to learn balanced hash codes for optimal searching (12, 13). First, we need to prevent collapsed bits. This happens when the training algorithm fails to learn a specific bit, and thus it assigns most examples to the same bit value. Intuitively, this means that the data points should be uniformly distributed into the hash codes in the discrete space. To achieve balanced codes, we propose to solve two additional objectives. The first term $L_o$ encourages half of the points to be assigned to either $-1$ or $1$, and can be defined as follows:

$$L_o = \sum_{i=1}^n \left( \left| h_{1,k}(u_i) \right|_2 + \left| h_{2,k}(v) \right|_2 \right)$$  \hspace{1cm} (4)

where $h_{1,k}$ and $h_{2,k}$ represent the $k$th output components of $h_1$ and $h_2$, respectively. The final objective discourages different bits to learn correlated information of the data. Essentially, the projection of the data points onto the discrete space should be an orthogonal projection. This objective, denoted as $L_i$, is defined as follows:

$$L_i = ||W_{h_1}^T W_{h_1} - I||_2 + ||W_{h_2}^T W_{h_2} - I||_2$$  \hspace{1cm} (5)

where $W_{h_1}$ and $W_{h_2}$ are the parameter matrices at the last layers of the hash functions $h_1$ and $h_2$, respectively. Since $h_1$ and $h_2$ share their last layers, we have $W_{h_1} = W_{h_2}$. The overall objective function of FLORA is a combination of the consistency loss, uniform frequency loss, and independent-bit loss, as follows:

$$L = L_c + \lambda_u L_o + \lambda_i L_i$$  \hspace{1cm} (6)

where $\lambda_u$ and $\lambda_i$ are parameters to balance the losses. Optimizing $L$ learns two hash functions $h_1$ and $h_2$ that generate balanced hash codes and together preserve the similarity structure defined by the binary function $f$ in an asymmetric hashing scheme.

### 3.2 Hash Function Training

Training the model in FLORA is not a trivial task, mainly because $D_{orig}$ is generally not available. There are several challenges when the training process can only access the binary function (possibly without the knowledge of its internal structure) and the input features of the two domains. The number of possible training input pairs, i.e., $n_1 \times n_2$, can be extremely large, which requires a significant amount of training time and computation. Furthermore, in a typical recommendation or retrieval setting, the number of “relevant” items for each user is often very small. Consequently, a large number of user-item data pairs do not contain useful signals to train the model and can even make the training process more difficult to converge into a good local optimum.

It is crucial that the FLORA framework needs an efficient training approach, i.e., an efficient sampling of $D_{app}$. One natural option is

---

**Figure 1**: FLORA learning-to-hash network. Item vectors and user vectors are the inputs. These vectors are different from raw features in the original pairwise dataset, $D_{orig}$.
to randomly sample the pairs for training, as depicted in Option 1 in Figure 2(a). However, as later shown in Section 4, this procedure does not work well. To achieve good retrieval performance, the hash functions need to agree on the relevant, positive user-item pairs while disagreeing on the negative user-item pairs. Randomly sampling the pairs does not increase the chance of the relevant data pairs being selected, thus it may take a large number of training steps to adequately iterate over these relevant pairs. Inspired by this observation, we propose two efficient sampling strategies.

Let \( N_p \) be the number of top \( N_p \) items (w.r.t. the original binary function \( f \)) of a user. In training, for a user, we select an item to form the user-item input as follows: with a probability \( p \), we select an item from the top \( N_p \) items (called the positive set), and with probability \( 1 - p \), we select an item from the set of remaining items (called the negative set). Generally, \( p \) is set to 0.5 to allow uniform selections of the positive and negative items, thus, hereafter, we assume \( p = 0.5 \). Note that, \( N_p \) is small for real-world applications, where a user is typically interested in a small number of items. Given this sampling setup, selecting an item from the top \( N_p \) items is trivial because \( N_p \) is small. Sampling from the negative set can be done uniformly (illustrated in Option 2 in Figure 2(b)).

While this strategy provides some noticeable improvement over Option 1, we empirically show that the second proposed strategy (Option 3) results in even faster training convergence and a significantly better fast ranking performance. In Option 3 (illustrated in Figure 2(c)), a negative item is sampled as follows: an item in the negative set is selected with a probability inversely proportional to their rank in the set. There are two reasons that this strategy results in faster training and better performance than the other procedures. First, items on the top of the negative set’s ranked list have more chance of being selected; these items are more likely to provide a relevant signal to train the model than the items near the end of the ranked list. Second, items near the end of the ranked list still have a chance of being selected; these negative items can provide useful signals for the model to push the hash codes of relevant items of a user away from those of irrelevant items during training.

For each proposed sampling option, the pairs are repeatedly sampled to form the minibatches. Then, FLORA’s hashing model is trained on the sampled minibatches with stochastic optimization.

3.3 Fast Ranking with FLORA

After the two hash functions are learned, ranking in FLORA is conducted in the learned discrete space using an asymmetric hashing scheme. The hash codes of the query \( q \) and the item \( x \) are \( H_1(q) = \text{sign}(h_1(q)) \) and \( H_2(x) = \text{sign}(h_2(x)) \), respectively. The hash code of the query is typically computed online via \( H_1 \), while the items’ hash codes can be pre-computed using \( H_2 \) and serve as an indexing structure (i.e., the hash table) for fast retrieval. There are two strategies to perform fast retrieval of the items. Given a query, the first strategy is to enumerate the hash codes within a Hamming ball of the query and use them for probing candidate items with the same hash codes in the hash table. This works well when there exist candidate items within a short Hamming distance to the query; otherwise, a large number of hash codes must be enumerated in order to probe candidate items.

The second strategy leverages the fact that the hash codes are low-dimensional, discrete objects and can be operated efficiently in both computation and memory. The size \( m \) of the hash codes is often between 32 to 128 bits (equivalent to the size of 1 to 3 integers, respectively). Therefore, the entire set of pre-computed, discrete hash codes of the items can be efficiently kept in memory (e.g., a million 32-bit hash codes result in 4MB of memory), and the distance calculation can be extremely fast (i.e., using one XOR and one bit-count operation, each of which typically takes 1 CPU cycle, to compute the Hamming distance). The approximate ranking is performed via the Hamming distances calculated between the query’s hash code and the set of pre-computed items’ hash codes. As we shall show later, this ranking is fast and achieves a superior approximation of the exact ranking using the original binary function on all datasets. Note that with other approaches, especially the SL2G method (58), it becomes prohibitively slow when the binary neural function \( f \) is complex and the required number of retrieved items grows because each traversal in these ANN index structures requires a more expensive computation on the binary function.

4 EXPERIMENTS

We evaluate the performance of FLORA in the fast ranking task under different combinations of generic searching measures \( f \)’s
We choose three widely used datasets for recommendation: AmazonMovie, AmazonMovielens-20M, and Movielens. The Yelp dataset is pre-processed and contains 25,677 users, 25,815 items, and 731,670 ratings. For Amovie, we remove the users with less than 30 interactions. This results in 7,748 users, 104,708 items, and 746,397 ratings. Finally, for Movielens, we randomly select 25,000 users from the original dataset of 20 million ratings, created by the corresponding rating using \( f \) is beyond the scope of this paper. The measures \( f \)'s are pre-trained on the respective datasets, and our evaluation only focuses on the fast item ranking procedure.

### 4.1 Neural Network-based Ranking Measures

We leverage three popular neural network models in recommendation and advertising. The first two MLP models, MLP-Concate and MLP-Em-Sum, were used in (58) to evaluate the fast neural ranking methods. MLP-Concate concatenates user latent vectors and item latent vectors before they go through the MLP network (Figure 3 (a)). MLP-Em-Sum transforms the heterogeneous vectors from the two domains into a common embedding space before the merge operation (Figure 3 (b)). Consequently, user vectors and item vectors will lie on the same manifold on which element-wise sums will be operated. The third model, DeepFM (24), adopts the popular Wide&Deep architecture with a separate factorization-machine layer and an MLP. DeepFM has been shown to be able to learn low and high-order feature interactions simultaneously from the raw input and demonstrates good performance in both recommendation and click-through-rate prediction tasks.

### 4.2 Datasets

We choose three widely used datasets for recommendation: Yelp, AmazonMovie and Movielens-20M (Movielens). The Yelp dataset is pre-processed and contains 25,677 users, 25,815 items, and 731,670 ratings. For Amovie, we remove the users with less than 30 interactions. This results in 7,748 users, 104,708 items, and 746,397 ratings. Finally, for Movielens, we randomly select 25,000 users from the original dataset of 20 million ratings, created by 138,000 users on 27,000 movies. The resulting Movielens dataset contains 18,799 movies and 3,670,197 ratings. Note that the number of ratings in Movielens is significantly larger than those in Amovie and Yelp. There are also more ties on top ranking (w.r.t \( f \)) in Movielens than in the other datasets. Note that, the rating data constitute

### 4.3 Comparison Methods

We compare FLORA against two state-of-the-art methods for traditional ANN search, ANNOY and HNSW (43, 67), the hashing-based recommendation approach, CIGAR (35), that uses pairwise/implicit feedback data for candidate ranking, and the current state-of-the-art for fast neural ranking, SL2G. ANNOY mainly focuses on metric measures. Similar to (58), we first retrieve the candidates by ANNOY via \( l_2 \)-distance (here, user vectors and item vectors are required to have the same dimension), then re-rank the candidates via the searching measure \( f \). We modify HNSW for neural-network binary functions as follows: we calculate \( f(\mathbf{x}, \mathbf{x}) \) for a pair of input vectors forcibly. Then, we use the value of \( f(\mathbf{x}, \mathbf{x}) \) as the relevance measure to construct the index graph by the HNSW algorithm. This index-graph construction may be dramatically different from the Delaunay graph with respect to \( f(\mathbf{x}, \mathbf{q}) \); thus, there is no performance guarantee. Note that we use the same dimension for the users and items so that the modified HNSW can be implemented; otherwise, \( f(\mathbf{x}, \mathbf{x}) \) cannot be computed. CIGAR trains the candidate-ranking hash function using the original pairwise rating dataset (i.e., \( D_{\text{orig}} \)). However, since we do not have such a dataset in OBFS, we first randomly sample a pair of users and items and calculate the corresponding rating using \( f \). This process essentially produces
\( D_{\text{app}} \), which is used to train the CIGAR’s hash functions. SL2G and FLORA have no such limitations.

Note that it is not possible to evaluate most hashing approaches (3, 19, 21, 26, 28, 41, 48, 50, 63) in this work since these methods are designed for specific measures, e.g., \( \ell_2 \), instead of arbitrary measures such as neural networks. Evaluating cross-modal hashing approaches (22, 34–36, 66) is also very difficult since the required \( D_{\text{orig}} \) is not available. Nevertheless, we provide comparisons with CIGAR (35), a representative cross-modal retrieval method that can perform candidate ranking by learning a hash function.

**Implementation Details**: The asymmetric hashing network in FLORA is implemented with Multilayer Perceptrons (MLPs). Each user or item tower is an MLP with two layers (256-256). The shared MLP consists of two layers of 128 and \( m \) units, where \( m \) is the dimension of the hash codes. Typically, higher numbers of bits result in better retrieval performance but also increase the computation in both training and retrieval; thus we set \( m = 128 \), which has been previously shown to achieve the best retrieval performance with acceptable computational efficiency (3, 22, 26, 35, 41, 48, 66). We use small grid search in \{0.1, 1, 10\} for both \( \lambda_u \) and \( \lambda_i \) and set the optimal value for each dataset using a corresponding validation user set (10% of the training users).

**4.4 Evaluation Metrics**

We first generate the ground-truth labels by calculating the most relevant items for each user via the learned binary function \( f \). Similar to Tan et al. (58), we perform experiments on Top-10 and Top-100 labels. In Top-10 (or Top-100), an item is relevant to the query if it is one of the top 10 (or top 100) items in the ground-truth ranking computed using \( f \). Since we focus on the fast ranking task, the main evaluation metric is the recall; we do not evaluate the methods on the precision. The recalls are calculated up to 200 retrieved items, a typical range for the ranking tasks in practice.

Since fast ranking with our hashing approach is very different from the existing ANN searching algorithms, suitable evaluation approaches should be used. If we compare FLORA against the baselines in metrics such as Recall versus Time (i.e., how many times the algorithm can speed up over naive brute force scanning at each recall level), FLORA will have an unfair advantage over the baselines since each distance computation in FLORA (in the discrete space) is significantly faster than each distance computation in the baselines (via the binary function \( f \)). Therefore, we focus our evaluation of the methods on their ranking qualities via the recall performance. This way, when FLORA achieves good recall performance, we can confidently conclude that FLORA is significantly fast and produces a better approximate ranking for the OBFs problem with \( f \).

**4.5 Ranking Performance Results**

We show the recall performance at various retrieval thresholds of the methods for the Top-10 and Top-100 retrievals on Yelp and Amovies datasets in Figure 4 and Figure 5, respectively. Additionally, we present the Top-10 and Top-100 results for SL2G and FLORA on the Movielens dataset in Figure 6. As can be seen, both ANNOY, a metric-measure ANN method, and the modified HNSW are not able to retrieve the most relevant items. CIGAR’s retrieval performance is also significantly worse than FLORA’s performance.

Previously, Tan et al. (58) show that SL2G achieves both significantly better ranking performance, which we also observe in this paper, and computational speed compared to these ANN methods.
However, FLORA consistently outperforms SL2G in the experiments on all datasets, especially at the top of the ranking list. Next, we present some observations, along with important conclusions about the difference between FLORA and other methods:

- Existing hashing-based methods are not suitable to solve the OBFS problem. The main challenge in adapting these methods is their training efficiency when we do not have access to \( D_{\text{orig}} \) and have to rely on the huge \( D_{\text{app}} \), which consists of all possible user-item pairs. For example, the sizes of the enumerated \( D_{\text{app}} \) for Yelp, Amovie, and Movielens are approximately 662 millions, 811 millions, and 469 millions, respectively. Later, we empirically demonstrate how FLORA overcomes this challenge with the proposed sampling approach in Section 4.8.

- FLORA exhibits significantly better early-rise recalls compared to SL2G, even though it performs the fast ranking in the compact, discrete space. As discussed, ranking in the discrete space is extremely fast, where each distance calculation is hundreds to thousands of times faster than the computation on the original binary function \( f \). The item ranking can also be performed in memory. This is not possible with the compared baselines.

- While FLORA’s recall curves approach those of SL2G at the end of the ranking lists in a few cases, the superior results of FLORA are still significant as the preferred retrieval sizes in real applications are typically no more than a few hundred items (also for such reasons, we select 200 in the experiments). Furthermore, since FLORA is based on hashing, we can systematically improve its recalls by employing multiple hash tables, as will be discussed later.

- When the binary function is DeepFM, we observe that the ranking computation of SL2G, which involves several iterations over the binary function to compute the distances, becomes too slow to be practical. In contrast, FLORA’s ranking computation, performed in the discrete space, is nearly constant in all experiments.

### 4.6 Exact Retrieval with Neural Function

**Re-ranking**

FLORA ranks the items in the discrete space. This procedure has a trade-off: more items than required are sometimes returned if there are ties at the specified threshold in the ranking list. Suppose we want to retrieve only 1 item for a user; FLORA may instead return multiple candidate items if these items have the same shortest Hamming distance to the user. Therefore, a re-ranking step is needed to retrieve exactly 1 item. The re-ranking step can be performed using \( f \). Note that invoking \( f \) in re-ranking makes FLORA computationally similar to other ANN methods. However, we will empirically show that the performance of the discrete-space ranking (i.e., FLORA) closely resembles the performance of the ranking procedure that combines FLORA and a re-ranking step (denoted as FLORA-R).

Figure 7 shows the recall values at different retrieval percentages of the items for FLORA and FLORA-R. In FLORA-R, if there are ties at a specific threshold in the ranking list, the percentage is calculated using the size of the list that includes all the ties. Consequently, FLORA-R is expected to be always better than FLORA. As can be observed, there is not a noticeable difference between the two recall curves. This means that the discrete space ranking can be reliably used without access to the binary function \( f \).

### 4.7 Improving Recall with More Hash Tables

A principled approach to improve the probability of the relevant items in the candidate list is to employ multiple hash tables. Figure 8 shows the recall of the candidate items and their corresponding False Positive Rate (FPR) as multiple tables are used. We find candidate items whose hash codes are within distance 0 of the queries.
4.8 Effect of Sampling on Performance

We discuss the importance of an effective sampling strategy in training. Figure 9 shows the recall performance of different strategies. RAND refers to the random selection of training pairs (Option 1 in Figure 2(a)). RAND* refers to Option 2 in Figure 2(b), where the positive list contains 10 items and the negative list has the remaining items; each list is randomly selected with probability 0.5, and items in the negative list are uniformly selected. Finally, the remaining experiments employ Option 3 in Figure 2(c), where $N_p$ denotes the size of the positive list; items in the negative list are selected with probability proportional to their similarity scores (with respect to the user) defined by the binary function $f$. The recall of RAND is significantly worse than the other strategies. While RAND* improves the recall over RAND, it is more effective to adopt the proposed Option 3 (Figure 2(b)). As we shall show later, this strategy allows the training process to quickly reach the optimal model.

4.9 Ablation Study

We quantify the performance gains with respect to various objectives in FLORA through an ablation study. Figure 10 shows the recall performance for different variants of the loss function, as proposed in Eq. (6). Without enforcing uniform frequency and independent bits, the recall performance drops significantly ($L_c$). Adding uniform frequency ($L_c + L_u$) results in a performance closer to that of the final model. While adding independent bits to $L_c$, resulting in the model $L_c + L_i$, does not result in a noticeable performance gain, the presence of $L_i$ in the final model (Eq. (6)) improves the recall as the size of the retrieval list grows.

We conjecture that uniform frequency ensures that hash code learning does not fall into a collapsed-bit solution, where the training process fails to learn a specific bit, and thus it assigns most examples to the same bit value. While this is not necessarily serious, especially when the chosen size of the hash codes is large, this worsens the efficiency of the method because this means that similar performance can be achieved with smaller hash codes.

4.10 Training Efficiency

We present the recall performance during the model training in Figure 11. As can be observed, after 20,000 iterations, the models have already approached the optimal performance. Compared to the results of RAND and RAND* in Figure 9, the proposed sampling strategy (Option 3 in Figure 2) is significantly more efficient in selecting relevant pairs for training. In practice, while there is a trade-off between training time and ranking performance in the other sampling strategies, even at a shorter training time, FLORA’s proposed sampling strategy allows us to reach the optimal model in a significantly shorter amount of time.

5 CONCLUSION

In this paper, we studied the fast neural ranking problem and proposed an approximate fast ranking framework, FLORA, based on an asymmetric hashing scheme. The proposed FLORA framework learns a pair of hash functions for two heterogeneous domains (e.g., users and items). The hashing model learns to preserve the original similarity of the heterogeneous objects through inner product fitting of the corresponding binary codes produced by the hash functions. Under this learning objective, the inner product, or equivalently the Hamming distance, of the learned binary codes can approximately reveal the true similarity defined by any binary function, including complex neural network functions.

Then, we propose an efficient sampling procedure to accelerate the training process and find better local optima of the proposed hashing model in FLORA. This procedure divides the items into two lists, positive and negative, where we first pick each list with equal probability, then an item in the negative list is selected with a probability inversely proportional to their rank defined by the neural network-based function, $f$.

Finally, we evaluate FLORA on several benchmark recommendation datasets and neural network functions with different levels of complexity. FLORA is significantly better than existing approaches in both computation and ranking performance.

Our findings suggest that FLORA could be applied to other challenging problems, such as retrieval-based question-answering models, that require a fast ranking phase. FLORA allows the fast neural ranking to be applied on a wide range of applications. Nonetheless, we acknowledge that further research is needed to explore these potential applications in depth for future work.
