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Abstract—Energy harvesting brings a key solution to the increasing energy bill and environmental concerns but, at the same time, the network availability may be deteriorated due to potential energy shortage. In this paper, we analyze the performance of off-grid small-cell base stations (scBS) with finite battery capacity and design a new power-availability-aware cell association based on periodical broadcast of the scBS battery level. Each mobile terminal (MT) targets its own set of available scBSs before association, i.e., the set of scBSs that can guarantee service provided (i) the scBS battery level, (ii) the power required to satisfy a received power constraint at each MT, given the scBS-MT distance and the shadowing attenuation, and (iii) the estimated power consumed to serve other MTs potentially associated to the same scBS, which is computed using stochastic geometry tools. Next, we develop for it a tractable performance analysis and derive closed-form expressions for the probability of power outage and the coverage probability. By dynamically adapting to the fluctuations of the base station battery and user power requirement, the proposed cell association allows a more even distribution of the available energy in the network, brings robustness against harvesting impairment and thereby, significantly outperforms conventional strategies.
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I. INTRODUCTION

The ongoing deployment of low-powered, low-coverage and low-cost small-cell base stations (scBS) has boosted the performance of cellular networks and is shaping future 5G architecture [1] [2]. To conform to increasing environmental concerns while providing self-sustainability and potentially infinite battery life, energy harvesting technologies have been spurred not only for mobile terminals (MT) but also for access points and base stations. Due to their fundamental differences with on-grid networks with unlimited power supply, the use of conventional cell association policy is generally not suitable for base stations powered by unpredictable sources. As pointed out in [3] [4], they do not make sparing use of the energy resource and may rapidly discharge the battery, leading to network availability degradation and reduction in the number of served users. Thus, it is necessary to design novel strategies tailored to the randomness of the harvesting process and to the battery-limited constraint at base stations.

Contributions: We design a new cell association policy dedicated to downlink small-cell networks with energy-harvesting base stations. It consists of three steps: (i) each MT targets its own set of scBSs eligible for association by following a power availability criteria, (ii) MTs effectively associate to the scBS for which the power required to satisfy a received power constraint is minimal and (iii) each scBS selects for service the associated MTs in accordance with its actual battery level and simultaneously transmits data to all of them.

The proposed power availability criteria aims at adapting each scBS-MT association pair to the MT power requirement (accounting for both path-loss and shadowing), the scBS battery level and most importantly, the power required by other MTs potentially associated to the same scBS during the considered time slot. Such criteria remains simple and practically feasible since it is computed independently at each MT, in a distributed manner. Furthermore, it does not assume any non-causal information and only requires periodical broadcast of the scBS battery level.

In order to analyze the performance of the proposed cell association, we develop a comprehensive framework using a stochastic geometry approach, together with a Markov chain modeling for the battery, and compute closed-form expressions for both the probability of power outage and the coverage probability. In addition, a general result is derived to calculate the probability that a base station consumes in total exactly $m$ power units considering channel-inversion power allocation. It allows to evaluate the power consumed to transmit data to several users simultaneously, but also to discard the assumption of full-power transmission with saturated traffic load for the computation of the received interference. Finally, simulations show that the proposed user association strategy achieves significant outage reduction, is less impacted by a decrease in the energy harvesting rate than conventional policies and is particularly robust against bursty energy arrivals.

Paper organization: The state-of-the-art literature on the topic is reviewed in Section II. The network model and assumptions are described in Section III. In Section IV we present the proposed cell association, formulate the problem raised by the computation of its performance and describe the methodology considered to solve it. The performance of the proposed cell association is analyzed in Section V and simulated in Section VI. Section VII concludes this paper.
II. RELATED WORK

A. Cell association in energy-harvesting networks

The optimization of cell association has largely targeted energy-harvesting networks with centralized control, where global channel state information (CSI) and battery state information (BSI) are available at a central, possibly virtual, node. A rich literature has proposed algorithms to maximize, for example, the signal-to-noise ratio among users, the rate or the resource utilization accounting for the BS battery level and the energy harvesting process [5, 6]. Whereas the proposed solutions provide relevant performance benchmarks, such optimization problems are generally NP-hard, such that optimal or suboptimal solutions are found at high computational cost and closed-form performance results are hardly derived for large-scale networks.

Distributed association schemes have been proposed as a response to this issue. Each MT associates to a BS independently of other MTs and based on local CSI/BSI only. Such information shortage, coupled with the uncertainty in the energy arrivals at BSs and in the other MT association decision, renders distributed association even more challenging as highlighted in [7]. Letting the possibility for MTs to attach to a BS that cannot guarantee service, due to low battery level in regard to the traffic demand, leads to severe power outage or service denial. This issue is further discussed in the following and is addressed throughout this paper.

B. Network power availability

A device equipped with energy harvesting capability may extract energy from a variety of natural or man-made sources, most commonly solar radiations [4, 8, 9] and radio-frequency signals [2, 13]. Whatever the considered harvesting technology and proposed distribution to model the randomness of energy arrivals, a fundamental aspect of energy harvesting networks with battery-constrained BSs lies in their power availability. Performance can be significantly improved by controlling the set of BSs eligible for cell association, such that MTs are not necessarily associated with their nearest BS and may be offloaded from BSs with low energy resource to BSs with sufficient battery.

Recently, numerous works have focused on the possibility to activate base stations or put them in sleep mode depending on their battery level and the overall network energy consumption [14, 15]. More particularly, in [14], MTs associate with the activated base stations providing the highest received signal strength. Such process is opportunistic and varies according to the instantaneous amount of harvested energy. Yet, it relies on a fixed battery threshold and the resulting on/off decision applies equally to all MTs, independently of their power requirements and channel quality. Thus, a BS can be switched off even if it could serve MTs with low power requirements.

With another perspective, biased cell association is analyzed in [16, 17], i.e. the relative cell coverage is extended or shrunk depending on the BS-MT distance. While such solution accounts for the MT power requirement, the proposed bias is the same for all BSs and does not consider the effective amount of available energy, which fails in capturing the impact of the battery fluctuations. The coupling existing between the user requirement and the battery level regarding cell association is still an open research field in energy harvesting networks, as pointed out is [4], and is investigated in this paper.

C. Acquisition of the battery level information

It is widely assumed that data transmission and energy harvesting can occur simultaneously and that only one MT is served at a time. Such model has been considered for uplink transmissions with energy-harvesting MTs in [16, 18] and for downlink transmissions in [14, 17]. However, such assumption remains questionable for small-cell BSs simultaneously serving some tens of users and is not applicable once BSI is required at users. Indeed, targeting the set of base stations eligible for cell association is conditioned by the battery level. This leads to the question of the BSI acquisition.

Several research works have proposed optimal transmission strategies assuming causal and non-causal knowledge of the battery level [19–21]. Yet, in practice, obtaining non-causal information is not feasible and perfect real-time knowledge of the battery level necessitates excessive signaling overhead, low latency information exchange and tight synchronization. Given the high variability of energy arrivals, traffic demand and user mobility, continuous broadcast from all BSs of their instantaneous battery level (which varies at each power unit arrival and consumption) is extremely costly.

This raises the double issue of the accuracy and the frequency of battery information exchange. While robust designs have been proposed to account for imperfect battery knowledge, notably for resource allocation schemes [8, 22], a fully-distributed cell association scheme has been proposed in [13] where MTs successively associate to base stations that are expected to guarantee a minimum rate for every data packet. In [13], users do not have any information about the effective channel quality, the harvested energy nor the traffic intensity, but only know about their distribution, for which a generic model is proposed.

In this paper, we address the issue of BSI acquisition with a novel perspective by considering periodical battery information broadcast. Contrary to real-time information exchange, more than one MT can associate to the same BS based on the same battery information, leading to unique challenge, notably to design an efficient power availability criteria.

III. SYSTEM MODEL AND ASSUMPTIONS

We describe in this section the network model, the assumptions for energy harvesting and the battery model. We invite the reader to refer to Table I which summarizes the notation used in this paper. In particular, the index $k$ will always refer to a small-cell BS, $j$ to a MT and $l$ to a battery state.

A. A PPP-based network

To analyze the performance of the proposed strategy for cell association, we assume as in [13, 14] that all base stations are harvesting energy from the environment and we consider without loss of generality a one-tier downlink cellular network consisting of small-cell base stations (scBS) and mobile terminals (MT).
As most of small-cell infrastructures are opportunistically deployed, resulting in irregularly-shaped networks, modeling the node position as random variables allows to analyze the network performance using tools of stochastic geometry and alleviates the need for extensive simulations. In this work, both BSs and MTs are thus distributed according to two independent homogeneous Poisson point processes (PPP), respectively with density $\lambda_B$ and $\lambda_{MT}$, and denoted as $\Phi_B$ and $\Phi_{MT}$. Given the extreme densification of next-generation cellular networks, we assume that each MT can connect to more than one base stations, as done for example in [23, 24]. Mobiles are assumed to have high mobility and activity dynamic, such that their random locations are independently distributed at each time slot, as in [14–17].

### TABLE I

| Indexing | $k/j$ | $l/l'$ |
|----------|-------|-------|
| scBSs    | $\Phi_B / \lambda_B$ | $\Phi_{MT} / \lambda_{MT}$ |
| Subset of the Available power at scBS | $A_j / A(B)$ |
| Maximum possible required transmit power when scBS location in the network | $P_{MT}^{(T)} / \lambda_{MT}$ |
| MT location in the network | Set of the $p_{kj}$'s for which $scBS_k$ is available for MT $j$ |
| Power buffer capacity in watts / in power units (\text{\nu}) | Set of the $p_{kj}$'s for which $scBS_k$ serves MT $j$ |

| Power at scBS $k$ | $P_{k,j}^{(T)}$ = $\sum_{j \in S_k} p_{kj}$ |
| At MT $j$ | $P_{R_k}$ |

| Power at scBS $k$ | Power required to send data from scBS $k$ to MT $j$ |
| At MT $j$ | Power buffer capacity in watts / in power units (\text{\nu}) |

| Power at scBS $k$ | Total transmit power of scBS $k$ |
| At MT $j$ | Received power constraint $\forall j$ |

| Power at scBS $k$ | Estimated total transmit power from scBS $k$ to all MTs requiring less $p_{kj}$ |
| At MT $j$ | Power harvested by scBS $k$ |

### C. Assumptions on the power requirement

Cell association policies based on fixed transmit power for any transmission may rapidly discharge the battery and reduce the number of served users [4]. One way to minimize the power consumption is to make the transmit power as low as possible while satisfying user quality constraints. In this work, we propose an approach more commonly used for uplink transmissions and consider power allocation based on channel inversion. Hence, a scBS with low available power can nonetheless serve nearby users, with low power requirement. Let’s define $p_{kj}$ as the power required by MT $j$ to receive data from scBS $k$ while satisfying a received power constraint $P_{R_k}$:

$$p_{kj} = P_{R_k} \frac{L(r_{k,j})}{\chi_{k,j}}.$$

Since fast fading can be hardly tracked for cell association, it is not taken into account. Note that $p_{kj}$ is also the transmit power consumed by scBS $k$ to send data to MT $j$ over a sufficient period of time such that fast fading is averaged out.

Finally, we assume as in [13, 14] that served MTs are separated in time, frequency or both (OFDMA), such that there is no intra-cell interference. $N_{RB}$ resource blocks are available for data transmission at each small-cell BS and picked at random, each with probability $\frac{1}{N_{RB}}$. $N_{RB}$ is assumed large enough to accommodate any MT requiring service, as long as sufficient power is available. Such baseline assumption provides a tractable benchmark for performance analysis, where the system is power-limited, rather than load-limited.

### B. Channel model

The channel model accounts for path-loss, shadowing and fast fading. All links are assumed mutually independent and identically distributed. First, let $l(r_{k,j}) = \kappa r_{k,j}^\alpha$ be the path-loss from scBS $k$ to MT $j$, where $r_{k,j}$ is the distance between them, $\kappa$ is the free-space path-loss at a distance of 1m and $\alpha$ is the path-loss exponent.

Second, the shadowing attenuation $\chi_{k,j}$ from scBS $k$ to MT $j$ follows a log-normal distribution with p.d.f.

$$f_{\chi_{k,j}}(w) = \frac{\zeta}{w \sigma \sqrt{2\pi}} \exp \left( -\frac{(\log_1(w) - \mu)^2}{2\sigma^2} \right)$$

where $\zeta = 10 / \ln(10)$ and where $\mu$ and $\sigma$ are in dB.

Finally, the channel from scBS $k$ to MT $j$ is subjected to a random complex channel gain, referred as $h_{k,j}$ and whose power gain follows an exponential distribution of parameter $\nu$. The p.d.f. of $|h_{k,j}|^2$ is expressed by:

$$f_{h_{k,j}}(w) = \nu \exp(-\nu w)$$

### D. A discrete model for the power buffer

Each small-cell BS is equipped with a battery, or power buffer, with maximal capacity $P_{\text{max}}$. Let $t$ be the beginning of a time slot and $\tau$ its duration. $P_{k}^{(A)}(t)$ refers to the amount of power that is available in the buffer of scBS $k$ at instant $t$ and broadcast towards MTs for cell association. $P_{k}^{(H)}(t)$ denotes for the amount of harvested power and $P_{k}^{(T)}(t)$ for
both the power required by associated users and the total power consumed by the considered scBS during this time slot. Then,

\[
\forall t, k \begin{cases} 
    P_k(t) = P_k(t-\tau) - P_k^{(T)}(t) + P_k^{(H)}(t) \\
    P_k^{(T)}(t) \leq P_{\max} \quad \text{and} \quad P_k^{(H)}(t) \leq P_k(t-\tau)
\end{cases}
\]  (4)

For sake of readability, the time slot index \( t \) is dropped in next sections if there is no ambiguity.

1) Markov chain model: Both the harvested and consumed powers are continuous random variables and so is the amount of power that is stored in the battery. Since such assumption is not tractable for analysis, we consider an approach similar to [18, 25] by discretizing the states of the battery into a finite number of levels, as depicted in Figure 1. As a consequence, the harvested and consumed powers are discretized as well. Note that the stochastic processes of both of them only depend on the buffer state at previous time slot, such that the battery forms a finite-state Markov chain.

We respectively define \( L \) and \( \varepsilon \) as the highest battery level and the step size (or power unit), i.e. \( P_{\max} = \varepsilon L \). The transition probability matrix of the battery Markov chain is denoted as \( P = [P_{lj}] \), where \( P_{lj} \) stands for the probability to go from state \( l \) to state \( q \) from one time slot to the next one. The probability that the battery has \( l \) power units is denoted as \( v_l \) and the probability vector of the battery states as \( \mathbf{v} = [v_0 v_1 \ldots v_L] \).

2) Assumptions for energy harvesting (battery charge): Without loss of generality, a general energy harvesting model is considered, where \( N_e \) power units are harvested at a time and where the power arrivals follow a Poisson process of intensity \( \lambda_e \). Both parameters \( N_e \) and \( \lambda_e \) allows to model the burstiness of the harvesting process. The probability \( P_H(mN_e) \) to harvest \( mN_e \) units over duration \( \tau \) is independent from the current battery state and is given by:

\[
P_H(mN_e) = P \left( \sum_k [P_k^{(H)}]_{mN_e} \right) = \frac{(\lambda_e \tau)^m}{m!} \exp(-\lambda_e \tau) \quad (5)
\]

Such a model is used for example for solar photo voltaic panels, but the analysis proposed in this work is valid for other harvesting processes, by considering other function \( P_H \).

3) Assumptions for energy consumption (battery discharge): To successfully target the set of available BSs, MTs require to know how much power is stored in their battery. We assume that the battery level \( P_k(t) \) is broadcast by BSs, as part of signaling in control channels, and received at BSs only periodically, at the beginning of a time slot, as illustrated in Figure 2. This implies that more than one MT can associate to the same BS within a time slot and based on the same battery information \( P_k^{(A)}(t) \). Modeling the battery by a birth-death process as in [14], where MT arrivals follow a Poisson process and where no more than one power unit can be consumed at a time cannot be applied to the proposed framework. In our case, the Markov chain transiton model accounts for the total power consumed when several MTs are simultaneously served. For analysis, we assume that data transmission effectively occurs in the next time slot, as shown in Figure 2.

To compute \( P_k^{(T)}(t) \), the amount of elementary power \( p_{kj} \) consumed to send data from a given scBS \( k \) to MT \( j \), is rounded up to the nearest battery unit. The probability \( P_T(m | l) \) to consume a total of \( m \) power units given that scBS \( k \) has \( l \) power units in its battery is equal to:

\[
P_T(m | l) \approx \sum_t [P_k^{(T)}(t)] = m | l \quad (6)
\]

Its computation is one of the main issues solved in this paper.

Remark 1: The proposed model can be applied to both continuous energy harvesting with periodical information broadcast and non-continuous harvesting, e.g. time-switching simultaneous wireless information and power transfer (SWIPT).

Remark 2: The arrival order within a time slot is not considered and MTs are selected in ascending order of their power requirement.

Remark 3: Increasing the battery broadcast period, i.e. the time slot duration \( \tau \), suggests a higher \( \lambda_{MT} \), since more MTs can request cell association during the same slot. However, analyzing such correlation is out of the scope of this paper.
IV. PROPOSED CELL ASSOCIATION AND METHODOLOGY

This section describes the proposed energy-aware cell association with BS availability checking and presents the methodology considered for performance analysis.

A. Overview of the proposed cell association

The proposed cell association accounts for both aspects of the scBS available power and the MT required transmit power, which depends on the node distance and channel gains as expressed in Eq. (3). It is performed in three steps: 1) Power availability, 2) Cell association and 3) MT selection.

First, each MT checks if the transmit power required to satisfy the received power constraint $P_{Rx}$ is compatible with the amount of power stored in the neighboring scBSs, as announced by broadcast. Doing this, each MT targets a subset of scBSs which are eligible, or available, for cell association. Second, each MT associates to one of the available small-cell BSs. It chooses the one which consumes the less transmit power while satisfying the constraint $P_{Rx}$. Third, each scBS selects the MTs that can be served among the MTs which are associated to it. This last step is specific to the considered energy-constrained context. Due to power limitation, a scBS may not be able to serve all associated MTs, similarly to call rejection in a load-limited networks.

Figure 3 illustrates the gain in the probability of power outage that is obtained by using the proposed energy-aware cell association over conventional association without availability checking (namely, scheme “w/o $A$” as described in Section VI-A). The proposed strategy significantly improves the performance at cell edge by offloading users to scBSs with higher battery level, even if such scBS is farther. When the energy arrival is bursty ($N_e = 80$), gain is obtained in a large part of the network since users are dynamically distributed among neighboring scBSs as a function of the energy arrivals. This is further discussed in Section VI-C.

B. Description of the proposed cell-association

1) Set of available small-cell BSs: The power availability criteria characterizes the set of available scBSs and each MT determines its own subset of available scBSs as follows:

\[ \mathcal{A}_j \triangleq \{ \text{scBS} \in \Phi_B : p_{kj} + \bar{p}^{(T)}_{k\setminus j} \leq p^{(A)}_k \} \]

where $\bar{p}^{(T)}_{k\setminus j}$ refers to the estimated transmit power required by other MTs associated to scBS $k$ and selected before MT $j$, given the MT selection rule (Definition 2). It is defined as the expected sum of the power required by any other MT $i$ satisfying $p_{ki} < p_{kj}$, i.e.

\[ \bar{p}^{(T)}_{k\setminus j} = \mathbb{E} \left[ \sum_{i \in \Phi_k \setminus j} p_{ki} \right] \text{ with } \Phi_{k\setminus j} \triangleq \{ \text{MT} \in \Phi_{MT} : p_{ki} < p_{kj} \}. \]

The estimate $\bar{p}^{(T)}_{k\setminus j}$ is computed later on in Eq. (6).

Insights for Definition 1: Several power availability criteria are possible for the scBS pre-selection rule. The simplest one would be to check if the required power $p_{kj}$ does not exceed the battery level, i.e. $p_{kj} \leq p^{(A)}_k$ and $\bar{p}^{(T)}_{k\setminus j} = 0$. Whereas such criteria is valid if the battery level is known at MTs in real-time, this is not adapted to the considered multi-user transmission context with periodical broadcast. Given the power constrains in Eq. (4), the total power of served MTs, i.e. $p^{(T)}_k = p_{kj} + \sum_{i \in S_k} p_{ki}$, with $S_k$ the set of MTs served by scBS $k$, has high probability to exceed $p^{(A)}_k$ with such availability criteria, leading to severe power outage. To avoid associating to a scBS that cannot guarantee service, a valid power availability criteria should accommodate the transmit power required by the other users served by scBS $k$, i.e. $\sum_{i \in S_k} p_{ki}$, in addition to the power $p_{kj}$ required by MT $j$. However, the total consumption $P^{(T)}_k$ depends on the cell association of all MTs of the network which cannot be known in advance for computing the power availability criteria (non-causal information). An estimate of $P^{(T)}_k$ is thus required. If overestimated, the set of available scBSs may be excessively reduced. If underestimated, a scBS may be associated to more MTs than it can actually serve given its available power, as for the criteria $p_{kj} \leq p^{(A)}_k$.

As scBSs serve MTs in ascending order of required powers, it is sufficient to account only for the total transmit power...
of the served MTs that require less power than \( p_k \). In the proposed availability criteria, MT \( j \) assumes that any other MT which requires less power than \( p_k \) is associated with scBS, regardless of their effective cell association. The estimate \( \hat{P}_{k,j}^{(T)} \) only requires to know the density of MTs \( \lambda_{MT} \) and the battery level \( \tilde{P}_{k}^{(A)} \). Its value can be computed using stochastic geometry tools as follows:

\[
\hat{P}_{k,j}^{(T)} = \lambda_{MT} \frac{2 - \alpha}{2 - \alpha + 1} (p_k)^{\frac{2}{\alpha} + 1}
\]

where

\[
\begin{align*}
\zeta &= \frac{1}{\ln(\alpha)} \exp \left( \frac{2 - \alpha}{\alpha} \mu + \frac{1}{2} \left( \frac{2 - \alpha}{\alpha} \right)^2 \sigma^2 \right) \\
\Phi &= \pi \frac{1}{\ln(\alpha)} \exp \left( \frac{2 - \alpha}{\alpha} \mu + \frac{1}{2} \left( \frac{2 - \alpha}{\alpha} \right)^2 \sigma^2 \right)
\end{align*}
\]

The proof of Eq. (6) is given in Appendix A.

2) **Effective cell association:** Once the set of available small base stations has been characterized, each MT effectively associates to one of them.

**Definition 2.** A mobile terminal MT \( j \) associates with the available base station which consumes the less transmit power to satisfy the received power constraint \( P_{Rx} \). It is denoted as scBS\(_{0}\), with:

\[
\text{scBS}_0 = \arg \min_{\text{scBS}_k \in A_j} \left\{ P_{Rx} \frac{l(r_{k,j})}{\chi_{k,j}} \right\} = \arg \min_{\text{scBS}_k \in A_j} \{ p_{kj} \}
\]

This cell association is equivalent to associating with the small base station for which the received power is maximal, for a fixed transmit power equal to \( \frac{1}{P_{Rx}} \).

3) **MTs selection rule:** To maximize the number of served MTs while satisfying the received power constraint for all of them, we consider the following approach:

**Definition 3.** Each small-cell BS selects mobile terminals to be served among the associated ones and in ascending order of their power requirement till all associated users are selected or till the overall power consumption reaches the battery level. This subset of MTs is denoted as \( S_k \) for scBS\(_k\).

We will show that the probability to be associated but rejected is negligible for the proposed cell association.

**Remark:** Such MT selection strategy allows hard decision for the power availability criteria, which is not permitted by a random MT selection, where a small-cell base station can be declared available only with a given probability.

**C. Problem formulation and methodology for analysis**

To analyze the performance achieved by the proposed energy-aware cell association in terms of power outage and coverage probability, it is necessary to understand how the availability criteria of Definition 1 and the effective cell association of Definition 2 affect the set of served MTs and the battery level and reciprocally, how the battery level determines the set of scBSs eligible for cell association.

Although Monte-Carlo simulations offer wide possibilities and numerous variable factors for refined performance analysis, they suffer from two main drawbacks. First, they are time-consuming and their accuracy is significantly affected by the number of samples considered for simulations. Second, they confine the obtained conclusions only to the considered parameter settings and new sets of simulation are required for performance generalization, since parameters cannot be modified retroactively. This motivates us to compute closed-form expressions for performance analysis, which is the object of the remainder of the paper.

The analytical approach considered in [13] to compute the power outage and coverage probabilities is based on the expected cell coverage, average number of served MTs and average transmit power consumption. Yet, it cannot be applied to the proposed power availability checking which accounts for their instantaneous fluctuations. Instead of averaging, the probability mass functions (pmf) of the battery states and of the number of power units consumed at each BS transmission are computed in this paper. To this end, we aim at solving the battery steady-state system:

\[
\begin{align*}
\begin{cases}
\text{v} = \text{vP} \\
1 = \text{v1}
\end{cases}
\end{align*}
\]

where \( 1 \) is a all-ones vector and \( \text{v} = [v_0 \quad v_1 \quad \ldots \quad v_l] \) is the steady-state battery probability vector. The main challenge lays in the computation of the transition probability matrix of the battery Markov chain \( P = [P_{ij}] \), which is itself a function of \( \text{v} \) and renders the system of equations in (8) non-linear.

To solve such issue, we consider the following methodology. First, we analyze the conditions for availability and characterize the set of available BSs as a function of the probability vector \( \text{v} \) (Subsection V-B). Next, we deduce the sets of MTs associated and served by a given BS depending on its battery level (Subsections V-C and V-D). Based on the densities of available scBSs and served MTs, we compute \( P_{lq}, \forall l, q \) as a function of \( \text{v} \) and propose an algorithm to solve Eq. (9) (Subsection V-E). Finally, performance are computed (Subsection V-F).

**V. PERFORMANCE ANALYSIS OF THE PROPOSED ENERGY-AWARE CELL ASSOCIATION**

This section is dedicated to the characterization of the available BSs and served MTs, the computation of the battery-level probability vector and the performance analysis.

**A. Generalities and useful theorem**

For analysis, the Slivnyak theorem allows considering a single typical small-cell base station, denoted as scBS\(_0\), without loss of generality. Let’s define \( \Phi_{MT} \) as the point process of the \( p_{0j} \)'s \( \forall j \), for this typical scBS. From the properties of displaced PPPs, scBS\(_0\) sees the \( p_{0j} \) as distributed according to a non-homogeneous PPP on \( \mathbb{R}^+ \) with intensity \( \Lambda_{MT}(p) = \lambda_{MT} (P_{p,\hat{p}}^2) \), as proved in Appendix A. Similarly, a typical mobile terminal, denoted as MT\(_0\), can be considered for analysis. It sees the \( p_{0k} \)'s, \( \forall k \) as distributed according to a non-homogeneous PPP, denoted as \( \Phi_{B} \), and of density \( \Lambda_{B}(p) = \lambda_{B} (P_{p,\hat{p}}) \).

Before moving onto the analysis of the proposed cell association, we propose a general and useful theorem:
**Theorem 1.** Assume that the set of the transmit powers $p_{0j}$ from the typical base station scBS(0) to its served MTs form a PPP denoted as $\Phi$ and of density $\Lambda(p)$. In addition, assume that $p_{0j} \leq P \in \mathbb{N}, \forall j_i$. Then, the probability of the discretized total power consumption at scBS(0) denoted as $P_\Sigma(m, \Lambda, P) = \mathbb{P}(\sum_{j \in \mathcal{B}} [p_{kj}] = m)$ is found recursively as follows:

$$
\begin{align*}
&\mathbb{P}_\Sigma(0, \Lambda, P) = \exp(-\Lambda(P)) \\
&\mathbb{P}_\Sigma(m, \Lambda, P) = \frac{m!}{\prod_{q=1}^{m} C_q \mathbb{P}_\Sigma(m-q, \Lambda, P)}
\end{align*}
$$

where $C_q = \Lambda(q) - \Lambda(q-1)$ and $m^* = \min(m, P)$.

**Proof:** See Appendix B

In Theorem 1, $C_q$ refers to the average number of MTs requiring exactly $q$ units of energy for data transmission (after rounding up). The probability $\mathbb{P}_\Sigma(0, \Lambda, P)$ that the scBS does not consume energy at all is equal to the probability that there is no MT requiring $p_{0j} < P$.

**Remark:** This theorem has wide application and allows to compute the transmit power of a multi-user transmission where power is allocated based on channel inversion given path-loss and shadowing. It is used in this work to analyze the set of served MTs and the interference received at MTs.

**B. Analysis of the set of available scBSs**

Given the power availability criteria of Definition 1 and the estimated power consumption of Eq. (6), the typical user $l$ with $p_{k0} = l$ power units, the availability criteria is equivalently defined as:

$$p_{k0} + \tilde{d}_{k0}(T) \leq p_{k}\langle T \rangle \iff g_A(p_{k0}) \leq l$$

$$g_A(p) = p + \lambda_M T \frac{2^\frac{\alpha}{\gamma} + 1}{2^\frac{\alpha}{\gamma} - 1} \left(\frac{2^\frac{\alpha}{\gamma} + 1}{2^\frac{\alpha}{\gamma} - 1}\right)^l$$

Since $g_A(p+1) - g_A(p) > 1$, increasing the required transmit power by one power unit necessitates a much higher increase of the power available in the power buffer to account for all other MTs requiring only $p$.

We define $p_{l}^{(cov)}$ as the maximum power that can be required by a MT served by a scBS having $l$ power units in its battery, i.e. the maximum power satisfying the availability criteria:

$$p_{l}^{(cov)} = g_A^{-1}(l)$$

$p_{l}^{(cov)}$ can be interpreted in terms of power coverage. Any MT, for which $p_{k0} \leq p_{l}^{(cov)}$ declares scBSk available for data transmission. Reciprocally, the MTs served by scBSk are solely located in this subset. Note that scBSk is necessarily unavailable for any MT, such that $p_{kj} > p_{l}^{(cov)}$.

Likewise, the lowest buffer state $l^*$ providing availability of scBSk for MT(0) is defined as:

$$l^* - 1 < g_A(p_{k0}) \leq l^* \iff p_{l^* - 1} < p_{k0} \leq p_{l^*}^{(cov)}$$

with $p_{k0}$ the required power to transmit data from scBSk to MT(0). Using such notation, scBSk is declared available if its battery state $l$ is greater than $l^*$. This occurs with probability:

$$P^\Lambda_B(p_{k0}) = \sum_{l = l^*}^{L} v_l$$

where $v_l$ is the probability to be in state $l$. Such probability allows to compute the intensity of available BSs.

Given that both scBSs and MTs are independently located, that energy is harvested independently at each base station and that the power availability checking is performed independently at each MT as well, each BS of $\Phi_B$ is declared available by MT(0) with probability $P_B^{\Lambda}(p_{k0})$.

**Lemma 1.** The subset $\mathcal{A}_B$ of small-cell base stations available for MT(0) forms a PPP on $[0, p_{l^*}^{(cov)}]$, with density

$$d \Lambda_B^{\Lambda}(p) = d \Lambda_B(p) P_B^{\Lambda}(p) = d \Lambda_B(p) \sum_{l = l^*}^{L} v_l$$

$$\Rightarrow \Lambda_B^{\Lambda}(p) = \sum_{l = l^*}^{L} v_l \Lambda_B(p_{l^*+1}^{(cov)}) + \sum_{l = l^*}^{L} v_l \Lambda_B(p)$$

with $l^*$ depending on $p$ as in Eq. (11) and $\Lambda_B(p) = \lambda_B T p_{l^*}^{(cov)}$

**Proof:** This Lemma directly follows from the thinning property of PPPs and from [24, Prop.1.3.5].

This expression of $\Lambda_B^{\Lambda}(p)$ can be interpreted as follows. Any scBS for which the transmit power required by MT(0) is equal to $p \in [0, p_{l^*+1}^{(cov)}]$ is declared available if the power buffer state is greater than $l^*$. This gives the term $\sum_{l = l^*}^{L} v_l \Lambda_B(p_{l^*+1}^{(cov)})$. However, any scBS for which $p \in [0, p_{l^*}^{(cov)}]$ can be declared also available if the power buffer is in state $l^* - 1$. This gives the additional term $\sum_{l = l^*}^{L} v_l \Lambda_B(p_{l^*}^{(cov)})$, etc.

**C. Probability to be associated with the typical scBS**

By Definition 2 the probability $P_B^{\Lambda}(p|l)$ of a MT requiring a power $p$ is associated with the typical small-cell base station scBS(0), given that $l$ power units are available in its battery, is equal to the probability that scBS(0) is the "closest" available base station in terms of transmit power $p$. With $\Lambda_B^{\Lambda}(p)$ the density of available scBSs, it follows from the void probability of PPPs that

$$P_B^{\Lambda}(p|l) = \begin{cases} 
\exp(-\Lambda_B^{\Lambda}(p)) & p \leq p_{l}^{(cov)} \\
0 & \text{otherwise}
\end{cases}$$

**D. Analysis of the set of served MTs**

As described in Definition 3, the typical base station scBS(0) selects MTs in increasing order of required transmit power based on the effective set of associated MTs, while cell association is performed by MTs based on an estimate set of associated MTs (which depends on the estimate power $\tilde{P}_{(0j)}^{(T)} \forall j$). As a consequence, there exists a non-zero probability that a MT associated with the typical scBS cannot be effectively served due to power shortage. MTj requiring a transmit power of $p_{0j}$ is rejected by scBS(0) if the current realization of the PPP network and channel gains leads to $p_{0j} + \sum_{i \in \mathcal{S}_0} [p_{0i}] > P_{0j}$, i.e. if $\tilde{P}_{(0j)}^{(T)}$ has been underestimated. However, the rejection probability is negligible and we propose the following approximation, which is valid only for the proposed cell association.
Lemma 2. Given that \( l \) power units are available in the battery, the subset \( S_0 \) of MTs served by scBS\((0)\) forms a PPP on \([0, p_l^{(\text{cov})})\), with:

\[
\frac{d \Lambda_{MT}^{(S)}(p \mid l)}{d l} = \frac{d \Lambda_{MT}(p)}{d l} \mathbb{P}^{(\text{cov})}(p|l) = \frac{\lambda_{MT}}{\lambda_B} \frac{1}{\sum_{q=0}^{l-1} \exp \left( -\Lambda_B^{(A)}(p_l) \right)} \exp \left( -\Lambda_B^{(A)}(p) \right)
\]  

The closed-form expression of \( \Lambda_{MT}^{(S)}(p|l) \) is computed by integration, as given in Eq. (15) at the top of page.

E. Characterization of the battery state probability vector

As \( \Lambda_{MT}^{(S)}(p \mid l) \) refers to the density of \( S_0 \) given that there are \( l \) power units in the battery, i.e., the subset of MTs served by scBS\((0)\) at time slot \( t \), we apply Theorem 1 to compute the total power consumption as follows:

\[
\mathbb{P}^{\{m, \Lambda_{MT}^{(S)}(p \mid l) \mid \text{cov} \}} = \begin{cases} \mathbb{P}_E^{\{m, \Lambda_{MT}^{(S)}(p \mid l) \mid \text{cov} \}} & \text{if } m \leq l \\ 0 & \text{otherwise.} \end{cases}
\]  

where \( p_l^{(\text{cov})} \) refers to the maximum transmit power that can be required by a MT of \( S_0 \) as given in Eq. (10). Next, we compute the matrix \( \mathbf{P} \). Given the battery model described in Subsection III-D and depicted in Figure 1, the probability to go from state \( l \) to state \( q \) from a time slot to the next one is given by:

\[
\forall q \neq L \text{ } \begin{bmatrix} \mathbb{P}_T^{LQ} & \mathbb{P}_T^{LQ} \\ \mathbb{P}_T^{LQ} & \sum_{m} \mathbb{P}_T^{LQ} (m) \mathbb{P}_H (q - l + m) \end{bmatrix}
\]  

The case \( q = L \) accounts for the finite battery capacity: no more than \( L \) power units can be stored, whatever the amount of harvested power.

Finally, we propose to numerically solve the steady-state system of Eq. (8) and obtain \( v \) by applying the algorithm in Table II. Given that matrix \( \mathbf{P} \) is non-linear in \( v \) and hardly invertible, this algorithm is directly inspired from the fixed-point method commonly used to solve systems of the form \( x = f(x) \). If \( v^{(0)} \) represents the first guess for the solution, successive approximations to the solution are computed as \( v^{(n+1)} = v^{(n)} \mathbf{P} \). The proposed algorithm converges after a dozen iterations only.

F. Performance Analysis of the proposed cell association

In this last subsection, we analyze the performance provided by the proposed energy-aware cell association.

1) Probability of power outage: A power outage occurs either when a MT cannot find any available small-cell base station or when it is associated but dropped due to power shortage. With regards to the proposed association, this second event can be neglected. As highlighted in Approximation 1, MTs have very low probability to be dropped once associated.

Proposition 1. The probability of power outage \( \mathbb{P}^{(A)}_{\text{out}} \) of the proposed cell association is expressed as

\[
\mathbb{P}^{(A)}_{\text{out}} = \exp \left( -\Lambda_B^{(A)}(p_l^{(\text{cov})}) \right)
\]

where \( \Lambda_B^{(A)} \) is defined in Eq. (13) and \( p_l^{(\text{cov})} \) is the maximal power that can be required by a MT, solving Eq. (10).

Proof: This follows from the void probability of PPPs, together with Approximation 1. ■

2) Coverage probability: The coverage probability \( \mathbb{P}_\gamma \) is defined as the probability that the signal-to-interference ratio (SIR) at MT\((0)\) exceeds a given reliability threshold \( T \). While the availability criteria and power outage probability only depend on path-loss and shadowing, this performance metric accounts for fast fading and interference as well.

First, given that resource blocks are picked at random with equal probability, the expected transmit power of scBS\(k\), \( \forall k \in \Phi_{scBS} \), in the resource block used by MT\((0)\) is equal to \( \frac{\rho_T}{N_{RB}} \), with \( \rho_T^{(T)} \) the total transmit power of scBS\(k\). Denoting \( \Phi_{scBS} \) the small base station serving MT\((0)\), the interference \( I \) received at MT\((0)\) is computed as follows:

\[
I = \sum_{\Phi_{scBS} \neq \Phi_{BS} \cup \Phi_{scBS}} \frac{\rho_T^{(T)} \mathbf{h}_{k,0}}{N_{RB} \mathbf{l}(\gamma_{k,0})^2}
\]

\[
= \sum_{m=1}^{L} \sum_{l=0}^{L} \sum_{\Phi_{m,l}} \frac{m \mathbf{h}_{k,0}}{N_{RB} \mathbf{l}(\gamma_{k,0})^2},
\]

where \( m \) refers a total transmit power, \( l \) to a BS battery state and \( \Phi_{m,l} \) refers to the set of interfering scBSs having \( l \) units of energy stored in their battery and transmitting with...
TABLE III
DEFAULT SIMULATION PARAMETERS

| Channel | scBS | MT |
|---------|------|----|
| κ / κ  | 1 / 4 | λ_{BS} \frac{1}{\text{inBS}} | λ_{MT} \frac{1}{\text{inMT}} |
| μ / σ  | 0 / 4dB | L / P_{max} | 1000 / 1W |
| ν      | 1    | λ_e / N_e | 10%L / 1 |

m ≤ l power units. Note that the \( \Phi_{m,l}^{(I)} \) form a partition of the interfering scBSs, as \( \Phi_B \setminus \Phi_{0} = \bigcup_{m=0}^{L} \Phi_{m,l}^{(I)} \).

**Proposition 2.** The coverage probability of the proposed cell association is given by:

\[
P_{\gamma}^{(A)} = \prod_{m=1}^{L} \prod_{l=m}^{L} \exp \left( -\rho_{m,l} \lambda_B \gamma_m \frac{2}{\alpha} \left( \frac{2}{P_{\text{Rx}}} \int_{u_{m,l}}^{\infty} u^{2/\alpha-1} \frac{1}{1+u} du \right) \right)
\]

where

\[
\begin{align*}
\gamma_m &= \pi \frac{m}{\alpha N_{RB}} \frac{2}{\alpha} \\
\rho_{m,l} &= \nu_{TB}(m | l) \\
u_{m,l} &= \min \left( \frac{1}{\eta} \frac{p_{\text{cov}}}{m N_{RB}} \right)
\end{align*}
\]

In this, \( \rho_{m,l} \lambda_B \) refers to the density of \( \Phi_{m,l}^{(I)} \) and \( P_{\gamma}(m | l) \) is computed as in Eq. (17), using Theorem 1.

**Proof:** See Appendix C.

**Remark 1:** The power received from the closest interfering scBS is measured by \( v_{m,l} \). Different from most existing frameworks, such maximal interference is defined as the minimum value between \( P_{\text{Rx}} \) and \( m N_{RB} \), due to the availability criteria.

**Remark 2:** Theorem 1 allows to discard the assumption of full-power transmission with saturated traffic load in the computation of the received interference, as commonly used for tractable analysis [14, 17]. With our scenario and considered network model, such assumption would imply that the transmit power model for the battery discharge (which accounts for the potentially low number of served MTs) does not match the transmit power model for the received interference (which gives a worst-case result for the coverage probability). In the proposed analysis, the effective inter-cell interference is computed based on the battery level and power requirements of associated MTs. Thus, a scBS with low battery level and serving few MTs also generates less interference.

VI. SIMULATIONS AND PERFORMANCE RESULTS

In this section, we first validate the proposed analysis and then, we present the simulation results obtained for the power-availability-aware cell association, with a particular focus on the power outage.

A. Considered reference cell association strategies

In the following, the proposed cell association is referred as "A." As first reference, we consider the performance achieved when scBSs are connected to the power grid and do not require energy harvesting. As for the proposed strategy, we assume channel-inversion-based power allocation and minimal transmit-power-based association. A maximum transmit power constraint \( P_{\text{max}}^{(OG)} \) is assumed for data transmission towards each user. Such scheme is referred as "on-grid" and gives performance upper bound.

As second reference scheme, we consider a more conventional association policy with energy harvesting but without power availability checking. Similarly to A, a MT associates to the scBS for which the required transmit power is minimal, as in Definition 2, but the battery level is not considered and no pre-selection of available base stations is performed. In this case, \( A_j = \Phi_B \) for all \( j \). This scheme is referred as "w/o A."

As third reference, we consider a cell association policy similar to the proposed one, with power availability criteria and minimal-power association, but where the BSI (battery state information) can be known in real-time, at any instant. In this case, a MT performs cell association knowing the effective instantaneous battery level of each small-cell base station. The power availability criteria is thus reduced to \( p_{kj} \leq p_{k}^{(A)} \) and, contrary to the proposed strategy, MTs are served in a first-come first-served basis and not in ascending order of required power, as no non-causal information is assumed. Such scheme is denoted as "rt-A."

**Remark:** Performance upper-bounds can be obtained by considering centralized cell association, where the scBS-MT pairing is computed at each time slot with global instantaneous knowledge of channel and battery states. Yet, computing the optimal solution and proposing an optimal/suboptimal algorithm for it largely exceeds the scope of this paper.

B. Simulation setup and Analysis validation

To simulate the network performance and validate the proposed analysis, we use Monte-Carlo simulations. Each simulation trial first consists in generating the base station PPP in a finite window. The battery level at each BS is initially set as random, taken from a uniform distribution. Then, a sufficiently large number of sub-trials is simulated to model the BSI broadcast periods. Each of them consists in generating the energy arrivals at each scBS and the user PPP in the considered window. Next, cell association is performed, the battery level is updated following the effective harvested and consumed energy and both outage and coverage are evaluated for this sub-trial. Note that, to avoid any result distortion due to the initial conditions, a transition period is simulated at the beginning of each trial such that each battery reaches its stationary state. Finally, the outage and coverage probabilities are computed by averaging over 10,000 such trials. If not specified, we consider the simulation parameters of Table III.

Before moving onto the performance analysis, we validate the analysis proposed in this paper. The outage and coverage probabilities obtained by Monte-Carlo simulations are depicted in Figures 5 and 6 for a wide range of simulation parameters. The plots show a complete agreement between the analytical and simulated results. In particular, Figures 5 and 6 depict both the simulated probability that MT\( _0 \) cannot associate with any scBS (namely, "simul. 1-P_{\text{OUT}}\)) in the Figure) and the effective simulated power outage probability...
consider that energy is harvested at rate of the simulation results, we evaluate the robustness of the characterized by its irregularity, which may have a highly C. Performance gain reached by the proposed cell association

Along with its uncertainty, the energy arrival process is characterized by its irregularity, which may have a highly detrimental effect on the network performance. As first part of the simulation results, we evaluate the robustness of the proposed cell association against bursty arrivals. To do so, we consider that energy is harvested at rate $\frac{\lambda}{N_c}$ over one time slot and that each arrival consists of $N_e \tau$ energy units. When $N_e$ increases, energy is harvested less frequently, but each burst carries more power units.

The outage probabilities obtained for schemes $\mathcal{A}$, w/o-$\mathcal{A}$ and rt-$\mathcal{A}$ are illustrated in Figure 4. Significant loss in the power outage is observed for both w/o-$\mathcal{A}$ and rt-$\mathcal{A}$ when the energy harvesting process is bursty (high values for $N_e$). As no energy management is performed and users associate with scBSs ignoring their battery level, the reference w/o-$\mathcal{A}$ is severely handicapped by long periods without energy arrivals. In addition, more energy is generally wasted at scBSs since energy may be harvested at a scBS and few users may effectively associate to it. Next, the performance of rt-$\mathcal{A}$ is essentially conditioned by the arrival order of the power bursts and MTs service requests, given the considered first-come first-served approach. Receiving large power bursts allows serving users at cell edge or with weak channel, i.e. users with high power requirement, but this rapidly depletes the battery and prevents from serving other users at next time slot.

On the contrary, the proposed power availability criteria is only slightly affected by the burstiness of the energy arrival process. Such gain is further illustrated in Figures 5(b) and (c). As traffic is offloaded from scBSs with low battery to scBSs with higher battery and users are served in ascending order of power requirement, the overall available energy is more evenly distributed among base stations to serve users. As a consequence and following principles enunciated in [27], the proposed availability checking can be considered as a non-direct energy-sharing mechanism within the wireless communication networks, in the same way as node cooperation.

Remark: As observed in Figure 4 the case $N_e = 1$ (regular energy arrivals) presents the minimal gain of the proposed cell association over both w/o-$\mathcal{A}$ and rt-$\mathcal{A}$. As it constitutes a lower-bound on the achievable performance gain, it is the only case considered in the following.

Next, we analyze the impact of the scBS density on the probability of power outage, as depicted in Figure 5. Comparing the proposed cell association with w/o-$\mathcal{A}$, we observe that the power availability checking provides a relatively constant gain, which increases when the received power constraint $P_{Rx}$ decreases. Indeed, with smaller $P_{Rx}$, user requires less transmit power and can generally associate with more base stations, even if located farther. Hence, a smoother distribution of the available energy can be reached among the scBSs in the network, by non-direct energy sharing. By comparison with the on-grid strategy, the outage loss due to energy harvesting is deeper for large cells. Indeed, the considered association strategies with energy-harvesting base stations are limited in their total power consumption by the battery and cannot serve far users due to power shortage, while we have assumed for the on-grid strategy a transmit power constraint at each user only, and not on the overall consumption.

The probability of power outage is then plotted as a function of the received power constraint $P_{Rx}$ in Figure 6. We observe that the proposed energy-aware outperforms both w/o-$\mathcal{A}$ and rt-$\mathcal{A}$ and approaches the performance reached by the on-grid policy for $P_{max}=50$mW. Furthermore, the obtained gain increases when the harvesting rate $\lambda$ diminishes. This suggests that the power availability checking presented in Definition 1 brings robustness to impaired harvesting conditions, i.e. cloudy days for solar photovoltaic panels. Note that such simulation results have been presented for $N_e = 1$, which lower-bounds the gain of the proposed strategy.

Finally, we observed from Figure 7 that the proposed association strategy does not lead to noticeable reduction in the coverage probability compared to w/o-$\mathcal{A}$, although it allows to serve more users (This is plotted for the case $P_{Rx} =$-
We have proposed in this paper a novel user association strategy for small-cell networks constrained by energy harvesting. It takes advantages from (i) a BS power availability checking prior to effective association, (ii) transmit power minimization, to satisfy a received power constraint and the users power requirement. Simulations show that the proposed scheme significantly outperforms conventional schemes. By efficiently offloading traffic at BSs with low battery, the proposed cell association allows a more even distribution of the available energy in the network and acts as a non-direct energy-sharing mechanism. In addition, it is more robust to energy harvesting impairment and BS density reduction.

**VII. CONCLUSION**

We have proposed in this paper a novel user association strategy for small-cell networks constrained by energy harvesting. It takes advantages from (i) a BS power availability checking prior to effective association, (ii) transmit power minimization, to satisfy a received power constraint and (iii) user selection at BSs in ascending order of the power requirement. The proposed strategy only necessitates periodical broadcast of the BS battery level and accommodates the power consumed to transmit data to all users potentially associated to the same BS.

Then, we have proposed for it a comprehensive analysis which jointly captures the effect of the battery fluctuations and the users power requirement. Simulations show that the proposed scheme significantly outperforms conventional schemes. By efficiently offloading traffic at BSs with low battery, the proposed cell association allows a more even distribution of the available energy in the network and acts as a non-direct energy-sharing mechanism. In addition, it is more robust to energy harvesting impairment and BS density reduction.

**APPENDIX A**

**PROOF OF EQ. (6)**

From the displacement theorem as used in [28] Lemma 1,

\[
\Lambda_{MT}(p) = \lambda_{MT} \int_{R}^{+} \mathbb{P}(P_{Rx} \in [0, p]) \, dp = \lambda_{MT} \mathbb{E}_{X} \left[ \left( \frac{P}{kP_{Rx}} \right)^{\frac{2}{\alpha}} \right] = \lambda_{MT} \mathbb{E}_{X} \left[ \left( \frac{P}{kP_{Rx}} \right)^{\frac{2}{\alpha}} \right] \mathbb{E} \left[ \frac{2}{\alpha} \chi_{0j}^{2} \right] = \Upsilon_{X}
\]

(21)

The last line comes from the independence of the shadowing attenuation on each scBS-MT link and \( \mathbb{E} \left[ \chi_{0j}^{2/\alpha} \right] \) is the fractional moment of a log-normal RV. With \( \zeta = 10/\ln(10) \),

\[
\mathbb{E} \left[ \chi_{0j}^{2/\alpha} \right] = \exp \left( \frac{2}{\alpha} \mu + \frac{1}{2} \left( \frac{2}{\alpha} \right)^{2} \sigma^{2} \right) = \Upsilon_{X} \quad \text{(22)}
\]

Then, the estimate total power consumption \( \bar{P}_{k_{0}}^{(T)} \) is computed using the Campbell’s theorem as follows:

\[
\bar{P}_{k_{0}}^{(T)} = \int_{0}^{p_{k_{0}}} \! dp \Lambda_{MT}(p) \, dp = \lambda_{MT} \Upsilon_{X} \frac{2}{\alpha} \!(p_{k_{0}}) \frac{2}{\alpha} + 1 \quad \text{(24)}
\]

**APPENDIX B**

**PROOF OF THEOREM 1**

Let’s consider the probability generating function of total power consumption \( \Sigma = \sum_{j \in \Phi} [p_{kj}] \):

\[
G_{\Sigma}(t) = \mathbb{E} \left( t^{\Sigma} \right) = \sum_{m=0}^{\infty} t^{m} \mathbb{P}(\Sigma = m) \quad \text{(23)}
\]

such that \( \forall m, \quad \mathbb{P}(\Sigma = m) = \frac{1}{m!} \frac{d^{m} G_{\Sigma}}{dt^{m}} (0) \quad \text{(24)}

Since the MTs served by the typical base station scBS \((0)\) form a PPP of density \( \Lambda(p) \), we have:

\[
G_{\Sigma}(t) = \mathbb{E} \left( t^{\sum_{j} [p_{kj}]/p_{0j}} \right) = \mathbb{E} \left( \prod_{j} t^{[p_{kj}]/p_{0j}} \right) \quad \text{with} \quad j \in \Phi \cap [0, P] \quad \text{(24)}
\]

\[
= \exp \left( - \int_{0}^{P} (1 - t^{[p]}) \, dp \right) \quad \text{with} \quad j \in \Phi \cap [0, P] \quad \text{(24)}
\]

\[
= \exp \left( \sum_{q=1}^{P} (1 - t^{q}) \int_{q-1}^{q} \, dp \right) \quad \text{with} \quad j \in \Phi \cap [0, P] \quad \text{(24)}
\]
Let’s denote $C_q = \int_{q-1}^q d\lambda(p)dp$. Then, proceeding by induction, we get:

\[
\begin{align*}
(0) & \quad G_\Sigma(t) = \exp\left(\sum_{q=1}^t C_q(t^q - 1)\right) \\
(0) & \quad G_\Sigma(0) = -\sum_{q=1}^\infty C_q \\
(1) & \quad \frac{dG_\Sigma(t)}{dt} = \left(\sum_{q=1}^t C_q(t^q - 1)\right) G_\Sigma(t) \\
(1) & \quad \frac{dG_\Sigma(0)}{dt} = C_1 G_\Sigma(0) \\
(2) & \quad \frac{d^2G_\Sigma(t)}{dt^2} = \left(\sum_{q=1}^t C_q(t^q - 1)\right) \frac{dG_\Sigma(t)}{dt} + \left(\sum_{q=2}^\infty C_q(t(t-1))^q G_\Sigma(t) \\
(2) & \quad \frac{d^2G_\Sigma(0)}{dt^2} = C_2 G_\Sigma(0) + C_1 \frac{dG_\Sigma(0)}{dt}
\end{align*}
\]

which leads to

\[
\frac{d^mG_\Sigma(t)}{dt^m} = \sum_{q=1}^m \binom{m-1}{q-1} C_q \frac{d^{m-q}G_\Sigma(t)}{dt^{m-q}}
\]

and completes the proof.

**APPENDIX C**

**PROOF OF PROPOSITION 2**

We first focus on the coverage probability. We have:

\[
\mathbb{P}_c = E\left[\left(\frac{P_{RB,h}}{h_{1,0}}\right)^2 \geq T\right] = \frac{\mathbb{P}_h}{T} \left[\sum_{m=1}^\infty \sum_{l=0}^{m-1} \sum_{l=0}^{m-1} \sum_{l=0}^{m-1} \frac{m}{R_{NB,l} l_{R}(k_0, h_{1,0})^2}\right] \\
= E\left[\exp\left(-\sum_{m=1}^\infty \sum_{l=0}^{m-1} \sum_{l=0}^{m-1} \sum_{l=0}^{m-1} \frac{m}{R_{NB,l} l_{R}(k_0, h_{1,0})^2}\right)\right] \\
= \prod_{m=1}^\infty \frac{1}{m} E\left[\left(\frac{T}{P_{RB}}\right)^m\right] \\
= \prod_{m=1}^\infty \frac{1}{m} \mathcal{L}_{m,t}(\nu T_{P_{RB}}) \tag{25}
\]

The Laplace transform of the total interference received from scBSs in $\Phi^{(i)}_{m,t}$ is given by

\[
\mathcal{L}_{m,t}(s) = E\left[\prod_{k=0}^{m-1} \frac{1}{\nu T_{P_{RB}}} \right] \tag{26}
\]

Let’s denote $z_k = \frac{N_{RB,l}(l_{R}(k_0, h_{1,0}))}{\lambda_{EP}} = N \frac{\mu_m}{m} p_{bk0}, \forall k$, which refers to the inverse of the power received from the interfering scBSs. The set of $z_k$ thus forms a displaced PPP of $\Phi^{(i)}_{m,t}$. Its intensity is computed using a proof similar to Appendix A as follows:

\[
\lambda^{(i)}_{m,t}(z) = \rho_{m,t} \lambda \gamma_{m,t} \exp(-\frac{z}{\chi}) \tag{27}
\]

where $\rho_{m,t}$ and $\gamma_{m,t}$ are as in Proposition 2. In addition, let’s consider scBS $j$, the closest interfering base station of $\Phi^{(i)}_{m,t}$ (closest in terms of both path-loss and shadowing). If scBS $j$ is available for the typical user $MT_0$, we know for sure that $z_j > \frac{1}{P_{sc}}$. The availability criteria also implies that $z_j < \frac{N_{RB,l}(l_{R}(k_0, h_{1,0}))}{\mu_m p_{bk0}}$. If scBS $j$ is not available for $MT_0$, then $z_j > \frac{N_{RB,l}(l_{R}(k_0, h_{1,0}))}{\mu_m p_{bk0}}$. Defining $z_{m,t} = \min\left(1, \frac{N_{RB,l}(l_{R}(k_0, h_{1,0}))}{\mu_m p_{bk0}}\right)$ and $u = z_{m,t}$, we get:

\[
\mathcal{L}_{m,t}(s) = E\left[\prod_{k=0}^{m-1} \frac{1}{\nu T_{P_{RB}}} \right] \\
= \frac{1}{s} \exp(-\int_{z_{m,t}}^{\infty} \left(1 - \frac{1}{\nu + s/z}\right) d\lambda_{m,t}(z) dz) \\
= \frac{1}{s} \exp\left(-\rho_{m,t} \lambda \gamma_{m,t} \gamma_{m,t} \exp(-\frac{z_{m,t}}{\chi})\right) \tag{28}
\]

which concludes the proof.
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