I. INTRODUCTION

The doubly virtual Compton scattering process has several important phenomenological implications at low energies. The analysis of the proton-neutron mass difference \(^3\) [3–6] relies on the knowledge of the relevant spin-independent invariant amplitudes \(T_1\) and \(T_2\). The same amplitudes appear in the study of the Lamb shift in the muonic hydrogen (see, e.g., Refs. [7–9]).

The experimental data on the structure functions completely determine the amplitude \(T_2\). However, they do not fix the subtraction function \(S_1\) in the dispersion relation for the amplitude \(T_1\). This function depends on the photon virtuality \(q^2\). The low-energy theorem establishes a relation between the value of the \(S_1(q^2)\) at \(q^2 = 0\) and the magnetic polarizability of the nucleon. Further, the asymptotic behavior of this function for large spacelike \(q^2\) is fixed by the operator product expansion in QCD [6,10,11]. The behavior of the function at intermediate values of \(q^2\) is, however, completely arbitrary. Earlier calculations of the forward Compton scattering amplitude within chiral effective field theories at low photon virtualities have been carried out in Refs. [12–15]. The latest calculations of the quantity \(S_1\) are contained in Refs. [7,9,16–19]. The convergence of the chiral expansion is, however, questionable even at very low \(q^2\). Further, several authors have used phenomenological parametrizations of the function \(S_1\) in their calculations [5,6,8]. Unfortunately, this introduces a systematic uncertainty in the calculated observables that is very hard to control.

An interesting possibility to determine the subtraction function \(S_1\) was discussed in Refs. [3,4]. If the forward scattering amplitude does not contain any so-called fixed pole (this issue is related to the so-called Reggeon dominance hypothesis), then \(S_1(q^2)\) for all \(q^2 < 0\) is uniquely determined by the dispersion integral over the electroproduction cross sections in the physical region. Therefore, if one could calculate the function \(S_1(q^2)\) directly and compare with the result obtained by using the Reggeon dominance hypothesis, in principle one would be able to answer a question, whether a fixed pole is present in the forward Compton amplitude or not (for the recent phenomenological evaluation of \(S_1\), see Refs. [4,20,21]). For instance, note that the universality hypothesis, stated in Ref. [22], does not exclude the presence of a fixed pole in \(T_1\). Further, a calculation of \(S_1(q^2)\) would allow one to evaluate the proton-neutron electromagnetic mass shift and the two-photon exchange contribution to the muonic hydrogen Lamb shift in a manner devoid of any model dependence. Hence, there is strong interest in a direct calculation of the function \(S_1(q^2)\).

At present, lattice QCD is the only first-principle approach capable of handling the above problem. There are two ways to determine \(S_1\). In the first method, one directly calculates the four-point function that describes Compton scattering. This is a straightforward but computationally very demanding task. Until now, this approach has been used in the computation of light-by-light scattering [23], and also in the study of the long-distance effects in rare kaon decays [24,25]. An alternative method is based on the observation that the Compton scattering amplitude can be inferred from the behavior of the nucleon two-point function in the presence of a weak external electromagnetic field. In recent years, the external field method has become a powerful tool to study the electromagnetic properties of the nucleon and light nuclei. In particular, it has been used for the case of a constant and uniform magnetic field [26–28]. Such a field configuration allows one to determine the magnetic moments and magnetic polarizabilities through the extracted energy shift induced by the magnetic field. By applying nonuniform and time-dependent fields, one can determine spin polarizabilities as well (see, e.g., Refs. [29,30]). Hence, the external field approach for the calculation of \(S_1\) should be feasible in practice.
In this paper, we demonstrate that measuring the energy shift of a single nucleon state in a static periodic magnetic field on the lattice enables one to determine the function $S_1(q^2)$ at nonzero values of $q^2$. Unlike a constant magnetic field, which generates the harmonic oscillator potential and Landau levels, in the present case the spectrum and the eigenstates of the Hamiltonian can not be obtained analytically. Nevertheless, the energy is still conserved in the static magnetic field and, as long as the potential remains “small,” perturbation theory can be applied to the free energy spectrum (there is a similar approach in solid-state physics, which is called the nearly free electron model, and more generally, the empty lattice approximation [31]). We show that, at second order in the magnetic field strength, the energy shift of the one-nucleon ground state is proportional to the quantity $S_1(q^2)$. The limits of applicability of this perturbative expression are also discussed.

II. COMPTON SCATTERING

Let us start with the basic definitions. The Compton scattering amplitude is given by

$$T^\mu(p', s'; p, s; q) = \frac{i}{2} \int d^4 x e^{i q x} \langle p', s' | j^\mu(x) j^\nu(0) | p, s \rangle.$$  

(1)

Here, $j^\mu(x)$ denotes the electromagnetic current, $q$ is the four-momentum of the final photon, $p(p')$ and $s(s')$ are the four-momenta and spins of the initial (final) nucleon, respectively. Considering forward scattering $p' = p$ and performing the spin-averaging in Eq. (1), one arrives at

$$T^\mu(p, q) = \frac{1}{2} \sum_s T^\mu(p, s; p, s; q).$$  

(2)

The tensor $T^\mu(p, q)$ is related to the invariant amplitudes $T_1, T_2$ through the expression (see, e.g., Refs. [4,32,33]):

$$T^\mu(p, q) = T_1(\nu, q^2) K^\mu_1 + T_2(\nu, q^2) K^\mu_2,$$  

(3)

where the kinematic structures $K^\mu_1, K^\mu_2$ read

$$K^\mu_1 = q^\mu q^\nu - g^\mu q^2,$$

$$K^\mu_2 = \frac{1}{m^2} \{ (p^\mu q^\nu + p^\nu q^\mu) p \cdot q - g^\mu (p \cdot q)^2 - p^\mu p^\nu q^2 \}.$$  

(4)

Here, $m$ is the nucleon mass and $\nu = p \cdot q/m$. The subtraction function $S_1$ is defined as

$$S_1(q^2) = T_1(0, q^2).$$  

(5)

The quantity $S_1(q^2)$ can be split into the elastic and inelastic parts (see, e.g., Ref. [4]). The elastic part is singular at $q^2 \to 0$, whereas the inelastic part is regular and is related to the nucleon magnetic polarizability at $q^2 = 0$. Note that the quantity $S_1(q^2)$ is real, because in this kinematical region there are no multi-particle singularities. Indeed, introducing the Mandelstam variable $s = (p+q)^2 = m^2 + 2mv + q^2$, it is immediately seen that, for $\nu = 0$ and $q^2 < 0$, we have $s > m^2$, meaning that one is below the inelastic threshold.

It is well known that the Compton tensor given in Eq. (1) can be obtained by expanding the two-point function of a nucleon in an external electromagnetic field to second order. Introducing the notation $A_\mu(x)$ for the external potential, it is actually seen that the nucleon propagator can be expanded as follows:

$$\langle 0 | T \Psi(x) \overline{\Psi}(y) | 0 \rangle_A = \langle 0 | T \Psi(x) \overline{\Psi}(y) | 0 \rangle_0 + \frac{i}{11} \int d^4 z A_\mu(z) \langle 0 | T \Psi(x) \overline{\Psi}(y) j^\mu(z) | 0 \rangle_0 + \frac{\nu^2}{2!} \int d^4 z d^4 v A_\mu(z) A_\nu(v) \langle 0 | T \Psi(x) \overline{\Psi}(y) j^\mu(z) j^\nu(v) | 0 \rangle_0 + \cdots.$$  

(6)

Here, $\Psi(x)$ denotes the (composite) nucleon field operator in QCD and the subscript “0” refers to the quantities evaluated in QCD without any external field. Note that Eq. (6) is written down for connected matrix elements (the subscript “conn” is omitted everywhere for brevity). Further, performing the Fourier transform in Eq. (6), amputating the external nucleon legs, and putting external nucleons on the mass shell, we see that the nucleon electromagnetic vertex $\langle p', s' | j^\mu(0) | p, s \rangle$ emerges at order $A$. At order $A^2$, as already mentioned, the scattering amplitude given in Eq. (1) is obtained from

the matrix element $\langle 0 | T \Psi(x) \overline{\Psi}(y) j^\mu(z) j^\nu(v) | 0 \rangle_0$, and so on.

On the other hand, since one is below the inelastic threshold, one may describe the nucleon two-point function within the nonrelativistic effective field theory as well, matching the couplings of the effective Lagrangian to the pertinent expressions in QCD. The advantage of this approach will become apparent, when the energy spectrum of a system in a finite box will be considered, as in the nonrelativistic effective theory, the energy levels are obtained by merely solving the Schrödinger equation.
In the present work we consider the matching and the subsequent calculation of the energy shift in a very condensed manner. A detailed treatment of these issues, as well as a thorough study of the finite-volume spectrum of the Hamiltonian with periodic potentials will be the subject of a separate publication [34]. In brief, the procedure looks as follows. At the first stage, the matching of the relativistic and nonrelativistic theories is carried out in the infinite volume. The matching ensures that the on-shell coefficients in the expansion of the two-point function up to and including $O(A^2)$ are reproduced in the nonrelativistic theory. At the next step, one uses the nonrelativistic Hamiltonian, whose couplings are fixed through the matching, to calculate the energy levels in a finite volume. Note that this procedure is self-consistent, since the couplings of the effective theory are carried out in the infinite volume.

Above, we have already written down the expansion of the nucleon two-point function in the external field in QCD. Now, we want to do the same in the effective theory. The corresponding Lagrangian, which describes the gauge-invariant interaction of the nucleon with an external electromagnetic field, has the following general form:

$$L_{\text{eff}} = L_0 + L_1 + L_2 + \cdots$$  \hspace{1cm} (7)

Here, $L_0$ is the free nucleon Lagrangian (we remind the reader that we are below the inelastic cuts),

$$L_0 = \psi^\dagger 2W(i\partial_t - W)\psi, \quad W = \sqrt{m^2 - \nabla^2}. \hspace{1cm} (8)$$

In the above expression, $\psi(x)$ is a two-component field that describes the nonrelativistic nucleon. It is seen that the relativistic dispersion relation for the energy of the free nucleon with the three-momentum $p$, $w(p) = \sqrt{m^2 + p^2}$, is satisfied. Also, the factor $2W$ ensures that the one-particle states have the relativistic normalization (see, e.g., Refs. [35,36]).

Further, $L_1$ is linear in the external field $A_\mu$, $L_2$ is quadratic in $A_\mu$, and so on. Note that $L_1$ and $L_2$ should contain an infinite set of operators with an arbitrary number of space derivatives, which act on the fermion and external fields. This differs from the situation for vanishing $q^2$ (the pertinent Lagrangian is given, e.g., in Ref. [29]). However, as we shall see, the infinite number of terms will effectively sum up in a single function.

Applying the equation of motion to eliminate the time derivatives, and performing partial integration, $L_1$ and $L_2$ can be brought into the form

$$L_1 = \sum_{m,n=0} A_\mu(x) [\partial_{\mu_1} \cdots \partial_{\mu_m} \psi^\dagger(x)] [\Gamma^{i_1 \cdots i_m j_1 \cdots j_n \mu_1 \cdots \mu_n} \partial_{j_1} \cdots \partial_{j_n} \psi_s(x)],$$

$$L_2 = \sum_{l,m,n=0} A_\mu(x) [\partial_{\mu_1} \cdots \partial_{\mu_l} A_\mu(x)] [\partial_{i_1} \cdots \partial_{i_m} \psi^\dagger(x)] [\Pi^{j_1 \cdots j_m j_1 \cdots j_n \mu_1 \cdots \mu_n} \partial_{j_1} \cdots \partial_{j_n} \psi_s(x)], \hspace{1cm} (9)$$

where $\Gamma^{i_1 \cdots i_m j_1 \cdots j_n \mu_1 \cdots \mu_n}$ and $\Pi^{j_1 \cdots j_m j_1 \cdots j_n \mu_1 \cdots \mu_n}$ denote low-energy constants. The Latin indices run from 1 to 3 (only space derivatives), whereas the Greek indices run from 0 to 3. The derivatives in the square brackets act only on the function within the brackets. Also, as a convention, the values $m, n = 0$ correspond to no derivatives in Eq. (9).

The comparison of the two-point functions at $O(A)$, calculated in the different theories, leads to the matching condition

$$\sum_{m,n=0} (-ip)^i_1 \cdots (-ip)^i_n (ip)^j_1 \cdots (ip)^j_m \Gamma^{i_1 \cdots i_m j_1 \cdots j_n \mu_1 \cdots \mu_n} = \langle p', s'| j(0)| p, s \rangle. \hspace{1cm} (10)$$

The expression of the second derivative of the two-point function with respect to the external field in the effective theory consists of two parts: the contribution from $L_2$ and the nucleon pole term, denoted by $U^{\mu}(p', s'; p, s; q)$, which is obtained by the insertion of two vertices $L_1$. The latter can be expressed through the nucleon vertex (an explicit expression is given below). The matching condition at $O(A^2)$ takes the form

$$\sum_{l,m,n=0} (-ip)^i_1 \cdots (-ip)^i_n (ip)^j_1 \cdots (ip)^j_m (iq)^{\mu_1} \cdots (iq)^{\mu_2} \Pi^{j_1 \cdots j_m j_1 \cdots j_n \mu_1 \cdots \mu_2} = T^{\mu}(p', s'; p, s; q) - U^{\mu}(p', s'; p, s; q). \hspace{1cm} (11)$$

As can be seen, the low-energy constants of the effective field theory are uniquely fixed by the Taylor expansion of the nucleon vertex and the Compton scattering amplitude in the external three-momenta.
III. ENERGY SHIFT

Up to now, we have considered the problem in a generic external field. We next limit ourselves to a static periodic magnetic field of the form

\[ \mathbf{B} = (0, 0, B_3), \quad B_3 = -B \cos(\omega x_2), \]  

where \( B \) denotes the strength of the field and the real parameter \( \omega \) takes nonzero values. The components of the gauge field \( A^\mu(x) \) read

\[ A_1 = \frac{B}{\omega} \sin(\omega x_2), \quad A_0 = A_2 = A_3 = 0. \]  

The parameter \( \omega \) allows one to scan the virtuality of the photon.

Since lattice simulations are performed in a finite spatial volume, the magnetic flux is quantized \[37\]. Consequently, the parameter \( \omega \) can take only particular values (see, e.g., Refs. \[38,39\]),

\[ \omega = \frac{2\pi N}{L}, \quad N \in \mathbb{Z} \setminus \{0\}, \]

whereas the field strength \( B \) is not quantized. Here, \( L \) denotes the spatial size of the lattice. The quantization condition Eq. (14) also guarantees the proper implementation of the magnetic field on a torus \[38\]. We note that, for \( \omega \neq 0 \), there exists an alternative procedure that implies the quantization of the field strength \( B \) instead of \( \omega \) \[38\]. In the present paper, however, we do not consider this option.

The quantum-mechanical Hamiltonian, which acts on the single-nucleon wave function as a differential operator, can be straightforwardly derived from the effective Lagrangian, Eq. (7). It is convenient to first rescale the nucleon field,

\[ \psi(x, t) \rightarrow \frac{1}{\sqrt{2W(\nabla)}} \psi(x, t). \]

The terms in the Hamiltonian can be again ordered, according to the powers of \( A^\mu \):

\[ H = H_0 + H_1 + H_2 + O(A^3). \]

For instance, the free Hamiltonian reads \( H_0 = W(\nabla)\delta_{s'}^s \), and so on. To the best of our knowledge, an analytic solution of the Schrödinger equation in the periodic magnetic field is not available in the literature. For this reason, we resort to perturbation theory. The solutions must obey periodic boundary conditions. Denoting the Hilbert-state vector in the nonrelativistic theory, corresponding to the unperturbed solution, by \( |\mathbf{k}_n, s\rangle \), one has

\[ \langle x|\mathbf{k}_n, s\rangle = \frac{1}{L^{3/2}} e^{i\mathbf{k}_n \cdot \mathbf{x}} \chi_s, \]  

where \( \chi_s \) denotes a Pauli spinor and

\[ w(\mathbf{k}_n) = \sqrt{m^2 + k_n^2}, \quad k_n = \frac{2\pi n}{L}, \quad n \in \mathbb{Z}^3. \]

These vectors are normalized, according to

\[ \langle \mathbf{k}_n, s'|\mathbf{k}_n, s\rangle = \delta_{mm} \delta_{s's}. \]

Next, we evaluate the energy shift of the nucleon ground state up to order \( A^2 \). Since the unperturbed solution is twofold degenerate due to the nucleon spin, one should use perturbation theory for the degenerate states. First, one may check that the first-order energy shift vanishes identically for \( \omega \neq 0 \), since, in this case, \( \langle 0, s|H_1|0, s'\rangle = 0 \) due to three-momentum conservation. Further, in order to determine the spin-averaged shift \( \delta E \) at second order, the calculation of the diagonal matrix elements suffices,

\[ \delta E = \frac{1}{2} \sum_s (\delta E_s' + \delta E_s''), \]

where the first contribution (the nucleon pole term) emerges from the second iteration of \( H_1 \) and the second term is the matrix element of \( H_2 \). The explicit expressions are

\[ \delta E_s' = \sum_{k_n \neq 0} \sum_{\sigma} \langle 0, s|H_1|\mathbf{k}_n, \sigma\rangle \langle \mathbf{k}_n, \sigma|H_1|0, s\rangle \frac{w(0) - w(\mathbf{k}_n)}{w(\mathbf{k}_n)}, \]

\[ \delta E_s'' = \langle 0, s|H_2|0, s\rangle. \]

The calculation of these corrections is straightforward, and we obtain

\[ \delta E_s' = \frac{B^2}{8m \omega^2} [F(\omega) + F(-\omega)], \]

\[ \delta E_s'' = -\frac{B^2}{4m \omega^2} [T^{11}(0, s; 0, 0; \hat{q}) - U^{11}(0, s; 0, 0; \hat{q})], \]

where \( \omega = (0, \omega, 0) \), \( \hat{q} = (0, \omega) \) and

\[ F(\omega) = \sum_{\sigma} \frac{\langle 0, s|j^1(0)|\omega, \sigma\rangle \langle \omega, \sigma|j^1(0)|0, s\rangle}{2w(\omega)(w(0) - w(\omega))}. \]

The crucial step in getting these formulas has been to apply the matching conditions Eqs. (10) and (11). Note also that here, having used the matching condition, we switched back to the relativistic normalization of the state vectors.

It remains to calculate the quantity \( U^{11}(0, s; 0, 0; \hat{q}) \). Inserting a complete set of the one-nucleon states into the pertinent matrix element and using the matching condition Eq. (10) once more, we obtain

\[ U^{11}(0, s; 0, 0; \hat{q}) = -\frac{1}{2} [F(\omega) + F(-\omega)]. \]
NUCLEON IN A PERIODIC MAGNETIC FIELD

Finally, adding everything together, we get a remarkably simple formula for the spin-averaged energy shift

\[ \delta E = \frac{B^2}{4m} T_1(0, -\omega^2) + O(B^3) \]

\[ = \frac{B^2}{4m} S_1(-\omega^2) + O(B^3), \quad (24) \]

where the expression for the spin-averaged tensor Eq. (3) has been explicitly used. This is the main result of the present work. Note that the quantity \( S_1 \) here is the full one and not the inelastic part only.

IV. DISCUSSION AND CONCLUSIONS

The applicability of the formula Eq. (24) is limited for several reasons. First, the strength of the magnetic field has to be chosen sufficiently small, so that perturbation theory provides a meaningful result. A necessary condition for this is that the structure of the perturbed and the unperturbed spectrum remains the same.

An estimate for the upper bound on the magnitude of \( B \) can be obtained as follows. It can be straightforwardly checked that using the periodic external field, Eq. (13), in the Schrödinger equation leads to a periodic potential with magnitude \( V_0 = e^2 B^2/(2ma^2) \) and period \( d = \omega^{-1} \). Considering a single period as a potential well, perturbation theory is applicable, if the well is shallow enough, so that no bound states are formed (in the periodic potential, the band structure arises instead of the isolated energy levels). Using, for simplicity, the known formula for the square well gives the condition \( eB < 2\omega^2 \). Of course, this should only be considered as a crude order-of-magnitude estimate of the critical value of \( B \). Note also that, from the point of view of phenomenological applications, the region of the small \( \omega^2 \) (smaller than a few GeV\(^2\)) is the most relevant one.

As seen from Eq. (24), the perturbative result is valid up to terms of order \( B^3 \). Albeit, in principle, it is possible to give some crude estimate of the neglected terms by using ChPT, it is important to note that the validity of the formula can be checked \textit{a posteriori} on the lattice—by ensuring that the energy shift grows quadratically with \( B \).

On the other hand, the value of \( B \) should be large enough so that the energy shift \( \delta E \) is measurable. Moreover, the accuracy of the extraction should be sufficient to allow for a disentanglement of the inelastic and elastic contributions. The latter is given by [4]

\[ S^\text{inel}_1(q^2) = -\frac{4m^2}{q^2(4m^2 - q^2)} \{ G_E^2(q^2) - G_M^2(q^2) \}, \quad (25) \]

where \( G_E, G_M \) denote the electric and magnetic form factors, respectively. Further, the inelastic contribution at \( q^2 = 0 \) is related to the magnetic polarizability by [4]

\[ S^\text{inel}_1(0) = -\frac{\kappa^2}{4m^2} - \frac{m}{\alpha} \beta_M, \quad (26) \]

where \( \kappa \) denotes the anomalous magnetic moment of a nucleon and \( \alpha \) is the fine-structure constant. Experimental values for the proton and neutron polarizabilities are \( \beta_M^p = (3.15 \pm 0.50) \times 10^{-4} \text{ fm}^3 \) [40] and \( \beta_M^n = (3.65 \pm 1.50) \times 10^{-4} \text{ fm}^3 \) [41], respectively. As already mentioned, little is known about the \( q^2 \) dependence of \( S_1(q^2) \). For a crude estimate, however, we assume that [4]

\[ S^\text{inel}_1(q^2) = \frac{S^\text{inel}_1(0)}{1 - q^2/0.71 \text{ GeV}^2}. \quad (27) \]

Using now Eq. (24), it is immediately seen that the inelastic shift \( \delta E^\text{inel} \) obeys the following relation:

\[ eB = \left( \frac{16\pi \alpha m \delta E^\text{inel}}{S^\text{inel}_1(q^2)} \right)^{1/2} = c \times |\delta E^\text{inel}|^{1/2}. \quad (28) \]

Taking now \( -q^2 = \omega^2_{\text{max}} = 2 \text{ GeV}^2 \) as the upper bound of the interval, we get a crude estimate of the coefficient \( c = 0.90 \text{ GeV}^{3/2} \) for the proton and \( c = 0.83 \text{ GeV}^{3/2} \) for the neutron. Note that, using a rather generous estimate \( |\delta E^\text{inel}| = 0.05m \), the bound Eq. (28) at \( -q^2 = \omega^2 \) is comfortably consistent with the upper bound \( eB < 2\omega^2 \), except very small values of \( \omega^2 \).

The total energy shift \( \delta E = \delta E^\text{el} + \delta E^\text{inel} \) can be much larger than the inelastic shift alone, especially as \( \omega^2 \) is small. As seen from Eq. (25), the elastic contribution is singular as \( \omega^2 \to 0 \), whereas the inelastic contribution is regular. As an order-of-magnitude estimate, one may ask, at what value of \( \omega^2 \) the magnitude of the inelastic contribution amounts to a 10\% of the singular piece of the elastic contribution, which behaves like \( 1/\omega^2 \). The estimate gives \( \omega^2_{\text{inel}} = 0.11 \text{ GeV}^2 \) for the proton and \( \omega^2_{\text{inel}} = 0.05 \text{ GeV}^2 \) for the neutron. Of course, setting a lower bound on the \( \omega^2 \)-interval critically depends on our ability to extract the proton and neutron form factors on the lattice with high accuracy. Note also that, even for the lowest value of \( \omega^2_{\text{inel}} \), the quantity \( M_L \) is of order \( 4 \)—in other words, the calculations can be performed at the volumes which are feasible at present (here, \( M_L \) is the pion mass).

Another interesting issue is the study of the limit \( \omega \to 0 \). In the present framework, this limit is singular and is intertwined with the limit \( L \to \infty \). Indeed, recall that the values of \( \omega \) are quantized: \( \omega = 2\pi N/L \). For nonzero values of \( N \), the limit \( \omega \to 0 \) thus implies \( L \to \infty \). In addition, the Landau levels are bound even if \( L \to \infty \), which violates the condition of the weak \( B \) field. We expect that the alternative setting for the periodic magnetic field on the lattice (quantized \( B \), \( \omega \) not quantized), see Ref. [38], which has not been considered in the present paper, will be more advantageous for studying the limit \( \omega \to 0 \). Also, this different approach will allow one to continuously scan the interval of interest in the variable \( q^2 \). We plan to address these other issues in a forthcoming work [34].
To summarize, our final expression, Eq. (24), enables one to directly extract the subtraction function $S_1(q^2)$ from the lattice measurement of the nucleon energy levels in a periodic external magnetic field.
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