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Abstract: For transition of a supercritical flow into a subcritical flow in an open channel, a hydraulic jump phenomenon is used. Different shaped channels are used as useful tools in the extra energy dissipation of the hydraulic jump. Accurate prediction of relative energy dissipation is important in designing hydraulic structures. The aim of this paper is to assess the capability of a Kernel extreme Learning Machine (KELM) meta-model approach in predicting the energy dissipation in different shaped channels (i.e., rectangular and trapezoidal channels). Different experimental data series were used to develop the models. The obtained results approved the capability of the KELM model in predicting the energy dissipation. Results showed that the rectangular channel led to better outcomes. Based on the results obtained for the rectangular and trapezoidal channels, the combination of Fr 1 , (y 2 -y 1 )/y 1 , and W/Z parameters performed more successfully. Also, comparison between KELM and the Artificial Neural Networks (ANN) approach showed that KELM is more successful in the predicting process.
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1. Introduction

For transition of a supercritical flow into a subcritical flow in an open channel, a hydraulic jump phenomenon is used. Hydraulic jumps can occur downstream of hydraulic structures, such as normal weirs, gates, and ogee spillways. It is considered as rapidly varying flow, and this type of flow regime transformation is associated with severe turbulence and flow energy dissipation [1]. Based on the energy dissipating action of hydraulic jumps, the stilling basin is one of the possible solutions which may be adopted. In order to design an optimal hydraulic structure, different devices such as sills, baffle blocks, end sills, roughness elements, and roller buckets are used in hydraulic structures. However, modeling hydraulic jump characteristics is of great importance since it plays an important role in designing hydraulic structures. Thus far, various studies have been done to explain the complex phenomenon of the hydraulic jump and to estimate its characteristics. Bhutto et al. developed a semi-empirical equation for calculating the sequent depth and relative energy loss ratio in sloping and horizontal rectangular channels [2]. Finnemore et al. stated that the Froude number has significant impact on the characteristics of the hydraulic jump [3]. The impact of wall friction on the sequent
depth ratio was studied by Hager and Bremen [4]. Ayanlar investigated the hydraulic jump properties in channels with corrugated beds [5]. Bilgin collected some experiments in a channel with smooth bed in order to investigate the distribution of shear stress for turbulent flow [6]. However, due to the complexity and uncertainty of the hydraulic jump phenomenon, the results of the classical models are not general and under variable conditions do not present the same results. Therefore, it is essential to use other methods that show more accuracy in predicting the energy dissipation in channels with different shapes and rough elements.

The Meta model approaches such as Artificial Neural Networks (ANNs), Neuro-Fuzzy models (NF), Genetic Programming (GP), Kernel extreme Learning Machine (KELM), and Support Vector Machine (SVM), have been applied in investigating the hydraulic and hydrologic complex phenomena in recent decades. Prediction of total bedload [7], urban flash flood forecast [8], precipitation forecasting [9], modeling flow resistance in open channels with dune bedform [10], developing stage-discharge curves [11], and predicting of bedload in sewer pipes [12], are some examples of the applications of Meta model approaches.

The aim of the present study is to assess the capability of KELM as an effective kernel-based approach in modeling energy dissipation in channels with different shapes (i.e., rectangular channel with strip and staggered elements and trapezoidal channel with strip elements). Different inputs combinations were considered, and the impact of hydraulic characteristics and channels geometry was assessed. In addition, the capability of the KELM approach was compared with the ANN meta-model approach.

2. Materials and Methods

2.1. Used Data Sets

In this study, the experimental data of Simsik (2006) and Evcimen (2012) studies were used for prediction goals [13,14]. Simsik used prismatic roughness elements with different arrangements in a rectangular channel to investigate the impact of these elements on hydraulic jump characteristics. Two types of roughness elements with stripe and staggered arrangements were used during experiments. The experiments of Evcimen were done at the hydraulic laboratory of the Middle East Technical University, which were intended for hydraulic jump in trapezoidal channels, and the impact of prismatic roughness on hydraulic jump was assessed. The used experimental data ranges are given in Table 1. To compare the performance of applied models, the total data were divided into two sets: the training and testing sets. Seventy-five-percent of the whole data were used for training the models and the last 25% of data were used for testing the models. The training set trains the scheme on the basis of a minimization criterion and the testing set is used to evaluate the generated model and assess its generalization capability.

| Researcher | Channel Shape | Rough Element Arrangement | Fr1 (Froude Number) | W (cm) Space between Elements | Y Sequence Depth | Z (cm) Height of Elements |
|------------|----------------|----------------------------|---------------------|-----------------------------|-----------------|--------------------------|
| Simsik (2006) | Rectangular | Strip and staggered | 2.13–11.92 | 3–9 | 2.5–14.8 | 1 |
| Evcimen (2012) | Trapezoidal | Strip | 3.92–13.28 | 2–10 | 4.15–14.9 | 1–3 |

2.2. Kernel Extreme Learning Machine (KELM)

ELM is a Single Layer Feed Forward Neural Network (SLFFNN) preparing method initially introduced by Huang et al. [15]. SLFFNN is a straight framework where information weights linked to hidden neurons and hidden layer biases are haphazardly chosen, while the weights among the hidden nodes are resolved logically (see Figure 1). This strategy likewise has preferred execution and adapts
progressively over the bygone era learning methods [15]. In light of the fact that, unlike traditional techniques, which involve numerous variables to set up, demonstrating a complex issue utilizing this technique does not need much human intercession to accomplish ideal parameters. The standard single-layer neural system with N random information \((x_i, y_i)\) (where \(x_i = [x_{i1}, x_{i2}, \ldots, x_{in}]^T \in \mathbb{R}^n\), \(y_i = [y_{i1}, y_{i2}, \ldots, y_{im}]^T \in \mathbb{R}^m\), M hidden neurons, and the active function \(f(a)\) is shown as follow:

\[
\sum_{i=1}^{M} \varphi_i f(w_i x_j + c_i) = O_j \quad j = 1, 2, \ldots, N
\]  

where \(w_i = [w_{i1}, w_{i2}, \ldots, w_{in}]^T\) is the weight vector that joins the input layer to the hidden layer, \(\varphi_i = [\varphi_{i1}, \varphi_{i2}, \ldots, \varphi_{im}]^T\) is the weight vector that joins hidden layer to the target layer. \(c_i\) shows the hidden neuron biases. The general SLFFNN network aim is minimizing the difference between the predicted \((O_j)\) and target \((t_j)\) values which can be expressed as below:

\[
\sum_{i=1}^{M} \varphi_i f(w_i x_j + c_i) = T_j \quad j = 1, 2, \ldots, N
\]

![Single hidden Layer Feedforward Neural network.](image)

The Equation (2) can be summarized as:

\[
H \varphi = T
\]

where

\[
H(w_1, \ldots, w_M, c_1, \ldots, c_M, x_1, \ldots, x_N) = \begin{bmatrix}
    f(w_1 x_1 + c_1) \ldots f(w_M x_M + c_M) \\
    \vdots \\
    f(w_1 x_N + c_1) \ldots f(w_M x_M + c_M)
\end{bmatrix}
\]

\[
T = \begin{bmatrix}
    T_1^T \\
    \vdots \\
    T_M^T
\end{bmatrix}, \quad \varphi = \begin{bmatrix}
    \varphi_1^T \\
    \vdots \\
    \varphi_M^T
\end{bmatrix}
\]

The matrix T is identified as the target matrix of the hidden layers of the neural network. H is considered as output matrix of neural network. Huang et al. also introduced kernel functions in the design of ELM [16]. Now number of kernel functions is used in the design of ELM such as Linear, radial basis, Normalized polynomial, polynomial kernel functions. Kernel function-based ELM design is named Kernel extreme Learning Machine (KELM). For more detail about KELM, readers and researchers are referred to [16].
2.3. Artificial Neural Networks

Artificial Neural Network (ANN) is a learning system that has solved a large amount of complex problems related to different areas (classification, clustering, regression, etc.) and is a system loosely modeled on the human brain [17]. The field goes by many names, such as connectionism, parallel distributed processing, neuro-computing, neural intelligent system, machine learning algorithms and Artificial Neural Networks. It is an attempt to simulate within specialized hardware or sophisticated software. This simulation is achieved through multiple layers of simple processing elements called neurons. Each neuron is linked to certain neighbors with varying coefficients of connectivity that represent the strengths of these connections. Learning is accomplished by adjusting these strengths to cause the overall network to output appropriate results. The parameters to be found by training are the weight vectors connecting the different nodes of the input, hidden, and output layers of the network by the so-called error-back propagation method (a specialized version of the gradient-based optimization algorithm). During training, the values of the parameters (weights) are varied so that the ANN output becomes similar to the measured output on a known data set. There are two Artificial Neural Network topologies—Feed Forward and Feedback. In the first type, the information flow is unidirectional. A unit sends information to other unit from which it does not receive any information. There are no feedback loops. They are used in pattern generation/recognition/classification. They have fixed inputs and outputs. In the second type, feedback loops are allowed. They are used in content addressable memories. In this study, feed forward neural networks (FFNNs) are used. FFNNs with one sigmoidal hidden layer and a linear output layer have been proven to be capable of approximating any function with any desired accuracy if the associated conditions are satisfied. In this study, a two-layer feed forward neural network (one hidden layer and one output layer) is used for predicting monthly flows. The number of neurons in the hidden layer, along with the weights and biases, are obtained, based on the errors in the predicted values. Sigmoid and linear activation functions are used for the hidden layer and output layer, respectively.

2.4. Performance Criteria

Three statistical criteria named Determination Coefficient (DC), Correlation Coefficient (R), and Root Mean Square Error (RMSE) were used for assessing the proposed model’s efficiency. The used criteria equations are as follows:

$$\text{DC} = 1 - \frac{\sum_{i=1}^{N} (l_o - l_p)^2}{\sum_{i=1}^{N} (l_o - \bar{l_o})^2}, \quad R = \frac{\sum_{i=1}^{N} (l_o - \bar{l_o}) \times (l_p - \bar{l_p})}{\sqrt{\sum_{i=1}^{N} (l_o - \bar{l_o})^2 \times (l_p - \bar{l_p})^2}}, \quad \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (l_o - l_p)^2}{N}}$$  \hspace{1cm} (6)

where \(l_o, l_p, \bar{l_o}, \bar{l_p}, N\) are the observed values, predicted values, mean observed values, mean predicted values and number of data samples, respectively.

3. Simulation and Models Development

3.1. Input Variables

Appropriate selection of input combination has significant impact on the accuracy of developed models. In Figure 2, the quantities measured for jumps in channels with different shape are shown. Based on [18–20], the important variables which affect the energy dissipation are:

$$f \left( y_1, y_2, V_1, L_j, \Delta E, \mu, g, \rho, Z, W \right) = 0 \hspace{1cm} (7)$$

where \(y_1\) and \(y_2\): sequent depth of upstream and downstream, \(V_1\): upstream flow velocity, \(\mu\): water dynamic viscosity, \(g\): gravity acceleration, \(L_j\): length of jump, \(\rho\): density of water, \(\Delta E (=E_1 - E_2)\) in
which $E_1$ and $E_2$ are energy per unit weight before and after the jump, $Z$: rough element height, and $W$: space between rough elements.

![Figure 2. The schematic view of different types of channels used in this study.](image)

From dimensional analysis and considering $y_1$, $g$ and $\mu$ as repeating variables, these parameters of Equation (7) can be expressed as follows:

$$f\left(\frac{y_2}{y_1}, \frac{\Delta E}{E_1}, \frac{L_1}{y_1}, \frac{v_{1}^2}{g y_1}, \frac{\rho v_{1} y_{1}}{\mu}, \frac{Z}{y_1}, \frac{W}{y_1}\right) = 0 \quad (8)$$

Equation (8) can be expressed as:

$$f\left(\frac{y_2}{y_1}, \frac{\Delta E}{E_1}, \frac{L_1}{y_1}, Fr_1, Re, \frac{Z}{y_1}, \frac{W}{y_1}\right) = 0. \quad (9)$$

where $Fr_1$ is flow Froude number and $Re$ is flow Reynolds number.

Experimental studies by several researchers (i.e., [21,22]) revealed that hydraulic jump characteristics only depend on Froude number, and the Reynolds number has no effective role in the predicting process. Also, Hager showed that the height of jump can affect the characteristics of the hydraulic jump [1]. Therefore, in this study, based on upstream hydraulic data and geometric data, the models of Table 2 were considered for modeling energy dissipation due to the hydraulic jump in different types of channels with different rough elements. It should be noted that the modeling process was done using developed codes for KELM and ANN approaches in MATLAB software.

### Table 2. Kernel Extreme Learning Machine (KELM)-developed Models.

| Input Variable(s) | Models |
|-------------------|--------|
| $Fr_1$            | M (I)  |
| $Fr_1$, $(y_2-y_1)/y_1$ | M (II) |
| $Fr_1$, $Z/y_1$   | M (III) |
| $Fr_1$, $W/Z$     | M (IV) |
| $Fr_1$, $(y_2-y_1)/y_1$, $W/Z$ | M (V) |

### 3.2. KELM Parameters Setting

It should be noted that each artificial intelligence method has its own parameters. To achieve the desired results, the optimized amount of these parameters should be determined. For example, in designing the KELM approach, the selection of the appropriate type of kernel function is needed.
There are various kernel functions which can be used based on the nature of the studied phenomenon. In this research, the model M (V) of the rectangular channel with strip elements was predicted using different kernel types. In this regard, the Fr$_1$, ($y_2$-$y_1$)/$y_1$, W/Z parameters were used as inputs for KELM approach and considering different kernel types this model was run. Then, for each kernel the amount of the RMSE was calculated and compared with the others. According to Figure 3a, the RBF kernel function ($e^{-\gamma k^2}$) in which $\gamma$ is the kernel parameter was defined as the best kernel function. Figure 3b shows the RMSE statistic parameter via $\gamma$ values for comparing the impact of RBF kernel parameter of $\gamma$ on performance of employed algorithm for testing set of the model M (V) for rectangular channel with strip elements. In this study, optimization of $\gamma$ was performed by a systematic grid search of the parameter using cross-validation. It could be seen that $\gamma = 5$ (the optimum amount) led to the least RMSE value. On the other hand, in ANN modeling the network topology has direct effects on its computational complexity and generalization capability. Therefore, the appropriate structure of ANN should be selected. In this study, various networks were tried for determining the hidden layer node numbers. For this aim, different numbers of neurons (i.e., 2, 3, 5, and 7) in the hidden layer were tested. Also, it was found that the tangent sigmoid and pure linear functions are suitable for the hidden and output node activation functions, respectively. The model training was done using the scheme of back propagation approach.

![Figure 3. Root Mean Square Error (RMSE) statistics parameter via (a) KELM kernels function types and (b) $\gamma$ values for finding KELM optimums of testing set for the model M (V).](image)

4. Results and Discussion

4.1. Results Obtained for Rectangular Shape Channels

For rectangular shape channel, two states were considered. In the first state the efficiencies of the developed models were investigated in the channel with strip rough elements and in the second state channel with staggered rough elements. In developing models, the flow condition and geometry of the applied rough elements were considered. The developed models were analyzed with KELM model to carry out the energy dissipation ratio prediction in these channels. Table 3 and Figure 4 show the results of the KELM models. Based on the results of the RMSE, R, and DC statistical parameters, it was observed that, between two types of channels, the developed models for the case of the channel with strip elements in modeling the energy dissipation performed more successfully. For both cases, the model M (V) with input parameters of Fr$_1$, ($y_2$-$y_1$)/$y_1$, W/Z led to more accurate outcome than the other models. A comparison between the results of the models showed that, for prediction the relative energy dissipation in rough bed channels, using parameter $Z/y_1$ and W/Z as the input parameters caused an increment in the models’ efficiency and the $Z/y_1$ parameter is more efficient.
Table 3. Statistical parameters of the KELM models for the rectangular shape channels.

| Performance Criteria | Test | Train | Models |
|----------------------|------|-------|--------|
|                      | RMSE | DC    | R      | RMSE | DC    | R      |        |
| Strip elements       |      |       |        |      |       |        |        |
| 0.067                | 0.892| 0.934 | 0.934  | 0.038| 0.914 | 0.959  | M (I)  |
| 0.055                | 0.942| 0.982 | 0.982  | 0.032| 0.968 | 0.983  | M (II) |
| 0.058                | 0.935| 0.975 | 0.975  | 0.038| 0.964 | 0.981  | M (III)|
| 0.062                | 0.922| 0.973 | 0.973  | 0.039| 0.963 | 0.978  | M (IV) |
| 0.049                | 0.944| 0.986 | 0.986  | 0.025| 0.973 | 0.991  | M (V)  |
| Staggered elements   |      |       |        |      |       |        |        |
| 0.075                | 0.818| 0.841 | 0.841  | 0.043| 0.859 | 0.863  | M (I)  |
| 0.062                | 0.847| 0.884 | 0.884  | 0.036| 0.871 | 0.885  | M (II) |
| 0.065                | 0.842| 0.878 | 0.878  | 0.043| 0.868 | 0.883  | M (III)|
| 0.07                 | 0.83 | 0.876 | 0.876  | 0.044| 0.867 | 0.88   | M (IV) |
| 0.055                | 0.868| 0.927 | 0.927  | 0.031| 0.886 | 0.969  | M (V)  |

Figure 4. Comparison of observed and predicted energy dissipation for the rectangular shape channels superior models.

4.2. Results Obtained for Trapezoidal Shape Channel

The obtained results for trapezoidal shape channel are listed in Table 4 and shown in Figure 5. In this case, the model M (V) with input parameters of Fr1, (y2-y1)/y1, W/Z was the superior model. According to the results, it could be seen that adding parameters (y2-y1)/y1, Z/y1, and W/Z as an input parameter caused an increment in the models’ efficiency. However, for this state, the variable W/Z was more effective than variables (y2-y1)/y1 and Z/y1 in improving the model accuracy. This issue shows the impact of the rough elements’ geometry on predicting the relative energy dissipation. From the comparison between the results of Tables 3 and 4, it could be stated that the model developed for a rectangular channel with rough elements performed more successfully in predicting the energy dissipation than that of a trapezoidal channel with rough elements.
4.3. Validation of Proposed Best KELM Models Using ANN Method

The experimental data of both applied channels were used to evaluate the performance of the best-KELM model compared with the other data driven model. In this regard, for each channel the superior model was run using ANN method and the results were compared with the KELM. Table 5 shows the results of this comparison. As it can be seen from Table 5, ANN led to the desired accuracy, and the efficiency of this model was good at energy dissipation modeling. However, the KELM model yielded slightly better results in comparison with the ANN method.

Table 4. Statistical parameters of the KELM models for the trapezoidal shape channels.

| Performance Criteria | Test | Train |
|----------------------|------|-------|
| RMSE | DC | R | RMSE | DC | R |
| 0.086 | 0.804 | 0.904 | 0.072 | 0.822 | 0.909 |
| 0.082 | 0.811 | 0.909 | 0.067 | 0.831 | 0.912 |
| 0.084 | 0.809 | 0.906 | 0.069 | 0.825 | 0.91 |
| 0.073 | 0.827 | 0.927 | 0.059 | 0.849 | 0.938 |
| 0.072 | 0.858 | 0.935 | 0.057 | 0.885 | 0.942 |

Figure 5. Comparison of observed and predicted relative energy dissipation for the trapezoidal shape channel superior model.

Table 5. Statistical parameters of the KELM and Artificial Neural Network (ANN) methods for the superior models.

| Structure of KELM and ANN | Performance Criteria | Models |
|---------------------------|----------------------|--------|
| Rectangular shape channels with strip elements | Test | Train |
| RMSE | DC | R | RMSE | DC | R |
| γ = 5 (3, 7, 1) * | 0.049 | 0.944 | 0.986 | 0.025 | 0.973 | 0.991 |
| | 0.053 | 0.938 | 0.978 | 0.03 | 0.961 | 0.981 |
| Rectangular shape channels with staggered elements | Test | Train |
| RMSE | DC | R | RMSE | DC | R |
| γ = 4 (3, 7, 1) | 0.055 | 0.868 | 0.927 | 0.031 | 0.886 | 0.969 |
| | 0.061 | 0.851 | 0.915 | 0.035 | 0.87 | 0.935 |
| Trapezoidal shape channel | Test | Train |
| RMSE | DC | R | RMSE | DC | R |
| γ = 6 (3, 9, 1) | 0.072 | 0.858 | 0.935 | 0.057 | 0.885 | 0.942 |
| | 0.076 | 0.833 | 0.905 | 0.062 | 0.867 | 0.931 |

* (inputs number, neurons number, output number).

5. Conclusions

In this study, the KELM method was used to predict the relative energy dissipation in two rectangular and trapezoidal channels with different rough elements. The KELM was applied for
different models based on flow conditions and geometry of channels and rough elements. The obtained results showed that, in predicting the energy dissipation in rectangular and trapezoidal channels, the model $M(V)$ with input parameters of $Fr_1$, $(y_2-y_1)/y_1$, and $W/Z$ performed more successfully than the other models. It was observed that $Z/y_1$ and $W/Z$ parameters increased the models’ efficiency; therefore, it could be stated that the height and space of applied elements were important factors in the energy dissipation prediction. Between two types of rectangular channels, the developed models for the case of channel with strip elements were more accurate than the staggered elements. Comparison between the results of two channels revealed that the models developed in the case of the rectangular channel led to more accurate outcomes. A comparison was also done between the KELM results and ANN method and the results verified the superior performance of the KELM method.
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