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Abstract
We analyze the Master Equation and the convergence problem within Mean Field Games (MFG) theory considering a bounded domain with homogeneous Dirichlet conditions. Concerning the N-players differential game, the player’s dynamic ends when touching the boundary. We analyze the well-posedness of the Master Equation and the regularity of its solutions for a suitable class of parabolic equations. Such results are then exploited to consider the convergence problem of the Nash equilibria towards the Master Equation solution, also proving the convergence of optimal trajectories. Eventually, we apply our findings to solve a toy model related to an optimal liquidation scenario.
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1. Introduction

Mean Field Games (MFG) theory was introduced in 2006 by J.-M. Lasry and P.-L. Lions\textsuperscript{[53, 54, 55, 56]} to describe the asymptotic behaviour of differential games with a large number of players, also called agents. A similar definition was given in the same years by Caines, Huang and Malhamé\textsuperscript{[57, 58]}. The term mean field refers to the highly symmetric form of interaction and the indistinguishability of the players whose number is usually denoted by $N$.

A formal description of this limit problem is obtained by analyzing the so-called MFG system, namely a forward-backward PDEs system. The latter has been widely studied, and most of the usual topics as the existence, uniqueness and stability of solutions have been proved in many different frameworks. Conversely, results about the convergence problem, namely when the $N$-players differential game approaches the MFG system, are considerably fewer. In particular, most of the literature mainly considers the case where the players’ state space is the torus $\mathbb{T}^d$, hence a periodic framework, or the whole space $\mathbb{R}^d$.

Nevertheless when dealing with real world problems as those related to biological or financial models, see, e.g., \textsuperscript{[1, 13, 14, 15, 45]}, boundary conditions become unavoidable characteristics we have to deal with, being obliged to consider non periodic settings in bounded domains.

In this article we study the convergence problem in a bounded domain $\Omega \subset \mathbb{R}^d$, via Master Equation, whose precise definition will be given later, requiring an absorbing condition at the boundary $\partial \Omega$, namely we ask for each player to remain in the game as long as his dynamic lies in the interior $\text{int}(\Omega)$ of the domain $\Omega$. Within the latter framework, the dynamic of the player $i$, $1 \leq i \leq N$, is described by the following Stochastic Differential Equation (SDE), with initial time $t_0 > 0$ and final time $T > t_0$:

\begin{equation}
\left\{
\begin{aligned}
dX_i^{t_0} &= b(t, X_i^{t_0}, \alpha_i)dt + \sqrt{2}\sigma(X_i^{t_0})dB_i^t \\
X_i^{t_0} &= x_0.
\end{aligned}\right.
\end{equation}

\alpha_i$ being the control of the player $i$, i.e. a progressively measurable process taking values in a certain set $A$, while $b : [0, T] \times \Omega \times A \to \mathbb{R}^d$ is the drift function and $\sigma : \Omega \to \mathbb{R}^{d \times d}$ represents the diffusion matrix. Henceforth, for simplicity, we will shortly write $X_i$.

The process $X_i$ is Markovian providing standard hypotheses on the drift and the coefficient terms. Therefore, we are allowed to define the hitting time $\tau$ at $\partial \Omega$ in $[0, T]$ as

\begin{equation}
\tau(X_i) = \inf\{t \in [0, T] \mid X_i \in \partial \Omega\} \wedge T,
\end{equation}

where $a \wedge b := \min(a, b)$ and we abbreviate $\tau(X_i)$ by $\tau$, whenever no confusion is possible.

From now on, we indicate a vector of $\mathbb{R}^{Nd}$ with $v := (v_1, \ldots, v_N)$, with $v_i \in \mathbb{R}^d$, $i \in \{1, \ldots, N\}$. A cost functional is associated with each player $i$, which chooses his own strategy in order to minimize it. To obtain a convergence result, we have to require the cost functional to have a symmetric structure. Namely, we assume that the cost for the player $i$ depends on both its position $x$ and on the other players’ empirical distribution, defined as follows:

\begin{equation}
m_x^{N,i} = \frac{1}{N-1} \sum_{j \neq i} d_{ij} k_{|x;\text{int}(\Omega)|},
\end{equation}
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where \( \delta_x \) is the Dirac mass at \( x \). The indicator function specifies that we are interested only in those players in the interior of \( \Omega \). Let us underline that the presence of such an indicator function slightly modifies the classic theoretical setting of the problem: for the rest of the paper, \( m_{N,i}^s \) belongs to \( \mathcal{P}^{ub} \), the space of subprobability measure, as in-depth analyzed in Section \[\text{Section} \]

Consequently, the cost functional is defined in the following way

\[
J^N(t_0, x_0, \alpha) = \mathbb{E} \left[ \int_{t_0}^T \left( L \left( s, X_s, \alpha_s \right) + F \left( s, X_s, m_{N_s}^s \right) \right) ds + G \left( X_T, m_{N_T}^s \right) \right],
\]

where \( L, F \) and \( G \) are, respectively, the Lagrangian term, the running cost and the final cost to pay at the hitting time, or at the final time when no boundary hitting happens.

Each player wishes to minimize its cost functional, which also depends on the strategies of the other players. The set of strategies \( \alpha^* \) which allows the agents to play their optimal strategy, in relation to the other agents, is called Nash equilibrium. Namely,

\[
J^N(t_0, x_0, \alpha^*) \leq J^N(t_0, x_0, \alpha_{\neq i}).
\]

We define \( v^N_N(t, x, \alpha) : = J^N(t, x, \alpha^*) \). Exploiting both the Itô-Doeblin formula and the dynamic programming principle, we have that \( \alpha^* \) is a Nash equilibrium if \( v^N_N \) solves a coupled system of parabolic equations, traditionally called Nash system. Namely, for \( (t, x) \in (0, T) \times \Omega^N \) and for \( i = 1, \ldots, N \), we have

\[
\begin{align*}
-\partial_t v^N_i &= \sum_{j=1}^N \text{tr}(a_j D^2_{x_j} v^N_i) + H(t, x_i, D_{x_i} v^N_i) + \sum_{j \neq i} H_j(t, x_j, D_{x_j} v^N_i) \cdot D_{x_i} v^N_i = F(t, x_i, m^N_i), \\
v^N_i(T, x) &= G(x_i, m^N_i), \\
v^N_i(t, x_{0,i} \in \partial \Omega) &= 0, \quad \forall t \in [0, T]
\end{align*}
\]

\( H(t, x, p) = \sup_{\alpha \in A} (-b(t, x, \alpha) \cdot p - L(t, x, \alpha)) \) being the Hamiltonian of the system, and with \( H_j \) its derivative in \( p \) and \( \alpha = \sigma^\alpha \).

Knowing the initial distribution, independently from the individual starting position on \( \partial \Omega \), implies that these players suddenly stop their dynamic at the initial time, hence making no contribution to the evolution of other players. Therefore, for all \( i, j \), the following equation holds:

\[
v^N_i(t, x_1, \ldots, x_{j-1}, x_j, x_{j+1}, \ldots, x_N) = v^N_j(t, x_1, \ldots, x_{j-1}, y, x_{j+1}, \ldots, x_N),
\]

for all \( x, y \in \partial \Omega \). Hence, the value function \( v^N \) does not depend on \( x_j \) when \( x_j \in \partial \Omega \). Roughly speaking, the degrees of freedom of the solution \( v^N \) decreases from \( N \) to \( N \) (number of players on \( \partial \Omega \)). This fact has a direct correspondence also in the dynamic of the game in terms of a leak of mass in the Fokker-Planck equation, as we will see in \[\text{Section} \] and in the \( \mathcal{P}^{ub} \) formulation of the Master Equation w.r.t. to a new boundary condition as proved in Corollary \[\text{Corollary} \].

It is possible to provide a suitable approximation for the asymptotic configuration when \( N \rightarrow +\infty \) by introducing the MFG system. Roughly speaking, a generic player behaves according to the following dynamic:

\[
\begin{align*}
dX_i &= b(X_i, \alpha_i) \, dt + \sqrt{2} \sigma_i(X_i) \, dB_t, \\
X_{0,i} &= x_0,
\end{align*}
\]

and the cost functional is given by (here \( \tau = \tau(X) \))

\[
J(t_0, x_0, \alpha) = \mathbb{E} \left[ \int_{t_0}^T \left( L \left( s, X_s, \alpha_s \right) + F \left( s, X_s, m(s) \right) \right) ds + G \left( X_T, m(\tau) \right) \right].
\]

The solution of a MFG represents the analogous to a Nash equilibrium for a non-cooperative game, see \[\text{References} \] for more details. Moreover, the optimal strategies in the MFG system provide approximated \( \varepsilon \)-Nash equilibria in the Nash system, as proved, e.g., in \[\text{References} \]. However, the lack of compactness properties of the problem creates many difficulties in the “very” convergence proof, i.e. in proving the convergence of the Nash equilibria in the \( N \)-players game towards the optimal strategies of the MFG system.

In order to handle this problem, Lasry and Lions in \[\text{Reference} \] proved that the solutions of the Mean Field Games are just the trajectories of a non-local transport equation, called the Master Equation, in the space of measures. In particular, if
\[(t, x, m) \in (0, T) \times \Omega \times \mathcal{P}_{\mathrm{sub}}(\Omega), \] then the Master Equation is defined as follows:

\[
\begin{cases}
- \partial_t U(t, x, m) - \operatorname{tr}\left( a(x) D_x^2 U(t, x, m) \right) + H(t, x, D_x U(t, x, m)) \\
- \int_\Omega \operatorname{tr}\left( a(y) D_x D_m U(t, x, m, y) \right) d\mu(y) \\
+ \int_\Omega D_m U(t, x, m, y) \cdot H_p(t, y, D_x U(t, y, m)) d\mu(y) = F(x, m)
\end{cases}
\]

\[
\text{in } [0, T) \times \Omega \times \mathcal{P}_{\mathrm{sub}}(\Omega),
\]

\[
U(T, x, m) = G(x, m) \quad \text{in } \Omega \times \mathcal{P}_{\mathrm{sub}}(\Omega),
\]

\[
U(t, x, m) = 0 \quad \text{for } (t, x, m) \in [0, T) \times \partial \Omega \times \mathcal{P}_{\mathrm{sub}}(\Omega),
\]

\[
\frac{\partial U}{\partial m}(t, x, m, y) = 0 \quad \text{for } (t, x, m, y) \in [0, T) \times \Omega \times \mathcal{P}_{\mathrm{sub}}(\Omega) \times \partial \Omega,
\]

where \(D_m U\) and \(\frac{\partial U}{\partial m}\) are two derivatives, considered with respect to the measure variable \(m\), whose precise definition will be given later.

Furthermore, when we consider the limiting procedure by taking the number of agents \(N\) to \(+\infty\), the solution of the Nash system will converge to the solution of the Master equation, as proved by Cardaliaguet, Delarue, Lasry and Lions in [18] for the periodic setting (\(\Omega = \mathbb{T}^d\)).

For the sake of completeness, let us underline that our formulation of (7), is typically referred to as First order Master Equation, or Master Equation without common noise, appearing when the dynamic of the generic player has the form (1). Besides, in the Second order Master Equation, or Master Equation with common noise, the dynamic of the generic player presents an additional Brownian term \(dW_t\), common to all the players. In the latter case, the Master Equation presents other terms depending on \(D_{mm} U\), a second order derivative of \(U\) with respect to the measure, and the overall system difficulty significantly grows.

After being introduced in [57], the Master Equation has been studied in many papers, almost always in the periodic case \(\Omega = \mathbb{T}^d\), or in the whole space \(\Omega = \mathbb{R}^d\). In [12], Buckdahn, Li, Peng proved the well-posedness of the first order Master equation without coupling terms, by means of probabilistic arguments, while Chassagneux, Crisan and Delarue, in [28], provided a first exhaustive existence and uniqueness result of solution, still without common noise. Moreover, Gangbo and Swiech, in [41], gave a short time existence for the Master Equation in the presence of common noise.

The most relevant result was certainly given in [18], where Cardaliaguet, Delarue, Lasry and Lions proved the well posedness of the Master Equation, with and without common noise, in a periodic setting. As regards other boundary conditions, in [66], Ricciardi proved existence and uniqueness results for the first order Master Equation with Neumann boundary conditions.

Moreover, Carmona and Delarue in [23] derived convergence results in the whole space, while in [29, 34], Delarue, Lackner and Ramamonkot used the Master Equation to analyse the large deviation problem as well as the central limit theorem. Concerning the major-minor problem, Cardaliaguet, Cirant and Porretta studied a convergence result in [17]. For finite state problems, we refer to the works of Bayraktar and Cohen in [5] and by Cecchin and Pelino in [26]. Finally, Bertucci, Lasry and Lions in [10] studied the Master Equation for the Finite State Space Planning Problem. More recently, in the setting of MFG with exhaustible resources, i.e. the continuum limit of a dynamic game of exhaustible resources modelling Cournot competition between producers, see e.g. [43, 42] for more details, Graber and Sircar study the Master Equation for a MFG of controls with absorption in [43]. Differently from the classical setting studied in this paper where the interaction is through the mean of the state variable, in [43] the authors studied a model of Cournot competition between producers whose states depend on the empirical measure over controls. Concerning a theoretical overview of MFG of control, we refer to [20].

Other important papers about the Master Equation and the convergence problem are given by [4, 24, 25, 27, 33, 34, 62, 53, 52, 39, 49, 44, 66].

Concerning the MFG model with absorption, the first-order system has been widely studied, see for example [15], where the authors studied MFG with absorption through the introduction of a renormalized empirical measure, or [36, 35], where a monotone regularized version of the problem is considered. In [1] a model of bank run is considered within the framework of a MFG model with absorption and common noise. In [6], the authors consider a jump-diffusion dynamic with controlled jumps for the players, providing an example of an illiquid inter-bank market model, where the banks can change their reserves only at the jump times of some exogenous Poisson processes with a common constant intensity. Similar problems, such as minimal-time MFGs where agents want to leave a given bounded domain through a part of its boundary in minimal time with application to crowd motion, have been studied in [61]. Similarly, in [8, 11], optimal stopping MFGs were studied for a model where a representative agent chooses both the optimal control and the optimal time to exit the game. A very general result about the Mean Field Games system, which includes the Dirichlet case as well as the periodic one and the Neumann case, was given by Porretta in [65].
Our aim is to both treat MFG with absorption and to study the related Master Equation (without common noise) for a bounded domain, assuming homogeneous Dirichlet boundary conditions. We refer to [66] and [67] for an equivalent result in the Neumann case.

The main contributions of this paper can be summarized as follows:

- **Existence of the Master Equation solution for a bounded domain with Dirichlet setting**: the solution corresponds to an equilibrium of a (random) flow of sub-probability measures. Here, the main novelty relies upon the study of the Master Equation (7) in $\mathcal{P}^\text{sub}(\Omega)$ instead of $\mathcal{P}(\Omega)$, the space of Borel probability measures in $\Omega$. This particular measure space is essential to handle the dissipation of mass related to the framework of Dirichlet’s boundary conditions. Furthermore, we use specific tools such as the generalized Wasserstein distance introduced in [65] to deal with subprobability measures.

- **A new boundary condition in the Master Equation**: we stress the fact that the last boundary condition $\frac{\partial u}{\partial n} = 0$ in (7) is completely new in the literature. It relies on the fact that the Dirichlet boundary condition in the Nash system (5) provides a smoothing effect near the boundary while approaching the asymptotic configuration.

The article is basically divided into three parts: first, we study the Master Equation (7), proving the existence, uniqueness and regularity of solutions; then we use previously obtained results on the Master Equation to prove the convergence problem, in a suitable sense; while in the third part, we provide an economical application, inspired by the models proposed by [24, 46, 54].

In Section 2, we introduce the basic notations and hypotheses we will need throughout the article, and we state the two main results we want to prove. In Section 3, we give a formal proof for the well-posedness of the Master Equation, which becomes rigorous provided some strong regularity results of the function $U$. In Sections 4 and 5, we state the latter regularity results for $U$: in particular, Section 4 is devoted to the study of the Fokker-Planck equation and the Mean Field Games, whereas in Section 5, we analyze a MFG linearized system which provides a suitable regularity for the function $U$. In Section 6, we derive results about the convergence of the solution and we conclude with 7, presenting an optimal liquidation toy model.

The function $U$ is defined as in (9), and various estimates, such as global bounds and global Lipschitz regularity, are established. Notably, one of the key challenges in demonstrating that $U$ satisfies (7) is establishing its $C^1$ continuity with respect to $m$. This step necessitates a meticulous analysis of the linearized mean field game system (refer to [18, 66]) to establish strong regularity of $U$ in both the spatial and measure variables.

It is worth highlighting that these regularity estimates demand strong regularity not only in the spatial domain but also in the measure variable.

In the spatial domain, the regularity is derived in [18] through differentiation of the equation with respect to $x$. However, in the case of Dirichlet boundary conditions, as well as in general for any boundary conditions, such methods are not directly applicable. Instead, we obtain these bounds by employing a distinct set of space-time estimates that require careful handling.

Moreover, it’s essential to note that regularity estimates for the Dirichlet parabolic equation necessitate compatibility conditions between initial and boundary data. Unfortunately, these compatibility conditions cannot always be guaranteed within this context. Consequently, we extend the estimates obtained in [18] through an in-depth investigation of the regularity of solutions to the Fokker-Planck equation.

A noteworthy novelty in this work is the meticulous study of the Fokker-Planck equation and the linearized Mean Field Games system. This study is conducted within negative-order Hölder spaces, and the well-posedness is established via approximation using smooth functions. However, it’s important to emphasize that smooth functions are not dense in the dual of Hölder spaces, as pointed out in [49]. As a result, we must confine our analysis to appropriate subsets of these dual spaces. Notably, these ideas can be applied also to adjust the Neumann case [66].

### 2. Problem Formulation and Main Results

In the first part of the article, we analyze the well-posedness of the Master Equation defined on $[0,T] \times \Omega \times \mathcal{P}^\text{sub}(\Omega)$ with a homogeneous Dirichlet condition on $\partial \Omega$.

Our aim is to find a solution $\mathbf{u} : [0,T] \times \Omega \times \mathcal{P}^\text{sub}(\Omega) \to \mathbb{R}$, which solves strongly the equation (7). Following the classical framework, described in [18], for each initial data $(t_0, m_0) \in [0,T] \times \mathcal{P}^\text{sub}(\Omega)$, we consider the MFG system in $[t_0,T] \times \Omega$ with a homogeneous Dirichlet conditions:

$$
\begin{cases}
-u_t - \text{tr}(a(x)D^2 u) + H(t,x,Du) = F(t,x,m(t)), \\
m_{t} - \sum_{ij} \partial_{ij}^2(u(a_i(x)m) - \text{div}(m H_q(t,x,Du)) = 0, \\
m(t_0) = m_0, \\
\mathbf{u}|_{\partial \Omega} = 0, \\
m|_{\partial \Omega} = 0,
\end{cases}
$$

(8)
where, as always, a backward Hamilton-Jacobi-Bellman equation for the value function \( u \) of the generic player is coupled with a forward Fokker-Planck equation for the density \( m \) of the population. Then we define

\[
U(I_0, x, m_0) = u(I_0, x),
\]

and we want to prove that, under certain assumptions, \( U \) is the solution of the Master Equation [7].

First and foremost, we point out that assuming a Dirichlet boundary condition implies the following preliminary estimate on \( m \):

\[
\|m(t)\|_{1^*} \leq 1 \quad \forall \ m_0 \in \mathcal{P}^{sufl}(\Omega).
\]

This is a classical result, under certain assumptions on \( H \) (which will be included in our hypotheses), and it was proved, for example, in Proposition 3.10 of [63] for \( m_0 \in L^1(\Omega) \); by a density argument, it can be easily extended for \( m_0 \in \mathcal{P}^{sufl}(\Omega) \).

Hence, \( m \) can not be represented as a probability measure as it occurs in the periodic setting [18] or in the Neumann formulation [66]. This is why we have to work with \( m \in \mathcal{P}^{sufl}(\Omega) \).

Actually, this is not a strange result: following the stochastic interpretation and the \( N \)-players game, the agents exit the bounded boundary when they hit \( \Omega \) and, thus, the corresponding distribution \( m_{x_i} \) should decrease in terms of mass.

### 2.1. H"older spaces

In what follows we briefly recall basic notions about the Banach functions spaces then used throughout the paper, see, e.g., [51], [66], for more details.

Let \( T > 0 \) and \( \Omega \subset \mathbb{R}^d \) be the closure of an open, bounded and connected set, with the boundary of class \( C^{2+\alpha} \), for some \( \alpha > 0 \); we denote with \( Q_T \) the set \( Q_T := [0, T] \times \Omega \). We call \( d(\cdot) \) the oriented distance function from the boundary of \( \Omega \), defined as

\[
d(x) = \begin{cases} 
\operatorname{dist}(x, \partial \Omega) & x \in \Omega, \\
-\operatorname{dist}(x, \partial \Omega) & x \notin \Omega.
\end{cases}
\]

Thanks to [31], we have \( d(\cdot) \in C^{2+\alpha} \) in a neighbourhood of the boundary. Since we are only interested in the local character of \( d \) near \( \partial \Omega \), when we write \( d(\cdot) \) in this paper, we mean a \( C^{2+\alpha} \) function coinciding with \( d \) in a neighbourhood of the boundary.

For \( n \geq 0 \) and \( \alpha \in (0, 1) \), \( C^{n+\alpha}(\Omega) \) is defined as the space of functions \( n \)-times differentiable, with derivatives \( \alpha \)-H"older continuous. Being \( \phi \in C^{n+\alpha}(\Omega) \), its norm is defined in the following way:

\[
\|\phi\|_{n+\alpha} := \sum_{|\gamma| \leq n} \|D^\gamma \phi\|_{\infty} + \sum_{|\gamma| = n} \left( \sup_{x \neq y} \frac{|D^\gamma \phi(x) - D^\gamma \phi(y)|}{|x - y|^\alpha} \right).
\]

Similarly, the parabolic space \( C^{n+\alpha}_{par}(Q_T) \) consists of functions \( \phi \) admitting derivatives \( D_t D_x^s \phi \), with \( 2r + s \leq n \), and with norm

\[
\|\phi\|_{n+\alpha, par} := \sum_{2r+s\leq n} \|D_t^r D_x^s \phi\|_{\infty} + \sum_{2r+s\leq n} \left( \sup_{t < s} \|D_t^r D_x^s \phi(t, \cdot)\|_{\infty} + \sup_{0 < r < s - r < 2s} \|D_t^r D_x^s \phi(\cdot, x)\|_{\infty} \right).
\]

In order to work with Dirichlet boundary conditions, we define the spaces \( C^{n+\alpha,D}(\Omega) \) and \( C^{n+\alpha,par,D}(Q_T) \) as the subspaces of functions belonging to \( C^{n+\alpha}(\Omega) \), resp. to \( C^{n+\alpha}_{par}(Q_T) \), vanishing at \( \partial \Omega \). When there is no risk of confusion, we will omit the set \( \Omega \) or \( Q_T \).

Analogously, we define the spaces \( C^{0,\alpha}, C^{0,0}, C^{1,2+\alpha} \). For the sake of completeness, also because of its relevance throughout the paper, let us specify the norm equipping the latter functional space:

\[
\|\phi\|_{1,2+\alpha} := \|\phi\|_{\infty} + \|\phi\|_{0,0} + \|D_x \phi\|_{\infty} + \|D_x^2 \phi\|_{0,0}.
\]

Eventually, we have to work with suitable subsets of the dual spaces of \( C^{n+\alpha} \) and \( C^{n+\alpha,D} \). In particular, we denote as \( C^{-r}(\Omega) \) the set

\[
C^{-r}(\Omega) := \left\{ \rho \in \left( C^{n+\alpha}\right)^* \left| \langle \rho, \phi \rangle = \sum_{|\gamma| \leq n} \int_{\Omega} \partial^\gamma \phi(x) \rho_x(dx) \quad \forall \phi \in C^{n+\alpha}, \quad \langle \rho_x \rangle \text{ measures on } \Omega \right\}.
\]
In the same way we define the set $C^{-(\alpha \circ \circ)}D$ and $C^{-(\circ \circ \circ)}$. The norms on these spaces are inherited by the classical dual spaces norm:

$$\|\rho\|_{-(\alpha \circ \circ)} = \sup_{|\phi|_{0,\alpha} \leq 1} \langle \rho, \phi \rangle,$$

$$\|\rho\|_{-(\alpha \circ \circ),D} = \sup_{|\phi|_{0,\alpha \circ \circ} \leq 1} \langle \rho, \phi \rangle,$$

$$\|\rho\|_{-(\circ \circ \circ)} = \sup_{|\phi|_{0,\circ \circ \circ} \leq 1} \langle \rho, \phi \rangle.$$ 

The importance of these subspaces is given by the following result.

**Lemma 1.** The space $C^{-(\alpha \circ \circ)}$ is a norm-closed subset of $(C^{\alpha \circ \circ})'$. Moreover, if $\rho \in C^{-\alpha}$, then there exist a sequence $\{\rho_k\}_k \subseteq C^{\alpha \circ \circ}$ such that $\rho_k \to \rho$ in $C^{-(\alpha \circ \circ)}$ and $\rho_k|_{\Omega} = 0$.

**Proof.** Thanks to [43, Lemma 2.6], we know that $C^{-(\alpha \circ \circ)}$ is a norm-closed subset of $(C^{\alpha \circ \circ})'$. Let $\rho \in C^{-\alpha}$. Then there exist measures $\{\rho|_{\Omega}\}_{|\gamma| \leq \alpha}$ such that $\rho = \sum |\gamma| \rho|_{\Omega}(d\gamma)$. Defining $\rho|_{\Omega}(\mathbb{R}^d \setminus \Omega) = 0$, we can consider $|\rho|_{\Omega}$ as measures on $\mathbb{R}^d$.

Let $\eta_\alpha$ be smooth mollifiers. We define $\rho_k := \rho + \eta_\alpha$ and $\rho_k := \sum |\gamma| \rho|_{\Omega}(d\gamma)$. Thanks to [43, Lemma 2.7], we have $\rho_k \to \rho$ in $C^{-(\alpha \circ \circ)}$ for all $\beta > 0$.

Then, we consider a nonnegative smooth function $\xi_\beta(s) \in C^0(\mathbb{R})$ such that $\xi_\beta(s) = 1$ for $|s| \geq \frac{1}{\beta}$ and $\xi_\beta(0) = 0$. We define $\rho_k(x) = \rho_k(x)\xi_\beta(d\gamma)$, Then we have $\rho_k \in C^{\alpha \circ \circ}$ and the convergence to $\rho$ in $C^{-(\alpha \circ \circ)}$ is preserved.

2.2. Subprobability Measures and Generalized Wasserstein Measure

Let us start the present subsection with a proper notion of distance for elements belonging to $\mathcal{P}^{\text{sub}}(\Omega)$. Since the usual Wasserstein distance $W_p(\mu, \nu)$ is defined only when the two measures $\mu, \nu$ have the same mass, in what follows we rely on the so-called generalized Wasserstein distance which allows computing distance between measures with different masses, see e.g. [63, 64] for a complete description and [37, 68] for the corresponding probabilistic interpretation based on unbalanced optimal transport.

According to [64], we introduce also the following definition which is the one we will use throughout the article.

**Definition 1.** Let $m_1, m_2 \in \mathcal{P}^{\text{sub}}(\Omega)$ be two Borel sub-probability measures on $\Omega$. We call the generalized Wasserstein distance between $m_1$ and $m_2$, and we write $d_1(m_1, m_2)$ the quantity

$$d_1(m_1, m_2) := \sup_{\|\rho\|_{\alpha \circ \circ} \leq 1} \int_\Omega \phi(x) d(m_1 - m_2)(x),$$

(11)

We remark that $d_1(m_1, m_2)$ is equivalent to the well-known flat metric over the space of Radon measures with finite mass on $\Omega$.

Furthermore, we define a suitable derivation of $U$ with respect to the (sub)measure $m$ as it appears in the Master Equation (7). Namely, we have:

**Definition 2.** Let $U : \mathcal{P}^{\text{sub}}(\Omega) \to \mathbb{R}$. We say that $U$ is of class $C^1$ if there exists a continuous map $K : \mathcal{P}^{\text{sub}}(\Omega) \times \Omega \to \mathbb{R}$ such that, for all $m_1, m_2 \in \mathcal{P}^{\text{sub}}(\Omega)$ we have

$$\lim_{s \to 0} \frac{U(m_1 + s(m_2 - m_1)) - U(m_1)}{s} = \int_\Omega K(m_1, x)(m_2(dx) - m_1(dx)).$$

(12)

We define $\frac{\partial U}{\partial m}(m, x) := K(m, x)$.

**Remark 1.** Condition (12) defines uniquely the derivative $K$. Conversely, in the classical setting, where $U : \mathcal{P}(\Omega) \to \mathbb{R}$, see e.g. [18, 62], the function $K$ is defined up to an additive constant, since, for $c \in \mathbb{R}$ and $m_1, m_2 \in \mathcal{P}(\Omega)$, $\int_\Omega c d(m_2 - m_1) = 0$. Hence, in those cases a normalization condition is needed to uniquely identify $K$.

Let us note that, exploiting Eq. (12), we have the following equality for $m_1, m_2 \in \mathcal{P}^{\text{sub}}(\Omega)$,

$$U(m_2) - U(m_1) = \int_0^1 \int_\Omega \frac{\partial U}{\partial m} m_1 + s(m_2 - m_1), x)(m_2(dx) - m_1(dx)) ds.$$

which turns out to be very useful in our computations. Moreover, we note that, if $\frac{\partial U}{\partial m}$ is $C^1$ in the space variable, we have

$$|U(m_2) - U(m_1)| \leq \sup_m \left\| \frac{\partial U}{\partial m}(m, \cdot) \right\|_{\infty} d_1(m_1, m_2),$$

suggested us define the intrinsic derivative of $U$ with respect to $m$, which directly appears in the Master Equation (7).

**Definition 3.** Let $U : \mathcal{P}^{\text{sub}}(\Omega) \to \mathbb{R}$. If $U$ is of class $C^1$ and $\frac{\partial U}{\partial m}$ is of class $C^1$ with respect to the last variable, we define the intrinsic derivative $D_n U : \mathcal{P}^{\text{sub}}(\Omega) \times \Omega \to \mathbb{R}^d$ as

$$D_n U(m, x) := D_m \frac{\partial U}{\partial m}(m, x).$$

(6)
2.3. Assumptions

We require the following hypotheses throughout the paper:

**Hypotheses 1.** Let $0 < \alpha < 1$. Assume that

(i) $\|a(\cdot)\|_{1+\alpha} < \infty$ and $\exists \mu > \lambda > 0$ s.t. $\forall \xi \in \mathbb{R}^d$

$$\lambda \|\xi\|^2 \leq \langle a(\cdot)\xi, \xi \rangle \leq \mu \|\xi\|^2 ;$$

(ii) $H : [0, T] \times \Omega \times \mathbb{R}^d \to \mathbb{R}$, $G : \Omega \times \mathcal{P}^{\text{sub}}(\Omega) \to \mathbb{R}$ and $F : [0, T] \times \Omega \times \mathcal{P}^{\text{sub}}(\Omega) \to \mathbb{R}$ are smooth functions with $H$

locally Lipschitz with respect to the last variable;

(iii) $\exists C > 0$ s.t.

$$0 < H_{pp}(t, x, p) \leq CI_{\text{std}} ;$$

(iv) $F$ is increasing in the last variable, i.e.

$$\int_{\Omega} (F(t, x, m) - F(t, x, m')) d(m - m')(x) \geq 0 ;$$

moreover

$$\sup_{m \in \mathcal{P}^{\text{sub}}(\Omega)} \left( \|F(\cdot, \cdot, m)\|_{2+\alpha} + \left\| \frac{\delta F}{\delta m}(\cdot, \cdot, m, \cdot) \right\|_{2+\alpha, 2+\alpha} + \text{Lip} \left( \frac{\delta F}{\delta m} \right) \right) \leq CF ;$$

with

$$\text{Lip} \left( \frac{\delta F}{\delta m} \right) := \sup_{m_1 \neq m_2} \left( \|m_1 - m_2\|_{2+\alpha, D}^{-1} \left\| \frac{\delta F}{\delta m}(\cdot, m_1, \cdot) - \frac{\delta F}{\delta m}(\cdot, m_2, \cdot) \right\|_{2+\alpha, 2+\alpha} \right) ;$$

(v) $G$ satisfies the same estimates as $F$ with $\alpha$ and $1 + \alpha$ replaced by $2 + \alpha$, i.e.

$$\sup_{m \in \mathcal{P}^{\text{sub}}(\Omega)} \left( \|G(\cdot, m)\|_{2+\alpha} + \left\| \frac{\delta G}{\delta m}(\cdot, m, \cdot) \right\|_{2+\alpha, 2+\alpha} + \text{Lip} \left( \frac{\delta G}{\delta m} \right) \right) \leq CG ;$$

with

$$\text{Lip} \left( \frac{\delta G}{\delta m} \right) := \sup_{m_1 \neq m_2} \left( \|m_1 - m_2\|_{2+\alpha, D}^{-1} \left\| \frac{\delta G}{\delta m}(\cdot, m_1, \cdot) - \frac{\delta G}{\delta m}(\cdot, m_2, \cdot) \right\|_{2+\alpha, 2+\alpha} \right) ;$$

(vi) Moreover, we require the following Dirichlet boundary conditions:

$$\frac{\delta F}{\delta m}(t, x, m, y)_{y \in \partial \Omega} = 0 , \quad \frac{\delta G}{\delta m}(x, m, y)_{y \in \partial \Omega} = 0 , \quad G(x, m)_{y \in \partial \Omega} = 0 , \quad G(x, m)_{y \in \partial \Omega} = 0 ,$$

for all $m \in \mathcal{P}^{\text{sub}}(\Omega)$.

We note that in hypotheses (vi) we have two standard compatibility assumptions for $G$ and $\frac{\delta G}{\delta m}$, naturally linked to the boundary conditions framework. In particular, the condition on $G$ is essential to have a classical solution for both the Master Equation [7] and the MFG system [8], whereas the condition on $\frac{\delta G}{\delta m}$ is a compatibility condition for the linearized MFG system, see e.g. Corollary [12].

We underline that condition on $F$ is a novelty, and it will play a crucial role when considering the Dirichlet boundary condition of $\frac{\delta F}{\delta m}$.

2.4. Convergence in the Nash system

The second part of the article is focused on the convergence problem. As already said, the *value function* $v^N_i$ is defined as the cost function related to the optimal control, and functions $\{v^N_i\}$ solve the Nash system [5].

The idea is to define proper finite dimensional projections $U$ along trajectories $m^{N,i}_t$. To this end, we define the following functions $u^N_i$:

$$u^N_i(t, x) = U(t, x, m^{N,i}_t) ,$$

then proving that they almost solve the Nash system [5], with an error of order $\frac{1}{N}$, and such that, within suitable spaces, $|u^N_i - v^N_i| \to 0$, for $N \to +\infty$.

The main Theorem of this part is the following:
As regards the limit part, we define $m$ regularity for Theorem 3. Suppose hypotheses 1 are satisfied. Take $U$ defined as in theorem are rigorously proved, as we see in detail in the following theorem.

(i) For any $x \in (\Omega)^N$, let $m^N_x := \frac{1}{N} \sum_{i=1}^N \delta_x I_{\{x \in \Omega\}}$. Then,

$$\sup_{i=1,...,N} \left| \nu^N_i(t_0,x) - U(t_0,x,m^N_x) \right| \leq \frac{C}{N},$$

(ii) For any $i \in \{1,...,N\}$ and $x_i \in \Omega$, we define $w^{N,i}(t_0,x_i,m_0) := \int_{\Omega^N} \nu^{N,i}(t_0,x) \prod_{j \neq i} m_0(dx_j),$

where $x = (x_1,...,x_N)$. Then,

$$\|w^{N,i}(t_0,\cdot,m_0) - U(t_0,\cdot,m_0)\|_{L^1(m_0)} \leq \begin{cases} CN^{-1/d} & \text{if } d \geq 3, \\ CN^{-1/2} \log(N) & \text{if } d = 2, \\ CN^{-1/2} & \text{if } d = 1. \end{cases} \quad (13)$$

### 3. Well-posedness of the Master Equation

A formal proof of existence and uniqueness of solutions for (7) can be easily given directly using the very definition of $U$. The difficulty here relies on the proof of the $C^1$ character of $U$ with respect to $m$. First, we establish the required regularity for $U$ and a related compatibility condition based on the boundary conditions. The existence and uniqueness theorem are rigorously proved, as we see in detail in the following theorem.

Theorem 3. Suppose hypotheses 1 are satisfied. Take $U$ defined as in (9), suppose that $\frac{dU}{dm}$ exists, being also bounded in $C^{2+a} \times C^{2+a}$, uniformly in $t$ and continuously in $m$, and that boundary conditions of (7) hold for $U$. Then $U$ is the unique classical solution of the Master Equation (7).

Proof. Existence. By a density argument, we only need to prove that $U$ solves (7) at $(t_0,x,m_0)$, where $m_0$ is a smooth and positive function satisfying $m_0|_{\Omega} = 0$ and $\int_{\Omega} m_0(x)dx \leq 1$. Taking $(u,m)$ as the solution of the MFG system starting from $m_0$ at time $t_0$, by the definition of $U$, we have that for all $s > t_0$

$$U(s,x,m(s)) = u(s,x),$$

therefore, we can write

$$\partial_t U(t_0,x,m_0) = \lim_{h \to 0} \frac{U(t_0+h,x,m_0) - U(t_0+h,x,m(t_0+h))}{h} + u(t_0,x).$$

Again by the very definition of $U$:

$$u(t_0,x) = -\text{tr}(a(x)D^2_x U(t_0,x,m_0)) + H(t_0,x,D_x U(t_0,x,m_0)) - F(t_0,x,m_0).$$

As regards the limit part, we define $m_s := (1-s)m(t_0) + sm(t_0 + h)$. Since $U$ is $C^1$ with respect to $m$, then:

$$-\lim_{h \to 0} \int_0^1 \int_{\Omega} \frac{\delta U}{\delta m}(t_0+h,x,m_s,y) \frac{(m(t_0+h,y) - m(t_0,y))}{h} dy ds =$$

$$-\int_{\Omega} \frac{\delta U}{\delta m}(t_0,x,m_0,y) \left( \sum_{ij} \partial^2_{ji}(a_{ij}(x)m(t_0,y)) + \text{div}(m(t_0,y)H_2(t_0,y,Du(t_0,y))) \right) dy.$$

Integrating by parts, and using the boundary conditions of $\frac{dU}{dm}$ and $m$, we can rewrite the right-hand side as

$$\int_{\Omega} \left[ H_2(t_0,y,D_x U(t_0,y,m_0)) D_m U(t_0,x,m_0,y) \right] dm_0(y),$$

$$-\text{tr}(a(y)D^2_x U(t_0,x,m_0,y)) dm_0(y),$$
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therefore
\[ \partial_t U(t, x, m) = -\text{tr} \left( a(x) D^2_x U(t, x, m) \right) + H(t, x, D_x U(t, x, m)) \]
\[ - \int_\Omega \text{tr} \left( a(y) D_y D_m U(t, x, m, y) \right) dm(y) \]
\[ + \int D_m U(t, x, m, y) \cdot H_p(t, y, D_x U(t, y, m)) dm(y) - F(t, x, m), \]
hence concluding the existence part.

**Uniqueness.** Suppose that there exists a second solution \( V \) of (7). We fix \((t_0, m_0)\), with \(m_0\) smooth s.t. \(m_0|_{\partial \Omega} = 0\), and we take \(\tilde{m}\) as the solution of
\[
\begin{cases}
\tilde{m}_t - \sum_{ij} \partial^2_{ij}(a_{ij}(x) \tilde{m}) - \text{div}(\tilde{m} H_p(t, x, D_x V(t, x, \tilde{m}))) = 0, \\
\tilde{m}(t_0) = m_0, \\
\tilde{m}|_{\partial \Omega} = 0
\end{cases}
\]
which is well-posed since \(D_x V\) is Lipschitz continuous with respect to the measure. Then we define \(\tilde{u}(t, x) = V(t, x, \tilde{m}(t))\) and we want to prove that \(\tilde{u}\) solves a Hamilton-Jacobi equation. Using the equations of \(V\) and \(\tilde{m}\), we get
\[
\tilde{u}_t(t, x) = V_t(t, x, \tilde{m}(t)) + \int_\Omega \frac{\partial V}{\partial \tilde{m}}(t, x, \tilde{m}(t), y) \tilde{m}_t(t, y) dy
\]
\[ = V_t(t, x, \tilde{m}(t)) + \int_\Omega \frac{\partial V}{\partial \tilde{m}}(t, x, \tilde{m}(t), y) \sum_{ij} \partial^2_{ij}(a_{ij}(x) \tilde{m}(t, y)) dy \]
\[ + \int_\Omega \frac{\partial V}{\partial \tilde{m}}(t, x, \tilde{m}(t), y) \text{div}(\tilde{m} H_p(t, x, D_x V(t, x, \tilde{m}))) dy. \]

Previous integrals can be easily estimated with an integration by parts, and taking into account the boundary condition for \(V\). As regards the first, we have
\[
\int_\Omega \frac{\partial V}{\partial \tilde{m}}(t, x, \tilde{m}(t), y) \sum_{ij} \partial^2_{ij}(a_{ij}(x) \tilde{m}(t, y)) dy = \int_\Omega \text{tr}(a(y) D_y D_m V(t, x, \tilde{m}(t), y)) \tilde{m}(t, y) dy,
\]
while for the second
\[
\int_\Omega \frac{\partial V}{\partial \tilde{m}}(t, x, \tilde{m}(t), y) \text{div}(\tilde{m} H_p(t, x, D_x V(t, x, \tilde{m}))) dy
\]
\[ = - \int_\Omega H_p(t, x, D_x V(t, x, \tilde{m})) D_m V(t, x, \tilde{m}, y) \tilde{m}(t, y) dy. \]
Previous estimates allow us to write
\[
\tilde{u}_t(t, x) = V_t(t, x, \tilde{m}(t)) + \int_\Omega \text{tr}(a(y) D_y D_m V(t, x, \tilde{m}, y)) d\tilde{m}(y)
\]
\[ - \int_\Omega H_p(t, y, D_x V(t, y, \tilde{m})) D_m V(t, x, \tilde{m}, y) d\tilde{m}(y) \]
\[ = - \text{tr}(a(x) D^2 \tilde{u}(t, x)) + H(t, x, D \tilde{u}(t, x)) - F(t, x, \tilde{m}(t)), \]
hence \((\tilde{u}, \tilde{m})\) is a solution of the MFG system (8). Then, by uniqueness of solutions for the MFG system, we get \((\tilde{u}, \tilde{m}) = (u, m)\), implying that \(V(t_0, x, m_0) = U(t_0, x, m_0)\), whenever \(m_0\) is smooth. Therefore, by density, the uniqueness is proved.

In the next two sections, we will prove the \(C^1\) character of \(U\) with respect to \(m\), the \(C^2\) regularity in \(x\) and \(y\) of \(\frac{\partial V}{\partial \tilde{m}}\) and the boundary conditions for \(U\), hence justify the hypotheses previously given, also allowing us to then apply Theorem 3 and finally prove the well-posedness of (7).
4. The Fokker-Planck equation and the MFG system

Let us first give the following technical lemma, providing a regularity result for a linear PDE with non-homogeneous drift.

**Lemma 4.** Suppose \( a \) satisfies hypothesis (i) of [1]. Let \( q = \frac{d+2}{d+1+\alpha} \), \( b, f \in L^q(Q_T) \), \( \psi \in C^{1+\alpha,D}(\Omega) \), and \( z \) be the solution of

\[
\begin{align*}
-\partial_t z - \text{tr}(a(x)D^2 z) + b(t, x) \cdot Dz &= f(t, x), \\
z(T) &= \psi, \\
z_{|\partial\Omega} &= 0.
\end{align*}
\]

Then \( z \) satisfies

\[
\|z\|_{L^{1+\alpha}} \leq C (\|f\|_{L^q} + \|\psi\|_{1+\alpha}). \tag{14}
\]

Moreover, if \( b, f \in C^{0,\alpha}(Q_T) \) and \( \psi \in C^{2+\alpha,D}(\Omega) \), it holds

\[
\|z\|_{L^{2+\alpha}} \leq C (\|f\|_{L^q} + \|\psi\|_{2+\alpha}). \tag{15}
\]

**Proof.** We exploit ideas stated in [60]. In particular, if \( f \in C(Q_T) \), \( b \in C(\Omega) \), then we conclude with Theorem 5.1.1 of [59]. While, in the general case, we write \( z = z_1 + z_2 \), where \( z_1 \) and \( z_2 \) respectively satisfy:

\[
\begin{align*}
-\partial_t (z_1) - \text{tr}(a(x)D^2 z_1) &= 0, \\
z_1(T) &= \psi, \\
z_1_{|\partial\Omega} &= 0,
\end{align*}
\]

and

\[
\begin{align*}
-\partial_t (z_2) - \text{tr}(a(x)D^2 z_2) + b \cdot Dz_2 &= f - b \cdot Dz_1, \\
z_2(T) &= 0, \\
z_2_{|\partial\Omega} &= 0.
\end{align*}
\]

For \( z_1 \), we apply Theorem 5.1.11 of [59] to obtain \( \|z_1\|_{L^{1+\alpha}} \leq C \|\psi\|_{1+\alpha} \). For \( z_2 \), by Corollary of Theorem IV.9.1 in [51], we have

\[
\|z_2\|_{L^{1+\alpha}} \leq C \|f - b Dz_1\|_{L^q} \leq C (\|f\|_{L^q} + \|\psi\|_{1+\alpha}),
\]

concluding the first part. Then, if \( b, f \in C^{0,\alpha}(Q_T) \) and \( \psi \in C^{2+\alpha,D} \), by [14], we have \( f - b \cdot Dz \in C^{0,\alpha} \), allowing to apply Theorem 5.1.13 in [59] to conclude. \( \square \)

4.1. The Fokker-Planck equation

From now on, \( q \) will denote the quantity \( q := \frac{d+2}{d+1+\alpha} \), and \( p \) will be the conjugate exponent of \( q \), i.e. \( p := \frac{d+2}{d+1+\alpha} \).

The present section is focused on the study of the following Fokker-Planck equation

\[
\begin{align*}
\mu_t - \text{div}(a(x)D\mu) - \text{div}(\mu b) &= \text{div}(c), \\
\mu(t_0) &= \mu_0, \\
\mu_{|\partial\Omega} &= 0,
\end{align*}
\]

where \( c \in L^1(Q_T) \), \( \mu_0 \in C^{-1+\alpha} \), and \( b \in L^q(Q_T) \). Let us underline that the latter equation plays a fundamental role in studying both the Mean Field Games system and the linearized one.

The main difficulty here relies on low regularity of both data and coefficients. Hence, the main idea is to start with the regular case, where we have the existence and uniqueness of solutions, to then obtain estimates that we will then exploit to pass to the limit in the general case.

Let us start by giving a suitable definition of a solution for the system (16):

**Definition 4.** Let \( c \in L^1 \), \( \mu_0 \in C^{-1} \), \( b \in L^q \). We say that a function \( \mu \in C([0, T]; C^{-1+\alpha,D}) \cap L^1(Q_T) \) is a weak solution of (16) if, for all \( t \in (t_0, T] \) and \( \psi \) satisfying in \([t_0, t] \times \Omega \) the following linear equation

\[
\begin{align*}
-\phi_t - \text{div}(aD\phi) + bD\phi &= \psi, \\
\phi(t) &= \xi, \\
\phi_{|\partial\Omega} &= 0, \tag{17}
\end{align*}
\]
with \( \psi \in L^\infty(\Omega) \) and \( \xi \in C^{1+\alpha,D} \), it holds true:
\[
\langle \mu(t), \xi \rangle + \int_0^t \int_{\Omega} \mu(x,\psi(x)) \, dxdx = \langle \mu_0, \phi(t_0, \cdot) \rangle - \int_0^t \int_{\Omega} c(s, x) \cdot D\phi(s, x) \, dxdx,
\]
(18)
where \( \langle \cdot, \cdot \rangle \) denotes, respectively, the duality between \( C^{-(1+\alpha),D} \) and \( C^{1+\alpha,D} \), \( C^{-(1+\alpha)} \) and \( C^{1+\alpha} \).

Note that Lemma 3 implies \( \phi \in C^{1+\alpha} \), therefore the terms on the right-hand side are well-defined and the definition is well-posed.

**Proposition 5.** Let \( c \in L^1, \mu_0 \in C^{-1} \), \( b \in L^q \). Then there exists a unique solution for (16), which satisfies, for a certain \( C \) depending on \( a \) and \( b \),
\[
\sup_{t \in [0,T]} \| \mu(t) \|_{-(1+\alpha),D} + \| \mu \|_{L^p} \leq C \left( \| \mu_0 \|_{-(1+\alpha)} + \| c \|_{L^1} \right),
\]
(19)
Moreover, if \( \mu^n_0 \to \mu_0 \) in \( C^{-(1+\alpha)} \), \( b^n \to b \) in \( L^q \), \( c^n \to c \) in \( L^1 \), we have \( \mu^n \to \mu \) in \( C([0,T];C^{-(1+\alpha),D}) \cap L^p(\Omega_T) \), where \( \mu^n \) and \( \mu \) are the solutions related to \( (\mu^n_0, b^n, f^n) \) and \( (\mu_0, b, f) \).

**Proof.** Without loss of generality, we can consider \( t_0 = 0 \).

**Existence: smooth case.** Assume that \( f, b \) and \( \mu_0 \) are smooth functions, with \( \mu_0 \) satisfying \( \mu_0(x) = 0 \) in \( \partial \Omega \), then, splitting the divergence terms in (16), we obtain a linear equation and the existence of solutions is guaranteed by [51, 59].

Let \( \phi \) be a solution of (17), with \( \psi = 0 \) and \( \xi \in C^{1+\alpha,D} \). Using \( \phi \) as a test function for \( \mu \), we get by Lemma 4
\[
\langle \mu(t), \xi \rangle = \langle \mu_0, \phi(0, \cdot) \rangle - \int_0^t \int_{\Omega} c(s, x) \cdot D\phi(s, x) \, dxdx
\]
\[
\leq C \| \xi \|_{1+\alpha} \left( \| \mu_0 \|_{-(1+\alpha)} + \| c \|_{L^1} \right).
\]

Passing to the \( \sup \) for \( \| \xi \|_{1+\alpha} \leq 1 \), we obtain
\[
\sup_{t \in [0,T]} \| \mu(t) \|_{-(1+\alpha),D} \leq C \left( \| \mu_0 \|_{-(1+\alpha)} + \| c \|_{L^1} \right),
\]
(20)
and we are left to prove the \( L^p \) bound for \( \mu \). To this end, we take \( \phi \) as the solution of (17), with \( t = T, \xi = 0 \) and \( \psi \in L^q \).

Then, again by Lemma 4 we have
\[
\int_0^T \int_{\Omega} \mu \psi \, dxdx = \langle \mu_0, \phi(0, \cdot) \rangle - \int_0^T \int_{\Omega} c(s, x) \cdot D\phi(s, x) \, dxdx
\]
\[
\leq C \| \psi \|_{L^1} \left( \| \mu_0 \|_{-(1+\alpha)} + \| c \|_{L^1} \right).
\]

Passing to the \( \sup \) for \( \| \mu \|_{L^p} \leq 1 \), we get
\[
\| \mu \|_{L^p} \leq C \left( \| \mu_0 \|_{-(1+\alpha)} + \| c \|_{L^1} \right),
\]
which concludes the proof in the regular case.

**Existence: general case.** We proceed adapting and adjusting [66, Proposition 5.3]. By Proposition 1 we take smooth data \( \mu_0^k, c_k, b_k \), with \( \mu_0^k(x) = 0 \) for \( x \in \partial \Omega \), and converging to \( \mu_0, c, b \), respectively in \( C^{-(1+\alpha),D}, L^1 \) and \( L^q \).

We consider \( \mu^k \) as the solution of (16). The previous convergences imply, for a certain \( C > 0 \),
\[
\| \mu_0^k \|_{-(1+\alpha)} \leq C \| \mu_0 \|_{-(1+\alpha)} ,
\]
\[
\| b_k \|_{L^q} \leq C \| b \|_{L^q} ,
\]
\[
\| c_k \|_{L^1} \leq C \| c \|_{L^1} .
\]

Considering the function \( \mu^{k,h} := \mu^k - \mu^h \), which satisfies (16) with data \( b = b_k \),
\( c = c_k - c_h + \mu_h(b_k - b_h) \), \( \mu^0 = \mu^0_k - \mu^0_h \), then, by estimates (19), we have
\[
\sup_t \| \mu^{k,h}(t) \|_{-(1+\alpha),D} + \| \mu^{k,h} \|_{L^p}
\]
\[
\leq C \left( \| \mu^0_k - \mu^0_h \|_{-(1+\alpha)} + \| c_k - c_h \|_{L^1} + \| \mu_h(b_k - b_h) \|_{L^q} \right),
\]
By the uniform bound of \( \{\mu_k\} \) in \( L^p \), the last term can be estimated as follows
\[
\| \mu^k(b_k - b_h) \|_{L^1} \leq C \| b_k - b_h \|_{L^q} ,
\]
(21)
and since \{μ^k\}_k, \{c_k\}_k and \{b_k\}_k are Cauchy sequences, the right-hand side goes to 0 and \{μ^k\}_k is a Cauchy sequence, too. Then \(μ^k \to μ\) in \(C([0, T]; C^{-(1+α)L}) \cap L^p(Ω_T)\), for a certain \(μ\) also satisfying (19). We are then left to prove that \(μ\) satisfies (19), for \(ϕ\) satisfying (17). To this end, we consider the test function \(φ_k\) related to \(μ^k\), so that

\[
⟨μ^k(t), ϕ⟩ + \int_0^T \int_Ω μ^k(s, x) ϕ(s, x) dσ(s, x) dt = ⟨μ_0, ϕ(0, \cdot)⟩ - \int_0^T \int_Ω c_k(s, x) \cdot Dφ_k(s, x) dσ(s, x),
\]

Concerning convergence of \(φ_k\) towards \(φ\), since \(φ_k - φ\) satisfies

\[
\begin{align*}
&⟨φ_k - φ, ϕ⟩ = 0, \\
&⟨φ_k - φ, φ⟩ = 0,
\end{align*}
\]

by Lemma 4, we have

\[
|φ_k - φ|_{L^2} \leq C|b_k - b|{Dφ}_{L^2} \to 0,
\]

allowing us to pass to the limit in (22), hence ending the existence part.

**Uniqueness and stability.** Let \(μ_1\) and \(μ_2\) be two solutions. Then \(μ := μ_1 - μ_2\) solves the same problem with \(c = μ_0 = 0\), and by (19) we have \(|μ(t)|_{L^2} \leq C\|μ(t)\|_{L^2} \to 0\), concluding the uniqueness part.

For the stability part, we consider \(c_n \to c, μ^n_0 \to μ_0\) and \(b_n \to b\). Then the function \(μ^α \to μ\) satisfies (15), with \(b, μ_0\) and \(f\) respectively replaced by \(b^n, μ^n_0 = μ_0\), and \(c^α = c + \mu(b^n - b)\). Hence, (19) implies

\[
\begin{align*}
&\sup_{t \in [0, T]} |μ^α - μ|_{L^2} + |μ^α - μ|_{L^2} \\
&≤ C \left( |μ^n_0 - μ_0|_{L^2} + |c^α - c|_{L^2} + |μ(b^n - b)|_{L^2} \right).
\end{align*}
\]

Proceeding as done for the existence in the general case, we derive the right-hand side convergence to 0, which implies \(μ^α \to μ\) in \(C([0, T]; C^{-(1+α)L}) \cap L^p(Ω_T)\), hence concluding the proof.

As a direct consequence of Prop. 5, we can derive a further estimate in the space \(C^{-(2+α)L}\).

**Corollary 6.** Suppose hypotheses of Proposition 5 are satisfied together with \(b \in C^{2+α}\). Then the function \(μ\) satisfies

\[
\sup_{t \in [0, T]} |μ(t)|_{-(2+α)L} + |μ|_{(2+α)L} \leq C \left( |μ_0|_{2+α} + |c|_{2+α} \right),
\]

(23)

(24)

**Proof.** Since \(b \in C^{2+α}\), we can take \(ϕ\) as the solution of (17), with \(ξ \in C^{2+α}(Ω), ψ = 0\), so that, applying the results of (51), (59), we have \(|ϕ|_{1+2+α} \leq C|ξ|_{2+α}\), and (18) implies

\[
⟨μ(t), ϕ⟩ = ⟨μ_0, ϕ(0, \cdot)⟩ - \int_0^T \int_Ω c(s, x) \cdot Dϕ(s, x) dσ(s, x)
\]

\[
\leq C \left( |μ_0|_{2+α} + |c|_{2+α} \right)|ξ|_{2+α}.
\]

Now, as in Proposition 5 choose \(ϕ\) as the solution of (17), with \(t = T, ξ = 0\) and \(ψ \in C^{2+α}\). Then, again by Lemma 4 we have

\[
\int_0^T \int_Ω μϕ dσ(s, x) = ⟨μ_0, ϕ(0, \cdot)⟩ - \int_0^T \int_Ω c(s, x) \cdot Dϕ(s, x) dσ(s, x)
\]

\[
\leq C \|ϕ\|_{2+α} \left( |μ_0|_{2+α} + |c|_{2+α} \right). \]

Passing to the sup in the two inequalities for \(|ξ|_{1+2+α} \leq 1\) and \(|μ|_{L^2} \leq 1\), we get (23).

4.2. **Mean Field Games system and Lipschitz regularity of \(U\)**

Now, we turn out to the study of the Mean Field Games system and its properties to derive essential results we will then exploit to obtain some first regularity estimates of the solution \(U\) of the Master Equation.

In particular, the MFG system has the following form:

\[
\begin{align*}
&\bar{u}t - tr(a(t, x)D^2u) + H(t, x, Du) = F(t, x, m(t)), \\
&\bar{m}t + ∑_{i,j} a_{ij}(x)m - div(mH_p(t, x, Du)) = 0, \\
&u(T) = G(x, m(T)), \quad m(0) = m_0, \\
&u|_{Ω=0} = 0, \quad m|_{Ω=0}.
\end{align*}
\]

(25)

The first result is obtained by studying some regularity properties of (25) uniformly in \(m_0\).
Proposition 7. The system (23) has a unique classical solution \((u, m)\), with \(u \in C^{1+\frac{1}{2}, 2+\alpha}\) and \(m \in C([t_0, T]; \mathcal{P}^{sub}(\Omega))\). Moreover, \(m(t)\) has a positive density for \(t > t_0\), and the following estimates hold:
\[
\|m\|_{2-\alpha, D} + \|m\|_{L^p} + \|m\|_{1+\frac{1}{2}, 2+\alpha} \leq C.
\] (26)

Furthermore, if \((u_1, m_1)\) and \((u_2, m_2)\) are two solutions of (23), with \(m_1(t_0) = m_{01}, m_2(t_0) = m_{02}\), then it holds
\[
\sup_{n \in [0, T]} \|m_1(t) - m_2(t)|_{-\alpha} \leq C \|m_{01} - m_{02}\|,
\] (27)

Proof. Step 1: Existence and uniqueness of solutions. We want to apply Schauder’s fixed point Theorem. Let \(X\) be the convex set, closed for the uniform distance, defined as follows:
\[
X := \left\{ \gamma \in C([t_0, T]; \mathcal{P}^{sub}(\Omega)) \text{ s.t. } \|\gamma\|_{\Omega, -\alpha, D} \leq M \ \forall \ s, t \in [t_0, T] \right\},
\]
where \(M\) will be specified later. We define a map \(\Phi : X \rightarrow X\) as follows.
For \(\gamma \in X\), let \(u = u_\gamma\) be the solution of the HJB equation:
\[
\begin{cases}
-u_t - \text{tr}(a(x)D^2 u) + H(t, x, Du) = F(t, x, \gamma(t)), \\
u(T) = G(x, \gamma(T)), \\
u_{|\partial\Omega} = 0.
\end{cases}
\] (28)

Using hypotheses on \(F\) and \(G\) and Theorem V.6.1 of [51], we know that there exists a unique classical solution \(u \in C^{1+\frac{1}{2}, \alpha}\).
Moreover, by Taylor formula, we can write \(H(t, x, Du) = H(t, x, 0) + V(t, x) \cdot Du\) for a certain \(V \in L^\infty\), thanks to the global boundedness of \(Du\), obtaining a linear equation satisfied by \(u\). Then, exploiting both the Corollary of Theorem IV.9.1 and Theorem IV.5.2 of [51] we get
\[
\|u\|_{1+\frac{1}{2}, 2+\alpha} \leq C \left( \|F(\cdot, \cdot, \gamma(\cdot))\|_{2+\alpha} + \|G(\cdot, \gamma(\cdot))\|_{2+\alpha} \right),
\]

Define \(\Phi(\beta) = m\), where \(m \in C([t_0, T]; \mathcal{P}^{sub}(\Omega))\) is the solution of the FP equation
\[
\begin{cases}
m_t + \sum_{i,j} \partial_i \partial_j (a_{ij}(x)m) - \text{div}(mH(t, x, Du)) = 0, \\
m(t_0) = m_0, \\
m_{|\partial\Omega} = 0.
\end{cases}
\] (29)

The existence of a unique solution for (29) is guaranteed by Proposition5. Moreover, we know from (19) that
\[
\sup_{t \in [t_0, T]} \|m(t)\|_{-\alpha, D} + \|m\|_{L^p} \leq C \|m_0\|_{-\alpha},
\]
for a certain \(p > 1\). Therefore, to check that \(m \in X\), we are left with proving that, for some \(C > 0\), it holds
\[
\|m(t) - m(s)\|_{-\alpha, D} \leq C|t - s|^{\frac{1}{2}}, \quad \text{for all } t \neq s.
\]

Subtracting the distributional formulation (13) in \(t\) and \(s\), we have
\[
\int_{\Omega} \xi(x)m(t, dx) - \int_{\Omega} \phi(s, x)m(s, dx) + \int_{s}^{t} \int_{\Omega} \psi(r, x)m(r, dx)dr = 0,
\] (30)

for each \(\xi \in C^{1+\alpha, D}, \psi \in L^\infty\) and \(\phi\) satisfying
\[
\begin{cases}
-\phi_t + \text{tr}(a(x)D^2 \phi) + H_p(t, x, Du) \cdot D\phi = \psi, \\
\phi(t) = \xi, \\
\phi_{|\partial\Omega} = 0.
\end{cases}
\] (31)

We choose \(\phi = 0\). Thanks to Lemma4, we know that \(\phi \in C^{1+\frac{1}{2}, 1+\alpha}\) and its norm is bounded according to (14). Coming back to (30), we obtain
\[
\int_{\Omega} \xi(x)(m(t, dx) - m(s, dx)) = \int_{\Omega} (\phi(t, x) - \phi(s, x))m(s, dx) \leq C \|\phi(t) - \phi(s)\|_{1+\alpha},
\]
\[
\|m(s)\|_{-\alpha, D} \leq C|t - s|^{\frac{1}{2}} \|m_0\|_{-\alpha} \|\xi\|_{1+\alpha},
\]
and taking the sup over the $\xi \in C^{1+\alpha,D}$ with $\|\xi\|_{1+\alpha} \leq 1$,
\[
\|m(t) - m(s)\|_{-(1+\alpha),D} \leq C|t - s|^{\frac{\alpha}{2}} \|m_0\|_{-(1+\alpha)} .
\]
Choosing $M = C \|m_0\|_{-(1+\alpha)}$, we have proved that $m \in X$.

Since $X$ is convex and closed and $\Phi(X) \subseteq X$, to apply Schauder’s theorem we need to show that:

- $\Phi(X)$ is relatively compact;
- $\Phi$ is continuous.

In this way, the closure of the convex envelope of $\Phi(X)$, say $\tilde{X} := \overline{\text{conv}}(\Phi(X))$, is compact and convex, and for the closure and the convexity of $X$ we have $\Phi(X) \subseteq \tilde{X} \subseteq X$. So we can consider the restriction $\Phi : \tilde{X} \to \tilde{X}$, which satisfies the classical hypotheses of the Schauder’s Theorem. Hence, the existence of a fixed point remains guaranteed.

We start proving the relatively compactness of $\Phi(X)$. Let $(\gamma_n)_n \subset X$ and let $u_n$ and $m_n$ be the related solutions. Applying Ascoli-Arzelà’s Theorem we have $u_{n_k} \to u$ in $C^{1,2}$, for a certain subsequence $(u_{n_k})$ and $u \in X$.

To prove the convergence of $(m_{n_k})_k$, we take $\phi_{n_k}$ as the solution of (31) with $Du$ replaced by $Du_{n_k}$ and $\psi = 0$. The difference $\phi_{k,h} := \phi_{n_k} - \phi_{n_k}$ satisfies
\[
\begin{aligned}
(-(\phi_{k,h})) - \frac{\partial (\psi(x)D^2\phi_{k,h}) + H_p(t, x, Du_{n_k}) \cdot D\phi_{k,h}}{t} &= (H_p(t, x, Du_{n_k}) - H_p(t, x, Du_{n_k})) \cdot D\phi_{n_k}, \\
\phi_{k,h}(t) &= 0, \\
\phi_{k,h}|_{\Omega} &= 0,
\end{aligned}
\]
then Lemma 4 implies
\[
\|\phi_{k,h}\|_{\Phi,1+\alpha} \leq C \left\| (H_p(t, x, Du_{n_k}) - H_p(t, x, Du_{n_k})) \cdot D\phi_{n_k} \right\|_{\infty} \leq C \left\| Du_{n_k} - Du_{n_k} \right\|_{\infty} \leq \omega(k, h),
\]
where $\omega(k, h) \to 0$ when $k, h \to \infty$.

Using (30) with $(m_{n_k}, \phi_{n_k})$ and $(m_{n_k}, \phi_{n_k})$, for $k, h \in \mathbb{N}$, $s = t_0$, subtracting the two equalities, we get
\[
\sup_{t \in [h, T]} \|m_{n_k}(t) - m_{n_k}(t)\|_{-(1+\alpha),D} \leq \omega(k, h) \implies \exists m \in X \text{ s.t. } m_{n_k} \to m \text{ in } X,
\]
hence concluding the compactness part. The continuity is an easy consequence of the previous arguments.

In particular, we apply Schauder’s theorem and obtain a classical solution of the problem (25). The estimate (26) follows from the above estimates for (28) and (29).

We skip the uniqueness part, which is a standard argument, see, e.g., Proposition 3.3 of [66].

Step 2. Let $(u_1, m_1)$ and $(u_2, m_2)$ be two classical solutions of (25), with $m_1(t_0) = m_{01}$, $m_2(t_0) = m_{02}$. We take $\phi$ as the solution of (31) related to $u_1$, with $\psi = 0$, and we note that $\phi$ is also a good test function for the equation of $m_2$, since it satisfies, for $\psi = (H_p(t, x, Du_2) - H_p(t, x, Du_1)) \cdot D\phi \in L^\infty$,
\[
\begin{aligned}
-\phi_t - \frac{\partial (\psi(x)D^2\phi) + H_p(t, x, Du_2) \cdot D\phi}{} &= \psi, \\
\phi(t) &= \xi, \\
\phi|_{\Omega} &= 0,
\end{aligned}
\]
Then, subtracting the weak formulations of $m_1$ and $m_2$ related to $\psi$, we find
\[
\int_\Omega \xi(x)(m_1(t) - m_2(t))\, dx = (32)
\]
\[
\int_{t_0}^t \int_\Omega (H_p(t, x, Du_1) - H_p(t, x, Du_2)) D\phi m_2(s, x)\, dx\, ds + \langle \phi(0, \cdot), m_{01} - m_{02} \rangle. (33)
\]
By Lipschitz continuity of both $\phi$ and $H_p$, with respect to $p$, we get
\[
\int_\Omega \xi(x)(m_1(t) - m_2(t))\, dx \leq C \int_{t_0}^t \int_\Omega |Du_1 - Du_2| m_2(s, x)\, dx\, ds + C d_1(m_{01}, m_{02}).
\]
We want to estimate the first term in the right-hand side with Young’s inequality. To this end, we consider the quantities

\[ \tilde{c} = \int_{t_0}^t \int_{\Omega} m_2(s, x) \, dx \, ds, \quad \tilde{m}_2(s, x) = \frac{m_2(s, x)}{\tilde{c}}. \]

Then \( \tilde{m}_2 \) is a probability measure in \([0, t] \times \Omega \), and Young’s inequality implies that

\[
\int_{t_0}^t \int_{\Omega} |Du_1 - Du_2| m_2(s, x) \, dx \, ds = \tilde{c} \int_{t_0}^t \int_{\Omega} |Du_1 - Du_2| \tilde{m}_2(s, x) \, dx \, ds
\]

\[
\leq \tilde{c} \left( \int_{t_0}^t \int_{\Omega} |Du_1 - Du_2|^2 \tilde{m}_2(s, x) \, dx \right)^{\frac{1}{2}} \leq C \left( \int_{t_0}^t \int_{\Omega} |Du_1 - Du_2|^2 m_2(s, x) \, dx \right)^{\frac{1}{2}},
\]

since \( \tilde{c} \) is bounded thanks to the \( L^p \) bound of \( m_2 \).

Using the Lasry-Lions monotonicity argument (see Lemma 3.1.2 of [18]), we have

\[
\int_{t_0}^T \int_{\Omega} |Du_1 - Du_2|^2 (m_1(t, dx) + m_2(t, dx)) \, dt \leq \frac{1}{2} \left( \int_{t_0}^T \int_{\Omega} |Du_1|^2 m_1(t, dx) \, dt \right) + \frac{1}{2} \left( \int_{t_0}^T \int_{\Omega} |Du_2|^2 m_2(t, dx) \, dt \right).
\]

Hence, we obtain

\[
\int_{\Omega} \xi(x) (m_1(t) - m_2(t)) \, dx
\]

\[
\leq C \left( \left\| u_1 - u_2 \right\|_{\infty, 1+\alpha} \, d_1(m_1, m_2) \right) + d_1(m_1, m_2),
\]

and finally, taking the sup over the \( \xi \) with \( \left\| \xi \right\|_{- (1 + \alpha), D} \leq 1 \) and over \( t \in [0, T] \),

\[
\sup_{t \in [0, T]} \left\| m_1(t) - m_2(t) \right\|_{- (1 + \alpha), D}
\]

\[
\leq C \left( \left\| u_1 - u_2 \right\|_{\infty, 1+\alpha} \, d_1(m_1, m_2) \right) + d_1(m_1, m_2).
\]

Let us now call \( u := u_1 - u_2 \), then \( u \) solves:

\[
\begin{align*}
-u_t - \text{tr}(a(x)D^2 u) + V(t, x) Du &= f(t, x), \\
u(T) &= g(x) , \quad u_{|\partial\Omega} = 0 ,
\end{align*}
\]

where

\[
V(t, x) = \int_0^1 H_p(t, x, ADu_1(t, x) + (1 - \lambda)Du_2(t, x)) \, d\lambda;
\]

\[
f(t, x) = \int_0^1 \int_{\Omega} \frac{\delta F}{\delta m}(t, x, m_1(t, y), m_2(t, y)) \, d\lambda \, d\lambda;
\]

\[
g(x) = \int_0^1 \int_{\Omega} \frac{\delta G}{\delta m}(x, m_1(T, y), m_2(T, y)) \, d\lambda \, d\lambda,
\]

where \( m_1 \) is defined as follows

\( m_1(\cdot) := \lambda m_1(\cdot) + (1 - \lambda)m_2(\cdot) \).

As to apply Lemma 4 we estimate the regularity of the data:

\[
\sup_{t \in [0, T]} \left\| f(t, \cdot) \right\|_{\alpha, 0} \leq \sup_{t \in [0, T]} \int_0^1 \left\| \frac{\delta F}{\delta m}(t, \cdot, m_1(t, \cdot)) \right\|_{0, 0, 1+\alpha, D} \, d\lambda \left\| m_1(t) - m_2(t) \right\|_{- (1 + \alpha), D}
\]

\[
\leq C \sup_{t \in [0, T]} \left\| m_1(t) - m_2(t) \right\|_{- (1 + \alpha), D} ,
\]
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analogously

\[ \|g(\cdot)\|_{2+\alpha} \leq C \sup_{t\in[0,T]} \|m_1(t) - m_2(t)\|_{-(1+\alpha),D} \quad . \quad (36) \]

So, Eq. (15) implies

\[ \|u_1 - u_2\|_{1,2+\alpha} \leq C \sup_{t\in[0,T]} \|m_1(t) - m_2(t)\|_{-(1+\alpha),D} \quad . \quad (37) \]

Coming back to (34), we have

\[
\sup_{t\in[0,T]} \|m_1(t) - m_2(t)\|_{-(1+\alpha),D} \leq C \left( \sup_{t\in[0,T]} \|m_1(t) - m_2(t)\|_{-(1+\alpha),D} \right)^{\frac{1}{2}} \mathcal{d}_1(m_{01}, m_{02})^{\frac{1}{2}} + \mathcal{d}_1(m_{01}, m_{02}) \] ,

hence, by a generalized Young’s inequality:

\[ \sup_{t\in[0,T]} \|m_1(t) - m_2(t)\|_{-(1+\alpha),D} \leq C \mathcal{d}_1(m_{01}, m_{02}) . \quad (38) \]

Plugging this estimate in (37), we finally obtain

\[ \|u_1 - u_2\|_{1,2+\alpha} \leq C \mathcal{d}_1(m_{01}, m_{02}) . \]

For the \( L^p \) inequality, we consider \( m := m_1 - m_2 \). Then \( m \) solves the equation

\[
\begin{cases}
\dot{m}_t - \sum_{i,j} \partial^2_t (a_{ij}(x)m) - \text{div}(m(H_p(t, x, Du_t))) = \\
\text{div}(m_2(H_p(t, x, Du_2) - H_p(t, x, Du_1))), \\
m(t_0) = m_{01} - m_{02} , \\
\|m_1 - m_2\|_{0,\Omega} = 0 ,
\end{cases}
\]

i.e. \( m \) is a solution of (16) with \( f = \text{div}(m_2(H_p(t, x, Du_2) - H_p(t, x, Du_1))) , \mu_0 = m_{01} - m_{02} , b = H_p(t, x, Du_1) \). Then estimates (19) imply

\[ \|m_1 - m_2\|_{L^p([0,T])} \leq C \left( \|\mu_0\|_{-(1+\alpha)} + \|f\|_{L^\infty} \right) . \]

We estimate the right-hand side term. As regards \( \mu_0 \) we have

\[ \|\mu_0\|_{-(1+\alpha)} = \sup_{|\phi|_{L^1} \leq 1} \int_{\Omega} \phi(x)(m_{01} - m_{02}) \ dx \leq C \mathcal{d}_1(m_{01}, m_{02}) . \]

For the \( f \) term we argue in the following way:

\[
\|f\|_{L^1} = \int_0^T \sup_{|\phi|_{L^1} \leq 1} \left( \int_{\Omega} H_p(x, Du_2) - H_p(x, Du_1) D\phi m_2(t, dx) \right) \ dt \\
\leq C \|u_1 - u_2\|_{1,2+\alpha} \leq C \mathcal{d}_1(m_{01}, m_{02}) ,
\]

which allows us to conclude.

Previous proposition (7) allows to state that

\[
\sup_{t\in[0,T]} \sup_{m \in \mathcal{P}^{\alpha,\omega}(\Omega)} \|U(t, \cdot, m)\|_{2+\alpha} \leq C , \\
\sup_{t\in[0,T]} \sup_{m_1, m_2, \alpha} \left( \mathcal{d}_1(m_1, m_2)^{-1} \|U(t, \cdot, m_1) - U(t, \cdot, m_2)\|_{2+\alpha} \right) \leq C , \quad (39)
\]

which are two initial regularity results for the function \( U \).
5. Linearized system and differentiability of $U$ with respect to the measure

This section is devoted to the study of the following linearized MFG system:

$$
\begin{align*}
-z_t + \text{tr}(a(x)D^2z) + H_p(t, x, Du)Dz &= \frac{\delta F}{\delta m}(t, x, m(t))(\rho(t)) + h(t, x), \\
\rho_t - \sum_{ij} D_i(a_{ij}(x)\rho) - \text{div}(p(H_p(t, x, Du))) &= 0, \\
-\text{div}(mH_p(t, x, Du)Dz + c) &= 0,
\end{align*}
$$

\text{(40)}

where $z_T \in C^{2+\alpha,D}$, $\rho_0 \in C^{-(1-\alpha)}$, $h \in \mathcal{C}^{0,\alpha}([0, T] \times \Omega)$, $c \in L^1([0, T] \times \Omega)$, and where we define for $F$ (and for $G$)

$$
\frac{\delta F}{\delta m}(t, x, m(t))(\rho(t)) := \left\{ \frac{\delta F}{\delta m}(t, x, m(t), \cdot), \rho(t) \right\}.
$$

where the duality is between $C^{-(1-\alpha),D}$ and $C^{1+\alpha,D}$.

The study of this system plays a crucial role in proving the $C^1$ character of $U$ in terms of $m$. In particular, if we define the couple $(v, \mu)$ as the solution of \text{(40)} with $h = c = z_T = 0$ and $\mu(0) = \mu_0$, we obtain

$$
v(t_0, x) = \frac{\delta U}{\delta m}(t_0, x, m_0, \cdot), \mu_0.
$$

Let us start giving a suitable definition of solution for the previous system.

**Definition 5.** A couple $(z, \rho)$ is a solution of \text{(40)} if $z \in C^{1,2+\alpha}$ is a classical solution of the linear HJB equation and $\rho \in \mathcal{C}([0, T]; C^{-(1-\alpha),D}(\Omega)) \cap L^1(\Omega)$ solves the Fokker-Planck equation, accordingly with Definition 7.

Let us underline that $c \in L^1([0, T] \times \Omega) \implies \text{div}(c) \in L^1([0, T]; W^{1,\alpha}(\Omega))$. Therefore the well-posedness of the Fokker-Planck equation is included in Proposition 8.

The following Proposition states existence, uniqueness and regularity for the problem defined by \text{eq. (40)}. The proof relies on results previously obtained for the Fokker-Planck equation, and it proceeds as the Neumann case, see Propositions 5.8 and 5.11 of [66], therefore we omit it.

**Proposition 8.** Let hypotheses 7 hold for a certain $0 < \alpha < 1$, and let $\rho_0 \in C^1$. Then there exists a unique solution $(z, \rho) \in C^{1,2+\alpha} \times \{ \mathcal{C}([0, T]; C^{-(1-\alpha),D}(\Omega)) \cap L^1(\Omega) \}$ for the system \text{(40)}, satisfying

$$
\|c\|_{1,2+\alpha} + \sup_{t \in [0, T]} \|\rho(t)\|_{-1,1,1,\alpha} + \|\rho\|_{\ell^\mu} \leq CM,
$$

\text{(42)}

where $C$ depends on $H$, $p$ is defined as in Section 4.1, and $M$ is given by

$$
M := \|z_T\|_{1,2+\alpha} + \|\rho_0\|_{-1,1,1,\alpha} + \|h\|_{0,\alpha} + \|c\|_{L^2}.
$$

\text{(43)}

Moreover, the solution $(v, \mu)$ related to $h = c = z_T = 0$ satisfies

$$
\|v\|_{1,2+\alpha} + \sup_{t \in [0, T]} \|\mu(t)\|_{-1,1,1,\alpha} + \|\mu\|_{\ell^\mu} \leq C \|\mu_0\|_{-1,1,1,\alpha}.
$$

\text{(44)}

Throughout the rest of the paper, we will denote with $(v, \mu)$ a solution to the system \text{(40)}, with $h = c = z_T = 0$ and $\mu_0 := \mu_0$. We will refer to this system as the pure linearized system. Instead, the general system \text{(40)}, with solution $(z, \rho)$, will be called the general linearized system.

To prove $U \in C^1$ as well as the related representation formula \text{(41)}, we have to prove that the pure linearized system has a fundamental solution, which is the content of the next proposition.

**Proposition 9.** Let hypotheses 7 hold. Then there exists a function $K : [0, T] \times \Omega \times \mathcal{P}^{ssub}(\Omega) \times \Omega \to \mathbb{R}$ such that, for any solution $(v, \mu)$, with initial data $(t_0, m_0, \mu_0)$, we have

$$
v(t_0, x) = -\langle \mu_0, K(t_0, x, m_0, \cdot) \rangle_{1,2+\alpha}.
$$

\text{(45)}

Moreover, $K$ is twice differentiable with respect to both $x$ and $y$, and it holds

$$
\sup_{(t,m)\in[0,T]\times\mathcal{P}^{ssub}(\Omega)} \|K(t, \cdot, m, \cdot)\|_{2,2+\alpha} \leq C.
$$

\text{(46)}
Proof. Let \( \mu_0 = \delta_y \) be the Dirac function at \( y \in \Omega \). We define \( K(t_0, x, m_0, y) = v(t_0, x; \delta_y) \), where \( v(\cdot, \cdot; \mu_0) \) indicates the function \( v \) related to the pure linearized system with initial data \( \mu_0 \). Exploiting (42), we have that \( K \) is twice differentiable w.r.t. \( x \), and it holds

\[
\|K(t_0, \cdot, m_0, y)\|_{2\alpha} \leq C \left\| \delta_y \right\|_{-(1+\alpha)} = C
\]

Furthermore, the linearity character of (40) implies

\[
\frac{K(t_0, x, m_0, y + h e_j) - K(t_0, x, m_0, y)}{h} = v(t_0, x; \Delta_i^j \delta_y),
\]

where we use the notation \( \Delta_i^j \delta_y = \frac{1}{i!} (\delta_y + h e_j - \delta_y) \). The linear character of the pure linearized system directly implies that the solution \( (v, \mu) \) is stable with respect to the initial condition \( \mu_0 \), allowing to pass to the limit and obtain

\[
\frac{\partial K}{\partial y_j}(t_0, x, m_0, y) = v(t_0, x; -\partial_y \delta_y),
\]

with the derivative that has to be intended in a distributional sense. As to prove the existence and second derivatives’ bounds, we consider the incremental ratio

\[
R_{i,j}^h(x, y) := \frac{\partial_y K(t_0, x, m_0, y + h e_j) - \partial_y K(t_0, x, m_0, y)}{h}.
\]

(47)

Hence, estimate (44) together with Lagrange Theorem imply that, for \( |l| \leq 2 \), we have

\[
\left| D_i^j R_{i,j}^h(x, y) - D_i^j R_{i,j}^h(x, y) \right| \leq C \left\| \Delta_i^j (-\partial_y \delta_y) \right\|_{-(2\alpha)}
\]

\[
\leq \sup_{|l| \leq 2, |l| \neq 0} \left( \frac{\partial_i \partial_j \phi(y + h e_j) - \partial_i \partial_j \phi(y)}{h} - \frac{\partial_i \partial_j \phi(y + k e_j) - \partial_i \partial_j \phi(y)}{k} \right)
\]

\[
\leq \sup_{|l| \leq 2, |l| \neq 0} \left( \frac{\partial_i \partial_j \phi(y + h e_j) - \partial_i \partial_j \phi(y)}{h} \right) \leq \sup_{|l| \leq 2, |l| \neq 0} \|y + h e_j - y\| \leq \|h\| + |k|,
\]

for a certain \( y, k, \) resp. \( y, k, \) in the line segment between \( y \) and \( y + h e_j \) (resp. \( y + k e_j \)), and where we have used the same notation as seen above for \( \Delta_i^j (-\partial_y \delta_y) \).

The latter proves that (47), together with its first and second derivative w.r.t. \( x \), are Cauchy sequences in \( h \), implying that \( D_i^j R_{i,j}^h \) is twice differentiable w.r.t. \( y \) and for all \( |l| \leq 2 \).

As to conclude estimate (46), we prove the estimate for the second order derivatives w.r.t. \( y \), the first derivative being simpler. By estimate (44) on \( v \), if \( y, y' \in \Omega \), then

\[
\left\| R_{i,j}^h(\cdot, y) - R_{i,j}^h(\cdot, y') \right\|_{2\alpha} = \left\| v(t_0, \cdot; \Delta_i^j (-\partial_y \delta_y + \partial_y \delta_y')) \right\|_{2\alpha}
\]

\[
\leq C \left\| \Delta_i^j (-\partial_y \delta_y + \partial_y \delta_y') \right\|_{-(2\alpha)}.
\]

Passing to the limit for \( h \to 0 \), we have

\[
\Delta_i^j (-\partial_y \delta_y + \partial_y \delta_y') \to \partial_y \partial_y \delta_y - \partial_y \partial_y \delta_y', \text{ in } C^{-(2\alpha)}.
\]

Then, by Ascoli-Arzelà and previously obtained convergence result for \( R_{i,j}^h \), we have

\[
\left\| \partial_y^2 R_{i,j}^h(K(t_0, \cdot, m_0, y) - K(t, \cdot, m_0, y')) \right\|_{2\alpha}
\]

\[
\leq C \left\| \partial_y^2 (\delta_y - \delta_y') \right\|_{-(2\alpha)} \leq C\|y - y\|^{\alpha},
\]

which proves (46). The representation formula (45) is an immediate consequence of the linear character of the equation and of the density of the Dirac functions generated set, hence concluding the proof. \( \square \)

We are now ready to consider the main topic of this section: we want to prove that the function \( K \) is actually the derivative of \( U \) with respect to the measure. Let us underline that the differentiability with respect to the measure \( m \) will be the key for proving \( U \) is indeed a classical solution of the Master Equation (7).

**Theorem 10.** Suppose hypotheses (7) hold. Then the function \( U \) defined by (7) is differentiable with respect to \( m \), with the derivative given by

\[
\frac{\delta U}{\delta m}(t, x, m, y) = K(t, x, m, y).
\]
Proof. Within the present proof, given two functions \( a_1, a_2 \), we define \( a_{1+\tau} := \tau a_1 + (1-\tau) a_2 \), for \( \tau \in [0, 1] \).

We will prove a more general fact, the representation formula for \( U \) being then a direct consequence of it.

In particular, if \((u_1, m_1)\) and \((u_2, m_2)\) are two solutions of (25), with initial conditions \((t_0, m_{01})\) and \((t_0, m_{02})\), and \((v, \mu)\) is the solution of the pure linearized system related to \((u_2, m_2)\), with initial condition \((t_0, m_{01} - m_{02})\), then a sort of first-order Taylor expansion of \( U \) with respect to \( m \), namely:

\[
\|u_1 - u_2 - v\|_{L^2}\sup_{t\in[0,T]}\|m_1(t) - m_2(t) - \mu(t)\|_{L^2}\|1 + \mu(t)\| \leq C d_1(m_{01}, m_{02})^2.
\] (48)

As to prove above expansion, let us start defining \((z, \rho) = (u_1 - u_2 - v, m_1 - m_2 - \mu)\). Then \((z, \rho)\) satisfies the general linearized system (39) related to \((u_2, m_2)\), with data \( h = h_1 + h_2 \), \( c = c_1 + c_2 \) and \( z_T \) given by:

\[
h_1 = -\int_0^1 (H_p(t, x, Du_{1+\tau}) - H_p(t, x, Du_2)) \cdot Du_1 - Du_2 ds,
\]

\[
h_2 = \int_0^1 \int_\Omega \frac{\partial F}{\partial m}(t, x, m_1+\tau, y) - \frac{\partial F}{\partial m}(t, x, m_2(t), y) (m_1(t) - m_2(t))(dy)ds,
\]

\[
c_1(t) = (m_1(t) - m_2(t))H_{pp}(t, x, Du_2)(Du_1 - Du_2),
\]

\[
c_2(t) = m_1 \int_0^1 \left( H_{pp}(t, x, Du_{1+\tau}) - H_{pp}(t, x, Du_2) \right)(Du_1 - Du_2) ds,
\]

\[
z_T = \int_0^1 \int_\Omega \frac{\partial G}{\partial m}(t, x, m_1(t), y) - \frac{\partial G}{\partial m}(t, x, m_2(T), y) (m_1(t) - m_2(T))(dy)ds.
\]

Applying (42) one has

\[
\|\|_{L^2} + \sup_{t\in[0,T]}\|\rho(t)\|_{L^2(\Omega)} \leq C \left( \|h_1\|_{L^1} + \|c_1\|_{L^1} + \|z_T\|_{L^2}\right).
\] (49)

We want to estimate the right-hand side term to obtain the desired Taylor expansion. As regards \( h \), exploiting eq. (27) and Hölder norm properties, we have:

\[
\|h_1\|_{L^1} = \int_0^1 \int_0^1 \int_\Omega H_{pp}(t, x, Du_{1+\tau})(Du_1 - Du_2), (Du_1 - Du_2) dr ds\|_{0,T} \leq C d_1(m_{01}, m_{02})^2.
\]

Analogously, again by eq. (27) and exploiting regularity of both \( F \) and \( G \), the same estimate also holds for \( h_2 \) and \( z_T \). For the function \( c \), we can write

\[
\|c_1\|_{L^1} = \int_0^T \int_\Omega H_{pp}(t, x, Du_2)(Du_1 - Du_2)(m_1(t, dx) - m_2(t, dx)) dt \leq C \|u_1 - u_2\|_{1,2\tau} \|m_1(t) - m_2(t)\| \leq C d_1(m_{01}, m_{02})^2,
\]

then, proceeding as above, we have

\[
\|c_2\|_{L^1} = \int_0^1 \int_0^T \int_\Omega \left( H_{pp}(t, x, Du_{1+\tau}) - H_{pp}(t, x, Du_2) \right)(Du_1 - Du_2) m_1(t, dx) dtds \leq C \|Du_1 - Du_2\|_{L^1} \leq C d_1(m_{01}, m_{02})^2.
\]

Substituting these estimates in (49), we obtain 48. Using the representation (45) for \( v \), we get

\[
\left\| U(t_0, \cdot, m_{01}) - U(t_0, \cdot, m_{02}) - \int_\Omega K(t_0, \cdot, m_{02}, y)(m_{01} - m_{02})(dy) \right\|_{L^p} \leq C d_1(m_{01}, m_{02})^2.
\]

As a straightforward consequence, we have that \( U \) is differentiable with respect to \( m \) and

\[
\frac{\partial U}{\partial m}(t, x, m, y) = K(t, x, m, y),
\]

hence concluding the proof.

\[\square\]
Using (46) we also obtain the following strong regularity estimate for \( \frac{\partial U}{\partial m} \):

\[
\sup_t \left\| \frac{\delta U}{\delta m}(t, \cdot, m, \cdot) \right\|_{2+\alpha, 2+\alpha} \leq C.
\]

(50)

This gives sense to the Master Equation (7), since the quantity \( D_1 D_2 U \) is now well-defined. However, to apply Theorem 3 we still need to prove the continuity of \( D_1 D_2 U \) in the measure variable.

In the next result we prove a Lipschitz bound for \( \frac{\partial U}{\partial m} \), with respect to the measure \( m \). This bound plays a key role, since not only it implies the continuity of \( D_1 D_2 U \) with respect to \( m \), but it is also used in the next section to apply Lemma 13.

**Theorem 11.** Let Assumptions 1 hold. Then the derivative of the solution of the Master Equation \( \frac{\partial U}{\partial m} \) is Lipschitz continuous with respect to the measure \( m \):

\[
\sup_{n \in [0, T]} \sup_{m \neq m_1} (d_1(m_1, m_2))^{-1} \left\| \frac{\delta U}{\delta m}(t, \cdot, m_1, \cdot) - \frac{\delta U}{\delta m}(t, \cdot, m_2, \cdot) \right\|_{2+\alpha, 2+\alpha} \leq C
\]

(51)

where \( C \) depends on \( n, F, G, H \) and \( T \).

**Proof.** We consider, for \( i = 1, 2 \), the solution \((v_i, \mu_i)\) of the linearized system (40) related to \((u_i, m_i)\).

To avoid too heavy notations, we take \( t_0 = 0 \) and we define

\[
\begin{align*}
H_i'(t, x) &= H_p(t, x, Dv_i(t, x)), \\
H_i''(t, x) &= H_{pp}(t, x, Dv_i(t, x)), \\
F'(t, x, m, \mu) &= \int_{\Omega} \frac{\delta F}{\delta m}(t, x, m, y) \mu(dy), \\
G'(x, m, \mu) &= \int_{\Omega} \frac{\delta G}{\delta m}(x, m, y) \mu(dy).
\end{align*}
\]

Then the couple \((z, \rho) := (v_1 - v_2, \mu_1 - \mu_2)\) satisfies the following linear system:

\[
\begin{align*}
-\zeta - \text{tr}(a(x) D^2 z) + H_i'(t, x) \cdot Dz &= F'(t, x, m_1(t), \rho(t)) + h, \\
\rho_i - \sum_{ij} \partial_{ij}(a_{ij}(x) \rho) - \text{div}(\rho H_i' Dz) - \text{div}(m \delta H_i'' Dz + c) &= 0,
\end{align*}
\]

where

\[
\begin{align*}
h(t, x) &= h_1(t, x) + h_2(t, x), \\
h_1(t, x) &= F'(t, x, m_1(t), \mu_2(t)) - F'(t, x, m_2(t), \mu_2(t)), \\
h_2(t, x) &= (H_1''(t, x) - H_2''(t, x)) \cdot Dv_2(t, x), \\
c(t, x) &= \mu_2(t)(H'_1(t, x) - H'_2(t, x)) + (m_1 \delta H_i'' - m_2 \delta H_i'')(t, x), \\
z_T(x) &= G'(x, m_1(T), \mu_2(T)) + G'(x, m_2(T), \mu_2(T)).
\end{align*}
\]

Applying (42) we obtain this estimate on \( z \):

\[
\|z\|_{1, 2+\alpha} \leq C \left( \|z_T\|_{2+\alpha} + \|h\|_{0, \alpha} + \|c\|_{L^1} \right).
\]

Now we estimate the terms in the right-hand side. The term with \( z_T \), thanks to (43), and the hypothesis (v) of (1) is immediately estimated:

\[
\|z_T\|_{2+\alpha} \leq \left\| \frac{\delta G}{\delta m}(\cdot, m_1(T), \cdot) - \frac{\delta G}{\delta m}(\cdot, m_2(T), \cdot) \right\|_{2+\alpha, 2+\alpha} \leq C \delta_1(m_0, m_2) \|\mu_0\|_{(2+\alpha)}.
\]

As regards the space estimate for \( h \), we have

\[
\|h(t, \cdot)\|_{0, \alpha} \leq \|F'(\cdot, m_1(t), \mu_2(t)) - F'(\cdot, m_2(t), \mu_2(t))\|_{\alpha} + \|H'_1(t, \cdot) Dv_2(t, \cdot)\|_{\alpha}.
\]

The first term is bounded as \( z_T \) :

\[
\|F'(\cdot, m_1(t), \mu_2(t)) - F'(\cdot, m_2(t), \mu_2(t))\|_{\alpha} \leq C \delta_1(m_0, m_0) \|\mu_0\|_{(2+\alpha)}.
\]

The second term, using (27) and (44), can be estimated in this way:

\[
\|H'_1(t, \cdot) Dv_2(t, \cdot)\|_{\alpha} \leq C \|(u_1 - u_2)(t)\|_{1+\alpha} \|v_2(t)\|_{1+\alpha} \leq C \delta_1(m_0, m_0) \|\mu_0\|_{(2+\alpha)}.
\]

(20)
In summary,
\[
\|h\|_{0,a} = \sup_{t \in [0,T]} \|h(t, \cdot)\|_a \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{L^2(a^+a)}.
\]

Finally, we estimate \(\|c\|_{L^1}\). We have
\[
\|c\|_{L^1} = \int_0^T \int_\Omega (H_1^d - H_2^d)(t,x) \mu_2(t,dx) dt + \int_0^T \int_\Omega H_3^d(t,x) |Dv_2(t,x)(m(t) - m_2(t))| dx dt
\]
\[
+ \int_0^T \int_\Omega (H_1^d - H_2^d)(t,x) Dv_2(t,x) m_2(t, dx) dt + \int_0^T \int_\Omega C \|u_1 - u_2\|_{L^1(a^+a)} \|\mu_2\|_{L^1(a^+a)}
\]
\[
+ C \|u_1\|_{L^1(a^+a)} \|v_2\|_{L^1(a^+a)} + C \|u_1 - u_2\|_{L^1(a^+a)} \|v_2\|_{L^1(a^+a)}.
\]
The first term in the right-hand side, thanks to (27) and (44), is bounded by
\[
C \|u_1 - u_2\|_{L^1(a^+a)} \|\mu_2\|_{L^1(a^+a)} \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{L^2(a^+a)}.
\]
The second and the third term are estimated in the same way, using (26), (27) and (44). Then
\[
\|c\|_{L^1} \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{L^2(a^+a)}.
\]
Putting together all these estimates, we finally obtain:
\[
\|z\|_{L^2(a^+a)} \leq C d_1(m_{01}, m_{02}) \|\mu_0\|_{L^2(a^+a)}.
\]
Since
\[
z(t_0,x) = \int_\Omega \left( \frac{\delta U}{\delta m}(t_0, x, m_1, y) - \frac{\delta U}{\delta m}(t_0, x, m_2, y) \right) \mu_0(dy),
\]
we have proved (51).

We stress the fact that in the bound (51), a \(2 + a\) norm in the last variable is strongly required, to make this estimate valid also for the quantity \(D_1D_2 U\).

To conclude, we are still left proving the boundary condition for \(\frac{\delta U}{\delta m}\) in (7) to make true all the hypotheses needed to apply Theorem 3. The latter will be the last result of this section.

**Corollary 12.** If hypotheses (7) hold true, then we have the following boundary conditions for \(U\):
\[
\frac{\delta U}{\delta m}(t,x,m,y) = 0, \quad \forall x \in \partial \Omega, y \in \Omega, t \in [0,T], m \in \mathcal{P}^{sub}(\Omega),
\]
\[
\frac{\delta U}{\delta m}(t,x,m,y) = 0, \quad \forall x \in \Omega, y \in \partial \Omega, t \in [0,T], m \in \mathcal{P}^{sub}(\Omega).
\]

**Proof.** The proof of the first boundary condition is trivial, since \(\frac{\delta U}{\delta m}(t_0, x, m_0, y) = v(t_0, x, \delta_y)\) and \(v\) satisfies a Dirichlet boundary condition.

For the second condition, let us consider \(y \in \partial \Omega\). To prove that \(v(t_0, x, \delta_y) = 0\), it is enough to check that \(v = 0\) solves
\[
\begin{cases}
-\nu - \text{tr}(a(x)D^2v) + H_p(t,x,Du) \cdot Dv = \frac{\delta F}{\delta m}(t,x,m(t))(\mu(t)), \\
v(T,x) = \frac{\delta G}{\delta m}(x,m(T))(\mu(T)), \\
v_{|\partial \Omega} = 0,
\end{cases}
\]
where \(\mu\) is the unique solution, in the sense of Definition (4) of
\[
\begin{cases}
\mu_t - \sum_{ij} \partial^2_{ij}(a_{ij}(x)\mu) - \text{div}(\mu H_p(t,x,Du)) = 0, \\
\mu(t_0) = \mu_0, \\
\mu_{|\partial \Omega} = 0.
\end{cases}
\]
In this way we have \(mH_{pp}(t,x,Du)Dv = 0\), and so the couple \((v, \mu)\) turns out to be a solution of
\[
\begin{cases}
-\nu - \text{tr}(a(x)D^2v) + H_p(t,x,Du)Dv = \frac{\delta F}{\delta m}(t,x,m(t))(\rho(t)), \\
\mu_t - \sum_{ij} \partial^2_{ij}(a_{ij}(x)\mu) - \text{div}(\mu H_p(t,x,Du) + mH_{pp}(t,x,Du)Dv) = 0, \\
v(T,x) = \frac{\delta G}{\delta m}(x,m(T))(\mu(T)), \\
v_{|\partial \Omega} = 0, \quad \mu_{|\partial \Omega} = 0,
\end{cases}
\]
6. Convergence of the Nash System

The aim of this section is twofold: proving that, for an integer \( N \geq 2 \), a classical solution \( (v^{N,j})_{j \in \{1,\ldots,N\}} \) of the Nash system \( \text{(5)} \) converges in a suitable sense to the solution of the Master Equation \( \text{(7)} \), and to prove that also optimal trajectories converge.

6.1. Finite Dimensional Projections of U

The symmetrical structure of the problem suggests considering suitable finite dimensional projections of \( U \), along the empirical distributions \( m_{\nu}^{N,j} \). Therefore, for \( i \in \{1,\ldots, N\} \), we define:

\[
u_{i}^{N}(t,x) := U(t,x,m_{\nu}^{N,i}), \tag{53}\]

where \( x = (x_{1}, ..., x_{N}) \in \Omega^{N} \) and \( m_{\nu}^{N,j} \) is defined as in \( \text{(3)} \). Exploiting the regularity of \( U \), we already know that

\[ u_{i}^{N} \in C_{\alpha}^{1,2+\alpha} \]

with respect to the couple \((t,x)\).

In order to prove a regularity result for \((x_{j})_{j \neq i}\), we need two technical results about the derivative of the solution of \( \text{(7)} \) with respect to \( m \).

Theorem \( \text{(11)} \) implies the following lemma, which turns out to be crucial to prove the representation formula for the derivatives of \( u_{i}^{N} \). Since the related proof is analogous to Proposition 7.1, 7.4 of \( \text{(18)} \), we omit it.

**Lemma 13.** Suppose hypotheses \( \text{(1)} \) are satisfied, then, if \( m \in \mathcal{P}^{\text{sub}}(\Omega) \) and \( \phi \in L_{2}^{2}(m,\mathbb{R}^{d}) \) is a bounded vector field, we have

\[
\left\| U(t,\cdot, (id + \phi)dm) - U(t,\cdot, m) - \int_{\Omega} D_{m}U(t,\cdot, m, y) \cdot \phi(y)dm(y) \right\|_{1+\alpha} \leq C\|\phi\|_{L_{2}^{2}(m)}^{2}. \tag{54}\]

Now we can prove the following representation formula for the derivatives of \( u_{i}^{N} \).

**Proposition 14.** The following equations for the derivative of \( u_{i}^{N} \) hold for all \( j \neq i \):

\[
D_{x_{j}x_{i}}u_{i}^{N}(t,x) = \frac{1}{N-1} D_{m}U(t,x,m_{\nu}^{N,j},x_{j}), \tag{55}\]

\[
D_{x_{j}x_{i}}^{2}u_{i}^{N}(t,x) = \frac{1}{N-1} D_{x_{j}}D_{m}U(t,x,m_{\nu}^{N,j},x_{j}), \tag{56}\]

\[
\left| D_{x_{j}x_{i}}^{2}u_{i}^{N}(t,x) - \frac{1}{N-1} D_{x_{j}}D_{m}U(t,x,m_{\nu}^{N,j},x_{j}) \right| \leq \frac{C}{N^{2}}. \tag{57}\]

where the last inequality holds a.e. \( x \in \Omega^{N} \).
Proof. We can limit ourselves to prove (55) and (57), since the second formula is a direct consequence of the first one. We consider \( \mathbf{x} = (x_j)_{j \in \{1, \ldots, N\}} \), \( \mathbf{v} = (v_j) \) s.t. \( \mathbf{x}, \mathbf{v} \in \Omega^N \), with \( x_j \neq x_k \) for any \( j \neq k \), \( v_i = 0 \), \( i \) being fixed. By density of \( \mathbf{x} \) with \( x_j \neq x_k \) in \( \Omega^N \), it is sufficient to prove the first formula just in this case.

For \( \varepsilon = \min_{j \neq k} |x_j - x_k| \), we consider a smooth vector field \( \varphi : \Omega \rightarrow \mathbb{R}^d \) such that \( \varphi(x) = v_j \) for \( x \in B(x_j, \varepsilon/3) \) and \( x + \varphi(x) \in \Omega \) for all \( x \in \Omega \). Therefore, since \( u_j^N(t, x + v) = U(t, x_i, (id + \varphi) m_{x_j}^N) \), Lemma (54) implies:

\[
u_j^N(t, x + v) = u_j^N(t, x) + \int_{\partial \Omega} D_m U(t, x_i, m_{x_j}^N, y) \cdot \varphi(t) \, dm_{x_j}^N(y) + o\left(\|v\|_{L^2(m_{x_j}^N)}^2\right),
\]

exploiting the definition of \( m_{x_j}^N \), we compute the integral obtaining

\[
u_j^N(t, x + v) = u_j^N(t, x) + \frac{1}{N-1} \sum_{j \neq i} D_m U(t, x_i, m_{x_j}^N, x_j) \cdot v_j + o(\|v\|),
\]

concluding the proof of (55). Concerning the last inequality, we first show that \( D_{x_j}^2 u_j^N \) exists almost everywhere. Indeed

\[
|D_x u_j^N(t, x) - D_x u_j^N(t, y)| \leq \frac{C}{N} |D_m U(t, x_i, m_{x_j}^N, x) - D_m U(t, x_i, m_{x_j}^N, y)| + \frac{C}{N} |D_m U(t, x_i, m_{x_j}^N, x_j) - D_m U(t, x_i, m_{x_j}^N, y_j)|,
\]

where the last inequality comes from (50) and (51). This implies that \( D_{x_j}^2 u_j^N \) exists a.e., and that it is also globally bounded by \( \frac{C}{N} \). Considering \( e_{jk} = (e_{jk}^1, \ldots, e_{jk}^N) \) with \( e_{jk}^i = \delta_{ij} \varepsilon_k \) as a basis over \( (\mathbb{R}^d)^N \), we can write

\[
\left| \frac{D_x u_j^N(t, x + \varepsilon_k e^k)}{h} - D_x u_j^N(t, x) \right| + \frac{1}{N-1} \frac{\partial \Rightarrow D_m U(t, x_i, m_{x_j}^N, x)}{N} \leq C \frac{1}{N} \left| \frac{D_m U(t, x_i, m_{x_j}^N, x_j + \varepsilon_k e^k) - D_m U(t, x_i, m_{x_j}^N, x_j)}{h} \right| + \frac{C}{N} \left| \frac{D_m U(t, x_i, m_{x_j}^N, x_j + \varepsilon_k e^k) - D_m U(t, x_i, m_{x_j}^N, x_j)}{h} \right|,
\]

for \( h \) sufficiently small, \( x_j \) being in the line segment between \( x_j \) and \( x_j + \varepsilon_k e^k \), thanks to (51). Passing to the limit, as \( h \to 0 \), we conclude.

We can prove now that each finite projection \( (u_j^N)_{1 \leq j \leq N} \) of \( U \) is an approximated solution of the Nash system (5).

**Theorem 15.** Assume Assumptions (7) hold, we have that \( u_j^N \in C^1([0, T] \times \Omega^N) \), \( u_j^N(t, \cdot) \in W^{2,\infty}(\Omega^N) \) and \( u_j^N \) solves almost everywhere the following equation

\[
\begin{aligned}
&-\partial_t u_j^N - \sum_{j} \text{tr}(a(x_j) D_x^2 u_j^N) + H(t, x_i, D_x u_j^N) \\
&+ \sum_{j \neq i} H_p(t, x_j, D_x u_j^N) \cdot D_x u_j^N = F(t, x_i, m_{x_j}^N) + r_j^N(t, x),
\end{aligned}
\]

(58)

where \( \|r_j^N\|_{L^\infty} \leq \frac{C}{N} \).

Equation (58) models an approximated version of the Nash system (5). The homogeneous boundary condition for \( U \) implies that \( u_j^N(t, x) \rvert_{\partial \Omega} = 0 \) for each \( i = 1, \ldots, N \). The rest of the proof follows analogously to the one of Prop. Proposition 6.3 of [18], therefore we omit it.
6.2. Convergence

The main convergence result is realized by comparing \( (u^N_t) \), the projections of the solution of the Master Equation defined in Equation 53, with \( v_i^t \), namely with the solution of the Nash system defined in 6.

Since both of these solutions are symmetrical, there exist two functions \( V^N \) and \( U^N : \Omega \times \Omega^{N-1} \rightarrow \mathbb{R} \), such that, for all \( x \in \Omega \), the functions \( (y_1, \ldots, y_{N-1}) \rightarrow V^N(x, (y_1, \ldots, y_{N-1})) \) are invariant under permutations. Therefore, we can write

\[
v_i^N(t, x) = V^N(t, x_i, (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N)), \]

\[
u_i^N(t, x) = U^N(t, x_i, (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N)).\]

We fix the initial condition and the corresponding initial spatial distribution \( (t_0, m_0) \in [0, T) \times \mathcal{P}^{sub}(\Omega) \), also defining \( \mathbf{M} = (M_{t})_{t \in [1, \ldots, N]} \) as a family of independent and identically distributed (i.i.d) random variables of law \( m_0 \in \mathcal{P}^{sub} \). Let also \( ((B_t)_{t \in [0, T]} )_{i \in [1, \ldots, N]} \) be a family of \( N \) independent \( d \)-dimensional Brownian motion associated with each player \( i \), being also independent of \( (Z_t)_{t \in [1, \ldots, N]} \).

We consider the processes \( (Y_i) \), and their associated hitting times \( \tau_Y = \left[ \tau_y^1, \ldots, \tau_y^N \right] \), solution of the following coupled system of SDEs

\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{dY_i^{\tau_t \tau_y}}{dt} = -H_p(t, Y_i^{\tau_t \tau_y}, D_u v_i^N(t, Y_i^{\tau_t \tau_y})) dt + \sqrt{2}\sigma(Y_i^{\tau_t \tau_y}) dB_i^t,
\end{array} \right. \\
Y_i^{0 \tau_y} = M_i,
\end{align*}
\]

with \( Y_{\tau_t \tau_y} := Y_{\tau_t \tau_y} = \left[ Y_i^{\tau_t \tau_y}, \ldots, Y_i^{\tau_t \tau_y}, Y_i^{\tau_t \tau_y} \right] \) while the process \( dX_i^{\tau_t \tau_y} \) evolves according to Eq. 59, but only before the corresponding hitting time for \( t \in [t_0, \tau_i \cup \tau_y] \). Accordingly, the correspondent processes \( (X_i) \), and \( \tau_X = \left[ \tau_x^1, \ldots, \tau_x^N \right] \), being related to the projections \( u^N \) solve the following system

\[
\begin{align*}
\left\{ \begin{array}{l}
\frac{dX_i^{\tau_t \tau_x}}{dt} = -H_p(t, X_i^{\tau_t \tau_x}, D_u u_i^N(t, X_i^{\tau_t \tau_x})) dt + \sqrt{2}\sigma(X_i^{\tau_t \tau_x}) dB_i^t,
\end{array} \right. \\
X_i^{0 \tau_x} = M_i,
\end{align*}
\]

with \( X_{\tau_t \tau_x} := X_{\tau_t \tau_x} = \left[ X_i^{\tau_t \tau_x}, \ldots, X_i^{\tau_t \tau_x}, X_i^{\tau_t \tau_x} \right] \).

Moreover, we define the minimum between \( \tau_x^i \) and \( \tau_y^i \) as follows

\[
\tau' := \tau_x^i \land \tau_y^i.
\]

Remark 2. Let us underline that, evaluating projections over processes \( Y_i, u_i^N \) may show some frozen components corresponding to those players that have reached the boundary. For example, if we assume an arbitrate time \( t = \tau_x^1 \geq \tau_y^1 \), \( u_i^N \) for which a player has already reached \( \partial \Omega \), then \( u_i^N \) reads

\[
u_i^N(t, Y_i^{\tau_t \tau_y}, \ldots, Y_i^{\tau_t \tau_y}, Y_i^{\tau_y \tau'\tau_y} = \text{with a constant, fixed component corresponding to } Y_i^{\tau_y}. \]

The following result holds:

Proposition 16. Assume Hypotheses 7 hold, then, for any \( 1 \leq i \leq N \), we have

\[
\mathbb{E} \left( \sup_{t \in [0, t]} \left| Y_i^{\tau_t \tau_y} - X_i^{\tau_t \tau_y} \right| \right) \leq C N ,
\]

\[
\mathbb{E} \left( \int_{t_0}^{t} \left| D_u v_i^N(t, Y_i^{\tau_t \tau_y}) - D_u u_i^N(t, Y_i^{\tau_t \tau_y}) \right|^2 dt \right) \leq C N^2 .
\]

Moreover, \( \mathbb{P} - \text{almost surely and for all } i = 1, \ldots, N \), it holds

\[
|u_i^N(t_0, M) - v_i(t_0, M)| \leq C N .
\]

where \( C \) is a deterministic constant not depending on \( t_0, m_0 \) and \( N \).

Proof. First step. The proof proceeds as in Theorem 6.2.1 in 13, but we decided to include it both for the reader’s convenience and since it is not restricted to the case \( a(x) = Id \).
For the sake of simplicity, but without loss of generality, we can assume $t_0 = 0$. In what follows we use the following notations:

\[ U_i^{N,i} = u^N_i (t, Y_i^{1, t_{i+1}}, \ldots, Y_i^{N, t_{i+1}}), \]
\[ DU_i^{N,i,j} = D_u u^N_i (t, Y_i^{1, t_{i+1}}, \ldots, Y_i^{N, t_{i+1}}), \]
\[ V_i^{N,i} = v^N_i (t, Y_i^{1, t_{i+1}}, \ldots, Y_i^{N, t_{i+1}}), \]
\[ DV_i^{N,i,j} = D_v v^N_i (t, Y_i^{1, t_{i+1}}, \ldots, Y_i^{N, t_{i+1}}). \]

Since $v^N_i$ solves the Nash system [5], applying the Itô formula, see [4], to \( (U_i^{N,i} - V_i^{N,i})^2 \), we can deduce the following expansion for \( d \left( U_i^{N,i} - V_i^{N,i} \right)^2 \):

\[
(A_t + B_t)dt + 2 \sqrt{\mathbb{E}} \left( U_i^{N,i} - V_i^{N,i} \right) \sum_{j=1}^N \mathbb{E} \left[ \sigma(Y_i^{j, t_{i+1}})(DV_i^{N,i,j} - DU_i^{N,i,j}) \right] dB_t,
\]

where

\[
A_t = 2 \left( U_i^{N,i} - V_i^{N,i} \right) \left( H(t, Y_i^{j, t_{i+1}}, DU_i^{N,i,j}) - H(t, Y_i^{j, t_{i+1}}, DV_i^{N,i,j}) \right)
- 2 \left( U_i^{N,i} - V_i^{N,i} \right) \left( DU_i^{N,i,j}(H_p(t, Y_i^{j, t_{i+1}}, DU_i^{N,i,j}) - H_p(t, Y_i^{j, t_{i+1}}, DV_i^{N,i,j})) \right)
- 2 \left( U_i^{N,i} - V_i^{N,i} \right) \left( (DU_i^{N,i,j} - DV_i^{N,i,j}) H_p(t, Y_i^{j, t_{i+1}}, DV_i^{N,i,j} - V_i^{N,i,j}) \right).
\]

and

\[
B_t = 2 \sum_{j=1}^N \mathbb{E} \left[ d(Y_i^{j, t_{i+1}})(DU_i^{N,i,j} - DV_i^{N,i,j}) \right] DU_i^{N,i,j} - DV_i^{N,i,j}
- 2 \left( U_i^{N,i} - V_i^{N,i} \right) \sum_{j=1}^N \mathbb{E} \left[ DU_i^{N,i,j} \left( H_p(t, Y_i^{j, t_{i+1}}, DV_i^{N,i,j}) - H_p(t, Y_i^{j, t_{i+1}}, DU_i^{N,i,j}) \right) \right].
\]

Let us underline that \(|DU_i^{N,i,j}| \leq M, |DV_i^{N,i,j}| \leq M| for a certain \( M > 0 \), and that \( H \) and \( D_p H \) are both locally Lipschitz continuous. Moreover, \( DU_i^{N,i,j} = D_u U_i(t, Y_i^{j, t_{i+1}}, m_{Y_i^{j, t_{i+1}}}) \) is bounded, independently of \( i, N, DU_i^{N,i,j} = (1/(N - 1))D_m U_i(t, Y_i^{j, t_{i+1}}, m_{Y_i^{j, t_{i+1}}}) \) is bounded from \( C/N \) and, by Theorem[13] we also have that \( r_{N,i} \leq C/N \).

Integrating from \( t \) to \( \tau_{i+1} \), the above-squared difference and taking the conditional expectation given \( Z \), we deduce

\[
\mathbb{E}^Z \left[ (U_i^{N,i} - V_i^{N,i})^2 \right] + 2 \sum_{j=1}^N \mathbb{E}^Z \left[ \int_t^{\tau_{i+1}} |DU_i^{N,i,j} - DV_i^{N,i,j}|^2 ds \right]
\leq \frac{C}{N} \int_t^{\tau_{i+1}} \mathbb{E}^Z \left[ |U_i^{N,i} - V_i^{N,i}| \right]
+ C \int_t^{\tau_{i+1}} \mathbb{E}^Z \left[ |U_i^{N,i} - V_i^{N,i}| \cdot |DU_i^{N,i,j} - DV_i^{N,i,j}| \right] ds
+ \frac{C}{N} \int_t^{\tau_{i+1}} \sum_{j=1}^N \mathbb{E}^Z \left[ |U_i^{N,i} - V_i^{N,i}| \cdot |DU_i^{N,i,j} - DV_i^{N,i,j}| \right] ds.
\]

Following a standard convexity argument, as, e.g., in [18], and by the generalized Young’s inequality we get

\[
\mathbb{E} \left| U_i^{N,i} - V_i^{N,i} \right|^2 + \mathbb{E} \left| \int_t^{\tau_{i+1}} |DU_i^{N,i,j} - DV_i^{N,i,j}|^2 ds \right|
\leq \frac{C}{N^2} + C \int_t^{\tau_{i+1}} \mathbb{E} \left[ |U_i^{N,i} - V_i^{N,i}| \right]^2 ds
+ \frac{1}{2N} \sum_{j=1}^N \mathbb{E} \left[ \int_t^{\tau_{i+1}} |DU_i^{N,i,j} - DV_i^{N,i,j}|^2 ds \right].
\]

By taking the mean over \( i \in \{1, \ldots, N\} \), we can get rid of the second term in the left-hand side.
By the Gronwall’s Lemma (eventually increasing the constant $C$), we deduce
\[
\sup_{0 \leq t < r_i} \left| \frac{1}{N} \sum_{j=1}^{N} \mathbb{E}^M[U_{t,j}^{N,i} - V_{t,j}^{N,i}]^2 \right| \leq \frac{C}{N^2}.
\]
(65)

Plugging Eq. (65) into Eq. (64), we deduce that
\[
\frac{1}{N} \sum_{j=1}^{N} \mathbb{E}^M \left[ \int_{t}^{T} |D^i_{k,j}U_{s}^{N,i,j} - D^i_{k,j}V_{s}^{N,i,j}|^2 ds \right] \leq \frac{C}{N^2}.
\]

Inserting this inequality into Eq. (64) and applying again Gronwall’s Lemma, we finally obtain
\[
\sup_{t \in [0, r_i]} \mathbb{E}^M[|U_{t,j}^{N,i} - V_{t,j}^{N,i}|^2] + \mathbb{E}^M \left[ \int_{0}^{T} |D^i_{k,j}U_{s}^{N,i,j} - D^i_{k,j}V_{s}^{N,i,j}|^2 ds \right] \leq \frac{C}{N^2},
\]
proving the bound in Eq. (62).

Second step. We now derive (63). Evaluating Eq. (66) at $t = 0$, we obtain $\mathbb{P}$-almost surely for $i \in \{1, ..., N\}$
\[
|U_{0,j}^{N,i} - V_{0,j}^{N,i}| = |u_{N,i}(0, M) - v_{N,i}(0, M)| \leq \frac{C}{N},
\]
hence proving Eq. (63).

Third step. We are now in the position to prove bound for optimal trajectories, namely Eq. (61).
In view of the dynamics, encoded in (59) and (60) and respectively satisfied by processes $(Y_{t,j})_{t \in [0, r_i]}$ and $(X_{t,j})_{t \in [0, r_i]}$, we know that
\[
\left( X_{t,j}^{N,i} - Y_{t,j}^{N,i} \right)^2 \leq \left( \int_{0}^{T} \left( D_{p}H \left( s, X_{s}^{N,i}, D_{i}v_{N,i}(s, Y_{s,j}) \right) - D_{p}H \left( s, Y_{s,j}, D_{i}v_{N,i}(s, Y_{s,j}) \right) \right) ds \right)^2 + \left( \int_{0}^{T} \sqrt{2} \left( \sigma(X_{s}^{N,i}) - \sigma(Y_{s}^{N,i}) \right) dB_{s}^{i} \right)^2.
\]

Since $D_{p}H$ is Lipschitz continuous and $U$ is regular, bounds in Prop. (14) implies
\[
\left( X_{t,j}^{N,i} - Y_{t,j}^{N,i} \right)^2 \leq C \left[ \int_{0}^{T} \left( |X_{s}^{N,i} - Y_{s,j}^{N,i}| + \frac{1}{N} \sum_{j \neq i} |X_{s}^{j} - Y_{s,j}^{i}| \right) ds \right] + \int_{0}^{T} D_{p}H \left( s, Y_{s,j}^{N,i}, D_{i}v_{N,i}(s, Y_{s,j}) \right) - D_{p}H \left( s, Y_{s,j}, D_{i}v_{N,i}(s, Y_{s,j}) \right) ds \right)^2 + \left( \int_{0}^{T} \sqrt{2} \left( \sigma(X_{s}^{i}) - \sigma(Y_{s}^{i}) \right) dB_{s}^{i} \right)^2.
\]

Taking the sup over $t \in [0, \chi]$ with $\chi \in [0, T]$ and the conditional expectation over $M$, we obtain
\[
\mathbb{E}^M \left[ \sup_{t \in [0, \chi]} |X_{t,j}^{N,i} - Y_{t,j}^{N,i}|^2 \right] \leq \mathbb{E}^M \left[ \int_{0}^{T} |D^i_{k,j}U_{s}^{N,i,j} - D^i_{k,j}V_{s}^{N,i,j}|^2 ds \right] + C \int_{0}^{\chi} \mathbb{E}^M \left[ \sup_{t \in [0, \chi]} |X_{t,j}^{N,i} - Y_{t,j}^{N,i}|^2 \right] + \frac{C}{N} \sum_{j \neq i} \mathbb{E}^M \left[ \sup_{t \in [0, \chi]} |X_{t,j}^{N,i} - Y_{t,j}^{N,i}|^2 \right] ds + \sup_{t \in [0, \chi]} \mathbb{E}^M \left[ \left( \int_{0}^{\chi} \sqrt{2} \left( \sigma(X_{s}^{N,i}) - \sigma(Y_{s}^{N,i}) \right) dB_{s}^{i} \right)^2 \right].
\]
(67)

\[26\]
By Itô isometry and exploiting the Lipschitz assumption on \( \sigma \), we know that
\[
\sup_{\mathcal{F}_{\sigma}} \mathbb{E}^M \left[ \left( \int_0^T \sqrt{2 \left( \sigma(X^i_{t \wedge T}) - \sigma(Y^i_{t \wedge T}) \right)} dB^i_t \right)^2 \right] = \sup_{\mathcal{F}_{\sigma}} \mathbb{E}^M \left[ \int_0^T 2 \left( \sigma(X^i_{t \wedge T}) - \sigma(Y^i_{t \wedge T}) \right)^2 ds \right]
\leq \int_0^T \left( \mathbb{E}^M \sup_{\mathcal{F}_{\sigma}} |X^i_{t \wedge T} - Y^i_{t \wedge T}|^2 ds \right).
\]

We now take the sum over players \( i \in \{1, ..., N\} \) and enforce Eq. (66). Then, by Gronwall’s Lemma, we know that
\[
\sum_{i=1}^N \mathbb{E}^M \left[ \sup_{\mathcal{F}_{\sigma}} |X^i_{t \wedge T} - Y^i_{t \wedge T}| \right] \leq C.
\]
Inserting inequality (68) in (67), and applying again Gronwall’s inequality, we obtain (61).

Coming back to Theorem 2, it states the fundamental result about the convergence of \( (\nu^N_k)_{k \in \mathbb{N}} \), the solution of the Nash system (58) towards \( U \), namely the classical solution to the Master Equation (7) stated with Dirichlet boundary conditions.

**Proof of Theorem 2.** For the sake of simplicity, we can choose \( m_0 = 1 \), then apply the estimate provided by Equation (63). Thus,
\[
|U(t_0, M_0, m^N_0) - v^N(t_0, M)| \leq \frac{C}{N} \quad a.e. \quad i \in \{1, ..., N\},
\]
where \( M = (M_1, ..., M_N) \) are i.i.d. random variables, uniformly distributed in \( \Omega \). The support of \( M \) is \( \Omega^N \), thus from the continuity of \( U \) we have
\[
|U(t_0, x, m^N_0) - v^N(t_0, x)| \leq \frac{C}{N} \quad \forall x \in \Omega^N, \quad i \in \{1, ..., N\}.
\]

Let us underline that latter estimates hold for any \( x \in \Omega^N \). Moreover, since \( U \) is Lipschitz continuous with respect to \( m \), we can replace \( U(t_0, x, m^N_0) \) with \( U(t_0, x, m^N_k) \), since
\[
|U(t_0, x, m^N_k) - U(t_0, x, m^N_0)| \leq C d_1(m^N_k, m^N_0) \leq \frac{C}{N}.
\]

To prove (ii) we need the convergence results of empirical measure stated in [32, 38].

First, we move from the sub-probability measure \( m_0 \), defined over \( \Omega \) to \( m^*_0 \), which corresponds to a possible probability measure defined over \( \mathcal{P}(\mathbb{R}^\mathbb{N}) \), and such that its restriction on \( \Omega \) coincides with \( m_0 \in \mathcal{P}_{sub}(\Omega) \), namely \( m_0^*(x)|_{\Omega} = m_0(x), \forall x \in \Omega \). We remark that \( m^*_0 \) is one of the possible probability measures since the extension is not uniquely determined. Then, the following inequality holds
\[
\int_{\mathbb{R}^\mathbb{N}} |\nu^N_0(t_0, x) - U(t_0, x, m_0)| \prod_{j \neq i} m_0(dx_j) \leq \int_{\mathbb{R}^\mathbb{N}} |\nu^N_0(t_0, x) - U(t_0, x, m_0^*)| \prod_{j \neq i} m^*_0(dx_j).
\]

Since \( U \) is Lipschitz continuous, and we are now working with probability measures, we can apply results from [32, 38], obtaining
\[
\int_{\mathbb{R}^\mathbb{N}} |\nu^N_0(t_0, x) - U(t_0, x, m_0^*)| \prod_{j \neq i} m^*_0(dx_j) \leq C \int_{\mathbb{R}^\mathbb{N}} d_1(m^N_0, m^*_0) \prod_{j \neq i} m^*_0(dx_j) \leq C \omega_N,
\]
where \( \omega_N \) is defined as the right side in Eq. (13).

The latter implies that
$||\psi^N_i(t_0, \cdot, m_0) - U(t_0, \cdot, m_0)||_{U^1(m_0)} =$

$= \int_\Omega \int_{\Omega^{N-1}} (\psi^N_i(t_0, x) - U(t_0, x, m_0)) \prod_j m_0(dx_j) m_0(dx_i)$

$\leq \mathbb{E} [\psi^N_i(t, M) - U(t, x, M)] + \int_{\Omega^N} [\psi^N_i(t_0, x) - U(t_0, x, m_0^*)] \prod_j m_0^*(dx_j)$

$\leq \frac{C}{N} + C\omega_N \leq C\omega_N$

holds, hence proving both Eq. (13) and the Theorem.

7. Application to a Toy Model for Optimal Liquidations

We will study a toy model of mean field type which can be seen as the limiting problem of an $N$ player game. In particular, we adapt the setting described in [20, 46, 54], with multiple investors, letting players stop their investments when a given, fixed, condition is met. We consider a variable interest rate - constant for certain periods of time and then variable at the discretion of the issuer of the loan. The investment ends when the price reaches a certain level, e.g. one prescribed by the contractor, which could also be (from the low level perspective) the default one. Thus, we introduce a set in which the players want to operate within a fixed lower bound $l \in \mathbb{R}$ and a fixed upper one $u \in \mathbb{R}$.

We focus on an $N$-player game with an Itô-diffusion setting for a model with a controlled drift and state-independent controls. The $N$ players, indexed by $i \in I = \{1, 2, ..., N\}$, have a common investment horizon $[0, T]$. Each player $i$ uses a self-financing strategy $(\pi^i_t)_{t \in [0, T]}$ and can control its own drift. The corresponding wealth, denoted by $(X^i_t)_{t \in [0, T]}$, represents the amount of the investment, and it evolves accordingly to the following SDE:

$$dX^i_t = \pi^i_t dt + \sqrt{\sigma} dB^i_t,$$

assuming a control $\pi^i_t \in \mathcal{A}$ and a constant volatility $\sigma$. The self-financing strategies $\pi^i_t$ belong to the set of admissible policies $\mathcal{A}$ defined as

$$\mathcal{A} = \left\{ \pi^i : [0, T] \to L^2(\mathbb{Q}) \mid \mathcal{F}-\text{progressive measurable with } \mathbb{E} \left[ \int_0^T \sigma^2 \pi^2_s ds \right] < \infty \right\}$$

with $\tau^i$ corresponding to the hitting time of the $i^{th}$ wealth, which corresponds to the time when $X^i_t$ reaches one of the critical values defined by the bounds, $l$ or $u$:

$$\tau^i = \inf \left\{ t \in [0, T] : X^i_t = l \lor X^i_t = u \right\}$$

Following the setting stated in [54], players optimize their expected terminal utility being also concerned with the performance of their competitors. Accordingly, we fix an arbitrary policy $(\pi_1, ..., \pi_{i-1}, \pi_{i+1}, ..., \pi_N)$ for the other players, whereas the $i^{th}$ player aims to maximize

$$J'(t, x, \pi^i_t) = \mathbb{E} \left[ \int_t^T \frac{1}{2} (\pi^2_s) ds + G \left( X^i_s, m^N_{X^i_s} \right) \mid X_s = x \right],$$

with the terminal payoff $G$ defined as follows:

$$G(x, m) = x(1-x) \int_0^1 z(1-z) dm(z).$$

We underline that functions $H(p) = \frac{1}{2}|p|^2$ and $G$ both satisfy hypotheses [1].

For our 1-dimensional trading example, we enforce a simplified choice of the domain by prescribing both lower and upper limits, i.e. $l = 0$ and $u = 1$. Moreover, we fix the volatility $\sigma = 1$.

Accordingly, the Nash system takes the following form.
\[-\partial_t v^N = \sum_{j=1}^N \partial_x^2 v_j^N (t, x) + \frac{1}{2} \left( \partial_x v_j^N (t, x) \right)^2 \]

\[+ \sum_{j<l}^N \partial_x v_j^N (t, x) \partial_x v_l^N (t, x) = 0, \]

\[v_j^N (T, x) = \frac{1}{N - 1} x_j (1 - x_j) \sum_{j=l}^N x_j (1 - x_j), \]

\[v_i^N (t, x)_{i, j \in \{0, 1\}} = 0, \quad i = 1, \ldots, N. \]

We will study models of mean field type which can be seen as the limiting problem of the above-described one. When \(N \to \infty\), the dynamic for a representative player is described by

\[dX_t = \pi_t dt + \sqrt{2} dB_t. \]

The corresponding functional reads

\[J(x, \pi_t) = \mathbb{E} \left[ \int_0^T \frac{1}{2} \pi_t^2 ds + X_T (1 - X_T) \int_0^1 z (1 - z) dm (z) \right | X_t = x, \]

where \(m_z\) is the density of the process \((X_t)\).

The Master Equation for this simplified setting reads

\[-\partial_t U (t, x, m) = \partial_x U (t, x, m) + \frac{1}{2} \left( \partial_x U (t, x, m) \right)^2 + \]

\[- \int_0^1 \partial_j (D_m U (t, x, y)) dm (y) + \]

\[+ \int_0^1 D_m U (t, x, y) \cdot \partial_x U (t, y, m) dm (y) = 0, \]

\[U (T, x, m) = x (1 - x) \int_0^1 z (1 - z) dm (z), \]

\[U (0, m) = U (t, 1, m) = 0, \]

\[\frac{\delta U}{\delta m} (t, x, m, 0) = \frac{\delta U}{\delta m} (t, x, m, 1) = 0. \]

Although the solution of the Nash system is not easy to compute, we can directly approach the Master Equation, using the definition of \(U\) accordingly to (9). In particular, the Hamilton-Jacobi equation for our formulation reads as follows:

\[-u_t - u_{xx} + \frac{1}{2} \left( u_x \right)^2 = 0, \]

\[u (T, x) = x (1 - x) \int_0^1 z (1 - z) dm (z), \quad \forall x \in [0, 1], \]

\[u (t, 0) = u (t, 1) = 0, \quad \forall t \in [0, T]. \]

By the change of variable \(w = e^{-1/2 u}\), see also (19), the equation for the function \(w\) becomes

\[\begin{align*}
- w_t - w_{xx} &= 0, \\
\exp \left( -\frac{1}{2} x (1 - x) \int_0^1 z (1 - z) dm (z) \right), \\
w (t, 0) &= w (t, 1) = 1. 
\end{align*} \]

hence a classical heat equation whose solution can be computed with standard methods. Coming back to the change of variable \(u = -2 \log (w)\) and (9), the function \(U (t_0, \cdot, m_0) = u (t_0, \cdot)\) admits the following representation:

\[U (t_0, x, m_0) = -2 \ln \left( 1 + \sum_{k=1}^{\infty} \frac{1}{2^k} e^{-k^2 \pi^2 (T - t_0)} \sin (k \pi x) \right), \]
being \( b_k = 2 \int_0^1 e^{-r(1-y)^{\frac{1}{2}}(1-\gamma)d\mu_k(x)} \sin(k\pi y)dy \) and \( m_T = m(T, \cdot) \), where \( m \) is the solution of the Fokker-Planck equation

\[
\begin{align*}
\frac{d}{dt}m_t - \Delta m_t &= (nm_x)_x = 0, \\
m(t, 0) &= m_0, \quad \forall x \in [0, 1], \\
m(t, 1) &= m(t, 1) = 0, \quad \forall t \in [0, T].
\end{align*}
\]
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