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Abstract—Cell-free massive multiple-input multiple-output (CF mMIMO) systems are expected to provide faster and more robust connections to user equipments (UEs) by cooperation of a massive number of distributed access points, and to be one of the key technologies for beyond 5G (B5G). In B5G, energy efficiency (EE) is one of the most important key indicators because various kinds of devices connect to the network and communicate with each other. While previously proposed transmit power control methods in CF mMIMO systems have aimed to maximize spectral efficiency or total EE, we evaluate in this paper a different approach for maximizing the minimum EE among all UEs. We show that this algorithm can provide the optimum solution in polynomial time, and demonstrate with simulations the improved minimum EE compared to conventional methods.

Index Terms—Cell-free massive MIMO, battery lifetime prolongation, spectral efficiency, energy efficiency, transmit power control.

I. INTRODUCTION

In traditional cellular systems, user equipments (UEs) in a particular area called cell are connected only to the antennas of one base station. In contrast, cell-free massive multiple-input multiple-output (CF mMIMO) removes the concept of cell [1]. Access points (APs) equipped with a single antenna each are distributed in a coverage area, and all APs cooperate together to improve performance of all UEs. Moreover, all APs are connected to the central processing unit (CPU) via backhaul links, and the CPU executes signal processing. CF mMIMO is one of the prospective important technologies for beyond 5G (B5G), because it eliminates inter-cell interference and makes network design more flexible for various use cases of B5G [2].

In B5G scenarios, network optimization pursues two goals: (i) maximization of the spectral efficiency (SE), i.e., to make the best use of the precious resource “spectrum”; this is also related to the user-experienced data rates (ii) maximization of the whole-network energy efficiency (EE) and EE of each UE. Optimization of whole-network EE is important for environmental reasons and to minimize electricity expenses of the operators, while the EE efficiency of separate UEs because it determines necessary battery size and/or lifetime of a device [3].

In a realistic scenario, transmit power control (TPC) for uplink and downlink communications is executed to improve performance by reducing interference. Various TPC methods have been proposed; the most common method in CF mMIMO investigations maximizes the minimum SE among all the UEs; for convenience, we henceforth refer to it as the max-min SE method [1]. In [4], the authors analyzed semi-distributed CF mMIMO systems, including the impact of the max-min SE method. Other proposed TPC methods focus on maximizing EE [5]–[8]. However, those papers target the total, i.e., the whole network, EE. If total EE is the focus, some UEs can communicate with high EE and others may suffer from low EE, which causes the battery of those UEs to deplete more quickly.

As we assume that CF mMIMO is deployed for one of the B5G applications mentioned above, high EE of each UE is one of the key requirements to prolong a battery life. Therefore, in this paper, we evaluate different TPC methods in terms of their ability to maximize the minimum EE among all the UEs, and demonstrate what improvements can be obtained by methods specifically designed for this goal, compared to other conventional methods.

Adopting the maximization of the minimum EE as an optimization criterion has been previously proposed in [9]. In that paper, the total EE and the minimum EE are expressed as global energy efficiency (GEE) and weighted minimum energy efficiency (WMEE), respectively. Although [9] presents the optimization problems and algorithms to solve them for GEE and WMEE, it does not present evaluations of the WMEE performance. Furthermore, although [10]–[12] evaluate the minimum EE, these papers do not target distributed antenna systems. Therefore, the performance of TPC to maximize the minimum EE in CF mMIMO systems, which has different propagation characteristics by the antenna distribution, has not been clarified yet.

This paper thus provides a general investigation of the EE performance, especially for respective UEs connecting to the network, of various TPC methods employing commonly used...
stochastic channel models. Emphasis is on the uplink, which dominates the EE of the UEs.

Notation is as follows: boldface lowercase and uppercase letters denote column vectors and matrices, respectively. Especially, 0_M denotes an all-zero vector with length of M. The superscripts (·)^H and (·)^{-1} denote the Hermitian and inverse matrices, respectively. The Euclidean norm of a vector is denoted by ||·||. Finally, z ~ Nc(0, 1) stands for a complex Gaussian random variable z with mean 0 and variance 1.

II. SYSTEM MODEL

There are L APs deployed in a target area, and each AP has N antennas. Thus, the total number of the network-side antennas is M, given as M = LN. The network-side antenna index m is defined as m = (l - 1)N + n (1 ≤ l ≤ L, 1 ≤ n ≤ N). The number of spatial multiplexing UEs is assumed to be K, and each UE has a single antenna, illustrated in Fig. 1.

The channel coefficient h_{m,k} between antenna m and UE k can be written as

\[ h_{m,k} = \sqrt{\beta_{m,k}} p_{m,k}, \] (1)

where \( \beta_{m,k} \) and \( p_{m,k} \) are large- and small-scale fading of the corresponding links, respectively. As is common in the literature, we assume flat fading.

A. Uplink System Model

The received signal at antenna m of symbol i is written as

\[ y_m(i) = \sqrt{\rho} \sum_{k=1}^{K} h_{m,k} \sqrt{q_k} s_k(i) + z_m(i), \] (2)

where \( s_k(i) \) is a transmitted symbol of UE k normalized to unit average power, and its transmit power coefficient is \( q_k \), i.e., the maximum value is 1. \( z_m(i) \sim Nc(0, 1) \) is the normalized noise, and \( \rho \) is the transmit SNR, i.e., the ratio of the maximum transmitted signal power divided by the noise power.

B. Channel Estimation

For channel estimation, \( \tau^{(p)} \) pilot resources are consumed within the coherence interval, and all the UEs transmit pilot signals in the resources. Let \( \sqrt{\tau^{(p)}} \phi_k \) be the \( \tau^{(p)} \)-dimensional pilot sequence vector of UE k, where \( ||\phi_k||^2 = 1 \), and the corresponding received signal vector can be written as

\[ y_m^{(p)} = \sqrt{\rho^{(p)}} \tau^{(p)} \sum_{k=1}^{K} h_{m,k} \phi_k + z_m^{(p)}. \] (3)

The MMSE channel estimate can be written as

\[ \hat{h}_{m,k} = \frac{\sqrt{\rho^{(p)}} \tau^{(p)} \beta_{m,k}}{\rho^{(p)} \tau^{(p)} \sum_{k=1}^{K} \beta_{m,k} |\phi_k \phi_k^H|^2 + 1} \phi_k y_m^{(p)}. \] (4)

III. PERFORMANCE METRIC

To analyze the performance of TPC, we evaluate EE.

A. Spectral Efficiency

For zero-forcing (ZF) reception, the CPU collects received signals of all antennas, and the vectorized received signal can be written as follows:

\[ y(i) = \sqrt{\rho} \mathbf{H} \mathbf{Q} s(i) + \mathbf{z}(i), \] (5)

where \( \mathbf{H} \) is the \( M \times K \) matrix whose \( (m,k) \)-element is \( h_{m,k} \). \( \mathbf{Q} \) is the \( K \times K \) diagonal matrix whose \( (k,k) \)-element is \( q_k \).

As is common in the literature, we assume flat fading.

The spectral efficiency of UE k with ZF is formulated as

\[ S_k^{(ZF)} = \log_2 \left( 1 + \frac{\rho q_k}{\rho \sum_k q_k} \right). \] (7)

B. Energy Efficiency

As mentioned in Section I, it is important to evaluate EE because it is one of the key indicators of 5G.

Based on (13), we define the total power consumption as

\[ P_{\text{total}} = \bar{P} \sum_{k=1}^{K} q_k + K P_U \]

\[ + L \left( P_{\text{fix}}^{(\text{AP})} + P_{\text{bh}}^{(\text{AP})} \right) + M \left( P_{\text{fix}}^{(\text{ant})} + P_{\text{bh}}^{(\text{ant})} \right), \] (8)

where \( \bar{P} \) is the maximum transmit power, and \( P_U \) is the required power to run circuit components at each UE. \( P_{\text{fix}}^{(\text{AP})} \) and \( P_{\text{bh}}^{(\text{AP})} \) are fixed and backhaul power consumption, respectively, relating to each AP (i.e., the baseline energy consumption of an AP that is independent of the number of antenna elements) and antenna.

The total (whole-network) EE of UE k is given by

\[ E_k^{(ZF)} = \frac{\text{Bandwidth} \cdot \sum_{k=1}^{K} w_k^{(b)} S_k^{(ZF)}}{P_{\text{total}}}, \] (9)

where \( w_k^{(b)} \) is the weight for each UE. These weights can be chosen depending on the application and target, e.g., if the goal is to maximize the minimum lifetime of the UE, the weight can be chosen proportional to the remaining battery charge.

EE of UE k can be obtained as

\[ E_k^{(ZF)} = \frac{\text{Bandwidth} \cdot w_k^{(b)} S_k^{(ZF)}}{P q_k + P_U}. \] (10)

Fig. 1. System model of CF mMIMO.
IV. CONVENTIONAL TRANSMIT POWER CONTROL METHODS

TPC is commonly used in practical cellular systems, making its inclusion in EE considerations essential. In this section, we introduce three common methods for performance comparison.

A. Max-Power Method

Max-power, i.e., each UE transmits signals with the maximum allowed power, is not strictly a TPC method, but we apply it to obtain basic performance, and to compare with other TPC methods. When it is applied, the tendency of EE performance is similar to that of SE performance.

B. Max-Min Spectral Efficiency Method [1]

Max-min SE is one of the most commonly used TPC methods in CF mMIMO, and aims to maximize the minimum SE among all UEs.

The maximization problem can be written as

\[
\begin{align*}
\text{maximize} & \quad \min_{\{q_k\}} S_k^{(ZF)} \\
\text{subject to} & \quad 0 \leq q_k \leq 1, k = 1, \ldots, K.
\end{align*}
\]

(11)

Since the logarithmic function in (7) increases monotonically as SINR becomes larger, the problem (11) can be reformulated as follows:

\[
\begin{align*}
\text{maximize} & \quad t \\
\text{subject to} & \quad t \leq \text{SINR}_k, k = 1, \ldots, K \\
& \quad 0 \leq q_k \leq 1, k = 1, \ldots, K.
\end{align*}
\]

(12)

As proved in [14], the problem (12) can be formulated into a standard geometric programming problem, and can be solved by a solver software, e.g., CVX for MATLAB [15], [16].

C. Max-Total Energy Efficiency Method [13]

Max-total EE is a common TPC method in CF mMIMO aiming to maximize the total EE of the area.

The maximization problem can be written as

\[
\begin{align*}
\text{maximize} & \quad E_{\text{total}}^{(ZF)} \\
\text{subject to} & \quad S_k^{(ZF)} \geq S_k^{(t)}, k = 1, \ldots, K \\
& \quad 0 \leq q_k \leq 1, k = 1, \ldots, K,
\end{align*}
\]

(13)

where $S_k^{(t)}$ is the required minimum SE for UE $k$ to ensure a certain level of quality of service. The value of $S_k^{(t)}$ depends on the use cases of each UE. For simplicity, we assume that $S_k^{(t)}$ is the common value among all UEs, and denote it as $S^{(t)}$ (omit the index $k$) henceforth.

Using (8) and (9), the problem (13) can be reformulated as

\[
\begin{align*}
\text{maximize} & \quad \text{Bandwidth} \cdot \sum_{k=1}^{K} w_k^{(b)} S_k^{(ZF)} \\
\text{subject to} & \quad S_k^{(ZF)} \geq S^{(t)}, k = 1, \ldots, K \\
& \quad 0 \leq q_k \leq 1, k = 1, \ldots, K, \\
& \quad \sum_{k=1}^{K} q_k \leq uK, k = 1, \ldots, K \\
& \quad u^* \leq u \leq 1,
\end{align*}
\]

(14)

where $P^{(AP)} = P^{(AP)}_{\text{fix}} + P^{(AP)}_{\text{bh}}$, and $P^{(\text{ant})} = P^{(\text{ant})}_{\text{fix}} + P^{(\text{ant})}_{\text{bh}}$. And to make the problem easier to handle, in (14), $\sum_{k=1}^{K} q_k$ in the denominator is replaced with an auxiliary variable $\nu$, and $\nu^*$ is the slack variable.

Therefore, $\nu^*$ is given by

\[
\nu^* = \frac{\sum_{k=1}^{K} q_k}{K},
\]

(15)

where $q_k^*$ is the optimal solution of the problem (13).

It is noted that the objective function of the problem (14) increases monotonically when $\nu$ is in the range of $u^* \leq \nu \leq \nu^{\text{opt}}$, and decreases monotonically in the range of $\nu^{\text{opt}} \leq \nu \leq 1$. Therefore, $\nu^{\text{opt}}$ can be obtained by using a simple linear search algorithm, e.g., the hill-climbing algorithm [17].

With the replacement of $\sum_{k=1}^{K} q_k$ by $uK$, the denominator of the problem (14) becomes a constant. Therefore, the problem (14) can be further reformulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \prod_{k=1}^{K} \frac{1}{t_k} \\
\text{subject to} & \quad S_k^{(ZF)} \geq S^{(t)}, k = 1, \ldots, K \\
& \quad 0 \leq q_k \leq 1, k = 1, \ldots, K, \\
& \quad t_k \leq \text{SINR}_k, k = 1, \ldots, K \\
& \quad \sum_{k=1}^{K} q_k \leq uK, k = 1, \ldots, K \\
& \quad u^* \leq u \leq 1,
\end{align*}
\]

(17)

where SINR$_k$ is the fractional part of $[7]$. Then, the problem (17) can be solved as follows:

1) Find out the optimal value of $\nu$ to maximize the total EE using a linear search algorithm.
2) Optimize $q_k$ to maximize the total EE.

V. MAX-MIN ENERGY EFFICIENCY METHOD

As shown in Section VI, the three methods described above do not maximize the minimum EE, and EE outage, or the lower EE, performance is degraded. Especially in CF
mMIMO systems, the channel condition between each AP and UE differs from each other. Thus, applying a TPC method considering each UE’s performance is important. Therefore, in this paper, we focus on the max-min EE method to improve the EE outage performance. Inspired by the formulation of the max-min SE method, the optimization problem of the max-min EE method can be written as

$$ \begin{align*}
\text{maximize} & \quad \min_{\{q_k\}} \min_{k=1,\ldots,K} E_k^{(ZF)} \\
\text{subject to} & \quad S_k^{(ZF)} \geq S^{(i)}, \quad k = 1, \ldots, K \\
& \quad 0 \leq q_k \leq 1, \quad k = 1, \ldots, K.
\end{align*} \tag{18} $$

As with the max-total EE method, for simplicity, we assume that $S^{(i)}$ is the common value among all UEs, and denote it as $S^{(i)}$ (omit the index $k$) henceforth.

Using (10), the problem (18) can be reformulated as follows:

$$ \begin{align*}
\text{maximize} & \quad \min_{\{q_k\}} \min_{k=1,\ldots,K} \text{Bandwidth} \cdot w_k^{(b)} S_k^{(ZF)} \\
\text{subject to} & \quad S_k^{(ZF)} \geq S^{(i)}, \quad k = 1, \ldots, K \\
& \quad 0 \leq q_k \leq 1, \quad k = 1, \ldots, K.
\end{align*} \tag{19} $$

To make the problem easier to handle, replace $q_k$ in the denominator with an auxiliary variable $\nu$:

$$ \begin{align*}
\text{maximize} & \quad \min_{\{q_k, \nu\}} \min_{k=1,\ldots,K} \text{Bandwidth} \cdot w_k^{(b)} S_k^{(ZF)} \\
\text{subject to} & \quad S_k^{(ZF)} \geq S^{(i)}, \quad k = 1, \ldots, K \\
& \quad 0 \leq q_k \leq 1, \quad k = 1, \ldots, K \\
& \quad \nu^* \leq \nu \leq 1,
\end{align*} \tag{20} $$

where $\nu^*$ is the slack variable and given as the maximum $q_k$ obtained by solving the following optimization problem:

$$ \begin{align*}
\text{minimize} & \quad \max_{\{q_k\}} q_k \\
\text{subject to} & \quad S_k^{(ZF)} \geq S^{(i)}, \quad k = 1, \ldots, K \\
& \quad 0 \leq q_k \leq 1, \quad k = 1, \ldots, K.
\end{align*} \tag{21} $$

It can be proved that the optimal solutions of the problems (19) and (20) are equal (17).

Finally, the problem (20) can be solved with the same steps as the max-total EE method.

VI. NUMERICAL EVALUATION

Table II shows the fundamental parameter specifications of our simulations. The values listed on the table will be applied unless other values are mentioned specifically. APs and UEs are distributed following a uniform distribution, i.e., a binomial point process. In addition, we assume that the pilot signal of every UE is orthogonal with each other, i.e., no pilot contamination occurs. The Rician K-factor is calculated based on the distance between an AP and a UE, and follows the 3GPP technical report [18]. The required minimum SE $S^{(i)}$ will be mentioned with each result. For simplicity, we set weight $w_k^{(b)}$ to 1 for all UEs.

In this paper, we fix the total number of antennas ($M$). Therefore, the number of antennas on each AP ($N$) is determined based on the number of APs ($L$) to meet $M = LN$.

As we assume that antenna $m$ is equipped to AP $l$, the large-scale fading is given as follows based on [19], [20]:

$$ \beta_{m,k} = g_0 - 10 \log_{10} \left( \frac{d_{l,k}}{d_0} \right) + \frac{\sigma_w^2}{2} \left( w_k^{AP} + w_k^{UE} \right). \tag{22} $$

where $d_{l,k}$ is the distance between AP $l$ and UE $k$. $w_k^{AP}$ and $w_k^{UE}$ are normalized shadow fading of AP $l$ and UE $k$, respectively, and $\sigma_w^2$ is the variance. Although shadowing is related to the link, and not separately of the AP and UE, splitting the total link shadowing into two contributions following [19], [20] is executed to (approximately) consider the shadowing correlation between different UEs and APs, respectively.

The phase of the line-of-sight component can be determined by a geometrical consideration. Then, the small-scale fading for non-line-of-sight (NLOS) channels is given as $\rho_k^{(NLOS)}$, where $\rho_k^{(NLOS)} \sim \mathcal{N}(0, R_k)$. $R_k$ is a diagonal matrix whose diagonal elements consist of the local spatial correlation $R_{l,k}$ [21], which, in this paper, is assumed to follow from a Gaussian angular power spectrum.

In this paper, the hill-climbing algorithm is applied to optimize $\nu$ and $\nu$. The initial value is set as $\nu^{\text{init}} = \nu^*$ and $\nu^{\text{init}} = \nu$. The step size for each iteration is set to 0.1, and $\nu$ and $\nu$ approaches 1. If the obtained total EE or the minimum EE is smaller that of the previous point, the step size will be divided by 3 and the sign will be inverted, i.e., the point will turn back with a smaller step. The iteration will end if the step size becomes smaller than $10^{-4}$.

| TABLE I | BASIC PARAMETER SPECIFICATIONS |
|----------|-------------------------------|
| Total number of AP antennas ($M$) | 256 |
| Number of UEs ($K$) | 8 |
| Area | $1 \times 1$ km$^2$ |
| Number of UE drops | 500 |
| Carrier frequency | 3.5 GHz |
| Bandwidth | 20 MHz |
| Noise power | $-92$ dBm |
| Fading | Rician |
| Rician K-factor in dB | 13 – 0.03 · Distance |
| Reference distance ($d_0$) | 1 m |
| Median channel gain at $d_0$ ($g_0$) | $-43.3$ dB |
| Path loss exponent ($\gamma$) | 2 |
| Azimuth angular standard deviation ($\sigma_\phi$) | 20° |
| Uplink data power ($P$) | 0.2 W |
| UE circuit power consumption ($P_{UE}$) | 0.1 W |
A. Effect of the Variable $\nu$ on SE and EE With the Max-Min EE Method

SE and EE with various values of $\nu$ in (20) for $L = 256$ and $S^{(t)} = 5 \, \text{bit/s/Hz}$ are shown in Fig. 2. As can be seen, SE decreases as $\nu$ becomes smaller. This is because $\nu$ is an upper bound value of $q_k$ and the SINR of each UE tends to be lower when the transmit power gets smaller. Even though we set the required SE to 5, the minimum SE is much higher than 5. On the other hand, EE increases as $\nu$ becomes smaller. Since EE is a ratio of SE to power consumption, EE tends to be higher if transmit power decreases more drastically than SE.

Table II shows the 95%-likely spectral and energy efficiency for various $\nu$. The SE is 11.0 bit/s/Hz and 9.42 bit/s/Hz for $\nu = 1$ and $\nu = 0.3$, respectively. That is, the SE performance is degraded by 14%. In contrast, the EE is 0.865 Gbit/J and 1.41 Gbit/J, respectively. Therefore, the EE performance improves by 63%. As a result, if communication devices think that EE is more important than SE, $\nu$ should be smaller. This also means that there is room to decrease SE, thus we can improve the minimum EE by finding an optimal value of $\nu$.

| $\nu$  | 1.0  | 0.9  | 0.7  | 0.5  | 0.3  |
|-------|------|------|------|------|------|
| 95%-Likely SE (bit/s/Hz) | 11.0 | 10.8 | 10.5 | 10.1 | 9.42 |
| 95%-Likely EE (Gbit/J)   | 0.865 | 0.919 | 1.05 | 1.21 | 1.41 |

B. Performance Comparison with Conventional TPC Methods

Fig. 3 shows EE per UE performance for $L = 256$ and $S^{(t)} = 5 \, \text{bit/s/Hz}$ of four TPC methods: max-power, max-min SE, max-total EE, and max-min EE. The 95%-likely EE (Gbit/J) of each TPC method are: 0.795, 0.835, 1.51, and 1.45 for the max-power, the max-min SE, the max-total EE, and the max-min EE, respectively.

As can be seen, the 95%-likely EE is improved significantly (nearly doubled compared to the Max-Power and the Max-Min SE methods) by applying the max-min EE method. Although the EE of the max-min EE method is lower compared to the max-total EE method, the max-min EE method has a superiority in EE as discussed in the following subsection.

C. Performance Comparison With Various Required SE

Fig. 4 shows the SE and EE performance of the max-min EE method with different $S^{(t)}$ for $L = 256$, and Fig. 5 shows the performance of the max-total EE method. In the evaluation of the total EE performance, value of each power consumption in (8) is as follows according to [13]: $P_{\text{fix}}^{(\text{AP})} = 0.0825 \, \text{W}$, $P_{\text{fix}}^{(\text{ANT})} = 0.743 \, \text{W}$, $P_{\text{fix}}^{(\text{AP})} = 0.1 \, \text{W}$, and $P_{\text{bh}}^{(\text{ANT})} = 0.9 \, \text{W}$. The power consumption ratio of an antenna to an AP is 9 to 1. This is based on that an antenna consumes larger power than an AP because of the signal processing effort that is tied to the number of antenna elements. Note that the performance varies according to the ratio.

For the max-min EE, although each curve for different $S^{(t)}$ begins to rise at a different point of the horizontal axis, they converge to the same curve in the upper part. We can make two observations about the EE of the max-min EE method: (i) although EE and SE can be traded off against each other, EE increases when $S^{(t)}$ becomes higher. EE can be simplified as the ratio of SE to $q_k$ and the rate at which SE increases is larger than that of $q_k$, and (ii) some UEs cannot achieve $S^{(t)}$ even though they transmit signals with the maximum power when $S^{(t)}$ becomes higher. These two effects can be traded off, and the results in Fig. 4 are determined by the balance of them. For example, the middle part of the curves in Fig. 4(b) goes to the right when $S^{(t)}$ becomes higher because of the observation (i). On the other hand, the lower part of the curves is distorted when $S^{(t)}$ is high because of the observation (ii).

For the max-total EE, the performance becomes degraded as the required SE increases. Although the upper part of the CDF curves in Fig. 5(b) is greater compared to the max-min EE method, the outage performance, in terms of the bottom 5–10% of the CDF, is worse. The 95%-likely EE per UE performance of the max-min EE is better than that of the max-total EE, compared to the result in Fig. 3 for $S^{(t)} = 5 \, \text{bit/s/Hz}$. In addition, the curves of the max-min EE method in Fig. 4(b) is steeper, which means that we can make EE of each UE fairer by applying the max-min EE method.

VII. Conclusion

In this paper, we evaluated various TPC methods mainly from energy efficiency point of view. Many previous papers on performance evaluation of CF mMIMO systems adopt the total EE as an evaluation metric. However, EE per UE is also one of the key factors because of various use cases in 5G.
Fig. 4. SE and EE Performance of the Max-Min EE Method.

Fig. 5. SE and EE Performance of the Max-Total EE Method.

compared EE performance of the max-min EE method with other, conventional, methods and showed that the max-min EE method can improve the minimum EE with the constraint of required minimum SE when the APs are distributed over a large area. In addition, the max-min EE method can provide fairer UE performance in terms of EE.

It is clarified that CF mMIMO systems are flexible for various network requirements, and enable us to design not only “great SE everywhere” but also “great EE everywhere” environments by applying an appropriate TPC method.
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