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Abstract

We introduce differential games for FO logic of graphs, a variant of Ehrenfeucht-Fraïssé games in which the game is played on only one graph and the moves of both players restricted. We prove that, in a certain sense, these games are strong enough to capture essential information about graphs from graph classes which are interpretable in nowhere dense graph classes. This, together with the newly introduced notion of differential locality and the fact that the restriction of possible moves by the players makes it easy to decide the winner of the game in some cases, leads to a new approach to the FO model checking problem on interpretations of nowhere dense graph classes.

1 Introduction

The first-order (FO) model checking problem asks, given a graph $G$ and a sentence $\varphi$ as input, whether $G \models \varphi$. It is known that this problem is PSPACE-complete in general [29, 30], but one can obtain efficient parameterised algorithms on many structurally restricted classes of graphs.

There has been a long line of research studying this problem on sparse graphs and the existence of fpt algorithms was established for graphs of bounded degree [28], graphs with locally bounded treewidth [13], graphs with a locally excluded minor [5], bounded expansion graph classes [7] and nowhere dense graph classes [20]. The positive results on non-sparse graphs fall into two categories. The first category are formed by somewhat isolated results such as [19, 15, 23, 10] and the recent important and general result of [1]. The second category are positive results about graph classes which can be obtained from sparse graph classes by means of interpretations [16, 18] (although [10] can also be put into this category).

One of the reasons why the research into the FO model checking has been so successful is that Gaifman’s theorem [14] – an important result which essentially states that FO logic is local – is particularly useful in the case of sparse graphs. Informally, Gaifman’s theorem allows us to reduce the problem of determining whether a given FO formula $\varphi$ holds on a given graph $G$ to the problem of evaluating a formula $\psi (x)$ in the $r$-neighbourhood of each vertex of $G$. In case $G$ is a graph in which each vertex has a simple neighbourhood, one can evaluate $\varphi$ on $G$ efficiently. This idea leads to efficient algorithms for evaluating FO formulas on classes of graphs of bounded degree, planar graphs, and graphs with locally bounded treewidth.

One shortcoming of using Gaifman’s theorem for evaluating FO formulas is that if a graph has an (almost) universal vertex, then for $r \geq 2$ the $r$-neighbourhood of any vertex is (almost) the whole graph, and therefore evaluating formulas locally on the $r$-neighbourhoods is essentially the same as evaluating them on the whole graph. Even worse, on complements of bounded degree graphs, it holds for every vertex $v$ that almost the whole graph is in the 1-neighbourhood of $v$. In such cases, one cannot use the locality-based approach directly, but has to complement the input graph $G$ to get the graph $\overline{G}$ first, use locality on $\overline{G}$, and then translate the results back to $G$. In many cases when dealing with non-sparse graphs, there seems to be no good way how to use Gaifman’s theorem at all, and either one uses a notion of locality tailor-made to the given situation (such as in [15] or [1]) or does not use locality at all (for example the dynamic programming algorithm for FO (and even MSO) logic on graph classes of bounded treewidth).

In this paper we initiate a relativised approach to FO model checking, which is aimed to work on graph classes interpretable in nowhere dense graph classes and which avoids some of the issues mentioned above.
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Instead of focusing on the absolute notion of neighbourhood of a vertex \( v \), we focus on the symmetric difference \( D(u,v) \) of neighbourhoods of two vertices \( u \) and \( v \). Note that for the example of complements of graphs of degree at most \( d \), the set \( D(u,v) \) has size at most \( 2d + 2 \) while \( N(v) \) is large. Thus, rather than trying to determine whether a given formula holds in the \( r \)-neighbourhood of any given vertex \( v \) of a graph \( G \), we reduce the FO model checking to the problem of evaluating formulas \( \xi(x,y) \) on the differential \( r \)-neighbourhood \( DN_r(u,v) \) of any given pair \( u,v \) of vertices of \( G \). We first provide a naive definition of this notion and will give a revised definition later: \( DN_1(u,v) \) is just \( D(u,v) \) and for any \( i > 1 \), the differential \( i \)-neighbourhood \( DN_i(u,v) \) is \( DN_{i-1} \) together with the union of all \( D(a,b) \), where \( a,b \in DN_{i-1}(u,v) \). The number \( r \) for which we will want to consider the differential neighbourhood \( DN_r(u,v) \) depends on the input sentence \( \varphi \). The formula \( \xi(x,y) \) which we then want to evaluate on \( DN_r(u,v) \) says \"Duplicator wins the \( r \)-round differential game on \( G \) starting from vertices \( u \) and \( v \)\", where a differential game is newly defined version of Ehrenfeucht-Fraïssé game which is played between two vertices \( u,v \) of a graph \( G \) and in which the moves of the players are guaranteed to take place in \( DN_r(u,v) \).

Our contributions can be briefly summarised as follows:

1. We show that the FO model checking can be reduced to deciding whether two vertices \( u,v \) of a graph \( G \) have the same \( q \)-type, i.e. whether \( u \equiv_q v \). Note that this is not trivial – even if we have access to the \( q \)-equivalence relation on \( V(G) \), it is not clear which equivalence class corresponds to which \( q \)-type.

2. We introduce differential games which are aimed at distinguishing vertices of different \( q \)-types and which are played on differential neighbourhoods. We prove that for every \( q \) there exists \( r \) such that the relation \( u \equiv^r_q v \) defined by \"Duplicator wins the \( r \)-round differential game between \( u \) and \( v \)\" suitably approximates \( \equiv_q \) on graph classes interpretable in nowhere dense graph classes. This leads to the following theorem:

**Theorem 6.9.** Let \( C \) be a class of labelled graphs interpretable in a nowhere dense class of graphs such that we can decide the winner of the \( r \)-round differential game in fpt runtime with respect to the parameter \( r \). Then the FO model checking problem is solvable in fpt runtime on \( C \).

3. We then focus on graph classes on which it is possible to decide the winner of the \( r \)-round differential game efficiently. We make the definition of \( DN_r(u,v) \) more useful by adjusting it using colours and then we define differentially simple graph classes. These are graph classes in which each graph can be coloured with few colours in such a way that \( DN_r(u,v) \cup \{u,v\} \) comes from a class of graphs with an efficient model checking algorithm. We then show that classes of graphs interpretable in graph classes of locally bounded treewidth are differentially simple.

## 2 Overview of our approach

As mentioned in the introduction, our relativised approach to FO model checking is based on determining whether two vertices \( u,v \) of \( G \) differ from each other – i.e. whether \( u \not\equiv_q v \), which is the case whenever there is a formula \( \psi(x) \) of quantifier rank \( q \) such that \( G \models \psi(u) \) but \( G \not\models \psi(v) \). In Section 4 we show that if we can solve this problem efficiently, then we can solve the FO model checking problem efficiently as well. To be more precise, we show that if we can efficiently compute a relation \( \sim_q \) on \( V(G) \) such that the transitive closure of \( \sim_q \) refines \( \equiv_q \) and does not have too many classes, then we can construct an evaluation tree of size bounded in terms of \( q \). This evaluation tree then allows us to determine whether \( G \models \varphi \) for every sentence \( \varphi \) in prenex normal form with \( q \) quantifiers. Our approach to efficiently determining whether two vertices differ, relies on the intuition that if they differ, then they will have to differ in their differential \( r \)-neighbourhoods.

To capture this intuition formally, we introduce semi-differential games in Section 5, which are a variant of the well-known Ehrenfeucht-Fraïssé (EF) games. The semi-differential game is played in one graph only and if we are given two vertices \( a_0,b_0 \) as a starting position, we play the game with the Spoiler’s moves being restricted in the following way: In his first move the Spoiler plays a vertex in \( D(a_0,b_0) \) and declares the picked vertex to be either \( a_1 \) or \( b_1 \). The Duplicator picks her reply anywhere in \( G \) and the picked vertex becomes \( b_1 \) or \( a_1 \) – the ‘opposite’ of the Spoiler’s choice. More generally, in the \( i \)-th move, after the vertices \( a_1,\ldots,a_{i-1} \) and \( b_1,\ldots,b_{i-1} \) have been played, the Spoiler picks \( j \in 0,\ldots,i-1 \) and a vertex in \( D(a_j,b_j) \) and calls it \( a_i \) or \( b_i \). Again, the Duplicator replies by picking a
vertex anywhere in $G$. The winner of the game is decided as in the usual EF game, by comparing the graphs induced by $(a_0, a_1, \ldots, a_m)$ and $(b_0, b_1, \ldots, b_m)$.

We show that there exists a function $l: \mathbb{N} \to \mathbb{N}$ such that if the Spoiler wins the standard $m$-round Ehrenfeucht-Fraïssé game on a graph $G$ starting from $a_0$ and $b_0$, then he wins the $l(m)$-round semi-differential game starting from the same position. While semi-differential games have nice properties, the fact that the Duplicator’s moves are not restricted in any way makes it hard to use them algorithmically.

With this in mind we introduce differential games in Section 6 in which the Duplicator’s moves are restricted to $D(a_j, b_j)$ as well. The connection to the notion of differential neighbourhoods now becomes clear – the entire $r$-round differential game between two vertices $u$ and $v$ will take place in $DN_r(u, v)$. This observation seems to indicate that differential games might be more useful algorithmically. We now briefly focus on the properties of differential games, to demonstrate that this intuition is correct (for certain graph classes). For every graph $G$ and every $r$ we can define the relation on $V(G)$ by setting $u \equiv^D_r v$ if and only if Duplicator wins the $r$-round differential game starting from $u$ and $v$. Let us also denote by $u \equiv_q v$ whenever it is true that for each formula $\psi(x)$ of quantifier rank $q$ it holds that $G \models \psi(u)$ iff $G \models \psi(v)$.

As mentioned before, to obtain an efficient FO model checking algorithm it is enough to be able to decide whether $u \equiv_q v$ efficiently. Our approach is based on the fact that for every $q$ there exists $r$ such that the transitive closure of $u \equiv^D_r v$ is a refinement of $\equiv_q$. (The need to use the transitive closure stems from the fact that unlike $\equiv_q$ the relation $\equiv^D_r$ is not transitive.) Moreover, for any graph class $C$ interpretable in a nowhere dense graph class the number of classes in the transitive closure of $\equiv^D_r$ on any $G \in C$ is bounded by a number depending only on $C$ and $r$.

The above considerations tell us that all we need to do to obtain an efficient FO model checking algorithm on any class $C$ of graphs interpretable in a nowhere dense graph class is to guarantee that we can decide the winner of the differential game efficiently on $G[DN_r[u, v]]$ for any $G \in C$ and any $u, v \in V(G)$, where $G[DN_r[u, v]]$ is the closed differential $r$-neighbourhood of $u$ and $v$. If $G[DN_r[u, v]]$ comes from a class of graphs with an efficient model checking algorithm, then it suffices to evaluate the formula $\xi_i(x, y)$, mentioned above, on $G[DN_r[u, v]]$. Thus it is enough to focus on classes of graphs such that for every $G$ and $u, v$ their closed differential $r$-neighbourhood comes from a class of graphs with efficient FO model checking. It is easy to see that classes of graphs of locally bounded treewidth have this property (for any $u, v$ it holds that $DN_r[u, v] \subseteq (N_r[u] \cup N_r[v])$) and the same is true for any class of graphs $C = \{G \mid G \in \mathcal{D}\}$, where $\mathcal{D}$ is a class of graphs of locally bounded treewidth, and $\bar{G}$ denotes the complement of $G$.

Aside from these simple examples, we want to be able to use our approach on richer classes of graphs, in particular on those interpretable in graph classes of locally bounded treewidth. However, it is easy to construct an example of such graph class in which there are graphs with arbitrary large treewidth (and even clique-width) and which contain many pairs of vertices $u, v$ with $DN_1[u, v] = D[u, v] = V(G)$. Fortunately, this can still be salvaged by colouring such graphs appropriately and extending the definition of differential $r$-neighbourhoods slightly, as we will show in Section 7. The idea is to colour the vertices of a graph with a bounded number of colours in such a way that, if $D(u, v)$ is too complicated, then $u$ and $v$ get different colours. This means that if the Duplicator replied to the Spoiler’s move $u$ by playing $v$ then the game would be already lost for her at this point and $D(u, v)$ is irrelevant. Thus, the more useful definition of $DN_r(u, v)$ on coloured graph is as follows: $DN_1(u, v)$ is defined only for vertices of the same colour and is equal to $D(u, v)$. For $i > 1$, $DN_i(u, v)$ is also defined only for vertices of the same colour and is equal $DN_{i-1}(u, v)$ together with the union of all $D(a, b)$ with $a, b \in DN_{i-1}(u, v)$ such that $a$ and $b$ have the same colour. Again, one can see that for a graph with colours (modelled as unary relations) the differential $r$-neighbourhood defined this way contains all vertices relevant for deciding the winner of the $r$-round differential game on $G$.

To illustrate that this idea has meaningful applications, we prove that for any class $C$ of graphs interpretable in a graph class of locally bounded treewidth there exists $m$ such that for any $G \in C$ it is possible to colour the vertices of $G$ by at most $m$ colours in such a way that $G[DN_m(u, v)]$ has bounded clique-width. However, we were unable to find a polynomial-time algorithm which would compute such colourings. This is similar to the results of [18] and [1], in which the existence of a model checking algorithm is proven, provided that a suitable decomposition of the input graph is given.

## 3 Preliminaries

We use standard notation from graph theory. All graphs in this paper are finite, undirected, simple, and without loops. The depth of a rooted tree $T$ is the largest number of edges on any leaf-to-root path in $T$ and we say that a node $p$ is at depth $i$ in $T$ if the distance of $p$ from the root of $T$ is $i$. 


By \(A \Delta B\) we denote the symmetric difference of two sets \(A\) and \(B\) defined by \(A \Delta B = (A \setminus B) \cup (B \setminus A)\).

### 3.1 Logic

We assume familiarity with FO logic. We refer to [8] or any standard logic textbook for precise definitions. Since in the paper we only work with finite, simple, undirected graphs, to simplify the exposition we define the notions from logic and model theory for the vocabulary \(\sigma = \{E, \{L_a\}_{a \in \text{Lab}}\}\) of labelled graphs. Here \(E\) is a binary relation symbol, \(\text{Lab}\) is a finite set of labels and each \(L_a\) is a unary predicate symbol.

We say that two graphs \(G\) and \(H\) are \(m\)-equivalent, denoted by \(G \equiv_m H\), if they satisfy the same FO sentences of quantifier rank \(m\). For every \(m\) the relation \(\equiv_m\) is an equivalence with finitely many classes.

The FO \(q\)-type of a tuple of vertices \(\bar{a} = (a_1, \ldots, a_k) \in V(G)^k\), for a given (labelled) graph \(G\), is defined as the set of formulas \(\text{tp}_q^G(\bar{a}) := \{\psi(x_1, \ldots, x_k) \in \text{FO}[\sigma] \mid G \models \psi(a_1, \ldots, a_k)\text{ and }\psi\text{ has quantifier rank }q\}\), where \(\sigma = \{E\}\), or \(\sigma = \{E, \{L_a\}_{a \in \text{Lab}}\}\), if \(G\) is labelled with elements of \(\text{Lab}\).

Using the notion of \(q\)-types, we can more generally define for the tuples \(\bar{v} := (v_1, \ldots, v_k)\) and \(\bar{a} := (a_1, \ldots, a_k)\), consisting of vertices from \(G\), and respectively from \(H\), that \((G, \bar{v}) \equiv^q_m (H, \bar{a})\) if and only if \(\text{tp}_q^G(\bar{v}) = \text{tp}_q^H(\bar{a})\). We will mostly be interested in the case when \(G = H\); whenever we write \(\bar{v} \equiv^k_m \bar{a}\), it is understood that \(\bar{v}\) and \(\bar{a}\) come from the same graph \(G\) which is clear from the context and should we want to refer to the relation itself and need to note the graph it is based upon, we will add the graph as an index, as in \(\equiv^k_m G\). Note that there exist only a finite number of formulas with a given quantifier rank and number of free variables. Therefore there also only exist a finite number of \(q\)-types for any given number of free variables. Thus the graph of the relation \(\equiv^k_m G\) has a number of components (cliques) bounded by a number depending only on \(q\) and \(k\).

For a graph \(G\) and a tuple \(\bar{v} = (v_1, \ldots, v_k)\) of vertices of \(G\), we define the relation \(\equiv^q_m\) on \(V(G)\) by setting \(u \equiv^q_m w\) if and only if \((v_1, \ldots, v_k, u) \equiv_q (v_1, \ldots, v_k, w)\).

### 3.2 Games

Let \(G\) and \(H\) be two graphs, and \(m \in \mathbb{N}\). The \(m\)-round Ehrenfeucht-Fraïssé game [11, 12, 9] (or EF game for short), denoted by \(G_m(G, H)\), is played by two players called the Spoiler and the Duplicator.

Each player has to make \(m\) moves in the course of play, the players take turns and the Spoiler goes first in each round. In his \(i\)-th move the Spoiler first selects a graph, \(G\) or \(H\), and a vertex in this graph. If the Spoiler chooses \(v_i\) in \(G\) then the Duplicator in her \(i\)-th move must choose an element \(u_i\) in \(H\). If the Spoiler chooses \(u_i\) in \(H\) then Duplicator in her \(i\)-th move must choose an element \(v_i\) in \(G\). The Duplicator wins if \(\exists i(v_i) = u_i\) is a label preserving isomorphism from \(G[\{v_1, \ldots, v_m\}]\) to \(H[\{u_1, \ldots, u_m\}]\). Otherwise the Spoiler wins.

We say that a player has a winning strategy, or in short that he wins \(G_m(G, H)\), if it is possible for him to win each play whatever choices are made by his opponent. We denote the fact that the Duplicator wins the \(m\)-round EF game between graphs \(G\) and \(H\) by \(G \cong^m H\). The relation \(\cong_m\) is an equivalence with finitely many classes for every \(m\). EF games and \(m\)-equivalence are connected by the following theorem.

**Theorem 3.1** (Corollary 2.2.9 in [8]). Let \(G\) and \(H\) be graphs and \(m \in \mathbb{N}\). Then \(G \cong_m H\) if and only if \(G \equiv_m H\).

A position in \(G_m(G, H)\) is \((v_1, \ldots, v_k, u_1, \ldots, u_k, \bar{v})\), where each \(v_i\) is from \(V(G)\), each \(u_i\) is from \(V(H)\), and it holds that \(k, k' \leq m\) and \(|k - k'| \leq 1\). If \(|k - k'| = 0\) then it is the Spoiler’s move, otherwise it is the Duplicator’s move.

Let \(G\) and \(H\) be graphs, \((v_1, \ldots, v_k)\) a tuple of vertices of \(G\) and \((u_1, \ldots, u_k)\) a tuple of vertices of \(H\). For every \(m\) we can play the \(m\)-round EF game between \((v_1, \ldots, v_k)\) and \((u_1, \ldots, u_k)\), denoted as \(G_m(G, v_1, \ldots, v_k, H, u_1, \ldots, u_k)\), by considering the \((k + m)\)-round EF game between \(G\) and \(H\) in which the position \(((v_1, \ldots, v_k), (u_1, \ldots, u_k))\) has been reached and starting the play from this position. If the Duplicator wins the \(m\)-round game between \((v_1, \ldots, v_k)\) and \((u_1, \ldots, u_k)\), we denote this by \((G, v_1, \ldots, v_k) \cong^k_m \langle H, u_1, \ldots, u_k\rangle\). The following more general version of Theorem 3.1 connects relations \(\cong^k_m\) and \(\equiv^k_m\).

**Theorem 3.2** (Theorem 2.2.8 in [8]). Let \(G\) and \(H\) be graphs, \((v_1, \ldots, v_k)\) a tuple of vertices of \(G\), \((u_1, \ldots, u_k)\) a tuple of vertices of \(H\), and \(m\) a non-negative integer. Then \((G, v_1, \ldots, v_k) \equiv^k_m \langle H, u_1, \ldots, u_k\rangle\) if and only if \((G, v_1, \ldots, v_k) \cong^k_m \langle H, u_1, \ldots, u_k\rangle\).

Again we will be mostly interested in the case when \(G = H\); whenever we write \((v_1, \ldots, v_k) \cong^k_m \langle u_1, \ldots, u_k\rangle\) it is understood that \((v_1, \ldots, v_k)\) and \((u_1, \ldots, u_k)\) come from the same graph \(G\) which is
clear from the context. When comparing two concrete tuples, we will write \( \equiv_m \) instead of \( \equiv_k^m \), since \( k \) can be inferred from from the context and we will apply the same rationale to \( \equiv_k^m \) as well.

### 3.3 Interpretations

Let \( \psi(x,y) \) be an FO formula with two free variables over the language of (possibly labelled) graphs such that for any graph and any \( u,v \) it holds that \( G \models \psi(u,v) \iff G \models \psi(v,u) \) and \( G \not\models \psi(u,u) \), i.e. the relation on \( V(G) \) defined by the formula is symmetric and irreflexive. From now on we will assume that formulas with two free variables are symmetric and irreflexive (which can easily be enforced).

A graph \( G \), the formula \( \psi(x,y) \) maps \( G \) to a graph \( H = \psi(G) \) defined by \( V(H) = V(G) \) and \( E(H) = \{ \{u,v\} \mid G \models \psi(u,v) \} \). We then say that the graph \( H \) is interpreted in \( G \). Notice that even though the graph \( G \) can be labelled, our graph \( H \) is not. This is to simplify our notation – nevertheless, one may easily inherit labels from \( G \) to \( H \) if needed.

The notion of interpretation can be extended to graph classes as well. To a graph class \( C \) the formula \( \psi(x,y) \) assigns the graph class \( \mathcal{D} = I_\psi(C) = \{ H \mid H = \psi(G), G \in C \} \). We say that a graph class \( \mathcal{D} \) is interpretable in a graph class \( C \) if there exists formula \( \psi(x,y) \) such that \( \mathcal{D} \subseteq I_\psi(C) \). Note that we do not require \( \mathcal{D} = I_\psi(C) \), as we just want every graph from \( \mathcal{D} \) to have a preimage in \( C \).

### 3.4 Gaifman’s theorem

An FO formula \( \phi(x_1, \ldots, x_l) \) is \( r \)-local, sometimes denoted by \( \phi^{(r)}(x_1, \ldots, x_l) \), if for every graph \( G \) and all \( v_1, \ldots, v_l \in V(G) \) it holds \( G \models \phi(v_1, \ldots, v_l) \iff \bigcup_{1 \leq i \leq l} N_r^G(v_i) \models \phi(v_1, \ldots, v_l) \), where \( N_r^G(v) \) is the subgraph of \( G \) induced by \( v \) and all vertices of distance at most \( r \) from \( v \).

**Theorem 3.3** (Gaifman’s theorem, [14]). Every first-order formula with free variables \( x_1, \ldots, x_l \) is equivalent to a Boolean combination of the following

- Local formulas \( \phi^{(r)}(x_1, \ldots, x_l) \) around \( x_1, \ldots, x_l \), and
- Basic local sentences, i.e. sentences of the form

\[
\exists x_1 \ldots \exists x_k \left( \bigwedge_{1 \leq i < j \leq k} \text{dist}(x_i, x_j) > 2r \land \bigwedge_{1 \leq i \leq k} \phi^{(r)}(x_i) \right).
\]

We will need the following simple corollary of Gaifman’s theorem, in which we denote by \( tp^r_q(v) \) the \( r \)-local \( q \)-type of \( v \), i.e. the set of all \( r \)-local formulas \( \psi(x) \) of quantifier rank \( q \) such that \( G \models \psi(v) \).

**Corollary 3.4.** For every formula \( \psi(x,y) \) there exist numbers \( r \) and \( q \) such that for every graph \( G \) the following holds: If \( u \) and \( v \) are two vertices of \( G \) such that the distance between them is more than \( 2r \), then whether \( G \models \psi(u, v) \) depends only on \( tp^r_q(u) \) and \( tp^r_q(v) \).

### 3.5 Graph classes

We assume familiarity with the notions of treewidth and of clique-width. We will need the following results about the latter concept.

**Theorem 3.5** ([2]). Let \( C \) be a class of graphs which is interpretable in a graph class of bounded treewidth. Then \( C \) is of bounded clique-width.

**Theorem 3.6** ([2]). The FO model checking problem is solvable in fpt runtime on classes of graphs of bounded clique-width.

We remark that Theorem 3.6 assumes that clique-width decomposition of the input graph \( G \) is provided together with \( G \) and it is not known how to efficiently compute an optimal clique-width decomposition. However, one can approximate clique-width using the notion of rankwidth [27], and rankwidth decompositions can be efficiently computed [22].

**Nowhere dense** graph classes were introduced by Nešetřil and Ossona de Mendez. To define them we need the notion of an \( r \)-shallow minor.

**Definition 3.7** ([26]). For \( r \in \mathbb{N}_0 \), a graph \( H \) is a shallow minor at depth \( r \) of \( G \) if there exist disjoint subsets \( V_1, \ldots, V_p \) of \( V(G) \) such that
1. Each graph \( G[V_i] \) has radius at most \( r \), meaning that there exists \( v_i \in V_i \) (a center of \( V_i \)) such that every vertex in \( V_i \) is at the distance at most \( r \) in \( G[V_i] \);

2. There is a bijection \( \psi : V(H) \rightarrow \{ V_1, \ldots, V_q \} \) such that for every \( u, v \in V(H) \), if \( uv \in E(H) \) then there is an edge in \( G \) with an endpoint each in \( \psi(u) \) and \( \psi(v) \).

The class of shallow minors of \( G \) at depth \( r \) (or \( r \)-shallow minors) is denoted by \( G^{\nabla r} \). (Note that \( G^\emptyset \) is the class of all subgraphs of \( G \).) This notation extends to graph classes: \( C^{\nabla r} = \bigcup_{G \in C} G^{\nabla r} \).

Let \( \omega(G) \) denote the size of the largest complete subgraph of \( G \). For a class \( C \) of graphs we denote by \( \omega(C) \) the \( \max \{ \omega(G) \mid G \in C \} \) and set \( \omega(C) = \infty \) if the maximum does not exist.

**Definition 3.8** (Nowhere dense [26]). A graph class \( C \) is nowhere dense if for all \( r \in \mathbb{N} \) it holds that \( \omega(C^{\nabla r}) < \infty \).

## 4 Differential model checking

In this section we show that in order to efficiently decide whether \( G \models \varphi \), it is enough to efficiently solve the following problem: Given a labelled graph \( G \), two of its vertices \( u \) and \( v \), and a number \( q \), decide whether there exists a formula \( \psi(x) \) with quantifier rank \( q \) such that \( G \models \psi(u) \) and \( G \not\models \psi(v) \), i.e. whether \( u \equiv^q_v \). Moreover, it is enough to compute a relation \( \sim \) (not necessarily an equivalence) such that the transitive closure of \( \sim \) is a refinement of \( \equiv^q_v \) with the number of classes bounded in terms of \( q \).

We will proceed as follows. First we introduce evaluation trees, which are trees which encode evaluation of formulas in prenex normal form on a graph \( G \) (these were used in [1] under the name ‘morphism tree’). Then we show that if we can compute a small set of vertices representing classes of \( \equiv^q_v \) efficiently (fpt w.r.t. \( q \) and \( |v| \)), we can construct an evaluation tree of size bounded in terms of \( q \) for any graph \( G \) and a sentence in prenex normal form with \( q \) quantifiers. An easy argument then shows that \( \equiv^q_v \) over vocabulary \( \sigma = \{ E, \{ L_a \}_{a \in Lab} \} \) is refined by \( \equiv^{q'}_v \) over vocabulary \( \sigma' \), where \( \sigma' \) is obtained from \( \sigma \) by adding extra labels. Consequently, any relation \( \sim \) such that the transitive closure of \( \sim \) is a refinement of \( \equiv^q_v \), and so to obtain an efficient model checking algorithm one only has to be able to decide whether \( u \sim v \) efficiently and guarantee that the number of equivalence classes of the transitive closure of \( \sim \) is bounded in terms of \( q \). In Section 6 we then show that for graph classes interpretable in nowhere dense graph classes we can take as ~ the relation "Duplicator wins the \( l(q) \)-round differential game between vertices \( u \) and \( v \) of \( G_w \), for some function \( l \).

### 4.1 Evaluation trees

Let \( G \) be a (possibly labelled) graph on \( n \) vertices and \( \varphi = Q_1 x_1 \ldots Q_q x_q \psi(x_1, \ldots, x_q) \) a sentence in prenex normal form with \( q \) quantifiers, where each \( Q_1 \) is either \( \exists \) or \( \forall \) and \( \psi(x_1, \ldots, x_q) \) is quantifier-free. The full evaluation \((G, \varphi)\)-tree is a labelled rooted tree \( T \) of height \( q \) with the following properties:

- Every non-leaf node \( p \) of \( T \) has exactly \( n \) children, and these children are in one-to-one correspondence with \( V(G) \). We denote the vertex of \( G \) corresponding to any non-root node \( s \) by \( v(s) \).
- If \( l \) is a leaf of \( T \) and \((p_1, \ldots, p_q)\) is the tuple of nodes of \( T \) which lie on the path from to the root (without the root itself) of \( T \) to \( l \), where \( p_q = l \), then \( l \) is labelled by \( \top \) if \( G \models \psi(v(p_1), \ldots, v(p_q)) \) and \( \bot \) otherwise.
- If \( p \) is a non-leaf node at depth \( i \) and \( Q_{i+1} \) is \( \exists \), then the label of \( p \) is the set to \( \top \) if at least one of its children has label \( \top \) and to \( \bot \) otherwise.
- If \( p \) is an non-leaf node at depth \( i \) and \( Q_{i+1} \) is \( \forall \), then the label of \( p \) is the set to \( \top \) if all its children have label \( \top \) and to \( \bot \) otherwise.

The full evaluation \((G, \varphi)\)-tree \( T \) corresponds to a brute-force evaluation of \( \varphi \) on \( G \), and it is easy to see that \( G \models \varphi \) if and only if the root of \( T \) gets label \( \top \).

We will use a more general version of evaluation trees which correspond to simultaneously evaluating all formulas in prenex normal form with \( q \) quantifiers on \( G \). To define them we will need the notion of \((G, T)\)-isomorphism, which formalizes the following intuition. One can think of any root-to-leaf path \( r, p_1, \ldots, p_q \) in \( T \) defined above as an assignment of vertices \( v(p_1), \ldots, v(p_q) \) to variables \( x_1, \ldots, x_q \) of a formula \( \psi(x_1, \ldots, x_q) \) so that \( x_i := v(p_i) \). The notion of \((G, T)\)-isomorphism defined below captures the situation when two tuples \((p_1, \ldots, p_q)\) and \((s_1, \ldots, s_q)\) of nodes corresponding to root-to-leaf paths in
4.2 Reduced evaluation trees

While full evaluation trees tell us whether \( G \models \varphi \) for any sentence \( \varphi \) in prenex normal form as input, a \((G,q)\)-tree is a labelled rooted tree \( T \) of height \( q \) with the following properties:

- Every non-leaf node \( p \) of \( T \) has exactly \( n \) children, and these children are in one-to-one correspondence with \( V(G) \). We denote the vertex of \( G \) corresponding to any non-root node \( s \) by \( v(s) \).
- If \( l \) is a leaf of \( T \) and \((p_1,\ldots,p_q)\) where \( p_q = l \) is the tuple of nodes of \( T \) which lie on the path from the root of \( T \) to \( l \) (without the root itself), then \( \bar{l} \) is labelled by the \((G,T)\)-isomorphism type of \((p_1,\ldots,p_q)\).
- If \( p \) is an non-leaf node, then the label of \( p \) is the set of labels of its children.

Informally, the full evaluation \((G,q)\)-tree \( T \) corresponds to a brute force evaluation of all FO sentences in prenex normal form with \( q \) quantifiers. Moreover, in order to decide whether \( G \models \varphi \) for any sentence \( \varphi \) in prenex normal form it is enough to look at the label of the root of \( T \). This can be easily proven by showing that the label of any node \( p \) in the full evaluation \((G,\varphi)\)-tree is determined by its label in the full evaluation \((G,q)\)-tree, where \( q \) is the quantifier rank of \( \varphi \) and where we use the natural correspondence between the nodes of these two trees.

Note that since for every \( q \) and every vocabulary \( \sigma \) of labelled graphs the number of different \((G,T)\)-isomorphism types is bounded by \( q \), an easy inductive argument shows that for every \( q \) the number of different evaluation labels is bounded by a function of \( q \).

Later we will need Proposition 4.2 below which can be proved easily using the observations made above. In the proposition we use for \( \bar{v} = (v_1,\ldots,v_k) \) the notation \( u \equiv_{\text{m,prex}} w \) to denote that for every formula \( \psi(x_1,\ldots,x_k,x_{k+1}) \) in prenex normal form with \( m \) quantifiers it holds \( G \models \psi(v_1,\ldots,v_k,u) \) if and only if \( G \models \psi(v_1,\ldots,v_k,w) \).

**Proposition 4.2.** Let \( T \) be a full evaluation \((G,q)\)-tree, \( k < q \) and let \( r,p_1,\ldots,p_k \) be the path in \( T \) from the root \( r \) to \( p_k \). Then two children \( s \) and \( t \) of \( p_k \) have the same evaluation label if and only if \( v(s) \equiv_{\text{m,prex}} v(t) \), where \( \bar{v} = (v(p_1),\ldots,v(p_k)) \).

### 4.2 Reduced evaluation trees

While full evaluation trees tell us whether \( G \models \varphi \), they are too big (of order \( O(n^q) \)) to be used directly for efficiently evaluating FO sentences. One can, however, obtain the same information from much smaller trees, which in some cases can be computed efficiently.

A reduced evaluation \((G,q)\)-tree is a non-empty subtree \( T' \) of the full evaluation \((G,q)\)-tree \( T \) such that

1. \( T' \) inherits labels from \( T \)
2. All leaves of \( T' \) are at depth \( q \)
3. For every non-leaf node \( p \) of \( T' \) it holds that if \( p \) has a child in label \( L \) in \( T \), then it also has a child with this label in \( T' \).

In other words, we can obtain a reduced evaluation \((G,q)\)-tree \( T' \) from a full evaluation \((G,q)\)-tree \( T \) by deleting some non-root nodes together with all their descendants, but we have to respect condition 3 above.

Note that in particular the label of the root of \( T' \) is the same as the label of the root of \( T \), and so it is possible to determine whether \( G \models \varphi \) from \( T' \). One can thus reduce the FO model checking problem to computing, given a graph \( G \) and sentence \( \varphi \) of quantifier rank \( q \) in prenex normal form as input, a reduced evaluation \((T,q)\)-tree \( T' \) such that \( T' \) has size bounded by a function of \( q \). To see that such trees of size \( g(q) \) exist for some function \( g \), one can consider the following simple bottom-up pruning procedure.
on the full evaluation \((G,q)\)-tree \(T\). For any node \(p\) of \(T\) of depth \(q - 1\) and for any label appearing on its children, keep exactly one child (leaf) with this label and delete the rest and mark node \(p\) as reduced. For any node \(p\) at depth \(i < q - 1\) such that all its children are reduced apply the same procedure – keep exactly one child for any label appearing amongst the children of \(p\). Since the number of possible evaluation labels is bounded for every \(q\), the number of children of each node \(p\) of the tree obtained from \(T\) after exhaustively applying the above reduction rules it bounded by a function of \(q\), and so the whole fully reduced tree has bounded size.

Let \(T\) be a full evaluation \((G,q)\)-tree, \(T'\) a reduced evaluation \((G,q)\)-tree and \(F(T')\) a tree obtained from \(T'\) by forgetting the evaluation labels (i.e. we keep just the structure of the rooted tree and the function \(v\)). Then it is easy to show that we can recover \(T'\) from \(F(T')\) by assigning labels to nodes of \(T''\) as in the definition of full evaluation \((G,q)\)-tree. This works because for every leaf \(l\) of \(F(T')\) the root-to-leaf path in \(F(T')\) contains the same nodes as in \(T'\) and \(T\) (and so \(l\) gets the same label in \(T''\) as it got in \(T\) and therefore in \(T'\)) and for every non-leaf node of \(F(T')\) this follows from the property 3 above by induction.

It follows from the above considerations that it is possible to determine whether \(G \models \varphi\) from any tree \(T''\) such that \(T'' = F(T')\) for some reduced evaluation \((G,q)\)-tree \(T'\). Our model checking algorithm is based on computing such a tree \(T''\), the size of which is bounded by a function of \(q\).

### 4.3 Model checking by discerning types

**Lemma 4.3.** Let \(A\) be an algorithm which takes as input a graph \(G\), together with a tuple \(\bar{v} = (v_1, \ldots, v_k)\) of vertices of \(G\), and positive integer \(p\) and computes a set \(S\) of vertices of \(G\) such that

1. \(|S|\) contains at least one vertex from each class of \(\equiv_p^\varphi\), and
2. \(|S|\) depends only on \(p\) and \(k\).

Assume that \(A\) runs in time \(f(p,k) \cdot |V(G)|^c\), where \(c\) is a constant independent of \(p\) and \(k\). Then one can decide for any sentence \(\varphi\) in prenex normal form with \(q\) quantifiers, whether \(G \models \varphi\) in time \(g(q) \cdot |V(G)|^c\) for some function \(g\).

**Proof.** Let \(\varphi\) be a sentence in prenex normal form and let \(q\) denote the number of quantifiers in \(\varphi\). We will construct a tree \(T\) such that \(T = F(T')\) for some reduced evaluation \((G,q)\)-tree \(T'\) and such that the branching of \(T\) is bounded in terms of \(p\). This implies that \(T\) is of bounded size (in terms of \(q\)) and since we can determine whether \(G \models \varphi\) from \(T\), the result will follow.

We first run the algorithm \(A\) on \(G\) with the empty tuple of vertices (i.e. \(k=0\)) and \(p := q - 1\); let \(S\) be the output. For each vertex \(w\) in \(S\) we create a new son \(t\) of the root of \(T\) and set \(v(t) := w\).

To form the set of children of any node \(s\) of \(T\) which is at depth \(i\), we do the following. Let \(v_1, \ldots, v_i = v\) be the vertices on the root to leaf path from the root of \(T\) to \(v\). We run \(A\) on \((v_1, \ldots, v_i)\) and set \(p := q - i\) to find \(S\), and again we create a new son \(t\) of \(s\) for every vertex \(w\) in \(S\) and set \(v(t) := w\).

The fact that tree \(T\) constructed this way is a reduced tree follows from assumption 1 about \(A\), the fact that \(\equiv_{q-k}^G\) is a refinement of \(\equiv_{q-k,\text{pren}}^G\) and Proposition 4.2 which establishes the correspondence between classes of \(\equiv_{q-k,\text{pren}}^G\) and labels in a full evaluation tree.

The branching at each node of \(T\) is bounded by \(|S|\), which by assumption 2 on \(A\) is bounded in terms of \(q\) and \(k\), and since \(k\) depends on \(q\) in every call of \(A\), the branching of \(T\) is bounded by a function of \(q\). It follows that the size of \(T\) is bounded in terms of \(q\) and since we run algorithm \(A\) once for every node of \(T\), the total runtime can be bounded by \(g(q) \cdot |V(G)|^c\) for some function \(g\).

**Lemma 4.4.** For every \(G\) and every tuple \(\bar{v} = (v_1, \ldots, v_k)\) of vertices of \(G\) there exists a labelled graph \(G'\) obtained from \(G\) by labelling its vertices with \(2k\) labels such that \(\equiv_1^{G'}\) (with respect to the vocabulary extended by new labels) is a refinement of \(\equiv_0^{G}\).

**Proof.** The equivalence class of any vertex \(u\) of \(G\) in \(\equiv_0^G\) is determined by evaluating every formula \(\psi(x_1, \ldots, x_k, x_{k+1})\) of quantifier rank at most \(q\) on the tuple \((v_1, \ldots, v_k, u)\). We form the labelled graph \(G'\) from \(G\) by giving label \(i\) to vertex \(v_i\) and giving label \(i'\) to all neighbours of \(v_i\) in \(G\). One can then transform any \(\psi(x_1, \ldots, x_k, x_{k+1})\) to a formula \(\psi'(x)\) such that for every \(u \in V(G)\) it holds that \(G \models \psi(v_1, \ldots, v_k, u)\) if and only if \(G' \models \psi'(u)\) as follows. We replace for every \(i, j \leq k\) in \(\psi(x_1, \ldots, x_{k+1})\) any occurrence of \(E(x_i, x_j)\) by \(\top\) if \(v_i, v_j \in E(G)\) and by \(\bot\) otherwise. Similarly we replace any occurrence of \(x_i = x_j\) by \(\top\) whenever \(v_i = v_j\) and by \(\bot\) otherwise. Finally, for any \(i \leq k\) we replace every occurrence
of \( x_t = x_{k+1} \) by \( L_t(x) \) and every occurrence of \( E(x_t, x_{k+1}) \) by \( L_c(x) \). It follows that the equivalence class of \( u \) in \( \equiv_q^G \) is determined by the equivalence class of \( u \) in \( \equiv_q^{1,G} \).

**Corollary 4.5.** Let \( C \) be a class of graphs such that there is a function \( p \) such that for every \( t \), every \( G \in C \) with at most \( t \) labels and every \( q \) there is a symmetric and reflexive relation \( \sim_{q,t} \) on \( V(G) \) such that

1. Every class of \( \equiv_q^{1,G} \) (over the vocabulary extended with \( t \) labels) is a union of connected components of the graph of \( \sim_{q,t} \) (in other words transitive closure of \( \sim_{q,t} \) is a refinement of \( \equiv_q^{1,G} \)),

2. The maximum size of any independent set in graph of \( \sim_{q,t} \) is bounded by \( p(q,t) \), and

3. We can decide whether \( u \sim_{q,t} v \) in time \(|V(G)|^{c+1} \cdot h(q,t)\).

Then one can perform model checking on \( C \) for any sentence \( \varphi \) in prenex normal form, with quantifier rank \( q \), in time \(|V(G)|^{c+1} \cdot g(q)\).

**Proof.** We will prove that under our assumptions we can construct the algorithm \( A \) from Lemma 4.3 with runtime \(|V(G)|^{c+1} \cdot p(q,t) \cdot h(q,t)\), the result then follows.

The algorithm \( A \) gets as input a graph \( G \), tuple \( \bar{v} = (v_1, \ldots, v_k) \) of vertices of \( G \) and number \( q \). The algorithm turns \( G \) into graph \( G' \) by labelling it as in the proof of Lemma 4.4 and then proceeds as follows. It greedily finds a maximal independent set \( S \) in the graph of \( \sim_{q,t} \) by initially setting \( S := \emptyset \) and then going through all vertices of \( G \) and adding each \( v \) to \( S \) whenever it holds that \( v \not\sim_{q,t} w \), for all \( w \) currently in \( S \).

We now argue the correctness. Any maximal independent set in the graph of \( \sim_{q,t} \) has to contain at least one vertex from each connected component, and so by property 1 of \( \sim_{q,t} \) it holds that \( S \) contains at least one vertex from each class of \( \equiv_q^{1,G} \), and since by Lemma 4.4 the relation \( \equiv_q^{1,G} \) is a refinement of \( \equiv_q^{g,G} \), the set \( S \) contains at least one vertex from each class of \( \equiv_q^{g,G} \) as desired. The size of \( S \) is bounded by \( p(q,t) \) and by the construction \( t = 2k \), so \(|S| \) depends only on \( q \) and \( k \) as required.

In each iteration of creating \( S \) its size is bounded by \( p(q,t) \) and so we run the algorithm determining whether or not \( v \sim_{q,t} w \) at most \( p(q,t) \) times and therefore \( p(q,t) \cdot |V(G)| \) times in total. This means that the total runtime can be upper bounded by \(|V(G)|^{c+1} \cdot p(q,t) \cdot h(q,t)\). \( \square \)

**Remark 4.6.** If we replace the condition one in Corollary 4.5 by just requiring that the number of connected components of \( \sim_{q,t} \) is bounded by \( p(q,t) \), then we still get an efficient model checking algorithm, but with runtime \(|V(G)|^{c+1} \cdot g(q)\). This is because in this case we can evaluate \( v \sim_{q,t} w \) for every pair \( v, w \) of vertices and then pick one vertex from each connected component of the graph of \( \sim_{q,t} \) into the set \( S \).

## 5 Semi-differential EF game

Based on the results from Section 4, to perform model-checking efficiently it is enough to be able to determine whether two vertices \( u \) and \( v \) of a graph \( G \) are of the same \( q \)-type. To this end we introduce semi-differential EF games (this section) and differential EF games (next section). The main differences compared to the standard EF game are that the (semi-)differential game is played only on one graph and the moves of the Spoiler (and for differential game also of the Duplicator) are restricted.

For two vertices \( u, v \) of a graph \( G \) we denote by \( D(u,v) \) the symmetric difference of their neighbourhoods, which we will call their differential neighbourhood, i.e.

\[
D(u,v) := N(u) \Delta N(v).
\]

If the graph \( G \) in which we want to take the differential neighbourhood is not clear from the context, we will add the relevant graph as an index, as in \( D^G(u,v) \).

**Definition 5.1.** The semi-differential EF game \( G^q_0(G,a_1,\ldots,a_k,b_1,\ldots,b_k) \) with \( m \in \mathbb{N} \) rounds is defined in the same way as the standard EF game with the following differences:

1. The game is played only on one graph \( G \) and vertices \( a_1,\ldots,a_k, b_1,\ldots,b_k \) are all from \( V(G) \).\(^1\)

\(^1\)One can also think of the game being played on two copies \( G_1 \) and \( G_2 \) of graph \( G \), with \( a_1,\ldots,a_k \in V(G_1) \) and \( b_1,\ldots,b_k \in V(G_2) \). However, we need to be able to refer to \( D(a_i,b_i) \), and this is more convenient if both \( a_i \) and \( b_i \) are in the same graph.
2. The starting position is \(((a_1, \ldots, a_k), (b_1, \ldots, b_k))\).

3. The game is played for \(m\) rounds, and is played as if it was a \(k + m\)-round EF game with \(a_1, \ldots, a_k\) and \(b_1, \ldots, b_k\) already played in the first \(k\) moves.

4. In the \(j\)-th round the Spoiler is only allowed to make a move on a vertex \(v \in D(a_i, b_i)\) for some \(i < j\). The Spoiler decides whether this move defines \(a_j\) or \(b_j\), i.e. whether the position after his move is \(((a_1, \ldots, a_k, v), (b_1, \ldots, b_k))\) or \(((a_1, \ldots, a_k), (b_1, \ldots, b_k, v))\). In case no such \(v\) exists, the Duplicator wins.

5. Duplicator’s moves are unrestricted and her reply becomes \(b_j\) (if Spoiler decided that the vertex \(v\) he chose becomes \(a_j\)) or \(a_j\) (if Spoiler decided that the vertex \(v\) he chose becomes \(b_j\)).

If the game \(G_{m,m}^{SD}(G, a_1, \ldots, a_k, b_1, \ldots, b_k)\) is won by the Duplicator, we write \(a_1, \ldots, a_k \leq_{m,m}^{SD} b_1, \ldots, b_k\) and we apply the same notational conventions to \(\leq_k^{SD}\) as we did to \(\leq_m^{SD}\). If a vertex is played to append the tuple \((a_1, \ldots, a_k)\), we call it an \(a\)-move, otherwise we call it a \(b\)-move. We will refer to the semi-differential EF game as the semi-differential game from this point onward.

We note that, the distinction between \(a\)-moves and \(b\)-moves allows us to consider the subgraphs induced by \(a_1, \ldots, a_k\), and respectively by \(b_1, \ldots, b_k\), as separate graphs, despite the rules of the game relying on the difference between two neighbourhoods of corresponding vertices in these tuples. Due to this, it is also possible that the subgraphs induced by these tuples are not connected. Consider for example a semi-differential game on \(P_4\), with \(V(P_4) = \{4\}\) and \(E(P_4) = \{\{i, i + 1\} \mid i \in [3]\}\), starting on the position \(((a_1) = 1, (b_1) = 4))\). The Spoiler can now play \(a_2 = 3\), since \(D(a_1, b_1) = \{2, 3\}\), and the graph \(P_4[\{a_1, a_2\}]\) is not connected.

Let \(\leq_{m,D}^{SD}\) denote the relation "Duplicator wins the \(m\) round differential game between \(u\) and \(v\) on the graph \(G^u\). As usual, we will drop the index \(G\) if the graph is clear from the context.

Semi-differential games have a direct relation to regular EF games. The rest of the section is devoted to proving that at the cost of playing more moves we can play a semi-differential game instead of a regular EF-game to distinguish two vertices.

**Lemma 5.2.** For every \(m \in \mathbb{N}\) there exists \(l = l(m) \in \mathbb{N}\) such that for every graph \(G\) it holds that if \(\bar{a} \not\leq_m b\), then \(\bar{a} \not\leq_{l(m)}^{SD} b\).

**Proof.** We set \(l(0) := 0\) and \(l(i + 1) := 2l(i) + 1\) and prove the claim by induction on \(m\). For \(m = 0\) there is nothing to prove. For the induction step, we assume that the claim holds for \(m\) and prove it for \(m + 1\). Let \(\bar{a} = (a_1, \ldots, a_k)\) and \(\bar{b} = (b_1, \ldots, b_k)\) be the starting position. Since by our assumptions Spoiler has a winning strategy, there exists \(v \in V(G)\) such that for every \(u \in V(G)\) Spoiler has a winning strategy in the \(m\)-round EF game from position \(((\bar{a}, v), (\bar{b}, u))\). In particular, there exists a winning strategy for Spoiler if \(v = u\). By our induction hypothesis, Spoiler wins the \((l(m))\)-round semi-differential game starting from \(((\bar{a}, v), (\bar{b}, v))\). We fix theSpoiler’s winning strategy \(S\) for this semi-differential game and apply it to the position \((\bar{a}, \bar{b})\) (this is possible because \(D(v, v) = \emptyset\) and so this is never used in \(S\)). Let \(((\bar{a}, a_{k+1}, \ldots, a_{k+l(m)}), (\bar{b}, b_{k+1}, \ldots, b_{k+l(m)}))\) be the position after \(l(m)\) rounds. If the subgraphs of \(G\) induced by \((\bar{a}, a_{k+1}, \ldots, a_{k+l(m)})\) and \((\bar{a}, b_{k+1}, \ldots, b_{k+l(m)})\) are not isomorphic, then Spoiler already won. If they are isomorphic, then it has to hold that \(v \in D(a_i, b_i)\), for some \(i \in \{k + 1, \ldots, k + l(m)\}\), as otherwise Duplicator’s moves would beat Spoiler’s strategy \(S\) in the \(m\)-round semi-differential game starting from position \(((\bar{a}, v), (\bar{b}, v))\).

Since \(v \in D(a_i, b_i)\), for some \(i \in \{k + 1, \ldots, k + l(m)\}\), Spoiler can play \(v\) in the next round. Let \(u\) be Duplicator’s reply. By our assumptions, Spoiler wins the \((l(m))\)-round EF game from the position \(((\bar{a}, v), (\bar{b}, u))\). Therefore, according to the induction hypothesis, there exists a winning strategy for the Spoiler in the semi-differential game with \((l(m))\) rounds from the position \(((\bar{a}, v), (\bar{b}, u))\); let \(S'\) be this strategy. Since we only restrict the Spoiler’s moves in the semi-differential game, applying \(S'\) to the position \(((\bar{a}, a_{k+1}, \ldots, a_{k+l(m)}), v), (\bar{b}, b_{k+1}, \ldots, b_{k+l(m)}, u))\) will not change the outcome and thus the Spoiler wins.

By contraposition of Lemma 5.2, if \(\bar{a} \not\leq_{l(m)}^{SD} \bar{b}\), then \(\bar{a} \not\leq_m b\). As a consequence of Lemma 5.2, we then get the following.

**Lemma 5.3.** For every \(m \in \mathbb{N}\) and every graph \(G\), there exists \(l = l(m) \in \mathbb{N}\) such that if \(\bar{a} \not\leq_{l(m)}^{SD} \bar{b}\) and \(\bar{b} \not\leq_{l(m)}^{SD} \bar{c}\), then \(\bar{a} \not\leq_m \bar{c}\).
Proof. By contraposition of Lemma 5.2, we immediately have \( \bar{a} \cong_m \bar{b} \) and \( \bar{b} \cong_m \bar{c} \). Because of the transitivity of \( \cong_m \), we conclude that \( \bar{a} \cong_m \bar{c} \) and therefore in particular \( \bar{a} \cong_{SD}(G,\bar{c}) \).

Even though we are not able to establish that the relation \( \cong_{SD,m,G} \) is an equivalence, we get the following.

Lemma 5.4. For every \( m \in \mathbb{N} \) and every graph \( G \), the graph of relation \( \cong_{SD,l(m)} \) has number of connected components bounded by a function of \( m \), and each equivalence class of \( \cong_m \) is a union of connected components of the graph of \( \cong_{SD,l(m)} \).

Proof. Since \( \cong_{l(m)} \) is an equivalence with bounded number of classes, the graph of \( \cong_{l(m)} \) has bounded number of connected components (cliques). Whenever the Duplicator wins the \( l(m) \)-round standard EF game between two vertices \( u \) and \( v \), then she also wins the \( l(m) \)-round semi-differential game (because she plays against a weaker opponent), and so the graph of \( \cong_{SD,l(m)} \) is a supergraph of the graph of \( \cong_{l(m)} \) and clearly has bounded number of components.

To prove the second part it is enough to notice that, if there was an edge between \( u \) and \( v \) in the graph of \( \cong_{SD,l(m)} \) such that \( u \not\cong_m v \), then this would be a contradiction with Lemma 5.2 (Spoiler winning the normal \( m \)-round game but losing the differential game with \( l(m) \) rounds).

6 Differential game

In the semi-differential game we restrict Spoilers moves to \( D(a_i, b_i) \) but the Duplicator’s moves are unrestricted. For the application we have in mind, we will restrict Duplicators moves to \( D(a_i, b_i) \) as well, using the same \( i \) picked by the Spoiler, and call the resulting game the differential game. For every graph \( G \), we define the relation \( \cong_{D,m} \) on \( V(G) \) by setting \( u \cong_{D,m} v \) if and only if Duplicator wins the \( m \)-round differential game starting from \( u \) and \( v \). We extend this notation to tuples of vertices in the same way as we did with the previous two game definitions.

The following simple extension of Lemma 5.4 is crucial for our approach.

Lemma 6.1. There is a function \( l : \mathbb{N} \rightarrow \mathbb{N} \) such that for every \( m \) it holds that every class of \( \cong_m \) is a union of connected components of \( \cong_{l(m)} \).

Proof. By Lemma 5.4, each class of \( \cong_m \) is a union of connected components of \( \cong_{SD,l(m)} \). It is easy to see that if Spoiler wins the semi-differential game between vertices \( u \) and \( v \), then he also wins the differential game between \( u, v \) (since in the differential game Duplicator is ‘weaker’). Thus, the graph of \( \cong_{l(m)} \) is a subgraph of \( \cong_{SD,l(m)} \) on the same vertex set, and the result follows.

The problem with the relation \( \cong_{D,m} \) is that the graph of this relation does not have bounded number of connected components (in terms of \( m \)) in general. An example of this are half-graphs\(^2\) or ladders, in which there are many nested neighbourhoods and for which the Spoiler wins for the 1-round differential game between any pair of vertices on one side.

There are, however, very rich classes of graphs which exclude arbitrarily large half-graphs in a very strong sense – such classes of graphs (and more general structures) are known in model theory as stable classes of graphs (structures). A prominent example are nowhere dense graph classes introduced by Nešetřil and Ossona de Mendez [25, 26]. On these classes of graphs we can show that the graph of the relation \( \cong_{D,m} \) has a bounded number of connected components. Moreover, we can also show this for graph classes interpretable in nowhere dense graph classes.

Before we proceed we will establish several lemmas which relate differential games to standard EF games and to interpretations, which will be used in the proof of Theorem 6.8, the main result of this section.

Lemma 6.2. Let \( u \) and \( v \) be two vertices of a graph \( G \) such that \( u \cong_m v \) and the distance between \( u \) and \( v \) is more than \( 2m \). Then the Duplicator wins the \( m \)-round differential game between \( u \) and \( v \).

Proof. The strategy for Duplicator in the differential game is determined by her strategy in the normal EF game, where the ‘translation’ between the two games is given as follows. The starting position in the normal EF game is given by two copies \( G_1 \) and \( G_2 \) of \( G \) such that in \( G_1 \) vertex \( u \) has been played and

\(^2\)A half-graph of order \( n \) is a bipartite graph on vertex set \( \{v_1, \ldots, v_{2n}\} \) where the two parts are formed by even and odd numbered vertices and in which there is an edge between \( v_i \) and \( v_j \) where \( i \) is odd and \( j \) is even if \( i < j \).
Proof.

Proof.

Proof.

Proof.

Lemma 6.3. For every \( m \in \mathbb{N} \) and every graph \( G \), if \( \bar{a} \not\equiv_{(l(m))} \bar{b} \), then \( \bar{a} \not\equiv_{D_{(l(m))}} \bar{b} \), where \( l \) is the function from Lemma 5.2.

Proof. Assume that this is not true and \( \bar{a} \equiv_{D_{(l(m))}} \bar{b} \). Then the Duplicator has a winning strategy \( S \) in \( D_{(l(m))}(G, \bar{a}, \bar{b}) \). Due to Lemma 5.2, this strategy can however not work in \( D_{(l(m))}(G, \bar{a}, \bar{b}) \) and therefore there exists a winning strategy for the Spoiler in this game. Since the Spoiler is constrained by the same restrictions in differential and semi-differential games, this strategy can also be used to beat \( S \).

Lemma 6.4. Let \( G \) be a graph and \( \bar{a} := v_1, \ldots, v_k \), \( \bar{b} := b_1, \ldots, b_k \) and \( w \) vertices of \( G \) such that \( \bar{aw} \not\equiv_m \bar{bw} \). Then Spoiler has a strategy in \( D_{(l(m)+1)}(G, \bar{a}, \bar{b}) \) such that he can play \( w \) at some point or he wins \( D_{(l(m)+1)}(G, \bar{a}, \bar{b}) \), where \( l \) is the function from Lemma 5.2.

Proof. Assume the Duplicator has a winning strategy in the \( D_{(l(m))}(G, \bar{a}, \bar{b}) \) and let \( S \) be an arbitrary winning strategy for the Duplicator in this game. We note that any move played by the Spoiler in \( D_{(l(m))}(G, \bar{a}, \bar{w}, (\bar{b}, w)) \) must also be playable in \( D_{(l(m))}(G, \bar{a}, \bar{b}) \), since clearly \( D(w, w) = \emptyset \). Therefore, we can use the strategy \( S \) to play \( D_{(l(m))}(G, (\bar{a}, w), (\bar{b}, w)) \) as the Duplicator. However, according to Lemma 6.3, since \( \bar{aw} \not\equiv_m \bar{bw} \), we also have \( \bar{aw} \not\equiv_{(l(m))} \bar{bw} \) and thus the Spoiler wins \( D_{(l(m))}(G, (\bar{a}, w), (\bar{b}, w)) \). Let \( (\bar{a}, w, a_{k+1}, \ldots, a_{l(m)}), (\bar{b}, w, b_{k+1}, \ldots, b_{l(m)}) \) be the final position of the game played using \( S \) against a winning Spoiler. Since \( S \) wins for the Duplicator in \( D_{(l(m))}(G, \bar{a}, \bar{b}) \), there exists an index \( i \in [l(m)] \) such that \( w \in D(a_i, b_i) \) and therefore, if we play the Spoiler’s strategy against \( S \) in \( D_{(l(m)+1)}(G, \bar{a}, \bar{b}) \), we can play \( w \) in the \( l(m) + 1 \)-th round at the latest. Since we had chosen \( S \) arbitrarily, it is therefore always possible for the Spoiler to either win, or play \( w \) in this game.

Lemma 6.5. Let \( \psi(x, y) \) be an interpretation formula of quantifier rank \( q \) and let \( G \) and \( H \) be graphs such that \( H = I_q(G) \). Let \( a \) and \( b \) be two vertices of \( G \) such that \( a \equiv_{D_{(l(m)+1)(l(q)+1)}} b \) in \( G \), where \( l \) is the function from Lemma 5.2. Then \( a \equiv_{D_m} b \) in \( H \).
Proof. Let $r := (m + 1)(l(q) + 1)$. Assume for contradiction that $a \not\equiv^D_m b$ in $H$, i.e. that Spoiler wins $G_q(H, a, b)$. We will construct a winning strategy for Spoiler in $G_q(G, a, b)$ which is a contradiction with $a \equiv^D_m b$ in $G$.

To provide a Spoiler’s winning strategy in $G_q(G, a, b)$ we will show that for every $i \in \{0, \ldots, m\}$ there is a strategy $S$ for the Spoiler in $G_q(G, a, b)$ such that he can either win $G_q(G, a, b)$ in at most $i(l(q) + 1)$ rounds or play his $i$-th move according to his strategy in $G_q(H, a, b)$. By playing according to this strategy for $i = m$ in $G_q(G, a, b)$ the Spoiler will either win or he will be in the situation where vertices $a, a_1, \ldots, a_j$ and $b, b_1, \ldots, b_j$, have been played, such that $z \leq m(l(q) + 1)$ and there are vertices $a, a_1, \ldots, a_j$ and $b, b_1, \ldots, b_j$ such that for each $i \in [m]$ it holds $a_i$ corresponds to $i$-th move of the Spoiler in $G_q(H, a, b)$ and $b_j$ to the Duplicator’s reply or vice versa. Since $a, a_1, \ldots, a_j$ and $b, b_1, \ldots, b_j$ were played according to the Spoiler’s winning strategy in $H$, there has to be a pair of indices $j_p, j_q$ among $j_1, \ldots, j_m$ such that $a_j, a_{j_p}, b_{j_q, b_j} \in E(H)$ and $b_{j_q} \not\in E(H)$ (or vice versa), which means that $G \models \psi(a_{j_p}, a_{j_q})$ and $G \not\models \psi(b_{j_q}, b_{j_q})$ (or vice versa). In either case it holds that $a_{j_p, j_q} \not\equiv b_{j_q, j_q}$, and so by Lemma 6.3 the Spoiler wins the $q$ round differential game between $a_{j_p, j_q}$ and $b_{j_q, j_q}$. The Spoiler can thus use the remaining $(m + 1)(l(q) + 1) - z \geq q$ moves in $G_q(G, a, b)$ to win the game.

We prove the existence of the strategy outlined above by induction on $i$. For $i = 0$ there is nothing to prove. From now on we assume that $i > 0$ and that the statement holds for $i - 1$.

Let $a, a_1, \ldots, a_j$ and $b, b_1, \ldots, b_j$ be the vertices played in the first $z \leq (i - 1)(l(q) + 1)$ rounds of $G_q(G, a, b)$ such that for some $j_1, \ldots, j_m$ the vertices $a, a_1, \ldots, a_j$ and $b, b_1, \ldots, b_j$, are such that for each $p \in [i - 1]$ it holds that $a_{j_p}$ or $b_{j_p}$ correspond to $p$-th move of Spoiler in $G_q(H, a, b)$. Let $w$ be the vertex played by the Spoiler in the $i$-th round of $G_q(H, a, b)$ whilst in the position $((a_{j_1}, a_{j_2}, \ldots, a_{j_m}), (b_{j_1}, b_{j_2}, \ldots, b_{j_m}))$ and let $p < i$ be the index he used to play $w$, i.e. $w \in D(a_{j_p}, b_{j_p})$. Because $a_{j_p, w} \in E(H)$ and $b_{j_p, w} \not\in E(H)$ or vice versa, it has to hold that $G \models \psi(a_{j_p, w})$ and $G \not\models \psi(b_{j_p, w})$ or vice versa. In both cases $a_{j_p, w} \not\equiv b_{j_p, w}$, and so by Lemma 6.4 the Spoiler wins in $l(q) + 1$ moves from between $a_{j_p}$ and $b_{j_p}$, or he can play vertex $w$ in $l(q) + 1$ rounds of the differential game between $a_{j_p}$ and $b_{j_p}$, and so he can also either win or play $w$ from the position $((a_{j_1}, a_{j_2}, \ldots, a_{j_m}), (b_{j_1}, b_{j_2}, \ldots, b_{j_m}))$ in $l(q) + 1$ rounds. □

We will use the following characterisation of nowhere dense graph classes. Informally, the following definition says that we can obtain a large $r$-scattered set in any sufficiently large set $A \subseteq V(G)$ by removing a few vertices from $G$.

Definition 6.6 (Uniform quasi-wideness [3, 4]). A class $\mathcal{C}$ of graphs is uniformly quasi-wide if for each $r \in \mathbb{N}$ there is a function $N : \mathbb{N} \to \mathbb{N}$ and a constant $s \in \mathbb{N}$ such that for every $k \in \mathbb{N}$, graph $G \in \mathcal{C}$ and subset $A$ of $V(G)$ with $|A| \geq N(k)$, there is a set $S$ of size $|S| \leq s$ such that in $A \setminus S$ there are at least $r$ vertices with pairwise distance more than $r$ in $G \setminus S$.

Theorem 6.7 ([25]). A class $\mathcal{C}$ of graphs is uniformly quasi-wide if and only if $\mathcal{C}$ is nowhere dense.

This notion can then be used to prove that for any first order interpretation $\psi(x, y)$ and any nowhere dense class $\mathcal{C}$ of graphs the number of components of $\equiv^D_m$ in any $G \in I_\psi(\mathcal{C})$ is bounded.

Theorem 6.8. Let $\mathcal{C}$ be a uniformly quasi-wide class of labelled graphs and let $\psi(x, y)$ be a first order interpretation formula. Then for each $m$ there exists $p$ such that for every $H \in I_\psi(\mathcal{C})$ in the graph of $\equiv^D_m H$ the maximum size of any independent set is at most $p$.

Proof. Suppose that there exists $m$ such that for every $p$ there is a graph $H \in I_\psi(\mathcal{C})$ for which there is an independent set of size more than $p$ in the graph of $\equiv^D_m H$.

In what follows we assume that the graph $H$ we work with is as large as necessary and maximum size of an independent set in the graph of $\equiv^D_m$ as is large as we need in our argumentation. We set $A$ to be an independent set of maximum size in the graph of $\equiv^D_m$. We therefore have $|A| > p$, and since we can choose $p$ to be arbitrarily large, we can ensure that $|A|$ is as large as we want.

Let $q$ be the quantifier rank of $\psi$ and set $d := (m + 1)(l(q) + 1)$, where $l$ is the function from Lemma 5.2. Since $H \in I_\psi(\mathcal{C})$, there exists at least one $G \in \mathcal{C}$ such that $I_\psi(G) = H$. Because $\mathcal{C}$ is uniformly quasi-wide, we know (by applying the definition to $r = 2d + 1$) that there exists a constant $s$ and a function $N$ such that for any number $k$ and any set $A$ of size at least $N(k)$, it is possible to remove $s$ vertices from $G$ such that there are $k$ vertices $v_1, \ldots, v_k$ at pairwise distance at least $r$ in $G \setminus S$. We create graph $G'$ from $G \setminus S$ by putting vertices from $S$ back (but without any edges) and labelling them each with a different colour from $[s]$. Additionally, we label the neighbourhood of $G$ in each vertex with colour $i$ with the label $i$. In $G'$ the vertices $v_1, \ldots, v_k$ remain pairwise at distance more than $2m$. We can recover $G$ from $G'$ by an
interpretation $\delta(x, y)$, which is quantifier-free. By concatenating $\delta$ and $\psi$, we obtain an interpretation formula $\psi'(x, y)$, with quantifier rank $q$, such that $H = I_{\psi'}(G')$.

We choose $A$ to be large enough so that among $v_1, \ldots, v_k$ there exists a pair of distinct vertices $v_a$ and $v_b$ with $v_a \cong^D_d v_b$ (note $k$ only has to be larger than the number of classes of relation $\cong^D_1$ with respect to the vocabulary of $C$ enriched by 2s labels, and so $k$ does not depend on the particular graph $G$). Since $v_a$ and $v_b$ lie at distance $r$ in $G'$ and $r > 2d$, we can use Lemma 6.2 to conclude that $v_a \cong^D_d G' v_b$ is true as well. We can now use Lemma 6.5 to conclude that $v_a \cong^D_m H v_b$, which contradicts our assumptions because $v_a$ and $v_b$ come from an independent set of the graph of $\cong^D_m H$.

Combining Lemma 6.1 and Theorem 6.8 with Corollary 4.5 we get the following theorem.

**Theorem 6.9.** Let $C$ be a class of labelled graphs interpretable in a nowhere dense class of graphs such that we can decide the winner of the $m$-round differential game in fpt runtime with respect to the parameter $m$. Then the FO model checking problem is solvable in fpt runtime on $C$.

**Proof of Theorem 6.9.** Let $C$ be a class of graphs with labels from the set $\{1, \ldots, t\}$ and properties assumed in the statement of the theorem. From Lemma 6.1 it follows that for every $G \in C$ it holds that the closure of $\cong^D_{l(q)}$ refines $\cong^D_1$ and by Theorem 3.2 the relation $\cong^D_1$ is the same as $\cong^D_{q, c}$. It follows that the closure of $\cong^D_{l(q)}$ refines $\cong^D_{q, c}$. By Theorem 6.8 we know that the maximum size of and independent set in the graph of $\cong^D_{l(q)}$ is bounded in terms of $l(q)$. It follows that we can use $\cong^D_{l(q)}$ as $\sim_{q, t}$ in Corollary 4.5.

To conclude this section, we show that for every $m$ there is a formula $\xi_m(x, y)$ which expresses that Duplicator wins the $m$-round differential game between tuples $x$ and $y$, which will be used in Section 7. While it is not difficult to see that such formulas exist, we give the construction for completeness.

$$
\xi_0(x_1, \ldots, x_k, y_1, \ldots, y_k) := \bigwedge_{i,j \in [k]} (E(x_i, x_j) \leftrightarrow E(y_i, y_j)) \land \bigwedge_{i \neq j} (x_i = x_j ) \leftrightarrow y_i = y_j ) \land \bigwedge_{i \in [k]} \bigwedge_{a \in Lab} L_a(x_i)
$$

$$
\xi_m(x_1, \ldots, x_k, y_1, \ldots, y_k) := \bigvee_{i \in [m]} (\forall x D(x_i, y_i, x) \rightarrow (\exists y D(x_i, y_i, x) \land \xi_{m-1}(x_1, \ldots, x_k, y_i, y_1, \ldots, y_k))),
$$

where $D(x, y, z) := (E(x, z) \land \neg E(y, z)) \lor (\neg E(x, z) \land E(y, z))$.

**7 Differentially simple graph classes**

Based on the results from the previous sections, in order to evaluate FO sentences in prenex normal form on a graph class $C$ interpretable in a nowhere dense graph class, it is enough to be able to determine the winner of differential game on pairs of vertices of a graph from $C$. This can, however, be too difficult – for example consider the case when $C$ is an interpretation of planar graphs. In this case for many pairs of vertices $u, v$ of $G$ from $C$ it can happen that $D(u, v)$ contains most of, or even the entire, graph, and this would just be the first round. We can sidestep this problem by giving such vertices $u$ and $v$ different labels. This essentially means that whenever Duplicator would play $u$ as a reply to $v$ (or vice versa), she would already have lost from that point on, and so $D(u, v)$ would be irrelevant. Extending these ideas to more than one round leads to the following definitions.

**Definition 7.1 (Differential neighbourhoods).** Let $G$ be a coloured graph and let $c(a)$ denote the colour of a vertex $a$ of $G$.

- The differential 1-neighbourhood $DN_1(u, v)$ of vertices $u, v$ with $c(u) = c(v)$ is the set $D(u, v)$.
- For $r \in \mathbb{N}$ with $r > 1$,

$$
DN_r(u, v) := \bigcup_{a,b \in DN_{r-1}(u, v) \land c(a) = c(b)} D(a, b) \cup DN_{r-1}(u, v).
$$

- For $r \in \mathbb{N}$, the closed differential $r$ is defined as $DN_1[u, v] := DN_r(u, v) \cup \{u, v\}$.
Definition 7.2. We say that class $\mathcal{C}$ is differentially simple if for every $r$ there exists $m_r \in \mathbb{N}$ and a graph class $\mathcal{D}_r$ with efficient FO model checking algorithm such that it is possible to colour every $G \in \mathcal{C}$ with $m_r$ colours such that for every pair of $u, v$ of vertices of the same colour it holds that $G[DN_r[u, v]]$ is a graph from $\mathcal{D}_r$.

Note that if $\mathcal{C}$ is interpretable in a nowhere dense class of graphs, then adding at most $m$ labels to each graph from $\mathcal{C}$ does not change the fact the maximum size of an independent set in the graph of $\approx_r$ for each $G$ from $\mathcal{C}$ is bounded (because Theorem 6.8 works with labelled graphs). This allows us to focus on determining the winner of the differential game on $G[DN_r[u, v]]$, which is from $\mathcal{D}_r$, instead of on $G$ which is from $\mathcal{C}$. In case $\mathcal{D}_r$ is a class of graphs with efficient model checking algorithm, we can use this to determine the winner of the game. We will use the FO formula $\xi(x, y)$, expressing that Duplicator wins the $r$-round differential game between $x$ and $y$, which is defined at the end of the previous section, and evaluate it on $G[DN_r[u, v]]$ using the model checking algorithm for $\mathcal{D}_r$. This is summarised in the following theorem.

Theorem 7.3. Let $\mathcal{C}$ be a differentially simple class of graphs such that

- $\mathcal{C}$ is interpretable in a nowhere dense class of graphs, and
- There exists an fpt algorithm (with respect to the parameter $r$) which computes the colouring from Definition 7.2 for every $G \in \mathcal{C}$.

Then the FO model checking problem is in FPT on $\mathcal{C}$.

Proof. Given graph $G$ from $\mathcal{C}$ and sentence $\varphi$ in prenex normal form with $q$ quantifiers as input, we first compute the $m_{l(q)}$-colouring (where $l$ is the function from Lemma 5.2) of $G$ from Definition 7.2. We generate for all pairs $u, v$ of vertices of $G$ the differential $l(r)$-neighbourhood $DN_r[u, v]$ in polynomial time. Since $G[DN_{l(q)}[u, v]] \in \mathcal{D}_r$, we can evaluate the formula $\xi_{l(q)}(x, y)$ on $G[DN_{l(q)}[u, v]]$ efficiently and so we can decide the winner of the $l(r)$-round differential game played between $u$ and $v$. We can thus compute the relation $\approx_{l(r)}^D$ in fpt runtime, and by Theorem 6.9 the FO model checking is in FPT.

To show that differentially simple graph classes can be useful, we prove that classes of graphs interpretable in graph classes with locally bounded treewidth are differentially simple, where each graph class $\mathcal{D}_r$ is a class of graphs of bounded clique-width. We note that in this case there is one $m$-colouring which works for every value of $r$ and which satisfies the requirements of Definition 7.2.

Lemma 7.4. Let $\mathcal{C}$ be a class of graphs which is interpretable in a class of graphs of locally bounded treewidth. Then $\mathcal{C}$ is differentially simple.

Proof. Let $\mathcal{E}$ be a class of graphs of locally bounded treewidth and $\psi(x, y)$ an interpretation formula such that $\mathcal{C} = I_\psi(\mathcal{E})$. From Gaifman’s theorem applied to $\psi(x, y)$ it follows that there exist $d$ and $q$ such that the following holds for any $G \in \mathcal{E}$ and $H \in \mathcal{C}$ such that $H = I_\psi(G)$. If $u, v$ are two vertices of the same $d$-local $q$-type in $G \in \mathcal{E}$ and vertex $w$ is at distance more than $2d$ from both $u$ and $v$ in $G$, then $G \models \psi(u, w)$ iff $G \models \psi(v, w)$, which in turn means that $uv \in E(H)$ iff $vw \in E(H)$. It follows that if $u, v$ are two vertices of $H$ such that in $G$ these vertices have the same $d$-local $q$-types, then every vertex in $D^H(u, v)$ has to be in the $2d$-neighbourhood of $u$ or $v$ in $G$.

We define the colouring of any $H \in \mathcal{C}$ as follows. Let $G \in \mathcal{E}$ be such that $H = I_\psi(G)$. We colour every vertex $v$ of $H$ by its $t$-local $q$-type in $G$. By the above considerations for any two vertices $u, v \in V(H)$ of the same colour it has to hold that every vertex in $D^H(u, v)$ has to come from $N^G_{2d}(u) \cup N^G_{2d}(v)$. If we consider any two vertices $u', v' \in D^H(u, v)$ of the same colour, the same argumentation applies – every vertex $w$ in $D^H(u', v')$ has to come from $N^G_{2d}(u') \cup N^G_{2d}(v')$ and thus has to be at distance at most $2d$ from $u$ or $v$ in $G$, which means $w \in N^G_{2d}(u) \cup N^G_{2d}(v)$. It follows by an easy inductive argument that $DN^H_r(u, v)$ in $H$ is a subset of $N^G_{2d}(u) \cup N^G_{2d}(v)$ for any positive integer $r$. Since $\mathcal{E}$ is a class of graphs of locally bounded treewidth, the subgraph of $G$ induced by $N^G_{(r+1)2d}(u) \cup N^G_{(r+1)2d}(v)$ has treewidth bounded in terms of $(r + 1)2d$ and an easy argument shows that $H[DN^H_r[u, v]]$ is an induced subgraph of $I_\psi(G)[N^G_{(r+1)2d}(u) \cup N^G_{(r+1)2d}(v)]$ which has bounded clique-width.

Lemma 7.4 implies that if we are able to efficiently compute the colourings from Definition 7.2, then we obtain an efficient FO model checking algorithm for classes of graphs interpretable in graph classes of locally bounded treewidth by means of Theorem 7.3. However, the existence of such colouring algorithm is unknown.
8 Discussion and open problems

We have introduced the notions differential games and differential locality which can lead to efficient model checking algorithms and which seem to be more ‘interpretation friendly’ than Gaifman’s theorem. We believe that the ideas outlined in this paper can lead to improved understanding of the structure of graphs interpretable in sparse graphs, and perhaps also lead to some insights into stable graphs (if Theorem 6.8 gets strengthened to stable graph classes).

8.1 Complement-simple graph classes

Regarding our application to the model checking problem for graph classes interpretable in classes of graphs with locally bounded treewidth, it has to be noted that there exists a simpler approach based on colourings and on Gaifman’s theorem and which avoids differential techniques altogether.

Definition 8.1. We say that a class \( C \) of graphs is complement-simple if for every \( r \) there exists \( r_m \) and graph class \( D_r \) with efficient FO model checking algorithm such that every \( G \in C \) has a \( r_m \)-colouring such that complementing edges between some pairs of colours results in a graph \( G' \) in which for every \( v \in V(G') \) it holds that \( N^{G'}_G(v) \subseteq D_r \).

If \( C \) is a complement-simple graph class such that we can compute colourings from Definition 8.1 efficiently, then we can perform FO model checking on graphs from \( C \) efficiently. One can do this by noting that we can interpret \( G \) in \( G' \) and that we can solve the model checking problem on \( G' \) efficiently by using Gaifman’s theorem.

Coming back to graph classes interpretable in graph classes with locally bounded treewidth, using the colouring used in the proof of Lemma 7.4 one can show that every such graph class \( C \) is complement-simple (and again one can use the same colouring for all values of \( r \)). In particular, complementing the edges in \( G \) between some pairs of colours in this colouring leads to a graph \( G' \) with locally bounded clique-width. We only briefly sketch the idea behind the proof here. Let \( H \in C \) and let \( G \) be such that \( H = I_q(G) \) and colour each vertex of \( H \) by its \( d \)-local \( q \)-type, where \( d \) and \( q \) come from Gaifman’s theorem applied to \( \psi \). We say that an edge \( uv \) in \( E(H) \) is long if \( dist_G(u,v) > 2d \). Let \( t_1 := t_{p^G_1}(u) \) and \( t_2 := t_{p^G_q}(v) \). By Corollary 3.4 if there is a long edge in \( H \) between any two vertices of types \( t_1 \) and \( t_2 \), then there exists an edge between all pairs of vertices of type \( t_1 \) and \( t_2 \) which are at distance more than \( 2d \) in \( G \). In this case we say that types \( t_1 \) and \( t_2 \) induce long edges. By complementing the edges between any pair of types (colours) in \( H \) which induce long edges we remove all long edges in \( H \) and obtain graph \( H' \). It is easily shown that \( H' \) is interpretable in \( G \) (equipped with colours) by an interpretation which acts only locally and thus \( H' \) has locally bounded clique-width.

Similarly to the case of differentially simple graph classes, it is not clear whether one can compute the colourings from Definition 8.1 efficiently (fpt with respect to \( r \)) in the case of interpretations of graphs with locally bounded treewidth. In light of recent result of [24], it is perhaps sensible to study graph classes which can be obtained form graph classes of locally bounded stable clique-width by a bounded number of complementations and then attempt to find an algorithm which ‘reverses’ these complementations in the spirit of [17].

Overall, the relationship between differentially simple and complement-simple graph classes is not clear and probably deserves further study.

8.2 Open problems

We conclude with several open problems and possible directions for future research.

1. Is it true that for any stable class \( C \) of graphs and any \( q \) there exists \( p \) such that every independent set in the graph of the relation \( \cong_D^q \) has size at most \( p \)?

2. Let \( C \) be a class of graphs interpretable in graph classes of locally bounded treewidth. Is there a polynomial algorithm which for every \( G \in C \) computes a colouring such that for every \( r \) and every \( u, v \in V(G) \) it holds that \( G(DN^G_v[u,v]) \) has small clique-width (depending on \( r \))? If not, is there an fpt algorithm which computes such colouring for every \( r \)?

3. What is the relationship between differentially simple and complement-simple graph classes?

4. Is it possible to use an approach based on differential games to give simpler/different algorithms for the FO model checking problem on graph classes of bounded expansion or nowhere dense graph
classes than the algorithms presented in [6] and [21]? If yes, is it possible to use it to extend these results to interpretations of nowhere dense graph classes?

5. More generally, if the answer to Question 1 is yes, is it possible to use our methods to attack the FO model checking problem on stable graph classes?

6. Is there a useful normal form for FO formulas (say, similar to Gaifman normal form) based on differential neighbourhoods and the formulas ξ?

7. A recent result of [24] suggest the following questions. Is it true that a graph class C is interpretable in a class of graphs of locally bounded treewidth if and only if it is complement-simple, where each D_r from Definition 8.1 is a stable graph class of bounded clique-width? Is this true for differentially simple graph classes? The proof of Lemma 7.4 suggests that one may consider these questions also with slightly adjusted (and weaker) definitions 8.1 and 7.2 in which we would require the existence of a single n which works for every r.

8. The approach to FO model checking outlined in Section 4 works for any class of graphs and not just on interpretations of nowhere dense graph classes (or possibly stable graph classes). Is it possible to use this approach to FO model checking to obtain efficient algorithms for FO model checking on non-stable graph classes? This would require a different way of computing relation ∼_{q,t} from Corollary 4.5.
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