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Abstract: Situating at the core of Artificial Intelligence (AI), Machine Learning (ML), and more specifically, Deep Learning (DL) have embraced great success in the past two decades. However, unseen class label prediction is far less explored due to missing classes being invisible in training ML or DL models. In this work, we propose a fuzzy inference system to cope with such a challenge by adopting TSK+ fuzzy inference engine in conjunction with the Curvature-based Feature Selection (CFS) method. The practical feasibility of our system has been evaluated by predicting the positioning labels of networking devices within the realm of the Internet of Things (IoT). Competitive prediction performance confirms the efficiency and efficacy of our system, especially when a large number of continuous class labels are unseen during the model training stage.

1 INTRODUCTION

Indoor Positioning System (IPS) is a tracking system that usually uses a set of network devices to locate people or objects within a building, or a particular room (Kim Geok et al., 2021) where GPS would fail entirely (Kachurka et al., 2021) or lack of high accuracy (Suroso et al., 2021). An indoor tracking system is one of the most helpful features of a smart building (Maduraga and Abeysekara, 2021) or smart environment (Zhang and Tan, 2021) that can usually be achieved by working with Internet of Things (IoT) (Abdel-Basset et al., 2020; Chang et al., 2021) techniques, e.g. WiFi and Bluetooth technologies. Currently, such IoT-based indoor tracking systems have been applied in several areas that lead to practical benefits. For instance, an indoor navigation system is presented in (Khanh et al., 2020) to track the location of a self-driving cart, thus helping to figure out the shortest path in a smart indoor environment in real-time. A hospital equipment tracking system for the well-being and safety of the patients is also discussed in (Carran et al., 2011). Those systems normally use modulated WiFi/Bluetooth transmission signals to determine whether the service exists by adopting either the triangulation method or Machine Learning (ML) (Jordan and Mitchell, 2015) algorithms. Triangulation, i.e. trilateration, is a well-established method, which calculates the distance between the tracking object and WiFi/Bluetooth Access Points (APs) by measuring the Received Signal Strength Indicator (RSSI) (Sthapit et al., 2018). Nonetheless, the aforementioned methods usually require to use of beacon signals for the precise estimation of distance. A large number of beacons can cause interference with each other.

In contrast, ML and Deep Learning (DL) (LeCun et al., 2015) were employed to transfer an indoor tracking problem into a classification problem. In recent year, ML and DL have achieved great success with a wide spectrum of applications including...
action recognition in videos (Zuo et al., 2020), face detection in low-light conditions (Yang et al., 2020), image denoising in low-light and noisy scenes (Zuo et al., 2022) etc. In the context of IPS, the RSSIs values are collected from a set of pre-deployed beacon devices to form the training dataset at each of the known locations. From there, a system model would be trained based on all the given training instances. Given an input, which contains multiple RSSI values, ML predicts the corresponding location in line with the trained model (Nessa et al., 2020). However, none of those models are capable of predicting the label of a testing instance if that specific ground-truth label is not visible to the model during the training phase. That is, as shown in Fig. 1, e.g., a model is trained on the instances with class labels of \( c \) \( \text{green} \) \( \text{red} \) \( \text{blue} \) (‘seen labels’), and testing on the ones with ground-truth label of \( c \) \( \text{blue} \) (‘unseen label’).

Fuzzy inference systems (Yang et al., 2017) are usually built upon fuzzy logic theory to map the inputs of the system to desired outputs. Typically, a fuzzy inference system includes a rule base and an inference engine. In terms of the inference engine, Mamdani (Mamdani, 1977) and TSK (Takagi and Sugeno, 1985) are the two most common choices. In the conventional settings, the fuzzy inference approaches are only compatible with dense rule bases, and each of which covers the entire input domain. Fuzzy interpolation techniques (Kóczy and Hirota, 1993; Li et al., 2017; Li et al., 2018a; Li et al., 2018b) were originally proposed to ease the requirement of the dense rule base, which allows the fuzzy inference to be performed over a sparse rule base (Li et al., 2016). That is, the conclusion still could be drawn via interpolation in the case that a given input (i.e. observation) does not overlap with any rule antecedent. Thereby, the task of ‘unseen’ label prediction could be converted to a sparse rule base problem where the fuzzy interpolation technique is adopted. In this study, TSK+ (Li et al., 2018b), as one of the TSK-style fuzzy interpolation approaches, is utilized to deal with the indoor tracking system with the following major contributions:

- Proposed a fuzzy inference system by adopting TSK+ fuzzy interpolation approach to address the indoor location tracking problem with invisible classes during the training phase;
- Deployed a Curvature-based Feature Selection (CFS) method (Zuo et al., 2021) to reduce the space and time complexity of the proposed fuzzy inference system;
- Evaluated the performance of the proposed fuzzy inference system using a real-world IoT device positioning dataset with competitive prediction performance yielded.

2 BACKGROUND

The extended Takagi–Sugeno–Kang (TSK+), as a fuzzy interpolation method (Yang et al., 2017), is capable of conducting fuzzy inferences on a sparse TSK rule base, which is introduced in the first half of this section. This is followed by a brief review of a feature selection method, curvature-based feature selection, adopted in our system.

2.1 TSK+ Fuzzy Interpolation

Conventional TSK system generates a crisp inference result (i.e. output) from a given input by calculating the weighted average over the sub-consequences of all fired rules (Takagi and Sugeno, 1985). Obviously, the firing strength of all rules is valued as zero in the case that a given input does not overlap with any rule antecedent, and thus, no consequence can be derived. TSK-interpolation has addressed such issue (Li et al., 2017). Suppose that a sparse TSK rule base \( R \) is comprised of \( n \) rules:

\[
\begin{align*}
R_1: & \text{IF } x_1 \in A_1^1, x_2 \in A_2^1, \ldots, x_m \in A_m^1 \text{ THEN } \gamma = \Gamma_1, \\
& \ldots \\
R_n: & \text{IF } x_1 \in A_1^n, x_2 \in A_2^n, \ldots, x_m \in A_m^n \text{ THEN } \gamma = \Gamma_n,
\end{align*}
\]

(1)

where \( n \) denotes the the number of rules (i.e. size of the rule base); \( A_i^k \) denotes a normal and convex fuzzy set s.t. \( i \in [1, \ldots, n] \) and \( k \in [1, \ldots, m] \), and \( \gamma \) is the consequent of a rule base. In addition, we utilize triangular membership functions for simplicity, and therefore \( A_i^k \) is conveniently denoted as \( (a_{i1}^k, a_{i2}^k, a_{i3}^k) \), where \( (a_{i1}^k, a_{i2}^k, a_{i3}^k) \) represents the support of the fuzzy
set and $a^*_{i2}$ denotes the normal point. Regardless of whether an input $I = (A^*_1, A^*_2, \ldots, A^*_m)$ overlaps with any rule antecedents, the desired crisp output can be calculated via the following three steps.

Step 1: Matching Degree Determination. The matching degrees $S(A^*_1, A_1)$, $S(A^*_2, A_2)$, \ldots, and $S(A^*_m, A_m)$ between the inputs ($A^*_1, A^*_2, \ldots, A^*_m$) and corresponding rule antecedents ($A_1, A_2, \ldots, A_m$) for each rule $R_i$ ($i \in 1, 2, \ldots, n$) can be determined by:

$$S(A^*_i, A^*_j) = \left(1 - \frac{\sum_{j=1}^{m} |a^*_{ij} - a^*_{ij}|}{3}\right) \cdot (D),$$  \hspace{1cm} (2)

where $D$, namely distance factor, is a function of the distance between the two concerned fuzzy sets. $D$ is, in turn, computed as:

$$D = 1 - \frac{1}{1 + e^{-d + \alpha}},$$  \hspace{1cm} (3)

where $h, s.t. h > 0$, is a sensitivity factor, $d$ represents the constant. A smaller value of $h$ leads to the similarity degree which is more sensitive to the distance of two fuzzy sets and vice versa.

Step 2: Firing Degree Calculation. Compute the rule-wise firing degree ($\theta_i$) by integrating the matching degrees of its antecedents and the known input values:

$$\theta_i = S(A^*_1, A_1) \land S(A^*_2, A_2) \land \ldots \land S(A^*_m, A_m),$$  \hspace{1cm} (4)

in which $\land$ represents the t-norm that is practically implemented as a minimum operator.

Step 3: Sub-consequence Integration. Generate the final output ($\gamma$) via the integration of the sub-consequences from all the rules by:

$$\gamma = \frac{\sum_{i=1}^{n} \theta_i \Gamma_i}{\sum_{i=1}^{n} \theta_i}.$$  \hspace{1cm} (5)

2.2 Curvature-based Feature Selection

Feature Selection (FS) aims to select a subset of the most relevant attributes for the use of model construction from the given dataset (Zuo et al., 2021). In particular, FS methods identify the feature-wise importance for a given problem, thus helping select the most relevant (or discriminative) features. Curvature-based FS (CFS) method (Zuo et al., 2021) was developed to rank the weights (importance) of features by calculating the averaged Menger Curvature (Léger, 1999) of each feature, which can be summarized into the following three steps:

Step 1: 2-D Data Re-construction. Given a high-dimensional dataset $M$, which contains $n$ attributes, donates as $F_i$ ($1 \leq i \leq n$), $M$ can be divided into $n$ 2D-panels, and each of which can be represented as $P_i(x, y)$, where $y$ is the index of the data instance.

Step 2: Feature Weights Calculation. For each 2-D panel $P_i(x, y)$, the Menger Curvature approach is employed to calculate the averaged curvature value of the feature $F_i$. For a given 2-D panel ($P_{j,m}$) that includes $m$ data instances, the Menger Curvature value ($C_{ij}$) of data point $m_j$ ($s.t. j \in [2, m - 1]$) can be expressed by:

$$C(m_{j-1}, m, m_{j+1}) = \frac{1}{R} = \frac{2\sin(\varphi)}{||m_{j-1}, m_{j+1}||},$$  \hspace{1cm} (6)

Thereby, the mean of $C$ for $F_i$, denoted as $\bar{C}_{F_i}$, is calculated as:

$$\bar{C}_{F_i} = \frac{1}{m - 2} \sum_{j=2}^{m-1} C_{ij},$$  \hspace{1cm} (7)

where $C_{ij}$ represents the curvature value of the $m^j$ data point in feature $F_j$. $\bar{C}_{F_i}$ indicates the corresponding weight of $F_i$. Furthermore, the higher value of $\bar{C}_{F_i}$, the importance of the feature $F_i$ for $M$, and vice versa.

Step 3: Feature Ranking and Selection. The features' weight can be ranked by adopting a conventional ordinal ranking method. That is, features with $\bar{C}_{F_i}$ greater than the given threshold $\varepsilon$ are chosen for further data modelling. (The determination of the threshold $\varepsilon$ would be based on the given situation, which will remain as the future work.)

3 PROPOSED SYSTEM

The proposed fuzzy-based indoor tracking system is presented in this section, which adopts with the introduction of using signal strength between WiFi or Bluetooth signal receiver and different Reference Points (RP), such as WiFi APs and Bluetooth beacon, to predict the position of the device in a WiFi/Bluetooth enabled environment. Our system contains two major components, including a TSK rule base generation (i.e. training phase) and a position prediction (termed as testing phase). Figure 2 illustrates the pipeline of the proposed system. Particularly, our system first constructs a fuzzy rule base from a visible training dataset by employing the feature selection (i.e. CFS) and clustering (i.e. k-Means) techniques. From there, given a testing data instance, the corresponding position/location would be predicted by adopting TSK+ fuzzy inference approach (Li et al., 2018b). The proposed indoor system is capable of...
predicting unseen position/label. In other words, the position information had not appeared in the training dataset at all. This is achievable mainly due to the fact that the TSK+ method performs inference using a sparse rule base.

### 3.1 TSK Fuzzy Rule Base Generation

A data-driven TSK-style rule base generation approach, which was proposed in (Li et al., 2018b) and illustrated in the bottom part of Figure 2, is applied in this work to generate a rule base for TSK+ approach. Particularly, given a sparse dataset \( T \), that lacks some locations information, the system first applies the feature selection method CFS where all the features are normalized using the min-max method (Zuo et al., 2018; Zuo et al., 2019), introduced in Section 2.2, to reduce the dimensionality of the given dataset. This is followed by the \( k \)-Means clustering algorithm, which is applied to group all the data instances into a number of clusters. From there, each cluster is expressed as a TSK rule. Lastly, our system combines all the extracted rules and generates the final TSK rule-based. The processes of clustering and fuzzy rule extraction are detailed below:

- **Optimal Number of Clusters Determination.** The Elbow method is carried out in this work to determine the optimal \( k \) in \( k \)-Means clustering algorithm, as a faster and effective method (Kodinariya and Makwana, 2013). In particular, this method determines the number of clusters by adding another cluster that does not lead to a much better modeling result. For example, given a problem, the relationship between performance improvement and the number of clusters is shown in Figure 3. The value of \( k \) can be obtained as 4, which is determined as a turning point (i.e. Elbow point).

- **Fuzzy Rule Extraction.** Each obtained cluster is used to form one TSK fuzzy rule. In this work, triangular membership functions are utilized. Given a cluster \( C_r \), \( 1 \leq r \leq k \), which is determined from the above step, a TSK fuzzy rule \( R_r \) can be extracted as:

\[
R_r: \text{IF } x_1 \text{ is } A_{1r} \text{ and } \cdots \text{ and } x_n \text{ is } A_{nr} \text{ THEN } y = L.
\]

where \( A_{sr} \), \( 1 \leq s \leq n \), are rule antecedents, which are triangular fuzzy sets, represented as \( \left( a_{1sr}, a_{2sr}, a_{3sr} \right) \). Suppose that \( C_r \) has \( p_r \) elements.
i.e. \( C_r = \{x_1^r, x_2^r, \ldots, x_p^r\} \), the core of the triangular fuzzy set is set as the cluster centroid, that is \( a_{cr}^2 = \sum_{q=1}^{p} x_q^2 / p \); and the support of the fuzzy set is set as the span of the cluster, i.e. \( \{a_{cr}, d_{cr}^2\} = (\min\{x_1^r, x_2^r, \ldots, x_p^r\}, \max\{x_1^r, x_2^r, \ldots, x_p^r\}) \). \( L \) is rule conclusion, which are discrete integer numbers to represent the corresponding class labels.

### 3.2 Unseen Location Prediction by TSK+

Thanks to the characteristics of the TSK+ inference approach, which allows the fuzzy inference to be performed over a sparse rule base. Naturally, TSK+ method, as briefed in Section 2.1, is readily utilized as a classifier to perform inference. Given a testing data instance \( O \) that contains several WiFi or Bluetooth signal strength information, which collected in the same environment as the training phase, but corresponding location label has not appeared in the training data. From there, the TSK+ approach first calculates the matching degrees between the given inputs \( O \) and the rule antecedents of each existing rule using Eq. (2). Then, the prediction results of the location information are produced from Eq. (5).

Note that, although a number of machine learning algorithms have been adopted to solve the IoT sensor-based indoor location tracking problems, such as Artificial Neural Network (ANN) (D’Aloia et al., 2020), k-nearest Neighbour (kNN) (D’Aloia et al., 2020), Decision Tree (DT) (AlHajri et al., 2018) and Support Vector Machine (SVM) (AlHajri et al., 2018), all those systems require location information to be learned in the training phase. Compared with such existing systems, which would not be able to deal with unseen location information, the proposed system can still make a decision for unseen labels.

### 4 EXPERIMENTS

In this section, we firstly justify the practical feasibility of the proposed system in predicting the unseen label using a dataset collected for indoor location tracking within the IoT sector. Then, we further deploy our system with a fast feature selection method to improve prediction performance.

#### 4.1 Dataset and Experimental Design

We employ the Miskolc IIS dataset (Zsolt Tóth, 2016) in this study, which was collected for hybrid indoor positioning. Generally, it contains a total of 1,540 instances, each one including 65 attributes. We use 29 attributes in this study because the rest of attributes, e.g., the actual location coordinates, are irrelevant to this experimentation. In addition, all the instances are categorized into 21 classes. this dataset is an unbalanced dataset, as the most of classes have more than 200 data instances and ‘c8’, ‘c9’ and ‘c10’ have only 18 data instances. Concretely, we visualize the distribution of the attributes in Figure 4.

On this basis, two experimental scenarios are designed: 1) continuous unseen label prediction (i.e. instances from classes of ‘c8’, ‘c9’ and ‘c10’ will not appear during the model training phase, due to containing less data instances); 2) discrete prediction of the unseen label (i.e. we only make instances of class ‘c13’ (28 instances) available in the testing phase). Thus, as depicted in Figure 5, data instances that are seen and unseen during the training phase are visualized in conjunction with the actual three-dimensional positions within a 3-layer building of Miskolc IIS dataset.
4.2 Feature Importance Ranking

To achieve dimensionality reduction, the CFS is adopted\(^1\) in this study. Furthermore, the feature importance ranking among all the 29 attributes are summarized in Figure 7.

\(^1\)https://github.com/zhemingzuo/CFS

4.3 Experimental Results

As described in the aforementioned subsections, we firstly detail the prediction performance using all the 29 attributes \(i.e.\) without CFS applied Figure 6. This is followed by using feature importance ranking yielded by CFS (see Figure 7) to reduce the number of features (from 29 to 8) employed as well as the computational cost for unseen label prediction. It is noteworthy that we only visualize the detailed prediction of our system in conjunction with CFS adopted in Figure 8 due to space limitation. Lastly, all the prediction performances are summarized in Table 1.

One step further, in Figure 6, it could be drawn the conclusion that the more continuous unseen labels are in the training phase, the more reasonable predictions will be yielded by our system. Specifically, 8,
5 and 9 correct predictions are given by our system in terms of respectively, ‘c8’, ‘c9’ and ‘c10’, whereas 11 out of the total 28 predictions are correctly given for ‘c13’. For ‘c8’, we see that all the 10 wrong predictions given by our system are fairly close to the ground-truth ‘c8’, i.e. 3, 2 and 5 of which are wrong predicted as ‘c7’, ‘c9’ and ‘c10’. Similarly, all the 13 wrong predictions were distributed in ‘c10’, ‘c11’ and ‘c12’ when the ground-truth label is ‘c9’; and all the 9 wrong predictions are covered the labels of ‘c7’, ‘c8’ and ‘c9’ for ‘c10’. On the contrast, all the 17 wrong prediction are discretely distribute among a wider range of class labels when the unseen label is ‘c13’, i.e. ‘c6’, ‘c7’, ‘c8’, ‘c9’, ‘c11’, ‘c12’, ‘c14’ and ‘c17’.

We adopt CFS from the above findings to use the eight most important features to conduct unseen label prediction using the proposed system. As visualized in Figure 8, the prediction accuracy of ‘c8’ is 72.22%. That is, 13 out of a total of 18 predictions are correctly predicted as ‘c8’. In terms of the rest 5 wrong predictions, three of which are predicted as ‘c7’ (same as that of the ones yielded without using CFS), whereas the rest two are produced as ‘c9’ and ‘c11’. Furthermore, ‘c7’ (i.e. ‘Lab 101’), ‘c11’ (i.e. ‘Lab 103’) and target label ‘c8’ (i.e. ‘1st Floor North Corridor’) are all located in the first floor of the building and they are close with each other. In addition, ‘c9’ represents the ‘2nd Floor North Corridor’, and it is possible that the signals provided by IoT devices located in ‘c8’ get interfered from those given by ‘c9’.

Given the above findings, it is noteworthy that the prediction performance of scenario 1) is generally better than that of 2), which confirms the practical feasibility of our system for the task of unseen label prediction. Additionally, the prediction precision of our system with CFS generally outperforms those without CFS. This, in turn, enables our system to be a reasonable candidate for such a task.

### Table 1: Quantitative evaluation of our system on the Miskolc IIS dataset.

| Scenario | Predicted class | w. CFS | Dim. | D | Accuracy (%) |
|----------|----------------|--------|------|---|--------------|
| 1        | c8             | x      | 29   | 8.2 | 44.44        |
|          | c9             | x      | 29   | 3.0 | 27.78        |
|          | c10            | x      | 29   | 1.0 | 50.00        |
| 2        | c13            | x      | 29   | 21.2 | 53.37    |

## 5 CONCLUSIONS

A fuzzy inference system has been proposed in this work as an effort to move towards the challenging task of unseen label prediction, which is achieved by adopting the TSK+ interpolation and CFS method. Experimental results on the real-world IoT devices positioning dataset reveal the efficiency and efficacy of the proposed system. Though promising results have been obtained, the involvement of optimization algorithms to improve the generalization capability of the rule base could be an active future direction.
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