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Abstract
We prove that the set of \(\gamma\)-thick points of a planar Gaussian free field (GFF) with Dirichlet boundary conditions is a.s. totally disconnected for all \(\gamma \neq 0\). Our proof relies on the coupling between a GFF and the nested CLE\(_4\). In particular, we show that the thick points of the GFF are the same as those of the weighted CLE\(_4\) nesting field introduced in [MWW15] and establish the almost sure total disconnectedness of the complement of a nested CLE\(_{\kappa}\), \(\kappa \in (8/3,4]\). As a corollary we see that the set of singular points for supercritical LQG metrics is a.s. totally disconnected.

1 Introduction

The two-dimensional continuum Gaussian free field (GFF) first appeared in the context of Euclidean quantum field theory to model the free massless bosons [Sim74]. From a mathematical perspective, the study of this object is motivated by its connections to many other planar models. For example, its rich interplay with Schramm-Loewner evolutions (SLE) and conformal loop ensembles (CLE) has led to a deeper understanding of these objects, and vice versa [Dub09, SS13, MS16]. Moreover, the two-dimensional GFF is conjectured, and in some special cases proved, to be the scaling limit of a wide class of lattice models at criticality, such as the height fluctuation of the dimer model [Ken01], or the Ginzburg-Landau model [Mil11]. It also arises in the context of random planar maps via Liouville quantum gravity [HS22] and plays a major role in the probabilistic construction of certain conformal field theories, e.g., [DKRV16]. In fact, the GFF can be characterized as the only scale invariant planar field that satisfies a nested CLE\(_4\) [HMP10, Proposition 2.1], which goes some way to explaining this ubiquity.

1.1 Thick points of the GFF and main results

In this work, we study the set of thick points of the GFF with Dirichlet boundary conditions (Dirichlet GFF). A GFF \(h\) with Dirichlet boundary conditions in an open and simply connected domain \(D \subset \mathbb{C}\) is a centered Gaussian process indexed by smooth functions that are compactly supported in \(D\). Its covariance is given by, for \(f, g \in C_c^\infty(D)\),

\[
\mathbb{E}[(h,f)(h,g)] = \int_{D \times D} f(x) G_D(x,y) g(y) dx dy
\]

where \(G_D\) is the Green function of the Laplacian in \(D\) with Dirichlet boundary conditions, normalised so that \(\Delta G_D(x,\cdot) = -\delta_x(\cdot)\). As \(G_D(x,x) = \infty\), the process \((h,f)_{f \in C_c^\infty(D)}\) does not correspond to integration against a pointwise defined function. It does, however, almost surely correspond to an element of the Sobolev space \(H^{-\epsilon}(D)\), \(\epsilon > 0\), i.e. a distribution, or generalised function. The conformal invariance of \(G_D\) implies that \(h\) is itself conformally invariant in the sense that if \(\varphi : D \to \hat{D}\) is a conformal map, then \(\hat{h}\) defined by \((\hat{h},f) := (h,|\varphi'|^2(f \circ \varphi^{-1}))\), \(f \in C_c^\infty(\hat{D})\), is a Dirichlet GFF in \(\hat{D}\). See, for example, [WP21] for proofs of these facts and further background.

For \(h\) a Dirichlet GFF in \(D\), the set of thick points of \(h\) is a special set of points at which, loosely speaking, \(h\) takes atypically high or low values. As \(h\) is not defined pointwise, this set must be defined by regularisation. Let \(z \in D\) and \(r > 0\) and denote by \(\rho_r^z\) the uniform measure on \(\partial B(z,r)\) where \(B(z,r)\) is the ball centered at \(z\) of radius \(r\). We consider the random variable \(h_r(z) := (h,\rho_r^z)\) which is well-defined, e.g. by taking limits, since the integral \(\int_{G_D(x,y)\rho_r^z(dx)\rho_r^z(dy)}\) is finite.

In fact, by [HMP10, Proposition 2.1], if \(h\) is a GFF with Dirichlet boundary conditions in the unit disc \(\mathbb{D} := \{z \in \mathbb{C} : |z| < 1\}\), then \((h_r(z))_{r,z}\) has a version such that with probability one, for every \(\alpha \in (0,1/2), \zeta \in (0,1)\)
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and \( \epsilon > 0 \) there exists a (random) constant \( M = M(\alpha, \zeta, \epsilon) < \infty \) such that for all \( z, w \in \mathbb{D} \) and \( s, r \in (0, 1] \) with \( 1/2 < r/s < 2 \),
\[
|h_r(z) - h_s(w)| \leq M \left( \log \frac{1}{r} \right)^{\frac{\epsilon}{r^{\alpha + \epsilon}} |(z,r) - (w,s)|^\alpha .
\] (1)

In the rest of the paper, we will only work with this version of the circle average process.

For fixed \( z \in D \), a direct calculation shows that the process \( h_{r^{-t}}(z) \) actually evolves as a linear Brownian motion in \( t \). In particular, \( \lim_{t \to 0} h_r(z)/\log(1/r) = 0 \) almost surely. However, this does not rule out the existence of exceptional points at which this limit is non-zero: these points are called the thick points of \( h \). It is natural to define, for \( \gamma \in \mathbb{R} \), the set of \( \gamma \)-thick points of \( h \) by
\[
\mathcal{T}_\gamma(h) := \{ z \in D : \lim_{r \to 0} h_r(z) = \gamma \sqrt{2\pi} \}
\] (2)

where the factor \( 1/\sqrt{2\pi} \) comes from our choice of normalisation for the Green function. Note that since we work with a Hölder continuous version of the circle average process, as in (1), there is an event of probability one on which we can determine the existence (or not) of the limit in (2) for all \( z \in D \) simultaneously. That is, the set \( \mathcal{T}_\gamma(h) \) is well defined with probability one.

By [HMP10, Corollary 1.4], the set \( \mathcal{T}_\gamma(h) \) set is also conformally invariant in the following sense. If \( \varphi : D \to \tilde{D} \) is a conformal map, then almost surely for any \( \gamma \in [-2, 2] \), \( \varphi(\mathcal{T}_\gamma(h)) = \mathcal{T}_\gamma(\tilde{h}) \) where \( \tilde{h} \) (defined as the image of \( h \) under \( \varphi \) as above) is a GFF with Dirichlet boundary conditions in \( \tilde{D} \). Moreover, as shown in [HMP10], if \( |\gamma| > 2 \), this set is almost surely empty and if \( \gamma \in [-2, 2] \), it almost surely has Hausdorff dimension \( 2 - \gamma^2/2 \). In particular, if \( \gamma = 0 \), then \( \mathcal{T}_0(h) \) almost surely has Hausdorff dimension \( 2 \): 0-thick points are typical, as discussed above.

Here, we prove another geometric property of \( \mathcal{T}_\gamma(h) \). Recall that a set \( U \) is said to be totally disconnected if for each point \( x \in U \), the connected component of \( x \) in \( U \) consists of just that point \( x \). By [Fal14, Proposition 3.5], a sufficient condition for a set to be totally disconnected is that this set has Hausdorff dimension strictly less than 1. In particular, observe that if \( |\gamma| > \sqrt{2} \), then \( \mathcal{T}_\gamma(h) \) has almost sure Hausdorff dimension strictly less than 1, which therefore implies that \( \mathcal{T}_\gamma(h) \) is almost surely totally disconnected. One may wonder whether this property extends to the full range \( \gamma \in [-2, 2] \setminus \{0\} \). The answer to this question is positive and this is the main result of our work. By conformal invariance, we may restrict ourselves to the case where \( h \) is a Dirichlet GFF in \( D = \mathbb{D} \) where \( \mathbb{D} := \{ z \in \mathbb{C} : |z| < 1 \} \) is the complex unit disc.

**Theorem 1.1.** Let \( h \) be a GFF with Dirichlet boundary conditions in \( \mathbb{D} \). Then almost surely, \( \mathcal{T}_\gamma(h) \) is totally disconnected for all \( \gamma \in [-2, 2] \setminus \{0\} \).

The proof of this result is based on a coupling of the Dirichlet GFF with a nested version of CLE\(_4\). This coupling, and the construction of nested CLE\(_n\), will be described precisely below, but let us simply say for now that it gives rise to a different, but natural, definition of the set of \( \gamma \)-thick points for the GFF, \( \Phi_\gamma(h) \), defined via its so-called weighted CLE\(_4\) nesting field, as studied in [MWW15, MWW16] and that we recall in equation (7) below. It will follow rather immediately from the total disconnectedness of the complement of nested CLE\(_4\) (the result of Theorem 1.4 of this paper) that \( \Phi_\gamma(h) \) is almost surely a totally disconnected set. Theorem 1.1 is then a consequence of the following result, that is of independent interest, and can be thought of as a universality statement for different notions of GFF-thick points. Results of this kind have also been obtained in [CR17] where it was shown that the thick points of the GFF defined via various approximations of the field – convolution with a smooth mollifier, white noise approximations and integral cut-offs of the covariance – agree, provided the approximations satisfy some regularity and second moment assumptions.

**Theorem 1.2.** Let \( h \) be a GFF in \( \mathbb{D} \) with Dirichlet boundary conditions. Then, with probability one, \( \mathcal{T}_\gamma(h) \equiv \Phi_\gamma(h) \) for every \( \gamma \in [-2, 2] \setminus \{0\} \).

### 1.2 Application to Liouville quantum gravity

The exponential of the GFF first appeared in the physics literature in the context of Euclidean quantum field theories [HK71], where it is used to describe the exponential interaction. It has also been used in the description of fluctuating strings, and in relation to 2D toy models of quantum gravity [Pol81]. The exponential of the GFF now plays a major role in random conformal geometry, where it is used to give a probabilistic construction of Liouville Conformal field theory (LCFT), solve random welding problems and investigate the continuum limit of random planar maps, to mention only a few applications. One of the most important objects in these contexts is the
Liouville quantum gravity (LQG) measure. It depends on a parameter $\gamma \in (0, 2)$ and can informally be defined as $\mu_\gamma(dz) = e^{\gamma h(z)}dz$ where $h$ is a Dirichlet GFF. As $h$ is not defined pointwise, the rigorous construction of $\mu_\gamma$ involves a regularisation procedure. When performed appropriately, it has been shown that this yields a limiting (atomless) measure for every $\gamma \in (0, 2)$; see [Ber17] for an elementary exposition. This measure is intimately connected to thick points of the underlying field. Indeed, if one samples a point according to the normalised LQG measure $\mu_\gamma$, with parameter $\gamma \in (0, 2)$, then this point is almost surely a $\gamma$-thick point of the field used to construct $\mu_\gamma$.

Another object of interest in the context of Liouville quantum gravity (and thus random planar maps) is the so-called LQG metric which can be thought of as a conformal perturbation of the Euclidean metric by the exponential of the GFF. Although the construction of the LQG metric is more involved than that of $\mu_h$, it has now been successfully carried out in a series of works, [DDDF20, GM21, DG22a, DG22b].

For a parameter $\xi > 0$, the LQG metric in a disk $\mathbb{D}$ is formally defined by

$$D^\xi_h(z, w) = \inf_{P: z \to w} \int_0^1 e^{\xi h(P(t))}|P'(t)|dt,$$

where the infimum is over all continuous paths from $z$ to $w$ inside $\mathbb{D}$ and $h$ is a GFF. The definition (3) is purely formal as $h$ is not defined pointwise. To properly construct the LQG metric, one defines rescaled approximations of $D^\xi_h$ using a regularised version of $h$ and then shows tightness of these approximations in an appropriate topology. The final step is to prove that any subsequential limit must satisfy a natural set of axioms that uniquely characterises the metric.

The properties of the LQG metric crucially depend on the parameter $\xi$ in (3). In particular, by [DG22a, Pfe21], there exists a unique $\xi_{crit} > 0$ such that if $\xi > \xi_{crit}$, then the metric with parameter $\xi$ almost surely does not induce the Euclidean topology on $\mathbb{D}$. Instead, such a metric, called supercritical, admits a set of singular points: these points are at infinite distance from every other point. We denote by $S^\xi_h(\mathbb{D})$ this set of singular points of $D^\xi_h$, that is

$$S^\xi_h(\mathbb{D}) := \{z \in \mathbb{D} : D^\xi_h(z, w) = \infty \ \forall \ w \in \mathbb{D} \setminus \{z\}\}.$$

This set is intimately related to thick points of $h$. Indeed, [Pfe21, Proposition 1.11] shows that there exists $Q(\xi) \in (0, 2)$ such that

$$S^\xi_h(\mathbb{D}) = \{z \in \mathbb{D} : \limsup_{r \to 0} \frac{h_r(z)}{\log 1/r} > Q(\xi)\} \text{ almost surely.}$$

A consequence of the proof of Theorem 1.1 is the almost sure total disconnectedness of $S^\xi_h(\mathbb{D})$.

**Proposition 1.3.** Let $\xi > \xi_{crit}$. Then $S^\xi_h(\mathbb{D})$ is almost surely totally disconnected.

### 1.3 Outline of the proof and further results

Let us now discuss the proof of Theorem 1.1. As mentioned above, it relies on a coupling of a nested CLE$_4$, $\Gamma$, as the set of so-called level lines of a GFF $h$ with Dirichlet boundary conditions. Non-nested CLE$_\kappa$ are a family of probability distributions on ensembles of non-nested loops (closed curves) in open and simply connected domains of the complex plane [She09, SW12]. They are well-defined for $\kappa \in (8/3, 8)$, and connected to the Schramm–Loewner evolution with parameter $\kappa$ via the so-called branching tree construction [She09]. The geometry of the loops depends on the value of $\kappa$: when $\kappa \in (8/3, 4]$, these loops are almost surely simple loops that do not intersect each other or the boundary of $D$; on the contrary, when $\kappa \in (4, 8)$, they are almost surely non-simple but non-self-crossing and they may touch (but not cross) the boundary of $D$ and each other. A nested CLE$_\kappa$ is constructed from a non-nested CLE$_\kappa$ by iterating the construction of non-nested CLE$_\kappa$ in each loop. That is, when $\kappa \in (8/3, 4]$, at each iteration, one constructs a non-nested CLE$_\kappa$ in the interior of each loop drawn at the previous iteration, while when $\kappa \in (4, 8)$, one constructs a non-nested CLE$_\kappa$ in the interior of each connected component of each loop drawn at the previous iteration.

Here and in the sequel, when we say that $\Gamma$ is a non-nested CLE$_\kappa$, $\Gamma$ refers to the set defined by the closure of the union of all the loops. However, when we say that $\Gamma$ is a nested CLE$_\kappa$, we mean the collection of all loops – the closure of the union of all nested loops would just give the full domain. There are many ways to put a topology on this collection of nested loops to obtain a metrisable space (for example, extending the definition in [SW12, Section 2.1] to also keep track of the nesting generation).

An important property of non-nested and nested CLE$_\kappa$ is their conformal invariance in law: if $\varphi : D \to \hat{D}$ is a conformal map between two open and simply connected domains of $\mathbb{C}$ and $\Gamma$ is a non-nested, resp. nested, CLE$_\kappa$ in $D$, then $\varphi(\Gamma)$ has the law of a non-nested, resp. nested, CLE$_\kappa$ in $\hat{D}$. 


The GFF with Dirichlet boundary conditions and nested CLE$_4$ are deeply connected, [MS11]. As this result is at the core of the proof, let us now provide some more details; see also [ASW19, Section 4]. Set $\lambda := \sqrt{\pi}/8$ and let $h$ be a Dirichlet GFF in $\mathbb{D}$. Then a non-nested CLE$_4$ $\Gamma$ in $\mathbb{D}$ can be coupled to $h$ as a so-called local set [SS13, MS16]. The key point is that in this coupling, conditionally on $\tilde{\Gamma}$, we can decompose

$$h = \sum_j h^{O_j} + H$$

where the $h^{O_j}$ are independent GFFs with Dirichlet boundary conditions in each simply connected component $O_j$ of $\mathbb{D} \setminus \tilde{\Gamma}$ and $H$ is a random distribution in $\mathbb{D}$ that is almost surely constant when restricted to each $O_j$, with $\mathbb{P}(H = -2\lambda) = \mathbb{P}(H = 2\lambda) = 1/2$ independently for each $j$. Moreover, the fields $h^{O_j}$ and $H$ are independent. This coupling can then be iterated in each $O_j$ with respect to the field $h^{O_j}$ and this eventually gives rise to a coupling between $h$ and a nested CLE$_4$ $\Gamma$ in $\mathbb{D}$.

Another way of defining this coupling is as follows. Let $\Gamma$ be a nested CLE$_4$ in $\mathbb{D}$. For $n \geq 1$, let $\text{Loop}^{(n)}(\Gamma)$ denote the set of loops drawn at iteration $n$ of $\Gamma$ and for $z \in \mathbb{D}$, let $\ell_z^n$ be the loop of $\text{Loop}^{(n)}(\Gamma)$ surrounding $z$. Define also, for $z \in \mathbb{D}$,

$$H_n(z) = \sum_{j=1}^n \xi_{\ell_z^n}$$

(4)

where $(\xi_{\ell_z^n})_{1 \leq j \leq n}$ are independent and identically distributed random variables, one for each loop surrounding $z$ until iteration $n$, with for $1 \leq j \leq n$, $\mathbb{P}(\xi_{\ell_z^n} = -2\lambda) = \mathbb{P}(\xi_{\ell_z^n} = 2\lambda) = 1/2$. As $n \to \infty$, the function $z \mapsto H_n(z)$ almost surely converges in the space of distributions to a GFF $h$ with Dirichlet boundary conditions in $\mathbb{D}$, [MS11, MWW15, ASW19]. In the resulting coupling, for $n \geq 1$, conditionally on all the loops and their labels up to iteration $n$, the field $h$ can be decomposed as

$$h = \sum_j h^{O_j} + H_n$$

where the $h^{O_j}$ are independent Dirichlet GFFs in the interior of $O_j$ of each loop of $\text{Loop}^{(n)}(\Gamma)$, and $H_n$ is the function defined in (4). The fields $h^{O_j}$ and $H_n$ are independent and note that $H_n$ takes values in $\{-2n\lambda, \ldots, 2n\lambda\}$ and is constant when restricted to each $O_j$. Moreover, it can be shown that $\Gamma$ and the labels $(\xi_{\ell_n}, \ell_n \in \text{Loop}(\Gamma))$ of the loops of $\Gamma$ are deterministic functions of the field $h$ [ASW19].

In view of this coupling, heuristically, points in $\Gamma$ should almost surely not be thick points of $h$. Therefore, understanding the connectedness properties of $\mathcal{T}_r(h)$ amounts to understanding those of the complement of the nested CLE$_4$. Provided this heuristic can be made precise, the other key ingredient needed to prove Theorem 1.1 is the following result, which asserts that the complement of a nested CLE$_4$ is totally disconnected. In fact, since there is no extra work involved, we prove the result for arbitrary CLE$_\kappa$ with $\kappa \leq 4$.

**Theorem 1.4.** Let $\kappa \in (8/3, 4]$ and let $\Gamma$ be a nested CLE$_\kappa$ in $\mathbb{D}$. Then the complement of $\Gamma$, i.e., the complement in $\mathbb{D}$ of the union of all loops in $\Gamma$, is almost surely totally disconnected.

The proof of Theorem 1.4 uses the coupling between a non-nested CLE$_\kappa$ and a Brownian loop soup with intensity $c = c(\kappa)$ [SW12] and this is why the result is stated only for $\kappa \in (8/3, 4]$. Section 2 will be dedicated to its proof.

With Theorem 1.4 in hand, the proof of Theorem 1.1 reduces to showing that thick points of the Dirichlet GFF must be contained in the complement of its coupled nested CLE$_4$ loops. We will in fact show something slightly stronger, as already explained informally in Theorem 1.2. Namely, that the set of thick points agrees with the set of points where $H_n$, defined in (4), grows atypically fast. In particular this means that it cannot include any points on the nested CLE$_4$ loops themselves.

Let us now define this latter set more precisely. It is one example of the set of “thick points” of a so-called weighted CLE$_\kappa$ nesting field, introduced and studied in [MWW16, MWW15]. So let us make a small detour to explain the general construction. Let $\kappa \in (8/3, 8)$ and let $\Gamma$ be a nested CLE$_\kappa$ in $D$. Fix a probability distribution $\mu$ on $\mathbb{R}$ with mean $0$ and finite second moment. Conditionally on $\Gamma$, let $(\xi_{\ell_n})_{\ell \in \Gamma}$ be i.i.d random variables with distribution $\mu$. The associated (truncated) weighted nesting field is defined as, for $z \in D$ and $r > 0$,

$$S_{r}(z) := \sum_{\ell \in \Gamma_r(z)} \xi_{\ell}$$

(5)

where $\Gamma_r(z)$ is the set of loops in $\Gamma$ that surrounds the ball $B(z, r)$. In particular, if the point $z$ lies on one of the loops of $\Gamma$, then $S_r(z)$ will be constant above some finite value of $r$. Comparing to above, e.g. around (4), we see
that in the case where $\kappa = 4$ and $\mu$ is Rademacher, the limiting field is just a multiple of the GFF. As shown in [MWW15], this object has a limit more generally as $r \to 0$: for any fixed $\delta > 0$, there exists a $H_{\text{loc}}^{-2-\delta}(D)$-valued random variable $S$ such that for all $f \in C_0^\infty(D)$, almost surely $\lim_{r \to 0}(S_{r,f}) = (S,f)$. As in the case of the Gaussian free field, $S$ is not defined pointwise but does admit a special set of points, called thick points, at which loosely speaking, $S$ takes atypically high or low values. More precisely, let $\alpha \in \mathbb{R}$. The set of $\alpha$-thick points naturally associated to $S$ is defined to be

$$\Phi_\alpha^\mu(\Gamma) := \{z \in D : \lim_{r \to 0} \frac{S_r(z)}{\log 1/r} = \alpha\}.$$  

(6)

The set of values of $\alpha$ for which $\Phi_\alpha^\mu(\Gamma)$ is almost surely non-empty depends on $\kappa$ and $\mu$. When $\Phi_\alpha^\mu(\Gamma)$ is almost surely non-empty, its almost sure Hausdorff dimension is given in terms of the Fenchel-Legendre transforms of $\mu$ and of the law of the difference in log conformal radii between two successive CLE$_\kappa$ loops [MWW16]. Moreover, $\Phi_\alpha^\mu(\Gamma)$ is conformally invariant, in the sense that if $\phi$ is a conformal map from $D$ to another simply connected domain, then $\Phi_\alpha^\mu(\phi(\Gamma)) = \phi(\Phi_\alpha^\mu(\Gamma))$ almost surely. The next result, which follows almost immediately from Theorem 1.4, says that this set is almost surely totally disconnected when $\kappa \in (8/3,4]$ and $\alpha \neq 0$. By conformal invariance, as before, we may restrict ourselves to $D = \mathbb{D}$.

**Corollary 1.5.** Let $\kappa \in (8/3,4]$ and let $\Gamma$ be a nested CLE$_\kappa$ in $\mathbb{D}$. Let $\mu$ be a probability distribution on $\mathbb{R}$ such that $\mu$ has 0 mean and finite second moment. Then

$$\mathbb{P}(\Phi_\alpha^\mu(\Gamma) \text{ is totally disconnected } \forall \alpha \in \mathbb{R} \setminus \{0\}) = 1.$$  

To complete the proof of Theorem 1.1, observe that as mentioned in the discussion before Theorem 1.4 describing the coupling of a Dirichlet GFF $h$ with a nested CLE$_4$, $h$ is the limiting weighted nesting field associated to the CLE, with labels given by the $\xi_{\ell,1}$s from (4). In other words, if for $z \in \mathbb{D}$ and $r > 0$ we set

$$S_r(z) = \sum_{\ell \in \text{Loop}(\Gamma) \cap \partial B(z,r)} \xi_{\ell,1} = H_{J_{\ell,1}-1}(z)$$

where $n(\ell)$ is such that $\ell \in \text{Loop}(n(\ell))(\Gamma)$ and $J_{\ell,1}$ is the nesting depth of the first loop in $\Gamma$ intersecting $B(z,r)$, then $z \to S_r(z)$ defines a weighted nesting field. In what follows, we refer to this special instance of $(S_r(z))_{r,z}$ as the weighted CLE$_4$ nesting field coupled to $h$. We write $\Phi_r(h)$ for the associated set of $\gamma$-thick points as in (6). Observe that Corollary 1.5 implies that $\Phi_r(h)$ is almost surely totally disconnected for all $\gamma \in \mathbb{R} \setminus \{0\}$ since the distribution of the labels in this case is given by $\mu(\{2\lambda\}) = \mu(\{-2\lambda\}) = 1/2$, which is indeed centered with finite second moment.

Given Corollary 1.5, the following relation between $h$ and $S$ will allow us to conclude the proof of Theorem 1.1. Here and in the sequel, we set for $z \in \mathbb{D}$ and $r > 0$

$$\tilde{h}_r(z) = \frac{h_r(z)}{\log 1/r} \quad \text{and} \quad \tilde{S}_r(z) = \frac{S_r(z)}{\log 1/r},$$

where as usual, we work with the jointly Hölder continuous version of the circle average process $(h_r(z))_{r,z}$ described in the discussion around (1).

**Theorem 1.6.** Let $h$ be a GFF with Dirichlet boundary conditions in $\mathbb{D}$, let $(h_r(z))_{r,z}$ be its circle average field and let $(S_r(z))_{r,z}$ be its coupled weighted nesting CLE$_4$ field. Then

$$\sup_{z \in \mathbb{D}} \limsup_{r \to 0} |\tilde{h}_r(z) - \tilde{S}_r(z)| = 0 \quad \text{almost surely.}$$

In particular, Theorem 1.6 implies Theorem 1.2.

Finally, from Theorem 1.6, we deduce a side result about the thickness of a special class of local sets for the GFF, called bounded-type local sets (BTLS), which were introduced in [ASW19] and further studied in [AS18]. Recall that if $A$ is a local set coupled to a GFF $h$, then conditionally on $A$, $h = h_A + H_A$ where $A$ is a GFF with Dirichlet boundary conditions in $D \setminus A$ and $H_A$ is almost surely a harmonic function when restricted to $D \setminus A$ [WP21, Section 4.2]. BTLS are then defined as follows. Let $h$ be a Dirichlet GFF in an open and simply connected domain $D \subset \mathbb{C}$. A set $A$ is said to be a BTLS coupled to $h$ if

- there exists a constant $K > 0$ such that almost surely $|H_A| \leq K$ in $D \setminus A$;
- $A$ is a thin local set, that is for all $f \in C_0^\infty(D)$, conditionally on $A$, $(h,f) = (h_A,f) + \int_{D \setminus A} H_A(x)f(x)dx$;
• almost surely each connected component of $A$ that does not intersect $\partial D$ has a neighbourhood that does intersect no other connected component of $A$.

The two-valued sets of a GFF $h$ are particular examples of BTLS: for $a, b > 0$ such that $a + b > 2\lambda$, the two-valued set $A_{a,b}$ is the only local set coupled to $h$ such that the corresponding harmonic function $H_{a,b}$ takes values in $\{-a, b\}$ [AS18].

**Corollary 1.7.** Let $K > 0$. Let $h$ be a GFF in $\mathbb{D}$ with Dirichlet boundary conditions and let $A$ be a $K$-BTLS coupled to $h$. Then, for any $\gamma \in [-2, 2] \setminus \{0\}$,

$$\{ z \in \mathbb{D} : \lim_{r \to 0} \frac{h_r(z)}{\log 1/r} = \frac{\gamma}{\sqrt{2\pi}}, z \in A \} = \emptyset \quad \text{almost surely.}$$

This paper is structured as follows. In Section 2, we prove Theorem 1.4 and Corollary 1.5. Then, in Section 3, we turn to the proof of Theorem 1.6, thus completing the proof of Theorem 1.1. This section ends with the proofs of Proposition 1.3 and Corollary 1.7.
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## 2 The complement of nested CLE is almost surely totally disconnected

Let $\kappa \in (8/3, 4]$ and let $\Gamma$ be a nested CLE$_\kappa$ in $\mathbb{D}$. For $n \in \mathbb{N}$, we say that a loop $\ell \in \Gamma$ has depth $n$ if it is surrounded by exactly $n - 1$ loops of $\Gamma$ and we denote by $\text{Loop}^{(n)}(\Gamma)$ the set of such loops. We set $\Gamma^{(1)} = \bigcup_{\ell \in \text{Loop}^{(1)}(\Gamma)} \ell$ and iteratively define

$$\Gamma^{(n+1)} = \Gamma^{(n)} \cup \bigcup_{\ell \in \text{Loop}^{(n+1)}(\Gamma)} \ell.$$

The following properties of nested CLE$_\kappa$, $\kappa \in (8/3, 4]$, were established in [SW12]. For each $n$, $\mathbb{D} \setminus \Gamma^{(n)}$ almost surely consists of infinitely many open and simply connected components. These components are the interiors $(\text{int}(\ell_j))_j$ of the loops of $\text{Loop}^{(n)}(\Gamma)$. In particular, their boundaries are almost surely continuous simple loops in $\mathbb{D}$. These loops almost surely do not intersect each other and if $\ell_1$ is a loop of depth $n$ and $\ell_2$ a loop of depth $n + 1$ surrounded by $\ell_1$, then $\ell_2$ almost surely does not intersect $\ell_1$. Moreover, since CLE$_\kappa$ is locally finite, for each $n$ and $\epsilon > 0$, almost surely only finitely many connected components of $\mathbb{D} \setminus \Gamma^{(n)}$ have diameter larger than $\epsilon$. In the sequel, the number of such connected components will be a quantity of interest and it is convenient to introduce the following notation: if $D \subset \mathbb{C}$ is a simply connected domain, $U$ a subset of $D$ and $0 < x < \text{diam}(D)$, $N_x(U)$ denotes the number of connected components of $D \setminus U$ that have diameter larger than $x$. In particular, if $\Gamma$ is a non-nested CLE$_\kappa$ in $D$ and $0 < x < \text{diam}(D)$, $N_x(\Gamma)$ stands for the number of connected components of $D \setminus \Gamma$ that have diameter larger than $x$.

Theorem 1.4 will follow from the following lemma.

**Lemma 2.1.** Let $\kappa \in (8/3, 4]$ and let $\Gamma$ be a nested CLE$_\kappa$ in $\mathbb{D}$. For any $\epsilon > 0$, there almost surely exists $n \in \mathbb{N}$ such that $N_\epsilon(\Gamma^{(n)}) = 0$.

Assuming this lemma, it is straightforward to deduce Theorem 1.4.

**Proof of Theorem 1.4 given Lemma 2.1.** Let $\kappa \in (8/3, 4]$ and let $\Gamma$ be a nested CLE$_\kappa$ in $\mathbb{D}$. We have

$$\mathbb{P}(\text{the complement of } \Gamma \text{ is not totally disconnected}) \leq \mathbb{P}(\exists \epsilon > 0 : N_\epsilon(\bigcup_{m \in \mathbb{N}} \Gamma^{(m)}) \neq 0) = 0$$

where the last equality follows from Lemma 2.1 and the fact that $N_\epsilon(\bigcup_{m \in \mathbb{N}} \Gamma^{(m)}) \leq N_\epsilon(\Gamma^{(n)})$ for any fixed $n$. This completes the proof of Theorem 1.4 assuming Lemma 2.1.

We now turn to the proof of Corollary 1.5, which is a consequence of Theorem 1.4 and of the definition of the set of thick points of a weighted nesting CLE$_\kappa$ field.
Lemma 2.2. Let \( \kappa \in (8/3, 4] \). There exist \( d = d(\kappa) > 1.9 \) such that the following holds. For each \( p \in \mathbb{N}^* \), there exists a constant \( C_p = C_p(\kappa) < \infty \) such that if \( D \subseteq \mathbb{D} \) is an open and simply connected domain with \( \text{diam}(D) > d \), and \( \Gamma_D \) is a non-nested CLE_\kappa in \( D \), then
\[
\mathbb{E}[N_d(\Gamma_D)^p] \leq C_p.
\]
In particular, the constant \( C_p \) does not depend on \( D \).

Proof. The proof relies on the loop-soup construction of the non-nested CLE_\kappa, \( \kappa \in (8/3, 4] \). Let \( \kappa \in (8/3, 4] \). By Theorem 1.6 in [SW12], there exists a unique \( c = c(\kappa) \in (0, 1] \) such that a non-nested CLE_\kappa \( \tilde{\Gamma} \) can be constructed from a Brownian loop-soup \( L \) with intensity \( c \). More precisely, if \( D \) is an open and simply connected domain in \( \mathbb{C} \), we can couple a non-nested CLE_\kappa \( \tilde{\Gamma}_D \) in \( D \) and a Brownian loop-soup \( \mathcal{L}_D \) in \( D \) with intensity \( c \) in such a way that the loops of \( \tilde{\Gamma}_D \) correspond to the outermost boundaries of the outermost clusters of loops in \( \mathcal{L}_D \). Using this coupling, we are going to show that there exist \( d = d(\kappa) \) such that for any \( D \subseteq \mathbb{D} \), the probability that there exist \( j \) loops with diameter larger than \( d \) in a non-nested CLE_\kappa \( \tilde{\Gamma}_D \) in \( D \) decays exponentially fast, uniformly in \( D \subseteq \mathbb{D} \). From this, we will be able to show that the moments of \( N_d(\tilde{\Gamma}_D) \) are uniformly bounded in the domain \( D \subseteq \mathbb{D} \).

Consider the coupling \( (\tilde{\Gamma}_D, \mathcal{L}_D) \) described above with \( D = \mathbb{D} \). For \( w \in \partial \mathbb{D} \) and \( 0 < r_1 < r_2 < 1 \), we let
\[
A(w, r_1, r_2) = \{ z \in \mathbb{D} : r_1 < |z - w| < r_2 \}
\]
denote the “boundary annulus” centered at \( w \) on the boundary of \( \mathbb{D} \) with inner radius \( r_1 \) and outer radius \( r_2 \). For \( k \in \mathbb{N}^* \) and a loop-soup \( \mathcal{L} \), we also define the event
\[
C(\mathcal{L}; k, w, r_1, r_2) = \{ \text{there exist } k \text{ disjoint chains of loops in } \mathcal{L} \text{ that cross } A(w, r_1, r_2) \}
\]
where a chain of loops in \( \mathcal{L} \) is defined as a sequence \( (\ell_k)_k \) of loops in \( \mathcal{L} \) such \( \ell_k \cap \ell_{k+1} \neq \emptyset \) for each \( k \). By the results in [SW12], the loops of \( \mathcal{L}_D \) almost surely do not intersect \( \partial \mathbb{D} \). This implies that for any \( r_2 < 1 \) and \( w \in \partial \mathbb{D} \),
\[
\mathbb{P}(C(\mathcal{L}_D; 1, w, r_1, r_2)) \to 0 \quad \text{as } n \to \infty.
\]
Indeed, the sequence \( C(\mathcal{L}_D; 1, w, \frac{1}{n}, r_2) \) is a decreasing sequence of events and if the intersection over \( n \) occurs, there must exist a cluster of loops in \( \mathcal{L}_D \) whose closure intersects the boundary of \( \mathbb{D} \). By [SW12, Lemma 9.4], this event has zero probability. Since \( \lim_{n \to \infty} \mathbb{P}(C(\mathcal{L}_D; 1, w, \frac{1}{n}, r_2)) = \mathbb{P}(\lim_{n \to \infty} C(\mathcal{L}_D; 1, w, \frac{1}{n}, r_2)) \), we deduce that the convergence (9) holds.

Let us now fix \( r_2 < 1 \) and \( w \in \partial \mathbb{D} \). From the previous convergence, we deduce that there exists \( r_1 \in (0, r_2) \) such that \( \mathbb{P}(C(\mathcal{L}_D; 1, w, r_1, r_2)) < 1 \). Moreover, by conformal (rotational) invariance of the Brownian loop-soup, \( r_1 \) does not depend on \( w \). Hence, we may set \( p_2 := \mathbb{P}(C(\mathcal{L}_D; 1, w, r_1, r_2)) \), for this particular choice of \( r_1 \), \( r_2 \) (and arbitrary \( w \in \partial \mathbb{D} \)).

With \( r_1 \) and \( r_2 \) as above, we may now be going to surround \( \partial \mathbb{D} \) from the inside of \( \mathbb{D} \) by a collection \( \mathcal{A}(\mathbb{D}) \) of boundary annuli of inner radius \( r_1 \) and outer radius \( r_2 \). Pick a point \( w_1 \in \partial \mathbb{D} \) and add \( A(w_1, r_1, r_2) \) to \( \mathcal{A}(\mathbb{D}) \). Then let \( w_2 \) be the most clockwise intersection point of \( \partial B(w_1, r_1) \) with \( \partial \mathbb{D} \). Add \( A(w_2, r_1, r_2) \) to \( \mathcal{A}(\mathbb{D}) \). Continue this procedure until the newly added boundary annulus intersects the inner radius of \( A(w_1, r_1, r_2) \). The obtained
collection \( \mathcal{A}(\mathbb{D}) = \{ A(w_j, r_1, r_2) \}_{j} \) contains \( O(r_1^{-1}) \) boundary annuli and is such that any boundary point of \( \mathbb{D} \) lies inside the inner circle of some \( A(w_j, r_1, r_2) \) in \( \mathcal{A}(\mathbb{D}) \).

Let \( h \) denote the distance between \( \partial \mathbb{D} \) and the intersection points of the inner circles of any two adjacent boundary annuli in \( \mathcal{A}(\mathbb{D}) \), see Figure 1. By construction, \( h \) is the same for any pair of adjacent boundary annuli. Set \( d = \max \{2 - h, 1.9\} \).

Let \( D \subset \mathbb{D} \) be an open and simply connected domain such that \( \text{diam}(D) > d \). We define the following covering of \( \partial D \)

\[
\mathcal{A}(D) := \{ A = A(w, r_1, r_2) \in \mathcal{A}(\mathbb{D}) : B(w, r_1) \cap D \neq \emptyset \}. \tag{10}
\]

Notice that \( |\mathcal{A}(D)| \leq |\mathcal{A}(\mathbb{D})| \). We couple a non-nested \( \text{CLE}_\kappa \) \( \tilde{\Gamma}_D \) in \( D \) and a Brownian loop-soup of intensity \( c(\kappa) \) in such a way \( \tilde{\Gamma}_D \) corresponds to the outermost boundaries of the outermost clusters of loops in \( \mathcal{L}_D \). Observe that a loop in \( \tilde{\Gamma}_D \) with diameter larger than \( d \) must intersect at least two different boundary annuli in \( \mathcal{A}(D) \) and must actually cross one of these two boundary annuli. Since, in the coupling, the loops of \( \tilde{\Gamma}_D \) are the outer boundaries of the outermost clusters of loops of \( \mathcal{L}_D \), the existence of such a loop in \( \tilde{\Gamma}_D \) implies that a chain of loops in \( \mathcal{L}_D \) crosses a boundary annulus in \( \mathcal{A}(D) \). Moreover, if there are \( j \) disjoint \( \text{CLE}_1 \) loops in \( \tilde{\Gamma}_D \), then there must \( j \) disjoint chains of loops in \( \mathcal{L}_D \); these \( j \) disjoint \( \text{CLE}_1 \) loops correspond to the outer boundaries of \( j \) disjoint outermost clusters of \( \mathcal{L}_D \). To upper bound the probability that there exist such \( j \) disjoint clusters in \( \mathcal{L}_D \), we observe that for \( j \geq 1 \), by the pigeon hole principle,

\[
\{ \exists j \text{ disjoint clusters in } \mathcal{L}_D \} \subset \{ \exists A \in \mathcal{A}(D) \text{ such that } \mathcal{C}(\mathcal{L}_D; \lceil \frac{j}{|\mathcal{A}(D)|} \rceil, w, r_1, r_2) \text{ occurs} \}.
\]

Therefore, for \( j \geq 1 \), by a union bound,

\[
\mathbb{P}(N_d(\tilde{\Gamma}_D) \geq j) \leq \mathbb{P}\left( \bigcup_{A = A(w, r_1, r_2) \in \mathcal{A}(D)} \mathcal{C}(\mathcal{L}_D; \lceil \frac{j}{|\mathcal{A}(D)|} \rceil, w, r_1, r_2) \right) \\
\leq \sum_{A = A(w, r_1, r_2) \in \mathcal{A}(D)} \mathbb{P}(\mathcal{C}(\mathcal{L}_D; \lceil \frac{j}{|\mathcal{A}(D)|} \rceil, w, r_1, r_2)). \tag{11}
\]

To upper bound the probabilities appearing on the right hand side of (11), we apply the BK inequality for Poisson point processes [VDB96]. This allows us to upper bound the probability that there exist \( k \) crossings of a given boundary annulus by disjoint chains of loops of \( \mathcal{L}_D \) as follows. Given a realisation \( \omega \) of the Brownian loop soup, we say that two increasing events \( A \) and \( B \) occur disjointly, and denote this event by \( A \circ B \), if there exist two disjoint subsets \( K = K(\omega), L = L(\omega) \) of \( D \) such that \( \omega_K \in A \) and \( \omega_L \in B \), where \( \omega_K \), respectively \( \omega_L \), denotes the
realisation \( \omega \) restricted to \( K \), respectively to \( L \). The BK inequality then states that \( \mathbb{P}(A \circ B) \leq \mathbb{P}(A)\mathbb{P}(B) \). For \( k \geq 1 \), the event \( \mathcal{C}(\mathcal{L}_D; k, w, r_1, r_2) \) corresponds to the disjoint occurrence of \( k \) increasing events:

\[
\mathcal{C}(\mathcal{L}_D; k, w, r_1, r_2) = \mathcal{C}(\mathcal{L}_D; 1, w, r_1, r_2) \circ \cdots \circ \mathcal{C}(\mathcal{L}_D; 1, w, r_1, r_2).
\]

Therefore, for any \( w \in \partial \mathbb{D} \) and \( k \in \mathbb{N}^* \),

\[
\mathbb{P}(\mathcal{C}(\mathcal{L}_D; k, w, r_1, r_2)) \leq \mathbb{P}(\mathcal{C}(\mathcal{L}_D; 1, w, r_1, r_2))^k = e^{-c_D k}
\]

where we have set \( c_D := -\log(\mathbb{P}(\mathcal{C}(\mathcal{L}_D; 1, w, r_1, r_2))) \).

It is also not hard to see that

\[
c_D \geq c_D = -\log p_D > 0.
\]

Indeed, this follows from the fact that \( \mathcal{L}_D \) and \( \mathcal{L}_E \) can be coupled so that \( \mathcal{L}_D \subseteq \mathcal{L}_E \) almost surely (due to the restriction property of the Brownian loop measure [LW04]). In this coupling, if \( A = A(w, r_1, r_2) \in \mathcal{A}(D) \), then the existence of a chain of loops in \( \mathcal{L}_D \) that crosses \( A \) implies the existence of a chain of loops in \( \mathcal{L}_E \) that crosses \( A \). Therefore

\[
\mathbb{P}(\mathcal{C}(\mathcal{L}_D; 1, w, r_1, r_2)) \leq \mathbb{P}(\mathcal{C}(\mathcal{L}_D; 1, w, r_1, r_2)) = p_D.
\]

which is equivalent to \( (13) \).

Going back to \( (11) \), the inequality \( (12) \) yields

\[
\mathbb{P}(N_d(\tilde{\Gamma}_D \geq j)) \leq |\mathcal{A}(D)| \exp\left(-c_D \left\lfloor \frac{j}{|\mathcal{A}(D)|} \right\rfloor \right).
\]

The statement of Lemma 2.2 follows from this. Indeed, for \( p \in \mathbb{N}^* \),

\[
\mathbb{E}[N_d(\tilde{\Gamma}_D)^p] = \sum_{k \geq 1} k^p \mathbb{P}(N_d(\tilde{\Gamma}_D) = k)
\]

\[
\leq \sum_{k \geq 1} k^p \mathbb{P}(N_d(\tilde{\Gamma}_D) \geq k)
\]

\[
\leq \sum_{j \geq 0} \sum_{k = |\mathcal{A}(D)|+1}^{j+\mathcal{A}(D)+1} k^p |\mathcal{A}(D)| e^{-c_D} e^{-c_D (j+1)}
\]

where we used \( (14) \) in the last inequality. Upper bounding \( |\mathcal{A}(D)| \) by \( |\mathcal{A}(D)| \) and remembering \( (13) \), we obtain that

\[
\mathbb{E}[N_d(\tilde{\Gamma}_D)^p] \leq |\mathcal{A}(D)| e^{-c_D} \sum_{j \geq 0} (j+1)^p |\mathcal{A}(D)| e^{-c_D j}
\]

\[
\leq |\mathcal{A}(D)| e^{-c_D} \sum_{j \geq 0} (j+1)^p e^{-c_D j},
\]

and the series on the right-hand side is finite. This concludes the proof of Lemma 2.2.

The uniform bound on the moments of \( N_d(\tilde{\Gamma}_D) \) established in Lemma 2.2 allows us to apply Hölder inequality to derive the following result. As one may guess, this result will be the key to show the almost sure finiteness of the tree constructed in the proof of Lemma 2.1.

**Lemma 2.3.** Let \( \kappa \in (8/3, 4] \) and \( d = d(\kappa) \) be as given by Lemma 2.2. Then there exists \( d_0 = d_0(\kappa) \in [d, 2] \) and \( c < 1 \) such that the following holds. Let \( D \subseteq \mathbb{D} \) be an open and simply connected domain with \( \text{diam}(D) > d \). Let \( \tilde{\Gamma}_D \) be a non-nested CLE\(_\kappa \) in \( D \). Then

\[
\mathbb{E}[N_{d_0}(\tilde{\Gamma}_D)] \leq c < 1.
\]

In particular, \( c < 1 \) does not depend on \( D \).

**Proof.** Let \( D \subseteq \mathbb{D} \) be an open and simply connected domain such that \( \text{diam}(D) > d \) where \( d \) is as in Lemma 2.2. By Hölder’s inequality, for any \( d \in [d, 2] \), we have

\[
\mathbb{E}[N_{d}(\tilde{\Gamma}_D)] = \mathbb{E}[N_{d}(\tilde{\Gamma}_D) 1_{\{N_{d}(\tilde{\Gamma}_D) > 0\}}] \leq \mathbb{E}[N_{d}(\tilde{\Gamma}_D)^2]^{1/2} \mathbb{P}(N_{d}(\tilde{\Gamma}_D) > 0)^{1/2}.
\]
Moreover, since the random variables \( N_x(\hat{\Gamma}_D) \), \( x \in (0,2] \), are non-increasing, we can further write, for any \( \tilde{d} \in [d,2) \)

\[
\mathbb{E}[N_{\tilde{d}}(\hat{\Gamma}_D)] \leq \mathbb{E}[N_d(\hat{\Gamma}_D)]^{1/2} \mathbb{P}(N_{\tilde{d}}(\hat{\Gamma}_D) > 0)^{1/2}. \tag{15}
\]

By Lemma 2.2, there exists a constant \( C_2 < \infty \), independent of \( D \), such that \( \mathbb{E}[N_d(\hat{\Gamma}_D)^2] \leq C_2 \). If \( C_2 < 1 \), from (15) and the trivial bound \( \mathbb{P}(N_{\tilde{d}}(\hat{\Gamma}_D) > 0) \leq 1 \), we obtain that for any \( \tilde{d} \in [d,2) \), \( \mathbb{E}[N_{\tilde{d}}(\hat{\Gamma}_D)] < 1 \) and the lemma follows with \( d_0 = \tilde{d} \). If \( C_2 \geq 1 \), (15) yields that for any \( \tilde{d} \in [d,2) \)

\[
\mathbb{E}[N_{\tilde{d}}(\hat{\Gamma}_D)] \leq \sqrt{C_2} \mathbb{P}(N_{\tilde{d}}(\hat{\Gamma}_D)) > 0)^{1/2}. \tag{16}
\]

We next claim that for any \( \tilde{d} \in [d,2) \),

\[
\mathbb{P}(N_{\tilde{d}}(\hat{\Gamma}_D)) > 0) \leq \mathbb{P}(N_d(\hat{\Gamma}_D)) > 0). \tag{17}
\]

This is easily seen by using a coupling \( (\mathcal{L}_D, \hat{\Gamma}_D, \mathcal{L}_D, \hat{\Gamma}_B) \) where \( (\mathcal{L}_D, \mathcal{L}_D) \) are coupled as in the explanation to the inequality (13), and both \( (\mathcal{L}_D, \hat{\Gamma}_D) \) and \( (\mathcal{L}_D, \hat{\Gamma}_D) \) are coupled as in the proof of Lemma 2.2. In this coupling, for \( \tilde{d} \in [d,2) \),

- if \( N_d(\hat{\Gamma}_D) = 1 \), then the outermost cluster of loops in \( \mathcal{L}_D \) whose outer boundary corresponds to this loop in \( \hat{\Gamma}_D \) remains the same or gets larger when constructing \( \mathcal{L}_B \). Moreover, during the construction of \( \mathcal{L}_D \), outermost clusters of loops with diameter larger than \( \tilde{d} \) may appear.

- if \( N_d(\hat{\Gamma}_D) \geq 2 \), then the corresponding outermost clusters of loops in \( \mathcal{L}_D \) may merge together during the construction of \( \mathcal{L}_B \). In the worst case, all such clusters merge. But the single cluster thus formed still has diameter larger than \( \tilde{d} \).

The above reasoning then implies (17). Using this in (16), we thus obtain that for any \( \tilde{d} \in [d,2) \)

\[
\mathbb{E}[N_{\tilde{d}}(\hat{\Gamma}_D)] \leq \sqrt{C_2} \mathbb{P}(N_{\tilde{d}}(\hat{\Gamma}_D)) > 0)^{1/2}. \tag{18}
\]

The lemma will therefore follow if we can show that there exists \( d_0 \in [d,2) \) such that \( \mathbb{P}(N_{d_0}(\hat{\Gamma}_D) > 0) < 1/C_2 \). But this simply follows from the fact, writing \( d_{\max} \) for the diameter of the largest non-nested CLE\(_K\) loop in \( \mathbb{D} \), that

\[
\mathbb{P}(N_{\bar{x}}(\hat{\Gamma}_B) > 0) = \mathbb{P}(d_{\max} \geq x) \downarrow 0 \quad \text{as} \quad x \uparrow 2.
\]

With Lemma 2.3 at hand, we can now turn to the proof of Lemma 2.1.

**Proof of Lemma 2.1.** Let \( \epsilon > 0 \) and let \( \Gamma \) be a nested CLE\(_K\) in \( \mathbb{D} \). We are going to encode the large loops in \( \Gamma \) into a tree \( T(\epsilon) \) that will be constructed progressively during the proof. We start by constructing a tree \( T(1; \epsilon) \) whose root is simply the unit circle \( \partial \mathbb{D} \). Recall that for \( n \geq 1 \), \( \Gamma^{(n)} \) denotes the closed union of the first \( n \) levels of loops and let \( d_0 = d_0(\epsilon) \) be as in Lemma 2.3, i.e. such that \( \mathbb{E}[N_{d_0}(\Gamma^{(1)})] < 1 \). The vertices in the first generation in \( T(1; \epsilon) \) are the loops of Loop\(^{(1)}(\Gamma) \) that have diameter larger than \( \epsilon \). By local finiteness of CLE\(_K\), there are almost surely finitely many such loops. We then iteratively construct the next generations of \( T(1; \epsilon) \) as follows: if a loop \( \ell \) corresponds to a vertex at generation \( n \) in \( T(1; \epsilon) \), and has diameter larger than \( d_0 \), then its descendants at generation \( n + 1 \) are the loops of Loop\(^{(n+1)}(\Gamma) \) that lie inside \( \ell \) and have diameter larger than \( \epsilon \). If a loop at generation \( n \) has diameter smaller than \( d_0 \), then it has no descendants at the next generation. Another way to phrase this is that generation \( n \) (the \( n \)th level vertices) of \( T(1; \epsilon) \), is the collection of (nesting)-depth \( n \) loops in \( \Gamma \) with diameter larger than \( \epsilon \), and whose parent loops have diameter larger than \( d_0 \). Notice that by construction, all the loops corresponding to vertices of \( T(1; \epsilon) \) have diameter larger than \( \epsilon \).

Consider now the restriction \( T_0(1; \epsilon) \) of \( T(1; \epsilon) \) to loops that have diameter larger than \( d_0 \): that is, \( T_0(1; \epsilon) \) is just \( T(1; \epsilon) \) minus its leaves. \( T_0(1; \epsilon) \) is equivalently the tree that one would obtain by keeping at each generation only the loops with diameter larger than \( d_0 \). Note that if \( \ell \) is a loop at generation \( n \) of \( T_0(1; \epsilon) \), then its number of descendants in \( T_0(1; \epsilon) \) at generation \( n + 1 \) is given by \( N_{d_0}(\bar{\Gamma}_\ell) \), where \( \bar{\Gamma}_\ell \) is a non-nested CLE\(_K\) in int(\( \ell \)). Moreover, if \( \ell_1 \) and \( \ell_2 \) are two distinct loops at generation \( n \) in \( T_0(1; \epsilon) \), then \( N_{d_0}(\bar{\Gamma}_{\ell_1}) \) and \( N_{d_0}(\bar{\Gamma}_{\ell_2}) \) are independent. By Lemma 2.3, for any \( n \) and any loop \( \ell \) at generation \( n \) of \( T_0(1; \epsilon) \), since \( \ell \subset \mathbb{D} \) with diam(\( \ell \)) > \( d_0 \), \( \mathbb{E}[N_{d_0}(\bar{\Gamma}_{\ell})] \leq \epsilon < 1 \). Therefore, \( T_0(1; \epsilon) \) is dominated by a Galton-Watson tree in which the expected number of descendants of each vertex is strictly less than 1. This implies that there almost surely exists \( k_1 \) such that all loops of diameter larger than \( d_0 \) in \( \Gamma \) have depth at most \( k_1 - 1 \) in \( T_0(1; \epsilon) \). In other words, there almost surely exists \( k_1 \) such that no
connected component of $\mathbb{D} \setminus \Gamma^{(k_1)}$ has diameter larger than $d_0$. By definition, the construction of $T(1; \epsilon)$ is finished at generation $k_1$, and we define the first part of $T(\epsilon)$ to be the tree thus obtained.

We then continue the construction of $T(\epsilon)$ starting from the leaves of $T(1; \epsilon)$. These leaves form a collection $L_1$ of loops that have diameter larger than $\epsilon$ but strictly smaller than $d_0$. Each of these loops belong to a unique $\text{Loop}^{(n_1)}(\Gamma)$, for some $n \leq k_1$. Define $r_1 := \max\{\text{diam}(\ell) : \ell \in L_1\}$. Notice that $r_1 < d_0/2$ and each loop in $L_1$ is almost surely contained in some disk of radius $r_1$. By scale and translation invariance of CLE$_\kappa$, plus Lemma 2.3, if we define

$$\frac{d_1}{2r_1} = \frac{d_0}{2} < 1,$$

then

$$\mathbb{E}[\text{N}_{d_1}(\hat{\Gamma}_D)] \leq c < 1$$

whenever $D$ is a simply connected domain with diameter less than or equal to $2r_1$ and $\hat{\Gamma}_D$ has the law of a non-nested CLE$_\kappa$ in $D$.

We are now going to grow trees rooted at each of the leaves of $T(1; \epsilon)$: in other words, at the loops in $L_1$, which we enumerate as $l_1, \ldots, l_N$ for some $N < \infty$. Starting from $\ell_j \in L_1$, we construct a tree $T^j(2; \epsilon)$ as follows. Let $n_j$ be such that $\ell_j \in \text{Loop}^{(n_j)}(\Gamma)$. If a loop $\ell$ at generation $n$ in $T^j(2; \epsilon)$ has diameter larger than $d_1$, then its descendants at generation $n + 1$ are the loops of $\text{Loop}^{(n_1+n+1)}(\Gamma)$ inside $\ell$ that have diameter larger than $\epsilon$. If on the contrary a loop at generation $n$ in $T^j(2; \epsilon)$ has diameter smaller than $d_1$, then it has no descendants at generation $n + 1$.

Arguing the same way as for $T(1, \epsilon)$ and using (20) together with the iterative construction of the nested CLE$_\kappa$, it follows that for each $j$, the tree $T^j(2; \epsilon)$ is almost surely finite. We then glue the trees $T^j(2; \epsilon)$ to $T(1; \epsilon)$ to produce a new tree $T(2; \epsilon)$. Note that $T(2; \epsilon)$ is a finite tree whose vertices at depth $n$ are $n$th level loops in the original nested CLE$_\kappa$ and that $T(2; \epsilon)$ contains all loops of the nested CLE$_\kappa$ with diameter larger than $d_1$. In other words, since $T(2, \epsilon)$ is finite, there exists some $k_2 < \infty$ such that no connected component of $\mathbb{D} \setminus \Gamma^{(k_2)}$ has diameter larger than $d_1$.

This procedure yields a new set $L_2$ of leaves for $T(2; \epsilon)$ such that no loop in $L_2$ has diameter larger than $d_1$ and we can now repeat the previous construction, starting from the loops in $L_2$, with $r_2$ and $d_2$ defined analogously to $r_1, d_1$. Iterating this procedure, we obtain a decreasing sequence $(d_n)_n$ of diameters and a decreasing sequence $(r_n)_n$ of radii such that almost surely for all $n \in \mathbb{N}^*$,

$$\frac{d_n}{2r_n} = \frac{d_0}{2} < 1.$$ 

In particular, $(d_n)_n$ and $(r_n)_n$ are such that almost surely

$$d_n = d_0 r_n \leq d_0 \frac{d_{n-1}}{2} = d_0 \frac{r_{n-1}}{2} \leq \cdots \leq 2 \left( \frac{d_0}{2} \right)^n .$$

Therefore, there almost surely exists $N$ such that $d_N \leq \epsilon$. Let $k_N < \infty$ denote the total depth of the finite tree $T(N; \epsilon) := T(\epsilon)$, constructed after $N$ iterations of the above process.

Then all loops with diameter larger than $\epsilon$ in the original nested CLE $\Gamma$ have depth at most $k_N$ in $T(\epsilon)$. In other words, no connected component of $\mathbb{D} \setminus \Gamma^{(k_N)}$ has diameter larger than $\epsilon$. Since $\epsilon > 0$ was arbitrary, this concludes the proof. \qed

3 The almost sure total disconnectedness of the thick points of the GFF and its consequences

3.1 Proof of Theorem 1.6

As explained in the discussion around (1) in the introduction, we work with a version of the circle average process $(h_r(z))_{r,z}$ such that with probability one, for every $\alpha \in (0, 1/2)$, $\xi \in (0, 1)$ and $\epsilon > 0$ there exists a (random) constant $M = M(\alpha, \xi, \epsilon) < \infty$ such that for all $z, w \in \mathbb{D}$ and $s, r \in (0, 1]$ with $1/2 < r/s < 2$,

$$|h_r(z) - h_s(w)| \leq M \left( \log \frac{1}{r} \right)^\xi \frac{|(z, r) - (w, s)|^\alpha}{r^{\alpha+\xi}} .$$

(21)
Our goal is to show that for this version of the circle average process, and for any fixed \( \delta > 0 \),
\[
\mathbb{P}(\sup_{z \in \mathbb{D}} \lim_{r \to 0} |\tilde{h}_r(z) - \tilde{S}_r(z)| > \delta) = 0
\]  
(22)
where \( \tilde{S} \) and \( \tilde{h} \) are the re-scaled versions of \( S \) and \( h \) defined in (8). Recall also the discussion before Theorem 1.4 describing the coupling between \( h \) and \( S \) (its coupled nesting field), defined in (7).

So let us fix \( \delta > 0 \). For \( 0 < r < 1 \), we set
\[
r_n(r) = \left(1 - \frac{c}{n(r)}\right)n(r)^{-K}
\]
where \( n(r) \) is the unique \( n \in \mathbb{N}, n \geq 2 \), such that \( r \in [n^{-K}, (n-1)^{-K}] \) and where \( c \geq 1/\sqrt{2} \) and \( K > 0 \) are fixed but arbitrary. For \( n \in \mathbb{N}^* \) and \( z \in \mathbb{D} \), we denote by \( z_n(z) \) the closest point to \( z \) in the set \( D_n := n^{-(K+1)}\mathbb{Z}^2 \cap \mathbb{D} \).

We bound the left hand side of (22) above by a sum of three terms:
\[
\mathbb{P}(\sup_{z \in \mathbb{D}} \limsup_{r \to 0} |\tilde{h}_r(z) - \tilde{h}_{r_n}(z_n(z))| > \frac{\delta}{3})
\]  
(23)
\[
+ \mathbb{P}(\sup_{z \in \mathbb{D}} \limsup_{r \to 0} |\tilde{h}_{r_n}(z_n(z)) - \tilde{S}_{r_n}(z_n(z))| > \frac{\delta}{3})
\]  
(24)
\[
+ \mathbb{P}(\sup_{z \in \mathbb{D}} \limsup_{r \to 0} |\tilde{S}_{r_n}(z_n(z)) - \tilde{S}_r(z)| > \frac{\delta}{3}).
\]  
(25)
We will handle each of these terms separately and show that they are all equal to 0 for any \( K > 0 \) and \( c \geq 1/\sqrt{2} \).

For the term (23), this follows easily from the continuity estimates (21) for the circle average process. To show that the term (24) is equal to 0, we will exploit the coupling between \( h \) and \( S \). We will condition on an appropriate depth of the nested CLE\(_4\) coupled to \( h \) and use this conditioning to reduce the proof via Borel-Cantelli lemma to variance estimates for the conditional circle average process. Finally, to deal with the term (25), we will upper bound it by the probability that well-chosen annuli in \( \mathbb{D} \) contain many CLE\(_4\) loops surrounding their inner boundary but not intersecting their outer boundary. Using Borel-Cantelli lemma and estimates on the extremal distance between a non-nested CLE\(_4\) loop and the boundary of the domain in which the non-nested CLE\(_4\) is sampled, we will deduce that the term (25) is equal to 0.

### 3.1.1 Proof that term (23) is zero

The fact that this probability is equal to 0 for any choice of \( c,K \) follows from (21), which means that for all \( \alpha \in (0,1/2), \zeta \in (0,1) \) and \( \epsilon > 0 \),
\[
|h_r(z) - h_{r_n(r)}(z_n(z))| \leq M(\alpha, \zeta, \epsilon) \left(\log\frac{1}{r}\right)^{\zeta} \frac{|\zeta|}{r_{n(r)}^{\alpha + \epsilon}} \quad \forall z \in \mathbb{D}, r \in (0,1].
\]  
(26)
By our choice of \( r_n(r) \), we have
\[
|r - r_n(r)| \leq (n(r) - 1)^{-K} - r_n(r) \leq Cn(r)^{-(K+1)}
\]
for some absolute constant \( C > 0 \). Moreover, for \( n \in \mathbb{N}^* \), \( |z - z_n(z)| \leq n^{-(K+1)/\sqrt{2}} \). Substituting into (26), for an arbitrary choice of \( \alpha \in (0,1/2) \) and \( \epsilon < \alpha/K \) implies that for all \( z \in \mathbb{D} \),
\[
|\tilde{h}_r(z) - \tilde{h}_{r_n(r)}(z_n(z))| \to 0 \quad \text{as } r \to 0.
\]
Thus,
\[
\mathbb{P}(\sup_{z \in \mathbb{D}} \limsup_{r \to 0} |\tilde{h}_r(z) - \tilde{h}_{r_n(r)}(z_n(z))| > \frac{\delta}{3}) = 0,
\]
as required.
3.1.2 Proof that term (24) is zero

To show that the probability in (24) is equal to 0, again for any \( c, K \), we are going to use the Borel-Cantelli lemma. As we will explain shortly, this requires us to establish that the sum

\[
\sum_{n \in \mathbb{N}} \eta^{2(K+1)} \max_{z_n \in D_n} \mathbb{P}(\tilde{h}_{r_n}(z_n) - \tilde{S}_{r_n}(z_n) > \frac{\delta}{3})
\]

is finite. In turn, controlling the probability appearing in this sum requires us to understand how the variance of the circle average of \( h \) behaves when the field is conditioned on its coupled nested CLE\(_4\). So let us first examine this in more detail.

Let us fix \( z \in \mathbb{D} \) and \( r > 0 \) such that \( r < 2 \text{dist}(z, \partial \mathbb{D}) \). For \( j \geq 1 \), denote by \( \ell^j_z \) the loop of Loop\(^{(j)}\)(\( \Gamma \)) containing \( z \) and define

\[
J_{z,r}^j := \min\{j \geq 1 : \ell^j_z \cap B(z, r) \neq \emptyset\}.
\]

In other words, \( J_{z,r}^j \) is the (nesting)-depth of the largest loop in \( \Gamma \) that contains \( z \) and intersects \( B(z, r) \). We denote this loop by \( \ell_{J_{z,r}^j} \). For general \( j \), we further denote by CR\((z, \ell^j_z)\) the conformal radius of \( \text{int}(\ell^j_z) \) seen from \( z \).

Conditioning on \( \Gamma^{(J_{z,r}^j)} \), we have

\[
\mathbb{P}(|\tilde{h}_r(z) - \tilde{S}_r(z)| > \frac{\delta}{3}) = \mathbb{E}\left[ \mathbb{P}\left(\tilde{h}_r(z) - \tilde{S}_r(z) > \frac{\delta}{3} \mid \Gamma^{(J_{z,r}^j)}\right) \right].
\]

Note that the circle \( \partial B(z, r) \) intersects infinitely many loops in \( \Gamma^{(J_{z,r}^j)} \). One may therefore think that controlling the conditional variance of \( \tilde{h}_r(z) \) will be rather technical and that conditioning on \( \Gamma^{(J_{z,r}^j-1)} \) may be a better path to follow. However, conditioned on \( \Gamma^{(J_{z,r}^j-1)} \), we have that \( h \) inside \( \ell_{J_{z,r}^j-1} \) is a Gaussian free field \emph{conditioned} to have its first CLE\(_4\) level line loop around \( z \) intersecting \( B(z, r) \). This is a somewhat complicated conditioning to control. On the other hand, we will see that when conditioning on \( \Gamma^{(J_{z,r}^j)} \), the sum of the contributions to the variance of \( \tilde{h}_r(z) \) coming from the fields inside each loop intersecting \( B(z, r) \) remains smaller than a deterministic constant which does not depend on \( z \) and \( r \).

Here, we would like to emphasize that when we condition on \( \Gamma^{(J_{z,r}^j)} \), we mean that we condition on the \( \sigma \)-algebra \( \sigma(\text{Loop}(\Gamma^{(j)}))_{1 \leq j \leq J_{z,r}^j} \) generated by the loops of \( \Gamma \) up to depth \( J_{z,r}^j \). It can be shown that this \( \sigma \)-algebra is the same as \( \sigma(\Gamma^{(J_{z,r}^j)}) = \sigma(\bigcup_{1 \leq j \leq J_{z,r}^j} \text{Loop}(\Gamma^{(j)})) \).

Let us denote by \( (O_j)_j \) the collection of open and simply connected components of \( \mathbb{D} \setminus \Gamma^{(J_{z,r}^j)} \). By definition of the coupling between \( h \) and \( \Gamma \), conditionally on \( \Gamma^{(J_{z,r}^j)} \),

\[
h_r(z) = \sum_{j : O_j \cap \partial B(z, r) \neq \emptyset} h_r^{(j)}(z) + \int H(x) \rho_r^z(dx)
\]

where:

- \( ((h^{(j)})_j, H) \) are independent;
- the \( h^{(j)} \) are independent GFFs with Dirichlet boundary conditions in each \( O_j \); and
- \( H \) is almost surely constant when restricted to each \( O_j \), satisfying
  \[
  H = S_r(z) + \xi_j
  \]
  for each \( j \), where the \( \xi_j \) are independent of \( S_r(z) \) and of each other, with, independently for each \( j \), \( \mathbb{P}(\xi_j = -2\lambda) = \mathbb{P}(\xi_j = 2\lambda) = 1/2 \).

Moreover, \( \Gamma^{(J_{z,r}^j)} \) has the property that the integral of \( H \) inside \( \Gamma^{(J_{z,r}^j)} \) with respect to \( \rho_r^z \) is almost surely equal to 0 (it is what is known as a “thin local set” of \( h \), [Sep18], see also [WP21, Section 4.2.5]). Therefore, we have that

\[
\left| \int H(x) \rho_r^z(dx) - S_r(z) \right| \leq 2\lambda
\]
Lemma 3.1. We have

\[ \mathbb{P}\left( |\tilde{h}_r(z) - \tilde{S}_r(z)| > \frac{\delta}{3} \mid \Gamma^{(J_{r^* r})} \right) = \mathbb{P}\left( \left| \sum_{j : O_j \cap \partial B(z,r) \neq \emptyset} h^{(j)}(z) - \int \xi_{\ell_r} \rho_r^2 (dx) \right| > \frac{\delta}{3} \log \frac{1}{r} \mid \Gamma^{(J_{r^* r})} \right) \leq \mathbb{P}\left( \left| \sum_{j : O_j \cap \partial B(z,r) \neq \emptyset} h^{(j)}(z) \right| > -2\lambda + \frac{\delta}{3} \log \frac{1}{r} \mid \Gamma^{(J_{r^* r})} \right). \]  

(28)

Now, the \( h^{(j)}(z) \) are (conditionally) independent Gaussian random variables. Therefore, bounding the conditional probability in (28) amounts to controlling the conditional variance of their sum (and using the elementary bound  \( \mathbb{P}(|X| \geq m) \leq C \exp(-\frac{m^2}{2}) \) for \( X \sim \mathcal{N}(0, \sigma^2) \) and \( m > 0 \)). In other words, we need to understand the random variable

\[ \mathbb{E}\left[ \left( \sum_{j : O_j \cap \partial B(z,r) \neq \emptyset} h^{(j)}(z) \right)^2 \mid \Gamma^{(J_{r^* r})} \right]. \]

We will prove the following lemma.

**Lemma 3.1.** We have

\[ \mathbb{E}\left[ \left( \sum_{j : O_j \cap \partial B(z,r) \neq \emptyset} h^{(j)}(z) \right)^2 \mid \Gamma^{(J_{r^* r})} \right] \leq 4 \log 4 \]

almost surely.

Before proving this lemma, let us see how it implies that Term (24) is 0 (for any \( c, K \)). First, combining it with our elementary Gaussian upper bound, we get that

\[ \mathbb{P}\left( \left| \sum_{j : O_j \cap \partial B(z,r) \neq \emptyset} h^{(j)}(z) \right| > -2\lambda + \frac{\delta}{3} \log \frac{1}{r} \mid \Gamma^{(J_{r^* r})} \right) \leq C \exp \left( -\frac{(-2\lambda + \frac{\delta}{3} \log \frac{1}{r})^2}{\log 4} \right) \]

almost surely. In particular, the right-hand side is non-random. Then substituting (29) into (28), (27) yields

\[ \mathbb{P}(|\tilde{h}_r(z) - \tilde{S}_r(z)| > \frac{\delta}{3}) \leq C \exp \left( -\frac{(-2\lambda + \frac{\delta}{3} \log \frac{1}{r})^2}{\log 4} \right). \]

(30)

If we set \( r = r_n \) and \( z = z_n \) in the above inequality, we see that the right-hand side decays faster than any power of \( n \) as \( n \to \infty \), at a rate that can be chosen to be independent of \( z_n \). This shows that for any \( c, K \), the sum

\[ \sum_{n \in \mathbb{N}^*} n^{2(K+1)} \max_{z_n \in D_n} \mathbb{P}(|\tilde{h}_{r_n}(z_n) - \tilde{S}_{r_n}(z_n)| > \frac{\delta}{3}) \]

is finite, so by the Borel-Cantelli lemma, we conclude that

\[ \mathbb{P}(\sup_{z \in D} \limsup_{r \to 0} |\tilde{h}_{r_n(z_n)}(z_n(r)(z)) - \tilde{S}_{r_n(z_n)}(z_n(r)(z))| > \frac{\delta}{3}) = 0. \]

It thus remains to prove Lemma 3.1.

**Proof of Lemma 3.1.** By independence of the fields \( h^{(j)} \) conditionally on \( \Gamma^{(J_{r^* r})} \), we almost surely have

\[ \mathbb{E}\left[ \left( \sum_{j : O_j \cap \partial B(z,r) \neq \emptyset} h^{(j)}(z) \right)^2 \mid \Gamma^{(J_{r^* r})} \right] = \sum_{j : O_j \cap \partial B(z,r) \neq \emptyset} \int_{O_j} G_{O_j}(x, y) \rho_r^2 (dx) \rho_r^2 (dy) \]

where for each \( j, G_{O_j} \) denotes the Green function in \( O_j \). Since the \( O_j \) are disjoint, setting

\[ \tilde{O} = \bigcup_{j : O_j \cap \partial B(z,r) \neq \emptyset} O_j \]

we have, for all \( x, y \in \tilde{O} \),

\[ G_{\tilde{O}}(x, y) = \sum_{j : O_j \cap \partial B(z,r) \neq \emptyset} G_{O_j}(x, y) \]
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where $G_{\partial B}$ denotes the Green function in $\partial B$ and $G_{O_j}(x,y) = 0$ if $x$ or $y$ is not in $O_j$. Since the functions $G_{O_j}$ are non-negative, we can apply Tonelli’s theorem to obtain that almost surely
\[
\sum_{j: O_j \cap B(z,r) \neq \emptyset} \int_{O_j} G_{O_j}(x,y) \rho_\star^\gamma(dx) \rho_\star^\gamma(dy) = \int_{\partial B} G_{\partial B}(x,y) \rho_\star^\gamma(dx) \rho_\star^\gamma(dy).
\]
By monotonicity of the Green function, see for example [WP21], we then almost surely have
\[
\int_{\partial B} G_{\partial B}(x,y) \rho_\star^\gamma(dx) \rho_\star^\gamma(dy) \leq \int_{\partial B \cup B(z,r)} G_{\partial B \cup B(z,r)}(x,y) \rho_\star^\gamma(dx) \rho_\star^\gamma(dy)
\]
where $G_{\partial B \cup B(z,r)}$ denotes the Green function inside $\partial B \cup B(z,r)$. Since $B(z,r) \subset \partial B \cup B(z,r)$, we can explicitly compute the integral on the right hand-side of (31):
\[
\int_{\partial B \cup B(z,r)} G_{\partial B \cup B(z,r)}(x,y) \rho_\star^\gamma(dx) \rho_\star^\gamma(dy) = - \log r + \log \text{CR}(z, \partial(\partial B \cup B(z,r))) \text{ almost surely.}
\]
Moreover, by the Koebe 1/4-theorem, the definition of $J_{z,r}^0$, and the fact that $\Gamma(J_{z,r}^0)$ is almost surely path-connected, we almost surely have
\[
\text{CR}(z, \partial(O(z) \cup B(z,r))) \leq 4 \text{dist}(z, \partial(O(z) \cup B(z,r))) \leq 4r.
\]
Combining (31) and (32) with this upper bound, we obtain,
\[
\mathbb{E}\left[\left(\sum_{j: O_j \cap B(z,r) \neq \emptyset} h_r^{(j)}(z) \right)^2 \mid \Gamma(J_{z,r}^0)\right] \leq \log \frac{4r}{r} = \log 4
\]
almost surely, which completes the proof of the lemma.

3.1.3 Proof that term (25) is zero

To establish that this probability is equal to 0 (for any fixed $K > 0$ and $c \geq 1/\sqrt{2}$), we are going to show that for any fixed $\delta > 0$,
\[
\mathbb{P}(\exists z \in \mathbb{D} \text{ such that } \limsup_{r \to 0} |\tilde{S}_r(z) - \tilde{S}_{r_n(r)}(z_{n(r)}(z))| > \delta) = 0.
\]
Recall that $r_n(r) = (1 - c/n(r))n(r)^{-K}$ where $n(r)$ is the unique $n \in \mathbb{N}^*$ such that $r \in [n^{-K}, (n-1)^{-K})$. So let us fix $\delta > 0$ and further define
\[
R_n(r) := (1 + \frac{d}{n(r)})n(r)^{-K}
\]
where $d = d(c, K) > 0$ is chosen large enough such that for all $z \in B(0,1/2)$ and $r > 0$
\[
\partial B(z,r) \subset B(z_{n(r)}(z), R_n(r)) \setminus B(z_{n(r)}(z), r_n(r)).
\]
Note that since $|z - z_{n(r)}(z)| \leq n(r)^{-(K+1)/\sqrt{2}}$ and $r \geq n(r)^{-(K+1)/\sqrt{2}} + r_n(r)$ (because $c \geq 1/\sqrt{2}$) we do have that $\partial B(z,r)$ lies outside of $B(z_{n(r)}(z), r_n(r))$. Moreover, $\partial B(z,r)$ lies inside $B(z_{n(r)}(z), R_n(r))$ as long as $r \leq |z - z_{n(r)}(z)| + R_n(r)$, which is satisfied if
\[
(n(r)-1)^{-K} \leq \frac{n(r)^{-(K+1)/\sqrt{2}}}{} + (1 + \frac{d}{n(r)})n(r)^{-K},
\]
i.e. as long as $d$ is large enough.

With our choice of $d$, if the event $\{|\tilde{S}_r(z) - \tilde{S}_{r_n(r)}(z_{n(r)}(z))| > \delta\}$ occurs for some $z \in B(0,1/2)$ and $r > 0$, then there exist at least $C \log(n(r)-1)$ loops that surround $B(z_{n(r)}(z), r_n(r))$ but not $B(z_{n(r)}(z), R_n(r))$, for some constant $C = C(\delta, K) > 0$. Indeed, we have:
\[
|\tilde{S}_r(z) - \tilde{S}_{r_n(r)}(z_{n(r)}(z))| = \left|\frac{S_r(z)}{\log 1/r} - \frac{S_{r_n(r)}(z_{n(r)}(z))}{\log 1/r_n(r)}\right|
\]
\[
\leq \frac{1}{K \log(n(r)-1)} |S_r(z) - S_{r_n(r)}(z_{n(r)}(z))|
\]
\[
\leq \frac{2\lambda}{K \log(n(r)-1)} \times \#\{\ell \in \Gamma \text{surrounding } B(z_{n(r)}(z), r_n(r)) \text{ but not } B(z_{n(r)}(z), R_n(r))\}.
\]
where the last inequality follows because the number of loops surrounding $B(z_n(r), r_n(r))$ but not $B(z_n(r), r_n(r))$, i.e. the loops that contribute to $|S_r(z) - S_{r_n(r)}(z_n(r)(z))|$, is less than the number of loops surrounding $B(z_n(r)(z), r_n(r))$ but not $B(z_n(r)(z), r_n(r))$, and because the signed Bernoulli random variable associated to each loop almost surely has modulus $\leq 2\lambda$. See Figure 2 for a visual representation.

Figure 2: The balls $B(z, r)$, $B(z_n(r), r_n(r))$ and $B(z_n(r), R_n(r))$. The red loops that are dashed contribute to $|S_r(z) - S_{r_n(r)}(z_n(r)(z))|$. The red loops, either plain or dashed, are those CLE loops that surround $B(z_n(r), r_n(r))$ but not $B(z_n(r), R_n(r))$.

For $n \geq 2$ and $z_n \in D_n$, let us define the event

$$A_{n, z_n} = \{ \text{there are at least } C \log(n - 1) \text{ loops that surround } B(z_n, r_n) \text{ but not } B(z_n, R_n) \}$$

where $r_n = (1-c/n)n^{-K}$, $R_n = (1+d/n)n^{-K}$ and $C$ is the constant derived above. From the previous discussion, we obtain the following inequality:

$$\Pr(\exists z \in D \text{ such that } \limsup_{r \to 0} |B(z_n, r_n)(z_n(r)(z))| > \hat{\delta}) \leq \Pr \left( \bigcup_{z_n \in D_n} A_{n, z_n} \right) \text{ i.o.}.$$ 

So we need to show that the right-hand side in this inequality is equal to 0. This will follow from Borel-Cantelli lemma if we can establish that the sum

$$\sum_{n \geq 2} n^{2(K+1)} \max_{z_n \in D_n} \Pr(A_{n, z_n})$$

is finite. This holds in particular if $\max_{z_n \in D_n} \Pr(A_{n, z_n})$ decays faster than any power of $n$. In other words, it suffices to prove the following lemma.

**Lemma 3.2.** There exists a sequence $g(n) \to 0$ as $n \to \infty$ such that

$$\Pr(A_{n, z_n}) \leq g(n)\lceil C\log(n-1) \rceil^{-1}$$

for all $n \geq 2$ and $z_n \in D_n$.

**Proof.** Let us fix $n \geq 2$ and $z_n \in D_n$. To lighten the notations, let us set $J = J_{z_n, R_n}$ so that $\ell^J$ is the first nested CLE loops intersecting $B(z_n, R_n)$. Using the the nestedness of the CLE loops, we can bound

$$\Pr(A_{n, z_n}) \leq \Pr(B(z_n, r_n) \subset \ell^{J + \lceil C\log(n-1) \rceil - 1})$$

$$\leq \Pr(B(z_n, r_n) \subset \ell^{J + \lceil C\log(n-1) \rceil - 1} | B(z_n, r_n) \subset \ell^J)$$

$$\leq \prod_{k=1}^{\lceil C\log(n-1) \rceil - 1} \Pr(B(z_n, r_n) \subset \ell^{J+k} | B(z_n, r_n) \subset \ell^{J+k-1}),$$

(33)
where we also used the trivial bound $\mathbb{P}(B(z_n, r_n) \subset \ell^1) \leq 1$ in the second line.

We will show that there exists $g(n)$ not depending on our choice of $z_n \in D_n$, and with $g(n) \to 0$ as $n \to \infty$, such that for every $k \in \{1, \ldots, [C \log(n-1)]\}$,

$$\mathbb{P}(B(z_n, r_n) \subset \ell^{j+k} | B(z_n, r_n) \subset \ell^{j+k-1}) \leq g(n).$$

This clearly implies the lemma, by (33).

To see (34), observe that conditionally on $\ell^{j+k-1}$ (for any $k \geq 1$), $\ell^{j+k}$ has the law of the (unique) CLE$_4$ loop surrounding $z_n$ in a non-nested CLE$_4$ in $\ell^{j+k-1}$. Moreover, $\ell^{j+k-1} \subset \mathbb{D}$ contains a point within distance $R_n$ of $z_n$ by definition. Thus, by [Ahl73, Theorem 4-6], the extremal distance between $\ell^{j+k-1}$ and $\partial B(z_n, r_n)$ is deterministically bounded above by $e(n)$: the extremal distance between the unit circle and the line segment $[R_n/r_n, +\infty]$. Notice that $R_n/r_n \to 1$ by construction as $n \to \infty$, and therefore by continuity of extremal distance (see for example [Sui67]), we have that $e(n) \to 0$ as $n \to \infty$. By [Ahl73, Theorem 4-1], it follows that on the event $B(z_n, r_n) \subset \ell^{j+k}$, also the extremal distance between $\ell^{j+k}$ and $\ell^{j+k-1}$ is bounded by $e(n)$. But this probability tends to 0 by [ALS22, Theorem 1.1] and conformal invariance of CLE$_4$.

\[\square\]

### 3.2 Proof of Proposition 1.3 and Corollary 1.7

Using the results of the previous subsection, we now turn to the proof of Proposition 1.3.

**Proof of Proposition 1.3.** Let $h$ be a Dirichlet GFF in $\mathbb{D}$. Let $\Gamma$ be a nested CLE$_4$ coupled to $h$ as described in the discussion before Theorem 1.4 and let $z \mapsto S_r(z)$ be the corresponding weighted CLE$_4$ nesting field. Observe that

$$\{z \in \mathbb{D} : \limsup_{r \to 0} \frac{\sqrt{2\pi} S_r(z)}{\log 1/r} > Q(\xi), z \in \bigcup_{n \in \mathbb{N}} \Gamma^{(n)}\} = \emptyset \text{ almost surely.}$$

Therefore, the same arguments as in the proof of Corollary 1.5 show that the set

$$\{z \in \mathbb{D} : \limsup_{r \to 0} \frac{S_r(z)}{\log 1/r} > Q(\xi)\}$$

is almost surely totally disconnected. Theorem 1.6 then allows us to conclude that $S_h^\ell(\mathbb{D})$ is almost surely totally disconnected.

From Theorem 1.6 and Corollary 1.5, we finally deduce Corollary 1.7.

**Proof of Corollary 1.7.** Choose $M$ such that $K \leq 2\lambda(M - 1)$. Then, by [ASW19, Proposition 3], $A \subset \mathbb{H}^{-2\lambda, 2\lambda}$ almost surely where $\mathbb{H}^{-2\lambda, 2\lambda}$ denotes the two-valued set of level $-2\lambda$ and $2\lambda$ of $h$. As explained in [ASW19, Section 1.2], $\mathbb{H}^{-2\lambda, 2\lambda}$ can be constructed from a nested CLE$_4$ $\Gamma$ in $\mathbb{D}$ coupled to $h$. Let us briefly recall this construction, which is the key to show the corollary. For $z \in \mathbb{D}$, recall that $\ell^1_z$ denotes the loop of Loop$_{\ell^1}(\Gamma)$ containing $z$. Then, for any $n \geq 1$, in the local set coupling $(h, \Gamma^{(n)})$, the value of the harmonic function in int$(\ell^n_z)$ is given by

$$H_n(z) = \sum_{j=1}^n \xi_{\ell^j_z}$$

where $\mathbb{P}(\xi_{\ell^j} = 2\lambda) = \mathbb{P}(\xi_{\ell^j} = -2\lambda) = 1/2$ and $(\xi_{\ell^j})_{1 \leq j \leq n}$ are independent random variables. Moreover, if $z, z' \in \mathbb{D}$ are such that $\ell^n_z = \ell^n_{z'}$, then $H_n(z) = H_n(z')$. To construct $\mathbb{H}^{-2\lambda, 2\lambda}$ from $\Gamma$, for each $z \in \mathbb{Q}^2 \cap \mathbb{D}$, we define $\tau_M(z) := \inf\{n \geq 1 : |H_n(z)| = 2\lambda\}$. $\tau_M(z)$ is almost surely finite since $(H_n(z))_{n \geq 1}$ is a simple random walk and $O_{\tau_M(z)}(z) := \text{int}(\ell^{\tau_M(z)}_z)$ is then almost surely an open and simply connected set. Set

$$A_M := \mathbb{D} \setminus \bigcup_{z \in \mathbb{Q}^2 \cap \mathbb{D}} O_{\tau_M(z)}(z).$$

$A_M$ is a local set coupled to $h$ such that the corresponding harmonic function almost surely takes values in $\{-2\lambda, 2\lambda\}$ when restricted to a connected component of $\mathbb{D} \setminus A_M$. Therefore, by [ASW19, Proposition 1], $A_M = \mathbb{H}^{-2\lambda, 2\lambda}$ almost surely.
This construction of $A_{-2M\Lambda,2M\Lambda}$ shows in particular that $A_{-2M\Lambda,2M\Lambda} \subset \bigcup_{n \geq 1} \Gamma^{(n)}$ almost surely. But by Theorem 1.6, for any $\gamma \in (0, 2]$, almost surely
\[
\{ z \in \mathbb{D} : \lim_{r \to 0} \frac{h_r(z)}{\log 1/r} = \frac{\gamma}{\sqrt{2\pi}}, z \in \bigcup_{n \geq 1} \Gamma^{(n)} \} = \{ z \in \mathbb{D} : \lim_{r \to 0} \frac{S_r(z)}{\log 1/r} = \frac{\gamma}{\sqrt{2\pi}}, z \in \bigcup_{n \geq 1} \Gamma^{(n)} \} = \emptyset.
\]
This completes the proof of Corollary 1.7, since the previous discussion shows that $A \subset \bigcup_{n \geq 1} \Gamma^{(n)}$ almost surely.

Let $h$ be a GFF in $\mathbb{D}$ with Dirichlet boundary conditions. A direct calculation shows that if $z \in \partial \mathbb{D}$ and $r > 0$, then $E[h_r(z)^2]$ is bounded by a constant independent of $z$ and $r$. By adapting the proof of Lemma 3.1 in [HMP10, Lemma 3.1], we can deduce the following slight refinement of Corollary 1.7: if $A$ is a $K$-BTLS coupled to $h$, $K > 0$, then, for any $\gamma \in (0, 2]$,
\[
\{ z \in A \cup \partial \mathbb{D} : \lim_{r \to 0} \frac{h_r(z)}{\log 1/r} = \frac{\gamma}{\sqrt{2\pi}} \} = \emptyset \quad \text{almost surely.}
\]
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