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Abstract
Motivated by nonlinear approximation results for classes of parametric partial differential equations (PDEs), we seek to better understand so-called library approximations to analytic functions of countably infinite number of variables. Rather than approximating a function of interest in a single space, a library approximation uses a collection of spaces and the best space may be chosen for any point in the domain. In the setting of this paper, we use a specific library which consists of local Taylor approximations on sufficiently small rectangular subdomains of the (rescaled) parameter domain \( \mathbb{Y} := [-1,1]^N \). When the function of interest is the solution of a certain type of parametric PDE, recent results \cite{5} prove an upper bound on the number of spaces required to achieve a desired target accuracy. In this work, we prove a similar result for a more general class of functions with anisotropic analyticity, namely the class introduced in \cite{6}. In this way we show both where the theory developed in \cite{5} depends on being in the setting of parametric PDEs with affine diffusion coefficients, and also expand the previous result to include more general types of parametric PDEs.
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1. Introduction

Polynomial and piecewise polynomial approximations are fundamental tools in numerical analysis, forming the basis for many widely used methods such as the finite element method. More recently, results on polynomial and piecewise polynomial approximation have become important for understanding model reduction techniques for parametrized partial differential equations (PDEs), which are a typical model for describing complex systems in the field of uncertainty quantification or optimization. In this work, we consider these problems through the more general framework of approximating a function

\[ y \in \mathbb{Y} \mapsto u(y) \in X, \]

where \( X \) is a Banach space, and \( \mathbb{Y} \subset \mathbb{R}^d \) is the parameter domain with \( d \) large or even countably infinite. To prove results which are immune to the dimension \( d \), we assume in what follows that the parameters are countably infinite, namely \( y = (y_1, y_2, \ldots) \), and that they have been rescaled so that \( \mathbb{Y} = [-1,1]^N \). The finite dimensional case \( y = (y_1, \ldots, y_d) \) with \( d < \infty \) can always be recast in this setting by considering that \( u(y) \) does not depend on the variables \( y_j \) for \( j > d \).

Because of the dimensionality, it is often crucial to perform a model reduction (dimension reduction) for \( u \). A typical model reduction method is based on introducing a linear space \( X_n \), of low dimension \( n \), which is tailored to provide an accurate approximation to all \( u(y) \) as \( y \) varies in \( \mathbb{Y} \), or equivalently, to

\[ \mathcal{M} := \{ u(y) \in X : y \in \mathbb{Y} \}. \quad (1) \]
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One possibility for obtaining such dimension reduction is to approximate \( u \) by Banach space valued polynomials in \( y \). Another common approach is to define \( X_n \) to be the linear span of so-called snapshots \( u(y^1), \ldots, u(y^n) \in X \) for suitably selected parameters \( y^1, \ldots, y^n \in Y \) and, given \( y \in Y \), approximate \( u(y) \) by its orthogonal projection onto \( X_n \).

Recent results from \([5, 11, 12, 15]\) have also drawn attention to the use of nonlinear model reduction methods, which have several advantages over linear methods. First, the ability to use approximation spaces of small dimension enables one to avoid the computationally expensive process of projecting a function into a space of large dimension, which must be done online whenever the reduced model is utilized. Another advantage is in the problem of state and parameter estimation, which is one of the main motivations for the introduction of nonlinear reduced models in \([5]\). In this framework, there is limited information available about the solution manifold, usually in the form of linear measurements of the state, and increasing the dimension of the reduced space beyond that of the space characterizing the measurements is unhelpful; see for instance \([4]\).

Although we are motivated by parametric PDE applications, we formulate and study this subject in a more abstract form as a problem in multivariate approximation. By deriving results for a general class of functions, namely the class of anisotropic analytic functions introduced in \([6]\) (see Definition \(1\) below), we hope to draw attention to two points. First, we show where the previous theory from \([5]\) relies on being in the setting of an elliptic parametric PDE with affine diffusion coefficient. Furthermore, by expanding the result to a general class of functions, we may then apply it to some other types of parametric PDEs as soon as the corresponding solution satisfies appropriate analyticity assumptions.

### 1.1. Linear reduced models

As mentioned above, there are two general approaches to finding a linear reduced model \( X_n \). When the map \( y \mapsto u(y) \) has a certain analyticity in \( y \), the Taylor polynomial approach makes use of the series representation

\[
u(y) = \sum_{\nu \in F} t_{\nu} y^\nu, \quad t_{\nu} \in X.
\]

(2)

Here, \( F \) denotes the set of finitely-supported sequences \( \nu = (\nu_1, \nu_2, \ldots) \), i.e., sequences with finitely many non-zero terms, and whose entries are nonnegative integers, and \( y^\nu = \prod_{j \geq 1} y_j^{\nu_j} \). Under certain analyticity assumptions, quantitative bounds for the norms of the Taylor coefficients, \( \|t_{\nu}\|_X \), allow one to prove that for any \( \varepsilon \), there is a finite set \( \Lambda = \Lambda(\varepsilon) \subset F \) such that

\[
\sup_{y \in Y} \|u(y) - \sum_{\nu \in \Lambda} t_{\nu} y^\nu \|_X \leq \varepsilon.
\]

(3)

The space \( X_n := \text{span}\{t_{\nu} : \nu \in \Lambda\} \) provides the reduced model with \( n = \#(\Lambda) \). In this case, an approximation of \( u(y) \) in \( X_n \) is readily provided by the function

\[
u(y) \approx \hat{u}(y) := \sum_{\nu \in \Lambda} t_{\nu} y^\nu,
\]

(4)

in other words, we approximate \( u \) using the terms \( y^\nu \) as the coefficients of \( \hat{u} \) in the basis \( \{t_{\nu}\}_{\nu \in \Lambda} \). Moreover, the sets \( \Lambda \) may be chosen as lower sets, which are defined by the property

\[
\text{if } \nu \in \Lambda, \text{ then } \mu \in \Lambda \text{ whenever } \mu_j \leq \nu_j, \quad j = 1, 2, \ldots.
\]

A second approach to finding a reduced model is to judiciously select certain snapshots \( u(y^1), \ldots, u(y^n) \in X \) of \( u \), for instance via a greedy procedure, and use the space spanned by the snapshots as the reduced

\[2\]Depending on the context, other polynomial representations could be used such as expansions with respect to Legendre, Chebyshev or Hermite polynomials.
model, i.e., \( X_n := \operatorname{span}\{u(y^1), \ldots, u(y^n)\} \). In this case, the approximation of \( u(y) \) in \( X_n \) is defined to be

\[
u(y) \approx \tilde{u}(y) := P_{X_n}u(y),\]

where \( P_{X_n}u(y) \) denotes the orthogonal projection of \( u(y) \) onto \( X_n \). We will comment on a few of the advantages and drawbacks of these methods in Section 1.3 below.

1.2. Nonlinear reduced models and library approximation

In many contexts, numerical methods based on nonlinear approximation perform better than their linear counterpart, in the sense that they achieved a prescribed accuracy with fewer degrees of freedom \[10\]. This motivates us to consider replacing the linear reduced model \( X_n \) by a nonlinear space \( \Sigma_n \) depending on \( n \) parameters. We call such a space \( \Sigma_n \) a nonlinear reduced model. This idea has already been suggested and studied in certain settings; see e.g., \[5, 11, 12, 15\].

The nonlinear reduced models studied in this paper can be placed into the form of what is sometimes called library approximation. Given a Banach space \( X \), a library \( \mathcal{L} \) is a finite collection of affine spaces

\[
L_1 := x_1 + X_1, \ldots, L_N := x_N + X_N, \quad \text{where each } X_j \text{ is a linear space of dimension at most } m, \quad \text{and each } x_j \in X, \quad j = 1, \ldots, N.
\]

We set each \( X_j = \{0\} \) in the case \( m = 0 \). For an element \( x \in X \), the error of approximation of \( x \) by the library \( \mathcal{L} \) is

\[
E(x, \mathcal{L}) := \inf_{L \in \mathcal{L}} \operatorname{dist}(x, L)_X. \tag{5}
\]

In other words, given \( x \), we choose the best of the affine spaces \( L_j = x_j + X_j, \quad j = 1, \ldots, N \), to approximate \( x \). Given a library \( \mathcal{L} \) and a compact set \( K \subset X \), we define the worst-case error

\[
E_\mathcal{L}(K) := \sup_{x \in K} E(x, \mathcal{L}). \tag{6}
\]

For a given a class of functions \( K \), the goal is then to build a library with \( m \) small, in comparison to the dimension \( n \) used in linear models \( X_n \), while retaining the accuracy of the reduced model and keeping the dimension of the library \( N \) moderate.

We denote by \( \mathcal{L}_{m,N} = \mathcal{L}_{m,N}(X) \) the collection of all libraries \( \mathcal{L} = \{L_1, \ldots, L_N\} \) containing \( N \) affine spaces of dimension at most \( m \). If we fix the values of \( m \) and \( N \), then the best performance of a library with these fixed values is

\[
d_{m,N}(K) := \inf_{\mathcal{L} \in \mathcal{L}_{m,N}} E_\mathcal{L}(K). \tag{7}
\]

We call \( d_{m,N} \) the library width of \( K \). This definition slightly differs from that introduced in \[12\] in which the spaces \( L_j \) are taken to be linear instead of affine.

Library widths include the two standard approximation concepts of widths and entropy. Recall that if \( K \) is a compact set in a Banach space \( X \), then its Kolmogorov \( m \)-width is

\[
d_m(K) := d_m(K)_X := \inf_{\dim(W) = m} \operatorname{dist}(K, W)_X, \tag{8}
\]

where the infimum is taken over all linear spaces \( W \) of dimension \( m \). Thus the Kolmogorov \( m \)-width of \( K \) is the smallest error that can be obtained by approximating \( K \) with linear spaces of dimension \( m \). It follows that we can bound the library width \( d_{m,1}(K)_X \) between Kolmogorov widths by

\[
d_{m+1}(K) \leq d_m(K_0) = d_{m,1}(K) \leq d_m(K), \tag{9}
\]

where \( K_0 = K - x_0 \) for some suitable \( x_0 \in X \). At the other extreme,

\[
d_{0,2^n}(K) = \varepsilon_n(K), \tag{10}
\]

where \( \varepsilon_n(K) \) is the \( n \)th entropy number of \( K \): that is, the smallest number \( \varepsilon \) such that \( K \) can be covered by \( 2^n \) balls of radius \( \varepsilon \) in \( X \).
1.3. Application to Parametric PDEs

As mentioned before, one of the main motivations in considering the approximation of high-dimensional Banach or Hilbert space-valued functions is the solution of parametric PDEs, which take the general form

\[ P(u, y) = 0, \]

where \( y \) ranges over some parameter domain \( Y \) and \( u = u(y) \) is the corresponding solution assumed to be uniquely defined in some Hilbert space \( V \) for every \( y \in Y \). We distinguish two frameworks in which such parametric PDEs arise. In optimal design or inverse problems, the goal is to minimize an objective function involving \( u(y) \). In the uncertainty quantification setting, where the parameter vector \( y \) is the realization of some random vector modeling the uncertainty in the system, we are interested in computing statistics of \( u(y) \). Both settings require the solution of the parametric PDE (11) for many different values of \( y \in Y \), where again the rescaled parameter domain is assumed to be \( Y = [-1, 1]^N \). To relate the following to the general discussion above, let \( X = V \) and define \( K = \mathcal{M} := \{ u(y) : y \in Y \} \) to be the solution manifold of the PDE.

There is a rigorous theory that quantifies the approximation performance of linear reduced models for parametric PDEs; see [9] for a summary of known results. The theory is most fully developed in the case of elliptic PDEs of the form

\[-\text{div}(a \nabla u) = f,\]

set on a physical domain \( D \subset \mathbb{R}^k \) (typically \( k = 1, 2, 3 \)), with, e.g., Dirichlet boundary conditions \( u|_{\partial D} = 0 \), and where the diffusion function \( a \) has an affine representation of the form

\[ a(y) = \bar{a} + \sum_{j \geq 1} y_j \psi_j, \]

for some given functions \( \bar{a} \) and \( (\psi_j)_{j \geq 1} \) in \( L^\infty(D) \). These functions are assumed to satisfy the condition

\[ \left\| \sum_{j \geq 1} \frac{|\psi_j|}{\bar{a}} \right\|_{L^\infty(D)} < 1, \]

which is equivalent to the following Uniform Ellipticity Assumption (UEA): there exist \( 0 < a_{\min} \leq a_{\max} < \infty \) such that

\[ 0 < a_{\min} \leq a(y) \leq a_{\max} < \infty, \quad y \in Y. \]

Lax-Milgram theory then ensures that whenever \( f \in V' = H^{-1}(D) \), for each \( y \in Y \), the corresponding solution \( u(y) \) is uniquely defined in the Hilbert space \( V := H^1_0(D) \) endowed with the norm \( \|v\|_V := \|\nabla v\|_{L^2(D)} \), \( v \in V \).

Under these assumptions on the parametrized input data of the PDE, it is known that \( u \) admits an analytic extension onto certain complex polydiscs or so-called filled-in Bernstein polyellipses that contain \( Y \) (see [9]). In other words, \( u \) has a certain anisotropic analyticity, dictated by the radius of the polydiscs or the length of the semi-axis of the polyellipses, respectively, and is therefore amenable to approximation by polynomials.

For this affine parametric model (and some related to it), recent results show that there is a numerical advantage in the Taylor coefficient approach to approximating \( u \). More specifically, it is sometimes possible to find a priori a suitable lower set \( \Lambda \) by exploiting the parametric form of the diffusion coefficients [1], and bounds on the cardinality of \( \Lambda \) needed to reach a prescribed accuracy are available; see for instance [6]. This avoids computationally expensive search algorithms that are a component of greedy reduced basis selections. Moreover, the (Galerkin) projection involved in greedy algorithms is not needed, saving the cost of solving a linear system with a dense \( n \times n \) matrix. On the other hand, greedy procedures have the advantage that they are provably near-optimal for finding a linear space to approximate \( u \), in the sense that their convergence rates are similar to those of the optimal linear spaces for approximating \( \mathcal{M} \) [3]. Numerical experiments show that for a prescribed target accuracy, the greedy generated spaces that meet this accuracy
are of significantly lower dimension then their polynomial counterparts \[5\]. However, as mentioned above, the (offline) computational costs to constructing a reduced basis via a greedy algorithm becomes prohibitive as the target accuracy \(\varepsilon\) gets small (or \(n\) is getting large); we refer to \[9\] for a detailed analysis. This high computational cost can be alleviated if one uses random training sets, see \[8\], in which case the error bounds are no longer certified but hold with high probability.

In the case of nonlinear reduced models for parametric PDEs, a library \(\mathcal{L}\) would then consist of affine spaces

\[
L_i := u_i + V_i, \tag{16}
\]

where each \(u_i \in V\) and each \(V_i \subset V\) has dimension at most \(m\). Then, the best approximation to \(u(y)\) from \(L_i\) is

\[
\hat{u}_i = P_{V_i}(u(y) - u_i), \tag{17}
\]

where \(P_{V_i}\) is the \(V\)-orthogonal projection onto \(V_i\). In this context, when presented with a parameter \(y\) for which we wish to compute an approximation to \(u(y)\), the choice of which space \(L_i\) to use from a given library \(\mathcal{L}\) could be decided in several ways. One possibility would be to find a computable upper bound for \(\text{dist}(u(y), L_i)_V = \|u - u_i - P_{V_i}(u(y) - u_i)\|_V\), namely a quantity only involving the projection \(P_{V_i}(u(y) - u_i)\) and input data, and choose the value of \(i\) that minimizes this surrogate quantity. This approach would however require the computation of the projection \(P_{V_i}(u(y) - u_i)\) onto each space \(V_i \in \mathcal{L}\) which can be prohibitive when the cardinality of the library is large. Another procedure, and the one considered in this paper, involves building an an a priori partition of the parameter domain \(Y\) into cells \(Q_i\), and constructing an affine space \(L_i\) for each cell. Then the choice of \(L_i\) for approximating \(u(y)\) is determined by the cell \(Q_i\) containing \(y\). One of the motivations for using library approximations with a small value of \(m\) is to control the offline costs needed to construct each affine space \(L_i\) in the collection. In addition, having a collection of low-dimensional spaces can also be beneficial in terms of online costs, as each query of the parameter-to-solution map \(y \mapsto u(y)\) is computationally cheap. We also mention that keeping \(m\) small is in fact required is some contexts, for instance when estimating the state from data observations. Indeed, in this setting the dimension of the reduced spaces are limited by the number of measurements of the state.

There are many parametric PDE problems outside of this theory for elliptic diffusion equations with coefficients of the form \[15\], which nonetheless has certain anisotropic analyticity properties. Therefore, one goal of this paper is to prove results for nonlinear approximation in these cases. In the following sections, we do this by considering general approximation classes of anisotropic analytic functions, without regard for any specific parametric PDE setting.

1.4. Outline

The rest of this paper is organized as follows. In Section 2 we introduce the model class of anisotropic analytic functions with Definition 1. With Theorem 1 we then give a global error estimate for the (Taylor) polynomial approximation error in the \(L^\infty(Y, X)\) norm, and discuss sufficient conditions for proving local error estimates. In Section 3 we introduce results from interpolation theory that are used to prove one of the local error estimate given in Section 4. In the latter, we give two upper bounds for the error in a subdomain \(Q \subset Y\); see Theorems 3 and 4. Although both estimates provide the same convergence rate with respect to the dimension of the (local) reduced space, the upper bound derived in Theorem 3 requires that the sequence \(\rho = (\rho_1, \rho_2, \ldots)\) characterizing the analytic anisotropy of the function to be approximated satisfies \((\rho_i^{-1})_{i \geq 1} \in \ell_1(N)\). This is a restrictive assumption that is not needed for the bound in Theorem 4 which involves a modified sequence \(\kappa = (\rho_1^\theta, \rho_2^\theta, \ldots)\) with \(0 < \theta \leq 1\). Section 5 contains a comparison of the error estimates based on the original and modified sequences \(\rho\) and \(\kappa\). The local bound of Theorem 4 is then used in Section 6 to derive an upper bound on the dimension of the library needed to achieved a prescribed accuracy using spaces of a fixed dimension on each subdomain. Finally, concluding remarks are made in Section 7.
1.5. Notation

For sequences \( a = (a_j)_{j \geq 1}, b = (b_j)_{j \geq 1} \) and \( c = (c_j)_{j \geq 1} \), we will assume the following operations act elementwise and write

\[
\begin{align*}
    a \pm b &= (a_1 \pm b_1, a_2 \pm b_2, \ldots), & |a| &= (|a_1|, |a_2|, \ldots), & a + cb &= (a_1 + c_1 b_1, a_2 + c_2 b_2, \ldots),
\end{align*}
\]

and

\[
a^b = \prod_{j \geq 1} a_j^{b_j}, & \quad a! = \prod_{j \geq 1} a_j !.
\]

Moreover, for any multi-index set \( \Lambda \subseteq \mathcal{F} \) containing the zero sequence \( 0 \), we write \( \Lambda^* := \Lambda \setminus \{0\} \).

2. Anisotropic analyticity and approximation

In this section, we recall the classes of anisotropic analytic functions introduced in \([6]\) and derive a (global) approximation error estimate. Throughout this paper \( \rho = (\rho_1, \rho_2, \ldots) \) denotes a sequence of positive real numbers larger than one (i.e., \( \rho_j > 1 \) for all \( j \geq 1 \)) which satisfies \( \lim_{j \to \infty} \rho_j = \infty \). We recall the Banach space \( \ell_{\infty}(\mathbb{N}) \) of all bounded \emph{complex valued} sequences \( (z_j)_{j \geq 1} \), with its usual norm \( \|z\|_{\ell_{\infty}(\mathbb{N})} := \sup_{j \geq 1} |z_j| \), and let \( \mathcal{U} \) denote the unit ball of \( \ell_{\infty}(\mathbb{N}) \).

In what follows, we are interested in representing a function \( u \in L^\infty(Y,X) \) by a Taylor series expansion

\[
u(y) = \sum_{\nu \in \mathcal{F}} t_\nu y^{\nu}, \quad t_\nu \in X. \tag{18}
\]

An important question is in which sense this Taylor series converges. We say that the convergence is \emph{uniform unconditional} if any rearrangement of the terms in the series in \((18)\) converges uniformly in the space \( X \). As noted in \([9, \S 3.1]\), such convergence is ensured whenever \( (\|t_\nu\|_X)_{\nu \in \mathcal{F}} \) is in \( \ell_1(\mathcal{F}) \). Moreover, if \( u \) satisfies a so-called \emph{truncation property}, then \( u \) coincide with its Taylor series, see \([14, \text{Proposition 2.1.5}]\) for details.

The class of functions \( \mathcal{B}_{\rho,p} \) introduced in \([8]\) then consists of \( X \)-valued functions with convergent Taylor series that has certain anisotropy dictated by the sequence \( \rho \). The precise definition is as follows.

\textbf{Definition 1.} For any \( 0 < p \leq \infty \), we define the space \( \mathcal{B}_{\rho,p} \) as the set of all \( u \in L^\infty(Y,X) \) which admit a representation

\[
u(y) = \sum_{\nu \in \mathcal{F}} t_\nu y^{\nu}, \quad y \in Y,
\]

with the convergence of the series uniform unconditional on \( Y \), and where the \( t_\nu = t_\nu(u) \in X \) are unique and satisfy

\[
\|u\|_{\mathcal{B}_{\rho,p}} < \infty, \tag{19}
\]

where

\[
\|u\|_{\mathcal{B}_{\rho,p}} := \begin{cases}
\left( \sum_{\nu \in \mathcal{F}} |t_\nu|^{p} \|x\| X \right)^{1/p} & \text{if } 0 < p < \infty, \\
\sup_{\nu \in \mathcal{F}} \|t_\nu\|_X & \text{if } p = \infty.
\end{cases}
\tag{20}
\]

Note that these classes get smaller as \( p \) decreases, i.e., \( \mathcal{B}_{\rho,p} \subset \mathcal{B}_{\rho,q} \) when \( p < q \).

\textbf{Remark 1.} We could define anisotropic spaces using other sequence norms in place of \( \ell_p \) norms \([20]\), for instance Lorentz space norms. Moreover, different classes of analytic anisotropic functions could be defined replacing the Taylor basis \( y^{\nu}, \nu \in \mathcal{F} \), by other polynomial bases, a relevant example being a basis constituted of Legendre polynomials \([2]\).
The goal of this work is to study nonlinear approximation for the model classes $B_{p,p}$, and more specifically to investigate the approximation of $u \in B_{p,p}$ by a library of $X$-valued piecewise (Taylor) polynomials. The general idea is the following: we fix a target accuracy $\varepsilon > 0$ and an integer $m \geq 0$, and form a partition $\{Q_i\}_{i=1}^N$ of $Y = [-1,1]^n$ consisting of $N := N(\varepsilon,m)$ subdomains $Q_i$. These $Q_i$ are chosen such that there is a $X$-valued polynomial of the form

$$P_i(y) = \sum_{\nu \in \Lambda_i} t_{\nu,i}(y - \bar{g}^i)_{\nu},$$

where $\bar{g}^i \in Q_i$, $\Lambda_i$ is a (lower) set of cardinality $m + 1$, and $t_{\nu,i} \in X$ for $\nu \in \Lambda_i$. In other words, since $\Lambda_i$ is lower and thus contains the zero sequence, to each subdomain $Q_i$ we associate an affine space of the form

$$L_i := t_{0,i} + X_i, \quad X_i := \text{span}\{t_{\nu,i} : \nu \in \Lambda_i^*\}, \dim(X_i) = m.$$

For ease of both mathematical analysis and practical computation, we consider a tensor product partition of $Y$, yielding a covering made of hyperrectangles as defined in (29) below. This process, sketched in the proof of Theorem 5, is done as in our previous work \cite{5}.

The goal is then to give an upper bound on the required number of subdomains, i.e., on the size of the library, and provide a recipe to build a suitable partition. The main ingredient for reaching that goal is the derivation of local error estimates, namely the estimation of the error in the $L^\infty(Q_i,X)$ norm between $u \in B_{p,p}$ and its truncated Taylor series about some $\bar{g}^i \in Q_i$. Unlike the PDE setting, such local error estimates cannot be deduced directly from a global error estimate using a simple shifting and scaling argument. Nonetheless, we first derive an error estimate on the whole parameter domain $Y$ for the error between $u$ and a truncated Taylor series about the origin.

**Theorem 1.** Let $u \in B_{p,p}$ for some $1 \leq p \leq \infty$, and let $p'$ denote the conjugate of $p$, i.e., $1/p + 1/p' = 1$. Assume that the sequence $\rho_j$ satisfies $\rho_j > 1$ for all $j \geq 1$, and $(\rho_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N})$ for some $0 < q < p'$. Then for any $m \geq 0$, there is a lower set $\Lambda$ with $\#(\Lambda) = m + 1$ such that the $X$-valued polynomial $P(y) := \sum_{\nu \in \Lambda} t_{\nu}y_{\nu}$, $t_{\nu} := \partial_{\nu}u(0)/\nu!$, satisfies

$$\|u - P\|_{L^\infty(Y;X)} \leq C(\rho,q)\|u\|_{B_{p,p}}\|\rho_j^{-1}\|_{\ell_q(m+1)^{-r}}, \quad r := -1 + \frac{1}{p} + \frac{1}{q} > 0,$$

where $C(\rho,q) > 0$ depends only on $q$ and the sequence $\rho$.

**Proof.** We start by showing that there exists a polynomial $P$ with $m + 1$ terms such that

$$\|u - P\|_{L^\infty(Y;X)} \leq \|u\|_{B_{p,p}}\|\rho_j^{-1}\|_{\ell_q(m+1)^{-r}}.$$  \hfill (22)

Let $\Lambda$ be a lower set of indices $\nu \in F$ corresponding to the $m + 1$ largest terms $\rho_j^{-v}$. Such a set, which may not be unique, can be obtained by a proper handling of the possible ties in the $\rho_j^{-v}$; see \cite{6}. Recalling that $p'$ denote the conjugate of $p$, using the Hölder inequality we have for any $y \in Y$

$$\|u(y) - P(y)\|_X \leq \sum_{\nu \notin \Lambda} \|t_{\nu}\|_X = \sum_{\nu \notin \Lambda} \|t_{\nu}\|_X \rho_j^{-v} \rho_j^{-v} \leq \|u\|_{B_{p,p}} \left[ \sum_{\nu \notin \Lambda} \rho_j^{\nu} \right]^{\frac{1}{p'}}.$$  \hfill (23)

Moreover, we easily get

$$\sum_{\nu \notin \Lambda} \rho_j^{-v'} = \sum_{\nu \notin \Lambda} \rho_j^{-v(p'-q)} \rho_j^{-vq} \leq \sup_{\nu \notin \Lambda} \rho_j^{-v(p'-q)} \sum_{\nu \notin \Lambda} \rho_j^{-vq}.$$  \hfill (24)

We now let $(\gamma_k)_{k \geq 1}$ be a non-increasing rearrangement of the sequence $(\rho_j^{-v})_{\nu \in F}$. We note that $\gamma_1$ will always correspond to $\rho_j^{-0}$ due to the fact that $\rho_j > 1$ for all $j \geq 1$. Then we have

$$\sup_{\nu \notin \Lambda} \rho_j^{-vq} = \gamma_{m+2}^{-1} \leq (m+1)^{-1} \sum_{k=2}^{m+2} \gamma_k^q \leq (m+1)^{-1} \sum_{k=2}^{m+2} \gamma_k^q = (m+1)^{-1} \sum_{v \notin 0} \rho_j^{-vq}.$$  \hfill (25)
which implies
\[ \sup_{\nu \in \mathcal{A}} \rho^{-\nu} \leq (m + 1)^{-\frac{1}{q}} \| (\rho^{-\nu})_{\nu \in \mathcal{F}} \|_{\ell_q}. \] (26)

Inserting (26) in (24) and then in (23) we get
\[ \| u(y) - P(y) \|_X \leq \| u \|_{\mathcal{B}_{p,p}} \left[ \left\{ (m + 1)^{-\frac{1}{q}} \| (\rho^{-\nu})_{\nu \in \mathcal{F}} \|_{\ell_q} \right\}^{\rho^q} \left[ \sum_{\nu \in \mathcal{A}} \rho^{-\nu} \right]^{\frac{1}{p}} \right] \]
\[ \leq \| u \|_{\mathcal{B}_{p,p}} (m + 1)^{-\frac{1}{q}} \left( \sum_{\nu \neq 0} \rho^{-\nu} \right)^{\frac{1}{p}} \left( \sum_{r \neq 0} \rho^{-r} \right)^{\frac{1}{p}} \]
\[ = \| u \|_{\mathcal{B}_{p,p}} (m + 1)^{-\frac{1}{q}} \| (\rho^{-\nu})_{\nu \in \mathcal{F}} \|_{\ell_q}. \]

To conclude the proof, it remains to bound the $\ell_q$ norm of $(\rho^{-\nu})_{\nu \in \mathcal{F}}$ by that of $(\rho^{-1})^{-1}$. Thanks to [3, Theorem 3.1] we have
\[ \| (\rho^{-\nu})_{\nu \in \mathcal{F}} \|_{\ell_q} \leq C(\rho, q) \| (\rho^{-r})_{r \geq 1} \|_{\ell_q}, \] (27)
where
\[ C(\rho, q) := \beta^{\frac{1}{q}} \exp \left( \frac{\beta}{q} \| (\rho^{-1})_{r \geq 1} \|_{\ell_q}^{\beta} \right), \quad \beta := -\ln(1 - \rho_{\min}^q) \rho_{\min}^q, \quad \rho_{\min} := \min_{r \geq 1} \rho_r > 1, \] (28)
and the proof is complete. \qed

**Remark 2.** The error estimate (22) is a straightforward extension of [3, Equation (3.13)] to the general case $1 \leq p \leq \infty$, and its proof is given here for convenience. In [3, Equation (3.13)], which corresponds to the case $p = 2$, the constant $C_3$ is an upper bound for $\| u \|_{\mathcal{B}_{p,p}}$ obtained using the fact that $u$ is the solution to the elliptic parametric PDE (12); see [7] for a proof of this a priori estimate.

**Remark 3.** Note that we could have considered the upper bound (22) with the norm $\| (\rho^{-\nu})_{\nu \in \mathcal{F}} \|_{\ell_q}$ instead of $\| (\rho^{-\nu})_{\nu \in \mathcal{F}} \|_{\ell_q}$, namely without excluding the zero sequence, in which case $(m + 1)^{-r}$ can be replaced by $(m + 2)^{-r}$. The reason for having $\mathcal{F}^*$ is to be able to bound $\| (\rho^{-\nu})_{\nu \in \mathcal{F}} \|_{\ell_q}$ by $\| (\rho^{-1})_{r \geq 1} \|_{\ell_q}$ which is needed for the tensor product partition of $Y$ contained in this work. Indeed, the cover of the parameter domain $Y$ will be obtained as in [2] by partitioning some of the directions $j = 1, 2, \ldots$, namely the ones contributing the most to the error. This information is encoded in the sequence $(\rho_j^{-1})_{j \geq 1}$, which controls the anisotropy of $u \in \mathcal{B}_{p,p}$: a larger $\rho_j$ (and thus a smaller $\rho_j^{-1}$) indicates a smaller influence of the variable $y_j$ on $u$.

As mentioned above, our library consists of local Taylor approximations and we want to compute an upper bound on $N(\varepsilon, m)$, the cardinality of the library for a given target accuracy $\varepsilon$ and a dimension $m$. To do this, we derive a local version of (21) in Theorem 4 i.e., we show a similar error bound for the Taylor series coefficients around an arbitrary point $\bar{y} \in Y := [-1, 1]^N$. The general idea is this: assume again that we are in the setting of Theorem 4 above, with $(\rho_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N})$ and $\rho_j > 1$ for $j \geq 1$. Suppose then that $Q_\lambda(\bar{y}) \subset Y$ is a hyperrectangle centered at $\bar{y}$ with side-lengths $2\lambda_j$, $j \geq 1$, i.e.
\[ Q_\lambda(\bar{y}) := \left\{ y \in \mathbb{R}^N : \ |y_j - \bar{y}_j| \leq \lambda_j \ \forall j \geq 1 \right\}, \] (29)
where $\lambda_j \leq 1 - |\bar{y}_j|$ so that $Q_\lambda(\bar{y}) \subset Y$. We would then like to show that for any $Q := Q_\lambda(\bar{y})$ as in (29) and any $m \geq 0$, there is a polynomial $P_Q$ with $m + 1$ terms such that
\[ \sup_{y \in Q} \| u(y) - P_Q(y) \|_X \leq C \| (\rho_j^{-1})_{r \geq 1} \|_{\ell_q}(m + 1)^{-r}, \quad r = -1 + \frac{1}{q} + \frac{1}{p}, \] (30)
where $C = C(u, \rho, p, \bar{y})$ is some positive constant and
\[ \bar{\rho}_j := \frac{\rho_j - |\bar{y}_j|}{\lambda_j}, \quad j \geq 1. \] (31)
Once the local error estimate (30) is established, then for any given center \( \bar{y} \in Y \) and integer \( m \geq 0 \), we can choose a sequence \( \lambda = (\lambda_j)_{j \geq 1} \) so that the truncated Taylor series of \( u \) about \( y = \bar{y} \) with \( m + 1 \) terms achieves the target accuracy \( \varepsilon \) on \( Q_\lambda(\bar{y}) \). Indeed, the smaller \( \lambda_j \) the larger \( \hat{\rho}_j \) and thus the smaller the upper bound (30).

If we define the function \( v \) via \( v(y) = u(\bar{y} + \lambda y) \), \( y \in Y \), we then infer that the local error estimate (30) is proved if we can show that \( v \) satisfies the assumptions of Theorem 1 with the sequence \( \hat{\rho} = (\hat{\rho}_j)_{j \geq 1} \) defined in (31). To see this, first note that

\[
\hat{\rho}_j = \frac{\rho_j - |\bar{y}|}{\lambda_j} = \rho_j \frac{1 - |\bar{y}|/\rho_j}{1 - |\bar{y}|/\lambda_j} \geq \rho_j \frac{1 - |\bar{y}|/\rho_j}{1 - |\bar{y}|} \geq \rho_j, \tag{32}
\]

so that if \((\rho_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N})\) then \((\hat{\rho}_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N})\) for the same value of \( q \). We also have the relationship \( \partial_\nu v(0) = \lambda^\nu \partial_\nu u(\bar{y}) \). Hence, if we want the Taylor series approximation of \( u \) centered at \( \bar{y} \) to achieve the same order of approximation \((m + 1)^{-\tau}\) in \( Q_\lambda(\bar{y}) \), we need to show

\[
\sum_{\nu \in F} \left[ \left\| \frac{\partial_\nu v(0)}{\nu!} \right\|_X \hat{\rho}^{\nu} \right]^p = \sum_{\nu \in F} \left[ \left\| \frac{\partial_\nu u(\bar{y})}{\nu!} \right\|_X (\rho - |\bar{y}|)^\nu \right]^p < \infty. \tag{33}
\]

Establishing (33), which is used to prove the first local estimate (see Theorem 3), is accomplished in (34).

When \( u \) is the solution to an elliptic parametric PDE of the form (12) with affine diffusion coefficient as in (13), we know assumptions under which the solution map \( u \) satisfies the hypothesis of Theorem 1 with \( p = 2 \). Then because of the affine structure, the shifted and scaled function \( v \) will satisfy a similar parametric PDE, and thus we may apply Theorem 1. Our previous work [8] uses that parametric PDE theory to show that local error estimate holds. In the next section we prove that (33) holds without assuming that \( u \) is the affine parametric PDE solution map, namely when all we know about \( u \) is that it belongs to \( B_{p,p} \). To do so, we will apply results from the field of interpolation theory.

3. Upper bound for a map between weighted sequences of Taylor coefficients

For an integer \( 1 \leq r \leq \infty \), any positive sequence \( \rho = (\rho_j)_{j \geq 1} \), and any \( y \in Y \), we define the operator \( T_{\rho,y} : \ell_r(F, X) \to \ell_r(F, X) \) as

\[
T_{\rho,y} : (v_\nu)_{\nu \in F} \mapsto \left( (\rho - |y|)^\nu \sum_{\mu \geq \nu} v_\mu \frac{\mu!}{(\mu - \nu)!\nu!} \rho^{-\mu} y^{\mu - \nu} \right)_{\nu \in F}. \tag{34}
\]

For an analytic function \( f : Y \to X \), this operator takes a weighted sequence of Taylor coefficients at 0 to a weighted sequence of Taylor coefficients at \( y \), i.e.,

\[
T_{\rho,y} : \left( \rho^\nu \frac{\partial_\nu f(0)}{\nu!} \right)_{\nu \in F} \mapsto \left( (\rho - |y|)^\nu \frac{\partial_\nu f(y)}{\nu!} \right)_{\nu \in F}. \tag{35}
\]

Indeed, by definition of \( T_{\rho,y} \) in (34), the \( \nu \)-term of the mapped weighted sequence is

\[
(\rho - |y|)^\nu \sum_{\mu \geq \nu} \rho^\mu \frac{\partial_\mu f(0)}{\mu!} \frac{\mu!}{(\mu - \nu)!\nu!} \rho^{-\mu} y^{\mu - \nu} = (\rho - |y|)^\nu \sum_{\mu \geq \nu} y^{\mu - \nu} \frac{\partial_\mu f(0)}{\mu!} \rho^{-\mu} \left( \frac{\rho^{-\mu} y^{\mu - \nu}}{\rho^{-\mu} y^{\mu - \nu}} \right) = (\rho - |y|)^\nu \frac{\partial_\nu f(y)}{\nu!},
\]

where for the last equality we used the relation (obtained by a Taylor expansion)

\[
\partial_\nu f(y) = \sum_{\sigma \in F} \frac{\partial_\sigma (\partial_\nu f(0))}{\sigma!} y^{\sigma} = \sum_{\mu \geq \nu} \frac{\partial_\mu f(0)}{(\mu - \nu)!} y^{\mu - \nu}.
\]

The following theorem is the main result of this section and will be a key ingredient in the proof of the local error estimates given in the next section.
Theorem 2. Let \( \rho = (\rho_j)_{j \geq 1} \) be a sequence such that \( \rho_j > 1 \) for all \( j \geq 1 \), and let \( y \in Y \). If \( (|y_j|^{p_j^{-1}})_{j \geq 1} \in \ell_1(\mathbb{N}) \) then for any \( 1 \leq p \leq \infty \) we have

\[
\|T_{\rho, y}\|_{\ell_p(F,X) \to \ell_p(F,X)} \leq \left( \prod_{j=1}^{\infty} \left( 1 - \frac{|y_j|}{\rho_j} \right)^{-1} \right)^{1-1/p}. \tag{36}
\]

Proof. We first show that there exist two positive constants \( M_1, M_\infty \) such that the map \( T_{\rho, y} \) defined in (34) satisfies

\[
\|T_{\rho, y}\|_{\ell_p(F,X) \to \ell_p(F,X)} \leq M_r, \quad r = 1, \infty. \tag{37}
\]

Starting with the case \( r = 1 \), we let \( v = (v_y)_{y \in F} \in \ell_1(F, X) \). From the definition of \( T_{\rho, y} \) and the triangle inequality, we see that

\[
\|T_{\rho, y}v\|_{\ell_1(F,X)} = \sum_{v \in F} \|T_{\rho, y}v\|_{X} = \sum_{v \in F} \left\| \sum_{\mu \geq \nu} \frac{\mu!}{(\mu-\nu)!\nu!} y^{\mu-\nu} \rho^{-\mu} (\rho - |y|)^\nu \right\|_{X}
\]

\[
= \sum_{v \in F} \left\| \sum_{\mu \geq \nu} \frac{\mu!}{(\mu-\nu)!\nu!} \rho^{-\mu} (\rho - |y|)^\nu \right\|_{X}.
\]

The latter series may be reordered as

\[
\sum_{v \in F} \sum_{\mu \geq \nu} |v| \| X \sum_{\mu \geq \nu} \frac{\mu!}{(\mu-\nu)!\nu!} |y|^\mu \rho^{-\mu} (\rho - |y|)^\nu = \sum_{v \in F} \| v \| X \rho^{-\mu} \left( \sum_{\mu \geq \nu} \frac{\mu!}{(\mu-\nu)!\nu!} |y|^\mu (\rho - |y|)^\nu \right).
\]

By the binomial theorem, the inner sum is equal to \( \rho^\mu \), so putting together the previous string of inequalities yields

\[
\|T_{\rho, y}v\|_{\ell_1(F,X)} \leq \sum_{\mu \geq \nu} \|v\|_X = \|v\|_{\ell_1(F,X)}. \tag{38}
\]

This gives (37) for \( r = 1 \) with constant \( M_1 = 1 \). We proceed in a similar manner for the case \( r = \infty \). Letting \( v = (v_y)_{y \in F} \in \ell_\infty(F, X) \), we estimate

\[
\|T_{\rho, y}v\|_{\ell_\infty(F,X)} = \sup_{v \in F} \|\ (T_{\rho, y}v)\|_{X} \leq \sup_{v \in F} \sum_{\mu \geq \nu} \|v\|_X \frac{\mu!}{(\mu-\nu)!\nu!} |y|^\mu \rho^{-\mu} (\rho - |y|)^\nu
\]

\[
\leq \sup_{v \in F} \{ \|v\|_X \rho^\mu \} \sum_{\mu \geq \nu} \frac{\mu!}{(\mu-\nu)!\nu!} \prod_{j=1}^{\infty} \left( \frac{|y_j|}{\rho_j} \right)^{\mu_j-\nu_j} \left( 1 - \frac{|y_j|}{\rho_j} \right)^{\nu_j} \}
\]

Since \( (|y_j|^{p_j^{-1}})_{j \geq 1} \in \ell_1(\mathbb{N}) \) by assumption, the series on the last line is equal to

\[
\prod_{j=1}^{\infty} \left( 1 - \frac{|y_j|}{\rho_j} \right)^{-1} =: M_\infty < \infty, \tag{39}
\]

which gives in the case \( r = \infty \). Finally, (36) is obtained from (37) by applying the Riesz-Thorin theorem [2]:

\[
\|T_{\rho, y}\|_{\ell_p(F,X) \to \ell_p(F,X)} \leq M_1^{-\theta} M_\infty^\theta, \quad \theta = 1 - \frac{1}{p}. \tag{40}
\]

Remark 4. The assumption \( (|y_j|^{p_j^{-1}})_{j \geq 1} \in \ell_1(\mathbb{N}) \) in Theorem 2 is not needed if we are only interested in the case \( p = 1 \); see (38).
4. Piecewise polynomial approximation for anisotropic analytic functions

We are now ready to derive a local version of Theorem 1, i.e., to prove an approximation result of the form (30) on subdomains of $Y$. Throughout this section, let $Q := Q_\lambda(\bar{y})$ be as in (20), with center $\bar{y} \in Y$ and side-length vector $\lambda$ satisfying $\lambda_j \leq 1 - |\bar{y}_j|$ so that $Q \subset Y$. A first local error estimate for the Taylor series at $\bar{y}$ in $Q$ is given in the following theorem.

**Theorem 3.** Let $u \in B_{p,p}$ for some $1 \leq p \leq \infty$, and assume that the sequence $\rho$ satisfies $\rho_j > 1$ for all $j \geq 1$, and $(\rho_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N})$ for some $0 < q \leq 1$. Then for any $m \geq 0$, there is a set $\Lambda$ with $\#(\Lambda) = m + 1$ such that the $X$-valued polynomial $P_Q(y) := \sum_{\nu \in \Lambda} \frac{\partial_\nu u(\bar{y})}{\nu!} (y - \bar{y})^\nu$ satisfies

$$
\|u - P_Q\|_{L^\infty(Q,X)} \leq C(\rho, q) \left( \prod_{j=1}^{\infty} \left( 1 - \frac{|\bar{y}_j|}{\rho_j} \right)^{-1} \right)^{1 - \frac{1}{p}} \|u\|_{g_{\rho,p}} \|((\rho_j^{-1})_{j \geq 1})_\ell_q,(m+1)^{-r}, \quad r := -\frac{1}{p} + \frac{1}{q},
$$

where

$$
\tilde{\rho}_j := \frac{\rho_j - |\bar{y}_j|}{\lambda_j}, \quad j \geq 1,
$$

and $C(\rho, q)$ is the positive constant defined in (28).

**Proof.** As before, we define the function $v(y) := u(\bar{y} + \lambda y)$, $y \in Y$. We will prove this theorem by showing that $v$ satisfies the assumptions of Theorem 1 with the sequence $\tilde{\rho}$.

Recall from (22) that $\tilde{\rho}_j \geq \rho_j$, $j \geq 1$, so that if $(\rho_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N})$ then $(\tilde{\rho}_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N})$ for the same value of $q$. We also have the relationship $\partial_\nu v(0) = \lambda^\nu \partial_\nu u(\bar{y})$. Hence, if we want to achieve the order of approximation $(m+1)^{-r}$ by the Taylor series approximation in $Q$, we need to show that $v \in B_{\tilde{\rho},p}$. Recalling the definition of the map $T_{\rho,\tilde{y}}$, see in particular (35), we have

$$
\sum_{\nu \in F} \left[ \left\| \frac{\partial_\nu v(0)}{\nu!} \right\|_X (\rho^{\nu} t_v)^p \right] = \sum_{\nu \in F} \left[ \left\| \frac{\partial_\nu u(\bar{y})}{\nu!} \right\|_X (\rho^{\nu} t_v)^p \right] \\
= \left\| T_{\rho,\tilde{y}} \rho^{\nu} t_v \right\|_{\ell_p(F,X)}^p \\
\leq \left\| T_{\rho,\tilde{y}} \rho^{\nu} t_v \right\|_{\ell_p(F,X)}^p \|v\|_{g_{\rho,p}}^p.
$$

Hence, thanks to Theorem 2 we obtain

$$
\|v\|_{B_{\rho,p}} \leq \left( \prod_{j=1}^{\infty} \left( 1 - \frac{|\bar{y}_j|}{\rho_j} \right)^{-1} \right)^{1 - \frac{1}{p}} \|u\|_{g_{\rho,p}}.
$$

The right-hand side of (43) is finite since we have assumed $u \in B_{\rho,p}$ and

$$(\rho_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N}) \subseteq \ell_1(\mathbb{N}) \quad \implies \quad (|\bar{y}_j| \rho_j^{-1})_{j \geq 1} \in \ell_1(\mathbb{N}).
$$

Thus $v \in B_{\tilde{\rho},p}$, and by Theorem 1 there is a set $\Lambda$ with $m + 1$ terms, such that the polynomial $P(y) := \sum_{\nu \in \Lambda} \partial_\nu v(0)/\nu!$, satisfies

$$
\|v - P\|_{L^\infty(Y,X)} \leq C(\tilde{\rho}, q) \|v\|_{g_{\rho,p}} \|((\rho_j^{-1})_{j \geq 1})_\ell_q,(m+1)^{-r},
$$

where $C(\tilde{\rho}, q)$ is defined as in (28). Defining $P_Q(y)$ by

$$
P_Q(y) = P((y - \bar{y})/\lambda) = \sum_{\nu \in \Lambda} \frac{\partial_\nu u(\bar{y})}{\nu!} (y - \bar{y})^\nu,
$$

(44)
it is easy to see that
\[ \| u - P_Q \|_{L^\infty(Q, X)} \leq C(\hat{\rho}, q) \| v \|_{B_{\hat{\rho}, p}} \| (\hat{\rho}^{-1})_{j \geq 1} \|_{q} (m + 1)^{-r}. \]  
(45)
Finally, using again that \( \hat{\rho}_j \geq \rho_j \) for all \( j \geq 1 \), and the fact that the function
\[ \beta(x) = -\ln(1 - x^{-1})x, \quad x \in (1, \infty), \]
is non-increasing, we have \( C(\hat{\rho}, q) \leq C(\rho, q) \). Using this with \( 13 \) in \( 15 \) yields the desired inequality \( 11 \).

The drawback of Theorem 4 is the strong assumption that \( (\rho^{-1})_{j \geq 1} \in \ell_q(\mathbb{N}) \) for some \( q \leq 1 \). We now show that we can get around this assumption by considering a slightly different sequence, namely \( (\kappa_j)_{j \geq 1} := (\rho^2_j)_{j \geq 1} \) for some \( 0 < \theta \leq 1 \), while maintaining the same convergence rate \( (m + 1)^{-r} \).

**Theorem 4.** Let \( u \in B_{\rho,p} \) for some \( 1 \leq p \leq \infty \), and assume the sequence \( \rho \) satisfies \( \rho_j > 1 \) for all \( j \geq 1 \), and \( (\rho^{-1})_{j \geq 1} \in \ell_q(\mathbb{N}) \) for some \( 0 < q < \frac{p}{p-1} \). Let \( (\kappa_j)_{j \geq 1} \) be the sequence defined by \( \kappa_j := \rho_j^\theta \), where \( \theta := 1 - \frac{1}{p'} \) with \( p' \) the conjugate of \( p \). Then \( u \in B_{\kappa,1} \) and, for each \( m \geq 0 \), there is a polynomial \( P_Q \) with \( m + 1 \) terms such that
\[ \| u - P_Q \|_{L^\infty(Q, X)} \leq C(\kappa, q_\theta) \| u \|_{B_{\kappa, 1}} \| (\kappa^{-1})_{j \geq 1} \|_{q_\theta} (m + 1)^{-r}, \quad r := -1 + \frac{1}{p} + \frac{1}{q}, \]  
(46)
where \( q_\theta := \frac{q}{p} \) and
\[ \kappa_j := \frac{\kappa_j - |\bar{y}j|}{\lambda_j} = \frac{\rho_j^\theta - |\bar{y}j|}{\lambda_j}, \quad j \geq 1. \]  
(47)

Note that \( \theta = 1 - \frac{q}{p} \), defined in Theorem 4 indeed belongs to \( (0, 1) \) whenever \( p > 1 \), which follows from the assumption \( 0 < q < \frac{p}{p-1} \), while \( \theta = 1 \) if \( p = 1 \).

**Proof.** We first show that \( u \in B_{\rho,p} \) implies that \( u \in B_{\kappa,1} \). This is immediate when \( p = 1 \), since in this case we have \( \theta = 1 \) and \( \kappa = \rho \), and thus \( \| u \|_{B_{\kappa, 1}} = \| u \|_{B_{\rho,p}} \) . When \( 1 < p \leq \infty \), this follows from the relation
\[ \| u \|_{B_{\kappa, 1}} = \sum_{\nu \in \mathcal{F}} \kappa^\nu \| t_\nu \|_X = \sum_{\nu \in \mathcal{F}} \rho^\nu \| t_\nu \|_X \rho^{(\theta-1)\nu} \leq \| u \|_{B_{\rho,p}} \left( \sum_{\nu \in \mathcal{F}} \rho^{(\theta-1)\nu} \right)^{1/p}, \]  
(48)
where the second sum converges since \( (\theta - 1)p' = -q \). Moreover, it is clear that
\[ \sum_{\nu \in \mathcal{F}} \kappa^{-q_\theta \nu} = \sum_{\nu \in \mathcal{F}} \rho^{-q_\theta \nu} < \infty, \]  
(49)
so that \( (\kappa^{-q_\theta})_{\nu \in \mathcal{F}} \in \ell_{q_\theta}(\mathcal{F}) \). Then the rest of the proof follows that of Theorem 3 with \( \rho \), \( p \), and \( q \) replaced by \( \kappa \), \( 1 \), and \( q_\theta \), respectively. In this case equation \( 13 \) gives
\[ \| v \|_{B_{\kappa, 1}} \leq \| u \|_{B_{\kappa, 1}}, \]  
which does not require the assumption \( (\kappa^{-1})_{j \geq 1} \in \ell_1(\mathbb{N}); \) see Remark 3. Moreover, the convergence rate \( r \) is indeed as defined in \( 17 \) since
\[ r = -1 + \frac{1}{p} + \frac{1}{q_\theta} = -1 + \frac{1}{p} + \frac{1}{q}. \]  

If we take \( \bar{y} = (0, 0, \ldots) \) and \( \lambda = (1, 1, \ldots) \), then Theorem 4 yields a global error estimate on \( Q = Y \) using the sequence \( \kappa \) in lieu of \( \rho \), i.e., instead of \( 21 \) we have
\[ \| u - P \|_{L^\infty(Y, X)} \leq C(\kappa, q_\theta) \| u \|_{B_{\kappa, 1}} \| (\kappa^{-1})_{j \geq 1} \|_{q_\theta} (m + 1)^{-r} \]  
(50)
for some polynomial \( P = P(y) \) with \( m + 1 \) terms. We compare in the next section the global error estimates \( 21 \) and \( 50 \).
Remark 5. According to the proof of Theorem 4, the bound \( \text{[22]} \) is achieved by \( P(y) := \sum_{\nu \in \Lambda} t_{\nu} y^\nu \), where \( \Lambda \) is a lower set with multi-indices corresponding to the \((m + 1) \) largest \( \rho^{-\nu} \). Then \( \text{[50]} \) is achieved by the same polynomial since

\[
\rho^{-\nu} \geq \rho^{-\mu} \implies \kappa^{-\nu} = (\rho^{-\nu})^\theta \geq (\rho^{-\mu})^\theta = \kappa^{-\mu};
\]

in other words, the ordering for the \( \kappa^{-\nu} \) is the same as the one for the \( \rho^{-\nu} \), and the corresponding multi-index set \( \Lambda \) is the same for both sequences (provided that ties in the size of the \( \rho^{-\nu} \) are handled in the same way).

5. Comparison of the global error bounds

We now turn to the comparison of the global error estimates using the sequence \( \rho \) versus those using \( \kappa \), namely of the upper bounds for the error in the \( L^\infty(Y, X) \) norm given in \( \text{[21]} \) and \( \text{[50]} \), respectively. For ease of reference, we briefly recall the bounds on \( p \) and \( q \), and a few relevant definitions:

\[
1 \leq p \leq \infty, \quad 0 < q < \frac{p}{p - 1}, \quad \kappa_j = \rho_j^\theta, \quad \theta = 1 - \frac{q}{p'}, \quad \rho' = \frac{p}{p - 1}.
\]

Note that if \( p = 1 \), then \( \theta = 1 \) and thus the two estimates coincide. If \( p > 1 \), then \( \theta \in (0, 1) \), and we will thus consider only this case from now on.

The two error estimates consist of four terms that we compare below.

- \((m + 1)^{-r} \): The convergence rate \( r \) is the same in both error estimates, namely \( r = -1 + 1/p + 1/q \), and thus this term is the same in both error estimates.

- \( \| (\rho_j^{-1})_{j \geq 1} \|_{\ell_q} \) versus \( \| (\kappa_j^{-1})_{j \geq 1} \|_{\ell_q} \): We have

\[
\| (\kappa_j^{-1})_{j \geq 1} \|_{\ell_q} = \| (\rho_j^{-1})_{j \geq 1} \|_{\ell_q}^\theta.
\]

Now whether \( \| (\kappa_j^{-1})_{j \geq 1} \|_{\ell_q} \) is smaller than \( \| (\rho_j^{-1})_{j \geq 1} \|_{\ell_q} \) depends on whether \( \| (\rho_j^{-1})_{j \geq 1} \|_{\ell_q} \) is larger than one or not. Indeed, since \( \theta \in (0, 1) \) we have

\[
\| (\kappa_j^{-1})_{j \geq 1} \|_{\ell_q} \leq \| (\rho_j^{-1})_{j \geq 1} \|_{\ell_q} \quad \text{if} \quad \| (\rho_j^{-1})_{j \geq 1} \|_{\ell_q} \geq 1
\]

with reverse inequality otherwise.

- \( C(\rho, q) \) versus \( C(\kappa, q_0) \): Recall that these constants are defined by \( \text{[25]} \). Since \( \rho_j > 1 \) for all \( j \geq 1 \) and \( \theta \in (0, 1) \), we have \( \kappa_j = \rho_j^\theta < \rho_j \). Moreover, \( \kappa_{\min} = \rho_{\min}^\theta \) and thus the \( \beta \) in \( C(\rho, q) \) and \( C(\kappa, q_0) \) are the same:

\[
\beta := -\ln \left( 1 - \rho_{\min}^- q \right) \rho_{\min}^\theta = -\ln \left( 1 - \kappa_{\min}^- q_0 \right) \kappa_{\min}^\theta = -\ln \left( 1 - \kappa_{\min}^- q_0 \right) \kappa_{\min}^q.
\]

Therefore, we have

\[
C(\kappa, q_0) = \beta^\frac{q}{q} \exp \left( \beta^\frac{q}{q} \| (\kappa_j^{-1})_{j \geq 1} \|_{\ell_q} \right) = \beta^\frac{q}{q} \exp \left( \beta^\frac{q}{q} \| (\rho_j^{-1})_{j \geq 1} \|_{\ell_q} \right) = C(\rho, q)^\theta \leq C(\rho, q),
\]

where for the last inequality we used the fact that \( C(\rho, q) \geq 1 \) since \( \beta \geq 1 \). Indeed, we have

\[
\ln(1 - x) = -x - \frac{x^2}{2} - \frac{x^3}{3} - \cdots = -\sum_{k=1}^{\infty} \frac{x^k}{k}
\]

and thus

\[
\beta = -\ln \left( 1 - \rho_{\min}^- q \right) \rho_{\min}^q = \sum_{k=1}^{\infty} \frac{\rho_{\min}^{(1-k)q}}{k} = 1 + \sum_{k=2}^{\infty} \frac{\rho_{\min}^{(1-k)q}}{k} \geq 1.
\]
6. Bounds on the library size

In this section, we use the local error upper bound (46) to build a library consisting of piecewise Taylor polynomials. Without loss of generality, we assume that the target accuracy $\varepsilon > 0$ and the dimension $m \geq 0$ are such that

$$C \ll (\kappa_j^{-1})_{j \geq 1} \ll \ell_q(m + 1)^{-r} > \varepsilon, \quad C := C(\kappa, q_0) \|u\|_{B_{\kappa,1}},$$

(53)

where $C(\kappa, q_0)$ is the constant defined in (23), $\kappa_j = \rho_j^q$ and $\theta = 1 - \frac{q}{p'}$ as in Theorem 4. Indeed, if (53) does not hold, then there is no need to partition the parameter domain, since thanks to the global error estimate (50) there is a Taylor series approximation centered at the origin with $m + 1$ terms satisfying the prescribed accuracy $\varepsilon$.

**Theorem 5.** Let $u \in B_{\rho, p}$ for some $1 \leq p \leq \infty$, and assume that the sequence $\rho$ is nondecreasing with $\rho_1 > 1$ and satisfies $(\rho_j^{-1})_{j \geq 1} \in \ell_q(\mathbb{N})$ for some $0 < q < \frac{p}{p'}$. Let $q_0 = q/\theta$ with $\theta = 1 - q/p'$, where $p'$ is the conjugate of $p$. Finally, let $\varepsilon > 0$, $m \geq 0$ and assume that (53) holds. Then, there exists a tensor product partition of $Y$ into a collection $\mathcal{R}$ of $N := N(\varepsilon, m)$ hyperrectangles such that on each $Q \in \mathcal{R}$ there is a $X$-valued polynomial $P_Q$ with $m + 1$ terms such that

$$\|u(y) - P_Q(y)\|_X \leq \varepsilon, \quad y \in Q.$$

Furthermore, if $J := J(\varepsilon, m) \geq 1$ is the smallest integer such that

$$\sum_{j \geq J+1} \rho_j^{q_0} \leq \frac{1}{2} C^{-q_0}(m + 1)^{q_0} \varepsilon^q,$$

(55)

where $C$ is the constant in (53), and

$$\sigma := \left(\frac{1}{2}\right)^{1/\theta} C^{-1}(m + 1)^r\varepsilon,$$

(56)

then the partition is obtained by only subdividing in the first $J$ directions, and the number of cells $N$ in this partition satisfies

$$N \leq \prod_{j=1}^{J} (\sigma^{-1} |\ln(1 - \rho_j^{-\theta})| + C(\sigma)) \quad \text{for some} \quad C(\sigma) \in (1, 2).$$

(57)

**Proof.** This proof follows closely that of [4, Theorem 3.5]. The main difference is that we will use the local error estimate (46) to build a tensor product partition of $Y$, i.e., we use the sequence $(\kappa_j)_{j \geq 1} = (\rho_j^q)_{j \geq 1}$ instead of $(\rho_j)_{j \geq 1}$, and consider the $\ell_{q_0}(\mathbb{N})$ norm instead of the $\ell_q(\mathbb{N})$ norm. However, the strategy for partitioning $Y$ is similar, as is the proof of the bound (57), but we give the details of the partitioning here for the reader’s convenience.

First, since $(\rho_j)_{j \geq 1}$ is nondecreasing by assumption, $(\kappa_j)_{j \geq 1}$ is likewise nondecreasing. According to (46), for any hyperrectangle $Q$, centered at $\bar{y}$ with side-length vector $(\lambda_j)_{j \geq 1}$, a sufficient condition to have $\|u - P_Q\|_{L^\infty(Q,X)} \leq \varepsilon$ is to have

$$\sum_{j \geq 1} \left(\frac{\rho_j^q - |\bar{y}_j|}{\lambda_j}\right)^{-q_0} \leq \sum_{j \geq 1} \kappa_j^{-q_0} \leq C^{-q_0}(m + 1)^{q_0} \varepsilon^q =: \eta,$$

(58)
where $C$ is defined in (53), and $P_Q$ is a polynomial with $m + 1$ terms. Note that if we set set $y_j = 0$ and $\lambda_j = 1$ for $j \geq J + 1$, where $J$ is given in (55), the tail of the series in (58) contributes to half of the error, namely

$$\sum_{j \geq J+1} \tilde{\kappa}_j^{-aq} = \sum_{j \geq J+1} (\rho_j^q)^{-aq} = \sum_{j \geq J+1} \rho_j^{-q} \leq \frac{1}{2} \eta. \quad (59)$$

Thus, the strategy is to subdivide only in the directions $j = 1, \ldots, J$, and we do this so that the remaining error is equidistributed among the first $J$ directions. This is accomplished by requiring that the center $\bar{y}_j$ and the sidelength $\lambda_j$ of each subinterval satisfies

$$\bar{\kappa}_j = \frac{\rho_j^q - |\bar{y}_j|}{\lambda_j} = \sigma^{-1}, \quad 1 \leq j \leq J, \quad (60)$$

yielding

$$\sum_{j=1}^J \bar{\kappa}_j^{-aq} = \sum_{j=1}^J \sigma^{-aq} = \frac{1}{2} \eta. \quad (61)$$

To define the tensor product grid, for each coordinate direction $y_j$, $j = 1, \ldots, J$, we first define how we subdivide the interval $[-1, 1]$ into $(2k_j + 1)$ subintervals

$$I_j^i, \quad -k_j \leq i \leq k_j.$$  

We do not subdivide any of the coordinate axis when $j > J$, i.e., $k_j = 0$ and $I_j^0 = [-1, 1]$ when $j > J$. The partition is also chosen to be symmetric and so $I_j^{-1} = -I_j^i, i = 1, \ldots, k_j$.

We fix $j \in \{1, \ldots, J\}$ and describe the partition of $[-1, 1]$ into intervals corresponding to the $j$-th coordinate. Our first interval $I_j^0$ is centered at $\bar{y}_j^0 = 0$ and according to (60), we set $\lambda_j^0 = \sigma \rho_j^0$ provided this number is less than one. Otherwise, when $\sigma \rho_j^0 \geq 1$, we define $\lambda_j^0 := 1$, in which case $k_j = 0$ and the partition consists only of the one interval $I_j^0 = [-1, 1]$. Note that since $(\rho_j^q)_{j \geq 1}$ is nondecreasing, when this occurs it also happens for all larger values of $j$.

As mentioned above, the partition is symmetric with respect to the origin and so we only describe the intervals to the right of the origin. The next interval $I_j^1$, with center $\bar{y}_j^1$ and sidelength $\lambda_j^1$, has left endpoint the same as the right endpoint of $I_j^0$, i.e.,

$$\bar{y}_j^1 - \lambda_j^1 = \bar{y}_j^0 + \lambda_j^0.$$  

Now to satisfy (60), we choose

$$\lambda_j^1 = \sigma (\rho_j^0 - \bar{y}_j^1) \quad \Rightarrow \quad \lambda_j^1 = \frac{\sigma}{1 + \sigma} \left( \rho_j^0 - \bar{y}_j^0 - \lambda_j^0 \right).$$

The only exception to this definition is when the right endpoint of this interval is larger than 1. Then we recenter the interval so its left endpoint is as before and its right endpoint is 1. In this case, we would stop the process and $k_j$ would be 1.

We continue in this same way moving to the right. In general, the interval $I_j^i$ will have its left endpoint equal to the right endpoint of $I_j^{i-1}$, with center $\bar{y}_j^i$ and sidelength $\lambda_j^i$ which satisfy

$$\lambda_j^i = \sigma (\rho_j^0 - \bar{y}_j^i). \quad (62)$$

As before, we rescale in the case that such a choice would give a right endpoint larger than 1 and terminate the partitioning process. It follows that the interval $I_j^i$ always satisfies

$$\lambda_j^i \leq \sigma (\rho_j^0 - \bar{y}_j^i), \quad i = 0, 1, \ldots, k_j, \quad (63)$$
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with equality except for possibly the last interval \( I_j^{(k)} \). This partitioning gives a tensor product set \( \mathcal{R} \) of hyperrectangles \( Q \).

To conclude the proof, it remains to derive a bound for the number of elements \( \mathcal{R} \) given by

\[
N = \prod_{j=1}^{J} (2k_j + 1),
\]

namely to show that when \( k_j \neq 0, j = 1, \ldots, J \), we have

\[
2k_j + 1 \leq \left( \sigma^{-1} \left| \ln (1 - \rho_j^{-\theta}) \right| + C(\sigma) \right).
\]

(64)

Since the proof is technical and follows the same arguments as in \cite[Theorem 3.5]{5}, we do not provide the details here.

Note that although the error is distributed equally among all the directions \( j = 1, 2, \ldots, J \), see (60), the partition obtained using the strategy described in the proof of Theorem 5 is anisotropic in general. Indeed, the number of subintervals \( 2k_j + 1 \) in direction \( j \) is controlled by \( \rho_j \) through the bound (64).

Remark 6. The upper bound \cite[(57)]{5} is similar to \cite[(3.29)]{4} which reads

\[
N \leq \prod_{j=1}^{J} \left( \tilde{\sigma}^{-1} \left| \ln (1 - \rho_j^{-1}) \right| + C(\tilde{\sigma}) \right) \text{ for some } C(\tilde{\sigma}) \in (1, 2);
\]

(65)

notice the factor \( \rho_j^{-1} \) instead of \( \rho_j^{-\theta} \) in \cite[(57)]{5}. In \cite[(65)]{6}, \( \tilde{J} \) is the smallest integer such that

\[
\sum_{j \geq \tilde{J} + 1} \rho_j^{-1} \leq \frac{1}{2} \tilde{C}^{-q}(m + 1)^{pr} \varepsilon^q,
\]

where \( \tilde{C} = C(\rho, q)C_\delta \) with \( C(\rho, q) \) as in \cite[(27)]{6} and \( C_\delta \) an upper bound for \( \|u\|_{\mathcal{B}_{p,2}} \), and

\[
\tilde{\sigma} := \left( \frac{1}{2J} \right)^{\frac{1}{q}} \tilde{C}^{-q}(m + 1)^{r} \varepsilon.
\]

Remark 7. We can obtain explicit upper bounds for \( N \) when considering specific sequences \( \rho \). For example, if we assume that \( (\rho_j)_{j=1}^\infty = (M^j)_{j=1}^\infty \) for some fixed \( M > 1 \) and \( s > 1/2 \), then proceeding as in \cite[Section 3.3]{4} we have \( \sigma \sim J^{-sq} \), \( |\ln(1 - \rho_j^{-s})| \lesssim j^{-sq} \), and \( J \sim \lambda^{1/2s} \). Therefore, inserting these relations in \cite[(57)]{5} we infer that

\[
N \lesssim J^{sq}J(1)^{-sq} \leq e^{c\lambda^{1/2s}} = e^{c\lambda^{1/2s}}, \quad \lambda := (m + 1)^{r} \varepsilon,
\]

for some constant \( c > 0 \) independent of \( q \).

7. Conclusion

In this article, we extend the nonlinear reduced model introduced in \cite{5} to approximate more general high-dimensional functions, namely to approximate the class \( \mathcal{B}_{p,p} \) of anisotropic analytic functions studied in \cite{6}. The nonlinear reduced model, which belongs to the category of library approximation, is obtained by partitioning the parameter domain and by using a different truncated Taylor series on each subdomain. In Theorem 5 we give an upper bound on the number of subdomains (and thus on the size of the library) needed to achieve a prescribed accuracy while using a prescribed number of terms for each truncated Taylor series. The key ingredient needed to obtain such partition is a local error estimate quantifying, for any subdomain, the worst-case error between the exact solution and a local Taylor polynomial. Indeed, once a local error estimate is available, then the partition strategy proposed in \cite{5} can be straightforwardly applied.
In the elliptic PDE setting of [5], a local error estimate can be obtained by a simple scaling and shifting argument. This is not possible in the general case considered here, where the only information we have on the function we want to approximate is that it belongs to the class \( B_{\rho,p} \), and a more refined argument is needed. The main results of this work are thus Theorems 3 and 4 where we derive local error estimates. The upper bound obtained in Theorem 3 holds under the (strong) assumption that the sequence \( \rho \) satisfy \((\rho^{-1})_{j\geq1} \in \ell_1(\mathbb{N})\). This assumption is not needed for the bound of Theorem 4 which involves a slightly different sequence than the original sequence \( \rho \).

We conclude by mentioning that given a particular function \( u \in B_{\rho,p} \), a number of terms \( m+1 \) and an error tolerance \( \varepsilon \), the partition considered in the proof of Theorem 5 is not optimal in the sense that it does not provide a library \( \mathcal{L} \) of minimal cardinality (with affine spaces of dimension \( m \)) such that \( E_\mathcal{L}(\mathcal{M}) \leq \varepsilon \) for \( \mathcal{M} = \{ u(y) : y \in Y \} \). In particular, we restrict the approximations to (i) piecewise Taylor polynomials and (ii) tensor-product based partitions of \( Y \). There are thus opportunities for improvement, for instance by considering other strategies for partitioning the parameter domain as well as other types of spaces (such as piecewise Legendre polynomials or local reduced basis). Nonetheless, the proposed procedure for building a library given \( u \in B_{\rho,p} \), \( m \) and \( \varepsilon \) is easy to implement and the library is computationally cheap to construct.
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