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Abstract. It is often possible to speed up the mixing of a Markov chain \{X_t\}_{t \in \mathbb{N}} on a state space \(\Omega\) by lifting, that is, running a more efficient Markov chain \(\hat{X}_t\) on a larger state space \(\hat{\Omega} \supset \Omega\) that projects to \{X_t\}_{t \in \mathbb{N}} in a certain sense. In [1], Chen, Lovász and Pak prove that for Markov chains on finite state spaces, the mixing time of any lift of a Markov chain is at least the square root of the mixing time of the original chain, up to a factor that depends on the stationary measure of \{X_t\}_{t \in \mathbb{N}}. Unfortunately, this extra factor makes the bound in [1] very loose for Markov chains on large state spaces and useless for Markov chains on continuous state spaces. In this paper, we develop an extension of the evolving set method that allows us to refine this extra factor and find bounds for Markov chains on continuous state spaces that are analogous to the bounds in [1]. These bounds also allow us to improve on the bounds in [1] for some chains on finite state spaces.

1. Introduction

Markov chain Monte Carlo (MCMC) is a widely-used method for approximately sampling from complicated distributions on some state space \(\Omega\) [3]. The standard approach involves running a suitable ergodic Markov chain on \(\Omega\) whose stationary distribution coincides with the sampling distribution and then sampling from the Markov chain after sufficiently many iterations. The efficiency of this method depends on how long it takes for the underlying Markov chain to mix, that is, for its law to come sufficiently close to its stationary distribution (say, in the total variation metric). For this reason, there is a great deal of interest in finding ways to construct Markov chains that decrease this mixing time. Many of these methods [5, 7, 10] are closely related to creating a lift of a Markov chain defined on the original state space \(\Omega\). Roughly speaking, this entails the construction of a more efficient Markov chain on a larger state space \(\hat{\Omega} \supset \Omega\) that projects to a chain on the original state space in a suitable sense (see Definition 2.2 for the precise definition of lift used in this paper). This leads to the following natural question: how much efficiency can be gained by lifting?

One version of this question was originally answered in Theorem 3.1 of [1]. For suitable definitions of mixing time and lift, the authors showed that if \{X_t\}_{t \in \mathbb{N}} is a Markov chain on a finite state space with stationary distribution \(\pi\) and mixing time \(\tau\), while \{\hat{X}_t\}_{t \in \mathbb{N}} is a lift
of \( \{X_t\}_{t \in \mathbb{N}} \) with mixing time \( \tilde{\tau} \), then
\[
\tilde{\tau} \geq \frac{1}{10 \sqrt{30}} \sqrt{-\frac{1}{\log(\min_x \pi(x))}} \sqrt{\tau}.
\] (1.1)

In many examples, lifts can be constructed to achieve near-equality in this bound. For example, in [4], the authors construct a lift of the usual simple random walk on the cycle \( \mathbb{Z}_n \), for which \( \pi \) is the uniform distribution on a set of cardinality \( n \in \mathbb{N} \), and so the lower bound in (1.1) takes the form \( c \sqrt{\tau} / \sqrt{\log(n)} \), with \( c = 1/(10 \sqrt{30}) \). Theorem 1 of [4] shows that the lift has mixing time \( \tilde{\tau} = \Theta(n) \), while the mixing time of the original chain is \( \tau = \Theta(n^2) \). This example still leaves open the possibility that the term \( \log(\min_x \pi(x)) \) in equation (1.1) is not necessary - that is, it might be possible to replace this term by some universal constant \( 0 < c < \infty \). However, as shown in Section 3 of [1], this is not possible. Theorem 3.2 of [1] implies the existence of a sequence of Markov chains and lifts, with mixing times \( \{\tau_n\}_{n \in \mathbb{N}} \) and \( \{\tilde{\tau}_n\}_{n \in \mathbb{N}} \) respectively, that satisfy
\[
\lim_{n \to \infty} \frac{\tilde{\tau}_n}{\sqrt{\tau_n}} = 0.
\]

Unfortunately, the dependence on \( \min_x \pi(x) \) in inequality (1.1) means the inequality degrades with the size of the state space. For this reason, there seems to be no plausible way to use inequality (1.1) to obtain any nontrivial bound on the mixing time of a lift of a Markov chain on a continuous or countably infinite state space. Our main result, Theorem 1, provides a partial solution to this problem. It does so by establishing an inequality that is quite similar to inequality (1.1), with the key difference that the term \( \min_x \pi(x) \) is replaced by a different quantity \( \pi^* \) that can remain bounded away from zero even as the size of the underlying state space goes to infinity, or when the state space is continuous.

We briefly outline the proof of inequality (1.1) in [1] and explain how we replace the term \( \min_x \pi(x) \). The argument in [1] proceeds by relating the mixing time \( \tau \) of a chain \( \{X_t\}_{t \in \mathbb{N}} \) to another measure of mixing, the conductance \( \Phi \) of \( \{X_t\}_{t \in \mathbb{N}} \), and then relating this conductance to the mixing time \( \tilde{\tau} \) of a lift \( \{\tilde{X}_t\}_{t \in \mathbb{N}} \) of \( \{X_t\}_{t \in \mathbb{N}} \). The standard approach to bounding a mixing time in terms of a conductance is well known to introduce a term of the form \( \min_x \pi(x) \) (see, e.g., Theorem 17.10 of [8]). To avoid this problem, we establish a new bound on the mixing time of a finite-state chain in terms of its conductance, which is closely based on the evolving set method of Morris and Peres [9]. This new bound, obtained by analyzing the evolving set bound for Markov chains given a ‘warm start,’ allows us to replace the term \( \min_x \pi(x) \) in Theorem 17.10 of [8] with the larger term \( \pi^* \), which has the critical property that it can be strictly positive and uniformly bounded away from zero for arbitrarily large state spaces. This bound immediately results in a new lower bound for the mixing time of lifts of Markov chains, in the spirit of inequality (1.1), but which can be significantly better (see Appendix A for an application of our bound to discrete state spaces). We then prove our analogue to inequality (1.1) for continuous state spaces by approximating our Markov chain with a sequence of Markov chains on discrete state spaces.

The layout of this paper is as follows. In Section 2 we provide preliminary definitions, including the definition of a lift of a Markov chain on a continuous state space, and state simplified versions of our main results. In Section 3, we present our extension of the standard evolving set method and use it to obtained improved bounds on mixing times of Markov
chains on discrete state spaces. In Section 4, we state and prove a bound on mixing times under fairly general conditions. This is used in Section 5 to prove our main result: an analogue to inequality (1.1) for Markov chains on continuous states spaces. In Appendix A, we translate our new bounds back to the discrete setting of [1] and give an example showing that our bound can also provide an improvement in that setting. Appendix B proves a short technical result related to the example given in Section 2.

2. Notation, Definitions and Main Results

2.1. Notation and Definitions. We let $\mathbb{R}^+$ be the nonnegative reals.

We recall the ‘big-O’ notation. For functions $f, g$ on $[0, \infty)$ we say that $f = O(g)$ if there exist constants $0 < C, X < \infty$ such that $x > X$ implies $f(x) \leq C g(x)$. For functions $f, g$ on $[0, \infty)$, we also say that $f = \Omega(g)$ if there exist $0 < C, X < \infty$ such that $x > X$ implies $f(x) \geq C g(x)$. In the same situation, we say that $f = o(g)$ if $\lim_{x \to \infty} \frac{f(x)}{g(x)} = 0$. Finally, in the same situation, we write $f = \Theta(g)$ to mean that both $f = O(g)$ and $g = O(f)$. When $f$ and $g$ can be viewed as functions of two or more variables, we will use a subscript to indicate which variable is being compared if the bound does not hold uniformly in all variables. For example, if $f(x, y) = x^2 y^{20}$ and $g(x, y) = x^4 y^{10}$, we could write $f = O_x(g)$, since for every $y$ there exists some constant $0 < C = C(y) < \infty$ so that $f(x, y) \leq C(y) g(x, y)$ for all $x$. However, we could not write $f = O_y(g)$ or $f = O(g)$.

For any set $S$, the function $1_S(x)$ if $x \in S$ and 0 otherwise. When $s$ is a single point, we slightly abuse notation and define $1_s = 1_{\{s\}}$.

Throughout our paper, we will generally consider Markov chains on states spaces that are either a compact subset of Euclidean space $\mathbb{R}^d$ or the torus $\mathbb{T}^d$. We will always consider $\mathbb{R}^d$ with metric given by

$$|x - y| := \max_{1 \leq i \leq d} |x_i - y_i| \quad (2.1)$$

and equipped with the usual Borel $\sigma$-algebra and Lebesgue measure. When we are referring to either a torus or Euclidean space, we will denote by $\mathcal{A}$ the usual Borel $\sigma$-algebra on that space. We consider our torus to be equal to $\{x \in \mathbb{R}^d : 0 \leq x_i < 1\}$ as a set, with topology induced by the metric

$$|x - y| := \max \min(|x_i - y_i|, 1 - |x_i - y_i|)$$

and equipped with the usual Borel $\sigma$-algebra and Lebesgue measure.

For random variables $X, Y$ we will denote by $\mathcal{L}(X), \mathcal{L}(Y)$ their distributions and write $X \overset{D}{=} Y$ for $\mathcal{L}(X) = \mathcal{L}(Y)$. For any distribution $\mu$, we write $X \sim \mu$ for $\mathcal{L}(X) = \mu$. For any finite measure $\mu$ and measurable set $S$ with $\mu(S) > 0$, we define the renormalized restriction $\mu|_S$ of $\mu$ to $S$ by setting $\mu|_S(A) = \frac{\mu(S \cap A)}{\mu(S)}$ for all measurable sets $A$. Finally, if $S$ is a finite state space, we denote by $\text{Unif}(S)$ the uniform measure on $S$; if $S$ is a compact measurable subset of $\mathbb{R}^d$ or $\mathbb{T}^d$ with positive Lebesgue measure, we denote by $\text{Unif}(S)$ the probability measure inherited from the renormalized restriction of Lebesgue measure to $S$.

We recall the definition of the Prokhorov distance between two probability measures $\mu, \nu$ on a measure space $(\Omega, \mathcal{A})$ with metric $\phi$. For a set $S \in \mathcal{A}$ and constant $\delta > 0$, define the
\( \delta \)-thickening of \( S \) by
\[
S_{\delta} := \left\{ x \in \Omega : \inf_{y \in S} \phi(x, y) \leq \delta \right\}.
\] (2.2)

The Prokhorov distance between \( \mu, \nu \) is given by
\[
d_{\text{Prok}}(\mu, \nu) := \inf\{ \epsilon > 0 : \forall A \in \mathcal{A}, \mu(A) \leq \nu(A) + \epsilon \text{ and } \nu(A) \leq \mu(A) + \epsilon \}.
\]
When \( X, Y \) are random variables, we will sometimes abuse this notation slightly and write \( d_{\text{Prok}}(X, Y) \) for \( d_{\text{Prok}}(\mathcal{L}(X), \mathcal{L}(Y)) \). We recall the following standard bound on the Prokhorov distance between two random variables \( X, Y \) on the same probability space (see, e.g., the comment on Strassen’s theorem in the proof of Theorem 3 of [6] for reference):
\[
d_{\text{Prok}}(\mathcal{L}(X), \mathcal{L}(Y)) \leq \inf\{ \epsilon > 0 : \mathbb{P}[\phi(X, Y) > \epsilon] \leq \epsilon \}.
\] (2.3)

For any measure \( \mu \) on a measure space and measurable function \( f \) on the same space, we use the notation \( \int_{x} f(x) \mu(dx) \) for the integral of \( f \) with respect to \( \mu \). Recall that a kernel associated with a measure space \( (\Omega, \mathcal{A}) \) is a function \( K : \Omega \times \mathcal{A} \mapsto [0, 1] \) with the properties:

1. The map \( x \mapsto K(x, A) \) is \( \mathcal{A} \)-measurable for every \( A \in \mathcal{A} \), and
2. The map \( A \mapsto K(x, A) \) is a probability measure on \( (\Omega, \mathcal{A}) \) for every \( x \in \Omega \).

A kernel is called reversible with respect to a measure \( \mu \) if \( \int_{A} K(x, B) \mu(dx) = \int_{B} K(x, A) \mu(dx) \) for all measurable sets \( A, B \). A measure \( \mu \) is called a stationary measure with respect to \( K \) if \( \int_{\Omega} K(x, A) \mu(dx) = \mu(A) \) for all measurable sets \( A \). Recall that, if \( \mu \) is reversible with respect to \( K \), it is also stationary with respect to \( K \). The kernel \( K \) associated with \( (\Omega, \mathcal{A}) \) is said to be the generating or transition kernel \( K \) of a Markov chain \( \{X_t\}_{t \geq 0} \) with state space \( \Omega \) if
\[
\mathbb{P}[X_{t+1} \in A \mid X_t = x] = K(x, A)
\]
for all \( t \geq 0 \) and all measurable sets \( A \). For \( 0 \leq \delta \leq 1 \), we say that \( K \) has holding probability at least \( \delta \) if \( \inf_{x \in \Omega} K(x, \{x\}) \geq \delta \). We also call such kernels \( \delta \)-lazy.

Throughout this paper, our goal is to describe Markov chain mixing in terms of the popular total variation metric. Recall that for a given measure space \( (\Omega, \mathcal{A}) \) and two measures \( \mu, \nu \) on the \( \sigma \)-algebra \( \mathcal{A} \), the total variation distance between \( \mu \) and \( \nu \) is given by:
\[
||\mu - \nu||_{TV} = \sup_{A \in \mathcal{A}} (\mu(A) - \nu(A)).
\]
The mixing profile of a Markov chain \( \{X_t\}_{t \in \mathbb{N}} \) (or more accurately, its generating kernel \( K \)) on the measure space \( (\Omega, \mathcal{A}) \) with stationary distribution \( \pi \) is given by:
\[
\tau(\epsilon) := \inf \left\{ t : \sup_{X_0 = x \in \Omega} ||\mathcal{L}(X_t) - \pi||_{TV} < \epsilon \right\}.
\]
By convention, the mixing time of a Markov chain refers to \( \tau := \tau\left(\frac{1}{4}\right) \).
Remark 2.1. Our notion of mixing time is slightly different from the notion of mixing time used in [1] (see Section 2 of that paper for their definition). We point out here that the main conclusion of the paper [1] holds for our definition as well: indeed, Theorem 1.4, Lemma 2.1 and Lemma 2.2 of [11] together imply that our notion of mixing time and that used in [1] differ at most by multiplication by a universal constant factor for all Markov chains on finite state spaces. In particular, this means that it makes sense to talk about ‘improvements’ to their Theorem 3.1, even though we use a different definition for the mixing time.

The purpose of our paper is to relate the mixing time of a kernel $K$ that is $\frac{1}{2}$-lazy\(^1\) to the mixing times of a class of lifted kernels. In the literature on Markov chains, it is common to restrict attention to lazy kernels in order to avoid problems of parity that are not of great interest. This does mean, however, that our results do not apply to all kernels. We now introduce our definition of the lift of a Markov transition kernel on a continuous state space.

**Definition 2.2 (Lift of a Markov transition kernel).** Let $K$ be the generating kernel of a Markov chain $\{X_t\}_{t \in \mathbb{N}}$ with stationary distribution $\pi$ on a measure space $(\Omega, \mathcal{A})$. We say that a kernel $\hat{K}$ associated with a Markov chain $\{\hat{X}_t\}_{t \in \mathbb{N}}$ with stationary distribution $\hat{\pi}$ on a measure space $(\hat{\Omega}, \hat{\mathcal{A}})$ is a lift of the kernel $K$ if there exists some measurable mapping $f : \hat{\Omega} \rightarrow \Omega$ such that, for every $S \in \mathcal{A}$ with $\pi(S) > 0$, if $\mathcal{L}(\hat{X}_0) = \hat{\pi}|_{f^{-1}(S)}$ and $\mathcal{L}(X_0) = \pi|_S$, then

$$f(\hat{X}_1) \overset{D}{=} X_1.$$  \hfill (2.4)

With some abuse of notation, we will sometimes also say that a Markov chain $\{\hat{X}_t\}$ on $\hat{\Omega}$ is a lift of a Markov chain $\{X_t\}$ to mean that the generating kernel of $\{\hat{X}_t\}$ is a lift of the generating kernel of $\{X_t\}$.

**Remark 2.3.** Note that by choosing $S = \Omega$ in the definition above, we see that if $\mathcal{L}(\hat{X}_0) = \hat{\pi}$ and $\mathcal{L}(X_0) = \pi$, then equality (2.4), along with the fact that $\mathcal{L}(\hat{X}_1) = \hat{\pi}$ and $\mathcal{L}(X_1) = \pi$, implies that

$$\pi(S) = \hat{\pi}(f^{-1}(S)), \quad S \in \mathcal{A}.$$

In particular, this implies that for any $S$ with $\pi(S) > 0$, we also have $\hat{\pi}(f^{-1}(S)) > 0$ and so $\hat{\pi}|_{f^{-1}(S)}$ is well defined. Moreover, the relationship (2.4) is exactly

$$\int_S K(x, A)\pi(dx) = \int_{f^{-1}(S)} K(x, f^{-1}(A))\hat{\pi}(dx), \quad A \in \mathcal{A},$$

for all measurable sets $A$.

This definition is a slight generalization of the notion of lifting in [1]. In particular, the observations in Remark 2.3 show that our definition of lifting coincides with that in [1, Section 3] when the state space $\Omega$ is countable and $\mathcal{A}$ is the usual $\sigma$-algebra on a countable state space. However, our definition also applies to Markov chains on general state spaces, in contrast to the definition in [1], which only makes sense when $\Omega$ is finite or countable. Throughout the paper, we will use the ‘hat’ notation to refer to a lifted chain; for example, $\hat{\tau}$ is the mixing time of a lifted chain $\{\hat{X}_t\}_{t \in \mathbb{N}}$.

---

\(^1\)The constant $\frac{1}{2}$ here is arbitrary; replacing the constant $\frac{1}{2}$ with any constant $0 < c < 1$ would result in similar bounds, though perhaps with slightly different constants.
2.2. Statement of Main Results. We now state Theorem 1, which is a weak version of our main result, Theorem 3. Theorem 3, which is proved in Section 4, is much stronger than Theorem 1 below; however, the associated assumptions, Assumptions 4.1, are more complicated to state than the conditions (stated as Assumptions 2.4), which are required for Theorem 1. Although Assumptions 2.4 consist of a long list of conditions, as explained in Remark 2.5 below, these are intuitive and fairly straightforward to check. In Example 1, we give a short verification that all of them hold for a certain Markov chain on the unit circle.

Assumptions 2.4. Suppose \( \Omega \) is a compact subset of \( \mathbb{R}^d \) or \( \mathbb{T}^d \), \( A \) is the associated Borel \( \sigma \)-algebra, and \( K \) is a reversible transition kernel on \( (\Omega, A) \) with stationary distribution \( \pi \). Assume that the following five properties are satisfied:

1. For every \( x \in \Omega \), there exist a constant \( \alpha_x \in \left[ \frac{1}{2}, 1 \right) \), a countable collection \( \mathcal{U}_x \) of elements of \( A \) and a probability distribution \( \{K_{x,U}\}_{U \in \mathcal{U}_x} \) on \( \mathcal{U}_x \) such that

\[
K(x, dy) = \alpha_x \delta_x + (1 - \alpha_x) \sum_{U \in \mathcal{U}_x} K_{x,U} \pi|_U(dy),
\]

and such that the map \( x \mapsto \alpha_x \) is a measurable function from \( \Omega \) to \( \left[ \frac{1}{2}, 1 \right) \).

Also, suppose that \( \pi_* > 0 \), where

\[
\pi_* := \inf \{\pi(U) : \exists x \in \Omega \text{ s.t. } U \in \mathcal{U}_x \text{ and } K_{x,U} > 0\}. \tag{2.6}
\]

2. There exist constants \( \beta, \gamma \in (0, 1) \) such that for all measurable sets \( S \) with \( \pi(S) \leq \beta \), we have

\[
\int_S (1 - \alpha_x) \sum_{U \in \mathcal{U}_x} K_{x,U} \pi|_U(dx) + \sup_{x \in S} \alpha_x \leq \gamma. \tag{2.7}
\]

3. For every \( \epsilon > 0 \), there exists \( \delta > 0 \) such that \( |x - y| \leq \delta \) implies

\[
||K(x, \cdot) - K(y, \cdot)||_{TV} \leq \min(\alpha_x, \alpha_y) + \epsilon. \tag{2.8}
\]

4. \( \pi \) has a differentiable density \( \rho \) with respect to Lebesgue measure that satisfies, for some \( C, C^{-1}, D < \infty \),

\[
C^{-1} < \rho(x) < C \quad \text{and} \quad |\rho'(x)| < D \tag{2.9}
\]

for all \( x \in \Omega \).

5. There exists some fixed \( q \in \mathbb{N}, \psi > 0 \) such that for every \( x \in \Omega \) and \( U \in \mathcal{U}_x \), \( K_{x,U} > 0 \) implies that \( U \) is the union of at most \( q \) hypercubes of side length at least \( \psi \).

Theorem 1 (Bound on Improvement Due to Lifting). Let \( K \) be a kernel satisfying Assumptions 2.4, and let \( \tau \) denote its mixing time. Then, for any lift \( \tilde{K} \) of \( K \), with associated mixing time \( \tilde{\tau} \), we have:

\[
\tilde{\tau} \geq \frac{\sqrt{\gamma}}{16 \sqrt{2 \log \left( \frac{4}{\pi^2} \right) \log \left( \frac{2}{\sqrt{\beta}} \right)}} \sqrt{\tau},
\]

where \( \pi_* \) is the constant defined in equation (2.6).
Remark 2.5. We comment briefly on the various conditions in Assumptions 2.4. These conditions split roughly into two groups: conditions (1-3) are fundamental to our approach, while conditions (4-5) are simple regularity conditions that, as shown in Theorem 3, can be substantially weakened.

(1) This regularity condition is the main requirement of our method. It allows us to replace the term \( \min_x \pi(x) \) in inequality (1.1) (which is always zero for chains on continuous state spaces) with the term \( \pi^* \) (which, by the right choice of representation in (2.5), can be made non-zero, even on continuous state spaces). As mentioned in the Introduction, no nontrivial bound on the mixing time is possible for Markov chains on continuous state spaces if this requirement is removed entirely.

Moreover, we point out that, for \(1/2\)-lazy Markov transition kernels \( K \) on discrete state spaces, we can always find a representation analogous to (2.5):

\[
K(x,y) = \alpha_x \delta_x + (1 - \alpha_x) \sum_{U \in \mathcal{U}_x} K_{x,U} \pi_U(y)
\]

for some collection \( \{\alpha_x\}_{x \in \Omega} \) and \( \{\mathcal{U}_x\}_{x \in \Omega} \). In particular, for each \( x \in \Omega \), one can then simply choose \( \alpha_x = K(x,x) \), \( K_x,\{y \in \Omega : |x-y| < c\} = K(x,y) \) for all \( y \in \Omega \) and \( K_{x,U} = 0 \) for all sets \( U \) with \( |U| > 1 \).

(2) This bound is used to obtain a one-step minorization condition, which is useful when applying our evolving set bound. It is straightforward to generalize the requirement to a \( k \)-step minorization condition for some \( k > 1 \).

(3) This continuity condition holds for most natural chains, although it can be slightly weakened.

(4) This is not necessary, but allows our main result to be stated more simply. See Theorem 3 below for a more general version of the result which removes this requirement.

(5) This assumption is vastly stronger than what is required; it is only used to ensure that the boundaries of sets \( U \) that satisfy \( K_{x,U} > 0 \) are not enormous compared to their volume. Theorem 3 below replaces this with a much weaker but more complicated sufficient condition.

We provide an application of Theorem 1 to a simple random walk on the torus \( \mathbb{T} \) that is analogous to the simple random walk on the cycle studied in [4] and [1]:

Example 1. Let \( \Omega = \mathbb{T} \), fix \( 0 < c < \frac{1}{4} \), and define the kernel \( K(x,\cdot) \) to be the mixture

\[
\frac{1}{2} \delta_x + \frac{1}{2} \text{Unif}\{\{y \in \mathbb{T} : |x-y| \leq c\}\}
\]

this has stationary measure \( \pi = \text{Unif}(\mathbb{T}) \). We claim that \( K \) satisfies the assumptions of Theorem 1. Going through the assumptions in the same order that they are given in Assumptions 2.4, we have:

(1) \( K \) has holding probability exactly \( \frac{1}{2} \). We now write \( K \) in the form of equation (2.5). We let \( \alpha_x = \frac{1}{2} \), we let \( \mathcal{U}_x \) be the singleton containing exactly the set \( \{y \in \mathbb{T} : |x-y| < c\} \), and we let \( K_{x,\{y \in \mathbb{T} : |x-y| < c\}} = 1 \). For this representation, we clearly have \( \pi^*_x = 2c > 0 \).

(2) For any \( 0 < \beta < \frac{c}{2} \) and measurable set \( S \) with \( \pi(S) \leq \beta \),

\[
\int_{x \in S} (1 - \alpha_x) \sum_{U \in \mathcal{U}_x} K_{x,U} \frac{1}{\pi(U)} \pi(dx) + \sup_{x \in S} \alpha_x \leq \frac{\beta}{2c} + \frac{1}{2}.
\]
Thus, for any $0 < \beta < \frac{c}{4}$, inequality (2.7) is satisfied with constant $\gamma = \frac{\beta}{2c} + \frac{1}{2}$. Thus, this assumption is satisfied with constants $\beta = \frac{c^2}{4}$, $\gamma = \frac{5}{8}$.

(3) This property is satisfied with $\delta(\epsilon) = 2c\epsilon$ because

$$
\|K(x, \cdot) - K(y, \cdot)\|_{TV} \leq \frac{1}{2}\|\delta_x - \delta_y\|_{TV} + \frac{1}{2}\|Unif(\{z \in \mathbb{T} : |x - z| \leq c\}) - Unif(\{z \in \mathbb{T} : |y - z| \leq c\})\|_{TV} \leq \frac{1}{2} + \frac{|x - y|}{2c}.
$$

(4) $\pi$ has density exactly 1.

(5) For all $x \in [0, 1]$, there is a single set $U$ in $\mathcal{U}_x$, which is a line segment of length $2c$.

Thus, Theorem 1 applies to this Markov chain. Since this random walk has mixing time $\tau = \Theta(c^{-2})$ (see appendix B), our result implies that any lift must have mixing time at least $\hat{\tau} = \Omega\left(\frac{1}{c \log(c^{-1})}\right)$. This example is closely analogous to the random walk on the cycle analyzed in [1, 4], with $c^{-1}$ playing the role of the size of the state space $n$. As in the analogous discrete walk, we do not know if this bound is tight - that is, whether it is possible to find a sequence of lifts with $\hat{\tau} = O\left(\frac{1}{c \log(c^{-1})}\right)$ as $c^{-1} \to \infty$.

**Remark 2.6.** We mention without proof that Theorem 1 can easily be extended to discrete Markov chains, either by making small modifications to our proof or by noting that a Markov chain on a finite state space $\Omega$ can easily be represented as a Markov chain on the continuous state space $\sqcup_{\omega \in \Omega} [0, 1]_\omega$ - that is, the disjoint union of $|\Omega|$ copies of the interval $[0, 1]$.

Our main tool for the proof of Theorem 1 will be a conductance bound. Given a transition kernel $K$ and stationary distribution $\pi$ of a Markov chain on a finite state space $\Omega$, for $t \in \mathbb{N}$, define

$$
\begin{align*}
K^0(x, y) &= 1_x(y), \\
K^{t+1}(x, y) &= \sum_{z \in \Omega} K(x, z)K^t(z, y).
\end{align*}
$$

In the same setting, for $x, y \in \Omega$, define the ergodic flow

$$
Q(x, y) := \pi(x)K(x, y)
$$

and for $A, B \subset \Omega$, define

$$
Q(A, B) := \sum_{x \in A, y \in B} Q(x, y),
$$

where the right-hand side is to be interpreted as zero when either $A$ or $B$ is the empty set. When $\{x\}$ is a singleton, we will write $Q(x, B)$ for $Q(\{x\}, B)$. Similarly, when $\{y\}$ is a singleton, we will write $Q(A, y)$ for $Q(A, \{y\})$. Then define the conductance of a set $S$ with $\pi(S) > 0$ to be

$$
\Phi(S) := \frac{Q(S, S^c)}{\pi(S)}.
$$
Analogously, for Markov chains on a continuous state space $\Omega \subset \mathbb{R}^n$ with transition kernel $K$ and stationary distribution $\pi$, define

$$\Phi(S) := \int_S K(x, S^c) \pi(dx) \pi(S).$$

In both cases, define the conductance of the chain to be

$$\Phi := \inf_{S: 0 < \pi(S) \leq \frac{1}{2}} \Phi(S). \tag{2.12}$$

**Assumption 2.7.** Let $K$ be a $1/2$-lazy reversible transition kernel on a finite state space $\Omega$. Let $\pi$ be the associated stationary distribution and let $Q$ be defined as in (2.11). Assume that there exist constants $0 < \beta, \gamma < 1$ such that for any set $S \subset \Omega$ with $\pi(S) \leq \beta$ and $y \in \Omega$ with $\pi(y) > 0$, we have

$$\frac{Q(S, y)}{\pi(y)} \leq 1 - \gamma. \tag{2.13}$$

**Remark 2.8.** We mention that inequality (2.13) below is the discrete analogue of inequality (2.7), and the condition in inequality (2.7) is imposed exactly so that our discretized chains will satisfy inequality (2.13). To reinforce this connection, we have used the same constants $\beta, \gamma$ in both equations, despite the fact that the inequalities are not identical.

We recall from Remark 2.5(1) that since $\Omega$ is finite, and the kernel $K$ is $1/2$-lazy, $K$ admits the representation

$$K(x, \cdot) = \alpha_x \delta_x (\cdot) + (1 - \alpha_x) \sum_{U \subset \Omega} K_{x,U} \pi|_U (\cdot), \tag{2.14}$$

where for all $x \in \Omega$ the constants $\{K_{x,U}\}_{U \subset \Omega}$ are a probability distribution on the set of subsets of $\Omega$ and where $\frac{1}{2} \leq \alpha_x < 1$. We fix such a representation, and define $\pi_*$ as in equation (2.6).

In this setting, we are able to establish the following conductance bound, which may be of independent interest.

**Theorem 2** (Uniform Evolving Set Bound). Suppose the transition kernel $K$ satisfies Assumption 2.7 and has conductance $\Phi \leq \frac{1}{4}$. Let $\tau$ be the associated mixing time, and let $\pi_*$ be as defined above. Then we have:

$$\frac{1}{4\Phi} \leq \tau \leq \frac{32}{\gamma \Phi^2} \log \left( \frac{4}{\pi_*} \right) \log \left( \frac{\sqrt{\pi_*}}{2} \right). \tag{2.15}$$

This bound is non-trivial when $\pi_* > 0$, and can be viewed as a variant of Theorem 1 of [9]; however it crucially differs from that bound in that it replaces $\pi_*' := \min_{x \in \Omega} \pi(x)$ with the larger $\pi_*$, at the cost of introducing new terms that depend on $\beta$ and $\gamma$. Although we do not focus on this, Theorem 2 also allows us, in some cases, to improve the bounds in [1] even on discrete spaces when $\pi_*$ is much larger than $\pi_*'$ - see Appendix A for some details.
3. Improved Evolving Set Bound

In this section, we prove Theorem 2.

Proof of Theorem 2. We follow the basic structure and notation of the proof of Theorem 17.10 in [8], with the new ingredients being an improved mixing bound for ‘warm starts’ and a minorization argument. We first recall the evolving set process \( \{S_t\}_{t \in \mathbb{N}} \). For a transition kernel \( K \) on finite state space \( \Omega \), the evolving set process associated with \( K \) is a Markov chain on subsets of \( \Omega \). Let \( U_t, t \in \mathbb{N}, \) be i.i.d. Unif([0,1]) random variables. To generate \( S_{t+1} \) from \( S_t \), set

\[
S_{t+1} = \{ y \in \Omega : \frac{Q(S_t, y)}{\pi(y)} \geq U_{t+1} \}.
\]

We need a generalization of Lemma 17.12 from [8], relating the transition kernel \( K \) of the Markov chain to this evolving set process for starting distributions that are not concentrated on a single point. For \( S \subseteq \Omega \) with \( \pi(S) > 0 \), define

\[
K^t(S, y) := \frac{1}{\pi(S)} \sum_{x \in S} \pi(x)K^t(x, y),
\]

with \( K^t \) defined as in (2.10).

Lemma 3.1 (Transition Probabilities). Denote by \( \{S_t\}_{t \in \mathbb{N}} \) the evolving set process associated with \( K \), and for \( S \subseteq \Omega \), write \( \mathbb{P}_{S_0 = S}[^{\cdot}] \) for \( \mathbb{P}[^{\cdot} | S_0 = S] \) and let \( \mathbb{E}_{S_0 = S} \) denote expectation under \( \mathbb{P}_{S_0 = S} \). Then, for \( t \in \mathbb{N} \) and \( y \in \Omega \),

\[
K^t(S, y) = \frac{\pi(y)}{\pi(S)} \mathbb{P}_{S_0 = S}[y \in S_t].
\]

Proof. We first prove that equality (3.2) holds by induction on \( t \). Recalling that \( K^0 \) is the identity matrix, it is clear that the equation holds when \( t = 0 \). For \( t > 0 \), using (3.1), (2.10), (3.2) and (2.11), we then have that

\[
K^{t+1}(S, y) = \sum_{z \in \Omega} K^t(S, z)K(z, y)
= \sum_{z \in \Omega} \frac{\pi(z)}{\pi(S)} \mathbb{P}_{S_0 = S}[z \in S_t]K(z, y)
= \frac{1}{\pi(S)} \sum_{z \in \Omega} \mathbb{E}_{S_0 = S}[\mathbb{1}_{\{z \in S_t\}} \pi(z)K(z, y)]
= \frac{1}{\pi(S)} \mathbb{E}_{S_0 = S}[Q(S_t, y)]
= \frac{\pi(y)}{\pi(S)} \mathbb{P}_{S_0 = S}[y \in S_{t+1}],
\]

where the last equality follows from the dynamics of the evolving set process. This concludes the proof of (3.2). \( \square \)

Next, for \( t \in \mathbb{N} \), define \( M_t \) to be equal to \( S_t \) if \( \pi(S_t) \leq \frac{1}{2} \), and to be equal to \( S^c \) otherwise. Lemma 17.16 of [8] states that, for all \( t \in \mathbb{N} \),

\[
\mathbb{E} \left[ \sqrt{\frac{\pi(M_{t+1})}{\pi(M_t)}} S_t \right] \leq 1 - \frac{\Phi^2}{2}, \tag{3.3}
\]
where $\Phi$ is defined in (2.12). By Markov's inequality, this implies that for all $\alpha > 0$,
\[
\mathbb{P}_{S_0 = S}[\pi(M_t) \geq \alpha] \leq \frac{\mathbb{E}_{S_0 = S} [\sqrt{\pi(M_t)}]}{\sqrt{\alpha}} \leq \left(1 - \frac{\Phi^2}{2}\right)^t \sqrt{\frac{\min(\pi(S), 1 - \pi(S))}{\alpha}}.
\]

(3.4)

In order to bound the probability that $M_T = \emptyset$, we consider times $T > B(A + 1)$ for some $A, B > 0$ and then estimate the chance that $M_t$ becomes empty during each of the first $A + 1$ blocks of length $B$. We then bound the probability that $M_{A+1} = \emptyset$ uniformly in possible values of $M_0$, and take independent bounds for each region. In particular, let $\beta$ be the constant in Assumption 2.7 and note that, by inequalities (3.4) and (2.13), and the dynamics of $M_t$ and $S_t$, we have
\[
\mathbb{P}_{S_0 = S}[M_{A+1} = \emptyset] \geq \mathbb{P}_{S_0 = S}[\pi(M_A) \leq \beta] \inf_{S' : \pi(S') \leq \beta} \mathbb{P}[M_{A+1} = \emptyset | M_A = S']
\]
\[
\geq \left(1 - \left(1 - \frac{\Phi^2}{2}\right)^A \sqrt{\frac{\pi(S)}{\beta}} \right) \times (1 - \sup\{Q(S', y) : y \in \Omega, \pi(y) > 0, S' \subset \Omega, \pi(S') \leq \beta\})
\]
\[
\geq \left(1 - \left(1 - \frac{\Phi^2}{2}\right)^A \right) \gamma,
\]
where the last line uses Assumption 2.7 and the fact that $\pi(S) \leq 1$. Fix $0 < C < \infty$.

Looking at $B = \lceil \frac{2C}{\gamma} \rceil$ sequences of length $A + 1 = \lceil \frac{\log(\frac{\pi(y)}{\pi(S)})}{\log(1 - \frac{\Phi^2}{2})} \rceil + 1$, this implies
\[
\mathbb{P}_{S_0 = S}[M_{B(A+1)} = \emptyset] \geq 1 - \left(\sup_{U \subset \Omega} \mathbb{P}_{S_0 = U}[M_{A+1} \neq \emptyset]\right)^B
\]
\[
\geq 1 - \left(1 - \gamma \left(1 - \left(1 - \frac{\Phi^2}{2}\right)^A \right)\right)^B
\]
\[
\geq 1 - \left(1 - \gamma \right)^B
\]
\[
\geq 1 - e^{-C}.
\]

(3.5)

Next, recall from Lemma 3.1 that, for all $t > 0$, all $S \subset \Omega$ and all $y \in \Omega$:
\[
|K^t(S, y) - \pi(y)| = \left|\frac{\pi(y)}{\pi(S)} \mathbb{P}_{S_0 = S}[y \in S_t] - \pi(y)\right|
\]
\[
= \frac{\pi(y)}{\pi(S)} \left|\mathbb{P}_{S_0 = S}[y \in S_t] - \pi(S)\right|.
\]

(3.6)
Let \( \tau = \min\{t \geq 0 : M_t = \emptyset\} \). It follows immediately from inequality (3.5) that \( \mathbb{P}[\tau < \infty] = 1 \). Since \( \{\pi(S_t)\}_t \) is a bounded martingale by Lemma 17.13 of [8], the optional stopping theorem implies \( \pi(S) = \mathbb{P}_{S_0=S}[S_\tau = \Omega] \). Thus, we can continue the calculation in equation (3.6) by writing

\[
|K^t(S, y) - \pi(y)| = \frac{\pi(y)}{\pi(S)}|\mathbb{P}_{S_0=S}[y \in S_t] - \mathbb{P}_{S_0=S}[S_\tau = \Omega]|
\leq \frac{\pi(y)}{\pi(S)}\left(|\mathbb{P}_{S_0=S}[y \in S_t, \tau > t] - \mathbb{P}_{S_0=S}[S_\tau = \Omega, \tau > t]| + |\mathbb{P}_{S_0=S}[y \in S_t, \tau \leq t] - \mathbb{P}_{S_0=S}[S_\tau = \Omega, \tau \leq t]|\right)
\leq \frac{\pi(y)}{\pi(S)}\mathbb{P}_{S_0=S}[\tau > t] + 0,
\]

where the last equality uses the property that \( \emptyset \) is an absorbing state for the evolving set Markov chain, and so

\[
\{\tau \leq t, y \in S_t\} = \{\tau \leq t, S_\tau \neq \emptyset\} = \{\tau \leq t, S_\tau = \Omega\}.
\]

Combining this with inequality (3.5) and the definition of \( A \) given above, for all \( 0 < C < \infty \) we have

\[
|K^t(A+1)(S, y) - \pi(y)| \leq e^{-C} \frac{\pi(y)}{\pi(S)}.
\]  

(3.7)

Finally, we must relate \( \frac{|K^t(S, y) - \pi(y)|}{\pi(y)} \) to \( \max_{x, y} \frac{|K^t(x, y) - \pi(y)|}{\pi(y)} \). Using the decomposition of \( K \) in terms of the weights \( \alpha_x \) and \( K_{x,U} \) from equation (2.14), the definition in equation (3.1), as well as the decomposition (2.10) for \( K^t+1 \), we note that

\[
|K^{t+1}(x, y) - \pi(y)| = |(1 - \alpha_x) \sum_{U \subset \Omega} K_{x,U} K^t(U, y) + \alpha_x K^t(x, y) - \pi(y) ((1 - \alpha_x) \sum_{U \subset \Omega} K_{x,U} + \alpha_x)|
\]

\[
= |(1 - \alpha_x) \sum_{U \subset \Omega} (K_{x,U} K^t(U, y) - \pi(y)) + \alpha_x (K^t(x, y) - \pi(y))|
\]

\[
\leq (1 - \alpha_x) \sum_{U \subset \Omega} K_{x,U} |K^t(U, y) - \pi(y)| + \alpha_x.
\]

Together, the previous two inequalities, the bound \( \alpha_x \geq \frac{1}{2} \) and equality (2.6) show that

\[
\frac{1}{2} \sum_{y \in \Omega} |K^{t+1}(x, y) - \pi(y)| \leq \alpha_x + \sum_{y \in \Omega} \frac{e^{-C} \pi(y)}{2} \sum_{U \subset \Omega} \frac{K_{x,U}}{\pi(U)}
\leq \alpha_x + \frac{1}{2} \frac{e^{-C}}{\pi_*}.
\]
Thus, for any \( s \in \mathbb{N} \) and \( T > \left[ \frac{2}{\gamma} \log \left( \frac{1}{\pi_d} \right) \right] (A + 1) + 1 + s \), we have by the same calculation

\[
||L(X_T) - \pi||_{TV} \leq \frac{1}{2} \max_x \sum_{y \in \Omega} |K^T(x, y) - \pi(y)|
\]

\[
\leq \frac{1}{2} \max_x \left( \sum_{y \in \Omega} |\alpha_x (K^{T-1}(x, y) - \pi(y)) + (1 - \alpha_x) (\sum_{U \subset \Omega} K_{x,U} K^{T-1}(U, y) - \pi(y))| \right)
\]

\[
\leq \frac{1}{2} \max_x \left( \alpha_x \sum_{y \in \Omega} |K^{T-1}(x, y) - \pi(y)| + (1 - \alpha_x) \sum_{U \subset \Omega} K_{x,U} |K^{T-s-1}(U, y) - \pi(y)| \right)
\]

\[
\leq \ldots
\]

\[
\leq \max_{x \in \Omega} \alpha^s_x + \frac{1}{2} \max_x \sum_{U \subset \Omega} K_{x,U} |K^{T-s-1}(U, y) - \pi(y)|
\]

\[
\leq \frac{1}{8} + \max_{x \in \Omega} \alpha^s_x.
\]

We note that \( \Phi \leq 1 - \max_{x \in \Omega} K(x, x) \leq 1 - \max_{x \in \Omega} K_x(x) \), and so \( K^s_{x,\{x\}} \leq \frac{1}{8} \) for \( s > \frac{-\log(8)}{\log(1-\Phi)} \).

Thus, for \( T > \left[ \frac{2}{\gamma} \log \left( \frac{4}{\pi_d} \right) \right] \left( \left[ \frac{\log(1/\Phi)}{\log(1 - \frac{1}{2^s})} \right] + 1 \right) + 1 + \left[ \frac{-\log(8)}{\log(1 - \Phi)} \right] \), we have

\[
||L(X_T) - \pi||_{TV} \leq \frac{1}{4}.
\]

Taking a Taylor expansion of the \( \log(1 - \Phi) \) term and using the assumption \( \Phi \leq \frac{1}{4} \) completes the proof of the upper bound in inequality (2.15).

The lower bound is an immediate consequence of Theorem 7.3 of [8]. \( \square \)

4. Best Lifting Improvement Bound

In this section, we state and prove Theorem 3, which establishes a bound related to Theorem 1, but under weaker assumptions. In Section 5, we derive Theorem 1 from Theorem 3.

4.1. A Generalization of Theorem 1. We state some notation that will be used throughout Section 4. Let \( K \) be the transition kernel of a Markov chain on a compact subset \( \Omega \subset \prod_{i=1}^{d} [A_i, B_i] \subset \mathbb{R}^d \) or \( \Omega \subset \mathbb{T}^d \). Let \( \pi \) be the associated stationary distribution and assume that \( \pi \) is absolutely continuous, with some density \( \rho \). For all \( N \in \mathbb{N} \), define

\[
\Omega^{(N)} = \{ N^{-1}(x_1, x_2, \ldots, x_d) : NA_i - 2 \leq x_i \leq NB_i + 2, \ x_1, \ldots, x_d \in \mathbb{Z} \},
\]

and for all \( x = (x_1, \ldots, x_d) \in \Omega^{(N)} \), define

\[
\pi^{(N)}(\{x\}) = \int_{x_1-\frac{1}{N}}^{x_1+\frac{1}{N}} \cdots \int_{x_d-\frac{1}{N}}^{x_d+\frac{1}{N}} \rho(y_1, \ldots, y_d) dy_1 \cdots dy_d. \quad (4.1)
\]

By a standard small abuse of notation, for \( x \in \Omega^{(N)} \) we define \( \pi^{(N)}(x) \equiv \pi^{(N)}(\{x\}) \). We make similar small abuses of notation for the other measures and kernels defined on discrete state spaces.
Since the convex hull of $\Omega^{(N)}$ contains $\Omega$ and $\pi$ has no atoms, $\sum_{x \in \Omega^{(N)}} \pi^{(N)}(x) = 1$ and so $\pi^{(N)}$ is in fact a probability measure on $\Omega^{(N)}$. Assume that $K$ satisfies condition 1 of Assumptions 2.4 and hence, can be written in the form given by equation (2.5) with associated weights $\alpha_x$, $K_{x,U}$, $U \in U_x$, $x \in \Omega$. We now define an associated kernel $L^{(N)}$ on $\Omega^{(N)}$ by setting

$$L^{(N)}(x, y) = \alpha_x \delta_x(y) + (1 - \alpha_x) \sum_{U \in U_x, U \ni y} K_{x,U} \frac{\pi^{(N)}(y)}{\pi^{(N)}(U)}$$

(4.2)

for all $x, y \in \Omega^{(N)}$. We define $K^{(N)}$ to be the Metropolis-Hastings kernel associated with the “proposal” kernel $L^{(N)}$ and target distribution $\pi^{(N)}$. For $x \neq y$, this kernel is given by

$$K^{(N)}(x, y) = L^{(N)}(x, y)\lambda^{(N)}(x, y),$$

where

$$\lambda^{(N)}(x, y) = \min \left( 1, \frac{\pi^{(N)}(y)L^{(N)}(y, x)}{\pi^{(N)}(x)L^{(N)}(x, y)} \right).$$

(4.3)

Otherwise, $K^{(N)}(x, x) = 1 - \sum_{y \in \Omega^{(N)}} K^{(N)}(x, y)$. Analogously to the definitions of $Q(x, y)$ and $Q(A, B)$ in equation (2.11), define

$$Q^{(N)}(x, y) = \pi^{(N)}(x)K^{(N)}(x, y)$$

for $x, y \in \Omega^{(N)}$ and

$$Q^{(N)}(A, B) = \sum_{x \in A, y \in B} Q^{(N)}(x, y)$$

(4.4)

for $A, B \subset \Omega^{(N)}$. Throughout the remainder of the paper, we also abuse notation slightly and define $\pi^{(N)}(S) = \pi^{(N)}(S \cap \Omega^{(N)})$. We extend this slight abuse of notation to all other quantities that depend on subsets of $\Omega$ with size strictly greater than 1. For example, we define $Q^{(N)}(A, B) = Q^{(N)}(A \cap \Omega^{(N)}, B \cap \Omega^{(N)})$ when $A, B \in \mathcal{A}$ and $A, B$ are not singletons. We will not abuse notation in this way for single elements.

For $S \subset \Omega^{(N)}$, define the covering map $\mathcal{P}^{(N)} : 2^{\Omega^{(N)}} \mapsto 2^{\mathbb{R}^d}$, which sends a subset $S \subset \Omega^{(N)}$ to unions of rectangles that cover $S$, as follows:

$$\mathcal{P}^{(N)}(S) = \bigcup \prod_{i=1}^d \left[ x_i - \frac{1}{2N}, x_i + \frac{1}{2N} \right] \subset \mathbb{R}^d.$$ 

(4.5)

As has been our convention, we slightly abuse notation and define $\mathcal{P}^{(N)}(x) = \mathcal{P}^{(N)}(\{x\})$ for single elements $x \in \Omega^{(N)}$.

We also require some additional general notation. We define the collection $\mathcal{B}$ of subsets that occur in our representation of $K$ as follows:

$$\mathcal{B} := \bigcup_{x \in \Omega} \{U \in U_x : K_{x,U} > 0\}.$$

For $\epsilon > 0$, we define the collection $\mathcal{R}_\epsilon$ of large rectangular subsets

$$\mathcal{R}_\epsilon := \left\{ \prod_{i=1}^d [a_i, b_i] \subset \mathbb{R}^d : \inf_i (b_i - a_i) \geq \epsilon \right\},$$
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and for $\epsilon > 0$ and $m \in \mathbb{N} \cup \{\infty\}$, we define the collection $\mathcal{H}_{\epsilon,m}$ of sets that are generated by a small number of large rectangular subsets

$$
\mathcal{H}_{\epsilon,m} := \left\{ \bigcup_{j=1}^{k} R_j, (\bigcup_{j=1}^{k} R_j)^c : 1 \leq k \leq m, R_j \text{ or } R_j^c \in \mathcal{R}_{\epsilon} \right\}.
$$

We write some necessary assumptions:

**Assumptions 4.1.** Let $K$ be the reversible transition kernel of a Markov chain on a compact subset $\Omega \subset \mathbb{R}^d$, and let $\pi$ be the associated stationary distribution. Assume that

1. Parts 1 through 3 of Assumptions 2.4 hold, with associated quantities $\alpha_x, U_x, K_{x_U}$, $x \in \Omega, U_x \subset A, U \in U_x$.
2. For all fixed $0 < \epsilon < 1$, $m \in \mathbb{N}$ and $i \in \{1, 2, 3, 4\}$,

$$
\lim_{N \to \infty} \theta^{(i)}(\epsilon, m, N) = 0,
$$

where

$$
\theta^{(1)}(\epsilon, m, N) = \sup_{S \in \mathcal{H}_{\epsilon,m}} |\pi^{(N)}(S) - \pi(S)|,
$$

$$
\theta^{(2)}(\epsilon, m, N) = \sup_{S \in \mathcal{B}} |\pi^{(N)}(S) - \pi(S)|,
$$

$$
\theta^{(3)}(\epsilon, m, N) = \sup_{S \in \mathcal{B}} d_{\text{Prok}}(\pi^{(N)}|S, \pi|S),
$$

and $\theta^{(4)}$ is given by

$$
\theta^{(4)}(\epsilon, m, N) = \sup_{S \subset \Omega^{(N)}} \frac{\tilde{\theta}^{(4)}(S)}{\pi(\mathcal{P}^{(N)}(S))},
$$

with

$$
\tilde{\theta}^{(4)}(S) := \left| \sum_{x \in S, y \notin S} (1 - \alpha_x) \pi^{(N)}(x) \pi^{(N)}(y) \sum_{U \in U_x, U \ni y} K_{x,U} \frac{1}{\pi(U)} - \int_{\mathcal{P}^{(N)}(S)} (1 - \alpha_x) \sum_{U \in U_x} K_{x,U} \frac{\pi(U \cap \mathcal{P}^{(N)}(S^c))}{\pi(U)} \rho(x) dx \right|,
$$

recalling the notational convention stated immediately following equation (4.4).

Our generalization of Theorem 1 is:

**Theorem 3** (Bound on Improvement Due to Lifting). Let $K$ be a reversible transition kernel that satisfies Assumptions 4.1 with associated constants $\gamma$ and $\beta$, and has mixing time $\tau$. Then, for any lift $\tilde{K}$ of $K$ the mixing time $\tilde{\tau}$ of $\tilde{K}$ satisfies

$$
\tilde{\tau} \geq \frac{\sqrt{\gamma}}{32 \log \left( \frac{4}{\pi_*} \right) \log \left( \frac{\sqrt{\pi}}{2} \right)} \sqrt{\tau},
$$

where $\pi_*$ is the constant defined in (2.6).
The main steps in the proof of Theorem 3 are the approximation result in Proposition 4.2 below, which relates the kernel $K$ of interest to the sequence of discretized versions $K^{(N)}$ defined above, and a repeated application of the improved evolving set bound in Theorem 2 to the discretized versions of the chain. The approximation result is likely to be of use in more general contexts. Denote by $\tau$ and $\tau^{(N)}$ the mixing times of the transition kernels $K$ and $K^{(N)}$, respectively. Similarly, let $\Phi$ and $\Phi^{(N)}$ be the conductances of the transition kernels $K$ and $K^{(N)}$, respectively. Also, define

$$\pi^*_N = \inf_{S \in \mathcal{B}} \pi^{(N)}(S). \quad (4.7)$$

Then we have:

**Proposition 4.2.** Under the conditions of Theorem 3,

$$\liminf_{N \to \infty} \tau^{(N)} \geq \tau \quad (4.8)$$

and

$$\lim_{N \to \infty} \Phi^{(N)} = \Phi. \quad (4.9)$$

Recall the constants $\beta, \gamma$ in inequality (2.13). There exist $\gamma^{(N)}, \beta^{(N)}$ such that $Q^{(N)}$ satisfies inequality (2.13) with constants $\gamma^{(N)}$ and $\beta^{(N)}$ in place of $\gamma$ and $\beta$, respectively, and such that

$$\lim_{N \to \infty} \beta^{(N)} = \beta, \quad (4.10)$$

$$\lim_{N \to \infty} \gamma^{(N)} = \gamma.$$

We defer the proof of this proposition to Section 4.2, and instead, first show how it implies Theorem 3.

**Proof of Theorem 3.** We first recall two results. From Section 3 of [1], the conductance $\Phi$ of a kernel is related to the conductance $\widehat{\Phi}$ of its lift by

$$\widehat{\Phi} \leq \Phi.$$

By Theorem 7.3 of [8], the conductance gives a lower bound on the mixing time of a chain:

$$\widehat{\tau} \geq \frac{1}{4\Phi}, \quad \tau \geq \frac{1}{4\Phi}.$$

Using these two bounds, relations (4.9) and (4.10) from Proposition 4.2, Theorem 2, and the definition of $\pi^*_N$ in equation (4.7), we calculate

\[\text{This proof is given for Markov chains on discrete state spaces, but the same bound holds for continuous state Markov chains with minor changes in notation.}\]

\[\text{Again, the result is stated for chains on discrete state spaces but applies more generally to continuous state Markov chains.}\]
\[
\hat{\tau} \geq \frac{1}{4\Phi} \geq \frac{1}{4\Phi}
\]
\[
= \lim_{N \to \infty} \frac{1}{4\Phi(N)}
\]
\[
\geq \liminf_{N \to \infty} \frac{\sqrt{\gamma(N)}}{16 \sqrt{2 \log \left(\frac{4}{\pi_{\nu}}\right) \log \left(\frac{\sqrt{\beta(N)}}{2}\right)}} \sqrt{\tau(N)}
\]
\[
= \frac{\sqrt{\gamma}}{16 \sqrt{2 \log \left(\frac{4}{\pi_{\nu}}\right) \log \left(\frac{\sqrt{\beta}}{2}\right)}} \sqrt{\tau},
\]
where the final equality holds from the fact that equality (4.6) with \(i = 2\) implies \(\lim_{N \to \infty} \pi_{\nu}(N) = \pi_{\nu}\), the definition \(\pi_{\nu} = \inf_{S \in B} \pi(S)\), and the general relation
\[
| \inf_{S \in B} \mu(S) - \inf_{S' \in B} \nu(S) | \leq \sup_{S \in B} | \mu(S) - \nu(S) |
\]
for any probability measures \(\mu\) and \(\nu\) on \(\Omega\).

4.2. Proof of Proposition 4.2. We begin with some technical lemmas.

Lemma 4.3. Let the notation and assumptions be as in the statement of Proposition 4.2. For every \(\epsilon > 0\), there exists \(M = M(\epsilon)\) such that \(N > M\) implies
\[
d_{\text{Prok}}(K^{(N)}(x, \cdot), K(x, \cdot)) \leq \epsilon
\]
for all \(x \in \Omega^{(N)}\). Furthermore, for all \(\epsilon > 0\) there exists some \(M = M(\epsilon) < \infty\) so that \(N > M(\epsilon)\) implies
\[
\sup_{x,y \in \Omega^{(N)}} (1 - \lambda^{(N)}(x,y)) \leq \epsilon.
\]

Proof. Fix \(\epsilon > 0\). By relation (4.6) with \(i = 3\), it is possible to choose \(M_1 = M_1(\epsilon)\) such that \(N > M_1(\epsilon)\) implies \(\sup_{S \in B} d_{\text{Prok}}(\pi^{(N)}|S, \pi_{\nu}|S) < \frac{\epsilon}{4}\). Fix \(N > M_1\). For each \(x \in \Omega\), we now describe a coupling of the distributions \(K(x, \cdot)\) and \(K^{(N)}(x, \cdot)\). Let \(\alpha_x, U_x, K_{x,U}, U_x \subset \mathcal{A}, U \in \mathcal{U}_x\), be the quantities in (2.5), and recall \(\pi\) is the stationary distribution of the kernel \(K\). Consider a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) that is sufficiently large to support the following:

(1) A Bernoulli random variable \(R_1\) with \(\mathbb{P}(R_1 = 0) = \alpha_x\) and \(\mathbb{P}(R_1 = 1) = 1 - \alpha_x\);

(2) A \(U_x\)-valued random element \(R_2\), independent of \(R_1\), such that \(\mathbb{P}(R_2 = U) = K_{x,U}, U \in \mathcal{U}_x\).

(3) A pair of random variables \((R_3, R_3^{(N)})\) that couple \(\pi|_{R_2}\) and \(\pi^{(N)}|_{R_2}\) (i.e., with \(R_3 \sim \pi|_{R_2}\) and \(R_3^{(N)} \sim \pi^{(N)}|_{R_2}\)) with the property that
\[
\mathbb{P} \left[ |R_3^{(N)} - R_3| > \frac{\epsilon}{4} \right] \leq \frac{\epsilon}{4}.
\]

Such a coupling is possible by (4.6) for \(i = 3\) and our choice of \(N > M_1\).

(4) Finally, let \(R_4^{(N)}\) be a \(0-1\)-Bernoulli random variable with \(\mathbb{P}(R_4^{(N)} = 1) = \lambda^{(N)}(x, R_3^{(N)})\).

We now define random variables \(X\) and \(X^{(N)}\) on \((\Omega, \mathcal{F}, \mathbb{P})\) as follows:
(1) If \( R_1 = 0 \), set \( X = x \); otherwise, set \( X = R_3 \).

(2) If \( R_1 R_4^{(N)} = 0 \), set \( X^{(N)} = x \); otherwise, set \( X^{(N)} = R_3^{(N)} \).

In view of (2.5), it is easy to verify that \( X \sim K(x, \cdot) \); and likewise, from the definition of \( K^{(N)} \), it is easy to see that \( X^{(N)} \sim K^{(N)}(x, \cdot) \). Thus, for \( N > M_1 \), \( (X, X^{(N)}) \) is a coupling of \( K(x, \cdot) \) and \( K^{(N)}(x, \cdot) \).

Now, note that on the event \( \{ R_4^{(N)} = 1 \} \), \( |X - X^{(N)}| = |R_3 - R_3^{(N)}| \mathbb{1}_{\{ R_1 = 1 \}} \). Thus, (4.14) implies
\[
\mathbb{P} \left[ \left\{ |X - X^{(N)}| > \frac{\epsilon}{4} \right\} \cap \left\{ R_4^{(N)} = 1 \right\} \right] \leq \frac{\epsilon}{4}.
\]

On the other hand,
\[
\mathbb{P} \left[ \left\{ |X - X^{(N)}| > \frac{\epsilon}{4} \right\} \cap \left\{ R_4^{(N)} = 0 \right\} \right] \leq \mathbb{P} \left[ R_4^{(N)} = 0 \right] \leq \sup_y (1 - \lambda^{(N)}(x, y)).
\]

Thus, to establish both (4.12) and (4.13), it suffices to show that for each \( \epsilon > 0 \), there exists \( M_2 = M_2(\epsilon) > M_1 \) such that for all \( N > M_2 \),
\[
\sup_{x, y \in \Omega^{(N)}} (1 - \lambda^{(N)}(x, y)) \leq \frac{\epsilon}{4}.
\]

Since \( \lambda^{(N)}(x, y) = 1 \) when \( x = y \), it suffices to consider \( x, y \in \Omega^{(N)} \) for which \( x \neq y \). Now, for \( x, y \in \Omega^{(N)}, x \neq y \), by the definition of \( \lambda^{(N)} \) in (4.3) and (4.2),
\[
\lambda^{(N)}(x, y) = \min \left( 1, \frac{\pi^{(N)}(y) \sum_{U \in \mathcal{U}_p \cup U \ni x} K_{y, U} \frac{\pi^{(N)}(x)}{\pi^{(N)}(U)} (1 - \alpha_y)}{\pi^{(N)}(x) \sum_{U \in \mathcal{U}_p \cup U \ni y} K_{x, U} \frac{\pi^{(N)}(y)}{\pi^{(N)}(U)} (1 - \alpha_x)} \right)
\]
\[
= \min \left( 1, \frac{\sum_{U \in \mathcal{U}_p \cup U \ni x} K_{y, U} \frac{1}{\pi^{(N)}(U)} (1 - \alpha_y)}{\sum_{U \in \mathcal{U}_p \cup U \ni y} K_{x, U} \frac{1}{\pi^{(N)}(U)} (1 - \alpha_x)} \right).
\]

By equality (4.6) with \( i = 2 \), for all \( 0 < \epsilon < 1 \) there exists \( M_2 = M_2(\epsilon) \) (wlog chosen to be greater than \( M_1 \)) such that \( N > M_2 \) implies
\[
\sup_{U \in \mathcal{B}} |\pi^{(N)}(U) - \pi(U)| < \frac{\epsilon}{100} \pi_*.
\]

We observe that \( \pi \) is the stationary measure of the reversible kernel \( K \), and so
\[
\frac{\sum_{U \in \mathcal{U}_p \cup U \ni x} K_{y, U} \frac{1}{\pi(U)} (1 - \alpha_y)}{\sum_{U \in \mathcal{U}_p \cup U \ni y} K_{x, U} \frac{1}{\pi(U)} (1 - \alpha_x)} = \frac{\rho(y) \sum_{U \in \mathcal{U}_p \cup U \ni x} K_{y, U} \frac{\rho(x)}{\pi(U)} (1 - \alpha_y)}{\rho(x) \sum_{U \in \mathcal{U}_p \cup U \ni y} K_{x, U} \frac{\rho(y)}{\pi(U)} (1 - \alpha_x)}
\]
\[
= \frac{\rho(y) K(y, dx)}{\rho(x) K(x, dy)} = 1.
\]

Combining this observation with the expression for \( \lambda^{(N)}(x, y) \) and (4.17), we find that (4.16) holds for \( N > M_2(\epsilon) \), which completes the proof of the lemma with \( M(\epsilon) = M_2(\epsilon) \).

We then show:
**Lemma 4.4.** Let the notation and assumptions of Theorem 3 hold. Fix \( x \in \Omega \) and \( T \in \mathbb{N} \). There exists a sequence of initial conditions \( \{x^{(N)}\}_{N \in \mathbb{N}} \) such that, if \( X^{(N)} \) is the Markov chain with kernel \( K^{(N)} \) started at \( x^{(N)} \), and \( X \) is the Markov chain with kernel \( K \) started at \( x \), then

\[
\limsup_{N \to \infty} \max_{0 \leq t \leq T} d_{\text{Prok}}(X_t^{(N)}, X_t) = 0. \tag{4.18}
\]

**Proof.** For each \( N \in \mathbb{N} \) and fixed \( T \in \mathbb{N} \), we will construct a coupling \( \{X_t, X_t^{(N)}\}_{t=0}^T \) of the trajectories of the two Markov chains up to \( T \) steps, with the property that for every \( \epsilon > 0 \),

\[
\limsup_{N \to \infty} \mathbb{P} \left( \max_{0 \leq t \leq T} |X_t^{(N)} - X_t| > \epsilon \right) = 0. \tag{4.19}
\]

We prove equality (4.19) by induction on \( T \). For \( T = 0 \), by the definition of \( \Omega^{(N)} \) in Section 4.1, it is always possible to choose \( X_0^{(N)} = x^{(N)} \in \Omega^{(N)} \) such that \( |x^{(N)} - x| \leq \frac{2d}{N} \). Thus, equality (4.19) holds for \( T = 0 \). Next, we assume the equality holds up to time \( t \), and we show that it holds up to time \( t + 1 \). By the induction hypothesis, for all \( \epsilon > 0 \) there exists \( M_1 = M_1(t, \epsilon) \) such that \( N > M_1 \) implies

\[
\mathbb{P} \left( \max_{0 \leq s \leq t} |X_s^{(N)} - X_s| > \frac{\epsilon}{10} \right) \leq \frac{\epsilon}{10}. \tag{4.20}
\]

Combining inequality (2.8) with Lemma 4.3, for all \( \epsilon > 0 \) there exists \( M_2 = M_2(\epsilon, T) \) and \( 0 < \delta = \delta(\epsilon, t) \leq \epsilon \) such that \( N > M_2 \) implies the existence of a coupling of the four random variables \( X_t^{(N)}, X_{t+1}^{(N)}, X_t, X_{t+1} \) with the property

\[
\mathbb{P} \left( |X_{t+1}^{(N)} - X_{t+1}| > \frac{\epsilon}{10} \mid |X_t^{(N)} - X_t| < \delta \right) \leq \frac{\epsilon}{10}. \tag{4.21}
\]

Finally, fix some \( \epsilon > 0 \). For \( \delta = \delta(x, t) \) and \( N > \max(M_1(t, \delta), M_2(t, \frac{\epsilon}{10})) \), we have by inequalities (4.20) and (4.21) that

\[
\mathbb{P} \left( |X_{t+1}^{(N)} - X_{t+1}| > \frac{\epsilon}{10} \right) \leq \frac{2\epsilon}{10}.
\]

Combining this with inequality (4.20), we have

\[
\mathbb{P} \left( \max_{0 \leq s \leq t+1} |X_s^{(N)} - X_s| > \frac{\epsilon}{10} \right) \leq \frac{3\epsilon}{10}. \tag{4.22}
\]

Recalling that \( X_s^{(N)}, X_s \) are couplings of \( K(x, \cdot) \) and \( K^{(N)}(x, \cdot) \), inequality (4.22) completes the induction step and completes the proof of equality (4.19). Combining this with inequality (2.3) completes the proof of equality (4.18). \( \square \)

We use the following standard lemma on approximation of sets with elementary sets:

**Lemma 4.5.** Let \( \mu \) be a regular probability measure on \( \mathbb{R}^d \) with the usual Borel \( \sigma \)-algebra \( \mathcal{A} \). Then for any \( A \in \mathcal{A} \) and any \( \delta > 0 \), there exists a finite collection of sets \( \{B_i\}_{i=1}^m \) of the form

\[
B_i = \prod_{j=1}^d [a_{ij}, b_{ij}]
\]
such that the symmetric difference $A \Delta (\cup_{i=1}^{m} B_i)$ satisfies

$$\mu(A \Delta (\cup_{i=1}^{m} B_i)) < \delta \mu(A).$$

**Proof.** Since $\mu$ is a regular measure, there exists a countable collection $\{B_i\}_{i \in \mathbb{N}}$ of sets of the form $B_i = \prod_{j=1}^{d} [a_j, b_j]$ that satisfy

$$A \subset \cup_{i \in \mathbb{N}} B_i, \quad \mu((\cup_{i \in \mathbb{N}} B_i \setminus A) < \frac{\delta \mu(A)}{200}. \quad (4.23)$$

Since $\{\mu(\cup_{i=1}^{m} B_i)\}_{m \in \mathbb{N}}$ is a sequence of nonnegative increasing numbers that converges to $\mu(\cup_{i \in \mathbb{N}} B_i) \in [\mu(A), \mu(A)(1 + \frac{\delta}{200})]$, there exists some $m \in \mathbb{N}$ such that

$$\mu(\cup_{i=1}^{m} B_i) > (1 - \frac{\delta}{200}) \mu(A).$$

This value of $m$ satisfies the requirements of the lemma. \qed

**Lemma 4.6.** Assume that the conditions of Theorem 3 hold. For every $\epsilon > 0$, there exists some $\delta > 0$, $m \in \mathbb{N}$ and $S \in \mathcal{H}_{\delta,m}$ such that

$$\Phi(S) < \Phi + \epsilon. \quad (4.24)$$

**Proof.** Since $\Phi = \inf_{0 < \pi(U) < \frac{1}{2}} \Phi(U)$ is defined as an infimum, there exists a set $U \subset \Omega$ with $0 < \pi(U) < \frac{1}{2}$ and

$$\Phi(U) < \Phi + \frac{\epsilon}{100}.$$ 

By Lemma 4.5, there exists some $n \in \mathbb{N}$ and collection of sets $\{B_i\}_{i=1}^{n}$ of the form

$$B_i = \prod_{j=1}^{d} [a_j, b_j]$$

such that $S \equiv \cup_{i=1}^{n} B_i$ satisfies

$$\pi(S \Delta U) \leq \frac{\epsilon \pi(U)}{50}. \quad (4.25)$$

We now verify that this set $S$ satisfies inequality (4.24) by calculating:

$$\Phi(S) = \frac{Q(S, S^c)}{\pi(S)}$$

$$= \frac{1}{\pi(S)} (Q(S \cap U, S^c) + Q(S \cap U^c, S^c))$$

$$= \frac{1}{\pi(S)} (Q(S \cap U, S^c \cap U^c) + Q(S \cap U, S^c \cap U) + Q(S \cap U^c, S^c))$$

$$\leq \frac{1}{\pi(U) - \pi(S \Delta U)} (Q(U, U^c) + 2\pi(S \Delta U))$$

$$\leq \frac{1 + \frac{\epsilon}{25}}{\pi(U)} (Q(U, U^c) + \frac{\epsilon \pi(U)}{25})$$

$$\leq \Phi(U) (1 + \frac{\epsilon}{25}) + (1 + \frac{\epsilon}{25}) \frac{\epsilon}{25}$$

$$\leq \Phi(U) + \epsilon.$$
where the last line uses the fact that $\Phi(U) \leq 1$. This completes the proof of the lemma. □

Recall the definition of a thickening in equation (2.2). Whenever this notation is used in the remainder of this paper, we use the metric defined in equation (2.1). Note that, with this metric, if $S$ is a union of $d$-dimensional rectangles, then $S_\delta$ is also a union of $d$-dimensional rectangles. We have:

**Lemma 4.7.** Let Assumptions 4.1 hold. For every fixed $0 < \epsilon < 1$ and $m \in \mathbb{N}$, the measure $\pi$ satisfies

$$\lim_{\delta \to 0} \sup_{S \in \mathcal{H}_{\epsilon,m}} |\pi(S_\delta) - \pi(S)| = 0. \quad (4.26)$$

**Proof.** Fix $0 < \epsilon < 1$ and $m \in \mathbb{N}$. Also fix $0 < C < \infty$, define $\rho_C(x) = \min(\rho(x), C)$ to be a truncated version of the density, and define $M(C) = \{x : \rho(x) > C\}$ to be the points where $\rho_C(x) \neq \rho(x)$. For any $S \in \mathcal{H}_{\epsilon,m}$,

$$|\pi(S_\delta) - \pi(S)| = \int_{S_\delta \setminus S} \rho(x)dx$$

$$= \int_{(S_\delta \setminus S) \cap M(C)} \rho(x)dx + \int_{(S_\delta \setminus S) \cap M(C)^c} \rho_C(x)dx$$

$$\leq \pi(M(C)) + \int_{(S_\delta \setminus S)} \rho_C(x)dx$$

$$\leq \pi(M(C)) + O(C\delta).$$

Since this holds for any $S \in \mathcal{H}_{\epsilon,m}$, we have

$$\lim_{\delta \to 0} \sup_{S \in \mathcal{H}_{\epsilon,m}} |\pi(S_\delta) - \pi(S)| \leq \lim_{\delta \to 0}(\pi(M(C)) + O(C\delta)) = \pi(M(C)).$$

Since this holds for every $0 < C < \infty$, this implies

$$\liminf_{\delta \to 0} \sup_{S \in \mathcal{H}_{\epsilon,m}} |\pi(S_\delta) - \pi(S)| \leq \inf_{0 < C < \infty} \pi(M(C)) = 0,$$

completing the proof. □

Finally, we prove Proposition 4.2:

**Proof of Proposition 4.2.** We first show that

$$\liminf_{N \to \infty} \tau^{(N)} \geq \tau.$$  

Fix $X_0 = x \in \Omega$, $T \in \mathbb{N}$, $\epsilon$, $m \in \mathbb{N}$ and $S_0 \in \mathcal{H}_{\epsilon,m}$. If $\mathbb{P}[X_T \in S_0] \geq \pi(S_0)$, set $S = S_0$; if not, set $S = S_0^c$. Now, fix $\delta > 0$. By Lemma 4.4, there exists a sequence of starting points $X_0^{(N)} = x^{(N)} \in \Omega^{(N)}$ such that

$$\liminf_{N \to \infty} \mathbb{P}[X_T^{(N)} \in S_\delta] \geq \mathbb{P}[X_T \in S]. \quad (4.27)$$

We observe that, for $\delta < \delta_0(\epsilon)$ sufficiently small, either the interior or the closure of $S_\delta$ is an element of $\mathcal{H}_{\epsilon',m}$ for some $\epsilon' > 0$. Applying (4.6) with $i = 1$, this implies

$$\lim_{N \to \infty} \pi^{(N)}(S_\delta) = \pi(S_\delta). \quad (4.28)$$
Combining equalities (4.27), (4.28) with the triangle inequality and the fact that \( \mathbb{P}[X_T \in S] \geq \pi(S) \),

\[
\liminf_{N \to \infty} |\mathbb{P}[X_T^{(N)} \in S] - \pi^{(N)}(S)| \geq |\mathbb{P}[X_T \in S] - \pi(S)| - |\pi(S) - \pi(S)|. \tag{4.29}
\]

Now, assume that the mixing time \( \tau \) satisfies \( \tau > T \). By the definition of the mixing time, there exists a measurable set \( R' \subset \Omega, x \in \Omega \) and \( \eta > 0 \) such that the chain \( \{X_t\}_{t \in \mathbb{N}} \) started at \( X_0 = x \) satisfies

\[
\mathbb{P}[X_T \in R'] - \pi(R') > \frac{1}{4} + \eta.
\]

By Lemma 4.5, this implies that there exists \( \epsilon > 0, m \in \mathbb{N} \) and \( R \in \mathcal{H}_{\epsilon,m} \) such that

\[
\mathbb{P}[X_T \in R] - \pi(R) > \frac{1}{4} + \eta. \tag{4.30}
\]

We note that inequality (4.29) holds for a generic set \( S \in \mathcal{H}_{\epsilon,m} \), and in particular it holds with \( S \) replaced by the set \( R \) in inequality (4.30). Applying inequality (4.29) to inequality (4.30) implies that for some \( \delta > 0 \), equation (4.26) implies that

\[
\liminf_{N \to \infty} \|\mathcal{L}(X_T^{(N)}) - \pi^{(N)}\|_{TV} \geq \frac{1}{4} + \eta > \frac{1}{4}.
\]

Since this argument holds for all \( T < \tau \), we have

\[
\liminf_{N \to \infty} \tau^{(N)} \geq \tau.
\]

Next, we show that

\[
\limsup_{N \to \infty} \phi^{(N)} \leq \Phi.
\]

To do so, fix \( \epsilon > 0 \). By Lemma 4.6, there exists \( \delta > 0, m \in \mathbb{N} \) and \( S \in \mathcal{H}_{\epsilon,m} \) such that \( \Phi(S) < \Phi + \epsilon \). Applying (4.6) with \( i = 4 \) and inequality (4.13),

\[
\Phi^{(N)}(S) = \sum_{x \in S, y \notin S} \frac{\pi^{(N)}(x)K^{(N)}(x, y)}{\pi^{(N)}(S)}
= \sum_{x \in S, y \notin S} \frac{(1 - \alpha_x)\pi^{(N)}(x)\pi^{(N)}(y)}{\pi(S)} \sum_{U \in \mathcal{H}_{\epsilon,m}} K_x U \frac{1}{\pi(U)} + o_N(1), \tag{4.31}
\]

where the error term \( o_N(1) \) in this expression depends only on \( N \) and not on the specific set \( S \). We denote by \( x^* : \mathbb{R}^d \mapsto \Omega^{(N)} \) a measurable function that satisfies the containment condition

\[
x \in \prod_{i=1}^{d} [x^*(x) - \frac{1}{2N}, x^*(x) + \frac{1}{2N}].
\]
for all $x \in \mathbb{R}^d$.\footnote{We point out that such a function $x^*$ always exists. Note that the containment condition actually determines the value of $x^*$ except on the set $A = \{ x \in \mathbb{R}^d : \exists 1 \leq i \leq d \text{ s.t. } x_i \in \frac{1}{n} \mathbb{Z} \}$. Furthermore, $x^*$ is continuous on $A^c$ and $A$ has measure 0. It is clear that the domain of $x^*$ can be extended from $A^c$ to $\mathbb{R}^d$ in a measurable way, e.g. by choosing the smallest allowed value in the usual lexicographic order on $\mathbb{R}^d$.}

From the definition of $\pi^{(N)}$ in equation (4.1), the sum in the numerator in the second line of equation (4.31) can be written in the form

$$
\sum_{x \in S, y \notin S} (1 - \alpha_x) \pi^{(N)}(x) \pi^{(N)}(y) \sum_{U \in U_x, x^*(y) \in U} K_{x,U} \frac{1}{\pi(U)} = \int F^{(N)}(x) \rho(x) dx,
$$

where

$$
F^{(N)}(x) = (1 - \alpha_{x^*(y)}) \sum_{y \in \Omega^{(N)}} \pi^{(N)}(y) \sum_{U \in U_x, y \notin U} K_{x^*(y),U} \frac{1}{\pi(U)} \leq 1.
$$

Since $F^{(N)} \leq 1$, we can apply the dominated convergence theorem along with equation (4.31) and inequality (2.8) to conclude that

$$
\lim_{N \to \infty} \sum_{x \in S, y \notin S} (1 - \alpha_x) \pi^{(N)}(x) \pi^{(N)}(y) \sum_{U \in U_x, y \notin U} K_{x,U} \frac{1}{\pi(U)} = \Phi(S).
$$

Thus, we find that

$$
\limsup_{N \to \infty} \Phi^{(N)} \leq \limsup_{N \to \infty} \Phi^{(N)}(S)
$$

$$
= \Phi(S)
$$

$$
\leq \Phi + \epsilon.
$$

Since this holds for all $\epsilon > 0$, we conclude that

$$
\limsup_{N \to \infty} \Phi^{(N)} \leq \Phi.
$$

Next, we show that

$$
\liminf_{N \to \infty} \Phi^{(N)} \geq \Phi.
$$

Fix $\epsilon > 0$ and consider a set $S^{(N)} \subset \Omega^{(N)}$. Recalling the definition of $\mathcal{P}^{(N)}$ from equation (4.5), let $S = \mathcal{P}^{(N)}(S^{(N)})$. By equality (4.31),

$$
\Phi^{(N)}(S^{(N)}) = \sum_{x \in S^{(N)}, y \notin S^{(N)}} (1 - \alpha_x) \pi^{(N)}(x) \pi^{(N)}(y) \sum_{U \in U_x, y \notin U} K_{x,U} \frac{1}{\pi(U)} + o_N(1),
$$

(4.32)

where the $o_N(1)$ term does not depend on the particular set $S^{(N)}$. By equality (4.6) with $i = 4$, there exists $M_1 = M_1(\epsilon)$ such that $N > M_1(\epsilon)$ implies

$$
\sum_{x \in S^{(N)}, y \notin S^{(N)}} (1 - \alpha_x) \pi^{(N)}(x) \pi^{(N)}(y) \sum_{U \in U_x} K_{x,U} \frac{1}{\pi(U)} - \int_S \rho(x) (1 - \alpha_x) \sum_{U \in U_x} K_{x,U} \pi(U) \pi(U) dx \mid < \epsilon \pi(S).
$$

Combining this inequality with equality (4.32), there exists some $M_2 = M_2(\epsilon)$ such that $N > M_2(\epsilon)$ implies

$$
\Phi^{(N)}(S^{(N)}) \geq \Phi(S) - \epsilon.
$$
Thus, for $N > M_2(\epsilon)$,
\[
\Phi^{(N)} \geq \Phi - \epsilon,
\]
and so we conclude that
\[
\liminf_{N \to \infty} \Phi^{(N)} \geq \Phi.
\]

Finally, we prove the existence of sequences $\beta^{(N)}, \gamma^{(N)}$ that satisfy inequality (2.13). We note that, if $\pi^{(N)}(S) \leq \beta$, then $\pi(\mathcal{P}^{(N)}(S)) = \pi^{(N)}(S) \leq \beta$ as well. Furthermore, by equality (4.6) with $i = 4$ and inequality (4.13),
\[
\frac{Q^{(N)}(S, y)}{\pi^{(N)}(y)} = \sum_{x \in S} \frac{\pi^{(N)}(x)K^{(N)}(x, y)}{\pi^{(N)}(y)}
= \sum_{x \in S} (1 - \alpha_x)\pi^{(N)}(x) \sum_{U \in \mathcal{U}, U \ni y} K_{x,U} \frac{1}{\pi(U)} + \alpha_y 1_{y \in S} + o_N(1).
\]
Combining this with the fact that $\pi(\mathcal{P}^{(N)}(S)) \leq \beta$, inequality (2.8) and the assumption that inequality (2.7) is satisfied, this implies
\[
\frac{Q^{(N)}(S, y)}{\pi^{(N)}(y)} \leq \gamma + o_N(1).
\]
This proves the existence of a sequence $\{\beta^{(N)}, \gamma^{(N)}\}_{N \in \mathbb{N}}$ with the desired properties, completing the proof of the proposition. \hfill \Box

5. Derivation of Theorem 1 from Theorem 3

Proof of Theorem 1. It is sufficient to show that Assumptions 2.4 imply that part (2) of Assumptions 4.1 hold. We begin by proving equality (4.6) when $i = 1$. Write $M = \max_{1 \leq i \leq d}(B_i - A_i) + 3$. Fix $\epsilon > 0$, $m \in \mathbb{N}$ and $S \in \mathcal{H}_{e,m}$. For any $U \in \mathcal{R}_e$, there are at most $2d(4MN)^{d-1}$ boxes of the form $\prod_{i=1}^d [x_i - \frac{1}{2N}, x_i + \frac{1}{2N}]$ with $(x_1, \ldots, x_d) \in \Omega^{(N)}$ that are partially but not entirely contained in $U$. Thus, taking a union bound over the (at most) $m$ sets in $S$, we have by condition (2.9) that
\[
|\pi^{(N)}(S) - \pi(S)| \leq Cm(2MN)^{d-1}(2d)N^{-d}.
\]
Taking limits as $N \to \infty$, this implies
\[
\lim_{N \to \infty} \sup_{S \in \mathcal{H}_{e,m}} |\pi^{(N)}(S) - \pi(S)| \leq \lim_{N \to \infty} Cm(2MN)^{d-1}(2d)N^{-d} = 0.
\]
This completes the proof of equality (4.6) in the case $i = 1$. By Assumptions 2.4, $\mathcal{B} \subset \mathcal{H}_{\psi,q}$, so this completes the proof of equality (4.6) in the case $i = 2$ as well.

To prove equality (4.6) in the case $i = 3$, we note that the first two parts of equality (4.6) imply that for all $M \in \mathbb{N},$
\[
\lim_{N \to \infty} \sup_{x \in \Omega(M)} \sup_{S \in \mathcal{B}} \left| \frac{\pi^{(N)}(\mathcal{P}^{(M)}(x))}{\pi^{(N)}(S)} - \frac{\pi(\mathcal{P}^{(M)}(x))}{\pi(S)} \right| = 0.
\]
Combining this with inequality (2.3), this implies
\[
\lim_{N \to \infty} \sup_{S \in \mathcal{B}} d_{\text{Prok}}(\pi^{(N)}|_S, \pi|_S) \leq \lim_{N \to \infty} \sup_{S \in \mathcal{B}} \inf \{ \epsilon > 0 : X \sim \pi^{(N)}|_S, Y \sim \pi|_S, \mathbb{P}[\|X - Y\| > \epsilon] \leq \epsilon \}.
\]
\[ \leq \lim_{N \to \infty} \left( \frac{2\sqrt{d}}{M} + \sup_{x \in \Omega(M)} \sup_{S \in B} \left| \frac{\pi^{(N)}(P^{(M)}(x))}{\pi^{(N)}(S)} - \frac{\pi(P^{(M)}(x))}{\pi(S)} \right| \right) \\
= O \left( \frac{1}{M} \right). \]

Since this holds for all \( M \in \mathbb{N} \), this completes the proof of equality (4.6) in the case \( i = 3 \).

Finally, we recognize that the second term in the definition of \( \tilde{\theta}^{(4)}(S) \) following equality (4.6) is exactly the integral \( Q(P^{(N)}(S), P^{(N)}(S)^c) \) while the first is a Riemann sum approximation of this integral. Thus, equality (4.6) in the case \( i = 4 \) follows from the second part of inequality (2.9), inequality (2.8), and Taylor’s theorem. \( \square \)
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Appendix A. Comparison to Previous Results on Discrete Spaces

We point out that Theorem 2 can give better bounds than Theorem 3.1 of [1] in some cases. Let \( \{X_t\}_{t \in \mathbb{N}} \) be a Markov chain on a finite state space that satisfies Assumptions 2.7, with associated conductance \( \Phi \), mixing time \( \tau \), and constants \( \beta, \gamma > 0 \) satisfying equation (2.13). Then let \( \{\hat{X}_t\}_{t \in \mathbb{N}} \) be a lift of \( \{X_t\}_{t \in \mathbb{N}} \) with mixing time \( \hat{\tau} \) and conductance \( \hat{\Phi} \). By the same calculation as contained in inequality (4.11) (but omitting the lines involving superscript \( N \)'s), we have:

\[
\hat{\tau} \geq \frac{\sqrt{\gamma}}{32 \sqrt{\log \left( \frac{4}{\gamma} \right) \log \left( \frac{\sqrt{\beta}}{\gamma} \right)}} \sqrt{\tau} \quad (A.1)
\]

We give an example for which this bound is better than Theorem 3.1 of [1]. We fix \( k, n \in \mathbb{N} \) and consider a random walk \( \{X_t\}_{t \in \mathbb{N}} \) on the cycle \( \mathbb{Z}_{kn} = \{1, 2, \ldots, nk\} \). Recall that the usual graph distance on \( \mathbb{Z}_{kn} \) is given by

\[
d(x, y) = \min(|x - y|, nk - |x - y|)
\]

We then define the transition kernel \( K \) by:

\[
K(i, i) = \frac{1}{2}, \\
K(i, j) = \frac{1}{2k}, \quad 0 < d(i, j) \leq k \\
K(i, j) = 0, \quad d(i, j) > k.
\]

(A.2)

This walk has stationary distribution \( \pi(x) = \frac{1}{kn} \) for all \( x \in \mathbb{Z}_{kn} \). It can be represented according to the form of equation (A.2) using the weights

\[
K_{x,\{x\}} = \frac{1}{2}, \\
K_{x,\{x-k,\ldots,x-1,x+1,\ldots,x+k\}} = \frac{1}{2}, \\
K_{x,U} = 0 \quad \text{otherwise.}
\]

(A.3)

Using arguments identical to those in Theorem 2 of Chapter 3 of [2], the mixing time \( \tau \) of this walk can be shown to be \( \tau = \Theta(n^2) \). Theorem 3.1 of [1] (combined with remark 2.1) implies that any lift of this chain must have mixing time at least \( \hat{\tau} = \Omega \left( \frac{n}{\sqrt{\log(kn)}} \right) \).

In the other direction, set \( \beta = \frac{1}{12n} \), \( \gamma = \frac{3}{4} \). For any set \( S \subset \mathbb{Z}_{kn} \) with \( \pi(S) \leq \frac{1}{12n} \),

\[
\frac{Q(S, y)}{\pi(y)} \leq \frac{1}{2} + \frac{1}{2k} |\{x \in S : 1 \leq d(x, y) \leq k\}| \leq \frac{3}{4}.
\]

Thus, part (1) of Assumptions 2.7 is satisfied with \( \beta = \frac{1}{12n} \) and \( \gamma = \frac{3}{4} \). Using the representation of \( K \) given by equation (A.3), we have \( \pi_* = \frac{2}{n} \). By inequality (A.1), then, we find

\[
\hat{\tau} = \Omega \left( \frac{n}{\log(n)} \right).
\]
Let \(\{k(\lambda)\}_{\lambda \in \mathbb{R}}\) be a sequence with the property \(k(\lambda) \gg n(\lambda)^{\log(n(\lambda))}\). Then let \(X_{t}^{(\lambda)}\) be the Markov chain with kernel given by equation (A.2) with \(k = k(\lambda)\). In this regime, the bound from inequality (A.1) is tighter than that of Theorem 3.1 of [1]. More generally, we expect inequality (A.1) to be tighter than Theorem 3.1 of [1] when the discrete state space \(\Omega\) of the Markov chain \(\{X_{t}\}_{t \geq 0}\) is extremely large compared to the support of \(K(x, \cdot)\) for all \(x\).

**Appendix B. Mixing Bound for the Continuous Cycle Walk**

In this section, we show that the kernel \(K\) from example 1 has mixing time \(\tau = \Theta(c^{-2})\). Let \(\mu\) be the uniform measure on \([-c, c]\) as a subset of the torus \([0, 1]\). It is well known that, as a compact abelian Lie group, the characters of the torus \([0, 1]\) are given by \(\chi_{n}(x) = e^{2\pi inx}\). We calculate

\[
\int_{[0,1]} \chi_{n}(x) d\mu(x) = \frac{\sin(2\pi nc)}{2\pi nc}.
\]

By Lemma 4.3 of [12], this means that for \(A > 1, T > Ac^{-2}\) and \(S \subseteq [0, 1]\) measurable, we have for all \(c < C_{0}\) sufficiently small that

\[
|K^{T}(x, S) - \pi(S)| \leq \frac{1}{4} \sum_{n > 1} \left( \frac{\sin(2\pi nc)}{2\pi nc} \right)^{T}
\]

\[
\leq \frac{1}{4} \sum_{n=2}^{\lfloor \frac{1}{2\pi c} \rfloor} \left( \frac{\sin(2\pi nc)}{2\pi nc} \right)^{T} + \frac{1}{4} \sum_{n=\lfloor \frac{1}{2\pi c} \rfloor}^{\lfloor \frac{1}{4c} \rfloor} \left( \frac{\sin(2\pi nc)}{2\pi nc} \right)^{T} + \frac{1}{4} \sum_{n>\lfloor \frac{1}{4c} \rfloor} \left( \frac{\sin(2\pi nc)}{2\pi nc} \right)^{T}
\]

\[
\leq \frac{1}{2} \sum_{n=2}^{\lfloor \frac{1}{2\pi c} \rfloor} \left( 1 - \frac{9}{10} \frac{(2\pi nc)^{2}}{6} \right) + \frac{1}{2} \sum_{n=\lfloor \frac{1}{20\pi c} \rfloor}^{\lfloor \frac{1}{4c} \rfloor} (0.999)^{T} + \frac{1}{4} \sum_{n>\lfloor \frac{1}{4c} \rfloor} \left( \frac{1}{2\pi nc} \right)^{T}
\]

\[
\leq \frac{1}{2} \sum_{n=2}^{\infty} e^{-\frac{36\pi^{2} A}{60} n^{2}} + c^{-1} (0.999)^{Ac^{-2}} + \frac{1}{4} \int_{\frac{1}{2\pi c}}^{\infty} \left( \frac{1}{2\pi nc} \right)^{T} dx
\]

\[
\leq e^{-\frac{36\pi^{2} A}{60}} + c^{-1} (0.999)^{Ac^{-2}} + \frac{1}{4} e^{-1} e^{-2Ac^{-2}} - \frac{1}{4} \pi^{-Ac^{-2}}.
\]

Since each of the three terms in the final line can be made arbitrarily small (uniformly in \(c < C_{0}\)) by choosing \(A\) large, this implies \(\tau = O(c^{-2})\).

To show the reverse inequality, let \(T(c) = Ac^{-2}\), for some sequence \(A_{c} \to 0\) as \(c \to \infty\). For a copy of the chain started at \(X_{0} = 0\), we have by Bernstein’s inequality \(P|X_{T(c)}| > \frac{1}{10} \leq 2e^{-\frac{36\pi^{2} A}{60} \frac{1}{2\pi c}} \to 0\). Thus, \(\limsup_{c \to \infty} \|\mathcal{L}(X_{T(c)}) - U\|_{TV} \geq \frac{1}{2}\), and so \(\tau = \Omega(c^{-2})\).