Entice to Trap: Enhanced Protection against a Rate-Aware Intelligent Jammer in Cognitive Radio Networks
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Abstract: Anti-jamming in cognitive radio networks (CRN) is mainly accomplished using machine learning techniques in the domains of frequency, coding, power and rate. Jamming is a major threat to CRN because it can cause severe performance damage such as network isolation, network application interruption and even physical damage to infrastructure simple radio devices. With the improvement in communication technologies, the capabilities of adversaries are also increased. The intelligent jammer knows the rate at which users transmit data, which is based on the attractiveness factor of each user. The higher the data rate for a secondary user, the more attractive it is to the rate-aware jammer. In this paper, we present a dummy user in the network as a honeypot of the jammer to get the jammer’s attention. A new anti-jamming deceiving theoretical method based on rate modifications is introduced to increase the bandwidth efficiency of the entire cognitive radio-based communication system. We employ a defensive anti-jamming deception mechanism of the Pseudo Secondary User (PSU) to as an entice to trap the attacker by providing thus enhanced protection for the rest of the network from the impact of the attacker. Our analytical simulation results show a significant improvement in performance using the proposed solution. The utility of the proposed intelligent anti-jamming algorithm lies in its applications to support the secondary wireless sensor nodes.
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1. Introduction

Cognitive Radio (CR) is a promising technology for dealing with the scarcity of the electromagnetic spectrum, a natural resource. Conventional wireless radio communication operates on fixed frequency slots, causing the spectrum to become crowded in certain parts of the electromagnetic spectrum while not being utilized elsewhere. CR is aware of the surrounding radio frequency (RF) environment. It learns, reasons, decides and adapts to external conditions with the goal of efficiently using the spectrum and making reliable and uninterrupted wireless communication.

CR would give opportunistic access to spectrum gaps, allowing machine learning techniques to address intermittent use of the spectrum. To prevent jamming, the CR’s flexibility may provide intelligence in spectrum detection and spectrum decisions [1]. On the other hand, the enemy can proactively use the same attributes to cause more damage to the cognitive radio network (CRN)-based communication system [2,3].
As a result, ensuring network security is critical to the successful deployment of a CRN. Attacks on cognitive radio networks include primary user emulation (PUEA), denial of service, jamming, common control channel security, spectrum sensing data falsification attack (SSDFA), and collaborative jamming [4].

Jamming is an hostile attack in a CRN, in which jammers, by emitting high-power noise, impede wireless transmission causing narrow-band interference on one sub-channel at a time near the transmitting and receiving nodes. Highly intensive jamming noise may result in either complete Denial of Service (DoS) in the channel or a significant drop in Signal to Noise Ratio (SNR) that does not allow the SUs to communicate successfully. In traditional wireless communication systems, frequency hopping spread spectrum (FHSS) and direct sequence spread spectrum (DSSS) are commonly used to prevent the jammers from accomplishing their attacks. Because of dynamic spectrum hopping, these techniques can not be directly applied in cognitive radio technology to combat adverse jammers preventing successful communication.

The modulation schemes are flexible to changing states in the sense that the rate adaptation (RA) schemes of desirable interest usually adjust the physical layer transmission rate according to the channel conditions. Such schemes can be made to optimally choose a high data rate by adopting more robust modulation and coding scheme (MCS) for good SNR channels and lower transmission rates for poor channel conditions [5,6]. Transmitting in a higher data rate modulation scheme will increase the potential for jamming, affecting adversely the performance of communication due to the presence of rate-aware jammers in the network. On the other hand, transmission at low rates increases the robustness and reliability against jamming but reduces system throughput. Therefore, a suitable data rate is required for effective transmission while avoiding the jammer [7,8]. The existing naive jammer mostly rely on high power and frequent transmission of jamming signals which is impractical for power constraint jammer. Moreover this kind of high power and frequent transmission jammers also make jamming easy to be detected.

We consider a more powerful intelligent jammer which targets users based on the attraction factor of each user. The attraction factor is proportional to the rate at which the communication is made. Hence targeting the highest-impact communications in cognitive radio networks [8].

Here are the other reasons to consider rate-aware smart jammers by the introduction of an element of intelligence. First, it is easier for an intelligent rate-aware jammer to target a few symbols of higher data rates resulting in highly efficient selective jamming. Second, an effective targeted attack will force the secondary user to communicate at a lower rate by jamming all communication at higher rates as described in [8]. Finally, the lower data rates will saturate the network resulting in a higher collision probability [8].

The game is a mathematical model for an interactive situation in which participants must make strategic decisions based on payoffs. It has the potential to offer an optimal solution under dynamically changing conditions in the form of Nash Equilibrium (NE) as a competitor for an ideal security solution mechanism that does not place a significant pressure on resource restricted nodes in CRNs.

The game theory-based models are to make a logical way to depict hostile and defensive interactions between players. With the Nash equilibrium concept, both the defenders and the attackers seek optimal tactics, and neither has the incentive to deviate from their equilibrium strategies despite their conflict with security objectives [9].

Game theory is widely used in wireless communications to solve many communication problems such as resource allocation [10], packet relaying [1], anti-jamming communication [2,3,11,12]. Very recently, Zhu et al. in [13] has presented state of the art survey on game’s theoretic defensive deception.

2. Related Work

In recent years, game theory has been extensively used to model the dynamic interaction between legitimate users and the jammers. The dimensions of anti-jamming games
are power domain [14], code domain [15], frequency domain [16,17], space domain [18] as shown in Figure 1.

![Figure 1. Dimensions of anti-jamming game.](image)

Game theoretic analysis has been done extensively to study anti-jamming power control (PC) communication [14,19,20]. The authors in [14] study PC games for multi-user communication to combat jamming.

Stackelberg’s relay selection is used in [19] for physical layer security in cognitive radio networks. The Stackelberg Single-player Follower Game (OLOFS) is designed to achieve optimal pricing strategy and energy allocation in the presence of two eavesdroppers. The primary source and the selected relay operate simultaneously to achieve a Nash Equilibrium (NE). For the class of two person zero sum games, the Stackelberg equilibrium (SE) is also a NE.

Ibrahim et al. in [17] presented Frequency Hopping (FH) solution-based on anti-jamming game theory-based Q-learning. They considered an intelligent jammer in the communication system, which we classify as first level jammer in Section 3.3. Anwar et al. in [19] present an adaptive approach to defend jamming attacks in cognitive radio networks by controlling the transmission powers of nodes. The network topology is updated adaptively to cancel out the effects of the jammer. The trade-off between jamming immunity and network coverage is seen as an optimization problem that is solved through efficient game decomposition which can be expanded to solve a larger and more practical problem.

There is a continuous version of the game is combining N sub games, one for each access point, via a linear programming (LP) solution to get a unique pure strategy from the Nash Equilibrium. A summary of the literature is tabulated in Table 1. Moreover, the different types of the jammers mentioned in the literature are random jammer, continuous jamming, reactive jamming, sweep jamming and intelligent jamming [21]. This study focuses on combating against intelligent jammer.
Table 1. Summary of literature in terms of types of anti-jamming games, jammer type, algorithm used, their defense techniques and equilibrium solutions.

| Ref. | Game Type                      | Jammer Type         | Solution Method              | Defense   | NE/SE | Comments                                                                 |
|------|--------------------------------|---------------------|------------------------------|-----------|-------|--------------------------------------------------------------------------|
| [20] | Stackelberg game               | Intelligent jammer  | Q learning                   | FH, PC    | SE    | Brief overview presented.                                                |
| [12] | Colonel Blotto game             | Intelligent jammer  | MLE based Q learning         | FH, PC    | NE    | Adversarial Colonial Blotto game is analyzed.                            |
| [22] | Stackelberg game               | Smart jammer        | Convex optimization          | PC        | SE    | Stackelberg game basics.                                                |
| [23] | Colonel Blotto game             | Intelligent jammer  | Evolutionary game            | PC        | NE    | Mixed strategy Nash equilibrium for Colonial Blotto game is derived.     |
| [24] | Networked Colonial Blotto game  | Malicious jammer    | Co-evolution algo            | PC        | NE    | Mixed strategy NE is achieved.                                           |
| [19] | Stackelberg game               | Intelligent jammer  | Scalable decomposition algo  | PC        | SE, NE| Existence of NE is proved.                                               |
| [25] | Zero-sum Markov game            | Sweep jammer        | Value iteration              | FH + RA   | NE    | Constrained optimization problem is solved using value iteration.       |
| [26] | Bimatrix zero sum game          | Pseudo random jammer| Quadratic programming        | FH        | NE    | Constrained bimatrix FH game is solved using quadratic programming.     |
| [27] | Stackelberg game, Baysian game  | Intelligent jammer  | Equilibrium analysis         | PC        | NE, SE| Equilibrium analysis of incomplete information games.                   |
| [28] | Stackelberg game               | Friendly jammer     | Convex optimization          | FH        | SE    | Artificial noise based jamming scheme is proposed.                      |
| [29] | Stackelberg game               | Reactive jammer     | Equilibrium analysis         | PC        | NE, SE| PC game analysis.                                                        |
| [30] | Non zero sum game               | smart jammer        | Water filling principle      | PC        | NE    | Uniqueness and existence of NE is proved.                                |
| [31] | Stackelberg game               | Intelligent jammer  | Multi-armed bandit (MAB)     | PC, FH    | SE    | Multi-domain anti-jamming scheme is presented.                          |
| [17] | Bimatrix game                   | Intelligent jammer  | Q learning                   | FH        | NE    | FH solution is derived based on Q learning.                              |
| [32] | Bimatrix game                   | Intelligent jammer  | Q learning                   | FH        | NE    | MDP based q learning is presented.                                      |
| [2]  | Stochastic game                 | Intelligent jammer  | Minmax Q                     | FH        | NE    | Zero sum game is solved using minmax Q learning.                        |
2.1. Deception Based Defence Strategies

Ahmed et al. in [11] employed Stackelberg game based deception strategy against the CRN’s deceptive jammer. The authors used the jammers to detect the deceiving jammers and used the jammers’ direction of arrival to put the jammer orientation into antenna zeros. However, the proposed deception strategy has a marked difference in that it detects not only the intruder only, but also to deceive the jammer.

The authors in [33] introduced deceptive attack and defense game in networks that support the attractions of the Internet of Things (IoT). The authors analysed the deceptive attack and defence mechanism using game theory as a dynamic Bayesian game for single-shot and repetitive games.

More recently, Nan et al. [34] introduced a ground-breaking Stackelberg deception game based on power allocation. They considered two pairs of a transmitter-receiver. The objective of the defender transmitter receiver pair is to maximize the throughput of the legitimate transmitter-receiver pair by deceiving the jammer with another transmitter-receiver pairs.

The jammer divides its limited power budget into two communication channels, thus reducing the power injected to the legitimate tranceiver pair that transmits the real information. They also provided the Sub-game Perfect Nash Equilibrium (SPNE) of the deception game.

The authors in [18] presented a defensive game against reactive jamming attacks in the communication channel. The tranceiver node adjust its power levels with transmission scheduling (TS) scheme, and thus intentionally modifies the real-time information resulting in asymmetric uncertainty to deceive the opponent.

Similarly, Hoang et al. [35] presented a deception strategy against a reactive jammer using Energy Harvesting (EH) and Back Scatter (BS) techniques. Bhunia et al. in [36] presented a queuing theory based on honeypot deception to deceive intelligent jammer. However, the physical nature of communication networks, on the other hand, places constraints on queuing models, pushing them to their useful limits.

2.2. Major Contribution

Deception in cyber security in wireless communication is largely adapted for the following three reasons. (1) To detect the attacker, (2) to obtain information about the intelligence of the attacker, (3) to confuse the adversarial side in making to waste its resources on sweetening. Since detection is not the focus of this article and we assume that the intelligence of the jammer is a posteriori knowledge of the user. Therefore, the main objective of our work is to confuse the attacker between legitimate target and deceptive sweetener by using the cognitive radio network deception strategy. Furthermore, our proposed work differs from [11] in that we use deception strategy not to detect the intruder, but to deceive the rate-aware intelligent jammer. In contrast to what is suggested by the authors in [36], which proposed a queuing-based deception mechanism in CRN, we suggest a novel physical layer-based deception technique with the freedom to adapt the rate to the target parameter in CRN. The novelty of proposed approach is evident from the comparison as shown in Table 2.

This paper has focused on combating smart rate-aware intelligent jamming attacks by modulating the transmission rate in cognitive radio networks. In our previous work we considered an intelligent reactive jammer, which we named as infant jammer in Section 3.3. We have extended the work in [16] by considering more intelligent jammer, which we call baby jammers in Section 3.3. The main contribution is enumerated as:

1. We consider the cognitive adversarial rate aware jammer as an intelligent attacker who is aware of the communication parameter of the transmission rate that can adopt the dynamics of the sub-channels and SU strategies.
2. In line with the [17], we have used the utility function, where the channel conditions may change from one sub-channel to another with near practical channel conditions.
3. We have proposed the mathematical model of a novel deception-strategic pseudo secondary user (PSU) by introducing an attraction factor $\delta$ of each user based on the actual transmission rate to deceive intelligent rate aware jammer.

4. The simulation results show an improvement in the performance and overall bandwidth efficiency of the cognitive radio network.

The rest of the paper is organised as a typical article structure. The system and attacker models are explained in Section 3. Section 4 presents the game formulation against an intelligent jammer and describes the proposed solution mechanism for the selection of optimal strategies, while Section 5 describes the evaluation and results. Finally, Section 6 concludes the paper.

| Ref.   | Deception | TS | FH | RA | PC | EH / BS | Throughput | Intelligent Jammer |
|--------|-----------|----|----|----|----|---------|------------|-------------------|
| [32]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [2]    | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [37]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [11]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [17]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [25]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [33]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [18]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [35]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [34]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| [36]   | ✓         | ✓  | ✓  | ✓  | ✓  | ✓       | ✓          | ✓                 |
| Proposed scheme | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

### 3. System and Adversary Model

The system model is related to modelling system, channel, Jammer, and cognitive Base Station model consisting of Secondary user and PSU models.

#### 3.1. System Model

For CRN, the interweave paradigm is adopted, with SU accessing the spectrum only if it is not in use by the primary users (PU). After finding a white space, each user searches the available sub-channels and starts its transmission. We assume the network contains $H$ PUs, $N$ secondary users (SU), and $M$ jammers. The channel’s total used bandwidth is $W$, and the whole bandwidth is split into $L$ independent sub-channels of equal bandwidth $W/L$. However, the channel capacity $C_i(d^n, c^m)$ of each sub-channel may differ, depending on the SNR of the received signal strength.

The jamming attack is assumed to be the only source of channel degradation in the network and we ignore any other source of interference including the effects of multi-path fading, etc.

#### 3.2. Channel Model

The idle state and the busy state are the two possible states for each sub-channel. If there is no PU currently using the sub-channel, it is considered idle. Any sub-channel that is in the idle state is available to the SU and the jammer. If the PU is using the channel, it is
considered busy. Sub-channels occupied by SU or jammer are not allowed to be used. Prior to the sensing process, the channel states (idle or occupied) are unknown.

- **IDLE STATE**: If no PU is using the sub-channel, it is considered idle. This area is open to both the SU and the jammer. The idle channel’s state is indicated by $P = 1$.
- **BUSY STATE**: If any PU is using the sub-channel, it is deemed busy. Both the SU and the jammer are prohibited from transmitting on occupied sub-channels. The busy state of the sub-channel is represented by $P = 0$.

A triangular anti-jamming deception game is presented between SU, PSU and the jammer in the absence of PU as shown in Figure 2, indicating a cooperation in the form of light green arrow between all SUs and the PSUs.

![Figure 2. A triangular anti-jamming deception game is presented between SU, PSU and the jammer in the absence of PU.](image)

We considered $L$ sub-channels where the quality of each sub-channel is different from the other sub-channels. Based on the received signal to noise ratio (SNR), each sub-channel has an upper capacity limit, which is given by,

$$C_i(a^n, c^m) = \frac{W}{L} \log_2(1 + \text{SNR}_i^n(a^n, c^m)), \quad \forall n \in N, \forall m \in M$$

(1)

where $C_i(a^n, c^m)$ stands for the capacity of the $n^{th}$ SU at $l^{th}$ sub-channel against the $m^{th}$ jammer decision of $c^m$, $W/L$ is the identical bandwidth in Hz for all $L$ sub-channel and $\text{SNR}_i^n(a^n, c^m)$ is the received SNR of the $n^{th}$ SU at $l^{th}$ sub-channel. Let us first consider the case when there is no jammer in the system, and the communication link between SU and CBS is an Additive White Gaussian Noise (AWGN) sub-channel with fixed noise variance, then the SNR is defined as

$$\text{SNR}_i^n(a^n, c^m) = \frac{P_{rl}^n}{N_w \cdot W/L}, \quad \forall n \in N, \forall m \in M$$

(2)

where $P_{rl}^n$ is the signal power received by $n^{th}$ SU at $l^{th}$ sub-channel and $N_w$ is the noise power spectral density (PSD) of Additive White Gaussian Noise (AWGN). The higher the $\text{SNR}_i^n(a^n, c^m)$, the more will be the sub-channel capacity $C_i(a^n, c^m)$, and higher will be the sub-channel quality. The sub-channel capacity of $n^{th}$ SU at $l^{th}$ sub-channel becomes,

$$C_i(a^n, c^m) = \frac{W}{L} \log_2(1 + \frac{P_{rl}^n}{N_w \cdot W/L}), \quad \forall 1 \leq i \leq L.$$

(3)

Moreover, the communication link deteriorates due to the additive jammer, which transmits strong radio signals to degrade the sub-channel’s capacity. Therefore, the SNR in the presence of jammer is given by:
\[ \text{SNR}^n(a^n, c^m) = \frac{P^n_{r_j}}{N_0 \cdot W/L + N_{j,l} B_j}, \quad \forall n \in N, \forall m \in M \] where \( N_{j,l} \) and \( B_j \) are the Power Spectral Density (PSD) and bandwidth of the jammed sub-channel respectively. Since all sub-channels have identical bandwidths of \( B_j = \frac{W}{L} \), so the SNR in the presence of jammer becomes,

\[ \text{SNR}^n(a^n, c^m) = \frac{P^n_{r_j}}{N_0 \cdot W/L + N_{j,l} W/L}, \forall n \in N, \forall m \in M. \tag{4} \]

We get (4) only when \( a^n = c^m \). The goal of SU is to carefully transition to the available high-capacity sub-channel in order to optimize spectral efficiency by avoiding possible jamming.

3.3. Jammer Model

Objective of the jammer: The Jammer attempts to reduce the average CBS bandwidth efficiency by injecting noise for users with a high-impact connection. The effect of a jamming attack on the communication sub-channel is to minimise the signal-to-noise ratio (SNR) of the receiver and thus reduce the channel capacity as a result. We assume a powerful jammer with the following characteristics.

- Level I: Reactive jammer
- Level II: Intelligent jammer with Rate-aware compliance features

The basic assumptions about the jammer model are:

- It is assumed that the jammer is at the physical layer, where the jammer hinders the radio communication by producing high-power noise in the target sub-channel.
- Similar to other secondary users, an intelligent jammer is in essence a secondary user with sensing, perception, and adaptive capabilities as assumed by [12,16,32]. As we already know that the secondary user has the lower priorities to access the spectrum as compared to the primary users, therefore a secondary user has to use its sensing ability to sense its environment for the availability of free spectrum to continue its transmission and to avoid interference to the primary user. In a very similar fashion, a jammer needs to sense its RF environment for the presence of a primary user. Then the jammer will avoid the primary user if detected as the primary user due to the risk of a high penalty. On the other hand, the jammer targets users other than primary users.

We are combating against intelligent jammer in CRN in interview paradigm, where the spectrum hole is accessed by secondary user on opportunistic spectrum access (OSA) bases. The intelligent jammer has the cognitive capabilities, means that it is capable of sensing the presence of primary user in the network. The intelligent jammer is deemed as a secondary users with negative intentions to disrupt the communication of other secondary users. In the initial sensing time of a time slotted system, intelligent jammer do also listen to the presence/absence of primary user just as the other secondary users do. So, the intelligent jammer is capable of sensing the RF environment and based on the sensing results it transmit the noise signals on the frequencies vacated by a primary user and utilized by secondary user to jam the communication of secondary users. The jammer can not jam the primary user due to heavy penalty imposed by the law-enforcement agencies.

- Jammer uses attraction factor \( \delta_i, 0 \leq \delta_i \leq 1, \forall i \in N \) to target HIC, which is defined as

\[ \delta_i = \frac{R_i}{\sum_{j=1}^{N} R_j}, \quad \forall i \in N \quad \text{s.t.} \sum_{i=1}^{N} \delta_i = 1 \tag{5} \]
where $R_i$ is the data rate based on the modulation schemes adapted by the $i^{th}$ SU/PSUs. The intelligent jammer may acquire the rate/code/modulation information of SU/PSU either using explicit rate information or modulation and code guessing [6]. Moreover, the rate information of a transmission is vulnerable in many communication protocols. In IEEE 802.11 networks, for example, the rate is specified explicitly in the SIGNAL field of the physical layer’s frames. An intruder can easily coordinate with two parties’ communication, evaluate data frames, and derive the rate. As demonstrated in [8], this attack is quite practical. The adversary can evaluate the received signal in complicated I/Q form even if the rate information is not explicitly supplied inside the packet header. The attacker can trace the received constellation pattern and determine the modulation in use after performing carrier synchronization, frequency, and phase offset correction. The frame structure of the protocol is not required for this method. The guessing strategy on USRP can be shown by creating a modulation detector that can identify the modulation of a transmission in real time. It may readily be modified to create a practical rate-aware jammer that jams high-rate packets selectively. An attacker could employ more sophisticated techniques to determine not only the modulation of the message, but also the codes used. One such method is to follow the sequence of received symbols in order to predict the codes based on the fact that various codes cause distinct transitions from one coded symbol to the next. For the attacker, guessing through matching and trial-and-error is efficient since most communication protocols specify a finite variety of modulations and codes [6].

- Jammer calculates $\delta$, $0 \leq \delta \leq 1$ for each detected signal in its environment according to (5), and target the SU with the highest attraction factor.

We consider a jammer with multiple intelligence levels.

- Level-I intelligence/Reactive/Infant jammer is an intelligent jammer with cognitive skills is expected to choose the optimal approach in response to the dynamics of sub-channels and SU strategies. It scans its own RF environment and only sends jamming signals if it finds a SU, hence saving its power.

- Level-II Intelligence/Smart/Baby jammer Intelligent jammer targets the highest impact communication (HIC) sub-channels by targeting specific transmission characteristics of the SU, For example, it can target the highest transmission rate $R$, which may be the case in multimedia communications, highest transmission power $P$, the sub-channel with highest bandwidth $B$, packet inter arrival time, and frequency shift etc. [36]. Highest impact communication is quantitatively measured by jammer using attraction factors in (5). We assume the jammer perceives highest impact communication as the communication with highest transmission rate $R$, which is the case for multimedia communications.

With the level-I intelligence, the jammer scans the environment and learns the characteristics of the sub-channel and SUs. While using the level-II intelligence, the jammer determines the highest impact communication of the secondary network using attraction factor in (5).

### 3.4. Cognitive Base Station (CBS)

The secondary network consists of one central unit called fusion center(FC)/Cognitive Base Station (CBS), several SUs and a PSU.

Objective of CBS: The goal of CBS is to improve overall system’s average throughput through the successful deployment of a deception mechanism using a PSU in the presence of intelligent jammer.

#### 3.4.1. Secondary User Model

- The SUs are forced through Dynamic Spectrum Access (DSA) implemented in CBS to periodically stop its transmission and to sense PU’s activity, to protect the incumbent PU services.
During the sensing time, the SU senses its environment before starting to transmit any data. Throughout the sensing time, each SU would try to detect the presence of any PU in the accessible sub-channels. On the other hand, the SU will not be able to determine the existence of an adversary at the beginning of the time slot. Regarding the detection of jamming, the interested readers may see for more details reference [38]. At the end of each time period, the SU will know if its connection was successful or it was jammed by a malicious jammer.

The SU will receive a positive payoff if the transmission is successful, while a jammed transmission on the other hand, would result in a negative payoff. The utility of the SU denoted as $U_i$ in the $i^{th}$ sub-channel can be derived as:

$$U_i = C_i((1 - \delta_i)G - \delta_iJ).$$  \hspace{1cm} (6)

where $C_i$ and $\delta_i$ are defined in Equations (3) and (5), respectively. While $G$ and $J$ are the gain of secondary user and gain of the jammer, respectively. Combining (3) with (6) yields (7).

$$U_i = \left(\frac{W}{L}\right)\log_2\left(1 + \frac{P_r}{N_0W/L}\right)\{(1 - \delta_i)G - \delta_iJ\},$$  \hspace{1cm} (7)

In other words, the SU utility function as detailed in (7) allows us to incorporate the condition of a practical sub-channel in terms of sub-channel capacity and jamming situations. In the presence of a jammer, the SU’s objective is expected to achieve the sum of the discounted payoff by selecting a good quality sub-channel.

3.4.2. Pseudo Secondary User (PSU) Model

The so-called pseudo secondary user (PSU) is assumed to mimic the legitimate SU characteristics of the jammer’s attraction. The PSU entices the jammer by sending in a higher higher data rate to invite the jammer to attack the PSU. A group of SUs take on the services of a PSU to trick the smart jammer, acting like a honeycomb for jamming.

- The PSU does not send a legitimate signals instead it transmit a garbage data at a greater rate than the other SUs to deceive the jammer. That is why the utility of PSU is not counted in the calculations of CBS throughput.
- The wireless communication system is designed to achieve a defined BER line in an BER-SNR (dB) curve. One has to follow this line for a reliable communication. Moreover, according to the Shannon capacity theorem a certain data rate can tolerate a certain level of jamming power (received SNR) to achieve a reliable communication. If the jamming power is greater than the threshold, the corresponding data transfer rate may exceed the capacity of the sub-channel. The packets are lost resulting in lower system throughput. However, this does not apply to the proposed PSU based deception mechanism, in which the PSU transmits garbage values with a rate higher than the rate of SUs in the vicinity. Since the PSU transmits garbage data, it does not care about packets losses. Hence, the data rate/capacity of PSU is not accounted for in the system throughput.
- A variable called attraction factor $\delta \in (0, 1)$ is introduced to attract the jammer by attracting the rate-aware jammer towards itself. Our proposed scheme is implemented in such a way that the jammer gets an impression of PSU as the highest impact communication. It plays the role of the Achilles heel in a jammer.
- Since we are focusing on rate adaptation based anti-jamming solution against an intelligent jammer, we assume perfect time and frequency synchronization between all SUs and PSUs.

4. Game Formulation

In this section, a game theoretic problem formulation is presented after giving a brief overview of game theory.
4.1. Preliminaries

Game theory can be described as the science of strategy, in which competing independent players make the optimal decision in strategic situations. Players, strategies, payoffs, information, rationality and Nash Equilibrium (NE) are the key elements of the game theory, which are defined below.

**Players** are two interacting parties, which in our case are SU and jammer players.

**Strategies** are rules or plan of action of each player to play the game.

**Payoffs/Utility** are actually gained by the players after adopting certain strategies, and the optimal strategy is the one that increases the player’s earnings.

**Information** relates to what the players are supposed to know. Complete information is one in which each player knows every aspect of the game while in perfect information, the player also knows the previous actions of all the other players.

**Rationality** refers to when the players are assumed to be rational to take best alternative in the set of possible choices. It helps narrow down the range of possible decisions.

**Nash Equilibrium (NE)** is an action vector from which no player can profitably unilaterally deviate.

**Definition 1.** If the following two inequalities are fulfilled, a set of strategies \((i^*, j^*)\) \((i\) for row player, and \(j\) for column player) result in a non-cooperative Nash equilibrium solution to a bimatrix game \((A = \{A_{ij}\}, B = \{B_{ij}\})\), where \(A\) and \(B\) are reward matrices for each player, for all \(i = 1, 2, 3, \ldots, N\) and \(j = 1, 2, 3, \ldots, N\) states.

\[
A_{i^*j^*} \geq A_{ij}, \quad \forall i, j = 1, 2, 3, \ldots, N
\]

\[
B_{i^*j^*} \geq B_{ij}, \quad \forall i, j = 1, 2, 3, \ldots, N
\]

Furthermore, the pair \((A_{i^*j^*}, B_{i^*j^*})\) is regarded as the bimatrix game’s non-cooperative Nash equilibrium outcome. Where \(A_{ij}\) represents the payoff matrix for Player I and \(B_{ij}\) is payoff matrix for Player II. The payoff matrix of standard matrix game represent the objective of each player.

4.2. Utility Functions with and without PSU

**Utility without PSU:** The utility function of SU network can be written as the overall gain of the secondary network, which is being controlled by Cognitive Base Station (CBS) having a number of SUs in the network, and is determined by

\[
U_{CBS} = \sum_{i=1}^{N} U_i
\]

where \(U_i = C_i((1 - \delta_i)G - \delta_iJ), \forall 1 \leq i \leq N\) and \(C_i = W/L \log_2(1 + Pr_i/(Nw \cdot W/L))\), \(\forall 1 \leq i \leq N\) which satisfy the requirements given in Equation (9)

\[
\begin{align*}
\delta_i &= R_i / \sum_{j=1}^{N} R_j, \quad \forall i \in N \\
\sum_{i=1}^{N} \delta_i &= 1 \\
0 &\leq \delta_i \leq 1
\end{align*}
\]

**Utility with PSU:** The utility function of secondary network in the presence of PSU can be written as the overall gain of the secondary network, which is being controlled by Cognitive Base Station (CBS) having a few SUs and a PSU, and is determined by

\[
U'_{CBS} = U'_{CBS} + U'_{PSU}
\]

Since the PSU does not take part in the useful communication, so the utility of PSU is not counted for the calculations of throughput. Therefore, the ultimate utility of CBS is as given by Equation (10)

\[
U'_{CBS} = \sum_{i=1}^{N-1} U'_i + U'_{PSU}
\]
where $U_i' = C_i((1 - \delta_i')G - \delta_i'J)$, $\forall 1 \leq i \leq N$, and satisfies,

\[
\begin{align*}
\delta_i' &= \mathcal{R}_i / (\sum_{j=1}^{N-1} \mathcal{R}_j + \mathcal{R}_p), \quad \forall i \in \mathcal{N} \\
\delta_p' &= \mathcal{R}_p / (\sum_{j=1}^{N-1} \mathcal{R}_j + \mathcal{R}_p), \\
\sum_{i=1}^{N-1} \delta_i' + \delta_p' &= 1 \\
0 &\leq \delta_i', \delta_p' \leq 1
\end{align*}
\]

(12)

where $\delta_i'$ is the attraction factor for $i^{th}$ user in the presence of PSU in the network and $\mathcal{R}_p$ is the data rate of deceptive PSU transmission. The attraction factor $\delta_p$ of a PSU is kept slightly higher than all other legitimate SUs in the network. i.e., $\delta_i < \delta_p$, so that the jammer is more attracted towards PSU as compared to legitimate SU. In general, the probability of the attacker to fall in the trap of PSU is given by $\delta_p = 1 - \sum_{i=1}^{N-1} \delta_i'$.

The objective of the secondary network is to maximize the network utility by successfully deploying PSU to deceive the jammer while increasing the throughput of the system. We get throughput of the system by adding the throughput of every individual successful user i.e.,

\[
U_{CBS}' = U_1' + U_2' + U_3' + \cdots + U_{N-1}'
\]

Using the values from (7) and rearranging will give

\[
U_{CBS}' = G \sum_{i=1}^{N-1} \mathcal{C}_i - (G + J) \delta_1 \mathcal{C}_1 + (G + J) \delta_2 \mathcal{C}_2 + (G + J) \delta_3 \mathcal{C}_3 + \cdots + (G + J) \delta_N \mathcal{C}_N
\]

which further reduces to

\[
U_{CBS}' = G \sum_{i=1}^{N-1} \mathcal{C}_i - (G + J) \sum_{i=1}^{N-1} \delta_i \mathcal{C}_i.
\]

(15)

The problem can be formulated as an optimization problem. The optimal strategy of the CBS is the maximizer of the following problem

\[
\max U_{CBS}' = G \sum_{i=1}^{N-1} \mathcal{C}_i - (G + J) \sum_{i=1}^{N-1} \delta_i \mathcal{C}_i.
\]

subject to

\[
\begin{align*}
\delta_i' &= \mathcal{R}_i / (\sum_{j=1}^{N-1} \mathcal{R}_j + \mathcal{R}_p), \quad \forall i \in \mathcal{N} \\
\delta_p' &= \mathcal{R}_p / (\sum_{j=1}^{N-1} \mathcal{R}_j + \mathcal{R}_p), \\
\sum_{i=1}^{N-1} \delta_i' + \delta_p' &= 1 \\
0 &\leq \delta_i', \delta_p' \leq 1
\end{align*}
\]

(17)

5. Simulations and Results

The simulation results are shown in bandwidth efficiency. The bandwidth efficiency can be calculated in bits per second per Hertz (bps/Hz) as follows:

\[
\eta^a = \frac{C_{\mu}^a (a^n, c_{\mu}^n)}{W} = \log_2 \left( 1 + \frac{P_{\mu}^a}{N_c \cdot W / L} \right), \quad \forall n \in \mathcal{N}
\]

(18)

We compare our results with and without the PSU in the network i.e., the comparison is made for $N$ SUs against the $N - 1$ SUs plus 1 PSU. For simplicity, the sub-channel conditions are considered in ascending order i.e., $\text{SNR}_1 < \text{SNR}_2 < \text{SNR}_3 < \cdots < \text{SNR}_L$. Alternatively, it means that the $L^{th}$ sub-channel is the best sub-channel among all.
Figure 3 depicts the impact of increasing data rate of the PSU against a rate-aware intelligent jammer. It is shown that increasing the data rate of a PSU results in increasing its attraction factor and becomes more attractive target for an intelligent jammer. Hence it helps in protecting the other SUs from being jammed. The successful communication of the rest of \( N - 1 \) SUs increase the overall utility of the system. Specifically, it is shown that the utility almost remains constant after the data rate exceeds 1000 bps. Moreover, data rate of PSU-based system should be at least greater than 15 bps to get higher utility as compared to the system without PSU.

In Figure 4 the impact of increasing jamming probabilities of PSU is studied against a rate-aware intelligent jammer. It is shown that increasing the jamming probability of the PSU will secure the overall system by increasing the overall utility of the CBS. More precisely, it is evident that the jamming probability of PSU should be at least 0.18 to get the benefit of deploying PSU in the system. It should be kept in mind that the curve with PSU is considered for \( N - 1 \) users. The \( N_{th} \) user excluded being PSU itself, because it does not transmit legitimate signal and does not take part in overall throughput of the system as mentioned in (11). It is to be noted that the straight line of utility of the CBS without PSU (blue rectangles) is due to the fact that it is independent of PSU probabilities.

If we assume equal resource utilization for SU/PSU, then the network with one SU and one PSU is consuming 50% of its resources to protect the one SU. Similarly, when we have seven SUs and one PSU, the \( 1/8 = 12.5% \) resources are wasted. It is better to use PSU for a bigger network of larger number of SUs.

In Figure 5 the curves for different values of \( N \) are shown. It has been demonstrated that when \( N \) increases, bandwidth efficiency is improved. Similarly, the curves in Figure 6 show an improvement in bandwidth efficiency as \( N \) increases from 3 to 5. The similar behaviour can be also observed for \( N \) greater than 5.

![Figure 3](image-url) Figure 3. Impact of increasing PSU data rate against a rate ware jammer.
The change in the position of PSU is portrayed in Figures 7 and 8. Figure 7 shows the curves for bandwidth efficiency when the position of PSU is changed from 1 to \( L \). For simplicity, \( L = N \). Keep in mind the assumption that the SNR\(_1\) of sub-channel 1 is minimum while SNR\(_L\) is maximum. The overall bandwidth efficiency of the CBS is highest when PSU is deployed at the sub-channel with lowest sub-channel quality as shown by the solid line for \( l = 1 \). Furthermore, from the Figure 8 it is evident that for \( l = 1 \) the PSU is effective only after the attraction factor exceeds 0.15 probability. However from both Figures 7 and 8 it is visible that when the PSU moves to the next sub-channel with higher sub-channel qualities, it may result in wasting its resources to deceive the jammer resulting in less bandwidth efficiency. For total of \( L = 5 \) sub-channels, when PSU is at \( l = 3 \) the bandwidth efficiency curve of PSU crosses the curve without PSU at around 0.43 probability.
with lowest productive bandwidth efficiency. The PSU at \( l = 4 \) and \( l = 5 \), the bandwidth efficiency gets even worse, which decreases with increase in data rate.
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**Figure 6.** Comparison of attraction factor \( \delta \) of PSU in terms of average bandwidth efficiency for different values of \( N \).

![Figure 7](image)

**Figure 7.** Comparison of data rate of PSU in terms of bandwidth efficiency for different locations of PSU from 1 to \( L \).
5.1. Cost Analysis

The cost is paid in terms of bandwidth loss which is incurred by adopting a fake user called as a pseudo secondary user (PSU). The loss is higher when the PSU occupies a sub-channel with higher SNR values, further reducing throughput reduction as shown in Figures 7 and 8 and the discussion hereafter. Since the PSU does not participate in the bandwidth efficiency of CBS, therefore, as the PSU transitions to the high-quality sub-channel, the data rate that would otherwise be utilised is wasted by adopting the PSU to deceive the jammer.

5.2. Comparison with the Previous Work

We compare our results with [17,25] to show the bandwidth efficiency of our proposed approach as listed in Table 3. Since the work presented previously have used FH and FH + RA, respectively, using reinforcement learning to maximize bandwidth efficiency of the system, therefore, for the fair analysis of the result we tabulate the result for easy comparison of the three papers.

Table 3. Comparison of performance evaluations of our proposed scheme.

| Parameters                        | [17] | [25] | Our Proposed Scheme |
|-----------------------------------|------|------|---------------------|
| $H$: No. of PU                    | 1    | 1    | 1                   |
| $N$: No. of SU                    | 1    | 1    | 1                   |
| $M$: No. of jammers               | 1    | 1    | 1                   |
| $L$: No. of sub-channels          | 10   | 5    | 5                   |
| $SNR_{UB}$                        | [0:10:20] | - | [0:10:20] |
| Jammer type                       | Level I | Level I | Level II |
| Bandwidth efficiency (bps /Hz)    | 5.7  | 4.2  | 17.24              |

As depicted in Table 3, all other parameters are the same except for jammer type. The jammer type used in [17,25] are a reactive jammer, which commences its transmission upon the detection of SU activity in the cognitive radio enabled network. We call this type of jammer as Level I jammer in section 3.3. In our proposed work, we consider a more
challenging jammer which is not only a reactive jammer but also targets the SU based on the attraction factor of each user making it more harmful to the highest impact communication.

Moreover, the bandwidth efficiency comparison results demonstrate that employing the deception-based anti-jamming technique proposed in our study has an advantage over the work in [17]. The bandwidth efficiency of our suggested approach is more than 3 times that of [17]. The bandwidth efficiency of our proposed approach is more than 4 times that of [25]. To be very accurate the results in [25] show bandwidth of 21 bps for 5 number of sub-channels (see Figure 7 in [25]). To get bandwidth efficiency for each sub-channel we divide 21 by 5 to get the bandwidth efficiency equal to 4.2 bps/Hz. Furthermore, all results were obtained with the help of the MATLAB simulation environment.

6. Conclusions and Future Works

In this study, we have presented a unique game-theoretic deception anti-jamming strategy to improve the overall bandwidth efficiency of a cognitive radio-based communication system. To deceive the attacker and protect the remainder of the network from hostile influences, we have used a defensive deception anti-jamming method based on rate adjustments. To lure the jammer, we have introduced a counterfeit user within the network as a trap for the attacker. The higher a secondary user’s data rate is, the more attractive it is to a rate-aware intelligent jammer.

Simulation results show that the bandwidth efficiency of the network adopting the proposed deception strategy crosses the bandwidth efficiency curve of the network without PSU at around attraction factor of 0.16. Which is consistent with our claim that the CBS with the PSU perform well even with the attraction factor of 0.20 compared to a system without deception strategy. Moreover, compared to a system that does not use the deception method, our proposed solution can increase bandwidth efficiency by up to 1.7 times. Similarly, since the PSU does not participate in the legitimate communication, allocating the PSU a highest-quality sub-channel will reduce the bandwidth efficiency hence demanding an optimal sub-channel selection for better bandwidth efficiency which is evident from the results shown.

The research presented in this paper can be extended as future work in the following three ways. Firstly, the deception strategy can be improved further if we change the role of a secondary user, keeping it dynamically adjustable. Maintaining the secondary user role constant will make the jammer conscious of the PSU, and will lead to the counter-deception strategy by the intelligent jammer. Inspired by the changing of the guard ceremony with the transition between SU and PSU will lead to more confusion for the jammer. Secondly, a dynamic assignment of PSU based on the current dynamics of the environment will lead to more complexity in the deception mechanism. Thirdly, using FH with RA for decoy mechanism used for attracting the jammer will enhance the deception further. Enabling PSUs to hop to other available sub-channels along with rate adaption will give the PSU freedom of efficient spectrum utilization while deceiving jammer. Finally, a PSU with higher attraction factor can also be used to detect the jammer and to predict the level of intelligence from guessing its fingerprints.
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Abbreviations

The following abbreviations are used in this manuscript:

- AWGN: Additive white Gaussian noise
- BS: Back Scattering
- CR: Cognitive Radio
- CRN: Cognitive Radio Networks
- DoS: Denial of Service
- DSSS: Direct sequence spread spectrum
- EH: Energy Harvesting
- FH: Frequency hopping
- FHSS: Frequency hopping spread spectrum
- GSG: General sum game
- HIC: Highest Impact Communication
- HLA: Hierarchical Learning Algorithm
- IL: Independent Learner
- JAL: Joint Action Learner
- MCS: Modulation and Coding Scheme
- MDP: Markov Decision Process
- MARL: Multi-Agent Reinforcement Learning
- MLE: Maximum Likelihood Estimation
- NE: Nash Equilibrium
- OLOFS: One Leader One Follower Stackelberg Game
- PC: Power Control
- PSD: Power Spectral Density
- PSU: Pseudo Secondary User
- PU: Primary User
- PUEA: Primary User Emulation Attack
- RA: Rate Adaptation
- RF: Radio Frequency
- SSDFA: Spectrum Sensing Data Falsification Attack
- SU: Secondary User
- SG: Stochastic Game
- SLMFS: Single Leader Multiple Follower Stochastic Game
- SE: Stackelberg Equilibrium
- SNR: Signal to Noise Ratio
- TS: Transmission Scheduling
- WSN: Wireless Sensor Network
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