A NOTE ON MONOMIALS
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Abstract. We study discontinuous solutions of the monomial equation \( \frac{1}{n!} \Delta^n f(x) = f(h) \). In particular, we characterize the closure of their graph, \( G(f) \), and we use the properties of these functions to present a new proof of the Darboux type theorem for polynomials and of Hamel’s theorem for additive functions.

1. Motivation

One of the best known functional equations that exists in the literature is Fréchet’s functional equation

\[ \Delta_{h}^{n+1} f(x) = 0 \quad (x, h \in \mathbb{R}), \]

where \( \Delta_{h}^{1} f(x) = f(x + h) - f(x) \) and \( \Delta_{h}^{k+1} f(x) = \Delta_{h}^{1} \left( \Delta_{h}^{k} f \right)(x) \), \( k = 1, 2, \cdots \). The solutions of this equation are named polynomials. The equation (1) has been studied by many authors and all its basic properties are already known for many years. In particular, its regularity properties are well known. These can be summarized, for the case of real functions of a single real variable, with the single statement that if \( f \) is a solution of (1), then \( f \) is an ordinary polynomial of degree \( \leq n \), \( f(x) = a_0 + a_1 x + \cdots + a_n x^n \), if and only if \( f \) is bounded on some set \( A \subset \mathbb{R} \) with positive Lebesgue measure \( |A| > 0 \). In particular, all measurable polynomials are ordinary polynomials. This result was firstly proved for the Cauchy functional equation by Kormes in 1926 [12]. Later on, in 1959, the result was proved for polynomials by Ciesielski [4] (see also [15], [11]). A weaker result is the so called Darboux type theorem, which claims that the polynomial \( f \) is an ordinary polynomial if and only if \( f|_{(a,b)} \) is bounded for some nonempty open interval \( (a, b) \) (see [6] for the original result, which was stated for solutions of the Cauchy functional equation and [1] for a direct proof of this result with polynomials).

In [1] Fréchet’s equation was studied from a new fresh perspective. The main idea was to use the basic properties of Lagrange interpolation polynomials in one real variable. This allowed the authors to give a description of the closure of the graph \( G(f) = \{ (x, f(x)) : \)
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Thus, in this special case, if $\epsilon_l,u$ appearing in (2) are of the form

$$ (\epsilon_l,u) \in \mathbb{R}^2 : l(x) \leq y \leq u(x) $$

for a certain pair of functions $l, u : \mathbb{R} \to \mathbb{R} \cup \{+\infty, -\infty\}$ such that

(i) $u$ is lower semicontinuous and $l$ is upper semicontinuous.

(ii) For all $x \in \mathbb{R}$ we have that $u(x) - l(x) = +\infty$.

(iii) There exists two non-zero ordinary polynomials $p, q \in \mathbb{P}_n$ such that, $p \neq q$ and for all $x \in \mathbb{R}$, $\{x \times [p(x), q(x)] \subseteq C(l, u)$.

Clearly, this result implies the Darboux type theorem for the Fréchet functional equation. Furthermore, it states that, for every discontinuous polynomial $f$, the set $\overline{G(f)}^{\mathbb{R}^2}$ contains an unbounded open set. This is a nice property which stands up, in a very visual form, the fact that discontinuous polynomials have wild oscillations.

In this paper we are interested on the study of the sets $\overline{G(f)}^{\mathbb{R}^2}$ whenever $f : \mathbb{R} \to \mathbb{R}$ is a monomial. Recall that $f : \mathbb{R} \to \mathbb{R}$ is an $n$-monomial if it is a solution of the so called monomial functional equation

$$ \frac{1}{n!} \Delta^n f(x) = f(h) \quad (x, h \in \mathbb{R}). $$

It is known that $f$ satisfies (3) if and only if $f(x) = F(x, \cdots, x)$ for a certain multi-additive and symmetric function $F : \mathbb{R}^n \to \mathbb{R}$, and that $f$ is a polynomial if and only if $f(x) = \sum_{k=0}^{n} f_k(x)$, where $f_k(x)$ is a $k$-monomial for $k = 0, 1, \cdots, n$. Finally, if $f$ is an $n$-monomial, and we denote by $\Delta_{x_1x_2\cdots x_s}$ the operator given by $\Delta_{x_1x_2\cdots x_s} f(x) = \Delta_{x_1}(\Delta_{x_2\cdots x_s} f(x))$, $s = 2, 3, \cdots$, then $\Delta_{x_1x_2\cdots x_n} f(x)$ does not depend on the variable $x$, and the function $F(x_1, x_2, \cdots, x_n) = \frac{1}{n!} \Delta_{x_1x_2\cdots x_n} f(x)$ is multi-additive and symmetric (See, for example, [5], [13], for the proofs of these claims).

The main goal of this note is to prove that, for the case of $n$-monomials $f$, the functions $l, u$ appearing in (2) are of the form $Ax^n \tau_f^\epsilon(x)$, where $A \in \mathbb{R}$, $I \in \{-\infty, 0\}, [0, +\infty[ \mathbb{R}, \emptyset$, $\epsilon \in \{+, -, \}$, and

$$ \tau_f^\epsilon(x) = \begin{cases} 1 & x \in I \\ \epsilon \cdot \infty & x \notin I \end{cases} $$

Thus, in this special case, if $\overline{G(f)}^{\mathbb{R}^2} \neq \mathbb{R}^2$, then at least one of the functions $l, u$ is finite over an infinite interval (that we call the domain of finiteness of the function), and both are of the form $Ax^n$ with $A \in \mathbb{R}$ over their domains of finiteness. We also give, as a consequence, a new proof of the Darboux-type theorem for the Fréchet functional equation. Furthermore, we also present a new proof of Hamel’s theorem [10], [18], which claims that the graph of any discontinuous additive function $f : \mathbb{R} \to \mathbb{R}$ is a dense subset.
of \( \mathbb{R}^2 \). We end the paper with a conjecture about the regularity properties of the functions \( l, u \) for the case of general polynomials.

It is important to note that, although the Darboux type theorem is not the finest expression of the regularity property for polynomials, it is still a non-trivial result, and our proofs avoid the use of some technical results from measure theory. Furthermore, our approach has the advantage that it gives a very precise description of the closure of the graph of \( f \) whenever \( f \) is a discontinuous monomial.

**2. Main results**

**Lemma 2.1.** If \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a solution of Fréchet functional equation and \( x_0, h_0 \in \mathbb{R} \) then there exists a unique polynomial \( p_{x_0, h_0} \in \Pi_n \) such that \( f|_{x_0 + h_0 \mathbb{Q}} = p|_{x_0 + h_0 \mathbb{Q}} \).

**Proof.** Let \( f : \mathbb{R} \rightarrow \mathbb{R} \) be such that \( \Delta_{h_0}^{n+1} f(x) = 0 \) for all \( x, h \in \mathbb{R} \). Let \( x_0, h_0 \in \mathbb{R} \) and let \( p_0(t) \in \mathbb{R}[t] \) be the polynomial of degree \( \leq n \) such that \( f(x_0 + kh_0) = p_0(x_0 + kh_0) \) for all \( k \in \{0, 1, \cdots, n\} \) (this polynomial exists and it is unique, thanks to Lagrange’s interpolation formula). Then

\[
0 = \Delta_{h_0}^{n+1} f(x_0) = \sum_{k=0}^{n} {n+1 \choose k} (-1)^{n+1-k} f(x_0 + kh_0) + f(x_0 + (n+1)h_0)
\]

\[
= \sum_{k=0}^{n} {n+1 \choose k} (-1)^{n+1-k} p_0(x_0 + kh_0) + f(x_0 + (n+1)h_0)
\]

\[
= -p_0(x_0 + (n+1)h_0) + f(x_0 + (n+1)h_0),
\]

since \( 0 = \Delta_{h_0}^{n+1} p(x_0) = \sum_{k=0}^{n+1} {n+1 \choose k} (-1)^{n+1-k} p_0(x_0 + kh_0) \). This means that \( f(x_0 + (n+1)h_0) = p_0(x_0 + (n+1)h_0) \). In particular, \( p_0 = q \), where \( q \) denotes the polynomial of degree \( \leq n \) which interpolates \( f \) at the nodes \( \{x_0 + kh_0\}_{k=1}^{n+1} \). This argument can be repeated (forward and backward) to prove that \( p_0 \) interpolates \( f \) at all the nodes \( x_0 + h_0 \mathbb{Z} \).

Let \( m \in \mathbb{Z}, m \neq 0 \), and let us use the same kind of argument, taking \( h_0^* = h_0/m \) instead of \( h_0 \). Then we get a polynomial \( p_0^* \) of degree \( \leq n \) such that \( p_0^* \) interpolates \( f \) at the nodes \( x_0 + h_0 \mathbb{Z} \). Now, \( p_0 = p_0^* \) since the set

\[
\frac{h_0}{m} \mathbb{Z} \cap h_0 \mathbb{Z} = h_0 \mathbb{Z}
\]

is infinite. Thus, we have proved that \( p_0 \) interpolates \( f \) at all the points of

\[
\Gamma_{x_0, h_0} := x_0 + \bigcup_{m \in \mathbb{Z} \setminus \{0\}} \frac{h_0}{m} \mathbb{Z} = x_0 + h_0 \mathbb{Q}.
\]

\( \square \)
Lemma 2.2. Assume that $f : \mathbb{R} \to \mathbb{R}$ is a monomial and let $p_{x_0,h_0}$ be the polynomial described in Lemma 2.1. Then

(a) $p_{x_0,h_0}(t) = a_0(x_0, h_0) + a_1(x_0, h_0)t + \cdots + a_{n-1}(x_0, h_0)t^{n-1} + A_n(h_0)t^n$.

(b) For all $t \in h_0\mathbb{Q}$ we have that $f(t) = A_n(h_0)t^n$.

Proof. In principle, $p_{x_0,h_0}(t)$ is a polynomial of the form

$$p_{x_0,h_0}(t) = a_0(x_0, h_0) + a_1(x_0, h_0)t + \cdots + a_{n-1}(x_0, h_0)t^{n-1} + A_n(x_0, h_0)t^n,$$

so that we must prove that $A_n(x_0, h_0) = A_n(h_0)$. In other words, we must prove that $A_n(x_0, h_0)$ does not depend on the point $x_0$.

For all $m \geq 0$, and all rational number $a/b \in \mathbb{Q}$ we have that $\Delta_{x_0,h_0}^m p_{x_0,h_0}(x_0) = \Delta_{x_0,h_0}^m f(x_0)$, since $f_{|x_0+h_0\mathbb{Q}} = (p_{x_0,h_0})_{|x_0+h_0\mathbb{Q}}$. Thus, a direct computation shows that

$$A_n(x_0, h_0) \left(\frac{a}{b} h_0\right)^n = \frac{1}{n!} \Delta_{x_0,h_0}^n p_{x_0,h_0}(x_0) = \frac{1}{n!} \Delta_{x_0,h_0}^n f(x_0) = f(\frac{a}{b} h_0),$$

since $f$ is an $n$-monomial. It follows that $A(x_0, h_0)$ does not depend on $x_0$ since the right hand side of (4) does not depend on $x_0$. This proves (a) and (b) simultaneously. $\square$

We are now in conditions to prove an “identity principle” for monomials:

Proposition 2.3 (Identity principle). Assume that $f, g : \mathbb{R} \to \mathbb{R}$ are monomials and there exists an open interval $I \subseteq \mathbb{R}$ such that $f(t) = g(t)$ for all $t \in I$. Then $f(t) = g(t)$ for all $t \in \mathbb{R}$. In particular, if $f$ satisfies $\frac{1}{n!}\Delta_{x_0,h_0}^n f(x) = f(h)$ whenever $\{x, x+h, \cdots, x+nh\} \subseteq I$, then there exists a unique $n$-monomial $q : \mathbb{R} \to \mathbb{R}$ such that $q_I = f$.

Proof. Let us assume, with no loss of generality, that $0 \notin I$. Let us now concentrate our attention on $f$. If we use the notation of Lemma 2.2, we know that, for all $h \in I$ and $r \in \mathbb{Q}$, $f(hr) = A_n(h)h^n r^n$. In particular, $A_n(h) = f(h)/h^n$ and

$$f(t) = \frac{f(h)}{h^n} (t)^n$$

for all $t \in h\mathbb{Q}$. This means that the value of $f$ at $h \in I$ uniquely determines the value of $f$ at $t$ for all $t \in h\mathbb{Q}$. Now, $\bigcup_{h \in I} h\mathbb{Q} = \mathbb{R}$, since $I$ is open. This implies that $f$ is uniquely defined over $\mathbb{R}$. $\square$

Lemma 2.4. Assume that $f : \mathbb{R} \to \mathbb{R}$ is a discontinuous $n$-monomial and let $A_n(h)$ denote the constant appearing in part (b) of Lemma 2.2. Then

(a) If $h_0, h_1 \in \mathbb{R}$ satisfy $A_n(h_0) \neq A_n(h_1)$, the space between the monomials $A_n(h_0)t^n$ and $A_n(h_1)t^n$ is a subset of $G(f)$.

(b) $\sup_{h \in \mathbb{R}} |A_n(h)| = +\infty$. 

Proof. Let us prove (a). Take \( h_0, h_1 \in \mathbb{R} \) such that \( A_n(h_0) \neq A_n(h_1) \). These values obviously exists since \( f \) is assumed to be discontinuous and \( p_{0,h}(t) = A_n(h)t^n \). Take \( x_0 \in h_0 \mathbb{Q} \setminus \{0\} \) and \( x_1 \in h_1 \mathbb{Q} \setminus \{0\} \). Take \( i \in \{0, 1, \cdots, n\} \), \( r \in \mathbb{Q} \) and set \( x_{i,r} = (1-i)x_0 + irx_1 \). Obviously, \( x_{i,r} \in (1-i)x_0 + x_1 \mathbb{Q} \) for all \( r \in \mathbb{Q} \). Thus, if we define \( p_0 = p_{0,h_0} \), and \( p_i = p_{(1-i)x_0,x_1} \), for \( i = 1, 2, \cdots, n \), then \( p_i(x_{i,r}) = f(x_{i,r}) \) for all \( r \in \mathbb{Q} \) and all \( i \in \{0, 1, \cdots, n\} \). Furthermore, \( p_0(t) = p_{0,h_0}(t) = A_n(h_0)t^n \) and \( p_i(t) = p_{0,x_1}(t) = p_{0,h_1}(t) = A_n(h_1)t^n \).

Let us now consider, for each \( r \in \mathbb{Q} \) the unique polynomial \( q_r(t) \) of degree \( \leq n \) which interpolates to \( f \) at the nodes \( \{x_{i,r}\}_{i=0}^n \).

If we take into account that \( x_{i,r} \) can be expressed as \( x_{i,r} = x_0 + i(rx_1 - x_0) \), we conclude that \( q_r = p_{x_0,(rx_1-x_0)} \), which means that the graph of \( q_r \) is a subset of \( \overline{G(f)}^2 \). Let us now use that \( \mathbb{Q} \) is a dense subset of \( \mathbb{R} \) to force \( r \in \mathbb{Q} \) to tend to \( \frac{x_0}{x_1} \). This has the effect that the set \( \{x_{i,r}\} \) collapses to the point \( \{x_0\} \), since \( \lim_{r \in \mathbb{Q}, r \to \frac{x_0}{x_1}} x_{i,r} = x_0 \), \( i = 0, 1, \cdots, n \). This should force the graph of \( q_r \) to blow up when \( r \to \frac{x_0}{x_1} \).

Concretely, we have that

\[
\lim_{r \in \mathbb{Q}, r \to \frac{x_0}{x_1}} q_r(x_{i,r}) = \lim_{r \in \mathbb{Q}, r \to \frac{x_0}{x_1}} f(x_{i,r}) = \lim_{r \in \mathbb{Q}, r \to \frac{x_0}{x_1}} p_i(x_{i,r}) = p_i(x_0), \quad i = 0, 1, \cdots, n.
\]

Thus, if we set \( q(x) = \mathcal{L}(\{i\}_{i=0}^n; \{p_i(x_0)\}_{i=0}^n) \) and \( \tilde{q}_r(x) = \mathcal{L}(\{i\}_{i=0}^n; \{q_r(x_{i,r})\}_{i=0}^n) \), where \( \mathcal{L}(\{x_k\}_{k=0}^n; \{y_k\}_{k=0}^n) \) denotes the Lagrange interpolation polynomial associated to the nodes \( \{x_k\}_{k=0}^n \) and the values \( \{y_k\}_{k=0}^n \), then \( \tilde{q}_r \) converges (for \( r \in \mathbb{Q}, r \to \frac{x_0}{x_1} \)) uniformly on compact subsets of the real line, to the polynomial \( q \). Note that

\[
i = \frac{x_{i,r} - x_0}{rx_1 - x_0}, \quad \text{for} \quad i = 0, 1, \cdots, n,
\]

so that:

\[
q_r(x_{i,r}) = \tilde{q}_r(i) = \tilde{q}_r \left( \frac{x_{i,r} - x_0}{rx_1 - x_0} \right), \quad \text{for} \quad i = 0, 1, \cdots, n.
\]

and

\[
q_r(x) = \tilde{q}_r \left( \frac{x - x_0}{rx_1 - x_0} \right).
\]

Obviously, \( J_0 = [A_n(h_0)x_0^n, A_n(h_1)x_0^n] = [p_0(x_0), p_1(x_0)] \subseteq q(\mathbb{R}) \). since \( q \) is continuous, \( q(0) = p_0(x_0) \), and \( q(1) = p_1(x_0) \). We want to show that \( \{x_0\} \times J_0 \) is a subset of \( \overline{G(f)}^2 \).

In fact, we prove much more than this, since we demonstrate that \( \{x_0\} \times q(\mathbb{R}) \subseteq \overline{G(f)}^2 \).
Take $c \in q(\mathbb{R})$ and let $\varepsilon > 0$ be a positive number. We can find $s \in \mathbb{Q}$ such that $|q(s) - c| < \varepsilon / 2$, since $\mathbb{Q}$ is dense in $\mathbb{R}$. Let $x_{s,r} = s(rx_1 - x_0) + x_0$. Then $q_r(x_{s,r}) = f(x_{s,r})$.

Furthermore, formula (5) tell us that $q_r(x_{s,r}) = \tilde{q}_r(s)$. Now, $\lim_{r \in \mathbb{Q}, r \to x_0} x_{s,r} = x_0$ so that, for $|r - \frac{x_0}{x_1}|$ small enough,

$$|f(x_{s,r}) - c| = |\tilde{q}_r(s) - q(s)| + |q(s) - c| < \varepsilon.$$ 

Hence $(x_0, c) \in G(f)^{\mathbb{R}^2}$, which is what we wanted to prove. This demonstrates that the space between the monomials $A_n(h_0)t^n$ and $A_n(h_1)t^n$ is contained into $G(f)^{\mathbb{R}^2}$, since $x_0 \in h_0\mathbb{Q} \setminus \{0\}$ was arbitrary.

To prove part $(b)$ of the lemma, we use that $q(\mathbb{R})$ is unbounded, since $q$ is a non-constant polynomial. This implies that $f$ is locally unbounded, so that

$$\sup_{h \neq 0} |A_n(h)| \geq \sup_{h \in [1,2]} |A_n(h)| = \sup_{h \in [1,2]} \frac{|f(h)|}{|h^n|} = +\infty.$$ 

\[\square\]

**Corollary 2.5** (Hamel's theorem). If $f : \mathbb{R} \to \mathbb{R}$ is additive and discontinuous, then $G(f)^{\mathbb{R}^2} = \mathbb{R}^2$.

**Proof.** Obviously, $f$ is additive if and only if it is a 1-monomial (i.e, $\Delta_h f(x) = f(h)$). Thus, given $f$ a discontinuous 1-monomial, let $A_1(h)$ be the constant appearing in part $(b)$ of Lemma 2.2. It follows, from part $(a)$ of Lemma 2.4, that we only need to prove that

$$-\infty = \inf_{h \neq 0} A_1(h) < \sup_{h \neq 0} A_1(h) = +\infty.$$ 

Our assumption about the discontinuity of $f$ implies the existence of $h, s \in \mathbb{R} \setminus \{0\}$ such that $A_1(h) \neq A_1(s)$. What is more: we can assume $h, s > 0$ with no lost of generality. Obviously,

$$A_1(h - s) = \frac{f(h) - f(s)}{h - s} - \frac{f(h) - f(s)}{h - s} = A_1(h) + (A_1(h) - A_1(s)) \frac{s}{h - s}.$$
Let us now consider $A_1(h - rs)$ as a function of $r \in \mathbb{Q}$. Then
\[
A_1(h - rs) = A_1(h) + (A_1(h) - A_1(s)) \frac{rs}{h - rs} = A_1(h) + (A_1(h) - A_1(s)) \frac{1}{\frac{h}{rs} - 1},
\]

since $A_1(rs) = A_1(s)$ for all $s \in \mathbb{R} \setminus \{0\}$ and all $r \in \mathbb{Q} \setminus \{0\}$. Hence,
\[
\lim_{r \to (h/s)^+, r \in \mathbb{Q}} A_1(h - rs) = (-\infty) \cdot \text{sign}(A_1(h) - A_1(s))
\]
and
\[
\lim_{r \to (h/s)^-, r \in \mathbb{Q}} A_1(h - rs) = (+\infty) \cdot \text{sign}(A_1(h) - A_1(s)).
\]
This ends the proof. \(\Box\)

The following result should be known to experts, but we include it here for the sake of completeness:

**Lemma 2.6.** Assume that $f_i : \mathbb{R} \to \mathbb{R}$ is an $n_i$-monomial ($i = 1, 2$). Then $f(x) = f_1(x)f_2(x)$ is an $(n_1 + n_2)$-monomial. Furthermore, if $f_1, f_2 : \mathbb{R} \to \mathbb{R}$ are $n$-monomials, then $f_1 + f_2$ is also an $n$-monomial.

**Proof.** We prove the first claim, since the second one is obvious. By hypothesis, there are two symmetric multi-additive functions $F_i : \mathbb{R}^{n_i} \to \mathbb{R}$ such that $f_i(x) = F_i(x, x, \cdots, x)$ ($i = 1, 2$). Set
\[
F(x_1, \cdots, x_{n_1+n_2}) = \frac{1}{(n_1 + n_2)!} \sum_{\sigma \in S_{n_1+n_2}} F_1(x_{\sigma(1)}, \cdots, x_{\sigma(n_1)})F_2(x_{\sigma(n_1+1)}, \cdots, x_{\sigma(n_1+n_2)}),
\]
where $S_N$ denotes the group of permutations of the set $\{1, 2, \cdots, N\}$. Then $F$ is symmetric and $(n_1 + n_2)$-additive, and
\[
f_1(x)f_2(x) = F(x, \cdots, x).
\]

**Theorem 2.7.** Assume that $f$ is a discontinuous $n$-monomial and let $\Gamma = \overline{G(f)}^{\mathbb{R}^2}$. Let $\alpha = \sup_{h \in \mathbb{R}} A_n(h)$ and $\beta = \inf_{h \in \mathbb{R}} A_n(h)$. Then:

(a) If $\alpha = +\infty$ and $\beta = -\infty$, then $\Gamma = \mathbb{R}^2$.

(b) If $\alpha = +\infty$ and $\beta \in \mathbb{R}$, then $\Gamma = \{(x, y) : y \geq \beta x^n\}$ if $n = 2k$ is an even number, and $\Gamma = \{(x, y) : x \leq 0 \text{ and } y \leq \beta x^n\} \cup \{(x, y) : x \geq 0 \text{ and } y \geq \beta x^n\}$ if $n = 2k + 1$ is an odd number. In particular, if $\beta = 0$, we get the half space $\Gamma = \{(x, y) : y \geq 0\}$ for $n = 2k$ and the union of the first and third quadrants $\Gamma = \{(x, y) : xy \geq 0\}$, for $n = 2k + 1$. 


Proof. Part (c) of Lemma 2.4 implies that \( \alpha = +\infty \) or \( \beta = -\infty \). Hence the three cases (a), (b) and (c) considered in the statement of the theorem exhaust all possibilities. Let us consider each case separately:

**Case (a):** \( \alpha = +\infty \) and \( \beta = -\infty \). By hypothesis, there exists two sequences of real numbers \( \{\tau_k\}, \{\eta_k\} \) such that \( A_n(\tau_k) > A_n(\eta_k) \) for all \( k \in \mathbb{N} \), \( \lim_{k \to \infty} A_n(\tau_k) = +\infty \), and \( \lim_{k \to \infty} A_n(\eta_k) = -\infty \). Now, part (a) of Lemma 2.4 implies that, for each \( k \in \mathbb{N} \), \( \overline{G(f)^{\mathbb{R}^2}} \) contains the space between the monomials \( A_n(\tau_k)t^n \) and \( A_n(\eta_k)t^n \), which obviously implies that \( \overline{G(f)^{\mathbb{R}^2}} = \mathbb{R}^2 \).

**Case (b):** \( \alpha = +\infty \) and \( \beta \in \mathbb{R} \). In this case, there exists two sequences of real numbers \( \{\tau_k\}, \{\eta_k\} \) such that \( A_n(\tau_k) > A_n(\eta_k) \) for all \( k \in \mathbb{N} \), \( \lim_{k \to \infty} A_n(\tau_k) = +\infty \), and \( \lim_{k \to \infty} A_n(\eta_k) = \beta \). Hence, we can use again part (a) of Lemma 2.4 to prove that \( \Gamma = \overline{G(f)^{\mathbb{R}^2}} \) contains the set \( \Sigma_1 = \{(x,y) : y \geq \beta x^n\} \) if \( n = 2k \) is an even number, or it contains the set \( \Sigma_2 = \{(x,y) : x \leq 0 \text{ and } y \leq \beta x^n\} \cup \{(x,y) : x \geq 0 \text{ and } y \geq \beta x^n\} \) if \( n = 2k + 1 \) is an odd number. We must prove, in both cases, that \( \Gamma \) does not contain any other point. Thus, let us assume that \( n \in 2\mathbb{N} \) and \( (x_0, y_0) \in \Gamma \setminus \Sigma_1 \). Then \( y_0 < \beta x_0^n \). We can assume, without loss of generality, that \( (x_0, y_0) \in G(f) \) since \( \mathbb{R}^2 \setminus \Sigma_1 \) is an open set. Then \( A_n(x_0) = \frac{f(x_0)}{x_0^n} < \beta \), which is impossible. This proves that \( \Gamma = \Sigma_1 \). If \( n \in 2\mathbb{N} + 1 \), the arguments are similar.

**Case (c):** \( \alpha \in \mathbb{R} \) and \( \beta = -\infty \). This case admits a proof completely analogous to the proof given for the case (b) above.

Let us now show that all the situations considered in cases (a), (b) and (c) above, are supplied by concrete simple examples. For \( n = 1 \) we always have that \( \overline{G(f)^{\mathbb{R}^2}} = \mathbb{R}^2 \) by Hamel’s theorem. Thus, we will assume in all what follows that \( n \geq 2 \).

To proceed with this part of the proof, we need first to introduce a concrete example of discontinuous additive function. Let \( \Upsilon = \{s_i\}_{i \in I} \) be an algebraic basis of \( \mathbb{R} \) as a \( \mathbb{Q} \)-vector space. Then any map \( \phi : \Upsilon \to \mathbb{R} \) can be uniquely extended as a \( \mathbb{Q} \)-linear map to a real
function of one real variable $\Phi : \mathbb{R} \to \mathbb{R}$. We denote by $\mathcal{L} : \mathbb{R} \to \mathbb{R}$ the unique $\mathbb{Q}$-linear map satisfying $\mathcal{L}(s_i) = 1$ for all $i \in I$. Obviously, $\mathcal{L}(x)$ is a discontinuous 1-monomial, so that Lemma 2.6 implies that $ax^n + bx^k \mathcal{L}(x)^n - k$ is an $n$-monomial for all $a, b \in \mathbb{R}$ and $k = 0, 1, \ldots, n - 1$.

Let $n \in \mathbb{N}$ be fixed. Then $f(x) = x^{n-1} \mathcal{L}(x)$ is an $n$-monomial such that $\overline{G(f)} = \mathbb{R}^2$. To prove this, we only need to check that $\alpha = \sup_{h \in \mathbb{R}^*} A_n(h) = +\infty$ and $\beta = \inf_{h \in \mathbb{R}^*} A_n(h) = -\infty$. Now, $\mathcal{L}(x)$ has a dense graph in the plane, so that $\sup_{x \in [1,2]} \mathcal{L}(x) = +\infty$ and $\inf_{x \in [1,2]} \mathcal{L}(x) = -\infty$. Hence $\alpha \geq \sup_{h \in [1,2]} A_n(h) = \sup_{h \in [1,2]} \frac{\mathcal{L}(h)h^{n-1}}{h^n} = \sup_{h \in [1,2]} \frac{\mathcal{L}(h)}{h} = +\infty$ and, analogously, $\beta \leq \inf_{h \in [1,2]} A_n(h) = \inf_{h \in [1,2]} \frac{\mathcal{L}(h)}{h} = -\infty$. This proves the existence of $n$-monomials satisfying case (a). For case (b), we may choose $f(x) = \beta x^n + \mathcal{L}(x)^n$ whenever $n = 2k$ is an even number, and $f(x) = \beta x^n + x \mathcal{L}(x)^{n-1}$ whenever $n = 2k + 1$ is an odd number. Case (c) is covered by the examples: $f(x) = \alpha x^n - \mathcal{L}(x)^n$ whenever $n = 2k$ is an even number, and $f(x) = \alpha x^n - x \mathcal{L}(x)^{n-1}$ whenever $n = 2k + 1$ is an odd number.

Remark 2.8. Theorem 2.7 may be reformulated, in terms of the functions $l, u$ appearing in (2), as follows: Let $f$ be a discontinuous $n$-monomial and let $\Gamma = \overline{G(f)} = \mathcal{C}(l, u)$ be the representation of the closure of the graph of $f$ given by (2). Let $\alpha = \sup_{h \in \mathbb{R}^*} A_n(h)$ and $\beta = \inf_{h \in \mathbb{R}^*} A_n(h)$. Then:

(a) If $\alpha = +\infty$ and $\beta = -\infty$, then $l(x) = -\infty$ and $u(x) = +\infty$ for all $x \in \mathbb{R}$.

(b) If $\alpha = +\infty$, $\beta \in \mathbb{R}$, and $n = 2k$ is an even number, then $l(x) = \beta x^n$ and $u(x) = +\infty$ for all $x \in \mathbb{R}$.

(c) If $\alpha = +\infty$, $\beta \in \mathbb{R}$, and $n = 2k + 1$ is an odd number, then

$$l(x) = \begin{cases} -\infty & x \leq 0 \\ \beta x^n & x > 0 \end{cases} \quad \text{and} \quad u(x) = \begin{cases} \beta x^n & x < 0 \\ +\infty & x \geq 0 \end{cases}.$$

(d) If $\alpha \in \mathbb{R}$, $\beta = -\infty$, and $n = 2k$ is an even number, then $l(x) = -\infty$ and $u(x) = \alpha x^n$ for all $x \in \mathbb{R}$.

(e) If $\alpha \in \mathbb{R}$, $\beta = -\infty$, and $n = 2k + 1$ is an odd number, then

$$l(x) = \begin{cases} \alpha x^n & x < 0 \\ -\infty & x \geq 0 \end{cases} \quad \text{and} \quad u(x) = \begin{cases} +\infty & x \leq 0 \\ \alpha x^n & x > 0 \end{cases}.$$

Furthermore, for all $n \geq 2$ there are examples of discontinuous $n$-monomials $f$ verifying each one of the claims (a), (b), (c), (d), (e) above.
Corollary 2.9. If $f : \mathbb{R} \to \mathbb{R}$ is a discontinuous monomial of even degree, then $F(x,h) = \Delta_h f(x)$ satisfies $\overline{G(F)} = \mathbb{R}^3$.

Proof. It follows from Theorem 2.7 that $\Gamma = \overline{G(f)}^2$ satisfies $\Gamma = \mathbb{R}^2$, or $\Gamma = \{(x,y) \in \mathbb{R}^2 : y \geq \beta x^n\}$, or $\Gamma = \{(x,y) \in \mathbb{R}^2 : y \leq \alpha x^n\}$. Let us assume that $\Gamma = \{(x,y) \in \mathbb{R}^2 : y \geq \beta x^n\}$ (the other cases admit similar proofs).

Let $(x,h,\lambda) \in \mathbb{R}^3$ and take $\varepsilon > 0$. Obviously, there exists a constant $M \in \mathbb{R}$ such that $[x,x+h] \times [M, +\infty) \subset \Gamma$. Take $a, b \in [M, +\infty)$ such that $\lambda = b - a$. By construction, there exists two real numbers $x^*, h^*$ such that $\max\{|x-x^*|, |h-h^*|, |f(x^*)-a|, |f(x^*+h^*)-b|\} < \varepsilon$. Hence

$$
\| (x^*, h^*, F(x^*, h^*)) - (x, h, \lambda) \|_\infty = \| (x^* - x, h^* - h, f(x^*+h^*) - f(x^*) - \lambda) \|_\infty = \max\{|x-x^*|, |h-h^*|, |f(x^*+h^*) - b - (f(x^*) - a)|\} \leq \max\{|x-x^*|, |h-h^*|, |f(x^*+h^*) - b| + |f(x^*) - a|\} \leq \varepsilon.
$$

This proves that $(x, h, \lambda) \in \overline{G(F)}^3$. Hence $\overline{G(F)}^3$, since $(x, h, \lambda)$ was arbitrary. 

Corollary 2.10 (Darboux type Theorem for Fréchet’s functional equation). Let $f$ be a polynomial, and let $f(x) = f_0 + f_1(x) + \cdots + f_N(x)$ be the decomposition of $f$ as sum of monomials. If $f_N(x)$ is a discontinuous monomial then $f$ is locally unbounded (i.e., for all $a < b$ we have that $f([a,b])$ is an unbounded subset of $\mathbb{R}$). Consequently, the polynomial $f$ is bounded over some open interval if and only if is an ordinary polynomial, $f(x) = a_0 + a_1 x + \cdots + a_N x^N$.

Proof. Let us prove the first claim. Assume, on the contrary, that $f_{|[a,b]}$ is bounded for a certain interval $[a,b]$ with $a < b$. Taking differences, we have that

$$
\frac{1}{N!} \Delta_h^N f(a) = f_N(h),
$$

so that $f_N$ should be bounded over the set $[0, \frac{b-a}{N}]$, which, thanks to Theorem 2.7, would imply that $f_N$ is a continuous monomial, $f_N(x) = A_n x^N$.

Let us now assume that that $f_{|[a,b]}$ is bounded. Let $j_0 = \max\{j \in \{0,1,\cdots, N\} : f_j$ is discontinuous$\}$. Then $g(x) = f(x) - (f_{j_0+1}(x) + \cdots + f_N(x))$ is bounded on $[a,b]$ and $g(x) = f_0 + f_1(x) + \cdots + f_{j_0}(x)$ is the decomposition of $g$ as sum of monomials. The result follows just applying the first part of this corollary. 

Remark 2.11. It is interesting to observe that, in general, the closure of the graph of the sum of two discontinuous $n_k$-monomials $f_k$, $(k = 1, 2)$, with $n_1 \neq n_2$, is not uniquely determined by the closures of the graphs of these monomials. For example, we can set
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\[ f_1(x) = x^2 + \mathcal{L}(x)^2, \quad f_2(x) = x^2 + 2\mathcal{L}(x)^2, \quad f_3(x) = x\mathcal{L}(x)^2, \quad f_4(x) = f_1(x) + f_3(x) = x^2 + (1+x)\mathcal{L}(x)^2, \text{ and } f_5(x) = f_2(x) + f_3(x) = x^2 + (2+x)\mathcal{L}(x)^2. \]

Then \( f_1 \) and \( f_2 \) are 2-monomials, \( f_3 \) is a 3-monomial, and the sets \( \Gamma_k = \overline{G(f_k}) \mathbb{R}^2 \), \( k = 1, 2, 3, 4, 5 \) are given by

\[
\begin{align*}
\Gamma_1 &= \Gamma_2 = \{(x, y) \in \mathbb{R}^2 : y \geq x^2\} \\
\Gamma_3 &= \{(x, y) \in \mathbb{R}^2 : xy \geq 0\} \\
\Gamma_4 &= \{(x, y) \in \mathbb{R}^2 : x \leq -1 \text{ and } y \leq x^2\} \cup \{(x, y) \in \mathbb{R}^2 : x \geq -1 \text{ and } y \geq x^2\} \\
\Gamma_5 &= \{(x, y) \in \mathbb{R}^2 : x \leq -2 \text{ and } y \leq x^2\} \cup \{(x, y) \in \mathbb{R}^2 : x \geq -2 \text{ and } y \geq x^2\}.
\end{align*}
\]

This makes very difficult to say something about the closure of the graph of a general polynomial just taking into account what happens for monomials. In any case, we conjecture that the functions \( l, u \) appearing in (2) for \( f \) any general polynomial are, in their domains of finiteness, continuous splines.
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