ABSTRACT
AutoML systems build machine learning models automatically by performing a search over valid data transformations and learners, along with hyper-parameter optimization for each learner. Many AutoML systems use meta-learning to guide search for optimal pipelines. In this work, we present a novel meta-learning system called KGpip which (1) builds a database of datasets and corresponding pipelines by mining thousands of scripts with program analysis, (2) uses dataset embeddings to find similar datasets in the database based on its content instead of metadata-based features, (3) models AutoML pipeline creation as a graph generation problem, to succinctly characterize the diverse pipelines seen for a single dataset. KGpip's meta-learning is a sub-component for AutoML systems. We demonstrate this by integrating KGpip with two AutoML systems. Our comprehensive evaluation using 121 datasets, including those used by the state-of-the-art systems, shows that KGpip significantly outperforms these systems.
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1 INTRODUCTION
AutoML is the process by which machine learning models are built automatically for a new dataset. Given a dataset, AutoML systems perform a search over valid data transformations and learners, along with hyper-parameter optimization for each learner [18]. Choosing the transformations and learners over which to search is our focus. A significant number of systems mine from prior runs of pipelines over a set of datasets to choose transformers and learners that are effective with different types of datasets (e.g., [10], [33], [9]). Thus, they build a database by actually running different pipelines with a diverse set of datasets to estimate the accuracy of potential pipelines. Hence, they can be used to effectively reduce the search space. A new dataset, based on a set of features (meta-features) is then matched to this database to find the most plausible candidates for both learner selection and hyper-parameter tuning. This process of choosing starting points in the search space is called meta-learning for the cold start problem.

Other meta-learning approaches include mining existing data science code and their associated datasets to learn from human expertise. The AL [2] system mined existing Kaggle notebooks using dynamic analysis, i.e., actually running the scripts, and showed that such a system has promise. However, this meta-learning approach does not scale because it is onerous to execute a large number of pipeline scripts on datasets, preprocessing datasets is never trivial, and older scripts cease to run at all as software evolves. It is not surprising that AL therefore performed dynamic analysis on just nine datasets.

Our system, KGpip, provides a scalable meta-learning approach to leverage human expertise, using static analysis to mine pipelines from large repositories of scripts. Static analysis has the advantage of scaling to thousands or millions of scripts [1] easily, but lacks the performance data gathered by dynamic analysis. The KGpip meta-learning approach guides the learning process by a scalable dataset similarity search, based on dataset embeddings, to find the most similar datasets and the semantics of ML pipelines applied on them. Many existing systems, such as Auto-Sklearn [9] and AL [2], compute a set of meta-features for each dataset. We developed a deep neural network model to generate embeddings at the granularity of a dataset, e.g., a table or CSV file, to capture similarity at the level of an entire dataset rather than relying on a set of meta-features.

Because we use static analysis to capture the semantics of the meta-learning process, we have no mechanism to choose the best pipeline from many seen pipelines, unlike the dynamic execution case where one can rely on runtime to choose the best performing pipeline. Observing that pipelines are basically workflow graphs, we use graph generator neural models to succinctly capture the statically-observed pipelines for a single dataset. In KGpip, we formulate learner selection as a graph generation problem to predict optimized pipelines based on pipelines seen in actual notebooks.

KGpip does learner and transformation selection, and hence is a component of an AutoML systems. To evaluate this component, we integrated it into two existing AutoML systems, FLAML [31] and Auto-Sklearn [9]. We chose FLAML because it does not yet have any meta-learning component for the cold start problem and instead
allows user selection of learners and transformers. The authors of FLAML explicitly pointed to the fact that FLAML might benefit from a meta-learning component and pointed to it as a possibility for future work. For FLAML, if mining historical pipelines provides an advantage, we should improve its performance. We also picked Auto-Sklearn as it does have a learner selection component based on meta-features, as described earlier [8]. For Auto-Sklearn, we should at least match performance if our static mining of pipelines can match their extensive database. For context, we also compared KGpip with the recent VolcanoML [18], which provides an efficient decomposition and execution strategy for the AutoML search space. In contrast, KGpip prunes the search space using our meta-learning model to perform hyperparameter optimization only for the most promising candidates.

The contributions of this paper are the following:

- Section 3 defines a scalable meta-learning approach based on representation learning of mined ML pipeline semantics and datasets for over 100 datasets and 11K Python scripts.
- Sections 4 formulates AutoML pipeline generation as a graph generation problem. KGpip efficiently predicts optimized ML pipelines for unseen datasets using our meta-learning model. To the best of our knowledge, we are the first to formulate AutoML pipeline generation this way.
- Section 5 presents a comprehensive evaluation using a large collection of 121 datasets from major AutoML benchmarks and Kaggle. Our experimental results show that KGpip outperforms all existing AutoML systems and achieves state-of-the-art results on the majority of these datasets. KGpip significantly improves the performance of both FLAML and Auto-Sklearn in classification and regression tasks. We also outperformed AL in 75 out of 77 datasets and VolcanoML in 75 out of 121 datasets, including 44 datasets used only by VolcanoML [18]. On average, KGpip achieves scores that are statistically better than the means of all other systems.

2 RELATED WORK

In this section, we summarize the related work and restrict our review to meta-learning approaches for AutoML, dataset embeddings, and processing tabular structured data.

Learner and preprocessing selection. In most AutoML systems, learner and pre-processing selection for the cold start problem is driven by a database of actual executions of pipelines and data; e.g., [2], [9], [10]. This database often drives both learner selection and hyper parameter optimization (HPO), so we focus here more on how the database is collected or applied to either problem, since the actual application to learner selection or HPO is less relevant. For HPO, some have cast the application of the database as a multi-task problem (see [27]), where the hyperparameters for cold start are chosen based on multiple related datasets. Others, for instance, [9, 26], compute a database of dataset meta-features on a variety of OpenML [29] datasets, including dataset properties such as the number of numerical attributes, the number of samples or skewness of the features in each dataset.

These systems measure similarity between datasets and use pipelines from the nearest datasets based on the distance between the datasets’ feature vectors as we do, but the computation of these vectors is different, as we describe in detail below. Auto-Sklearn 2.0 [8] defines instead a static portfolio of pipelines that work across a variety of datasets, and use these to cold-start the learner selection component - i.e., every new dataset uses the same set of pipelines. Others have created large matrices documenting the performance of candidate pipelines for different datasets and viewed the selection of related pipelines as a collaborative filtering problem [10].

Dataset embeddings. The most used mechanism to capture dataset features rely on the use of meta-features for a dataset such as [9, 26]. These dataset properties vary from simple, such as number of classes (see, e.g. [6]), to complex and expensive, such as statistical features (see, e.g. [30]) or landmark features (see, e.g. [24]). As pointed out in Auto-Sklearn 2.0 [8], these meta-features are not defined with respect to certain column types such as categorical columns, and they are also expensive to compute, within limited budgets. The dataset embedding we adopt is builds individual column embeddings, and then pools these for a table level embedding. Similar to our approach, Drori et al. [5] use pretrained language models to get dataset embeddings based on available dataset textual information, e.g. title, description and keywords. Given these embeddings, their approach tries to find the most similar datasets and their associated baselines. Unlike [5], our approach relies on embedding the actual data inside the dataset and not just their overall textual description, which in many cases is not available. OBOE [34] uses the performance of a few inexpensive, informative models to compute features of a model.

Pipeline generation. There is a significant amount of work viewing the selection of learners as well as hyperparameters as a bayesian optimization problem like [27, 28]. Other systems have used evolutionary algorithms along with user defined templates or grammars for this purpose such as TPOT [16] or Recipe [4]. Still, others have viewed the problem of pipeline generation as a probabilistic matrix factorization [10], an AI planning problem when combined with a user specified grammar [15, 32], a bayesian optimization problem combined with Monte Carlo Tree Search [25], or an iterative alternating direction method of multipliers optimization (ADMM) problem [20]. Systems like VolcanoML focus on an efficient decomposition of the search space [18]. To the best of our knowledge, KGpip is the first system to cast the actual generation of pipelines as a neural graph generation problem.

Some recent AutoML systems have moved away from the fairly linear pipelines generated by most earlier systems to use ensembles or stacking extensively. H2O for instance uses fast random search in combination with ensembling for the problem of generating pipelines [17]. Others rely on "stacking a bespoke set of models in a predefined order", where stacking and training is handled in a special manner to achieve strong performance [7]. Similarly, PIPER [21] uses a greedy best-first search algorithm to traverse the space of partial pipelines guided over a grammar that defines complex pipelines such as Directed Acyclic Graphs (DAGs). The pipelines produced by PIPER are more complex than the linear structures used in the current AutoML systems we use to test our ideas for historical pipeline modeling, and we do not use ensembling techniques yet in our approach. Neither is precluded, however, because KGpip meta-learning model can generate any type of structures, including complex structures that mined pipelines may have.
We then train a deep graph generator model \[19\] using MetaPip. This model is the core of our meta-learning component as illustrated in Figure 1 and discussed in the next section.

3 THE KGPIP SCALABLE META-LEARNING

Our meta-learning approach is based on mining large databases of ML pipelines associated with the used datasets, as illustrated in Figure 1. The mining process uses static program analysis instead of executing the actual pipeline scripts or preparing the actual raw data. The KGpip meta-learning component enhances the search strategy of existing AutoML systems, such as AutoSklearn and FLAML, and allows these systems to handle ad-hoc datasets, i.e., unseen ones. To retain a maximal degree of flexibility, KGpip captures metadata and semantics in a flexible graph format, and relies on graph generator models as the database of pipelines.

Unlike existing meta-learning approaches, our approach is designed to learn from a large scale database and achieve high degree of coverage and diversity. Several ML portals, such as Kaggle or OpenML [29], provide access to thousands of datasets associated with hundreds of thousands of public notebooks, i.e., ML pipelines/code. KGpip mines these large databases of datasets and pipelines using static analysis and filters them into ML pipelines customized for the learner selection problem. The KGpip meta-learning approach leverages [1] for code understanding via static analysis of scripts/code of ML pipelines. It extracts the semantics of these scripts as code and form an initial graph for each script.

KGpip cleans the graphs generated by [1] to keep the semantic required for the ML meta-learning process. Furthermore, our approach introduces dataset nodes and interlinks the relevant pipeline semantic to them. So, our meta-learning approach produces MetaPip, a highly interconnected graph of seen datasets and pipelines applied to them. We also developed a deep embedding model to find the closest datasets to an unseen one, i.e., to effectively prune MetaPip. We then train a deep graph generator model [19] using MetaPip. This model is the core of our meta-learning component as illustrated in Figure 1 and discussed in the next section.

3.1 Graph Representation of Code Semantics

Static and dynamic program analysis techniques could be used to abstract the semantics of programs and extract language-independent representations of code. A program source code is examined in the static analysis without running the program. In contrast, dynamic analysis examines the source code during runtime to collect memory traces and more detailed statistics specific to the analysis technique. Unlike static analysis, dynamic analysis helps in capturing more rich semantics from programs with the high cost of execution and storing massive memory traces. ML portals, such as

3.2 MetaPip: from Code to Pipeline Semantics

For AutoML systems, a pipeline is a set of data transformations, learner selection, and hyper-parameter optimization for each model that is selected. Mined data science notebooks often contain data analysis, data visualization, and model evaluation. Moreover, each

```
df = pd.read_csv('example.csv')
def_train, df_test = train_test_split(df)
X = df_train['X']
model = svm.SVC()
model.fit(X, df_train['Y'])
```
Our meta-learning component aims to pick learners and transformer for unseen datasets. Thus, KGpip links the filtered ML pipelines with the used datasets. The result of adding these dataset nodes is a highly interconnected graph for ML pipelines, we refer to it as MetaPip. Our MetaPip graph captures both the code and data aspects of ML pipelines. Hence, we can populate the MetaPip graph with datasets from different sources, such as OpenML and Kaggle, and pipelines applied on these datasets. Figure 4 shows the MetaPip graph corresponding to the code snippet in Figure 2. KGpip utilizes MetaPip to train a model based on a large set of pipelines associated with similar datasets. For example, a pandas.read_csv node will be linked to the used table node, i.e., csv file. In some cases, the code, which reads a csv file, does not explicitly mention the dataset name. The pipelines are usually associated with datasets, such as Kaggle pipelines and datasets, as shown in Figure 1.

### 3.3 Dataset Representation Learning

Our approach efficiently guides the meta-learning process by linking the extracted semantics of pipelines to dataset nodes representing the used datasets. There is a sheer amount of datasets of variable sizes and we need to develop a scalable method for finding the most similar datasets for an unseen one. The pairwise comparison based on the actual content of datasets, i.e., tuples in CSV files, does not scale. Thus, we developed a dataset representation learning method to generate a fixed-size and dense embedding at the granularity of a dataset, e.g., a table or CSV file. The embedding of a dataset $D$ is the average of its column embeddings, i.e.:

$$h_D(D) = \frac{1}{|D|} \sum_{c \in D} h_c(c)$$

where $|D|$ is the number of columns in $D$. Our work generalizes the approach outlined in [22] for individual column embeddings, where column embeddings are obtained by training a neural network on a binary classification task. The model learns when two columns represent the same concept, but with different values, as opposed to

```
for column in data.columns:
    if column in ['column1', 'column2']:
        # learn that these columns are similar
```

For more complex scenarios, we use a more nuanced approach, such as:

```
for column in data.columns:
    if column in ['column1', 'column2', 'column3']:
        # learn that these columns are similar
```

This allows us to capture a wider range of relationships between columns, which is crucial for proper representation learning.

### 4 THE KGPIP PIPELINE AUTOMATION

The KGpip workflow for pipeline automation is based on our meta-learning model, as illustrated in Figure 5. KGpip reads datasets only once and leverages PySpark DataFrame to achieve high task and data parallelism. We use the embeddings of datasets to measure their similarity. With these embeddings, we build an index of vector embeddings for all the datasets in our training set. We utilize efficient libraries [14] for similarity search of dense vectors to retrieve the most similar dataset to a new input dataset based on its embeddings. Thus, our method scales well and leads to accurate results in capturing similarities between datasets.

#### 4.1 Graph Generation for ML Pipelines

KGpip formulates the generation of ML pipelines as a graph generation problem. The intuition behind this idea is that a neural graph generator might capture more succinctly multiple pipelines seen in practice for a given dataset, and might also capture statistical similarities between different pipelines more effectively. To effectively use such a network, we add a single dataset node as the starting point for the filtered pipelines we generate from Python notebooks. The node is assumed to flow into a read_csv call which is often the starting point for the pipelines. For generating an ML pipeline, we simply pass in a dataset node for the nearest neighbour dataset. KGpip starts by finding the nearest neighbour dataset. Then, KGpip generates the top-K validated ML pipeline graphs $VG$ and converts them into ML pipeline skeletons $(P, E)$. Then, it performs hyperparameter optimization using systems, such as FLAML [31] and Auto-Sklearn [9], to find the optimum hyperparameters for each pipeline skeleton within a specific time budget.
Algorithm 1: Graph Generation Process

Input: Graph G: \( E = \phi, V = \phi \), Similar Dataset Node: SD, Neural Networks: \( f_{\text{AddNode}}, f_{\text{AddEdge}}, f_{\text{ChooseNode}} \)

1. \( V \leftarrow V \cup \{ (SD, \text{pandas.read_csv}) \} \)
2. \( E \leftarrow E \cup \{ (SD, \text{pandas.read_csv}) \} \)
3. \( \text{nodeToAdd} \leftarrow f_{\text{AddNode}}(V, E) \)
4. While \( \text{nodeToAdd} \neq \text{Null} \) do
5. \( V \leftarrow V \cup \{ \text{nodeToAdd} \} \)
6. \( \text{addEdge} \leftarrow f_{\text{AddEdge}}(V, E) \)
7. While \( \text{addEdge} \) do
8. \( \text{nodeToLink} \leftarrow f_{\text{ChooseNode}}(V, E) \)
9. \( E \leftarrow E \cup \{ (\text{nodeToAdd}, \text{nodeToLink}) \} \)
10. \( \text{addEdge} \leftarrow f_{\text{AddEdg}(V, E)} \)
11. End
12. \( \text{nodeToAdd} \leftarrow f_{\text{AddNode}}(V, E) \)
13. End
14. \( V_G = \text{validate_pipeline_graph}(G) \)
15. \( \text{return } V_G \)

TheWhile loop at line 4 is repeated until no more nodes to be added. The While loop at line 7 is repeated until no more edges to be added. The While loop at line 4 is repeated until no more nodes to be added. The three neural networks, namely \( f_{\text{AddNode}}, f_{\text{AddEdge}}, \) and \( f_{\text{ChooseNode}} \), utilize node embeddings that are learned throughout training via graph propagation rounds. These embeddings capture the structure of ML pipeline graphs.

The generated graph G is not guaranteed to be a valid ML pipeline. Thus, Algorithm 1 at line 14 checks that G is a valid ML pipeline graph. In KGpip, a graph G is valid if 1) it contains at least one estimator matching the task, i.e., regression or classification, and 2) the estimator is supported by the hyperparameter optimizer (AutoSklearn or FLAML in our case). With these modifications, it is possible to generate ML pipelines for unseen datasets using the closest seen dataset node—more specifically, its content embedding obtained from the dataset embedding module. We built Algorithm 1 on top of the system proposed in [19]. This system does not support conditional graph generation at test time by default, i.e., building a graph on top of a provided dataset node. We extended this system to generate valid ML pipeline graphs, as illustrated in Algorithm 1.

### 4.2 Hyperparameter Optimizion

KGpip maps the valid graphs into ML pipeline skeletons, where each skeleton is a set of pre-processors and an estimator with place holders for the optimal parameters. In KGpip, the hyperparameter optimizer is responsible for finding the optimal parameters for the pre-processors and learners on the target dataset. Then, KGpip replaces the place holders with these parameters. Finally, KGpip creates a python script using the pre-processors and estimator achieving the highest scores. KGpip is well designed to support both numerical and non-numerical datasets. Thus, KGpip applies different pre-processing techniques on the given dataset \( D \) and produces a pre-processed dataset \( D' \). Our pre-processing includes 1) detecting task type (i.e., regression or classification) automatically based on the distribution of the target column 2) automatically inferring accurate data types of columns, 3) vectorizing textual columns using word embeddings [3], and 4) imputing missing values in the dataset. In KGpip, the hyperparameter optimizer uses \( D' \).

Similar to hyperparameter optimizers implemented in AutoML systems, such as FLAML or Auto-Sklearn, KGpip works within a provided time budget per dataset. We note here that the majority of the allotted time budget for ML pipeline generation is spent on the hyperparameter optimization; that is, if the user desires only to know what learners would work best for their dataset, KGpip can do that almost instantaneously. Given a time budget \( T \), KGpip calculates \( t \), the time consumed in generating and validating the graphs. KGpip then divides the rest of the time budget between the \( K \) graphs. Hence, the hyperparameter optimizer has a time limit of \( \left( \frac{T - t}{K} \right) \) to optimize each graph independently.

The hyperparameter optimizer repeatedly applies the learners and pre-processors with different configurations while monitoring the target score metric throughout. KGpip keeps updating its output with the best pipeline skeleton, i.e., learners and pre-processors, and its score. For example, if the predicted learner is LogisticRegression, yellow to know what learners would work best for their dataset, KGpip can do that almost instantaneously. Given a time budget \( T \), KGpip calculates \( t \), the time consumed in generating and validating the graphs. KGpip then divides the rest of the time budget between the \( K \) graphs. Hence, the hyperparameter optimizer has a time limit of \( \left( \frac{T - t}{K} \right) \) to optimize each graph independently.

The hyperparameter optimizer repeatedly applies the learners and pre-processors with different configurations while monitoring the target score metric throughout. KGpip keeps updating its output with the best pipeline skeleton, i.e., learners and pre-processors, and its score. For example, if the predicted learner is LogisticRegression, yellow to know what learners would work best for their dataset, KGpip can do that almost instantaneously. Given a time budget \( T \), KGpip calculates \( t \), the time consumed in generating and validating the graphs. KGpip then divides the rest of the time budget between the \( K \) graphs. Hence, the hyperparameter optimizer has a time limit of \( \left( \frac{T - t}{K} \right) \) to optimize each graph independently.

The hyperparameter optimizer repeatedly applies the learners and pre-processors with different configurations while monitoring the target score metric throughout. KGpip keeps updating its output with the best pipeline skeleton, i.e., learners and pre-processors, and its score. For example, if the predicted learner is LogisticRegression, yellow to know what learners would work best for their dataset, KGpip can do that almost instantaneously. Given a time budget \( T \), KGpip calculates \( t \), the time consumed in generating and validating the graphs. KGpip then divides the rest of the time budget between the \( K \) graphs. Hence, the hyperparameter optimizer has a time limit of \( \left( \frac{T - t}{K} \right) \) to optimize each graph independently.

The hyperparameter optimizer repeatedly applies the learners and pre-processors with different configurations while monitoring the target score metric throughout. KGpip keeps updating its output with the best pipeline skeleton, i.e., learners and pre-processors, and its score. For example, if the predicted learner is LogisticRegression, yellow to know what learners would work best for their dataset, KGpip can do that almost instantaneously. Given a time budget \( T \), KGpip calculates \( t \), the time consumed in generating and validating the graphs. KGpip then divides the rest of the time budget between the \( K \) graphs. Hence, the hyperparameter optimizer has a time limit of \( \left( \frac{T - t}{K} \right) \) to optimize each graph independently.

### 5 EXPERIMENTS

#### 5.1 Benchmarks

We evaluate KGpip as well as the other baselines on four benchmark datasets: 1) Open AutoML Benchmark [11], a collection of 39 binary and multi-class classification datasets (used by FLAML [31]). The datasets are selected such that they are representative of the real world from a diversity of problem domains and of enough difficulty for the learning algorithms. 2) Penn Machine Learning Benchmark (PMLB) [23]: Since Open AutoML Benchmark is limited to classification datasets, the authors of FLAML [31] evaluated their system on 14 more regression datasets selected from PMLB, such that the number of samples is more than 10,000. To demonstrate the generality of our approach, we include those datasets in our evaluation as well. 3) AL’s datasets: We also evaluate on the datasets used for AL’s [2] evaluation which include 6 Kaggle datasets (2 regression and 4 classification) and another 18 classification datasets (9 from PMLB and 9 from OpenML). Unlike other benchmarks, the Kaggle datasets include datasets with textual features. 4) VolcanoML’s datasets: finally, we evaluate KGpip on 44 more datasets used by VolcanoML [18]. The authors of VolcanoML evaluate their system on a total of 66 datasets from OpenML and Kaggle, from which 11 datasets are not specified, 10 datasets overlap with ours, and 1 dataset consists of image samples. Table 1 includes a summary of
all 121 benchmark datasets. The detailed statistics of all datasets are shown in the appendix of [13]. These statistics include names, number of rows and columns, number of numerical, categorical, and textual features, number of classes, sizes, sources, and papers that evaluated on them.

5.2 Baselines

We empirically validate KGpip against three AutoML systems: (1) Auto-Sklearn (v0.14.0) [9] which is the overall winner of multiple challenges in the ChaLearn AutoML competition [12], and one of the top 4 competitors reported in the Open AutoML Benchmark [11]. (2) FLAML (v0.6.6) [31]: an AutoML library designed with both accuracy and computational cost in mind. FLAML outperforms Auto-Sklearn among other systems on two AutoML benchmarks using a low computational budget, (3) AL [2]: a meta-learning-based AutoML approach that utilizes dynamic analysis of Kaggle notebooks, an approach that has similarities to ours, and (4) VolcanoML (v0.5.0) [18], a recent AutoML approach which proposes efficient decomposition strategies for the large AutoML search spaces. In all our experiments, we used the latest code provided by the authors for existing systems, the same exact hardware, time budget, and the parameters recommended by the authors of these systems.

5.3 Training Setup

Because our approach to mining historical pipelines from scripts is relatively cheap, we can apply it more easily on a wider variety of datasets to form a better base as more and more scripts get generated by domain experts on Kaggle competitions. In this work, we performed program analysis on 11.7K scripts associated with 142 datasets, and then selected those with estimators from sklearn, XGBoost and LightGBM since those were the estimators supported by the most AutoML systems for classification and regression. This resulted in the selection of 2,046 notebooks for 104 datasets; a vast portion of the 11.7K programs were about exploratory data analysis, or involved libraries that were not supported by Auto-Sklearn [9] or FLAML (e.g., PyTorch and Keras) [31]. We used Macro F1 for classification tasks to account for data imbalance, if any, and use $R^2$ for regression tasks, as in FLAML [31]. We also varied the time budget given to each system between 1 hour and 30 minutes, to measure how fast can KGpip find an efficient pipeline compared to other approaches. The time budget is end-to-end, from loading the dataset till producing the best AutoML pipeline. In all experiments, we report averages over 3 runs.

5.4 Comparison with Existing Systems

In this section, we evaluate KGpip against state-of-the-art systems: FLAML [31] and Auto-Sklearn [9]. Figure 6 shows a radar graph of

### Table 1: Breakdown of all 121 datasets used in our evaluation, indicating those used by FLAML∗, AL†, and VolcanoML§.

| Task          | Source       | AutoML | PMLB | OpenML | Kaggle |
|---------------|--------------|--------|------|--------|--------|
| Binary        |              | 22 (15+1) | 5 (4+1) | 27 (21+6) | 21     |
| Multi-class   |              | 17 (15+1) | 4    | 7 (2+1) | 21     |
| Regression    |              | 0      | 14†   | 19§    | 21     |
| Total         |              | 39     | 23    | 33     | 6      |

5.4 Comparison with Existing Systems

In this section, we evaluate KGpip against state-of-the-art systems: FLAML [31] and Auto-Sklearn [9]. Figure 6 shows a radar graph of

### Table 2: Average scores (mean and standard deviation) of KGpip compared to FLAML, Auto-Sklearn, and VolcanoML for binary classification (F1), multi-class classification (F1) and regression ($R^2$) tasks on 77 benchmark datasets. T-test values are for KGpip vs. FLAML and KGpip vs. Auto-Sklearn.

| Task          | Source       | Binary | Multi-class | Regression | T-Test |
|---------------|--------------|--------|-------------|------------|--------|
|               |              | 0.74 (0.23) | 0.70 (0.29) | 0.65 (0.29) | 0.0129 |
| KGpipFLAML    |              | 0.81 (0.14) | 0.76 (0.24) | 0.72 (0.24) | -      |
| Auto-Sklearn  |              | 0.76 (0.20) | 0.65 (0.29) | 0.71 (0.24) | 0.0002 |
| KGpipAutoSklearn |          | 0.83 (0.14) | 0.73 (0.28) | 0.72 (0.24) | -      |
| VolcanoML     |              | 0.55 (0.43) | 0.51 (0.38) | 0.56 (0.32) | -      |
Figure 6: A radar diagram of the performance of KGpip vs. existing systems on multiple tasks (77 datasets) with a time budget of 1 hour for all systems. The outer numbers indicate different dataset IDs and the ticks inside the figure denote performance ranges of respective metrics; e.g., 0.2, 0.4, ..., etc. for F1 in binary classification. For any dataset, the system with the outermost curve has the best performance. As an example, KGpipAutoSklearn and KGpipFLAML achieved 100% and 97% F1 on dataset #23 (multi-class classification) compared to 65% and 26% for AutoSklearn and FLAML, respectively.

Figure 7: Score difference between KGpipFLAML and VolcanoML on the 44 classification and regression datasets from VolcanoML with a time budget of 1 hour. For brevity, we removed from this Figure the 22 datasets on which both systems perform comparably (within a difference of ≤ 0.01).

Table 3: Average scores (mean and standard deviation) of KGpipFLAML compared to VolcanoML on the 44 datasets from VolcanoML. Overall, KGpipFLAML achieves significantly better compared to VolcanoML, according to a statistical significance test of $p < 0.05$.

| Dataset       | Binary     | Multi-class | Regression | T-Test  |
|---------------|------------|-------------|------------|---------|
| KGpipFLAML    | 0.82 (0.14)| 0.86 (0.16) | 0.83 (0.13) | -       |
| VolcanoML     | 0.69 (0.23)| 0.70 (0.31) | 0.68 (0.25) | 0.0001  |

Table 4: Different aspects comparing a model trained on a set of code graphs vs a model trained on a set of MetaPip graphs. The model based on original code graphs fails in trivial datasets to generate valid pipelines and limits KGpip’s scalability to a larger set of ML pipelines scripts and KGpip’s learning by using a fewer number of epochs.

| Dataset/Aspect | Code Graph | MetaPip Graph |
|----------------|------------|---------------|
| kr-vs-kp       | 0 (0)      | 1.00 (0)      |
| nomao          | 0 (0)      | 0.96 (0)      |
| cnae-9         | 0 (0)      | 0.95 (0.01)   |
| mfeat-factors  | 0 (0)      | 0.98 (0)      |
| segment        | 0 (0)      | 0.98 (0)      |
| Avg. F1        | 0 (0)      | 0.97 (0.02)   |
| No. Nodes      | 29,139     | 974           |
| No. Edges      | 252,486    | 1,052         |
| Training Time  | 175 (min)  | 2 (min)       |

5.5 Ablation Study

5.5.1 The effectiveness of MetaPip. Our MetaPip approach manages to reduce dramatically the number of nodes and edges in the code graph. Using the original graph obtained from static analysis, it produces the MetaPip graph that focuses on the core aspects needed to train a graph generation model for ML pipelines, such as data transformations, learner selection, and hyper-parameter selection. This experiment investigates the scalability of our graph generation model based on two different training sets, i.e., the sets of MetaPip graphs described in section 3.2 vs. the original set of code graphs from static analysis for the same ML pipeline scripts.

For this experiment, we use a small-scale training set of 82 pipeline graphs pertaining to one classification dataset. The original code graphs for these 82 pipelines include 29,139 nodes and 252,486 edges. Our MetaPip graph, however, includes 974 nodes and 1052 edges. This is a graph reduction rate of at least 96.6%, Figure 4 shows these detailed statistics. The main investigation here is whether this huge reduction ratio will help improving the accuracy and scalability of our graph generation model. We train
Table 5: Performance of KGpipFLAML (mean and standard deviation) as we vary the number of predicted pipeline graphs within 30 minutes time limit. We obtained similar results for KGpipAutoSklearn, and hence omitted its results.

| Graphs   | Binary     | Multi-Class | Regression |
|----------|------------|-------------|------------|
| Top-3    | 0.80 (0.14)| 0.70 (0.31) | 0.71 (0.23)|
| Top-5    | 0.81 (0.14)| 0.73 (0.26) | 0.70 (0.23)|
| Top-7    | 0.81 (0.14)| 0.75 (0.24) | 0.71 (0.24)|

one model on the original code graph and another on the MetaPip graphs. Both models are trained for 15 epochs with the same set of hyperparameters. It is worth noting that due to the huge time required to process the nodes and edges in the code graph, we had to reduce the number of epochs from 400 to 15.

We test the performance of KGpip when trained on both graphs on the most trivial binary and multi-class classification datasets in the AutoML benchmark. These are the datasets where the F1 score of all the reported systems in section 5.4 is above 0.9. The result is a total of 5 datasets (1 binary and 4 multi-class). Both models use Auto-Sklearn as the hyperparameter optimizer with a time budget of 15 minutes and 3 graphs. We take the average of three runs. The results are summarized in Table 4. For these trivial datasets, the model trained using code graphs did not manage to generate any valid ML pipeline. This means the model failed to capture the core aspects of ML pipelines, i.e., valid transformation or learners. Moreover, our MetaPip approach helps KGpip to reduce the training time by 99%, as shown in Table 4.

5.5.2 The KGpip meta-learning quality. This experiment tests the quality of our meta-learning component. We test the performance as we vary the number of graphs selected from the graph generation phase before feeding it to the hyper-parameter optimization module. Table 5 shows the KGpipFLAML performance as we vary the number of predicted graphs between 3, 5 and 7.

With only 3 graphs, KGpip is still outperforming FLAML (second best system after KGpipFLAML) although the effect is weaker (t-Test value = 0.06). Compared to Auto-sklearn (third best system after KGpipFLAML), all variations have similar or better performance, but the difference is insignificant. This experiment shows that even with three graphs, KGpip outperforms FLAML and KGpipAutoSklearn, i.e., the correct pipelines often appear in the top 3. As another assessment of the quality of our predictions, we measure where in our ranked list of predicted pipelines the best pipeline turned out to be. Ideally, the top pipeline would always be first, and we use Mean Reciprocal Rank (MRR) to measure how close to that our predictions are. Across all runs, the MRR is 0.71, indicating that the top pipeline is typically very near the top.

5.5.3 The KGpip meta-learning diversity. One question we address is whether KGpip produced different pipelines for the same dataset across different runs. This gives us a sense of whether KGpip is deterministic, or whether it produces different pipelines to help with pruning the AutoML search space. We took different runs for the exact same dataset, and created a list of learners and transformers produced for each dataset across runs. The list was limited by the shortest number of learners and transformers produced across runs. We then computed correlations for datasets across runs 1, 2, and 3. The correlations ranged from 0.60 - 0.64, suggesting that the runs did not produce the same transformers and learners across runs. We also examined the types of learners selected by KGpip for consideration. Figure 8a shows the learners and transformers found at least 20 times in the training pipelines. One can see from the figure that KGpip does not blindly output learners and transformers by counts. Figure 8b shows more diversity in what was selected overall. So, a variety of methods are covered by KGpip.

6 CONCLUSION

This paper proposed a novel formulation for the AutoML problem as a graph generation problem, where we can pose learner and pre-processing selection as a generation of different graphs representing ML pipelines. Hence, we developed the KGpip system based on mining large repositories of scripts, and leveraging recent techniques for static code analysis. KGpip utilized embeddings generated based on dataset contents to predict and optimize a set of ML pipelines based on the most similar seen datasets. KGpip is designed to work with AutoML systems, such as Auto-Sklearn and FLAML, to utilize their hyperparameter optimizers. We conducted the most comprehensive evaluation of 121 datasets, including the datasets used by FLAML, VolcanoML, and AL. Our comprehensive evaluation shows that KGpip significantly improves the performance of FLAML and Auto-Sklearn in classification and regression tasks. Moreover, KGpip outperformed AL, which is based on a more costly meta-learning process, in 97% of the datasets. This outstanding performance shows that the KGpip meta-learning approach is more effective and efficient. Finally, KGpip outperforms VolcanoML in 62% of the datasets and ties with it in 22%.
