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A three-dimensional multiple-relaxation-time lattice Boltzmann method (MRT-LBM) with a D3Q27 discrete velocity model is applied for simulation of self-compacting concrete (SCC) flows. In the present study, the SCC is assumed as a non-Newtonian fluid, and a modified Herschel–Bulkley model is used as constitutive mode. The mass tracking algorithm was used for modeling the liquid-gas interface. Two numerical examples of the slump test and enhanced L-box test were performed, and the calculated results are compared with available experiments in literatures. The numerical results demonstrate the capability of the proposed MRT-LBM in modeling of self-compacting concrete flows.

1. Introduction

As a highly flowable concrete, the self-compacting concrete does not require any vibration during casting processes and has been considered as "the most revolutionary development in concrete construction for several decades" [1]. Although SCC has been successful in plenty of applications, many problems are encountered during construction because of aggregate segregation, air voids, and the improper filling of formworks, and most of these problems are closely related to the flowability of SCC. Therefore, it is important to well understand and accurately predict the flow characteristics for the success of SCC casting. However, the accurate prediction of the SCC flowing behavior is a big challenge, especially in the case of heavy reinforcement, complex formwork shapes, and large size of aggregates. In this regard, the numerical modeling of SCC is an indispensable and inexpensive approach, not only as a tool for form filling prediction but also in terms of determination of fresh concrete properties, mix design, and casting optimization. Nowadays, the numerical modeling of fresh concrete flow has gained importance, and it is becoming an important tool for the prediction and optimization of casting processes [2, 3].

The modeling of fresh SCC is not a trivial task because it involves a free-surface flow of a dense suspension with a wide range of particle sizes and shows non-Newtonian flow behavior. A complete description of SCC from the cement particles to coarse aggregates is impossible with any computer model since accounting for broad particle size and shape distributions exceeds the computational limits of even the best supercomputers [4]. The fresh SCC can be treated as a one-phase fluid and simulated using CFD because it is flowable and the amount of coarse particles is lower than that in conventional concrete. In terms of rheology, the fresh SCC can be approximated as one of the known non-Newtonian materials such as the Bingham or Herschel–Bulkley fluid. In case if the high shear rates are likely to occur in the casting processes, the shear-thickening behavior can happen, and the Herschel–Bulkley model could be a more suitable one. At the end of the casting process, the shear rates are rather low and the yield stress practically dominates the flow. Therefore, the material can be modeled as a Bingham fluid to predict the final shape.

At present, many numerical techniques have been developed to model the SCC flow by assuming it as a homogeneous viscous fluid and using either the mesh-based methods such as the finite volume method (FVM) [5] and the finite element method (FEM) [6] or the meshless methods like the smoothed particle hydrodynamics (SPH) and the lattice Boltzmann method (LBM). Due to the fact that the flow of SCC is a typical free-surface flow, the treatment of the interface and its position represents another
important numerical modeling issue. In this regard, the
meshless methods have an advantage over the mesh-based
methods. As a meshless Lagrangian method, the SPH method
is good at modeling Newtonian and non-Newtonian flows
with a free surface [7] and has been chosen for simulating
the SCC flow by Kulasegaram et al. [8], Lashkarbolouk et al. [9],
Qi [10], AboDhaheer et al. [11], and Wu et al. [12]. However,
the SPH method has difficulties in solving problems with
complex solid boundary conditions. For these reasons, many
researchers have made much effort to develop an alternative
method called LBM for modeling the SCC flow due to the fact
that it is easy for coding, intrinsically parallelizable, and
applicable to complex geometries straightforwardly. For ex-
ample, Svec et al. [13] and Leonardi et al. [14] simulated the
fresh SCC as the non-Newtonian fluid based on the single-
relaxation-time (SRT) LBM. Although the single-relaxation-
time (SRT) model has been successful in many applications,
it is prone to numerical instability in complex flows [15].
To overcome these difficulties, the multiple-relaxation-time
(MRT) model proposed by d’Humières et al. [16] is useful to
stabilize the solution and to obtain satisfactory results because
the MRT model allows the usage of an independently opti-
mized relaxation time for each physical process [17]. Therefore,
Chen et al. [18] solved Bingham fluids by using the MRT model,
but the free surface is not considered in their model. In
the present work, we will develop a 3D multiple-relaxation-time
LBM with a mass tracking algorithm representing the free
surface to simulate the flow of fresh SCC.

2. Mathematical Formulations

2.1. Multiple-Relaxation-Time LBM. In this paper, the SCC
flow is solved based on the lattice Boltzmann method which is
considered as a very attractive alternative to the traditional
CFD, especially in problems with complex boundary con-
ditions. In the LBM, a finite number of velocity vectors \( \mathbf{e}_\alpha \) are
used to discretize the velocity space, and the fluid motion
is described by a particle distribution function \( f(x, \mathbf{e}_\alpha, t) \) which
is the probability density of finding particles with velocity \( \mathbf{e}_\alpha \)
at a location \( x \) and at a given time \( t \). The LB equations can recover
the continuum Navier–Stokes equations by means of
the Chapman–Enskog expansion if a proper set of discrete
velocities was employed [17, 19]. The D3Q27 (3 dimensions
and 27 velocities) discrete velocity model illustrated in
Figure 1 was used in this study. The particle velocity vectors
\( \mathbf{e}_\alpha \) for this lattice model are given by

\[
e_\alpha = \begin{cases} 
(0, 0, 0)c, & \alpha = 0, \\
(\pm 1, 0, 0)c, (0, \pm 1, 0)c, (0, 0, \pm 1)c, & \alpha = 1, \ldots, 6, \\
(\pm 1, \pm 1, 0)c, (\pm 1, 0, \pm 1)c, (0, \pm 1, \pm 1)c, & \alpha = 7, \ldots, 18, \\
(\pm 1, \pm 1, \pm 1)c, & \alpha = 19, \ldots, 26, 
\end{cases}
\]  

(1)

where \( c = \delta x/\delta t \), with \( \delta x \) and \( \delta t \) being the lattice spacing and
the time step, respectively.

A discretization of the Boltzmann equation in time and
space leads to the lattice Boltzmann equation [20, 21]:

\[
f_\alpha (x + \mathbf{e}_\alpha \delta t, t + \delta t) - f_\alpha (x, t) = A_{\alpha j} \left[ f_j (x, t) - f_j^{eq} (x, t) \right] + F_\alpha \delta t, \tag{2}
\]

where \( f_\alpha \) is the distribution function of particles moving with
velocity \( \mathbf{e}_\alpha \), \( A_{\alpha j} \) is the collision matrix, \( f_j^{eq} \) is the equilibrium
distribution function, and \( F_\alpha \) is the external force.

The equilibrium distribution function \( f_j^{eq} \) is obtained
using the Taylor series expansion of the Maxwell–Boltzmann
distribution function with velocity \( \mathbf{u} \) up to second order. It
can be written as

\[
f_\alpha^{eq} = \rho w_\alpha \left[ 1 + \frac{\mathbf{e}_\alpha \cdot \mathbf{u}}{c_s^2} + \frac{(\mathbf{u} \cdot \mathbf{u})^2 - (c_s |\mathbf{u}|)^2}{2c_s^4} \right], \tag{3}
\]

where \( \rho \) is the fluid density, \( \mathbf{u} \) is the fluid velocity, and the
sound speed is \( c_s = c/\sqrt{3} \). The weight coefficients for D3Q27
are given by

\[
w_\alpha = \begin{cases} 
\frac{8}{27} & \alpha = 0, \\
\frac{2}{27} & \alpha = 1, \ldots, 6, \\
\frac{1}{54} & \alpha = 7, \ldots, 18, \\
\frac{1}{216} & \alpha = 19, \ldots, 26. 
\end{cases}
\]  

(4)

The components of \( \mathbf{F} \) are given as

\[
F_\alpha = w_\alpha \rho \frac{\mathbf{e}_\alpha \cdot \mathbf{a}}{c_s^2}, \tag{5}
\]

where \( \mathbf{a} \) is the acceleration.

The relaxation process has major influence on the
physical fidelity as well as numerical stability. For the single-
relaxation-time (SRT) model, the collision matrix is \( \Lambda_{ij} = -1/\tau_{ij} \), where \( \delta_{ij} \) is the Kronecker symbol and \( \tau \) is the relaxation time which is related to the kinetic viscosity by \( \nu = c_s^2(\tau - 1/2)\delta t \). For the multiple-relaxation-time LBM, the collision matrix \( \Lambda \) can be written as \[ (6) \]

\[ \Lambda = -M^{-1}S, \]

where the linear transform matrix \( M \) is a 27 \( \times \) 27 matrix. The diagonal matrix \( S \) may be written as \( S = \text{diag} (0, 0, 0, 0, s_4, s_5, s_7, s_7, s_7, s_10, s_10, s_10, s_13, s_13, s_13, s_16, s_17, s_18, s_18, s_20, s_20, s_23, s_23, s_23, s_26) \) with \( s_4 = 1.54, \ s_5 = s_7 = 1/\tau \), \( s_{10} = 1.5, \ s_{13} = 1.83, \ s_{16} = 1.4, \ s_{17} = 1.61, \ s_{18} = 1.98, \) and \( s_{23} = s_{26} = 1.74 \).

The macroscopic density \( \rho \) and velocity \( \mathbf{u} \) are computed by

\[
\rho = \sum_{a=0}^{26} \mathbf{f}_a, \\
\mathbf{u} = \sum_{a=0}^{26} \epsilon_a \mathbf{f}_a + \frac{1}{2} \mathbf{a} \delta t.
\]

The pressure \( p \) is related to the density by

\[ (8) \]

\[ p = \rho c_s^2. \]

2.2. Free Surface Modeling. For the modeling of the liquid-gas interface, the most straightforward way is to track all the phases, for example, liquid and gas. Such a method has the highest accuracy at the expense of high computational costs. The mass tracking algorithm \([22]\) without considering the gas phase is employed in the present study due to the fact that it is simple, fast, and accurate. In this algorithm, the fluid domain is divided into liquid, interface, and gas nodes (Figure 2). The liquid and interface nodes are active and solved by the LBM, and the remaining gas nodes are inactive without evolution equation. Liquid and gas nodes are never directly connected but through an interface node. The adopted mass tracking algorithm is applied directly at the level of the LBM, so the algorithm mimics the free surface by modifying the particle distributions. An additional macroscopic variable for the mass \( m(x, t) \) stored in a node is required and defined as

\[ (9) \]

\[ m(x, t) = \rho(x, t), \quad \text{for liquid nodes,} \]

\[ 0 < m(x, t) < \rho(x, t), \quad \text{for interface nodes,} \]

\[ m(x, t) = 0, \quad \text{for gas nodes.} \]

The mass is calculated by

\[ (10) \]

\[ m(x, t + \delta t) = m(x, t) + \sum_{\alpha} k_{\alpha} \left[ f_\alpha(x + \epsilon_\delta t, \delta) - f_\alpha(x, t) \right], \]

where \( f_\alpha \) and \( f_\alpha \) are the particle distributions with opposite directions and

\[ \begin{align*}
\mathbf{f}_\alpha &= \frac{m(x, t) + m(x + \epsilon_\delta t, \delta)}{2}, & \text{for interface nodes,} \\
1, & \text{for liquid nodes,} \\
0, & \text{for gas nodes.}
\end{align*} \]

The interface node becomes a fluid node when the mass reaches its density with \( m(x, t) = \rho(x, t) \) and vice versa; the interface node becomes a gas node when the mass drops down to zero with \( m(x, t) = 0 \).

2.3. Modified Herschel–Bulkley Model. In this study, the fresh SCC is assumed as viscoplastic fluids to consider its non-Newtonian behavior. Among the constitutive relations of viscoplastic fluids, the Herschel–Bulkley model is probably the most commonly used because of its simplicity and flexibility. The standard Herschel–Bulkley model is described by

\[ (12) \]

\[ \dot{\gamma} = 0, \quad \sigma < \sigma_y, \\
\sigma = \sigma_y + k\dot{\gamma}^n, \quad \sigma \geq \sigma_y, \]

where \( \dot{\gamma} \) is the shear rate (s\(^{-1}\)), \( \sigma \) is the stress (Pa), \( \sigma_y \) is the yield stress (Pa), and \( k \) is the consistency index (Pa\( \cdot \)s\(^n\)); \( n \) is a measure of the deviation of the fluid from Newtonian (the power-law index). For a fluid with \( n > 1 \), the effective viscosity increases with shear rate, and the fluid is called shear-thickening or dilatant fluid. For a fluid with \( 0 < n < 1 \), the effective viscosity decreases with shear rate, and the fluid is called shear-thinning or pseudoplastic fluid.

The standard Herschel–Bulkley model becomes discontinuous at less shear rates and causes instability during numerical solution due to the fact that the non-Newtonian viscosity becomes unbounded at small shear rates. In order to overcome such discontinuity, the standard Herschel–Bulkley model can be modified as \([23]\)
μ = μ_y, \quad σ < σ_y, \\
μ = \frac{σ_y}{\dot{γ}} + \frac{k}{\dot{γ}} \left( \frac{σ_y}{μ_y} \right)^n, \quad σ \geq σ_y, \quad (13)

where μ is the apparent viscosity of fluid, and the yielding viscosity μ_y can be estimated from experimental rheological curves and can be assumed to be the slope of the line of shear stress versus shear rate curve before yielding. The modified Herschel–Bulkley model combines the effects of Bingham and power-law behavior in a fluid. For low strain rates, the material acts like a very viscous fluid with yield viscosity μ_y. As the strain rate increases and the yield stress threshold σ_y is passed, the fluid behavior is described by a power law.

Figure 3: Slump test. (a) Experiment setup [24], (b) model size, and (c) LBM discretization.

Figure 4: The velocity distribution during the slump test. (a) t = 0.1 s, (b) t = 0.2 s, (c) t = 0.3 s, (d) t = 0.5 s, (e) t = 1.0 s, and (f) t = 2.0 s.
3. Numerical Examples and Validation

In this section, the developed MRT-LBM is applied to simulate the slump flow of fresh SCC to validate the capability of the proposed model in modeling SCC flow. And the model is also used to simulate the passing ability and the filling ability of SCC by using an enhanced L-box test.

3.1. Slump Test. The slump flow is the most commonly used test in SCC technology. It measures flow spread and optionally the flow time $t_{50}$. The numerical simulation of the slump test in our study is based on a laboratory experiment by Huang [24], Figure 3(a). The dimensions of the cone are 300 mm height, 200 mm lower diameter, and 100 mm upper diameter, Figure 3(b). The SCC used in this study has the following properties: yield stress $\tau = 100$ Pa, plastic viscosity $\eta = 50$ Pa$\cdot$s, and density $\rho = 2300$ kg/m$^3$. In the standard form of the slump test, only the final spread value of the slump is measured to evaluate the flowing behavior of the SCC.

The numerical simulation of the slump flow is performed based on the developed MRT-LBM. In our simulation, the lattice spacing is set to 0.01 m for the LBM discretization, Figure 3(c). The value of the yielding viscosity was chosen to be 1000 times higher than the value of the yield stress, with the power-law index being $n = 1$. Figure 4 presents some snapshots at different instants of the material shape with the velocity magnitude. In Figure 5, experimental and numerical results for the material shape at the end of the flow are compared. It can be seen from this figure that the calculated slump flow spread diameter is about 624 mm which shows a perfect match between the experimental and simulated flow distance that can be observed in terms of the maximum spread distance. This proves the correctness of the proposed model and its ability to simulate the free surface flow of fresh SCC.

3.2. Enhanced L-Box Test. The L-box test is generally used for assessing the passing ability and filling ability of fresh SCC in...
In this section, a laboratory experiment of an enhanced L-box test by Huang [24] was simulated using the developed MRT-LBM. The enhanced L-box consists of the concrete reservoir, slide gate, and horizontal test channel with four ball obstacles (Figure 6(a)). The vertical section is filled with concrete, and subsequently, the gate is lifted to allow

| Velocity (m/s)| Velocity (m/s) | Velocity (m/s) | Velocity (m/s) |
|---------------|---------------|---------------|---------------|
| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 | 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 | 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 | 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 |
| 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 |
| 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 |
| 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 | 0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 |

**Figure 7:** The velocity distribution of the enhanced L-box test. (a) $t = 0$ s, (b) $t = 25$ s, (c) $t = 50$ s, (d) $t = 75$ s, (e) $t = 100$ s, (f) $t = 125$ s, (g) $t = 150$ s, (h) $t = 175$ s, (i) $t = 200$ s, (j) $t = 225$ s, (k) $t = 250$ s, and (l) final shape.
concrete to flow into the horizontal section. When the flow stops, one measures the reached height of fresh SCC after passing through the specified gaps of balls and flowing within a defined flow distance. With this reached height, the passing or blocking behavior of SCC can be estimated. The dimensions of the enhanced L-box test are shown in Figure 6(b).

In our simulation, the SCC is placed at the middle upper part of the vertical container, which is then suddenly released, and the concrete begins to spread under the gravity loading, Figure 6(c). The numerical simulation is performed on the developed MRT-LBM and the lattice spacing is set to 0.01 m for the LBM discretization. The value of the yielding viscosity was chosen to be 1000 times higher than the value of the yield stress, with the power-law index being $n = 1$. SCC used for this study was the same concrete as in the slump test with the following properties: yield stress $= 50$ Pa, plastic viscosity $= 50$ Pa s, and density $= 2300$ kg/m$^3$. The total volume of the material is $V = 13$ L. Some snapshots of the SCC shape with the velocity magnitude at different instants are presented in Figure 7. Figure 8 compares the experimental and numerical results for the final spread of the SCC flow. The simulated flow spread agrees well with the experimental results. This in turn further validates the proposed model in modeling the passing ability and filling ability of fresh SCC in confined spaces. A slight discrepancy in the shape of the SCC can be noted which may be due to the fact that the balls are perfectly touched by the lateral wall in simulation but there are existing gaps between them in the experiment.

4. Conclusions

In this paper, a multiple-relaxation-time LBM with a D3Q27 discrete velocity model for modeling the flow behavior of fresh SCC was proposed. The rheology of the fresh SCC was approximated as a non-Newtonian material using the modified Herschel–Bulkley fluid model. The free surface was modeled based on the mass tracking algorithm which is a simple and fast algorithm that conserves the mass precisely. The numerical simulation of slump flow of fresh SCC was first performed to validate the capability of the proposed model in modeling SCC flow. And then, the model was further used to simulate the passing ability and the filling ability of fresh SCC in confined spaces based on an enhanced L-box test. The simulated results agree well with the corresponding experimental data in the published literature. This proves that the proposed MRT-LBM is suitable for numerical simulations of the fresh SCC flows. It should be noted that the main problem for the application of the present model to real engineering problems is its high computational cost. Therefore, further investigations might be needed to consider hardware acceleration and parallel computing to make the proposed model more useful and versatile.
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