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Abstract

We consider the solution of a stochastic differential equation with additive multidimensional fractional noise. In the case $\frac{1}{4} < H < \frac{3}{4}$, we compute the Onsager-Machlup functional (with respect to the driving fractional Brownian motion) for the supremum norm and the Hölder norms with exponent $\alpha \in (0, H - \frac{1}{4})$ for any element of the Cameron-Martin space $\mathcal{H}_H$, extending a previous result of Moret and Nualart. In the more general case $H < \frac{1}{2}$ and $\alpha \in (0, H)$, we formulate a condition on $h \in \mathcal{H}_H$ under which the computation of the Onsager-Machlup functional $J(h)$ follows.
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1 Introduction

The Onsager-Machlup functional was first introduced by its two physicist eponyms in [22] and [19]. It was later put in precise mathematical context and computed: first by Stratonovich in [26]; then with a slightly different definition by Ikeda and Watanabe in [14], and for diffusions on manifolds by Takahashi and Watanabe in [27] and Fujita and Kotani in [10]. We adopt the definition from the latter three papers.

Consider the stochastic ‘differential’ equation with additive noise

\[ X_t = \int_0^t b(X_s) \, ds + B_t. \]  

(1.1)

The Onsager-Machlup functional \( J(\Phi) \) is defined by

\[ e^{J(\Phi)} = \lim_{\varepsilon \to 0} \frac{P(\|X - \Phi\| < \varepsilon) \, P(\|B\| < \varepsilon)}{P(\|\Phi\| < \varepsilon)} \]  

for suitable \( \Phi \)s.

The norm that was used in the aforementioned papers was the supremum norm \( \|h\| = \sup_{t \in [0, 1]} |h_t| \), and \((B_t)_{t \in [0, 1]}\) was a Brownian motion. The Onsager-Machlup functional (1.2) was shown to exist for \( \Phi \in C^2([0, 1]) \) in [14], then extended by Zeitouni in [28] to differentiable \( \Phi \)s such that \( \Phi' \) is Hölder continuous (of any order), and finally for any \( \Phi \) in the Cameron-Martin space associated with the Brownian motion by Shepp and Zeitouni in [25].

The latter two authors then proposed in [24] a generalisation to other norms \( \|\cdot\| \) in (1.2). Specifically, the \( \alpha \)-Hölder norms for \( \alpha < \frac{1}{3} \) in the multidimensional case, and \( \alpha < \frac{1}{2} \) in the one-dimensional case; and the \( L^p \) norms for \( p \geq 4 \). Capitaine extended in [5] the class of norms for which the computation is valid, to include for example: the \( \alpha \)-Hölder norm for any \( \alpha < \frac{1}{2} \) in the multidimensional case; and certain fractional Sobolev and Besov norms. Then, in [18], Lyons and Zeitouni suggested a different approach that allows for non-isotropic norms.

The history for the fractional Brownian motion is much shorter. In two distinct one-dimensional cases, D. Nualart and S. Moret obtained in [20] the Onsager-Machlup functional

\[ J(\Phi) = -\frac{1}{2} \left[ \|\Phi - \int_0^1 b(\Phi(u)) \, du\|_{\mathcal{H}}^2 + d_H \int_0^1 b'(\Phi(s)) \, ds \right], \]  

(1.3)

where \( d_H = \left( \frac{2H(\frac{1}{4} - H)H}{(2-2H)} \right)^{\frac{1}{2}} \). In the first case, \( \frac{1}{4} < H < \frac{1}{2} \) and \( \|\cdot\| \) is either the supremum norm or the \( \alpha \)-Hölder norm with \( \alpha < H - \frac{1}{4} \). In this case, they proved (1.3) for \( \Phi \) in the Cameron-Martin space \( \mathcal{H} \) associated with the fractional Brownian motion (see Subsection 2.2 for details on the Cameron-Martin space), provided that \( \Phi \) is Hölder
continuous of an order strictly larger than $\frac{1}{2}$ (their argument seems to cover any such $\Phi$, though they argued for a slightly smaller class). In the second case, $H > \frac{1}{2}$ and $\|\cdot\|$ is the $\alpha$-Hölder norm with $H - \frac{1}{2} < \alpha < H - \frac{1}{4}$. In this case, they proved (1.3) for any $\Phi$ in the Cameron-Martin space. To the best of our understanding, the value of $d_H$ in (1.3) should be 1, the confusion arising from differing normalisations in the literature for the covariance function (2.1) below, see for example [7].

In this paper, we prove that the Onsager-Machlup functional exists for the multidimensional fractional Brownian motion $(B_t)_{t \in [0,1]}$ with Hurst parameter $\frac{1}{4} < H < \frac{3}{4}$, the supremum norm or the $\alpha$-Hölder norm where $\frac{1}{4} < H - \frac{1}{4} < \alpha < H - \frac{3}{4}$, and any $\Phi \in \mathcal{H}$ in (1.1). We also discuss the case of $\alpha$-Hölder norms for $H - \frac{3}{4} \leq \alpha < H$, indicating the condition that $\Phi$ needs to satisfy in order for the Onsager-Machlup functional to exist. In fact, our discussion covers the general case $H < \frac{1}{2}$ with either the supremum norm or any $\alpha$-Hölder norm with $\alpha < H$. It would be surprising if this condition on $\Phi$ didn’t hold for any $\Phi \in \mathcal{H}$, but this remains open for future research.

We follow methods from [24] and [5], but also make an attempt to be intrinsic (with respect to the abstract Wiener space associated with the fractional Brownian motion) where we can.

The paper is organised as follows. Section 2 contains some preliminaries; Section 3 contains the main result which is Theorem 3.1 and the main points of its proof; and Section 4 contains a few longer proofs of Lemmas from Section 3.

2 Preliminaries

2.1 Basic definitions and notation

Definition 2.1. For $H \in (0,1)$, a one-dimensional fractional Brownian motion with Hurst parameter $H$ is a centered Gaussian process (defined on the time interval $[0,1]$ for the sake of notational simplicity) with covariance function

$$R(s,t) = \frac{1}{2} \left( s^{2H} + t^{2H} - |s-t|^{2H} \right).$$ (2.1)

A $d$-dimensional fractional Brownian motion is a process $(B_t)_{t \in [0,1]}$ such that $(B_t^i)_{i = 1, \ldots, d}$ are independent one-dimensional fractional Brownian motions.

For $0 \leq \alpha < 1$ we consider the Banach space $C^{\alpha}[a,b]$ of $\alpha$-Hölder continuous functions with the norm

$$|\varphi|_{C^{\alpha}} = |\varphi|_{\infty} + \sup_{a \leq s < t \leq b} \frac{|\varphi_t - \varphi_s|}{(t-s)^{\alpha}}.$$ (2.2)

We identify the case $\alpha = 0$ with $C[0,1]$. We will use the subscript 0: $C^{\alpha}_0[a,b]$, $C_0[a,b]$ etc. to denote the suitable subspace of functions satisfying $\varphi_0 = 0$. 


For $k \in \mathbb{Z}_+$ we denote by $C^k_b(D, \mathbb{R}^d)$ the class of bounded functions $f : D \to \mathbb{R}^d$ whose derivatives up to order $k$ are bounded and continuous.

A standard application of Kolmogorov’s continuity criterion shows that a fractional Brownian motion (has a modification which) is a.s. $\alpha$-Hölder continuous with any $\alpha < H$. However, by $p$-variation considerations (see [21] for example), it is not a semimartingale unless $H = \frac{1}{2}$, in which case it is a classical Brownian motion. Given $0 \leq \alpha < H$, we denote by $P \equiv P_\alpha$ the probability measure on $\Omega \equiv \Omega_\alpha := C^\alpha_0[0,1]$ under which the canonical process $B_t(\omega) = \omega_t$ is a $d$-dimensional fractional Brownian motion.

2.2 Fractional integrals and derivatives

We will require the following definitions and properties of fractional integrals and derivatives for the description and analysis of the Cameron-Martin space associated with a fractional Brownian motion. A good reference for this subject is [23].

Definition 2.2. Let $\varphi \in L^1[a, b]$ and $\alpha > 0$. The left-sided Riemann-Liouville fractional integral of order $\alpha$ is the function $I^\alpha_{a+} : (a, b] \to \mathbb{R}$ defined by

$$I^\alpha_{a+}\varphi(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \varphi_s \frac{(t - s)^{1-\alpha}}{(t-s)^\alpha} ds.$$ (2.3)

If $\lim_{t \to a+} I^\alpha_{a+}\varphi(t)$ exists, it will be denoted by $I^\alpha_{a+}\varphi(a)$.

For $\psi : [a, b] \to \mathbb{R}$ and $\alpha \in (0, 1)$, the left-handed Riemann-Liouville fractional derivative of order $\alpha$, when it exists, is the function $D^\alpha_{a+}\psi : (a, b] \to \mathbb{R}$ defined by

$$D^\alpha_{a+}\psi(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_a^t \psi_s \frac{(t - s)^{-\alpha}}{(t-s)^\alpha} ds.$$ (2.4)

If $\lim_{t \to a+} D^\alpha_{a+}\psi(t)$ exists, it will be denoted by $D^\alpha_{a+}\psi(a)$.

It should be emphasized that for general $\alpha$-differentiable $\psi$, $I^\alpha_{a+}D^\alpha_{a+}\psi \neq \psi$. However,

$$D^\alpha_{a+}I^\alpha_{a+}\varphi = \varphi, \quad \forall \varphi \in L^1[a, b].$$ (2.5)

$$I^\alpha_{a+}D^\alpha_{a+}\psi = \psi, \quad \forall \psi \in I^\alpha_{a+}(L^1[0,1]).$$ (2.6)

We will often use the notation $I^\alpha_{a+}[\varphi_t]$ for $I^\alpha_{a+}\varphi(t)$.

The following boundedness property (from [23] as well) will be of use:

Theorem 2.3. Let $\beta \in (0, 1)$ such that $0 < \alpha + \beta < 1$ and let $u < \beta + 1$.

If $f : [0, 1] \to \mathbb{R}$ is such that $t^u f(t)$ is $\beta$-Hölder continuous and vanishes at $t = 0$ then $t^u I^\alpha_{0+} f$ is $(\beta + \alpha)$-Hölder continuous (and vanishes at $t = 0$). Moreover, there is a constant $C > 0$ such that

$$|t^u I^\alpha_{0+} f|_{C^{\beta+\alpha}} \leq C |t^u f(t)|_{C^\beta}.$$
If, in addition, \( u \geq 0 \), then any \( g \) such that \( t^u g_t \) is \((\beta + \alpha)\)-Hölder continuous and vanishes at \( t = 0 \) is in \( L^0_0(\mathbb{L}^1[0,1]) \); \( t^u D^\alpha_0 g \) is \( \alpha \)-Hölder continuous vanishing at \( t = 0 \); and there is some \( c > 0 \) such that
\[
|t^u D^\alpha_0 g|_{C^{\beta+\alpha}} \leq c |t^u g(t)|_{C^{\beta+\alpha}}.
\]
(2.7)

### 2.3 The Cameron-Martin space

It has been shown in [7] that the Cameron-Martin space associated with a one-dimensional fractional Brownian motion is \( \mathcal{H} = L^1_0([0,1]) \). Note that \( \mathcal{H} \subset C^\alpha_0[0,1] \) for all \( 0 \leq \alpha < H \). See also [3] and [15] for a review and some background on the Cameron-Martin space.

The Cameron-Martin space associated with the \( d \)-dimensional fractional Brownian motion \( (B_t) \) is \( \mathcal{H}^d \) (we will often omit the exponent \( d \) in the sequel).

Decreusefond and Üstünel constructed an isometry \( K : L^2[0,1] \to \mathcal{H} \) in [7]. It has two useful representations. For \( H < \frac{1}{2} \), let
\[
F(a,b;c;x) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 t^{b-1} (1-t)^{c-b-1} (1-tx)^{-a} \, dt, \quad c > b > 0; \quad x < 1.
\]
(2.8)

This is the Gauss hypergeometric function (often denoted \( _2F_1 \) in the literature). Now denote
\[
K(t,u) = c_H (t-u)^{H-\frac{1}{2}} F\left(H-\frac{1}{2}, \frac{1}{2} - H; H + \frac{1}{2}, 1 - \frac{t}{u}\right) 1_{[0,1]}(u)
\]
(2.9)
and
\[
Kf(t) = \int_0^1 K(t,u) f_u \, du, \quad f \in L^2[0,1].
\]
(2.10)

Here \( c_H = \sqrt{\frac{2H}{(1-2H)(1-2H,H+\frac{1}{2})}} \) (note that \( K \) differs by a constant from the operator introduced in [7], since their covariance function \( R(s,t) \) is multiplied by a constant).

Another representation of \( K \) is
\[
Kf = c_H \Gamma\left(H + \frac{1}{2}\right) I_{0+}^{2H} t^{\frac{1}{2} - H} I_{0+}^{\frac{1}{2} - H} t^{H-\frac{1}{2}} f,
\]
(2.11)
which is particularly useful because it is easy to invert:
\[
K^{-1}h = \frac{1}{c_H \Gamma\left(H + \frac{1}{2}\right)} t^{\frac{1}{2} - H} D_{0+}^{\frac{1}{2} - H} t^{H-\frac{1}{2}} D_{0+}^{2H} h, \quad h \in \mathcal{H}.
\]
(2.12)

We also note the following simpler formula for \( K^{-1}h \) which holds by virtue of [23, Formula (10.6)] whenever \( h \in C^\alpha_0[0,1] \):
\[
K^{-1}h = \frac{1}{c_H \Gamma\left(H + \frac{1}{2}\right)} s^{H-\frac{1}{2}} f_{0+}^{\frac{1}{2} - H} s^{\frac{1}{2} - H} h',
\]
(2.13)
The isometry $K$ provides a formula for the $\mathcal{H}$-norm, but it can be quite cumbersome. The following bound is sufficient for many purposes:

**Claim 2.4.** Assume that $H < \frac{1}{2}$. If $h$ is differentiable in $[0, 1]$, $h_0 = 0$ and $h'$ is bounded, then $h \in \mathcal{H}$ and

$$|h|_{\mathcal{H}} \leq C |h'|_\infty . \quad (2.14)$$

**Proof.** The assumptions imply that $h \in C^{H+\frac{1}{2}+\epsilon}[0, 1]$ and $|h|_{C^{H+\frac{1}{2}+\epsilon}} \leq 2|h'|_\infty$ for any $\epsilon > 0$ such that $H + \frac{1}{2} + \epsilon < 1$. We proceed with one such fixed $\epsilon$.

Since $K$ is an isometry,

$$|h|_{\mathcal{H}} = \left| t^{\frac{1}{2}-H} D^{\frac{1}{2}-H} F \right|_{L^2},$$

where $F = t^{H-\frac{1}{2}} D^{2H} h$. Therefore

$$|h|_{\mathcal{H}} \leq C_1 \left| t^{\frac{1}{2}-H} D^{\frac{1}{2}-H} F \right|_{C^{\epsilon}} .$$

We use the convention that the Hölder norm of a non-Hölder function (of the corresponding exponent) is $\infty$. According to (2.7),

$$\left| t^{\frac{1}{2}-H} D^{\frac{1}{2}-H} F \right|_{C^{\epsilon}} \leq C_2 \left| t^{\frac{1}{2}-H} F \right|_{C^{\epsilon+\frac{1}{2}-H}} .$$

Since $t^{\frac{1}{2}-H} F = D^{2H} h$, by (2.7) again:

$$\left| D^{2H} h \right|_{C^{\epsilon+\frac{1}{2}-H}} \leq C_3 \left| h \right|_{C^{\epsilon+\frac{1}{2}-H}} .$$

Thus $|h|_{\mathcal{H}} \leq 2C_3 |h'|_\infty$.

In the following theorem and later on as well, we will abuse notation and also use $K$ to denote the isometry $K^d : L^2 ([0, 1], \mathbb{R}^d) \to \mathcal{H}^d$.

**Theorem 2.5.** Let $(B_t)_{t \in [0, 1]}$ be a $d$-dimensional fractional Brownian motion. Then there is a $d$-dimensional Brownian motion $(W_t)_{t \in [0, 1]}$ defined on the same probability space such that

$$B_t = \int_0^t K(t, s) \, dW_s . \quad (2.15)$$

Moreover, if $\alpha \in L^2 ([0, 1] \times \Omega, \mathbb{R}^d)$ is adapted, then $\delta (K(u)) = \int_0^1 \alpha_s \, dW_s$ (the latter being the Itô integral).

Theorem 2.5 was proved in [7].
2.4 Malliavin operators and a Girsanov-type theorem

If \( G \) is a Hilbert space and \( F \in L^2(P;G) \) is a random element in \( G \), the Malliavin derivative of \( F \) (if it exists) is the operator \( DF \in L^2(P;\mathcal{H} \otimes G) \) which satisfies

\[
\lim_{t \to 0} \frac{F(\omega + th) - F(\omega)}{t} = DF(h), \quad \forall h \in \mathcal{H}.
\] (2.16)

The domain of \( D \) is denoted by \( \mathbb{D}^{1,2}(G) \).

The divergence operator \( \delta \) is the adjoint of \( D \) as an operator from \( L^2(P;G) \) to \( L^2(P;\mathcal{H} \otimes G) \). Its domain is denoted \( \text{dom}(\delta) \).

For a thorough exposition of Malliavin Calculus, see [21].

We will need the following multidimensional equivalent of the Girsanov type theorem that was proved in [7] for one-dimensional fractional Brownian motion:

**Theorem 2.6.** Let \( u \in \text{dom}(\delta) \subset L^2(P;\mathcal{H}) \) be an adapted process with respect to the filtration generated by \( (B_t) \). Assume that

\[
E e^{\frac{1}{2}|u|^2_{\mathcal{H}}} = 1.
\] (2.17)

Then \( (B_t - u_t) \) is a \( d \)-dimensional fractional Brownian motion with Hurst parameter \( H \) under the probability measure \( Q \) which is defined by

\[
dQ = e^{\frac{1}{2}|u|^2_{\mathcal{H}}} dP.
\] (2.18)

This theorem can be proved similarly to the aforementioned Girsanov type Theorem from [7], and the same remark regarding the Novikov condition also applies: if

\[
E e^{\frac{1}{2}|u|^2_{\mathcal{H}}} < \infty
\] (2.19)

then Condition (2.17) follows.

2.5 Probability asymptotics for small balls

The Onsager-Machlup functional (1.2) is an asymptotic comparison between \( (X_t) \) and \( (B_t) \) of the probability that a process’s path belongs to a small ball with respect to the chosen norm. As such, small ball probability asymptotics for \( (B_t) \) yield corresponding asymptotics for \( (X_t) \). In fact, the former asymptotics will be required in order to compute the Onsager-Machlup functional.

For the fractional Brownian motion \( (B_t)_{t \in [0,1]} \) with Hurst parameter \( H \in (0,1) \), it was proved in [17] that the small ball probabilities behave as follows for the supremum norm:

**Theorem 2.7.** The following limit exists and satisfies:

\[
\lim_{\epsilon \to 0} \epsilon^{\frac{H}{2}} \log P(|B|_\infty < \epsilon) \in (-\infty, 0).
\] (2.20)
For the Hölder norms, the following estimates were proved in [16]:

**Theorem 2.8.** Let $0 < \alpha < H$. Then

$$
\liminf_{\varepsilon \searrow 0} \varepsilon \log P (|B|_{C^\alpha} < \varepsilon), \quad \limsup_{\varepsilon \searrow 0} \varepsilon \log P (|B|_{C^\alpha} < \varepsilon) \in (-\infty, 0). \quad (2.21)
$$

### 2.6 Nuclear operators and approximate limits

As we shall see in Lemmas 3.2 and 3.3, our computation of the Onsager-Machlup functional will rely on the computation of approximate limits, defined below. These limits are in turn linked with the nuclearity of kernel operators, as was shown by G. Hargé in [13]. In this subsection, we record the definitions and previously known results that we will need in the sequel; throughout, $(W_t)$ is a $d$-dimensional Brownian motion.

For a finite-dimensional orthogonal projection $Q = \sum_{i=1}^n e_i \otimes e_i$ (where $e_1, \ldots, e_n$ is an orthonormal system) in the Cameron-Martin space $H = \int L^2[0,1]$, define a random element in $H$ (which doesn’t depend on the particular choice of representation of $Q$ via the $e_i$’s):

$$
\tilde{Q} = \sum_{i=1}^n \delta(e_i) e_i = \sum_{i=1}^n \left( \int_0^1 \dot{e}_i(s) \cdot dW_s \right) e_i.
$$

**Definition 2.9** (by L. Gross, see [11] and [12]). A norm $\| \cdot \|$ on $H$ is called a measurable norm if the following holds: there exists a random variable $N$ such that $N < \infty$ a.s. and for any increasing sequence $(Q_n)_{n=1}^\infty$ of finite-dimensional orthogonal projections in $H$ which converges strongly to the identity operator on $H$, $\|\tilde{Q}_n\| \xrightarrow{P} n \to \infty N$.

Consider the setup of Theorem 2.5. For $d = 1$, it was shown in [20] (see Lemma 6) that the norms $\|h\| = |Kh|_{C^\alpha}$ and $\|h\| = |Kh|_{C^\alpha}$ for $\alpha < H$ are measurable norms on $H = \int L^2$, with $N = |B|_{\infty}$ and $N = |B|_{C^\alpha}$ respectively. The proof for an arbitrary $d$ is identical, and we will not repeat it here.

From now on, as there will be no risk of confusion, we will denote $N(\omega)$ from Definition 2.9 by $\|\omega\|$.

According to [11, Theorem 1], for any measurable norm, $P(\|\omega\| < \varepsilon) > 0$ for every $\varepsilon > 0$. This leads us to the following central result:

**Theorem 2.10** (by G. Hargé, see [13]). Let $\| \cdot \|$ be a measurable norm on $H$, and let $k \in L^2([0,1]^2)$ be an a.e. symmetric function. If the operator on $L^2[0,1]$ defined by

$$
f \mapsto \int_0^1 k(\cdot, t) f(t) \, dt \quad (2.22)
$$

is a nuclear operator, then

$$
\lim_{\varepsilon \to 0} P \left( |J_2(k)| \left\| \omega \right\| < \varepsilon \right) = e^{-\text{Tr}(k)} \quad (2.23)
$$
where $I_2$ is the double Wiener-Itô integral and $\text{Tr}(k)$ is the trace of the nuclear operator defined above.

We will loosely refer to limits of the form (2.23) as approximate limits; see [13] for precise definitions.

Finally, we state the following result by M. Birman and M. Solomyak which is a special case of [2, Theorem 4.1], tailored for what we will need concerning nuclear operators. Let

$$|h|_{W^{\alpha,2}} = \left( \int \int_{[0,1]^2} \frac{|h_t - h_s|^2}{|t-s|^2} \, ds \, dt \right)^{\frac{1}{2}}$$

(2.24)

denote the fractional Sobolev norm (see also [1] for the definition and some properties of the fractional Sobolev space $W^{\alpha,2}$).

**Theorem 2.11.** Let $k(s,t)$ be a measurable function defined for $0 \leq s,t \leq 1$ that satisfies

$$\left| k(\cdot,t) \right|_{W^{\alpha,2}} \in L^2(\,dt) < \infty$$

(2.25)

for some $\alpha > \frac{1}{2}$. Then the induced operator (2.22) is a nuclear operator.

### 3 The Onsager-Machlup functional

Before we state the main theorem, we introduce classes of functions in $H$ for which the Onsager-Machlup functional will be computed. We fix some $H < \frac{1}{2}$ throughout. For $0 \leq \alpha < H$ we denote by $H_\alpha$ the set of those $h \in H$ that satisfy

$$\limsup_{\epsilon \to 0^+} E \left( e^{\delta t \int_0^1 g(h_s) B_t^m(\,dt)} \right) |B|_{\mathcal{C}^\alpha} < \epsilon$$

(3.1)

for all $g \in C^1(\mathbb{R}^d)$ bounded with bounded derivative and $m = 1, \ldots, \left\lfloor \frac{1}{2H-2\alpha} \right\rfloor$.

The condition (3.1) can be difficult to check. We will prove below (see Lemma 3.5) that (3.1) holds for $m = 1$ for any $h \in H$. In particular, $H_\alpha = H$ if $\alpha < H - \frac{1}{4}$. We conjecture that this in fact the case for any $\alpha < H$, but we have not been able to prove it.

We can now state our main result:

**Theorem 3.1.** Let $(B_t)_{t \in [0,1]}$ be a d-dimensional fractional Brownian motion with Hurst parameter $H \in \left( \frac{1}{4}, \frac{1}{2} \right)$. Suppose that $(X_t)_{t \in [0,1]}$ is a solution of SDE (1.1) where $b \in C^2_0(\mathbb{R}^d, \mathbb{R}^d)$. Then the Onsager-Machlup functional (1.2) with respect to the supremum norm and the $\alpha$-Hölder norms where $\alpha \in (0, H - \frac{1}{4})$ exists for any $h \in H$, and it is given by

$$J(h) = -\frac{1}{2} \left( \left| h - \int_0^1 b(h_s) \, ds \right|_{H}^2 + \int_0^1 \text{div} b(h_t) \, dt \right).$$

(3.2)
Moreover, if \( H \in (0, \frac{1}{2}) \), \( \|\cdot\| \) is the supremum norm or the \( \alpha \)-Hölder norm where \( \alpha \in (0, H) \) and \( b \in C^{k+1}_b (\mathbb{R}^d, \mathbb{R}^d) \) for \( k > \frac{1}{2H-\alpha} - 1 \), then the Onsager-Machlup functional exists for all \( h \in \mathcal{H}_\alpha \) and it is given by (3.2).

The rest of this section is dedicated to the proof of Theorem 3.1. We defer the proofs of some lemmas and some other details to Section 4.

From now on, denote \( \|\cdot\| := |\cdot|_{C^\alpha} \) (for the \( \alpha \) from Theorem 3.1) and \( E_\epsilon := E (\cdot \mid \|B\| < \epsilon) \).

We begin by taking advantage of the Girsanov theorem to reduce the computation of the Onsager-Machlup functional to the computation of approximate limits. This is usually the opening point in Onsager-Machlup computations (see [14] and [20]).

\begin{align}
A_1 &= \frac{1}{2} \left\| \int_0^t b(\Phi_t) \, dt \right\|_{\mathcal{H}}^2 - \frac{1}{2} \left\| \int_0^t b(\Phi_t + B_t) \, dt \right\|_{\mathcal{H}}^2, \\
A_2 &= -\delta(\Phi), \\
A_3 &= \left\langle \int_0^t b(\Phi_t + B_t) \, dt - \int_0^t b(\Phi_t) \, dt, \Phi \right\rangle_{\mathcal{H}}, \\
A_4 &= \delta \left( \int_0^1 b(\Phi_t + B_t) \, dt \right) + \frac{d\mu}{2} \int_0^1 \nabla \cdot b(\Phi_s) \, ds. 
\end{align}

If
\[
\lim_{\epsilon \to 0} E \left( e^{A_1 + A_2 + A_3 + A_4} \mid \|B\| < \epsilon \right) = 1
\]
then the statement in Equation (3.2) follows.

The following Lemma allows us to consider each term separately, which further simplifies the approximate limits to be considered. It was first stated and proved in [14] (see p. 536).

\begin{lemma}
If \( \lim \sup_{\epsilon \to 0} E \left( e^{cA_i} \mid \|B\| < \epsilon \right) \leq 1 \) for all \( c \in \mathbb{R} \) and \( i = 1, \ldots, n \), then
\[
\lim_{\epsilon \to 0} E \left( e^{A_1 + \cdots + A_n} \mid \|B\| < \epsilon \right) = 1
\]
\end{lemma}

We will show that \( A_1, A_2, A_3 \) and \( A_4 \) all satisfy the assumption in Lemma 3.3.

For \( A_1 \) and \( A_3 \), it will suffice to show that
\[
\left\| \int_0^t b(\Phi_t + B_t) \, dt - \int_0^t b(\Phi_t) \, dt \right\|_{\mathcal{H}} \leq C \|B\|
\]
for some constant \( C > 0 \), since this implies that
\[
E_\epsilon e^{cA_i} \leq e^{C\epsilon}, \quad i = 1, 3.
\]
Proof of (3.8). We will once again use Inequality (2.14). Setting
\[ \Psi_s = \int_0^s \left[ b(\Phi_t + B_t) - b(\Phi_t) \right] dt, \]
we have
\[ \Psi'_s = b(\Phi_s + B_s) - b(\Phi_s) \]
which is bounded. Therefore
\[ \|\Psi\|_\mathcal{H} \leq \|b(\Phi_s + B_s) - b(\Phi_s)\|_\infty \leq \|b'\|_\infty \|B\|_\infty \leq \|b'\|_\infty \|B\|. \] (3.9)
This completes the proof.

The term corresponding to \( A_2 \) will be treated in a manner inspired by [25]. That paper dealt with the one dimensional Brownian case; we will prove that
\[ \lim_{\varepsilon \to 0} E \left( e^{\delta \Psi} \mid \|B\| < \varepsilon \right) = 1, \quad \Psi \in \mathcal{H} \] (3.10)
for the multidimensional fractional Brownian motion.

Proof of (3.10). Under the conditioning \( \|B\| < \varepsilon \) we have that
\[ -\varepsilon < B^1_s < \varepsilon, \quad 0 \leq s \leq 1; \]
thus, for any \( c \in \mathbb{R} \),
\[ e^{-|c|\varepsilon} < E \left( e^{c B^1_s} \mid \|B\| < \varepsilon \right) < e^{|c|\varepsilon}. \]
This proves the basic property
\[ \lim_{\varepsilon \to 0} E \left( e^{cB^1_s} \mid \|B\| < \varepsilon \right) = 1, \quad \forall c \in \mathbb{R}, \quad 0 \leq s \leq 1. \] (3.11)
We now make the same remark that was made in [25]: by Jensen’s inequality and symmetry,
\[ E \left( e^{\delta \Psi} \mid \|B\| < \varepsilon \right) \geq 1, \quad \forall \varepsilon > 0. \]
We therefore want to prove the inverse limit inequality.
If \( \Psi = \sum_{i=1}^k a_i R(t_i, \cdot) \) then \( \delta \Psi = \sum_{i=1}^k a_i B_{t_i} \). Thus from Lemma 3.3 and from (3.11),
\[ \lim_{\varepsilon \to 0} E \left( e^{\delta \Psi} \mid \|B\| < \varepsilon \right) = 1. \] (3.12)
Suppose now that \( \Psi \in \mathcal{H} \), and let \( \eta > 0 \). Then there is some \( \Psi_0 \) which is a finite linear combination as above and such that \( \|\Psi - \Psi_0\|_\mathcal{H} < \eta \). By the Cauchy-Schwartz inequality,
\[ E \left( e^{\delta \Psi} \mid \|B\| < \varepsilon \right) \leq \sqrt{E e^{2\delta \Psi_0}} \sqrt{E e^{2\delta(\Psi - \Psi_0)}}. \] (3.13)
The first term above tends to 1 as \( \varepsilon \to 0 \) by (3.12). For the second term, we will prove that
\[ E e^{\delta \Phi} \leq e^{\frac{1}{2}\|\Phi\|_\mathcal{H}^2}, \quad \forall \Phi \in \mathcal{H}. \] (3.14)
Together with (3.13), we will then have

\[
\limsup_{\epsilon \to 0} E_\epsilon e^{\delta \Psi} \leq  e^{\frac{\epsilon^2}{2}}, \quad \forall \eta > 0.
\] (3.15)

This completes the proof.

To prove (3.14), fix some \( \Phi \in H \) and let \((\Phi_n)_{n=1}^\infty\) be some orthonormal basis of \( H \) such that \( \Phi_1 = \frac{\Phi}{\|\Phi\|_H} \). We will make use of the (a.s.) representation \( B = \sum_{n=1}^\infty X_n \Phi_n \), where \( X_n := \delta \Phi_n \), and of a conclusion from [6, Theorem 2.1]: denote

\[
C = \left\{ x \in \mathbb{R}^\infty \left| \sum_{n=1}^\infty x_n \Phi_n < \epsilon \right. \right\}.
\] (3.16)

The norm \( \| \cdot \| \) is the usual Hölder norm that we’ve been using. This defines a convex symmetric set. It was shown in [25] that [6, Theorem 2.1] then implies

\[
P (|X_1| \leq h) P (X \in C) \leq P (|X_1| \leq h, X \in C).
\] (3.17)

Indeed, from [6, Theorem 2.1] we have (3.17) for the projection of \( X \) and \( C \) onto \( N \)-dimensional space; taking \( N \to \infty \) by means of the monotone convergence theorem implies (3.17). We may now deduce the inequality

\[
P \left( \frac{\delta \Phi}{\|\Phi\|_H} \leq h \right) \leq P \left( \left| \frac{\delta \Phi}{\|\Phi\|_H} \right| \leq h \left\| B \right\| < \epsilon \right) , \quad \forall h \geq 0.
\] (3.18)

From this we arrive at

\[
P_\epsilon \left( e^{\left| \delta \Phi \right|} > h \right) \leq P \left( e^{\left| \delta \Phi \right|} > h \right) , \quad \forall h \geq 0,
\] (3.19)

which readily implies the inequality

\[
E_\epsilon e^{\delta \Phi} \leq E_\epsilon e^{\left| \delta \Phi \right|} \leq E_\epsilon e^{\left| \delta \Phi \right|} = e^{\frac{\epsilon}{2} \| \Phi \|_H^2}.
\] (3.20)

This proves (3.14) and thus completes the proof.

The term corresponding to \( A_4 \) is treated using a Taylor expansion of \( b \), which is where we apply methods from [5]. The novelty of that paper was that it allowed for a Taylor expansion of an order greater than 2. In this way we will be able to discuss Hölder norms of any order less than \( H \). In addition, we remove the restriction on \( \Phi \) from [20], which was needed for the calculations corresponding to the first order term. Let us write the Taylor expansion of order \( k = \left\lfloor \frac{1}{N-2\alpha} \right\rfloor \) of \( b(\Phi_s + B_s) \) as

\[
b(\Phi_s + B_s) = b(\Phi_s) + b' (\Phi_s) B_s + \sum_{i=2}^k \frac{1}{m!} b^{(m)} (\Phi_s) [B_s, \ldots, B_s] + R(s, B_s)
\] (3.21)

where the remainder term \( R \) actually depends on \( b \) and \( \Phi \) as well. Note that by the assumptions on \( b \), we have the inequality

\[
|R(s, x)| \leq M |x|^{k+1}, \quad x \in \mathbb{R}^d.
\] (3.22)
The constant $M$ depends only on $b$. In addition, $R(s,B)$ can be seen to be an $\alpha$-Hölder function for any $\alpha < H$: Each term in the Taylor expansion has this property as products of such (or compositions of $C^1$ functions on such), and the left-hand-side is also such a function as a composition. Using this expansion, we may write $A_4$ as the sum of five types of terms:

$$Z_1 = \delta \left( \int_0^b (\Phi_t \, dt) \right),$$

(3.23)

$$Z_2 = \delta^i \left( \int_0^b \frac{1}{2} \int_0^1 b''(\Phi_s) \, ds \right),$$

(3.24)

$$Z_3 = \delta^i \left( \int_0^b (\Phi_t \, dt) \right), \quad i \neq j,$$

(3.25)

$$Z_4 = \delta \left( \int_0^b \frac{1}{m!} b^{(m)}(\Phi_s) \left[ B_s, \ldots, B_t \right] \, dt \right), \quad 2 \leq m \leq k,$$

(3.26)

$$Z_5 = \delta \left( \int_0^b R(t,B_t) \, dt \right).$$

(3.27)

We will deal with each one of these terms separately in accordance with Lemma 3.3. Starting with $Z_1$, note that $\int_0^b (\Phi_t \, dt)$ is a continuously differentiable function of $s$ on $[0,1]$. By Inequality (2.14), it belongs to $H$. Therefore by (3.10),

$$\lim_{\epsilon \to 0} E \left( e^{cZ_1} \, | \, \| B \| < \epsilon \right) = 1$$

(3.28)

for all $c \in \mathbb{R}$.

For $Z_2$, (3.24) follows from the following Lemmas.

**Lemma 3.4.** Let $(B_t)_{t \in [0,1]}$ be a one-dimensional fractional Brownian motion with Hurst parameter $H < \frac{1}{2}$, and let $p : [0,1] \to \mathbb{R}$ be a continuous function. Consider the process $u_t = \int_0^t p_s B^m_s \, ds$. Then:

1. For any $m \in \mathbb{N}$, the process $(u_t)$ belongs to $D^{1,2}(\mathcal{H})$, and

$$Du(h)(t) = \int_0^t m p_s B^m_s h \, ds, \quad h \in \mathcal{H}. \tag{3.29}$$

Furthermore,

$$|Du|_{HS} = m^2 B_H^2 \int_0^t \int_0^t t^{2H-1} \left( \int_u^t \frac{s^{\frac{1}{2} - H} K(s,u)}{(t-s)^{H + \frac{1}{2}}} p_s B^m_s \, ds \right)^2 \, du \, dt \tag{3.30}$$

where $B_H = \frac{1}{c_H t^{\frac{1}{2}H + \frac{1}{2} - H}}$ and $K(s,u)$ was defined in Equation (2.9).

2. If $m = 1$ and $p_s = G(h_s)$ where $h \in \mathcal{H}^n$ and $G$ is a Lipschitz continuous function, then $\text{Sym}(Du) = \frac{1}{2} (Du + Du^*)$ is a trace-class operator on $\mathcal{H}$ and

$$\text{tr} (\text{Sym}(Du)) = \frac{1}{2} \int_0^1 G(h_s) \, ds. \tag{3.31}$$
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Lemma 3.5. Let \((B_t)\) be a \(d\)-dimensional fractional Brownian motion with Hurst parameter \(H < \frac{1}{2}\), \(G\) a Lipschitz continuous function, \(0 \leq \alpha < H\) and \(h \in \mathcal{H}\). Then:

\[
\lim_{\epsilon \to 0^+} E_{\epsilon} \left( e^{\delta \left( \int_0^1 G(h_s) B_{s,t} \, ds \right)} \right) = e^{-\frac{1}{2} \int_0^1 G(h_s) \, ds}. \tag{3.32}
\]

Proof. Denote \(\beta_t = K^{-1} \left[ \int_0^1 G(h_s) B_{s,t} \, ds \right]\), where \(K\) is the isometry reviewed in Subsection 2.2. According to Lemma 3.4 and a standard transfer principle, \(\beta \in \mathcal{D}_{W}^{1,2} (L^2 [0,1])\) and

\[
D_W \beta = K^{-1} D \left( \int_0^1 G(h_s) B_{s,t} \, ds \right) K. \tag{3.33}
\]

In particular, it follows from (3.29) that \(D_W \beta\) is deterministic. Let \(k(t,u)\) denote its Hilbert-Schmidt kernel. We have computed \(k(t,u)\) in the proof of Lemma 3.4: see (4.11). However, we do not require the expression here. All we need is that \(\beta_t = \int_0^1 k(t,u) \, dW_u\). Therefore

\[
\delta \left( \int_0^1 G(h_s) B_{s,t} \, ds \right) = \int_0^1 \beta_t \, dW_t = \int_0^1 \int_0^1 k(t,u) \, dW_u \, dW_t \tag{3.34}
\]

belongs to the second chaos. Denote the double Wiener integral (with respect to \((W_t)\)) by \(I_2\) and let \(\hat{k}(t,u)\) be the symmetrization of \(k(t,u)\). By Lemma 3.4, \(\hat{k}(t,u)\) is the kernel of a nuclear operator on \(L^2 [0,1]\). Thus according to Theorem 2.10, \(e^{I_2(\hat{k})}\) admits an approximate limit with respect to the measurable seminorm \(\|B\|:\)

\[
\limsup_{\epsilon \to 0^+} E \left( e^{I_2(\hat{k})} \mid \|B\| < \epsilon \right) = e^{-\text{tr}(\hat{k})} = e^{-\frac{1}{2} \int_0^1 G(h_s) \, ds}. \tag{3.35}
\]

This completes the proof. \(\square\)

We note that Lemma 3.5 also shows that (3.1) holds for any \(h \in \mathcal{H}\) if \(m = 1\).

We now move on to \(Z_3\). Since \(i \neq j\), \(B^j\) is independent of the fractional Brownian motion beneath the divergence operator \(\delta^j\). Furthermore, since \(\int_0^1 b_{ij}(\Phi_t) B^j_t \, dt \in \mathcal{H}\) almost surely and

\[
\left\| \int_0^1 b_{ij}(\Phi_t) B^j_t \, dt \right\|_{\mathcal{H}} \leq \|b_{ij} \circ \Phi \cdot B^j\|_{\infty}, \tag{3.36}
\]

it follows that

\[
\limsup_{\epsilon \to 0} E_{\epsilon} e^{c \left\| \int_0^1 b_{ij}(\Phi_t) B^j_t \, dt \right\|_{\mathcal{H}}} \leq 1, \quad \forall c \in \mathbb{R}. \tag{3.37}
\]

The following Lemma completes the treatment of \(Z_3\). Denote

\[
\hat{F}^i = \sigma \left( B^j_t, \ 0 \leq t \leq 1, \ j \neq i \right). \tag{3.38}
\]

Lemma 3.6. Let \(\Psi \in \mathcal{H}\) almost surely be such that \(\Psi^i\) is \(\hat{F}^i\)-measurable for \(i = 1, \ldots, d\) and that for any \(c \in \mathbb{R}\),

\[
\limsup_{\epsilon \to 0} E_{\epsilon} e^{c \left\| \Psi^i \right\|_{\mathcal{H}}} \leq 1. \tag{3.38}
\]
Then
\[
\lim_{\epsilon \to 0} E \left( e^{\delta \Psi} \mid \|B\| < \epsilon \right) = 1. \tag{3.39}
\]

Lemma 3.6 and its proof are inspired from [24, Theorem 1]. See also [25].

**Proof.** Since \( \delta \Psi = \delta_1 \Psi^1 + \cdots + \delta_d \Psi^d \), it suffices by Lemma 3.3 to show that
\[
\forall c \in \mathbb{R} \quad \limsup_{\epsilon \to 0} E_{\epsilon} e^{c \delta_i \Psi^i} \leq 1, \quad i = 1, \ldots, d. \tag{3.40}
\]

Let’s take \( i = 1 \). We will use the notation:
\[
\mathbb{E} X = E \left( X \mid \hat{\mathcal{F}}^1 \right),
\]
We then have the following typical equality:
\[
E_{\epsilon} e^{c \delta_1 \Psi^1} = E_{\epsilon} \left( \mathbb{E}_{\epsilon} e^{c \delta_1 \Psi^1} \right), \tag{3.41}
\]
where \( \mathbb{E}_{\epsilon} = \mathbb{E} (\cdot \mid \|B\| < \epsilon) \). We will also make use of the regular conditional probability
\[
P (A) = P \left( A \mid \hat{\mathcal{F}}^1 \right), \quad A \in \mathcal{F}; \tag{3.42}
\]
details can be found, for example, in [8] (see Theorem 10.2.2 in particular). This is a random probability measure on \((\Omega, \mathcal{F})\). Fix some \( \omega \in \Omega = C ([0, 1], \mathbb{R}^d) \) for which \( P_{\omega} \) is well defined as a probability measure (these \( \omega \)s have full probability). We will need the fact that for almost all such \( \omega \),
\[
B^i = \omega^i \quad \text{P}_{\omega}-\text{a.s.}, \quad i = 2, \ldots, d. \tag{3.43}
\]
The proof of Equation (3.43) is most naturally written in the language of conditional distributions: consider for the next few lines
\[
C \left( [0, 1] ; \mathbb{R}^{d-1} \times \mathbb{R}^d \right) = C \left( [0, 1] ; \mathbb{R}^{d-1} \right) \times C \left( [0, 1] ; \mathbb{R}^d \right),
\]
using the notation \((x, \omega)\) for its elements. We endow this space with its Borel \( \sigma \)-algebra and the image probability measure \( Q = P \circ \iota^{-1} \), where
\[
\begin{cases}
\iota : C \left( [0, 1] ; \mathbb{R}^d \right) \to C \left( [0, 1] ; \mathbb{R}^{d-1} \times \mathbb{R}^d \right) \\
\iota (\omega) = \left( (\omega^2, \ldots, \omega^d) , \omega \right).
\end{cases}
\]
In the language of [8, Theorem 10.2.1], where \( \omega \) replaces \( y \), the conditional distributions \( Q_x \) on \( C \left( [0, 1] ; \mathbb{R}^d \right) \) exist and
\[
1 = Q \left( \{ \omega^i = x^{i-1}, \ i = 2, \ldots, d \} \right) = E \left( Q_x \left( \{ \omega^i = B^i, \ i = 2, \ldots, d \} \right) \right). 
\]
Since \( Q_{\omega_1} = P_{\omega} \) for \( P \)-almost all \( \omega \) by uniqueness, we obtain (3.43).
The internal conditioning, on the right hand side of (3.41), on the event $\|B\| < \epsilon$, should now be thought off as being on $B^1$; as such, notice that it is symmetric and convex. It follows, by the same argument as in the proof of (3.10), that

$$\mathbb{E} \left( e^{c\delta_1 \Psi^1} \left| \|B\| < \epsilon \right. \right) \leq \mathbb{E} e^{c\delta_1 \Psi^1}, \quad P\text{-a.s.;}$$  \tag{3.44}

since, under $\mathbb{P}$, $\delta_1 (c\Psi^1) \sim \mathcal{N} \left( 0, c^2 \|\Psi^1\|_H^2 \right)$,

$$\mathbb{E} e^{c\delta_1 \Psi^1} = e^{c^2 \|\Psi^1\|_H^2}. \tag{3.45}$$

Estimates (3.41)-(3.45) can now be summarised:

$$E e^{c\delta_1 \Psi^1} \leq E e^{c \|\Psi^1\|_H^2}. \tag{3.46}$$

By the assumption, it follows that

$$\limsup_{\epsilon \to 0} E e^{c\delta_1 \Psi^1} \leq 1, \quad \forall c \in \mathbb{R}. \tag{3.47}$$

This completes the proof.

We will treat $Z_4$ in a manner inspired by [5] (See [5, Lemma 4]). Fix an $m$ ($2 \leq m \leq k$); we can write $Z_4$ as the sum of terms of the form

$$\delta_i \left( \int_0^t g (\Phi_t) \left( B_{i_1}^{r_1} B_{i_2}^{r_2} \cdots B_{i_q}^{r_q} \right)_t dt \right), \tag{3.48}$$

where $1 \leq i, i_1, \ldots, i_q \leq d$, $i_1, \ldots, i_q$ are all distinct, $r_1, \ldots, r_q \in \mathbb{N}$ satisfy $r_1 + \cdots + r_q = m$ and $g \in C^1$ is a bounded function with bounded derivative. We will show that each one of those terms, $A$, satisfies

$$\limsup_{\epsilon \to 0} E e^{cA} \leq 1. \tag{3.49}$$

This will complete the treatment of $Z_4$ by Lemma 3.3. We will henceforth assume without loss of generality that $i = 1$ in (3.48).

If $i_1, \ldots, i_q \neq 1$ then (3.49) follows from Lemma 3.6. For the case $i_1 = 1$, we have the following (notice the slight relabelling of indices):

**Proposition 3.7.** Let $g \in C^1 \left( \mathbb{R}^d; \mathbb{R} \right)$ be a bounded function with bounded derivative and let $h \in \mathcal{H}_d$. Fix $2 \leq m \leq k$. Then for any $1 < i_1 < i_2 < \cdots < i_q \leq d$ and $r, r_1, \ldots, r_q \in \mathbb{N}$ such that $r + r_1 + \cdots + r_q = m$,

$$\lim_{\epsilon \to 0} E e^{\delta_1 \left[ \int_0^t g(h_1) \left( B_{i_1}^{r_1} B_{i_2}^{r_2} \cdots B_{i_q}^{r_q} \right)_t dt \right]} = 1. \tag{3.50}$$

**Proof.** We will prove this by induction on $q = 0, \ldots, m \wedge d - 1$. 
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For $q = 0$ we have $r = m \geq 2$ and therefore we need to prove that

$$\lim_{\epsilon \to 0} E_\epsilon e^{\delta_1 \int_0^h g(h_i) B_{i+1}^r \, dt} = 1.$$ 

This is true since $h \in H_\alpha$ and $m < \left[ \frac{1}{2H - 2\alpha} \right]$.

Assume that the proposition holds for some $0 \leq q \leq m \wedge d - 2$; we now prove that it holds for $q + 1$. More specifically, we will actually show that

$$\limsup_{\epsilon \to 0} E_\epsilon e^{\delta_1 \int_0^h g(h_i) \left( B_{i+1}^r B_{i+1}^{r+1} \cdots B_{i+1}^{r+q+1} \right) \, dt} \leq 1. \quad (3.51)$$

Combined with Lemma 3.3, and since $c g$ is also $C^1$, bounded, with bounded derivative for any $c \in \mathbb{R}$, this will complete the proof. By polarising the following monomial:

$$a_1 a_2 \cdots a_r a_{r+1} = \frac{1}{(r + r_1)!2^{r+r_1}} \sum_{\epsilon \in \{\pm 1\}^{r+r_1}} \epsilon_1 \cdots \epsilon_{r+r_1} (\epsilon_1 a_1 + \cdots + \epsilon_{r+r_1} a_{r+r_1})^{r+r_1},$$

we get the identity

$$a^r b^r = \frac{1}{(r + r_1)!2^{r+r_1}} \sum_{\epsilon \in \{\pm 1\}^{r+r_1}} \epsilon_1 \cdots \epsilon_{r+r_1} \cdot \left[ (\epsilon_1 + \cdots + \epsilon_r) a + \cdots + (\epsilon_{r+1} + \cdots + \epsilon_{r+r_1}) b \right]^{r+r_1}.$$ 

If $\epsilon_1 + \cdots + \epsilon_r = \epsilon_{r+1} + \cdots + \epsilon_{r+r_1} = 0$ then there’s no contribution from that $\epsilon$. Otherwise, we can find some $0 \leq \theta < 2\pi$ (depending on that $\epsilon$) such that

$$\cos \theta = \frac{\epsilon_1 + \cdots + \epsilon_r}{\sqrt{(\epsilon_1 + \cdots + \epsilon_r)^2 + (\epsilon_{r+1} + \cdots + \epsilon_{r+r_1})^2}}$$

and

$$-\sin \theta = \frac{\epsilon_{r+1} + \cdots + \epsilon_{r+r_1}}{\sqrt{(\epsilon_1 + \cdots + \epsilon_r)^2 + (\epsilon_{r+1} + \cdots + \epsilon_{r+r_1})^2}}.$$ 

In summary, if $l$ is the number of such $\epsilon s/\theta s$, then for appropriate constants $c_1, \ldots, c_l$, we have:

$$a^r b^r = \sum_{i=1}^l c_i (a \cos \theta_i - b \sin \theta_i)^{r+r_1} \quad (3.52)$$

If we apply (3.52) to the exponent in (3.51) with $a = B_1$ and $b = B_{i+1}$, we get

$$\delta_1 \left[ \int_0^h g(h_i) \left( B_{i+1}^r B_{i+1}^{r+1} \cdots B_{i+1}^{r+q+1} \right) \, dt \right] = \sum_{i=1}^l c_i I_i,$$

where

$$I_i = \delta_1 \left[ \int_0^h g(h_i) \left( B_1 \cos \theta_i - B_{i+1} \sin \theta_i \right) (B_{i+1}^r B_{i+1}^{r+1}) \, dt \right].$$
We will show that \( \limsup_{\epsilon \to 0} E_\epsilon e^{I_i} \leq 1 \) for each fixed \( i \), as per Lemma 3.3 again. Let \( R \) be the \( 2 \times 2 \) matrix representing rotation of angle \( \theta_i \):

\[
R = \begin{pmatrix}
\cos \theta_i & -\sin \theta_i \\
\sin \theta_i & \cos \theta_i
\end{pmatrix},
\]

and let

\[
A = \begin{pmatrix}
R_{2 \times 2} & 0_{2 \times (d-2)} \\
0_{(d-2) \times 2} & \operatorname{Id}_{(d-2) \times (d-2)}
\end{pmatrix}.
\]

The matrix \( A \) is orthogonal and therefore \( W_t := AB_t \) is a \( d \)-dimensional fractional Brownian motion with the same Hurst parameter. In addition, \( \|W\| = \|B\| \), so that \( E_\epsilon \) is the same for both processes. Note the following relations (\( \tilde{\delta} \) denotes the divergence operators associated with \( W \)):

\[
W_1 = B_1 \cos \theta_i - B_i \sin \theta_i,
\]

\[
B_1 = W_1 \cos \theta_i + W_2 \sin \theta_i,
\]

\[
\delta_1 = \cos \theta_i \tilde{\delta}_1 + \sin \theta_i \tilde{\delta}_2.
\]

These imply

\[
I_i = \cos \theta_i \tilde{\delta}_1 \left[ \int_0^\infty g(h_t) \left( W_i^{r+1} W_{i_2}^{r+2} \cdots W_{i_{q+1}}^{r+q+1} \right)_t dt \right] + \sin \theta_i \tilde{\delta}_2 \left[ \int_0^\infty g(h_t) \left( W_i^{r+1} W_{i_2}^{r+2} \cdots W_{i_{q+1}}^{r+q+1} \right)_t dt \right] .
\]

We have

\[
\limsup_{\epsilon \to 0} E_\epsilon e^{\tilde{\delta}_1 \int_0^\infty g(h_t) \left( W_i^{r+1} W_{i_2}^{r+2} \cdots W_{i_{q+1}}^{r+q+1} \right)_t dt} \leq 1
\]

by the induction hypothesis and the spherical symmetry of the norm, and, since \( i_2 > 2 \),

\[
\limsup_{\epsilon \to 0} E_\epsilon e^{\tilde{\delta}_2 \int_0^\infty g(h_t) \left( W_i^{r+1} W_{i_2}^{r+2} \cdots W_{i_{q+1}}^{r+q+1} \right)_t dt} \leq 1
\]

by Lemma 3.6. Lemma 3.3 now completes the proof. \( \square \)

For \( Z_5 \), note that for any \( \delta_0 > 0 \),

\[
E \left( e^{cZ_5} \mid \|B\| < \epsilon \right) = \int_0^{\infty} P \left( e^{cZ_5} > y \mid \|B\| < \epsilon \right) dy \tag{3.53}
\]

\[
= \int_0^{\delta_0} P \left( e^{cZ_5} > y \mid \|B\| < \epsilon \right) dy + \int_0^{\infty} P \left( e^{cZ_5} > y \mid \|B\| < \epsilon \right) dy \leq e^{\delta_0} + \int_{\delta_0}^{\infty} P \left( cZ_5 > x \mid \|B\| < \epsilon \right) e^x dx.
\]

By Theorem 2.5,

\[
c \delta \left( \int_0^1 R(t, B_t) dt \right) = c \int_0^1 K^{-1} \left[ \int_0^t R(s, B_s) ds \right] \cdot dW_s \tag{3.54}
\]
where \((W_t)_{t \in [0,1]}\) is the \(d\)-dimensional Brownian motion in Equation (2.15). Note that
\[ K^{-1} \left[ \int_0^t R(t, B_t) \, dt \right] \]
is adapted with respect to the filtration generated by \((W_t)\).

Let
\[ M_t = c \int_0^t K^{-1} \left[ \int_0^s R(u, B_u) \, du \right] \cdot dW_u. \]  
(3.55)

This is a one-dimensional martingale which satisfies
\[ \langle M \rangle_t = c^2 \int_0^t K^{-1} \left[ \int_0^s R(u, B_u) \, du \right]^2 \, ds \]  
(3.56)
\[ \leq c^2 \int_0^1 K^{-1} \left[ \int_0^s R(u, B_u) \, du \right]^2 \, ds = c^2 \left| \int_0^s R(u, B_u) \, du \right|_{L^2}. \]

Combining (2.14) and (3.22), we get
\[ \left\| c \int_0^1 R(t, B_t) \, dt \right\|_{L^2} \leq \tilde{M} c^{k+1}, \quad \text{\(P_e\)-a.s.} \]  
(3.57)

Therefore by (3.56) and (3.57),
\[ \langle M \rangle_t \leq \tilde{M} e^{2k+2}, \quad \forall t \in [0,1]; \quad P_e\text{-a.s.} \]  
(3.58)

By a classical Theorem, there exists some Brownian motion (possibly defined on an extension of the probability space; we keep denoting the probability measure by \(P\), as there is no risk of error) \((Y_t)_{t \geq 0}\) such that \(M_t = Y_{\langle M \rangle_t}\). It follows that
\[ P \left( c \delta \left( \int_0^t R(t, B_t) \, dt \right) > x \mid \|B\| < \epsilon \right) = \frac{P \left( M_t > x, \|B\| < \epsilon \right)}{P \left( \|B\| < \epsilon \right)} \leq \frac{P \left( \max_{0 \leq t \leq \langle M \rangle_t} |Y_t| > x, \|B\| < \epsilon \right)}{P \left( \|B\| < \epsilon \right)} \]  
(by (3.58)) \leq \frac{P \left( \max_{0 \leq t \leq \tilde{M} e^{2k+2}} |Y_t| > x, \|B\| < \epsilon \right)}{P \left( \|B\| < \epsilon \right)}.

Since \(P \left( \max_{0 \leq t \leq u} |Y_t| > x \right) \leq \sqrt{\frac{\ln 4}{2\pi^2}} e^{-\frac{x^2}{2}}\) and \(P \left( \|B\| < \epsilon \right) \geq e^{-\frac{c}{2\pi}}\), we have
\[ P \left( cZ_5 > x \mid \|B\| < \epsilon \right) \leq \frac{\sqrt{\frac{\ln 4}{2\pi^2}} e^{-\frac{x^2}{2}}}{e^{-\frac{c}{2\pi}}} = \frac{C e^{k+1}}{x} e^{-\frac{c}{2\pi}}. \]  
(3.59)

Going back to (3.53),
\[ E \left( e^{cZ_5} \mid \|B\| < \epsilon \right) \leq e^{\delta_0} + \frac{C e^{k+1}}{\delta_0} \int_0^\infty e^{-\frac{c}{2\pi}} e^{-\frac{x^2}{2\pi \delta_0}} e^x \, dx. \]  
(3.60)

If \(2k+2 > \frac{1}{n^2}\), which is the condition on \(k\) in Theorem 3.1, then the right-hand-side converges to \(e^{\delta_0}\) as \(\epsilon \to 0^+\). Letting \(\delta_0 \to 0^+\), we obtain
\[ \limsup_{\epsilon \to 0^+} E \left( e^{cZ_5} \mid \|B\| < \epsilon \right) \leq 1. \]  
(3.61)

This completes the proof of Theorem 3.1.
4 Proofs of the Lemmas

Proof of Lemma 3.4. For \( h \in \mathcal{H} \) and \( r \in \mathbb{R} \), thinking of \((B_t)\) as the canonical process,

\[
  u_t(\omega + rh) = \int_0^t p_s(B_s + rh_s)^m \, ds.
\]

Therefore

\[
  u_t(\omega + rh) - u(\omega) = m r \int_0^t p_s B_s^{m-1} h_s \, ds + \int_0^t \sum_{i=2}^m \left( m_i \right) p_s r^{i-1} h_s B_s^{m-i} \, ds.
\]

Rearranging,

\[
  \frac{u_t(\omega + rh) - u(\omega)}{r} = \int_0^t p_s B_s^{m-1} h_s \, ds = \int_0^t \sum_{i=2}^m \left( m_i \right) p_s r^{i-1} h_s B_s^{m-i} \, ds.
\]

The right-hand-side of (4.3) is a.s. \( C^1 \), so according to Inequality (2.14)

\[
  \left| \left( \int_0^t \sum_{i=2}^m \left( m_i \right) p_s r^{i-1} h_s B_s^{m-i} \, ds \right) \right| \leq \max_{\omega \in [0,1]} \left| \sum_{i=2}^m \left( m_i \right) p_s r^{i-1} h_s B_s^{m-i} \right| \xrightarrow{a.s. \; r \to 0} 0.
\]

This will prove (3.29) once its right-hand-side is shown to be a Hilbert-Schmidt operator on \( \mathcal{H} \). Note that by Inequality (2.14), the right-hand-side of (3.29) belongs to \( \mathcal{H} \) for any \( h \in \mathcal{H} \); so it is indeed an operator on \( \mathcal{H} \). We denote it temporarily by \( T \):

\[
  Th(t) = \int_0^t g_s h_s \, ds \quad (g_s := m_p(B_s^{m-1})).
\]

Recall the isometry \( K \) between \( L^2[0,1] \) and \( \mathcal{H} \) which was reviewed in Subsection 2.2. The operator \( T := K^{-1} \circ T \circ K \) on \( L^2[0,1] \) is unitarily equivalent to \( T \). According to Equations (4.5) and (2.10),

\[
  T(Kf)(t) = \int_0^t g_s \int_0^1 K(s, u) f_u \, du \, ds.
\]

Thus

\[
  D_{0^+}^{2H} \circ T \circ K(f)(t) = \frac{1}{\Gamma(1-2H)} \frac{d}{dt} \left[ \frac{1}{\Gamma(1-2H)} \int_0^t \frac{1}{(t-r)^{2H}} \int_0^r g_s \int_0^1 K(s, u) f_u \, du \, ds \, dr \right],
\]

and so

\[
  \mathcal{T}f(t) = \frac{t^{2-H}}{c_H \Gamma \left( H + \frac{1}{2} \right) \Gamma \left( \frac{1}{2} - H \right) \Gamma(1-2H)} \cdot \frac{d}{dt} \int_0^t \frac{v^{H-\frac{1}{2}}}{(t-v)^{H-\frac{1}{2}}} \frac{d}{dv} \int_0^v \frac{1}{(v-r)^{2H}} \int_0^r g_s \int_0^1 K(s, u) f_u \, du \, ds \, dr \, dv
\]

\[
  = \int_0^1 k(t, u) f_u \, du,
\]
where
\[
k(t, u) = A_H t^{\frac{2}{H} - H} \frac{\partial}{\partial t} \int_0^t \frac{v^{H - 2} - H}{(t - v)^{2H}} \frac{\partial}{\partial v} \int_0^v \frac{1}{(v - r)^{2H}} \int_0^r g_s K(s, u) \, ds \, dr \, dv
\]
\[
= A_H t^{\frac{2}{H} - H} \int_0^1 K(s, u) g_s \frac{\partial}{\partial t} \int_0^t \frac{v^{H - 2} - H}{(t - v)^{2H}} \frac{\partial}{\partial v} \int_0^v \frac{1}{(v - r)^{2H}} 1_{[s, 1]} (r) \, dr \, dv \, ds
\]
\[
= \Gamma (2H) \Gamma \left( \frac{1}{2} - H \right) A_H t^{\frac{2}{H} - H} \int_0^1 K(s, u) g_s D_{0+; t}^{\frac{2}{H} - H} \left[ t^{H - \frac{2}{H}} D_{0+; t}^{\frac{2}{H}} [1_{[1, 1]} (t)] \right] \, ds
\]
(AH = \frac{1}{c \Gamma (H + \frac{2}{H}) \Gamma (\frac{1}{2} - H) \Gamma (1 - 2H)). By \(D_{0+; t}^{\frac{2}{H}}\) we mean \(D_{0+; t}^{\frac{2}{H}}\) acting on its argument as a function of \(t\), with all other variables frozen (and mutatis mutandis for similar expressions). Note that
\[
D_{0+; t}^{\frac{2}{H}} [1_{[1, 1]} (t)] = \frac{1}{\Gamma (2H)} \frac{\partial}{\partial t} \int_0^t \frac{1}{(t - r)^{2H}} 1_{[1, 1]} (r) \, dr = \frac{1_{[1, 1]} (t)}{\Gamma (2H) (t - s)^{2H}},
\]
whence
\[
D_{0+; t}^{\frac{2}{H} - H} \left[ t^{H - \frac{2}{H}} D_{0+; t}^{\frac{2}{H}} [1_{[1, 1]} (t)] \right] = D_{0+; t}^{\frac{2}{H} - H} \left[ \frac{1_{[1, 1]} (t) t^{H - \frac{2}{H}}}{\Gamma (2H) (t - s)^{2H}} \right].
\]
According to the definition of the fractional derivative, and [23, Equation (2.49), p. 41],
\[
D_{0+; t}^{\frac{2}{H} - H} \left[ \frac{1_{[1, 1]} (t) t^{H - \frac{2}{H}}}{\Gamma (2H) (t - s)^{2H}} \right] = D_{0+; t}^{\frac{2}{H} - H} \left[ \frac{t^{H - \frac{2}{H}}}{\Gamma (2H) (t - s)^{2H}} \right] \frac{1_{[1, 1]} (t)}{\Gamma (1 - 2H) s^{\frac{2}{H} - H} 1_{[1, 1]} (t)}
\]
\[
= \frac{\Gamma (1 - 2H) s^{\frac{2}{H} - H} 1_{[1, 1]} (t)}{\Gamma (2H) \Gamma \left( \frac{1}{2} - H \right) t^{1 - 2H} (t - s)^{H + \frac{2}{H}}}
\]
Therefore
\[
k(t, u) = A_H \Gamma (1 - 2H) t^{H - \frac{2}{H}} \int_0^1 \frac{s^{\frac{2}{H} - H} 1_{[1, 1]} (t)}{\Gamma (1 - 2H) s^{\frac{2}{H} - H} 1_{[1, 1]} (t) (t - s)^{H + \frac{2}{H}}} K(s, u) g_s \, ds
\]
(4.10)
Taking into account the structure of the kernel \(K(s, u)\) in (2.9), we arrive at
\[
k(t, u) = B_H t^{H - \frac{2}{H}} \int_u^t \frac{s^{\frac{2}{H} - H} 1_{[1, 1]} (t)}{(t - s)^{H + \frac{2}{H}}} K(s, u) g_s \, ds, \quad u < t
\]
(4.11)
\((B_H = A_H \Gamma (1 - 2H); \text{ and } k(t, u) = 0 \text{ for } t < u).\)
The following estimate is [7, Theorem 3.2]:
\[
|K(s, u)| \leq C_H u^{H - \frac{1}{2}} (s - u)^{H - \frac{1}{2}}, \quad u < s.
\]
(4.12)
Thus
\[
|k(t, u)| \leq D_H u^{H - \frac{1}{2}} \max_{s \in [0, 1]} |g_s| \int_u^t \frac{1}{(t - s)^{H + \frac{2}{H}} (s - u)^{\frac{2}{H} - H}} \, ds, \quad u < t.
\]
(4.13)
The change of variables \( x = \frac{s}{t-u} \) yields
\[
\int_u^t (s-u)^{H-\frac{1}{2}} (t-s)^{-H-\frac{1}{2}} \, ds = \int_0^1 x^{H-\frac{1}{2}} (1-x)^{-H-\frac{1}{2}} \, dx = B \left( \frac{1}{2} + H, \frac{1}{2} - H \right),
\]
and thus we arrive at
\[
|k(t,u)| \leq E_H u^{H-\frac{1}{2}} \max_{s \in [0,1]} |g_s|, \quad u < t. \tag{4.15}
\]
Since the right-hand-side of (4.15) is square integrable, it follows that \( \tilde{T} \) (and therefore \( T \)) is a Hilbert-Schmidt operator, which completes the proof of (3.29) and of (3.30) (the latter by (4.11)). Moreover,
\[
|Du|_{HS} \leq F_H \max_{s \in [0,1]} |g_s| \leq G_H |p|_{\infty} \max_{s \in [0,1]} |B_s^{m-1}|. \tag{4.16}
\]
On the other hand, according to Inequality (2.14),
\[
|u|_H = \left| \int_0^1 p_s B_s^m \, ds \right|_H \leq |p|_{\infty} \max_{s \in [0,1]} |B_s^m|.
\]
Since \( E \left( \max_{s \in [0,1]} |B_s^k| \right) < \infty \) for any \( k \), we obtain \( E \left( |u|_H^2 \right), E \left( |Du|_{HS}^2 \right) < \infty \). Thus \( u \in D^{1,2}(\mathcal{H}) \).

From this point and onward, assume that \( m = 1 \) and \( p_s = G(h_s) \) where \( h \in \mathcal{H} \) and \( G \) is Lipschitz continuous, as in Part 2 of the Lemma. We now proceed with the proof that the symmetrization \( \text{Sym} \left( Du \right) \) is a trace-class operator.

The kernel operator defined by \( k(t,u) \) in (4.11) was considered in [20]. In particular, it was shown (see Lemma 13 and its proof) that for a suitable constant \( c \), the symmetrization of the kernel \( k(t,u) - cG(h_t)1_{[0,t]}(u) \) defines a trace-class operator on \( L^2[0,1] \). It will therefore suffice to show that the symmetrization of the function \( G(h_t)1_{[0,t]}(u) \), which is \( G(h_{tv\cdot}) \), defines a trace-class operator. We will show that it satisfies the assumptions of Theorem 2.11 with \( \alpha = H + \frac{1}{2} \), i.e.:
\[
\left| G(h_{tv\cdot}) \right|_{W^{\frac{1}{2} + H,2}} \in L^2(dt) < \infty \tag{4.17}
\]
We have already noted in Subsection 2.2 that \( \mathcal{H} = I_{0+}^{\frac{1}{2} + H} \left( L^2[0,1] \right) \). According to Theorem 18.3 and Remark 18.1 in [23], \( I_{0+}^{\frac{1}{2} + H} \left( L^2[0,1] \right) \subset W^{\frac{1}{2} + H,2} \). Thus
\[
\int \int_{[0,1]^2} \frac{|h_t - h_s|^2}{|t - s|^\beta} \, dt \, ds < \infty \tag{4.18}
\]
where \( \beta = 2 + 2 \left( \frac{1}{2} + H \right) \). Similarly,
\[
\left| G(h_{tv\cdot}) \right|_{W^{\frac{1}{2} + H,2}}^2 = \int \int_{[0,1]^2} \frac{|G(h_{tv\cdot}) - G(h_{tv\cdot})|^2}{|v - u|^\beta} \, du \, dv \tag{4.19}
\]
22
We can split the square into four parts: $Q := [0, 1]^2 = A_t \cup B_t \cup C_t \cup D_t$, where
\[
\begin{align*}
A_t &= \{(u,v) \in Q \mid u \leq t \leq v\}, \\
B_t &= \{(u,v) \in Q \mid t \leq u, v\}, \\
C_t &= \{(u,v) \in Q \mid v \leq t \leq u\}, \\
D_t &= \{(u,v) \in Q \mid u, v \leq t\}.
\end{align*}
\]

Clearly,
\[
\int\int_{D_t} \frac{|G(h_{tv}) - G(h_{tv_u})|^2}{|v-u|^3} \, du \, dv = 0 \tag{4.20}
\]
and
\[
\int\int_{B_t} \frac{|G(h_{tv}) - G(h_{tv_u})|^2}{|v-u|^3} \, du \, dv \leq M \int\int_{B_t} |h_v - h_u|^2 \, du \, dv \tag{4.21}
\]
where $M$ is the Lipschitz constant of $G$. Now, on $A_t$, $|v-u| \geq |v-t|$ and therefore
\[
\int\int_{A_t} \frac{|G(h_{tv}) - G(h_{tv_u})|^2}{|v-u|^3} \, du \, dv \leq M \int\int_{A_t} \frac{|h_v - h_t|^2}{|v-t|^3} \, du \, dv \leq M \int_0^1 \frac{|h_v - h_t|^2}{|v-t|^3} \, dv. \tag{4.22}
\]

In the same way we also have
\[
\int\int_{C_t} \frac{|G(h_{tv}) - G(h_{tv_u})|^2}{|v-u|^3} \, du \, dv \leq M \int_0^1 \frac{|h_t - h_u|^2}{|t-u|^3} \, du. \tag{4.23}
\]

Putting (4.19)-(4.23) together, we obtain:
\[
|G(h_{tv})|^2_{W^{1/2+\delta,2}} \leq M |h|^2_{W^{1/2+\delta,2}} + 2M \int_0^1 \frac{|h_v - h_t|^2}{|v-t|^3} \, dv, \tag{4.24}
\]
so that
\[
\left|G(h_{tv})\right|_{W^{1/2+\delta,2}}^2 \leq 3M |h|^2_{W^{1/2+\delta,2}} < \infty. \tag{4.25}
\]

Therefore according to Theorem 2.11, $G(h_{tv})$ defines a trace-class operator.

It remains to prove (3.31). According to [4, Theorem 3.1],
\[
\tr(T) = \int_0^1 \left( \lim_{r \to 0} \frac{1}{4r^2} \int_{C_r(v,v)} k(t, u) \, dt \, du \right) \, dv \tag{4.26}
\]
where $C_r(v,v) = [v-r, v+r]^2$. Fix some $v > 0$. Plugging (2.9) into (4.11), we get (for $t > u$)
\[
k(t, u) = c_H B_H t^{H-\frac{1}{2}} \int_u^t \frac{s^{\frac{1}{2}-H} F(H - \frac{1}{2}, \frac{1}{2} - H; H + \frac{1}{2}; 1 - \frac{u}{s}) g_s}{(s-u)^{\frac{1}{2}-H} (t-s)^{H+\frac{1}{2}}} \, ds. \tag{4.27}
\]
Since the hypergeometric function defined in (2.8) is continuous in \((-1, 1)\) (see [9] for details), the numerator in the integrand of (4.27) is continuous at \((s, u) = (v, v)\). On the other hand, by (4.14) and since \(c_H B_H B \left( H, \frac{1}{2} - H \right) = 1\), we can denote:

\[
G(t, u, s) = t^{H - \frac{1}{2} s} s^{-H} F \left( H - \frac{1}{2}, \frac{1}{2} - H; H + \frac{1}{2} 1 - \frac{s}{u} \right) g_v, \tag{4.28}
\]

and get the following inequality for \(v > r > 0\):

\[
\min_{v - r \leq t, u, s \leq v + r} \{ G(t, u, s) \} \leq k(t, u) \leq \max_{v - r \leq t, u, s \leq v + r} \{ G(t, u, s) \}. \tag{4.29}
\]

Therefore by continuity, noting that \(F(a, b; c; 0) = 1\), we conclude that

\[
\lim_{r \to 0} \frac{1}{4r^2} \int_{C_{v,v}} k(t, u) \, dt \, du = \frac{1}{2} g_v, \quad v > 0. \tag{4.30}
\]

Thus according to Equation (4.26)

\[
\text{tr} (T) = \text{tr} (\mathbf{T}) = \frac{1}{2} \int_0^1 g_v \, dv. \tag{4.31}
\]

**Proof of Lemma 3.2.** Recall SDE (1.1):

\[
X_t = \int_0^t b(X_s) \, ds + B_t. \tag{4.32}
\]

Set

\[
u(t) = \int_0^t b(\Phi_s + B_s) \, ds - \Phi_t, \quad 0 \leq t \leq 1. \tag{4.33}
\]

The Novikov condition (2.19) follows from the fact that \(|u|_H^2\) is a.s. bounded. Since \(u\) is adapted, we may apply Theorem 2.6: the process \(B_t - u_t\) is a fractional Brownian motion (with the same Hurst parameter \(H\)) with respect to the probability measure

\[
dQ = e^{\delta u - \frac{1}{2} \|u\|_H^2} \, dP.
\]

We have thus built a ‘weak solution’ \((Q, B_t - u_t, B_t + \Phi_t)\) of SDE (1.1). That is, \(B_t + \Phi_t\) solves (4.32) if \(B_t\) is replaced with \(B_t - u_t\). It follows that

\[
P \left( \|X - \Phi\| < \epsilon \right) = Q \left( \|B\| < \epsilon \right) = E \left( 1_{\{\|B\| < \epsilon\}} e^{\delta u - \frac{1}{2} \|u\|_H^2} \right). \tag{4.34}
\]

Going back to (3.2), we have come to

\[
e^{-J(\Phi)} = \lim_{\epsilon \to 0} E \left( e^{\delta u - \frac{1}{2} \|u\|_H^2} \mid \|B\| < \epsilon \right). \tag{4.35}
\]

Taking into account the definition of \(u\) in (4.33) and the proposed Onsager-Machup functional in Equation (3.2), the Lemma is proved. \(\square\)
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