Photonic heat conduction in Josephson-coupled Bardeen-Cooper-Schrieffer superconductors
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We investigate the photon-mediated heat flow between two Josephson-coupled Bardeen-Cooper-Schrieffer (BCS) superconductors. We demonstrate that in standard low temperature experiments involving temperature-biased superconducting quantum interference devices (SQUIDs), this radiative contribution is negligible if compared to the direct galvanic one, but it largely exceeds the heat exchanged between electrons and the lattice phonons. The corresponding thermal conductance is found to be several orders of magnitude smaller, for real experiments setup parameters, than the universal quantum of thermal conductance, \( \kappa_0(T) = \frac{\pi k_B T}{6\hbar} \).

I. INTRODUCTION

In the last decade the investigation of thermal transport at the mesoscale and nanoscale has known a season of very intense activity\(^1\). In particular, many efforts have been devoted to develop solid-state electronic refrigerators using superconductors\(^1,2\). In several recent experimental works\(^3–7\) the thermal properties of devices made of Josephson junctions and superconducting quantum interference devices (SQUIDs) were addressed. When a Josephson junction is thermally biased [see Fig. 1(a)] it is of paramount importance to take into account all possible relaxation processes leading to heat exchange between the two superconductors \( S_1 \) and \( S_2 \). Particularly at low temperature, photon-mediated heat transport may play an important role\(^3\) due to the temperature dependence of its thermal conductance, \( \propto T \). This radiative contribution was experimentally investigated in the case of two normal metal resistors connected via frequency-dependent impedances\(^3\) represented by DC-SQUIDs and the corresponding thermal conductance between the two metal islands was found to approach the universal quantum of thermal conductance \( \kappa_0(T) = \frac{\pi k_B T}{6\hbar} \) at low temperatures.

In this work we focus on Josephson-coupled BCS superconductors biased in temperature as the ones used the experiments in Refs. \(^4–7\). Differently from Ref. \(^3\) where the heat exchange occurs between two normal metal, here the photonic heat exchange depends on the superconducting phase difference between the superconductors and it is a phase-coherent heat transport. To be able to manipulate and separate directly such a contribution, we focus in particularly on the case of a temperature-biased SQUID, pierced by a magnetic flux \( \Phi \). The SQUID can be viewed as two superconducting islands (leads) characterized by frequency-dependent optical resistivities connected via frequency-dependent impedances represented by the Josephson junctions [see Fig. 1(b,c)].

The paper is organized as follows. In Sec. II we review the theory of the complex resistivity \( \rho(\omega) \) of a BCS superconductor; then in Sec. III we derive the expression of the net heat flux \( \dot{Q}_T \) flowing via photon radiation between the superconductors of a SQUID. We discuss the associated heat conductance in Sec. IV and a realistic case in Sec. V. Finally we gather our conclusions in Sec. VI.

II. \( \omega \)-DEPENDENT COMPLEX RESISTIVITY

A microwave signal affects all the charge carriers inside a superconductor. On the one hand, the quasiparticles scatter bringing about Ohmic dissipation, and thus limiting the real part of the electric conductivity. On the other hand, the non-dissipative, accelerative response of the Cooper pairs leads to an imaginary part of the conductivity, accounting for the superconductor kinetic inductance\(^8\). This picture can be inter-
interpreted as a two-fluid model\textsuperscript{9}, in which the electrodynamic response of the superconductor results from the superposition of the condensate and the quasi-particles responses. The microscopic treatment was developed by Mattis and Bardeen\textsuperscript{10}, who derived a general expression for the optical conductivity of a BCS superconductor, valid for an arbitrary degree of disorder:\textsuperscript{10–12}

\[
\sigma_s(\omega) = \frac{i \sigma_{dc}}{2\omega \tau} \times \left( \int_{\Delta(T)}^{0} l_1 dE + \int_{\Delta(T)}^{\infty} l_2 dE \right),
\]

where \( \omega \) is the frequency, \( \sigma_{dc} = n_c e^2 \tau / m \) is the dc-conductivity of electrons with carrier density \( n_c \), charge \( e \), and mass \( m \). The phenomenological relaxation time \( \tau \) is proportional to the electron mean free path\textsuperscript{10,12}, thus being a measure of the electron scattering in the superconductor. \( \Delta(T) \) is the superconductor BCS energy gap at temperature \( T \). The functions \( l_i \) (\( i = 1, 2 \)) inside the integrals are defined as:

\[
\begin{align*}
l_1 &= \tanh \left( \frac{E}{2k_B T} \right) \left[ (1 - \kappa_{3,2}) \frac{1}{P_3 + P_2 + i\hbar \tau^{-1}} - (1 + \kappa_{3,2}) \frac{1}{P_3 - P_2 + i\hbar \tau^{-1}} \right], \\
l_2 &= \tanh \left( \frac{E + \hbar \omega}{2k_B T} \right) \left[ (1 + \kappa_{1,2}) \frac{1}{P_1 - P_2 + i\hbar \tau^{-1}} - (1 - \kappa_{1,2}) \frac{1}{P_1 + P_2 + i\hbar \tau^{-1}} \right] + \tanh \left( \frac{E}{2k_B T} \right) \left[ (1 - \kappa_{1,2}) \frac{1}{P_1 + P_2 + i\hbar \tau^{-1}} - (1 + \kappa_{1,2}) \frac{1}{P_1 - P_2 + i\hbar \tau^{-1}} \right],
\end{align*}
\]

with

\[
\kappa_{3,2} = \frac{\Delta(T)^2 + E(E - \hbar \omega)}{P_3 P_2}, \quad \kappa_{1,2} = \frac{\Delta(T)^2 + E(E + \hbar \omega)}{P_1 P_2},
\]

\[
P_1 = \sqrt{(E + \hbar \omega)^2 - \Delta(T)^2}, \quad P_2 = \sqrt{E^2 - \Delta(T)^2},
\]

\[
P_3 = \sqrt{(E - \hbar \omega)^2 - \Delta(T)^2}.
\]

In Eq. (1) the first integral describes the electromagnetic response of the Cooper pairs\textsuperscript{12} for finite temperatures below the critical temperature \( T_c \) and frequencies larger than the BCS energy gap \( |\hbar \omega > 2\Delta(0)| \), electrons are activated across the gap by photon absorption. In particular, as it can be inferred looking at the integral boundaries, the larger \( \hbar \omega \), the greater will be the range from where electrons can be excited across the gap. On the other hand, the second integral in Eq. (1) describes the process of radiation absorption by thermal electrons at energy \( E \), which is then integrated over all energies.

Typical plots of \( \text{Re}[\sigma_s] \) and \( \text{Im}[\sigma_s] \) as functions of the frequency, for different temperatures \( T \) and scattering time \( \tau \) can be found, for instance, in Refs. 11 and 12. Since we are interested in computing the overall impedance of our circuit, we rather focus on the superconductor frequency-dependent complex resistivity \( \rho_s(\omega) = 1 / \sigma_s(\omega) \). Notice that the real and imaginary part of \( \rho_s \) are related to those of \( \sigma_s \) via:

\[
\begin{align*}
\text{Re}[\rho_s] &= \frac{\text{Re}[\sigma_s]}{|\sigma_s|^2}, \\
\text{Im}[\rho_s] &= -\frac{\text{Im}[\sigma_s]}{|\sigma_s|^2}.
\end{align*}
\]

Figure 2 shows how they behave as functions of the dimensionless frequency \( x = h \omega / 2\Delta(0) \), for different values of the temperature \( T \) and of the impurity parameter\textsuperscript{11} \( y = \hbar / 2\Delta(0) \tau \). At low temperatures \( (T = 0.01 T_c) \) the real (dissipative) part of \( \rho_s \) is basically zero for frequencies below the gap \( 2\Delta(0) \) [panel (a)]. It suddenly becomes finite as \( \hbar \omega > 2\Delta(0) \), and its shape is only slightly altered by changing the impurity parameter from the dirty (\( y = 500 \)) to the clean (\( y = 0.125 \)) limit. By contrast, the imaginary part of \( \rho_s \) is finite even at low frequencies and is much more sensitive to \( y \) [panel (b)].

Panel (c) shows that \( \text{Re}[\rho_s] \) is strongly dependent on the temperature for a fixed intermediate disorder \( y = 8 \). At low frequency (\( x < 1 \)), increasing the temperature makes \( \text{Re}[\rho_s] \) to become finite, whereas at higher frequency its effect is smoothed. Finally, in panel (d) we see that by increasing \( T \) the maximum value of \( \text{Im}[\rho_s] \) decreases; on the other hand, we observe that in the limit \( x \ll 1 \) its slope increases with \( T \), in line with the behavior of the the superconductor kinetic inductance (see related discussion in the next section).

### III. PHOTON-MEDIATED HEAT EXCHANGE

In order to calculate the photon-mediated heat exchange, we need to compute the impedances of all the elements of the circuit [see Fig. 1(c)]. The two BCS superconductors of the SQUID have frequency-dependent complex impedances which are proportional to their resistivity via the Ohm’s law:

\[
Z_i(\omega) = \rho_{S,i}(\omega) \frac{\ell_i}{A_i}, \quad (i = 1, 2)
\]

\( \ell_i \) being the superconductor \( S_i \) length and \( A_i \) its cross-sectional surface perpendicular to the current flow. The relation above is valid if the relevant frequency scales are such that the radiation wavelength \( \lambda \) is larger than the system size. The relevant frequencies for heat exchange between the two superconductors are those around the gap (\( x \sim 1 \), see Fig. 2). For Aluminum, a frequency \( \hbar \omega \) of the order of the BCS gap \( 2\Delta(0) \approx 362 \mu eV \) corresponds to a wavelength \( \lambda \approx 3.4 \times 10^{-3} \) m, which is much larger than the typical system size \( \ell \sim 10^{-5} \) m (see Sec. IV). The response of the system is thus local even at larger frequencies, and Eq. (5) holds.

The real part of \( Z_i(\omega) \) (the resistance) is dissipative: its imaginary part (the reactance) is non-dissipative: in linear response (for small frequencies \( \omega \)), it can be related to the superconductor kinetic inductance \( L_{k,i} \) via:

\[
\text{Im}[Z_i(\omega)] \approx \omega L_{k,i}, \quad (i = 1, 2).
\]
According to the circuit description of Fig. 1(c), $S_1$ and $S_2$ are connected via frequency-dependent impedances $Z_a(\omega)$ and $Z_b(\omega)$ associated to the Josephson junctions $a$ and $b$. Whereas in the most general situation one could compute the full impedance of the junctions\textsuperscript{13,14}, there are strong experimental and theoretical indications\textsuperscript{3,15-17} that their behavior can be very well described by purely reactive LC elements, made of a capacitor $C_a$ in parallel with a Josephson inductance $L_{j,a}$.

$$ L_{j,a} = \frac{\Phi_0}{2\pi} \left( \frac{\partial I_{j,a}}{\partial \phi_a} \right)^{-1} = \frac{\Phi_0}{2\pi I_{c,a} \cos \phi_a}, $$

with $\alpha = a, b$, $\Phi_0$ being the flux quantum, and $\phi_a$ the junction phase difference. In the following we will use this simplified but realistic model. The Josephson current $I_{j,a}$ through the junction is assumed to be sinusoidal\textsuperscript{9}, $I_{j,a} = I_{c,a} \sin \phi_a$, with $I_{c,a}$ the maximum Josephson current given by\textsuperscript{18,19},

$$ I_{c,a} = \frac{1}{2eR_{T,a}} \left| \int \! d\epsilon \{ [1 - 2f(\epsilon, T_0)] \text{Re}[\mathcal{F}_{S_1}(\epsilon)] \text{Im}[\mathcal{F}_{S_2}(\epsilon)] + [1 - 2f(\epsilon, T_2)] \text{Re}[\mathcal{F}_{S_2}(\epsilon)] \text{Im}[\mathcal{F}_{S_1}(\epsilon)] \} \right|. $$

Using Eq. (7) we obtain

$$ Z_a(\omega) = \frac{1}{\omega^2 C_a - (2\pi/\Phi_0) I_{c,a} \cos \phi_a}. $$

Since the Josephson inductances $L_{j,a}$ typically dominate the superconductors kinetic inductances $L_{k,j}$, the superconducting phase drops $\phi_a$ take place entirely across the corresponding junctions. These phase drops $\phi_a$ and $\phi_b$ are related via the fluxoid quantization\textsuperscript{9}, $\phi_a = \phi_b + 2\pi \Phi/\Phi_0 = 2\pi k$ (with $k$ integer), where $\Phi$ is the external magnetic flux piercing the SQUID loop [see Fig. 1(b)]. Moreover, for any given magnetic flux $\Phi$ and temperature $T$, the conservation of the circulating supercurrent along the loop reads $I_{c,a} \sin \phi_a = I_{c,b} \sin \phi_b$, with $I_{c,a}$ given by Eq. (8). These two expressions allow us to rewrite the phases $\phi_a$ and $\phi_b$ in terms of the external magnetic flux $\Phi$ and a dimensionless ratio between the junctions critical currents, $r = I_{c,a}/I_{c,b} = R_{T,b}/R_{T,a}$ via the following mapping:

$$ \cos \phi_a = \frac{r + \cos(2\pi \Phi/\Phi_0)}{\sqrt{1 + r^2 + 2r \cos(2\pi \Phi/\Phi_0)}}, $$

$$ \cos \phi_b = \frac{1 + r \cos(2\pi \Phi/\Phi_0)}{\sqrt{1 + r^2 + 2r \cos(2\pi \Phi/\Phi_0)}}. $$

Substituting back into Eqs. (11) gives:

$$ Z_a(\omega) = \frac{i\omega \sqrt{1 + r^2 + 2r \cos \phi}}{(2\pi/\Phi_0) I_{c,a} (r + \cos \phi) - \omega^2 C_a \sqrt{1 + r^2 + 2r \cos \phi}}, $$

$$ Z_b(\omega) = \frac{i\omega \sqrt{1 + r^2 + 2r \cos \phi}}{(2\pi/\Phi_0) I_{c,b} (1 + r \cos \phi) - \omega^2 C_b \sqrt{1 + r^2 + 2r \cos \phi}}. $$

where $\phi = 2\pi \Phi/\Phi_0$. The total series impedance of the circuit is found by summing all the impedances of the chain,

$$ Z_{tot}(\omega) = Z_a(\omega) + Z_1(\omega) + Z_b(\omega) + Z_2(\omega). $$

It is interesting to emphasize the behavior of the junction impedances $Z_\alpha(\omega)$ ($\alpha = a, b$) in the particular situation of a symmetric SQUID ($r = 1$) when the magnetic flux is half the flux quantum, $\Phi = \Phi_0/2$, and hence $\cos \phi = -1$. At this
singular point the Josephson inductance $L_{J,\alpha}$ diverges, and Eqs. (13) reduce to

$$Z_{\alpha}(\omega) = \frac{1}{i\omega C_{\alpha}} \quad \text{with} \quad \alpha = a, b,$$

(15)

that is, the junction junctions are completely shunted by $C_{\alpha}$, and their impedances become purely capacitive.

We now review how to calculate the photon-mediated heat flux between the two superconductors $S_1$ and $S_2$. According to the fluctuation-dissipation theorem\textsuperscript{21,23,24}, this quantity is the difference between the electromagnetic noise power radiated by them. To calculate it, we start by recalling that the voltage noise density produced by $S_i$ at temperature $T_i$ is proportional to the dissipative component of its impedance via\textsuperscript{21}

$$S_{V,i}(\omega) = 4\hbar \omega \text{Re}[Z_i(\omega)] \left[ n(\hbar \omega, T_i) + \frac{1}{2} \right],$$

(16)

where $n(\epsilon, T) = [\exp(\epsilon/\kappa T) - 1]^{-1}$ is the Bose-Einstein distribution of photons at temperature $T$, while the factor 1/2 is the zero-point term, that will cancel out in writing the net transferred heat between $S_1$ and $S_2$. The current noise through the circuit due to the voltage produced by $Z_i$ is then\textsuperscript{21}

$$S_{I,i}(\omega) = \frac{S_{V,i}(\omega)}{|Z_{\text{tot}}(\omega)|^2}.$$

(17)

Now, the power density produced by the noise of $Z_1$ and dissipated into $Z_2$ is

$$S_{P,12}(\omega) = \text{Re}[Z_2(\omega)] S_{I,1}(\omega),$$

(18)

so that the corresponding dissipated power is found by integrating over all the frequencies. The net heat flux flowing by photon injection into $S_1$ from the superconductor $S_2$ is finally:

$$\dot{Q} = \int_0^{\infty} \frac{d\omega}{2\pi} \hbar \omega \mathcal{T}(\omega, T_1, T_2) \left[ n(\hbar \omega, T_2) - n(\hbar \omega, T_1) \right],$$

(19)

where we have defined the effective photon transmission coefficient

$$\mathcal{T}(\omega, T_1, T_2) = \frac{4\text{Re}[Z_1(\omega, T_1, T_2)]\text{Re}[Z_2(\omega, T_1, T_2)]}{|Z_{\text{tot}}(\omega, T_1, T_2)|^2}.$$  

(20)

Notice also that we have assumed the convention by which we consider as positive the heat injected from $S_2$ into $S_1$ when $T_2 > T_1$.

IV. PHOTONIC HEAT CONDUCTANCE

It is instructive to start our discussion by analyzing the heat transport within the linear response approximation. When the difference between the superconductors temperatures is sufficiently small, we can write

$$\dot{Q} = \kappa_\gamma(T) \delta T,$$

(21)

where we have defined $\kappa_\gamma(T)$ as the thermal conductance associated to the photon-mediated heat transport, and $\delta T = T_2 - T_1 \ll T_1 + T_2 / 2$. Expanding the difference between the Bose distributions in Eq. (19) to the first order in $\delta T$, we can write an expression for $\kappa_\gamma$:

$$\kappa_\gamma(T) = \frac{1}{2\pi} \frac{d(\hbar \omega)^2}{k_B T^2} \mathcal{T}(\omega, T) \sinh^{-2} \left( \frac{\hbar \omega}{2k_B T} \right).$$

(22)

In the following we assume the temperatures of the two superconductors $S_1$ and $S_2$ to be equal, $T_1 = T_2 \equiv T$ and investigate the heat conductance normalized by the universal quantum $k_0(T) = \pi k_B T / 6\hbar$:

$$\kappa_\gamma(T) = \frac{\kappa_\gamma(T)}{k_0(T)}.$$  

(23)

All the results discussed below and in the next section are calculated for a SQUID made of Al/AlOx/Al Josephson junctions: we assume the superconductors typical length $\ell_i$ and cross-section area $A_i$ to be 10 $\mu$m and 200 nm $\times$ 20 nm, respectively, the impurity parameter $y = 8$, the Aluminum critical temperature $T_c = 1.19$ K, and dc-conductivity\textsuperscript{22} $\sigma_{dc} = 2.8 \times 10^7$ S/m. Furthermore, we assume $S_1$ and $S_2$ to have the same zero-temperature BCS gap $\Delta(0) \approx 1.764 k_B T_c \approx 181 \mu$eV\textsuperscript{9}.

Figure 3 shows the effective photon transmission coefficient $\mathcal{T}(\omega, T)$ appearing in Eq. (22), obtained from the expression (20) when $T_1 = T_2 \equiv T$ for a symmetric SQUID ($r = 1$). In panel (a) we see that $\mathcal{T}$ strongly depends on the temperature at frequencies below the gap ($\omega < 1$), being essentially zero for sufficiently low $T$ (see for instance the curve for $T = 0.2 T_c$), whilst progressively increasing for larger $T$. Moreover, at large frequency ($\omega \gg 1$) the effect of the temperature on the BCS complex resistivity become negligible [see Fig. 2(c,d)], and this translates directly on the behavior of $\mathcal{T}$: all the curves tend to collapse on a single one approaching unitary transmission. Panel (b) shows the effect of the junctions capacitance
on $\mathcal{T}$. Let us consider the case when $\Phi = 0$: equations (13) can be written in the form

$$Z_\alpha = -i \frac{\omega / C_\alpha}{\omega^2 - \omega_0^2} \quad \text{with} \quad \omega_0 = \frac{(2\pi/\Phi_0) I_{c,\alpha}}{C_\alpha}.$$  \hspace{1cm} (24)

From these expressions we see that at resonance ($\omega = \omega_0$) the impedance diverges, and $\mathcal{T}(\omega, T)$ vanishes. By increasing $C_\alpha$, this resonance frequency $\omega_0$ is red-shifted. Moreover, for $\omega > \omega_0$, the absolute value of $Z_\alpha$ is a monotonically decreasing function of $C_\alpha$. Since in Eq. (14) the superconductor impedances $Z_1$ and $Z_2$ do not depend on the junction capacitance $C_\alpha$, we conclude that increasing the latter lowers the total impedance $Z_{\text{tot}}$, thereby resulting in a larger photon transmission $\mathcal{T}$ [Eq. (20)]. All these considerations are confirmed by looking at the different curves in Fig. 3(b).

Figure 4 shows $\mathcal{K}_\gamma$ as function of the external magnetic flux $\Phi$. We first observe that $\mathcal{K}_\gamma$ is a very small quantity, that is, the photonic heat conductance $\kappa_{\gamma}(T)$ is typically several orders of magnitude smaller than the quantum of heat conductance, $\kappa_0(T)$. Next we see that $\mathcal{K}_\gamma$ is periodic with respect to $\Phi$, as it could be inferred from Eqs. (13) to (19). In panel (a) we consider a symmetric SQUID ($r = 1$) for different values of the zero-temperature junctions critical current $I^0_c \equiv I_{c,\alpha}(0) = I_{c,b}(0)$. Increasing $I^0_c$ enhances the Josephson coupling between $S_1$ and $S_2$, and thus results in a larger modulation amplitude of the heat conductance. The lowest values (0.1 nA and 1 nA) curves appear basically indistinguishable and their modulation amplitude is very small, if compared to the $I^0_c = 100$ nA case. By contrast, we notice that the maximum value of $\mathcal{K}_\gamma$, attained for multiples of $\Phi_0/2$, remains constant irrespective of $I^0_c$. This can be understood by looking at Eq. (15): when $\Phi = \Phi_0/2$ the junctions are capacitively shunted, the total impedance $Z_{\text{tot}}$ [Eq. (14)] becomes completely independent of the critical current, and so does the effective photon transmission coefficient $\mathcal{T}$ [Eq. (20)]. The same behavior is thus reflected on the heat conductance.

In Fig. 4(b) we investigate the effect of an asymmetry between the two Josephson junctions in the SQUID. More specifically, they may have different tunnel resistances (and hence different critical currents): this is quantified by the parameter $r$ introduced in Eqs. (12). Assuming a certain value for one of the junctions critical currents at zero temperature, say $I^0_{c,b} = 1$ nA, we see that the more asymmetric the SQUID, the smaller the modulation contrast of $\mathcal{K}_\gamma$ will be: the symmetric case ($r = 1$) is thus the one with the highest modulation visibility, corresponding to the best impedance-matched condition. We notice also that the cusps which can be observed in the symmetric case at multiples of $\Phi_0/2$ are smoothed by the asymmetry: the $r = 0.5$ curve, for instance, exhibits a more regular sinusoidal shape.

Figure 5 shows how the maximum value of the normalized heat conductance, $\max\{\mathcal{K}_\gamma\}$, obtained when $\Phi_{\text{ext}} = \Phi_0/2$ (see Fig. 4), varies with the junctions capacitance $C_a = C_b = C$ and with the superconducting leads temperature $T_{1} = T_{2} = T$. From panel (a) we see that raising $C$ from 10 fF to 500 fF leads to an enhancement of $\max\{\mathcal{K}_\gamma\}$ of about one order of magnitude in the range of temperatures considered. This is a direct consequence of the behavior of the effective photon transmission coefficient investigated in Fig. 3. There we saw that, if $\omega > \omega_0$, $\mathcal{T}$ is a monotonically increasing function of $C$, and so is $\mathcal{K}_\gamma$, by virtue of Eq. (22). A larger junction capacitance leads to a stronger coupling between $S_1$ and $S_2$, which in turn leads to a larger heat exchanged between them.

The effect of the temperature is much more pronounced: panel (b) shows that raising the temperature from 0.1$T_c$ to 0.5$T_c$ leads to a drastic increase of $\max\{\mathcal{K}_\gamma\}$ up to thirteen orders of magnitude! This exponential increase can be inferred by looking at Eq. (22). The transmission coefficient $\mathcal{T}$ is multiplied by a weight function $\exp((-\hbar \omega)^2/k_B T^2) \sinh^2(\hbar \omega/2k_B T)$. The latter is a bell-shaped function of $\omega$, centered at $\omega = 0$, and whose width is proportional to $T$. The effect of this weight function is thus to select the frequency window in which the contribution of $\mathcal{T}$ is most relevant: for sufficiently large $T$, it encompasses the exponential increase of $\mathcal{T}$ which takes place for $\omega > \omega_0$ [see Fig. 3(b)]. The larger $T$, the stronger the exponential increase “seen” by the weight function will be.

On these scales, changing the junctions capacitance does not lead to appreciable effects: the various curves in panel (b) can be well distinguished only at large $T$, whereas they tend to collapse on a single curve as $T$ is lowered. We then conclude that the photon-mediated contribution to the heat conductance in a Josephson device is extremely sensitive to the temperature, and becomes more important when the latter is high. These behaviors for the heat conductance are the same for all the range of parameters considered, and $\mathcal{K}_\gamma$ always remains several orders of magnitude smaller than the quantum of heat conductance.

![Figure 4](image-url)
1 General Results

The phonon-mediated contribution in a superconductor is given by\(^{26}\):}

\[
\dot{Q}_{\text{ph}} = \frac{\Sigma V}{24 \zeta(5) \xi(\phi)} \int_0^\infty d\epsilon \epsilon^3 [n(\epsilon, T_1) - n(\epsilon, T_{\text{ph}})]
\]

\[
\times \int_{-\infty}^{\infty} d\epsilon \epsilon N_1(\epsilon) N_2(\epsilon) \left[ 1 - \frac{\Delta^2(T_1)}{E(\epsilon + \epsilon)} \right]
\]

\[
\times [f(\epsilon, T_1) - f(\epsilon + \epsilon, T_1)],
\]

\[(27)\]

where \(\Sigma\) is the material constant for electron-phonon coupling\(^{2}\), \(V\) is the volume of the superconducting electrodes, and \(\zeta(x)\) is the Riemann zeta function. Phonons in \(S_1\) are assumed to be in equilibrium at temperature \(T_{\text{ph}}\), with occupation given by the Bose-Einstein distribution \(n(\epsilon, T_{\text{ph}})\). Furthermore, we assume that lattice phonons present in every part of the SQUID are fully thermalized with the substrate phonons residing at \(T_{\text{ph}}\), thanks to the vanishingly small Kapitza resistance between thin metallic films and the substrate at low temperatures\(^{3,33}\).

Figure 6 shows the comparison between the net phonon-mediated heat \(\dot{Q}_{\gamma}\) flowing into \(S_1\) from \(S_2\) [Eq. (19)], the heat \(\dot{Q}_{\text{ph}}\) exchanged between \(S_1\) and the lattice phonons [Eq. (27)], and the galvanic heat flow \(\dot{Q}_{\Phi}\) [Eq. (25)]. The system considered is a SQUID as in Fig. 1(b) with a small asymmetry \(r = 0.95\) between the two Josephson junctions. The phonons and quasiparticles in \(S_2\) are assumed to be at the same temperature, \(T_{\text{ph}} = T_2\), while the temperature of \(S_1\) is gradually decreased from \(T_1 = T_2 = 0.3T_c\) [panel (a)] or from \(T_1 = T_2 = 0.5T_c\) [panel (b)] down to \(T_1 = 0.1T_c\). Looking at the figure from right to left, all the three terms are initially zero at \(T_1 = T_2\), then increase as \(T_1\) is lowered, and finally tend to saturate for sufficiently low \(T_1\). We notice that \(\dot{Q}_{\gamma}\) dominates \(\dot{Q}_{\text{ph}}\) in the whole range of temperature considered, and is in turn dominated by \(\dot{Q}_{\Phi}\). This is interesting because it shows that, if the photon-mediated heat flow is a small correction (\(\lesssim 1\%\)) with respect to the leading galvanic contribution, it is however much more important than the phonon-mediated one. By contrast, we recall that in normal metals the heat exchanged between electrons and phonons is typically much larger\(^{1}\), and thus for these systems the above statements may not hold. We point out that the data shown in Fig. 6 have been calculated at a fixed magnetic flux \(\Phi = \Phi_0/2\) that maximizes \(\dot{Q}_{\gamma}\). Changing \(\Phi\) also impacts \(\dot{Q}_{\Phi}\) through the interference term \(\dot{Q}_{\text{int}}\) [see Eq. (25)]; we have done extensive numerical simulations for different values of \(\Phi\) and checked that the results are only slightly altered, the qualitative picture being essentially unchanged.

We stress that the amount of heat radiated between the two superconductors in a SQUID setup as the one considered in this work [Fig. 1(b)] is much larger than it would be in the case of a single Josephson junction setup [Fig. 1(a)]. The latter situation would indeed correspond to a mismatched geometry\(^{35}\) in which \(S_1\) and \(S_2\), connected by a single \(L\)C parallel as the ones in Fig. 1(c), are then grounded through some small stray capacitances \(C_g\). The total impedance of the circuit would include the contributions associated to \(C_g\) and would be much larger than Eq. (14). In turn, by virtue of Eqs. (17) and (19),
VI. CONCLUSIONS

In this work we have investigated the photon-mediated heat transport in Josephson-coupled BCS superconductors. We have analyzed the photonic thermal conductance of a temperature-biased superconducting quantum interference device (SQUID), and found it to be several orders of magnitude smaller than the universal quantum of thermal conductance, \( \kappa_0(T) = \pi k_B^2 T / \hbar \). Our results are robust over a wide range of device parameters, such as the capacitance and critical current of the Josephson junctions, the temperature, and the asymmetry parameter between the junctions. In particular, we have observed that increasing C, I, and T enhances the coupling between the superconductors, thus resulting in a larger photon-mediated heat flow, whereas increasing the asymmetry \( r \) between the junctions reduces the modulation contrast of the heat conductance. For a temperature-biased SQUID with realistic setup parameters, we have shown that at low temperature the direct galvanic heat flow between the two superconductors exceeds by more than two orders of magnitude the photon-mediated one. Nevertheless, the latter is typically much larger than the heat current exchanged between electrons and lattice phonons. This shows that in principle by an appropriate nanodevice design one could make more relevant the photonics corrections. In fact, these have a long range nature being connected to electromagnetic radiation while the galvanic (quasiparticle) effects which are more localised since connected to quasiparticle heat diffusion.
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