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Abstract. New energy vehicles can improve the environmental pollution and thus benefit people's healthy life. As a core component of new energy vehicles, batteries play a crucial role in the performance of new energy vehicles. There are many factors to be considered when selecting the battery for a new energy vehicle, so it can be regarded as a MCDM problem. This study builds a useful model by combining the PLTS with the UTASTAR method. Firstly, to represent the uncertain and fuzzy information of experts, we use the PLTSs to accurately express the linguistic information of experts. Given that the weights of criteria are often different and there are some preferences for criteria among experts, we use the BWM to determine the weights of criteria, which can deal with hesitant information and make the result suitable for experts' preferences. The method proposed in this study can sort all alternatives based on a small amount of data. To show its applicability, we implement the method in the selection of new energy vehicle battery suppliers. Comparative analysis and discussions are made to verify the effectiveness of the method.
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Notations

- AHP – analytic hierarchy process;
- BWM – best-worst method;
- CSW – common set of weight;
- DEA – data envelopment analysis;
- DM – decision-maker;
- LTS – linguistic term set;
- MAUT – multi-attribute utility theory;
- MCDM – multi-criteria decision-making;
- MOORA – multi-objective optimization ratio analysis;
- PCA – principal component analysis;
- PL-UTASTAR – probabilistic linguistic UTASTAR;
- PLTS – probabilistic LTS;
- PROMETHEE – preference ranking organization method for enrichment of evaluation;
- S-UTASTAR – spatial UTASTAR

UTA – utilities additives;
UTASTAR – an ordinal regression method for building additive value functions;
WASPS – weighted aggregated sum product assessment.

Introduction

In recent years, the popularity of new energy vehicles has gradually increased under the guidance of government policy (Li, Jing 2019). More and more enterprises have designed and produced their own brands of new energy vehicles. New energy vehicles are composed of many parts such as on-board power supply, drive motor, control system, body, and site. Battery, as one of the most important components, often plays an important role in the overall performance of a vehicle (Chen et al. 2019). The components of new energy vehicles are mainly divided into two parts: self-production and procurement. The core tech-
nology of the battery is in the hands of a few companies, which has the core competitiveness. Therefore, the battery is often purchased through bidding. In this regard, many factors need to be considered when choosing suppliers. In this sense, the battery supplier selection of new energy vehicles can be regarded as an MCDM problem.

The UTASTAR method, one of the most famous MCDM methods, builds models based on reference sets to deal with large-scale scheme sorting problem. It has been widely implemented in various decision scenarios. Jacquet-Lagreze and Siskos (1982) proposed the UTA method to evaluate the additional utility function of aggregate multi-variable, which is an effective method to estimate utilities by linear regression. Siskos and Yannacopoulos (1985) proposed the UTASTAR method based on the original UTA method to standardize the algorithm steps. Many scholars applied the UTASTAR method and its variations to various fields such as finance, materials, and tourism. In the battery supplier development process, procurement experts may have uncertainty and hesitancy in the evaluation process about the quality of candidates. Patiniotakis et al. (2011) proposed a fuzzy UTASTAR method, which combined the fuzzy information with the original UTASTAR method; however, the fuzzy information in their model was based on the classical fuzzy set, which could not represent the hesitant perceptions of experts over qualitative criteria. In this regard, linguistic terms and their extensions can be used to model the qualitative cognition of experts well (Liao et al. 2018). Especially, the PLTS proposed by Pang et al. (2016) has been regarded as a flexible technique to depict both fuzzy uncertainty and probabilistic uncertainty existed in comprehensive decision-making problems. Many achievements and fruitful results have been obtained over the past several years in terms of decision-making and information fusion (Liao et al. 2020; Mi et al. 2020). However, currently, as far as we know, there is no research focused on the UTASTAR method with probabilistic linguistic information. This consists the first research gap of this study.

In addition, the fuzzy UTASTAR method proposed by Patiniotakis et al. (2011) did not consider how to determine the weights of criteria. The weights of different criteria are always different for evaluators because of the different preferences toward different aspects. For example, when we go to a hospital for medical treatment, the effect of treatment is often the most concerned and thus the weight of the treatment effect should be higher compared with the price and distance. To determine the weights of criteria appropriately, many methods have been developed over the past years. Among them, the BWM is a recently proposed method, which can be regarded as a variation of the classical AHP (Saaty 1977) with less pairwise comparisons of each object with either the best or worst criterion (Rezaei 2015). The BWM and its various extensions from different perspectives have been implemented in different areas. A survey about the state of the art of the BWM can be found in research by Mi et al. (2019).

Based on the above analysis, we can find that the current research on the UTASTAR method cannot depict the hesitant linguistic information that may exist in practical decision-making problems. Thus, in this study, we aim to propose a PL-UTASTAR method integrated with the BWM and call it as the PL-UTASTAR method, which could not only deal with the probabilistic linguistic information but also consider the weights of criteria. We should note that the PLTS is a generalized form in terms of both fuzzy uncertainty and probabilistic uncertainty, and thus the proposed method is much more general than the existing UTASTAR variations. The creative notes of this study are as follow:

1. Considering both the fuzzy uncertainty and probabilistic uncertainty of experts in the evaluation process, we represent the evaluations of experts by PLTSs; since the PLTS is a generalized form of both quantitative and qualitative fuzzy information, the proposed method is much more general than existing methods and experts can express their information more flexibly with PLTSs than other information representation forms;

2. We extend the traditional BWM to probabilistic linguistic context; given that the traditional UTASTAR method did not consider the weights of criteria, our method can determine the weights of criteria objectively;

3. After incorporating the BWM with the PL-UTASTAR method, we given the procedure of the PL-UTASTAR method and then implement it for the selection of new energy vehicle battery suppliers; some insights are given after data analysis.

The rest of this paper is composed as follows: in Section 1, the advances of the UTASTAR method, PLTS and BWM method are briefly reviewed. Section 2 proposes the PL-UTASTAR method and the detailed steps are listed. In Section 3, we select the most suitable new energy vehicle supplier by applying the PL-UTASTAR method. Some thoughts of this method and future research directions are put forward in Section 4. The paper is summarized last section.

1. Literature review and preliminaries

In this section, we review the UTASTAR method, PLTS and BWM for further presentation.

1.1. Advances of the UTASTAR method

Jacquet-Lagreze and Siskos (1982) proposed the UTA method to evaluate the utilities of alternatives based on the preference decomposition principle in MAUT. They used the linear programming technology to adjust the optimal additive nonlinear programming functions, matching the subjective evaluation of DMs. Many scholars applied the UTA method to different practical problems. For example, Athawale et al. (2011) used the UTA method in two real material selection cases. Walter and Pietrzak (2005) ap-
applied the UTA method to the process of odour screening. Grucu and Sikora (2013) implemented the UTA method to the rule generation process and proved that the ordering calculated by this method is reliable. Grigoroudis and Zopounidis (2012) proposed a variable method based on the UTA method and considered the complexity of different working modes through multi-criteria analysis. Considering the variables of the original UTA method, the error of the model still needs to be reduced to improve the stability of the method.

Based on the original UTA method, the UTASTAR method was proposed (Siskos, Yannacopoulos 1985), which set the reference standard as the difference of marginal utilities between two consecutive values on each criterion. Using the additive formula, it is convenient to evaluate the utility values falling within this region. Based on the UTASTAR method, many scholars have done outreach and related research in the past. Patiniotakis et al. (2011) proposed the fuzzy UTASTAR method, which used fuzzy additive value functions to deal with both accurate and fuzzy evaluation information. Haider et al. (2015) used the fuzzy UTASTAR method in evaluating the water quality taking into account of five sustainability criteria and several sub-criteria to obtain the ranking of different water quality management schemes. Makui and Momeni (2012) used the CSW in DEA to explain DM’s preference orderings in the UTASTAR method. The UTASTAR method was used to evaluate the utility function of investors in stock selection (Touni et al. 2019). Nikas et al. (2018) used the UTASTAR method in energy policymaking, which inferred local preferences from global preferences through preference decomposition. Demesouka et al. (2019) presented the S-UTASTAR, which was used for land-use suitability analysis based on multi-criteria spatial decision support systems. Zhang et al. (2020) proposed a priority-based intuitionistic multiplicative UTASTAR method and used it in low carbon tourism destination selection. As we can see, the current researches on the UTASTAR method could not represent the hesitant perceptions of experts over qualitative criteria. In this regard, many experts’ information cannot be expressed, and the model calculated from the reference set cannot deal with other data well. To bridge this challenge, we combine the PLTSs with the UTASTAR method to express the subjective expressions of qualitative criteria, which will improve the accuracy of the model with more information compared with the traditional method. Next, we will introduce the steps of the traditional UTASTAR method to facilitate further presentation.

The UTASTAR method aims to derive the additive value function from the reference set provided by a DM. Linear programming techniques are used to infer individual decision preferences in the form of utility functions, which again generate the ranking of schemes according to the distances to the reference set. The UTASTAR method can process the evaluation information of experts well through less data. The original UTASTAR method can be summarized in the following steps.

**Step 1.** Sorting the options in the reference set from the best to worst, i.e., $\beta_1 \succ \beta_2 \succ ... \succ \beta_m$. It is viable that some consecutive choices might be equal. The marginal utility function can be divided into several continuous parts and thus we assume that the function is piecewise linear (Figure 1). In addition, the score interval of the $ith$ criterion can be expressed as $[s_i^l, s_i^r]$, which can be divided into $(b_i - 1)$ equal parts. The score of the end node can be expressed as $s_i^j$ for the $ith$ criterion and the $jth$ interval, where:

$$ s_i^j = s_i + \frac{j - 1}{b_i - 1} [s_i^r - s_i^l], \quad (1) $$

for $i = 1, 2, ..., N$.

**Step 2.** The marginal utility function of alternative $\beta$ on criterion $c_i$ can be expressed as:

$$ u_i(s_i(\beta)) = \sum_{x=1}^{k-1} \lambda_{ix} + \frac{s_i(\beta) - s_i^j}{s_i^{j+1} - s_i^j} \lambda_{ik} \quad (2) $$

for $i = 1, 2, ..., N$, where: $\lambda_{ix}$ expresses the difference between the utility of two consecutive interval nodes.

**Step 3.** The global utility is calculated by the marginal utility:

$$ M[s(\beta)] = \sum_{i=1}^{n} u_i[s_i(\beta)] \quad (3) $$

for $i = 1, 2, ..., N$.

The utility difference of successive opinions can be represented as:

$$ \Delta(\beta_x, \beta_{x+1}) = M[s(\beta_x)] - \varepsilon^+(\beta_x) + \varepsilon^-(\beta_{x+1}) - M[s(\beta_{x+1})] + \varepsilon^+(\beta_{x+1}) - \varepsilon^-(\beta_x), \quad (4) $$

where: $\varepsilon^+(\beta)$, $\varepsilon^-(\beta)$ represent the overestimation and underestimation, respectively.

**Step 4.** To minimize the errors of the whole model, it is necessary to minimize the combination of all the over-estimations and underestimations. It also needs to satisfy the initial ordering given by the DM. In addition, the sum of all the difference between the utility of two consecutive interval nodes should be one. In this sense, the following linear programming can be established:

![Figure 1. Example of piecewise linear utility function (Patiniotakis et al. 2011)](image-url)
\[
\min G = \sum_{x=1}^{m} (e^+(\beta_x) + e^-(\beta_x)) \\
\left\{ \begin{array}{l}
\Delta(\beta_x, \beta_{x+1}) \geq \gamma, \text{if } \beta_x \succ \beta_{x+1}, \forall x; \\
\Delta(\beta_x, \beta_{x-1}) \approx 0, \text{if } \beta_x \preceq \beta_{x-1}, \forall x;
\end{array} \right.
\text{s.t.:} \sum_{i=1}^{n} \lambda_{ij} = 1; \\
\lambda_{ij} \geq 0, e^+(\beta_x) \geq 0, e^-(\beta_x) \geq 0, \forall i, j, x.
\]

By selecting the values of the paragraph points in sections, the utility function is used to calculate the values falling within the interval. More details about the UTASTAR method can be found in Patiniotakis et al. (2011) and Xiong, Cheng (2016).

### 1.2. PLTS

When we tolerate uncertainty or acknowledge the cost of precise numbers, linguistic variables have an advantage over precise numbers, especially for qualitative variables (Zadeh 1965, 1975, 2012). In addition, linguistic variables can represent numbers to some extent. Due to these advantages, many scholars have studied linguistic variables (Liao et al. 2018). To evaluate a linguistic variable, a LTS should be decided firstly as an assessment scale. There are two common LTSs $S_1 = \{s_0, s_1, s_2, \ldots, s_n\}$ and $S_2 = \{s_0, s_1, s_2, \ldots, s_n, \ldots, s_{2\cdot\tau}\}$, where $\tau$ is a positive integer. Both of them can be chosen according to the actual situation. In this paper, we take the second one as an illustration.

In some cases, linguistic variables cannot be accurately given by DMs. Additionally, there is even hesitation between different linguistic variables. For instance, an expert is 70% sure that the project is "good" and 30% sure "pretty good". To represent such kind of information, the concept of PLTS was proposed to express experts’ evaluation information accurately (Pang et al. 2016).

**Definition.** Let $S = \{s_{-1}, s_0, \ldots, s_\tau\}$ be an LTS (Pang et al. 2016). The PLTS can be expressed as:

\[
U(p) = \left\{ U^{(v)} \left( p^{(v)} \right) \right\}_{v=1, 2, \ldots, \#U(p)} \subset S, p^{(v)} \geq 0,
\]

\[
v = 1, 2, \ldots, \#U(p), \sum_{v=1}^{\#U(p)} p^{(v)} \leq 1, \quad (6)
\]

where: $U^{(v)} \left( p^{(v)} \right)$ refers to the linguistic term $U^{(v)}$ with the probability $p^{(v)}$, and the number of all different linguistic terms is $\#U(p)$.

For a PLTS with $\sum_{v=1}^{\#U(p)} p^{(v)} < 1$, its normalized form can be expressed as (Pang et al. 2016):

\[
\hat{U}(p) = \left\{ U^{(v)} \left( \hat{p}^{(v)} \right) \right\}_{v=1, 2, \ldots, \#U(p)}, \quad (7)
\]

where:

\[
\hat{p}^{(v)} = \frac{p^{(v)}}{\sum_{v=1}^{\#U(p)} p^{(v)}}
\]

for all $v = 1, 2, \ldots, \#U(p)$.

For the normalized PLTS $U(p)$ with $\alpha^{(v)}$ being the subscript of the LTS, the score function is (Wu et al. 2018):

\[
E(U(p)) = \frac{\sum_{v=1}^{\#U(p)} \left( \frac{\tau + \alpha^{(v)}}{2 - \tau} \cdot p^{(v)} \right)}{\sum_{v=1}^{\#U(p)} p^{(v)}}. \quad (8)
\]

According to the score function, the variance of $U(p)$ is:

\[
\sigma(U(p)) = \left( \frac{\sum_{v=1}^{\#U(p)} \left( \frac{\tau + \alpha^{(v)}}{2 - \tau} \cdot E(U(p)) \right)^2 \cdot p^{(v)}}{\sum_{v=1}^{\#U(p)} p^{(v)}} \right)^{1/2}. \quad (9)
\]

### 1.3. BWM

To determine the weights of criteria, scholars have done a lot of research, among which the AHP (Saaty 1977) is a classical method that adopts the idea of pairwise comparisons over the selection criteria. The AHP was used in supplier selection by Hruška et al. (2014). To deal with the uncertainty, Stević et al. (2019) used the fuzzy AHP to determine the importance of different standards for suppliers. Beiragh et al. (2020) put forward a method of sustainable performance evaluation from qualitative and quantitative perspectives, using the AHP to give subjective weights to the data, and then using the PCA to give objective weights to the data to reduce the number of indicators. Compared with the AHP, the BWM (Rezaei 2015) can greatly reduce the number of pairwise comparisons. Since the BWM was proposed, many scholars have made further research on this method. Mi et al. (2019) made a literature review on the BWM method. Many scholars applied the BWM to practical scenarios. Van de Kaa et al. (2020) used the BWM in the value ranking of ethical and moral issues of new technology, and ranked smart meters through three dimensions of social politics, market and family. Ishizaka and Resce (2021) proposed the Best-Worst-PROMETHEE to avoid the problem of ranking inversion, and used the proposed method to rank schools in the program for international student assessment. Asadabadi et al. (2020) proposed a fuzzy inference system to evaluate fuzzy items and used the BWM method in the ordering process against the delivered products. In this paper, we use the BWM to determine the weights of criteria, which can make the model get an accurate ordering.

The steps of the original BWM are shown as follows.
Step 1. Establish decision criteria for alternatives. The identification of evaluation criteria for alternatives is essential and serves as the basis for evaluation. A set of decision criteria \( C = \{c_1, c_2, \ldots, c_n\} \) are supposed to be provided by DMs firstly.

Step 2. Identify the best criteria \( c_b \) and the worst criteria \( c_w \) from the set \( C = \{c_1, c_2, \ldots, c_n\} \).

Step 3. Compare the best criteria \( c_b \) with all the other criteria from \( C \). The DMs could express their preferences by 1 to 9, which could be expressed as \( P_B = \{P_{B1}, P_{B2}, \ldots, P_{Bn}\} \).

Step 4. Compare all the other criteria from \( C \) with \( c_w \). The DM could express their preferences by 1 to 9, which could be expressed as \( P_W = \{P_{W1}, P_{W2}, \ldots, P_{Wn}\} \).

Step 5. According to the above preferences, the optimal weights of criteria are calculated and expressed as \( \left( w^*_1, w^*_2, \ldots, w^*_n \right) \). To get the optimal weights of criteria, for each pair of \( w^*_B = p_{Bl} \), and \( w^*_W = p_{Wl} \), they should satisfy \( \frac{w^*_B}{w^*_l} = p_{Bl} \), and \( \frac{w^*_W}{w^*_l} = p_{Wl} \). We aim to minimize the maximum of the absolute value difference \( \left| \frac{w^*_B}{w^*_l} - p_{Bl} \right| \) and \( \left| \frac{w^*_W}{w^*_l} - p_{Wl} \right| \). In addition, the non-negative and additive properties must be satisfied. Thus, the following model is established:

\[
\begin{align*}
\min & \quad \max_i \left( \left| \frac{w^*_B}{w^*_l} - p_{Bl} \right| , \left| \frac{w^*_W}{w^*_l} - p_{Wl} \right| \right) \\
\text{s.t.:} & \quad \sum_i w_i = 1; \\
& \quad w_i \geq 0, \text{ for all } i.
\end{align*}
\]

The above programming can be translated into the following model:

\[
\begin{align*}
\min \psi & \quad \left| \frac{w^*_B}{w^*_l} - p_{Bl} \right|, \text{ for all } i; \\
\text{s.t.:} & \quad \left| \frac{w^*_W}{w^*_l} - p_{Wl} \right| \leq \psi, \text{ for all } i; \\
& \quad \sum_i w_i = 1; \\
& \quad w_i \geq 0, \text{ for all } i.
\end{align*}
\]

Solving this model, we can get the optimal weight vector \( \left( \bar{w}_1, \bar{w}_2, \bar{w}_3, \ldots, \bar{w}_n \right)^T \).

2. The PL-UTASTAR method

Sometimes, experts may not provide accurate evaluations and often hesitate between two or more standards. Such uncertainty would lead to the loss of information and inaccurate evaluations. Because the importance of criteria is different, we need to consider the weights of criteria in evaluation. In this sense, we propose the PL-UTASTAR method, which conforms to the linguistic expression habits of experts and considers the influence brought by the weights of criteria. DMs can evaluate different alternatives according to their preferences under different criteria. The evaluation information provided by experts is expressed by PLTSs and the output is crisp numbers. Compared with the original UTASTAR method, the PL-UTASTAR method improves the accuracy of expert evaluations and collects information more comprehensively. The idea of the PL-UTASTAR method is demonstrated in Figure 2.

2.1. Steps of the PL-UTASTAR method

The steps of the PL-UTASTAR method are as follows (Figure 3).

Step 1. Determine the set of evaluation criteria \( C = \{c_1, c_2, \ldots, c_n\} \) and the weights of criteria are supposed to be calculated by the BWM method.

Step 2. Sorting the options in the reference set from the best to the worst, i.e., \( \beta_1 \succeq \beta_2 \succeq \ldots \succeq \beta_m \). All the opinions in the reference set are expressed in PLTSs by the DM and the set of linguistic terms are sorted in ascending order. It is viable that some consecutive choices are equal, but too many of these situations will affect the accuracy of the result.

Step 3. Before expressing the global utility of alternatives, the marginal utility functions of criteria are expressed by:

\[
\begin{align*}
\bar{u}_i \left[ s_i (\beta) \right] = \sum_{x=1}^{k-1} \lambda_{ix} + \tilde{s}_i (\beta) - \tilde{s}_j \cdot \tilde{\lambda}_{ik}, \\
\forall i = 1, 2, \ldots, N.
\end{align*}
\]

The global utility is calculated by the marginal utilities and their corresponding weights:

\[
\begin{align*}
M[s(\beta)] = w_j \cdot \sum_{i=1}^{N} \bar{u}_i \left[ s_i (\beta) \right].
\end{align*}
\]
Step 4. The overestimation and underestimation are \( \hat{\varepsilon}^+ (\beta) \) and \( \hat{\varepsilon}^- (\beta) \), respectively. Then, the difference of the utilities of successive opinions can be represented as
\[
\Delta(\beta_x, \beta_{x+1}) = M[s(\beta_x)] - \hat{\varepsilon}^+ (\beta_x) + \hat{\varepsilon}^- (\beta_x) - \hat{\varepsilon}^+ (\beta_{x+1}) - \hat{\varepsilon}^- (\beta_{x+1}).
\]
(14)

Step 5. The target of creating a linear programming is to minimize the overestimation and underestimation of all criteria. When a choice is superior to its continuous choice, the global fuzzy utility difference should be greater than the threshold \( g \). If two successive schemes are similar, the difference of utilities should be approximately equal to 0.

\[
\min \hat{G} = \sum_{x=1}^{m} (\hat{\varepsilon}^+ (\beta_x) + \hat{\varepsilon}^- (\beta_x))
\]
\[
\begin{align*}
\Delta(\beta_x, \beta_{x+1}) &\geq \gamma \quad \text{if} \quad \beta_x \succ \beta_{x+1}, \quad \forall x; \\
\Delta(\beta_x, \beta_{x+1}) &\approx 0 \quad \text{if} \quad \beta_x \sim \beta_{x+1}, \quad \forall x; \\
\sum_{i=1}^{N} \sum_{j=1}^{k-1} \lambda_{ij} &\geq 1; \\
\hat{\lambda}_{ij} \geq 0, \hat{\varepsilon}^+ (\beta_x) \geq 0, \hat{\varepsilon}^- (\beta_x) \geq 0, \quad \forall i, j \text{ and } x.
\end{align*}
\]
(15)

2.2. Discussion on the advantages and disadvantages of the PL-UTASTAR method

The PL-UTASTAR method evaluates and sorts a batch of schemes according to DM’s preferences under different criteria. Considering the fuzzy information in DM’s evaluations, we express the fuzzy information by PLTSs, which is suitable for people’s general expression habit.

The algorithm consists of five steps. There are many different criteria in the evaluation process, so the first step is to determine the weights of different criteria based on the preferences of the DM. Compared with the AHP method, the BWM reduces the calculation work to a certain extent by determining the optimal and the worst criteria and comparing these two criteria with others. The second step is to sort the options in the reference set from the best to the worst and express the evaluations of different options. Considering the fuzzy information in evaluations, PLTSs are used to express the information compatibly. The marginal utilities of options are calculated and the corresponding weights can be multiplied to obtain the global utilities of alternatives in the third step. In the fourth step, we calculate the differences between successive options and introduce two variables: overestimation and underestimation. A linear programming model is established to minimize the combination of all overestimation and underestimation. The model can be calculated through software packages in the fifth step.

There are some advantages of the algorithm:

- The weights of criteria are determined by the BWM, which makes the model more accurate than the
original algorithm. Compared with the traditional AHP, the computational complexity is reduced, especially when the number of criteria is large. In other words, the PL-UTASTAR method can process a larger amount of information more accurately than the original model;

» PLTSs are used to express and calculate the information in the model, which can express the hesitancy of experts and be pretty suitable for people's expression habits. In the evaluation process, there may be some fuzzy information, which cannot be expressed by exact numbers. The PLTS plays an important role in the model, which can represent not only DM's hesitancy between multiple linguistic items, but also can denote the different degrees of preferences for multiple possible linguistic items. The process of building a model to evaluate more data based on the reference set information requires the DM to evaluate the comprehensiveness of information. The use of PLTSs in the model enables the DM to express information more comprehensively and makes the model more accurate than the original one;

» although the traditional UTASTAR method and the PL-UTASTAR method calculate the same results in sorting the reference set, there are some differences when it comes to processing more data. The PL-UTASTAR method considers the weights of criteria and provides more comprehensive evaluations of objects, making the model more accurate in generating sorting. The results calculated by the original method do not take into account the impression of the weights of criteria, so the evaluations of the schemes with good performances under important criteria are not high.

Of course, there are some shortcomings in the above algorithm, which can be further improved in the future research:

» the influence of the data quantity of the reference set has an impact on the accuracy of the whole model. Theoretically, the larger the data quantity is, the more accurate the model will be. However, if the data quantity is too large, there will be too much work to build the model. The DM needs to process a certain amount of data to produce an accurate model. The model accuracy and workload need to be trade-off to achieve a balance point;

» in the third step of the PL-UTASTAR algorithm, PLTSs should be transformed into accurate numbers, which will inevitably result in the loss of original information. If PLTSs are brought into the process of marginal utility calculation, they should retain the original information in theory. The relevant calculation methods need to be further studied and discussed;

» in the evaluation process, the preferences of the DM may be expressed by more than one kind of information, so, it is necessary to consider the synthesis of different information representation forms. For example, for the evaluation of the vehicle comfort index, the PLTS is often pretty suitable, while the data of acceleration of vehicle for 100 km needs to be expressed by a fuzzy number or a precise number. How to bring this information into the calculation of marginal utilities needs further discussion.

3. Case study

According to the survey, new energy vehicles have become one of the hottest topics for many enterprises and users in 2019. To demonstrate the effectiveness and accuracy of the PL-UTASTAR method mentioned above, we apply the method to the process of battery supplier selection for new energy vehicles. The order of alternative suppliers in the reference set is calculated by the model, which can process more information of suppliers.

3.1. Case description

Renewable resource is a hot topic in contemporary society (Papapostolou et al. 2017; Alizadeh et al. 2020). According to scientific consensus, the emission of greenhouse gases will cause the global warming trend to rise, which will lead to a series of disasters (Nian et al. 2014). Therefore, the widespread use of clean energy and technology upgrading is crucial for development. As a kind of clean energy, electricity is produced by burning fossil fuels, which inevitably produces gas emissions, including a large amount of carbon dioxide (Whittington 2002). With the continuous improvement of technology, the carbon emission brought by electricity will be reduced and the cost will be effectively saved (Sims et al. 2003). Many countries have issued relevant policies to jointly promote environmentally friendly technologies and reduce greenhouse gas emissions (Alizadeh et al. 2015, 2016). As one of the renewable energy batteries, new energy vehicles have been developed for many years. Powered by the improvement of science and technology, the transformation and industrial upgrading is an important way for the development of the automobile industry. Considering green, environmental protection, emission reduction, renewable and other factors, new energy vehicles with lithium batteries have become the future mainstream development direction. In recent years, new energy vehicles have become an increasingly common means of transportation. Compared with traditional gasoline-powered vehicles, new energy vehicles are more environmentally friendly and energy efficient. The government encourages people to buy new energy vehicles and has promulgated many preferential policies, which means that the number of new energy vehicles will continue to rise. With the continuous improvement and maturity of technology, new energy vehicles have become a choice of many manufacturers and users. Liu, Kokko (2013) and Gong et al. (2013) pointed out that new energy vehicles, as one of the promising development directions in the future, are well affected by the policy of the country in the process of development. The state needs to vigorously encourage
technological development, strive to reduce cost and price, and keep the balance between competitors. By clustering analysis through investigating car-buyers, Carreno et al. (2014) pointed out that the majority of consumers will buy new energy vehicles in the future. Yuan et al. (2015) reviewed the development of new energy vehicles in 2015 and put forward suggestions regarding the future development direction. Yuan and Jiang (2019) provided a model to support the future development of new energy vehicles.

Battery, as one of the core components of new energy vehicles, has a great impact on the overall performance of a vehicle. Diouf and Pode (2015) claimed that lithium battery, which is the main energy storage method of renewable energy, has great potential and advantages. However, the widespread applications of lithium batteries will face many challenges in the future, including the recycling scheme of used batteries (Li et al. 2020). There are many suppliers providing lithium batteries for car companies. New energy automobile companies need to consider various factors of lithium batteries provided by suppliers to decide which supplier’s products to use. Therefore, the ranking of alternative lithium battery supplier is very important for the decision-making of new energy automobile company. Reasonable selection of battery suppliers can effectively improve the efficiency of energy suppliers to a certain extent and improve the performance of the whole supply chain (Kaleibari et al. 2016). Jayant et al. (2019) used the MOORA and WASPAS methods to provide a prioritization of supplier development for a battery manufacturing plant in India. Sola and Mota (2012) established a model to select the optimal portfolio selection aiming to replace technologies in industrial motor systems through the MAUT. To our knowledge, no one has applied the UTASTAR family of methods to the field of lithium battery selecting, so it is relatively novel to apply the PL-UTASTAR method to the selection of the supplier of lithium battery in the process of procurement bidding.

New energy automobile company A is one of the largest and most authoritative company in China. Suppose that the company has a new car product and needs to choose a suitable supplier of lithium batteries. There are five lithium battery suppliers \(\{a_1, a_2, a_3, a_4, a_5\}\) in the reference set who are willing to bid for the project. To select the most suitable supplier for the company, the DM evaluates the suppliers under four criteria \(\{c_1, c_2, c_3, c_4\}\) based on a proper LTS. The four evaluation criteria are battery energy density, price, charging speed, and safety. The battery energy density \(c_1\) means the quality of the battery, including battery capacity, battery size and the suitability with the car; \(c_2\) is the cost, which represents the supplier’s quotation based on material cost and manufacturing cost; the charging speed \(c_3\) is the rate of the charging speed; \(c_4\) represents the safety of the battery and the safety factor cannot be ignored in choosing the battery supplier. We need DM to make subjective evaluations on suppliers and the information of the DM is collected for processing. Among all the criteria, the second criterion is a cost criterion and the others are beneficial criteria. The LTS on the criterion is: \(S = \{s_{-3} = \text{very low}, s_{-2} = \text{low}, s_{-1} = \text{slightly low}, s_0 = \text{medium}, s_1 = \text{slight high}, s_2 = \text{high}, s_3 = \text{very high}\}\). We make the assumption that all semantics are evenly distributed.

### 3.2. Solving the case by the PL-UTASTAR method

Next, we implement the PL-UTASTAR method in the selection of battery suppliers.

**Step 1.** Firstly, expert needs to use the BWM to determine the weights of criteria. The invited expert identifies battery energy density \(c_1\) as the best criteria and charging speed \(c_2\) as the worst one. The results of the expert comparison of criteria are shown in Tables 1 and 2.

The data in Tables 1 and 2 is used to establish a model as follows to derive the weights of criteria:

\[
\min \psi \quad \text{subject to} \quad \begin{align*}
\frac{w_1}{w_2} - 4 &\leq \psi; \\
\frac{w_1}{w_3} - 8 &\leq \psi; \\
\frac{w_1}{w_4} - 3 &\leq \psi; \\
\frac{w_2}{w_3} - 4 &\leq \psi; \\
\frac{w_4}{w_3} - 5 &\leq \psi; \\
w_1 + w_2 + w_3 + w_4 &\geq 1
\end{align*}
\]

Solving this model, we can derive:

- \(\psi = 1.000\);
- \(w_1 = 0.514\);
- \(w_2 = 0.171\);
- \(w_3 = 0.058\);
- \(w_4 = 0.257\).

**Step 2.** Suppose that the expert from the automotive purchasing department is invited to evaluate five suppliers \(\{b_1, b_2, b_3, b_4, b_5\}\) according to four criteria \(\{c_1, c_2, c_3, c_4\}\), where: \(c_1\) – battery energy density; \(c_2\) – cost; \(c_3\) – charging speed; \(c_4\) – safety. The evaluation is conducted in PLTSs. The data can be tabulated in Table 3.

| Criteria | \(c_1\) | \(c_2\) | \(c_3\) | \(c_4\) |
|----------|--------|--------|--------|--------|
| Best criterion: \(c_1\) | 1      | 4      | 8      | 3      |

| Criteria | Worst criterion \(c_3\) |
|----------|---------------------|
| \(c_1\)  | 8                   |
| \(c_2\)  | 4                   |
| \(c_3\)  | 1                   |
| \(c_4\)  | 5                   |
### Table 3. PLTs of evaluation information

| Alternatives | Criteria          | battery energy density | cost          | charging speed | safety          | ranking |
|--------------|-------------------|------------------------|---------------|---------------|-----------------|---------|
| Supplier β₁ | {s₂(0.60), s₃(0.30)} | {s₂(0.40), s₃(0.40)} | {s₂(0.40), s₃(0.60)} | {s₂(0.50), s₃(0.50)} | 1               |
| Supplier β₂ | {s₂(0.80), s₃(0.20)} | {s₁(0.40), s₂(0.30), s₃(0.30)} | {s₁(0.30), s₂(0.70)} | {s₂(0.80), s₃(0.10)} | 2               |
| Supplier β₃ | {s₁(0.40), s₃(0.50)} | {s₀(0.60), s₃(0.30), s₃(0.10)} | {s₂(0.30), s₇(0.70)} | {s₁(0.40), s₂(0.60)} | 3               |
| Supplier β₄ | {s₁(0.50), s₂(0.40)} | {s₉₋₂(0.30), s₋₁(0.60)} | {s₋₁(0.30), s₀(0.70)} | {s₁(0.30), s₂(0.70)} | 3               |
| Supplier β₅ | {s₉(0.20), s₁(0.70)} | {s₋₃(0.20), s₋₂(0.30), s₋₁(0.50)} | {s₁(0.50), s₂(0.50)} | {s₁(0.60), s₀(0.30)} | 4               |

### Table 4. Expert's normalized PLTS evaluation information

| Alternatives | Criteria          | battery energy density | cost          | charging speed | safety          | ranking |
|--------------|-------------------|------------------------|---------------|---------------|-----------------|---------|
| Supplier β₁ | {s₂(0.67), s₃(0.33)} | {s₋₃(0.44), s₋₂(0.56)} | {s₂(0.40), s₃(0.60)} | {s₂(0.50), s₃(0.50)} | 1               |
| Supplier β₂ | {s₂(0.80), s₃(0.20)} | {s₁(0.40), s₂(0.30), s₃(0.30)} | {s₁(0.30), s₂(0.70)} | {s₂(0.89), s₃(0.11)} | 2               |
| Supplier β₃ | {s₁(0.44), s₂(0.56)} | {s₀(0.60), s₃(0.30), s₃(0.10)} | {s₂(0.30), s₇(0.70)} | {s₁(0.40), s₂(0.60)} | 3               |
| Supplier β₄ | {s₁(0.56), s₂(0.44)} | {s₁(0.67), s₂(0.33)} | {s₋₁(0.30), s₀(0.70)} | {s₁(0.30), s₂(0.70)} | 3               |
| Supplier β₅ | {s₉(0.22), s₁(0.78)} | {s₋₃(0.20), s₋₂(0.30), s₋₁(0.50)} | {s₁(0.50), s₂(0.50)} | {s₁(0.67), s₂(0.33)} | 4               |

Among these criteria, c₂ is a cost criterion and the others are benefit criteria. Therefore, we should first transform the cost criterion into the benefit criterion by swapping the subscript of the PLTS. For example, the expression of the cost criterion \{s₀(0.60), s₁(0.30), s₂(0.10)\} can be converted to the presentation of the benefit criterion \{s₋₂(0.10), s₋₁(0.30), s₀(0.60)\}. The normalized PLTSs can be obtained in Table 4.

**Step 3.** Calculate the scores of all PLTSs in Table 4 by Equation (8), which will facilitate our subsequent calculation. The results can be clearly seen in Table 5.

Besides, we need to compute the evaluation scale sections of each criterion. In this supplier selection problem, we arrange the second criterion with three evaluation scale sections and others with three evaluation scale sections (Table 6). For instance, the second criterion is distributed between 0.093 and 0.794. The minimum boundary is the minimum value in the expert evaluation and the maximum boundary is the maximum value in the expert evaluation. γ and φ represent the threshold values and we suppose that γ = 0.05 and φ = 0.01.

The utilities of the alternatives can be calculated by:

\[
M(β₁) = w₁ · u₁[β₁] + w₂ · u₂[β₁] + w₃ · u₃[β₁] + w₄ · u₄[β₁] + w₅ · u₅[β₁] + \ldots
\]

(17)

For criterion 1, the interval end points are \(s₁ = s₀ = 0.63\), \( s₁ = 0.7595 \), \( s₁ = 0.889 \). We can infer that \(s₁(a₁)\) is in the second section of the first criterion. By Equation (12), we can calculate the marginal utility function:

\[
u₁[β₁] = \lambda₁₁ + \frac{s₁(β₁) - s₁}{(s₂ - s₁)} \cdot \lambda₁₂ = \lambda₁₁ + \lambda₁₂.
\]

Similarly, we can count the utilities of other criteria. The scores of \(s₂(a₁), s₃(a₁)\) and \(s₄(a₁)\) are distributed in the first and second sections, respectively, under the criteria "cost", "charging speed" and "safety":

\[
u₂[β₁] = 0 \cdot \lambda₂₁ + 0 \cdot \lambda₂₂ + 0 \cdot \lambda₂₃;
\]

\[
u₃[β₁] = \lambda₃₁ + 0.932 \cdot \lambda₃₂;
\]

\[
u₄[β₁] = \lambda₄₁ + \lambda₄₂.
\]
The global utility of scheme $\beta_1$ is:

$$M(\beta_1) = w_1 \cdot u_1 \left[ s_1(\beta_1) \right] + w_2 \cdot u_2 \left[ s_2(\beta_1) \right] = 0.058 \cdot \lambda_{31} + 0.058 \cdot \lambda_{32} + 0.0193 \cdot \lambda_{33} + 0.0257 \cdot \lambda_{34}.$$

Similarly, we can calculate the global utility value of other schemes by:

$$M(\beta_3) = 0.519 \cdot \lambda_{11} + 0.171 \cdot \lambda_{12} + 0.0699 \cdot \lambda_{21} + 0.058 \cdot \lambda_{31} + 0.1180 \cdot \lambda_{32} + 0.5119 \cdot \lambda_{11} + 0.171 \cdot \lambda_{12} + 0.0699 \cdot \lambda_{21} + 0.058 \cdot \lambda_{31} + 0.5119 \cdot \lambda_{11} + 0.171 \cdot \lambda_{12} + 0.0699 \cdot \lambda_{21} + 0.058 \cdot \lambda_{31} + 0.1180 \cdot \lambda_{32} + 0.4406 \cdot \lambda_{11} + 0.171 \cdot \lambda_{12} + 0.0699 \cdot \lambda_{21} + 0.058 \cdot \lambda_{31} + 0.1180 \cdot \lambda_{32} + 0.4406 \cdot \lambda_{11} + 0.171 \cdot \lambda_{12} + 0.0699 \cdot \lambda_{21} + 0.058 \cdot \lambda_{31} + 0.1180 \cdot \lambda_{32}.$$

**Step 4.** We calculate the overestimate and underestimate functions $e^+(\beta_x)$ and $e^-(\beta_x)$ for each scheme by:

$$M(\beta_1) = 0.519 \cdot \lambda_{11} + 0.171 \cdot \lambda_{12} + 0.0699 \cdot \lambda_{21} + 0.058 \cdot \lambda_{31} + 0.1180 \cdot \lambda_{32} + 0.4406 \cdot \lambda_{11} + 0.171 \cdot \lambda_{12} + 0.0699 \cdot \lambda_{21} + 0.058 \cdot \lambda_{31} + 0.1180 \cdot \lambda_{32}.$$

Next, we calculate the utility difference values between continuous schemes by:

$$\Delta M_{\beta_1\beta_3} = 0.054 \cdot \lambda_{31} + 0.054 \cdot \lambda_{32} + 0.0193 \cdot \lambda_{33} + 0.0257 \cdot \lambda_{34} + e^-(\beta_3) - e^+(\beta_3) = 0.054 \cdot \lambda_{31} + 0.054 \cdot \lambda_{32} + 0.0193 \cdot \lambda_{33} + 0.0257 \cdot \lambda_{34} + e^-(\beta_3) - e^+(\beta_3).$$

The order provided by the DM from the reference set is $\beta_1 \succ \beta_2 \succ \beta_3 \succ \beta_4 \succ \beta_5$. Among them $\beta_1$ is preferred than $\beta_2$ and $\beta_3$ is the same level as $\beta_4$ and so on. To ensure the distinctiveness of the difference, we set the threshold $\gamma$ is 0.05 in our example. Then, the inequality relations are expressed as follows:

$$\Delta M_{\beta_1\beta_2} \geq \gamma;$$
$$\Delta M_{\beta_1\beta_3} \geq \gamma;$$
$$\Delta M_{\beta_1\beta_4} = 0;$$
$$\Delta M_{\beta_1\beta_5} \geq \gamma.$$

**Step 5.** To establish a linear programming model, the objective function is $\sum_{x=1}^{5} (e^+(\beta_x) + e^-(\beta_x))$ and the con-
The linear programming can be seen clearly in Table 7. Table 7 is presented as a vertical table and the last column is the objective function. The results of the linear programming calculated by the software are:

| Variable | Coefficient |
|----------|-------------|
| $\lambda_{11}$ | 0.002 0.071 0.441 1 |
| $\lambda_{12}$ | 0.087 0.427 1 |
| $\lambda_{21}$ | -0.067 -0.104 1 |
| $\lambda_{22}$ | -0.070 -0.101 1 |
| $\lambda_{23}$ | -0.125 -0.046 1 |
| $\lambda_{24}$ | 0.058 -0.058 -0.012 1 |
| $\lambda_{25}$ | 0.139 -0.042 0.160 1 |
| $\lambda_{26}$ | 0.172 0.085 1 |
| $\epsilon^+(\beta_1)$ | -1 1 |
| $\epsilon^-(\beta_1)$ | 1 1 |
| $\epsilon^+(\beta_2)$ | 1 -1 1 |
| $\epsilon^-(\beta_2)$ | -1 1 1 |
| $\epsilon^+(\beta_3)$ | 1 -1 1 |
| $\epsilon^-(\beta_3)$ | -1 1 1 |
| $\epsilon^+(\beta_4)$ | 1 1 |
| $\epsilon^-(\beta_4)$ | -1 1 1 |

Based on the above results, the utility values can be calculated by:

For density:

$\tilde{M}_{density}(\bar{\beta}) = \begin{cases} par_1, & \text{if } \tilde{\beta}_{density} \in [0.63, 0.7595] \\ par_2, & \text{if } \tilde{\beta}_{density} \in [0.7595, 0.889] \end{cases}$

For cost:

$\tilde{M}_{cost}(\bar{\beta}) = \begin{cases} par_1, & \text{if } \tilde{\beta}_{cost} \in [0.093, 0.323] \\ par_2, & \text{if } \tilde{\beta}_{cost} \in [0.323, 0.553] \\ par_3, & \text{if } \tilde{\beta}_{cost} \in [0.553, 0.784] \end{cases}$

For speed:

$\tilde{M}_{speed}(\bar{\beta}) = \begin{cases} par_1, & \text{if } \tilde{\beta}_{speed} \in [0.450, 0.700] \\ par_2, & \text{if } \tilde{\beta}_{speed} \in [0.700, 0.950] \end{cases}$

For safety:

$\tilde{M}_{safety}(\bar{\beta}) = \begin{cases} par_1, & \text{if } \tilde{\beta}_{safety} \in [0.722, 0.820] \\ par_2, & \text{if } \tilde{\beta}_{safety} \in [0.820, 0.917] \end{cases}$
Using these expressions, we can get the utility values of the reference set and other schemes. All we need to do is to distinguish the interval of utility function. Using the above formula, the utilities of the five schemes in our case are calculated as:

\[
\begin{align*}
M(\beta_1) &= 0.1947; \\
M(\beta_2) &= 0.1447; \\
M(\beta_3) &= 0.0947; \\
M(\beta_4) &= 0.0947; \\
M(\beta_5) &= 0.0447.
\end{align*}
\]

The results are consistent with the first order given by the expert. Using the utility function model, we can process and sort a large number of scheme data.

Compared with the traditional UTASTAR and fuzzy UTASTAR methods, our method considers the weights of criteria and is suitable with the habits of people from the perspective of linguistic expressing.

### 3.3. The calculation results of the original UTASTAR method

For comparing, we suppose the DM evaluated the criteria and schemes for the same reference set by the original UTASTAR method. The evaluation information can be expressed and shown in Table 8.

By the original UTASTAR method, we can get the following results:

\[
\begin{align*}
\lambda_{11} &= 0.472; \\
\lambda_{12} &= 0; \\
\lambda_{21} &= 0; \\
\lambda_{22} &= 0.094; \\
\lambda_{23} &= 0.331; \\
\lambda_{31} &= 0; \\
\lambda_{32} &= 0; \\
\lambda_{41} &= 0.053; \\
\lambda_{42} &= 0.05; \\
\bar{G} &= e^{-}(\beta_1) = e^{+}(\beta_1) = e^{-}(\beta_2) = e^{+}(\beta_2) = \\
e^{-}(\beta_3) = e^{+}(\beta_3) = e^{-}(\beta_4) = e^{+}(\beta_4) = \\
e^{-}(\beta_5) = e^{+}(\beta_5) = 0.
\end{align*}
\]

Table 8. Expert’s evaluation information for the original UTASTAR method

| Alternatives | Criteria  | battery energy density | cost | charging speed | safety | ranking |
|--------------|-----------|------------------------|------|----------------|--------|---------|
| Supplier β₁ | 9         | 3                      | 9    | 9              | 9      | 1       |
| Supplier β₂ | 8         | 5                      | 7.5  | 8              | 2      |         |
| Supplier β₃ | 7.5       | 6.5                    | 9.5  | 7.5            | 3      |         |
| Supplier β₄ | 7         | 8                      | 4.5  | 7.5            | 3      |         |
| Supplier β₅ | 6.5       | 9                      | 6.5  | 7              | 4      |         |

Then, the utility functions can be established according to these results as:

\[
\begin{align*}
\tilde{M}_{\text{density}}(\tilde{\beta}) &= \begin{cases} 
par_1, & \text{if } \tilde{\beta}_{\text{density}} \in [6.5, 7.75]; \\
par_2, & \text{if } \tilde{\beta}_{\text{density}} \in [7.75, 9].
\end{cases} \\
\end{align*}
\]

where:

\[
\begin{align*}
\varrho_1 &= \frac{\tilde{\beta}_{\text{density}} - 6.5}{1.25}; \\
\varrho_2 &= \frac{\tilde{\beta}_{\text{density}} - 7.75}{1.25}; \\
\end{align*}
\]

\[
\begin{align*}
\tilde{M}_{\text{cost}}(\tilde{\beta}) &= \begin{cases} 
par_1, & \text{if } \tilde{\beta}_{\text{cost}} \in [3, 5]; \\
par_2, & \text{if } \tilde{\beta}_{\text{cost}} \in [5, 7]; \\
par_3, & \text{if } \tilde{\beta}_{\text{cost}} \in [7, 9].
\end{cases} \\
\end{align*}
\]

where:

\[
\begin{align*}
\varrho_1 &= \frac{\tilde{\beta}_{\text{cost}} - 3}{2}; \\
\varrho_2 &= \frac{\tilde{\beta}_{\text{cost}} - 5}{2}; \\
\varrho_3 &= \frac{\tilde{\beta}_{\text{cost}} - 7}{2}; \\
\end{align*}
\]

\[
\begin{align*}
\tilde{M}_{\text{speed}}(\tilde{\beta}) &= \begin{cases} 
par_1, & \text{if } \tilde{\beta}_{\text{speed}} \in [4.5, 7]; \\
par_2, & \text{if } \tilde{\beta}_{\text{speed}} \in [7, 9.5].
\end{cases} \\
\end{align*}
\]

where:

\[
\begin{align*}
\varrho_1 &= \frac{\tilde{\beta}_{\text{speed}} - 4.5}{2.5}; \\
\varrho_2 &= \frac{\tilde{\beta}_{\text{speed}} - 7}{2.5}; \\
\end{align*}
\]

\[
\begin{align*}
\tilde{M}_{\text{safety}}(\tilde{\beta}) &= \begin{cases} 
par_1, & \text{if } \tilde{\beta}_{\text{safety}} \in [7, 8]; \\
par_2, & \text{if } \tilde{\beta}_{\text{safety}} \in [8, 9].
\end{cases} \\
\end{align*}
\]

where:

\[
\begin{align*}
\varrho_1 &= \frac{\tilde{\beta}_{\text{safety}} - 7}{1}; \\
\varrho_2 &= \frac{\tilde{\beta}_{\text{safety}} - 8}{1}; \\
\end{align*}
\]

Using the above utility functions, the utilities of the five schemes in our case are calculated as:

\[
\begin{align*}
M(\beta_1) &= 0.575; \\
M(\beta_2) &= 0.525; \\
M(\beta_3) &= 0.4746; \\
M(\beta_4) &= 0.4748; \\
M(\beta_5) &= 0.425.
\end{align*}
\]

The schemes are ranked as $\beta_1 \succ \beta_2 \succ \beta_3 \succ \beta_4 \succ \beta_5$.

The results of the original UTASTAR method and the PL-UTASTAR method are plotted in Figure 4. From this figure, it can be seen that the difference between the maximum and minimum utility values of the reference set calculated by the original UTASTAR method is not large.
However, the differences between the maximum and the minimum utility values calculated by PL-UTASTAR method are large. This means that the model calculated by the PL-UTASTAR method can accurately partition the data, which makes the calculation results consistent with the personal preference of the DM. The main reason for this result is that there is a large difference in the weights of criteria in the minds of the DM.

From the above case study, we can find that the PL-UTASTAR method proposed in this study has certain management significance:

1. Firstly, the model can deal with the hesitant information of experts in the evaluation process, and can transform the information inconsistent with people's linguistic expression habits, which will reduce the risk of information loss in information collection; besides, it is persuasive to sort the schemes through the model, especially when there is a large amount of data, given that this method provides a precise model for the DM to sort the schemes;
2. Secondly, in the selection process of battery suppliers, all evaluation standards cannot be regarded as the same importance; the standards that have a great impact on the performance of the model should be focused on to facilitate the purchasing personnel to select the appropriate supplier;
3. Thirdly, the PL-UTASTAR method takes the personal evaluation preference information of the expert into account in the model. It can be seen that the weight of battery energy density is the largest; therefore, in the future evaluation process, we should pay more attention to the energy density of battery and make an accurate evaluation of battery energy density, which will make the results of model calculation accurate.

4. Discussions
In this section, we discuss some features and advantages of the algorithm. The main characteristics of this method could be summarized as follows:

1. Different from the traditional UTASTAR and fuzzy UTASTAR methods, our proposed PL-UTASTAR model can not only process fuzzy evaluation information, but also conform to the evaluation habits of experts. Since the evaluation model can be used to process more data, a more realistic model is needed to process the evaluation information of experts. Using PLTSs in the method makes the model consistent with the evaluation habits of experts;
2. In the process of evaluation, the weights of criteria often have a great influence on the final ranking result, so it is necessary to determine the weights of criteria firstly. When the weight differences of criterion are large, using the original UTASTAR method, we will get the utility values, which are very different from our expectation. As a widely used weight determination method, the BWM is well suitable to our model, which can reduce the amount of pairwise comparisons in determining the weights of criteria;
3. This model can calculate the ranking of projects according to expert's evaluations and it can be used to process more data. Facing with a large number of alternatives, the schemes can be sorted according to experts' preferences efficiently and conveniently. Apart from the above advantages, there are still some limitations that need to be overcome through further research:
   1. When using PLTSs to calculate scores, the original information may be lost to some extent. If PLTSs can be brought into the calculation process of the model, the result will contain more original information. How to realize this process needs to be explored in the future research;
   2. In the process of multi-attribute decision-making, the weights and evaluation information could be changed over time. Taking the factor of time into consideration, the model will be able to deal with different alternatives in the future;
   3. In the evaluation process, experts may put forward different expressions for alternatives under different criteria, which makes the evaluations conform to the personal preferences of experts. Different forms of information processing need to be studied in the future.

Conclusions
The development of new energy vehicles is one of the key points to solve the environmental pollution problem. As a core component of new energy vehicles, the battery could affect the performance parameters of all aspects of vehicles. To choose the battery of new energy vehicles more reasonably, many enterprises need to improve evaluation methods. To solve this problem, this study proposed a PL-UTASTAR method to sort the battery suppliers and select the best product. This method used the PLTSs to collect the fuzzy evaluation information of experts and determined the weights of criteria through the BWM. The results calculated by the PL-UTASTAR method can accurately partition the data, which makes the calculation results consistent with the personal preference of the DM.
To distinguish our model from the previous UTA series methods, we mainly list the following characteristics. Compared with the traditional UTA series method, the PL-UTASTAR method can deal with hesitant qualitative evaluation information of experts, so that the model calculated by the reference set can calculate the result more accurately. The PLTS used in the model can not only represent DMs’s hesitancy between multiple linguistic items, but also denote the different degrees of preferences. In addition, the importance of different criteria is different. Considering the weight of each criterion in the mind of experts, the BWM method was used to reduce the amount of calculation and get the weights between criteria more efficiently than the traditional AHP, especially when the number of criteria is large.

However, this method does not explain the treatment of different forms of information. The evaluation information of experts may be a combination of multiple expressions. It is necessary to explore the comprehensive expression forms of different evaluation information in the future. For example, we can integrate the qualitative subjective evaluation information with the quantitative number or interval fuzzy number, and use different ways of information expression under different criteria. This method deals with the problem of selecting battery suppliers, which will be interesting if the factor of time is taken into account. The question of how to deal with the impact of the factor of time on the weights of criteria will be explored. In the future, the PL-UTASTAR method can be promoted and expanded into other fields by integrating different evaluation information and taking into account of the factor of time.

In the future, the PL-UTASTAR method can be used in supplier selection in different industries. It can also be extended to the problem of scheme selection and sorting under different criteria. It is especially suitable for information processing with big data, which can be modelled by a small part of the data to process more data. For example, the PL-UTASTAR method can be used in regional location design scheme ranking and university comprehensive ranking. Besides, in the future, some variables with adjustable parameters can be introduced into the model, and sensitivity analysis can be carried out to study the influence of these variables on the model results. In general, the PL-UTASTAR method can process different forms of information and take the factor of time into account to comprehensively sort the schemes.
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