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Abstract
Recognizing handwritten digits was challenging task in a couple of years ago. Thanks to machine learning algorithms, today, the issue has solved but those algorithms require much time to train and to recognize digits. Thus, using one of those algorithms to an application that works in real-time, is complex. Notwithstanding use of a trained model, if the model uses deep neural networks it requires much more time to make a prediction and becomes more complicated as well as memory usage also increases. It leads real-time application to delay and to work slowly even using trained model. A memory usage is also essential as using smaller memory of trained models works considerable faster comparing to models with huge pre-processed memory. For this work, we implemented four models on the basis of unlike algorithms which are capsule network, deep residual learning model, convolutional neural network and multinomial logistic regression to recognize handwritten digits. These models have unlike structure and they have showed a great results on MNIST before so we aim to compare them in real-time environment. The dataset MNIST seems most suitable for this work since it is popular in the field and basically used in many state-of-the-art algorithms beyond those models mentioned above. We purpose revealing most suitable algorithm to recognize handwritten digits in real-time environment. Also, we give comparisons of train and evaluation time, memory usage and other essential indexes of all four models.
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1. Introduction
In recent years, machine learning models have been grown significantly and still escalating. Especially, deep neural networks have achieved great success in various applications particularly in tasks involving visual information. There have introduced many state-of-the-art models in the field that perform dissimilar tasks with a high accuracy and very effectively. Developers, today, are able to use those models to apply for other tasks say, recognizing hundreds of millions of images or classifying huge datasets consisted of high dimensions.

Convolutional neural networks (CNNs) are very convenient and are widely used in classification, localization, detection, and more other tasks. Using convolution operation we can build and train new models but achieving high accuracy in image recognition is complex as accurately prediction depends on several factors. Those factors might be dataset which is being used, network architecture and so on. The depth of the network also affects to gain better performance. Thereby many deep CNNs and deep neural network models are being
preferably used.

However, instead of using convolution operation logistic regression or multinomial logistic regression (MLR) can also be used. Logistic regression is a valuable tool for analyzing information that incorporates categorical response factors, such as presence or absence of a species in quadrats, presence of disease or harm to seedlings [3].

Residual learning techniques is, however, one of the deepest models unlike others, it consists of more than hundred layers, and inputs are concatenated after some activation function then propagate forward. That gives to the network an ability of deeper learning all features of each input. Among all models new capsule network is last state-of-the-art model in the task of recognizing hand written digits using MNIST dataset and also have shown good performance on CIFAR-10 dataset achieving 10.6% error rate [4]. Since network architecture is totally unlike to traditional models mentioned above thereby we will explain it later on in detail.

As previously mentioned, we use the MNIST dataset to perform the experiment of this study. The MNIST dataset is well known in introducing machine learning for several reasons. One of them could be that is complex to classify due to the irregularities in handwriting, however, also easy enough because there are no other irregularities. All digits are oriented correctly and there is no clamor around the handwriting itself [5].

For this work we implemented four different models and feed them with the same inputs so we can see superiorities and drawbacks of networks. Also, we propose applying those models to real-time application and to evaluate their time and memory usage in order to further increase app’s immediateness, to do this we created Java based GUI application to test it with new inputs that can be drawn by users, it simultaneously predicts results and gives answer based on one of the trained models and can be seen which model works faster and its memory usage in the hardware these two issues are very critical issues especially for real-time applications, as well as other features.

Firstly, we will introduce some models in Section 2 as a related work, then we will explain our theories in Section 3. We will explain our experiments in Section 4, and finally we will conclude our research in Section 5.

2. Related Works

2.1 Neural Network with Multinomial Logistic Regression (MLR)

MLR is a logistic regression that is designed to find a solution for multiclass classification tasks. In other words, MLR is a model which predicts probabilities of various possible outcomes of a categorically distributed dependent element, given a set of independent elements [6]. It can be used when the dependent variable is nominal and falls into a class among many classes (e.g. the MNIST dataset has nine classes).

MLR classifier [5, 7] is commonly applied as an alternative to naive Bayes classifier since it does not assume statistical independence of the unsystematic features, it is common and requires a little time to learn but it becomes unhurried as using a large number of classes to learn.

2.2 CNN

CNN is commonly used to recognize visual patterns directly from pixel images with variability and attempts to learn the relationship between the inputs and the outputs, it also stores the learned experience in their filter weights. The role of the nonlinear activation function just after the convolution operation is one of the challenge for comprehending CNN [8, 9]. The most ascendant work gained using CNN is introduced by Krizhevsky et al. [10].

Authors of [10] used CNN for the ImageNet classification competition. Diverse other methods and techniques were proposed later on increase CNN performance as revealed in [11–14]. A little while back, wide verity of works have been proposed to enhance image classification accuracy results using various techniques. So, suggested approaches are proposed for different applications such image recognition [15, 16], object detection [17, 18], segmentation [19, 20] and other tasks [21–23]. Studies and practices show that there are some issues regarding convolutional nets. Regarding them we will discuss later on.

2.3 Deep Residual Learning or ResNet

ResNet is one of the deepest model in the field which has been introduced in [24], it is considerable deep comparing to others models proposed previously. One of the similarity of the ResNet to other models that mentioned above is using convolution operation, but structure and depth of the network is very different.

Similar to [24], in image recognition challenge, is [25] proposing a representation that encodes by the residual vectors with respect to a dictionary. Also [26] is possible be formulated as a probabilistic version [25]. The likely method used in ResNet, namely shortcut connections, has been practiced and studied for a long time [26]. An initial study of training multi-layer
perceptron is to adding linear layers connected from the each network inputs to the outputs \(^\text{[27]}\).

Concurrent with \(^\text{[24]}\), it is proposed shortcut connections with gating functions \(^\text{[28–30]}\). In \(^\text{[29, 30]}\) networks have not showed accuracy achieves with exceedingly increased depth (e.g., over 100 layers).

### 2.4 Capsule Networks

Capsule network is last state-of-the-art model on MNIST dataset and also demonstrated high accuracy on CIFAR-10 dataset too. To be more prices, a capsule can be considered as a group of neurons. Activity vector of capsule exposes instantiation parameters of a particular entity type. They might be a part of a whole object or an object whole. In other word, computer graphics rendering process performs a task that takes a whole object and using transformation matrix converts that object into a pose of the object’s part but the authors of \(^\text{[4]}\) tried to do a reverse process. They wanted their network to take a pose of the part and using inverse matrix converts it into a pose of a whole object.

Also, position of any part of the inputs are attentively learned by this models. Since other models output the same result notwithstanding small change in orientation or in position. Capsule nets does not. For the network orientation and position of the inputs matters. For instance, CNN models use subsampling or pooling operation as a result position of the input’s parts are lost and much percentage of the whole input is just removed because of pooling operation.

To do this, filters are utilized. That is not good representation of the human vision system as based on idea of the authors of \(^\text{[4]}\), human’s brain has an inbuilt mechanism working with low level visual data. Whereas CNN uses filters to extract high level information from low level visual data and does not use any routing mechanism like capsule nets, we will mention about it in next paragraph.

Routing visual data like human brain does and being translation equivariance gives the model an ability to generalize data using small amount of data for training. CNN and other models are translation invariant so they need to be fed with more data for generalizing, in other words, other models require more data in contrast to capsule net. Capsules give those mentioned opportunities since capsule outputs a vector whereas neuron outputs a value. The length of the activity vector is used for representing the probability that the entity exists and its orientation for representing the instantiation parameters.

From \(^\text{[4]}\), it can be seen that multi-layer CapsNet reaches state-of-the-art performance on MNIST and is better than CNNs in the task of recognizing highly-overlapping digits. They use routing-by-agreement mechanism, the mechanism that lower-level capsule sends its output to higher-level capsules whose activity vector has a bigger scalar product with the prediction which is coming from the lower-level capsule, to gain these results.

### 3. Methods

#### 3.1 Neural Network Using Logistic Regression

Our method is based on \(^\text{[31]}\) we implemented and tested the model using just logistic regression and TensorFlow. Regression methods have already become an integral element of analysis, describe the relationship between a response variable and one more explanatory variables. It is often the case that the outcome variable is discrete, taking on two or more possible values \(^\text{[4]}\). According to \(^\text{[32]}\) the conditional probability of a class \(k\) given the input \(x\) has distribution

\[
\begin{align*}
    p_k(x; w) &= \frac{\exp(W_k^T x)}{1 + \sum_{i=1}^{K-1} \exp(W_i^T x)}, \\
    p_K(x; w) &= \frac{1}{1 + \sum_{i=1}^{K-1} \exp(W_i^T x)},
\end{align*}
\]

(1)

where \(k\) runs from 1 to \(K - 1\) (\(K\) - a number of classes). The conditional probabilities Eq. (1) sum up to 1 therefore the model was reported by \(K - 1\) log-odds, in \(^\text{[32]}\) used maximum likelihood method Eq. (2) to fit the model

\[
\log \frac{p_k(x; w)}{p_K(x; w)} = w_k^T, \ k \in \{1, \ldots, K - 1\}.
\]

(2)

We created logistic regression model and trained it using MNIST. After training process we got our pre-trained model that can be used in real-time application. While training process we evaluated time and memory usage in hardware. We get pretty similar results to in accuracy and loss. However, other approaches do not detailed inform about time spent and memory usage of the model. There are no quiet clear comparison results with other models that how fast the model can work and predict handwritten digit in real-time application. So we give those comparison results in Table 1.
3.2 CNN

In this experiment we built models consists of two hidden layers followed by two fully connected layers. After each activation function we use $2 \times 2$ max-pooling operating, for activation function we choose TensorFlow’s ReLU operation. While training a dropout operation is also used so the network not to suffer from overfitting. Batch size for all four models is equal to 50.

Train results are shown in experiments section.

3.3 ResNet

As described in [24] residual network is different from a plain network with its shortcut connections. Unlike plain network we added shortcut connection to each three pair layers $1 \times 1$, $3 \times 3$ and $1 \times 1$ filters instead of two layers and use bottleneck building block. In this work we use 34-layer residual network. Our residual network model follows as [24] and consists of 34 parameter layers.

The desire for using building block Figure 1 is that while training a signal is necessary for changing weights that arises from the end of the network by comparing with ground-truth. Increasing depth leads the prediction to become small at the initial layers means that earlier layers are learned almost negligibly and this is called vanishing gradient. Thus, this building block can be great solution to avoid this problem in deeper networks, as proved in [24]. Also, it can share parameters better thanks to having shortcut connections.

3.4 Capsule Network

We implemented our CapsNet model based on [4]. Architecture of the model described in Figure 2, as we mentioned above this model tries to perform inverse graphics. The model includes three simple layers followed by fully connected layers. Initial layer is a common convolution layer that takes activation vectors and reshapes them using squashing function.

We use ReLU as a transfer function and the squashing function for non-linearity is given in Eq. (3). We added tiny change to the squashing function given in [2], it is shown in Eq. (4), and since $v_j$ output of a capsule $j$ and $s_j$ might share 0 vector. As a consequence the function which computes the norm of vector Eq. (4) returns undefined result if there is or are 0 vector(s).

Additionally, to avoid dividing by 0 we in $\frac{s_j}{||s_j||}$, we add small value ($\gamma = 1 \times e^{-6}$) and use $\sqrt{\sum s^2_j + \gamma}$ instead of $||s_j||$.

$$v_j = \frac{||s||^2}{1 + ||s||^2} \frac{s_j}{\sqrt{\int s^2_j + \gamma}}, \quad (3)$$

$$v_j = \frac{||s||^2}{1 + ||s||^2} \frac{s_j}{||s_j||}. \quad (4)$$

A dimension of the activation vector can be more than one. Each activation vector’s length represent estimated probability of presence in other words it represents dissimilar features of the input image, for instance, it might be orientation of an image part, thickness of a line or shape etc. After reshaping and squashing we will send them to primary capsules. Based on routing by agreement algorithm works between only primary and digital capsule layers.

Capsules try to send information/output vectors to the capsules above them. As a regularization is used reconstruction loss. While training, inputs are encoded and all digit capsules are masked out except a correct digit capsule’s activity vector, it is shown in Figure 2 with the name V5. Last three layers are fully connected layers and their main role in there is a decoding. After decoding we get a reconstructed digit [4]. This model does not use pooling operation as network will loss all information concerning position of each part of the input if pooling is used.

This superiority (not using pooling) is good especially when we are tackling with object detection and any segmentation tasks. Only for image classification, convolution plus pooling combination is good however CapsNet is good at all three tasks. Not only an accurately classifying but also time allocating for training process, working in real-time environment and memory occupying in the storage are also superior comparing to reminder models implemented for MNIST.

On the other hand, CapNets have some drawbacks, say, they yet cannot reconstruct high resolution images that makes the it difficult to applying the models to huge datasets consists of

Figure 1. A bottleneck building block.
images with high resolutions. In addition to this if images are colored and resolution is higher it takes much time to training because of the loop in routing by agreement [4]. As a human vision system has been observed in [33, 34], CapNets also have a disability namely “visual crowding” means that they cannot see two very close identical objects. In our future works we will focus on these issues and try to apply to bigger datasets.

4. Experiments

To evaluate our models we built Java based GUI application so we can evaluate the models with our own inputs, Figure 3. The app runs in the Java Virtual Machine (JVM) where pre-trained models are called and new written inputs are recognized. JVM is a machine that provides runtime environment in which Java bytecode can be executed. We trained our models and evaluated their training time, memory spent and other features. After training process had been finished we provided experiments to evaluate prediction time using several new inputs with our application. The evaluation process depicted in Figure 3.

Using our app users can write any digit and the same inputs will be recognized using four models. We used special methods that normalizes the inputs before prediction. It makes the app more robust and user friendly. Inputs can be written in any readable style, any size and any part of the interface. Before making prediction the application normalizes and centralizes inputs. We do not evaluate this part of the experiment and do not compute the time to normalizing inputs, only the recognizing time evaluated.

A glance at the Figure 4 provided reveals that the greatest and stable accuracy belongs to CapsNet model. It is also obvious from the Figure 5 that the loss function of CapsNet is also significantly low among other three models. As you can see from the graphs ResNet and CNN show similar results while multinomial regression model shows by far worst outcome.

CapsNet reveals best results, it reaches high accuracy in short time. At the beginning of the iteration accuracy decreases but after 2,000 iterations it stabilizes and maintain average accuracy around 99.4%. Other models do not show such high accuracy.

It is also important that the fastest recognition is made by CapsNet 1-2 seconds, even though the less memory is used by regression model Table 1. Other models work very slowly and it leads to delay in real-time application.

However, ResNet and CapsNet uses a lot more memory than
other models. Additionally, the other table shows some other vital indexes, based on the Table 2, regression and CNN models require much less time to train 2.5 and 21 minutes, respectively.

ResNet require more time to train because of its deep architecture and uses much bigger memory to save that model. However, it recognizes digits much faster than CNN even though it had deeper network structure, it spends 5-7 seconds to make prediction. Since it shares the same parameters during training process and uses shortcut connections to avoid vanishing and degradation problems as mentioned earlier. This behavior allows the network to act much faster during prediction, as showed in [24] our results also reflected similar outcomes concerning this condition. Unlikely, CapsNet also uses big memory to save the model 49.4 mb but it recognizes digits very fast and very accurately. Other essential factor is number of inputs:
Table 1. Evaluation time and memory usage

|               | Regression model | CNN | ResNet | CapsNet |
|---------------|------------------|-----|--------|---------|
| Evaluation time (s) | 3-4              | 7-12| 5-7    | 1-2     |
| Memory (MB)   | 3.1              | 38  | 57     | 49.4    |

Table 2. Accuracy, training time and number of inputs

| Dataset       | Regression model | CNN | ResNet | CapsNet |
|---------------|------------------|-----|--------|---------|
| MNIST         |                  |     |        |         |
| Accuracy (%)  | 92.1             | 98.1| 97.3   | 99.4    |
| Training time (min) | 2.5             | 21  | 53     | 47      |
| Number of inputs | 50,000          | 50,000| 50,000| 40,000  |

we use 50,000 inputs to train our models accept CapsNet. We reduce the number of inputs for CapsNet and use 40,000 inputs to feed the network. Surprisingly, our CapsNet model reaches the highest accuracy among remainders with smaller number of inputs Table 2.

5. Conclusion

To sum up briefly, according to our experiment, we can reach to very high accuracy, even using smaller inputs, in CapsNet model. Also it works very fast in real-time application and recognizes handwritten digits considerable fast (within 1-2 seconds) comparing to other models. It is the most suitable model for real-time application as other three different models delay during evaluation and cannot reach as high accuracy as CapsNet model. Although memory usage of the trained model is more than CNN and regression model it predicts results better than both two models.

Also, based on our experiments, CapsNet require less time to train and less time to save the model in contrast ResNet.
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