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Abstract

Humans can classify data of an unseen category by reasoning on its language explanations. This ability is owing to the compositional nature of language: we can combine previously seen attributes to describe the new category. For example, we might describe a sage thrasher as "it has a slim straight relatively short bill, yellow eyes and a long tail", so that others can use their knowledge of attributes "slim straight relatively short bill", "yellow eyes" and "long tail" to recognize a sage thrasher. Inspired by this observation, in this work we tackle zero-shot classification task by logically parsing and reasoning on natural language explanations. To this end, we propose the framework CLORE (Classification by LOgical Rea-soning on Explanations). While previous methods usually regard textual information as implicit features, CLORE parses explanations into logical structures and then explicitly reasons along these structures on the input to produce a classification score. Experimental results on explanation-based zero-shot classification benchmarks demonstrate that CLORE is superior to baselines, which we further show mainly comes from higher scores on tasks requiring more logical reasoning. We also demonstrate that our framework can be extended to zero-shot classification on visual modality. Alongside classification decisions, CLORE can provide the logical parsing and reasoning process as a clear form of rationale. Through empirical analysis we demonstrate that CLORE is also less affected by linguistic biases than baselines.

1 Introduction

Humans are capable of understanding new categories by reasoning on natural language explanations (Chopra et al., 2019; Tomasello, 2009). For example, in Figure 1, we can describe sage thrashers as "having a slim straight relatively short bill, yellow eyes and a long tail". Then when we view a real sage thrasher the first time, we can match its visual appearance with attributes “slim straight relatively short bill”, “yellow eyes” and “long tail”, and then logically combine these results to recognize it. This ability has been shown to be applicable to both visual objects and abstract concepts (Tomasello, 2009). Compared to learning only through examples, using language information enables humans to acquire higher accuracy in less learning time (Chopra et al., 2019).

One important advantage of learning with natural language explanations is that explanations are often logical and compositional. That is, we can logically decompose the explanation of a new category into previously seen attributes (or similar ones) such as “yellow eyes” and “long tail”. This enables us to reuse the knowledge on how these attributes align with visual appearances, and reduce the need for “trial-and-error”. Furthermore, learning with explanations provides better interpretability which makes results more trustworthy.

Recently, there have been research efforts on using language information for zero-shot general-
Figure 2: An illustrative figure of CLORE’s working paradigm. After encoding the input (sub-figure(c)) we conduct logical parsing (sub-figure (d)) and logical reasoning (sub-figure(e)) over the explanations to obtain the classification score.

Inspired by these observations, in this work we explore classifying unseen categories by logically reasoning on their language explanations. To this end, we propose the framework of Classification by LOgical Reasoning on Explanations (CLORE). CLORE works in two stages: it first parses an explanation into a logical structure, and then reasons along this logical structure. Figure 2 illustrates an example of classifying sage thrashers in this way. We first encode the inputs (Figure 2 (a) → (c)) get the logical structure of explanation (Figure 2 (b) → (d)). Then we detect if the input matches attributes, and we gather the matching scores along the logical structure to output the overall classification score (Figure 2 (c),(d)→(e)). In this case the logical structure consists of AND operators over three attributes. We test the model’s zero-shot capacity by letting it learn on a subset of categories, and make it categorize data from other unseen types.

We conduct a thorough set of analysis on the latest benchmark for zero-shot classifier learning with explanations, CLUES (Menon et al., 2022). Our analysis shows that CLORE works better than baselines on tasks requiring higher level of compositional reasoning, which validates the importance of logical reasoning in CLORE. CLORE also demonstrates better interpretability and robustness against linguistic biases. Furthermore, as a test on generalizability of the proposed approach on other modalities, we built a new benchmark on visual domain: CUB-Explanations. It is built upon the image dataset CUB-200-2011 (Wah et al., 2011), while we associate each category with a set of language explanations. CLORE consistently outperforms baseline models in zero-shot classification across modalities.

To sum up, our contributions are as follows:

- We propose a novel zero-shot classification framework by logically parsing and reasoning over explanations.
- We demonstrate our model’s superior performance and explainability, and empirically show that CLORE is more robust to linguistic biases and reasoning complexity than black-box baselines.
- We demonstrate the universality of the proposed approach by building a new benchmarks, CUB-Explanations. It is derived from CUB-200-2011 (Wah et al., 2011) by collecting natural language explanations for each category.

2 Related Work

Classification with Auxiliary Information  This work studies the problem of classification through explanations, which is related to classification with auxiliary information. For example, in the natural language processing field, Mann and McCallum (2010); Ganchev et al. (2010) incorporate side information (such as class distribution and linguistic
structures) as a regularization for semi-supervised learning. Some other efforts convert crowd-sourced explanations into pseudo-data generators for data augmentation when training data is limited (Wang et al., 2020a; Hancock et al., 2018; Wang et al., 2020b). However, these explanations are limited to describing linguistic patterns (e.g., “this is class X because word A directly precedes B”), and are only used for generating pseudo labels. A probably more related topic is using explanations for generating a vector of features for classification (Srivastava et al., 2017, 2018). However, they either learn a black-box final classifier on features or rely on observed attributes of data, so their ability of generalization is limited.

The computer vision area widely uses class-level auxiliary information such as textual meta-data, class taxonomy and expert-annotated feature vectors (Yang et al., 2022; Akata et al., 2015b; Xian et al., 2016; Lampert et al., 2009; Akata et al., 2015a; Samplawski et al., 2020). However, the use of label names and class explanations is mainly limited to a simple text encoder (Akata et al., 2015b; Xian et al., 2016; Liu et al., 2021; Norouzi et al., 2014). This processing treats every text as one simple vector in similarity space or probability space, whereas our method aims to reason on the explanation and exploit its compositional nature.

**Few-shot and Zero-shot Learning with Language Guidance** This work deals with the problem of learning with limited data with the help of natural language information, which is closely related to few-shot and zero-shot learning with language guidance in NLP domain (Hancock et al., 2018; Wang et al., 2020b; Srivastava et al., 2017, 2018; Yu et al., 2022; Huang et al., 2018). Besides the discussions in the previous subsection, recent pre-trained language models (LMs) (Devlin et al., 2019; Liu et al., 2019; Tam et al., 2021; Gao et al., 2021; Yu et al., 2022) have made huge progress in few-shot and zero-shot learning. To adapt LMs to downstream tasks, common practices are to formulate them as cloze questions (Tam et al., 2021; Schick and Schütze, 2021; Menon et al., 2022; Li et al., 2022b) or use text prompts (Mishra et al., 2022; Ye et al., 2021; Sanh et al., 2022; Aghajanyan et al., 2021). These approaches hypothetically utilize the language models’ implicit reasoning ability (Menon et al., 2022). However, in this work we demonstrate with empirical evidence that adopting an explicit logical reasoning approach can provide better interpretability and robustness to linguistic biases.

In computer vision, recently there has been impressive progress on vision-language pre-trained models (VLPMs) (Li et al., 2022a; Radford et al., 2021; Li et al., 2019; Kim et al., 2021). These methods are trained on large-scale high-quality vision-text pairs with contrastive learning (Radford et al., 2021; Kim et al., 2021; Li et al., 2019) or mask prediction objective (Kim et al., 2021; Li et al., 2019). However, these model mostly focus on representation learning than understanding the compositionality in language. As we will show through experiments, VLPMs fits data better at the cost of zero-shot generalization performance.

There are also efforts in building benchmarks for cross-task generalization with natural language explanations or instructions (Mishra et al., 2022; Menon et al., 2022). We use the CLUES benchmark (Menon et al., 2022) in our experiment for structured data classification, but leave Mishra et al. (2022) for future work as its instructions are focused on generally describing the task instead of defining categories/labels.

**Neuro-Symbolic Reasoning for Question Answering** is also closely related to our approach. Recent work (Mao et al., 2019; Yi et al., 2018; Han et al., 2019) has demonstrated its efficacy in question answering, concept learning and image retrieval. Different from our work, previous efforts mainly focus on question answering tasks, which contains abundant supervision for parsing natural language questions. In classification tasks, however, the number of available explanations is much more limited (100∼1000), which poses a higher challenge on the generalization of reasoning ability.

### 3 Logical Parsing and Reasoning

Explanation-based classification is, in essence, a bilateral matching problem between inputs and explanations. Instead of simply using similarity or entailment scores, in this work we aim at better utilizing the logical structure of natural language explanations. A detailed illustration of our proposed model, CLORE, is shown in Figure 2. At the core of the approach is a 2-stage logical matching process: logical parsing of the explanation (Figure 2(d)) and logical reasoning on explanation and inputs to obtain the classification scores (Figure 2(e)). Rather than using sentence embeddings, our approach focuses more on the logical structure of language.
A template for generating logical structures from explanations, setting it apart from logic-agnostic baselines such as ExEnt and RoBERTa-sim (which is based on sentence embedding similarity). To the best of our knowledge, ours is the first attempt to utilize logical structure in zero-shot classification benchmarks, and it also serves as a proof of concept for the importance of language compositionality. In the following part of this section we will describe these two stages. More implementation details including input representation can be found at Section 4 and 5.

### 3.1 Logical Parsing

This stage is responsible for detecting attributes mentioned in an explanation as well as recovering the logical structure on top of these attributes. (Figure 2(b) to Figure 2(d)). A more detailed illustration is given in Figure 3. We divide this parsing into 2 steps:

**Step 1: Selecting attribute Candidates** We deploy a attribute detector to mark a list of attribute candidates in the explanations. Each attribute candidate is associated with an attention map as in Figure 3. First we encode the explanation sentence with a pre-trained language encoder, such as RoBERTa (Liu et al., 2019). This outputs a sentence embedding vector and a sequence of token embedding vectors. Then we apply an attention-based Gated Recurrent Unit (GRU) network (Qiang et al., 2017). Besides the output vector at each recurrent step, attention-based GRU also outputs an attention map over the inputs that is used to produce the output vector. In this work, we use the sentence embedding vector as the initialization vector \( h^0 \) for GRU, and word embeddings as the inputs. We run GRU for a maximum of \( T \) (a hyper-parameter) steps, and get \( T \) attention weight maps. Finally we adopt these attention maps to acquire weighted sums of token features \( \{ w_t | t \in [1..T] \} \) as attribute embeddings.

**Step 2: Parsing Logical Structure** The goal of this step is to generate a logical structure over the attribute candidates in the previous step. As shown in Figure 2(d), the logical structure is a binary directed tree with nodes being logical operators AND or OR. Each leaf node corresponds to an attribute candidate. In this work, we need to deal with the problem of undetermined number of attributes, and also allow for differentiable optimization. To this end, we define a fixed list of tree structures within maximum number of \( T \) leaf nodes, each resembling the example in Figure 3. A complete list is shown in Appendix A.2. We compute a distribution on templates by applying an multi-layer perceptron (MLP) with soft-max onto the explanation sentence embedding. This provides a non-negative vector \( p \) with sum 1, which we interpret as a distribution over the logical structure templates. If the number of attributes involved in the template is fewer than \( T \), we discard the excessive candidates in following logical reasoning steps.

### 3.2 Logical Reasoning

After getting attribute candidates and a distribution over logical structures, we conduct logical reasoning on the input to get the classification score. An illustration is provided in Figure 2(e).

**Step 1: Matching attributes with Inputs** We assume that the input is represented as a sequence of feature vectors \( X = (x_1, x_2, \ldots, x_K) \). First we define a matching score between attribute embedding \( w_t \) and input \( X \) as the maximum cosine similarity:

\[
\text{sim}(X, w_t) := \max_k \cos(x_k, w_t).
\]

**Step 2: Probabilistic Logical Reasoning** This step tackles the novel problem of reasoning over logical structures of explanations. During reasoning, we iterate over each logical tree template and walk along the tree bottom-up to get the intermediate reasoning scores node by node. First, for leaf nodes in the logical tree (which are associated with attributes), we use the attribute-input matching scores in the previous step as their intermediate
scores. Then, for a non-leaf node, if it is associated with an AND operator, we define its intermediate score as \(\min(s_1, s_2)\) with \(s_1\) and \(s_2\) following common practice (Mao et al., 2019). If the non-leaf node is associated with an OR operator instead, we use \(\max(s_1, s_2)\) as the intermediate score. The intermediate score of the root node \(s_{\text{root}}\) serves as the output reasoning score. Note that we generated a distribution over logical structures rather than a deterministic structure. Therefore, after acquiring the reasoning scores on each structure, we use the probability distribution weight \(p\) to sum up the scores \(s\) of all structures. The resulting score is then equivalent to probabilistically logical reasoning over a distribution of logical structures.

\[
s_{\text{expl}} = p^\top s
\]

We also consider that some explanations might be more or less certain than others. When using words like “maybe”, the explanation is less certain than another explanation using word “always”. We model this effect by associating each explanation with a certainty value \(c_{\text{certainty}}\), which is produced by another MLP on the explanation sentence embedding. So we scale the score \(s_{\text{expl}}\) with \(c_{\text{certainty}}\) in logit scale:

\[
s_{\text{scaled}} = \sigma(c_{\text{certainty}} \cdot \text{logit}(s_{\text{expl}}))
\]

Intuitively, the training phase will encourage the model to learn to assign each explanation a certainty value that best fits the classification tasks.

**Step 3: Reasoning over Multiple Explanations**

There are usually multiple explanations associated with a category. In this case, we take the maximum \(s_{\text{scaled}}\) over the set of explanations as the classification score for this category.

### 4 Experiments on Zero-Shot Classification

In this section we conduct in-depth analysis of our proposed approach towards zero-shot classification with explanations. We start with a latest benchmark, CLUES (Menon et al., 2022), which evaluates the performance of classifier learning with natural language explanations. CLUES focuses on the modality of structured data, where input data is a table of features describing an item. This data format is flexible enough for computers on a wide range of applications, and also benefits quantitative analysis in the rest part of this section.

#### 4.1 CLUES benchmark

CLUES is designed as a cross-task generalization benchmark on structured data classification. It consists of 36 real-world and 144 synthetic multi-class classification tasks, respectively. The model is given a set of tasks for learning, and then evaluated on a set of unseen tasks. The inputs in each task constitute a structured table. Each column represents an attribute type, and each row is one input datum. In each task, for each class, CLUES provides a set of natural language explanations.

We follow the data processing in Menon et al. (2022) and convert each input into a text sequence. The text sequence is in the form of “odor | pungent [SEP] ... [SEP] ring-type | pendant”, where “odor” is the attribute type name, and “pungent” is the attribute value for this input, so on and so forth. For CLORE, we encode the sentence with RoBERTa (Liu et al., 2019) and use the word embeddings as input features \(X\). More implementation details can be found in Appendix A.1. We use ExEnt as a baseline, which is an entailment model introduced in the CLUES paper. ExEnt uses pre-trained RoBERTa as backbone. It works by encoding concatenated explanations and inputs, and then computing an entailment score. We also introduce a similarity-based baseline, RoBERTa-sim, which uses cosine between RoBERTa-encoded inputs and explanations as classification scores. Finally, we compare with CLORE-plain as an ablation study, which ignores the logical structure in CLORE and plainly addes all attribute scores as the overall classification score.

\(2\)https://huggingface.co/roberta-base
4.3 Effect of Explanation Compositionality

What causes the difference in performance between CLORE and baselines? To answer this question, we investigate into how the models’ performance varies with the compositionality of each task on CLUES. Table 3 provides a pair of examples. An explanation is called “simple explanation” if it only describes one attribute, e.g., “If safety is high, then the car will not be unacceptable.”. Other explanations describe multiple attributes to define a class, e.g., “Cars with higher safety and medium luggage boot size are highly acceptable for resale.”. We define the latter type as “compositional explanation”. In Figure 7 we plot the classification accuracy against the proportion of compositional explanations in each subtask’s explanation set. Intuitively, with more compositional explanations, the difficulty of the task increases, so generally we should expect a drop in performance. Results show that, on tasks with only simple explanations (x-value = 0), both models perform similarly. However, with higher ratio of compositional explanations, CLORE’s performance generally remains stable, but ExEnt’s performance degrades. This validates our hypothesis that CLORE’s performance gain mainly benefits from its better compositional reasoning power.

To further explore the effect of logical reasoning on model performance. Figure 5 plots the performance regarding the maximum number of

Table 2: Examples of interpreted logical structures learned by CLORE. We randomly select 5 tasks from CLUES dataset, and use the alphabetically first explanation for interpretation. In each logical structure, the words corresponding to the detected attributes are colored in the explanation.

| Task                      | Natural Language Explanation                                                                 | Interpreted Logical Structure                                                                 |
|---------------------------|------------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------|
| cars-evaluation           | Cars with higher safety and capacity are highly acceptable for resale.                         | Label(X) = with_higher_safety(X) ∧ and_capacity(X)                                             |
| indian-liver-patient      | Age group above 40 ensures liver patient                                                      | Label(X) = group_above_40(X) ∧ ensures_liver(X)                                               |
| soccer-league-type         | If the league is W-PSL then its type is women’s soccer                                        | Label(X) = league_is_W(X)                                                                       |
| award-nomination-result   | If the name of association has ‘American’ in it then the result was mostly won.              | Label(X) = association_has_‘American’(X)                                                       |

Figure 4: Examples of logical reasoning evidence. The evidence table cells are linked to attributes with colored arrows.

4.2 Zero-Shot Classification Results

Zero-shot classification results are listed in Table 1. CLORE outperforms the baseline methods on main evaluation metrics. To understand the effect of backbound model, we need to note that ExEnt also uses RoBERTa as the backbone model, so the CLORE and baselines do not exhibit a significant difference in basic representation abilities. The inferior performance of RoBERTa-sim compared to ExEnt highlights the complexity of the task, indicating that it demands more advanced reasoning skills than mere sentence similarity. Furthermore, as an ablation study, CLORE outperforms CLORE-plain, which serves as initial evidence on the importance of logical structure in reasoning.
attributes $T$. Generally speaking, when $T$ is larger, CLORE can model more complex logical reasoning process. When $T = 1$, the model reduces to a simple similarity-based model without logical reasoning. The figure shows that when $T$ is 2–3, the model generally achieves the highest performance, which also aligns with our intuition in the section 3. We hypothesize that a maximum logical structure length up to 4 provides insufficient regularization, and CLORE is more likely to overfit the data.

4.4 Interpretability

CLORE is interpretable in two senses: 1) it parses logical structures to explain how the explanations are interpreted, and 2) the logical reasoning evidence serves as decision making rationales. To demonstrate the interpretability of CLORE, in Table 2 and Figure 4 we present examples of the parsed logical structure and reasoning process.

The first example of Table 2 shows that CLORE selects “with higher safety” and “and capacity” as attributes candidates, and uses an AND operator over the attributes. In Figure 4 correspondingly, two attributes match with columns 1–3 and 2–3, respectively. This example is correctly classified by our model, but mis-classified by the ExEnt baseline.

To quantitatively evaluate the learned attributes, we manually annotate keyword spans for 100 out of 344 explanations. These spans describe the key attributes for making the explanation. When there are multiple attributes detected, we select the one closest to the keyword span. Then we plot the histogram of the relative position between top-attention tokens and annotated keyword spans in Figure 6. From the figure we can see that the majority of top-attention tokens (52%) fall within the range of annotated keyword spans. The ratio increases to 81% within distance of 5 tokens from the keyword span, and 95% within distance of 10 tokens.

4.5 Robustness to linguistic bias

Linguistic biases are prevalent in natural language, which can subtly change the emotions and stances of the text (Field et al., 2018; Ziems and Yang, 2021). Pre-trained language models have also been found to be affected by subtle linguistic perturbations (Kojima et al., 2022) and hints (Patel and Pavlick, 2021).

In this section we investigate how different models are affected by these linguistic biases in inputs. To this end, we experiment on 3 categories of linguistic biases. Punctuated: inspired by discussions about linguistic hints in (Patel and Pavlick, 2021),
we append punctuation such as “?” and “...” to the input in order to change its underlying tone. Hinted: we change the joining character from “|” to phrases with doubting hints such as “is claimed to be”. Verbose: Transformer-based models are found to attend on a local window of words (Child et al., 2019), so we append a long verbose sentence (≈ 30 words) to the input sentence to perturb the attention mechanism. These changes are automatically applied.

Results are presented in Figure 8. Compared with the original scores without linguistic biases (the horizontal lines), CLORE’s performance is not significantly affected. But ExEnt appears to be susceptible to these biases with a large drop in performance. This result demonstrates that ExEnt also inherits the sensitivity to these linguistic biases from its PLM backbone. By contrast, CLORE is encouraged to explicitly parse explanations into its logical structure and conduct compositional logical reasoning. This provides better inductive bias for classification, and regulates the model from leveraging subtle linguistic patterns.

4.6 Linguistic Quantifier Understanding

Linguistic quantifiers is a topic to understand the degree of certainty in natural language (Srivastava et al., 2018; Yildirim et al., 2013). For example, humans are more certain when saying something usually happens, but less certain when using words like sometimes. We observe that the certainty coefficient \( c_{certainty} \) that CLORE learns can naturally serve the purpose the of modelling quantifiers. We first detect the existence of linguistic quantifiers like often and usually by simply word matching. Then we take the average of \( c_{certainty} \) on the matched explanations. We plot these values against expert-annotated “quantifier probabilities” in (Srivastava et al., 2018) in Figure 9. Results show that \( c_{certainty} \) correlates positively with “quantifier probabilities” with Pearson correlation coefficient value of 0.271. In cases where they disagree, our quantifier coefficients also make some sense, such as assigning often a relatively higher value but giving likely a lower value.

4.7 Linguistic Quantifier Understanding

Linguistic quantifiers is a topic to understand the degree of certainty in natural language (Srivastava et al., 2018; Yildirim et al., 2013). For example, humans are more certain when saying something usually happens, but less certain when using words like sometimes. We observe that the certainty coefficient \( c_{certainty} \) that CLORE learns can naturally serve the purpose the of modelling quantifiers. We first detect the existence of linguistic quantifiers like often and usually by simply word matching. Then we take the average of \( c_{certainty} \) on the matched explanations. We plot these values against expert-annotated “quantifier probabilities” in (Srivastava et al., 2018) in Figure 9. Results show that \( c_{certainty} \) correlates positively with “quantifier probabilities” with Pearson correlation coefficient value of 0.271. In cases where they disagree, our quantifier coefficients also make some sense, such as assigning often a relatively higher value but giving likely a lower value.

5 Extending to Visual Inputs

Natural language explanations are prevalent in other applications as well. Taking this observation, in this section we evaluate whether CLORE
| Model                  | \(ACC_U\) | \(ACC_S\) | \(ACC_H\) |
|-----------------------|-----------|-----------|-----------|
| w/o VLPMs             |           |           |           |
| TF-VAEGAN\_{expl}    | 4.7       | 39.1      | 8.3       |
| CLORE (ours)          | 6.6       | 51.1      | 11.7      |
| w/ VLPMs              |           |           |           |
| CLIP\_linear          | 34.3      | 41.2      | 37.4      |
| CLIP\_finetuned       | 29.9      | 66.9      | 41.3      |
| CLORE\_CLIP (ours)    | 39.1      | 65.8      | 49.1      |

Table 4: Generalized zero-shot classification results (in percentage) on CUB-Explanations dataset.

can be extended to visual domain.

5.1 Datasets

Due to lack of datasets on evaluating zero-shot classification with compositional natural language explanations, we augment a standard visual classification datasets with manually collected explanations. Specifically, we select CUB-200-2011 (Wah et al., 2011), a bird image classification, as the recognition of birds benefits a lot from their compositional features (such as colors, shapes, etc.).

CUB-Explanations We build a CUB-Explanations dataset based on CUB-200-2011, which originally includes \(\sim\) 12k images with 200 categories of birds. 150 categories are used for training and other 50 categories are left for zero-shot image classification. In this work, we focus on the setting of zero-shot classification using natural language explanations. Natural language explanations of categories are more efficient to collect than the crowd-sourced feature annotations of individual images. They are also similar to human learning process, and would be more challenging for models to utilize. To this end, we collect natural language explanations of each bird category from Wikipedia. These explanations come from the short description part and the Description, Morphology or Identification sections in the Wikipedia pages. We mainly focus on the sentences that describe visual attributes that can be recognized in images (e.g. body parts, visual patterns and colors). Finally we get 1\~8 explanation sentences for each category with a total of 991 explanations.

For evaluation, we adopt the three metrics commonly used for generalized zero-shot learning: \(ACC_U\) denotes accuracy on unseen categories, \(ACC_S\) denotes accuracy on seen categories, and their harmonic average \(ACC_H = \frac{2ACC_U ACC_S}{ACC_U + ACC_S}\).

5.2 Experiment Setting and Baselines

On CUB-Explanations dataset, we use a pretrained visual encoder to obtain image patch representations. These vectors are then flattened as a sequence and used as visual input \(X\). We use ResNet (He et al., 2016) as visual backbone for CLORE. For baselines, we make comparisons in two groups. The first group of models does not use parameters from pre-trained vision-language models (VLPMs). We adapt TF-VAEGAN (Narayan et al., 2020)\(^3\), a state-of-the-art model on the CUB-200 zero-shot classification task, to use RoBERTa-encoded explanations as auxiliary information. This results in the baseline TF-VAEGAN\_{expl}. The second group of models are those using pre-trained VLPMs. The main baseline we compare with is CLIP (Radford et al., 2021)\(^4\), which is a well-performed pretrained VLPM. We build two of its variants: CLIP\_linear, which only fine-tunes the final linear layer and CLIP\_finetuned, which fine-tunes all parameters on the task. For fairer comparison, in this group we also replace the visual encoder with CLIP encoder in our model and get CLORE\_CLIP.

5.3 Classification Results

Results are listed in Table 4. On CUB-Explanations CLORE achieves the highest \(ACC_U\) and \(ACC_H\) both with and without pre-trained vision-language parameters. Note that fine-tuning all parameters of CLIP makes it fit marginally better on seen classes, but sacrifices its generalization ability. Fine-tuning only the final linear layer (CLIP\_linear) provides slightly better generalizability on unseen categories, but it is still lower than our approach.

6 Conclusions and Future Work

In this work, we propose a multi-modal zero-shot classification framework by logical parsing and reasoning on natural language explanations. Our method consistently outperforms baselines across modalities. We also demonstrate that, besides being interpretable, CLORE also benefits more from tasks that require more compositional reasoning, and is more robust against linguistic biases.

There are several future directions to be explored. The most intriguing one is how to utilize pre-trained generative language models for explicit logical reasoning. Another direction is to incorporate semantic reasoning ability in our approach, such as reasoning on entity relations or event roles.

\(^3\)https://github.com/akshitac8/tfvaegan
\(^4\)https://github.com/openai/CLIP
Limitations

The proposed approach focuses more on logical reasoning on explanations for zero-shot classification. The semantic structures in explanations, such as inter-entity relations and event argument relations, are less touched (although the pre-trained language encoders such as BERT provides semantic matching ability to some extent). Within the range of logical reasoning, our focus are more on first-order logic, while leaving the discussion about higher-order logic for future work.
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This work is related to and partially inspired by the real-world task of legal text classification. As legal matters can affect the life of real people, and we are yet to fully understand the behaviors of deep-learning-based models, relying more on human expert opinions is still a more prudent choice. While the proposed approach can be utilized for automating the process of legal text, care must be taken before using or referring to the result produced by any machine in legal domain.
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A Appendix

A.1 Configuration and Experiment Setting

We build CLORE on publicly available packages such as HuggingFace Transformers, where we used model checkpoints as initialization. We train CLORE for 30 epochs in all experiments. In the image classification task on CUB-Explanations, we adopt a two-phase training paradigm: in the first phase we fix both visual encoders and Explanation encoders in $E_{\Phi}$, and in the second phase we finetune all parameters in CLORE.

Across experiments in this work we use the AdamW (Loshchilov and Hutter, 2017) optimizer widely adopted for optimizing NLP tasks. For hyper-parameters in most experiments we follow the common practice of learning rate $= 3 \times 10^{-5}$, $\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1 \times 10^{-8}$ and weight decay $= 0.01$. An exception is the first phase in image classification where, as we fix the input encoder, the learnable parameters become much less. Therefore we use the default learning rate $= 1 \times 10^{-3}$ in AdamW. For randomness control, we use random seed of 1 across all experiments.

In Figure 7, there are multiple data points at $x$-value of 0. Therefore, the data variance on data at $x = 0$ is intrinsic in data, and is unsolvable theoretical for any function fitting the data series. This causes the problem when calculating $R^2$ value, as $R^2$ measures the extent to which the data variance are “explained” by the fitting function. So $R^2$ can be upper bounded by: $R^2 < 1 - \frac{Var_{\text{intrinsic}}}{Var_{\text{total}}}$. To deal with this problem when measuring $R^2$ metric, we removed the intrinsic variance in data point set $D$ by replacing data points $(0, y_i) \sim D$ with $(0, \frac{1}{n} \sum_{(0, y_i) \sim D} y_i)$ in both series in Figure 7 before calculating $R^2$ value.

A.2 Logical Structure Templates

As the number of valid logical structure templates grows exponentially with maximal attribute numbers $T$, we limit $T$ to a small value, typically 3. We list the logical structure templates in Table 5.

A.3 Resources

We use one Tesla V100 GPU with 16GB memory to carry out all the experiments. The training time is 1 hour for tabular data classification on CLUES, 2 hours for image classification on CUB-Explanations.

---

Table 5: The list of logical structure templates at maximum attribute number $T = 3$.

| Logical Structure Template | Description |
|---------------------------|-------------|
| label(X) = attribute1(X) | $X$ has attribute 1 |
| label(X) = attribute1(X) ∧ attribute2(X) | $X$ has both attributes 1 and 2 |
| label(X) = attribute1(X) ∨ attribute2(X) | $X$ has either attribute 1 or 2 |
| label(X) = attribute1(X) ∧ attribute2(X) ∧ attribute3(X) | $X$ has all three attributes |
| label(X) = (attribute1(X) ∨ attribute2(X)) ∨ attribute3(X) | $X$ has attribute 3 or both attributes 1 and 2 |
| label(X) = (attribute1(X) ∧ attribute2(X)) ∧ attribute3(X) | $X$ has attributes 1 and 2 and attribute 3 |
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