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We show evidence from computer simulations of a universal feature in the atomic dynamics of simple liquids that heralds the freezing transition. This finding provides new insights into what changes at the atomic level as the freezing point is traversed and allows the system to discover the crystalline order. We find that the first-passage properties of atoms at the freezing point, namely the mean time $\mathcal{T}(r)$ for an atom to first reach a distance $r$ from its initial position and the associated probability distributions, are insensitive to the nature of the interparticle force law. For temperatures above freezing, the mean first-passage time $\mathcal{T}(r)$ behaves as $r^{D(\mathcal{T})}$ with a power index $D(\mathcal{T})$ that monotonically increases from $D(\mathcal{T})=1$ at small $r$ (free-particle behavior) to $D(\mathcal{T})=2$ at large $r$ (diffusive behavior). At freezing, and regardless the nature of interactions, $D(\mathcal{T})$ no longer varies monotonically between these two values but exhibits a peak of height $D(\mathcal{T})=2.1$ at some distance $r_*$. This behavior suggests that the location of the freezing transition is concomitant with a universal degree of localization of atomic motions above which the delicate balance between the disordering effects of thermal agitation and the ordering effects of interactions can be destabilized in favor of the periodic order. To help understand and quantitatively characterize the underlying physics, we develop a model of the first-passage properties of atomic motions in liquids. The model builds on the potential energy landscape theory for liquids according to which the liquid’s configuration vibrates for a time around a stable local minimum on the potential energy surface and occasionally transits to an adjacent minimum on the surface. The model faithfully reproduces the key features of the first passage time properties observed in the computer simulations. The model implies that, at the freezing temperature, the average time $\tau$ separating two transits on the potential energy surface equals the average period of oscillation $\tau_o$ of atoms in the local minimum; for temperatures above (below) freezing, $\tau$ is smaller (larger) than $\tau_o$. As a practical consequence of this work, we demonstrate that the calculation of $D(\mathcal{T})$ gives rise to an efficient method for determining the liquid-solid coexistence curves of real materials from atomistic simulations, which, unlike other methods, does not require knowing the crystalline structure of the solid phase.

I. INTRODUCTION

Nearly all fluids freeze into a periodic structure when gently cooled or compressed. The conventional view of the freezing transition holds that, passed a particular point, the liquid state becomes metastable with respect to the crystalline state and small crystal embryos spontaneously form and redissolve via stochastic thermal fluctuations, unless their size exceeds a critical value beyond which they irreversibly grow and coalesce [1, 2]. Yet, we understand little about the microscopic processes underlying these spontaneous, stochastic events. Pure liquids can generally be super-cooled or over-compressed passed these conditions with no sign of abrupt changes in their properties around the transition [3, 4]. For weak undercooling, the time required to form a stable solid nucleus is often too long to capture experimentally or in computational studies unless an external disturbance substitute for spontaneous fluctuations to initiate the transition. Little is known about what actually changes at the microscopic level at the freezing point that allows the system to discover the crystalline order. Evidence for distinguishing structural and dynamical features in weakly under-cooled fluids is tenuous and mainly limited to hard-sphere or Lennard-Jones fluids [5–7] and colloidal liquids [8], as is the evidence that such features are precursory to the formation of stable crystal. Nevertheless, the well-established Hansen-Verlet freezing criterion [9, 10], which states that a monoatomic liquid freezes when the main peak of its structure factor $S(k)$ reaches a universal value, namely $S(k)_{\text{max}} \simeq 2.85$, shows there are aspects of the freezing transition that go beyond the details of microscopic interactions.

In this work, we show evidence from computer simulations of a universal feature in the single particle dynamics of monatomic liquids that heralds the freezing transition. This dynamical signature is related to the first passage properties of atomic motions, i.e. to the statistical distribution of the time taken by atoms to move by a certain distance from their initial position. The numerical simulations suggest that the location of the freezing transition is concomitant with a common degree of localization of atomic motions. In order to qualitatively characterize the latter, we develop a model of the first-passage properties (also referred to as first exit properties) that builds on the accepted picture according to which a liquid’s configuration vibrates for a time about a local minimum of the many-body potential energy surface and occasionally transits to an adjacent minimum on the surface. We find that the universal feature corresponds to conditions where the average time $\tau$ separating two transits is equal to the average period of oscillation $\tau_o$ of an atom about an equilibrium position. When entering the undercooled regime, $\tau > \tau_0$ and atoms remain localized for times longer than the typical period of oscillations in the local potential energy valley. We speculate that the longer localization in the valleys of the potential energy surface is a necessary condition for atoms to interact constructively and find the route to a local crystalline order. In addition, we demonstrate that the precursory feature gives
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rise to a new practical method for determining the liquid-solid coexistence line of real materials from atomistic simulations.

II. SIGNATURE OF THE FREEZING TRANSITION

Despite their structural similarity, the temporal dynamics of simple liquids at freezing does generally depend on the nature of interactions. This is illustrated in Fig. 1 that shows the normalized velocity autocorrelation function (VAF) $Z(t) = \frac{\langle \tilde{v}_i(t) \cdot \tilde{v}_i(0) \rangle}{\sigma^2}$ at the freezing point of several reference models of liquids characterized by distinct interaction potentials $v(r)$ (see figure caption). For a fair comparison between the models, the time in Fig. 1 is normalized to the reference time $t_{th} = a/v_{th}$ for a particle with thermal velocity $v_{th} = \sqrt{k_B T/m}$ to freely travel the mean interparticle distance $a = (3/4\pi \rho)^{1/3}$, where $T$ and $\rho$ are the temperature and the number density at freezing for each system (recalled in appendix A). In all cases, negative correlation regions develop caused by the localized oscillations of an atom in the cage formed by its immediate neighbors until the continuous dynamical rearrangement of particles leads to the disruption of the original shell of atoms and to the escape of the particle from its initial location [11]. Although these models satisfy well the Hansen-Verlet criterion, the details of this local motions depend appreciably on $v(r)$. For instance, for hard spheres, $Z(t)$ rapidly vanishes after the first rebound against the initial cage, while for the Lennard-Jones interparticle forces, their are aspects of the single particle dynamics that go beyond the details of interactions. To this end, we will focus on the first-passage properties of atomic trajectories, i.e. on the statistical properties of the time it takes for an atom to first reach a distance $r$ from an initial position in the liquid [14].

We will see that, despite the dependence of the VAF’s on interparticle forces, their are aspects of the single particle dynamics that go beyond the details of interactions. To this end, we will look at the dynamics from a different point of view. In traditional studies on the dynamical properties of liquids, one typically follows the evolution of a dynamical variable $A(t)$ as a function of time $t$, e.g. the mean-square displacement, the VAF, etc. [11, 13]. Here, we will instead consider the amount of time $t(A_s)$ required for the variable $A$ to first reach a threshold value $A_s$. In particular, we will focus on the first-passage properties of atomic trajectories, i.e. on the statistical properties of the time it takes for an atom to first reach a distance $r$ from an initial position in the liquid [14]. More generally, the notion of first-passage times, or equivalently of first-hitting or first-exit times, plays an important role in many areas, including economics, mathematics, biology, physics [15] and elsewhere, whenever a problem requires predicting the amount of time required for a stochastic process, e.g. the price of a stock option, starting from some initial state, to encounter a threshold for the first time.

We consider the probability distributions of first exit times $f(r,t)$ defined such that $f(r,t)dt$ is the probability that an atom reaches the distance $r$ from its initial position between times $t$ and $t+dt$. For illustration, the inset of Fig. 2 shows on a logarithmic plot the mean first exit time $\mathcal{T}(r) = \int_0^\infty f(r,t)dt$ (in action, $Z(t)$ oscillates with larger negative correlations than for hard-spheres. For the Coulomb ($\kappa = 0$) one-component plasma, unlike other models, the lowest minimum of the VAF is attained by its second minimum. This is because, in addition to the oscillatory motions in the cages, particles also couple to the collective, high-frequency (plasma) charge oscillations [12]; this effect disappears with increasing $\kappa$ as the plasma oscillations are replaced by low-frequency sound waves.

FIG. 1: (color online) Normalized velocity autocorrelation functions of reference models of liquids at their freezing conditions (see appendix A), including: the hard-sphere model, $v(r) = \infty$ for $r < \sigma$ and $0$ otherwise, where $\sigma$ is the particle diameter; the inverse power law or soft sphere model, $v(r) = \epsilon (r/\sigma)^n$, with $n$ controlling the stiffness of particles; the Lennard-Jones model, $v(r) = 4\epsilon [(\sigma/r)^{12} - (\sigma/r)^{6}]$, used to model fluids made of neutral atoms or small molecules; and the one-component plasma model, $v(r) = q^2 e^{-\kappa r}/r$, with $\kappa \geq 0$ controlling the range of $v(r)$, used to model ions in dense plasmas. On the horizontal axis, the time is shown in units of $t_{th} = a/v_{th}$, where $a$ is the average interparticle distance and $v_{th}$ is the thermal velocity.

FIG. 2: (color online) Logarithmic derivative $D(r) = d\ln \mathcal{T}(r)/d\ln(r)$ of the mean first exit time for the hard-sphere system at various values of the packing fraction $\phi$. The inset shows the mean first exit time $\mathcal{T}(r)$. In all cases, the system remains in the fluid phase as nucleation does not occur during the finite time of the simulations.
units of $\tau_{th}$ as a function of $r$ (in units of a) for the hard-sphere model at several packing fractions $0.48 \leq \phi \leq 0.545$, with $\phi = \pi \rho a^3/6$. We recall that the phase diagram of hard spheres reduces to two vertical lines in the density-temperature plane: a fluid phase for packing fractions $\phi \leq \phi_I = 0.494$ and a solid phase for $\phi \geq \phi_s = 0.545$, separated by a coexistence zone $\phi_I \leq \phi \leq \phi_s$. $D(r)/\tau_{th}$ increases with $\phi$ since the displacements are more hampered by the more frequent collisions against neighbors. It also exhibits, in the language of exit times, the well-known transition in the particle displacements between the inertial motion regime at short-time scale and the diffusive motion regime at longer time, which imply between the inertial motion regime at short-time scale and the times, the well-known transition in the particle displacements against neighbors. It also exhibits, in the language of exit times, the well-known transition in the particle displacements between the inertial motion regime at short-time scale and the diffusive motion regime at longer time, which imply $\mathcal{F}(r) \propto r$ for $r \to 0$ and as $r^2$ for large $r$. This transition is best seen in the variation shown in Figure 2 of the logarithmic derivative $D(r) = \frac{d \ln \mathcal{F}(r)}{d \ln r}$, a dimensionless quantity that gives information on the power-law scaling behaviour of $\mathcal{F}(r)$ with $r$ (the diffusive limit is not fully reached over the range of distances shown here, especially at large $\phi$). Most importantly here, Figure 2 shows that $\phi = \phi_I$ separates two regimes of particle caging. In the stable phase $\phi < \phi_I$, $D(r)$ increases monotonically between the inertial and diffusive limits since the cages are rapidly disrupted and the particles can easily wander off. At $\phi = \phi_I$, $D(r)$ shows a small hump at $r = r^* \approx 0.7a$ of height $D(r^*) \approx 2.1$, slightly higher than in the diffusive limit. For $\phi > \phi_I$, the hump becomes more pronounced and $r^*$ decreases with increasing $\phi$. This indicates the tendency of the particle motions to become increasingly spatially localized for longer time periods in the initial cage [14].

We have calculated $f(r,t)$ for various simple liquids using classical molecular dynamics simulations (details on the calculations are given in appendix A). Figure 3a shows $D(r)$ at the freezing points of several reference models of liquids, including the cases used in Fig. 1 to illustrate the dependence of the VAF’s on the interaction potential. The strong similarity between the plots in Fig. 3a is striking. In all cases, the height of the hump is within less than 2% the hard-sphere value 2.1. In addition, whereas $D(r)$ relates to an average property of first-exit times, we find that the probability distributions $f(r,t)$ themselves are insensitive to the interatomic forces. Figure 3b shows $f(r,t)$ against the reduced time $t/\tau_{th}$ at the peak position $r = r^*$ of $D(r)$. The agreement between different liquids is remarkable and says that the probability for any atom of the liquid to reach the ‘cage radius’ $r^*$ in any time $t/\tau_{th}$ is nearly independent of the interaction potential. We also remark that these findings are insensitive to the symmetry of the stable crystal lattice selected: in Figure 3a, some systems freeze into an FCC structure (e.g., hard spheres, Lennard-Jones, $\kappa = 3.99$), others into a BCC structure (e.g., one-component plasma, Yukawa with $\kappa \leq 4$). Because it is based on a measure of particle motions, the criterion can be regarded as the counterpart to freezing of the celebrated Lindemann criterion of melting [10, 16] that states that a crystal melts when the root mean-square displacement of atoms reaches a fraction $f = 0.15$ of the nearest neighbor distance. We note that, in practice, $f$ varies more appreciably between systems (e.g., $f \approx 0.133$ for hard spheres, $f \approx 0.186$ for the one-component plasma [17]) and depends on the crystal structure.

So far, we have considered simple models of liquids where particles interact classically via a given potential $V(r)$ and move according to Newton’s laws. In order to test whether the characteristic behavior of $D(r)$ at freezing applies to real liquids, we have performed quantum molecular dynamics (QMD) simulations of elemental liquid metals. In these simulations (see details appendix A), ions propagate classically in a periodic simulation cell, while electrons receive full quantum mechanical treatment using density functional theory and remain in the thermal ground state of the instantaneous ionic configurations (Born-Oppenheimer approximation). Due to the higher computational cost of these simulations, a relatively small number of atoms $N = 64$ was used, to be compared with $N = 1000$ used in the classical simulations discussed previ-
FIG. 4: (color online) Logarithmic derivative \( D(r) = \frac{d \ln(\tau)}{d \ln(r)} \) of the mean first exit time for liquid Aluminum (top panel) and liquid Titanium (bottom pane) at and slightly below their melting temperature \( T_m \). Here the data were calculated from quantum molecular dynamics simulations.

Figures 4 shows \( D(r) \) obtained for two different liquid metals, namely: Aluminum at melt density 2.35 g cm\(^{-3}\) for two temperature, the melting temperature \( T = T_m = 933 \text{ K} \) and \( T = 871 \text{ K} \); and Titanium, a transition metal, at melt density 4.11 g cm\(^{-3}\) for two temperature, the melting temperature \( T = T_m = 1941 \text{ K} \) and \( T = 1844 \text{ K} \). In both cases, we find that the characteristic behavior of \( D(r) \) at the freezing transition found in simple liquid models is also well satisfied by these two metals. These results give us confidence into the physical significance of this finding.

By extrapolation, we suggest that the characteristic behavior can be used as a practical criterion for determining the liquid-solid coexistence curves (melting temperature \( T \) vs pressure \( P \)) of real materials from atomistic simulations. This illustrated in Fig. 5 (black dots). The black dots show predicted points on the liquid-solid coexistence curve obtained for liquid Aluminum (top panel) and liquid Titanium (bottom panel) using density functional theory based QMD simulations. The points were obtained as follows. Given an input density, the pressure \( P \) and the power index \( D(r) \) were calculated for different temperatures The temperature shown in Fig. 5 correspond to those that reproduce the freezing criterion \( D(r^*)\max = 2.1 \). We find that our approach gives results in quite good agreement with the experiments (full lines in the figure). Moreover, it competes with two of the most standard methods used to determine the coexistence curves of materials, namely: the Z-method (blue triangle), which relies on the limit of superheating of the solid phase; and the coexistence method (red diamonds), in which one monitors the evolution of the liquid phase in contact with the liquid phase. We note that, unlike other methods, our method does not require knowing the crystalline structure of the solid, which is often a challenge in itself. Moreover, both the Z-method and the coexistence methods require larger systems.

FIG. 5: (color online) Liquid-solid coexistence line of Aluminum (top panel) and Titanium (bottom panel). All the symbols were obtained with quantum molecular dynamics simulations. The blacks dots show results of our newly proposed method based on characteristic behavior of \( D(r) \) at the freezing transition. The red diamonds and blue diamonds show data reported in Refs. [18] and [19] and obtained using the coexistence method and the Z-method, respectively. The full lines show Simon fits of experimental measurements reported in Ref.[20] for Al (see their Fig. 1) and [19] for Ti (see their Fig. 4a).

III. UNDERSTANDING THE FIRST PASSAGE PROPERTIES OF LIQUIDS AT FREEZING

The previous findings suggest a strong correlation between the location of the freezing transition and the onset of a regime of localization of atomic motions. To help understand and quantitatively characterize the phenomenon, we have developed a model of the first-passage properties of atoms in liquids. To this end, we first establish an exact relation (Eq.(2)
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A. Path to the distribution of first passages

Let us suppose for now that we know the following two
quantities (see Fig. 6):

1) \( \mathcal{P}(r,t|0) \) : the probability density that an atom initially
located at a distance \( r_0 \geq 0 \) from some origin \( O \), be located at
a distance \( r \geq 0 \) from \( O \) after a time \( t \).

2) \( \mathcal{P}(r,t|s_r,t';0) \): the probability density that an atom is
located at a distance \( r \geq 0 \) from the origin \( O \) at time \( t \) if it was
both located at the origin \( O \) at time \( 0 \) and at a distance \( r_s \geq 0 \)
at some intermediate time \( t' \) with \( 0 \leq t' \leq t \).
For all distances \( r \) and \( r_s \), such that \( r \geq r_s \), the two probability
densities satisfy the relation

\[
\mathcal{P}(r,t|0) = \int_0^t dt' \mathcal{P}(r,t|s_r,t';0) f(r,t')
\]

(1)

where \( f(r_s,t) \) is the probability density for the first passage
of an atom at a distance \( r_s \) from its initial position, the
quantity of interest in this work. The relation (1) expresses that,
the trajectories being continuous, for an atom to reach the dis-
stance \( r \) at time \( t \) from its initial position, it must necessarily be
located at the distance \( r_s \leq r \) at least once between the times
0 and \( t \); the time \( t' \) corresponds to the time of its very first
passage at \( r_s \) (see red and orange dots in Fig. 6). Equation (1)
is an integral equation for the unknown function \( f \), a Volterra
equation of the first kind [21]. The probability of first passage
\( f(r_s,t) \) can in principle be found by solving Eq.(1) for any
fixed distance \( r \geq r_s \). In practice, however, Eq.(1) is rather
hard to solve because its kernel is singular, and we found it
easier to instead consider the integral equation

\[
\int_{r_s}^\infty dr \mathcal{P}(r,t|0) = \int_0^t dt' \left[ \int_{r_s}^\infty dr \mathcal{P}(r,t|s_r,t';0) \right] f(r,t')
\]

(2)

obtained by summing Eq.(1) for all \( r \geq r_s \). The Volterra
equation (2) has a smooth kernel and, unlike Eq.(1), lends itself
to standard analytical and numerical methods [21].

We now discuss in more detail the two input probability
densities. For atoms in a liquid, \( \mathcal{P}(r,t|0) = 4\pi r^2 G_s(r,t) \)
where \( G_s(r,t) = (\delta (r - |r_i(t) - r_i(0)|))_{eq} \) is the so-called self-
correlation function (also know as the self-part of the Van
Hove function) that is often used to characterize the single
particle dynamics in liquids. In the last expression, \( r_i(t) \) denotes
the position of an atom \( i \) at time \( t \) and the brackets indicate an
ensemble average. For our purpose, it is useful to define the
related quantity \( G_i(r,t|r') = V \langle \delta (r - r_i(t)) \delta (r' - r_i(0)) \rangle_{eq} \).
where \( g(r,t) = \int_0^\infty d' r' \mathcal{P}(r',t|0) \) and the kernel \( K(r,t-t') = \int_0^\infty d' r' \mathcal{P}(r,t-t'|r') \) depends on the time difference \( t-t' \). The Volterra equation (5) can then be formally be solved using Laplace transforms to give

\[
\hat{f}(r,s) = \frac{\int_0^\infty d r \mathcal{P}(r,s|0)}{\int_0^\infty d r \mathcal{P}(r,s|)} = \frac{\hat{g}(r,s)}{\hat{K}(r,s)}.
\]

(6)

One verifies that, despite the Markovian approximation (4), the probability distribution \( f \) defined by Eq.(6) is well normalized, i.e. \( \int_0^\infty d t f(r,t) = \lim_{s \to 0} \hat{f}(r,s) = 1 \). Moreover, the mean first passage time of interest in this work is given by

\[
\mathcal{T}(r) = \int_0^\infty d t f(r,t) = -\frac{\partial \hat{f}(r,s)}{\partial s} \bigg|_{s=0}.
\]

(7)

In the next section, we will present a model for \( G_s(r,t|r_0) \) appropriate for physical conditions surrounding the liquid-solid transition. We will then substitute this model into Eq.(5) to extract information on \( f(r,t) \) and on \( \mathcal{T}(r) \). Before, we conclude this section with an illustration of the approach on two simpler, yet instructive, models.

First, we assume that the atoms behave like Brownian particles in three dimensions. In this case, \( G_s \) satisfies the diffusion equation \( \partial_t G_s = D \nabla^2 G_s \) with initial condition \( G_s(r,t=0|r_0) = \delta(r-r_0) \), where \( D \) is the self diffusion coefficient, and reads

\[
G_s(r,t|r_0) = \frac{1}{(4\piDt)^{3/2}} e^{-|r-r_0|^2/4Dt}.
\]

(8)

Using Eq.(8) in Eq.(5) [22], we recover the known results for the three-dimensional Brownian motion obtained with other methods [23, 24], namely

\[
\hat{f}(r,s) = \frac{r \sqrt{s/D}}{\sinh(r \sqrt{s/D})},
\]

and the mean first passage time (7) is

\[
\mathcal{T}(r) = \frac{r^2}{6D}.
\]

Thus, the logarithmic derivative \( D(r) = d \ln \mathcal{T}(r)/d \ln r \) is constant equal to 2 for all \( r \), which is unlike the variation of \( D(r) \) between 1 and 2 as \( r \) increases observed previously for liquids (see Sec. II).

As a second illustration, we consider a model that is more appropriate for describing the single particle dynamics of liquids. It is based on the old observation that the van Hove self correlation function \( G_s(r,t) \) for liquids is rather well approximated at all times by a Gaussian, namely

\[
G_s(r,t|r_0) = \left( \frac{3}{2\pi \langle R^2(t) \rangle} \right)^{3/2} \exp \left[ -\frac{3}{2\langle R^2(t) \rangle} |r-r_0|^2 \right]
\]

(9)

where \( \langle R^2(t) \rangle \) is the mean-square displacement. This Gaussian approximation, which has been tested against MD data on various liquid models (e.g., [25–27]), respects the exact limiting Gaussian behavior of \( G_s \) at small times (free-particle behavior) and at large times (diffusive limit). Using Eq.(8) in Eq.(5), the integral equation for the first passage probability \( f \) reads

\[
g(r_s,t) = \int_0^t dt' K(r_s,t-t') f(r_s,t')
\]

(10)
with $R \geq r_s$

$$g(r_s, t) = \left[ 1 - \text{erf} \left( \frac{r_s}{W(t)} \right) \right] + \frac{2r_s}{\sqrt{\pi} W(t)} e^{-\frac{r^2_s}{W^2(t)}}$$

$$K(r_s, t) = \frac{W(t)}{2\sqrt{\pi}r_s} \left[ 1 - e^{-\frac{a^2}{W(t)}} \right] + \left[ 1 - \frac{1}{2} \text{erf} \left( \frac{2r_s}{W(t)} \right) \right]$$

Figure 7 shows results obtained by solving Eq. (10) with the mean-square displacement $\langle \Delta^2(t) \rangle$ obtained in the QMD simulation of liquid Aluminum at 2.35 g cm$^{-3}$ and $T = 933$ K discussed previously in relation to Fig. 4. This calculation thus relies on only two approximations, namely the Gaussian approximation (9) and the markovian approximation (4). In Fig. 7 (top panel), the mean time $\mathcal{T}(r)$ (dashed line) is compared to that obtained in the QMD calculation (full line). Both calculations are in very good agreement for distances $r$ greater than the average interparticle distance $a$. This is because for large enough $r$, one essentially probes the diffusive regime where both the Gaussian and markovian approximations are accurate. The largest discrepancies between the two calculations occur at the smallest distances $r$, i.e. the particle dynamics underlying the model calculation is on average slower than the actual dynamics. At very small $r$, when one basically probes the free particle motion, the Gaussian approximation remains accurate but the markovian approximation fails. At intermediate distances, where the Gaussian approximation is the least accurate [25–27] and the markovian approximation is expected to become increasingly accurate, we see that the relative error quickly diminishes for $r/a \geq 0.5$. As shown in the inset of Fig. 7, this simple model calculation reproduces the characteristic evolution of the logarithmic derivative $D(r)$ between 1 (small $r$) and 2 (large $r$). As a consequence of the inaccuracies, however, $D(r)$ peaks at a higher value, namely 2.2, than the QMD data.

Finally, the black lines in Fig. 7 (bottom panel) show the probability distributions of first exit times $f(r, t)$ obtained in the QMD simulation for $r/a = 0.6, 0.72, 1$ and 1.5. The red dashed lines show the solution of the integral equation (10) for $f(r + 0.06a, t)$. The shift was chosen in order for the peaks of the QMD and model calculations to coincide and accounts for the slower dynamics predicted by the model. Yet, despite this shift, it is remarkable that the model reproduces quite well the general shape of the exact probability distributions.

The model we develop in the next section aims at reducing the inaccuracies of the Gaussian approximation at intermediate distances where the signature peak of $D(r)$ is located.

**B. Mixed random walk model of the self correlation function $G_i(r, t; r_0)$**

Our model builds on the generally accepted picture that an atom in a liquid undergoes a succession of quasiharmonic oscillations for a time about an equilibrium position as in a solid, which itself occasionally jumps from one equilibrium position to another. This picture was introduced long ago (e.g., [28]) to explain the experimental fact that the specific heat and the volume of a solid changes little, while its self-diffusion coefficient changes greatly, when it melts to a liquid. The original description was later put on a firmer basis in terms of the motion of particle configurations on the many-body potential energy landscape [29–31]. For a period of time, the liquid’s configuration oscillates harmonically about a local minimum of the many-body potential energy surface. Occasionally, the liquid configuration will have enough kinetic energy to cross a saddle point on the potential energy surface and will jump to the cell surrounding a different local minimum that is responsible for the diffusion and fluid flow [29–31]. Much effort has been devoted to developing these ideas into theories of liquid dynamics, particularly theories of thermodynamics/self-diffusion in liquids and supercooled liquids [32–38]. For later reference, we quote the celebrated model of Zwanzig [34], who postulated a model for the velocity autocorrelation function

$$Z(t) = Z_v(t) e^{-t/\tau}, \quad (11)$$

where

$$Z_v(t) = \frac{k_B T}{m} \int_0^\infty d\omega \rho(\omega) \cos(\omega t) \quad (12)$$

is the velocity correlation of the quasiharmonic motion, where $\rho(\omega)$ is the normalized density of normal mode frequencies, and the factor $e^{-t/\tau}$ is caused by the jumps, where the ‘hopping time’ $\tau$ is characteristic of the time between jumps/the lifetime which characterizes the distribution $e^{-t/\tau}$ of residence times in the cells. The two most prominent ways to determine $\tau_w$ are (a) to extract it from the imaginary frequency INM distribution, developed most notably by Keyes, and (b) to set $\tau_w^{-1}$ equal to the long-time decay rate of the “cage correlation function” of Rabani, Gezelter, and Berne.

We develop a model for $G_i(r, t; r_0)$ that attempts to incorporate these observations with as few free parameters as pos-
sible. The model combines a detailed description of the quasiharmonic oscillations about a local minimum of the potential energy surface together with a continuous time random walk (CRTW) to describe the finite size jumps between local potential energy minima on the surface. The model is built from the following three components (see Fig.(8):

1)\textit{quasiharmonic motion}: we assume that the quasiharmonic oscillations about each local minimum is characterized by an average density of normal mode frequencies $\rho(\omega)$. If one assumes that the atomic dynamics is limited to these oscillations only, a direct calculation shows that the self part of the van Hove function, which we denote by $f_{v}(r,t) = \langle \delta(r- (r_{i}(t) - r_{i}(0))) \rangle$ (‘v’ stands for vibrations), remains Gaussian at all times and is given by

$$f_{v}(r,t) = \frac{1}{(\pi W_{v}^{2}(t))^{3/2}} e^{-r^{2}/W_{v}^{2}(t)}$$

with the time dependent width

$$W_{v}^{2}(t) = \frac{4 k_{B} T}{m} \int_{0}^{\infty} d\omega \frac{\rho(\omega)}{\omega^{2}} [1 - \cos(\omega t)] .$$

The corresponding mean square displacement of an oscillating atom after time $t$ is $\langle \delta R^{2}(t) \rangle = \frac{3}{2} W_{v}^{2}(t)$. Since the atoms do not diffuse, the latter reaches a constant value

$$r_{c}^{2} = \lim_{t \to \infty} \frac{3 W_{v}^{2}(t)}{2} = \frac{6 k_{B} T}{m} \langle \omega^{-2} \rangle$$

at large times, where $\langle \omega^{-2} \rangle = \int_{0}^{\infty} d\omega \omega^{-2} \rho(\omega)$). The distance $r_{c}$ can be regarded as the size of the cage in which an atom oscillates and will serve as a convenient unit of length in the following. For later reference, we note the relation

$$Z_{v}(t) = 4 \frac{d^{2} W_{v}^{2}(t)}{dt^{2}} ,$$

where the VAF $Z_{v}$ is given by Eq.(12); this is a special case of the general relation

$$Z(t) = \frac{1}{6} \frac{d^{2}}{dt^{2}} \langle \delta R^{2}(t) \rangle$$

between the VAF and the mean square displacement [13].

2) Jumps between local minima: We assume the passage of the system from one valley of the potential energy surface to another occurs on a much shorter time scale than the typical oscillation time scale and that the system ‘jumps’ instantaneously between equilibrium positions. We assume that each such jump results in the displacement of some atoms from their current location. We model these individual displacements by a continuous time random walk [39], in which the size of the displacement is sampled from the Gaussian distribution

$$f_{j}(r) = \frac{1}{(2\pi l^{2}T)^{3/2}} e^{-r^{2}/2l^{2}} .$$

3) Occurrence of jumps: Finally, the term ‘continuous time’ [39] indicates that the time interval between two successive jumps is also treated as a random variable. To this end, we define $\phi(t)dt$ as the probability that the time interval separating two successive jumps is between $t$ and $t+dt$. Then the quantity $\Psi(t) = 1 - \int_{0}^{t} dt \phi(t)$ is the probability that the time between two successive jumps is greater than $t$. Below [40], we will assume that the jumps occur independently at a constant average rate $1/\tau$, i.e. they are distributed according to the exponential distribution

$$\phi(t) = \frac{1}{\tau} e^{-t/\tau} .$$

We physically expect that $\tau$ increases with decreasing the system’s temperature.

At this stage, the model contains three input parameters, namely $\rho(\omega)$, $l$ and $\tau$. However, as we shall see later, in order for the model to be consistent with the dynamics of a liquid, $l$ is fact related to $\rho(\omega)$ and $\tau$, and there will only be two input parameters.

With these components defined, we wish to calculate the probability $G_{s}(r,t; r_{0})$ that an atom is at position $r$ at time $t \geq 0$ if it was at position $r_{0}$ at time $t_{0} = 0$. The contributions to $G_{s}$ are classified according to the number of quasiharmonic motions (green lines) followed by a jump (red dashes), and are then summed. The explicit expression of the second line is given by Eq.(19), where $\eta$ is given by Eq.(20). Dropping variables and summation signs, the blue lines correspond to $f_{s} \Psi$ and the green and red lines correspond to $f_{j} \phi f_{j}$.

![FIG. 9: (color online) Illustration of the calculation of the probability density $G_{s}(r,t; r_{0})$ that a particle is at position $r$ at time $t \geq 0$ if it was at position $r_{0}$ at time $t_{0} = 0$. The contributions to $G_{s}$ are classified according to the number of quasiharmonic motions (green lines) followed by a jump (red dashes), and are then summed. The explicit expression of the second line is given by Eq.(19), where $\eta$ is given by Eq.(20). Dropping variables and summation signs, the blue lines correspond to $f_{s} \Psi$ and the green and red lines correspond to $f_{j} \phi f_{j}$.

}
atom to position $\mathbf{r}$. The total contribution of all these single jump paths is obtained by integrating the previous term over $t'$ in $[0:t]$. The classification of paths according to the number of intermediate jumps can be continued similarly and the total probability $G_s(\mathbf{r},t|\mathbf{r}_0)$ is obtained by summing over all of them. As illustrated in Fig. 9, the sum of all possibilities resembles like a geometric sequence that can be summed into

$$G_s(\mathbf{r},t|\mathbf{r}_0) = f_s(\mathbf{r} - \mathbf{r}_0, t) \Psi(t)$$

$$+ \int_0^t dt' \int d\mathbf{r}' f_s'(\mathbf{r} - \mathbf{r}', t - t') \Psi(t - t') \eta(\mathbf{r}, t'|\mathbf{r}_0)$$

where

$$\eta(\mathbf{r}, t'|\mathbf{r}_0) = \int d\mathbf{r}_1 f_\mathbf{s}(\mathbf{r} - \mathbf{r}_1) \phi(t)f_s(\mathbf{r}_1 - \mathbf{r}_0, t)$$

$$+ \int_0^t dt' \int d\mathbf{r}_1 d\mathbf{r}_2 f_\mathbf{s}(\mathbf{r} - \mathbf{r}_1, t - t') \phi(t - t')$$

$$\times f_s(\mathbf{r}_2 - \mathbf{r}_1, t - t') \eta(\mathbf{r}_1, t'|\mathbf{r}_0)$$

is the probability density that a jump was made to $\mathbf{r}$ between times $t$ and $t + dt$. Equations (19) and (20) imply that $G_s$ and $\eta$ are functions of the difference $|\mathbf{r} - \mathbf{r}_0|$, which permits the use of spatial Fourier transform with respect to the variable $\mathbf{r} - \mathbf{r}_0$. With the exponential distribution (18), the Fourier-Laplace transform of Eq.(19) takes the convenient compact form

$$\hat{G}_s(k,s) = \frac{f_s(k,s + \frac{1}{\tau})}{1 - \tau f_s(k) f_s(k,s + \frac{1}{\tau})}.$$ (21)

The prototypical Montroll-Weiss equation $\hat{\chi}_s = \frac{\chi}{(\tau s + 1 - f_s)}$ [39] for a simple continuous-time random walk is recovered when removing the harmonic motions, $f_\mathbf{s}(\mathbf{r},t) = \delta(\mathbf{r})$. When the details of the oscillations are neglected, i.e. by replacing Eq.(13) by a time-independent function $f_s(\mathbf{r}) = \frac{1}{(\delta v^2)^{3/2}} e^{-v^2/\delta v^2}$, the model developed in Ref. [41] for supercooled liquids close to glass transition is recovered.

The expression (21) implies that, in this model, the mean square displacement (msd) $\langle \delta R^2(t) \rangle = \int d\mathbf{r}^2 G_s(\mathbf{r},t;0)$ is given by

$$\langle \delta R^2(t) \rangle = \frac{3l^2}{\tau t} + 3 \int_0^t du \int_0^u dv \frac{d^2W_\mathbf{v}(\mathbf{v})}{dv^2} e^{-v/\tau}.$$ (22)

The msd is asymptotic to $3l^2 t/\tau$ as $t \to \infty$, i.e. the motion is diffusive at large times characterized by the self-diffusion
coefficient
\[ D = \frac{l^2}{2\tau}. \]  

The parameters of the model can be further constrained by imposing that \( G_r \) be consistent with the van Hove function of a liquid. To this end, we recall that, in a liquid, the msd and the VAF are related by the relation (17), and that the self-diffusion coefficient of a liquid is related to the VAF via the Kubo relation \( D = \int_0^\infty Z(t) dt \). Using Eqs. (22) and (16) in (17), we are led to interpret
\[ Z(t) = 4 \frac{d^2W^2(t)}{dt^2} e^{-t/\tau} = Z_e(t) e^{-t/\tau}. \]  

as the VAF consistent with our model. This is nothing but the celebrated VAF model of Zwanzig mentioned earlier, which allows us to connect to the numerous works that this model initiated. Now, by enforcing the Kubo relation between Eqs. (24) and (23), we find the constraint
\[ l^2 = \frac{2kT}{m} \int_0^\infty d\omega \frac{\rho(\omega)}{1+(\tau \omega)^2}. \]  

between the three original parameters of the model.

In summary, our model for the first exit time properties works as follows. Given an input density of state \( \rho(\omega) \) and an input jump time \( \tau \), the probability density \( G_r(\mathbf{r}, t; r_0) \) of finding an atom with position \( \mathbf{r} \) at time \( t \) if it was initially at \( r_0 \) is given by Eq. (19) (or (21)), in which the average size of jumps is given by Eq. (25). The resulting \( G_r \) is then substituted into the integral equation (5), the solution of which gives the desired probability of first exit times.

C. Application

In the following, we find it convenient to use the cage size \( r_c \), Eq. (15), as the unit of length, and the inverse of the root mean square frequency \( \nu_0 = \omega_0/2\pi \) with \( \omega_0^2 = \langle \omega^2 \rangle \) as the unit of time; the model then depends on the dimensionless quantities \( \tilde{\rho} = \nu_0 \rho \) and \( \tilde{\tau} = \nu_0 \tau \).

In order for the model calculations to be as realistic as possible, we present results obtained with the frequency distributions \( \rho(\omega) \) calculated by Chisalim et al. for liquid Na (see Fig. 1 in Ref. [38]) and reproduced in Fig. 10 (symbols). The spectrum was calculated with molecular dynamics simulations by carefully quenching the liquid into several stable random valleys of the potential energy surface, by calculating the normal mode frequency spectrum at the bottom of each valley and by averaging over the valleys [38, 42].

Figure 11 (upper panel) shows the logarithmic derivative \( D(r) = \frac{d\nu_0\tau}{d\ln r} \) as a function of \( r/r_c \) for several increasing values of the jump time \( \nu_0\tau \) in the range \([..]\), i.e. for decreasing temperature \( T \). We first note that, overall, the model reproduces the typical behavior of \( D(r) \) found in the simulations (see Sec. II) and exhibits the emergence of the peak in \( D(r) \) of increasing height as \( \nu_0\tau \) increases. The signature peak value \( D(r_*) = 2.1 \) of the freezing transition discussed in Sec. II is obtained for \( \nu_0\tau = \) (highlighted in red in Figure 11) and is reached at a distance \( r_* \approx r_0 - 1.1r_c \), i.e. near the size of the cage. Therefore, the model suggests that the dynamical signature of the liquid transition corresponds to conditions under which the jump time between valleys is equal to the typical period of oscillation of atoms around their instantaneous equilibrium position. It suggests that the location of the freezing transition is concomitant with a crossover in the degree of localization of liquid particles. Right above (below) the freezing temperature, the liquid configurations transit between the valley of the potential energy surface at a rate greater (smaller) than the average period of vibration in a given valley. The two time scales coincide at the transition.

Of course, the previous conclusions will apply to other liquids only if the power index \( D(r) \) predicted by the model is insensitive to the input frequency spectrum \( \rho(\omega) \), which is also the condition that the model be consistent with the universality observed in the simulations. To our knowledge, only a small number of spectra have been reported in the literature. In Ref. [36], Rabani et al. presented several calculations of \( \rho(\omega) \) for Lenard-Jones liquids at different densities. The Lenard-Jones spectra of Rabani et al. (see Fig. 7 in Ref. [36]) show strong resemblance to the Na spectrum. They all show similar bump-like shapes and linear behavior at low frequency; they differ mostly at high frequency, e.g. in the speed at which the spectra vanish beyond a cutoff frequency. This is illustrated in Fig. 10. The dashed blue line shows the one-parameter fitting formula
\[ \rho(\omega) = \frac{2}{\omega_0} \frac{\omega}{\omega_0^2} e^{-\omega^2/\omega_0^2}, \]  

proposed by Rabani et al. to model their simulation data (see Fig. 7 in Ref. [36]). Unfortunately, while the formula does reproduce well their data, we find that Eq. (26) is unphysical at very small \( \omega \) where it varies linearly with \( \omega \) and causes the cage size \( r_c \), Eq. (15) to diverge logarithmically to infinity. Close inspection of Fig. 7 in Ref. [36] shows that, like the Na spectrum, \( \rho(\omega) \) varies linearly but only beyond some finite frequency (\( \approx 0.05\omega_0 \) for the Na spectrum) and below which the spectrum is vanishingly small. The spectrum obtained by slightly shifting Eq. (26) to reproduce the linear section of the Na spectrum is shown by the red line; it deviates mostly from the Na spectrum at high frequencies. Figure 10 (bottom panel) shows the logarithmic derivative \( D(r) = \frac{d\nu_0\tau}{d\ln r} \) as a function of \( r/r_c \) obtained with this model spectrum for the same values of \( \nu_0\tau \) used in the upper panel. We see that despite the differences in the spectra at high \( \omega \), the \( D(r) \)’s in both cases are very similar and lead to the same conclusions as before. Thus, the model suggests that the insensitivity of the power index \( D(r) \) to the nature of particle interactions observed in the numerical simulations results from the insensitivity of frequency spectra \( \rho(\omega) \) at low frequency. Additional calculations of \( \rho(\omega) \) are needed to support this conclusion.
FIG. 12: (color online) (a) Logarithmic derivative $D(r) = d \ln \mathcal{T}(r)/d \ln(r)$ of the mean first exit time for several reference models of 3D liquids at their freezing point. The freezing points were determined by others from accurate free-energy calculations (see appendix A). (b) First-exit time probability distributions $f(r,t)$ for the 3D liquids of panel (a) measured at the location $r = r^*$ of the maximum of $D(r)$ (for clarity, only a subset of the cases in panel (a) are shown). The dashed line is a least-square fit to a log-normal distribution function. (c) Same as panel (a) for 2D and 4D systems. (d) Same as panel (b) for the 2D systems of panel (c).

IV. EFFECT OF DIMENSIONALITY

In order to further investigate the relation between freezing point and particle localization, we study the effect of the dimension of space $d$. Dimensionality is indeed known to strongly affect nucleation in particular through its effect on the geometric packing, the geometric frustration and the thermal fluctuations. We first consider two-dimensional (2D) systems, starting with the hard-disk model (see appendix A). Its phase diagram [43] consists of a fluid phase for packing fractions $\phi \leq \phi_l = 0.7006$ and a solid phase for $\phi \geq \phi_l = 0.7218$, with $\phi = \pi \rho \sigma^2/4$. These are separated by a first-order liquid-hexatic transition at $\phi_{\text{hex}} = 0.7171$ and a continuous hexatic-solid transition at $\phi_s$, where the hexatic phase is characterized by short-range positional and quasi-long-range orientational orders. Figure 2c shows $D(r)$ for $0.6804 \leq \phi \leq \phi_s$. Remark that $D(r)$ is extremely sensitive to $\phi$; for instance, the packing fractions $\phi = 0.70001$ (purple line) and $\phi = 0.701898$ (black) are only within $0.08\%$ and $0.19\%$ of $\phi_l$ (yellow). For $\phi = \phi_l$, $D(r)$ peaks at $\sim 3.2$ instead of 2.1 and the new criterion is not applicable in two dimensions. Similarly, it is known that the 3D Hansen-Verlet and the Lindemann criteria do not carry over to two dimensions [44–46].

To investigate whether 2D freezing can nevertheless be characterized by a common localization threshold, Figure 2c shows $D(r)$ at the freezing conditions of four models of inverse power potentials with stiffness $n = \infty, 16, 8$ and 6 (hard disks correspond to $n = \infty$). Their phase diagrams [47] are similar to that of hard disks except for the location of the coexistence lines. Like with 3D systems, the strong similarity between the plots is remarkable. For $n = 8$ and 6, the peak height is within $< 2\%$ that of hard-disk. For $n = 16$, the peak is $5\%$ lower, a larger disagreement that we ascribe to the above-mentioned high sensitivity on $\phi$ and the inaccuracy (estimated to [47] $0.5\%$) in $\phi_l$. In addition, Figure 2d shows that the corresponding probability distributions $f(r,t)$ against $t/t_{ih}$ at peak position $r^*$ of $D(r)$ are in remarkably close agreement (in 2D, $t_{ih} = a/v_{ih}$ with $a = 1/\sqrt{\pi \rho}$). Thus, we again find a strong correlation between the location of the freezing transition of 2D fluids and the onset of a regime of localization of atomic motions characterized by $D(r^*) \approx 3.2$, different from the 3D threshold. The reduction of the threshold with the space dimension $d$ suggests that the relationship between freezing conditions and particle localization is specific to low dimensions $d = 2, 3$. To check this hypothesis, Figure 2d (dashed lines) shows $D(r)$ for a fluid of hard hyperspheres in $d = 4$ dimensions at the fluid-solid coexistence values [48] $\phi_l = 0.288$ and $\phi_s = 0.337$, with $\phi = \pi^2 \rho \sigma^4/32$. For $\phi = \phi_l$, $D(r)$ increases strictly monotonically between the inertial and diffusive regimes, while for $\phi = \phi_s$, $D(r)$ shows a small hump of height $2.2$. It is known that hyperspheres do not freeze easily [48]. The barrier of crystal nucleation was shown to rapidly grow with $d$ as a result of the increased geometrical frustration between the fluid order and the crystal [48]. The present work suggests that the difficulty to freeze is also related to the weak localization of particle motions that prevents the many-body interactions needed to form stable solid nuclei.

V. CONCLUSION

While the principles of thermodynamics unambiguously predict the location of the liquid-solid transition by the strict conditions of equality of the pressure, temperature, and chemical potentials of both phases pure liquids can generally be super-cooled or over-compressed passed these conditions with no sign of abrupt changes in their properties around the transition. The results of this work provide new insights into what changes at the atomic level as the freezing point is traversed and allows the system to discover the crystalline order.

We have considered the first passage time properties of atomic motions, with a special attention on the mean time $\mathcal{T}(r)$ for an atom to first reach a distance $r$ from its initial position and the associated probability distribution. We have shown evidence from classical and quantum molecular dynamics simulations of a universal feature exhibited by $\mathcal{T}(r)$ in monatomic liquids that heralds the freezing transition. For temperatures above freezing, the mean first pas-
sage time $\mathcal{T}(r)$ behaves as $r^{D(r)}$ with a power index $D(r)$ that monotonically increases from $D(r) = 1$ at small $r$ (free-particle behavior) to $D(r) = 2$ at large $r$ (diffusive behavior). At freezing, and regardless the nature of interactions, $D(r)$ no longer varies monotonically between these two values but exhibits a peak of height $D(r_c) = 2.1$ at some distance $r_c$. Presented numerical evidence includes data for several reference models of liquids spanning from the hard-sphere fluid to the one component plasma model, as well as data for real liquids metals obtained with quantum molecular dynamics simulations. We have shown that the precursory feature induces a new method for determining the liquid-solid coexistence curves of real materials from atomistic simulations. We have successfully illustrated the method on the calculation of the solid-liquid coexistence curves of liquid Aluminum and liquid Titanium. Unlike other methods, the methods views crystallization from the liquid side and does not require knowing the crystalline structure of the solid phase. This is evocative of the result of Alexander and McTague [57] based on general symmetry considerations of the liquid-solid transition that the bcc crystal should be favored near the melting line.

Then, in order to help understand and characterize the physics underlying our finding, we have developed a model of the first-passage properties of atomic motions in liquids based on the potential energy landscape theory for liquids. The model combines an accurate description of the localized oscillations of an atom about an equilibrium position together with a continuous time random walk to account for the occasional jumps that occur between equilibrium positions. The model depends on only two physical parameters, namely the average frequency spectrum $\rho(\omega)$ of normal modes in a local minimum and on the average time $\tau$ between jumps. We have applied the model to realistic frequency spectra and have shown that it reproduces the variations of the first passage time properties observed in the computer simulations. The model implies that the freezing point is concomitant with a change in the degree of localization of atoms. At the freezing point, the average time $\tau$ separating two transits is equal to the average period of oscillation $\tau_o$ of an atom about an equilibrium position; below (above) the freezing point, $\tau$ is larger (smaller) then $\tau_o$, i.e. atoms remain localized for times longer (shorter) than the typical period of oscillations in a local potential energy valley. The longer localization in the valleys of the potential energy surface is a necessary condition for atoms to interact constructively and find the route to a local crystalline order.

Although consistent with the hard-sphere paradigm of liquids [58], we believe that the present findings are remarkable in view of the non-universal character of the freezing transition [3]. The properties of freezing such as its location, the changes of thermodynamic variables and the crystalline structure selected, depend indeed sensitively on the nature of the intermolecular forces. In addition, unlike critical phenomena, one cannot restrict attention to long-wavelength phenomena since the formation of localized solid nuclei likely depends on the small scales given by the range of intermolecular interactions [59]. We hope that this work will stimulate further research to elucidate the mechanisms that govern the liquid-solid phase transition on the microscopic level and their potential implications on the conventional nucleation theory.
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We have considered homogeneous systems of identical particles interacting through a pair-potential \( v(r) \), where \( r \) is the interparticle distance. In the hard-sphere model \([13]\), impenetrable spheres of diameter \( \sigma \) mutually interact via the repulsive potential

\[
v(r) = \begin{cases} 
0 & \text{for } r > \sigma \\
\infty & \text{for } r \leq \sigma 
\end{cases}
\]  

Appendix A: Models of simple liquids used in this work.
Its equilibrium properties are fully characterized by the packing fraction \( \phi = \Omega_0/\Omega \), ratio of the volume of a particle \( \Omega_0 \) and the volume per particle \( \Omega = 1/\rho \). We find \( \phi = \pi \rho \sigma^3/6 \) for 3D spheres, \( \phi = \pi \rho \sigma^2/4 \) for 2D disks and \( \phi = \pi \rho \sigma^4/32 \) for 4D hyperspheres[48]. In the inverse power or soft sphere model[49]

\[
v(r) = \varepsilon \left( \frac{\sigma}{r} \right)^n \tag{A2}
\]

where \( \varepsilon \) is an energy scale and \( \sigma \) is the effective parameter of a particle. The exponent \( n \) controls the stiffness and range of the repulsion, from the short-ranged hard-sphere interaction \((n = \infty)\) to the long-range Coulomb interaction \((n = 1)\). Due to scaling properties, the thermodynamic properties are fully characterized by the dimensionless parameter \( \gamma_n = \rho \sigma^d (k_B T/\varepsilon)^{1/d} - d/n \), where \( d \) is the space dimension. For fixed \( \varepsilon, \gamma_n \) can be replaced by the packing fraction defined above. The Lennard-Jones model[13] is often used to model fluids made of neutral atoms or small molecules. The potential

\[
v(r) = 4\varepsilon \left[ (r/\sigma)^{12} - (r/\sigma)^6 \right] \tag{A3}
\]

consists of a short-range repulsive term and longer ranged, attractive part. Here \( \sigma \) is the atomic diameter and \( \varepsilon \) the depth of the attractive well. The one-component plasma model[50] is a system of charged particles of electric charge \( q \) immersed in a homogeneous neutralizing background and interacting through the Coulomb potential

\[
v(r) = \frac{q^2}{4\pi \varepsilon_0 r} \tag{A4}
\]

Its thermodynamic properties are fully characterized by the Coulomb coupling parameter \( \Gamma = \langle q^2/(4\pi \varepsilon_0 a) \rangle/k_B T \), where \( a = (3/4 \pi \rho)^{1/3} \) is the interparticle distance. The one-component plasma is often used to model the ions in dense, strongly coupled plasmas as those found in the core of astrophysical objects. In the Yukawa model[51], the bare Coulomb interaction is exponentially screened,

\[
v(r) = \frac{q^2}{4\pi \varepsilon_0 r} e^{-\kappa r/a} \tag{A5}
\]

where the inverse screening length (in units of \(1/a\)) \( \kappa \) describes the screening effect of plasma electrons on the bare ion-ion Coulomb interactions. The effect of \( v(r) \) on the single particle dynamics is illustrated in figure 1a. For instance, for hard spheres, \( Z(t) \) rapidly vanishes after the first rebound against the initial cage, while for the Lennard-Jones interaction, \( Z(t) \) oscillates with larger negative correlations than for hard-spheres. For the Coulomb (\( \kappa = 0 \)) one-component plasma, unlike other models, the lowest minimum of \( Z(t) \) is attained by its second minimum. This is because, in addition to the oscillatory motions in the cages, particles also couple to the collective, high-frequency (plasma) charge oscillations[52]; this effect disappears with increasing \( \kappa \) as the plasma oscillations are replaced by low-frequency sound waves. Very similar temporal variations (not shown here) are found in both the stable and metastable liquids in neighbourhood of the transition with no clear signature of a change of behaviour at the transition.

The freezing and melting conditions used in this work were determined by others from accurate free-energy calculations. For the hard and soft sphere models, we used

| \( d \) | \( n \) | \( \phi \) | \( \phi_{\text{hex}} \) | \( \phi_s \) | Reference |
|---|---|---|---|---|---|
| 2 | \( \infty \) | 0.7006 | 0.7171 | 0.7218 | Table I in [21] |
| 2 | 16 | 0.7359 | 0.7453 | 0.7540 | Table I in [21] |
| 2 | 6 | 1.1282 | 1.1836 | 1.1906 | Table I in [21] |
| 3 | \( \infty \) | 0.494 | X | 0.545 | Table I in [22] |
| 4 | \( \infty \) | 0.288 | X | 0.337 | Table I in [22] |

For the one-component plasma and Yukawa models, we used

\[
\kappa | \begin{array}{c} \kappa = 0.2 \end{array} | \begin{array}{c} \kappa = 3 \end{array} | \begin{array}{c} \kappa = 4 \end{array} | \begin{array}{c} \kappa = 4.6 \end{array} \]

| \Gamma | 175 | 440.1 | 1185 | 3837 | 8609 |

given in Table X of Ref. [28]. For the Lennard-Jones systems, we used equation 3 of Ref. [30].

**Appendix B: Molecular dynamics (MD) calculations**

1. Classical MD

All the simulations were performed with computer codes written entirely by the author. Briefly, in all cases, \( N \) particles are evolved in a cubic box of volume \( V \), and periodic conditions are imposed on all boundaries. The simulations of hard sphere in 2D, 3D and 4D were performed with a standard event driven algorithm that evolves the system on a collision-by-collision basis[54], computing the collision dynamics and then searching for the next collision. The initial random packings are generated using the algorithm proposed by Julien et al.[55]. For the other (continuous) potentials, the particle dynamics is obtained by solving Newton’s equations of motion with the Verlet integrator. For the one-component plasma, the forces are calculated using the Ewald summation technique. For numerical efficiency, the latter is calculated with a parallel implementation of the particle-particle-particle-mesh method that simultaneously provides high resolution for individual encounters combined with rapid, mesh-based, long range force calculations[54]. For the short-ranged potentials, the force calculations are performed using standard neighbouring list techniques. The simulation requirements to calculate the first exit time properties are standard. A typical simulation consists of an equilibration phase of length \( t_{\text{eq}} = N_{\text{eq}} \delta t \) (only for continuous potentials) followed by the main MD run of length \( t_{\text{MD}} = N_{\text{MD}} \delta t \) for a total of \( N_{\text{eq}} + N_{\text{MD}} \) time steps. During the equilibration phase, velocity scaling is used to maintain the desired temperature. Velocity scaling is turned off after the equilibration phase. For the continuous potentials, the time step is chosen to ensure good energy conservation (one part in a million), typically \( \delta t = 0.01 t_{th} \). For the stiff inverse power potential \((n \geq 6)\) we used \( \delta t = 0.001 t_{th} \) to ensure a good description of close collisions. We used \( N = 1024 \) particles for the 3D and 4D simulations and \( N = 625 \) for the 2D simulations. No significant change was found when using more particles. All particles were used for the calculation of first passage properties. The simulation length must be long enough to
ensure that the vast majority of particles travel far away from their initial positions (several times the maximum distance $r$ used to calculate $F(r)$). This is to improve the statistics of exit times discussed below.

2. Quantum MD

The QMD simulations of liquid Al and liquids Ti were performed with the open-source Quantum-Espresso program [56] with standard numerical parameters appropriate for these elements (e.g., Ref. [18, 19]). A detailed study similar to that presented in [18] for the $Z$-method and the coexistence method on the influence of numerical parameters on the distribution of first passage times $f(r,t)$ and on the power index $D(r)$ is beyond the scope of this work. Briefly, the electronic structure is obtained by solving the finite temperature Kohn-Sham equation in a plane-wave basis at the $\Gamma$-point only and with the exchange-correlation potential of Perdew, Burke, and Ernzerhof. A projector augmented-wave (PAW) pseudopotential was used to describe the electron-ion interactions. Simulations are performed in the NVT ensemble with a Nose-Hoover thermostat. In all cases the simulations included 64 atoms in the unit cell, with time steps of 1 fs, and over a time duration of 10 fs.

Appendix C: Calculation of first exit time properties

Consider the spatial trajectory $\vec{R}_i(t)$ of a given particle $i$ as a function of time $t$, which starts at $\vec{R}_i(t_0)$ with velocity $\vec{V}_i(t_0)$ at initial time $t_0$. The exit time from a spherical domain of radius $r$ is defined as the first time the particle reaches any point at a distance $r$ from its starting point $\vec{R}_i(t_0)$, i.e.

$$\tau \left( r; i, \vec{R}_i(t_0), \vec{V}_i(t_0) \right)$$

$$= \inf \left\{ t \geq t_0 : \| \vec{R}_i(t) - \vec{R}_i(t_0) \|^2 > r \right\}.$$

The first exit time becomes a random variable when considered over the set of all particles $1 \leq i \leq N$ and a thermal ensemble of initial conditions. In practice, in the molecular dynamic simulations, $N$ particle trajectories $\vec{R}_i(t_n)$ are calculated and stored at discrete time steps $t_n = n \times \delta t$ with $0 \leq n \leq N_{MD}$. To greatly improve the statistics, assuming ergodicity, each time step $t_n$ can be regarded as the initial time of $N$ new trajectories with initial conditions $\{ \vec{R}_i(t_n), \vec{V}_i(t_n) \}_{i=1,\ldots,N}$. For each particle $i$ and initial time $t_n$, the first exit time from a distance $r$ from the initial position $\vec{R}_i(t_n)$ is then given by $m_i^*(i,n) = \delta t$ with

$$m_i^*(i,n) = \inf \left\{ 1 \leq m \leq N_{MD} + 1 : \| \vec{R}_i(t_{n+m}) - \vec{R}_i(t_n) \|^2 > r \right\}.$$

When this is calculated for all particles $1 \leq i \leq N$, and for all initial times $n\delta t$ with $1 \leq n \leq N_{MD}$, we obtain the probability distribution $f(r,t)$ of first exit time by storing the first exit times $m_i^*(i,n)$ in an histogram and then by evaluating

$$f(r,k\delta t)\delta t = \frac{\sum_{i=1}^{N} \sum_{m=0}^{N_{step}} \theta \left( N_{MD} - m_i^*(n,i) \right) \delta \left( m_i^*(n,i), k \right)}{\sum_{i=1}^{N} \sum_{m=0}^{N_{step}} \theta \left( N_{MD} - m_i^*(n,i) \right)},$$

where $\delta(a,b)$ is the Kronecker delta, and $\theta(x)$ is the Heaviside function. $f(r,k\delta t)\delta t$ corresponds to the probability that a particle of the liquid reaches the distance $r$ from its current position between times $t = k\delta t$ and $t + \delta t$. The denominator provides the normalization of the probability density.