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Abstract

Consensus networks are usually understood as arithmetic mean driven dynamical averaging systems. In applications, however, network dynamics often describe inherently non-arithmetic and non-linear consensus processes. In this paper, we propose and study three novel consensus protocols driven by geometric mean averaging: a polynomial, an entropic, and a scaling-invariant protocol, where terminology characterizes the particular non-linearity appearing in the respective differential protocol equation. We prove exponential convergence to consensus for positive initial conditions. For the novel protocols we highlight connections to applied network problems: The polynomial consensus system is structured like a system of chemical kinetics on a graph. The entropic consensus system converges to the weighted geometric mean of the initial condition, which is an immediate extension of the (weighted) average consensus problem. We find that all three protocols generate gradient flows of free energy on the simplex of constant mass distribution vectors albeit in different metrics. On this basis, we propose a novel variational characterization of the geometric mean as the solution of a non-linear constrained optimization problem involving free energy as cost function. We illustrate our findings in numerical simulations.

I. INTRODUCTION

Under the umbrella of linear consensus theory, results are collected that describe the convergence and stability of a very general class of linear time-varying, arithmetic mean driven network dynamics, see, e.g., [1]–[3]. What suffers from this generality is the specificity that is usually needed to make immediate use of those results in applied network problems - problems, which often appear as non-linear and time-invariant dynamics that are inherently driven by non-arithmetic means. A prime example is the class of Kuramoto-type network models [4] that can be found in a wide range of important applications, e.g., in power grid studies [5], [6], or in neuroscience [7]. The collective averaging motion is driven by the so-called chordal mean, which is an average adapted to the circular geometry of phase angles [8]–[10]. Important stability results can indeed be based on linear consensus theory, see, e.g., the work [11], where the authors prove stability by reverse engineering for this particular case a linear time-varying consensus structure from the non-linear time-invariant original system model. In this paper the starting point is not an existing non-linear network model, but a significant type of average, namely the geometric mean, that shall serve as the driving element in a non-linear dynamic averaging network. In particular, we are interested
in designing and studying network protocols which generate geometric mean averaging processes in the same way
the arithmetic mean does in linear consensus protocols. For the novel types of geometric mean driven network
dynamics we propose touching points to non-linear problems in chemistry, optimization and analog computation
using networked dynamical systems.

The geometric mean plays an important role in various applications. It is the appropriate tool to evaluate averages
on data that exhibits power law relationships, as they arise in describing relative, resp., compound growth relations
\cite{12}. Examples of such relations can be found in financial studies \cite{13}, \cite{14}, they are abundant in biology \cite{15} and
chemistry \cite{16}, \cite{17}. For instance, in gene expression networks, the geometric mean of degradation and production
rates has been found to act as feedback control gain in linearized dynamics \cite{17}. Geometric mean averaging appears
also in the context of algorithm design, in distributed Bayesian consensus filtering and detection schemes, see, e.g.,
\cite{18} and \cite{19}. There, the geometric mean arises from the combination of a given network structure and a Bayesian
update rule, leading to a so-called logarithmic opinion pooling as natural scheme of combining local probabilities,
see \cite{20}, and also \cite{21}–\cite{23} for further reference.

Despite the central role of mean functions and averaging structures for stability studies in network problems, yet
there are only few works on how specific means, and in particular the geometric mean, drive the (non-linear) behavior
of such systems. Consensus-like protocols driven by non-arithmetic means with geometric mean as particular case
are for instance studied in \cite{24} in the particular context of opinion dynamics in discrete time. Works on consensus
on non-linear space \cite{8}, \cite{9} extend the usual arithmetic averaging in linear consensus to a non-linear configuration
space; the associated non-arithmetic mean results as a by-product of that choice of geometry. Extensions to other
mathematical structures include the work on consensus on convex metric spaces \cite{25}, or on the Wasserstein metric
space of probability measures \cite{26}. None of these works puts in the center of consideration a particular type of
average, from where continuous-time network dynamics shall arise.

In this work we propose and study three novel non-linear consensus protocols on the basis of elementary
considerations on how the arithmetic mean appears in the structure of linear consensus protocols and replacing
it by the geometric mean functional relationship. In particular, we contribute by (i) introducing geometric mean
driven network protocols that we call polynomial, entropic, and scaling-invariant protocol, and (ii) we prove
convergence to consensus under appropriate connectedness conditions. (iii) We show that the entropic consensus
system convergences to the (weighted) geometric mean of the initial state components, which is the geometric
mean extension of the usual (arithmetic mean) average consensus problem. (iv) We bring the polynomial consensus
protocol in relation with reaction rates in chemical kinetics, thus building a bridge between consensus theory and
biochemistry. (v) We propose a novel variational characterization of the geometric mean in a free energy non-linear
constrained minimization problem. (vi) We put the three distinct protocols on a common footing by showing that
all three protocols describe a particular type of free energy gradient descent flow.

The remainder of this article is organized as follows: In section \ref{sec:mean} we give an overview on mean functions and
linear consensus theory. In section \ref{sec:protocols} we propose the novel protocols and discuss relationships to arithmetic-mean
averaging structures in linear consensus networks. In section \ref{sec:convergence} we prove exponential convergence and consensus
value results. In section V, we put the three novel consensus protocols in a single free energy gradient flow framework and provide a novel variational characterization of the geometric mean.

II. Preliminaries

In this section, we present basic facts from the fields of mean functions and linear consensus theory.

A. Mean functions

Consider data points \( x_1, x_2, \ldots, x_n \) taking values on the positive real line \( \mathbb{R}_{>0} \), and let these elements be collected in the vector \( x \). An average or mean computed from \( x \) can be obtained as the solution of an unconstrained minimization,

\[
\text{mean}(x) = \arg \min_{x \in \mathbb{R}_{>0}} \sum_{i=1}^{n} d(x_i, x)^2,
\]

where \( d(a, b) \) denotes a metric in \( \mathbb{R}_{>0} \), i.e., a positive definite and symmetric function, that vanishes iff \( a = b \).

If the Euclidean distance \( d_E(a, b) := |a - b| \) is chosen in (1), the resulting average is the arithmetic mean,

\[
am(x) := \frac{1}{n} \sum_{i=1}^{n} x_i = \arg \min_{x \in \mathbb{R}} \sum_{i=1}^{n} |x_i - x|^2.
\]

Another important metric in \( \mathbb{R}_{>0} \) is the hyperbolic distance \( d_H(a, b) := |\ln a - \ln b| \), which coincides with the Euclidean metric assessed in logarithmic coordinates. It is a geodesic distance, and measures the hyperbolic length of the straight line segment joining two points in Cartesian coordinates \( (x, a), (x, b), x \in \mathbb{R}_{>0} \), see e.g., [27] Prop. 4.3.

Its significance arises from the fact that the solution of the minimization problem (1) using the hyperbolic metric \( d_H \) yields the geometric mean

\[
\text{gm}(x) := \sqrt[n]{x_1 x_2 \cdots x_n}.
\]

To see this, observe that

\[
\sum_{i=1}^{n} |\ln x_i - \ln \text{gm}(x)|^2 = \sum_{i=1}^{n} |\ln x_i - \text{am}(\ln x)|^2,
\]

which is the least-squares characterization of the arithmetic mean in logarithmic coordinates.

To complete this section we introduce the weighted versions of the arithmetic and geometric means,

\[
am_w(x) := \sum_{i=1}^{n} \omega_i x_i, \quad \text{and} \quad \text{gm}_w(x) := \prod_{i=1}^{n} x_i^{\omega_i},
\]

where for \( i = 1, 2, \ldots, n, \omega_i > 0 \) and \( \sum_{i=1}^{n} \omega_i = 1 \).
B. Graphs, linear consensus protocols & the arithmetic mean

Let \( G = (N, B, w) \) be a weighted digraph (directed graph) with set of nodes \( N := \{1, 2, \ldots, n\} \), set of branches \( B := \{1, 2, \ldots, b\} \subseteq N \times N \) having elements ordered pairs \((j, i)\) that indicate that there is a branch from node \( j \) to \( i \), and \( w : B \to \mathbb{R}_{>0} \) is a weighting function for which we write \( w((j, i)) = w_{ij} \). Define the in-neighborhood of a node \( i \) as the set of connected nodes \( N^+_i := \{j \in N : (j, i) \in B\} \) and the out-neighborhood \( N^-_i := \{j \in N : (i, j) \in B\} \).

The (in-)degree of a node \( i \) is the value \( d_i := \sum_{j \in N^+_i} w_{ij} \). Set \( D := \text{diag}\{d_1, d_2, \ldots, d_n\} \). The weighted adjacency matrix \( W \) is such that \( W_{ij} = w_{ij} \) for all \((j, i) \in B\); if \((j, i) \notin B\), then \( W_{ij} = 0 \), and \( W_{ii} = 0 \), for all \( i \in N \). A graph is called balanced if \( \sum_{j=1}^n w_{ij} = \sum_{j=1}^n w_{ji} \) and it is symmetric if \( w_{ij} = w_{ji}, \forall (j, i) \in B \). The Laplacian matrix of a weighted digraph is defined as \( L := D - W \), and the normalized Laplacian is \( \hat{L} := I - \hat{W} \), where \( \hat{W} = D^{-1}W \) is the matrix of normalized branch weights.

A linear consensus system evolving in continuous time is a dynamics on a family of graphs \( \{G(t)\}_{t \geq 0} \) governed by

\[
\dot{x}_i = \sum_{j \in N^+_i} w_{ij}(t) (x_j - x_i) \quad \Leftrightarrow \quad \dot{x} = -L(t)x, \tag{6}
\]

where each dynamic branch weight \( w_{ij}(\cdot) \) is a measurable non-negative function \([1] \).

The following relationships between the arithmetic mean and consensus system representations and properties are well known in consensus theory: Using \([2] \), a component-wise LTI consensus dynamics \( \dot{x} = -L(t)x \) on a normalized weighted digraph can locally be brought to the open-loop control system form

\[
\dot{x}_i = -x_i + u_i(\{x_j\}_{j \in N^+_i}), \tag{7}
\]

\[
u_i = \sum_{j \in N^+_i} \hat{w}_{ij}(t)x_j \triangleq \text{am}_w(\{x_j\}_{j \in N^+_i}). \tag{8}\]

Without the requirement of a normalized weighting, a variable time discretization can be chosen such that a local algorithmic update law (e.g. in an explicit Euler scheme) has the arithmetic mean driven form

\[
x_i(t + dt) = \alpha(dt)x_i(t) + [1 - \alpha(dt)]\text{am}_w(\{x_j(t)\}_{j \in N^+_i(t)}), \tag{9}
\]

where \( 0 \leq \alpha < 1 \), cf., e.g., \([10] \).

Besides its appearance in the local dynamics at a certain instant in time, the arithmetic average unfolds also as asymptotic global system property: in the class of consensus networks being governed by Laplacians \( L(t) \) that are irreducible and balanced for all \( t \geq 0 \), the asymptotically reached uniform agreement value is given by the arithmetic mean of the initial condition \([29] \). The problem in which the equilibrium state to be reached is uniform with consensus value \( \bar{x} = \text{am}(x_0) \) is commonly known as the average consensus problem.

The goal in this work is to study the interplay between consensus protocols and the geometric mean. In that, we first seek to understand the various interaction points between the design of LTI consensus protocols and the arithmetic mean, and then leverage these observations to derive and study novel geometric mean driven consensus protocols.
For the sake of focus and ease of understanding, we assume the underlying graph to have a constant, i.e., time-invariant weighting. In our analysis it shall turn out elementary to transform the non-linear time-invariant network protocols to linear time-varying consensus form, so that the following convergence result becomes applicable.

**Proposition 1.** [Adopted from [8] Prop. 1 with Def. 2] A linear time-varying system evolving according to

\[ \dot{x}(t) = -\sum_{j} w_{ji} x_j + \sum_{j} w_{ij} x_j, \quad i \in N \]  

in \( \mathbb{R}^n \) converges globally and exponentially to a consensus point \( \bar{x} \), \( \bar{x} \in \mathbb{R} \), if the underlying digraph is uniformly connected, i.e., if for all \( t > 0 \), there exists a time horizon \( T > 0 \), such that the graph \( (N, \tilde{B}(t), \tilde{w}(t)) \) defined by

\[
\tilde{w}_{ij}(t) := \begin{cases} 
\int_t^{t+T} w_{ij}(\tau)d\tau & \text{if } \int_t^{t+T} w_{ij}(\tau)d\tau \geq \delta > 0 \\
0 & \text{if } \int_t^{t+T} w_{ij}(\tau)d\tau < \delta 
\end{cases}
\]  

\((10)\)

\(w_{ij}(\tau)\) a branch weight at time \( \tau \), \((j, i) \in B\) if and only if \( \tilde{w}_{ij}(t) \neq 0 \), contains a node from which there is a path to every other node.

Uniform connectivity certainly holds if at each time instant the graph \( G(t) \) is strongly connected and \( w_{ij}(t) \geq \delta > 0 \), i.e., if the graph contains a directed path from every node to every other node and the finite branch weights are positively bounded away from zero for all time.

**III. Geometric mean driven Network protocols**

In this section we propose and motivate three novel geometric mean driven network protocols.

**A. Polynomial protocol**

The polynomial protocol we consider is a dynamics on a graph where at each node \( i \in N \), the differential update rule has the form

\[
\dot{x}_i = -\prod_{j \in N_i^-} x_j^{w_{ji}} + \prod_{j \in N_i^+} x_j^{w_{ij}}.
\]  

\((11)\)

For the polynomial protocol we assume a balanced graph weighting, i.e., \( \sum_{j \in N_i^-} w_{ji} = d_i \). With that, the protocol \((11)\) can be written as

\[
\dot{x}_i = -x_i^{d_i} + \prod_{j \in N_i^+} x_j^{w_{ij}}.
\]  

\((12)\)

Comparing this form with a linear consensus protocol, which can be stated as

\[
\dot{x}_i = -d_i x_i + \sum_{j \in N_i^+} w_{ij} x_j, \quad i \in N
\]  

\((13)\)

we observe an equivalence resulting upon replacing the operation of summation and multiplication with the similar operations multiplication and exponentiation.

\[^1\text{These operations are similar in the sense that the addition of logarithmic variables turns the variables into products, and products result into exponentiation.}\]
Alternatively, referring to the open-loop control representation (7), where weightings are normalized, replacement of the weighted arithmetic mean by the geometric average leads to the protocol

$$\dot{x}_i = -x_i + \text{gm}_w(\{x_j\}_{j \in N_i^+}) = -x_i + \prod_{j \in N_i^+} x_j^{\tilde{w}_{ij}},$$

from where (11) results again under the assumption of having a balanced weighting, that is, \(\sum_{j \in N_i^-} \tilde{w}_{ji} = 1\).

In its general form (11), the polynomial protocol has the structure of a rate equation as it occurs for instance in reaction networks and chemical kinetics [16]. We define

$$r_i^+ := \prod_{j \in N_i^+} x_j^{w_{ij}},$$

the non-linear rate at which some quantity “\(x\)” flows from in-connected nodes \(j\) to node \(i\), and

$$r_i^- := \prod_{j \in N_i^-} x_j^{w_{ji}},$$

the rate at which \(x\) flows along links \((i, j) \in B\) from node \(i\) to the out-directed nodes \(j\). The local rate of change \(\dot{x}_i\) balances in- and out-flows on a graph, as \(\dot{x}_i = r_i^+(x) - r_i^-(x)\). The relation to the (weighted) geometric mean and the similarity to chemical kinetics in reaction networks are described in the following example.

**Example 1** (Chemical kinetics). In mass action chemical reaction networks, the net rate equation for a concentration of one component \(i\) in one reaction involving \(n\) substances indexed in \(N\) is split into a difference of a forward and a backward reaction rate, each having the form

$$r_i^\pm = k_i^\pm \prod_{j=1}^n x_j^{s_{ij}^\pm} e^{\sum_j s_{ij}^\pm \ln x_j + \ln k_i^\pm},$$

where \(\pm\) stands either for the forward or backward rate, and \(k_i^\pm > 0\) is the associated forward/backward reaction constant. The weights \(s_{ij}^\pm > 0\) are stoichiometric coefficients. The representation (17) has been instrumental in the recent studies [30]–[32] that shed light on a systems theoretic structure of chemical reaction networks: Introducing the density vector \(\rho\), with \(\rho_i = \frac{x_i}{\bar{x}_i}, i \in N\), under a detailed balance assumption on the equilibrium concentrations \(\bar{x}\), it can be shown that

$$\sum_j s_{ij}^\pm \ln x_j + \ln k_i^\pm = \sum_j s_{ij}^\pm \ln \rho_j,$$

Observe that

$$e^{\sum_j s_{ij}^\pm \ln \rho_j} = e^{\ln \prod_j \rho_j^{s_{ij}^\pm}} = \text{gm}_w(\rho),$$

i.e., the (forward or backward) reaction rate has the functional structure of a (non-normalized) weighted geometric mean.
B. Entropic protocol

The entropic protocol is governed by a vector field that is represented by a set of negative (weighted) divergences between local states \( x_i \) and connected nodes’ states \( x_j \), such that

\[
\dot{x}_i = - \sum_{j \in N_i^+} w_{ij} x_i \ln \frac{x_i}{x_j}.
\]

The term “entropic” refers to the fact that a local vector field (20) is an entropic quantity. More precisely, it has the structure of a negative relative entropy / information divergence between the local state \( x_i \) and the adjacent states \( x_j, j \in N_i^+ \). Relative entropy as divergence from a positive vector \( x \) to another positive vector \( y \), both such that their 1-norms equal one, (i.e., these are probability mass vectors), is defined as

\[
D_{\text{ent}}(x||y) := \sum_i f_R(x_i|y_i), \quad \text{where} \quad f_R(a|b) := a \ln \frac{a}{b},
\]

see for instance [33].

The entropic protocol can be formulated as the geometric mean version of the linear consensus protocol using a coordinate transformation, with coordinate transform taken as the scalar function that leads to a least squares variational characterization of the considered mean; for the geometric mean this is the logarithm, while for the arithmetic mean no coordinate transformation is required, see (2) with (4).

Writing the consensus protocol in logarithmic coordinates leads for each \( i \in N \) to the ODE

\[
\frac{d}{dt} \ln x_i = \frac{1}{x_i} \dot{x}_i = \sum_{j \in N_i^+} w_{ij} (\ln x_j - \ln x_i)
\]

\[
\Leftrightarrow \dot{x}_i = x_i \sum_{j \in N_i^+} w_{ij} (\ln x_j - \ln x_i),
\]

which is the entropic protocol (20), as

\[
x_i \sum_{j \in N_i^+} w_{ij} (\ln x_j - \ln x_i) = - \sum_{j \in N_i^+} w_{ij} f_R(x_i, x_j).
\]

As we shall show, the significance of the entropic protocol arises from the situation that the asymptotically reached consensus value is given by the geometric mean of the initial condition. Hence, this protocol provides an analog distributed computation routine to solve the minimization (1) associated to the geometric mean.

C. Scaling-invariant protocol

In this section, we introduce the scaling-invariant protocol as an instance of a novel class of network dynamics driven by pairwise metric interactions.

The scaling-invariant protocol has the form of a LTI consensus system however following log-linear updates; it is given by the component ODE

\[
\dot{x}_i = \sum_{j \in N_i^+} w_{ij} (\ln x_j - \ln x_i), \quad i \in N.
\]
This is an instance of the more general type of mean-driven network protocols given by the class
\[ \dot{x}_i = \sum_{j \in N^+_i} w_{ij} \text{sgn}(x_j - x_i) d(x_j, x_i), \quad (26) \]
where the metric to be chosen is the hyperbolic metric \( d_H \) associated to the variational characterization of the geometric mean, see section \( \text{II} \).

The general mean-driven equation (26) can be motivated from a system thermodynamic viewpoint; in [34] a network protocol is proposed with pairwise interactions of the form \( f(x_i, x_j) \), where \( f \) is locally Lipschitz continuous and assumed to satisfy the condition \( (x_i - x_j) f(x_i, x_j) \leq 0 \), \( f(x_i, x_j) = 0 \) if \( x_i = x_j \). According to the authors this assumption implies that some sort of energy or information flows from higher to lower levels thus this condition is reminiscent of a “second law”-like inequality in thermodynamics.

We observe that this negativity hypothesis is naturally fulfilled by a metric interaction form as in (26): for any two states the sign of the terms \( (x_i - x_j) \) and \( f(x_i, x_j) \) must differ. Hence, for two arguments \( x_i, x_j \), \( f \) has the sign \( \text{sgn}(x_j - x_i) \). Therefore, we get the structure \( f = \text{sgn}(x_j - x_i) f_{\text{res}} \) with residual part required to be positive definite. The choice \( f_{\text{res}} = d \) follows naturally.

**Example 2.** When the metric chosen in the local ODEs is the Euclidean distance, we recover the linear consensus protocol. Olfati-Saber and Murray’s non-linear consensus protocol [35],
\[ \dot{x}_i = \sum_{j \in N^+_i} w_{ij} \phi(x_j - x_i), \quad (27) \]
where \( \phi \) is a continuous, increasing function that satisfies \( \phi(0) = 0 \), is a subclass of a network dynamics (26). The non-linear interaction in phase averaging, \( \phi(\cdot) = \sin(\cdot) \) on the open interval \( ] -\pi/2, \pi/2[ \) is a famous example.

**IV. CONVERGENCE TO CONSENSUS**

In this section we show global exponential convergence to a consensus configuration of the three network protocols driven by the geometric mean, which in summary are given by
\[ \dot{x}_i = - \prod_{j \in N^-_i} x_i^{w_{ji}} + \prod_{j \in N^+_i} x_i^{w_{ij}}, \quad (28) \]
\[ \dot{x}_i = - \sum_{j \in N^+_i} w_{ij} x_i \ln \frac{x_i}{x_j}, \quad \text{and} \quad (29) \]
\[ \dot{x}_i = \sum_{j \in N^+_i} w_{ij} (\ln x_j - \ln x_i). \quad (30) \]
For protocols (29) and (30) we characterize the reached consensus value analytically\(^2\).

\(^2\) An upper and lower bound of the consensus value obtained via protocol (28) is demonstrated in the appendix by means of numerical simulations.
A. Consensus points and exponential convergence

To study stability of fixed-points we shall make use of the logarithmic mean, its properties and the mean value theorem: The logarithmic mean of two positive real numbers \( a, b \) is defined as

\[
\lgm(a, b) := \frac{a - b}{\ln a - \ln b}.
\]

(31)

The logarithmic mean is positive and symmetric in both arguments, i.e., \( \lgm(a, b) = \lgm(b, a) \). The mean value theorem states that for a continuously differentiable function \( f : [a, b] \subseteq \mathbb{R} \to \mathbb{R} \), there exists a \( \xi \in [a, b] \) such that

\[
\nabla f(\xi) = \frac{f(b) - f(a)}{b - a}.
\]

(32)

With \( f = \ln \), we get \( \lgm(a, b) = \xi \), where \( 0 < a \leq \xi \leq b \).

The logarithmic mean and its inverse take positive and finite values for positive and finite arguments. For approaching positive real arguments we further have

\[
\lim_{b \to a} \frac{\ln b - \ln a}{b - a} = \lim_{\epsilon \to 0^+} \frac{\ln(a + \epsilon) - \ln a}{\epsilon} \triangleq \nabla \ln \xi|_{\xi=a} = \frac{1}{a},
\]

(33)

so that \( \lim_{b \to a} \lgm(a, b) = a > 0 \).

**Theorem 1** (Convergence to consensus). Consider network protocols (28)–(30) with initial conditions restricted to \( \mathbb{R}_{>0}^n \). If the underlying digraph is strongly connected, then protocols (29) and (30) converge exponentially fast to a consensus configuration. If in addition the weighting is balanced, then protocol (28) converges exponentially fast to a consensus state. In all three cases the equilibrium \( \bar{x}_1 \) has agreement value \( \min_{i \in N} x_i(0) < \bar{x} < \max_{i \in N} x_i(0) \).

*Proof:* We start with (28) from where the two other cases shall follow. As \( r_i^+ \) and \( r_i^- \), as defined in (15) and (16), are positive, we can expand the protocol (28) with the logarithm of these rates, so that,

\[
\dot{x}_i = r_i^+ - r_i^- = \frac{r_i^+ - r_i^-}{\ln r_i^+ - \ln r_i^-} (\ln r_i^+ - \ln r_i^-)
\]

(34)

\[
= \lgm(r_i^+, r_i^-) \left( \sum_{j \in N_i^+} w_{ij} \ln x_j - \sum_{j \in N_i^-} w_{ji} \ln x_i \right)
\]

(35)

\[
= \lgm(r_i^+, r_i^-) \sum_{j \in N_i^+} w_{ij} (\ln x_j - \ln x_i).
\]

(36)

In going from (35) to (36) we made use of balancedness of the weighting, so that \( \sum_{j \in N_i^-} w_{ji} = \sum_{j \in N_i^+} w_{ij} \). Expanding the pairwise interactions by local pairwise state differences so that \( \sum_{j \in N_i^-} w_{ji} = \sum_{j \in N_i^+} w_{ij} \). Expanding the pairwise interactions by local pairwise state differences yields

\[
\dot{x}_i = \lgm(r_i^+, r_i^-) \sum_{j \in N_i^+} w_{ij} \frac{\ln x_j - \ln x_i}{x_j - x_i} (x_j - x_i), \quad i \in N.
\]

(37)

Define the matrix \( L_X(x(t)) \),

\[
[L_X]_{ij} := \begin{cases} -w_{ij} \lgm^{-1}(x_j, x_i), & \text{if } j \neq i, \\ \sum_{j \in N_i^+} w_{ij} \lgm^{-1}(x_j, x_i), & j = i, i \in N, \end{cases}
\]

(38)

and \( R := \text{diag}\{\lgm(r_1^+, r_1^-), \lgm(r_2^+, r_2^-), \ldots, \lgm(r_n^+, r_n^-)\} \).
Then, we get the vector-matrix representation for the polynomial ODE system,

$$\dot{x} = -R(x)L(x)x.$$  \hspace{1cm} (39)

Next we show that for positive initial conditions the flow generated by the ODE system (39) is well defined for all time: For \(x(0) \in \mathbb{R}_+^n\), the matrix \(L(x(0))\) by definition is a Laplacian matrix with finite, non-negative and real off-diagonal elements, as the branch weights are non-negative and the logarithmic mean of positive, real and finite arguments is positive, real and finite. This follows from the mean value theorem: For \(x_i, x_j \in \mathbb{R}_+\),

$$\lgm^{-1}(x_i, x_j) = \frac{1}{\xi} > 0,$$

as \(\xi\) is a value within the interval spanned by the positive real numbers \(x_i\) and \(x_j\). Hence for positive initial condition one can always find a threshold \(\delta_X\), such that \(\lgm^{-1}(x_i(0), x_j(0)) \geq \delta_X > 0\).

The diagonal matrix \(R(x(0))\) is positive definite, as for positive initial conditions \(r_i^+\) and \(r_i^-\) are positive, so that \(\lgm(r_i^+, r_i^-) > 0\) as well, with value in between the two rates, again by the mean value theorem. Hence, with positive initial condition, one can always find a lower bound \(\delta_R > 0\), such that \(\lgm(r_i^+, r_i^-)\) is positive definite, as for positive initial conditions \(\delta \geq \min_{(j, i) \in B} \{w_{ij}\} \cdot \delta_R \cdot \delta_X > 0\). Hence, at \(t = 0\) the polynomial ODE system defines a consensus network. By definition, the flow map of a consensus system is a stochastic matrix, which is a positive monotone map that leaves \(\mathbb{R}_+^n\) invariant, cf., e.g., [36] for this monotonicity fact in consensus theory. Thus, trajectories starting in \(\mathbb{R}_+^n\) will remain in this set, so that \([R L(x)](x(t))\) is well-defined for all \(t \geq 0\), and it characterizes a linear time-varying consensus network, where the variability of “virtual” branch weights is endogenously determined as function of state trajectories, which in turn are parameterized by time as free parameter.

As the graph \(G\) on which the protocols run is strongly connected by hypothesis, the “virtual” graph associated to the dynamic Laplacian \([R L(x)](\cdot)\) is uniformly connected at each time instant for all \(x \in \mathbb{R}_+^n\). Therefore, the polynomial network protocol converges globally and exponentially to a consensus configuration \(\bar{x} \in \text{span}\{1\}\), according to Proposition 1.

Now we consider protocol (29) and relax the constraint of balanced to arbitrary weighting of the strongly connected graph. Define the matrix \(X(x) := \text{diag}\{x_1, x_2, \ldots, x_n\}\). Protocol (29) can be written as

$$\dot{x}_i = x_i \sum_{j \in N_i^+} w_{ij} \lgm^{-1}(x_i, x_j)(x_j - x_i)$$ \hspace{1cm} (40)

$$\Leftrightarrow \dot{x} = -X(x)L(x)x.$$ \hspace{1cm} (41)

The matrix \(XL(x)\) is a Laplacian matrix for all parameterizations, by the same arguments as before, so that also the entropic protocol (29) converges to a consensus configuration with exponential speed on the positive orthant.

The last protocol (30) can be written as

$$\dot{x} = -L(x(t))x,$$ \hspace{1cm} (42)

which again is a linear time-varying consensus system with endogenously determined variability of the weighting. Hence, the system converges to consensus with exponential speed on the positive orthant, as well.
Let us turn to the last statement regarding the exponentially fast reached consensus value. All three non-linear protocols can be brought to a linear consensus form on a dynamically weighted but strongly connected “virtual” graph. By standard linear consensus theory, the function $\max_{i \in \mathcal{N}} x_i - \min_{i \in \mathcal{N}} x_i$ is a (strict) Lyapunov function \[37\]. Hence, the maximal state value is decreasing and the minimal state value is increasing, so that the consensus value must lie in between the initial maximum and minimum state values.

This proof technique is of interest in its own right: we make use of the Laplacian structure arising from (algebraic) interconnections on a graph in shifting non-linearity associated to nodes to a non-linearity in pairwise interactions across branches, leading to a “virtual” dynamic graph on which the non-linear time-invariant network dynamics appears as linear time-varying consensus system.

Remark 1 (Time-varying graphs and uniform connectedness). We note that the transformations in the proof of convergence do not rely on time-invariant weightings. This suggests that convergence to consensus should take place also under the weaker assumption of uniform graph connectivity.

In the following result we analytically characterize the consensus value of the entropic consensus network.

**Theorem 2** (Weighted geometric mean consensus). Consider a weighted digraph that is strongly connected, with left eigenvector of the associated Laplacian $L$, $q \in \mathbb{R}_{>0}^n$, such that $q^T L = 0$. Then, the consensus dynamics starting at any $x(0) \in \mathbb{R}_{>0}^n$ asymptotically reaches a fixed point $\bar{x} 1$, with

\[
\bar{x} = \text{gm}_w(x(0)) = \prod_{i=1}^n x_i^{\hat{q}_i}(0),
\]

where $\hat{q} := q/\|q\|_1$, is the Perron vector of $L$.

**Proof:** The proof concerning convergence to consensus is analogous to the proof of Theorem 1, where the non-linear time-invariant system of equations is transformed to a linear time-varying consensus form, with endogenously determined variability of the branch weights. In particular, let us start from the linear representation of the protocol in vector matrix form \[41\], which can be re-written as

\[
X^{-1}(x) \dot{x} = L_X(x)x \leftrightarrow \frac{d}{dt} \ln x = L \ln x,
\]

as $\frac{d}{dt} \ln x(t) = \frac{1}{x} \dot{x}$ and the Laplacian structure allows to shift the non-linearity from inverted logarithmic mean components in the weightings to logarithmic coordinates at nodes such that

\[
L_X x = L \ln x.
\]

Note that the inverse $X^{-1}$ exists, as it is a diagonal matrix having positive real diagonal elements.

Next we prove that the weighted geometric mean is the consensus value. By hypothesis, $q$ is in the left kernel of $L$, so that $q^T L \ln x = 0$. Equivalently,

\[
\frac{d}{dt}[q^T \ln x(t)] = 0 \Rightarrow q^T \ln x(0) = \sum_{i=1}^n q_i \ln x_i(t) = \text{const}.
\]
Using the fact that for $t \to \infty$ a uniform state is reached, together with basic arithmetics for the logarithm, the invariance property (46) implies that

$$\sum_{i=1}^{n} q_i \ln \bar{x} = \sum_{i=1}^{n} q_i \ln x_i(0) \quad (47)$$

$$\Leftrightarrow \ln \bar{x} = \frac{1}{\sum_{i=1}^{n} q_i} \sum_{i=1}^{n} q_i \ln x_i(0) = \ln \prod_{i=1}^{n} x_i(0)^{\hat{q}_i}. \quad (48)$$

Solving for the consensus value yields,

$$\bar{x} = \exp \left( \ln \prod_{i=1}^{n} x_i(0)^{\hat{q}_i} \right) \triangleq \text{gm}_w(x(0)), \quad (49)$$

which completes the proof.

**Corollary 1.** Consider the scaling invariant protocol (30) in the setting described in Theorem 2. The asymptotically reached consensus value is the weighted arithmetic mean of the initial condition with weights given by the components of the Perron vector, i.e., $\bar{x} = \sum_{i=1}^{n} \hat{q}_i x_i(0)$.

**Proof:** The proof follows from noting that $\sum_{i=1}^{n} \hat{q}_i x_i(t)$ remains invariant along the dynamics.

Regarding the asymptotically reached agreement value of the polynomial consensus protocol the maximum and minimum initial state values provide upper and lower bounds by standard linear consensus theory. So far we could not analytically derive tighter results. However, comprehensive numerical simulations, see appendix, suggest that the consensus value is upper bounded by the arithmetic mean of the initial condition and lower bounded by the arithmetic geometric mean of the arithmetic mean and the geometric mean of the initial state. This value is related to the solution of an elliptic integral. The proof of this conjecture is subject to future work. For further information we refer the interested reader to the appendix and references stated therein.
B. Numerical examples

First, we compare the protocols of polynomial type (28), of entropic type (29) and the scaling-invariant one (30) for a digraph given in Fig. 1(a). This digraph is strongly connected and has balanced branch weights.

For each of these protocols we compute trajectories starting at \( x(0) = [6.5, 0.2, 3.2, 1.4, 4.4] \). In accordance to Theorem 1, the novel network protocols are indeed consensus protocols that converge to a uniform equilibrium state \( \bar{x} \). As the left-Perron vector for the balanced weighting is a uniform vector, the LTI consensus system must solve the average consensus problem with \( \bar{x} = am(x(0)) = 3.06 \), the scaling-invariant protocol, according to Corollary 1 as well, and solution curves of the entropic protocol must converge to the geometric mean of the initial state, \( gm(x(0)) = 1.7886 = \bar{x} \), as shown in Theorem 2. Our observations are confirmed by Fig. 1(c).

Next, let us illustrate the results in Theorem 2 and Corollary 1 on a digraph which is strongly connected but not balanced. We consider a weighted digraph described in Fig. 1(b) which has Perron vector \( \hat{q} = [0.26, 0.14, 0.37, 0.09, 0.14] \). The weighted arithmetic mean of the same initial condition using the Perron vector components as weights is \( am_w(x(0)) = 3.5884 \), and the weighted geometric mean becomes \( gm_w(x(0)) = 2.4444 \). Again, the simulation results as depicted in Fig. 1(d) confirm our observations.

V. Gradient and optimization viewpoint

In this section we demonstrate that all three geometric mean driven consensus networks can be embraced in a common setting of a projected gradient flow of free energy. On that basis we provide a novel characterization of the geometric mean in terms of a constrained optimization problem.

A. Free energy gradient flow

Free energy stored in a state \( x \) w.r.t. another positive vector \( y \) can be defined as the sum-separable function [30]

\[
F(x||y) := \sum_{i=1}^{n} x_i \left( \ln \frac{x_i}{y_i} - 1 \right) + \text{const.} \quad (50)
\]

For elements that are member of the set of vectors having total mass \( m \in \mathbb{R}_{>0} \),

\[
\mathcal{D}_m := \left\{ x \in \mathbb{R}_{>0}^n : \sum_{i=1}^{n} x_i = m \right\}, \quad (51)
\]

free energy is, up to an additive constant, a relative entropy; it coincides with the usual relative entropy known in information theory for vectors that are elements of the set of probability distribution vectors, \( \mathcal{D}_{m=1} \), by setting \( \text{const} = 1 \), so that \( F(x||y) = \sum_{i=1}^{n} x_i \ln \frac{x_i}{y_i} \).

Remark 2. Within the literature on network systems relative entropy appears in the context of distributed estimation and detection algorithms, where the states represent discrete probabilities, see, e.g., [18–23]. Free energy is used in the study on mass-action chemical reaction networks [30].

In what follows we show that the polynomial, entropic, and scaling-invariant consensus dynamics are all instances of a particular type of a free energy gradient flow.
To start with, an ODE governing a Riemannian gradient (descent) flow in $\mathbb{R}^n$ has the generic form $\mathbf{G}(x)\dot{x} = -\nabla E(x)$ where $E: \mathbb{R}^n \rightarrow \mathbb{R}$ is the potential and $\mathbf{G}: \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n}$ is a positive definite matrix function smoothly varying in $x$. It defines the infinitesimal metric $\mathbf{dx} \cdot \mathbf{G}(x) \mathbf{dx}$ in which a system is a gradient descent flow of $E$, so that $\mathbf{G}^{-1}$ defines the inverse metric, cf., e.g., [38].

Let $\mathbf{L}$ be the symmetric Laplacian of an undirected connected graph. Using the eigen-decomposition $\mathbf{L} = \mathbf{VAV}^\top$, where $\mathbf{A} := \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ is the diagonal matrix collecting eigenvalues of $\mathbf{L}$, and $\mathbf{V}$ collects orthogonal eigenvectors each having 2-norm one, we have

$$\mathbf{L}x = \mathbf{VAV}^\top x = \sum_{i=1}^n v_i \lambda_i v_i \cdot x,$$

which is a projection of a vector $x$ onto the set of distributions $\mathcal{D}_m, m = |x|_1$. To see this, recall that a projection onto this set has the form

$$\text{Proj}_{\mathcal{D}_m} x = \sum_{i=1}^{n-1} \frac{x \cdot \tilde{v}_i}{\tilde{v}_i \cdot \tilde{v}_i} \tilde{v}_i,$$

where $\{\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_{n-1}\}$ are linearly independent vectors that span the hyperplane $\mathcal{D}_m$. This setting is given in (52), as $\lambda_1 = 0$, while $\lambda_i > 0, i = 2, 3, \ldots, n$, and $v_1$ is orthogonal to any set $\mathcal{D}_m$.

Given a sum-separable convex function $\phi: \mathbb{R}^n_{>0} \rightarrow \mathbb{R}$ we introduce for the gradient $\nabla \phi$ projected onto $\mathcal{D}_m, m = |\nabla \phi|_1$, the notation $\nabla_{\mathcal{D}_m} \phi = \mathbf{L} \nabla \phi$. Observe that the gradient $\nabla F(x||1)$ is given by the vector $\ln x$. Using the projected gradient notation, we can write the protocols (28)-(30) in vector-matrix form as

$$\dot{x} = -\mathbf{R}(x)\mathbf{L} \ln x = -\mathbf{R}(x)\nabla_{\mathcal{D}_m} F(x||1)$$  \quad (54)
$$\dot{x} = -\mathbf{X}(x)\mathbf{L} \ln x = -\mathbf{X}(x)\nabla_{\mathcal{D}_m} F(x||1)$$  \quad (55)
$$\dot{x} = -\mathbf{L} \ln x = -\nabla_{\mathcal{D}_m} F(x||1),$$  \quad (56)

with $\mathbf{L}$ the constant coefficient Laplacian, and $\mathbf{R}(x), \mathbf{X}(x)$ as in the proof of Theorem 11. As $\mathbf{R}(x)$ and $\mathbf{X}(x)$ are positive definite symmetric matrix functions for $x \in \mathbb{R}^n_{>0}$, they define Riemannian metrics via their inverses.

The scaling-invariant protocol on an undirected graph generates a projected gradient flow in the usual Euclidean metric setting. Therefore, according to the preceding discussion, on a completely normalized graph trajectories must evolve along steepest descent directions of free energy on the appropriate simplex of constant mass distributions.

In Fig. 2 this free energy gradient property is illustrated for the scaling-invariant protocol running on such a graph over three nodes. The gray outlined triangle marks the set of mass-3 distribution vectors. Color-coded are iso-level curves of $F(x||1) = \sum_i x_i (\ln x_i - 1) + 3$. This illustration also highlights the appropriateness of the $n-1$-dimensional set of mass distribution vectors within positive $n$-space in considering the free energy functional: Free energy is convex and permutation invariant on this set with minimum obtained at the consensus state. Three trajectories are plotted in black with initial conditions marked by a cross. We see that solution curves indeed follow steepest gradient descent directions of free energy on $\mathcal{D}_{m=3}$ being directed towards the minimum of this function, which is obtained at the consensus point.
Fig. 2: Three trajectories generated by scaling-invariant protocol converging to consensus in a free energy potential on the simplex $\mathcal{D}_{m=3}$

B. Constrained non-linear optimization view

Motivated by the preceding results for the entropic protocol we provide a novel variational characterization of the geometric mean linking dynamic problems in consensus theory with static problems in non-linear constrained optimization.

Theorem 3 (Novel characterization of the geometric mean). The geometric mean of a vector $\mathbf{x} \in \mathbb{R}_{>0}^n$ is characterized as the value $am(\mathbf{x}^*)$, where

$$\mathbf{x}^* = \arg\min_{\mathbf{y} \in \mathbb{R}_{>0}^n} F(\mathbf{y}||\mathbf{1}) \text{, subject to } \prod_{i=1}^n y_i = \prod_{i=1}^n x_i. \quad (57)$$

That is, $\mathbf{x}^*$ minimizes free energy on the manifold of states having constant product of component values. In particular, this vector has the form of a consensus state with agreement value precisely the geometric mean of $\mathbf{x}$.

Proof: Define the Lagrangian

$$\mathcal{L}(\mathbf{y}, \lambda) = F(\mathbf{y}||\mathbf{1}) - \lambda \left( \prod_{i} y_i - \prod_{i} x_i \right). \quad (58)$$

The solution of the constrained free energy minimization problem satisfies the first order optimality conditions

$$\nabla_\lambda \mathcal{L} = \prod_{j=1}^n x_j - \prod_{j=1}^n y_j = 0 \iff \prod_{j \neq i} y_j = \frac{\prod_{k=1}^n x_k}{y_i}, \quad (59)$$

$$\nabla_{y_i} \mathcal{L} = \ln y_i - \lambda \prod_{j \neq i} y_j = 0, \quad i \in N \quad (60)$$

which consequently leads to the solution characteristic

$$y_i \ln y_i = \lambda \prod_{k=1}^n x_k = \text{constant}, \quad \forall i \in N. \quad (61)$$
The right hand side in (61) is positive (the multiplier $\lambda$ is positive and the values $x_i > 0$ by assumption) and the function $y \ln y$ is increasing on the domain where it takes positive values. Therefore, (61) has a unique solution, and this solution is the same for all $i \in N$, i.e., a consensus state.

Next, we show that the agreement value of the consensus state is the geometric mean of $x$. Writing $y = y^1$ and substituting into (59) yields

$$\prod_{k=1}^{n} y_k = y^n = \prod_{k=1}^{n} x_k \Leftrightarrow y = \text{gm}(x).$$

That is, if $x \in \mathbb{R}^n_{>0}$, then the solution of (57) is $x^* = \text{gm}(x)1$, so that $\text{am}(x^*) = \text{gm}(x)$. ■

Sum-separable energy functions play an axiomatic role in dissipative interconnected systems [39] where they represent energy stored in local subsystems. In contrast, energy functions of the interaction type usually represent power dissipated “across”, e.g., resistor elements, see for instance [40] for a further discussion. Hence, the free energy minimization property seems to be the natural gradient setting for the time-continuous entropic consensus network when seen as analog circuit device solving a minimization problem.

VI. CONCLUSION

In this paper we propose and study novel non-linear continuous-time consensus protocols driven in three distinct ways by the geometric mean: the polynomial, the entropic, and the scaling-invariant consensus protocols. The three protocols are aligned in a free energy gradient property on the simplex of constant mass distribution vectors. The entropic consensus dynamics represents a generalization of the well-known average consensus problem as the asymptotically reached agreement value corresponds to the (weighted) geometric mean of the initial state. Based on the free energy gradient property for the entropic dynamics, we provide a novel variational characterization of the geometric mean using a non-linear constrained optimization problem.

APPENDIX

In the following we study the consensus value of the polynomial protocol on a normalized balanced digraph using numerical simulations. We observe that the consensus value can be upper bounded by the arithmetic mean of the initial state, and lower bounded by the arithmetic-geometric mean of the arithmetic mean and the geometric mean of the initial condition.

The arithmetic-geometric mean $\text{agm}(a, b)$ of two positive numbers $a, b$, can be defined as the limiting point of a discrete time dynamical system, $\{a_k, b_k\}_{k \geq 0}$, $k \in \mathbb{N}$ that satisfies the algorithmic update rule

$$\begin{pmatrix} a_{k+1} \\ b_{k+1} \end{pmatrix} = \begin{pmatrix} \text{am}(\{a_k, b_k\}) \\ \text{gm}(\{a_k, b_k\}) \end{pmatrix}.$$ 

It is obtained as the limit

$$\text{agm}(a, b) := \lim_{k \to \infty} a_k = \lim_{k \to \infty} b_k, \quad a_0 = a, b_0 = b;$$

(64)
The fixed-point iteration (63) is due to Carl Friedrich Gauss, who was concerned with computing the perimeter of ellipses, which up until today is a topic of scientific discourse [41] [42]. The arithmetic-geometric mean is related to the solution of a complete elliptic integral, as

$$\text{agm}(a, b) = \frac{\pi}{2I(a, b)}, \quad I(a, b) := \int_0^{\pi/2} \frac{d\varphi}{\sqrt{a^2 \cos^2 \varphi + b^2 \sin^2 \varphi}}$$

(65)

see, e.g., [43].

We first consider completely connected normalized balanced graphs, that differ only in the number of nodes, such that $N \in \{2, 3, \ldots, 50\}$. For each of these graphs we run the polynomial protocol for 50 random initial conditions sampled from the interval $]0, 10[$, such that $\text{am}(x(0)) = c_1$, and $\text{gm}(x(0)) = c_2$, where $c_1 > c_2 > 0$. In Fig. 3 the reached agreement values for this experiment are plotted as black circles. The red squares show the arithmetic mean value of the initial condition, sampled such that $c_1 = 4$, and the blue squares represent the geometric mean of the initial states, sampled such that $c_2 = 3$. We observe that for each graph, every of the reached consensus values lies above the green line, which appears to be a tight and strict lower bound. We found that the value of the green marks computes as the arithmetic-geometric mean of the arithmetic and the geometric mean of the initial state, i.e., its value corresponds to the number $\text{agm}(c_1, c_2)$.

Fig. 3: Consensus values (black) for all-to-all normalized balanced graphs for 50 random initial conditions such that the arithmetic mean of initial condition (red square) takes value 4 and the geometric mean (blue square) has value 3. The green marks represent $\text{agm}(3, 4)$.

To verify that this observation is independent of the set mean value constraints $c_1$, $c_2$, we next consider the polynomial protocol on a completely connected, balanced, normalized graph with number of nodes being fixed at $N = 5$. We are interested in the values of the ratio $\frac{\text{ref}}{\bar{x}}$, where $\text{ref} \in \{\text{am}(x(0)), \text{gm}(x(0)), \text{agm}(\text{am}(x(0)), \text{gm}(x(0)))\}$. Clearly, the closer this fraction is to one, the better is “ref” suited as an estimate for the asymptotically reached consensus value, given on the basis of the initial data.

In Fig. 4 we plotted this ratio $\frac{\text{ref}}{\bar{x}}$ for 500 random initializations sampled from the interval $]0, 10[$. The red dots mark this ratio for $\text{ref} = \text{am}(x(0))$, the blue ones for $\text{ref} = \text{gm}(x(0))$, and the green ones mark the ratio for
reference taken as arithmetic-geometric mean of the arithmetic mean and the geometric mean of the initial state.

We can confirm the previous observation that for each trajectory the arithmetic mean of the initial condition is an upper bound for the consensus value (red dots mark above one), the geometric mean a lower bound (green dots mark below one), and so is the arithmetic-geometric mean (green dots mark below one), whereas this value is a tighter lower bound than the geometric mean. In particular, the arithmetic-geometric mean bound appears to be in many cases a good estimate of the achieved consensus value as the green dots cluster very near to the black line.

![Consensus ratios](image)

Fig. 4: Consensus ratios $\frac{\text{ref}}{\bar{x}}$, $\text{ref} = \text{am}(x(0))$ (red), $\text{ref} = \text{gm}(x(0))$ (blue), $\text{ref} = \text{agm} \{ \text{am}(x(0)), \text{gm}(x(0)) \}$ (green), and $\text{ref} = \bar{x}$ (black) for 500 simulations of a normalized complete balanced graph on 5 nodes with initial conditions randomly sampled from the interval $[0, 10]$.

Eventually, we test if the $\text{agm}$ as lower bound is independent of the normalization of the weighting and independent of the number of connected nodes that is, if it is a lower bound for the consensus value for every $(N, d)$-regular graph, i.e., balanced graphs on $N$ nodes with $d \in \mathbb{N}$ nodes being connected to each node $i \in N$. In Fig. 5 the ratio $\text{agm}(c_1, c_2)/\bar{x}$, $c_1 = \text{am}(x_0)$, $c_2 = \text{gm}(x_0)$ is plotted for $N = 30$, $d \in \{2, 3, \ldots, 22\}$, where the red dots mark the defined ratio for non-normalized unweighted balanced graphs, (i.e., $w_{ij} \in \{0, 1\}$), and the blue dots mark this ratio for normalized ones. For each graph we computed 30 trajectories for random initial conditions sampled as before.

We see that the $\text{agm}$ lower bound holds only for the normalized case; it is independent of the degree $d$.
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