An evolutionary machine learning algorithm for cardiovascular disease risk prediction
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Abstract

Introduction

This study developed a novel risk assessment model to predict the occurrence of cardiovascular disease (CVD) events. It uses a Genetic Algorithm (GA) to develop an easy-to-use model with high accuracy, calibrated based on the Isfahan Cohort Study (ICS) database.

Methods

The ICS was a population-based prospective cohort study of 6,504 healthy Iranian adults aged ≥ 35 years followed for incident CVD over ten years, from 2001 to 2010. To develop a risk score, the problem of predicting CVD was solved using a well-designed GA, and finally, the results were compared with classic machine learning (ML) and statistical methods.

Results

A number of risk scores such as the WHO, and PARS models were utilized as the baseline for comparison due to their similar chart-based models. The Framingham and PROCAM models were also applied to the dataset, with the area under a Receiver Operating Characteristic curve (AUROC) equal to 0.633 and 0.683, respectively. However, the more complex Deep Learning model using a three-layered Convolutional Neural Network (CNN) performed best among the ML models, with an AUROC of 0.74, and the GA-based eXplanaible Persian Atherosclerotic CVD Risk Stratification (XPARS) showed higher performance compared to the statistical methods. XPARS with eight features showed an AUROC of 0.76, and the XPARS with four features, showed an AUROC of 0.72.
Conclusion

A risk model that is extracted using GA substantially improves the prediction of CVD compared to conventional methods. It is clear, interpretable and can be a suitable replacement for conventional statistical methods.

Introduction

Cardiovascular diseases (CVDs) are the leading cause of morbidity and mortality worldwide [1, 2]. CVDs impose heavy social and financial burdens, including direct costs of diagnostic equipment and specialists as well as other indirect costs resulting from reduced quality of life, loss of productivity, and morbidity [3]. Moreover, the diagnostic equipment is primarily available in specialized hospitals within large cities; thus, small towns and suburban areas suffer from the shortage or lack of such services [4]. Therefore, there is a great necessity to develop computational methods for estimating the occurrence of CVD events in clinical practice [5]. The computational methods can help identify high-risk individuals and motivate them to change their behaviors for preventive medicine purposes [6]. These CVD models are categorized into four groups based on their risk scores outputs: 1. If-Then models (e.g. Framingham [7] and PROCAM [8]) 2. Formula-based models (e.g. Reynolds [9]), 3. ML models (e.g. Random Forest and Deep Learning), and 4. chart-based model (e.g. PARS [10], SCORE [11] and WHO [6]). These models are either limited in terms of accuracy or interoperability.

In recent years, a broader concept known as explainability has emerged, which in some contexts has been denoted as eXplanaible Artificial Intelligence (XAI) [12]. XAI is artificial intelligence (AI) in which the results of the solution can be understood by humans [13].

In this study, CVD risk was predicted based on a novel method using a transparent and interpretable ML model, which could be understood and accepted by the medical community. To strike the right balance between interpretability and prediction accuracy, an evolutionary model is utilized, which benefits from the advantages of both ML and chart-based models. The resulting risk assessment model for estimating CVD occurrence in the Iranian population is vital to developing national prevention programs. This effort is the first explainable CVD model, the eXplanaible Persian Atherosclerotic CVD Risk Stratification (XPARS).

The results of XPARS improve upon ML and, statistical methods with regard to interpretability and accuracy. The WHO, SCORE, and PARS models were used as the baseline for comparison due to their chart-based systems. The proposed method significantly improves the accuracy of estimating the risk of CVD compared to the previous chart-based models, and besides, it is quite clear and interpretable.

Methods

Study population

The database of the Isfahan Cohort Study (ICS) in Iran was used for this project. The baseline survey was conducted in a representative sample of the Iranian adult population (n = 6,504) aged 35 to 84 years. Study participants were followed-up over 10 years from 2001 to 2011 or until they experienced a CVD event. According to a report presented by trained staff (e.g. registered nurses, specialists and general practitioners), and relying upon a standardized questionnaire, none of the participants had a history of chronic diseases. However, 181 participants...
with a history of myocardial infarction, stroke, or heart failure at baseline were excluded. The study was conducted after obtaining written informed consent, as described previously [10].

Outcomes
The primary outcomes were fatal and non-fatal CVD events, including sudden cardiac death, unstable angina, myocardial infarction, and stroke. A complete structured interview and basic examination, including blood sampling, were performed at the beginning of the study in 2001 and then repeated in 2007 and 2011 using the same methods. Every two years, a phone interview was conducted, and the staff were sent to their residences in case of unreachability [10, 14].

Proposed method
Information-Gain and Gain scales were applied to select and rank the most significant features. In addition, the forwarding method was used to select a subset of compatible features. There are two types of features: continuous (age, cholesterol, blood pressure (BP)) and dichotomous (sex, waist to hip ratio (WHR), family history (FH) of CVD, diabetic, and smoker). The chart-based models were divided into two categories based on the inclusion of cholesterol among the modelled features.

The GA requires a representation that describes the problem states. Two types of CVD chart-based models were proposed based on the use of cholesterol as a feature, leading to one- and two-dimensional representations (Fig 1). The two-dimensional (2D) representation, which combines BP and cholesterol levels, is more widely used and depicted in the figure (Fig 1A). The chart is composed of same-sized blocks, each representing four categories for BP and five for cholesterol, making each block a 4×5 matrix.

The one-dimensional (1D) representation is the approach without cholesterol, in which each block is a 4×1 matrix representing the assessed risk at different BP intervals. The second representation is less common; hence, this study focuses on the first representation unless mentioned otherwise.

GA is an optimizer inspired by natural evolution, where proposed solutions evolve to get closer to the optimal. Each step in the evolution of the solution is inspired by an equivalent step in natural selection. For example, a pair of solutions are matched to produce a combined solution; the matched pair are called parents, and the solution is called a child.

In line with the evolutionary language, each proposed solution in GA is called a chromosome. Each chromosome represents a point in the search area consisting of a fixed number of genes (scores) [15]. Chromosomes are improved in each generation by matching and combining existing chromosomes in a process called reproduction.

For modelling the risk score, the chromosome was defined to be a heart disease matrix (a block in Fig 1). A chromosome is considered valid if genes increase from left to right in the rows decrease from top to bottom in the columns (Fig 2A). In the 1D representation, cholesterol was dropped from the blocks, making each block a column of different BP categories. (Fig 2B).

Population initialization is a crucial task in evolutionary algorithms because it can affect the convergence speed and accuracy of the final solution. Therefore, survival analysis was used to generate the initial population of chromosomes. The blank chart was filled using Cox regression, similar to Sarrafzadeh et al. analysis for the PARS model [10].

A fitness function is an objective function which evaluates how close a solution is to the desired solution. AUROC was selected as the fitness function, which is used to determine the overall performance of a solution.

The next step in GA is selection, which involves choosing chromosomes that are to be combined to produce the next generation of chromosomes in a process called crossover. The
**Fig 1. Chart-base representation of CVD risk score.** (A) Two-dimensional (2D) representation, and (B) One-dimensional (1D) representation. Red question marks present CVD risk scores. In this example, the features were WHR (1), FH of CVD (2), sex (3), diabetic (4), and smoker (5).
The roulette wheel selection function was used to pick the appropriate chromosomes for the crossover operations. The probability of choosing an individual for breeding the next generation is proportional to its fitness; the better the fitness is, the higher the chance of being chosen.

The population of chromosomes in each generation are bred in a process called reproduction. Reproduction is comprised of two main steps: crossover and mutation. Crossover is a genetic operator used to combine the genetic information of two chromosomes (parents) to generate new offspring. A crossover operator exchanges gene sequences between two chromosomes with a probability of producing all combinations, a set of children. The mutation step introduces random changes to the genes.

To perform the crossover, gene subsets of different lengths were selected from the first parent. This starts by selecting the first gene from the first parent and the rest of the gene sequence from the other one and combining them, then the first two genes from the first parent and the rest from the other parent and combining, etc. Doing this, all the children from combining an

The row in each block shows the BP, which was grouped into four classes. (A) It is composed of 2D blocks, where each column represents cholesterol categories. Age was categorized into five groups.

https://doi.org/10.1371/journal.pone.0271723.g001

Fig 2. Chromosome representation in (A) two-dimensional (2D) representation, and (B) one-dimensional (1D) representation. A chromosome is a 4×5 matrix in 2D representation. Each value on the matrix is called a gene; genes increase from left to right and decrease from top to bottom. (B) A chromosome is a 4×1 matrix in 1D representation. The genes decrease from top to bottom.

https://doi.org/10.1371/journal.pone.0271723.g002
initial part of the first parent’s gene sequence with the last part of the other parents’ sequence were found. For every combination, the validity condition was examined before considering it a child. The same procedure was performed by replacing the parents, combining the initial part of the second parent’s sequence with the latter part of the first parent genes.

After removing the duplicates, the resulting offsprings were placed in a pool of chromosomes. Among the children, two were extracted as final surviving chromosomes based on roulette wheel selection, the same function used for crossover. As a result, from every two-parent, two children were extracted for the next generation (Fig 3A). The children’s selection step not only helped improve children’s fitness but also kept the population of chromosomes steady. The same method was used for 1D representation (Fig 3B).

After the crossover operation, chromosomes are mutated before reaching the next generation. The mutation operator was applied to the children resulting in random changes in one or more genes. The operator randomly selects a gene from the chromosome and either increases or decreases it by one unit, with the same probability. The resulting mutation was checked for validity, and if found invalid, it was fixed by a modifier function (by recursively changing the chromosome until it became valid). This representative process is shown in (Fig 4).

The next generation of GA would be chosen from parents and their offspring, determined by a process called replacement. The replacement function for the risk score model was based on keeping the best chromosome (elitism) as well as a random selection of parents and children.

GA was applied to each chromosome (block) in the CVD chart, so the final solution for the whole chart involved iteratively applying GA to each chromosome, one by one. At each step, a chart’s chromosome was inputted to the algorithm and was replaced by the resulting solution, the outputted chromosome. Accordingly, a round of updates involved replacing every chromosome in the chart with corresponding solutions. The same process was repeated several rounds until we reached convergence throughout the chart. The ordering of updates was determined by the size of data in the block corresponding to the chromosome, starting from the chromosome with the largest number of observations. As a result, a chromosome that contained more data had a larger impact on AUROC.

The output of previous steps was introduced to a modifier function. The modifier function calculated the ratio of people who had a positive class label to the total number of people covered in each cell of the chromosome matrix. To maintain the chart order and chromosome validity, the gene was increased if this ratio was higher than 50% and was decreased otherwise.

All models were validated using 10-fold cross-validation. The data was divided into 10 segments in a way that the distribution of the class label is similar across segments. Of these divisions, a single one was retained as the validation data used for model testing, and the model was fit using the remaining 9 sections (the training data). This process was repeated 10 times, each sample being used exactly once as the validation data. In the end, the average over these ten models was reported. Using all observations for both training and validation, cross-validation leads to a more accurate evaluation of model performance compared to simply dividing the data into training and validation sets.

**Risk chart**

As discussed, the calculated CVD risk scores are called XPARS. They are presented in an easy-to-read chart in a similar format as the PARS model. The CVD probabilities are color-coded in the risk chart, using the ranges “≤ 1%, 2%, 3%–4%, 5%–9%, 10%–14% and ≥15%”. The Python programming language and its libraries were utilized for modelling and statistical analysis.
Risk factor variables

The chart predicts the 10-year CVD incidence based on the variables age, sex, BP, WHR, FH of CVD, diabetes, smoker, and cholesterol. BP was categorized into four groups: (1) $<120$, (2) 120–139, (3) 140–159, and (4) $\geq160$ mm Hg. The high waist to hip ratio (WHR) was $\geq0.80$ in women and 0.95 in men. The subject was identified as a person with diabetes if their Fasting Blood Sugar (FBS) was $\geq126$ mg/dL, or 2-hour plasma glucose was $\geq200$ mg/dL, or the patient was receiving anti-diabetic treatment. The “smoker” variable includes current smokers. Cholesterol was also classified into five groups based on the National Adult Cholesterol Education Program: (1) $<150$, (2) 150–200, (3) 200–250, (4) 250–300, and (5) $\geq300$ mg/dL.
Results

From the 5432 survey participants who were non-CVD at the baseline, there were 705 cases of CVD during the 10-year follow-up period. There were fewer women than men (51.3% F, 48.7% M) in CVD cases, while there were only slightly more women than men in non-CVD cases. Considering the various predictors and their interactions in a multivariate Cox regression, significant predictors of CVD events were age, sex, WHR, BP, cholesterol, diabetic, smoker, and FH of CVD \[10\] (S1 Table in S1 File).

Two representative 1D and 2D models were selected for exposition, the 2D model with eight features and a 1D model with four features. These two were selected from a larger pool of model variations based on different subsets of the features. The variations were selected using the forward feature selection method. Age, BP, and cholesterol were the common features across all 2D representations. On the other hand, age and BP only were the common features across 1D representations.

In all variations of 1D and 2D models, AUROC was higher than 0.70.

In addition to AUROC, which measures prediction accuracy, interpretability of a model is also quantified so that models can be compared considering both criteria. The explainability measure we report for representation is the total number of cells in the chart. The fewer the total number of cells in a chart is, the easier it is to read the chart by the human user.

---

Fig 4. Mutation operation (A) 2D mutation, (B) 1D mutation. Step 1: Randomly select a gene. Step 2: Either increase or decrease the selected gene with the same probability. Step 3: Check the validity of the chromosome, and if invalid, send it to the modifier function. Step 4: The modifier function fixes the chromosome.

https://doi.org/10.1371/journal.pone.0271723.g004
The XPARS with eight features chart predicts the 10-year risk of fatal and non-fatal CVD by sex, age, BP, smoker, diabetic, cholesterol, WHR, and FH of CVD (Fig 5). The resulting chart has 3200 cells and leads to an AUROC of 0.76.

In XPARS with eight features, AUROC for the training data (training AUROC) is 0.80. However, the cross-validated AUROC is 0.76.

The 2D representation for XPARS involves 160 chromosomes, each corresponding to a partition of the data and represented by a block in the chart. Out of 160 partitions, only 107 of them have available data. The method starts from the chromosome with the largest corresponding data size and applies GA on all 107 blocks in each round, in the process described in the methodology section. By construction, at the beginning of the process, AUROC for XPARS is the same as the one for the PARS model (AUROC = 0.74 [10]). At the end of the first round of GA application, this value was increased to 0.80, and stayed at this level in the second round.

The AUROC increased most in response to the initial chromosomes with the largest number of observations. But as more chromosomes were trained, AUROC responded less to training, especially as the later chromosomes with fewer data points came. As shown in Fig 6, the AUROC almost flattens at the end of the first round of training (at the 107th chromosome) but picks up slightly in the second round as it is retrained with the chromosomes with the largest

![Fig 5. XPARS with eight features: Charts for prediction of 10-year risk of fatal and non-fatal CVD in the ICS population by sex, age, BP, smoker, diabetic, and cholesterol. (A) Low WHR and no FH of CVD, (B) High WHR and no FH of CVD, (C) Low WHR and FH of CVD, (D) High WHR and no FH of CVD.](https://doi.org/10.1371/journal.pone.0271723.g005)
data points. The gain in the second round is only under about 0.01, and it plateaus fast. Hence, the process was stopped at two rounds, as there was no further gain from additional rounds (Fig 6).

Moreover, XPARS with only four features were considered, which is much easier to use given the simpler chart and no need for lab-based cholesterol measurement. CVD risk score was estimated based on age, sex, BP, and WHR. The resulting chart has only 80 cells, leading to an AUROC of 0.72 (Fig 7).

The proposed method can create more accurate and interpretable models compared to other methods. The XPARS models were compared with other models based on the ICS dataset. In terms of interpretability, the PARS model is the most complex, with 3200 cells and AUROC of 0.74, while the 1D representation of XPARS is the most explainable. XPARS, with only four features and 80 cells, reaches an AUROC of 0.72 while being even less complex than the WHO non-cholesterol model with 128 cells, the simplest similar model (Fig 8).

In terms of prediction accuracy, XPARS with eight features outperformed previous chart-based models. The PARS model had the largest accuracy among those, where it attains an AUROC of 0.74 with eight features. Using the same features and, as a result, the same number of cells, XPARS could improve the AUROC of PARS to 0.76.

XPARS models were also compared to non-chart models, all fit based on the ICS data. Table 1 provides an overview of comparing AUROC. XPARS could achieve larger AUROC compared to If-else and ML models. Among If-else models, the better-known FRAMINGHAM and PROCAM were used models for comparison. These models reached AUROC of more than 0.63 and 0.68, respectively.

Some commonly used ML models were also fit to the database, using standard specifications. Among those, deep learning [16] using a convolutional neural network (CNN) resulted in the best performance. Specifically, a three-layered fully connected CNN was applied to this dataset and attained an AUROC of 0.74. The XPARS method not only outperforms these models on the ICS data but also has the advantage of being a white box model, in contrast to the typically black box ML models.
Overall, using the ICS dataset, it was shown that the proposed method could predict CVD risk scores relatively accurately using a small chart, hence improving on existing risk assessment methods. The main advantage of this method is that it can provide competitive risk scores even without using a cholesterol measurement. This makes the application of the resulting charts much easier since cholesterol measurement requires a blood test which is expensive, especially in some rural areas.

Fig 7. XPARS with four features: Charts for prediction of 10-year risk of fatal and non-fatal CVD in the ICS population by sex, age, BP, and WHR.

https://doi.org/10.1371/journal.pone.0271723.g007
Discussion

CVD is the leading cause of death in the world, taking about 17.8 million lives every year [17]. There are general ways to prevent heart disease using statistical or computational techniques.

Table 1. Results of the implement of popular models on ICS datasets.

| Model type | MODEL          | AUROC |
|------------|----------------|-------|
| If-else    | PROCAM         | 0.683 |
|            | FRAMINGHAM     | 0.633 |
| Machine learning | Classification via Regression | 0.739 |
|            | Naive Bayes Classifier | 0.727 |
|            | Random Forest  | 0.712 |
|            | Network Configuration | 0.737 |
|            | Deep Learning  | 0.74  |

https://doi.org/10.1371/journal.pone.0271723.t001
Experiments require advanced equipment that may not be available in remote areas. Therefore, computational methods can be a low-cost and highly accurate substitute for predicting CVD [18]. ML methods are more accurate than conventional statistical methods for predicting the disease [19] since they can account for complex nonlinear relationships between features [20, 21]. However, there is an inherent trade-off between accuracy and interpretability, and the current ML methods applications to CVD risk scores tend to overlook one in favour of the other [22].

ML models can be divided into two categories based on interpretability: white box and black box [23, 24]. While black boxes have high accuracy, they cannot provide a clear explanation of why the prediction was made [25]. On the other hand, white boxes have low accuracy but a clearer interpretation [26, 27]. In many technological and business applications, there is a higher emphasis on prediction accuracy than interpretability, which is generally not the case for medical practice [28]. Physicians, as well as patients, at any stage of counselling and treatment, should be able to trust the model’s interpretability [29], which rules out black box systems [27]. Physicians need to attribute the predicted risk to particular features to address the underlying causes of higher CVD risk. This attribution is possible in white box models such as GA [30, 31].

In this study, GA was developed to build a chart model and improve the results, providing a clear and interpretable method acceptable to the medical community. A multifaceted framework was proposed to consider comprehensibility in modelling. A high-performance, interpretable learning model, was developed. The main goal was to achieve both the advantages of black and white box models to create an interpretive classification with better classification performance compared to a single white box model. Our method could produce simpler predictive charts and provide better estimates of CVD risk in 10 years without the need for clinical or laboratory tests such as high-density lipoprotein (HDL) measurement or blood tests. The improved charts are a population-based study in Iran and could serve as a useful tool in developing future national guidelines for the primary prevention of cardiovascular disease. Health and life expectancy are indicators of the development of societies and countries, so all countries are trying to improve the living standards and health of society.

**Strengths**

A novel method was developed to predict CVD risk in an easy-to-use manner accurately. Applying it to the ICS data for the Iranian population, the calibrated XPARS charts could improve existing models based on interpretability or prediction accuracy. XPARS can attain a competitively high prediction accuracy with a small chart, simple to use for both physicians and non-physicians. The main advantage of this model is that it performs very well even in the absence of laboratory access for blood tests, making it easy and cheap to use in many low-income and middle-income countries, even in remote areas. A larger XPARS chart was also calibrated, which could provide more accurate predictions compared to previous models. But as is the case for similarly performing models, the larger XPARS chart requires laboratory access and looking up the score in a more complex chart.

**Limitation**

In this study, there were 5,432 participants, of which only 700 people had a positive class label, which leads to an imbalanced data set. Moreover, the population are from a specific area in Iran, making it difficult to generalize the results to other parts of the world. However, the data coverage could not be improved further without a long-term data collection, given this is the most comprehensive dataset for CVDs in the Iranian population. In terms of the methodology, the developed GA method trained one block of the chart at a time. As a result, XPARS with
eight risk factors was trained on 160 blocks. Given the granularity of the chart, only 107 blocks out of 160 had at least one observation, and only 20 had more than 100 data points. The model performed well given this data limitation, but more data could have potentially increased model performance by far.

**Future implications**

In future research, the characteristics of intervals such as BP can also be considered and coded so that the algorithm itself can find its values. The foundation was laid in the age range, BP and cholesterol of the PARS model and made a model according to which the intervals can be coded, and its calculation can be assigned to the algorithm in such a way that it was possible to weigh a specific range in a chart showed more details, such as heart disease at a younger age, where details are more important; This approach should be considered in the construction of the chart in other populations, and the new charts of the World Health Organization and other countries should be calculated in this way.
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