Surface brightness-colour relations of dwarf stars from detached eclipsing binaries
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ABSTRACT

Aims. Surface brightness-colour relations (SBCRs) are useful tools for predicting the angular diameters of stars. They offer the possibility to calculate precise spectrophotometric distances based on the eclipsing binary method or the Baade–Wesselink method. Double-lined detached eclipsing binary stars (SB2 DEBs), with precisely known trigonometric parallaxes, allow us to calibrate SBCRs with a high level of precision. To improve such calibrations, it is important to supplement the sample of suitable eclipsing binaries with precisely determined physical parameters.

Methods. We selected ten SB2 DEBs within 0.8 kpc of the Sun, which feature components of spectral types ranging from B9 to K3. We analysed their TESS and Kepler K2 space-based photometry simultaneously with the radial velocities derived from HARPS spectra using the Wilson–Devinney code. The disentangled spectra of DEBs were used to derive atmospheric parameters of their components by applying the GSSP code. The direct effective temperatures were also calculated using spectral energy distribution analysis. The O-C diagrams of the minima times were investigated to detect long-term period changes or apsidal motions.

Results. Most of the systems are composed of significantly unequal components, with mass ratios as low as ~0.5. We derived precise masses, radii, and surface temperatures for them, along with their metallicities. The average precision of mass and radii determinations is 0.3% and 1.4%, respectively, for the surface temperature. The spectroscopic and photometric temperatures of the components are usually consistent to within 100 K, but in some systems, the difference is much larger. The components of HD 149946 show the highest difference (up to 400 K), while the atmospheric models favour different surface metallicities. We also provide an updated calibration of the equivalent width of the interstellar sodium D1 line and the reddening E(B−V).
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1. Introduction

The empirical stellar surface brightness-colour relations (SBCRs) proved to be very useful in establishing the extragalactic distance scale. When the radius of a star is known, an application of an SBCR gives a robust distance (Lacy 1977b). This approach has allowed for precise distance determinations to be made for globular clusters in the Milky Way (e.g. Thompson et al. 2001) and to the Magellanic Clouds (Pietrzyński et al. 2013; Graczyk et al. 2014), using double-lined detached eclipsing binaries (DEBs). Improved calibrations of the SBCR
The abundance of very precise second order effects. The influence of both effects on SBCRs will be addressed by the ongoing SPICA/CHARA interferometry project (Mourard et al. 2022; Ligi et al. 2023), which will measure angular diameters for about 1000 stars with high precision. This route allows for an independent determination of SBCRs (e.g. Kruszewski & Semeniuk 2001). They concluded that both effects are colour dependent and they are significant (i.e. over 1%) only for the coolest stars of M type. The metallicity effect for main sequence stars was presented by Boyajian et al. (2014), although it was derived from a limited sample of stars and only a constant term was given. The influence of both effects on SBCRs will be addressed by the ongoing SPICA/CHARA interferometry project (Mourard et al. 2022; Ligi et al. 2023), which will measure angular diameters for about 1000 stars with high precision.

On the other hand, eclipsing binary stars with known distances offer the unique possibility to directly derive angular diameters of their components. This route allows for an independent determination of SBCRs (e.g. Kruszewski & Semeniuk 1999; Graczyk et al. 2017) and an investigation of the mentioned second order effects. The abundance of very precise Gaia parallaxes (Gaia Collaboration 2016, 2023) combined with superb quality space-borne light curves results in stellar angular diameters with sub-percent precision for a steadily growing number of DEBs.

The present work follows on our previous paper (Graczyk et al. 2021). We identified a number of suitable DEBs, which could serve to improve the calibration of SBCRs for spectral types A, F, G, and early K. The main aim is to expand the calibration sample of DEBs through a very precise determination of their geometrical, dynamical, and radiative properties.

2. Observations

2.1. Star sample

Table 1 contains the names and basic parameters of ten eclipsing binary stars selected for the present study. All the systems are classified as double-lined spectroscopic binaries (SB2). Because the systems are well-detached and have no strong spot activity (with the exception of CG Scl), we included them in our sample. Three systems have distances larger than 300 pc, but we included them in the sample because their Gaia DR3 parallaxes (Gaia Collaboration 2016, 2023) are precise to within 1–1.5%. The magnitudes given are averages from catalogues listed in the SIMBAD/Vizier database after removing outliers and they represent the out-of-eclipse brightness of the systems. CG Scl, AW Col and VZ PsA (=HR 8616) were discovered as variable stars during the HIPPARCOS space mission (Perryman et al. 1997), classified as eclipsing binaries and given names in the General Catalogue of Variable Stars (GCVS; Kazarovets et al. 1999, 2006, 2008).

HD 27476 was identified as an eclipsing binary by Justesen & Albrecht (2021) based on their analysis of the short-cadence photometry from Transiting Exoplanet Survey Satellite (TESS; Ricker et al. 2015). TYC 6511-1799-1, HD 159246 and HD 219869 were found as variable stars and then classified as eclipsing binaries during the All Sky Automated Survey (ASAS, Pojmanski 2002, 2003). BD+17 1832 was found to be an eclipsing binary candidate by Wraight et al. (2011) using STEREO observations and then confirmed by Barros et al. (2016) based on analysis of photometry from K2 space mission (Howell et al. 2014). TYC 266-718-1 was identified as an eclipsing binary by Armstrong et al. (2015) who used also K2 data. HD 149946 was found to be an eclipsing binary by Maxted & Hutcheon (2018) based on K2 photometry.

2.2. Photometry

Almost all stars in the sample were observed by the TESS space mission (Ricker et al. 2015) and, in some cases, K2 data from the extension of Kepler space mission (Koch et al. 2010) were also available. In case of HD 159246, only K2 photometry was available. Table C.1 presents the journal of observations used in the present study. Because K2 photometry has a relatively long cadence of 1800 s, it was rectified to account for the phase smearing during eclipses. The iterative procedure is described in Graczyk et al. (2020).

In most cases, we detrended the light curves to remove long-term changes, usually due to instrumental effects, and also short-term changes due to stellar spots. Removing the spot variability in this way still leaves some small systematic residuals in eclipses, provided the variability is relatively small (up to 0.02 mag). When a few minima are used in a light curve analysis, the systematic trends are mostly cancelled out.

2.3. Spectroscopy

For all systems in the sample, we secured high-resolution spectra with the High Accuracy Radial velocity Planet Searcher

Table 1. Basic data on the eclipsing binary stars studied in the current work.

| ID       | RA (2000) | Dec (2000) | \(\sigma_{\text{Gaia/DR3}}\) (mas) | \(V\) (mag) | \(B-V\) (mag) | Orb. period (days) | Spectral type \((a)\)       |
|----------|-----------|------------|-----------------------------------|------------|--------------|---------------------|---------------------------|
| CG Scl   | 00 55 26.84 | −37 31 26.4 | 12.191 ± 0.032                    | 8.694 ± 0.038 | 0.698 ± 0.014 | 11.04              | G2V+K3V                  |
| HD 27476 | 04 17 59.17 | −48 23 45.2 | 3.054 ± 0.020                     | 8.711 ± 0.014 | −0.006 ± 0.012 | 6.505              | A0mV+F8V                 |
| AW Col   | 06 05 11.28 | −32 43 51.3 | 7.660 ± 0.021                     | 8.010 ± 0.021 | 0.260 ± 0.018 | 10.32              | A7mV+G2V                 |
| TYC 6511-1799-1 | 06 29 26.36 | −25 13 29.4 | 1.315 ± 0.015                     | 11.367 ± 0.050 | 0.523 ± 0.035 | 26.38              | F8IV+F7IV                |
| BD+17 1832 | 08 23 58.32 | 17 06 50.7 | 2.544 ± 0.022                     | 9.621 ± 0.039 | 0.182 ± 0.032 | 7.158              | A3V+F0V                  |
| TYC 266-718-1 | 11 11 33.46 | 02 47 13.4 | 5.654 ± 0.031                     | 10.295 ± 0.035 | 0.606 ± 0.040 | 35.02              | G0V+K0V                  |
| HD 149946 | 16 39 03.40 | −28 47 13.4 | 3.741 ± 0.020                     | 9.871 ± 0.035 | 0.570 ± 0.016 | 23.31              | F5IV+F6V                 |
| HD 159246 | 17 34 21.0 | −18 36 21.6 | 1.399 ± 0.020                     | 9.846 ± 0.041 | 0.154 ± 0.022 | 5.217              | B9mV+B9mV                |
| VZ PsA   | 22 38 51.47 | −33 04 52.9 | 8.583 ± 0.095                     | 5.658 ± 0.021 | 0.039 ± 0.007 | 11.53              | A1mIV+F8V                |
| HD 219869 | 23 19 22.09 | −08 52 13.5 | 3.453 ± 0.019                     | 10.220 ± 0.027 | 0.483 ± 0.027 | 6.062              | F6V+F7V                  |

Notes. \((a)\)Refined spectral types given in Sect. 5.4.
The ESO observing programs were 0100.D-0339, 0101.D-0697, on the European Southern Observatory 3.6-m telescope at La Silla, Chile. We dedicated a number (HARPS; Mayor et al. 2003) on the European Southern Observatory (G. Pietrzyński), 105.2045, to judge the goodness of fit and to choose the best-matching (corresponding to minimum \( \chi^2 \)) values within the grid of synthetic spectra, with the exception of a few spectra with a very low S/N or with very prominent solar features (when taken at bright evening and morning sky). We used the RaveSpan code which utilises the method presented by González & Levato (2006). We ran two iterations choosing a median value for the normalisation of the spectra. The disentangled spectra cover the spectral range from 4300 Å up to 6900 Å.

### 3.3. Stellar atmospheric analysis

#### 3.3.1. Methods

The atmospheric parameters of the binary system components were derived using an analogous technique to the one described in our previous papers of the series (Graczyk et al. 2021, 2022). We fit synthetic spectra to the high-resolution (R \( \sim 80000 \) and \( \sim 115000 \)) HARPS disentangled spectra (Sect. 3.2) with the use of the binary version (August 2020) of the 'Grid Search in Stellar Parameters' (GSSP) software package (Tkachenko 2015). The code employs the spectrum synthesis method by using the SYNTHV LTE-based radiative transfer code (Tsymbal 1996). The GSSP code provides two grids of atmosphere models: the LLMODELS grid (Shulyak et al. 2004) for hotter \( T_\text{eff} > 5500 \text{K} \) stars and the MARCS (Gustafsson et al. 2008) models useful here in a few cases of systems containing cooler secondary components (CG ScI, TYC 266-718-1, and TYC 1257-132-1). The GSSP_binary version uses the spectra that are not corrected for macroturbulence and \( T_\text{eff} \) or spectral type. (*Taken after the best matching model for the primary component. (*Based on the Gaia-ESO iDR6 calibration (see the third paragraph of Sect. 3.3.2).

#### Table 2. Best-fitting atmospheric parameters, together with their 1\( \sigma \) uncertainties.

| ID          | [M/H]   | \( T_\text{eff} \) (K) | \( \xi \) (km/s) | \( \xi^{(*)} \) (km/s) | \( V_{\text{rot}} \sin i \) (km/s) |
|-------------|---------|------------------------|------------------|------------------------|-------------------------------------|
|            | (dex)   |                        |                  |                        |                                     |
| CG ScI     | −0.04±0.09 | 5810±45               | 1.08±0.12        | 2.0                    | 5.5±0.5                             |
| HD 27476   | +0.37±0.05 | 10 500±105            | 0.72±0.47        | 10                     | 10.5±0.8                            |
| AW Col     | +0.09±0.08 | 7890±43               | 3.21±0.17        | 8.0                    | 36.1±0.7                            |
| TYC 651-718-1 | −0.08±0.09 | 6210±110              | 1.22±0.22        | 4.0                    | 9.8±0.7                             |
| BD+17 1832 | +0.04±0.08 | 8235±56               | 3.75±0.24        | 8.0                    | 13.0±0.5                            |
| TYC 266-718-1 | −0.01±0.08 | 6205±32               | 1.12±0.09        | 5.0                    | 1.5±0.9                             |
| HD 149946  | −0.40±0.06 | 6639±80               | 1.58±0.17        | 6.5                    | 13.7±0.6                            |
| HD 149946  | −0.59±0.06 | 6305±65               | 1.52±0.19        | 6.5                    | 13.7±0.7                            |
| HD 159246  | +0.51±0.09 | 11 025±265            | 0.11±0.36        | 10                    | 23.3±2.2                            |
| VZ PsA     | +0.39±0.05 | 9913±25               | 2.54±0.10        | 9.0                    | 1.9±0.9                             |
| HD 219869  | −0.40±0.04 | 6468±59               | 1.64±0.12        | 7.0                    | 12.0±0.4                            |

Notes. (*Adopted using published correlations between macroturbulence and \( T_\text{eff} \) or spectral type. (*Taken after the best matching model for the primary component. (*Based on the Gaia-ESO iDR6 calibration (see the third paragraph of Sect. 3.3.2).

### 3.2. Spectral disentangling

The radial velocities derived in Sect. 3.1 were used to decompose the observed spectra of each system into the spectra of the individual components. For disentangling we used all HARPS spectra, with the exception of a few spectra with a very low S/N or with very prominent solar features (when taken at bright evening and morning sky). We used the RaveSpan code which utilises the method presented by González & Levato (2006). We ran two iterations choosing a median value for the normalisation of the spectra. The disentangled spectra cover the spectral range from 4300 Å up to 6900 Å.
5054–5257 Å (top) and 5608–5884 Å (bottom) regions of disentangled spectra of the primary and the secondary components of AW Col with selected spectral lines identified. Strong lines from ionised yttrium (Y II λ5087.42, 5200.41, 5205.72, and 5662.92 Å), and barium (Ba II λ5853.67 Å) are visible. The red lines denote the atmosphere model fits to the observed spectra (blue). The gray shaded areas were excluded from calculations by the use of an individual mask.

spectra. Additionally, the chemical composition for ~30 elements was calculated for all objects from the current sample. The detailed abundance analysis of the atmospheres of these stars will be published separately (Galan et al., in prep.). In most of the systems at least one of the components shows overabundance of lithium. Several systems contain components that show characteristics of Am-type stars – with strongly enhanced barium, yttrium, zirconium, strontium, and zinc, and deficient in calcium and/or scandium.

The regions around the Hα, Hβ, and Hγ lines were excluded from the analysis. Except for VZPsA, the spectrum beyond Hγ was also excluded because of a significantly lower S/N. Additionally, a number of narrow spectral ranges was excluded from the analysis with the use of a self-developed program that generates two kinds of individual masks, to eliminate wrong or noisy areas. The first mask removes noisy ranges with no spectral lines deeper than 2.5σ of the noise. The second mask eliminates the features in the decomposed spectra that have no counterparts in the line lists, as well as those cases in the synthetic spectra that have bad data for atomic transitions. Also, the regions containing artefacts from imperfectly removed features from atmospheric lines of water (H2O: mainly λ ~ 5880–6000 Å) and dioxygen (O2: λ ~ 6274–6330 Å) were skipped.

3.3.2. Atmospheric parameters

The input values for the parameters were based generally on the results of modelling with the Wilson-Devinney (hereafter WD) code (see Sect. 3; Tables C.4 and 5). In particular, the surface gravity (log g) was fixed to the values from the WD solution. We searched initially around the solar value for metallicity [M/H]. The input values for the micro-turbulent velocity (ξ) were estimated using published correlations with log g, and spectral types or Teff (Gray et al. 2001; Gray 2005; Smalley 2014; Sheminova 2019), and according to Landstreet et al. (2009) for hotter stars (Teff ≳ 8000 K). In two cases where the faint secondaries of HD 27476 and VZPsA contribute very little to the total flux of the systems and where the disentangled spectra show very low S/N, it was not possible to determine the ξ parameter from the spectra. Instead ξ was set based on the Gaia-ESO iDR6 calibration (R. Smiljanic, 2021, private communication) according to their Teff and [M/H] (see Table 2).

The procedure of solution was nearly identical to what has been used recently (Graczyk et al. 2022). We started the analysis using coarse but wide grids of parameters to find the region approaching the global minimum. In the next steps, the parameter ranges were narrowed step by step, making the sampling finer. The parameters of the best-matching models corresponding to the requested atmospheric parameters were found in several iterations. The 1σ uncertainties were estimated by finding the intersection of the 1σ levels in χ2 (χ2_1σ) with the polynomial functions that have been fitted to the minimum values of reduced χ2 as recommended by Tkachenko (2015). The resulting final parameters are shown in Table 2. The samples of decomposed spectra in two spectral regions for AW Col are compared with the best fit synthetic spectra in Fig. 1.

The metallicities of the stars in the sample are distributed around the solar value. Two systems are characterised by [M/H] ~ −0.4 dex, while there are three cases with super-solar metallicities up to [M/H] ~ +0.6 dex in the systems containing Am-type stars (see Table 2).

The stars in our sample rotate mostly with nearly synchronous (Vrot sin i) velocities to within a 3σ error. The most striking exceptions are the primary component of AW Col, which rotates much faster, and VZPsA, which rotates more slowly.
4. Effective temperature determination

4.1. Interstellar extinction

4.1.1. 3D map

We used the three-dimensional (3D) interstellar extinction map STILISM (Capitanio et al. 2017), which provides all-sky reden- 

 Reductions up to a distance of ~2 kpc from the Sun. The distance depth of the map strongly depends on the galactic latitude, which is largest near the galactic equator and decreases to ~300 pc near the galactic poles. The distances to our targets were calculated as the inverse of the parallaxes given in Table 1. As an uncertainty, we adopted one-third of the maximum uncertainty returned by the extinction map at the given distance, that way $E(B-V)$ based on the map have similar weights to extinctions derived from Na I in the following section. The reden- 

 cussions are listed in Table 3.

4.1.2. Sodium lines

The interstellar sodium doublet Na I ($5889.951, 5895.924$ Å) is widely recognized as a good tracer of interstellar extinction (e.g. Munari & Zwitter 1997, and references therein). Calibrations between the colour excess $E(B-V)$ and the equivalent width of Na I lines based on high-resolution spectroscopy were published by a number of authors and more recently by Poznanski et al. (2012). In that paper, the authors claimed a system- 

atic difference between their calibration based on extragalactic SDSS/QSO data and the results of Munari & Zwitter (1997) from spectroscopy of galactic OB stars. We believe this difference arises only from a comparison of the data of Poznanski et al. to the relation given by Eqs. (2) and (3) in Munari & Zwitter (1997). When the data from both papers are compared to each other directly, there is no sys- 

From Table 3, we determined the sodium line $E(B-V)$ to be $0.765 \times (EW)^{1.518}$. The agreement with the STILISM map is good, on average; however, in the case of the two most reddened systems (HD 149946 and HD 159246), the differences are larger than $2\sigma$. Finally, we calculated the weighted means from both methods; with the exception of HD 149946, for which we used an ordi- 

ary mean. The adopted values of $E(B-V)$ are listed in the last column of Table 3. These were used in all following parts of the analysis, especially for the derivation of the radiative parameters of the stars.

4.2. SED reconstruction

We used a direct approach for measuring the effective temperatures of stars in detached eclipsing binary systems, first described by Miller et al. (2020). For a DEB with parallax $\sigma$, the extinction-corrected flux observed at the top of the Earth’s atmosphere is

$$f_{0,b} = f_{0,1} + f_{0,2} = \frac{\sigma_{SB}}{4} \left[ \theta_1^2 T_{eff,1}^4 + \theta_2^2 T_{eff,2}^4 \right],$$

where $\sigma_{SB}$ is the Stefan-Boltzmann constant, and the angular diameter $\theta$ for each star can be expressed as $\theta_{1,2} = 2R_{1,2}/\sigma$. These parameters are known for the DEBs in this work, or can be mea- 

ured if we can accurately integrate the total stellar flux for each star independently. The method uses EMCEE (Foreman-Mackey et al. 2013) to sample the posterior probability distribution $P(\Theta | D) \propto P(D | \Theta) P(\Theta)$, which has model parameters $\Theta$ and prior $P(\Theta)$, given the data, $D$ (observed magnitudes and light ratios). The model parameters are the effective temperatures $T_{eff,1,2}$ and angular diameters $\theta_{1,2}$ for each component, the colour excess $E(B-V)$, the hyper-parameters $\sigma_{ext}, \sigma_{V}$ which account for

| System       | STILISM | NaI D1 | Adopted |
|--------------|---------|--------|---------|
| CG Scl       | 0.001±0.005 | 0 | 0 |
| HD 27476     | 0.009±0.005 | 0.012±0.003 | 0.011±0.003 |
| AW Col       | 0.001±0.004 | 0.004±0.003 | 0.003±0.003 |
| TYC 6511-1799| 0.022±0.005 | 0.023±0.005 | 0.022±0.004 |
| BD+17 1832   | 0.026±0.003 | 0.029±0.006 | 0.027±0.003 |
| TYC 266-718-1| 0.016±0.006 | 0.008±0.004 | 0.010±0.003 |
| HD 149946    | 0.176±0.015 | 0.051±0.008 | 0.114±0.025 |
| HD 159246    | 0.272±0.033 | 0.190±0.031 | 0.228±0.023 |
| VZ Psa       | 0.003±0.005 | 0.001±0.002 | 0.002±0.002 |
| HD 219869    | 0.022±0.006 | 0.003±0.002 | 0.005±0.003 |

Using the HARPS spectra with the resolving power of ~100 000, we determined the sodium line $EW$ for nine systems in our sample. The exception is CG Scl, for which we could not identify any interstellar component of Na I, most probably because of the proximity of the system. The most complex shape of the interstellar sodium doublet is present in HD 159246, which has at least seven different components, and is the most reddened system in the sample. In the majority of systems, however, only one or two components are visible, as reden- 

nuations are low in their directions. By utilizing Eq. (1), we were able to determine the interstellar extinction $E(B-V)$, with the results are reported in Table 3.

The agreement with the STILISM map is good, on average; however, in the case of the two most reddened systems (HD 149946 and HD 159246), the differences are larger than $2\sigma$. Finally, we calculated the weighted means from both methods; with the exception of HD 149946, for which we used an ordi- 

ary mean. The adopted values of $E(B-V)$ are listed in the last column of Table 3. These were used in all following parts of the analysis, especially for the derivation of the radiative parameters of the stars.
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additional uncertainties in the synthetic magnitudes and light ratios respectively, and \( N \) distortion polynomial coefficients for each star \( c_{1,N}, c_{2,N} \). In this work, we let \( N \) equal 2 when the observed light ratio in available only in one photometric band, or 3 when it is available in two. The observed magnitudes used in the analysis are sourced from Gaia EDR3 (Gaia Collaboration 2021), the 2MASS survey (Skrutskie et al. 2006) and the WISE All-Sky Release Catalog (Cutri et al. 2012) with corrections to Vega magnitudes from Jarrett et al. (2011). Ultraviolet magnitudes from GALEX (Martin et al. 2005) and \( u, v \) magnitudes from SkyMapper DR4 (Onken et al. 2024) were used whenever available. Full details of the photometric zero-points and response functions used to calculate synthetic magnitudes in these bands are given by Miller et al. (2020). Gaussian priors were placed on reddening (see Sect. 4.1), angular diameters (calculated from the stellar radii derived in Sect. 5.4 and Gaia trigonometric parallaxes), and the flux ratio in the near-infrared (based on colour-T\(_{\text{eff}}\) relations which were calculated for each star using the approach described in Miller et al. 2020). To calculate the bolometric flux and hence the effective temperature for each component, we construct a flux integrating function for each star by multiplying a model SED (calculated from BT-Settl model atmospheres: Allard et al. 2013) with a distortion function, which is a linear superposition of Legendre polynomials. The distorted SED for each star is then normalised, such that the total apparent flux before reddening is \( \sigma_{SB} \theta_{\text{eff}}^2 T_{\text{eff}}^4 / 4 \). These resulting functions can then be used to calculate synthetic photometry, taking into account realistic stellar absorption features, while noting that the overall shape of the function can be adjusted to match the observed data. This means that the effective temperatures derived using this method are based on the integrated stellar flux and angular diameter, rather than traditional SED fitting.

The method has been demonstrated to produce the most reliable results when using a number of light ratios in different bands to better constrain each star’s contributions to the total flux (Miller et al. 2020). In our sample, six systems have a light ratio determined only in one band (TESS or Kepler) while four systems have two light ratios. Additionally, four systems contain relatively hot components with surface temperatures of about 10 000 K. In order to derive precise temperatures for these systems, reliable ultraviolet fluxes and light ratios in the blue are necessary. Thus for the purpose of this work, we omitted the four hottest systems in this section of the analysis. The results for the remaining systems are given as \( T_{\text{SED}} \) in Table 4.

### 4.3. Colour–temperature calibrations

To estimate the \( T_{\text{eff}} \) values of individual components, we collected multi-band magnitudes of the systems. We used 2MASS (Cutri et al. 2003) for the near-infrared photometry and converted the magnitudes into Johnson photometric systems using transformation equations from Bessell & Brett (1988) and Carpenter (2001). To determine the intrinsic colours of the components, we applied the reddenings derived in Sect. 4.1 and the extrapolated near-infrared light ratios from the Wilson–Devinney code (Sect. 5).

We determined \( T_{\text{eff}} \) values from a number of colour–temperature calibrations for a few colours: \( B-V \) (Alonso et al. 1996; Flower 1996; Ramírez & Meléndez 2005; González Hernández & Bonifacio 2009; Casagrande et al. 2010), \( V-I \) (Ramírez & Meléndez 2005; González Hernández & Bonifacio 2009; Casagrande et al. 2010), and \( V-K \) (Alonso et al. 1996; Houdashelt et al. 2000; Ramírez & Meléndez 2005; Masana et al. 2006; González Hernández & Bonifacio 2009; Casagrande et al. 2010; Worthey & Lee 2011). For the few calibrations having metallicity terms, we assumed the metallicity derived from the atmospheric analysis (see Table 2). The resulting temperatures were averaged for each component and are reported in Table 4 in column \( T_{\text{col}} \). The errors reported are standard deviations of a sample of all temperatures derived for a given component; however, we fixed a minimum uncertainty to 1% of \( T_{\text{col}} \).

| System | \( T_{\text{spec}} \) (K) | \( T_{\text{SED}} \) (K) | \( T_{\text{col}} \) (K) | \( T_{\text{mean}} \) (K) | \( T_{\text{adopted}} \) (K) |
|--------|----------------|----------------|----------------|----------------|----------------|
| CG Scl | 5810 ± 50     | 5819 ± 48     | 5658 ± 56     | 5771 ± 29     | 5751 ± 60     |
|        | 4817 ± 58     | 4614 ± 302   | 4913 ± 61     | 4858 ± 42     | 4960 ± 121    |
| HD 27476 | 10 500 ± 105 | –             | 11 110 ± 400  | 10 539 ± 120  | 10 531 ± 112  |
|        | 6064 ± 235   | –             | 6133 ± 91     | 6124 ± 85     | 6210 ± 92     |
| AW Col | 7890 ± 50     | 7877 ± 50     | 7626 ± 88     | 7809 ± 33     | 7794 ± 79     |
|        | 3807 ± 210    | 5081 ± 167   | 5845 ± 50     | 5840 ± 47     | 5922 ± 70     |
| TYC 6511-1799-1 | 6210 ± 110 | 6061 ± 69    | 6141 ± 61     | 6121 ± 42     | 6126 ± 74     |
|        | 6320 ± 84     | 6179 ± 68    | 6268 ± 63     | 6249 ± 40     | 6245 ± 71     |
| BD+17 1832 | 8235 ± 36   | –             | 8277 ± 75     | 8250 ± 45     | 8239 ± 50     |
|        | 7607 ± 143    | –             | 7226 ± 58     | 7280 ± 54     | 7306 ± 190    |
| TYC 266-718-1 | 6205 ± 50    | 6124 ± 77    | 5966 ± 71     | 6125 ± 36     | 6111 ± 65     |
|        | 5300 ± 51     | 5307 ± 76    | 5216 ± 60     | 5274 ± 35     | 5324 ± 54     |
| HD 149946 | 6639 ± 80    | 6403 ± 81    | 6337 ± 110    | 6483 ± 51     | 6455 ± 130    |
|        | 6662 ± 182    | 6253 ± 85    | 6255 ± 100    | 6300 ± 61     | 6392 ± 192    |
| HD 159246 | 11 025 ± 265 | –             | 11 158 ± 200  | 11 100 ± 160  | 11 177 ± 162  |
|        | 11 311 ± 292  | –             | 10 987 ± 200  | 11 090 ± 165  | 11 016 ± 173  |
| VZ PsA | 9193 ± 50     | –             | 9318 ± 117    | 9212 ± 46     | 9208 ± 78     |
|        | 6366 ± 282    | –             | 6124 ± 60     | 6134 ± 59     | 6240 ± 121    |
| HD 219869 | 6468 ± 59    | 6365 ± 53    | 6342 ± 88     | 6399 ± 36     | 6389 ± 66     |
|        | 6237 ± 97     | 6171 ± 58    | 6145 ± 86     | 6177 ± 43     | 6202 ± 58     |

Table 4. Effective temperature determinations.
4.4. Final adopted values

The precise determination of the effective temperatures $T_{\text{eff}}$ is important because we do not adjust limb darkening coefficients whilst fitting the light curves. Instead, these coefficients are calculated for a given set of surface atmospheric parameters ($T_{\text{eff}}$, log $g$) using tables from van Hamme (1993). Surface gravities are well determined internally within the Wilson–Devinney code, but to determine $T_{\text{eff}}$ we need external information.

We derived $T_{\text{eff}}$ in three ways: spectroscopic temperatures $T_{\text{spec}}$ (Sect. 3.3.2) and two photometric temperatures $T_{\text{SED}}$ ( Sect. 4.2) and $T_{\text{col}}$ (Sect. 4.3). They are all reported in Table 4, where we assume a minimum uncertainty of 50 K for $T_{\text{spec}}$. Combining spectroscopic and photometric temperatures is not trivial because they do not share the same systematic uncertainties. In general the mutual agreement between them is satisfactory, although in some cases differences are larger than 200 K. One can notice, however, some systematic effects e.g. $T_{\text{spec}}$ is on average larger than $T_{\text{SED}}$ and $T_{\text{col}}$ by about 100 K. For six systems for which we have all three temperature determinations weighted average differences are $T_{\text{spec}} - T_{\text{SED}} = 86$ K and $T_{\text{SED}} - T_{\text{col}} = 28$ K. The difference between spectroscopic and photometric temperatures reflects to some extend the choice of atmospheric models.

The preferred approach would be the direct method based on the SED reconstruction (Sect. 4.2), however, because of the small number of available light ratios per system, we did not choose it. Instead, we combined the surface temperatures in two ways. In the first approach, we simply calculated the weighted means separately for both components which are listed in Table 4, in column $T_{\text{mean}}$. The second method implements an additional constraint which is the temperature ratio $T_2/T_1$ provided by models. The temperatures are calculated according to the equations:

$$T = \frac{T_{1,\text{mean}} + T_{2,\text{mean}} \cdot L_{21}}{1 + L_{21}}.$$  

(2)

$$T_1 = \frac{T(1 + L_{21})}{1 + L_{21} - T_{21}}.$$  

(3)

$$T_2 = T_{21} \cdot T_1,$$  

(4)

where $L_{21}$ are the model light ratios from Table C.4. The calculated temperatures, $T_{1,2}$, are listed in Table 4 as $T_{\text{adopted}}$. Usually, there is a very good agreement seen between temperatures calculated with the two methods above. However, in cases of much fainter and cooler secondaries, these temperatures are significantly different. We prefer the second method because the resulting temperatures are in full agreement with light ratios provided by the WD models. This is especially important for an extrapolation of light ratios in different photometric bands, particularly in the near-infrared.

5. Analysis of light and radial velocity curves

For the analysis of the eclipsing binaries, we made use of the Wilson-Devinney program (WD) version 2007 (Wilson & Devinney 1971; Wilson 1979, 1990; van Hamme & Wilson 2007), equipped with a Python wrapper and a newer version of the WD code (Wilson & Van Hamme 2014, LCDC2015, version 2019), directly includes the TESS bandpass. We used a specific python GUI1 written for this newer version of the WD code (Güzel & Özdarcan 2020, PyWD2015).

5.1. O–C analysis

We constructed the O–C diagrams for all systems, with the exception of HD 159246, for which there is only a relatively short set of photometric measurements from K2 (Campaign 11). We set ourselves several objectives: 1) a precise determination of the orbital ephemeris; 2) detection of a possible light-time-effect (LTE) due to an unresolved companion; and 3) detection of apsidal motion in eccentric systems. For the apsidal motion analysis, we used the equations given in Giménez & Bastero (1995).

We calculated minima times from public K2 and TESS photometry and in the case of CG Scl also from Super-WASP observations (Pollacco et al. 2006). For CG Scl, AW Col, TYC 6511-1799-1 we augmented this data with minima times from the TIDAK database (Kreiner 2004; Kim et al. 2018). Additionally, we also used minima times from the literature (Otero & Wils 2005; Maxted & Hutcheon 2018). The resulting O–C diagrams are presented on Fig. B.1.

The derived orbital periods were then fixed during the simultaneous analysis of photometry and velocimetry with the WD code. None of the nine investigated EBs shows any trace of period changes. Out of eight investigated eccentric systems we could detect an apsidal motion in three cases: AW Col, TYC 6511-1799-1, and VZ PsA. These three EBs show a slow periastron advancement with the apsidal motion period $P$ of tens of thousands of years.

5.2. Initial parameters for the WD

In the first step we fixed $T_{\text{eff}}$ of the primary component during the analysis to the average of the $T_{\text{eff}}$ values derived from the colour–temperature calibrations $T_{\text{col}}$ and the atmospheric analysis $T_{\text{spec}}$. The procedure is iterative: we derived preliminary model parameters with the WD code assuming the best guess initial temperature $T_1$ from colour-temperature calibrations. The derived ratio of the radii was used in the atmospheric analysis to derive $T_{\text{spec}}$. Then we calculated new models with updated temperatures, which were later used to redetermine the photometric temperatures $T_{\text{SED}}$ and $T_{\text{col}}$.

The standard albedo and gravity brightening exponent for radiative and convective stellar atmospheres were adopted assuming the conversion temperature of $T = 7200$ K. However in many cases we fitted the albedo parameter to one or both components. The stellar atmosphere option was used (IFAT1=1, IFAT2=1), radial velocity tidal corrections were applied (ICOR1=1, ICOR2=1) and no flux-level-dependent weighting was used. We assumed synchronous rotation for both components in all systems ($F1=F2=1$) with an exception of fast rotating components of AW Col ($F1=5, F2=3$) and HD 149946 ($F1=F2=3$). The logarithmic (Klagesmith & Sobieski 1970) limb-darkening law was used (LD1=LD2=−2), with coefficients precomputed and tabulated for specific bands van Hamme (1993). We assumed a detached configuration in all models (mode 2 of the WD code) and a simple reflection treatment ($\text{NREF}=1$, $\text{NREF}=1$).

5.3. Fitting the model parameters

With the WD binary star model we fitted simultaneously light curves and radial velocity curves of both components using the grid fineness parameters $N1=N2=80$. In cases in which one of the

---

1 ftp://ftp.astro.ufl.edu/pub/wilson/lcdc2007/
2 ftp://ftp.astro.ufl.edu/pub/wilson/lcdc2015/
stars was significantly larger than its companion, it was necessary to use a higher numerical precision and we set \( N = 100 \) for the larger star. Each observable curve was weighted only by its rms through comparison with the calculated model curve. We adjusted the following parameters during the analysis: the orbital period, \( P_\text{orb} \), the epoch of the primary eclipse, \( T_0 \), in cases of circular orbits, the phase shift, \( \phi \), when orbits were eccentric, the semimajor axis, \( a \), the mass ratio, \( q \), the systemic radial velocity, \( \gamma \), the eccentricity, \( e \), the argument of periastron, \( \omega \), the orbital inclination, \( i \), the temperature of the secondary, \( T_2 \), the modified Roche potentials, \( \Omega_2 \), (corresponding to the fractional radii \( r_{1,2} = R_{1,2}/a \)), and the luminosity parameter, \( L_1 \). Additionally, we made a fitting for a third light, \( \ell_3 \). The best models were chosen according to their reduced \( \chi^2 \) and a lack of significant systematic trends in the residuals.

The statistical (formal) errors on the fitted parameters were estimated with the Differential Correction sub-routine of the WD code. We assumed conservative errors on parameters: we multiplied the formal errors by a factor of 2. The model synthetic light curves compared to photometric observations are presented in Fig. B.2 for all ten systems. The radial velocity solutions plotted against measured velocities are presented in Fig. B.3.

The best-fit model parameters for all systems are summarized in Table C.4. The systemic velocity is not corrected for the gravitational redshift or convective blueshift. The absolute dimensions of the systems were calculated using nominal astro-physical constants advocated by the IAU 2015 Resolution B3 (Prša et al. 2016) and are presented in Table 5. The metallicities are weighted mean values for both components with the exception of HD 149946.

5.4. Analysis details and results

5.4.1. CG Scl

In order to build a model of this system we used photometric time series from three TESS sectors and a set of 14 HARPS spectra. CG Scl consists of two late type, unequal main sequence stars forming a well-detached system on a slightly eccentric orbit. Both eclipses are total. Their metallicity is solar and both rotate synchronously. The more massive, larger and hotter primary, seems to be a little inflated due to stellar evolution. This is the lowest mass system in the sample.

Light curves from all three TESS sectors show quite significant spot activity, inferred from out-of-eclipse variations. The variations are sinusoidal, have a semi-period between 12.5–13.5 d, depending on the sector, and the light curve modulation has an amplitude of \(<0.02\) mag. The period of the light curve modulation is a bit longer than the orbital period that suggests that spots drift on the surface. Both components host the spots as systematic residuals are visible in both eclipses. The primary is probably the more spotted, active one. The spot activity of CG Scl is by far the largest in the present sample. The system is also a weak X-ray source discovered by the ROSAT all-sky survey (Metanomski et al. 1998).

For the purpose of analysis with the WD code the out-of-eclipse light curve modulation was removed using splines. Although the final light curve solution is very good, residuals in eclipses show systematic trends due to the spot presence which reach 2500 ppm in Sector 2 and 4000 ppm in Sectors 29 and 69. The radial velocity solution has no clear systematic trends and the RV curves have rms values of \( 57 \pm 1 \) and \( 73 \pm 2 \) mas s\(^{-1}\) for the primary and the secondary, respectively. The rms for the primary is much larger than the typical RV measurement error (18 m s\(^{-1}\)) which is caused by the presence of spots.

The masses, temperatures, and intrinsic colours of the components correspond to spectral types G2V and K3V. Houk (1982) listed two alternate spectral types G5V (composite?) and F/G + G8/K0 which agrees quite well with our classification. Interestingly CG Scl shows a significant proper motion anomaly (Kervella et al. 2022), which may signify the presence of a tertiary companion affecting its motion. However, the O–C analysis (Sect. 5.1) did not reveal period changes nor an apsidal motion.
(Fig. B.1), although minima times cover 22 years. A face-on orbit of the tertiary would explain the proper motion anomaly and a lack of the LTE.

5.4.2. HD 27476

This eclipsing binary is in fact a wide triple system, because it forms a common proper motion pair with the nearby 18th mag star, Gaia DR3 478281631027777792. The colours and observed brightness of the tertiary companion are consistent with a M2.5 red dwarf. The separation is 15 arcsecs, which corresponds to a projected distance of about 5000 AU.

The main binary consists of two unequal, main sequence stars. The hotter and more massive primary is a metallic line Am star with significantly strengthened s-elements and strong lines of Sr and Zn. The much cooler secondary has an overabundance ($\sim 2$ dex) of lithium and contributes only 9\% to the total flux in the TESS band and 5\% in the V-band. The orbit is slightly eccentric and the secondary eclipse is total.

The TESS light curves show very small out-of-eclipse sinusoidal variations due to spots with a period of $\sim 7.2$ days. We did not detrend the light curves, instead we choose the TESS Sectors 30 and 32 during which the minimum/maximum of the out-of-eclipse changes approximately overlap with the primary/secondary eclipse. This way we could fit the light curves by adjusting the albedo parameter without the need to insert small, cool spots on the stellar surface. The light curves from Sectors 03-05 are more asymmetric with respect to the eclipses and we decided to not use them in the analysis. The resulting albedos are $A_1 = 1.0$ and $A_2 = 0.68$ in good agreement with expected values.

The light curve solution is of very good quality. There are no systematic deviations within the primary eclipse, while within the secondary eclipse very small systematic residuals reach about 250 ppm. The radial velocity solution has no systematic trends and the RV curves have rms values of 230 m s$^{-1}$ and 320 m s$^{-1}$ for the primary and the secondary, respectively.

The spectral type given by Houk (1978) is A0V while the temperature and the intrinsic colours of the primary correspond to B9.5V. The surface parameters of the much fainter companion correspond to F8V. We adopted an A0mV+F8V system.

5.4.3. AW Col

The system consists of two different main sequence stars orbiting on a highly eccentric orbit. Both eclipses are total and they resemble in shape and depth eclipses of CG Scl. Light curves from both TESS sectors show a small spot modulation with an amplitude of about 0.0005 mag. The system shows a slow apsidal motion with a rate of $\omega = 1.22 \pm 0.03 \times 10^{-5}$ rad cycle$^{-1}$ (see Fig. B.1), which corresponds to a period of $U \approx 37$ 000 years. The derived rate of the periastron advance was fixed during analysis with the WD code.

The best solution has no systematic residuals in the eclipses. The radial velocity solution has quite large residuals with the rms of 290 m s$^{-1}$ and 240 m s$^{-1}$ for the primary and the secondary, respectively. This system is the faintest in our sample and most of its HARPS spectra have low S/N. The precision of the individual RV measurements is about 55 m s$^{-1}$. The large rms is caused mainly by the use of less precise RVs from Ratajczak et al. (2021). The rms of RVs derived from HARPS spectra alone are 90 m s$^{-1}$ and 29 m s$^{-1}$. Both components rotate faster than the synchronous rotation but much slower if periastron tidal synchronization would occur. The spectral type of the system estimated from surface temperatures and gravities is F8IV+F7IV.

5.4.4. TYC 6511-1799-1

The system consists of two similar, slightly evolved stars. The components have marginally sub-solar metallicity and both have an enhancement of lithium. The orbit is strongly eccentric and both eclipses are deep and partial. During the deeper, primary eclipse a slightly smaller, cooler and less massive component is eclipsed. Because of the eccentricity, the secondary eclipse is almost three times longer than the primary. The out-of-eclipse TESS light curve is practically flat and there is only a very small modulation with an amplitude of about 0.0005 mag.

The system shows a slow apsidal motion with a rate of $\omega = 1.22 \pm 0.03 \times 10^{-5}$ rad cycle$^{-1}$ (Fig. B.1), which corresponds to a period of $U \approx 37$ 000 years. The derived rate of the periastron advance was fixed during analysis with the WD code.

The best solution has no systematic residuals in the eclipses. The radial velocity solution has quite large residuals with the rms of 290 m s$^{-1}$ and 240 m s$^{-1}$ for the primary and the secondary, respectively. This system is the faintest in our sample and most of its HARPS spectra have low S/N. The precision of the individual RV measurements is about 55 m s$^{-1}$. The large rms is caused mainly by the use of less precise RVs from Ratajczak et al. (2021). The rms of RVs derived from HARPS spectra alone are 90 m s$^{-1}$ and 29 m s$^{-1}$. Both components rotate faster than the synchronous rotation but much slower if periastron tidal synchronization would occur. The spectral type of the system estimated from surface temperatures and gravities is F8IV+F7IV.

5.4.5. BD+17 1832

This binary has a circular orbit and consists of two notably different main sequence stars. Both eclipses are partial, the primary is the larger, hotter and more massive star. Obtaining a consistent, simultaneous solution to the velocimetry and K2 data together with TESS data was difficult because the temperature ratio from TESS data alone was 0.887(1) while from K2 data it was 0.895(1). All simultaneous solutions showed large K2 data residuals during eclipses. When K2 and TESS photometry was fitted separately we could find good models with mutually consistent geometric parameters including the orbital inclination and radii. Separate solutions did not show any significant systematic residuals in the eclipses.

The spectroscopic temperature ratio from the GSSP analysis (Sect. 3.3) is 0.924(19) i.e. about 2$\sigma$ larger than the photometric temperature ratios. On the other hand both components have solar metallicity and taking into account the relatively low mass and radius of the secondary, the higher temperature ratio is quite unlikely. For this reason, we adopted the one obtained with TESS data alone as our solution.
Both components seem to rotate synchronously. The primary has an easily visible enhancement of s-processed elements (both light and heavy). The spectral type of the system estimated from LAMOST spectra is A3IV (Qian et al. 2018) in agreement with our estimate of A3V+F0V. The radial velocity solution does not show any systematic deviation. The rms of the solution is 33 m s\(^{-1}\) for the primary and 200 m s\(^{-1}\) for the secondary.

### 5.4.6. TYC 266-718-1

This binary contains two main sequence stars, which are only slightly more massive than the components of CG Scl. The primary is much brighter than its companion. The system has the longest orbital period in the sample, which results in a large relative separation of the components; the sum of fractional radii is: \(r_1 + r_2 = 0.035\). Despite this, the eclipses are total, because the orbital inclination is very close to 90 degrees. The out-of-eclipse parts of the light curves do not show any significant modulations due to spots or pulsations.

In the beginning, we tried to find a simultaneous fit to the TESS and the K2 data. However, it turned out that the K2 light curve shows relatively large systematic residuals during the eclipses, especially within the secondary eclipse. Also, including K2 data produces large systematic residuals in the radial velocity solution. With the \(O–C\) diagram analysis we checked that the system did not show an apsidal motion or period changes (see Fig. B.1). Thus we assumed that the orbital period is constant.

We fit the K2 data separately to investigate the source of residuals. The solution from the K2 data shows much smaller residuals and has very similar parameters to the solution found with TESS data alone, with two exceptions: the temperature ratio and the eccentricity. From the TESS data \(T_2/T_1 = 0.8711(2)\) and from the K2 data \(T_2/T_1 = 0.8743(1)\), while \(e = 0.0487(2)\) and \(e = 0.0502(2)\), respectively. The lower eccentricity fits radial velocity curves much better, therefore we decided to keep only the TESS data in the final simultaneous solution.

The system has solar metallicity; however, in this case, it is the hotter primary, which is enriched in lithium, while no Li line can be detected in the secondary. The spectral type derived from LAMOST spectra is G0 (Hardegree-Ullman et al. 2020) in agreement with our estimate G0V+K0V based on the surface temperatures and gravities. The components rotate very slowly, in a seemingly synchronous rotation despite the large separation between them. The radial velocity solution has the smallest rms in the sample: 29 m s\(^{-1}\) and 44 m s\(^{-1}\), for the primary and the secondary, respectively.

### 5.4.7. HD 149946

This system has a slightly eccentric orbit and its components differ in size and mass, but have very similar surface temperatures. The eclipses are partial and relatively shallow. For the \(O–C\) analysis we included additionally minima times derived from TESS long-cadence data from Sector 12. Figure B.1 shows the \(O–C\) diagram for the system. We did not detect any significant period changes nor apsidal motion.

The best-fit simultaneous solution to the TESS and K2 light curves still shows residuals reaching up to 1000 ppm in eclipses. However solutions found using the TESS and the K2 light curves alone show no systematics. The situation is similar to that encountered in TYC 266-718-1, however systematic residuals are not so large. To solve the tension we employed the linear limb-darkening law (LD1=LD2=+1) and we fitted four linear coefficients – in two bands for each component. We kept the same system’s geometry like in the best-fit solution found with the logarithmic LD law. With this approach we obtained significantly lower \(x^2\) and systematic residuals were reduced to about 400 ppm and 800 ppm in the primary and the secondary eclipse, respectively. The linear coefficients are \(x_1 = 0.478(6)\) and \(x_2 = 480(12)\) in \(Kepler\) band and \(x_1 = 0.409(7)\) and \(x_2 = 430(12)\) in TESS band. That solution was adopted as the final one. However, it must be noted that separate fits to K2 and TESS light curves done with our standard procedure (i.e. LD1=LD2=−2) give slightly lower the rms.

Finding consistent radiative parameters for this system proved difficult. The unconstrained GSSP solution to disentangled spectra favours components with significantly different surface metallicities (at 4\(\sigma\)) and high effective temperatures of about 6650 K (see Table 2). We calculated an additional solution setting the metallicity of the secondary to be equal to the primary’s metallicity from the unconstrained solution. This solution has a lower [M/H] \(\approx -0.6\) dex for the primary and lower surface temperatures by about 350 K – see the second line for HD 149946 in Table 2. It is formally a slightly worse fit than for the metallicity set as an entirely free parameter, yet the effective temperatures are in better agreement with results from the SED analysis and the colour-temperature calibrations (see Table 4). We also tested a solution forcing the same surface metallicity for both components. The best fit returns [M/H] \(\approx -0.7\) dex and even lower temperatures by 100 K but it is disfavoured because of larger residuals in lines of individual elements.

The higher temperature values in the range of 6600–6700 K are supported by the spectral type F3V determined by the Michigan Spectral Survey (Houk 1982), and the mass of the primary component \((1.42 M_\odot)\) which on the main sequence would correspond to the spectral type F3. Finally, we adopted average temperatures, which lie in between the best spectroscopic and photometric temperatures, but we assigned large errors to them, which reflect a lack of consistency. HD 149946 is the only system listed in Table 5 with no mean metallicity given in accordance with the GSSP results. The best-fit light curve solution indicates that the primary component is slightly inflated suggesting a somewhat later spectral type than F3. Indeed our best estimate of spectral types based on effective temperatures and \(\log g\) is F5IV+F6V.

Both components rotate by a factor of 2.5 faster than synchronous or pseudo-synchronous rotation. The stars are well separated, the sum of their relative radii \(r_1 + r_2\) is only 0.0726. The rms of the radial velocity solution is 67 m s\(^{-1}\) and 135 m s\(^{-1}\) for the primary and the secondary, respectively.

### 5.4.8. HD 159246

This is the most massive system in our sample. It consists of two very similar late B-type metallic stars orbiting on a circular orbit. The eclipses are deep, central and almost of equal depth. This is the only system which has no TESS light curve. Therefore the light curve analysis was based on rectified K2 data. The light curve shows considerable out-of-eclipse modulation with an amplitude of 0.003 mag. The modulation is symmetric with respect to eclipses.

To reproduce the magnitude of the modulation we tested two models: a) one fixed, cool spot on each component opposite to each other and b) adjusting the albedo parameter \(A_{1,2}\) for both components. The better overall fit can be achieved with model a), especially as the shape and the magnitude of modulations is fairly well reproduced. In the case of model b), even for \(A_1 = A_2 = 0\) we could not reproduce the amplitude. Only
by assumption of unphysical negative albedos it was possible to obtain proper modulation. Finally, we adopted the model with spots. The resulting spots are similar to each other, the ratio of the spots temperature to the mean surface temperature is 0.95 and the angular radius of the spots is 0.17 rad.

Within the eclipses, the residuals are larger by a factor of three than in out-of-eclipse parts of the light curve. The depth of the eclipses is slightly and erratically changing with different epochs. This could be caused by cool spots changing their position and shape. The third light is small but significant: \( \ell_3 = 0.033 \pm 0.001 \). There is a nearby, red star 2MASS J17342139-1836134, which is fainter by \( \sim 4 \) mag in the Gaia G-band, which probably affected the K2 photometry. The star is not a physical companion of HD 159246.

Both components rotate synchronously with \( v \sin i = 23 \text{ km s}^{-1} \). This is a result of the relatively short orbital period and large stellar radii. The radial velocity solution has rms values of 880 m s\(^{-1}\) and 810 m s\(^{-1}\). These are by far the largest rms values in the sample, but they are consistent with the RV measurements errors. There are two main reasons for the large RV errors: the stellar lines of HD 159246 are considerably broadened by the rotation and the HARPS spectra have relatively low S/N for such early-type stars.

5.4.9. VZ PsA

The system consists of two very different stars: a relatively hot A-type sub-giant and a late-F type main sequence star, which is approximately 30 times fainter in the optical than its companion. The orbit is eccentric and both eclipses are total. Eclipses are quite shallow, because the secondary has a radius almost three times smaller than the primary. The TESS light curve shows a small (0.002 mag) but distinctive brightening near orbital phase 0.17, when stars are close to the periastron. There is also a clear pattern of pulsation-like features in the out-of-eclipse part of the light curve, which are gradually decreasing after the periastron passage (see Fig. 3). This behaviour is repeated after every passage. Because the eccentricity is significant and the primary is quite massive and expanded, the most likely explanation of the features are tidally induced pulsations (e.g. Guo et al. 2017). The dominant frequency of the pulsations is \( f \approx 6 f_{\text{orb}} \).

For the purpose of O–C analysis, we derived additional minima times from the TESS Sector 68 short-cadence data. The system shows a tiny trend in minima times which can be interpreted as a slow apsidal motion with a rate of \( \sim 7 \times 10^{-7} \text{ rad cycle}^{-1} \) (see Fig. B.1). However, we regard this as a tentative detection, and more observations are needed to confirm it. In fact with the WD code we did not notice any improvement of the fits to the light and radial velocity curves while adding the apsidal motion to the model. Subsequently, during the modelling process, we assumed \( \omega = 0 \).

The simultaneous solution of velocimetry and TESS photometry is of very good quality. The light curve solution has slight systematic residuals within the eclipses reaching only 150 ppm. The RV solution has a very small rms of 16 m s\(^{-1}\) for the primary. The RV solution for the secondary has a much larger rms of 330 m s\(^{-1}\), because the secondary is barely detectable in the spectra, leading to large RV measurement errors.

The primary is a metallic line star with strong lines of s-elements (Ba, Sr) and weak calcium lines, while the secondary shows a super-solar abundance and has an enhancement of lithium. The primary rotates abnormally slow, its rotation velocity assuming periastron synchronization would be 37 km s\(^{-1}\), and assuming orbital synchronization it would be 14 km s\(^{-1}\). The upper limit for \( v \sin i \), assuming that the macro-turbulence is much lower than our estimate (Table 2), is about 8 km s\(^{-1}\), consistent with the estimate of 8.5 \( \pm 0.5 \) km s\(^{-1}\) by Díaz et al. (2011), but still much lower than expected. A possible explanation is that the primary’s rotation axis is strongly misaligned with the orbital momentum axis. The spectral type given by Houk (1982) is A0V, while the Bright Star Catalogue gives A2Vp (Hoffleit & Jaschek 1991). Both determinations are in broad agreement with our estimate A1mIV+F8V.

5.4.10. HD 219869

The system consists of two similar F-type main sequence stars on an almost circular orbit. Both eclipses are partial and of similar depth. A small and variable light modulation is present outside of eclipses due to stellar spots. In contrast to the previous three systems for which TESS and K2 data are available, individual solutions to TESS and K2 data are fully consistent to each other. In particular the orbital inclination, the temperature ratio, the radii and the eccentricity are in full agreement for both solutions. Thus we analysed simultaneously the TESS and K2 photometry together with the HARPS velocimetry.

The best solution shows small systematic residuals in the eclipses due to spots, which are not included in the model. Especially in the secondary eclipse, residuals up to 1000 ppm are present. They differ in magnitude, direction and the orbital phase position between different TESS sectors and the K2 data. The radial velocity solution has rms values of 77 m s\(^{-1}\) for the primary and 141 m s\(^{-1}\) for the secondary. Both values are about 15% larger than the typical errors of the RV measurements.

The metallicity of both components is substantially sub-solar and both have lithium enhancement. The secondary rotates synchronously, while the primary rotates slightly slower. The spectral type given by Houk & Swift (1999) is G2/3V and differs from our estimate, F6V+F7V, based on effective temperatures and surface gravities. On the other hand, Hardegree-Ullman et al. (2020) give F5V based on LAMOST spectra, in a better agreement with our result.

6. Discussion

6.1. The components of new systems versus the SBCRs

We compared photometric properties of the eclipsing binary components from this work with a number of SBCRs. We chose
a relation between the surface brightness in the V-band and the $(V-K)$ colour and the $G_{BP}$ band and $(G_{BP}-K)$ colour. We use $K$ magnitudes in the 2MASS system (Skrutskie et al. 2006). The light ratios of the components in Johnson $V$ and 2MASS $K$ bands were extrapolated from our WD models and used to obtain individual intrinsic magnitudes. We used SBCR calibrations provided by Kervella et al. (2004) and Graczyk et al. (2021).

An inspection of the positions of the components against the SBCR offers an immediate indication about any peculiarities; for example, stars significantly above the mean SBCR are, in most cases, unrecognised multiple stellar systems or they may have an incorrect value for third light. On the other hand, a position significantly below the SBCR may point to problems with adopted magnitudes; for instance, in the case where a magnitude has been calculated based on observations taken during eclipse without any correction for the light diminution. Another possibility is that the parallax is biased towards a value larger than the correct one would be. Also, systems with a large reddening due to interstellar extinction could be shifted away from the SBCR if the reddening is not correctly accounted for.

The surface brightness parameter, $S_V$, was calculated for our stars using Eq. (5) from Hindsley & Bell (1989):

$$S_V = 5 \log \theta_{LD} + V_0, \quad (5)$$

where $V_0$ is the intrinsic magnitude of a star in the V band and $\theta_{LD}$ is the limb-darkened angular diameter expressed in milliarcseconds. The angular diameters were calculated using:

$$\theta_{LD} = 9.301 \times 10^{-3} R \sigma_{\text{GAI/EDR3}}, \quad (6)$$

where $R$ is the stellar radius expressed in nominal solar radii $R_\odot$ (Prša et al. 2016).

For nine systems, 2MASS magnitudes were taken outside the eclipses, but in the case of VZ PsA we had to correct it for light loss by $-0.037$ mag in the $K$-band. We adopted parallaxes from Gaia Data Release 3 (Gaia Collaboration 2016, 2023) listed in Table 1. We did corrections to parallaxes according to Lindegren et al. (2021a,b) due to the zero-point shift. From the sample two systems, CG Scl and TYC266-718-1, have the Gaia renormalised unit weight error (RUWE parameter)\(^4\) greater than 1.4. Figure 4 shows the positions of the eclipsing binary components in the surface brightness-colour diagrams. Practically all components lie very close to the SBCR derived from other eclipsing binary stars (Graczyk et al. 2021) or from the stellar angular diameters measured by interferometry (Kervella et al. 2004) and the largest offsets are $2\sigma$.

6.2. Comparison of geometric and eclipsing-binary distances

One of the main reasons for improving the SBCR calibrations is to utilize the SBCRs in precise distance measurements using the eclipsing binary (EB) method. The method relies on Eq. (6): knowing the absolute radii $R_{1,2}$ of the components and their angular diameters $\theta_{1,2}$ resulting from the SBCR, one can easily derive a distance. The precision of the method is well established, however, its accuracy and the presence of possible systematic effects is not yet fully discussed.

The EB method was used before to verify the zero-point shift of the Gaia parallaxes both in the ‘classical’ way, by means of bolometric flux scaling (Stassun & Torres 2016, 2021), and with the use of SBCRs (Graczyk et al. 2019). Both approaches show near perfect agreement between distances derived from Gaia parallaxes and those inferred from the EB method. However, the accuracy of the ‘classical’ approach is limited by the bias on the effective temperature determination, because whatever method is employed it introduces its own unspecified systematic uncertainty on the derived temperatures. On the other hand, the SBCR approach is limited mostly by the systematic uncertainty of calibrations of SBCRs – in that case an approximate measure of the systematic is the rms of the calibration itself.

Nearby EBs within 200 pc are the best for testing the SBCR approach because of typically low interstellar extinction. However, the geometric distances of EBs inferred from Gaia are

\(^4\) https://gea.esac.esa.int/archive/documentation/GDR2/Gaia_archive/chap_datamodel/sec_dm_main_tables/ssec_dm_ruwe.html
not only affected by the zero-point uncertainty but also by the photocenter movements and by unresolved tertiary companions (Stassun & Torres 2021). The EB photocenter movements correlate very well with the RUWE parameter and obviously on average the closer is the EB the larger the photocenter movement. Because the Gaia DR3 data reduction does not take the photocenter movements into account, the parallaxes of nearby EBs contain a small and hard-to-specify amount of systematics.

Another way to test the EB method is to compare the SBCR distances against distances based on the orbital (or dynamical) parallaxes provided by astrometric, eclipsing binary stars resolved by optical/near-infrared interferometry. From a number of such systems observed during the last decade we selected 10 EBs which had secure near-infrared magnitudes and determined their precise physical parameters. Our team analyzed five such systems by determining visual semimajor orbital axes using VLT/PIONIER for TZ For (Gallenne et al. 2016, 2018), Al Phe, AL Dor, KW Hya, NN Del (Gallenne et al. 2019) and for two more EBs using VLT/GRAVITY: V963 Cen and LL Aqr (Gallenne et al. 2023). We augmented the sample with three additional components of selected EBs using CHARA Array (Lester et al. 2019a,b). The precision of orbital parallaxes of these ten systems is well below 1%.

Additional physical data for all ten systems are taken from Albrecht et al. (2007), Andersen & Vaz (1984), Andersen et al. (1987, 1991), Graczyk et al. (2016, 2021, 2022), Maxted et al. (2020), Southworth (2021), and Sybilski et al. (2018). The V-band magnitudes were collected from SIMBAD database and infrared K-band magnitudes were taken from the 2MASS catalog.

Almost all components of selected EBs are main sequence stars or sub-giants with the exception of the cooler component in TZ For. We employed the SBCR calibrated on the \((V−K)\) colour for main sequence dwarfs. We used the calibration derived from interferometric angular diameters (Kervella et al. 2004) and from eclipsing binary stars (Graczyk et al. 2021). Figure 5 shows a comparison of distances from the SBCR calibrations with distances calculated from precise orbital parallaxes. The agreement between both distances is remarkably good, the residuals are consistent with measurement errors, judging from the reduced \(\chi^2\), and no significant systematic deviations can be noticed. We carried out comparisons utilising also \((V−J)\) and \((B−K)\) colours and in both cases we obtained similar results to those based on the \((V−K)\) colour.

New precise SBCR calibrations based on eclipsing binary stars are envisioned in a following paper. We plan to extend a sample of EBs that will be useful for the calibration, both by using the literature data and an analysis of a final sample of EBs based on data from our spectroscopic follow-up with HARPS.
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The full Table C.3 is available at the CDS via anonymous ftp to cdsarc.cds.unistra.fr (130.79.128.5) or via https://cdsarc.cds.unistra.fr/viz-bin/cat/J/A+A/694/A65
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Appendix A: Comparison with previous studies

A.1. TYC 6511-1799-1

The ASAS data of TYC 6511-1799-1 was used by Shivvers et al. (2014) to derive the orbital period and eccentricity. The eccentricity they calculated is 0.32 ± 0.07 which is much less than our value, probably because the groundbased ASAS photometry is sparse and obviously inferior to TESS.

A deeper analysis was presented by Ratajczak et al. (2021). They used TESS short-cadence data from Sector 6 and radial velocities from spectra obtained with the ESO FEROS and the CTIO CHIRON spectographs, so basically very similar data as ours. A comparison of the orbital and the radial velocity parameters (their Table 4 and 5) shows very good agreement with our results. However, it must be noted that the parameters we derived, especially masses and radii, are almost an order of magnitude more precise. It should be mentioned that Ratajczak et al. (2021) defined the secondary minimum as the primary one, so the names of components are reversed.

A.2. TYC 266-718-1 = EPIC 201648133

The K2 light curve from Campaign 01 was analysed by Maxted & Hutcheon (2018) who derived a set of photometric and radiative parameters. The fractional radii \( r_{1,2} \) and the geometry of the orbit (e, \( \omega \), i) are consistent to within 2\( \sigma \) with our values, which is reassuring, as we based our final solution on the TESS light curve. The parameters which we derived from K2 data alone are fully consistent (to within 1\( \sigma \)) with those reported by Maxted & Hutcheon (2018), for example the third light and the flux ratio. The temperatures from their SED analysis are also consistent with our adopted temperatures (Table 4) to within 1\( \sigma \).

More recently Hoyman & Çakırlı (2020) also analysed the K2 data, but supported by HARPS spectra from the ESO archive. They derived radial velocities and presented a full model of the system. However, the analysis and the solution they presented had a number of peculiarities. 1) Model radial velocity curves presented in their Fig. 2 correspond to a much higher orbital eccentricity, of about e = 0.4, than what is observed in the system, i.e. e = 0.05. For such a small e the radial velocity curve looks a sinusoid, regardless what the value of \( \omega \) is – compare with our Fig. B.3. Strangely, they reported in their Table 2 the low and correct value of e = 0.052(17), which is inconsistent with their Fig. 2. 2) The radial velocities they derived and presented in Table A.1 are inexplicably very different from the values we derive. The shifts amount to 20-40 km s\(^{-1}\), depending on the spectroscopic epoch and on the component. Subsequently, they derive model parameters which are inconsistent with ours, most notably the mass ratio. 3) The high \( T_2/T_1 \) temperature ratio they derive from ISPEC analysis is obviously in large tension with both K2 and TESS light curves (i.e. primary and secondary eclipse have similar depth), but also with our results from the atmospheric analysis of the decomposed HARPS spectra. 4) Errors on parameters reported by Hoyman & Çakırlı (2020) are suspiciously large taking into account the superb quality of the K2 and the HARPS data. In summary: it was impossible to make any reasonable comparison with the results obtained by Hoyman & Çakırlı (2020).

A.3. HD 149946 = EPIC 202674012

The system was well investigated thanks to K2 data and the spectroscopic follow-up by Helminiak et al. (2018). A comparison with the previously published reports is presented in Table A.1. The model parameters reported by Maxted & Hutcheon (2018) and Helminiak et al. (2021) are fully consistent with those from our best model. Especially the agreement with results obtained by Helminiak et al. (2021) is striking, taking into account the small uncertainties reported. The only significant difference is between the orbital inclination, which is most probably a result of the inclusion of the TESS light curve in our analysis. Also we obtain slightly larger errors on stellar radii to accommodate the difference in the fractional radii obtained when K2 and TESS data are solved separately. Again, the analysis presented by Hoyman & Çakırlı (2020) has some oddities like in a case of TYC 266-718-1. For example in their Table A.1, they present radial velocity determinations from HARPS spectra, but only for the primary component. Strangely, the RVs for the secondary are not listed despite the fact that the absorption lines of the secondary are easy to identify in the HARPS spectra. In general, the agreement of their results with ours is poor.

A.4. HD 219869 = EPIC 246024234

The system was previously analysed by Helminiak et al. (2021) who used the K2 photometry supplemented with 12 FEROS and three HARPS spectra. Like in the case of HD 149946, we find very good consistency with their results. Most parameters from their Table 3 are within 1\( \sigma \) agreement with our parameters listed in Tables C.4 and 5. However, there are some larger differences: the orbital inclination \( i \) differs by 2\( \sigma \), most probably because we included TESS data in the analysis. The largest difference of 4\( \sigma \) appears in the primary’s effective temperature: Helminiak et al. (2021) report a low temperature similar to the secondary’s temperature, however the relative depth of eclipses in both the K2 and TESS light curves, as well as our atmospheric analysis of decomposed spectra indicate clearly that the primary is significantly hotter than the secondary.
### Table A.1. Comparison of our results for HD 149946 with literature values.

| Parameter | Maxted & Hutcheon (2018) | Hoyman & Çağırılı (2020) | Helminiak et al. (2021) | This work |
|-----------|---------------------------|---------------------------|-------------------------|-----------|
| Photometry | K2 | K2 | K2 | K2+TESS |
| Velocimetry (a) | 4 FEROS | 6 HARPS + H18 | 10 HARPS + H18 | 15 HARPS |
| $P$ (d) | 23.30962(5) | 23.309637(9) | 23.309595(35) | 23.309700(3) |
| $q = M_2/M_1$ | 0.78(5) | 0.831(18) | 0.8033(12) | 0.8049(11) |
| $e$ | 0.027(2) | 0.004(1) | **0.026(2)** | 0.0263(8) |
| $\omega$ (°) | 259.7(6) | 263.1(1.4) | **259(1)** | 259.3(2) |
| $i$ (°) | 88.65(1) | 88.6(17) | 88.668(14) | 88.588(11) |
| $K_1$ (km s$^{-1}$) | 45.3(2.4) | 45.8(3) | **45.44(3)** | 45.444(30) |
| $K_2$ (km s$^{-1}$) | 57.8(2.6) | 55.1(7) | 56.56(7) | 56.457(70) |
| $M_1$ ($M_\odot$) | 1.48(16) | 1.35(5) | 1.421(4) | 1.4157(37) |
| $M_2$ ($M_\odot$) | 1.16(13) | 1.12(6) | **1.141(2)** | 1.1396(21) |
| $R_1$ ($R_\odot$) | **2.18(7)** | 1.63(5) | 2.157(6) | 2.174(11) |
| $R_2$ ($R_\odot$) | **1.22(4)** | 1.18(5) | 1.224(4) | 1.2314(61) |
| $T_{\text{eff}}$ (K) | 6250(285) | 6550(120) | 6630(83) | 6455(130) |
| $T_{2\text{eff}}$ (K) | 6150(285) | 6275(260) | 6586(380) | 6392(192) |

**Notes.** Values marked with the bold font are parameters consistent with results of the present work to within 0.5σ, while values different by more than 3σ are marked with the italic font.

(a) Number of spectra used. H18 is a reference to velocimetry from Helminiak et al. (2018)

---

**Appendix B: Figures**

**Appendix C: Tables**
Fig. B.1. O–C diagrams for all eccentric systems in our sample. Primary minima are marked with darker circles.
Fig. B.2. Best WD model fits to the photometry of the ten eclipsing binary stars in our sample and their residuals. Coloured points: observations, black line: synthetic light curve.
Fig. B.3. Best WD model fits to the HARPS velocimetry of the ten eclipsing binary stars in our sample and their residuals. Filled circles: primary component, open circles: secondary component. Black lines: model predictions.
Table C.1. Photometric observations used for the light curve analysis in the present study.

| ID        | TESS Sector | TESS Cadence (s) | Source(*) | No. of Points used | Spots (mag) | Detrending |
|-----------|-------------|------------------|-----------|-------------------|-------------|------------|
| CG Scl    | 02          | 120              | SPOC      | 18300             | 0.017       | yes        |
|           | 29          | 600              | QLP       | 3572              | 0.027       | yes        |
|           | 69          | 200              | FFI       | 9273              | 0.019       | yes        |
| HD 27476  | 30          | 120              | SPOC      | 18567             | 0.003       | no         |
| AW Col    | 32          | 120              | SPOC      | 17977             | 0.003       | no         |
|          | 33          | 120              | SPOC      | 12955             | 0.005       | yes        |
| TYC 6511-1799-1 | 06 | 120              | SPOC      | 14691             | 0.005       | yes        |
| BD+17 1832| 44          | 600              | TESS-SPOC | 3260              | <0.002      | yes        |
|           | 72          | 200              | FFI       | 9267              | 0.003       | yes        |
| TYC 266-718-1 | 45 | 600              | FFI       | 3397              | <0.002      | yes        |
| HD 149946 | 39          | 600              | FFI       | 3864              | 0.004       | yes        |
| VZ PsA    | 01          | 120              | SPOC      | 18279             | <0.003      | no         |
|          | 28          | 120              | SPOC      | 17285             | <0.003      | no         |
| HD 219869 | 42          | 120              | SPOC      | 17367             | <0.003      | yes        |
| Kepler    |             |                  |           |                   |             |            |
| K2        |             |                  |           |                   |             |            |
| Campaign  |             |                  |           |                   |             |            |
| Kepler    |             |                  |           |                   |             |            |
| K2 Cadence (s) | Source | N. of Points used | Spots (mag) | Detrending |
| 01        | 1800        | EVEREST          | 3320      | 552               | 0.003       | no         |
| 05        | 1800        | EVEREST          | 2138      | 338               | 0.002       | no         |
| 01        | 1800        | EVEREST          | 3202      | 459               | <0.001      | yes        |
| 02        | 1800        | EVEREST          | 3355      | 440               | <0.001      | yes        |
| 11a       | 1800        | EVEREST          | 943       | 459               | –           | yes        |
| 11b       | 1800        | EVEREST          | 1988      | 968               | –           | yes        |
| 12        | 1800        | EVEREST          | 3379      | 516               | 0.005       | yes        |

Notes. (*)Source: SPOC – the TESS Science Processing Operations Center (Jenkins et al. 2016), TESS-SPOC – the TESS Science Processing Operations Center Full-Frame Images products (Caldwell et al. 2020), QLP – MIT’s Quick Look Pipeline Full-Frame Images (Huang et al. 2020), FFI – lightcurve from Full-Frame Images processed by the lightkurve python package (Lightkurve Collaboration 2018), EVEREST – EPIC Variability Extraction and Removal for Exoplanet Science Targets (Luger et al. 2016).

Table C.2. Spectroscopic observations with HARPS.

| ID        | Number of spectra | Start          | End            | Range of S/N |
|-----------|-------------------|----------------|----------------|--------------|
| CG Scl    | 14                | 2017 December 10 | 2021 October 26 | 8 – 75       |
| HD 27476  | 14                | 2020 November 11 | 2021 October 25 | 17 – 96      |
| AW Col    | 13                | 2020 November 11 | 2021 October 24 | 17 – 135     |
| TYC 6511-1799-1 | 9 | 2020 November 11 | 2021 October 23 | 8 – 27       |
| BD+17 1832| 11                | 2018 April 24   | 2021 January 21 | 13 – 39      |
| TYC 266-718-1 | 14 | 2017 June 10    | 2021 June 10   | 15 – 65      |
| HD 149946 | 15                | 2018 January 28 | 2021 August 14 | 13 – 62      |
| HD 159246 | 12                | 2018 April 25   | 2021 October 21 | 11 – 40      |
| VZ PsA    | 12                | 2020 November 11 | 2021 October 26 | 18 – 190     |
| HD 219869 | 15                | 2017 December 10 | 2021 October 25 | 14 – 74      |

Table C.3. RV measurements for eclipsing binary stars. The full data are available at the CDS.

| Object | BJD 2450000 | $RV_1$ | $RV_1$ err | $RV_2$ | $RV_2$ err |
|--------|-------------|--------|------------|--------|------------|
| CG Scl | 8097.54218  | 10.736 | 0.017      | -47.252| 0.101      |
| CG Scl | 8139.52231  | 34.513 | 0.017      | -78.369| 0.100      |
| CG Scl | 8140.52815  | 30.960 | 0.017      | -73.790| 0.098      |
| CG Scl | 8141.52627  | 14.239 | 0.017      | -52.489| 0.098      |
| CG Scl | 9164.63361  | 18.621 | 0.018      | -57.796| 0.106      |
Table C.4. Model parameters from the Wilson-Devinney code

| ID          | $P_{\text{orb}}/T_0$ (daysBJD) | $q = M_2/M_1$ | $a$ (km s$^{-1}$) | $\gamma$ | $e$ | $\omega$ (deg) | $K$ (km s$^{-1}$) | $i$ (deg) | $T_{\text{eff}}$ (K) | $\Omega$ | $r$ | $\ell_{\text{eff}}$ (TESS) | $\ell_3$ |
|-------------|---------------------------------|---------------|-------------------|----------|-----|----------------|------------------|----------|---------------------|---------|------|--------------------------|--------|
| CG Scl p    | 0.7844(7) 25.472(13) 23.19 0.3034(4) 231.2 | 51.362(35) 89.88(10) | 5740 20.236 0.05149(16) 0.846(26) 0.015 |
| HD 27476 p  | 0.4835(12) 22.434(27) 18.25 0.0430(2) 373.8 | 56.88(13) 88.09(15) | 10500 12.559 0.08298(10) 0.0941(19) 0.002 |
| AW Col p    | 0.6655(9) 27.589(22) 28.46 0.5423(3) 322.5 | 64.338(45) 89.863(31) | 7800 20.019 0.05398(11) 0.1842(15) 0.013 |
| TYC 6511-1799-1 p | 1.0024(14) 52.911(43) 7.01 0.5031(4) 112.1 | 58.771(62) 89.255(6) | 6158 26.217 0.04133(19) 1.3046(60) 0.013 |
| BD+17 1832 p | 0.8264(13) 22.854(21) 21.07 0 | 72.986(28) 87.061(21) | 8230 13.133 0.04878(3) 0.2804(45) 0.029 |
| TYC 266-718-1 p | 0.7875(3) 56.739(12) 2.50 0.0487(2) 245.6 | 36.145(10) 89.120(6) | 6100 18.49 0.02098(3) 0.2804(45) 0.029 |
| HD 149946 p | 0.8049(11) 46.938(35) 9.40 0.0257(8) 259.1 | 45.905(15) 88.596(11) | 6590 22.468 0.04623(23) 0.3064(27) 0.003 |
| HD 159246 p | 0.9798(60) 22.841(71) 10.34 0 | 109.62(49) 89.524(31) | 10100 10.662 0.10331(12) 0.9113(40) 0.032 |
| HD 219869 p | 0.4746(6) 33.218(29) 21.36 0.3179(2) 197.6 | 49.481(35) 88.872(26) | 6913 11.272 0.09455(11) 0.4555(7) 0.034 |
| HD 245967 p | 0.8869(9) 18.027(10) 4.65 0.0052(9) 102.5 | 70.603(40) 86.725(32) | 6440 11.961 0.09038(20) 0.4470(53) 0.008 |

Notes. Quoted uncertainties are the standard errors from the Differential Corrections subroutine.
In the ID column “p” refer to the primary and “s” to the secondary. The meaning of the columns are: the observed orbital period (and epoch of the primary eclipse $T_0$ given below), the mass ratio, the total semimajor axis $a = a_1 + a_2$, the apparent systemic velocity of a system, the orbital eccentricity, the longitude of periastron, the radial velocity semiamplitude, the orbital inclination, the effective temperature, the Roche potential, the fractional radius $R/a$, the light ratio in the TESS band and the amount of third light in the TESS band.

(a) A very slow apsidal motion detected – see details in Sect. 5.4.
(b) Kepler band