Self-seeding is a promising approach to significantly narrow the self-amplified spontaneous emission (SASE) bandwidth and to produce nearly transform-limited pulses [1–10]. Considerable effort has been invested in theoretical investigation and R & D at the Linac Coherent Light Source (LCLS) leading to the implementation of a hard X-ray self-seeding (HXRSS) setup that relies on a diamond monochromator in the transmission geometry. Following the successful demonstration of the HXRSS at the LCLS [11], soft X-ray self-seeding (SXRSS) based on a grating monochromator has been designed, installed and commissioned at the LCLS [12–18].

In general, a self-seeding setup consists of two undulators separated by a photon monochromator and an electron bypass, normally a four-dipole chicane (see Fig. 1). Both undulators are resonant at the same radiation wavelength. The SASE radiation generated by the first undulator (SASE undulator) passes through the narrow-band monochromator. A monochromatic pulse is created, which is used as a coherent seed in the second undulator (seeded undulator). Chromatic dispersion effects in the bypass chicane smear out the microbunching in the electron bunch produced by SASE lasing in the SASE undulator. The electrons and the monochromatized photon beam are recombinated at the entrance of the seeded undulator, and the radiation is amplified by the electron bunch until saturation is reached. The required seed power at the beginning of the seeded undulator must dominate over the shot noise power within the gain bandpass, which is at the order of hundreds of Watts to one kilowatt in the soft X-ray range.

II. THE LCLS SOFT X-RAY SELF-SEEDING SETUP LAYOUT

The overall self-seeding setup consists of three parts: the SASE undulator, the self-seeding grating monochromator and the output seeded undulator in which the monochromatic seed signal is being amplified (Fig. 2).
The phase-shifter model is used to simulate a focusing and a phase shifter method is used for optical elements [20]. The propagation is used to simulate drift spaces (e.g., [19]) in the frequency beam propagation method, where a Fresnel propagator is used to simulate drift spaces (e.g., [19]).

The monochromatic radiation after free space propagation over a distance \( z \) can be written as

\[
\tilde{E}(\omega, k_x, k_y, z) = \tilde{E}(\omega, k_x, k_y, 0) \cdot H(\omega, k_x, k_y, z). \tag{4}
\]

### III. OPTICS MODELING

Propagation of the LCLS photon beam is carried out through every optical component sequentially, including drift spaces in between. The simulation is based on a single frequency beam propagation method, where a Fresnel propagator is used to simulate drift spaces (e.g., [19]) and a phase shifter method is used for optical elements [20]. The phase-shifter model is used to simulate a focusing effect of the toroidal grating, M2 mirror and contribution of height errors of every optical component’s surface. This model introduces a phase shift to the radiation \( \Delta \Phi(x, y) \). This shift is dependent on a transverse position at the radiation distribution and changes only the phase of the reflected beam but not its amplitude. It allows one to change the wavefront profile, and therefore, the field behavior after propagation. In practice, \( \Delta \Phi \) represents the deformation of the wavefront in the propagation direction.

#### A. Free space propagation

Let us consider the electric field in a space-time domain \( \tilde{E}(t, x, y) \) expressed in Cartesian coordinate system which is exported from the FEL simulation code GENESIS [21]. Applying temporal and frequency Fourier transforms one obtains the electric field in inverse space-frequency domain - \( \tilde{E}(\omega, k_x, k_y) \).

\[
\tilde{E}(\omega, x, y) = \int_{-\infty}^{\infty} \tilde{E}(t, x, y) \exp[i\omega t] dt,
\]

\[
\tilde{E}(t, x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{E}(\omega, x, y) \exp[-i\omega t] d\omega. \tag{1}
\]

Similarly, the 2D spatial Fourier transform of \( \tilde{E}(\omega, x, y) \), with respect to the two transverse coordinates \( x \) and \( y \) can be written as

\[
\tilde{E}(\omega, k_x, k_y) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \tilde{E}(\omega, x, y) \times \exp[ik_x x + ik_y y], \tag{2}
\]

so that

\[
\tilde{E}(\omega, x, y) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \tilde{E}(\omega, k_x, k_y) \times \exp[-ik_x x - ik_y y]. \tag{3}
\]

One can calculate the radiation distribution after free space propagation over a distance \( z \) using a spatial-frequency response function in the paraxial approximation:

\[
H(\omega, k_x, k_y, z) = \exp[ik_0z] \exp \left[ -\frac{i z}{2k_0} (k_x^2 + k_y^2) \right]
\]

\[
\tilde{E}(\omega, k_x, k_y, z) = \tilde{E}(\omega, k_x, k_y, 0) \cdot H(\omega, k_x, k_y, z). \tag{4}
\]

#### B. Grating modeling

We model the toroidal VLS grating as a sum of independent contributions of a sagittal focusing element, a tangential focusing element, aberrations, a surface height error and a wavelength-dependent tilt, responsible for angular dispersion. Also, asymmetry of incidence and diffraction angles has to be accounted for. Since angles of incidence and diffraction from a grating are not equal, the radiation pulse is resized transversely in the dispersive dimension by the grating asymmetry parameter \( b = \sin \theta_i / \sin \theta_d \) (see Fig. 3).

As we mentioned before, the radiation distribution that is modified by an optical component is modeled by a phase-shifter in the following way:

\[
\tilde{E}(\omega, x, y) = \tilde{E}_0(\omega, x, y) \exp [i\Delta \Phi(x, y, \ldots)]. \tag{5}
\]
Here the phase shift $\Delta \Phi$ is determined by various parameters, depending on the effect we want to model. For example, a lens introduces a quadratic phase shift:

$$\Delta \Phi(x, y) = -\frac{k}{2} \left( \frac{x^2}{f_x} + \frac{y^2}{f_y} \right). \quad (6)$$

Here the shift in both transverse dimensions $x$ and $y$ is introduced, representing focusing with different focal distances $f_x$ and $f_y$.

Tangential and sagittal curvatures of a toroidal grating act as independent cylindrical lenses with the following curvature-determined focal lengths:

$$f_{\text{tang}}^{\text{curv}} = \frac{R_{\text{tang}}}{1/\theta_d + \theta_i/\theta_d},$$

$$f_{\text{sag}}^{\text{curv}} = \frac{R_{\text{sag}}}{\theta_i + \theta_d}. \quad (7)$$

Here $R_{\text{tang}}$ and $R_{\text{sag}}$ are tangential and sagittal radii of curvature, $\theta_i$ and $\theta_d$ are incidence and diffraction angles, respectively. Equation (7) shows that focal lengths are wavelength-dependent, since $\theta_d = \arccos(\cos \theta_i - \lambda D_0)$, according to the grating equation.

Beside toroidal curvature, the grating has a variable line spacing with the following line density: $D = D_0 + D_1 t + D_2 t^2$ [lines/mm], where $t$ is a length along the grating. While the $D_0$ coefficient defines the dispersive properties of the grating, coefficients $D_1$ and $D_2$ are responsible of VLS focusing (see Fig. 4) and aberration compensation correspondingly. They are optimized to eliminate wavelength dependence of an effective source position of radiation at the end of SASE undulator is wavelength-dependent.

The VLS focusing contribution may be modeled via introduction of another focusing element in a tangential plane [22] with the following focal length [23]:

$$f_{\text{tang}}^{\text{VLS}} = \frac{\sin^2 \theta_d}{D_1 \lambda}.$$  \quad (8)

The resulting focal lengths of the grating and corresponding phase shift can be expressed as

$$f_{\text{tang}} = \frac{1}{1/f_{\text{tang}}^{\text{VLS}} + 1/f_{\text{tang}}^{\text{curv}}},$$

$$f_{\text{sag}} = f_{\text{sag}}^{\text{curv}},$$

$$\Delta \Phi(\omega, x, y) = -\frac{k}{2} \left( \frac{x^2}{f_{\text{tang}}} + \frac{y^2}{f_{\text{sag}}} \right). \quad (9)$$

The toroidal reflecting surfaces introduce aberrations. The two most important contributions are determined by twofold astigmatism and coma aberrations with $C_{12}$ and $C_{30}$ coefficients correspondingly [23,24].

$$C_{12} = -\frac{1}{2 \lambda} \left( -\sin \theta_i \cos \theta_i \left( \frac{1}{R_{\text{sag}} z_1} + \frac{\cos \theta_i}{z_1^2} \right) + \sin \theta_d \cos \theta_d \left( \frac{1}{R_{\text{sag}} z_2} - \frac{\cos \theta_d}{z_2^2} \right) \right),$$

$$C_{30} = \left( \frac{\sin^2 \theta_i}{z_1} - \frac{\sin \theta_i}{R_{\text{tang}} z_1} \right) \cos \theta_i$$

$$- \left( \frac{\sin^2 \theta_d}{z_2} - \frac{\sin \theta_d}{R_{\text{tang}} z_2} \right) \cos \theta_d. \quad (10)$$

Here $z_1$ and $z_2$ are the distances from an optical element [grating] to an object and an image correspondingly. The quadratic VLS coefficient $D_2$ introduces the phase shift, which is proportional to $x^2$, and therefore, is used to compensate the effect of $C_{30}$ aberration term. The latter may be rewritten in order to contain another summand:

$$C_{30}' = \frac{\lambda n D_2}{3} + C_{30}$$

$$= \frac{\lambda n D_2}{3} \left( \frac{\sin^2 \theta_i - \sin \theta_i}{z_1} \right) \cos \theta_i$$

$$- \left( \frac{\sin^2 \theta_d - \sin \theta_d}{z_2} \right) \cos \theta_d. \quad (11)$$

Here $n$ is a diffraction order which is equal to unity in our case. Aberrations are eliminated when $C_{30}' = 0$ and $C_{12} = 0$ criteria are fulfilled.

The resulting phase shift caused by aberrations is given by

$$\Delta \Phi(\omega, x, y) = k \left( \frac{C_{30}' x^2}{\theta_d^3} + \frac{C_{12} x y^2}{\theta_d^3} \right). \quad (12)$$

FIG. 4. Schematic diagram of a VLS grating element. The VLS grating (a) is represented by a contribution of a planar grating with fixed line spacing and a thin lens (b).
In order to simulate time-dependent phenomena of the grating’s resolving power one needs to take into account grating dispersion. We propose to introduce a wavefront tilt, according to an angular dispersion of the grating. Each wavelength is reflected from the grating at a different angle. Having an ensemble of wavelengths we can choose a principle ray wavelength $\lambda$ that will propagate downstream with no wavefront tilt. Each other wavelength will propagate from the grating at a certain angle from the principle ray, determined by grating angular dispersion, e.g., $\lambda_0 + \Delta \lambda$ will be tilted by:

$$\Delta \theta = \frac{\Delta l D_0}{\theta_d},$$  \hspace{1cm} (13)$$

where $\theta_d = \arccos(\cos \theta_i - \lambda D_0)$.

In this case a linear phase tilt should be applied with respect to the principal ray frequency $\omega_0$:

$$\Delta \Phi(\omega_0, \Delta \omega, x, y) = -\frac{2\pi x \partial \Delta \theta}{\lambda_0} = \frac{2\pi x \Delta \omega D_0}{\omega_0 \theta_d}. \hspace{1cm} (14)$$

Finally, the cumulative effect of the grating modeling may be written as

$$\tilde{E}(\omega, x, y) = \tilde{E}_0(\omega, x, y) \exp [i \Delta \Phi],$$

$$\Delta \Phi = k \left( -\frac{x^2}{2f_{\text{tang}}} - \frac{y^2}{2f_{\text{sag}}} + \frac{C_{30} x^3}{\theta_d^3} + \frac{C_{12} x y^2}{\theta_d^2} + \frac{2\pi x \Delta \omega D_0}{k \omega \theta_d} \right). \hspace{1cm} (15)$$

### C. Focusing with M2 mirror

In this case the simulation is similar to the grating, but $D_0$, $D_1$, and $D_2$ VLS coefficients are equal to zero, $\theta_i = \theta_d$, and no field resizing should be applied.

The total phase shift by M2 mirror is given by the following:

$$\tilde{E}(\omega, x, y) = \tilde{E}_0(\omega, x, y) \exp [i \Delta \Phi],$$

$$\Delta \Phi = k \left( -\frac{x^2}{2f_{\text{tang}}} + \frac{C_{30} x^3}{\theta_d^3} + \frac{C_{12} x y^2}{\theta_d^2} \right),$$

$$f_{\text{tang}} = \frac{R_{\text{tang}} \theta_i}{2},$$

$$C_{12} = \frac{-\cos \theta_i}{2} \left[ \sin \theta_i \left( -\frac{1}{z_1} + \frac{1}{z_2} \right) + \frac{1}{z_1^2} - \frac{1}{z_2^2} \right],$$

$$C_{30} = \frac{-\sin \theta_i \cos \theta_i}{2} \left[ \sin \theta_i \left( \frac{1}{z_1} - \frac{1}{z_2} \right) - \frac{1}{R_{\text{tang}}} \left( \frac{1}{z_1} - \frac{1}{z_2} \right) \right]. \hspace{1cm} (16)$$

Here $\theta_i$ is $M_2$ incidence angle, $z_1$ and $z_2$ are distances from $M_2$ to an object at the slit and to an image at the reimaging point inside the seeded undulator section, respectively.

### D. Mirror surface height errors simulation

We also use the phase-shifter model to simulate the effect of imperfections of optical surfaces [25] (see Fig. 5). The height error $\delta h$ on an optical surface will perturb the radiation wavefront with a phase shift $\Delta \Phi$ in the following way:

$$\Delta \Phi = \frac{4 \pi \delta h}{\lambda} \sin \theta,$$ \hspace{1cm} (17)$$

where $\theta$ is the radiation’s angle of incidence with respect to the surface. In the case of a grating, the phase shift can be expressed in terms of incidence and diffraction angles:

$$\Delta \Phi = 2 \pi \sin \theta_i \frac{\delta h}{\lambda} \frac{\partial \delta h}{\lambda}. \hspace{1cm} (18)$$

### IV. SIMULATION DETAILS AND APPROACHES

We use the GENESIS code to obtain an electric field distribution in space and time at the end of the SASE undulator. Then we apply a temporal Fourier transform [Eq. (1)] and propagate the transverse distributions for every calculated discrete frequency. Finally, the inverse temporal Fourier transform is performed to go back into space-time domain.

Let us consider a transverse radiation distribution at the end of the SASE undulator at a frequency $\omega_i$. To simulate the transverse distribution of this beam at the grating position, we apply the Fresnel propagator from Eq. (4) with $z$ equal to a distance between the end of the undulator and the beam’s footprint at the grating. The phase shifter, described in Eq. (15) and the height error phase shifter [Eq. (18)] are used to simulate focusing of the beam by the toroidal VLS grating with a certain height error profile. The phase-shifter includes both aberrations, height error effect and the beam tilt. The tilt is introduced according to a difference $\Delta \omega$ between the frequency being currently propagated and the frequency that is chosen to be a principle ray of the dispersed radiation [Eq. (14)].

In our case, the principle ray direction is assumed to pass through an optical center of all monochromator

![FIG. 5. Thin-shifter-like effect of surface height errors for a small mean square of surface displacement, concept adapted from [25].](image-url)
components. Physically it is done via M1 pitch angle optimization. The transformations of the radiation discussed above compute the transverse radiation distribution (perpendicular to the principle ray after reflection from the optical element), based on optical element properties and the initial transverse radiation distribution (perpendicular to the principle ray before reflection from the optical element). We model height error effects associated with each optical element by applying phase shifters at the position of every optical component, taking into account the incident angles of the radiation.

After the grating, the beam is propagated to the M1 mirror and, as discussed above, the height error–related phase shifter is applied. Then after propagation to the slit one may choose either to model its presence with given width by applying a transparency mask to the field distribution, or to ignore the slit within the algorithm, effectively modeling slitless monochromator performance. After modeling M2 (refocusing) and M3 (flat) mirrors and including intermediate drift spaces one obtains the radiation distribution at the frequency $\omega_i$ at the entrance of the seeded undulator. This distribution may be used as an input radiation field for the following GENESIS application.

Below we present two approaches for a FEL pulse propagation through the monochromator. Both of them are based on the single frequency beam propagation method, described above and propagate the same pulse, generated in the SASE undulator. Start-to-end simulated electron beam was used. Its parameters at the entrance of the SASE undulator are presented at the Fig. 6.

**A. Direct propagation approach**

In this straightforward approach the SASE pulse at the end of SASE undulator is decomposed into monochromatic beams using temporal Fourier transform [Eq. (1)]. As it has already been mentioned at the beginning of Sec. 4, every beam is propagated independently through the monochromator so that every beam obtains a certain tilt with respect to the principal ray at the grating. At the entrance to the seeded undulator those propagated beams are transformed back to the time domain. This dispersed 3D SASE radiation distribution is used as a seed for a time dependent FEL simulations, i.e., directly as in real setup without extra approximations.

An example of a propagation algorithm for a pulse at 1000 eV central photon energy is given below. Monochromator model with no exit slit inserted is used for simulation. First, the pulse is obtained at the end of SASE undulator in time domain (see Fig. 7). Afterwards, it is transformed to frequency domain (Fig. 8). Then the monochromatic beams are propagated downstream to the grating (Fig. 9). At the grating frequency-dependent phase shifters are applied for simulating focusing and height error [Eqs. (15), (18)]. Then the field is propagated to the mirror M1, where the height error phase shifter is applied [Eq. (17)], to the mirror M2 [Eqs. (16), (17)], M3 [Eq. (17)], and then to seeded undulator entrance. In Fig. 10 we can see the spatial dispersion of our radiation: beams at different wavelengths have different transverse offsets. Note that due to the spatial dispersion the spectrum is imprinted into the transverse profile of the radiation (second row, first and second figures from the left). Due
to the limited resolving power of the monochromator individual spikes are not resolved. After the inverse transformation of the radiation into the time domain we can see all 3 spatial projections of the spatially dispersed pulse, that, at this point is being overlapped with the electron beam (Fig. 11). In our case the transverse size of the electron beam is typically around $25\mu \text{m}$ rms and is much smaller than the transverse size of the spatially dispersed radiation in the horizontal dimension. Since the radiation will continue to diverge when propagated downstream the seeded undulator, due to angular dispersion, only a relatively small fraction of the dispersed beam will interact with the electron beam. Therefore, although an entire spectrum was used in Figs. 9–11 to illustrate the process, during practical simulations we can use fractional spectrum to save computing time.

**B. Phenomenological propagation approach**

This method is very similar to the one used in the hard X-ray self-seeding (HXRSS) simulations (e.g., [8–10]).

In this approach, we first simulate the FEL with GENESIS code to obtain a radiation distribution at the end of the SASE undulator, then apply a temporal Fourier transform which switches from time to frequency domain (see Figs. 12, 13). Afterwards, the obtained radiation spectrum is multiplied by a monochromator instrumental function that characterizes the monochromator performance based on both monochromator geometry and FEL amplification in the seeded undulator downstream the monochromator. In this way the FEL spectrum is filtered (only a certain spectral bandwidth defined by the transmittance function passes through the monochromator, and...
while other frequencies are effectively blocked). After applying an inverse temporal Fourier transform, one obtains the FEL radiation in the time domain that can be used as a seed for the next undulator section in GENESIS simulations.

In the simulations of the current monochromator design, an effect of two slits needs to be taken into account (see Fig. 14). The first slit is physical, which makes it possible to calculate its effect on the monochromator instrumental function analytically. Another slit is a virtual one: the electron beam being placed in the spatially dispersed radiation acts as a slit. The latter case can be barely analyzed analytically since the FEL process is involved in the amplification. This instrumental function calculation has to be done numerically.

In the HXRSS case, the monochromator instrumental function is a transmittance function of the diamond crystal itself at a given geometry. This function can be either calculated or measured. In the SXRSS case in order to obtain an effective transmission function one can make use of a beam propagation method. In the phenomenological approach we use a response of FEL power amplification of the seed pulse within the seeded undulator section [(in other words input coupling factor (ICF)] from the spatial dispersion effect. Since different frequencies are spatially separated at the entrance of the seeded undulator, some of them will be overlapped with the electron beam and some will not. In this way one can measure the mismatching of the radiation and the electron beam as a function of the wavelength. It allows one to obtain an effective monochromator transmission function.

We calculated the instrumental function of the monochromator in the following way. First, a single wavelength $\lambda_0$ (or frequency $\omega_0$) of a radiation distribution at the end of the SASE undulator was simulated with the GENESIS code in the steady-state mode. This radiation can be propagated through all of the optical components of the monochromator and used as an input for the GENESIS code that simulates the seeded undulator. This field is amplified within the seeded undulator in a linear mode of operation for a fixed distance. At the end the obtained amplified power is recorded. This procedure was repeated for other frequencies with different wavefront tilts introduced at the grating [Eq. (14)].

In the simulations of the current monochromator design, an effect of two slits needs to be taken into account (see Fig. 14). The first slit is physical, which makes it possible to calculate its effect on the monochromator instrumental function analytically. Another slit is a virtual one: the electron beam being placed in the spatially dispersed radiation acts as a slit. The latter case can be barely analyzed analytically since the FEL process is involved in the amplification. This instrumental function calculation has to be done numerically.

In the HXRSS case, the monochromator instrumental function is a transmittance function of the diamond crystal itself at a given geometry. This function can be either calculated or measured. In the SXRSS case in order to obtain an effective transmission function one can make use of a beam propagation method. In the phenomenological approach we use a response of FEL power amplification of the seed pulse within the seeded undulator section [(in other words input coupling factor (ICF)] from the spatial dispersion effect. Since different frequencies are spatially separated at the entrance of the seeded undulator, some of them will be overlapped with the electron beam and some will not. In this way one can measure the mismatching of the radiation and the electron beam as a function of the wavelength. It allows one to obtain an effective monochromator transmission function.

We calculated the instrumental function of the monochromator in the following way. First, a single wavelength $\lambda_0$ (or frequency $\omega_0$) of a radiation distribution at the end of the SASE undulator was simulated with the GENESIS code in the steady-state mode. This radiation can be propagated through all of the optical components of the monochromator and used as an input for the GENESIS code that simulates the seeded undulator. This field is amplified within the seeded undulator in a linear mode of operation for a fixed distance. At the end the obtained amplified power is recorded. This procedure was repeated for other frequencies with different wavefront tilts introduced at the grating [Eq. (14)].
This allows one to simulate an angular dispersion during the radiation propagation with different wavelengths through the monochromator. At the entrance of the seeded undulator the radiation distributions with different \( \Delta \lambda \) with respect to the principal ray will obtain different offsets in the dispersive direction: the result of the spatial dispersion of the monochromator. These radiation distributions can be used as an input radiation field for the GENESIS simulation within the seeded undulator. Due to the transverse mismatching between the electron beam and the radiation at different wavelengths, the amplification process will depend on the particular wavelength offset \( \Delta \lambda \) from the principal ray wavelength \( \lambda_0 \). If the undulator length is properly chosen to satisfy the FEL amplification in the linear mode of operation, one may measure the amplified power as a function of \( \Delta \lambda \). It effectively represents how different frequencies are amplified within the seeded undulator after the propagation through the monochromator. In order to obtain the effective instrumental function of the monochromator, the power distribution must be properly normalized. Since the radiation propagated through the monochromator is not only spatially dispersed but also undergoes focusing as well as an aberration and mirror surface error effects, the amplified power must be normalized by the power obtained with one to one imaging of the radiation at the end of the SASE undulator to the entrance of the seeded undulator. Also the normalized power dependence should be multiplied by the monochromator transmittance for a given wavelength, calculated by [16]. In this way instrumental functions for different wavelengths and geometries of the LCLS self-seeding monochromator were obtained (see Fig. 15). If multiplied by the radiation distribution in the frequency domain before the monochromator, it gives an effective radiation distribution after the monochromator at the entrance of the seeded undulator. Nevertheless, in order to maintain causality of the transported radiation in the time domain, a phase information was introduced into the monochromator instrumental function. The phases were obtained with Kramers-Kronig relations. (this approach was also used for the HXRSS setup simulation in, e.g., [8,9]). It is worth mentioning that unlike the HXRSS monochromator simulations, the causality effect is not critical for the SXRSS and is used rather for purity of the simulation.

What is important is the fact that those instrumental functions are effective ones and are based on: the source position from which the radiation propagates to the monochromator, the optical elements properties, the
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FIG. 15. Monochromator instrumental functions for different photon energies and source positions (undulator U8 “in,” leading to source position in this undulator, or undulator U8 “out,” resulting in the source within undulator U7). “Abs” stands for absolute value of an instrumental function, while “Ang” is a corresponding phase. Physical slit in this case is not inserted. Inverse Full width at half maximum can be interpreted as an effective resolving power of the monochromator.
distance to seeded undulator, the FEL amplifier properties, etc. The instrumental function curve shows only the spectral bandwidth that will be amplified downstream of the undulator, but not the bandwidth that is actually transmitted through the monochromator: while the slit is fully opened, the electron beam filters out a certain spectral bandwidth to be amplified further (Fig. 14). In fact, without the exit slit the entire radiation spectrum passes through the monochromator.

Consequently, this approach allows one to calculate the transmittance function of the monochromator for given parameters of its operation. Once it was done, every propagated pulse is just transformed to the frequency domain, multiplied by the transmittance function of the monochromator, transformed back to the time domain and amplified further in the seeded undulator.

V. COMPARISON OF APPROACHES

Both the direct and the phenomenological approaches used to simulate the slitless monochromator performance show similar results when comparing the radiation after amplification in the seeded undulator. In Figs. 16 and 17 one may see that despite an initial difference in the power and the structure of spectra, the results show a very good correspondence to each other after amplification in the seeded undulator. The spectrum is shifted due to the electron energy chirp evolution, induced by wakefields. Initial spectra are different: phenomenological approach should give less spectral density and narrower spectrum since it includes additional filtering associated with the gain process of the downstream FEL.

The phenomenological approach gives an effective radiation distribution that will be amplified in the seeded undulator. It is much faster than the direct one in terms of the computational time and is more applicable for batch processing of numerous FEL shots with once calculated single monochromator transmittance function. This method uses extra assumptions, since steady-state FEL simulation is used to obtain the transmittance function. Also this method is not applicable if one wants to perform simulations with a different monochromator or amplification parameters, since the monochromator transmittance function depends not only on the monochromator setup but also on gain lengths in the SASE and in the seeded undulator. Therefore, one must keep in mind that a simulated FEL gain length during the transmittance function calculation should be similar to the one at which this transmittance function would be used for the pulse monochromatization via the phenomenological approach. Therefore, one needs to resimulate the transmission function for different setups of FEL.

Unlike the phenomenological method, the direct approach needs significantly more computational power.
and time to simulate the single SASE radiation pulse propagation through the monochromator. It does not need a preliminary measurement of the transmittance function, since dispersion of the radiation is simulated for every run. Also this method is more universal. It gives a possibility of reusing simulated, monochromatized radiation for simulating the effect of different configurations of the seeded undulator. Since the radiation after monochromator is divergent and transversely large, it becomes important to control the interactions between the propagated radiation and the transverse mesh borders of an FEL simulation software. If nonabsorbing boundary conditions are used (like in the GENESIS code), then after propagation downstream the seeded undulator, the radiation will be eventually “reflected” from the borders before the central part starts being amplified. The direct method allows one to obtain the “real” propagation approach pulse properties after the monochromatization, that makes it very useful for in-depth research of a monochromator performance. It may be used to cross-check the phenomenological approach simulations.

VI. DISCUSSION AND CONCLUSIONS

This article describes methods to simulate propagation of the radiation through the optical system of the soft X-ray self-seeding monochromator. The propagated field is used as a seed for GENESIS simulations downstream the monochromator allowing one to investigate the FEL beam line performance after the monochromator installation. The monochromator’s optical elements are represented as transverse phase shifters, allowing us to take into account curvatures, positions and height errors of mirrors, and aberrations introduced by them. The propagation of the radiation between optical elements is done with a Fresnel propagator. The monochromator radiation transport simulation allows one to study the monochromator performance in the beam line, such as effective resolving power of the monochromator without the exit slit, the input coupling factor, or effectiveness of the tapering.

Based on simulations, we found that resolving power of the monochromator operating without the exit slit varies from 5400 to 8500, that is close to resolving power with the 3 μm exit slit inserted [14]. Resolving power along with input coupling factor are affected by the choice of the source position in the SASE undulator. We have found that the source position in the undulator U8 (when the undulator U8 is active) is optimal for seeding in 700 eV photon energy region. Simulations with the source position in the undulator U8 showed a better resolving power than that the undulator U8 is not active. We found that surface height errors of installed optics have no significant effect on the monochromator performance. A Pulse Front Tilt (PFT) effect was simulated separately from others (see the Appendix). It showed that a PFT after the monochromatization is minimized when the radiation source is inside undulator U8.
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APPENDIX: PULSE FRONT TILT

The grating in the SXRSS monochromator introduces an angular dispersion of the radiation. It yields to a pulse-front tilt (PFT) effect, which becomes important when dealing with ultrashort pulses. The geometrical interpretation of the PFT is that due to different incidence and reflection angles, pulse front immediately after the grating should be tilted in order to keep an optical path difference along the reflection area the same (AD = BC on Fig. 18). Since SASE FEL pulse consists of numerous longitudinal modes, they may be geometrically interpreted as sequential pulses, and each of them will be tilted after the grating. When operated without the exit slit, the pulse-front tilt may affect an input coupling factor of the FEL at the entrance of the seeded undulator. The pulse propagation approach allows us to simulate the PASE pulse front tilt effect in the SXRSS monochromator. The propagation algorithm simulates an effect of the PFT on the input coupling factor automatically.

In Fig. 19 the 1000 eV SASE pulse [subfigure (a)] is propagated after the grating (b) and through the slit position (c–e). We can see, that the PFT is present in the time domain when multiple angularly dispersed frequencies overlap in the frequency domain. At the slit position the PFT is absent. In the frequency domain wavelengths are focused and well resolved. Out of the slit position numerous wavelengths overlap again, resulting in the PFT in the time domain. Situation will be similar at the entrance to the...
seeded undulator, but due to an image magnification and the higher angular dispersion, this effect will differ from the PFT around the slit position. The design of the SXRSS monochromator implies reimaging of the radiation at the slit position to the entrance of the seeded undulator via mirror M2 with the magnification factor 10. Source point position at the end of the SASE undulator defines focusing parameters of the optical system of the monochromator. It affects the size and the position of the waist around the slit area, leading to changes in the structure of the reimaged wavelength [m]

FIG. 19. Frequency (first row) and time (second row) domains of the vertical dispersive projection of 1000 eV radiation pulse propagated after the grating through the slit position.

FIG. 20. Frequency (first row) and time domains (second row) of propagated radiation pulse through the monochromator. The direct approach with a limited spectral bandwidth was used for propagation. The radiation source position was simulated in undulator 8 (a–b) and in undulator 7 (c–d). In order to illustrate further evolution of the pulse, it was additionally propagated 6 m downstream seeded undulator (b,d). The radiation energy is 500 eV. At higher energies this effect is smaller.
radiation at the entrance of the seeded undulator. It is shown in Fig. 20 that the optimal source position is located in the section 8 of the SASE undulator. It allows one to decrease the effect of the PFT.

[1] J. Feldhaus, E. Saldin, J. Schneider, E. Schneidmiller, and M. Yurkov, Opt. Commun. 140, 341 (1997).
[2] E. Saldin, E. Schneidmiller, Y. Shvydko, and M. Yurkov, Nucl. Instrum. Methods Phys. Res., Sect. A 475, 357 (2001).
[3] E. Saldin, E. Schneidmiller, and M. Yurkov, Nucl. Instrum. Methods Phys. Res., Sect. A 445, 178 (2000).
[4] R. Treusch, W. Brefeld, J. Feldhaus, and U. Hahn, in DESY Ann. report (2001), http://hasyweb.desy.de/science/annual_reports/2001_report/index.html.
[5] A. Marinelli et al., in Proceedings of International FEL Conference, Gyeongju (2008), p. MOPPH009, http://accelconf.web.cern.ch/AccelConf/FEL2008/papers/moph009.pdf.
[6] G. Geloni, V. Kocharyan, and E. Saldin, arXiv:1003.2548.
[7] Y. Ding, Z. Huang, and R. D. Ruth, Phys. Rev. ST Accel. Beams 13, 060703 (2010).
[8] G. Geloni, V. Kocharyan, and E. Saldin, arXiv:1004.4067.
[9] G. Geloni, V. Kocharyan, and E. Saldin, arXiv:1008.3036.
[10] G. Geloni, V. Kocharyan, and E. Saldin, J. Mod. Opt. 58, 1391 (2011).
[11] J. Amann, W. Berg, V. Blank, F. J. Decker, Y. Ding, P. Emma, Y. Feng, J. Frisch, D. Fritz, J. Hastings, Z. Huang, J. Krzywinski, R. Lindberg, H. Loos, A. Lutman, H. D. Nuhn, D. Ratner, J. Rzepiela, D. Shu, Shvyd’ko Yu, S. Spampinati, S. Stoupin, S. Terentyev, E. Trakhtenberg, D. Walz, J. Welch, J. Wu, A. Zholents, and D. Zhu, Nat. Photonics 6, 693 (2012).
[12] Y. Feng, J. Hastings, P. Heimann, M. Rowen, J. Krzywinski, and J. Wu, in Proceedings of International FEL Conference, Malmo, Sweden (2010), http://accelconf.web.cern.ch/AccelConf/FEL2010/papers/tupb10.pdf.
[13] Y. Feng, P. Heimann, J. Wu, J. Krzywinski, M. Rowen, and J. Hastings, Compact grating monochromator design for lcls-i soft x-ray self-seeding (to be published), https://sites.google.com/a/lbl.gov/realizing-the-potential-of-seeded-fels-in-the-soft-x-ray-regime-workshop/talks.
[14] Y. Feng, J. Amann, D. Cocco, C. Field, J. Hastings, P. Heimann, Z. Huang, H. Loos, J. Welch, J. Wu, K. Chow, P. Emma, N. Rodes, and R. Schoenlein, in Proceedings of International FEL Conference, Nara, Japan (2012), http://accelconf.web.cern.ch/AccelConf/FEL2012/papers/tuobi01.pdf.
[15] D. Cocco, R. Abela, J. W. Amann, K. Chow, P. J. Emma, Y. Feng, G. L. Gassner, J. Hastings, P. Heimann, Z. Huang, H. Loos, P. A. Montanez, D. Morton, H.-D. Nuhn, D. F. Ratner, L. N. Rodes, U. Flechsig, J. J. Welch, and J. Wu, The optical design of the soft x-ray self seeding at lcls (to be published).
[16] D. Cocco (private communication).
[17] D. Ratner et al., in Talk at International FEL Conference, Basel, Switzerland (2014), http://accelconf.web.cern.ch/AccelConf/FEL2014/talks/tuc02_talk.pdf.
[18] D. Ratner, R. Abela, J. Amann, C. Behrens, D. Bohler et al., Phys. Rev. Lett. 114, 054801 (2015).
[19] T.-C. Poon and T. Kim, Engineering Optics With MATLAB (World Scientific Company, Singapore, 2006).
[20] D. G. Voelz, Computational Fourier Optics: A MATLAB Tutorial (SPIE Tutorial Texts Vol. TT89) (SPIE Press, Bellingham, WA, 2011).
[21] S. Reiche, Nucl. Instrum. Methods Phys. Res., Sect. A 429, 243 (1999).
[22] M. Itou, T. Harada, and T. Kita, Appl. Opt. 28, 146 (1989).
[23] S. Svitozar, G. Geloni, V. Kocharyan, and E. Saldin, arXiv:1303.1392.
[24] T. Harada, H. Sakuma, K. Takahashi, T. Watanabe, H. Hara, and T. Kita, Appl. Opt. 37, 6803 (1998).
[25] A. Barty, R. Soufli, T. McCarrville, S. L. Baker, M. J. Pivovaroff, P. Stefan, and R. Bionta, Opt. Express 17, 15508 (2009).