Constrained versus unconstrained folding free-energy landscapes
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Protein folding can be described as a downhill process that brings the configuration of a chain of amino acids down to the bottom of a smooth free-energy funnel. Here, we use a recently developed coarse-grained protein model to assess the importance of frustration in the folding free-energy landscape. We compare the landscapes of natural proteins, computationally designed sequences, and structure-based potentials that force the contacts between the amino acids to adopt the native structure. Our results show that the structure-based potentials give a poor representation of the folding free-energy landscape, and that frustration is not just a perturbation over an otherwise perfect downhill folding.
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The 'minimal frustration principle' (MFP) [1,2] describes protein folding as a downhill sliding process in a low frustration energy landscape (‘funnelled’ shaped) towards the native state. While the validity of MFP has been confirmed for lattice heteropolymers [3–10], in more realistic protein representations, a residual frustration is often observed, which prevents the systematic prediction of the native structure of natural sequences. Following the MFP, many studies have shown a strong correlation between the topology of the native structure and the folding dynamics. In particular, structure-based potentials (also known as Go-type models [11–13]) have been used to shed light on the underlying mechanisms of folding and on the thermodynamic of this process [14–29]. The degree of success of the Go-type models strongly depends on the level of frustration present in the real folding free-energy landscape and also on the accuracy of the target structure used to build the interaction potentials [26]. In this work, we consider a set of protein structures and compute the folding free-energy landscape for their natural sequence, for a designed sequence, and for a suitably chosen Go-type potential. For the systematic comparison between the folding of the different systems, the chosen model would need to quantitatively describe the equilibrium folded state of natural and artificial proteins. Unfortunately, protein design, even if only in silico, is still a rather difficult task to be achieved with coarse-grained models and, except few notable examples [30–38], it has been extremely difficult to artificially construct sequences capable of folding in vitro into given target protein structures. This difficulty could explain why, to the best of our knowledge, the folding of Go and designed proteins have not been so far compared. In this regard, we have recently introduced the Caterpillar model [39], which we extended to perform both quantitative protein design and folding [40], making the perfect tool for this study. It is important to stress that, regardless of the accuracy of the model, the comparison between the designed and the Go-like models is valid even if the natural folding landscape of the tested proteins looks different from the one predicted by the Caterpillar model. In fact, the MFP does not make any assumptions on the details of the model used to describe the proteins. This universality suggests that, within each model representation that satisfies the MFP, designed proteins (i.e. that fold to their target structures) should still fold along funnels that are more frustrated compared to the one predicted by ideal structure-based potentials. Hence, quantitatively comparing the folding free-energy landscape of Go-like potentials to designed sequences, is an ideal test to quantify the frustration brought about by a 20-letter alphabet. Moreover, within the scope of this study, the native sequences should be regarded as more frustrated sequences, compared to the computer-generated ones, obtained from an unknown constrained design procedure. In the following, we will show that there is an overlap between the Go and the Caterpillar free energies, but only in a small region of the configurational space and not for all tested proteins. A Caterpillar protein has a backbone, represented by five-atoms, free to rotate around the torsional angles $\phi_1$ and $\phi_2$, while the side chains are represented as spheres centred on the $C\alpha$ atoms (see Figure 1); all other structural parameters
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are kept fixed at values taken from the literature [41]. Note that here and in the following, energies are given in units of $k_B T_{\text{Ref}}$, where $T_{\text{Ref}}$ is a reference temperature that sets the scale of the interactions, hence all simulation temperatures are given in units of $T_{\text{Ref}}$. It is important to stress that $T_{\text{Ref}}$ is not necessarily the folding temperature or the environment temperature, but all the energies can be rescaled to have $T_{\text{Ref}}$ matching the physical temperature. Backbone hydrogen bonds are modelled with a 10–12 generalised Lennard-Jones potential using the expression

$$E_H = -\epsilon_H (\cos \theta_1 \cos \theta_2) \gamma \times \left[ 5 \left( \frac{\sigma}{r_{\text{OH}}} \right)^{12} - 6 \left( \frac{\sigma}{r_{\text{OH}}} \right)^6 \right],$$

where $r_{\text{OH}}$ is the distance between the hydrogen atom of the amide group (NH) and the oxygen atom of the carboxyl group (CO) of the main chain. The $\theta$ angles are defined as the one under the arches COH and OHN (see Figure 1). We set $\sigma = 2.0 \text{ Å}$, $\epsilon_H = -3.1 k_B T_{\text{Ref}}$, and $\gamma = 2$ [42]. The side chain interactions are represented by an effective $C_{\alpha}-C_{\alpha}$ sphere–sphere interaction energy given by

$$E_{ij}(r_{ij}) = \epsilon_{ij} \Gamma(r_{ij}) = \epsilon_{ij} \frac{1}{1 + e^{-(r_{\text{max}} - r_{ij})/W}},$$

where $W = 0.4 \text{ Å}$, $r_{ij}$ is the distance between the $C_{\alpha}$ atoms at the centres of spheres $i$ and $j$, and $r_{\text{max}} = 12 \text{ Å}$ is the distance at which $E_{ij} = \epsilon_{ij}/2$. The $\epsilon_{ij}$ are the elements of a 20 by 20 matrix, previously optimised under the condition that a large number of sequences designed for 125 test proteins are energetically equivalent (including the interactions with the solvent) to the corresponding natural sequences (see Table S1 in [40]). The residue–solvent interaction is modelled as a simple energy penalty towards surfaces exposure of hydrophobic amino acids; the expression has the form

$$E_{\text{Sol}}(\Omega_i) = \begin{cases} \epsilon_{i}^{\text{Sol}} [\Omega - \Omega_i] & \Omega_i < \Omega < \Omega_i + \epsilon_{i}^{\text{Sol}} / 0 \\ 0 & \Omega_i < \Omega < \Omega_i + \epsilon_{i}^{\text{Sol}} / 0 \end{cases},$$

where $\Gamma(r_{ij})$ is given in Equation (2), $\Omega_i = \sum \Gamma(r_{ij})$ and $\Omega = 21.0 \pm 0.5$ is the threshold for the number of contacts in the native structure above which the amino acid is considered to be fully buried and the $\epsilon_{i}^{\text{Sol}}$ are taken from the Dolittle hydrophobicity index [43] and are positive for hydrophobic amino acids and negative of the hydrophilic ones. The interaction penalises the exposure (burying) of hydrophobic (hydrophilic) residues above $\Omega$. The formation of sulphur bridges as well as Proline rigid bonds is not included. The total energy of a protein $E$ is then given
The folding free-energy profile of the native and designed sequences (see Table S4 [40]) and we showed that the native states correspond to the global free-energy minimum. In what follows, we refer to the Caterpillar model potential as ‘unconstrained’, and to the Go-like potential as ‘constrained’ reflecting the nature of the Go-like potentials that favours the folding towards the native state. In this framework, the folding simulation of the designed and natural sequences will be unconstrained and we will compare the results to the simulation of the constrained scenario based on the Go calculations.

We began our study by considering the list of 15 test proteins used by Coluzza in Ref. [40] for which we already calculated the folding free-energy profile of the native and designed sequences (see Table S4 [40]) and we showed that the native states correspond to the global free-energy minimum. In what follows, we will refer to the test proteins using their protein data bank identities (IDs) (PDB ID), a complete list is in Table S1 in Ref. [40]. These 15 proteins are used as benchmark to test proteins models (from Tsai et al. [44] and from the 9th edition of the well-known Critical Assessment of Techniques for Protein Structure Prediction [45]). Our aim is to compare, within the framework of our model, the folding of these 15 proteins in the scenarios where the interactions between the residues are either natural, optimised through a sequence design or imposed by the native structure with a Go-like potential. Several methods have been proposed to design the sequence of proteins, such that they fold into a specific target conformation [7,46–48], but in this work we are going to use a method recently introduced by Coluzza [39,40], which was proven capable of producing realistic protein sequences for the Caterpillar model. For the constrained simulations, instead we replaced the residue–residue interactions of the Caterpillar model with a structure-based potential taken from the elastic network model [12,13]. Hence, we replaced the 20-letter residue–residue interactions with a harmonic potential centered on the $C_\alpha$ atoms:

$$E_{GO} = \begin{cases} -[r - r_{\text{Native}}]^2 & r \leq R_{\text{int}} \\ 0 & r > R_{\text{int}} \end{cases}$$

where $r$ is the distance between each pair of residues, $r_{\text{Native}}$ is the distance between the same residues in the native structure, and $R_{\text{int}} = 12$ Å is the range of the $C_\alpha - C_\alpha$ interactions in the Caterpillar model. Interactions with an effective solvent in Equation (3) are not included during the constrained simulations.

Once we obtained the designed sequences we did proceed to the folding free-energy calculations and we compared the behaviour of unconstrained and constrained proteins. All folding simulations were started from a stretched configuration like in Figure 1. We then applied a sequence of pivot and crankshaft moves [49], which are accepted or rejected according to a Metropolis-like acceptance criterion. During the simulation, for each protein, the sampled configurations were organised according to two collective variables, namely the distance root mean square displacement (DRMSD) from the native structure, and the number of backbone hydrogen bonds. The DRMSD is a standard collective variable used in the field of protein folding to measure the state of the folding transition. Given a target structure, the DRMSD is defined as

$$\text{DRMSD} = \frac{1}{N} \sum_{ij} \left( \frac{\Delta R_{ij}}{\Delta R_{\text{Target}}} \right)^2,$$  

where $\Delta R_{ij}$ is the distance between spheres $i$ and $j$, while $\Delta R_{\text{Target}}$ is the same distance calculated over the target structure, and $N$ is the chain length. According to Equation (6), DRMSD = 0 is possible only when the chain and the target structures are identical. Any structural difference will correspond to larger values of DRMSD, and the larger the value of DRMSD the larger is the number of structures that share the same DRMSD from the target. In order to sample the configurational space, we applied the virtual move parallel tempering biasing scheme to help the simulations to exit local free-energy traps that are very frequent especially in the unconstrained scenario [50].

In Figure 2, we show the free-energy profiles of the 1gab, 1pou, 209, and 3boh proteins. The plots show that the degree of accordance between the constrained and unconstrained simulations varies enormously. The striking difference is the low weight of the constrained unfolded configurations (DRMSD $>$ 3 Å) compared to native and designed sequences. In fact, whenever the constrained and unconstrained simulations do match, they do so only in a small region around the global minimum. Altogether, these results suggest that the constrained protein models are not generally capable of describing realistic folding free-energy landscapes, mainly because the frustration inherent
Figure 2. Folding free-energy landscape $F(DRMSD)/k_BT_{Ref}$ as a function of DRMSD of four trial proteins (PDB IDs chain A of (a) 1gab, (b) 1pou, (c) 2l09, (d) 3obh) at $T = 0.6$ for (a) and $T = 0.8$ for the others. All profiles have a global minimum around 1.5 and 2 Å DRMSD with a smooth funneled shape. This figure represents a showcase of the typical differences observed among constrained and unconstrained simulations. Qualitatively the unconstrained simulations behave similarly even if the designed sequences tend to fold more precisely to the target structure. The constrained model on the other hand does not compare well with the designed unconstrained proteins above DRMSD = 2 Å, the only exceptions are 3obh and 3nmd (see Figure 4). The main reason for such discrepancy is the effect of the frustration, which is unavoidable when proteins are designed with a 20-letter alphabet.

to the limited alphabet size is not a small perturbation and it strongly affects the probability of observing a misfolded or unfolded configuration with respect to the native one. This aspect is also confirmed by the frequent agreement between the designed and native profiles. Such an agreement is not observed in all cases, but it is hardly surprising, considering the difference between an evolutionary selection and the design algorithm employed here. However, it is interesting to remark how the folding free-energy profiles corresponding to the natural sequence tend to be always steeper than the designed ones. This feature is, for instance, quite evident for the folding energy profile of 2109 (Figure 2(c)) and we believe it is due to the approximate interaction of the residues with the solvent, which causes the natural sequences to adopt slightly more compact configurations and overestimates the stability of the folded structures.

In Figure 3 instead, we compare the folding free energy of 2109 upon increasing temperature, in reduced units, from $T = 0.8$ to $T = 1.8$, at which the unconstrained proteins are unfolded. The figure shows how the steep folded profiles of the natural sequence starts to relax upon increasing temperature, rapidly approaching the profile of the designed 2109. We did expand our study to include an analysis at intermediate temperatures, mainly because these results already demonstrate that the unconstrained simulations, although quantitatively different, show a qualitatively similar
Figure 3. Folding free-energy landscape \( F(\text{DRMSD})/k_B T_{\text{Ref}} \) as a function of DRMSD of 2109 at (a) \( T = 0.8 \) (b) \( T = 1.0 \) (c) \( T = 1.4 \) and (d) \( T = 1.8 \). In this figure, we compare the unfolding of the constrained and unconstrained models. At low temperature, the native sequence has a steep profile with a sharp minimum around DRMSD = 1.8 Å, caused by the tendency of the natural sequence to form more compact configurations. This effect is probably due to the approximated solvent–residue interactions of the Caterpillar model. The profiles show that upon increasing the temperature, the agreement between the native and designed sequences increase, while the constrained proteins remain folded even at the highest temperature.

Another important point that we took into account is the effect of the sequence alterations on the landscape. A different degree of frustration can be added to the design procedure by additional conditions that reject sequences with unwanted properties. We then considered the sequences produced in Ref. [40] with no amino acids repeats, which we verified could still fold in the target structures. The no-repeat condition for some proteins has a measurable effect on the frustration of the folding process. For instance, in the case of the non-repeating sequence designed for the protein 3nmd (see Figure 4), upon increasing temperature, the folding free-energy starts to behave differently compared to the one corresponding to the sequences obtained with the standard design procedure. The 3nmd is a special case because of the particularly simple target structure made of a single long \( \alpha \)-helix. In this case, all scenarios show
Figure 4. Folding free-energy landscape \( F(\text{DRMSD})/k_B T_{\text{Ref}} \) as a function of DRMSD of the designed protein leucine zipper (PDB ID 3nmd), at (a) \( T = 0.6 \) and (b) \( T = 0.8 \), both temperatures are below the folding one. All profiles have a global minimum very close to the target structure at 0 Å DRMSD with a smooth funnel shape. This particular example was the only case in which we observed a good agreement between the constrained and unconstrained landscapes. The constrained profile (blue triangles) corresponds to the folding of a sequence designed without allowing for amino acids repeats (see Table S6[40]). It is interesting to notice that such sequences tend to behave more like the natural ones upon the increase in temperature.

According to the MFP, the constrained model should represent the perfect folding landscape and the natural frustration induced by the evolutionary selection process is a perturbation that should not influence the description of the folding process itself. We did put to the test this hypothesis comparing the Caterpillar model to a Go-like protein model. The latter is based on the Caterpillar model itself, where we only replaced the 20-letter alphabet with attractive interactions among the residue in contact with the native structure and null otherwise. In this way, we could perform a fair comparison between optimised and frustration free sequences, regardless of the capacity of the model to describe the folding of real proteins. We compared the folding of Go-like proteins potential and of both natural and designed realistic protein sequences. The results indicated that the un-frustrated folding of Go-like potentials is both quantitatively and qualitatively different to the folding of more natural sequences limited to a 20-letter alphabet. In particular, we observed that during the folding of constrained proteins, the unfolded states are not well represented and the range of agreement with the unconstrained Caterpillar model is usually limited to a very small region of phase space. A good agreement was found only for low temperatures (e.g. for protein 3nmd) and not for all sequences. Finally, the purely attractive nature of Go models is effective only for highly compact target structures, while the frustration inherent to a 20-letter alphabet allows to design sequences even for proteins where the constrained models refold poorly. In conclusion, the frustration present in natural sequences is probably not a perturbation. Hence, in order to properly describe the folding process, a coarse grained model should not rely on a structure-based potential, but instead include a minimum set of molecular features that reduces the frustration of the phase space to the point where the folding of designed proteins is successful. In this way, the MFP is satisfied without imposing artificial constraints that are so strong that they completely distort the folding process. The Caterpillar model is one possible solution and is an ideal starting point to develop, following the same design principles, of more detailed models.
Figure 5. Folding free-energy landscape \( F(\text{DRMSD})/k_B T_{\text{Ref}} \) as a function of DRMSD of the designed 1leb at \( T = 0.6 \), and 2kyw at \( T = 0.8 \). As for the other simulations, also in this case, all profiles have a global minimum around 1.5 and 2 Å DRMSD with a smooth funnel shape. The constrained simulations perform worse than the designed one and we identified the reason in the tendency of Go potentials to form highly compact configurations that are not always compatible with the native structure. The heterogeneous potential used for the design, thanks to the repulsive nature of some of the interactions, is capable of stabilising slightly more open structures.
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