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Abstract
The increase of existing computational capabilities has made simulation emerge as a third discipline of Science, lying midway between experimental and purely theoretical branches [1, 2]. Simulation enables the evaluation of quantities which otherwise would not be accessible, helps to improve experiments and provides new insights on systems which are analysed [3–6]. Knowing the fundamentals of computation can be very useful for scientists, for it can help them to improve the performance of their theoretical models and simulations. This review includes some technical essentials that can be useful to this end, and it is devised as a complement for researchers whose education is focused on scientific issues and not on technological respects. In this document we attempt to discuss the fundamentals of High Performance Computing (HPC) [7] in a way which is easy to understand without much previous background. We sketch the way standard computers and supercomputers work, as well as discuss distributed computing and discuss essential aspects to take into account when running scientific calculations in computers.
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1 Introduction
Scientific computer simulation is a very useful research tool. Its usefulness can be classified into (at least) the following three situations [2]:

• If an experiment reproducing the simulated physical or chemical process is not carried out: Sometimes, one wants to investigate a phenomenon, and making an experiment for it is too costly, expensive, dangerous, slow, or presents other inconveniences which advise against carrying it out [3]. In other cases, it simply cannot be conducted due to the lack of the appropriate conditions or technology. In these cases, simulation can generate the sought information.

• If an experiment reproducing the physical or chemical simulated process is carried out, but it is not completely understood: Simulations can also be run in order to explain phenomena which arise in performed experiments, but whose explanation is unclear. With simulation, special conditions can be selected, enabling a focus on arbitrarily chosen aspects.
• If an experiment reproducing the physical or chemical simulated process is carried out, but it can be improved: The conditions for an experiment can be chosen among an ample collection of possibilities. If experiment and simulation have an information feedback, the former can be tuned to provide researchers with more accurate results. A simulation can also be performed prior to the corresponding experiment, with the goal of obtaining information useful in order to choose which specific experiment to do.

Simulation is suitable to analyse a wide range of systems. It is especially important for studying atomic and molecular systems because many physical and chemical features of the systems emerge from small scale phenomena, which frequently hinders direct experimentation and makes *in silico* techniques advisable or compulsory.

In order to provide reliable and non-trivial results, simulation must be carried out respecting some conditions. On the one hand, the theory that the calculations are based on must be appropriate for the simulated system. On the other hand, the simulation has to be able to provide accurate results in a reasonable time. The last point is often a bottleneck for simulations; for example, solving some quantum equations for a system of thousands of atoms could even take years in small computers.

In the last decades, computation technologies have improved enormously, and currently, even the computers that can be found in a common computer shop are capable of performing tens of billions ($10^{10}$) of operations, such as additions or products, per second. For scientific purposes there exist special machines which greatly increase this performance. The field which studies the way such machines work and their use in specific problems is called High Performance Computing (HPC) or supercomputing. The limit between HPC and ordinary computing is rather arbitrary, since HPC refers merely to calculations that are run in computers which are more powerful than standard ones. The enhanced calculation capabilities of supercomputers are to a great extent achieved both by doing every operation in a extremely brief time and by having many computing units performing operations simultaneously. The latter feature is called parallelism, and it is essential for High Performance Computing (HPC). Parallelism is a challenge both for computer architecture designers and for software developers, since data must be transferred throughout the parts of the computer in an efficient way. To this end, specific programming interfaces exist, among which we can highlight MPI and OpenMP [8]. It is worth stressing that running a parallelizable program in $N_c$ computing units hardly ever makes its execution $N_c$ times faster than running it in just one. This is mainly due to two reasons. First, most algorithms require data transfer among computing units. This slows the calculations down because the devices for transferring information among computing units in a computer do work more slowly than the computing units themselves (see sec. 4). Second, algorithms typically cannot be parallelized in a complete way. Only one part of an algorithm can be shared among several computing units, while the rest of it is inherently serial, or it has to be executed in a number of cores lower than the available number of cores (see Amdahl’s Law, later discussed). Despite these problems, high performance machines have acquired major importance in present science.

Having in mind some fundamentals of how computers work can be useful for scientists because it can help them to know when simulations could boost their research and in which way simulations should be conducted. Having this knowledge can help, for example, to choose the appropriate machine for the calculations, to choose the theory level for the simulations, or to understand the source of the errors in the simulations and how these could be overcome. Since simulation has become
a very important tool for present-day science, we consider some basics regarding simulation should be known by scientists.

This paper is structured as follows. In section 2 we discuss the essentials of a computer. In section 3, we point out the strategies that have been followed to greatly increase the performance of computers. In section 4 we focus on standard designs of high performance computers, and in section 5 we sketch other useful schemes. In section 6 we discuss some fundamentals of distributed computing, which is a powerful alternative to traditional (physically localized) computing machines. In section 7 we make some general remarks on basic limitations of the two aspects which are customarily most important in computations: accuracy and efficiency.

2 Hardware basics

The basic scheme of a single computer is simple; it is sketched in fig. 1. A computer contains memory, which is a set of physical devices to store information. The memory contains both data to use in the calculations, and coded instructions to be provided to the Control Unit so that the calculations can be performed. The Control Unit controls the data flow and the operations that are to be performed in the Arithmetic Logic Unit (ALU). The ALU performs both arithmetic operations on numbers (like addition and subtraction) and logic operations (like AND, OR, XOR, etc.) on the binary digits (bits) of the stored variables. Computers also include a clock, which operates at a given frequency (the clock frequency or clock-rate). The clock-rate determines the number of maximum operations performed per second: An arithmetic or logic operation (as well as each stage an operation is divided into) takes at least one clock cycle. The Control Unit and the Arithmetic Logic Unit together form the CPU. The basic computer device also includes an interface which enables its interaction with the human user (input/output). High performance computers are essentially formed by the accumulation of CPUs linked in a smart way, as we will see later.

In fig. 1, red arrows indicate information flow. This flow can be physically handled by different devices (the network). One or several CPUs together with some communication devices can be set on a thin layer semiconductor with electronic circuits (i.e., on a chip), to form a processor or microprocessor. The CPU interacts with the outside world via the input/output interface. This interface enables, for example, the system to be managed by the human user (e.g., a keyboard is an input device, and a monitor is an output device).

The data moves to and from the ALU through a memory hierarchy following the pattern displayed in fig. 2. Information can be stored in numerous devices which exist for that purpose (the memory), each having a different maximum amount of bytes for storage (size) and different bandwidth (maximum rate for information transfer). They also have distinct latencies (the latency is the amount of time between a request to the memory, and the time when its reply takes place). For example, if \( y \) bytes of information are to be transferred from a memory device which has a latency of \( l \) seconds, and a bandwidth of \( b \) bytes/second, then the minimal time required for the information to be delivered will be \( t = l + y/b \). Not only do the different kinds of memory have a latency and a bandwidth, but also the network does. Latencies and bandwidths have a major influence on a computer’s performance, especially in parallel machines (see section 4). In fig. 2 we can see the scheme of connection of an arithmetic unit with several types of memories. Commonly, closer connec-
Figure 1: Scheme of the basic parts of a computer [7]. The red arrows indicate information flow.

Figure 2: Scheme of the flow of information (red arrows) in a computer to and from its Arithmetic Unit through a hierarchy of memories [7]. The cache can have more levels (not necessarily two). Usually, the closer a device is to the Arithmetic Unit, the faster the information transferring, but the lower the storage capacity (see fig. 3). The disk, as well as eventual external memories like tape libraries, are not directly connected to the CPU. Some architectures also include direct access paths which connect the registers with the main memory.

tions are with memories with lower latency and higher bandwidth, though smaller size. A scheme of the memory hierarchy, including their present-day typical sizes, bandwidths and latencies, is displayed in fig. 3.

The information which is expected to be used immediately by the CPU is stored in its registers, which have a very low latency, but can only store a small amount of information. At present, typical CPUs have between 16 and 128 user-visible registers [7]. The next level in the hierarchy of memories (after the registers) is the level of cache memories. Typically, there exist three different levels within this cache memory, which are usually denoted with L1, L2, L3. When the CPU needs some data, it first checks whether or not they are stored in the cache. Efforts in circuit integration are specifically aimed at increasing the storage capabilities of caches, in order to reduce the time to access the information the CPU requires.

After caches, the next level in the memory hierarchy is the main memory (which is sometimes called RAM, although this acronym refers to a specific type of technology).
Figure 3: Hierarchy of memories in a computer [7, 8, 10], with typical values of their latency, memory size and bandwidth. The lower the delay in data transfer (latency), the higher the bandwidth and the lower the size of the memory. Blue borders indicate elements typical in supercomputers, while black borders indicate elements which are present both in supercomputers and in personal computers. White shapes do not represent memories, but networking devices for interconnection of nodes in supercomputers.

The disk (hard disk drive, or HDD) has larger storage space, but higher latency and lower bandwidth. Although access to the disk is the slowest if compared to access to other memories, it has much more capability of storing information permanently [11] (external memories, such as CD-ROMs, pen drives, etc. excepted). The first disk memory was developed by IBM in 1956. This first device was able to store 2 kilobits/in², while disks manufactured today can store data at densities of 0.25 Terabits/in² [12]. In the last decades, the space of data volumes is doubling each year or even faster [13, 14]. It is worth mentioning that the increase in disk memory capabilities has been boosted by the discovery of giant magnetoresistance [15, 16]. This phenomenon makes it possible to manufacture MRAM memories which store information (bits) in magnetic layers [17], resulting in storage capabilities larger than those of previous technologies.

The increase in memory size of devices such as caches, RAMs and disks is quite useful for scientific simulation, because much of the information of the tackled complex systems has to be stored frequently during the calculation process, which makes memory an important limiting factor for in silico scientific calculations. Both the amount of available memory (in disk) and the speed to access information in all levels of the hierarchy imply major limitations to scientific calculations. Data storage is reported to be a big energy consumer; moreover, its power intake tends to grow because storage requirements are increasing over and over, and disks are faster and faster [18]. The low speed to access the information on disks is another drawback of the current technology. I/O (input and output to disk) bandwidth has not advanced as much as storage capacity. As stated in [13]: 'In the decade 1995-2005, while capacity has grown more than 100-fold, storage bandwidth has improved only about 10-fold'.

External devices to store information can be considered the last level in the hierarchy of memories. These devices can be CD or DVD disks, USB flash drives, or different technologies. Massive storage devices, such as tape libraries (see fig. 4), are often used in supercomputers. Sometimes, the words primary memory for registers, cache and main memory, secondary memory for hard disks and tertiary memory for non-local memories are used.

1 Sometimes called non-local.
3 Beyond the Von Neumann paradigm

The basic computer scheme of fig. 1 comes from the Von Neumann paradigm \cite{19}, which was defined in the early times of computer architecture. This scheme has been kept across time because new designs have been required to work with previous software, which (in the beginning) was devised to be coherent with Von Neumann’s pattern. However, this architecture is not optimal for many present-day purposes, since it is inherently sequential \cite{20}. The CPU can only deal with one instruction with (possibly) a single operand or a group of operands at a time (i.e., at a given clock cycle). Another main drawback is the Von Neumann bottleneck, which results from the fact that data and instructions must be continually provided to the CPU, thus making it inevitable to perform many time-consuming accesses to the memory. Attempts to improve the speed of performing operations continue to be developed. Some of them are related to software techniques and compilers, while others are related to the CPU machinery. Among the latter, we highlight the following ones \cite{7}:

- **Integration**: Semiconductors research has boosted the miniaturization of transistors, thus enabling an exponential growth of the number of them which can be included on a single chip (see fig. 6). Since the 1960s, the number of transistors that can be included on a semiconductor chip approximately doubles every two years. This fact is known as Moore’s Law \cite{21}. Most transistors on a chip are used to store information in the cache memories. Since the time required to access cache’s information is much lower than that of other memories (see fig. 3), this integration of transistors makes computations faster. Processors released in the years 2008-2011 have typically of the order of $10^9$ transistors, and their surface is on the order of squared centimeters. The integration of circuits can increase the performance of all simulations, since the lower the time to access the information to deal with, the lower the total required execution time.

- **Clock-rate increase**: Until recently, the clock frequency has followed its own ‘Moore’s Law’, growing exponentially, although at a lower rate than the number of transistors per chip (increasing about 1.75 times every two years). This growth has recently (c. 2006) collapsed \cite{14} (see fig. 6) because the higher the clock-rate, the larger the power consumption, which scales with the cube of the clock-rate \cite{20, 22}, and higher rates would require cumbersome cooling
The increase of clock-rate has a direct effect on a computer’s performance, since in principle every operation takes a given number of clock cycles, and reducing the time of every cycle will reduce by the same factor the total execution time. As an example, in fig. 5A) we present the relation with the inverse of the clock-rate of the total time required to evaluate a self-consistent field (SCF) iteration in the calculation of the ground state of a system of five atoms (CH$_4$). In these tests, the Density Functional Theory (DFT) code Octopus [23,25] was used in an Intel(R) Core(TM) i5 CPU 750 computer.

- **Pipelining**: This consists of making different functional parts of the CPU perform different stages of a more complex task. For example, assume an instruction consists of 5 stages, and each has to be performed by a different part of the CPU after the previous stage has been completed. If every stage takes one clock cycle, then to perform the whole instruction would require 5 cycles. But if every part is giving one result per clock cycle, up to 5 instructions could be run every 5 cycles (the optimal performance for pipelining is one instruction per cycle). Splitting instructions into many stages can therefore increase the speed of calculations. Pipelining enables greater clock-rates, although, as stated above, clock-rate is limited by the power consumption. Modern processors are strongly pipelined, and some of them divide basic instructions into over 30 stages.

- **Superscalarity**: This is the capability of CPUs to provide more than one result per clock cycle. It is essentially based on hardware replication. A superscalar CPU is capable of finding and decoding several instructions per cycle (commonly 3 to 6 nowadays). This can be done because its registers can take information from several levels of the memory hierarchy at a given cycle. In addition, several ALUs do work simultaneously. Superscalarity is also partly based on pipelining. The availability of very fast caches, which can perform over one load or store operation per cycle, also improves superscalarity. The compiler should take advantage of the superscalarity features of a computer.

- **Multicore architecture for processors**: In order to overcome the limitations given by the sequential nature of the Von Neumann model, a powerful solution is to include not only one, but several CPUs (cores) per socket, thus forming multicore processors. This new paradigm uses the additional available transistors to put new computation units to work, rather than to try to make a single core faster [14]. Multicore solutions are employed more and more in common PCs. They are also a common solution to circumvent the problem of the high energy consumption in supercomputers [22,26], since multicore schemes enable the performance of the processor to be increased even if the clock-rate is lowered. The multicore processor architecture shares the increasing available transistors (being doubled every two years according to Moore’s Law) among the cores. The inclusion of more cores, however, also carries some inconveniences. For example, the growth of the number of cores per chip implies a reduction in both the main memory bandwidth and the cache size available for each core. Another inconvenience of multicore architecture is that the presence of many CPUs simultaneously solving the same problem implies that the code of the programs should be devised to provide them with the appropriate parallel instructions, which they should execute at the same time. The recent trend

---

2 A socket is the physical package where the multiple cores are joined.
to use multicore processors can be appreciated in fig. 6. It is worth remarking that while pipelining and superscalarity are perfectly compatible with the Von Neumann model, the multicore architecture is not. It is a modification of that paradigm, which entails new rules for the flow of information and the way in which the computer acts on it. The multiple cores of a processor can either lie on the same chip or not, but they lie on the same socket. Some examples of multicore schemes are displayed in fig. 7. Typical PCs have a single socket, while servers commonly contain two to four sockets, all sharing the same main memory. Big parallel computers (see sec. 4) commonly contain many sockets. In fig. 5(B) we present an example of how increasing the number of cores reduces the total time for a given task. The task of this example is the calculation of a SCF iteration in the calculation of the ground state of a system of 180 atoms using DFT. For this calculation, the Octopus [23–25] code was used in the Jugene (IBM Blue Gene architecture) cluster.

Figure 5: Average time (t) required to calculate: A) one DFT-SCF iteration in the calculation of the ground state of a system of five atoms (CH$_4$), as a function of the inverse of the clock-rate ($r^{-1}$); B) one DFT-SCF iteration in the calculation of the ground state of a system of 180 atoms (chlorophyll), as a function of the number of cores taking part in it ($N_c$); C) the electrostatic potential created by a Gaussian charge distribution as a function of the number of threads ($N_t$), with the Hyperthreading option disabled and enabled.

- **Multithreading:** This is the ability of a core to execute instructions corresponding to several threads (several execution lines) which can be run in parallel (doing operations in different ALUs) or sequentially. These threads can either be independent or mutually dependent. Multithreading is possible because a core has several sets of registers, each set storing information of a given thread, although all threads in a core share common caches and depend on a single Control Unit. Multithreading is complementary to multicore architecture, since both parallelize the execution at distinct levels. In fig. 5(C)
we show an example on the execution time of the influence of using Hyper-threading (a concrete type of Multithreading). The example corresponds to the calculation of the electrostatic potential created by a Gaussian charge distribution represented in a real space grid, and was run with the Octopus code in an Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz machine. Note that this example is just qualitative: the increase of performance of multithreading strongly depends on the concrete problem and on how the software to tackle such problem is devised.

• **SIMD instructions**: SIMD (single instruction multiple data) instructions enable data parallelism by performing arithmetic operations not on a single number, but on a vector of them. The supercomputers of the 1980s and early 1990s were based on this principle (although at a much larger scale) and they were called vector machines. Although big vector machines are rare at present, its principle is still useful for other computers (e.g., multimedia instructions are used for most general purpose present-day processors). The use of SIMD instructions has proven to increase the performance of simulations in many fields such as, for example, molecular dynamics, fluid dynamics [27] or astronomy [28]. For example Machines using GPUs instead of CPUs (thus executing the same instruction on many data simultaneously) typically increase their performance in over one order of magnitude [29] in molecular dynamics simulations. Computers not using GPUs can also take advantage of the SIMD paradigm, since more and more often they use registers of bigger size (say 128 bits vs 32 bits), which enables an ALU to do the same operation on various input variables simultaneously. The possibility to do this strongly depends on the software and the compiler, for the CPU must “guess” when (in what loop of the code) this can be done. An example of software developed to take advantage in the SIMD paradigm in molecular dynamics calculations is NAMD, where increasing factors of 2 to 4 in the performance are common [30]. Even for non-SIMD optimized programs, SIMD can result in an increase of performance. For example, the average value of the time required for a SCF iteration in the calculation of the ground state of CH₄ (i.e., the example pointed when the clock-rate was discussed) is about a 5% longer if SIMD are disabled.

• **Out-of-order execution**: If the arguments of the instructions are not available in registers when they must be used (this can happen if the memory is too slow to keep up with processor speed) out-of-order execution can prevent computing units from being idle.

• **Simplified instruction sets**: Paradigms of instructions sets which are rather simple (as opposed to previous models) but can be executed much more quickly. The RISC (Reduced Instruction Set Computer) paradigm was adopted during the eighties, resulting in efficiency increases.

All these improvements can be useful for simulation in essentially all the fields of Physics, because they are quite general. The specific problem and the software to tackle it will determine the point the increase in performance reaches.

The trends in the evolution of the degree of integration of processors, their clock-rates and their numbers of cores are displayed in fig. [6]. We could say that the time of steady growth of single-processor performance seems to be over [14], which has spurred the semiconductor industry to start a transition from sequential to parallel computers. The introduction of multicore processors in 2004 (see purple line in fig.
Figure 6: Evolution in time of the number of transistors per chip (blue), clock-rate (red) and number of cores per processor (purple). It can be appreciated that during the last years the clock-rate has collapsed, while multicore solutions have started to be implemented. The number of transistors continues to grow exponentially at a steady rate, satisfying Moore’s Law to be still satisfied (Courtesy J. Dongarra; data from [20]).

marked the end of a 30-year period during which sequential computer performance increased from 40% to 50% yearly. The trends displayed in fig. 6 have lead to a reinterpretation of Moore’s Law. In words of Jack Dongarra (coordinator of the top500 project): 'The number of cores per chip doubles every 2 years, while clock speed decreases (not increases). The number of threads of execution doubles every 2 years’. This increase in the number of threads results from both the multi-core solutions and from the hardware modifications which enable CPUs to work on other tasks when one executing thread is stalled (for example, waiting for data) [11]. These capabilities increase computer performance, but require the software to be well suited to the hardware to reach maximum performance. Although in the next years eventual physical limitations for technologies might make the thread increase trend stop, important advances are being achieved in the direction of core integration. Intel has recently presented a prototype research chip which implements 80 simple cores, each containing two programmable floating-point engines. This is the maximum single chip integration to date, and reaches TFLOPS performance [3].

4 Parallel computers

As stated above, the idea behind most powerful computers nowadays is the use of many cores (which globally contain many CPUs). A given program is divided into several execution lines (threads) which are simultaneously run in the different cores.

[http://software.intel.com/en-us/articles/developing-for-terascale-on-a-chip-first-article-in-the-series/?wapkw=%28terascale%29]
Therefore, these cores solve the problem in a cooperative way. The number of cores used by a supercomputer is continuously increasing in time. As stated above, the definition of 'supercomputer' or 'high performance computer' is rather arbitrary, because these expressions refer to computers which are much more powerful than common computers. Because of the technological advances, it is said that today’s supercomputers are tomorrow’s PCs (see fig. [5] since a present-day laptop is capable of doing about $10^{10}$ operations per second (10 GFLOPS), it is as powerful as a supercomputer was 14 years ago). The use of standard computer components to build supercomputers (the so-called commodity clusters) has made these high performance machines accessible for many research groups throughout the world.

We call a parallel computer a collection of connected cores lying in different nodes, which are connected by networks. The cores of an operating parallel computer work simultaneously in a cooperative manner. A parallel computer is formed following a scheme such as the one displayed in fig. [8]. It can be decomposed into four levels: cores, processors, nodes and the parallel computer itself. Components inside a given level have distinct features (e.g., bandwidth, latency, etc.) when com-
municating with other components inside or outside its own module (e.g., a core communicating with one core in the same processor will do it much more rapidly than with a core lying in other processor). We can summarize the four levels of a parallel computer as follows:[3]

- **Core:** It contains one Control Unit, and one or several arithmetic-logic units (and therefore one CPU). For example, cores devised under the Intel Core microarchitecture have three ALUs [31]. A core can run one or several execution threads simultaneously.

- **Processor:** Integrated circuit which contains one or several cores and is lying on one semiconductor layer (chip). One or several processors are inserted in one socket.

- **Node:** Set of processors which share a common main memory, and commonly also share other resources, such as a hard disk drive or a network connection. It usually consists of one motherboard where there are several sockets [5]. Communication among processors in a given node is rather fast, and is provided by buses.

- **Parallel computer:** It comprises all nodes and the communications among them, which are provided by networks such as Infiniband or Gigabit Ethernet.

In fig. [2], images corresponding to the different levels enumerated above are displayed. A) displays a processor, which contains two cores (each containing several control and arithmetic-logic units). B) displays the scheme of a 6-core processor. A motherboard (C), together with devices joined to it, form a node. Several nodes linked by interconnection networks form a parallel computer (D).

Networks connecting the constituents of a parallel computer have a critical importance for the parallel performance of applications in it. This is because data transfer typically is the dominant performance-limiting factor in scientific code [7]. The most important network characteristics that need to be taken into account in order to produce efficient parallel code are its network topology (the way the nodes are connected) and its network bandwidth and latency (see fig. [3]). These features have an important influence on the performance of the parallel computer. Examples of common topologies are ring, grid, torus in 2 or 3 dimensions or tree [11].

We will now briefly describe various types of existing parallel supercomputers. We will first introduce the essentials of parallel computers, and then some fundamentals of other devices, like GPUs, special-purpose computers and heterogeneous computers, and of other types of computation, like the cloud computing and grid computing.

Parallel computers are commonly classified into two paradigms: shared-memory and distributed memory. The latter are also known as clusters. Both operate under the MIMD paradigm, i.e., multiple instructions are given to multiple cores, which deal with multiple input variables (data). Other systems like GPUs, vector machines or some microprocessors follow the SIMD paradigm (see sec. [2]), and they execute a single instruction on a set of multiple data.

---

4The following definitions are commonly accepted, but not universal. In the field of computer architecture there is some inconsistency in the nomenclature. In several contexts what we call a core is called a processor, and what we call merely a processor is called a multiprocessor chip or a multicore processor.

5In some (rather rare) cases, the so-called twin motherboards, two different sets of processors joined to two different main memories can lie on one motherboard.

6Please note that the classifications presented in this paper not universal.
A shared-memory parallel computer is defined \[7\] as a system in which a number of CPUs operate in a common shared physical address space. Important versions of this paradigm are:

- **UMA** (uniform memory access): The access time of all processors for the main memory is (essentially) the same. This is attained with communication devices having the same latency and bandwidth.

- **ccNUMA** (cache-coherent Non-uniform Memory Access): The main memory is physically distributed across the various processors, but the circuits (logics) of the machine make this set of main memories to appear as only one large memory, so the access to different parts is done using global memory addresses. The access time is different for different processors and different parts of the memory, as in a distributed-memory computer.
The scheme of the UMA paradigm can be found in fig. 10. In UMA architectures, a device called chipset controls the information flow between the main memory and the cores. The simplest example of UMA is the dual core machinery that recently has become very popular [3]. The complexity of the circuits required to keep the access time uniform, at present, limits the largest UMA systems with scalable bandwidth (the NEC SX-9 vector nodes) to sixteen sockets [7].

Figure 10: Scheme of a shared-memory UMA machine consisting of two dual-core processors [7].

Typical patterns of shared-memory ccNUMA machines are displayed in figures 11 and 12. A ccNUMA computer consists of several local domains, whose memories are locally connected (each local domain being basically a UMA). The memories of different local domains communicate via so called coherent links. This architecture is appropriate for large shared-memory machines, but is more often used to build small 2- or 4-socket nodes in supercomputers.

An architecture which is more widely used to build large supercomputers (up to thousands of cores) is the one whose scheme appears in fig. 12. Each processor socket is connected to a communication interface (S), which provides memory access to the proprietary NUMALink network. The NUMALink network uses routers (R) for connections with nonlocal units. The asymmetry of this design makes the access times very variable for different processors and different memory positions. ccNUMA machines also have the drawback that two or more different processors may try to access the information at a given memory position simultaneously, and thus they would compete for its resources. In addition, the input/output human interface is connected with only one local domain.

Pure distributed-memory computer schemes would include one main memory per core, each being connected to all or part of the others. Such patterns, however, are seldom found because of their price/performance features. Most of the so-called distributed-memory machines (which are indeed a large portion of supercomputers) are actually hybrid models, i.e., distributed-memory machines whose building blocks (nodes) are shared-memory-like devices [11]. When the code being executed at a given core requires information which is stored in the memory belonging to another node or in another disk memory location, the core must send a request for that infor-
Figure 11: Pattern of a ccNUMA system with two locality domains and eight cores. Red arrows indicate information flow. The information is managed by a memory interface. Memory interfaces are connected via coherent links (for example, the central red arrow in this picture) [7].

Figure 12: A ccNUMA system with four locality domains, each comprising one socket with two cores. Each socket is linked to a communication interface S, and the traffic of information is managed by some routers R [7].
The request reaches the core after travelling through the network connecting the parts of the cluster.

For supercomputation purposes, these connections were in the past made with the Gigabit Ethernet technology (see fig. 5). At present Infiniband has become very popular (see fig. 17). It is worth stressing that at present there exist serious inconveniences with information transfer devices, because they transfer information much slower than standard CPUs perform operations. For example, Infiniband connections have a latency of the order of microseconds ($10^{-6}$ s). Since present-day clock-rates are of the order of GHz, and a floating-point operation takes of the order of tens of clock cycles, a typical operation can take about $10^{-9} \sim 10^{-8}$ s. Therefore, transferring the information of the result of an operation between nodes will be at least 100 times slower than performing the operation. In addition to latency, the bandwidth of the network can also be a limiting factor. Delays produced by nonzero latency and finite bandwidth are the reasons why minimal feedback among different nodes is pursued by algorithm developers [32]. Feedback among cores with fast connections, such as those belonging to the same processors, need not usually be avoided [20]. It is said that, qualitatively, the speed of a serial computer is determined by the caches, while the speed of a parallel computer is especially determined by the speed of communications among nodes [33]. Standard values of latencies and bandwidths of caches and networks can be viewed in fig. 3. There exist some ways to compensate for the big difference of latency between caches and networks, like the communication latency hiding, that consists of overlapping communication with computation (or with other communication) [33].

The dominant HPC architectures at present and for the foreseeable future are comprised of nodes which are (shared-memory) NUMA machines themselves, and which are connected with the rest of the nodes following a distributed-memory pattern [8]. A popular architecture of distributed-memory computers is IBM’s Blue Gene (see fig. 14). In Blue Gene, processors lie in the vertices of a cubic grid. Each processor communicates with its six nearest neighbours in a 3D torus topology (the last processor, in the border of the grid, is linked with the first one, in all three directions).

If a problem is to be solved in a cooperative manner by the various cores of a
cluster, the code to be executed must be written so that the workload is shared among them. The MPI (Message Passing Interface) protocol [35] is appropriate for writing codes that run in parallel in distributed-memory machines, as well as for shared-memory machines. The increasing popularity of MPI at present comes from its simplicity and its availability of standard libraries. The parallelizations of many Physics and Chemistry simulation programs are based on MPI, although other parallelization paradigms are also used [11]. Despite its remarkable advantages, the MPI paradigm has an important drawback. Information transfer between two parallel threads requires both of them to reach a synchronization, i.e., one must execute the instruction for sending information (MPI_SEND) and the other one must execute the instruction for receiving it (MPI_RECV). In this way, the sender core will be idle until its information is received. The limitations of the MPI scheme can be overcome by providing facilities for a process to access data of another process without that process’ direct participation [11]. Performance in shared-memory machines can be increased by using the OpenMP interface. Since most supercomputers have hybrid shared-distributed-memory architectures, mixed use of different programming codes, including both MPI and OpenMP is advisable [8]. However, many programmers use only MPI, for the sake of simplicity in their codes.

5 Hybrid and heterogeneous models

A supercomputer can either be formed by the repetition of processors of the same kind, or by different ones, such as general purpose processors, graphics processing units or special-purpose chips, among others. In the former case, the architecture is called homogeneous, while in the latter case, it is called heterogeneous [36]. Heterogeneous machines can have advantages with respect to homogeneous machines in power consumption, efficiency of data transfer and parallel speedup. The Cray
supercomputers\(^8\) are examples of heterogeneous machines, which get high performance by using different kinds of processors within the same cluster computer.

Using graphics processing units (GPUs \(^9\)) as a part of (heterogeneous) clusters is a more and more popular solution. GPUs were originally devised to perform fast calculations on data for creating images. However, in recent times, they have become celebrated in the context of supercomputing. This is because they are capable of treating large amounts of data (vectors of data, rather than single variables) simultaneously. A GPU can perform some given tasks several orders of magnitude faster than a CPU. For example, in some problems of data analysis, GPUs performance can gain about a factor of 200 with respect to CPUs performance\(^9\). For general-purpose computation issues, GPUs can either be included in motherboards together with CPUs, or different types of devices (GPGPUs\(^{10}\)) can be produced that can work without a CPU. Full clusters can be built on GPGPUs instead of CPUs. As a sign of the current success of GPU-based solutions, it can be noted that four out of the ten most powerful supercomputers (in the list of top500 as of June 2011) include GPUs.

A different kind of supercomputing facility is the one formed by the special-purpose computers. These machines cannot deal with a very broad range of different tasks, as the general-purpose computers (PCs, laptops, most supercomputers, etc.) can. Instead, they are devised to execute a limited set of algorithms, but with great efficiency. An example of a special-purpose computer is Anton\(^{11}\), which is dedicated to protein molecular dynamics. Anton was able to run a simulation corresponding to 1 ms (in a huge number of steps, since \(\Delta t\) is of the order of \(\text{fs}\) in proteins), realizing the hard task of predicting the folding of a protein \([38, 39]\). Other examples of special-purpose computers are Janus \([40]\), which is used for simulation of spin glasses, and GRAPE-6 \([41]\), for astronomy.

![Figure 15: Evolution of computational capabilities: purple line: Aggregated power of all 500 most powerful computers in the world, according to the top500 list; blue line: most powerful computer in the world, according to the top500 list; orange line: 500th most powerful computer in the world. Notice that the vertical axis is logarithmic. Source: top500 \(\text{www.top500.org}\).](http://www.top500.org)

\(^8\)http://www.cray.com
\(^9\)http://www.hpcwire.com/hpcwire/2011-03-29/comparing_gpus_and_cpus.html
\(^10\)General Purpose Graphic Processing Units.
\(^11\)www.deshawresearch.com
Fig. 6 and some of the subjects discussed so far can give us an idea of the evolution of computational capabilities of modern computers, which grow very rapidly, in an exponential way. In order to quantify this evolution, twice a year a list of the 500 most powerful computers on the world, the top500 list, is released. In order to measure the performance of computers, a benchmark (the HPLINPACK benchmark [42]) is run. The essential task of the HPLINPACK benchmarks is to solve a linear system of equations $Ax = b$ whose coordinate matrix $A$ is dense (i.e., contains no null entries) with partial pivoting. Performance is measured in number of floating-point operations per second (FLOPS) that the machine is able to perform. It is worth remarking that special-purpose computers can hardly appear on the top500 list, because it is essential to run the HPLINPACK benchmark, and many special-purpose computers are not capable of doing it. In fig. 15 we can appreciate the exponential increase of supercomputing performance of the machines in the top500 list, both for individual supercomputers (the most powerful one, and the one in the 500 position, appearing in the figure) and for the aggregated power of all computers on the list. From 1993 to 2011, the combined computing power of the collection of all 500 most powerful computers in the world followed its own 'Moore’s Law', since it increased about 1.9 times per year (almost twice as fast as the increase in integration predicted by Moore’s Law). By comparing charts 6 and 15, we can appreciate that the trends...
in chip integration, clock-rate and number of cores per processor and the power of high-performance computers are closely related. In fig. 16 we can see the evolution of the 20 most powerful computers during the last decade. The vertical axis of this graph is not logarithmic, so the dramatic increase can be noticed in a clearer manner. In fig. 17 some features of the top500 computers are summarized. Chart A shows the number of cores high-performance computers consist of. Chart B quantifies something we mentioned earlier in this section, that vector computers are no longer popular, and most modern computers are scalar (i.e., every CPU deals with a scalar variable at a time, not with a vector containing many values simultaneously). Chart C gives an idea of the computer power distributed by countries. Finally, chart D gives a notion on the network communication devices which are used by most powerful supercomputers.

![Figure 17: Some features of the most powerful computers in the world, according to the top500 list of June 2011. The data labeled as 'systems' (upper row) means that every computer on the list enters the charts with weight 1. The data labeled as 'performance' (lower row) means that the weight depends on the computer’s performance. A: Number of processors; B: Processor architecture; C: Location of machines; D: Family of interconnect devices. (Source: www.top500.org).](image)

The enhanced capabilities of current supercomputers to perform operations very rapidly is very useful for scientific calculations. Most modern algorithms and codes are based on repetition to take advantage of these capabilities. However, developing software for massively parallel machines is harder than for the traditional sequential computers. This is because instructions should be provided to many units working simultaneously, and efficient information feedback among them needs to be imple-
mented. The growing complexity of computers, where many (not necessarily equal) processing units are linked among them and also linked to a hierarchy of memories, each having a different access time, makes parallel programming a rather complicated task. The complexity of computers’ architecture is an extra obstacle for the programmers [20]. More complex internal behaviour of cores, including effects of pipelining and superscalarity makes code execution harder to comprehend in depth and their logic hinders parallelization, because human programmers find it hard to devise codes which are well-suited for these architectures. For example, the programmer can think that the code he writes is executed sequentially and in order in a core, but this is no longer true (as stated when the Out-of-order execution was explained). Programmers are helped by modern compilers, which include several levels of optimization, which can do more efficient mapping in data transfer and result in large efficiency improvements. In order to devise more efficient software codes, tracing and profiling software tools can be very useful [43]. Moore’s Law is said to have enabled cheaper (more efficient) execution of programs, but at a higher cost of developing new programs, by reason of the increasing complexity of computers [14]. In words of J. Dongarra, ‘For the last decade or more, the research investment strategy has been overwhelmingly biased in favor of hardware. This strategy needs to be rebalanced, since barriers to progress are increasingly on the software side. Moreover, the return on investment is more favorable to software. Hardware has a half-life measured in years, while software has a half-life measured in decades. Unfortunately, we don’t have a Moore’s Law for software, algorithms and applications’. This does not mean that the aim of efficient algorithms has not been successful, but means that modern algorithms and programs should be well-suited to current machine component features and computer architectures (an example of this adaptation can be found in [3], where the efficiency is increased by means of optimizations of the transfer of data). Indeed, smart software parallelization schemes, including new paradigms, can be the only tool to improve supercomputers’ performance when hardware capabilities no longer increase [20].

A few years ago, machines supporting High Performance Computing have had to face an important obstacle: the significant rise of power consumption. The increase of clock-rates has boosted power dissipation [7], because the power consumed by a core scales with the cube of its clock-rate [22]. This is attributable to the fact that the power is proportional to the square of the voltage multiplied by the frequency, but the voltage itself is proportional to the clock frequency. Power dissipation generates heat, which is an important drawback because semiconductor materials in computers require rather low temperatures in order to work properly. To this end, cooling systems must be implemented. Computers in the 1980s did not need heat sinks; the heat sinks used in the nineties were of moderate size; today’s cooling systems are very big. In PCs and laptops air cooling systems (fans) are usually enough, but in supercomputers water-based cooling systems may be mandatory in a nearby future [20]. The work of cooling systems entails serious power consumption which must be added to that resulting from the processors’ work. As a result of these high power needs, the budget for electrical energy of the computing facilities of a research group may easily be exceeded. As an example [44], a 16-core processor with every core consuming an average of 20 Watts will lead to 320 Watts total power when all cores are active, which will have a non-negligible economic cost. Another example is given by Amazon.com [45]. The energy bill of its data centers costs about the 42% of the total budget of the center (the cooling system consuming more energy than the opera-
tion of CPUs). Many ways to reduce the impact of excessive power consumption are being proposed [46, 47]. Architectures for many core machines should be carefully devised to minimize it. A possible solution is to simplify processor designs. Using larger caches is another option, although there is a limit beyond which a larger cache will not pay off any more in terms of performance, due to bandwidth limitations. Multicore processors are the solution which most present computer manufacturers prefer [7].

6 Distributed computing

Data on the top500 refers to well localized large supercomputers (like the one displayed in fig. 14). However, in recent times, other solutions for HPC, such as grid computing, cloud computing and volunteer computing, have become very popular. These three more modern ways of computing are said to be ways of distributed computing. Distributed computing is based on the concept of doing high performance calculations using geographically distant machines, which has been enabled with the advent of the internet and high-speed networks. Computers participating in a given problem can lie thousands of kilometers away from each other, but they can share information through the internet.

Grid computing [48] uses geographically distant nodes to solve a given problem simultaneously in a cooperative way. Grid computing capabilities are usually managed by a given organization, and the computational resources (mediated by physical machinery) which support the calculations are provided by different supporting institutions and organizations, which can be companies, research groups, laboratories, universities, etc. A management committee distributes the computational capabilities at every moment among the requests of different groups of users. The groups of people taking part in grid computing projects for solving problems are usually called virtual organizations since these groups are frequently heterogeneous, being formed by many people from different organizations which are geographically distributed. The essential aspect of a virtual organization is that it is formed for a specific project. Virtual organizations can act either as producers or consumers of resources (or both). Various virtual organizations involved in a grid computing project are mutually accountable; i.e., if one misbehaves, the others can cease sharing resources with it. Since many computer cores throughout the world are working together, much computing power can be accumulated, which enables solving many problems whose solution may not be feasible even in the most powerful supercomputing clusters. This generates vast amounts of data, which spurs the creation of large collective databases [13]. Large grid computer facilities are often used by a large number of users, which helps to match the demand of the computational resources with their availability.

It is also worth noticing that grid computing projects commonly operate under open-source software standards, which eases the development of software applications and the cooperation among groups. A popular software package to manage grids is the Globus Toolkit, including the GRAM software as a tool for the users. Grid facilities, as well as cluster computers, frequently run in Linux operating systems.

Grid computing has been successful in numerous research fields, such as drug design, biomolecular simulation, engineering and computation for industry, Chemistry, Geology (e.g. earthquake simulations) or meteorology [48, 49]. It also plays
Figure 18: A scheme of geographical distribution of computing nodes of the egee grid (http://www.eu-egee.org). Current grid computing projects often involve facilities in many countries.

an important role in Particle Physics. For example, the Large Hadron Collider of the CERN sends huge amounts of experimental data to its associated grid facility (the Worldwide LHC Computing Grid, WLCG), so that many scientific groups throughout the world can analyse the data. WLCG involves over 140 computing centres in 35 countries, and includes several national and international grid projects.

Recently, another kind of distributed computing, volunteer computing, has become a useful tool for scientific purposes. Volunteer computing consists of using the computation power of machines which were neither devised nor purchased to do scientific calculations, but for use in daily life. Common PCs and laptops connected to the internet, like those in millions of homes, can perform calculations to solve scientific problems. It is only necessary that the owner of the computer agrees and installs the appropriate software (this is the reason why this kind of computing is called volunteer computing). As stated in [2], there are hundreds of millions of idle PCs potentially available for use every moment, and the majority of them are strongly underused. Moreover, while the complexity and the network efficiency have increased following their own Moore’s Laws, the number of computer users has increased at even a higher rate during the last decades, which makes the potential capabilities of volunteer computing huge [2]. Volunteer computing has produced many remarkable scientific results in the last decade [50]. Some examples of volunteer computing are the Ibercivis project [1], seti@home [4] for the search of extraterrestrial intelligent life—and folding@home [15] for statistical calculations of molecular dynamics trajectories for models of biological systems—. The last one is a particularly good example of how important scientific results can be produced with volunteer computing for problems which are unaffordable for other HPC schemes [2]. Volunteer

\[\text{http://lcg.web.cern.ch/lcg}\]
\[\text{http://www.ibercivis.net}\]
\[\text{http://setiathome.berkeley.edu}\]
\[\text{http://folding.stanford.edu}\]
computing projects often rely on the BOINC open-source software\textsuperscript{[10]} which is also appropriate for grid computing. Although grid computing and volunteer computing share some features, there is a key difference between them. Grid computing is commonly symmetric while volunteer computing is commonly asymmetric. This is, in the former, one organization can borrow resources one day, and supply them the next; in the latter, contributors (particular computer owners) commonly just provide resources to the project.

Distributed computing has become a powerful research tool because of its numerous advantages. Nevertheless, it also presents drawbacks. The main one is that the distant geographical distribution of the different computing nodes makes feedback among them much slower than if they were located in the same building. This fact makes distributed computing not so useful for problems which require frequent information feedback among computing units. Such a disadvantage has a physical limitation which cannot be circumvented. For example, let us assume that two computing nodes lie 3,000 km away from each other. Having perfect communication, with data moving at the speed of light, information would take about 10 ms to travel between them. If the clock-rate of the processors involved in the grid is of the order of GHz, and an operation requires, for example, 10 clock cycles, then the operation will require about $10^{-8} \sim 10^{-9}$ s to be performed. This means that over one million sequential operations could be performed by one computing node before it could receive more data from the other one to continue with its calculations. Other drawbacks of grid and volunteer computing are security ones, since secure data transfer is much harder to maintain in complex connections via the internet. In addition, since results come from various distinct resources, they may require frequent overhead to check their validity.

Apart from grid computing and volunteer computing, cloud computing \textsuperscript{[50, 52, 53]} also supplies computational capabilities for scientific calculations by connecting to remote machines via the internet. This is performed by powerful computers that companies dedicate for this purpose (usually for a fee). In cloud computing, a set of virtual servers work together to satisfy user requests, enabling interactive feedback and taking advantage of the available computing capabilities to maximize their use. Cloud computing has some advantages with respect to other ways of computing. For example, it enables the user immediate access to computational resources without the need to obtain approval from an allocations committee and the service can be provided without human interaction with the service provider. Cloud computing enables the use of software without the need for purchasing a licence or installing it, and the user does not need to have strong qualifications in software or infrastructure management. Cloud computing can be classified into three models \textsuperscript{[53]}:

- **Software as a service (SaaS):** The user can run the available software, but he cannot install new programs or configure the operating system.
- **Platform as a service (PaaS):** The user can install new programs, but he cannot act on the operating system.
- **Infrastructure as a service (IaaS):** The user is enabled to configure the infrastructure; he can install new software, configure the operating system, the network, etc.

At present, several companies offer cloud computing resources at competitive

\textsuperscript{10}http://boinc.berkeley.edu
prices. Downloading vast amounts of data generated from calculations done in the cloud, however, is customarily relatively expensive.

## 7 Intrinsic limitations to accuracy and efficiency

When performing scientific calculations, both software developers and software users should try to avoid some important issues related to methodology, which are commonly related to accuracy and execution time. We can call **accuracy** the similarity between the result of a given calculation and the hypothetical result that would be obtained if we were able to perform the same calculation without any numerical error. When calculating physical or chemical quantities, the accuracy\[\textsuperscript{17}\] is essential, because a lack of accuracy makes results unreliable. The accuracy can be lowered by many sources of error that exist for calculations performed in computers. For example, real numbers are usually represented in floating-point notation, each number being encoded in a finite number of bytes, usually 4 or 8. A real number is said to be represented in single precision if 4 bytes (i.e., 32 bits, 32 binary figures) are used, and it is said to be represented in double precision if 8 bytes are used. In the popular IEEE arithmetic, the 32 bits of a single-precision number are distributed as follows: 1 bit for the sign, 8 bits for the exponent, and 23 bits for the fraction. The number $e$ stands for the exponent, while $f$ stands for the fraction. Together, they represent a real number whose absolute value is $1.f \times 2^e$ (the notation $1.f$ means that $f$ is the fraction to be added to 1; for example, if the fraction is 0.25, then the number to multiply by $2^e$ —the significand— is 1.25). A simple way to represent integer numbers in binary code is to use the first digit for the sign (0 for -, 1 for +) and the $n$-th digit to be multiplying $2^{n-1}$. In this code, for example, the 8-digits binary number 01010011 = $-1 \times 2^6 + 0 \times 2^5 + 1 \times 2^4 + 0 \times 2^3 + 0 \times 2^2 + 1 \times 2^1 + 1 \times 2^0$ = -83. However, the integer number for the exponent ($e$) is sometimes represented in the biased exponent, which is different than the one just presented. In the biased exponent, the number that $e$ represents is the number its figures represent (according to the encoding just presented) minus a given number, which commonly equals $2^{\text{bit number}-1}$. For example, in this notation 0011 $\neq$ 3, 0011 $:=3+(-2^{3-1})=-5$. In the encoding used for the fraction part $f$, each figure is to be multiplied by the inverse power of 2 corresponding to its place. For example, $f = 0100 \rightarrow f = 0 \times 2^{-1} + 1 \times 2^{-2} + 0 \times 2^{-3} + 0 \times 2^{-4} = 0.25$.

The finite size of variables stored by computers implies that a finite number of binary figures is used to represent every number. This implies that not all the existing real numbers, but only a subset of them, can be exactly represented in a computer. In most cases, when representing one number in a computer we are using not that very number, but the closest number to it that the computer can represent (in a given notation). Every rational number with a denominator which has a prime factor which is not a power of 2 has an infinite binary expansion. Let us see an example. If we are dealing with single precision, floating-point, real numbers according to IEEE arithmetic, then the number 0.1, which is exact in the decimal notation, is periodic in binary notation. Its value will be

$e = 01111100 = -4; \quad f = 10011001100110010011001100 \ldots$

\[\textsuperscript{17}\]The word precision is sometimes used as a synonym of accuracy, but we prefer not to use it because, more properly, ‘precision’ means low standard deviation from a mean value, which need not be the actual sought value.
We can notice that the represented single precision binary number is not exactly the number we wanted to represent:

\[
1\, 01111100\, 10011001100110011001100 = \\
+ \, 2^{-4}(1 + 1 \times 2^{-1} + 1 \times 2^{-4} + 1 \times 2^{-5} + 1 \times 2^{-8} + 1 \times 2^{-9} + 1 \times 2^{-12} + 1 \times 2^{-13} + \ldots) \\
= \, 0.09999999404 \neq 0.1 . \tag{1}
\]

Errors made in this way are called *machine precision errors*. If we do an operation with several numbers, each represented in limited precision, then the errors can accumulate. For example, consider we want to calculate the product of two (actual) numbers \(a\) and \(b\). We cannot represent them exactly in the computer, but we can only represent \(a_r\) and \(b_r\) such that \(a = a_r + r_a\) and \(b = b_r + r_b\). If we calculate their product in the computer, we will get \((a \times b)_r = a_r \times b_r + e_{ar\times b}\), being

\[
a_a \times b_a \approx a_r \times b_r \times r_a \times r_b . \tag{2}
\]

If we multiply many numbers, the individual errors can accumulate. This makes that any other operation or sequence of operations using real numbers can propagate errors as well. In summary, results in a computer calculation are usually not exact, but they depend on the precision\(^{18}\) (number of bytes used to represent a real number) chosen.

The order in which the operations are performed in an algorithm makes the machine precision errors propagate in different ways. There exist virtually an infinite number of algorithms capable of doing some given calculation, for there exist many mathematically equivalent ways to do the calculations aimed at reaching a desired result. When these algorithms are implemented to do calculations in a computer, the way in which the errors accumulate can be quite different. For example, if \(a\) and \(b\) are real numbers, then for a computer \(a/b \neq a \times (1/b)\), by a slight margin. We can appreciate it in the following example. Let \(aux1\) be a double precision variable (i.e., it has about 16 decimal digits of precision), the code\(^{19}\)

```python
aux1=12345678910111213141500000000.;
for (i = 0; i < 220; i + +)
daux1=aux1/1.3456789333;
end for
gives a result 53.0145642653708151, while the code
```
```python
aux1=12345678910111213141500000000.;
for (i = 0; i < 220; i + +) do
aux1=aux1*1/(1.3456789333);
end for
```
results in 53.0145642653714972. Hence, both results differ in the 14th figure. This is merely a simple example, but it can be useful to notice that every algorithm implementation has its own way to propagate errors.

In addition to the finite precision errors, computers also introduce *soft errors*, which are defined as errors in processor execution that are due to electrical noise or external radiation rather than design or manufacturing defects\(^{55}\).

---

\(^{18}\)Do not confuse this (computer precision) with statistical precision, related to typical deviations.

\(^{19}\)These results are for a specific computer and programming paradigm and will differ somewhat in other cases.
Apart from errors arising from technological limitations, the algorithm chosen to solve a given problem has also its own sources of error. Every algorithm has its own mathematical definition and is based on a given level of theory. For example, iterative algorithms require an starting guess, which may lead to wrong results if it is not appropriate, and they also require a criterion to decide when iterations should stop. The set of equations used to tackle a system can also be an important source of error, since every system requires appropriate equations and appropriate input parameters.

Apart from the accuracy, the other main limiting factor in computer simulation is the execution time. Nowadays, we do know equations which describe small scale phenomena quite well, but their solution for complex systems is cumbersome, and often unaffordable. The numerical complexity of the solution of simulation problems usually increases with the size or complexity of the system tackled. This numerical complexity can be measured with the number of required operations. Some examples of this can be

- If one wants to add \( N \) arbitrary numbers, then the number of operations required will be \( N - 1 \).
- Solving a linear system of equations \( Ax = b \), being \( A \) an \( N \times N \) dense matrix, requires of the order of \( N^3 \) operations using the typical Gaussian elimination scheme.
- The simplest implementations of the Hartree-Fock method to find the ground state of the electronic Schrödinger Hamiltonian require a number of operations which is proportional to \( N^4 \), being \( N \) the number of basis functions used.
- A naive approach to calculate an estimation of the partition function of a system depending on \( N \) coordinates, and sampling \( m \) different values for each, takes of the order of \( m^N \) operations (exponential growth).

In all these examples the size of the system is proportional to a number \( N \), and the increase of \( N \) leads to an increase of the numerical complexity of the solution of the problem. In doing any calculation, we want its result to be ready within a given time; systems beyond a given size will be unaffordable. This scaling of the methods can sometimes be reduced by doing a number of approximations consisting of neglecting part of the information involved in the problem and expecting it will not have a major influence on results [3].

The considerations about simulation time are more complex if parallel programs are run, instead of serial programs. Parallel programs distribute the workload in several computing threads, each of which is run in a different computing unit. When executing a parallel program, it is customary to measure its efficiency with

- The total execution time (wall clock time) which is required for a given task \( t_{N_c} \) (which is a function of the number of cores working on it, \( N_c \))
- The speedup, which is defined as the quotient \( S_{N_c} := t_1/t_{N_c} \). This is, the time that the task would last if run in one core divided by the time it lasts when run in \( N_c \) cores.
- The quotient \( S_{N_c}/N_c \) (sometimes called the efficiency factor)

For a given problem of constant size, Amdahl’s Law [56] states that if \( p \) is the fraction of the problem which can be run in parallel, and therefore \( s := (1 - p) \) is the minimum
fraction which must be run in serial, then the maximum speedup that can be achieved by using $N_c$ cores is

$$S^\text{max}_{N_c} = \frac{N_c}{N_c(1 - p) + p}. \quad (3)$$

This expression has an horizontal asymptote in $(1 - p)^{-1}$. The speedup can be increased by increasing the total time required by the fraction of the problem which can be run in parallel, which can usually be achieved by increasing the size of the simulated system (for example, increasing its number of atoms). Commonly, $p$ is not constant, but increasing as the size of the problem increases. Let us consider a variable-size problem which requires a time of $T(s + pN^\alpha_c)$ to be solved in serial. In this expression, $T$ is the total time required for solving the problem of a given size in serial, and the exponent $\alpha$ is a given positive number. If the part that can be parallelized is indeed parallelized (assuming optimal scaling in the $N_c$ computing units), the time required by the execution in parallel will be $T(s + pN^\alpha_c^{-1})$. Applying that $s + p = 1$ in the ratio of serial and parallel times for a variable-size problem for $0 < \alpha < 1$, becomes:

$$S_v := \frac{s + (1 - s)N^\alpha_c}{s + (1 - s)N^{\alpha - 1}_c}, \quad (4)$$

where $S_v$ means speedup factor for variable size algorithms. If $\alpha = 0$ (i.e., if the problem size does not increase with $N_c$) the expression above equals the Amdahl’s Law (3). In the limit of high $N_c$, eq. (4) becomes

$$S_v := 1 + \frac{p}{s}N^\alpha. \quad (5)$$

In the case of $\alpha = 1$ (linear scaling of the size of the problem with the number of computing units solving it), the ratio of serial and parallel time is

$$S^G_v = s + (1 - s)N_c = (1 - p) + pN_c, \quad (6)$$

for the ideal parallelization situation. Equation (6) is called the Gustafson’s Law [7] and states that the speedup for solving a problem can be increased by increasing the size of its parallelizable part.

Considerations such as the ones underlying Amdahl’s and Gustafson’s Laws can be useful for scientific software developers, in order to increase the efficiency of their codes. Parallelization characteristics of algorithms, however, are commonly much harder to derive than these laws.
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