SYMmetric Seminorms and the Leibniz Property

Zoltán Léka

Abstract. We show that certain symmetric seminorms on $\mathbb{R}^n$ satisfy the Leibniz inequality. As an application, we obtain that $L^p$ norms of centered bounded real functions, defined on probability spaces, have the same property. Even though this is well-known for the standard deviation it seems that the complete result has never been established. In addition, we shall connect the results with the differential calculus introduced by Cipriani and Sauvageot and Rieffel's non-commutative Riemann metric.

1. Introduction

Let $(S, \mathcal{F}, \mu)$ denote a probability space and let $1 \leq p < \infty$. The seminorm given by the $p$th absolute central moment of a random variable $f : S \to \mathbb{R}$ is

$$\sigma_p(f; \mu) = \| f - \mathbb{E} f \|_p = \left( \int_S |f - \mathbb{E} f|^p d\mu \right)^{1/p}.$$

One of the most used quantity in probability theory and statistics is the standard deviation (when $p = 2$). Recently M.A. Rieffel observed that the standard deviation in ordinary and non-commutative probability spaces satisfies the strong Leibniz inequality and even matricial seminorms have the same property [21]. To be precise, we say that a seminorm $L$ on a unital normed algebra $(A, \| \cdot \|)$ is strongly Leibniz if (i) $L(1_A) = 0$, (ii) the Leibniz property $L(ab) \leq \| a \| L(b) + \| b \| L(a)$ holds for every $a, b \in A$ and, furthermore, (iii) for every invertible $a$, $L(a^{-1}) \leq \| a^{-1} \|^2 L(a)$ follows. For an ordinary probability space $(S, \mathcal{F}, \mu)$, this means that for every $f$ and $g \in L^\infty(S, \mu)$, we have the inequalities

$$\| fg - \mathbb{E}(fg) \|_2 \leq \| g \|_\infty \| f - \mathbb{E} f \|_2 + \| f \|_\infty \| g - \mathbb{E} g \|_2$$

and

$$\| f^{-1} - \mathbb{E}(f^{-1}) \|_2 \leq \| f^{-1} \|^2 \| f - \mathbb{E} f \|_2 \quad \text{if } f^{-1} \in L^\infty(S, \mu).$$

The study of strongly Leibniz seminorms regarded as non-commutative metrics on quantum metric spaces was initiated by M. Rieffel in his seminal papers [18], [20], [19]. They played a crucial role in the development of a quantum theory for the Gromov–Hausdorff distance. A quantized version of this theory was established in the recent papers by Li and Kerr [11], W. Wu [26], and a thorough survey is [12].

The most natural sources of strongly Leibniz seminorms are normed first-order differential calculi. We recall now that a normed first order differential calculus is a couple $(\Omega, \partial)$, where $\Omega$ is a normed bimodule over $A$ such that

$$\| a \omega b \| \leq \| a \| \| \omega \| \| b \|$$

for all $a, b \in A$ and $\omega \in \Omega$.
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and $\partial : \mathcal{A} \to \Omega$ is a derivation which satisfies the Leibniz rule $\partial(ab) = \partial(a)b + a\partial(b)$. Readily,
\[ L(a) = \|\partial a\|_\Omega \]
is a (strongly) Leibniz seminorm on $\mathcal{A}$ (see [21] Proposition 1.1]).

A prototype of Leibniz seminorms is the Lipschitz number
\[ L_\rho(f) = \sup\{|f(x) - f(y)|/\rho(x,y) : x \neq y\} \]
of complex-valued continuous functions defined on any compact metric space $(X, \rho)$ [25 Proposition 1.5.3]). Interestingly, one can obtain $L_\rho$ by means of a normed first order differential calculus ([25] Proposition 8], [20] Example 11.5]). We direct the interested reader to [6], [17], [24] and [25] for a comprehensive study of general Lipschitz seminorms, Lip-norms, and the associated Lipschitz algebras. Although, we are unaware of any characterization of the Leibniz property [17, Question 6.3], the lattice inequality $L(f \vee g) \leq L(f) \vee L(g)$, for all real $f$ and $g$, is sufficient to conclude that a Lip-norm $L$ is Leibniz ([17 Theorem 8.1]).

It is important to notice that any symmetric Dirichlet form $(D(\mathcal{E}), \mathcal{E})$ defined on a dense domain $D(\mathcal{E})$ of the real Hilbert space $L^2(S, \mu)$ satisfies the Leibniz inequality, see e.g. [8, Theorem 1.4.2], [3, Corollary 3.3.2]. See [14] and [13] for Dirichlet forms on finite sets, graphs and fractals. Furthermore, F. Cipriani and J.-L. Sauvageot [7] showed that every regular $C^*-$Dirichlet form can be represented as a quadratic form associated to a derivation taking its values in a Hilbert module, which is a direct link to the Leibniz rule.

Back to the standard deviation, one can present a direct simple proof of its strong Leibniz property (see [20], [1]). More interestingly, the (quantum) standard deviation, commutative or not, shares a flavor of Connes’ noncommutative geometry.

The main goal of this paper is to show that the Leibniz inequality
\[ \|fg - EFg\|_p \leq \|g\|_\infty \|f - EF\|_p + \|f\|_\infty \|g - Eg\|_p \]
is satisfied for all $1 \leq p \neq 2 < \infty$ and real $f, g \in L^\infty(S, \mu)$, which does not seem to have been noticed previously. We remark that the end-point case $p = \infty$ has already been settled in the recent paper [1]. First, we prove the result for the finite state space $S_n = \{1, \ldots, n\}$ endowed with the uniform probability measure. To get a friendly approach to the subject, we shall replace the $\ell^p$ norms with symmetric norms on $\mathbb{R}^n$. It should be stressed here that the essential part of the paper works with symmetric norms and the uniform case. In Section 3 we shall investigate the results in terms of different differential calculi, including the Cipriani–Sauvageot algebraic construction of differential 1-forms, and a very brief connection with Rieffel’s non-commutative Riemann metric. In Section 4, the failure of the normed bimodule property will lead us to a finite dimensional example of a Leibniz seminorm that is not strongly Leibniz. Lastly, in Section 5, we shall derive the Leibniz inequality for arbitrary probability measures by applying our earlier results on Leibniz seminorms in probability spaces [1]. Our paper is in part...
an attempt to reveal a possible link between normed differential calculi and absolute central moments of bounded functions (random variables). Our future plan is to study the corresponding results in non-commutative matrix and \( C^* \)-algebras as well as the case of complex-valued functions.

2. Leibniz inequality for symmetric seminorms

At first, we collect a few notations we require in order to prove the main results.  

2.1. Symmetric norms. We say that a norm \( \| \cdot \| \) on \( \mathbb{R}^n \) is symmetric if it is invariant under sign-changes and permutations of the components. Symmetric norms are monotone which means that  
\[
\| x \| \leq \| y \| \quad \text{if} \quad |x|^k \leq |y|^k,
\]
where \( |x|^k \) denotes the usual non-increasing rearrangement of the vector \( |x| \). Furthermore, the norm \( \| \cdot \| \) is absolute so  
\[
\| x \| = \| |x| \|
\]
for every \( x \in \mathbb{R}^n \) (see [2, Section 2]).

The vector \( k \)-norms (or Ky Fan \( k \)-norms) are special examples of symmetric norms. Indeed, the vector \( k \)-norm of \( x \) is defined by  
\[
\| x \|_{(k)} = \sum_{i=1}^{k} |x_i|^k.
\]
In the case when \( k = n \) and \( k = 1 \), we obtain the usual \( \ell^1 \) and \( \ell^\infty \) norms on \( \mathbb{R}^n \), denoted by \( \| \cdot \|_1 \) and \( \| \cdot \|_\infty \), respectively. We recall now that the dual norm of any symmetric norm is symmetric as well. This follows easily from the duality relation  
\[
\| x \|_* = \max \{ (x, y) : \| y \| \leq 1 \}.
\]
A celebrated theorem of Ky Fan says that, for any \( x, y \in \mathbb{R}^n_+ \), the inequalities  
\[
\| x \|_{(k)} \leq \| y \|_{(k)}
\]
hold for every \( 1 \leq k \leq n \), that is, \( x \) is weakly majorized by \( y \), if and only if  
\[
\| x \| \leq \| y \|
\]
for every symmetric norm \( \| \cdot \| \) on \( \mathbb{R}^n \) (see [2] or [24, Chapter 15]). Hence one can look upon the vector \( k \)-norms as the cornerstones of symmetric norms.

Following Barry Simon’s terminology in [24, p. 248], let us introduce a class of real matrices. 

**Definition.** We say that a matrix \( A \in M_n(\mathbb{R}) \) is real substochastic if  
\[
\sum_{i=1}^{n} |a_{ij}| \leq 1, \quad j = 1, \ldots, n,
\]
\[
\sum_{j=1}^{n} |a_{ij}| \leq 1, \quad i = 1, \ldots, n.
\]

It is simple to see that \( A \) is real substochastic if and only if \( A \) is a contraction on \( \mathbb{R}^n \) endowed with the \( \ell^1 \) norm and the \( \ell^\infty \) norm; i.e. \( \|Ay\|_1 \leq \|y\|_1 \) and \( \|Ay\|_\infty \leq \|y\|_\infty \) for all \( y \in \mathbb{R}^n \). Additionally, if one can guarantee a proper linear connection between the vectors \( x \) and \( y \), i.e. \( Ay = x \) for some \( A \in M_n(\mathbb{R}) \), we can use interpolation methods. Actually, the Calderón–Mityagin theorem (see [5], [15] or [23, Theorem 15.17]) says that if \( A \) is a real substochastic matrix then  
\[
\|Ay\| \leq \|y\|
\]
follows for all \( y \in \mathbb{R}^n \) and symmetric norms \( \| \cdot \| \).
Let \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \). Let us introduce the symmetric matrix \( \Theta_x \) with zero row and column sum defined by

\[
(\Theta_x)_{ij} = \begin{cases} \frac{1}{2n}(x_i + x_j) & \text{if } i \neq j \\ - \sum_{k \neq i}(\Theta_x)_{ik} & \text{if } i = j. \end{cases}
\]

Let us define the matrix

\( I_n = I_n + \Theta_x, \)

where \( I_n \) denote the \( n \times n \) identity matrix. Throughout the section we shall use the notation \( Ef = \frac{1}{n} \sum_{i=1}^{n} f_i 1 \), where \( f = (f_1, \ldots, f_n) \in \mathbb{R}^n \) and \( 1 \) stands for the constant 1 vector. Moreover, we shall consistently use \( f \) and \( g \) for vectors of \( \mathbb{R}^n \) and \( fg \) for their pointwise product.

Our first proposition links the product of two vectors \( f, g \in \mathbb{R}^n \) with the matrices \( I_{f+1}, I_{g+1} \).

**Proposition 2.1.** For any \( f, g \in \mathbb{R}^n \),

\[
I_{f+1}(g - Ef) + I_{g+1}(f - Ef) = Ef(g) - f g.
\]

**Proof.** Clearly, it is enough to show that

\[
I_f(g - Ef) + I_g(f - Ef) = Ef((f - 1)(g - 1)) - (f - 1)(g - 1)
\]

holds. A straightforward calculation gives for every index \( 1 \leq m \leq n \) that

\[
n(I_f(g - Ef) + I_g(f - Ef))_m
\]

\[
= \frac{1}{2n} \sum_{1 \leq i \neq m \leq n} \sum_{1 \leq j \leq n} (f_i + f_m)(g_i - g_j)
\]

\[
+ \left(1 - \frac{1}{2n}\right) \sum_{1 \leq i \neq m \leq n} (f_m + f_i) \sum_{1 \leq j \leq n} (g_m - g_j)
\]

\[
+ \frac{1}{2n} \sum_{1 \leq i \neq m \leq n} \sum_{1 \leq j \leq n} (g_i + g_m)(f_i - f_j)
\]

\[
+ \left(1 - \frac{1}{2n}\right) \sum_{1 \leq i \neq m \leq n} (g_m + g_i) \sum_{1 \leq j \leq n} (f_m - f_j)
\]

\[
= \frac{1}{2n} \sum_{1 \leq i \neq m \leq n} (f_i + f_m) \left( \sum_{1 \leq j \leq n} (g_i - g_j) - \sum_{1 \leq j \leq n} (g_m - g_j) \right)
\]

\[
+ \frac{1}{2n} \sum_{1 \leq i \neq m \leq n} (g_i + g_m) \left( \sum_{1 \leq j \leq n} (f_i - f_j) - \sum_{1 \leq j \leq n} (f_m - f_j) \right)
\]

\[
+ \sum_{1 \leq i \leq n} (g_m - g_i) + \sum_{1 \leq i \leq n} (f_m - f_i)
\]

\[
= \frac{1}{2} \sum_{1 \leq i \leq n} ((f_i + f_m)(g_i - g_m) + (g_i + g_m)(f_i - f_m))
\]

\[
+ \sum_{1 \leq i \leq n} (g_m - g_i + f_m - f_i)
\]

\[
= \sum_{1 \leq i \leq n} (f_i g_i - f_m g_m + g_m - g_i + f_m - f_i)
\]

\[
= \left( \sum_{1 \leq i \leq n} (f_i - 1)(g_i - 1) \right) - n(f_m - 1)(g_m - 1)
\]

\[
= n(E((f - 1)(g - 1)) - (f - 1)(g - 1))_m,
\]
which is what we intended to have.

Let us remember that the dual norm of the vector $k$-norm is
\[
\|x\|_{(k)\ast} = \max \left( \|x\|_\infty, \frac{\|x\|_1}{k} \right) \quad x \in \mathbb{R}^n
\]
(e.g. [2, Ex. IV.2.12]).

Let $\mathfrak{B}_{(k)\ast} = \{ x \in \mathbb{R}^n : \|x\|_{(k)\ast} \leq 1 \}$ denote the closed unit ball of the dual space $(\mathbb{R}^n, \| \cdot \|_{(k)\ast})$. Then the set of extreme points of $\mathfrak{B}_{(k)\ast}$ can be readily described. The result is well-known, but we sketch a short proof for the sake of completeness.

**Lemma 2.2.**
\[
\text{ext } \mathfrak{B}_{(k)\ast} = \left\{ \sum_{i \in S} \pm e_i : S \subseteq \{1, \ldots, n\} \text{ and } |S| = k \right\},
\]
where $e_i$-s denote the standard basis elements of $\mathbb{R}^n$.

**Proof.** Denote $\mathfrak{R}_0$ the points of the $n$-cube $[-1, 1]^n$ which has at most $k$ non-zero coordinates. It is not difficult to see that
\[
\text{conv } \mathfrak{R}_0 = \mathfrak{B}_{(k)\ast}.
\]
In fact, pick a point $v$ in $\mathfrak{B}_{(k)\ast}$ which has at most $k+1$ non-zero coordinates. Denote $v_i$ a coordinate of $v$ which has the smallest non-zero modulus. Obviously, $|v_i| \leq 1$. Now choose a vector $c \in \{-1, 0, 1\}^n$ such that the support of $c$ has cardinality $k$, $i \in \text{supp } c$ and sign $c_i = \text{sign } v_j$ for every $j \in \text{supp } c$. Then it is simple to see that
\[
\frac{v - |v_i|c}{1 - |v_i|} \in \mathfrak{B}_{(k)\ast}.
\]
Iterating the previous process, we arrive a point which has at most $k$ non-zero coordinates. This point is the convex combination of vertices of a proper $k$-cube in $[-1, 1]^n$.

Now we are ready to prove the following proposition.

**Proposition 2.3.** For every $f \in [-1, 1]^n$ and $1 \leq k \leq n$, the operator
\[
I_{f+1}^* : (\mathbb{R}^n, \| \cdot \|_{(k)\ast}) \to (\mathbb{R}^n, \| \cdot \|_{(k)\ast}) / \mathbb{R}, \quad x \mapsto I_{f+1}x + \mathbb{R}
\]
is a contraction.

**Proof.** First, to get an upper bound on the norm of $I_{f+1}^*$, it is enough to calculate the norm of the class $I_{f+1}v$ for every extreme point $v$ of the unit ball $(\mathbb{R}^n, \| \cdot \|_{(k)\ast})$. From Lemma 2.2, we can assume that
\[
v = \sum_{i \in S_+} e_i - \sum_{i \in S_-} e_i
\]
for some disjoint sets $S_+, S_- \subseteq \mathbb{Z}_n$ such that $|S_-| + |S_+| = k$. For any $x, y \in \mathbb{R}^n$ and $0 \leq s \leq 1$, we have $I_{f+1}^*x + (1-s)y = sI_+^* + (1-s)I_-^*$. Furthermore, since the quotient norm is convex, one has
\[
\|I_{f+1}v\|_{(k)\ast} = \min_{\lambda \in \mathbb{R}} \|I_{f+1}v - \lambda I\|_{(k)\ast}
\]
\[
\leq \max_{x \in \{0,2\}^n} \min_{\lambda \in \mathbb{R}} \|I_{f+1}v - \lambda I\|_{(k)\ast}
\]
\[
= \max_{x \in \{0,2\}^n} \min_{\lambda \in \mathbb{R}} \|I_{f+1}v - \lambda I\|_{(k)\ast}.
\]
Next, pick an $x \in \{0,2\}^n$. Set
\[
r_v = \frac{1}{n}(x, v).
\]
In order to prove that \( I_x v \) is in the unit ball of the quotient space, it is enough to show that
\[
\| I_x v - r_v 1 \|_{(k)} \leq 1.
\]
In fact,
\[
\| I_x v - r_v 1 \|_{\infty} = \max_{1 \leq i \leq n} | \langle I_x e_i - n^{-1} x, v \rangle | \\
\leq \max_{1 \leq i \leq n} \| (I_x - n^{-1} x \otimes 1) e_i \| \| v \|_{(k)} \\
\leq \max_{1 \leq i \leq n} \| (I_x - n^{-1} x \otimes 1) e_i \|_1.
\]
Let \( s = \text{card}\{i : x_i = 2\} \). For any \( 1 \leq i \leq n \), note that
\[
\| (I_x - n^{-1} x \otimes 1) e_i \|_1 = \left| 1 - \frac{1}{2n} \sum_{j=1}^{n} (x_i + x_j) \right| + \frac{1}{2n} \sum_{j=1}^{n} |x_i - x_j|
\]
\[
= \begin{cases} 
\frac{a}{n} + \frac{n-a}{n} & \text{if } x_i = 2, \\
(1 - \frac{a}{n}) + \frac{a}{n} & \text{if } x_i = 0
\end{cases}
\]
\[
= 1.
\]
Thus
\[
\| I_x v - r_v 1 \|_{\infty} \leq 1.
\]
Now, let \( P_S \) denote the projection \( \sum_{i=1}^{n} x_i e_i \mapsto \sum_{i \in S} x_i e_i \) on \( \mathbb{R}^n \), where \( S = S_- \cup S_+ \) is the support of \( v \). Then
\[
\| I_x v - r_v 1 \|_1 = \sum_{i=1}^{n} \left| \langle P_S \left( I_x e_i - \frac{1}{n} \right), v \rangle \right|
\]
\[
\leq \sum_{i=1}^{n} \left\| P_S \left( I_x e_i - \frac{1}{n} \right) \right\| \| v \|_{(k)}
\]
\[
\leq \sum_{i=1}^{n} \left\| P_S \left( I_x e_i - \frac{1}{n} \right) \right\|_1
\]
\[
= \sum_{i \in S} \left( 1 - \frac{1}{2n} \sum_{j=1}^{n} (x_i + x_j) \right) + \frac{1}{2n} \sum_{j \in S} |x_i - x_j|
\]
\[+ \sum_{i \notin S} \frac{1}{2n} \sum_{j \in S} |x_i - x_j|
\]
\[
= \sum_{i \in S} \left( 1 - \frac{1}{2n} \sum_{j=1}^{n} (x_i + x_j) \right) + \frac{1}{2n} \sum_{j=1}^{n} |x_i - x_j|
\]
that is,
\[
\| I_x v - r_v 1 \|_1 \leq \sum_{i \in S} \| (I_x - n^{-1} x \otimes 1) e_i \|_1
\]
\[
= |S|.
\]
Hence
\[
\| I_x v - r_v 1 \|_{(k)} \leq 1,
\]
and the proof is complete. \( \Box \)

Let us define the hyperplane
\[
X_0 := \{ x \in \mathbb{R}^n : \exists e \in \mathbb{R}^n \text{ s.t. } \sum_{i=1}^{n} x_i = 0 \} \subseteq \mathbb{R}^n.
\]
Obviously, the dual of the Banach space \((X_0, \| \cdot \|_{(k)})\) is the quotient space \((\mathbb{R}^n, \| \cdot \|_{(k)^*})/\mathbb{R}\). In fact, \(X_0\) is a one co-dimensional subspace of \(\mathbb{R}\), whilst \((y, x - \mathbb{E}x) = 0\) holds for every \(y \in \mathbb{R}^1\). Clearly, \(I_{f+1}1 = 1\). Hence the adjoint of \(I_{f+1}: (X_0, \| \cdot \|_{(k)}) \to (\mathbb{R}^n, \| \cdot \|_{(k)})\) is the operator 
\[
I_{f+1}^* : (\mathbb{R}^n, \| \cdot \|_{(k)^*}) \to (\mathbb{R}^n, \| \cdot \|_{(k)})/\mathbb{R}, \quad x \mapsto I_{f+1}x + \mathbb{R},
\]
of Proposition 2.3. Since \(\|I_{f+1}|X_0\| = \|(I_{f+1}|X_0)^*\|\) (see e.g. [16 Proposition 2.3.10]), a straightforward corollary is the following statement.

**Proposition 2.4.** For every \(f \in [-1, 1]^{n}\), the operator \(I_{f+1}\) is a contraction on the normed space \((X_0, \| \cdot \|_{(k)})\).

Furthermore, this leads us to the next proposition.

**Proposition 2.5.** For every symmetric \(\| \cdot \|\) on \(\mathbb{R}^n\) and \(f \in [-1, 1]^{n}\), \(I_{f+1}\) is a contraction on \((X_0, \| \cdot \|)\).

**Proof.** For every \(x \in X_0\) and \(1 \leq k \leq n\), Proposition 2.4 says that 
\[
\sum_{i=1}^{k} |I_{f+1}x|_{i}^{k} \leq \sum_{i=1}^{k} |x|_{i}^{k}.
\]
Thus the vector \(|I_{f+1}x|\) is weakly majorized by \(|x|\). Now the absolute property of \(\| \cdot \|\) and Ky Fan’s theorem for symmetric norms give that 
\[
\|I_{f+1}x\| = \|I_{f+1}x\| \leq \|x\| = \|x\|,
\]
which is what we intended to have. \(\square\)

Now one can readily prove the following Leibniz inequality for symmetric norms.

**Theorem 2.6.** Let \(\| \cdot \|\) be a symmetric norm on \(\mathbb{R}^n\). For every \(f, g \in \mathbb{R}^n\), we have 
\[
\|fg - \mathbb{E}(fg)\| \leq \|g\|_\infty \|f - \mathbb{E}f\| + \|f\|_\infty \|g - \mathbb{E}g\|.
\]

**Proof.** Without loss of generality, we can assume that \(\|f\|_\infty = \|g\|_\infty = 1\). Applying Proposition 2.1 and Proposition 2.5, it follows that 
\[
\|fg - \mathbb{E}(fg)\| = \|I_{f+1}(g - \mathbb{E}g) + I_{g+1}(f - \mathbb{E}f)\|
\]
\[
\leq \|I_{f+1}|X_0\|\|g - \mathbb{E}g\| + \|I_{g+1}|X_0\|\|f - \mathbb{E}f\|
\]
\[
= \|g - \mathbb{E}g\| + \|f - \mathbb{E}f\|,
\]
and the proof is complete. \(\square\)

**Remark.** One can give a direct proof of Proposition 2.5 via the Calderón–Mityagin interpolation result as we briefly indicate. For an \(x \in \mathbb{R}_2^n\), let us consider the matrix 
\[
L_x = I_x - \frac{1}{n} x \otimes 1.
\]
We note that the off-diagonal part of \(L_x\) is skew-symmetric: \((L_x)_{i,j} = -(L_x)_{j,i}\) for every \(i \neq j\), hence \(\|L_T\|_{1 \rightarrow 1} = \|L_T\|_{\infty \rightarrow \infty}\). From the proof of Proposition 2.3, it follows that 
\[
\|L_T\|_{1 \rightarrow 1} \leq 1 \quad \text{and} \quad \|L_T\|_{\infty \rightarrow \infty} \leq 1.
\]
Moreover, for any symmetric norm \(\| \cdot \|\), the adjoint of \(L_x: (X_0, \| \cdot \|) \to (\mathbb{R}^n, \| \cdot \|), v \mapsto L_x v\), is the operator 
\[
L_x^* : (\mathbb{R}^n, \| \cdot \|) \to (\mathbb{R}^n, \| \cdot \|)/\mathbb{R},
\]
where 
\[
L_x^* v = L_x v + \lambda 1
\]
and $\| \cdot \|_*$ denotes the dual norm. Again, for any $v \in \mathbb{R}^n$, let $r_v = \frac{1}{n} \langle x, v \rangle$. Then

$$
\| I_x v - r_v 1 \|_* = \| I_x v - \frac{1}{n} \langle x, v \rangle \|_*
$$

$$
= \| \langle (I_x - \frac{1}{n} x \otimes 1) e_i, v \rangle \|_*
$$

$$
= \| L^T_i v \|_*.
$$

Since the dual norm $\| \cdot \|_*$ is symmetric, the Calderón–Mityagin theorem says that

$$
\min_{\lambda \in \mathbb{R}} \| I_x v - \lambda 1 \|_* \leq \| L^T_i v \|_* \leq \| v \|_*.
$$

That is,

$$
\| I^*_x \| \leq 1,
$$

and the operator $I_x$ is a contraction on $(\mathbb{X}_0, \| \cdot \|)$.

**Remark.** Perhaps it is appropriate to note that if $x \in [0, 1]^n$ then $I_x$ is doubly stochastic. Hence, the Birkhoff–von Neumann theorem gives that $\| I_x \|_{\| \cdot \| \to \| \cdot \|} \leq 1$ for any permutation invariant norm $\| \cdot \|$ on $\mathbb{R}^n$. Now assume that $f, g$ are nonnegative and $\| f \|_{\infty} = \| g \|_{\infty} = 1$ Then

$$
I_{-f+1}(\mathbb{E}g - g) + I_{-g+1}(\mathbb{E}f - f) = \mathbb{E}(fg) - fg,
$$

and the matrices $I_{-f+1}, I_{-g+1}$ are doubly stochastic as well. A simple corollary is the following statement.

**Theorem 2.7.** Let $\| \cdot \|$ be a permutation invariant norm on $\mathbb{R}^n$. For any nonnegative vectors $f$ and $g$ in $\mathbb{R}^n_+$, we have

$$
\| f g - \mathbb{E}(fg) \| \leq \| g \|_{\infty} \| f - \mathbb{E} f \| + \| f \|_{\infty} \| g - \mathbb{E} g \|.
$$

3. **Derivations and the Leibniz inequality**

To have a description of the Leibniz inequality in terms of derivations, we shall need to introduce the fundamental concepts of Laplacians and related Dirichlet forms on finite sets [13].

3.1. **Laplacians and Dirichlet forms.** We recall that a Laplacian matrix $\Delta$ is a non-positive definite matrix such that its kernel is the subspace $\mathbb{R} 1$ and all of its off-diagonals are non-negative. Let us remember that every Laplacian $\Delta$ determines a Dirichlet form $\mathcal{E}_\Delta(u, v) = -\langle u, \Delta v \rangle$ on $\mathbb{R}^n \times \mathbb{R}^n$. To be precise, for any $f \in \mathbb{R}^n$ let us define the vector

$$
\mathcal{F}_i = \begin{cases} 
0 & \text{if } f_i \leq 0, \\
f_i & \text{if } 0 < f_i < 1, \\
1 & \text{if } 1 \leq f_i.
\end{cases}
$$

A symmetric bilinear form $\mathcal{E}$ is a Dirichlet form if it satisfies the following properties:

(i) $\mathcal{E}(f, f) \geq 0$,

(ii) $\mathcal{E}(f, f) = 0$ if and only if $f \in \mathbb{R} 1$,

(iii) $\mathcal{E}(\mathcal{F}_i, \mathcal{F}_j) \leq \mathcal{E}(f, f)$ (Markovian property).

Actually, there is a one-to-one correspondence between the Laplacians and the Dirichlet forms on finite sets, see [13] Proposition 2.1.3.

On the other hand, it is simple to see that

$$
|f_i g_i - f_j g_j| = |f_i g_i - f_j g_i + f_j g_i - f_j g_j|
$$

$$
\leq \| g \|_{\infty} |f_i - f_j| + \| f \|_{\infty} |g_i - g_j|,
$$

hence the Leibniz inequality

$$
\mathcal{E}^{1/2}(fg, fg) \leq \| g \|_{\infty} \mathcal{E}^{1/2}(f, f) + \| f \|_{\infty} \mathcal{E}^{1/2}(g, g)
$$
follows immediately (see [13, p. 281]).

Now let \( f \in \mathbb{R}^n \) and \( P \) denote the orthogonal projection \( f \mapsto \frac{1}{n} \sum_{i=1}^n f_i 1 \) with respect to the usual inner product on \( \mathbb{R}^n \). Then the operator

\[
\Delta_u = P - I_n = \frac{1}{n} \begin{pmatrix} 1 - n & 1 & \ldots & 1 \\ 1 & 1 - n & \ldots & 1 \\ \vdots & \ddots & \ddots & \vdots \\ 1 & \ldots & 1 & 1 - n \end{pmatrix}
\]

is a Laplacian and

\[
\mathcal{E}_{\Delta_u}(f, f) = \| f - Ef \|_2^2,
\]

where \( \| \cdot \|_2 \) denotes the usual \( l_n^2 \)-norm.

### 3.2. Derivations and the Leibniz inequality.

Let \( \mu \) be in general a probability measure on the set \( S_n \). Then the variance of any random vector \( f \) can be written as the Dirichlet form

\[
\sigma_\mu^2(f; \mu) = -(f, \Delta_{\mu} f) = \frac{1}{2} \sum_{x, y \in S_n} (f(x) - f(y))^2 \mu(x) \mu(y),
\]

where the off-diagonal part of the Laplacian \( \Delta_{\mu} \) is \( (\Delta_{\mu})_{i,j} = \mu(i)\mu(j), 1 \leq i \neq j \leq n \). Then the deviation \( \sigma_\mu^2(f; \mu) \) can be represented as the \( L^2 \)-norm of the gradient vector \( \partial_u f \), where \( \partial_u \) is the universal derivation \( \partial_u f = f \otimes 1 - 1 \otimes f \), in the Hilbert space \( L^2(S_n \times S_n, \mu \otimes \mu) \).

To obtain \( \sigma_p \) as a norm of a derivation we need a refined approach. Let us consider the matrix algebra \( M_n(\mathbb{R}) = \ell_n^\infty \otimes \ell_n^\infty \) endowed with the Hilbert–Schmidt inner product as a bimodule over the finite dimensional algebra \( \ell_n^\infty \), where the left and right actions are defined by linearity from

\[
a(b \otimes c)d = ab \otimes cd.
\]

Define the derivation \( \partial : \ell_n^\infty \to M_n(\mathbb{R}) \) by

\[
\partial f = \frac{1}{\sqrt{2n}}(f \otimes 1 - 1 \otimes f),
\]

which satisfies the Leibniz equality, i.e. \( \partial(fg) = \partial f \cdot g + f \cdot \partial g \). The adjoint operator \( \partial^* \), defined by \( \text{Tr}(A^T \partial f) = (\partial^* A, f) \) for any \( A \in M_n(\mathbb{R}) \), is the operator

\[
(\partial^* A)_i = -\frac{1}{\sqrt{2n}}(A(1 \otimes 1) - (1 \otimes 1)A)_{ii}.
\]

Indeed, let \( \iota \) denote the canonical embedding of the algebra \( \ell_n^\infty \) into \( M_n(\mathbb{R}) \) as the diagonal algebra. Then one has that

\[
\partial f = \frac{1}{\sqrt{2n}}((\iota f)1 \otimes 1 - 1 \otimes 1(\iota f)).
\]

Since the extended derivation \( d : A \mapsto A(1 \otimes 1) - (1 \otimes 1)A \) is a skew adjoint map on \( M_n(\mathbb{R}) \) with respect to the Hilbert–Schmidt inner product, we get \( \partial^* = -\iota^* d \).

An elementary calculation implies the following lemma, whence we omit its proof.

**Lemma 3.1.** One has the decomposition

\[
-\Delta_u = \partial^* \partial.
\]

Then the following definition is quite natural.

**Definition.** Fix a symmetric norm \( \| \cdot \| \) on \( \mathbb{R}^n \) and let \( \| \cdot \|_* \) denote its dual norm. We define a seminorm on the matrix algebra \( M_n(\mathbb{R}) \) by

\[
\| A \|_d = \max \{ \text{Tr}(A^T \partial f) : \| f \|_* \leq 1 \}.
\]
The next proposition links the differential calculus \((M_n(\mathbb{R}), \partial)\) over \(\ell_\infty^n\) with the norms of centered vectors.

**Proposition 3.2.** Let \(f = (f_1, \ldots, f_n) \in \ell_\infty^n\) and \(\|\cdot\|\) be a symmetric norm on \(\mathbb{R}^n\). Then the equality

\[
\left\| \frac{1}{n} \sum_{i=1}^n f_i 1 \right\| = \|\partial f\|_{\partial}
\]

holds.

**Proof.** From Lemma 3.1 and duality

\[
\|\Delta u\|_f = \|\partial^* \partial f\| = \max \left\{ \langle \partial^* \partial f, g \rangle : \|g\|_* \leq 1 \right\} 
\]

\[
= \max \left\{ \text{Tr}(\partial f^T \partial g) : \|g\|_* \leq 1 \right\} 
\]

\[
= \|\partial f\|_{\partial}. 
\]

□

The next theorem shows a certain module property of the seminorm \(\|\cdot\|_\partial\).

**Theorem 3.3.** For any \(f\) and \(g\) \(\in \mathbb{R}^n\),

\[
\|\partial f \cdot g\|_\partial \leq \|g\|_\infty \|\partial f\|_\partial,
\]

\[
\|g \cdot \partial f\|_\partial \leq \|g\|_\infty \|\partial f\|_\partial.
\]

**Proof.** First, we have

\[
(\partial f \cdot g)_{ij} = g_j(\partial f)_{ij} \quad \text{and} \quad (g \cdot \partial f)_{ij} = g_i(\partial f)_{ij}.
\]

For any \(a \in \mathbb{R}^n\), note that \(I_g + a \otimes 1 = I_g\) holds on the subspace \(\mathcal{X}_0 = (I_n - P)\mathbb{R}^n\). Thus

\[
I_{g+1} = I_{g+1} - \frac{1}{n} \otimes 1 = \Theta_g \quad \text{on} \quad \mathcal{X}_0.
\]

From Proposition 2.5

\[
\|\Theta_g h\| \leq \|g\|_\infty \|h\| \quad \text{for any} \quad h \in \mathcal{X}_0.
\]

On the other hand, a direct calculation shows that

\[
\langle h, \Theta_g f \rangle = \frac{1}{2n} \sum_{i,j=1}^n (f_i - f_j)(g_i + g_j) h_i = \frac{1}{2n} \sum_{i,j=1}^n (f_i - f_j) g_i (h_i - h_j)
\]

\[
= \text{Tr}((g \cdot \partial f)^T \partial h).
\]

Thus

\[
\|g \cdot \partial f\|_\partial = \max \{ \langle h, \Theta_g f \rangle : \|h\|_* \leq 1 \}
\]

\[
= \|\Theta_g f\|
\]

\[
= \|\Theta_g((I - P)f \oplus P f)\|
\]

\[
= \|\Theta_g(I - P)f\|
\]

\[
\leq \|g\|_\infty \|I - P\| \|f\|
\]

\[
\leq \|g\|_\infty \|\partial f\|_{\partial}.
\]

The same argument gives that \(\|\partial f \cdot g\|_\partial \leq \|g\|_\infty \|\partial f\|_{\partial}\) holds, hence the proof is complete. □

We saw in Theorem 2.6 that the Leibniz inequality holds with symmetric norms. Now one can provide a transparent reformulation of the proof relying upon the previous results.
Proof of Theorem 2.6.
\[
\left\| fg - \frac{1}{n} \sum_{i=1}^{n} f_{i}g_{i}1 \right\| = \| \partial^{*} \partial(fg) \| = \| \partial^{*}(\partial f \cdot g) + \partial^{*}(f \cdot \partial g) \|
\]
\[
\leq \| \partial f \cdot g \|_{\partial} + \| f \cdot \partial g \|_{\partial}
\]
\[
\leq \| g \|_{\infty} \| \partial f \|_{\partial} + \| f \|_{\infty} \| \partial g \|_{\partial}
\]
\[
= \| g \|_{\infty} \| f \| - \frac{1}{n} \sum_{i=1}^{n} f_{i}1 + \| f \|_{\infty} \| g \| - \frac{1}{n} \sum_{i=1}^{n} g_{i}1.
\]
\[
\tag{3.3}
\]
\[
\square
\]

At this point one can ask if the inequality (3.3) holds for every \( f, g \) and \( h \) in \( \mathbb{R}^{n} \) and a normed bimodule structure might appear on a certain subspace of \( M_{n}(\mathbb{R}) \). Then the strong Leibniz inequality would be an immediate corollary of (3.3) due to the derivation rule \( \partial f^{-1} = -f^{-1}(\partial f)f^{-1} \).

Unfortunately, this is rarely the case as we can now see. Let us consider the seminorm \( \| \cdot \|_{1,\partial} \equiv \| \partial^{*} \cdot \|_{1} \) on \( M_{n}(\mathbb{R}) \). Then, with choice of the vectors \( f = h = (1, -1, 1, 1) \) and \( g = (1, -1, 0, 0) \) in \( \mathbb{R}^{4} \), one has
\[
\| \partial g \|_{1,\partial} < \| f(\partial g)h \|_{1,\partial}.
\]

However, in the case of \( \| \cdot \|_{2,\partial} \) seminorm one can apply the differential calculus invented by Cipriani and Sauvageot \[7\] in order to prove (3.3) (see Proposition (3.6) below).

Interestingly, our numerical experiences support the conjecture that all the above seminorms in Theorem 2.6 are strongly Leibniz but we shall leave open this question. The crucial point in the previous proof of Theorem 2.6 and in the failure of (3.3) is the decomposition \( -\Delta_{n} = \partial^{*} \partial \) which depends heavily on the Hilbert–Schmidt inner product. Another decomposition would emerge from the aforementioned Hilbert bimodule structure on \( M_{n}(\mathbb{R}) \) used by Cipriani and Sauvageot. This is the content of the next section.

3.2.1. Cipriani–Sauvageot differential calculus. Here we shall briefly describe the Hilbert bimodule structure introduced in \[7\] (the interested reader might see \[22\] as well). The motivation there was to prove that any regular \( C^{*} \)-Dirichlet form can be represented as a quadratic form associated to a closable derivation. To have a natural connection with the previous sections of the paper, we shall only describe their algebraic construction in the real finite dimensional case.

Let us consider the left and right actions of \( \ell_{n}^{\infty} \) on \( \ell_{n}^{\infty} \otimes \ell_{n}^{\infty} = M_{n}(\mathbb{R}) \) by linearity from
\[
a(b \otimes c) = ab \otimes c - a \otimes bc
\]
\[
(b \otimes c)d = b \otimes cd.
\]

Let \( \mathcal{E} \) be a Dirichlet form on the set \( S_{n} = \{1, \ldots, n\} \). Then a positive bilinear form on \( M_{n}(\mathbb{R}) \) is given by
\[
(c \otimes d, a \otimes b)_{\mathcal{H}} = \frac{1}{2} (\mathcal{E}(c, ab) + \mathcal{E}(cdb, a) - \mathcal{E}(db, ca)).
\]

The Hilbert space \( \mathcal{H} \) is obtained by taking the factor space by the zero-norm subspace and then the completion. As a result, we get \( \mathcal{H} \) is a Hilbert bimodule over \( \ell_{n}^{\infty} \) \[7\] Theorem 3.7]. Furthermore, the map \( \partial_{0} : \ell_{n}^{\infty} \rightarrow \mathcal{H} \) defined by
\[
\partial_{0}f = f \otimes 1
\]
Proof. From Lemma 3.4 notice that the Leibniz equality \( \partial_0(fg) = \partial_0 f \cdot g + f \cdot \partial_0 g \) is satisfied. Interestingly, from \([7, \text{Theorem 4.7}]\) one has the equality

\[
\mathcal{E}'(f, f) = \|\partial_0 f\|^2_H.
\]

We know that there is a one-to-one correspondence between Dirichlet forms on finite sets and Laplace matrices, hence every Laplace matrix \( \Delta \) can be decomposed as

\[
-\Delta = \partial_0^* \partial_0,
\]

where \( \partial_0^* \) is the adjoint given by the formula \( (\partial_0 f, a \otimes b)_H = (f, \partial_0^*(a \otimes b)) \) (see \([7, \text{Theorem 8.2}]\) for the general case).

Now let us consider the Dirichlet form \( \mathcal{E}_{\Delta_u} \) determined by \(-\Delta_u = I - P\). First, let us calculate \( \partial_0^* \) with respect to the inner product defined by \( \mathcal{E}_{\Delta_u} \).

**Lemma 3.4.** The adjoint of the operator \( \partial_0 : \ell_n^\infty \to H \) is the linear map

\[
(\partial_0^*(a \otimes b))_i = \frac{1}{2n} \sum_{j=1}^{n} (a_i - a_j)(b_i + b_j), \quad 1 \leq i \leq n.
\]

**Proof.** A little computation shows that

\[
\langle \partial_0^*(a \otimes b), c \rangle = \langle a \otimes b, c \otimes 1 \rangle_H
= \mathcal{E}_{\Delta_u}(c, ab) + \mathcal{E}_{\Delta_u}(a, bc) - \mathcal{E}_{\Delta_u}(b, ac)
= \frac{1}{2n} \sum_{i,j=1}^{n} (a_ib_i(c_i - c_j) + b_ic_i(a_i - a_j) - a_ic_i(b_i - b_j))
= \frac{1}{2n} \sum_{i=1}^{n} c_i \left( \sum_{j=1}^{n} (a_ib_i - b_ia_j + a_ib_j - a_jb_j) \right)
\]

hence the proof is complete. \(\square\)

Notice that we have \( \partial_0^*(a \otimes b) = \Theta_{ba} \) with the notations of Section 2.

**Lemma 3.5.** For any \( f, g \) and \( h \in \ell_n^\infty \),

\[
(\partial_0^*(f(\partial_0 g)h))_i = \frac{1}{2n} \sum_{j=1}^{n} (g_i - g_j)(f_jh_j + f_fh_i).
\]

**Proof.** From Lemma 3.4 notice that

\[
\partial_0^*(f(\partial_0 g)h) = \partial_0^*(f g \otimes h - f \otimes gh) = \partial_0^*(f_ih_j(g_i - g_j))_{i,j}
= \left( \frac{1}{2n} \sum_{j=1}^{n} (f_jh_j + f_fh_i)(g_i - g_j) \right)_{1 \leq i \leq n},
\]

which is what we intended to have. \(\square\)

The previous lemmas show that the adjoint operators \( \partial_0^* \) and \((2n)^{-1/2} \partial^* \) in (3.2) are the same on the subspace of matrices with zero diagonal and

\[
(3.6) \quad \partial_0^*(f(\partial_0 g)h) = \partial^*(f(\partial g)h)
\]

(the actions on both sides depend on the derivations \( \partial \) in (3.1) and \( \partial_0 \)). This means that no matter the decomposition \(-\Delta_u = \partial^* \partial \) or \(-\Delta_u = \partial_0^* \partial_0 \) is taken, we need to overcome exactly the same inequalities to obtain the (strong) Leibniz property.

Now we can prove the following bimodule property of the norm \( \| \cdot \|_{2,0} \) of the previous section.
Proposition 3.6. For any \( f, g \) and \( h \in \ell^\infty_n \),
\[
\| \partial^n (f(\partial g)h) \|_2 \leq \| f \|_\infty \| g \|_\infty \| \partial^n \partial g \|_2.
\]

Proof. Notice that (3.6) guarantees that it is enough to prove the inequality
\[
\| \partial^n_0 (f(\partial g)h) \|_2 \leq \| f \|_\infty \| g \|_\infty \| \partial^n_0 \partial g \|_2.
\]
Since \( \Delta_u \) is an orthogonal projection in \( \ell^2_n \), for any \( x \in \mathbb{R}^n \),
\[
\| \Delta_u x \|_2 = \langle - \Delta_u x, x \rangle^{1/2} = \| \partial_0 x \|_H,
\]
where we used formula (3.4).

We observe that \( \| \partial^n A \|_2 \leq \| A \|_H \) for any \( A \in M_n(\mathbb{R}) \). Indeed, for any \( x \in \mathbb{R}^n \),
the Cauchy–Schwarz inequality and the previous equality imply
\[
\langle \partial^n_0 A, \partial^n_0 A \rangle_H \leq \| A \|_H \| \partial_0 \partial^n_0 A \|_H = \| A \|_H \| \Delta_u \partial^n_0 A \|_2 \leq \| A \|_H \| \partial^n_0 A \|_2.
\]
Furthermore, [7, Theorem 3.7] gives the inequality
\[
\| f(\partial g)h \|_H \leq \| f \|_\infty \| h \|_\infty \| \partial_0 g \|_H
\]
for any \( f, g \) and \( h \in \ell^\infty_n \).

Combining these observations, we get
\[
\| \partial^n_0 (f(\partial g)h) \|_2 \leq \| f(\partial g)h \|_H
\]
\[
\leq \| f \|_\infty \| h \|_\infty \| \partial_0 g \|_H
\]
\[
= \| f \|_\infty \| h \|_\infty \| \partial^n_0 \partial g \|_2,
\]
so the proof is complete. \( \square \)

3.2.2. Rieffel’s non-commutative Riemann metric. In [20] Rieffel introduced the concept of the non-commutative Riemann metric that turns out to be a rich source of strongly Leibniz seminorms in finite dimensional \( \mathbb{C}^* \)-algebras. They provide us with an alternative way to obtain the Laplacian \( \Delta_u \) as the divergence of a derivation. In short, a non-commutative Riemann metric is a normed first order differential calculus \((\Omega, \partial)\) over a \( \mathbb{C}^* \)-algebra \( \mathcal{A} \) with an \( \mathcal{A} \)-valued correspondence \((\cdot, \cdot)_\mathcal{A} \) defined on \( \Omega \), see [20, Section 3]. In particular, let us define the \( \ell^\infty_n \)-valued pre-inner product on the algebraic tensor product \( \ell^\infty_n \otimes \ell^\infty_n \) by
\[
(c \otimes d, a \otimes b)_{\ell^\infty_n} = bd\Gamma_{\Delta_u}(a, c),
\]
where \( \Gamma_{\Delta_u} \) is the carré-du-champ operator
\[
\Gamma_{\Delta_u}(a, c) = a\Delta_u c + c\Delta_u a - \Delta_u(ac).
\]

Then
\[
\frac{1}{n} \epsilon_{\Delta_u}(f, g) = E(\Gamma_{\Delta_u}(f, g)) = Cov_u(f, g),
\]
where \( E \) and \( Cov_u \) denotes the expected value and the covariance with respect to the uniform probability measure. A positive bilinear form on \( \ell^\infty_n \otimes \ell^\infty_n \) is given by
\[
(c \otimes d, a \otimes b)_{\mathcal{H}} = E(bd\Gamma_{\Delta_u}(a, c)).
\]
It is simple to see that
\[
(c \otimes d, a \otimes b)_{\mathcal{H}} = E(bcd\Delta_u a + abd\Delta_u c - bd\Delta_u(ac))
\]
\[
= \frac{1}{2n}(\partial^n_0(c, ab) + \partial^n_0(bcd, a) - \partial^n_0(bd, ac)).
\]
which essentially agrees with the bilinear form used by Cipriani and Sauvageot and leads to (3.5).
4. An example

The failure of the bimodule inequality (3.3) in the previous section suggests the following finite dimensional example of a Leibniz seminorm that is not strongly Leibniz. Such an example seems to have been unnoticed so far (see [21] p. 54).

Let us define the Laplace matrix
\[ \Delta_3 = \begin{bmatrix} -2 & 1 & 1 \\ 1 & -1 & 0 \\ 1 & 0 & -1 \end{bmatrix}. \]

Then the seminorm
\[ L(f) = \|\Delta_3 f\|_\infty \]
defined on \( \mathbb{R}^3 \) is a Leibniz seminorm that is not strongly Leibniz.

In fact, let us choose the vector \( f = (-0.1, 0.1, -0.2)^T \). A direct calculation gives that the inequality \( L(1/f) \leq |1/f|_\infty^2 L(f) \) does not hold. For the Leibniz rule, let us consider the decomposition
\[ \Delta_3 (fg) = \Pi(f)g + \Pi(g)f, \]
where
\[ \Pi(x) = \frac{1}{2} \begin{bmatrix} -(2x_1 + x_2 + x_3) & x_1 + x_2 & x_1 + x_3 \\ x_1 + x_2 & -(x_1 + x_2) & 0 \\ x_1 + x_3 & 0 & -(x_1 + x_3) \end{bmatrix}. \]

Then
\[ \|\Pi(f)g\|_\infty \leq \|f\|_\infty \|\Delta_3 g\|_\infty \quad \text{and} \quad \|\Pi(g)f\|_\infty \leq \|g\|_\infty \|\Delta_3 f\|_\infty. \]

Indeed, without loss of generality, we can assume that \( \|f\|_\infty = 1 \). The function \( f \mapsto \|\Pi(f)g\|_\infty \) is convex on the cube \([-1, 1]^3 \), hence it attains its maximum if \( f \) is in the vertex set \( \{-1, 1\}^3 \). In addition,
\[ \|\Pi(f)g\|_\infty = \max(|\varepsilon_{12}(g_1 - g_2) + \varepsilon_{13}(g_1 - g_3)|, |\varepsilon_{12}(g_1 - g_2)|, |\varepsilon_{13}(g_1 - g_3)|), \]
where \( \varepsilon_{ij} = \frac{f_i + f_j}{2} \in \{-1, 0, 1\} \). Then it is straightforward to see that
\[ \|\Pi(f)g\|_\infty \leq \|\Delta_3 g\|_\infty = \max(|g_1 - g_2 + g_1 - g_3|, |g_1 - g_2|, |g_1 - g_3|). \]

We can derive similarly the rest of the statement, which gives the requested result.

It would be interesting to know if the Leibniz inequality
\[ \|\Delta(fg)\| \leq \|f\|_\infty \|\Delta g\| + \|g\|_\infty \|\Delta f\| \]
holds for every \( n \times n \) Laplacian \( \Delta \). This would be a particular discrete version of the Kato–Ponce inequality studied intensively in PDEs, see e.g. [10], [9] and [4].

5. An application: the continuous case

In probability theory and statistics central moments and absolute central moments are primary objects which usually appear in estimates of probability distribution and their characteristic functions. M. Rieffel proved that the standard deviation is a strongly Leibniz seminorm in commutative and non-commutative probability spaces. He even extended these results to the case of matricial seminorms on a unital \( C^* \)-algebra [21].

We are now in a position to prove the Leibniz inequality for higher order absolute moments of bounded real-valued random variables.

Here is one of the main results of the paper.

**Theorem 5.1.** Let \((S, \mathcal{F}, \mu)\) be a probability space and \(1 \leq p < \infty\). For any real \( f \) and \( g \in L^\infty(S, \mu)\), we have
\[ \|fg - \mathbb{E}(fg)\|_p \leq \|g\|_\infty \|f - \mathbb{E}f\|_p + \|f\|_\infty \|g - \mathbb{E}g\|_p. \]
Proof. The statement is a corollary of Theorem 2.6 and the equivalence of Proposition 2.1 proved in [1]. □

It would be interesting to have similar estimates in rearrangement invariant Banach function spaces.
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