A deep Convolutional Neural Network for topology optimization with strong generalization ability
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Abstract This paper proposes a deep Convolutional Neural Network (CNN) with strong generalization ability for structural topology optimization. The architecture of the neural network is made up of encoding and decoding parts, which provide down- and up-sampling operations. In addition, a popular technique, namely U-Net, was adopted to improve the performance of the proposed neural network. The input of the neural network is a well-designed tensor where each channel includes different information for the problem, and the output is the layout of the optimal structure. To train the neural network, a large dataset is generated by a conventional topology optimization approach, i.e. SIMP. The performance of the proposed method was evaluated by comparing its efficiency and accuracy with SIMP on a series of typical optimization problems. Results show that a significant reduction in computation cost was achieved with little sacrifice on the performance of design solutions. Furthermore, the proposed method can intelligently give a less accurate solution to a problem with the boundary condition not included in the training dataset.
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1 Introduction

Since the seminal paper of Bendsoe and Kikuchi (1988), studies on structural topology optimization problems, which can be traced back to Michell (1904), have made tremendous progress. A variety of numerical methods have sprung up later, including SIMP (Bendsoe, 1989; Zhou and Rozvany, 1991; Rozvany et al., 1992), evolutionary approaches (Xie and Steven, 1993), moving morphable components (Guo et al., 2014; Zhang et al., 2018), level-set method (Wang et al., 2003; Allaire et al., 2004; Du et al., 2018), and others. However, the computational cost is still one of the main obstacles preventing the adoption of topology optimization methods in practice, in particular for large structures (Sigmund and Maute, 2013).

With the recent boost of machine learning algorithms and advances in graphics processing units (GPU), machine learning (ML), especially the deep learning, has been seen to make many successful stories in various fields, including automatic drive, image recognition, natural language processing, and even art. It may shed light on accelerating the adoption of topology optimization in more design practices. Recently, a few attempts have been seen to apply ML on topology optimizations (Lei et al., 2018; Sosnovik and Oseledets, 2017; Banga et al., 2018; Yu et al., 2018), microstructural materials design (Yang et al., 2018) and additive manufacturing (Nagarajan et al., 2018). Theoretically, the optimal layout of the material is a complicated function of the initial conditions based on the optimization objective and constraints. The neural network is good at fitting a complicated function and this characteristic makes it possible for the neural network to fit a target function which can directly give us a good structure without any iteration and effectively reduce computational time.

Sosnovik and Oseledets (2017) first introduced the deep learning model to topology optimization and improved the efficiency of the optimization process by formulating the problem as an image segmentation task.
His deep neural network model could map from the intermediate result of the SIMP method to the final structure of the design, which effectively decreased the total time consumption. However, his work did not consider the initial conditions for topology optimization, and the accuracy of the result heavily relies on the first few iterations. Banga et al. (2018) proposed a deep learning approach based on a 3D encoder-decoder Convolutional Neural Network architecture for accelerating 3D topology optimization and to determine the optimal computational strategy for its deployment. Elaborating as Sosnovik and Oseledets (2017), this method also takes the intermediate result of the conventional method as the input of the neural network. It could cut down some time needed because of the reduction of iterations, but it can not completely replace the traditional method.

Lei et al. (2018) developed a ML driven real-time topology optimization paradigm under the Moving Morphable Component-based solution framework. Their approach can reduce the dimension of parameter space and enhance the efficiency of the ML process substantially. The ML models used in the approach were the supported vector regression and the K-nearest-neighbors. Rawat and Shen (2018) proposed a new topology design procedure to generate good-performance structures using an integrated Generative Adversarial Network (GAN) and CNN architecture. But only volume fraction, penalty and radius of the filter are changeable in this method. All other initial conditions including force and boundary conditions must be fixed. Guo et al. (2018) proposed an indirect low-dimension design representation to enhance topology optimization capabilities, which can simultaneously improve computational efficiency and solution quality. Yu et al. (2018) also used the GAN and CNN to propose a deep learning-based method, which can predict an optimized structure for a given boundary condition and optimization setting without any iteration. However, the neural network model trained by a large dataset in his research could work under only one boundary condition. Therefore, it is impractical to work in the real world because the time needed for preparing the dataset and training the model is much longer than the traditional SIMP method. To reduce time on preparing data for training, Cang et al. (2019) proposed a theory-driven learning mechanism which uses domain-specific theories to guide the learning, thus distinguishing itself from purely data-driven supervised learning. Oh et al. (2019) proposes an artificial intelligent (AI)-based deep generative design framework that is capable of generating numerous design options which are not only aesthetic but also optimized for engineering performance.

In this study, a deep CNN model with strong generalization ability is proposed to solve topology optimization problems. The input of our network is a multi-channel array with each channel representing different initial conditions and the output is a segmentation mask with each element represents the probability of reservation. The evaluation result shows that the proposed method can predict a near-optimal structure in negligible time. The main novelty of this work is the strong generalization ability of the proposed deep CNN. It can give a less accurate solution to the topology optimization problems with the different boundary conditions even though the CNN was trained on one boundary condition. The proposed method will be useful in the preliminary design stage as the well-trained neural network is able to deliver a rough result which provides the designers with a general idea within a very short time.

2 Overview of neural networks

2.1 Artificial neural networks and convolutional neural networks

Artificial neural networks (ANN), inspired by animal nervous systems, is one of the most prevalent and successful algorithms in machine learning. The basic component of the neural network is a neuron, which is a mathematical approximation of real neurons. In neural systems, a neuron could accept signals from other neurons, and if the aggregated signals exceed the threshold, the neuron is fired and then sends a signal to the related ones. In ANNs, a neuron is an abstract computation unit, receiving inputs from the former neurons and returning an output to other neurons, which can be mathematically expressed as:

$$y = f(z) = f(w^T x + b)$$

(1)

where \(x\) is the \(n\) dimensional input vector, \(w\) is the \(n\) dimensional weight factor vector, and \(b\) is the bias vector. The reason why ANNs have powerful fitting capabilities lies in \(f(z)\), which is known as an activation function and is usually a non-linear function. There are several commonly used activation functions, including the sigmoid function, the hyperbolic tangent activation function \(tanh(x)\) and the ReLU function (Nair and Hinton, 2010). They map a linear input \(w^T x + b\) to a non-linear form to strengthen the expression capabilities of a network.

The prevalence of neural networks in recent years mainly stems from the wide application of convolutional
neural networks. Early in the nineties of the last century, Lecun et al. (1998) introduced the convolution operation to ANNs for handwritten numeral recognition, and with the growth of data and computation capabilities, CNNs are widely applied in computer vision, natural language processing and other relevant fields. In CNNs the inner product part $w^T x + b$ is replaced by convolution operation and for 2-D images, convolution is defined as:

$$w(x, y) * f(x, y) = \sum_{s=-a}^{a} \sum_{t=-b}^{b} w(s, t) f(x + s, y + t)$$  \hspace{1cm} (2)

where $*$ denotes the convolution operation; $f(x, y)$ denotes the input image; $w(x, y)$ denotes the convolution kernel.

A modern CNN architecture is a stack of layers including convolution layers for convolution operation, pooling layers for dimension reduction and fully connection layers (or dense layers) which work like common ANNs. Some advanced CNNs have more complicated topology network architecture for different tasks. For example, GoogLeNet (Szegedy et al., 2014; Ioffe and Szegedy, 2015; Szegedy et al., 2016) introduced "inception module" which combines convolution with various kernels for feature infusion. ResNet (He et al., 2016) proposed skip-connection for training very deep CNNs.

2.2 Semantic segmentation

The semantic segmentation in computer vision is the process of classifying each pixel to a specific category in a given image. Take the self-driven car as an example: each pixel in the image from the front cameras is classified as the road, pedestrian or other vehicles by the neural network so that the self-driven cars could understand the scene in front of themselves. The goal of the topology optimization is to determine whether each element of a structure should be retained or discarded after the optimization algorithm, which can be taken as classifying pixels into two categories. In this sense, topology optimization is equivalent to the semantic segmentation.

Semantic segmentation has realized great achievements with the help of CNNs in recent years. Traditional semantic segmentation algorithms highly rely on hand-design features for the input image, such as color or texture distribution. But in the CNN based methods, these features can be learned automatically through convolution operation so that the segmentation process is greatly simplified. In this sense, each convolution operation can be deemed as a feature extractor which could discover proper features and reduce man-made recognition bias for the segmentation tasks. Shelhamer et al. (2014) firstly introduced CNNs in the field of semantic segmentation and named their segmentation network as fully convolutional networks (FCN) since they discarded all the dense layers in their network. Badrinarayanan et al. (2017) trained a neural network based on the encoder-decoder architecture and proposed an "unpooling" operation for upsampling low-resolution images. To improve the performance of encoder-decoder architecture, Ronneberger et al. (2015) proposed a U-shape architecture to implement feature map fusion with shallow and deep layers and named the proposed architecture as U-Net. The key of U-Net lies in the feature fusion. As the network becomes deeper, the feature map encodes more semantic information but loses spatial information since the resolution is reduced. So it is hard for traditional CNNs to strike a balance between semantic and spatial information and achieve a good performance in the segmentation task. While in the U-Net architecture, the shallow layers with spatial information are combined with deeper layers which encode more semantic information, so that the network could utilize the information in all layers and the performance of the network is improved.

3 The typical topology optimization problem

In this study, the proposed method is described alongside with the classical compliance minimization problem solved by SIMP, while other optimization problems are also fit to the framework in principle. The compliance minimization problem is formulated as follows:

$$\min_x : \ c(x) = \sum_{e=1}^{N} E_e(x_e) u_e^T k_0 u_e$$  \hspace{1cm} (3)

subjected to: \hspace{1cm} \frac{V(x)}{V_0} = f, \hspace{1cm} (4)

$$KU = F,$$  \hspace{1cm} (5)

$$0 \leq x_{min} \leq x \leq 1$$  \hspace{1cm} (6)

where $c$ is the compliance, $K$ is the global stiffness matrix, $U$ and $F$ are the displacement and force vectors, respectively, $u_e$ is the element displacement vector, $k_0$ is the element stiffness matrix for an element with fully distributed solid material, $x$ is the vector of design variables (i.e. the element relative densities), $x_{min}$ is the
lower bound, which aims to avoid singularity, \( N \) is the number of elements used to discretize the design domain, \( V(x) \) and \( V_0 \) are the material volume and design domain volume, respectively, and \( f \) is the prescribed volume fraction.

### 4 The proposed deep CNN

#### 4.1 The input and output of the neural network

For preparing the input of the neural network, a dataset of 80000 samples was generated with the 88 lines of code (Andreassen et al., 2011) which uses the SIMP method. It is worth mentioning that it is actually not necessary to use the SIMP method, other structural topology optimization methods can serve the same purpose. The volume fraction, number of forces and direction of each force are three uniform distributed variables in the initial conditions. The details of the samples are listed as follows:

1) Resolution: \( 40 \times 80 \)
2) Cantilever beam boundary condition (Fig.1)
3) Volume fraction: 0.2 - 0.8 (Uniform distribution)
4) Penalty factor: 3
5) Filtering radius: 1.5
6) Number of forces: 1 - 10 (Uniform distribution)
7) Direction of each force: \( X^+ \), \( X^- \), \( Y^+ \), \( Y^- \) (Uniform distribution)

The input of the neural network is a \( 41 \times 81 \times 6 \) tensor which includes the initial displacement field, strain field and volume fraction. Therefore, nodal displacements and strains must be calculated by finite element method under the assumption that all elements’ relative densities are equal to the volume fraction. A similar idea was proposed in Gao et al. (2017)’s paper where authors used the initial stress field to predict a good ground structure. Fig.1 shows an example of the input with the volume fraction equal to 0.3. The first two channels of the input tensor represent the nodal displacements in \( X \) and \( Y \) directions, respectively. The next three channels are made up of the nodal normal strains \( \varepsilon_{xx}, \varepsilon_{yy} \) and shearing strain \( \gamma_{xy} \). All the numbers of the last channel are identical to the volume fraction.

The output of the MATLAB code (Andreassen et al., 2011) gives the layout of the optimized structure under the given condition in the form of relative density, which is a \( 40 \times 80 \) matrix with elements ranging from 0 to
1. It can be taken as a probability matrix representing the probability that a pixel should be retained. Hence, the optimal design can be directly treated as the goal output of the neural network.

To efficiently train the neural network and accurately evaluate its performance, all the samples are divided into the training set, validation set and test set with a ratio of 8:1:1.

4.2 The architecture of the neural network

Our network could be divided into two parts:

1) Encoding part: down-sampling the given array and return a dimension reduced array;

2) Decoding part: up-sampling the given array and return a dimension ascended array.

Fig. 2 shows the architecture of the neural network. Considering the fact that the input of our network is the node condition and the output is the element solution, the input tensor needs to be modified before sent to encoding blocks. The input tensor with 6 channels is firstly sent to a convolution layer with no padding to reduce the shape. The next 3 blocks are encoding blocks with each block consisting of 2 convolution layers, 2 batch norm layers, and 1 pooling layer, so an input tensor is convoluted, normalized and pooled in each encoding block. The final output of encoding part is a multi-channel tensor with 8 times reduced in shape compared to the original.

Before sent to decoding blocks, the outputs of the encoding blocks are sent to 2 additional convolution layers to generate feature maps. Next, the feature maps are sent to decoding blocks, each of which consists of concatenate layer, transpose-convolution layer, batch-norm layer, and convolution layer. There are two kinds of inputs for each decoding block: one is from the former convolution layer and the other is from the corresponding encoding block. The inputs are first concatenated in the channel dimension. Then in the transpose-convolution layer, the dimension reduced array is up-sampled to restore the shape. And a convolution layer is followed to generate the shape restored feature map.

So after 3 decoding blocks, we could get an array with the same shape as the input of the encoding part.

In the last layers of our network, we use a stack of convolution layers with batch normalization layer to obtain element solution. The outputs of the decoding part are firstly concatenated with the input of encoding part in channel dimension. Then the channels are reduced in the following convolution layers and a feature map with only one channel is generated in the final layer. To obtain the reservation probability for each element, the activation of this final layer is set as the sigmoid function.

The model was trained on a computer with an Intel(R)Core(TM) i7-8700k CPU and an NVIDIA GeForce GTX1080 Ti GPU using the Keras framework. The l2 regularizer weight is 1e-5 and the initial learning rate is 0.001. When the validation loss does not decrease for 10 epochs, the learning rate will be decayed by 0.1 times. The details about the loss function, the regularization method and the optimizer are shown in 4.2.1 and 4.2.2.

4.2.1 Loss function and regularization

In the view of optimization, the training process of a neural network is equivalent to an optimization problem where we need to minimize or maximize an objective function of the input tensor and other parameters. In this paper, the objective of topology optimization is deemed as searching for a probability distribution since each element’s relative density is normalized to (0, 1) denoting the probability of existence. So given the topology optimization target, we need to minimize the “distance” between the known distribution (optimization target) and the output distribution, and Kullback-Leibler divergence is proposed:

\[
D_{KL}(p||q) = \sum_x p(x) \log \frac{p(x)}{q(x)}
\]

where \(p(x)\) is the optimization target (or empirical distribution); \(q(x)\) is the output distribution of neural network. Kullback-Leibler divergence is widely used in machine learning, and it has many equivalent variants such as cross entropy, ordinary least squares, etc.

Besides, regularization is also used in designing loss function. Regularization is a penalty added on the parameters to prevent overfitting and L2 regularization (also known as L2 norm) is widely used:

\[
\Omega(\theta) = \frac{1}{2} \sum_i \theta_i^2
\]

where \(\theta_i\) is the network parameters such as convolution kernels.

Therefore, the total loss function is the sum of Kullback-Leibler divergence and L2 regularization:

\[
L = D_{KL}(p||q) + \lambda \Omega(\theta)
\]

where \(\lambda\) is the regularization weight, which denotes the importance of regularization compared to Kullback-Leibler divergence.
4.2.2 Optimizer

In neural networks, gradient based methods are widely used to optimize the loss function and the common form is:

\[ \theta_t = \theta_{t-1} - \alpha \frac{\partial L}{\partial \theta} \]  \hspace{1cm} (10)

where \( \theta_t \) is the parameter \( \theta \) in \( t \) step; \( \alpha \) is the learning rate and \( L \) is the loss function.

One of the drawbacks of vanilla gradient descent methods is that the choice of learning rate \( \alpha \) may have a great effect on the training process. In most cases, a smaller learning rate may delay the training process and a larger learning rate could even lead to the failure of training. Therefore, some advanced optimization algorithms are proposed to accelerate the training process of modern neural networks. In this paper, the Adam algorithm (Kingma and Ba, 2014), which adaptively modifies the actual learning rate with the first and second order moment estimation of the gradient for each parameter, is used and the updating rule is:

\[ g_t = \frac{\partial L}{\partial \theta} \]  \hspace{1cm} (11)

\[ m_t = \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot g_t \]  \hspace{1cm} (12)

\[ v_t = \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot g_t^2 \]  \hspace{1cm} (13)
The performance of the deep neural network model was evaluated by the 8000 samples in the test set. The structure designs of these samples were calculated by both the conventional and proposed method. All the calculations were performed on a computer with an Intel(R) Core(TM) i7-8700k CPU and an NVIDIA GeForce GTX 1080 Ti GPU. The average computation time with the conventional method is 3.913s, while the proposed takes 0.001s in average. It should be noted that the considerable time of generating the dataset and training the neural network are not included, because once the neural network has been well trained, it can be used to solve innumerable topology optimization problems and these times are negligible as the number of the solved problems increases. In this sense, the computational efficiency is greatly improved.

In most cases, there are slight differences between the final structures calculated by the conventional method and the proposed method, as shown in Fig.4(a). The details of the result comparison are listed in Table 1. Nevertheless, 4.12% samples in the test set have huge compliance errors due to the emergence of the structural disconnection (Fig.4(b)). A similar observation was also reported in the Yu et al. (2018)’s work. It is a shortcoming for this kind of method since disconnections in material are completely unacceptable for structures. In the proposed method, the high pixel similarity is the only training objective of the deep neural network, which means the appearance of structural disconnection is not detected as long as the result has high pixel accuracy. Therefore, the structure compliance should be included in the neural network’s training objective in future work. Besides the unacceptable results, about 8% results are a pleasant surprise. The structure predicted by the neural network has lower compliance with smaller volume fraction than the structure calculated by the conventional method, as shown in Fig.4(c). They look very similar to each other, but the boundary of the predicted structure is clearer. In other words, the pixel values in the predicted structure are closer to 0 or 1. Although the surprising results are only a small fraction of the test set, their appearance gives the hope that the proposed method may perform better in both computational efficiency and optimality than conventional method after the continuous improvement in the future.

### Table 1 The result of comparison

|        | Compliance error | Pixel values error | Volume fraction error | Calculation time saved |
|--------|------------------|--------------------|-----------------------|------------------------|
| Average| 0.16%            | 0.53%              | 0.13%                 | 99.97%                 |

\(^1\) Samples with structural disconnection are not included.

\[ \hat{n}_t = \frac{m_0}{1 - \beta_1} \]

\[ \hat{v}_t = \frac{v_0}{1 - \beta_2} \]

\[ \theta_t = \theta_{t-1} - \alpha \cdot \frac{\hat{m}_t}{\sqrt{\hat{v}_t} + \varepsilon} \]
(b) Examples of emergency of structural disconnection

(a) Examples of the normal case

(c) Examples of the results better than expectation

**Fig. 4** Comparison of conventional and proposed method
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Fig. 5 Examples of the results on other boundary condition

(a) Simply supported beam boundary condition

(b) Continuous beam boundary condition
6 The generalization ability of the neural network

A major disadvantage of previous studies on solving topology optimization problems by deep learning without iteration is that the trained neural network model is limited to work on a specific boundary condition only. Considering the plenty of time needed in the training process, it is impractical to train a new neural network once the boundary conditions change. The proposed method may solve this problem to some extents because the trained neural network in the proposed method has a strong generalization ability. It could work on several different boundary conditions even though all samples in the training dataset are generated from the optimization problem for a cantilever beam boundary. The generalization ability of the trained neural network is demonstrated for two typical engineering boundary conditions (1) a simply supported beam and (2) a two-span continuous beam. The performance is evaluated through 8000 samples for each case. Fig.5 shows some examples of the comparison between the conventional and proposed method. The details of the result are listed in the Table 2. Compared with the performance on the cantilever beam boundary condition, the performance on these two boundary conditions is not ideal. The compliance error and the pixel values error are almost doubled and the percentage of the structural disconnection is approximately tripled. Admittedly, changing the boundary condition has some adverse effects on the performance of the neural network. The result still demonstrates the generalization of the neural network considering that it has not ‘met’ these two kinds of boundary conditions before.

The key factor, which gives the neural network strong generalization ability, may be the format of the neural network’s input. In the proposed method, the information about boundary condition is not a direct input for the neural network but hidden in the initial nodal displacements and strains, which are the first five channels of the input tensor. The boundary condition’s change is actually the reaction force’s change for preparing the input tensor, which is also similar to the force condition’s change. Consequently, the neural network can give a less accurate solution to the problem with different boundary condition since each sample has a different force condition in the training set. Nevertheless, the change on boundary condition cannot be completely achieved by the reaction forces, because the rigid displacements would appear when calculating the nodal displacements under the condition that only the external and reaction forces are given. Therefore, the initial nodal displacements must be included in the input tensor. Despite the ingenuity of the input tensor, it is still a challenge for the neural network to predict the optimal structure for a completely new boundary condition. For all the samples in the training set, the displacements of the leftmost nodes are zero, while the displacements of leftmost nodes in the test set are not all zero. It may be a little ‘confusing’ for the neural network when making the prediction on the test samples and this may explain why the performance on two other boundary conditions is much worse than on the cantilever beam boundary condition. However, the proposed framework is still plausible given the provided generalization ability. In addition, it clearly shows the importance to intelligently design the input to achieve intelligence for the neural network.

7 Other discussions about the proposed method

7.1 The influence of the sample number on the neural network’s performance

It is very expensive to generate the dataset to train the neural network. Too few data may limit the ability and accuracy, while too many data would raise the argument on the benefit. To figure out the relationship between the sample number and neural network’s performance and find a trade-off, the neural networks with the same structure were trained by a different number of samples. The numbers of samples include 3000, 4000, 5000, 6000, 7000, 8000, 9000, 10000, 15000, 20000, 25000, 30000, 35000, 40000, 45000, 50000, 55000, 60000, 65000, 70000, 75000, 80000 and samples are divided into training set, validation set and test set with a ratio of 8:1:1 in all experiments. The pixel accuracy on the validation set is shown in the Fig.6. The accuracy at each point was the average result of three same ex-

---

Table 2 The performance of the proposed neural network on other boundary condition

| Boundary condition      | Compliance error | Pixel values error | Volume fraction error | Percentage of structural disconnection |
|-------------------------|------------------|--------------------|-----------------------|-----------------------------------------|
| Simply supported beam   | 7.63%            | 8.05%              | 1.22%                 | 13.64%                                  |
| Continuous beam         | 7.14%            | 7.47%              | 0.93%                 | 11.50%                                  |

Note: Samples with structural disconnection are not included.
experiments. When the training samples number is less than 10000, the pixel accuracy increases obviously with it. From 10000 to 35000, the pixel accuracy increases slightly with the training samples number. After 35000, the pixel accuracy becomes stable (at about 96%). The decline of accuracy with the sample number varying from 7000 to 9000 is a little abnormal. It shows that the neural network’s training is unstable if the number of samples is not large enough.

Fig. 6 The convergence of pixel accuracy on samples number

7.2 The influence of input’s channels on the neural network’s performance

In addition to the final input tensor demonstrated in the section 4.1, two other kinds of input tensors were tried during the experiment. One is a 3-channel tensor only including the volume fraction and nodal displacements in X and Y direction (the first, second and last channels in Fig.1). The other is a 10-channel tensor that includes the all channels in Fig.1 and the other 4 channels proposed in Yu et al. (2018)’s work. The 80000 samples introduced in section 4.1 and 10000 test samples introduced in section 6 were transformed into 3-channel and 10-channel form for training and testing. The same architecture shown in Fig.2 was used to compare the influence of different input tensors on the neural network’s performance. Table 3 illustrates the result of average pixel values errors for different input tensors under different boundary conditions.

The performance of 3-channel input tensor is significantly worse than 6-channel input tensor on the cantilever boundary condition. Theoretically, the 3-channel input tensor has all the information in the 6-channel since the strain is the derivative of the displacement, and the neural network should be capable of finding the strain based on the displacement. But the result indicates that an informative input tensor clearly makes it easier for the neural network fit the objective function which can directly give us the near-optimal structure without iteration.

The 6-channel and 10-channel input tensors have almost the same performance on the cantilever boundary condition, which demonstrates that all useful information in the added channels is included in the 6-channel input tensor. Comparing the performance on two other boundary conditions, the average pixel values error is about 25% higher with 6-channel input tensor than 10-channel input tensor. Apparently, the neural network with 6-channel input tensor has better generalization ability and the redundant information in the added channels is adverse to the generalization ability, hence more information in the input tensor is not always better.

Table 3 Average pixel values errors with different input tensors

| Boundary condition   | 3-channel | 6-channel | 10-channel |
|----------------------|-----------|-----------|------------|
| Simply supported     | untested  | 7.96%     | 9.95%      |
| Continuous           | untested  | 7.47%     | 9.19%      |

* Samples with structural disconnection are not included.

7.3 The influence of different architectures on the neural network’s performance

Before the final architecture was determined, lots of the architectures had been tested, including GoogLeNet (Szegedy et al., 2014; Ioffe and Szegedy, 2015; Szegedy et al., 2016; Szegedy et al., 2016), ResNet (He et al., 2016) and U-Net (Ronneberger et al., 2015). Table 4 shows the performance of different architectures. Each architecture has tried different combinations of hyper-parameters, and the best results are listed in the table. It turns out that only U-Net can significantly improve the pixel accuracy comparing to the conventional CNN. Combining the ResNet with the U-Net or making the neural network deeper cannot improve the accuracy. The use of GoogLeNet (Fig. 7) would increase the training time dramatically but the improvement of performance is almost inconspicuous. Adding the Dropout layer also cannot enhance the performance of the neural network, since the BatchNormalization layers...
used in the original architecture can almost achieve all Dropout layer's functions. It should be noted that all these conclusions can just provide a reference for other researchers. They are based on the limited hyper-parameters which have been tested in the experiments and it is possible that other researchers find a set of hyper-parameters which can disprove them in the future.

![The architecture of the GoogLeNet](image)

**Fig. 7** The architecture of the GoogLeNet

**Table 4** Performance of different architectures

| The type of architecture       | Accuracy on the test set |
|--------------------------------|--------------------------|
| Conventional CNN               | 81.37%                   |
| GoogLeNet                      | 84.95%                   |
| U-Net                          | 95.47%                   |
| U-Net with ResNet              | 95.36%                   |
| U-Net with ResNet and Dropout  | 95.42%                   |

**8 Conclusion**

In this study, a deep CNN is proposed for solving the topology optimization problem. Compared to the conventional method, the proposed method can solve the problem in negligible time. Besides, the strong generalization is the greatest advantage of the proposed method because of the well-designed input form enabling to solve the topology optimization problem with different boundary conditions even though its training datasets have only one boundary condition. This makes it closer to the further practical applications because one well trained deep CNN could be useful in solving all the problems of the same kind, which repays the investment to prepare the datasets and train the neural network.

Nevertheless, the proposed method still has several shortcomings to overcome in future work. The emergence of disconnection, which makes designers can not totally trust the method, is unacceptable for structure final design. Therefore, this method is more suitable to be used in the preliminary design stage when designers want to have a general idea that the well-trained neural network is able to deliver within a very short time. To reduce the disconnection, a new learning objective related to the compliance for the neural network would be required. This will be undertaken as part of our future work. In addition, the input of the neural network must be same size, which means the initial design domain shape cannot change. Besides, the lengthscale problem should be addressed in the future since it is a key issue to obtain a manufacturable structure design. Finally, this paper discusses the multi-load linear elastic compliance minimization problems, which can be solved within a acceptable time range if the scale is small. More work needs to be done in the future to verify the validity of the proposed method in more complicated problems. Although additional efforts are required, the proposed method is still a novel and valuable attempt to use the emerging technique to shed light on accelerating the applications of topology optimization techniques in design practices.
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