Abstract—Unmanned aerial vehicles (UAVs) with mounted base stations are a promising technology for monitoring smart farms. They can provide communication and computation services to extensive agricultural regions. With the assistance of a Multi-Access Edge Computing infrastructure, an aerial base station (ABS) network can provide an energy-efficient solution for smart farms that need to process deadline critical tasks fed by IoT devices deployed on the field. In this paper, we introduce a multi-objective maximization problem and a Q-Learning based method which aim to process these tasks before their deadline while considering the UAVs’ hover time. We also present three heuristic baselines to evaluate the performance of our approaches. In addition, we introduce an integer linear programming (ILP) model to define the upper bound of our objective function. The results show that Q-Learning outperforms the baselines in terms of remaining energy levels and percentage of delay violations.

Index Terms—Aerial base station, Smart farm, Unmanned aerial vehicle, Reinforcement Learning.

I. INTRODUCTION

One of the challenges of agriculture is battling against nature, this includes: pest control, fire control, and monitoring crop growth. A farm consists of hundreds of acres of land and it is difficult to monitor all the crops for pests. Fires can be less detrimental to the crops if they are detected and pinpointed early. With the introduction of smart agriculture, farmers can use internet of things (IoT) devices with cameras to monitor their crops and use image recognition to detect pests, fires, and the growth stages of crops.

Image classification has emerged as a useful tool for agriculture. Aldabbagh et al. introduced a Deep Learning algorithm to predict the growth stage of chili plants from images in [1]. In [2], Yu et al. proposed a pest monitoring system that comprised of unmanned aerial vehicles (UAV) with a mounted camera and ground sensors to monitor fields of crops. The UAVs flew across the fields and captured images and performed image classification to detect pest infestations on crops.

IoT devices are limited in computing capacity and cannot perform complex image recognition tasks. They need to offload computational tasks to nearby devices that have the processing capacity to execute the tasks. These image processing tasks must be done in a time-critical manner since fire and pest detection are time sensitive tasks.

In [3], Zhao et al. proposed using a network that consists of multiple hovering UAVs and Multi-Access Edge Computing (MEC) devices to aid farm monitoring. The UAVs provided: connectivity between the IoT devices, and a central processing unit (CPU) that can perform the image classification task. The UAVs have mounted CPUs and can compute the image processing tasks themselves or they can forward the task to a nearby MEC device to compute the task. Although our architecture is similar, [4] focuses on optimal placement of UAVs.

UAVs are battery operated devices and are therefore limited to a finite amount of energy and CPU capacity. The MEC device can assist the UAVs by taking over some of the computationally heavy tasks. MEC devices have a more powerful CPU, and can share the load of the UAVs so that the UAVs do not need to drain their battery quickly. Offloading some tasks to MEC will also prevent a bottleneck situation where all of the tasks are waiting to be executed in the UAV’s processing queues. In this paper, we aim to extend the UAV’s energy level because we want the UAVs to hover over the smart farm for as long as possible. We also aim for the tasks to be completed before their deadline.

In this study, we introduce a problem that has two objectives: i) extend the battery life of the UAVs, and ii) minimize the number of delay violations. The longer the aerial base stations (ABS) can hover, the more they can assist the IoT devices in computing the intensive tasks. The UAVs also need to ensure that these time-sensitive tasks will be computed before their deadlines.

The remainder of this paper is organized as follows. The related works are explained in Section II. Then, we detail the system model and the problem definition in Section III. Section IV introduces the proposed method and the baselines. Section V provides the computational experiment. Finally, in Section VI, we conclude the paper.

II. RELATED WORKS

There have been many studies emerging recently that suggest using UAVs in a smart farm. Zhou et al. provided an extensive survey for the use of UAVs with MEC in [4]. Lottes
TABLE I
SUMMARY OF THE NOTATIONS.

| Sets            | Size | Description                                          |
|-----------------|------|------------------------------------------------------|
| \( l \in \mathcal{L} \) | \( L \) | Set of MEC devices                                   |
| \( j' \in \mathcal{J}^+ \) | \( J^+ \) | Set of CPUs                                          |
| \( I \)         |        | Set of UA Vs                                         |
| \( j \in \mathcal{J} \) | \( J \) | Set of task types                                    |
| \( t \in \mathcal{T} \) | \( T \) | Set of time intervals                                |

Variables

| Variables | Domain | Description                                      |
|-----------|--------|--------------------------------------------------|
| \( x_{j't'} \) | \( \{0, 1\} \) | Task offload decision                            |
| \( p_{j't'} \) | \( \{0, 1\} \) | CPU allocation                                   |
| \( p'_{j't'} \) | \( \{0, 1\} \) | CPU allocation first time interval                |
| \( p''_{j't'} \) | \( \{0, 1\} \) | CPU allocation last time interval                 |
| \( \Delta_{jt} \) | \( \{0, 1\} \) | Deadline violation                               |

Task Parameters

| Task Parameters | Range | Description                                      |
|-----------------|-------|--------------------------------------------------|
| \( \alpha_{jt} \) | \( R \) | Processing time                                  |
| \( \beta_{jt} \) | \( R \) | Deadline                                         |
| \( \gamma_{jt} \) | \( N \) | Violation reward level                           |
| \( \Delta_{jt} \) | \( R \) | Scheduling + processing delay                    |

Energy Parameters

| Energy Parameters | Range | Description                                      |
|-------------------|-------|--------------------------------------------------|
| \( \Upsilon_{jt} \) | \( N \) | Battery capacity                                 |
| \( \Upsilon_i \) | \( R \) | Hovering energy cons.                            |
| \( \Upsilon_2 \) | \( R \) | Antenna energy cons.                             |
| \( \Upsilon_3 \) | \( R \) | CPU idle energy cons.                            |
| \( \Upsilon_4 \) | \( R \) | CPU active energy cons.                          |
| \( \Upsilon_5 \) | \( R \) | Remaining energy in a battery                    |
| \( \Upsilon_6 \) | \( N^+ \) | Battery reward level                             |
| \( \Theta \)     | \( R \) | Scaling factor                                   |
| \( W \) | \( [0, 1] \) | Energy consumption weight                        |

III. SYSTEM MODEL

We consider a set of UA Vs, \( j \in \mathcal{J} \), is hovering above a rural area, communicating with IoT devices and providing them with guaranteed service. In addition, a set of MEC servers \( l \in \mathcal{L} \), is located at the edge of the smart farm and is available for task processing. One of the primary advantages of sharing the tasks with a MEC server is the extension of the hovering time of the UA Vs, which have limited battery capacities \( (\Upsilon_{jt}^b) \). Overall, CPUs \( (j' \in \mathcal{J}^+) \), located either in a UAV or MEC, can be selected to process the IoT tasks.

In our time interval based \( (t \in \mathcal{T}) \) model, the IoT devices may demand to process \( K \) types of tasks from their associated UAV, \( j \in \mathcal{J} \), in any of these time intervals \( (\alpha_{jt}^b) \). Each task type has a unique CPU processing time \( (\alpha_{jt}^p) \), and a deadline \( (\alpha_{jt}^d) \) that should not be violated to provide a reasonable quality of service to these IoTs. We propose a task offloading problem that will complete the tasks before their deadline, and improve the hovering time of the UA Vs. The problem will be explained in the following subsection.

A. Task Offloading Optimization for Increasing UAV Hover Time and Reducing the Deadline Violations

We combine our two significant key performance indicators (KPIs): increasing the hovering time and reducing the task deadline violations, as a multi-objective maximization problem in Eq. 1. Here, \( W \) is the weight of the increasing hovering time goal. \( \Theta \) is a scale value used to normalize energy consumption (Watts), and the total number of deadline violations \( (v_{jt}) \). In order to improve overall hover time, we maximize the minimum remaining energy \( (\Upsilon_{jt}^b) \) in the batteries of the set of UA Vs \( (j' \in \mathcal{J}) \). Therefore we can extend the operation time of all UA Vs without the need to recharge their batteries. Eq. 2 calculates the remaining energy in a battery by subtracting the hovering \( (\Upsilon_{jt}^h) \), antenna \( (\Upsilon_i) \), and CPU idle \( (\Upsilon_3) \) energy consumptions \( (\Upsilon_j) \) from the full battery capacity \( (\Upsilon_{jt}^b) \), respectively. Lastly, we calculate the total CPU active energy consumption by multiplying the total number of time intervals that CPU \( j' \) spent to process a task with the difference of CPU active \( (\Upsilon_4^+) \) and idle energy consumptions.

Note that UA Vs also need to consume energy for their other operations, such as communicating with other devices. However, the energy consumption associated with these are not impacted by our decisions in this system model. Thus, we do not include them to improve the readability of the problem definition.
of offloading decisions to process the entire task in the same CPU (Eq 7).

Maximize:

\[ W \cdot \min_{\substack{j' \in J \setminus j}} \frac{1 - W}{\Theta} \sum_{t' \in T} v_{jt} \]

\[ \sum_{t' = 0}^{\infty} \sum_{t' \in J' \setminus j} p_{jt'j'} * x_{jt'j'} = \alpha_{jt}^H * \alpha_{jt}^P, \forall j \in J, \forall t \in T \quad (3) \]

\[ \sum_{t' = 0}^{\infty} \sum_{j \in J} \sum_{t' \in T} \sum_{j \in j'} p_{jt'j'} * x_{jt'j'} = 0, \forall j \in J, \forall t \in T \quad (4) \]

\[ \sum_{j \in J} \sum_{t' \in T} p_{jt'j'} \leq 1, \forall j \in J, \forall t \in T \]

\[ \sum_{j \in J, t \in T} \sum_{j \in J} p_{jt'j'} \leq 1, \forall j' \in J^+, \forall t' \in T \quad (5) \]

\[ \sum_{j \in J^+} p_{jt'j'} \leq 1, \forall j \in J, \forall t' \in T \]

\[ \sum_{j \in J^+} x_{jt'j'} \leq 1, \forall j \in J, \forall t \in T \quad (7) \]

\[ \sum_{j \in J} \sum_{t' \in T} \alpha_{jt}^P \leq \Delta_{jt} - M * v_{jt}, \forall j \in J, \forall t \in T \quad (9) \]

\[ \sum_{j \in J} \sum_{t' \in T} \alpha_{jt}^P \leq \Delta_{jt} + M * (1 - v_{jt}), \forall j \in J, \forall t \in T \quad (10) \]

\[ p_{jt'j'}(t' + 1) = p_{jt'j'}(t') + p_{jt'j'}(t' + 1) - p_{jt'j'}(t' + 1) \]

\[ \sum_{t' \in T} p_{jt'j'}(t') \leq 1, \forall j \in J, \forall t \in T, \forall j' \in J^+, \forall t' \in T \]

\[ \sum_{t' \in T} p_{jt'j'}(t') \leq 1, \forall j \in J, \forall t \in T, \forall j' \in J^+ \]

In order to calculate the summation of the scheduling and processing delay (\( \Delta_{jt} \)) of a task that arrived to UAV \( j \) in time interval \( t \) in Eq 8, we introduce a new decision variable, \( p_{jt'j'}^{j+} \), to render the first time interval, \( t' \), that we processed this task in CPU \( j' \). If this binary decision variable equals to one, CPU \( j' \) starts to process that task. After we multiply that decision variable with \( t' \) and subtract the task arrival time \( t \), we can then find the scheduling delay for this task. After adding the processing delay of this task \( (\alpha_{jt}^P) \) in to that equation, we can find the summation of the scheduling and processing delay.

We use the delay calculation to identify the deadline violation variable \( (v_{jt}) \). The association between that binary decision variable and the deadline of the task accomplished with Eqs 9 and 10 are done by using the Big-M method which is a common linear programming solving method that uses a very large constant in a constraint. In the case of a higher deadline value, \( v_{jt} \) should be zero to satisfy the constraint defined by Eq 9. Otherwise, \( v_{jt} \) should be one to satisfy Eq 10.

As mentioned before, \( p_{jt'j'}^{j+} \) equals to one if the task arrives at the UAV \( j \) in time interval \( t \) and starts to be processed in \( j' \) in time interval \( t' \). Meanwhile, \( p_{jt'j'}^{-} \) equals to one if the same task is completed in time interval \( t' \). Therefore we can identify the exact start time and completion time of a task in a CPU. In addition, we want to process a task in a CPU without an interruption which is called contiguity. Eqs. 11-15 ensure that CPU time interval allocation contiguity. If we detail these equations, Eq. 11 ensures that \( p_{jt'j'}^{j+} \) or \( p_{jt'j'}^{-} \) should be one in a case when the values of consecutive allocation variables \( (p_{jt'j'}^{j'}(t') \text{ and } p_{jt'j'}^{-}(t' + 1)) \) are different, which actually means that we start to process the related task or finish to process it, respectively. Eq. 12 eliminates the ping-pong effect. Eq. 13 ensures that \( p_{jt'j'}^{j+} \) equals to one in case that we start to process the task in the first time interval. Lastly, Eq. 14 and Eq. 15 limit the start and completion time of a task, respectively.

IV. PROPOSED METHOD

A. Q-Learning Approach

We propose a finite-horizon multi-agent MDP framework to solve the problem explained in the previous section. Each UAV independently make decisions with a tuple \( F = \{P, A, R, S, II\} \) in which:

- **State Transitions:** \( P : S_1 \times A \times S_2 \rightarrow R \)

  The framework has a task-based state transition model. After each task arrives at the UAV, we update the environment and calculate the delays and battery levels to find the first state \( S_1 \). After the action, we update the environment to find \( S_2 \) and then reward \( R \). Due to unpredictable task arrivals, state transitions are stochastic.

- **Action:** \( A = \{x_{jt'j'} \} \)

  After a UAV receives a task, it has three options: processing that task locally, offloading it to another UAV, or offloading the task to the MEC. That decision-making process is accomplished by choosing a CPU in the set of CPUs \( (J^+) \) that includes all of these three alternatives.

- **State:** \( S = \{k, \Delta_{jt'j'}' + \gamma_{jt'j'}^L \}

  Here \( k \) is the type of the task received by the UAV, \( \Delta_{jt'j'}' \) are the delays in all CPUs, and \( \gamma_{jt'j'}^L \) are the battery levels of all UAVs calculated by Eq 17.

- **Policy(II):** We use an epsilon-greedy policy in this framework.
therefore, we always return a positive reward in the case of MEC selection. In the following subsections, we explain the baseline schemes.

2. Reward:

\[
R = (\Upsilon_{j_a}^L - 1) + (1 - \mathbb{E}(v_{j_a})) + V_{j_a}^L \ast \mathbb{E}(v_{j_a})
\]  

(16)

\[
\Upsilon_{j_a}^L = \begin{cases} 
2, & \text{if } \mathbb{E}(\Upsilon_{j_a}^R) - \max_{j' \in J}(\mathbb{E}(\Upsilon_{j_a}^R)) \geq -\epsilon \\
0, & \text{if } \mathbb{E}(\Upsilon_{j_a}^R) - \max_{j' \in J}(\mathbb{E}(\Upsilon_{j_a}^R)) \leq -2 \ast \epsilon \\
1, & \text{otherwise,}
\end{cases}
\]  

(17)

\[
V_{j_a}^L = \begin{cases} 
-40, & \text{if } \mathbb{E}(v_{j_a}) = 0 \\
-20, & \text{if } \mathbb{E}(v_{j_a}) = 0 \\
-10, & \text{if } \exists j' \in (J/J(j_a)) (\mathbb{E}(v_{j'})) = 0 \\
-1, & \text{otherwise},
\end{cases}
\]  

(18)

We introduce the battery reward level concept \((\Upsilon_{j_a}^L)\) to map the action \((j_a)\) into the reward function \((\text{Eq. 16})\). A battery reward may have three levels \([0,1,2]\); thus, we return a negative (-1) reward for the battery level 0, and we return a positive (1) reward for the battery level 2. That battery level is calculated by \((\text{Eq. 17})\) in which \(\mathbb{E}(\Upsilon_{j_a}^R)\) is a UAV battery’s expected remaining energy when that UAV starts to process the delegated task. If the difference between maximum energy level and the energy level of the selected UAV is lower than a certain level \(\epsilon\), we promote this action with a positive reward. Therefore we can balance the remaining energy levels of the UAVs and increase their hovering time. Lastly, we also introduce a hysteresis approach to that calculation by adding an extra battery level for the energy differences between \([-\epsilon,2\epsilon]\).

In addition, the reward function \((\text{Eq. 16})\) includes the expected deadline violation \(\mathbb{E}(v_{j_a})\), which equals zero if the task does not yield to a deadline violation at the delegated CPU (UAV or MEC \(j_a\)). In that case, the reward function returns 1. If a deadline violation has occurred, the reward function returns the violation reward level \((V_{j_a}^L)\), calculated by \((\text{Eq. 18})\). In that equation, we focus on the expected delay violations if we delegated the task to a different CPU instead of the original action \((j_a)\). There can be several possible scenarios. The first case is when we could have prevented a delay violation if the task had been sent and processed in the MEC. We want to encourage the tasks to be processed in the MEC if it has an idle CPU, therefore we return a significant penalty in that condition. The second case occurs if we could have prevented a delay violation if the task was never offloaded from the received UAV in the first place. The third case represents the condition if we do not expect a violation from a different offloading decision. Otherwise, if a deadline violation would have occurred in any action, we return a small penalty. The numeric values selected as rewards or penalties are empirically set.

In the following subsections, we explain the baseline schemes.

### B. Baseline Approaches

#### 1) Round Robin (RR):

Our first baseline is the simple Round Robin method in which, when a UAV needs to offload a task, it selects the other UAVs and the MEC in a round robin fashion.

#### 2) Highest Energy First (HEF):

In this algorithm, the offloading decision is based on the UAV’s remaining battery level. The UAVs in the network regularly update one another with their current remaining battery levels and they store this information in a table. When a UAV receives a task from an IoT device, it scans the table and finds the UAV with the highest remaining energy level. Once it has found the UAV with the highest energy level, it checks the difference between the highest remaining energy level and its energy level. If the difference is greater than the 1% threshold, then the UAV will offload the task to the UAV with the higher energy level. Otherwise, the UAV will compute the task locally. Since the MEC device has unlimited power capacity, we limit the UAV’s ability to offload a task to MEC to 20% of the time.

#### 3) Lowest Queue Time and Highest Energy First (QHEF):

We improve the HEF scheme by adding the queue time to the offloading decision. Queueing delay is defined as the sum of the processing delays of all the tasks that are currently in the UAV’s CPU queue. After a UAV receives a task from the IoT device, it finds the UAV with the lowest queueing delay. It checks to see if the difference between the current UAV’s queueing delay and the lowest queueing delay is greater than the threshold of 0.5 seconds. If it is greater than the queueing delay threshold, then that UAV will be a contender for an offloading destination. Then it will try and find a UAV that has the lowest queueing delay but higher remaining battery level. The difference between the possible offloading destination and current UAV’s battery levels must be above an energy threshold of 1%. If such a UAV exist, then it will offline the task to that UAV, else, it will add the task to the list of tasks that the current UAV will process locally. Hence, this algorithm considers both the UAVs’ battery levels and queueing delay in the decision-making process.

#### 4) ILP Solver:

In addition to the heuristics we explained above, we use GUROBI Solver [11] to find the optimum solution for our multi-objective maximization problem (Eqs. [1] [15]). Despite the NP-hard property of our problem, that method could be used for only small solution space problems. We detail the findings in the following section.

### V. PERFORMANCE EVALUATION

#### A. Simulation Platform

To simulate the UAV network in the smart farm, we used Simu5G which is a 5G network simulator library developed over Omnet++ [12]. Simu5G contains modules that model the different nodes found in a 5G and LTE network following the 3GPP standards [13].
**TABLE II**

| Parameter | Value |
|-----------|-------|
| $\Upsilon_B$ | 570   |
| $\Upsilon_H$ | 211   |
| $\Upsilon_A$ | 17    |
| $\Upsilon_I$ | 4320  |
| $\Upsilon_C$ | 12960 |

**TABLE III**

| Task Type | $\alpha_{\text{FD}}^j$ | $\alpha_{\text{PD}}^j$ | $\alpha_{\text{GM}}^j$ | $\alpha_{\text{Q-Learning}}^j$ (MEC) |
|-----------|-----------------------|-----------------------|-----------------------|--------------------------------------|
| PD        | 0.25s                 | 0.3s                  | 0.1s                  | 0.05s                                |
| PD        | 0.25s                 | 0.8s                  | 0.5s                  | 0.25s                                |
| GM        | 0.5s                  | 5s                    | 0.1s                  | 0.05s                                |

B. Energy Consumption Parameters

We use the parameter $\Upsilon$ in Table II and Equation (1) to model the remaining UAV energy in our simulations. We assume that we are using a battery that is similar to the one found in [14]. To calculate the power consumption of hovering, we used eq. 2 from [15], we also used their assumptions such that that the UAV will have: 4 rotors, fluid density of 1.204 kg/m$^3$, rotor disc area of 0.2 m$^2$, frame’s mass $M = 1.5$ kg, and battery and payload $m = 3$ kg. The equation from [15] is given in eq. (19) where $\alpha$ is the mass of UAV in kg, $\rho$ is the density of the battery and other payloads in kg, $g$ is gravity in Newtons, $\zeta$ is the rotor disc area in m$^2$, and $n$ is the number of rotors.

$$\Upsilon_H = (M + m)^2 \sqrt{\frac{g^3}{2\rho \zeta n}}$$  \hspace{1cm}  (19)

C. Simulation Results

The results shown in this section are the average of ten runs with different seeds. Interarrival times between the tasks are exponentially distributed and their processing times are deterministic. Table III presents the parameters used in all simulations. Fig. 1 shows the Q-Learning convergence in four UAVs. We used 0.05 as a learning rate, 0.85 for discount value and ran the scenario one million times (episodes). The solid lines show the average of 10k episodes, and the shaded area shows the variation of the cumulative reward. The average of the rewards in UAVs are close to each other in an episode, which means UAVs can learn independently with the same performance. Also, when we zoom in on the last 60k episodes, seen in the subfigure, the difference in the cumulative reward is very low.

The UAV’s remaining energy percentage is the amount of energy left in the battery after the simulation has completed. The remaining energy percentage is directly related to the UAV’s hover time. A higher remaining energy percentage means that the UAV will be able to hover over the network for a longer period of time. Fig. 2 compares the remaining energy levels of the UAVs. The Q-Learning algorithm has the highest remaining energy level for all four of the UAVs.

In Q-Learning and QHEF, the UAVs offload their tasks to the MEC device more than the other UAVs. This allows the UAVs to not only preserve their own batteries, but also preserve the batteries of the other UAVs in the network. In HEP and RR, the majority of the offloaded tasks went to other neighbouring UAVs. Because the UAVs are not allowed to further offload an offloaded task, they must compute the offloaded task locally to prevent loops. Therefore, the additional offloaded tasks caused the UAVs to drain their batteries faster than the UAVs that used QHEF and Q-Learning.

A delay violation occurs when the task has reached its predetermined deadline. Fig. 3 compares the percentage of delay violations out of the total number of tasks in the network. Q-Learning has the lowest percentages of delay violations.
because it considers the task processing and scheduling delays in their decision-making process. QHEF selects the destination with the lowest queuing delay. Both of these algorithms consider the delay of a task, which is why they outperform RR and HEF in terms of delay violations.

In addition to the heuristic baselines, we used an ILP solver to find the upper bound for hover time and lower bound for delay violation KPIs. However, due to the problem’s NP-hard property, we had to limit the simulation time to four seconds ($T = 4s$) to find a solution with a 48 hours solver running time. In addition, we reduced the interarrival time to 0.125s for all task types and used more strict deadlines for fire detection (0.2s) and pesticide detection tasks (0.6s).

Table IV shows that the ILP solver can reduce the number of delay violations to seven if the solver only takes into account delay violations as the objective ($W = 0$). On the other hand, when the solver focuses only on increasing the hover time ($W = 1$), it can reduce the energy consumption in UAVs more than the other methods by offloading all tasks to MEC. However, that approach caused a significant rise in delay violations. It provided an adequate deadline violation if the solver is run as a multi-objective solver with a balanced value between these two KPIs ($W = 0.5$). Lastly, if we compare the proposed Q-Learning method with this balanced solver method, Q-Learning provides a slight improvement in increasing the hover time, while it could not outperform the solver with regard to reducing the number of deadline violations. Nonetheless, the ILP solver needed 48 hours runtime which is significantly high.

### Table IV

| Methods          | $\tau^R_0$ | $\tau^R_1$ | $\tau^R_2$ | $\tau^R_3$ | $\sum_{i \in T} v_{ij}$ |
|------------------|------------|------------|------------|------------|-------------------------|
| ILP ($W = 0$)    | 97.7%      | 97.9%      | 97.9%      | 98.2%      | 7                       |
| ILP ($W = 1$)    | 99.1%      | 99.1%      | 99.1%      | 99.1%      | 24                      |
| ILP ($W = 0.5$)  | 97.9%      | 97.9%      | 97.9%      | 97.9%      | 9                       |
| Q-Learning       | 98.6%      | 98.3%      | 98.6%      | 98.2%      | 13                      |

Fig. 3. Distribution of delay violations amongst smart farm nodes.

### VI. Conclusion

In this paper, we used a MEC assisted ABS network to provide a deadline aware service to the IoT tasks of a smart farm. In addition, we balanced the energy usage of the UAVs in this network to increase their hover time. We provided a Q-Learning based approach and several baselines to analyze our method. The results showed that our Q-Learning method performed better than the baselines in terms of remaining energy level and percentage of delay violations. Furthermore, ILP results demonstrated that the Q-Learning method is close to the optimum solution and exceeded the ILP approach by providing a solution for more extensive problems and being adaptive to changes in the environment.
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