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Abstract: Sensorless control of permanent magnet synchronous motors is nowadays used in many industrial, home and traction applications, as it allows the presence of a position sensor to be avoided with benefits for the cost and reliability of the drive. An estimation of the rotor position is required to perform the field-oriented control (FOC), which is the most common control scheme used for this type of motor. Many algorithms have been developed for this purpose, which use different techniques to derive the rotor angle from the stator voltages and currents. Among them, the so-called passive methods have gained increasing interest as they do not introduce additional losses and current distortion associated instead with algorithms based on the injection of high-frequency signals. The aim of this paper is to present a review of the main passive sensorless methods proposed in the technical literature over the last few years, analyzing their main features and principles of operation. An experimental comparison among the most promising passive sensorless algorithms is then reported, focusing on their performance in the low-speed operating region.
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1. Introduction

In recent decades, the use of the permanent magnet synchronous motor (PMSM) has become increasingly widespread, both for medium-power industrial applications and for electric traction drives. This type of motor is characterized by a high power density, high efficiency and good dynamic performance; it also has a high ratio between torque and inertia and can be controlled using relatively simple algorithms. The most commonly used control scheme for the PMSM is the field-oriented control (FOC), which operates in the synchronously rotating reference frame and makes use of PI regulators to control the $d$ and $q$ axis currents. For this reason, accurate information about the rotor position and the rotor speed at every instant is needed. These quantities are traditionally obtained using a position sensor mounted on the rotor shaft, such as an encoder or a resolver. However, position sensors have a high cost and worsen the reliability of the drive, as well as its dimensions. The solution that allows the use of a position sensor to be avoided consists of estimating the rotor position through a dedicated algorithm, starting from quantities such as stator currents and reference voltages. A large number of sensorless algorithms for PMSM have been presented and studied over the past few years, which use a large variety of different techniques to estimate the rotor angle.

The effectiveness of sensorless algorithms for PMSM is different depending on whether they are used for a surface mount PMSM (SPMSM) or an internal PMSM (IPMSM). In an IPMSM, the magnets are positioned in housings obtained in the rotor iron and this, therefore, generates a significant magnetic anisotropy, which results in a value of the inductance of the quadrature axis $L_q$ different from that of the direct axis $L_d$. This
magnetic saliency can be exploited to extract information about the rotor position more easily. Conversely, in an SPMSM the magnets are mounted on the rotor surface, which is therefore almost magnetically isotropic ($L_d$ is almost equal to $L_q$). For this type of motor, it is naturally more difficult to estimate the rotor position. The difference explained so far is schematized in Figure 1.

![Figure 1. Structure of an SPMSM rotor (a) and of an IPMSM rotor (b).](image)

Two large families of sensorless algorithms can be found in the technical literature. The first family is one of high-frequency injection algorithms, also called active algorithms or saliency-based algorithms [1–12]. Their operating principle is based on the injection of high-frequency voltage signals, superimposed on the stator supply voltages. Thanks to the magnetic saliency of the rotor, the amplitude of the resulting high-frequency currents on the two different reference axes depends on the rotor position, which can be estimated by demodulating and analyzing the resulting signals properly. As can be easily deduced, these methods are more suitable for IPMSM due to their high saliency. Active sensorless algorithms are also effective at low speed and zero speed, therefore they can be used for starting the motor from standstill [5–7]. However, the injection of high-frequency signals causes several drawbacks, such as additional losses, acoustic noise and an increase in current total harmonic distortion (THD) [8]. These problems become even more relevant in the case of SPMSMs because their low saliency makes it necessary to inject higher voltages to obtain an acceptable signal-to-noise ratio (SNR). A solution to this problem was proposed in [9].

The drawbacks associated with high-frequency injection can be overcome with the second family of sensorless algorithms, the so-called passive methods. These algorithms obtain the rotor position starting from the measurement of the stator currents and the reference voltages, without using additional injected signals. Passive algorithms can be further divided into two main classes: back-EMF algorithms and rotor flux observers (RFOs). The former derives the rotor position by estimating the back-EMFs of the motor in the stationary or in the rotating reference frame. This can be achieved with various techniques presented in the literature [13–37]. Some recently studied algorithms treat the back-EMFs as unknown external disturbances and estimate them using linear disturbance observers [16–21]. A back-EMF estimation method based on active damping techniques is presented in [22]. However, one of the most common back-EMF methods is represented by the sliding mode observer (SMO) [23–37]. The main advantage of SMO observers is their robustness, but the sliding mode switching function that is always present in these algorithms causes chattering problems and a consequent high noise in the estimation process. Various studies proposed partial solutions to this problem by substituting the traditional signum switching function typical of an SMO with others, such as the saturation function [29], the arcsine function [30], the sigmoid function [31–33] or the super-twisting function [34–36]. A comparison among different switching functions on the same SMO can be found in [37]. It should be mentioned that in a PMSM, the magnitude
of the back-EMFs is directly proportional to the rotor speed. As a consequence, their effectiveness decreases significantly at low speed and they cannot theoretically be used to start the motor from standstill. Unlike the back-EMF-based methods, RFOs are a class of passive algorithms that directly estimate the rotor flux angle. Since the flux is present even at standstill thanks to the presence of the permanent magnet, they can theoretically also operate at lower speeds. Some observers based on an extended or unscented Kalman filter were developed for this purpose [38–41]. A nonlinear rotor flux observer was presented in [42], and its validity was demonstrated in [43] with experimental tests. A new RFO designed to also work with SPMSMs was proposed by Bobtsov et al. in [44]. It is based on a linear regression algorithm that makes use of a highpass filter to reduce the effect of DC disturbances, and it was then improved by Choi et al. in [45] adding a feedback loop that compensates uncertainties of the motor parameters. The validity of this observer was demonstrated with experimental tests carried out in various load conditions in [46–48], and the tuning process of its parameters was studied in [49]. The same authors also developed another algorithm based on a regression model [50,51], made specifically for IPMSMs but adaptable for use with SPMSMs. Other types of rotor flux observers were proposed in [52,53].

Given the great variety of passive sensorless algorithms presented in recent years, the aim of this paper is to present a review of the main methods, analyzing their operating principles and their characteristics. This article is structured as follows. In Section 2 the model of a generic PMSM both in the stationary and rotating reference frame is presented and the structure of the most used FOC scheme is introduced. Section 3 is dedicated to back-EMF algorithms, while in Section 4 the most promising RFOs taken from the technical literature are reviewed. Finally, Section 5 describes some criteria by which the choice of a sensorless algorithm can be made, and presents the results of an experimental comparison carried out in [54] among five different algorithms, chosen from the most recent ones. The experimental tests presented in that work are performed on an SPMSM using the same test bench, focusing on the region of low-speed operation, which is generally the most critical for passive sensorless algorithms.

2. PMSM Model and FOC Scheme

2.1. Model of the PMSM

A generic three-phase PMSM can be modeled through the diagram shown in Figure 2 [20]. In that diagram, axes α-β constitute the stationary reference frame, axes d-q constitute the synchronously rotating reference frame and axes γ-δ constitute the estimated synchronous frame, which is used by some sensorless algorithms.

![PMSM model in stationary and rotating reference frame.](image)
In the stationary reference frame, the electrical equations of a PMSM can be expressed as in (1)

\[
\begin{bmatrix}
v_α \\
v_β
\end{bmatrix} = 
\begin{bmatrix}
R_s & 0 \\
0 & R_s
\end{bmatrix}
\begin{bmatrix}
i_α \\
i_β
\end{bmatrix} + 
\begin{bmatrix}
0 & \frac{\Delta L}{L_s} \cos 2\theta \\
\frac{\Delta L}{L_s} \sin 2\theta & 0
\end{bmatrix}
\begin{bmatrix}
i_α \\
i_β
\end{bmatrix} + 
\begin{bmatrix}
e_α \\
e_β
\end{bmatrix}
\]

where \(v_α, v_β\) are the stator voltages, \(i_α, i_β\) are the stator currents, \(R_s\) is the stator resistance, \(L_d\) and \(L_q\) are the \(d\) and \(q\) axis inductances, respectively, \(L_s = (L_d + L_q)/2\) and \(\Delta L = (L_d - L_q)\). Moreover, \(e_α, e_β\) are the back-EMF, which can be expressed as in (2)

\[
\begin{bmatrix}
e_α \\
e_β
\end{bmatrix} = p \begin{bmatrix}
\phi_m \cos \theta \\
\phi_m \sin \theta
\end{bmatrix} = \omega \phi_m \begin{bmatrix}
-\sin \theta \\
\cos \theta
\end{bmatrix}
\]

where \(\phi_m\) is the flux linkage constant and \(\omega\) is the rotor angular speed. For an SPMSM, the conditions \(L_d = L_q = L_s\) and \(\Delta L = 0\) are true and the electrical equations can be simplified as in (3).

\[
\begin{bmatrix}
v_α \\
v_β
\end{bmatrix} = 
\begin{bmatrix}
R_s + pL_s & 0 \\
0 & R_s + pL_s
\end{bmatrix}
\begin{bmatrix}
i_α \\
i_β
\end{bmatrix} + 
\begin{bmatrix}
e_α \\
e_β
\end{bmatrix}
\]

In the synchronously rotating reference frame, the electrical equations can be expressed as in (4)

\[
\begin{bmatrix}
v_d \\
v_q
\end{bmatrix} = 
\begin{bmatrix}
R_s + pL_d & -\omega L_q \\
\omega L_d & R_s + pL_q
\end{bmatrix}
\begin{bmatrix}
i_d \\
i_q
\end{bmatrix} + 
\begin{bmatrix}
0 \\
0 \omega \phi_m
\end{bmatrix}
\]

where \(v_d, v_q\) are the stator voltages and \(i_d, i_q\) are the stator currents. Additionally here, for an SPMSM, \(L_d = L_q = L_s\) can be assumed.

2.2. Field-Oriented Control Scheme

The well-known FOC scheme used for PMSM control in the case of sensorless operation is shown in Figure 3.

![Figure 3. Sensorless FOC control scheme for PMSM.](image-url)
respect to time. However, this would amplify the high-frequency content of the signal and generate additional noise. Therefore, a commonly adopted solution [43–49] is to use a dedicated phase-locked loop (PLL), whose scheme is shown in Figure 4.

![PLL diagram](image)

**Figure 4.** PLL commonly used for speed estimation.

### 3. Back-EMF-Based Sensorless Algorithms

As mentioned in the introduction, this class of sensorless algorithms derives the rotor angle starting from an estimation of the motor back-EMFs. Two different methods based on back-EMF estimation are described in this section. The first one is a linear disturbance observer, while the second one is a sliding mode observer.

#### 3.1. Sensorless Algorithm Based on Linear Disturbance Observer

The operating principle of this algorithm consists of observing the so-called extended back-EMFs of the motor, which can be defined both in the synchronous and in the stationary reference frame, by means of disturbance observers. For simplicity, only the analysis of the algorithm developed in the synchronous reference frame [20,21] is reported here. The first step is to rewrite the electrical equations expressed in (4) as follows

\[
\begin{bmatrix}
  v_d \\
  v_q
\end{bmatrix} =
\begin{bmatrix}
  R_s + pL_d & -\omega L_q \\
  \omega L_q & R_s + pL_d
\end{bmatrix}
\begin{bmatrix}
  i_d \\
  i_q
\end{bmatrix}
+ \begin{bmatrix}
  0 \\
  E_{ex}
\end{bmatrix}
\]

(5)

in which the extended back-EMF \( E_{ex} \) is highlighted, which can be expressed as in (6)

\[
E_{ex} = (L_d - L_q)(\omega_i - \omega) + \omega_m
\]

(6)

Since the rotor angle, which coincides with the angle of the synchronous reference frame, is unknown, the equations have to be expressed in an estimated synchronous frame \( \gamma-\delta \) oriented on the estimated angle \( \hat{\theta} \) as in (7)

\[
\begin{bmatrix}
  v_\gamma \\
  v_\delta
\end{bmatrix} =
\begin{bmatrix}
  R_s + pL_d & -\bar{\omega} L_q \\
  \bar{\omega} L_q & R_s + pL_d
\end{bmatrix}
\begin{bmatrix}
  i_\gamma \\
  i_\delta
\end{bmatrix}
+ \begin{bmatrix}
  e_\gamma \\
  e_\delta
\end{bmatrix}
\]

(7)

Under the assumption that the estimated speed \( \bar{\omega} \) is almost equal to \( \omega \), the back-EMFs \( e_\gamma, e_\delta \) can be approximated as in (8)

\[
\begin{bmatrix}
  e_\gamma \\
  e_\delta
\end{bmatrix} = E_{ex} \begin{bmatrix}
  -\sin \Delta \theta \\
  \cos \Delta \theta
\end{bmatrix}
\]

(8)

in which \( \Delta \theta \) is the position estimation error defined as in (9)

\[
\Delta \theta = \hat{\theta} - \theta
\]

(9)

The operation of the algorithm is based on the consideration that, as it can be deduced from (8), the extended back-EMFs contain the information about the estimated position error. Note that if the position is correct, the \( \gamma \) component of the back-EMF is equal to
zero. Therefore, the rotor angle can be estimated by means of a PLL that aims to keep $e_\gamma = 0$.

In order to use disturbance observers in the estimation process, the PMSM equations in the estimated synchronous frame have to be rewritten in a scalar form as in (10)

$$ \begin{align*}
    p_{i\gamma} &= v_\gamma / L_d + f_\gamma + f_{\varepsilon\gamma} + f_i \\
    p_\delta &= v_\delta / L_d + f_\delta + f_{\varepsilon\delta} + f_i
  \end{align*} $$

(10)

where:

- $f_\gamma$ and $f_\delta$ represent the known model quantities since they are expressed as a function of the motor parameters, currents and speed as in (11)

$$ \begin{align*}
    f_\gamma &= \frac{\hat{L}_d i_\delta}{L_d} - \frac{R_{\gamma i_\gamma}}{L_d} \\
    f_\delta &= -\frac{\hat{L}_q i_\gamma}{L_d} - \frac{R_{\delta i_\delta}}{L_d}
  \end{align*} $$

(11)

- $f_{\varepsilon\gamma}$ and $f_{\varepsilon\delta}$ represent the unknown external disturbances as they are expressed as a function of the back-EMFs as in (12)

$$ \begin{align*}
    f_{\varepsilon\gamma} &= -\frac{e_\gamma}{L_d} \\
    f_{\varepsilon\delta} &= -\frac{e_\delta}{L_d}
  \end{align*} $$

(12)

- $f_{i\gamma}$ and $f_{i\delta}$ represent the unknown internal disturbances, which are caused by uncertainties in the motor parameters. They are expressed as a function of $\Delta R_d$, $\Delta L_d$, $\Delta L_q$ and $\Delta \varphi_m$, which are the variations of the real parameters $R_d$, $L_d$, $L_q$ and $\varphi_m$ with respect to their nominal value.

The external and internal disturbances thus defined can be estimated by means of the so-called Linear Extended State Observers (LESOs). The LESOs that are usually employed for this type of sensorless algorithm, both in the stationary and in the rotating reference frame, estimate the desired quantities by evaluating the difference between the estimated and measured stator currents. A possible implementation of the LESO for external disturbance estimation in the $\gamma$-$\delta$ frame, referring to the case described above, is reported in (13)

$$ \begin{align*}
    \dot{p}_{i\gamma} &= v_\gamma / L_d + f_\gamma + f_{\varepsilon\gamma} - L_{\gamma\varepsilon} e_\gamma \\
    \dot{p}_{\varepsilon\gamma} &= -L_{\gamma\varepsilon} e_\gamma \\
    \dot{p}_{i\delta} &= v_\delta / L_d + f_\delta + f_{\varepsilon\delta} - L_{\delta\varepsilon} e_\delta \\
    \dot{p}_{\varepsilon\delta} &= -L_{\delta\varepsilon} e_\delta
  \end{align*} $$

(13)

where $\dot{i}_\gamma$ and $\dot{i}_\delta$ are the estimated currents, $e_\gamma = \dot{i}_\gamma - i_\gamma$ and $e_\delta = \dot{i}_\delta - i_\delta$ are the current estimation errors, $\dot{f}_{\varepsilon\gamma}$ and $\dot{f}_{\varepsilon\delta}$ are the estimated external disturbances and $L_{\gamma\varepsilon}$, $L_{\delta\varepsilon}$, $L_{\gamma\varepsilon}$ and $L_{\delta\varepsilon}$ are the LESO gains.

The performance of the algorithm described above has been evaluated experimentally in [21]. The scheme of implementation of the algorithm is shown in Figure 5. Tests results show a good performance of the algorithm both in steady state operation, with and without a mismatch in the PMSM parameters and during transients such as a sudden load torque step at constant speed.
3.2. Sliding Mode Observer

The variety of sliding mode sensorless algorithms proposed in the literature in recent years is very large. Like other types of algorithms based on sliding mode, they are generally characterized by a strong robustness against parameter variations since the variables that constitute the considered state space are forced to stay on a chosen trajectory by means of a sliding mode switching function. However, this results in the presence of a chattering phenomenon that introduces additional noise in the estimation process. Various techniques have been proposed to minimize this effect [29–36]. The most widely used operating principle of a sliding mode position observer including common solutions to the chattering problem is described below, considering its application in the stationary reference frame and under the hypothesis of an isotropic rotor (SPMSM).

The electrical equations in (3) can be rearranged as in (14)

\[ p\left[\frac{i_a}{i_\beta}\right] = -\frac{R_s}{L_s}\left[\frac{i_a}{i_\beta}\right] + \frac{1}{L_s}\left[v_\alpha - e_\alpha\right] \]  

in which the back-EMFs \(e_\alpha, e_\beta\) contain the information about the rotor position. An expression for the stator currents estimated by the SMO can be derived from the previous equation as in (15)

\[ p\left[\frac{i_a}{i_\beta}\right] = -\frac{R_s}{L_s}\left[\frac{i_a}{i_\beta}\right] + \frac{1}{L_s}\left[v_\alpha - z_\alpha\right] \]  

where the measured currents have been substituted by the estimated ones and the back-EMFs have been substituted by the sliding mode control functions \(z_\alpha, z_\beta\), which can be defined as in (16) referring to a basic SMO scheme

\[ \begin{bmatrix} z_\alpha \\ z_\beta \end{bmatrix} = k \begin{bmatrix} \text{sgn}(i_a - i_a) \\ \text{sgn}(i_\beta - i_\beta) \end{bmatrix} \]  

where \(k\) is the switching gain. The chosen sliding mode surface can be described by the condition in (17)

\[ \begin{bmatrix} (i_a - i_a) \\ (i_\beta - i_\beta) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]  

When this happens and the system is operating in sliding mode, taking into account (14) and (15), the condition in (18) is realized

\[ \begin{bmatrix} z_\alpha \\ z_\beta \end{bmatrix} \approx \begin{bmatrix} e_\alpha \\ e_\beta \end{bmatrix} \]  

Therefore, the control functions \(z_\alpha, z_\beta\) approximate the back-EMFs and can be used to extract the information about the rotor position by means of a common PLL. In order
to do this, however, they have to be filtered since they contain a strong high-frequency component due to the presence of the switching function. In most cases, a lowpass filter or a more sophisticated filter is used to obtain the estimated back-EMFs $\hat{e}_\alpha$, $\hat{e}_\beta$. Finally, the estimated position and speed can be derived from the back-EMFs by means of a PLL. The structure of a generic SMO position estimator is shown in Figure 6.

![Figure 6. Basic SMO scheme.](image)

As mentioned before, the reduction in the high-frequency content in the estimated back-EMFs, with the aim to improve the effectiveness of the estimator, has been the object of many studies [29–36]. This can be carried out essentially by acting on two aspects of the scheme:

- The selection of the most suitable switching function, which must be chosen among those functions that approximate the behavior of the signum function used in the basic scheme but generate a lower high-frequency content.
- The adoption of the most effective filter, replacing the traditionally used lowpass filter, which introduces a phase shift, resulting in a delay in the estimation process.

With regard to the switching function, the most studied alternatives in technical literature are the following:

- The traditional signum function (16), shown in Figure 7a, which is the easiest to be implemented but generates the worst signal spectrum in terms of high-frequency content.
- The saturation function [29], shown in Figure 7b. It can be expressed for generic variables $x, y$ as in (19)

$$\begin{cases}  
y = k \ max, & x > E_{max} \\
y = \left( \frac{k}{E_{max}} \right) x, & |x| < E_{max} \\
y = -k \ x, & x < -E_{max}
\end{cases} \tag{19}$$

where $k$ is the switching gain and $E_{max}$ is a parameter.

- The sigmoid function [31–33] is shown in Figure 7c. It can be expressed as in (20)

$$y = k \left[ \frac{2}{1 + e^{-ax}} - 1 \right] \tag{20}$$

where $k$ is the switching gain and $a$ is a parameter.
A possible alternative to the previous functions is the super-twisting algorithm [34–36]. Unlike the previous ones, it does not consist of a simple function but of a control law obtained by inserting the signum function into an integral filter. The resulting expression for $z_\alpha$, $z_\beta$ is given by (21), where $k_1$, $k_2$ are the two gains

$$
\begin{bmatrix}
    z_\alpha \\
    z_\beta
\end{bmatrix} =
\begin{bmatrix}
    k_1|\hat{i}_a - i_a|^\frac{1}{2} \text{sgn}(\hat{i}_a - i_a) + k_2 \int \text{sgn}(\hat{i}_a - i_a) dt \\
    k_1|\hat{i}_\beta - i_\beta|^\frac{1}{2} \text{sgn}(\hat{i}_\beta - i_\beta) + k_2 \int \text{sgn}(\hat{i}_\beta - i_\beta) dt
\end{bmatrix}
$$

(21)

In [37] a comparison among the first three switching functions mentioned above is carried out with simulations and experimental tests. All the switching functions were implemented in the same SMO scheme to establish which is the most suitable one. The estimated back-EMFs and the estimated position error were evaluated for each case. Results showed that the high-frequency ripple in the estimated back-EMFs and the angle error are both reduced using the saturation function with respect to the signum function, but a quite high chattering phenomenon is still observed during some transients. Using the sigmoid function leads to a further improvement, giving the best results in terms of estimation effectiveness and high-frequency content in the observed back-EMFs.

Another solution to reduce the chattering problem is studied in [25] for PMSM drives with a small DC link capacitor. It is called Fast Sliding Mode Observer (FSMO), as it basically consists of executing the estimation algorithm iteratively four times in one current control cycle so that the phase delay and the ripples in the estimation of the back-EMF are minimized. This obviously leads to a more intensive computational effort.

In most cases, it is still necessary to further reduce the noise in the obtained back-EMFs. The traditional solution consists of placing a lowpass filter immediately after the switching function. However, the cutoff frequency of that filter has to be set quite low to obtain a clean enough signal, resulting in a large phase shift in the estimated back-EMFs. This introduces a delay in the estimation process and significantly degrades the
performance of the estimator. An improvement was obtained in [27] by means of the so-called synchronous frequency tracking filter, and in [33] using a frequency-adaptive complex-coefficient filter (FACCF). Both filters basically behave as bandpass filters tuned on the estimated rotor speed produced by the PLL, which corresponds to the expected fundamental frequency of the back-EMFs. In this way, all the other frequency components of the estimated signal are filtered out without introducing an additional phase delay. The principle of operation of the FACCF is now explained as an example. Its behavior is given by the transfer function in (22)

$$\hat{\theta}_a + j\hat{\theta}_b = \frac{\omega_c}{s - j\omega_0 + \omega_c}(z_a + jz_b)$$

(22)

where \(j\) is the imaginary unit and \(\omega_c\) is the cutoff frequency, which can be set equal to \(2\omega_0\). The resulting Bode diagram of the filter is shown in Figure 8.

![Bode Diagram](image)

**Figure 8.** Magnitude and phase Bode diagram of the FACCF.

As can be seen from the plot, the FACCF behaves similarly to a bandpass filter tuned on the estimated rotor speed \(\omega_0\). At the corresponding frequency, a phase delay of zero is introduced, a condition that can improve the performance of the resulting SMO. Experimental tests carried out in [33] show that the FACCF has a good filtering effect on the estimated back-EMFs and demonstrate better performance of the algorithm with respect to the conventional SMO, both in steady state conditions and during transients such as acceleration/deceleration and load disturbances.

4. Rotor Flux Observer-Based Sensorless Algorithms

It is generally assumed that the performance of back-EMF-based algorithms deteriorates approaching the low-speed region [41,42]. This can be well explained by the fact that in that operating condition the amplitude of the motor back-EMFs is small and it is very difficult to obtain a sufficient signal-to-noise ratio to estimate the rotor position correctly. Moreover, back-EMF estimation becomes more sensitive to parameter uncertainties at low speeds. The effect of this drawback can be reduced using an RFO-based sensorless algorithm, which not only guarantees a better performance at low speeds but shows a good estimation accuracy and stability in the nominal speed range as well. The most common approach is to estimate the rotor flux components in the stationary reference frame. In this way, the rotor angle can be simply obtained by means of the arctan function. Three RFO algorithms chosen from the most promising ones in the technical literature are presented in this section. A nonlinear RFO introduced by Ortega et al. in [42] is considered first. The
The second algorithm examined is an adaptive RFO developed by Choi et al. [45] to achieve a great robustness against dc bias errors and flux linkage constant uncertainty. Finally, a regression RFO presented in [50, 51], based on a linear regression form, is analyzed.

4.1. Nonlinear RFO

This algorithm was developed in [42] for SPMSMs (it is therefore assumed that \( L_s = L_d = L_i \)). The starting point for the derivation of this position observer is constituted by the electrical equations expressed in the stationary reference frame \( \alpha-\beta \) (2), (3), which can be rearranged as follows in (23)

\[
L_s p_i_{\alpha\beta} = -R_s i_{\alpha\beta} + \omega \phi_m \begin{bmatrix} \sin \theta \\ -\cos \theta \end{bmatrix} + v_{\alpha\beta} \tag{10}
\]

where \( v_{\alpha\beta} = [v_\alpha, v_\beta]^T \) and \( i_{\alpha\beta} = [i_\alpha, i_\beta]^T \). A new state variable \( x \) can be defined as in (24)

\[
x = L_s i_{\alpha\beta} + \phi_m \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix} \tag{11}
\]

Then a vector function \( \eta : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) is defined as in (25)

\[
\eta(x) = x - L_s i_{\alpha\beta} \tag{12}
\]

If the estimated state was exactly equal to the real one, the Euclidean norm of \( \eta \) would satisfy the condition in (26)

\[
\|\eta(x)\|^2 = \phi_m^2 \tag{13}
\]

Since this is obviously not possible, because the state is unknown, an estimation error can be defined as in (27)

\[
\varepsilon_x = \phi_m^2 - \|\eta(\hat{x})\|^2 \tag{14}
\]

Note that the error thus defined represents the squared distance between \( \eta \) and a circle of radius \( \phi_m \). The operating principle of this algorithm is based on the minimization of that error using the gradient search method, which can be implemented with Equation (28)

\[
p\hat{x} = v_{\alpha\beta} - R_s i_{\alpha\beta} - \frac{1}{2} \frac{\gamma}{4} \nabla_x(\varepsilon_x^2) \tag{15}
\]

where \( \nabla_x(\varepsilon_x^2) \) is the gradient of the squared estimation error calculated with respect to \( \hat{x} \), and \( \gamma \) is a gain parameter. At each calculation step, the derivative of the estimated state is updated so that \( \varepsilon_x \) is minimized. The resulting estimator is described by Equation (29)

\[
p\hat{x} = v_{\alpha\beta} - R_s i_{\alpha\beta} + \frac{\gamma}{2} \eta(\hat{x})[\phi_m^2 - \|\eta(\hat{x})\|^2] \tag{16}
\]

Finally, the rotor position can be derived from the estimated state as in (30)

\[
\hat{\theta} = \tan^{-1} \left( \frac{\hat{x}_\beta - L_s \hat{i}_\beta}{\hat{x}_\alpha - L_s \hat{i}_\alpha} \right) \tag{17}
\]

The position observer thus obtained has the advantage of being particularly easy to tune since it has only a gain parameter \( \gamma \). Its validity has been demonstrated in [43], showing its ability to keep a low position estimation error during the tests, including speed and load steps, and speed reversal. However, the main drawback is that the precise value of the flux linkage constant of the motor is needed, making it susceptible to a possible parameter mismatch.
4.2. Adaptive RFO

This algorithm [45], developed for SPMSMs, represents the evolution of another flux observer that was introduced originally by Bobtsov et al. in [44]. In particular, a feedback loop was added with the aim to reduce the influence of parametric uncertainties on its performance, making it much more robust than the original one. First, the original observer is described in this paragraph, then the feedback compensation network is added. In the derivation of this algorithm, the state to be observed consists directly of the components of the flux expressed in the stationary reference frame and it is defined as in (31)

\[
\mathbf{x} = \varphi_m \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix}
\]  

Its dynamic equation can be derived from (2), (3) as in (32)

\[
p\mathbf{x} = \mathbf{v}_{ab} - R_s \mathbf{i}_{ab} - L_s p \mathbf{i}_{ab} = \omega \varphi_m \begin{bmatrix} -\sin \theta \\ \cos \theta \end{bmatrix}
\]  

Theoretically, the state could be obtained by simply integrating the previous equation. However, this would lead to unacceptable estimation errors mainly due to the unknown initial conditions and to dc bias errors, which would cause the estimated state to diverge. Thus, it is necessary to define a state vector similar to the previous one, but whose initial condition is assumed equal to zero, as in (33)

\[
p\mathbf{q} = \mathbf{v}_{ab} - R_s \mathbf{i}_{ab} - L_s p \mathbf{i}_{ab} \cdot \mathbf{q}(0) = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]  

Taking into account (31) and (34), Equation (35) can be written

\[-\|\mathbf{q}\|^2 = 2\mathbf{q}^T \xi + \|\xi\|^2 - \varphi_m^2
\]  

Note that equation (35) contains two constant terms, one of which (\|\xi\|^2) is unknown, while the other (\varphi_m^2) is known but with possible uncertainties. To eliminate the effect of these terms, a highpass filter of equation \(ap/p + \alpha\) can be applied to both sides, obtaining two new variables as defined in (36), (37)

\[
y(\mathbf{q}) = -\frac{ap}{p + \alpha} (\|\mathbf{q}\|^2)
\]  

\[
\Omega(\mathbf{q}) = \frac{2ap}{p + \alpha}(\mathbf{q})
\]  

which are linked by Equation (38)

\[
y(\mathbf{q}) \approx \Omega(\mathbf{q})^T \xi
\]  

Note that the parameter \(\alpha\) affects the bandwidth of the highpass filter. Equation (38) represents a form of linear regression with the unknown parameter \(\xi\), which can be estimated by applying the gradient search algorithm, in a similar way to what happens for the nonlinear RFO previously described. The gradient method is implemented so that the quantity \((y(\mathbf{q}) - \Omega(\mathbf{q})^T \xi)^2\) is minimized, as in (39)

\[
p\xi = \Gamma \Omega(\mathbf{q})(y(\mathbf{q}) - \Omega(\mathbf{q})^T \xi)
\]  

where \(\Gamma\) is a gain parameter. Finally, the estimated rotor position can be obtained as in (40)

\[
\hat{\theta} = \tan^{-1} \left( \frac{\hat{x}_\theta}{\hat{x}_\alpha} \right)
\]  

For better understanding, Bobtsov’s observer is schematized in Figure 9.
Figure 9. Bobtsov’s position observer.

Note that the algorithm thus obtained solves the problem related to the unknown initial conditions, but it can still be affected by dc bias errors. Indeed, if the quantities that are integrated have a dc bias, this causes the estimated state to diverge. For this reason, a feedback compensation network has been added by Choi et al. [45]. It is based on the consideration that the initial estimated flux $\hat{\zeta}$ must have a magnitude equal to $\varphi_m$. If this does not happen, an error in the estimation of $\zeta$ can be defined as in (41)

$$
\epsilon_t = \|\hat{\zeta}\|^2 - \varphi_m^2
$$

In order to minimize this error, the gradient algorithm can be applied a second time, obtaining a compensating term that can be added before the integrator. Calling $\hat{q}$ the compensated value of state $q$, the resulting updating equation for $\hat{q}$ is reported in (42).

The adaptive RFO-based position estimator thus obtained is summarized in (43), while its operating diagram is shown in Figure 10.

\[
\begin{align*}
p\hat{q} &= v_{a\beta} - R_s i_{a\beta} - L_s p i_{a\beta} + \Gamma_1 \hat{\zeta} \left( \|\hat{z}\|^2 - \varphi_m^2 \right) \\
\hat{q}(0) &= [0, 0]^T \\
\hat{z} &= \Gamma_2 \Omega(\hat{q}) (y(\hat{q}) - \Omega(\hat{q})^T \hat{z}), \hat{z}(0) \in \mathbb{R}^2 \\
y(\hat{q}) &= \frac{-ap}{p + \alpha} \|\hat{q}\|^2, y(0) = 0 \\
\Omega(\hat{q}) &= \frac{ap}{p + \alpha} 2\hat{q}, \Omega(0) = [0, 0]^T \\
\hat{x} &= \hat{q} + \hat{z} \\
\hat{\theta} &= \tan^{-1}\left( \frac{\hat{x}_q}{\hat{x}_a} \right)
\end{align*}
\]
Figure 10. Scheme of the adaptive RFO sensorless algorithm.

Experimental tests are also shown in [45], in which the performance of the algorithm was evaluated during no-load starting, full load steps at various speed levels and speed reversal. Only a full load step at low speed caused the stability to collapse, but that did not happen in the case of a load ramp. Moreover, a comparison between Bobtsov’s observer and the adaptive RFO was carried out by the authors, introducing some mismatches in the motor parameters including the flux linkage constant. While the position estimation degraded significantly in the case of Bobtsov’s observer, the adaptive RFO was able to compensate them maintaining a sufficiently low estimation error. Moreover, an intentional voltage dc bias was added to the output of the current controller in the plant. The pure integration present in Bobtsov’s observer made the estimation error diverge, while the compensation feedback introduced in the adaptive RFO avoided this phenomenon.

4.3. Regression RFO

The regression RFO was introduced by Choi et al. in [50,51] as an extension of the previous algorithm to the case of IPMSMs. However, the operating principle of the resulting RFO is slightly different from the previous one, and, as the authors themselves state, it can be adapted for use with SPMSMs. Since the derivation of the regression RFO algorithm is quite complex, only the main steps are shown below. The starting point is the definition of the stator flux $\lambda$ as in (44), whose dynamic equation can be expressed as in (45)

$$\lambda = \begin{bmatrix} L_s + \frac{\Delta L}{2} \cos 2\theta & \frac{\Delta L}{2} \sin 2\theta \\ \frac{\Delta L}{2} \sin 2\theta & L_s - \frac{\Delta L}{2} \cos 2\theta \end{bmatrix} \begin{bmatrix} i_u \\ i_v \end{bmatrix} + \varphi_m \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix}$$ (31)

$$p\lambda = v_{ab} - R_s i_{ab}$$ (32)

After a few mathematical passages, a different expression for $\lambda$ can be obtained as in (46)

$$\lambda = L_q i_{ab} + \left( \Delta L i_{ab} \right) \tau \left[ \frac{\cos \theta}{\sin \theta} \right] + \varphi_m \left[ \frac{\cos \theta}{\sin \theta} \right]$$ (33)

Then, the state $x$ to be observed, called “active flux”, is defined as in (47)

$$x = \lambda - L_q i_{ab} = \left( \Delta L i_{ab} \right) \tau \left[ \frac{\cos \theta}{\sin \theta} \right] + \varphi_m \left[ \frac{\cos \theta}{\sin \theta} \right]$$ (34)
It should be noted that, in the case of SPMSMs, $\Delta L = 0$ and the active flux coincides with the rotor flux defined in previous algorithms. Additionally, in this case, the rotor position can be obtained from the active flux by means of the arctan function as in (40). To estimate $x$, a new linear regression form is derived, eliminating the effect of unknown constant terms thanks to the application of a highpass filter of equation $\frac{ap}{p+\alpha}$ identical to the one previously used in the adaptive RFO. Then, the gradient search algorithm is applied to the linear regression form to obtain the position observer summarized in (48)

$$
\begin{align*}
\dot{p}\hat{x} &= v_{ab} - R_s i_{ab} + \gamma \Omega_2(y - \Omega_2^\top \hat{x}) , \hat{x}(0) = \varphi_m \left[ \cos \theta(0) \right. \\
\left. \sin \theta(0) \right]
\end{align*}
$$

$$\hat{x} = \hat{\lambda} = L_q i_{ab}$$

$$\Omega_1 = \frac{\alpha}{p + \alpha} \left( v_{ab} - R_s i_{ab} + \alpha L_q i_{ab} \right) - \alpha L_d i_{ab}$$

$$\Omega_2 = \frac{\alpha}{p + \alpha} \left( v_{ab} - R_s i_{ab} + \alpha L_d i_{ab} \right) - \alpha L_d i_{ab}$$

$$y = \frac{1}{p + \alpha} \Omega_1^\top \Omega_2 + \frac{1}{2} \left( \frac{1}{\alpha} - \frac{1}{p + \alpha} \right) \| \Omega_1 \|^2 + \Delta \Omega_1^\top \left( \frac{\alpha}{p + \alpha} i_{ab} \right)$$

$$\hat{\theta} = \tan^{-1} \left( \frac{\hat{x}_q}{\hat{x}_d} \right)$$

where $\gamma$ is a gain parameter. The operating scheme of the regression RFO is shown in Figure 11.

![Scheme of the regression RFO sensorless algorithm.](image)

**Figure 11.** Scheme of the regression RFO sensorless algorithm.

In the case of SPMSMs, the equations can be simplified as follows in (49)
\[
\begin{align*}
\dot{\lambda} &= v_{ab} - R_s i_{ab} + \gamma \Omega (y - \Omega^T \hat{x}), \dot{\lambda}(0) = \varphi_m \begin{bmatrix} \cos \theta(0) \\ \sin \theta(0) \end{bmatrix} \\
\hat{x} &= \dot{\lambda} - L_s i_{ab} \\
\Omega &= \frac{\alpha}{p + \alpha} (v_{ab} - R_s i_{ab} + aL_s i_{ab}) - aL_s i_{ab} \\
y &= \frac{1}{2} \left( \frac{1}{a} + \frac{1}{p + \alpha} \right) \|\Omega\|^2 \\
\hat{\theta} &= \tan^{-1} \left( \frac{\Sigma}{\Sigma^2 + \frac{1}{2} a^2} \right)
\end{align*}
\]

Note that, unlike the previous RFO algorithms, the flux linkage constant does not appear in the dynamic equations of the state, but it is only used to compute the initial value of \( \lambda \). This can make the algorithm particularly robust against uncertainties in the value of \( \varphi_m \). Another advantage of the regression RFO is that the tuning process involves only one gain parameter. However, as explained by the authors, the stability and the response time of the observer are at maximum when that gain is not equal to a fixed value, but a speed-dependent gain is adopted. For this reason, a law to obtain the correct gain as a function of the rotor speed has to be introduced in the scheme, and this may complicate the implementation of the algorithm. The experimental results shown in [50] demonstrate a good convergence of the estimated position during all tests, also when an intentional 20% error was introduced in the flux linkage constant value. Moreover, the observer’s performance was also good at low speed as it was able to withstand a nominal torque step.

5. Comparison of Different Sensorless Algorithms in the Low-Speed Region on a Test Bench with an SPMSM

As can be deduced from the previous sections, a very large number of passive sensorless algorithms for PMSMs have been presented and analyzed in the technical literature. This makes it difficult to evaluate which is the most suitable position observer in the absolute sense for the realization of a sensorless control system, as they all have different characteristics and their effectiveness depends on what is required by the single application. Moreover, each work published that includes experimental tests shows results obtained on a different bench for what concerns the power of the drive, the motor characteristics, the switching frequency and the operating speed range. Despite this, it is possible to identify some criteria by which different algorithms can be compared, such as:

- The ease of implementation and computational complexity required for the operation. This can be a critical aspect since some algorithms characterized by a particularly low estimation error may require an intensive computational effort and could increase the overall cost and operating stability of the system. The choice of the most suitable algorithm in this sense should be made taking into account the precision required in estimating the position and the computational resources available.
- The complexity of the tuning process, for what concerns observer gains, cutoff frequency of filters and other parameters. Some applications may expect the algorithm to be used in conditions that are always the same, requiring only one preliminary calibration of the operating parameters. Instead, other applications may require the tuning process to be particularly easy and fast as it may be carried out by the customer depending on the specific purpose.
- The operating speed range. Some applications require the algorithm to be effective in a wide speed range, e.g., from standstill to the nominal speed, while in some other cases the motor is expected to operate at a fixed speed. This aspect can be particularly critical when approaching the low-speed region.
- The type of load. The stability and the dynamic response of a sensorless algorithm often depends on how the load is applied to the motor. For example, some
applications such as compressors, ventilation systems or transports usually have a speed-dependent load, while in some cases the system must be able to withstand sudden load steps.

- The robustness against parameter variations. In most cases, the algorithm requires the knowledge of some motor parameters to operate correctly, such as the stator resistance and inductance or the flux linkage constants. These parameters are often not known with sufficient precision and can also change during the operation (e.g., the stator resistance can vary with temperature). For some applications, the system is required to maintain a low estimation error even in the presence of strong variations or mismatches of the motor parameters.

As explained in previous sections, the performance of a passive sensorless algorithm generally degrades in the low-speed operating region. For this reason, the generally adopted approach consists of using a combination of an active algorithm (based on high-frequency signal injection) and a passive one. The active method can be used for starting the motor from standstill and obtain the estimated rotor position during low-speed operation. Then, when the speed is above a certain threshold, a transition to a passive algorithm can be performed. This allows the well-known drawbacks associated with active signal injection, such as current distortion, additional losses and acoustic noise, to be limited. A highly desirable evolution of this strategy is the adoption of a single passive algorithm for the entire speed range, as this would eliminate the signal injection completely and greatly simplify the implementation of the control system. In order to reduce or possibly eliminate the use of active algorithms, the essential condition is that the adopted passive algorithm works with sufficient precision in the widest possible speed range. For this reason, its performance at lower speeds becomes critical to realize a full-range sensorless control system.

In [54], an experimental comparison among five different passive algorithms was carried out on an SPMSM. The algorithms were chosen from among the most promising ones found in the literature and they were implemented on the same test bench in order to achieve a fair comparison. The study focused on their performances at low speed (i.e., under 20% of the motor’s rated speed) and the test conditions were the same for all, recreating the characteristics of a drive for typical industrial applications. The main results obtained in this work are reviewed here, as they give an idea on how the different types of passive algorithms described in the previous sections would perform in that situation. The list of algorithms, which includes two back-EMF-based methods and three rotor flux observers, is as follows:

- The “Enhanced Linear Active Disturbance Rejection Controller” (ELADRC), a method based on direct back-EMF estimation by means of LESOs, described in [21].
- A sliding-mode back-EMF observer with the adoption of the frequency adaptive filter, the “FACCF-SMO” described in [33].
- The nonlinear RFO described in [42].
- The adaptive RFO (evolution of the original Bobtsov’s observer) described in [45].
- The regression RFO described in [50].

All of the algorithms were implemented on the same FOC scheme and the same tests were carried out for each, including speed steps, load steps and full load starting. Moreover, their robustness against a mismatch introduced in the stator inductance value was tested and compared. The test bench consisted of a dSpace Microlab Box control platform on which all the algorithms were implemented, a PWM inverter (DC link voltage: 550 V) and an SPMSM, whose parameters are listed in Table 1. Another SPMSM (rated torque: 27 Nm) was coupled with the motor under test and controlled by a dedicated system to generate the load torque, as shown in Figure 12. The PWM frequency was 5 kHz and the deadtime of 4 μs was not compensated. An incremental encoder (resolution: 0.1°) was used to measure the rotor angle, only for comparison with the estimated one.
Table 1. Parameters of the SPMSM on which the algorithms were tested.

| Parameter                  | Value   |
|----------------------------|---------|
| Rated output power         | 1000 W  |
| Number of poles            | 8       |
| Rated speed                | 520 rad/s |
| Rated voltage              | 376 V   |
| Maximum current            | 2.21 A  |
| Rated torque               | 2 Nm    |
| Stator resistance $R_s$    | 1.6 Ω   |
| Stator inductance $L_s$    | 5.7 mH  |
| Flux constant $\phi_m$     | 0.147 Wb |

Figure 12. SPMSM under test (motor on the right) and SPMSM used to generate the load torque (motor on the left).

5.1. Performance of the Algorithms during Speed Steps

Starting from standstill with no load, three consecutive steps were applied to the reference speed. First it was set to 3% of the rated speed, then to 10% and finally to 20%. At that point, a rated load step was applied. Figure 13 shows the rotor speed (reference, estimated and measured) and the estimation error of the rotor position with respect to the measured one. Moreover, a zoom on the estimated and measured rotor angle is shown when the speed was increased from 3% to 10% of the rated value. The values of position estimation error during the whole test and the starting time are summarized in Table 2.
Figure 13. Speed, estimated angle error and zoom on measured/estimated angle when 3%–10%–20% speed steps are applied, and a full load step is applied at 20% of rated speed: (a) ELADRC algorithm; (b) FACCF-SMO algorithm; (c) nonlinear RFO; (d) adaptive RFO; (e) regression RFO.

Table 2. Position estimation error after appliance of speed steps and load step, and starting time.

| Algorithm       | Angle Estimation Error (rad) | Starting Time |
|-----------------|------------------------------|---------------|
|                 | 3% $\omega_N$ | 10% $\omega_N$ | 20% $\omega_N$ | Full Load Applied |
| ELADRC          | 0.15/0.4     | 0.28/0.03     | 0.45/0.02     | Not successful   | 0.2 s |
| FACCF-SMO       | 0.15/0.3     | 0.2/0.3       | 0.3/0.25      | Not successful   | 0.3 s |
| Nonlinear RFO   | 0.25/0.18    | 0.2/0.09      | 0.27/0.07     | 0.36/0.08        | 1.1 s |
| Adaptive RFO    | 0.05/0.14    | 0.12/0.04     | 0.18/0.04     | 0.16/0.05        | 0.4 s |
| Regression RFO  | $-0.1/0.12$  | $-0.03/0.05$  | $0.0/0.04$    | $0.01/0.05$      | 0.4 s |

Results show that the two back-EMF-based algorithms had a generally higher estimation error at low speed, as expected, although their starting time was shorter. In particular, a wide oscillation can be observed in the angle estimated by the ELADRC at 3% of the rated speed. Moreover, these two algorithms could not withstand the appliance of a full load step at 20% of the rated speed. On the other hand, the three RFOs were able to
follow the reference speed correctly also after the load step, maintaining an acceptable estimation error. The adaptive RFO and regression RFO showed a short starting time and the highest estimation accuracy. Another aspect should be noted observing the zoom on the estimated and real position. After the appliance of the second speed step, the convergence of the two back-EMF algorithms took longer than in the case of RFOs. This can be explained by the fact that the RFOs do not need the information about the rotor speed to observe the rotor position, while in the other case the speed is used in the estimation process (as it appears in the equations). Since the speed is provided by the PLL starting from the estimated position, this makes the dynamic response longer.

5.2. Performance of the Algorithms during Load Steps at 10% of Rated Speed

Load steps were applied at 10% of the rated speed, starting from the no-load condition. Only the adaptive RFO and the regression RFO could withstand a rated torque step, while in the other cases the load torque was applied in two consecutive steps (0–50%–100%). However, even in this case, FACCF-SMO was not able to withstand the rated torque. Figure 14 shows the rotor speed, the angle error and the stator current during the test. The values of the angle error are summarized in Table 3.

| Algorithm        | Angle Estimation Error (rad) | Mean value/Variation From the No-Load Condition |
|------------------|------------------------------|-----------------------------------------------|
|                  | Half Load Applied | Full Load Applied                           |
| ELADRC           | 0.33/Δθ = 0.05     | 0.39/Δθ = 0.11                              |
| FACCF-SMO        | 0.25/Δθ = 0.05     | Not successful                              |
| Nonlinear RFO    | 0.25/Δθ = 0.05     | 0.3/Δθ = 0.1                                |
| Adaptive RFO     | N.A.              | 0.12/Δθ = 0                                  |
| Regression RFO   | N.A.              | -0.08/Δθ = -0.05                            |

Table 3. Position estimation error after appliance of load steps at 10% of rated speed.
Results show that the adaptive RFO and the regression RFO reacted well to the application of a full torque step, with a very low angle error variation with respect to the no-load condition. The nonlinear RFO and the ELADRC algorithm could manage the application of the full load in two gradual steps, while the FACCF-SMO lost stability when the load torque was set to its rated value.

5.3. Performance of the Algorithms during Full Load Starting

Starting from standstill, the rated load torque was applied and then the reference speed was set to 3% of its rated value. The results are shown in Figure 15.
As can be seen from the graphs, starting at full load was successful only with the adaptive RFO. Since the motor started in that case, the steps at 10% and 20% of the rated speed were also applied, obtaining a good response. The other algorithms were not able to start the motor correctly, resulting therefore in not being suitable for a full-range application in which a very low-speed operation at rated load torque is expected.

5.4. Robustness of the Algorithms against Inductance Variations

While keeping the reference speed equal to 10% of its rated value and applying the full load torque, mismatches in the stator inductance value given to the algorithms were introduced in order to test their robustness. Since the FACCF-SMO could not withstand the rated load torque at that speed, it was tested at half load. First $L_s$ was changed from 5.7 mH (its real value) to 3 mH, then it was set to 5.7 mH again, and finally to 9 mH. The results are shown in Figure 16, while the values of the estimation error for each case are reported in Table 4.
As can be deduced from the results, the regression RFO appears to be the most robust in the presence of a stator inductance value mismatch, as its estimation error varied by 0.05 rad, which corresponds to 2.9° when \( L_s \) was set to 3 mH and by 0.07 rad, which corresponds to 4.0°, when \( L_s \) was set to 9 mH. A slightly larger variation was observed with the nonlinear RFO and ELADRC, which could still maintain a variation of the error below ± 0.1 rad, which corresponds to 5.7°. The adaptive RFO showed a higher variation, but it was able to maintain a good stability during the test, while the FACCF-SMO became unstable when \( L_s \) was changed to 9 mH.

### 6. Conclusions

Sensorless control of PMSMs has become increasingly important in recent years to avoid the additional cost and reliability drawbacks associated with the use of a traditional position sensor in FOC schemes. Sensorless algorithms can mainly be divided into two types, active methods based on high-frequency signal injection and passive methods based on the estimation of back-EMFs or rotor flux. Although active methods work well over the entire speed range, they cause drawbacks (current distortion, losses, acoustic noise), which can be avoided using passive algorithms.

This paper proposed a review of the main types of passive sensorless algorithms, analyzing the different approaches proposed in the technical literature over the last few years. Two main families of passive methods were considered. The first one includes the so-called back-EMF-based algorithms, which derive the rotor position from an estimate of the back-electromotive forces of the motor using a PLL. As can be deduced from the experimental results presented in many works, the presence of the PLL in the estimation process generally deteriorates the dynamic response of the position estimator. Moreover, it is worth noting that back-EMF methods often require knowledge about the rotor speed
to operate. Among these, algorithms based on linear disturbance observers and algorithms based on sliding mode were considered and analyzed in detail as they represent the most common approaches. For what concerns the sliding mode observers, a review of the most used switching functions was also presented. From various studies published in the literature, the sigmoid function and the super-twisting function appear to be the best ones in terms of harmonic content in the estimated signals. The second class of passive methods analyzed in this article is the one of the so-called rotor flux observers, which estimate the components of the rotor flux in the stationary or rotating reference frame and derive the rotor angle directly from them (usually by means of the arctan function). Their structure is often more complex, with respect to back-EMF methods, but they generally operate better at lower speeds since, in contrast to what happens to the back-EMFs, the rotor flux does not vanish at standstill. In addition, no knowledge about the rotor speed is required in the estimation process. Three types of RFOs were considered, chosen from among the most recent ones. The analysis included a nonlinear RFO, an adaptive RFO and a regression RFO. Their common feature is the use of the gradient search algorithm, which is implemented in different schemes. The nonlinear RFO can achieve a good estimation accuracy, but its performance can be affected by parameter mismatches, especially with regard to the flux linkage constant. The other two algorithms solve these problems as they implement feedback compensation networks to minimize the effect of uncertainties in the parameters and dc bias errors. Their validity has been demonstrated in many works published in the literature, testing them in various load conditions at different speeds. The low-speed performance of a sensorless algorithm is particularly important to limit as much as possible the use of active algorithms and their associated drawbacks. However, all the works considered, which are present in the technical literature, show experimental results obtained on different benches and in different test conditions, making it difficult to establish which is the most suitable one for a low-speed application. For that reason, an experimental comparison on an SPMSM operating at low speed has been reported, in which two back-EMF algorithms and three RFOs are implemented on the same test bench to achieve a fair comparison. The results show the superiority of RFOs over the back-EMF estimators in a speed range up to 20% of the rated value, especially with regard to the adaptive RFO, which was able to start the motor even with nominal torque applied.

From the analysis carried out, it can be concluded that the use of a sensorless algorithm can effectively replace the use of a position transducer for those applications where precise position control is not required, making it possible to reduce the cost of the drive and to increase its reliability. The field of application of passive sensorless algorithms includes drives for traction, industrial plants and household appliances, for which many of the algorithms presented are already widespread. From the results obtained, it can be deduced that, in cases where the motor has to operate in a speed range close to the nominal one, the back-EMF algorithms such as SMOs could be preferred by virtue of their simplicity of implementation. On the other hand, in applications where low speed operation is also required, the algorithms based on RFOs guarantee greater estimation accuracy and more stable performance, even making it possible to start the motor at full load in some cases without the aid of high-frequency injection techniques.
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