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Abstract—This paper presents a novel data-driven framework to aid in system state estimation when the power system is under unobservable false data injection attacks. The proposed framework dynamically detects and classifies false data injection attacks. Then, it retrieves the control signal using the acquired information. This process is accomplished in three main modules, with novel designs, for detection, classification, and control signal retrieval. The detection module monitors historical changes in phasor measurements and captures any deviation pattern caused by an attack on a complex plane. This approach can help to reveal characteristics of the attacks including the direction, magnitude, and ratio of the injected false data. Further information regarding the attack type can be obtained through the classifier module. The proposed ensemble learner is compatible with harsh learning conditions including the lack of labeled data, concept drift, concept evolution, recurring classes, and independence from external updates. The proposed novel classifier can dynamically learn from data and classify attacks under all these harsh learning conditions. The introduced framework is evaluated w.r.t. real-world data captured from the Central New York Power System. The obtained results indicate the efficacy and stability of the proposed framework.

Index Terms—Attack identification, false data injection, unobservable attacks, power systems, cyber-physical systems, statistical learning, change detection, non-stationary environments.

I. INTRODUCTION

THE advancement of information technology has improved smart grids in many aspects such as reliability and efficiency. Nonetheless, security concerns arise, as the state estimation of power systems becomes more dependent on the software components of smart grids [1], [2]. Intruders can interfere with the operation of the control system by launching a False Data Injection (FDI) attack. Having enough information about the system configuration, a hacker can manually corrupt the obtained phasor measurements and prevent the control system to correctly estimate the system state. This can, in turn, cause a malfunction that entails potentially catastrophic consequences [3], [4].

Although various approaches can be used to enhance the security of the power networks, they may not ideally replace a robust Intrusion Detection System (IDS). For instance, encryption does not always guarantee the safety of the system, and grid hardening may not be applicable to large-scale power systems [5], [6]. Although various approaches are available for eliminating security issues in power systems, not all of them can cope with the unobservable FDI attacks. Such attacks manipulate multiple phasor measurements and deceive the control system by bypassing the bad data detectors. These FDI attacks are called unobservable since the system is no longer observable if the affected measurements are removed [5], [6]. Perhaps, unobservable attacks can be considered as the most challenging type of cyber data attacks [6]. System state estimation under unobservable FDI attacks requires a robust IDS to ensure the safe operation of the control system. Despite numerous efforts dedicated to addressing this problem, finding a comprehensive design for an IDS is still very challenging.

The available solutions for handling unobservable FDI attacks in power systems generally fall under two categories of matrix decomposition and statistical learning. The former models the problem as a type of matrix decomposition process [5]–[7]. Devising matrix decomposition can facilitate the injected error estimation and the control signal retrieval through solving an optimization problem. However, the performance is usually dependent on the sparsity of attacks [5]. Another approach with more generalization ability is reformulating the intrusion detection problem from the perspective of statistical learning [1], [8], [9]. Using this technique, one can find the relationships between data samples w.r.t. different states such as normal and under attack. Statistical learning can also facilitate the classification of different types of data attacks, which can be informative for taking the right action when the system is under attack.

On the other hand, FDI attack detection and classification using data-driven approaches is followed by a number of challenges. To begin with, multi-class classification is the most common problem that is well studied in the literature [10], [11]. Tackling with insufficient labeled samples is another obstacle, which has been recently addressed by means of semi-supervised learning [10]–[12]. However, most of these studies
consider a stationary environment, in which the feature space remains intact. This is while streaming phasor measurements in a power system resemble a non-stationary environment, where different factors such as system events and intrusions can alter the feature space. Such changes can be generally categorized into three types, namely concept drift [13], [14], concept evolution [14] and reoccurring classes [15]. In non-stationary environments, the primary step is to detect any changes and anomalies in the data stream. The classification model can then be adapted to the detected changes using adaptive algorithms [13], [16]. Besides, most of the available solutions rely on external updates for adaptation, which is impractical in our case study. Each of the aforementioned problems, in both stationary and non-stationary environments, requires a different solution. Unfortunately, these problems are rarely addressed simultaneously for handling unobservable FDI attacks in power systems.

The aim of this work is to design a novel data-driven framework that aids in system state estimation, when the power system is under unobservable FDI attacks. In this process, we mainly rely on data mining and try to overcome all the aforementioned challenges for this approach. The proposed framework consists of three main modules, namely detection, classification, and control signal retrieval. The first module initially detects any unobservable FDI attacks and passes them to the attack classifier. The classification module then determines the type of these attacks. The last module retrieves the control signal and passes it to the control unit, using the patterns that have been captured by the other modules. Multiple challenges have been tackled in the design of the proposed framework including anomaly detection based on the historical behavior of the signal, extraction of attack patterns from the complex signals, scarce labeled data, concept drift, concept evolution, recurring classes, and fast signal retrieval.

The main contribution of this work is threefold:

1) A new framework, unObservable thReat modelIng usIng least-squares fitting (ORIGIN), is proposed for detecting unobservable FDI attacks in power systems. The novel idea behind ORIGIN is to model historical changes of PMU signal w.r.t. the deviation of the circular path it creates on a complex plane. For the normal signal, even if the radius of the signal changes, the path is still centered around the origin. Conversely, unobservable FDI attacks cause a deviation from the origin. To model the pattern of this deviation, we fit a least square circle to a sliding window on the streaming signal so that the resulted center can show the extent and direction of the deviation from the origin.

2) A novel ensemble learner, classification using Cross-correlation (ICON), is proposed to facilitate unobservable FDI attack classification in non-stationary environments. ICON is well-adapted to the selected case study and can address all the mentioned challenges in this process. It performs semi-supervised multi-class classification, detects new classes of unobservable FDI attacks, performs self-update, and handles recurring classes. Unlike most of the available work, ICON addresses all these challenges simultaneously and does not rely on external updates.

3) The introduced signal retrieval method, that is used within ORIGIN, is also unique to this algorithm. It dynamically computes and removes the injected error from the control signal, in a sample-by-sample manner. Moreover, we evaluate the proposed methods by enabling a comparative study on real-world data, collected from the Central New York Power System (CNYPS).

The remainder of this paper is organized as follows: Section II contains the background for this work. Section III explains the proposed framework. Experimental results are analyzed in Section IV. Finally, the paper is concluded in Section V.

II. BACKGROUND

Here, we initially explain the considered problem and the selected case study. Then, the additional challenges of our case study, which resembles a non-stationary environment, and available methods to address them are elaborated.

A. Problem Statement

Fig. 1 shows the structure of the CNYPS, on which the phasor measurement unit (PMU) data has been recorded and used in this work [6]. Assuming that an intruder has partial knowledge of this system, data attacks can be planned by corrupting multiple PMU measurements. Failure to detect these attacks prevents the prompt retrieval of the control signal. This results in the malfunction of the control system.

Most of cyber data attacks are usually in the form of FDI attacks [7], [17]. Among various types of data attacks, unobservable FDI attacks are often known as the most challenging ones since they can bypass the bad data detectors (BDD) and manipulate the control unit [6]. In order to make the FDI attack unobservable to the BDD, the intruder must have at least partial knowledge of the system. Generally we assume that the attacker has control over a set of measurements and knows the network topology (at least partially). Appendix 1 formally explains how unobservable FDI attacks can bypass conventional, or residue-based, BDD. Unobservable attacks are particularly based on a corruption matrix $C$, which represents the additive error to the targeted bus voltages due to data attacks. Thus, an accurate IDS is necessary to know when the control signal misleads the control system. Once an attack is detected, a
control signal retrieval process should be initiated to make the power system observable again.

Although a proper IDS and control signal retrieval scheme may usually guarantee the safe operation of the control unit, having more information about the strategy of the unobservable FDI attacks can help further secure the network. This means that detected unobservable attacks need to be classified into different categories in order to clarify the intention of an intruder. For instance, repetitious attacks with similar patterns indicate an intruder has targeted a specific component of the network, and, thus, security protocols need to be enhanced for the respective component.

Hence, a threefold problem is addressed in this paper: a) unobservable FDI attack detection; b) classification of the detected attacks in non-stationary environments; and c) control signal retrieval. This is while the classification in a non-stationary environment, similar to that of CNYPS, has multiple additional challenges, that further complicate this process. These challenges are explained in the following subsection.

B. Dynamic State Estimation

A common trend often seen in the literature is to consider the steady state model in the design of monitoring applications at the control center of power systems [18], [19]. However, power systems rarely operate in a stationary or steady-state condition due to the stochastic variations in demand and generation. Therefore, this assumption becomes problematic since approaches using static state estimation cannot capture system dynamics in non-stationary environments [20].

To address this issue, dynamic state estimation methods emerged and new monitoring tools were proposed in the wake of them [21], [22]. Dynamic state estimation enables capturing the history of dynamic events in power systems, which in turn facilitates the understanding and analysis of the behaviour, performance, and control decisions of the system.

C. Model-based Approaches

Dynamic state estimation using model-based methods requires the mathematical system model to be available. These methods usually apply estimation techniques to observe the state of a system and detect cyber-attacks based on analytical redundancies [23]. Observer-based methods can be categorized into three groups, namely Kalman filtering [21], observer-based methods [24], [25], and sliding mode observation [26].

Kalman filtering techniques devise a state-space model and can employ an optimal recursive algorithm by means of previously estimated states and previous measurements. These techniques can accurately estimate the state vectors and are computationally inexpensive [21]. Despite the effectiveness of Kalman filtering, they may not apply to some cases since they assume system and observation models equations are both linear. It is worth mentioning that the non-linear extension of Kalman filter is not often as optimal as the linear version. Moreover, it assumes that the state belief is Gaussian distributed.

Observer-based methods usually estimate the state of system by means of a deterministic state-space mathematical model [23]. For instance, an methodology is proposed in [27] for mitigating FDI attacks by considering unknown nonlinear constant power loads. This nonlinear and adaptive observer-based method also takes uncertainty, noise, and unobservable states into account. [28] proposes an unknown input observer to detect FDI attacks by means of its residuals. A residual threshold is then considered to adaptively monitor the effect of disturbance. An unknown input internal observer-based approach is also designed in [29] to defend against FDI attacks. The proposed method is a global detection algorithm and works based on the interval residuals. The main problem of observer-based methods is that the convergence and stability of closed-loop control system must be assured for all operating space. However, in control of non-linear systems these conditions are validated only locally or they are dependent of some hypothesis which reduce its effectiveness in real applications.

Sliding mode techniques are non-linear and devise a state-space model for estimating the state on a manifold w.r.t. estimated error and state trajectories. State estimation under this category comes with several benefits, including ease of use, disturbance rejection, and robustness [30], [31]. On the negative side, such methods may excite unmodeled dynamics and cause chattering. Therefore, instrumental damages and energy loss can take place in case of high-frequency switching around the sliding surface [30].

D. Intelligent Data-driven Approaches

As opposed to model-based techniques, intelligent data-driven methods are able to operate without any prior knowledge regarding the physics of the system, and the mathematical system model is not required [32]–[34]. System state estimation using cyber-secure data-driven techniques mainly involves a classification task, which facilitates the detection of FDI attacks and the decision making process. Although intelligent methods for FDI detection and state estimation are have shown outstanding performance and flexibility in the literature, their main drawbacks are usually the assumption of a stationary environment or the high computational cost in non-stationary environments, where real-time model updating is required. However, this can be potentially addressed via an efficient design, and, thus, extensive research endeavours have been dedicated to address this issue [14], [15], [35].

E. Challenges of Non-stationary Environments

The classification procedure is often performed in a static manner, where a classification model is firstly constructed offline and, then, used in a dynamic environment. This setting works well for stationary environments, where the data flow resembles a feature space similar to that of the constructed model. However, in the intrusion detection problem, an intrusion may bring about unexpected anomalies in the upcoming data, whether gradually or abruptly, which alter the mapping between the input samples and class labels. This will consequently deteriorates the performance of the trained model, as it cannot interpret the new data generating process. This phenomenon is known as concept drift. Note that the standard
i.i.d. assumptions do not hold anymore in non-stationary data steams.

Another issue of concern is the presence of new classes of attacks in the network. The presence of a new class in feature space is also referred to as concept evolution [14], [15]. Failure to detect new classes of attacks results in misclassifying attack patterns and generation of incorrect information. Various research efforts have been dedicated to the real-time classification in non-stationary environments [13], [14]. The problem has been adequately addressed in these works; however, they are not designed to handle reoccurring classes. This means that if a class of attack is absent for a while, the dynamic classification model will forget that class, and it will be detected as a new class when it reoccurs. This problem may be eliminated by resorting to an active learning setting [36], in which a request for an external update is sent to an operator whenever an algorithm cannot decide confidently about a sample. Nevertheless, dependency to human experts for the intrusion detection is a time consuming and expensive task.

A more realistic approach is then presented in [15], called Class-based ensemble (CLAM), which relies on periodical updates rather than waiting for an operator response. It uses an ensemble of one-class classifiers that models clusters of data by means of their centroid and radius. CLAM detects new classes using silhouette coefficients and updates the classification model. Stream Classifier And Novel and Recurring class detector (SCANR) [37] is another algorithm proposed for addressing concept evolution and recurring class, which uses the same approach as CLAM for modelling the data clusters. However, it makes use of a primary ensemble for classification and an auxiliary ensemble for detecting recurring classes.

Although CLAM and SCANR address most of the aforementioned challenges, there are still a few factors that limit their use for the application of intrusion detection. To begin with, dependency on human-generated periodical updates is not preferable for this application since an attack should be isolated as soon as it is detected. Secondly, relying only on cluster-based modeling may not be the best strategy for cases such as PMU data, in which samples are presented using complex numbers. These issues motivated us to propose ICON especially for unobservable FDI attack classification, which can address all the aforementioned problems independently. Note that many classifiers that use computationally expensive approaches, e.g., deep learning, are not compatible with this case study, as they cannot be rapidly retrained or updated.

III. DESIGN OF THE INTRUSION DETECTION AND CLASSIFICATION SYSTEM

Here, we formally explain the the proposed framework, which is also detailed in Algorithm 1 and illustrated in Fig. 2. Supposing that data is being captured through a set of PMUs \( p = \{P_1, P_2, \ldots, P_q\} \), each PMU \( P \) contains \( \theta \) channels resulting in a data matrix \( M \in \mathbb{C}^{n \times \theta} \), where \( n \) is the number of samples.

A. Dynamic Intrusion Detection using ORIGIN

Assuming that \( M_j \) represents the \( j \)-th column of \( M \), \( M_j = \{z_i\}_{i=1}^n \), where \( z_i \in \mathbb{C} \). For a set of points in a sliding window \( W = \{z_1, z_2, \ldots, z_\omega\} \), where \( \omega < n \), a circle can be algebraically fitted to \( W \). Considering the algebraic
Algorithm 1: ORIGIN

Input:
PMU data $P$, threshold $\delta$.

Output:
Intrusion detection result $\mathcal{F}$, attack classification result $h$, retrieved control signal $S$.

Definition:
$X_0$ is the training set, $\leftarrow$ inserts into a FIFO queue.

Initialization:
1. Initialize FIFO queue $Q = \emptyset$.
2. Set intrusion detection flag $\mathcal{F} = False$.
3. Set counter $j = 1$.

Training:
4. Compute $c_0$ on $P_0$ using Equations (13)-(17).

Testing:
5. while $P$ do
6. Update the sliding window $W_t = P(r)$, $j \leq r < j + \omega$.
7. Compute $\hat{c}_i$ on $W_t$ using Equations (13)-(17).
8. $j = j + 1$.
9. $d_t = \|c_0 - \hat{c}_i\|$.
10. Update FIFO queue $Q \leftarrow d_t$.
11. if $d_t > \delta \land \text{Card}(Q) = \tau$ then
12. Set intrusion detection flag on $\mathcal{F} = True$.
13. Create an attack sample $\alpha_t = Q$.
14. Call the attack classifier $h_t = \text{ICON}(\alpha_t)$.
15. retrieve the control signal $S$.
16. end if
17. end while

representation of a circle $F(x) = 0$ for a set of coordinate vectors $x \in W$, where $x$ consists of real and imaginary parts of samples in $W$, an algebraic fit is attained by determining the parameters of this equation w.r.t. least-squares. By doing so, the estimated circular path via the least-square fitting reflects the historical changes in the dynamic system, where older samples locate at the end of this window, and vice versa.

Assumption 1: Given that a center $c_0 = [x_0, y_0]$ can be estimated by fitting a circle to training samples $P_0$ with $n_0$ samples (see Fig. 2.a), it is assumed that when the system is not under attack or injected error $\|e\| = 0$ then $\|c_0 - c_t\| \leq \delta$, where $c_t$ is the estimated centers w.r.t. the sliding window $W_t$ at time $t$, and $\delta$ is a threshold indicating the degree of center deviation when $\|e\| = 0$.

Intrusion detection can then be performed based on the following proposition, which is proved in the Appendix 2 of this paper.

Proposition 1: The presence of an unobservable FDI attack at time $t$, when $\|e_t\| > \|\delta\|$, is sufficient to deviate $c_t$ in an extent that exceeds the threshold $\delta$.

Thus, we first create a model using the original center $c_0$ in the training set (Line 4 in Algorithm 1). Then, at each time-step $t$, the sliding window $W_t$ moves on the incoming data (see Fig. 2.b), and $\hat{c}_t$ is computed on the current window (Line 6 and 7 in Algorithm 1). After computing the deviation $d_t$ between these two coordinates, it is added to a First-In-First-Out (FIFO) queue $Q$ (Lines 9 and 10 in algorithm 1). Once $Q$ reaches its capacity, an intrusion is being detected any time $d_t > \delta$ (Lines 10 and 11 in Algorithm 1). Thereafter, $Q$ is exported as an attack sample and sent to the attack classifier module, which will be explained shortly, and the control signal is retrieved afterwards (Lines 13-15 in Algorithm 1).

B. Online Modeling of Attack Patterns in ORIGIN

In order to classify the detected attack, the model needs to capture the changes each type of unobservable FDI attack makes in the system. For instance, the injected errors can increase or decrease the signal magnitude, with various ratios. Thus, variations of unobservable FDI attack create unique patterns in the PMU signal based on these variables. Henceforth, we refer to these historical patterns as attack patterns.

Once an attack is detected, the attack pattern should be modeled properly in order to create a set of useful samples for attack classification. To do so, a FIFO queue $Q$ is considered with a constant size $\tau$ (see Fig. 2.b). At each time-step $t$, a scalar $d_t = \|c_0 - \hat{c}_t\|$ is stored in $Q$. When $\text{Card}(Q) = \tau$, where $\text{Card}(\cdot)$ gives the cardinality of a set, an attack pattern $\alpha_t$ is given by extracting the sequence in $Q$ (Line 14 in Algorithm 1). This pattern shows the deviation of $c_t$ over time (see Fig. 2.a). These generated samples, or attack patterns, are then fed to the attack classification module, which for which variant attack patterns are indicators of different classes.

C. Real-Time Attack Classification via ICON

Initially, an offline training phase is performed to create a base model for attack classification (Line 3-8 in Algorithm 2). Afterwards, the model keeps getting updated automatically during the attack classification, if needed.

Firstly, an empty ensemble $E = \emptyset$ is initialized (Line 1 in Algorithm 2). For a set of training samples $X_0 = \{\alpha_1, \alpha_2, ..., \alpha_{m_0}\}$, $\alpha_1$ is selected to create the first class $\varepsilon_1$ (Line 2 in Algorithm 2). For $\alpha_r$, $2 < r \leq n_0$, the cross-correlation of $\alpha_r$ and $\varepsilon_j \in E$, where $1 \leq j \leq \nu_t$ and $\nu_t$ is the number of classes until time $t$, is computed (Line 4 in Algorithm 2). We consider the symmetry of this cross-correlation as the similarity measure:

$$
\Xi_{rj}(m) = \begin{cases} 
\sum_{i=0}^{N-m-1} \alpha_r(i+m)\varepsilon_j^*(i), & m \geq 0, \\
\Xi_{jr}(-m), & m < 0,
\end{cases}
$$

where the asterisk indicates complex conjugation, $(\cdot)$ is used for indexing on a sequence, and $N$ is the length of the pattern in $\alpha_r$ and $\varepsilon_j$. Then, the output vector $\rho$ is resulted from $\Xi \in \mathbb{R}^{1 \times N^2}$, where $\rho_i = \Xi_{rj}(m-N)$ and $1 \leq m \leq 2N - 1$, $m \in \mathbb{N}$ (Line 5 in Algorithm 2). The similarity measure $\nu$ is then calculated (Line 6 in Algorithm 2) as follows:

$$
\nu = \sum_{i=1}^{\kappa} \rho_i - \sum_{i=\kappa+1}^{2N-1} \rho_i, \quad \kappa = \left\lfloor \frac{\text{Card}(\rho)}{2} \right\rfloor,
$$
D. Control Signal Retrieval

Once the attack sample is classified, the original phasor measurement can be estimated as in the following:

\[
\forall x_t : M_{rj} = x_r - \left( -\frac{1}{\tau} \sum_{i=1}^{\tau} d_i \cos \left( \tan^{-1} \left( \frac{x_t}{y_t} \right) \right) \right)
\]

\[
\left( y_r - \left( -\frac{1}{\tau} \sum_{i=1}^{\tau} d_i \sin \left( \tan^{-1} \left( \frac{x_t}{y_t} \right) \right) \right) \right)
\]

which can be further simplified to the following form:

\[
M_{rj} = x_r + iy_r - \frac{1}{\tau \sqrt{1 + \theta^2}} \sum_{i=1}^{\tau} d_i (1 + i\theta^2),
\]

where \( \theta = x_t/y_t \). Therefore, the control signal is retrieved in a sample by sample manner and without delay. This is mainly due to the usage of overlapping windows. In other words, when a new sample arrives, \( W_t \) moves forward for one sample. However, in Fig. 2b windows are merely shown for non-overlapping parts of the signal for the sake of simplicity.

While the proposed framework is compatible with all power systems, there are a few points to be considered for optimal adaptation to different systems. Firstly, the ORIGIN method requires the input data to be in the form of sinusoidal waveforms (e.g., PMU signal). Secondly, for each selected PMU, the \( \delta \) and \( \gamma \) parameters should be adjusted for ORIGIN and ICON, respectively.

IV. Experimental Results

We first describe the captured PMU data and the designed scenarios. Then the experimental setting is explained prior to the analysis of results.

A. PMU Data and Scenarios

In this work, we use real-world PMU data that were recorded through the CNYPS. The data is captured within a 20-s period with a 30 Hz sampling rate resulting in 600 samples. Six PMUs are used for this purpose, which contain 37 channels in total. Here, four scenarios are designed in which the intruder selects different numbers of PMUs and channels are selected to launch unobservable FDI attacks, as listed in Table I. Table I also shows the phasor measurements for both current and voltage of each channel in each scenario. In this data, an event (i.e., a slip in a generator) takes place around two seconds, which is observable in Fig. 3.

In order to simulate longer scenarios, the described data has been repeated for thirty cycles. The unobservable attacks are then injected to the data numerically through the corruption matrix \( C \) (see Appendix 1). There are different approaches to achieve \( C \). For instance, [6] formulates \( C \) randomly selecting column supports and fills non-zero values with Gaussian noise. [38] uses a diagonal full-rank matrix in which indices corresponding to the targeted buses will be replaced with the exponent of the product of the index and a scalar. times the column index of the targeted bus. Similarly, our work uses the replacement of indices of \( C \) that correspond to the targeted buses w.r.t. the network topology. Four different strategies are
considered for attempting an unobservable attack to the power system, as shown in Fig. 4. The first strategy contains only additive errors (see Fig. 4.a), while the second one consists of deductive errors (see Fig. 4.b). The last two strategies, on the other hand, blend both additive and deductive classes of attack listed in Table II. As illustrated in Fig. 4.c, the third strategy increases the error magnitude equally for additive and deductive errors, whereas in the last one the error magnitude increases for each class of attack regardless of the error type (see Fig. 4.d).

B. Experimental Setting

All experiments are conducted within a 10-fold stratified cross-validation procedure, which consists of an inner and an outer loop. The outer loop keeps one fold for testing and the rest for the training, while the inner loop performs another cross-validation procedure on the training folds to find the optimal parameters.

CLAM, SCANR, and Fast-COMPOSE [35] are provided with periodical updates, as it is required by them, since their performance would decrease drastically without updates.

C. Results Analysis

The results are reported and analyzed separately for each module.

1) Intrusion Detection: Table III shows the result of attack detection of ORIGIN and the matrix decomposition approach (DM) over four different scenarios. Overall accuracy, precision, and recall (i.e., sensitivity) are used as performance measures in this work, as listed in Table III.

The reported recall values in Table III indicate the high sensitivity of ORIGIN to the presence of unobservable attacks. The attained precision values, on the other hand, display high true positive prediction rates, which imply a very low percentage of false alarms for the intrusion detection module. ORIGIN outperforms DM w.r.t. any of the considered performance
TABLE IV
AVERAGED CLASS-SPECIFIC PERFORMANCE MEASURES (%) FOR ATTACK CLASSIFICATION W.R.T. EACH SCENARIO OBTAINED THROUGH A 10-FOLD CROSS-VALIDATION.

| Scenarios | Attacks | ICON | CLAM | SCANR | Fast-COMPOSE |
|-----------|---------|------|------|-------|--------------|
|           | Accuracy | Precision | Recall | Accuracy | Precision | Recall | Accuracy | Precision | Recall | Accuracy | Precision | Recall |
| Scenario 1 | Class 0 | 97.67 | 99.29 | 96.11 | 96.02 | 97.64 | 94.46 | 92.87 | 94.44 | 91.36 | 88.2265 | 89.718 | 86.792 |
|            | Class 1 | 96.57 | 94.32 | 98.93 | 94.92 | 92.67 | 97.29 | 91.76 | 93.87 | 94.29 | 87.172 | 84.9015 | 89.5755 |
|            | Class 2 | 96.95 | 94.91 | 99.08 | 95.16 | 93.27 | 97.13 | 91.96 | 90.07 | 93.94 | 87.362 | 85.5665 | 89.243 |
|            | Class 3 | 97.13 | 95.18 | 99.18 | 95.50 | 93.55 | 97.55 | 92.23 | 90.25 | 94.31 | 87.6185 | 85.7375 | 89.5945 |
|            | Class 4 | 97.95 | 96.41 | 99.54 | 96.28 | 94.76 | 97.85 | 93.06 | 91.52 | 94.66 | 88.407 | 86.944 | 89.927 |
| Scenario 2 | Class 0 | 97.77 | 97.77 | 96.23 | 96.14 | 97.75 | 94.59 | 93.67 | 98.51 | 91.04 | 87.9065 | 91.0195 | 87.0358 |
|            | Class 1 | 96.61 | 94.38 | 98.96 | 94.98 | 92.75 | 97.32 | 92.09 | 89.91 | 94.38 | 87.4855 | 85.4145 | 89.661 |
|            | Class 5 | 97.02 | 95.01 | 99.12 | 95.37 | 93.36 | 97.48 | 94.25 | 90.45 | 94.55 | 87.8275 | 85.9275 | 89.8225 |
|            | Class 6 | 97.16 | 95.20 | 99.21 | 95.52 | 93.58 | 97.56 | 92.71 | 90.63 | 94.89 | 88.0745 | 86.0985 | 90.1455 |
|            | Class 8 | 97.93 | 96.34 | 99.58 | 96.30 | 94.71 | 97.95 | 91.90 | 91.79 | 92.03 | 87.305 | 87.2005 | 87.4285 |
| Scenario 3 | Class 0 | 96.19 | 96.69 | 95.71 | 94.99 | 95.48 | 94.51 | 90.26 | 90.75 | 89.78 | 85.747 | 86.2725 | 85.291 |
|            | Class 1 | 95.15 | 94.41 | 95.91 | 93.92 | 93.21 | 94.66 | 89.12 | 88.34 | 89.93 | 84.664 | 83.923 | 85.4335 |
|            | Class 5 | 95.10 | 94.38 | 95.84 | 93.87 | 93.14 | 94.63 | 89.15 | 88.41 | 89.91 | 84.6925 | 83.9895 | 85.4145 |
|            | Class 6 | 95.58 | 95.10 | 96.08 | 94.36 | 93.86 | 94.87 | 91.66 | 91.16 | 92.17 | 87.077 | 86.602 | 87.5615 |
|            | Class 2 | 95.57 | 95.01 | 96.14 | 94.35 | 93.80 | 94.91 | 92.20 | 92.23 | 92.17 | 87.59 | 87.6185 | 87.5615 |
| Scenario 4 | Class 0 | 97.61 | 99.19 | 96.09 | 95.88 | 97.43 | 94.39 | 92.67 | 94.21 | 91.18 | 88.0365 | 89.4995 | 86.621 |
|            | Class 1 | 96.55 | 94.38 | 98.84 | 94.80 | 92.62 | 97.09 | 91.59 | 94.83 | 93.87 | 87.0105 | 84.9585 | 89.1765 |
|            | Class 6 | 96.93 | 95.10 | 98.98 | 95.26 | 93.37 | 97.23 | 92.05 | 90.17 | 94.01 | 87.4475 | 85.6615 | 89.3095 |
|            | Class 3 | 97.09 | 95.21 | 99.05 | 95.34 | 93.46 | 97.31 | 92.17 | 90.26 | 94.17 | 87.5615 | 85.747 | 89.4615 |
|            | Class 8 | 97.87 | 96.42 | 99.38 | 96.13 | 94.68 | 97.63 | 92.96 | 91.48 | 94.49 | 88.312 | 86.906 | 89.7655 |

Fig. 5. Visualization of cross-correlation sequence between two random pairs of samples in the training set. (a) shows a symmetric pattern resulted by high cross-correlation, while (b) illustrates an asymmetric pattern resulted by low cross-correlation.

Fig. 6. Boxplot of the achieved accuracies for attack classification within each scenario. Solid dots shows the attained accuracies in each iteration of cross-validation, while the solid square denotes the mean of these accuracies.

Compared to ORIGIN, the main disadvantage of the traditional detectors that are based on the MD process is that their performance is highly bound to the sparsity of the attacks. In other words, as the number of channels under attack increases, the success rate of these detectors is more likely to deteriorate. For instance, [6] uses a DM-based detection approach. While this method has shown somewhat acceptable robustness against moderate sparsity on the NYPS case study, its performance drops for high degrees of sparsity. Table III clearly shows this issue for scenarios one to four, in which 47, 60, 65, and 82 percent of the channels are under attack, respectively. In contrast, ORIGIN is completely robust against the sparsity of attacks and does not show any sensitivity in this sense.

2) Attack Classification: Fig. 5 clarifies the intention behind using the symmetry of cross-correlation sequence as a similarity measures for comparing generated attack samples. It can be seen that the more a pair of samples are similar (see Fig. 5.a) the more symmetry is attained, and vice versa (see
Fig. 6 shows the result of the cross-validation for attack classification in each scenario. Considering the distribution of obtained accuracies by each algorithm, it can be inferred that ICON is the most stable method among the others. Moreover, the average accuracy of ICON, denoted by a solid square in Fig. 6, is always higher than CLAM, SCANR, and Fast-COMPOSE. This is while CLAM is ranked second in terms of accuracy and stability. However, the stability difference between CLAM and SCANR is negligible, and Fast-COMPOSE is ranked as fourth.

A more detailed report about the achieved performance measures for the conducted experiments can be found in Table IV. Looking into the resulted accuracies, ICON shows superior performance for the task of attack classification, and it is ranked as first. Moreover, precision and recall values in Table IV indicate higher sensitivity of ICON to all classes of unobservable FDI attacks in the designed scenarios. This is while, CLAM, SCANR, and Fast-COMPOSE are ranked from second to fourth, respectively.

So far, the experiments were based on the CNYPS dataset, which was a collection of real-world PMU signals. In order to further complicate the classification task for the classifiers and the detector, we additionally add independent Gaussian noise \( \mathcal{N}(0, \sigma^2) \) to half of the columns in each scenario, where the noise degree \( \sigma \) changes from 5 to 25 percent. Fig. 8 shows the averaged accuracy of classifiers over different scenarios and noise ratios. Changes in the color spectrum of each column indicates the sensitivity of accuracy performance to \( \sigma \). As expected, Fig. 8 shows that the injected noise degrades the performance. However, ICON exhibits superior robustness against the added noise compared to the rest of the data-driven methods. The same pattern can be observed for precision and recall in Fig. 9 and Fig. 10, respectively. Interestingly, the ranking among the selected classifiers is similar to cases without Gaussian noise, and previous conclusions also hold for this analysis.

3) Signal Retrieval: Fig. 7 compares the outcome of signal retrieval procedure with the original and the disrupted control signals. To evaluate the retrieved signal, we compute the root mean square error (RMSE) for each channel of the PMU data. The averaged RMSE values for each scenario are shown in Fig. 9. The attained results indicate promising performance for signal retrieval over all scenarios. Moreover, the difference between noiseless and noisy cases are negligible.

Apparently, when unobservable FDI attacks change the signal magnitude with a slower rate, they are more difficult to deal with, and vice versa. For instance, within the 1:150s time
In this paper, a framework is proposed for the detection and classification of unobservable FDI attacks, which consists of three newly designed modules. The first module enables the detection of unobservable FDI attacks. This module is designed based on sliding least-squares fitting on a sliding window that moves over the PMU signal on a complex plane. Using this approach, one can model historical changes w.r.t. the deviations caused by an attack from the origin on the complex plane and extract attack patterns from the signal. These attack patterns are then used by the second module to perform online semi-supervised classification. The proposed classifier can operate in non-stationary environments and update itself without dependence on external updates. The last module uses the extracted knowledge by other modules to retrieve the control signal before sending it to the control unit. In order to evaluate the designed system, a case study on the CNYPS is given. Additionally, two advanced real-time classifiers are selected for the sake of comparison. The obtained results indicate that the proposed framework is satisfyingly robust, even when FDI attacks are aligned with a disturbance in the system. The detection module is very sensitive to unobservable attacks. The classification module shows superior stability and accuracy over its rivals. The control signal retrieval module results in minimal RMSE.

V. CONCLUSION

In this paper, a framework is proposed for the detection and classification of unobservable FDI attacks, which consists of three newly designed modules. The first module enables the detection of unobservable FDI attacks. This module is designed based on sliding least-squares fitting on a sliding window that moves over the PMU signal on a complex plane. Using this approach, one can model historical changes w.r.t. the deviations caused by an attack from the origin on the complex plane and extract attack patterns from the signal. These attack patterns are then used by the second module to perform online semi-supervised classification. The proposed classifier can operate in non-stationary environments and update itself without dependence on external updates. The last module uses the extracted knowledge by other modules to retrieve the control signal before sending it to the control unit. In order to evaluate the designed system, a case study on the CNYPS is given. Additionally, two advanced real-time classifiers are selected for the sake of comparison. The obtained results indicate that the proposed framework is satisfyingly robust, even when FDI attacks are aligned with a disturbance in the system. The detection module is very sensitive to unobservable attacks. The classification module shows superior stability and accuracy over its rivals. The control signal retrieval module results in minimal RMSE.

Appendix I

Assume that the PMU measurement vectors at each time instant $t$ can be modeled as:

$$m_t = Hs_t + \epsilon_t,$$

where $m_t$ is a row of $M$; $s_t$ is the $p \times 1$ state vector of complex bus voltages; $\epsilon_t$ is an i.i.d $n \times 1$ additive Gaussian noise vector;
$H$ is the measurement Jacobian matrix of size $n \times p$. The least squares estimate of $s_t$, $\hat{s}_t$, can be obtained by:

$$\hat{s}_t = H^+ M_t$$  \hspace{1cm} (7)

where $(\cdot)^+$ indicates pseudo-inverse operation. The associated residual vector can be defined as:

$$r = m_t - H \hat{s}_t = m_t - HH^+ m_t.$$  \hspace{1cm} (8)

Conventional bad data detectors (BDD) monitor $r$ to detect bad measurements.

Assuming that the attacker has control over a subset of measurements $J \subseteq \{1, \ldots, n\}$, the attacker can manipulate $M$ as:

$$\tilde{M} = M + D,$$  \hspace{1cm} (9)

where the column support of the measurement attack matrix $D$, $\text{Sup}(D)$, is contained in $J$. An attack can bypass the conventional residual-based BDD if $D = CH^T$ for some non-zero matrix $C$:

$$\tilde{M} = M + CH^T.$$  \hspace{1cm} (10)

From (7), the estimated state matrix without attack is given by

$$\tilde{S} = \tilde{M} H^T + CH^T H^T = \tilde{S} + C.$$  \hspace{1cm} (11)

Therefore, the residual matrix under attack can be obtained as:

$$R = \tilde{M} - S H^T = M + CH^T - (\tilde{S} + C) H^T = M - \tilde{S} H^T,$$  \hspace{1cm} (12)

which is the same as the residual without attack. Thus, attacks in the form above cannot be detected by residue-based BDD.

**APPENDIX 2**

The proof of Proposition 1 is explained in the following.

**Proof 1:** $\forall W_t \land e_t > 0$, the fitted circle to $z_t \in W_t$, $1 \leq r \leq \omega$ has the algebraic representation in the following form:

$$F(x + e) = a(x + e)^T(x + e) + b^T(x + e) + c = 0,$$  \hspace{1cm} (13)

where $a \neq 0$, and $x$ is the coordinate vector. The coefficients $u = (a, b_1, b_2, c)^T$ in Equation (13) can be found by forming a linear equation system $Bu = 0$, in which $B$ contains the coordinates of data points attained by considering the imaginary and real part of $z_t \in W_t$ as follows:

$$B_t = \begin{bmatrix} x_1 + y_1 + e_{11} + e_{12} & x_1 + e_{11} & y_1 + e_{12} & 1 \\ \vdots & \vdots & \vdots & \vdots \\ x_\omega + y_\omega + e_{\omega 1} + e_{\omega 2} & x_\omega + e_{\omega 1} & y_\omega + e_{\omega 2} & 1 \end{bmatrix}$$  \hspace{1cm} (14)

However, for $\omega > 3$, this linear system only has a solution when $z_t \in W_t$ are all located exactly on one circle, which is not always the case. Thus, an optimization problem is used instead of finding the best possible fit on $z_t \in W_t$ as follows:

$$\min \| B_t u \| \text{ s.t. } \| u \| = 1,$$  \hspace{1cm} (15)

which is equivalent to finding the right singular vector associated with the smallest singular value of $B_t$. Assuming $a \neq 0$, Equation (13) can be converted to the following form:

$$\left(x + e_1 + \frac{b_1}{2a}\right)^2 + \left(y + e_2 + \frac{b_2}{2a}\right)^2 = \frac{\| b \|^2}{4a^2} - \frac{c}{a},$$  \hspace{1cm} (16)

$$\Rightarrow \hat{c}_t = \left(-\frac{c_1 - \frac{b_1}{2a}}{2}, -\frac{c_2 - \frac{b_2}{2a}}{2}\right) = \left(-\frac{1}{2a}b_1, -\frac{1}{2a}b_2 + \frac{c_1 - c_2}{2}\right) = \hat{c}_t + c_t,$$  \hspace{1cm} (17)

where, based on Assumption 1, $\hat{c}_t$ can be modeled as excessive deviation of $c_t$ from $c_0$, and, therefore, Proposition 1 is proved.
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