Multipath Routing With Novel Packet Scheduling Approach In Wireless Sensor Networks

Mary Cherian, T. R. Gopalakrishnan Nair

Abstract—Wireless sensor networks sense and monitor real-time events. They supervise a geographic area where a phenomenon is to be monitored. The data in sensor networks have different levels of priority and hence their criticality differs. In order to keep up the real time commitment, the applications need higher transmission rates and reliability in information delivery. In this work we propose a multipath routing algorithm which enables the reliable delivery of data. By controlling the scheduling rate, it is possible to prevent congestion and packet loss in the network. The algorithm provides an efficient way to prevent the packet loss at each node. This results in congestion management in the sensor networks. This protocol prevents packet clustering and provides smoothness to the traffic. Through monitoring and controlling the scheduling rate the flow control and congestion control are managed.

Index Terms— Multipath routing, prioritizer, scheduling rate, scheduling unit, wireless sensor networks (WSN)

I. INTRODUCTION

The technology advancements in wireless communications, sensors and embedded systems have made it possible to implement very large wireless sensor networks. However the inherent characteristics of these networks pose challenges to reliability, information assurance, security and privacy. The ultimate goal of the sensor networks is to obtain meaningful global information from the local information gathered by the individual nodes. The information will become unuseful unless it is reliable, assured and within the dead line [10].

Usually the sensors are deployed in large scale. There are situations where nodes are embedded and they remain unattended. Individual sensors do not have identities and are not aware of the global topology [3]. These sensors happened to have short connecting range and hence they follow multi-hop communication. In multipath routing, a sensor node should adjust its own data sending rate and the sending rate of its child nodes in a fair and scalable manner [12]. A node can have multiple parents and multiple paths to the sink. But all the nodes may not have multiple paths to the sink. Since the sensor nodes have limited communication range, multiple hopes are required from a source to the sink. Load balancing is very important in wireless sensor networks, since the bandwidth available for each node is limited.

The remaining part of the paper is organized as follows. Section 2 gives an overview on the protocol and section 3 describes the related work. Section 4 illustrates the results and section 5 brings out the conclusions of the work.

II. MULTIPATH ROUTING TECHNIQUE

Each sensor node initiates multiple flows which can be classified according to their requirements of reliability, throughput, delay and transmission rate. QoS metrics include bandwidth, latency or delay, jitter and throughput [16]. These metrics or their variants will be used for WSNs depending on the application requirement. For a delay-sensitive application, WSNs may also require timely delivery of data. The types of traffic vary from simple query and reply events which are periodic to unpredictable sudden bursts of event messages that are generated by the sensor nodes [2]. The messages are to be delivered within the deadlines otherwise they loose their significance. In this paper, we present an algorithm to minimize the packet loss and hence to obtain the desirable throughput for real-time communication.

Multipath routing involves construction of multiple paths between the source and the destination. We assume that the initial phase of path discovery procedure is already carried out with routing protocols like R2TP [5]. Each sensor node will transmit the data it originates as well as forwards the data passing through the node which is called transit data. Two separate queues are maintained for each type of originating data from the node and three different queues for the transit data. Consider the network model as shown in the fig.1. Network model is aimed, to help a node requesting a certain service to the network, to find the most appropriate route providing the right requested service. Initially a queuing model and the network model are initialized. Every sensor node has equal number and same type of sensors. Source dynamically assigns the priority of the individual application data. For medium access control all nodes are assumed to use MAC protocol like CSMA/CCA [14]. The Fig.1 depicts multipath routing from the node S to the sink.

A prioritizer is provided at the network layer and it classifies the traffic according to the priority of the data and places the data in the appropriate queue. Packets can be prioritized by reading the packet header which includes a priority number for each type of packet. The priority number is assigned at the source end. The data packets are scheduled for transmission based on the priority assigned, by a scheduling unit. It decides the order of service for the data packets. The scheduling unit consists of a software layer which applies the Earliest deadline first (EDF) algorithm.
EDF algorithm assigns priorities to individual jobs in the tasks according to their absolute deadlines. By controlling the scheduling rate, it is possible to prevent congestion and packet loss in the network.

EDF algorithm will search for the process closest to its deadline. This process is the next to be scheduled for execution. The processor utilization factor,

\[ U = \sum_{i=1}^{n} \frac{C_i}{T_i} \leq 1, \]

where the \( \{C_i\} \) are the worst-case computation-times of the \( n \) processes and the \( \{T_i\} \) are their respective inter-arrival periods [17].

The Fig. 2 depicts the queuing model for a node. There will be inter queue priority and intra queue priority. The queue for transit data has higher priority than the queue for the originating data. Each node checks the priority number and the source address at the header of the packet on the arrival of the packet, orders the packet and puts the packet in the appropriate queue. Once the queue is selected, the packet which has higher priority is selected from the header of the packet by reading the priority number and the EDF algorithm will schedule the transmission. A multipath routing protocol involves the path discovery, traffic distribution and maintenance of the paths [9]. The scheduling rate is denoted by \( \text{Sch}_{i} \), which gives the number of packets the scheduling unit schedules per unit time from the queues.

For each node with multiple parents, the net scheduling rate of a node is the sum of scheduling rate required for each of the parent node.

Let \( O_i \) be the originating rate for node \( i \).

\( \text{Sch}_{i} \) be the scheduling rate for node \( i \) and \( \text{Sch}_{k,i} \) be the scheduling rate of parent \( k \) of node \( i \).

The scheduling rate of any node will be sum of scheduling rates of all its parent nodes [12].

\[ \text{Sch}_{i} = \sum_{k} \text{Sch}_{k,i} \quad (1) \]

\( \text{Sch}_{i} \) is the rate at which the scheduling unit schedules packets per unit time from the priority queues.

By controlling the scheduling rate, the flow control and congestion control are done. The scheduling unit sends the packets to the MAC layer which in turn transmits the packets to the network. Initially the scheduling rate of the parent nodes of a node will be distributed. It remains unchanged until the packet service ratio for any parent goes beneath a threshold. When the packet service ratio falls below certain value the queue starts building up at the node. Once the queue length crosses the threshold value the packet scheduling rate of the parents should be reduced.

By adjusting the scheduling rate the buffer overflow is avoided. Each node piggybacks the queue length, the packet scheduling rate and the packet service rate in the packet header. Each node also calculates the originating rate of the packets. The originating rate depends on the scheduling rate and the priority of the data [12].

### III. RELATED WORK

Earlier circuit-switching networks used alternate path routing to decrease call blocking. Two exchanges use shortest path till the resources are exhausted and afterwards an alternate path is used even though a longer one. Multipath routing for wireless sensor network is an emerging research area. STCP [4] (Sensor Transmission Control Protocol) considered multiple sensing devices in the same node, but does not use multipath routing. Since STCP uses an ACK/NACK based scheme, the delay incurred may not be acceptable for meeting the requirements of deadlines in WSN in critical applications.

In R2TP [5], the packet forwarding is based on the time metric. The algorithm tries to achieve reliability by duplicating the packets in multiple paths. But the paper does not elaborate the queuing model at the nodes or the scheduling strategy of forwarding the packets for meeting the stringent requirements of deadlines in WSN. A Review of Multipath Routing Protocols: From Wireless Ad Hoc to Mesh Networks [9] elaborates the multipath routing techniques for wireless Ad hoc and mesh networks. But the routing protocols for Ad Hoc networks will not suit the sensor networks.

RAP is a real time communication protocol which uses velocity monotonic scheduling (VMS) [2]. Higher priority is assigned for packets which require higher velocity. VMS improves the deadline miss ratio of the WSN. Assumption is that each sensor knows its own location. Velocity is
calculated based on the end to end deadlines and the communication distance.

Speed [1] is another real time protocol developed for WSN. Speed and RAP are based on geographic forwarding and are soft real time solutions. But both Speed and RAP does not use multipath routing.

A Survey of transport protocols for wireless sensor network [7] presents a survey of transport protocols for Wireless Sensor Networks (WSNs) and highlights the basic design criteria and challenges of transport protocols which include energy-efficiency, quality of service, reliability, and congestion control. But multipath routing scenarios are not considered.

In Priority based Congestion Control Protocol (PCCP) [8] a node priority based control mechanism has been proposed for WSN. PCCP prioritizes both source and transit traffic but has limitation in handling multiple sensed data within a node.

IV. SIMULATION RESULTS AND DISCUSSIONS

The simulation determines the threshold value of Packet Service Ratio, Path Length graph showing the average number of hops needed to reach the responded sensor and also Energy Consumption Graph showing Energy consumed by each of the sensors in the network.

The details of simulation parameters are as follows: In an area of 50x50 m² sensor field, 100 sensors are deployed randomly. Sensors are having a transmission range of 12 m. Number of executions is 2 (service request by each sensor). The maximum Rate adjustment value is 70% and is also assumed that there is no interference from other nodes. The maximum queue length is considered to be 8 packets, with a packet size of 30 bytes.

The lifetime of a wireless sensor network is constrained by the limited energy and processing capabilities of its nodes. To extend the life time of the sensor networks it is very important to have high energy efficiency at all the processing nodes. The Fig.3 below indicates the energy consumption values at the prioritiser, scheduling unit and due to congestion. The energy consumption E is given by

\[ E_i = \alpha d^\alpha \]  \hspace{1cm} [13]  

where \( \alpha \) is the attenuation factor which can have values from 2 to 5 and \( d \) denotes the distance to the receiving node. As we can see from the data, the energy consumption is decreasing as we apply the algorithm.

| Prioritiser | Congestion | Scheduling Unit | Implicit Congestion |
|-------------|------------|-----------------|---------------------|
| 2068.5      | 452.0      | 560.0           | 1105.0              |
| 2943.0      | 237.5      | 210.0           | 0.5                 |
| 1817.0      | 241.5      | 435.0           | 0.5                 |
| 723.0       | 0.5        | 87.0            | 112.0               |

Packet Service Ratio: Reliability of data in wireless sensor networks depends on the packet reliability which requires the successful reception of the packets at the base station within the specified success ratio. The packet service rate is the inverse of the delay at the sensor node. This delay time will include the time from which the packet has been received at the receive buffer at the node, till the time at which the packet is retransmitted from the node. Packet service ratio, \( r_i \) can be used as a measurement to control the scheduling rate at each node \( i \). It is the ratio of average packet service rate denoted by \( S_r \) and packet scheduling rate \( S_{ch} \) in each sensor node \( i \) as follows:

\[ r_i = \frac{S_r}{S_{ch}} \]  \hspace{1cm} [12]  

As we can see from the table, the packet drop decreases as the packet service ratio increases. A packet service ratio lesser than 0.5, indicates that the scheduling rate requires to be decreased by which the packet drop can be reduced. By reducing the scheduling rate the buffer overflow at the node is controlled [12]. The Fig.4 indicates the packet service ratio to the Packet Drop in the network.

Path Length: Due to the specific restrictions related to wireless sensor networks, the resources consumption saving is a critical issue. Therefore, a shorter path is chosen which involves less number of sensors and consequently, less utilization of resources such as energy or bandwidth.

Path length shows the average length of all the paths found between the sensors in the network. The Table.3 depicts the Path Length for the given number of hops.

Given below is the algorithm for finding the Path Length.

**Path Length Algorithm**

for \( k=1 \) to no. of sensors

---

Fig. 3. Energy Consumption
do
Sᵢ is initial sensor
find path from Sᵢ to neighbors
do
for every returned k
do
if (k>current_best_path) then
current_best_path = k
while (timeout does not expire)

Success Rate: As we increase the packet service ratio, we can observe that the success rate of packet delivery at the destination increases. The graph in Fig.5 illustrates this. The loss of packets can be due to buffer overflow, network congestion or link level collisions.

| No. of Hops | Path length |
|-------------|-------------|
| 1           | 1.2         |
| 2           | 2.0         |
| 3           | 2.43        |
| 4           | 2.43        |

Burst data management: Sudden changes in the total volume of traffic at any node can deteriorate the performance of transmission [23]. In multipath routing the incoming large flows of data will be transferred by the sensor nodes in the outgoing multiple paths. Thus it reduces the effects of bursty traffic [22]. Since this is a multipath routing algorithm, load balancing is achieved by data traversing the available multiple paths from the source to the destination.

V. OPTIMALITY OF THE ALGORITHM

The Principle of Optimality states that “An optimal policy has the property that whatever the initial state and initial decisions are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision” [18],[19]. At a particular time the value of a decision problem is decided with respect to some initial choices and the remaining values of the problem results from the initial choices.

In our algorithm we start with a small initial value for the packet service ratio, and we observe that the packet drop is increasing. Here the scheduling rate and the data output rate of the sensor nodes are high, which results in buffer overflow and packet loss. By increasing the packet service ratio the packet drop decreases. This is achieved by reducing the scheduling rate. Also if the packet service ratio of any of the parent nodes falls below, subsequently the sensor node will reduce its scheduling rate. Finally the desired scheduling rate is achieved according to the dynamic conditions of the network.

The scheduling unit uses the EDF algorithm for scheduling the packets. With a set of n independent tasks with random arrival times as in the case of sensor nodes, the EDF algorithm is optimal in minimizing the maximum lateness.

HORN’S algorithm [21] states that “Given a set of n independent tasks with arbitrary arrival times, any algorithm that at any instant executes the task with the earliest absolute deadline among all the ready tasks is optimal with respect to minimizing the maximum lateness.”

Let mᵦEDF be the schedule obtained by the EDF algorithm for a schedule m of algorithm B. The schedule m has time slices of one unit of time each.

Let m(t) identifies the task executing in the slice [t,t+1] e(t) identifies a task that is ready at time t, which has the earliest deadline. tₑ(t) is the time at which the next slice of task e(t) begins its execution in the current schedule. Interchanging the position of m(t) and e(t) cannot increase the maximum lateness [20].

In the algorithm used by Dertouzos [20] to transform any schedule m into an EDF schedule, for each time slice t, the algorithm verifies whether the task m(t) scheduled in the slice t is the one with the earliest deadline, e(t). If not a transposition takes place and the slices at t and tₑ are exchanged. The slice of task e(t) is expected at time t, while the slice of task m(t) is postponed at time tₑ. After each transposition the maximum lateness cannot increase. So the algorithm is optimal.

VI. CONCLUSION

This paper has discussed the implementation of multipath routing protocol in a sensor network environment. The algorithm prevents the packet loss at each node by adjusting the queue length. This results in congestion management in the sensor networks. This protocol prevents packet clustering and provides smoothness to the traffic [11]. Through monitoring and controlling the scheduling rate, the flow control and congestion control are managed. Over-feedback to multiple parental nodes could call for a situation where, a certain amount of required data may tend to loose very close to the hop points of origination. Since our focus is on burst data scenario salvation, we expect incremental data buffering facility of the nodes would accommodate the burst data on the propagating paths, without resulting in a major data loss. The algorithm is a dynamic one since the output rate of the sensor nodes are adjusted depending on the network conditions. We will be further working on an admission control algorithm which will ensure congestion control in case of bursty traffic. This work may also be extended to predictive congestion control for wireless sensor networks. Scheduling rate control can be performed dynamically based on a prediction model.

ACKNOWLEDGMENT

Authors thank Revansiddappa., Dr. Ambedkar Institute of Technology for the support for the required simulation in
the laboratory.

REFERENCES

[1] T. He, J. A. Stankovic C. Lu and T. F. Abdelzaher, “Speed: A stateless protocol for real-time communication in sensor networks,” presented at the IEEE International Conference on Distributed Computing Systems (ICDCS), Dallas, Rhode Island, USA, May 2003.

[2] C. Lu, B. M. Blum, T. F. Abdelzaher, J. A. Stankovic and T. He, “RAP: A real-time communication architecture for large-scale wireless sensor networks,” presented at the IEEE Real-Time Technology and Application Symposium (RTAS), San Jose, CA, USA, September 2002.

[3] Rasiz Hassan and Duoroi selye, “Network level privacy for wireless sensor networks,” presented at the IEEE Fourth International conference of Information Assurance and Security, 2008.

[4] Y. G. Iyer, S. Gandham, and S. Venkatesan, “STCP: A Generic Transport Layer Protocol for Wireless Sensor Networks in Proc. IEEE ICCCN 2005, San Diego, CA, Oct. 17-19, 2005.

[5] Kim and Park Sang Joon, “Reliable and real-time data dissemination in Wireless Sensor Networks,” presented at the IEEE MILICON, Nov 2008.

[6] H. Chan, A. Perrig, “An emergent algorithm for highly uniform cluster formation,” presented at the EWSN, Berlin, 2004.

[7] C. Wang, B. Li, K. Sohraby Grant M. Daneshmand and Y. Hu, “A Survey of Transport Protocols for Wireless Sensor Networks,” IEEE Network, vol. 20 no 3 pp. 34-40, June 2006.

[8] C. Wang, B. Li, K. Sohraby, M. Daneshmand and Y. Hu, “PCCP: Upstream Congestion Control in Wireless Sensor Networks Through Cross-Layer Optimization,” IEEE Journal on Selected Areas in Communications Vol.25, No.4, May 2007.

[9] Jack Tsai and Tim Moors, “A Review of Multihop Routing Protocols: From Wireless Ad Hoc to Mesh Networks,” presented at the First IEEE Workshop on Wireless Mesh Networks, Santa Clara, California, USA, 26-29 September 2005.

[10] Mary Cherian and T. R. Gopalakrishnan Nair, “Parametric Study of Robustness of critical information in Wireless Sensor Network,” presented at the VLSI and Networks conference,NCVN-2009,Chennai, India, Nov 2009.

[11] Mary Cherian and T. R. Gopalakrishnan Nair, “A packet scheduling Strategy in Sensor Networks with SGMH Protocol,” presented at the IEEE International conference, ICCNT-2010,Chennai, India, July 2010.

[12] Muhammad Mostafa Monowar, Md. Obaidur Rahman and Choon Seon Hong, “Multihop congestion control for Heterogeneous traffic in wireless sensor networks” in Proc. ICACT 17-20,FEB 2008.

[13] Feng Zaho and Leonidas Guibas, “An information processing Approach to Wireless Sensor Networks”, Morgan Kaufmann Publishers,1st ed, July 6 2004 , ch.2, pp. 45-47

[14] Xin Wang and Georgios B. Giannakis, “CSMA/CCA: A modified CSMA/CA protocol mitigating the fairness problem for 802.11 DCF,” EURASIP Journal on Wireless Communications and Networking, vol. 2006, pp. 1-12.

[15] Jane W.S. Liu, “Real Time Systems”, Pearson Education Publishers, 2005, ch. 6, pp. 133-134.

[16] Kumar Manoj, Parmanand, S. C. Sharma and S.P. Singh, “Performance of QoS Parameter in Wireless Adhoc Network(IEEE 802.11b in Proc. world congress on engineering and computer science., vol.1, 2009, San Francisco,USA

[17] Jia Xu,David Parnas, “Scheduling Process with Release Times, Deadlines, Precedence and Exclusion Relations,” IEEE Trans. Software Engineering, vol. 16, Issue 3, March , Piscataway, NJ, USA1990

[18] Bellman, “Dynamic Programming”, Princeton University Press, Princeton, NJ: Wadsworth, 1993, pp. 123-135.

[19] S. Dreyfus, “Richard Bellman on the birth of dynamic programming”, Operations Research , volume 50, Issue 1, Jan 2002, pp. 48-51.

[20] M. Bertozou, “Control robotics: the procedural control of physical processors,” in Proc. IFIP Congress, 1974, pp. 807-813.

[21] Aperiodic scheduling. [Online]. pp. 53-56.Available: http://www.fisica.unlp.edu.ar/electro/temas/p7/HRT/chapter3.pdf

[22] Soyturk M and Altalir D.T., “Reliable Real-Time Data Acquisition for Rapidly Deployable M- Critical Wireless Sensor Networks,” presented at the IEEE INFOCOM Workshops April 13-18 2008.

[23] Feng Zaho and Leonidas Guibas, “Computer and communication networks”, Pearson Education Publishers 1st ed, 2007 , ch. 18, pp. 503-505

Mary Cherian has 27 years of experience in professional field spread over Education, Research and Industry. He holds degrees M.Tech. from I.I.Sc., Bangalore, India and Ph.D. in computer Science, from Kerala University, India. He is currently the Vice President (Research and Development) of one the largest education centers, CSII, ISTE, IE and IETE.

T. R. Gopalakrishnan Nair has 30 years of experience in professional field spread over Education, Research and Industry. He holds degrees M.Tech. from I.I.Sc., Bangalore, India and Ph.D. in computer Science, from Kerala University, India. He is currently the Vice President (Research and Development) of one the largest education centers, CSII, ISTE, IE and IETE.

Dr. Nair is a senior member of IEEE for last two decades and a member of various other societies like ACM (USA). He is usually invited by various universities at national and international level as well as professional societies for delivering lectures on frontier areas. He is a member of the director boards of few companies operating in India. His articles on current thoughts and lectures on education, technology and business are published by leading Indian publications. He has acted as the chair of many international conferences including the ‘Euro-India Research conference –2008’ held in Bangalore. He was the chairman of the Expert group of Innovation & Education ( 40 International members) for United Nations Global Alliance for ICT and Development. He is the Chief Editor of Journals “InterRI Science and Technology and InterRI Computer Science and Networking” published by Interline Publishers. In 1992, he received the National Technology award PAR from the advisor to Prime Minister, for developing the parallel computing flight simulation systems. He received the TeamTech Foundation Award for ‘Excellence in Education and Research’ in 2009.