Valley two-qubit system in a MoS$_2$-monolayer gated double quantum dot
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We explore a two-qubit system defined on valley isospins of two electrons confined in a gate-defined double quantum dot created within a MoS$_2$ monolayer flake. We show how to initialize, control, interact and read out such valley qubits only by electrical means using voltages applied to the local planar gates, which are layered on the top of the flake. By demonstrating the two-qubit exchange or readout via the Pauli blockade, we prove that valley qubits in transition-metal-dichalcogenide semiconductors family fulfill the universality criteria and represent a scalable quantum computing platform. Our numerical experiments are based on the tight-binding model for a MoS$_2$ monolayer, which gives single-electron eigenstates that are then used to construct a basis of Slater-determinants for the two-electron configuration space. We express screened electron-electron interactions in this basis by calculating the Coulomb matrix elements using localized Slater-type orbitals. Then we solve the time-dependent Schrödinger equation and obtain an exact time-evolution of the two-electron system. During the evolution we simultaneously solve the Poisson equation, finding the confinement potential controlled via voltages applied to the gates.

I. INTRODUCTION

In recent years quantum computing has experienced a return of great interest mainly due to advances in scaling multi-qubit registers into devices composed of dozens of qubits, such as the Google superconducting quantum computer [1, 2], in case of which they claim achieving quantum supremacy [3]. However, the road to realizing quantum computer systems that scale to hundreds of logical qubits (each of them storing dozens of noisy qubits with applied quantum error-correction codes [4]) is still a long way off and intensive work is currently put into other approaches to quantum error-correction codes [4]. Significant progress in this direction is expected in coming years. TMDCs-based QDs are still in an early phase and significant many-body effects related to valley polarization [43–45]. The excess electron gas in these systems [46–51] potentially provides additional means of control as has recently been examined experimentally [52, 53]. In this work, however, we focus on all-electrical manipulation protocols due to their potentially improved scalability in large multi-qubit systems.

It is known that for carriers that are spatially localized the valley degree of freedom is still well defined. There are many theoretical [17, 54–66] and experimental [52, 67–71] studies of quantum dots (QDs) based on MoS$_2$ and related TMDCs pointing towards promising routes to various spin-valley massive-Dirac-fermion-based qubit realizations, as summarized recently in Ref. [72]. We also note that rich physics of single- [73, 74] and many-body [75] properties of such dots, combined with tunability via heterostructure details or proper substrate engineering, may lead to even greater amount of interest in these systems. Also, experimental demonstrations of TMDCs-based QDs are still in an early phase and significant progress in this direction is expected in coming years.

In our recent work [17] we proposed a valley-qubit implementation and proved that it is possible to per-
form single-valley-qubit operations in monolayer TMDCs. Here we extend this idea to two-electron systems. We achieve this by using a pair of qubits and coupling them in a controlled manner to perform two-qubit operations. For this we propose a nanodevice based on a gate-defined [76] double QD [77–80] within a MoS$_2$ monolayer in which we confine two electrons. Using quantum computing language, we identify two-qubit states of two-electron system as described by left-dot ($L$) and right-dot ($R$) valley index (showing which valley, i.e. $K$ or $K'$ is occupied) for a chosen spin orientation (e.g. spin-up, $\uparrow$). This means that single qubit state is pinned to the specific dot, not to the electron, which is delocalized between the dots. In our proposal the two-qubit $\ket{00}$ state is associated with the $\ket{K_{\uparrow L}K'_{\uparrow R}}$, where $L$ and $R$ indicate the left and right dot, respectively. The remaining two-qubit basis states are defined as: $\ket{01} = \ket{K_{\uparrow L}K'_{\uparrow R}}, \ket{10} = \ket{K_{\uparrow L}K'_{\downarrow R}},$ and $\ket{11} = \ket{K_{\downarrow L}K'_{\uparrow R}}$. For brevity, in the next Sections we will drop $L$ and $R$ indices. By applying control voltages to the gates we modulate the confinement potential forcing this way intervalley transitions [81] of each qubit associated with each dot, and adjust the potential barrier between them. Accurate modeling of the Coulomb interaction enables us to correctly describe the valley-swap operation between qubits, as well as the qubit initialization and readout via the valley Pauli blockade [22, 82].

The paper is organized as follows: In Section II we propose and describe a realistic nanodevice structure. In Section III we discuss theoretical tools used, i.e. single- and two-electron theory, details of calculating the Coulomb integrals, the electrostatic potential model and the time-dependent simulations. Readers interested in results may omit Section III and proceed to Section IV, in which states of the double QD are discussed. Then, in Sections V and VI results of the electrically-driven valley exchange and the valley-Pauli-blockade readout mechanism are discussed. We conclude with a summary in Section VII.

II. DEVICE STRUCTURE

The structure of the proposed nanodevice is presented in Fig. 1. On a strongly doped silicon substrate ($\text{Si}^{++}$) we place a 25-nm-thick layer of SiO$_2$. Then we place two electrodes that serve as a source ($S$) and a drain ($D$) and deposit a MoS$_2$ monolayer ribbon of the shape and dimensions presented in Fig. 2. The monolayer is then covered with a 5-nm-thick insulating layer of hexagonal boron nitride (hBN), which has a large band gap [83], forming a tunnel barrier. Finally, on top of this layered structure we lay down eight control gates $G_{1...8}$, as presented in Fig. 1. Three of them: 15-nm-wide $G_1$, and 10-nm-wide pair $G_{2,8}$ are placed around the right-dot region and form its confinement. Similarly, 15-nm-wide $G_5$, and 10-nm-wide pair $G_{1,6}$ form the left dot. Left and right dots are separated by a controllable barrier generated by a pair of elongated gates $G_{3,7}$. The proposed device structure is very similar to the one described in Ref. [84], albeit with a reversed ordering of layers, i.e. in our case the role of the top gate is taken over by the strongly doped substrate.

The presented gate layout enables us to create a confinement potential forming a double QD structure within the flake. With the tunable barrier height between the dots (controlled via $G_{3,7}$ gates), variable locations of the dot-potential minima (via $G_{1,2,8}$ or $G_{4,5,6}$ gates) and confinement depth (by tuning the negative bias voltage applied to all gates), we can efficiently control each dot confinement, as well as the potential offset between the dots (via $G_1$ and $G_5$ gates). Potential $\phi(r)$ in the entire nanodevice, controlled by the gate voltages, is calculated by solving the generalized Poisson’s equation [85], while the electron states in the flake are described with the tight-binding formalism.

III. MODEL AND METHODS

A. Single-electron tight-binding theory

The flake used in our device is a monolayer made out of molybdenum disulfide. This semiconductor is successfully described by several tight-binding (TB) models with various numbers of orbitals used [86–88]. Although, at least six [86] Mo and S orbitals with next-nearest-neighbor hoppings are necessary to construct a minimal TB model that reproduces low-energy physics around the Fermi level in the entire Brillouin zone. It has been shown that a simple three-Mo-orbital TB model [89] on a triangular lattice can correctly represent the dispersion relation and the orbital composition close to the K point in the BZ near the band edges, where the Bloch states mainly consist of Mo $d$ orbitals [90]. Because in our calculations we are concerned solely with states derived from

![FIG. 1. Structure of the proposed device consisting of a MoS$_2$ nanoflake with nearby source (S) and drain (D) electrodes deposited on a SiO$_2$ layer placed on highly doped substrate serving as the back gate, together with the layout of eight gates ($G_{1...8}$) separated from the flake by a hBN barrier layer.](image-url)
the minimum in the conduction band (CB) at ±K points, we can safely ignore the multi-valley structure of the conduction band [74, 86] and focus on simple, effective description of the confined electron states. Consequently, we have described the monolayer structure using three Mo orbitals: $d_{x^2}$, $d_{xy}$, $d_{x^2−y^2}$, with the nearest-neighbors hoppings [89]:

$$H_{1e} = \sum_{m,\sigma,\sigma'} (\delta_{\sigma\sigma'}\delta_{\alpha\beta}(\epsilon_\alpha + \varphi_m) \hat{n}_{m\sigma} + s_z \epsilon_{m\sigma} \lambda_{\alpha\beta} \epsilon_{m\beta'}) + \sum_{(mn)} \delta_{\sigma\sigma'} t_{\alpha\beta}^{(mn)} \hat{c}_{m\alpha}^{\dagger} \hat{c}_{n\beta} + H_Z. \tag{1}$$

Indices \(\{m, n\}\), \(\{\sigma, \sigma'\}\) and \(\{\alpha, \beta\}\) enumerate lattice sites, spins, and orbitals, e.g. operator \(\hat{c}_{m\sigma}^{\dagger} \hat{c}_{m\sigma}\) creates (annihilates) electron with orbital \(\alpha\) and spin \(\sigma\) at \(m\)-th lattice site. Also, we abbreviate \(\hat{n} = \hat{c}^{\dagger} \hat{c}\). On-site energies for orbitals \(\alpha\) are parametrized by \(\epsilon_\alpha\). The potential energy of the electrostatic confinement at the \(m\)-th lattice site \(\varphi_m = −|e|\phi(x_m, y_m)\) together with the on-site energies \(\epsilon_\alpha\) enter the diagonal matrix elements. Parameters \(\lambda_{\alpha\beta}\) express the intrinsic spin-orbit coupling [14], \(s_z\) stands for the \(z\)-Pauli-matrix, and \(H_Z\)—the Zeeman Hamiltonian which is added whenever response to magnetic field is studied.

The off-diagonal electron hopping element from the \(\beta\) Mo orbital localized in the \(n\)-th lattice site to the \(\alpha\) orbital localized in the \(m\)-th site is denoted by \(t_{\alpha\beta}^{(mn)} \equiv t_{\alpha\beta}(R_{p(m,n)})\). We note that it does not flip spin, as explicitly written using Kronecker delta’s \(\delta_{\sigma\sigma'}\). It depends on the hopping direction between \((m, n)\) nearest neighbor pair, that is described by the \(R_p\) \(p = 1...6\) vectors for the molybdenum (Mo) lattice, see Fig. 2. They form two non-equivalent families: \(R_{1,3,5}\) and \(R_{2,4,6}\), which differ by the nearest sulphur (S) neighbor position, either on the left or the right side. This symmetry constraint reflects on the reciprocal lattice where the \(K\) points in the corners of the hexagonal Brillouin zone form two non-equivalent families: \(K\) and \(K'\). We note that opposite hoppings are mutually transposed: \(t_{\alpha\beta}(R_p) = t_{\beta\alpha}(−R_p)\). Their explicit forms, together with the on-site energies \(\epsilon_\alpha\) and spin-orbit coupling parameters \(\lambda_{\alpha\beta}\), can be found in [17 and 89].

Knowing the tight-binding representation of the flake we solve the eigenproblem for the single-electron Hamiltonian (1): \(H_{1e}\), \(\psi_1 = E_1\psi_1\), with eigenenergies \(E_i\). Calculation results will be discussed in Section IV.

**B. Two-electron theory**

We use the found single-electron eigenstates \(\psi_i\) to construct the two-electron spinor \(\langle r_1, r_2 | i j \rangle \equiv \Psi_{ij}(r_1, r_2)\) of an antisymmetric form:

$$\Psi_{ij}(r_1, r_2) = \frac{1}{\sqrt{2}} \left( \psi_i(r_1) \otimes \psi_j(r_2) - \psi_j(r_1) \otimes \psi_i(r_2) \right), \tag{2}$$

with spin-orbitals notation: \(\psi_i(r_a) \equiv (\psi_{\sigma}^\alpha(r_a))\), where \(a = 1, 2\) (two electrons), \(\sigma = 1, 2\) (1/2-spin-vector elements), and \(\alpha = 1, 2, 3\) (orbital number). We abbreviate: \(\psi_i(r_i) \otimes \psi_j(r_j) \equiv \langle r_i, r_j | ij \rangle\), and then \(|ij\rangle = \frac{1}{\sqrt{2}} (|ij\rangle - |ji\rangle)\). Taking \(m\) single-electron low-energy spin-orbitals near the CB minimum we combine them into \(n = \binom{m}{2}\) two-electron spinors \(|ij\rangle\). Next we expand the full two-electron spinor in this basis:

$$\Psi(r_1, r_2) = \sum_{k=1}^{n} d_k \langle r_1, r_2 | ij \rangle, \tag{3}$$

where \(i, j \in \{1, 2, \ldots, m\}\), and \(n = m(m−1)/2\).

In order to include electron-electron interactions the two-electron Hamiltonian is written as

$$H_{2e}(r_1, r_2) = H_{1e}(r_1) + H_{1e}(r_2) + \tilde{V}_C(r_1, r_2), \tag{4}$$

where \(\tilde{V}_C(r_1, r_2) = V_C(|r_1 − r_2|)\) is the Coulomb interaction screened by the dielectric environment of the nearby layers, described in details further in the text.

**C. Configuration-interaction method**

To describe a two-electron state exactly, we utilize the configuration-interaction method [91–94] where the Hamiltonian given in Eq. (4) is represented in the two-electron basis [defined in Eq. (3)] of two-particle antisymmetric Slater determinants [given by Eq. (2)], constructed from the single-electron states. In such a basis, with \(|ij\rangle\tilde{V}_C|kl\rangle\) abbreviated as \(V_{ijkl}\), one has [95–97]:

$$H_{2e} = \sum_{i<j} d_i^d d_j^d E_{ij} + \sum_{i<j,k<l} d_i^d d_k^d d_l^d (V_{ijkl}−V_{ijlk}). \tag{5}$$
Here $d_i^sd_j^d$ creates an electron pair in the $|ij\rangle$ state, and the two-electron energy is defined as $\mathcal{E}_{ij} = \mathcal{E}_i + \mathcal{E}_j$, with $\mathcal{E}_i$ being the energy of a single-electron state $|i\rangle$. An explicit derivation of the Hamiltonian in Eq. (5) can be found in Appendix A. We also note that due to the symmetry constraints, Coulomb-matrix elements $V_{ijkl}$ obey the following relation:

$$\sum_{i<j,k<l} d_i^sd_j^d d_k^sd_l^d (V_{ijkl} - V_{ijlk}) = \frac{1}{2} \sum_{i,j,k,l} d_i^sd_j^d d_k^sd_l^d V_{ijkl}. \quad (6)$$

D. Coulomb integrals

Two-electron scattering-matrix elements $\langle ij|\hat{V}_C|kl\rangle$ are calculated from the two-body localized on-site Coulomb-matrix elements $\langle sp|\hat{V}_C|df\rangle \equiv V_{spdf}$. To get the latter we expand states $|i\rangle$ in a basis of atomic orbitals $\hat{\eta}_s^{\alpha_r}(r)$ centered at the lattice nodes $r_s = (x_s, y_s, 0)$. For every two nodes $s$ and $p$, located in $r_s$ and $r_p$, we have $\eta_s^{\alpha_r}(r - r_s)$.

In some places we will abbreviate on-site states as $|s^{\alpha_r}\rangle$, i.e., $\eta_s^{\alpha_r}(r) = |s^{\alpha_r}\rangle$. Let us now expand the scattering-matrix elements $V_{ijkl}$ in this new on-site basis of atomic-orbitals. We abbreviate $\langle \hat{\eta}_s^{\alpha_r}\hat{\eta}_p^{\alpha_j}|\hat{V}_C|\hat{\eta}_d^{\alpha_d}\hat{\eta}_f^{\alpha_f}\rangle$ as $\langle s^{\alpha_r}p^{\alpha_j}|V_{spdf}|d^{\alpha_d}f^{\alpha_f}\rangle \equiv V_{spdf}^{s\alpha_r, p\alpha_j, d^{\alpha_d}, f^{\alpha_f}}$, or simply $V_{spdf}$. In general we have

$$V_{ijkl} = \sum_{s,\alpha_s, \alpha_i, p, s'^{\alpha_p}, \alpha_p, \bar{d}, \alpha_d, \bar{f}, \alpha_f} \psi_{s^{\alpha_s}}^{\dagger}(r_i) \psi_{s'^{\alpha_p}}^{\dagger}(r_j) \psi_{\bar{d}^{\alpha_d}}(r_k) \psi_{\bar{f}^{\alpha_f}}(r_l) V_{spdf}^{s\alpha_s, s'^{\alpha_p}, \bar{d}^{\alpha_d}, \bar{f}^{\alpha_f}}. \quad (8)$$

When calculating $V_{ijkl}$ the main contribution is from one- and two-center integrals, i.e. $s = d$ and $p = f$. In addition, the Coulomb interaction does not change sign, thus $\sigma_s = \sigma_d$ and $\sigma_p = \sigma_f$. Therefore, we can simplify calculations taking leading order-of-magnitude elements

$$V_{ijkl} \approx \sum_{s,\alpha_s, \alpha_i, p, s'^{\alpha_p}, \alpha_p, \bar{d}, \alpha_d, \bar{f}, \alpha_f} \left(\psi_{s^{\alpha_s}}^{\dagger}(r_i) \psi_{s'^{\alpha_p}}^{\dagger}(r_j) \psi_{\bar{d}^{\alpha_d}}(r_k) \psi_{\bar{f}^{\alpha_f}}(r_l) \right)^{\dagger} \psi_{\bar{d}^{\alpha_d}}(r_i) \psi_{\bar{f}^{\alpha_f}}(r_l) V_{spsp}^{s^{\alpha_s}, s'^{\alpha_p}, \bar{d}^{\alpha_d}, \bar{f}^{\alpha_f}}. \quad (9)$$

with atomic elements defined as

$$V_{spsp}^{s^{\alpha_s}, s'^{\alpha_p}, \bar{d}^{\alpha_d}, \bar{f}^{\alpha_f}} = \frac{\pi}{12} \sum_{s,\alpha_s, \alpha_i, p, s'^{\alpha_p}, \alpha_p, \bar{d}, \alpha_d, \bar{f}, \alpha_f} \int d^3r_i d^3r_j d^3r_k d^3r_l \left(\hat{\eta}_s^{\alpha_r}(r_1) \hat{\eta}_d^{\alpha_d}(r_2)\right)^{\ast} \times \hat{\eta}_d^{\alpha_d}(r_1) \hat{\eta}_f^{\alpha_f}(r_2) \hat{\psi}_i \hat{\psi}_j \hat{\psi}_k \hat{\psi}_l V_{spsp}^{s^{\alpha_s}, s'^{\alpha_p}, \bar{d}^{\alpha_d}, \bar{f}^{\alpha_f}}(r_1, r_2). \quad (10)$$

Atomic Coulomb-matrix elements $V_{spsp}$ were calculated using a Monte-Carlo approach with adaptive sampling, via the VEGAS algorithm [98]. We assume that localized orbitals $\eta_s^{\alpha}(r)$ have hydrogen-like Slater form [99] with appropriate atomic shielding parameters [95, 100]. The molybdenum atomic-shielding constant $\zeta$ is in the range between 2.85 and 3.11 (au.) [101]. However, due to screening by the sulfur dimers, a smaller $\zeta$ value is taken since the actual orbital is slightly widened. We estimate this effect through density functional theory (DFT) calculations using the projector augmented waves (PAW) method [102] for atoms, and the Perdew-Burke-Ernzerhof (PBE) parametrization [103] of generalized gradients approximation (GGA) for exchange-correlation functional, as implemented in VASP [104]. We have used a plane-waves-basis cutoff of 400 eV and a $12 \times 12 \times 1$ k-points grid. The unit cell contains 15 Å of vacuum in the direction perpendicular to the monolayer. The spin-orbit interaction was taken into account during all calculation steps. This setup ensures consistency with the employed tight-binding model parameterization from Ref. [89].

In Fig. 3 we plot an electronic charge density for the MoS$_2$ monolayer along a Mo-Mo line at the CB minimum at $K$ point obtained from the DFT calculations (blue curve), and compare it with a charge density calculated using Slater-type orbitals $\tilde{N}r^{n-1}e^{-\zeta r}Y_{lm}$ for molybdenum, which for $4d_2z$ has the form:

$$n_0^{4d_2z}(r) = \frac{C^{9/2}}{2\sqrt{63\pi}} re^{-\zeta r}(3z^2 - r^2), \quad (11)$$

and contributes to 88% of the orbital composition in the CB. To include the contribution from the Mo atomic core, we add a charge density approximated by a Gaussian fit and shown as a dashed gray curve in Fig. 3. It turns out that $\zeta = 2.9$ (au.), taken from the literature, gives a less satisfactory fit to the DFT electron density (green curve), than the tuned value $\zeta = 2.45$ (orange), which is assumed when calculating $V_{spsp}$, as defined in Eq. (10).

During $V_{spsp}$ calculations, we found that the most significant contributions come from one-center direct int-
To calculate realistic electrostatic potential in Fig. 1. Voltages applied to these gates (relative to the nanodevice local gates $G_{1..8}$ (see Fig. 1). Such gating results in a double quantum dot structure created within the nanoflake area.

grals, i.e. involving orbitals centered at the same node: $s = p = d = f$ ($3^4 = 81$ different integrals; in practise it is less due to orbital symmetries), and two-center integrals: $s = p$ and $d = f$ between the nearest sites, i.e. $\langle 12|V_C|12 \rangle$ (also 81 elements). To simplify the calculations of $V_{ijkl}$ we take the explicit values only for the 75 integrals which are greater than 0.3 eV. They are grouped in Table I in Appendix B, with the largest value reported for each group. The small spread of values within each group of integrals comes from the probabilistic nature of the method used in the calculations. Taking more integrals explicitly, i.e. smaller than the arbitrarily set 0.3 eV threshold, would have no practical impact on the calculations. However, what is important, remaining long-range elements were also taken into account in $V_{ijkl}$, albeit modelled as a classical point-like density-density terms of screened Coulomb interaction $V_C(r)$, defined in Appendix C.

The $V_{ijkl}$ elements were calculated once, by summing up $V_{spdf}$ integrals, as described in Eq. (10), and stored on hard disk (80 × 80 × 80 × 79/2 elements in total) for further use.

### E. Electrostatic potential

As discussed previously, the layout of gates is presented in Fig. 1. Voltages applied to these gates (relative to the substrate) are used to create confinement in the flake. To calculate realistic electrostatic potential $\phi(r)$ we solve the generalized Poisson equation $[85]$ taking into account voltages $V_{1..8}$ applied to the control gates $G_{1..8}$ and to the highly doped substrate (kept at the referential potential $V_0 = 0$), together with space-dependent permittivity of different materials in the device. At the lateral and top sides of the computational box we apply Neumann boundary conditions with zero-normal component of the electric field. Further details of the used method can be found in Ref. [17]. Resulting potential in the area between SiO$_2$ and hBN layers, where the flake is sandwiched, is presented in Fig. 4, and calculated for voltages $V_{1,3,5,7} = -1600$ mV and $V_{2,4,6,8} = -1500$ mV applied to the local gates. At the same time, voltage $V_9 = -1600$ mV applied to gates $V_3$ and $V_7$ controls the height of the interdot barrier.

### F. Time-dependent simulations

We have learnt how to calculate eigenstates of a two-electron system confined within a double quantum dot with an included Coulomb interaction. Such dressed in interaction states, each described by a set of $m(m-1)/2$ ($m = 80$) $d_{ij}$ amplitudes, will serve as initial states for the time-dependent simulations which we will now introduce.

To control qubits we will apply time-varying voltages to the device gates. Evolution of the system wavefunction induced in this way will be described within our configuration-interaction base, albeit now with time-dependent amplitudes $d_{ij}(t)$, constituting the time-dependent configuration-interaction method. Insertion of $\Psi(r_1, r_2, t) = \sum_{i<j} d_{ij}(t) \Psi_{ij}(r_1, r_2) e^{-iE_{ij}t}$ into the Schrödinger equation with the time-dependent Hamiltonian

$$H_2e(r_1, r_2, t) = H_2e(r_1, r_2) + \delta \varphi(r_1, t) + \delta \varphi(r_2, t),$$

and the variable potential energy $\varphi(r, t) = \varphi(r) + \delta \varphi(r, t)$, together with the Coulomb matrix elements, gives a recipe time-evolution of the system (the dot denotes the time derivative):

$$\dot{d}_{ij}(t) = -\frac{i}{\hbar} \sum_{k<l} d_{kl}(t) \{V_{ijkl} - V_{ijkl} - \delta \varphi_{ijkl}(t)\} e^{i(E_{ij} - E_{kl})t},$$

with energy $E_{ij} = E_i + E_j$ in the $|ij\rangle$ basis-state. Matrix elements related to the potential energy are given by $\delta \varphi_{ijkl}(t) = \langle ij|\delta \varphi(r_1, t) + \delta \varphi(r_2, t)|kl\rangle = \delta \varphi_{ijkl}(t) - \delta \varphi_{ijkl}(t)$, where

$$\delta \varphi_{ijkl}(t) = \langle ij|\delta \varphi(r_1, t) + \delta \varphi(r_2, t)|kl\rangle = \langle i|\delta \varphi(r, t)|k\rangle \delta_{jl} + \langle j|\delta \varphi(r, t)|l\rangle \delta_{ik}.$$  

The full time-dependent potential energy $\varphi(r, t) = \varphi(r) + \delta \varphi(r, t)$ contains a variable component $\delta \varphi(r, t)$, generated by modulation of the gate voltages. The whole is calculated as $\varphi(r, t) = -|e|\phi(r, t)$, with the electrostatic potential $\phi(r, t)$ obtained by solving the Poisson equation for the variable density $\rho(r, t)$ at every time step. Note that the charge density originates from the actual wavefunction, thus the Schrödinger and Poisson equations are solved in a self-consistent way.
G. Evaluation of valley indices

In order to follow the valley index corresponding to each dot, as well as the total valley index, we have to calculate the Fourier transform of the time-dependent two-electron wave function:

$$\tilde{\Psi}(k_1, k_2, t) = \int_F d^2r_1 d^2r_2 \Psi(r_1, r_2, t) e^{-i(k_1r_1 + k_2r_2)} = \sum_{i<j} d_{ij}(t) \tilde{\psi}_{ij}(k_1, k_2) e^{-i\sum r_{ij} t},$$  

(15)

with $\tilde{\psi}_{ij}(k_1, k_2) = [\tilde{\psi}_i(k_1) \tilde{\psi}_j(k_2) - \tilde{\psi}_j(k_1) \tilde{\psi}_i(k_2)]/\sqrt{2}$. For single-electron states $\psi_i(r)$ the Fourier transform is defined as:

$$\tilde{\psi}_i(k) = \int_F d^2r \psi_i(r) e^{-ik\cdot r},$$  

(16)

integrated over the flake surface $F$, with the 2D-wave vector $k \equiv (k_x, k_y)$. The Fourier transform naturally exhibits periodicity in the reciprocal space, so we can restrict the $k$-area to $\tilde{F}$: $k_{x,y} \in [-\pi/a, \pi/a]$, which encompasses the first Brillouin Zone (BZ).

Knowing $\tilde{\psi}_i(k)$ we can calculate the probability density in the reciprocal space as:

$$\tilde{\rho}(k, t) = 2 \int_F d^2k' |\tilde{\psi}_i(k, k', t)|^2 = \sum_{i<j,k<l} d_{ij}^*(t) d_{kl}(t) \left\{ \tilde{\psi}_j(k) \tilde{\psi}_k(k) \delta_{ij} - \tilde{\psi}_j(k) \tilde{\psi}_l(k) \delta_{jk} - \tilde{\psi}_i(k) \tilde{\psi}_l(k) \delta_{ik} + \tilde{\psi}_i(k) \tilde{\psi}_j(k) \delta_{jk} \right\} e^{i(E_{ij} - E_{kl}) t}.$$  

(17)

Finally, the total valley index of the two-electron system is calculated as

$$K(t) = \frac{3a}{4\pi} \int_{\tilde{F}_{1/3}} d^2k \tilde{\rho}(k, t) k_x,$$  

(18)

where the integration of $k_x$ component is performed over the reciprocal space area $\tilde{F}_{1/3}$ defined as two opposite $\pi/3$ sectors within the $\tilde{F}$ area encompassing exactly one $K$ point and one $K'$ point (note that they have opposite $k_x$-components). Point $K(K')$ in $\tilde{F}_{1/3}$ has coordinates $1(-1) \times (4\pi/(3a), 0)$, thus the valley index for one electron would be in the interval $K_{1e} \in [-1, 1]$, with $K_{1e} = 1$ representing the $K$ valley, whereas $K_{1e} = -1$ the $K'$ valley. The total valley index spans the interval $K \in [-2, 2]$, with e.g. $K = 2$ for $|K_1K_1\rangle$ or $|K_1K_1\rangle$ state.

To get the expectation value of the valley isospin in each dot we have to collect the single-electron Fourier transforms (16), but now integrated over the left or the right dot area, i.e. we calculate $\tilde{\psi}_i^{L(R)}(k)$ by putting $D_{L(R)}$ in the Fourier integral in Eq. (16). Then, by proceeding as before, we obtain the valley index in the left $K_L(t)$, and the right dot $K_R(t)$. Note that naturally $K_{1e}(R) \in [-1, 1]$ due to fact that electrons are evenly distributed between both dots. To define two qubits the electrons must occupy both dots simultaneously. In other case, if both electrons occupied the same dot, the opposite unoccupied one, would have its qubit undefined.

IV. DOUBLE QUANTUM DOT

Knowing the double-dot confinement potential we calculate a set of eigenstates of the Hamiltonian in Eq. (1) with the confinement potential energy $-|\epsilon|\phi$. These eigenstates will be further used to build two-electron basis states (of the Slater determinant form given in Eq. (2)) for the considered two-qubit system. In Fig. 5, there are presented subsequent single-electron eigenstates for the double-dot potential from Fig. 4 albeit with a bit higher barrier between the dots: $V_{D} = -1700$ mV, while other voltages remain the same as in Fig. 4. We assigned colors to the dot occupancy parameter, defined as

$$N = \int_{D_L} d^2r |\psi_i(r)|^2 + 2 \int_{D_R} d^2r |\psi_i(r)|^2 \in [0, 2],$$  

(19)

with $\psi_i$ being the $i$-th eigenstate, and $D_L$ indicating the area over the left dot (but without including the edge), while $D_R$ — over the right one. Red markings mean that the electron is located in the left dot ($N \approx 1$), yellow — in the right dot ($N \approx 2$), orange — the electron is evenly spread between both dots ($N \approx 1.5$), and finally, black means that it is outside the dots ($N \approx 0$). The latter means that the electron is in a state located at the edge of the flake, forming the so-called edge state. These edge states marked as black in Fig. 5 are forbidden for the electron confined within the dot, thus creating a band gap visible in Fig. 5(left)—in the case of an infinite flake these states would disappear. It is also known that those states are not present in torus geometry [74, 75], equivalent to periodic boundary conditions, and their presence in open
energy (meV)

FIG. 6. Single-electron eigenstates for lower interdot barriers: (a) $V_B = -1500$ mV, (b) $-1400$, (c) $-1300$, and (d) $-1200$. Lowering the barrier between the dots makes the eigenstates spatially (anti)symmetric.

boundary conditions does not affect confined states in gate-defined regions in any way. We chose to keep open boundary conditions here due to our eight gate geometry that ensures decoupling of qubits from the edge.

In the inset of Fig. 5, we present several lowest states derived from the CB minimum at $\pm K$ points. Some of them form characteristic yellow-red arrangements of four states (e.g. group (a) and (c)), meaning that for the electron located in the left dot (red markings) we have two spin-orbit-split doublets (spin-valley subspace), and the same for the right dot (yellow markings). This gives eight states in total (see the small inset in Fig. 5(left)).

On the other hand, some states are formed with symmetric densities and are marked in orange in Fig. 5, e.g. groups b) and d). Electron densities of states from several groups, marked by (a-e) in the left inset, are presented on the right side of Fig. 5. What is noteworthy is that bringing the dots closer to each other by modulating $V_B$, and thus lowering the interdot barrier, symmetrizes the eigenstates. They become spatially symmetric or antisymmetric, with the latter moving up on the energy scale. Electron densities for dots brought closer to each other are presented in Fig. 6. Left and center columns contain the lowest symmetric and antisymmetric states, respectively.

We now utilize the single-electron basis found for $V_B = -1300$ mV. The value of $V_B$ was chosen so as to get spatially (anti)symmetric states. This is motivated by the fact that we want to study and control interactions between two electrons in close proximity. To do so, we must set up a basis of antisymmetric Slater determinants given by Eq. (3). We take first 80 states from the CB minimum. In so defined a basis, we construct a matrix representing the two-electron Hamiltonian from Eq. (5) with the Coulomb interaction via the configuration-interaction, filled by single-electron eigenenergies $E_i + E_j = E_{ij}$ and Coulomb two-electron matrix elements $V_{ijkl}$ as in Eq. (8). We solve the eigenproblem by the exact diagonalization of the constructed $H_{2e}$ matrix. The key parameter that controls coupling between electrons is the barrier height controlled by $V_B$ voltage.

In Fig. 7 there are presented first sixteen two-electron eigenstates spanning a spin- and valley-degenerated subspace [18], with the same (in the limit of decoupled dots) spatial state, being the ground state (with closer dots this state becomes a spatial symmetric-antisymmetric pair). They are built up mainly (but not exactly, because in our exact calculations we employ the full Coulomb interaction) from the first four single-electron states from the CB edge (spin-valley degeneracy): $\{|K_i^\prime\rangle, |K_j\rangle, |K_i\rangle, |K_j^\prime\rangle\}$, split by the spin-orbit coupling energy $\Delta_{SO}$. We identify them by calculating the total spin (see Appendix D), and the total valley index $K$, defined in Eq. (18).

The first four states form the singlet-triplet base: $\{|K_i^\prime K_j\rangle - |K_j K_i^\prime\rangle, |K_i^\prime K_j^\prime\rangle, |K_j K_i\rangle + |K_i K_j^\prime\rangle, |K_i^\prime K_i\rangle\}$ split by the spin-valley exchange energy $J$. Singlets are denoted in Fig. 7 by "−" sign above a pair of dots representing the given state, while $T_0$-triplets by "++". The next eight states, four singlets and four $T_0$'s, are separated by the doubled single-electron spin-orbit splitting value ($2\Delta_{SO}$). The next four states also form a

FIG. 7. Two-electron states for different coupling between the dots, controlled via $V_B = V_3 = V_7$ voltages, manifesting three regimes of the interplay between the exchange energy and spin-orbit splitting: a) $J \ll 2\Delta_{SO}$, b) $J < 2\Delta_{SO}$, c) $J > 2\Delta_{SO}$. These 16 lowest states span the ground two-electron spin-valley degeneracy subspace. We identify them as built up mainly from the first four single-electron CB states: $|K_i^\prime\rangle, |K_j\rangle, |K_i\rangle, |K_j^\prime\rangle$, colored in blue, green, yellow and red, respectively. The $-$ or $+$ signs above the $\bullet$ symbol, that represents an eigenstate, denotes the singlet or the $T_0$-triplet combinations.
FIG. 8. Evolution of the two-electron states from Fig. 7(b), i.e., for $V_B = -1300$ mV, in an external magnetic field. Red, orange, green, and violet dots represent states that span the two-valley-qubit subspace (with the spin-up) for the applied perpendicular magnetic field $B_z = 1$ T.

singlet-triplet set, but made of the two upper states: \{($|K'^+\rangle$, $|K_1\rangle$)\}. By lowering $|V_B\rangle$, from $V_B = -1400$ mV in Fig. 7(a) to $V_B = -1200$ in (c), we observe that states are gradually reorganized on the energy scale. It is clear that $V_B$ controls the interdot exchange: for $V_B = -1400$ mV, $J \ll 2\Delta_{SO}$, while for $V_B = -1200$ the exchange dominates: $J > 2\Delta_{SO}$.

When analyzing two-electron states it is also sensible to examine the dependence of eigenenergies on the applied external magnetic field [105]. To calculate the energy spectrum in such a case we add to the Hamiltonian in Eq. (1) the standard Zeeman term:

$$H_Z = \sum_{i\sigma, i'\sigma'} \gamma_Z \mathbf{B} \cdot \mathbf{s}_{i\sigma i'\sigma'} \delta_{\alpha\beta} \hat{c}_{i\alpha\sigma}^\dagger \hat{c}_{i'\alpha\sigma'},$$

with the magnetic field $\mathbf{B}$. For $\gamma_Z = g_e \mu_B / 2$ we arrive at the Zeeman energy $g_e \mu_B \mathbf{B} / 2$. To also address the spatial effects related to the magnetic field we apply the so-called Peierls substitution [106]. We multiply the hopping matrix, by the additional factor $t_{ij} \to t_{ij} \to t_{ij} \exp (i\theta_B)$ in the Hamiltonian in Eq. (1). Now the vector potential $\mathbf{A}$ (we use the Landau gauge, $\mathbf{A} = [0, B_z x, 0]^T$ for the perpendicular magnetic field $\mathbf{B} = [0, 0, B_z]^T$) enters Eq. (1) via the Peierls phase $\theta_B$, calculated as the path integral between neighboring nodes: $\theta_B = \epsilon / h \int \mathbf{A} \cdot d\mathbf{r}$.

The most noticeable result of applying a magnetic field is the splitting, introduced between levels with opposite total spin and/or valley index. Note that in the first (1-4) and the last (13-16) four states (numbering as in Fig. 7(a)), singlet $S$ and triplet $T_0$ have opposite spin and valley index, meaning that their energy is almost constant in the magnetic field. Two triplet $T_+$ and $T_-$ states are split in $B$: the upper pair (14, 15) stronger than the lower one (2, 3). In the middle-eight states we have $S$ and $T_0$ composed of pairs with opposite spins or opposite valleys, which manifests in different $B$-field dependence, with $g$-factors that are different for spin and valley indices, i.e. in MoS$_2$ $g_v > g_s$ [19].

V. VALLEY MANIPULATION AND EXCHANGE

A. Single-qubit operations

So far we have described the calculation method to determine system wavefunction evolution under applied external electrostatic potential via local gating, as well as to determine the dressed eigenspectrum of the two-electron system. Moreover, we described a method for calculating valley isospin in each dot separately (left or right). Now we are ready to define a two-qubit system based on the valley degree of freedom in each dot: left and right. To disentangle the valley degree of both electrons from their spins we apply an external magnetic field, arriving at a work subspace of, let us say, spin-up states: \{($|K'^+\rangle$, $|K\rangle$)\} for each electron. This magnetic field also enables us to set the specific frequency of valley transitions within the given spin subspace [19]. This way, the lowest (red dot) state in Fig. 8, $|K'^+K\rangle$ represents the $|00\rangle$ two-qubit state, with $K_L = K_R = -1$, while the linear combination of the singlet and triplet (orange and green dots in Fig. 8), with $+$ or $-$ sign, gives $|01\rangle$ ($K_L = -1, K_R = 1$) or $|10\rangle$ states ($K_L = 1, K_R = -1$). The violet dot represents $|11\rangle$ state, with $K_L = K_R = 1$. Remind that we define qubits not on indistinguishable electrons, which are described by an antisymmetric wave function, but on the valley index of localized, spatially separated dots.

Thanks to the fact that qubits are localized in different dots we can easily manipulate them electrically, addressing their valley indices separately, by applying an oscillating voltage to the local gates in each dot separately [17]. Now we will show how it is done in our two-qubit device. We assume that initially the system is in the singlet state within the spin-up subspace, meaning that the valley index in each dot is zero and each qubit is in the equally-weighted superposition of $K$ and $K'$ states (orange or green dots in Fig. 8).

We start the time evolution governed by Eq. (13) and turn on oscillating voltages on $G_4$ and $G_6$ gates next to the left dot: $V_4(t) = -V_6(t) = V_{ac} \sin(\omega t)$, $V_{ac} = 75$ mV. The pumping frequency $\omega = 1 / T$, where $T = 2.37$ ps (see Fig. 9(c)), is tuned to the energy splitting that equals spin-orbit splitting $2\Delta_{SO} = 1.75$ meV for $B_z = 0$. However, for $B_z = 1$ T the energy splitting (energy difference between the red and green dots in Fig. 8) is a bit larger, and equals about 1.95 meV, due to additional valley-Zeeman splitting [19] between these two valley states, which at the same time are the qubit basis states. This way, by modulating the confinement potential in the left dot area, we induce a transition between the valley states of the left qubit, and thus rotate $|K_L\rangle$ qubit [17]. Valley index calculated for the left dot $K_L$ (i.e. defined in the same way as the total valley index in Eq. (18), but calcu-
valley isospin

FIG. 9. (a) Two-qubit system evolution. In the first step, at $0 < t < t_b = 64$ ps, modulated voltages at nearby gates (c) induce the left (right) valley-qubit rotations, depicted by the brown (green) curve, after which we arrive at opposite valley states: $K_L = -1$ and $K_R = 1$. In the second step, for $t > t_b$, we reduce the interdot barrier by raising $V_B$ voltage, and observe the valley exchange between the dots, which can be seen as the (two-qubit) valley-SWAP operation. (b) Raising $V_B$ up to three different levels at $t_b = 64$ ps reduces the interdot barrier, couples the dots, and induces the valley-exchange with three different exchange periods, as in (a).

B. Two-qubit operation

During the previous step (for $0 < t < t_b$), the barrier between the dots was set to be high ($V_0(t) = V_2(t) = -1450$ mV), ensuring that no valley isospin exchange between left and right dots occurs. We have shown how to perform single qubit operations on individual qubits through manipulating voltages applied to nearby gates. To fulfill the universality criterion [107] we also need to implement any two-qubit operation. The simplest one, that naturally emerges in a system of two isospins, is their exchange, or SWAP using the quantum information language. It is known that the $\sqrt{\text{SWAP}}$ gate, which performs half of a two-qubit swap, is universal in a sense that any multi-qubit gate can be constructed from only $\sqrt{\text{SWAP}}$ and single-qubit gates [108].

Now at time $t_b = 64$ ps we lower the interdot barrier by raising (negative) voltage $V_B$, as shown in Fig. 9(b), and thus begin swapping the valley isospins between the dots. The modulation of voltages on gates $G_2$, $G_8$, and $G_4$, $G_6$ is now turned off. In Fig. 9(a) we observe that valley indices between dots $K_L$ and $K_R$ exchange their values. What is characteristic, this process is faster when the barrier, controlled by $V_B$, is lower. In other words, barrier height controls the coupling between the dots. We have performed simulations for three different barrier heights. For $V_B = -1400$ mV (brown and green curves) the swap completes in $T_{\text{SWAP}} = 230$ ps, for $-1350$ mV (violet and orange) in 94 ps, while for $-1300$ mV (red and blue) it takes 30 ps. The exchange time translates to singlet-triplet energy difference $J = h/T_{\text{SWAP}}$ which agrees with the exchange energies 20, 45, and 125 $\mu$eV, respectively, obtained from the two-electron eigenspectrum presented in Fig. 7. Thus, the $\sqrt{\text{SWAP}}$ gate timings, which last half of the $T_{\text{SWAP}}$, are relatively short—we can perform a full operation cycle within less than 100 ps. This time can be tuned precisely by adjusting the interdot barrier height via $V_B = V_3 = V_7$ voltages.

We have assumed the singlet state as the starting state of our simulation, but this is not the only option. With magnetic field $B_z = 1$ T the lowest state is the polarized triplet $|K_L'K_R'\rangle$ (see Fig. 8). We could also assume this state as the starting one. Then, to observe the exchange, in the first stage of operation we have to rotate the valley in only one dot. As a result, we would also get two opposite valleys, and then be able to observe their exchange.

VI. SINGLE-SHOT READOUT VIA PAULI BLOCKADE

To get a complete physical implementation of the quantum computer, apart from single-qubit operations and swapping, we need the ability to initialize the state of the qubits as well as a qubit-specific measurement capability. Among numerous spin initialization and readout methods in gated quantum dots (QDs), the most common approach is to employ the Pauli spin-blockade mechanism [109, 110].

In the following paragraphs, we will show that the Pauli blockade effect can be extended in our setting to the valley degree of freedom, similarly as it is done for carbon nanotubes [22, 111]. In Pauli blockade, a double quantum dot containing two electrons in total is tuned to the transition between two charge-states: (1,1) with one electron in each dot and (0,2) with both electrons in the right dot. This transition involves the electron tunnelling from the left to the right dot. If we properly tune the voltage bias between the dots, we set a blockade for the (1,1)-valley-triplet state, for which transition to an energetically accessible (0,2)-valley-singlet state is for-
bhidden. It is crucial that (0,2)-valley-triplet state which would not block is sufficiently separated in energy scale by (0,2)-singlet-triplet energy difference which in our case is about 5 meV. On the other hand, (1,1)-valley-singlet state is in this regime unblocked.

Cases discussed above are presented in Fig. 10. To observe the blockade we add a positive offset voltage $V_	ext{bias} > 0$ between the dots, by raising $V_1$ voltage: $\tilde{V}_1(t) = V_1 + V_	ext{bias}$. Then we stimulate an electron-transition from the left dot to the right, lower one (see the blue potential profile in Fig. 10), by applying an additional oscillating voltage to gate $G_5$: $\tilde{V}_5(t) = V_5 + V_	ext{stim} \sin(\omega \text{stim} t)$, where $V_	ext{stim} = 5$ mV, and $2\pi/\omega\text{stim} = 5$ ps. One should know, that when simulating the blockade, we took slightly different single-electron eigenstates, obtained for $V_1 = -1550$ mV and $V_B = -1300$ mV, while other voltages remained the same as in Fig. 4. This step aimed to add states with asymmetric densities (located majorly in the right dot) to the basis.

After turning on $V_	ext{stim} \sin(\omega \text{stim} t)$, we gradually increased $V_	ext{bias}$ and calculated time-evolutions for each of the considered $V_	ext{bias}$ values, and for two different initial two-electron states: singlet $|K'_1 K'_2\rangle - |K_1 K'_2\rangle$, and triplet $|K'_1 K'_2\rangle$. After a few dozen picoseconds, we observe that for the singlet initial state and $V_	ext{bias} = 145$ mV the “left electron” transfers completely to the right dot (non-blocked state), while for the triplet state the occupancy of both dots is almost unchanged (blocked state). The resulting electron densities for the singlet (triplet) state are presented at the top left (right) of Fig. 10. One should note, that the occupancy of the right dot, calculated as the total electron density $\rho(r)$ (defined in Appendix D) integrated over the right dot, does not remain constant after the transfer. In fact, the density oscillates over time as the electron goes back and forth between the dots, and the occupancy plot, presented in Fig. 10, shows their maximum values over time. It is now clear that for the singlet state (orange curve) and for the triplet state (green curve) the resonant transitions occurs at different biasing: $V_\text{bias}^S = 145$ mV and $V_\text{bias}^T = 265$ mV, respectively. Thus at $V_\text{bias} = V_\text{bias}^S$, we observe the Pauli valley-blockade for the electron density defining the left valley-qubit. The estimated blockade fidelity is about 97.5%.

Therefore, using the valley-blockade one can set up or read out the left valley-qubit state. However, we should keep in mind that the spin degree of freedom makes the (spin-valley) singlet-triplet subspace extend to 16 states (not just 1 + 3). This complicates proper setting up the Pauli blockade. To resolve valley from spin we had to apply a magnetic field, then using proper transition frequencies, as in Fig. 8, of the single-valley-qubit operations ensures that we stay within the given spin (let’s say up) subspace. But how to initialize or check that two qubits are in the desired valley state together with the given spin? Magnetic field enriches blockade operation [112]. If we take a look at the Fig. 8 we will see that for $B_2 = 1$ T the analyzed triplet $|K'_1 K'_2\rangle$, and singlet $|K'_1 K'_2\rangle$ are the two lowest states. By proper adjusting the left lead potential, i.e. to energy lower than the third state $|K'_1 K'_2\rangle + |K'_1 K'_2\rangle$ (unwanted triplet), we allow only these two (1,1) states to populate the double dot. This way we ensure that only $|K'_1 K'_2\rangle$ is blocked, thus implementing the valley-qubit initialization.

VII. SUMMARY

In the following work we have studied a two-electron system in TMDC’s gate-defined double quantum dot from the point of view of valley-qubit implementation. Utilizing the configuration-interaction method, the realistic theory of Coulomb interaction, and the time-dependent Schrödinger equation coupled with the Poisson equation, that models realistic dielectric environment, we were able to describe the proposed nanodevice with an eight-gate geometry and time-modulated electric potentials.

By performing numerical simulations, we have shown how one can obtain single- and two-qubit gates in the valley two-qubit system by electrically controlling the state of the electrons, and the interdot coupling, in a static magnetic field. First, we explained each qubit-rotations (single-qubit operations) in the left or the right dot, controlled separately by the local gates. Then, we coupled both qubits getting the valley-SWAP (two-qubit operation). Finally, we discussed how to set-up the valley-Pauli-blockade to implement the valley-qubit initialization and readout. In this way, we have obtained a physical scheme to realize universal quantum computation based on valley isospin in the gate-defined TMDCs double quantum dots.

In our theoretical description of the two-electron system, we used the exact configuration-interaction method that gives a basis of states dressed in an interaction be-
between the electrons. The Coulomb interaction as well as the confinement potential are modelled realistically including atomic matrix elements, the screening effect by nearby dielectric layers, and voltages applied to the control gates layout with geometry inspired by experiments. Variable control voltages modulate the confinement potential leading to non-trivial device operation calculated using the time-dependent Schrödinger equation, solved in the configuration-interaction basis self-consistently with the Poisson equation.
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Appendix A: Two-electron Hamiltonian

Here we present an explicit derivation of the formula for Hamiltonian (5):

\[
\sum_{i<j,k<l} |\tilde{\tau}_{ij}\rangle \langle \tilde{\tau}_{kl}| H_{2s}\langle \tilde{k}| \langle \tilde{j}| = \sum_{i<j,k<l} |\tilde{\tau}_{ij}\rangle \langle \tilde{\tau}_{kl}| \left[ \varepsilon_{ij} (\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk}) + \langle \tilde{\tau}_{ij}| \tilde{V}_C| \tilde{kl}\rangle \right]
\]

\[
= \sum_{i<j,k<l} d_i^\dagger d_j^\dagger |0\rangle\langle 0|d_k d_l [ \varepsilon_{ij} \delta_{ik} \delta_{jl} + \langle \tilde{\tau}_{ij}| \tilde{V}_C| \tilde{kl}\rangle - \langle \tilde{\tau}_{ij}| \tilde{V}_C| \tilde{lk}\rangle ]
\]

\[
= \sum_{i<j} d_i^\dagger d_j^\dagger |0\rangle\langle 0|d_i d_j \varepsilon_{ij} + \sum_{i<j,k<l} d_i^\dagger d_j^\dagger |0\rangle\langle 0|d_i d_j (V_{ijkl} - V_{ijlk}) .
\]

The two-electron energy is simply the sum of the single-electron-state energies: \( \varepsilon_{ij} = \tilde{\varepsilon}_i + \tilde{\varepsilon}_j \). Note that, firstly: \( \delta_{il} \delta_{jk} \) vanishes since \( i < j, k < l \). Secondly, we have \( \langle \tilde{\tau}_{ij}| \tilde{V}_C| \tilde{kl}\rangle = \langle \tilde{\tau}_{ij}| \tilde{V}_C| \tilde{lk}\rangle \), so we introduce the abbreviation \( \langle \tilde{\tau}_{ij}| \tilde{V}_C| \tilde{kl}\rangle = V_{ijkl} \).

Appendix B: Atomic Coulomb elements

In this section we present numerical values for the atomic Coulomb-matrix elements. We use the following numbering of orbitals: \( \alpha = 1, 2, 3 \) for \( d_x, d_y, d_{x^2-y^2} \) Mo orbitals respectively.

When calculating one-center (\( r_s = r_p \)) and two-center (\( r_s \neq r_p \)) integrals listed in the Table I, the 3D Coulomb interaction in vacuum \( V_C^3(r) = \frac{|e|^2}{4\pi\varepsilon_0 r} \) was taken. Then, the obtained values were renormalized by the \( \text{ru}(r_s - r_p) \) function defined in Appendix C, and this way we estimate \( V_{spdp} \) values, defined in Eq. (10), for the screened Coulomb interaction:

\[
\langle s^\alpha p^\alpha | V^3_C | s^\alpha d^\alpha p^\alpha \rangle \simeq \frac{\langle s^\alpha p^\alpha V^2_C | s^\alpha d^\alpha p^\alpha \rangle}{\text{ru}(r_s - r_p)}. \tag{B1}
\]

This way we include the screening effects of the dielectric environment (nearby insulators) and the monolayer flake.

| group # | one-center integrals \( \langle ss|V^3_C|ss\rangle \) | two-center integrals \( \langle sp|V^3_C|sp\rangle \) |
|---------|-------------------------------------------|-------------------|
| 1       | 14.43 \( \langle s^\alpha s^\alpha |V^3_C|s^\alpha s^\alpha \rangle \), \( \alpha = 1, 2, 3 \) | 4.71 \( \langle s^\alpha p^\alpha |V^3_C|s^\alpha p^\alpha \rangle \), \( \alpha = 2, 3 \) |
| 2       | 13.63 \( \langle s^2s^1 |V^3_C|s^2s^1 \rangle \), \( \langle s^3s^1 |V^3_C|s^3s^1 \rangle \) | 6.55 \( \langle s^3p^1 |V^3_C|s^3p^1 \rangle \) |
| 3       | 12.86 \( \langle s^2s^2 |V^3_C|s^2s^2 \rangle \), \( \langle s^3s^1 |V^3_C|s^3s^1 \rangle \) | 4.42 \( \langle s^1p^1 |V^3_C|s^1p^1 \rangle \) |
| 7       | 0.79 \( \langle s^2s^1 |V^3_C|s^2s^1 \rangle \), \( \langle s^3s^1 |V^3_C|s^3s^1 \rangle \) | \( \langle s^3p^1 |V^3_C|s^3p^1 \rangle \) |
| 8       | 0.41 \( \langle s^2s^2 |V^3_C|s^2s^2 \rangle \), \( \langle s^3s^1 |V^3_C|s^3s^1 \rangle \) | \( \langle s^3p^1 |V^3_C|s^3p^1 \rangle \) |

TABLE I. The largest Coulomb atomic integrals with the listed largest energies from each group (eV). We include only elements with their energy value larger than 0.3 eV, while the others are taken classically, as interaction between two point-charges. Note that each two-center integral occurs six times, one for each \( R_{1..6} \) direction.
The calculated integrals, shown in Fig. 11 and listed in Table I, do not take into account screening, and can be applied to other structures with, for example, different insulating layers.

Appendix C: Coulomb effective interaction

Let us now introduce the screened Coulomb potential used in our model. We checked three different approaches to describe the screened Coulomb interaction in 2D structures, and verified them with an exact numerical potential calculated for the our structure.

In the simplest, naïve, approach at the flake level we take the \( \varepsilon \) as the average from two neighboring materials: \( \kappa = (\varepsilon_{\text{hBN}} + \varepsilon_{\text{SiO}_2})/2 = 4.5 (\varepsilon_0) \). [113] We assume the following dielectric constants: \( \varepsilon_{\text{hBN}} = 5.1 \) (for the top-layer of hexagonal boron nitride) [114], and \( \varepsilon_{\text{SiO}_2} = 3.9 \) (for the bottom-layer of quartz). However, the following potential derived by Keldysh [115, 116] to model the Coulomb interaction in thin semiconductor layer embedded between top and bottom layers with given permittivity, is much more accurate:

\[
V_K(r) = \frac{|e|^2}{4\varepsilon_0} \frac{\pi}{2r_0} \left[ H_0 \left( \frac{\kappa r}{r_0} \right) - Y_0 \left( \frac{\kappa r}{r_0} \right) \right], \tag{C1}
\]

with the zero-order Struve and the second-kind Bessel functions. Another potential \( V_{\text{TYD}} \), by Tuan, Yang and Dery [117], was introduced for better modeling of the Coulomb interaction in TMDC monolayers. In addition to information about the permeability of adjacent dielectric layers, it takes into account the values of polarizabilities \( \chi_+ \) of the central Mo atomic sheet, and \( \chi_- \) for the top and bottom S (chalcogen) sheets. We took the following parameters for the Keldysh and TYD potentials: \( \kappa = (\varepsilon_1 + \varepsilon_2)/2 = (\varepsilon_{\text{hBN}} + \varepsilon_{\text{SiO}_2})/2 = 4.5 (\varepsilon_0) \), \( r_0 = 7.5d = 4.875 \) nm, \( l_+ = 2\pi\chi_+ = 5.6d = 3.64 \) nm, \( l_- = 2\pi\chi_- = 5d = 3.25 \) nm \( (d = 0.65 \) nm for MoS2). See [117] for a detailed analysis of fitting parameters to these models.

We compare all of these model potentials with the standard 3D Coulomb potential \( V_C(r) = V_C^0(r)/\kappa = \frac{|e|^2}{4\varepsilon_0} \frac{1}{\kappa r} \), and potential \( V_N(r) \) calculated numerically via the Poisson equation for the space-dependent permittivity:

\[
\kappa(z) = \begin{cases} 
\varepsilon_{\text{hBN}} & \text{for } z > d/2, \\
1 & \text{for } -d/2 < z < d/2, \\
\varepsilon_{\text{SiO}_2} & \text{for } z < -d/2,
\end{cases} \tag{C2}
\]

and average 2D polarizability for the MoS2 monolayer taken as \( \chi = 0.55 \) nm, which screens electron charge in the monolayer itself, weakening it by the factor \( \varepsilon = 1 + \frac{4\pi \chi}{d} \approx 12 \) [118, 119].

Comparison of all the potentials is presented in Fig. 12. We can see that Keldysh, TYD, and numerical potentials give qualitatively comparable results, while the bare Coulomb potential overestimates interaction especially at small distances \( (r < 1 \) nm). The closest to numerical are results for TYD, and we take exactly that potential to describe the electron-electron interaction in our model:

\[
V_C(r) = V_{\text{TYD}}(r) \approx \frac{V_C^0(r)}{\kappa r_{\text{mN}}(r)}. \tag{C3}
\]

Now we are able to define function that renormalizes the bare Coulomb potential to describe realistic screening: \( r_{\text{mN}}(r) = V_C(r)/V_{\text{TYD}}(r) \). The exact analytical formula for the TYD potential is rather complicated, thus, for our convenience, we approximated \( r_{\text{mN}}(r) \) using the following formula: \( r_{\text{mN}}(r) \approx \frac{r + 0.2}{r - 0.01}; \ r > 0.01 \) (\( r \) is in nm). This means that, e.g. for \( r = 0.319 \) nm we have to divide the energies obtained from the Monte-Carlo (listed in Table I) by 1.68 (times \( \kappa \)). On the other hand, for interaction at the same node, for one-center integrals, we would divide by about 3 (assuming the average radius of the Mo atom). However, if we take into account the fact that for atomic length scales the screening naturally decreases (in contrary to a simple model of dielectric slabs), then for \( r \sim d \) the real epsilon is (roughly speaking) about twice as small [118]. Hence, for interaction on the node itself, we assumed 1.5 instead of 3: \( r_{\text{mN}}(r \approx 0) = 1.5 \).

Appendix D: Two-electron density and total spin

Let us remind that the full two-electron wavefunction is expanded in the configuration-interaction-basis as

\[
\Psi(r_1, r_2) = \sum_{i<j} d_{ij} \Psi_{ij}(r_1, r_2). \tag{D1}
\]
Thus, expansion for the total electron density reads:
\[
\rho(r) = \int dr' |\Psi(r, r')|^2 + |\Psi(r', r)|^2 = 2 \int dr' |\Psi(r, r')|^2 = 2 \sum_{i<j, k<l} d_{ij}^* d_{kl} \int dr' \overline{\Psi}^d_{ij}(r, r') \Psi_{kl}(r, r') = \\
\sum_{i<j, k<l} d_{ij}^* d_{kl} \left\{ \psi^d_j(r) \sigma_k(r) \delta_{jl} - \psi^d_j(r) \sigma_k(r) \delta_{jk} - \psi^d_j(r) \sigma_k(r) \delta_{il} + \psi^d_j(r) \sigma_k(r) \delta_{ik} \right\},
\]
where for clarity we omitted the \(\otimes\) symbol. Due to the antisymmetry constraint \(\Psi_{ij}^{\sigma_i} \sigma_i \sigma_j(r', r) = -\Psi_{ij}^{\sigma_j} \sigma_i \sigma_i(r', r)\) we get \(|\Psi(r', r)|^2 = |\Psi(r, r')|^2\). Note that obviously one has \(\int dr \rho(r) = 2\). The total spin is calculated in the same way:
\[
\langle \sigma_z \rangle = \langle \Psi | \sigma_z \otimes 1 + 1 \otimes \sigma_z | \Psi \rangle = 2 \langle \Psi | \sigma_z \otimes 1 | \Psi \rangle = \\
2 \sum_{i<j, k<l} d_{ij}^* d_{kl} \int dr dr' \overline{\Psi}^d_{ij}(r, r') \sigma_z \otimes 1 \Psi_{kl}(r, r'),
\]
with \(\sigma_z :\equiv \sigma \otimes 1_4\), and the identity matrix \(1 \equiv 1_6\). By defining \(\sigma_{ijkl} = \langle i | \sigma_z | k \rangle \delta_{jl} + \langle j | \sigma_z | l \rangle \delta_{ik}\), with e.g. \(\langle i | \sigma_z | k \rangle = \int dr \psi^d_j(r) \sigma_z \psi_k(r)\), we can write formula for the total spin compactly:
\[
\langle \sigma_z \rangle = \sum_{i<j, k<l} d_{ij}^* d_{kl} \{ \sigma_{ijkl} - \sigma_{ijlk} \}.
\]
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