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Abstract

Many high-level skills that are required for computer vision tasks, such as parsing questions, comparing and contrasting semantics, and writing descriptions, are also required in other domains such as natural language processing. In this paper, we ask whether it is possible to learn those skills from text data and then transfer them to vision tasks without ever training on visual training data. Key to our approach is exploiting the joint embedding space of contrastively trained vision and language encoders. In practice, there can be systematic differences between embedding spaces for different modalities in contrastive models, and we analyze how these differences affect our approach and study strategies to mitigate this concern. We produce models using only text training data on four representative tasks: image captioning, visual entailment, visual question answering and visual news captioning, and evaluate them on standard benchmarks using images. We find these models perform close to models trained on images, while surpassing prior work for captioning and visual entailment in this text-only setting by over 9 points, and outperforming all prior work on visual news by over 30 points. We also showcase a variety of stylistic image captioning models that are trained using no image data and no human-curated language data, but instead using readily-available text data from books, the web, or language models. Code is available here.

1. Introduction

Although vision and natural language processing (NLP) tasks are typically thought of as being very distinct, there is often a high degree of overlap in the skills needed to complete them. Visual question answering and reading comprehension question answering both require parsing and understanding questions, visual entailment and textual entailment require comparing different semantic meanings, and captioning and summarization require writing text that summarizes the semantics of the input. This raises an intriguing possibility: if a model learned to complete one of these tasks using a high-level semantic representation of the input text, then in theory it could immediately be able to complete the corresponding visual task as long as the input image is encoded in the same semantic representation. We call this challenge zero-shot cross-modal transfer because it requires applying skills learned from one modality to a different one. Achieving this would be a step towards building multimodal models that can generalize skills across modalities without needing expensive training data for each modality, and has potential applications for tasks where visual training data is scarce but text data is relatively easy to collect.

Accomplishing this requires encoding images and text into a shared semantic space. We use vision and language (V&L) models trained with a contrastive loss for this purpose [51, 25]. These models learn to embed text and images into vectors such that the vectors for matching images and captions are close together, and vectors for unrelated images and captions are far apart. Although this loss was originally intended for representation learning and zero-shot classification, here we show it also facilitates cross-modal transfer.

To do this, we propose a method called Cross modAL transfer On Semantic Embeddings (CLOSE). An outline of CLOSE is shown in Figure 1. During training, the text inputs are encoded into a vector using the (frozen) text encoder from a contrastive model, which is then used as an input to a model. During testing, the visual input is embedded with a (frozen) image encoder and used in place of the text embedding. Because these encoders were explicitly trained to produce embeddings that encode semantics in similar ways, learning to read and process the text vector should naturally translate to the ability to read and process the image vector. Although we focus on text-to-image transfer in this paper, our approach is applicable to other contrastive models such as videos [74], point clouds [1], and audio [22, 11, 72], potentially allowing transfer between many other modalities.

One potential difficulty with this approach is that, while...
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Figure 1: Overview of CLOSE. During training, input text is encoded into a vector with a text encoder and adapted with an adaptation method. A model learns to use the vector to perform a task such as VQA, captioning, or visual entailment. During testing, an input image is encoded with an image encoder instead to allow cross-modal transfer.

Contrastive embeddings do share some structure between modalities, there can still be significant differences between the image and text vectors in practice [39]. To mitigate this, we propose to additionally use adapters that modify the text vectors being used during training. We find adding Gaussian noise to be very effective in boosting performance, but consider other approaches as well in our analyses.

Text-to-image transfer is a relatively unexplored setting, so we first conduct extensive experiments to establish that CLOSE can handle the text-to-image domain shift without a major performance drop. We compare models trained with CLOSE on text alone to models trained with images and text on three standard V&L tasks: captioning, visual questioning answers (VQA) and visual entailment, and the more complex task of visual news captioning [40]. We find the text-only models generally perform reasonably close to versions trained with images, showing that CLOSE can effectively transfer many skills across modalities. We surpass the previous best text-only method in captioning [78] by 17 CIDEr (78.2 vs. 95.4) and visual entailment [57] by 9 points (66.6 vs. 75.9), making our method state-of-the-art for these settings by a large margin. There are no prior results for VQA and visual entailment in this setting, however we do surpass the previously best reported result in visual news even with images [40] (50.5 vs 80.8 CIDEr).

These experiments show that efficient text-to-image transfer is possible. It has important practical implications because text training data can be directly constructed by annotators, mined from many existing text datasets, or even generated by a large language model such as GPT-3 [4], and can therefore be significantly less expensive than constructing visual training data. We demonstrate this potential by training effective CLOSE captioning models from text generated by large language models [4], meaning the only human annotation required was for prompt construction. We also train several stylistic captioning models with-

Figure 2: Using CLOSE to learn stylistic captioning without image data. Text examples of the desired style are gathered from sources such as the web, books, or GPT-3. Models are then trained on the text and then applied to images without any labeled images (see Figure 2). We collect text with various styles from a diverse set of sources, including internet reviews, books, and GPT-3 generations, and demonstrate that CLOSE models trained on this text can produce accurate and stylistically correct captions for images.

Finally, we complete two analyses: A sensitivity analysis showing that CLOSE is robust to cases where text and image vectors differ by a constant offset, which therefore allows CLOSE to work despite seemingly large differences between the image/text embeddings. Additionally, a study on the effectiveness of using an auxiliary vision and language corpus to build an improved adapter. We find that improvements are possible but vary depending on the source of that data and that a particularly effective approach is to use the auxiliary data to compute a structured covariance matrix for use when adding Gaussian noise.

In summary, our contributions include: (i) introducing
the CLOSE model for zero-shot cross-modal transfer; (ii) showing that training CLOSE with text data alone, on four V&L tasks, gives results close to models trained on both images and texts; (iii) SoTA results when using only text for three of the tasks; (iv) demonstrating an application of CLOSE for stylistic captioning; (v) analyzing how differences between image/text vectors in contrastive models and how different adapters affect CLOSE’s performance.

2. Method

Model. Our model uses the image/text encoder from a contrastive model to encode the input, and then follows many prior works (e.g., [27, 7]) by fine-tuning a pre-trained language model to process this vector, along with any additional input text, to generate output text. First, the input image or text vector is normalized to have unit length to match what is used in the contrastive loss. Then that vector is converted into a number of vectors, we use 4 in our experiments, of the same dimensionality as the language model’s embedding layer using a linear layer. Next, other input text (e.g., the hypothesis in visual entailment or the question in VQA) is tokenized and embedded with the language model’s embedding layer. Those embeddings are concatenated with the embeddings built from the input vector to construct an input sequence for the language model.

For the sake of simplicity, we train the model generatively for all tasks [20, 8]. The model generates a caption, a free-form question answer, or a class name for the tasks of captioning, VQA, and visual entailment respectively. During training, the language model and linear layer are fine-tuned, but the text encoder is kept frozen to ensure the correspondence between text and image vectors learned during pre-training is preserved.

Modality Gap. In practice, text and image vectors from contrastive models can be far apart, a phenomenon known as the modality gap [39]. For example, on COCO captions [6] the average cosine similarity between an image and paired caption is only 0.26, while the average similarity between two unrelated captions is 0.35. Figure 3a shows this gap causes image and text vectors to fall into separate clusters in the vector space. The root cause is that cross-entropy loss used by contrastive models only requires paired image and text vectors to be close relative to random image and text pairs, which does not necessarily mean they are close in absolute terms, see Liang et al. [39] for more discussion.

We find a simple and effective solution – adding Gaussian noise that is drawn from a standard normal distribution and then scaled by a hyper-parameter \( w \), to the text vectors during training. Intuitively, this noise helps to close the modality gap by spreading out the text vectors and overlapping them with the image vectors. The noise also encourages the model to be more robust to minor changes or variations to the input vectors, and thus be better prepared for the shift caused by switching from text to image vectors. Figure 3b visually shows that even noise with a scale of \( w = 0.1 \) leads to better overlapping vector spaces. Adding noise also has a regularizing effect of training the model to predict similar outputs when the semantics of the input are slightly altered. After adding the noise we re-normalize the vector to unit length to match the image vectors that will be used during evaluation. We study the modality gap and other approaches in more detail in Section 4.

3. Experiments

We report results on four V&L tasks: captioning, visual entailment, VQA and visual news, and when training CLOSE using only text generated by a language model.

3.1. Setup

We construct pure-text training datasets for these tasks using the text annotations from the relevant training datasets, and, for some tasks, text captions of the training images. Our primary point of comparison is a CLOSE model trained with the training images, in which case the images are encoded with the image encoder during training in the same manner as done during testing. This model does not experience domain shift, so we view it as an upper bound. We emphasize that in practice the text training data could come from many other possible sources, see Sect. 5 and Sect. 3.3 for additional experiments that demonstrate this, we use these text sources since they closely match the data the models with images are trained on and therefore allow us to better isolate and study what performance is lost due to the image-text domain shift.

We use T5\textsubscript{base} [52] and CLIP\textsubscript{V:T−L/14} [51], a default noise level of 0.08, and a fixed set of hyper-parameters for all tasks (see the appendix) to demonstrate our method is effective even when there is no image/text validation set to tune on. We additionally show results when the noise level is tuned on validation sets, and when the noise is removed, to study the effect of noise on CLOSE.

3.2. Results

Results are shown in Table 1. Due to space constraints, we only report one metric for each task here and include more results in the appendix. We also show the best method from prior work, when present, that does not use images.

**Image Captioning.** For captioning, we use text captions as both the input text and the target output text. However we find that, if multiple captions about one scene are available, it is beneficial to use different captions about the same image as the input and target text. We call the first setting captioning (single) and the second captioning (multiple) and evaluate both since they facilitate different training setups. We evaluate on COCO Captioning [6] using the Karpathy
Figure 3: t-SNE [64] plots for various adapters on 350 randomly selected image vectors (blue) and paired caption vectors (orange) from COCO captions. The first two panels demonstrate CLOSE, and the remaining three show additional adapters we study in our analysis (Section 4).

Table 1: Results on V&L tasks. Models in the last two rows require images and so are upper bounds for CLOSE. We report CIDEr [65] for captioning with single and multiple captions, visual entailment test accuracy, VQA 2.0 test-dev accuracy, E-VQA validation accuracy, visual news test CIDEr. See appendix for other metrics and more detailed results.

| Model                  | Text-Only | Cap. (Single) | Cap. (Mult.) | VE  | VQA  | E-VQA | VN  |
|------------------------|-----------|---------------|--------------|-----|------|-------|-----|
| Prior Work             | ✓         | -             | -            | ESPER Style [78] | CLIP Cls. [57] | TAP-C [57] | -   |
| CLOSE w/o Noise        | ✓         | 16.4          | 68.7         | 68.2 | 60.2 | 59.8  | 32.1|
| CLOSE (Ours)           | ✓         | 80.5          | 95.3         | 75.9 | 59.6 | 62.9  | 80.8|
| CLOSE w/Tuned Noise    | ✓         | 95.4          | 98.4         | 75.9 | 61.9 | 64.3  | 80.8|
| CLOSE w/Images         | ✓         | 113.2         | 113.2        | 77.7 | 65.4 | 67.9  | 105.7|

We train our text-only models using just the captions in the training data. We treat all captions per image as a group for the multiple-caption setting and use each caption individually in the single-caption setting.

CLOSE reaches 95.3 CIDEr in the multiple caption setting, showing high captioning competency despite not using images. In the single caption setting performance is reduced but can be increased to 95.4 with higher noise levels. Our approach is substantially better than recent zero-shot methods such as MAGIC (49.3) [61] and Socratic Models (44.5) [80], and is 17 points ahead of ESPER Style (78.2) [78] which also uses text captions.

Visual Entailment. Visual entailment requires determining whether a premise image either entails, contradicts, or is neutral with respect to a hypothesis sentence. During training, a text premise is used instead of an image. The hypothesis sentence is always text and is encoded with the language model. We train on SNLI [45] (a language-only dataset) and evaluate on SNLI-VE [73] (a vision and language dataset). Despite not using images, CLOSE achieves similar performance to the image model. Song et al. [57] also experiment with this task, but we find adding Gaussian noise allows us to surpass their result by over 9 points.

VQA. To train a VQA model we use data that contains a sentence describing a scene (encoded with the text encoder), a question (encoded with the language model), and a target answer. We consider two datasets, first, we pair COCO captions with questions about the same image from VQA 2.0 [17]. However, in this dataset, the questions might ask about details of the image not included in the caption, and thus cannot be answered by the text-only model. Hence we also train and evaluate on VQA-E [34] which contains a subset of the VQA 2.0 questions paired with COCO captions that have been verified to contain the answer.

These training sets have significantly different question distributions due to the filtering done in VQA-E, so we evaluate models either on the VQA 2.0 test-dev set or the VQA-E validation set depending on what train set was used. There is no prior work for this task in the text-only setting, however CLOSE does outperform TAP-C_{ViT−B/16} [57], a CLIP-based zero-shot approach.

For VQA-E, we observe only a 3.5 point drop in accuracy relative to image training while surpassing the baselines. The gap is more significant on VQA 2.0, which we attribute to the sometimes poor alignment between the captions and questions, although our method is still within 5 points of the model trained on images.

Visual News. Visual news requires captioning an image in the context of a news article, and which therefore often requires mentioning the people, locations, and events from the article text [40]. CLOSE is easily extended to this setting
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1 VQA-E does not have a test set
by using the caption as both the image text and the target output, while the article is given as additional context to the language model. For this task, we randomly sample 15% of the training data each epoch due to the large dataset size, and use OpenCLIP instead of CLIP since our previous experiments found it slightly improves performance (see the appendix). CLOSE with images achieves over 105 CIDEr, a significant improvement over the previous best benchmark of 50.5 CIDEr [40]. Training without images also outperforms the previous state-of-the-art, obtaining a respectable 80.8 CIDEr. See the appendix for qualitative examples.

**Discussion.** Overall, performance is comparable to the model trained with images showing CLOSE is able to transfer skills between modalities. Tuning the noise level can benefit some tasks, therefore better heuristics for choosing the noise level or leveraging a small image/text validation set could additionally improve performance. On the other hand, removing the noise reduces performance drastically across almost all tasks. This is because the noise plays an important role in addressing the modality gap.

### 3.3. Training with Data from a Language Model

Next, we use CLOSE to train a captioning model on synthetic data generated by a language model. We first construct a prompt that includes a natural language instruction and some example captions following an in-context learning approach [4], shown in Figure 4. To generate a diverse set of captions, we prefix each caption with two keywords that occur in that caption, and end the prompt with two new keywords to be used in the caption to be generated (“fire” and “hydrant” in Figure 4). Then diverse captions can be constructed by changing the ending keyword pair. To reduce the chance of caption style affecting the quantitative evaluation, we take steps to better match the style of the COCO captions, although in settings where the precise style is of less importance this would not be required. We generate 100k examples from three generation methods:

**GPT-J RNG.** Examples are generated using a 6 billion parameter open source language model, GPT-J [67], with 50 in-context examples. Keywords are sampled uniformly at random from keywords in the COCO training data.

**GPT-J Unigram.** Keywords are instead sampled to match the unigram distribution of COCO captions.

**Curie Unigram.** Generations are from OpenAI Curie2 with 20 examples and unigram-matching.

Results on COCO are shown in Table 2. Our best result achieves 78.9 CIDEr. Inspection shows that, even with our keyword sampling approach, many errors are still caused by style issues, and that style also explains the reduced performance of the Curie model. For example, the synthetic captions from the Curie model are 23 times more likely than the COCO and the GPT-J captions to use the word “opens” (e.g., “a living room that opens onto the balcony”), and use “cellphone” while “cell phone” is much more common in COCO. More details are in the appendix. This illustrates how, when using this method, the choice of language model can have subtle effects on the style of captioning that will be learned. Despite this issue, this is still a very strong result that surpasses the zero-shot method MAGIC [58].

### 4. Analysis

Our approach opens up two intriguing questions: (1) Why does embedding substitution work even when text and image vectors are generally quite far apart? (2) Can methods that leverage additional data to better close the modality gap improve upon this approach? We do two analyses to answer these questions.

#### 4.1. Sensitivity Analysis

To help answer the first question, we perform a sensitivity analysis on the input text vectors. To do this, the model is trained while adding a constant vector to the normalized text vectors and then re-normalizing, and tested on the unaltered image vectors as before. This alteration will change how the text vectors are distributed relative to the image vectors, but will not change how the text vectors are distributed relative to one another. We show results when using a random vector (note the same vector is used for all of training, it will just be selected randomly at the start of training) of different magnitudes, the mean difference of text and image vectors

---

2 https://beta.openai.com/docs/models/gpt-3
to represent a shift towards the image vectors, and the negation of that vector to shift away from the image vectors. In all cases, we continue to add Gaussian noise as before.

Results are shown in Table 3. For random vectors (RNG), we report the average of three runs with 3 different vectors. Overall, we see only minor degradation when using random vectors until very large shifts are used, showing the model is generally insensitive to shifting the text vectors during training. Shifting the vectors towards the images (mean) can result in a slight gain in performance, and shifting the vectors away from them (-mean) results in a more significant decrease, showing the model is not completely insensitive. However it is still notable that vector substitutions work well even as the text vector’s positions are significantly randomized.

We hypothesize that this insensitivity is due to two reasons. First, most directions in the shifted feature space are predictive of the output in the same manner as before because the text vectors do not change relative positions. Second, the Gaussian noise trains the model to be insensitive to shifts in unimportant directions in the feature space, which often include the direction of the shift. This insensitivity provides part of the answer to question 1. A major source of the modality gap is a constant shift between the image and text vectors [38]. However, addressing this is not as important as one might expect because CLOSE is not highly sensitive to the absolute positioning of the text vectors.

### 4.2. Learned Adapter Analysis

As suggested by Figure 3c, mean shift might not be perfect at aligning the text and image vectors, so we hypothesize more sophisticated adaption methods could improve performance. More complex adapters generally require a paired image/text corpus to train on, so we avoid using them in our main CLOSE method. However, here we investigate them to better understand how much performance they could potentially contribute. To study the difference between using high-quality annotated data or web data we use both COCO captions and Conceptual Captions 3 Million (CC3M) [54]. For COCO we use the 30k captions from the “restval” set of the Karapathy split, which do not appear in our train, eval or test sets, and for CC3M we use a random sample of 100k image/text pairs. We consider two adapters:

**Linear Adapter.** We learn the modality shift by training a linear model to minimize the Euclidean distance between the adapted text vector and its paired image vector. We continue to add Gaussian noise after applying this model.

**Structured Noise with Covariance Matrix.** Even in principle, we do not expect there to be a perfect one-to-one mapping between text and image vectors because an image vector can be similar to many different texts that describe different parts or details of the image. This motivates us to approach the problem from the perspective of better understanding how text vectors are distributed around its related image vectors, instead of just trying to learn a simple mapping function. In the appendix, we provide insight into how the vector differences from COCO image-caption pairs follow a particular shape. To capture this shaped relationship between text and images, we add Gaussian noise whose mean and covariance are learned from the differences between text-image vectors in the auxiliary corpus, to the text during training. This noise is expected to better simulate the text-image shift that will occur during evaluation.

Results are shown in Table 4. We observe large improvements on captioning, modest improvements on VQA and visual entailment [3], and similar performance on visual entailment using the adapters from COCO, with the structured noise approach being significantly better on captioning, and slightly worse on the other tasks. The CC3M adapter also achieves mild gains, although it is less effective. This shows the training data used for the adapter is important, a point that can be qualitatively observed in Figure 3c and Figure 3e.

---

3We only test one adapter on this task due to the longer training times
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### Table 3: Text vector translation-sensitivity analysis. The first three columns show the translation magnitude, the resulting modality gap on COCO, and the cosine similarity to the original vectors. The following columns show CIDEr captioning score, accuracy on VQA-E, and accuracy on visual entailment on validation sets.

| Bias   | Mag. | MG | Δ | Cap. | VE | VQA |
|--------|------|----|---|------|----|-----|
| none   | 0.0  | 0.26 | 1.00 | 94.4 | 64.3 | 75.9 |
| -mean  | 0.8  | 0.52 | 0.69 | 95.8 | 64.7 | 75.4 |
| -mean  | 0.8  | -0.10 | 0.85 | 84.3 | 62.0 | 71.8 |
| RNG    | 0.2  | 0.25 | 0.98 | 93.5 | 63.9 | 75.3 |
| RNG    | 0.5  | 0.24 | 0.89 | 92.5 | 64.2 | 75.3 |
| RNG    | 0.8  | 0.20 | 0.78 | 89.3 | 63.7 | 74.8 |
| RNG    | 1.0  | 0.18 | 0.71 | 87.2 | 63.8 | 74.2 |
| RNG    | 2.0  | 0.11 | 0.45 | 73.7 | 61.4 | 71.3 |

### Table 4: Results with adapters built with paired data. The modality gap on COCO captions, captioning CIDEr, visual entailment accuracy, VQA-E accuracy and visual news CIDEr are shown. The last task is more complex and so we only experiment it with one promising adapter.

| Method     | MG | Cap. | VE | VQA | VN |
|------------|----|------|----|-----|----|
| CLOSE      | 0.26 | 94.3 | 75.9 | 64.3 | 80.8 |
| +Cov. (COCO) | 0.62 | 106.5 | 75.5 | 65.5 | 84.1 |
| +Cov. (CC3M) | 0.58 | 95.1 | 75.8 | 65.0 | - |
| +Linear (COCO) | 0.81 | 76.0 | 65.7 | - |
| +Linear (CC3M) | 0.75 | 81.8 | 75.5 | 64.9 | - |
### 5. Stylistic Captioning

We demonstrate an application of our method by applying it to the task of constructing captions with specific writing styles. Our general approach is to gather text-only training data that exemplifies the style we want the model to use, train on them as if they were text captions as done in Section 3.2, and then apply the model to images. To show that a diverse range of natural language data sources can be used to learn different styles we show four captioning styles, each of which uses a different method of collecting training data.

**Ego-Centric.** Section 3.3 shows that our model can be trained using data generated by a language model. Now we demonstrate an application of that approach by using the language model to generate captions in an ego-centric style. We use the same prompt format as before (Figure 4), only now with 20 examples of manually authored captions written from a first-person perspective. We again sample keywords randomly from those found in COCO training captions to generate diverse prompts and obtain 20k captions using OpenAI’s GPT-3 model. We apply this model to COCO validation images, shown in the top row of Figure 5, and observe it learns to use a variety of first-person language while accurately describing the image.

**Uplifting.** We use a publicly available dataset [14] to collect 6k examples of uplifting captions (no images). Results are shown in the second row in Figure 5, where we observe the model adds warm and optimistic details to its captions.

**Character-Based.** Next, we target character-based captions that use proper nouns and describe images as if they were from a story. Using proper nouns would be a significant hurdle for many existing systems due to the lack of image/name paired data in existing datasets. However, CLOSE can leverage CLIP’s ability of recognizing names...
of famous people [51] to handle that problem. We first pick 33 Harry Potter characters. Then a few excerpts from the Harry Potter books or fan fictions are manually collected and used, together with the characters, as prompts to GPT-3 to create 13K captions. Results on relevant photos are shown in the third row of Figure 5. The model uses the correct names and image content, while sometimes making up plausible events that could give additional context to the image as if it was a scene in a book or a movie.

**Reviews.** We train a model to write captions like a customer writing a review. For training data, we gather publicly-available Amazon product reviews\(^4\) and select positive reviews that are a maximum of 40 tokens long. As shown in Figure 5 bottom row, the captions use a variety of language to write positive reviews of the items in the photos.

### 6. Related Work

#### Using Contrastive Models

Many vision and language contrastive models have been constructed, including CLIP [51], ALIGN [25], UniCL [75] and OpenCLIP [24], and recent multi-modal models that contain a contrastive training component [77, 79, 32]. Typically these models are used either zero-shot, which is effective for image classification but challenging for more complex tasks like captioning or visual entailment [57, 61, 80], or as feature extractors for downstream tasks [55, 29, 18, 12, 44, 50, 81, 71]. Our work offers a compromise between those two approaches by allowing models to be trained with only textual data, which substantially improves upon zero-shot performance without requiring annotated images.

**Cross-Modal Transfer Learning.** Transfer learning has typically focused on transferring skills from one modality to the same modality. CROMA is an exception and uses a modality-invariant feature space to achieve transfer similar to our work, however, it is limited to classification tasks and is few-shot rather than zero-shot [38]. Pre-trained language models have been shown to learn skills that can transfer to new modalities [42], however, this will be ineffective for task-specific skills such as a desired captioning style or learning the space of output labels. Several multi-modal/multi-task models have learned many tasks in different modalities simultaneously [41, 69, 37, 26] and could thus potentially transfer skills between them, with High-MMT in particular showing positive results [37]. Our work studies the more challenging zero-shot setting (meaning no training data in the target modality is available), and therefore requires all the needed skills to be learned from a modality different than the one used in evaluation.

Recently, Song et al. [57] use a similar vector-substitution trick with CLIP to train visual entailment mod-

---

\(^4\)https://www.kaggle.com/datasets/bittlingmayer/amazonreviews

#### Domain Invariant Representations

Using domain-invariant features to achieve out-of-domain generalization has a long history in transfer learning. Work in this area has shown such features can be built from multi-domain training data [68, 19], small amounts of labelled data in the target domain [9, 63], and unsupervised data [70, 59]. Methods include using adversarial learning to remove domain-dependent features [16, 36, 62], using maximum mean discrepancy to ensure features are distributed similarly across multiple domains [31, 3] and various data augmentation approaches to prevent models from learning domain-dependent features [34, 83, 66, 55]. The effectiveness of Gaussian noise in making models robust to domain shifts in these features has also been observed in image classification [33]. While we also use domain-invariant features, the domain shift we study is more extreme than what is typically studied due to the change in modalities, and we show large-scale contrastive models can be an effective source of invariant features if used correctly.

**Stylistic Captioning.** Stylistic captioning models can be built by authoring captions of the desired style [46, 14, 21, 56] and applying standard captioning methods. However, since creating such annotations is expensive, many stylistic captioning methods additionally transfer from captions with other styles by pre-training or multi-tasking [46, 47, 76]. Other methods have combined unstylized captioning data with text data in the desired style through methods such as adversarial learning [5], multi-tasking with language modelling [14], or factoring caption writing into style and context components so that the style component can be learned from the text [14, 82]. Most similar to our work, Tan et al. [60] train a model to generate text from either images or text using a shared encoding space and learned style embeddings. Unlike these methods, our approach does not require the use of any paired image/caption data.

### 7. Conclusion

We have shown that the multi-modal semantic vector space learned by contrastive models can be used for cross-modal generalization through CLOSE, studied its sensitivity and improvements can be made with adapters further
closing the modality gap. We have also conducted experiments on multiple V&L tasks and demonstrated an application to stylistic captioning. As more powerful contrastive models that span more modalities are trained, we expect CLOSE to gain more applications and yield better results.
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Appendix

| Model | Mode | B-4 | M | C | S |
|-------|------|-----|---|---|---|
| CLOSE w/Images | - | 34.4 | 27.8 | 113.2 | 20.4 |
| CLOSE w/Tuned Noise | S | 28.6 | 25.2 | 95.4 | 18.1 |
| CLOSE w/Tuned Noise | M | 29.5 | 25.6 | 98.4 | 18.3 |
| ESPER Style [58] | - | 21.9 | 21.9 | 78.2 | - |
| CLOSE w/o Noise | S | 4.2 | 12.2 | 16.4 | 6.5 |
| CLOSE w/o Noise | M | 21.9 | 20.6 | 68.7 | 13.5 |
| CLOSE | S | 22.1 | 23.7 | 81.2 | 17.7 |
| CLOSE | M | 29.5 | 25.7 | 97.8 | 18.3 |

Table 1: Results on the caption test set in single-caption setting and multiple captioning setting, M indicates the multiple caption setting and S indicates the single caption setting.

| Model | Val | Test |
|-------|-----|------|
| CLOSE w/Images | 77.0 | 77.7 |
| CLOSE w/Tuned Noise | 75.9 | 75.9 |
| CLIP Classifier [57] | 67.2 | 66.6 |
| CLOSE | 75.9 | 75.9 |
| CLOSE w/o Noise | 68.7 | 68.2 |

Table 4: Results on the visual entailment test and validation set.

| Model | B-4 | M | R | C |
|-------|-----|---|---|---|
| VNC w/Images [40] | 5.3 | 8.2 | 17.9 | 50.5 |
| CLOSE w/Images | 9.3 | 10.9 | 25 | 105.7 |
| CLOSE | 5.4 | 8.2 | 19.7 | 80.8 |
| CLOSE w/o Noise | 2.1 | 4.9 | 12.7 | 32.1 |

Table 5: Results on the visual news test set.

1. Hyperparameters

For all tasks, we fine-tune our model with the Adam optimizer [30] with a linear decaying learning rate starting at 3e-4, $\beta_1 = 0.9$ and $\beta_1 = 0.999$, batch size of 128, and train for 8 epochs. We use beam search with a beam size of 5 for evaluations. When tuning the noise level, we select 0.04 for VQA, 0.08 for visual entailment and visual news, 0.14 for captioning in the single caption setting, and 0.04 for captioning in the multiple captioning setting.

2. Detailed Results

To facilitate more detailed comparisons with other works, we present results across more metrics of our evaluated datasets. In all tables, upper bounds that use images are shown above the dashed line.

Captioning. We present results in Table 1 for BLEU-4 [49], METEOR [10], CIDEr [65] and SPICE [2].

VQA. We present results by question-type for VQA 2.0 in Table 2 and VQA-E in Table 3.

Visual Entailment. We present visual entailment results on the test and dev set in Table 4.

Visual News. We present results with BLEU-4 [49], METEOR [10], ROUGE [15] and CIDEr [65] following [40] in Table 5. To the best of our knowledge the previous best reported results is from Liu et al. [40] which does not make use of a pre-trained language model like CLOSE does. Qualitative results are show Section 6.

3. Ablations

Ablation results using different contrastive or T5 models are shown in Table 6. We find the optimal noise level for these models generally does not change as these components are ablated, so we use the same noise levels as our main results for all these experiments.

We observe a consistent decrease in performance when using CLIP versions other than ViT-L/14, with only RN50×64 being comparable, showing that our method gains effectiveness as the contrastive model becomes more powerful. We observe much less dependence on the size of the T5 model, with the large model increasing performance on VQA but not on the other tasks. The OpenCLIP model is generally more effective and boosts our captioning results to nearly 100 CIDEr, and EVA-CLIP [13] is even more effective with VQA scores approaching the model with images (67.9), showing that switching to more recent contrastive models is an easy way to boost the performance of our method.
Table 6: Ablations with different T5 and contrastive models. The first column indicates which CLIP model was used, with OpenCLIP indicating we use the ViT-L/14 OpenCLIP model trained on Laion 400m [24]. The last three columns show CIDEr on COCO captioning in the single caption setting, accuracy on visual entailment, and overall accuracy on VQA-E on the validation sets.

| CLIP Model      | T5 Model | Cap. | VE | VQA |
|-----------------|----------|------|----|-----|
| ViT-L/14        | small    | 94.4 | 74.9| 59.9|
| ViT-L/14        | base     | 95.4 | 76.1| 64.3|
| ViT-L/14        | large    | 93.9 | 75.1| 65.2|
| ViT-B/32        | base     | 91.1 | 75.3| 61.4|
| RN101           | base     | 90.0 | 75.4| 59.8|
| RN50            | base     | 90.2 | 75.3| 60.4|
| RN50×4          | base     | 92.0 | 75.3| 61.5|
| RN50×16         | base     | 93.4 | 74.4| 62.5|
| RN50×64         | base     | 96.1 | 75.8| 64.2|
| OpenCLIP [24]   | base     | 99.2 | 76.3| 65.1|
| EVA-CLIP [13]   | base     | 101.7| 75.5| 66.6|

Figure 1: Examples of words that are over-produced by the captioning model trained on the OpenAI Curie synthetic captions relative to the model trained on the COCO captions. The first column shows the word and how much more common it is across captions generated for images in the COCO validation set. The remaining columns provide an example image and a caption from both models with the CIDEr score computed using human-annotated captions.

| Word            | Image | Curie Model | COCO Model |
|-----------------|-------|-------------|------------|
| pictured (100x) | a sandwich is pictured on a white background. | CIDEr: 0.76 | CIDEr: 1.29 |
| lays (100x)     | a cat lays on a computer keyboard. | CIDEr: 0.43 | CIDEr: 1.94 |
| cityscape (54x) | a clock with a cityscape in the background. | CIDEr: 0.44 | CIDEr: 1.95 |
| person’s (13x)  | a tennis racquet is seen in a person’s hand. | CIDEr: 0.62 | CIDEr: 1.12 |
| sunny (3.5x)    | a sunny day with people flying kites. | CIDEr: 0.09 | CIDEr: 0.98 |

Table 7: How often generated captions contain the target keywords when generating synthetic captions using different language models. The second column shows the success rate for individual generations, and the third column shows how often any caption in the 5 captions generated per a prompt contain both keywords.

| Model              | Individual | Any |
|--------------------|------------|-----|
| OpenAI Curie       | 58.8       | 85.0|
| GPT-J              | 42.7       | 81.9|

4. Generating Synthetic Captions using Language Models

In this section, we give more details about how we generate captions using language models and the results from Section 3.3. When generating captions, we use nucleus sampling [23] at $p = 0.95$ and a temperature of 1, which we find generally improves results. It is not uncommon for the caption to fail to contain both input keywords, so we sample 5 captions for each prompt and then select a caption containing the keywords if one exists, and select one randomly otherwise. The in-context example captions are prefixed by randomly chosen words that exist within that caption (excluding stop words), and we use randomly selected captions from COCO training captions as the examples. During sampling, we randomly shuffle both the order of the in-context examples and what keywords are used as prefixes for those examples to improve the diversity of the outputs. If doing unigram sampling, we keep track of the distribution of words found in the captions generated so far, and sample new keywords in proportion to how under-represented they are, while never sampling over-represented words.

Statistics for how often the input keywords are correctly included in the caption are shown in Table 7. The success rate is less than 60%, although selecting from 5 generations brings the success rate up considerably. GPT-J is worse than OpenAI Curie, but sampling extra captions helps make up for this deficiency. Future work could integrate a constrained beam search method to address this difficulty [43].

We find that about 10% of GPT-J captions are not coherent or do not describe a visual scene, while these kinds of captions almost never occur with OpenAI Curie. Overall, for GPT-J, producing 100k captions took about 50 GPU hours using a NVIDIA RTX A6000. For OpenAI Curie, each generation requires approximately 500 tokens per a query, so the total cost was about $100\text{ per }1k$ tokens on 11/16/2022.
the model trained on OpenAI Curie captions uses words like “pictured”, “lays” or “cityscape” that almost never occur in COCO captions and thus lead to low quantitative scores even when used correctly. Interestingly, we find GPT-J is not as affected by this issue, which likely stems from differences in what data the language model was trained on. Nevertheless, the captions do still correspond well to the image content, as shown by reasonably good captioning scores despite these stylistic issues, showing it is possible to learn captioning using only synthetic data.

5. The Relationship Between Image and Text Vectors

We perform a small case study by selecting four image/caption pairs that represent two different semantic changes, and then examine how the image or text vectors shift according to these changes. Result are shown in Figure 2. We observe that the text vectors move in a more consistent manner when the species or positions of the animals are changed, while the image vectors shift in more inconsistent directions. This is likely due to minor changes in the image semantics, such as slight modifications in the animals’ appearance, background, or camera position, that are not captured in the text but are naturally encoded in the images. As a result, a shift in the text vector does not translate to an accurately predictable shift in the paired image vector. More generally, this inconsistency reflects the fact that images often capture more details than text, and thus are rarely beautifully aligned with their text counterparts.

We further analyze how image and text vectors typically differ by computing the differences between image/text pairs in an auxiliary corpus of COCO. We center these differences and apply PCA. The first two plots in Figure 3 show that the first few PCA dimensions explain a large portion of the variance in these differences, showing that differences often occur in similar directions. We also plot the Pearson correlation coefficient for the most related features in the third plot, showing that a number of these features are highly correlated. Indeed, image/text pairs tend to move in a structured manner that follows a particular “shape”. We capture this subtle relationship by studying the covariance matrix of the differences between text-image vectors. We then modify our Gaussian noise that is added to the text during training to better simulate this co-movement.

6. Visual News Qualitative Examples

We show some qualitative examples for visual news in Figure 4. We observe that close to 50% of time, the predicted captions can be more descriptive (i.e., they can include more details), indicating there is room for this visual news captioneer to grow. There are also some cases in which the predicted captions are better than the ones provided by human (the target captions). But overall, the general sense of both the news images and articles are present in the captions produced by CLOSE.
Figure 2: An example of how image/text feature vectors shift with a specific change in species (vertically) or position (horizontally). Text adjacent to each arrow shows any significant changes in the text (purple) or image (red) vector that occurred because of the shift.

Figure 3: Plots analyzing the differences between image and text vectors for image/caption pairs in COCO captions. Only the first 200 features are shown.
LONDON — On the day he went public with an admission of doping after years of denial, Olympic officials disclosed one more embarrassment for Lance Armstrong. He was stripped of a bronze medal won at the 2000 Sydney Olympics. The International Olympic Committee sent a letter to Armstrong on Wednesday night asking him to return the medal, just as it said it planned to do last month. The decision was first reported Thursday by The Associated Press.LANCE: Armstrong's admission part of long-term comeback planOn Monday, Armstrong taped an interview with Oprah Winfrey for broadcast Thursday and Friday on her network. A person familiar with the situation told the AP that the winner of seven Tour de France titles confessed to Winfrey to using performance-enhancing drugs. The timing of the IOC move, however, was not related to the TV interview. The IOC executive board discussed revoking the medal in December, but delayed a decision until Armstrong's governing body notified Armstrong he had been stripped of his seven Tour de France titles and all results since 1998. He then had 21 days to appeal. Now that the deadline has expired, the IOC decided to take the medal away. The letter to Armstrong was also sent to the U.S. Olympic Committee, which would collect the medal. "Having had confirmation from UCI that Armstrong has not appealed the decision to disqualify him from Sydney, we have written to him to ask for the return of the bronze medal," IOC spokesman Mark Adams told the AP. "We have also written to USOC to inform them of the decision."Two months after winning his second Tour de France title in 2006, Armstrong took the bronze in Sydney in the road race trial behind winner and U.S. Postal Service teammate Vvedensky Klavim of Russia and Jan Ulrich of Germany.

National Grid has had for the first time used "last resort" emergency powers to tell companies to reduce their electricity usage in an effort to avoid the risk of blackouts. It asked firms to reduce their power demand immediately, issuing a so-called demand-side balancing reserve notice to companies that have signed a contract to say they will take part in the demand reduction scheme. A spokesman said this measure had never been used before, while the grid has previously said it would "only be used as a last resort, after all other actions available in the market have been exhausted". Earlier on Wednesday, National Grid issued an urgent request for energy companies to make more power available after multiple breakdowns at UK power stations. Power firms were asked to supply an extra 560 megawatts between 4.30pm and 6pm, a period when power demand surges, with some people still at work and others arriving home and turning on the lights. The owner of Severn power station, Calon Energy, sold electricity to the National Grid at £2.50 per megawatt hour during the afternoon, industry sources confirmed, compared with the typical price at that time of about 60p. National Grid issued the original request by sending a "notification of inadequate system margin", a warning that there was not enough power in reserve to keep the lights on in the event of an unforeseen emergency. Shortly before 6pm, National Grid issued a further statement saying suppliers had responded to its urgent request and 40MW of extra power had been ordered, so the NISMS had been withdrawn. "This is one of the routine tools that we use to indicate to the market that we would like more generation to come forward for the evening peak demand period," the company said. "The issuing of a NISMS does not mean we are at risk of blackouts. It means that we needed the safety cushion of power in reserve to be higher."
WASHINGTON — It’s hardly a secret that Barack Obama, like every president no doubt, worries about his ultimate legacy and spot in the presidential pantheon. He approaches his second term confronting tough and shaping challenges that will play big roles in shaping the rest of his presidency and his eventual place in history. In the coming months, Obama will have to decide where to be ambitious, where to be cautious, and where to buy time. He draws political strength from his surprisingly easy win in last November 2012 election, but his party faces divided control of the House, plus filibuster powers in the Senate. Some of the big issues awaiting the president’s decisions are familiar, long-simmering problems. They include immigration and the need for a tenable balance between taxes, spending and borrowing. Another issue, gun control, jumped to the national agenda’s top tier this month following the massacre of first-graders and teachers in a Connecticut school. And the issue of climate change remains unsolved. Veteran politicians and presidential historians say it’s almost impossible for Obama to “go big” on all those issues. Indeed, it might prove difficult to go big on even one. While some counsel caution, others urge the president to be as bold and ambitious as possible. “Americans are yearning for leadership,” said Bill Tay, a presidential scholar at McGill University. As a president dealing with policy, he said, Obama has generally failed to give “that visionary, powerful address that we came to know and love and expect in the 2008 campaign.” Rather than let Congress take the lead on big issues, as it did in drafting the 2009 health care overhaul, Obama should be more forceful in pushing new legislation or using his executive powers.

In California, the drought is so much bigger than not being able to water your lawn. We’ve heard about California’s historic drought for years, but today the game changed. While standing on a patch of dry grass in the Sierra Nevada that should have been a swampy marsh, California Gov. Jerry Brown announced the state’s first-ever mandatory cut in water usage. The state has been working to trim water use since 2010, when Brown declared a drought emergency last year, but it wasn’t enough. More than 90% of the state remains in some level of drought. The water restrictions will affect everything from golf courses to public streets. Campuses, cemeteries and other large landscapes are going to have to make significant cuts in water use. State law will have to be replaced with drought-tolerant landscaping. Families in homes where wells have run dry will have to be relocated. “It’s a different world,” Brown said. Welcome to California’s new normal. What’s in front of Shortlist: The “religious freedom” bill in Arkansas has divided the governor’s family. How much will NCAA basketball coaches get paid? Controversy around video purported to be from inside doomed Germanwings flight. What it really means to be “smartphone-dependent.” Short on time. Listen to the audio version of Shortlist: Arkansas governor’s son urged him not to sign “religious freedom” bill. The “religious freedom” bill in Arkansas is so divisive, it’s even split Gov. Asa Hutchinson’s own family. His son Seth joined the state’s growing opposition to the bill and signed the petition urging him to veto it. Today, the governor said he won’t sign the bill in its current form. “It has been my intention all along to have House Bill 2212 to mirror the federal act,” Hutchinson said. “The bill that is on my desk at the present time does not mirror the federal law.” He was referring to the federal Religious Freedom Restoration Act signed by then-president Bill Clinton in 1993.

More than two years after it first introduced Glass to the world, Google is bringing the futuristic device to the UK. But although software developers have had many months to cook up ideas for the eyewear, there are still just a few dozen apps available. Some analysts say the controversial Spectacles lack a “killer app,” the one function that will make the average user rush out and buy a pair. Jon Wood, from CCS Insight, says he sees Glass as a “science project,” and a “window into what’s possible in the future,” but no mean a commercial product. But some developers have been giving it a good go, using Glass to help the hard of hearing Students at Georgia Tech university have created an app that recognizes speech and turns it into on-screen captions, in real time. Conversations appear in text on Glass, allowing the wearer to read what is being said, if they didn’t quite catch it the first time. The same heuristics are working on a similar app that will be able to translate languages in real time. Fantastique Put on Bums As Patrick Jackson, a firefighter from North Carolina in the US, exhibited in a video, emergency service personnel using Glass will be able to summon up critical data such as floor plans and aerial imagery before they enter a burning building. A company called Mutualink is also testing an app that will allow medics to view a patient’s medical records as they arrive on the scene of a medical emergency, and police could record interviews. Mutualink could use Glass to view footage from security cameras. The software would also enable you to run more fun Race Yourself, an augmented reality app, aims to make running more fun by letting you compete against a version of yourself. A 3D avatar running at the speed of your last run appears in Glass, allowing the wearer to gauge their progress in real time. You can even race against friends and celebrities, or, if you dare, against rampant zombies. Enhance your gallery visits.Knowing very little about art need not be a barrier to enjoying a cultural trip.

Google is attempting to counter the threat from ad-blocking and rival Facebook and Apple by radically improving the loading speed of web pages on smartphones and tablets. Accelerated Mobile Pages aims to simplify the structure of mobile web pages and place the data needed to deliver them closer to users both physically and virtually in a bid to achieve almost “instant” delivery of articles to anywhere in the world. The project is at its early stages and while the company says it hopes to launch AMP next year, no date has been set. Google said it was unveiling the project early because it wants to work with publishers, the advertising industry and other web platforms such as Facebook and Twitter. The code for AMP will be made public, allowing any company or organisation to tailor it to their own needs. The company said it wanted to collaborate with the wider industry to develop a framework for what works effectively on mobile devices. Early demos of AMP articles show pages with less clutter, such as related stories, but that could change as the project progresses. Google’s head of news and social products Richard Gingras says: “This is about making the world as web wide great again . . . to make sure all users can access the vibrant ecosystem of the world wide web, and get it in a near instant fashion everywhere in the world.” The initial plan for AMP has come from the Digital News Initiative, a collaboration between Google and eight European publishers including the Guardian, Les Echos in France, El Pais in Spain and the Daily Mail in the US. The shift away from desktops to mobile devices has left many publishers struggling to get their articles and other content on to people’s devices quickly. Those slow speeds are blamed for the rise of ad-blocking software, which stops many publishers from earning money from advertising online.

Figure 4: Examples of visual news captions produced by CLOSE trained on text captions and news articles alone, and then applied zero-shot to news images and articles.