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Abstract
Digital assistant is a recent advancement benefited through data-driven innovation. Though digital assistants have become an integral member of user conversations, but there is no theory that relates user perception towards this AI powered technology. The purpose of the research is to investigate the role of technology attitude and AI attributes in enhancing purchase intention through digital assistants. A conceptual model is proposed after identifying three major AI factors namely, perceived anthropomorphism, perceived intelligence, and perceived animacy. To test the model, the study employed structural equation modeling using 440 sample. The results indicated that perceived anthropomorphism plays the most significant role in building a positive attitude and purchase intention through digital assistants. Though the study is built using technology-related variables, the hypotheses are proposed based on various psychology-related theories such as uncanny valley theory, the theory of mind, developmental psychology, and cognitive psychology theory. The study’s theoretical contributions are discussed within the scope of these theories. Besides the theoretical contribution, the study also offers illuminating practical implications for developers and marketers’ benefit.
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1 Introduction

Mayer and Harrison (2019) emphasized the term “conversational commerce”. Conversational commerce refers to buying activity by a customer through a digital assistant. Since the term was first introduced in 2016 (Messina, 2016), it has received adequate
attention in industry reports. A recent research survey (Humanizing Digital 2020) found that consumers prefer proactive product recommendations when purchasing through an online channel and using digital assistants. The survey also quoted that 88% of consumers demand businesses to integrate digital assistants to choose the right product and brand (Linder, 2020). A report by PWC published that consumers apart use digital assistants mostly to order food, buy groceries, books, homecare, hotel reservations (PWC, 2018). Mayer and Harrison (2019) proposed that digital assistants will significantly impact a commercial scenario. Given that conversation data and product recommendations are inbuilt inside digital assistants, the same could challenge the present e-commerce scenario in the promoting their brand. Data analytic have already played a more vital role in e-commerce (Akter & Wamba, 2016). Shi (2019) explains that conversational commerce involves messaging with consumers and allowing them to make purchases over platforms like Facebook Messenger, WhatsApp, Alexa, and other digital assistants. Though the term digital assistant is interchangeably used with the voice assistant, chatbot assistant, and AI (Artificial Intelligence) agents, “Digital Assistant” is an umbrella term that covers all these functions. Digital assistants mainly integrate AI-powered algorithmic chatbots, which use Natural Language Processing (NLP) to converse with customers (Pantano & Pizzi, 2020). The complete digital assistant architecture operates based on processing user conversation data to provide optimized results for their queries and recommendations. Also, digital assistants are more than AI pilots (Davenport & Bean, 2018), given that their scale of improvements has grown considerably year by year. While human-assisted chatbot is available across different business verticals (Ransbotham et al., 2017; Wilson & Daugherty, 2018), digital assistants employ satisfying AI experience without the interference of human dialogues. Notably, Kiron and Unruh (2019) quoted that AI applications are becoming human alternatives or in addition to them.

Though digital assistants and conversational commerce’s growth is evident in a practical scenario, very little attention was given to empirical research ground (BavareSCO et al., 2020). There are few studies to explain how customers position their attitude towards digital assistants from a technology perspective. Digital assistants can be used through various devices with numerous queries. Buying a product through digital assistants can be one of its functions. Given its vast function and user involvement level, it is essential to understand users’ disposition towards it, especially from a technology perspective. Though digital assistants can be regarded as a growing technology, their primary function, which sophisticates its success, is grounded based on AI-related attributes and data tools empowered within it. Developers associated with digital assistants deploy various algorithms to amplify the AI performance for optimized output. However, it is also essential to understand how consumers perceive these AI attributes in the same line. Though implementing AI is perceived to be a lucrative opportunity for business, but at the same time, it can be challenging as well (Wilson & Daugherty, 2018). AI and data have become an integral part of human life, and it is inevitable to ignore them (Wang et al., 2018). The same has now extended towards customers seeking an opportunity to purchase through digital assistants (McLean & Osei-Frimpong, 2019). This research is built from the practical gap stated above. The importance of understanding the technology and AI perspective in digital assistants in the customer purchase journey is gaining momentum, but no research has tried to unveil the phenomenon both conceptually and empirically. Most importantly, Moriuchi (2019), in his recent research, supported that future research should investigate different perspectives that emerge when consumers engage with digital assistants, especially in commercial view.
Though the advancement of digital assistants was well available during the last decade, limited research has extended to build any empirical framework that benefits businesses. The present research uses TAM (Technology Acceptance Model) integrating with AI (Artificial Intelligence) attributes to understand the attitude towards digital assistants and its reaction towards customer purchase intention via digital assistants. By employing TAM in this framework, it gives a basic idea of customer positioning towards digital assistants, and at the same time, it will contribute to the theory in the context of digital assistants. Besides TAM, this research identified and deployed three AI functional attributes: perceived anthropomorphism, perceived intelligence, and perceived animacy, which are regarded as important functional attributes of AI-powered technology (Bartneck et al., 2009). Next to TAM, by employing the AI attributes in the model, the study contributes extensively to theories related to digital assistants and online retailing. Building from the practical and theoretical gap, the study proposes the following research question.

RQ What are the impact of technology and AI functional attributes on user’s attitude toward digital assistants and purchase intention through digital assistants?

The study will provide valuable insight into conversational commerce from the perspective of AI and TAM variables by exploring this research question. The study results will enable a greater understanding of literature concerned with technology based purchases. Besides the spectrum of conversational commerce, the study will enable understanding of the AI functional attributes which can contribute to improvising operational performance (Roden et al., 2017). Besides the core theoretical frameworks, the study has built its hypothetical background through metacognitive psychological theories, uncanny valley theory, perception theories (theory of mind), development psychology, and the theory of media equation. Besides theoretical implications, the study results will provide meaningful insights to practitioners in designing the digital assistants based on AI attributes. The results will also enable the practitioners to design the voice or pictorial avatars accordingly.

The present research follows cross-section research with data collected from 440 users who have prior purchasing experience through digital assistants. The research first explains the theoretical background of the model, then proposes the hypotheses. Subsequently, the methodology and results sections are explained. Finally, the results are discussed with specific reference to the study contributions from a theoretical and practical perspective.

2 Theoretical background

2.1 Technology acceptance model

Technology Acceptance Model (TAM) was proposed by Davis (1989), which is derived from the Theory of Reasoned Action (TRA) postulated by Ajzen and Fishbein (1980). Studies have discussed TAM applications in e-commerce and m-commerce perspectives (Dennis et al., 2009; Faqih & Jaradat, 2015; Pavlou, 2003; Wu & Wang, 2005). In their paper, Gefen et al. (2003) proposed that technology will play a crucial role in customer purchase scenario now and in the future. Now this research extends the theoretical application concerning conversational commerce with specific reference to digital assistants. Various research has supported the importance of TAM in e-commerce. In their seminal research, Pavlou (2003) supported the same argument by their model, which converged
the technology acceptance and intention to purchase through e-commerce websites. Subsequently, many research supported the argument of investigating the role of TAM constructs namely, perceived ease of use and perceived usefulness with relevant to online buying intention (Gefen et al., 2003; Juaneda-Ayensa et al., 2016). But though TAM is derived from TRA, minimal studies have used attitude as a substantial construct that creates behavioral intention. Alike TRA, the Theory of Planned Behaviour (TPB) supports that any behavioral intention is formed through a positive attitude (Ajzen, 1991). Most of the studies on online purchases have supported that behavioral intention is derived from a positive attitude. Thus, theoretically, while TAM helps to understand the acceptance parameters, it is important to build it through a positive attitude (Dwivedi et al., 2019). Various relationships associated with TAM were explored previously in the context of e-commerce, such as; electronic commerce acceptance with trust and risk (Pavlou, 2003), technology acceptance and adoption with electronic commerce (Dennis et al., 2009), integrating task technology fit with TAM (Klopping & McKinney, 2004; Sinha et al., 2019), TAM with information, system, and service quality in building online buying attitude (Shih, 2004), technology adaptation towards virtual stores acceptance (Chen & Tan, 2004), customer loyalty intentions (Chiu et al., 2009), TAM with e-shopping quality (Ha & Stoel, 2009), augmented TAM (Vijayasarathy, 2004). Notably, Hsiao and Yang (2011) supported that e-commerce is one of TAM’s most investigated areas. Like e-commerce, various studies have applied TAM to understand mobile commerce acceptance (Faqih & Jaradat, 2015; Kalinic & Marinkovic, 2016; Pipitwanichakarn & Wongtada, 2019; Wu & Wang, 2005). However, previous studies have also employed the Unified Theory of Acceptance and Use of Technology (UTAUT; Im et al., 2011; San Martín & Herrero, 2012) and Information Adoption Model (IAM; Gunawan & Huarng, 2015) to investigate purchase intention and behavioral intention. However, given the functionalities of digital assistants, TAM (perceived ease of use and perceived usefulness) will provide an outline to understand them better. Table 1 shows the relevant studies related to digital assistants and the theoretical framework employed by the researchers. From the table, it is evident that, except Moriuchi’s (2019) study, no study has attempted to incorporate TAM related to attitude. Also, no study has tried to build a holistic model in digital assistants using TAM to relate with purchase intention. Overall, though TAM has been predominantly used relevant to online shopping intention and other technologies, no literature integrates AI properties and digital assistants in a single framework. Brill et al. (2019) supported that digital assistants’ literature should also emphasise on AI application to get a complete understanding of the technology. Thus, besides TAM, this study also brings in three major constructs which portray AI properties in digital assistants.

2.2 Attributes of artificial intelligence

While some common attributes are available to synthesize with AI, three main functional attributes that can be uniquely assigned to AI are: perceived anthropomorphism, perceived intelligence, and perceived animacy (Bartneck et al., 2009). Present research employs the three AI functional attributes in the proposed framework.

2.2.1 Perceived anthropomorphism

Anthropomorphism at the human–computer interface involves both hardware features (physical replication) and software features (internal replication) which triggers an
| Context/investigated variable in the study | Technology type | Study | Theoretical foundation/background variables |
|------------------------------------------|-----------------|-------|---------------------------------------------|
| Social versus task orientation          | Conversational digital assistants | Chattaraman et al. (2019) | Social response theory |
| Attitude and loyalty                     | Voice assistants | Moriuchi (2019) | TAM |
| Satisfaction                             | Digital assistants | Brill et al. (2019) | Expectation confirmation theory |
| Continuation intention                   | AI-powered service agents | Ashfaq et al. (2020) | Expectation confirmation theory and TAM |
| Choice satisfaction                       | Chatbots         | Pizzi et al. (2020) | Reactance theory |
| Purchase intention                       | Chatbots         | Yen and Chiang (2020) | Machine communication quality, human uses and gratification, human–computer interaction |
| Acceptance of digital voice assistants   | Digital voice assistants | Fernandes and Oliveira (2021) | Functional, relational and social model |
| Consumer brand engagement and purchase intention | Voice assistants | McLean et al. (2021) | AI attributes, technology attributes, situational foundation |
| Satisfaction and willingness to continue | Voice assistants | Poushneh (2021) | Voice assistants personality trait |
| Intention to voice order                  | Voice-activated smart home devices | Canziani and MacSween (2021) | Opinion seeking, hedonic perception |
| Intention to re-use                      | Voice assistant  | Moriuchi (2021) | UTAUT |
| Trust                                    | Artificial agent  | Sullivan et al. (2020) | Moral appraisal |
| Customer experience performance          | AI based voice assistants | Bawack et al., (2021) | Personality traits, trust and privacy concerns |
anthropomorphic design (Qiu & Benbasat, 2009). In other words, anthropomorphism can be explained as assigning humanlike characteristics to a non-human agent or object (Aggarwal & McGill, 2012; Pfeuffer et al., 2019). Studies have supported that anthropomorphic characteristics can induce high-level trust through an emotional connection with the object, which sustains a stronger relationship with the non-human objects (Mourey et al., 2017; Touré-Tillery & McGill, 2015). Previous research has investigated different anthropomorphic implementations such as avatar extensions, facial modifications, character definitions etc. (Qiu & Benbasat, 2009; Riedl et al., 2014). The term “Anthropomorphism” is also widely used in marketing literature with relevance to brand and in advertising research on how marketers use it (Hudson et al., 2016; Rauschnabel & Ahuvia, 2014). In their research, Chandler and Schwarz (2010) confirmed that anthropomorphism played a crucial role in product decisions and brand switchovers. Likewise, various marketing research has supported that anthropomorphic characteristics imposed on the brand characters can lead to the brand’s build attitude and purchase intention (Payne et al., 2013). Though anthropomorphism has received considerable attention from marketing literature, its primary application lies in Information Systems (IS) research. In IS domain, anthropomorphism has received prominent attention from the robotics area. Some of the considerable research that connected robotic functions with anthropomorphism are robot’s sociability (Kiesler et al., 2008), artificialness (Bartneck et al., 2009), consciousness and emotions (Waytz et al., 2014), and humanness (Haslam et al., 2008). Złotowski et al. (2014) explained two dimensions of anthropomorphism; uniquely human and human nature. They represented uniquely human characteristics with cognitive ability and human nature with emotional being that is represented towards anthropomorphic object. Though anthropomorphism is mainly attributed to robotic features, Moussawi et al. (2020) supported that anthropomorphism will be an important construct to investigate personal and digital assistants’ relevance. Prior research has supported different views associated with functions of digital assistants such as text to speech interface (Link et al., 2001), voice replication (Nass & Lee, 2001), vividness (Hess et al., 2009), etc. The successful implementation of anthropomorphism lies in the perception of the users and consumers. Moussawi and Koufaris (2019) explain perceived anthropomorphism as the degree to which users perceive the agent as humanlike. Brahnam (2009) found that by applying anthropomorphic characteristics cues in chatbot conversations, they received social acceptance from them. Digital assistants use both voice and chat facilities with human-like cues to increase the likeability of anthropomorphic characteristics. However, minimal research has investigated digital assistants’ technology and anthropomorphic aspects, especially in commercial terms. This research adds perceived anthropomorphism as an important construct to the study model.

2.2.2 Perceived intelligence

Like anthropomorphism, researchers have found intelligence as an important characteristic of artificial intelligence (Bartneck et al., 2009). Intelligent systems started playing an important role in the information systems area from the 1950s, and the topic emerged to solve complex problems which are difficult for human beings to process (McCarthy & Hayes, 1969). Recent developments in intelligent systems include IBM Watson and other chatbots (Ferrucci et al., 2010) and many more, which use series of connected algorithms and data predictions to exhibit more human-like intelligence (Akter et al., 2019). Nevertheless, since the cognitive and reasoning capacity in processing data has become an integral part of any AI algorithms (Hossain et al., 2020), intelligence has become an important
identity for any AI-powered systems (Ogiela & Ko, 2018; Russell & Norvig, 2010). From a business perspective, intelligence plays a role in users’ perception, especially when injecting human-like characteristics into an object. Perceived intelligence denotes the user’s perception of the technology intelligence and its capacity (Johnson et al., 2008). Bartneck et al. (2009), in their paper, commented that intelligence is mostly perceived based on the system’s competence level. Previous research has investigated knowledge, sensibleness, and responsibility as the critical variables associated with intelligence (Bartneck et al., 2009; Kiesler et al., 1996; Parise et al., 1996). Moussawi et al. (2020) introduced digital and voice assistants as Personal Intelligent Agents (PIA), which acts intelligently to answer and assist users based on the conversation data. PIA’s or digital assistants are recognized as intelligent systems based on their performance and intellectual architecture, which solves human queries. Though digital assistants emerged as a useful tool to support users’ daily activities, they later started playing an important role by enhancing its touchpoint in every aspect of user’s life (Parise et al., 2016). One of the major successes and improvements in the digital assistants can be attributed to the learning rate it captures from the user’s interaction and transforms it into an intelligent quotient, leading to a better outcome and performance. Seeber et al. (2020) said that digital assistants had become collaborators in the consumer decision-making process, besides its functional operation as a tool. Dellermann et al. (2019) supported the same by emphasizing how these tools have started playing an important role in human life, and its intelligence is compounding based on the learning. In their research, Yang et al. (2020) explained that machine intelligence could enhance retail operations and provide personalized consumer service. While various literature has supported that digital assistants, chatbots, and PIA’s are growing intelligent, their interactive system facilitates human queries. However, how do users or customers react by perceiving its intelligence at a higher level? remains unexplored. There is no literature to support that digital assistants’ perceived intelligence can affect users’ attitudes and enhance intention to purchase through it. This research attempts to propose the hypothesis in theoretical background.

2.2.3 Perceived animacy

One major task for autonomous agent developers is to bring lifelike elements into the system (Maes, 1995). In recent times the concept of animacy is used predominantly in IS research (Bartneck et al., 2009), but its origin is rooted in psychology research (Nielsen et al., 2015; Tremoulet & Feldman, 2006). Human when strongly attached to a tool, they personify at least to an abstract level. However, they may not wholly perceive it as a living thing but animate it to that level. Psychology research state this phenomenon as perceived animacy (Shultz & McCarthy, 2014). Animacy can be defined as believing objects as living beings that can interact and move on with their own rules. Such belief and phenomenon associated with animacy are fundamentally derived from social perception (Michotte, 1963). In one of their seminal studies, Heider and Simmel (1944) demonstrated that individuals perceive the motion of geometric shapes as animated. In support of this view, Tremoulet and Feldman (2006) reason that any object movement may inject a feel of animacy in an individual mind.

While anthropomorphism precisely imports human-like characteristics, which also involves personality and traits (Aggarwal & McGill, 2012), animacy brings in lifelike form to the object, which may not necessarily represent human form but mostly associated with the movement and graphic texture (Gao et al., 2019). Most of the research has
supported animacy in shapes and how humans perceive shapes in control with animacy. For example, Farid and Bravo (2012) spoke about face-animacy, which represents animatic face-like movements in a computer-generated environment (Balas et al., 2017; Cheetham et al., 2011; Koldewyn et al., 2014). Likewise, most of the research has attributed animacy perceptions with shapes and objects. Nielsen et al. (2015) extended this theory by experimenting that single object sounds can also emerge and form animacy perception among the IS users, including animal and human sounds such as human speaking and mosquito sounds. Meanwhile, Another section of studies has given a view that perception of animacy is more oriented with the humans’ cognitive ability. Notably, Gao et al. (2019) found that the perception of animacy that emerges from the humans’ cognitive architecture. While the literature of animacy has been derived mainly from a psychology background, its application in recent years is predominantly used in information systems research. The growth of AI-oriented applications is increasing day by day, so does the involvement of humanistic characteristics and animatic involvement. Digital assistants are one such example, in which the developers use multi-functional AI attributes with human embedded features to create a perceived animatic environment. One good example is Amazon-Alexa, a well-known digital assistant, creates human-like voices and intelligent algorithms to recreate a human–human experience rather than a human–machine experience. Building upon these theories and practical examples, this research assumes that digital assistants create animacy perceptions among the users. In this study, we propose that the AI attributes can build purchase intention through digital assistants. In their framework, Pappas et al. (2016) proposed that both cognitive and affective perception can instill positive purchase intention. In a similar line, Hu et al. (2021) proposed that AI components consist of cognitive and affective components. Given that the above three components are more related to both cognitive and affective attributes of AI, we attempt to build our argument in this line. Overall we build our approach as given in Fig. 1. Based upon the above theoretical discussion, the study proposes a conceptual model and hypotheses in the following section.

**Fig. 1** Approach to the conceptual model
3 Conceptual model and hypotheses

Perceived ease of use denotes how users perceive the technology and system are easy to use than the existing way of performing the work. The construct, ease of use, is one of the important constructs in TAM. A plethora of studies have used the ease of use in different technology contexts like social media (Rauniar et al., 2014), Massive Open Online Courses (MOOCs) (Wu & Chen, 2017), smartphone usage (Joo & Sang, 2013), e-commerce and m-commerce (Chen & Tan, 2004; Dennis et al., 2009; Wu & Wang, 2005), etc. However, no studies have attempted to investigate this construct in the context of digital assistants. The use of digital assistants has become growingly important and necessary. It is important to understand the basis of the technology’s attitude before understanding the technology’s outcome to arrive at a sustainable decision (Akter et al., 2016; Wamba et al., 2017). Digital assistants operate at different levels based on the devices in which it is used, based on the AI algorithms (Chattaraman et al., 2019), and based on the product provider. Given these customized features, it is important to analyze whether the users perceive whether digital assistants are easy to use. Also, it is equally important to ascertain its relationship with the attitude of digital assistants. Based on the discussion above, the following hypothesis is proposed.

Hypothesis 1 (H1) Perceived ease of use will positively enhance users’ attitude towards digital assistants.

Another vital construct in TAM is perceived usefulness (Davis, 1989). Similar to ease of use, usefulness has been used in most technology-oriented research. Previous researchers have found that perceived usefulness can be a strong determinant for positioning a positive attitude towards technology (Purnawirawan et al., 2012). In digital assistants’ case, perceived usefulness denotes the extra utility that the technology can provide compared to the existing technology. Studies have found that technology use in the context of wearables (Chuah et al., 2016), virtual reality (Düking et al., 2018), electronic health records (Fan et al., 2018; Malik et al., 2018; Tubaishat, 2018), e-commerce and m-commerce (Gefen et al., 2003; Wu & Wang, 2005), etc. Given that digital assistants can be utilized for multifunctional tasks such as booking tickets, location navigation, buying goods, health checking, etc., the utility derived from these devices can be much higher. It is important and necessary to investigate the role of digital assistants’ usefulness and how subsequently, it builds a positive attitude towards digital assistants.

Hypothesis 2 (H2) Perceived usefulness will positively enhance users’ attitude towards digital assistants.

Social psychology research explains attitude as positive or negative evaluations and thoughts of an object of human (Bohner & Dickel, 2011). There are no studies that have studied the role of AI factors that can build a positive attitude towards technology. Perceived anthropomorphism is mostly investigated in the context of robotic uses (Ho & McDorman, 2017). Nevertheless, no research has investigated the role of anthropomorphism and its effect in the digital assistant environment. Previous literature has built arguments about anthropomorphism from Uncanny Valley Theory’s base (Mori, 1970). The theory suggests that an object with the human characteristics can enhance the user’s comfortability in using it (Broadbent, 2017; Mori et al., 2012). The theory also stated that perceived
anthropomorphic characteristics included in an object could increase the users’ emotional state (Mori, 1970). However, the theory does not directly propose the relationship between anthropomorphism and attitude. Nevertheless, the earlier studies’ findings have supported that human likeliness can induce more technology-oriented interactions (Goudey & Bonnin, 2016) and user intentions (Fan et al., 2016). From the light of the above discussion and the argument set based upon uncanny valley theory, the following hypothesis is proposed.

**Hypothesis 3 (H3)** Perceived anthropomorphism will positively enhance users’ attitude towards digital assistants.

In continuation from the discussion above, it is evident that human likeliness can enhance behavior aspects (Mori et al., 2012). Previous studies have supported that anthropomorphic impersonation induces purchase intention. For example, Payne et al. (2013) supported that brand anthropomorphic personalities can enhance purchase intention. The same can be extended to the e-commerce buying domain. To support this view, the study by Qiu and Benbasat (2009) found that the anthropomorphic recommendation agents used in e-commerce websites can aid the consumer purchase process. Guthrie (1995) found that anthropomorphic features can ease understanding of the product by familiarising the experience. Notably, Labroo et al. (2008) supported that the accumulation of humanlike experience can induce more likelihood to purchase the product. Digital assistants embed human voice-like characteristics that can induce consumers to book through digital assistants. These findings align with the propositions made from uncanny valley theory that human likelihood can induce more involvement and engagement towards the object. Building upon this view, the study proposes the following hypothesis.

**Hypothesis 4 (H4)** Perceived anthropomorphism will positively enhance users’ purchase through towards digital assistants.

Sakamoto et al. (2015) explain virtuality as a background that does not exist but still affects the consumers’ lives. Digital assistants offer enhanced experience through a virtual space but with embedded intelligence. Literature which has examined the aspects of technology intelligence and its relationship with user perceptions is very scarce. Koda (1996) expresses technology intelligence as a competence-based mechanism. On the other hand, Cohen (2000) describes systems intelligence as exhibiting cognitive processes which come as a replica of human reasoning. Though literature in psychology has addressed and compared IQ and self-efficacy in the context of perceived intelligence (Furnham & Buchanan, 2005), there is no theory available to directly link between perceived intelligence and user attitude. Digital assistants are well-known intelligent systems, but no studies have reported how users perceive this intelligence. Developers keep building new algorithms to improvise the digital assistants’ intellectual capacity, but at the same time, marketers and developers need to understand how this builds a positive attitude among the users. The following hypothesis is proposed based on the above discussion.

**Hypothesis 5 (H5)** Perceived intelligence will positively enhance users’ attitude towards digital assistants.

Retailers attempt various technology formats to maximize their conversion potential (Vukadin et al., 2019). When it comes to buying through a developed technology,
competence plays a significant role. Ihtiyar and Ahmad (2014) found that intercultural communication competence and its positive impact on purchase intention. Bassellier et al. (2001) supported that technology competence can be mainly attributed to system intelligence. Though there is no direct link or theoretical background to build a relationship between intelligence and purchase intention, through the route of competence, it can be proposed that intelligence can enhance purchase intention through digital assistants since previous studies have supported that technology competence can attribute positive user behavior (Ma et al., 2005). Given the recommendation and query handling possibility that digital assistants offer, their intelligence can be highly regarded by the users and influence them to purchase through the technology. The following hypothesis is proposed below based on the discussion above.

Hypothesis 6 (H6) Perceived intelligence will positively enhance users’ purchase intention through digital assistants.

Animacy is perceived based on the cues and stimuli received and interpreted in the human perceptual system (Shultz & McCarthy, 2014). However, animacy is derived from the roots of development psychology (Piaget, 1926) and psychology of perception theories (Heider and Simmel, 1944). In recent times the application of animacy is extensively used in information and communication technology. The theory of media equation (Reeves & Nass, 1998) supports that people tend to build a favorable positioning towards the system while interacting with human-like artifacts. Research by Nass and others investigated and found that the human voice’s effects can create animatic beliefs among the users (Nass & Gong, 2000; Nass & Lee, 2001). The above characteristics and beliefs can apply to the digital assistants, and digital assistants may create a positive attitude. Developers impart possible implementation of voice applications to infuse the most desirable animatic features. Notably, Davis (1993) found that system design and characteristics can build a positive attitude. Consolidating from the above thought and theoretical support, we propose the following hypothesis.

Hypothesis 7 (H7) Perceived animacy will positively enhance users’ attitude towards digital assistants.

Theory of mind states that human behavior aspects are more tuned towards social psychology aspects in which they perceive the animatic interaction (Scholl & Leslie, 2001). Though most of the literature in psychology has informed that animacy can influence user behavior (Bartneck et al., 2009), no research has precisely investigated specific behaviors. Digital assistants can be perceived with high animacy levels, especially with the integrated AI attributes its human-like features react both in stimuli and intelligence contexts. Previous studies have supported that emerging technology formats can support purchase intention through digital modes (Kim, 2019). Given the emergence of digital assistants, it has become increasingly possible that users have started using them for commercial purposes. It is pertinent from psychology theories that perceived animacy is built from animated cues and stimuli through artificial agents (Shultz & McCarthy, 2014). Digital assistants provide voice and speech cues with human aspects to bring human-like features. It will be interesting and valuable to investigate how these animacy features enhance purchase intention...
through digital assistants in a theoretical and practical context. The following hypothesis is proposed based on this discussion.

**Hypothesis 8 (H8)** Perceived animacy will positively enhance users’ purchase intention through digital assistants.

Theory of Planned Behaviour (TPB) stated that a positive attitude could influence positive purchase intention (Ajzen, 1991). The theory is predominantly used in marketing literature to understand product attitude and brand attitude towards purchase intention. Similarly, the same was extended in the e-commerce domain to analyze the portal attitude and purchase intention through the portal (Kim, 2019). Most technology models have used technology acceptance as an important predictor of purchase intention (Juaneda-Ayensa et al., 2016). Limited studies have used technology attitude as a precursor to understanding purchase intention. Dwivedi et al. (2019) emphasized in their paper that attitude will play a significant role in technology-oriented models. Theories in psychology have described the attitude as a favorable or unfavorable disposition towards a human or object. Attitude facilitates the consumer purchase process (Ajzen, 1991). In digital assistants’ case, users’ favorable attitudes can positively interact and enable purchases through digital assistants. Building from this viewpoint, we propose the following hypothesis.

**Hypothesis 9 (H9)** Users’ attitude towards digital assistants will positively enhance users’ purchase intention through digital assistants.

Studies related to technology adoption and behavioral intention have addressed prior experience in using the technology as an important predictor and moderator of technology use (Speier & Venkatesh, 2002). Epley et al. (2007), in their three-factor theory of anthropomorphism, predicted that people elicited agent knowledge, effectance motivation, and sociality motivation from their continuous learning. According to the theory, it is predicted that people are more likely to anthropomorphize the agent when it is more accessible and applicable. It can be interpreted that the more the experience of the anthropomorphic agent, the more it can yield anthropomorphic perception. Various studies have used usage experience as a significant moderator of technology behavior (Chang & Chen, 2008; Shi & Chow, 2015). With the support of previous technology models and building from the recommendations from the three-factor theory of anthropomorphism, we propose that digital assistants’ usage experience can enhance the anthropomorphic perception, which can subsequently enhance the positive relationship between anthropomorphism and purchase intention.

**Hypothesis 10 (H10)** Usage experience in digital assistants will positively moderate the relationship between perceived anthropomorphism and users’ purchase intention through digital assistants.

Artificial intelligence builds its predictability and outcome-based learning data curve (Song et al., 2018). The more the users interact, it can naturally exhibit a higher level of predictability and optimized results. In other words, their perceived intelligence can accordingly increase based on the user’s interaction with the digital assistants. Krening and Feigh (2018), in their paper, supported this view by finding that users’ continuous interaction can
develop perceived intelligence among the robots. These results can be extended in the context of digital assistants too. Naïve theory of intelligence suggests that people’s experience in processing information can increase their perceived comprehension (Miele & Molden, 2010). The same can be applied to the digital assistants and how they comprehend them during the usage process. From this rational view, we propose that users with more experience with digital assistants can enhance their ability to perceive the digital assistants’ intelligence. Thus, when usage experience interacts with perceived intelligence, it can build a positive intention to purchase through digital assistants.

**Hypothesis 11 (H11)** Usage experience in digital assistants will positively moderate the relationship between perceived intelligence and users’ purchase intention through digital assistants.

The effects of animacy perception are built from the psychological perception theories and theory of mind. Tremoulet and Feldman (2006) showed that animacy perception is closely related to other entities, which the user identifies over time as possessing a “mind”. Their arguments stated that human perception towards animatic objects increases in parallel to the movements and patterns. The same can apply to voice-based animatic agents. In their research, Santos et al. (2008) found that animacy perception can increase based on experiencing more modulations. The research precisely found that users tend to understand different animatic variations when exposed to the condition more. From the above insights, it can be rationally understood that digital assistants can increase the animatic feeling among users over time. Consequently, it can increase purchase intention through digital assistants. Based on the above discussion, the following hypothesis is proposed.

**Hypothesis 12 (H12)** Usage experience in digital assistants will positively moderate the relationship between perceived animacy and users’ purchase intention through digital assistants (Fig. 2).

---

**Fig. 2** Conceptual model with hypotheses
4 Methodology

4.1 Study participants

The study participants are users who have prior experience of commercial activity through the digital assistants. The participants were recruited using the non-probabilistic sampling method from colleges, universities, and work offices in India. WatConsult (2020) expects the Indian voice recognition technology market to reach ₹ 415.71 crores by 2020. Also, the source confirms that among the existing users of voice/digital assistants, 30% have used voice assistants for shopping of various product categories. Also, India’s study sample can be represented as a case for emerging economies and Asia countries. Given the growth of technology has localized the global aspects; thus the study’s results can be generalized globally.

4.2 Data collection

In the first stage – for identifying the sampling frame, we circulated a form asking for interest to participate in our research for an incentive of receiving ₹ 200 worth of online purchase coupons. The form consisted of two questions in a categorical format (yes/no); (1). Are you willing to participate in a survey investigating your intention to purchase through digital and voice assistants? (2) Do you have any experience purchasing through mobile voice or digital assistants? The form was circulated to various colleges/university contacts, employees belonging to private and public sector companies. With more than 8000 email recipients, we found 600 participants who provided “Yes” to both the questions. In the second stage – for data collection, data were collected by the authors through personal interaction, either by direct or telephone conversation with the respondents for three months. Based on the extended interest level and knowledge towards voice/digital assistants, we were able to arrive at collecting 482 data, of which 440 usable responses are finally considered for the study sample. The socio-demographic characteristics of the participants are provided in Table 2.

4.3 Questionnaire and measures

A detailed questionnaire was prepared in English language consisting of scale measurement items and six questions about socio-demographic information (gender, education, age, occupation, usage intensity of digital assistants, experience in purchasing or ordering through digital assistants). The constructs’ scale was derived from the previous studies (Bartneck et al., 2009; Hsu & Lin, 2008; Juaneda-Ayensa et al., 2016; Pantano & Viassone, 2015; Zhu et al., 2019). The questionnaire included all nominal, ordinal, interval, and ratio. The items for perceived ease of use, perceived usefulness, and attitude towards digital assistants is derived from Hsu and Lin (2008); The items for perceived anthropomorphism, perceived intelligence, and perceived animacy is derived from the godspeed questionnaire proposed by Bartneck et al. (2009); and finally, the scale for purchase intention through digital assistants is derived from Pantano and Viassone (2015), Juaneda-Ayensa et al. (2016), and Zhu et al. (2019). The questionnaire was pilot tested with 25 respondents representing the population and ten experts to evaluate the understandability, repetition, and clarity. Based on a qualitative evaluation, minor changes were accommodated in the scales
without deviating actual measurement. All the scale items were measured in a seven-point rating scale (7 being “Very Strongly Agree” and 1 being “Very Strongly Disagree”).

4.4 Non-response bias

Armstrong and Overton (1977) emphasized the importance of testing the non-response bias for survey designs. To test non-response bias, we tested a significant difference in all the measurement items corresponding between early and later data collection stages (Dubey et al., 2019; Srinivasan & Swink, 2018; Wamba et al., 2020). The 30% of the data collected during the first 32 days is compared with the 30% of the data collected during the last 25 days to operationalize the test. The results indicate that there is no significant difference between the data collected during the two waves. Of the investigated variables third item of Animacy is found to have the least value ($t = 0.197; p = 0.844$), and the first item in Attitude is found to have a high value ($t = 1.793; p = 0.074$). Overall, it can be inferred that non-response bias is not a major issue in this study.

4.5 Analysis

The study model hypotheses were investigated using the two-step Structural Equation Modelling (SEM) technique. First, the confirmatory factor analysis is performed to check

### Table 2  Social demographic information about the study participants

| Socio-demographic                        | Characteristics | Frequency | Percentage |
|------------------------------------------|-----------------|-----------|------------|
| Gender                                   | Male            | 211       | 47.95      |
|                                           | Female          | 229       | 52.05      |
| Age                                      | 30 and less than 30 years | 171   | 38.86      |
|                                           | 31 to 40 years  | 154       | 35.00      |
|                                           | 41 to 50 years  | 82        | 18.64      |
|                                           | Above 50 years  | 33        | 7.50       |
| Occupation                               | Students        | 209       | 47.50      |
|                                           | Private sector employee | 121  | 27.50      |
|                                           | Public sector employee | 68    | 15.45      |
|                                           | Business        | 42        | 9.55       |
| Education                                | Under-graduation | 210  | 47.73      |
|                                           | Post-graduation | 187       | 42.50      |
|                                           | PhD             | 43        | 9.77       |
| Usage experience of digital assistants   | Fortnightly once | 57    | 12.95      |
|                                           | Weekly once     | 141       | 32.05      |
|                                           | Weekly twice    | 115       | 26.14      |
|                                           | Daily once      | 127       | 28.86      |
| Experience in purchasing or ordering     | More than 10 Occasions | 55    | 12.50      |
| through digital assistants               | 6 to 9 occasions | 148   | 33.64      |
|                                           | 2 to 5 occasions | 214   | 48.64      |
|                                           | At least once   | 23        | 5.22       |
the reliability, content validity, convergent validity, and discriminant validity requirements. Common Method Bias (CMB) analysis was used to confirm the constructs’ measurements are free from common method bias. Subsequently, SEM was used to test the model; previous studies have supported using SEM for hypothesis testing models (Fornell & Larcker, 1981; Gefen et al., 2000; MacCallum & Austin, 2000). All analyses are performed using SPSS statistics 24 and AMOS 20 graphics. The estimates are calculated using the maximum likelihood method. The factor scores of each construct were calculated using the imputation method in AMOS software, and the same was further used to calculate the interaction effect with the variable usage intensity of digital assistants. Following that, the moderation path was included in the statistical model. Therefore, two models were calculated, i.e., one without moderation effect (model 1) and the other with moderation effect (model 2).

5 Results

5.1 Measurement model

Table 3 shows the measurement model range for all the constructs. The values of Cronbach’s Alpha are well above the threshold value of 0.70, which confirms the presence of scale reliability (Portney & Watkins, 2000). The standardized estimates (factor loadings) of all the items representing all constructs are above 0.74, confirming the content validity requirements. Table 4 shows the values of Average Variance Extracted (AVE), Composite Reliability (CR), and the inter-correlation values between each construct with the squared root of AVE values represented in the diagonals. The AVE values are above 0.50, and this confirms the convergent validity requirements. The table also shows that AVE values’ squared root is higher than the inter-correlation values for respective constructs. This result shows the confirmation of discriminant validity. All validity requirements met the expectation proposed by Bagozzi et al. (1991) and Fornell and Larcker (1981). The fit indices of the measurement model are given in Table 5, which shows the model reflects a good fit. From the above suggestions.

5.2 Common method bias

Analyzing Common Method Bias (CMB) has become increasingly necessary in social science research (Podsakoff et al., 2003). Two well-known methods are used in social science research to test CMB; the first method involves testing the construct items within a single construct known as Harman’s one-factor examination. To examine this model, we performed factor analysis by imputing all the items under a single factor. The total variance extracted resulted in 45.86%, which is well under the threshold limit of 50%. This process confirms the data is free from common bias as per Harman’s one-factor examination (Harman, 1967; Lindell & Whitney, 2001). Though Harman’s model is well accepted in social science research, Podsakoff and Organ (1986) argue to conduct a Common Latent Factor (CLF) approach to analyze the CMB, since Harman’s one-factor model can be conservative to some data. CLF aims to measure the difference between the common variance shared by the model with the individual measurement constructs (Podsakoff et al., 2003). CLF is performed through AMOS, in which the standardized estimates of the CLF model are compared with the Non-CLF model.
| Constructs                      | Items                                                                 | Mean  | Std. loadings | Cronbach alpha |
|--------------------------------|------------------------------------------------------------------------|-------|---------------|----------------|
| Perceived ease of use          | I feel digital assistants are easy to use                              | 4.709 | 0.949***      | 0.964          |
|                                | I feel learning to operate digital assistants is easy                  | 4.793 | 0.938***      |                |
|                                | Overall, I believe it is easy to work with digital assistants          | 4.781 | 0.958***      |                |
| Perceived usefulness           | Using digital assistants enables to accomplish my work/learning/life more quickly | 4.736 | 0.940***      | 0.926          |
|                                | Using digital assistants would improve my work/learning/life performance | 4.743 | 0.937***      |                |
|                                | Using digital assistants would enhance my work/learning/life effectiveness | 4.840 | 0.960***      |                |
|                                | Using digital assistants can increase productivity when performing my tasks at work/learning/life | 4.606 | 0.899***      |                |
| Attitude towards digital assistants | I like using digital assistants                                        | 4.272 | 0.924***      | 0.928          |
|                                | I feel good about using digital assistants                             | 4.327 | 0.911***      |                |
|                                | Overall, my attitude towards digital assistants is favorable            | 4.254 | 0.905***      |                |
| Perceived anthropomorphism      | Digital assistants are natural; I do not feel fake about it            | 5.136 | 0.961***      | 0.965          |
|                                | Digital assistants are more humanlike                                  | 5.027 | 0.940***      |                |
|                                | Digital assistants are conscious of their actions                      | 4.936 | 0.965***      |                |
|                                | Digital assistants feel lifelike and not artificial                   | 4.906 | 0.938***      |                |
|                                | Digital assistants are elegant in engaging                             | 4.875 | 0.935***      |                |
| Perceived intelligence         | Digital assistants are competent                                        | 4.838 | 0.962***      | 0.897          |
|                                | Digital assistants are knowledgeable                                   | 4.813 | 0.948***      |                |
|                                | Digital assistants exhibits responsibility                              | 4.697 | 0.958***      |                |
|                                | Digital assistants have intelligent functions                          | 4.700 | 0.936***      |                |
|                                | Digital assistants are sensible during replies                          | 4.647 | 0.945***      |                |
| Perceived animacy              | Digital assistants feel to be alive                                     | 4.068 | 0.925***      | 0.854          |
|                                | Digital assistants are lively                                          | 3.656 | 0.814***      |                |
|                                | Digital assistants fell to be organic                                  | 4.252 | 0.961***      |                |
|                                | Digital assistants engagement are mostly lifelike                      | 3.827 | 0.918***      |                |
|                                | Digital assistants are more interactive                                | 3.970 | 0.912***      |                |
|                                | Digital assistants are responsive                                      | 4.711 | 0.737***      |                |
**Table 3** (continued)

| Constructs                              | Items                                                        | Mean  | Std. loadings | Cronbach alpha |
|-----------------------------------------|--------------------------------------------------------------|-------|---------------|----------------|
| Purchase intention through digital assistants | I would like to purchase through digital assistants     | 4.468 | 0.914***      | 0.919          |
|                                         | I would like to repeat my experience in digital assistants  | 4.595 | 0.944***      |                |
|                                         | I will execute my next purchase through digital assistants  | 5.636 | 0.938***      |                |
|                                         | I am inclined to purchase products through digital assistants | 4.472 | 0.944***      |                |

***Significant at $p < 0.05$
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5.3 Structural equation modelling

Table 6 shows the results of the hypothetical model provided in Fig. 2. Model 1 indicates the hypothetical results without any moderation-interaction effects of digital assistants’ usage experience, whereas model 2 indicates the results, including the moderation-interaction effects from digital assistants’ usage experience. The \( r^2 \) values for the purchase intention through digital assistants (0.333) and attitude towards digital assistants (0.389) indicated the total variance extracted by the model for the respective endogenous constructs. The overall model fit for the structural model indicated a good fit (refer to Table 5), which supported the hypothetical model framing. In terms of technology variables, usefulness showed a high significant coefficient value than the ease of use. In the case of AI-related variables, anthropomorphism showed high coefficient value than perceived intelligence.
### Table 6 Standardised estimates of the model

| Endogenous factor (dependent) | Exogenous factor (independent)                      | Standardized coefficient (Model 1) | Standardized coefficient (Model 2) | $r^2$ |
|------------------------------|-----------------------------------------------------|-----------------------------------|-----------------------------------|-------|
| Attitude towards digital assistants | Perceived ease of use | 0.250*** | 0.256*** | 0.389 |
|                              | Perceived usefulness | 0.334*** | 0.333*** |       |
|                              | Perceived anthropomorphism | 0.361*** | 0.359*** |       |
|                              | Perceived intelligence | 0.165*** | 0.165*** |       |
|                              | Perceived animacy | 0.240*** | 0.240*** |       |
|                              | Age (control variable) | −0.070ns | −0.070ns |       |
|                              | Gender (control variable) | 0.015ns | 0.015ns |       |
| Purchase intention through digital assistants | Perceived anthropomorphism | 0.250*** | 0.272*** | 0.333 |
|                              | Perceived intelligence | 0.175*** | 0.311*** |       |
|                              | Perceived animacy | 0.061ns | 0.102*** |       |
|                              | Attitude towards DA | 0.370*** | 0.224*** |       |
|                              | Usage experience × perceived Anthropomorphism | | 0.479*** |       |
|                              | Usage experience × perceived Intelligence | | 0.101*** |       |
|                              | Usage experience × perceived animacy | | 0.116*** |       |
|                              | Age (control variable) | −0.038ns | −0.038ns |       |
|                              | Gender (control variable) | 0.009ns | 0.009ns |       |

***Significant at 99% confidence level; ns represents non-significant relationship

The $r^2$ values represents pertaining to model 1

*DA* digital assistants
and perceived animacy. In the case of building positive intention to purchase through digital assistants, digital assistants’ attitude and anthropomorphism play a more vital role. In model 1, all the hypotheses significantly supported the proposed model, except the relationship between perceived animacy and purchase intention through digital assistants. A detailed discussion of the results is provided in the subsequent sections.

Usage experience of digital assistants is proposed as a moderator for paths between perceived anthropomorphism, perceived intelligence, and perceived animacy towards purchase intention through digital assistants. It is found that the increase in usage experience of digital assistants also positively strengthens the relationship between the moderated paths. This result can be observed in Table 6. The interaction between usage intensity of digital assistants and perceived anthropomorphism is found to have a higher significant coefficient. Overall, it was found that the three interactions are found to be positively significant. The interaction graph for respective variables is provided in Appendices 1–3.

Previous studies have found that age and gender can confound the relationships investigated (He et al., 2018; Kamboj et al., 2018). To check the confounding effect, we employed age and gender as control variables to test its relationship with the endogenous variables (attitude towards digital assistants and purchase intention through digital assistants). The results showed no significant relationship between the age and gender with the endogenous variables (attitude towards digital assistants purchase intention through digital assistants). Also, there is no significant change in the relationships before introducing the control variables and introducing control variables. These results confirm that the relationship does not change due to the gender and age (He et al., 2018).

6 Discussion and implications

The study investigated the role of technology and AI factors and their impact in building a positive attitude and purchase intention of digital assistants, and a hypothetical model was framed to evaluate their relationships in a practical manner. The investigation was carried out through a single cross-sectional research design using 440 samples. Overall, nine hypotheses were proposed about model 1 (without any moderation effect), whereas model 2 included another three hypotheses (including digital assistants’ usage experience as moderator). Except for perceived animacy, the remaining eight hypotheses about model 1 were found to be significant. In the case of model 2, all the 12 hypotheses were found to be significant. The following paragraphs discuss the results and highlight the theoretical contributions that can be extended from the results. Finally, the practical implications and conclusion are proposed.

The results of hypotheses 1 and 2 investigate the relationship of ease of use and usefulness towards digital assistants’ attitude. Though previous studies about TAM have supported these variables can influence technology adoption. This study has extended the results of TAM concerning attitude building. In digital assistants, this is a new finding since previous literature has investigated digital assistants in technical aspects, but the present study has investigated user perception. Hypothesis 3 and 4 investigated the relationship between perceived anthropomorphism and attitude towards digital assistants and purchase intention through digital assistants, respectively. Both the hypotheses were found to be significant. These hypotheses are built from the basis of uncanny valley theory (Mori, 1970). The theory proposed that a nonlinear movement in human likeness with a robot increases human’s perceived emotional response (Broadbent, 2017;
Mori et al., 2012). The present research has extended the theoretical application of this theory concerning digital assistants. While most of the literature relevant to this theory has tried to explore the perceptual categorization of robots in the context of anthropomorphism (Eyssel & Kuchenbrandt, 2012) and the relationship between anthropomorphism towards user attitude and their behavior intention remained as a gap. To fill the gap mentioned above, the present research has added value to the theory by finding that anthropomorphism can build a positive attitude and purchase intentions through digital assistants. Besides uncanny valley theory, the study results about these hypotheses can extend the literature knowledge relevant to anthropomorphism.

Hypothesis 5 and 6 investigates the relationship of perceived intelligence towards attitude and purchase intention through digital assistants. Though some of the studies have supported the argument that perceived intelligence is an integral part of AI, it is important to be analyzed (Bartneck et al., 2009). However, there was no theoretical framing to support such an argument. On the other hand, there is a growing body of literature investigating psychology theories relevant to meta-cognition (Jaccard et al., 2005), representing perceived intelligence and perceived knowledge. Given that there is no direct theoretical background to support such an argument, the study results support that perceived intelligence is an important AI factor. Hypothesis 7 and 8 tested the impact of perceived animacy on attitude and purchase intention through digital assistants. The results supported that it could improve the attitude but not the purchase intention. This result is important considering the strong theoretical background of the term “Animacy”. Hypothesis 9 is derived from the argument of TPB (Ajzen, 1991), which stated that attitude could build behavioral intention. The results supported the same finding that digital assistants’ positive attitudes can build intention to purchase through digital assistants. Through this result, the study brings a new perspective to TPB by investigating the hypothesis in context with digital assistants.

Hypotheses 10, 11, and 12 represented model 2, which investigates the moderation effect of usage experience on the relationship between AI factors and purchase intention through digital assistants. The results supported that the interaction between usage experience and AI factors can enhance consumer intention to purchase through digital assistants. The interaction effect of anthropomorphism with usage experience, is found to be significantly related to purchase intention. This result supports the three-factor theory’s argument (Epley et al., 2007) that when people tend to get more associated with anthropomorphic agents, they tend to elicit more knowledge and stabilize anthropomorphic perception. The same can also be seen in model 2 and Appendix 1, where the relationship between anthropomorphism and purchase intention tends to increase. Though the three-factor theory’s argument is supportive, the results of the hypothesis 10 provide an extended value addition to the theory by investigating the results in terms of digital assistants and through studying the argument in a human–machine interaction perspective was not explored before. Hypothesis 11 investigated the interaction effect of digital assistants’ usage experience on the relationship between perceived intelligence and purchase intention through digital assistants. This hypothesis’s argument was put forth based on Naives theory of intelligence (Miele & Molden, 2010). While this theory has been previously applied to understand people’s knowledge improvement and information comprehension based on experience (Miele & Molden, 2010), this research has extended Naives theory application concerning intelligent agents. While research on the construct of perceived intelligence is scarce, this research has produced a meaningful contribution by introducing the perceived intelligence as one of the AI factors. Hypothesis 12 investigates the moderation effect of digital assistants’ usage experience in the relationship between perceived animacy and purchase intention. Though perceived animacy was found to be insignificant towards purchase intention in model 1, the
path coefficient is found to be positively significant after introducing perceived animacy. This result supported Santos et al. (2008), in which they proposed animacy perception may increase after more exposure to modulations. The results also extended the understanding of the theory of mind (Tremoulet & Feldman, 2006). The theory, in most cases, has discussed only the perceptual inclination in human to human interaction, but this study has extended that the mind can exhibit the same in case human to machine interaction.

Overall consolidating from the above discussion, the study offers meaningful theoretical contribution on two grounds, one through the study as a whole by bringing in TAM and AI factors together to build a conceptual model in the context of digital assistants. Secondly, the study has built its argument about AI factors from the bases of psychology theories such as; uncanny valley theory, metacognitive theory, perception theories (theory of mind), development psychology, and theory of media equation, three-factor theory of anthropomorphism, and Naives theory of intelligence. Besides the theoretical, the study results also comprehend more meaning and valuable insights for practitioners discussed in the subsequent section.

6.1 Theoretical contributions

Assimilating from the above discussions, we present the highlights of the theoretical contribution arising from this research. Primarily, the study results have advanced the understanding of conversational commerce from AI and TAM variables. The findings of the study will extend the available knowledge available in the literature relevant to digital assistants (Fernandes & Oliveira, 2021), robotic (Bartneck et al., 2009), and voice-conversational purchases (Canziani & MacSween, 2021). The results concerning the relationship of AI functional attributes to purchase intention through digital assistants will yield more significant value than existing literature on technology purchase intention. The study has also extended substantial implications for the domain of operations research. Dubey, Gunasekaran, et al. (2020) emphasized that big data analytics powered by artificial intelligence can improve operational performance. The present study has provided a yardstick to assess the qualities of AI that consumers perceive. This study results will enable operational researchers to narrow their thought of AI and operations based on the variables proposed in this study. Akter, Michael, et al. (2020), Akter, Motamarri, et al. (2020) proposed that AI can help integrate different business operations. In this line, the results of the present study can provide a viewpoint for various operational improvements. For example, Gupta et al. (2021) stated that robotics could play an advanced role in inventory management systems with AI and OR. Given that the variables are broadly considered to be associated with robotic functions. The study results will enable the present and future research in OR to build their arguments accordingly.

Besides the primary contributions, the study holds series of contributions based on the arguments proposed in the hypotheses. (1) The study extends the existing knowledge of uncanny valley theory and anthropomorphism from robotic studies to digital assistants. (2). This study’s results have extended the knowledge of perceived intelligence by showing that apart from human psychology and health psychology theories, perceived intelligence also applies in the context of technology and data-driven innovations. Besides, the results about this construct will add new knowledge to metacognitive psychological theories. (3). Perceived animacy has evolved from a series of studies such as psychology of perception theories (theory of mind), development psychology, and media equation theory. While the previous animacy results are more oriented with graphical objects and interfaces, the study
results have extended their theoretical validity to voice-based and data-driven technology. Given that multiple theories are associated with the argument between perceived animacy and attitude, this hypothesis’s result will be multi-facet concerning the theories mentioned above. (4). The results pertaining to animacy and purchase intention extend the existing knowledge in the theory of mind (Tremoulet & Feldman, 2006). The theory, in most cases, has discussed only the perceptual inclination in human to human interaction, but this study has extended that the mind can exhibit the the same in case of human–machine interaction.

6.2 Managerial implications

The study results can present potential insights that can be valuable for both developers and marketers. First, TAM’s results towards technology attitude give an overview that usefulness is relatively more important than ease of use. Given that various technology improvements are emerging very frequently, users have become adaptable for the technology transition. At the same time, users’ expectations from technology usefulness have increased. In digital assistants, both marketers and AI developers demand to extend more functions in the device. Though in earlier stages, these personal digital assistants are predominantly used for queries and multimedia features, now, after especially the growth of the Internet of Things (IoT), digital assistants’ role has become omnipresent across every aspect of users and consumers. The same is reflected through the results; marketers with the support of developers should integrate most of the customer journey through offering maximized functions. Also, this can help marketers to learn various aspects and produce targeting marketing efforts. Mostly, the results can induce developers to use the conversation data to optimize the marketing efforts by providing paid voice promotions (Mari et al., 2020).

Next, the results about AI factors and their impact on digital assistants extend fruitful managerial implications. From the results of model 1 and model 2, it is visible that anthropomorphism plays a significant role in building a positive attitude and purchase intention among the users. The results emphasize the importance of imposing human-like anthropomorphic features within digital assistants. Using avatars to creating anthropomorphism is suggested by various literature (Nowak & Rauh, 2005). The use of avatars in digital assistants is not available, especially with human-like characteristics. It will be worthwhile move if digital assistants can impose with avatar-based characters. Building character to the digital assistant based on user interaction can enhance user response (Waytz et al, 2010).

Moreover, the same can build a personality for digital assistants. Next to anthropomorphism, perceived intelligence in digital assistants is an important measure for developers to consider. Various research and algorithms in AI keep emerging to raise the learning rate and quality of response from the digital assistants. Simultaneously, developers need to make it transparent to the users to help them perceive the digital assistants’ intellectual competence. Kleisner et al. (2014) proposed that intelligence can be stereotyped and associated with appearance. The same can be used to structure avatars as intelligent for both male and female characters’. The same applies to the character and personality in which the avatar can be designed. There is a possibility that this can inflect an intelligent stereotype among the avatars. Thus, it is necessary to project the intelligent perception among the users and customers.
Finally, the results found the positive role of animacy in building a positive attitude and purchase intention through digital assistants. As of now, digital assistants interact through voice with their users. There is a higher possibility to increase the animatic stature of digital assistants by following the suggestions mentioned above. Besides, developers can increase more elements such as voice modulations, voice pitches, language phenomes, etc., to create more animatic perceptions. Overall, the suggestions provided through AI factors provide a comprehensive outline of injecting more human-like elements inside the digital assistants. Besides, this study’s results will provide valuable insights to gather data and optimize retail operations effectively using AI algorithms (Hu & Li, 2012; Ren et al., 2019). As mentioned in the intelligence hypothesis, the more the customers interact, the more the digital assistants can gain a learning rate and amplify their intelligence using the gathered data. It is retailers’ role to create a sustainable customer journey through digital assistants.

6.3 Limitations and future research directions

This research used a single cross-sectional design to test the proposed model. Future studies can experiment with different stimuli levels of anthropomorphism, animacy, and digital assistants’ intelligence to understand these variables’ precise effect on technology attitude. We found that the data is free from non-response bias. However, we did not check for the endogeneity issues before proceeding to the structural equation modeling. Future research can use voice assistants (such as Google, SIRI, Alexa) as control factors to produce greater breadth to the results. Also, future studies can investigate the following gaps: (1). Research integrating the use of AI factors and technology factors to understand service delivery effectiveness through chatbots will be fruitful (Androutsopoulou et al., 2019; Nordheim et al., 2019). (2). The present study has integrated TAM with AI attributes, and future research can propose integrating UTAUT (Unified Theory of Acceptance and Use of Technology) with AI attributes to arrive at a more comprehensive overview. (3). The study only used three AI-related variables; future research can test other AI-related issues (Bag et al., 2021; Balakrishnan & Dwivedi, 2021; Bartneck et al., 2009; Duan et al., 2019; Dubey, Bryde, et al., 2020; Dwivedi et al., 2020, 2021; Grover et al., 2020; Gursoy et al., 2019; Pillai et al., 2020, 2021; Shareef et al., 2021).

7 Conclusion

The research investigated the technology and AI factors’ role in creating a positive attitude and purchase intention through digital assistants. Among the factors, it was identified that anthropomorphism plays a dominant role in creating a more positive attitude and purchase intention. Besides, this research has explained the role of perceived intelligence and perceived animacy in digital assistants. This research offers a valuable contribution to research associated with IS, analytics, retail operations, and marketing. The results’ scope can also be extended to evolving data-driven innovation technologies, which involve human–machine interaction.
Appendix 1

See Fig. 3.

Fig. 3 Interaction effect graph pertaining to Hypothesis 10

Appendix 2

See Fig. 4.

Fig. 4 Interaction effect graph pertaining to Hypothesis 11
Appendix 3

See Fig. 5.

Fig. 5  Interaction effect graph pertaining to Hypothesis 12
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