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Abstract. We apply weighted Mourre commutator theory to prove the limiting absorption principle for the discrete Schrödinger operator perturbed by the sum of a Wigner-von Neumann and long-range type potential. In particular, this implies a new result concerning the absolutely continuous spectrum for these operators even for the one-dimensional operator. We show that methods of classical Mourre theory based on differential inequalities and on the generator of dilation cannot apply to the mentioned Schrödinger operators.

1. Introduction

The spectral theory of discrete Schrödinger operators has received much attention in the past few decades. The absolutely continuous spectrum is important because it allows to describe the quantum dynamics of a system. The limiting absorption principle (LAP) plays a profound role in spectral and scattering theory, in particular, it implies the existence of purely absolutely continuous spectrum. The LAP has been derived for a wide class of potentials, including the Wigner-von Neumann potential (cf. [NW], [DMR], [RT1], [RT2], [MS] and [EKT] to name a few), but only recently has the sum of a Wigner-von Neumann and long-range potential been studied in the continuous setting (cf. [GJ2]). The LAP has not been studied for the discrete Wigner-von Neumann operator. On the other hand, the absolutely continuous spectrum of the one-dimensional Wigner-von Neumann operator plus a potential $V \in \ell^1(\mathbb{Z})$ has already been studied, both in the discrete and continuous setting (cf. [Si], [JS], [KN], [NS], [KS]). To our knowledge, the question of the absolutely continuous spectrum of the discrete Wigner-von Neumann operator plus a long-range potential $V$ has not been studied in any dimension. In this paper we study the sum of a Wigner-von Neumann and long-range potential in the discrete setting which we now describe.

The configuration space is the multi-dimensional lattice $\mathbb{Z}^d$ for some integer $d \geq 1$. For a multi-index $n = (n_1, ..., n_d) \in \mathbb{Z}^d$ we set $|n|^2 := n_1^2 + ... + n_d^2$. Consider the Hilbert space $\mathcal{H} := \ell^2(\mathbb{Z}^d)$ of square summable sequences $u = (u(n))_{n \in \mathbb{Z}^d}$. The discrete Schrödinger operator

$$H := \Delta + W + V$$

acts on $\mathcal{H}$, where $\Delta$ is the discrete Laplacian operator defined by

$$(\Delta u)(n) := \sum_{m \in \mathbb{Z}^d, |n-m|=1} (u(n) - u(m)), \quad \text{for all } n \in \mathbb{Z}^d \text{ and } u \in \mathcal{H},$$

$W$ is the Wigner-von Neumann potential defined by

$$(Wu)(n) := \frac{q \sin(k(n_1 + ... + n_d))}{|n|}u(n), \quad \text{for all } n \in \mathbb{Z}^d \text{ and } u \in \mathcal{H},$$
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with \( q \in \mathbb{R}\backslash\{0\} \) and \( k \in \mathcal{T} := \mathbb{R}\backslash\pi\mathbb{Z} \) (mod \( 2\pi \)), and \( V \) is a multiplication operator by a real-valued sequence \((V(n))_{n \in \mathbb{Z}^d}\):

\[
(Vu)(n) := V(n)u(n), \quad \text{for all } n \in \mathbb{Z}^d \text{ and } u \in \mathcal{H}.
\]

We will also investigate the following variation on the Wigner-von Neumann potential:

\[
(W'u)(n) := \left( \prod_{i=1}^{d} \frac{q_i \sin(k_in_i)}{n_i} \right) u(n), \quad \text{for all } n \in \mathbb{Z}^d \text{ and } u \in \mathcal{H},
\]

with \( q = (q_i)_{i=1}^d \in (\mathbb{R}\backslash\{0\})^d \) and \( k = (k_i)_{i=1}^d \in \mathcal{T}^d \). In this case, we will denote \( H' := \Delta + W' + V \).

In the definition of \( W \) and \( W' \), it is understood that \( \sin(0)/0 := 1 \). The potential \( V \) will be of long-range type, hence a compact operator, but we postpone the characterization of its exact decay properties. Using the Fourier transform \( \mathcal{F} : \mathcal{H} \to L^2([-\pi, \pi]^d, d\xi), \xi = (\xi_1, ..., \xi_d) \), we get

\[
(\mathcal{F}\Delta\mathcal{F}^{-1}f)(\xi) = f(\xi) \sum_{i=1}^{d} (2 - 2\cos(\xi_i)), \quad \text{where} \quad (\mathcal{F}u)(\xi) := \sum_{n \in \mathbb{Z}^d} u(n)e^{in\cdot(2\pi)^{-d/2}}.
\]

This shows that \( \Delta \) is a bounded self-adjoint operator on \( \mathcal{H} \), and that \( \sigma(\Delta) = \sigma_{\text{ac}}(\Delta) = [0, 4d] \).

The operators \( H \) and \( H' \) are compact perturbations of \( \Delta \) and so \( \sigma_{\text{ess}}(H) = \sigma_{\text{ess}}(H') = [0, 4d] \).

When \( V = 0 \), we are left with the Wigner-von Neumann potential only, the example of a Schrödinger operator with an eigenvalue embedded in the absolutely continuous spectrum (cf. [NW], [RS4]). In the continuous setting it has been shown that the 1d Schrödinger operator

\[
-\frac{d^2}{dx^2} + \frac{q(x)}{x} + O(x^{-2})
\]

covers the interval \([0, \infty)\) with absolutely continuous spectrum and may produce exactly one eigenvalue with positive energy. In the discrete setting the 1d Schrödinger operator \( \Delta + W \) covers the interval \((0, 4)\) with absolutely continuous spectrum due to the fact that \( W \in \ell^2(\mathbb{Z}) \) (cf. [DK]), and it has been shown (cf. [JS], [Si]) that there are two critical points located at

\[
E_{\pm}(k) := 2 \pm 2\cos(k/2)
\]

which may be half-bound states or eigenvalues. If \( V \in \ell^1(\mathbb{Z}) \), the spectrum of \( H := \Delta + W + V \) is purely absolutely continuous on \((0, 4)\backslash\{E_{\pm}(k)\} \) (cf. [JS]). The works [Si], [JS], [KN], [NS], and [KS] are concerned with the asymptotics of the generalized eigenvectors of \( H := \Delta + P + W + V \), where \( P \) is periodic, \( W \) is the Wigner-von Neumann potential and \( V \in \ell^1(\mathbb{Z}) \).

We fix some notation. Let \( S := (S_1, ..., S_d) \) where, for \( 1 \leq i \leq d \), \( S_i \) is the shift operator

\[
(S_iu)(n) := u(n_1, ..., n_i - 1, ..., n_d), \quad \text{for all } n \in \mathbb{Z}^d \text{ and } u \in \mathcal{H}.
\]

We denote by \( \tau_iV \) (resp. \( \tau^*V \)) the operator of multiplication acting by

\[
[(\tau_iV)u](n) := V(n_1, ..., n_i - 1, ..., n_d)u(n) \quad \text{resp.} \quad [(\tau^*V)u](n) := V(n_1, ..., n_i + 1, ..., n_d)u(n).
\]

We will also be using the bracket notation \( \langle \alpha \rangle := \sqrt{1 + |\alpha|^2} \). Let us now get into the details of the potential \( V \). All in all, we will require two conditions on \( V \): we suppose that there exist \( \rho, C > 0 \) such that

\[
\langle n \rangle^\rho |V(n)| \leq C, \quad \text{for all } n \in \mathbb{Z}^d, \quad \text{and}
\]

\[
\langle n \rangle^\rho |n_i| |(V - \tau_iV)(n)| \leq C, \quad \text{for all } n \in \mathbb{Z}^d \text{ and } 1 \leq i \leq d.
\]

These conditions can be interpreted as a discrete version of the standard long-range type potential \( \rho^\alpha V(x) \leq C|x|^{-\alpha-\rho} \) in the continuous case. Examples of potentials \( V \) satisfying these two conditions include \( |V(n)| \leq C\langle n \rangle^{-1-\rho} \), the so-called short-range potential, and \( V(n) = C\langle n \rangle^{-\rho} \).
The goal of this paper is to establish the LAP for $H$ as defined in (1.1). The formulation of the LAP requires a conjugate operator which we now introduce. But first, we need the position operator $N := (N_1, \ldots, N_d)$, where the $N_i$ are defined by

$$ (N_i u)(n) := n_i u(n), \quad \mathcal{D}(N_i) = \left\{ u \in \mathcal{H} : \sum_{n \in \mathbb{Z}^d} |n_i u(n)|^2 < \infty \right\}. $$

The conjugate operator to $H$ will be the generator of dilations denoted $A$ and is the closure of

$$ A_0 := i \sum_{i=1}^d \left( 2^{-1}(S_i^* + S_i) - (S_i^* - S_i) N_i \right) = i \sum_{i=1}^d 2^{-1} \left( (S_i - S_i^*) N_i + N_i (S_i - S_i^*) \right) $$

defined on $\mathcal{D}(A_0) = \ell_0(\mathbb{Z}^d)$, the collection of sequences with compact support. The operator $A$ is self-adjoint. We will also make use of the projectors onto the pure point spectral subspace of $H$ and its complement, denoted $P$ and $P^\perp := 1 - P$ respectively. We define the following sets:

$$ \mu(H) = \mu(H') := (0, 4) \setminus \{E_\pm(k)\} \text{ for } d = 1, $$

$$ \mu(H) := [0, E(k)) \cup (4d - E(k), 4d) \text{ for } d \geq 2, $$

$$ \mu(H') := [0, E'(k)) \cup (4d - E'(k), 4d) \text{ for } d \geq 2. $$

Recall $E_\pm(k)$ defined by (1.5). The definitions of $E(k)$ and $E'(k)$ are respectively given in Propositions 4.4 and 4.5. We may as well already mention that the sets $\mu$ consist of points where the classical Mourre estimate holds for $H$ and $H'$. The main result of the paper is the following:

**Theorem 1.1.** Let $E \in \mu(H)$. Then there is an open interval $\mathcal{I}$ containing $E$ such that $H$ has finitely many eigenvalues in $\mathcal{I}$ and these are of finite multiplicity. Furthermore, if $\ker(H - E) \subset D(A)$, then $\mathcal{I}$ can be chosen so that for any $s > 1/2$ and any compact interval $\mathcal{I}' \subset \mathcal{I}$, the reduced LAP for $H$ holds with respect to $(\mathcal{I}', s, A)$, that is to say,

$$ \sup_{x \in \mathcal{I}', y \neq 0} \| \langle A \rangle^{-s} (H - x - iy)^{-1} P A^{-1} \langle A \rangle^{-s} \| < \infty. $$

In particular, the following local decay estimate holds:

$$ \int_{\mathbb{R}} \| \langle N \rangle^s e^{-itH} P \theta(H) u \|^2 dt \leq C \| u \|^2, \quad \text{for any } u \in \mathcal{H}, \theta \in C^\infty_c(\mathbb{R}), \text{ and } s > 1/2, $$

and the spectrum of $H$ is purely absolutely continuous on $\mathcal{I}'$ whenever $P = 0$ on $\mathcal{I}'$.

The corresponding result also holds for $H'$. The last part of Theorem 1.1 are two well-known consequences of the LAP. The local decay estimate gives a better insight into how the initial state $\theta(H) u$ diverges to infinity.

Our result is a discrete version of the LAP for the corresponding continuous Schrödinger operator obtained by Golénia and Jecko in [GJ2], and our proof is very much inspired from theirs. The proof is based on variations of classical Mourre theory. Classical Mourre theory was proven very successful to study the point and continuous spectra of a wide class of self-adjoint operators. A standard reference is the book [ABG] in which optimal results are obtained for a wide class of potentials, and we also refer to [Sa].

In [GJ1] and [GJ2], a new approach to Mourre’s theory is developed. Their approach proves the LAP without the use of differential inequalities. In the separate work of Gérard [G], he proves the LAP using traditional energy estimates and introduces weighted Mourre estimates. In [GJ2], Golénia and Jecko are able to prove the LAP under weaker conditions on the potential than what is usually assumed in [ABG] or [Sa] for example, because their starting point is not the classical Mourre estimate but rather the weighted Mourre estimate. Roughly speaking, the original Mourre theory required $[[V, A], A]$ to be bounded in a weak sense, whereas the more recent and different approaches require $V$ to belong to a class where solely $[V, A]$ is bounded. This
allows for new classes of potentials to be studied, such as the Wigner-von Neumann potential. In Propositions 3.3 and 4.2, we show that the standard Mourre commutator techniques exposed in [ABC] or [Sa] cannot be used to study the Wigner-von Neumann potential. Finally, the LAP derived in this paper is interesting because we include a long-range type potential \( V \) in addition to the Wigner-von Neumann potential and therefore provide new results including the question of the absolutely continuous spectrum.

The paper is organized as follows: In Section 2, we recall the basic notions of classical and weighted Mourre theory that we will be using. In the Section 3, we study the classical Mourre theory for the one-dimensional Schrödinger operators \( H \) and \( H' \), and show that the Wigner-von Neumann potential cannot be treated with the classical methods. In Section 4, we repeat our analysis for the multi-dimensional Schrödinger operators \( H \) and \( H' \), and recycle results from the one-dimensional case. In Section 5, we prove the weighted Mourre estimate that leads to the LAP. This section is done independently of the dimension. Finally in the Appendix 6, we recall essential facts about almost analytic extensions of \( C^\infty(\mathbb{R}) \) functions that we need to establish the weighted Mourre estimate.
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2. Preliminaries

2.1. Regularity. We consider two self-adjoint operators \( T \) and \( A \) acting in some complex Hilbert space \( \mathcal{H} \), and for the purpose of the overview \( T \) will be bounded. Given \( k \in \mathbb{N} \), we say that \( T \) is of class \( \mathcal{C}^k(\mathbb{A}) \), and write \( H \in \mathcal{C}^k(\mathbb{A}) \) if the map

\[
\mathbb{R} \ni t \mapsto e^{itA}T e^{-itA} u \in \mathcal{H}
\]

has the usual \( \mathcal{C}^k(\mathbb{R}) \) regularity for every \( u \in \mathcal{H} \). Let \( \mathcal{I} \) be an open interval of \( \mathbb{R} \). We say that \( T \) is locally of class \( \mathcal{C}^k(\mathcal{I}) \) on \( \mathcal{I} \), and write \( T \in \mathcal{C}^k_\mathcal{I}(\mathbb{A}) \), if for all \( \varphi \in \mathcal{C}^\infty(\mathbb{R}) \) with support in \( \mathcal{I} \), \( \varphi(T) \in \mathcal{C}^k(\mathbb{A}) \). The form \( [T,A] \) is defined on \( \mathcal{D}(A) \times \mathcal{D}(A) \) by

\[
\langle u, [T,A]v \rangle := \langle Tu, Av \rangle - \langle Au, Tv \rangle.
\]

We recall the following result of [ABG, p. 250]:

**Proposition 2.1.** Let \( T \in \mathcal{B}(\mathcal{H}) \), the bounded operators on \( \mathcal{H} \). The following are equivalent:

1. \( T \in \mathcal{C}^1(\mathbb{A}) \).
2. The form \( [T,A] \) extends to a bounded form on \( \mathcal{H} \times \mathcal{H} \) defining a bounded operator denoted by \( \text{ad}_A^1(T) := [T,A]_\mathcal{C} \).
3. \( T \) preserves \( \mathcal{D}(A) \) and the operator \( TA - AT \), defined on \( \mathcal{D}(A) \), extends to a bounded operator.

Consequently, \( T \in \mathcal{C}^k(\mathbb{A}) \) if and only if the iterated commutators \( \text{ad}_A^p(T) := [\text{ad}_A^{p-1}(T),A]_\mathcal{C} \) are bounded for \( 1 \leq p \leq k \). We recall a general Lemma which can found in [GGM, section 2]:

**Lemma 2.2.** The class \( \mathcal{C}^1(\mathbb{A}) \) is a *-algebra, that is, for \( T_1, T_2 \in \mathcal{C}^1(\mathbb{A}) \) we have:

1. \( T_1 + T_2 \in \mathcal{C}^1(\mathbb{A}) \) and \( [T_1 + T_2,A]_\mathcal{C} = [T_1,A]_\mathcal{C} + [T_2,A]_\mathcal{C} \).
2. \( T_1 T_2 \in \mathcal{C}^1(\mathbb{A}) \) and \( [T_1 T_2,A]_\mathcal{C} = T_1 [T_2,A]_\mathcal{C} + [T_1,A]_\mathcal{C} T_2 \).
3. \( T_1^* \in \mathcal{C}^1(\mathbb{A}) \) and \( [T_1^*,A]_\mathcal{C} = [T_1,A]_\mathcal{C}^* \).

Finally we will also need the following result from [GJ1]:

**Proposition 2.3.** For \( u, v \in \mathcal{D}(A) \), the rank one operator \( |u\rangle \langle v| : w \mapsto \langle v,w \rangle u \) is of class \( \mathcal{C}^1(\mathbb{A}) \).
2.2. The scale of the different classes. Let us introduce other classes inside \( C^1(A) \). We say that \( T \in C^{1,\text{us}}(A) \) if the map

\[
\mathbb{R} \ni t \mapsto e^{itA}Te^{-itA} \in \mathcal{B}(\mathcal{H})
\]

has the usual \( C^1(\mathbb{R}) \) regularity. Note the difference with definition (2.1). We say that \( T \in C^{1,1}(A) \) if

\[
\int_0^1 \|[T, e^{itA}]_c e^{itA}\|^{-2}dt < \infty.
\]

Finally we say that \( T \in C^{1+0}(A) \) if \( T \in C^1(A) \) and

\[
\int_{-1}^1 \|e^{itA}[T, A]_c e^{-itA}\|^{-1}dt < \infty.
\]

It turns out that

\[
C^2(A) \subset C^{1+0}(A) \subset C^{1,1}(A) \subset C^{1,\text{us}}(A) \subset C^1(A).
\]

The local classes are defined in the obvious way: \( T \in C^1_T(A) \) if, for all \( \varphi \in C^\infty_c(I), \varphi(T) \in C^1(A) \).

In [Sa], the LAP is obtained on compact subintervals of \( I \) when \( H \in C^{1+0}_T(A) \), while in [ABG, section 7.B], it is obtained for \( H \in C^{1,1}(A) \) and this class is shown to be optimal among the global classes in the framework.

2.3. The Mourre estimate and the LAP. Let \( I, J \) be open intervals with \( \overline{I} \subset J \), and assume \( T \in C^1_J(A) \). We say that the **Mourre estimate** holds for \( T \) on \( I \) if there exist a finite \( c > 0 \) and a compact operator \( K \) such that

\[
E_I(T)[T, iA], E_I(T) \geq c \cdot E_I(T) + K
\]

in the form sense on \( \mathcal{D}(A) \times \mathcal{D}(A) \). We say that the **strict Mourre estimate** holds for \( T \) on \( I \) if (2.7) holds with \( K = 0 \). Assuming \( \overline{I} \subset J \) and \( T \in C^1_J(A) \), there are finitely many eigenvalues of \( T \) in \( I \) and they are of finite multiplicity when \( K \neq 0 \); whereas \( T \) has no eigenvalues in \( I \) when \( K = 0 \). This is a direct and easy consequence of the Virial Theorem ([Sa], [ABG, Proposition 7.2.10]). Recent variations of classical Mourre theory make use of a **weighted Mourre estimate**

\[
E_I(T)[T, i\varphi(A)], E_I(T) \geq E_I(T)\langle A \rangle^{-s}(c + K)\langle A \rangle^{-s}E_I(T)
\]

where \( 0 < c < \infty, s > 1/2 \) and \( \varphi \) is some function in \( B_b(\mathbb{R}) \), the bounded Borel functions. This type of estimate appears in [G] and [GJ2]. Recall that \( P \) is the orthogonal projection onto the pure point spectral subspace of \( H \), and \( P^\perp := 1 - P \). We now quote the essential criterion established in [GJ2] that we will need to prove the LAP for \( H \) as defined in (1.1).

**Theorem 2.4.** [GJ2] Let \( I \) be an open interval, and assume that \( P^\perp \theta(T) \in C^1(A) \) for all \( \theta \in C^\infty_c(I) \). Assume the existence of an \( s_0 \in (1/2, 1] \) with the following property: for any \( s \in (1/2, s_0] \), there exist a finite \( c > 0 \) and a compact operator \( K \) such that for all \( R \gg 1 \), there exists \( \psi_R \in B_b(\mathbb{R}) \) so that the following projected weighted Mourre estimate

\[
P^\perp E_I(T)[T, i\varphi_R(A/R)], E_I(T)P^\perp \geq P^\perp E_I(T)\langle A/R \rangle^{-s}(c + K)\langle A/R \rangle^{-s}E_I(T)P^\perp
\]

holds. Then for all \( s > 1/2 \) and compact \( I' \) with \( \overline{I'} \subset I \), the reduced LAP (1.13) for \( T \) holds with respect to \( (I', s, A) \).
3. The One-Dimensional Case

We begin with the study of the one-dimensional operator. We write the Laplacian in terms of the shift operators defined in (1.6): \( \Delta = 2 - (S^* + S) \). Note that \([S, \Delta]_0 = [S^*, \Delta]_0 = 0\). Recall that \( A \) is the conjugate operator to \( H \) introduced in (1.9). It is the closure of the operator:

\[
A_0 := -i (2^{-1}(S^* + S) + N(S^* - S)) = i (2^{-1}(S^* + S) - (S^* - S)N), \quad D(A_0) = \ell_0(\mathbb{Z}).
\]

The domain of \( A \) has been explicitly shown to be \( D(A) = D(N(S^* - S)) \) and this operator has been shown to be self-adjoint (cf. [GGGo]). Moreover \( A \) is unitarily equivalent to the self-adjoint realization of the operator

\[
A_F := \sin(\Delta) \frac{d}{d\xi} + i \frac{d}{d\xi} \sin(\xi), \quad D(A_F) := \{ f \in L^2([-\pi, \pi], d\xi) : A_F f \in L^2([-\pi, \pi], d\xi) \}.
\]

3.1. \( C^1(A) \) Regularity. We now show that \( H \) and \( H' \) are of class \( C^1(A) \).

\begin{proposition}
The form \( [\Delta, iA] \) extends to a bounded form denoted \( [\Delta, iA]_0 \) and

\[
[\Delta, iA]_0 = \Delta(4 - \Delta).
\]

Furthermore \( \Delta \) is of class \( C^\infty(A) \).
\end{proposition}

\begin{proof}
A straightforward and well-known computation shows that \( \langle u, [\Delta, iA]v \rangle = \langle u, \Delta(4 - \Delta)v \rangle \) for all \( u, v \in \ell_0(\mathbb{Z}) \). Thus \([\Delta, iA]\) extends to a bounded form and we have (3.2). Using induction and applying Lemma 2.2 shows that \( \text{ad}^k_\Delta(\Delta) \) is a polynomial of degree \( k + 1 \) in \( \Delta \).

For future reference when we deal with the multi-dimensional case, let us introduce the following function \( \vartheta^A_T : \mathbb{R} \to (-\infty, +\infty] \) defined for a pair of self-adjoint operators \( T \) and \( A \):

\[
\vartheta^A_T(E) := \sup \{ a \in \mathbb{R} : \exists \varepsilon > 0 \text{ such that } E_{T(E;\varepsilon)}(T)[T, iA]_0 E_{T(E;\varepsilon)}(T) \geq a \cdot E_{T(E;\varepsilon)}(T) \}.
\]

Here \( T(E;\varepsilon) \) is the open interval of radius \( \varepsilon > 0 \) centered at \( E \in \mathbb{R} \). It is known for example that \( \vartheta^A_T \) is lower semicontinuous and \( \vartheta^A_T(E) < \infty \) if and only if \( E \in \sigma(T) \). For more properties of this function, see [ABG, chapter 7]. As a consequence of (3.2), we have for \( E \in (0, 4) \):

\[
\vartheta^A_T(E) = E(4 - E).
\]

Define the bounded operators

\[
K_W := 2^{-1}W(S^* + S) + 2^{-1}(S^* + S)W, \quad B_W := UW(S^* - S) - (S^* - S)\tilde{W}U,
\]

where \( \tilde{W} \) is the operator \((\tilde{W}u)(n) := q \sin(\kappa n)u(n) \) and \( U \) is the operator \((Uu)(n) := \delta_{2\mathbb{Z}\setminus\{0\}}(n)\text{sign}(n)u(n) \). A simple calculation shows that for all \( u, v \in \ell_0(\mathbb{Z}) \),

\[
\langle u, [W, iA]v \rangle = \langle u, Kwv \rangle + \langle u, B_Wv \rangle.
\]

We also investigate the form \([W', iA] \). Define the bounded operators

\[
K_{W'} := 2^{-1}W'(S^* + S) + 2^{-1}(S^* + S)W', \quad B_{W'} := \tilde{W}(S^* - S) - (S^* - S)\tilde{W}.
\]

A straightforward computation shows that for all \( u, v \in \ell_0(\mathbb{Z}) \),

\[
\langle u, [W', iA]v \rangle = \langle u, K_{W'}v \rangle + \langle u, B_{W'}v \rangle.
\]

Hence both \([W, iA] \) and \([W', iA] \) extend to bounded forms and we have

\[
[W, iA]_0 = K_W + B_W, \quad [W', iA]_0 = K_{W'} + B_{W'}.
\]

Note that \( K_W \) and \( K_{W'} \) are compact, while \( B_W \) and \( B_{W'} \) are bounded (but not compact by Proposition 3.3). Finally, we turn to the form \([V, iA] \). For \( u \in \ell_0(\mathbb{Z}) \) we have

\[
((VA - AV)u)(n) = i(n - 2^{-1})(V(n) - V(n - 1))u(n - 1) + i(n - 2^{-1})(V(n) - V(n + 1))u(n + 1).
\]
Therefore in the form sense, we have for \( u, v \in \ell_0(\mathbb{Z}) \),
\[
\langle u, [V, iA]v \rangle = - \langle u, ((N - 2^{-1})(V - \tau V)S + (N - 2^{-1})(V - \tau^*V)S^*)v \rangle.
\]
By hypothesis (1.8), we see that \([V, iA]\) can be extended to a bounded form, and that \([V, iA]_0\) is a compact operator. The above discussion leads to:

**Proposition 3.2.** \( H = \Delta + W + V \) and \( H' = \Delta + W' + V \) are of class \( C^1(A) \).

We now explain why the usual Mourre theory with conjugate operator \( A \) cannot be applied. We have proved that \( H \in C^1(A) \), however in order to apply the standard Mourre theory, one typically has to prove that \( H \) is in a better class of regularity w.r.t. \( A \). As mentioned previously, the existing standard theory in [ABG] is optimal for the class \( C^{1,1}(A) \). However, we are not dealing with potentials in this class as shown in the following Proposition. The same phenomenon occurs in the case of the continuous Schrödinger operator (cf. [GJ2]).

**Proposition 3.3.** \( H \) and \( H' \) are not of class \( C^{1,\alpha}(A) \).

**Proof.** We stick with \( H \) as the same proof works for \( H' \). Since \( \Delta \in C^\infty(A) \), we have \( \Delta \in C^{1,\alpha}(A) \). Let us assume by contradiction that \( H \in C^{1,\alpha}(A) \). Then \( H - \Delta \in C^{1,\alpha}(A) \). In particular
\[
\lim_{t \to 0} \left[ e^{-itA}(H - \Delta)e^{itA} - (H - \Delta) \right] t^{-1} = \left[ (H - \Delta), iA \right]_0 = \left[ (W + V), iA \right],
\]
is a compact operator as the norm limit of compact operators. As explained before, \([V, iA]_0\) is compact, and \([W, iA]_0\) is the sum of the compact operator \( K_W \) and the bounded operator \( B_W \). We show that \( B_W \) is not compact, and this will be our contradiction. Consider the sequence \( (\delta_j)_{j \geq 2} \) of unit vectors in \( \ell^2(\mathbb{Z}) \) satisfying \( (\delta_j)(n) = \delta_{jn} \). Then
\[
B_W \delta_j = q(\sin(k(j - 1)) - \sin(kj)) \delta_{j-1} - q(\sin(k(j + 1)) - \sin(kj)) \delta_{j+1}.
\]
For this operator to be compact, we require
\[
0 = \lim_{j \to \infty} \left| q(\sin(k(j - 1)) - \sin(kj)) \right| + \left| q(\sin(k(j + 1)) - \sin(kj)) \right|
\]
\[
= \lim_{j \to \infty} 2 |q||\cos(kj - k/2)||\sin(k/2)| + 2 |q||\cos(kj + k/2)||\sin(k/2)|.
\]
As \( j \to \infty \), we would need \( kj - k/2 \to \pi/2 \) (mod \( \pi \)) and \( kj + k/2 \to \pi/2 \) (mod \( \pi \)), but this is not possible precisely because \( k \notin \pi\mathbb{Z} \). \( \square \)

### 3.2. Classical Mourre Theory.

In this section we derive the classical Mourre estimate (2.7) for the one-dimensional Schrödinger operator \( H \). From the previous section, we know that \([V, iA]_0\) is compact and that \([W, iA]_0 = K_W + B_W\), with \( K_W \) compact but \( B_W \) just bounded. Therefore, in order to derive the Mourre estimate, what really remains to show is that \( E_I(\Delta)B_W E_I(\Delta) \) is compact for some well-chosen \( I \subset (0, 4) \). We show precisely:

**Lemma 3.4.** Recall that \( E_{\pm}(k) := 2 \pm 2 \cos(k/2) \). Let \( E \in [0, 4] \setminus \{ E_{\pm}(k) \} \). Then there exists \( \epsilon(E) > 0 \) such that for all \( \theta \in C^\infty_c(\mathbb{R}) \) supported on \( I := (E - \epsilon, E + \epsilon) \), \( \theta(\Delta) \tilde{W} \theta(\Delta) = 0 \). Thus \( \theta(\Delta)B_W \theta(\Delta) = 0 \) and \( \theta(\Delta)B_W \theta(\Delta) \) is compact.

The proof of this Lemma is deferred to the end of this section, but note that the last part of the Lemma is easy, since if \( \theta(\Delta) \tilde{W} \theta(\Delta) = 0 \), then
\[
\theta(\Delta)B_W \theta(\Delta) = \theta(\Delta)\tilde{W} \theta(\Delta)(S^* - S) - (S^* - S)\theta(\Delta)\tilde{W} \theta(\Delta) = 0.
\]
Commuting \( U \) with \( \Delta \) produces a finite rank, hence compact operator by (3.9), so \( \theta(\Delta)B_W \theta(\Delta) \) is compact. The classical Mourre estimate for \( H \) and \( H' \) is easily deduced:

**Proposition 3.5.** For every \( E \in (0, 4] \setminus \{ E_{\pm}(k) \} \), there is an open interval \( I \) containing \( E \) such that the Mourre estimate (2.7) holds for \( H \) and \( H' \). In particular, the number of eigenvalues of \( H \) and \( H' \) in \( I \) are finite and they are of finite multiplicity.
Proof. For \( E \in (0,4)\setminus \{E_\pm(k)\} \), let \( \theta \in C^\infty_c(\mathbb{R}) \) be as in Lemma 3.4, with \( \text{supp}(\theta) = I \). By the resolvent identity, \( \Omega := \theta(H) - \theta(\Delta) \) is compact. We have for some operator \( K \):

\[
\theta(H)[H, iA]_c \theta(H) = \theta(\Delta)[H, iA]_c \theta(\Delta) + \Omega[H, iA]_c \theta(H) + \theta(\Delta)[H, iA]_c \Omega
\]

\[
= \theta(\Delta) \Delta(4 - \Delta) \theta(\Delta) + K.
\]

By functional calculus, \( \theta(\Delta) \Delta(4 - \Delta) \theta(\Delta) \geq c \theta^2(\Delta) \), \( c := \min_{x \in I} x(4 - x) \). Thus

\[
\theta(H)[H, iA]_c \theta(H) \geq c \theta^2(H) + K + c(\theta^2(\Delta) - \theta^2(\Delta)).
\]

For all open intervals \( I' \) with \( I' \subset I \), we obtain the Mourre estimate when applying \( E_{I'}(H) \) to either sides of the last inequality.

We now show that compactness of \( E_{I'}(H) B_W E_{I'}(H) \) is not possible for all intervals \( I \) centered about \( E_\pm(k) \). Thanks to the relations

\[
S^* U = US^* + \delta_{[0]} S^* + \delta_{[-1]} S^*, \quad \text{and} \quad SU = US - \delta_{[0]} S - \delta_{[1]} S,
\]

one shows that

\[
\theta(\Delta) B_W \theta(\Delta) = U \theta(\Delta) \left( \tilde{W}(S^* - S) - (S^* - S) \tilde{W} \right) \theta(\Delta) + \text{compact}.
\]

Proposition 3.6. Fix \( E \in \{E_\pm(k)\} \). For all \( \theta \in C^\infty_c(\mathbb{R}) \) with \( \text{supp}(\theta) \ni E \), \( \theta(\Delta) B_W \theta(\Delta) \) and \( \theta(\Delta) B_W \theta(\Delta) \) are not compact.

Proof. We show that \( Q := \theta(\Delta) [\tilde{W}(S^* - S) - (S^* - S) \tilde{W}] \theta(\Delta) = \theta(\Delta) B_W \theta(\Delta) \) is not compact for all \( \theta \) supported about \( E_\pm(k) \). Applying \( U \) to this operator does not make the product any more compact, and so the result will follow by (3.10). In Fourier space, \( Q \) becomes

\[
\theta(2 - 2 \cos(\cdot)) ([q(T_k - T_{-k})/2i][-2i \sin(\cdot)] - [-2i \sin(\cdot)] q(T_k - T_{-k})/2i) \theta(2 - 2 \cos(\cdot)).
\]

Here \( T_k \) is the operator of translation by \( k \). It is not hard to see that if \( \phi \) solves

\[
2 - 2 \cos(\phi) = 2 - 2 \cos(\phi + k), \quad \text{or} \quad 2 - 2 \cos(\phi) = 2 - 2 \cos(\phi - k)
\]

then it is possible to construct a sequence of \( \langle \delta \rangle \) functions \( f_n \) supported in a neighborhood of \( \phi \) converging weakly to zero, but \( \|f_n\|_2 = 1 \). The solutions to the previous equations are \( \phi = k/2, \pi - k/2 \) for the first, and \( \phi = -k/2, \pi + k/2 \) for the second. Either way, we retrieve the threshold energies \( E_\pm(k) = 2 \pm 2 \cos(k/2) \).

The rest of the section is devoted to proving Lemma 3.4. For future reference for the multi-dimensional case, what follows is done in \( d \) dimensions. Let \( k \in \mathcal{T} := \mathbb{R} \setminus \pi \mathbb{Z} \) (mod 2\( \pi \)), and let \( T_k \) be the multiplication operator on \( L^2(\mathbb{Z}^d) \) given by \( (T_k u)(n) := e^{i(kn_1 + \ldots + kn_d)} u(n) \). Then \( T_k \) corresponds to a translation in the Fourier space of 2\( \pi \)-periodic functions by \( k \) in each direction, that is, \( (F T_k F^{-1} f)(\xi) = f(\xi + k) \) (see (1.4) for the definition of the Fourier transform). We analyze how \( \Delta \) and \( T_k \) commute. We have:

\[
(F T_k \Delta F^{-1} f)(\xi) = f(\xi + k) \sum_{i=1}^d \left[ 2 - 2 \cos(\xi_i) \right]
\]

\[
= f(\xi + k) \sum_{i=1}^d \left[ 2 - 2 \cos(k) \cos(\xi_i) - 2 \sin(k) \sqrt{1 - \cos^2(\xi_i)} (2\lfloor [0,\pi] \rfloor (\xi_i) - 1) \right].
\]

Denote by \( \tilde{1}_{[0,\pi],i} \) the operator on \( L^2(\mathbb{Z}^d) \) satisfying \( (F \tilde{1}_{[0,\pi],i} F^{-1} f)(\xi) = \tilde{1}_{[0,\pi]}(\xi_i) f(\xi) \). Note that \( \tilde{1}_{[0,\pi],i} \) is a bounded self-adjoint operator with spectrum \( \sigma(\tilde{1}_{[0,\pi],i}) = \text{ess ran} \ (\tilde{1}_{[0,\pi]}(\xi_i)) = \{0,1\} \). Moreover \( \tilde{1}_{[0,\pi],i} \) commutes with \( \tilde{1}_{[0,\pi],j} \) and \( \Delta_j \) for all \( 1 \leq i, j \leq d \). Here \( \Delta_j \) is the Laplacian
restricted to the $j^{th}$ dimension: $(F \Delta_j F^{-1} f)(\xi) = f(\xi)(2 - 2\cos(\xi_j))$ and $\sigma(\Delta_j) = [0, 4]$. For fixed $k \in \mathcal{T}$, define the function $g_k$ for $(x, y) \in [0, 4] \times \{0, 1\}$ by
\[
g_k(x, y) := 2 + (x - 2)\cos(k) - \sin(k)\sqrt{x(4 - x)}(2y - 1)
\]
and the bounded self-adjoint operators on $\ell^2(\mathbb{Z}^d)$,
\[
g_k(\Delta_i, \tilde{\mathbb{I}}_{[0, \pi], i}) := 2 + (\Delta_i - 2)\cos(k) - \sin(k)\sqrt{\Delta_i(4 - \Delta_i)(2\tilde{\mathbb{I}}_{[0, \pi], i} - 1)}.
\]
Then (3.13) provides us with the following key relation:
\[
T_k \Delta = \left( \sum_{i=1}^{d} g_k(\Delta_i, \tilde{\mathbb{I}}_{[0, \pi], i}) \right) T_k.
\]
In particular, for all $z \in \mathbb{C}\setminus\mathbb{R}$,
\[
T_k(z - \Delta)^{-1} = \left( z - \sum_{i=1}^{d} g_k(\Delta_i, \tilde{\mathbb{I}}_{[0, \pi], i}) \right)^{-1} T_k.
\]
For $\theta \in C_c^\infty(\mathbb{R})$, the Helffer-Sjöstrand formula yields
\[
\theta \left( \sum_{i=1}^{d} g_k(\Delta_i, \tilde{\mathbb{I}}_{[0, \pi], i}) \right) = \frac{i}{2\pi} \int_{\mathbb{C}} \hat{\theta}(\xi) \left( z - \sum_{i=1}^{d} g_k(\Delta_i, \tilde{\mathbb{I}}_{[0, \pi], i}) \right)^{-1} dz \wedge d\bar{z}.
\]
Hence we have derived the following formula:
\[
(3.15) \quad T_k \theta(\Delta) = \theta \left( \sum_{i=1}^{d} g_k(\Delta_i, \tilde{\mathbb{I}}_{[0, \pi], i}) \right) T_k.
\]
Since $\{\Delta_i, \tilde{\mathbb{I}}_{[0, \pi], i}\}_{i=1}^{d}$ forms a family of $2d$ self-adjoint commuting operators, we may apply the functional calculus for such operators. We are now ready to prove Lemma 3.4.

Proof of Lemma 3.4. We apply (3.15) with $d = 1$ and get
\[
\theta(\Delta) \hat{W} \theta(\Delta) = \theta(\Delta) \theta(g_k(\Delta, \tilde{\mathbb{I}}_{[0, \pi]})) q T_k/(2i) - \theta(\Delta) \theta(g_{2\pi - k}(\Delta, \tilde{\mathbb{I}}_{[0, \pi]})) q T_{2\pi - k}/(2i).
\]
We show that for all $k \in \mathcal{T}$, one may choose $\theta$ appropriately so that $\theta(\Delta) \theta(g_k(\Delta, \tilde{\mathbb{I}}_{[0, \pi]})) = 0$.
Also, as will be seen shortly, we will have $\theta(\Delta) \theta(g_k(\Delta, \tilde{\mathbb{I}}_{[0, \pi]})) = 0$ if $\theta(\Delta) \theta(g_{2\pi - k}(\Delta, \tilde{\mathbb{I}}_{[0, \pi]})) = 0$.
We appeal to the functional calculus for two self-adjoint commuting operators. Consider the function $g_k(x, y)$ of (3.14) defined for $(x, y) \in \sigma(\Delta) \times \sigma(\tilde{\mathbb{I}}_{[0, \pi]}) = [0, 4] \times \{0, 1\}$. We show that for all $E \in [0, 4]\setminus\{E_{\pm}(k)\}$, there exists $\epsilon(E) > 0$ such that for the interval $\mathcal{I} := (E - \epsilon, E + \epsilon)$,
\[
(3.16) \quad \mathcal{I} \cap \{g_k(x, y) : x \in \mathcal{I}, y \in \{0, 1\}\} = \emptyset.
\]
In this way if $\text{supp}(\theta) = \mathcal{I}$, then we will have $\theta(x) \theta(g_k(x, y)) = 0$ as required. Set
\[
(3.17) \quad \mathcal{E}(k) := \{E \in [0, 4] : \text{there exists } y \in \{0, 1\} \text{ such that } E = g_k(E, y)\}.
\]
Clearly if $E \in \mathcal{E}(k)$, then (3.16) does not hold at $E$. To simplify the analysis, we let
\[
(3.18) \quad g_{k;\pm}(x) := 2 + (x - 2)\cos(k) \pm \sin(k)\sqrt{x(4 - x)} \quad \text{and} \quad h_{k;\pm}(x) := g_{k;\pm}(x) - x.
\]
Notice that $h_{k;\pm}(E_{\pm}(k)) = 0$, and so $E_{\pm}(k) \in \mathcal{E}(k)$. To show that $\mathcal{E}(k) = \{E_-(k), E_+(k)\}$, it is equivalent to show that these are the only roots of $h_{k;\pm}$. Because of the symmetry relations
\[
(3.19) \quad g_{k;+}(x) = 4 - g_{k;-}(4 - x) \quad \text{and} \quad h_{k;+}(x) = -h_{k;-}(4 - x),
\]
we may focus our analysis on $g_{k;-}$ and $h_{k;-}$. Define $\alpha(k) := (\cos(k) - 1)(\sin(k))^{-1}$. The equation
\[
h_{k;-}^2(x) = (\cos(k) - 1) - \sin(k)(-x + 2)(x(4 - x))^{-1/2} = 0
\]
Depending on $g$ and $E$, and $3.19$ we summarize the relevant details in Tables 1, 2, 3 and 4. We are ready to complete the proof.

Case $k \in (0, \pi)$, $y = 0$: Depending on $E \in [0, 4] \setminus \{E_-(k)\}$, we show that there exists an interval $\mathcal{I} \ni E$ such that one of the two following hold:

\begin{align}
(3.20) & \quad \mathcal{I} < g_{k_-}(\mathcal{I}), \\
(3.21) & \quad \mathcal{I} > g_{k_-}(\mathcal{I}).
\end{align}

(A) For $E \in [0, E_-(k))$, there is $\epsilon > 0$ such that $E + \epsilon < g_{k_-}(E + \epsilon)$. Thus (3.20) holds for $\mathcal{I} = (E - \epsilon, E + \epsilon)$. (B) For $E \in (E_-(k), \lambda_-(k))$, there is $\epsilon > 0$ such that $g_{k_-}(E - \epsilon) < E - \epsilon$. Thus (3.21) holds for $\mathcal{I} = (E - \epsilon, E + \epsilon)$. (C) For $E = \lambda_-(k)$, there is $\epsilon_1 > 0$ such that $g_{k_-}(\lambda_-(k) - \epsilon_1) <
We denote \( \lambda_-(k) = \lambda(k) - \epsilon_1 \). Thus \([0, g_{k; -}(\lambda_-(k) - \epsilon_1)] = g_{k; -}([\lambda_-(k) - \epsilon_1, \lambda_-(k)]) < [\lambda_-(k) - \epsilon_1, \lambda_-(k)]\). By continuity of \( g_{k; -} \) there is \( \epsilon_2 > 0 \) such that \( g_{k; -}([\lambda_-(k), \lambda_-(k) + \epsilon_2]) = [0, g_{k; -}(\lambda_-(k) + \epsilon_2)] \subseteq [0, g_{k; -}(\lambda_-(k) - \epsilon_1)] \). Thus (3.21) holds for \( \mathcal{I} = (\lambda_-(k) - \epsilon_1, \lambda_-(k) + \epsilon_2) \). (D) Finally for \( E \in (\lambda_-(k), 4] \), there is \( \epsilon > 0 \) such that \( h_{k; -}(t) < -2\epsilon \) for all \( t \in [E - \epsilon, E + \epsilon] \), and so \( g_{k; -}(E + \epsilon) < E - \epsilon \). Thus (3.21) holds for \( \mathcal{I} = (E - \epsilon, E + \epsilon) \).

Case \( k \in (0, \pi) \), \( y = 1 \): We denote \( \lambda_+(k) = 4 - \lambda_-(k) \) the location of the extremum of \( g_{k; +} \).

Depending on \( E \in [0, 4) \setminus \{E_+(k)\} \), one proceeds in the same fashion as before to show that there exists an interval \( \mathcal{I} \ni E \) such that one of the two following hold:

\[
\begin{align*}
\mathcal{I} &< g_{k; +}(\mathcal{I}) , \\
\mathcal{I} &> g_{k; +}(\mathcal{I}) .
\end{align*}
\]

The case of \( k \in (\pi, 2\pi) \) is also covered because \( g_{(2\pi - k); +}(x) = g_{k; -}(x) \) for all \( k \in \mathcal{T} \). \( \square \)

| \( k \) | \( \lambda_-(k) \) | \( E_-(k) \) | \( g_{k; -}''(x) = h_{k; -}''(x) \) |
|---|---|---|---|
| \( \in (0, \pi/2] \) | \( = 2 - 2 \cos(k) \) | \( = 2 - 2 \cos(k/2) \) | \( E_-(k) < \lambda_-(k) \) |
| \( \in (\pi/2, \pi) \) | \( = 2 - 2 \cos(k) \) | \( = 2 - 2 \cos(k/2) \) | \( E_-(k) < \lambda_-(k) \) |
| \( \in (\pi, 3\pi/2) \) | \( = 2 + 2 \cos(k) \) | \( = 2 - 2 \cos(k/2) \) | \( \lambda_-(k) < E_-(k) \) |
| \( \in [3\pi/2, 2\pi) \) | \( = 2 + 2 \cos(k) \) | \( = 2 - 2 \cos(k/2) \) | \( \lambda_-(k) < E_-(k) \) |

Table 3. Analysis of \( g_{k; -} \) and \( h_{k; -} \) for different values of \( k \)

| \( x \) | 0 | \( E_-(k) \) | \( \lambda_-(k) \) | 4 | \( x \) | 0 | \( E_+(k) \) | \( \lambda_+(k) \) | 4 |
|---|---|---|---|---|---|---|---|---|---|
| \( g_{k; -}(x) \) | \( \downarrow \) | 4 \( \downarrow \) | \( \downarrow \) | \( g_{k; -}(x) \) | \( \downarrow \) | \( \downarrow \) | 0 \( \uparrow \) |
| \( h_{k; -}(x) \) | + | + | 0 | - | \( h_{k; +}(x) \) | + | 0 | - | - |

Table 4. Variations of \( g_{k; -} \) and sign of \( h_{k; +} \) for \( k \in (0, \pi) \) (left) and \( k \in (\pi, 2\pi) \) (right)
4. The Multi-dimensional Case

We introduce the tensor product notation. The position space is the Hilbert space \( \mathcal{H} = \ell^2(\mathbb{Z}^d) \approx \otimes_{i=1}^d \ell^2(\mathbb{Z}) \). The \( d \)-dimensional Laplacian is equivalent to
\[
\Delta \approx \Delta_1 \otimes 1 \otimes \ldots \otimes 1 + 1 \otimes \Delta_2 \otimes \ldots \otimes 1 + \ldots + 1 \otimes \ldots \otimes 1 \otimes \Delta_d
\]
where the \( \Delta_i \) are copies of the one-dimensional Laplacian. The potentials \( W \) and \( V \) cannot be written explicitly in tensor product notation, whereas \( W' \) can. The generator of dilations is
\[
A \approx A_1 \otimes 1 \otimes \ldots \otimes 1 + 1 \otimes A_2 \otimes \ldots \otimes 1 + \ldots + 1 \otimes \ldots \otimes 1 \otimes A_d, \quad \mathcal{D}(A) := \otimes_{i=1}^d \mathcal{D}(A_i)
\]
where the \( A_i \) are copies of the 1d generator of dilations defined as the closure of \((3.1)\). Since the copies \( A_i \) are all self-adjoint, \( A \) is self-adjoint.

4.1. \( \mathcal{C}^1(A) \) Regularity. It is immediate that \([\Delta, iA]\) extends to a bounded form and \([\Delta, iA]_\circ \approx \Delta_1 (4 - \Delta_1) \otimes 1 \ldots \otimes 1 + 1 \otimes \Delta_2 (4 - \Delta_2) \otimes \ldots \otimes 1 + \ldots + 1 \otimes \ldots \otimes 1 \otimes \Delta_d (4 - \Delta_d)\). By induction, we have that \( \Delta \in \mathcal{C}^\infty(\mathcal{A}) \). We turn to the potential \( W \). Define
\[
(\ref{1}) \quad K_W := 2^{-1}W \sum_{i=1}^d (S_i^* + S_i) + 2^{-1} \sum_{i=1}^d (S_i^* + S_i)W,
\]
\[
(\ref{2}) \quad B_W := \sum_{i=1}^d U_i \tilde{W}(S_i^* - S_i) - \sum_{i=1}^d (S_i^* - S_i)\tilde{W}U_i,
\]
where the \( U_i \) are the operators \((U_iu)(n) := n_i |n|^{-1}u(n)\) and \( \tilde{W} \) is the operator \((\tilde{W}u)(n) := q \sin(k(n_1 + \ldots + n_d))u(n)\). We have that for all \( u, v \in \ell_0(\mathbb{Z}^d)\),
\[
\langle u, [W, iA]v \rangle = \langle u, K_Wv \rangle + \langle u, B_Wv \rangle.
\]
Thus \([W, iA]\) extends to a bounded operator and \([W, iA]_\circ = K_W + B_W\). For the potential \( W' \),
\[
[W', iA]_\circ \approx [W'_1, iA_1]_\circ \otimes W_2' \otimes \ldots \otimes W_d' + W'_1 \otimes [W_2', iA_2]_\circ \otimes \ldots \otimes W_d'
\]
\[
+ \ldots + W'_1 \otimes \ldots \otimes W_{d-1}' \otimes [W_d', iA_d]_\circ
\]
\[
:= K_{W'} + B_{W'},
\]
where
\[
(\ref{3}) \quad K_{W'} := K_{W'_1} \otimes W_2' \otimes \ldots \otimes W_d' + W'_1 \otimes K_{W_2'} \otimes \ldots \otimes W_d' + \ldots + W'_1 \otimes \ldots \otimes W_{d-1}' \otimes K_{W_d'},
\]
\[
(\ref{4}) \quad B_{W'} := B_{W'_1} \otimes W_2' \otimes \ldots \otimes W_d' + W'_1 \otimes B_{W_2'} \otimes \ldots \otimes W_d' + \ldots + W'_1 \otimes \ldots \otimes W_{d-1}' \otimes B_{W_d'},
\]
\[
(\ref{5}) \quad K_{W'_i} = 2^{-1}W'_i(S_i^* + S_i) + 2^{-1}(S_i^* + S_i)W'_i, \quad B_{W'_i} = \tilde{W}'_i(S_i^* - S_i) - (S_i^* - S_i)\tilde{W}'_i.
\]
Here \( W'_i \) and \( \tilde{W}'_i \) are one-dimensional operators defined by \((W'_iu)(n) := q_i \sin(k_in)n^{-1}u(n)\), and \((\tilde{W}'_iu)(n) := q_i \sin(k_in)u(n)\). Note that \( K_W \) and \( K_{W'} \) are compact, while \( B_W \) and \( B_{W'} \) are bounded but not compact by Proposition 4.2. As for the form \([V, iA]\), we have as in \((3.8)\) that for all \( u, v \in \ell_0(\mathbb{Z}^d)\),
\[
(\ref{6}) \quad \langle u, [V, iA]v \rangle = -\sum_{i=1}^d \langle u, [(N_i - 2^{-1})(V - \tau_i V)S_i + (N_i - 2^{-1})(V - \tau_i^* V)S_i^*]v \rangle.
\]

Hypothesis \((1.8)\) allows us to extend \([V, iA]\) into a compact operator. This leads to the following

**Proposition 4.1.** \( H \) and \( H' \) are of class \( \mathcal{C}^1(A) \).

As in the one-dimensional case, we have
Proposition 4.2. $H$ and $H'$ are not of class $C^{1,u}(A)$. 

Proof. As in the proof of Proposition 3.3, one shows that $B_W$ and $B_{W'}$ are not compact. This can be done by considering the sequence $(\delta_j)_{j \geq 2}$ of unit vectors in $\ell^2(\mathbb{Z}^d)$ satisfying $(\delta_j)(n) = \delta_{j;n_1} \delta_{0,n_2} \cdots \delta_{0,n_d}$. This sequence is converging weakly to zero. If $B_{W'}$ was compact, we would require $B_{W'} \delta_j$ to converge strongly to zero, but this would lead to the same contradiction as in Proposition 3.3. As for $B_W$, we commute $U_i$ with $(S_i^+ - S_i)$ to produce a compact and get

$$B_W = \sum_{i=1}^d U_i [\tilde{W}(S_i^+ - S_i) - (S_i^+ - S_i) \tilde{W}] + \text{ compact}.$$

Again, applying this operator to $\delta_j$ and requiring the limit to converge strongly to zero would generate the same contradiction. $\square$

4.2 Classical Mourre Theory. Recall that $\sigma(\Delta) = \sigma(\Delta_1) + \ldots + \sigma(\Delta_d) = [0,4d]$. We would like to identify the sub-intervals of $\sigma(\Delta)$ for which a strict Mourre estimate for $\Delta$ holds. Recall the function $\rho_T^d(E)$ introduced in (3.1). In the setting of the tensor product of two operators we have the standard result [ABG, Theorem 8.3.6]:

$$\rho_T^d(E) = \inf_{E = x_1 + x_2} [\rho_{T_1}^d(x_1) + \rho_{T_2}^d(x_2)],$$

where $T := T_1 \otimes 1 + 1 \otimes T_2$ and $A := A_1 \otimes 1 + 1 \otimes A_2$ are an arbitrary pair of conjugate self-adjoint operators. As a consequence of (3.3), we infer that in the case of $d = 2$, $0 < \rho_T^d(E) < \infty$ if and only if $E \in (0,8) \setminus \{4\}$, so that the strict Mourre estimate for $\Delta$ holds at every point of the spectrum of $\Delta$, except at the critical points $\{0,4,8\}$. If $d > 2$, then a similar formula to (4.7) holds with nested terms. One easily sees that $0 < \rho_T^d(E) < \infty$ if and only if $E \in (0,4d) \setminus \{4j\}_{j=1}^{d-1}$, so that the strict Mourre estimate holds at every point of the spectrum of $\Delta$, except at the critical points $\{4j\}_{j=0}^d$. For the special case of the discrete Laplacian, the classical strict Mourre estimate can be derived without resorting to (4.7) whose proof is somewhat elaborate. We show how this can be done.

We work in two dimensions, but remark that the same setup can be generalized for $d > 2$. Let $\epsilon \in (0,2)$ be given and let $I = (\epsilon,4 - \epsilon)$. By (3.2), we have

$$E_I(\Delta)[\Delta, iA] : E_I(\Delta) \geq \epsilon(4 - \epsilon) E_I(\Delta).$$

The following Proposition converts the one dimensional (optimal) strict Mourre estimate for $\Delta$ into a two dimensional strict Mourre estimate.

Proposition 4.3. For every $\epsilon \in (0,2)$, let $I := (\epsilon,4 - \epsilon)$, or $I := (4 + \epsilon, 8 - \epsilon)$. Then the strict Mourre estimate holds for the two-dimensional Laplacian $\Delta$ on $I$, namely:

$$E_I(\Delta)[\Delta, iA] : E_I(\Delta) \geq \epsilon(4 - \epsilon) E_I(\Delta).$$

Proof. We consider the case $I = (\epsilon,4 - \epsilon)$, as the other case is similar. Note that $\chi_I(x_1 + x_2)$ is supported on the open set $U := \{(x_1,x_2) \in [0,4] \times [0,4]: x_1 + x_2 \in I\}$ which has the form of a trapezoid. We decompose $U$ in four regions, namely $U_{(1,1)} := U \cap [0,\epsilon] \times [0,\epsilon]$, $U_{(1,2)} := U \cap [\epsilon,4-\epsilon] \times [0,\epsilon]$, and $U_{(2,1)} := U \cap [\epsilon,4-\epsilon] \times [\epsilon,4-\epsilon]$. For $n \in \mathbb{N}$ and $(i,j) \in \{1, \ldots, 2^n\} \times \{1, \ldots, 2^n\}$, consider the disjoint intervals of the form

$$I_{1;i;n} := [(i-1)2^{-n}\epsilon, i2^{-n}\epsilon]$$

and $I_{2;j;n} := [\epsilon + (j-1)2^{-n}(4-2\epsilon), \epsilon + j2^{-n}(4-2\epsilon)]$ which satisfy $\cup_{i=1}^{2^n} I_{1;i;n} = [0,\epsilon]$ and $\cup_{j=1}^{2^n} I_{2;j;n} = [\epsilon,4-\epsilon]$. For $\alpha, \beta \in \{1, 2\}$, let

$$F_{\alpha,\beta;n} := \{(i,j) \in \{1, \ldots, 2^n\} \times \{1, \ldots, 2^n\} : I_{\alpha;i;n} \times I_{\beta;j;n} \subset U_{(\alpha,\beta)}\}.$$
Then
\[ \lim_{n \to \infty} \bigcup_{(i,j) \in F_{\alpha, \beta, n}} \mathcal{I}_{\alpha;i:n} \times \mathcal{I}_{\beta;j:n} = U_{(\alpha, \beta)}. \]

In terms of operators, we have
\[ \text{s-lim}_{n \to \infty} \sum_{\alpha, \beta = 1,2} \sum_{(i,j) \in F_{\alpha, \beta, n}} E_{\mathcal{I}_{\alpha;i:n}}(\Delta_1) \otimes E_{\mathcal{I}_{\beta;j:n}}(\Delta_2) = E\Delta. \]

Now, \([\Delta, iA]_\circ = [\Delta_1, iA_1]_\circ \otimes 1 + 1 \otimes [\Delta_2, iA_2]_\circ\), so for fixed \(n\) we calculate:
\[
\begin{align*}
&\left( \sum_{\alpha, \beta} \sum_{(i,j)} E_{\mathcal{I}_{\alpha;i:n}}(\Delta_1) \otimes E_{\mathcal{I}_{\beta;j:n}}(\Delta_2) \right) [\Delta, iA]_\circ \left( \sum_{\alpha', \beta'} \sum_{(i', j')} E_{\mathcal{I}_{\alpha';i':n}}(\Delta_1) \otimes E_{\mathcal{I}_{\beta';j':n}}(\Delta_2) \right) \\
&= \sum_{\alpha, \beta} \sum_{(i,j)} \sum_{\alpha', \beta'} \sum_{(i', j')} E_{\mathcal{I}_{\alpha;i:n}}(\Delta_1) E_{\mathcal{I}_{\beta;j:n}}(\Delta_2) \left[ \Delta_2, iA_2 \right] E_{\mathcal{I}_{\beta';j':n}}(\Delta_2) \\
&\quad + \sum_{\alpha, \beta} \sum_{(i,j)} \sum_{\alpha', \beta'} \sum_{(i', j')} E_{\mathcal{I}_{\alpha;i:n}}(\Delta_1) \left[ \Delta_1, iA_1 \right] E_{\mathcal{I}_{\beta;j:n}}(\Delta_2) \left[ \Delta_2, iA_2 \right] E_{\mathcal{I}_{\beta';j':n}}(\Delta_2) \\
&\gg \sum_{\alpha, \beta} \sum_{(i,j)} \sum_{\alpha', \beta'} \sum_{(i', j')} (c_{\alpha;i:n} + c_{\beta;j:n}) E_{\mathcal{I}_{\alpha;i:n}}(\Delta_1) \otimes E_{\mathcal{I}_{\beta;j:n}}(\Delta_2)
\end{align*}
\]

for some positive constants \(c_{\alpha;i:n}\) and \(c_{\beta;j:n}\) which can possibly be 0 if \(\alpha = 1\) and \(i = 1\) or if \(\beta = 1\) and \(j = 1\). However \(c_{\alpha;i:n}\) and \(c_{\beta;j:n}\) are not independent since \((i, j) \in F_{\alpha, \beta, n}\); in fact \(c_{\alpha;i:n} + c_{\beta;j:n} \geq \epsilon(4 - \epsilon) > 0\) for all \(\alpha, \beta \in \{1, 2\}\) and \((i, j) \in F_{\alpha, \beta, n}\). The case \(\alpha = \beta = 1\) is the least obvious. Consider \(C(x_1, x_2) = x_1(4 - x_1) + x_2(4 - x_2)\) defined for \((x_1, x_2) \in [0, \epsilon) \times [0, \epsilon)\) which represents how \(c_{\alpha;i:n} + c_{\beta;j:n}\) varies. Then \(c_{1;i:n} + c_{1;j:n} \geq C(x_1, \epsilon - x_1) = -2x_1^2 + 2x_1\epsilon - \epsilon^2 + 4\epsilon \geq -\epsilon^2 + 4\epsilon\). The proof is now complete by taking the limit \(n \to \infty\).

We are now working our way towards a classic Mourre estimate (2.7) for the full Schrödinger operator \(H\). As in the one-dimensional case, \([V, iA]_\circ\) is compact, and \([W, iA]_\circ\) is the sum of a compact operator \(K_W\) and a bounded operator \(B_W\) defined by (4.2), so we really only have to show that \(E\Delta B_W E\Delta\) is compact. Let \(k \in \mathcal{T} := \mathbb{R}\setminus\pi \mathbb{Z} \text{ (mod } 2\pi)\).
Proposition 4.4. Let

\[ E(k) := \begin{cases} 
4 - 4 \cos(k/2) & \text{for } k \in (0, \pi) \\
4 + 4 \cos(k/2) & \text{for } k \in (\pi, 2\pi) 
\end{cases} \quad \text{and} \quad \mu(H) := [0, E(k)) \cup (4d - E(k), 4d]. \]

For each \( E \in \mu(H) \) there exists \( \epsilon(E) > 0 \) such that for all \( \theta \in C_c^\infty(\mathbb{R}) \) supported on \( \mathcal{I} := (E - \epsilon, E + \epsilon) \), \( \theta(\Delta)\tilde{W}(\Delta) = 0 \). In particular, \( \theta(\Delta)B_W\theta(\Delta) \) is compact. Consequently, for every \( E \in \mu(H) \), the classical Mourre estimate (2.7) holds for \( H \) on \( \mathcal{T}' \), where \( \overline{\mathcal{T}'} \subset \mathcal{I} \).

**Remark 4.1.** The unitary transformation \( u(n) \mapsto (-1)^{n_1 + \ldots + n_d}u(n) \) for all \( n \in \ell^2(\mathbb{Z}^d) \) shows that \( \Delta \) and \( 4d - \Delta \) are unitarily equivalent, (and likewise for \( H := \Delta + W + V \) and \( 4d - \Delta + W + V \)). Because of this symmetry, showing that \( \theta(\Delta)B_W\theta(\Delta) \) is compact for \( \theta \) supported on \( \mathcal{I} = (E - \epsilon, E + \epsilon) \) and \( E \in [0, E(k)) \) implies it for \( E \in (4d - E(k), 4d] \) (and vice versa). This symmetry is due to the bipartite structure of \( \mathbb{Z}^d \).

**Remark 4.2.** That \( \theta(\Delta)B_W\theta(\Delta) \) is compact and not zero is because commuting \( U_i \) with \( \Delta \) produces a compact operator. Then using the strict Mourre estimate for \( \Delta \) from Proposition 4.3, one derives the Mourre estimate for \( H \) in the same way as in Proposition 3.5.

**Proof.** The strategy is the same as in 1d (cf. Lemma 3.4 for the notation). Thanks to (3.15),

\[ \theta(\Delta)\tilde{W}(\Delta) = \theta(\Delta)\theta \left( \sum_{i=1}^{d} g_k(\Delta_i, \tilde{\mathbb{I}}_{[0,\pi],i}) \right) qT_k/(2i) - \theta(\Delta)\theta \left( \sum_{i=1}^{d} g_{2\pi - k}(\Delta_i, \tilde{\mathbb{I}}_{[0,\pi],i}) \right) qT_{2\pi - k}/(2i), \]

and so it is enough to show that \( \theta(\Delta)\theta \left( \sum_{i=1}^{d} g_k(\Delta_i, \tilde{\mathbb{I}}_{[0,\pi],i}) \right) = 0 \) for \( k \in \mathcal{T} \) and \( \theta \) appropriately chosen. We appeal to the functional calculus for self-adjoint commuting operators. Consider the function \( g_k(x,y) \) of (3.14) defined for \( (x,y) \in \sigma(\Delta_i) \times \sigma(\tilde{\mathbb{I}}_{[0,\pi],i}) = [0,4] \times [0,1] \). We want to find \( \epsilon(E) > 0 \) such that for the interval \( \mathcal{I} := (E - \epsilon, E + \epsilon) \) we have

\[ \mathcal{I} \cap \left\{ \sum_{1 \leq i \leq d} g_k(x_i, y_i) : (x_1, \ldots, x_d) \in R \text{ and } (y_1, \ldots, y_d) \in \{0,1\}^d \right\} = \emptyset \]

where \( R \) is the region defined by \( R := \{(x_1, \ldots, x_d) \in [0,4]^d : x_1 + \ldots + x_d \in \mathcal{I} \} \). In this way if \( \text{supp}(\theta) = \mathcal{I} \), then we will have \( \theta(x_1 + \ldots + x_d)\theta(\sum_{i} g_k(x_i, y_i)) = 0 \) as required. Set

\[ \mathcal{E}_d(k) := \{ E \in [0,4]^d : \text{there exist } (x_1, \ldots, x_d) \in [0,4]^d \text{ and } (y_1, \ldots, y_d) \in \{0,1\}^d \text{ such that } E = x_1 + \ldots + x_d = g_k(x_1, y_1) + \ldots + g_k(x_d, y_d) \}. \]

If \( E \in \mathcal{E}_d(k) \), then (4.12) does not hold at \( E \). Note also that \( \mathcal{E}_d(k) = \mathcal{E}_d(2\pi - k) \). First we work in \( d = 2 \), and extend the result for \( d \geq 3 \) at the very end. To identify the set \( \mathcal{E}_k(2) \), we solve

\[ \mathcal{E}_{k;0} : \ h_{k;0}(x_1) + h_{k;0}(x_2) = 0, \quad \text{for } *, \circ \in \{-, +\}. \]

We denote by \( S_{k;0} \) the solutions to \( \mathcal{E}_{k;0} \) and let \( E_{k;0} := \{x_1 + x_2, (x_1, x_2) \in S_{k;0}\} \). By (3.19), \( (x_1, x_2) \in S_{k;0} \) iff \( (4 - x_1, 4 - x_2) \in S_{k;0} \). By symmetry, \( (x_1, x_2) \in S_{k;0} \) iff \( (x_2, x_1) \in S_{k;0} \). We focus first on \( \mathcal{E}_{k;-.} \). In this case, note that \( (x_1, x_2) \) is a solution iff \( (x_2, x_1) \) is a solution. With the change of variables \( (x_1, x_2) = (2 - 2\cos(\phi), 2 - 2\cos(\varphi)) \), \( (\phi, \varphi) \in [0, \pi]^2 \), \( \mathcal{E}_{k;-.} \) becomes

\[ -2\cos(\phi)(\cos(k - 1) - 2 \sin(k) \sin(\phi) - 2 \cos(\varphi)(\cos(k - 1) - 2 \sin(k) \sin(\varphi) = 0 \]

which reduces to

\[ -8 \sin(k/2) \sin((\phi + \varphi - k)/2) \cos((\phi - \varphi)/2) = 0. \]

Thus \( \phi + \varphi - k/2 = 0 \text{ [mod } \pi] \) or \( \phi - \varphi/2 = \pi/2 \text{ [mod } \pi] \). Considering \( (\phi, \varphi) \in [0, \pi]^2 \) and the cases \( k \in (0, \pi) \) and \( k \in (\pi, 2\pi) \) separately, one can rule out several possibilities. Let \( J_k := [0, k] \)
If $k \in (0, \pi)$, and $J_k := [k - \pi, \pi]$ if $k \in (\pi, 2\pi)$. The valid solutions of the previous equation are 
$(\phi, \varphi) \in \{(0, \pi), (\pi, 0), (\phi, k - \phi), \text{with } \phi \in J_k\}$. The solutions to $\mathcal{E}_{k;+;+}$ are 
$$S_{k;+;+} = \{(0, 4), (4, 0), (2 - 2 \cos(\phi), 2 - 2 \cos(k - \phi)), \phi \in J_k\},$$
Let $f_{k;+;+}(\phi) := 2 - 2 \cos(\phi) + 2 - 2 \cos(k - \phi) = 4 - 4 \cos(k/2) \cos(\phi - k/2)$. Thus
$$\mathcal{E}_2(k) \supseteq E_{k;+;+} = \{4\} \cup f_{k;+;+}(J_k) = \begin{cases} 
\{4\} \cup \{2 - 2 \cos(k/2), 2 - 2 \cos(k)\} & \text{for } k \in (0, \pi) \\
\{4\} \cup \{4 + 4 \cos(k/2), 2 - 2 \cos(k)\} & \text{for } k \in (\pi, 2\pi).
\end{cases}$$

The solutions of $\mathcal{E}_{k;+;+}$ are
$$S_{k;+;+} = \{(0, 4), (4, 0), (2 + 2 \cos(\phi), 2 + 2 \cos(k - \phi)), \phi \in J_k\}.$$ 
Let $f_{k;+;+}(\phi) := 2 + 2 \cos(\phi) + 2 + 2 \cos(k - \phi) = 4 + 4 \cos(k/2) \cos(\phi - k/2)$. Then
$$\mathcal{E}_2(k) \supseteq E_{k;+;+} = \{4\} \cup f_{k;+;+}(J_k) = \begin{cases} 
\{4\} \cup \{4 + 4 \cos(k/2), 2 - 2 \cos(k)\} & \text{for } k \in (0, \pi) \\
\{4\} \cup \{4 + 4 \cos(k/2), 2 - 2 \cos(k)\} & \text{for } k \in (\pi, 2\pi).
\end{cases}$$
We now solve $\mathcal{E}_{k;+;+}$. With the same change of variables as before, this equation becomes

$$8 \sin(k/2) \sin((\varphi - \phi + k)/2) \cos((\varphi + \varphi)/2) = 0.$$ 
Let $J'_k := [k, \pi]$ for $k \in (0, \pi)$ and $J'_k := [0, k - \pi]$ for $k \in (\pi, 2\pi)$. The solutions to this equation are $(\phi, \varphi) \in \{(\phi, \pi - \phi), \text{with } \phi \in [0, \pi), (\phi, \phi - k), \text{with } \phi \in J'_k\}$. Thus 
$$S_{k;+;+} = \{(t, 4 - t), t \in [0, 4], (2 - 2 \cos(\phi), 2 - 2 \cos(k - \phi)), \phi \in J'_k\}.$$ 
Note that $f_{k;+;+}$ is strictly increasing on $J'_k$. Thus
$$\mathcal{E}_2(k) \supseteq E_{k;+;+} = \{4\} \cup f_{k;+;+}(J'_k) = \begin{cases} 
\{4\} \cup \{2 - 2 \cos(k), 6 + 2 \cos(k)\} & \text{for } k \in (0, \pi) \\
\{4\} \cup \{2 - 2 \cos(k), 6 + 2 \cos(k)\} & \text{for } k \in (\pi, 2\pi).
\end{cases}$$
Finally, by symmetry, $E_{k;+;+} = E_{k;+;+}$. Putting together our previous results, we have

$$\mathcal{E}_2(k) = [\lambda_t(k), \lambda_r(k)] = E_{k;+;+} \cup E_{k;+;+} \cup E_{k;+;+} \cup E_{k;+;+}.$$
We now aim to derive (4.12) on $\mathcal{L}_k := [0, E(k))$ for all $k \in \mathcal{T}$. Fix $k \in \mathcal{T}$ and $\lambda \in \mathcal{L}_k$. For $\lambda \in \mathcal{L}_k$ define the function $F_{\lambda,k}$ on $[0, \lambda]$ by

$$F_{\lambda,k}(x) := \begin{cases} h_{k,-}(x) + h_{k,-}(\lambda - x) & \text{for } (\lambda, k) \in \mathcal{M}_k := \mathcal{L}_k \times (0, \pi) \\ h_{k,+}(x) + h_{k,+}(\lambda - x) & \text{for } (\lambda, k) \in \mathcal{N}_k := \mathcal{L}_k \times (\pi, 2\pi) \end{cases}$$

$$= \begin{cases} (\lambda - 4)(\cos(k) - 1) - \sin(k)\sqrt{(4x - x)} - \sin(k)\sqrt{(-x + \lambda)(4 + \lambda)} & \text{for } (\lambda, k) \in \mathcal{M}_k \\ (\lambda - 4)(\cos(k) - 1) + \sin(k)\sqrt{(4x - x)} + \sin(k)\sqrt{(-x + \lambda)(4 + \lambda)} & \text{for } (\lambda, k) \in \mathcal{N}_k. \end{cases}$$

A surprising calculation yields the single solution $x = \lambda/2$ to the equation $F'_{\lambda,k}(x) = 0$ for all $k \in \mathcal{T}$ and $\lambda \in \mathcal{L}_k$. Also, when $(\lambda, k) \in \mathcal{L}_k \times \mathcal{T}$, $F_{\lambda,k}(0) = F_{\lambda,k}(\lambda) > F_{\lambda,k}(\lambda/2)$. Hence

$$\forall \lambda \in \mathcal{L}_k, \forall k \in \mathcal{T}, \min_{x \in [0, \lambda]} F_{\lambda,k}(x) = F_{\lambda,k}(\lambda/2).$$

Define for $\lambda \in \mathcal{L}_k$ the function

$$f_k(\lambda) := F_{\lambda,k}(\lambda/2) = \begin{cases} (\lambda - 4)(\cos(k) - 1) - \sin(k)\sqrt{\lambda(8 - \lambda)} & \text{for } (\lambda, k) \in \mathcal{M}_k \\ (\lambda - 4)(\cos(k) - 1) + \sin(k)\sqrt{\lambda(8 - \lambda)} & \text{for } (\lambda, k) \in \mathcal{N}_k. \end{cases}$$

Then for all $k \in \mathcal{T}$, $f_k(0) = 4(1 - \cos(k)) > 0$ and $f_k(E(k)) = 0$. We claim that for all $k \in \mathcal{T}$, $f_k$ is strictly decreasing and positive on $\mathcal{L}_k$. To prove this, consider the functions

$$m_{k;+}(\lambda) := (\lambda - 4)(\cos(k) - 1) + \sin(k)\sqrt{\lambda(8 - \lambda)}$$

defined on $[0, 8] \times \mathcal{T}$. The equation $m'_{k;+}(\lambda) = 0$ has a single solution

$$\lambda = 4 + 4\sqrt{1 - (1 + \alpha(k))^2} > E(k) \quad \text{when } (k, *) \in (0, \pi) \times \{-\} \cup (\pi, 2\pi) \times \{+\}. $$

Recall $\alpha(k) := (\cos(k) - 1)(\sin(k))^{-1}$. The claim is therefore verified. Now let $E \in \mathcal{L}_k$, and choose $\epsilon' > 0$ such that $I := (E - \epsilon', E + \epsilon') \subset \mathcal{L}_k$. Recall that $R$ is the region defined after (4.12). Let $(k, *) \in (0, \pi) \times \{-\} \cup (\pi, 2\pi) \times \{+\}$. We have:

$$\inf \{g_{k;+}(x), y_2 \in R \} = \inf \{g_{k;+}(x) + g_{k;+}(\lambda - x) : \lambda \in I, x \in [0, \lambda]\} \geq \inf \{f_k(\lambda) + \lambda : \lambda \in I\} \geq \epsilon + E - \epsilon'. $$

Here $\epsilon$ is any real in $(0, f_k(E + \epsilon'))$. Taking $\epsilon'$ even smaller, the above inequalities remain valid with the same $\epsilon$ since $f_k$ is decreasing. Thus we may take $\epsilon' = \epsilon/2$ for example. Moreover, since $g_{k;+} \geq g_{k;+}(x)$ for all $(x, k) \in [0, 4] \times (0, \pi)$ and $g_{k;-} \geq g_{k;+}(x)$ for all $(x, k) \in [0, 4] \times (\pi, 2\pi)$, we have proven that for all $(k, *, \cdot) \in \mathcal{T} \times \{-\} \times \{-, +\}$,

$$\inf \{g_{k;+}(x), y_2 \in R \} \geq \inf \{g_{k;+}(x) + g_{k;+}(\lambda - x) : \lambda \in I, x \in [0, \lambda]\} \geq E + \epsilon/2. $$

This proves (4.12) for $E \in \mathcal{L}_k$, with $I := (E - \epsilon/2, E + \epsilon/2)$ and $k \in \mathcal{T}$.

Now we proceed to extend the results for $\lambda \geq 3$. Recall the properties of the function $g_{k;+}$ listed in Tables 2 and 4. In particular, $g_{k;+} \geq 0$ for all $(x, k) \in [0, \lambda_+(k)) \times (0, \pi)$ where $\lambda_-(k) = 2 - 2\cos(k)$, and $g_{k;+} \geq 0$ for all $(x, k) \in [0, \lambda_+(k)) \times (\pi, 2\pi)$ where $\lambda_+(k) = 2 - 2\cos(k)$. We take advantage of the fact that $E(k) < \lambda_-(k)$ for all $k \in (0, \pi)$ and $E(k) < \lambda_+(k)$ for all $k \in (\pi, 2\pi)$. Again, let $E \in \mathcal{L}_k$, and choose $\epsilon > 0$ such that $I := (E - \epsilon/2, E + \epsilon/2) \subset \mathcal{L}_k$. Let $(k, *) \in (0, \pi) \times \{-\} \cup (\pi, 2\pi) \times \{+\}$. Applying the two-dimensional result we obtain

$$\inf \\left\{ \sum_{i=1}^d g_k(x_i, y_i) : (x_i)_{d}^d, (y_i)_{d}^d \in R \right\} \geq \inf \left\{ \sum_{i=1}^d g_{k;+}(x_i) : (x_i)_{d}^d \in R \right\} \geq \inf \left\{ g_{k;+}(x) + g_{k;+}(\lambda - x) : \lambda \in I, x \in [0, \lambda]\right\} \geq E + \epsilon/2. $$
As this implies (4.12) for $E \in \mathcal{L}_k$, the proof is now complete. \hfill \Box

The method employed is optimal in the following sense: for $d = 2$, for all $E \in [0,8]\mu(H) = [E(k),8-E(k)]$, and for all $\theta \in C^\infty_c(\mathbb{R})$ with supp($\theta$) $\ni E$, $\theta(\Delta)B_W\theta(\Delta)$ is not compact. Indeed, it is not too hard to see that if $\xi = (\xi_1, \ldots, \xi_d) \in [-\pi,\pi]^d$ solves

\begin{equation}
(4.19) \quad \sum_{i=1}^d (2 - 2\cos(\xi_i)) = \sum_{i=1}^d (2 - 2\cos(\xi_i + k)), \quad \text{or} \quad \sum_{i=1}^d (2 - 2\cos(\xi_i)) = \sum_{i=1}^d (2 - 2\cos(\xi_i - k)),
\end{equation}

then $\theta(\Delta)B_W\theta(\Delta)$ is not compact for all $\theta$ with supp($\theta$) $\ni E = \sum_i (2 - 2\cos(\xi_i))$. We note that (4.19) is precisely the same as (4.15) and (4.16) when $d = 2$. By using the method of Lagrange multipliers for example, a slightly better value for $E(k)$ can be found when $d \geq 3$ (a value increasing with $d$). The method consists in extremizing $E = \sum_i (2 - 2\cos(\xi_i))$ with the constraints given in (4.19). We move on to derive the classic Mourre estimate (2.7) for the full Schrödinger operator $H'$. We really only have to show that $E_\mathcal{I}(H')B_W E_\mathcal{I}(H')$ is compact.

**Proposition 4.5.** Let $k = (k_1, \ldots, k_d) \in \mathcal{T}^d$ be the Wigner-von Neumann parameters, and let (4.20)

\[ E'(k) := \min\{\ell(k_i) : 1 \leq i \leq d\}, \quad \text{where} \quad \ell(k_i) := \begin{cases} 2 - 2\cos(k_i/2), \quad k_i \in (0,2\pi/3] \\ 2 + 2\cos(k_i/2), \quad k_i \in (2\pi/3,\pi) \cup (\pi,4\pi/3] \\ 2 + 2\cos(k_i/2), \quad k_i \in (4\pi/3,2\pi). \end{cases} \]

Denote $\mu(H') := [0,E'(k)) \cup (4d - E'(k),4d]$. Then for every $E \in \mu(H')$ there exists $\epsilon(E) > 0$ such that for all $\theta \in C^\infty_c(\mathbb{R})$ supported on $\mathcal{I} := (E - \epsilon, E + \epsilon)$, $\theta(\Delta)B_W\theta(\Delta) = 0$. In particular, for every $E \in \mu(H')$, the classical Mourre estimate (2.7) holds for $H'$ on $\mathcal{I}'$, where $\mathcal{I}' \subset \mathcal{I}$.

**Proof.** As mentioned in Remark 4.1, we show the result for $E \in [0,E'(k))$ and apply symmetry to get the result at the other end of the spectrum. We use the results from the one-dimensional case and follow the notation of Lemma 3.4. For now we denote by $\Delta$ the 1d Laplacian. The idea is the following: given $\lambda \in \sigma(\Delta) = [0,4]$, we want to find an interval $\mathcal{I}$ satisfying:

\begin{equation}
(4.21) \quad \begin{cases} \mathcal{I} \text{ is of the form } \mathcal{I} = [0,\lambda) \text{ or } \mathcal{I} = (\lambda,4], \text{ and} \\
\mathcal{I} \cap g_k(\mathcal{I}, y) = \emptyset \text{ for } y \in \{0,1\}. \end{cases}
\end{equation}

Here $g_k(x,y)$ is the function defined in (3.14). The motivation for wanting $\mathcal{I}$ of this form will be clear later in the proof. We examine the inequalities (3.20), (3.21), (3.22) and (3.23). Fix $k \in (0,\pi)$. (3.20) gives us (4.21) for $\lambda \in [0,E_-(k))$ and $y = 0$, whereas (3.22) gives us (4.21) for $\lambda \in [0,\lambda_+(k))$ and $y = 1$, however with the condition that $\lambda < g_{k;+}(0)$. We therefore let $\ell'(k) := \min(E_+(k),\lambda_+(k),g_{k;+}(0)) = \min(2 - 2\cos(k/2),2 + 2\cos(k),2 - 2\cos(k))$, and it is readily checked that $\ell(k) = \ell'(k)$. Similarly, for $k \in (\pi,2\pi)$, we find $\ell(k) = \min(\lambda_-(k),E_-(k),g_{k;-}(0)) = \min(2 + 2\cos(k),2 + 2\cos(k/2),2 - 2\cos(k))$. All intervals of the form $\mathcal{I} = [0,\lambda)$ with $\lambda < \ell(k)$ will satisfy (4.21).

Now we show how this can be of use for the two-dimensional case, although one can generalize for $d > 2$. Let $k = (k_1,k_2)$ be the Wigner-von Neumann parame and let $E'(k) := \min(\ell(k_1),\ell(k_2))$. Let $E \in \mathcal{L}_k := [0,E'(k))$ be given. Choose $\epsilon > 0$ such that $\mathcal{I} := (E - \epsilon, E + \epsilon) \subset \mathcal{L}_k$. If $E = 0$ was chosen, take $\mathcal{I} := [0,\epsilon) \subset \mathcal{L}_k$. Now let $\mathcal{I}_1 = \mathcal{I}_2 := [0, E + \epsilon)$. Notice that

\begin{equation}
(4.22) \quad \{(x_1,x_2) : x_1 + x_2 \in \mathcal{I} \} \cap (\sigma(\Delta_1) \times \sigma(\Delta_2)) \subset \mathcal{I}_1 \times \mathcal{I}_2,
\end{equation}

so that as functions on $(x_1,x_2) \in \sigma(\Delta_1) \times \sigma(\Delta_2)$, $\chi_\mathcal{I}(x_1 + x_2) = \chi_\mathcal{I}_1(x_1 + x_2)\chi_\mathcal{I}_2(x_1)\chi_\mathcal{I}_2(x_2)$. Thus as operators on $\ell^2(\mathbb{Z}) \otimes \ell^2(\mathbb{Z})$, $E_\mathcal{I}(\Delta) = E_\mathcal{I}_1(\Delta) \cdot E_\mathcal{I}_2(\Delta_1) \otimes E_\mathcal{I}_2(\Delta_2)$. By (4.21),

\[ E_\mathcal{I}_i(\Delta_i) \hat{W}_i E_\mathcal{I}_i(\Delta_i) = 0 \text{ for } i = 1,2. \]
Recall that $B_{W'_i}$ is given by (4.5). For $i = 1, 2,$
\[
E_{I_i}(\Delta_i)B_{W'_i}E_{I_i}(\Delta_i) = E_{I_i}(\Delta_i)\tilde{W}'_iE_{I_i}(\Delta_i)(S^*_\pi - S_i) - (S^*_\pi - S_i)E_{I_i}(\Delta_i)\tilde{W}'_iE_{I_i}(\Delta_i) = 0.
\]
Therefore
\[
E_{I_i}(\Delta) \cdot B_{W'_i} \otimes W'_2 \cdot E_{I_i}(\Delta)
= E_{I_i}(\Delta) \cdot E_{I_i}(\Delta_1) \otimes E_{I_i}(\Delta_2) \cdot B_{W'_i} \otimes W'_2 \cdot E_{I_i}(\Delta_1) \otimes E_{I_i}(\Delta_2) \cdot E_{I_i}(\Delta)
= E_{I_i}(\Delta) \cdot B_{W'_i} \otimes E_{I_i}(\Delta_1) \otimes E_{I_i}(\Delta_2)W'_2E_{I_i}(\Delta_2) \cdot E_{I_i}(\Delta)
= 0.
\]
Similarly, $E_{I_i}(\Delta) \cdot W'_1 \otimes B_{W'_2} \cdot E_{I_i}(\Delta) = 0.$ Thus $E_{I_i}(\Delta)B_{W'_i}E_{I_i}(\Delta) = 0,$ and the proof is complete.

\[
\square
\]

5. Weighted Mourre Theory: Proof of Theorem 1.1

In this section we prove the main result Theorem 1.1. For $s \in \mathbb{R},$ let $\langle N \rangle^s$ be the operator on $\ell_0(\mathbb{Z}^d)$ defined by $\langle \langle N \rangle^s u \rangle(n) = \langle n \rangle^s u(n).$ The following Lemma says that the conjugate operator $A$ is comparable to the position operator $N:

**Lemma 5.1.** For all $\epsilon \in [0, 1],$ both $\langle A \rangle^\epsilon \langle N \rangle^{-\epsilon}$ and $\langle N \rangle^{-\epsilon} \langle A \rangle^\epsilon$ are bounded operators.

**Proof.** We use the notation $\|f\| \leq \|g\|$ if there is $c > 0$ such that $\|f\| \leq c \|g\|.$ Let $u \in \otimes_{i=1}^d \ell_0(\mathbb{Z}),$ which is dense in $\otimes_{i=1}^d \ell_2(\mathbb{Z}).$ We have:
\[
\|\langle A \rangle u\|^2 = \|u\|^2 + \|Au\|^2 \leq \|u\|^2 + \left(\sum_i\|u\| + \|N_i u\|\right)^2 \leq \|u\|^2 + \sum_i \left(\|u\|^2 + \|N_i u\|^2\right) \leq \|\langle N \rangle u\|^2.
\]
The first inequality follows from (1.9), and the second inequality holds by equivalence of the norms on $\ell^1(G)$ and $\ell^2(G)$ for finite dimensional Hilbert spaces $G.$ By complex interpolation, $\|\langle A \rangle^\epsilon u\| \leq \|\langle N \rangle^\epsilon u\|.$ Hence, for a dense set of $u' \in \otimes_{i=1}^d \ell^2(\mathbb{Z}),$ we have $\|\langle A \rangle^\epsilon \langle N \rangle^{-\epsilon} u'\| \leq \|u'\|.$ This shows that $\langle A \rangle^\epsilon \langle N \rangle^{-\epsilon}$ extends to a bounded operator, and taking adjoints yields the result.

In our proof of the projected weighted Mourre estimate (2.9), the following Lemma is crucial. At this point we will be using the full strength of hypothesis (1.7) on $V,$ namely $\langle N \rangle^\rho |V| \leq C.$

**Lemma 5.2.** Let $\theta \in C^\infty_c(\mathbb{R}),$ and $\rho$ be as in (1.7). Then for all $\epsilon \in [0, \min(\rho, 1)),$ the following operators are compact
\[
(\theta(H) - \theta(\Delta))\langle A \rangle^\epsilon, \quad \text{and} \quad (\theta(H') - \theta(\Delta))\langle A \rangle^\epsilon.
\]

**Proof.** First, by Proposition 6.6, $\Delta \in C^1(\langle A \rangle)$ since $f(x) = \langle x \rangle^\epsilon \in S^\epsilon,$ thus $[\Delta, \langle A \rangle^\epsilon]_\circ$ exists as a bounded operator. By the Helffer-Sjöstrand formula and the resolvent identity,
\[
(\theta(H) - \theta(\Delta))\langle A \rangle^\epsilon = \frac{i}{2\pi} \int_C \frac{\partial \theta}{\partial z}(z - H)^{-1}(W + V)(z - \Delta)^{-1} \langle A \rangle^\epsilon dz \wedge d\bar{z}
\]
\[
= \frac{i}{2\pi} \int_C \frac{\partial \theta}{\partial z}(z - H)^{-1}(W + V)\langle A \rangle^\epsilon(z - \Delta)^{-1} dz \wedge d\bar{z}
\]
\[
+ \frac{i}{2\pi} \int_C \frac{\partial \theta}{\partial z}(z - H)^{-1}(W + V)(z - \Delta)^{-1}(\langle A \rangle^\epsilon)_\circ dz \wedge d\bar{z}
\]
\[
= \frac{i}{2\pi} \int_C \frac{\partial \theta}{\partial z}(z - H)^{-1}(W + V)\langle N \rangle^\epsilon \langle N \rangle^{-\epsilon} \langle A \rangle^\epsilon(z - \Delta)^{-1} dz \wedge d\bar{z}
\]
\[
+ \frac{i}{2\pi} \int_C \frac{\partial \theta}{\partial z}(z - H)^{-1}(W + V)(z - \Delta)^{-1}[\Delta, \langle A \rangle^\epsilon]_\circ(z - \Delta)^{-1} dz \wedge d\bar{z}.
\]
By (1.2), $W$ and $W\langle N \rangle^\epsilon$ are compact, and so are $V$ and $V\langle N \rangle^\epsilon$ by assumption (1.7). By Lemma 5.1, $\langle N \rangle^{-\epsilon} \langle A \rangle^\epsilon$ is bounded, and so the integrands of the last two integrals are compact operators.
With the support of $\theta$ compact, the integrals are converging in norm, and so the compactness of $(\theta(H) - \theta(\Delta))\langle A \rangle^\varepsilon$ is preserved in the limit. As for the Schrödinger operator $H'$ the same proof works, but the additional point that has to be verified is that $W'(\langle N \rangle^\varepsilon)$ is compact. Indeed, since
\[
\left( \prod_{i=1}^{d} q_i \sin(k_i n_i) n_i^{-1} \right)^2 \langle n \rangle^{2\varepsilon} \leq \left( \prod_{i=1}^{d} q_i^2 \sin^2(k_i n_i) n_i^{-2} \right) \left( 1 + \sum_{i=1}^{d} n_i^2 \right) \langle n \rangle^{2(\varepsilon-1)} \leq c\langle n \rangle^{2(\varepsilon-1)},
\]
it follows that $W'(\langle n \rangle^\varepsilon) \to 0$ as $|n| \to \infty$. \hfill $\square$

Because we are aiming at a projected Mourre estimate, we need some information on possible eigenvalues embedded in the interval on which the LAP takes place. Recall that $P$ denotes the orthogonal projection onto the pure point spectral subspace of $H$ (resp. $H'$), and $\mu(H)$ and $\mu(H')$ are points where the classical Mourre estimate hold for $H$ and $H'$ respectively.

**Lemma 5.3.** Let $E \in \mu(H)$ and suppose that $\ker(H - E) \in \mathcal{D}(A)$. Then there is an interval $I \subset \mu(H)$ containing $E$ such that $PE_I(H)$ and $P^\perp \eta(H)$ are of class $C^1(A)$ for all $\eta \in C^\infty_c(\mathbb{R})$ with supp$(\eta) = I$. The corresponding statement also holds for $H'$.

**Proof.** Since the Mourre estimate holds at $E$, the point spectrum is finite in a neighborhood $I$ of $E$. Therefore $PE_I(H)$ is a finite rank operator. Further shrinking $I$ around $E$ if necessary, we have that $\ker(H - \lambda) \in \mathcal{D}(A)$ for all $\lambda \in I$. We may therefore apply Lemma 2.3 to get $PE_I(H) \in C^1(A)$. In addition, $P^\perp \eta(H) = \eta(H) - PE_I(H)\eta(H) \in C^1(A)$. \hfill $\square$

We are now ready to prove the **projected weighted Mourre estimate** (2.9). The proof makes use of almost analytic extensions of $C^\infty(\mathbb{R})$ bounded functions. The reader is invited to consult the appendix for some notation and useful results about these functions.

**Theorem 5.4.** Let $E \in \mu(H)$ be such that $\ker(H - E) \in \mathcal{D}(A)$. Then there exists an open interval $I \ni E$ such that the projected weighted Mourre estimate (2.9) holds on $I$ for all $s > 1/2$. Thus, for all compact $I'$ with $\overline{I'} \subset I$, the LAP for $H$ holds with respect to $(I', s, A)$. The corresponding result holds for $H'$.

**Proof.** First choose $I \ni E$ so that for all $\lambda \in I$, ker$(H - \lambda) \in \mathcal{D}(A)$. This is of course possible as explained in Lemma 5.3. Let $\theta, \eta, \chi \in C^\infty_c(\mu(H))$ be bump functions such that $\eta\theta = \theta$, $\chi\eta = \eta$ and supp$(\chi) \subset I$. Later we will shrink $I$ appropriately. Let $s \in (1/2, 2/3)$ be given. Define
\[
\varphi : \mathbb{R} \to \mathbb{R}, \quad \varphi(t) := \int_{-\infty}^{t} \langle x \rangle^{-2s} dx.
\]
Note that $\varphi \in \mathcal{S}^0$ (see (6.1) for the definition of $\mathcal{S}^0$). For $R \geq 1$, consider the bounded operator
\[
F := P^\perp \theta(H) [H, i\varphi(A/R)]_\circ \theta(H) P^\perp
\]
\[
= \frac{i}{2\pi} \int_{c} \frac{\partial \varphi}{\partial \bar{z}}(z) P^\perp \theta(H)(z - A/R)^{-1} [H, iA/R]_\circ (z - A/R)^{-1} \theta(H) P^\perp dz \wedge d\bar{z}.
\]
By Lemma 5.3, $P^\perp \eta(H) \in C^1(A)$, so
\[
[P^\perp \eta(H), (z - A/R)^{-1}]_\circ = (z - A/R)^{-1} [P^\perp \eta(H), A/R]_\circ (z - A/R)^{-1}.
\]
Next to $P^\perp \theta(H)$ we introduce $P^\perp \eta(H)$ and commute it with $(z - A/R)^{-1}:
\]
\[
F = \frac{i}{2\pi} \int_{c} \frac{\partial \varphi}{\partial \bar{z}}(z) P^\perp \theta(H) \left((z - A/R)^{-1} P^\perp \eta(H) + [P^\perp \eta(H), (z - A/R)^{-1}]_\circ \right) [H, iA/R]_\circ \theta(H) P^\perp dz \wedge d\bar{z}
\]
\[
= \frac{i}{2\pi} \int_{c} \frac{\partial \varphi}{\partial \bar{z}}(z) P^\perp \theta(H)(z - A/R)^{-1} P^\perp \eta(H) [H, iA/R]_\circ \theta(H) P^\perp dz \wedge d\bar{z} + I_1 + I_2 + I_3
\]
where $I_1$, $I_2$, $I_3$ are the 3 other integrals one obtains when expanding. For example
\[
I_1 = \frac{i}{2\pi} \int_{\mathbb{C}} \frac{\partial \varphi}{\partial z}(z) P^\perp \theta(H)(z - A/R)^{-1} [P^\perp \eta(H), A/R, \psi](z - A/R)^{-1} [H, iA/R, \psi]
\]
\[
\eta(H) P^\perp(z - A/R)^{-1} \theta(H) P^\perp \frac{A}{R} dz \wedge d\overline{z}
\]
for some bounded operator $B_1$ whose norm is uniformly bounded with respect to $R$, as shown in Lemma 6.5 with $\rho = 0$ and $n = 3$. The same holds for $I_2$ and $I_3$, so for $i = 1, 2, 3$,
\[
I_i = P^\perp \theta(H) \langle \frac{A}{R} \rangle^{-s} \frac{B_i}{R^2} \langle \frac{A}{R} \rangle^{-s} \theta(H) P^\perp.
\]
Next to either $\eta(H)$ we insert $\chi(H)$, and we let $G := \eta(H)[H, iA/R, \psi] \eta(H)$. We have:
\[
F = \frac{i}{2\pi} \int_{\mathbb{C}} \varphi^\perp \theta(H)(z - A/R)^{-1} P^\perp \chi(H) G \chi(H) P^\perp (z - A/R)^{-1} \theta(H) P^\perp dz \wedge d\overline{z}
\]
\[
+ P^\perp \theta(H) \langle \frac{A}{R} \rangle^{-s} \left( \frac{B_1 + B_2 + B_3}{R^2} \right) \langle \frac{A}{R} \rangle^{-s} \theta(H) P^\perp.
\]
We decompose $G$ as follows
\[
G = R^{-1} \left( \eta(\Delta)[\Delta, iA, \psi] \eta(\Delta) + \eta(\Delta)[W, iA, \psi] \eta(\Delta) + \eta(\Delta)[V, iA, \psi] \eta(\Delta)
\]
\[
+ (\eta(H) - \eta(\Delta))[H, iA, \psi] \eta(\Delta) + \eta(H)[H, iA, \psi] \eta(H) - \eta(\Delta)) \right).
\]
We put into action our previous results. Shrink the support of $\eta$ if necessary to ensure that $\eta(\Delta) B_W \eta(\Delta)$ is compact (or zero) according to Lemma 3.4 and Propositions 4.4 and 4.5. Thus $G = R^{-1} \left( \eta(\Delta)[\Delta, iA, \psi] \eta(\Delta) + K_0 \right)$ where $K_0 := \eta(\Delta) K_W \eta(\Delta) + \eta(\Delta) B_W \eta(\Delta)$
\[
+ \eta(\Delta)[V, iA, \psi] \eta(\Delta) + (\eta(H) - \eta(\Delta))[H, iA, \psi] \eta(\Delta) + \eta(H)[H, iA, \psi](\eta(H) - \eta(\Delta)).
\]
We claim that
\[
(5.4) \quad K_1 := \frac{i}{2\pi} \int_{\mathbb{C}} \varphi^\perp \theta(H)(z) \langle \frac{A}{R} \rangle^{-s} (z - A/R)^{-1} P^\perp \chi(H) K_0 \chi(H) P^\perp \langle \frac{A}{R} \rangle^{-s} (z - A/R)^{-1} dz \wedge d\overline{z},
\]
converges in norm to a compact operator for $s$ sufficiently close to $1/2$. Although $K_0$ is clearly compact, convergence in norm requires careful justification. Define
\[
K_{11} := \langle A \rangle^s P^\perp \chi(H) \eta(\Delta) K_W \eta(\Delta),
\]
\[
K_{12} := \langle A \rangle^s P^\perp \chi(H) \eta(\Delta) B_W \eta(\Delta),
\]
\[
K_{13} := \langle A \rangle^s P^\perp \chi(H) [V, iA, \psi] \eta(\Delta),
\]
\[
K_{14} := \langle A \rangle^s P^\perp \chi(H) [H, iA, \psi] \eta(\Delta),
\]
\[
K_{15} := \eta(H)[H, iA, \psi] \eta(H) - \eta(\Delta)) \chi(H) P^\perp \langle A \rangle^s.
\]
Let $\epsilon \in [0, \min(\rho, 1))$. Since $P^\perp \chi(H) \eta(\Delta) \in C^1(A)$ and $f(x) = \langle x \rangle^\epsilon \in S'$, $\langle A \rangle^s, P^\perp \chi(H) \eta(\Delta) \rangle$ exists by Proposition 6.6. Moreover, $\langle N \rangle^s K_W$ is compact and $\langle A \rangle^s, \langle N \rangle^{-\epsilon}$ is bounded. Thus
\[
K_{11} = P^\perp \chi(H) \eta(\Delta) \langle A \rangle^s, \langle N \rangle^{-\epsilon}, \langle N \rangle^s K_W \eta(\Delta) + [A \rangle^s, P^\perp \chi(H) \eta(\Delta) \rangle K_W \eta(\Delta)
\]
is compact. We turn to $K_{12}$. Commuting $\langle A \rangle^s$ with $P^\perp \chi(H)$ gives
\[
K_{12} = P^\perp \chi(H) \langle A \rangle^s, \langle N \rangle^{-\epsilon}, \langle N \rangle^s B_W \eta(\Delta) + [A \rangle^s, P^\perp \chi(H) \eta(\Delta) \rangle B_W \eta(\Delta).
\]
Applying the mean value theorem shows that $\langle N \rangle^s [S_j, U_i] \rangle$ and $\langle N \rangle^s, [S_j^* U_i] \rangle$ are compact
\[
\forall i, j = 1, ..., d. \quad \text{Since } \eta(\Delta) B_W \eta(\Delta) = \sum_i [\eta(\Delta), U_i] \rangle \hat{W}(S_i^* S_i \eta(\Delta) - \eta(\Delta) (S_i^* S_i) \hat{W}[U, \eta(\Delta)] \rangle.
\]
we see that $\langle N \rangle \eta(\Delta) B_W \eta(\Delta)$, and hence $K_{12}$ is compact. As for $K_{13}$, we use the full strength of hypothesis (1.8) on $V$ to guarantee compactness of $\langle N \rangle [V, iA]$. Commuting $\langle A \rangle^s$ with $P^\perp \chi(H) \eta(\Delta)$ as before shows that $K_{13}$ is compact. By Lemma 5.2, $(\eta(H) - \eta(\Delta)) (\langle A \rangle^s)$ and its adjoint $\langle A \rangle^s (\eta(H) - \eta(\Delta))$ are compact. Recall that this Lemma uses the full strength of hypothesis (1.7) on $V$. Commuting $\langle A \rangle^s$ with $P^\perp \chi(H)$ and using the fact that $[P^\perp \chi(H), \langle A \rangle^s]$, exists shows that $K_{14}$ and $K_{15}$ are compact. Finally, $\langle A/R \rangle^s (\langle A \rangle^s)$ and $\langle A \rangle^s \langle A/R \rangle^s$ are uniformly bounded operators w.r.t. $R$. Thus invoking (6.5) for $\ell = 2$ and (6.11) we see that $K_1$ is a norm converging integral of compact operators provided $s$ additionally satisfies $s < 1/2 + \epsilon/2$. This proves the claim. Another important point to take into consideration is that

$$\|K_1\| \leq C_1 \left(\|K_{11} \chi(H) P^\perp\| + \|K_{12} \chi(H) P^\perp\| + \|K_{13} \chi(H) P^\perp\| + \|K_{14} \chi(H) P^\perp\| + \|P^\perp \chi(H) K_{15}\|\right)$$

for some finite $C_1 > 0$ independent of $R$. Hence $\|K_1\|$ vanishes as the support of $\chi$ gets tighter around $E$. Let

$$M := P^\perp \chi(H) \eta(\Delta) [\Delta, iA] \eta(\Delta) \chi(H) P^\perp.$$

So far we have

$$F = \frac{i}{2\pi} \int_C \frac{\partial \varphi}{\partial \bar{z}}(z) P^\perp \theta(H) (z - A/R)^{-1} M(z - A/R)^{-1} \theta(H) P^\perp dz \wedge d\bar{z}$$

$$+ P^\perp \theta(H) \left\langle \frac{A}{R} \right\rangle^{q} \begin{pmatrix} B_1 + B_2 + B_3 \+ K_1 \end{pmatrix} \left\langle \frac{A}{R} \right\rangle^{q} \theta(H) P^\perp.$$

Next we commute $(z - A/R)^{-1}$ with $M$:

$$F = \frac{i}{2\pi} \int_C \frac{\partial \varphi}{\partial \bar{z}}(z) P^\perp \theta(H) (z - A/R)^{-2} M \theta(H) P^\perp dz \wedge d\bar{z}$$

$$+ \frac{i}{2\pi} \int_C \frac{\partial \varphi}{\partial \bar{z}}(z) P^\perp \theta(H) (z - A/R)^{-1} [M, (z - A/R)^{-1}] \theta(H) P^\perp dz \wedge d\bar{z}$$

$$+ P^\perp \theta(H) \left\langle \frac{A}{R} \right\rangle^{q} \begin{pmatrix} B_1 + B_2 + B_3 + K_1 \end{pmatrix} \left\langle \frac{A}{R} \right\rangle^{q} \theta(H) P^\perp.$$

We apply (6.9) to the first integral (which converges in norm), while for the second integral we use the fact that $M \in C^1(A)$ to conclude that there exists a uniformly bounded operator $B_4$ such that

$$F = R^{-1} P^\perp \theta(H) \varphi'(A/R) M \theta(H) P^\perp$$

$$+ P^\perp \theta(H) \left\langle \frac{A}{R} \right\rangle^{q} \begin{pmatrix} B_1 + B_2 + B_3 + B_4 + B_5 \end{pmatrix} \left\langle \frac{A}{R} \right\rangle^{q} \theta(H) P^\perp.$$

Now $\varphi'(A/R) = (A/R)^{-2s}$. As a result of the Helffer-Sjöstrand formula, (6.5) and (6.11),

$$[\langle A/R \rangle^{-s}, M] \varphi(A/R)^s = R^{-1} B_5$$

for some uniformly bounded operator $B_5$. Thus commuting $\langle A/R \rangle^{-s}$ and $M$ gives

$$F = R^{-1} P^\perp \theta(H) \left\langle \frac{A}{R} \right\rangle^{q} M \left\langle \frac{A}{R} \right\rangle^{q} \theta(H) P^\perp$$

$$+ P^\perp \theta(H) \left\langle \frac{A}{R} \right\rangle^{q} \begin{pmatrix} B_1 + B_2 + B_3 + B_4 + B_5 \end{pmatrix} \left\langle \frac{A}{R} \right\rangle^{q} \theta(H) P^\perp$$

$$\geq \frac{i}{2\pi} \int_C \frac{\partial \varphi}{\partial \bar{z}}(z) P^\perp \chi(H) \theta(H) P^\perp$$

$$+ P^\perp \theta(H) \left\langle \frac{A}{R} \right\rangle^{q} \begin{pmatrix} B_1 + B_2 + B_3 + B_4 + B_5 \end{pmatrix} \left\langle \frac{A}{R} \right\rangle^{q} \theta(H) P^\perp.$$
where $C > 0$ comes from applying the Mourre estimate. Let

\begin{equation}
K_2 := P^\perp \chi(H)(\eta^2(\Delta) - \eta^2(H))\chi(H)P^\perp.
\end{equation}

Note that $K_2$ is compact with $\|K_2\|$ vanishing as the support of $\chi$ gets tighter around $E$. Thus

\begin{equation}
F \geq CR^{-1}P^\perp \theta(H)\left\langle \frac{A}{R} \right\rangle^{-s} P^\perp \chi(H)\eta^2(H)\chi(H)P^\perp \left\langle \frac{A}{R} \right\rangle^{-s} \theta(H)P^\perp + P^\perp \theta(H)\left\langle \frac{A}{R} \right\rangle^{-s} \left( \frac{B_1 + B_2 + B_3 + B_4 + B_5 + B_6}{R^2} + \frac{K_1 + K_2}{R} \right) \left\langle \frac{A}{R} \right\rangle^{-s} \theta(H)P^\perp.
\end{equation}

Finally, we commute $P^\perp \chi(H)\eta^2(H)\chi(H)P^\perp = P^\perp \eta^2(H)P^\perp$ with $\langle A/R \rangle^{-s}$, and see that

\[ [P^\perp \eta^2(H)P^\perp, \langle A/R \rangle^{-s}] = R^{-1} B_6 \]

for some uniformly bounded operator $B_6$. Thus we have

\begin{equation}
F \geq CR^{-1}P^\perp \theta(H)\left\langle \frac{A}{R} \right\rangle^{-2s} \theta(H)P^\perp + P^\perp \theta(H)\left\langle \frac{A}{R} \right\rangle^{-s} \left( \frac{B_1 + B_2 + B_3 + B_4 + B_5 + B_6}{R^2} + \frac{K_1 + K_2}{R} \right) \left\langle \frac{A}{R} \right\rangle^{-s} \theta(H)P^\perp.
\end{equation}

To conclude, we shrink the support of $\chi$ to ensure that $\|K_1 + K_2\| < C/3$ and choose $R \geq 1$ so that $\|\sum_{i=1}^6 B_i\|/R < C/3$. Then $K_1 + K_2 \geq -C/3$ and $\sum_{i=1}^6 B_i/R \geq -C/3$, so

\begin{equation}
F \geq \frac{C}{3R}P^\perp \theta(H)\left\langle \frac{A}{R} \right\rangle^{-2s} \theta(H)P^\perp.
\end{equation}

Let $\mathcal{I}$ be any open interval with $\overline{\mathcal{I}} \subset \mathcal{I}$. Applying $E_{\mathcal{I}}(H)$ on both sides of this inequality yields the projected weighted Mourre estimate (2.9), with $c = C/(3R)$, $K = 0$, and $s \in (1/2, \min(2/3, 1/2 + \rho/2))$. As a result of Theorem 2.4, the proof is complete. \qed

6. Appendix: Review of Almost Analytic Extensions

We refer to [D], [DG], [GJ1], [GJ2], [HS] and [M] for more details. We collect basic and essential results that are spread out in the mentioned literature. Let $\rho \in \mathbb{R}$ and denote by $S^\rho(\mathbb{R})$ the class of functions $\varphi$ in $C^\infty(\mathbb{R})$ such that

\begin{equation}
|\varphi^{(k)}(x)| \leq C_k \langle x \rangle^{\rho-k}, \quad \text{for all } k \geq 0.
\end{equation}

For $\rho < 0$, $S^\rho$ consists of the slowly decreasing functions at infinity, and contains every rational function whose denominator doesn’t vanish on $\mathbb{R}$ and is of degree higher than its numerator. On the other hand, for $\rho > 0$, $S^\rho$ also allows for slowly increasing functions at infinity.

**Lemma 6.1.** [D] and [DG] Let $\varphi \in S^\rho$, $\rho \in \mathbb{R}$. Then for every $N \in \mathbb{Z}^+$ there exists a smooth function $\tilde{\varphi}_N : \mathbb{C} \to \mathbb{C}$, called an almost analytic extension of $\varphi$, satisfying:

\begin{enumerate}
\item[(6.2)] $\tilde{\varphi}_N(x + i0) = \varphi(x)$ $\forall x \in \mathbb{R}$;
\item[(6.3)] $\text{supp } (\tilde{\varphi}_N) \subset \{x + iy : |y| \leq \langle x \rangle \}$;
\item[(6.4)] $\tilde{\varphi}_N(x + iy) = 0$ $\forall y \in \mathbb{R}$ whenever $\varphi(x) = 0$;
\item[(6.5)] $\forall \ell \in \mathbb{N} \cap [0, N], \left| \frac{\partial^{\ell} \tilde{\varphi}_N}{\partial \zeta^\ell}(x + iy) \right| \leq c_\ell \langle x \rangle^{\rho-1-\ell}|y|^\ell$ for some constants $c_\ell > 0$.
\end{enumerate}
Proof. Let \( \theta \in C_\infty^\infty(\mathbb{R}) \) be a bump function such that \( \theta(x) = 1 \) for \( x \in [-1/2, 1/2] \) and \( \theta(x) = 0 \) for \( x \in \mathbb{R}\setminus[-1,1] \), and consider

\[
\varphi_N(x + iy) := \sum_{n=0}^N \varphi^{(n)}(x) \frac{(iy)^n}{n!} \theta\left(\frac{y}{\langle x \rangle}\right).
\]

The Wirtinger derivative is easily calculated:

\[
\frac{\partial \varphi_N}{\partial \overline{z}}(z) = \frac{1}{2} \sum_{n=0}^N \varphi^{(n)}(x) \frac{(iy)^n}{n!} \theta'\left(\frac{y}{\langle x \rangle}\right) \left(1 - \frac{yx}{\langle x \rangle^2}\right) + \frac{1}{2} \varphi^{(N+1)}(x) \frac{(iy)^N}{N!} \theta\left(\frac{y}{\langle x \rangle}\right).
\]

Therefore,

\[
\left|\frac{\partial \varphi_N}{\partial \overline{z}}(z)\right| \leq \sum_{n=0}^N \frac{\varphi^{(n)}(x)}{\langle x \rangle^n n!} \frac{|y|^n}{n!} \chi\left\{\frac{y}{\langle x \rangle} \leq y \leq \langle x \rangle\right\}(x,y) + \frac{1}{2} \varphi^{(N+1)}(x) \frac{|y|^N}{N!} \chi\{|y|\leq\langle x \rangle\}(x,y).
\]

It follows that:

\[
\left|\langle x \rangle^\ell - 1 - |y|\right| \left|\frac{\partial \varphi_N}{\partial \overline{z}}(x + iy)\right| \leq \sum_{n=0}^\ell C_n \frac{\langle x \rangle^\ell - n}{n!} \left(\frac{\langle x \rangle}{2}\right)^{n-\ell} + \sum_{n=\ell+1}^N C_n \frac{\langle x \rangle^{\ell - n}}{n!} \langle x \rangle^{n-\ell} + \frac{1}{2} \frac{C_{N+1}}{N!} := c_\ell.
\]

Moreover, for \( \varphi \in C_\infty^\infty(\mathbb{R}) \), we have the following key formula (cf. [DG]):

\[
\varphi(t) = \frac{i}{2\pi} \int_{\mathbb{C}} \frac{\partial \varphi_N}{\partial \overline{z}}(z)(z - t)^{-1} dz \wedge d\overline{z}, \quad \forall N \in \mathbb{Z}^+.
\]

By a limiting argument, this formula holds pointwise when \( \varphi \in \mathcal{S}^\rho, \rho < 0 \). Now let \( A \) be a self-adjoint operator acting on a Hilbert space \( \mathcal{H} \). In terms of operators, we have

\[
\varphi(A) = \frac{i}{2\pi} \int_{\mathbb{C}} \frac{\partial \varphi_N}{\partial \overline{z}}(z)(z - A)^{-1} dz \wedge d\overline{z}.
\]

Thus, in the case where \( \varphi \in \mathcal{S}^\rho, \rho < 0 \), the point of the analytic extension is that it allows for an explicit expression of the operator \( \varphi(A) \) whose existence is known from the spectral theorem. This formula can be extended for \( \rho \geq 0 \) as follows:

**Lemma 6.2. [GJ1]** Let \( \rho \geq 0 \) and \( \varphi \in \mathcal{S}^\rho \). Let \( \varphi(A) \) with domain \( D(\varphi(A)) \supset D(\langle A \rangle^\rho) \) be the operator whose existence is assured by the spectral theorem. Then for \( f \in D(\langle A \rangle^\rho) \),

\[
\varphi(A)f = \lim_{\rho \to \infty} \frac{i}{2\pi} \int_{\mathbb{C}} \frac{\partial (\varphi \rho \theta_R)^N}{\partial \overline{z}}(z)(z - A)^{-1} f dz \wedge d\overline{z},
\]

where \( \theta_R(x) := \theta(x/R) \) and \( \theta \) is like in Lemma 6.1.

**Proof.**

\[
\frac{i}{2\pi} \int_{\mathbb{C}} \frac{\partial (\varphi \rho \theta_R)^N}{\partial \overline{z}}(z)(z - A)^{-1} f dz \wedge d\overline{z} = (\varphi \rho \theta_R)(A)f = (\varphi \rho \theta_R)(A)\langle A \rangle^\rho f,
\]

where \( \varphi \rho(t) := \varphi(t) \langle t \rangle^{-\rho} \) is a bounded function. Thus \( (\varphi \rho \theta_R)(A) \) is converging strongly to \( \varphi(A)\langle A \rangle^{-\rho} \), and this shows (6.8).

Notice that when \( \rho < 0 \), the r.h.s. of (6.8) is equal to the r.h.s of (6.7) applied to \( f \) by the dominated convergence theorem.
Lemma 6.3. Let $\rho < 0$ and $\varphi \in S^\rho$. Then for all $k \in \mathbb{N}$ and $N \in \mathbb{N}$:

\[
\varphi^{(k)}(A) = \frac{i(k!)}{2\pi} \int_C \frac{\partial^k \tilde{\varphi}_N}{\partial z^k}(z - A)^{-1-k} \, dz \wedge d\bar{z}
\]

where the integral exists in the norm topology. For $\rho \geq 0$, the following limit exists:

\[
\varphi^{(k)}(A) f = \lim_{R \to \infty} \frac{i(k!)}{2\pi} \int_C \frac{\partial (\varphi R)}{\partial z}(z - A)^{-1-k} f \, dz \wedge d\bar{z}, \quad \text{for all } f \in D(\langle A \rangle^\rho).
\]

In particular, if $\varphi \in S^\rho$ with $0 \leq \rho < k$ and $\varphi^{(k)}$ is a bounded function, then $\varphi^{(k)}(A)$ is a bounded operator and (6.9) holds (with the integral converging in norm).

Proof. First we show (6.9). Assume for now that $\varphi \in C_c^\infty(\mathbb{R})$. By definition,

\[
\varphi^{(k)}(A) = \frac{i}{2\pi} \int_C \frac{\partial (\varphi^N)}{\partial z}(z - A)^{-1} \, dz \wedge d\bar{z}.
\]

Now consider $\varphi^{(k)}_N$ and the $k$th partial derivative of $\varphi_N$ in $x$ respectively given by

\[
\begin{align*}
\varphi^{(k)}_N(x + iy) &= \sum_{n=0}^N \varphi^{(k+n)}(x) \frac{(iy)^n}{n!} \theta \left( \frac{y}{x} \right), \\
\partial_x^k \varphi_N(x + iy) &= \sum_{n=0}^N \varphi^{(k+n)}(x) \frac{(iy)^n}{n!} \theta \left( \frac{y}{x} \right) + \sum_{n=0}^N \frac{(iy)^n}{n!} \sum_{j=1}^k \frac{k!}{j!(k-j)!} \varphi^{(n+k-j)}(x) \partial_x^j \theta \left( \frac{y}{x} \right).
\end{align*}
\]

Notice that $|\varphi^{(k)}_N(x + iy) - \partial_x^k \varphi_N(x + iy)|$ is identically zero in a small strip around the x-axis, and so by [D, Lemma 2.2.3], we have that

\[
\varphi^{(k)}(A) = \frac{i}{2\pi} \int_C \frac{\partial \varphi^{(k)}_N}{\partial z}(z - A)^{-1} \, dz \wedge d\bar{z} = \frac{i}{2\pi} \int_C \frac{\partial \varphi^{(k)}_N}{\partial z}(z - A)^{-1} \, dz \wedge d\bar{z}.
\]

The result follows by performing $k$ partial integrations w.r.t. $x$. The formula extends to $\varphi \in S^\rho$ by density of $C_c^\infty(\mathbb{R})$ in $S^\rho$ for $\rho < 0$. As for (6.10), let $\phi_t(t) := \langle t \rangle^{-\rho}$. We have, using (6.9),

\[
\frac{i(k!)}{2\pi} \int_C \frac{\partial (\varphi R)}{\partial z}(z - A)^{-1-k} f \, dz \wedge d\bar{z} = \left( \langle \varphi R \rangle^{(k)}(A) f \right) = \left( \sum_{j=0}^k c_j \varphi^{(k-j)}(x) \phi_{\rho}(\theta_R)^{(j)} \right)(A) \langle A \rangle^\rho f.
\]

Here $c_j := k!(j!(k-j))^{-1}$. First note that $(\theta_R)^{(j)}(x) = R^{-j} \theta^{(j)}(x/R)$. Moreover, $\varphi^{(k-j)}(x \phi_{\rho}(A))$ are bounded operators and

\[
(\varphi^{(k-j)}(x \phi_{\rho}(A)) = \lim_{R \to \infty} (\varphi^{(k-j)}(x \phi_{\rho})(\theta_R)^{(j)}(A/R).
\]

Thus

\[
\lim_{R \to \infty} \left( \sum_{j=1}^k c_j \varphi^{(k-j)}(x \phi_{\rho}(\theta_R)^{(j)} \right)(A) = 0
\]

and this implies (6.10). Finally, if $0 \leq \rho < k$ and $\varphi^{(k)}$ is a bounded function, then we use (6.5) with $\ell = k + 1$ and apply the dominated convergence theorem to pass the limit inside the integral. \hfill \Box

Lemma 6.4. [GJ2] Let $s \in [0,1]$ and $D := \{(x,y) \in \mathbb{R}^2 : 0 < |y| \leq \langle x \rangle \}$. Then there exists $c > 0$ independent of $A$ such that for all $z = x + iy \in D$:

\[
(6.11) \quad \| \langle A \rangle^s(A - z)^{-1} \| \leq c \cdot \langle x \rangle^s \cdot |y|^{-1}.
\]
Lemma 6.5. Let \( \varphi \in \mathcal{S}^\rho \), and let \( B_1, \ldots, B_n \) be bounded operators. Then for \( s \in [0, 1] \) satisfying \( s < 1 - (1 + \rho)/n \), and any \( N \geq n \), the following integral

\[
\frac{i}{2\pi} \int_C \frac{\partial^N}{\partial z} \prod_{i=1}^n (\lambda - A)^{-1} B_i \, dz \wedge d\overline{z}
\]

converges in norm to a bounded operator. In particular, for \( \rho = 0 \) and \( n \geq 3 \), (6.12) converges to a bounded operator for \( s \in [0, 2/3] \).

Proof. Combine (6.11) and (6.5) for \( \ell = n \).

We end this section with two very useful formulas.

Proposition 6.6. [GJ1] Let \( T \) be a bounded self-adjoint operator satisfying \( T \in C^1(A) \). Then:

\[
[T, (z - A)^{-1}]_c = (z - A)^{-1} [T, A]_c (z - A)^{-1},
\]

and for any \( \varphi \in \mathcal{S}^\rho \) with \( \rho < 1 \), \( T \in C^1(\varphi(A)) \) and

\[
[T, \varphi(A)]_c = \frac{i}{2\pi} \int_C \frac{\partial^N}{\partial z} (z - A)^{-1} [T, A]_c (z - A)^{-1} \, dz \wedge d\overline{z}.
\]
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