Federated Learning for Physical Layer Design
Ahmet M. Elbir, Anastasios K. Papazafeiropoulos, and Symeon Chatzinotas

Abstract—Model-free techniques, such as machine learning (ML), have recently attracted much interest towards the physical layer design, e.g., symbol detection, channel estimation, and beamforming. Most of these ML techniques employ centralized learning (CL) schemes and assume the availability of datasets at a parameter server (PS), demanding the transmission of data from edge devices, such as mobile phones, to the PS. Exploiting the data generated at the edge, federated learning (FL) has been proposed recently as a distributed learning scheme, in which each device computes the model parameters and sends them to the PS for model aggregation while the datasets are kept intact at the edge. Thus, FL is more communication-efficient and privacy-preserving than CL and applicable to the wireless communication scenarios, wherein the data are generated at the edge devices. This article presents the recent advances in FL-based training for physical layer design problems. Compared to CL, the effectiveness of FL is presented in terms of communication overhead with a slight performance loss in the learning accuracy. The design challenges, such as model, data, and hardware complexity, are also discussed in detail along with possible solutions.

I. INTRODUCTION

The ever-growing increase in the number of connected devices in the last few years has led to a surge in the amount of data generated by mobile phones, connected vehicles, drones, and internet of things (IoT) devices due to the rapid development of various emerging applications, such as artificial intelligence (AI), virtual and augmented reality (VAR), autonomous vehicles (AVs), and machine-to-machine communications [1]. According to the international telecommunication union (ITU), the global mobile traffic is expected to reach 607 EB (Exabyte) in 2025. In order to process and extract useful information from the huge amount of data, machine learning (ML) has been recognized as a promising tool for several emerging technologies, such as IoT, AVs, and the next-generation wireless communications [2] [3]. These applications require a huge amount of data to be processed and learned by a learning model, often an artificial neural network (ANN), by extracting the features from the raw data and providing a “meaning” to the input via constructing a model-free data mapping with a huge number of learnable parameters set via powerful computational resources, such as graphics processing units (GPUs) [3]. Reasonably, huge learning models, the massive amount of training data, and the powerful computation infrastructure are the main driving factors of the success of ML algorithms [1][3].

Most of the ML tasks are realized in a centralized manner, i.e., the learning model is trained at a central entity, e.g., a parameter server (PS). Hence, it is usually called centralized learning (CL) [4] [5]. The implementation of CL brings the following challenges for model training:

- The training data is usually generated/collected at the edge devices (clients), e.g., mobile phones, sensors. Thus the transmission of the training data to the PS is required so that the learning model can be trained on the collected training data. This process introduces a huge overhead because of the dataset transmission through wireless links.
- Due to the transmission of the raw datasets from the clients to the PS, the data become fragile to the attacks by third parties, thereby, introducing privacy concerns, especially when the content of the data is sensitive, e.g., images, videos and user locations.
- In the inference stage of CL, the clients should transmit their data to the PS for each recognition/classification task, which results in a frequent information exchange between the client and PS for the transmission of input/outputs. This is especially critical in future applications, in which most of the edge-PS data traffic is expected to be ML-related, e.g., images, videos [1] [6].

To answer the aforementioned challenges, distributed ML strategies, such as federated learning (FL), have been envisioned by McMahan et al. [7] to bring the learning task to the edge level instead of training the model at a central entity, as illustrated in Figure 1. In FL, instead of sending their local datasets, the clients compute the model parameters and send them to a central entity, i.e., the PS, which aggregates the model parameters and broadcasts them to the clients (see, e.g., Figure 1). As a result, the computation of the model parameters is handled at the edge level. Thus, the clients can, then, use the trained model for recognition/classification tasks without sending the raw data to the PS. Although FL requires many communication rounds between the PS and the clients for model convergence, compared to CL, FL enjoys a significant reduction in terms of the communication overhead at the cost of a slight performance loss due to the absence of access to the whole data at once as in CL. Furthermore, FL is more privacy-preserving since it does not involve the transmission of datasets [4] [7]. Motivated by these advantages, FL has gained significant interest recently, especially for the computer vision (CV) tasks, such as image classification.

With the promising performance of ML in CV tasks [1], there has been a surge in the amount of ML-based works on the physical layer design for wireless communication systems [2] [3] [8]. While most of these works have utilized CL-based schemes, however, the application of FL fits perfectly to
the physical layer design scenario since the data, e.g., the received symbols, the channel state information (CSI), and the beamformers weight, are generated at the edge level. For instance, the received pilots, channel response, and beamformer information can be used to generate datasets for symbol detection [9], channel estimation [10], and beamformer design [5], respectively. Therefore, the employment of FL can be more appropriate compared to CL for physical layer design. In such a scenario, each edge client, e.g., the mobile phones, can compute the model parameters based on their local datasets and the model aggregation can be performed at the PS by sending the model updates to the PS through the base stations (BSs). As a result, it is expected to witness a significant amount of works on the FL-based counterparts of the aforementioned CL-based schemes in the future.

This article provides a comprehensive analysis of the FL-based learning models for physical layer design of communication systems in terms of training data collection, model training, and deployment for inference purposes. While an overview of FL has been provided in the relevant literature, e.g., [6] [11] [12], they either consider non-physical layer applications, such as image/speech/text recognition/classification [6], or a general FL framework [11] [12]. In contrast, this work focuses on the physical layer design and provides a synopsis of various FL-based applications, such as symbol detection [9], channel estimation [10], and beamforming [5] [13] [14], which are the main FL-based applications in the literature. In the remainder of this article, we first briefly discuss how FL works and what distinguishes it from CL along with its advantages and drawbacks. Following that, FL-based solutions for the physical layer design are provided. We then identify the design and research challenges in FL, such as data non-uniformity, model and data complexity, hardware requirements, etc, and highlight possible future research directions that may be helpful in imparting FL to the physical layer design to achieve more data-, model- and hardware-efficiency.

II. FEDERATED LEARNING VERSUS CENTRALIZED LEARNING

A. Centralized Learning

In CL, the clients send their local datasets, as shown in Figure 1, to the PS for training, which can be done via gradient descent (GD) or stochastic GD (SGD) techniques [4, 7]. The main advantage of CL is the access to the whole training dataset at once so that more accurate learning performance can be achieved. However, the main drawback of CL is the requirement of dataset transmission, which entails huge communication overhead, as shown in Table I.

B. Federated Learning

FL-based training has three stages. In the first stage, training data is collected in an offline manner. The second phase involves model computation at the edge and aggregation at the PS. Finally, in the third phase, the trained model is deployed for inference. In contrast to CL, FL involves only the transmission of either model parameters [7, 10] or the model updates (gradients) [5, 9] between the clients and the PS, as shown in Figure 1. While the transmission of model parameters directly provides a better representation of the learning model, a gradient-based transmission is more energy-efficient due to the requirement of lower transmit power [4]. Thus, the FL still requires a central entity, whose only purpose is to aggregate the models and broadcast them. Therefore, FL does not involve dataset transmission as in CL. As a result, FL is more communication-efficient since the size of the training dataset is usually larger than the size of the model parameters in ML tasks [4] [5] [7].
C. Hybrid Federated and Centralized Learning

Bringing the learning task to the edge level demands computational capability from the clients for model computation usually by using GPUs, which may not always be available at the edge devices. To solve this issue, hybrid federated and CL (HFCL) techniques can be employed, as illustrated in Figure 1. The main idea behind HFCL is that all of the clients can participate in training regardless of their computational capability. Thus, the clients (active) which have enough computational resources perform FL while the remaining ones (passive), which lack such resources, resort to CL [15]. As a result, we can benefit from accessing the dataset of passive clients, which would not be accessed if only FL was employed. Thus, HFCL provides a trade-off between the higher learning accuracy of CL and the reduced communication overhead of FL (Table I).

III. FEDERATED LEARNING IN THE PHYSICAL LAYER

In this section, we present FL applications in the physical layer design, such as symbol detection, channel estimation, and beamforming, as illustrated in Figure 2. The summary of the benefits and drawbacks of FL-based techniques is provided in Table I. The input-output pair for symbol detection is received-transmitted symbols [9], while the learning model in channel estimation accepts the input as the received pilot signals and the output is the channel matrix [10]. In beamforming, the learning model can be either fed with the received pilots or channel matrix and the output layer can be designed via either regression (beamformer weights) [13, 14] or classification (beamformer indices) layers [5]. The selection of the learning model is also critical. Specifically, multilayer perceptrons (MLPs) employed in [9] and [14] have only fully connected layers, which are useful for data mapping. However, the convolutional neural networks (CNNs) benefit from using both fully connected and convolutional layers, which are powerful for feature extraction from the input data [10, 13].

A. Symbol Detection

Symbol detection via ML provides an end-to-end learning scheme such that the received symbols under the effect of wireless channel are mapped to the clean symbols via ANNs [3, 8] (see Figure 2). The main advantage of using ML for symbol detection is to provide a data-driving mapping for modeling the channel characteristics, which may not be accurately handled via model-based techniques [9]. Furthermore, end-to-end learning enables the model to detect the symbols accurately without the channel estimation stage because it is directly fed with the received corrupted symbols [8]. Employing CL for this task raises challenges in terms of communication overhead as well as privacy concerns such that third parties can detect and cache the data during dataset transmission [6].

The FL-based receiver (FedRec) is proposed by Mashhadi et al. [9] for symbol detection in downlink fading channels. Specifically, a gradient-based federated architecture is considered and the collected gradient information is sent to the PS via the evolved packet core (EPC) [1]. The main advantage of this approach is the substantial reduction in the communication overhead while maintaining a satisfactory detection performance. However, [9] employs a very shallow MLP structure with a single hidden layer and only 48 learnable parameters, which makes the learning performance strongly dependent on the input-output data space, thus wider and deeper model architectures are required for the generalization. Furthermore, generative adversarial networks (GANs) can be employed for data enrichment if the dataset at hand is insufficient. A GAN is composed of two neural networks: the generator and the discriminator. The discriminator attempts to differentiate between the real and fake data while the latter is produced by the generator to fool the discriminator. Thus, GAN learns to generate new data with the same statistics as the training set [8, 12].

B. Channel Estimation

Via conventional ML, several channel estimation methods have been introduced recently [2, 3, 8], while all of these works assume the availability of a central entity, at which the learning model is trained by collecting the channel matrix either at the users (downlink) or at the BS (uplink).

FL-based channel estimation has been considered in [10] for the downlink scenario of both conventional and intelligent reflecting surface (IRS)-aided millimeter-wave (mm-Wave) massive multiple-input multiple-output (MIMO) systems. A CNN is utilized via an FL-based approach in three phases. First, the training data is collected, in which the received pilot signals (input) and the channel matrix (output) are obtained, where a model-based approach, such as approximate linear minimum mean-squared-error (A-LMMSE) estimation, is used to obtain the labels. In the second phase, the users collaboratively train a model via FL by computing the model parameters and exchange them with the PS. The third phase
Table II

| Application                  | Learning Scheme                                                                 | Benefits                                                                 | Drawbacks                                                                 |
|------------------------------|----------------------------------------------------------------------------------|--------------------------------------------------------------------------|---------------------------------------------------------------------------|
| Signal Detection [9]         | Gradient transmission for a regression MLP model                                  | No need for channel estimation algorithm                                 | Deeper models are required to generalize the learning performance          |
| Channel Estimation [10]      | Model transmission for a CNN predicting the direct and cascaded IRS channels     | Each user possesses the trained model and can estimate its own channel with its own data | Data collection requires a labeling process to obtain the channel data    |
| Beamforming in Massive MIMO [5] | Gradient transmission for a classification CNN model                             | Simple beamformer construction from the predicted indices at the classification layer | Sub-optimum performance due to codebook-based beamformer design           |
| Beamforming in IRS-aided Massive MIMO [14] | Gradient transmission for a regression CNN model with dropout layers | Higher spectral efficiency can leverage the performance loss due to distributed training | Labeling requires heavy computation resources                              |

is the prediction phase, where the trained model becomes available to each user that can feed it with the received pilots to predict the corresponding downlink channel. The channel estimation performance of FL and CL together with MMSE is depicted in Figure 3 in terms of normalized MSE (NMSE) with respect to the signal-to-noise-ratio (SNR) for an IRS-aided scenario when there are 8 users and the number of antennas at the BS and the IRS are 128 and 100, respectively. We can see a slight performance loss of FL over CL, while the former achieves approximately 10-fold reduction in terms of the communication overhead than the latter [10]. A major advantage of this approach is that each user has access to the trained model to perform channel estimation. However, it involves a training data generation phase, in which the labels (channel matrix) of the training dataset should be obtained via another model-based technique. Thus, the performance of the learning model becomes upper-bounded by this benchmark technique [8]. Label-free approaches, such as reinforcement learning (RL) can be integrated into FL so that instead of obtaining the channel data from a model-based approach, a cost function can be properly defined and optimized by RL to predict the channel data.

C. Beamforming

While symbol detection and channel estimation are the core subjects in the field of wireless communications, beamforming has been a vital part of it, recently, due to the advances in multi-antenna communications employing very large antenna arrays to benefit from the high beamforming gain. This property can compensate for the high path loss in high-frequency bands (mm-Wave to terahertz (THz)). As a result, massive MIMO has been envisioned in the deployment of the fifth-generation (5G) systems and it is expected to be one of the main pillars of beyond 5G (B5G) networks [3, 11]. To reduce the hardware complexity and cost, massive MIMO in 5G has employed hybrid analog-digital beamformers so that only a small number of radio frequency (RF) chains can be used.

1) Beamforming in Massive MIMO: FL-based hybrid beamforming is proposed in [5] for the downlink scenario, wherein the users compute the model parameters and send the gradient information to the BS. A classification CNN model is trained such that each class designates a possible user direction in the azimuth plane and the analog beamformers are constructed as the steering vectors corresponding to these user directions. As a result, the output of the CNN is the beamformer indices. The input of the CNN can be either the channel matrix or the received pilot signals that are used as input in the channel estimation case. The main trade-off between these two inputs is that the former provides more features than the latter while the latter is easy to collect rather than performing channel estimation to obtain the former [2, 10].

Figure 4 shows the communication overhead and learning accuracy for the hybrid beamforming problem for FL and CL when the learning model (FL) dataset (CL) is transmitted to the PS for 1000 symbols per transmission block [5]. It can be seen that FL completes the model parameter transmission 10 times quicker than CL, in which the local datasets are transmitted. The communication efficiency of FL is at the cost of a slight performance loss in the learning accuracy since it does not have access to the whole dataset at once.

To improve the spectral efficiency in mm-Wave systems, index modulation (IM) is an attractive technique, in which additional information is encoded in the indices of the transmission media such as, subcarriers, antennas, or spatial paths. FL-based beamforming with spatial path index modulation (SPIM) is considered in [13], where a regression CNN model with dropout layers (DLs) is trained. DLs are useful to mitigate overfitting and for the generalization of the learning model. In a DL with a 50% rate, only half of its weights are updated in each iteration of training. Thus, the use of DL is significant for communication efficiency. It is reported in [13] that FL with (without) DL enjoys approximately 10 (5) times lower overhead than CL.

The communication efficiency can be further improved if sparsification techniques are applied to the model parameters or to the gradient information that are transmitted during training [4, 9]. This can be done by selecting a portion of the most significant of the model parameters and discarding the rest. At the beginning of the training, the deviations in the model parameters are large and the data may not be sparse. However, as the model converges, the changes in the model parameters become small so that sparsification can be extremely helpful and allow to ignore the incremental changes.
The major drawback of [13] is the labeling stage, which is conducted via alternating manifold optimization (MO) techniques, which may require heavy computational resources, especially for a high number of antennas and RF chains, which is the case in massive MIMO systems. A codebook-based approach can be followed to reduce the cost of labeling while sacrificing the spectral efficiency [5].

2) Beamforming in IRS-assisted Massive MIMO: Compared to conventional massive MIMO, the IRS-aided scenario provides several advantages [10, 14]. IRS-aided massive MIMO presents a more green and suitable solution to enhance the wireless network performance with low cost and reduced complexity due to the employment of passive elements in the IRS. An IRS is an electromagnetic 2-D surface that is composed of a large number of passive reconfigurable metamaterials, which reflect the incoming signal from the BS towards the users. Hence, the usage of IRS improves the received signal energy at the distant users as well as expanding the coverage of the BS.

Along with the aforementioned advantages, IRS-aided massive MIMO involves a more complex design problem than conventional massive MIMO. For instance, while the latter includes a single channel link between the BS and the user, the former involves multiple communication links, i.e., BS-user (direct) and BS-IRS-user (cascaded) links [10, 11]. Even more challenging, an IRS-aided scenario involves both active (BS) and passive (IRS) beamforming so that the received signal from the BS can be reflected to the user. In addition, the optimization of the beamformers is based on the channel links, which makes the IRS-aided case very challenging, and thus several approaches have been proposed to overcome these difficulties [10, 14].

FL-based beamformer design for IRS-aided scenario has been proposed by Ma et al. [14], where the FedAvg approach [7] is adopted to train a regression MLP with model transmission. In FedAvg, the model parameters computed at the edge devices are averaged for a certain number of iterations. Then, they are sent to the PS, where a global aggregation is performed, thereby, improving the convergence rate [4, 7]. In [14], only the channel corresponding to the IRS-user link is designed while the BS-IRS link is assumed to be constant. However, in a realistic scenario, the mm-Wave channel is very dynamic due to the environmental changes and has a very short channel coherence interval [5, 10]. Thus, the performance of the trained model cannot reflect the realistic propagation environment for such IRS-aided scenarios.

IV. DESIGN CHALLENGES AND FUTURE RESEARCH DIRECTIONS

A. Non-uniformity in the Physical Layer Data

Since the clients collect local datasets independent of each other, there is an unavoidable non-uniformity in the whole dataset due to non-stationarity and location-dependence of the wireless channels, which may also have different models from client to client. As a result, the convergence may be longer and the global consensus among the clients may not be reached [4, 5].

A possible solution to deal with the non-uniformity and obtain a satisfactory learning performance is to build wider and deeper models so that location-dependent data features can be distinguished and a better representation can be achieved. Thus, instead of simple MLP architectures, deeper CNNs specifically tailored for physical layer problems with a large number of convolutional layers should be employed to learn better the various features in the data. To accelerate the convergence of these deeper models, faster learning strategies, such as zero-shot learning, can be employed. In addition, hierarchical FL (HFL) schemes can be employed to cluster the clients that have close uniformity, then train multiple models for each cluster and aggregate the resulting models [1, 4].

Another solution could be that the clients send a portion of their data to the PS. Thus, an inference on the collected dataset can be performed to reduce non-uniformity. In HFCL [15],
only a portion of the clients sends their data to the PS. This approach can be modified such that each client only sends a portion of its dataset to the PS, which can compute model parameters on this dataset and aggregate the resulting model with the ones collected from the clients.

B. Data Collection and Complexity

Collecting physical layer data, e.g., the channel matrix coefficients, beamformer weights, and complex symbol data is a vital task requiring a good coverage of the whole data space so that the learning model can perform accurately. Due to its distributed architecture, FL has the advantage of collecting the enriched data from the distributed edge devices. Furthermore, FL provides easier access to the data generated at the edge as compared to CL. Most of the FL models in [5, 9, 10, 13, 14] are trained on relatively small datasets, which sample only a portion of the whole data space. Therefore, it is required to build huge datasets for reliable inference.

For very large datasets, model computation via GD or SGD becomes a tedious task for complex datasets. One way of dealing with data complexity is to select the input features accordingly. For example, instead of feeding the learning model with channel matrix as in [5, 13] for beamforming tasks, location-only data can be used. Compared to the whole channel matrix, location information can be prepared in smaller sizes, thereby, the training stage can be accelerated.

Another approach is to pre-process the input data via feature extraction techniques to provide better representations. In this way, only the necessary/important features can be extracted for inference tasks. Approaches like principal component analysis (PCA) or autoencoders can be very helpful. For instance, instead of selecting the received pilot signals as input in the channel estimation task, eigenvectors (singular value matrix) corresponding to a few largest eigenvalues (singular values) of the input data can be selected.

C. Model Complexity

To better extract features from complex datasets, wider and deeper models are needed. Training these huge models with FL can be prohibitively complex and demands huge bandwidth resources to transmit the learnable parameters. A common solution is to prune the model parameters based on their significance. In [4], a large portion of the learnable parameters that are below a certain threshold are equalized to zero and only a small portion of them are transmitted to the PS. It is reported by Amiri et al. [4] that pruning can enable us to have satisfactory learning performance while a 50% (60%) reduction in the number of model parameters (transmit power) can be achieved for image classification tasks.

Quantization of the learning parameters also helps to reduce the communication overhead since up to 20-fold improvement compared to CL can be achieved for beamformer design problem as shown in [5]. Motivated by these works, new pruning, sparsiﬁcation, and quantization techniques can be developed for communication and energy-efficient FL-based training.

D. Hardware Complexity

A major assumption made in FL-based training is that the edge devices have sufﬁcient computational resources, such as GPUs, to perform model computation. However, this issue is mostly overlooked in the literature [1, 4, 6, 7]. Especially, in the presence of complex models/datasets, this assumption cannot be satisﬁed. The hybrid framework, in which only the clients, having sufﬁcient computational capability, perform FL, can be a solution [15]. It is reported in [15] that HFCL can provide approximately a 10% (20%) performance improvement in learning accuracy compared to conventional FL with all (only active) clients. The effectiveness of HFCL is attributed to the fact that it provides access to the data of all clients whereas FL with only active clients can use only the dataset of active clients.

V. Summary and Concluding Remarks

This article provides a synopsis of the FL-based techniques for the design of the physical layer in wireless communication systems. We have extensively investigated the existing FL-based schemes in major applications, such as symbol detection, channel estimation, and beamforming, along with their advantages and drawbacks in terms of model/data/hardware complexity, communication efﬁciency, and learning accuracy. The major challenges have been identiﬁed and possible solutions have been provided. We have concluded the following remarks:

- Labeling is computationally prohibitive in training data generation. Label-free learning techniques, such as RL or unsupervised learning (UL) are encouraged to reduce this complexity.
- FL demands huge computational resources from the clients, which cannot always be satisﬁed due to the diversity of devices with various hardware constraints. HFCL-based techniques are helpful to overcome this issue while sacriﬁcing the privacy of a portion of the clients’ data.
- Deeper models are required to generalize the learning performance and adapt to the propagation environment. This is especially demanding to cope with the complexity and non-uniformity of the physical layer data.
- Model pruning, sparsiﬁcation, and quantization operations are helpful to further reduce the communication overhead in FL. In addition, feature extraction techniques can be employed to provide better data representation and lower the size of the input data to feed the model.
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