Stochastic embeddings of dynamical phenomena through variational autoencoders

Constantino A. García\textsuperscript{a,b,*}, Paulo Félix\textsuperscript{b}, Jesús M. Presedo\textsuperscript{b}, Abraham Otero\textsuperscript{a}

\textsuperscript{a}Universidad San Pablo CEU, 28668, Madrid, Spain
\textsuperscript{b}CITIUS, Universidade de Santiago de Compostela, 15782, Santiago de Compostela, Spain

Abstract

System identification in scenarios where the observed number of variables is less than the degrees of freedom in the dynamics is an important challenge. In this work we tackle this problem by using a recognition network to increase the observed space dimensionality during the reconstruction of the phase space. The phase space is forced to have approximately Markovian dynamics described by a Stochastic Differential Equation (SDE), which is also to be discovered. To enable robust learning from stochastic data we use the Bayesian paradigm and place priors on the drift and diffusion terms. To handle the complexity of learning the posteriors, a set of mean field variational approximations to the true posteriors are introduced, enabling efficient statistical inference. Finally, a decoder network is used to obtain plausible reconstructions of the experimental data. The main advantage of this approach is that the resulting model is interpretable within the paradigm of statistical physics. Our validation shows that this approach not only recovers a state space that resembles the original one, but it is also able to synthetize new time series capturing the main properties of the experimental data.
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1. Introduction

The study of dynamical phenomena is an important aspect in a wide variety of disciplines, comprising both classical fields, such as astronomy, chemistry and fluid mechanics; and modern fields, such as econophysics, bioinformatics, robotics and drone control. Modeling of such complex dynamical systems often relies on the concept of state space or phase space. In a deterministic system, the state space consists of all the possible states of the system, with each state corresponding to a unique point in the state space. The system state at time $t$ contains all the information that is needed to determine the future system states for any instant $> t$. For a system that can be mathematically modeled, the state space is known from the dynamic equations. However, researchers may lack knowledge for a completely accurate mathematical description of many complex natural systems. An added difficulty is that, in some cases, relevant variables may be missing. For example, in very complex systems many state variables cannot be measured directly. Even for simpler dynamical systems, some state variables may not be measured due to limitations in the available instrumentation. Furthermore, what is observed in an experimental setting is not a state space but a set of time series representing the temporal evolution of different measurable properties of the system. These considerations lead to the important problem of state space reconstruction from a set of measurements $\dot{y}(t)$ (not necessarily state variables). A simple idea, following the principles of classical dynamics, would be to use the time series itself and its derivatives $\ddot{y}(t), \dot{y}(t), \ldots$, to build a state space. This idea is not
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usually feasible due to the fact that the measurement noise gets amplified with each derivative and hence even second order derivatives can look like noise.

The state space reconstruction problem was theoretically solved by the Takens’ theorem \[1\]. Takens’ theorem states that if we are able to observe a single scalar quantity \( y(t) \) that depends on the current state of the system \( x(t) \),

\[
y(t) \triangleq y(x(t)),
\]

then, under quite general conditions, the structure of the multivariate phase space can be unfolded from this set of scalar measurements \( y(t) \) by means of the so-called delay embedding. A delay embedding in \( d \) dimensions is formed by using delay coordinates:

\[
y(t) = [y(t), y(t-\tau), y(t-2\tau), \ldots, y(t-(d-1)\tau)]^T,
\]

where the time distance \( \tau \) between adjacent coordinates is usually referred to as the time lag or time delay. Takens’ theorem guarantees that the new geometrical object formed by \( y(t) \) is topologically equivalent to the original state space if the embedding dimension \( d \) is sufficient large. Specifically, the delay map should use \( d > 2D_F + 1 \) dimensions, being \( D_F \) the number of the active degrees of freedom of the system \[2\]. According to the Takens’ theorem, the value of the lag \( \tau \) is arbitrary. However, in practice the proper choice of \( \tau \) is important. If \( \tau \) is too small the delay vectors will be very similar between them, and therefore they will tend to cluster around the bisectrix of the state space. On the other hand, if \( \tau \) is too large, the delay vectors will be almost uncorrelated, resulting in a very complex phase space. Several methods have been proposed to select the time lag \( \tau \). A simple yet effective strategy is to select \( \tau \) as the first minimum of the autocorrelation function or the average mutual information \[3\]. Nowadays, there is still active research applying new ideas to the selection of both the embedding dimension \( d \) and the time lag \( \tau \) \[4, 5\].

Recently, different works have successfully built time-delayed state spaces from a single observable \( y(t) \) by stacking lagged versions of \( y(t) \) into a Hankel matrix and then using Singular Value Decomposition (SVD) \[6\]. The resulting eigen-time-delay vectors connect the Takens embedding theorem with the Koopman operator, which permits building high-dimensional, although linear, state spaces \[7, 8\]. Extensions of this approach can even be used with Markov processes (instead of deterministic systems) \[9\]. Recent works have leveraged Koopman operator theory with deep learning methods to develop fully data-driven but interpretable embeddings \[10, 11\].

There is a trade-off between having a linear state space and the high dimensionality of such space. It may be argued that the learning of nonlinear state spaces may result in lower dimensionalities, which may facilitate the interpretability of the model. Works such as \[12, 13, 14\] permit discovering an augmented state space and, at the same time, finding the equations that describe this latent space using machine learning. This approach is suggestive since it is very natural: the phase space is discovered by only requiring that the resulting state space vectors have enough information to: 1) reconstruct the original observed time series and 2) permit the accurate prediction of future states.

Despite the impressive progress in tackling the state space reconstruction problem, the above-mentioned techniques still have limitations. First, the Takens’ theorem only guarantees the preservation of the attractor’s topology. Hence, the geometry of the attractor is not necessarily preserved, since bending and stretching are allowed mappings. Therefore close points on the original attractor may end up far in the reconstructed state space. This makes Takens’ theorem sensible to noise, since small fluctuations could have large effects on the delay reconstruction \[15\].

Furthermore, although the noise may be small enough to be ignored, the assumption that the experimental data can be described by a deterministic differential equation is often unrealistic. Complex systems usually involve a number of degrees of freedom much larger than what an experiment can resolve. In this case, considering a dual deterministic-stochastic model in which noise represents the unresolved deterministic dynamics may be more appropriate than a pure deterministic one. In this sense, an important limitation of \[12, 13, 14\] is that they focus on deterministic phenomena.

The stochastic version of an equation of motion is the Stochastic Differential Equation (SDE) or Langevin equation. Intuitively, a SDE couples a deterministic trend with noisy fluctuations that introduce uncertainty
in the evolution of the system. The SDE for a \(d\)-dimensional state vector \(x(t)\) reads

\[
dx_i(t) = f_i(x(t))dt + \sum_{j=1}^{d} \sqrt{g_{ij}(x(t))}dW_j(t), \quad i = 1, 2, \ldots, d
\]

where \(\{W_j(t)\}_{j=1}^{d}\) denote \(d\) independent Wiener processes. The Wiener process has independent Gaussian increments \(W(t+\tau) - W(t)\) with zero mean and variance \(\tau\). Therefore, the set \(\{W_j(t)\}_{j=1}^{d}\) acts as the source of randomness of the system.

SDEs have revealed as a valuable tool for building coarse-grained models. Indeed, SDEs have already been successfully applied to many problems (see [16] for a review). However, experimental time series have a very limited number of degrees of freedom, which may not even span those required by the reduced-order models. Hence, Equation (1) is also concerned with the same issues previously discussed when analyzing experimental data.

Since a SDE generates a Markov process, we could expect that a time series from a single observable could be described by a Markov process of some order, probably larger than the order of the complete SDE process but somewhat related, in analogy with the Takens’ theorem. Unfortunately, this assumption is wrong and no stochastic-embedding theorem exists [3, Chapter 12]. The reason for this is that a scalar time series originated from a continuous Markov process is not longer Markovian since it has infinite memory [17]. However, in most cases the memory decays exponentially fast and hence a Markov process can effectively approximate the time series under study. When using a Markov process of order \(n\) for analyzing the scalar time series \(y_k = y(k\cdot\Delta T)\) the dynamics of the time series are determined by the transition probabilities \(p(y_k | y_{k-1}, y_{k-2}, \ldots, y_{k-n})\). This may be interpreted as an embedding where \(d = n\) and \(\tau = \Delta T\), although there is no theorem that guarantees that it will have nice properties for the analysis of the underlying dynamical system. Note that, in this context, the new state space may be seen as the result of a transformation that is able to represent a scalar time series as a vector Markov process. Having such a transformation will enable the analysis of non-Markovian time series with Markovian theory, for which a large body of research exists.

Hence, an interesting extension of [12] [13] [14] would be allowing the reconstruction of the state space of stochastic systems while learning the equations. However, robust learning of the state space is hard, specially with stochastic data. For example, we may imagine a time series in which, driven by noise, the system visits a region of the phase space only once. When learning from only a few samples, model-based methods usually suffer from model bias [13]: they become overconfident about their own predictions. To tackle this issue, a probabilistic modeling supported by Bayesian learning provides a more robust methodology.

Indeed, learning of non-linear and stochastic State Space Models (SSMs) from data has become a key issue in both control systems and reinforcement learning, resulting in a large body of research in modern SSMs [19]. A typical discrete-time SSM reads as

\[
x_t = f(x_{t-1}) + \epsilon_t, \quad y_t = h(x_t) + \gamma_t,
\]

where \(x_t\) is the latent state, \(y_t\) is the observed space, and \(\epsilon_t\) and \(\gamma_t\) are the transition and observation noises, respectively.

Placing priors on both the transition and observation functions (\(f\) and \(h\)) enables the Bayesian treatment of the problem, which has proved to very effective for a robust learning. Since the most common prior for functions are Gaussian Processes (GPs) the resulting models are referred to as Gaussian Process State Space Models (GP-SSMs). A GP assumes that any finite number of function points \([f(x_1), f(x_2), \ldots, f(x_n)]^T\) have a joint Gaussian distribution. Therefore, a GP is fully specified by a mean function \(m(x)\) and a kernel (or covariance) function \(k(x, x')\). We note this as \(f(x) \sim \mathcal{GP}(m(x), k(x, x'))\). The properties of the kernel determine the basic behaviour of the functions that we want to model.

The first fully Bayesian technique that used a GP-SSM for system identification is, to the best of our knowledge [20], which proposed a particle Markov Chain Monte Carlo for learning the latent space. An important drawback of this approach is that it has a large computational cost. To tackle this issue, the same
authors later proposed a variational Bayesian learning algorithm \cite{21}, which permitted to trade-off between computational burden and model capacity. Following these works, \cite{22} proposed the use of bidirectional Recurrent Neural Network (RNN) as a recognition model to facilitate learning the transition model from the unobserved latent space. Intuitively, a recognition network permits obtaining probabilistic guesses of the latent space from the observed space, which aids in building the state space.

The use of recognition networks is not exclusive of GP-SSM. For example, recognition networks were also employed in \cite{23}, which generalized Kalman filters by parametrizing them with neural networks and explicitly considered RNNs as a possible recognition network; and in \cite{24}, which introduced Structured Variational Autoencoders (SVAEs). A SVAE uses a recognition network (also referred to as encoder) to map the input data to a latent space with a structured probability distribution (hence the name). Another neural network, named the decoder, is able to map samples from the latent space to realistic realizations of the observed data.

Both GP-SSMs and SVAEs can be applied to the system identification problem, in which we learn a latent space from the observation of raw data. However, there is usually the implicit assumption that the observed space has a large number of degrees of freedom. In this case, finding a state space implies a reduction of dimensionality, which may be useful for better understanding the dynamical properties of the system or for efficient simulations.

In this paper, we give a step forward towards modeling incomplete time series, in the sense that the number of observed variables are smaller than the degrees of freedom in the dynamics. Given an incomplete time series, is it possible to disentangle the dynamics and reconstruct the underlying state space? Note that this implies increasing the dimensionality of the observed space when creating the latent space. Hence, we tackle the reconstruction problem for both deterministic and stochastic data following the intuitive formulation of \cite{12,13,14}. That is, state space reconstruction is achieved by simultaneously discovering the equations describing the state space, and by also requiring the latent space to yield accurate reconstructions of the observed space.

Section 2 starts detailing the model used for state space reconstruction. To facilitate augmenting the dimension of the observed time series to build the phase space we make use of a recognition network. The state space is then forced to approximately have Markovian dynamics described by a SDE. For robust learning from stochastic data we adopt the Bayesian paradigm, placing proper priors on the drift and diffusion functions. Finally, a decoder network is used to obtain plausible reconstructions of experimental data. We refer to the resulting model as the SDE-SVAE, since the structured latent space is an stochastic process modeled by an SDE. However, it can also be interpreted as a Bayesian GP-SSM when discretizing the SDE under the Euler-Maruyama scheme.

As in any Bayesian framework, after setting the model our aim is to infer the distributions of its parameters after observing the experimental data, the so-called posterior distributions. Unfortunately, learning the posteriors from data of the SDE-SVAE model is very challenging and hence, some approximations must be derived. A set of mean field variational approximations to the true posteriors are introduced, enabling efficient statistical inference. This is usually referred to as variational inference (VI). The paper actually proceeds in two steps. Section 2.1 discusses the introduction of inducing points for approximating the posterior of the drift function. This is key since it also permits the use of batches of experimental data during learning, resulting in the Stochastic Variational Inference (SVI) algorithm. The main advantage of SVI is that it is able to handle datasets of arbitrary size. Section 2.2 then proceeds to detail the variational approximations of the rest of posterior distributions, which finally enable efficient learning with the algorithm detailed in Section 2.3.

Section 3 contains experimental simulations over synthetic datasets with physical and biological motivations. Finally, Section 4 discusses the main results and suggests possible research directions.
2. SDE-SVAE

In this section we develop a SSM based on SDEs. We consider a collection of discrete-time signals obtained from sampling different realizations of a continuous process with

$$y_i^{(r)} = y^{(r)}(t \cdot \Delta T), \quad r = 1, 2, \ldots, R; \quad t = 1, 2, \ldots, N,$$

being $\Delta T$ the sampling period, $R$ the number of different realizations of the process, and $N$ the total number of samples. To keep the notation uncluttered, we shall eliminate the superscript $(r)$ from the formulas, as if $R = 1$, unless necessary. Furthermore, we will note a whole time series as $y_{1:N}$.

We assume that the observations $y_{1:N}$ are generated from a $d$-dimensional latent state space $x_{1:N}$. Furthermore, we also assume that the state space can be modeled as the sampled version of a process $x(t)$ described by a SDE (see Equation (1)). To simplify the state space, we assume that the diffusion matrix from Equation (1) is diagonal and constant, i.e., $g_{ii}$ does not depend on $x(t)$:

$$dx_i(t) = f_i(x(t))dt + \sqrt{g_{ii}}dW_i(t) \quad i = 1, 2, \ldots, d$$

(2)

This assumption is guided by the existence of a transformation that is able to leave the diffusion term independent of the state $x(t)$: the so called Lamperti transformation [25]. The Lamperti transformation can be applied to SDEs of the type

$$dx(t) = f(x(t))dt + G(x(t), t)R(t)dW(t),$$

where $R(t)$ is any matrix and $G(x(t), t)$ is a diagonal matrix fulfilling

$$G_{ii}(x(t), t) = G_i(x_i(t), t),$$

(3)

which for the moment we consider rich enough to construct valuable embeddings. The applicability of the Lamperti transformation is limited by the fact that it is constructed using the diffusion term. Hence, when the diffusion term is not known, the Lamperti transformation cannot be applied. However, in our approach we are building a new state space $x_{1:N}$ from scratch. Since the Lamperti transformation guarantees that a representation with a state independent diffusion exists (and assuming that Equation (3) is met), we can select this representation as our state space without loss of generality.

If we assume that the Euler-Maruyama discretization scheme holds [26], then Equation (2) becomes

$$\Delta x_{i,t} = f_i(x_i)\Delta T + \sqrt{g_{ii}}(W_{i+1}^t - W_i^t), \quad i = 1, 2, \ldots, d$$

(4)

where $x_{i,t}$ denotes the $i$-th dimension of the $t$-th sample and therefore $\Delta x_{i,t} = x_{i,t+1} - x_{i,t}$. Hence, the discrete transition probabilities can be approximated with a single multivariate Gaussian with diagonal covariance matrix:

$$p(x_{t+1} | x_t, f, g) = \mathcal{N}(x_{t+1} | x_t + f(x_t)\Delta T, \text{diag}(g)\Delta T),$$

(5)

where $f(x) = [f_1(x), f_2(x), \ldots, f_d(x)]^T$ and $g = [g_{11}, g_{22}, \ldots, g_{dd}]^T$.

Note that, since the state space is not observed, both $f(\cdot)$ and $g$ are not known and must be learned. To enable rich dynamics, we parametrize both $f(\cdot)$ and $g$ with a flexible model. Following previous works on SDE estimation [27] [28], the drift function is modeled with a GP. On the other hand, we note that $g_{ii}$ plays the role of the variance in Equation (5). Since the Normal-Gamma distribution is the conjugate prior of a Gaussian distribution with unknown mean and precision, we propose the use of a GP-Gamma distribution for modeling the drift and diffusion terms. We note

$$f(x), \lambda \mid \theta \sim \text{GP-Gamma}(f(x), \lambda \mid m(x), k(x, x'), \alpha, \beta; \theta)$$

implying that

$$\lambda \sim \Gamma(\lambda \mid \text{shape} = \alpha, \text{rate} = \beta),$$

$$f(x) | \theta, \lambda \sim \mathcal{GP}\left(m(x), \frac{1}{\lambda}k(x, x', \theta)\right).$$
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Therefore, we model the drift and diffusion terms as
\[
g_{ii} = \frac{1}{\lambda_i}, \quad i = 1, 2, \ldots, d, \tag{6}
\]
\[
f_i(x), \lambda_i | \theta_i \sim \text{GP-Gamma}(f_i(x), \lambda_i | 0, k_i(x, x'), \alpha_i, \beta_i; \theta_i),
\]
where we have used a zero prior for the mean of \(f_i\) for symmetry reasons. For convenience, we shall denote \(\lambda = [\lambda_1, \lambda_2, \ldots, \lambda_d]^T\). Also, we let the \(\Delta T\) term to be absorbed by the parameters of the GP-Gamma distribution, since
\[
f(x)\Delta T, \lambda/\Delta T \sim \text{GP-Gamma}(f(x)\Delta T, \lambda/\Delta T | m(x)\Delta T, k(x, x')\Delta T, \alpha, \beta \Delta T; \theta)
\]
if
\[
f(x), \lambda \sim \text{GP-Gamma}(f(x), \lambda | m(x), k(x, x'), \alpha, \beta; \theta).
\]

Therefore, \(\Delta T\) shall subsequently be ignored in our exposition.

Each sample from the state space \(x_t\) generates an observation \(y_t\). To avoid the problem of non-identifiability between emissions and transitions [21] we use a simple linear emission model:
\[
y_t | x_t, D \sim \mathcal{N}(y_t | Dx_t + d, S),
\]
where the parameters \(D = (D, d, S)\), have been noted with a mnemonic for Decoder. The generative model that results from these assumptions is shown in Figure 1a. It is worth noting that, under the Euler-Maruyama scheme, the SDE formulation is equivalent to a GP-SSM.

As illustrated by Figure 1a, the GP introduces dependencies between the latent state space vectors. This is one of the main difficulties preventing efficient GP-SSM inference schemes since, for example, even in a dataset with a single example, to sample \(x_T\) we would need to condition on all the previous \(T - 1\) points [29]. Recent work has tackled the issue by introducing novel factorized posteriors and effective sampling schemes [29, 30]. In this paper, taking inspiration from [31], we escape from the dependencies introduced by the GP by using a Sparse Gaussian Process (SGP), which approximate the full GP by using a small set of inducing points (in the same way we may approximate a function \(f(x)\) by using a collection of points \(f\)). An additional advantage of this approach is that it enables the use of SVI, which can be subsequently used to handle large datasets with multiple time series realizations. Hence, following [31], we shall introduce a set of inducing points in our model to act as global variables, as required by SVI.

Figure 1: (a) Generative graphical model for a phase space with SDE-dynamics. (b) Generative model with inducing points compatible with SVI. Gray nodes represent observed variables and the plate notation indicates the repetition of random variables.
2.1. Inducing points as global variables for SVAE

The SGP approximation is built following [28]. Therefore, our inducing variables shall be the function points that result from evaluating \( f(x) \) at \( m \) pseudo-inputs \( \tilde{X} = \{ \tilde{x}_j : \tilde{x}_j \in R^d \} \). We have noted the inducing points with uppercase to highlight that they are a collection of points in \( R^d \), and because we can arrange them as a matrix with \( m \) rows and \( d \) columns. Although a more general treatment is possible, for the sake of simplicity we assume that the \( d \) GPs modeling the vector function \( f(\cdot) \) share the same set of pseudo-inputs. Since Equation (4) decomposes the equations of motion in \( d \) independent equations, we shall study each component of \( f(\cdot) \) independently. The \( i \)-th component of the inducing points shall be noted as \( \tilde{f}_i = \{ f_i(\tilde{x}_j) : \tilde{x}_j \in \tilde{X} \} \), and it is a vector of length \( m \). From our previous assumptions, it follows that the \( i \)-th component of the inducing-points only depends on the values of the \( i \)-th GP. Furthermore, since \( \tilde{f}_i \) is derived from the same GP as \( f_i(\cdot) \), the following conditional distribution holds:

\[
\begin{bmatrix} f_i(x) \\ \tilde{f}_i \end{bmatrix} | \lambda_i \sim N \left( \begin{bmatrix} 0 \\ \frac{1}{\lambda_i} \right), \begin{bmatrix} K_i(x, x) & K_i(x, \tilde{X}) \\ K_i(\tilde{X}, x) & K_i(\tilde{X}, \tilde{X}) \end{bmatrix} \right) \quad i = 1, \ldots, d,
\]

where \( x \in R^d, K_i(x, x) \) is a \( 1 \times 1 \) matrix, and the matrices \( K_i(x, \tilde{X}), K_i(\tilde{X}, x) \) and \( K_i(\tilde{X}, \tilde{X}) \) should be read as the \( 1 \times m, m \times 1 \) and \( m \times m \) matrices. Note that \( f_i(\cdot) \) is a scalar function and it should not be confused with the \( i \)-th dimension of the inducing-points \( \tilde{f}_i \). The latter is the result of evaluating \( f_i(\cdot) \) on a fixed set of points (the pseudo-inputs \( \tilde{X} \)) and hence, it is possible to interpret it as a multivariate Gaussian random variable. The distribution of \( f_i(x) \) conditioned on \( \tilde{f}_i \) and \( \lambda_i \) can be written as

\[
\begin{align*}
&f_i(x) \mid \tilde{f}_i, \lambda_i \sim N\left(f_i(x) \mid A_i(x)\tilde{f}_i, P_i(x)/\lambda_i\right) \\
&A_i(x) = K_i(x, \tilde{X}) \cdot K_i^{-1}(\tilde{X}, \tilde{X}), \\
&P_i(x) = K_i(x, x) - K_i(x, \tilde{X}) \cdot K_i^{-1}(\tilde{X}, \tilde{X}) \cdot K_i(\tilde{X}, x).
\end{align*}
\]

Note that we have used a bold notation for \( P_i(x) \) because we compute its value through multiplications of matrices. However, the final \( P_i(x) \) from Equation (8) is a \( 1 \times 1 \) matrix and should be read as a scalar.

To “eliminate” the GP from the model shown in Figure 1a, we need to replace the role of the conditional distribution involving the GP, \( p(x_{1:N} \mid f(\cdot), \lambda, \theta) \), by the conditional distribution involving the inducing-points, \( p(x_{1:N} \mid \tilde{f}, \lambda, \theta) \). To that end, we lower bound the conditional distribution by using Jensen’s inequality (see, for example, [19]):

\[
\log p(x_{1:N}^{(r)} \mid \tilde{f}, \lambda, \theta) = \log \mathbb{E}_{p(f, \lambda, \theta)} \left[ p(x_{1:N}^{(r)} \mid f, \lambda, \theta) \right]
\]

\[
\geq \mathbb{E}_{p(f, \lambda, \theta)} \log \left[ p(x_{1:N}^{(r)} \mid f, \lambda, \theta) \right]
\]

\[
\geq \log \bar{p}(x_{1:N}^{(r)} \mid \tilde{f}, \lambda, \theta),
\]

where we have reintroduced the superscript notation and used \( \{ x_{1:N}^{(r)} \} \) as a shortcut for \( \{ x_{1:N}^{(r)} \}_{r=1} \). Manipulating Equation (8) results in

\[
\log \bar{p}(x_{1:N}^{(r)} \mid \tilde{f}, \lambda, \theta) = \sum_{r=1}^R \left( \log p(x_{1:N}^{(r)}) + \sum_{t=1}^{N-1} \sum_{i=1}^d \log \mathcal{N}\left(x_{i,t}^{(r)} \mid x_{i,t+1}^{(r)} + A_i(x_i^{(r)})\tilde{f}_i, \lambda_i^{-1} \right) - \frac{1}{2} \sum_{t=1}^{N-1} \sum_{i=1}^d P_i(x_i^{(r)}) \right),
\]

where, just like in Equation (7), \( P_i(x_i^{(r)}) \) should be read as a scalar. A key property of Equation (9) is that it is written as a sum of \( R \) terms, each related to a different example \( x_{1:N}^{(r)} \). Following [31], we can use this lower bound in the SGP version of the original generative model as if it was \( \log p(x_{1:N}^{(r)} \mid \tilde{f}, \lambda, \theta) \), resulting in the graphical model shown in Figure 1b. Note that the inducing variables work now as the global variables required by SVI. Therefore, we shall consider the graphical model from Figure 1b as our complete generative model.
2.2. Variational approximation to the SDE-based model

As usual with mean field variational inference, we start by breaking the posterior dependencies of the latent variables to achieve a tractable distribution:

\[
p(x_{1:N}, \tilde{f}, \lambda, \theta, D \mid y_{1:N}) \approx q(x_{1:N}, \tilde{f}, \lambda, \theta, D) = q(x_{1:N})q(\tilde{f}, \lambda, \theta)q(D).
\]

(10)

We consider a simple mean field approximation that just factorizes the distributions distinguishing between the terms directly modeling the drift and diffusion, \( \tilde{f} \) and \( \lambda \), and other global variables \( \theta \):

\[
q(\tilde{f}, \lambda, \theta) = q(\tilde{f}, \lambda \mid \theta)q(\theta) \approx p(\tilde{f}, \lambda, \theta \mid y_{1:N}).
\]

(11)

Note that the variational distributions of \( \tilde{f} \) and \( \lambda \) may be affected by \( \theta \). Think for example, in the length-scale parameters of the Gaussian kernels. To simplify the variational approximation, we take the variational factor \( q(\theta) \) to be a Dirac distribution \( q(\theta) = \delta_{\theta^*}(\theta) \). Equation (11) becomes

\[
q(\tilde{f}, \lambda, \theta) = q(\tilde{f}, \lambda \mid \theta^*)\delta_{\theta^*}(\theta).
\]

(12)

Since \( p(f, \lambda \mid \theta^*) \) was chosen as a conjugate prior in Equation (6), the optimal \( q(\tilde{f}, \lambda \mid \theta^*) \) is also in the same exponential family and therefore, it is the product of \( d \) multivariate Gaussian-Gamma distributions:

\[
q(\tilde{f}, \lambda \mid \theta^*) = \prod_{i=1}^{d} N\mathcal{G}(\tilde{f}_i, \lambda_i \mid \mu_i, \Sigma_i, \alpha_i, \beta_i), \quad \text{where}
\]

\[
N\mathcal{G}(\tilde{f}_i, \lambda_i \mid \mu_i, \Sigma_i, \alpha_i, \beta_i) \triangleq \mathcal{N}(\tilde{f}_i \mid \mu_i, \lambda_i^{-1} \Sigma_i) \cdot \Gamma(\lambda_i \mid \text{shape} = \alpha_i, \text{rate} = \beta_i).
\]

Therefore, to find the variational approximation \( q(\tilde{f}, \lambda \mid \theta^*) \) we only need to determine which are the optimal parameters of the Gaussian-Gamma distributions. For the moment, let us assume that each \( \tilde{f}_i \) has well-defined variational parameters \([\mu_i, \Sigma_i, \alpha_i, \beta_i]^T\), although in Section 2.3 we shall introduce a different parametrization.

After studying the variational approach to the SDE model, we can plug in Equation (12) into Equation (10) to find the complete variational approximation, which is

\[
p(x_{1:N}, \tilde{f}, \lambda, \theta, D \mid y_{1:N}) \approx q(x_{1:N})q(\tilde{f}, \lambda, \theta)q(D)
\]

\[
= q(x_{1:N})q(\tilde{f}, \lambda, \theta)\delta_{\theta^*}(\theta)q(D)
\]

\[
= q(x_{1:N})q(\tilde{f}, \lambda \mid \theta^*)\delta_{\theta^*}(\theta)\delta_D(D).
\]

(13)

We can further simplify the variational approximation by assuming that the decoding parameters are singular \( q(D) = \delta_{\theta^*}(D) \) and therefore

\[
p(x_{1:N}, \tilde{f}, \lambda, \theta, D \mid y_{1:N}) \approx q(x_{1:N})q(\tilde{f}, \lambda \mid \theta^*)\delta_{\theta^*}(\theta)\delta_D(D).
\]

A key insight of the SVAE is that Equation (13) does not break the dependencies of \( x_{1:N} \) across time, which is intended to permit an accurate and flexible representation of the dynamics of state space [24]. In our case, since the state space is modeled through a SDE, the optimal factor graph \( x_{1:N} \) is a Markov chain. In order to help capturing the relevant dynamical information from \( y_{1:N} \) an encoding network is used. This permits obtaining probabilistic guesses of the latent vector \( x_t \) from the observation \( y_t \), introducing back-constraints that help in learning the dynamics.

To incorporate both the Markovian dynamics and the encoding information into the variational distribution \( q(x_{1:N}) \), [24] proposes to parametrize it as a conditional random field. In our case, the conditional Markov field can be written as

\[
q(x_{1:N}) \triangleq q(x_{1:N}, E) \propto \psi(x_1) \prod_{t=1}^{N-1} \psi(x_t, x_{t+1}) \prod_{t=1}^{N} \psi(x_t, y_t, E),
\]
where the encoding potentials $\psi(x_t, y_t, E)$ are Gaussian factors whose means and covariances depend on $y_t$ through an encoder neural network (note the mnemonic $E$). However, it is unrealistic to assume that this encoder will be able to output a good latent vector from a single measurement $y_t$. What $y_t$ lacks is the "context" of the time series (i.e., its previous and future samples), without which it would be impossible to extract the relevant dynamics.

A simple approach to tackle this issue that is connected with the dynamical systems theory would be as follows. Since we assume that $y_{1:N}$ has been generated by some high-dimensional stationary dynamical system, we could build a delay embedding:

$$Y_t = \begin{bmatrix} y_t^T, y_{t-\tau}^T, \ldots, y_{t-(l-1)\tau}^T \end{bmatrix}^T \quad \text{for } t = 1 + (l-1)\tau, 2 + (l-1)\tau, \ldots, N,$$

where the vectors $y_t, y_{t-\tau}, \ldots$ are concatenated together in a single vector, and where $\tau$ and $l$ should be selected in such a way that the embedding contains all the information required for determining the future of the time series. Therefore, we could feed the encoder with $Y_t$ (instead of $y_t$) to calculate the phase state at time $t$. Furthermore, it is possible to automate the construction of the delay embedding using a Convolutional Neural Network (CNN) or a RNN, as proposed in [22]:

$$Y_{1:N} = \text{CNN}(y_{1:N}, E) \quad \text{or} \quad Y_{1:N} = \text{RNN}(y_{1:N}, E).$$

Finally, it is also possible to combine all the methods together, e.g. feeding the delay embedding into a CNN which then feeds a RNN. We experimentally found that feeding the delay embedding into the neural networks may be a valuable way of quickly initializing the state space.

Regardless of the specific encoding method, the resulting variational distribution for $q(x_{1:N})$ now reads

$$q(x_{1:N}) \triangleq q(x_{1:N}, E) \propto \psi(x_1) \prod_{t=1}^{N-1} \psi(x_t, x_{t+1}) \prod_{t=1}^{N} \psi(x_t, Y_t, E).$$

### 2.3. Lower bound for SVI and learning phase

#### Lower bound

After selecting an approximation to the true posterior from some tractable family, variational inference tries to make this approximation as good as possible by reducing the inference procedure to an optimization problem in which the lower bound $\mathcal{L}$ of the marginal log-likelihood $\log p(\{y_{1:N}^{(r)}\})$ is maximized. Hence, the description of the variational approximation cannot be complete without giving the lower bound $\mathcal{L}$. Furthermore, to explicitly write the lower bound allows us to highlight the role of $\tilde{p}(x_{1:N} | \tilde{f}, \lambda, \theta)$ in our approximation (see Figure [1b]). We lower bound $\log p(\{y_{1:N}^{(r)}\})$ as

$$\log p(\{y_{1:N}^{(r)}\}) \geq E_{q(x_{1:N}^{(r)}, E) q(\tilde{f}, \lambda, \theta^*)} \left[ \log \frac{p(\{y_{1:N}^{(r)}\} | \{x_{1:N}^{(r)}\}, D^*) p(\{x_{1:N}^{(r)}\} | \tilde{f}, \lambda, \theta^*) p(\tilde{f}, \lambda, \theta^*)}{q(\{x_{1:N}^{(r)}\}, E) q(\tilde{f}, \lambda, \theta^*)} \right]$$

$$\geq E_{q(x_{1:N}^{(r)}, E) q(\tilde{f}, \lambda, \theta^*)} \left[ \log \frac{p(\{y_{1:N}^{(r)}\} | \{x_{1:N}^{(r)}\}, D^*) \tilde{p}(\{x_{1:N}^{(r)}\} | \tilde{f}, \lambda, \theta^*) p(\tilde{f}, \lambda, \theta^*)}{q(\{x_{1:N}^{(r)}\}, E) q(\tilde{f}, \lambda, \theta^*)} \right] \quad (14)$$

where we have substituted $p(x_{1:N} | \tilde{f}, \lambda, \theta)$ by $\tilde{p}(x_{1:N} | \tilde{f}, \lambda, \theta)$.

Equation (14) can be arranged as

$$\mathcal{L} = E_{q(x_{1:N}^{(r)}, E)} \left[ \log p(\{y_{1:N}^{(r)}\} | \{x_{1:N}^{(r)}\}, D^*) + E_{q(x_{1:N}^{(r)}, E)} \left[ \log \tilde{p}(\{x_{1:N}^{(r)}\} | \tilde{f}, \lambda, \theta^*) \right] \right]$$

$$+ \mathbb{H}(q(\{x_{1:N}^{(r)}\}, E)) - KL \left( q(\tilde{f}, \lambda | \theta^*) \parallel p(\tilde{f}, \lambda | \theta^*) \right). \quad (15)$$
where the second term can be written as

\[
\mathbb{E}_{q(\mathbf{f}, \mathbf{A}, \theta^*)} \left[ \log \tilde{p} (\{x^{(r)}_{1:N} \mid \tilde{f}, \mathbf{A}, \theta^* \}) \right] = \sum_{r=1}^{R} \left[ \log p(x^{(r)}_1) + \sum_{t=1}^{N-1} \sum_{i=1}^{d} \log \mathcal{N} \left( x^{(r)}_{t+1,i} \mid x^{(r)}_{t,i} + \mathbf{A}_i(x^{(r)}_t)\mathbf{\mu}_i, \beta_i/\alpha_i \right) - \frac{1}{2} \sum_{t=1}^{N-1} \sum_{i=1}^{d} \left[ \mathbf{P}_i(x^{(r)}_t) + \text{tr} \left( \mathbf{A}_i(x^{(r)}_t) \Sigma_i \mathbf{A}_i^T(x^{(r)}_t) \right) \right] \right. \\
- \frac{N-1}{2} \sum_{i=1}^{d} \left[ \psi^0(\alpha_i) - \log(\alpha_i) \right],
\]

and where \(\psi^0(\cdot)\) is the digamma function. Again, we highlight that a key property of the lower bound \(\mathcal{L}\) is that it breaks as a sum of \(R\) terms, each corresponding to a single \(y^{(r)}_{1:N}\), which permits the use of mini-batches.

For a better understanding of how the lower bound leads to a proper reconstruction of the state space, we briefly discuss each of the terms of \(\mathcal{L}\) from Equations (15) and (16). The first term from Equation (15) is basically measuring the expected reconstruction error (using a squared error) when decoding the phase space to predict \(y_{1:N}\). Therefore, the first term from Equation (15) is encouraging the decoder to fit as close as possible \(y_{1:N}\), given a variational distribution of the phase space, \(x_{1:N}\). This term may also influence the phase space itself. For instance, it may induce the separation of two points that lie close in the phase space, say \(x_{1:t}\) and \(x_{1:t+1}\), if they are decoded into two samples \(y_{1:t}\) and \(y_{1:t+1}\) with very different values.

The second term from Equation (16) is responsible for adjusting \(\{\mathbf{A}_i(x_t)\}_{i=1}^{d}\) and \(\{\mathbf{\mu}_i\}_{i=1}^{d}\) so that \(x_{1:t+1}\) can be accurately predicted using \(x_t\). Furthermore, it also fits \(\{\beta_i/\alpha_i\}_{i=1}^{d}\) to the variance of the residuals that result from these predictions. The third term from Equation (16) is more difficult to interpret. The terms \(\{\mathbf{P}_i(x_t)\}_{i=1}^{d}\) come from Equation (7), and represent the uncertainty about the predictions of \(f_i(x_t)\) using the inducing-points \(\tilde{f}\). Hence, Equation (16) encourages the minimization of these predictive uncertainties, which can be achieved by either tuning the hyperparameters of the kernel or changing the phase space (Note that \(\{\mathbf{P}_i(x_t)\}_{i=1}^{d}\) depends on \(x_t\)). The term involving \(\text{tr}(\mathbf{A}_i(x_t) \Sigma_i \mathbf{A}_i^T(x_t))\) cannot be interpreted in isolation, since it would yield \(\Sigma_i \rightarrow 0\). This does not occur due to the Kullback-Leibler divergence from Equation (15), which tries to keep each of the \(\Sigma_i\) as close as possible to its prior value, say \(\Sigma_i(0)\). Therefore, the maximization of \(\mathcal{L}\) requires a compromise, which (usually) results in values of \(\Sigma_i\) comprised between 0 and \(\Sigma_i(0)\). The fourth term from Equation (16) favours large values of \(\alpha\), since \(\psi(\alpha_i) - \log(\alpha_i)\) is strictly increasing for \(\alpha_i > 0\). This is consistent with the update rule of the Gaussian-Gamma posterior for Gaussians , where the \(\alpha\) parameter is increased by \(n/2\) after the observation of \(n\) samples. In our setting, this could be problematic, since we shall repeatedly update the parameters while learning the distributions. Again, the solution \(\alpha_i \rightarrow \infty\) is avoided by means of the Kullback-Leibler divergence from Equation (15).

We have highlighted the key influence of the Kullback-Leibler divergence for the parameters \(\{\Sigma_i\}_{i=1}^{d}\) and \(\{\alpha_i\}_{i=1}^{d}\), but it also has an effect on the parameters \(\{\mathbf{\mu}_i\}_{i=1}^{d}\) and \(\{\beta_i\}_{i=1}^{d}\), forcing a compromise between fitting the data and the prior distribution. The last term from Equation (15) to be discussed is the entropy (third term). It helps preventing the optimization of \(\mathcal{L}\) from simply placing high probability density where the prior does (a random walk process), since the entropy encourages to place probability everywhere it is possible.

Learning phase. Stochastic gradients can be used to learn both the variational distributions, the hyperparameters, and the encoding and decoding parameters. The computation of the gradients requires calculating the derivatives of the lower bound from Equation (15). However, the first two expectation terms from Equation (15) are hard to compute. Consider, for example, the expectations of \(\mathbf{A}_i^{(r)}(x^{(r)}_t)\mathbf{\mu}_i\) with respect to \(q(\{x^{(r)}_{1:N}\}, \mathcal{E})\) which, depending on the kernel, may be even impossible to compute in closed form. To tackle this issue, a Monte Carlo approximation shall be used. This requires being able to generate samples from the state space \(x^{(r)}_{1:N}\) where \(x^{(r)}_{1:N} \sim q(x^{(r)}_{1:N}, \mathcal{E}) \approx p(x^{(r)}_{1:N} \mid y^{(r)}_{1:N})\). The superscript \((r, s)\) identifies one of the \(S\) samples from the \(r\)-th observation used for the Monte Carlo approximation. Note that to be able
to differentiate through the Monte Carlo approximation, the samples should keep the dependencies with the parameters \( E \) of \( q(\{x^{(i)}_{1:N}\}, E) \). This can be achieved through the reparametrization trick \[33\]. Hence, we shall use the notation for the samples as \( x^{(r,s)}_t(E) \). To draw samples from the phase space, we should first infer the optimal variational factors \( q(x_{1:N}, E) \). The optimal variational distribution \( q(\cdot) \) in a local mean field approximation can be found by taking expectations with respect to the other variational factors \[19\]. In our case, finding the variational factor \( q \) requires fixing the SDE parameters \( \theta \) and the encoding potentials \( \{\psi(x_t, y_t, E)\}_{t=1}^N \) before computing the expectation

\[
\log q(x_{1:N}, E) \propto E_{q(\mathbf{f}, \lambda | \theta^*)} \left[ \log p(x_{1:N} \mid \mathbf{f}, \lambda, \theta^*) \right],
\]

which permits identifying the following conditional Gaussian factors:

\[
\psi(x_1) = p(x_1),
\psi(x_t, x_{t+1}) = \mathcal{N}(x_{t+1} \mid x_t + \mu(x_t), \text{diag}(\beta/\alpha)) \quad \text{with} \quad \mu(x_t) = [A_1(x_t)\mu_1, A_2(x_t)\mu_2, \ldots, A_d(x_t)\mu_d]^T \quad \text{for} \quad t = 1, \ldots, T - 1,
\]

where the \( A_i \) has been defined in Equation \[7\]. \( \mu \) is the i-th mean of the i-th Gaussian-Gamma distribution from \( q(\mathbf{f}, \lambda \mid \theta^*) \), and \( \alpha \) and \( \beta \) are the result of stacking the \( \{\alpha_i\}_{i=1}^d \) and \( \{\beta_i\}_{i=1}^d \) parameters from this same distribution. According to Equation \[17\], we approximate the dynamics of the system as if it evolved following

\[
\begin{align*}
x_{i+1} &= x_t + \mu(x_t) + w_t, \\
w_t &\sim \mathcal{N}(0, \text{diag}(\beta/\alpha)),
\end{align*}
\]

where \( w_t \) plays the role of a random noise. Note that this variational model is analogous to any SSM. Therefore, it is possible to efficiently draw samples from \( q(\{x_{1:N}\}) \) by using a forward filtering pass that collects information about the observations from the past; and then perform sampling in the backward pass, using at each node the conditional node potentials and combining them with the information from the past of the node \[19\] Section 17.4.3.

However, closed form solutions of the filtering and smoothing problems are only available for a few special cases. For example, the well-known Kalman filter provides the exact distributions for linear Gaussian systems \[34\]. In GP dynamical systems, where the transition dynamics are governed by Gaussian Processes (GPs), several approximations based on moment matching have been proposed \[35\] \[36\] \[37\]. Our solution uses the forward and backward passes described by \[36\] \[37\] which not only permits efficiently drawing samples from the chain, but also calculating the required statistics at each node. The main drawback with this approximation is this method only works when using squared exponential covariance functions as kernels \[36\] \[37\]. As an alternative method that enables the use of any kernel, we also implemented a particle filter, as suggested in \[20\].

After sampling the state space, a Monte Carlo approximation to the lower bound \( \mathcal{L} \) can be computed. The gradients of the neural networks and the hyperparameters \( \theta \) can be calculated using automatic differentiation tools; in our implementation, we have used TensorFlow \[38\] and the GPflow library \[39\].

Finally, instead of using standard gradients, we exploit the exponential family conjugacy structure of the Gaussian-Gamma distributions to efficiently compute natural gradients with respect to the variational parameters. Indeed, the natural gradients can be computed explicitly for each dimension, which enables a fast update of the SDE parameters. We note with \( \eta^{(i)} \) the natural parameters of the i-th Gaussian-Gamma, which are

\[
\eta^{(i)} = \left[ \eta_0^{(i)}, \eta_1^{(i)}, \left( \eta_2^{(i)} \right)^T, \left( \eta_3^{(i)} \right)^T \right]^T = \left[ \alpha_i - \frac{1}{2}, -\beta_i, - \mu_i^T \Sigma_i^{-1} \mu_i, \mu_i^T \Sigma_i^{-1}, \text{Vec} \left( - \frac{\Sigma_i^{-1}}{2} \right) \right]^T,
\]

where \( \text{Vec}(\cdot) \) vectorizes the matrix \( - \frac{\Sigma_i^{-1}}{2} \) so that the natural parameters can be expressed as a vector. The
Algorithm 1 SVAE algorithm for SDE-based dynamics. To keep the notation uncluttered, we omit the indices that generate the sets, e.g. we use \( \{ \psi(x_i^{(r)}, y_i^{(r)}, E) \} \) instead of \( \{ \psi(x_i^{(r)}, y_i^{(r)}, E) \}_{t=1}^{N}, r=R \).

**INPUT:** A batch of experimental time series \( \{ \mathbf{y}_1^{(r)} \} \); the current variational parameters \( \tilde{\eta} \) and the hyper-parameters \( \theta^* \) characterizing the distribution \( q(\mathbf{f}, \lambda, \theta^*) \); and the current weights of the encoder and the decoder, \( E \) and \( D^* \).

1: function COMPUTE_GRADIENTS(\( \{ \mathbf{y}_1^{(r)} \}, \tilde{\eta}, \theta^*, D^*, E \))
2: # Get the encoding potentials using the encoding network
3: \( \{ \mu_i, \Sigma_i, \alpha_i, \beta_i \} \leftarrow \text{UNPACK_GAUSSIAN_GAMMA_PARAMS}(\tilde{\eta}) \)
4: # Define the dynamic potentials using Equation (17)
5: for all pairs \((r, t)\) do
6: \( \hat{\mu}(x_i^{(r)}) \leftarrow [A_1(x_i^{(r)})\mu_1, A_2(x_i^{(r)})\mu_2, \ldots, A_d(x_i^{(r)})\mu_d]^T \)
7: \( \psi(x_i^{(r)}, x_{i+1}^{(r)}) \leftarrow \mathcal{N}(x_{i+1}^{(r)} | x_i^{(r)} + \hat{\mu}(x_i^{(r)}), \text{diag}(\beta/\alpha)) \)
8: end for
9: # Draw \( S \) samples from \( q(x_1^{(r)}, E) \) and compute its entropy \( \mathcal{H}(q(x_1^{(r)}, E)) \)
10: \{\( \hat{\mathbf{x}}_N^{(r)} \), \{\( \mathbb{H}(q(x_1^{(r)}, E)) \) \} \leftarrow \)
11: \{\( \{ \psi(x_i^{(r)}, x_{i+1}^{(r)}, E) \}, \{ \psi(x_i^{(r)}, y_i^{(r)}, E) \} \) \}
12: # Compute lower bound with Equation (14)
13: \( \mathcal{L} = \text{COMPUTE_L}(\{ \mathbf{y}_1^{(r)} \}, \{ \mathbf{y}_1^{(r)} \}, \{ \mathbb{H}(q(x_1^{(r)}, E)) \}), \{ \mu_i, \Sigma_i, \alpha_i, \beta_i \} ) \)
14: # Return gradients and natural gradients with Equation (18)
15: return \( \nabla_{D^*, \theta^*} \mathcal{L}, \nabla_{\tilde{\eta}} \mathcal{L} \)
16: end function

The natural gradients with respect to \( \eta^{(i)} \) are:

\[
\nabla_{\eta^{(i)}} \mathcal{L} = \left[ (N-1)/2, -\sum_{r=1}^{R} \left[ \Delta x_i^{(r)} \right]^T \Delta x_i^{(r)} / 2, \sum_{r=1}^{R} \left[ \Delta x_i^{(r)} \right]^T A_i^{(r)}, -\text{Vec} \left( \sum_{r=1}^{R} \left[ A_i^{(r)} \right]^T A_i^{(r)} \right)^T \right] / 2 \right]^T
- \left( \eta^{(i)} - \tilde{\eta}^{(i)} \right),
\]

where \( \tilde{\eta} \) are the prior natural parameters and we have noted for convenience \( \Delta x_i^{(r)} = x_{i+1}^{(r)} - x_i^{(r)} \) and \( A_{i}^{(r)} = A_{i} \left( x_{i+1}^{(r)} \right) \). For a derivation of Equation (18) see Appendix A.

The resulting SDE-SVAE algorithm for computing the gradients is summarized in Algorithm 1 [24].

3. Validation

In this section, we apply our model to a variety of experiments, to illustrate its potential to capture salient features of experimental time series. The experiments increase in complexity, and each of them tries to illustrate different aspects of the algorithm.

The experiments were run sharing a similar experimental setup. The encoder consisted of a single layer of 1D convolutions (with kernel size of 5 and 32 feature maps), followed by a single Gated Recurrent Unit (GRU) of size 64 and two Multilayer Perceptron (MLP) (one encoding the mean and the other one encoding the scale). The MLP used 128 hidden units with leaky-ReLu activations. The convolution layer was fed with five-dimensional delay embeddings, in which the time lag was selected using the average mutual information criterion. The delay embeddings were normalized before feeding them to the SDE-SVAE. We used both the moment matching algorithms and the particle filtering for drawing samples from the state space, but no
3.1. Excited oscillator

We begin with a simple example in which a deterministic one-dimensional time series $y_{1:N}$ oscillates while slowly increasing its amplitude. Specifically, we generated several realizations of the model using

$$y_{t}^{(r)} = \sqrt{2} \exp(0.002 \cdot t) \cos \left( \frac{2\pi}{100} \cdot t + \phi^{(r)} \right), \quad r = 1, 2, \ldots, 120; \quad t = 1, 2, \ldots, 500$$

where $\phi^{(r)}$ is a random sample generated from a uniform distribution $\mathcal{U}(0,2\pi)$. Note that this is the only source of randomness of the system. This time series is quite challenging for our model since the diffusion term should vanish to fit the deterministic equation generating the data ($\beta/\alpha \to 0$). However, the smoothness of the signal makes it easier to interpret the figures from the SVAE algorithm, making it a good illustrative example.

Besides the choices for the neural networks described at the beginning of the section, the following parameters were selected. We used $d = 2$ as dimension of the phase space; the size of the graph was set to $N = 150$, effectively limiting the backpropagation through time to 150 steps; the Monte Carlo approximations were calculated using $S = 10$ samples; and 16 inducing points were employed, initializing them after 5 epochs of training and scattering them into an uniform grid.

Figure 2 shows a small segment of the state space at several stages of the training procedure. Note that the state space shows the representation generated by the encoding network and the dynamics fitted by the SDE (Figure 2). A single illustrative sample of $x_{1:N}$ is also shown. It is worth noting that the state space is able to capture the key features of the time series $y_{1:N}$: the oscillatory pattern and the slow change in amplitude, therefore constructing a meaningful state space.

To confirm that the dynamics has been properly learned, we generate predictions from the SDE-SVAE given some small segment of data as input. This is illustrated in Figure 3a. To generate a new prediction, the encoder creates a trajectory in state space for the given time series (colored in black, up to the vertical line). When the encoder runs out of input data, the last state of the encoded trajectory is used as the initial state of the fitted SDE. The SDE generates a new trajectory without the intervention of the encoder. Finally, the decoder maps the new phase space trajectories to the original space, generating new synthetic time series. Note that, since the SDE is a stochastic model, different trajectories may result from the same initial state. In Figure 3a, two different synthetic time series are shown (in dashed-orange and solid-blue). Since the original time series is deterministic, the differences between both samples are small, although noticeable. This was expected, since the SDE-SVAE can not reach the limit $\beta/\alpha \to 0$, and therefore deterministic series are approximated with SDEs with a small diffusion term.

3.2. Lotka-Volterra

In this section, we apply our SDE-SVAE to a nonlinear stochastic model inspired by the Lotka-Volterra equations. These equations are used in the study of biological ecosystems to describe the interactions between a predator and its prey. The diffusion approximation of the Lotka-Volterra model, described in [40, 41], is given by

$$\begin{align*}
\frac{dx_1(t)}{dt} &= \left[ \frac{\alpha x_1(t) - \beta x_1(t)x_2(t)}{\beta x_1(t)x_2(t) - \gamma x_2(t)} \right] dt \\
&\quad + \left[ \frac{\alpha x_1(t) + \beta x_1(t)x_2(t)}{-\beta x_1(t)x_2(t)} \right] \left[ \frac{-\beta x_1(t)x_2(t)}{\beta x_1(t)x_2(t) + \gamma x_2(t)} \right]^{1/2} dW_1(t) \\
&\quad + \left[ \frac{\beta x_1(t)x_2(t)}{\beta x_1(t)x_2(t) + \gamma x_2(t)} \right] dW_2(t).
\end{align*}$$
Figure 2: Evolution of the state space after (a) 35 iterations, (b) 131 iterations, (c) 323 iterations, (d) 1163 iterations, (e) 1847 iterations, and (f) 4247 iterations. The mean and covariances of the encoding network are represented by orange lines and gray ellipses, respectively. A single illustrative sample of the state space is shown with a dashed blue line. Finally, the pseudo-inputs are represented with reddish points, whereas the drift is represented by arrows.
Note that the diffusion matrix does not meet the Lamperti transformation criteria from Equation (3). In this experiment we test how this affects the state space built by the SVAE.

We analyse the case $\alpha = 30$, $\beta = 0.2$ and $\gamma = 18$. An illustrative portion of the real state space of the system is shown in Figure 4. (a). The SVAE was fed with 10 different realizations of the $x_1(t)$ signal, sampled at 1000 Hz. Each of the resulting input signals, $y_r^{(r)} = x_1^{(r)}(t/1000)$ had a length of 600 samples. We used $d = 2$ for the state space dimension, $N = 150$ for the size of the graphical model, $S = 10$ for the number of Monte Carlo samples, and $m = 10$ for the number of inducing points.

Figure 4 compares the true state space of the Lotka-Volterra system with the one obtained from the SDE-SVAE at the end of the training. Figure 5(b) shows predictions generated by a trained SDE-SVAE. Both figures illustrate the capability of the model to capture the most salient features of the system in state space and to generate credible synthetic signals despite the fact that the underlying model does not meet the Lamperti transformation criteria. However, the synthetic signals do not fully reproduce all the properties of the original system. For example, the variability of the height of the peaks is smaller in the synthetic signals, and they do not reach the most extreme values of the original signal.
3.3. Stochastic Rossler Model

In this section, we show a test where the SDE-SVAE did not perform well using a stochastic version of the Rossler system:

\[
\begin{align*}
    dx_1 &= - (x_2 - x_3) dt + \delta \cdot dW_1(t), \\
    dx_2 &= (x_1 + \alpha x_2) + \delta \cdot dW_2(t), \\
    dx_3 &= (\beta + x_3(x_1 - \gamma)) dt + \delta \cdot dW_3(t),
\end{align*}
\]

with \(\alpha = 0.2, \beta = 0.2, \gamma = 5.7\) and \(\delta = 0.1\). A representative portion of the real state space of the system is shown in Figure 5a. The SVAE was fed with 200 different realizations of the \(x_1(t)\) signal, which was sampled at 1000 Hz and chunked in segments of 100 samples. We used \(d = 3\) for the state space dimension, \(N = 100\) for the size of the graphical model, \(S = 10\) for the number of Monte Carlo samples, and \(m = 64\) for the number of inducing points. The inducing points were initialized at the beginning of the training using a grid-based approach in the range \([-3, 3]\).

The real and synthetic state space are shown in Figures 5a and 5b, respectively; the predictions generated after training the SDE-SVAE are shown in Figure 6a. It is possible to visually assess that the state space from Figure 5a has a smaller diffusion than the state space from Figure 5b. As a consequence, the synthetic reconstructions shown in Figure 6a aren’t as smooth as the real time series. Furthermore, the synthetic samples always decay to small amplitudes, without showing the rich dynamics of the original system. Clearly, the SDE-SVAE relied too heavily on the encoding network during training to reconstruct the state space which, despite the larger diffusion value, is reasonably disentangled. However, the drift function was not properly learned, which results in an overestimation of the diffusion and poor synthetic samples when the SDE-SVAE cannot rely on probabilistic guesses of the encoding network.

3.4. Stochastic Lorenz system

In this section, we study a stochastic version of the Lorenz system, a simplified model for the study of atmospheric convection:

\[
\begin{align*}
    dx_1 &= \sigma(x_2 - x_1) dt + dW_1(t), \\
    dx_2 &= (x_1(\rho - x_3) - x_2) dt + dW_2(t), \\
    dx_3 &= (x_1x_2 - \beta x_3) dt + dW_3(t).
\end{align*}
\]

We focused on the values \(\sigma = 10, \beta = 8/3, \rho = 28\) which, in the case of the deterministic model, are known to produce chaotic behavior. A representative portion of the real state space of the system is shown in
Figure 6: (a) Predictions from a SDE-SVAE for the Rossler model. (b) Predictions from a SDE-SVAE for the Lorenz model. The panel and symbols used in the Figure are the same as in Figure 5.

Figure 7: Comparison of the (a) true stochastic Lorenz state space and (b) a reconstructed phase space after 1000 iterations and the observation of experimental data.

Figure 7a: The SVAE was fed with 200 different realizations of the $x_1(t)$ signal, sampled at 1000 Hz. Each of the resulting input signals, $y^{(r)}_i = x^{(r)}_1(t/1000)$ had a length of 200 samples. We used $d = 3$ for the state space dimension, $N = 200$ for the size of the graphical model, $S = 10$ for the number of Monte Carlo samples, and $m = 64$ for the number of inducing points. The inducing points were initialized at the beginning of training using a grid-based approach in the range $[-3, 3]$.

Figures 7a and 7b compare the real and a synthetic 3D-state space whereas that Figure 6b shows predictions generated by a trained SDE-SVAE. In Figure 7b it is possible to identify the two small elliptical trajectories (at the top-left and bottom right of the figure) as each of the lobes of the Lorenz attractor. The trajectories connecting both these regions represent transitions from one lobe to the other. Regarding Figure 6b, the synthetic new series resemble the original ones. However, lobe transitions probabilities differ in the original and synthetic series. As an illustrative example, synthetic time series with sustained oscillations around 0.7 (like the original blue one) were not observed. All synthetic time series performed only a few oscillations around 0.7 before quickly transitioning to the other lobe (see the dashed-orange example in the lower panel of Figure 6a).
4. Discussion and Conclusions

In this paper, we have introduced a method that permits simultaneously learning a Markovian representation of the data and its dynamics, which are assumed to be described by a SDE and hence represent the state space of the system. Therefore, our method enables to bridge the gap between experimental time series and the use of SDEs for modeling.

To this end, the SDE-SVAE uses a Bayesian approach that leverages graphical models, which impose the restriction of having SDE-like dynamics; and deep learning methods, which encode probabilistic guesses which help in learning. Furthermore, SVAE takes advantage of SVI and natural gradients to implement an efficient inference algorithm, which permits the application of the method to large datasets that do not fit in main memory. From our point of view, the main contribution of this work is exploiting the great ability of machine learning to detect data patterns through a model that remains interpretable within a prominent paradigm of statistical physics. Indeed, the disentanglement of the dynamics in state space is achieved by only requiring that 1) similar state space vectors yield similar observed states, and 2) similar state space vectors result in similar dynamical evolution, described by a SDE.

The ability of the SDE-SVAE to capture the main dynamical features of the data and summarize them in the state space was shown using synthetic data. Although the results suggested that the SDE-SVAE is a powerful modeling tool, some drawbacks and future lines of work were also revealed.

A minor drawback of the method, which is shared with any technique using kernels, is that it requires a careful selection of a GP kernel that it is able to capture the relevant dynamics of the underlying process without losing generalization capabilities. This is not always possible. For example, consider the use of the moment matching smoothing technique, which requires the use of squared exponential kernels. Although they may succeed in explaining the training data, the squared exponential kernels are only able to extrapolate around “small” regions around the inducing-points, where “small” is defined in terms of the length-scale hyperparameter. Hence, if a new experimental time series falls in a previously unexplored region of the state space, our technique will fail to predict the evolution of the system. It follows that, to improve the generalization properties of the drift estimates, we should endow the SDE-SVAE with the ability of using different kernels depending on the dynamical properties of the system under study. Indeed, sophisticated kernels are usually hand-crafted to enable pattern discovery and extrapolation in specialized applications [42].

An interesting difficulty when training the SDE-SVAE is that the autoencoder is trying to reconstruct a signal that is fed as input and that, unlike most autoencoders, the latent space is not a bottleneck since its dimension is larger than the input dimension. Luckily, the variational formulation does impose constraints on the latent space, diffulticating overfitting. However, as shown in Section 3.3 with the Rossler model, overfitting is still possible even though we tried to use small encoder networks for preventing the network from memorizing the input data. A reformulation of the lower bound may be needed to permit the use of larger and deeper networks while, at the same time, completely avoid overfitting. For example, instead of reproducing the input time series, we may ask the SDE-SVAE to produce predictions several time steps ahead in the future. This may prevent overfitting and also places more emphasis in capturing the dynamics of the system.

Regarding the dynamics of the system, the experiments from Sections 3.2 and 3.4 also show that the SDE-SVAE does not fully reproduce all the relevant properties of the original time series. In the case of the Lotka-Volterra system, this is probably due to the fact that the system has a diffusion which is not compatible with the Lamperti transformation, which would permit its representation through SDEs with constant diffusions, as assumed by our model. Hence, the use of non-constant diffusions should be considered in future extensions of the model. This may also help in better capturing the properties of other systems. According to [8], deterministic dynamical systems with chaotic behaviour (such as the Lorenz system) may be accurately modeled as a linear system with a forcing term. In most regions of the state space the forcing is small. When this term is not negligible, it acts as a rare-event forcing that drives lobe switching and approximates the nonlinear dynamics of the system. This forcing term could be naturally incorporated into a non-constant diffusion of a SDE, which may help in capturing the properties of the system under study.

Another issue of the SDE-SVAE is the computational time it requires to build the state space when
compared with simpler methods, like those based on lagged embeddings. While the latter are almost immediate, the SDE-SVAE may need hundreds or even thousands of iterations until convergence (just like any method involving neural networks). To alleviate this issue, an interesting line of work would be exploring initialization schemes that connect the efficient computation of lagged embeddings or Hankel-based embeddings with our method. Although in our experiments we fed the encoding network with lagged-embeddings, more sophisticated initialization schemes may accelerate convergence, facilitating the use of the SDE-SVAE in the analysis of experimental data. Note however that an advantage of the SDE-SVAE algorithm is that it is prepared for dealing with large datasets, whereas that most of the methods based on SVD are not.

Finally, it must be noted that the model proposed in this paper has room for improvement in light of the new advances in the field of machine learning. For example, \cite{43, 44} recently introduced continuous-time latent variable models, which is the natural way of formulating physical systems and also permits handling irregularly sampled time series. Also, our model is based on the use of a variational posterior that factorizes the latent states ($x$) and the drift function ($f(\cdot)$). More recently, several works started exploring the use of non-factorized posteriors \cite{29, 30, 45}, which may help in finding better embeddings and overcoming some of the issues found in the experimentation.

We believe that this work takes a valuable step towards developing an intuitive framework for building interpretable physical embeddings. To facilitate future research in this direction, we provide an open-source implementation of the method presented in this paper in \cite{46}.
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Let us consider the distribution of the inducing points \( \tilde{f} \) and the precision parameter \( \lambda \) (inverse of the diffusion) of the SDE describing the evolution of the \( i \)-th component of the state space. According to Equation (6), the joint distribution of a finite set of drift points and the precision parameter is a Gaussian-
Gamma distribution. The Gaussian-Gamma distribution can be written in the natural form as

\[
\log q(\tilde{\mathbf{f}}, \lambda, \alpha, \beta, \mu, \Sigma) = \left[ \begin{array}{c} \alpha - \frac{1}{2} \\
-\beta - \frac{\mu^T \Sigma^{-1} \mu}{2} \\
-\text{Vec}(\Sigma^{-1}) \end{array} \right]^T \left[ \begin{array}{c} \log \lambda \\
\lambda \tilde{\mathbf{f}} \\
\lambda \text{Vec}(\tilde{\mathbf{f}}\tilde{\mathbf{f}}^T) \end{array} \right] +
\left( -\log \Gamma(\alpha) - \alpha \log \beta - \frac{1}{2} \log |\Sigma^{-1}| \right),
\]

or, in terms of the natural parameters

\[
\eta = \left[ \eta_0, \eta_1, \eta_2, \eta_3 \right]^T = \left[ \alpha - \frac{1}{2}, -\beta - \frac{\mu^T \Sigma^{-1} \mu}{2}, \mu^T \Sigma^{-1} \text{Vec}(\tilde{\mathbf{f}}), -\frac{1}{2} \text{Mat}(\tilde{\mathbf{f}}\tilde{\mathbf{f}}^T) \right]^T,
\]

as

\[
\log q(\tilde{\mathbf{f}}, \lambda, |\eta|) \propto 
\left[ \begin{array}{c} \eta_0 \\
\eta_1 \\
\eta_2 \\
\eta_3 \end{array} \right] \left[ \begin{array}{c} \log \lambda \\
\lambda \tilde{\mathbf{f}} \\
\lambda \text{Vec}(\tilde{\mathbf{f}}\tilde{\mathbf{f}}^T) \end{array} \right] +
\left( -\log \Gamma(\eta_0 + 1/2) - (\eta_0 + 1/2) \log \left( -\eta_1 + \frac{\eta_0^T \text{Mat}(\eta_3)^{-1} \eta_2}{4} \right) - \frac{1}{2} \log |\text{Mat}(-2\eta_3)| \right)
\]

\[
= \left[ \begin{array}{c} \eta_0 \\
\eta_1 \\
\eta_2 \\
\eta_3 \end{array} \right] \left[ \begin{array}{c} T_0(\tilde{\mathbf{f}}, \lambda) \\
T_1(\tilde{\mathbf{f}}, \lambda) \\
T_2(\tilde{\mathbf{f}}, \lambda) \\
T_3(\tilde{\mathbf{f}}, \lambda) \end{array} \right] - A(\eta) = \eta^T T(\tilde{\mathbf{f}}, \lambda) - A(\eta),
\]

where \text{Mat}(\cdot) is the inverse of \text{Vec}(\cdot) (i.e., it transforms a vector in a symmetric matrix), and \( T(\tilde{\mathbf{f}}, \lambda) \) and \( A(\eta) \) are the sufficient statistics and the log-partition of the Normal-Gamma distribution.

Our aim is to write now the lower bound from Equation (15) in terms of the natural parameters \( \eta \), also assuming that the prior can be written in terms of the natural parameters \( \hat{\eta} \), i.e. \( \hat{p}(\tilde{\mathbf{f}}, \lambda, |\hat{\eta}|) \). To that end, it is useful the following property of the distributions with natural parameters \( \hat{\eta} \):

\[
E \left[ T_k(\tilde{\mathbf{f}}, \lambda) \right] = \nabla_{\eta_k} A(\eta),
\]

(A.1)

where \( \nabla_{\eta_k} A(\eta) \) is a shortcut for \( \nabla_{\eta_k} A(\eta) \). In the case of the Normal-Gamma distribution Equation (A.1) implies

\[
E \left[ T_0(\tilde{\mathbf{f}}, \lambda) \right] = E [\log \lambda] = \psi(\alpha) - \log \beta = \nabla_0 A(\eta),
\]

\[
E \left[ T_1(\tilde{\mathbf{f}}, \lambda) \right] = E [\lambda] = \alpha/\beta = \nabla_1 A(\eta),
\]

\[
E \left[ T_2(\tilde{\mathbf{f}}, \lambda) \right] = E [\lambda \tilde{\mathbf{f}}] = \frac{\alpha}{\beta} \mu = \nabla_2 A(\eta),
\]

\[
E \left[ T_3(\tilde{\mathbf{f}}, \lambda) \right] = E [\lambda \tilde{\mathbf{f}}\tilde{\mathbf{f}}^T] = \frac{\alpha}{\beta} \mu \mu^T + \Sigma = \text{Mat}(\nabla_3 A(\eta)).
\]

(A.2)

Using Equation (A.2) in Equations (15) and (16), and taking into account that \( \tilde{\mathbf{f}} \) and \( \lambda \) refer to a single
which applied to Equation (A.4) implies that

\[ \eta \] 

is the Fisher information matrix. Furthermore, the Fisher information matrix of a member of the exponential family with natural parameters \( \eta \) is, according to [17],

\[ F(\tilde{\eta}) = \nabla_\eta^2 A(\eta), \]

which applied to Equation (A.4) implies that

\[ \tilde{\nabla}_\eta \mathcal{L} = \left[ (N - 1)/2, - \sum_{r=1}^{R} \left[ \Delta x_i^{(r)} \right]^{T} \Delta x_i^{(r)}/2 \sum_{r=1}^{R} \left[ \Delta x_i^{(r)} \right]^{T} A_i^{(r)}, - \text{Vec} \left( \sum_{r=1}^{R} \left[ A_i^{(r)} \right]^{T} A_i^{(r)} \right) / 2 \right]^{T} - (\eta - \tilde{\eta}). \]