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ABSTRACT
Recent speaker diarisation systems often convert variable length speech segments into fixed-length vector representations for speaker clustering, which are known as speaker embeddings. In this paper, the content-aware speaker embeddings (CASE) approach is proposed, which extends the input of the speaker classifier to include not only acoustic features but also their corresponding speech content, via phone, character, and word embeddings. Compared to alternative methods that leverage similar information, such as multitask or adversarial training, CASE factorises automatic speech recognition (ASR) from speaker recognition to focus on modelling speaker characteristics and correlations with the corresponding content units to derive more expressive representations. CASE is evaluated for speaker re-clustering with a realistic speaker diarisation setup using the AMI meeting transcription dataset, where the content information is obtained by performing ASR based on an automatic segmentation. Experimental results showed that CASE achieved a 17.8\% relative speaker error rate reduction over conventional methods.

Index Terms— content-aware speaker embedding, diarisation, d-vector, speech recognition, distributed representation

1. INTRODUCTION
Speaker diarisation, the task to find “Who spoke when” in a multi-speaker audio stream, is a critical component in automatic speech recognition (ASR) systems for transcriptions of conversations, meetings, or broadcast shows. A typical diarisation system can often be divided into two stages: segmenting the audio into speaker-homogeneous intervals and clustering them into groups that should correspond to the same speaker. Nowadays, the speaker clustering stage often converts variable-length speech segments into fixed-length vectors, referred to as speaker embeddings, to characterise the speaker identity in a multi-dimensional space in which the clustering can be performed. The variations present in a spoken utterance include differences in speaker identity, content and style of the utterance, microphone, channel and noise characteristics. Traditional Gaussian mixture model-based speaker dependent ASR systems either normalise the differences between speakers, or jointly model them with the phonetic units [9] [13] [38]. For both speaker recognition and diarisation, the i-vector approach models all variations together using joint factor analysis [14]. With deep learning, neural network (NN) models are trained to discriminate the training set speakers for each frame [16] [17] or segment [3] [4] [15] [19–21]. Output vectors from the penultimate layer of NN models are extracted, referred to as speaker embeddings. For simplicity, all kinds of NN-based speaker embeddings [4] [15] [17] are referred to as d-vectors without any distinction in this paper.

Although d-vectors are very effective in encoding speaker dependent acoustic features (e.g., vocal tract length), they include less information about content-related features (e.g., common terms of use) compared to i-vectors [8], because an NN classifier can effectively reduce the variations that are less relevant to the targets in its first few layers. One solution to this problem is to train the NN model to jointly classify both speaker and phonetic units [18] in a multitask or adversarial learning framework [12] [33], which enforces the d-vector to encode phone related information. However, it is not straightforward to extend this method to models that are trained to extract d-vectors over hundreds of frames in a segment using a statistical pooling [15] [21] or a self-attentive structure [2–4, 35, 36], as classification of speakers and phonetic units often require very different windows of input features.

In this paper, a content-aware speaker embedding (CASE) generation scheme is proposed, which encodes content-related features into speaker embeddings by simply extending the input of the embedding extraction network to include additional information from the speech content (at the phone, character or word level). Depending on the task, the speech content can be obtained from either the reference or using an ASR system. Phone, character, and word embeddings are used to encapsulate content information, and are appended to the corresponding original acoustic features according to the content-to-frame alignments. Compared to other methods, CASE does not adopt any change to the training method and the model structure except for the input layers, and is generally applicable to any type of NN used for embedding extraction. Meanwhile, CASE can lead to more expressive speaker embeddings since it explicitly factorises speech recognition from the speaker embedding extraction model by explicitly conditioning on the speech content. The proposed CASE generation scheme was evaluated on the AMI meeting corpus. Experimental results on speaker clustering for diarisation showed that the diarisation error rate (DER) was improved by a clear margin when CASE-based d-vectors were used. Moreover, CASE can be applied to end-to-end speaker diarisation [25] [27] and also to text-dependent and -independent speaker identification and verification.

The remainder of this paper is organised as follows. Section 2 reviews the diarisation pipeline used in this paper. Section 3 presents the detailed use of CASE in d-vector extraction. The experimental setup and results are given in Sec. 4 and 5 followed by the conclusion in Sec. 6.

2. SPEAKER DIARISATION PIPELINE
Our speaker diarisation pipeline includes a neural voice activity detection (VAD) module, a neural change point detection (CPD) module, a speaker embedding extraction model and the clustering algorithm [37]. The VAD distinguishes between speech and non-speech, and selects segments corresponding to speech in the audio stream.
The CPD stage splits speech segments into speaker homogeneous intervals. Then, the embedding extraction module generates d-vectors for those intervals. Finally, the spectral clustering algorithm is used to group similar intervals and one speaker label is assigned to all of them in the same group. The pipeline is illustrated in Fig. 1.

### 2.1. Neural VAD and CPD Models

Both the VAD and CPD models are built as NN-based frame-level binary classifiers. The VAD model is a DNN of seven fully-connected layers with ReLU activation functions. The key strength of the DNN structure is the use of a large input window covering 55 consecutive frames (27 on each side), which provides sufficient information for high performance speech and non-speech classification.

The CPD model adopts a ReLU recurrent neural network (RNN) model to encode past and future inputs (covering 50 frames on each side) into two vectors respectively which are then fused into one vector using the Hadamard product followed by a softmax fully-connected layer classifying the frame as a speaker change point or not. Treating the RNN output vectors as speaker representations for the past and future audio segments, the Hadamard product and the output layer can be seen as making decisions on the change of speaker identity by comparing the speaker representations before and after the current time. To encourage the RNN to encode better speaker representations, frame-level d-vectors from a time-delay neural network (TDNN) model trained by classifying training set speakers for each frame are used as the input to the RNN. The CPD model including the TDNN, the RNN, and the output layer are then jointly trained to perform speaker change/non-change classification.

### 2.2. Speaker Embedding Extraction and Clustering

Speaker embeddings in this paper are the penultimate layer outputs of a TDNN-based model trained to perform classification among training set speakers. In both training and test, each variable length speech interval is first split into multiple fixed-length windows with a certain amount of overlap, and a speaker embedding is then extracted for each window. Window-level speaker embeddings, or window-level d-vectors, are extracted by aggregating frame-level d-vectors in a specific window using a multi-head self-attentive layer. In order to encode more diverse information by increasing the dissimilarities between different attention heads, a modified penalty term as described in [3] is also adopted.

A spectral clustering algorithm [5] based on the cosine similarity with post-processing is used to cluster the speaker embeddings. Spectral clustering is first performed on window-level d-vectors where the number of clusters is determined by the maximum eigenvalue drop-off [6]. Then, variable-length speech intervals from the CPD are considered as speaker-homogeneous, and each segment is assigned to a cluster whose centroid has the smallest cosine distance to the average of the window-level d-vectors of this segment.

### 3. CONTENT-AWARE REPRESENTATIONS

#### 3.1. Extended inputs using content

The CASE generation scheme is a method to improve the speaker embeddings by extending the input of any NN model for speaker embedding extraction to incorporate the content information corresponding to each frame. Specifically, for a model taking inputs from multiple frames, there is

$$P(s|x_1, \ldots, x_T) = \sum_{W'} P(s|x_1, \ldots, x_T, W') P(W'|x_1, \ldots, x_T),$$  

(1)

where \(s\) is a speaker, \(W'\) is a string corresponding to the content of the \(T\) frames, and \(x_t\) represents acoustic features. The sum over all possible hypotheses often requires a lattice. To avoid intractable computation, \(P(W'|x_1, \ldots, x_T)\) is approximated by the Kronecker delta function. Let \(W\) be the reference or 1-best hypothesis string of content, \(P(W'|x_1, \ldots, x_T)\) equals to one if and only if when \(W' = W\) and zero otherwise. Hence Eqn. (1) can be rewritten as

$$P(s|x_1, \ldots, x_T, W) = P(s|x_1, \ldots, x_T, w_1, \ldots, w_T),$$  

(2)

where \(w_1, \ldots, w_T\) are vector representations of the time alignment of \(W\). Eqn. (2) gives a simple form of CASE used throughout this paper, which extends the model input at time \(t\) to be the concatenation of \(x_t\) and \(w_t\). Phone, character and word levels content information with their corresponding vector representations are explored in this paper. Phones and characters are represented using 1-of-k encoding which has the element at the index corresponding to the unit set to 1 and the others set to 0. The word embeddings are derived from GloVe [7], which represents words with compact vectors of continuous-values.

Compared to traditional methods, the CASE scheme generates more expressive embeddings by using higher-level features. Although segment-level models with joint-training on each frame can implicitly learn some of those high-level features, such learning capability depends on the length of segments whose maximum is restricted by the power of the temporal pooling method as well as the computation and storage limits (e.g., the GPU memory size). The CASE scheme, however, is able to incorporate more high-level features beyond the scope of a segment into the speaker embeddings, as the content sequence obtained using ASR often requires searching through a complete utterance.

Furthermore, CASE also reduces the difficulty in learning both low-level and high-level features using the same model, which can help generate more accurate speaker embeddings. It has been shown that an NN acoustic model tends to eliminate the speaker related information (such as accent or channel) using its input layers, as such information is detrimental for classifying speaker independent phonetic or linguistic units [2]. Vice versa, a model trained for speaker
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Fig. 1. Our speaker diarisation pipeline. The dashed lines indicate where the content information can be added for the CASE scheme.
classification does not preserve much information related to the content [8]. This phenomenon causes a conflict in encoding both low-level and high-level (including linguistic and phonetic) features into a speaker embedding using the same set of parameters. CASE, however, addresses this issue by decoupling the linguistic and phonetic information from the speaker embedding extraction model.

3.2. Applying CASE to d-vector extraction

The CASE generation scheme is applied to the extraction of window-level d-vectors for speaker clustering. When using CASE, it is required to obtain the content-to-frame alignments used as \( w_t \).

- At training time, reference transcripts are first aligned with a pre-trained ASR system to derive the content (word, phone or character) vectors which are used for CASE;
- At test time, if a manual segmentation is available, 1-best hypotheses from an ASR system can be obtained and aligned using manual segments. The aligned 1-best hypotheses will then be used as the content information in CASE.
- If manual segments are not available, an automatic segmentation produced by an existing speaker diarisation system will be used to get the 1-best hypotheses using ASR, which are then used to obtain the content-to-frame alignment to produce CASE-based d-vectors.

There are also situations when reference transcriptions are available for both training and test. For example, CASE can be used to improve clustering a speech corpus without speaker labels, such as in [10]. The reference transcriptions can be available also in text-dependent speaker identification and verification tasks.

4. EXPERIMENTAL SETUP

4.1. Data Preparation

All of the data preparation and model training were done using an extended version of HTK version 3.5.1 and PyHTK [11, 12]. All systems were trained on the augmented multi-party interaction (AMI) meeting corpus. The training set contains 135 recorded meetings with 155 speakers, of which, 10% of the data for each speaker was used for held-out validation during training. The development (Dev) and evaluation (Eval) sets from the speech recognition partition were used to evaluate the performance of proposed systems.

4.2. Speaker Diarisation Pipeline Specification

The input acoustic features were 40-dimensional \(-d\) log-Mel filter banks (FBK) with a 25 ms frame size and a 10 ms frame increment, and were extracted from the multiple distance microphone (MDM) audio data pre-processed by BeamformIt [31]. A ReLU TDNN model with 3 256-d hidden layers covering a context of \([-7, +7]\) and a penultimate layer projecting to 128-d was used to extract frame-level d-vectors. For CPD, an RNN with 128-d hidden states was used. To extract window level d-vectors, a 2-second sliding window was applied with a 1-second overlap between adjacent windows [4]. Phone and character embeddings were 48-d and 27-d respectively, and 300-d word embeddings were projected to 100-d before concatenation. The phone and character embedding layers and the word embedding projection layer were jointly trained with the speaker embedding model. Moreover, instead of using the standard softmax output activation with the cross-entropy loss, the angular softmax training loss [22, 24] was adopted with the \( m \) factor set to 1, to ensure that the derived embeddings are trained to discriminate speakers based on the cosine distance.

Model performance was evaluated in terms of the diarisation error rate (DER) which is the sum of speaker error rate (SER), missed speech (MS) and false alarm (FA). As many manual segments in AMI were found to have very long non-speech parts, which results in many unnecessary overlapping regions and also affects the clustering performance, a modified version of the manual segmentation was created by comparing each original segment with a frame to speech and non-speech alignments generated by forced alignment using a pre-trained speech recognition system [11]. The original reference was also modified accordingly to form the modified reference to match the modified segmentation. Details of the original and modified segments and corresponding references, together with the speech recognition partition of the data used in this paper are available to download [3].

The CASE-based d-vector systems were compared to the baseline system where d-vectors were extracted without using the content information. For completeness, SERs of two other methods that use content information, namely multi-task training [12] and adversarial training [33], are reported. In the multi-task training method, d-vectors systems were trained with speaker and phone classification simultaneously by adding a phone classification layer. In adversarial training, a gradient reversal operation is added to the d-vector extraction layer on top of the multi-task training setup.

4.3. ASR System Specification

The ASR system used in this paper was trained using the Kaldi [28] speech recognition toolkit based on the same HTK 40-d FBK features extracted only from the beamformed AMI MDM data. The speaker-independent acoustic model has six convolutional neural network layers followed by fifteen factorised TDNN blocks with residual connections, and the final layer has 2,312 output units with each of them representing a context-dependent phone. Lattice-free MMI training [29] with the SpecAug data augmentation [30] was used to obtain the acoustic model. A 4-gram language model estimated using the transcriptions from both AMI and Fisher corpora was used for all the decoding throughout the paper.

5. EXPERIMENTAL RESULTS

5.1. Results with manual segmentation

The first set of diarisation experiments were performed using manual segments to directly show the effect of CASE on speaker clustering. The MS and FA rates in this case are zero, and the SER for each system is shown in Table 1. The alignments obtained using the manual segmentation and the reference transcription are denoted as reference, while those obtained using the manual segmentation and recognition results from the ASR system is denoted as hypothesis.

In general, using CASE-based d-vectors consistently improves the SER on the Dev set, and the results are more varied on the Eval set, as the threshold value for spectral clustering pre-processing stage is determined based on the Dev set performance. Using the ASR hypothesis in the CASE scheme slightly degrades the SERs. Although CASE-based system with word, phone and character information achieves the lowest SER on Dev, its SER on Eval is worse than the
and %MS from Table 2 to the %SERs. Automatic segmentation. %DERs can be calculated by adding %FA and %MS from Table 2 to the %SERs.

| Systems                | Reference (%) | Hypothesis (%) |
|------------------------|---------------|----------------|
|                        | Dev | Eval | Dev | Eval |
| Baseline dvec.         | 15.2| 15.1 | 15.2| 15.1 |
| Multi-task dvec.       | 16.5| 15.7 | 16.5| 15.7 |
| Adversarial dvec.      | 12.6| 16.7 | 12.6| 16.7 |
| CASE dvec. (p)         | 13.6| 16.6 | 13.7| 16.4 |
| CASE dvec. (c)         | 12.7| 14.8 | 13.2| 16.1 |
| CASE dvec. (p + c)     | 11.5| 13.3 | 11.7| 13.4 |
| CASE dvec. (w)         | 13.8| 16.2 | 13.9| 16.3 |
| CASE dvec. (w + p + c) | **9.5**| 15.2 | **10.0**| 15.1 |

Table 1. %SERs with the alignment, ASR decoding, and speaker clustering all based on manual segmentation. “w”, “p” and “c” represent the use of word, phone and character respectively.

Baseline result, due to the over-fitting caused by the use of the word embeddings. The system with only phone and character information achieved consistently better SERs compared to the baseline on both Dev and Eval, which achieves relative SER reductions of 23% and 11% on Dev and Eval respectively.

5.2. Results with automatic segmentation

In this section, all speaker clustering were performed based on the automatic segments produced by the full diarisation pipeline. Since the use of CPD does not cause any change to MS and FA, all SERs reported in this section can be converted to DERs by adding the MS and FA rates shown in Table 2.

| Dev | Eval |
|-----|------|
| MS | FA | MS | FA |
| 1.2% | 4.0% | 1.3% | 3.6% |

Table 2. VAD MS and FA on Dev and Eval.

Speaker clustering results with the automatic segmentation are listed in Table 3, where the hypotheses are decoded with a real ASR based on the manual segmentation. With CASE-based d-vectors, similar improvements to those with manual segmentation were observed, and the performance degradation caused by using hypotheses remains in a reasonable range. Our best CASE-based diarisation system achieved 10% relative SER reductions on both Dev and Eval.

| Systems                | Reference (%) | Hypothesis (%) |
|------------------------|---------------|----------------|
|                        | Dev | Eval | Dev | Eval |
| Baseline dvec.         | 13.0| 14.6 | 13.0| 14.6 |
| Multi-task dvec.       | 14.3| 13.6 | 14.3| 13.6 |
| Adversarial dvec.      | 14.0| 16.6 | 14.0| 16.6 |
| CASE dvec. (p)         | 12.6| 14.3 | 12.7| 14.1 |
| CASE dvec. (c)         | 10.8| 14.1 | 12.1| 14.3 |
| CASE dvec. (p + c)     | 10.7| 12.9 | 11.7| 13.2 |
| CASE dvec. (w)         | 12.5| 14.8 | 12.3| 14.4 |
| CASE dvec. (w + p + c) | **10.1**| 14.2 | **10.1**| 15.8 |

Table 3. %SERs with the alignment and ASR decoding based on the manual segmentation, and the speaker clustering based on the automatic segmentation. %DERs can be calculated by adding %FA and %MS from Table 2 to the %SERs.

Finally, the CASE scheme is applied to the situation where neither the manual segmentation nor the reference transcripts are available, which is the same as in a real diarisation system. The hypotheses were obtained by decoding with ASR based on the automatic segmentation, which were aligned and used for the CASE-based d-vector extraction. Specifically, at test-time, the audio stream of a meeting is first passed through VAD, CPD, and the baseline d-vector extraction and clustering, to obtain the automatic segmentation. Then ASR is used to decode such automatic segments to derive the hypotheses, which are then aligned and used for CASE-based d-vector extraction and re-clustering. The word error rates (WERs) with both manual and automatic segmentation are listed in Table 4.

| Systems                | Dev %WER | Eval %WER |
|------------------------|----------|-----------|
|                        | manual   | automatic |
| Baseline dvec.         | 35.7     | 39.7      |
| Multi-task dvec.       | 38.7     | 42.9      |

Table 4. WERs on Dev and Eval generated by our ASR using the MDM data based on the manual and automatic segmentation.

Since our current diarisation pipeline is not able to detect overlapping speech, the overlapping regions are decoded as the non-overlapping regions which generates more deletion errors and degrades the overall WERs. Then, the CASE-based d-vectors were extracted based on the hypotheses, which is followed by the re-clustering, and the SERs are shown in Table 5.

| Systems                | Dev %SER | Eval %SER |
|------------------------|----------|-----------|
| Baseline dvec.         | 13.0     | 14.6      |
| Multi-task dvec.       | 14.3     | 13.6      |
| Adversarial dvec.      | 14.0     | 16.6      |
| CASE dvec. (p)         | 13.2     | 14.3      |
| CASE dvec. (c)         | 11.8     | 15.1      |
| CASE dvec. (p + c)     | 11.0     | 12.0      |
| CASE dvec. (w)         | 13.1     | 14.7      |
| CASE dvec. (w + p + c) | **10.8**| 16.2      |

Table 5. %SERs with the alignment, ASR decoding, and speaker clustering all based on the automatic segmentation. %DERs can be calculated by adding %FA and %MS from Table 2 to the %SERs.

From Table 5, the CASE-based systems in general outperform the baseline and the other methods tested. The best performing system is the CASE-based d-vector system with both phone and character embeddings, which achieves 15.4% and 18.6% relative SER reductions compared to the baseline on Dev and Eval respectively.

6. CONCLUSIONS

This paper proposes the CASE scheme which incorporates speech content information into speaker embedding extraction for speaker diarisation. The CASE scheme is applied to speaker embedding extraction stage by appending each input acoustic feature with its corresponding phone, character or word representations. Experiments on the AMI corpus used both an oracle setup with manual segmentation and reference transcriptions, and a realistic setup with automatic segmentation and hypothesis transcriptions. Our best performing CASE-based system with both phone and character embeddings consistently outperforms all baseline methods under all conditions.
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