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Abstract. The emergence of trapped surfaces in solutions to the Einstein field equations is intimately tied to the well-posedness properties of the corresponding Cauchy problem in the low regularity regime. In this paper, we study the question of existence of trapped surfaces already at the level of the initial hypersurface when the scale invariant size of the Cauchy data is assumed to be bounded. Our main theorem states that no trapped surfaces can exist initially when the Cauchy data are close to the data induced on a spacelike hypersurface of Minkowski spacetime (not necessarily a flat hyperplane) in the Besov $B^{3,1}_{2,1}$ norm. We also discuss the question of extending the above result to the case when merely smallness in $H^{3/2}$ is assumed.

1. Introduction

The celebrated incompleteness theorem by Penrose [10] asserts that, for initial data $(\Sigma, g, k)$ to the Einstein vacuum equations

$$\text{Ric}(g) = 0$$

prescribed on a non-compact initial hypersurface $\Sigma$, the presence of a trapped surface in the corresponding maximal development $((M, \bar{g}), (\bar{g}, \bar{k}))$ implies that $(M, \bar{g})$ is causally geodesically incomplete. As a special case, $(M, \bar{g})$ is necessarily incomplete if a compact trapped surface is already contained inside the initial hypersurface.

It can be easily verified that Minkowski spacetime $(\mathbb{R}^{3+1}, m)$ is geodesically complete. Thus, in particular, $(\mathbb{R}^{3+1}, m)$ contains no compact trapped surface $S$. The existence of such a surface $S$ inside an initial data set $(\mathbb{R}^{3}, g, k)$ can be, therefore, viewed as an indication that $(g, k)$ is far away from the data induced on any spacelike slice of Minkowski spacetime. Indeed, it is easy to check that, when $(g, k)$ is close to the data $(g_0, k_0)$ induced on a spacelike embedding of $\mathbb{R}^3$ in $(\mathbb{R}^{3+1}, m)$ in a sufficiently strong norm, then $(\mathbb{R}^{3}, g, k)$ contains no trapped surfaces. In the case where $(g, k)$ is close to $(e, 0)$, the induced data on the $\{t = 0\}$, in a sufficiently strong norm, the global nonlinear stability of Minkowski spacetime, established by Christodoulou–Klainerman [5], moreover implies that the corresponding maximal development is also geodesically complete. In principle, one expects that such a global nonlinear stability result also holds for $(g, k)$ close to the induced data on more general spacelike hypersurfaces, for instance by adapting the proof of Lindblad–Rodnianski [9]. The purpose of this article is to prove that smallness in a sharp scale-invariant low-regularity norm is already sufficient to rule out the existence of trapped surfaces in the initial hypersurface. We refer the reader to Section 2 for connections of this problem to other questions about the Cauchy problem for the Einstein equations in the regime of low regularity.

Our main result is the following:

Theorem 1.1. Let $\Omega \subset \mathbb{R}^3$ be a domain and $f: \Omega \rightarrow \mathbb{R}$ be a smooth function such that the graph $\Sigma_f = \{(t, x^1, x^2, x^3) : t = f(x^1, x^2, x^3)\}$ is a uniformly spacelike hypersurface of Minkowski spacetime $(\mathbb{R}^{3+1}, m)$. Then, there exists a constant $c_0 > 0$ depending only on $\|\partial f\|_{L^\infty(\Omega)}$ and $\inf_{\Omega}(1 - \|\partial f\|_{C^1})$ such that the following holds: Let $(g, k)$ be a pair of a Riemannian metric and a symmetric covariant 2-tensor on $\Omega$ satisfying the bound

$$\|g - g_0\|_{B^3_{2,1}(\Omega)} + \|k - k_0\|_{B^3_{2,1}(\Omega)} \leq c_0,$$

where $(g_0, k_0)$ are the pullbacks of the Riemannian metric and second fundamental form induced on $\Sigma_f$ by the Minkowski metric $m$. Then, there does not exist a smooth embedded compact trapped 2-surface $S$ in $(\Omega, g, k)$.

For the definition of a trapped surface inside $(\Omega, g, k)$, see Section 3.3. For the definition of the Besov spaces $B^3_{2,1}(\Omega)$, see Section 3.3. Let us note that the norms appearing in Theorem 1.1 involve the components of the corresponding tensor fields in standard Cartesian coordinate system on $\mathbb{R}^3$.

Remark. Notice that Theorem 1.1 applies to the case of general pairs of $(g, k)$ which do not necessarily have to obey the constraint equations. In the simplest case when $f \equiv 0$, the background tensors $(g_0, k_0)$ reduce to $(e, 0)$, where $e$ is the Euclidean metric on $\mathbb{R}^3$.

The Besov norms appearing in Theorem 1.1 are invariant under the scaling

$$(g_{ij}(x), k_{ij}(x)) \rightarrow (g_{ij}(x), k_{ij}(x)) \equiv (g_{ij}(\lambda x), \lambda k_{ij}(\lambda x)).$$

(1.1)

It is clear that the same result as in Theorem 1.1 cannot hold for a norm below scaling, e.g. $H^s(\mathbb{R}^3) \times H^{s-1}(\mathbb{R}^3)$ for $s < \frac{3}{2}$ since (in the $f \equiv 0$ case) one can construct counterexamples simply by rescaling as follows. Take a particular pair $(g, k)$ such that $(g - e, k)$ is compactly supported and such that a smooth embedded compact trapped 2-surface is present. Consider the rescaled data sets $(g_\lambda, k_\lambda)$ as in (1.1). When $\lambda \rightarrow \infty$, the $H^s(\mathbb{R}^3) \times H^{s-1}(\mathbb{R}^3)$ norm of
\((g_3 - e, k_3)\) becomes arbitrarily small (for \(s < \frac{3}{2}\)), but a compact trapped surface would still be present in all rescaled data sets.

Moreover, in Proposition 1.2, we show that the result in Theorem 1.1 would still fail if \(B_{2,1}^{3/2} \times B_{2,1}^{1/2}\) norm is replaced by \(H^{3/2} \times H^{1/2}\). (Note that the proof of Theorem 1.1 relies on trace estimates and Sobolev embedding estimates which no longer hold when \(B_{2,1}^{3/2} \times B_{2,1}^{1/2}\) norm is replaced by \(H^{3/2} \times H^{1/2}\).)

**Proposition 1.2.** There exist a sequence \(\{(g^{(j)}, k^{(j)})\}_{j=1}^{\infty}\) where \(g^{(j)}\) are smooth asymptotically flat Riemannian metrics on \(\mathbb{R}^3\), \(k^{(j)}\) are smooth and compactly supported symmetric covariant 2-tensors on \(\mathbb{R}^3\) such that

\[
\|g^{(j)} - e\|_{H^{3/2}(\mathbb{R}^3)} + \|k^{(j)}\|_{H^{1/2}(\mathbb{R}^3)} \leq 2^{-j},
\]

(where \(e\) is the Euclidean metric on \(\mathbb{R}^3\)), but there is a smooth embedded compact trapped 2-sphere \(\Sigma\) in \((\mathbb{R}^3, g^{(j)}, k^{(j)})\) for all \(j \in \mathbb{N}\).

Since initial data sets to the evolution problem must satisfy the constraint equations, Proposition 1.2 may not be fully satisfied. Instead, one may want to look for counterexamples when the constraint equations are imposed. To study this, we turn to the Einstein–scalar field system in spherical symmetry. First, we show that counterexamples can still be found in this setting. (In particular, this shows that the dominant energy condition would not be sufficient to rule out counterexamples.)

**Proposition 1.3.** There exists a sequence of initial data sets \(\{(g^{(j)}, k^{(j)})_{\psi_0(j), \psi_1(j)}\}_{j=1}^{\infty}\) for the Einstein–scalar field system on \(B(0,1) \subset \mathbb{R}^3\), i.e. a sequence of Riemannian metrics \(g^{(j)}\), symmetric \((0,2)\)-tensors \(k^{(j)}\) and functions \(\psi_0^{(j)}, \psi_1^{(j)} : B(0,1) \to \mathbb{R}\) satisfying the constraint equations

\[
R[g^{(j)}] + (\nabla g^{(j)} k^{(j)})^2 - \|k^{(j)}\|^2 g^{(j)} = \|\nabla \psi_0^{(j)}\|^2 g^{(j)} + (\psi_1^{(j)})^2, \quad \text{div}_g^{(j)} k^{(j)} - \nabla (\nabla g^{(j)} k^{(j)}) = \psi_1^{(j)} \nabla \psi_0^{(j)},
\]

such that

\[
\|g^{(j)} - e\|_{H^{3/2}(B(0,1))} + \|k^{(j)}\|_{H^{1/2}(B(0,1))} \leq 2^{-j}, \quad \forall j \in \mathbb{N}
\]

and \((B(0,1); g^{(j)}, k^{(j)})\) contains a smooth embedded compact trapped 2-sphere \(\Sigma\) for all \(j \in \mathbb{N}\).

However, in the setting of the spherically symmetric Einstein-scalar field system, it is natural to impose an additional smallness assumption on the scalar field in \(H^{3/2} \times H^{1/2}\). In this case, it can be shown that spherically symmetric trapped surfaces can be ruled out:

**Proposition 1.4.** Suppose \((B(0,R), g, k)\) are spherically symmetric taking that form

\[
g(\rho, \varphi, \vartheta) = d\rho^2 + (r(\rho))^2 (d\vartheta^2 + \sin^2 \vartheta \, d\varphi^2), \quad k(\rho, \varphi, \vartheta) = k_{\rho \rho}(\rho) d\rho^2 + k_{\vartheta \vartheta}(\rho) (d\vartheta^2 + \sin^2 \vartheta \, d\varphi^2)
\]

and moreover satisfy the constraints \([1.2] \) and \([1.3]\) and some smooth and spherically symmetric \(\psi_0, \psi_1\).

Introduce the corresponding Cartesian coordinates by

\[
x^1 = \rho \sin \vartheta \cos \varphi, \quad x^2 = \rho \sin \vartheta \sin \varphi, \quad x^3 = \rho \cos \vartheta
\]

so that in the \((x^1, x^2, x^3)\) coordinate system,

\[
g_{ij} = \frac{r^2(|x|)}{|x|^2} \delta_{ij} + \left(1 - \frac{r^2(|x|)}{|x|^2}\right) x^i x^j, \quad k_{ij} = \frac{k_{\vartheta \vartheta}}{|x|^2} \delta_{ij} + \left(k_{\rho \rho} - \frac{k_{\vartheta \vartheta}}{|x|^2}\right) x^i x^j.
\]

Then there exists \(\epsilon_0 > 0\) (independent of \(R\)) such that as long as the following smallness condition in the Cartesian coordinates holds

\[
\|k\|_{H^{3/2}(B(0,R))} + \|\psi_0\|_{H^{3/2}(B(0,R))} + \|\psi_1\|_{H^{1/2}(B(0,R))} \leq \epsilon_0,
\]

then there does not exist a spherically symmetric smooth embedded compact trapped 2-surface \(S\) in \((B(0,R), g, k)\).

In view of Propositions 1.3 and 1.4, it is perhaps of interest to understand whether the constraint equations in vacuum together with a smallness assumption of \((g, k) \in H^{3/2} \times H^{1/2}\) would be sufficient to rule out trapped surfaces in the absence of symmetry.

See Section 5 for the proof of Propositions 1.2, 1.4.

### 1.1. Idea of the proof.

The proof of the theorem is based on a contradiction argument using a uniform trace theorem. To explain the ideas of the proof, we first focus on the simpler case where \(f = 0\), i.e. we assume that \((g, k) - (e, 0)\) is small in \(B_{2,1}^{3/2} \times B_{2,1}^{1/2}\). In this setting, assume for the sake of contradiction that there is a compact trapped surface \(S\). The following are the main steps of the argument.

1. Let \(S^+\) be the convex hull of \(S\) intersected with \(S\), and let \(H_0\) be the Euclidean mean curvature. By convexity, \(H_0 \geq 0\) on \(S^+\). Moreover, it is well-known that the Willmore energy has the following lower bound:

\[
\int_{S^+} H_0^2 \, d\text{Vol}_{S^+} \geq 16\pi.
\]

(This can be derived by noting that \((a)\) the standard Gauss map \(\hat{n} : S^+ \to (S^2, \hat{g}_0)\) covers the whole of \(S^2\) and thus, \(\int_{S^+} K_{\hat{g}_0} \, d\text{Vol}_{S^+, \hat{g}_0} \geq 4\pi\) and \((b)\) \(H_0^2 \geq 4K_{\hat{g}_0}\) by the AM-GM inequality.)
The key ingredient we establish is a uniform trace estimate for convex hypersurfaces in \( \mathbb{R}^3 \):
\[
\int_S |\phi|^2 \text{dVol}_{S, e} \lesssim \|\phi\|^2_{B^{1/2}_{2,1}}. \tag{1.7}
\]
where the implicit constant \textit{independent} of the surface \( S \), as long as it is convex. (It is easy to see that a trace estimate cannot hold uniformly for all hypersurfaces without the convexity assumption.)

Since \( S^+ \) is convex and \((g, k) - (e, 0)\) is small, say of size \( O(\epsilon) \), in \( B^{3/2}_{2,1} \times B^{3/2}_{2,1} \), we can apply the uniform trace estimate in Step 2 so as to obtain
\[
\int_{S^+} |k|^2 \text{dVol}_{S, e}, \int_{S^+} |\partial(g - g_0)|^2 \text{dVol}_{S, e} \lesssim \epsilon.
\]

For \( \epsilon > 0 \) sufficiently small, we have \( \int_{S^+} \|H_0\|^2 \text{dVol}_{S, e} \lesssim \epsilon \), contradicting the lower bound in Step 1.

It remains to explain the uniform trace estimate \((1.7)\) used in Step 2. Partition \( S^2 = \bigcup_{i=1}^3 E_i \cup \bigcup_{i=1}^3 W_i \), where \( E_i \doteq \{x \in S^2 : x_i \geq \frac{1}{2}\} \), \( W_i \doteq \{x \in S^2 : x_i \leq -\frac{1}{2}\} \). This induces a partition \( S = \bigcup_{i=1}^3 \hat{n}^{-1}(E_i) \cup \bigcup_{i=1}^3 \hat{n}^{-1}(W_i) \). Convexity implies that each of \( \hat{n}^{-1}(E_i) \), \( \hat{n}^{-1}(S) \) can be written as a graph, and we can adapt the standard proof of trace estimates.

In the more general case where \( f \neq 0 \), we need a (spacetime) notion of the null convex hull of a 2-surface, which is defined to be the intersection of null half-spaces containing the surface. In this case, instead of the convex hull, we consider the intersection of the boundary of the null convex intersected with the surface; and the quantity we consider in place of \( H_0 \) is the Minkowski null expansion \( \text{tr}_X \nu_0 \). (Notice that in the case of \( f = 0 \), \( \text{tr}_X \nu_0 = H_0 \) ) It turns out that suitable analogues of the key properties \((1)\) and \((2)\) above still hold in the more general setting, using slightly more involved arguments; see Proposition \ref{prop:1.2} and Lemma \ref{lem:1.4}.
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2. Motivation: Cauchy problem and optimal low-regularity well-posedness for the Einstein vacuum equations

The main motivation for Theorem \ref{thm:1.1} comes from the following fundamental question:

**What is the threshold of well-posedness for the Einstein vacuum equations (or appropriate Einstein-matter systems) when considering low-regularity initial data?**

For many evolutionary partial differential equations, low-regularity well-posedness problems are often important for understanding singularity formation. In the setting of the Einstein equations, a prominent example can be found in the works of Christodoulou \cite{C72}, in which the resolution of the weak cosmic censorship conjecture for the Einstein–scalar field system in spherical symmetry relied on Christodoulou’s sharp BV well-posedness result \cite{C00}.

The question of optimal low-regularity well-posedness can be formulated in local or global terms:

**Problem 2.1.** For \( s \geq \frac{3}{2} \), let \( X = H^s(\mathbb{R}^3) \times H^{s-1}(\mathbb{R}^3) \) (or a suitable weighted version or Besov replacement). Does there exist a sequence of initial data sets \( \{(\mathbb{R}^3, g_i, k_i)\}_{i=1}^\infty \) to the Einstein vacuum equations such that
\[
\|(g_i - e, k_i)\|_X \leq 2^{-i},
\]
and for which:

1. The solution does not remain of size \( O(2^{-i}) \) in the norm \( \| \cdot \|_X \) “up to time \( O(1) \)?
2. The corresponding maximal globally hyperbolic development is future causally geodesically incomplete?

Part (1) of Problem \ref{p:2.1} probes the regularity threshold below which the local existence of solutions ceases to hold. The best known result in this direction is the celebrated bounded \( L^2 \) curvature theorem of Klainerman–Rodnianski–Szefel \cite{KRS}, which established that (modulo technical assumptions) solutions to the Einstein vacuum equations remain under control up to time \( O(1) \) if the initial data are small in \( X = H^2(\mathbb{R}^3) \times H^1(\mathbb{R}^3) \). As pointed out in \cite{C72}, the \( L^2 \) bound of curvature is crucially used in the proof to derive a lower bound on the radius of injectivity of null hypersurfaces, and it is therefore unclear whether the solutions can be controlled below this regularity; see also \cite{C72, C00}. 


Part (2) of Problem 2.1 is related to the question of the stability of Minkowski spacetime in the roughest possible setting. This is closely connected to the question of trapped surface formation, since the emergence of a trapped surface implies that the solution is geodesically incomplete due to Penrose’s incompleteness theorem. It is known by Christodoulou’s monumental work [3] that trapped surfaces can form dynamically from initial data which are free of trapped surfaces (and in fact are arbitrarily far from having trapped surfaces). The result in [3] requires that the initial data are large in $H^1$. In a subsequent work [1], An–Luk showed that largeness in $H^{3/2}$ is already sufficient to guarantee that trapped surfaces form dynamically.

Our main result (Theorem 1.1) only concerns the existence of trapped surfaces within initial data sets and, thus, does not directly address the evolution problem. Our theorem shows that if the Cauchy data to the Einstein vacuum equations contain a trapped surface, then the data cannot be small in the scale-invariant $B^{3/2}_{2,1}$ norm. Hence, if a trapped surface is to emerge in evolution, then the $B^{3/2}_{2,1}$ norm of the data induced on spacelike slices of the spacetime cannot remain small. Together with the possibility of inflation for the Hubble parameter, our result is naturally led to the following question, which can be viewed as a reformulation of Problem 2.1 in the context of trapped surface formation:

**Problem 2.2.** For $s \in [\frac{3}{2}, 2)$, let $X = H^s(\mathbb{R}^3) \times H^{s-1}(\mathbb{R}^3)$ (or a suitable Besov replacement). Does there exist a sequence of initial data sets $\{(\mathbb{R}^3, g_i, k_i)\}_{i=1}^{\infty}$ to the Einstein vacuum equations such that

$$||g_i - e, k_i||_X \leq 2^{-i},$$

but for which the corresponding maximal globally hyperbolic future development contains an embedded compact trapped surface?

### 3. Notations

In this section, we will introduce the various notational conventions that will be adopted throughout the paper.

#### 3.1. Special subsets of Minkowski spacetime

We will denote with $m$ the Minkowski metric on $\mathbb{R}^{3+1}$, which, in the standard Cartesian coordinates $(t, x^1, x^2, x^3)$, takes the form

$$m = -dt^2 + (dx^1)^2 + (dx^2)^2 + (dx^3)^2.$$ 

We will also denote with $e$ the Euclidean metric on $\mathbb{R}^3$:

$$e = (dx^1)^2 + (dx^2)^2 + (dx^3)^2.$$ 

We will frequently identify $\mathbb{R}^3$ with $\{t = 0\} \subset \mathbb{R}^{3+1}$. We will also identify $S^2$ with the coordinate sphere $\{\sum_{i=1}^{3}(x^i)^2 = 1\}$ in $\mathbb{R}^3$. In what follows, lower case Latin indices run through $i,j = 1,2,3$.

**Definition 3.1.** We will define for any $\omega = (\omega^1, \omega^2, \omega^3) \in S^2 \subset \mathbb{R}^3$ the vector

$$L_\omega \doteq (1, \omega^1, \omega^2, \omega^3) \in \mathbb{R}^{3+1}.$$ 

We will also define for any $\omega \in S^2$ and $u \in \mathbb{R}$ the half space

$$W_{\omega,u} \doteq \{(t,x) \in \mathbb{R}^{3+1} : t - \langle x, \omega \rangle_e \geq u\}.$$ 

**Remark.** Note that $L_\omega$ is future directed and null with respect to $m$. Moreover, the boundary

$$\Pi_{\omega,u} = \partial W_{\omega,u} \doteq \{(t,x) \in \mathbb{R}^{3+1} : t - \langle x, \omega \rangle_e = u\}$$

is a null hyperplane of $(\mathbb{R}^{3+1}, m)$ whose normal vector at every point is (parallel to) $L_\omega$.

#### 3.2. Spacelike hypersurfaces in $\mathbb{R}^{3+1}$

Throughout this paper, we will frequently consider spacelike hypersurfaces of $(\mathbb{R}^{3+1}, m)$ which can be expressed as a graph of a given smooth function $f : \Omega \to \mathbb{R}$ over a domain $\Omega \subseteq \mathbb{R}^2$:

$$\Sigma_f \doteq \{(t,x) : x \in \Omega, \ t = f(x)\}.$$ 

Note that $\Sigma_f$ is spacelike if and only if

$$|\partial f|_e < 1 \quad \text{everywhere on } \Omega,$$ 

where, from now on, we use $\partial f$ to denote the Euclidean gradient of $f$ and $|\partial f|_e = (\sum_{i=1}^{3} |\partial_i f|^2)^{1/2}$. In what follows, we will only consider functions $f$ satisfying the uniform bound $\inf_{\Omega}(1 - |\partial f|_e) > 0$.

For a spacelike $\Sigma = \Sigma_f$ as above, we will denote with $n_\Sigma$ the future-directed unit timelike normal of $\Sigma$ (with respect to $m$), i.e. $n_\Sigma = \frac{1}{\sqrt{1 - |\partial f|_e^2}} (\partial_t + \partial^i \partial_i f \partial_t)$. We will also denote with $(g_0, k_0)$ the Riemannian metric and second fundamental form induced on $\Sigma = \Sigma_f$ by $m$, i.e.

$$g_0(X,Y) = m(X,Y) \quad \text{and} \quad k_0(X,Y) = \langle D_X n_\Sigma, Y \rangle_m$$

for any $X,Y$ tangent to $\Sigma$, where $D$ is the flat connection on $\mathbb{R}^{3+1}$. 


We will frequently identify a hypersurface \( \Sigma_f \) with the domain of support of \( f \) in \( \mathbb{R}^3 \) (via the map \( f \)), and denote simply with \( g_0, k_0 \) the respective pullbacks \( f^{-1}g, f^{-1}k \). In a system of Cartesian coordinates \( (x^1, x^2, x^3) \) on \( \Omega \), the tensors \( g_0 \) and \( k_0 \) take the form

\[
\begin{align*}
(g_0)_{ij} &= \delta_{ij} - \partial_i f \cdot \partial_j f, \\
(k_0)_{ij} &= \frac{\partial^2 f}{\sqrt{1 - |\partial f|^2}}.
\end{align*}
\]  

3.3. The geometry of embedded 2-surfaces. Let \( S \hookrightarrow \mathbb{R}^3 \) be an embedded, connected, smooth 2-surface. Such a surface is necessarily orientable and separates \( \mathbb{R}^3 \) into two components, a compact one (which we will denote with \( \mathcal{K}_{int} \)) and a non-compact one (which we will call \( \mathcal{K}_{ext} \)); see [11].

\[\text{Definition 3.2.} \quad \text{Let} \ S \hookrightarrow \mathbb{R}^3 \text{be a closed embedded surface as above and let} \ g \text{be a Riemannian metric defined in an open neighborhood of} \ S \text{in} \ \mathbb{R}^3. \]

1. For all \( x \in S \), we will denote with \( N_g(x) \in T_x\mathbb{R}^3 \) the unit normal to \( S \) at \( x \) with respect to the metric \( g \) pointing in the direction of \( \mathcal{K}_{ext} \).

2. We will denote with \( \tilde{g} \) the induced metric on \( S \) by \( g \), i.e.

\[\tilde{g}(X, Y) = g(X, Y) \quad \text{for all} \quad X, Y \ \text{tangent to} \ S.\]

3. We will denote with \( h_g \) the second fundamental form of \( S \) associated to \( g \) and \( N_g \), i.e.

\[h_g(X, Y) = (\nabla_X N_g, Y)_g \quad \text{for any} \quad X, Y \ \text{tangent to} \ S,\]

where \( \nabla \) is the connection of \((\mathbb{R}^3, g)\).

We will adopt the following definition for a trapped surface in \((\mathbb{R}^3, g, k)\):

\[\text{Definition 3.3 (Trapped surfaces).} \quad \text{Let} \ g \text{be Riemannian metric on} \ \Omega \subseteq \mathbb{R}^3 \text{and} \ k \text{a symmetric covariant 2-tensor on} \ \Omega. \ \text{Let also} \ S \hookrightarrow \Omega \text{be a compact, embedded and smooth 2-surface. We will say that} \ S \text{is a trapped surface in} \ (\Omega, g, k) \text{if, at every point on} \ S, \text{the} \ (0, 2) \text{-tensor} \ k \text{restricted to} \ S \text{and the second fundamental form} \ h_g \text{of} \ S \text{satisfy}
\]

\[\text{tr}_g(k + h_g) < 0, \quad \text{tr}_g(k - h_g) < 0.\]

3.4. Null convex hulls of 2-surfaces in \((\mathbb{R}^{3+1}, m)\). Let \( S \) be a smooth, connected, closed and embedded 2 surface contained inside a domain \( \Omega \subseteq \mathbb{R}^3 \) and let \( f : \Omega \to \mathbb{R} \) be a smooth function satisfying the gradient bound \(3.2\) (so that \( \Sigma_f \) is a spacelike hypersurface of \((\mathbb{R}^{3+1}, m))\). Define also \( \tilde{f} : \Omega \to \mathbb{R}^{3+1} \) by \( \tilde{f}(x) = (f(x), x) \).

\[\text{Definition 3.4.} \quad \text{For any} \ p \in S, \ \text{we will define} \ L^{(S)}[p] \text{to be the outgoing null normal to} \ \tilde{f}(S) \text{at} \ p \text{with respect to} \ m, \text{normalized so that} \ (L^{(S)}[p], \partial_t)_m = -1; \text{that is to say,} \ L^{(S)}[p] \text{is the unique vector in} \ T_p\mathbb{R}^{3+1} \text{with}
\]

\[(L^{(S)}[p], X)_m = 0 \quad \text{for all} \ X \in T_p\tilde{f}(S) \tag{3.5}\]

and which is of the form

\[L^{(S)}[p] \equiv (v^1, v^2, v^3)\]

with \( |v|^2 = 1 \) and \( v \) pointing to \( \mathcal{K}_{ext} \). We will also define \( \Pi^{(S)}[p] \) to be the null plane containing \( p \) with generator \( L^{(S)}[p] \), i.e.

\[\Pi^{(S)}[p] = \{ z \in \mathbb{R}^{3+1} : (z - p, L^{(S)}[p])_m = 0 \}.\]

Remark. Note that, in view of \(3.5\), \( \Pi^{(S)}[p] \) is necessarily tangent to \( S \) at \( p \).
Definition 3.5. Let $S \mapsto \Omega \subseteq \mathbb{R}^3$ and $f$ be as above. We will define the flat null expansion of $S$ by the relation

$$\text{tr}x_0 = \text{tr}_g(DL^T(S)),$$

where $g_0$ is the Riemannian metric induced on $\mathcal{J}(S)$ by $m$ and the $(0,2)$-tensor $DL^T(S)$ on the surface $\mathcal{J}(S)$ (which we will call the null second fundamental form) is defined by

$$DL^T(S)(X,Y) = \langle DX\mathcal{T}(S), Y \rangle_m \quad \text{for any } X,Y \text{ tangent to } \mathcal{J}(S)$$

(where $D$ is the flat connection on $\mathbb{R}^{3+1}$).

Remark. Note that $L^T(S) = \zeta_S \cdot (n_{Sf} + \bar{f}^* N_{f_0})$ with $\bar{f}^* N_{f_0}$ being the pushforward of $N_{f_0}$ via $\bar{f}$ (hence, by the definition of $g_0$, $\langle f^* N_{f_0}, f^* N_{f_0} \rangle_m = 1$) and

$$\zeta_S = \frac{1-|\partial f|^2}{1 + N_{f_0}(f)\sqrt{1 - |\partial f|^2}},$$

(note that since $|N_{f_0}(f)| \leq |\partial f|_0(1 - |\partial f|_0^{-\frac{1}{2}}), \frac{1}{2}(1 - |\partial f|_0^{-\frac{1}{2}}) \leq \zeta_S \leq 2(1 - |\partial f|_0^{-\frac{1}{2}}).$ Thus,

$$\text{tr}x_0 = \zeta_S \text{tr}_{g_0}(k_0 + h_{f_0}). \quad (3.6)$$

Definition 3.6 (The subset $S^+ \subseteq S$). Let $S \mapsto \Omega \subseteq \mathbb{R}^3$ and $f$ be as above. We will define the null convex hull of $S$ to be the subset of $\mathbb{R}^{3+1}$ consisting of the intersection of all half-spaces of the form (3.1) containing $\mathcal{J}(S)$, i.e.

$$K_+[S] = \bigcap \{ W_{\omega,u} : \mathcal{J}(S) \subseteq W_{\omega,u} \}. \quad (3.7)$$

We will then set

$$S^+ = \mathcal{J}^{-1}(\mathcal{J}(S) \cap \partial K_+[S]) \subseteq S. \quad (3.8)$$

Remark. In the trivial case $\Omega = \mathbb{R}^3$ and $f = 0$, the hypersurface $S_f = \Sigma_0$ is simply the hyperplane $\{ t = 0 \}$. In that case, it can be easily verified that $K_+[S] \cap \Sigma_0$ is simply the convex hull of $S \subseteq \mathbb{R}^3$ and thus $S^+$ is contained in the boundary of a convex body.

For $S$ as in Definition 3.6, the set $S^+ \subseteq S$ is always non-empty; see Proposition 1.2.

We can readily infer the following properties for the set $S^+$ (which are similar to the properties of the boundary of the convex hull of a surface in $\mathbb{R}^3$):

Lemma 3.7. Let $S$ and $S^+ \subseteq S$ be as in Definition 3.6. For any point $p \in S^+$, $\mathcal{J}(S)$ lies on one side of the null hyperplane $\Pi^T(S)[p]$. Moreover, the tensor $DL^T(S)$ is semi-positive definite on $\mathcal{J}(S^+)$. 

Proof. Let $p$ be a point in $S^+$, and set $q = \mathcal{J}(p)$ to be the corresponding point on $\mathcal{J}(S^+) \subset S_f \subset \mathbb{R}^{3+1}$. Since $q \in \mathcal{J}(S^+) \subset \partial K_+[S]$, there exists a sequence of points $q_n \in \mathbb{R}^{3+1} \setminus K_+[S]$ with $q_n \to q$. The definition of $K_+[S]$ then implies that, for each $n$, there is half space of the form $W_{\omega_{n,u}}$ such that $\mathcal{J}(S) \subset W_{\omega_{n,u}}$ and $q_n \notin W_{\omega_{n,u}}$. After possibly restricting to a subsequence, the sets $W_{\omega_{n,u}}$ converge to a half space $W_{\omega_{n,u}}$ such that $q \in \partial W_{\omega_{n,u}}$. Then, $T_q \mathcal{J}(S) \subset \partial W_{\omega_{n,u}}$ since, if $T_q \mathcal{J}(S)$ was transversal to $\partial W_{\omega_{n,u}}$, the null hyperplanes $\partial W_{\omega_{n,u}}$ would have to intersect $\mathcal{J}(S)$ transversally for $n$ large enough. Therefore, the null generator $L_{\omega_{n,u}} \in \partial W_{\omega_{n,u}}$ is normal to $T_q \mathcal{J}(S)$. The fact that $L_{\omega_{n,u}}$ is equal to the outgoing normal $L^T(S)$ (and not the ingoing one) follows from the observation that $\mathcal{J}(S)$ is contained in the future of $\partial W_{\omega_{n,u}}$.

We will now establish the non-negativity of the null second fundamental form on $\mathcal{J}(S^+)$. For $p \in S^+$ as above, let $(x^1, x^2, x^3)$ be a Cartesian coordinate system in $\mathbb{R}^3$ centered around $p$ such that $S$ is of the form $x^3 = \frac{1}{2}M_{AB}x^A x^B + \cdots$. 

\[ \cdots \]
Since the tangent space of $\mathcal{T}(S)$ can be locally expressed around $q$ as
\[
\mathcal{T}(S) = \{(t, x^1, x^2, x^3) : x^3 = \frac{1}{2} M_{AB} x^A x^B + O(|x|^3), t = f(x^1, x^2, x^3)\}.
\]
Thus, setting $\bar{v} := (\partial_1 f(0), \partial_2 f(0))$, we can express the Taylor expansion of $L\mathcal{T}(S)$ (see (3.5)) around $p$ as follows:
\[
L\mathcal{T}(S)(x^1, x^2) = (1, \bar{v}^1, \bar{v}^2, \sqrt{1 - |\bar{v}|^2}) + (0, \partial_1 f(0) + (\partial_3 f(0) - \sqrt{1 - |\bar{v}|^2}) M_{1A}, \partial_2 f(0) + (\partial_3 f(0) - \sqrt{1 - |\bar{v}|^2}) M_{2A}, 0) \cdot \bar{x}^A + O(|\bar{x}|^3).
\]
Since the tangent space of $\mathcal{T}(S)$ at $q$ is spanned by $\partial_1 + \partial_2 f(0)\partial_3$, $A = 1, 2$, we can express the tensor $DL\mathcal{T}(S)[p]$ as
\[
(DL\mathcal{T}(S)[p])_{AB} = \partial_2 f(0) + (\partial_3 f(0) - \sqrt{1 - |\bar{v}|^2}) M_{AB}.
\]
In view of the fact that $p \in S^+$, we know that $S$ is contained on the future half-space defined by the null hyperplane $T\mathcal{T}(S)[p]$. In particular, the affine function
\[
\phi(t, x) = ((t, x), L\mathcal{T}(S)[p])_m + f(0)
\]
satisfies
\[
\phi \leq 0 \text{ on } T\mathcal{T}(S) \text{ and } \phi(q) = \phi(f(0), 0, 0, 0) = 0. \tag{3.10}
\]
Expressing $\phi|T\mathcal{T}(S)$ in terms of the coordinates $\bar{x}^1, A = 1, 2$, using the local expression for $T\mathcal{T}(S)$ and the fact that $L\mathcal{T}(S)[p] = (1, \bar{v}^1, \bar{v}^2, \sqrt{1 - |\bar{v}|^2})$, we get
\[
\phi|T\mathcal{T}(S)(\bar{x}^1, \bar{x}^2) = -\frac{1}{2} (\partial_2 f(0)) \bar{x}^A \bar{x}^B + (\partial_3 f(0) - \sqrt{1 - |\bar{v}|^2}) M_{AB} \bar{x}^A \bar{x}^B + O(|\bar{x}|^3).
\]
Thus, since $\partial_2 f(0)$ is semi-negative definite (in view of (3.10)), we infer that (3.9) is semi-positive definite. \qed

3.5. Function spaces for scalars and tensors. In this section, we will introduce the function spaces that will be used to measure the “size” of various tensors on (subsets of) $\mathbb{R}^3$.

**Definition 3.8** (Besov spaces on $\mathbb{R}^3$). Let $\eta : \mathbb{R}^3 \to [0, 1]$ be a radial smooth function such that
\[
\eta(\xi) = \begin{cases} 
1 & \text{for } |\xi| \leq 1, \\
0 & \text{for } |\xi| \geq 2.
\end{cases}
\]
For every Schwartz function $\phi : \mathbb{R}^3 \to \mathbb{R}$, the Littlewood–Paley projections $P_k \phi, k \geq 0$, will be defined by
\[
P_k \phi = \mathcal{F}^{-1}(\eta(\xi) \mathcal{F} \phi), \quad P_k \phi = \mathcal{F}^{-1}\left(\eta(2^{-k} \xi) - \eta(2^{-k+1} \xi)\right) \mathcal{F} \phi, \quad k \geq 1,
\]
where $\mathcal{F}$ denotes the Fourier transform.

1. We will define the Besov spaces $B^s_{p,q}(\mathbb{R}^3)$ (for $s \geq 0$, $p, q \in [1, \infty]$) as the completion of the space of Schwartz functions $\phi : \mathbb{R}^3 \to \mathbb{R}$ under the following norm:
\[
\|\phi\|_{B^s_{p,q}(\mathbb{R}^3)} = \left( \sum_{k \geq 0} 2^{qs k} \|P_k \phi\|^q_{L_p(\mathbb{R}^3)} \right)^{1/q}.
\]
We will also set
\[
H^s(\mathbb{R}^3) \equiv B^s_{2,2}(\mathbb{R}^3).
\]
2. For a covariant 2-tensor $\phi$ on $\mathbb{R}^3$, we will define $\|\phi\|_{B^s_{p,q}(\mathbb{R}^3)}$ (and $\|\phi\|_{H^s(\mathbb{R}^3)} \equiv \|\phi\|_{B^s_{2,2}(\mathbb{R}^3)}$) in terms of the components of $\phi$ in the (fixed) Cartesian coordinate system, i.e.
\[
\|\phi\|_{B^s_{p,q}(\mathbb{R}^3)} \equiv \sum_{i,j=1}^3 \|\phi_{ij}\|_{B^s_{p,q}(\mathbb{R}^3)}.
\]
In the case of a domain $\Omega \subset \mathbb{R}^3$, the Besov space $B^s_{p,q}(\Omega)$ will be defined to consist of the restriction of $B^s_{p,q}(\mathbb{R}^3)$ functions to $\Omega$.

**Definition 3.9** (Besov spaces on $\Omega \subset \mathbb{R}^3$). Let $\Omega \subset \mathbb{R}^3$ be an open set and $s \geq 0, p, q \in [1, +\infty)$. Let $\phi : \Omega \to \mathbb{R}$ be a measurable function. Define
\[
E_{B^s_{p,q}(\Omega)} \equiv \{\phi : \mathbb{R}^3 \to \mathbb{R} : \phi|\Omega = \phi, \phi \in B^s_{p,q}(\mathbb{R}^3)\}.
\]
We say that $\phi \in B^s_{p,q}(\Omega)$ if $E_{B^s_{p,q}(\Omega)} \neq \emptyset$. We will define:
\[
\|\phi\|_{B^s_{p,q}(\Omega)} = \inf_{\phi \in E_{B^s_{p,q}(\Omega)}} \|\phi\|_{B^s_{p,q}(\mathbb{R}^3)}.
\]
In the case of a covariant 2-tensor $\phi$ on $\Omega$, $\|\phi\|_{B^s_{p,q}(\Omega)}$ will be defined similarly in terms of its Cartesian components.

**Remark.** The Besov norm $\|\phi\|_{B^s_{p,q}(\Omega)}$ of a given tensor $\phi$ on $\Omega \subset \mathbb{R}^3$ as defined above is not affected by rotations and translations of the Cartesian coordinate system used to express the components of $\phi$. 

$O(|x|^3)$ (with $M_{AB}$ being constants, $A, B$ taking the values 1, 2 and $x = (x^1, x^2)$) and $\langle L\mathcal{T}(S), \partial_3 \rangle_m > 0$. Then, the surface $\mathcal{T}(S)$ can be locally expressed around $q$ as
4. Proof of main theorem (Theorem 1.1)

For the remainder of this section, we will assume that \( \Omega \) and \( f : \Omega \to \mathbb{R} \) have been fixed as in the statement of Theorem 1.1, and similarly for \( g, k \) and \( g_0, k_0 \). We will also assume, for the sake of contradiction, that \( \Omega \) contains a smooth, closed, embedded trapped surface \( S' \); without loss of generality, we will assume that \( S' \) is connected.

**Definition 4.1.** We will define the null Gauss map \( \Phi : S \to \mathbb{S}^2 \) so that for any point \( p \in S \), \( \Phi(p) \) is the point on \( \mathbb{S}^2 \) in the direction of the Minkowskian null normal \( L^\omega(p) \), i.e. \( \Phi(p) = \omega \leftrightarrow L^\omega(p) = L^\omega \).

(see Definition 3.4 for the definition of the normalized null normal \( \Phi \) in the direction of the Minkowskian null normal \( L^\omega \).)

**Proposition 4.2.** The set \( S^+ \subseteq S \) (see Definition 3.6) is non-empty and satisfies
\[
\int_{S^+} (|\chi_0|)^2 \, d\text{Vol}_{S,g_0} \geq 16\pi.
\]

Before we begin the proof of Proposition 4.2, we need to establish the following result regarding the pullback of certain integrals via the null Gauss map \( \Phi \):

**Lemma 4.3.** Let \( U \subset S \) be an open subset such that the null Gauss map \( \Phi : U \to \Phi(U) \) is a local diffeomorphism (see Definition 1.7 for the definition of \( \Phi \)). Suppose \( r : U \to \mathbb{R} \) is a smooth function. Then
\[
\int_U (r \circ \Phi)(|\chi_0|)^2 \, d\text{Vol}_{S,g_0} \geq 4 \int_{\Phi(U)} r \, d\text{Vol}_{S^2}.
\]

Proof. We will perform the computations in local coordinates. We will assume, without loss of generality (by considering a smaller coordinate patch, if necessary), that \( f : \Omega \to \mathbb{R} \) is a smooth function satisfying \( \inf_\Omega (1 - |\partial f|_e^2) > 0 \) and \( S \) is locally given by
\[
x^3 = \psi(x^1, x^2)
\]
for some smooth function \( \psi \) satisfying \( (\partial_1 \psi)^2 + (\partial_2 \psi)^2 < \frac{1}{4} \inf_\Omega (1 - |f^2|_e^2) \).

**Step 1: Computations.** We will introduce the notation \( \overline{\Omega} \) to denote the gradient of a function in the \((x^1, x^2)\) variables, so that \( \overline{\partial} \psi = (\partial_1 \psi, \partial_2 \psi), |\overline{\partial} \psi|^2 = (\partial_1 \psi)^2 + (\partial_2 \psi)^2 \), and similarly for \( \overline{\partial f} \) and \( |\overline{\partial f}|^2 \). Moreover, for the remainder of the proof, we will adopt the convention that capital Latin indices run through \( A, B = 1, 2 \).

We now collect some computations in local coordinates.

(1) Locally, the tangent space of \( \overline{\Omega}(S) \) is spanned by
\[
\partial_A = \partial_A + (\partial_A \psi) \partial_3 + (\partial_A \psi \partial_3) \partial_1, \quad A = 1, 2.
\]

(2) The Minkowskian null normal \( L^\omega(S) = (1, v^1, v^2, v^3) \) can be computed as follows: The condition \( |\overline{\partial} \psi|^2 = 2v^3 |\overline{\partial} \psi| \) implies that \( -\partial_A f - \partial_1 f \cdot \partial_A \psi + \delta_{AB} v^B + v^3 \partial_A \psi = 0 \) (where \( \delta_{AB} \) denotes the Kronecker delta), or equivalently,
\[
\delta_{AB} v^B = \partial_A f + \partial_1 f \cdot \partial_A \psi - v^3 \partial_A \psi, \quad A, B = 1, 2.
\]

Using (3.1) together with the condition that \( v_\parallel = 1 \), we obtain
\[
|\overline{\partial} f + \partial_1 f |\overline{\partial} \psi|^2 = 2v^3 |\overline{\partial} \psi| \cdot (\overline{\partial} f + \partial_1 f |\overline{\partial} \psi|) + (v^3)^2 |\overline{\partial} \psi|^2 + (v^3)^2 = 1,
\]
which yields the following expression for \( v^3 \):
\[
v^3 = \frac{|\overline{\partial} \psi \cdot \overline{\partial} f + \partial_1 f |\overline{\partial} \psi|^2 \pm \sqrt{(\overline{\partial} \psi \cdot \overline{\partial} f + \partial_1 f |\overline{\partial} \psi|^2)^2 + (1 + |\overline{\partial} \psi|^2)(1 - |\overline{\partial} f + \partial_1 f |\overline{\partial} \psi|^2)}}{1 + |\overline{\partial} \psi|^2}.
\]

Since \( 1 - |\overline{\partial} f + \partial_1 f |\overline{\partial} \psi|^2 = 1 - |\partial_1 f|^2 + (1 - |\overline{\partial} \psi|^2)(\partial_1 f)^2 - 2\partial_3 f \overline{\partial} \psi \cdot |\overline{\partial} f| > 0 \) (in view of our assumption that \( |\overline{\partial} \psi|^2 < \frac{1}{4} (1 - |\overline{\partial} f|^2) \)), the expression (4.6) implies that \( v^3 \) does not change sign in the region covered by the local coordinate chart. Without loss of generality, we will thus assume that \( v^3 > 0 \) (which corresponds to considering the + solution in (4.6)).

(3) In these coordinates, the null second fundamental form of \( \overline{\Omega}(S) \) associated to \( L^\omega(S) \) can be computed as follows (using the relation \( v^3 = \sqrt{1 - |\overline{\partial} \psi|^2} \)):
\[
\text{Dual form of } L^\omega(S) = m \left( \partial_A v^C \partial_C - \frac{\delta_{CD} v^D (\partial_A \psi)}{\sqrt{1 - |\overline{\partial} \psi|^2}} \partial_3 + (\partial_B \psi) \partial_3 + (\partial_1 f + \partial_3 f \partial_B \psi) \partial_3 \right)
\]
\[
= \partial_A v^C \left( \delta_{BC} - \frac{\delta_{CD} v^D (\partial_B \psi)}{\sqrt{1 - |\overline{\partial} \psi|^2}} \right).
\]

Define the null shape operator \( (DL^\omega(S))^{\sharp} \) to be the \((1,1)\)-tensor given in local coordinates by
\[
((DL^\omega(S))^{\sharp})_{AB} = (g_0^{-1})_{BE} (DL^\omega(S))_{AB} = (g_0^{-1})_{BE} (g_0^{-1})_{CE} \left( \delta_{BC} - \frac{\delta_{CD} v^D (\partial_B \psi)}{\sqrt{1 - |\overline{\partial} \psi|^2}} \right),
\]
where \( g_0 \) is the metric induced on \( S \) by \( g_0 \) and in the last line we have used (4.7).
The restriction of $\Phi$ to $S^+$, and the formula in (4.15), we obtain
\[
U = 1 - \frac{v^2(\partial_1\psi)(\partial_2\psi)}{\sqrt{1 - |v|^2}} = \frac{v^3(1 + |\partial_1\psi|^2 - |\partial_1 f| |\partial_2\psi|^2 - (\partial_1 f) \cdot (\partial_2\psi))}{v^3}.
\]

Finally, it is easy to get from (4.16) to the desired estimate (4.2) after noting that
- $\det(D\mathcal{L}(S)^{\sharp_0}) \leq \frac{1}{4} \left( (D\mathcal{L}(S)^{\sharp_0})_A^1 \right)^2$ by the AM-GM inequality, and
- $\left( (D\mathcal{L}(S)^{\sharp_0})_A^1 \right) = \text{tr} \chi_0$. \hfill $\square$

**Proof of Proposition 1.2.** The restriction of $\Phi$ to $S^+$ maps onto $\mathbb{S}^2$ (thus, in particular, $S^+$ is non-empty). This can be deduced as follows: For any $\omega \in \mathbb{S}^2$, define
\[
u_\omega = \max \left\{ u : \overline{\mathcal{I}(S) \subset W_{\omega,u}} \right\}
\]
($\nu_\omega$ is well-defined and satisfies $-\infty < \nu_\omega < +\infty$ since $\overline{\mathcal{I}(S)}$ is non-empty and compact). Then,
\[
\overline{\mathcal{I}(S)} \cap \Pi_{\omega,\nu_\omega} \neq \emptyset,
\]
since otherwise $\overline{f}(S)$ would be contained in the interior of $W_{\omega,u_{\omega}}$; this would imply that $\overline{f}(S) \subset W_{\omega,u_{\omega}+\delta}$ for some $\delta > 0$ (since $\overline{f}(S)$ is compact), contradicting the definition of $u_{\omega}$. Let $p_{\omega} \in S$ be chosen such that the image $q_{\omega}$ of $p_{\omega}$ in $\overline{f}(S)$ lies in $\overline{f}(S) \cap \Pi_{\omega,u_{\omega}}$. Then $q_{\omega}$ necessarily lies on $\partial \mathcal{K}_{+}[S]$ since, by definition of $\mathcal{K}_{+}[S]$, we have

$$\mathcal{K}_{+}[S] \subset W_{\omega,u_{\omega}}.$$  

Thus, $p_{\omega} \in S^+$. Moreover,

$$L^7(S)[p_{\omega}] = L_{\omega}$$

since $(1, \omega)$ is the null generator of $\Pi_{\omega,u_{\omega}}$ and $\Pi_{\omega,u_{\omega}}$ contains the tangent space of $\overline{f}(S)$ at $\overline{f}(p_{\omega})$ (since $\overline{f}(p_{\omega}) \in \Pi_{\omega,u_{\omega}}$ and $\overline{f}(S) \subset W_{\omega,u_{\omega}}$).

Let $\mathcal{N} \subset S$ be the set of points where $D\Phi : TS \to TS^2$ is degenerate. By Sard’s lemma, we know that $\Phi(\mathcal{N})$ is of zero measure in $S^2$ (with respect to $d\text{Vol}_{S^2}$). Moreover, $\mathcal{N}$ is a compact subset of $S$ (since $S$ is compact and $\mathcal{N}$ is necessarily closed), thus $S^2 \backslash \Phi(\mathcal{N})$ is an open subset of $S^2$ of full measure. Let $\mathcal{V}$ be any open subset of $S \backslash \mathcal{N}$ containing $S^+ \backslash \mathcal{N}$. Since $\Phi$ maps $S^+$ onto $S^2$, we deduce that $\Phi(\mathcal{V}) = S^2 \backslash \Phi(\mathcal{N})$. Since $D\Phi$ is invertible on $\mathcal{V} \subset S \backslash \mathcal{N}$, the map $\Phi : \mathcal{V} \to S^2 \backslash \Phi(\mathcal{N})$ is a covering map. Applying Lemma 4.3 for $r = 1$ and $U = \mathcal{V}$, we therefore deduce that

$$\int_{\mathcal{V}}(\text{tr} \chi_0)^2 d\text{Vol}_{S^2} \geq 4 \int_{S^2 \backslash \Phi(\mathcal{N})} d\text{Vol}_{S^2} = 16\pi.$$  

Since the above bound holds for any open set $\mathcal{V}$ containing $S^+ \backslash \mathcal{N}$, we readily infer (4.1).

The following result states that $S^+$ can be separated into a fixed number of pieces (depending only on $\inf (1 - |\partial f|_e)$) which can be represented as graphs of smooth functions over planes in $\mathbb{R}^3$; the way $S^+$ was defined is crucial for the validity of this statement.

**Lemma 4.4. Setting**

$$N \doteq \left[ \sup_{\Omega} \left( \frac{100}{1 - |\partial f|_e} \right)^2 \right].$$

there exist relatively open sets $\{U_i\}_{i=1}^N \subset S$ with the following properties:

- The union of $\{U_i\}_{i=1}^N$ covers $S^+$.
- For any $i \in \{1, \ldots, N\}$, the subset $S \cap U_i$ of $S$ can be written as a graph in the following way: There exists a rotation $U_i \subset SO(3)$ such that, in the coordinate system $(y_1, y_2, y_3)$ obtained from $(x_1, x_2, x_3)$ after rotating by $U_i$, the subset $U_i \cap S$ of $S$ can be expressed as a graph

$$U_i \subset \{(y_1, y_2, y_3) : y_3 = \psi_i(y_1, y_2)\},$$

where $\psi_i : V_i \to \mathbb{R}$ is a smooth function defined on an open set $V_i \subset \mathbb{R}^2$.
- For any $i \in \{1, \ldots, N\}$, the function $\psi_i$ satisfies the gradient bound

$$\sqrt{|\partial_1 \psi_i|^2 + |\partial_2 \psi_i|^2} \leq \sup_{\Omega} \left( \frac{5}{\sqrt{1 - |\partial f|_e}} \right).$$  

(4.17)

- For any $i \in \{1, \ldots, N\}$, the components of the null normal $L^7(S) = (1, v^1, v^2, v^3)$ on $U_i$ expressed with respect to the rotated coordinate system $(y^1, y^2, y^3)$ on $\mathbb{R}^3$ as above satisfy

$$\sqrt{|v^1|^2 + |v^2|^2} \leq \frac{12}{\sqrt{N}}.$$  

(4.18)

**Remark.** In the simpler case when $f = 0$, $S^+$ is contained in the boundary of the convex hull of $S$. In that case, Lemma 4.4 follows readily for any $N \geq 6$ from the fact that the boundary of any convex body in $\mathbb{R}^3$ can be split into 6 pieces, each of which representable as the graph of a function over a coordinate plane.

**Proof.** Pick a collection of points $\{w_i\}_{i=1}^N \subset S^2$ with the property that the union of the balls

$$\Theta_i \doteq \{v \in S^2 : |v - w_i| < \frac{10}{\sqrt{N}} \}$$  

(4.19)

covers the whole of $S^2$. For any $i \in \{1, \ldots, N\}$, let us define the sets $\tilde{U}_i \subset S^+$ as follows:

$$\tilde{U}_i \doteq \Phi^{-1}(\Theta_i) \cap S^+,$$

where $\Phi : S \to S^2$ is the null Gauss map introduced in Definition 4.1. This implies, in particular, that for any $p \in \tilde{U}_i$, the Minkowskian outgoing null normal $L^7(S)[p]$ is of the form $(1, \omega)$ for some $\omega \in \Theta_i$.

For any $i \in \{1, \ldots, N\}$, fix a rotation $U_i \subset SO(3)$ so that, in the coordinate system $(y^1, y^2, y^3)$ on $\mathbb{R}^3$ obtained after rotating the fixed Cartesian system by $U_i$, the vector field $\partial_3$ is equal to $w_i$. We will now show that there exists an open neighborhood $U_i$ of $\tilde{U}_i$ inside the surface $S$ such that $U_i$ is the graph of a smooth function $y^3 = \psi_i(y^1, y^2)$. This claim will follow immediately by showing the following (and using the implicit function theorem):

1. For any $p \in \tilde{U}_i$, the tangent space $T_p S$ is transversal to $w_i = (0, 0, 1)$.
2. Any coordinate line of the form $y^1, y^2 = \text{const}$ in $\mathbb{R}^3$ intersects $\tilde{U}_i$ in at most one point.
Establishing the property (1) is going to be a direct consequence of the definition of the set $\hat{U}_i$: For any $p \in \hat{U}_i$, the null normal $L^{(S)}[p]$ is of the form

$$L^{(S)}[p] = (1, \omega)$$

for some $\omega \in \Theta_i \subset S^2$, while any vector $X = (X^1, X^2, X^3) \in T_pS$ satisfies

$$\left(\mathcal{J}^* X, L^{(S)}[p]\right)_m = 0,$$

where $\mathcal{J}^* X = \left(D_X f, X^1, X^2, X^3\right) \in T_f(p)\mathcal{J}(S)$ is simply the push-forward of $X$ along the map $f$. Therefore, in order to show that $w_i$ is transversal to $T_pS$, it suffices to show that $\left(\mathcal{J}^* w_i, L^{(S)}[p]\right)_m \neq 0$. This follows readily by computing:

$$\left(\mathcal{J}^* w_i, L^{(S)}[p]\right)_m = -(w_i)^I \partial_J f + \langle \omega, w_i \rangle_e > 0$$

since, for any $\omega \in \Theta_i$:

$$-|\partial f|_e + \langle \omega, w_i \rangle_e \geq -|\partial f|_e + 1 - |\omega - w_i|_e \geq -|\partial f|_e + 1 - \frac{10}{\sqrt{N}} \geq -|\partial f|_e + 1 - \frac{10}{\sqrt{N}} \geq \frac{9}{10} (1 - |\partial f|_e) > 0.$$

Establishing the property (2) is a bit trickier, and here we are going to make use of the way the set $S^+$ was defined. Assume, for the sake of contradiction, that there exists a point $(\bar{y}^1, \bar{y}^2) \in \mathbb{R}^2$ such that the straight line

$$l = \{(y^1, y^2, y^3) = (\bar{y}^1, \bar{y}^2, \tau), \tau \in \mathbb{R}\}$$

intersects $\hat{U}_i$ at two points $p_1, p_2$. By switching the roles of $p_1$ and $p_2$ if necessary, we will assume that

$$p_1 = (\bar{y}^1, \bar{y}^2, \tau_1) \quad \text{and} \quad p_2 = (\bar{y}^1, \bar{y}^2, \tau_2) \quad \text{with} \quad \tau_1 < \tau_2.$$

Let $\omega_1, \omega_2 \in \Theta_i \subset S^2$ be the directions of the corresponding null normals at $p_1, p_2$, i.e. $L^{(S)}[p_1] = (1, \omega_1)$ and $L^{(S)}[p_2] = (1, \omega_2)$. Since $\hat{U}_i \subset S^+$, the definition of $S^+$ (see Definition 3.6 and the comments above Lemma 3.7) implies that the surface $\mathcal{J}(S)$ is contained in the Minkowskian half-spaces

$$W_j = \{(t, y) : t - \langle y, \omega_j \rangle_e \geq f(p_j) - \langle p_j, \omega_j \rangle_e\} \quad j = 1, 2,$$

which are the future half spaces determined by the null hyperplanes $\Pi^{(S)}[p_j]$. In particular,

$$(f(\bar{y}^1, \bar{y}^2, \tau_2), \bar{y}^1, \bar{y}^2, \tau_2) \in W_1$$

and therefore

$$f(\bar{y}^1, \bar{y}^2, \tau_2) - \tau_2 \omega_2^3 \geq f(\bar{y}^1, \bar{y}^2, \tau_1) - \tau_1 \omega_1^3$$

or, equivalently, since $\tau_1 < \tau_2$

$$\frac{f(\bar{y}^1, \bar{y}^2, \tau_2) - f(\bar{y}^1, \bar{y}^2, \tau_1)}{\tau_2 - \tau_1} \geq \omega_1^3$$

which is a contradiction, since

$$\omega_1^3 + \sup_\Omega |\partial f|_e = \langle \omega_1, w_i \rangle_e - \sup_\Omega |\partial f|_e \geq 1 - \frac{10}{\sqrt{N}} - \sup_\Omega |\partial f|_e \geq \frac{9}{10} (1 - \sup_\Omega |\partial f|_e) > 0.$$

Thus, having established both Properties (1) and (2) above, we infer that an open neighborhood $U_i$ of $\hat{U}_i$ in $S$ can be written as the graph of a smooth function $y^3 = \psi_i(y^1, y^2)$.

In the $(t, y^1, y^2, y^3)$ coordinate system (where, as before, $(y^1, y^2, y^3)$ is the rotated Cartesian system in which $w_i = (0, 0, 1)$), the components of the vector $L^{(S)} = (1, v^1, v^2, v^3)$ satisfy the relation

$$v^1 \partial_A \psi = \partial_A f + \partial_t f \partial_A \psi - \delta_{AB} v^B, \quad A = 1, 2.$$ 

Thus, noting that $|\partial f| \leq \sqrt{1 - (\partial_t f)^2}$, $|\partial f|_e < 1$ and, in $\hat{U}_i = \Phi^{-1}(\Theta_i)$, we have (by the definition 4.19 of $\Theta_i$)

$$|\partial f|_e \leq \frac{1}{\sqrt{N}}$$

and (1 $- v^3)^2 + 1 - (v^3)^2 < \frac{100}{N}$ and, thus, $v^3 > 1 - \frac{100}{N}$, we infer that

$$|\partial f|_{L^\infty(\hat{U}_i)} \leq \left|\frac{\partial f}{v^3 - \partial f}\right|_{L^\infty(\hat{U}_i)} + \left|\frac{\partial f}{v^3 - \partial f}\right|_{L^\infty(\hat{U}_i)} \leq 4 \sup_\Omega (1 - |\partial f|_e)^{-\frac{3}{4}}.$$ 

Thus, by possibly considering a slightly smaller open neighborhood $U_i$ of $\hat{U}_i$, and using the smoothness of $S$, we infer that (4.17) holds on $U_i$.

The bound (4.18) is a direct consequence of the definition (4.19) of $\Theta_i$ after choosing $U_i$ smaller if necessary.
The following lemma is obtained by comparing the geometries of \( \mathcal{F}(S) \) with respect to \( (g_0, k_0) \) and \( (g, k) \) and using the assumption that \( S \) is a trapped surface for \( (g, k) \).

**Lemma 4.5.** Let \( S, S^* \) and \( \{U_i\}_{i=1}^N, \{\psi_i\}_{i=1}^N \) be as in the statement of Lemma 4.4 and let \((g, k)\) be a smooth pair of tensors on \(\Omega\) as in the statement of Theorem 1.1 such that \(S\) is a trapped surface for \((\Omega, g, k)\). Assume also that the parameter \(\epsilon_0\) in Theorem 1.1 satisfies \(\epsilon_0 \leq \frac{1}{160} \inf_{\Omega} (1 - |\partial f|)\). Then, in each \(U_i\), the Minkowski null expansion \(\text{tr}\chi_0\) satisfies the pointwise bound (in the rotated Cartesian system \((y^1, y^2, y^3)\)) associated to \(U_i\):

\[
|\text{tr}\chi_0|_{U_i \cap S^+} \leq \frac{C}{\inf_{\Omega} (1 - |\partial f|)^{\frac{3}{2}}} \left( |\partial (g - g_0)|_e + |k - k_0|_e + \epsilon_0 (|\partial^2 \psi|_e + |\partial^2 f|_e + 1) \right),
\]

where \(C > 0\) is an absolute constant.

**Proof.** Using capital letters for indices associated to the \((y^1, y^2)\) chart on \(U_i\) and small letters for indices associated to \((y^1, y^2, y^3)\), we can explicitly compute the induced second fundamental form \(h_g\) on \(U_i \cap S\) (which can be viewed as the graph \(y^3 = \psi_i(y^1, y^2)\)), by noting that \((h_g)_{AB} = \nabla^2 g_{AB} F T^2 g_{AB}^T\), where \(F(y) = \lambda(y) \cdot (y^3 - \psi_i(y^1, y^2))\),

\[
\lambda|_{\Omega} = \frac{1}{\sqrt{g^A g_B \partial_A \psi \partial_B \psi - 2 g^A g_B \partial_A \psi \partial_B \psi - g^{A3}}} \quad \text{and} \quad T^3_A = \begin{cases} 1, & \text{if } a = A, \\ 0, & \text{if } a \in \{1, 2\} \text{ and } a \neq A, \\ \partial_A \psi, & \text{if } a = 3. \end{cases}
\]

In particular, we obtain the expression

\[
(h_g)_{AB} = \lambda(y) \cdot \left( -\partial^2_{AB} \psi_i + \Gamma^C_{AB} \partial_C \psi_i + \Gamma^C_{AB} \partial_C \psi_i \partial_B \psi_i + \Gamma^C_{AB} \partial_C \psi_i \partial_A \psi_i \right.
\]

\[
\left. - \Gamma^3_{AB} \partial_B \psi_i + \Gamma^3_{AB} \partial_B \psi_i - \Gamma^3_{AB} \partial_A \psi_i - \Gamma^3_{AB} \right)
\]

where \(\Gamma_{ab}^c\) are the Christoffel symbols of \(g\) in the rotated \((y^1, y^2, y^3)\) chart.

Therefore, we can estimate using the gradient bound (4.17) for \(\psi_i\), the trivial Sobolev estimate

\[
|g - g_0|_e \lesssim \|g - g_0\|_{B^2_{2,1}} \lesssim \epsilon_0
\]

and the bound \(|g^{-1} - g_0^{-1}|_e \lesssim \left( \inf_{\Omega} (1 - |\partial f|) \right)^{-2} \epsilon_0\) (following from the explicit expression (3.3) for \(g_0\) and the assumption \(\epsilon_0 \leq \frac{1}{160} \inf_{\Omega} (1 - |\partial f|)\)):

\[
|h_g - h_{g_0}|_e \lesssim \frac{1}{\inf_{\Omega} (1 - |\partial f|)^{\frac{3}{2}}} \left( |\partial (g - g_0)|_e + \epsilon_0 (|\partial^2 \psi|_e + |\partial^2 f|_e + 1) \right).
\]

As a result, using also (3.6), we can bound:

\[
|\text{tr}\chi_0 - \zeta \text{tr}_g(k + h_g)| \lesssim \zeta \cdot \left( |\text{tr}\chi_g(k_0 + h_{g_0}) - \text{tr}_g(k + h_g)| \right)
\]

\[
\lesssim \frac{1}{\inf_{\Omega} (1 - |\partial f|)} \left( |g^{-1} - g_0^{-1}|_e (|k|_e + |h|_e) + |g_0^{-1}|_e (|k - k_0|_e + |h - h_{g_0}|_e) \right)
\]

\[
\lesssim \frac{1}{\inf_{\Omega} (1 - |\partial f|)^{\frac{3}{2}}} \left( |\partial (g - g_0)|_e + |k - k_0|_e + \epsilon_0 (|\partial^2 \psi|_e + |\partial_0 g|_e + |k_0|_e + 1) \right)
\]

\[
\lesssim \frac{1}{\inf_{\Omega} (1 - |\partial f|)^{\frac{3}{2}}} \left( |\partial (g - g_0)|_e + |k - k_0|_e + \epsilon_0 (|\partial^2 \psi|_e + |\partial_0 f|_e + 1) \right)
\]

where, in the last line above, we made use of the explicit form (3.3-4.3) of \((g_0, k_0)\) in terms of \(f\).

In view of the fact that \(\text{tr}\chi_0 \geq 0\) on \(S^+\) (by Lemma 5.7) and the assumption that \(S\) is trapped for \((g, k)\) and thus \(\text{tr}_g(k + h_g) < 0\) (using also \(\zeta > 0\) in (3.6)), we infer from (4.22) that, on \(S^+ \cap U_i\):

\[
|\text{tr}\chi_0| \lesssim (\text{tr}\chi_0 - \zeta \text{tr}_g(k + h_g)) \lesssim \frac{1}{\inf_{\Omega} (1 - |\partial f|)^{\frac{3}{2}}} \left( |\partial (g - g_0)|_e + |k - k_0|_e + \epsilon_0 (|\partial^2 \psi|_e + |\partial_0 f|_e + 1) \right),
\]

which establishes (4.20). \(\square\)

**Lemma 4.6.** Let \(U_i \subset S, \ (y_1, y_2, y_3) \) and \(\psi_i : V_i \subset \mathbb{R}^2 \to \mathbb{R}\) be as in the statement of Lemma 4.4. Then the following pointwise bound holds for \(\psi_i\):

\[
|\partial^2 \psi|_e \leq \frac{C}{\inf_{\Omega} (1 - |\partial f|)^{\frac{3}{2}}} \cdot (|\text{tr}\chi_0 + |\partial_0 f|_e|) \quad \text{on } U_i \cap S^+, \quad (4.23)
\]

where \(C > 0\) is an absolute constant.

---

1 Here, we are implicitly making use of the fact that the exterior pointing normal to \(S\) with respect to \(g\) satisfies the sign condition \(\langle N_g, \partial_i \rangle > 0\), which is the only sign choice consistent with the fact that, for the metric \(g_0\), we have \(\langle N_{g_0}, \partial_i \rangle > 0\) (which in turn follows from our assumption that \(v^3 = +\sqrt{-1} |\partial f|\) and \(|\partial| \leq \frac{1}{4} \inf_{\Omega} (1 - |\partial f|)\) for \(L^2(S) = (1, v^1, v^2, v^3)\) on \(U_i\)).
Proof. In this proof, we will only work with the coordinate chart \((y^1, y^2)\) induced on \(U_i\) by \(\psi_i\) (recall that \(U_i = \{y^3 = \psi_i(y^1, y^2)\}\)); we will use capital letters to denote indices associated to this chart. The components of the vector field \(\mathcal{L}^{(S)} = (1, v^1, v^2, v^3)\) can be computed as in (4.4), i.e.

\[
\delta_{AB}v^B = \partial_A f + \partial_{\bar{f}} \partial_A \psi_i - \sqrt{1 - |\bar{\psi}|^2} \partial_A \psi_i, \quad A = 1, 2,
\]

where \(\bar{\psi} = (v^1, v^2)\). Solving the above relation with respect to \(\partial_A \psi_i\) (recalling that \(\sqrt{1 - |\bar{\psi}|^2} - \partial_{\bar{f}} > \frac{1}{2} \inf (1 - |f|_c)\) on \(U_i\), as a consequence of (4.18), and differentiating once more, we obtain

\[
\partial_{AB}^2 \psi_i = \frac{1}{\sqrt{1 - |\bar{\psi}|^2} - \partial_{\bar{f}}} (\delta_{CA} \partial_C v^C - \frac{\delta_{A \bar{f}}}{\sqrt{1 - |\bar{\psi}|^2} - \partial_{\bar{f}}} (\delta_{IC} v^C \partial_B v^C + \frac{\delta_{AC} v^C - \partial_A f}{\sqrt{1 - |\bar{\psi}|^2} - \partial_{\bar{f}}}(\partial_{CB} f)).
\]

Using the bound (4.18) for \(\psi\) on \(U_i\), we thus obtain

\[
|\partial^2 \psi_i| \leq \frac{4}{\inf (1 - |f|_c)} \left( (\partial^2 f|_c + 10|\bar{\psi}|) \right).
\]

The Minkowskian null shape operator \((\mathcal{D}L\mathcal{T}^{(S)})^{\hat{\gamma}_0})_A = (g^{-1}_0)^{BC} (\mathcal{D}L\mathcal{T}^{(S)})_{AC}\) can be computed as in (4.8):

\[
((\mathcal{D}L\mathcal{T}^{(S)})^{\hat{\gamma}_0})_A = M^B_C \cdot \partial_A v^C,
\]

where the matrix field \(M^B_C = (\hat{g}_0^{-1})^{BJ} \left( \delta_{CJ} - \frac{\partial_B \nu^C}{\sqrt{1 - |\bar{\psi}|^2}} (\partial_{\bar{f}} \psi_i) \right)\) is invertible (in view of the gradient bound (4.17) for \(\partial \psi_i\)), the bound (4.18) for \(\bar{\psi}\) on \(U_i\) and the lower bound (4.12) for \(\det(\hat{g}_0)\); in particular, \(M^{-1}\) satisfies the pointwise bound

\[
|M^{-1}| \leq \frac{10}{1 - |f|_c}. \tag{4.26}
\]

Let us also recall the following basic facts about square matrices: If \(A, B\) are two symmetric matrices such that \(A\) is positive definite and \(B\) is semi-positive definite, then

- \(0 \leq \tr (AB) \leq \tr (A) \cdot \tr (B)\) (the latter bound can be computed directly by calculating the trace with respect to an orthonormal basis of eigenvectors for \(A\)),
- \(AB\) has non-negative eigenvalues,
- \(AB\) and \(BA\) have the same spectrum (but the second matrix is symmetric independently of whether \(A, B\) commute or not),
- \(\|B\| \leq \tr (B)\), where \(\|\cdot\|\) the Frobenius norm of a matrix and the constants implicit in \(\lesssim\) depend only on the dimension of \(B\).

In particular, for such matrices we can estimate

\[
\tr (B) = \tr (A^{-\frac{1}{2}} B A^{-\frac{1}{2}} ) \leq (\tr (A^{-\frac{1}{2}}))^2 \tr (A^{-\frac{1}{2}} B A^{-\frac{1}{2}}) \lesssim \|A^{-\frac{1}{2}}\| \cdot \tr (AB)
\]

and thus

\[
\|AB\| \leq \|A\| \cdot \|B\| \lesssim \|A\| \cdot \|A^{-\frac{1}{2}}\| \cdot \tr (AB). \tag{4.27}
\]

Denoting with \([(\mathcal{D}L\mathcal{T}^{(S)})^{\hat{\gamma}_0}]_A, B = [\hat{g}_0]_A, B = [\mathcal{D}L\mathcal{T}^{(S)}]_A\) the \(2 \times 2\) matrices formed by the coordinate components of the respective tensors, we have that \(A, B\) are symmetric, \(A\) is positive definite, \(B\) is semi-positive definite (in view of Lemma 3.7) and

\[
[(\mathcal{D}L\mathcal{T}^{(S)})^{\hat{\gamma}_0}] = A \cdot B.
\]

Thus, applying (4.27), we infer that

\[
\|[(\mathcal{D}L\mathcal{T}^{(S)})^{\hat{\gamma}_0}]_A, B\| \lesssim \|[\hat{g}_0]_A, B\| \cdot \tr [(\mathcal{D}L\mathcal{T}^{(S)})^{\hat{\gamma}_0}]_A, B = \|[\hat{g}_0]_A, B^{-1}\| \cdot \tr (0) \lesssim \frac{1}{1 - |\bar{\psi}|} \cdot \tr (0). \tag{4.28}
\]

The bound (4.23) now follows by combining (4.24), (4.25), (4.26) and (4.28). \(\square\)

To proceed, we need the following trace theorem:

**Lemma 4.7.** For \(U_i \subset S\) an open set among the ones defined in Lemma 4.4, we can estimate any smooth function \(\phi : \Omega \to \mathbb{R}\):

\[
\int_{S \cap U_i} |\phi|^2 d\text{Vol}_{\omega, S} \leq \frac{C}{\inf (1 - |f|_c)} \|\phi\|_{L^{1/2}_\omega (\Omega)}. \tag{4.29}
\]

for some absolute constant \(C > 0\).

**Proof.** In view of our definition of the space \(B^1_{2,1}(\Omega)\) (see Section 3.5), there exists an extension of \(\phi\) on the whole of \(\mathbb{R}^3\) such that

\[
\|\phi\|_{B^1_{2,1}(\mathbb{R}^3)} \leq 2\|\phi\|_{B^1_{2,1}(\Omega)}.
\]

We will decompose the newly extended function \(\phi\) into its Littlewood–Paley pieces \(\phi = \sum_{k \geq 0} \psi_k\), where \(\psi_k = \chi_k\phi\).

Let \((y^1, y^2, y^3)\) be the rotated Cartesian coordinate system associated to \(U_i\), so that \(U_i = \{y^3 = \psi_i(y^1, y^2)\}\).
For each point \( y^* = (y^1, y^2, y^3 = v_i(y^1, y^2)) \in S^+ \cap U_i \), we can use the fundamental theorem of calculus to show that for every \( y^3 \in [y^3_i - 2^{-k}, y^3_*] \), we have

\[
|\phi_k|(y^3_i) \leq \int_{y^3_i - 2^{-k}}^{y^3} |\partial_3 \phi_k|(y^1, y^2, y^3) \, dy^3 + |\phi_k|(y^1, y^2, y^3).
\]

Averaging over \( y^3 \in [y^3_i - 2^{-k}, y^3_*] \), and then using the Cauchy–Schwarz inequality, we obtain

\[
|\phi_k|(y^*) \leq \int_{y^3_i - 2^{-k}}^{y^3_*} \int_{y^3_i - 2^{-k}}^{y^3_*} |\partial_3 \phi_k|(y^1, y^2, y^3) \, dy^3 \leq 2^{-k/2} \left( \int_{y^3_i - 2^{-k}}^{y^3_*} |\partial_3 \phi_k|^2(y^1, y^2, y^3) \, dy^3 \right)^{1/2} + 2^{k/2} \left( \int_{y^3_i - 2^{-k}}^{y^3_*} |\phi_k|^2(y^1, y^2, y^3) \, dy^3 \right)^{1/2}.
\]

It follows that

\[
|\phi_k|^2(y^*) \leq 2^{-k} \int_{y^3_i - 2^{-k}}^{y^3_*} |\partial_3 \phi_k|^2(y^1, y^2, y^3) \, dy^3 + 2^k \int_{y^3_i - 2^{-k}}^{y^3_*} |\phi_k|^2(y^1, y^2, y^3) \, dy^3.
\]

Integrating \((4.30)\) over \( y^* \in S^+ \cap U_i \) with respect to the volume form \( dy^1 dy^2 \), taking square roots, and then summing over \( k \geq 0 \), we obtain

\[
\left( \int_{S^+ \cap U_i} |\phi|^2 \, dy^1 dy^2 \right)^{1/2} \leq \sum_{k \geq 0} \left( \int_{U_i} |\phi_k|^2(y^*) \, dy^1 dy^2 \right)^{1/2} \leq \sum_{k \geq 0} \left( 2^{-k/2} \left\| \partial_3 \phi_k \right\|_{L^2(\mathbb{R}^3)} + 2^{k/2} \left\| \phi_k \right\|_{L^2(\mathbb{R}^3)} \right) \leq \sum_{k \geq 0} 2^{k/2} \left\| \phi_k \right\|_{L^2(\mathbb{R}^3)} + \left\| \phi \right\|_{L^{1/2}(\Omega)}.
\]

where in the last line we have used Bernstein’s inequality. The bound \((4.29)\) now follows using the fact that, on \( U_i \),

\[\det(g_{ij})dy^1 dy^2\text{ can be controlled by }\left(4.12\right).\]

**Proposition 4.8.** For \( \epsilon_0 > 0 \) sufficiently small depending on \( \inf \Omega (1 - |\partial f|_\epsilon) \), the following estimate holds on \( S^+ \):

\[
\int_{S^+} (\text{tr} \chi_0)^2 \, d\text{Vol}_{S, \epsilon_0} \leq C_0^2 \frac{1 + \sup_{\Omega} |\partial^2 f|_\epsilon}{\inf_{\Omega} (1 - |\partial f|_\epsilon)^{11}}.
\]

**Proof.** Let \( N \) and \( \{ U_i \}_{i=1}^N \) be as in the statement of Lemma 4.4. Using the pointwise bound of Lemmas 4.5 and 4.6, we obtain

\[
\int_{S^+} (\text{tr} \chi_0)^2 \, d\text{Vol}_{S, \epsilon_0} \leq \sum_{i=1}^N \int_{S^+ \cap U_i} (\text{tr} \chi_0)^2 \, d\text{Vol}_{S, \epsilon_0} \leq \sum_{i=1}^N \int_{S^+ \cap U_i} \frac{1}{\inf_{\Omega} (1 - |\partial f|_\epsilon)^7} \left( |\partial_\epsilon (g - g_0)|_{\epsilon}^2 + |k - k_0|_{\epsilon}^2 \right) \, d\text{Vol}_{S, \epsilon_0}.
\]

Using the trace estimate of Lemma 4.7 and the smallness assumption for \( \|g - g_0\|_{B^3_2(\Omega)} \), \( \|k - k_0\|_{B^1_2(\Omega)} \) of Theorem 1.1, we have

\[
\int_{S^+ \cap U_i} \left( |\partial_\epsilon (g - g_0)|_{\epsilon}^2 + |k - k_0|_{\epsilon}^2 \right) \, d\text{Vol}_{S, \epsilon_0} \leq \frac{1}{\inf_{\Omega} (1 - |\partial f|_\epsilon)^7} \left( \|g - g_0\|_{B^3_2(\Omega)}^2 + \|k - k_0\|_{B^1_2(\Omega)}^2 \right) \leq \frac{\epsilon_0^2}{\inf_{\Omega} (1 - |\partial f|_\epsilon)^7}.
\]

Plugging \((4.34)\) into \((4.33)\) and summing over \( i = 1, \ldots, N \), we obtain

\[
\int_{S^+} (\text{tr} \chi_0)^2 \, d\text{Vol}_{S, \epsilon_0} \leq \epsilon_0^2 N \frac{1 + \sup_{\Omega} |\partial^2 f|_\epsilon}{\inf_{\Omega} (1 - |\partial f|_\epsilon)^{10}} \int_{S^+} (\text{tr} \chi_0)^2 \, d\text{Vol}_{S, \epsilon_0}.
\]

For \( \epsilon_0 \) sufficiently small in terms of \( \inf_{\Omega} (1 - |\partial f|_\epsilon) \), we can absorb the last term on the right-hand side of \((4.35)\) to the left-hand side and obtain \((4.32)\) (recalling that \( N \sim \frac{1}{\inf_{\Omega} (1 - |\partial f|_\epsilon)^2} \)).

Combining Proposition 4.2 and Proposition 4.8, we can now complete the proof of Theorem 1.1.

**Proof of Theorem 1.1.** For \( \epsilon_0 > 0 \) sufficiently small in terms of \( \|\partial^2 f\|_{L^\infty(\Omega)} \) and \( \inf_{\Omega} (1 - |\partial f|_\epsilon) \), the lower bound from Proposition 4.2 and the upper bound from Proposition 4.8 are obviously incompatible, leading to a contradiction. This finishes the proof of Theorem 1.1.
5. EXAMPLES IN SPHERICAL SYMMETRY

5.1. A simple counterexample. To prove Proposition 1.2, it suffices to use the fact that the trace theorem fails if $B_{2,1}^{1/2} (\mathbb{R}^3)$ is replaced by $H^{1/2} (\mathbb{R}^3)$. In fact in this case we can just rely on the following standard result.

Lemma 5.1. There exists a sequence of smooth, spherically symmetric functions \( \{\phi^{(j)}\}_{j=1}^{\infty} : \mathbb{R}^3 \to \mathbb{R} \) supported in \( r \in [\frac{1}{2}, 2] \) such that
\[
|\phi^{(j)}(r = 1)| \geq 10, \quad \|\phi^{(j)}\|_{H^{1/2}(\mathbb{R}^3)} \leq 2^{-j}.
\]
We can now prove Proposition 1.2.

Proof of Proposition 1.2. Let \( \phi^{(j)} \) be as in Lemma 5.1. Multiplying \( \phi^{(j)} \) with \(-1\) if necessary, we can assume that
\[
\phi^{(j)}(r = 1) < -10.
\]
We will now define the sequence \( \{ (g^{(j)}, k^{(j)}) \}_{j=1}^{\infty} \) of initial data pairs on \( \mathbb{R}^3 \) as follows:
- \( g^{(j)} \) is identically equal to the Euclidean metric \( e \),
- In the standard polar coordinates \((r, \vartheta, \varphi)\) on \( \mathbb{R}^3 \), the components of \( k^{(j)} \) are
  \[
  k^{(j)}_{rr} = k^{(j)}_{r\vartheta} = k^{(j)}_{\vartheta\varphi} = 0, \quad k^{(j)}_{r\varphi} = \phi^{(j)} \quad \text{and} \quad k^{(j)}_{\varphi\varphi} = \phi^{(j)} \sin^2 \vartheta.
  \]
In view of Lemma 5.1, the definition of \( (g^{(j)}, k^{(j)}) \) implies that
\[
\|g^{(j)} - e\|_{H^{1/2}(\mathbb{R}^3)} + \|k^{(j)}\|_{H^{1/2}(\mathbb{R}^3)} \lesssim 2^{-j}.
\]
Now let \( \Sigma = \partial B(0,1) \). Let \( h \) denote the second fundamental form of \( \Sigma \) in \((\mathbb{R}^3, g^{(j)})\). By a direct computation, \( \text{tr} \ g_{\Sigma}^{(j)} h = 2 \). On the other hand, \( \text{tr} \ g_{\Sigma}^{(0)} k = -2 \phi^{(0)} = -20 \). Thus, \( \Sigma \) is a trapped surface in \((\mathbb{R}^3, g^{(j)}, k^{(j)})\) for all \( j \in \mathbb{N} \).

5.2. A counterexample for the Einstein–scalar field system. We will now proceed to establish Proposition 1.3.

Proof of Proposition 1.3. For any \( j \in \mathbb{N} \), let \( \psi_0^{(j)}, \psi_1^{(j)} \) be smooth, spherically symmetric functions on \( B(0,1) \). Let also \( g^{(j)} \) and \( k^{(j)} \) be, respectively, a spherically symmetric Riemannian metric and a spherically symmetric \((0, 2)\)-tensor on \( B(0,1) \), expressed in polar coordinates \((\rho, \vartheta, \varphi)\) as:
\[
g^{(j)}(\rho, \vartheta, \varphi) = d\rho^2 + (r^{(j)}(\rho))^2 (d\vartheta^2 + \sin^2 \vartheta d\varphi^2)
\]
and
\[
k^{(j)}(\rho, \vartheta, \varphi) = k^{(j)}_{\rho\rho}(\rho) d\rho^2 + k^{(j)}_{\vartheta\vartheta}(\rho) (d\vartheta^2 + \sin^2 \vartheta d\varphi^2),
\]
where \( r^{(j)}, k^{(j)}_{\rho\rho} \) and \( k^{(j)}_{\vartheta\vartheta} \) are smooth functions on \([0, 1]\). In order to somewhat simplify our notations, from now on we will drop the superscript \( .(j) \) from \( g, k \) and \( \psi_0, \psi_1 \) when no confusion arises.

With \((g, k; \psi_0, \psi_1)\) as above, the constraint equations (1.2), (1.3) reduce to:
\[
-k^{(j)}_{\rho\rho} r'' + \frac{1}{2} \left( 1 - (r^{(j)})^2 \right) + \frac{1}{r} k^{(j)}_{\rho\rho} k^{(j)}_{\vartheta\vartheta} + \frac{1}{2r^3} k^{(j)}_{\vartheta\vartheta} = \frac{r}{4} \left( (\psi_0')^2 + \psi_1^2 \right), \tag{5.1}
\]
\[
k^{(j)}_{\rho\rho} r' - \left( k^{(j)}_{\vartheta\vartheta}/r \right)' = \frac{1}{2} r \psi_1 \psi_0' \tag{5.2}
\]
We will use the following ansatz for \( r \):
\[
r^{(j)}(\rho) = \rho \cdot \left( 1 - 2^{-j-M} F(\rho) \right)^{\frac{1}{2}},
\]
where \( M > 0 \) is a large absolute constant (i.e. independent of \( j \)) and
\[
F(\rho) \equiv \int_{0}^{\rho} \chi(x) \log \left( - \log |x - 1| \right) dx,
\]
where \( \chi : [0, 1] \to [0, 1] \) is a fixed smooth cutoff function such that
\[
\chi \equiv 0 \quad \text{on} \quad [0, \frac{1}{2}], \quad \chi \equiv 1 \quad \text{on} \quad \left[ \frac{3}{4}, 1 \right] \quad \text{and} \quad \chi' \geq 0 \quad \text{on} \quad [0, 1].
\]
Note that, provided \( M > 10 \), the function \( r(\rho) \) belongs to \( C^\infty([0, 1)) \cap C^0([0, 1]) \) and satisfies
\[
\frac{r}{\rho} > \frac{1}{2}, \quad r(\rho) = \rho \quad \text{for} \quad \rho \in \left[ 0, \frac{1}{2} \right].
\]
and
\[-\frac{r''}{r} + \frac{1}{2r^2} (1 - (r')^2) = \frac{2^{-j-M}}{8\rho^2 (1 - 2^{-j-M} F(\rho))^2} \left( 4(1 - 2^{-j-M} F(\rho)) \left( \rho^2 F''(\rho) + 3\rho F'(\rho) + F(\rho) \right) + 2^{-j-M} (F'(\rho))^2 \right) \geq 0. \tag{5.3}\]

We will define the coefficient \( k_{\Theta} \) of \( k \) by the relation
\[ k_{\Theta}^{(j)}(\rho) = -2^{-j-2M} \chi(2\rho) \rho, \tag{5.4}\]
where \( \chi \) was defined above. Note that the definition of the cutoff function \( \chi \) implies that the support of \( (k_{\Theta}/r)' \) is contained in the interval \([\frac{1}{4}, \frac{3}{4}]\).

We will define \( \psi_0 \) as follows:
\[ \psi_0^{(j)}(\rho) \coloneqq 2 \int_0^\rho \left( -\frac{(r^{(j)})'}{r^{(j)}} + \frac{1}{2r^{(j)}} (1 - ((r^{(j)})')^2) + \frac{(k^{(j)}_{\Theta})^2}{2r^{(j)}} \right) \frac{1}{\rho} \, d\rho. \]

Note that \( \psi_0 \) is well-defined in view of (5.3); moreover, in view of the properties of the cut-off function \( \chi \) in the definition of \( F, \psi_0 \) is a smooth function on \([0, 1]\) vanishing identically on \([0, \frac{1}{4}]\).

It remains to introduce an ansatz for the functions \( \psi_1(\rho) \) and \( k_{pp}(\rho) \). The expressions for \( \psi_1 \) and \( k_{pp} \) will be chosen to satisfy the following pair of relations:
\[ k_{pp}^{(j)}(\rho) - 2^{-j-2M-\frac{1}{2}} \chi(2\rho) \psi_1^{(j)}(\rho) = -2^{-j-2M+1} \chi'(2\rho), \]
\[ (\psi_1^{(j)}(\rho))^2 + 2^{-j-2M+2} \frac{\chi(2\rho)}{\rho} k_{pp}^{(j)}(\rho) = 0. \tag{5.5}\]

In particular, we will choose
\[ \psi_1^{(j)}(\rho) \coloneqq -2^{-j-2M+\frac{1}{2}} \frac{\chi(2\rho)}{\rho} + \sqrt{2^{-4j-8M+1} \frac{\chi(2\rho)}{\rho^2} + 2^{-2j-4M+3} \frac{\chi(2\rho)}{\rho} \chi'(2\rho)} \]
and
\[ k_{pp}^{(j)}(\rho) \coloneqq -2^{-j-2M+1} \chi'(2\rho) + 2^{-j-2M-\frac{1}{2}} \chi(2\rho) \psi_1^{(j)}(\rho). \]

Note that both \( \psi_1 \) and \( k_{pp} \) vanish outside the support of \( \chi'(2\rho) \). In particular,
\[ \text{supp} \, \psi_1^{(j)}, \text{supp} \, k_{pp}^{(j)} \subseteq \left[ \frac{1}{4}, \frac{3}{8} \right]. \]

Recall that \( r(\rho) = \rho \) on \([0, \frac{1}{2}]\). Thus, we readily deduce that \((g^{(j)}, k^{(j)}; \psi_{0,j}^{(j)}, \psi_{1,j}^{(j)})\) defined as above satisfy the constraint equations (5.3), (5.4).

Notice that, for any \( j \in \mathbb{N} \), there exists some \( \rho_0^{(j)} \in (\frac{1}{4}, 1) \) such that
\[ (r^{(j)})'(\rho_0^{(j)}) = 0. \tag{5.6}\]

This can be immediately inferred from the fact that \((r^{(j)})'(\frac{1}{2}) = 1 \) and \((r^{(j)})'(1) = -\infty \). We will now show that the sphere \( S^{(j)} = \{ \rho = \rho_0^{(j)} \} \) is a trapped surface for the initial data set \((g^{(j)}, k^{(j)}; \psi_{0,j}^{(j)}, \psi_{1,j}^{(j)})\): We immediately calculate that the normal \( N \) of \( S^{(j)} \) is \( \frac{\partial}{\partial \rho} \) and the second fundamental \( h \) of \( S^{(j)} \) vanishes identically, as a consequence of (5.6).

Therefore:
\[ \text{tr}_{S^{(j)}}(k - h) = \text{tr}_{S^{(j)}}(k + h) = \text{tr}_{S^{(j)}} k = \frac{2}{(r^{(j)}(\rho_0^{(j)}))} k_{\Theta}^{(j)}(\rho_0^{(j)}) = -2^{-j-2M+1} \frac{\chi(\rho_0^{(j)})}{\rho_0^{(j)} (1 - 2^{-j-M} F(\rho_0^{(j)}))} < 0 \]
(since \( \rho_0^{(j)} \in (\frac{1}{4}, 1) \)), i.e. \( S^{(j)} \) is a trapped surface.

We will now show that \((g, k)\) satisfy the smallness bound (1.4). It is straightforward to check that the components \( k_{pp} \) and \( k_{\Theta} \) of \( k \) can be extended as \( C^\infty \) functions on the closed unit ball \( \{ \rho \leq 1 \} \) and are supported on \( \{ \rho \geq \frac{1}{4} \} \), satisfying
\[ \| k_{pp}^{(j)} \|_{C^l(B(0,1))} + \| k_{\Theta}^{(j)} \|_{C^l(B(0,1))} \lesssim 2^{-j-2M} \text{ for any } \ j, l \in \mathbb{N}. \]

As a result, \( k^{(j)} \) satisfies (1.4), provided \( M \) has been chosen to be larger than some explicit constant. As for the metric \( g \), we can express the components of the tensor \( g - e \) in Cartesian coordinates as follows:
\[ g^{(j)} - e = \left( \frac{(r^{(j)}(\rho))^2}{\rho^2} - 1 \right) \rho^2 \left( d\theta^2 + \sin^2 \theta \, d\varphi^2 \right) = \left( \frac{(r^{(j)}(|x|))}{|x|^2} - 1 \right) \left( \sum_{i=1}^3 (dx^i)^2 - \left( \sum_{i=1}^3 \frac{x^i}{|x|} \right)^2 \right) = 2^{-j-M} F(|x|) \left( \sum_{i=1}^3 (dx^i)^2 - \left( \sum_{i=1}^3 \frac{x^i}{|x|} \right)^2 \right). \]
Thus, the proof of Lemma 5.2 will follow once we show that the spherically symmetric function $F(|x|)$ on $B(0,1)$ has finite $H^\frac{3}{2}$ norm. Since $F(|x|)$ is a $C^\infty$ function away from $|x| = 1$ and is supported on $\{|x| \geq \frac{1}{2}\}$, that statement follows as a corollary of Lemma 5.4 below.

The remainder of this subsection will be devoted to the proof of Lemma 5.4, which we have used above.

**Lemma 5.2.** Let $\mathcal{X} : \mathbb{R} \to [0,1]$ be a smooth cutoff function such that supp$(\mathcal{X}) \subset [\frac{9}{10}, \frac{11}{10}]$ and $\mathcal{X} \equiv 1$ on $[\frac{19}{20}, \frac{21}{20}]$. Then $\mathcal{X}(x-1) \log |\log x| \in H^\frac{3}{2}(\mathbb{R})$.

**Proof.** Consider the function $h : \mathbb{R}^2 \to \mathbb{R}$, which is radial and given by $h(r) = \mathcal{X}(r - \frac{1}{10}) \log |\log r|$. We compute $h'(r) = \mathcal{X}'(r - 1) \log |\log r| + \mathcal{X}(r - 1) \frac{1}{r \log r}$. Hence,

$$
||h||^2_{H^\frac{3}{2}(\mathbb{R})} = \int_0^\infty |h'(r)|^2 r^2 dr \leq C \int_0^\infty (\log |\log r|)^2 r^2 dr + \int_0^\infty \left(\frac{1}{r \log r}\right)^2 r^2 dr < \infty.
$$

Since $h(x,y) \mapsto h(x,0)$ is a bounded map $H^1(\mathbb{R}^2) \to H^\frac{3}{2}(\mathbb{R})$ (by standard trace estimates), we obtain the desired result.

By translation invariance of the $H^\frac{3}{2}(\mathbb{R})$ norm, Lemma 5.2 immediately implies the following result:

**Lemma 5.3.** Define $G : \mathbb{R} \to \mathbb{R}$ by

$$
G(\xi) \doteq \int_0^\infty e^{-ir\xi} \mathcal{X}(r) (\log (-\log |r - 1|)) dr,
$$

where $\mathcal{X}$ is as in Lemma 5.2. Then

$$
\int_{-\infty}^\infty (1 + |\xi|^2)^\frac{3}{2} |G(\xi)|^2 d\xi < \infty.
$$

**Lemma 5.4.** Consider the radial function $h : \mathbb{R}^3 \to \mathbb{R}$, which is given by

$$
h(r) = \frac{1}{r} \mathcal{X}(r) \log (-\log |r - 1|),
$$

where $\mathcal{X}$ is a cutoff function as in Lemma 5.2. Then $h \in H^\frac{3}{2}(\mathbb{R}^3)$.

**Proof.** The Fourier transform $\mathcal{F}h$ is a radial function, i.e. can be expressed as $\mathcal{F}h(\xi) = \hat{h}(|\xi|)$, where $\hat{h}$ is expressed as the Hankel transform of $h$. Hence,

$$
\hat{h}(s) = 4\pi \int_0^\infty \frac{\sin(sr)}{sr} h(r) r^2 dr = -\frac{4\pi}{s} \text{Im}(G(s)),
$$

where the function $G(s)$ was defined in (5.7) and $\text{Im}(G(s))$ denotes its imaginary part.

We now compute

$$
\int_{\mathbb{R}^3} (1 + |\xi|^2)^\frac{3}{2} |\mathcal{F}h(\xi)|^2 d\xi = 16\pi^2 \int_0^\infty (1 + |s|^2)^\frac{3}{2} \left(\frac{3\text{Im}(G(s))}{s}\right)^2 s^2 ds \leq 16\pi^2 \int_0^\infty (1 + |s|^2)^\frac{3}{2} |G(s)|^2 ds < +\infty
$$

by Lemma 5.3. This implies $h \in H^\frac{3}{2}(\mathbb{R}^3)$.

### 5.3. A spherically symmetric result in $H^\frac{3}{2}$.

**Proof of Proposition 7.4** In order for this to be a smooth metric, we must have $\frac{r^2(\rho)}{\rho^2} - 1 = O(\rho^2)$ as $\rho \to 0$. Taylor expanding $r$ in $\rho$, this means that

$$
r(\rho) = \rho + O(\rho^3).
$$

**Step 1:** Application of Sobolev embedding. Since $H^\frac{3}{2}(B(0,R)) \hookrightarrow L^3(B(0,R))$, $H^\frac{3}{2}(B(0,R)) \hookrightarrow W^{1,3}(B(0,R))$ (with constants independent of $R$), the assumptions on $k, \psi_0$ and $\psi_1$ imply that

$$
\int_0^R \left( |k_{\rho\rho}|^2 + |k_{\rho\psi}|^2 + |\psi_0|^3 + |\psi_1|^3 \right) \rho^2 d\rho \lesssim R^2.
$$

**Step 2:** Controlling the geometry. Define the Hawking mass by

$$
m = \frac{r}{2} + \frac{1}{2} \frac{k_{\rho\rho}^2}{r} - \frac{r(r')^2}{2}.
$$

For $\rho_* \in (0,R]$, assume that the following bootstrap assumptions hold for all $\rho \in [0,\rho_*)$:

- $\frac{\rho}{2} \leq r(\rho) \leq 2\rho$.  
- $\frac{2m}{r} \leq \frac{1}{2}$.

By smoothness at $\rho = 0$, we know that (5.11) and (5.12) hold for small $\rho$. Our goal will be to show that
• \( \frac{\rho}{\sqrt{2}} \leq r(\rho) \leq \sqrt{2}\rho \).

• \( \frac{2m}{r} \leq \frac{1}{4} \).

Once we prove the bounds in (5.13) and (5.14) under the bootstrap assumptions (5.11) and (5.12), a standard continuity argument shows that in fact both (5.13) and (5.14) hold for all \( \rho \in [0, R] \).

Step 2(a): Non-negativity of \( m \). Using the definition of \( m \) in (5.10) together with the constraint equations (5.1)–(5.2), we obtain

\[
m' = \left( \frac{r}{2} + \frac{1}{2} \frac{k_{\theta\theta}}{r} - \frac{r(r')^2}{2} \right)'
\]

\[
= \frac{r'}{2} - \frac{1}{2} r \frac{k_{\theta\theta}}{r^2} + r \frac{k_{\theta\theta}}{r^2} (k_{\rho\rho} r' - \frac{1}{2} r \psi_1 \psi_0')
\]

\[
- \frac{(r')^3}{2} - r' \left( \frac{1}{2r} (1 - (r')^2) + \frac{1}{r} k_{\rho\rho} k_{\theta\theta} + \frac{1}{2r^3} k_{\theta\theta}^2 - \frac{1}{4} r ((\psi_0')^2 + \psi_1'^2) \right)
\]

\[
= \frac{1}{2} r' \frac{k_{\theta\theta}}{r^2} + r k_{\theta\theta} (k_{\rho\rho} r' - \frac{1}{2} r \psi_1 \psi_0') - r' \left( \frac{1}{r} k_{\rho\rho} k_{\theta\theta} + \frac{1}{2r^3} k_{\theta\theta}^2 - \frac{1}{4} r ((\psi_0')^2 + \psi_1'^2) \right)
\]

\[
= - r k_{\rho\rho} \psi_1 \psi_0 + r^2 \frac{1}{4} (\psi_0')^2 + \psi_1^2
\]

\[
= \frac{r^2}{8} (r' + \frac{k_{\theta\theta}}{r}) (\psi_1 - \psi_0')^2 + \frac{r^2}{8} (r' - \frac{k_{\theta\theta}}{r}) (\psi_1 + \psi_0')^2.
\]

By (5.10) and (5.12), we have

\[
r'(0)^2 = 1 - \frac{2m}{r} \geq \frac{1}{2}.
\]

Using (5.8), we have \( r'(0) = 1 \). Hence, continuity of \( r' \) and (5.16) imply that \( r' \geq \frac{1}{\sqrt{2}} \).

By (5.12), \( 1 + \frac{k_{\theta\theta}}{r} \geq \frac{(r')^2}{2} \leq \frac{1}{2} \). In particular, using also the positivity of \( r' \) that we just established,

\[
\left| \frac{k_{\theta\theta}}{r} \right| < \left| r' \right| = r'.
\]

Hence, every term on the right-hand side of (5.15) is non-negative. Since regularity implies that \( m = 0 \) at \( \rho = 0 \), we obtain \( m \geq 0 \) for all \( \rho \in [0, \rho_*] \).

Step 2(b): Proof of (5.13). The lower bound in (5.13) is easier. Indeed, (5.16) implies (using (5.8)) that

\[
r(\rho) = \int_0^\rho r'(\rho) \, d\rho \geq \left( \frac{1}{\sqrt{2}} \right) \int_0^\rho d\rho = \frac{\rho}{\sqrt{2}}.
\]

To obtain the upper bound in (5.13), we first need an improved estimate for \( k_{\theta\theta} \). For this, note that by (5.11) and (5.9), we have \( \int_0^R |k_{\theta\theta}|^3 \rho^{-1} \, d\rho \lesssim \epsilon_0 \). Hence, by the Cauchy–Schwarz inequality,

\[
\int_0^\rho |k_{\theta\theta}| \, d\rho = \int_0^\rho |k_{\theta\theta}|^{1/2} \rho^{1/2} \, d\rho \leq \left( \int_0^\rho |k_{\theta\theta}|^3 \rho^{-1} \, d\rho \right)^{1/2} \left( \int_0^\rho \rho^{1/2} \rho'^2 \, d\rho \rho^{1/2} \right)^{1/2} \lesssim \epsilon_0 \rho.
\]

Now, we use (5.10) together with \( m \geq 0 \) (established in Step 2(a)) and (5.19) to obtain

\[
r'(\rho)^2 = 1 - \frac{2m}{r} + \frac{k_{\theta\theta}^2}{r^2} \leq 1 + \frac{k_{\theta\theta}^2}{r^2},
\]

which implies

\[
r(\rho) = \int_0^\rho r'(\rho) \, d\rho \leq \int_0^\rho \sqrt{1 + \frac{k_{\theta\theta}^2}{r^2}} \, d\rho \leq \int_0^\rho \left( 1 + \frac{k_{\theta\theta}}{r} \right) \, d\rho \leq \rho + O(\epsilon_0) \rho.
\]

The estimates (5.18) and (5.21) imply the lower and upper bound in (5.13) respectively.

Step 2(c): Improved bound for \( r' \). In this step, we derive a bound for \( r'(\rho) \) (see already (5.28)), which will be important in Step 2(d) below.

Step 2(c)i: An estimate for \( \frac{k_{\theta\theta}}{r} \). By the constraint equation (5.2),

\[
\left| \frac{k_{\theta\theta}^3}{r^3} \right| \leq |k_{\rho\rho} r'| + |r \psi_1 \psi_0|.
\]

We control each term on the right-hand side of (5.22). By the Cauchy–Schwarz inequality and (5.9), we have

\[
\int_0^\rho |k_{\rho\rho} r'|^{3/2} \rho^2 \, d\rho \leq \left( \int_0^\rho |k_{\rho\rho}|^3 \rho^3 \, d\rho \right)^{1/2} \left( \int_0^\rho (r')^3 \rho^2 \, d\rho \right)^{1/2} \lesssim \epsilon_0 \left( \int_0^\rho |r'|^3 \rho^2 \, d\rho \right)^{1/2}.
\]

By (5.11), the Cauchy–Schwarz inequality and (5.9), we have

\[
\int_0^\rho |r \psi_1 \psi_0'|^{3/2} \rho^2 \, d\rho \leq 2^{1/2} \rho^{1/2} \left( \int_0^\rho |\psi_1|^3 \rho^2 \, d\rho \right)^{1/2} \left( \int_0^\rho |\psi_0'|^3 \rho^2 \, d\rho \right)^{1/2} \lesssim \epsilon_0 \rho^{3/2}.
\]
Hence, plugging the bounds (5.23) and (5.24) into (5.22), we obtain

$$\int_0^\rho \left( \left| \frac{k_{\partial \theta}}{r} \right| r^{3/2} \rho^2 d\rho \right) \lesssim \epsilon_0^3 \rho^{3/2} + \epsilon_0^3 \left( \int_0^\rho r^3 |r'|^2 \rho^2 d\rho \right)^{1/2}.$$  

(5.25)

Using the $W^{1,2}(B(0, R)) \rightarrow L^3(B(0, R))$ Sobolev embedding, we then obtain

$$\int_0^\rho \left| \frac{k_{\partial \theta}}{r} \right| r^{3/2} \rho^2 d\rho \lesssim \left( \int_0^\rho \left( \left| \frac{k_{\partial \theta}}{r} \right| r^{3/2} \rho^2 d\rho \right) \right)^2 \lesssim \epsilon_0^3 \rho^3 + \epsilon_0^3 \left( \int_0^\rho r^3 |r'|^2 \rho^2 d\rho \right).$$  

(5.26)

Step 2(c).ii: Proof of the improved estimate for $r'$. By (5.20) and (5.26), we have

$$\int_0^\rho |r'|^3 \rho^2 d\rho \lesssim \int_0^\rho (1 + \left| \frac{k_{\partial \theta}}{r} \right|^3) \rho^2 d\rho \lesssim \rho^3 + \epsilon_0^3 \left( \int_0^\rho |r'|^3 \rho^2 d\rho \right).$$  

(5.27)

For $\epsilon_0$ sufficiently small, we can absorb the last term on the right-hand side to the left to obtain

$$\int_0^\rho |r'|^3 \rho^2 d\rho \lesssim \rho^3.$$  

(5.28)

Step 2(d): Proof of (5.14). Plugging the bounds (5.11) and (5.17) into (5.15), we obtain

$$|m'(\rho)| \leq 2\rho^2 |r'\left(\psi_1^2 + (\psi_0')^2\right).$$  

(5.29)

Integrating (5.29) starting from the regularity condition $m(\rho = 0) = 0$, we obtain

$$m(\rho) \leq 2 \int_0^\rho \rho^2 |r'|\left(\psi_1^2 + (\psi_0')^2\right) d\rho.$$  

(5.30)

for all $\rho \in [0, \rho_*)$. After choosing $\epsilon_0$ to be smaller, we have thus proven (5.14) and concluded the bootstrap argument.

Step 3: Conclusion of the argument. Having controlled the geometry in Step 2, the conclusion now follows straightforwardly.

Indeed, denote by $S_\rho$ the 2-sphere of constant $\rho \in (0, R)$. We first compute

$$\text{tr}_{S_\rho}(k \pm h) = 2 \frac{r^2(r)}{r(\rho)^2} k_{\partial \theta}. $$  

(5.32)

Now, in the course of the bootstrap argument in Step 2, we have obtained the bound (5.17):

$$\left| \frac{k_{\partial \theta}}{r} \right| < |r'|.$$  

Moreover, since $\lim_{\rho \to 0^+} r'(\rho) = 1$ (by (5.8)) and $r'(\rho) \geq \frac{1}{\sqrt{2}}$ (by (5.16)), we have $r'(\rho) \geq \frac{1}{\sqrt{2}} > 0$ for all $\rho \in (0, R)$. As a result, we know that $\text{tr}_{S_\rho}(k + h) > 0$ and $\text{tr}_{S_\rho}(k - h) < 0$, i.e., $S_\rho$ is not trapped. Since $\rho \in (0, R)$ is arbitrary, we have completed the proof.

Remark. Notice that we did not use the full strength of the smallness assumption (1.6). In fact, in this setting, it suffices to assume the weaker smallness assumption (5.5).
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