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ABSTRACT

Context. Results from growing number of metal-poor stars showing an abundance pattern midway between the $s$- and $r$-processes. These so-called $rs$-stars raise the need for an intermediate neutron capture process ($i$-process), which is thought to result from the ingestion of protons in a convective helium-burning region, but whose astrophysical site is still largely debated.

Aims. We investigate whether an $i$-process during the asymptotic giant branch (AGB) phase of low-metallicity low-mass stars can develop and whether it can explain the abundances of observed $rs$-stars.

Methods. We computed a $1M_\odot$ model at $[\text{Fe/H}] = -2.5$ with the stellar evolution code STAREVOL, using a nuclear network of 1091 species (at maximum) coupled to the transport processes. The impact of the temporal and spatial resolutions on the resulting abundances was assessed. We also identified key elements and isotopic ratios that are specific to $i$-process nucleosynthesis and carried out a detailed comparison between our model and a sample of $rs$-stars.

Results. At the beginning of the AGB phase, the third thermal pulse, the helium driven convection zone is able to penetrate the hydrogen-rich layers. The subsequent proton ingestion leads to a strong neutron burst with neutron densities of $\mathcal{O}(10^{14})\,\text{cm}^{-3}$ at the origin of the synthesis of $i$-process elements. The nuclear energy released by proton burning in the helium-burning convective shell strongly affects the internal structure: the thermal pulse splits and after approximately ten years the upper part of the convection zone merges with the convective envelope. The surface carbon abundance is enhanced by more than 3 dex. This leads to an increase in the opacity, which triggers a strong mass loss and prevents any further thermal pulse. Our numerical tests indicate that the $i$-process elemental distribution is not strongly affected by the temporal and spatial resolution used to compute the stellar models, but typical uncertainties of $\pm0.3$ dex on individual abundances are found. We show that specific isotopic ratios of Ba, Nd, Sm, and Eu can represent good tracers of $i$-process nucleosynthesis. Finally, an extended comparison with 14 selected $rs$-stars show that the observed composition patterns can be well reproduced by our $i$-process AGB model.

Conclusions. A rich $i$-process nucleosynthesis can take place during the early AGB phase of low-metallicity low-mass stars and explain the elemental distribution of most of the $rs$-stars, but cannot account for the high level of enrichment of the giant stars in a scenario involving pollution by a former AGB companion.
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1. Introduction

Elements heavier than iron are mainly produced by neutron capture reactions (e.g., the review of Arnould & Goriely 2020). Two main neutron capture processes are known to be responsible for about half of the trans-iron elements in the Universe: the slow and rapid neutron-capture process ($s$- and $r$-process, respectively).

The $r$-process is characterized by neutron densities $N_n$ in excess of $10^{10}\,\text{cm}^{-3}$, operating during a timescale on the order of a second. The site for $r$-process nucleosynthesis remains uncertain, but a strong candidate is the merging of two neutron stars (e.g., Arnould et al. 2007; Goriely et al. 2011a,b; Wanajo et al. 2014; Just et al. 2015). This scenario is now supported by the observation of a neutron star merger event (Abbott et al. 2017) whose electromagnetic counterpart is compatible with radioactive powering from $r$-process nuclides (Smartt et al. 2017; Pian et al. 2017). Other astrophysical sites for the $r$-process include collapsars (e.g., Siegel et al. 2019) and magneto-rotational supernovae (MRSNe; e.g., Winteler et al. 2012; Nishimura et al. 2015), although unrealistically large
(Lugaro et al. 2012). Important uncertainties remain regarding the resulting mechanism of the \(^{13}\)C pocket, which mainly determines the resulting nucleosynthesis (e.g., Battino et al. 2019; Vescovi et al. 2020), the dredge-up efficiency or the mass loss (Sect. 4 in Karakas & Lattanzio 2014, for a discussion about these uncertainties, and reference therein).

Other nuclear processes also contribute to forging heavy elements. The \(p\)-process (e.g., the review of Arnould & Goriely 2003) and \(\nu p\)-process (Fröhlich et al. 2006) can reproduce the solar abundances of the neutron deficient isotopes (or \(p\)-nuclides) such as \(^{92}\)Mo or \(^{98}\)Mo. Such processes can occur in the oxygen-burning shell of massive stars shortly before collapse, during the supernova (SN) explosion (Rayet et al. 1995; Rauscher et al. 2002; Fröhlich et al. 2006; Wanajo et al. 2011), and during type Ia SNe (Travaglio et al. 2015). A weak \(r\)-process can occur in the neutrino-driven wind of core-collapse supernovae. This would build elements such as Sr, Y, or Zr in the oxygen-burning shell of massive stars shortly before collapse, during the supernova explosion (Arcones & Thielemann 2013). A short neutron burst in the supernovae. This would build elements such as Sr, Y, or Zr in the oxygen-burning shell of massive stars shortly before collapse, during the supernova explosion (Arcones & Thielemann 2013).

In addition, an intermediate neutron capture process \(i\)-process (\(i\)-process) with neutron concentrations intermediate between the \(s\)- and \(r\)-processes \((N_N \approx 10^{12} - 10^{16} \text{ cm}^{-3})\) was identified. Cowan & Rose (1977) first pointed out the possibility of an \(i\)-process in red giant stars. The hypothesis of an \(i\)-process later gained a lot of attention with the discovery of so-called \(i\)/\(s\)/stars, whose abundances are difficult to reproduce solely with an \(s\)-process, an \(r\)-process, or a combination of both (e.g., Blake & Schramm 1976; Thielemann et al. 1979; Meyer et al. 2004; Chaplin et al. 2020).

In this first paper of a series, we investigate how the \(i\)-process develops in a low-metallicity low-mass stellar model, its dependence on the numerics, the nuclear and chemical signatures of the \(i\)-process, and we compare our model predictions with abundances in \(i\)/\(s\)/stars. The specificity of this work is to consider for the first time AGB models with both high spatial resolution (up to \(\sim 3000 \text{ shells}\)) and a large nuclear network (1091 species), coupled to the mixing processes at work during stellar evolution. An analysis of the nucleosynthesis in stars of different masses and metallicities, as well as the effects of mixing processes such as overshooting or thermohaline, are left for future studies.

Section 2 describes the input physics. Section 3 investigates in detail the proton ingestion taking place in a fiducial \(1 \text{ M}_\odot\) model with \([\text{Fe}/\text{H}] = -2.5\), and during the helium flash. Denissenkov et al. (2019) study the \(i\)-process nucleosynthesis by post-processing seven RAWDs models with \(-2.6 < [\text{Fe}/\text{H}] < 0\) and using a network of \(\sim 1000\) isotopes. We also mention that existing study, aiming to compare predicted and observed surface abundances of \(i\)/\(s\)/stars, did not use realistic stellar evolution calculations. Hampel et al. (2016, 2019) carry out detailed comparisons with \(i\)/\(s\)/stars, but consider a one-zone model at constant temperature, density, and neutron density.

Recent developments in low metallicity AGB models, the dependence on the numerics, and the chemical signatures of the \(i\)-process, and we compare our model predictions with abundances in \(i\)/\(s\)/stars. The specificity of this work is to consider for the first time AGB models with both high spatial resolution (up to \(\sim 3000 \text{ shells}\)) and a large nuclear network (1091 species), coupled to the mixing processes at work during stellar evolution. An analysis of the nucleosynthesis in stars of different masses and metallicities, as well as the effects of mixing processes such as overshooting or thermohaline, are left for future studies.

### 2. Input physics and numerical aspects

The present calculations are based on the stellar evolution code STAREVOL, the description of which can be found in Siess et al. (2000), Siess (2006), and Goriely & Siess (2018) and references therein. In present computations, the mixing length parameter \(\alpha\) is set to 1.75 and we adopt the Asplund et al. (2009) solar mixture. We take into account the change in opacity due to the formation of molecules when the star becomes carbon rich, as prescribed by Marigo (2002). For the mass-loss rate, we use the Reimers (1975) prescription with \(\eta_H = 0.4\) from the main sequence up to the beginning of the AGB and then switch to the Vassiliadis & Wood (1993) rate. We adopt gray atmosphere surface boundary conditions and integrate the stellar structure equations in one shot from the center up to an optical depth \(\tau \approx 10^{-3}\).
The following sections describe in more detail specific aspects of the modeling relevant to this study.

2.1. Chemical transport
During proton ingestion, the mixing timescales becomes comparable to the nuclear timescale associated with the energetic reaction $^{12}$C($p$, $γ$). In these circumstances, nucleosynthesis cannot be computed independently of chemical transport. For this reason, we only consider the diffusive mixing scheme (DM) described in Goriely & Siess (2018), where a diffusion equation is used to simulate the transport of chemicals, that is,

$$\frac{\partial X_i}{\partial t} = -\frac{\partial}{\partial m_r} \left[ (4\pi\rho^2) D \frac{\partial X_i}{\partial m_r} + \frac{\partial X_i}{\partial t} \right]_{\text{nuc}} , \quad (1)$$

where $D = D_{\text{conv}} + D_{\text{mix}}$ is the sum of the diffusion coefficients associated with convection and other mixing mechanisms (such as overshoot), respectively. The last term in Eq. (1) accounts for the change in composition due to nuclear burning. In our study, from the onset of the AGB phase, the nucleosynthesis and diffusion equations are solved simultaneously once the structure has converged. Also, in the present study, no additional mixing mechanism is included ($D_{\text{mix}} = 0$) in contrast to the s-process study performed in Goriely & Siess (2018). The impact of such additional mixing mechanisms on the i-process nucleosynthesis will be studied in a forthcoming paper.

2.2. Nuclear reaction network
In this paper we consider two different networks of 411 and 1091 species (referred to as small and large networks, respectively), which are both coupled to a diffusion equation and solved once the structure has converged. The first network is described in Goriely & Siess (2018) and includes 411 nuclei between H and Po. The second network is extended to neutron-rich nuclei up to neutronium (Np) and comprises 1091 nuclei linked by some 2104 nuclear ($n$-, $p$-, $α$-captures, and $α$-decays), weak (electron captures, $β$-decays) and electromagnetic interactions. The large reaction network involves all species with a decay half-life typically larger than 1 s and can consequently describe neutron capture processes characterized by irradiation of neutron densities up to a maximum of about $10^{15}$ cm$^{-3}$.

Nuclear reaction rates were taken from the Nuclear Astrophysics Library of the Free University of Brussels\(^1\) (Arnould & Goriely 2006) and include the latest experimental and theoretical cross sections through the interface tool NETGEN (Xu et al. 2013a). In particular, all the charged-particle-induced reaction rates of relevance in the hydrogen and helium-burning calculations were taken from the NACRE and NACRE-II evaluations (Angulo et al. 1999; Xu et al. 2013b) and the STARLIB library (Sallaska et al. 2013). When not available experimentally, the cross sections were calculated within the statistical Hauser-Feshbach model with the TALYS reaction code (Goriely et al. 2008). The TALYS calculations were also used systematically to deduce the stellar rates from the laboratory neutron capture cross sections by allowing for the possible thermalization of low-lying states in the target nuclei. We note that at low temperature, the non-thermalization of the isomeric state of $^{26}$Al, $^{85}$Kr, $^{151}$In, $^{176}$Lu, and $^{180}$Ta is introduced explicitly in the reaction network (Kappeler et al. 1989; Nemeth et al. 1994). The temperature- and density-dependent $β$-decay and electron capture rates in stellar conditions were taken from Takahashi & Yokoi (1987) with the update of Goriely (1999). The ($n$, $α$) reactions and $α$-decays are also introduced when relevant, in particular between Bi and Np isotopes.

We computed our models with the small network (411 nuclei) up to the proton ingestion event. Just before, we switched to the large network to follow the full i-process nucleosynthesis induced by the high neutron density ($N_n > 10^{15}$ cm$^{-3}$, see Sect. 3). Nevertheless, as discussed in Sect. 3.4, the small network already gives a very good approximation of the i-process nucleosynthesis, hence this network can be used to obtain a first good guess of the full nucleosynthesis.

### Table 1. Characteristics of the models used to assess the impact of temporal and spatial discretization on the resulting nucleosynthesis.

| Model label | $\epsilon_{\text{max}}$ | $α$ | log($N_{n,\text{max}}$) | $N_{\text{shell}}$ |
|-------------|----------------|----|------------------|-----------------|
| Me8a10      | 0.08           | 0.01 | 14.64 | 2085             |
| Me8a8       | 0.08           | 0.008 | 14.63 | 2085             |
| Me8a6       | 0.08           | 0.006 | 14.63 | 2085             |
| Me8a4       | 0.08           | 0.004 | 14.74 | 2091             |
| Me6a10      | 0.06           | 0.01 | 14.65 | 2324             |
| Me6a8       | 0.06           | 0.008 | 14.65 | 2321             |
| Me6a6       | 0.06           | 0.006 | 14.49 | 2321             |
| Me6a4       | 0.06           | 0.004 | 14.71 | 2341             |
| Me4a10      | 0.04           | 0.01 | 14.45 | 3096             |
| Me4a8       | 0.04           | 0.008 | 14.45 | 3010             |
| Me4a6       | 0.04           | 0.006 | 14.41 | 3010             |
| Me4a4       | 0.04           | 0.004 | 14.70 | 3111             |

Notes. Columns 2 and 3 are the discretization parameters defined in Sects. 4.1 and 4.2. Column 4 reports the maximum neutron density and column 5 indicates the mesh number when the neutron density reaches its peak value. Our reference model (described in Sect. 3) is Me8a10.

3. Proton mixing in a 1 $M_\odot$, $[\text{Fe/H}] = −2.5$ stellar model
We consider in this section a fiducial 1 $M_\odot$ star computed with a metallicity $[\text{Fe/H}] = −2.5$ ($Z = 4.3 \times 10^{-2}$). This is our reference model (Me8a10 in Table 1), which is taken as a reference when investigating the effects of temporal and spatial resolution in Sect. 4. The model is computed with the small network (411 nuclei) except during the proton ingestion episode, at which point we switched to the large network (1091 nuclei). We describe the structure and nucleosynthesis evolution of this model during the proton ingestion event below.

3.1. Structural evolution
3.1.1. pre-AGB evolution
The evolution up to the beginning of the TP-AGB phase is very standard (Fig. 1). Core hydrogen burning proceeds radiatively and the star leaves the main sequence at an age of 5.84 Gyr. Degenerate core ignition occurs off-center at a mass coordinate $M_r = 0.22 M_\odot$ when the star is 6.28 Gyr old. At the end of core helium burning, when the convective envelope has reached its deepest extent during the second dredge-up (at an age of 6.36 Gyr), a C-O core mass of 0.50 $M_\odot$ is formed.

\(^1\) Available at http://www.astro.ulb.ac.be/bruslib/
At the beginning of the TP-AGB phase, two weak convective instabilities develop in the helium-burning shell with an helium luminosity of \(3 \times 10^4 \, (2 \times 10^5) \, L_\odot\) for the first (second) instability. During the second instability, the energy released is not sufficient to overcome the entropy barrier between the hydrogen and helium layers, but the top of the convective pulse nevertheless reaches the very bottom of the hydrogen shell and engulfs a small amount of hydrogen. This does not lead to a noticeable increase in the hydrogen luminosity and hardly alters the AGB star structure. This first weak proton ingestion episode however activates a weak \(i\)-process nucleosynthesis event (see Sect. 3.2).

### 3.1.3. AGB phase: The third instability

During the third instability, the second and main proton ingestion event occurs (denoted by the vertical dashed red line in Fig. 1). The ingestion itself lasts for about one year and dramatically alters the subsequent AGB evolution. The top panel of Fig. 2 shows a zoom around the third instability, where the main proton ingestion event occurs. During this sequence, the evolutionary timescale was forced to not exceed 0.02 yr. We noticed that allowing timesteps that are too large can lead to missing the ingestion event (see also Sect. 4.2 for additional discussion on the numerics). Such proton ingestion phenomena were already identified in 1 M_\odot models at [Fe/H] < -2 by Fujimoto et al. (2000) and Iwamoto et al. (2004). The penetration of the helium-burning shell in the hydrogen-rich layer is possible at low metallicity because the entropy barrier between the two zones is small and can be overcome by the energy released in the helium-burning shell. Once the protons are ingested in the unstable helium-burning region, they are rapidly destroyed as they are advected downward by convective motions. The neutron density reaches a few \(10^{14} \, \text{cm}^{-3}\) (bottom panel of Fig. 2, cf. Sect. 3.2 for further details). This leads to a quick production of trans-iron elements that are mixed upward, up to \(M_t \sim 0.55-0.56 \, M_\odot\). The nuclear energy production rate has reached its maximum where the timescale associated with the reaction \(^{12}\text{C}(p, \gamma)\) becomes similar to the convective timescale. At that location, energy accumulates, a temperature inversion develops, and the helium-burning convection zone finally splits (around model 93 700 and \(M_t \sim 0.515 \, M_\odot\) in Fig. 2). At that time the luminosity generated by hydrogen burning reaches \(10^{10} \, L_\odot\) and the timestep drops below \(10^{-5}\) yr. In our simulations, it is important to stress that the maximum neutron density (red dot in Fig. 2) is reached before the convective helium-burning shell splits.

### 3.1.4. AGB phase: Final stages

About ten years after the proton ingestion event, the convective pulse merges with the envelope (around model 94 200 in Fig. 2). It produces a strong surface enrichment in both light and heavy elements (cf. Sect. 3.2). In particular, the surface \(^{12}\text{C}\) abundance rises by 3.1 dex. This has the effect of increasing
the opacity of the outer layers, which in turn dramatically expands the outermost stellar layers and triggers intense mass loss ($M \sim 10^{-5} M_\odot$ yr$^{-1}$, after the red dashed line in Fig. 1). The quick removal of the stellar envelope (in about $6 \times 10^3$ yr) prevents any further thermal pulse. We note that this may not be the case for more massive AGB stars because the enrichment is lower (larger dilution factors) and the opacity increase may not be as dramatic. Also, the shorter inter-pulse period may allow the development of helium shell instabilities before the total removal of a larger envelope. We note that the AGB models in Cristallo et al. (2009, 2016) follow a normal AGB phase with thermal pulses after the ingestion episode. Their models are more massive (1.3 and 1.5 $M_\odot$), which, as discussed above, may help the development of pulses after the ingestion. The surface CNO enrichment right after the ingestion is ~0.5–1 dex lower in their models (at least in Cristallo et al. 2009, their Fig. 6, top panel), which yield lower opacities, radii, and mass-loss rates, and hence favor the appearance of pulses. Finally, the difference in the input physics considered in Cristallo et al. (2009, 2016) and in the present work (especially the different treatment of molecular opacities) could also play an important role in understanding the differences.

We note that the spiky location of the nuclear energy production by hydrogen-burning (green lines around model 93700) is due to the discrete mass progression of the top of the convective pulse. Each time the outer convective boundary moves outward, it engulfs a new hydrogen-rich shell. The protons are then quickly advected and burnt deeper inside the pulse. This episode is followed by a plateau and readjustment phase during which the top of the pulse does not increase in mass during several models. Then the convective instability increases in mass again, some hydrogen is engulfed and another spike occurs. This discrete ingestion of protons also reflects on the neutron densities as can be seen in the bottom panel of Fig. 2. Finally, we would like to stress that in the present calculations, we use the strict Schwarzschild criterion to delineate the convective boundaries and do not consider any extra mixing that may give a smoother behavior.

3.2. Nucleosynthesis

The main proton ingestion and its associated nucleosynthesis occurs in between the two colored circles in the top panel of Fig. 2. At the time and location corresponding to the red circle, the neutron density reaches its maximum (4.3 $\times$ $10^{14}$ cm$^{-3}$; bottom panel of Fig. 2). During this event, the chain $^{12}$C($p, \gamma$)$^{13}$N($\beta^+$)$^{13}$C($\alpha, n$)$^{14}$O is very active (Fig. 3) and provides the great majority of neutrons. When neutron density is maximal, the reactions $^{12}$C($n, \gamma$)$^{13}$C, $^{16}$O($n, \gamma$)$^{17}$O, and $^{17}$O($n, \alpha$)$^{14}$C are the strongest neutron poisons with fluxes $f > 10^{14}$ g$^{-1}$ s$^{-1}$. The reaction $^{14}$N($n, p$)$^{14}$C is slower with a flux $f = 1.5 \times 10^{10}$ g$^{-1}$ s$^{-1}$. Despite the strong poisoning effect of some light species such as $^{16}$O, we note that some neutron recycling chains are also at work. For instance, after $^{16}$O($n, \gamma$)$^{17}$O and $^{17}$O($n, \alpha$)$^{14}$C the strong chain $^{14}$C($p, \gamma$)$^{15}$N($p, \alpha$)$^{12}$C refills $^{12}$C and hence indirectly strengthens the production of neutron via $^{13}$C($p, \gamma$)$^{14}$N($\beta^+$)$^{13}$C($\alpha, n$)$^{14}$O.

The chemical compositions at the bottom of the convective pulse, just before and after the main proton ingestion are shown in Fig. 4. These two patterns correspond to the two colored circles in the top panel of Fig. 2. As mentioned in Sect. 3.1, before the main proton ingestion event, the stellar model already underwent a weak proton ingestion with neutron densities reaching $N_n = 3 \times 10^{12}$ cm$^{-3}$, leading to an initial production of transiron elements. This explains why the black (before the main ingestion) and gray (initial abundances) patterns in Fig. 4 differ. After the splitting, in the intermediate convective zone (at, e.g., $M_f = 0.54 M_\odot$ and around model 94000), the chemical composition is similar to the red pattern in Fig. 4. After the merging with the envelope (around model 94200), the chemical composition is diluted in the envelope but the relative abundance distribution is not affected.

3.3. $\alpha$-enhancement

The model discussed in this section was computed with a solar-scaled mixture. As mentioned in Cristallo et al. (2016), an $\alpha$-enhanced mixture can have an impact on the proton ingestion episode because of the larger initial oxygen abundance, which boosts the nuclear energy production (through the ON cycle) in the hydrogen-burning shell during the AGB phase. As a test, we computed a similar 1 $M_\odot$ model with [$\alpha$/Fe] = 0.5. We found
that the evolution of this model is very similar to that with a solar-scaled composition (especially during the proton ingestion stage).

3.4. Network size

During the main proton ingestion, the simulations were performed with the large network (1091 nuclei). To assess whether the small network represents a good approximation of the full nucleosynthesis, we repeated the same simulation with the small network (411 nuclei).

As shown in Fig. 5, the small and large networks give rather similar results within a factor of 2–3 except for a few elements. The most noticeable difference concerns xenon (\(Z = 54\)), which is ~10 times more produced if the large network is used (Fig. 5, middle panel). The main reason for such an impact comes from the rather large production of the stable \(^{136}\mathrm{Xe}\) isotope, which is not included in the small network. Indeed, during a standard \(s\)-process with lower neutron densities, the presence of the short-lived \(^{135}\mathrm{Xe}\) (with a half-life of ~9 h) does not allow the production of \(^{136}\mathrm{Xe}\). However, during the \(i\)-process nucleosynthesis, the \(^{135}\mathrm{Xe} \beta\)-decay can be bypassed and \(^{136}\mathrm{Xe}\) is produced.

Overall, we note that the production of almost all heavy elements is slightly larger when using the large network. This is balanced by an overproduction of phosphorus (\(Z = 15\)), iron (\(Z = 26\)), and lead (\(Z = 82\)) in the small network model. With the large network, more nuclides can capture neutrons, slowing down the flux toward Pb, which explains its higher abundance in the small network.

For practical reasons, for our sensitivity study (Sect. 4), we consider models computed with the small network, which represents an approximation accurate enough and considerably reduces the computational time. In Sect. 5, for a detailed comparison between \(s\)-, \(i\)- and \(r\)-processes, and in Sect. 6 for the comparison to observations, we consider models computed with the large network.

4. Sensitivity study of the nucleosynthetic outputs

To ensure that proton ingestion and the associated nucleosynthesis are not numerical artifacts, in addition to our reference simulation (cf. Sect. 3), we computed 11 other models with various spatial and temporal resolutions.

4.1. Varying the spatial resolution

At the beginning of each new timestep, the code adds or removes grid points to ensure that the integration variables remain correctly discretized. The addition of a new mesh point is enforced if the variation of a variable \(X\) exceeds a threshold value \(\epsilon_{\text{max}}\) between two adjacent shells. In STAREVOL, the variables \(X\) are the luminosity, radius, density, temperature, density, and \(\ln f\), which in our formulation of the equation of state (Pols et al. 1995) is the new independent variable instead of density or pressure (In \(f\) is related to the degeneracy parameter; see Siess et al. 2000). For a shell \(i\), this condition is written as \(|1 - X_{i+1}/X_i| > \epsilon_{\text{max}}\) where \(\epsilon_{\text{max}}\) typically equals 0.1. Similarly, a shell is deleted if, for all the considered variables, \(|1 - X_{i+1}/X_i| < \epsilon_{\text{min}}\) with \(\epsilon_{\text{min}}\) typically equal to 0.02. We complemented this logic by adding the \(^1\mathrm{H}\) and \(^{12}\mathrm{C}\) abundances to the list of variables \(X\). This check on the chemical profile ensures a correct discretization of the \(^{13}\mathrm{C}\) pocket where the neutrons are produced. The mass distribution is also controlled by imposing that between two adjacent shells, the relative mass variation never exceeds \(\epsilon_{\text{M, max}}\). Formally this is written as \(\left|\Delta m_k/M_k\right| < \epsilon_{\text{M, max}}\), where \(\Delta m_k = m_{i+1} - m_i\) and \(\epsilon_{\text{M, max}} \approx 4 \times 10^{-3}\). Our reference model was computed with \(\epsilon_{\text{max}} = 0.08\). We also investigated the case \(\epsilon_{\text{max}} = 0.06\) and 0.04, which can lead to stellar models with more than 3000 shells when reaching the neutron density peak (cf. Table 1).

4.2. Varying the temporal resolution

We also varied the temporal resolution during the proton ingestion. This was done by changing the \(\alpha\) parameter defined as

\[
\Delta t^{n+1} = \alpha \times \Delta t^n \times \min\left(\frac{X^n_k}{|X^n_k - X^{n-1}_k|}\right),
\]

where \(\Delta t^n\) is the timestep of the \(n\)th model and \(X^n_k\) the values of the structural variables \(\ln f\), \(T\), \(L\), and \(r\) of the \(n\)th model at shell \(k\). The parameter \(\alpha\) controls by how much the timestep can change based on the relative variations of the structure variables between two timesteps. The default model was computed with
α = 0.01. We also investigated the case α = 0.008, 0.006, and 0.004, which results in a reduction of the timestep by a factor of 2–3 at maximum.

4.3. Results

The properties of our test simulations are summarized in Table 1 and the nucleosynthesis results are compared in Fig. 6 relative to our reference model described in Sect. 3 and labeled as Mε8a10 in Table 1. Changing the temporal and spatial resolutions leads to variations in the final surface abundances. Nevertheless, the variation remains modest: compared to the reference model, the surface abundances vary at maximum by 0.6 dex. No trend with εmax or α really emerges. For instance, we see that the low (black) and high (red) spatial resolution models give overall similar results (except however for the Mε8a6 model), while the middle spatial resolution models (blue) predict smaller surface abundances. Similarly, no firm conclusion can be drawn by varying the time resolution for a given εmax. The variations are due to slight structure changes in the models that eventually impact the maximal neutron density (Table 1), leading to slight differences in the i-process nucleosynthesis. Also, depending on the model, the spikes due to proton ingestion seen, for example, in the neutron densities (cf. Sect. 3.1 and Fig. 2) are not perfectly identical (especially if the timestep changes). This also affects the nucleosynthesis and eventually the final abundance patterns. Finally, the splitting of the helium-burning convection zone can occur at slightly different times corresponding to different neutron exposures. Consequently, if the splitting does not occur exactly at the same stage of the nucleosynthesis, differences in the surface chemical patterns can result.

We find that the main proton ingestion episode resists when increasing the temporal and spatial resolution, meaning that it is not a numerical artifact. However if the nucleosynthesis and diffusion equations are not coupled, the timesteps too large or the spatial resolutions too low, this event can be missed and the evolution proceeds in a standard way.

Among the various models studied in this work, Mε4α4 has the highest spatial and temporal resolution and is therefore expected to provide the most reliable results. Nevertheless, we cannot discard the other models, and therefore the resulting surface abundance pattern (hence the AGB yields) associated with this nucleosynthetic process is subject to uncertainties due to a numerical noise on the order of 0.6 dex (±0.3 dex) that can hardly be avoided. This sensitivity study clearly points out the importance of a high-resolution modeling of the ingestion mechanism before drawing any conclusion.

For practical reasons, in the next sections, we consider the model Mε8a10 (which is our reference model, discussed in Sect. 3) computed with the large network during proton ingestion, since it was shown to give structural and nucleosynthesis predictions very close to the Mε4α4 model (difference of about 0.1 dex at most – see Fig. 6).

5. Abundance signatures of the i-process

The chemical abundances resulting from i-process nucleosynthesis are different than those resulting from the r- or s-process. In this section, we identify the elements and isotopes that can help discriminate between the various neutron capture processes.

5.1. AGB star s-process versus i-process

In the top panel of Fig. 7 we show the final surface overproduction factors [X/Fe] of a model experiencing an i-process and an s-process. The s-process surface abundances are obtained from a 2 M⊙ model star at [Fe/H] = −2.5 with some overshoot at the base of the convective envelope, as described in Goriely & Siess (2018) and Karinkuzhi et al. (2021); we defer an extended study on the effect of overshoot and initial mass to a future paper. After a rescaling of the i-process pattern, significant differences persist with respect to the s-process predictions (bottom panel of Fig. 7). In particular, the i-process model generally underproduces elements with Z ≤ 50 by ~0–0.5 dex; the i-process model
generally overproduces elements with $Z \geq 50$ by $\sim 0 \sim 0.5$ dex; the Xe ($Z = 54$) and Ta ($Z = 73$) are overproduced by about 1 dex in the $i$-process model.

The two first points result in significant differences in the ratios of light to heavy elements between the two models. For instance, the [hs/ls] ratio (where hs represents the heavy $s$-elements, such as La, Ba, or Ce, and ls the light $s$-elements, such as Sr, Y, or Z) are quite different. In particular, the [Ba/Sr] ratios are about 1.2 and 0.4 for the $i$- and $s$-process models, respectively.

The overproduction of Xe in the $i$-process model is due to the large production of $^{136}$Xe, which cannot be produced during $s$-process (cf. Sect. 3.4). Ta is also found to be significantly overproduced by the $i$-process model because of the large production of the stable $^{181}$Ta isotope, which comes from the $\beta$-decays of the unstable neutron rich $^{181}$Yb ($Z = 70$), $^{181}$Lu ($Z = 71$), and $^{181}$Hf ($Z = 72$) isotopes. In the $s$-process, only $^{181}$Hf is produced and decays (with a half life on the order of a few days) to $^{181}$Ta.

### 5.2. Isotopic ratios

Beyond elemental ratios, isotopic ratios can help to discriminate between several neutron capture processes. The isotopic fraction $f_{iso}$ of a given species having a number density $n_{iso}$ can be computed as

$$f_{iso} = \frac{n_{iso}}{\sum_{j=1}^{m} n_j}$$

where the sum goes over the $m$ stable isotopes of the associated element and where $n_j$ is the number density of isotope $j$. For instance, the isotope fraction of $^{13}$C is given by

$$f_{^{13}C} = \frac{n(^{13}C)}{n(^{12}C) + n(^{13}C)}.$$  

We show in Fig. 8 that depending on the isotopes, an AGB star experiencing the $s$- or $i$-process would sometimes show very different $f_{iso}$ values. We focus below on Ba, Nd, Sm, and Eu, which present interesting features and whose determination from observation is possible, although complicated (see Sect. 6.4).

- In the $i$-process model, $^{137}$Ba is more abundant than $^{138}$Ba. The $^{137}$Ba isotope is populated by the decay of the neutron-rich $^{137}$Cs isotope, the latter not being produced by the $s$-process nucleosynthesis. This eventually leads to noticeable differences in the $f^{\text{rBa}}$ and $f^{\text{rBa}}$ values for the $s$- and $i$-process models.

- The isotope fractions of Nd also show significant differences. During $s$-process nucleosynthesis, $^{142}$Nd is the most produced Nd isotope, before $^{144}$Nd and $^{146}$Nd. In the $i$-process model, the high final abundance of $^{144}$Nd comes from the decay of $^{144}$Ce, which is largely produced (Fig. 9) owing to the strong neutron flux.

- The stable $^{154}$Sm isotope is only produced by the $i$-process model owing to the short half-life of $^{153}$Sm ($\sim 50$ h), which prevents any production of $^{154}$Sm during a classical $s$-process nucleosynthesis.

- The high neutron flux also leads to the production of europium isotopes with masses ranging from $A = 155$ to 162 (Fig. 9). All these unstable isotopes later decay to the valley of stability. The relatively high final abundance of the stable $^{151}$Eu isotope is due to the large production of the neutron-rich $^{151}$Nd isotope, which after several decays leads to $^{151}$Eu. The stable $^{151}$Eu isotope is populated by the decay of $^{152}$Nd, $^{153}$Pm, and $^{153}$Sm, but does not reach the level of enrichment of $^{151}$Eu. This explains the high $f^{\text{rEu}}$ and low $f^{\text{rEu}}$ characterizing the $i$-process.

---

**Fig. 8.** Fraction $f_{iso}$ (Eq. (3)) of various isotopes for the Sun (orange stars, abundance data from Asplund et al. 2009), the solar $r$-process (blue stars, abundance data from Arnould et al. 2007), our $1 M_{\odot}$, [Fe/H] = $-2.5$ reference AGB model experiencing proton ingestion (black circles, model A in Fig. 7), and a $2 M_{\odot}$ AGB model experiencing $s$-process, at the same metallicity (red circles, model C in Fig. 7). We note that $f_{\text{Ba,odd}} = f^{\text{rBa}} + f^{\text{rBa}}$.
Overall, f_{\text{Fe}^{+6}} (or f_{\text{Fe}^{+3}},{\text{odd}}^2), f_{\text{Ni}^{+4}},{\text{odd}}^2, f_{\text{Ni}^{+4}},{\text{even}}^2, and f_{\text{Ni}^{+3}},{\text{even}}^2 could be very good tracers of i-process nucleosynthesis since they clearly differ from the values of other processes. Moreover, any combination of s- and r-process nucleosynthesis would generally not be able to reproduce the isotopic fractions associated with the i-process nucleosynthesis. For instance, any combination of s- and r-process cannot lead to $f_{\text{Ni}^{+3}},{\text{even}}^2 > 0.5$ (Fig. 8) while our i-process model predicts $f_{\text{Ni}^{+3}},{\text{even}}^2 > 0.5$.

6. Comparison to observations

If the AGB model discussed in the previous section exists in nature, it could let its nucleosynthetic imprint on other stars. There is a growing sample of metal-poor stars showing abundance patterns midway between the s- and r-processes. These t/s-stars are good candidates to host the nucleosynthetic signature of the AGB models discussed above.

6.1. Selection of sample of r/s-stars

To determine the sample of r/s-stars, we follow Karinkuzhi et al. (2021) who propose a new criterion for classifying s-, r-, and t/s-stars. This criterion is based on the average abundance distance $d_{\text{RMS}}$ to the solar scaled r-process, which can be expressed as

$$d_{\text{RMS}} = \left( \frac{1}{N} \sum_{i=1}^{N} (A_{i,s} - A_{i,r})^2 \right)^{1/2}.$$  \hspace{1cm} (5)

In Eq. (5), $A_{i,s} = \log_{10}(n_i/n_{H,s}) + 12$ with $n_i$ the number density of element $i$ in the sample star. The quantity $A_{i,r}$ is the solar r-process abundance scaled to the Eu abundance of the sample star. This abundance is computed as

$$A_{i,r} = A_{i,s} - (A_{\text{Eu},s} - A_{\text{Eu},r}),$$  \hspace{1cm} (6)

where $A_{i,s}$ is the solar r-process abundance of element $i$ taken from Arnould et al. (2007). The $d_{\text{RMS}}$ value gives an estimate on how far a sample star is to the solar r-process. It has the advantage of including more than just one or two abundances for classifying stars (typically $\text{[Ba/Fe]}$ and $\text{[Eu/Fe]}$ for t/s-stars). As shown in Fig. 10 of Karinkuzhi et al. (2021), the s-, r-, and t/s-stars are nicely separated when using this criterion. The r-stars (s-stars) have the lowest (highest) $d_{\text{RMS}}$ values. The t/s-stars are characterized by intermediate $d_{\text{RMS}}$ values: $0.5 \leq d_{\text{RMS}} \leq 0.8$.

Karinkuzhi et al. (2021) apply this new classification scheme to a sample of 25 stars (with $-3.35 < \text{[Fe/H]} < -0.98$) observed with the high-resolution HERMES spectrograph. They find that only two objects in their sample are classified as s-stars with the new method, while classified as t/s-stars with the original method. In the end these authors found 13 s-stars, 11 t/s-stars, and 1 r-star.

In this work, we extend the Karinkuzhi et al. (2021) study to all known t/s-stars. We first selected the stars in the SAGA database\(^2\) (Suda et al. 2008) having

- a metallicity of $-2.7 < \text{[Fe/H]} < -2.3$ (i.e., $\text{[Fe/H]} = -2.5 \pm 0.2$);
- an enrichment in barium relatively to iron $\text{[Ba/Fe]} > 0.5$;
- at least five measured abundances between Ga ($Z = 31$) and Pb ($Z = 82$).

\(^2\) We also included the stars of Karinkuzhi et al. (2021), which are not yet included in the SAGA database.

This gives us a sample of 43 stars with $d_{\text{RMS}}$ values ranging between 0.18 and 1.48. We then applied a criterion very similar to the one adopted by Karinkuzhi et al. (2021): we classify as CEMP-t/s-stars those with $0.5 \leq d_{\text{RMS}} \leq 0.8$ to obtain a sample of 14 stars, whose characteristics are reported in Table 2.

\begin{table}[h]
\centering
\caption{Characteristics and fit parameters of the 14 selected t/s-stars.}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Star & $\text{[Fe/H]}$ & $N$ & $d_{\text{RMS}}$ & $\chi^2_{\text{min}}$ & $\nu$ & Ref. \\
\hline
CS22891-171 & $-2.5$ & 14 & 0.79 & 1.22 & 0.19 & 1, 2 \\
CS22948-027 & $-2.26$ & 10 & 0.60 & 1.57 & 0.16 & 3, 4, 5 \\
CS23497-030 & $-2.52$ & 13 & 0.77 & 2.24 & 0.15 & 6, 7, 8 \\
CS31062-050 & $-2.48$ & 23 & 0.76 & 1.89 & 0.17 & 9, 10, 11, 12, 13 \\
HD145777 & $-2.32$ & 13 & 0.79 & 2.91 & 0.26 & 1 \\
HD187861 & $-2.6$ & 15 & 0.70 & 2.22 & 0.19 & 1, 2 \\
HD224959 & $-2.36$ & 16 & 0.80 & 5.58 & 0.16 & 1, 2 \\
HE0243-3044 & $-2.58$ & 14 & 0.79 & 2.31 & 0.16 & 14 \\
HE0338-3945 & $-2.43$ & 17 & 0.76 & 1.21 & 0.15 & 15 \\
HE1405-0827 & $-2.37$ & 19 & 0.62 & 1.61 & 0.23 & 16 \\
HE1429-0551 & $-2.7$ & 10 & 0.70 & 0.94 & 0.23 & 1 \\
HE2122-4707 & $-2.47$ & 6 & 0.57 & 0.92 & 0.17 & 17 \\
HE2148-1247 & $-2.35$ & 13 & 0.80 & 0.57 & 0.14 & 17, 18, 19 \\
HE2258-6358 & $-2.67$ & 18 & 0.75 & 1.40 & 0.19 & 19 \\
\hline
\end{tabular}
\end{table}

Notes. The quantity $N$ is the number of data points between $Zn (Z = 30)$ and Bi ($Z = 83$), $d_{\text{RMS}}$ the average distance to the solar scaled r-process (Eq. 5), $\chi^2_{\text{min}}$ the minimum reduced $\chi^2$ value (Eq. (7)), and $\nu$ the dilution factor (Eq. (8)).

References. 1 – Karinkuzhi et al. (2021); 2 – Masseron et al. (2010); 3 – Aoki et al. (2002); 4 – Aoki et al. (2007); 5 – Barbery et al. (2005); 6 – Roederer et al. (2014); 7 – Evans et al. (2005); 8 – Sivarani et al. (2004); 9 – Lai et al. (2007); 10 – Aoki et al. (2002); 11 – Lai et al. (2004); 12 – Johnson & Bolte (2004); 13 – Aoki et al. (2006); 14 – Hansen et al. (2015); 15 – Jonsell et al. (2006); 16 – Cui et al. (2013); 17 – Cohen et al. (2013); 18 – Cohen et al. (2003); 19 – Placco et al. (2013).

6.2. Fitting recipe

For a given sample star with $N$ data points and $U$ upper limits, the reduced $\chi^2$ can be computed as (see, e.g., Heger & Woosley 2010; Ishigaki et al. 2018; Choplin et al. 2019)

$$\chi^2 = \frac{1}{N} \left\{ \sum_{i=1}^{N} \frac{(M_X - C_X)^2}{\sigma_X^2} + \sum_{i=N+1}^{N+U} \frac{(M_X - C_X)^2}{\sigma_X^2} \Omega(M_X - C_X) \right\}.$$  \hspace{1cm} (7)

where $C_X$ and $M_X$ are the $[X/Fe]$ ratios derived from observations and predicted by AGB models, respectively; $\Omega$ is the Heaviside function; and $\sigma_X$ is the observational uncertainty associated with element $X$. We set a minimal uncertainty of 0.2 (i.e., if $\sigma_X < 0.2$ we set $\sigma_X = 0.2$). The second term in Eq. (7) allows a proper computation of the $\chi^2$ when upper limits exist in the sample. If $M_X > C_X$, then $\Omega = 1$, and the difference between the fit and the upper limit value is included in the $\chi^2$. In contrast, if $M_X < C_X$, then $\Omega = 0$, and the difference between the fit and the upper limit value is discarded. The 1/N factor is added to obtain the reduced $\chi^2$, which gives an estimate of the fit quality by taking into account the number of data points $N$. To calculate the $\chi^2$, we considered all available elements heavier than Zn (i.e., with $Z > 30$).

For each sample t/s-star, the minimum $\chi^2$ is searched using the final surface abundances (after decays) of our reference AGB model diluted with some initial material (i.e., the interstellar
material with which the star formed). The dilution factor is freely varied so as to minimize the \( \chi^2 \) value. The mass fraction \( X_i \) of an isotope \( i \), diluted with some ISM material is calculated according to the relation

\[
X_i = (1 - f) X_s + f X_{\text{ini}} ,
\]

where \( X_i \) and \( X_{\text{ini}} \) are the surface and initial mass fractions of isotope \( i \), respectively, and \( 0 \leq f \leq 1 \) is the dilution factor. The \([X/Fe]\) ratio of an element \( k \) is computed as follows:

\[
[X/Fe] = \log_{10}(Y_k/Y_{Fe}) - \log_{10}(Y_{k,\odot}/Y_{Fe,\odot}),
\]

where \( Y_k = \sum_{j=1}^{m} X_j/A_j \) is the elemental molar fraction of the element \( k \), which has \( m \) isotopes with mass fractions \( X_j \) and atomic masses \( A_j \).

For comparison, we also fitted the individual abundance distributions of our sample stars with the \( s \)-process abundances of our 2 \( M_\odot \), \([Fe/H] \sim -2.5 \) AGB model (cf. Sect. 5.1), following the same procedure as described above. Finally, we repeated the same procedure using the solar \( r \)-process (from Arnould et al. 2007). In this case, the solar \( r \)-process pattern is just scaled so as to minimize the \( \chi^2 \) value.

6.3. Fitting results

The fit residuals and \( \chi^2 \) values of the best fits are shown in Figs. 10 and 11, respectively (individual fits are presented in Fig. A.1). Table 2 reports the fit parameters of the 14 stars. Figure 11 also shows the results obtained with our \( s \)-process model and with the solar scaled \( r \)-distribution.

Most of the stars can be reasonably well fitted. Most of the residuals stay in the range \( \pm 0.5 \) dex (Fig. 10) and most of the average residual are in the range \( \pm 0.2 \) dex. A scatter of \( \pm 0.5 \) dex in Fig. 10 is acceptable knowing that observations have typical uncertainties of 0.2–0.4 dex and that our model suffers a numerical noise inducing an uncertainty of about \( \pm 0.3 \) dex on the abundances (cf. Sect. 4.3).

Figure 11 clearly shows that our sample is much better reproduced with an \( i \)-process model than with a \( s \)- or a \( r \)-process model. Only the abundances of HD 145777 are better accounted for by the \( s \)-process model. Nevertheless, as discussed in the next section, none of the models are able to account for the strong element-to-element variation around \( Z = 40 \) in this star.

6.3.1. Problematic stars

There are a few problematic stars, with strong abundance variations between elements of close atomic numbers. For instance, HD 224959, which has the highest \( \chi^2 \) value, has \([Sr/Fe] = 2.26\) and \([Y/Fe] = 0.5\), where the atomic numbers of Sr and Y are 38 and 39, respectively. Such a gap between two consecutive elements is very hard to reproduce with any of the known neutron capture processes. The high \([Sr/Fe]\) value is largely responsible for the high \( \chi^2 \). Our best-fit model underestimates \([Sr/Fe]\) by about 1.5 dex. If Sr is removed from the fit, \( \chi^2 \) is 1.82 instead of 5.58.

Similarly, the stars HD 145777, CS29497-030, and CS31062-050 show strong abundance variations among Sr, Y, and Zr (\( Z = 38, 39, 40 \) respectively). In particular, they have \([Sr/Y] \approx 1\), which probably cannot be accounted for by any known neutron capture process. These strong variations among the light \( s \)-elements contribute to deteriorate the \( \chi^2 \) (although less dramatically than for HD 224959).
Finally, we mention the dysprosium ($Z=66$) abundance of HE0243-3044, which is about 1 dex lower than the erbium ($Z=68$) abundance. Such a variation between these two close elements cannot be reproduced in this work and tends to increase the $\chi^2$ value.

We also note that the derivation of the abundances from spectroscopic observation can suffer from large uncertainties as a result of the NLTE and 3D effects (e.g., Asplund et al. 2009, and references therein). For instance, Velichko et al. (2010) reported positive abundance corrections reaching to 0.33 dex for zirconium ($Z=40$) at solar metallicity, and Bergemann et al. (2012) found that NLTE corrections for strontium can amount to 0.5 dex in extreme cases.

6.3.2. Comparison with Hampel et al. (2019)

Hampel et al. (2019, hereafter H+19) also carried out a $\chi^2$ analysis of r/s-stars by fitting their abundances with the nucleosynthetic outputs of one-zone models computed at constant temperature, density, and neutron density. These authors investigated stars in the metallicity range $-2.8 < [\text{Fe/H}] < -1.8$ having [C/Fe] $> 1$, [Eu/Fe] $> 1$, and [Ba/Eu] $> 0$. In their sample of 24 stars, 10 are included in our sample. Most of the other stars in Hampel et al. (2019) are out of our metallicity range ($-2.7 < [\text{Fe/H}] < -2.3$) and a few are not included in our sample because they do not satisfy our r/s criterion ($0.5 < \delta_{\text{RMS}} < 0.8$, cf. Sect. 6.1).

The results obtained in this work and H+19 are similar except for a few objects (Fig. 11). As we show next, these differences can largely be explained by the different abundance data used to make the fits. For instance, while we used 16 data points to fit HD 224959 (we used the new abundances of Karinkuzhi et al. 2021), only 9 were used in H+19, which is less constraining and would tend to give smaller $\chi^2$ values. Also, the abundances (and the associated uncertainties) are not always the same, which can lead to significant differences in the $\chi^2$ values. To address this point, we again fitted the abundances of the stars we have in common in our samples by using exactly the same input abundance data as in H+19. When doing so, the $\chi^2$ value becomes very similar (dashed red circles in Fig. 11). The residual differences now only reflect the (rather small) differences between our simulations and the H+19 models.

6.4. Isotopic ratios in r/s-stars

Various studies relate the measurement of isotopic ratios in metal-poor stars. The most discussed ratio is $^{12}$C/$^{13}$C (e.g., Aoki et al. 2002; Spite et al. 2006; Masseron et al. 2010; Hansen et al. 2016), but barium isotopic fractions (e.g., Magain 1995; Gallagher et al. 2012; Wenyu et al. 2018), as well as europium (Snedden et al. 2002; Aoki et al. 2003ab, Roederer et al. 2008), samarium (Lundqvist et al. 2007; Zhang et al. 2010; Roederer et al. 2008), and neodymium (Roederer et al. 2008) were also largely discussed.

As a word of caution, we note that the derivation of isotopic ratios from observation is very challenging and subject to large uncertainties. For a same star, different studies can lead to significantly different values. For instance, for the metal-poor subgiant HD 140283, Magain (1995) first derived a $f_{\text{Ba,odd}}$ ($f_{\text{Ba,odd}} = f_{\text{Ba}} + f_{\text{rBa}}$) value of 0.06±0.06, but Lambert & Allende Prieto (2002) later found $f_{\text{Ba,odd}} = 0.30 ± 0.21$. This was confirmed by Collet et al. (2009) who estimated $f_{\text{Ba,odd}} = 0.33 ± 0.13$. However, later on, Gallagher et al. (2010) found $f_{\text{Ba,odd}} = 0.02 ± 0.06$, which is close to the original value predicted by Magain (1995).

6.4.1. $^{151}$Eu in CS31062-050

Interestingly, Aoki et al. (2003b) derived $f_{\text{Eu}}$ for HE0243-3044, which is included in our sample. These authors reported $f_{\text{Eu}}$ values ranging between 0.55±0.05 and 0.65±0.14, depending on the atomic line considered to make the analysis (their Table 2). Our models predict $f_{\text{Eu}} = 0.73$ (see also Fig. 8), which is consistent with the Aoki et al. (2003b) estimate.

6.4.2. $^{155}$Ba and $^{157}$Ba in HE0338-3945

Meng et al. (2016) derive an $f_{\text{Ba,odd}}$ value of 0.23 ± 0.12 for the r/s-star HE0338-3945 that is also included in our sample (Table 2). Our model predicts $f_{\text{Ba,odd}} = 0.71$, which is not consistent with the Meng et al. (2016) observation. The r-process predicts $f_{\text{Ba,odd}} > 0.5$, hence also too high for this star. The s-process model is in better agreement with $f_{\text{Ba,odd}}$ value of 0.12, but still hardly compatible with the Meng et al. (2016) measurement. Meng et al. (2016) suggest that HE0338-3945 formed with a mixture of s-process and r-process. Another interesting possibility that would require just one astrophysical source is that HE0338-3945 formed from an AGB star that experienced both the s- and the i-process. It may be that depending on the mass and metallicity, the proton ingestion occurs later during the AGB phase (e.g., as in Herwig et al. 2011). In this case, the s-process could have operated before the i-process and a mixture of s- and i-process material may result. It is also conceivable that in more massive stars, after the proton ingestion event, the star resumes a standard TP-AGB evolution, where radiative s-process nucleosynthesis followed by third dredge-ups enrich the envelope in s-elements. This will be explored when investigating AGB models with different mass, metallicity, and mixing assumptions.

6.4.3. Barium isotopic ratios with metallicity

We also mention the study of Mashonkina & Zhao (2006), which derived $f_{\text{Ba,odd}}$ for 25 stars with $-1.35 < [\text{Fe/H}] < -0.25$. These authors found that $f_{\text{Ba,odd}}$ grows from ~0.1 to ~0.5 toward lower metallicities (their Fig. 6). The $f_{\text{Ba,odd}}$ value in the solar r-process (s-process) being ~0.7 (~0.1), this result may point toward a higher contribution of r-process at lower metallicity, as they mentioned. However, this would also be consistent with a higher contribution of i-process at lower metallicity because i-process nucleosynthesis also predicts large $f_{\text{Ba,odd}}$ values.

6.5. Accretion on the secondary and dilution factors

It appears that most of the r/s-stars are in binary systems. For instance, Karinkuzhi et al. (2021) report that 9 out of their 11 r/s-stars have been detected as binaries. A possible scenario (e.g., Abate et al. 2013) considers that the r/s-stars were born in a binary system as ~0.8 $M_\odot$ normal stars with a more massive companion (e.g., 1.0 $M_\odot$). During its AGB stage, the massive companion produces and ejects, through winds, a material enriched in trans-iron elements. Some of the wind material is accreted by the lower-mass star that becomes enriched in r/s-elements while the companion evolves toward the white dwarf stage.

In this scenario, the dilution factor $f$ (Eq. (8)), which was freely varied to minimize the $\chi^2$ value, can also be linked to
physical quantities related to the binary system properties. Introducing the accretion efficiency parameter $\beta$, the dilution factor can be written as

$$f = \frac{M_{\text{env}}}{M_{\text{env}} + M_{\text{acc}}} = \frac{M_{\text{env}}}{M_{\text{env}} + 375 M_{\odot}}. \quad (10)$$

where $M_{\text{env}}$ is the envelope mass of the t/s-star before the accretion episode, $M_{\text{acc}}$ is the mass accreted by the t/s-star, and $M_{\text{wind}}$ is the mass lost by the AGB companion through winds. In our case, we have $M_{\text{wind}} \approx 0.5 M_{\odot}$ (Fig. 1) and $0.15 < f < 0.26$ (Table 2). Stellar models of 0.8 $M_{\odot}$ at [Fe/H] $\approx -2.5$ predict an envelope mass of $M_{\text{env}} \approx 5 \times 10^{-4} M_{\odot}$ on the main sequence and of $M_{\text{env}} \approx 0.375 M_{\odot}$ in the giant phase at the deepest extent of the envelope during the first dredge-up.

There are three main-sequence t/s-stars in our sample: CS29497-030, HE0338-3945, and HE2148-1247. For these stars, Eq. (10) gives an accretion efficiency on the order of $\beta \approx 5 \times 10^{-3}$. This is consistent with the prediction of hydrodynamic calculations (Nagae et al. 2004; Liu et al. 2017; Saladino et al. 2018, 2019), although an accretion efficiency of $5 \times 10^{-3}$ generally lies on the lower end of the predicted values. This difference can be explained by the action of transport processes such as thermohaline mixing (e.g., Eggelton et al. 2006; Charbonnel & Zahn 2007; Stancliffe et al. 2007; Stancliffe & Glebbeek 2008). It is likely that the higher mean molecular weight of the accreted matter allows the sinking of this material in the stellar interior. Stancliffe & Glebbeek (2008) showed that thermohaline instabilities could potentially mix the accreted material over 88% in mass of their 0.8 $M_{\odot}$ models. In the case of efficient thermohaline mixing, our predicted $\beta$ value would therefore increase by a factor of about 10, which would better match the predictions from hydrodynamic models.

For the other 11 giant t/s-stars in our sample, setting $M_{\text{env}} \approx 0.375 M_{\odot}$, we find that the amount of mass that must be accreted to account for the enrichment exceeds 1 $M_{\odot}$, which is impossible to achieve by wind accretion even considering a higher mass companion. Moreover, accreting too much mass would possibly boost the evolution of the t/s-star to the white dwarf stage, thereby making it unobservable today. This is a major drawback that was already mentioned, for example, in Abate et al. (2015). A solution to this problem would be that some t/s-stars were born in clouds pre-enriched by a previous generation of AGB stars having experienced a proton ingestion event or by the combined yields of massive stars (assuming that they are able to produce r-process elements) and AGB stars (that contribute to the heavy s-elements). It might also be that giant t/s-stars keep the accreted material in a shallow surface radiative layer that does not mix with the large convective envelope, but this hypothesis seems unlikely.

7. Summary and conclusions

Using a nuclear network of 1091 species coupled to the chemical transport equations, we investigated with the STAREVOL code the development of the i-process in a high-resolution 1 $M_{\odot}$, [Fe/H] $\approx -2.5$ stellar model, caused by a proton ingestion event during the early AGB phase.

We found that, after a minor proton ingestion event during the second thermal pulse ($N_{\text{e}} \approx 3 \times 10^{12}$ cm$^{-3}$), a second and main proton ingestion event occurs during the third pulse. This event leads to a maximal neutron density of $\sim 4.3 \times 10^{14}$ cm$^{-3}$ at the bottom of the helium driven convective zone, and triggers an efficient i-process nucleosynthesis. Contrary to the first minor proton ingestion event, the second episode (which last for approximately one year) deeply affects the subsequent AGB evolution. The pollution of the envelope and in particular the enhancement of carbon raises the surface opacity, which leads to an expansion of the star and large increase in the mass-loss rate. The convective envelope is quickly lost, preventing the occurrence of any further thermal pulses.

We found that proton ingestion events resist under various numerical and temporal resolutions, discounting the possibility of a numerical artifact. However, by changing the resolution, we found that the resulting abundances of trans-iron elements are subject to a numerical uncertainty of about $\pm 0.3$ dex at maximum on the abundances. Our sensitivity study also stresses the need for high spatial and temporal resolutions and the coupling of diffusion and nucleosynthesis equations in these types of calculations. If not, the nucleosynthesis predictions may not be correct or the proton ingestion episode may even be missed.

We then highlighted the nucleosynthetic signatures of this process compared to an AGB s-process and a solar r-process. Beyond the global overproduction of heavy to light trans-iron elements and the fact that our i-process model overproduces Xe and Ta by $\sim 1$ dex compared to the s-process, we found that the isotopic fractions $f^{136}_{\text{Xe}}$, $f^{138}_{\text{Xe}}$, $f^{139}_{\text{Sr}}$, $f^{140}_{\text{Sr}}$, and $f^{144}_{\text{Eu}}$ are good tracers of i-process nucleosynthesis since they largely differ from the values of the s- and r-processes. Our conclusions are nevertheless limited to a mass of 1 $M_{\odot}$ and metallicity of [Fe/H] $\approx -2.5$. An exploration of the parameter space remains to be done.

The comparison of our i-process AGB model with 14 t/s-stars selected with the new method of Karinkuzhi et al. (2021) suggests that our model provides a good explanation for these stars, although some discrepancies remain in a few objects because of strong abundance variations between elements of close atomic numbers (especially Sr, Y, and Zr). We also stress that the level of enrichment of t/s elements observed in giants stars cannot be accounted for by accretion alone, suggesting that these over-abundances were already present at the birth of the star.

As already suggested in previous works, our study shows that an i-process can naturally occur during the AGB phase of low-metallicity AGB stars. This however does not exclude other astrophysical sites for the i-process (e.g., Denissenkov et al. 2017; Clarkson et al. 2018). Regarding the i-process in AGB stars, among the questions that need to be addressed, for instance, are how the i-process depends on the AGB initial mass, metallicity, and mixing (e.g., overshoot, rotation) and how nuclear uncertainties affects the resulting i-process abundances. We will address these points in future studies.
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Appendix A: Comparison with observations in r/s-stars

Figure A.1 shows the individual best fits to the 14 r/s-stars of Table 2 using our reference AGB model experiencing proton ingestion.

Fig. A.1. Best fits to the sample stars using the 1 $M_\odot$ AGB model with [Fe/H] = $-2.5$ discussed throughout this paper (black patterns). The dilution factor $f$ (Eq. (8)) and smallest $\chi^2_\nu$ value (Eq. (7)) are indicated. The abundance data are taken from the SAGA database (Suda et al. 2008).
Fig. A.1. continued.
Fig. A.1. continued.