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ABSTRACT
Point-of-interest (POI) recommendation system that tries to anticipate user’s next visiting location has attracted a plentiful research interest due to its ability in generating personalized suggestions. Since user’s historical check-ins are sequential in nature, Recurrent neural network (RNN) based models with context embedding shows promising result for modeling user’s mobility. However, such models cannot provide a correlation between non-consecutive and non-adjacent visits for understanding user’s behavior. To mitigate data sparsity problem, many models use hierarchical gridding of the map which cannot represent spatial distance smoothly. Another important factor while providing POI recommendation is the impact of weather conditions which has rarely been considered in the literature. To address the above shortcomings, we propose a Context-Aware Recency based Attention Network (CARAN) that incorporates weather conditions with spatiotemporal context and gives focus on recently visited locations using the attention mechanism. It allows interaction between non-adjacent check-ins by using spatiotemporal matrices and uses linear interpolation for smooth representation of spatial distance. Moreover, we use positional encoding of the check-in sequence in order to maintain relative position of the visited locations. We evaluate our proposed model on three real world datasets and the result shows that CARAN surpasses the existing state-of-the-art models by 7-14%.
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I. INTRODUCTION
The advancement of modern smart devices with location based services made it easy for people to share the locations they are visiting and their check-in information in the location based social networks (LBSNs). Such check-in data point in LBSNs yield an excellent possibility to understand the mobility of a user. Mobility prediction has a wide area of applications, ranging from recommendation systems and location based services to smart transportation and urban planning. Some recognized LBSNs are Foursquare, Yelp, Gowalla, and Facebook place where millions of check-in information are recorded. The huge volume of accumulated online footprints attracted researchers on recommending POIs (Point of Interests) which are of high interests to the users [1]–[3]. Such recommendation system can help LBSN services to improve their user experience by providing suggestions about convenient POIs [4]. It will also enable POI holders to predict the time period of next customer arrival. It may also be useful for location-aware online advertising services. With the rapid increase of such mobile applications, it has become crucial to recognize the mobility patterns of users from their past trajectory.

The task of POI recommendation differs from other recommendation systems (for example, movies, goods, news recommendation) in the sense that it has strong spatiotemporal...
dependencies of the visited POIs [12]–[14]. Zhu for modeling sequence data and capturing long term dependence on the visited locations [5]–[7]. In Fig. 1, a user’s check-in sequence is demonstrated including various contextual information like time, distance, and weather condition. From the figure, we can realize that the user prefer to go to restaurant or to the park if the weather is clear. The user also choose to go to bar during late of the night. The distance to travel also play a role when deciding where to go next. All these contextual information are crucial for providing a personalized prediction for the next location. In POI recommendation, the goal is to recommend the next possible POI that the user might be interested in based on contextual information and trajectory of the historical visit sequence. However, the task is particularly challenging due to high sparsity of the data and difficulties in incorporating various contextual information into a unified predictive model.

In the literature, various techniques have been proposed to make a personalized recommendation. Early years, methods using matrix factorization and Markov chain model were applied together for analyzing the sequential data [8]–[10]. He et al. proposed a latent factor model for capturing successive visit sequences for exploring user preferences [11]. Later on, Recurrent Neural Network (RNN) based techniques with variations in the gate mechanism have been employed for modeling sequence data and capturing long term dependencies of the visited POIs [12]–[14]. Zhu et al. [15] introduced a variation of Long Short Term Memory (LSTM) network to equip time intervals into the model for the recommendation task. However, the model did not consider the geographical distance between the two neighboring check-ins. Later, Zhao et al. [16] suggested Spatio-Temporal Gated Network (STGN) with two pairs of distance gate and time gate for controlling short term and long term interest of the user to enhance the memory network of the LSTM. One major drawback of RNN based methods (and its variants) is that, most of them rely on the output of the last hidden layer activation and when the sequence gets very large, they fail to focus on early visit sequences. As a result, the recommendation accuracy fails to improve further.

Recently, attention mechanism is becoming very popular and showed remarkable results in modeling sequential task [17]. Current state-of-the-art models in POI recommendation tries to adopt the attention mechanism on top of the RNN models [18]–[20]. However, these models fail to incorporate personalized item frequency (PIF) [21] when generating the recommendations. To resolve this issue, Luo et al. [22] used bi-attention architecture for all pairs of historical visit sequence including repetitive check-ins. Although the model learned the PIF information using matrix representation of historical check-ins, it did not make use of the order of the visited locations.

When generating recommendation, it is vital to make use of as much contextual information as possible. There is a scope to provide better personalized recommendation by incorporating weather information within the context of the visited POI. For example, a user might be interested in going to a theater during sunny weather but not during rain, whereas other users might have a different taste of choice. Or users may prefer travelling shorter distance in case of poor weather condition (e.g., storm, snow). Trattner et al. in [23] showed that it is possible to incorporate the weather data to enhance the quality of recommendations. However, weather information is rarely considered for POI recommendation. Recency (recently visited locations) of the visited POIs is another important factor for generating the recommendation [24], [25]. For example, consider a scenario where a user always visits nearby restaurant after returning from office. Thus, the model should give more focus on recommending nearby restaurants if the last visited POI was office. So, before generating the recommendation the model should learn which historical POIs should be given more focus on as well as the time of the check-in and the condition of the weather that reflects the user preference.

Another major challenge in POI recommendation is sparsity of the spatiotemporal information. It’s difficult to learn every possible continuous geographical distance and time interval without partitioning them into discrete bins. To minimize the sparsity of the temporal domain, early works divided every day into hours of discrete time slots [26]. Hierarchical gridding of the map was performed [27], [28] for reducing the spatial sparsity. However, dividing the map into discrete grids cannot properly reflect spatial distance between two POIs in the neighboring grids, as they will give the same distance if the POIs were close together or further apart within the grids. Therefore, keeping these drawbacks in mind, the research question addressing in this paper is - "RQ: How to minimize above-mentioned limitations and generate context-aware recommendation that can focus on user’s historical check-ins maintaining relative order of the visit sequence?".

To answer this research question, we present a context-aware recency based attention network (CARAN) for the...
recommendation of next point-of-interest. In CARAN, we incorporate weather information along with the spatiotemporal context for reflecting better user preference. We use attention network that can learn which locations to give more focus on depending on user’s historical check-ins. To maintain the relative order of the check-in sequence, we perform positional encoding. Instead of using hierarchical gridding mechanism, we use linear interpolation technique for spatial quantization which is more sensitive to geographical interval compared to gridding mechanism. In summary, the contribution of our work is listed below:

- We propose CARAN, that can effectively learn to give focus on user’s past visited locations by incorporating contextual information with recency based attention mechanism.
- Along with spatiotemporal data, CARAN incorporates weather information of the visited POIs which results in a richer contextual information and can provide better personalized recommendation. To the extent of our knowledge, CARAN is the first model that integrates weather condition and spatiotemporal information into a unified model.
- We perform positional encoding of the check-ins for preserving the relative order of the visit sequence within the historical trajectory of the visited POIs.
- To reflect smooth spatial distance between two POIs, we use linear interpolation instead of gridding mechanism.
- We perform extensive experiments on three real-world datasets for fine-tuning and evaluating CARAN. The results show that CARAN outperforms the state-of-the-art models for POI recommendation by 7-14%.

II. RELATED WORK
In this section, we discuss about various methods that are used in the field of POI recommendation system.

A. COLLABORATIVE FILTERING BASED METHODS
Collaborative Filtering (CF) methods examine the interactions between users and items to construct patterns between them when generating recommendations. Early years CF based methods were very popular for general recommendation system [29] (e.g., movie recommendation, item recommendation, music recommendation). It has been also used extensively for POI recommendation task where the model tried to make use of check-ins of related users or POIs [9], [30]. These techniques tried to represent every user and POI into latent vector space which was learned from observed user-item matrix. Then the recommendation is provided based on the similarity between users and POIs [31], [32]. For calculating similarity, various methods like Euclidean Distance, Cosine similarity, and Pearson similarity were used. The choice of similarity measure greatly influenced the performance of the recommendation.

Many models tried to incorporate the geographical information [33], and temporal information [34] with the CF based methods. Most of the models considered the spatial effect by considering the distance between POIs as penalty. Jiao et al. [26] fit a curve for reflecting the correlation between user’s travel distance and travel probability. Ye et al. [35] modeled geographical information using power law distribution into user-based CF framework. Major drawbacks of the CF based methods is that, most of the models work with user-item interaction matrix and fail to show the effect of spatiotemporal or sequential influence which is very important in predicting dynamic mobility of the users.

B. MARKOV CHAIN BASED METHODS
When generating POI recommendation, it is essential to contemplate different time relations and spatial distances among historical check-in sequences. In order to realize the impact of sequential information, many models utilized the properties of Markov Chain (MC) [36]-[38]. Rendle et al. [8] proposed the first MC model for the recommendation task using sequential data. It is also possible to combine MC based methods and CF based methods into a unified model for sequential recommendations as show in [39]. Cheng et al. [9], made use of Factorized Personalized Markov Chains (FPMC) with addition of physical restrictions among neighboring POIs after dividing the map into discrete grids. Liu et al. [40], proposed a multi-order Markov model that incorporates geographical influence and temporal popularity. Zhang et al. [41] used ensemble of Hidden Markov Models (HMMs) for characterizing movement regularity. MC based methods were popularly used for their simplicity since they try to find the probability of visiting next POI based on the immediate previously visited POI. However, they suffer from strong Markov assumptions and also cannot model long-term dependency.

C. NEURAL NETWORK BASED METHODS
In recent years, neural network based methods are showing promising results and successfully applied to the POI recommendation system. When modeling various features of users or items, neural networks perform really well for simulating nonlinear patterns and complex interactions [42], [43]. Zhao et al. [44], applied word2vec framework for modeling sequential context using temporal POI embedding. Yang et al. [45] proposed a semi-supervised learning framework for mitigating data sparsity and used a deep neural network framework for learning the embeddings of POIs and users. Due to the success of modeling sequential data, RNN based methods have become prevalent in the field of POI recommendation [46]-[48]. Li et al. [49], proposed a model that utilizes the time intervals between successive check-ins and explicitly modeled the timestamps for recommendation. Wang et al. [50], used similarity tree for organizing the locations and applied word2vec for embedding which is followed by RNN to model successive movement behavior. Yao et al. [51] proposed Semantics Enriched Recurrent Model (SERM) that combines embedding of diverse factors
(location, user, keyword, time) for capturing spatiotemporal transition regularities. In [52], Contextual Attention Recurrent Architecture (CARA) was proposed for leveraging both sequential and contextual information related to user’s dynamic preference. In order to incorporate spatiotemporal effect on long sequences, many variations of the RNN with attention network were proposed [18], Zhu et al. [15] adapted time gates with LSTM for capturing user’s short term interests. In [53], a multi attention network (MANC) was proposed for learning contextual information of neighborhood POIs. ATST-LSTM [19] uses LSTM network followed by an attention module for giving focus on input check-ins but only considers successive check-ins. LSTPM [54] used geo-dilated RNN for learning short-term preferences of the users.

Overall, most of the existing models are good at modeling short-term preferences but fails to capture long-term relationships between non-consecutive POIs. Also, the models overlooked the impact of weather condition on the recommendation results. In contrast, our proposed model uses a recency based attention model by incorporating weather information and preserving sequential information of the visited locations which can model non-consecutive visits and results in a more personalized POI recommendation system.

### III. PROPOSED CARAN MODEL

In this section, we first formulate the problem and then explain different layers used in the CARAN architecture. CARAN mainly consists of four layers: 1) **Input layer**, consisting of contextual information of the check-ins and spatiotemporal matrices, 2) **Embedding layer**, that converts contextual information and spatiotemporal matrices into their latent vector representation through embedding, 3) **Attention layer**, applies recency attention and predicts probability of a POI being selected as the next recommended POI, and finally, 4) **Output layer**, consisting of two phases, during training the model performs negative sampling to compute loss and during testing the model recommends top-k POIs. The overall architecture of CARAN is shown in Fig. 2.

### A. PROBLEM FORMULATION

Let us consider a location based social network, where $U = \{u_1, u_2, \ldots, u_{|U|}\}$ is the set of users and $L = \{l_1, l_2, \ldots, l_{|L|}\}$ is the set of POI locations. Each $l_i \in L$ is geocoded using a pair $(lat_i, lon_i)$ indicating the latitude and longitude of $l_i$ respectively. In addition to latitude and longitude, each POI contains categorical information (e.g., park, museum, restaurant, etc.) which is represented using the set $V = \{v_1, v_2, \ldots, v_{|V|}\}$. When a user $u_i$ checks-in at location $l_i$ at time $t_i$, the tuple $(l_i, t_i)$ gets added with the historical trajectory of $u_i$. Historical check-in sequence of user $u_i$ can be represented by the set, $S^{u_i} = \{s_1^{u_i}, s_2^{u_i}, \ldots, s_{n}^{u_i}\}$ where $s_j^{u_i} \in (l_i, t_i)$ indicating $j$'th check-in of $u_i$. For each user $u_i$, we get a variable length historical check-ins of size $m^{u_i}$. For simplicity, we convert total check-ins of each user into a fixed length of size $n$. If total check-ins of the user $u_i$ is less than $n$, i.e., $m^{u_i} < n$, then we perform zero padding on the right of the sequence which is later masked off in the model. Otherwise, we take the last $n$ check-ins of user $u_i$.

Given the historical check-in sequence $S^{u_i}$ of the user $u_i$, the goal of POI recommendation is to suggest top-$k$ relevant POIs that the user $u_i$ might be interested in. For the ease of understanding, all the notations used in our paper are described in Table 1.

| Symbol | Description |
|--------|-------------|
| $u, l, t, v, w, c$ | user, poi, time, poi-category, weather |
| lat, lon | latitude, longitude |
| $U, L, V, W$ | set of users, set of POIs, set of categories, set of all possible weather conditions |
| $S^{u_i}$ | Historical check-in sequence of user $u_i$ |
| $s_j^{u_i}$ | $j$'th check-in of user $u_i$ |
| $m^{u_i}$ | Total check-ins of user $u_i$ |
| $n$ | Fixed sequence length considered in the paper |
| $E(.)$ | Embedding of ( ) |
| $C$ | Contextual information |
| $H(x, y)$ | Haversine distance between $x$ and $y$ |
| $R(u_i)$ | Recency attention of user $u_i$ |
| $M^S, M^T$ | Trajectory spatial, temporal matrix |
| $M^{S^u}, M^{T^u}$ | Candidate spatial, temporal matrix |
| $P$ | Recommendation probability |

### B. INPUT LAYER

In the input layer, contextual information of the users are collected and two spatiotemporal matrices are formulated.

1) **CONTEXTUAL INFORMATION**

Given the user id $u_i$ and checked-in location $l_i$ at time $t_i$, we first retrieve the category $v_j$ of $l_i$. Then we retrieve the weather information $w_i$ using the OpenWeatherMap API (https://openweathermap.org/) from $(lat_i, lon_i)$ of $l_i$ and time $t_i$. The API responses with the current weather condition of that location which is one of the ten following categories: Clear, Rain, Clouds, Haze, Mist, Fog, Thunderstorm, Snow, Drizzle, and Smoke. The contextual information for the $i$'th check-in can be represented as, $c_i = (u_i, l_i, t_i, v_j, w_i)$. For all the users and their check-in information, we accumulate the contextual information for passing it into the next layer.

2) **SPATIOTEMPORAL MATRICES**

For modeling spatial and temporal interval between two locations, we define two spatiotemporal matrices: 1) trajectory spatiotemporal matrices, and 2) candidate spatiotemporal matrices. Each entry of these matrices represent the spatial distance or temporal interval between two check-ins. Trajectory spatiotemporal matrices attempt to find the correlation between non-consecutive check-ins, while the candidate spatiotemporal matrices focus on the distances and temporal intervals between all check-ins and next possible POI.

For trajectory spatiotemporal matrices, the temporal interval between $i$'th and $j$'th check-in is calculated using $|t_j - t_i|$
and the distance between two locations \( l_i \) and \( l_j \) are calculated using \( H(l_i, l_j) \) indicating the Haversine distance \([55]\) for great-circle distance of Earth. Given the check-in sequence of length \( n \), the trajectory spatial matrix \( M^S \in \mathbb{R}^{n \times n} \) and trajectory temporal matrix \( M^T \in \mathbb{R}^{n \times n} \) is calculated as,

\[
M^S_{i,j} = H(l_i, l_j), \quad 1 \leq i, j \leq n \tag{1}
\]

\[
M^T_{i,j} = |t_i - t_j|, \quad 1 \leq i, j \leq n \tag{2}
\]

In order to assist in computing probability of final recommended POI and for incorporating PIF information, we form candidate spatiotemporal matrices. For spatial candidate matrix, we compute the spatial distance between all candidate POIs \( i \in [1, |L|] \) and all checked-in locations \( j \in [1, n] \) using \( H(l_i, l_j) \). For temporal candidate matrix, we compute the time interval between \( i \)th check-in and \((n + 1)\)th check-in using \( |t_i - t_{(n+1)}| \) which is later broadcast along the row \(|L|\) times for converting into two-dimensional matrix and incorporating with the spatial candidate matrix. So, the spatial candidate matrix \( M^S \in \mathbb{R}^{|L| \times n} \) and temporal candidate matrix \( M^T \in \mathbb{R}^{|L| \times n} \) is calculated as,

\[
M^S_{i,j} = H(l_i, l_j), \quad 1 \leq i \leq |L|, \quad 1 \leq j \leq n \tag{3}
\]

\[
M^T_{i,j} = |t_i - t_{(n+1)}|, \quad 1 \leq i \leq |L|, \quad 1 \leq j \leq n \tag{4}
\]

C. EMBEDDING LAYER

In this layer, we perform embedding of contextual information and spatiotemporal matrices for converting them into their latent vector representation.

1) CONTEXT EMBEDDING

Given the contextual information \( c_i = (u_i, l_i, t_i, v_i, w_i) \), here we perform multi-modal embedding for encoding contextual information. We use embedding technique instead of one-hot encoding because total category of each contextual information (i.e., users, locations) can be very large and will take huge computation and memory power. Besides, one-hot encoding will only increase the sparsity of the data. Hence, we choose to perform embedding of the contextual information considering embedding dimension \( d_{model} = d \). In order to reduce sparsity, we map the week of the day by dividing the continuous time into slots of \( 7 \times 24 = 168 \) hours. This discretization across the time domain helps the model to learn user mobility throughout the week. Then, individual context is embedded and added together to form the embedded context \( E(c_i) \in \mathbb{R}^d \) as shown in (5).

\[
E(c_i) = \sum_{x \in (u_i, l_i, t_i, v_i, w_i)} E(x) \tag{5}
\]

Context embedding is performed on the \( n \) historical check-in of \( S^n \). In order to maintain the order of the check-in sequence, we perform positional encoding \([17]\) to the embedded context. For check-in position \( i \in [1, n] \), and embedding dimension \( j \in [1, \frac{d}{2}] \), the positional encoding \( PE \in \mathbb{R}^{n \times d} \) is computed as in (6).

\[
PE_{i,j-1} = sin\left(\frac{i - 1}{10000^j}\right), \quad 1 \leq i \leq n, \quad 1 \leq j \leq \frac{d}{2}
\]
\[ PE_{i,j} = \cos\left(\frac{i - 1}{10000^{(j-1)/d}}\right), \quad 1 \leq i \leq n, \quad 1 \leq j \leq \frac{d}{2} \]  

(6)

Then for each check-in position \( i \in [1, n] \), the context embedding \( E(c_i) \in \mathbb{R}^d \), and positional encoding \( PE(i) \in \mathbb{R}^d \), the final embedded context of user’s historical check-ins \( E(C) \in \mathbb{R}^{n \times d} \) is calculated as in (7).

\[ E(C_i) = E(c_i) + PE(i), \quad 1 \leq i \leq n \]  

(7)

2) MATRIX EMBEDDING

For the spatiotemporal matrices, if we try to learn continuous geographical distances and time intervals, then it will easily lead to sparse representation. We partition spatial distances and temporal intervals into discrete bins of hundred meters and one hour as the basic unit respectively. To reduce sparsity, it is possible to perform discrete bin embedding of the matrices. However, the latest study suggests performing linear interpolation for improved performance [56]. Hence, a linear interpolation embedding is performed on each element of the spatiotemporal matrices for smooth representation of the intervals with dimension \( d \). Finally, the spatial matrix and temporal matrix are added together by taking summation of the last embedded dimension to get the embedded matrix representation. In (8), we show how trajectory matrix embedding \( E(M) \in \mathbb{R}^{n \times n} \) is obtained from their spatiotemporal matrices. Similar calculation is performed on candidate spatiotemporal matrices to obtain candidate matrix embedding \( E(M') \in \mathbb{R}^{|L| \times n} \).

\[
\begin{align*}
E(M^S_{i,j}) &= \frac{E(\Gamma^S)(\Gamma^S - M^S_{i,j}) + E(\gamma^S)(M^S_{i,j} - \gamma^S)}{\Gamma^S - \gamma^S} \\
E(M^T_{i,j}) &= \frac{E(\Gamma^T)(\Gamma^T - M^T_{i,j}) + E(\gamma^T)(M^T_{i,j} - \gamma^T)}{\Gamma^T - \gamma^T} \\
E(M) &= E(M^S) + E(M^T)
\end{align*}
\]  

(8)

where, \( \Gamma^S \) and \( \Gamma^T \) indicate the upper bound of spatial and temporal intervals respectively, and \( \gamma^S \) and \( \gamma^T \) represent the lower bound of spatial and temporal intervals respectively.

D. ATTENTION LAYER

In this layer, we perform recency attention and compute the final candidate probability for recommendation.

1) RECENCY ATTENTION

We consider latest \( n \) visited locations of the user and using self-attention mechanism find out which visits should be given more focus on when generating the recommendation. This module combines user’s trajectory matrix embedding \( E(M) \) with the sequential context embedding \( E(C) \) and gives updated representation of each visit which can apprehend both the long-term and short-term dependencies. Furthermore, we perform masking on user’s check-in sequence if \( m^u \) is less than \( n \). As we mentioned in the problem formulation, we perform zero padding on the right, the Boolean mask \( \Psi \in (0, 1)^{n \times n} \) which is constructed using (9) will only contain ones on the upper-left portion of the mask. Later, we multiply this mask with the attention output so that the padding values do not impact final prediction.

\[ \Psi_{i,j} = \begin{cases} 
1, & \text{if } 1 \leq i, j \leq m^u \\
0, & \text{otherwise} 
\end{cases} \]  

(9)

Now, given the user’s context embedding matrix \( E(C) \in \mathbb{R}^{n \times d} \), along with the embedded trajectory matrix \( E(M) \in \mathbb{R}^{n \times n} \); recency attention \( R(u_i) \in \mathbb{R}^{n \times d} \) of the user \( u_i \) is computed using the self-attention mechanism as shown in (10).

\[
R(u_i) = \text{Attention}(Q, K, V, E(M), \Psi) = \left( \Psi \ast \text{softmax}\left(\frac{QK^T + E(M)}{\sqrt{d}}\right)\right)V
\]  

(10)

where, \( Q, K, \) and \( V \) are query, key and value of self-attention which is obtained by multiplying \( E(C) \) with learnable weights \( W_Q \in \mathbb{R}^{d \times d}, W_K \in \mathbb{R}^{d \times d}, \) and \( W_V \in \mathbb{R}^{d \times d} \) respectively. Note that, in (10) every multiplication is a matrix multiplication except for the multiplication between \( \Psi \) and the output of \( \text{softmax} \) which is an element wise multiplication.

2) CANDIDATE PROBABILITY

In this module, we compute the probability of a POI being recommended from all \( |L| \) locations using the output of the recency attention \( R(u_i) \). From the embedding layer, we retrieve location embedding \( E(l_i) \) where \( i \in [1, |L|] \). Now, given the output of recency attention \( R(u_i) \in \mathbb{R}^{n \times d} \), candidate matrix embedding \( E(M') \in \mathbb{R}^{|L| \times n} \), and location embedding \( E(L) \in \mathbb{R}^{|L| \times d} \), the probability of all POIs \( P(L) \in \mathbb{R}^{|L|} \) is computed using the formula shown in (11).

\[
P(L) = \text{softmax}\left(\frac{E(L)R(u_i)^T + E(M')}{\sqrt{d}}\right)W_p
\]  

(11)

where, \( W_p \in \mathbb{R}^{d \times 1} \) is a learnable weight matrix that is multiplied with the output of \( \text{softmax} \). \( W_p \) learns to give focus on locations which are more suitable of being selected as the next recommended POI.

E. OUTPUT LAYER

The output layer works in two separate phases, one for training the model and another for testing the accuracy of recommended POIs.

1) TRAINING PHASE

Before training the model, we need to define a loss function that the model will try to optimize. In POI recommendation system, total number of locations are very large compared to the number of locations to be recommended by the model. So, due to the imbalance distribution of positive and negative class, we cannot compute the loss function for every predicted classes. Because in this way, the model will only focus on the negative classes for reducing total loss and recall rate will drop as well. In order to resolve this, we perform negative
sampling of the predicted candidate probability \( P(L) \). We randomly sample \( Q = \{ q_1, q_2, \ldots, q_\mu \} \) POIs at each training step for computing the loss. Here, \( \mu \) indicates the number of negative samples and can be considered as a hyperparameter of our model. After every iteration of the training, we also update the random seed of negative sampler.

Given the candidate probability, \( P(L) \in \mathbb{R}^{|L|} \), target location \( l_i \), and negative samples \( Q \in \mathbb{N}^\mu \), the loss is computed as shown in (12).

\[
    loss = - \left[ \log(P(l_i)) + \sum_{i \in [1, \mu]} \log(1 - P(q_i)) \right]
\]  

(12)

The full procedure of computing loss from candidate probability is presented in Algorithm 1.

**Algorithm 1** Negative Sampling for Loss Computation

**Input:**
- \( P \): Candidate probability
- \( l_i \): Target POI location
- \( \mu \): Number of negative samples

**Output:**
- \( Q \): Total loss

1: \( \text{seed} = \) global seed for random number generation
2: \( Q = \emptyset \)
3: for \( i = 1 \) to \( \mu \) do
4: \( q = \text{Random}(\{1, |P|\}, \text{seed}) \)
5: if \((q = l_i) \) or \((q \in Q) \) then
6: \( i = i - 1 \)
7: continue
8: end if
9: \( Q = Q \cup q \)
10: end for
11: \( loss = \log(P(l_i)) \)
12: for \( i = 1 \) to \( \mu \) do
13: \( loss = loss + \log(1 - P[Q|i]) \)
14: end for
15: Update \( \text{seed} \)
16: return \(-loss\)

2) TESTING PHASE

In the testing phase, we select top-\( k \) probable POIs that is recommended by the model. Then we evaluate and compare our model with other POI recommendation frameworks.

**IV. EXPERIMENTS**

In this section, we carry out experiments on three real world datasets to assess the proposed CARAN model. First, we explain the datasets used in our experiment. Then we show the trainable parameters of our model which is followed by evaluation and comparison of our model with other baseline models. Then we present the impact of various contextual information in recommendation performance. Finally, we discuss the stability of our model followed by visualization of positional encoding and recency attention layer.

| Dataset   | #Users | #POIs | #Categories | #Check-ins |
|-----------|--------|-------|-------------|------------|
| NYC       | 1083   | 5135  | 400         | 147938     |
| TKY       | 2293   | 7873  | 386         | 447570     |
| Gowalla   | 59008  | 121944| -           | 3302414    |

### A. DATASETS

For evaluating the proposed model, we use three public LBSNs datasets: NYC, TKY, and Gowalla. Here, NYC and TKY datasets are collected from Foursquare locating in New York and Tokyo city respectively. Gowalla is another widely used global scale LBSN dataset which is popularly used for evaluating POI recommendation models. Similar to other models, we remove POIs that are visited by fewer than 10 users. The statistics of the dataset after preprocessing are presented in Table 2. For Gowalla dataset, there is no categorical information of POI, hence we consider the category embedding as zero for Gowalla dataset.

### B. BASELINE METHODS

We compare our proposed CARAN model with the following baseline methods.

- **DeepMove** [47]: It combines recurrent network with attention mechanism for capturing multilevel periodicity.
- **STGN** [16]: An enhanced LSTM model for capturing user’s preferences. It uses two pairs of time gate and distance gate for incorporating sequential information.
- **LSTPM** [54]: RNN based method that uses non-local network for long-term preference and geo-dilated RNN for the short-term preference.
- **TiSASRec** [49]: Self-attention based network that models time intervals and timestamp of interactions. However, it does not consider any spatial information.
- **GeoSAN** [28]: A geography aware self-attention based model that performs hierarchical gridding of the map without explicitly considering spatiotemporal intervals.
- **STAN** [22]: Uses a bi-layer attention model for capturing user’s preference from historical trajectory.

### C. MODEL TRAINING

In Table 3, we have shown the total number of trainable parameters of our model. For each user having \( m^{u_i} \) check-ins, we consider first \([1, m^{u_i} - 3]\) check-ins as the training samples and \([2, m^{u_i} - 2]\) check-ins as the training labels. For evaluation, we take first \((m^{u_i} - 2)\) check-ins as the input and consider \((m^{u_i} - 1)\)’th check-in as the label. Finally, for testing, we take first \((m^{u_i} - 1)\) check-ins as the input and try to predict \((m^{u_i} - 1)\)’th check-in location. We set the embedding dimension \( d_{\text{model}} = d = 60 \), and maximum trajectory length \( n = 100 \). For training, we choose learning rate of 0.003 with 0.1 drop rate. For the optimization, we use Adam optimizer. All other parameters are same as the default values. During loss computation, we fixed the number of negative samples...
We use Recall@k as the evaluation metric which is popularly used in evaluating POI recommendation models. Our model recommends top-k POIs as the output and will contribute to the recall rate if the target POI is within the recommended top-k POIs. For a user u with m\(^k\) check-ins, and CARAN’s top-k prediction by considering first (m\(^k\) - 1) check-ins of \(u\), the Recall@k is computed as:

\[
\text{Recall@k} = \frac{1}{|U|} \sum_{i \in [1,|U|]} F(l_{m^k}, \text{top-k}(u))
\]

where \(F(x, y) = 1\), if \(x \in \{y\}\);
\(0\), otherwise (13)

### E. MODEL PERFORMANCE

We test CARAN on the datasets and compare recommendation performance with the baseline methods using Recall@5 and Recall@10. The comparison result is presented in Table 4. We can observe that CARAN considerably outperforms all the baseline methods with 7-14% improvement in the recall rate. It is clear from the literature that, collaborative filtering and Markov chain based methods cannot fully utilize long term sequential nature of the visit sequence which results in low recommendation performance. Hence, we do not show such methods in the comparison.

Compared to STGN, DeepMove and LSTPM performs well among recurrent network based models due to their capability of capturing periodicity. TiSASRec only considers relative timestamps of the check-ins and ignores the impact of spatial distance. GeoSAN performs hierarchical gridding for partitioning the map which cannot reflect spatial distance smoothly. STAN follows a bi-attention layer mechanism but fails to consider the sequential property. Besides, none of them considered the impact of weather condition on user’s preference. On the other hand, CARAN considers rich contextual information of user’s check-in sequence by incorporating weather information. It applies a recency based attention mechanism that can give focus on historical trajectory based on user’s preferences. Through positional encoding, the model is also able to capture relative order of the check-ins. As a result, the proposed CARAN model exceeded the current state-of-the-art methods with significant improvement.

### F. ABLATION STUDY

To measure the impact of various contextual information on the recommendation result, we use the following variations of CARAN:

- **CARAN-C**: Remove the impact of categorical information by setting the category embedding output to zero (i.e., \(E(v_i) = 0\)).
- **CARAN-PE**: We remove the positional encoding part and pass the output of context embedding directly to the recency attention module.
- **CARAN-W**: To ignore the impact of weather condition, we set the output of weather embedding as zero (i.e., \(E(w_i) = 0\)).
- **CARAN-W-PE**: Here, we remove both the positional encoding and the weather embedding.
- **CARAN-MM**: To observe the impact of trajectory and candidate spatiotemporal matrices, we do not perform addition of these matrices in the attention mechanism.

The recall rate of these variations are shown in Fig. 3. We can see that, removing the impact of categorical information (CARAN-C) of each location, performance slightly decreases. Ignoring positional encoding (CARAN-PE) and weather information (CARAN-W) result in low recommendation performance. Compared to these variations, CARAN-W-PE gives lower performance by ignoring both weather condition and positional embedding. If we do not incorporate the spatiotemporal information (CARAN-MM), the model fails to learn the distance and temporal preferences of the user and gives the lowest performance in this case. Hence, we can say that, all the contextual information are contributing together to provide relevant recommendation to the user.

### G. MODEL STABILITY

Variations in dimension size \(d_{\text{model}}\) and number of negative samples \(\mu\) can impact the recommendation performance. We analyze the effect of these two parameters on recall rate, Recall@5.

In Fig. 4, the impact of number of embedding dimension is shown. The figure demonstrates that the suitable value for \(d_{\text{model}}\) is 60. For NYC and TKY dataset, the model seems to become stable earlier at 50. However, for Gowalla dataset the model is stable after 60 due to large number of users and locations. So, we can say the model will generalize for embedding dimension greater than 60.

The impact of number of negative samples on recommendation result is shown in Fig. 5. From the figure we...
can see that, for number of negative samples less 15 the model gives good performance. After that, the recall rate decreases for NYC and TKY as the model gives more focus on negative samples compared to positive ones. However, due to the large number of POIs in Gowalla dataset, the rate of decrease in performance is not as high as the other two datasets which is an indication that for larger dataset we can consider larger value of \( \mu \). For our model, negative sampling is crucial as the recommendation performance may decrease drastically if the value of \( \mu \) is larger than specific threshold.

**TABLE 4.** Performance comparison of CARAN with the baseline methods.

| Method      | NYC Recall@5 | NYC Recall@10 | TKY Recall@5 | TKY Recall@10 | Gowalla Recall@5 | Gowalla Recall@10 |
|-------------|--------------|---------------|--------------|---------------|------------------|-------------------|
| DeepMove    | 0.3268       | 0.4014        | 0.2684       | 0.3509        | 0.1959           | 0.2699            |
| STGN        | 0.2439       | 0.3015        | 0.1940       | 0.2710        | 0.1528           | 0.2422            |
| LSTPM       | 0.2791       | 0.3564        | 0.2568       | 0.3310        | 0.2015           | 0.2701            |
| TiSASRec    | 0.3664       | 0.5020        | 0.3031       | 0.3693        | 0.2411           | 0.3546            |
| GeoSAN      | 0.4066       | 0.5267        | 0.2957       | 0.3740        | 0.2764           | 0.3645            |
| STAN        | 0.4669       | 0.5962        | 0.3461       | 0.4264        | 0.3016           | 0.3998            |
| CARAN       | **0.5337**   | **0.6491**    | **0.3916**   | **0.4614**    | **0.3405**       | **0.4307**        |
| Improvement | 14.30%       | 8.87%         | 13.14%       | 8.20%         | 12.89%           | 7.72%             |

**FIGURE 3.** Effect of various contextual information.

**FIGURE 4.** Impact of number of embedding dimensions.

**FIGURE 5.** Impact of number of negative samples.

**H. MODEL VISUALIZATION**

We use attention mechanism in our model which does not take order of the check-in sequence into account. In order to incorporate sequential information with the model, we use positional encoding of the input check-ins. In Fig. 6, embedding output of the positional encoding is shown. Cell \((i, j)\) of the matrix indicates the \(i\)th embedding output for the \(j\)th check-in position. For example, if we take the values of positional encoding at column 0 from each row, we will get the encoding of check-in position 0. We see an inherent pattern in the positional encoding which gets added with
V. CONCLUSION

In this paper, we presented an effective and novel POI recommendation system, named CARAN, that considers rich contextual information and performs recency based attention for modeling user’s preference. We use matrix representation for finding the relevance between non-consecutive locations within the user trajectory. The recency attention mechanism helps CARAN to learn which visits to give more focus on and can capture long term dependencies. To maintain the relative order of the check-in sequence, we incorporate positional encoding with the embedded check-in context of the user. We also use linear interpolation that replaces the hierarchical gridding mechanism for smooth representation of the spatiotemporal intervals. The negative sampler used for computing cross-entropy loss outperforms the traditional binary cross-entropy loss computation technique. Experimental analysis shows that CARAN provide better recommendation by considering weather condition and incorporating positional encoding with the system. We also showed that, the model is stable and robust under hyperparameter variation. Specifically, in this paper we developed a context-aware POI recommendation system that improves the recall rate of state-of-the art models by 7-14% proving the superiority of CARAN.
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