Lower Bound on Irreversibility in Thermal Relaxation of Open Quantum Systems
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We consider the thermal relaxation process of a quantum system attached to single or multiple reservoirs. Quantifying the degree of irreversibility by entropy production, we prove that the irreversibility of the thermal relaxation is lower-bounded by a relative entropy between the unitarily-evolved state and the final state. The bound characterizes the state discrepancy induced by the non-unitary dynamics, and thus reflects the dissipative nature of irreversibility. Intriguingly, the bound can be evaluated solely in terms of the initial and final states and the system Hamiltonian, thereby providing a feasible way to estimate entropy production without prior knowledge of the underlying coupling structure. This finding refines the second law of thermodynamics and reveals a universal feature of thermal relaxation processes.

Introduction.—The last two decades have witnessed substantial progress in the thermodynamics of nonequilibrium systems subject to significant fluctuations. Various properties of small systems have been elucidated with the advent of comprehensive frameworks such as stochastical thermodynamics [1, 2] and quantum thermodynamics [3–5]. One of the prominent universal relations is the celebrated fluctuation theorem [6–11], from which the second law of thermodynamics and the fluctuation-dissipation theorem can be immediately derived [12–14]. Beyond the fluctuation theorem, much recent attention has been focused on thermodynamic uncertainty relations [15–34], speed limits [35–43], and refinements of the second law [44–55]. These findings are not only theoretically important but also provide powerful tools for thermodynamic inference, for instance, in the estimation of free energy [56] and dissipation [57–60].

The importance of entropy production has triggered intense research to formulate and investigate its properties [68–72], across from classical to quantum (see Ref. [73] for a review). Nonetheless, with restriction to a specific class of nonequilibrium processes, rich features of thermodynamic irreversibility may be found. One of the interesting classes is thermal relaxation, which is ubiquitous in nature and plays crucial roles in condensed matter [74], heat engines [75], and quantum state preparation. Any system coupled to thermal reservoirs unavoidably exchanges energy with the surrounding environment and relaxes to a stationary state. Of note, Ref. [51] proved that the entropy production during relaxation of classical Markovian processes is bounded from below by the classical relative entropy between the initial and final distributions. For relaxation to equilibrium in open quantum systems, it has been shown that the entropy production is lower-bounded by a lag between states in terms of a time-reversed map [48] and a geometrical distance on the Riemannian manifold [55].

In this Letter, we deepen our understanding of thermodynamic irreversibility in thermal relaxation processes of open quantum systems. Specifically, we derive a fundamental bound on irreversibility for systems that are in contact with thermal reservoirs and described by the Lindblad master equation. We prove that the irreversible entropy production during relaxation is lower-bounded by a relative entropy between the final states obtained with the unitary dynamics and the original dynamics [cf. Eq. (4)]. Lindblad dynamics comprise unitary and non-unitary parts; therefore, the lower bound quantifies the state discrepancy induced by the dissipative non-unitary dynamics, which intuitively reflects the nature of thermodynamic irreversibility (shown in Fig. 1). Remarkably, the derived bound is saturable, experimentally accessible, and stronger than the conventional second law of thermodynamics. Furthermore, the bound provides a feasible way to estimate irreversible entropy production with the help of the quantum state tomography technique. We show that a tighter Landauer bound can be obtained as a corollary and demonstrate our result in an autonomous thermal machine.

Main result.—We consider the thermal relaxation process of a Markovian open quantum system. The system can be simultaneously coupled to multiple thermal reservoirs at different temperatures. The dynamics of the density matrix $\rho(t)$ are governed by the Lindblad master equation [76]:

$$\partial_t \rho(t) = \mathcal{L}[\rho(t)] := -i[H, \rho(t)] + \sum_k D_k[\rho(t)],$$

(1)

where $H$ is the time-independent Hamiltonian and the dissipator is given by $D_k[\rho] := L_k(\rho)L_k^\dagger - \frac{1}{2} \{L_k^\dagger L_k,(\rho)\}$. 

$$D_k[\rho] := L_k(\rho)L_k^\dagger - \frac{1}{2} \{L_k^\dagger L_k,(\rho)\}.$$
The jump operators come in pairs \((L_k, L_k^\dagger)\) with energy changes \((\omega_k, \omega_k')\), which satisfy \([L_k, H] = \omega_k L_k\) and \(\omega_k = -\omega_k'\). This condition implies that the jump operators account for transitions between different energy eigenbasis with the same energy change \([43, 77]\). Note that \(\{\circ, \star\}\) and \(\{\circ, \star\}^\dagger\) are, respectively, the commutator and the anticommutator of two operators, and the Planck constant and the Boltzmann constant are both set to \(\hbar = k_B = 1\). We assume the local detailed balance condition \(L_k = e^{\Delta s_{\text{env}}/2} L_k^\dagger\), which is fulfilled in most cases of physical interest \([71]\). Here \(\Delta s_{\text{env}}\) is the change in the environment entropy due to a jump of type \(k\). After a sufficiently long time, the system reaches a stationary state that may no longer be a Gibbs state when multiple reservoirs are attached. The degree of irreversibility of the relaxation process during time \(\tau\) can be quantified by the irreversible entropy production \(\Sigma_{\tau}\), defined as

\[
\Sigma_{\tau} \geq S_M[\rho_u(\tau)\|\rho(\tau)]
\]

where \(U_t := e^{-iHt}\) is the unitary operator and \(S_M(\rho\|\sigma) := S(\rho) - \sum_n \Pi_n \sigma \Pi_n^\dagger\) is the projectively measured relative entropy between \(\rho\) and \(\sigma\) with the eigenbasis \(\{\Pi_n\}\) of \(\rho\). Here, \(S(\rho\|\sigma) := \text{tr}\{\rho(\ln \rho - \ln \sigma)\} \geq 0\) is the quantum relative entropy between states \(\rho\) and \(\sigma\).

The inequality (4) indicates that the entropy production is bounded from below by an information-theoretical distance between the initial and final states, which strengthens the Clausius inequality in the conventional second law of thermodynamics for thermal relaxation processes.

Some remarks regarding the main result are in order. First, the bound is geometrically and intuitively understandable. The system state is governed by Lindblad dynamics, which consist of a non-dissipative unitary part and a dissipative non-unitary part. The lower bound is the distance between the unitarily-evolved state and the final state; therefore, it quantifies how far the system is driven by non-unitary dynamics, and thereby intuitively reflects the nature of entropy production, namely a dissipative term. When the system is uncoupled to the reservoirs and governed by unitary dynamics, both the entropy production and relative entropy vanish, and the derived relation becomes a trivial equality. Second, the bound is tight and can be saturated, for example, in the long-time regime; consequently, it can be applied to thermodynamic inference. In particular, given the initial and final states and the system Hamiltonian, a lower bound of entropy production can be estimated without requisite prior knowledge of the underlying dynamics. Third, the bound can be interpreted as a quantum speed limit, \(\tau \geq S_M[U_\tau \rho(0) U_\tau^\dagger\|\rho(\tau)]/\Sigma\), where \(\Sigma := \Sigma_{\tau}/\tau\) is the average entropy production rate. An important implication of this speed limit is that a fast state-transformation requires a high dissipation rate \([41, 55]\). Last, in the classical limit (e.g., when the initial density matrix has no coherence in the energy eigenbasis of the Hamiltonian), the lower bound reduces exactly to the classical relative entropy between the initial and final distributions; therefore, our result generalizes the classical bound reported in Ref. \([51]\) to the case of multiple reservoirs. Note also that the relation (4) is valid even for systems with broken time-reversal symmetry, such as electronic systems with a Peierls phase.

A comparison to the existing bounds on entropy production is provided. Some strong bounds were derived for finite-dimension \([62]\) and zero-temperature \([64]\) environments. Nonetheless, these bounds reduce to the conventional second law for either infinitely large or high-temperature environments. Another information-theoretical bound \([48]\) was derived for thermal relaxation processes; however, this bound is only applicable to the single-reservoir case. Our bound thus plays an important role in the regimes in which the existing bounds either become trivial or are inapplicable.

As coupled to a single thermal reservoir at the inverse temperature \(\beta\), the system relaxes toward an equilibrium

\[
\Sigma_{\tau} \geq S_M[U_\tau \rho(0) U_\tau^\dagger\|\rho(\tau)]
\]
state $\pi := e^{-\beta H}/Z$, irrespective of the initial state. In this case, a Hamiltonian-free lower bound on the entropy production can be obtained [79],

$$\Sigma_{\tau} \geq S_E[\rho(0)||\rho(\tau)],$$

where $S_E(\rho||\sigma) := \sum_n a_n \ln(a_n/b_n) =: D(a_n||b_n)$ is exactly the classical relative entropy between distributions $\{a_n\}$ and $\{b_n\}$, which are the increasing eigenvalues of $\rho$ and $\sigma$, respectively. Any unitary transform does not change the magnitude of the eigenvalues of a density matrix but only the eigenbasis. Therefore, the term $S_E$ quantitatively characterizes the state change caused by the non-unitary dynamics. The lower bound is now dependent only on the initial and final states, which is an inherent feature of thermal relaxation processes. For generic time-driven systems, it does not exist such a universal metric that bounds irreversible entropy production from below [79]. However, for a specific class of quantum systems, a metric based on the thermodynamic length can be found [52].

**Tightening Landauer’s principle.**—Information and thermodynamics can be intuitively related via Landauer’s principle [61], which quantifies the minimal heat dissipation associated with erasure of information in a memory. The inequality in Eq. (4) derives a tighter bound than the conventional Landauer bound $\Delta S_{\text{env}} \geq -\Delta S_{\text{sys}}$. Consider the scenario in which a qubit is reset from a maximally mixed state $1/2$ to the ground state $|0\rangle/0$ by quenching the Hamiltonian and letting the system relax to the stationary state. It should be stressed that the final state cannot be exactly $|0\rangle/0$ in a finite time. Let $\delta \in (0, 1)$ be the probability that the qubit is in the ground state at time $\tau$, i.e., $\delta = \langle 0|\rho(\tau)|0\rangle$. According to Eq. (4), the minimal heat dissipation is related to the probability of success as

$$\Delta S_{\text{env}} \geq -\Delta S_{\text{sys}} - \frac{1}{2} \ln[4\delta(1-\delta)].$$

Equation (6) implies that the higher precision of a memory is, the more heat is dissipated. As $\delta \to 1$, the term in the right-hand side of Eq. (6) goes to infinity.

**Examples.**—To demonstrate the main result [Eq. (4)], we consider an autonomous thermal machine [77] with three levels $\{|\epsilon_2\rangle, |\epsilon_1\rangle, |\epsilon_3\rangle\}$. Such machines can operate as refrigerators and are also the building blocks for quantum clocks [80, 81]. The Hamiltonian of the system is $H = \omega_1|\epsilon_1\rangle\langle\epsilon_1| + \omega_2|\epsilon_2\rangle\langle\epsilon_2|$, where $\omega_1$, $\omega_2$, and $\omega_3 := \omega_2 - \omega_1$ are frequency gaps between $|\epsilon_2\rangle \leftrightarrow |\epsilon_1\rangle$, $|\epsilon_2\rangle \leftrightarrow |\epsilon_3\rangle$, and $|\epsilon_1\rangle \leftrightarrow |\epsilon_3\rangle$, respectively. The machine is powered by two reservoirs at different inverse temperatures $\beta_1 \geq \beta_2$, which mediate transitions between the energy levels [see Fig. 2(a)].

First, we examine the case in which $\omega_1 = \omega_3$ and the Lindblad equation has four jump operators, $L_1 = \sqrt{n_1}(|\epsilon_1\rangle\langle\epsilon_2| + |\epsilon_2\rangle\langle\epsilon_1|)$, $L_2 = \sqrt{n_2}(|\epsilon_2\rangle\langle\epsilon_2|)$, $L_3 = \sqrt{n_3}(|\epsilon_3\rangle\langle\epsilon_3|)$, and $L_4 = \gamma n_{1}^{\text{th}}(\omega_1) + 1)$. Here, $n_{1}^{\text{th}}(\omega_1) := (e^{\beta_1 \omega_1} - 1)^{-1}$ denotes the Planck distribution and $\gamma$ is the decay rate. Let $\pi^m$ be the stationary state of the system. We set $\beta_1 = \kappa\beta_2$ with $\kappa \geq 1$, and the initial density matrix is a pure state $\rho(0) = |\varphi\rangle\langle\varphi|$, where $|\varphi\rangle = \sqrt{10 - \kappa}|\epsilon_2\rangle/3 + \sqrt{\kappa - 1}|\epsilon_3\rangle/3$. The magnitude of $\kappa$ characterizes the coherence in the initial state and the nonequilibrium degree of $\pi^m$. When $\kappa = 1$, $\rho(0)$ is diagonal in the energy levels, and the system relaxes to the equilibrium Gibbs state. With $\kappa > 1$, coherence emerges in the initial state, and $\pi^m$ becomes a nonequilibrium steady state. $\kappa$ is varied from 1 to 4 and the ratio $S_\text{tot}/\Sigma_{\tau}$ is plotted as a function of time $\tau$ in Fig. 2(b). As can be seen, the bound is tight and can be saturated for a long time. Note that the entropy production rate is always positive for $\kappa > 1$; therefore, $S_{\text{tot}}/\Sigma_{\tau}$ goes to zero in the long-time limit. However, the relation (4) is useful because it shows a meaningful bound for initial rapid relaxation processes.

Next, to compare our result with a classical bound, we consider an autonomous thermal machine [77] with three levels $\{|\epsilon_2\rangle, |\epsilon_1\rangle, |\epsilon_3\rangle\}$. Such machines can operate as refrigerators and are also the building blocks for quantum clocks [80, 81]. The Hamiltonian of the system is $H = \omega_1|\epsilon_1\rangle\langle\epsilon_1| + \omega_2|\epsilon_2\rangle\langle\epsilon_2|$, where $\omega_1$, $\omega_2$, and $\omega_3 := \omega_2 - \omega_1$ are frequency gaps between $|\epsilon_2\rangle \leftrightarrow |\epsilon_1\rangle$, $|\epsilon_2\rangle \leftrightarrow |\epsilon_3\rangle$, and $|\epsilon_1\rangle \leftrightarrow |\epsilon_3\rangle$, respectively. The machine is powered by two reservoirs at different inverse temperatures $\beta_1 \geq \beta_2$, which mediate transitions between the energy levels [see Fig. 2(a)].

First, we examine the case in which $\omega_1 = \omega_3$ and the Lindblad equation has four jump operators, $L_1 = \sqrt{n_1}(|\epsilon_1\rangle\langle\epsilon_2| + |\epsilon_2\rangle\langle\epsilon_1|)$, $L_2 = \sqrt{n_2}(|\epsilon_2\rangle\langle\epsilon_2|)$, $L_3 = \sqrt{n_3}(|\epsilon_3\rangle\langle\epsilon_3|)$, and $L_4 = \gamma n_{1}^{\text{th}}(\omega_1) + 1)$. Here, $n_{1}^{\text{th}}(\omega_1) := (e^{\beta_1 \omega_1} - 1)^{-1}$ denotes the Planck distribution and $\gamma$ is the decay rate. Let $\pi^m$ be the stationary state of the system. We set $\beta_1 = \kappa\beta_2$ with $\kappa \geq 1$, and the initial density matrix is a pure state $\rho(0) = |\varphi\rangle\langle\varphi|$, where $|\varphi\rangle = \sqrt{10 - \kappa}|\epsilon_2\rangle/3 + \sqrt{\kappa - 1}|\epsilon_3\rangle/3$. The magnitude of $\kappa$ characterizes the coherence in the initial state and the nonequilibrium degree of $\pi^m$. When $\kappa = 1$, $\rho(0)$ is diagonal in the energy levels, and the system relaxes to the equilibrium Gibbs state. With $\kappa > 1$, coherence emerges in the initial state, and $\pi^m$ becomes a nonequilibrium steady state. $\kappa$ is varied from 1 to 4 and the ratio $S_\text{tot}/\Sigma_{\tau}$ is plotted as a function of time $\tau$ in Fig. 2(b). As can be seen, the bound is tight and can be saturated for a long time. Note that the entropy production rate is always positive for $\kappa > 1$; therefore, $S_{\text{tot}}/\Sigma_{\tau}$ goes to zero in the long-time limit. However, the relation (4) is useful because it shows a meaningful bound for initial rapid relaxation processes.

Next, to compare our result with a classical bound, 

\[ \Delta S_{\text{env}} \geq -\Delta S_{\text{sys}} - \frac{1}{2} \ln[4\delta(1-\delta)]. \]
we consider the case that each jump operator characterizes a single jump between two energy levels, \( L_{mn} = \sqrt{\rho_{mn}} (\epsilon_m - \epsilon_n) \). The transition rates are \( \eta_{AA} = \gamma n^1_1 (\omega_1), \eta_{B\bar{A}} = \gamma n^2_1 (\omega_1) + 1, \eta_{BB} = \gamma n^3_1 (\omega_1), \eta_{A\bar{B}} = \gamma n^4_1 (\omega_2) + 1, \) and \( \eta_{B\bar{B}} = \gamma n^5_1 (\omega_2) + 1. \) In this case, the time evolution of the diagonal terms \( p_n(t) := \langle \epsilon_n | \rho(t) | \epsilon_n \rangle \) follows a classical master equation with time-independent transition rates \([82]\). Thereby, Eq. (4) is applied to the diagonal dynamics, which gives \( \Sigma^2_I \geq D |p_n(0)||p_n(\tau)| \), where \( \Sigma^2_I \) is the entropy production associated with the classical master equation. In the long-time regime (i.e., when coherence in \( \rho(t) \) vanishes), it can be proved that \( \Sigma_I \geq \Sigma^2_I ; \) consequently, \( \Sigma_I \geq D |p_n(0)||p_n(\tau)| \), which is referred to as the classical bound. The initial state and the time evolution are the same as in the previous case. Analogously, \( \kappa \) is varied from 1 to 4 and the ratios \( S_M/\Sigma_I \) and \( D/\Sigma_I \) are plotted as functions of time \( \tau \) in Fig. 2(c). Two bounds coincide when \( \kappa = 1 \) because there is no coherence in \( \rho(t) \) for all \( t \). However, as \( \kappa \) increases, the bound \( S_M \) is tighter than the classical bound. This is because our bound captures the coherence contribution in the initial state, whereas the classical bound does not.

Proof of Eq. (4).—We first rewrite the dynamics of the density matrix \( \rho(t) \) in the interaction picture. Define \( \rho_I(t) := U^\dagger(t) \rho(t) U(t) \), the time evolution of \( \rho_I(t) \) obeys the equation \([79]\)

\[
\partial_t \rho_I(t) = \sum_k D_k \rho_I(t),
\]

with the initial condition \( \rho_I(0) = \rho(0) \). Our approach is based on unraveling the dynamics described by Eq. (7) in terms of quantum trajectories. In what follows, we demonstrate that the irreversible entropy production \( \Sigma_I \) can be mathematically linked to the level of individual trajectories.

The framework of quantum trajectories \([83, 84]\) was originally developed in the field of quantum optics as a means to numerically simulate open quantum systems \([82]\). Within this approach, the master equation is unraveled into stochastic time evolutions of the pure state of the system \( |\psi(t)\rangle \), conditioned on measurement outcomes obtained from continuous monitoring of the environment. Each individual trajectory of a stochastic realization can be described by a smooth evolution with discontinuous changes caused by quantum jumps in the state at random times. A quantum jump is associated with the detection of an event in the environment (e.g., emission or absorption of photons). The time evolution of the pure state can be described by the stochastic Schrödinger equation \([82]\):

\[
d|\psi(t)\rangle = |\psi(t)\rangle dt + \sum_k \left( \frac{L_k |\psi(t)\rangle}{\sqrt{\langle L_k^\dagger L_k \rangle \psi(t)}} - |\psi(t)\rangle \right) dN_k(t),
\]

where \( S(|\psi\rangle) := \frac{1}{2} \sum_k (\langle L_k^\dagger L_k \psi - L_k^\dagger L_k |\psi\rangle) \) and \( \langle A |\psi\rangle := \langle \psi | A |\psi\rangle \). The stochastic increment \( dN_k(t) \) is either 0 or 1 (when a jump of type \( k \) is detected), and its ensemble average at time \( t \) is \( \mathbb{E}[dN_k(t)] = \langle L_k^\dagger L_k \psi(t) dt \). Under appropriate initial conditions, the average of \( \langle |\psi(t)\rangle \langle \psi(t)\rangle \) over all possible trajectories reduces exactly to the density matrix in the interaction picture, \( \mathbb{E}[|\psi(t)\rangle \langle \psi(t)|] = \rho_I(t) \).

Now we define the stochastic entropy production on a single trajectory. We employ a two-point measurement scheme on the system, where projective measurements are performed at the beginning and at the end of any single trajectory \([71]\). Let \( \rho_I(0) = |p_n(0)| |n\rangle \langle n| \) and \( \rho_I(\tau) = \sum_m |p_m| |m\rangle \langle m| \) be the spectral decompositions of \( \rho_I(0) \) and \( \rho_I(\tau) \), the forward process is operated as follows. The state \( |\psi(0)\rangle \) is sampled from the ensemble \( \{ |n\rangle \} \) with probabilities \( \{ p_n \} \). The selected state is confirmed by the first measurement in the \( \{ |n\rangle \} \) eigenbasis at time \( t = 0 \). The pure state then evolves in time according to Eq. (8), and the second measurement in the \( \{ |m\rangle \} \) eigenbasis is executed at time \( t = \tau \). This procedure results in a stochastic trajectory \( \Gamma = \{ n, (k_1, t_1), \ldots, (k_j, t_j), m \} \), where \( a \) and \( m \) are measurement outcomes of the first and second measurements, respectively, and \( (k_j, t_j) \) denotes a jump of type \( k_j \) that occurs at time \( t_j (j = 1, \ldots, J \) and \( 0 \leq t_1 \leq \cdots \leq t_J \leq \tau ) \). To define the time-reversed (backward) process, the antiunitary time-reversal operator \( \Theta \) is introduced, which satisfies \( \Theta i = -i \Theta \) and \( \Theta \Theta^\dagger = \Theta^\dagger \Theta = \mathbb{I} \). This operator changes the sign of odd variables under time reversal, such as angular momentum or magnetic fields \([11]\). In the backward process, the initial state \( |\psi(0)\rangle \) is sampled from the ensemble \( \{ |\tilde{m}\rangle = \Theta |m\rangle \} \) with probabilities \( \{ p_m \} \) and is verified with the projective measurement in the \( \{ |\tilde{m}\rangle \} \) eigenbasis. The pure state \( |\psi(t)\rangle \) analogously obeys Eq. (8), in which the jump operators are replaced by the time-reversed counterparts \([77]\)

\[
\tilde{L}_k = e^{-\Delta s_{\text{env}}/2} \Theta L_k^\dagger \Theta = \Theta L_k^\dagger \Theta^\dagger.
\]

At time \( \tau \), the second projective measurement in the \( \{ |\tilde{m}\rangle \} \) eigenbasis is performed. Let \( \tilde{\Gamma} = \{ m, (k_j, \tau - t_j), \ldots, (k_1, \tau - t_1), n \} \) be the time-reversed trajectory that corresponds to \( \Gamma \), and the stochastic entropy production associated with the trajectory \( \Gamma \) is defined as

\[
\Delta s_{\text{tot}}[\Gamma] := \ln \frac{P(\Gamma)}{\tilde{P}(\tilde{\Gamma})} = \ln \frac{p_n}{p_m} + J \sum_{j=1}^{\tau} \Delta s_{\text{env}}^{k_j},
\]

where \( P(\Gamma) \) and \( \tilde{P}(\tilde{\Gamma}) \) are the probabilities of observing the trajectories \( \Gamma \) and \( \tilde{\Gamma} \), respectively \([85]\). Notably, we can prove that the average of \( \Delta s_{\text{tot}} \) is exactly the irreversible entropy production of the original dynamics \([\text{Eq. (1)}] \) \([79]\),

\[
\Sigma_I = \langle \Delta s_{\text{tot}}[\Gamma] \rangle = D[P(\Gamma)]|\tilde{P}(\tilde{\Gamma})|.
\]
Note that the classical relative entropy monotonically decreases under information processing. Applying the coarse-graining operation $\Lambda : \Gamma \mapsto n$, which leaves only the first measurement outcome, to $D[P(\Gamma) || \hat{P}(\hat{\Gamma})]$, we obtain a lower bound on the entropy production from Eq. (11) as

$$\Sigma_\tau \geq D(p_n || \hat{p}_n),$$

where $\hat{p}_n$ is the probability to observe the measurement outcome $|\hat{n}\rangle$ at the end of the backward process [86]. It is crucial to note from Eq. (9) that the (inverted) jump operators in the backward process are identical with those in the forward process. As a consequence, the density matrix in the backward process immediately before the second projective measurement is performed can be explicitly expressed as $\hat{\rho}_1(\tau) = \Theta \rho_1(2\tau) \Theta^\dagger$. The probability distribution $\hat{p}_n$ can be calculated as $\hat{p}_n = \langle \hat{n} | \hat{\rho}_1(\tau) | \hat{n} \rangle = \langle n | U_\tau \rho_1(2\tau) U_\tau^\dagger | n \rangle$. The inequality (12) holds for an arbitrary time $\tau > 0$ and the entropy production increases in time (i.e., $\Sigma_\tau \geq \Sigma_{\tau/2}$); therefore, Eq. (4) is immediately obtained.

**Conclusion.**—In this Letter, we derived the fundamental bound on irreversibility for thermal relaxation processes of Markovian open quantum systems. The bound refines the second law of thermodynamics and can be evaluated without knowing details of the underlying dynamics; therefore, it is applicable to the estimation of irreversible entropy production. Since thermal relaxation is the basis for heat engines, the result of this study is expected to lay the foundations to obtain useful thermodynamic bounds on relevant physical quantities such as power and efficiency [87].
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S1. ENTROPY PRODUCTION IN TIME-DRIVEN SYSTEMS CANNOT BE BOUNDED BY A UNIVERSAL METRIC

Here we prove that irreversible entropy production cannot be bounded from below by a system-independent distance between the initial and final states. It is enough to prove for the classical case; therefore, we consider time-dependent Markov jump processes described by the master equation

$$\partial_t p_n(t) = \sum_{m\neq n} [R_{mn}(t)p_m(t) - R_{nm}(t)p_n(t)], \quad (S1)$$

where $R_{mn}(t) \geq 0$ denotes the time-dependent transition rate from state $n$ to state $m$. Let $\mathbf{p}(t) := [p_1(t), \ldots, p_N(t)]^\top$ be the time-dependent probability distribution. With proof by contradiction, we assume that there exists a metric $\ell$ that is independent of the system parameters and satisfies

$$\Sigma_\tau \geq \ell(\mathbf{p}(0), \mathbf{p}(\tau)) \quad (S2)$$

for all Markov jump processes. The irreversible entropy production can be written as

$$\Sigma_\tau = \frac{1}{2} \int_0^\tau \sum_{m \neq n} [R_{mn}(t)p_n(t) - R_{nm}(t)p_m(t)] \ln \frac{R_{mn}(t)p_n(t)}{R_{nm}(t)p_m(t)} dt. \quad (S3)$$

We consider the nontrivial case: $\ell(\mathbf{p}(0), \mathbf{p}(\tau)) > 0$. Let $\delta > 0$ be an arbitrary number that satisfies $\ell(\mathbf{p}(0), \mathbf{p}(\tau)) > \delta$. We define auxiliary dynamics with transition rates:

$$\tilde{R}_{mn}(t) := R_{mn}(t) + \frac{\alpha}{p_n(t)}, \quad (S4)$$

where $\alpha > 0$ is a positive number that will be determined later. The initial distribution of the auxiliary dynamics is set to $\tilde{\mathbf{p}}(0) = \mathbf{p}(0)$. It can then be proved that the probability distribution of the auxiliary dynamics is the same as the original for all times, i.e., $\tilde{\mathbf{p}}(t) = \mathbf{p}(t) \forall t \geq 0$. Specifically, we show that if $\tilde{\mathbf{p}}(t) = \mathbf{p}(t)$, then $\tilde{\mathbf{p}}(t + \Delta t) = \mathbf{p}(t + \Delta t)$ for arbitrarily small $\Delta t > 0$. From the master equation, we have

$$\tilde{p}_n(t + \Delta t) - \tilde{p}_n(t) = \Delta t \sum_{m \neq n} [\tilde{R}_{mn}(t)\tilde{p}_m(t) - \tilde{R}_{mn}(t)\tilde{p}_n(t)] \quad (S5a)$$

$$= \Delta t \sum_{m \neq n} [R_{mn}(t)p_m(t) - R_{nm}(t)p_n(t)] \quad (S5b)$$

$$= \Delta t \sum_{m \neq n} [R_{mn}(t)p_m(t) - R_{nm}(t)p_n(t)] \quad (S5c)$$

$$= p_n(t + \Delta t) - p_n(t), \quad (S5d)$$
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which implies that $\tilde{p}_n(t + \Delta t) = p_n(t + \Delta t)$ for all $n$. The original and auxiliary dynamics thus have the same distributions for all times $0 \leq t \leq \tau$. Therefore, the entropy production $\tilde{\Sigma}_\tau$ in the auxiliary dynamics is also bounded from below by the distance $\ell$, as

$$\tilde{\Sigma}_\tau \geq \ell[p(0), p(\tau)] > \delta. \quad (S6)$$

However,

$$\tilde{\Sigma}_\tau = \frac{1}{2} \int_0^\tau \sum_{m \neq n} \left[ \tilde{R}_{mn}(t)p_n(t) - \tilde{R}_{nm}(t)p_m(t) \right] \ln \frac{\tilde{R}_{mn}(t)p_n(t)}{\tilde{R}_{nm}(t)p_m(t)} dt \quad (S7a)$$

$$= \frac{1}{2} \int_0^\tau \sum_{m \neq n} \left[ R_{mn}(t)p_n(t) - R_{nm}(t)p_m(t) \right] \ln \frac{R_{mn}(t)p_n(t) + \alpha}{R_{nm}(t)p_m(t) + \alpha} dt \quad (S7b)$$

$$\leq \frac{1}{2\alpha} \int_0^\tau \sum_{m \neq n} \left[ R_{mn}(t)p_n(t) - R_{nm}(t)p_m(t) \right]^2 dt. \quad (S7c)$$

To obtain Eq. (S7c), we have applied the inequality

$$(x - y) \ln \frac{x + z}{y + z} \leq \frac{(x - y)^2}{z} \quad (S8)$$

for $x, y, z \geq 0$. Now, we select a sufficiently large value of $\alpha$, such that

$$\frac{1}{2\alpha} \int_0^\tau \sum_{m \neq n} \left[ R_{mn}(t)p_n(t) - R_{nm}(t)p_m(t) \right]^2 dt < \delta \Leftrightarrow \alpha > \frac{1}{2\delta} \int_0^\tau \sum_{m \neq n} \left[ R_{mn}(t)p_n(t) - R_{nm}(t)p_m(t) \right]^2 dt. \quad (S9)$$

The following inequality is then obtained from Eq. (S7c):

$$\tilde{\Sigma}_\tau < \delta. \quad (S10)$$

This is inconsistent with Eq. (S6), which completes our proof.

**S2. DERIVATION OF EQ. (7) IN THE MAIN TEXT**

For any operators $A$ and $B$, one can prove that

$$e^{-\lambda A}Be^{\lambda A} = \sum_{n=0}^{\infty} \frac{(-\lambda)^n}{n!} [A, B]_n, \quad (S11)$$

where the nested commutator is recursively defined as $[A, B]_n = [A, [A, B]_{n-1}]$ and $[A, B]_0 = B$. From the relation $[L_k, H] = \omega_k L_k$, we can readily obtain

$$[H, L_k]_n = (\omega_k)^n L_k. \quad (S12)$$

Consequently,

$$e^{-\lambda H} L_k e^{\lambda H} = \sum_{n=0}^{\infty} \frac{(-\lambda)^n (\omega_k)^n}{n!} L_k = e^{\lambda \omega_k} L_k \Rightarrow e^{-\lambda H} L_k = e^{\lambda \omega_k} L_k e^{-\lambda H}. \quad (S13)$$

The time derivative of $\rho(t) = e^{iHt}\rho(t)e^{-iHt}$ is then taken to derive Eq. (7) as

$$\partial_t \rho(t) = e^{iHt}[H, \rho(t)]e^{-iHt} + e^{iHt} \partial_t \rho(t) e^{-iHt} \quad (S14a)$$

$$= \sum_k e^{iHt} \left[ L_k \rho(t) L_k^\dagger - \frac{1}{2} \{ L_k^\dagger L_k, \rho(t) \} \right] e^{-iHt} \quad (S14b)$$

$$= \sum_k \left[ L_k e^{iHt} \rho(t) e^{-iHt} L_k^\dagger - \frac{1}{2} \{ L_k^\dagger L_k, e^{iHt} \rho(t) e^{-iHt} \} \right] \quad (S14c)$$
\[ = \sum_k \left[ L_k \rho_I(t) L_k^\dagger - \frac{1}{2} \{ L_k^\dagger L_k, \rho_I(t) \} \right] \]  
\[ = \sum_k D_k \rho_I(t). \]  
(S14d)

(S14e)

Here, we have used the following relations:

\[ e^{iHt} L_k = e^{-i\omega_k t} L_k e^{iHt}, \]  
\[ L_k^\dagger e^{-iHt} = e^{i\omega_k t} e^{-iHt} L_k^\dagger, \]  
\[ \{ L_k^\dagger L_k, \rho_I(t) \} = 0. \]  
(S15)

(S16)

(S17)

\section*{S3. Quantum Trajectories and Entropy Production}

Here we show that the irreversible entropy production \( \Sigma_\tau \) can be mapped to the stochastic entropy production on the level of individual trajectories. First, Eq. (7) can be rewritten as

\[ \partial_t \rho_I(t) = -i[H_{\text{eff}} \rho_I(t) - \rho_I(t) H_{\text{eff}}^\dagger] + \sum_k L_k \rho_I(t) L_k^\dagger, \]  
(S18)

where \( H_{\text{eff}} := -(i/2) \sum_k L_k^\dagger L_k \) is the skew-Hermitian effective Hamiltonian (i.e., \( H_{\text{eff}}^\dagger = -H_{\text{eff}} \)). In the forward process, the evolution of the pure state between jumps is described by the deterministic equation

\[ \frac{d}{dt} |\psi(t)\rangle = S[|\psi(t)\rangle]. \]  
(S19)

The formal solution of Eq. (S19) gives the state at time \( t > s \) as

\[ |\psi(s)\rangle \rightarrow |\psi(t)\rangle = \frac{U_{\text{eff}}(t, s) |\psi(s)\rangle}{\sqrt{\langle U_{\text{eff}}(t, s)^\dagger U_{\text{eff}}(t, s) \rangle_{\psi(s)}}}, \]  
(S20)

where the effective time-evolution operator \( U_{\text{eff}}(t, s) = e^{-iH_{\text{eff}}(t-s)} \) is the solution of the differential equation

\[ \partial_t U_{\text{eff}}(t, s) = -iH_{\text{eff}} U_{\text{eff}}(t, s), \]  
(S21)

with the initial condition \( U_{\text{eff}}(s, s) = 1 \). The smooth evolution of the pure state is interrupted by sudden jumps, which alter the state as

\[ |\psi(t)\rangle \rightarrow \frac{L_k |\psi(t)\rangle}{\sqrt{\langle L_k^\dagger L_k \rangle_{\psi(t)}}}. \]  
(S22)

This discontinuous change is induced by the jump operator \( J_k := L_k \sqrt{d\tau} \). Given the stochastic trajectory \( \Gamma = \{ n, (k_1, t_1), \ldots, (k_J, t_J), m \} \), the probability to observe \( \Gamma \) is encoded into the unnormalized state

\[ |\psi_\tau(\Gamma)\rangle = |m\rangle \langle m| U_{\text{eff}}(\tau, t_J) J_{k_J} \cdots J_{k_1} U_{\text{eff}}(t_1, 0) |n\rangle \]  
(S23a)

\[ = |m\rangle \langle m| \mathcal{P}(\Gamma) |n\rangle, \]  
(S23b)

where \( \mathcal{P}(\Gamma) := U_{\text{eff}}(\tau, t_J) J_{k_J} \cdots J_{k_1} U_{\text{eff}}(t_1, 0) \) is the forward propagator. In other words, given that the initial state is \( |n\rangle \), the probability of observing \( \Gamma \) is the norm of \( |\psi_\tau(\Gamma)\rangle \),

\[ P(\Gamma | n) = \langle \psi_\tau(\Gamma) | \psi_\tau(\Gamma) \rangle = |\langle m| \mathcal{P}(\Gamma) |n\rangle|^2. \]  
(S24)

With the backward process defined as in the main text, the effective Hamiltonian is \( \tilde{H}_{\text{eff}} = -(i/2) \sum_k \tilde{L}_k^\dagger \tilde{L}_k = \Theta(i/2) \sum_k L_k^\dagger L_k \Theta^\dagger \) and the corresponding effective time-evolution operator is \( \tilde{U}_{\text{eff}}(t, s) = e^{-i\tilde{H}_{\text{eff}}(t-s)} \). In addition, the backward jump operators are

\[ \tilde{J}_k := \tilde{L}_k \sqrt{d\tau} = \Theta J_k \Theta^\dagger. \]  
(S25)
Analogously, the probability of observing the time-reversed trajectory $\tilde{\Gamma} = \{m, (k_J, \tau - t_J), \ldots, (k_1, \tau - t_1), n\}$ in the backward process is encoded into the unnormalized state

$$|	ilde{\psi}_\tau(\tilde{\Gamma})\rangle = |	ilde{n}\rangle \tilde{U}_\text{eff}(\tau, \tau - t_J) \tilde{J}_{k_J} \ldots \tilde{J}_{k_1} \tilde{U}_\text{eff}(\tau - t_J, 0)|\tilde{m}\rangle$$

(S32a)

$$= |\tilde{n}\rangle \tilde{P}(\tilde{\Gamma})|\tilde{m}\rangle,$$

(S32b)

where $\tilde{P}(\tilde{\Gamma}) := \tilde{U}_\text{eff}(\tau, \tau - t_1) \tilde{J}_{k_1} \ldots \tilde{J}_{k_1} \tilde{U}_\text{eff}(\tau - t_1, 0)$ is the backward propagator. The probability to observe $\tilde{\Gamma}$ given that the initial state is $|\tilde{m}\rangle$ is the norm of $|\tilde{\psi}_\tau(\tilde{\Gamma})\rangle$,

$$\tilde{P}(\tilde{\Gamma}|\tilde{m}) = \langle \tilde{\psi}_\tau(\tilde{\Gamma})|\tilde{\psi}_\tau(\tilde{\Gamma})\rangle = |\langle \tilde{n}|\tilde{P}(\tilde{\Gamma})|\tilde{m}\rangle|^2.$$  

(S27)

It can be confirmed that

$$\Theta^\dagger \tilde{U}_\text{eff}^\dagger(\tau - s, \tau - t) \Theta = \Theta^\dagger e^{i\tilde{H}_\text{eff}(t-s)} \Theta = \Theta^\dagger e^{i\tilde{H}_\text{eff}} e^{i\Theta^\dagger(t-s)} = \tilde{U}_\text{eff}(t, s).$$

(S28)

Consequently, the propagators in the forward and backward processes can be related as

$$\mathcal{P}(\Gamma) = \Theta^\dagger \tilde{\mathcal{P}}(\tilde{\Gamma}) e^{\sum_{j=1}^J \Delta s_{\text{env}}^j / 2} \Rightarrow \langle m|\mathcal{P}(\Gamma)|n\rangle = \langle n|\tilde{\mathcal{P}}(\tilde{\Gamma})|\tilde{m}\rangle e^{\sum_{j=1}^J \Delta s_{\text{env}}^j / 2}.$$  

(S29)

From the relations $P(\Gamma) = P(\Gamma|n)p_n$ and $\tilde{P}(\tilde{\Gamma}) = \tilde{P}(\tilde{\Gamma}|\tilde{m})p_m$, we immediately have

$$\Delta s_{\text{tot}} = \ln \frac{P(\Gamma)}{P(\Gamma)} = \ln \frac{p_n}{p_m} + \sum_{j=1}^J \Delta s_{\text{env}}^j.$$  

(S30)

Finally, we show that the ensemble average of $\Delta s_{\text{tot}}$ is equal to the irreversible entropy production $\Sigma_\tau$. Noting that $\rho(t) = e^{iHt} \rho(t) e^{-iHt}$ and the von Neumann entropy is invariant under unitary transforms, we have

$$\langle \Delta s_{\text{tot}} \rangle = \langle -\ln p_m + \ln p_n + \sum_{j=1}^J \Delta s_{\text{env}}^j \rangle$$

(S31a)

$$= -\sum_m p_m \ln p_m + \sum_n p_n \ln p_n + \int_0^\tau \sum_k \text{tr} \left\{ L_k^\dagger L_k \rho_1(t) \right\} \Delta s_{\text{env}}^j dt$$

(S31b)

$$= -\text{tr} \left\{ \rho_1(\tau) \ln \rho_1(\tau) \right\} + \text{tr} \left\{ \rho_1(0) \ln \rho_1(0) \right\} + \Delta S_{\text{env}}$$

(S31c)

$$= -\text{tr} \left\{ \rho(\tau) \ln \rho(\tau) \right\} + \text{tr} \left\{ \rho(0) \ln \rho(0) \right\} + \Delta S_{\text{env}}$$

(S31d)

$$= \Delta S_{\text{sys}} + \Delta S_{\text{env}}$$

(S31e)

$$= \Sigma_\tau.$$  

(S31f)

**S4. DERIVATION OF EQ. (12) BASED ON AN INTEGRAL FLUCTUATION THEOREM**

Here we derive Eq. (12) using a fluctuation theorem. To this end, we prove the following equality:

$$\left\langle \exp \left[ -\Delta s_{\text{tot}} + \ln \frac{p_n}{p_m} \right] \right\rangle = 1,$$  

(S32)

where the average is taken with respect to the distribution $P(\Gamma)$. Inserting $\Delta s_{\text{tot}} = \ln[P(\Gamma)/\tilde{P}(\tilde{\Gamma})]$, we have

$$\left\langle \exp \left[ -\Delta s_{\text{tot}} + \ln \frac{p_n}{p_m} \right] \right\rangle = \left\langle \exp \left[ -\ln \frac{P(\Gamma|n)p_n}{P(\Gamma|\tilde{m})p_m} + \ln \frac{p_n}{p_m} \right] \right\rangle$$

(S33a)

$$= \sum_\Gamma P(\Gamma|n)p_n \tilde{P}(\tilde{\Gamma}|\tilde{m})p_m$$

(S33b)

$$= \sum_n \frac{p_n}{p_m} \sum_\Gamma \tilde{P}(\tilde{\Gamma}|\tilde{m})p_m$$

(S33c)

$$= \sum_n \frac{p_n}{p_m}$$

(S33d)
To obtain Eq. (S33d), we have used \( \sum_{\Gamma|n} \hat{P}(\Gamma|\hat{m})p_m = \hat{p}_n \). Jensen’s inequality is then applied to Eq. (S32) to obtain

\[
\Sigma_{\tau} = \langle \Delta s_{\text{tot}} \rangle \geq \left\{ \ln \frac{\hat{p}_n}{\hat{p}_n} \right\} = D(p_n||\hat{p}_n).
\]

(S34)

### S5. DERIVATION OF EQ. (5) IN THE MAIN TEXT

In the single-reservoir case, irreversible entropy production can be explicitly written as \( \Sigma_{\tau} = S[\rho(0)||\pi] - S[\rho(\tau)||\pi] \geq 0 \). It should be noted that the straight-forward extension of the classical bound, \( \Sigma_{\tau} \geq S[\rho(0)||\rho(\tau)] \), does not generally hold. Its violation can be intuitively confirmed in the limit of vanishing coupling to the reservoir [1] and has also been experimentally verified for a single-atom system [2]. The interaction-picture Lindblad master equation has no unitary part; therefore, it can be proved that [3]

\[
S[\rho_I(0)||\pi] - S[\rho_I(\tau/2)||\pi] \geq S[\rho_I(0)||\rho_I(\tau)].
\]

(S35)

Due to the invariance of the relative entropy under unitary transforms, the term in the left-hand side of Eq. (S35) equals \( \Sigma_{\tau/2} \). Since \( \Sigma_{\tau} \geq \Sigma_{\tau/2} \) and \( S[\rho_I(0)||\rho_I(\tau)] = S[U_{\tau}\rho(0)U_{\tau}^\dagger||\rho(\tau)] \), a bound on the entropy production can be obtained, \( \Sigma_{\tau} \geq S[U_{\tau}\rho(0)U_{\tau}^\dagger||\rho(\tau)] \). The dependence of this lower bound on the Hamiltonian can be eliminated by taking the minimum over all unitary operators, which yields the following bound:

\[
\Sigma_{\tau} \geq \min_{V\dagger V=1} S[V\rho(0)V^\dagger||\rho(\tau)].
\]

(S36)

We prove below that the variational term in the right-hand side of Eq. (S36) is exactly \( S_{E}[\rho(0)||\rho(\tau)] \), from which Eq. (5) is obtained.

In what follows, we prove that \( S_{E}[\rho||\sigma] = \min_{V\dagger V=1} S[V\rho V^\dagger||\sigma] \). Note that \( S_{E}[\rho||\sigma] = D(a_n||b_n) \), where \( \{a_n\} \) and \( \{b_n\} \) are the eigenvalues of \( \rho \) and \( \sigma \). To this end, we will show that \( \min_{V\dagger V=1} S[V\rho V^\dagger||\sigma] \leq D(a_n||b_n) \) and \( \min_{V\dagger V=1} S[V\rho V^\dagger||\sigma] \geq D(a_n||b_n) \). First, we prove the former. Let \( \rho = \sum_n a_n|a_n\rangle\langle a_n| \) and \( \sigma = \sum_n b_n|b_n\rangle\langle b_n| \) be the spectral decompositions of \( \rho \) and \( \sigma \), respectively. Note that the matrix \( V = \sum_n |b_n\rangle\langle a_n| \) is a unitary matrix, by which we readily obtain

\[
\min_{V\dagger V=1} S(V\rho V^\dagger||\sigma) \leq S(V\rho V^\dagger||\sigma) = S(\sum_n a_n|b_n\rangle\langle b_n|) = D(a_n||b_n).
\]

(S37)

Next, we prove the latter. For an arbitrary unitary matrix \( V \), we have

\[
S(V\rho V^\dagger||\sigma) = \text{tr} \{V \rho \ln \rho - \rho \ln \sigma\} = \sum_n a_n \ln a_n - \sum_{n,m} c_{nm} a_n \ln b_m \langle b_m|V|a_n\rangle^2
\]

(S38a)

\[
= \sum_n a_n \ln a_n - \sum_{n,m} c_{nm} a_n \ln b_m,
\]

(S38b)

where \( c_{nm} := \langle b_m|V|a_n\rangle^2 \geq 0 \). Note that \( \sum_m c_{nm} = \sum_n c_{nm} = 1 \).

Before proceeding further, we prove the following Lemma.

**Lemma 1.** Let \( 0 \leq a_1 \leq \cdots \leq a_N \) and \( 0 \leq b_1 \leq \cdots \leq b_N \) be two arrays of nonnegative numbers and \( C = [c_{nm}] \in \mathbb{R}^{N \times N} \) be a doubly stochastic matrix (i.e., \( c_{nm} \geq 0 \) and \( \sum_m c_{nm} = \sum_n c_{nm} = 1 \)). Then,

\[
\sum_{n,m} c_{nm} a_n \ln b_m \leq \sum_n a_n \ln b_n.
\]

(S39)

**Proof.** We prove by induction. The \( N = 1 \) case is trivial. Assuming that the result holds for \( N = k - 1 \) with \( k \geq 2 \), we show it also holds for \( N = k \). For convenience, we define \( F(C) := \sum_{n=1}^{k} \sum_{m=1}^{k} c_{nm} a_n \ln b_m \) as the function associated
with the matrix $C$. We need only prove $F(C) \leq \sum_{n=1}^{k} a_n \ln b_n$. If $c_{kk} < 1$, then there exist two indexes $1 \leq i, j \leq k-1$ such that $c_{ik} > 0$ and $c_{kj} > 0$. We set $\epsilon = \min(c_{ik}, c_{kj})$ and note that

$$a_i \ln b_j + a_k \ln b_k \geq a_i \ln b_k + a_k \ln b_j \quad [\because (a_k - a_i)(\ln b_k - \ln b_j) \geq 0].$$

We define a new matrix $C' = [c'_{nm}] \in \mathbb{R}^{k \times k}$ as

$$c'_{kk} = c_{kk} + \epsilon, \quad c'_{ij} = c_{ij} + \epsilon, \quad c'_{ik} = c_{ik} - \epsilon, \quad c'_{kj} = c_{kj} - \epsilon,$$

and $c'_{nm} = c_{nm}$ otherwise. All elements of $C'$ are nonnegative and satisfy $\sum_m c'_{nm} = \sum_n c'_{nm} = 1$. This implies that this procedure generates a new doubly stochastic matrix that yields a larger value of the function $F$, i.e.,

$$\sum_{n,m} c_{nm} a_n \ln b_m = F(C) \leq F(C') = \sum_{n,m} c'_{nm} a_n \ln b_m.$$  

Repeating this procedure a finite number of times, we eventually obtain a doubly stochastic matrix $C_\text{fin}$ with $c'_{kk} = 1$. Then, $c'_{kn} = c'_{nk} = 0$ for all $n = 1, \ldots, k-1$ and the submatrix $C_{\text{sub}} = [c'_{nm}] \in \mathbb{R}^{(k-1) \times (k-1)}$, which is obtained by eliminating the $k$th row and the $k$th column of $C_\text{fin}$, is also a doubly stochastic matrix; therefore, $F(C_{\text{sub}}) \leq \sum_{n=1}^{k-1} a_n \ln b_n$. Consequently,

$$F(C) \leq F(C_\text{fin}) = F(C_{\text{sub}}) + a_k \ln b_k \leq \sum_{n=1}^{k} a_n \ln b_n,$$

which completes our proof. \qed

According to Lemma 1, we have $\sum_{n,m} c_{nm} a_n \ln b_m \leq \sum_{n} a_n \ln b_n$. Consequently, Eq. (S38c) implies

$$S(V \rho V^\dagger || \sigma) \geq \sum_n a_n \ln a_n - \sum_n a_n \ln b_n = D(a_n || b_n).$$

Equation (S43) holds for an arbitrary unitary matrix $V$; therefore, we obtain $\min_{V \in U} S(V \rho V^\dagger || \sigma) \geq D(a_n || b_n)$.

**S6. ANOTHER DERIVATION OF EQ. (5) FOR A TWO-LEVEL ATOM SYSTEM**

We consider the thermal relaxation process of a two-level atom, which is weakly coupled to a thermal reservoir. The Hamiltonian of the system is $H = \omega \sigma_z / 2$. The time evolution of the density matrix obeys the Lindblad equation:

$$\partial_t \rho = -i[H, \rho] + \gamma \tilde{n}(\omega)(\sigma_+ \rho \sigma_- - \frac{1}{2} \{\sigma_- \sigma_+, \rho\}) + \gamma (\tilde{n}(\omega) + 1)(\sigma_- \rho \sigma_+ - \frac{1}{2} \{\sigma_+ \sigma_-, \rho\}),$$

where $\sigma_\pm = (\sigma_x \pm i \sigma_y) / 2$, $\gamma$ is a positive damping rate, and $\tilde{n}(\omega) = (e^{\beta \omega} - 1)^{-1}$ is the Planck distribution. The density operator $\rho(t)$ during the relaxation process is analytically solvable and the irreversible entropy production can be explicitly evaluated as $\Sigma_\tau = S(\rho(0)||\tau) - S(\rho(\tau)||\tau)$, where $\tau$ denotes the process time.

The density matrix can be represented using the Bloch sphere

$$\rho(t) = \frac{1}{2} [I + r(t) \cdot \sigma],$$

where $r(t) \equiv [r_x(t), r_y(t), r_z(t)]^T$ is the Bloch vector and $\sigma := [\sigma_x, \sigma_y, \sigma_z]^T$ denotes the vector of the Pauli matrices. Note that $r(t)^2 = r_x(t)^2 + r_y(t)^2 + r_z(t)^2 \leq 1$. The density matrix can be explicitly calculated as

$$r_x(t) = e^{-\tau \gamma / 2} [r_x(0) \cos(\omega \tau) - r_y(0) \sin(\omega \tau)],$$

$$r_y(t) = e^{-\tau \gamma / 2} [r_x(0) \sin(\omega \tau) + r_y(0) \cos(\omega \tau)],$$

$$r_z(t) = r_z(0) e^{-\tau \gamma} + \tanh(\beta \omega / 2)(e^{-\tau \gamma} - 1),$$

where $\tau = \gamma \coth(\beta \omega / 2)$. The eigenvalues of $\rho(t)$ are $[1 \pm r(t)] / 2$; therefore, the von Neumann entropy $S(t) = -\text{tr} \{\rho(t) \ln \rho(t)\}$ can be expressed in terms of the magnitude of the Bloch vector as

$$S(t) = -\frac{1 - r(t)}{2} \ln \frac{1 - r(t)}{2} - \frac{1 + r(t)}{2} \ln \frac{1 + r(t)}{2}.$$  

(S49)

The irreversible entropy production can be written as

$$\Sigma_\tau = S(\tau) - S(0) + \beta \text{tr} \{H[\rho(0) - \rho(\tau)]\}$$

(S50a)
\[ S(\tau) - S(0) + \beta \omega [r_z(0) - r_z(\tau)] / 2. \]  
\[(S50b)\]

In the following, we prove the inequality [Eq. (5)]:

\[ \Sigma \tau \geq D[p_n(0)||p_n(\tau)], \]
\[(S51)\]

where \( \{p_n(t)\}_{n=1}^N \) are increasing eigenvalues of \( \rho(t) \).

Equation \((S51)\) is equivalent to

\[ \beta \omega [r_z(0) - r_z(\tau)] \geq [r(\tau) - r(0)] \ln \frac{1 + r(\tau)}{1 - r(\tau)}. \]
\[(S52)\]

For convenience, we set \( a := e^{-\tau} \in (0,1), \) \( \text{req} := \frac{\beta \omega}{2} \in (0,1), \) and \( \kappa := r_z(0)^2 + r_y(0)^2 \geq 0. \) Then, \( r(0) = \sqrt{\kappa + r_z(0)^2} \) and \( r(\tau) = \sqrt{a \kappa + |a r_z(0) + (a-1)r_{eq}|^2}. \) To prove Eq. \((S52)\), we divide into two cases of \( r(\tau) \leq r(0) \) and \( r(\tau) > r(0) \).

(a) \( r(\tau) \leq r(0) \): Setting \( f(\kappa) := [r(\tau) - r(0)] \ln \{ [1 + r(\tau)] / [1 - r(\tau)] \} \) as a function of \( \kappa \), Eq. \((S52)\) can be rewritten as

\[ f(\kappa) \leq \beta \omega [r_z(0) - r_z(\tau)]. \]
\[(S53)\]

Since \( f(\kappa) \leq 0 \), we need only consider the \( r_z(0) < r_z(\tau) \) case. To prove Eq. \((S53)\), we first prove that \( f(\kappa) \) is a decreasing function. Specifically, we show that \( df(\kappa)/d\kappa \leq 0 \). Taking the derivative of \( f(\kappa) \) with respect to \( \kappa \), we obtain

\[ \frac{d}{d\kappa} f(\kappa) = \frac{ar(0) - r(\tau)}{r(0)} \ln \frac{1 + r(\tau)}{1 - r(\tau)} + \frac{2a[r(\tau) - r(0)]}{1 - r(\tau)^2}, \]
\[(S54)\]

If \( ar(0) - r(\tau) \leq 0 \), then \( df(\kappa)/d\kappa \leq 0 \). If \( ar(0) - r(\tau) > 0 \), then we apply the inequality

\[ \ln \frac{1 + r(\tau)}{1 - r(\tau)} \leq \frac{2r(\tau)}{1 - r(\tau)^2} \]
\[(S55)\]

to Eq. \((S54)\), which gives

\[ \frac{d}{d\kappa} f(\kappa) \leq \frac{2r(\tau)[ar(0) - r(\tau)] + 2a[r(\tau) - r(0)]}{r(0)[1 - r(\tau)^2]} \]
\[(S56a)\]

\[ = \frac{2r(\tau)[ar(0) - r(\tau)] + 2ar(0)[r(\tau) - r(0)]}{r(0)[1 - r(\tau)^2]}. \]
\[(S56b)\]

Since \( r(\tau) \leq r(0) \) and \( ar(0) - r(\tau) \leq a[r(0) - r(\tau)] \), we can readily obtain \( 2r(\tau)[ar(0) - r(\tau)] + 2ar(0)[r(\tau) - r(0)] \leq 0 \), or equivalently, \( df(\kappa)/d\kappa \leq 0 \).

From \( r_z(0) < ar_z(0) + (a-1)r_{eq} = r_z(\tau) \), \( r_z(0) + r_{eq} < 0 \) is obtained. In addition, from \( r(0)^2 = \kappa + r_z(0)^2 \geq a \kappa + |a r_z(0) + (a-1)r_{eq}|^2 = r(\tau)^2 \), we can derive

\[ \kappa \geq \max \{0, [r_{eq} + r_z(0)][(1-a)r_{eq} - (1+a)r_z(0)]\} = 0. \]
\[(S57)\]

Since \( f(\kappa) \) is a decreasing function, we have \( f(\kappa) \leq f(0) \), which is equivalent to

\[ f(\kappa) \leq |r_z(\tau) - r_z(0)| \ln \frac{1 + |r_z(\tau)|}{1 - |r_z(\tau)|}, \]
\[(S58a)\]

\[ = |r_z(0) - r_z(\tau)| \ln \frac{1 + |r_z(\tau)|}{1 - |r_z(\tau)|}. \]
\[(S58b)\]

Here, we have used \( r_z(0) < 0 \) and \( r_z(\tau) = ar_z(0) + (a-1)r_{eq} \leq 0. \) Since \( |r_z(\tau)| = (1-a)r_{eq} - ar_z(0) \geq r_{eq} \) and \( \ln[(1 + x)/(1 - x)] \) is an increasing function of \( x \in [0,1] \), we further obtain

\[ f(\kappa) \leq |r_z(0) - r_z(\tau)| \ln \frac{1 + r_{eq}}{1 - r_{eq}} = \beta \omega [r_z(0) - r_z(\tau)], \]
\[(S59)\]

which is exactly Eq. \((S53)\).
(b) $r(\tau) > r(0)$: The condition $r(\tau) > r(0)$ is equivalent to
\[
0 \leq \kappa \leq (r_z(0) + r_{eq})[(1 - a)r_{eq} - (a + 1)r_z(0)], \tag{S60}
\]
from which we can derive $r_z(0) + r_{eq} \geq 0$. Consequently, $r_z(0) - r_z(\tau) = (1 - a)[r_z(0) + r_{eq}] \geq 0$. Therefore, Eq. (S52) can be rewritten as
\[
\beta\omega \geq \frac{r(\tau) - r(0)}{r_z(0) - r_z(\tau)} \ln \frac{1 + r(\tau)}{1 - r(\tau)} =: g(a). \tag{S61}
\]
To prove this, we first show that $g(a)$ is a decreasing function with respect to $a$. Specifically, we prove that $g_1(a) := \ln \left(\frac{1 + r(\tau)}{1 - r(\tau)}\right)$ and $g_2(a) := \frac{r(\tau) - r(0)}{r_z(0) - r_z(\tau)}$ are decreasing functions with respect to $a$. Noting that
\[
\frac{d}{da} r(\tau) = \frac{\kappa + 2[ar_z(0) + (a - 1)r_{eq}]r_z(0) + r_{eq}}{2r(\tau)} \leq \frac{(a - 1)[r_z(0) + r_{eq}]^2}{2r(\tau)} \leq 0, \tag{S62a}
\]
the monotonicity of $g_1(a)$ can be verified as
\[
\frac{d}{da} g_1(a) = \frac{2}{1 - r(\tau)^2} \frac{dr(\tau)}{da} \leq 0. \tag{S63}
\]
Taking the derivative of $g_2(a)$ with respect to $a$, we have
\[
\frac{d}{da} g_2(a) = \frac{c - 2r(0)r(\tau)}{2(1 - a)^2[r_{eq} + r_z(0)]r(\tau)} \tag{S64}
\]
where, $c := (a + 1)\kappa + 2r_z(0)[ar_z(0) + (a - 1)r_{eq}]$. If $c \leq 2r(0)r(\tau)$, then $d g_2(a)/da \leq 0$ is immediately obtained. If $c > 2r(0)r(\tau)$, then we have
\[
\frac{d}{da} g_2(a) = \frac{\kappa - 4r(0)^2r(\tau)^2}{2(1 - a)^2r(\tau)[c + 2r(0)r(\tau)]r_{eq} + r_z(0)]} \tag{S65a}
\]
\[
= \frac{\kappa - 4r(0)^2r(\tau)^2}{2r(\tau)[c + 2r(0)r(\tau)]r_{eq} + r_z(0)]} \tag{S65b}
\]
Since $\kappa \leq [r_z(0) + r_{eq}][(1 - a)r_{eq} - (a + 1)r_z(0)]$ and $r_{eq} + r_z(0) \geq 0$, we can easily derive that $\kappa \leq 4r_{eq}[r_{eq} + r_z(0)]$. Consequently, we obtain $d g_2(a)/da \leq 0$.

Next, from Eq. (S60), the possible range of $a$ can be obtained as
\[
0 \leq a \leq \frac{r_{eq} - r_z(0)}{r_{eq} + r_z(0)} - \frac{\kappa}{[r_{eq} + r_z(0)]^2}. \tag{S66}
\]
Since $g(a)$ is a decreasing function, we obtain $g(a) \leq g(0)$, which is equivalent to
\[
\frac{r(\tau) - r(0)}{r_z(0) - r_z(\tau)} \ln \frac{1 + r(\tau)}{1 - r(\tau)} \leq \frac{r_{eq} - r(0)}{r_z(0) + r_{eq}} \ln \frac{1 + r_{eq}}{1 - r_{eq}} \tag{S67a}
\]
\[
\leq \ln \frac{1 + r_{eq}}{1 - r_{eq}} = \beta\omega. \tag{S67b}
\]
Here, we have used $r_{eq} - r(0) \leq r_z(0) + r_{eq}$.

Numerical verification of the bound is shown in Fig. S1.
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FIG. S1. Numerical illustration of Eq. (5) in the two-level atom. (a) The irreversible entropy production $\Sigma_\tau$ and the lower-bound $S_E$ are plotted as functions of time $\tau$. Parameters are fixed as $\omega = 0.5$, $\beta = 0.5$, $\gamma = 0.01$, and the initial density matrix is $\rho(0) = (I - 0.8\sigma_z)/2$. (b) Random verification of the bound. The dashed line depicts the upper-bound of the ratio $S_E/\Sigma_\tau$. Each circle represents the ratio $S_E/\Sigma_\tau$ calculated with a random initial density matrix and $\tau \in [10^0, 10^3]$. 