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Abstract
This study analyses the determinants of the technical efficiency performance for Southern African Power Pool (SAPP) power utilities in the period 1998-2009, excluding South Africa’s Eskom. The study formulated an explicit model for technical inefficiency by considering the vertical structure of the utilities and the definition of the product, considering the specific characteristics of this sample. It was found that the most significant improvement in the average efficiency of the sample occurred from 2000 to 2002, coinciding with the first SAPP Energy Plan of 2001. Density in consumption, control of corruption and load factor also contributed to the different levels of efficiency. The results provided a new empirical evidence that can be useful for the design of energy policy and incentive regulation.
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- Density and load factor contribute to explain efficiency levels
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1. Introduction

The countries of sub-Saharan Africa have generally been behind other regions of the world in terms of power sector infrastructure and performance. They have low rates of electrification, considering that less than 30% of the population has access to electricity, compared with about 65% in South Asia and more than 90% in East Asia [1]. Moreover, the average consumption of electricity per capita is just 124 kWh if South Africa is excluded; by contrast, the annual average consumption per capita in the developing world is 1 155 kWh and 10 198 kWh [1].

Most African countries have small, isolated economies and, in order to promote economic integration enabling industries to benefit from economies of scale, the development of physical infrastructure is necessary. Further, deficient power infrastructure and operational inefficiency of electric utilities hinder economic growth through their negative effect on the productivity of utilities. Infrastructure accounts for 30–60% of the effect of investment on productivity in most countries of Sub-Saharan Africa. In half of the countries, the power sector accounted for 40–80% of this effect [2].

One of the priorities of African policy makers is the funding of investments to link up the continent’s power grid. The strategy has focused on the creation of different regional power pools [4]. This work highlights the expected benefits from power pools, which include reduction of capital and operating costs through coordination among utilities, optimisation of generation resources, improved power system reliability with reserve sharing, enhanced security of supply, improved investment climate through pooling risks, coordination of generation and transmission expansion, increase in inter-country electricity exchanges, and the development of regional markets for electricity.

Currently, there are five power pools in Africa in various stages of development [5]. The SAPP is the most advanced in terms of power trade, with 28 bilateral contracts already signed among the member countries and with an active role played by the short-term electricity market since 2001 and by the day-ahead market since 2009 [5]. Institutional setup and market rules and regulations have been already implemented, but there are other factors influencing the poor performance of electric utilities in Africa. It has been argued that sub-Saharan African reforms have largely targeted the easiest part of the problem: addition of new capacity, rather than the transmission and distribution sides of the electricity industry [6].

Performance analysis has emerged as a powerful tool to assess the structure of the electricity and network industries and to help utilities and regulators to analyse the productivity and efficiency determinants. Although there have been several studies concerning these issues in the electricity industry, relatively little work has been conducted on the efficiency of electricity in African countries, as shown by [8] and [9]. Research showed that only two works have estimated the performance of SAPP utilities [10, 11]. The first of these [10] analysed the efficiency levels and the evolution of total factor productivity of 12 electricity operators of the SAPP using data envelopment analysis (DEA) techniques, for 1998–2005. In this first attempt of measuring the power pool performance, relatively low levels of efficiency were found, especially in single output models. Depending on the output definition, average technical efficiency (TE) under variable returns of scale (VRS) varied between 69% and 74% in 1998 and between 67% and 78% in 2005. When two outputs were considered, the average TE under VRS was 88% in 1998 and 87% in 2005. It was concluded that no significant improvements had been observed on technical efficiency and no catching up effect was found. However, technological opportunities had been better utilised over the period considered in the analysis, which showed technological improvements.

The other study [11] investigated the convergence pattern of TE of the SAPP utilities during 2003–2010, by means of several convergence approaches. To feed those convergence models, TEs were estimated through parametric and non-parametric techniques. On average, DEA-TE varied between 66% under constant returns of scale and 75% under VRS, whereas stochastic frontier analysis (SFA) TE was 71%. It was, therefore, found that average efficiency level scores occurred close to those found by the first study [10] for single output models. These average TE levels were again relatively low, and it is possible to reduce equi-proportionately all inputs by 34%-25% (depending on the model), keeping output constant. Regarding the TE convergence levels, it was concluded that, taken as a whole, TE diverged among the utilities operating in the power pool.
In this context, the present study revisited the electric utilities’ efficiency in the SAPP with three main goals. The first was to analyse how the efficiency results could be affected by a bad specification of the model in relation with the output definition and with the sample selection. This fact could induce incorrect energy policy implications. The second goal is to assess the technical efficiency levels and its evolution for the SAPP utilities in 1998-2009. Finally, the study identified the main variables that contribute to explain technical inefficiency by focusing on technical, economic and institutional factors.

2. Methodology
Taking into account the results of the pioneering works in the sector that are summarised in [12], certain classic drivers of efficiency were analysed, such as load factor or density in consumption [13, 14] while other less-frequent factors such as transmission losses [15] and corruption were also considered. The utilities’ technical efficiency in the period 1998-2009 was evaluated following [16] within a fixed effect model (FEM) framework [17, 18]. This methodology has been applied in some empirical papers [including 19, 20, 21]. The model consists of two equations: the first allows an estimation of the inefficiency level of firms by characterising the technology (frontier); the second contains a set of explanatory variables associated with a utility’s technical inefficiency. The variables of the second equation are also called contextual variables [22, 23], which, in the present study, are treated as inefficiency determinants that could be under the control of utilities or not. The model was estimated by using a panel data [24] instead of a pool within a FEM by introducing specific firm dummy variables to capture unobservable heterogeneity. Thus, the estimated coefficients will not be biased if there is heterogeneity among utilities, because it is explicitly considered in the model.

A distance function was used instead of a production function, as it has certain advantages. Distance functions describe a multi-output production function, as it has certain advantages. Distance functions describe a multi-output production technology without making behavioural assumptions such as cost minimisation or profit maximisation. This is especially suitable for regulated industries. In fact, it has been used to measure efficiency and/or productivity changes in electricity utilities [13, 14, 15] and in other regulated infrastructure services: among others this includes: gas distribution [21], railways [25], airports [26], ports [27]. Moreover, another advantage of distance functions is that input and output prices are not necessary. This study followed an input-oriented approach to represent the behaviour of companies to meet an exogenous demand [28, 29], as it best represented the electricity public service provision.

The input distance function characterises the production technology by considering the maximum proportional contraction of the input vector for a given output vector. The empirical estimation of a parametric distance function requires the definition of an appropriate functional form that should be flexible, easy to calculate, and must allow for the imposition of the homogeneity condition. The translogarithmic functional form meets these conditions.

Two equations for the model were derived. Equation 1 represented stochastic translogarithmic input distance function:

\[ -\ln(x_{it}) = \alpha_i + \sum_{j=1}^{n} \beta_{ij} \ln y_{ij} + \frac{1}{2} \sum_{j=1}^{n} \sigma_{ij} \ln y_{ij} + \sum_{j=1}^{m} \gamma_{ij} \ln x_{ij} + \sum_{j=1}^{m} \rho_{ij} \ln y_{ij} + \sum_{j=1}^{m} \lambda_j D_j + v_{it} - u_{it}; \]

with \( x_i^* = x_i / x_{it} \)

where \( y \) is a vector of \( m \) outputs; \( x \) is a vector of \( n \) inputs; \( i \) relates to the \( i^{th} \) firm; \( \alpha, \beta, \gamma, \rho, \sigma, \lambda \) are the coefficients to be estimated; \( D_i \) is a dummy variable for the distribution company \( i \) to capture unobservable heterogeneity; \( v_{it} \) is a symmetrical error term, i.e., \( N^* \sim (0, \sigma^2) \), has a zero average that represents the random variables that cannot be controlled by the firm; and \( u_{it} \) is a one-sided negative error term, \( i.i.d. N \sim (\theta, \sigma^2) \), that measures the technical inefficiency that is distributed independently of \( v_{it} \). The \( v_{it} \) therefore becomes a random term, while \( u_{it} \) represents inefficiency. Equation 2 allows the modelling of the effects of technical inefficiency, \( u_{it} \), as a function of the utility-specific variables (contextual variables) which are considered to be potential drivers of electricity distributor’s efficiency.

\[ u_{it} = Z_{it} \delta + W_{it} \]

with \( i = 1, 2, ...; N \); \( t = 1, 2, ..., T \)

where \( Z_{it} \) is a vector of firm-specific variables, and \( \delta \) the parameter vector to be estimated. The error term in Equation 2, \( W_{it} \), is a random variable obtained from the truncation of a normal distribution, where \( (-2\pi \sigma^2)^{1/2} \) is the point of truncation. The system formed by the two equations was estimated by maximum likelihood.

2.1 Background
It was first necessary to determine a proper sample to study technical efficiency, which required the exclusion of one of the utilities. Secondly, several variables that allow a proper study of the vertical structure of the utilities was proposed. Finally, some variables that allow to study the sources of inefficiency in details were determined.
There are primarily five power pools in Africa: the Central Africa Power Pool (CAPP); the Comité Maghrébin de l’Electricité (COMELEC); the Eastern Africa Power Pool (EAPP); SAPP; and the West Africa Power Pool (WAPP). A 2011 report about regional power status in African Power Pools [5] showed that electricity traded was less than 1% for CAPP and for EAPP and approximately 7% for COMELEC, SAPP and WAPP. The same report indicated that institutional set up and market rules and regulations had already been implemented in the SAPP, were being implemented in the WAPP, and were under design in EAPP. However, CAPP and COMELEC have still to develop their power market institutions and rules. About half of the countries now have an independent electricity regulator.

The SAPP was created by the Southern African Development Community (SADC) in 1995. The SADC includes 12 countries on the mainland African region, namely: Angola, Botswana, the Democratic Republic of Congo (DRC), Lesotho, Madagascar, Malawi, Mozambique, Namibia, South Africa, Swaziland, Tanzania, Zambia and Zimbabwe. The SAPP coordinates the planning and operation of the electric power system among member utilities and provides a forum for regional solutions to electric problems. Power consumption by SAPP member countries was estimated at 260 081 GWh. South Africa represented 84% of total consumption, Zambia 4% and Zimbabwe 3% and the other countries a total of about 1%. The SAPP installed capacity reached 56 000 MW in 2010, with South Africa representing 82.5% of the capacity available. Coal represented the greatest part of the generation mix with 39 666 MW (73%), followed by hydropower with 9 474 MW (17%), distillate with 2 639 MW (5%), nuclear with 1 930 MW (4%), and natural gas with 646 MW (1%).

Exports from South Africa reached 13 754 GWh and imports 10 047 GWh in 2010. The country is, by far, the greatest exporter of electricity, followed by DRC with 871 GWh. Botswana and Mozambique import nearly all their consumption, while Namibia imports 67% (2 462 GWh). This implied that the region was dominated by the state-owned utility of South Africa, Eskom. While most countries relied on hydro sources, a significant role of Eskom as a supplier implied that the main source of energy for many of the smaller countries was thermal. Net imports within the SAPP represented 7% of total generation and the day-ahead market was already active. However, the development of the regional trade is constrained by transmission congestion within the transit countries (Zimbabwe and Mozambique) and at interconnection level (Zimbabwe-Zambia-Botswana-Namibia).

This study considered a data set of a balanced panel of 11 national utilities belonging to SAPP for a 12-year period (1998-2009): Botswana Power Corporation (BPC), Electricidade de Mocambique (EDM), Angola’s Empresa Nacional de Electricidade, Electricity Supply Commission of Malawi, Lesotho Electricity Corporation, Namibia’s NamPower; Swaziland Electricity Board, the DRC’s Société Nationale d’Electricité (SNEL); Tanzania Electric Supply Company (TANESCO); Zimbabwe Electricity Supply Authority, and Zambia Electricity Supply Corporation.

Eskom was excluded from the sample for several reasons. Firstly, inclusion would give unrealistic results and associated convergence difficulties, likely caused by large differences in scale between values of Eskom and other utilities in the pool; e.g., sales and generation figures for Eskom in 2009 were respectively 448 and 808 times those of the smallest utility, and more than 22 times the second biggest. These differences were larger in terms of customers: almost eight times the second biggest in the pool and 1 294 times the smallest. The dominance of Eskom in SAPP generation could not be considered as a homogeneous observation, but an outlier. The second reason was that ’in SFA, outliers may distort the estimation curvature and also increase the magnitude of the idiosyncratic error term, thus influencing average efficiency estimates in the sample’ [30]. The exclusion of Eskom, therefore, allowed sensible results.

2.2 Data and variables

The variables in Equation 1 are those associated with the technological frontier (mainly the output and the input). Contextual variables in Equation 2 are the ones that might influence the levels of efficiency. Regarding the technological frontier, the vertical structure of the utility is important in defining inputs and outputs [31]. For example, the estimated degree of economies of scale and that of vertical integration decrease slightly when there is an increase in the degree of detail in how production is described. Therefore, the manner in which the production process is seen when analysing data has an impact on the policy conclusions.

All the utilities considered are vertically integrated, i.e., they generate and distribute electricity to final consumers. Therefore, given the multi-stage characteristic of electric utilities, one output for each stage is considered: generation (GWh) and customers (number of customers). Figure 1 explains the production process where generation is used either to feed an own market or to deliver to other electricity distribution firms through the network. On the second stage, the distribution process is independent of the origin of electricity. Thus, a firm distributes all the energy that is obtained independently of its origin.
Two main inputs involved in electricity generation and distribution were considered: capital and labour, measured by physical units. Labour is common to generation and distribution and measured as number of workers. One measurement was, however, considered for capital and the other for distribution, taking into account the different levels of vertical integration and the characteristics of each firm. Installed capacity (MW) was used as a proxy for capital in the generation stage. As [8] points out, this is a common practice in literature [32, 33, 34]. There was, however, no similar variable for the distribution stage, so maximum demand (MW) was used as a proxy for capital in this stage. This variable is associated with the size of networks and the transformation capacity. Finally, purchased power was not included as an input in the model [35, 36, 37, 33]. Thus, both the operating and maintenance activities of generation and distribution stages were considered, regardless of whether the electricity was own-generated or not. This is because considering it or not does not affect the analysis of the production process of distributing electricity. When speaking about costs, what is considered are the technical, maintenance and others costs of electricity circulation that are not affected by purchase management. When considering cost functions, this is a way to avoid double accounting of generation costs [34, 33]. Two complete analyses of the variables that represent major cost drivers in electricity industry have been offered in the literature [8, 32].

Table 1 presents a summary of the main characteristics of the current structure of the utilities. Those in the sample have similar sizes, the largest of which was about 2.5 times bigger than the average for the variables measuring the product (Table 1, rows 3-5). This meant that companies were comparable. On the other hand, all were vertically integrated, but in different degree (Table 1, last row); i.e., some were more specialised in the product of one phase, some in that of the other. This provided an adequate variability for estimation. Additionally, a set of possible contextual variables was included to explain efficiency. These were the components of $u_i$ in Equation 2, which allowed modelling the effects of technical inefficiency as a function of the utility-specific variables considered, which may influence efficiency. Different models were tested and the best one included: time trend and natural log of density; load factor; country control of corruption index; and transmission losses.

$$U_i = d_1(\ln \text{Density}_{it}) + d_2(\ln \text{Load factor}_{it}) + d_3(\ln \text{Country control of corruption index}_{it}) + d_4(\ln \text{Transmission losses}_{it}) + d_5(\text{time}_{it}) + W_{it}$$

With $i = 1, 2, ..., N; t = 1, 2, ..., T$ (3)

Consumption per capita was considered to account for certain territorial characteristics of utilities. This variable was named as density in consumption, reflecting the spread of demand among the connection points that were regarded as major efficiency driver. The maintenance cost per customer was lower in higher density networks. It was therefore expected that a higher customer density would lead to a more efficient situation. On the other hand, the load factor was measured by divid-
### Table 1. Southern Africa Power Pool’s utilities, general information. Average values (1998-2009).

| Firm            | Units          | BPC     | EdM     | ENE     | ESCOM   | LEC     | NamPower | SEB     | SNEL    | TANESCO | ZESA    | ZESCO   | Sample |
|-----------------|----------------|---------|---------|---------|---------|---------|----------|---------|---------|---------|---------|---------|---------|---------|
| Country         | Sales (distributed energy) GWh | 2 295   | 1 257   | 1 792   | 1 025   | 368     | 2 612    | 822     | 4 610   | 2 470   | 10 120  | 7 751   | 3 193   |
|                 | Generation GWh | 850     | 240     | 2 495   | 2 317   | 411     | 1 406    | 162     | 6 193   | 3 571   | 8 004   | 8 923   | 3 044   |
|                 | Customers Number | 133 351 | 329 854 | 125 905 | 128 435 | 39 062  | 2 868    | 51 285  | 333 503 | 506 104 | 532 854 | 296 620 | 225 376 |
|                 | Installed capacity MW | 132     | 237     | 795     | 658     | 70      | 393      | 54      | 2 422   | 777     | 1 992   | 1 684   | 804     |
|                 | Employees Number | 1 961   | 3 013   | 3 570   | 3 122   | 893     | 860      | 696     | 5 940   | 5 554   | 6 249   | 3 839   | 3 179   |
|                 | Maximum demand MW | 391     | 299     | 410     | 379     | 93      | 391      | 173     | 973     | 532     | 1 963   | 1 280   | 612     |
|                 | Transmission system losses % | 8.80    | 13.29   | 19.54   | 17.78   | 16.18   | 8.50     | 14.45   | 7.24    | 19.79   | 10.07   | 4.18    | 12.52   |
|                 | Regulatory quality None | 3.12    | 2.11    | 1.12    | 1.70    | 1.97    | 2.70     | 2.00    | 0.81    | 2.09    | 0.70    | 2.03    | 1.89    |
|                 | Control of corruption None | 3.37    | 2.02    | 1.17    | 1.55    | 2.39    | 2.78     | 2.21    | 1.05    | 1.82    | 1.32    | 1.75    | 1.99    |
|                 | Density GW/ customers 0.02 | 0.00    | 0.01    | 0.01    | 0.01    | 0.91    | 0.02     | 0.01    | 0.00    | 0.02    | 0.03    | 0.10    |
|                 | Load factor None | 0.68    | 0.49    | 0.50    | 0.50    | 0.45    | 0.75     | 0.54    | 0.54    | 0.53    | 0.59    | 0.69    | 0.57    |
|                 | Prod/sales None | 0.37    | 0.19    | 1.39    | 2.26    | 1.12    | 0.54     | 0.20    | 1.34    | 1.45    | 0.79    | 1.15    | 0.95    |

*BPC = Botswana Power Corporation, EdM = Electricidade de Mocambique, ENE = Angola’s Empresa Nacional de Electricidade, ESCOM = Electricity Supply Commission of Malawi, LEC = Lesotho Electricity Corporation, SEB = Swaziland Electricity Board, DRC = The Democratic Republic of Congo, SNEL = Société Nationale d’Electricité, TANESCO = Tanzania Electric Supply Company, ZESA = Zimbabwe Electricity Supply Authority, ZESCO = Zambia Electricity Supply Corporation.*
ing sales by maximum demand. It was also expected that a greater utilisation of installed capacity would contribute positively to efficiency.

Finally, two contextual variables that might be important in the context of sub-Saharan Africa were added: transmission losses and control of corruption. Transmission losses take into account that infrastructure problems affect not only generation capacity but also transmission networks. It is assumed that, if the networks are congested, major transmission losses would occur. For corruption, the corruption index constructed by the Worldwide Governance Indicators project was used. This is one of the aggregate indicators of six broad dimensions of governance (voice and accountability, political stability, legal effectiveness, regulatory quality, rule of law, control of corruption) constructed by the Worldwide Governance Indicators project. The six aggregate indicators are based on 30 underlying data sources reporting the perceptions of governance of a large number of survey respondents and expert assessments worldwide. Details on the underlying data and indicators can be found in [38]. These indicators reflect perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption, as well as 'capture' of the state by elites and private interests. It was expected that higher country corruption control levels lead to higher efficiency. Table 2 shows the descriptive statistics.

3. Results and discussion
3.1. Empirical results and hypothesis tests
Table 3 shows the estimated maximum likelihood parameters of the distance function and the inefficiency effect model. It shows that all the first order parameters were statistically significant and had the correct sign. Thus, the estimated distance function complied with all the expected theoretical properties. The conditions of regularity were satisfied at the sample mean, implying that the input-oriented distance function was non-decreasing and concave with respect to inputs and non-increasing and quasi-concave in outputs.

The variables were calculated from deviations in their geometric averages, therefore the first order coefficients (see from second to fifth rows in Table 3) are the estimations of the elasticities in the sample mean. Moreover, the variance parameters, sigma-squared and gamma, were statistically significant at a 5% level and the estimated value of parameter gamma was 0.9987. This showed that the effects associated with the inefficiency were more significant than those related to the statistical noise. Hypotheses tests were applied regarding the restrictions placed on the functional form of the distance function to justify the methodology adopted. The results of these tests are given in Table 4.

All tests were performed with respect to the unrestricted translog model [39, 40]. The first step was to test whether a Cobb–Douglas specification was an adequate representation of the technology and, as Table 4 shows, the null hypothesis was rejected (see first row). Secondly, it was tested whether the utility dummy, which captures the specific effect, was zero. Again, the null hypothesis was rejected (see second row in Table 4).

| Table 2: Summary statistics for the full sample (1998-2009). |
|-------------------------------------------------------------|
| **Variable** | **Mean** | **Maximum** | **Minimum** | **Standard deviation** |
|----------------|----------|-------------|-------------|------------------------|
| Outputs | | | | |
| Generation | 3 044 | 10 156 | 12.5 | 3 160.14 |
| Customers | 225 376 | 671 110 | 2 219 | 189 661.36 |
| Inputs | | | | |
| Installed capacity | 804 | 2 442 | 50 | 814.12 |
| Employees | 3 179 | 7 128 | 345 | 2 055.87 |
| Maximum demand | 612 | 2 069 | 69 | 555.21 |
| Utility-specific variables | | | | |
| Transmission system losses | 12.52 | 29.00 | 2.70 | 7.20 |
| Regulatory quality | 1.89 | 3.29 | 0.09 | 0.74 |
| Control of corruption | 1.99 | 3.76 | 0.60 | 0.69 |
| Density | 0.10 | 1.30 | 0.00 | 0.27 |
| Load factor | 0.57 | 0.93 | 0.37 | 0.11 |
| Time trend | 6.50 | 12.00 | 1.00 | 3.47 |
### Table 3: Maximum likelihood estimates of the Stochastic distance frontier model.

| Variable                                      | Coefficient | Stand.-error | t-ratio |
|-----------------------------------------------|-------------|--------------|---------|
| **Stochastic distance frontier model**        |             |              |         |
| Constant                                      | -0.1237     | 0.0345       | -3.5795 |
| Generation                                    | -0.1759     | 0.0238       | -7.3788 |
| Customer                                      | -0.3442     | 0.0236       | -14.5638|
| Labour                                        | 0.3389      | 0.0472       | 7.1714  |
| Installed capacity                            | 0.3760      | 0.0467       | 8.0441  |
| Max                                           | 0.2840      | 0.0317       | 8.9714  |
| Generation x generation                       | -0.0714     | 0.0120       | -5.9763 |
| Customer x customer                           | -0.1148     | 0.0131       | -8.7782 |
| Generation x customer                         | 0.0553      | 0.0151       | 3.6572  |
| Labor x labour                                | -0.0927     | 0.0479       | -1.9361 |
| Installed capacity sq                         | -0.2300     | 0.0402       | -5.7117 |
| Max demand x maximum demand                   | -0.0845     | 0.0402       | -2.1024 |
| Labour x installed capacity                   | 0.1350      | 0.0768       | 1.7613  |
| Labour x maximum demand                       | -0.0189     | 0.0311       | -0.6068 |
| Installed capacity x maximum demand           | 0.1340      | 0.0202       | 6.6459  |
| Labour x generation                           | 0.0177      | 0.0344       | 0.5142  |
| Labour x customer                             | 0.1398      | 0.0323       | 4.3305  |
| Installed capacity x generation                | -0.0033     | 0.0213       | -1.5407 |
| Installed capacity x customer                  | -0.1560     | 0.0189       | -8.2812 |
| Maximum demand x generation                   | -0.0365     | 0.0210       | -1.7425 |
| Maximum demand x customer                      | 0.0147      | 0.0202       | 0.7278  |
| D2                                            | 0.7513      | 0.0554       | 13.5545 |
| D3                                            | -0.1569     | 0.0487       | -3.2210 |
| D4                                            | 1.3120      | 0.0642       | 20.4451 |
| D5                                            | 0.5357      | 0.0319       | 16.8182 |
| D6                                            | 0.7495      | 0.0859       | 8.7262  |
| D7                                            | -0.4644     | 0.1431       | -3.2461 |
| D8                                            | 1.2449      | 0.0658       | 18.9191 |
| D9                                            | 0.4008      | 0.0475       | 8.4364  |
| D10                                           | 0.0246      | 0.0400       | 0.6159  |
| D11                                           | -0.0840     | 0.0433       | -1.9421 |
| **Inefficient effects model**                 |             |              |         |
| Density                                       | -0.0526     | 0.0140       | -3.7669 |
| Load factor                                   | -0.1426     | 0.0813       | -1.7534 |
| Corruption                                    | -0.1006     | 0.0326       | -3.0861 |
| Transmission losses                           | -0.0237     | 0.0189       | -1.2503 |
| T (time trend)                                | -0.0243     | 0.0040       | -6.1426 |
| **Variance parameters**                       |             |              |         |
| \( \sigma^2 \) (sigma-squared)               | 0.0079      | 0.0005       | 16.3523 |
| \( \gamma \) (gamma)                         | 0.9988      | 0.0001       | 14094.0800 |
| Log likelihood function                       | 219.1930    |              |         |

Where: \( \sigma^2 = (\sigma^2_u + \sigma^2_v) \), \( \gamma = \sigma_u^2 / \sigma^2 \). Remember that \( \nu_i \) is a symmetrical error term, i.i.d. \( N \sim (0, \sigma^2) \), and \( \omega_i \) is a one-sided negative error term, i.i.d. \( N \sim (0, \sigma^2) \).
The remaining tests are concerned with the specification of the effects of inefficiency. Firstly, the hypothesis of the non-existence of technical efficiency in the error term was tested and rejected (see third row in Table 4). Finally, the null hypothesis that the variables included in the inefficiency effect model have no effect on the level of technical inefficiency was tested and rejected (see last row in Table 4). This meant that the explanatory variables included (as a whole) affected utilities’ efficiency (even though when taken individually some might not be significant).

The results of the inefficient model imply that the variables explain the level of inefficiency. A negative parameter means that inefficiency decreases when the value of the variable increases. The coefficients associated with density, load factor and country corruption index variables indicated that a higher density, a higher load factor and an improvement in the country corruption index contribute to reduce inefficiency. Moreover, the coefficient linked to time trend showed that electric utilities’ efficiency improved during the analysed period. Density in consumption, country corruption index and time trend were statistically significant at usual levels (95%). Meanwhile, load factor was statistically significant at 90%. On the other hand, the transmission losses parameter showed a positive sign but was not significant. In spite of this, these were not removed from the model because of the result of the tests on the joint significance of the determinants of inefficiency (see Table 2). The null hypothesis, that the variables included in the inefficiency model have no effect on technical inefficiency, was rejected. This fact indicates that the included explanatory variables jointly influence utility efficiency even though, when taken individually, some may not be significant (see Table 4).

### Table 4: Hypothesis test.

| Null hypothesis | Log likelihood ratio statistic | Critical value (chi2) | Decision (99%) |
|-----------------|-------------------------------|-----------------------|----------------|
| ∀ij=0, ψij=0 | 124.64 | 25.2 | Rejection |
| D2=...=D11 = 0 | 283.46 | 25.2 | Rejection |
| δ1=δ2=δ3=δ4=0 | 48.54 | 7.88 | Rejection |
| ψ=δ0=δ1=δ2=δ3=0 | 304.78 | 14.9 | Rejection |

ψ, γ, ψ and δ are the estimated coefficients of the translogarithmic function, Di is a dummy variable for the distribution company i (see Equation 1), δ are estimated coefficient related with the explanatory variables Z in the inefficient model (see Equation 2) and ψ = ζ2 / σ2 is a variance parameter that indicate whether the effects associated with the inefficiency were more significant than those related to the statistical noise.

3.2 The efficiency evolution

The technical efficiency of each utility by period was assessed by means of the distance function parameters. The results obtained from the average levels of efficiency for the sample as a whole showed that, from 1998 to 2009, the analysed utilities operated at 91.91% of efficiency, i.e., they might have increased by 8.09% their outputs with the same amount of inputs. The average technical efficiency score by utility during the period is shown in Figure 2.

The most efficient utilities were, in order, Nampower, BPC and ZEP (Figure 2). These values confirmed that the results were sensible because these firms were the ones that have the three highest densities and highest control corruption indices (Table 1). The least efficient utilities were TANESCO (least efficient), then EDM, then SNEL, which also had almost the lowest densities and lowest control corruption indices. The load factor control rates in Table 1 were positively correlated with levels of efficiency. This last result and that of customer’s density are very common in the literature [36, 37, 33].

Figures 2 and 3, considering together, show that those countries with higher levels of efficiency correlated with those with higher electricity consumption per capita.

Figure 4 shows the temporal average annual technical efficiency evolution of all utilities analysed. The technical efficiency levels show an ascending evolution, increasing from 86.6% in 1998 to highest level of 94.4% in 2009. Comparison between these results and those from previous studies [10, 11] shows two major differences. First, in the earlier studies, the average technical efficiency is significantly lower. The closest value corresponds to the multi-output model in [10] where a TE under VRS of 88% in 1998 and 87% in 2005 was found. Other results [11] presented great variability among companies with very low values, as it is the case of EDM, which varied around 0.25 in the SFA model. Secondly, although the analysed periods were not the same, the other two works showed some stagnation in the TE evolution. A significant improvement in the average efficiency of the sample was, however, recorded. This improvement was more pronounced from 2000 to 2002, coinciding with the first SAPP Energy Plan of 2001.
BPC = Botswana Power Corporation, EdM = Electricidade de Mocambique, ENE = Empresa Nacional de Electricidade, ESCOM = Electricity Supply Commission, LEC = Lesotho Electricity Corporation, SEB = Swaziland Electricity Board, DRC = Democratic Republic of Congo, SNEL = Société Nationale d’Electricité, TANESCO = Tanzania Electric Supply Company, ZESA = Zimbabwe Electricity Supply Authority, ZESCO = Zambia Electricity Supply Corporation.

**Figure 2**: Average technical efficiency (1998-2009).

**Figure 3**: Consumption per capita (2009) [41]

**Figure 4**: Average technical efficiency by year.
3.3 Policy implications

This paper analyses the factors that determine the TE performance of the SAPP firms in the period 1998-2009. Results could be useful for the design of energy policy by providing new empirical evidence. The vertical structure of the utilities and the definition of the product, taking into account the specific characteristics of this sample, were considered. The homogeneity of sample companies is a key factor to calculate the efficiency when using frontier techniques. The exclusion of Eskom from the sample is critical in this regard.

Although the existence of the SAPP seems to confirm an improvement in the TE of firms, there remain some outstanding issues to be analysed in depth as future fields of analysis. The first relates to which variables could be considered in the model to take into account the congestion of transmission networks. Investments in this phase of the provision of electricity are very important to break bottlenecks, as noted in the introduction above. The second issue requires focusing on institutional aspects, such as controlling corruption, and represents a promising line of study. Finally, it is necessary to dispose of a full and detailed database to perform this type of study about efficiency and productivity in the electricity industry in Africa. As other authors have stated [42]: 'One of the regulator’s tasks should be to help obtain relevant information from adequate sources for the performance of these types of studies'. One way to do that is that the obligation to submit such information could be placed with regulated firms. From our point of view, commissions or working groups of SAPP members should be encouraged. These commissions should specialise in obtaining and homogenize information of the different stages: transmission, generation, distribution, commercialization... etc. This information by country should be treated centrally to identify common elements of action to seek the efficiency of the sector as a whole.

4. Conclusions

The contribution of this study is twofold. From the theoretical perspective, it was shown that a bad specification in relation with the output definition and with the sample selection could induce incorrect energy policy implications. From the empirical perspective, the study identified the main variables that contribute to reduced technical inefficiency by focusing on technical, economic and institutional factors. These technical and institutional factors provide a rich basis for future research and development to encourage efficiency of electric utilities.
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