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In-line digital holography based on two-intensity measurements [Zhang et al. Opt. Lett. 29, 1787 (2004)], is modified by introducing a $\pi$ shifting in the reference phase. Such an improvement avoids the assumption that the object beam must be much weaker than the reference beam in strength and results in a simplified experimental implementation. Computer simulations and optical experiments are carried out to validate the method, which we refer to as position-phase-shifting digital holography. © 2008 Optical Society of America

OCIS codes: 090.1760, 100.3010.

1. Introduction

In digital holography (DH), the hologram is digitized and the object wavefront is numerically reconstructed by a computer. This technique has received increasing attention since a CCD camera was first used to acquire holographic data in 1994 [1]. DH can easily reconstruct the object wave at different planes by digital refocusing and direct evaluation of the phase distribution of the object wave. Recent advances in fast-speed, high-resolution optoelectronic imaging devices [e.g., CCD and complementary metal-oxide semiconductor (CMOS)] have opened up tremendous potential for the use of DH in many fields such as deformation analysis and shape measurement [2, 3], particle tracking [4], microscopy [5, 6], encryption [7], object recognition [8, 9], and data compression [10].

Initially, digital holograms were recorded using an off-axis geometry. However, due to the angle between the reference and object beams, off-axis DH does not use the available space-bandwidth product (SBP) of the CCD. To eliminate these limitations, in-line DH was developed [11–15] with methods of off-axis [11] phase retrieval [12, 13] or phase shifting [14, 15] being used for reconstruction. In the latter case, at least three stepwise phase retardation is introduced in the reference beam to remove the overlapped zero-order and conjugate images [16]. A defocused twin image may be present when calibration error exists in phase shifting [17], and this diffractive pattern degrades the quality of the reconstructed image. Error compensation algorithms such as averaging technique [15], iteration postprocess [18, 19], and frequency shifting [20] have been applied to eliminate or minimize such noise. Recently, in [21] an algorithm for reconstructing the wavefront was proposed and numerically verified. Rather than using phase-shifting holograms, this method uses two holograms, recorded at two different planes separated by a small distance perpendicular to the propagation direction, for reconstruction. In this method, the simple approximation $\exp(\imath u) \approx 1 + \imath u$ is valid when $u \ll 1$ is utilized to remove the zero-order image, and then an algebraic manipulation in the Fourier domain is used to eliminate the twin image. This idea can actually be traced back to 1951, when Bragg and Rogers [22, 23] proposed the two-holograms-subtraction method in an attempt to remove the twin image. The basic principle has recently found applications in x-ray holography [24, 25]. However, as stated, this approximation requires that the object wave should be weak in comparison to the reference, making it sensitive to noise.

In a recent paper [26], we proposed an algorithm to eliminate the weak object approximation by use of a
two-step phase shifting in the reference beam. In this paper, we present the theoretical analysis and carry out optical experiments as well as numerical simulations to demonstrate this method. Since the improvement involves shifts both in phase and in axial positions, we refer to it as position-phase-shifting digital holography (PPSDH), (used later). In Section 2, we first describe the basic principle of the algorithm. In Section 3, computer simulations are carried out to verify this method, and then in Section 4 experimental results are presented for demonstration. Conclusions are drawn in Section 5.

2. Basic Principle
The basic principle is illustrated using the schematic shown in Fig. 1. A laser beam is split into a reference beam and a beam to illuminate the object using a beam splitter (BS). The reference is reflected by a mirror and is combined with the object beam reflected from the object. The resulting interference pattern is recorded in two planes located at distances \( z \) and \( z + \Delta z \) from the object plane. These two patterns can be written in the form of

\[
I_{11}(x_1, y_1) = |r + u_1(x_1, y_1)|^2, \quad (1)
\]

\[
I_{21}(x_2, y_2) = |r + u_2(x_2, y_2)|^2, \quad (2)
\]

where \( r \) stands for the reference plane wave and \( u_1(x_1, y_1) \) and \( u_2(x_2, y_2) \) are the diffraction patterns of the object \( u_0(x_0, y_0) \) at the recording planes \( z \) and \( z + \Delta z \) from the object. These two fields can be, respectively, expressed using the Rayleigh–Sommerfeld formula \([27]\) as

\[
u_i(x_i, y_i) = \mathcal{P}\{u_0(x_0, y_0); z_i\},
\]

\[
u_i(x_i, y_i) = \frac{1}{2\pi} \int u_0(x_0, y_0) \frac{\partial}{\partial z_i} \left[ \exp[ikr_i] \right] dx_0 dy_0,
\]

where \( i = 1, 2, z_1 = z, z_2 = z + \Delta z, r_i = [x_i - x_0]^2 + (y_i - y_0)^2 + z_i^2/2, k = 2\pi/\lambda \) is the wavenumber of the light, and the operator \( \mathcal{P}\{\cdot; \Delta z\} \) stands for the propagation in free space over a distance \( \Delta z \). Introducing a phase retardation \( \pi \) in the reference beam, we obtain an additional two patterns at the two recording planes:

\[
I_{12}(x_1, y_1) = |r + u_1(x_1, y_1)|^2, \quad (4)
\]

\[
I_{22}(x_2, y_2) = |r + u_2(x_2, y_2)|^2. \quad (5)
\]

Manipulating Eqs. \([1]–[4]\) and \([2]–[5]\) and discarding some constant factors, result in two patterns:

\[
\Delta I_1(x_1, y_1) = u_1(x_1, y_1) + u_1^*(x_1, y_1), \quad (6)
\]

\[
\Delta I_2(x_2, y_2) = u_2(x_2, y_2) + u_2^*(x_2, y_2). \quad (7)
\]

We can see from these equations that the zero-order image has been removed. From Eqs. \(6\) and \(7\), we note that there is a clear relation between \( u_1^*(x_1, y_1) \) and \( u_2^*(x_2, y_2) \):

\[
u_1^*(x_1, y_1) = \mathcal{P}\{u_2^*(x_2, y_2); \Delta z\}. \quad (8)
\]

This relation can be used to cancel out the twin image. To do so, apply the propagation operator to \( \Delta I_2(x_2, y_2) \), and then subtract the resulting complex amplitude from \( \Delta I_1(x_1, y_1) \). That is,

\[
\delta I(x_1, y_1) = \Delta I_1(x_1, y_1) - \mathcal{P}\{\Delta I_2(x_2, y_2); \Delta z\}
\]

\[
= u_1(x_1, y_1) + u_1^*(x_1, y_1) - \mathcal{P}\{u_2(x_2, y_2); \Delta z\} - \mathcal{P}\{u_2^*(x_2, y_2); \Delta z\}
\]

\[
= u_1(x_1, y_1) - \mathcal{P}\{u_2(x_2, y_2); \Delta z\}
\]

\[
= u_1(x_1, y_1) - \mathcal{P}\{u_1(x_1, y_1); 2\Delta z\}. \quad (9)
\]

The last part of Eq. \(9\) holds because of the linearity of propagation: \( u_2(x_2, y_2) = \mathcal{P}\{u_1(x_1, y_1); \Delta z\} \) \([27]\). It is easy to extract \( u_1(x_1, y_1) \) from the above equation in the Fourier domain,

\[
\delta \tilde{F}(\xi, \eta) = \mathcal{U}_1(\xi, \eta)[1 - \mathcal{H}(\xi, \eta; 2\Delta z)], \quad (10)
\]

where \( \mathcal{H}(\xi, \eta; 2\Delta z) \) is the free space transfer function over a distance \( 2\Delta z \); and \( \mathcal{U}_1(\xi, \eta) \) is the Fourier transform of \( u_1(x_1, y_1) \). This equation indicates that \( \delta \tilde{F}(\xi, \eta) \), calculated directly from the recorded holograms, can be specified by the Fourier transform of the object and a transfer function \( \mathcal{H}(\xi, \eta; 2\Delta z) \), which can be numerically constructed. Therefore it is straightforward to calculate the object wavefront at the first recording plane,

\[
u_1(x_1, y_1) = \mathcal{F}^{-1}\left\{ \frac{\delta \tilde{F}(\xi, \eta)}{1 - \mathcal{H}(\xi, \eta; 2\Delta z)} \right\}. \quad (11)
\]

where \( \mathcal{F}^{-1}\{\cdot\} \) stands for the inverse Fourier transform. Then taking the inverse Fresnel transform over a distance \( -z \) of the resulting complex amplitude results in object function \( u_0(x_0, y_0) \).
3. Computer Simulation

In this section, we perform computer simulations to test the proposed method. As described in Section 2, the reconstruction involves a numerical construction transfer function \( \mathcal{H}(\xi, \eta; 2\Delta z) \), and a diffraction over a distance \( z \). Usually, \( \Delta z \) is so small that the Fresnel approximation is not valid. The Rayleigh–Sommerfeld formula should be used to evaluate the transfer function \( \mathcal{H}(\xi, \eta; 2\Delta z) \). This can be easily done by examining Eq. (3), from which we can write the impulse response in the form of

\[
h(x_0, y_0; x_i, y_i; z_i) = \frac{1}{2\pi} \frac{\partial}{\partial z_i} \left[ \frac{\exp[jkr_i]}{r_i} \right].
\] (12)

The corresponding transfer function is the Fourier transform of Eq. (12):

\[
\mathcal{H}(\xi, \eta; z_i) = \mathcal{F}\{\mathcal{H}(x_0, y_0; x_i, y_i; z_i)\}
\]

\[
= \exp\{-jkz_i[1 - (\xi\lambda)^2 - (\eta\lambda)^2]^{1/2}\}.
\] (13)

Replacing \( z_i \) with \( 2\Delta z \), we obtain \( \mathcal{H}(\xi, \eta; 2\Delta z) \). Numerically, this transfer function can be discretely evaluated as follows according to the sampling theory,

\[
\mathcal{H}(m, n; z_i) = \exp\{-jkz_i\left[1 - \frac{(\lambda m)^2}{M \delta x} - \frac{(\lambda n)^2}{N \delta y}\right]^{1/2}\},
\] (14)

for \( m = 0, 1, \ldots, M - 1 \) and \( n = 0, 1, \ldots, N - 1 \), and where \( \delta x \) and \( \delta y \) are the sampling intervals in the spatial domain, and \( M \) and \( N \) are the number of samples in \( x \) and \( y \) directions, respectively. In our case, \( \delta x \) and \( \delta y \) are the pixel sizes of the CCD camera, and \( \delta x = \delta y = 7.6 \, \mu m \). The effect of Rayleigh–Sommerfeld diffraction can then be evaluated by the method of angular spectrum propagation [28–32].

To test the proposed technique, we employ the optical system schematically shown in Fig. 2 for simulations. A three-dimensional (3D) transmission object is simulated using an image volume, which in this case consists of three real images with an adjacent separation of \( d = 20 \, \text{mm} \) as in Fig. 2. Each of these image \((512 \times 512 \, \text{pixels in size})\) is of transparent background and contains one black letter (U, C, and D, respectively) of \( 100 \times 84 \, \text{pixels in size at different locations}, \) making it convenient for illustration. The transparent background means that the transmittance in this area is unity, while the black letters have a transmittance of zero. The distance from the CCD to the nearest image plane is \( z = 100 \, \text{mm} \). We assume the illumination wavelength \( \lambda = 0.6328 \, \text{\mu m} \), and the pixel pitch of the CCD is \( \delta x = \delta y = 7.6 \, \mu m \). The object wavefronts at two recording planes \( u_1(x_1, y_1) \) and \( u_2(x_2, y_2) \) were calculated by assuming that the input plane wave is sequen-

![Fig. 2. (Color online) Schematic for computer simulations. BS, beam splitter; reference, reference beam. The object volume is used to simulate a 3D object.](image)

![Fig. 3. Simulation results of the reconstruction of the three letters at the best focus distance of (a) U, 140 mm; (b) C, 120 mm; (c) D, 100 mm from the CCD plane.](image)
tially modulated in amplitude by the three images, and then propagated over a distance \( z \) and \( z + \Delta z \), where \( \Delta z = 0.5 \text{ mm} \), respectively. In the numerical computation, the object images were embedded into a 1024 \( \times \) 1024 black window in order to accurately model the SBP of the object. The resulting complex amplitudes were then interfered with a plane reference wave of unity amplitude in the camera plane, according to Eqs. (1), (2), (4), and (5), to generate four holograms. With these holograms, it is easy to numerically reconstruct the 3D object wavefront using the proposed algorithm. Figures 3(a)–3(c) show the reconstruction of the three letters “U,” “C,” and “D” at the planes of \( z + 2d = 140, z + d = 120, \) and \( z = 100 \text{ mm} \) from the CCD. We can see that only one corresponding letter is best focused at each plane, whereas the other two appear as defocused patterns. This indicates that the 3D object is reconstructed successfully.

4. Experiment and Analysis

We also carried out an experiment to demonstrate the validation of this method. Before going into the details of the experiment, let us take some time to discuss the determination of the suitable shifting distance \( \Delta z \).

\( \Delta z \) should take values to avoid the dominator of the argument on the right-hand side in Eq. (11) becoming 0. This requires that

\[ 1 - \mathcal{H}(\xi, \eta, 2\Delta z) \neq 0. \quad (15) \]

In practice, this is numerically evaluated to make sure there are no zeros. Note that \( \mathcal{H}(\xi, \eta; 2\Delta z) \) is a pure phase distribution with unity magnitude and takes the form of Eq. (13); substitution of it into Eq. (15), therefore, requires that

\[ k2\Delta z\sqrt{1 - \lambda^2(\xi^2 + \eta^2)} \neq 2l\pi, \quad (16) \]

where \( l \in \mathbb{N} \) is any integer. After some simple algebra, this indicates that

\[ \Delta z \neq \frac{\lambda l}{2\sqrt{1 - \lambda^2(\xi^2 + \eta^2)}}. \quad (17) \]

To roughly estimate its value, we rewrite this equation in discrete form:

\[ \Delta z \neq \frac{\lambda LN8}{2\sqrt{N^2\delta^2 - \lambda^2(m^2 + n^2)}}, \quad (18) \]

in which we have chosen to set \( M = N \) and \( \delta x = \delta y = \delta \) according to the specification of the CCD camera we used. Thus we can run numerical checks before performing the deconvolution Eq. (11) to ensure stability.

The optical setup used is shown in Fig. 4. It is essentially a Mach–Zehnder interferometer, which is used to define an in-line holographic recording geometry. He–Ne laser light (wavelength \( \lambda = 0.6328 \text{ \mu m} \)) was first collimated and expanded and then passes through a linear polarizer whose polarization direction along the \( y \) axis is indicated in the figure. This beam was then divided by a BS into two paths, one of which illuminates the transmission object (a chrome-coated 10 mm \( \times \) 10 mm \( \times \) 1.55 mm soda lime glass forming a transparent pattern “optic,” flatness: better than 0.0001”, see [33]), and the other, which passing through a half-wave plate, acts as the reference beam. These two beams were then combined with the second BS, and the resulting interferograms were recorded with a CCD camera mounted onto a motorized motion stage, which was driven by Oriel Encoder Mike actuators, controlled using the 18113 Oriel Mike Control System. The CCD we used in the experiment is an IMPERX IPX-IM48, which has 1000 \( \times \) 1000 square pixels of size 7.6 \( \mu m \).

The four holograms were recorded in the following sequence: first, the phase retardation of the reference was set to be \( \phi = 0 \), and the hologram \( I_{11}(x_1, y_1) \) was recorded at Plane 1, at a distance \( z = 267 \text{ mm} \) from the object. Then setting \( \phi = \pi \), we recorded the second hologram \( I_{12}(x_1, y_1) \). Then we shifted the CCD slightly (choosing \( \Delta z = 0.1278 \text{ mm} \) according to the discussion in the previous paragraph. This value in reconstruction may be slightly different with that directly read in the control system because of the dynamic range of the translation stage) along the optical axis to the second recording plane, Plane 2, and recorded the third hologram \( I_{22}(x_2, y_2) \), retaining the \( \phi = \pi \) phase shift in the reference. Finally, the fourth hologram \( I_{21}(x_2, y_2) \) was recorded after setting the phase retardation back to be \( \phi = 0 \).

The reconstructed image from the four recorded holograms is shown in Fig. 5(a). The corresponding phase component wrapped in \([-\pi, \pi]\) is shown in Fig. 5(b). The dark area in Fig. 5(a) corresponds to the chrome background, through which no light passed during the recording processes. Note that ambiguity appears in the phase map in the chrome-coated area; this is reasonable because there is no definition of phase in the area during the recording processes, and

![Fig. 4. (Color online) Experimental setup of the proposed technique. BS, beam splitter; LP, linear polarizer.](Image)
Ambiguity may present in the reconstruction. It is also seen in the phase map that there is fluctuation in the transparent area. This can be seen much more clearly in the cross section of the phase map [marked by a dot–dash line in Fig. 5(b)] as shown in Fig. 5(c), in which the dot ellipses mark those portions. We can make a further step by numerically investigating the statistical property of the phase disturbance in the transparent patterns. The parameters of expectation, the standard deviation, maximum, and minimum values of the phase disturbance of transparent patterns “O,” “p,” “t,” “i,” and “c” are shown in Table 1. We can see from the data that the maximum variation of the phase inside the patterns is ~2.88 rad. However, expected variation of larger than 2 rad with respect to the flatness of the object has not been observed here due to the phase wrapping.

According to Eqs. (6) and (7), the applicability of the reconstruction algorithm assumes that the reference beam be a known constant distribution. This requires the reference wavefront at Planes 1 and 2 should be plane waves, as are usual DH setups. This can be obtained by careful spatial filtering and collimation. If Δz is equal to an integer multiple of λ, the phase at these two planes would theoretically have the same distribution. However, this requirement is difficult to fulfill for practical reasons. Consequently, the two plane reference wavefronts will typically have a constant phase difference. This additional propagation phase can be evaluated, since it is specified by the shifting distance Δz under the paraxial approximation. The deduction of the algorithm in this case is straightforward.

5. Conclusion

We have proposed and demonstrated the use of a phase-shifting technique in combination with the in-line digital holography based on a two-intensity measurement recently proposed in [21]. Use of this technique, which we refer to as PPSDH, eliminates the requirement that the object beam should be much weaker than the reference beam. We have experimentally validated our proposed technique. Although the technique requires four holograms for reconstruction, it needs only two steps of shifting in phase. From the point of view of the number of measurements to be done, there is no advantage of our method over classical phase shifting. Our motivation to pursue this method was not to reduce the number of measurements. Rather it was to address the accuracy of classical phase shifting methods. The accuracy of phase-shifting methods is very sensitive to the phase shifting of the reference beam over a cycle of recording [17–20]. Errors in phase shifts can lead to a situation in which the conjugate term is not fully eliminated; [21] suggested a method to eliminate the need for phase shifting of the reference beam by performing two-intensity measurements in two planes, albeit with the object beam satisfying certain criteria (weak compared to the reference beam). We have

| Table 1. Statistic Properties of the Phase Patterns (in Radians) |
|------------------|---|---|---|---|---|
|                  | O  | p  | t  | i  | c  |
| Expectation      | 3.7456 | 3.5473 | 3.5303 | 3.5168 | 3.0870 |
| Standard deviation| 0.2309 | 0.1142 | 0.1697 | 0.2691 | 0.2270 |
| Maximum          | 4.8854 | 4.3452 | 4.3246 | 4.7605 | 3.8642 |
| Minimum          | 2.7391 | 2.8933 | 2.7478 | 2.6533 | 2.0057 |
tried to generalize this method and provide an experimental validation. To do so, we have chosen to phase shift the reference beam by 180° and involve four measurements instead of the two suggested in [21]; now the method is less sensitive to phase shifts of the reference beams but is more sensitive to the accuracy of the choice of two planes and how close the reference beam is to a plane beam. In situations when it is not possible to provide accurate phase shifts of a reference beam, (e.g., when a suitable piezoelectric device is not available), our method is a better choice. Furthermore, a compact system, as shown in Fig. 1, can be used to make the recording process faster than in conventional phase-shifting DH, providing an alternative technique for the recording of some fast processes.

The techniques based on intensity measurements at two different planes also opens up a possibility for an in-line digital holograph without using phase shifting. For example, we can capture the object beam intensities, say $|u_1(x_1, y_1)|^2$ and $|u_2(x_2, y_2)|^2$, at Planes 1 and 2. Subtraction of them from the holograms, Eqs. (1) and (2), respectively, also results in Eqs. (6) and (7), although with an additional constant offset in intensity. Phase shifting, or Eqs. (4) and (5), is not necessary in this case.

It is worth noting that if perfect alignment in the DH system is not achieved, a defocused twin image would superpose on the reconstructed image; for example, see Fig. 6. In this case, numerical compensation can be used to improve the reconstruction. Such postprocessing is popular and has become a standard technique in digital interferometry [18–20] and holographic microscopy [34–36]. Currently we are working on the mechanism of the twin image generation and the corresponding compensation technique. In the future we aim to simplify the recording process further (including those discussed in the last paragraph) and apply this technique to microscopy.

G. Situ thanks the support of the Irish Research Council for Science, Engineering and Technology (IRCSET). This research is also funded by Science Foundation Ireland and Enterprise Ireland.
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