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Abstract

Objective: This work aims to develop a human fall detection method that is trained using data of routine movement of people only collected from accelerometer sensor to stay away from irregular fall detection model. This work also aims to analyze the effect of calculated features on the fall detection model. Methodology: In the proposed method, the fall detection model is built using one-class classification. At first, data of accelerometer sensor in three directions has been used to detect the fall events. Five feature vectors i.e. resultant, variance, standard deviation, Root Mean square, and Euclidean Norm have been calculated. These four features along with one class SVM have been used to build fall detection model in ways (1) Using only resultant features only (2) Using all calculated features. This model was trained using only activities of daily living (ADL) and tested on both daily living activities and fall activities. Findings: It is found that when the model was built using all calculated features, the sensitivity was 100% and specificity was 94.92% when mobile is in the pocket and; sensitivity was 100% and specificity was 93.61% when mobile is in handbag which is better than when the model was built using resultant features only. We have also studied the effect of individual features on this fall detection model and it is found that variance played a very important role to classify fall activities and ADL activities. Novelty - The proposed fall detection method is built using one-class classification so that the proposed model will be reliable to detect falls in real life. In the proposed work, the effect of features on the fall detection model is also analyzed.
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1 Introduction

Human falls are a major health issue for the elderly. Falls occur in 13% of the population over the age of 65, and 13% of this group lives alone. Falls and instability are common causes of death (1). Human falls can be defined as “to suddenly go down onto the ground or towards the ground without intending to or by accident”. Fall detection systems detect the human fall and inform the caretaker that the person has been fallen and needs immediate help. According to a WHO fact sheet on falls reviewed in September 2016, "falls are the second leading cause of accidental or unintentional injury deaths"
worldwide and each year, an estimated 424,000 people die as a result of falls around the world, with more than 80 percent of these deaths occurring in low- and middle-income countries\(^2\). Falls not only cause moderate to severe injuries to the elderly, but they also place a mental and financial burden on the elderly and their relatives. When confronted with this situation, it is critical to detect elderly falls and provide emergency assistance as soon as possible. In a nutshell, those who fall and are unable to summon help must be found and treated as soon as possible.

The fall detection market is divided into three segments. It can be divided into wearable and non-wearable sensor segments based on the various types of sensors. Wearable sensors are easy to use, lightweight, and easily portable from one place to other whereas non-wearable sensors are fitted in the room, corridor, or other outdoor areas. If we consider technology, then the system market can be divided into GPS systems, mobile phones, and sensor-based market segments. By considering end-user fall detection, the market can be segmented into home care and senior assisted living facilities.

There are many important factors of fall detection

1. The human fall detector helps to reduce the time of lying on the floor after falling. This is the key factor to reduce the severity of falls.
2. Fall detection reduces the fear of falling in the elders. They have confidence that if they fall unconsciously anytime then a message of their falling will be immediately sent to their caretaker.
3. Fall detection reduces medical expenses because fall detection reduces the severity of falls.

Fall detection can also be implemented on the Internet of Things (IoT) environment as shown in Figure 1 because sometimes fall detection algorithms are very complex and it is very costly to run fall detection algorithms in the smartphone. When we use the Internet of Things environment, accelerometer sensor data is transferred to the cloud where complex machine learning algorithms are used to analyze whether the fall event has occurred or not, and information of falling is immediately sent to the doctor, caretaker, or family members. Various methods\(^3,4\) have implemented fall detection using the internet of things.

Fall detection methods can be divided into various categories based on the different types of technologies used. According to\(^5\), falls can be divided into the following categories.

1. Wearable sensors based fall detection
2. Ambient sensors based fall detection
3. Vision-based fall detection
Various categories of human fall detection methods have been shown in Figure 2. In wearable sensor-based fall detection, sensors can be worn like a pendant, wristband, armband, etc. Various types of sensors are used in wearable fall detection technologies like accelerometers, gyroscopes, magnetometers, etc. Ambient sensor-based approaches are somewhat different from wearable sensors. Ambient sensor-based approaches use the sound detector, pressure detector, vibration detector, etc for sensing fall. Vision-based approaches are based on analyzing images or videos of a falling person. Image processing techniques are mainly used in vision-based fall detection category. Devices that are used in vision-based fall detection techniques are cameras, webcam and Microsoft Kinect cameras, etc. Vision-based techniques are considered as most non-obtrusive fall detection methods.

![Fig 2. Categories of human fall detection methods](image)

Binary classification is a classification method that divides data into two groups: positive and negative. The scenario of positive and negative classes gives rise to the concept of one-class classification. In a one-class classification, generally data of negative class is available in very less amount. As a result, the problem of one-class classification is more difficult than the problem of conventional multi-class / binary classification. Therefore, one-class classification algorithms should be expected to require a greater number of training instances than traditional multi-class classification algorithms.

One class classification method is divided into two approaches the first approach is based on the availability of training data and the second approach is based on the type of algorithm used as shown in Figure 3. Algorithms can be one-class support vector machines (OSVM) and non-one-class support vector machines (Non- OSVM). According to Shehroz S. Khan et.al., one class classification methods can be applied in various domains like text/document classification, identification of abnormal behavior of machine, disaster activity identification etc.

![Fig 3. Categories of One class classification](image)
It is relevant to the case where we have to classify whether the machine, operating normally or not. In this case, the dataset of the normal behavior of the machine is available but fault occurs very less so data of fall activities are available in very fewer numbers. Most of the time dataset of abnormal behavior of the machine is not available. In this type of case, one class classifier classifies the normal behavior of machines in one class, and behavior other than normal behavior is considered as outlier. One class classification is also known as outlier detection, novelty detection. The term one class classifier was firstly coined by Minter (1975). In a Bayes classification learning context he had been the first to use the term one class classification four decades ago and only labeled class of interest data is required. After that Moya et al. (8) formally used the term One-Class Classification in their research work. Similar ideas, such as Outlier Detection (9), Novelty Detection (10), or Concept Learning (11) were subsequently used by different researchers.

We have used one-class classification in our proposed method of fall detection because, in real-life scenarios, data of normal daily activities are easily available but data of fall activities are rarely available because fall activities in elder persons are normally not recorded or not available. Two different predictions are possible in one classification, which means an instance belongs to the studied class during training and unknown in which the instance does not seem to be part of the previous class (12). In this approach, we have considered normal daily activities as targets and, activities other than normal activities are considered as fall(outlier).

2 Literature Review

To analyze the sensor signal pattern of human fall detection, much research works have been carried out. In 2017 (13) has given the review of pervasive computing for fall detection. Methods which detect human falls automatically can be categorized as (1) Thresholding-based approaches (2) Machine Learning approaches. Thresholding-based approaches are lightweight and consume less processing time whereas machine learning approaches are very complex and need high processing time. A lot of research has been done in both areas. In thresholding-based approaches, various methods (14–18) have been proposed. Even though machine learning algorithms are very complex but using these algorithms better results have been obtained. Research papers (16), (19–26) used machine learning-based approaches for fall detection. Machine learning algorithms performed very well as compared to threshold-based methods.

Our method is based on machine learning but used one-class classifier instead of a multiclass or binary classifier. In various applications such as smart home (27,28), security (29–31), image processing (32), one classification was applied. In 2016 Kemmeler et. al (33) presented a paper "One-class classification with Gaussian processes". They used Gaussian process-based one-class classification methods GP-Reg-M and GP-Reg. But GP-Reg-M and GP-Reg. were not preferable applications anywhere because they are highly application dependent. In 2013 leng et al. (34) presented a paper that is based on the combination of one-class classification and extreme machine learning (ERM). They proposed a one-class classifier-based extreme learning machine to tackle the slow learning speed in the auto encoder neural network (ELM). The ELM was necessary because the hidden layer does not need to be tuned and final weight can be determined analytically, they concluded that extreme machine learning for a particular classification was effective.

Some fall detection methods (35–37) have employed one class classification for detecting falls. In the area of fall detection, medrano et. al (35) used one-class classification in their proposed method. They recorded a dataset of ten volunteers. They used support vector machine (SVM) and (K nearest neighbor) KNN classifiers to train the fall detection model. The particular record was classified as fall if the threshold value was less than the novelty score. They also personalized their method. Out of data of 10 persons, they train the model using one person’s data and tested that model on all other person’s data. In 2016, Medrano et al. (36) upgraded their method for detecting human falls which was based on combining the novelty detectors. In this paper, they calculated four features (i.e. dNN, Δ, vf, D) and used two combination rules which were based on probability and output labels. Instead of a single novelty detector, they combine the novelty detectors. They achieved 0.979 sensitivity and 0.967 specificity with a combination of novelty detectors and; 0.964 sensitivity and 0.955 specificity in SVM-based fall detection. In 2015 Daniela et al. presented a paper "Falls as anomalies? An experimental evaluation using smartphone accelerometer data" (37). In their experiment two publically available datasets (22,25) were used in combination with one class classification. After calculation four features i.e. raw data, magnitude, accelerometer features, local temporal patterns they evaluate 1 class KNN, 2 class KNN, 1 class SVM, and 2 class SVM. They found that 2 class SVM-based fall detection method outperformed others. They got 0.927 sensitivity 0.898 specificity in one class KNN, 0.934 sensitivity 0.936 specificity in two-class KNN method, 0.926 sensitivity 0.879 specificity in one-class SVM, and 0.961 sensitivity 0.968 specificity in two-class SVM classifiers. However, while detecting real-life falls, two classification-based fall detection results decrease substantially because in two class classification fall data which is simulated in the lab have been used for training and in one class classification only ADL data have been used for training. In 2021 sofia et al. (38) proposed wheelchair fall detection system using one-class support vector machine. Using accelerometer
and gyroscope data with ReliefF algorithm to select best features, they achieved 96% g-mean score.

3 Methodology

In the proposed method bagging-based one-class classification for fall detection has been used. In real life real fall detection data is not available and data of normal daily activities are easily available and can be easily recorded. This is the reason behind one class classification-based method. This method considers daily living activities as targets and activities other than daily activities are considered as outlier i.e. fall activities.

Dataset- In this experiment two publically available datasets have been used (a) The Mobifall dataset\(^{(39)}\) which contains simulated fall and ADL activity performed by 31 persons (17 males and 14 females). The age of persons varies from 24 to 47. These subjects perform 9 ADL activities standing, walking, jogging, jumping, stairs up, stairs down, sit chair, car step in, car step out, and four fall activities (Forward lying (FOL), Front knee lying (FKL), Back sitting chair (BSC), Sideward lying (SDL). Each person did these activities three times. They collected data from three sensors accelerometer, gyroscope, and orientation sensor. We have used only accelerometer data. This dataset does not remove the gravity component from accelerometer data. (b) Other datasets medrano et al.\(^{(35)}\) contain a wide range of daily living activities and fall activities. It is sufficient for building any suitable fall detection model. Eight different types of simulated falls were performed by participants. Falls in a laboratory environment were completed on a soft mattress. During the fall events participants carried the smartphone in their both pockets. There were 503 fall event were recorded. The ADL study was conducted in real life. For at least one week, participants had a smartphone in their pocket to record their daily behaviour. Each subject has obtained an average of 800 records of ADL activities. Each ADL or fall is turned into a recording vector, consisting of 51 values of acceleration at 50 Hz and centred at the peak, which we call in this paper. Each ADL was or fell into a 51-value vector.

Features Extraction- Five different features have been calculated on this dataset to make an effective model for fall detection.

1. Resultant- We have calculated the resultant of accelerometer values in x, y, and z directions. If acceleration in x, y, and z directions are \(A_x, A_y, A_z\) then the resultant will be

\[
A_{GT} = \sqrt{(A_x^2 + A_y^2 + A_z^2)}
\]

Thus we got a vector of 51 values of accelerometer resultant

2. Variance (var) - We have calculated variance of all 51 values. It was observed that during fall events, the resultant accelerometer value changes suddenly. Variance is an effective statistical method to measure sudden changes. The following formula has been used for calculating values.

\[
\text{var} = \frac{1}{N} \sum_{i=1}^{N} (X_i - \mu)^2
\]

\(X_i\): individual data point
\(\mu\): mean of data points
\(N\): total no of data points

3. Standard deviations(std) - Standard deviation is a useful measure that measures how much all the data is spread around the mean. It has been calculated using the following formula

\[
\text{std} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (X_i - \mu)^2}
\]

4. Root Mean Square (\(E_{\text{RMS}}\)) - Root mean square is a very important feature of accelerometer signal. It is the square root of the mean square of data items. It is also a measure of the energy contained in the signal.

\[
E_{\text{RMS}} = \sqrt{\frac{x_0^2 + x_1^2 + \ldots + x_{N-1}^2}{N}}
\]

5. Euclidean norm (En) - Norm is a function that strictly assigns positive values to each vector. Euclidean norm of the signal is the square root of the sum of the square of the discrete data value of the signal. The Euclidean norm of the n-dimensional vector is as follows

\[
||x|| = \sqrt{\sum_{i=1}^{n} x_i^2}
\]
Now we have a vector of 55 values for each ADL or fall activity vector. We have analyzed each vector of ADL or fall activity containing 55 values using one-class classification approach.

**One class classification based on bagging classifier** - In the proposed method one class classification method has been used. In one class classification, only target data is considered in one class, and data other than the target class is considered as an outlier. In this experiment, one class classifier has been used which classifies the data using a bagging classifier. A bagging predictor is a method that generates multiples predictors and finally uses them to get an aggregated vector. In this method, the dataset is divided into test set (T) and a learning set (B), and a classification tree was constructed with a learning set (B). A bootstrap sample is selected from the learning set (B) and the tree is grown using bootstrap sample and 10 fold cross-validation. We have used bag size percentage -100 and bag size 100 with seed value 100.

In this experiment, data of only ADL activities have been used to train the classifier, and ADL and fall activities have been used to test the classifier. ADL activities are considered as target and fall activities as considered as outlier. When we test the model, ADL activities are classified as targets, and fall activities are considered as unknown instances.

### 4 Results and discussion

The proposed model is tested on both datasets. In Medrano et. al. data were collected in two modes first when the mobile is in the pocket and second when the mobile is in the handbag. We build the one-class classification model in two ways. (1) Build the model using only 51 resultant values (without features). (2) Build the model using 55 values (with features).

We test the model in both types of data i.e. ADL activities and fall activities. We also test the model in the Mobifall dataset containing eight types of falls. Following are the results when we test the model on both datasets i.e. Medrano et. al. dataset and Mobifall dataset.

#### Table 1. Result when we test the model on Medrano et al. dataset

| S.No | Performance measure | When a classification model is built without features | When a classification model is built with features |
|------|---------------------|-----------------------------------------------|-----------------------------------------------|
|      |                     | When smart phone is in pocket | When smart phone is in handbag | When smart phone is in pocket | When smart phone is in handbag |
| 1    | Sensitivity         | 100.0000                        | 100.0000                        | 100.0000                        | 100.0000                        |
| 2    | Specificity         | 88.8690                         | 90.7112                         | 94.9207                         | 93.6139                         |
| 3    | Accuracy            | 89.5420                         | 92.5869                         | 95.2278                         | 94.9035                         |
| 4    | Precision           | 36.6351                         | 73.1469                         | 55.8889                         | 79.8473                         |
| 5    | F1 score            | 53.6247                         | 84.4911                         | 71.7033                         | 88.7946                         |
| 6    | G Mean              | 94.2703                         | 95.2424                         | 97.4272                         | 96.7543                         |
| 7    | Critical Success Index (CSI) | 36.6351 | 73.1469 | 55.8889 | 79.8473 |
| 8    | Matthews correlation coefficient (MCC) | 57.0590 | 81.4570 | 72.8355 | 86.4571 |
| 9    | Bookmaker Informedness (BM) | 187.8690 | 189.7112 | 193.9207 | 192.6139 |

#### Table 2. Result when we test the model on Mobifall dataset

| S.No | Activity            | Fall prediction accuracy |
|------|---------------------|--------------------------|
|      |                     | Bagging based one-class classification on the dataset without features | Bagging based one-class classification on the dataset with features |
| 1    | Forward lying (FOL) fall | 100% | 100% |
| 2    | Front knee lying (FKL) fall | 100% | 100% |
| 3    | Back sitting chair (BSC) fall | 100% | 100% |
| 4    | Sideward lying (SDL) fall | 100% | 100% |

From Table 1 we can see that when we test bagging one class classification based fall detection model which was built using only 51 resultant accelerometer values in medrano et al. dataset, about 6946 instances out of 7816 (approx 88.86%) instances when mobile is in the pocket were correctly classified as ADL activities and 1875 instances out of 2067 (approx 90.7%) instances when mobile is in handbag were correctly classified as ADL activities. When the model was tested on fall activities, 503 instances
out of 503 (approx 100%) instances when mobile is in the pocket were correctly classified as fall activities and 523 instances out of 523 (approx 100%) instances when mobile is in handbag were correctly classified as fall activities. When the same model was tested on the Mobifall dataset (as shown in Table 2) all four types of fall Forward lying (FOL) fall, Front knee lying (FKL) fall, Back sitting chair (BSC) fall, Sideward lying (SDL) fall were correctly classified as outlier i.e. fall.

From Table 1 we can see that when we test one class classification based fall detection model which was built using only 51 resultant accelerometer values and four calculated features (Variance, Standard Deviation, Root Mean Square, Euclidean Norm) in medrano et. al. dataset (35), about 7419 instances out of 7816 (approx 94.9%) instances when mobile is in the pocket were correctly classified as ADL activities and 1935 instances out of 2067 (approx 93.6%) instances when mobile is in handbag were correctly classified as ADL activities. When the model was tested on fall activities, 503 instances out of 503 (approx 100%) instances when mobile is in the pocket were correctly classified as fall activities and 523 instances out of 523 (approx 100%) instances when mobile is in handbag were correctly classified as fall activities. When the same model was tested on the Mobifall dataset (as shown in Table 2) all fall activities were correctly classified as outlier i.e. fall.

We have also studied the effect of each feature on the performance of one class classification model as shown in Tables 3 and 4 and in Figure 4.
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Table 3. Effect of Standard deviation and variance on one-class classification based fall detection model

| S.No | Performance measure | Features used to build the model | Features used to build the model |
|------|---------------------|---------------------------------|---------------------------------|
|      |                     | Std, RMS, En                    | Var, RMS, En                    |
|      |                     | When smartphone is in pocket    | When smartphone is in pocket    |
|      |                     | When smartphone is in handbag   | When smartphone is in handbag   |
| 1    | Sensitivity         | 100.0000                        | 100.0000                        |
| 2    | Specificity         | 88.5235                         | 94.4857                         |
| 3    | Accuracy            | 89.2175                         | 94.8191                         |
| 4    | Precision           | 35.9286                         | 53.8544                         |
| 5    | F1 score            | 52.8639                         | 70.0700                         |
| 6    | G Mean              | 94.0869                         | 97.2037                         |
| 7    | Critical Success Index(CSI) | 35.9286  | 53.8544 |
| 8    | Matthews correlation coefficient (MCC) | 56.3961 | 85.9302 |
| 9    | Bookmaker Informedness (BM) | 187.5235 | 192.3237 |

Table 4. Effect of Euclidean norm (En) and Root Mean Square (RMS) on one class classification based fall detection model

| S.No | Performance measure | Features used to build the model | Features used to build the model |
|------|---------------------|---------------------------------|---------------------------------|
|      |                     | Std, Var, En                    | Std, Var, RMS                   |
|      |                     | When smartphone is in pocket    | When smartphone is in pocket    |
|      |                     | When smartphone is in handbag   | When smartphone is in handbag   |
| 1    | Sensitivity         | 100.0000                        | 100.0000                        |
| 2    | Specificity         | 94.9335                         | 94.9335                         |
| 3    | Accuracy            | 95.2398                         | 95.2398                         |
| 4    | Precision           | 55.9511                         | 55.9511                         |
| 5    | F1 score            | 71.7546                         | 71.7546                         |
| 6    | G Mean              | 97.4338                         | 97.4338                         |
| 7    | Critical Success Index(CSI) | 55.9511  | 79.4743 |
| 8    | Matthews correlation coefficient (MCC) | 72.8809 | 86.4571 |
| 9    | Bookmaker Informedness (BM) | 193.9335 | 192.6139 |

From Table 3 we see that removal of variance from the process of building one class classification model seriously affects the performance. From Table 4 we can see that removal of any one of the Root mean square(RMS) feature and Euclidean Norm(En) feature does not affect the model. We got the same results when we exclude Euclidean norm or Root Mean Square (RMS) from the set of features to build one class classification-based fall detection model. From both above Tables (Tables 3 and 4) we can conclude that the variance feature plays a very important role in classifying ADL activities from fall activities and removal of variance, the degraded performance of the model.

We have also compared the classification of the dataset using one-class classification and one-class support vector machine classification (41) as shown in Table 5

Table 5. Comparison of One class classification based on bagging classifier and one-class classification based on support vector machine.

| S.No | Measures for comparison for one-class classification | Bagging classifier | SVM classifier |
|------|-----------------------------------------------------|--------------------|----------------|
| 1    | Number of training instances                        | 8894.70            | 8894.70        |
| 2    | Number of Testing instances                         | 988.30             | 988.30         |
| 3    | Percentage of correctly classified instances         | 88.27              | 11.51          |
| 4    | Percentage of incorrectly classified instances       | 0                  | 0              |
| 5    | Percentage of unclassified instances                | 11.73              | 88.49          |
| 6    | True positive                                       | 1                  | 1              |
| 7    | False negative                                      | 0                  | 0              |
| 8    | Time for training                                   | 159.96             | 131.25         |
| 9    | Time for testing                                    | 0.01               | 3.41           |
From the results, it can be seen that percentage of correctly classified instances are 88.27% and the percentage of incorrectly classified instances are 11.73 % while building the model using one-class classification based on bagging classifier and correctly classified instances are 11.57% and the percentage of incorrectly classified instances are 88.49% while building the model using a one-class classification based on support vector machine. From Table 5, it can be seen that the bagging classifier performs much better than the support vector machine classifier.

5 Conclusion

Human falls can be detected based on the approach that its accelerometer data during fall is different than accelerometer data of normal living activities. Two publicly available fall detection datasets were used in this method. The PKI descritize filter has been applied for filtering accelerometer data. Five different features were calculated on that dataset for classification. After that one class classification was used to build the model because real datasets of fall activities are not available, all fall datasets are simulated in lab. It is found that that proposed method gave very good results on both datasets i.e. all ADL activities were correctly classified as the target and all fall activities were correctly classified as an outlier. This one-class classification is very important because it can be effectively applied in real-life fall. In this proposed method, it is also found that variance is an important feature while building a fall detection model. Although this work is tested on a limited number of the dataset but in the future, this work can also be extended by incorporating more datasets in the study to validate its reliability on a large population.
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