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Abstract

For the two-dimensional random field Ising model where the random field is given by i.i.d.
mean zero Gaussian variables with variance $\varepsilon^2$, we study (one natural notion of) the correlation
length, which is the critical size of a box at which the influences of the random field and of
the boundary condition on the spin magnetization are comparable. We show that as $\varepsilon \to 0$, at
zero temperature the correlation length scales as $e^{\Theta(\varepsilon^{-4/3})}$ (and our upper bound applies for all
positive temperatures).

1 Introduction

Let $\{h_v : v \in \mathbb{Z}^2\}$ be i.i.d. Gaussian random variables with mean zero and variance $1$. For $N \geq 1$, let $\Lambda_N = \{v \in \mathbb{Z}^2 : |v|_{\infty} \leq N\} \subset \mathbb{Z}^2$ be the box of side length $2N$ centered at the origin $o$. For $u, v \in \mathbb{Z}^2$ with $|u - v| = 1$ (where $|\cdot|$ denotes the Euclidean norm), we say $u$ and $v$ are
adjacent and write $u \sim v$. For $\varepsilon \geq 0$, the random field Ising model (RFIM) Hamiltonian $H^\pm$ on
the configuration space $\{-1, 1\}^{\Lambda_N}$ with plus (respectively, minus) boundary condition and external
field $\{\varepsilon h_v : v \in \Lambda_N\}$ is defined to be

$$H^\pm(\sigma, \Lambda_N, \varepsilon h) = -\left( \sum_{u \sim v, u, v \in \Lambda_N} \sigma_u \sigma_v \pm \sum_{u \sim v, u \in \Lambda_N, v \not\in \Lambda_N} \sigma_u + \sum_{u \in \Lambda_N} \varepsilon h_u \sigma_u \right), \quad (1)$$

for $\sigma \in \{-1, 1\}^{\Lambda_N}$, where in the first sum each unordered edge appears once. For $\beta \geq 0$, let $\mu_{\beta, \Lambda_N, \varepsilon h}^\pm$ be the Gibbs measure on $\{-1, 1\}^{\Lambda_N}$ at inverse-temperature $\beta$, defined as

$$\mu_{\beta, \Lambda_N, \varepsilon h}^\pm(\sigma) = \frac{1}{Z} e^{-\beta H^\pm(\sigma, \Lambda_N, \varepsilon h)} , \quad (2)$$

where $Z$ is the partition function so that $\mu_{\beta, \Lambda_N, \varepsilon h}^\pm(\sigma)$ is a probability measure. Note that $\mu_{\beta, \Lambda_N, \varepsilon h}^\pm$ is a random measure which itself depends on $\{h_v\}$. To clearly separate the two different sources of randomness, we will use $\mathbb{P}$ and $\mathbb{E}$ to refer to the probability measure with respect to the external field $\{h_v\}$; we use $\mu_{\beta, \Lambda_N, \varepsilon h}^\pm$ to denote the Ising measures and $\langle \cdot \rangle_{\mu_{\beta, \Lambda_N, \varepsilon h}^\pm}$ to denote the expectations with respect to the Ising measures. For instance, $\langle \sigma_o^+ \rangle_{\mu_{\beta, \Lambda_N, \varepsilon h}^+}$ denotes the average value of
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spin at the origin when we sample $\sigma^+ \in \{-1, 1\}^\Lambda_N$ according to $\mu_{\beta, \Lambda_N, \epsilon h}^+$. We are interested in the following quantity which measures the influence of the boundary condition:

$$m_{\beta, \Lambda_N, \epsilon} = \frac{1}{2} \mathbb{E} \left[ \langle \sigma^+_o \rangle_{\mu_{\beta, \Lambda_N, \epsilon h}} - \langle \sigma^-_o \rangle_{\mu_{\beta, \Lambda_N, \epsilon h}} \right].$$

(3)

For $m \in (0, 1)$, we consider the following notion of correlation length:

$$\psi(\beta, m, \epsilon) = \min \{ N : m_{\beta, \Lambda_N, \epsilon} \leq m \},$$

(4)

which (for large $\beta$) amounts to the critical scale where the random field has a comparable influence as the boundary condition on the spin at the origin. Here we use the convention that $\min \emptyset = \infty$.

**Theorem 1.1.** For every $m \in (0, 1)$, there exists $C = C(m) > 0$ such that $\psi(\beta, m, \epsilon) \leq e^{C\epsilon^{-4/3}}$ for all $\beta \geq 0$ (including $\beta = \infty$), and that $\psi(\infty, m, \epsilon) \geq e^{C^{-1}\epsilon^{-4/3}}$ for $\beta = \infty$.

**Remark 1.2.** The emergence of the $4/3$ exponent is somewhat unexpected, and it is reminiscent of the $4/3$-exponent in upper bounds on distances for Liouville quantum gravity at high temperatures [22]: the $4/3$-exponent arises from “back-of-the-envelope” computations that are similar in spirit for both scenarios (an interested reader may compare [22, Section 2] with Subsection 2.2). However, the random field Ising model and Liouville quantum gravity are two drastically different models, and as a result their mathematical treatments are different except that they both employ a framework of multi-scale analysis.

**Remark 1.3.** During the submission of this paper, the lower bound here was extended to low temperatures (i.e., to large finite $\beta$) by [25] which takes the result at $\beta = \infty$ as an input. The key idea in [25] is to extend the Peierls argument in the construction of the Peierls mapping, where the additional novelty is to also flip the signs of the disorder when flipping the signs of spins on a simply connected component. In addition, by [23, Corollary 1.6] there is an exponential decay for $\beta < \beta_c$ and moreover the decaying rate is upper-bounded by that for $\epsilon = 0$. Furthermore, the behavior for moderate $\beta > \beta_c$ seems rather challenging and currently we have a weak belief that the $e^{\epsilon^{-4/3}}$-scaling for the correlation length holds for all $\beta > \beta_c$. Ultimately, it would be very interesting to completely understand the phase diagram of the mapping from $(\beta, \epsilon)$ to the rate of exponential decay (as proved in [24, 2]), but this seems out of reach for now and we do not have any intuition beyond what has been discussed.

**Remark 1.4.** More than one year after the arXiv post of this paper and more than half a year after the arXiv post of [25], a paper [7] was posted which proved an upper bound of $\exp(e^{O(\epsilon^{-2})})$ and a lower bound of (the type of) $e^{\epsilon^{-2/3}}$ for the correlation length. In addition, we note that the notion for the correlation length in the upper bound of [7] governs the rate of exponential decay and thus in terms of upper bound it is a stronger notion than the one used in this paper.

**Remark 1.5.** A very natural question is whether one can prove the scaling of $e^{\epsilon^{-4/3}}$ for the correlation length that governs the rate of exponential decay. As far as we can tell, to this end one needs to combine the techniques from [24, 2] (see also [7]) with methods in this paper. This does not seem to be trivial since the key point of [24, 2] is to prove that the boundary influence has a polynomial decay with a large power, while in this paper in order to derive a contradiction currently it seems inevitable to assume in the contradiction hypothesis that the boundary influence is lower-bounded by a constant. Maybe, a vaguely plausible approach is to show that once the side
length exceeds $e^{\varepsilon-4/3}$ the boundary influence will start seeing a decay and that also the tortuosity assumption employed in [24, 2] for disagreement percolation would hold. But by all means this is a highly-nontrivial task and we feel better to leave it for future study and advise an interested researcher to keep their mind open.

This result lies under the umbrella of the general Imry–Ma [37] phenomenon on the effect of disorder on phase transitions in two-dimensional physical systems. We next give a brief review of the development in the particular case of RFIM. In the limit of $N \to \infty$ with small fixed $\varepsilon > 0$, it was shown in [4, 5] that $m_{\beta, N, \varepsilon}$ decays to 0 for all $\beta \geq 0$, which also implies the uniqueness of the Gibbs state. The decay rate was then improved to $1/\sqrt{\log \log N}$ in [18], to $N^{-c}$ (for some small $c > 0$) in [3], and finally to $e^{-cN}$ in [24, 2] (previously, exponential decay was shown in [8, 30, 56, 16] for large $\varepsilon$).

In three dimensions and above, however, the behavior is drastically different from that in two dimensions: it was shown in [36] that long range order exists at zero temperature with weak disorder, i.e., $m_{\infty, N, \varepsilon}$ does not vanish as $N$ grows; later an analogous result was proved in [14] (see also [11, Chapter 7]) at low temperatures. A heuristic explanation for the different behaviors is as follows: in two dimensions the fluctuation of (the sum of) the random field in a box is of the same order as the size of the boundary, while in three dimensions and above the fluctuation of the random field is substantially smaller than the size of the boundary.

In the limit as $\varepsilon \to 0$, the scaling of the correlation length in both two dimensions and three dimensions (at some “critical” temperature) has remained largely elusive even from the point of view of physics predictions despite extensive studies. Previous works include (a partial list of) numeric studies [58, 50, 31, 46, 45, 49, 43, 51] and non-rigorous derivations [34, 33, 9, 34, 21, 12, 13]. It is worth noting that most of the studies in two dimensions were at zero temperature, but even in this case there was no consensus on the scaling of the correlation length: while a common belief seemed to be that it scales like $e^{\varepsilon-2}$ (or upper bounded by $e^{O(\varepsilon^{-2})}$) as argued in [33, 9, 13, 50, 49], there were also other predictions including a scaling of $e^{\varepsilon^{-1}}$ in a more recent work [51]. (We note that some of these papers studied our notion of correlation length, and some studied the notion which is the inverse of the rate of exponential decay, and some were not very careful in distinguishing these two notions.) Prior to our work, the only mathematical result on the correlation length was (as far as we know) an upper bound of $e^{O(\varepsilon^{-2})}$ from [18, 3].

Our proof method for the upper bound on the correlation length shares the underlying philosophy of “using the fluctuation of the random field to fight against the influence from the boundary” with previous works [5, 18, 3, 24, 2], and in particular in the sense that the proof strategy shares some similarity with [5] for deriving a contradiction for lower and upper bounds on difference of free energies. However, our strategy of deriving the lower bound on the difference of free energies (which is the key point for both [5] and our proof for upper bound on the correlation length) is very different from that in [5]. The proof of the lower bound of the correlation length is completely different from [5, 18, 3, 24, 2] since this is a bound in a different direction from these works. In fact, it shares some similarity with [17, 28] in terms of a connection to greedy lattice animals, as we elaborate in what follows. Let $\mathcal{A}_N$ be the collection of all connected subsets of $\Lambda_N$ (i.e., lattice animals) that contain the origin and let $\mathfrak{A}_N \subset \mathcal{A}_N$ be the collection of all simply connected subsets in $\mathcal{A}_N$. We define (the value of) the greedy lattice animal normalized by its boundary size as

$$S_N = \max_{A \in \mathcal{A}_N} \frac{\sum_{v \in A} h_v}{|\partial A|} \quad \text{and} \quad \mathfrak{S}_N = \max_{A \in \mathfrak{A}_N} \frac{\sum_{v \in A} h_v}{|\partial A|},$$

(5)
where $|\partial A|$ is the number of edges with exactly one endpoint in $A$. Theorem 1.1 is deeply connected to the following result (see Section 2 for an extensive discussion).

**Theorem 1.6.** There exists a constant $C > 0$ such that for all $N \geq 3$ we have

$$C^{-1}(\log N)^{3/4} \leq \mathbb{E}[\mathcal{S}_N] \leq \mathbb{E}[\mathcal{S}_N] \leq C(\log N)^{3/4}.$$

**Remark 1.7.** In Theorem 1.6 we described the maxima over both connected subsets and simply connected subsets for the following reasons: (1) Both upper and lower bounds can be obtained for simply connected subsets first and then it is relatively easy to translate the bound to connected subsets; (2) while it is easier to prove the lower bound on the correlation length using the upper bound for the maximum over connected subsets, fundamentally what governs the behavior seems to be the maximum over simply connected subsets as we see in three dimensions (see also the proof in [25] where the maximum over simply connected subsets plays a fundamental role).

There is an interesting **historical development** on Theorem 1.6. The formulation of the statement immediately reminded the authors of the greedy lattice animal normalized by its volume (either normalized by the volume of the animal or by the volume of the box which contains the animal); this has been extensively studied for general disorder distributions (see [38, 19, 32, 39, 40, 20, 42, 35]). In particular, a rather precise description was obtained for the greedy lattice animal in [35], including that for rather general distributions (including the Gaussian distribution) the greedy lattice animal in a $d$-dimensional box of side length $N$ normalized by $N^d$ converges to a fixed constant (where the limiting constant depends on the distribution and the dimension). Despite a high degree of similarity in the definitions between the greedy lattice animal normalized by its boundary size and the version normalized by its volume, their behaviors seem to be quite different and the mathematical proofs in these two scenarios are largely different too: in some sense such difference is suggested in the $(\log N)^{3/4}$ growth of $\mathcal{S}_N$ whereas in the version normalized by its volume this was known to converge to a constant.

In three dimensions and higher, it was shown in [17, 28] that the simply connected greedy lattice animal normalized by its boundary size (i.e., the analogue of $\mathcal{S}_N$ in higher dimensions) is $O(1)$, which played a useful role in the proof for the existence of long range order at zero temperature in [36, 14]. The $O(1)$ bound in three dimensions and higher and the $(\log N)^{3/4}$ growth in two dimensions for $\mathcal{S}_N$ can be seen as a stronger version of the intuition underlying the Imry-Ma argument for the transition in dimension for statistical physics models with random field. Finally, we remark that in retrospect the proof in [17, 28] amounts to a non-trivial application of Dudley’s integral bound [26] (note that the actual proof was implemented in a self-contained manner).

Initially, the authors thought that Theorem 1.6 was new and as a result provided a self-contained proof (for a slightly weaker version of Theorem 1.6) in the first version of this paper. During the submission, we discovered in the literature a non-obvious but deep connection between the greedy lattice animal normalized by its boundary size and the matching problem in Euclidean spaces. A fundamental problem is to match i.i.d. uniform points $X_1, \ldots, X_{Nd}$ in a $d$-dimensional box containing $N^d$ lattice points $y_1, \ldots, y_{Nd}$ (that is, to find a bijection $\pi$ between these two set of points) in a certain optimal way. A classic result of [9] proved that $\mathbb{E}\left[\min_{\pi} \frac{1}{N} \sum_{i=1}^{Nd} |X_{\pi(i)} - y_i|\right] = \Theta(\sqrt{\log N})$ for $d = 2$. Since [9] there has been extensive work on matching problems, and one is encouraged to see [54] for an excellent account on the topic, which presents a unified proof via the majorizing measure theory. Of particular relevance to Theorem 1.6 is the celebrated work of [41]
which showed that $\mathbb{E}[\min_{y_i} \max_{1 \leq i \leq N^d} |X_{\pi(i)} - y_i|] = O((\log N)^{3/4})$ for $d = 2$. The power of $3/4$ is deeply connected to the power in Theorem 1.6 via Hall’s marriage lemma as we next explain.

Putting Hall’s marriage lemma into the context of the matching problem, it states that if for each lattice point $y_i$ there exists a collection of random points $A_i$ such that

$$|\cup_{i \in I} A_i| \geq |I| \text{ for all } I \subset \{1, \ldots, N^d\},$$

then there exists a bijection $\pi$ such that $X_{\pi(i)} \in A_i$. In light of this, a natural choice of $A_i$ is the collection of all random points in a ball of radius $r$ centered at $y_i$. As such, the result of [11] essentially reduces to showing that $|6|$ holds for $r = O((\log N)^{3/4})$. It is plausible that in order to verify $|6|$ one essentially only needs to consider $I$ when $I$ is the set of lattice points in a simply connected subset $I \subset \mathbb{R}^d$. Since the union of the balls centered at $I$ is an expansion of $I$, that is, the union of $I$ and all points with distance at most $r$ from $I$, a moment of thinking should lead to that with high probability for typical $I$ (which turns out to be the ones we care most)

$$\lambda(I) + cr\text{length}(\partial I) \leq |\cup_{i \in I} A_i| \leq \lambda(I) + Cr\text{length}(\partial I)$$

where $c, C > 0$ are constants, $\lambda(I)$ is the number of random points in $I$, and $\text{length}(\partial I)$ is the length of the boundary curve for $I$. Since $\lambda(I) - |I|$ is a mean-zero random variable, which can be roughly regarded as a Gaussian variable, and thus in spirit $\{\lambda(I) - |I|\}_I$ resembles the lattice animal process.

In light of this discussion, heuristically the result of [41] reduces to $|6|$ which resembles the upper bound in Theorem 1.6. Indeed, this connection was nicely explained in [54], which also nicely explains the conceptual difference for the behavior between $d = 2$ and $d \geq 3$.

Having explained the connection to the matching problem, we come back to what is most relevant to us, i.e., the proof of Theorem 1.6. It turns out that a proof of Theorem 1.6 was essentially contained in [54], and in Section 4 we present this in a more explicit manner without claiming any credit. In addition to that, in Section 5 we still keep our “original” proof since we feel that our proof seems to explain some of the geometric intuition in an arguably more intuitive way and thus we feel that this framework of multi-scale analysis may turn out to be useful in some related problems (e.g., random metric of Liouville quantum gravity).

We conclude the introduction by some discussions on future research. As a natural question, one may ask what is the correlation length for the random field Potts model. We expect that the same scaling of $e^{-4/3}$ should occur. The nontrivial part is the upper bound, for which our proof uses monotonicity properties of the Ising model in a substantial manner.

## 2 Overview of the proof

In this section we introduce the main idea behind the proof of Theorem 1.1, and in particular we give some intuition for the exponent $4/3$. We will then discuss the obstacles that arise in making this proof sketch rigorous.

### 2.1 Notation

For a real (or integer-valued) vector $x$ (in any dimension), we denote its Euclidean norm by $|x|$. For a finite set $A$, we denote its cardinality by $|A|$. For $A \subset \mathbb{R}^2$ we denote the Lebesgue measure...
of $A$ by $\lambda(A)$. For a curve $\eta$, we denote its length by $l(\eta)$. We use $A^c$ to denote the complement of the set (or event) $A$. If $A$ is an event, we denote its indicator by $1_A$.

In what follows, we let $c, c', c'', C, C', C'' > 0$ be arbitrary constants whose values may change each time they appear, and may depend on $n$ but not on $\varepsilon$ or $N$. Numbered constants $c_1, c_2, \ldots$ may still depend on $n$ but their values will be fixed throughout the paper.

We say two points $u, v \in \mathbb{Z}^2$ are adjacent to each other if $|u - v| = 1$, in which case we write $u \sim v$. When convenient, we will think of $\mathbb{Z}^2$ as being embedded in $\mathbb{R}^2$ in the obvious way. For any set $A \subset \mathbb{Z}^2$, we let $\partial A = \{(u, v) : u \sim v, u \in A, v \in \mathbb{Z}^2 \setminus A\}$ denote the edge boundary of $A$ in the nearest neighbor graph on $\mathbb{Z}^2$.

### 2.2 Emergence of the 3/4 exponent

Let $\sigma^\pm(\Lambda_N, \varepsilon h)$ be the ground states with respect to the plus and minus boundary conditions, i.e., they are minimizers of the Hamiltonians $H^\pm(\Lambda_N, \varepsilon h)$ respectively. (Since our field $h$ has a continuous distribution, the ground state with respect to each boundary condition is unique with probability 1). Suppose $\sigma^-_o(\Lambda_N, \varepsilon h) = 1$ and $S$ is the connected component of $\{v \in \Lambda_N : \sigma^-_o(\Lambda_N, \varepsilon h) = 1\}$ that contains $o$. Then necessarily we have $\sum_{v \in S} \varepsilon h_v \geq |\partial S|$, because otherwise flipping spins on $S$ would decrease the Hamiltonian and contradict the definition of the ground state. In other words,

$$\sigma^-_o(\Lambda_N, \varepsilon h) = 1 \implies \max_{A \in \Lambda_N} \frac{\sum_{v \in A} \varepsilon h_v}{|\partial A|} \geq 1.$$  \hspace{1cm} (7)

This explains why the greedy lattice animal normalized by its boundary size is connected to the random field Ising model. From the discussion above, an upper bound on the greedy lattice animal directly gives a lower bound on the correlation length for $\beta = \infty$. In what follows, we will sketch an argument leading to the emergence of 3/4-exponent in the lower bound of Theorem 1.6.

For convenience of exposition, we will pass to the continuum. To each vertex $v \in \mathbb{Z}^2$ we can associate the axis-aligned unit square $R_v$ centered at $v$, and to each subset $A \subset \mathbb{Z}^2$ the set $A = \cup_{v \in A} R_v$. Notice that the perimeter of $A$ (which we denote by $l(\partial A)$) is equal to the boundary size $|\partial A|$. Next, we let $W$ be a standard white noise on $\mathbb{R}^2$ such that $W(R_v) = h_v$ for each $v \in \mathbb{Z}^2$. In particular, for any $A \subset \mathbb{Z}^2$ we have $\sum_{v \in A} h_v = W(A)$. We will sketch a procedure to construct a polygon $P \subset [-N, N]^2$ (for $N \geq e^{C\varepsilon^{-4/3}}$) such that each side of $P$ has length at least 1 (we will refer to this as a polygon animal in what follows) and $\varepsilon W(P) > l(\partial P)$. The idea is to recursively expand $P$ by possibly joining to it a triangle $T$ such that the standard deviation of $\varepsilon W(T)$ is of the same order as $l(\partial (P \cup T)) - l(\partial P)$. We remark that we choose to add triangles instead of rectangles for the reason that adding a triangle with the same area results in a substantially smaller increase in the perimeter.

We begin with the polygon $P_1 = [-N/2, N/2]^2$. Having constructed $P_k$, we construct $P_{k+1}$ as follows. For each side $s$ of $P_k$, we consider the isosceles triangle $T_s$ with base given by the “middle” segment of $s$ of length $l(s)/2$ and of height $\varepsilon^{2/3}l(s)/8$ that points out of $P_k$. We add $T_s$ to the polygon if $W(T_s) > 0$ (which occurs with probability 1/2). If we do not add $T_s$, we split $s$ into four sides of equal length. We let $P_{k+1}$ be the polygon obtained by applying this procedure to each side of $P_k$. See Figure 1 for an illustration of the process.

Next, we let $a_k = \mathbb{E}[\varepsilon W(P_k) - l(\partial P_k)]$. Our goal is to lower bound $a_{k+1} - a_k$. For each side $s$ of $P_k$, we have $\lambda(T_s) = \varepsilon^{2/3}l(s)^2/32$ (recall that $\lambda$ denotes the Lebesgue measure on $\mathbb{R}^2$), and an
elementary calculation shows that adding $T_s$ to $P_k$ increases the perimeter by $\Delta_s < \varepsilon^{4/3}l(s)/16$. If we ignore the potential overlap between the triangles corresponding to different iterations of the scheme we would have $\mathbb{E}[\varepsilon W(T_s) \mid W(T_s) > 0] > 2\Delta_s$. Summing over all sides of $P_k$, we get that

$$a_{k+1} - a_k \geq \frac{1}{16} \varepsilon^{4/3} \mathbb{E}[l(\partial P_k)] \geq \frac{1}{16} \varepsilon^{4/3} l(\partial P_1).$$

Further, since at each step each side $s$ is split into four sides of length at least $l(s)/4$ we see that for $k^* = \lfloor \log_{16} N \rfloor$ each side of $P_{k^*}$ has length at least 1 deterministically. This implies that for $N \geq 10^5 \exp(10^5 \varepsilon^{-4/3})$, we have (noting that $a_1 = -l(\partial P_1)$)

$$a_{k^*} = a_1 + \sum_{k=1}^{k^*-1} (a_{k+1} - a_k) \geq \frac{1}{16} (k^* - 1) \varepsilon^{4/3} l(\partial P_1) - l(\partial P_1) \geq l(\partial P_1) = 4N.$$

The construction above captures the main idea of the proof for the lower bound in Theorem 1.6; while we ignored a number of technical details and we carried out the analysis in the continuum, it is straightforward to complete a formal argument. We will not do so since the proof of the upper bound on the correlation length contains a complete argument which is strictly more involved than the proof of the lower bound on the greedy lattice animal (formally one can follow the proof in Section 3 with $\Gamma(A) = \sum_{v \in A} \varepsilon h_v$).

While the above construction suggests the emergence of the $4/3$ exponent in RFIM, it falls short of establishing either the upper or lower bound on the correlation length in Theorem 1.1. In the next two subsections, we will point out the main obstacles and describe at an overview level our approaches to address these challenges.

### 2.3 Upper bound on correlation length

Our goal is to prove that for every $m \in (0, 1)$ there exists $C_1 = C_1(m) > 0$ (independent of $\beta$) such that for all $\varepsilon \in (0, 1)$ and $N \geq \exp(C_1 \varepsilon^{-4/3})$,

$$m_{\beta, A_{4N}, \varepsilon} \leq m. \quad (8)$$

(We have used $4N$ instead of $N$ in the above for later notational convenience.) While the construction in Section 2.2 hints at the emergence of the $4/3$ exponent, the following is a main obstacle in making this a rigorous proof for the upper bound on the correlation length even in the special case when $\beta = \infty$: the existence of $A \in \mathbb{A}_{4N}$ such that $\varepsilon \sum_{v \in A} h_v > |\partial A|$ is not sufficient for $\sigma_0^-(A_{4N}, \varepsilon h) = 1$ (e.g., if $\varepsilon h_v = 20$ for some $v \sim o$ and $\varepsilon h_o = -5$, then $A = \{v, o\}$ satisfies the
desired property but \( \sigma_o^-(\Lambda_{4N}, \varepsilon h) = -1 \); this is because when \( |\varepsilon h_v| > 4 \) the ground state at \( v \) agrees with the sign of \( h_v \). To overcome this challenge, we will define a suitable \( \Gamma \)-function for general \( \beta \), and in the special case of \( \beta = \infty \) the function (very roughly speaking) can certify \( \sigma_o^-(\Lambda_{4N}, \varepsilon h) = 1 \) (the rigorous meaning of this is via an argument by contradiction). For \( \Omega \subset \mathbb{Z}^2 \) and an external field \( f : \mathbb{Z}^2 \rightarrow \mathbb{R} \), we define \( H^\pm(\sigma, \Omega, f) \) and \( \mu^\pm_{\beta, \Omega, f} \) as in (1) and (2) except replacing \( \Lambda_N, \varepsilon h \) by \( \Omega, f \). Define the free energy

\[
F^\pm(\Omega, f) = F^\pm(\beta, \Omega, f) = -\frac{1}{\beta} \log \sum_{\sigma \in \{-1, 1\}^\Omega} e^{-\beta H^\pm(\sigma, \Omega, f)}.
\]

For \( A \subset \Omega \), our \( \Gamma \)-function is defined to be the difference of the free energies on \( \Omega \setminus A \) with respect to the positive and negative boundary conditions, as follows:

\[
\Gamma(A, \Omega, f) = \Delta F(\Omega \setminus A, f) \quad \text{where} \quad \Delta F(B, f) = F^+(B, f) - F^-(B, f).
\]

Before proceeding, we make a few remarks about why we choose the \( \Gamma \)-function as the difference of free energies on \( \Omega \setminus A \) instead of \( A \). In our analysis, we will let the reference domain be \( \Omega = \Lambda_{2N} \) and construct a sequence \( (A_n)_{n \geq 1} \) with increasing (expected) value of \( \Gamma \). To this end, we need the increment \( \Gamma(A \cup B) - \Gamma(A) \) to have nice monotonicity properties as a function of \( \varepsilon h \) so that we can keep track of the probabilistic behavior of the increment when employing a recursive construction as in Subsection 2.2. The choice of \( \Omega \setminus A \) gives the desired direction of monotonicity; see Lemma 3.1.

With \( \Gamma \) defined as in (10), our proof proceeds by demonstrating a contradiction if we assume (8) fails. On the one hand, we have the following upper bound (c.f. [5, Proposition 5.2(iii)].)

**Lemma 2.1.** \( |\Gamma(A, \Omega, f)| \leq 2|\partial(\Omega \setminus A)| \) for all \( (A, \Omega, f) \) with \( A \subset \Omega \).

The proof in the case of the Ising model is elementary. It follows from the fact that \( |H^+(\sigma, B, f) - H^-(\sigma, B, f)| \leq 2|\partial B| \) and

\[
\Delta F(\beta, B, f) = -\frac{1}{\beta} \log \left( (\exp(-\beta[H^+(\sigma, B, f) - H^-(\sigma, B, f)]))_{\mu_{\beta, B, f}} \right).
\]

On the other hand, assuming (8) fails, we will show that the variance of the increment \( \Gamma(A \cup B, \Lambda_{2N}, \varepsilon h) - \Gamma(A, \Lambda_{2N}, \varepsilon h) \) is comparable to that of \( \sum_{v \in B} \varepsilon h_v \) and then we can hope to follow the argument in Subsection 2.2 to construct a set whose \( \Gamma \)-function value is larger than its boundary size. As mentioned, a crucial feature we use in proving this is a monotonicity property for the increment of the \( \Gamma \)-function, as incorporated in Lemma 3.1.

With all these intuitions in place, the actual proof in Section 3 is written in a way that both fills in the gaps left by the heuristics from Section 2.2 and addresses the challenges from the random field Ising model. For the former, for instance, Figure 2 illustrates how we address the gap from correlations between different rounds of recursive constructions by making the decision for the triangle \( T_{1,i} \) only based on disorder in the smaller blue triangle \( T^*_{1,i} \). For the latter, Lemma 3.11 manifests the power of Lemma 3.1 and says that the correlation through the Ising measure is in our desirable direction and Lemma 3.12 says that the marginal effect from the disorder in a triangle to our observable is similar to the white noise value of this triangle.
2.4 Lower bound on correlation length

In light of (7), the lower bound on the correlation length for \(\beta = \infty\) can be proved via an upper bound on the greedy lattice animal. This is an example of the classic question of computing the (expected) supremum of a Gaussian process. This has been well-understood in general, culminating in Talagrand’s majorizing measure theorem in [53], which improved previous results in [26, 27]: as a highlight, an up-to-constant estimate for the supremum of a general Gaussian process was provided in terms of the (so-called) \(\gamma_2\)-functional associated with this process. Specifically for the example of our lattice animal process, the upper bound was already hinted in [41] as we explained earlier, whose proof together with proofs for various results on matching problems were unified and streamlined in [54]. In particular, the following result was essentially contained in [54].

Proposition 2.2. Let \(\mathfrak{B}_N\) be the collection of simply connected lattice animals contained in \(\Lambda_N\). There exists a constant \(C_1 > 0\) such that for \(N > 1\) we have

\[
P\left( \max_{B \in \mathfrak{B}_N} \frac{\sum_{v \in B} h_v}{|\partial B|} > C_1 (\log N)^{3/4} + u \right) \leq \exp(-u^2/2) \quad \forall u > 0.
\]

To conclude this section, we prove the lower bound in Theorem 1.1 and the upper bound in Theorem 1.6 using Proposition 2.2.

Proof of lower bound in Theorem 1.1 and upper bound in Theorem 1.6. The main step of the proof is relating the bound on simply connected lattice animals to a bound on lattice animals. Let \(B_N\) be the collection of connected lattice animals contained in \(\Lambda_N\). We claim that

\[
\max_{B \in \mathfrak{B}_N} \frac{\sum_{v \in B} h_v}{|\partial B|} = \max_{B' \in B_N} \frac{\sum_{v \in B'} h_v}{|\partial B'|}.
\]

(11)

For any lattice animal \(B\), let \(\tilde{B}\) be the collection of vertices that is enclosed by \(B\), i.e., disconnected by \(B\) from \(\infty\). Let \(B_1, \ldots, B_k\) be the connected components of \(\tilde{B} \setminus B\). Note that \(B_1, \ldots, B_k\) are simply connected, since if \(v\) is separated from \(\infty\) by \(B_i\) then \(v \notin \tilde{B}\), and in addition since \(B\) is connected it follows \(v \notin B\). Since \(\partial B\) is the disjoint union of \(\partial \tilde{B}\) and \(\partial B_1, \ldots, \partial B_k\), we have

\[
\frac{\sum_{v \in B} h_v}{|\partial B|} \leq \frac{1}{|\partial B|} \sum_{i=1}^k \left( \frac{\sum_{v \in B_i} h_v}{|\partial B_i|} \right) = \sum_{i=1}^k \left[ \frac{|\partial B_i|}{|\partial B|} \frac{\sum_{v \in B_i} h_v}{|\partial B_i|} \right] \leq \max_{i=1, \ldots, k} \frac{|\sum_{v \in B_i} h_v|}{|\partial B_i|},
\]

where the last inequality follows from the fact that the coefficients \(|\partial B_i|/|\partial B|\) sum up to 1. This completes the verification of (11). By Proposition 2.2 (and the fact that \(h\) is symmetric), the maximum on the left-hand side of (11) is of order \((\log N)^{3/4}\), which proves the upper bound in Theorem 1.6. This also shows that it is less than \(\varepsilon^{-1}\) with high probability as long as \(N \leq \exp(\varepsilon^{4/3}/C)\). By (7) (and a symmetric condition for \(\sigma_0(\Lambda_N, \varepsilon h)\)) this implies that \(\sigma_0^+(\Lambda_N, \varepsilon h) = \pm 1\) with high probability and thus completes the proof of the lower bound in Theorem 1.1. \(\square\)
3 Upper bound on correlation length

This section is devoted to the proof of the upper bound on the correlation length, as incorporated in (8). Recall the definition of \( \Gamma \)-function given in (10). Recall from Lemma 2.1 that \( \Gamma(A, \Omega, f) \leq 2|\partial(\Omega \setminus A)| \) for all \((A, \Omega, f)\). With this at hand, the bulk of this section is to show that if (8) fails, there exists a random subset \( P^* \subset \Lambda_{2N} \) such that

\[
E[\Gamma(P^*, \Lambda_{2N}, \varepsilon h) - 2|\partial(\Lambda_{2N} \setminus P^*)|] > 0,
\]

which is a contradiction. As mentioned in Subsection 2.3, a key element of our analysis is a monotonicity property of the \( \Gamma \)-function which we incorporate in Lemma 3.1. In Subsection 3.2, we construct \( P^* \) by enhancing the procedure in Subsection 2.2 in order to address additional complications due to the complexity of the \( \Gamma \)-function. In Subsection 3.3 we carry out the probabilistic analysis and prove (12) under the assumption that (8) fails.

3.1 Monotonicity property of the \( \Gamma \)-function

Lemma 3.1. For disjoint subsets \( A, B \subset \Omega \), we have that \((\Gamma(A \cup B, \Omega, f) - \Gamma(A, \Omega, f))\) is increasing in \(\{f_v : v \in B\}\), decreasing in \(\{f_v : v \notin A \cup B\}\) and does not depend on \(\{f_v : v \in A\}\).

Proof. Recall the definition of \( \Delta F \) in (10). Write

\[
\Delta\langle \sigma_v \rangle_{\beta, \Omega, f} = \frac{1}{2}(\langle \sigma_v^+ \rangle_{\mu_{\beta, \Omega, f}} - \langle \sigma_v^- \rangle_{\mu_{\beta, \Omega, f}}).
\]

We compute partial derivatives and get that

\[
\partial f_v \Delta F(A') = -2\Delta\langle \sigma_v \rangle_{\beta, \Omega, f} 1_{v \in A'}
\]

for any \( A' \subset \mathbb{Z}^2 \) (where the minus sign inherits from that in the definition of free energy). Write

\[
G(A, B, \Omega, f) = \Gamma(A \cup B, \Omega, f) - \Gamma(A, \Omega, f) = \Delta F(\Omega \setminus (A \cup B), f) - \Delta F(\Omega \setminus A, f).
\]

Using (13) and the monotonicity of the Ising model (c.f. [3, Section 2.2]) we get that for \( v \in \Omega \setminus (A \cup B) \)

\[
\partial f_v G(A, B, \Omega, f) = 2(\Delta\langle \sigma_v \rangle_{\beta, \Omega \setminus A, f} - \Delta\langle \sigma_v \rangle_{\beta, \Omega \setminus (A \cup B), f}) \leq 0,
\]

for \( v \in B \)

\[
\partial f_v G(A, B, \Omega, f) = 2\Delta\langle \sigma_v \rangle_{\beta, \Omega \setminus A, f} \geq 0,
\]

and for \( v \in A, \partial f_v G(A, B, \Omega, f) = 0 \). This completes the proof of the lemma. \( \square \)

It is also worth noting that it follows from the expressions obtained for the partial derivatives of \( G \) that

\[
|\partial f_v G(A, B, \Omega, f)| \leq 2 \text{ for all } A, B \subset \Omega \text{ and } v \in \Omega.
\]

3.2 Randomized geometric constructions

In this subsection we give the details of the construction of the random set \( P^* \) (following Subsection 2.2) and prove a few geometric lemmas.
3.2.1 Construction of $P^*$

In order to construct $P^*$, we will recursively construct a sequence of polygons $(P_n)_{n \geq 1}$ contained in $[-N, 2N]^2$ and a corresponding sequence of subsets $(P_n^*)_{n \geq 1}$ given by $P_n = P_n \cap \mathbb{Z}^2$. Let $m \in (0, 1)$ and let $\delta = 10^{-2}(\varepsilon m)^{2/3}$ (where $10^{-2}$ is chosen as a small but otherwise arbitrary constant). As initialization for our procedure, we set $P_1 = [-N, N]^2$ and let $(S_{1,i})_{i=1}^4$ be the sides of $P_1$, numbered in counter-clockwise order with $S_{1,1}$ being the bottom side. We next describe our recursive construction.

For $n \geq 1$, assume $P_n$ has been constructed and that $P_n$ has $4^n$ sides $(S_{n,i})_{i=1}^{4^n}$ numbered in counter-clockwise order. For each $i$, let $r_{n,i} = l(S_{n,i})/4$ and partition $S_{n,i}$ into four segments of length $r_{n,i}$. Let $T_{n,i}$ be the isosceles triangle with base given by the two middle segments of $S_{n,i}$ and height $\delta r_{n,i}$ such that $T_{n,i}$ points out from $P_n$ (note that $T_{n,i}$ is measurable with respect to $P_n$; see Remark 3.2(ii)). Let $T_{n,i} = T_{n,i} \cap \mathbb{Z}^2$. Further, let $T_{n,i}^* \subset T_{n,i}$ be the triangle consisting of all points in $T_{n,i}$ which have distance at least $2\delta r_{n,i}/3$ from the base and let $T_{n,i}^* = T_{n,i}^* \cap \mathbb{Z}^2$. See Figure 2 for an illustration. We will decide whether to add the triangle $T_{n,i}$ to the polygon based on the current polygon and the field in $T_{n,i}^*$ only (instead of the field in $T_{n,i}$); this ensures that our construction explores disjoint regions in different iterations (see Lemma 3.7).

In order to construct $P_{n+1}$, we will decide whether to add the triangle $T_{n,i}$ for $1 \leq i \leq 4^n$ depending on whether the expected increase to the value of the $\Gamma$-function is larger than the resulting increase in the boundary size of the polygon. To formalize this idea, we will recursively define a sequence of polygons $(P_{n,i})_{i=1}^{4^n}$ and their corresponding lattice subsets $P_{n,i} = P_{n,i} \cap \mathbb{Z}^2$. For the base case, we let $P_{n,0} = P_n$. For $1 \leq i \leq 4^n$ let $\mathcal{F}_{n,i}$ be the $\sigma$-algebra generated by $P_{n,i-1}$ and \{h_{v} : v \in T_{n,i}^*\} (by definition $T_{n,i}$ is measurable with respect to $P_n$ as mentioned earlier, and thus from our recursive construction below $T_{n,i}$ is also measurable with respect to $P_{n,i-1}$, as elaborated in Remark 3.10). Note that $\mathcal{F}_{n,i}$ is not increasing. In particular, $\mathcal{F}_{n,i}$ contains information about \{h_{v} : v \in \cup_{i'=1}^{4^n}T_{n,i'}^*\} only via $P_{n,i-1}$. Define

$$
\gamma_{n,i} = \mathbb{E}[\Gamma(P_{n,i-1} \cup T_{n,i}, \Lambda_{2N}, \varepsilon h) - \Gamma(P_{n,i-1}, \Lambda_{2N}, \varepsilon h) \mid \mathcal{F}_{n,i}],
$$

as the aforementioned expected increment of $\Gamma$ (see Remark 3.2(iv)). Then we define

$$
P_{n,i} = \begin{cases} 
P_{n,i-1} \cup T_{n,i}, & \text{if } \gamma_{n,i} \geq 10\delta^2 r_{n,i}, \\
P_{n,i-1}, & \text{if } \gamma_{n,i} < 10\delta^2 r_{n,i}. 
\end{cases}
$$

We let $P_{n+1} = P_{n,4^n}$ and let $(S_{n+1,i})_{i=1}^{4^{n+1}}$ be the sides of $P_{n+1}$, numbered in counter-clockwise order.
so that $S_{n+1,j} \subset S_{n,i} \cup T_{n,i}$ for $1 \leq i \leq 4^n$ and $4(i-1)+1 \leq j \leq 4i$. That is, for each $i$ the sides of $P_{n+1}$ that “come from” $S_{n,i}$ are $(S_{n+1,j})_{j=4(i-1)+1}^{4i}$. This concludes the construction of $P_{n+1}$.

Finally, we let $n^* = \lfloor \log_{16}(N) \rfloor$, $P^* = P_{n^*}$, and $S^* = S_{n^*}$. This choice of $n^*$ ensures that $\delta r_{n,i}$ is large for all $n \leq n^*$, which will allow us to approximate $|T^*_{n,i}|$ by the area of $T^*_{n,i}$.

Before proceeding, we make a few expository remarks on our construction.

Remark 3.2. (i) We have assumed that for each $n \geq 1$, the triangles $(T_{n,i})_{i=1}^{4^n}$ are disjoint and $T_{n,i} \cap P_n \subset S_{n,i}$ for all $i$. This is justified by Lemma 3.3. We also note that if $\gamma_{n,i} \leq 10\delta^2 r_{n,i}$ (i.e. $T_{n,i}$ is not included in $P_{n+1}$), then $S_{n,i}$ is split into four sides of $P_{n+1}$ with internal angle $\pi$ between them. These two assumptions ensure $P_{n+1}$ is a polygon with $4^{n+1}$ sides.

(ii) It will be useful in our proof that the numbering of the sides of $P_n$ is deterministic so that the sequence $(T_{n,i})_{i=1}^{4^n}$ is measurable with respect to $P_n$. The specific choice given in the construction is made for convenience.

(iii) Our choice of $\delta$ is based on similar considerations to those given in Subsection 2.2. The condition $\gamma_{n,i} > 10\delta^2 r_{n,i}$ is based on the following calculation. Since $l(\partial(P_{n,i-1} \cup T_{n,i})) - l(\partial P_{n,i-1}) \leq \delta^2 r_{n,i}$, if adding $T_{n,i}$ to $P_{n,i-1}$ increases $\Gamma$ by $10\delta^2 r_{n,i}$ then the difference between $\Gamma$ and $8l(\partial P)$ will increase (the constant 8 will be explained in subsection 3.3.2).

(iv) Note that $\gamma_{n,i}$ depends on $\{h_v : v \in \cup_{(k,j)<(n,i)} T_{k,j}^*\}$ only through $P_{n,i-1}$ due to our particular choice of $F_{n,i}$ (here $(k,j) < (n,i)$ if $k < n$, or $k = n$ and $j < i$). The reason we choose $F_{n,i}$ this way is that we can show the expected value of the derivative of the increment with respect to $h_v$ for $v \in T_{n,i}^*$ is bounded from below by $\mathbb{m}_{3,A,\epsilon}$, which is at least $\mathbb{m}$ by our assumption that (3) fails. Therefore, the lower bound on the variance obtained this way is comparable to the upper bound on the variance obtained from general Gaussian concentration inequality, and this is a useful property in our analysis later. If instead $\gamma_{n,i}$ was defined by conditioning on the field in $T_{k,j}^*$ for $(k,j) \leq (n,i)$, then the field in previously rejected triangles would affect $\gamma_{n,i}$ but potentially only very weakly. This would mean our lower bound on the variance of $\gamma_{n,i}$ would be much smaller than the upper bound from Gaussian concentration inequality since now the upper bound would be from the field in a much larger region.

3.2.2 Geometric lemmas

In this subsection we prove a few lemmas which ensure that the polygons $(P_n)_{n=1}^\infty$ have desirable geometric properties.

Lemma 3.3. For all $n \geq 1$, the triangles $(T_{n,i})_{i=1}^{4^n}$ are disjoint and $T_{n,i} \cap P_n \subset S_{n,i}$ for $1 \leq i \leq 4^n$.

Lemma 3.4. $T_{n,i} \subset [-2N,2N]^2$ for all $n \geq 1$ and $1 \leq i \leq 4^n$.

We first state and prove a lemma which easily implies Lemmas 3.3 and 3.4. We begin with some notation. Let $\mathcal{I} = \{(n,i) : n \geq 1, 1 \leq i \leq 4^n\}$ and $\mathcal{G}$ be the directed forest with vertex set $\mathcal{I}$ and edge set 

$$\{(n,i),(n+1,j) : 4(i-1)+1 \leq j \leq 4i\}.$$ 

That is, there is an edge from $(n,i)$ to $(n+1,j)$ if $S_{n+1,j} \subset S_{n,i} \cup T_{n,i}$. In this case we say $S_{n+1,j}$ is a child of $S_{n,i}$ (or $S_{n,i}$ is the parent of $S_{n+1,j}$). We let $\mathcal{G}_{n,i}$ be the subtree of $\mathcal{G}$ rooted at $(n,i)$. That is, the subgraph of $\mathcal{G}$ on the vertices $(k,j) \in \mathcal{I}$ for which there exists a directed path from $(n,i)$ to $(k,j)$. If $(k,j) \in \mathcal{G}_{n,i}$ we call $(k,j)$ a descendant of $(n,i)$. 


Lemma 3.5. Let \((n, i) \in \mathcal{I}\) and \(T_{n,i}\) be the isosceles triangle with base \(S_{n,i}\) and height \(2\delta r_{n,i}\) that contains \(T_{n,i}\). Then for every \((k, j) \in G_{n,i}\) we have \(T_{k,j} \subset T_{n,i}\).

See Figure 3 for an illustration of \((T_{i,j})_{i=1}^{4}\).

Proof. It suffices to show that if \((n+1, j)\) is a child of \((n, i)\) then \(T_{n,i}\) contains \(T_{n+1,j}\). For concreteness, we take \(i = 1\) and therefore \(1 \leq j \leq 4\). It is immediate that \(T_{n+1,j} \subset T_{n,1}\) for \(j \in \{1, 4\}\) and that \(T_{n+1,j} \subset T_{n,1}\) for \(j \in \{2, 3\}\) if \(T_{n,1}\) is not contained in \(P_{n+1}\). Assuming \(T_{n,1} \subset P_{n+1}\), we can use the fact that \(T_{n,1}\) is similar to \(T_{n+1,1}\) (and in fact their sides are parallel) to show that the distance between \(\partial T_{n,1} \setminus S_{n,1}\) and \(\partial T_{n+1,1} \setminus S_{n+1,1}\) is given by \(d_{n,1} = \sqrt{1 + \delta^2} r_{n,1}\). See Figure 4 for an illustration.

Further, the height of \(T_{n+1,2}\) and \(T_{n+1,3}\) is given by \(\frac{\delta \sqrt{1 + \delta^2}}{2} r_{n,1}\). Since \(\delta < 1\), this height is strictly smaller than \(d_{n,1}\) and therefore \(T_{n+1,2}\) and \(T_{n+1,3}\) are contained in \(T_{n,1}\) as claimed.

Proof of Lemma 3.3. Let \(\theta = \arctan(\delta)\) and note that \(\theta\) is the internal angle (with respect to \(T_{n,i}\)) between \(S_{n,i}\) and the other sides of \(T_{n,i}\). The same holds for \(T_{n,j}\). Since \(\delta < 1\), we have \(\theta < \pi/4\).

It suffices to show that for every \((n, i), (n, j) \in \mathcal{I}\) we have \(T_{n,i} \cap T_{n,j} = S_{n,i} \cap S_{n,j}\). We prove this by induction. It clearly holds for \(P_{1} = [-N, N]^2\). By Lemma 3.5 if it holds for \(P_{n}\) then \(T_{n+1,i} \cap T_{n+1,j} = S_{n+1,i} \cap S_{n+1,j}\) when \((n+1, i)\) and \((n+1, j)\) are not siblings (i.e. they do not have the same parent). When \((n+1, i)\) and \((n+1, j)\) are siblings, it is immediate that \(T_{n+1,i} \cap T_{n+1,j} = \emptyset\) unless \(S_{n+1,i}\) and \(S_{n+1,j}\) are adjacent (i.e. \(|i - j| = 1\)). Assuming \(S_{n+1,i}\) and \(S_{n+1,j}\) are adjacent we note that the external (with respect to \(P_{n+1}\)) angle between them is at least \(\pi - \theta\). Recall that the internal (with respect to \(T_{n+1,i}\)) angle between \(S_{n+1,i}\) and the other sides of \(T_{n+1,i}\) is \(\theta\) and the
same holds for \( j \). Since \( 3\theta < \frac{3\pi}{4} < \pi \), we see that \( T_{n+1,i} \cap T_{n+1,j} = S_{n+1,i} \cap S_{n+1,j} \) (see Figure 5 for an illustration).

Proof of Lemma \[3.4\]. Since \( \delta < 1/2 \) we have \( T_{n,j} \subset [-2N, 2N]^2 \) for \( j = 1, 2, 3, 4 \) so the conclusion follows from Lemma \[3.5\].

We prove a few more lemmas that will be useful for probabilistic analysis in Subsection 3.3.

**Lemma 3.6.** Let \( P \) be a polygon with \( q \) sides and \( P = P \cap \mathbb{Z}^2 \). Then \( |\partial P| \leq \sqrt{2l(\partial P)} + 2q \).

**Proof.** Note that \( |\partial P| \) is bounded above by the number of edges that intersect \( \partial P \) (if \( \partial P \) contains a vertex in \( \mathbb{Z}^2 \) we count this as two intersections). In addition, the number of edges intersecting any line segment is upper bounded by 2 plus the \( \ell_1 \) distance between its endpoints which is in turn bounded by 2 plus \( \sqrt{2} \) times the Euclidean length of the segment. This yields the desired bound.

**Lemma 3.7.** Let \((n, i), (k, j) \in \mathcal{I} \) be such that \((n, i) \neq (k, j)\). Then \( T_{n,i}^* \cap T_{k,j}^* = \emptyset \).

**Proof.** We assume without loss of generality that \( n \leq k \). Let \( j' \) be the unique integer such that \((k, j)\) is a descendant of \((n, j')\) (if \( k = n \) then \( j = j' \)). By Lemma \[3.5\] we have \( T_{n,i}^* \subset T_{n,i} \) and \( T_{k,j}^* \subset T_{n,j'} \). We showed in the proof of Lemma \[3.3\] that if \( j' \neq i \) then \( T_{n,i} \cap T_{n,j'} = S_{n,i} \cap S_{n,j'} \), which implies \( T_{n,i}^* \cap T_{k,j}^* = \emptyset \) since \( T_{n,i}^* \cap S_{n,i} = \emptyset \). Therefore, we assume \( j' = i \) (that is, \( S_{k,j} \) is a descendant of \( S_{n,i} \)). Note that this implies that \( k > n \). To conclude the proof, we consider separately the case that \( T_{n,i} \) is contained in \( P_{n+1} \) and the case that it is not. For concreteness, we let \( i = 1 \). If \( T_{n,1} \) is not contained in \( P_{n+1} \), then \( T_{n,i}^* \) is disjoint from \( T_{n+1,a} \) for \( a = \{1, 2, 3, 4\} \) since the base of \( T_{n+1,a} \) is a subset of \( S_{n,1} \), the height of \( T_{n+1,a} \) is \( \delta r_{n,1}/2 \), and \( T_{n,1}^* \) consists of points with distance at least \( 2\delta r_{n,1}/3 \) from \( S_{n,1} \) (see Figure 3 for an illustration). By Lemma \[3.5\] \( T_{k,j}^* \subset T_{n+1,a} \) for some \( a = \{1, 2, 3, 4\} \) so it follows \( T_{n,i}^* \) is disjoint from \( T_{k,j}^* \). If \( T_{n,1} \) is a subset of \( P_{n+1} \), then so is \( T_{n,1}^* \). By Lemma \[3.3\], \( T_{k,j}^* \) is disjoint from \( P_k \) which contains \( P_{n+1} \) (because \( k \geq n + 1 \)), so \( T_{n,i}^* \) and \( T_{k,j}^* \) are disjoint.

For the next lemmas, we consider \( \mathcal{I} \) to be ordered by lexicographical ordering (i.e. \( (n', i') < (n, i) \) if \( n' < n \), or \( n' = n \) and \( i' < i \)). For \((n, i) \in \mathcal{I} \), let

\[
Z_{n,i} = 1_{\gamma_{n,i} > 10\delta r_{n,i}}.
\]

**Lemma 3.8.** Let \((k, j), (n, i) \in \mathcal{I} \). If \((k, j) \leq (n, i) \) and \( Z_{k,j} = 0 \) then \( T_{k,j}^* \cap P_{n,i} = \emptyset \).

**Proof.** If \( Z_{k,j} = 0 \), then by Lemma \[3.5\] we have \( P_{n,i} \cap T_{k,j} \subset \bigcup_{a=4(j-1)+1}^{4j} T_{k+1,a} \). Since \( T_{k,j}^* \) is contained in \( T_{k,j} \), it suffices to show that if \((k + 1, a)\) is a child of \((k, j)\) and \( Z_{k,j} = 0 \) then \( T_{k,j}^* \cap T_{k+1,a} = \emptyset \), which was shown in the proof of Lemma \[3.7\] (see Figure 6 for an illustration).
Lemma 3.9. For \((n, i) \in I\) the collection \(\{Z_{k,j} : (k, j) \leq (n, i)\}\) is measurable with respect to \(P_{n,i}\).

Remark 3.10. Given \(\{Z_{k,j} : (k, j) < (n, i)\}\), we can recover the construction up until the \((n, i)\)-th step, so we can recover \(\{P_{k,j} : (k, j) < (n, i)\}\) and in particular we can recover \(\{P_1, \ldots, P_n\}\). Since \(T_{k,j}\) is measurable with respect to \(P_{k,j}\), it follows from Lemma 3.9 that the collection \(\{T_{k,j} : (k, j) \leq (n, i)\}\) is measurable with respect to \(P_{n,i-1}\).

Proof of Lemma 3.9. First, we prove that \(Z_{k,j} = 1\) if and only if \(T_{k,j} \subset P_{n,i}\). By definition, if \(Z_{k,j} = 1\) then \(T_{k,j} \subset P_{k,j} \subset P_{n,i}\). By Lemma 3.8, if \(Z_{k,j} = 0\) then \(T_{k,j}\) is not contained in \(P_{n,i}\).

Therefore, it suffices to show that \(T_{k,j}\) is measurable with respect to \(P_{n,i}\). We prove this by induction on \((k, j)\). It clearly holds for \(k = 1\) because \(T_{1,j}^*\) are deterministic. If \(k \geq 2\) and \(T_{s,a}\) is measurable with respect to \(P_{n,i}\) for all \((s, a) < (k, j)\), then it follows that \(\{Z_{s,a} : (s, a) < (k, j)\}\) is measurable with respect to \(P_{n,i}\) and in particular \(P_k\) is measurable with respect to \(P_{n,i}\). Since \(T_{k,j}\) is measurable with respect to \(P_k\) this concludes the proof.

3.3 Probabilistic analysis of the geometric construction

In this subsection, we provide the probabilistic analysis of our randomized geometric construction. A key ingredient is a resampling inequality, leveraging the monotonicity of the increments of the \(\Gamma\)-function established in Lemma 3.1.

3.3.1 A resampling inequality

For \((n, i) \in I\), we let

\[B_{n,i} = \bigcup_{(k, j) \in I, (k, j) \leq (n, i)} T_{k,j}^*,\]

be the set of vertices in \(\mathbb{Z}^2\) where the external field is explored for the construction of \(P_{n,i}\). By Lemma 3.7, \(T_{n,i}^* \cap B_{n,i-1} = \emptyset\).

Lemma 3.11. For \((n, i) \in I\), let \(g\) be a random field such that \(g_v = h_v\) for \(v \notin B_{n,i-1}\) and \(\{g_v : v \in B_{n,i-1}\}\) is a collection of independent mean-zero Gaussian variables with variance 1 that is independent of \(h\). Recall that \(\mathcal{F}_{n,i}\) is the \(\sigma\)-algebra generated by \(P_{n,i-1}\) and \(\{h_v : v \in T_{n,i}^*\}\). Let

\[\tilde{\gamma}_{n,i} = \mathbb{E}[\Gamma(P_{n,i-1} \cup T_{n,i}, \Lambda_{2N}, \varepsilon g) - \Gamma(P_{n,i-1}, \Lambda_{2N}, \varepsilon g) | \mathcal{F}_{n,i}],\]

Then \(\gamma_{n,i} \geq \tilde{\gamma}_{n,i}\) almost surely.

In words, the lemma states that if we resample the field on \(B_{n,i-1}\) after constructing \(P_{n,i-1}\), the expected increment to \(\Gamma\) from adding \(T_{n,i}\) to \(P_{n,i-1}\) decreases.
Proof of Lemma [3.11] Let $C_{n,i-1} = B_{n,i-1} \cap P_{n,i-1}$ and $D_{n,i-1} = B_{n,i-1} \setminus P_{n,i-1}$. By Lemma 3.9, $B_{n,i-1}$ is measurable with respect to $P_{n,i-1}$. It follows that $C_{n,i-1}$ and $D_{n,i-1}$ are measurable with respect to $P_{n,i-1}$. By Lemma 3.8

$$
C_{n,i-1} = \bigcup_{(k,j) \in \mathcal{I}, (k,j) < (n,i), Z_{k,j} = 1} \mathcal{T}_{k,j},
$$

$$
D_{n,i-1} = \bigcup_{(k,j) \in \mathcal{I}, (k,j) < (n,i), Z_{k,j} = 0} \mathcal{T}_{k,j}.
$$

Let $Q$ be a polygon such that $\mathbb{P}(P_{n,i-1} = Q) > 0$. We let $B_{n,i-1}(Q)$ be the value of $B_{n,i-1}$ on the event $\{P_{n,i-1} = Q\}$, and similarly for $C_{n,i-1}(Q)$ and $D_{n,i-1}(Q)$. Note that the event $\{P_{n,i-1} = Q\}$ is measurable with respect to $h|_{B_{n,i-1}(Q)}$ (where $h|_{A}$ denotes the restriction of $h$ to $A$).

We claim that the event $\{P_{n,i-1} = Q\}$ is decreasing with respect to $h|_{D_{n,i-1}(Q)}$ and increasing with respect to $h|_{C_{n,i-1}(Q)}$. That is, if $f$ is a realization of the field such that $P_{n,i-1}(f) = Q$ and $f'$ is a realization of the field such that $f'_v \geq f_v$ for all $v \in C_{n,i-1}(Q)$ and $f'_v \leq f_v$ for all $v \in D_{n,i-1}(Q)$, then $P_{n,i-1}(f') = Q$. To see this, we prove inductively $P_{k,j}(f) = P_{k,j}(f')$ for each $(k,j) \leq (n,i)$. It clearly holds for $(k,j) = (1,0)$ since $P_{1,0} = [-N,N]^2$ deterministically. If $(k,j) \leq (n,i)$ and $P_{k,j-1}(f) = P_{k,j-1}(f')$, then $\gamma_{k,j}(f) \leq \gamma_{k,j}(f')$ if $Z_{k,j}(f) = 1$ and $\gamma_{k,j}(f) \geq \gamma_{k,j}(f')$ if $Z_{k,j}(f) = 0$ (this is because $\gamma_{k,j}$ is a function of $(P_{k,j-1}, h|_{\mathcal{T}_{k,j}^*})$ and is increasing in $h|_{\mathcal{T}_{k,j}^*}$ for fixed $P_{k,j-1}$). This implies that $Z_{k,j}(f) = Z_{k,j}(f')$ and as a result $P_{k,j}(f) = P_{k,j}(f')$, completing the proof by induction.

By the FKG inequality for product measures [29], we get that conditional on $\{P_{n,i-1} = Q\}$ we have the following: $(h|_{C_{n,i-1}(Q)}, -h|_{D_{n,i-1}(Q)})$ stochastically dominates $(g|_{C_{n,i-1}(Q)}, -g|_{D_{n,i-1}(Q)})$ (note the minus sign for the field on $D_{n,i-1}(Q)$). By construction, $h|_{\Lambda_2 N \setminus B_{n,i-1}(Q)} = g|_{\Lambda_2 N \setminus B_{n,i-1}(Q)}$ on $\{P_{n,i-1} = Q\}$. Therefore, conditional on $\{P_{n,i-1} = Q\}$ and on $h|_{\mathcal{T}_{n,i}^*}(Q)$ (thus also conditional on $g|_{\mathcal{T}_{n,i}^*}(Q)$ since $h|_{\mathcal{T}_{n,i}^*}(Q) = g|_{\mathcal{T}_{n,i}^*}(Q)$), we deduce that the field $(h|_{P_{n,i-1}(Q) \cup \mathcal{T}_{n,i}(Q)}, -h|_{\Lambda_2 N \setminus (P_{n,i-1}(Q) \cup \mathcal{T}_{n,i}(Q))})$ stochastically dominates the field $(g|_{P_{n,i-1}(Q) \cup \mathcal{T}_{n,i}(Q)}, -g|_{\Lambda_2 N \setminus (P_{n,i-1}(Q) \cup \mathcal{T}_{n,i}(Q))})$. Let $\Delta_Q : \mathbb{R}^{\Lambda_2 N} \to \mathbb{R}$ be the function given by

$$
\Delta_Q(f) = \Gamma(P_{n,i-1}(Q) \cup \mathcal{T}_{n,i}(Q), \Lambda_2 N, f) - \Gamma(P_{n,i-1}(Q), \Lambda_2 N, f).
$$

By Lemma 3.1 $\Delta_Q$ is increasing in $f|_{P_{n,i-1}(Q) \cup \mathcal{T}_{n,i}(Q)}$ and decreasing in $f|_{\Lambda_2 N \setminus (P_{n,i-1}(Q) \cup \mathcal{T}_{n,i}(Q))}$. It follows that given $\{P_{n,i-1} = Q\}$ and $h|_{\mathcal{T}_{n,i}}$, we have that $\Delta_Q(\varepsilon h)$ stochastically dominates $\Delta_Q(\varepsilon g)$. Since

$$
\gamma_{n,i} 1_{P_{n,i-1}=Q} = \mathbb{E}[\Delta_Q(\varepsilon h) \mid F_{n,i}] 1_{P_{n,i-1}=Q}
$$

and

$$
\hat{\gamma}_{n,i} 1_{P_{n,i-1}=Q} = \mathbb{E}[\Delta_Q(\varepsilon g) \mid F_{n,i}] 1_{P_{n,i-1}=Q},
$$

this proves the lemma.

3.3.2 Quantitative probabilistic analysis

We first show that each triangle $T_{n,i}$ has a decent probability to be included in $P^*$. Recall that $\delta = 10^{-2}(\varepsilon^2)^{2/3}$. 

Lemma 3.12. For $m \in (0,1)$, there exist constants $C_2, c_2 > 0$ (depending on $m$) such that the following holds. Suppose that (8) fails for some $N \geq e^{C_2 \epsilon^{-4/3}}$. Then for all $1 \leq n \leq \log_{16}(N)$ and $1 \leq i \leq 4^n$

$$\Pr(\gamma_{n,i} \geq 10\delta^2 \tau_{n,i}) \geq c_2.$$  

Proof. In light of Lemma 3.11 in order to prove the lemma it suffices to show that for all $(n,i) \in I$ with $n \leq \log_{16}(N)$ we have

$$\Pr(\tilde{\gamma}_{n,i} \geq 10\delta^2 \tau_{n,i}) \geq c_2.$$  

As in the proof of Lemma 3.11 we will work conditionally on $P_{n,i-1}$. We let $g$ be as in Lemma 3.11. Note that $g$ is a collection of independent standard Gaussian random variables. Recall the definition of $G$ given in (14). We have

$$\tilde{\gamma}_{n,i} = \mathbb{E}[G(P_{n,i-1}, T_{n,i}, \Lambda_2N, \epsilon g) | P_{n,i-1}, g | T_{n,i}^*].$$  

Since $G(A, B, \Omega, f)$ is an odd function of $f|_{\Omega A}$ for all fixed $(A, B, \Omega)$, we see $G(P_{n,i-1}, T_{n,i}, \Lambda_2N, \epsilon g)$ is an odd function of $g|_{\Lambda_2N \setminus P_{n,i-1}}$ when $P_{n,i-1}$ is fixed. Since $g$ is independent of $P_{n,i-1}$ (because $P_{n,i-1}$ is measurable with respect to $h|_{B_{n,i-1}}$) and $g$ has a symmetric distribution, this implies that $\tilde{\gamma}_{n,i}$ is an odd function of $g|_{T_{n,i}^*}$ when $P_{n,i-1}$ is fixed. In particular we have

$$\mathbb{E}[\tilde{\gamma}_{n,i} | P_{n,i-1}] = 0.$$  

Next, we give a lower bound on the variance of $\tilde{\gamma}_{n,i}$. By (19) and the formulas derived in the proof of Lemma 3.1 for the partial derivatives of the increment of $\Gamma$ we obtain that for $v \in T_{n,i}^*$

$$\mathbb{E}[\partial_v \tilde{\gamma}_{n,i} | P_{n,i-1}] = 2\epsilon \mathbb{E} \left[ \Delta(\sigma_v)|_{\Lambda_2N \setminus P_{n,i-1}, \epsilon g} | P_{n,i-1} \right].$$  

Recall the definition of $m_{\beta,\Lambda_N, \epsilon}$ in (3). For $\Omega \subset \mathbb{Z}^2$, define $m_{\beta,\Omega, \epsilon}$ similarly by replacing $\Lambda_N$ with $\Omega$. By monotonicity of the Ising model (c.f. [3, Section 2.2]), we have that $m_{\beta,\Omega, \epsilon}$ is decreasing in $\Omega$, and therefore for $v \in T_{n,i}^*$

$$\mathbb{E}[\partial_v \tilde{\gamma}_{n,i} | P_{n,i-1}] \geq 2\epsilon m_{\beta, \Lambda_2N - v, \epsilon} \geq 2\epsilon m_{\beta, \Lambda_4N, \epsilon} \geq 2\epsilon \delta,$$

where the last inequality follows from our assumption that (8) fails. It then follows from [15, Proposition 3.5] that

$$\mathbb{E}[\tilde{\gamma}_{n,i}^2 | P_{n,i-1}] = \text{Var}[\tilde{\gamma}_{n,i} | P_{n,i-1}] \geq (2\epsilon \delta)^2 |T_{n,i}^*|. \tag{21}$$

In addition, by [15] we see that $\tilde{\gamma}_{n,i}$ is a Lipschitz function of $g|_{T_{n,i}}$ with Lipschitz constant $2\epsilon \sqrt{|T_{n,i}^*|}$ (with respect to the $\ell_2$ norm) for each fixed $P_{n,i-1}$. Therefore, by (20) and by the Gaussian concentration inequality (see [10, 52], and see also [11, Theorem 2.1] and [55, Theorem 3.25]) we get that

$$\mathbb{E}[\tilde{\gamma}_{n,i}^4 | P_{n,i-1}] \leq 10^5 \epsilon^4 |T_{n,i}^*|^2. \tag{22}$$

A simple computation gives that for any $t > 0$

$$\mathbb{E}[\tilde{\gamma}_{n,i}^2 | P_{n,i-1}] \leq t^2 + \mathbb{E}(\tilde{\gamma}_{n,i}^2 1_{\tilde{\gamma}_{n,i}^2 > t^2} | P_{n,i-1})$$

$$\leq t^2 + \sqrt{\mathbb{E}[\tilde{\gamma}_{n,i}^4 | P_{n,i-1}]} \sqrt{\Pr(\tilde{\gamma}_{n,i}^2 \geq t^2 | P_{n,i-1})}.$$
Setting $t = \varepsilon m\sqrt{|T_{n,i}^*|}$ and combining with (22) and (21), we obtain that
\[
\mathbb{P}(\gamma_{n,i} \geq \varepsilon m\sqrt{|T_{n,i}^*|} | P_{n,i-1}) = \frac{1}{2}\mathbb{P}(\gamma_{n,i}^2 \geq (\varepsilon m)^2|T_{n,i}^*| | P_{n,i-1}) \geq 10^{-5}m^2 \, ,
\] (23)
where the first equality follows from the fact that conditioned on $P_{n,i-1}$, the law of $\gamma_{n,i}$ is symmetric around 0. It is obvious that the number of lattice points in any isosceles triangle in $\mathbb{R}^2$ with base length and height larger than 100 is at least half of the area of the triangle. Since $N \geq e^{C_2e^{-4/3}}$ and $1 \leq n \leq \log_{16}(N)$, we have that the base length and the height of $T_{n,i}^*$ (which are $\frac{2\varepsilon r_{n,i}}{3}$ and $\frac{\delta r_{n,i}}{3}$ respectively) are both larger than 100 as long as $C_2$ is a large enough constant. Therefore,
\[
|T_{n,i}^*| \geq 2^{-1}\lambda(T_{n,i}^*) = 18^{-1}\delta r_{n,i}^2 \, .
\]
Combined with (23) and $\delta = 10^{-2}(\varepsilon m)^{2/3}$, it completes the proof of (18).

We are now ready to conclude the proof on the upper bound for the correlation length.

**Proof of (8).** We will prove (12) provided that (8) fails for $N \geq e^{C_1e^{-4/3}}$ for a large enough constant $C_1$, and thus obtain a contradiction with Lemma 2.1. This in turn proves (8), as required.

Since for each $n \geq 1$, $P_n$ has $4^n$ sides and $m^* \leq \log_{16}(N)$, we see that $P^*$ has at most $N^{1/2}$ sides. By construction, $l(\partial P^*) \geq l(\partial P_1) = 8N$. Therefore, by Lemma 3.6 we have
\[
|\partial P^*| \leq \sqrt{2l(\partial P^*) + 2N^{1/2}} \leq 2l(\partial P^*) \, .
\]
In addition, $|\partial(\Lambda_{2N} \setminus P^*)| = |\partial P^*| + 16N$. Therefore, it suffices to show that
\[
\mathbb{E}[\Gamma(P^*, \Lambda_{2N}, \varepsilon h) - 8l(\partial P^*)] > 0 \, .
\] (24)
For $n \geq 1$, let $X_n = \Gamma(P_n, \Lambda_{2N}, \varepsilon h) - 8l(\partial P_n)$. For $(n, i) \in I$ let $X_{n,i} = \Gamma(P_{n,i}, \Lambda_{2N}, \varepsilon h) - 8l(\partial P_{n,i})$, and $Y_{n,i} = X_{n,i} - X_{n,i-1}$. We assume from now on that $n < n^*$. We have
\[
l(\partial(P_{n,i-1} \cup T_{n,i})) - l(\partial P_{n,i-1}) = 2\sqrt{1 + \delta^2 r_{n,i} - 2r_{n,i}} \leq \delta^2 r_{n,i} \, .
\]
Recalling definition of $Z_{n,i}$ as in (17), we get that
\begin{itemize}
  \item if $Z_{n,i} = 0$ then $P_{n,i} = P_{n,i-1}$ and thus $Y_{n,i} = 0$;
  \item if $Z_{n,i} = 1$ then
    \[
    Y_{n,i} = (\Gamma(P_{n,i-1} \cup T_{n,i}, \Lambda_{2N}, \varepsilon h) - \Gamma(P_{n,i-1}, \Lambda_{2N}, \varepsilon h)) - 8(l(\partial(P_{n,i-1} \cup T_{n,i})) - l(\partial P_{n,i-1}))
    \]
    where the difference in the perimeter is bounded by $\delta^2 r_{n,i}$.
\end{itemize}
Altogether, we have that
\[
Y_{n,i} \geq Z_{n,i} \left[\Gamma(P_{n,i-1} \cup T_{n,i}, \Lambda_{2N}, \varepsilon h) - \Gamma(P_{n,i-1}, \Lambda_{2N}, \varepsilon h) - 8\delta^2 r_{n,i}\right] \, .
\]
Recalling the definition of $\gamma_{n,i}$ as in (16), we obtain
\[
\mathbb{E}[Z_{n,i}(\Gamma(P_{n,i-1} \cup T_{n,i}, \Lambda_{2N}, \varepsilon \cdot h) - \Gamma(P_{n,i-1}, \Lambda_{2N}, \varepsilon \cdot h))]
= \mathbb{E}[\mathbb{E}(Z_{n,i}(\Gamma(P_{n,i-1} \cup T_{n,i}, \Lambda_{2N}, \varepsilon \cdot h) - \Gamma(P_{n,i-1}, \Lambda_{2N}, \varepsilon \cdot h) \mid \mathcal{F}_{n,i}))]
= \mathbb{E}[Z_{n,i}\gamma_{n,i}] \geq \mathbb{E}[10\delta^2 r_{n,i}Z_{n,i}],
\]
where we used the fact that $Z_{n,i}$ is measurable with respect to $\mathcal{F}_{n,i}$. Therefore,
\[
\mathbb{E}[Y_{n,i}] \geq 2\delta^2 \mathbb{E}[r_{n,i}Z_{n,i}].
\]
It follows from the construction of $P_n$ that for every $(n, i) \in \mathcal{I}$ we have $l(S_{n,i}) \geq l(\partial P_1)4^{-n}$. Therefore, $r_{n,i} \geq l(\partial P_1)4^{-n-1}$. Plugging this into the previous display gives
\[
\mathbb{E}[Y_{n,i}] \geq 2\delta^2 4^{-n-1}l(\partial P_1)\mathbb{P}(\gamma_{n,i} > 10\delta^2 r_{n,i}).
\]
Finally, we will set $C_1 \geq C_2$ so we can apply Lemma 3.12 and get
\[
\mathbb{E}[Y_{n,i}] \geq 2c_2\delta^2 4^{-n-1}l(\partial P_1).
\]
Summing over $i$ gives
\[
\mathbb{E}[X_{n+1} - X_n] \geq 2^{-1}c_2\delta^2 l(\partial P_1).
\]
Since $\Gamma$ is an odd function of $h$, we have $\mathbb{E}[X_1] = -l(\partial P_1)$. Therefore
\[
\mathbb{E}[X_n] = \mathbb{E}[X_1] + \sum_{n=1}^{n^* - 1} \mathbb{E}[X_{n+1} - X_n] \geq (c_2\delta^2(n^* - 1)/2 - 1)l(\partial P_1).
\]
Plugging in $n^* = \lceil \log_{10}(N) \rceil$ and $\delta = 10^{-2}(\varepsilon m)^{2/3}$, we see that $\mathbb{E}[X_n] > 0$ (which is a rewrite of (24)) for $N \geq e^{C_1\varepsilon^{-4/3}}$ provided that $C_1 \geq C_2$ is a large enough constant (depending on $m$).

4 Upper bound on greedy lattice animal

This section is devoted to the proof of Proposition 2.2 which is essentially [54, Theorem 4.4.2]. We make the connection between [54, Theorem 4.4.2] and Proposition 2.2 slightly more explicit and we claim no credit for material in this section.

For a Gaussian process $X$ indexed on a set $T$, define the canonical metric $d_X : T \times T \to [0, \infty)$ for $(T, X)$ by
\[
d_X(s, t) = \mathbb{E}[(X(s) - X(t))^2]^{1/2}.
\]
Next, we review the $\gamma_{\alpha,\beta}$-functionals which measure the size of a metric space in a way that can be used to control the maximum of a Gaussian process. We begin with an auxiliary definition.

**Definition 4.1.** Given a set $T$, an admissible sequence on $T$ is an increasing sequence of partitions $(\Pi_n)_{n \geq 0}$ of $T$ such that $|\Pi_0| = 1$ and $|\Pi_n| \leq 2^n$ for $n \geq 1$.

For a partition $\Pi_n$ of a set $T$ and an element $t \in T$, we will denote by $\pi_n(t)$ the element of $\Pi_n$ that contains $t$. Now we are ready to define the $\gamma_{\alpha,\beta}$ functionals.
Definition 4.2. Given a set $T$, a metric $d$ on $T$, and numbers $\alpha, \beta > 0$, let

$$\gamma_{\alpha, \beta}(T, d) = \inf_{(\Pi_n)} \sup_{t \in T} \left[ \sum_{n \geq 0} \left( 2^{n/\alpha} \text{diam}(\pi_n(t), d) \right)^\beta \right]^{1/\beta},$$

where the infimum is taken over all admissible sequences and $\text{diam}(\pi_n(t), d)$ is the $d$-diameter for $\pi_n(t)$. In addition, define $\gamma_2(T, d) = \gamma_{2,1}(T, d)$.

With this definition in place, we can state Talagrand’s majorizing measure theorem (see [53] and [54, Theorem 2.2.22]) which gives a tight bound on the expectation of the supremum of a Gaussian process in terms of the $\gamma_2$-functional. Write $\|X\|_T = \sup_{t \in T} X_t$.

Theorem 4.3. There exists a universal constant $K$ such that the following holds. If $T$ is a set and $X$ is a centered Gaussian process indexed on $T$, we have

$$\mathbb{E}[\|X\|_T] \leq K \gamma_2(T, d_X).$$

Next, we state the Borell-Sudakov-Tsirelson inequality. For a set $T$ and a Gaussian process $(X_t)_{t \in T}$ indexed on $T$, let $\sigma^2_X = \sup_{t \in T} \text{Var}(X_t)$. The Borell-Sudakov-Tsirelson inequality says that the tails of the maximum of $X$ behave roughly like those of a Gaussian random variable with variance $\sigma^2_X$ (see [10, 52] or [1, Theorem 2.1] for a proof):

$$\mathbb{P}(\|X_T\| - \mathbb{E}[\|X_T\|] > z) \leq 2 \exp\left(-\frac{z^2}{2\sigma^2_X}\right) \quad \text{for all } z > 0. \quad (26)$$

Note that we do not need to assume $X$ is centered for (26). Note also that for any lattice animal $A$ we have $\text{Var}(\sum_{v \in A} h_v) = |A| \leq |\partial A|^2$, so if $T$ is a set of lattice animals and $X_t$ is the sum of the Gaussian variables in the lattice animal $t$ normalized by its boundary size, we have $\sigma^2_X \leq 1$.

Having introduced these tools, we turn to the proof of Proposition 2.2. It is more convenient to work with the unnormalized lattice animal processes, so we will partition the lattice animals by the lengths of their boundaries. The following lemma is the key to the proof of Proposition 2.2.

Lemma 4.4. For a vertex $v \in \mathbb{Z}^2$ and an integer $k \geq 2$, let $\mathfrak{A}_{v,k}$ be the collection of simply connected lattice animals $A$ such that $|\partial A| \leq 2^k$, $v \in A$, and there exists $u \sim v$ such that $u$ is not in $A$. For $A \in \mathfrak{A}_{v,k}$, let $Y_A = \sum_{v \in A} h_v$. Then there exists a constant $C > 0$ such that

$$\mathbb{P}\left(\max_{A \in \mathfrak{A}_{v,k}} Y_A \geq Ck^{3/4}2^k + u2^k\right) \leq 2e^{-u^2/2} \quad \text{for all } u > 0.$$

In Lemma 4.4, we restricted to $A$ containing $v$ on its boundary so that we have $|\mathfrak{A}_{k,v}| \leq 2^{k+1}$ (as explained in the proof of Lemma 4.4 below). Lemma 4.4 can be deduced as a consequence of the following two lemmas in [53].

Lemma 4.5. [53, Lemma 4.4.6] Let $n \geq 1$ and $T$ be a set such that $|T| \leq 2^{2n}$. Let $d$ be a metric on $T$. Then ($\sqrt{d}$ is also a metric and)

$$\gamma_2(T, \sqrt{d}) \leq n^{3/4}\gamma_{1,2}(T, d)^{1/2}.$$
Lemma 4.6. [54, Proposition 4.4.5] There exists a constant $C > 0$ such that

$$
\gamma_{1,2}(\mathfrak{A}_{v,k},d^2_Y) \leq C2^k.
$$

Note that [54] Proposition 4.4.5] was stated in a slightly different context but the metric space it applies to is easily seen to be isomorphic to $\mathfrak{A}_{v,k}$ with distance $d^2_Y$ since $d^2_Y(A,A') = \mathbb{E}[(Y_A - Y_{A'})^2]$ is simply the cardinality of the symmetric difference of $A$ and $A'$.

Proof of Lemma 4.6. In order to apply Lemma 4.5, we need a bound on the cardinality of $\mathfrak{A}_{k,v}$. By considering a simply connected lattice animal $A$ as the lattice points enclosed by a loop consisting of $|\partial A|$ edges of the dual lattice $(1/2,1/2) + \mathbb{Z}^2$, it is easy to see that $|\mathfrak{A}_{k,v}| \leq 2^{2k+1}$ (this is because one can construct a loop by starting an edge near $v$ and adding new edges sequentially where each new edge has at most 4 choices). At this point, it is immediate from Lemmas 4.5 and 4.6 that $\gamma_2(\mathfrak{A}_{k,v},d_Y) \leq Ck^{3/4}2^k$. Thus by Theorem 4.3, we have that $\mathbb{E}[\max_{A\in\mathfrak{A}_{v,k}} Y_A] \leq Ck^{3/4}2^k$. Therefore, we can obtain Lemma 4.4 by (26) and the fact that $\text{Var}(Y_A) \leq 2^k$ for all $A \in \mathfrak{A}_{v,k}$. □

Proof of Proposition 2.2. The proof is the same as the proof of [54, Theorem 4.4.2] using [54, Proposition 4.4.3]. Note that the total length of all edges in $\mathfrak{A}_N$ is $2 \cdot (2N + 1) \cdot 2N$ and let $k^* = \min\{k : 2^k \geq 2 \cdot (2N + 1) \cdot 2N\}$. We have $k^* \leq C \log N$, and for any $A \in \mathfrak{A}_N$ there exists $2 \leq k \leq k^*$ such that $2^{k-1} \leq |\partial A| \leq 2^k$. Therefore, using Lemma 4.4 and a union bound over $v$ and $k$ we have for some constant $C > 0$

$$
\mathbb{P}\left(\max_{A\in\mathfrak{A}_N} \frac{Y_A}{|\partial A|} \geq C(\log N)^{3/4} + x\right) \leq Ce^{\log N - x^2/2}.
$$

Letting $x = C'(\log N)^{3/4} + u$ for a large enough constant $C'$ concludes the proof. □

5 Alternative Proof of the Upper bound on greedy lattice animal

This section presents an alternative proof of the lower bound in Theorem 1.1. As in the previous proof, it consists of an upper bound on the greedy lattice animal process. The proof is more geometric and for that reason it is easier to do the analysis in the continuum. For notational convenience, we use a curve to refer to an oriented piecewise linear curve (unless otherwise specified), and we call a maximal line segment in a curve (in terms of inclusion) a side of the curve and the endpoints of such segments the vertices of the curve. For $R > 1$, let $\mathcal{P}_R$ denote the collection of positively oriented simple closed curves with sides of length at least 1 that are contained in $[-R, R]^2$. For $\eta \in \mathcal{P}_R$, we let $P(\eta)$ denote the polygon enclosed by $\eta$ (i.e. the set of points $\eta$ separates from infinity) and $\nu(\eta) = W(P(\eta))$ (where as in Section 2.2 $W$ is a white noise). We will prove the following

Proposition 5.1. There exists a constant $c_1 > 0$ such that $0 < \varepsilon < c_1$ and $R \leq \exp(c_1 \varepsilon^{4/3} / \log \varepsilon^{-1})$ we have the following

$$
\mathbb{P}\left(\sup_{\eta \in \mathcal{P}_R} (\nu(\eta)) - \ell(\eta) \geq 0\right) \leq \exp(-c_1 \varepsilon^2)
$$

Our proof consists of a multi-scale analysis where we bound the value of polygon animals of growing diameters in an inductive manner. Crucially, this requires a hierarchical structure on
the polygon animal process (i.e., the Gaussian process associated with polygon animals), where ideally we can decompose a polygon animal into a sum of polygon animals in smaller scales. Such decomposition is more or less obvious for convex polygon animals, but in general it seems non-trivial to have a schematic decomposition. In order to address this, in Subsection 5.1 we will instead consider a decomposition for non-closed curves (as opposed to closed curves which are boundaries of polygon animals) for which we rely on the geometric notion of winding number in order to keep track of “signs” in the decomposition.

In Subsection 5.2 we review a number of useful tools from the theory of Gaussian processes, including the Gaussian concentration inequality and Dudley’s integral bound on the supremum. To prepare for applications of Dudley’s integral bound that will arise in our analysis, we formulate Lemma 5.9 which we will repeatedly apply later in order to bound the supremum of a Gaussian process using bounds on the suprema of its sub-components. Having introduced these tools, we show in Subsection 5.3 that Proposition 2.2 follows from a first moment bound, as incorporated in Proposition 5.11.

The rest of the section is then devoted to the proof of Proposition 5.11. As a preliminary analysis, we prove in Subsection 5.4 a regularity bound by an application of Dudley’s integral bound, and in particular control the supremum over a collection of polygon animals (in fact, curves) which are all perturbations of a certain animal. Besides its application in the multi-scale analysis, this regularity bound plays a key role in verifying the base case for our inductive argument, as detailed in Subsection 5.5. The core induction argument is then carried out in Subsections 5.6 and 5.7 where we use the full power of the tools we have reviewed and developed thus far. In this proof, we also see the main advantage of working with non-centered Gaussian variables (as opposed to working with centered Gaussian variables as given by polygon animals normalized by their boundary sizes): when decomposing a curve into sub-curves, the entropy grows in the number of “significant turns” the curve makes, but the mean decreases with the number of turns since significant turns lead to increments of the boundary length compared to a straight line (see Claim 5.20). Our decompositions of curves (and correspondingly our inductive proofs) are implemented in two similar steps, where we first decompose the curves in terms of their vertical oscillations and then in terms of their horizontal oscillations. The first step is more important and requires more delicate analysis, which is carried out in Subsection 5.6 with some lemmas deferred to the next subsection. The second step, formulated as Lemma 5.19, is proved at the end of the paper. On the one hand it employs a similar analysis with some simplifications since the bounds required are not as sharp as in the first step. On the other hand, it includes a new ingredient (Claim 5.22) which finally allows us to invoke the induction hypothesis.

5.1 A multi-scale representation for polygon animals via winding numbers

The first challenge for a multi-scale analysis proof is a multi-scale representation for the polygon animal process. That is, we wish to decompose a polygon animal in a big scale into polygon animals in a small scale. However, it is not obvious how to carry this out, since we are unable to decompose a closed curve into a union of closed curves. Therefore, we prefer to work with non-closed curves which can be decomposed into a concatenation of shorter curves. To this end, we extend the definition of $\nu$ to non-closed curves, in a natural way where we add to a non-closed curve a line segment that goes from its end point to its start point. Since our polygons can be arbitrary and in particular not necessarily convex, when decomposing a polygon by decomposing its boundary curve, the aforementioned extension for a (simple) piece of boundary may result in a non-simple
closed curve (see the right picture of Figure 8) and thus we will also have to take into account the signs for regions in smaller polygons in the decomposition. In order to do this, we will use the notion of winding number (for curves that are not necessarily simple), via which we obtain a decomposition of polygon animals as stated in Corollary 5.3. In order to bound the variance of the Gaussian random variables associated with the polygon animals in the decomposition, we will bound corresponding winding numbers, as incorporated in Lemmas 5.5 and 5.7.

We now briefly review the notion of winding number, which counts the number of revolutions (in the counter-clockwise direction) a closed curve $\eta$ completes around a point. For a curve $\eta : [0, 1] \to \mathbb{R}^2$, we let $\eta^* = \eta([0, 1])$ denote the points in $\eta$. Note that if $\eta$ is a closed curve and $z \in \mathbb{R}^2 \setminus \eta^*$, then there exists a continuous parametrization of $\eta - z$ in polar coordinates. If $(r, \theta) : [0, 1] \to \mathbb{R}^2$ is such a parametrization, then the winding number of $\eta$ around $z$, which we denote by $w(z, \eta)$, is given by (note that the winding number does not depend on the choice of the parametrization)

$$w(z, \eta) = \frac{\theta(1) - \theta(0)}{2\pi}.$$  

For any closed curve $\eta$, let $A = \mathbb{R}^2 \setminus \eta^*$. Then $w(\cdot, \eta)$ is an integer-valued function on $A$ that is constant on each connected component of $A$ and is zero on the unbounded component of $A$. See Figure 7 for an illustration and [48, Theorem 10.10] for a proof. For a closed curve $\eta$, we let $\mathcal{C}(\eta)$ denote the collection of connected components of $\mathbb{R}^2 \setminus \eta^*$. Since $w$ is constant on every element of $\mathcal{C}(\eta)$, for $C \in \mathcal{C}(\eta)$ we abuse the notation and write $w(C, \eta)$ for the value of $w$ on $C$. Finally, we let

$$\nu(\eta) = \sum_{C \in \mathcal{C}(\eta)} w(C, \eta) W(C).$$ \hfill (27)

Note that this is consistent with $\nu(\eta) = W(P(\eta))$ for $\eta \in \mathcal{P}_R$. We can think of $\nu(\eta)$ as the integral of $w(\cdot, \eta)$ with respect to $dW$.

Having defined $\nu$ for arbitrary closed curves, it remains to extend the definition to non-closed curves. For a non-closed curve $\eta$, we let $a$ and $b$ be the start and end points of $\eta$ and as mentioned earlier we extend $\eta$ to a closed curve $\eta_0$ by concatenating $\eta$ with the line segment from $b$ to $a$. We let $w(\cdot, \eta) = w(\cdot, \eta_0)$ and $\nu(\eta) = \nu(\eta_0)$. So, for example, if $\eta$ is a straight line from $a$ to $b$, we have $\nu(\eta) = 0$. 

Figure 7: An illustration of the winding number of a curve on each component of its complement

denote the collection of connected components of $\mathbb{R}^2 \setminus \eta^*$. Since $w$ is constant on every element of $\mathcal{C}(\eta)$, for $C \in \mathcal{C}(\eta)$ we abuse the notation and write $w(C, \eta)$ for the value of $w$ on $C$. Finally, we let
Figure 8: The left picture is on changing a segment of a curve and the right picture is on partitioning a curve into segments.

The following notation will be useful later in this section. For a (not necessarily closed) curve $\eta$, a point $z \notin \eta^*$, and any continuous parametrization $(r, \theta) : [0, 1] \to \mathbb{R} \times \mathbb{R}$ of $\eta - z$, we let

$$
\Delta(z, \eta) = \frac{\theta(1) - \theta(0)}{2\pi}.
$$

Note that $\Delta$ does not depend on the choice of the parametrization and it coincides with the winding number if and only if $\eta$ is closed.

For a curve $\eta$, we let $\eta^{-}$ denote the curve obtained by reversing the orientation of $\eta$. Since $w(\cdot, \eta^{-}) = -w(\cdot, \eta)$, we have $\nu(\eta^{-}) = -\nu(\eta)$. For two curves $\eta_1$ and $\eta_2$ such that the endpoint of $\eta_1$ coincides with the start point of $\eta_2$, we let $\eta_1\eta_2$ denote their concatenation. Since we want to decompose long curves into short ones, we need to relate $\nu(\eta_1\eta_2)$ to $\nu(\eta_1)$ and $\nu(\eta_2)$. To this end, we first prove the following lemma which allows us to calculate the change in $\nu(\eta_1)$ that results from changing a segment of $\eta_1$. See the left picture of Figure 8 for an illustration.

**Lemma 5.2.** For $a, b, u, v \in \mathbb{R}^2$, let $\eta_1$ be a curve from $a$ to $u$, let $\eta_2, \eta_3$ be curves from $u$ to $v$, and let $\eta_4$ be a curve from $v$ to $b$. Let $\eta = \eta_1\eta_2\eta_4$ and $\gamma = \eta_1\eta_3\eta_4$, and let $\ell$ be the line segment from $b$ to $a$. Then for all $z \in \mathbb{R}^2 \setminus (\eta^* \cup \gamma^* \cup \ell^*)$,

$$
w(z, \eta) - w(z, \gamma) = w(z, \eta_2\eta_3^{-}).
$$

In particular, we have $\nu(\eta) - \nu(\gamma) = \nu(\eta_2\eta_3^{-})$.

**Proof.** Let $\Delta_i = \Delta(z, \eta_i)$ for $1 \leq i \leq 4$. We have

$$
\Delta(z, \eta) = \Delta_1 + \Delta_2 + \Delta_3, \quad \text{and} \quad \Delta(z, \gamma) = \Delta_1 + \Delta_3 + \Delta_4.
$$

Recall that $\ell$ is the line segment from $b$ to $a$. We have

$$
w(z, \eta) - \Delta(z, \eta) = w(z, \gamma) - \Delta(z, \gamma) = \Delta(z, \ell).
$$

Therefore

$$
w(z, \eta) - w(z, \gamma) = \Delta(z, \eta) - \Delta(z, \gamma) = \Delta_2 - \Delta_3 = w(z, \eta_2\eta_3^{-}).
$$

Recalling (27), it follows that $\nu(\eta) - \nu(\gamma) = \nu(\eta_2\eta_3^{-})$ as claimed. 

The following corollary of Lemma 5.2 will allow us to split $\eta$ into segments which we can analyze separately. See Figure 8 for an illustration.
Corollary 5.3. For $n \geq 1$, let $(\eta_1, \ldots, \eta_n)$ be a partition of a curve $\eta$ (i.e., $\eta = \eta_1 \ldots \eta_n$). Let $x = (x_1, \ldots, x_{n+1})$ be such that $\eta_i$ is a curve from $x_i$ to $x_{i+1}$. For $1 \leq i \leq n$, let $\ell_i$ be the line segment from $x_i$ to $x_{i+1}$ and let $\eta' = \ell_1 \ldots \ell_n$ be the curve obtained by concatenating all these line segments. Let $\ell_{n+1}$ be the line segment from $x_{n+1}$ to $x_1$. Then for all $z \in \mathbb{R}^2 \setminus (\eta^* \cup (\eta')^* \cup \ell_{n+1}^*)$,

$$w(z, \eta) = w(z, \eta') + \sum_{i=1}^{n} w(z, \eta_i).$$

In particular, we have $\nu(\eta) = \nu(\eta') + \sum_{i=1}^{n} \nu(\eta_i)$.

Proof. Let $\gamma_0 = \eta$, $\gamma_n = \eta'$, and for $1 \leq i < n$ let $\gamma_i = \ell_1 \ldots \ell_i \eta_{i+1} \ldots \eta_n$. We have

$$w(z, \eta) - w(z, \eta') = \sum_{i=1}^{n} (w(z, \gamma_{i-1}) - w(z, \gamma_i)).$$

Therefore, it suffices to show

$$w(z, \gamma_{i-1}) - w(z, \gamma_i) = w(z, \eta_i) \quad 1 \leq i \leq n.$$

This follows by applying Lemma 5.2 to $\gamma_i$ and $\gamma_{i-1}$ with $a = x_0$, $b = x_n$, $u = x_i$, and $v = x_{i+1}$. 

As hinted at the beginning of this subsection, in order to control the maximum of $\nu$ over a set of simple non-closed curves $\mathcal{H}$, we need to control $\text{Var}(\nu(\eta))$ for $\eta \in \mathcal{H}$. We cannot simply bound $\text{Var}(\nu(\eta))$ by the area enclosed when we extend $\eta$ into a closed curve because the extended curve need not be simple (and therefore its winding numbers need not be bounded by 1). Therefore, we will introduce some geometric conditions on curves that, when satisfied, yield desirable bounds on winding numbers.

Definition 5.4. We say a curve $\eta \in \mathcal{H}$ from $a$ to $b$ is a splitting curve if there exists an open, bounded convex set $S$ such that $a, b \in \partial S$ and $\eta^* \setminus \{a, b\} \subset S$. In addition, we say $\eta$ splits $S$. See Figure 9 for an illustration of a splitting curve.

Lemma 5.5. For a splitting curve $\eta$, we have $\max_{z \notin \eta^*} |w(z, \eta)| \leq 1$.

Proof. Let $S$ be such that $\eta$ splits $S$. First, note that $w(z, \eta) = 0$ for all $z \notin S$, so we only need to show $|w(z, \eta)| \leq 1$ for $z \in S$. Let $\gamma$ denote the (not necessarily piecewise linear) curve obtained by giving $\partial S$ the positive orientation. Let $\gamma_1$ be the segment of $\gamma$ from $a$ to $b$ and $\gamma_2$ be the segment of $\gamma$ from $b$ to $a$. Let $\eta_1 = \gamma_1 \eta^-$ and $\eta_2 = \eta \gamma_2$. Note that $S \setminus \eta^*$ is the disjoint union of two simply

Figure 9: Illustration of Lemma 5.5. In all pictures, $S$ is the whole polygon.
connected sets $S_1$ and $S_2$ such that $\eta_1$ and $\eta_2$ are obtained by giving $\partial S_1$ and $\partial S_2$ the positive orientation (see Figure 9 for an illustration). Thus,
\[
\Delta(z, \gamma_1) + \Delta(z, \gamma_2) = w(z, \gamma) = 1 \quad \text{for} \quad z \in S,
\]
\[
\Delta(z, \gamma_1) - \Delta(z, \eta) = w(z, \eta_1) = 1 \quad \text{for} \quad z \in S_1,
\]
\[
\Delta(z, \eta) + \Delta(z, \gamma_2) = w(z, \eta_2) = 1 \quad \text{for} \quad z \in S_2.
\]
Therefore,
\[
\Delta(z, \eta) = \begin{cases} 
-\Delta(z, \gamma_2) & z \in S_1, \\
\Delta(z, \gamma_1) & z \in S_2.
\end{cases}
\]
That is, for every $z \in S_1$ (i.e., “to the right” of $\eta$), the angular displacement is the same for $\eta$ and $\gamma_2$ and similarly for $z \in S_2$. Next, let $\alpha$ be the line segment from $a$ to $b$ and note that since $S$ is convex $\alpha$ splits $S$. Therefore, $S \setminus \alpha$ is the disjoint union of two convex sets $S'_1$ and $S'_2$ analogous to $S_1$ and $S_2$ (see the middle picture of Figure 9). By the same argument as above, we get
\[
\Delta(z, \alpha) = \begin{cases} 
-\Delta(z, \gamma_2) & z \in S'_1, \\
\Delta(z, \gamma_1) & z \in S'_2.
\end{cases}
\]
Taking differences we obtain (see the right picture of Figure 9)
\[
w(z, \eta) = \Delta(z, \eta) - \Delta(z, \alpha) = \begin{cases} 
-1 & z \in S_1 \cap S'_2, \\
0 & z \in (S_1 \cap S'_1) \cup (S_2 \cap S'_2), \\
1 & z \in S_2 \cap S'_1.
\end{cases}
\] \hfill (28)
This concludes the proof.

As we will show in Section 5.3 in principle we only need to control $\eta$ over the collection of splitting curves. However, our analysis will proceed by partitioning curves into segments. This raises a difficulty because it is not obvious how to partition a splitting curve $\eta$ into segments such that each segment is also a splitting curve. Therefore, we need a weaker assumption on $\eta$ that is preserved when partitioning $\eta$ into segments in some reasonable way.

**Definition 5.6.** Let $\eta$ be a simple curve from $a$ to $b$. We say $\eta$ is a good curve if there exist open, bounded convex sets $S_1$ and $S_2$ and a splitting curve $\eta'$ such that $\eta'$ splits $S_1$ and $\eta' \cap \eta$ splits $S_2$. We call $(\eta', S_1, S_2)$ a witness for $\eta$. See Figure 10 for an illustration of a good curve and a witness.
Lemma 5.7. Let $\eta$ be a good curve. Then $\max_{z \in \eta} |w(z, \eta)| \leq 3$.

Proof. Let $(\eta', S_1, S_2)$ be a witness for $\eta$ and $(x_0, x_1, x_2)$ be such that $x_0$ and $x_1$ are the start and end points of $\eta'$ and $x_1$ and $x_2$ are the start and end points of $\eta$. Let $x_3 = x_0$ and for $1 \leq i \leq 3$ let $\ell_i$ be the line segment from $x_{i-1}$ to $x_i$. Finally, let $\gamma = \ell_1 \ell_2 \ell_3$ and $\tau = \eta' \eta$ (see the middle picture of Figure 10 for an illustration). By Corollary 5.3,

$$w(z, \tau) = w(z, \gamma) + w(z, \eta') + w(z, \eta).$$

Note that $\tau$ splits $S_2$, $\eta'$ splits $S_1$, and $\gamma$ is a triangle. Thus, an application of Lemma 5.5 yields that $\max\{|w(z, \eta)|, |w(z, \gamma)|, |w(z, \eta')|\} \leq 1$. This concludes the proof.

As mentioned, the advantage of working with good curves over splitting curves is that it is possible to partition a good curve into segments such that each segment is also a good curve. This is shown in the next lemma (see Figure 11 for an illustration).

Lemma 5.8. For $n \geq 1$ and a good curve $\eta$, let $(\eta_1, \ldots, \eta_n)$ be a partition of $\eta$ and let $(x_1, \ldots, x_{n+1})$ be such that $x_1$ and $x_{i+1}$ are the start and end points of $\eta_i$ for $1 \leq i \leq n$. Let $(O_1, \ldots, O_n)$ be a sequence of bounded and convex open sets such that for $1 \leq i \leq n$ we have $x_i \in O_i$, $x_{i+1}$ is the first exit of $\eta_i$ from $O_i$, and $x_i \notin O_i$ if $i > 1$. Then $(\eta_1, \ldots, \eta_n)$ are good curves.

Proof. Let $(\eta_0, O_0, S)$ be a witness for $\eta$. Since by our assumption $\eta_0 \eta$ is contained in $S$ (except for its start and end points), we can assume $O_i \subset S$ for all $i$ (otherwise we can replace $O_i$ with $O_i \cap S$). Let $x_0$ be the start point of $\eta_0$ and note that $x_0 \notin O_1$. For $1 \leq i \leq n$, let $y_i \in \partial O_i$ be the last entrance point of $\eta_{i-1}$ into $O_i$. Such a point exists because the start point of $\eta_{i-1}$ (namely $x_{i-1}$) is not contained in $O_i$ (note that it is possible $y_i = x_{i-1}$). Let $\gamma_i$ be the segment of $\eta_{i-1}$ from $y_i$ to $x_i$. Since $\gamma_i$ is a segment of $\eta_{i-1}$, it is contained in $O_{i-1}$ (except for its end point). By construction, $\gamma_i$ is also contained in $O_i$ (except for its start point). Therefore, $\gamma_i$ splits $O_{i-1} \cap O_i$. Additionally, $\gamma_i \eta_i$ splits $O_i$. Therefore, $\eta_i$ is a good curve.
5.2 Further Gaussian process tools

In this subsection we introduce one more from the theory of (sub)Gaussian processes. In addition, we formulate Lemma 5.9 which allows us to bound the supremum of an inhomogeneous Gaussian process by aggregating bounds on the suprema of homogeneous components in a (suitably chosen) decomposition of the whole process; this will be repeatedly applied in our multi-scale analysis later.

For a set \( T \) and a Gaussian process \((X_t)_{t \in T}\) indexed on \( T \), recall that \( d \) denotes the canonical metric on \( T \) defined by \( d(x, y) \). For \( q > 0 \), we let \( N_{T,X}(q) \) be the smallest number of closed \( d \) balls of radius \( q \) that cover \( T \). We say \( T \) is totally bounded (with respect to \( d \)) if \( N_{T,X}(q) \) is finite for all \( q > 0 \). Note that this implies \( T \) is separable with respect to \( d \).

As shown in [26] (see also [1, Corollary 4.14]), there exists a universal constant \( K \) such that for a centered Gaussian process \( X \)

\[
E[\|X\|_S] \leq K \int_0^\infty \sqrt{\log N_{X,S}(q)} dq. \tag{29}
\]

The following consequence of (26) will be useful in the proof (c.f. [47, Lemma 1.5]). Let \( Y = \|X\|_S - E[\|X\|_S] \), then the following holds for \( \sigma^2 = 8\sigma^2_{X,S} \)

\[
E[e^{\theta Y}] \leq e^{\frac{\sigma^2 \theta^2}{2}} \text{ for all } \theta \in \mathbb{R}. \tag{30}
\]

We say a random variable \( Y \) is sub-Gaussian with variance proxy \( \sigma^2 \) if \( E[Y] = 0 \) and (30) holds. Thus, \( \|X\|_S - E[\|X\|_S] \) is sub-Gaussian with variance proxy \( 8\sigma^2_{X,S} \). If \( Y_1, \ldots, Y_n \) are sub-Gaussian random variables with variance proxy \( \sigma^2 \), then it is straightforward that (c.f. [47, Theorem 1.14])

\[
E\left[\max_{1 \leq i \leq n} Y_i\right] \leq \sigma \sqrt{2 \log(n)}. \tag{31}
\]

As we will show in Subsection 5.3, the key to prove Proposition 2.2 is to bound the expected supremum of the polygon animal process. This requires us to control all polygon animals including the ones with very complicated boundaries which are unlikely to be maximizers (e.g., a polygon animal that is fractal and thus has small volume to boundary ratio). Despite the apparently low probability that they are maximizers, these complicated polygon animals raise a challenge for a rigorous bound since their entropy is very large (if we group polygons by complexity, collections with higher complexity will have higher entropy). A natural way to deal with this is to partition polygon animals into components depending on the level of complexity, and then to bound the supremum over each component, and finally to aggregate the bounds together. The following lemma is formulated in order to accomplish this aggregation step (in various settings of our upcoming multi-scale analysis). An important feature for the setting of the lemma is that the Gaussian variables that come from complicated objects have larger variances but smaller expectations.

Lemma 5.9. Let \( Y \) be a Gaussian process indexed on a set \( \mathcal{G} \), and let \((\mathcal{G}_a)_{a \in A}\) be a partition of \( \mathcal{G} \) indexed by a set \( A \). Suppose that \((A_n)_{n \geq 0}\) is a partition of \( A \) such that \( |A_n| < \infty \) for all \( n \). Let

\[
\mu_n := \max_{a \in A_n} E[\|Y\|_{\mathcal{G}_a}] \text{ and } \sigma_n^2 := \sup_{a \in A_n, \eta \in \mathcal{G}_a} \text{Var}[Y(\eta)].
\]

For \( \mu \in \mathbb{R} \) and \( \alpha, \beta, \gamma > 0 \), suppose that the following holds for all \( n \):

\[
\mu_n \leq \mu - 2\alpha n, \quad \sigma_n^2 \leq \beta(n + 1) \text{ and } \sigma_n \sqrt{\log(|A_n|)} \leq \frac{\gamma + \alpha n}{4}.
\]
Then
\[
\mathbb{E} [\|Y\|_g] \leq \mu + \gamma + \sqrt{2 \pi \beta} + \frac{4 \beta}{\alpha (1 - e^{-\alpha^2/4 \beta})} e^{-\alpha^2/4 \beta}.
\]

**Proof.** The proof consists of routine applications of the Gaussian process tools introduced earlier. To begin, we let
\[
Z_a := \|Y\|_{g_a} - \mathbb{E} [\|Y\|_{g_a}] .
\]
By (30), we have that \(Z_a\) is sub-Gaussian with variance proxy \(8\sigma_n^2\) for \(a \in A_n\). Therefore, by (31),
\[
\mathbb{E} \left[ \max_{a \in A_n} \|Y\|_{g_a} \right] \leq \mu_n + \mathbb{E} \left[ \max_{a \in A_n} Z_a \right] \leq \mu_n + 4\sigma_n \sqrt{\log(|A_n|)} \leq \mu + \gamma - \alpha n .
\]
(32)

It remains to take a maximum over \(n\). Write \(M_n = \max_{a \in A_n} \|Y\|_{g_a}\). By (32) and (26), for \(t \geq 0\) and \(n \geq 0\) we have
\[
\mathbb{P}(M_n \geq \mu + \gamma + t) \leq 2 \exp \left( - \frac{(t + \alpha n)^2}{2 \sigma_n^2} \right) \leq 2 \exp \left( - \frac{(t + \alpha n)^2}{2 \beta (n + 1)} \right).
\]
Since \(\|Y\|_g = \max_{n \geq 0} M_n\), we get from a union bound that
\[
\mathbb{P}(\|Y\|_g \geq \mu + \gamma + t) \leq \sum_{n=0}^{\infty} \mathbb{P}(M_n \geq \mu + \gamma + t) \leq 2 \sum_{n=0}^{\infty} \exp \left( - \frac{(t + \alpha n)^2}{2 \beta (n + 1)} \right).
\]
Integrating the preceding bound on the tail probability of \((\|Y\|_g - \mu - \gamma)\), we obtain that
\[
\mathbb{E}[\|Y\|_g] - \mu - \gamma \leq 2 \sum_{n=0}^{\infty} \int_0^\infty \mathbb{P}(M_n \geq \mu + \gamma + t) \, dt = 2 \sum_{n=0}^{\infty} \sqrt{\beta (n + 1)} \int_{\alpha n / \sqrt{\beta (n + 1)}}^{\infty} e^{-u^2/2} \, du .
\]
Using the simple facts that \(\int_x^\infty e^{-u^2/2} \, du \leq \frac{1}{x} e^{-x^2/2}\) for \(x \geq 0\) and \(\int_0^\infty e^{-u^2/2} \, du = \sqrt{\pi}\), we get that
\[
\mathbb{E}[\|Y\|_g] - \mu - \gamma \leq \sqrt{2 \pi \beta} + 2 \sqrt{2 \beta} \sum_{n=1}^{\infty} \sqrt{n} \int_{\alpha \sqrt{n} / 2 \beta}^{\infty} e^{-u^2/2} \, du
\]
\[
\leq \sqrt{2 \frac{\beta}{\alpha}} + \frac{4 \beta}{\alpha} \sum_{n=1}^{\infty} e^{-\alpha n/4 \beta} \leq \sqrt{2 \pi \beta} + \frac{4 \beta}{\alpha} \frac{e^{-\alpha^2/4 \beta}}{1 - e^{-\alpha^2/4 \beta}} .
\]

5.3 Reduction to first moment analysis

In this subsection we prove that Proposition 2.2 follows from a bound on the first moment of the supremum of \(\eta\) over a collection of non-closed curves, which is chosen as follows. For \(x, y \in \mathbb{R}^2\), we let \(\mathcal{H}(x, y, \varepsilon)\) denote the set of good curves \(\eta\) that satisfy the following conditions:

- \(\eta\) is contained in the open \(19|x - y| \times 18|x - y|\) rectangle centered around the line segment from \(x\) to \(y\);
- All sides of \(\eta\), except possibly the first and last one, are of length at least 1;
- Let \(u\) and \(v\) be the start and end points of \(\eta\), then \(|u - x| \leq \varepsilon^4 |x - y|\) and \(|v - y| \leq \varepsilon^4 |x - y|\).
(In the above, the choices for constants 19, 18, 4 are flexible as long as they are reasonably large.)

We let

\[ X(\eta, \varepsilon) = \varepsilon \nu(\eta) - l(\eta), \quad (33) \]

and

\[ \mathcal{X}(x, y, \varepsilon) = \sup_{\eta \in \mathcal{H}(x, y, \varepsilon)} X(\eta, \varepsilon). \]

For notational convenience, we will suppress the dependence of \( \mathcal{H} \), \( \mathcal{X} \), and \( X \) on \( \varepsilon \). In addition, we will write \( \mathcal{H}(R) \) and \( \mathcal{X}(R) \) for \( \mathcal{H}(o, (R, 0)) \) and \( \mathcal{X}(o, (R, 0)) \), respectively. Note that (by translation and rotation invariance of the white noise) \( \mathcal{X}(x, y) \) has the same distribution as \( \mathcal{X}(|x - y|) \). The following monotonicity property of \( \mathcal{X} \) will be useful in later analysis.

**Claim 5.10.** \( \mathcal{X}(R)/R \) is stochastically dominated by \( \mathcal{X}(S)/S \) for \( R \leq S \).

**Proof.** Using the simple fact that in two dimensions the area of a region grows quadratically with the scaling, we observe that \{ \( \nu(\eta)/t : \eta \in \mathcal{H} \) \} has the same distribution as \{ \( \nu(\eta)/t : \eta \in \mathcal{H} \) \} for \( t > 0 \) and any collection of curves \( \mathcal{H} \). Since \( l(\eta)/t = l(\eta)/t \), it follows that \( \mathcal{X}(t)/t \) has the same distribution as the supremum of \( X(\eta) \) over \( t^{-1} \mathcal{H}(t) \). It is clear from the definition that \( t^{-1} \mathcal{H}(t) \) is increasing in \( t \) so the conclusion follows.

We are now ready to state the major ingredient for the proof of Proposition 2.2.

**Proposition 5.11.** There exists a small constant \( c_3 > 0 \) such that for all \( 0 < \varepsilon < c_3 \) and \( R \leq 16 \exp(c_3 \varepsilon^{-4/9} / \log(\varepsilon^{-1})) \) we have \( \mathbb{E}(\mathcal{X}(R)/R) \leq -\frac{1}{2} \).

We next prove Proposition 2.2 assuming Proposition 5.11. Note that if Proposition 5.11 holds for some constant \( c_3 \), it also holds if we decrease the value of \( c_3 \), and thus we may assume \( c_3 \leq 10^{-10} \).

For the rest of this subsection, we fix \( 0 < \varepsilon < c_3 \) and \( R > 0 \) such that

\[ R \leq \exp\left(\frac{c_3}{\varepsilon^{4/3} \log(\varepsilon^{-1})}\right). \quad (34) \]

**Step 1: a partition of \( \mathcal{P}_R \).** Recall that \( \mathcal{P}_R \) is the collection of oriented simple closed curves with sides of length at least 1 that are contained in \([-R, R]^2\). For a curve \( \eta \), we define its diameter by

\[ \text{diam}(\eta) = \max\{|x - y| : x, y \in \eta^*\}. \]

For \( 0 \leq k < \infty \), we let \( \mathcal{P}_{R,k} \) be the collection of curves \( \eta \in \mathcal{P}_R \) with \( \text{diam}(\eta) \in [2^k, 2^{k+1}) \). Note that since the diameter of \([-R, R]^2\) is \( 2^{3/2}R \), we have \( \mathcal{P}_{R,k} = \emptyset \) for all \( k > K = \lfloor \log_2(2^{3/2}R) \rfloor \). We let \( E_k \) be the event that there exists \( \eta \in \mathcal{P}_{R,k} \) such that \( X(\eta) > 0 \). We have

\[ \mathbb{P}(X(\eta) > 0 \text{ for some } \eta \in \mathcal{P}_R) \leq \sum_{k=0}^{K} \mathbb{P}(E_k). \quad (35) \]

**Step 2: from closed curves to non-closed curves.** To bound the probability of \( E_k \), we will show that if \( E_k \) occurs then there exist \( x, y \in [-2R, 2R]^2 \cap (\varepsilon^4 2^k \cdot \mathbb{Z}^2) \) with \( |x - y| \leq 2^{k+2} \) such that \( \mathcal{X}(x, y) > 0 \). If \( E_k \) occurs, there exists \( \eta \in \mathcal{P}_{R,k} \) such that \( X(\eta) > 0 \). Let \( u, v \in \eta^* \) be such that \( |u - v| = \text{diam}(\eta) \). Let \( \eta_1 \) be the segment of \( \eta \) from \( u \) to \( v \) and \( \eta_2 \) be the segment of \( \eta \) from \( v \) to \( u \). Note that \( \eta = \eta_1 \eta_2 \) and that by Corollary 5.3, \( \nu(\eta) = \nu(\eta_1) + \nu(\eta_2) \). Therefore,
$X(\eta) = X(\eta_1) + X(\eta_2)$ so we have (possibly after relabeling $u$ and $v$) that $X(\eta_1) > 0$. Note that if we let $S$ be the box obtained by translating and rotating $[0,|u-v|] \times [-|u-v|,|u-v|]$ so that it is centered around the line segment from $u$ to $v$, then $\eta_1$ splits $S$. (See Figure 12 for an illustration.) Therefore, $\eta_1$ is a good curve. Let $x,y \in \epsilon^{42^k} \cdot \mathbb{Z}^2$ be such that $u$ is in the axis-aligned square of side length $\epsilon^{42^k}$ centered at $x$ and $v$ is in the corresponding square centered at $y$. Since by assumption $|u-v| = \text{diam}(\eta) \in [2^k,2^{k+1}]$, we have $\eta_1 \in \mathcal{H}(x,y)$ and therefore $\mathfrak{X}(x,y) > 0$. In addition, since we can assume $\epsilon < 1/2$ we have $|x-y| \leq 2^{k+2}$. This concludes the verification of our claim at this step.

**Step 3: applying Proposition 5.11.** In order to conclude the proof, we need to bound the number of possible pairs of $(x,y)$ that arise in Step 2. Let $N_k = |(\epsilon^{42^k} \cdot \mathbb{Z}^2) \cap [-2R,2R]^2|$. Then the number of possible pairs of $(x,y)$ is at most $N_k$. We have

$$N_k \leq \left(2[2R\epsilon^{-42^k}] + 1\right)^2 \leq 20R^2\epsilon^{-4\cdot2^{-k}}.$$

Therefore, we obtain by Claim 5.10 and a union bound

$$\mathbb{P}(E_k) \leq 400R^4\epsilon^{-16}16^{-k}\mathbb{P}(\mathfrak{X}(2^{k+2}) > 0).$$

Plugging this into (35) and using Claim 5.10 again, we conclude

$$\mathbb{P}(X(\eta) > 0 \text{ for some } \eta \in \mathcal{P}_R) \leq 800R^4\epsilon^{-16}\mathbb{P}(\mathfrak{X}(2^{k+2}) > 0).$$

Since $2^{K+2} \leq 16R$, by (34) and Proposition 5.11 we have $\mathbb{E}(\mathfrak{X}(2^{K+2})/2^{K+2}) \leq -\frac{1}{2}$. At this point, it is natural to apply Gaussian concentration inequality. To this end, we need a bound on $\text{Var}[\nu(\eta)]$ for $\eta \in \mathcal{H}(S)$ (here $S$ is any positive number). Since every curve $\eta \in \mathcal{H}(S)$ is contained in $(-9S,10S) \times (-9S,9S)$ and has winding number bounded by 3 (by Lemma 5.7), we have

$$\text{Var}[\nu(\eta)] < (100S)^2.$$

Combined with the first moment bound, (26), and the fact that $\text{Var}[X(\eta)] = \epsilon^2 \text{Var}[\nu(\eta)]$ this yields that

$$\mathbb{P}(\mathfrak{X}(2^{K+2}) > 0) \leq 2 \exp(-10^{-5}\epsilon^{-2}).$$
Then the following holds for an absolute constant $C$.

**Claim 5.14.** For two curves, each described by a sequence of points, we first provide a bound on the canonical distance between (Gaussian variables associated with) a major ingredient is a bound on covering numbers with respect to the canonical distance. Thus, it flexible enough that we can apply it in various settings throughout the proof.

**5.4 A regularity bound for highly correlated polygon animals**

In this subsection, we prove a bound on the supremum of $\nu$ over a collection of highly correlated polygon animals that can all be seen as perturbations of a single animal (see Lemma 5.12); this bound will be repeatedly applied in our multi-scale analysis (for instance, it will be the main ingredient in the proof of the base case of Proposition 5.11). We first introduce some notation. For a sequence of points $v = (v_0, \ldots, v_n)$, let $\eta = \eta(v)$ be the curve obtained by concatenating the line segments between the neighboring points in the sequence. That is, $\eta = \ell_1 \ldots \ell_n$ where $\ell_i$ is the line segment from $v_{i-1}$ to $v_i$ for $1 \leq i \leq n$. For convenience of exposition, we say that $v$ describes $\eta$.

Also recall that $d_\nu(\eta^i, \eta^{i+1}) = \mathbb{E}[(\nu(\eta^i) - \nu(\eta^{i+1}))^2]^{1/2}$.

**Lemma 5.12.** For $n \geq 1$, let $\mathcal{G}$ be a collection of sequences of $(n + 1)$ points in $\mathbb{R}^2$. Let $\Delta_2 \geq \Delta_1 > 0, \Delta_3 > 0$ and $\sigma > 0$ be such that the following holds for all $v, w \in \mathcal{G}$:

- $|v_i - v_{i-1}| \leq \Delta_1$ for $1 \leq i \leq n$;
- $|v_n - w_0| \leq \Delta_2$;
- $|v_i - w_i| \leq \Delta_3$ for $1 \leq i \leq n$ and $|v_0 - w_0| \leq \min(\Delta_1, \Delta_3)$;
- $d_\nu(\eta(v), \eta(w)) \leq \sigma$.

Let

$$\Delta_4 = \min(\Delta_1 + \frac{1}{2\Delta_1}(\frac{\sigma}{n+1})^2, \Delta_3) + \frac{1}{\Delta_1} (\frac{\sigma}{n+1})^2; \Delta_5 = \sqrt{2\pi \Delta_1^{(n-1)/(n+1)} \Delta_4 \Delta_2^{1/(n+1)}}.$$

Then the following holds for an absolute constant $C_4 > 0$

$$\mathbb{E}[\sup_{v \in \mathcal{G}} \nu(\eta(v))] \leq C_4 \sigma \sqrt{(n + 1) \log \frac{\Delta_5^{(n+1)}}{\sigma}}.$$ 

**Remark 5.13.** We have formulated Lemma 5.12 in a slightly cumbersome way in order to make it flexible enough that we can apply it in various settings throughout the proof.

Our proof of Lemma 5.12 is based on an application of the Dudley integral bound. To this end, a major ingredient is a bound on covering numbers with respect to the canonical distance. Thus, we first provide a bound on the canonical distance between (Gaussian variables associated with) two curves, each described by a sequence of points.

**Claim 5.14.** For $n \geq 1$, let $\eta$ and $\eta'$ be curves described by $v = (v_0, \ldots, v_n)$ and $w = (w_0, \ldots, w_n)$, respectively. Write $w_{-1} = v_n$ and $v_{n+1} = w_0$. Then,

$$d_\nu(\eta, \eta') \leq \sum_{i=0}^{n} \sqrt{2^{-1}(|w_i - w_{i-1}| + |v_{i+1} - v_i|)|v_i - w_i|}.$$
Proof. Our proof is based on the idea of interpolation. For $0 \leq i \leq n + 1$, define the vector $z^i$ by
\[
z^i_j = \begin{cases} w_j & 0 \leq j < i, \\ v_j & i \leq j \leq n. \end{cases}
\]
Let $\eta^i$ be the curve described by $z^i$. We have $\eta^0 = \eta$, $\eta^{n+1} = \eta'$, and by the triangle inequality
\[
d_\nu(\eta, \eta') \leq \sum_{i=0}^{n} d_\nu(\eta^i, \eta^{i+1}),
\]
where we recall that $d_\nu(\eta^i, \eta^{i+1}) = \mathbb{E}[(\nu(\eta^i) - \nu(\eta^{i+1}))^2]^{1/2}$. Let $\xi_i$ be the curve described by $(w_{i-1}, w_i, v_i, w_{i+1})$. By Corollary 5.3 we have $\nu(\eta^{i+1}) - \nu(\eta^i) = \nu(\xi_i)$. Next, let $\tau_{i,1}$ be the triangle described by $(w_{i-1}, w_i, v_i, w_{i+1})$ and $\tau_{i,2}$ be the triangle described by $(v_i, w_i, v_{i+1}, w_i)$ and note that $\nu(\xi_i) = \nu(\tau_{i,1}) + \nu(\tau_{i,2})$. See Figure 13 for an illustration. Since $\tau_{i,1}$ and $\tau_{i,2}$ share a side (namely the segment between $w_i$ and $v_i$) but with opposite orientation, we have $\mathbb{E}[\nu(\tau_{i,1})\nu(\tau_{i,2})] \leq 0$. Altogether, this implies that
\[
\mathbb{E}[\nu(\xi_i)^2] \leq \mathbb{E}[\nu(\tau_{i,1})^2] + \mathbb{E}[\nu(\tau_{i,2})^2] \leq 2^{-1}(|w_i - w_{i-1}| + |v_{i+1} - v_i|) \cdot |v_i - w_i|,
\]
where the second inequality used the fact that a triangle with two sides of length $s_1$ and $s_2$ has area at most $s_1 s_2 / 2$. Taking a square root and summing over $i$ concludes the proof.

Proof of Lemma 5.12. As mentioned earlier, the key to the proof is a bound on the $s$-covering numbers of (the collection of curves described by) $\mathcal{G}$ with respect to $d_\nu$, which we denote by $N_{\nu,G}(s)$. Since by assumption $d_\nu(\eta(v), \eta(w)) \leq \sigma$ for all sequences in $\mathcal{G}$, we have $N_{\nu,G}(s) = 1$ for $s \geq \sigma$. Consequently, we assume $s < \sigma$ throughout. Let $s = s^2/(n+1)^2$. If $v, w \in \mathcal{G}$ are such that $|v_i - w_i| \leq \Delta_i^{-1} \delta(s)$ for $0 < i < n$ and
\[
\max(|v_0 - w_0|, |v_n - w_n|) \leq \Delta_i^{-1} \delta(s),
\]
then by Claim 5.14
\[
d_\nu(\eta, \eta') \leq \sqrt{\Delta_1} \sum_{i=1}^{n-1} \sqrt{|v_i - w_i|} + \sqrt{\Delta_2(\sqrt{|v_0 - w_0|} + \sqrt{|v_n - w_n|})} \leq s.
\] (39)

Let $\mathcal{T}$ be a tiling of $\mathbb{R}^2$ by squares of side-length 1 centered on points in $\mathbb{Z}^2$. If $x$ and $y$ are in the same tile of $\mathcal{T}$, then $|x - y| \leq \sqrt{2}$. Thus, by (39) a sufficient condition for $d_\nu(\eta, \eta') \leq s$ is that $v_i$ and $w_i$ are in the same tile of $2^{-1/2} \Delta_i^{-1} \delta(s) \cdot \mathcal{T}$ for $0 < i < n$ and that $v_0$ and $w_0$ as well as $v_n$ and $w_n$ are in the same tile of $2^{-1/2} \Delta_n^{-1} \delta(s) \cdot \mathcal{T}$. Therefore, it suffices to bound the number of sequences
of tiles $v$ can occupy (i.e., $v_i$ is contained in the $i$-th tile in the sequence). To this end, we note that the number of tiles in $a \cdot T$ that intersect a given ball of radius $b$ is at most
\[
g(a, b) = \frac{\pi (b + \sqrt{2a})^2}{a}.
\]
This can be seen by noting that all such tiles are contained in a ball of radius $b + \sqrt{2a}$. We let
\[
b = \min \left( \Delta_1 + \frac{1}{2\Delta_1} \left( \frac{\sigma}{n+1} \right)^2, \Delta_3 \right),
\]
and $a_j(s) = 2^{-1/2} \Delta_j^{-1} \delta(s)$ for $j = 1, 2$. By assumption, $v_0$ is contained in a ball of radius $\min(\Delta_1, \Delta_3) \leq b$ so the number of tiles of size $a_2(s)$ which $v_0$ can possibly occupy is at most $g(a_2(s), b)$. Next we wish to determine the number of possible tiles which $v_i$ can occupy given the tile $v_{i-1}$ occupies. Let $T$ be the tile in $a_j(s) \cdot T$ that $v_{i-1}$ occupies, where $j = 0$ if $i = 1$ and $j = 1$ otherwise. Because $|v_i - v_{i-1}| \leq \Delta_1$, the tile $v_i$ occupies must intersect the neighborhood of $T$ of radius $\Delta_1$. Because $T$ itself has radius $2^{-1/2} a_j(s) = (2\Delta_1)^{-1} \delta(s)$ and $\delta(s) \leq \left( \frac{\sigma}{n+1} \right)^2$, we conclude that the tile $v_i$ occupies must intersect the ball of radius $(\Delta_1 + (2\Delta_1)^{-1} \left( \frac{\sigma}{n+1} \right)^2)$ centered at $T$. On the other hand, by our assumption, $v_i$ is contained in a ball of radius $\Delta_3$. Altogether, given the tile $v_{i-1}$ occupies, we see that the number of tiles of size $a_2(s)$ which $v_i$ can possibly occupy is at most $g(a_2(s), b)$. Similarly, given the tile $v_{n-1}$ occupies, we see that the number of tiles of size $a_1(s)$ which $v_n$ can possibly occupy is at most $g(a_2(s), b)$. Using again the fact that $a_2(s) \leq a_1(s)$ and the fact that $b + \sqrt{2a_1(s)} \leq b + \sqrt{2a_1(\sigma)} = \Delta_4$, we have
\[
N_{\nu}(G, s) \leq g(a_1(s), b) n^{-1} g(a_2(s), b)^2 \leq \pi^{n+1} \frac{\Delta_1^{2(n+1)}}{a_1(s)^{2(n-1)} a_2(s)^4} \leq \left( \frac{2 \pi \Delta_2^4}{\delta(s)^2} \right)^{n+1} \Delta_1^{2(n-1)} \Delta_4^4.
\]
Recalling that $\delta(s) = s^2/(n+1)^2$, we can further write
\[
N_{\nu}(G, s) \leq (2 \pi \Delta_1^{2(n-1)/(n+1)} \Delta_2^{4/(n+1)} \Delta_4^4 n^{-2})^{n+1} \leq \left( \frac{2 \pi \Delta_1^{(n-1)/(n+1)}}{\Delta_4^{1/(n+1)}} n+1 \right)^4 (n+1)^4 (n+1) = (\Delta_5(n+1)^{n+1}).
\]
Plugging this into (29) gives that for a universal constant $K > 0$
\[
\mathbb{E}[\|\nu\|_{G}] \leq 2K / \sqrt{n} \int_0^{\sigma} \sqrt{\log \left( \frac{\Delta_5(n+1)}{s} \right)} ds = 2K \Delta_5(n+1)^{3/2} \int_0^{\sigma/\Delta_5(n+1)} \sqrt{\log(s^{-1})} ds.
\]
An elementary calculation shows that for $\delta \in (0, 1)$,
\[
\int_0^{\delta} \sqrt{\log(x^{-1})} dx = 2 \int_0^{\infty} u^2 e^{-u^2} du \leq \delta \left( \sqrt{\log(\delta^{-1})} + \frac{\sqrt{\pi}}{2} \right).
\]
Since $\Delta_4 \geq \Delta_1^{-1} \delta(\sigma)$ and $\Delta_2 \geq \Delta_1$, we have
\[
\frac{\Delta_2(n+1)}{\sigma} \geq \frac{\sqrt{2 \pi} \Delta_1 \Delta_4(n+1)}{\sigma} \geq \sqrt{2 \pi} > 2.
\]
Therefore, $\sigma/\Delta_5(n+1) \leq 1/2$ and thus there exists a constant $c > 0$ such that
\[
\int_0^{\sigma/\Delta_5(n+1)} \sqrt{\log(s^{-1})} ds \leq c \Delta_5(n+1)^{\sigma} \sqrt{\log \left( \frac{\Delta_5(n+1)}{\sigma} \right)}.
\]
Plugging this into (40) completes the proof of the lemma. \(\Box\)
5.5 Proof of Proposition 5.11: base case

In this subsection, we prove the base case bound for Proposition 5.11 (see Corollary 5.16).

For our analysis, it will be useful to associate to each curve \( \eta \) in \( \mathcal{H}(R) \) a sequence of points \( \mathbf{v}(\eta) = (v_0, \ldots, v_m) \) such that \( \mathbf{v}(\eta) \) describes \( \eta \) and \( |v_i - v_{i-1}| \leq 2 \) for \( 1 \leq i \leq m \) and \( |v_i - v_{i-1}| \geq 1 \) for \( 2 \leq i \leq m - 1 \). We define the sequence \( \mathbf{v}(\eta) \) by the following recursive procedure. We let \( v_0 \) be the start point of \( \eta \). If the first side of \( \eta \) has length at most 2, we let \( v_1 \) be the end point of this side; otherwise we let \( v_1 \) be the point on the first side of \( \eta \) that is distance 1 away from \( v_0 \) (or the endpoint of the first side of \( \eta \) if it is has length less than 1). Then, we let \( \eta' \) be the segment of \( \eta \) from \( v_1 \) to its end point and let \( \mathbf{v}(\eta) \) be the concatenation of \( v_0 \) and \( \mathbf{v}(\eta') \). That is, if a side of \( \eta \) has length \( l \geq 1 \), it is split into \( \lceil l - 1 \rceil \) segments by \( \mathbf{v}(\eta) \).

We let \( \mathcal{H}(R, m) \) be the set of curves in \( \mathcal{H}(R) \) such that \( \mathbf{v}(\eta) \) has length \( m + 1 \) (i.e. curves that are split into \( m \) segments). Note that since each segment described by \( \mathbf{v} \) has length at most 2 and each curve in \( \mathcal{H}(R) \) has length at least \( (1 - 2\varepsilon^4)R \), we see that \( \mathcal{H}(R, m) \) is empty if \( 2m < (1 - 2\varepsilon^4)R \). The following is a main step in verifying the base case bound.

Lemma 5.15. There exists a constant \( C_5 > 1 \) such that the following holds. For \( \varepsilon < C_5^{-1} \), \( 0 \leq R \leq 2\varepsilon^{-4} \), and \( m \) satisfying that \( \mathcal{H}(R,m) \) is non-empty, we have

\[
\mathbb{E}[||\nu||_{\mathcal{H}(R,m)}] \leq C_5 R \sqrt{m \log(C_5m/R)}.
\]

Proof. Without loss of generality we assume \( C_5 > 10 \). Let \( \mathcal{G} = \{\mathbf{v}(\eta) : \eta \in \mathcal{H}(R,m)\} \) denote the sequences associated with the curves in \( \mathcal{H}(R,m) \). For all \( \mathbf{v}, \mathbf{w} \in \mathcal{G} \), we have \( |v_0| \leq R\varepsilon^4 \leq 2 \), \( |v_i - v_{i-1}| \leq 2 \) for \( 1 \leq i \leq m \), and \( |v_m - w_0| \leq R(1 + 2\varepsilon^4) \leq 2R \). By (38) we have \( \sigma_{\eta,\mathcal{H}(R)}^2 < (100R)^2 \), which implies

\[
d_{\nu}(\mathbf{v}, \mathbf{w}) \leq 2\sigma_{\eta,\mathcal{H}(R)} \leq 200R.
\]

Therefore, we can apply Lemma 5.12 with \( \Delta_1 = 2 \), \( \Delta_2 = 2R \), \( \sigma = \Delta_3 = 200R \). Since \( \mathcal{H}(R,m) \) is non-empty, we have \( 2m \geq (1 - 2\varepsilon^4)R \geq R/2 \) and thus \( \sigma/m \leq 800 \). This implies that

\[
\Delta_4 = \min\left(\Delta_1 + \frac{1}{2\Delta_1}\left(\frac{\sigma}{m+1}\right)^2, \Delta_3\right) + \frac{1}{\Delta_1}\left(\frac{\sigma}{m+1}\right)^2 \leq C.
\]

Additionally, \( R^{1/m} \leq R^{1/R} \leq C \) and thus

\[
\Delta_5 = \sqrt{2\pi \Delta_1^{(m-1)/(m+1)} \Delta_4 \Delta_2^{1/(m+1)}} \leq C.
\]

Therefore, we conclude from Lemma 5.12 that

\[
\mathbb{E}[||\nu||_{\mathcal{H}(R,m)}] \leq C_4 \sigma \sqrt{(m + 1) \log \left( \frac{\Delta_4(m+1)}{\sigma} \right)} \leq CR \sqrt{m \log \left( \frac{Cm}{R} \right)}.
\]

We next state and prove the base case bound as a corollary.

Corollary 5.16. There exists a constant \( c_6 \in (0,1) \) such that \( \mathbb{E}[X(R)/R] \leq -\frac{3}{4} \) for \( \varepsilon \leq c_6^2 \) and \( R \leq c_6 \varepsilon^{-1} \).

Proof. We assume without loss of generality that \( c_6 \leq 10^{-1} \). By Claim 5.10 \( X(R)/R \) is stochastically increasing in \( R \), so we can assume without loss of generality that \( R = c_6 \varepsilon^{-1} \geq c_6^{-1} \geq 10 \). Let
\( X(R, m) = \|X\|_{\mathcal{H}(R, m)} \) and note that if \( \eta \in \mathcal{H}(R, m) \) then \( l(\eta) \geq \max(m - 2, R(1 - 2\varepsilon^4)) \). Since we assume \( \varepsilon < 10^{-2} \), we have \( (1 - 2\varepsilon^4) \geq 15/16 \) and thus
\[
\frac{X(R, m)}{m} \leq \frac{\varepsilon}{R} \|X\|_{\mathcal{H}(R, m)} - \left( \frac{m - 2}{R} \vee \frac{15}{16} \right).
\]

Applying Lemma 5.15 and the assumption that \( \sqrt{R\varepsilon} \leq c_6 \) we obtain (note that \( m \geq R/4 \), since otherwise \( \mathcal{H}(R, m) \) is empty)
\[
\mathbb{E}\left[ \frac{X(R, m)}{m} \right] \leq 2C_5c_6\sqrt{\frac{m}{R}} \log \left( \frac{2C_5m}{R} \right) - \left( \frac{m - 2}{R} \vee \frac{15}{16} \right) \leq -\frac{7}{8} - \frac{m}{30n},
\]
provided that \( c_6 \) is chosen small enough. Next, we bound \( \frac{X(R)}{R} = \frac{1}{R} \sup_{\mathcal{H}(R, m) \neq \emptyset} \mathcal{X}(R, m) \) by applying Lemma 5.9 (this is a relatively simple example of an application of Lemma 5.9). We need to put notations and set parameters in the context of Lemma 5.9. To this end, we let \( \mathcal{G} = \mathcal{H}(R) \) and \( Y_\eta = R^{-1}X(\eta, \varepsilon) \) (recall the definition of \( X(\eta, \varepsilon) \) in (33)). We let \( A = \{m : \mathcal{H}(R, m) \neq \emptyset\} \), let \( k \) be the minimum of \( A \), and let \( A_n = \{k + n\} \) for \( n \geq 0 \). Further, we write \( \mu = -7/8 \) and \( \alpha = 1/(60R) = \varepsilon/(60c_6) \), and thus recalling (42) we have \( \mu_n \leq \mu - 2\alpha n \) for \( n \geq 0 \). In addition, by (38), we have \( \sigma^2_{X, \mathcal{H}(R)} \leq (100R\varepsilon)^2 \). Therefore \( \sigma^2_n \leq (100\varepsilon)^2 \) for all \( n \) and thus we let \( \beta = (100\varepsilon)^2 \). Finally, since \( |A_n| = 1 \) for all \( n \), we have \( \log(|A_n|) = 0 \) and thus we let \( \gamma = 0 \). We have verified that our choice of parameters satisfy all assumptions in Lemma 5.9 and therefore an application of Lemma 5.9 yields that
\[
\mathbb{E}\left[ \frac{X(R)}{R} \right] \leq \mu + \sqrt{2\pi\beta} + \frac{4\beta}{\alpha} e^{-\alpha^2/4\beta} + \frac{4\beta}{\alpha} e^{-\alpha^2/4\beta} \leq \frac{1}{8}.
\]

Plugging this into (43), we conclude that
\[
\mathbb{E}\left[ \frac{X(R)}{R} \right] \leq \mu + \frac{1}{8} = -\frac{3}{4}.
\]

### 5.6 Proof of Proposition 5.11: inductive step

In this subsection we carry out the inductive step in the proof of Proposition 5.11 which is formulated in the next lemma.

**Lemma 5.17.** There exists a constant \( C_7 > 1 \) such that if \( \varepsilon \in (0, C^{-1}_7) \), and
\[
\mathbb{E}\left[ \frac{X(10^{-1}R)}{10^{-1}R} \right] \leq -\frac{1}{2},
\]
then
\[
\mathbb{E}\left[ \frac{X(R)}{R} \right] \leq \mathbb{E}\left[ \frac{X(10^{-1}R)}{10^{-1}R} \right] + C_7\varepsilon^{4/3} \log(\varepsilon^{-1}).
\]

Combined with Corollary 5.16, Lemma 5.17 implies that if \( \varepsilon < \min(C^{-1}_7, c_6) \) and
\[
R \leq \exp(1/(4C_7\varepsilon^{4/3} \log(\varepsilon^{-1}))),
\]
then \( \mathbb{E} \left[ \frac{X(R)}{R} \right] \leq -\frac{1}{2} \) which concludes the proof of Proposition 5.11.

The rest of the subsection is devoted to the proof of Lemma 5.17. We first provide a short outline of the proof. As hinted in Section 2, in order to strike the optimal balance between the variance of the sum of the Gaussian variables and the increment of the boundary length, the optimal curve connecting \((0,0)\) and \((R,0)\) should have oscillations in the vertical direction in the order of \(\varepsilon^{2/3} R\). A big chunk of our proof is devoted to making this intuition rigorous. To this end, we will show that oscillations larger than \(\varepsilon^{2/3} \log(\varepsilon^{-1}) R\) are too “costly” and as a result \(X(R)/R\) is approximately optimized (say within an additive error of \(C\varepsilon^{4/3} \log(\varepsilon^{-1})\)) at a curve in \(\mathcal{H}(R)\) contained in a horizontal strip of height \(4\varepsilon^{2/3} \log(\varepsilon^{-1}) R\). To do this, we decompose each curve \(\eta \in \mathcal{H}(R)\) into segments contained in horizontal strips of height \(4\varepsilon^{2/3} \log(\varepsilon^{-1}) R\) and then bound the supremum of \(X/R\) (recall the definition of \(X\) in (33)) over curves contained in each such strip. We achieve this by decomposing such curves into segments to which our induction hypothesis applies—since each such curve \(\tau\) is contained in a narrow strip, we have very good control on the variance of \(\nu(\tau)\), which is crucial for effective applications of the Gaussian concentration inequality.

Let us elaborate our proof strategy in more detail. For each \(\eta \in \mathcal{H}(R)\), we will construct a sequence of points \(v(\eta) = (v_0, \ldots, v_\kappa)\) (where \(\kappa = \kappa(\eta)\) depends on \(\eta\)) which decomposes \(\eta\) into segments with appropriate vertical oscillations. For \(1 \leq j \leq \kappa\), we let \(v_j\) be the segment of \(\eta\) from \(v_{j-1}\) to \(v_j\) and \(\gamma_j\) be the line segment from \(v_{j-1}\) to \(v_j\). We note that \(\eta = \gamma_1 \ldots \gamma_\kappa\). By Corollary 5.3, we get that

\[
X(\eta) = \varepsilon \nu(\gamma(\eta)) + \sum_{j=1}^{\kappa} X(\eta_j). \tag{44}
\]

We will then partition \(\mathcal{H}(R)\) by grouping curves in terms of their associated sequences \(v\). For each subset in the partition, we will bound the supremum of \(X(\eta_j)\) (for \(1 \leq j \leq \kappa(\eta)\)) as \(\eta\) ranges through the subset, by applying the induction hypothesis. For this purpose, it is necessary that \(v_1, \ldots, v_\kappa\) are good curves, which is ensured by Lemma 5.8. We then bound the supremum of \(\nu(\gamma(\eta))\) as \(\eta\) ranges through a subset in the partition by Lemma 5.12. Finally, we apply Lemma 5.9 to aggregate the bounds obtained for each subset in the partition and obtain an upper bound for the supremum over the whole space.

Next, we precisely describe the necessary constructions for our multi-scale analysis, for which the key task is to define \(v\). Let \(\rho = \varepsilon^{2/3} \log(\varepsilon^{-1})\). For \(k \in \mathbb{Z}\), define \(\Pi_k\) to be a horizontal strip and \(L_k\) to be a horizontal line by

\[
\Pi_k = \{(x,y) : (k-1)\rho R < y < (k+1)\rho R\} \quad \text{and} \quad L_k = \{(x,k\rho R) : x \in \mathbb{R}\}. \tag{45}
\]

We first define a sequence \(w\), based on which we will define \(v\).

Let \(\eta \in \mathcal{H}(R)\) be a curve with start point \(a = (x_a, y_a)\) and end point \(b = (x_b, y_b)\). We let \(w_0 = a\) and \(w_0' = \eta\). For \(i \geq 0\), as long as \(w_i \neq b\), we have \(w_i \in y_a + L_{k_i}\) for some \(k_i\). In this case, we let \(w_{i+1}\) be the first point of \(\eta_i'\) in \(y_a + \partial\Pi_{k_i}\) (or \(b\) if no such point exists). We also let \(\phi_i\) be the segment of \(\eta_i'\) from \(w_i\) to \(w_{i+1}\), and let \(\phi_i'\) be the segment of \(\eta_i'\) from \(w_{i+1}\) to \(b\). Continuing this procedure until reaching \(b\) (i.e. \(w_n = b\) for some \(n\)) produces a sequence of points \(w(\eta) = (w_0, \ldots, w_n)\) and a sequence of curves \((\phi_1, \ldots, \phi_n)\) connecting these points. In addition, we have \(w_0 = a\), \(w_n = b\), and for each \(0 \leq i < n\) there exists \(k_i\) such that \(w_i \in y_a + L_{k_i}\). See Figure 14 for an illustration. Let \((\eta', S_1, S_2)\) be a witness for \(\eta\) (recall that each curve in \(\mathcal{H}(R)\) is good), and \(O_i = (y_a + \Pi_{k_{i-1}}) \cap S_2\) for \(1 \leq i \leq n\). Then \((O_1, \ldots, O_n)\) and \((\phi_1, \ldots, \phi_n)\) satisfy the assumptions of Lemma 5.8 and therefore \((\phi_1, \ldots, \phi_n)\) are good curves.
Figure 14: \( v(\eta) \) is obtained from \( w(\eta) \) by removing points. In the illustration \( i^* = 2 \).

To motivate the definition of \( v \), we first explain why we do not simply work with \( w \) in our analysis. The issue is that if \( w_{n-1} \in L_0 \), then it is possible that \( |w_n - w_{n-1}| \) is much smaller than \( \rho R \) while the curve between \( w_{n-1} \) and \( b \) still has diameter of order \( \rho R \). Since our induction hypothesis applies to curves whose diameter is within a constant factor of the distance between its start and end points, this would complicate our analysis. A naive solution to this problem is to let \( h \) be such that \( h \) is a tiling of \( v \) such that \( (\eta - R,0) \) is not empty. We let \( \tilde{\eta} \) be such that \( \tilde{\eta} = (y_0 + (\Pi - 1 \cup \Pi_1)) \cap S_2 \). Finally, let \( O_\kappa = (y_0 + (\Pi - 1 \cup \Pi_0 \cup \Pi_1)) \cap S_2 \). Then \( (O_1,\ldots,O_\kappa) \) and \( (\eta_1,\ldots,\eta_\kappa) \) satisfy the assumptions of Lemma 5.8 and therefore \( (\eta_1,\ldots,\eta_\kappa) \) are good curves. As mentioned at the beginning of the section, for \( 1 \leq j \leq \kappa \) we let \( \gamma_j \) be the line segment from \( v_{j-1} \) to \( v_j \). By an abuse of notation, for \( 0 \leq j < \kappa \), we let \( k_j \) be such that \( v_k \in y_0 + k \) and \( k_k = 0 \). As before, let \( (\eta',S_1,S_2) \) be a witness for \( \eta \). For \( 1 \leq j < \kappa \), let \( O_j = (y_0 + k_{j-1}) \cap S_2 \). Finally, let \( O_\kappa = (y_0 + (\Pi - 1 \cup \Pi_0 \cup \Pi_1)) \cap S_2 \). Then \( (O_1,\ldots,O_\kappa) \) and \( (\eta_1,\ldots,\eta_\kappa) \) satisfy the assumptions of Lemma 5.8 and therefore \( (\eta_1,\ldots,\eta_\kappa) \) are good curves. As mentioned at the beginning of the section, for \( 1 \leq j \leq \kappa \) we let \( \gamma_j \) be the line segment from \( v_{j-1} \) to \( v_j \) and \( \gamma(\eta) = \gamma_1 \ldots \gamma_\kappa \).

Having defined \( v \), we now specify the partition of \( H(R) \). Let \( s_\kappa = \frac{\varepsilon^2}{4 R^2} \) and for each \( v \in s_\kappa R \cdot \mathbb{Z}^2 \) let \( T_{\kappa,v} \) be the axis-aligned square of side-length \( s_\kappa R \) centered at \( v \). Note that \( \{T_{\kappa,v} : v \in s_\kappa R \cdot \mathbb{Z}^2\} \) is a tiling of \( \mathbb{R}^2 \). For an integer \( \kappa \geq 1 \) and a sequence \( v = (v_0,\ldots,v_\kappa) \) of points in \( s_\kappa R \cdot \mathbb{Z}^2 \), we let (by a slight abuse of notation) \( H(R,v) \) be the set of curves \( \eta \in H(R) \) such that \( v(\eta) = (v_0,\ldots,v_\kappa) \) satisfies \( v_j \in T_{\kappa,v_j} \) for \( 0 \leq j \leq \kappa \). For \( \kappa \geq 1 \), we let \( V_\kappa \) denote the set of sequences \( v \) of length \( \kappa + 1 \) such that \( H(R,v) \) is not empty. We let \( V = \cup_{\kappa \geq 1} V_\kappa \).

In order to conclude the proof of Lemma 5.17, we next bound \( R^{-1}\|X\|_{H(R,v)} \) for all \( v \in V \) and then use Lemma 5.9 to obtain a bound on \( R^{-1}X(R) \). To this end, we divide (14) by \( R \) to obtain

\[
\frac{X(\eta)}{R} = \frac{\varepsilon \nu(\gamma(\eta))}{R} + \sum_{j=1}^{\kappa} \left\| v_j - v_{j-1} \right\| \frac{X(\eta_j)}{|v_j - v_{j-1}|}.
\]

Next we will state two lemmas which provide bounds for the terms on the right-hand side of (46) for \( \eta \in H(R,v) \).

**Lemma 5.18.** There exists a constant \( C_8 > 0 \) such that the following holds. Let \( \varepsilon < C_8^{-1} \) and
$R \geq 1$. For all integers $\kappa \geq 1$ and $v \in \mathcal{V}_\kappa$,
\[
\mathbb{E}\left[ \sup_{\eta \in \mathcal{H}(R,v)} \nu(\gamma(\eta)) \right] \leq C_8 \sqrt{s_\kappa} \kappa^{3/2} R \leq C_8 \varepsilon^2 \sqrt{\rho} \kappa R. \tag{47}
\]

We note that Lemma 5.18 applies for a fixed vector $v$, and that the second inequality follows directly from the first by the definition of $s_\kappa$. The $\varepsilon^2 \sqrt{\rho}$ scaling is somewhat arbitrary in that we will only need the fact that it is of smaller order than $\varepsilon^{1/3} \log(\varepsilon^{-1})$. If we increased the power of $\varepsilon$ in $s_\kappa$, the term on the right hand side of (47) would shrink. This would simultaneously increase the power of $\varepsilon$ in the number of tiles, but this only contributes to a factor of $\log \varepsilon^{-1}$ in later analysis where the power of $\varepsilon$ only changes the constant in front of $\log \varepsilon^{-1}$ (thus, we have flexibility in the choice of $s_\kappa$).

For $\kappa \geq 1$ and a sequence of points $v = (v_0, \ldots, v_\kappa)$ in $s_\kappa R : \mathbb{Z}^2$, let
\[
\mathcal{H}(R,v,j) = \{ \eta_j : \eta \in \mathcal{H}(R,v) \}
\]
be the collection of all possible $j$-th segments for curves in $\mathcal{H}(R,v)$.

**Lemma 5.19.** There exists a constant $C_9 > 0$ such that the following holds. Let $\varepsilon$ and $R$ satisfy the assumptions of Lemma 5.17. For $\kappa \geq 1$, $v = (v_0, \ldots, v_\kappa)$, and $1 \leq j \leq \kappa$, we have
\[
\mathbb{E}\left[ \frac{\|X\|_{\mathcal{H}(R,v,j)}}{|v_j - v_{j-1}|} \right] \leq \mathbb{E}\left[ \frac{\mathcal{X}(10^{-1}R)}{10^{-1}R} \right] + C_9 \frac{R}{|v_j - v_{j-1}|} \frac{\rho^2}{\log(\varepsilon^{-1})}.
\]

We note that $\rho^2 / \log(\varepsilon^{-1}) = \varepsilon^{4/3} \log(\varepsilon^{-1})$ which is the desired order for the increase in $\mathcal{X}$. The proofs of Lemmas 5.18 and 5.19 are deferred to the next subsection.

Next, assuming Lemma 5.18 and 5.19, we provide a bound on $R^{-1} \|X\|_{\mathcal{H}(R,v)}$. To simplify notation, we let $S = 10^{-1}R$ and $\mu_S = \mathbb{E}(\mathcal{X}(S)/S)$. Plugging the bounds from Lemmas 5.18 and 5.19 into (46), we obtain that
\[
\mathbb{E}\left[ \frac{\|X\|_{\mathcal{H}(R,v)}}{R} \right] \leq \mu_S \sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} + \frac{C_9 \rho^2}{\log(\varepsilon^{-1})} \kappa + C_8 \varepsilon^3 \sqrt{\rho} \kappa
\]
\[
\leq \mu_S \sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} + \frac{C \rho^2}{\log(\varepsilon^{-1})} \kappa, \tag{48}
\]
where the second inequality follows from the fact that $\varepsilon^3 \sqrt{\rho}$ is of lower order than $\rho^2 / \log(\varepsilon^{-1})$. If $\kappa = 1$, then $|v_1 - v_0| \geq (1 - 2\varepsilon^4)R - \sqrt{2}s_0 R \geq (1 - 3\varepsilon^4)R$ so (48) gives
\[
\mathbb{E}\left[ \frac{\|X\|_{\mathcal{H}(R,v)}}{R} \right] \leq (1 - 3\varepsilon^4)\mu_S + \frac{C \rho^2}{\log(\varepsilon^{-1})} \leq \mu_S + \frac{C \rho^2}{\log(\varepsilon^{-1})}, \tag{49}
\]
where the second inequality follows by absorbing the $-3\varepsilon^4 \mu_S$ term and adjusting the value of $C$ (note that $\mathcal{H}(x,y)$ contains the line segment from $x$ to $y$, and thus $\mathcal{X}(x,y) \geq -1$ almost surely and in particular $\mu_S \geq -1$). To treat the case $\kappa > 1$, we need the following geometric bound.

**Claim 5.20.** There exists a constant $c_{10}$ such that for all $\varepsilon < c_{10}$, $R \geq 1$, $\kappa > 1$, and $v \in \mathcal{V}_\kappa$,
\[
\sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} \geq 1 + c_{10} \rho^2 \kappa.
\]
We defer the proof of Claim 5.20 to the next subsection and move on with the proof of Lemma 5.17. Plugging Claim 5.20 into (48) and using the assumption that $\mu_S \leq -1/2$ gives
\[
\mathbb{E} \left[ \frac{\|X\|_{\mathcal{H}(R,v)}}{R} \right] \leq \mu_S - c \rho^2 \kappa .
\]
Combined with (49), it yields that for an absolute constant $C_{11} > 0$
\[
\mathbb{E} \left[ \frac{\|X\|_{\mathcal{H}(R,v)}}{R} \right] \leq \mu_S + \frac{C_{11} \rho^2}{\log(\varepsilon^{-1})} - \frac{2 \rho^2}{C_{11}} (\kappa - 1) \quad \kappa \geq 1 .
\]
To apply Lemma 5.9 we need bounds on $|\mathcal{V}_\kappa|$ and
\[
\sigma_\kappa^2 := R^{-2} \max_{v \in \mathcal{V}_\kappa} \sup_{\eta \in \mathcal{H}(R,v)} \text{Var}[X(\eta)] .
\]
We first bound $|\mathcal{V}_\kappa|$. For $0 < j < \kappa$, given $v_{j-1}$ there are at most $10^4/s_\kappa$ possible choices for $v_j$ since $T_{\kappa,\nu_{j-1}}$ must intersect the following set
\[
\{(x_j, y_j) \in (-9R, 10R) \times (-9R, 9R) : |y_j - y_{j-1}| = \rho R \text{ for some } (x_{j-1}, y_{j-1}) \in T_{\kappa,\nu_{j-1}} \} .
\]
For $j = 0$ (respectively $j = \kappa$), there are at most $16\varepsilon^2/s_\kappa$ possible choices for $v_j$ since $T_{\kappa,\nu_j}$ must intersect the ball of radius $R\varepsilon$ around $o$ (respectively $(R, 0)$). Therefore, we have that $|\mathcal{V}_\kappa| \leq 16^2 \times 10^4(\kappa-1)\varepsilon^2/s_\kappa$ and thus we get
\[
\log(|\mathcal{V}(\varepsilon,\kappa)|) \leq c(\kappa + 3) \log(s_\kappa^{-1}) \leq c\kappa(\log(\kappa) + \log(\varepsilon^{-1})) .
\]
We next bound $\sigma_\kappa$. For $v \in \mathcal{V}_\kappa$ and every $\eta \in \mathcal{H}(R,v)$, there exists a box of height $\rho R(\kappa + 3) \leq 4 \rho R\kappa$ and width $19R$ that contains $\eta$. Together with (18) this gives
\[
\sigma_\kappa^2 \leq 10^4\varepsilon^2 \min\{\rho_\kappa, 1\} .
\]
Combining (52) with (51), we get that for a universal constant $C_{12} > 0$,
\[
\sigma_\kappa \sqrt{\log(|\mathcal{V}(\kappa,\varepsilon)|)} \leq C_{12} \varepsilon \rho \log(\varepsilon^{-1}) \kappa = \frac{C_{12} \rho^2}{\log(\varepsilon^{-1})} \kappa ,
\]
where for $\kappa \leq \rho^{-1}$ we used the first bound on the minimum in (52) and for $\kappa > \rho^{-1}$ we used the second bound on the minimum in (52).

We are now ready to apply Lemma 5.9 with $G = \mathcal{H}(R)$ and $Y = R^{-1}X$. We let $A = \mathcal{V}$, and for $n \geq 0$, $A_n = \mathcal{V}_{n+1}$. We let
\[
\mu = \mu_S + \frac{C_{11} \rho^2}{\log(\varepsilon^{-1})} ,
\]
and $\alpha = \rho^2/C_{11}$. Then by (50), for $n \geq 0$
\[
\mu_n := \max_{v \in \mathcal{V}_n} \mathbb{E} \left[ \frac{\|X\|_{\mathcal{H}(R,v)}}{R} \right] \leq \mu - 2\alpha n .
\]
We let $\beta = 10^4 \varepsilon^2 \rho$. By (52), $\sigma_n^2 \leq \beta(n + 1)$ for $n \geq 0$. Finally, we let $\gamma = 4C_1 \rho^2 / \log(\varepsilon^{-1})$. If $\varepsilon$ is smaller than some fixed constant, $\gamma \leq \alpha$ and so we obtain from (53) that

$$\sigma_n \sqrt{\log(|A_n|)} \leq \frac{\gamma(n + 1)}{4} \leq \frac{\gamma + \alpha n}{4}.$$  

By Lemma 5.9 we have

$$\mathbb{E}\left[\frac{\mathcal{X}(R)}{R}\right] \leq \mu + \gamma + \sqrt{2\pi \beta} + 4\frac{\beta}{\alpha} \frac{e^{-\alpha^2/4\beta}}{1 - e^{-\alpha^2/4\beta}}.$$ 

Note that

$$\mu + \gamma = \mu_S + (C_{11} + 4C_{12})\rho^2 \log(\varepsilon^{-1}).$$

There exists a constant $C > 0$ such that $\beta/\alpha \leq C \varepsilon^2 / \rho = C \varepsilon^{4/3} / \log(\varepsilon^{-1})$, $\alpha^2 / \beta \geq C^{-1} \rho^3 / \varepsilon^2 = C^{-1}(\log(\varepsilon^{-1}))^3$, and $\sqrt{\beta} \leq C \varepsilon \sqrt{\rho} = C \varepsilon^{4/3} \sqrt{\log(\varepsilon^{-1})}$. Therefore, for $\varepsilon$ small enough,

$$\sqrt{2\pi \beta} + 4\frac{\beta}{\alpha} \frac{e^{-\alpha^2/4\beta}}{1 - e^{-\alpha^2/4\beta}} \leq \varepsilon^{4/3} \log(\varepsilon^{-1}),$$

and thus

$$\mathbb{E}\left[\frac{\mathcal{X}(R)}{R}\right] \leq \mu_S + C'\varepsilon^{4/3} \log(\varepsilon^{-1}),$$

for some universal constant $C' > 0$. This concludes the proof of Lemma 5.17.

### 5.7 Proofs for deferred lemmas

In this subsection we provide proofs for a few lemmas in Subsection 5.6.

#### 5.7.1 Proof of Claim 5.20

Our proof consists of three steps, where in the first two steps we reduce the claim to a collection of more tractable sequences and in the third step we prove the claim for this collection.

**Step 1.** It suffices to show that there exists a constant $c$ such that the following holds: for all $\kappa > 1$ and for all $\eta \in \mathcal{H}(R)$ such that $\mathbf{v}(\eta) = (v_0, \ldots, v_{\kappa})$ has length $\kappa + 1$, we have that

$$\sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} \geq 1 + c \rho^2 \kappa. \quad (54)$$

Indeed, if $\eta \in \mathcal{H}(R, \mathbf{v})$, then $|v_j - v_j| \leq 2^{-1/2} s_0 R$ for $0 \leq j \leq \kappa$. Therefore

$$\sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} \geq \sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} - \sqrt{2} s_0 \kappa \geq \sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} - \rho \varepsilon^4.$$ 

Since $\rho \varepsilon^4$ is of smaller order than $\rho^2$, Claim 5.20 follows after plugging (54) into the last display.
Therefore, we have that

\[ v_0 = o \text{ and } v_\kappa = (R, 0); \]
\[ \text{there exists } k_j \text{ such that } v_j \in L_{k_j}, \text{ for } 0 \leq j \leq \kappa; \]
\[ |k_j - k_{j-1}| = 1 \text{ for } 1 \leq j \leq \kappa. \quad (55) \]

We will denote the set of all sequences that satisfy these conditions by \( A \), and the set of all such sequences of length \( \kappa + 1 \) by \( A_\kappa \). To see that it suffices to prove \( (54) \) for sequences in \( A \), let \( \eta \in \mathcal{H}(R) \) be such that \( v(\eta) \) has length \( \kappa + 1 \), and let \( w = (w_0, \ldots, w_\kappa) \) be the sequence given by \( w_j = v_j - v_0 \) for \( 0 \leq j < \kappa \) and \( w_\kappa = (R, 0) \). Then \( w \in A_\kappa \). Since \( |v_0| \) and \( |v_\kappa - (R, 0)| \) are bounded by \( R \varepsilon^4 \),

\[ \sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} \geq \sum_{j=1}^{\kappa} \frac{|w_j - w_{j-1}|}{R} - 2 \varepsilon^4, \]

which proves Claim \( 5.20 \) provided \( (54) \) holds for all \( w \in A_\kappa \).

**Step 3.** We now prove \( (54) \) holds for all \( w \in A_\kappa \) for \( \kappa > 1 \) by induction. Note that \( A_\kappa \) is empty unless \( \kappa \) is even since for every \( v \in A_\kappa \), the corresponding sequence \((k_0, \ldots, k_\kappa)\) describes a walk with increments in \{-1, 1\} that starts and ends at 0 (and therefore has an even number of steps).

We first consider the base case (i.e., \( \kappa = 2 \)). If \( v \in A_2 \), then \((v_0, v_1, v_2)\) forms a triangle with base \( R \) and height \( \rho R \). Recall that if \( T \) is a triangle with base \( b \) and height \( h \) such that \( h \leq b \) then

\[ l(\partial T) - b \geq 2 \sqrt{\frac{b^2}{4} + h^2} \geq b + \frac{h^2}{b}. \]

Therefore,

\[ \frac{|v_1 - v_0| + |v_2 - v_1|}{R} \geq 1 + \rho^2. \]

Now, let \( \kappa > 2 \) be even and assume \( (54) \) holds for all sequences in \( A_{\kappa-2} \). Let \( v \) be a sequence in \( A_\kappa \) and \( k = (k_0, \ldots, k_\kappa) \) be the sequence such that \( v_j \in L_{k_j} \) for \( 0 \leq j \leq \kappa \). There exists \( 1 \leq j \leq \kappa - 2 \) such that \( |k_j| > |k_{j-1}| \) and \( |k_j| > |k_{j+1}| \) (and thus \( k_{j-1} = k_{j+1} \)). Let \( w = (w_0, \ldots, w_{\kappa-2}) \) be the sequence obtained by removing \( v_j \) and \( v_{j+1} \) from \( v \). Note that \( w \in A_{\kappa-2} \). Since \( k_{j-1} = k_{j+1} \) and \( |v_{j+1} - v_{j-1}| \leq 20R \) we have that \((v_{j-1}, v_j, v_{j+1})\) forms a triangle of height \( \rho R \) and base at most \( 20R \). This gives

\[ \frac{|v_j - v_{j-1}| + |v_{j+1} - v_j| - |v_{j+1} - v_{j-1}|}{R} \geq \frac{\rho^2}{20}. \quad (56) \]

Therefore, we have that

\[ \sum_{j=1}^{\kappa} \frac{|v_j - v_{j-1}|}{R} - \sum_{i=1}^{\kappa-2} \frac{|w_i - w_{i-1}|}{R} \geq \frac{|v_j - v_{j-1}| + |v_{j+1} - v_j| + |v_{j+2} - v_{j+1}| - |v_{j+2} - v_{j-1}|}{R} \]
\[ \geq \frac{|v_j - v_{j-1}| + |v_{j+1} - v_j| - |v_{j+1} - v_{j-1}|}{R} \equiv \frac{\rho^2}{20}, \]

where the first inequality follows from the triangle inequality and the second inequality follows from \( (56) \). Combined with the induction hypothesis, this proves \( (54) \) holds for \( v \in A_\kappa \) and concludes the proof.
5.7.2 Proof of Lemma 5.18

The proof is an application of Lemma 5.12, which requires us to set parameters as in the context of Lemma 5.12. For \( v \in \mathcal{V}_\kappa, \eta, \eta' \in \mathcal{H}(R, v) \) and \( 1 \leq j \leq \kappa \), the vertical distance between \( v_j \) and \( v_{j-1} \) is \( \rho R \) and the horizontal distance is bounded by \( 19R \). Thus, \( |v_j - v_{j-1}| \leq 20R \) provided we take \( \epsilon \) small enough. In addition, \( |v_{\kappa} - v_{0}| < (1 + 2\epsilon^4)R \leq 20R \). Thus, we let \( \Delta_1 \leq \Delta_2 = 20R \). For \( 0 \leq j \leq \kappa \), we have \( v_j \in T_{\kappa, v_j} \), and so we let \( \Delta_3 = 2^{1/2}s_\kappa R \). Furthermore, by Claim 5.14, for \( \eta, \eta' \in \mathcal{H}(R, v) \) we have

\[
d_{v}(\gamma(\eta), \gamma(\eta')) \leq \sum_{j=0}^{\kappa} \frac{|v_j - v_{j-1}| + |v'_{j+1} - v'_j|}{2} |v_j - v'_j| \leq \sqrt{\Delta_2 \Delta_3 (\kappa + 1)}.
\]

Therefore, we can set \( \sigma = \sqrt{\Delta_2 \Delta_3 (\kappa + 1)} = C\sqrt{s_\kappa (\kappa + 1)} R \). As a result, we have

\[
\Delta_4 = \min \left( \frac{\Delta_1 + 1}{2\Delta_1} \left( \frac{\sigma}{\kappa + 1} \right)^2, \Delta_3 \right) + \frac{1}{\Delta_1} \left( \frac{\sigma}{\kappa + 1} \right)^2 = 2\Delta_3,
\]

\[
\Delta_5 = \sqrt{2\pi \Delta_1^{(\kappa-1)/(\kappa+1)} \Delta_1^{1/(\kappa+1)}} = \sqrt{2\pi \Delta_1 \Delta_4} = \frac{2\sqrt{\pi} \sigma}{\kappa + 1}.
\]

Applying Lemma 5.12 with the aforementioned choices of parameters, we conclude that

\[
E \left[ \sup_{\eta \in \mathcal{H}(R,v)} \nu(\gamma(\eta)) \right] \leq C_4 \sigma \sqrt{(\kappa + 1) \log \left( \frac{\Delta_5 (\kappa + 1)}{\sigma} \right)} \leq C\sqrt{s_\kappa \kappa^{3/2} R}.
\]

5.7.3 Proof of Lemma 5.19

In the proof of Lemma 5.17, we have decomposed the curve depending on its vertical oscillations so that each sub-curve in the decomposition has small (vertical) height. However, these sub-curves may have large (horizontal) widths and thus we may not yet be able to apply our induction hypothesis. Therefore, to prove Lemma 5.19 we will have to further decompose the sub-curve so that each sub-sub-curve has small width (in addition to small height). Naturally, the proof of Lemma 5.19 follows a similar outline as the proof of Lemma 5.17. In principle, it is possible to merge the two proofs into a single one. We chose not to do so since it may further complicates the presentation by mixing the difficulties and results in more cumbersome notation. Thus, we compromise on the length of the arguments with the hope of improving the readability for a non-trivial inductive argument.

For ease of notation, we will write \( \mathcal{H}' \) for \( \mathcal{H}(R, v, j) \). For the rest of the section \( v, \kappa, \) and \( j \) will be fixed and refer to the values used to define \( \mathcal{H}' \). However, any constants appearing below do not depend on \( v, \kappa, \) or \( j \). We also let \( \mathcal{R} = (-9R, 10R) \times (-9R, 9R) \). To avoid confusion, we will denote curves in \( \mathcal{H}' \) by \( \tau \) instead of \( \eta \). Unless specified otherwise, we will denote by \( a = (x_a, y_a) \) and \( b = (x_b, y_b) \) the start and end points for \( \tau \) in what follows. Write \( \Pi = \bigcup_{i=-1}^{1} \Pi_i \). Then we have that \( \tau \in y_a + \Pi \). Note that the height of \( \Pi \) is \( 4\rho R \) and that the distance from \( b \) to the top and bottom of \( y_a + \Pi \) is at most \( 3\rho R \).

Let \( S = 10^{-1} R \) and \( r = \min \{ S/2, |v_j - v_{j-1}| \} \). By construction, \( |y_a - y_b| = \rho R \) unless \( \kappa = 1 \) in which case \( |a - b| \geq R/2 \). Thus, \( |v_j - v_{j-1}| \geq |a - b| - \sqrt{2}s_\kappa R \geq (1 - \epsilon^4)\rho R \).

(57)
Since \( a, b \in (-9R, 10R) \times (-9R, 9R) \), we have \(|a - b| \leq \sqrt{19^2 + \rho^2 R}\) and therefore
\[
|v_j - v_{j-1}| \leq |a - b| + \sqrt{2}s_\kappa R \leq 20R.
\] (58)

Combined with (57), this yields that
\[
r \geq \max\{(1 - \varepsilon^4)\rho R, 400^{-1}|v_j - v_{j-1}|\}.
\] (59)

For each \( \tau \in \mathcal{H}' \) we wish to construct a sequence \( u = u(\tau) \) that decomposes \( \tau \) into segments with width of order \( r \). To this end, for \( m \in \mathbb{Z} \) define \( \Pi'_m \) and \( L'_m \) be a vertical strip and a vertical line, given by
\[
\Pi'_m = \{(x,y) : (m-1)r < x < (m+1)r\} \quad \text{and} \quad L'_m = \{(mr,y) : y \in \mathbb{R}\}.
\]

We will follow a similar procedure as that used to define \( v \) in terms of \( w \) in the proof of Lemma 5.17. We begin by defining for each \( \tau \) a sequence \( z(\tau) \). We let \( z_0 = a \) and \( \tau_0 = \tau \). For \( i \geq 0 \), as long as \( z_i \neq b \) we have \( z_i \in x_a + L'_m \) for some \( m_i \). In this case, we let \( z_{i+1} \) be the first point of \( \tau'_i \) on \( x_a + \partial \Pi'_m \) (or \( b \) if no such point exists). We also let \( \phi_{i+1} \) be the segment of \( \tau'_i \) from \( z_i \) to \( z_{i+1} \), and let \( \tau'_{i+1} \) be the segment of \( \tau'_i \) from \( z_{i+1} \) to \( b \). Continuing this construction until reaching \( b \) produces a sequence of points \( z(\tau) = (z_0, \ldots, z_n) \) and a sequence of curves \((\phi_1, \ldots, \phi_n)\) connecting these points. In addition, we have \( z_0 = a, z_n = b \), and for each \( 0 < i < n \) there exists \( m_i \) such that \( z_i \in x_a + L'_m \).

We now construct \( u \) from \( z \). Let \( m_k \) be such that \( (x_a + L'_m) \) is closest to \( b \) among all vertical lines of form \( (x_a + L'_m) \). Let \( i^* = \max\{0 \leq i < n : |m_i - m_k| = 2\} \) with the convention that \( i^* = -1 \) if \( |m_i - m_k| \leq 1 \) for \( 0 \leq i < n \). Let \( u(\tau) = (z_0, \ldots, z_{i^*+1}, z_n) \). We let \( \chi = i^* + 2 \) and for \( 1 \leq i \leq \chi \), we let \( \tau_i \) be the segment of \( \tau \) from \( u_{i-1} \) to \( u_i \). By an abuse of notation, for \( 0 \leq i < \chi \), we let \( m_i \) be such that \( u_i \in x_a + L'_m \) and \( m_x = m_y \). Let \((\tau', S_1, S_2)\) be a witness for \( \tau \), let \( \Omega_i = (x_a + \Pi'_{m_{i-1}}) \cap S_2 \) for \( 1 \leq i \leq \chi - 1 \), and let \( \Omega_{\chi} = (x_a + (\Pi'_{m_{\chi-1}} \cup \Pi'_{m_{\chi}} \cup \Pi'_{m_{\chi+1}})) \cap S_2 \). Then \( (\Omega_1, \ldots, \Omega_{\chi}) \) and \((\tau_1, \ldots, \tau_{\chi})\) satisfy the assumptions of Lemma 5.8 and therefore \((\tau_1, \ldots, \tau_{\chi})\) are good curves. For \( 1 \leq i \leq \chi \) we let \( \gamma'_i \) be the line segment from \( u_{i-1} \) to \( u_i \) and let \( \gamma(\tau) = \gamma'_1 \ldots \gamma'_\chi \).

We next partition \( \mathcal{H}' \) using \( u \). For \( \chi \geq 1 \), let \( x(\chi) = \varepsilon^4\rho/(4\chi) \) and for each \( u \in x(\chi)R \cap \mathbb{Z}^2 \) let \( T_{x,u} \) be the axis-aligned square of side-length \( x(\chi)R \) centered at \( u \). For a sequence \( u = (u_0, \ldots, u_\chi) \) of points in \( x(\chi)R \cap \mathbb{Z}^2 \), we let \( \mathcal{H}'(u) \) be the set of curves \( \tau \in \mathcal{H}' \) such that \( u(\tau) \) has length \( \chi + 1 \) and satisfies \( u_i \in T_{x,u} \) for \( 0 \leq i \leq \chi \). For \( \chi \geq 1 \), we let \( \mathcal{U}_\chi \) denote the set of sequences \( u \) of length \( \chi + 1 \) such that \( \mathcal{H}'(u) \) is not empty. We let \( \mathcal{U} = \bigcup_{\chi \geq \chi} \mathcal{U}_\chi \).

As in the proof of Lemma 5.17, the goal is to bound \(|v_j - v_{j-1}|^{-1}||X||_{\mathcal{H}'(u)}\) for all \( u \in \mathcal{U} \) and then use Lemma 5.9 to obtain a bound on \(|v_j - v_{j-1}|^{-1}||X||_{\mathcal{H}'(u)}\). To this end, we decompose \( X(\tau) \) (as in (14)) by
\[
\frac{X(\tau)}{|v_j - v_{j-1}|} = \frac{\varepsilon \nu'(\tau)}{|v_j - v_{j-1}|} + \sum_{i=1}^{\chi} \frac{|u_i - u_{i-1}|}{|v_j - v_{j-1}|} \frac{X(\tau_i)}{|v_j - v_{j-1}|}.
\] (60)

As before, to bound \(|X||_{\mathcal{H}'(u)}\) we need bounds on \( \nu(\gamma(\tau)) \) and \( X(\tau_i) \). The next lemma bounds \( \nu(\gamma(\tau)) \), and after proving it we turn to the bound for \( X(\tau_i) \).

**Lemma 5.21.** There exists a constant \( C_{13} > 0 \) such that the following holds. Let \( \varepsilon < C_{13}^{-1}, R \geq 1, \chi \geq 1, \) and \( u \in \mathcal{U}_\chi \). Then
\[
\mathbb{E}[|v_j - v_{j-1}|^{-1} \sup_{\tau \in \mathcal{H}'(u)} \nu(\gamma(\tau))] \leq C_{13} \varepsilon^2 \chi.
\] (61)
Proof. The proof is an application of Lemma 5.12 which requires us to specify the parameters in Lemma 5.12. For \( u \in \mathcal{U}_\chi \), \( \tau \in \mathcal{H}'(u) \) and \( 1 \leq i \leq \chi \), the horizontal distance between \( u_i \) and \( u_{i-1} \) is at most \( 3r/2 \leq 3|v_j - v_{j-1}|/2 \), and the vertical distance is at most
\[
4\rho R \leq 4(1 - \varepsilon^4)^{-1}|v_j - v_{j-1}|.
\]
Thus, \( |u_i - u_{i-1}| \leq 6|v_j - v_{j-1}| \) for \( \varepsilon < 1/2 \). Additionally,
\[
|u_\chi - u_0| \leq |v_j - v_{j-1}| + \sqrt{2}\varepsilon R \leq 2|v_j - v_{j-1}|.
\]
In light of these, we let \( \Delta_1 = \Delta_2 = 6|v_j - v_{j-1}| \). For \( 0 \leq i \leq \chi \), we have \( u_i \in T_{\chi, u_i} \) and thus we let \( \Delta_3 = 2^{1/2}s_\varepsilon R \leq \varepsilon^4|v_j - v_{j-1}|/(2\chi) \). By Claim 5.14, for \( \tau, \tau' \in \mathcal{H}'(u) \) we have (below we write \( u' = (u_0', \ldots, u'_\chi) = u(\tau') \))
\[
d_\nu(\gamma'(\tau), \gamma'(\tau')) \leq \sum_{i=0}^\chi \sqrt{|u_i - u_{i-1}| + |u_{i+1}' - u_i'|^2/2|u_i - u_i'|} \leq \sqrt{\Delta_2\Delta_3(\chi + 1)}.
\]
Therefore, we let \( \sigma = \sqrt{\Delta_2\Delta_3(\chi + 1)} \leq c\varepsilon^2\sqrt{\chi}|v_j - v_{j-1}| \). We have
\[
\Delta_4 = \min\left(\Delta_1 + \frac{1}{2\Delta_1}\left(\frac{\sigma}{\chi + 1}\right)^2, \Delta_3\right) + \frac{1}{\Delta_1}\left(\frac{\sigma}{\chi + 1}\right)^2 = 2\Delta_3,
\]
\[
\Delta_5 = \sqrt{2\pi}\Delta_1^{(\chi-1)/(\chi+1)}\Delta_4\Delta_2^{1/(\chi+1)} = \sqrt{2\pi}\Delta_4 = \frac{2\sqrt{\pi} \sigma}{\chi + 1}.
\]
Applying Lemma 5.12, we then conclude that
\[
\mathbb{E}\left[\sup_{\eta \in \mathcal{H}(R, \nu)} \nu(\gamma(\eta))\right] \leq C_4\sigma\sqrt{\chi + 1}\log\left(\frac{\Delta_5(\chi+1)}{\sigma}\right) \leq C_5\varepsilon^2 \chi |v_j - v_{j-1}|. \quad \square
\]
To bound \( X(\tau_i) \), we introduce some notation. For \( u \in \mathcal{U}_\chi \) and \( 1 \leq i \leq \chi \), let
\[
\mathcal{H}'(u, i) = \{\tau_i : \tau \in \mathcal{H}'(u)\}
\]
be the set of possible values of \( \tau_i \) among curves in \( \mathcal{H}'(u) \). To apply the induction hypothesis we need to show that \( |u_i - u_{i-1}| \leq S \) and \( \mathcal{H}'(u, i) \subset \mathcal{H}(u_{i-1}, u_i) \) for all \( \chi \geq 1 \), \( u \in \mathcal{U}_\chi \), and \( 1 \leq i \leq \chi \). To prove the first statement we recall that by construction, if \( \tau \in \mathcal{H}'(u) \), the horizontal distance between \( u_i \) and \( u_{i-1} \) is at most \( 3r/2 \). Since \( r \leq S/2 \) and \( \tau \) is contained in a horizontal strip of height \( 4\rho R \), we conclude \( |u_i - u_{i-1}| \leq 7S/8 \). Furthermore, since \( |u_i - u_i| \leq 2^{-1/2}s_\varepsilon R \) and the same holds for \( i-1 \), we conclude \( |u_i - u_{i-1}| \leq S \). It remains to prove that \( \mathcal{H}'(u, i) \subset \mathcal{H}(u_{i-1}, u_i) \).

Claim 5.22. We have \( \mathcal{H}'(u, i) \subset \mathcal{H}(u_i, u_{i-1}) \) for all \( \chi \geq 1 \), \( 1 \leq i \leq \chi \) and \( u \in \mathcal{U}_\chi \).

Proof. It suffices to show that for \( 1 \leq i \leq \chi \) every \( \tau_i \in \mathcal{H}'(u, i) \) satisfies the following:

- The balls of radius \( \varepsilon^4|u_i - u_{i-1}| \) centered at \( u_i \) and \( u_{i-1} \) contain \( T_{\chi, u_i} \) and \( T_{\chi, u_{i-1}} \), respectively;

- \( \tau_i \) is contained in the union of the balls of radius \( 9|u_i - u_{i-1}| \) centered at \( u_i \) and \( u_{i-1} \).
We now prove the first claim. By construction, for $\tau \in \mathcal{H}'(u)$, we have $|u_i - u_{i-1}| \geq r/2$ and $|u_i - u_j| \leq 2^{-1/2}s'_R$ for $0 \leq i \leq \chi$. Combined with (59), this gives that

$$|u_i - u_{i-1}| \geq \frac{(1 - \varepsilon^4)\rho R}{2} - \sqrt{2}s'_R \geq \frac{(1 - 2\varepsilon^4)\rho R}{2} \geq \rho R/4.$$ 

This implies that $\varepsilon^4|u_i - u_{i-1}| \geq s'_1 R$, completing the verification of the first claim.

It remains to prove the second claim. To simplify notation, we let $B(t, z)$ be the ball of radius $t$ centered at $z$. We consider the case $i < \chi$ and $i = \chi$ separately.

If $i < \chi$, we have $\tau_i \subset \chi + \Pi'^{m_{i-1}}$. It follows that $\tau_i \subset B(\sqrt{r^2 + 16\rho^2 R^2}, u_{i-1})$. By (57), we have $\rho R \leq (1 - \varepsilon^4)^{-1}r$. Taking $\varepsilon$ small enough, we conclude $\tau_i \subset B(5r, u_{i-1})$. By construction, $|u_i - u_{i-1}| \geq r$ and as we argued above

$$|u_i - u_{i-1}| \geq |u_i - u_{i-1}| - \sqrt{2}s'_1 R \geq (1 - \varepsilon^4)r,$$

and $|u_{i-1} - u_{i-2}| \leq \varepsilon^4 r$. Therefore, $\tau_i \subset B(9|u_i - u_{i-1}|, u_{i-1})$.

For $i = \chi$, we see that $\tau_{\chi}$ is contained in the vertical strip $x_a + (\Pi'^{m_{\chi-1}} \cup \Pi'^{m_{\chi}} \cup \Pi'^{m_{\chi+1}})$ which has width $4r$. By our choice of $m_{\chi}$, the distance from $u_{\chi} = b$ to either side of this strip is at most $5r/2$. Recall that $y_a + \Pi$ contains $\tau$ and the distance from $b$ to either side of the strip is at most $3\rho R$. Therefore,

$$\tau_{\chi} \subset B\left(\sqrt{\frac{25r^2}{4} + 9\rho^2 R^2}, u_{\chi}\right).$$

By (57), we have $\rho R \leq (1 - \varepsilon^4)^{-1}r$, so taking $\varepsilon$ small enough we get that $\tau_{\chi} \subset B(4r, u_{\chi})$. By construction, $|u_{\chi-1} - u_{\chi}| \geq r/2$ so we conclude (once again taking $\varepsilon$ small enough) $\tau_{\chi} \subset B(9|u_{\chi} - u_{\chi-1}|, u_{\chi})$.

It follows from Claim 5.22 and the bound $|u_i - u_{i-1}| \leq S$ that

$$\mathbb{E}\left[\frac{|X|}{|u_i - u_{i-1}|}\right] \leq \frac{\mathbb{E}\left[\frac{X(S)}{S}\right]}{} =: \mu_{S}.$$ 

(62)

Plugging (61) and (62) into (60) gives that

$$\mathbb{E}\left[\frac{|X|}{|u_i - u_{i-1}|}\right] \leq \mu_{S} \sum_{i=1}^{\chi} \frac{|u_i - u_{i-1}|}{|v_j - v_{j-1}|} + C_{13}\chi^3 \varepsilon. \quad (63)$$

As in the proof of Lemma 5.17, we need to bound the sum of $|u_i - u_{i-1}|$, as incorporated in the next claim. Let $D$ be the horizontal distance between $v_j$ and $v_{j-1}$. Throughout the rest of the section, we let $(x)_+ = \max(x, 0)$ and $\chi_0 = 1 + [(D - s_{R})/r]$. Note that if $\chi < \chi_0$ then $U_{\chi}$ is empty. If $|v_j - v_{j-1}| \leq S/2$, then $r = |v_j - v_{j-1}|$ and $\chi_0 = 1$; otherwise, $r = S/2 = R/20$ and $\chi_0 \leq 400$ (since $R$ has width $19R$).

**Claim 5.23.** There exists a constant $C_{14} > 0$ such that for all $\varepsilon < C_{14}^{-1}$, $\chi \geq \chi_0$, and $u \in U_{\chi}$,

$$\sum_{i=1}^{\chi} \frac{|u_i - u_{i-1}|}{|v_j - v_{j-1}|} \geq 1 - C_{14}\varepsilon^4 + \frac{5(\chi - \chi_0 - 500)_+}{C_{14}}.$$
To conclude, we need bounds on \( A \) and \( Y \). Therefore, we will apply Lemma 5.9 with small enough and some constant \( C \) and the triangle inequality together with the fact that \(|u_i - u_i| \leq s_{\chi}R \leq R\varepsilon^4\rho/(4\chi)\). For \( \chi \geq \chi_0 + 500 \), this follows since

\[
\sum_{i=1}^{\chi} |u_i - u_{i-1}| \geq r(\chi - 1) - 2 \sum_{i=0}^{\chi} |u_i - u_i| \\
\geq r(\chi - 1) - \sqrt{2}(\chi + 1)s_{\chi}R \\
\geq |v_j - v_{j-1}| + \frac{r(\chi - \chi_0 - 500)}{2},
\]

where the last inequality follows from (59) and \( s_{\chi}' = \varepsilon^4\rho/(4\chi) \). This implies the claim (by (59) again).

Proof. We could have proved a stronger version of the claim where we replace \((\chi - \chi_0 - 500)\) by \((\chi - \chi_0 - 1)\), by essentially the same argument as in the proof of Claim 5.20. We chose to present a weaker bound as it suffices and is almost obvious. For \( \chi \leq \chi_0 + 500 \), this simply follows from triangle inequality together with the fact that \(|u_i - u_i| \leq s_{\chi}R \leq R\varepsilon^4\rho/(4\chi)\). For \( \chi \geq \chi_0 + 500 \), this follows since

\[
\sum_{i=1}^{\chi} |u_i - u_{i-1}| \geq r(\chi - 1) - 2 \sum_{i=0}^{\chi} |u_i - u_i| \\
\geq r(\chi - 1) - \sqrt{2}(\chi + 1)s_{\chi}R \\
\geq |v_j - v_{j-1}| + \frac{r(\chi - \chi_0 - 500)}{2},
\]

Recall that \(-1 \leq \mu_S \leq -1/2 \) and \( \chi_0 \leq 400 \). Combining Claim 5.23 and (63) we get that for \( \varepsilon \) small enough and some constant \( C_{15} > 0 \),

\[
\mathbb{E} \left[ \frac{\|X\|_{\mathcal{H}'(u)}}{|v_j - v_{j-1}|} \right] \leq \mu_S + C_{15}\varepsilon^3 - \frac{2(\chi - \chi_0 - 500)\varepsilon}{C_{15}}.
\]

(64)

Therefore, we will apply Lemma 5.9 with \( Y = |v_j - v_{j-1}|^{-1}X, \mathcal{G} = \mathcal{H}', A = \mathcal{U}, A_0 = \bigcup_{i=0}^{500} \mathcal{U}_{\chi_0+i}, \) and \( A_n = \mathcal{U}_{\chi_0+500+n} \) for \( n \geq 1 \). Write \( \mu = \mu_S + C_{15}\varepsilon^3 \) and \( \alpha = C_{15}^{-1} \). By (64) we get that

\[
\mu_n := \sup_{u \in A_n} \mathbb{E} \left[ \frac{\|X\|_{\mathcal{H}'(u)}}{|v_j - v_{j-1}|} \right] \leq \mu - 2\alpha n.
\]

To conclude, we need bounds on \(|A_n|\) and

\[
\sigma_n^2 := |v_j - v_{j-1}|^{-2} \max_{u \in A_n} \sup_{\tau \in \mathcal{H}'(u)} \text{Var}[X(\tau)].
\]

We first bound \(|A_n|\) (by bounding \(|\mathcal{U}_\chi|\)). Note that for \( 0 < i < \chi \), given \( u_{i-1} \) there are at most \( 100\rho/s'_{\chi} \) possible values for \( u_i \) since \( T_{\mathcal{H},u_i} \) must intersect the following set:

\[
\{(x_1, y_1) : |x_1 - x_2| = r \text{ and } |y_1 - y_2| \leq 4\rho R \text{ for some } (x_2, y_2) \in T_{\mathcal{H},u_{i-1}}\}.
\]

For \( i \in \{0, \chi\} \), there are at most \( 9\chi^2 \) possible values for \( u_i \) since \( T_{\mathcal{H},u_i} \) must intersect \( T_{\mathcal{H},u_j} \) if \( i = 0 \) and \( T_{\mathcal{H},u_j} \) if \( i = \chi \) (recall that \( s_{\chi}/s'_{\chi} \leq \chi \)). Therefore, for \( \varepsilon \) small enough,

\[
\log(|\mathcal{U}_\chi|) \leq 5(\chi + 3)[\log(\chi) + \log(\varepsilon^{-1})].
\]

Using once again the fact that \( \chi_0 \leq 400 \), we conclude that there exists \( C > 0 \) such that

\[
\log(|A_n|) \leq C(n + 1)[\log(n + 1) + \log(\varepsilon^{-1})] \text{ for all } n \geq 0.
\]

(65)

To bound \( \sigma_n \), note that all curves in \( \mathcal{H}' \) are contained in a box of height \( 4\rho R \) and width \( 19R \) and thus

\[
\sigma_n^2 \leq \frac{10^4\varepsilon^2\rho R^2}{|v_j - v_{j-1}|^2}.
\]

(66)
Therefore, we let $\beta = 10^4 \varepsilon^2 \rho R^2 / |v_j - v_{j-1}|^2$. Combining (65) with (66), we obtain that (recall $\rho = \varepsilon^{2/3} \log(\varepsilon^{-1})$)

$$
\sigma_n \sqrt{\log(|A_n|)} \leq C' \varepsilon^2 \rho R \sqrt{\log(\max\{n, \varepsilon^{-1}\})} \frac{R}{|v_j - v_{j-1}|(n+1)} \leq C' \varepsilon^2 \rho^2 \sqrt{\log(\varepsilon^{-1})} \frac{R}{|v_j - v_{j-1}|(n+1)}.
$$

By (57), $R / |v_j - v_{j-1}| \leq 2 / \rho$. Therefore, there exists a constant $C_{16} > 0$ such that

$$
\sigma_n \sqrt{\log(|A_n|)} \leq \gamma + \frac{\alpha n}{4} \quad \text{for all } n \geq 0.
$$

where $\gamma = \frac{C_{16} \rho^2}{\log(\varepsilon^{-1})} \frac{R}{|v_j - v_{j-1}|}$. Finally, we apply Lemma 5.9 to obtain

$$
\mathbb{E} \left[ \frac{||X||_{\mathcal{H}^r}}{|v_j - v_{j-1}|} \right] \leq \mu + \gamma + \sqrt{2 \pi \beta} + 4 \frac{\beta}{\alpha} \frac{e^{-\alpha^2/4\beta}}{1 - e^{-\alpha^2/4\beta}}.
$$

Note that

$$
\mu + \gamma \leq \mu_S + \frac{C \rho^2}{\log(\varepsilon^{-1})} \frac{R}{|v_j - v_{j-1}|}, \quad \text{and} \quad \sqrt{\beta} \leq C \varepsilon^2 \rho \frac{R}{|v_j - v_{j-1}|} \leq \frac{C \rho^2}{\log(\varepsilon^{-1})} \frac{R}{|v_j - v_{j-1}|}.
$$

Further, $\frac{\beta}{\alpha} \leq C \varepsilon^2 R / |v_j - v_{j-1}|$ and $\alpha^2 / \beta \geq c \rho \varepsilon^{-2}$. Therefore,

$$
4 \frac{\beta}{\alpha} \frac{e^{-\alpha^2/4\beta}}{1 - e^{-\alpha^2/4\beta}} \leq C \varepsilon^2 \exp(-\varepsilon^{-4/3}) \frac{R}{|v_j - v_{j-1}|}.
$$

Combining the last two displays concludes the proof of Lemma 5.19.
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