Sub-Pixel Waterline Extraction: Characterising Accuracy and Sensitivity to Indices and Spectra
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Abstract: Accurately mapping the boundary between land and water (the ‘waterline’) is critical for tracking change in vulnerable coastal zones, and managing increasingly threatened water resources. Previous studies have largely relied on mapping waterlines at the pixel scale, or employed computationally intensive sub-pixel waterline extraction methods that are impractical to implement at scale. There is a pressing need for operational methods for extracting information from freely available medium resolution satellite imagery at spatial scales relevant to coastal and environmental management. In this study, we present a comprehensive evaluation of a promising method for mapping waterlines at sub-pixel accuracy from satellite remote sensing data. By combining a synthetic landscape approach with high resolution WorldView-2 satellite imagery, it was possible to rapidly assess the performance of the method across multiple coastal environments with contrasting spectral characteristics (sandy beaches, artificial shorelines, rocky shorelines, wetland vegetation and tidal mudflats), and under a range of water indices (Normalised Difference Water Index, Modified Normalised Difference Water Index, and the Automated Water Extraction Index) and thresholding approaches (optimal, zero and automated Otsu’s method). The sub-pixel extraction method shows a strong ability to reproduce both absolute waterline positions and relative shape at a resolution that far exceeds that of traditional whole-pixel methods, particularly in environments without extreme contrast between the water and land (e.g., accuracies of up to 1.50–3.28 m at 30 m Landsat resolution using optimal water index thresholds). We discuss key challenges and limitations associated with selecting appropriate water indices and thresholds for sub-pixel waterline extraction, and suggest future directions for improving the accuracy and reliability of extracted waterlines. The sub-pixel waterline extraction method has a low computational overhead and is made available as an open-source tool, making it suitable for operational continental-scale or full time-depth analyses aimed at accurately mapping and monitoring dynamic waterlines through time and space.
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1. Introduction

Accurately mapping the boundary between land and water (the ‘waterline’) is critical for tracking coastal change and managing water resources in an era characterised by the increasing environmental impacts of development and anthropogenic climate change. By providing repeated observations of dynamic coastal zones and inland waters through time, satellite remote sensing provides a powerful and cost-effective alternative to traditional land-based surveys or waterline extraction methods based on sporadically acquired aerial data [1]. Historically, the use of satellite data for operational environmental monitoring has been limited by data access restrictions, inconsistent data structures and formats,
a requirement for time and resource-intensive pre-processing before analysis could be conducted, and rapidly increasing data volumes which made desktop-based analyses of large extents or long time-series impractical [2]. In recent years, the development of high-performance earth observation ‘data cubes’ such as the Open Data Cube [3,4] and Google Earth Engine [5] have revolutionised the analysis of extremely large and complex remote sensing datasets [2]. By organising freely available medium resolution satellite imagery such as Landsat or Sentinel-2 into spectrally and geometrically calibrated stacks of analysis-ready data, these platforms support the development of new automated and cost effective workflows for consistent, rapid and repeatable operational monitoring of environmental change across time and space [4]. Data cube approaches leveraging multi-decadal remote sensing time series have so far been used successfully in a wide range of coastal and inland water applications, including monitoring 33 years of coastal change across global sandy beach shorelines [6], mapping the topography and extent through time of threatened intertidal ecosystems [7–10], and tracking changes in the distributions of inland waterbodies at both continental and global scale [11,12].

Although data cube platforms have driven a paradigm shift in the maximum spatio-temporal scale of analyses that are possible using remote sensing, the ability to accurately monitor environmental change at fine spatial scales remains critical for many potential coastal and inland water applications based on accurately modelling the position of the waterline. These include monitoring coastal erosion along narrow, steep coastlines [13], modelling dynamic intertidal topography and geomorphic change [14,15], and assessing small changes in water levels within narrow or steep sided inland rivers and waterbodies [16,17]. Most remote sensing studies to date have mapped the boundary between land and water in the landscape using binary classifiers based on either machine learning [11,12,18], or thresholding either a single satellite band [19–21] or remote sensing water index such as the normalised difference water index or NDWI [7,22–27]. These methods are inherently limited to the resolution of the satellite sensor, and are unable to resolve changes in waterline positions occurring at a scale of less than a whole pixel (e.g., 10 m for Sentinel-2 or 30 m for Landsat; [28]). Although high resolution satellite data from commercial providers such as Planet Labs and DigitalGlobe are increasingly available for these applications [29,30], these sources of data are typically prohibitively expensive to implement across regional to global extents, and lack either the temporal depth or systematic revisit frequency that are available for medium resolution satellite programs with coarser pixel resolutions (e.g., Landsat imagery available since 1972, [31]). Accordingly, there is a pressing need for the development of operational methods for extracting waterline information from freely available medium resolution satellite imagery at spatial scales relevant to coastal and environmental management.

By collapsing a complex heterogeneous landscape into a binary land-water classification, whole-pixel approaches to waterline mapping potentially discard valuable information about subtle differences between the spectral characteristics of neighbouring pixels. This information can be used to obtain more nuanced insights into the structure and location of dynamic waterlines through time. Recently, new techniques have been developed to extract the location of the waterline at sub-pixel resolution from medium resolution satellite data by utilising a pixel’s neighbourhood to optimise the position of the waterline. Pardo-Pascual [32,33] and Almonacid-Caballer [34] developed a two-step process where waterlines were first identified at the whole-pixel scale based on infrared Landsat bands, then adjusted to sub-pixel level by fitting a fifth-degree polynomial function to a 7 x 7 pixel neighbourhood around each whole-pixel point. The Laplacian of this function was then calculated to identify the maximum gradient of change. The location of this inflection point between land and water could vary within the extents of a pixel itself, allowing waterlines to be extracted at a higher accuracy relative to the underlying 30 m imagery resolution (e.g., 4.69 to 5.47 m root mean square error or RMSE, [32]). While these techniques clearly demonstrate the potential sub-pixel waterline mapping accuracy that can be achieved using only medium resolution satellite data, they have thus far been implemented at relatively small scales (e.g., 800 m to 20 km of coastline, [32–34]) due to their computational intensity (e.g., processing times of up to 5 seconds per kilometer of coastline, [32]). This
currently presents a challenge for operationally extracting large numbers of waterlines at continental scale across a full archive of satellite imagery spanning 30+ years.

Waterline mapping methods based on contour extraction provide a computationally efficient alternative to more intensive modelling approaches. Foody et al. [35] demonstrated that by fitting contours to a continuous 2D surface, the waterline could be positioned through the pixel rather than being constrained to pixel boundaries. This produces visually intuitive smooth waterlines that closely reproduce the true waterline position and shape without the distracting blocky pixel artefacts that affect whole-pixel approaches. While early applications of the technique applied waterline extraction to soft-classified layers where the exact proportion of water and land within each pixel was known (e.g., [35–38]), recent applications have instead used remote sensing water indices such as NDWI which can be calculated directly from open source remote sensing imagery [28,38,39]. These approaches have proven able to extract waterline positions with high levels of accuracy in sandy beach environments (e.g., up to 5.7 m against a 30 year validation dataset at Narrabeen Beach in eastern Australia, [38]). However, applying these extraction methods to remote sensing water indices implicitly assumes that index values respond consistently and linearly to underlying proportions of land and water within a pixel, an assumption that has been poorly tested to date [40,41]. In addition, previous studies have almost exclusively assessed the performance of these approaches within sandy beach environments [28,38,39,42] at the expense of other complex coastal or inland environments (e.g., tidal flats, wetland vegetation, artificial shorelines or rocky shorelines). A better understanding of how sub-pixel waterline extraction responds to variation in spectral properties of different environments and the selection and thresholding of water indices is critical for allowing these techniques to be scaled up from small scale applications to operational analyses at the regional, continental or global scales.

In this study, we provide a comprehensive evaluation of a contour-based method for extracting sub-pixel accuracy waterlines that can be rapidly applied to standard water indices with minimal additional effort, enabling integration with large-scale automated remote sensing workflows (Figure 1). We use a synthetic landscape approach to test the accuracy and precision of extracted sub-pixel waterlines across contrasting environments (sandy beaches, artificial shorelines, wetland vegetation, tidal mudflats and rocky shorelines), and assess how the performance of the method is affected by water index selection and commonly used thresholding approaches. We test the method using high resolution Worldview-2 imagery to verify our experimental findings in a complex, real-world coastal case study, and use our results to make best-practice recommendations for the future application of sub-pixel approaches for mapping waterlines consistently across time and space.
Figure 1. Overview of the experimental design followed in this study, including the synthetic landscape component based on spectra extracted from Landsat-8 (a–b), and the real-world application component based on high resolution WorldView-2 satellite imagery (c–d). Sub-pixel waterlines for both components of the study were extracted for multiple environment, water index, threshold and resolution scenarios (e), and statistically compared against traditional whole-pixel waterlines (f).

2. Materials and Methods

We conducted a synthetic landscape experiment to evaluate how accurately and precisely extracted waterlines could reproduce true waterline positions under controlled conditions, without the influence of environmental or sensor-related factors (e.g., tides, sensor noise, white water, cloud cover). We generate a simplified but environmentally plausible synthetic landscape using a hyperbolic tangent shape equation [43]. This equation was originally developed to empirically describe the shape of headland bay beach shorelines, and produces a range of steep to shallow curvatures which are suitable for evaluating sub-pixel waterline extraction method performance. The equation is defined as:

$$y = \pm a \tanh \left( \frac{b x}{m} \right)$$

where $y = \text{distance across shore in metres}$; $x = \text{distance alongshore in metres}$; and $a$ (units of length), $b$ (units of $1/\text{length}$), and $m$ (dimensionless) are empirically-determined coefficients. We used values derived by Moreno and Kraus [43] from a study of 46 beaches in Spain and North America to generate the curve, and converted this function into a two-dimensional 1200 by 600 array where each cell represented a 1.0 x 1.0 m resolution ‘land’ or ‘water’ pixel.

2.1. Influence of Environment on Waterline Extraction Performance

2.1.1. Sample Spectra and Index Calculation

To assess sub-pixel waterline extraction performance across a range of common land-water boundaries, we extracted a set of typical spectra from freely available Landsat 8 OLI imagery available within the 30 year Digital Earth Australia archive produced by Geoscience Australia [3,4]. This data is available as atmospherically and terrain corrected ‘analysis-ready’ data processed to surface reflectance, allowing reliable spectra to be extracted with no additional processing or calibration required [44]. We focused on five commonly studied environments to explore the influence of contrasting spectral properties on waterline extraction performance: a) sandy beaches [1,6,28,33,34,38,42], b) artificial shorelines [32,45], c) rocky shorelines [10,29,45], d) wetland vegetation [46–48], and
e) tidal mudflats [7,10,19,49]. Paired samples of land and neighbouring water spectra were extracted from cloud free imagery along the Australian coastline by taking the mean value for each satellite band within each sample region (Figure 2). Imagery acquired at low tide was selected in the case of the tidal mudflat environment. As it would be impractical to analyse the full range of natural spectral variability for any of these individual environments, the sample spectra were intended to serve as a set of spectrally unique examples rather than an exhaustive and representative sample of natural conditions. For each environment, spectral values were assigned to the ‘land’ and ‘water’ pixels of the synthetic landscape to create a multispectral array with six spectral bands (red, green, blue, near-infrared, shortwave infrared 1, shortwave infrared 2) broadly shared by frequently used sources of open-source satellite imagery (e.g., Landsat TM, ETM+, OLI and Sentinel 2 MSI).

Using this array as a high-resolution (i.e., 1.0 m) reference dataset, we then simulated a typical medium resolution satellite dataset (e.g., Landsat) by spatially aggregating the higher-resolution data to a spatial resolution of 30 m using an ‘average’ aggregation rule. This reduced resolution 30 m dataset was then used as the basis for waterline extraction. Initially, we computed a series of common water extraction indices. The normalised difference water index (NDWI, [50]) is one of the most commonly used remote sensing water indices, having been applied to facilitate waterline delineation in a wide range of papers across inland [23,24,26] and coastal environments [7,10,25,51]. This index ranges from -1.0 (land) to 1.0 (water), and uses the ratio of visible green and near-infrared (NIR) reflectance to separate water pixels from land based on water’s high reflectance of visible green light and low reflectance of NIR, and the high reflectance of NIR by dry soil and terrestrial vegetation:

\[
NDWI = \frac{(\text{Green} - \text{NIR})}{(\text{Green} + \text{NIR})}
\] (2)

Recently, a modification of the NDWI which substitutes short-wave infrared (SWIR) in place of NIR has seen increasing popularity for waterline extraction [22]. This modified normalised difference water index (MNDWI) has been suggested as a more accurate alternative to NDWI, particularly in environments affected by white water from surf or high levels of turbidity [1,33]. However, this index can produce poor results in intertidal environments where wet substrate remaining after high tide is often mapped as open water [19,20].

\[
MNDWI = \frac{(\text{Green} - \text{SWIR} 1)}{(\text{Green} + \text{SWIR} 1)}
\] (3)

The automated water extraction index (AWEI) has been proposed to address these limitations of both NDWI and MNDWI. Unlike NDWI and MNDWI, which are based on the relative ratio of green and near-infrared or shortwave radiation, AWEI is based on the sum of multiple spectral bands, and has been shown to produce higher water identification accuracy across a broad range of coastal and inland water environments by maximising spectral contrast between water and land classes [52]. While two formulations of the AWEI have been proposed to deal with extreme shadows in mountainous environments, we focused on the ‘non-shadow’ variant (AWEI_{ns}) in this study due to the typically low relief of the five environments being assessed:

\[
AWEI_{ns} = 4 \times (\text{Green} - \text{SWIR} 1) - (0.25 \times \text{NIR} + 2.75 \times \text{SWIR} 2).
\] (4)
Figure 2. Paired samples of land and neighbouring water surface reflectance spectra from five contrasting environments along the Australian coastline (a–e). Spectra were extracted from cloud-free Landsat 8 OLI imagery from the Digital Earth Australia archive [3,4].
2.1.2. Waterline Extraction

We extracted sub-pixel resolution waterlines for each environment and water index using the marching squares with linear interpolation contour extraction algorithm implemented in the Python skimage.measure.find_contour function \[53,54\]. Contour-based methods aim to detect the boundary between two classes based on a two-dimensional input surface (for example, precisely mapping the position of a given elevation contour from a digital elevation model). When used to extract sub-pixel waterlines from a continuous water index surface, we make the assumption that low or medium resolution pixels along the land-water boundary represent mixed pixels, and that water index values (e.g., NDWI) for these pixels directly reflects the relative proportion of water and land within those pixels. It should therefore be possible to compare the relative water index values of two neighbouring pixels, and use this comparison to more precisely locate the boundary between land and water than simply drawing a line directly along their pixel boundaries. The marching squares with linear interpolation algorithm linearly interpolates between the water index values of neighbouring pixels to map out the precise location of the waterline according to a specified threshold value \[53\].

For example, where a land pixel has a water index value that is similar to its neighbouring water pixel (indicating the land pixel may contain a significant proportion of water), this will result in the output waterline position being shifted in an inland direction. Theoretically, this allows the location of the derived waterline to be identified at a precision that exceeds the resolution of the input satellite imagery \[53\].

As waterlines derived from remote sensing water indices can be highly sensitive to the threshold value selected to separate land from water, we extracted subpixel waterlines for three unique thresholds: an ‘optimal’ threshold, a ‘zero’ water index threshold, and an automatically derived threshold. The ‘optimal’ threshold represented the threshold that most closely replicated the high resolution reference shoreline, and was identified for each environment and water index scenario by iterating through a wide range of threshold scenarios (from –1.0 to 1.0 in 0.01 increments for NDWI and MNDWI, and from –2.0 to 2.0 in 0.01 increments for AWEI\(_n_s\) given its larger range of possible values), and selecting the water index that produced the lowest RMSE compared to the high resolution reference waterline. This threshold scenario was intended to compare the best-possible waterline extraction performance in an application where the ideal water index threshold was known. As knowing the ideal threshold ahead of an analysis is often not possible, the ‘zero’ water index threshold scenario used a constant zero threshold to extract waterlines, a procedure which is commonly used in operational waterline extraction applications conducted across large spatial extents \[7,10\]. Finally, procedures for automatically deriving threshold values based on the histogram distribution of water index values have been increasingly used to provide improved waterline extraction performance in complex heterogeneous environments where a single threshold (i.e., 0) would produce poor results \[6,39,42\]. We used Otsu thresholding implemented by the Python function skimage.filters.threshold_otsu to calculate an automatic threshold for each environment and water index \[54,55\]. This image processing approach identifies a threshold value that best separates a histogram of water index values into two distinct classes (e.g., water and land, \[55\]).

Subpixel shorelines extracted for each environment, water index and threshold scenario were converted to vector line features to facilitate comparisons against the 1.0 m high-resolution reference waterline. To provide a comparison dataset against which to compare the accuracy and precision of sub-pixel resolution waterlines, we additionally extracted matching waterlines for each scenario using a traditional whole-pixel thresholding approach (henceforth, ‘whole-pixel’ waterlines). This involved identifying all pixels with a water index equal to or above the given threshold as ‘water’ pixels and all values less than the threshold as ‘land’ pixels. This thresholded dataset was then polygonised, and a vector line feature extracted along the boundary of the two classes.
2.1.3. Statistical Comparison

We evaluated the ability of our two extracted waterlines to reproduce the true waterline position by computing distances (errors) between the 1.0 m high-resolution reference waterline and each set of sub-pixel and whole-pixel waterlines. At 1.0 m intervals along the reference waterline, we calculated Euclidean distance to the nearest point on both the sub-pixel and whole-pixel waterlines using the distance method from the shapely Python package [56]. Distances were assigned a direction (water- or land-ward offset from the reference waterline) based on whether the comparison point fell in a ‘land’ or ‘water’ pixel in the synthetic landscape: if the comparison point fell in a ‘land’ pixel, this distance was assigned a negative value to infer a land-ward offset. These distance errors were calculated for each environment, water index and threshold scenario, and compared using split violin plots to visualize error distributions between the sub-pixel and whole-pixel water extraction approaches. We additionally calculated two summary statistics to evaluate the extracted waterlines: root mean square error (RMSE) assessed the absolute accuracy of the derived waterlines compared to the reference waterline, while standard deviation allowed us to compare overall precision, or how closely the extracted waterlines replicated the overall shape of the reference shoreline even if the lines were consistently offset in a water or land-ward direction (e.g., a shoreline that closely followed the relative shape of the reference shoreline would have a low variability in error values).

2.2. Real-World Application Using WorldView-2

Although the synthetic data-based modelling framework above allowed us to rapidly test and isolate the performance of sub-pixel waterline extraction across a wide range of environmental and image processing scenarios, the theoretical approach represented a significant simplification of the complex heterogeneous environments typically found in satellite imagery. To complement the theoretical analysis, we assessed sub-pixel waterline extraction using high resolution satellite imagery. We obtained a largely cloud-free 2.0 m resolution WorldView-2 (WV-2) image (acquired 13th November 2010, 00:40 UTC) for a complex coastal region in north-western Queensland that contained extensive sandy beaches and rocky shoreline environments (Figure 3). This six band multispectral image (red, green, blue, yellow, near infrared 1, near infrared 2) was processed to surface reflectance using a bidirectional reflectance distribution function (BRDF) and topographically corrected MODTRAN-based atmospheric correction as detailed in Li et al. [44]. As WV-2 lacks the shortwave infrared bands required to compute MNDWI and AWEI

To provide a high-resolution reference shoreline, we extracted a vector shoreline at the imagery’s native 2.0 m resolution based on a consistent zero NDWI threshold. While this consistent threshold did not account for the different coastal environments present in the image, using a consistent threshold allowed us to provide a single point-of-truth within the modelling framework that could be compared consistently against lower resolution shorelines, and eliminated any subjectivity associated with manually digitising shorelines. This reference waterline was stratified into sandy beaches and rocky shorelines by visually inspecting the underlying true colour WV-2 imagery, allowing us to compare results across different coastal environments.

To eliminate the confounding influence of tidal processes and coastal change between image acquisitions, we simulated lower resolution satellite imagery using spatially degraded versions of the WV-2 image itself rather than obtain co-incident imagery from other satellite platforms (e.g., Landsat or Sentinel 2). We progressively spatially degraded the 2.0 m resolution WV-2 image from 4 m to 30 m (in 2 m increments) using the average aggregation rule applied in the theoretical approach. Each aggregated image was used to compute NDWI, and extract sub-pixel and whole-pixel waterlines for the optimal, zero and automated Otsu index threshold scenarios above. Otsu thresholding was conducted separately on the two coastal environments (sandy beaches and rocky shorelines) by first buffering the reference shoreline by 50 m, and using this polygon as a mask to ensure that water and land classes were equally represented in the NDWI layer (an assumption of the Otsu process). Waterlines for each
scenario were then statistically compared against the reference waterline by computing Euclidean
distance errors at 1 m intervals along the extracted waterlines, and assessing RMSE and standard
deviation error across the range of spatial resolutions for each of the two coastal environments.

Figure 3. The 2 m resolution WorldView-2 image for the Cape Tribulation region in north-western
Queensland used for the real-world application component of this study indicate regions featured in
Figure 8.
All analyses in this study were conducted on Australia’s National Computing Infrastructure’s Virtual Desktop infrastructure (8 vCPUs, 32GB RAM). Code was written in the Python 3.6 programming language based on open-source functions from the OpenDataCube (https://www.opendatacube.org/), xarray [57], NumPy [58], SciPy [59], scikit-image [54] and pandas [60] libraries. All figures were generated using xarray, Matplotlib [61] and seaborn [62] data visualization libraries.

To allow the analyses presented here to be applied to future studies, functions for rapidly extracting waterlines from large multi-dimensional satellite data arrays are provided as an open-source toolset (Supplementary Materials).

3. Results and Discussion

3.1. Sub-Pixel Waterline Extraction Performance

We evaluated waterline extraction performance based on our synthetic landscape approach by comparing the distribution of distances in metres from the modelled to the reference shoreline (errors), using root mean squared error (RMSE) to evaluate whether errors were tightly distributed around 0 (Figure 4). Across 38 of our 45 synthetic landscape scenarios, RMSE for sub-pixel waterline extraction was lower compared to the whole-pixel approach, a clear result that indicated the method was able to more accurately represent the reference waterline position. This was particularly true for ‘optimal’ threshold scenarios, where sub-pixel waterlines were between 2.1 to 5.8 times more accurate than equivalent whole-pixel waterlines across all landscapes and water indexes (Table 1, Figure 4). Sub-pixel waterline accuracy was the highest using the AWEIn index, where all waterlines extracted from the 30 m resolution data using ‘optimal’ thresholds had an RMSE of 1.50–1.51 m (Table 1, Figure 4). All seven scenarios where sub-pixel waterlines had higher RMSE than whole-pixel waterlines occurred using ‘zero’ thresholding (see Section 3.3, Effect of Water Index Threshold below).

Calculating RMSE allowed us to compare waterline extraction accuracy in absolute terms. However, many applications of waterline extraction such as coastal erosion and inland water level monitoring require an ability to monitor the relative location or shape of the shoreline consistently across time. To quantify how precisely waterline extraction approaches could reproduce the shape of the waterline, we calculated the standard deviation of errors between the modelled and reference waterline, assuming that a low variance in errors indicated that modelled shorelines were always positioned a consistent distance away from the true shoreline position. In all 45 scenarios, sub-pixel waterline errors exhibited significantly lower variance compared to whole-pixel waterlines, indicating a far better reproduction of waterline shape at a scale of less than one pixel (Table 1, Figure 4). Although this result was most pronounced across ‘optimal’ threshold scenarios where standard deviations were up to 5.5 times lower than whole-pixel waterlines, lower variances (i.e., 1.9 to 4.6 times lower) were also found across all ‘zero’ threshold scenarios (Table 1, Figure 4). This was the case even when sub-pixel waterlines had higher RMSE due to being clearly offset from the reference waterline position. Importantly, this result suggests that the resulting sub-pixel waterlines are likely to better reflect the relative waterline shape, even when offset land or sea-ward from the true waterline position due to an inappropriate choice of water index threshold. This result indicates that even a zero threshold approach based on a non-optimal water index threshold combined with sub-pixel waterline extraction can be suitable for applications where the priority is consistently monitoring trends in relative water line positions through time. As we illustrate in the following sections, selecting the appropriate thresholds and indexes both spatially and temporally to enable like-for-like comparison is a non-trivial exercise.
Figure 4. Error distributions compared to the reference waterline for sub-pixel (blue or dark) and whole-pixel (orange or light) waterline extraction approaches across five sample environments with contrasting spectral characteristics (y-axis). Errors were assessed for three water indices (vertical panels) and three thresholding approaches (horizontal panels). Errors distributed around 0 indicate a good reproduction of the absolute waterline position, while tightly distributed errors represent a good reproduction of the relative shape of the waterline (even if waterlines were offset by a constant distance from the reference waterline). Two tidal mudflat scenarios failed to extract waterlines due to the inability of a 0 MNDWI or AWEIns water index to separate turbid water from wet intertidal mud.
### Table 1

Root mean squared error (RMSE in metre units) and standard deviation (in metre units) of errors compared to the reference waterline for sub-pixel and whole-pixel waterline extraction approaches across five sample environments with contrasting spectral characteristics. Waterline extraction methods were compared using three water indices (normalised difference water index (NDWI), modified normalised difference water index (MNDWI), and automated water extraction index 'non-shadow' variant (AWEI\textsubscript{ns})) and thresholding strategies (optimal thresholding, zero thresholding and automated Otsu thresholding). Bold cells in the RMSE and standard deviation columns indicate the best modelling performance for each scenario (i.e., sub-pixel or whole-pixel waterlines).

| Spectra        | Water Index | Threshold | RMSE (m) Sub-pixel | Standard Deviation (m) Sub-pixel | Whole-pixel | Whole-pixel |
|----------------|-------------|-----------|--------------------|----------------------------------|-------------|-------------|
| Sandy beach    | NDWI        | Optimal   | 3.74               | 8.63                             | 3.73        | 7.60        |
|                |             | Zero      | 4.17               | 12.85                            | 3.87        | 8.35        |
|                |             | Otsu      | 10.07              | 14.93                            | 4.31        | 8.39        |
|                | MDWI        | Optimal   | 3.99               | 8.63                             | 3.97        | 7.60        |
|                |             | Zero      | 5.33               | 14.93                            | 4.21        | 8.39        |
|                |             | Otsu      | 9.40               | 16.24                            | 4.48        | 8.80        |
|                | AWEI\textsubscript{ns} | Optimal | 1.50               | 8.63                             | 1.50        | 7.59        |
|                |             | Zero      | 21.60              | 16.94                            | 4.37        | 8.94        |
|                |             | Otsu      | 1.58               | 8.63                             | 1.49        | 7.60        |
| Artificial shoreline | NDWI        | Optimal   | 3.48               | 8.63                             | 3.39        | 7.60        |
|                |             | Zero      | 3.89               | 12.85                            | 3.61        | 8.35        |
|                |             | Otsu      | 5.63               | 14.93                            | 3.77        | 8.39        |
|                | MDWI        | Optimal   | 3.68               | 8.63                             | 3.65        | 7.60        |
|                |             | Zero      | 3.68               | 9.58                             | 3.65        | 8.03        |
|                |             | Otsu      | 10.32              | 14.93                            | 4.28        | 8.39        |
|                | AWEI\textsubscript{ns} | Optimal | 1.51               | 8.63                             | 1.51        | 7.59        |
|                |             | Zero      | 20.39              | 16.24                            | 4.06        | 8.80        |
|                |             | Otsu      | 1.53               | 8.70                             | 1.50        | 8.27        |
| Rocky shoreline | NDWI        | Optimal   | 2.73               | 8.63                             | 2.72        | 7.60        |
|                |             | Zero      | 5.64               | 12.85                            | 2.98        | 8.35        |
|                |             | Otsu      | 7.67               | 14.93                            | 3.14        | 8.39        |
|                | MDWI        | Optimal   | 2.93               | 8.63                             | 2.93        | 7.60        |
|                |             | Zero      | 6.72               | 14.43                            | 3.29        | 8.22        |
|                |             | Otsu      | 7.01               | 14.93                            | 3.32        | 8.39        |
|                | AWEI\textsubscript{ns} | Optimal | 1.50               | 8.63                             | 1.51        | 7.59        |
|                |             | Zero      | 19.79              | 16.24                            | 3.90        | 8.80        |
|                |             | Otsu      | 1.57               | 8.63                             | 1.49        | 7.60        |
| Wetland vegetation | NDWI        | Optimal   | 1.75               | 8.63                             | 1.74        | 7.59        |
|                |             | Zero      | 3.06               | 8.98                             | 1.67        | 7.70        |
|                |             | Otsu      | 4.04               | 8.98                             | 1.71        | 7.70        |
|                | MDWI        | Optimal   | 1.52               | 8.63                             | 1.52        | 7.59        |
|                |             | Zero      | 18.45              | 13.41                            | 4.32        | 8.42        |
|                |             | Otsu      | 2.08               | 9.04                             | 1.62        | 9.04        |
|                | AWEI\textsubscript{ns} | Optimal | 1.51               | 8.63                             | 1.51        | 7.59        |
|                |             | Zero      | 9.02               | 10.05                            | 2.04        | 8.85        |
|                |             | Otsu      | 1.56               | 8.70                             | 1.49        | 8.27        |
| Tidal mudflat  | NDWI        | Optimal   | 1.75               | 8.63                             | 1.74        | 7.59        |
|                |             | Zero      | 17.68              | 13.23                            | 3.76        | 8.60        |
|                |             | Otsu      | 4.32               | 9.58                             | 1.73        | 8.03        |
|                | MDWI        | Optimal   | 1.55               | 8.63                             | 1.55        | 7.60        |
|                |             | Zero      | 2.22               | 8.98                             | 1.53        | 7.70        |
|                |             | Otsu      | 1.51               | 8.70                             | 1.51        | 8.27        |

### 3.2. Effect of Spectra and Water Index

While sub-pixel waterlines more accurately and precisely reproduced reference waterline position and shape across the majority of our scenarios, we observed key differences by environment type which have important implications for remote sensing-based waterline extraction. ‘Optimal’ threshold results for our two normalised difference water indices (NDWI and MNDWI) showed a consistent trend of decreasing RMSE and standard deviation which coincided with a decrease in spectral contrast between
water and land features (e.g., lower accuracy and precision along high contrast artificial shorelines and sandy beaches, and better accuracy and precision in low contrast tidal mudflats and wetland vegetation; Figure 4). For example, sub-pixel RMSE and standard deviation for NDWI waterlines improved from 3.74 and 3.73 m in sandy beach environments to 1.75 and 1.74 m in tidal mudflats (Table 1). This effect could be qualitatively observed by comparing the shape of the shorelines generated for sandy beach and tidal mudflat environments (Figure 5). In tidal mudflats environments with low spectral contrast between wet mud and turbid water, sub-pixel waterlines closely follow the true shape of the reference shoreline along the entire length of the synthetic coastline. In comparison, sub-pixel waterlines in sandy beach environments displayed repeated undulating artefacts along the shallower curved region of the landscape (Figure 5). In these environments, high contrast between bright sand and dark water reduced the ability of the sub-pixel waterline extraction to resolve fine-scale curves or subtle undulations in waterline shape.

Although spectral contrast appeared to negatively affect both NDWI and MNDWI, the AWEI\textsubscript{ns} index did not reveal any relationship with spectral contrast. Accuracy and precision for AWEI\textsubscript{ns} remained relatively constant across all environments (Table 1, Figure 4), with no obvious step-like artefacts visible in the resulting waterlines (Figure 5). An explanation for this effect can be found in the non-linear response of certain water index values to the sub-pixel fractional coverage of water within each pixel. In environments with bright land features and dark water, a small increase in the proportion of land within a pixel can produce a large change in remote sensing indices like NDWI that are based on the ratio of visible and infrared radiation. To visualise this, we can calculate an NDWI value based on the weighted average spectra for each satellite band as the percentage of land within the pixel increases from 0 to 100% (Figure 6). In a low contrast environment such as a tidal flat, NDWI values decrease approximately linearly with increasing land. However, in a high contrast sandy beach environment, even a small increase in land coverage (e.g., from 0% to 10%) can result in a rapid decrease in NDWI. When used as the input for sub-pixel waterline extraction, this response drives the repeated undulating response of the waterline, with the resulting waterline position highly affected by a small change in the fractional coverage of bright sand. In contrast, the AWEI\textsubscript{ns} index is based on the sum of six spectral bands and linear coefficients, and responds linearly to increasing proportion of land or water within a pixel (Figure 6).
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Figure 5. An example of sub-pixel (blue or dark) and whole-pixel (orange or light) waterlines
extracted for three water indices (NDWI, MNDWI and AWEI\textsubscript{ns}; vertical panels) across two contrasting
environments: sandy beaches (left panels) and tidal mudflats (right panels). The reference waterline
is shown by a dotted line. In high spectral contrast sandy beach environments, sub-pixel NDWI and
MNDWI waterlines display repeated undulating artefacts, particularly along the shallower eastern
curve of the synthetic beach landscape (see inset). Sub-pixel waterlines for the AWEI\textsubscript{ns} index and all
water indices within low spectral contrast tidal flat environments more closely followed the reference
shoreline shape with greatly reduced undulating artefacts.

Figure 6. A comparison of the response of the NDWI (left) and AWEI\textsubscript{ns} (right) water indices to the
fractional composition of land within a pixel. Normalised difference indices such as NDWI respond
non-linearly to increasing proportion of land within a pixel, particularly within high spectral contrast
sandy beach environments. In contrast, the AWEI\textsubscript{ns} index responds linearly regardless of spectral
contrast between land and water.
3.3. Effect of Water Index Threshold

The ‘optimal’ water index threshold scenarios allowed us to assess the theoretical limits of sub-pixel waterline extraction performance under ideal conditions where the value of the best threshold value was known. However, threshold selection remains one of the key limitations of satellite-derived waterline extraction, particularly where reference data is not available to tailor the threshold to contrasting heterogeneous coastal or inland water environments [1,63]. This is frequently the case for operation analyses aimed at modelling waterlines across large spatial extents (e.g., at regional, continental or global scale). To evaluate how sub-pixel waterline extraction performs when the optimal value of the threshold is not known in advance, we also compared performance using two more realistic threshold selection strategies. The simplest ‘zero’ threshold scenario applied a consistent threshold of zero to all environments and metrics, in an approach which has been widely used in waterline extraction analyses [7,22,64]. Our results indicate a uniform zero threshold was unable to consistently reproduce the absolute reference waterline position across the five contrasting environments or three water indices we assessed. In an extreme example, a ‘zero’ threshold for tidal mudflat environments completely failed to differentiate between land and water for both the MNDWI and AWEI indices due to the spectral similarity of wet substrate with turbid water in the short-wave infrared satellite bands that were utilised by both indices ([19,20], Figure 4). Although poor modelling performance was observed using the ‘zero’ threshold for both sub- and whole-pixel waterlines, the narrower distribution of sub-pixel waterline errors meant that this method was more sensitive to poor threshold selection compared to whole-pixel waterlines whose larger error distribution typically overlapped with the true location of the waterline (Table 1, Figure 4).

To address the limitations of a consistent zero threshold, we assessed model performance using water index thresholds optimised using Otsu’s method. Otsu has been proposed as an automated method for deriving locally-tuned threshold values for operational waterline analyses, however, the performance of the approach on sub-pixel waterline accuracy has not previously been assessed. Our results indicate that ‘Otsu’ thresholding significantly improved the consistency of waterlines extracted using the sub-pixel approach, leading to error distributions which were generally narrower than corresponding zero threshold distributions, and more comparable across different environment types (Figure 4). This was particularly the case for wetland vegetation and tidal mudflat environments, which saw improvements in overall RMSE of up to 16.4 m between ‘zero’ and ‘Otsu’ scenarios (e.g., wetland vegetation MNDWI; Table 1, Figure 4). Although Otsu typically did not reproduce the absolute or relative accuracy of ‘optimal’ thresholds, the improvement in results compared to zero threshold scenarios results indicates that automated threshold selection can complement sub-pixel waterline extraction approaches. This is likely to be particularly significant in large-scale analyses covering diverse environment types, where the influence of inappropriate threshold selection may overwhelm increases in accuracy gained from implementing sub-pixel waterline extraction methods.

3.4. Real-World Application

By progressively spatially degrading high resolution (2 m) WorldView-2 remote sensing imagery, it was possible to simulate lower resolution satellite imagery and assess the impact of spatial resolution on waterline extraction performance in a more complex real-world scenario. At 30 m resolution (equivalent to Landsat TM, ETM+ and OLI bands), sub-pixel waterlines were 1.9 to 2.3 times more accurate than whole-pixel waterlines both in absolute terms (e.g., RMSE of 3.28–4.52 m compared to 7.46–8.73 m for whole-pixel waterlines), and in their ability to reproduce the relative shape of the reference coastline (e.g., standard deviation of 3.27–4.42 m compared to 7.46–8.70 m; Table 2, Figure 7). The ability of the sub-pixel approach to accurately reproduce the true waterline even at this relatively coarse resolution can be qualitatively observed in Figure 8a, where sub-pixel waterlines (blue) closely follow small undulations in the path of the dashed 2 m high resolution waterline which are considerably smaller in scale than the pixel resolution captured by the equivalent whole-pixel waterlines.
Table 2. Root mean squared error (RMSE in metre units) and standard deviation (in metre units) of sub-pixel and whole-pixel waterline extraction errors compared to the 2 m resolution WorldView-2 reference waterline. Results are shown for optimal NDWI thresholds for two coastal environments (rocky shorelines and sandy beaches) and four key resolutions (4 m as relevant to Planet Labs 3 m PlanetScope and 5 m RapidEye imagery, 10 m and 20 m as equivalent to Sentinel 2 MSI, and 30 m as equivalent to Landsat TM, ETM+, and OLI). Bold cells for the RMSE and standard deviation columns indicate the best modelling performance for each scenario (i.e., sub-pixel or whole-pixel waterlines). For ‘zero’ and ‘Otsu’ threshold results, refer to Appendix A.

| Environment    | Spatial Resolution (m) | RMSE (m) Sub-pixel | RMSE (m) Whole-pixel | Standard Deviation (m) Sub-pixel | Standard Deviation (m) Whole-pixel |
|----------------|------------------------|--------------------|----------------------|----------------------------------|-----------------------------------|
| Rocky shoreline| 4                      | 0.72               | 1.17                 | 0.72                             | 1.15                              |
| Rocky shoreline| 10                     | 1.43               | 2.65                 | 1.43                             | 2.65                              |
| Rocky shoreline| 20                     | 2.41               | 5.07                 | 2.41                             | 5.07                              |
| Rocky shoreline| 30                     | 3.28               | 7.46                 | 3.27                             | 7.46                              |
| Sandy beach    | 4                      | 0.63               | 1.19                 | 0.63                             | 1.17                              |
| Sandy beach    | 10                     | 1.47               | 2.80                 | 1.47                             | 2.79                              |
| Sandy beach    | 20                     | 2.84               | 5.68                 | 2.84                             | 5.67                              |
| Sandy beach    | 30                     | 4.52               | 8.73                 | 4.42                             | 8.70                              |

Figure 7. Error distributions compared to the reference waterline for 30 m resolution sub-pixel (blue or dark) and whole-pixel (orange or light) waterline extraction approaches across sandy beach and rocky shoreline environments in the Worldview-2 image. Errors were assessed for the NDWI water index and three thresholding approaches (horizontal panels). Errors distributed around 0 indicate a good reproduction of the absolute waterline position, while tightly distributed errors represent a good reproduction of the relative shape of the waterline (even if waterlines were offset by a constant distance from the reference waterline).

Sub-pixel accuracy increased approximately linearly with increasing resolution, with subpixel shorelines achieving accuracies of up to 2.41 m at 20 m Sentinel 2 resolution equivalent, and 1.43 m at 10 m Sentinel 2 resolution (Figure 9). Waterlines based on the original 2 m Worldview-2 dataset (8515 by 21352 pixels) were extracted in 3.98 seconds (± 115 ms for ten repetitions) for 143 km of coastline on Australia’s National Computing Infrastructure’s Virtual Desktop infrastructure (8 vCPUs, 32GB RAM). Waterline extractions at 30 m Landsat resolution took 1.93 seconds (± 116 ms) at a rate of 0.013 seconds per kilometer of coastline. This is equivalent to 13 minutes to process the entire ~60,000 km coastline of Australia (the eighth longest coastline in the world), which is considered suitable for large-scale operational analysis. Our results demonstrate that sub-pixel waterlines can be reliably and efficiently extracted across complex heterogeneous coastal environments, and achieve accuracies that consistently exceed the accuracy of traditional waterline extraction approaches regardless of the spatial scale of analysis.
Figure 8. An example of 30 m resolution sub-pixel (blue or dark) and whole-pixel (orange or light) waterlines extracted using ‘optimal’ threshold selection across two contrasting environments: sandy beaches (left panel) and rocky shorelines (right panel). The reference 2 m resolution WorldView-2 waterline is shown by a black dotted line overlaid over the WorldView-2 image. In high spectral contrast sandy beach environments (a), sub-pixel waterlines display subtle undulating artefacts, while in lower contrast rocky shoreline environments (b) sub-pixel waterlines closely follow small undulations in the reference waterline position which are considerably smaller in scale than the 30 m pixel resolution.

Comparing two unique coastal environments (sandy beaches and rocky shorelines) allowed us to assess whether we could reproduce the effects of spectral contrast on waterline accuracy that we observed in the simulated landscape analysis. Although the effect was more subtle than in the simulated analysis, Figure 9 highlights that RMSE accuracies for the sandy beach waterlines were routinely lower than rocky shorelines, particularly at coarser resolutions (e.g., 30 m pixels). A qualitative inspection of the resulting shorelines for these two environments revealed that high contrast white sandy beaches were associated with similar repeated undulating artefacts (Figure 8a). While previous studies have shown a relationship between spectral contrast and absolute waterline offsets (e.g., brighter land spectra leading to a land-ward bias in waterline errors, [32]), our results indicate that caution should be used when applying waterline extraction approaches to water indices such as NDWI or MNDWI which react non-linearly to underlying distributions of water and land. This is particularly significant given the majority of waterline extraction analyses to date have focused on analysing sandy beach environments which are likely to be most vulnerable to contrast-driven modelling artefacts. While the limited selection of available WorldView-2 bands prevented us from assessing model performance using an alternative index such as AWEI

The sub-pixel waterline extraction could be applied directly to more physically meaningful water index surfaces, such as per-pixel estimates of fractional water coverage derived from spectral unmixing analysis [65–67]. This will ensure that sub-pixel resolution waterline positions can be compared reliably across environments with unique and contrasting spectral characteristics.
Figure 9. Waterline extraction accuracy (RMSE in metres) of sub-pixel (blue) and whole-pixel (orange) waterlines compared for sandy beach and rocky shoreline environments. The effect of resolution on accuracy was assessed by spatially degrading the 2.0 m resolution WV-2 image from 4 m to 30 m resolution using an ‘average’ aggregation rule (i.e., the graph’s x-axis; see insets for a visual comparison of the aggregated imagery at resolutions corresponding to several common sources of remote sensing data).

4. Conclusions

In this study, we have evaluated a sub-pixel waterline extraction method that shows a strong ability to reproduce both absolute waterline positions and relative shape at a resolution that far exceeds that of traditional whole-pixel thresholding methods, particularly in environments without extreme contrast between water and land. Given the low computational overhead and open source availability of the technique, the approach is likely to be suitable for large-scale waterline extraction analyses as an easy-to-implement substitute for less precise whole-pixel approaches.

Although sub-pixel waterline extraction provides key advantages over whole-pixel approaches, the extra sensitivity of the method makes it vulnerable to two key challenges facing remote sensing-based waterline extraction in general: the selection and thresholding of a reliable water index [1]. Our results indicate that although zero threshold approaches were unable to consistently reproduce absolute waterline positions, sub-pixel waterlines based on a zero threshold were better able to model relative waterline shape compared to whole-pixel waterlines. Simple zero threshold approaches to mapping surface water are therefore likely to be enhanced through integration with sub-pixel waterline...
delineation, particularly when the application requires the consistent monitoring of relative water line positions through time.

Where absolute accuracy is the priority, our results show that automated index thresholding approaches (e.g., Otsu) can be combined with sub-pixel methods to extract waterlines that approach the accuracy of optimal thresholds. However, while automated thresholding methods may work successfully for small study areas and discrete time-steps, producing seamless and consistent waterline datasets through time and across complex heterogeneous environments remains a challenge. There is a critical need for the development of new continuous along-shore methods for determining thresholds [68,69] and approaches for ensuring the temporal consistency of automated thresholds to support optimising and operationalising the mapping of dynamic waterlines across space and time. Finally, our results also highlight the importance of selecting remote sensing indices which respond linearly to changes in underlying proportions of water and land, and suggest that future work should focus on integrating the technique with more physically meaningful water indices which directly quantify the proportion of water within each pixel.

To support future applications of the approach, we have provided the tools used to extract sub-pixel waterlines as open-source code (Supplementary Materials). These functions can be applied directly to large multi-dimensional satellite datasets, making them suitable for applying to large scale remote sensing workflows such as those enabled by Open Data Cube [3,4] or Google Earth Engine [5]. By enabling the automatic extraction of sub-pixel waterlines consistently across space and time, it is anticipated that these tools may supplement existing open source coastal monitoring software [70] and assist in scaling up current local-scale waterline analyses to provide insights into drivers of environmental change operating at regional, continental or global scales. Future work will focus on applying sub-pixel waterline extraction methods to provide accurate estimates of waterbody area and volume for inland reservoirs and lakes to monitor the impact of drought and water extraction within semi-arid inland Australia, and operationalising the approach to monitor fine-scale erosion and coastal change across complex coastal environments along the entire Australian coastline.

Supplementary Materials: Open-source code for extracting sub-pixel waterlines from multidimensional satellite data arrays are available online: https://github.com/GeoscienceAustralia/dea-notebooks/tree/subpixel_waterlines.

Author Contributions: Conceptualization, R.B.-T., S.S. and L.L.; Formal analysis, R.B.-T.; Investigation, R.B.-T.; Methodology, R.B.-T., S.S. and L.L.; Resources, I.A. and J.S.; Software, R.B.-T., I.A. and J.S.; Validation, R.B.-T.; Visualization, R.B.-T.; Writing – original draft, R.B.-T.; Writing – review & editing, S.S. and L.L.

Funding: This research received no external funding

Acknowledgments: The authors would like to thank T. Dhu, R. Nanson, S. Chua and the three anonymous reviewers for their valuable and constructive comments and suggestions. This research was undertaken with the assistance of resources from the National Computational Infrastructure (NCI) High Performance Data (HPD) platform, which is supported by the Australian Government. This paper is published with the permission of the Chief Executive Officer, Geoscience Australia.

Conflicts of Interest: The authors declare no conflict of interest.
Appendix A

Table A1. Root mean squared error (RMSE in metre units) and standard deviation (in metre units) of sub-pixel and whole-pixel waterline extraction errors compared to the 2 m resolution WorldView-2 reference waterline. Results are shown for two coastal environments (rocky shorelines and sandy beaches), four key resolutions (4 m as relevant to Planet Labs 3 m PlanetScope and 5 m RapidEye imagery, 10 m and 20 m as equivalent to Sentinel 2 MSI, and 30 m as equivalent to Landsat TM, ETM+ and OLI), and three thresholding strategies (optimal thresholding, zero thresholding and automated Otsu thresholding). Bold cells for the RMSE and standard deviation columns indicate the best modelling performance for each scenario (i.e., sub-pixel or whole-pixel waterlines).

| Environment   | Spatial Resolution (m) | Threshold       | RMSE (m) | Standard Deviation (m) |
|---------------|------------------------|-----------------|----------|------------------------|
|               |                        | Sub-pixel       | Whole-pixel | Sub-pixel       | Whole-pixel     |
| Rocky shoreline | 4                      | Optimal         | 0.72      | 1.17              | 0.72             | 1.15             |
|                |                        | Zero            | 0.72      | 1.19              | 0.72             | 1.19             |
|                |                        | Otsu            | 2.10      | 2.50              | 1.72             | 2.24             |
| Rocky shoreline | 10                     | Optimal         | 1.43      | 2.65              | 1.43             | 2.65             |
|                |                        | Zero            | 1.43      | 2.66              | 1.43             | 2.65             |
|                |                        | Otsu            | 2.44      | 3.36              | 1.66             | 3.01             |
| Rocky shoreline | 20                     | Optimal         | 2.41      | 5.07              | 2.41             | 5.07             |
|                |                        | Zero            | 2.52      | 5.14              | 2.38             | 5.06             |
|                |                        | Otsu            | 3.20      | 5.58              | 2.49             | 5.27             |
| Rocky shoreline | 30                     | Optimal         | 3.28      | 7.46              | 3.27             | 7.46             |
|                |                        | Zero            | 4.23      | 7.68              | 3.16             | 7.44             |
|                |                        | Otsu            | 3.36      | 7.54              | 3.26             | 7.48             |
| Sandy beach    | 4                      | Optimal         | 0.63      | 1.19              | 0.63             | 1.17             |
|                |                        | Zero            | 0.63      | 1.25              | 0.63             | 1.25             |
|                |                        | Otsu            | 2.17      | 1.81              | 1.80             | 1.43             |
| Sandy beach    | 10                     | Optimal         | 1.47      | 2.80              | 1.47             | 2.79             |
|                |                        | Zero            | 1.56      | 2.80              | 1.51             | 2.79             |
|                |                        | Otsu            | 2.38      | 3.23              | 1.92             | 2.87             |
| Sandy beach    | 20                     | Optimal         | 2.84      | 5.68              | 2.84             | 5.67             |
|                |                        | Zero            | 3.19      | 5.69              | 3.05             | 5.65             |
|                |                        | Otsu            | 2.96      | 5.96              | 2.84             | 5.67             |
| Sandy beach    | 30                     | Optimal         | 4.52      | 8.73              | 4.42             | 8.70             |
|                |                        | Zero            | 5.00      | 8.79              | 4.89             | 8.70             |
|                |                        | Otsu            | 4.52      | 9.09              | 4.42             | 8.66             |
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