Comparative Agent-based Simulations on Levels of Multiplicity Using a Network Regression: A Mobile Dating Use-case
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Abstract: We report an agent-based model to compare the effectiveness of simple and complex mobile dating application interfaces in generating matches for virtual users. We define the relative complexity of dating applications as the number of available features and dub this variable, the multiplicity. We replicate some of the most popular mobile dating applications through the generation of a synthetic population endowed with attributes, preferences, and behaviors drawn from literature. We treat our data as a network dataset and use a robust statistical procedure (MRQAP) to issue a valid and reliable comparison between simulated applications. We show how the quadratic assignment procedure can be used to compare network simulations rigorously. As a result, we observe a direct relationship between multiplicity and agent-level experiences and expectations in match generation. We also observe the emergence of divergent matching systems with minor rule changes as well as several expected properties of online dating systems. This work serves as a proof-of-concept in the integration of classical social network analysis methods with agent-based modeling to compare virtual designs and to enhance the policy-generation process of online social networks.
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1. Introduction

Mobile dating applications have experienced dramatic growth in user adoption with 15 of the most popular commercial instances acquiring 247 million downloads in 2018 alone [1]. Currently, roughly 15% of all U.S. adults report using a dating app to find a mate. By 2021 the market focused on virtual matching is expected to reach $3-5 Billion and year-over-year growth of 25% [2]. The surge in mobile dating revenues is driven by several factors, including more accepting social norms and better accessibility. In a 2005 study conducted by Pew Research Center, 44% of Americans indicated that “online dating is a good way to meet people” [3]. By 2013, 59% agreed with this statement and 21% indicated that “online dating has lost much of its stigma.”

Today’s mainstream mobile dating applications offer common features and a market-driven (emerged) universal user interface, but they continue to vary in levels of multiplicity—that is—the number of features available to users in order to achieve some desired result. The desired result is often finding a suitable mate but not always [4]. Although previous research has explored several aspects of online dating e.g. recommender systems [5,6], online disinhibition [7,8], mate preferences [9–11], self-presentation [12–14], few works have tended towards a system-level agent-based modeling approach (see [15,16]).

2. Background

Tinder is one popular mobile dating applications partly due to its simple and user-friendly interface. This single application generates an estimated 15 million matches daily [2]. Once installed on a mobile device new users are prompted to create a profile to showcase themselves to potential matches. Profiles consist of images uploaded by the user and a single text-based input field for that can be used as a profile summary. More recently, a field in the user interface for “Interests” was also
incorporated. Upon completion of the user profile users can choose matching preferences based on age, gender, distance, location and other attributes. Users sort sequentially through profiles of potential matches shown to them by the application’s recommendation algorithm. Users can then perform an action to either accept or reject any given profile presented to them by the embedded algorithm. After each decision action has been made, a user is presented with a new profile and the acceptance/rejection process is repeated. Consequently, when two users ‘like’ each other, a notification is displayed. This is deemed a ‘match’ and users are now able to communicate directly in a private chat room.

As Tinder’s popularity grew, other mobile dating applications emerged with their own features and interfaces. Hinge—another popular mobile dating application—allows users multiple pathways to match, extending the Tinder-like accept/reject functionality while providing more powerful search features. Hinge allows users the option to create more detailed profiles that specify ethnicity, political views, desire to have children, and other common attributes and preferences. Users can also enrich their profiles with clever prompts that enhance their appeal to visitors; profile visitors can ‘like’ these or comment on them. Like Tinder, when mutual likes occur users are then ‘matched’. A key difference between Tinder-like applications and Hinge-like applications is the requirement that users mutually ‘like’ one another prior to activating communication features. Hinge-type applications allow users to send messages concurrently with ‘like’ actions if they desire, while Tinder-type applications require a match before communication can occur. This enables communication as an embedded feature in the ‘like’ request for applications similar to Hinge and allows for more specialized matching strategies. The ability to send a message with a like request differentiates Hinge-type from Tinder-type applications in important ways and creates more decision pathways to reach a match, which we dub, multiplicity. We argue that the multiplicity of dating applications plays a principal role in aggregate system outcomes and the overall experiences of users. Moreover, we argue that users can navigate the range of available applications to maximize their dating potential and match utility based on the advantages or disadvantages of the system-level multiplicity of considered applications. To that end, users who have not generated much interest when using Tinder-type applications can opt to utilize a user interface that allows for a more specialized matching strategy; perhaps one that places more emphasis on tailored personal messages rather than strict personal attributes (e.g. age, ethnicity, education). A more specialized strategy can only be undertaken on dating systems that allow for multiple pathways to matching—those with a higher multiplicity. Consequently, multiplicity could be directly correlated with match success for non-majority groups who must select a specialized mate-selection strategy often divergent from the mainstream.

In this paper, we construct principal models of two dating application agent-based simulations, one with a low multiplicity representing applications such as Tinder, and another with a higher level representing applications such as Hinge. We dub them Multiplicity Level 1 (M1) and Multiplicity Level 2 (M2), respectively with the lower rank (M1) representing Tinder-type applications and the higher rank (M2) reserved for Hinge-type applications. Both models were assigned rule-sets with the purpose of replicating their respective real-world counterparts. Our approach combines agent-based modeling and classical social network analysis as our go-to analytical frameworks. As outputs from our simulation models we construct networks containing various link types reflecting agent interactions through the simulated mobile dating application. We define a ‘like’ interaction as a one-sided, directed tie representing interest of a sender agent to some receiving agent, a ‘match’ as dyadic interest of two agents (two-directional ‘like’ links), a ‘dislike’ as a directed rejection, and a ‘message’ as a combination interaction (mechanistically, we model this as a ‘like’ with a higher probability of a response). Through implementation of numerous simulations we investigate the contribution of various mechanisms in generating matches.

This paper advances the state of the art in social network simulations in several ways. Primarily, the paper relies on social science theory to simulate an application’s interface using well-studied social effects drawn from peer-reviewed literature in the absence of relevant data which were often unobtainable. Although this approach is not common in the social sciences it is necessary for our specific inquiry: Public datasets do exist but in two forms, each of which are either not useful or offer very limited use: The first is aggregate data from non-peer reviewed sources, much of which is not held to high empirical standards in collection or reporting, mitigating proper and standard
evaluations of data integrity. Much of this data comes in the form of summary totals of likes and matches listed on Internet blogs by commercial entities. It has been shown that the connection between aggregate data sources and agent decision rule probabilities is generally non-linear and mathematically intractable [17] rendering such data sub-optimal for agent-based model development, and in the absence of complete aggregate datasets (joint distributions for example), we consider them to be insufficient for external validation and thus unusable. The second form—which we utilize in a stylized manner—is drawn from empirically reviewed sources (e.g. [18]), and this collection of data and models offer statistical agent attribute and behavioral insights into the mechanics of online mate selection. We consider them sufficient in offering insights towards our central question: How does the multiplicity of dating applications affect agent and aggregate matching outcomes? Thus, we make good and reasonable use of this collection.

2.1. Homophily as a Framework

We rely on homophily [19–22] as a *primas inter pares* foundational driver for our virtual experiments. We incorporate this sociological framework in our models—though admittedly—ancillary sociological processes contribute to the overall potential of matching and mate selection on online dating platforms. The principle of network homophily implies that “people’s personal networks are homogeneous with regard to many socio-demographic, behavioral, and interpersonal characteristics” [23]. Homophily is a powerful social dynamic which often indicates that agents prefer those who are similar to themselves in many areas of social, economic, and cultural discourse. As a cognitive process, it is shown to be correlated with incentives for positive interactions resulting from shared knowledge, beliefs, and attributes. In the context of online dating, perceived similarity has been shown to correlate with positive attraction. [24] measure the effects of homophily in mate selection by sampling a pool of users on an online dating application and analyzing their preferences for potential partners in a range of categories. The authors analyze similarities such as desire for children, level of education, and physical appearance. They report that similarity increases the likelihood of a match. There is much evidence along this line of inquiry that support this finding [25–28]. Specifically, we incorporate general notions of homophily in age, physical attractiveness, ethnicity and gender using a mix of discrete uniform categorical (ethnicity, gender) and continuous uniform (age, attractiveness) input attributes. Restricting our model to uniformity in the generation of agents’ attributes provides a baseline of analysis and reduces the possibility that our conclusions are influenced by our agent population generative choices. Thus, homophily is a reasonable choice as the theoretical framework for model design.

3. Materials and Methods

3.1. Principal Model Mechanics

We use the Python module NetworkX [29] to build our model and run simulations. NetworkX is a module of the Python programming language that allows for the manipulation of network data and/or simulations through edge list objects or adjacency matrices. We use NetworkX’s node functionality to represent the agents of our model, and the link functionality to represent interactions between the agents (likes or messages).\(^1\)

To ease the process of comparing outputs from our models, the number of agent attributes were kept to a plausible minimum and kept consistent across both models. Agent populations were endowed with a binary gender (male and female), a generic ethnicity chosen from 4 categories, physical attractiveness (between 0 and 1), and age (18-65). All agent attributes were assigned uniformly. In both model variations (M1 and M2), we restrict population size to 1000 agents. To duplicate users’ time constraints and in some instances online applications’ fixed limits (Tinder fixes the number of likes per day that a user can generate under their basic plan), through every turn of the simulation agents are presented with no more than 40 agents of the other gender to consider. Dating applications will often present users with profiles within a set range as well and so agents in our models are only presented with those who are within 10 years of age difference. Finally, each agent

---

\(^1\) Our model code is published on the OpenABM initiative, CoMSES: https://www.comses.net/codebase-release/83785c8-40d7-4809-aa83-e45cda2f586/
Table 1. Assignment of agent attributes across all simulation models.

| Input                | Variable Type     | Assignment       |
|----------------------|-------------------|------------------|
| Ethnicity (\(\phi\)) | Discrete Uniform  | U[1,2,3]         |
| Age (\(\alpha\))    | Continuous Uniform| U[18,60]         |
| Physical Attractiveness (\(\mathcal{P}\)) | Continuous Uniform | U[0,1] |

Table 2. Rules applied by agents for calculation of overall compatibility (total score). Compatibility is assigned as the additive accumulation of all assigned attributes (age, attractiveness, ethnicity). Second column conveys conditions under which the rule calculation is presumed. All value calculations and parameters are assigned such that they will produce a maximum partial score of 1. Independent compatibility scores are then added to produce overall compatibility score. Description column contains parameter values chosen for a typical run.

| Model Attribute          | Condition | Value                                                                 | Description |
|--------------------------|-----------|----------------------------------------------------------------------|-------------|
| Compatibility Score (ethnicity) | \(\delta_M \cap \delta_F\) \(\delta_M \perp \delta_F\) | \(S_e = \left(\frac{\mathcal{P}}{2}\right) + 0.5\) \(S_e = \left(\frac{\mathcal{P}}{2}\right)\) | \(\mathcal{X} \in [0,1]\) |
| Compatibility Score (age) | \(\mathcal{P} \equiv M\) | \(S_M = 1 - 2(|\mathcal{N}(\theta)_{cdf}| - 0.5)\) \(\mathcal{N}(\theta)_{cdf} = \frac{1}{2}\left[1 + erf\left(\frac{x - \mu}{\sigma \sqrt{2}}\right)\right]\) | \(\mu = -3.996\) \(\sigma = 3.317\) \(x = \mathcal{M}_M - \mathcal{M}_F\) |
| Compatibility Score (age) | \(\mathcal{P} \equiv F\) | \(S_M = 1 - 2(|\mathcal{N}(\theta)_{cdf}| - 0.5)\) \(\mathcal{N}(\theta)_{cdf} = \frac{1}{2}\left[1 + erf\left(\frac{x - \mu}{\sigma \sqrt{2}}\right)\right]\) | \(\mu = 2.046\) \(\sigma = 2.906\) \(x = \mathcal{F}_M - \mathcal{F}_F\) |
| Compatibility Score (attractiveness) | \(\mathcal{P}\) | \(S_M = 1 - 2(|\mathcal{N}(\theta)_{cdf}| - 0.5)\) \(\mathcal{N}(\theta)_{cdf} = \frac{1}{2}\left[1 + erf\left(\frac{x - \mu}{\sigma \sqrt{2}}\right)\right]\) | \(\mu = 0\) \(\sigma = 0.341\) \(x = \mathcal{P}_M - \mathcal{P}_F\) |
| Total Score             | \(S_{M_{total}} = \beta_1 S_M^M + \beta_2 S_M^E + \beta_3 S_M^P\) \(S_{E_{total}} = \beta_1 S_E^M + \beta_2 S_E^E + \beta_3 S_E^P\) | \(\beta_1 = 0.3\) \(\beta_2 = 0.3\) \(\beta_3 = 0.4\) |

A compatibility score is a measure based on the attributes of alters (considered agents) and the preferences of ego (the agent). Applying a basic threshold criteria, if a given compatibility score exceeds ego’s compatibility threshold, the probability of a “like” is set to some maximum-allowed parameter value. If this threshold is not reached, the probability of a “like” is minimized. We chose probability parameters arbitrarily in the absence of data but relied upon intuition to guide their relative magnitudes. If assembled agents record a bi-directional “like”, a “match” is recorded. This threshold assignment is consistent with social threshold models [30] and their dating counterparts [11]. We summarize all agent rule calculations in Formula 2.

3.2. Agent Preferences

Agents in our model favor homophily in ethnicity and attractiveness as referenced in [23], while holding differential preferences in age (male agents preferring younger female agents and female agents preferring older male agents). As agents are randomly selected in every turn of the model they will evaluate whether to like each other based on these attributes and a previously set
A 'like with a message' is still subject to the same aforementioned compatibility thresholds, but the probability of a 'like' when the compatibility threshold is not achieved (\( \beta_M^M = 0.4 \) for attractiveness preference than for female agents (\( \beta_F^F = 0.4 \)). [33] concludes that females place greater weight in finding a potential match within their own ethnicity and so we adjusted the weighing and contribution for ethnicity to account for this (\( \beta_E^F = 0.4, \beta_M^M = 0.3 \)). Finally, the weighing of scores on age by both genders remained the same (0.3) as there was little evidence that the contribution to a total score was different from both genders even in light of different age preferences for males (\( \mu = -4.0 \)) than for females (\( \mu = 2.05 \)).

Since our model is subject to theoretical matching system fundamentals [34], synthetic population structure and heterogeneity play an important role in model specification. The choice of male to female agent ratios could—if chosen unwisely—create unintended consequences and artifacts in our model. Thus, we rely on [3]: The author reports that Tinder’s user base is roughly 60% male and 40% female. Though this statistic is a rough estimate drawn from non-peer-reviewed sources, therefore we consider it a guide (and not a rule) to our implementation and model specification. As a result, we chose population proportion parameters consistent with the overall notion (that there are many more males than females on dating applications) at a rate of 68% men and 32% women in line with the general principle of a 2:1 ratio.

Once agents are presented with a profile to evaluate they proceed with said evaluation (\( S \in [0,1] \)) against a pre-set parameter to determine whether they will like the considered agent(s). These threshold parameters are assigned arbitrarily in the absence of data but follow the following intuitive patterns:

- Female agents threshold for a ‘like’ are higher than male agents [35] [M1 & M2].
- The probability of a ‘like’ when the compatibility threshold is not achieved (\( S_{\text{compatibility}} < S_{\text{threshold}} \)) is not zero. It is dramatically reduced but a ‘like’ may still occur. [M1 & M2]
- A ‘like with a message’ is still subject to the same aforementioned compatibility thresholds, but increases the probability of a like event. [M2]

All thresholds, probabilities, and decision junctures are summarized in Figures ???. And while threshold levels and probabilities are homogeneous, each agent’s compatibility score for every other considered agent is heterogeneous. This ensures that agents’ internal standard for acceptance of a potential mate are antecedents in maintaining individual and independent preferences in agent-agent interactions. To illustrate, consider a female agent \( F_1 \) with ethnicity = E, age = 30, and attractiveness = 0 or \( \{E, 30, 0\} \) who evaluates a male agent \( M_1 \) with attributes \( \{E, 32.046, 0\} \). Given our model rules \( F_1 \) will calculate that \( M_1 \)’s compatibility with her is \( 0.4 \left( 0.5 + \frac{x \in U[0,1]}{2} \right) + 0.3(1) + 0.3(1) \). If we assume that \( x \in U[0,1] = 0.5 \), then \( F_1 \) will view her compatibility with \( M_1 \) as \( 0.3 + 0.3 + 0.3 = 0.9 \) or 90%. The M1 model specifies that since her compatibility score is greater than the designated threshold, 0.5 (Figure 1), then there is an 80% probability of a “like” occurring. If the compatibility score was less than 0.5, the probability of a ‘like’ would be 30%.

This previous example illustrates the general mechanics of the M1 model (e.g. Tinder) where a message may not be sent with each like interaction. In model M2’s specification (e.g. Hinge) two key
differences exist. Firstly, agents may choose to send a ‘like’ or a ‘like with a message’. We assume that a like with a message increases the probability of a reciprocated like (we assume messages are positive and well-suited). Consequently, it should be evident that the second key difference between our specified M1 and M2 Models is that ego in M2 considers the like of the alter in their decision to like alter. This latter effect is known as reciprocity [36] and is a direct result of the difference in our hypothetical application’s user interfaces and multiplicity—the difference being that applications such as Hinge (M2) allow users to attach a message with a like prior to matching, while applications such as Tinder (M1) do not. This forces users to evaluate incoming interactions not only based on the sender’s attributes, but on the message attached to the interaction as well. Finally, we should report that we chose to specify that all decision points are Bernoulli tests in (U[0,1]) and that coefficients attached to our formulaic rules (Figure 1) scale the compatibility score to be within [0,1] to ensure a one-to-one comparison scheme.

4. Model Comparison

As we have noted, our objective was to compare two models with varied multiplicity levels in terms of aggregate outcomes. We chose to focus our effort on matches that agents accumulate in each model. We carried out a formal inquiry of the statistical parameters and distributions of likes, messages, and matches as well as evaluated conditional distributions through a network regression—the Multiple Regression Quadratic Assignment Procedure—a suitable method for our analysis that accounts for our model’s rule dependencies without inappropriate assumptions. While the literature on methods of network comparisons is copious [37], we chose MRQAP for its minimal assumptions and for its relative ease of interpretation—reducing output comparison to a comparison of the coefficients of a regression model.

The Multiple Regression Quadratic Assignment Procedure (MRQAP) is used to test for significance in an observed correlation where dependency between two or more dyadic relations may exist [38]. MRQAP relies on a non-parametric permutation-based test that preserves the integrity of the observed network structures to report confidence. This approach was originally developed by [39] to identify geographic clustering of diseases [38]. Mantel and colleagues noted that covariates in geographic datasets are highly co-dependent and typically not independently and identically distributed (i.i.d.) due to relational processes. Consequently, the covariates are unsuitable for regression models that assume independence of observations—a common example is the method of Ordinary Least Squares (OLS).

MRQAP has been developed and deployed as a mainstream network analysis tool. The procedure is particularly useful when calculating coefficient magnitudes and parameter estimates, and as a corollary, the strength of social effects—through permutations of network statistics. Since our synthetic population samples, rules, attributes, and mechanisms are not i.i.d., we relied on this standard social network analysis model to compare outputs from our simulations. We omit a comprehensive discussion of the nature of this method at this time, but direct the reader to aforementioned citations. However, to summarize the method’s mechanics: MRQAP provides regression coefficients as does classical regression models (ordinary least squares), but its assumptions to not fall within the General Linear Model (GLM). Since we cannot guarantee some of the basic assumptions of OLS when considering relational data structures—assumptions such as bivariate normality or the independence of observations—MRQAP calculates coefficient estimates but permutes the dependent and independent variables on the structure of the network [40] yielding conditional p-values. Simply put, MRQAP answers: How likely is a model, given a randomization of the dependent variable on the network’s structure?

As we have explained, MRQAP is well-suited for our comparative aims: Consider that M1 (Figure 1) emulates the simplest dating application interface—an example we repeatedly cite is Tinder. We begin our analysis by considering likes and matches as edges in a network (ties), and thus we frame our output analysis as a network analysis with edges within both simulations’ code-base reflecting all temporal interactions through the application’s interface as edges in a network. Our analysis is then conducted using the cross-sectional network emerged from the temporal interactions. Framing our analysis in this way allows for the use of MRQAP and its powerful permutation-based
statistical assumptions while accounting for non-independence in our model with minimal interfering assumptions.

To compare M1 to M2, we consider their shared output; In our case the common output is matches. We ensure that inputs among the two models are identical for a one-to-one comparison. A synthetic population instantiated for M1 can apply M2’s behavioral rules without loss of generality. We use ethnicity, age, physical attractiveness as input attributes, and likes as an input variable in the network regression model. In turn, if we observe a statistical difference in the models’ parameter estimates, given that we have randomly generated synthetic populations in both models according to the same rules, then this difference must be due to the difference in agent behaviors between the two models and not due to the attributes of the agent population. In our case, the difference between M1 and M2 lies squarely in an increase in multiplicity. The M2 model allows for the sending of a message with a like and M1 does not–hence, reciprocity as a social effect. In Section 4 we present typical results from a representative run of 1000 nodes for both model types and Figure ?? contain visualizations of the agent decision processes in both simulations.

4.1. Internal Validation

Our primary process of internal validation was to ensure that all synthetic populations were generated to our strict requirements of uniformity for attractiveness [0,1], age [18-65], and ethnicity (categorical) [A, B, C, D]. Both tables ?? show the results of a representative comparison between generations of a synthetic population. The tables show agreement with our expectations and supply confidence that our code-base is reflective of our models’ specifications. Since our goal is to quantify the difference of the models based on the given multiplicity of dating applications or the structure of this particular system, no further statistical validation of agent attributes was necessary since the outputs-given-structural-differences is the measure of comparison in this case.

To elaborate further, we would expect that the mean attractiveness for our population would be roughly 0.5 since we designated this variable as U[0,1]. ≈ 42 years of age as the mean value between 18 and 65, and for ethnicity–a categorical variable–to be equally scaled among the 0th, 25th, 50th, and 75th percentiles (lower bounds). This is clearly shown in our reported tables.
Figure 2. Main model multiplicity level two (M2) decision diagram for males (top) and females (bottom).

Table 3. Validation of simulation inputs for M1 model including type of statistic, mean, and quartiles

| Statistic       | N    | \( \mu \) | \( \sigma \) | 0\(^{th}\) | 25\(^{th}\) | 75\(^{th}\) | 100\(^{th}\) |
|-----------------|------|----------|------------|--------|--------|--------|--------|
| Attractiveness  | 1000 | 0.512    | 0.293      | 0.001  | 0.257  | 0.778  | 0.999  |
| Age             | 1000 | 42.088   | 13.063     | 19     | 31     | 54     | 64     |
| Ethnicity       | 1000 | 2.462    | 1.122      | 1      | 1      | 3      | 4      |

Table 4. Validation of simulation inputs for M2 model including type of statistic, mean, and quartiles

| Statistic        | N    | \( \mu \) | \( \sigma \) | 0\(^{th}\) | 25\(^{th}\) | 75\(^{th}\) | 100\(^{th}\) |
|------------------|------|----------|------------|--------|--------|--------|--------|
| Attractiveness   | 1000 | 0.483    | 0.284      | 0.001  | 0.229  | 0.723  | 1.000  |
| Age              | 1000 | 40.879   | 13.989     | 18     | 28     | 53     | 65     |
| Ethnicity        | 1000 | 2.495    | 1.101      | 1      | 2      | 3      | 4      |
5. Results

5.1. Likes, Matches, and Messages

Figure 4. Main simulation ‘like’ distributions for Multiplicity Level 1 (left) and Multiplicity Level 2 (right).

Figure 5. Main simulation ‘match’ distributions for Multiplicity Level 1 (left) and Multiplicity Level 2 (right).

Figure 6. Main simulation ‘message’ distributions for Multiplicity Level 1 (top) and Multiplicity Level 2 (bottom).
The general shape and location of the probability distributions of likes (Figure 4) was similar by design in both M1 and M2 with male agents generating slightly more likes than female agents. Male and female agents in both models liked and disliked other agents according to a bell-shaped distribution. This was anticipated and is likely a result of the use of Gaussian differential inputs in age and attractiveness. Because both models can essentially be viewed as matching processes, lower counts of female agents meant that male agents will ‘like’ more frequently given a fixed amount of activity per turn. Overall, there was no statistical difference in the total number of likes when comparing M1 to M2 without conditioning on gender. Table 7 shows the result of a paired t-test comparing the mean difference between statistics in M1 to M2. Excepting ‘like’ relations, which we designated to be equivalent in both simulations, we found statistical differences between the model types. As shown, M1 (e.g. Tinder) produced more likes, dislikes and matches but less messages (by design) than M2 (e.g. Hinge).

The similarity in the liking distribution however did not result in equiprobable matching distributions (Figure 5) either by gender or by model type. M1 model mechanics (Tinder) generated more aggregate matches for both male and female agents than M2 and as measured by median value. Dispersion was greater for both agent genders in M1 when compared to counterparts in M2 simulations. Female agents in both simulations received more matches than male agents by mean and median values. The probability distribution for female agent matches exhibited a longer tail, with top female agents receiving 3 times the number of matches of median males in M1 and 5 times the median male agents in M2. This implies a greater clustering of matches for female agents than for male agents. However, the median number of matches for male agents in both model types was much more probable than its female agent analogue with male agent median value in M1 representing 7% of sample compared with 4% for female agents with 11% and 5% for M2 agents respectively.

Messaging distribution (Figure 6) analysis was relatively straightforward to consider since agents in M1 simulations did not possess the ability to send messages. M2 agents sent a median of 1 message for male agents and 2 messages for female agents and the messaging probability distribution carried a left skew with some agents sending more than 10 message per simulation run.

Tables 5 and 6 provide summary statistics for like, dislike, match and message distributions for a representative run in aggregate form and act as an additional internal validity test for simulation runs. Of central interest is the mean number of matches (µ) generated by M1 when compared to M2—almost precisely double. What is of additional significance is the variance reduction and shorter tail of M2. Specifically, the coefficient of variation for M1 is 0.42 while for M2 we calculate it as 0.53. This suggests a more even and equal distribution of matches among nodes—or in real-world terms, agents who were previously unsuccessful in receiving many matches in M1 receive more matches in M2, hinting towards the emergence of specialized strategies.

### Table 5. M1 Model Run Summary Statistics including type of statistic, mean, standard deviation, and quartiles.

| Statistic | N   | μ      | σ     | 0th | 25th | 75th | 100th |
|-----------|-----|--------|-------|-----|------|------|-------|
| ‘Like’ Count | 1,000 | 33.030 | 8.504 | 10  | 27   | 39   | 58    |
| ‘Dislike’ Count | 1,000 | 146.600 | 60.624 | 48  | 105  | 207.2 | 264   |
| ‘Match’ Count | 1,000 | 11.694 | 5.029 | 0   | 8    | 15   | 31    |
| ‘Message’ Count | 1,000 | 0.000  | 0.000 | 0   | 0    | 0    | 0     |

### Table 6. M2 Model Run Summary Statistics including type of statistic, mean, standard deviation, and quartiles.

| Statistic | N   | μ      | σ     | 0th | 25th | 75th | 100th |
|-----------|-----|--------|-------|-----|------|------|-------|
| ‘Like’ Count | 1,000 | 33.029 | 9.983 | 7   | 26   | 41   | 61    |
| ‘Dislike’ Count | 1,000 | 142.699 | 53.134 | 55  | 108.8 | 198.2 | 251   |
| ‘Match’ Count | 1,000 | 5.844  | 3.112 | 0   | 4    | 8    | 18    |
| ‘Message’ Count | 1,000 | 2.874  | 2.086 | 0   | 1    | 4    | 12    |
Table 7. Statistical comparison of M1 and M2 models using a paired t-test. Shown are the parameter difference $\Delta b$, the t-statistic, p-value and confidence interval of the parameter estimate. This table shows no mean difference in the number of likes yet a statistically significant mean difference in the number of matches between M1 and M2.

| Relation Type    | $\Delta b_M$ | t    | p         | 95% CI      |
|------------------|--------------|------|-----------|-------------|
| ‘Like’           | 0.001        | 0.002| 1.00      | [-0.81, 0.8]|
| ‘Dislike’        | 3.901        | 1.53 | 0.12      | [-1.07, 8.87]|  
| ‘Match’          | 5.85         | 31.35| p<0.001   | [5.48, 6.21]|
| ‘Like Message’   | -2.874       | -43.57| p<0.001  | [-3.00, -2.7]|

Figure 8. Match Network for typical simulation run for M1 model (Tinder).

Figure 9. Match Network for typical simulation run for M2 model (Hinge).

5.2. Regression Models

By framing our outputs as networks of interactions between agents, the resultant ‘like’ and ‘match’ networks shown in Figures ?? gain significance. Since much of the mechanism of the underlying agent rules was intentionally stochastic so would be our outputs. Nevertheless, non-random structure is evident and it can be presumed as having emerged from model rules. M1’s match network produced a large component and many isolates, indicating that small preferences (in age for example) can produce clusters of nodes where there is high matching probability. The M2 match network showed highly dyadic structure (rather than transitive, as in in M1) suggesting that agents matched with one or two other agents, but not within larger clusters of agents as in M1.

To ensure a principled comparison, we utilized the network regression technique–MRQAP \[39\]–to investigate the relationship of our monadic and dyadic covariates. MRQAP requires that we convert node attributes such as attractiveness, age, and ethnicity into difference (or similarity) adjacency matrices. Intended as a one-to-one comparison, the models in Table 8 included the ‘like’ network, attractiveness difference, age difference and ethnicity difference as independent/predictor variables and the ‘match’ network as the dependent variable. We consider the effects of covariate inputs on producing a match as an output given the multiplicity of our two model types.
Table 8. Multiple regression model of monadic and dyadic covariates using the quadratic assignment procedure. One model for Tinder-type applications (M1) and two models for Hinge-like applications (M2) are shown. The Message relation covariate is only included in the second model of the M2 model for comparison. Reported are the parameter estimates and p-value estimates for each effect. \( Pr(\leq b) \) conveys the proportion \([0,1]\) of networks generated/permuted with identical structure to the observed network with a parameter value less than or equal to the reported estimate. \( Pr(\geq b) \) conveys the reverse with the proportion of permuted networks with a parameter value greater than observed. \( Pr(\geq |b|) \) reveals symmetrical properties of the parameter distribution with nil indicating perfect symmetry and other values indicating skewness.

|                      | M1            | M2 (False) | M2 (True)  |
|----------------------|---------------|------------|------------|
| like network         |               |            |            |
| \( Pr(\leq b) \)    | (1.0)         | (0.0)      | (0.0)      |
| \( Pr(\geq b) \)    | (0.0)         | (1.0)      | (1.0)      |
| \( Pr(\geq |b|) \)   | (0.0)         | (0.0)      | (0.0)      |
| message network      |               |            |            |
| \( Pr(\leq b) \)    | (0.8)         | (0.93)     | (0.92)     |
| \( Pr(\geq b) \)    | (0.2)         | (0.07)     | (0.01)     |
| \( Pr(\geq |b|) \)   | (0.45)        | (0.14)     | (0.1)      |
| attractiveness (difference) | 2.04e-04 | -6.87e-04 | 1.64e-04 |
| \( Pr(\leq b) \)    | (0.55)        | (0.01)     | (0.01)     |
| \( Pr(\geq b) \)    | (0.45)        | (0.99)     | (0.99)     |
| \( Pr(\geq |b|) \)   | (0.99)        | (0.03)     | (0.03)     |
| age (difference)     | 2.02e-07      | 1.64e-04   | -4.96e-06  |
| \( Pr(\leq b) \)    | (0.70)        | (0.78)     | (0.8)      |
| \( Pr(\geq b) \)    | (0.30)        | (0.22)     | (0.2)      |
| \( Pr(\geq |b|) \)   | (0.65)        | (0.38)     | (0.42)     |
| ethnicity (difference) | 1.24e-04 | -4.00e-06  | 2.14e-04  |
| \( Pr(\leq b) \)    | (0.70)        | (0.78)     | (0.8)      |
| \( Pr(\geq b) \)    | (0.30)        | (0.22)     | (0.2)      |
| \( Pr(\geq |b|) \)   | (0.65)        | (0.38)     | (0.42)     |
| intercept            | 3.15e-03      | 5.88e-03   | 5.90e-03   |
| \( Pr(\leq b) \)    | (1.0)         | (1.0)      | (1.0)      |
| \( Pr(\geq b) \)    | (0.0)         | (0.0)      | (0.0)      |
| \( Pr(\geq |b|) \)   | (0.0)         | (0.0)      | (0.0)      |
| Permutation(s)       | 100           | 100        | 100        |
| R²                   | 0.1809        | 0.000205   | 0.000218   |
| Adjusted R²          | 0.1809        | 0.000202   | 0.000214   |
| Residual Std. Error (df = 998995) | 0.097 | 0.25 | 0.076 |
| F Statistic (df = 4; 998995) | 55170 | 51.24 | 43.59 |

Note: models are statistically significant at the \( p<0.0001 \) level
Reported are three models of interest—a single model describing M1 simulation results and two models for M2 simulation runs, the first of which is a model without an effect for messaging—a false model—the second of which (M2-T) includes the ‘message’ network as an independent variable. Of note are the order of magnitude for all parameter estimates, which tend towards remarkably small values. For example, the M1 like relation estimate is 0.255; Assuming variable independence and given in absolute terms, it took roughly 4 likes to produce a match for M1 agents. This is in line with expectations about the density of the like network when compared to the density of the match network—the former expected to be more dense and the latter more sparse.

Confidence in the reported parameter estimates is conveyed by the proportion of network permutations that meet lower-end one-tailed $Pr(>\leq)$, upper-end one-tailed $Pr(<\leq)$, and two-tailed tests $Pr(>|\leq|)$. These reports communicate important features of the simulated systems. For example, 100% of the ensemble of networks permuted by M1 regression resulted in parameters for the like relation that were smaller ($<\leq$) than the observed effect size of 0.255 and that were larger than ($>\leq$)-0.0061 for M2-F and -0.0061 for M2-T. This represents high confidence that this parameter differs significantly from a random observation of the same structural network. Also reported is a two-tailed measure of confidence ($Pr(|>|\leq|)$) expressing the skewness of the sampling distribution of estimates.

The 3 models presented in Table 8 explore a true model for M1 with all available monadic and dyadic effects, a false model for M2 (M2-F) without the messaging network, and a second model for M2 with messaging included. It was clear that all models are significant when compared to random. M2-F generated a model with a much higher standard error (0.25) when compared with M1 (0.097) and the true M2-T model (0.076). The coefficient of determination for the M1 model ($R^2 = 0.18$) was greater than both M2 model equivalents, given that the number of agent decision points needed to achieve a match are more numerous in the M2 model regressions. Each of these decision points are subject to additional (uniform) random draws. This increases the amount of uniform random noise in simulation runs but leaves the reliability of the models intact.

**Table 9.** Parameter estimates ordered by contribution to match network (left compartment) from large values to smaller values (including negative values), and by magnitude rank (overall contribution). e.g. while the like relation for the M2-T model was a top contributor to the match dependent variable (rank by magnitude = 1), it was also a negative parameter estimate placing it 5th in the order of contribution.

| Order of Contribution | Rank by Magnitude |
|-----------------------|-------------------|
| **M1** | **M2-F** | **M2-T** | **M1** | **M2-F** | **M2-T** |
| like network | 1 | 4 | 5 | 1 | 1 | 1 |
| message network | — | — | 4 | — | — | 1 |
| attractiveness (difference) | 2 | 3 | 2 | 2 | 2 | 2 |
| age (difference) | 4 | 1 | 3 | 3 | 2 | 3 |
| ethnicity (difference) | 3 | 2 | 1 | 2 | 3 | 2 |
| intercept | X | X | X | X | X | X |

Beyond model-level reliability and validity our virtual experiment provides agreeable results. We rank coefficient estimates in Table 9 by order of contribution (from positive estimates to negative estimates) and by coefficient size (magnitude). Here we are observant of the coefficient estimates and the direction and distribution of likely parameters generated by the permutations of the quadratic assignment procedure. That is—we are interested in rank order (of appearance), magnitude (absolute value), and the ensemble of networks with an exact structure to our observed network. Figure 11, Table 8, and Table 9 summarize these quantities.

The M1 regression model produces a straightforward linear system where more ‘like’ activity produces more matches. This is due to a positive intercept, positive like parameter estimate with a valid test statistic extant on the upper tail ($Pr(b <\leq)$), and greater differences in attractiveness.
We find that only 55% of networks produced higher estimates than observed. Primarily, this is due to the systemic differences in how male and female agents evaluate age with males preferring slightly younger females and females preferring slightly older males. As a consequence, estimates are centered in a range that describe opposing positive and negative difference in age. By rank order of contribution, the like variable is the largest contributor to matches, followed by attractiveness, ethnicity, and then age. Ranked by magnitude, the like relation is the primary contributor to matches, while attractiveness and ethnicity contribute along the same rank, and age contributes (in absolute terms) roughly 5 times less than whether an agent likes another of an ideal difference in age versus 3 or more standard deviations away, placing it 3rd in magnitude rank.

It was a useful exercise in model validity to report two models for the M2 dating system—one which included the messaging network (M2-T) and one which omitted it (M2-F). The first clue in the non-applicability of M2-F's regression model is the relatively high residual standard error (0.25) when compared to the true model (0.076), an order of magnitude of difference. The non-inclusion of the messaging network as an independent variable caused the quadratic assignment procedure to shift the (positive) estimate for attractiveness and ethnicity to a negative estimate and assigned the parameter estimate for ethnicity a much smaller weighing (from 10^-6 to 10^-4). Under conditions where this data may have been gathered from a real-world sample one may be inclined to accept these differences at face-value, but because we know that a proper model must be inclusive of the messaging network—included in M2-T—since the behavior was incorporated in the simulation’s specifications, we know that it must be false. The greater clue comes from the rankings of effects by magnitude (Table 9) which shows that M1 and M2-T have emerged the same order of effect ranking—that is—the variables contribute similar amount to the creation of a match for agents, while M2-T conveyed a differing order.

Greater confidence in M2-T as a valid model begins with the standard error of the model, which was roughly equivalent to M1 (0.076, 0.097 respectively). M2-T produced estimates for the like and messaging networks that were strong by rank (first) followed by attractiveness and ethnicity (second) and finally, age (third). This ranking of parameter estimates for M2-T is identical to M1 with excepting the messaging network rank which is not applicable in the case of the M1 model. The order of contribution was divergent however; While the like network was the strongest predictor of a match in the M1 regression model by (positive value, by order 1st), the like network was the weakest predictor of a match in the M2-T model (negative value, by order 5th). Agents in M2 could not rely on ‘liking’ alone to generate a match—in fact, liking many profiles resulted in less matches overall. This is a direct result of the additional multiplicity of the model, i.e. the addition of the messaging feature. Interestingly, attractiveness (by order, 2nd) held its order position in both models. Age was more relevant in M2 (by order, 3rd) than in M1 (by order, 4th) and messaging did not exist in M1 but was ranked 4th in M2, by rank order.

The third component of our findings was the likelihood function of parameter estimates describing the ensemble of networks permuted by MRQAP. Figure 11 summarizes those results through a direct comparison of the 3 models. The intercept likelihood sub-Figure 11 uniquely represents the divergence of Tinder-like applications and Hinge-like applications with intercept estimates for the M2 dating system far exceeding M1. This indicates that M2 agents initialize with a higher likelihood of matching—holding all else equal—but due to negative parameter estimates for liking and messaging must be more tactical with liking and messaging decisions than M1 agents. This hypothesis is uniformly confirmed through an increased variance of estimated parameters for all M1 (Tinder-like model) variables and increased certainty of estimates in both M2-F (false Hinge-like model) and M2-T (true Hinge-like model) estimates. In general, M2 parameter estimates for the 100 permuted networks under consideration were more likely and in some cases (age and ethnicity) were twice as likely as their M1 counterparts. The increased likelihood and less variant distribution of parameter estimates for the M2 system specifies a narrower corridor of conditions that must be met in order for matches to occur and as a consequence agents should employ specialized strategies in messaging. This finding is robust despite that agents in either simulation models are zero-intelligence (see [41]).
Figure 11. Likelihood functions for each parameter estimate by standardized scores drawn from Quadratic Assignment Procedure regression permutations.
6. Sensitivity Analysis

To ensure that our results were independent of our parameter choices, we tested an elementary adaptation of each model simulation using a single agent rule. Agents in this base model evaluate the overall attractiveness of other agents through the uniformly assigned physical attractiveness attribute. The attractiveness score is then adopted as the overall score rather than combined additively with other scores. Analysis of the base model helps to determine the likelihood of bias due to design artifacts in our model. Similarly to our previous approach, we simulated both a Tinder-like application (M1) and a Hinge-like application (M2). Since our aim is not to compare our simulations to extant data but to each other, this step is not wholly necessary but is useful for model validity.

Figure 13 shows a comparison of M1 and M2 model run outputs and upholds our summary findings from previously reported model. The figures show no significant difference between stylized outputs of the previous model and this more basic version. Tables ?? provide summary statistics. Of note is the almost identical gender-based like and match probability distributions to the reported model in Figures ?? . Despite the aggregation of compatibility scores without age or ethnicity playing a role, the results were a reflection of the main model reported as our central results with one exception: agents in the M1 base model generated more matches in the aggregate than their counterparts in the main results model previously reported. Since this M1 model is a simple matching system without diversity of conditions, this was to be expected.

Table 10. M1 sensitivity model run summary statistics including type of statistic, mean, standard deviation, and quartiles

| Statistic   | N   | µ     | σ    | 0th | 25th | 75th | 100th |
|-------------|-----|-------|------|-----|------|------|-------|
| 'Like' Count| 1,000| 11.365| 3.900| 1   | 9    | 14   | 26    |
| 'Dislike' Count| 1,000| 146.581| 61.168| 49  | 108  | 203.2| 268   |
| 'Match' Count| 1,000| 12.810| 5.558| 0   | 9    | 16   | 32    |
| 'Message' Count| 1,000| 0.000| 0.000| 0   | 0    | 0    | 0     |

Table 11. M2 sensitivity model run summary statistics including type of statistic, mean, standard deviation, and quartiles

| Statistic   | N   | µ     | σ    | 0th | 25th | 75th | 100th |
|-------------|-----|-------|------|-----|------|------|-------|
| 'Like' Count| 1,000| 32.875| 9.645| 10  | 26   | 40   | 61    |
| 'Dislike' Count| 1,000| 140.707| 56.232| 50  | 103  | 200  | 251   |
| 'Match' Count| 1,000| 5.682| 3.036| 0   | 3    | 7    | 16    |
| 'Message' Count| 1,000| 2.841| 2.068| 0   | 1    | 4    | 14    |

7. Discussion

Both M1 and M2 simulations produced a right-skewed ‘like’ distribution with many agents receiving a small number of likes while a small number of agents receiving a disproportionately larger number of likes. Under the generally uniform choices we imbued agents with, we would not expect that outputs be heavy-tailed. There is strong evidence of skewness from peer-reviewed literature in [11] where the authors show a right-skewed distribution of message interactions that yield a match and this is also directly confirmed in [18]. Our own finding that many agents received few matches while a minority received many matches is confirmed by the finding in [11] as well. Furthermore, [18], a study conducted on Tinder profiles and interaction data provides the relative proportion of likes and matches, showing that the number of likes compared to the number of matches is larger by 2 or 3 orders of magnitude, consistent with Tables ??.

Though we surmise that skewness—as a system property—likely depends on the scale of dating platforms (e.g. the number of active subscribers) it is likely that if the number of agents were to be larger by an order of magnitude or more, then by sheer chance alone, the proportion of
Figure 13. Sensitivity model summary with direct comparisons between M1 (left) and M2 (Right) variation runs including ‘like’ network (top left/right), ‘match’ network (middle left/right), and ‘message’ network probability distributions (middle top/bottom).
agents receiving no matches would be higher—as top agents would continually gather a larger share of all available matches. Nominally, whether the well-studied scale-free (power law degree distribution) property [42] is an adage of our system is an interesting theoretical question that arises here. With ever-larger scale (Tinder is larger in membership count than Hinge) would the skewness and consequently the tails of our ‘like’ statistical distribution approach some extreme-value and heavy-tailed habitat that represents some biased social process. In the case of the classical scale-free property, the underlying social process is generally taken to be preferential attachment when the dataset under question is analyzed as a network. Though this question provokes a revision to our consideration of skewness as being a sufficiently reproducible stylized fact, it is assumed that even under conditions of preferential attachment (that produce highly skewed, heavy tailed output distributions), there will exist some internal balancing act (algorithmic) by dating service providers to ensure that—for example—an entire city does not subsequently match with a single user and that no single user is to receive unlimited matches. Thus, our assumption of skewness without extending said assumption to require outputs to be of an extreme value nature seems realistic and sufficient in the absence of additional data.

Figures ?? show that male agents received and sent more likes than female agents while female agents received more matches and messages than male agents while sending less messages than male agents. This reproduced collection of facts is directly confirmed by [43]. More male agents populated dating services [11] and also many more male agents were likely to receive no likes, matches, or messages than female agents [44]. This was also reproduced by our reported agent-based model.

Focusing our attention on the parameter estimates of our observed networks from M1 and M2-T, we see the effect of gaining additional multiplicity given in the form of an additional feature to send messages with likes. We found that the both M1 and M2-T simulations produced positive estimates for the intercepts and M2-T produced negative estimates for the like and message networks as well as the age difference covariate. One interpretation of the change in sign is that the M1 regression model describes a positively increasing regression model where more activity by M1 agents (more right swipes) helped agents produce more matches, contrasting M2-T decreasing-slope regression model where M2 agents could not simply increase their activity levels to increase the likelihood of a match. That is—agents engaging in non-strategic activity produced less matches overall in M2-T. The implications are profound: Agents, when presented with additional features, must employ strategies that reflect the availability of features and often these strategies must be more specialized. M2 agents were presented with a random sample of other agents for consideration and their messaging behavior, for the sake of comparison, was also assigned randomly. If we were to assign messaging behavior to be in line with total compatibility scores it would endow M2 agents with strategic behavior, and yet the regression models revealed this as a condition of success without the additional endowment. [45,46] discuss examples of online daters integrating more specialized behaviors in line with what we have produced.

Additionally, consider that for the M1 and M2-T models, the ranking of estimates remained invariant to the increase in multiplicity (Table 9). With both M1 and M2-T ranking the like network first concurrent with the messaging network (for M2-T), then attractiveness difference and ethnicity difference, and finally age difference, while simultaneously describing divergent system behaviors where more (random) likes imply a better chance of a match in the M1 system but did not in the M2-T system. We can conclude that while we produced the same systems in terms of effect importance, we also produced a clear divergence in their overall behaviors. Doubtless, effects are transformed when the option for reciprocity through an increased multiplicity is considered in M2-T by order (from positive to negative for example) but not by rank.

The overall divergence in aggregate system behavior is further demonstrated by the likelihood of parameter estimates generated by the quadratic assignment procedure and shown in Figure 11, clearly demonstrating that most parameter estimates for M1 and M2-T had similar properties excepting the intercept parameter estimate. Furthermore, M1’s likelihood estimates were more variable as denoted by a wider functional form.

The interpretation of our combined results is based on two key indicators: The first is that the order of importance by coefficient effect size changed between M1 and M2-T—but not by rank
order—even when given similar agent rules. The second is that we have successfully reproduced divergent system-level behavior in line with what would be expected from a pure matching market (Tinder) in comparison to a market where specialized strategies (e.g. messaging) can be adopted by agents. Remarkably, we did so by considering only the multiplicity of the applications rather than advanced psychological or sociological theories—a zero intelligence approach.

While we have confirmed our hypothesis, we must acknowledge there are limitations to our interpretations and consequently to our approach. The first of which is our use of agent attributes that did not conform precisely to what is known about dating application subscribers. For example, we use age intervals that we chose uniformly from a specified range, and for our main comparison we used ethnic identities that were evenly assigned. It is reasonable to assume that neither of these attribute assignment choices are realistic but were merely convenient. However, these choices were intended to be uninformed [47] in order to ensure that the attributes of agents cannot interfere in our statistical comparisons. Our goal herein was to issue a comparison of the relative size of parameter estimates not to estimate the parameters themselves. If we had chosen non-uniform attributes, then there exists a possibility that model artifacts would disturb our model comparisons. As a result, isolating the results due to a differing multiplicity would be more difficult.

While our method does achieve our intended results, in time a better methodological comparison may be possible. It should be noted that a comparison of datasets from two independent collections of observations is trivial to conduct in numerous ways. One need only consider the scientific inquiry in the statistics book of knowledge available since Gosset’s t-statistic (1876) to find an overwhelming number of procedures that can be used to compare one set of observations to another. However, this is not what is being considered here; Here we are considering network effects as a representation of one dynamical system and attempting a comparison with a slightly different dynamical system through those same network effects—a less intuitive challenge. Nonetheless, the comparison yielded results and a robust conclusion.

8. Conclusions

In this paper, we have shown how agent-based simulations and a robust statistical method of comparison can be used to examine additional features of a dating application. Through this effort we have discovered that inclusion of even one additional feature can cause divergent outputs and aggregate outcomes. We described this addition as increasing the multiplicity of an online dating application. We argued that this changes a user’s personal experience and end-results: In this instance, overall matches and the underlying social effects that govern matching dynamics were transformed and we have emerged the basic properties of Tinder-like and Hinge-like dating application systems in a clear and demonstrable way. The M1 and M2 simulations models legislate clear differences in agent behaviors and in-turn their personal experiences. From this proof-of-concept, bridging our model to large-scale data and real world applications is not improbable and could enhance the design and development of more successful dating applications and matching environments for users. Surely, many who desire love would praise this effort.

As we conclude our report, it is most opportune to discuss an inherent assumption in our overall analysis which is best included along with our concluding remarks. This assumption is that “many who desire love”, as we have dubbed them, desire quantity of matches as an important output, and seemingly as the output of choice. Consider [48]’s superb analysis of a sample of Tinder users: In this study of over 160 active Tinder users, an exploratory factor analysis reveals that out of six strong categories that explain users’ behavior on Tinder, finding “love” was as important as finding “casual sex”. In fact, the sub-scale of the analysis openly divulges that “to have a one-night stand” (0.808) exceeded the explanatory strength of “to find a romantic relationship” (0.807). Importantly, from all six and including the four remaining categories (ease of communication, self-worth validation, thrill of excitement, and trendiness), self-worth validation “was the only motivation that was significantly related to higher Tinder use”. Minimally, one can safely assume that while quality of match is always an intended target, because dating platforms have become a versatile collection of virtual meeting spaces used in different ways by different users hoping for different outcomes, all said outcomes are centered on the provision of more viable mating strategies—with an emphasis on ‘more’ rather than ‘viable’. Not considering quality of matches, thus, can be described as a limitation of our approach.
only when assuming that “love” is the only important factor governing mating behavior on online platforms.

Henceforth, there are many directions we could pursue along this line of inquiry, including calibrating our social effects, models, inclusion of weighted dyadic relationship—and most importantly—using some reference dataset. The latter represents our work’s greatest limitation since much of this data is considered private by commercial entities. We hope to be able to pursue these avenues in future papers, nonetheless.
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