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Abstract

Given a representation up to homotopy of a Lie algebroid on a 2-term complex of vector bundles, we define the corresponding holonomy as a strict 2-functor from a Weinstein path 2-groupoid to the gauge 2-groupoid of the underlying 2-term complex. We construct a corresponding transformation 2-groupoid and we prove that the 1-truncation of this 2-groupoid is isomorphic to the Weinstein groupoid of the VB-algebroid associated to a representation up to homotopy. As applications, we describe alternative integration schemes for semi-direct products of Lie 2-algebras and string algebras.
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1 Introduction

Given a Lie algebroid $A \to M$, a representation of $A$ is a vector bundle $E \to M$ together with a Lie algebroid morphism $A \to D(E)$, where $D(E)$ is the Lie algebroid of derivations of $E$. This is equivalent to an $A$-connection $\nabla : \Gamma(A) \times \Gamma(E) \to \Gamma(E); (a,e) \mapsto \nabla_a e$ on the vector bundle $E$, with vanishing curvature, i.e. $\nabla_{[a,b]} - [\nabla_a, \nabla_b] = 0$ for every $a,b \in \Gamma(A)$. There are two objects that one can associate to a representation of a Lie algebroid, namely:

- the cohomology $H^\bullet(A, E)$ of $A$ with coefficients in $(E, \nabla)$,
- the transformation Lie algebroid $A \ltimes E$, which is a Lie algebroid over $E$.

The global counterpart of a representation of a Lie algebroid corresponds to the notion of representation of a Lie groupoid. Given a Lie groupoid $G$ over $M$, a representation of $G$ consists on a vector bundle $E \to M$ together with a Lie groupoid morphism $G \to \text{Gau}(E)$, where $\text{Gau}(E)$ is the gauge groupoid of $E$, i.e. objects are points of $M$ and arrows from $x$ to $y$ are linear isomorphisms $E_x \to E_y$ between the fibers. In this setting, the constructions describe above are well defined as well, so to any Lie groupoid representation one associates two objects:

- the groupoid cohomology $H^\bullet(G, E)$ with coefficients in $E$,
- the transformation groupoid $G \ltimes E$, which is a Lie groupoid over $E$.

Although these constructions contain essentially the same information, one may think of the construction of a cohomology with coefficients as an algebraic counterpart to the notion of representation, while the transformation algebroid/groupoid is purely geometric.

In this context, one can discuss the integration problem in the following way. Regarding the transformation object, one can pass from Lie groupoids to Lie algebroids by differentiation and, provided $A$ is integrable, one can pass from Lie algebroids to Lie groupoids as well, by an integration process. Moreover, both operations of integration and that of taking the corresponding
transformation object commute, which can be summarized in a simple diagram, as follows:

\[
\begin{align*}
\text{Lie algebroid} & \quad \xrightarrow{\text{integration}} \quad \text{Lie groupoid} \\
\text{representation:} & \quad A \ltimes E & \quad \text{representation:} & \quad G(A) \ltimes E \\
\end{align*}
\]

Note that given a representation of a Lie algebroid/groupoid over \( M \), one can also build the corresponding semi-direct product Lie algebroid (groupoid respectively), which is an algebroid (groupoid respectively) over \( M \). In this case, the semi-direct product operation commutes with both the Lie functor and integration. In this paper we are concerned only with the transformation object associated to representations.

Unlike Lie algebras, the adjoint representation of a Lie algebroid is not well defined. As shown in [1], the adjoint representation of a Lie algebroid is well defined as a representation up to homotopy. This is a generalization of the notion of representation of a Lie algebroid, where a Lie algebroid is represented on a graded vector bundle \( \mathcal{E} = \oplus E_i \) rather than on a single vector bundle. A representation up to homotopy of a Lie algebroid \( A \rightarrow M \) on a graded vector bundle \( \mathcal{E} \) is defined as a degree one operator on the complex \( \Omega^\bullet(A) \otimes \Gamma(\mathcal{E}) \), which squares to zero and satisfies a natural derivation condition. See [1] for a precise definition.

The notion of representation up to homotopy of a Lie algebroid extends naturally, from the cohomological viewpoint, the usual concept of Lie algebroid representation. In the special case of 2-term representations up to homotopy of a Lie algebroid \( A \), i.e. the graded vector bundle \( \mathcal{E} \) is concentrated in degrees -1 and 0, there is a nice geometric interpretation in terms of \( VB \)-algebroids, due to Gracia-Saz and Mehta [17]. The concept of \( VB \)-algebroid was introduced by Pradines in [25] and it roughly corresponds to a vector bundle object in the category of Lie algebroids.

In this work, we will only be interested in the case of a representation up to homotopy on a graded vector bundle \( \mathcal{E} \) concentrated in degree -1 and 0, \( \mathcal{E} = E_{-1} \oplus E_0 \). Since we want to break free from the cohomological approach, and in order to relate with the work of Gracia-Saz and Mehta [17], we shall forget about degrees, and denote by \( E := E_{-1} \), and by \( C := E_0 \) the degree -1 and 0 components, respectively. It is shown in [17] that a representation up to homotopy of \( A \) on \( \mathcal{E} = E \oplus C \) induces a \( VB \)-algebroid structure on the double vector bundle \( D = A \oplus E \oplus C \). Conversely, given a \( VB \)-algebroid \( D \) over \( A \), with core \( C \) and side \( E \), the choice of a splitting \( D \cong A \oplus E \oplus C \), induces a 2-term representation up to homotopy of \( A \) on \( E \oplus C \). In fact, there is an equivalence of categories between 2-term representations up to homotopy of a Lie algebroid \( A \) and \( VB \)-algebroids over \( A \) (see [17][16]). For this reason, we will denote by \( A \ltimes \mathcal{E} \) the \( VB \)-algebroid structure associated to a 2-term representation up to homotopy of \( A \), and think of the operation of passing from a 2-term representation to homotopy of \( A \) to a \( VB \)-algebroid (with a splitting) as that of building a transformation Lie algebroid.

This description makes sense for groupoids as well. A representation up to homotopy of a Lie groupoid \( G \) can be defined similarly, as a degree 1 operator on a complex of the form \( C^\bullet(G, \mathcal{E}) \), which squares to zero. Then in the category of Lie groupoids, the obvious object to play the role of a transformation object is the corresponding \( VB \)-groupoid structure, defined on \( t^*C \oplus_G s^*E \).
which we denote by \( \mathcal{G} \ltimes \mathcal{E} \). What plays the role of a splitting for a 2-term representation up to homotopy of a Lie groupoid is called right-horizontal lift in [18, Sec. 3].

Besides their role as transformation objects, \( VB \)-algebroids and \( VB \)-groupoids bring a deep understanding on the representation theory of Lie algebroids and groupoids. In particular, while the adjoint and coadjoint representations up to homotopy of a Lie algebroid (groupoid respectively) depends on the choice of a connection, the \( VB \)-algebroids (\( VB \)-groupoids respectively) corresponding to these representations up to homotopy are the tangent and cotangent \( VB \)-algebroids (\( VB \)-groupoids respectively), which are entirely canonical. This relation between \( VB \)-algebroids and representations up to homotopy has been used to study the infinitesimal picture of Lie groupoids equipped with multiplicative structures, e.g. multiplicative foliations [16].

Back to our discussion, one may expect to be able to produce an integration process, so as to pass from a 2-term representation up to homotopy of a Lie algebroid to a 2-term representation up to homotopy of a Lie groupoid, in such a way that this operation commutes with that of taking the corresponding transformation objects, as follows:

\[
\begin{align*}
\text{Lie algebroid} & \quad \text{2-term representation} & \quad \text{integrate} & \quad \text{Lie groupoid} \\
& \quad \text{up to homotopy:} & \quad \xrightarrow{?} & \quad \text{up to homotopy:} \\
A \circ \mathcal{E} & \quad & \mathcal{G}(A) \circ \mathcal{E} \\
\downarrow \text{transformation} & \quad \text{splitting} & \quad \text{horizontal lift} & \quad \downarrow \\
\mathcal{V}B\text{-algebroid:} & \quad & & \mathcal{V}B\text{-groupoid:} \\
A \ltimes \mathcal{E} = A \oplus E \oplus C & \quad \xrightarrow{\text{integration}} & \quad & \mathcal{G}(A \ltimes \mathcal{E}) = \mathcal{G}(A) \ltimes \mathcal{E}
\end{align*}
\]

Unfortunately, unlike for usual representations, there are a few problems occurring:

1. even if \( A \) is integrable, the \( VB \)-algebroid \( A \ltimes \mathcal{E} \) may not be integrable,

2. even if \( A \ltimes \mathcal{E} \) is integrable, a 2-term representation up to homotopy of \( A \) on \( \mathcal{E} \) does not determine a 2-term representation up to homotopy of \( \mathcal{G}(A) \) on \( \mathcal{E} \).

The first question is completely addressed in [10], showing explicit obstructions to the integrability of \( VB \)-algebroids and hence providing integrability criteria for the integration of 2-term representations up to homotopy of an integrable Lie algebroid.

The second item deserves more attention. Note first that, as shown in [3], any 2-term representation up to homotopy of \( \mathcal{G}(A) \) differentiates to a 2-term representation up to homotopy of \( A \). In this case, one can see that \( \mathcal{G}(A) \ltimes \mathcal{E} \) integrates \( A \ltimes \mathcal{E} \), both as a groupoid and as a \( VB \)-groupoid [10]. So there is no serious issue when performing the differentiation process. It is the integration of the splitting which is problematic. Indeed, given a \( VB \)-groupoid over \( \mathcal{G}(A) \), the corresponding 2-term representation up to homotopy of \( \mathcal{G}(A) \) is obtained by choosing a right-horizontal lift. Hence, given a 2-term representation up to homotopy of \( A \), once we have integrated \( A \ltimes \mathcal{E} \) to \( \mathcal{G}(A \ltimes \mathcal{E}) \), one still has to choose a right-horizontal lift of \( \mathcal{G}(A \ltimes \mathcal{E}) \) (see [18, Sec. 3]) in order to obtain a 2-term representation up to homotopy of \( \mathcal{G}(A) \).

We claim that such a right-horizontal lift is not determined by the infinitesimal data. Namely, the splitting of the \( VB \)-algebroid \( A \ltimes \mathcal{E} = A \oplus E \oplus C \) does not determine a right-horizontal lift of the corresponding \( VB \)-groupoid \( \mathcal{G}(A \ltimes \mathcal{E}) \). It follows that one can not obtain a 2-term representation up to homotopy of \( \mathcal{G}(A) \) out of a 2-term representation up to homotopy of \( A \) without involving
further choices. From this point of view, 2-term representations up to homotopy of a Lie algebroid $A$ do not integrate to 2-term representations up to homotopy of $\mathcal{G}(A)$, at least not in a canonical way.

In [4], Arias Abad and Schätz proposed an integration scheme for Lie algebroid representations up to homotopy of any degree, the output of which, when applied to the 2-term case, is indeed not a 2-term representation up to homotopy of a Lie groupoid, but rather an $A_\infty$-morphism of DG-categories. In their work, the notion of transformation object is not discussed and it is not clear how one can recover a representation up to homotopy of a Lie groupoid, or a $\mathcal{VB}$-groupoid, by this procedure.

The aim of this paper is to provide an alternative integration-like scheme for a 2-term representation up to homotopy of a Lie algebroid, which being more intuitive, makes it straightforward what the corresponding transformation object should be. We also derive from this construction the $\mathcal{VB}$-groupoid integrating a $\mathcal{VB}$-algebroid in a natural way.

The integration of usual Lie algebroid representations via functors works as follows. Let $\mathcal{G}(A)$ denote the Weinstein groupoid of a Lie algebroid $A \to M$. A representation $\rho : A \to \mathcal{D}(E)$ of $A$ on a vector bundle $E \to M$ integrates to a morphism of groupoids

$$\text{hol} : \mathcal{G}(A) \to \text{Gau}(E),$$

which is just the holonomy of the flat $A$-connection $\nabla$ defined by $\rho$. In this way, we obtain a representation of $\mathcal{G}(A)$ on $E$, which can be used to describe an integration of the transformation Lie algebroid $A \rtimes E$.

In this paper we explain how a 2-term representation up to homotopy of a Lie algebroid can be integrated via strict 2-functors between 2-groupoids. We use such a 2-functor to construct the corresponding transformation 2-groupoid and out of this object we derive a natural description of the Weinstein groupoid of the $\mathcal{VB}$-algebroid associated to a 2-term representation up to homotopy of a Lie algebroid. More applications are further discussed as well.

The organization of this paper is the following. In section 2 we briefly recall the notion of representation up to homotopy and its relation with both $\mathcal{VB}$-algebroids and $\mathcal{VB}$-groupoids. Section 3 is devoted to the study of $\mathcal{VB}$-algebroids in connection with Lie algebroid extensions and fibrations. We show in Proposition 3.14 that any $\mathcal{VB}$-algebroid $D$ gives rise to a Lie algebroid fibration. As a consequence, we prove Theorem 3.15 which describes a homotopy long exact sequence of a $\mathcal{VB}$-algebroid and states that the monodromy groups of $D$ fit into an exact sequence:

$$\text{Im}(\delta_2, e) \hookrightarrow \tilde{N}(D, e) \xrightarrow{p} \tilde{N}(A, m),$$

where $\delta_2$ is a transgression map associated with the underlying Lie algebroid fibration $D \to A$.

In section 4 we are concerned with 2-groupoids and their representations. We introduce two natural examples of 2-groupoids, the so called Weinstein 2-groupoid $2-\mathcal{P}(A)$ of a Lie algebroid $A$ and the gauge 2-groupoid $2-\text{Gau}(\mathcal{E})$ of a 2-term complex of vector bundles $\mathcal{E} = (C \to E)$ over a fixed manifold. More precisely:

- in $2-\mathcal{P}(A)$, objects are points in $M$, 1-morphisms are thin homotopy classes of $A$-paths, and 2-morphisms are homotopy classes of $A$-homotopies between $A$-paths.

- objects in $2-\text{Gau}(\mathcal{E})$ are points in $M$, 1-morphisms $x \to y$ are given by invertible chain maps $(C_x, E_x) \to (C_y, E_y)$, and 2-morphisms are chain homotopies.
The main property of $2\mathcal{P}(A)$ is presented in Proposition 4.14 which says that the 1-truncation of the Weinstein 2-groupoid, i.e. the quotient space of 1-morphisms by 2-morphisms, coincides with the Weinstein groupoid of $A$. Then, we introduce the notion of 2-representation or representation of a 2-groupoid $2\mathcal{G}$, as a strict 2-functor $2\mathcal{G} \to 2\text{Gau}(\mathcal{E})$. We state the first main result of this paper, which says that a 2-term representation up to homotopy of a Lie algebroid $A$ can be integrated to a representation of the Weinstein 2-groupoid of $A$. More precisely, we prove the following result.

**Theorem 1.** A 2-term representation up to homotopy of $A$ on $\mathcal{E}$ can be integrated into a strict 2-functor

$$2\mathcal{P}(A) \xrightarrow{\text{hol}} 2\text{Gau}(\mathcal{E}).$$

The proof of Theorem 1. can be found in Appendix A. The strict 2-functor of Theorem 1 is referred to as the holonomy 2-representation. Since a 2-term representation up to homotopy of a Lie algebroid $A$ integrates to an action of $2\mathcal{P}(A)$, rather than of the groupoid $\mathcal{G}(A)$, it is natural to consider the transformation 2-groupoid $2\mathcal{P}(A) \ltimes \mathcal{E}$. The fact that $2\mathcal{P}(A) \times \mathcal{E}$ is a 2-groupoid is the statement of Theorem 4.23.

In section 5, we explain how the transformation 2-groupoid $2\mathcal{P}(A) \times \mathcal{E}$ can be used in order to recover the $\mathcal{VB}$-groupoid integrating the $\mathcal{VB}$-algebroid $D = A \ltimes \mathcal{E}$ underlying a 2-term representation up to homotopy of a Lie algebroid $A$. This is the statement of the second main result of this work.

**Theorem 2.** Given a representation up to homotopy of a Lie algebroid $A$ on a 2-term complex $\mathcal{E}$, the Weinstein groupoid of the associated $\mathcal{VB}$-algebroid $D = A \ltimes \mathcal{E}$ identifies with the 1-truncation groupoid of the transformation 2-groupoid $2\mathcal{P}(A) \ltimes \mathcal{E}$.

This point of view has both abstract and practical advantages. On the one hand, it allows us to interpret the integrability of a $\mathcal{VB}$-algebroid as the vanishing of the second transgression map in the homotopy long exact sequence. On the other hand, as we shall illustrate by various examples, the procedure can be implemented in order to obtain the $\mathcal{VB}$-groupoid of a $\mathcal{VB}$-algebroid in a quite explicit way.

As a final note, the construction of the holonomy as a strict 2-functor was inspired by the construction of Schreiber and Waldorf [29], although their results would be hard to apply when the boundary map $\partial : C \to E$ does not have not constant rank. Also, the 2-functoriality of the holonomy could probably be deduced from either [29] or [4] by working leafwise, which we avoid using a direct proof. This also allows to compute explicitly the holonomy, which could be hard to deduce from [29] or [4].

Our approach is original as it is based on Lie algebroid extensions and fibrations, which we believe to be more natural for differential geometers. Furthermore, the construction of a strict transformation 2-groupoid is original in this context. In fact, similar constructions are studied in [26, 27, 28] however, as we explain, they lead to different type of integrations that seem difficult to relate with $\mathcal{VB}$-groupoids at first sight.
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2 Generalities

2.1 2-term representations up to homotopy

The notion of representation up to homotopy of a Lie algebroid was introduced in [1]. In our case of interest, namely when the underlying graded vector bundle is concentrated in degrees $-1$ and $0$, the definition boils down to the following.

We consider a Lie algebroid $A$ over $M$, and $E = (\partial : C \to E)$ a two term complex of vector bundles over $M$, concentrated in degree $-1$ and $0$.

**Definition 2.1.** A 2-term representation up to homotopy of $A$ on $E$ is a triple $(\nabla^E, \nabla^C, \omega)$ where $\nabla^E, \nabla^C$ are $A$-connections on $E$ and $C$ respectively, and $\omega \in \Omega^2(A, \text{Hom}(E,C))$, such that the following compatibility conditions are satisfied:

\begin{align}
\partial \circ \nabla^C &= \nabla^E \circ \partial, \\
\partial \circ \omega &= \omega_E, \\
\omega \circ \partial &= \omega_C, \\
\nabla \omega &= 0.
\end{align}

(2.1) (2.2) (2.3) (2.4)

Here $\omega_E$ and $\omega_C$ denote the respective curvatures of $\nabla^E$ and $\nabla^C$, while $\nabla \omega \in \Omega^3(A, \text{Hom}(E,C))$ denotes the covariant derivative naturally induced on $\Omega^*(A, \text{Hom}(E,C))$ by $\nabla^E$ and $\nabla^C$.

**Remark 2.2.** In the original definition [1], the boundary operator $\partial : C \to E$ is part of the data that defines a representation up to homotopy. In this work, it is relevant to set the boundary apart and think of $A$ acting on a two term complex via $(\nabla^E, \nabla^C, \omega)$.

There also exists a notion of representation up to homotopy of Lie groupoids [2, 18]. In the case where the underlying graded vector bundle is concentrated in degrees $-1$ and $0$, it can be described as follows.

Recall that any vector bundle $E \to M$ determines a smooth category $L(E)$ whose objects are elements of $M$, and morphisms between $x, y \in M$ are linear maps $E_x \to E_y$ (not necessarily invertible). Given a Lie groupoid $\mathcal{G} \rightrightarrows M$, a unital quasi-action of $\mathcal{G}$ on $E$ is a smooth map $\Delta : \mathcal{G} \to L(E)$ that commutes with the unit, source and target maps. Note that $\Delta$ does not necessarily commute with the multiplication. When it is the case, the unital quasi-action is said to be flat. Also, $\Delta_g : E_{s(g)} \to E_{t(g)}$ is not required to be invertible. A representation of $\mathcal{G}$ on $E$ is just a flat unital quasi-action $\Delta : \mathcal{G} \to L(E)$ such that $\Delta_g : E_{s(g)} \to E_{t(g)}$ is invertible for each $g \in \mathcal{G}$.

Let us now fix a Lie groupoid $\mathcal{G} \rightrightarrows M$, and $E = (\partial : C \to E)$ a two term complex of vector bundles over $M$, concentrated in degree $-1$ and $0$. We denote by $G^{(2)} = \{(g,h) : s(g) = t(h)\}$ the space of composable arrows of $\mathcal{G}$.

**Definition 2.3.** A 2-term representation up to homotopy of $\mathcal{G}$ on $E = (\partial : C \to E)$ is given by a triple $(\Delta^C, \Delta^E, \Omega)$, where $\Delta^C$ and $\Delta^E$ are unital quasi-actions on $C$ and $E$ respectively, and $\Omega \in C^{\infty}(\mathcal{G}^{(2)}, \text{Hom}(E,C))$ is a normalized cochain (i.e. $\Omega_{g_1, g_2} = 0$ if either $g_1$ or $g_2$ is a unit), satisfying the following conditions:

\begin{align}
\partial \circ \Delta^C_{g_1} &= \Delta^E_{g_1} \circ \partial, \\
\Omega_{g_1, g_2} \circ \partial &= \Delta^C_{g_1} - \Delta^C_{g_2} \circ \Delta^C_{g_1}, \\
\partial \circ \Omega_{g_1, g_2} &= \Delta^E_{g_1} - \Delta^E_{g_2} \circ \Delta^E_{g_1}, \\
\Delta^C_{g_1} \circ \Omega_{g_2, g_3} - \Omega_{g_1 g_2, g_3} + \Omega_{g_1, g_2 g_3} - \Omega_{g_1, g_2} \circ \Delta^E_{g_3} &= 0,
\end{align}

(2.5) (2.6) (2.7) (2.8)
\[ \partial \circ \Delta^C_{g_1} = \Delta^E_{g_1} \circ \partial, \tag{2.9} \]
\[ \Omega_{g_1,g_2} \circ \partial = \Delta^C_{g_1} - \Delta^C_{g_2} \circ \Delta^C_{g_1}, \tag{2.10} \]
\[ \partial \circ \Omega_{g_1,g_2} = \Delta^E_{g_1} - \Delta^E_{g_2} \circ \Delta^E_{g_1}, \tag{2.11} \]
\[ \Omega_{g_1,g_2} - \Omega_{g_1,g_3} = \Delta^C_{g_1} \circ \Omega_{g_2,g_3} - \Omega_{g_1,g_2} \circ \Delta^E_{g_3}, \tag{2.12} \]

for every triple \( g_1, g_2, g_3 \in \mathcal{G} \) where the above multiplications make sense.

### 2.2 \( \mathcal{VB} \)-groupoids

Closely related with 2-term representations up to homotopy of Lie algebroids and groupoids, are the notions of \( \mathcal{VB} \)-algebroid and \( \mathcal{VB} \)-groupoid, which we briefly recall. Detailed expositions can be found in [21, 17, 18].

**Definition 2.4.** A \( \mathcal{VB} \)-groupoid is a square

\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{qH} & \mathcal{G} \\
\downarrow & & \downarrow \\
E & \xrightarrow{qE} & M
\end{array}
\]  

(2.13)

where double arrows denote Lie groupoid structures and single arrows denote vector bundles. It is required that the structure mappings (source, target, multiplication, unit section and inversion) that define the Lie groupoid \( \mathcal{H} \Rightarrow E \) be morphisms of vector bundles over the corresponding structure mappings defining the Lie groupoid \( \mathcal{G} \Rightarrow M \).

A \( \mathcal{VB} \)-groupoid as in (2.13) will be denoted by \( (\mathcal{H}; \mathcal{G}, E; M) \).

**Example 2.5** (Tangent groupoid). Let \( \mathcal{G} \Rightarrow M \) be a Lie groupoid. The tangent bundle \( T\mathcal{G} \) has a canonical Lie groupoid structure over \( TM \). The structural maps of \( T\mathcal{G} \Rightarrow TM \) are defined by applying the tangent functor to each of the structural maps of \( \mathcal{G} \Rightarrow M \). It can be easily checked that with respect to these maps, the quadruple \( (T\mathcal{G}; \mathcal{G}, TM; M) \) is a \( \mathcal{VB} \)-groupoid, referred to as the **tangent groupoid** of \( \mathcal{G} \).

**Example 2.6** (Cotangent groupoid). Given a Lie groupoid \( \mathcal{G} \Rightarrow M \) with Lie algebroid \( A \), the cotangent bundle \( T^{*}\mathcal{G} \) is equipped with a groupoid structure over \( A^{*} \). An explicit description of this groupoid can be found also in [12]. The source and target maps are defined by

\[
\tilde{s}(\alpha_g)u = \alpha_g(Tl_g(u - Tt(u))) \quad \text{and} \quad \tilde{t}(\alpha_g)v = \alpha_g(Tr_g(v))
\]

where \( \alpha_g \in T_g^{*}\mathcal{G} \), \( u \in A_{s(g)}\mathcal{G} \) and \( v \in A_{t(g)}\mathcal{G} \). The multiplication on \( T^{*}\mathcal{G} \) is defined by

\[
(\alpha_g \circ \beta_h)(X_g \bullet Y_h) = \alpha_g(X_g) + \beta_h(Y_h)
\]

for \( (X_g, Y_h) \in T_{(g,h)}\mathcal{G}(2) \). We refer to \( T^{*}\mathcal{G} \) with the groupoid structure over \( A^{*} \) as the **cotangent groupoid** of \( \mathcal{G} \).
$\mathcal{VB}$-groupoids and 2-term representations up to homotopy of Lie groupoids

Given a 2-term representation up to homotopy $(\Delta^E, \Delta^C, \Omega)$ of a Lie groupoid $s, t : G \to E$ on $E = (\partial : C \to E)$, one can construct a $\mathcal{VB}$-groupoid $(G \ltimes E; G, E; M)$ in the following way [18]. Consider the direct sum of the pull back bundles $G \times E := t^*C \oplus s^*E$, which is a vector bundle over $G$. Then $G \times E$ comes equipped with a groupoid structure over $E$ whose source, target and identity maps are given by

$$\tilde{s}(c, g, e) = e, \quad \tilde{t}(c, g, e) = \partial(c) + \Delta^E_g(e), \quad \tilde{1}(e) = 0 \oplus e,$$

and with the following groupoid multiplication:

$$(c_1, g_1, e_1) \cdot (c_2, g_2, e_2) = (c_1 + \Delta^C_{g_1}(c_2) - \Omega_{g_1.g_2}(e_2), g_1 \cdot g_2, e_2).$$

One may think of $G \ltimes E \cong E$ as a transformation groupoid associated with the 2-term representation up to homotopy $(\Delta^E, \Delta^C, \Omega)$.

Conversely, given a $\mathcal{VB}$-groupoid $(\mathcal{H}, G, E, M)$, the core bundle is the vector bundle $C := \text{Ker}(s_{\mathcal{G}})|_M$. The core sequence of $\mathcal{H}$ is the exact sequence of vector bundles over $G$

$$0 \to t^*C \to \mathcal{H} \to s^*E \to 0,$$

where the first map is $(g, c_t(g)) \mapsto c_t(g)0^\mathcal{H}_g$ and the second map is the bundle map induced by the source $s_{\mathcal{H}} : \mathcal{H} \to E$. A right horizontal lift of $\mathcal{H}$ is defined in [18] def. 3.8 as a right splitting of the core sequence, which coincides with the canonical splitting $\mathcal{H}_x = C_x \oplus E_x$ along any unit $x \in G$. This allows one to identify $\mathcal{H}$ with a $\mathcal{VB}$-groupoid of the form $t^*C \oplus s^*E$ as above for some 2-term representation up to homotopy $(\Delta^E, \Delta^C, \Omega)$. Right horizontal lifts always exist and we refer to [18] for more details.

2.3 $\mathcal{VB}$-algebroids

Let us recall some definitions regarding double vector bundles and their special sections. We refer to [20] [21] [25] for a more detailed treatment.

**Definition 2.7.** A double vector bundle (DVB) is a commutative square

$$\begin{array}{ccc}
D & \xrightarrow{p} & A \\
\downarrow{p_D} & & \downarrow{p_A} \\
E & \xrightarrow{p_E} & M
\end{array}$$

where all four sides are vector bundles, $p_D$ is a vector bundle morphism over $p_A$, and where $+_E : D \times_E D \to D$ is a vector bundle morphism over $+: A \times_M A \to A$. Here $+_E$ is the addition map for the vector bundle $D \to E$.

In other words, the quadruple $(D; A, E; M)$ is a $\mathcal{VB}$-groupoid where $D \to E$ and $A \to M$ are equipped with the Lie groupoid structure induced by the corresponding vector bundle structures.

Given a DVB $(D; A, E; M)$, the vector bundles $A$ and $E$ are called the side bundles. The zero sections are denoted by $0^A : M \to A, 0^E : M \to E, 0^D_A : A \to D$ and $0^D_E : E \to D$. Elements of $D$ are written $(d; a, e; m)$, where $d \in D, m \in M$ and $a = p(d) \in A_m, e = p_D(d) \in E_m.$
The core $C$ of a DVB is the intersection of the kernels of $p$ and $p_D$. It has a natural vector bundle structure over $M$, the projection of which we call $p_C : C \to M$. The inclusion $C \hookrightarrow D$ is usually denoted by

$$C_m \ni c \mapsto \pi \in p^{-1}(0^A_m) \cap p^{-1}_D(0^E_m).$$

Given a DVB $(D; A, E; M)$, the space of sections $\Gamma(E, D)$ is generated as a $C^\infty(E)$-module by two distinguished classes of sections, namely linear sections and core sections, which we now describe.

**Definition 2.8.** For a section $c : M \to C$, the corresponding core section $\hat{c} : E \to D$ is defined as

$$\hat{c}(e_m) = 0^D_E(e_m) +_A c(m), \quad m \in M, \; e_m \in E_m. \quad (2.15)$$

We denote the space of core sections by $\Gamma_c(E, D)$.

**Definition 2.9.** A section $\chi \in \Gamma(E, D)$ is called linear if $\chi : E \to D$ is a vector bundle morphism covering a section $a : M \to A$. The space of linear sections is denoted by $\Gamma_{\ell}(E, D)$.

**Definition 2.10.** A VB-algebroid is a double vector bundle $(D; A, E; M)$ as follows:

$$\begin{array}{ccc}
D & \xrightarrow{p} & A \\
p_D \downarrow & & \downarrow p_A \\
E & \xrightarrow{p_E} & M,
\end{array}$$

where $D \to E$ and $A \to M$ are equipped with Lie algebroid structures, such that the anchor map $\rho_D : D \to TE$ is a bundle morphism over $\rho_A : A \to TM$ and the following bracket conditions are satisfied:

i) $[\Gamma_{\ell}(E, D), \Gamma_{\ell}(E, D)]_D \subset \Gamma_{\ell}(E, D)$;

ii) $[\Gamma_{\ell}(E, D), \Gamma_c(E, D)]_D \subset \Gamma_c(E, D)$;

iii) $[\Gamma_c(E, D), \Gamma_c(E, D)]_D = 0$.

**Example 2.11.** Given a Lie algebroid $A \to M$, the application of the tangent functor to each of the structural maps defining the vector bundle $A \to M$, determines a double vector bundle $(TA; A, TM; M)$. Moreover, the Lie algebroid structure of $p_A : A \to M$ can be lifted to $Tp_A : TA \to TM$, making the quadruple $(TA; A, TM; M)$ into a VB-algebroid called the tangent algebroid of $A$. For more details, see [21].

**Example 2.12.** Given a Lie algebroid $A \to M$, the cotangent bundle $T^*A$ inherits a Lie algebroid structure over $A^*$, yielding a VB-algebroid $(T^*A; A^*; A^*, M)$ referred to as the cotangent algebroid of $A$. For more details, see [21] and the references therein.

**VB-algebroids and 2-term representations up to homotopy of Lie algebroids**

This section follows closely [17]. Let $(D; A, E; M)$ be a VB-algebroid. The space of linear sections $\Gamma_{\ell}(E, D)$ is locally free as a $C^\infty(M)$-module. Hence, there exists a vector bundle $\hat{A} \to M$ whose space of sections $\Gamma(\hat{A})$ identifies with $\Gamma_{\ell}(E, D)$ as a $C^\infty(M)$-module. Also, every linear section $\chi : E \to D$ covers a section $a : M \to A$, inducing an exact sequence of vector bundles over $M$

$$\text{Hom}(E, C) \xhookrightarrow{\chi} \hat{A} \longrightarrow A. \quad (2.17)$$
One observes that $\hat{A} \to M$ is a Lie algebroid with bracket $[\chi_1, \chi_2]_{\hat{A}} = [\chi_1, \chi_2]_D$ and anchor map $\rho_{\hat{A}}(\chi) = \rho_A(a)$, for every $\chi \in \Gamma(\hat{A})$ linear section covering $a \in \Gamma(A)$. Also, the vector bundle $\text{Hom}(E, C) \to M$ is equipped with a Lie algebroid structure zero anchor map and bracket $[\phi, \psi] = \phi \circ \partial \circ \psi - \psi \circ \partial \circ \phi$, where $\partial : C \to E; c \mapsto \rho_D(c)$ is the core anchor of $D$. Thus, the sequence (2.17) is an extension of Lie algebroids over $M$.

**Example 2.13.** Given a Lie algebroid $A \to M$, one can consider the tangent $\mathcal{VB}$-algebroid $(TA; A, TM; M)$. In this case, the exact sequence (2.17) reads:

$$\text{Hom}(TM, A) \xrightarrow{\imath} \mathcal{J}(A) \xrightarrow{\rho_A} A,$$

where $\mathcal{J}(A) \to M$ is the first jet algebroid associated to $A$.

There exists a natural representation of $\hat{A}$ on $C$:

$$\Phi_\chi(e) := [\chi, \hat{c}]_D. \quad (2.18)$$

Similarly, there is a representation of $\hat{A}$ on $E$, defined as follows. Since $\rho_D : D \to TE$ is a DVB-morphism, for each linear section $\chi \in \Gamma_l(E, D)$, the vector field $\rho_D(\chi) \in \mathfrak{X}(E)$ is linear, and hence $\mathcal{L}_{\rho_D(\chi)}(\xi) \in \Gamma(E^*)$ for every $\xi \in \Gamma(E^*) \simeq C^\infty_{\text{lin}}(E)$, viewed as a fiberwise linear function on $E$. Thus, we obtain a representation of $\hat{A}$ on $E$ by the formula

$$\langle \xi, \Phi_\chi(e) \rangle = \rho_{\hat{A}}(\chi) \langle \xi, e \rangle - \langle \mathcal{L}_{\rho_D(\chi)}(\xi), e \rangle, \quad (2.19)$$

for every $\chi \in \Gamma_l(E, D)$, $\xi \in \Gamma(E^*)$ and $\Gamma(e)$.

Now, following [17], we proceed to briefly explain the relation between $\mathcal{VB}$-algebroids over $A$ and 2-term representations up to homotopy of $A$. Let $(D; A, E; M)$ be a $\mathcal{VB}$-algebroid. This determines a 2-term complex $\partial : C \to E$ defined by the core anchor map. A splitting $h : A \to \hat{A}$ of the sequence (2.17) is referred to as a horizontal lift. Notice that horizontal lifts are not required to be morphisms of Lie algebroids. The failure for $h$ being a Lie algebroid morphism is controlled by the element $\omega \in \Gamma(\Lambda^2 A^* \otimes \text{Hom}(E, C))$ defined by

$$\omega(a, b) := h([a, b]_A) - [h(a), h(b)]_D. \quad (2.20)$$

The choice of a horizontal lift $h : A \to \hat{A}$ defines $A$-connections on $E$ and $C$, by pulling back via $h : A \to \hat{A}$ the representations (2.18) and (2.19), respectively. That is, the $A$-connection $\nabla^C$ on $C$ is given by

$$\nabla^C_c := [h(a), \hat{c}]_D, \quad (2.21)$$

and similarly, the $A$-connection on $E$ is defined by

$$\nabla^E_c := \Psi_{h(a)} e, \quad (2.22)$$

where $\Psi$ as in (2.19). These $A$-connections are not flat unless $\omega = 0$.

As explained in [17], the $A$-connections $\nabla^E, \nabla^C$ together with the element $\omega \in \Gamma(\Lambda^2 A^* \otimes \text{Hom}(E, C))$ given by (2.20), define a representation up to homotopy of the Lie algebroid $A$ on the 2-term complex $\partial : C \to E$. See Definition 2.1 Conversely, a representation up to homotopy $(\nabla^E, \nabla^C, \omega)$ of a Lie algebroid $A$ on a 2-term complex $\partial : C \to E$ induces a Lie algebroid structure on the split double vector bundle $D = A \times_M C \times_M E$. This is summarized in the following result.
Let $A \to M$ be a Lie algebroid and $E$, $C$ vector bundles over $M$. The formulas (2.20), (2.21) and (2.22) define a $1:1$ correspondence between split $\mathcal{VB}$-algebroid structures $D = A \times_M C \times_M E$ with core anchor $\partial : C \to E$ and representations up to homotopy $(\nabla^E, \nabla^C, \omega)$ of $A$ on the complex $\partial : C \to E$ as above.

The notion of morphism between representations up to homotopy can be found in [17]. As we already observed, given a $\mathcal{VB}$-algebroid $(D; A, E; M)$ with core bundle $C$, then the choice of a horizontal lift $h : A \to A$ determines a 2-term representation up to homotopy on $C \oplus E$. Moreover, isomorphism classes of $\mathcal{VB}$-algebroid structures on the DVB $(D; A, E; M)$ with core $C$, are in one to one correspondence with isomorphism classes of representation up to homotopy of $A$ on $C \oplus E$ (see e.g. [17]). Indeed, this correspondence is given by an equivalence of categories [16].

2.4 $\mathcal{VB}$-groupoids vs $\mathcal{VB}$-algebroids

As explained in [21], given a $\mathcal{VB}$-groupoid $(\mathcal{H}; \mathcal{G}, E; M)$, the application of the Lie functor to each of the groupoids $\mathcal{H} \Rightarrow E$ and $\mathcal{G} \Rightarrow M$, yields a $\mathcal{VB}$-algebroid $(A\mathcal{H}; A\mathcal{G}, E; M)$. In this case, we say that the $\mathcal{VB}$-groupoid $(\mathcal{H}; \mathcal{G}, E; M)$ integrates the $\mathcal{VB}$-algebroid $(A\mathcal{H}; A\mathcal{G}, E; M)$.

Definition 2.15. A $\mathcal{VB}$-algebroid $(D; A, E; M)$ is called integrable if there exists a $\mathcal{VB}$-groupoid $(\mathcal{H}; \mathcal{G}, E; M)$ such that $(A\mathcal{H}; A\mathcal{G}, E; M)$ is isomorphic to $(D; A, E; M)$.

The following result can be found in [11].

Theorem 2.16. [11] Let $(D; A, E; M)$ be a $\mathcal{VB}$-algebroid. Assume that $D \to E$ integrates to a source simply connected Lie groupoid $\mathcal{G}(D) \Rightarrow E$. Then, the Lie algebroid $A \to M$ is integrable, and $(\mathcal{G}(D); \mathcal{G}(A), E; M)$ is a $\mathcal{VB}$-groupoid integrating $(D; A, E; M)$, where $\mathcal{G}(A)$ is the source simply connected integration of $A$.

Theorem 2.16 says essentially that whenever $D$ is integrable, the $\mathcal{VB}$-groupoid structure on $\mathcal{G}(D)$ comes for free. Note however that it says nothing about how to decide whether a given $\mathcal{VB}$-algebroid algebroid is integrable or not. On that matter, the following was proved in [10].

Theorem 2.17. [10] Let $(D; A, E, M)$ be a $\mathcal{VB}$-algebroid. Then, $D$ is integrable if and only if $A$ is integrable and $\mathcal{N}(D) \cap \ker p = \{0^D_E\}$. Here $\mathcal{N}(D) \subset D$ denotes the monodromy groups of $D$, $p : D \to A$ the $\mathcal{VB}$-algebroid projection, and $0^D_E$ the zero section of $D \to E$.

Note that both results are only concerned about $\mathcal{VB}$-algebroids and their integration to $\mathcal{VB}$-groupoids. If one is rather interested in 2-term representations up to homotopy, one may wonder if it is possible to integrate a 2-term representation up to homotopy of a Lie algebroid to a 2-term representation up to homotopy of a Lie groupoid in a canonical way (meaning, freely of choices). Surprisingly, the answer is no (see Remark 5.9) which was one of the motivations for this work. We will be back to this later.

3 $\mathcal{VB}$-algebroids as Lie algebroid fibrations

3.1 Generalities on Lie algebroid fibrations

We now briefly recall the notions of extension and fibration for Lie algebroids [8, 9].
Definition 3.1. A Lie algebroid extension is a surjective Lie algebroid morphism \( p : A_E \twoheadrightarrow A \) covering a surjective submersion \( p_E : E \to M \).

The kernel of an extension \( p : A_E \twoheadrightarrow A \), is defined by \( \mathcal{K} := \ker p \). One can show \([8]\) that \( \mathcal{K} \) is a Lie subalgebroid of \( A_E \) whose orbits are included in the fibers of the base submersion \( p_E : E \to M \). Let us stress the fact that \( \mathcal{K} \) coincides with the kernel of \( p \) as a vector bundle map, in particular \( \mathcal{K} \) is a Lie algebroid over \( E \). Therefore, taking into account base manifolds, we obtain a short exact sequence of Lie algebroids

\[
\begin{align*}
\mathcal{K} & \xrightarrow{i} A_E \xrightarrow{p} A \\
E & \xrightarrow{\text{id}} E \xrightarrow{p_E} M.
\end{align*}
\]

(3.23)

Definition 3.2. Given a Lie algebroid extension, an Ehresmann connection is given by a vector subbundle \( H \to E \) complementary to \( \mathcal{K} \) in \( A_E \), that is \( \mathcal{K} \oplus H = A_E \).

As easily seen, a connection is characterized by a \( C^\infty(M) \)-linear map \( \text{hor} : \Gamma(A) \to \Gamma(H) \) referred to as the horizontal lifting. This determines a \( C^\infty(M) \)-linear map \( \mathcal{D} : \Gamma(A) \to \text{Der}(\mathcal{K}) \), called covariant derivative, and defined by \( \mathcal{D}_a := [\text{hor}(a),.]_{A_E} \). Then the curvature of the connection is the element \( \omega_{\mathcal{K}} \in \Omega^2(A,\Gamma(\mathcal{K})) \), defined by \( \omega_{\mathcal{K}}(a,b) = \text{hor}([a,b]_A) - [\text{hor}(a),\text{hor}(b)]_{A_E} \).

The couple \( (\mathcal{D},\omega_{\mathcal{K}}) \) entirely determines the extension and, as a consequence of the Jacobi identity on \( A_E \), it satisfies the following conditions:

\[
\mathcal{D}_{[a,b]_A} - [\mathcal{D}_a,\mathcal{D}_b] = [\omega_{\mathcal{K}}(a,b),.]_{\mathcal{K}},
\]

(3.24)

\[
\oint_{a,b,c} \mathcal{D}_a \omega_{\mathcal{K}}(b,c) + \omega_{\mathcal{K}}([a,b]_A, c) = 0.
\]

(3.25)

Definition 3.3. An Ehresmann connection is complete if for any section \( a \in \Gamma(A) \) such that \( \rho_A(a) \) is a complete vector field, then \( \rho_{A_E}(\text{hor}(a)) \) is a complete vector field as well.

For a complete connection, the notion of parallel transport along \( A \)-paths is well defined \([8]\).

Definition 3.4. Let \( A \to M \) be a Lie algebroid. An \( A \)-path is a Lie algebroid morphism \( \text{ad} : TI \to A \), where \( a : I \to A \) and \( I = [0,1] \).

Given an \( A \)-path \( a : I \to A \) between \( m_0,m_1 \in M \), the corresponding holonomy is a Lie algebroid morphism \( \text{hol}(a) : \mathcal{K}|_{E_{m_0}} \to \mathcal{K}|_{E_{m_1}} \), where \( E_{m_i} := p^{-1}_{E}(m_i) \) denotes the fiber over \( m_i \). The presence of a complete connection also allows one to lift \( A \)-paths to horizontal \( A_E \)-paths. In \([9]\), this lifting path property motivated the following definition.

Definition 3.5. A Lie algebroid fibration is an extension \( p : A_E \twoheadrightarrow A \) that admits a complete Ehresmann connection.

The fundamental groups \( \pi_\bullet(A) \) of a Lie algebroid are obtained by taking \( A \)-spheres up to homotopy, where both \( A \)-spheres and homotopies are defined as Lie algebroid maps \( TI^n \to A \) with certain boundary conditions (see the Section \([12]\)). Recall that in general, \( \pi_n(A) \) is a bundle of abelian groups over \( M \). The main result of \([9]\) establishes a homotopy long exact sequence for Lie algebroid fibrations as follows.
Theorem 3.6 [9]. Given a Lie algebroid fibration \( p : A_E \to A \) with kernel \( \mathcal{K} \), there are transgression maps \( \delta_n : p^*_E \pi_n(A) \to \pi_{n-1}(\mathcal{K}) \) that fit into a homotopy long exact sequence of groupoids:

\[
\cdots \to \pi_n(\mathcal{K}) \xrightarrow{i} \pi_n(A_E) \xrightarrow{p^*_E} p^*_E \pi_n(A) \xrightarrow{\delta_n} \pi_{n-1}(\mathcal{K}) \to \cdots
\]

Here, \( p^*_E \pi_n(A) \) denotes the pull back bundle of groups along the projection \( p_E : E \to M \). This pull back comes into play when lifting \( A \)-spheres to \( A_E \)-spheres, since a base point in \( E \) needs to be chosen.

3.2 \( \mathcal{VB} \)-algebroids and Lie algebroid extensions

We now consider a \( \mathcal{VB} \)-algebroid \((D; A, E; M)\) as in (2.16). Since the underlying map \( p : D \to A \) is a surjective Lie algebroid morphism, covering a surjective submersion \( p_E : E \to M \), we see that a \( \mathcal{VB} \)-algebroid is a special case of a Lie algebroid extension.

Proposition 3.7. Any \( \mathcal{VB} \)-algebroid \((D; A, E; M)\) with core \( C \) defines a Lie algebroid extension \( p : D \to A \) whose kernel \( \mathcal{K} \to E \) is canonically identified with \( p^*_E C \to E \) as a vector bundle.

Proof: By the definition of the core (section 2.3) we see that \( C \) injects into \( \mathcal{K} \) as the restriction to the zero section of \( p_E : E \to M \), namely \( C = \mathcal{K}|_0 \). Then one can use the addition \( +_A : D \times_A D \to D \) for the vector bundle structure on \( D \to A \) to obtain an isomorphism \( \mathcal{K} = p^*_E C \). Note that this identification is canonical in the sense that it does not depend on the choice of a splitting of \( D \).

Remark 3.8. Note that the extension of Proposition 3.7 is quite different from (2.17). For instance, \( D \) is an extension of \( A \) with different base spaces (3.23) which will play an important role in this work.

The above result applies in particular to the differential \( dp_E : TE \to TM \) of the projection of an arbitrary vector bundle \( p_E : E \to M \). In that case we recover the following well known identification.

Proposition 3.9. For any vector bundle \( p_E : E \to M \), the vertical bundle \( \ker dp_E \to E \), where \( dp_E : TE \to TM \) denotes the differential of the projection, identifies with \( p^*_E E \to E \) as a vector bundle.

3.3 The kernel of a \( \mathcal{VB} \)-algebroid

The kernel of an extension induced by a \( \mathcal{VB} \)-algebroid enjoys interesting properties. In order to explain this, we denote by \( \textbf{Vect}_M \) the category of real smooth vector bundles over a smooth manifold \( M \), where morphisms are smooth vector bundle maps covering the identity of \( M \). In the following, we adapt the discussion from [6].

Definition 3.10. A 2-vector bundle over \( M \) is a category internal to \( \textbf{Vect}_M \).
Namely, a 2-vector bundle is a category $E_1 \rightrightarrows E_0$ where both the space of objects $E_0$ and of arrows $E_1$ are vector bundles over $M$, and where all structure maps (source, target, unit and composition) are vector bundle morphisms covering the identity. Morphisms between 2-vector bundles over $M$ are linear functors, that is, functors which are vector bundle maps both at the level of objects and of arrows. In this way, we obtain a category $\mathbf{2-Vect}_M$ of 2-vector bundles over $M$. We also denote by $\mathbf{2-Term}_M$ the category of 2-term complexes of vector bundles over $M$.

**Proposition 3.11.** There is an equivalence of categories $\mathcal{D}K : \mathbf{2-Vect}_M \to \mathbf{2-Term}_M$.

**Proof:** As explained in [6], this equivalence is an instance of the Dold-Kan correspondence. We only sketch the proof and refer to [3] for more details. To any 2-vector bundle $E_1 \rightrightarrows E_0$, one can associate a 2-term complex of vector bundles over $M$ given by $E := (\partial : C \to E_0)$, where $C := \text{Ker}(s)$ and $\partial := t|_C$. Conversely, given a 2-term complex $E = (\partial : C \to E)$ of vector bundles over $M$, we associate a 2-vector bundle $C \oplus E \rightrightarrows E$, where an arrow $(c,e)$ has source $s(c,e) = e$ and target $t(c,e) = e + \partial c$. The multiplication of composable arrows is given by $(c_2,e + \partial c_1) \cdot (c_1,e_1) = (c_1 + c_2,e)$, while units are given by $1_e = (0,e)$. Both correspondences are functorial and induce an equivalence of categories (see [6]). □

As a consequence of Proposition 3.11 we conclude that a 2-vector bundle is necessarily a Lie groupoid. The inversion map $C \oplus E \to C \oplus E$ is defined by $(c,e)^{-1} = (-c,e + \partial c)$

The next result gives a first hint of the relevance of treating a $\mathcal{VB}$-algebroid as a Lie algebroid extension with different bases as in (3.23) rather than looking at the corresponding jet Lie algebroid (2.17).

**Proposition 3.12.** Let $(D;A,E;M)$ be a $\mathcal{VB}$-algebroid. The kernel $\mathcal{K}$ of the induced extension integrates to a 2-vector bundle whose associated 2-term complex is $E = (\partial : C \to E)$.

**Proof:** First we use Proposition 3.7 to identify $\mathcal{K}$ with $p^*E = C \oplus E$. In this way, core sections are exactly the sections of $\mathcal{K}$ of the form $\tilde{c} : e \mapsto (c \circ p^E(e), e)$ for some $c \in \Gamma(C)$. Note that they span $\Gamma(\mathcal{K})$ as a $C^\infty(E)$-module, so they entirely determine the Lie algebroid structure on $\mathcal{K}$. Furthermore, we easily deduce from condition iii) in Definition 2.10 and the discussion in Section 2.8 that:

$$\rho_c(c_1,e) = (\partial c_1,e),$$

$$[\tilde{c}_1,\tilde{c}_2]|_\mathcal{K} = 0,$$

for any $c_i \in \Gamma(C)$. In the above equation, $(\partial c_1,e) \in p^*_E E$, where $p^*_E E = E \oplus E$ is identified with $\ker dp_E \subset TE$ by Proposition 3.9. As easily checked, we recover the bracket and anchor of the Lie algebroid associated with $p^*_E C \rightrightarrows E$ as in the proof of the Proposition 3.11. Since the latter is source-simply connected, we conclude that $\mathcal{G}(\mathcal{K}) = p^*_E C \rightrightarrows E$. □

**Remark 3.13.** The following gives an explicit integration procedure for $\mathcal{K}$-paths that will be useful later on. Given a $\mathcal{K}$-path $ads : I \to \mathcal{K}$, where $a(s) = (c(s),e(s))$, there is an obvious way to extend $a$ into an $s$-dependent section of $\mathcal{K}$, at least fiber-wise, simply by taking the corresponding time-dependent core section. Since core sections commute, similarly to the integration of an abelian Lie algebra, it is easily checked that $a$ is always $\mathcal{K}$-homotopic to a “straight" path,
namely: \( s \mapsto (\bar{\tau}, e(0) + s\partial(\bar{\tau})) \), where \( \bar{\tau} \) is given by \( \bar{\tau} := \int_0^1 c(s)ds \). It follows that the quotient map by \( \mathcal{K} \)-homotopies can be explicitly written as an integral:

\[
P_1(\mathcal{K}) = p_1^*(p^*_E C) \rightarrow \mathcal{G}(\mathcal{K}) = p^*_E C
\]

\[
(c(s), e(s))ds \mapsto \left( \int_0^1 c(s)ds, e(0) \right).
\]

(3.26)

3.4 Relating connections and curvatures

We now explain how a connection on a \( \mathcal{VB} \)-algebroid induces an Ehresmann connection on the underlying extension and how their respective horizontal lifts, curvatures and holonomy are related.

Given a split \( \mathcal{VB} \)-algebroid \((D = A \oplus E \oplus C; A, E; M)\), there is a natural Ehresmann connection whose horizontal subbundle is given by \( H = A \oplus E \rightarrow E \). Then necessarily, the horizontal lifting map \( \Gamma(A) \rightarrow \Gamma(H) \) has values in linear sections of \( D \), coinciding with the map \( A \rightarrow \hat{A} \subset \Gamma(E, D) \), \( a \mapsto \text{hor}(a) \). Also it follows that the curvatures of such a connection, seen both as a linear connection on a \( \mathcal{VB} \)-algebroid and as an Ehresmann connection are related by:

\[
\omega_K(a, b)(e) = (\omega(a, b)(e), e), \quad e \in E.
\]

Proposition 3.14. Any \( \mathcal{VB} \)-algebroid \((D; A, E; M)\) determines a Lie algebroid fibration of the form:

\[
p^*_EC \xrightarrow{i} D \xrightarrow{p} A
\]

\[
E \xrightarrow{id_E} E \xrightarrow{p_E} M.
\]

PROOF: Given an \( A \)-path \( adt : TI \rightarrow A \), extended to a time dependant section \( a_t \in \Gamma(A) \), the parallel transport \( \text{hol}^K_{a} : \mathcal{K}|_{E_0} \rightarrow \mathcal{K}|_{E_1} \) (if well defined) is given by the trajectories of the time dependent ordinary differential operator defined on sections of \( \mathcal{K} \) by \( D_a : \Gamma(\mathcal{K}) \rightarrow \Gamma(\mathcal{K}) \), \( k \rightarrow [\text{hor}(a), k]_D \) (see [8]). Recall that \( D_a \) is a derivation of \( \mathcal{K} \), and that such operator is equivalent to a linear vector field on \( \mathcal{K} \rightarrow E \) whose flow is a Lie algebroid morphism. In the case of a \( \mathcal{VB} \)-algebroid with a linear connection, the symbol of \( D_a \) is itself a linear vector field on \( E \), since it is given by \( \rho_D(\text{hor}(a)) \). In particular, \( \rho_D(\text{hor}(a)) \) is complete whenever its projection \( \rho_A(a) \) to \( M \) is complete. Thus any linear connection on a \( \mathcal{VB} \)-algebroid induces a complete Ehresmann connection.

For a split \( \mathcal{VB} \)-algebroid, parallel transport is always well defined. Clearly, the holonomy in \( \mathcal{K} \) induced by the Lie algebroid fibration is related to the linear holonomy in \( E \) and \( C \) in the following way:

\[
\text{hol}^K_a(c, e) = (\text{hol}^C_a(c), \text{hol}^E_a(e)), \quad (c, e) \in \mathcal{K} = p^*_EC.
\]

(3.28)

3.5 The homotopy sequence of a \( \mathcal{VB} \)-algebroid

Since \( \mathcal{VB} \)-algebroids are special cases of Lie algebroid fibrations, one may specialize the long exact sequence of the homotopy groups given by Theorem 3.6.

Theorem 3.15. Given a \( \mathcal{VB} \)-algebroid \((D; A, E; M)\), the following assertions hold:
i) the homotopy long exact sequence associated with the fibration \( p : D \to A \) reads

\[
\pi_k(D) \simeq p_E^* \pi_k(A) \quad \forall k \geq 3,
\]

\[
\pi_2(D) \hookrightarrow p_E^* \pi_2(A) \xrightarrow{\delta_2} \mathcal{G}(K) \xrightarrow{i} \mathcal{G}(A_E) \xrightarrow{\pi} \mathcal{G}(A).
\]  
(3.29)

ii) the monodromy group \( \widetilde{N}(D, e) \) of \( D \) at \( e \in E \) fits into an exact sequence of groups

\[
\text{Im}(\delta_2, e) \hookrightarrow \widetilde{N}(D, e) \xrightarrow{p} \widetilde{N}(A, m),
\]  
(3.30)

where \( \widetilde{N}(A, m) \) denotes the monodromy group of \( A \) at \( m := p_E(e) \).

**Proof:** It follows from Proposition 3.12 that the fundamental groups \( \pi_k(K) \) are trivial for any \( k \geq 2 \). The first assertion then comes from the exactness of the homotopy sequence of Theorem 3.6.

In order to prove the second assertion, we denote by \( L_D \) the orbit of \( D \) through \( e \), and by \( L_A \) the orbit of \( A \) through \( m \). As a general fact [9, Cor. 3.12], the monodromy groups fit into exact sequences, as given by the horizontal lines of the following diagram:

\[
\begin{array}{ccc}
\pi_2(D, e) & \xrightarrow{\delta_2^{CF}} & \pi_2(L_D, e) \\
\downarrow & & \downarrow \\
\pi_2(A, m) & \xrightarrow{\delta_2^{CF}} & \pi_2(L_A, m)
\end{array}
\]  
(3.31)

where \( \delta_2^{CF} \) denote the transgression maps of [14] and where the vertical lines are naturally induced by the projection \( p : D \to A \).

In this diagram, one shall first observe that the map \( \pi_2(L_D, e) \to \pi_2(L_A, m) \) is an isomorphism, which can be argued as follows: by working leaf-wise, one may assume that \( A \) is transitive with unique leaf \( L_A \), and then choose a splitting \( \sigma : T L_A \to A \) of the corresponding Atiyah sequence. By composing \( \sigma \) with \( \nabla^E \) and then restricting to \( L_D \), we obtain an Ehresmann connection on the fibration \( L_D \to L_A \) whose curvature has values in the distribution \( i_{L_D}^* \text{Im} \partial \subset TL_D \). The leaves of this distribution being affine spaces (this is a consequence of Proposition 3.12), they have trivial topology, from which we deduce that \( \pi_2(L_D, e) \simeq \pi_2(L_A, m) \).

Observe now that the map \( \pi_2(D, e) \to \pi_2(A, m) \) is an injection and is such that \( \pi_2(A, m)/\pi_2(D, e) \simeq \text{Im}(\delta_2, e) \) (this follows from (3.29)). The exact sequence (3.30) then easily follows by diagram chasing in (3.31).

\[\square\]

## 4 Strict 2-groupoids and 2-representations

In this section we introduce the notion of a representation of a 2-groupoid, which can be thought of as a categorified version of the usual notion of a representation of a Lie groupoid. The idea is the following: just as Lie groupoids can be represented on a vector bundle, Lie 2-groupoids are represented in 2-vector bundles. That is, a 2-representation is an action of a 2-groupoid via symmetries of a 2-vector bundle.
4.1 Strict 2-groupoids

Recall that a strict 2-category is defined as a category enriched over the category of small categories \( \text{Cat} \).

**Definition 4.1.** A **strict 2-groupoid** is a strict 2-category where all 1-morphisms and 2-morphisms have inverses.

More explicitly, a strict 2-groupoid is given by a space of objects \( M \), a space of 1-morphisms \( G^{(1)} \) between objects, and a space of 2-morphisms \( G^{(2)} \) between 1-morphisms. The space of 1-morphisms comes equipped with a strictly associative composition law and strict inverses, so that 1morphisms form a groupoid over objects, while the space of 2-morphisms comes equipped with a horizontal and a vertical composition, so that \( G^{(2)} \) is both a groupoid over \( G^{(1)} \) and over \( M \).

Furthermore, it is required that horizontal and vertical compositions commute, namely:

\[
(\sigma_4 \circ \sigma_3) \circ (\sigma_2 \circ \sigma_1) = (\sigma_4 \circ \sigma_2) \circ (\sigma_3 \circ \sigma_1),
\]

for any \( \sigma_i, i = 1, \ldots, 4 \in G^{(2)} \) for which the above makes sense. We shall denote a strict 2-groupoid \( 2\mathcal{G} \) and we represent \( 2\mathcal{G} \) diagramatically as follows:

\[
2\mathcal{G} : \begin{array}{c}
\mathcal{G}^{(2)} \xrightarrow{sv \cdot tv} \mathcal{G}^{(1)} \\
\xrightarrow{sH \cdot tH} \mathcal{G}^{(0)} \\
\xrightarrow{s \cdot t} \mathcal{G}^{(0)}
\end{array}
\]

Consider now a 2-groupoid \( 2\mathcal{G} \) as in (4.32). We call 1-truncation of \( 2\mathcal{G} \) the orbit space \( \mathcal{G}^{(1)} / \mathcal{G}^{(2)} \), where two 1-morphisms are identified if there exists a 2-morphism between them. The following proposition is straightforward.

**Proposition 4.2.** Let \( 2\mathcal{G} \) be a 2-groupoid as in (4.32). The 1-truncation \( \mathcal{G}^{(1)} / \mathcal{G}^{(2)} \) inherits a natural groupoid structure over \( M \).

4.2 The Weinstein 2-groupoid of a Lie algebroid

In this section we are concerned with 2-groupoids associated to Lie algebroids. More precisely, to any Lie algebroid \( p_A : A \to M \), we define its Weinstein 2-groupoid. The construction is very similar to that of [19] for Hausdorff topological spaces. See also [29] [22] for similar constructions in the case \( A = TM \).

Given an \( A \)-path \( adt : TI \to A \) with \( a : I \to A \), we denote by \( s(adt) = p_A \circ a(0) \) its source and \( t(adt) = p_A \circ a(1) \) its target. An \( A \)-path with source \( x \) and target \( y \) will be denoted by \( a : x \to y \). The inverse of \( a \), denoted by \( a^{-1} dt \), is defined to be the \( A \)-path

\[
a^{-1}(t) dt := -a(1 - t) dt.
\]

Every point \( x \in M \) determines a trivial \( A \)-path \( 1_x := 0_x dt \), where \( 0_x \in A_x \). The \( A \)-path \( 1_x \) is called unit path at \( x \). Note that at the moment, both notions of units and inverses stand as formal ones. However, they become genuine ones only after moding out by thin homotopies, see below.
Definition 4.3. An $A$-path $adt : TI \to A$ is flat at its boundaries if for any smooth section $\theta \in \Gamma(A^*)$, the map $\langle \theta, a \rangle : I \to \mathbb{R}$ vanishes flatly at $t = 0$ and $t = 1$. That is, $\langle \theta, a \rangle$ vanishes at $t = 0$ and $t = 1$ as well as all its higher derivatives.

Definition 4.4. Given two $A$-paths $adt, bdt : TI \to A$ with $t(adt) = s(bdt)$, their concatenation $(a \cdot b)dt$ is defined by

$$(b \cdot a)(t)dt = \begin{cases} 2a(2t)dt, & \text{if } t \in [0, 1/2], \\ 2b(2t - 1)dt, & \text{if } t \in [1/2, 1]. \end{cases}$$

Obviously, $(b \cdot a)dt$ is smooth whenever $a$ and $b$ are flat at their boundaries. In order to concatenate arbitrary $A$-paths, one can replace them by their reparametrizations. For that, we consider a cut-off function $\tau : I \to I$, namely $\tau$ can be taken to be the restriction of any smooth function $f : \mathbb{R} \to [0, 1]$ such that $f|_{(-\infty, 0)} = 0$ and $f|_{(1, \infty)} = 0$, so that all the derivatives of $\tau$ vanish at 0 and 1. Then the reparametrization $a^\tau$ is the $A$-path given by $a^\tau(t)dt := a \circ d\tau : TI \to A$, where $a^\tau(t) := \tau^*(t)(a \circ \tau)(t)$.

Definition 4.5. An $A$-homotopy between two $A$-paths $a_0dt$ and $a_1dt$ is a Lie algebroid morphism $\sigma = adt + bds : TI^2 \to A$ such that $a_0dt = adt|_{s=0}$ and $a_1dt = adt|_{s=1}$, and satisfying the boundary conditions $b|_{t=0,1} = 0$.

We shall denote by $s_\nu(\sigma) = a_0dt$ and $t_\nu(\sigma) = a_1dt$ the source and target of $\sigma$, and write $\sigma : a_0 \Rightarrow a_1$. A simple way to picture an $A$-homotopy is as follows:

Definition 4.6. An $A$-homotopy is called thin if the induced application $\wedge^2 \sigma : \wedge^2 TI^2 \to \wedge^2 A$ is trivial. Two $A$-paths are said to be thin homotopic if there exists a thin homotopy $\sigma : a_0 \Rightarrow a_1$.

Definition 4.7. An $A$-homotopy $\sigma = adt + bds : TI^2 \to A$ is said to be flat at its boundary if, for any smooth section $\eta \in \Gamma(A^*)$, the following conditions holds:

i) the application $(\eta, b) : I \to \mathbb{R}$ vanishes flatly at $\{s = 0, 1\}$,

ii) the application $(\eta, a) : I \to \mathbb{R}$ vanishes flatly at $\{t = 0, 1\}$.

Note in particular that in this case, both $A$-paths $s_\nu(\sigma)$ and $t_\nu(\sigma)$ are flat at their boundaries.

Definition 4.8. Given two $A$-homotopies $\sigma = adt + bds$ and $\sigma' = a'dt + b'ds$ with $t_\nu(\sigma) = s_\nu(\sigma')$, we define their vertical concatenation by

$$(\sigma' \bullet \sigma)(t, s) = \begin{cases} a(t, 2s)dt + 2b(t, 2s)ds, & \text{if } s \in [0, 1/2], \\ a'(t, 2s - 1)dt + 2b'(t, 2s - 1), & \text{if } s \in [1/2, 1]. \end{cases}$$

The vertical concatenation may be pictured in the following way:
The vertical concatenation is smooth whenever $\sigma$ and $\sigma'$ are flat at their boundaries (see [9, Lem. 3.7]). In order to concatenate smoothly two arbitrary $A$-homotopies, one has to replace them by their respective reparametrizations, where the **reparametrization** of an $A$-homotopy $\sigma$ is given by $\sigma^*: = \sigma \circ d(\tau \times \tau)$, namely $\sigma^* = \tau'(t)a(\tau(t), \tau(s))dt + \tau'(s)b(\tau(t), \tau(s))ds$.

**Definition 4.9.** The **vertical inverse** of an $A$-homotopy $\sigma = adt + bds$ is given by

$$(\sigma^{-1V})(t, s) = a(t, s)dt - b(t, 1 - s)ds.$$  

The **vertical unit** at an $A$-path $adt$ is the $A$-homotopy $1^V_{adt} := a(t)dt + 0_{\gamma(s)}ds$ (so that $1^V_{adt} : adt \Rightarrow adt$).

**Definition 4.10.** The horizontal source and target maps $s_H, t_H$ of an $A$-homotopy are given by $s_H = s \circ s_V$ and $t_H = t \circ s_V$. Given two $A$-homotopies $\sigma = adt + bds$ and $\sigma' = a'dt + b'ds$ such that $t_H(\sigma) = s_H(\sigma')$, one defines their **horizontal concatenation** in the following way:

$$(\sigma' \bullet_H \sigma)(t, s) = \begin{cases} 2a(2t, s)dt + b(2t, s)ds, & \text{if } t \in [0, 1/2], \\ 2a'(2t - 1, s)dt + b'(2t - 1, s)ds, & \text{if } t \in [1/2, 1]. \end{cases}$$

As easily checked, the horizontal concatenation is smooth whenever $\sigma, \sigma'$ are flat at their boundaries, and may be illustrated as follows:

**Definition 4.11.** The **horizontal inverse** of an $A$-homotopy is defined by

$$(\sigma^{-1H})(t, s) = -a(1 - t, s)dt + b(1 - t, s)ds.$$  

Given $x \in M$, the **horizontal unit** is the $A$-homotopy $1^H_x := 0_x dt + 0_x ds$, between the unit path $1_x$ and itself.

**Definition 4.12.** We call **3-homotopy** any Lie algebroid morphism $H = H_1 dt + H_2 ds + H_3 du : T\mathcal{F}^3 \to A$ satisfying the boundary conditions: $H_3 du|_{\{t=0,1\}} = 0 du$, and $H_3 du|_{\{s=0,1\}} = 0 du$.

In that case, $H$ defines a 3-homotopy between $\sigma_0 := (H_1 dt + H_2 ds)|_{\{u=0\}}$ and $\sigma_1 := (H_1 dt + H_2 ds)|_{\{u=1\}}$. Note that, as a consequence of $H$ being a Lie algebroid morphism, $\sigma_1$ is an $A$-homotopy if, and only if, $\sigma_0$ is (see [9]). In this work, we shall only consider 3-homotopies between $A$-homotopies. Note also that any $A$-homotopy $\sigma$ is 3-homotopic to its reparametrization $\sigma^\tau$.

A 3-homotopy between two $A$-homotopies $\sigma_0$ and $\sigma_1$ can be pictured in the following way:

Where the dotted squares represent trivial morphisms.
Definition 4.13. Given a Lie algebroid $A \to M$, we call Weinstein 2-groupoid of $A$, denoted by $2\mathcal{P}(A)$, the strict 2-groupoid with $M$ as space of objects, where 1-morphisms are thin homotopy classes of $A$-paths, and where 2-morphisms are given by 3-homotopy classes of $A$-homotopies, with horizontal and vertical compositions given by the concatenations along the $t$ and $s$ variables respectively.

Routine computations show that $2\mathcal{P}(A)$ is indeed a strict 2-groupoid, details will be left to the reader. Let us rather emphasize the notations: in the sequel, we shall denote by $P_1(A)$ the space of thin homotopy classes of $A$-paths, and by $P_2(A)$ the space of 3-homotopy classes of $A$-homotopies, so that $2\mathcal{P}(A)$ denotes the strict 2-groupoid structure with $P_1(A)$ as 1-morphisms, and $P_2(A)$ as 2-morphisms:

$$2\mathcal{P}(A) :$$

$$P_2(A) \xrightarrow{sv.tv} P_1(A) \xleftarrow{sH.tH} M,$$

As explained in Proposition 4.12, the 1-truncation of a 2-groupoid with objects $M$, inherits the structure of a groupoid over $M$. Applying this construction to the Weinstein 2-groupoid of a Lie algebroid yields the following result.

Proposition 4.14. Let $A \to M$ be a Lie algebroid. The 1-truncation $P_1(A)/P_2(A)$ of the Weinstein 2-groupoid of $A$ coincides with the Weinstein groupoid $\mathcal{G}(A)$ of $A$.

Proof: The proof is straightforward and it is a consequence of combining the following facts: any $A$-path is thin homotopic to its reparametrization and thin homotopies are genuine homotopies.

The Weinstein 2-groupoid can be used also to recover the fundamental groups $\pi_2(A,m)$ defined in [9], as the isotropies in $P_2(A)$ at identities. Namely, for every $m \in M$ we have

$$\pi_2(A,m) = \{ \sigma \in P_2(A) \mid \sigma : 0_m dt \Rightarrow 0_m dt \}.$$ 

Remark 4.15. In this work, we will not define a differential structure on $2\mathcal{P}(A)$, hence neither shall we differentiate a representation of $2\mathcal{P}(A)$ on a 2-term complex $\mathcal{E}$ to a 2-term representation of $A$. This was done in the case $A = TM$ by [29] in a slightly different context (see the precise relation in [5]) where a similar path 2-groupoid of a smooth manifold is constructed, as well as a smooth structure on it.

In [29], the smooth structure is defined in terms of diffeological spaces, and it seems clear that their construction extends to the case of an integrable Lie algebroid. It would be interesting to see if the diffeological structure is also well defined in the non integrable case.

Additionally, note that the space of 2-morphisms defined in this work is slightly smaller than that of [29][5] since we take quotients by 3-homotopies. The basic reason is to obtain a 2-groupoid as small as possible for 2-term representations. In the terminology of [29], we essentially deal here with flat 2-connections (meaning that the curvature 3-form vanishes (2.4)) and hence it is natural to mod out the useless information (see the Lemma A.8).
4.3 The gauge 2-groupoid of a 2-term complex

Let $M$ be a smooth manifold. According to Proposition 3.11, the category $\textbf{2-Vect}_M$ of 2-vector bundles over $M$ is equivalent to the category $\textbf{2-Term}_M$ of 2-term complexes of vector bundles over $M$. In this section we study symmetries of 2-vector bundles via their description as a 2-term complex. Just as a vector bundle has a groupoid of symmetries, namely its gauge groupoid, a 2-vector bundle has a 2-groupoid of symmetries, its gauge 2-groupoid.

Let $\mathcal{E} = (C \overset{\partial}{\to} E)$ be a 2-term complex of vector bundles over $M$. The gauge 2-groupoid of $\mathcal{E}$ is defined as the strict 2-groupoid $\textbf{Gau}(\mathcal{E})$ whose space of objects is $M$, and

- **1-morphisms**: a 1-morphism $A : x \to y$ between objects $x, y \in M$ is an invertible chain map. That is, a couple of invertible linear maps $A = (A^C, A^E)$ where $A^C \in \text{Iso}(C_x, C_y)$, $A^E \in \text{Iso}(E_x, E_y)$ and such that $A^E \circ \partial_x = \partial_y \circ A^C$. The composition and inverses of chain maps is

  $$(B^C, B^E) \cdot (A^C, A^E) = (B^C \circ A^C, B^E \circ A^E)$$

  $$(A^C, A^E)^{-1} = (A^C)^{-1}, (A^E)^{-1})$$

- **2-morphisms**: for any objects $x, y \in M$ and 1-morphisms $A_0, A_1 : x \to y$, a 2-morphism between $A_0$ and $A_1$ is given by a chain homotopy $\phi : A_0 \Rightarrow A_1$, i.e. a linear application $\phi \in \text{Hom}(E_x, C_y)$ satisfying:

  $$A_1^C - A_0^C = \phi \circ \partial,$$

  $$A_1^E - A_0^E = \partial \circ \phi,$$

- **vertical composition**: given 2-morphisms $A_0 \overset{\phi}{\Rightarrow} A_1 \overset{\psi}{\Rightarrow} A_2$ where $A_0, A_1, A_2$ are 1-morphisms $x \to y$, the vertical composition between $\phi$ and $\psi$ is the 2-morphism $\psi \circ_{V} \phi : A_0 \Rightarrow A_2$ defined by:

  $$\psi \circ_{V} \phi = \psi + \phi,$$

- **vertical unit**: for any 1-morphism $A : x \to y$, the vertical unit at $A$ is the 2-morphism $1^Y_A : A \Rightarrow A$ given by $1^Y_A = 0 \in \text{Hom}(E_x, C_y)$,

- **vertical inverse**: given a 2-morphism $\phi : A_0 \Rightarrow A_1 \in \text{Hom}(E_x, C_y)$, the vertical inverse of $\phi$ is the 2-morphism $\phi^{-1^V} : A_1 \Rightarrow A_0$ given by $\phi^{-1^V} := -\phi$

- **horizontal composition**: given 2-morphisms $A_0 \overset{\phi}{\Rightarrow} A_1, A_0' \overset{\phi'}{\Rightarrow} A_1'$ where $A_0, A_1 : x \to y$ and $A_0', A_1' : y \to z$ are 1-morphisms, the horizontal composition $\phi' \circ_{H} \phi : A_0' \circ A_0 \Rightarrow A_1' \circ A_1$ is given by:

  $$\phi' \circ_{H} \phi = \phi' \circ A_0 + A_1' \circ \phi.$$

- **horizontal unit**: for any $x \in M$, the horizontal unit $1^H_x$ is the 2-morphism $1^H : id \Rightarrow id$ given by the trivial morphism $1^H := 0 \in \text{Hom}(E_x, C_x)$,

- **horizontal inverse**: given a 2-morphism $\phi : A_0 \Rightarrow A_1 \in \text{Hom}(E_x, C_y)$, the horizontal inverse of $\phi$ is the 2-morphism $\phi^{-1^H} : A_0^{-1} \Rightarrow A_1^{-1}$ given by:

  $$\phi^{-1^H} := -A_1^{-1} \circ \phi \circ A_0^{-1} \in \text{Hom}(E_y, C_x).$$
It is easy to check that $2\text{-Gau}(\mathcal{E})$ indeed defines a strict 2-groupoid. This is left to the reader.

**Remark 4.16.** It is easily seen by adapting the results Baez and Crans [6] that $2\text{-Gau}(\mathcal{E})$ is isomorphic to the strict 2-groupoid $2\text{-Gau}(\mathcal{K})$ of linear automorphisms of $\mathcal{K} = p_C^*\mathcal{C}$, where $\mathcal{K}$ is seen as a 2-vector bundle by Proposition 3.12. Here $2\text{-Gau}(\mathcal{K})$ is obtained by taking objects to be points in $M$, 1-morphisms to be invertible linear functors $\mathcal{K}_x \to \mathcal{K}_y$, and 2-morphisms to be linear natural transformations between invertible linear functors.

Therefore one can of think of $2\text{-Gau}(\mathcal{E})$ as a frame 2-groupoid for the 2-vector bundle $\mathcal{K}$. Since our main concern is with 2-term representations up to homotopy, we will work with $2\text{-Gau}(\mathcal{E})$, rather than $2\text{-Gau}(\mathcal{K})$, although the latter would be more natural from the point of view of fibrations.

**Remark 4.17.** In the special case when $\partial : C \to E$ has constant rank, both spaces of 1-morphisms and of 2-morphisms of $2\text{-Gau}(\mathcal{E})$ come with an obvious structure of a (finite dimensional) smooth manifold. Furthermore, all the structure maps are easily seen to be smooth. In that case, $2\text{-Gau}(\mathcal{E})$ is a Lie 2-groupoid. This assumption, however, is quite restrictive in view of the applications. For instance, one of the main motivations for introducing representations up to homotopy was to get a model for the adjoint and coadjoint representations of a Lie algebroid $A \to M$. In that case, $\partial = \rho_A : A \to TM$ coincides with the anchor map and therefore it has not constant rank unless $A$ is regular.

Since this condition is irrelevant for the algebraic constructions of the next sections to hold, we shall not assume that $\partial : C \to E$ has constant rank.

### 4.4 The holonomy 2-representation

Let $\mathcal{G} \rightharpoonup M$ be a Lie groupoid. A representation of $\mathcal{G}$ consists on a vector bundle $E \to M$ equipped with a linear action of $\mathcal{G}$, i.e. a groupoid morphism $\mathcal{G} \to \text{Gau}(E)$. If one moves to 2-groupoids, the corresponding notion of linear action is that of a 2-representation.

**Definition 4.18.** Let $2\mathcal{G}$ be a 2-groupoid as in (4.32). A **2-representation** of $2\mathcal{G}$ consists of a 2-term complex $\mathcal{E} = (\partial : C \to E)$, equipped with a strict 2-functor $\Phi : 2\mathcal{G} \to 2\text{-Gau}(\mathcal{E})$.

More precisely, if $\mathcal{G}^{(2)}, \mathcal{G}^{(1)}$ and $M$ denote the spaces of 2-morphisms, 1-morphisms and objects of $2\mathcal{G}$, respectively, then a 2-representation is given by the following assignment:

- to any 1-morphism $g : x \to y$, one associates an invertible chain map $\Phi_g = (A^C_g, A^E_g)$:
  
  \[
  \begin{array}{ccc}
  C_x & \xrightarrow{\partial_x} & E_x \\
  A^C_g \downarrow & & \downarrow A^E_g \\
  C_y & \xrightarrow{\partial_y} & E_y 
  \end{array}
  \]

  in such a way that $\Phi_{gh} = \Phi_g \circ \Phi_h$, for every composable pair of 1-morphisms $g, h \in \mathcal{G}^{(1)}$;

- to any 2-morphism $\sigma \in \mathcal{G}^{(2)}$ with $s_V(\sigma) = g$, $t_V(\sigma) = h$, $s_H(\sigma) = x$ and $t_H(\sigma) = y$, one associates a chain homotopy $\Phi_\sigma \in \text{Hom}(E_y, C_x)$ between the chain maps $\Phi_g$ and $\Phi_h$. The assignment $\sigma \mapsto \Phi_\sigma$ is compatible with both the vertical and horizontal composition, as well as with inverses.
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Note that a usual representation $E \to M$ of a Lie groupoid $\mathcal{G} \rightrightarrows M$ can be thought of as a 2-representation of the 2-groupoid $2\mathcal{G}$ (objects are points of $M$, the space of 1-morphisms is $\mathcal{G}$ and the space of 2-morphisms is also $\mathcal{G}$) on the 2-term complex $0 : E \to E$.

A 2-term representation up to homotopy $(\nabla^E, \nabla^C, \omega)$ of a Lie algebroid $A$ on a 2-term complex $\mathcal{E} = (\partial : C \to E)$ gives rise to a 2-representation of the Weinstein 2-groupoid $2\mathcal{P}(A)$ on $\mathcal{E}$. Indeed, in that situation one defines the corresponding holonomy, denoted by $\text{hol}$, first as an assignment, in the following way:

- to any $A$ path $\text{adt} : TI \to A$ from $x$ to $y$, the holonomy associates the couple:
  $$\text{hol}(a) := (\text{hol}^C_a, \text{hol}^E_a)$$
  where $\text{hol}^C_a : C_x \to C_y$ (respectively $\text{hol}^E_a : E_x \to E_y$) denotes the holonomy of $\nabla^C$ (respectively $\nabla^E$) along $a$,

- to any $A$-homotopy $\sigma = \text{adt} + \text{bds} : TI^2 \to A$, the holonomy associates the application $\text{hol}(\sigma) \in \text{Hom}(E_x, C_y)$ defined by:
  $$\text{hol}(\sigma) = \int_0^1 \int_0^1 \text{hol}^{C}_{a,t} \circ \omega(a, b)_{\gamma_t} \circ \text{hol}^{E}_{a,t} \, dt \, ds. \quad (4.33)$$

Here, the notations in (4.33) are detailed in Appendix A. We can now state one of the central results of this work.

**Theorem 4.19.** Let $(\nabla^E, \nabla^C, \omega)$ be a representation up to homotopy of a Lie algebroid $A$ on a 2-term complex of vector bundles $\mathcal{E} = (\partial : C \to E)$. The holonomy defined above descends to a strict 2-functor $\text{hol} : 2\mathcal{P}(A) \to 2\text{-Gau}(\mathcal{E})$ covering the identity on $M$.

For clarity, the proof of Theorem 4.19 is postponed to Appendix A.

**Definition 4.20.** The 2-functor $\text{hol} : 2\mathcal{P}(A) \to 2\text{-Gau}(\mathcal{E})$ is referred to as the holonomy 2-representation associated to the 2-term representation up to homotopy $(\nabla^E, \nabla^C, \omega)$ of $A$ on $\mathcal{E} = (\partial : C \to E)$.

**Remark 4.21.** If $A = TM$, both $E = M \times \mathbb{R}^n$ and $C = M \times \mathbb{R}^k$ are trivial vector bundles and $\partial : C \to E; (x, v) \mapsto (x, f(v))$ where $f : \mathbb{R}^n \to \mathbb{R}^k$ is a linear map, Theorem 4.19 recovers the work of Schreiber and Waldorf [29] (from which Theorem 4.19 was directly inspired). An alternative proof should also follow from the integration procedure of Arias Abad and Schätz [4] (see also [5] that relates both approaches).

Note also that working directly with the Weinstein 2-groupoid avoids, after pulling back the structure along a morphism $TI^2 \to A$, the choice of a trivialization in order to express the local connection forms as in [30] (although the gluing of 2-functors is a quite remarkable feature).

### 4.5 Transformation 2-groupoid associated to a 2-representation

Given a 2-representation $\Phi : 2\mathcal{G} \to 2\text{-Gau}(\mathcal{E})$ of a 2-groupoid, there exists a transformation object $2\mathcal{G} \times \mathcal{E}$, whose outcome is a 2-groupoid. Since we are mainly interested in holonomy 2-representations as in Theorem 4.19, we shall present this construction only in that case, although it is easily seen to make sense in general.

For that, consider a Lie algebroid $A \to M$ and let $2\mathcal{P}(A)$ the Weinstein 2-groupoid of $A$, defined in Section 4.2. Fix a 2-term representation up to homotopy $(\nabla^E, \nabla^C, \omega)$ of a $A$ on a 2-term complex $\mathcal{E} = (\partial : C \to E)$. Let $\text{hol} : 2\mathcal{P}(A) \to 2\text{-Gau}(\mathcal{E})$ be the corresponding holonomy 2-representation given by Theorem 4.19.
Definition 4.22. The transformation 2-groupoid associated to \( \text{hol} : 2\mathcal{P}(A) \to 2\text{-Gau}(\mathcal{E}) \) is the strict 2-groupoid \( 2\mathcal{P}(A) \ltimes \mathcal{E} \) defined as follows:

- **objects:** the space of objects of \( 2\mathcal{P}(A) \ltimes \mathcal{E} \) is given by \( E \),

- **1-morphisms:** the space of 1-morphisms of \( 2\mathcal{P}(A) \ltimes \mathcal{E} \) is:

\[
P_1(A) \ltimes \mathcal{E} := t^*C \oplus s^*E,
\]

where \( s, t : P_1(A) \to M \) are the source and target maps of 1-morphisms of the Weinstein 2-groupoid. The source, target, and inverse maps of 1-morphisms are given as follows:

\[
\begin{align*}
\tilde{s}(c, a, e) &= e, \\
\tilde{t}(c, a, e) &= \text{hol}^e_c(e) + \partial c \\
(c, a, e)^{-1} &= (-\text{hol}^c_{a^{-1}}(c), a^{-1}, \text{hol}^e_c(e) + \partial c),
\end{align*}
\]

two 1-morphisms \( (c_1, a_1, e_1) \) and \( (0, a_0, e_0) \) are composable provided \( e_1 = \text{hol}^e_{a_0}(e_0) + \partial e_0 \) and their multiplication is given by:

\[
(c_1, a_1, e_1) \cdot (0, a_0, e_0) = (c_1 + \text{hol}^c_{a_1}(c_0), a_1 \cdot a_0, e_0),
\]

- **2-morphisms:** the space of 2-morphisms in \( 2\mathcal{P}(A) \ltimes \mathcal{E} \) is given by:

\[
P_2(A) \ltimes \mathcal{E} := t^*_H C \oplus s^*_H E,
\]

where \( s_H, t_H : P_2(A) \to M \) are the horizontal source and target maps of the Weinstein 2-groupoid,

- **vertical structure maps:** the vertical source and target maps \( \tilde{s}_V, \tilde{t}_V : P_2(A) \ltimes \mathcal{E} \to P_1(A) \ltimes \mathcal{E} \) are given by:

\[
\begin{align*}
\tilde{s}_V(c, \sigma, e) &= (c, s_V(\sigma), e) \\
\tilde{t}_V(c, \sigma, e) &= (c - \text{hol}(\sigma)_e, t_V(\sigma), e).
\end{align*}
\]

Two 2-morphisms \( (c_2, \sigma_2, e_2) \) and \( (c_1, \sigma_1, e_1) \) are composable vertically provided \( s_V(\sigma_2) = t_V(\sigma_1) \in P_1(A) \) and \( c_2 = c_1 + \text{hol}(\sigma_1)(e_1) \), and their vertical multiplication is given by:

\[
(c_2, \sigma_2, e_2) \bullet (c_1, \sigma_1, e_1) = (c_1, \sigma_2 \bullet \sigma_1, e_1).
\]

The vertical inverse of a 2-morphism \( (c, \sigma, e) \) is defined by the following formula:

\[
(c, \sigma, e)^{-1}_V = (c - \text{hol}(\sigma)_e, \sigma^{-1}_V, e)
\]

- **horizontal structure maps:** the horizontal source and target maps are given by:

\[
\begin{align*}
\tilde{s}_H(c, \sigma, e) &= e, \\
\tilde{t}_H(c, \sigma, e) &= \text{hol}_{t_V(\sigma)}(e) + \partial c,
\end{align*}
\]

The horizontal composition and horizontal inverse are given by:

\[
\begin{align*}
(c, \sigma, e) \bullet (b, \tau, f) &= (c + \text{hol}^c_{s_V(\sigma)}(b), \sigma \bullet \tau, f) \\
(c, \sigma, e)^{-1}_H &= (\text{hol}^c_{s_V(\sigma)}(c), \sigma^{-1}_H, e).
\end{align*}
\]
The next result is a direct consequence of the definition of $2\mathcal{P}(A)$.

**Theorem 4.23.** Let $A$ be a Lie algebroid over $M$. If $\text{hol} : 2\mathcal{P}(A) \to 2\text{Gau}(\mathcal{E})$ is the holonomy 2-representation associated to a 2-term representation up to homotopy of $A$, then $2\mathcal{P}(A) \ltimes \mathcal{E}$ described above is a strict 2-groupoid.

**Remark 4.24.** Quite interestingly, one can think of the semi-direct product in Definition 4.22 as a (strict) analogue of the construction of a Grothendieck fibration (with cleavage) associated with a pseudo-functor. In fact, one may see a $\mathcal{VB}$-groupoid as a special kind of Grothendieck fibration, for which the choice of a horizontal lift gives a cleavage (so that the corresponding groupoid 2-representation is indeed a special kind of a pseudo-functor).

Part of this work was motivated by the fact that this construction may not be the most natural from the point of view of $\mathcal{VB}$-algebroids and $\mathcal{VB}$-groupoids, essentially because the splittings of a $\mathcal{VB}$-algebroid do not integrate canonically to horizontal lifts of the corresponding $\mathcal{VB}$-groupoid (as we shall see in Remark 5.10).

There is yet another feature enjoyed by the semi-direct product $2\mathcal{P}(A) \ltimes \mathcal{E}$ that also pleads in the favour of our construction, namely the fact that $2\mathcal{P}(A) \ltimes \mathcal{E}$ is a 2-$\mathcal{VB}$-groupoid over $2\mathcal{P}(A)$ in the following sense. One may first notice that both the spaces of morphisms and of 2-morphisms in $2\mathcal{P}(A) \ltimes \mathcal{E}$ are $\mathcal{VB}$-groupoids over $P_2(A)$ and $P_3(A)$ respectively. Both even come with a left horizontal splitting by construction, for which the curvature $\Omega$ vanishes. Then taking into account the 2-groupoid structures on $2\mathcal{P}(A)$ and $2\mathcal{P}(A) \ltimes \mathcal{E}$, we obtain a diagram as follows:

\[
\begin{array}{ccc}
2\mathcal{P}(A) \ltimes \mathcal{E} & \cong & P_2(A) \ltimes \mathcal{E} \\
\downarrow & & \downarrow \downarrow \\
2\mathcal{P}(A) & \cong & P_1(A) \ltimes \mathcal{E}
\end{array}
\]

where the upper and lower triangles are strict 2-groupoids, all vertical maps are vector bundles, the three faces are (canonically split, flat) $\mathcal{VB}$-groupoids, and all structures are compatible with each other in the obvious sense.

### 5 Application to the integration of $\mathcal{VB}$-algebroids

#### 5.1 $\mathcal{VB}$-groupoids as 1-truncations

Consider a Lie algebroid $A \to M$ together with a 2-term representation up to homotopy $(\nabla^E, \nabla^C, \omega)$ on a complex $\mathcal{E}$, with holonomy 2-representation $\text{hol} : 2\mathcal{P}(A) \to 2\text{Gau}(\mathcal{E})$. Let $D$ be the $\mathcal{VB}$-algebroid over $A$ associated to such 2-term representation up to homotopy.

The following result shows how to pass from the transformation 2-groupoid $2\mathcal{P}(A) \ltimes \mathcal{E}$ to the Weinstein groupoid of $D$.

**Theorem 5.1.** The Weinstein groupoid $\mathcal{G}(D)$ of $D$ identifies with the 1-truncation of the transformation 2-groupoid $2\mathcal{P}(A) \ltimes \mathcal{E}$ associated to the holonomy 2-representation.
More precisely, the groupoid structure on \( P_1(A) \ltimes \mathcal{E} \rightrightarrows E \) descends to an isomorphism
\[
\mathcal{G}(D) = (P_1(A) \ltimes \mathcal{E})/\sim
\]
where the groupoid structure on the right hand side is obtained by 1-truncation, as explained in Proposition 4.2. The above Theorem says that this quotient can be identified, as a groupoid, with the topological Weinstein groupoid \( \mathcal{G}(D) \) of the total space \( D \) of the corresponding \( \mathcal{VB} \)-algebroid. Note that this identification is free of choice once the 2-representation is fixed.

**Proof of the Theorem 5.1.** The proof relies on a construction from [8, Sec. 4] of which we will only outline the main ideas. Note however that we use here slightly different conventions, this in order to obtain the holonomy as a contravariant 2-functor.

As detailed in [8], given an arbitrary Lie algebroid fibration \( D \to A \), the choice of an Ehresmann connection \( D = \mathcal{K} \oplus \text{Hor} \) induces an identification of the form
\[
P_1(D) \simeq P_1(\mathcal{K}) \ltimes P_1(A),
\]
where \( P_1(\mathcal{K}) \ltimes P_1(A) \) is a short notation for the fibered product \( \{(a_\mathcal{K}, a) \in P_1(\mathcal{K}) \times P_1(A) : p_E(t(a_\mathcal{K})) = s(a)\} \). By using the identification \( \mathcal{G}(D) \), it is possible to describe both the concatenation and the homotopies of \( D \)-paths directly in \( P_1(\mathcal{K}) \ltimes P_1(A) \) (see [8, Prop. 4.1 and 4.3]). With our conventions, the concatenation of \( D \)-paths reads:
\[
(a_\mathcal{K}, a) \cdot (b_\mathcal{K}, b) = (a_\mathcal{K} \cdot (b_\mathcal{K} \circ \text{hol}_a^E), a \cdot b).
\]
Furthermore, the following facts emerge from the description of \( D \)-homotopies in this split form:

- Firstly, the equivalence relation by \( D \)-homotopies factors through \( \mathcal{G}(\mathcal{K}) \ltimes P_1(A) \) as follows:

\[
P_1(\mathcal{K}) \ltimes P_1(A) \xrightarrow{\mathcal{G}(\mathcal{K}) \ltimes P_1(A)} \mathcal{G}(\mathcal{K}) \times P_1(A)
\]

where \( \mathcal{G}(\mathcal{K}) \times P_1(A) \) denotes the fibered product \( \{(v, a) \in \mathcal{G}(\mathcal{K}) \times P_1(A) : p_E(t(v)) = s(a)\} \), and the map \( P_1(\mathcal{K}) \ltimes P_1(A) \to \mathcal{G}(\mathcal{K}) \times P_1(A) \) is the identity on the \( P_1(A) \) factor, and takes a \( \mathcal{K} \)-path \( a_\mathcal{K} \) to its \( \mathcal{K} \)-homotopy class \( v := [a_\mathcal{K}] \) of \( \mathcal{K} \)-path.

- Secondly, the factored map \( \mathcal{G}(\mathcal{K}) \times P_1(A) \to \mathcal{G}(D) \) is the quotient by the equivalence relation \( (v_0, a_0) \sim (v_1, a_1) \) iff there exists an \( A \)-homotopy \( \sigma : a_0 \Rightarrow a_1 \) such that \( g_1^{-1} \cdot v_0 = \partial_{\text{ext}}(\sigma, s(v_0)) \). Here \( \partial_{\text{ext}}(\sigma, s(v_0)) \in \mathcal{G}(\mathcal{K}) \) is represented by a \( \mathcal{K} \)-path obtained by solving a differential equation (see below).

In the case of a fibration induced by a \( \mathcal{VB} \)-algebroid, we know from Proposition 5.12 that \( \mathcal{G}(\mathcal{K}) = E \oplus C \) so that two elements \( (v_0 = (e_0, c_0), a_0) \) and \( (v_1 = (e_1', c_1), a_1) \) in \( \mathcal{G}(\mathcal{K}) \times P_1(A) \) are equivalent iff \( (c_1 - c_0, e_0') = \partial_{\text{ext}}(\sigma, e_0') \) for some \( A \)-homotopy \( \sigma : a_0 \Rightarrow a_1 \), and \( e_1' = t(\partial_{\text{ext}}(\sigma, e_0')) \). Furthermore, by combining the definition of \( \partial_{\text{ext}} \) in [8, Prop. 4.3] with the Remark 4.13 we get:
\[
\partial_{\text{ext}}(\sigma, e') = (\text{hol}(\sigma)(e), e') \in \mathcal{G}(\mathcal{K}) = p_1^* C, \text{ where } e := \text{hol}_{a_0}^E(e').
\]

Finally, rather than \( \mathcal{G}(\mathcal{K}) \times P_1(A) \), one shall work with \( P_1(A) \ltimes \mathcal{E} \). Note that both spaces are in bijection by the map \( (g = (e', c), a) \mapsto (c, a, e = \text{hol}_{a_0}^E(e')) \) so we only have to transport the equivalence relation from \( \mathcal{G}(\mathcal{K}) \times P_1(A) \) to \( P_1(A) \ltimes \mathcal{E} \). We obtain:
\[
(c_0, a_0, e_0) \sim (c_1, a_1, e_1) \iff \begin{cases} \exists (\sigma : a_0 \Rightarrow a_1) \in P_2(A) : c_1 - c_0 = \text{hol}(\sigma)(e_0), \\ e_0 = e_1. \end{cases}
\]
Therefore, the result follows directly from the construction of the semi-direct 2-groupoid $2\mathcal{P}(A) \ltimes \mathcal{E}$, since there exists a 2-morphism in $2\mathcal{P}(A) \ltimes \mathcal{E}$ between $(e_0, a_0, e_0)$ and $(e_1, a_1, e_1)$ exactly if the above condition holds.

The fact that the groupoid structure also descends is a consequence of the construction of $2\mathcal{P}(A) \ltimes \mathcal{E}$ as well. Essentially, we transport the concatenation from $\mathcal{P}(D)$ to $\mathcal{P}(K) \ltimes \mathcal{P}(A)$ obtaining (5.35) then mod out in the first factor to $\mathcal{G}(K) \ltimes \mathcal{P}(A)$ and finally, transport it to $\mathcal{P}(A) \ltimes \mathcal{E}$, where we recover the composition law of 1-morphisms. \[\square\]

As we will see in Subsections 5.3 and 5.4, Theorem 5.1 can be used in order to integrate $\mathcal{VB}$-algebroids in a rather explicit manner. For now on, let us point out the following degenerate cases, that justify our statement in the introduction that both the transformation and the semi-direct Lie algebroids should be treated as similar constructions.

**Example 5.2.** Assume that $C$ is the zero vector bundle over $M$, then necessarily $\omega = 0$, and $\nabla^E$ is a flat $A$-connection. In that case, we recover the Weinstein groupoid of the transformation algebroid $A \ltimes E \to E$.

**Example 5.3.** Assume that $E$ is the zero vector bundle over $M$, then necessarily $\omega = 0$, and $\nabla^C$ is a flat $A$-connection. In that case, we recover the Weinstein groupoid of the semi-direct product Lie algebroid $A \ltimes C \to M$.

### 5.2 Integral criterium for integrability as the image of a transgression map

As already mentioned, not every 2-term representation up to homotopy of an integrable Lie algebroid $A$ comes from a 2-term representation up to homotopy of the Weinstein groupoid $\mathcal{G}(A)$. This problem was addressed as an integrability problem for the corresponding $\mathcal{VB}$-algebroid in [10], where the following result was proved.

**Theorem 5.4 ([10]).** Let $(\nabla^E, \nabla^C, \omega)$ be a representation up to homotopy of $A$ on a complex $\mathcal{E}$, and let $D$ denote the corresponding $\mathcal{VB}$-algebroid. Then $D$ is integrable if, and only if, $A$ is integrable and for any $[\sigma] \in \pi_2(A)$, $\sigma = adt + bds$, the periods of $\omega$ along $\sigma$ vanish:

$$\int_0^1 \int_0^1 \text{hol}^C_{\gamma_t^*} \circ \omega(a, b) \gamma_t^* \circ \text{hol}^E_{\alpha_t^*} (x) dt ds = 0.$$ 

Here, we recover the formula for the holonomy applied to $A$-spheres. In fact, the holonomy along $A$-spheres has a nice interpretation in terms of Lie algebroid fibrations: it coincides with the trangression map of Theorem 3.6.

**Proposition 5.5.** Let $(D; A, E; M)$ be a $\mathcal{VB}$-algebroid. The transgression map:

$$\delta_2 : p^*_E \pi_2(A) \to \mathcal{G}(K) \cong C \oplus E$$

associated with the underlying fibration $p : D \to A$ coincides with the holonomy along $A$-spheres (4.33) induced by any splitting of $D$. Namely, for any $A$-sphere $\sigma \in \pi_2(A, m)$ based at a point $m \in M$, seen as an element of $P_2(A)$, we have:

$$\delta_2[\sigma]_e = (\text{hol}(\sigma)(e), e) \quad \forall e \in p^{-1}_E(m) \subset E.$$
PROOF: We shall use consistently the same notations as in the proof the Theorem 5.1. By construction [8, 9], the transgression map $\delta_2$ coincides with the restriction of $\partial_{ext}$ to $p_E^1 \pi_2(A)$. Furthermore, for any $A$-sphere $\sigma$, we have $\partial_{ext}(\sigma,e) = (\text{hol}(\sigma)(e),e)$ since $\sigma : a_0 \Rightarrow a_1$ where $a_0$ and $a_1$ are trivial $A$-paths, therefore $e'$ and $e = \text{hol}^{\sigma_{e'}}_{a_0}(e')$ do coincide. 

PROOF OF THE THEOREM 5.4 According to Theorem 3.15 the monodromy groups fit into an exact sequence:

$$\text{Im}(\delta_2,e) \hookrightarrow \widetilde{N}(D,e) \xrightarrow{\partial} \widetilde{N}(A,m), \tag{5.36}$$

where $\delta_2(\sigma,e) = (\text{hol}(\sigma)(e),e)$ by Proposition 5.5. Assume that there exists an $A$-sphere $\sigma_0$ with $\text{hol}(\sigma_0) \neq 0$, and let $e_0 \in E$ such that $\text{hol}(\sigma_0)(e_0) \neq 0$. Then we can define a sequence of non trivial elements in the monodromy groups as follows:

$$\xi_n := \left(\frac{e_0}{n}, \text{hol}(\sigma_0)(\frac{e_0}{n})\right) \in \text{Im}(\delta_2,\frac{e_0}{n}) \subset \widetilde{N}(D,\frac{e_0}{n}) \quad (n \in \mathbb{N}).$$

By the linearity of the application $\text{hol}(\sigma_0)$, we see that $(\xi_n)$ defines a sequence of non trivial elements of the monodromy groups of $D$, that converges to a trivial element, namely $0_M(m_0)$ where $m_0 := p_E(e_0)$. As a consequence, $D$ can not be integrable. Furthermore, if $D$ is integrable, then $A$ is also integrable because the zero section $0^D_A : A \rightarrow D$ defines a Lie algebroid morphism by the axioms of a $\mathcal{V}B$-algebroid.

Reciprocally, if $\text{hol}(\sigma) = 0$ for any $A$-sphere $\sigma$, then $\text{Im}(\delta_2,e)$ is trivial for any $e \in E$, and it is clear from (5.36) that $D$ is integrable provided $A$ is.

5.3 Integration of type 1 $\mathcal{V}B$-algebroids

First we recall the definition of a $\mathcal{V}B$-algebroid of type 1 from [17].

**Definition 5.6.** A $\mathcal{V}B$-algebroid $(D;A,E;M)$ is said to be of type $1$ if the core anchor $\partial : C \rightarrow E$ is a vector bundle isomorphism.

As explained in [17], Sec. 6], given a $\mathcal{V}B$-algebroid $(D;A,E;M)$ of type 1, one may use $\partial : E \rightarrow C$ in order to identify $E$ with $C$. By doing so, it follows from (2.41) that given a splitting of $D$, the induced connections $\nabla^E$ and $\nabla^C$ identify with each other, while $\omega$ identifies with the curvature $\omega_E$ of $\nabla^E$. Consequently, any $\mathcal{V}B$-algebroid of type 1 identifies with a pull-back Lie algebroid, $D \simeq p^1_E A$. As a consequence, $D$ is integrable if, and only if, $A$ is integrable, and hence $\mathcal{G}(D)$ can be obtained as a pull-back groupoid. We explain now how this integration can be recovered from Theorem 5.1. For that, consider the 2-term representation up to homotopy $(\nabla^E, \nabla^C, \omega_E)$ associated to a $\mathcal{V}B$-algebroid of type 1 and let $2\mathcal{P}(A) \ltimes \mathcal{E}$ be the transformation 2-groupoid defined by the corresponding holonomy 2-representation.

**Proposition 5.7.** The 1-truncation of $2\mathcal{P}(A) \ltimes \mathcal{E}$ identifies with the pull-back groupoid $p^1_E \mathcal{G}(A)$.

**Proof:** First one may observe using successively the identification $E \simeq C$ described above together with Lemma A.2 that the holonomy 2-functor is given by:

$$\text{hol}(a) = (\text{hol}^E_a, \text{hol}^E_{a_0}), \quad a \in P_1(A). \tag{5.37}$$

$$\text{hol}(\sigma) = \text{hol}^E_{\mathcal{V}(\sigma)} - \text{hol}^E_{\mathcal{S}_\mathcal{V}(\sigma)}, \quad \sigma \in P_2(A). \tag{5.38}$$
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In particular, since an $A$-sphere is an $A$-homotopy between trivial paths, the holonomy along any $\sigma \in \pi_2(A)$ is trivial. It follows that the transgression map of Proposition 5.5 vanishes, and we recover the fact that $D$ is integrable as a consequence of Theorem 5.4.

Finally, the fact that $D$ integrates to a pull-back groupoid can be obtained by Theorem 5.1 in the following way. By the definitions, two 1-morphisms $(c_0,a_0,x_0)$ and $(c_1,a_1,x_1)$ in $P_1(A) \ltimes E$ are joined by a 2-morphism if, and only if, the following conditions hold: $x_0 = x_1$ and there exists an $A$-homotopy $\sigma : a_0 \Rightarrow a_1$ such that $c_0 = c_1 + \text{hol}(\sigma)(x_0)$.

Taking the identification $E \simeq C$ and formula (5.38) into account, it follows that the quotient space of 1-morphisms by 2-morphisms identifies with $p_E^!G(A)$ by the map

$$P_1(A) \ltimes E \sim \rightarrow p_E^!G(A)$$

$$[c,a,e] \mapsto (c + \text{hol}^E_0(e), [a], e).$$

Then it is easily checked that the groupoid structure on $P_1(A) \ltimes E \Rightarrow E$ descends to the pull-back groupoid structure on $p_E^!G(A)$.

In order to illustrate how the integration of a Lie algebroid 2-term representation up to homotopy by a 2-functor differs from a 2-term representation up to homotopy of the corresponding Weinstein groupoid, which may have been expected as the natural integrating structure, let us take a look at an example proposed in [18, ex. 2.6].

**Example 5.8.** Consider the following $\mathcal{VB}$-algebroid:

$$
\begin{array}{c}
TTS^2 \xrightarrow{dp_{TS^2}} TS^2 \\
p_{TTS^2} \downarrow \quad \downarrow p_{TS^2} \\
TS^2 \xrightarrow{p_{TS^2}} S^2
\end{array}
$$

where $p_{TS^2} : TS^2 \rightarrow S^2$ and $p_{TTS^2} : TTS^2 \rightarrow TS^2$ denote the natural projection, and $dp_{TS^2}$ the differential of $p_{TS^2}$. In that case, we have $E = (\text{id} : TS^2 \rightarrow TS^2)$, therefore the $\mathcal{VB}$-algebroid $D$ is of type 1 and integrates to a pull back groupoid as follows:

$$
\begin{array}{c}
TS^2 \times TS^2 \xrightarrow{\sim} S^2 \times S^2 \\
\downarrow \quad \downarrow \\
S^2 \times S^2 \xrightarrow{\sim} S^2
\end{array}
$$

where both $TS^2 \times TS^2 \Rightarrow TS^2$ and $S^2 \times S^2 \rightarrow S^2$ are pair groupoids.

A splitting of $D$ gives rise to a linear connection $\nabla^E$ on $E$ with curvature $\omega_E$. The corresponding 2-term representation up to homotopy is given by $(\nabla^E, \nabla^E, \omega_E)$. As explained above, the integrating 2-functor is simply given by $\text{hol}(\tilde{\gamma}) = (\text{hol}^E_0, \text{hol}^E_1)$ and $\text{hol}(\sigma) = \text{hol}^E_{\gamma_0} - \text{hol}^E_{\gamma_1}$.

**Remark 5.9.** Comparing Example 5.8 with [18, Ex. 2.6], one may notice that the holonomy 2-functor is obtained by using only the infinitesimal data $(\nabla^E, \nabla^E, \omega_E)$, while the construction of an explicit 2-term representation up to homotopy of $S^2 \times S^2 \Rightarrow S^2$ requires further choices (a Riemannian metric for instance, as in [18]).

In fact, although the choice of a right-horizontal lift can be differentiated to a 2-term representation up to homotopy of the underlying Lie algebroid, the converse is not true. Namely, the
choice of a splitting of a \(\mathcal{VB}\)-algebroid does not integrate to a right-horizontal lift, at least not without involving further choices. It follows that given a 2-term representation up to homotopy of a Lie algebroid \(A\), whose corresponding \(\mathcal{VB}\)-algebroid is assumed to be integrable, we still \textit{do not} obtain a representation up to homotopy of \(G(A)\) in a canonical way.

**Remark 5.10.** There is another point that we believe is worth clarifying, which is the following. A 2-term representation up to homotopy of a Lie groupoid, say \(G(A)\), involves maps \(\Delta^E : G(A) \to \text{Hom}(E, E)\) and \(\Delta^C : G(A) \to \text{Hom}(C, C)\), usually thought of as the holonomy in \(E\) along elements of \(G(A)\).

As emphasized in \cite[Ex. 2.6]{18}, in order to cover a general enough notion of 2-term representation up to homotopy for Lie groupoids, one needs to allow non-invertible homomorphisms.

This may be quite confusing in view of Theorem \cite[19] since not only do \(\text{hol}^E : P_1(A) \to \text{Hom}(E, E)\) and \(\text{hol}^C : P_1(A) \to \text{Hom}(C, C)\) not descend to maps \(G(A) \to \text{Hom}(E, E)\) and \(G(A) \to \text{Hom}(C, C)\), but also do \(\text{hol}^a_E\) and \(\text{hol}^a_C\) \textit{always} define invertible maps.

Again, the apparent contradiction comes from the fact that the choice of a splitting of \(D\) is not enough to induce a right-horizontal lift of \(G(D)\). As a consequence, the corresponding quasi-action \((\Delta^E, \Delta^C)\) is not entirely determined by the infinitesimal data \((\nabla^E, \nabla^C)\). It is not hard to see however that in general, \((\text{hol}^E_a, \text{hol}^C_a)\) and \((\Delta^E_{[a]}, \Delta^C_{[a]})\) coincide up to a chain homotopy.

### 5.4 Integration of type 0 \(\mathcal{VB}\)-algebroids

We now explain how to integrate a \(\mathcal{VB}\)-algebroid \((D; A, E; M)\) of type 0.

**Definition 5.11** \cite[17]{17}. A \(\mathcal{VB}\)-algebroid \((D; A, E; M)\) is said to be of \textit{type} 0 if the core anchor \(\partial : C \to E\) vanishes.

Given a splitting of a \(\mathcal{VB}\)-algebroid of type 0, it follows from the axioms that the associated \(A\)-connections \(\nabla^E, \nabla^C\) have vanishing curvatures. Hence both \(\nabla^E\) and \(\nabla^C\) are representations of \(A\). Furthermore, \(\omega\) defines a 2-cocycle with values in the induced representation of \(A\) on \(\text{Hom}(E, C)\). Note that \(\nabla^E, \nabla^C\) are canonical in the sense that they are independent of the choice of a splitting of \(D\), while only the induced class \([\omega] \in H^2(A, \text{Hom}(E, C))\) depends on this choice. See \cite{17} for more details.

Since both \(E\) and \(C\) are honest representations, it makes sense to integrate \(\omega\) along any \(A\)-sphere \(\sigma\) by usual integrals. Note that the resulting integral, called \textbf{period along} \(\sigma\), only depends on the cohomology class \([\omega] \in H^2(A, \text{Hom}(E, C))\) and the homotopy class of \(\sigma\) in \(\pi_2(A)\). For the sake of simplicity, we shall assume that \(E\) and \(C\) are trivial vector bundles \(E = M \times E_0\) and \(C = M \times C_0\) on which \(A\) acts trivially. Then for any \(A\)-path, the holonomy in \(E\) and \(C\) is the identity. That is

\[
\text{hol}(a) \simeq (\text{id}_{E_0}, \text{id}_{C_0}).
\]

This simplifies the formula \cite[13]{38} for the holonomy along 2-morphisms, justifying the notation:

\[
\text{hol}(\sigma) = \int_\sigma \omega
\]

The integration of a type 0 \(\mathcal{VB}\)-algebroid can then be summarized as follows.

**Proposition 5.12.** Let \((D; A, E; M)\) be a \(\mathcal{VB}\)-algebroid of type 0, where both \(E\) and \(C\) are trivial representations, \(E = M \times E_0\) and \(C = M \times C_0\), of \(A\). Then the following assertions hold:
i) $D$ is an integrable Lie algebroid if, and only if, $A$ is integrable and for any $[\sigma] \in \pi_2(A)$, the periods of $\omega$ along $[\sigma]$ vanish.

ii) the (possibly topological) Weinstein groupoid $G(D)$ identifies with the quotient of $C_0 \times P_1(A) \times E_0$ by the following equivalence relation:

$$(c_0, a_0, e) \sim (c_1, a_1, e) \iff \text{there exists an $A$-homotopy $\sigma : a_0 \Rightarrow a_1$ such that:}$$

$$c_1 - c_0 = \left( \int \int_\sigma \omega \right)(e)$$

**Proof:** Part i) follows from Theorem 5.4 while the explicit description of the Weinstein groupoid $G(D)$ is a direct application of Theorem 5.1. □

**Remark 5.13.** Notice the analogy with the construction of the groupoid integrating a pre-quantization Lie algebroid given by Crainic (see [13, Remark 3.3], also [15]). In fact, for any VB-algebroid $(D; A, E; M)$ of type 0, $D$ can be obtained as a central extension in the following way.

First we denote by $A \ltimes E \to E$ the transformation Lie algebroid. As a general fact [8, Ex. 2.15], $A \ltimes E$ fits into a fibration $A \ltimes E \to A$ whose kernel is the trivial Lie algebroid over $E$.

Next, observe that there is an obvious representation of $A \ltimes E \to E$ on $p^*_E C$ induced by that of $A$ on $C$ by pull-back. Furthermore, $\omega \in \Omega^2(A \ltimes E, C)$ can be seen as a 2-cocycle on $A \ltimes E$ with values in $p^*_E C$ by using the obvious inclusion $\Omega^2(A, \text{Hom}(E, C)) \subset \Omega^2(A \ltimes E, p^*_E C)$.

Then it is easily seen from the brackets that $D$ identifies with a central extension $D \simeq (A \ltimes E) \ltimes \omega p^*_E C$ with twisting cocycle $\omega$, so that $D$ fits into the following extension:

$$
\begin{array}{ccc}
p^*_E C & \overset{i}{\to} & D \\
\downarrow & & \downarrow p \\
E & \overset{id_E}{\to} & E \\
\end{array}
\quad (5.39)
$$

Note that in this exact sequence, all Lie algebroids are over the same base.

**Example 5.14.** There is a 2-representation up to homotopy one can associate to any finite dimensional Lie algebra $g$, as was proposed by Sheng-Zhu [26] in relation with string 2-algebras. The construction goes as follows.

Consider the two term complex with trivial boundary $E := (C := \mathbb{R} \to E := g^*)$ and the 2-term representation up to homotopy of $g$ on $E$ where:

- $\nabla_E := \text{ad}^*: g \to \text{End}(g^*)$ is the coadjoint representation
- $\nabla_C := 0: g \to \text{End}(\mathbb{R})$ is the trivial representation,
- $\omega := [ , ]_g$ is given the Lie algebra bracket on $g$, seen as an element in $\wedge^2 g^* \otimes \text{Hom}(g^*, \mathbb{R})$.

The associated VB-algebroid is given by $D = g \times g^* \times \mathbb{R}$, and fits into a Lie algebroid fibration:

$$
\begin{array}{ccc}
\mathbb{R} \times g^* & \longrightarrow & g \times g^* \times \mathbb{R} \\
\downarrow & & \downarrow \\
\mathbb{R} \times g^* & \longrightarrow & g^* \longrightarrow \{*\}.
\end{array}
$$
Here, $D$ is indeed of type 0 so the kernel $\mathcal{K} = g^* \times \mathbb{R}$ of the fibration is simply a bundle of abelian Lie algebras over $g^*$.

The central extension of Remark 5.39 takes a particularly interesting form in this example, as we now explain. In order to put things into context, recall that given a Poisson manifold $(M, \pi)$ one usually considers the Lie algebroid structure on $T^*M$. However, one might see $(M, \pi)$ as a Jacobi manifold \[15\] as well. This amounts to see $\pi$ as a 2-cocycle on $T^*M$ with values in the trivial representation $M \times \mathbb{R}$. Then the Lie algebroid structure of $(M, \pi)$, seen as a Jacobi manifold, coincides with the corresponding extension class. More explicitly, it is defined on $T^*M \times \mathbb{R}$ with anchor $\rho(\alpha, f) = \pi^2(\alpha)$ and bracket:

\[
[(\alpha, f), (\beta, g)]_{T^*M@\mathbb{R}} := \left( [\alpha, \beta]_{T^*M}, \mathcal{L}_{\pi^2} \alpha g - \mathcal{L}_{\pi^2} \beta f + \pi(\alpha, \beta) \right),
\]

where $[\cdot, \cdot]_{T^*M}$ denotes the standard Lie algebroid bracket on $T^*M$ induced by $\pi$. We obtain this way an extension of the form $M \times \mathbb{R} \xrightarrow{\gamma} T^*M \times \mathbb{R} \xrightarrow{\pi} T^*M$, where all the Lie algebroids are over the same base $M$. In the case of a linear Poisson structure $M = g^*$, one easily checks from the definitions that the Lie algebroid structure on $T^*M \times \mathbb{R}$ coincides with $D = g \times g^* \times \mathbb{R}$, and we recover the diagram 5.39 as follows:

\[
\begin{align*}
\mathbb{R} \times g^* & \xrightarrow{\gamma} g \times g^* \times \mathbb{R} \xrightarrow{\pi} g \times g^* \\
g^* & \xrightarrow{\pi} g^*,
\end{align*}
\]

Finally, note that by applying Proposition 5.12 to $D$, we recover a result by Cranic-Zhu \[15\] Thm. 4, Ex. 4] describing the integration of $g^*$ as a Jacobi manifold.

A Proof of the Theorem 4.19

The proof will be divided in several lemmas.

**Lemma A.1.** For any $A$-path $a : TI \to A$, $\text{hol}(a) = (\text{hol}^E_a, \text{hol}^C_a)$ is a chain homotopy.

**Proof:** We have to show that $\text{hol}^E_a \circ \partial = \partial \circ \text{hol}^a_a$, which obviously follows by integrating the relation $\nabla^E \circ \partial = \partial \circ \nabla^C$. \qed

We need to introduce some notations. Given an $A$-homotopy $adt + bds : TI^2 \to A$, we shall denote $\gamma^E_t$ rather than $\gamma(t, s)$ the base map. Similarly, for any $t, t' \in [0, 1]$, we will denote $a^E_{t', t} : T[t, t'] \to A$ the $A$-path $a|[t', t] \times \{s\}$, while

\[
\text{hol}^E_{a_{t', t}} : E_{\gamma^E_t} \to E_{\gamma^E_{t'}},
\]

\[
\text{hol}^C_{a_{t', t}} : C_{\gamma^E_t} \to C_{\gamma^E_{t'}}
\]

will denote the corresponding holonomies.

**Lemma A.2.** For an arbitrary $A$-connection $\nabla^E$ on a vector bundle $E \to M$ with curvature $\omega_E \in \Omega^2(A, \text{Hom}(E, E))$, and any $A$-homotopy $adt + bds : TI^2 \to A$, the parallel transport and the curvature are related as follows:

\[
\frac{d}{ds} \text{hol}^E_{a^E_{t', t}} (x) = \int_0^1 \text{hol}^E_{a^E_{t', t}} \circ \omega_E(x, b)_{\gamma^E_t} \circ \text{hol}^E_{a^E_{t', t}} (x) dt, \tag{A.40}
\]
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A detailed proof of Lemma A.2 can be found in [23] in the case of usual linear connections (i.e. TM-connection). The case of an arbitrary A-connection follows by pulling back the A-connection along morphisms $TI^2 \to A$.

**Remark A.3.** Notice the global nature of the equation (A.40) as opposed to the local definition of the curvature $\omega_E = [\nabla^E, \nabla^E] - \nabla^E$. It seems not to be a very popular equation\(^1\) although it goes back to the work of Nijenhuis [23] and a fundamental one for our purposes.

**Lemma A.4.** The holonomy along an A-path only depends on its thin homotopy class.

**Proof:** Given a thin homotopy $\sigma : a_0 \Rightarrow a_1$, the term $\omega_E(\alpha, \beta)$ in the right hand term of the equation (A.40) vanishes. It follows that $\text{hol}^E_{a_1,0}$ is independent of $s$, and similarly for $\text{hol}^C_{a_1,0}$. We conclude that $\text{hol}(a) = (\text{hol}^E_a, \text{hol}^C_a)$ only depends on the thin homotopy class of $a$. □

In order to keep simple notations, in the sequel we denote $a_0$ and $a_1$ the paths $a_0^s \equiv 0$, $0$ and $a_1^s \equiv 1$ (notice that the lower indice then refers to the $s$ variable). This way, $\sigma = adt + bds$ is an A-homotopy $\sigma : a_0 \Rightarrow a_1$.

**Lemma A.5.** Given an A-homotopy $\sigma : a_0 \Rightarrow a_1$, $\text{hol}(\sigma)$ defines a chain homotopy $\text{hol}(a_0) \Rightarrow \text{hol}(a_1)$ in 2-Gau$(C \xrightarrow{\partial} E)$.

**Proof:** We have to prove that:

$$\text{hol}(\sigma) \circ \partial = \text{hol}^C_{a_1} - \text{hol}^C_{a_0},$$

$$\partial \circ \text{hol}(\sigma) = \text{hol}^E_{a_1} - \text{hol}^E_{a_0}.$$  

By using successively the lemma A.1 the equation (??) and then the lemma A.2 we obtain:

$$\int_0^1 \text{hol}^C_{a_1,t} \circ \omega(a, b)_{\gamma^s_t} \circ \text{hol}^E_{a_1,t} dt \circ \partial = \frac{d}{ds} \text{hol}^C_{a_1,0},$$

$$\partial \circ \int_0^1 \text{hol}^C_{a_1,t} \circ \omega(a, b)_{\gamma^s_t} \circ \text{hol}^E_{a_1,t} dt = \frac{d}{ds} \text{hol}^E_{a_1,0}.$$  

The result then follows by integrating along the $s$ variable. Note that this lemma was proved for $A = TM$ in [1] Prop. 3.13], where it is stated in a slightly different way. □

**Lemma A.6.** The holonomy commutes with the vertical inverse and composition of 2-morphisms.

**Proof:** Consider two A-homotopies $a_0 \xrightarrow{\sigma} a_1 \xrightarrow{\sigma'} a_2$. Recall that the vertical composition is given by concatenation along the $s$ variable. It follows from the additivity of the integral that:

$$\text{hol}(\sigma \circ \sigma') = \int_0^1 \int_0^1 \text{hol}^C_{a_1,t} \circ \omega(a, b)_{\gamma^s_t} \circ \text{hol}^E_{a_1,t} dt ds$$

$$+ \int_0^1 \int_0^1 \text{hol}^C_{a_1,t} \circ \omega(a', b')_{\gamma^s_t} \circ \text{hol}^E_{a_1,t} dt ds = \text{hol}(\sigma) \circ \text{hol}(\sigma').$$

The fact that the holonomy commutes with the vertical inverse is obvious. □

\(^1\)see the comment in [7, Sec. 15.4.1]
Lemma A.7. The holonomy commutes with the horizontal inverse and composition of 2-morphisms.

\[ \text{PROOF: Given } a_0 \xrightarrow{\sigma} a_1 \text{ and } a'_0 \xrightarrow{\sigma'} a'_1 \text{ (where } a_0 \text{ and } a'_0 \text{ (resp. } a_1 \text{ and } a'_1 \text{) are composable paths) the horizontal composition is obtained by concatenation along the } t \text{ coordinate. Using the additivity of the integral, we see that:} \]

\[ \begin{align*}
  \text{hol}(h \bullet h') &= \int_0^1 \int_0^1 \text{hol}^C_{a'_1,t} \circ \text{hol}^C_{a'_1,t} \circ \omega(a,b)_{\gamma^s_t} \circ \text{hol}^E_{a'_1,t} \ dt \, dt' \\
  &= A \\
  &\quad + \int_0^1 \int_0^1 \text{hol}^C_{a'_1,t'} \circ \omega(a',b')_{\gamma^s_{t'}} \circ \text{hol}^E_{a'_1,t'} \circ \text{hol}^E_{a'_1,t'} \ dt' \, dts' \\
  &= B
\end{align*} \]

In the term \( A \), we substitute the following relation:

\[ \begin{align*}
  \text{hol}^C_{a'_1,t} &= \text{hol}^C_{a'_1,t} + \int_0^1 \int_0^1 \text{hol}^C_{a'_1,t'} \circ \omega(a',b') \circ \text{hol}^E_{a'_1,t'} \ dt' \, dts' \\
  &= \text{hol}^C_{a'_1,t} + \int_0^1 \int_0^1 \text{hol}^C_{a'_1,t'} \circ \omega(a',b') \circ \text{hol}^E_{a'_1,t'} \ dt' \, dts' \circ \partial.
\end{align*} \]

We obtain:

\[ \begin{align*}
  A &= \int_0^1 \int_0^1 \text{hol}^C_{a'_1,t} \circ \text{hol}^C_{a'_1,t} \circ \omega(a,b)_{\gamma^s_t} \circ \text{hol}^E_{a'_1,t} \ dt \, dt' \\
  &\quad + \int_0^1 \int_0^1 \left( \int_0^1 \int_0^1 \text{hol}^C_{a'_1,t'} \circ \omega(a',b') \circ \text{hol}^E_{a'_1,t'} \ dt' \, dts' \circ \partial \circ \text{hol}^C_{a'_1,t} \circ \omega(a,b)_{\gamma^s_t} \circ \text{hol}^E_{a'_1,t} \ dt \, dt' \\
  &= \text{hol}^C_{a'_1,t} \circ \text{hol}^C_{a'_1,t} \circ \omega(a,b)_{\gamma^s_t} \circ \text{hol}^E_{a'_1,t} \\
  &\quad + \int_0^1 \int_0^1 \text{hol}^C_{a'_1,t'} \circ \omega(a',b')_{\gamma^s_{t'}} \circ \text{hol}^E_{a'_1,t'} \circ \left( \int_0^1 \int_0^1 \text{hol}^E_{a'_1,t} \circ \omega(a,b)_{\gamma^s_t} \circ \text{hol}^E_{a'_1,t} \ dt' \, dts' \right) \\
  &= \text{hol}^C_{a'_1,t} \circ \text{hol}^C_{a'_1,t} \circ \omega(a,b)_{\gamma^s_t} \circ \text{hol}^E_{a'_1,t} \\
  &\quad + \left( \int_0^1 \int_0^1 \text{hol}^C_{a'_1,t'} \circ \omega(a',b')_{\gamma^s_{t'}} \circ \text{hol}^E_{a'_1,t'} \ dt' \, dts' \right) \circ \text{hol}^E_{a'_1,t} \\
  &= \text{hol}^C(a'_0) \circ \text{hol}(\sigma) + \text{hol}(\sigma') \circ \text{hol}(a_1) - B
\end{align*} \]

We conclude that: \( \text{hol}(\sigma' \bullet_H \sigma) = \text{hol}(a'_0) \circ \text{hol}(\sigma) + \text{hol}(\sigma') \circ \text{hol}(a_1) = \text{hol}(\sigma') \bullet_H \text{hol}(\sigma) \). We leave it to the reader to check that hol commutes with the horizontal inverses. \( \square \)

Lemma A.8. \( \text{hol}(\sigma) \) is independent of the 3-homotopy class of \( \sigma \).

\[ \text{PROOF: Given a homotopy } H = \text{adt} + \text{bds} + \text{cdu} : TI^3 \to A, \text{ we denote } \gamma^{s,u}_{t} \text{ rather than } \gamma(t,s,u) \text{ the base path. Then } h_0 \text{ and } h_u \text{ will denote respectively the } A\text{-homotopie } h_0 := (\text{adt} + \text{bds})|_{t \times \{u\}} \]
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Also: \(\gamma \circ \text{hol}(h_u)\) is independent of \(u\), which is a consequence of (2.4). For this, we compute:

\[
\frac{d}{du} \text{hol}(h_u) = \int_0^1 \int_0^1 \frac{d}{du} \text{hol}_{a_{1,t}}^{c,u} \circ \omega(a,b)_{\gamma_{1,t}} \circ \text{hol}_{a_{1,0}}^{E,u} dt ds
\]

\[
= \int_0^1 \int_0^1 \text{hol}_{a_{1,t}}^{c,u} \circ \nabla_u \omega(a,b)_{\gamma_{1,t}} \circ \text{hol}_{a_{1,0}}^{E,u} dt ds
\]

\[
= - \int_0^1 \int_0^1 \text{hol}_{a_{1,t}}^{c,u} \circ \nabla_a \omega(b,c)_{\gamma_{1,t}} \circ \text{hol}_{a_{1,0}}^{E,u} dt ds
\]

\[
= A - B
\]

On the right hand side, we have:

\[
B = \int_0^1 \int_0^1 \text{hol}_{a_{1,t}}^{c,u} \circ \nabla_b \omega(c,a)_{\gamma_{1,t}} \circ \text{hol}_{a_{1,0}}^{E,u} dt ds
\]

\[
= \int_0^1 \int_0^1 \frac{d}{ds} \text{hol}_{a_{1,t}}^{c,u} \circ \omega(c,a)_{\gamma_{1,t}} \circ \text{hol}_{a_{1,0}}^{E,u} ds
\]

\[
= \int_0^1 \left( \text{hol}_{a_{1,t}}^{c,u} \circ \omega(c,a)_{\gamma_{1,t}} \circ \text{hol}_{a_{1,0}}^{E,u} - \text{hol}_{a_{1,t}}^{c,u} \circ \omega(c,a)_{\gamma_{1,0}} \circ \text{hol}_{a_{1,0}}^{E,u} \right) dt = 0.
\]

Also:

\[
A = \int_0^1 \int_0^1 \text{hol}_{a_{1,t}}^{c,u} \circ \text{hol}_{b_{u,1}}^{c,u} \circ \left( \text{hol}_{b_{u,t}}^{C,u} \circ \nabla_a \omega(b,c)_{\gamma_{1,t}} \circ \text{hol}_{b_{u,0}}^{E,u} \right) \circ \text{hol}_{b_{u,0}}^{E,u} \circ \text{hol}_{a_{1,0}}^{E,u} dt ds
\]

\[
= \int_0^1 \int_0^1 \text{hol}_{a_{1,t}}^{c,u} \circ \text{hol}_{b_{u,1}}^{c,u} \circ \left( \frac{dt}{dt} \text{hol}_{b_{u,t}}^{C,u} \circ \omega(b,c)_{\gamma_{1,t}} \circ \text{hol}_{b_{u,0}}^{E,u} \right) \circ \text{hol}_{b_{u,0}}^{E,u} \circ \text{hol}_{a_{1,0}}^{E,u} dt ds
\]

\[
= \int_0^1 \int_0^1 \frac{dt}{dt} \text{hol}_{a_{1,t}}^{c,u} \circ \omega(b,c)_{\gamma_{1,t}} \circ \text{hol}_{a_{1,0}}^{E,u} dt ds
\]

\[
= \int_0^1 \left( \omega(b,c)_{\gamma_{1,t}} \circ \text{hol}_{a_{1,t}}^{E,u} - \text{hol}_{a_{1,t}}^{c,u} \circ \omega(b,c)_{\gamma_{1,0}} \right) ds = 0,
\]

which completes the proof. \(\square\)

B A geometric description of the semi-direct product

It is possible to illustrate geometrically the construction of the transformation 2-groupoid \(\mathcal{P}_2(A) \times \mathcal{E}\) by a series of explicit diagrams. Although essentially informal, these diagrams usually offer guidance in the understanding of the algebraic construction.
In order to explain this, we shall use systematically the following notations: given a 1-morphism \( (c, a, e) \in P_1(A) \times \mathcal{E} \), we denote by \( e' \) and \( v \) the following elements: \( e' := \text{hol}_E^c(e) \in E \) and \( v := (c, e') \in G(K) = E \oplus C \) (and similarly when indices are involved).

The geometric illustration goes as follows: in a 1-morphism \( (c, a, e) \), the couple \( (a, e) \) should be thought of as the horizontal lift \( \tilde{a} \) of \( a \) with source \( e \). Hence \( (a, e) \) has target \( e' \). Then \( (c, a, e) \) behaves like the composition of \( \tilde{a} \) with \( v \). In other words, one may think of \( (c, a, e) \) as a 'formal concatenation' \( (c, a, e) = v \cdot \tilde{a} \). This can be pictured as follows:

Using the above diagram as a guidance, we easily recover the source and target maps on the space of 1-morphisms. One can also recover the composition of 1-morphisms, by a concatenation process as follows:

Then the inversion of 1-morphisms can be recovered in an easy manner.

In order to illustrate illustrate the space of 2-morphisms, given a 2-morphism \( (c_0, \sigma, e_0) \in P_2(A) \times \mathcal{E} = C_{p_0} \times_{t_{11}} P_2(A) \times_{p_E} E \), we shall use the following notations:

- \( a_0 := s_v(\sigma) \in P_1(A) \) denotes the source of \( \sigma \),
- \( v_0 := (e'_0, c_0) \in E \oplus C \), where \( e'_0 := \text{hol}_E^c(e_0) \),
- \( a_1 := t_v(\sigma) \in P_1(A) \) denotes the target of \( \sigma \),
- \( v_1 := (e'_1, c_1) \in E \oplus C \), where \( e'_1 := \text{hol}_E^c(e_1) \), and \( e_1 := e_0 \).

The idea lying behind 2-morphisms is the following. First we lift \( a_0, a_1 \) into \( D \)-paths \( \tilde{a}_0, \tilde{a}_1 \), starting at a same point \( e_0 \in E \). Although \( a_0 \) and \( a_1 \) are homotopic \( A \)-paths, because of the presence of curvature, their horizontal lifts \( \tilde{a}_0, \tilde{a}_1 \) are not homotopic in \( D \). Since this is precisely
what hol(σ) measures, we obtain \((c_0, h, e_0) =: \tilde{σ}\) as a formal homotopy between \(v_0 a_0 = (c_0, a_0, e_0)\) and \(v_1 a_1 = (c_1, a_1, e_0)\) provided we set \(c_1 = c_0 - \text{hol}(σ) e_0\), as suggested by the following diagram:

\[
\begin{align*}
\text{hol(σ)} e_0 &\rightarrow \tilde{σ} e_0 \\
\tilde{σ} e_0 &\rightarrow (c_0, a_0, e_0) \\
(c_1, a_1, e_1) &\rightarrow (c_0, a_0, e_0) \\
\tilde{σ} &\rightarrow (c_1, a_1, e_1)
\end{align*}
\]

In this way we easily recover the source and target maps on the space of 2-morphisms. Then the vertical composition of 2-morphisms can be depicted by a concatenation process:

\[
\begin{align*}
\text{hol(σ)} e_0 &\rightarrow \tilde{σ} e_0 \\
\tilde{σ} e_0 &\rightarrow (c_0, a_0, e_0) \\
(c_1, a_1, e_1) &\rightarrow (c_0, a_0, e_0) \\
\tilde{σ} &\rightarrow (c_1, a_1, e_1)
\end{align*}
\]

\[
\begin{align*}
\text{hol(σ)} e_0 &\rightarrow \tilde{σ} e_0 \\
\tilde{σ} e_0 &\rightarrow (c_0, a_0, e_0) \\
(c_1, a_1, e_1) &\rightarrow (c_0, a_0, e_0) \\
\tilde{σ} &\rightarrow (c_1, a_1, e_1)
\end{align*}
\]

We leave it to the reader to figure out the horizontal composition.
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