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Abstract

Quantum materials exhibit a wide array of exotic phenomena and practically useful properties. A better understanding of these materials can provide deeper insights into fundamental physics in the quantum realm as well as advance information processing technology and sustainability. The emergence of digital quantum computers (DQCs), which can efficiently perform quantum simulations that are otherwise intractable on classical computers, provides a promising path forward for testing and analyzing the remarkable, and often counter-intuitive, behavior of quantum materials. Equipped with these new tools, scientists from diverse domains are racing towards achieving physical quantum advantage (i.e. using a quantum computer to learn new physics with a computation that cannot feasibly be run on any classical computer). The aim of this review, therefore, is to provide a summary of progress made towards this goal that is accessible to scientists across the physical sciences. We will first review the available technology and algorithms, and detail the myriad ways to represent materials on quantum computers. Next, we will showcase the simulations that have been successfully performed on currently available DQCs, emphasizing the variety of properties, both static and dynamic, that can be studied with this nascent technology. Finally, we work through three examples of how to perform various materials simulation problems on DQCs, with full code included in the supplementary material (https://stacks.iop.org/QST/6/043002/mmedia). It is our hope that this review can serve as an organized overview of progress in the field for domain experts and an accessible introduction to scientists in related fields interested in beginning to perform their own simulations of quantum materials on DQCs.

1. Introduction

Quantum materials \cite{1, 2}, such as superconductors and complex magnetic and topological materials, exhibit properties and behaviors which can only be described by the laws of quantum mechanics. A better understanding of the sometimes counter-intuitive characteristics of these materials holds great promise for revolutionizing technology for information processing tasks such as computation, sensing, communication, and metrology, as well as efficient energy storage and pharmaceutical drug development \cite{3–7}. Furthermore, advancing our knowledge of quantum materials at a fundamental level can have far-reaching and unforeseeable consequences in terms of better understanding the laws of nature as a whole.

Because accurate measurement of intrinsic properties and response mechanisms of quantum materials can be difficult to achieve with experiment, computer simulation is often utilized in a predictive capacity to obtain approximations of and insights into various features of quantum materials \cite{8, 9}. Over the past half century, such simulations performed on classical computers have been instrumental in advancing such fields as quantum chemistry, materials science, and condensed matter physics \cite{10–12}. Simulations of quantum materials require representing all or parts of the system by a wavefunction, as opposed to classical positions and momenta. There is, however, an inherent difficulty with wavefunction-based materials
simulations on classical computers, namely, the complexity of simulating a many-body wavefunction grows exponentially with system size. The complexity of a simulation refers to the amounts of compute time and/or memory resources that are required. When the size of these resources grows exponentially with the size the system (e.g. number of electrons, number of basis states) the simulation is considered to be inefficient (whereas polynomial scaling is considered efficient). The inefficient scaling of exact quantum simulations on classical computers causes systems with only several atoms to quickly become intractable [13].

Many approximate simulation methods, notably density functional theory (DFT) [14–16], have been developed to reduce the simulation complexity to polynomial (i.e. efficient) scaling with system size. Reductions in computational complexity generally stem from making approximations that eliminate the need to store or manipulate an explicit representation of the exact many-body wavefunction of the material system. DFT, for example, defines the system in terms of many single-particle wavefunctions, as opposed to one many-body wavefunction. These single-particle wavefunctions are used to compute the electron density of the system, which in turn can be used to compute any property of the material. Such approximations allow for reasonably accurate simulation results for certain classes of materials with system sizes reaching hundreds to thousands of atoms [17, 18]. Unfortunately, these methods cannot be extended to all quantum materials simulations, either due to high accuracy requirements, high degrees of entanglement within the system, or large system sizes.

One potential path forward is to perform quantum materials simulations on quantum computers. The theoretical inception of simulating quantum systems on quantum computers dates back to a lecture given by Richard Feynman in the early 1980s [19]. The most widely used quantum computers store information in two-level quantum systems called quantum bits, or qubits. In principle, more levels are accessible, and information can be encoded in a three-level system (qutrit) or higher [20], or as a continuous variable in optical quantum systems [21, 22]. However, this review will focus on materials simulations on quantum computers using qubits, as the majority of available algorithms and hardware have been designed for them.

Due to their quantum nature, which enables superposition and entanglement, qubits can be programmed to efficiently store the wavefunction of a quantum system. Furthermore, evolution of the system can be efficiently simulated as long as the system Hamiltonian is only comprised of local interactions [23]. Such a local Hamiltonian can be written as a sum of polynomially many terms $H = \sum_{i=1}^{N} H_i$, where each $H_i$ acts on a polynomial number of degrees of freedom at most. In other words, for an $N$-variable system, each term in the Hamiltonian acts on at most $k$ variables, with $k < N$ (often, $k \ll N$). Fortunately, this is not too stringent of a requirement for materials simulations as ‘any system that is consistent with special and general relativity evolves according to local interactions’ [23]. As the primary intention of materials simulations on quantum computers is to better understand real materials for human use, we may presume all Hamiltonians of interest will be local, and thus efficient to simulate on a quantum computer.

There are a number of candidate implementations for quantum computers, many of which are under active investigation. Currently available quantum computers, referred to as noisy intermediate-scale quantum (NISQ) computers [24], are limited in their total number of qubits, as well as in the fidelity of information stored in and operations performed on those qubits. While complex error-correcting schemes may one day give rise to fault-tolerant quantum computers, quantum computers of the near future will have too few qubits for such overhead. Given these constraints, highly anticipated uses for quantum computers like factoring large numbers [25] and searching unsorted databases [26] are not currently viable, making materials simulations one of the most promising applications for NISQ computers.

A great deal of theoretical progress has been made in algorithm development for materials simulations on quantum computers [9, 27–29]. Since the foundational algorithm for simulating many-body Fermi systems on quantum computers was published over twenty years ago [30], a number of algorithms have been proposed for simulating static properties, like ground-state energy, as well as for simulating quantum dynamics. The last five years has seen incremental improvements in complexity bounds and resource requirements of these algorithms [31–43].

Implementing such algorithms on quantum computers requires mapping components of the algorithms onto the qubits of the quantum computer. There are numerous ways to encode a material system into qubits, with the most appropriate one determined by the specifics of the simulated material [44]. A variety of software packages have been developed to aid in implementing such algorithms and encodings, which are slowly growing and maturing [45, 46]. However, due to the limitations of current NISQ hardware, successful simulations of real materials on quantum computers have been limited to proof-of-concept simulations of small molecules and toy material models. As more efficient algorithms reduce requirements of qubit number and fidelity, and better quantum computing hardware increases numbers of higher quality qubits, it is believed that quantum materials simulations on quantum computers of the near-future can aid
in discovering new materials via high-throughput simulations, elucidating material behaviors and mechanisms, rationalizing experimental results, and exploring new physical models and materials theories.

Simulations of quantum materials break into two main paradigms: (i) static simulations that estimate intrinsic quantum material properties such as ground and excited state energies and (ii) dynamic simulations that observe how time-dependent properties change as the quantum material evolves in time. When studying molecules, static simulations are often made the key approximation of freezing the positions of the nuclei in the molecule, known as the Born–Oppenheimer approximation. Such simulations can shed light on the electronic and structural characteristics of enzyme active sites [47–49], intermediate geometries and molecular adsorption energies in catalytic reactions [50–52], and the photo-chemistry in light-harvesting processes [53]. Other molecular simulations, however, must consider the atomic motion of the nuclei. This requires constructing a Hamiltonian to quantum mechanically describe the motion of the nuclei, which is difficult to compute due to the Hamiltonian’s dependence on the potential energy surfaces generated by the electrons [54, 55]. Once this nuclear Hamiltonian is formulated, it can be used to compute the (ro-)vibrational spectra of molecules which can elucidate molecular structure and behavior [56].

Moving from molecules to larger crystalline materials opens the door to a more diverse set of emergent properties and systems that can be simulated. Systems like Mott insulators [57], high-temperature superconductors [58], two-dimensional materials [59], and frustrated spin systems [60] all exhibit interesting quantum properties intimately related to the high level of correlation amongst their comprising electrons. The fields of condensed matter physics and materials science are largely interested in computing electronic band structures and phase diagrams to better understand these strongly correlated materials.

Dynamic simulations, on the other hand, are essential for the study of time-dependent properties in materials. Specifically, these simulations are concerned with electronic and nuclear motion through time to discern rates of chemical processes [61], elucidate electron transport [62], and unravel the dynamical interactions of matter with light [63]. Two major areas of interest for such simulations include (i) non-adiabatic quantum effects, such as non-radiative energy relaxation processes [18], and (ii) non-equilibrium dynamics for explaining equilibration of quantum systems [64] and describing exotic driven and topological materials [4, 65].

This review is organized as follows. In section 2 we give an overview of the technology available for simulating materials on quantum computers, including both hardware and software. In section 3, we provide an overview of the algorithms that have been developed and successively improved upon for such simulations. In section 4, we summarize the various Hamiltonians that have been used to model materials and how they can be mapped onto the qubits of the quantum computer. In section 5, we describe the static materials simulations that have been successfully carried out on quantum computers, while section 6 covers dynamic simulations. In section 7 we work through full examples for performing a sample static and dynamic material simulation on a quantum computer. Finally, in section 8 we conclude with an outlook on future progress on all fronts for simulation of materials on quantum computers.

2. Available technology

Over the last decade, a tremendous amount of technological progress has been made in both the hardware and software that are available for performing materials simulations on quantum computers. The quantum hardware we focus on in this review comes in the form of digital quantum computers (DQCs) (as opposed to adiabatic or analog quantum computers [8, 66–69]), comprising a set of qubits on which a universal set of quantum logic gates can be enacted. We therefore highlight software libraries and full-stack software packages for classical computers that have been developed for designing, optimizing, and executing quantum circuits for execution on DQCs. A steady stream of advances unfolding on both fronts feed into the recent progress that has been seen in materials simulations on quantum computers. Hardware improvements, including increasing the total number of qubits, enhancing qubit connectivity, and raising gate fidelity, allow for larger quantum circuits, and hence more complex materials, to be simulated. Improvements in software, particularly those which enable shorter circuits, allow for higher-fidelity results from the currently available quantum hardware. In this section, we provide an overview of the state-of-the-art hardware and software for simulating materials on quantum computers.

2.1. Hardware

In principle, any coherent quantum system can be used for quantum information processing [20, 70–72]. However, what distinguishes a good candidate quantum computer is (i) long coherence times, (ii) fast gate operation speeds, and (iii) high gate fidelities. The coherence time of a quantum computer is given by the length of time its qubit states can be stored faithfully. In order to achieve reliable results, a quantum computer should complete a given quantum circuit in a wall-clock time shorter than the coherence time of
the qubits. Quantum circuits that run longer than the coherence time lead to lower-fidelity results, as it is possible for qubits to decohere (i.e. lose the information they are storing) before they are measured. Therefore, fast gate operations are desirable, enabling more gates to be performed within the coherence time. The gate fidelity refers to the probability that the gate performs its operation error-free. As in classical computing, quantum logic gates come with associated error rates, and the goal is to make these rates as low as possible. This is of particular importance in the NISQ era, where qubit numbers are too low to afford advanced error-correcting techniques.

Currently, there are several contending technologies for implementing qubits for DQCs. The most widely available quantum computers, which are accessible over the cloud, include those based on superconducting qubits (IBM [73], Rigetti [74], and Google [75]), trapped-ion qubits (IONQ [76], Honeywell [77]), and photonic qubits (Xanadu [78]). All have been scaled to tens of qubits, with plans to scale to a thousand qubits within three years [79]. These, along with emerging qubit technologies are described in the sections below.

### 2.1.1. Superconducting qubits

Superconducting qubits represent one of the most promising quantum hardware technologies, with many such devices under current development in academic, government, and industry settings [80]. Such qubits are comprised of superconducting solid-state circuits, engineered to provide good coherence times and control abilities [81–87]. Their main advantage is that as solid-state systems they are easy to control with electronic devices. However, to achieve superconductivity and to decrease noise to acceptable levels, they must be cooled to milli-Kelvin temperatures.

Superconducting qubits typically consist of a capacitor, an inductor, and a Josephson junction. The capacitor and inductor create an LC oscillator. This superconducting oscillator is a quantum harmonic oscillator with discrete energy levels. A quantum harmonic oscillator has equidistant energy levels. It is therefore difficult to induce a transition between a particular pair of states. By adding a Josephson junction, which is a nonlinear inductor, the energy levels are shifted into non-equidistant levels. Only then it is possible to uniquely address a transition between the ground state and the first excited state. Similar to other physical realizations, superconducting qubits have higher excited states, which can be ignored or used as multilevel quantum registers called qudits [88, 89].

Circuits with different properties can be created by changing the capacitance and inductance of the circuit components. Examples include phase qubits [90, 91], flux qubits [92], charge qubits [93], transmons [94, 95], Xmons [96], and gatemons [97]. Qubits are typically coupled to electromagnetic cavities and their control and readout is performed by microwave pulses into these cavities [98–111]. There has been rapid improvement in this technology in the past decade [112, 113]. There are currently a handful of functional quantum computers based on superconducting qubits, with the largest one comprising 72 qubits [114]. Superconducting qubits typically have coherence times around 50–100 μs, though have demonstrated coherence times of up to 8 ms [115]. Gate speeds for superconducting qubits are on the order of tens of ns, while two-qubit gate fidelities up to 99.5% have been achieved [116]. Novel ways to encode quantum information that are better protected from environmental noise are being developed. Examples include Schrödinger-cat states [117] or so-called 0–π qubits [118]. Therefore, the optimal design of superconducting qubits has not been yet settled.

### 2.1.2. Trapped-ion qubits

Another extremely promising technology for DQCs is based on trapped-ion qubits [119–122]. Already, several trapped-ion based quantum computers, with up to 32 qubits, have been implemented with limited access via the cloud. In a trapped ion-quantum computer, ions confined in lattice traps formed by electromagnetic fields serve as the qubits. The internal electronic states of the ions are mapped to the qubits, while shared motional modes of ions allow for transfer of quantum information between ions to enable qubit entanglement. Trapped ions have the highest coherence times among all technological candidates, with coherence times longer than 10 min observed [123]. Another advantage of trapped-ions is the high-fidelity of both one- and two-qubit gates. Single-qubit rotations have been shown to obtain fidelities of over 99.99% [124, 125], significantly above the threshold level believed to be required for fault-tolerant quantum computation. Furthermore, fidelities of up to 99.9% have been experimentally demonstrated for two-qubit entangling gates [125, 126].

The disadvantage of trapped-ions is that gate speeds are significantly slower; while execution times for two-qubit gates on trapped-ions have been shown to be as fast as 1.6 μs [121], analogous gates on superconducting qubits can be executed in times two orders of magnitude shorter. Furthermore, scalability is also a concern as the control complexity grows with the square of number of ions [127]. One solution
may be to use them in a modular architecture, with each module containing only a limited number of qubits [128].

2.1.3. Photonic qubits
Optical photons are another suitable realization of qubits [129–133]. The quantum information can be encoded in photon path, polarization, spatial modes or in time [133]. The main obstacle with photonic qubits is the limited interaction between photons. Nonlinear optical media are typically used to facilitate interactions between photons. Nonlinear interaction, however, is weak and can also lead to absorption. There exists another approach using only linear elements with help from measurement of ancilla qubits [134–136]. Universal quantum computation is then possible with single-photon generators, phase shifters, beam splitters, and photon detectors. However, the required resources are high. Current photonic chips provide less qubits and limited sets of gates compared to existing superconducting or trapped-ion platforms. Their future potential is in very large-scale integration of thousands or millions of qubits in photonic integrated circuits. As such, photonic quantum technologies are already utilized in quantum communication, i.e. to transfer quantum information over long distances.

2.1.4. Emerging technologies
Whereas the previously mentioned qubit technologies have seen successful implementations that are accessible over the cloud for scientific and commercial use, other emerging technologies are under active development. The next qubit technology closest to commercial release is based on cold, neutral atoms [137–141]. Here, laser-cooled, neutral atoms are arranged in a lattice using optical or magnetic traps. Qubits states are encoded in either the Zeeman or hyperfine ground states, which provide long coherence times. One-qubit gates can be executed with microwaves or two-frequency Raman light, while two-qubit entangling gates can be implemented via Rydberg interactions or controlled collisions. Long coherence times are a major advantage of neutral atom qubits, with coherence times up to an hour having been observed in cryogenic environments [142]. Another advantage of neutral atom qubits is the ability to natively implement multi-qubit gates, which can greatly improve quantum circuit depth and error tolerance. Two disadvantages of neutral atoms are slow gate speeds, which are on the order of μs, and low two-qubit gate fidelities, around 94.1% [143].

Spin qubits based on silicon quantum dots represent an approach that utilizes existing semiconductor technology [144]. They can operate at higher temperatures than superconducting qubits [145] and their control electronics can be integrated on the same chip as the qubits [146]. Another emerging technology is the use of nitrogen-vacancy centers [147–150] as qubits. These are created by replacing a portion of carbon atoms with nitrogen atoms in the crystal lattice of the diamond. The quantum information is stored in the nuclear spin. The advantages of such nuclear spins are their long coherence times and the fact that they can be stored at room temperature. A final promising technology is topological qubits [151, 152], which, by design, are insensitive to environmental noise, one of the largest sources of decoherence in qubits. Topological qubits can be realized by quasi-particles that are neither bosons or fermions but obey anyonic statistics. An example of such quasiparticles are Majorana zero modes [153–155]. Scalable designs of topological quantum computers have been proposed [156], however, the underlying technology is not yet ready for quantum applications. It is currently unclear how to reliably create Majorana zero modes and whether the proposed set of universal quantum gates and other operations can be realized in practice [157, 158].

2.2. Software
As new implementations of quantum hardware have evolved to have larger qubit counts with greater gate fidelities, there has been increased activity in the development of software to support quantum program development in the form of programming libraries and full software stacks. Specifically, software is needed to design the quantum circuit that carries out the materials simulation, such as initial state preparation, appropriate system evolution, and measurement of the desired observable. Furthermore, if the circuit is designed to run on a realistic backend with fixed qubit connectivity and noisy qubits and gates, classical software is also needed for quantum circuit optimization, which enforces the qubit topology in the circuit and attempts to minimize the circuit depth. This quantum circuit optimization step is referred to as quantum compilation or circuit synthesis. Recently, an in-depth review outlined the functionality of open source software for all levels of the quantum software chain [45].

As access to quantum computing hardware is still limited, software stacks typically include a simulator that emulates the quantum circuit execution on a classical computer. Due to the exponential scaling of memory resources with system size for these simulators, there is a limit of approximately 45–50 qubits even on the largest classical supercomputers. In some cases, the software stack can be configured to access actual
quantum hardware through a cloud-computing interface where the specific hardware available depends on the provider.

While the majority of software is targeted towards general quantum programs, there are a few libraries that have been designed and built specifically for facilitating simulations of materials on quantum computers. These libraries provide interfaces that are more intuitive to scientists in the chemistry and materials domains, as well as high-level functions that allow users to work at an abstraction layer above gate-level composition of quantum circuits. Some of the listed packages can even interface with conventional computational packages that are required to provide the one- and two-electron integrals required for simulations in quantum chemistry. In Table 1, we describe the noteworthy attributes of various software packages available for designing materials simulations on quantum computers. Though some of the software packages were developed specifically for quantum chemistry, many components of them can be adapted for more general materials simulations.

### 3. Algorithms for Materials Simulations

Hundreds of quantum algorithms have been developed since the early days of quantum computing [166, 167]. While there are myriad properties that are of interest for materials simulations on quantum computers, only a small number of quantum algorithms currently serve as building blocks for designing such quantum programs [28]. Of the relevant quantum algorithms that can be adapted to materials simulations problems, many require substantial quantum resources, like large numbers of qubits or deep quantum circuit. A large area of research is therefore dedicated to reducing the number of required qubits and gates for those algorithms relevant for chemistry and materials science. A second large area of research involves developing novel algorithms for materials simulation. In this section, we summarize the main algorithms that have been developed for simulations of materials on quantum computers.

#### 3.1. State Preparation

Central to materials simulations on quantum computers is the ability to prepare a target wave function $|\psi_t\rangle$ accurately on a quantum device. Consider a qubit register (i.e. a set of qubits) in its fiducial initial state $|\psi_0\rangle$, usually all qubits in the zero state. In general, to prepare the target wave function one must apply a unitary operator $\hat{U}$ with an eigenbasis containing that wave function. Application of $\hat{U}$ to the initial product state results in a final wavefunction $|\psi_f\rangle$, written as

$$\hat{U}|\psi_0\rangle = |\psi_f\rangle.$$

A state preparation algorithm must be able to prepare a state where we minimize infidelity to some algorithmic $\epsilon$ of error

$$1 - |\langle \psi_t | \psi_f \rangle| \leq \epsilon.$$

Once the target state has been prepared, observable information can be extracted through measurement in static materials simulations. Alternatively, the target state can represent an initial quantum state that is further evolved through time in dynamic materials simulations.
The preparation of an arbitrary quantum state is exponentially hard because a generic state for an \( n \)-qubit system contains \( 2^n \) complex amplitudes, thus requiring \( O(2^n) \) gates in a quantum circuit to prepare [20]. Fortunately, most materials problems do not begin with an arbitrary quantum state, but rather with structured states including product states, ground states, and thermal states. In fact, if the wave function of the system is represented on a real-space grid, then most physically relevant quantum states are efficiently preparable [168, 169]. The computational complexity and resource estimates of general-purpose ground state preparation algorithms and their computational complexity are analyzed in references [170–172].

3.1.1. Ground state preparation

A large majority of materials simulations require initializing the system into the ground state of some Hamiltonian, including static simulations aimed at computing the ground state properties of a material [173] and dynamic simulations such as quantum quenches [174]. There are a number of methods for preparing the ground state of a given material Hamiltonian on quantum computers. One approach is based on the quantum phase estimation (QPE) algorithm, which can be used to find the phase \( \theta \) of an eigenvalue of a unitary matrix, i.e. \( \hat{U} |\psi\rangle = e^{2\pi i\theta} |\psi\rangle \), where \( \hat{U} \) is a unitary matrix and \( |\psi\rangle \) is its eigenvector [20, 175, 176]. If we set \( \hat{U} = e^{-i\hat{H}t} \), where \( \hat{H} \) is the system Hamiltonian, then the eigenvalues are proportional to the energy levels of the system [177]. Within materials problems, therefore, QPE is generally used to find the ground state energy of a material, which is simply the smallest eigenvalue of the material’s Hamiltonian.

Two quantum registers of qubits are used in QPE. The first register is initialized into an efficient-to-prepare state that has ample overlap with the eigenstate of the corresponding desired eigenvalue. For example, if the ground state energy is desired, this register should be initialized into a state \( |\psi\rangle \) that has sufficient overlap with the ground state \( |g\rangle \). The second register is initialized into an equal superposition over all computational basis states and at the end of the algorithm will store the desired eigenvalue in binary format with probability \( |\langle g |\psi\rangle|^2 \). (We note there is also an iterative version of QPE in which this second register contains only one qubit, which is used to read out the desired eigenvalue bit by bit over many iterations of the algorithm [178]). Thus, the higher the overlap between \( |\psi\rangle \) and \( |g\rangle \), the higher the probability of successfully measuring the desired eigenvalue. After measurement of the eigenvalue into the second register, the first register collapses into the corresponding eigenstate. Thus, QPE can also be utilized for ground state preparation, where the first register, storing the eigenstate, is used as the initial state for a materials simulation problem.

The difficulty with this method is that initializing the quantum register into a state with sufficiently large overlap with the desired eigenstate (usually the ground state) can be a nontrivial task. Typically, therefore, one must perform the QPE repeatedly until the ground state is obtained. This incurs a computational cost that scales inversely with the size of the overlap between the initial and ground state, though techniques have been proposed to reduce this cost [35, 179, 180]. Techniques proposed for preparing a state close to the ground state include methods that utilize classically tractable computations [181–186], variational methods [187], utilizing imaginary time evolution [188], and adiabatic state preparation (ASP) [177].

In fact, ASP can be used in its own right to prepare ground states for static and dynamic simulations. ASP is based on the adiabatic theorem [189], which states that the system remains in its instantaneous eigenstate despite a slowly changing system Hamiltonian as long as there is a gap between the corresponding eigenvalue and the rest of the Hamiltonian spectrum. ASP for ground state preparation works by initializing the qubits into an easy-to-prepare ground state of some initial Hamiltonian and then slowly varying the Hamiltonian into a final Hamiltonian whose ground state is the target ground state. The speed of this variation is limited by the size of the gap between the energies of the ground state and the first excited state.

A final method for ground state preparation is the variational quantum eigensolver (VQE) [190, 191]. VQE is a hybrid quantum–classical algorithm in which a parameterized quantum circuit is used to construct a wavefunction while a classical computer is used to optimize these parameters to minimize the expectation value of the Hamiltonian. VQE can be summarized in the following steps: (i) start with a random set of parameters \( \theta \), (ii) prepare the trail wavefunction \( |\psi(\theta)\rangle \) on the quantum computer, (iii) measure the expectation value of the Hamiltonian for \( |\psi(\theta)\rangle \), (iv) find a new set of parameters \( \theta \), (v) repeat until the convergence in energy is achieved. At this point, the parameterized circuit should prepare the ground state, or a state very close to the ground state, of the Hamiltonian. VQE requires substantially smaller number of gates and shorter coherence times than QPE. It trades a reduction in required coherence time with a polynomial number of repetitions. It is thus better suited for NISQ architectures.

3.1.2. Thermal states preparation

While many state preparation techniques assume the system to be at zero temperature, initializing the system into a thermal state is required for interesting materials simulations related to thermalization,
thermal rate constants, and other finite-temperature phenomena. Various methods for thermal state preparation have been proposed, including one for preparing Gibbs states that makes use of QPE [192], methods that rely on quantum imaginary time-evolution (QITE) [188, 193], and methods that prepare thermofield double states [194–197], many of which are inspired by the quantum approximate optimization algorithm [198].

3.2. Hamiltonian evolution

After preparing the initial state of the system, most materials simulations require evolving the system through time, defined by the Schrödinger equation

\[ i\hbar \frac{\partial}{\partial t} |\psi(t)\rangle = \hat{H}|\psi(t)\rangle, \]

where \( \hat{H} \) is the simulated system’s Hamiltonian, and \( |\psi(t)\rangle \) is the time-dependent many-body wavefunction of the system. The time-evolution operator, which acts on a system’s wavefunction, taking it from one form at the initial time to its form at a final time, is derived from the time-dependent Schrödinger equation, and can be written in the atomic unit as a time-ordered exponential

\[ \hat{U}(0,t) \equiv \hat{U}(t) = T \exp \left[ -i \int_0^t \hat{H}(t') dt' \right]. \]

For a time-independent Hamiltonian, equation (4) simplifies to \( \hat{U}(t) = e^{-i\hat{H}t} \). For a time-dependent Hamiltonian, a product formula is used to cut the time-evolution into small time-steps over which period the Hamiltonian is assumed to be constant [199].

In order the simulate such Hamiltonian dynamics on a quantum computer, a quantum circuit must be generated whose comprising gates mimic the operation of the time-evolution operator on the qubits. Unfortunately, the exact time-evolution operator can be difficult to compute in many cases, as it is given by an exponentiated matrix (the system Hamiltonian). Specifically, if the Hamiltonian operator is difficult to diagonalize, the time-evolution operator will be difficult to compute. For some special models, there are procedures for diagonalizing the system Hamiltonian. In these cases, the quantum circuit can be built up from (i) a set of gates which move the qubits into the diagonal basis, (ii) a set of gates that enact the time-evolution operator in its easily computed diagonal form, and (iii) a set of gates that revert back to the computational basis of the qubits [200, 201]. However, such procedures are not known for the majority of material systems, and so approximations are generally made for computing the time-evolution operator.

The simplest and most commonly used approximation is based on the Trotter–Suzuki decomposition [202, 203]. First, the Hamiltonian is split up into terms that are each easily diagonalizable on their own. For example, consider a Hamiltonian \( \hat{H} \) that can be decomposed into two separate components as \( \hat{H} = \hat{X} + \hat{Y} \), where \( \hat{X} \) and \( \hat{Y} \) are easy to diagonalize individually. The time-evolution operator \( \hat{U} = e^{-i\hat{H}t} = e^{-i\hat{X}t} e^{-i\hat{Y}t} \) requires exponentiation of this Hamiltonian; however, if \( \hat{X} \) and \( \hat{Y} \) do not commute, the exponential law \( e^{\hat{X}+\hat{Y}} = e^\hat{X} e^\hat{Y} \) is invalid. Generally, Hamiltonians for materials systems are composed of linear combinations of operators that do not commute. However, applying the Lie–Trotter product formula

\[ e^{-i\hat{X}t} e^{-i\hat{Y}t} = \lim_{N \to \infty} \left( e^{-i\hat{X}t/N} e^{-i\hat{Y}t/N} \right)^N \]

it is possible to approximate the exponential in the time-evolution operator. In this way, the time evolution is broken into small time-steps \( \Delta t = \frac{\epsilon}{N} \). For each time-step the individual terms of the Hamiltonian are exponentiated and the matrix exponentials are then multiplied together. The evolution by different components of the Hamiltonian are each alternatingly applied to the system for a short time until the total time evolution is reached. This method (commonly known as Trotterizing) makes time-evolution of materials on quantum computers feasible. Since in practice \( N \) in equation (5) is finite, the Trotter approximation leads to an amount of error controlled by the size of the time-step \( \Delta t \). For a detailed discussion on Trotter error in quantum algorithms see references [204, 205]. Less commonly used approximations are based on a Taylor series truncation for time-independent Hamiltonians [206], and the Dyson series for time-dependent Hamiltonians [207]. In both cases, the time-evolution operator is built up as a linear combination of unitaries [208]. These methods, however, require high quantum resources, and thus are not as frequently used in the NISQ era.

When evolving the system through real-time, the time-evolution operator is unitary (by definition), and thus it is relatively straightforward to convert it into a set of gates in a quantum circuit that can be executed on the quantum computer. However, it is also possible to construct evolution through ‘imaginary time’. This is accomplished by setting the normally real-valued \( t \) in \( \hat{U}(t) = e^{-i\hat{H}t} \) to a purely imaginary value.
Figure 1. Embedding schemes for hybrid quantum–classical computation of materials.

t = −iβ, such that the evolution operator becomes \( \hat{U}(t) = e^{-\beta \hat{H}} \). This non-unitary operator can be useful for several purposes, including driving a system into Hamiltonian ground- and excited-states, or creating thermal states \([188, 209, 210]\). Since it is not possible to implement non-unitary gates on the qubits of a quantum computer, this operator must be approximated using the recently developed QITE method \([188]\). While the QITE algorithm is theoretically sound, there are a couple of factors limiting its broad use. One limitation is that the correlation length in the system must remain bounded in order for the algorithm to remain feasible to execute. The correlation length determines the number of operators that must be measured to generate the QITE circuit, which grow exponentially with correlation length. The QITE approximation will be more accurate with higher correlations lengths, but this comes at the cost of greater overhead in generating the circuit. Symmetry can be used to reduce the number of operators that are required to be measured to generate the QITE circuits \([193]\). The other limitation is that QITE tends to produce relatively large circuits which are not NISQ-friendly. However, several techniques for shortening circuit depths have been presented \([211, 212]\).

3.3. Embedding methods

Quantum processing power for materials simulations is maximized for strongly correlated systems where perturbative approaches are incapable of capturing correlation energy and dynamical effects. In many relevant materials only a small portion of the system is strongly correlated (usually this is the main region of interest), while the larger remaining portion can be considered weakly correlated. High-accuracy calculations are required to characterize this strongly correlated region, while lower-accuracy calculations are often sufficient to characterize the weakly correlated region. Quantum embedding theories seek to join these two levels of computation together to accurately simulate larger quantum materials with minimal computational resources. This is achieved by embedding the strongly correlated space into the remaining weakly correlated space, where the strongly correlated component is treated with a high-accuracy calculation techniques and the weakly correlated component is calculated using cheaper or more approximate computational methods \([213, 214]\). Near-term quantum computers, which can efficiently simulate strongly correlated systems but have a limited number of qubits, are well-suited for the high-accuracy calculation of the reduced system space. Classical computers, on the other hand, are well-suited for simulation of the larger, weakly correlated space, for which they can use a host of approximation schemes that have been developed over the last few decades. Therefore, the development of hybrid quantum–classical embedding algorithms offers great potential in enabling simulations of strongly correlated materials in the near term.

Hybrid quantum–classical embedding algorithms can be divided into two main groups: (i) system–bath solvers that encode weakly correlated degrees of freedom as a bath (i.e. environment) that is connected to the strongly-correlated subsystem, and (ii) down-folding contributions from high, unoccupied states into an effective Hamiltonian in a reduced Hilbert space. A schematic categorizing the various embedding methods is depicted in figure 1.
System–bath solvers use a hybridization function to converge an impurity Green’s function to a lattice Green’s function. The impurity Hamiltonian, which represents the strongly correlated subsystem, is solved using more computationally expensive techniques that capture the correlation like exact diagonalization, or quantum Monte-Carlo [215, 216]. The complexity of this problem scales exponentially with subsystem size on classical computers, which makes using a quantum computer to solve this portion of the embedding problem attractive. Thus hybrid classical–quantum embedding algorithms can be devised that use a feedback loop between a quantum computer, which computes the impurity Green’s function and a classical computer, which computes the lattice Green’s function, to achieve convergence between the two.

System–bath embedding algorithms used to evaluate strongly correlated material systems are dynamical mean field theory (DMFT) [217], density matrix embedding theory (DMET) [218], and self-energy embedding theory (SEET) [219, 220]. Since these methods rely on results from a quantum computer to achieve convergence, advances in quantum algorithms that can calculate the Green’s function and self-energy in a noisy system are essential.

Accurate quantitative analysis requires capturing correlations outside the embedded fragments. In DMFT the local self-energy is approximated with an impurity Hamiltonian that takes into account some correlation between the embedded strongly-correlated fragment and the weakly correlated bath. The impurity Greens function converges to the local Greens function by enforcing the hybridization function. SEET improves upon DMFT by removing double counting of electron correlation that causes inaccuracies in ab initio DMFT calculations. DMET uses a composite impurity wavefunction with a separable strongly-correlated embedding fragment and the bath degrees of freedom. The fragment and bath possess the same Hilbert space dimension. Using a wave-function method rather than the Greens function method reduces the complexity of computing the strongly correlated orbitals. DMET and SEET have recently been benchmarked on a 10 atom hydrogen chain and a hydrogen chain in the thermodynamic limit [221]. DMET and SEET performed similarly, and the error from the full configuration interaction (CI) improved with more impurity orbitals. In the large-N limit DMET matches the DMRG energy within chemical accuracy. This error, particularly at large bond-distances was significantly less than the UCCSD and RCCSD methods. This is of particular importance for quantum embedding algorithms that use VQE with a UCCSD ansatz.

The principal DMFT algorithm for quantum computers uses real-time evolution and the QPE to obtain the impurity Green’s function for the subsystem [222–226]. Due to noise on current quantum hardware, the unitary time-evolution required to obtain necessary correlation functions becomes difficult to accurately simulate since the decoherence time of the qubits is shorter than the amount of time needed to prepare the time-evolved state. Specifically, it is difficult to calculate Greens functions on quantum computers and quantum algorithm development for Greens functions is an open area of research [227]. As an alternative, variational methods can be used for near-term quantum devices, where the ground state is prepared on the quantum device using a variational algorithm and the impurity Green’s function is extracted using the Lehman representation in the zero temperature limit [228]. While the variational and QPE DMFT algorithms are formally equivalent in solution, they have very different noise sensitivities and scaling. The variational methods currently rely on VQE, where the complexity scaling to larger system sizes is not known, and errors arise in the energies obtained. The distribution of energies should obey sum rules and causal relations, neither of which are guaranteed by the quantum algorithm, and thus some form of regularization is required to impose these. Finally, the real-time evolution leads to Trotter errors, which affect the measured energies.

Errors from the measurements in both variational and QPE DMFT approaches will propagate through the self-consistency loop (although so far this has not yet been demonstrated in the variational approach), leading to unphysical quasiparticle weights and unphysical poles near zero energy. Empirically, it is observed that these issues are more severe in the metallic phase than in the insulating phase [225], making a converged solution for metallic materials difficult to obtain. The dependence of the self-consistent algorithm on the result of the impurity solver, which here is obtained from a quantum computer, makes converging these embedding methods noise sensitive.

Rather than evaluating the Green’s function and self-energy to reach self-consistency, embedding algorithms that require the ground state and the single particle density matrix of the embedded subsystem greatly reduce the complication of extracting the full Green’s function from a quantum computer. A quantum DMet algorithm has been proposed that uses VQE with a UCCSD ansatz to obtain a ground state [229]. The Gutzwiller quantum classical embedding (GQCE) algorithm, defines a strongly-correlated subsystem interacting with a quasi-particle bath [230]. The GQCE hybrid algorithm also relies on near-term quantum simulation algorithm for generating ground states, described above.

Unlike the system–bath solvers, embedding in method (ii) occurs as a classical pre-processing technique. Specifically, the Hilbert space of a large system is embedded into a reduced Hilbert space, approximately
maintaining all correlation contributions from the initial Hilbert space. Typically, the basis set used to define a material system includes higher-energy, unoccupied states, which contain dynamical correlation. Encoding a Hamiltonian using such an extended basis set requires a larger number of qubits to capture the effects of these orbitals. If one were to evaluate this Hamiltonian classically, approximate solvers are required to extract the energy. To use an exact solver on a classical computer, the Hilbert space must be truncated and thus, unoccupied orbital contributions are lost. Embedding methods using DFT and the double unitary coupled cluster (DUCC) have been developed to capture correlations contained in the virtual (i.e. unoccupied) orbitals by down-folding contributions from these orbitals into a reduced-space, effective Hamiltonian [231–233]. To obtain the effective Hamiltonian the virtual orbitals containing dynamic correlation are separated from the subspace containing static correlation effects. Projecting the virtual space (environment) onto the reduced active space yields an effective Hamiltonian that provides higher accuracy without the need to model the entire orbital space, thus requiring fewer computational resources. DFT and DUCC calculations are performed on a classical computer and the resulting effective Hamiltonian in a reduced space is evaluated on the quantum computer using algorithms like VQE or QPE.

Practical use of embedding methods on quantum computers will require the execution of at least twenty qubit calculations on quantum computers. The current limiting factor is the number of operations needed to obtain ground state wave functions for molecules of interest, let alone Greens functions. However, as error strategies and quantum hardware improve, these embedding methods will become realizable. Using quantum computers to calculate the strongly-correlated orbital active spaces and classical computers to cheaply calculate weakly correlated orbitals will enable exploration into new frontiers of strongly-correlated matter.

4. Qubit representation

The first step of quantum simulation is choosing a representation for the system such that it can be stored on and manipulated by a quantum computer. There are a variety of methods for modeling physical systems and mapping these models onto the qubits of a quantum computer [29, 44]. In materials simulations, the system of interest could be a free-standing composition of atoms such as simple molecules, proteins, or polymers, which are generally seen in the context of quantum chemistry [234]; alternatively the material could be a crystalline structure represented by atoms at fixed points in a unit cell, which is repeated in all directions, as is generally seen in the context of materials science [235]; and finally, the material can be represented by a spin-lattice model, characterized by spins residing on, and possibly hopping between, points on a lattice, an approach generally taken in condensed matter physics [236]. Based on the representation of the quantum material, the Hamiltonian of the system and how system states are mapped to the qubits of a quantum computer can be carried out in various ways.

Figure 2 presents a tree diagram for various Hamiltonians and qubit mappings that have been used to model material systems for simulation on quantum computers. At the top level, one decides whether to write the Hamiltonian in the first or second quantization [44]. The main difference between the first and second quantizations is whether the antisymmetry of the wavefunction (necessary for simulating fermions, which comprise most materials) is dealt with in the composition of the initial wave function (first quantization), or in the construction of the operators acting on the wave function (second quantization).
These Hamiltonian formulations carry different complexity scaling with respect to the size of the system and its state space, so the specifics of the simulation problem and available quantum resources dictate which modeling paradigm should be chosen. After choosing a quantization, one must choose whether to represent the material exactly in terms of the positions and species of the comprising atoms or to abstract away important parameters of the system into a lattice-type spin model. Again, specifics of the simulated material and the desired observable dictate which approach is best to use. In the subsections below, we review each of the models in greater detail.

### 4.1. First quantization

In the first quantization, the Hamiltonian is defined by sums over the particles in the system. In this sense, particles are distinguishable, and care must be taken to anti-symmetrize initial states when simulating fermions [30]. Within the first quantization, materials can be modeled by spin-lattice models or defined by the real-space positions of their constituent atoms. The two most commonly used spin-lattice models in the first quantization are the Heisenberg model and the Ising model, which is actually a subset of the Heisenberg model.

The general Heisenberg model Hamiltonian is given by

$$
H(t) = -J_x \sum_{\langle i,j \rangle} \sigma_x^i \sigma_x^j - J_y \sum_{\langle i,j \rangle} \sigma_y^i \sigma_y^j - J_z \sum_{\langle i,j \rangle} \sigma_z^i \sigma_z^j - h_z(t) \sum_{i=1}^{N} \sigma_z^i, \tag{6}
$$

where $\sigma_{\alpha}$ are the Pauli matrices for $\alpha = x, y, z$, $J_x, J_y, J_z$ are the strengths of the exchange interactions between pairs of particles $(i,j)$ in the $x$-, $y$-, and $z$-directions, respectively; $h_z(t)$ is the strength of an external magnetic field (which without loss of generality is assumed to be in the $z$-direction); and $N$ is the number of spins. Popular derivatives of this general model include the transverse field Ising model where $J_x = J_z = 0$ [237, 238], the XY model where $J_y = 0$ [239–241], and the XXZ model where $J_x = J_z = J$ [242–244]. These models represent spins on a fixed lattice with exchange interactions between pairs of spins (usually nearest neighbors), in the presence of an external magnetic field. These models can be used to study critical points, phase transitions, transport, and entanglement in magnetic materials [245–251]. For these lattice models, there is a one-to-one mapping between spins in the model and qubits on the quantum computer.

For simulating atoms in real-space, the first quantized form of the Hamiltonian for a general system is given by

$$
H = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + U(x_1, \ldots, x_N), \tag{7}
$$

where $N$ is the number of particles in the system, $p_i$ and $m_i$ are the momentum and mass of particle $i$, respectively, and $U$ is the potential energy of the many-body system. For Hamiltonian (7), there are two different ways to map the problem onto qubits: (i) a single-particle basis set method [30] and (ii) a real-space grid-based method [168, 252]. In the single-particle basis set method, a discrete single-particle basis (e.g. molecular orbitals or planewaves) is constructed for the many-body wavefunction representing the material. The $M$ basis states are assigned an integer number from 0 to $M-1$ for indexing, which can be stored in $\lceil \log_2 M \rceil$ qubits. Thus, $\lceil \log_2 M \rceil$ qubits are then grouped into a quantum register, and one quantum register is prepared for each of the $N$ particles enumerated in Hamiltonian (7). Each quantum register stores the index of the single-particle basis state that its corresponding particle occupies. In this method, care must be taken to anti-symmetrize the initial wavefunction, which improved techniques have been developed [35]. One recent work used this method with planewaves as the single-particle basis states [37]. Sub-linear complexity scaling with the number of planewaves was achieved by working in the rotating frame of the kinetic operator using recently developed interaction picture techniques [36]. For more details on resource estimates for this implementation see reference [253].

In the real-space grid-based method, the many-body wavefunction of the quantum material is defined on a discretized real-space grid. For a single particle in one dimension, space can be discretized into $2^m$ points. Each of these points can be mapped to one of the computational basis states of an $m$-qubit system. The wavefunction is expanded in the computational basis of the multi-qubit system as $|\psi\rangle = \sum_{a=0}^{2^m-1} a_{a}|x\rangle$, where each of the computational basis states $|x\rangle$ correspond to one of the spatial grid points. The value of the real-space wavefunction at a given grid-point is stored in the amplitude of the corresponding basis state. This scheme can easily be extended to $N$ particles in $d$ dimensions using $Ndm$ qubits. A few works have analyzed algorithms using grid-based methods [34, 254, 255].

In general, simulating atoms in space (i.e. not a spin-lattice model) using these first-quantization approaches requires many more qubits than their analogous implementation with the second quantization (see next section). For example, it was shown that on the order of 100 ideal qubits can be used to simulate...
chemical processes of great interest using second-quantization techniques, whereas first-quantization techniques require on the order of 100 qubits just to store the position of a single particle [34]! As NISQ devices contain fewer than 100 qubits, most work on quantum simulation within the first quantization has been limited to asymptotic analyses. A recent work attempted to go beyond asymptotics [253]. However, as quantum computers continue to grow in qubit count, these methods will start to become more feasible, and indeed offer some advantages over their second-quantized counterparts. These advantages include faster convergence to the continuum limit [37], smaller gate complexities in the associated quantum circuits as well as higher accuracy due to treating all particles explicitly (as opposed to freezing out nuclei degrees of freedom with the Born–Oppenheimer approximation) since it is much less costly to do so in the first-quantized than second-quantized approach [34, 254].

4.2. Second quantization
In the second quantization, the Hamiltonian is defined by sums over basis states. Specifically, the Hamiltonian is given in terms of creation and annihilation operators that alter the occupation numbers of the constituent single-particle basis states. There are two main types of basis functions that are commonly used in quantum simulations within the second quantization: atomic orbital Gaussian bases and plane waves. Gaussian bases sets are more commonly used when simulating molecules due to their compactness around a central point (which can be set atop the nuclei of the molecule). Plane waves are most commonly used in simulations of crystalline materials due to their intrinsic periodicity. For more details on these two basis set see reference [28]. Whether atomic orbitals or plane waves are chosen to represent the single-particle basis states, this set will form a Fock space. In this Fock representation, particles are indistinguishable, and it is only necessary to keep track of the number of particles that occupy each single-particle basis state (0 or 1 for fermions). To map this to the quantum computer, each qubit is assigned to one of the single-particle basis states, and the qubit’s value will correspond to the occupation number of that state (0 corresponds to an unoccupied state, 1 corresponds to an occupied state).

Due to the indistinguishability of fermions in the second quantization, and the distinguishability of qubits on the quantum computer (each qubit is individually addressable), care must be taken to map the terms of the second-quantized Hamiltonian into anti-symmetric operators that act on the distinguishable qubits. Various transformations, including the Jordan–Wigner [256], Bravyi–Kitaev [257], and others [258–265] have been developed for such fermion-to-qubit mappings. For more details on these mappings see reference [28].

As in the first quantization, in the second quantization materials can be modeled by spin-lattice models or defined by the spatial positions of their constituent atoms. The most commonly used lattice model in the second quantization is the Hubbard model, a minimum model that accounts for the quantum mechanical motion of electrons on a lattice as well as the repulsive interaction between them [266]. It is defined as

$$H = -\sum_{|i,j|} \sum_{\sigma} t_{ij} (c_i^{\dagger} \sigma c_{j\sigma} + c_{j\sigma}^{\dagger} c_{i\sigma}) + \sum_{i} U_i n_{i\uparrow} n_{i\downarrow}, \quad (8)$$

where $t_{ij}$ is the hopping term between pairs of nearest neighbor sites $|i,j|$, $c_{i\sigma}$ ($c_{i\sigma}^{\dagger}$) is the creation (annihilation) operator for a particle on site $i$ of spin $\sigma$, $U_i$ is the on-site interaction term for lattice site $i$, and $n_{i\sigma} = c_{i\sigma}^{\dagger} c_{i\sigma}$ is the number operator, which counts how many particles of spin $\sigma$ occupy site $i$.

Commonly used in condensed matter physics, the Hubbard model has been shown to exhibit myriad physical phenomena including metal–insulator transitions [267], ferromagnetism [268], antiferromagnetism [269], and superconductivity [270]. It can also serve as a radically simplified version of the electronic structure Hamiltonian [271].

For the Hubbard model, there is a one-to-one mapping between lattice spin-orbitals in the model and qubits on the quantum computer. The value of the qubit in the computational basis corresponds to the occupation number of the lattice spin-orbital; for example, a measured qubit value of ‘0’ represents an unoccupied spin-orbital, while a ‘1’ represents an occupied spin-orbital.

The second quantized form of the Hamiltonian for simulating atoms not constrained to a lattice is given by

$$H = \sum_{pq} h_{pq} c_q^{\dagger} c_q + \sum_{pqrs} h_{pqrs} c_q^{\dagger} c_r c_s c_t, \quad (9)$$

where $p, q, r, s$ index the basis functions used (e.g. planewaves, Gaussian atomic orbitals, etc) and $c_q^\dagger$ ($c_q$) are the creation (annihilation) operators that create (destroy) a particle in the basis state $i$. The coefficients $h_{pq}$ are one-particle integrals involving the kinetic energy and background potential energy, while $h_{pqrs}$ are two-particle integrals involving interaction energies between the particles [204]. The most straightforward way to map this Hamiltonian onto quantum computer is to map each of the different spin-orbital to a
quantum computer.

Figure 3. Depiction of transformation process from a typical material definition (i.e. spatial coordinates in a unit cell) to a Hamiltonian that can be measured on the quantum computer.

First, an electronic Hamiltonian is derived from the spatial coordinates of the atoms in the unit cell, as shown in figure 3(a). In

\[ H_{el} = -\sum_i \frac{\nabla^2_{\mathbf{r}_i}}{2} - \sum_{i,j} \frac{Z_j}{|\mathbf{r}_j - \mathbf{r}_i|} + \sum_{l<k} \frac{1}{|\mathbf{r}_k - \mathbf{r}_l|} \]

the Born-Oppenheimer approximation has been applied, which freezes the nuclei positions. We emphasize that at this stage, the summations in the Hamiltonian sum over particles in the system, which means this Hamiltonian is defined in the first quantization.

For the next step, a basis set must be chosen, such as Gaussian atomic orbitals or plane waves. Reference [278] chose their basis set to contain the \( s, p_x, p_y, \) and \( p_z \) atomic orbitals at each lattice point, arising from the tight-binding (TB) approximation, as depicted in figure 3(b). Once a basis set is chosen, the electronic Hamiltonian can be transformed into a second-quantized Hamiltonian \( H_{TB} \) comprised of creation and annihilation operators \( c_i^\dagger \) and \( c_i \). The coefficients \( E_n \) correspond to the atomic energies, and \( t_{in,jm} \) correspond to hopping integrals between orbitals on nearest neighbors (denoted as \( (i,j) \) in the summation). These coefficients must be computed classically using \( H_{el} \), see [279] for more details on how they are computed.

Note that now, the summations in \( H_{TB} \) sum over single-particle basis states, indicating we are now working in the second quantization.

Next, since band structure calculations require the energies as a function of momentum, the Hamiltonian \( H_{TB} \) must be converted to one defined in momentum space \( H_k \). This can be done with a standard Fourier

qubit. In this case, the value of the qubit in the computational basis represents the occupation number of the associated spin-orbital. However, other mappings exist using the second quantization representation and with varying computational complexities [31, 36, 272–277].

One example of mapping from a typical description of a material (i.e. spatial coordinates of atoms) to a second-quantized Hamiltonian is given in reference [278]. In this work, the authors provide a proof-of-concept for calculating the band structure of silicon using quantum computer. Figure 3 provides a pictorial overview of the full transformation required to map from the spatial coordinates of atoms in a crystalline unit cell to a final Hamiltonian whose expectation values can be measured on the quantum computer to provide the energies as a function of momentum, required to construct the band structure. First, an electronic Hamiltonian is derived from the spatial coordinates of the atoms in the unit cell, as shown in figure 3(a). In \( H_{el} \), \( r_i \) give the positions of the electrons, \( R_i \) give the positions of the nuclei, and \( Z_i \) give the electric charges of the nuclei, and the Born–Oppenheimer approximation has been applied, which freezes the nuclei positions. We emphasize that at this stage, the summations in the Hamiltonian sum over particles in the system, which means this Hamiltonian is defined in the first quantization.

For the next step, a basis set must be chosen, such as Gaussian atomic orbitals or plane waves. Reference [278] chose their basis set to contain the \( s, p_x, p_y, \) and \( p_z \) atomic orbitals at each lattice point, arising from the tight-binding (TB) approximation, as depicted in figure 3(b). Once a basis set is chosen, the electronic Hamiltonian can be transformed into a second-quantized Hamiltonian \( H_{TB} \) comprised of creation and annihilation operators \( c_i^\dagger \) and \( c_i \). The coefficients \( E_n \) correspond to the atomic energies, and \( t_{in,jm} \) correspond to hopping integrals between orbitals on nearest neighbors (denoted as \( (i,j) \) in the summation). These coefficients must be computed classically using \( H_{el} \), see [279] for more details on how they are computed.

Note that now, the summations in \( H_{TB} \) sum over single-particle basis states, indicating we are now working in the second quantization.

Next, since band structure calculations require the energies as a function of momentum, the Hamiltonian \( H_{TB} \) must be converted to one defined in momentum space \( H_k \). This can be done with a standard Fourier
transform the creation and annihilation operators, as shown in figure 3(c). Finally, \( H_k \) must be transformed into a set of operators that can be performed on the qubits. Pauli operators are a convenient set of operators for acting on qubits. A complete basis of Pauli operators can be derived from all combinations of \( l \) Pauli matrices along with the Identity matrix \( I \), tensored together, depicted in figure 3(d). Any Hermitian matrix, which includes all Hamiltonians, can be decomposed into this complete Pauli basis. Thus, the final step of our transformation is to decompose \( H_k \) into this Pauli operator basis to get \( H_{\text{QPU}} \). The coefficients of \( H_{\text{QPU}} \) can be calculated in a straightforward manner using \( H_k \), as shown in figure 3(d). The energies of this Hamiltonian \( H_{\text{QPU}} \) can finally be measured on the quantum computer to generate the band structure of the original material system using, for example, VQE [278]. We note that this transformation process is specific to measuring energies of a material in momentum space, but hope that this sheds some light on the broader process of how materials simulations can be mapped onto quantum computers.

We conclude this section with a representation that is a cross between the first- and second-quantization techniques. In this representation, the first-quantized representation of the molecular Hamiltonian known as the CI matrix is used. Here, the system’s wavefunction is expanded into a basis of Slater determinants which each correspond to a possible configuration of \( \eta \) particles in \( N \) orbitals [280]. This basis can then be mapped to the qubits by assigning an integer index to each Slater determinant and allowing the qubits to store the binary representation of the integer index. In this case, the number of basis states is

\[
M = \lceil \log_2 \left( \binom{N}{\eta} \right) \rceil.
\]

A recent work outlines a new way to decompose the CI Hamiltonian to achieve more favorable complexity scaling [32]. While the technique begins from a first-quantized Hamiltonian, it stores the wavefunction of the system in the qubits in a second-quantized manner by just storing the anti-symmetric state that is occupied by the system.

5. Static material simulations

Quantum computers are physical devices that behave according to the laws of quantum mechanics and thus can simulate the dynamics of other quantum systems. This makes simulating the time evolution of a quantum system a natural task for a quantum computer. Algorithms for analyzing static properties of a physical system, i.e. finding its ground state or low-lying excited states, are more complex. This section summarizes efforts to calculate static material properties on NISQ computers.

While small quantum computers already exist and can be used to solve scientific problems, they are still too limited to provide a practical advantage over classical computers. The studied problems are mostly toy problems that can be easily solved on classical computers. To our knowledge, the largest calculation of static properties used 18 qubits [281]. In the domain of materials science, current efforts are focused on studying properties of simple quantum models that capture essential material properties, e.g. the Ising, Heisenberg, Hubbard, or similar models. These models capture the electronic structure in solids. The goal of current efforts is therefore to find the electronic ground or low-lying states, thermal states, or calculate other electronic properties. The prospect of scaling experiments to tens of qubits makes solving problems beyond the reach of classical computers an exciting possibility in near future.

This review covers only DQCs. There are other approaches for finding the static properties of quantum systems. In particular, analog quantum simulators [8, 67], typically implemented in optical lattices, can be used to directly create a physical system that approximates a given Hamiltonian. Similarly, quantum annealers [66, 68, 69] utilize the adiabatic theorem to prepare a ground state of a physical system implementing a given quantum model. The disadvantage of these other implementations is that the set of models accessible to these methods is restricted by their physical limitations. The advantage of DQCs is therefore their universal programmability and applicability to wide spectrum of scientific problems.

5.1. Ground states

Calculating ground state properties of quantum systems is a fundamental problem in quantum mechanics. The energies of the ground state and first few excited states, expectation values of various operators, and correlation functions are the typical quantities of interest. Usually, the Hamiltonian depends on a set of parameters, and the ground state properties are calculated as functions of these parameters.

The QPE algorithm [20, 175] is a well-known algorithm for calculating the ground state energy on a quantum computer, as discussed in section 3.1. It requires preparation of a trial state that has an overlap with the ground state. The trial state is then evolved using a controlled evolution and the lowest eigenvalue of the Hamiltonian is estimated by performing the quantum Fourier transform. The algorithm requires deep circuits to approximate the controlled evolution with sufficient accuracy. Due to this requirement, QPE is not very practical on current NISQ devices and is better suited for future fault-tolerant quantum
computers. QPE has been experimentally demonstrated for the quantum spin models in references [173, 282].

The VQE algorithm, as discussed in section 3.1, has been developed to overcome these issues. It is a hybrid quantum–classical approach where a quantum computer is used to prepare and measure a parameterized ansatz and a classical computer is used to find parameter values that minimize the calculated energy. The method has been demonstrated experimentally on various problems in quantum chemistry [190, 255, 283–287]. It has been shown that VQE is fairly robust to errors present in NISQ devices.

In the context of materials science, VQE has been used to study the Heisenberg antiferromagnetic (AF) model [283], the four-site Hubbard model with half-filling [288], and the Hubbard model restricted to a subspace with a fixed number of electrons [289]. Several ansatz variants have been analyzed in references [290–292], and the performance and required resources for strongly-correlated systems in references [293–296]. An alternative approach is to use the variational Hamiltonian ansatz inspired by the adiabatic time-evolution operator [297, 298]. Its viability for quantum computers with imperfect gates was analyzed on the Hubbard model [299] and the method has been further extended to find ground states with broken symmetries [300]. Finally, a comprehensive analysis of variational algorithms for finding the ground state of the Hubbard model on quantum computers was presented in reference [301]. These results demonstrate that VQE works fairly well for simple condensed matter models on NISQ computers.

Other algorithms besides QPE and VQE have emerged as well. The authors of reference [271] presented all steps necessary to find the ground state of the Hubbard model using an adiabatic evolution from prepared mean-field states. Adiabatic evolution for the Ising model was demonstrated in reference [302]. A hybrid quantum–classical approach based on classical embedding algorithms and DMFT have been developed in references [225, 228]. Authors of reference [233] developed a quantum embedding theory for calculation of strongly-correlated electronic states of active regions with the rest of the system described by the DFT. Another approach used the QITE algorithm, as discussed in section 3.2, to find the ground state of the transverse field Ising model [188]. An inverse power iteration technique for quantum computers has been numerically demonstrated on the Bose–Hubbard model [303].

While quantum computers can encode strongly-correlated states more efficiently than classical computers, the problem of finding the ground state of a quantum model is a generally a hard problem even for quantum computers. It has been shown that the $k$-local Hamiltonian problem for $k \geq 2$ is QMA-complete [304], where quantum Merlin Arthur (QMA) denotes a complexity class that includes problems not believed to be efficiently solvable on quantum computers. The existence of a general efficient quantum algorithm for this problem is highly unlikely. In practice, similar problems are typically easier with absolute error bounds than with relative error bounds for the calculated quantity [305]. In material science, absolute error bounds are often sufficient [306, 307]. The theoretical computational complexity therefore highly depends on a particular quantum model, quantity of interest, and required accuracy.

5.2. Excited states

Experimental observations are typically determined by transition rates that depend on energy differences. One has to find the energy of excited states to obtain relevant energy differences. Efforts to calculate properties of excited states are therefore very important for practical purposes. Authors of reference [308] used the quantum equation of motion for computing molecular excitation energies. The method has been experimentally demonstrated by computing excited states of phenylsulfonyl-carbazole compounds [309].

5.3. Thermal states

The classical metropolis sampling algorithm has been generalized to quantum the domain in references [310–312]. The method can prepare thermal states of both classical and quantum models and offers a quadratic speedup over classical algorithms. It can be used to study quantum systems at arbitrary temperature. Another quantum algorithm to study thermodynamic properties of the Hubbard model was developed in reference [313]. The method uses a variation of the QPE on a quantum computer to find the Green’s function of the system. An approach that uses a small set of pure states to obtain properties of a thermal state was numerically applied to a ten-site Hubbard model [314].

5.4. Other properties

A major advantage of DQCs is their ability to calculate various quantities that are not easily accessible in ordinary experiments. An algorithm to calculate the Rényi entropy of a many-body system [315] was experimentally demonstrated on a two-site Hubbard model [316]. Variational algorithm to find the entanglement spectrum of the Heisenberg model was demonstrated in reference [317]. The authors of reference [318] designed an algorithm for estimating the Berry phase that can be used to classify the topological order of quantum systems. Crossing a topological phase transition has been experimentally
6. Dynamic material simulations

Measurements of quantum systems destroy the coherence of the quantum state, collapsing the many-body wavefunction of the system into an eigenstate of the measurement operator. For this reason, dynamic simulations require a separate simulation (i.e. a separate quantum circuit) for each time-step, unless some clever weak-measurement approach is taken. A schematic description of the general approach to dynamic simulations of materials on quantum computers is shown in figure 4. Figures 4(a) and (b) shows a high-level (low-level) quantum circuit diagram for simulating time-evolution of a quantum system.

In quantum circuit diagrams, the horizontal lines represent different qubits in the system, and blocks on top of these lines represent quantum gates acting upon those qubits. Moving from left to right in the diagram corresponds to moving forward in processor time, thus gates are chronologically ordered from left to right. The gauge icons at the end of the qubit lines represent qubit measurement. Figure 4(a) shows the basic quantum circuit for simulating the evolution of a system from time $t = 0$ to a time $t$. It begins by initializing the system to the desired initial state, then applies the time-evolution operator for a time $t$, and finally measures all the qubits in the system. Figure 4(b) gives an example of a more detailed circuit diagram, splitting the high-level boxes of figure 4(a) into one- and two-qubit gates that can be performed on quantum hardware. Specifically, it shows one time-step of evolution for a four-qubit transverse field Ising model.

Figure 4(c) shows the workflow for carrying out dynamic simulations on quantum computers. A different quantum circuit is built for each time-step, which simulates the evolution of the system from time $t = 0$ to a time $t_i$, where $i$ runs over all time-steps of the simulation. A large number of each of these circuits must be executed to collect statistics to calculate the expectation value of the desired observable $A$. This workflow makes it relatively complex and expensive to perform long-time dynamic simulations since many
circuits must each be executed many times. Furthermore, since circuits for higher time-step count must simulate more total time, circuits tend to grow in size with increasing simulation time-step \[324, 325\]. In fact, the ‘no-fast-forwarding theorem’ states that simulating the dynamics of a quantum system under a generic Hamiltonian for time \(T\) will require \(\Omega(T)\) gates \[326, 327\], implying circuit depths grow at least linearly with the number of time-steps. On current NISQ hardware, there are limits to how large a circuit can get before qubit decoherence and gate-error rates reduce the fidelity of the simulation results, thus limiting the number of time-steps that can be simulated for a generic Hamiltonian. It should be noted, however, that special classes of Hamiltonians (e.g. quadratic Hamiltonians) can be fast-forwarded, meaning that circuit depths need not grow significantly with simulation time \[328\]. Recent work used a variational approach to fast-forward the dynamic simulation of several quadratic Hamiltonian models \[329\].

6.1. Magnetization
One of the most straightforward observables to measure on current NISQ computers is the average magnetization of a spin system, as it only requires measuring the expectation value of a Pauli operator along the desired axis. For example, to measure the average magnetization in the x-direction, the expectation value \(\langle \sigma_x \rangle\) must be measured on each qubit and the resulting values averaged over all qubits. For this reason, many dynamic simulations that have been executed on NISQ computers involve time evolution of spin systems under Hamiltonians that model magnetism in materials. The last few years have seen numerous demonstrations of simulating the dynamic magnetization of the transverse field Ising model on NISQ computers including one simulating the non-equilibrium dynamics of quenches \[330\], one using out-of-equilibrium thermal states \[331\], one using the TFIM to model a two-dimensional material \[332\], one using the Floquet formalism \[333\], one using Jordan–Wigner, Fourier, and Bogoliubov transformations to diagonalize the Hamiltonian \[201\], one using the quantum Lanczos algorithm \[334\], and one using a hybrid classical–quantum method to utilize crosstalk between gates as analog fields \[335\]. Reference \[336\] showed how to use results from simulations of the dynamic local magnetization of the TFIM with a longitudinal field to compute mesonic masses. Dynamic simulations of other models derived from the Heisenberg model, including the XX and XXZ spin-chains, have also been carried out on NISQ computers \[325\].

6.2. Dynamical correlation functions
Aside from single-time observables, it is natural to consider two-time correlation functions. These are typically associated with excitations of a material and correspond to observables such as neutron scattering and conductivity, or, for example, reveal the dynamics of spin waves. The current research has relied on a general formalism developed by Pedernales et al \[337\], who describe how an extension of the Hadamard test can be used to compute general \(n\)-point correlation functions. The essential circuit is shown in figure 5, and we briefly describe its operation for a correlation function of the form \(\langle A(t)B(0) \rangle\). After preparation of the ground state in some fashion, the \(B\) operator is applied, controlled on an ancilla in a superposition state. This ‘splits’ the system into a ground state and an excited state, which are then subsequently time evolved to time \(t\) under the system Hamiltonian. A final controlled application of the \(A\) operator produces the real and imaginary parts of the desired correlation function to be measurable in the coherent part of the ancilla qubit. In essence, this is a direct evaluation of the Lehmann representation of an operator. This method has been used within the context of spin systems to compute the magnetic response of the Heisenberg molecule \[338\] and chain at zero \[339\] and finite temperatures \[193\]. The same approach is also used to measure Green’s functions \[224\], which is a critical ingredient for embedding methods (see section 3.3).

In the above, it is assumed that a correct ground state can be produced, and that the time evolution can be efficiently implemented to avoid Trotterization errors. However, correlation functions have an advantage in that the frequency content of the measurement is typically limited; in other words, the response of the system can only occur at the differences between the energy eigenvalues of the Hamiltonian. Moreover, the interest tends to be in low-frequency response. Thus, an application of a Fourier filter (either as a direct filter or by performing Fourier fits if the number of frequencies is known) enables the reduction of noise.
effects for finding frequencies. This is unfortunately not applicable for the signal amplitude, but there, sum rules or conservation laws can often be used. Zero-time correlation functions have known values, which can be used to scale the measured response in some cases [193, 338, 339].

6.3. Non-equilibrium dynamics
The ability to apply time evolution operators quite naturally enables the study of non-equilibrium dynamics of a system. This approach comes in a few flavors. First, the system may be prepared in the ground state of an initial Hamiltonian, and then time evolved under a final Hamiltonian, a process known as a quantum quench. Time-local measurements such as magnetization or densities are then used to characterize the state of the system as a function of time. This approach was recently demonstrated for the Markus model [340], the Fermi–Hubbard model [341], and various subgroups of the Heisenberg model [325, 342]. It has also been used to study various phenomena in the transverse field Ising mode including the dephasing of the model with long-range interactions [343], confinement and entanglement dynamics [336, 344], and dynamical phase transitions [345].

Another approach is to have explicit time-dependence in the system Hamiltonian. As discussed in section 3.2, since the Hamiltonian does not commute with itself at different times the time evolution operator (which is time-ordered) needs to be broken up into small time-steps $\Delta t$, with the approximating assumption that the Hamiltonian is constant over $\Delta t$. This approach has been applied to simulate the non-equilibrium dynamics of spin systems [332, 342]. Finally, the inherent noise in the quantum computer may be leveraged as a thermalizer as the system is propagated forward in time, which was applied to a study of small molecules [346].

Finally, non-equilibrium dynamics can be studied in open quantum systems, where the system and its environment are explicitly simulated. A recent work simulated the dynamic population probabilities in a dissipative Hubbard model, where separate qubit registers were used to represent the system and the environment, which was modeled as a spin-bath in thermal equilibrium [347].

6.4. Other
Dynamic simulations have also been used to study more exotic phenomena. For example, the separated dynamics of charge and spin in the Fermi–Hubbard model was recently observed [341]. Dynamic simulations were also utilized to study scattering in the transverse field Ising model [348]. Finally, the dynamics of the braiding of Majorana zero modes were simulated [349], which can give insights into improving topological quantum computers.

7. Working examples of static and dynamic simulations
In this section we provide three examples for how to map materials simulation problems onto a quantum computer. The first example is a static simulation demonstrating how to use VQE to find the ground-state of a Fermi–Hubbard model. VQE is widely used for finding ground- and excited-state energies on near-term devices due to its noise resilience [190, 191, 283]. The second example shows how the problem of solving the Bardeen–Cooper–Schrieffer (BCS) gap equation [350] can be formulated as a static simulation on a quantum computer. This is a prototypical problem of an interacting material system that contains a self-consistently determined parameter that may be solved variationally. The third example demonstrates a how to set up a simulation of the non-equilibrium dynamics of a material on a quantum computer. Such simulations can provide insights for fundamental questions about phase transitions, quantum critical points, equilibration, and thermalization in quantum materials. Code for both working examples may be found in the form of Python notebooks in the supplementary material [351].

7.1. Variational quantum eigensolver optimization
A typical task in the simulation of quantum materials is the preparation of a ground or excited state of the model Hamiltonian under study (see section 5). Here, we will demonstrate how this works in using the VQE algorithm (see section 3.1). We will follow Linke et al [316], who prepare the ground state of the two-site Fermi–Hubbard model

$$H = -t \sum_{\langle ij \rangle, \sigma} (c_i^\dagger \sigma c_j + c_j^\dagger \sigma c_i) + U \sum_{i=1}^N n_i \sigma n_i \sigma. \tag{10}$$

Here, $c_i^\dagger (c_i)$ is the creation (annihilation) operator of an electron on the ith site, $n_i = c_i^\dagger \sigma c_i$, $\langle i,j \rangle$ indicates summation over nearest neighbors, and $\sigma \in \{\uparrow, \downarrow\}$. $t$ is the nearest-neighbor hopping element, and $U$ the on-site Coulomb repulsion.
The Hilbert space partitions into sectors of fixed particle number and total magnetization. The sector for \( N = 2 \) and zero magnetization is spanned by \(| \uparrow \downarrow, 0 \rangle, | \uparrow, \downarrow \rangle, | \downarrow, \uparrow \rangle, | 0, \uparrow \downarrow \rangle \). Within this basis, the action of the Hamiltonian is given by the matrix

\[
H = \begin{pmatrix}
U & -t & -t & 0 \\
-t & 0 & 0 & -t \\
-t & 0 & 0 & -t \\
0 & -t & -t & U \\
\end{pmatrix}
\]

(11)

\[
= -t (\sigma^x_1 + \sigma^x_2) + \frac{U}{2} \sigma^z_1 \sigma^z_2 + \frac{U}{2}.
\]

(12)

In other words, up to a constant, the action of the Hamiltonian is equivalent to a two-site transverse field Ising model.

To prepare the ground state of this model, we prepare a trial wave function based on a circuit ansatz with trial angles \( \{\theta_0, \ldots, \theta_3\} \) as shown in figure 6. After preparing the state, the expectation values \( \langle \sigma^x_1 \rangle, \langle \sigma^x_2 \rangle \) and \( \langle \sigma^z_1 \sigma^z_2 \rangle \) are measured and combined with the appropriate parameters \( -t \) and \( \frac{U}{2} \) to produce the expectation value \( \langle H \rangle \). This is used as a cost function to optimize the angles in the wavefunction. Since \( \langle H \rangle \) has statistical noise, a noise-appropriate optimizer should be used (e.g. the Nelder–Mead method in scipy). Figure 6 shows the optimized energy as a function of the Coulomb repulsion \( U \) with the hopping \( t \) as energy unit. The optimized energies follow the exact solution relatively well. Further improvement can be made with a higher number of measurements (here 40 480 measurements were made for each evaluation of \( \langle H \rangle \)).

### 7.2. Self-consistent optimization

The BCS problem is a well-established model for the low-energy sector that is appropriate to both electron–phonon and electron–electron superconductivity. In this section, we detail how a self-consistent optimization can be performed. That is, an optimization where the Hamiltonian itself depends on the results of the measurement. This is in contrast to the VQE example above, where the Hamiltonian was fixed. We wish to note that for this particular example there is no quantum speedup; rather, this example was chosen as an illustration for how a self-consistent calculation might be performed.

Solving the BCS model for general systems is critical in determining the superconducting phase diagram in a host of materials, ranging from simple metals such as Pb to the high-\( T_C \) cuprates and pnictides [353]. More generally, however, it is representative of a model that has a static property that needs to be determined self-consistently; in this case it is the superconducting gap \( \Delta \), but other extensions include magnetization and bipartite fields. We will start with a brief overview of the problem to be solved, following...
the discussion in Capone et al \[354\]. The gap equation arises from the so-called BCS Hamiltonian

\[
\mathcal{H}_{\text{BCS}} = \sum_{k,\sigma} \epsilon_k c_{k,\sigma}^\dagger c_{k,\sigma} - U \sum_{k,p} c_{k,\uparrow}^\dagger c_{-k,\downarrow}^\dagger c_{p,\uparrow} c_{p,\downarrow},
\]

(13)

where \(c_{k,\sigma}^\dagger\) (\(c_{k,\sigma}\)) creates (annihilates) a quasi-particle with momentum \(k\) and spin \(\sigma\). The quasi-particles have a non-interacting dispersion \(\epsilon_k\) and experience an attractive interaction in the pairing channel with amplitude \(U\). Here, we have neglected any momentum dependence in the interactions, which will lead to an \(s\)-wave solution. In the mean field limit, the Hamiltonian becomes

\[
\mathcal{H}_{\text{MF}} = \sum_{k,\sigma} \epsilon_k c_{k,\sigma}^\dagger c_{k,\sigma} - \sum_k \Delta c_{k,\uparrow}^\dagger c_{-k,\downarrow}^\dagger + \text{H.C.}
\]

(14)

with the mean field amplitude, or superconducting order parameter

\[
\Delta = \frac{U}{N_k} \sum_k \langle c_{-k,\downarrow} c_{k,\uparrow} \rangle = \frac{U}{N_k} \sum_k \langle c_{k,\uparrow}^\dagger c_{-k,\downarrow}^\dagger \rangle,
\]

(15)

where \(N_k\) is the number of unit cells. The typical approach is to solve this self-consistent problem via a variational method or simple numerical self-consistency.

Here, we wish to map this problem onto qubits. For the mean-field solution of the attractive Hubbard model, this is made particularly easy by the complete separation into momenta; the mean field is an independent sum of the individual contribution at each momentum. As a result, the Hilbert space is decomposed into a product of momenta \(k\) which each span a small Fock space \(\mathcal{F}\):

\[
\mathcal{F} = \{ |0\rangle, |k\uparrow\rangle, |k\downarrow\rangle, |k\uparrow, k\downarrow\rangle \}.
\]

(16)

This simplification enables the use of a particularly useful viewpoint by Anderson \[355\], known as the Anderson pseudospin representation, where combinations of fermionic bilinear operators are mapped onto operators in \(SU(2)\). The relevant ones here are

\[
S_{x,k}^k = \frac{c_{k,\uparrow}^\dagger c_{-k,\downarrow} + c_{-k,\downarrow}^\dagger c_{k,\uparrow}}{2},
\]

(17)

\[
S_{z,k}^k = \frac{1}{2} \sum_{\sigma} c_{k,\sigma}^\dagger c_{k,\sigma}.
\]

(18)

Notice that the \(S_{x,k}^k\) operators correspond to the occupation \(n_k\), and \(S_{z,k}^k\) to the contribution to the mean field gap.

With these operators, the Hamiltonian for a particular momentum \(k\) and the self-consistent equation for the gap \(\Delta\) are

\[
\langle \mathcal{H} \rangle = 2 \sum_k c_k \langle S_{z,k}^k \rangle - \Delta \langle S_{x,k}^k \rangle,
\]

(19)

\[
\Delta = \frac{U}{N_k} \sum_k \langle S_{x,k}^k \rangle.
\]

(20)

We now have a simple optimization problem in hand; for each \(k\) point there is an optimal (pseudo)spin direction in the \(x-z\) plane, as determined by the self-consistent equations (19) and (20). Each momentum \(k\) is mapped to a single qubit, which is rotated to somewhere in the \(x-z\) plane; the \(x\) and \(z\) projections correspond to the local contribution to the gap, and to the occupation, respectively. The optimization parameter is thus the angle \(\theta_k\) by which the qubit should be rotated. As an initial guess, we may use the occupations: a state with \(|k| < k_F\) is occupied, and \(\theta_k = 0\); similarly, a state with \(|k| > k_F\) is empty, and \(\theta_k = \pi/2\). We may use the Hamiltonian as a simple cost function \(\mathcal{C} \{ \theta_k \} = \sum_k \langle 2c_k S_{x,k}^k - \Delta S_{x,k}^k \rangle\) that can be optimized using an appropriate optimizer. Here, the quantum circuit is straightforward (see figure 7), as it is just a simple rotation about the \(y\)-axis. The complexity arises due to the self-consistency condition; \(\Delta\) involves a sum over all \(k\), and thus all momenta need to be evaluated for each self-consistent step. Figure 7 shows the results for a cosine band structure in 1D, with the attractive interaction \(U/t = 0.3\).

### 7.3. Dynamic simulation

The most straightforward method to drive a quantum material out of equilibrium is through a quantum quench. Quenches occur in materials with a sudden (non-adiabatic) change in their environment. These can be simulated on a quantum computer by initializing the qubits into the ground state of an initial
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Figure 7. Top: quantum circuit for solving the BCS gap equation. Bottom: result for a nearest neighbor hopping band structure with $U/t = 0.3$.

Hamiltonian $H_i$, and then simulating the time-evolution of the system under a final Hamiltonian $H_f$. This abrupt change in the Hamiltonian models an analogous change in the environmental parameters, for example, an external field suddenly being turned on.

In this example, we study the dynamics of a quantum quench of a one-dimensional (1D) AF Heisenberg model. The Heisenberg model captures the behavior of a variety of quantum materials, including magnetic crystals [356–358], low-dimensional magnets [359, 360], and two-dimensional layered materials [361]. Quenches of this model may therefore provide insights into the non-equilibrium dynamics of numerous quantum materials.

The Hamiltonian of interest is given by

$$H(t) = J \sum_{i=1} \{ \sigma^x_i \sigma^x_{i+1} + \sigma^y_i \sigma^y_{i+1} + g \sigma^z_i \sigma^z_{i+1} \},$$  \hspace{1cm} (21)

where the magnitude of the strength of the exchange couplings $J$ and $g$ can be tuned dynamically (requiring $J > 0$ and $g > 0$ makes this an AF model). The qubits are initialized in the Néel state, given by $|\psi_0\rangle = |\uparrow\downarrow\uparrow\ldots\downarrow\rangle$, which is the ground state of the Hamiltonian in equation (21) in the limit of $g \to \infty$. In this limit, and setting $J = 1$, our initial Hamiltonian can be written $H_i(t < 0) = C \sum \sigma^z_i \sigma^z_{i+1}$, where $C$ is an arbitrarily large constant, and our final Hamiltonian can be written as $H_f(t \geq 0) = \sum \{ \sigma^x_i \sigma^x_{i+1} + \sigma^y_i \sigma^y_{i+1} + g \sigma^z_i \sigma^z_{i+1} \}$. The observable of interest is the staggered magnetization (the square of which gives the AF order parameter) [362], which is defined as

$$m_s(t) = \frac{1}{N} \sum_i (-1)^i \langle \sigma^z_i(t) \rangle,$$  \hspace{1cm} (22)

where $N$ is the number of spins in the system.

To study the dynamics of the staggered magnetization using a quantum computer, a different quantum circuit must be created for each time-step $T$, which simulates the time-evolution of the system from time $t = 0$ to time $\Delta_t T$, where $\Delta_t$ is the size of the time-step. Each circuit must first initialize the qubits into the Néel state, which is straightforward as this is a simple product state. On current NISQ computers, qubits all start in the ‘spin-up’ orientation, so creating the Néel state only requires applying the $X$ gate to every other qubit to initialize this AF ground state.

Next the time-evolution operator $U(0, \Delta_t T; H_f)$ must be converted into a set a gates to simulate evolution of the spins under the final Hamiltonian from time $t = 0$ to time $T$. This can be accomplished by using the Trotter decomposition to approximate $U$, which involves splitting the Hamiltonian into components that are each easily diagonalizable and breaking the total evolution time down into small time-steps. In this case, $H_f$ can be broken down into three parts $H_f = H_x + H_y + H_z$ where
Figure 8. Quantum circuit and simulation results for a quantum quench of the 1D AF Heisenberg model. (a) A high-level quantum circuit diagram for a circuit simulating time-step $T$. The $X$-gates on alternating qubits initialize the system into the Néel state. The middle block labeled by the unitary operator $U(0, ΔT; H_f)$ evolves the system from time $t = 0$ to time $t = ΔT$ under the Hamiltonian $H_f$, which is defined by the desired final value of $g$ in equation (21). Finally, measurement operators measure each qubit along the $z$-axis. (b) Dynamics of the staggered magnetization after a quantum quench for three different values of $g$ in the final Hamiltonian.

\[ H_x = \sum_i \sigma_i^x \sigma_{i+1}^x, \quad H_y = \sum_i \sigma_i^y \sigma_{i+1}^y, \quad H_z = g \sum_i \sigma_i^z \sigma_{i+1}^z, \]  

which gives the following approximation for the time-evolution operator

\[ U(0, ΔT) = \prod_{i=0}^{T} e^{-iH_xΔt} e^{-iH_yΔt} e^{-iH_zΔt} \]  

As each exponent can easily be converted into a set of one- and two-qubit gates, a quantum circuit implementing the operator in equation (23) can be created for each time-step by incrementally increasing the integer $T$. For example, the last exponent in equation (23) can be executed with an RZ-gate sandwiched between two CNOT gates for each pair of nearest-neighbor qubits in the system. The angle of the $z$-rotation simply depends on $Δt$ and the coefficient in $H_z$. The other exponents in equation (23) can similarly be implemented with by first rotating into the $x$- or $y$-basis before executing the CNOT-RZ-CNOT gate sequence, and then rotating back into the $z$-basis. See the accompanying python notebook for more details and the full code for generating quantum circuits to implement this Hamiltonian evolution in our supplementary material [351].

By prefixing these circuits with the state initialization gates, and postfixing them with a measurement operator, a set of complete quantum circuits can be composed that will enable the dynamic simulation of the AF order parameter in the quench of a 1D Heisenberg model. A high-level quantum circuit diagram for these circuits is depicted in figure 8(a). Upon running this set of circuits on a NISQ backend, minimal post-processing is required to compute the value of the staggered magnetization $m_s(t)$ from the values of $\langle \sigma_i^z \rangle$ that are returned for each qubit $i$ for each time-step. The staggered magnetization is this system acts as the AF order parameter, which can be studied to better understand quantum phase transitions. Figure 8(b) shows the dynamics of this order parameter after a quench for a system consisting of seven spins with various values for $g$ in $H_f$. The qualitatively different behaviors of the staggered magnetization after the quench for $g < 1$ and $g > 1$ are apparent, and agree with previous simulations [362]. As quantum hardware continues to improve, it will allow for efficient dynamic simulations of larger system sizes for longer simulations times. It is hoped that such simulations (i.e. those which are not possible on to execute on classical computers), can give insight into non-equilibrium dynamics, quantum phase transitions, emergent phases of matter, and more.

8. Summary and outlook

The holy grail for digital quantum computing is enabling scientific simulations of complex quantum materials that are intractable with classical computing resources, otherwise known as quantum advantage. At the time of writing of this review, we are not yet there, although trends in progress made over the last decade indicate that we getting closer. The amassed literature shows that through the steady development of various methods and techniques, it has become possible to explore a plethora of static and dynamic
properties of quantum materials on DQCs for small and simplified models. While all simulations of quantum systems performed on a quantum computer to date are still accessible to classical computers, these proof-of-concept simulations demonstrate that materials simulations on quantum computers are possible and illuminate the hurdles that must still be overcome.

Moving to the realm of materials that are classically inaccessible will require advances in a number of different domains. Quantum hardware can be scaled to larger qubit-counts with higher fidelities for qubits and quantum gates. Algorithms can be improved to either tolerate more noise or reduce required quantum resources. Software for programming quantum simulations can target higher layers of abstraction to make it easier and more efficient for scientists from various domains to contribute to progress. New and improved encodings of material systems into qubits can assist in making the most of limited quantum resources. Finally, much can still be learned from running proof-of-concept simulations of static and dynamic properties on both quantum simulators (with and without noise) as well as real quantum processors. In this review, we have attempted to provide a snapshot of the current progress in each of these realms: hardware, software, algorithms, encodings, and successfully executed static and dynamic simulations of materials on quantum backends. Clearly, the quest towards using DQCs to drive scientific discovery in materials science is a multi-disciplinary pursuit. Scientists from physics, chemistry, materials science, and computer science can all make meaningful contributions. As such, we aimed to make this review accessible to these diverse scientific domains and sought to provide a broad perspective, along with the tools and techniques, required to study quantum computation for materials simulations.

While the latest DQCs are moving towards having the necessary number of qubits to encode materials problems beyond the abilities of classical resources, large scale simulations are still hampered by quantum noise presented in current quantum computers. Errors introduced by noise drastically limit the effective lifetime of a coherent quantum state on a quantum computer, and thus limit the number of quantum operations that can be performed reliably. Limiting the impact of or removing errors can be achieved through quantum error correction (QEC) [363, 364]. However, the fault tolerance provided by QEC algorithms requires hundreds of thousands to millions of qubits, many orders of magnitude beyond the current quantum computing hardware capabilities.

In the near-term, incremental progress in quantum hardware and theoretical advances, such as the development of more quantum resource efficient QEC schemes or Hamiltonian encoding approaches, will start to enable the materials resource community to explore ever more complex quantum simulations on quantum computing resources. Over the longer term, more revolutionary advances are needed to either devise noisy quantum hardware on a scale large enough to support QEC, or gain a better understanding of and control over quantum noise in quantum hardware. The latter field of research is itself just an investigation into the properties and behavior of quantum materials (which comprise the quantum hardware), and thus can be aided by DQCs. Beyond speedups, quantum computers have the ability to simulate the complex Hamiltonians of qubits as they interact with their environment, as was envisioned by Feynman [19]. Varying Hamiltonian and environmental parameters, which is for the most part straightforward to do in a simulation, but is much harder to do experimentally, can provide researchers with the essential insights needed to optimize quantum systems by reducing noise and increasing coherence and operational fidelities. In this sense, we see that enabling simulations of quantum materials on near-term DQCs directly aids in the design of new materials for future quantum computers (i.e. using quantum computers to design better quantum computers).
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