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Abstract: A gas turbine engine represents a complex dynamic control object. Its characteristics change depending on the state of the environment and the regimes of its operation. This paper discusses an algorithmic approach to the design of a nonlinear controller, based on the concept of constant eigenvectors and analytical design of the control system. The proposed design method makes it possible to ensure the stability and the required quality of transient processes at different acceleration modes. In this case, the constancy of the matrix of the canonical basis of the closed-loop control system is assumed, which guarantees stability. The design of a neural network dynamic model of a gas turbine engine based on a neural network approximator with one input and multiple outputs is considered. An example of the design of a nonlinear controller for a gas turbine engine is considered, the neural network model of which is given in the state space. The application of neural network approximation of controller coefficients is presented.
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1. Introduction

A gas turbine engine is a complex heat machine in which numerous subsystems serve the main purpose of creating jet thrust for aircraft movement [1]. A gas turbine engine includes the following main components: inlet, compressor, combustion chamber, turbine, and nozzle [2]. Compressed air is mixed with fuel and ignited in the combustor chamber [3]. The turbine extracts thermal energy from the hot air to drive the compressor and to create thrust for moving aircraft [4].

A control system is used to ensure efficient engine operation. The main tasks of the control system of a gas turbine engine are to ensure the efficiency of the power plant in various regimes [5], and to provide the safe running of the processes of generating thrust [6], taking into account technological limitations [7,8].

Depending on the purpose and design features, gas turbine engines can be assigned to different types [4]. For example, Figure 1 shows a simplified diagram of a twin-shaft jet engine, where \( N_1 \) is low pressure compressor speed and \( N_2 \) is high pressure compressor speed. These parameters determine the performance of this complex control object [9,10].

To solve the problem of control of multidimensional nonlinear dynamic objects, the method of decentralized control has become widespread, in which the automatic control system is divided into a number of separate (autonomous) subsystems [11]. Each of these subsystems measures one of the controlled coordinates, compares it with the reference value (command), and generates a control action coming to the corresponding input of the control object [12].
At various stages of the lifecycle of the control system, models of varying complexity are used: Element-by-element [13], multiregime [14], and point models [15].

The development of nonlinear control systems for unsteady engine operation is based on the assumption of linearity of the gas turbine engine characteristics in a small vicinity of the operating mode are usually used as methods for synthesizing control subsystems. This assumption is made to simplify the synthesis procedure for automatic control systems and allows one to synthesize controllers that provide the required quality of transient processes in the stabilization modes of automatic control systems [16].

Methods based on the assumption of linearity of the gas turbine engine characteristics in a small vicinity of the operating mode are used to take into account the nonlinear nature of the engine characteristics and the dynamic properties of the engine in different regimes using a set of linear models. Nonlinear static lines of the operating regime and linear models in the state space serve as a basis for constructing models of this class.

Static characteristics are presented as a set of piecewise linear dependencies at points selected by the developer. At the selected points of the operating mode, the dynamic properties of the gas turbine engine are described using linear models in the form of transfer functions or in the form of linear dynamic models in the state space [13].

When constructing a multiregime controller, piecewise linear interpolation is used to stitch the values of the parameters of linear controllers obtained at the previous stage of design [13,17,18].

For compressors and turbines, the features can be presented in the form of performance “maps” that describe the full envelope of behavior for that system. A generalized compressor map of a gas turbine engine is presented in Figure 2. The detailed description can be found in [5,6].

Figure 1. Simplified structural diagram of a gas turbine engine as a control object.

Figure 2. Typical compressor performance map.
Figure 2 shows schematically the change in compressor characteristics in transient modes, where:

- \( P_1 \) is compressor average pressure ratio;
- \( P_2 \) is inlet corrected mass flow rate;
- \( R_1 \) is compressor surge region;
- \( R_2 \) is turbine gas temperature limit region;
- \( R_3 \) is flameout region;
- \( m_i \) are points on engine steady running line \( L \);
- \( m_1 \)–\( m_4 \) is the trajectory during acceleration;
- \( m_4 \)–\( m_1 \) is the trajectory during deceleration;
- \( B_1 \)–\( B_4 \) are the boundaries of stable operation of the compressor.

The task of the controller is to ensure the stable operation of the gas turbine engine, taking into account the specified limitations. The complexity of solving the design problem is associated with the significantly nonlinear nature of the characteristics of the gas turbine engine, depending on the operating regimes.

One of the approaches to the design of control algorithms for a gas turbine engine is the design of nonlinear multiregime controllers based on the description of the dynamic properties of the engine parameters in the state space. The advantages of this approach in the design of multiregime controllers include the possibility of taking into account nonlinearities of a dynamic model of the engine.

The design of an algorithm for controlling a dynamic object in a state space is usually understood as the problem of determining the structure and parameters of controllers that provide the specified spectral properties of closed-loop control system eigenvalues. The method is usually based on the choice of control in the form of feedback from state variables [19]. The presence of feedbacks ensures the required placement of the eigenvalues of the closed system on the complex plane. Moreover, the controller has a fairly simple structure [20]. The algorithmic complexity of this control algorithm depends linearly on the dimension of the input problem or the order of the control system [21].

2. Nonlinear Control Design Method Based on Constant Eigenvectors

At present, approaches of analysis and design of nonlinear control systems based on analytical methods are widely used [17,22]. These methods include, among others, the matrix methods of analysis and design of nonlinear systems, proposed in [23]. Common to these methods is the use of eigenvalues and constant eigenvectors when solving problems of analysis and design of automatic control systems. It is shown that if the eigenvectors of the linear part of the system are constant eigenvectors for the nonlinear part as well, then the eigenvalues of the nonlinear system are functions of its state variables. The assignment of eigenvalues or functions of the state variables of the control system guarantees the required character of transient processes. Constant eigenvectors together with eigenvalues determine the required estimates of the attraction domain of the control system [24]. When analyzing and designing control algorithms within the framework of this approach, it is necessary to determine all sets of constant eigenvectors of nonlinear homogeneous vector functions determined by the right-hand side of nonlinear differential equations of the control system.

When solving the problem of control design in the state space for a linear dynamic system, a controlled linear system with constant coefficients is considered:

\[
\dot{x} = Ax + bu. \tag{1}
\]

A linear feedback \( u = kx, \ k \in \mathbb{R}^m \) is chosen so that the eigenvalues of the closed-loop system

\[
\dot{x} = Ax + bkx = (A + bk)x \tag{2}
\]

i.e., the roots of the characteristic equation, are equal to a given set of values \( \lambda \).
When designing control in the state space, the following main types of control situations are distinguished:

- Search for scalar control or vector control;
- Design control with complete or incomplete information;
- Control with complete or incomplete controllability of the eigenvalues of the closed system. Different algorithmic approaches are used depending on the type of control situation.

Let us further consider the main provisions of the analysis and design of nonlinear systems based on constant eigenvectors, the concept of which was introduced in [23,24].

If for a linear system of differential equations the linear transformation is applied

\[ x = My, M = (m_1, \ldots, m_n), \]

where \( m_i \) is eigenvector, then the solution of System (1) will have the form

\[ x = (\exp \text{diag}(\lambda)t)^{-1} M^{-1} x_0 = (\exp At)x_0, \]

where \( \text{diag}(\lambda) \) is the diagonal matrix.

For a nonlinear system of the form

\[ x = X(x) \equiv A(x)x \]

by analogy with linear systems, the equation for the eigenvalues and eigenvectors can be written in the following form:

\[ A(x)m_s(x) = \lambda(x)m_s(x), s = 1 \div n. \]

Then, substituting the nonlinear transformation

\[ x = M(x)y, M(x) = (m_1(x), m_2(x), \ldots, m_n(x)) \]

into (4), we get

\[ \dot{M}(x)y + M(x)y = A(x)M(x)y. \]

From (5) we find a solution in the following form

\[ y = M^{-1}(x)A(x)M(x)y - M^{-1}(x)\dot{M}(x)y \]

Due to the term \( M^{-1}(x)\dot{M}(x)y \) in (6), it is inadmissible to evaluate the stability of System (4) only by the roots of the characteristic equation

\[ \det(A(x) - \lambda(x)E) = 0, \]

since in Equation (6) the matrix \( M^{-1}(x)\dot{M}(x) \neq 0. \)

If \( \lambda_s = \lambda_s(x) \) for \( A(x) \), but \( m_s = \text{const}, s = 1 \div n, \) that is, the matrix \( M(x) \) is composed of constant vectors, then \( \dot{M}(x) = 0, \) and the solution to System (6) has the form:

\[ x = x_0 \exp \int_{t_0}^{t} A(x) d\tau. \]

Let us further consider the case when for the nonlinear System (4) the matrix of the canonical basis \( M = \text{const}. \) We expand the right-hand side of System (4) into a Taylor series at a given point:

\[ X(x) \cong Ax + \sum_{i=2}^{k} H_i(x), \]
where $A \in \mathbb{R}^{n \times n}$, $H_i(x)$ are $i$-th order terms with respect to $x$ ($i = 2 \div k$); $n$ is the system order.

Let us assume that the following condition is true:

$$\left\{ m_i^l \right\} \in \left\{ m_i^u \right\}$$

(10)

i.e., the eigenvectors $\left\{ m_i^l \right\}$ of the linear part of the nonlinear System (9) and the eigenvectors $\left\{ m_i^u \right\}$ of the homogeneous right-hand side of System (9) coincide.

Next, it is needed to find the constant matrix of the canonical basis $M$ with the help of which the following transformation is performed:

$$M^{-1}A(x)M = \text{diag}(G_s(x))$$

(11)

Or

$$\dot{y} = \text{diag}(G_s(x))y$$

(12)

where $G_s(x)$ is eigenvalue (function of system coordinates) for $A(x)$.

Since $x = My$ is a linear transformation (where $M$ is the matrix of the canonical basis), the stability of System (12) means the stability of System (4).

3. Neural Network Dynamic Model of a Gas Turbine Engine

To solve problems of design of control algorithms for a gas turbine engine, piecewise linear dynamic models are widely used, given in the form of a set of point linear models for a set of points on the steady state line [17]. Application of linear models for the design of control at a given point makes it possible to simplify the design procedure. The design of the controller is carried out for each given point of the operating regime. When changing the operating regime of the gas turbine engine, i.e., when passing from one point of the operating regime to another, it is assumed that additional disturbances do not arise, i.e., the required quality of control processes is ensured. However, in acceleration regimes, i.e., regimes in which the characteristics of the engine change as much as possible and the line of motion of the operating point passes in the vicinity of the regions of specified constraints on the change in engine parameters, the problem of developing a nonlinear controller arises.

To ensure the functioning of a set of models as a whole in a given range of changes in the operating regimes of a gas turbine engine, the problem of interpolating the coefficients of piecewise linear dynamic models is solved:

$$\dot{x} = A_i(x - x_i^{st}) + B_i(u - u_i^{st}),$$
$$y = y_i^{st} + C_i(x - x_i^{st}) + D_i(u - u_i^{st}),$$

(13)

where:

- $A_i \in \mathbb{R}^{n \times n}, B_i \in \mathbb{R}^{n \times m}, C_i \in \mathbb{R}^{k \times n}, D_i \in \mathbb{R}^{k \times m}, x \in \mathbb{R}^n, u \in \mathbb{R}^m, y \in \mathbb{R}^k$;
- $x_i^{st}, u_i^{st}, y_i^{st}$ are values of the vectors of variables $x, u, y$ at static (steady-state) operating regimes of a gas turbine engine ($i = 1, \ldots, 4$);
- $x = (N_1, N_2)^T$ is the vector of state variables (which are understood as the rotational speeds of the low and high pressure compressors of the gas turbine engine, respectively);
- $u = (W_f, A_8)^T$ is the vector of control actions (fuel consumption and jet nozzle cross-sectional area);
- $y = (p_2^*, p_4^*, T_4^*)^T$ is the vector of controlled variables (air pressure behind the compressor, gas pressure and temperature behind the turbine);
- $\eta = k_1 \cdot \overline{N}_1 + k_2 \cdot \overline{N}_2$ is a parameter that determines the choice of the point of the $i$-th operating mode (or, respectively, the $i$-th piecewise linear model);
- $\overline{N}_1, \overline{N}_2$ are relative (dimensionless) values of variables $N_1$ and $N_2$. 
Considering that the parameter \( \eta \) is a function of continuous variables, the gas turbine engine model can be represented as a system of nonlinear differential equations:

\[
\begin{align*}
\dot{x} &= A(\eta)(x - x^{st}(\eta)) + B(\eta)(u - u^{st}(\eta)), \\
y &= y^{st}(\eta) + C(\eta)(x - x^{st}(\eta)) + D(\eta)(u - u^{st}(\eta)).
\end{align*}
\] (14)

In [25–29], it was shown that neural networks are universal approximators, i.e., these allow for solving the problem of approximating a function with a given accuracy on the trained input and output set of values. Currently, neural networks are widely applied for control of dynamic objects [30,31], modeling [32,33], adaptive control [34], and predictive control [35,36].

The neural network shown in Figure 3 approximates a set of nonlinear functions with a given accuracy on a training set of values. A characteristic feature of this approximator is the presence of one input and several outputs (single input–multiple output (SIMO)-approximator).

![Figure 3. Architecture of the single input multiple output neural network (single input–multiple output (SIMO)-approximator).](image)

When solving the problem of interpolating the coefficients of a set of linear models using neural network technology, a nonlinear multiregime dynamic engine model can be represented in the following form:

\[
\begin{align*}
\dot{x} &= (\sum_{i=1}^{n} W_i^1 f_i(x) + B^1)(x - x^{st}) + (\sum_{i=1}^{n} W_i^2 f_i(x) + B^2)(u - u^{st}), \\
y &= (\sum_{i=1}^{n} W_i^3 f_i(x) + B^3)(x - x^{st}) + (\sum_{i=1}^{n} W_i^4 f_i(x) + B^4)(u - u^{st}), \\
x^{st} &= (\sum_{i=1}^{n} W_i^5 f_i(x) + B^5), \\
u^{st} &= (\sum_{i=1}^{N} W_i^6 f_i(x) + B^6),
\end{align*}
\] (15)

where:
- \( f_i(x) \) is neuron activation function (scalar function of vector argument);
- \( W_i \) are configurable neural network weights;
- \( B^j \) are biases in separate layers of the neural network, \( j = 1 \div n \), where \( n \) is the number of neurons in the hidden layer.
The accuracy of the dynamic nonlinear model of a gas turbine engine (15) in our case depends on the number of neurons in the hidden layer [26,37]. An obvious advantage of this approach is the ability to provide the required accuracy of interpolation of coefficients and variables, since it is known that neural networks are universal approximators.

As we see from (15), the dynamic model of the engine is described by a set of nonlinear equations and nonlinear differential equations. This model is a simplified nonlinear model of the operation of the engine for a set of specified regimes and combines all available information about the dynamic properties of the engine in a given range of changes in the regimes of its operation.

4. Algorithm for Design of a Nonlinear Control System for Gas Turbine Engine

Let the set of linear dynamic models of the gas turbine engine be given in the state space that describe, with a given accuracy, the gas turbine engine as a dynamic control object on a set of regimes of its operation. We assume that each linear model corresponds to the $i$-th basic operating point on the steady-state line $L$ (see Figure 2).

Let us state the problem of designing a nonlinear controller that ensures stable operation and the given quality of operation of the gas turbine engine in the entire range of operating regimes.

Consider an algorithmic method for the design of nonlinear control for the discussed class of nonlinear control systems. The generalized scheme of the nonlinear control design algorithm is shown in Figure 4.

The design algorithm for a nonlinear controller includes the following main steps.

Step 1. At the first step, the set of linear dynamic models is formed from the condition of the given accuracy of approximation of the characteristics of the gas turbine engine. These models describe the dynamic properties of the engine with small deviations of the controlled coordinates in the vicinity of $n$ operating regimes.

Each $(i$-th) linear model of the gas turbine engine has the form:

$$
\begin{align*}
\dot{x} &= A_i x + B_i u; \\
y &= C_i x + D_i u,
\end{align*}
$$

(16)

where:

- $x \in \mathbb{R}^n$, $u \in \mathbb{R}^m$, $y \in \mathbb{R}^p$, $A_i \in \mathbb{R}^{n \times n}$, $B_i \in \mathbb{R}^{n \times m}$, $C_i \in \mathbb{R}^{p \times n}$, $D_i \in \mathbb{R}^{p \times m}$, $i = 1 \div k$;
- $i$ is the operating point ($i$-th operating regime) of the gas turbine engine.

Step 2. At the second step, based on the specified technical requirements, the overshooting of the processes and the region of attraction, i.e., boundaries of the region of admissible initial deviations, are defined. We then need to define the desired canonical basis matrix of the closed-loop system $M$ and the desired spectrum of the eigenvalues of the control system $G_s$.

Step 3. At the third step of the design process, for the set of given linear models (16), the controllability of eigenvectors of matrix $M$ and eigenvalues $\{\lambda\}$ is checked on the basis of the following identity [24]:

$$(B_i B_i^+ - E)(M \text{diag}(\lambda_i) - A_i M) = 0,$$

(17)

where $B^+ = (B^T B)^{-1} B^T$ is the pseudo inverse matrix.
Figure 4. Diagram of the nonlinear control design algorithm for the gas turbine engine (GTE).

From (17), the diagonal matrix \( \text{diag}(\lambda) \) can be found. In this case, the following calculation results of the diagonal matrix \( \text{diag}(\lambda) \) are possible:

- Identity (17) is not satisfied;
- Identity (17) is satisfied, but the real parts of the diagonal elements \( \text{Re}(\lambda_i) \) are positive;
- Identity (17) is satisfied, and the real parts of the diagonal elements \( \text{Re}(\lambda_i) \) are negative;
- Identity (17) is satisfied, and the matrix \( \text{diag}(\lambda) \) is the one with predominant diagonal elements, i.e., the condition \( \lambda_i > \sum_j k_{ij}, j \neq i \) is satisfied, where \( \alpha_j \) are off-diagonal elements of the \( i \)-th row.
In the first and second cases, it is necessary to return to the second stage of the design process and choose a new matrix of the canonical basis $M$.

In the third and fourth cases, we proceed to the next step of the design process.

**Step 4.** At the fourth step, for each $i$-th operating point, a control of the form $u_i = k_i x$ is defined, where the values of the vector $k_i$ are determined as follows [24]:

$$k_i = B_i^+ (M \text{diag}(\lambda_i)M^{-1} - A_i).$$

(18)

As a result, we obtain a set of vectors $K = (k_1, k_2, \ldots, k_n)$.

**Step 5.** At the fifth step, the task of neural network interpolation is solved for stitching the values of the elements of the vectors $k_i$ and the nonlinear control is determined in the form

$$k_{nl} = K(x)$$

(19)

Vector function (19) is the desired nonlinear control that ensures the constancy of the canonical basis, the specified quality of control, and the required area of attraction of the nonlinear control system of the gas turbine engine.

If the condition of the constancy of the canonical basis matrix for the closed-loop control system at all points of the steady-state conditions is satisfied, the design is reduced to the design of linear control on the set of point models in the entire range of the gas turbine engine operation (see Step 3a, Figure 4). As the result of the control design, the closed-loop system in all operating regimes behaves like the linear system with the given spectrum of eigenvalues $\Lambda = \{\lambda_i\}, i = 1 \div n$. In the case under consideration, the controller is inversed, since the closed-loop control system has linear properties on the variety of controlled object operating regimes.

5. Example of Nonlinear Control Design for a Gas Turbine Engine

Table 1 shows the values of the coefficients of the matrices $A_i, B_i, C_i, D_i$ of the piecewise linear model of a gas turbine engine for various operating regimes [13,31]. The operating regime is set by using the value of parameter $\eta$.

**Table 1.** The values of the parameters of the dynamic model of the gas turbine engine [13].

| No. | Vector of the Model Coefficients | $0.68$ (m.1) | $0.78$ (m.2) | $0.89$ (m.3) | $0.95$ (m.4) |
|-----|---------------------------------|--------------|--------------|--------------|--------------|
| 1   | $a_{11}$                        | $-2.14$      | $-2.53$      | $-6.24$      | $-5.89$      |
| 2   | $a_{12}$                        | $1.6$        | $1.49$       | $1.62$       | $1.22$       |
| 3   | $a_{21}$                        | $-0.11$      | $-0.37$      | $-0.53$      | $-0.55$      |
| 4   | $a_{22}$                        | $-1.14$      | $-1.17$      | $-1.16$      | $-1.16$      |
| 5   | $b_{11}$                        | $3.21$       | $2.45$       | $2.81$       | $2.54$       |
| 25  | $p_{2}^{st}$                    | $0.7$        | $0.8$        | $0.9$        | $1$          |
| 26  | $p_{3}^{st}$                    | $0.14$       | $0.19$       | $0.24$       | $0.31$       |
| 27  | $T_{4}^{st}$                    | $0.09$       | $0.13$       | $0.19$       | $0.24$       |

Let a closed nonlinear control system in the state space be described in the following form:

$$\dot{x} = A(\eta)x + b(\eta)k(\eta)x = (A(\eta) + b(\eta)k(\eta))x,$$

(20)
where

\[
A(\eta) = \begin{pmatrix}
b^{a_{11}} + \sum_{i=1}^{n} w_i^{a_{11}} \tanh(w_i \eta + b_1) & b^{a_{12}} + \sum_{i=1}^{n} w_i^{a_{12}} \tanh(w_i \eta + b_1) & 0 & 0 \\
b^{b_{21}} + \sum_{i=1}^{n} w_i^{b_{21}} \tanh(w_i \eta + b_1) & b^{b_{22}} + \sum_{i=1}^{n} w_i^{b_{22}} \tanh(w_i \eta + b_1) & 0 & 0 \\
0 & 0 & 0 & 0 \\
b^{b_{11}} + \sum_{i=1}^{n} w_i^{b_{11}} \tanh(w_i \eta + b_1) & b^{b_{12}} + \sum_{i=1}^{n} w_i^{b_{12}} \tanh(w_i \eta + b_1) & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 
\end{pmatrix}
\]

\[
B(\eta) = \begin{pmatrix}
b^{b_{11}} + \sum_{i=1}^{n} w_i^{b_{11}} \tanh(w_i \eta + b_1) & b^{b_{12}} + \sum_{i=1}^{n} w_i^{b_{12}} \tanh(w_i \eta + b_1) & 0 & 0 \\
b^{b_{21}} + \sum_{i=1}^{n} w_i^{b_{21}} \tanh(w_i \eta + b_1) & b^{b_{22}} + \sum_{i=1}^{n} w_i^{b_{22}} \tanh(w_i \eta + b_1) & 0 & 0 \\
0 & 0 & 0 & 0 \\
b^{b_{11}} + \sum_{i=1}^{n} w_i^{b_{11}} \tanh(w_i \eta + b_1) & b^{b_{12}} + \sum_{i=1}^{n} w_i^{b_{12}} \tanh(w_i \eta + b_1) & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 
\end{pmatrix}
\]

\[
K(\eta) = \begin{pmatrix}
k_{11}(\eta) & k_{12}(\eta) & 1 & 0 \\
k_{21}(\eta) & k_{22}(\eta) & 0 & 1 \\
-k_1(\eta) & 0 & 0 & 0 \\
0 & -k_2(\eta) & 0 & 0 
\end{pmatrix}
\]

Figure 5 shows the structure of the nonlinear control system for the twin-shaft gas turbine engine.

Figure 5. Nonlinear control system of the gas turbine engine (GTE).

Figure 6 shows the architecture of the SIMO-approximator for determining the values of the coefficients of the dynamic model of a gas turbine engine (20), where input "Mode" = (0.68, . . . , 0.95).
It is necessary to design a multidimensional controller at each operating point, while zero overshoot should be ensured, and the regulation time at each mode should be chosen equal to \( t_r = 2.5 \text{ s} \). (This does not violate the generality of the approach, but allows us to simplify the synthesis procedure for this example).

Consider the design of the nonlinear controller \( K(\eta) \). Taking into account the requirements for the quality of transient processes, we can choose the polynomial of the closed-looped system as the characteristic polynomial in all the regimes of gas turbine engine operation [38,39]:

\[
\lambda^4 + 4.8\lambda^3 + 8.57\lambda^2 + 6.75\lambda + 1.98 = 0 \quad (21)
\]

The roots of Equation (21) have the following values:

\[
\lambda_1 = -1.1, \lambda_2 = -1, \lambda_3 = -1.5, \lambda_4 = -1.2
\]

Roots of (21) define the properties of a closed-loop control system with given dynamic properties:

\[
M_s^{-1}(A(\eta) + b(\eta)k(\eta))M_s = \begin{pmatrix}
-1.5 & 0 & 0 & 0 \\
0 & -1.2 & 0 & 0 \\
0 & 0 & -1.1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix} \quad (22)
\]

Let us compose a matrix equation taking into account the requirements for the control system:

Figure 6. SIMO-neural network approximator of the coefficients of the dynamic model (20).
\[
M_k = \begin{bmatrix}
  a_{11}(\eta) + b_{11}(\eta)k_{11}(\eta) + b_{12}(\eta)k_{21}(\eta) & a_{12}(\eta) + b_{11}(\eta)k_{11}(\eta) + b_{21}(\eta)k_{21}(\eta) & b_{11}(\eta) & b_{12}(\eta) \\
  a_{21}(\eta) + b_{21}(\eta)k_{12}(\eta) + b_{22}(\eta)k_{22}(\eta) & a_{22}(\eta) + b_{21}(\eta)k_{12}(\eta) + b_{22}(\eta)k_{22}(\eta) & 0 & 0 \\
  -k_1(\eta) & 0 & -k_2(\eta) & 0
\end{bmatrix} = M_d \text{diag}(\lambda), \tag{23}
\]

where \(M_k\) is the matrix of constant eigenvectors of the closed-loop control system.

Taking into account that the dimension of the matrix in the matrix equation of low order, we find the determinant of the matrix from System (23):

\[
\begin{bmatrix}
  a_{11}(\eta) + b_{11}(\eta)k_{11}(\eta) + b_{12}(\eta)k_{21}(\eta) - \lambda & a_{12}(\eta) + b_{11}(\eta)k_{11}(\eta) + b_{21}(\eta)k_{21}(\eta) - \lambda b_{11}(\eta) + b_{21}(\eta) \\
  a_{21}(\eta) + b_{21}(\eta)k_{12}(\eta) + b_{22}(\eta)k_{22}(\eta) - \lambda & a_{22}(\eta) + b_{21}(\eta)k_{12}(\eta) + b_{22}(\eta)k_{22}(\eta) - \lambda b_{21}(\eta) + b_{22}(\eta) \\
  -k_1(\eta) & 0 & -k_2(\eta) & 0
\end{bmatrix}
\]

and then, equating it to zero, we obtain the characteristic polynomial as the function of the coefficients of the gas turbine engine model and the controller parameters:

\[
\lambda^4 + a_3(\eta)\lambda^3 + a_2(\eta)\lambda^2 + a_1(\eta)\lambda + a_0(\eta) = 0 \tag{24}
\]

where

\[
a_3(\eta) = -b_{21}(\eta)k_{12}(\eta) - a_{11}(\eta) - a_{22}(\eta) - b_{12}(\eta)k_{21}(\eta) - b_{22}(\eta)k_{22}(\eta) - b_{11}(\eta)k_{11}(\eta); \\
a_2(\eta) = k_1(\eta)b_{11}(\eta) + b_{12}(\eta)k_{21}(\eta) + a_{22}(\eta) - a_{21}(\eta)b_{11}(\eta)k_{12}(\eta) - a_{21}(\eta) + a_{11}(\eta)b_{21}(\eta)k_{12}(\eta) + a_{12}(\eta)b_{11}(\eta)k_{22}(\eta) - b_{21}(\eta)k_{12}(\eta) - b_{22}(\eta)k_{22}(\eta) + b_{11}(\eta)k_{11}(\eta)k_{12}(\eta) - b_{12}(\eta)k_{11}(\eta)k_{22}(\eta) + b_{21}(\eta)k_{11}(\eta)k_{22}(\eta) + b_{22}(\eta)k_{11}(\eta)k_{22}(\eta) - b_{12}(\eta)k_{11}(\eta)k_{22}(\eta) + b_{12}(\eta)k_{11}(\eta)k_{22}(\eta) + b_{11}(\eta)k_{11}(\eta)k_{22}(\eta) - k_{11}(\eta)k_{22}(\eta); \\
a_1(\eta) = k_1(\eta)b_{21}(\eta)a_{12}(\eta) - k_1(\eta)b_{11}(\eta)a_{22}(\eta) - b_{11}(\eta)k_{11}(\eta)k_{22}(\eta) + k_{11}(\eta)k_{22}(\eta) + b_{11}(\eta)k_{11}(\eta)k_{22}(\eta) + a_{21}(\eta)k_{22}(\eta) - b_{21}(\eta)k_{12}(\eta) - b_{22}(\eta)k_{22}(\eta) - a_{11}(\eta)k_{12}(\eta) - a_{12}(\eta)k_{22}(\eta); \\
a_0(\eta) = k_1(\eta)k_2(\eta)b_{12}(\eta) + k_1(\eta)k_2(\eta)b_{21}(\eta) + k_1(\eta)k_2(\eta)b_{22}(\eta) + 1.08632k_{22} + 0.57571 = 6.75
\]

After substitution of the values of the coefficients in (24), a system of nonlinear algebraic equations in six variables can be obtained, i.e., unknown variables are more than the number of equations, and then some coefficients can be chosen arbitrarily.

For example, for the point of the operating mode \(\eta = 0.68\), the nonlinear system of algebraic equations after substituting the values of the coefficients of the linear model will have the following form (we assume that \(k_{11} = 0.1\) and \(k_1 = 0.1\):

\[
\begin{bmatrix}
-6.13k_{21} - 1.94k_{11} - 0.42k_{22} + 3.455 = 4.8 \\
10.8632k_{21} - 4.0017k_{12} + 0.42k_2 - 7.7979k_{21} + 0.11918k_{22} + 3.18069 = 8.57 \\
-0.11918k_2 + 1.08632k_{22} + 0.57571 = 6.75 \\
-1.08632k_2 = 1.98
\end{bmatrix} \tag{25}
\]

From (25), we can find the meanings of the controller coefficients:

\[
k_{12} = -0.113, k_2 = -1.823, k_{21} = -0.5593, k_{22} = 5.4837 \tag{26}
\]

Let us perform the analysis taking into account the obtained values of the controller and the equations of the closed-loop system. To provide the analysis, let us define the spectrum of eigenvalues of the closed-loop system and the eigenvectors of the canonical matrix. Substituting the values of the obtained controller coefficients (26) into the expression \(A + B \cdot K\), where the values of the matrices \(A\) and \(B\) are determined from Table 1 for \(\eta = 0.68\), we can determine the spectrum \(\Lambda\) of the closed-loop control system \(A + B \cdot K\).
The spectrum $\Lambda$ of the closed-loop system for the regime at the point with $\eta = 0.68$ is:

$$\text{diag}(\lambda)^{\eta=0.68} = \begin{pmatrix} -1.5 & 0 & 0 & 0 \\ 0 & -1.2 & 0 & 0 \\ 0 & 0 & -1.1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$$ (27)

and the eigenvectors of the matrix of the canonical basis are equal to:

$$M_s = \begin{pmatrix} -0.3000 & 0.3535 & -0.3557 & -0.3508 \\ -0.8843 & 0.8187 & -0.7974 & -0.7756 \\ -0.2000 & 0.2946 & -0.3234 & -0.3508 \\ 0.2967 & -0.3433 & 0.3648 & 0.3903 \end{pmatrix}$$ (28)

Applying successively the design algorithm for all selected points of the operating regime, we obtain nonlinear systems of equations, from which we determine the values of the controller coefficients for all given points.

The set of values of the coefficients of the nonlinear controller obtained during the design can be saved in the form of a table, or a neural network approximator can be used.

The proposed neural network model based on the SIMO-approximator (see Figure 7) has the structure (1-3-6), i.e., one input, three neurons in the hidden layer with tanh(.) activation function, and six linear outputs, where input "Mode" = (0.68, …, 0.95). Approximation accuracy at the given points is defined by an error equal to 0.003221.

![Figure 7. Nonlinear controller based on the SIMO-approximator.](image)

The architecture of the SIMO-approximator is determined by the requirements for the accuracy of solving the approximation problem and has the form:
The architecture of the SIMO-approximator is determined by the requirements for the accuracy of solving the approximation problem and has the form:

\[
K(\eta) = \begin{pmatrix}
    b^{k1} + \sum_{i=1}^{3} w_i^{k1} \tanh(w_i \eta + b_i) & b^{k2} + \sum_{i=1}^{3} w_i^{k2} \tanh(w_i \eta + b_i) & 1 & 0 \\
    b^{k1} + \sum_{i=1}^{3} w_i^{k1} \tanh(w_i \eta + b_i) & b^{k2} + \sum_{i=1}^{3} w_i^{k2} \tanh(w_i \eta + b_i) & 0 & 1 \\
    -(b^{k1} + \sum_{i=1}^{3} w_i^{k1} \tanh(w_i \eta + b_i)) & 0 & 0 & 0 \\
    0 & -(b^{k2} + \sum_{i=1}^{3} w_i^{k2} \tanh(w_i \eta + b_i)) & 0 & 0
\end{pmatrix}
\] (29)

The results of numerical modeling showed the correspondence of the quality of transient processes to those specified in the formulation of the problem (Figure 8).

![Figure 8. Transient processes curves for the given regime (the blue line represents the given process and the green line represents the simulation results).](image)

To determine the values of eigenvalues and eigenvectors, and the design and training of neural networks, libraries of numerical computations of the R language were used [40]. The GNU Octave system was applied to simulate a closed-loop control system [41].

6. GTE Lifecycle and Nonlinear Control Design

The criterion for the effectiveness of fatigue tests of a gas turbine engine is traditionally the equality of damage to aircraft engine elements in the operational and test cycles. The fatigue test parameters are selected taking into account one or several main operational cycles. Typical test cycle performs the load of critical engine elements during an operational cycle. The test cycle consists of the consequence of regimes, e.g., engine starting, maximal takeoff, climbing, cruise, descent, etc. The duration of each regime may differ depending on the thermal load of the engine elements. To decrease the test duration, the lower stress regimes might be substituted with higher stress regimes and additional acceleration and deceleration during transient regimes. Thus, it may provoke the engine reaching the stability limit. In this case, design of a nonlinear stable controller for fatigue tests is one of the important tasks.

The lifecycle of a gas turbine engine control system, like any complex technical object, includes predesign stage, design stage, stages of implementation, operation, and disposal [42]. At the predesign stage, the architecture of the control system is formed; in our case, at the design stage, a prototype of the system is developed and tested; at the operational stage, the control system fulfills its purpose. Disposal is the final stage in the lifecycle of a gas turbine engine when it can no longer be used or repaired.
At all stages of the lifecycle of the control system, a sufficiently large amount of information about the characteristics of the control system is generated and collected, which allows us to make the system improvements taking into account this information [43,44]. At the disposal stage, all information about this class of control system can be used in the development of its modification [45].

One of the main reasons for the limited possibilities of building a simulation model of the engine lifecycle for choosing the parameters for testing the controller is the complexity of evaluating the criterion of the effectiveness of testing the controller within the engine lifecycle.

The reason for the emergence of problems of this kind is, first of all, the need for preliminary processing of large volumes of heterogeneous data collected at different stages of the lifecycle of the engine.

Under these conditions, Big Data technology can serve as an effective tool for storing and analyzing controller lifecycle information. For example, Hadoop efficiently manages distributed resources based on access to streaming data. MapReduce allows batch processing of database queries, which dramatically reduces processing time. These technologies are suitable for preprocessing the original model data and the simulation results.

The main data and knowledge flows in lifecycle modeling and controller parameters evaluation are shown in Figure 9, where:

- \( D_1 \) is a formal gas turbine engine and controller description;
- \( D_2, D_3, D_4, \) and \( D_5 \) are data necessary for gas turbine engine and controller design, production, testing, and operation;
- \( K_1 \) is the gas turbine engine and controller operation knowledge;
- \( K_2 \) is control of test parameters;
- \( K_3 \) is control of operation parameters;
- \( K_4 \) is disposal control;
- \( DB_1 \) and \( DB_2 \) are integrated databases;
- \( KB_2 \) is knowledge base.

Thus, the information obtained at the testing stage can be used to optimize the performance of the nonlinear controller. However, the design stage of a nonlinear controller presented above is a rather important stage, since it allows for developing a prototype, taking into account the constraints, which ensure the optimization of costs for the development of the entire control system.

![Figure 9. Data and knowledge flows in gas turbine engine lifecycle modeling.](image)
7. Conclusions

Gas turbine engines belong to the class of complex heat machines, which are widely used to solve various tasks. Due to their design and functional features, gas turbine engines are nonlinear control objects. The dynamic properties of the gas turbine engine change depending on operating conditions and environmental conditions. As it is known, the characteristics of instances of the same type of engine may also change significantly.

This paper discusses the algorithmic approach for the design of nonlinear control systems for dynamic control objects given by piecewise linear models.

To ensure the required performance indicators in the entire range of operating parameters, it is necessary to meet the requirements for the quality of transient processes when changing the operating regimes of a gas turbine engine.

The design method is based on the assumption that the matrix of the canonical basis of the closed-loop system is constant, which makes it possible to provide the desired performance of control process in the regimes of partial acceleration. This approach allows the use of various methods for the design of linear controllers under the additional condition that the matrix of the canonical basis of the closed-loop system is constant. An example of design for a twin-shaft gas turbine engine is considered.

The design method considered can be used for various types of gas turbine engines. The proposed design method provides the required quality of transient processes in acceleration regimes.

The important component of the effective design of control systems is the collection of possible data about the control object throughout its entire lifecycle. It also allows for continuous improvement of the existing control system and the development of its new modifications.

Achievements in the field of machine learning algorithms, taking into account the above, make it possible to adjust the parameters of nonlinear controllers for a specific instance of the gas turbine engine. However, at the preliminary stage of designing the control system, it is necessary to solve the problems of designing the control system by using available analytical tools and models.

As part of further research, it is planned to take into account the influence of changes in the characteristics of the model under the influence of various noises and possible deviations of its parameters for various instances of the control object.
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Nomenclature

\begin{align*}
N_1 & \quad \text{Low pressure compressor rotational speed} \\
N_2 & \quad \text{High pressure compressor rotational speed} \\
W_f & \quad \text{Fuel consumption} \\
A_8 & \quad \text{Jet nozzle cross-sectional area} \\
P_1 & \quad \text{Compressor average pressure ratio} \\
P_2 & \quad \text{Inlet corrected mass flow rate} \\
r_1 & \quad \text{Compressor surge region} \\
r_2 & \quad \text{Turbine gas temperature limit region} \\
r_3 & \quad \text{Flameout region} \\
L & \quad \text{Steady running line}
\end{align*}
Points on engine steady running line $L$

Trajectory during acceleration

Trajectory during deceleration

Boundaries of stable operation of the compressor

Values of the vectors of variables $x, u, y$ at static (steady-state) operating regimes of a gas turbine engine ($i = 1, \ldots, 4$)

Vector of state variables (which are understood as the rotational speeds of the low and high pressure compressors of the gas turbine engine, respectively)

Vector of control actions (fuel consumption and jet nozzle cross-sectional area)

Vector of controlled variables (air pressure behind the compressor, gas pressure and temperature behind the turbine)

Parameter that determines the choice of the point of the $i$-th operating mode (or, respectively, the $i$-th piecewise linear model)

Relative (dimensionless) values of variables $N_1$ and $N_2$

Eigenvalue

Spectrum $\{\lambda\}$

Matrix of eigenvectors

Time (sec)

Eigenvector

Eigenvalue function

Neural network activation function

Nonlinear control

Weight matrix of neural network

**Abbreviations**

SIMO | Single input–multiple output

GTE | Gas turbine engine
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