A New Feature Selection Method for LogNNet and its Application for Diagnosis and Prognosis of COVID-19 Disease Using Routine Blood Values
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Abstract: Since February-2020, the world has embarked on an intense struggle with the COVID-19 disease, and health systems have come under a tragic pressure as the disease turned into a pandemic. The aim of this study is to determine the most effective routine-blood-values (RBV) in the diagnosis/prognosis of COVID-19 using new feature selection method for LogNNet reservoir neural network. First dataset in this study consists of a total of 5296 patients with a same number of negative and positive covid test. Second dataset consists of a total of 3899-patients with a diagnosis of COVID-19, who were treated in hospital with severe-infected (203-patients) and mildly-infected (3696-patients). The most important RBVs that affect the diagnosis of the disease from the first dataset were mean-corpuscular-hemoglobin-concentration (MCHC), mean-corpuscular-hemoglobin (MCH) and activated-partial-prothrombin-time (aPTT). The most effective features in the prognosis of the disease were erythrocyte-sedimentation-rate (ESR), neutrophil-count (NEU), C-reactive-protein (CRP). LogNNet-model achieved an accuracy rate of $A_46 = 99.5\%$ in the diagnosis of the disease with 46 features and $A_3 = 99.17\%$ with only MCHC, MCH, and aPTT features. Model reached an accuracy rate of $A_48 = 94.4\%$ in determining the prognosis of the disease with 48 features and $A_3 = 82.7\%$ with only ESR, NEU, and CRP features. LogNNet model demonstrated a very high disease diagnosis/prognosis of COVID-19 performance without knowing about the symptoms or history of the patients. The model is suitable for devices with low resources (3-14 kB of RAM used on the Arduino microcontroller), and is promising to create mobile health monitoring systems in the Internet of Medical Things. Our method will reduce the negative pressures on the health sector and help doctors understand pathogenesis of COVID-19 through key futures and contribute positively to the treatment processes.
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1. Introduction

The new severe acute respiratory syndrome coronavirus (SARS-CoV-2), first identified in 2019, has rapidly affected the world and caused a pandemic [1,2]. The disease, identified as coronavirus 2019 (COVID-19), can cause severe pneumonia and fatal acute respiratory distress syndrome (ARDS) [3–6]. While the disease may be asymptomatic, severe ARDS is thought to be due to the inflammatory cytokine storm that may be encountered during this period [6,7]. As a matter of fact, it has been stated in previous studies
that this pathogen can cause a serious respiratory disorder that requires special intervention in intensive care units (ICUs) and in some cases may cause death [6,7]. Moreover, the symptoms of COVID-19 induced by the new SARS-CoV-2 are difficult to distinguish from known infections in the majority of patients [6,8,9].

Previous studies have demonstrated the clinical importance of changes in the routine blood parameters (RBVs) in the diagnosis and prediction of prognosis of infectious diseases [1–4,10,11]. Similarly, many abnormalities have been reported in the peripheral blood of patients infected with COVID-19 [6,7,11]. However, Jiang et al. [12] and Zheng et al. [13] emphasized that information on early predictive factors for particularly severe and fatal COVID-19 cases is relatively limited and further research is needed. Huyut et al. [6] and Lippi et al. [14] described that the rapid spread of disease in pandemics overwhelms health systems and raises concerns about the need for intensive care treatment. Rapid spread of the disease in pandemics overwhelms the health system, raising concerns about the need for intensive care treatment [6,14]. In addition, it has been reported that the detection of severe and mild patients in COVID-19 is an important and clinically difficult process in terms of morbidity and mortality [6]. Despite these clinical features of COVID-19, studies with large samples representing laboratory abnormalities of patients are needed [3,15]. Therefore, the relationship between Covid-19 disease and RBVs should be supported by large datasets.

For this reason, it has been the focus of studies to determine whether patients who are likely to benefit from supportive care and early intervention are at risk and how to identify them [6,11]. While new tests are being developed for the diagnosis of COVID-19, Banerjee et al. [8] stated that these applications require specialized equipment and facilities. Accordingly, estimating the diagnosis/prognosis of diseases without using advanced devices and methods; it can help with various problems such as patient comfort, health systems and economic inefficiencies. For this purpose, Beck et al. [16] and Xu et al. [17] reported that more economical and faster alternative methods are being developed to assist clinical procedures.

Uncertainties in the routine blood values of COVID-19 patients, difficulties in diagnosis and treatment have increased the interest in machine learning (ML) and artificial intelligence (AI) approaches from the alternative methods. The most important reason for this is the power of artificial intelligence models to reveal hidden relationship structures between features [18]. In this context, artificial intelligence approaches are frequently used in real-time decision making to reduce drug costs, improve patient comfort and improve the quality of healthcare services [5,18].

There are several attempts in existence that use artificial intelligence methods to predict the diagnosis and mortality of COVID-19 [4,16]. Most of these studies relied on computed tomographic (CT) [19], while far fewer relied on RBVs [4,5,19]. However, imaging-based solutions are costly, time-consuming and require specialized equipment [19]. In this context, some studies [5,19,20] have highlighted that diagnosis based on RBV values can provide an effective, rapid and cost-effective alternative for early detection and prognosis of COVID-19 cases.

However, previous AI studies did not use most of the RBV parameters and reported relatively poorer classifier performance to this study [2,3,5,6]. Also, previous studies [8,18–24], have generally focused on the early diagnosis of COVID-19 disease and have addressed relatively smaller samples. In addition, artificial intelligence studies on predicting the prognosis of the disease and detecting severely or mildly infected patients in the early period based on RBVs alone are insufficient. It was stated that studies to be carried out for this purpose could reduce the intensity on the ICU and help health services by detecting severe and mildly infected patients with COVID-19 early [2,5,18,19].

The most ML are the process of transforming the feature vector from the first multidimensional space to the second multidimensional space and detecting it by a linear classifier [25]. The differences between ML models generally lie in the transformation algorithms and their number and order. In addition, transformation algorithms can be in the
form of reducing and increasing the space dimension. The popular machine learning classifier algorithms commonly used for data analysis are: multilayer perceptron (feedforward neural network with several layers, linear classifier) [26], support vector machine [27], K-nearest neighbors method [28], XGBoost classifier [29], random forest method [30], logistic regression [31], decision trees [32].

ML algorithms typically require a sufficiently large number of samples. However, in this case, the dataset has to be reduced for reasons related to the dimensionality problem. This is achieved by finding a matrix that has fewer columns and is similar to the original. Since this matrix consists of fewer features, it can be used more efficiently than the original matrix. Dimensionality reduction can be defined as the process of finding matrices with fewer columns. The feature selection is one of the techniques used to reduce dimensionality; in this technique, irrelevant and redundant features are discarded while selecting the relevant features [25,33]. Also, the selection of appropriate features can reduce the measurement cost and provide a better understanding of the problem [25]. Feature selection methods can be classified as filters, embedded methods, and wrappers, depending on their relationship to the learning method [25,33]. Because feature selection is part of the training process in embedded methods, this method lies between filters and wrappers. Searching for the best subset of features is performed during training of the classifier (for example, when optimizing weights in a neural network) and therefore embedded methods have less computational cost than wrappers [25].

Most of the new feature selection methods are filters, although we can find representative methods for all three categories [25]. The large numbers of feature selection methods currently available complicate the selection of the best method for a given problem [33]. Below are the latest methods that have become popular among researchers: Feature Selection Based on Correlation (CFS) [34], Filtering Based on Consistency [35], INTERACT [36], Knowledge Gain (InfoGain) [37], ReliefF [38], Recursive Feature Elimination for Support Vector Machines (SVM-RFE) [39], Lasso editing [40], Minimum Redundancy Maximum Relevance (mRMR) algorithm (developed specifically for dealing with microarray data) [25].

In our previous published study [41], a classifier based on LogNNet neural network was described using handwriting recognition example from MNIST database. Velichko [42] demonstrated the use of the LogNNet to calculate risk factors for the presence of a disease based on a set of medical health indicators. The LogNNet neural network is a direct distribution network that improves classification accuracy by passing the feature vector through a special reservoir matrix and transforming it into a feature vector of different size [43]. Previous studies have shown that the higher the entropy of a chaotic mapping that fills a reservoir matrix, the better the classification accuracy [44]. Therefore, the procedure for optimizing chaotic map parameters plays an important role in the presented data analysis method using LogNNet neural network. In addition, due to the characteristics of chaotic mapping, it is possible to significantly reduce RAM memory usage by a neural network. For this purpose, in a study [42], the algorithm of LogNNet operation on a device with 2 kB of RAM was presented. This result showed that LogNNet can be used in Internet of Things (IoT) mobile devices.

In this study, 3 main stages can be distinguished: data collection, LogNNet training with selection of main features and testing of feature combinations (Figure 1). Between the specified dates, the RBV results of the patients measured at admission were recorded retrospectively. Two different data sets were created from the obtained data. The first dataset includes the information of 2648 outpatients diagnosed with COVID-19 and the same number of patients who tested negative for COVID-19. The second dataset contains the information of 3899 patients (ICU and non-ICU) who were hospitalized with the diagnosis of COVID-19. The most effective RBV values (features) in the diagnosis and prognosis of COVID-19 were determined by a new feature selection method. Next, the performance of the LogNNet neural network model fed by main features and combinations of selected features in predicting the diagnosis/prognosis of the disease was evaluated.
2. Materials and Methods

The study was conducted in accordance with the 1989 Declaration of Helsinki. Data matching to our criteria were collected retrospectively from the information system of Erzincan Binali Yıldırım University Mengücek Gazi Training and Research (EBYU-MG hospital) Hospital between April-December 2021 and included in the study.

The RBV of the patients consisted of biochemical, hematological, and immunological tests. Severely infected patients were defined as the intensive care unit (ICU), while mildly infected patients were defined as non-ICU (subjects in all wards). Dataset B1 included information on \( n = 2648 \) outpatients COVID-19 positive and \( n = 2648 \) COVID-19 negative (control group) total 5296 patients. In the B2 dataset, there were information of \( n = 203 \) ICU and \( n = 3696 \) non-ICU COVID-19 patients. Raw data recorded included patients` diagnoses (COVID-19, heart disease, asthma, etc.), treatment units (ICU or non-ICU), age, and RBV data. The entire recording process took 20 hours. In the raw data, RBV data were on a quantitative scale, diagnostic data were on a multinomial scale, and treatment units were on a binomial scale. In the data preprocessing stage, the string data was converted into numerical data. Categorical data were coded, repeated measurements were averaged, duplicates were removed, and quantitative data were normalized. The missing RBV data were complemented by the mean of the respective parameter distribution.
2.1. Characteristic of Participants, Workflow and Define Datasets

In the EBYU-MG hospital, only the cases that were detected as SARS-CoV-2 by real-time reverse transcriptase polymerase chain reaction (RT-PCR) in nasopharyngeal or oropharyngeal swabs during the dates covered by this study were diagnosed with COVID-19. The research only included individuals over the age of 18. In order to prevent various complications, RBV results at the first admission were recorded.

First data set (B1) includes the information of 2648 patients diagnosed with COVID-19 and receiving outpatient treatment in hospital on the specified dates, and the same number of patients (control group) whose COVID-19 tests were negative. With our new feature selection procedure, the most important RBV features that are effective in the diagnosis of the disease were selected from the B1 dataset. The selected features were fed into LogNNet deep neural network to examine the method’s performance in diagnosing COVID-19 disease.

Second data set (B2) includes the information of 3899 patients who were treated for COVID-19 in hospital on the specified dates. The treatment units of these patients at the first admission were examined. In the B2 dataset, there were n = 203 ICU and n = 3696 non-ICU COVID-19 patients. Then, with our new feature selection procedure, the most influential RBV traits in the prognosis of the disease were selected from the B2 dataset. Selected features were fed into the LogNNet deep neural network to examine the performance of this method in determining the prognosis/severity of COVID-19 disease.

The B1 and B2 datasets used in this study are presented in Table 1 and Table 2. B1 and B2 datasets include immunological, hematological and biochemical RBV parameters and each dataset consists of 51 features. In the B1 dataset, positive COVID-19 test results were coded as 1 and negative as 0 (COVID-19 = 1, non-COVID-19 = 0).

In the B2 dataset, severely infected (ICU) COVID-19 patients were coded as 1, while mildly infected (non-ICU) COVID-19 patients were coded as 0 “ie: ICU COVID-19 = 1”, “non-COVID-19 = 0”. Datasets can be downloaded in Supplementary Materials of this paper.

**Table 1. Feature numbering for B1 datasets.**

| №  | Feature | №  | Feature | №  | Feature | №  | Feature |
|----|---------|----|---------|----|---------|----|---------|
| 1  | CRP     | 12 | NEU     | 23 | MPV     | 34 | GGT     | 45 | Sodium  |
| 2  | D-Dimer | 13 | PLT     | 24 | PDW     | 35 | Glucose | 46 | T-Bil   |
| 3  | Ferritin| 14 | WBC     | 25 | RBC     | 36 | HDL-C   | 47 | TP      |
| 4  | Fibrinogen| 15 | BASO     | 26 | RDW     | 37 | Calcium | 48 | Triglyceride |
| 5  | INR     | 16 | EOS     | 27 | ALT     | 38 | Chlorine | 49 | eGFR    |
| 6  | PT      | 17 | HCT     | 28 | AST     | 39 | Cholesterol | 50 | Urea    |
| 7  | PCT     | 18 | HGB     | 29 | Albumin | 40 | Creatinine | 51 | UA      |
| 8  | ESR     | 19 | MCH     | 30 | ALP     | 41 | CK      |     |         |
| 9  | Troponin| 20 | MCHC    | 31 | Amylase | 42 | LDH     |     |         |
| 10 | aPTT    | 21 | MCV     | 32 | CK-MB   | 43 | LDL     |     |         |
| 11 | LYM     | 22 | MONO    | 33 | D-Bil   | 44 | Potassium |     |         |

CRP: C-reactive protein; INR: international normalized ratio; PT: prothrombin time; PCT: Procalcitonin; ESR: erythrocyte sedimentation rate; aPTT: activated partial prothrombin time; LYM: lymphocyte count; NEU: neutrophil count; PLT: platelet count; WBC: white blood cell count; BASO: basophil count; EOS: eosinophil count; HCT: hematocrit; HGB: hemoglobin; MCH: mean corpuscular hemoglobin; MCHC: mean corpuscular hemoglobin concentration; MCV: mean corpuscular volume; MONO: monocyte count; MPV: mean platelet volume; PDW: platelet distribution width; RBC: red blood cells; RDW: red cell distribution width; ALT: alanine aminotransaminase; AST: aspartate aminotransferase; ALP: alkaline phosphatase; CK-MB: creatine kinase myocardial band; D-Bil: direct bilirubin; GGT: gamma-glutamyl transferase; HDL-C: high-density lipoprotein-cholesterol; CK: creatine kinase; LDH: lactate dehydrogenase; LDL: low-density lipoprotein; T-Bil: total bilirubin; TP: total protein; eGFR: estimating glomerular filtration rate; UA: uric acid.
Table 2. Feature numbering for B2 datasets.

| №  | Feature  | №  | Feature   | №  | Feature  | №  | Feature |
|----|----------|----|-----------|----|----------|----|---------|
| 1  | ALT      | 12 | Chlorine  | 23 | eGFR     | 34 | MONO    |
| 2  | AST      | 13 | Cholesterol| 24 | Urea     | 35 | MPV     |
| 3  | Albumin  | 14 | Creatinine| 25 | UA       | 36 | NEU     |
| 4  | ALP      | 15 | CK        | 26 | BASO     | 37 | PDW     |
| 5  | Amylase  | 16 | LDH       | 27 | EOS      | 38 | PLT     |
| 6  | CK-MB    | 17 | LDL       | 28 | HCT      | 39 | RBC     |
| 7  | D-Bil    | 18 | Potassium | 29 | HGB      | 40 | RDW     |
| 8  | GGT      | 19 | Sodium    | 30 | LYM      | 41 | WBC     |
| 9  | Glucose  | 20 | T-Bil     | 31 | MCH      | 42 | CRP     |
| 10 | HDL-C    | 21 | TP        | 32 | MCHC     | 43 | D-Dimer |
| 11 | Calcium  | 22 | Triglyceride| 33 | MCV      | 44 | Ferritin|

ALT: alanine aminotransaminase; AST: aspartate aminotransferase; ALP: alkaline phosphatase; CK-MB: creatine kinase myocardial band; D-Bil: direct bilirubin; GGT: gamma-glutamyl transferase; HDL-C: high-density lipoprotein-cholesterol; CK: creatine kinase; LDH: lactate dehydrogenase; LDL: low-density lipoprotein; T-Bil: total bilirubin; TP: total protein; eGFR: estimating glomerular filtration rate; UA: uric acid; BASO: basophil count; EOS: eosinophil count; HCT: hematocrit; HGB: hemoglobin; LYM: lymphocyte count; MCH: mean corpuscular hemoglobin; MCHC: mean corpuscular hemoglobin concentration; MCV: mean corpuscular volume; MONO: monocyte count; MPV: mean platelet volume; NEU: neutrophil count; PDW: platelet distribution width; PLT: platelet count; RBC: red blood cells; RDW: red cell distribution width; WBC: white blood cell count; CRP: C-reactive protein; INR: international normalized ratio; PT: prothrombin time; PCT: procalcitonin; ESR: erythrocyte sedimentation rate; aPTT: activated partial prothrombin time.

### 2.2. LogNNet architecture

Figure 2 shows a principle of operation of the neural network LogNNet [42].

An object in the form of a feature vector, denoted as \( d \), is input to LogNNet. The feature vector contains \( N \) coordinates \( (d_1, d_2 \ldots d_N) \), where the number \( N \) is defined by the user. The classifier output determines the object class to which the input feature vector \( d \)
belongs. The number of possible classes denoted as $M$. LogNNet contains a reservoir with a special matrix, denoted as $W$. The matrix $W$ was filled row by row with numbers generated by the chaotic mapping $x_n$. In this paper, it is proposed to use chaotic mapping based on congruential generator formula (1) (see Table 3), and Algorithm of matrix $W$ filling shown in Table 4. Vector $d$ converted into a vector $Y$ of dimension $N+1$ with an additional coordinate $Y_0 = 1$, which plays the role of a bias element. Thus, the primary transformation of the feature vector $d$ into the second $(P+1)$-dimensional space takes place. Then the vector $S_h$ is fed to a two-layer linear classifier, with the number of neurons $H$ in the hidden layer $S_h^2$, and the number of outputs $M$ in the output layer $S_{out}$. To indicate the parameters of the neural network, the short designation LogNNet $N:P:H:M$ is used.

The training of the linear classifier LogNNet was carried out using the backpropagation method [41].

Table 3. Chaotic map formula and list of optimized parameters with limits.

| Chaotic map       | List of optimized parameters (limits) | Formula |
|-------------------|--------------------------------------|---------|
| Congruent generator | $K$ (-100 to 100) | $D$ (-100 to 100) | $L$ (2 to 10000) | $C$ (-100 to 100) |
|                   | $x_{n+1} = (D - K \cdot x_n) \mod L$ | $x_0 = C$ |

(1)

Table 4. Algorithm of matrix $W$ filling.

```plaintext
xn: = C;
for j: = 1 to P do
  for i: = 0 to N do
    begin
      xn: = (D-K*xn) mod L; // Congruential generator formula
      W[i,j]: = xn/L;
    end;
```

2.3. Optimization of reservoir parameters

The optimal chaotic mapping parameters were selected using a special algorithm and their range is indicated in Table 3. Before optimization, it is necessary to set the values of the constant parameters of the model: the value $P+1$, which determines the dimension of the vectors $S_h$ and $S_{h2}$, the number of layers in the linear classifier, the number of epochs $E_p$ for backpropagation training, the number of neurons in the classifier’s hidden layer, in the case of a two-layer classifier. Then the training of the LogNNet network begins, performed by two nested iterations [45]. The inner iteration trains the output LogNNet classifier by backpropagation the error on the training set, the outer iteration optimizes the model parameters.

During the optimization process, the training and validation bases coincided and were equivalent to the initial datasets (B1 or B2). The outer iteration is implemented on the basis of the particle swarm method with fitness function equal to classification accuracy. Exit from outer iteration occurs either when the desired values of the classification accuracy are reached, or when the specified number of iterations in the particle swarm method is reached. As a result, we obtain optimized model parameters (chaotic mapping parameters) at the output, which allow us to obtain the highest classification accuracy on the validation set.
2.4. K-fold cross-validation technique

K-fold cross-validation technique was used to test LogNNet, it is very well suited for medical databases where there is no splitting into test and training sets. The elements of the set (B1 or B2) are divided into $K$ parts ($K = 5$), and then one of the parts is taken as the test sample, and the remaining $K-1$ parts are for the training sample. Then the average value of the metrics is calculated for all $K$ cases when one of the $K$ parts of the set becomes the test sample in turn. A distinctive feature of the method is that the test data should not be involved in the training process. Results the application of K-fold cross-validation technique allowed to calculate the classification metrics: $A$-classification accuracy, Precision, Recall and F1-metric. According to the text of the article, wherever we talk about the classification accuracy $A$, the value obtained by the K-fold cross-validation method is implied.

To obtain a higher value of $A$, the training $K-1$ parts of the sets were balanced according to the method from [42]. It includes the alternation of vectors from all classes with equalization of their numbers by the duplication method.

2.5. Future selection method

The feature selection method is based on two consecutive steps. First, we need to remove features that make it difficult to train the neural network and are redundant. The second stage involves sorting the remaining features according to their contribution to the classification metric. The features are removed by zeroing the corresponding components of the input vectors $d$.

The implementation of this approach is shown on the example of futures selection for the base B2. Suppose a reservoir optimization was carried out and an accuracy of $A_{51} = 93.665\%$ was obtained (using K-fold cross-validation), here the designation $A_{NF}$ is introduced - classification accuracy when using $NF = 51$ features. Let us introduce additional pointers, denote the set of removed features by $FR$, and denote the set of selected features by $FS$. For example, $A_{49}(FR[3, 33])$ denotes accuracy at $NF = 49$ features with features $z = 3$ and $z = 33$ removed, and $A_{4}(FS[1, 22, 33, 41, 55])$ denotes accuracy at $NF = 4$ features with the main features from the set $FS$, $z = 1, 22, 33, 41, 55$. Next, we plot the dependence of the value of $dA_{50}$ on the number of the removed feature $z$ (see Figure 3a), where

$$dA_{51}(z) = A_{51} - A_{50}(FR[z]). \tag{2}$$
Figure 3. Function of the feature strength $dA_{51}(z)$ (a), $dA_{50}(z)$ (b), $dA_{49}(z)$ (c), $dA_{48}(z)$ (d).

Dependence $dA(z)$ will be defined as a function of the feature strength. The value $A_{50}(FR[z])$ characterizes the classification accuracy of the neural network using $NF = 50$ features, after deleting the feature with number $z$. Positive feature strength $dA_{51}$ (Figure 3a and Equation 2) means that the removal of the feature reduces the classification accuracy of the network and the feature is useful, and negative $dA_{51}$ means that the feature interferes with learning (redundant) and its removal leads to an increase in the classification properties of the neural network. According to Figure 3a, seven most useful features can be identified after the first selection iteration with numbers $z = 49, 36, 42, 19, 12, 3, 21$. The feature that makes learning the most difficult is number $z = 44$ (in Figure 3 it is indicated by the index ‘Minimum’) at its removal $A_{50}(FR[44]) = 94.075\%$, which exceeds the previous value $A_{51} = 93.665\%$.

The next iteration involves calculating the dependence of $dA_{50}(z)$, where

$$dA_{50}(z) = A_{50}(FR[44]) - A_{50}(FR[z]).$$

(3)

Its graph has the form shown in Figure 3b. Equation (3) implies the exclusion of the worst feature $z = 44$ and the exclusion of all other features in turn. As a result, the next feature to exclude will be feature $z = 45$, and the best accuracy will be $A_{49}(FR[44, 45]) = 94.28\%$.

Iterations continue until all $dA$ values are greater than or equal to zero. Figures 3c, d show graphs for equations (4, 5)

$$dA_{49}(z) = A_{49}(FR[44, 45]) - A_{49}(FR[44, 45, z]),$$

(4)

$$dA_{48}(z) = A_{48}(FR[44, 45, 14]) - A_{48}(FR[44, 45, 14, z]).$$

(5)

The graph in Figure 3d contains the dependence $dA_{48}(z)$ which lies above the zero value. Thus, the best classification accuracy corresponds to $A_{48}(FR[44, 45, 14]) = 94.434\%$, after removing the features $z = 44, 45, 14$. During the selection, the set of the best seven features with highest future strength $dA$ also changed from the set $[49, 36, 42, 19, 12, 3, 21]$ (Figure 3a) to $[49, 36, 42, 3, 39, 12, 40]$ (Figure 3d, red circle).

The second stage consists in arranging features according to their effectiveness (strength) in descending order of peak values $dA$. For the considered example, such a sequence contains the following first 12 values $[49, 36, 42, 3, 39, 12, 40, 4, 21, 9, 35, 29]$ (Figure 3d).
3. Results

3.1. Dataset B1

Architecture LogNNet 51:50:20:2 were considered for B1 dataset. The result of reservoir optimization by the method from section 2.3 with the number of epochs $Ep = 50$ led to the parameters of the congruential generator indicated in Table 5.

Table 5. Optimal reservoir parameters.

| Dataset B1 | Dataset B2 |
|------------|------------|
| $K$ | $D$ | $L$ | $C$ | $K$ | $D$ | $L$ | $C$ |
| 93 | 68 | 9276 | 73 | 47 | 99 | 8941 | 56 |

Feature selection was carried out with the number of epochs $Ep = 100$. Prior to selection, the $dA_51(z)$ plot shown in Figure 4a. After future selection the redundant future are of numbers $z = 21, 37, 42, 49, 40$, the $dA_46(z)$ plot shown in Figure 4b. It can be seen that the influence of features with numbers $z = 20, 19, 10, 17$ has increased.

Figure 4. Function of the feature strength $dA_51(z)$ (a), $dA_46(z)$ (b).

The dependence of $A_46(FR[21,37,42,49,40])$ on the number of epochs is shown in Figure 5, the values of other metrics are shown in Table 6.

Figure 5. Dependence of $A_46(FR[21,37,42,49,40])$ on the number of epochs $Ep$. 
Table 6. Classification metrics depending on the number of training epochs $Ep$.

| $Ep$ | $A_{46}(FR[21,37,42,49,40])$ | Precision "non-Covid-19" | Precision "Covid-19" | Recall "non-Covid-19" | Recall "Covid-19" | $F1$ "non-Covid-19" | $F1$ "Covid-19" |
|------|-----------------------------|--------------------------|---------------------|-----------------------|------------------|-------------------|------------------|
| 10   | 98.376                      | 0.978                    | 0.99               | 0.991                 | 0.977            | 0.984             | 0.984            |
| 30   | 99.339                      | 0.992                    | 0.995              | 0.995                 | 0.992            | 0.993             | 0.993            |
| 100  | 99.509                      | 0.994                    | 0.996              | 0.996                 | 0.994            | 0.995             | 0.995            |
| 150  | 99.49                       | 0.994                    | 0.996              | 0.996                 | 0.994            | 0.995             | 0.995            |
| 200  | 99.471                      | 0.994                    | 0.995              | 0.995                 | 0.994            | 0.995             | 0.995            |

$Ep = 100$ will be taken as the optimal value of the number of epochs. The RBV values found most important in the diagnosis of COVID-19 are the features listed in Table 7. The most important of these are MCHC, MCH and aPTT. MCHC in a blood test allows to find out the average amount of hemoglobin in an erythrocyte.

Table 7. The 7 features found to be most important in the diagnosis of COVID-19.

| Number | $dA_{46}$ | Features   |
|--------|-----------|------------|
| 20     | 8.007     | MCHC       |
| 19     | 3.399     | MCH        |
| 10     | 3.022     | aPTT       |
| 17     | 0.359     | HCT        |
| 36     | 0.208     | HDL-C      |
| 22     | 0.17      | MONO       |
| 25     | 0.151     | RBC        |

MCH: mean corpuscular hemoglobin; MCHC: mean corpuscular hemoglobin concentration; aPTT: activated partial prothrombin time; HCT: hematocrit; HDL-C: high-density lipoprotein-cholesterol; MONO: monocyte count; RBC: red blood cells.

Efficiency of LogNNet in determining the diagnosis of COVID-19 using only 7 features and their combinations shown in Table 8.

Table 8. LogNNet efficiency for various combinations of features.

| Combinations of features | $A$ | Precision "non-Covid-19" | Precision "Covid-19" | Recall "non-Covid-19" | Recall "Covid-19" | $F1$ "non-Covid-19" | $F1$ "Covid-19" |
|--------------------------|-----|--------------------------|---------------------|-----------------------|------------------|-------------------|------------------|
| $A_{46}(FR[21,37,42,49,40])$ | 99.509 | 0.994                    | 0.996               | 0.996                 | 0.994            | 0.995             | 0.995            |
| $A_{1}(FS[20,19,10,17,36,22,25])$ | 99.358 | 0.991                    | 0.996               | 0.996                 | 0.991            | 0.994             | 0.994            |
| $A_{1}(FS[20])$ | 94.279 | 0.930                    | 0.958               | 0.959                 | 0.926            | 0.944             | 0.942            |
| $A_{1}(FS[19])$ | 52.418 | 0.526                    | 0.524               | 0.500                 | 0.548            | 0.509             | 0.532            |
| $A_{1}(FS[36])$ | 94.429 | 0.935                    | 0.955               | 0.956                 | 0.932            | 0.945             | 0.943            |
| $A_{1}(FS[20,19])$ | 99.150 | 0.989                    | 0.994               | 0.994                 | 0.989            | 0.992             | 0.991            |
| $A_{1}(FS[20,36])$ | 97.583 | 0.973                    | 0.979               | 0.979                 | 0.972            | 0.976             | 0.976            |
| $A_{1}(FS[19,36])$ | 94.373 | 0.934                    | 0.955               | 0.957                 | 0.931            | 0.945             | 0.943            |
| $A_{1}(FS[20,19,10])$ | 99.169 | 0.989                    | 0.995               | 0.995                 | 0.989            | 0.992             | 0.992            |

Thus, even using only one feature 20 (MCHC) or 36 (HDL-C) in determining the diagnosis of COVID-19 provides a high classification accuracy of $A_{1}(FS[20]), A_{1}(FS[36]) \sim 94\%$. Combination of 2 futures 20 (MCHC) and 19 (MCH) allows to reach accuracy $A_{1}(FS[20,19]) \approx 99.15\%$.

When Table 8 is examined, the accuracy rate of the model in diagnosing the disease with 7 features was almost equal to the accuracy rate in using all 46 features ($A_{46} \approx 99.4$ vs. $A_{1} \approx 99.59$).
3.2. Dataset B2

Architecture LogNNet 51:50:20:2 were considered for B2 dataset. The result of reservoir optimization by the method from section 2.3 with the number of epochs \( Ep = 50 \) led to the parameters of the congruential generator indicated in Table 5. Feature selection was carried out at the number of epochs \( Ep = 150 \). Prior to selection futures strength correspond to \( dA_{51}(z) \), see Figure 3a. After feature selection the redundant future are of numbers \( z = 44, 45 \) and 14, the \( dA_{48}(z) \) graph shown in Figure 3d.

The dependence of \( A_{48}(FR[44,45,14]) \) on the number of epochs is shown in Figure 6, the values of other metrics are shown in Table 9.

![Figure 6. Dependence of \( A_{48}(FR[44,45,14]) \) on the number of epochs \( Ep \).](image)

Table 9. Classification metrics depending on the number of training epochs \( Ep \).

| Ep  | \( A_{48}(FR[44,45,14]) \) | Precision "non-ICU" | Precision "ICU" | Recall "non-ICU" | Recall "ICU" | F1 "non-ICU" | F2 "ICU" |
|-----|---------------------------|----------------------|-----------------|-----------------|-------------|------------|-----------|
| 10  | 88.715                    | 0.993                | 0.307           | 0.887           | 0.881       | 0.937      | 0.451     |
| 30  | 90.459                    | 0.993                | 0.347           | 0.906           | 0.876       | 0.947      | 0.492     |
| 100 | 93.306                    | 0.990                | 0.433           | 0.939           | 0.821       | 0.964      | 0.562     |
| 150 | 94.434                    | 0.989                | 0.49            | 0.952           | 0.797       | 0.97       | 0.599     |
| 200 | 94.486                    | 0.987                | 0.495           | 0.955           | 0.767       | 0.97       | 0.592     |

\( Ep = 150 \) will be taken as the optimal value of the number of epochs. The metrics for the "ICU" case are significantly worse than those for the "non-ICU" case, which is also due to the small amount of data for the "ICU" case. The most important routine blood values in identifying severely and mildly infected COVID-19 patients are the features listed in Table 10. The most important of these are ESR and NEU.

Efficiency of LogNNet when using only the 12 features and their combinations to identify severely and mildly infected COVID-19 patients are shown in Table 11. Here, the recall value indicates what percentage of individuals diagnosed as mild/severe patients by the specialist could be recognized as mild/severe patients by our model. In other words, the recall value here indicates the success of our model in distinguishing mild or severe patients. Here, the precision value indicates what percentage of the individuals diagnosed as mild/severe patients by our model were also defined as mild/severe patients by the specialist. In other words, the precision value here shows the success of our model in diagnosing mild or severe patients.
Table 10. The 12 features found to be most important in detecting severely (ICU) and mildly (non-ICU) infected COVID-19 patients.

| Number | $dA_{12}$ | Features   |
|--------|-----------|------------|
| 49     | 2.18      | ESR        |
| 36     | 1.872     | NEU        |
| 42     | 1.59      | CRP        |
| 3      | 1.359     | Albumin    |
| 39     | 1.154     | RBC        |
| 12     | 0.974     | Chlorine   |
| 40     | 0.872     | RDW        |
| 4      | 0.795     | ALP        |
| 21     | 0.795     | TP         |
| 9      | 0.769     | Glucose    |
| 35     | 0.744     | MPV        |
| 29     | 0.718     | HGB        |

ESR: erythrocyte sedimentation rate; NEU: neutrophil count; CRP: C-reactive protein; RBC: red blood cells; RDW: red cell distribution width; ALP: alkaline phosphatase; TP: total protein; MPV: mean platelet volume; HGB: hemoglobin.

Table 11. LogNNet efficiency for various combinations of features.

| Combinations of features | A | Precision "non-ICU" | Precision "ICU" | Recall "non-ICU" | Recall "ICU" | F1 "non-ICU" | F1 "ICU" |
|--------------------------|---|----------------------|----------------|-----------------|-------------|-------------|-----------|
| $A_{12}$(FR[44,45,14])   | 94.934 | 0.989          | 0.49        | 0.952          | 0.797       | 0.97        | 0.599     |
| $A_{12}$(FS[49,36,42,3,39,12,40,4,21,9,35,29]) | 90.946 | 0.990          | 0.364       | 0.914          | 0.831       | 0.950       | 0.499     |
| $A_{1}$(FS[49])          | 59.598 | 0.950          | 0.059       | 0.605          | 0.418       | 0.694       | 0.097     |
| $A_{1}$(FS[39])          | 75.040 | 0.955          | 0.085       | 0.773          | 0.341       | 0.851       | 0.133     |
| $A_{1}$(FS[49,36,42])    | 82.712 | 0.989          | 0.210       | 0.827          | 0.826       | 0.900       | 0.334     |
| $A_{1}$(FS[49,36,42,3,39,12,40]) | 89.355 | 0.991          | 0.341       | 0.896          | 0.846       | 0.940       | 0.469     |

When Table 11 was examined, the accuracy of the model run with 12 features to identify mildly and severely infected patients was close to the accuracy rate of the model run with 48 features ($A_{12}$ = 90.9 vs $A_{12}$ = 94.94). In addition, the overall accuracy of our LogNNet model, which was run with seven features, was 89.3%, its success in diagnosing mildly infected (precision value) 99.1%, and its success in recognizing mildly infected patients (recall value) was 89.6% (Table 11). The metrics for the "ICU" case are significantly worse than those for the "non-ICU" case. Here, it was seen that our model decided in favor of the diagnosis of mildly infected (high precision for non-ICU, low precision for ICU) due to the sample number unbalance of our mildly infected and severely infected patients.

4. Discussion

COVID-19 is a systemic multi-organ damage disease that causes severe acute respiratory syndrome, still causes death and disease in the world and continues to spread [3,46]. Mertoglu et al. [1] reported that despite the use of vaccine, the spread of the disease could not be stopped and important mutations were detected in the structure of the virus. So it is likely that COVID-19 will continue in our lives. Despite the large number of studies on COVID-19, Kim et al. [47] showed that some of these studies were contradictory and some pathological aspects of the disease could not be fully determined. In previous studies, changes in many RBVs as well as some hematological abnormalities were observed during the course of the disease [6,47]. The fact that most of the patients lost their lives in case of severe infection continued a serious struggle against the disease all over the world
In addition, Brinati et al. [18] and Zhang et al. [48] pointed out that various complications may occur during the treatment process of COVID-19, and this makes it important to predict the prognosis of the disease in the early period. Similarly, Mertoğlu et al. [1] and Huyut and İlkbahar [3] stated that early prediction of the diagnosis/prognosis of the disease is important in the first response to severely infected COVID-19 patients.

As with immunodiagnostic testing, RT-PCR testing may have difficulty identifying true positive and negative individuals infected with COVID-19 [4,49]. Indeed, Teymouri et al. [49] and D'Cruz et al. [50] suggested that to increase the sensitivity of the RT-PCR test, the test should be repeated on multiple samples and the application methodology should be improved. However, these procedures are a troublesome process for health personnel and patients. These difficulties in diagnosing COVID-19 have further increased the importance of RBVs methods [1,2]. In this context, it is possible to determine both the diagnosis and the prognosis of the disease with RBVs (biomarkers), which are easier to obtain, more economical and faster to measure [1–6].

In the ML study for the diagnosis of COVID-19 based on RBVs, Brinati et al. [18] explained that AI models are based on clinical features and could be used for processes such as disease diagnosis and prognosis. Cabitza et al. [19] reported that AI models in which the RBVs are applied can be both an adjunct and an alternative method to rRT-PCR. In addition, Cabitza et al. [19] emphasized that AI application results can provide information about the infection risk level and can be used in rapid triage and quarantine of high-risk patients.

In this study, the most effective RBV biomarkers in the diagnosis and prognosis of COVID-19 were determined by a two-step feature selection procedure for use in peripheral IoT devices with low computing resources. Our LogNNet deep neural network model, fed with selected features, identified sick and healthy individuals, and especially mildly infected patients, with high accuracy and precision.

In the first data set used in this study, the RBVs of COVID-19 positive (n = 2648) patients and COVID-19 negative (n = 2648) individuals were recorded. In the second data set, the RBVs of 3899 patients (n = 203 ICU and n = 3696 non-ICU) hospitalized with the diagnosis of COVID-19 were recorded. 51 features of all patients were reached (Table 1 and Table 2). A new two-stage feature selection procedure (see section 2.5) was applied on the datasets and features were found for each dataset. The features selected for the first dataset were fed into LogNNet deep neural network, and the performance of the method in the diagnosis of COVID-19 was obtained. Then, the selected features for the second dataset were fed into LogNNet deep neural network, and the performance of the method in identifying mildly and severely infected patients (determining the prognosis of the disease) was obtained.

In many previous studies on the diagnosis and prognosis of COVID-19, changes in most of the RBV parameters and biomarkers were indicated [1–3,5]. Mertoglu et al. [1] and Yang et al. [51] reported that the most effective RBV biomarkers in the diagnosis/prognosis of COVID-19 are CRP and LYM. However, in other studies conducted for this purpose, blood values of CRP, procalcitonin, ferritin, ALT, aPTT and ESR were reported [3,4,6]. Banerjee et al. [8] used random forest, glmnet, generalized linear models, and ANN neural network models to determine the diagnosis of COVID-19 with 14 RBV values of 81 covid positive and 517 healthy individuals. In that study, glmnet was found to be the most successful model in the diagnosis of the disease with 92% sensitivity and 91% accuracy [8]. Brinati et al. [18] used various ML methods with 13 RBV values for diagnosis of the disease (102 negative 177 covid positive) and noted the models with the highest accuracy were random forest (82%) and logistic regression (78%), respectively. Similarly, Cabitza et al. [19] used various ML models to rapidly detect COVID-19 using many RBV parameters and found the models with the highest accuracy were random forest (88%), support vector machine (SVM) (88%), and k-nearest neighbor (86%), respectively. Joshi et al. [21] developed a trained logistic regression model using some RBVs on a dataset of 380 cases, reporting good sensitivity (93%) but low specificity (43%). Yang et al. [20] applied various
ML models on 27 RBV parameters of a large patient population of 3356 individuals (42% COVID-19 positive), and found the gradient boost tree model to be the most successful model in the diagnosis of the disease with 76%-sensitivity and 80%-specificity value. In a COVID-19 study using chest computed tomography (CT) data and RBV parameters, Mei et al. [22] showed a model combining CNN and multilayer sensor and found the success of the model in diagnosing the disease with 84% sensitivity and 83% specificity. Soares [23], proposed a model combining SVM, ensembling and SMOTE Boost models to diagnose COVID-19 using 15 RBV parameters in a population of 599 individuals, and found the success of the model in diagnosing the disease as 86% specificity and 70% sensitivity. Running various ML models to determine the diagnosis of COVID-19 with the RBV parameters, Soltan et al. [24] found the XGBoost method as the most successful model with 85% sensitivity and 90% precision.

This study found the seven most important biomarkers in the diagnosis of COVID-19 (Table 7). Among these, the most important were MCHC, MCH and aPTT biomarkers. The overall accuracy rate of our LogNNet model, which was run with seven features found to be important in the diagnosis of the disease, was found to be $A_t(FS[20,19,10,17,36,22, 25]) \approx 99.3\%$, and the rate of precision identification of patients was 99.6%. In addition, when different combinations of features that are important in the diagnosis of patients are examined, the overall accuracy of our LogNNet model, which was run only with MCHC and MCH features, was $A_t(FS[20,19]) \approx 99.1\%$ and the rate of precision identification of patients 99.4%. In addition, the overall accuracy rate of our model using only the MCHC feature was 94.2%, while the overall accuracy rate of our model using only the HDL-C feature was 94.4%. These results show that our LogNNet deep neural network model can accurately and precisely detect almost all COVID-19 patients with very few features. In addition, it was understood that the features determined by the feature selection procedure used in this study (Table 7) could be used safely as an alternative diagnostic tool in the diagnosis of the disease.

In many studies, it has been stated that the ALT, AST, LDH, direct bilirubin, and creatine kinase RBVs increase in severe COVID-19 patients, and the hemoglobin values decrease significantly compared to mildly infected patients [6,22,52]. However, in some studies, the LYM, NEU, WBC, MCV, MPV, and RDW hematological RBVs were found to be higher in severe COVID-19 patients when compared to mildly infected patients [1–3,6]. Mousavi et al. [15], Zhang et al. [52], and Zheng et al.[53] determined that patients with severe COVID-19 had lower the EOS, MONO, RBC, hematocrit, hemoglobin and MCVC hematological values when compared to mild patients. Huyut et al. [6], showed that the ESR, INR, PT, CRP, D-dimer, and ferritin biomarkers are the most important biomarkers in the mortality of the disease in their study to determine the RBVs that most affected those who died from COVID-19. Luo et al. [54], proposed a Multi-Criteria Decision Making (MCDM) algorithm combining Ideal Solution Similarity Sequencing Technique (TOPSIS) and Naive Bayes (NB) as a feature selection procedure to predict severity of COVID-19 from initial RBV values. With the MCDM model, Luo et al. [54] found that the WBC, LYM, NEU values, and age were the most effective features in determining the severity of the disease, and obtained 82% accuracy by ROC analysis. Similarly, Ma et al.[55] and Lai et al. [56] noted that high the WBC and NEU values are important manifestations of bacterial infection and indicate a serious disease state that complicates the clinical situation.

Similarly, in this study, twelve most important biomarkers were found in determining the prognosis of COVID-19 (identifying severely and mildly infected patients) (Table 10). Among them, the most important ones were ESR, NEU, CRP, albumin and RBC biomarkers, respectively. The overall accuracy of our LogNNet model, which was run with twelve features, was 90.9%, the success rate in diagnosing mildly infected patients (precision rate) was 99.0%, and the success rate in diagnosing severely infected patients (precision rate) was 36.6% (Table 11). However, the success of our LogNNet model, which was
run with twelve features, in distinguishing mild or severe patients according to their real conditions (recall value), was 91.4% and 83.1%, respectively (Table 11).

Here, it was seen that our model decided in favor of the diagnosis of mildly infected (high precision for non-ICU, low precision for ICU) due to the sample size instability of our mildly infected and severely infected patients. However, our model showed a high recall value in recognizing/identifying mildly and severely infected patients. For example, it can be said that our model, which was run with only three features, showed an average of 82.6% agreement with the expert opinion in distinguishing (identifying) mildly or severely infected patients (Table 11). However, severe patient diagnosis of our model showed low agreement with expert opinion (low precision “ICU”) (Table 11). Accordingly, the success of our model in diagnosing severe patients is low. As a result, our LogN-Net model, which is run with the features in Table 11, can be used safely with high sensitivity (recall) to confirm the expert opinion in recognizing mild and severely infected patients. In addition, our model can be an excellent alternative motivation tool for diagnosing mildly infected using the features in Table 11. Furthermore, the success of the LogN-Net model using very few features in distinguishing mild and severe patients and diagnosing mildly infected patients is remarkable.

Many other studies [18,57,58], confirming the association of the features found in this study with COVID-19 confirm the clinical importance of our model. In addition, the poor performance of our model in diagnosing severe patients (low precision for the ICU) is an expected situation. As a matter of fact, in many studies, it was stated that severe COVID-19 patients experienced more changes in the RBV values than mildly infected patients, and that various complications could occur during the severe disease process [1–3,6]. For this reason, it has been reported that there are many factors affecting the intensive care need of an individual with COVID-19 and difficulties in determining this process with only RBV values [1–6]. Therefore, we know that there are few studies on determining the severity of infection in patients with COVID-19 based on the RBV values alone.

Cabitza et al. [19], Soltan et al. [24], and Rabanser et al. [59] stated that the reported performance values are good enough, especially in terms of screening, considering the economical and rapid results of the developed artificial intelligence models. Moreover, Brinati et al. [18] suggested the necessity of conducting studies on the predictability of arterial blood gas tests in addition to routine blood values for the diagnosis of COVID-19. In this context, we planned our next works as follows. Our initial plan is to identify the diagnosis and prognosis of COVID-19 with LogNNet model using the arterial blood gases. Another plan is to determine the mortality of COVID-19 with LogNNet model using the arterial blood gases. Another plan is to determine the mortality of COVID-19 with LogNNet model using the arterial blood values.

Velichko [42] reported the method for estimation the occupied RAM in the implementation of the LogNNet on Arduino microcontrollers. The LogNNet 51:50:20:2 model, discussed above, takes about 13.7 kB of RAM. As the matrix W occupies ~10.4 kB, if algorithm with RAM saving is used, this memory can be freed, and the algorithm will use ~3.3 kB. Therefore, the model can be placed on microcontrollers with a RAM size of 16 kB, for example, Arduino Nano.

With recent advances in information and communication technologies through the adoption of IoT technology, smart health monitoring and support systems have a higher development and acceptability margin for improved wellness [60,61]. The integration of medical technologies into IoT is called the Internet of Medical Things (IoMT) [62].

In this context, the availability of low-cost ssingle-chip microcontrollers and advances in wireless communication technology have encouraged researchers to design low-cost embedded systems for healthcare monitoring applications [60]. Taiwo and Ezugwu [61] noted that doctors can use patients’ data to remotely monitor their physiological health status and diagnose their disorders. In a study designed for mobile health applications, Hu et al. [63] used various graphical biosensors to monitor conditions such as heart attack, brain problems, high blood pressure (seizures, mental disorder, etc.). In a study for a similar purpose, Vizbaras et al. [64] reported that the stretching and bending
vibrations of various chemical bonds are molecule-specific, thus certain infrared spectral ranges are of particular interest in biomedical sensing. In addition, Vizbaras et al. [64] stated that this approach can be used to selectively detect important biomolecules such as glucose, lactate, urea, ammonia, serum albumin, and so on. Clifton et al. [65] demonstrated the use of wearable sensors for the routine healthcare in their study of the large-scale clinical adoption of the "intelligent" predictive monitoring systems.

In this context, mobile sensors for the measurement of routine blood parameters to be used in the real-time detection of various diseases are being developed rapidly with the development of technology [66–69]. Pfeil et al. [66] showed that the RBV values can be measured using a low-cost mobile microscope, an ocular camera, and a smartphone. Chan et al. [67] determined PT and INR blood values by monitoring the micro-mechanical movements of a copper particle with a proof-of-concept using the vibration motor and camera in smartphones. Farooqi et al. [68] followed the diabetic patients with telemonitoring and bluetooth-enabled self-monitoring devices for a while and produced new solutions for the glycemic control of the patients. Zhang et al. [69] determined various biochemical parameters by electrochemical controls.

In this sense, it is anticipated that in the future, the data can be obtained in real time and used to provide immediate medical advice before the health problems of the patients occur/progress. The technique presented in this article can be used to create mobile health monitoring systems.

As a result, the outputs of LogNNet model can be used in different scenarios. Presented feature selection method can be used in conjunction with molecular testing to obtain high sensitivity and certainty regarding suspected cases. Thus, more positive patients can be identified, isolated and treated in a timely manner. Likewise, the outputs of our model can be used while the results of other tests are awaited. The results of this study showed that LogNNet deep neural network models can be used with high performance for clinical decision support systems and mobile diagnostics.

5. Conclusions

Determining mild or severe infection status according to various diagnostic tests and imaging results of COVID-19 patients can be costly, take a long time, and different complications may occur in this process. In this case, the patient's health may be at higher risk and health services may face tragic situations under intense pressure. This study can be a fast, reliable and economical alternative mobile tool for the diagnosis and prognosis of COVID-19 based on the RBV values measured only at the time of admission to the hospital.

In this study, the most effective RBVs in the diagnosis/prognosis of COVID-19 were determined using a new feature selection method for the LogNNet reservoir neural network. The most important RBVs in the diagnosis of the disease were MCHC, MCH and aPTT. The most important RBVs in the prognosis of the disease were ESR, NEU, CRP, albumin and RBC. In this study, the LogNNet deep neural network model accurately and precisely detected almost all COVID-19 patients with very few features. Accordingly, LogNNet was found to be an excellent diagnostic tool with high accuracy and precision in COVID-19. LogNNet-model achieved an accuracy rate of $A_{46} = 99.5\%$ in the diagnosis of the disease with 46 features and $A_3 = 99.17\%$ with only MCHC, MCH, and aPTT features. Model reached an accuracy rate of $A_{48} = 94.4\%$ in determining the prognosis of the disease with 48 features and $A_3 = 82.7\%$ with only ESR, NEU, and CRP features.

In addition, the features determined by the feature selection procedure used in this study can be used accurately and safely to confirm the expert’s opinion in recognizing mildly and severely infected patients (high recall value). The LogNNet model, which is trained with the most important features in the prognosis of the disease, can be an excellent alternative motivation tool in the diagnosis of patients with mildly infected covid. Accordingly, our feature selection procedure for LogNNet in this study was found to be
very successful in identifying the most important RBVs in the diagnosis and prognosis of COVID-19.

The LogNNet model, suitable for peripheral IoT devices with low computing resources, helps optimize the allocation of medical resources. The LogNNet model demonstrated excellent classification capability for clinical decision support systems running on powerful microcontrollers with small memory size. In addition, it was observed that the LogNNet model was able to present the risk factors for the presence and prognosis of any disease based on a set of medical health indicators. The results of this study can be safely used in medical peripheral devices of the IoT(IoTM) with low RAM resources, including clinical decision support systems, remote internet medicine and telemedicine.
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