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Abstract. The classical divergence theorem for an n-dimensional domain $A$ and a smooth vector field $F$ in n-space

$$\int_{\partial A} F \cdot n = \int_A \text{div} F$$

requires that a normal vector field $n(p)$ be defined a.e. $p \in \partial A$. In this paper we give a new proof and extension of this theorem by replacing $n$ with a limit $\star \partial A$ of 1-dimensional polyhedral chains taken with respect to a norm. The operator $\star$ is a geometric dual to the Hodge star operator and is defined on a large class of $k$-dimensional domains of integration $A$ in $n$-space the author calls chainlets. Chainlets include a broad range of domains, from smooth manifolds to soap bubbles and fractals. We prove as our main result the Star theorem

$$\int_{\star A} \omega = (-1)^{k(n-k)} \int_A \star \omega.$$  
When combined with the general Stokes’ theorem ([H1], [H2])

$$\int_{\partial A} \omega = \int_A d\omega$$

this result yields optimal and concise forms of Gauss’ divergence theorem

$$\int_{\star \partial A} \omega = (-1)^{(k-1)(n-k)+1} \int_A d \star \omega$$

and Green’s curl theorem

$$\int_{\partial A} \omega = \int_{\star A} \star d\omega.$$

1. Introduction

In this paper we develop a theory of calculus on a large class of domains by taking limits of $k$-dimensional polyhedral chains in n-space with respect to a one parameter family of norms depending on a parameter $r \geq 0$. Elements of the Banach spaces $N^r_k$ obtained on completion are called $k$-chainlets of class $N^r$. The norms are decreasing with $r$. The
direct limit of the $N^r_k$ is a normed linear space $N^\infty_k$. The parameter $r$ reflects the roughness of the chainlets. Concepts such as smooth manifolds, fractals, vector fields, differential forms, foliations and measures have counterparts in chainlet geometry. There is no geometric wedge product for all pairs of chainlets as this would lead to multiplication of distributions. However, other products and operators on differential forms do have dual geometric versions on chainlets such as the Hodge star, Laplace and Dirac operators.

Chainlets of class $N^r$ are domains of integration for smooth differential $k$-forms $\omega$ of class $B^r$, (i.e., the $r - 1$ partial derivatives of $\omega$ satisfy Lipschitz conditions). The geometric Hodge star operator is a linear operator $\star$ from $k$-chainlets of class $N^r$ to $(n - k)$-chainlets of class $N^r$. It applies in all dimensions and codimensions and does not require that tangents be defined anywhere. Examples include the subgraph $A$ of the Weierstrass nowhere differentiable function $f$ defined over a compact interval, even though $\partial A$ has infinite length and has no tangents defined in the graph of $f$. See Figure 1.

**Theorem 1.1 (Star theorem).** If $A$ is a $k$-chainlet of class $N^r, r \geq 1$, and $\omega$ is a differential $k$-form of class $B^r$ defined in a neighborhood of

![Figure 1. The Weierstrass "nowhere differentiable" function](image-url)
Theorem 1.2 (General Stokes' theorem). If $A$ is a $k$-chainlet of class $N^r, r \geq 0$, and $\omega$ is a differential $(k-1)$-form of class $B^{r+1}$ defined in a neighborhood of $\text{spt}(A)$ then
\[ \int_{\partial A} \omega = \int_A d\omega. \]

This was first announced in [H1] and proved in [H2].

Extensions of the divergence and curl theorems for smooth differential forms and rough chainlets in any dimension and codimension follow immediately.

Corollary 1.3 (General Gauss divergence theorem). If $A$ is a $k$-chainlet of class $N^r, r \geq 0$ and $\omega$ is a differential $(n-k+1)$-form of class $B^{r+1}$ defined in a neighborhood of $\text{spt}(A)$ then
\[ \int_{\partial A} \omega = (-1)^{(k-1)(n-k+1)} \int_A d\ast \omega. \]

At one extreme, the form $\omega$ must satisfy a Lipschitz condition (so that $d \ast \omega$ is bounded measurable) and be paired with a finite mass chainlet $A$ of class $N^0$, e.g., a polyhedral chain, for this theorem to be satisfied. However, $\partial A$ could have locally infinite mass as in Figure 1. At the other extreme, if $\omega$ is of class $C^\infty$ the chainlet $A$ is permitted to have any degree of roughness, from soap films to fractals.

Federer and de Giorgi [F], [deG] proved a divergence theorem for $n$-dimensional currents $C$ in $\mathbb{R}^n$ with $\mathcal{L}^n$ measurable support and a finite mass current boundary. The vector field $F$ is assumed to be Lipschitz.

\[ \int F(x) \cdot n(C, x) d\mathcal{H}^{n-1} x = \int_C \text{div} F(x) d\mathcal{L}^n x. \]

The hypotheses imply the existence a.e. of measure theoretic normals $n(C, x)$ to the current boundary which is not required in 1.2. Our result applies to all chainlets in the Banach spaces $N^r_k$ which, in turn, correspond to integrable currents [H5]. These include all currents satisfying the hypotheses of the theorem of Federer and de Giorgi. Federer wrote in the introduction to [F]

A striking application of our theory is the Gauss-Green type theorem ...
Research on the problem of finding the most natural and general form of this theorem [Gauss-Green] has contributed greatly to the development of geometric measure theory.

**Corollary 1.4 (General Green’s curl theorem).** If $A$ is a $k$-chainlet of class $N^r$, $r \geq 1$, and $\omega$ is a differential $(k - 1)$-form of class $B^{r+1}$ defined in $\mathbb{R}^n$ then

$$\int_{\partial A} \omega = \int_A \star d\omega.$$

A geometric coboundary operator $\diamond$ for chainlets is defined as

$$\diamond := \star \partial \star$$

and a geometric Laplace operator $\Delta$ is defined using combinations of $\partial$ and $\star$:

$$\Delta A := (\partial + \diamond)^2 A.$$

Let $\Box$ denote the Laplace operator on differential forms.

**Corollary 1.5 (Laplace operator theorem).** Let $r \geq 1$. If $A$ is a $k$-chainlet of class $N^r$ and $\omega$ is a differential $k$-form of class $B^{r+2}$ defined in a neighborhood of $\text{spt}(A)$ then

$$\int_{\Delta A} \omega = (-1)^{n-1} \int_A \Box \omega.$$

The norms are initially defined for polyhedral $k$-chains in Euclidean space $\mathbb{R}^n$ and it is shown at the end how to extend the results to singular $k$-chains in Riemannian manifolds $M^n$.

The main results in this paper were first announced in [H4].

### 2. Norms on Polyhedral Chains

An *open half space* in $\mathbb{R}^k$ is the set of points which lie on a given side of a subspace of $\mathbb{R}^k$ of dimension $k-1$ and positively oriented. A positively oriented open $k$-cell $\sigma$ of $\mathbb{R}^k$ is the nonempty, bounded intersection of a finite set of open half spaces $\mathbb{R}^k$.† If $\sigma_1$ and $\sigma_2$ are $k$-cells, so is their intersection $\sigma_1 \cap \sigma_2$, if it is nonempty. In order to define oriented $k$-cells in $\mathbb{R}^n$ we first orient the $k$-subspaces of $\mathbb{R}^n$ continuously. An *oriented* $k$-cell $\sigma$ in $\mathbb{R}^n$ is an oriented $k$-cell in a $k$-dimensional subspace of $\mathbb{R}^n$. A 0-cell is a single point $\{x\}$ in $\mathbb{R}^n$. (No orientation need be assigned to the 0-cell.) Henceforth, all $k$-cells are assumed to be oriented. The

---

†The standard approach assumes the half spaces are closed, but the open formulation is simpler and is sufficient for our purposes.
support $spt\sigma$ of a $k$-cell $\sigma$ is the set of all points in the closure of the intersection of half spaces that determine $\sigma$.

A **cellular $k$-chain** $C$ is a finite formal sum of $k$-cells $C = \sum_{i=1}^{m} a_i \sigma_i$ where the coefficients $a_i$ are taken to be in $G = \mathbb{Z}$ or $\mathbb{R}$. We identify the oriented cell $\sigma$ with the chain $1\sigma$. If we let $-\sigma$ denote the cell $\sigma$ with the opposite orientation, we may set $-\sigma = (-1)\sigma$ and thus $a(-\sigma) = (-a)\sigma$.

In order to define **polyhedral $k$-chains** we form equivalence classes of the cellular $k$-chains. Let $\sigma$ be an oriented cell. Let $A$ be a cellular $k$-chain $A = \sum a_i \sigma_i$, written so that the $\sigma_i$ are all positively oriented within their subspaces. Define the function $A(x) := \sum a_i$ where the sum is taken over all $i$ such that $x \in spt\sigma_i$. Set $A(x) := 0$ if $x$ is not in the support of any $\sigma_i$.

We say that $k$ chains $A$ and $B$ are **equivalent** and write $A \sim B$ iff the functions $A(x)$ and $B(x)$ are equal except in a finite set of cells of dimension $< k$. A **polyhedral $k$-chain** $P$ is an equivalence class so obtained. If $P$ is a chain $[P]$ denotes the polyhedral chain of $P$. For example, $(-1, 1) \sim (-1, 0) + (0, 1)$ and thus $[(-1, 1)] = [(-1, 0) + (0, 1)]$. In general, if $\sum \tau_{ij}$ is a subdivision of $\sigma_i$ then the polyhedral chains $\sum a_i \sigma_i$ and $\sum a_i \tau_{ij}$ are equivalent. As an abuse of notation we usually omit the square brackets and write $P$ instead of $[P]$.

Note that every polyhedral chain $P$ has a nonoverlapping representative.

**Remark.** Two cells that have the same coefficient, but opposite orientation will cancel each other where they overlap. If they have the same orientation, their coefficients are added.

Denote the linear space of polyhedral chains by $\mathcal{P}_k$.

The standard boundary operator $\partial$ on $k$-cells $\sigma$ produces a $(k-1)$-chain. This extends linearly to a boundary operator on cellular $k$-chains. This, in turn, leads naturally to a well defined boundary operator $\partial$ on polyhedral $k$-chains for $k \geq 1$. For $k = 0$ we set $\partial P := 0$. Then

$$P_n \xrightarrow{\partial} P_{n-1} \xrightarrow{\partial} \cdots \xrightarrow{\partial} P_1 \xrightarrow{\partial} P_0$$

is a chain complex since $\partial \circ \partial = 0$.

**Mass of polyhedral chains.**

Let $M(\sigma)$ denote $k$-dimensional Lebesgue measure, or $k$-volume of a $k$-cell $\sigma$. Every $0$-cell $\sigma^0$ takes the form $\sigma^0 = \{x\}$ and we set $M(\sigma^0) = 1$.

\footnote{A polyhedral $k$-chain $P$ can also be defined as an equivalence classes of cellular $k$-chains $C$ in $\mathbb{R}^n$ with coefficients in $G$ where $C_1 \sim C_2$ if and only if $\int_{C_1 - C_2} \omega = 0$ for all smooth $k$-forms $\omega$.}
The mass of $P$ is defined by

$$M(P) := \sum_{i=1}^{m} |a_i| M(\sigma_i)$$

where $P = \sum_{i=1}^{m} a_i \sigma_i$ and the cells $\sigma_i$ are non-overlapping. For example, the mass of a piecewise linear curve with multiplicity two is twice its arc length. Mass is a norm on the vector space $P_k$. Suppose $\sum_{i=1}^{m} a_i \sigma_i$ is a non-overlapping representative of $P$. The support of $P$ is defined as $spt(P) := \cup spt(\sigma_i)$.

It is worth noting to those well versed in analysis based on unions and intersections of sets to note these definitions are substantially different and bring algebra of multiplicity and orientation into the mathematics at an early stage.

2.1. **The $k$-vector of a polyhedral chain.** ([W], III) The linear space of $k$-vectors in a vector space $V$ is denoted $\Lambda^k(V)$. A $k$-vector is simple if it is of the form $v_1 \wedge \cdots \wedge v_k$. A simple $k$-vector is a $k$-direction if it has unit mass. A $k$-cell $\sigma$ determines a unique $k$-direction. This, together with its $k$-volume $M(\sigma)$ determine a unique simple $k$-vector denoted $Vec(\sigma)$. Define the $k$-vector of a cellular $k$-chain $A = \sum a_i \sigma_i$ by $Vec(A) := \sum a_i Vec(\sigma_i)$. For $k = 0$ define $Vec(\sum a_i p_i) := \sum a_i$. This definition extends to a polyhedral $k$-chain $P$ since the $k$-vector of any chain equivalent to a $k$-cell is the same as the $k$-vector of the $k$-cell.

**Proposition 2.1.** If $P$ is a polyhedral $k$-chain then $Vec(\partial P) = 0$.

**Proof.** This follows since $Vec(\partial \sigma) = 0$ for every $k$-cell $\sigma$. \qed

**Theorem 2.2.** $Vec$ is a linear operator

$$Vec : \mathcal{P}_k \rightarrow \Lambda^k(\mathbb{R}^n)$$

with

$$M(Vec(P)) \leq M(P)$$

for all $P \in \mathcal{P}_k$.

**Proof.** This follows since $M(Vec(\sigma)) = M(\sigma)$ for every $k$-cell $\sigma$. \qed

**Natural norms.** For simplicity, we first define the norms in Euclidean space $\mathbb{R}^n$ and later show how to extend the definitions to Riemannian manifolds.
**Diffchains.** For \( v \in \mathbb{R}^n \) let \(|v|\) denote its norm and \( T_v \) translation through \( v \). Let \( \sigma^0 \) be a \( k \)-cell in \( \mathbb{R}^n \). For consistency of terminology we also call \( \sigma^0 \) a \((k,0)\)-diffcell. Let \( v_1 \in \mathbb{R}^n \). Define the \((k,1)\)-diffcell
\[
\sigma^1 := \sigma^0 - T_{v_1} \sigma^0.
\]
This is a chain consisting of two cells, oppositely oriented. A simple example consists of the sum of the opposite faces of a cube, oppositely oriented. The chain is supported in these two faces. Given \( \sigma^0 \) and \( v_1, \ldots, v_r \in \mathbb{R}^n \), define the \((k,j)\)-diffcell inductively
\[
\sigma^{j+1} := \sigma^j - T_{v_{j+1}} \sigma^j.
\]

A \((k,j)\)-diffchain \( D^j \) in \( \mathbb{R}^n \) is a finite sum of \((k,j)\)-diffcells,
\[
D^j = \sum_{i=1}^m a_i \sigma^j_i
\]
with coefficients \( a_i \in G \). (See Figure 2.) The vector space of all \((k,j)\)-diffchains is denoted \( \mathcal{D}^j_k \).

**Diffchain mass.** Given a \((k,j)\)-diffcell \( \sigma^j \) in \( \mathbb{R}^n \) generated by a \( k \)-cell \( \sigma^0 \) and vectors \( v_1, \ldots, v_j \), define \( \|\sigma^0\|_0 := M(\sigma^0) \) and for \( j \geq 1 \),
\[
\|\sigma^j\|_j := M(\sigma^0)|v_1||v_2| \cdots |v_j|.
\]

**Figure 2.** A \((1,1)\)-diffchain
For $D^j = \sum_{i=1}^{m} a_i \sigma^j_i$, possibly overlapping, define its diffchain mass as
\[ \| D^j \|_j := \sum_{i=1}^{m} |a_i| \| \sigma^j_i \|_j. \]

**r-natural norms.** Let $P \in \mathcal{P}_k$ be a polyhedral $k$-chain. For $r = 0$ define
\[ |P|^{\natural 0} := M(P). \]
For $r \geq 1$ define the $r$-natural norm
\[ |P|^{\natural r} := \inf \left\{ \sum_{j=0}^{r} \| D^j \|_j + |C|^{\natural r-1} \right\} \]
where the infimum is taken over all decompositions
\[ P = \sum_{j=0}^{r} D^j + \partial C \]
where $D^j \in \mathcal{D}^j_k$ and $C \in \mathcal{P}_{k+1}$. It is clear $|\cdot|^{\natural r}$ is a semi-norm. We shortly prove it is a norm.

It follows immediately from the definitions that the boundary operator on chains is bounded w.r.t. the $r$-natural norms.

**Proposition 2.3.** If $P \in \mathcal{P}_k$ then
\[ |\partial P|^{\natural r} \leq |P|^{\natural r-1}. \]

**Exercise** In the plane, define a sequence of polyhedral chains $P_k$ as follows: Let $\sigma_k$ denote the positively oriented square centered at the origin with edge $2^{-k}$. Let $P_k = 2^{2k} \sigma_k$. Prove that the $P_k$ form a Cauchy sequence in the 1-natural norm. The boundaries $\partial P_k$ form a Cauchy sequence in the 2-natural norm.

### 3. Isomorphisms of differential forms and cochains

We recall two classical results from integral calculus:

**Theorem 3.1** (Classical Stokes’ theorem). If $P$ is a polyhedral $k$-chain and $\omega$ is a smooth $k$-form defined in a neighborhood of $P$ then
\[ \int_{\partial P} \omega = \int_P d\omega. \]
**Theorem 3.2 (Classical change of variables).** If $P$ is a polyhedral $k$-chain, $\omega$ is a smooth $k$-form and $f$ is an orientation preserving diffeomorphism defined in a neighborhood of $P$ then

$$\int_{fP} \omega = \int_{P} f^* \omega.$$ 

**The flat norm.** Whitney’s flat norm on polyhedral chains $A \in \mathcal{P}_k$ is defined as follows:

$$|A|^b := \inf \{ M(B) + M(C) : A = B + \partial C, B \in \mathcal{P}_k, C \in \mathcal{P}_{k+1} \}.$$ 

Flat $k$-forms ([W], 12.4) are characterized as all bounded measurable $k$-forms $\omega$ such that there exists a constant $C > 0$ with $\sup |\int_{\sigma} \omega| < C M(\sigma)$ for all $k$-cells $\sigma$ and $\sup |\int_{\partial \tau} \omega| < C M(\tau)$ for all $(k+1)$-cells $\tau$.

The exterior derivative $d\omega$ of a flat form $\omega$ is defined a.e. and satisfies

$$\int_{\partial \tau} \omega = \int_{\tau} d\omega.$$ 

The support of a differential form is the closure of the set of all points $p \in \mathbb{R}^n$ such that $\omega(p)$ is nonzero. Let $U$ be an open subset of $\mathbb{R}^n$ and $\omega$ be a bounded measurable $k$-form whose support is contained in $U$.

In what follows, let $\sigma$ denote a $k$-cell and $\tau$ a $(k+1)$-cell.

Define

$$\|\omega\|_0 := \sup \left\{ \frac{\int_{\sigma} \omega}{M(\sigma)} : \sigma \subseteq \text{spt} \omega \right\}.$$ 

Inductively define

$$\|\omega\|_r := \sup \left\{ \frac{\|\omega - T_v \omega\|_{r-1}}{|v|} : \text{spt}(\omega - T_v \omega) \subseteq U \right\}.$$ 

Define

$$\|\omega\|'_0 := \sup \left\{ \frac{\int_{\partial \tau} \omega}{M(\tau)} : \tau \subseteq \text{spt} \omega \right\}$$

and

$$\|\omega\|'_r := \sup \left\{ \frac{\|\omega - T_v \omega\|'_{r-1}}{|v|} : \text{spt}(\omega - T_v \omega) \subseteq U \right\}.$$ 

Define

$$|\omega|_0 := \|\omega\|_0$$

and for $r \geq 1$,

$$|\omega|_r := \max\{\|\omega\|_0, \ldots, \|\omega\|_r, |\omega|_0', \ldots, |\omega|'_r\}.$$ 

We say that $\omega$ is of class $B^r$ if $|\omega|_r < \infty$. Let $\mathcal{B}^r_k$ denote the space of differential $k$-forms of class $B^r$. If $|\omega|_1 < \infty$ then $\omega$ is a flat form. It
follows from (W, 12.4) that $d\omega$ is defined a.e. and satisfies Stokes’ theorem on cells:

$$\int_{\partial \sigma} \omega = \int_{\sigma} d\omega$$

yielding

**Lemma 3.3.** If $\omega \in B^r_k$, $r \geq 1$, then

$$|\omega|_r = \max\{||\omega||_o, \cdots, ||\omega||_r, ||d\omega||_0, \cdots, ||d\omega||_{r-1}\}.$$

Therefore

(1)

$$|d\omega|_{r-1} \leq |\omega|_r.$$

The next result generalizes the standard integral inequality of calculus:

$$\left| \int_P \omega \right| \leq M(P)|\omega|_o$$

where $P$ is polyhedral and $\omega$ is a bounded, measurable form.

**Theorem 3.4 (Fundamental integral inequality of chainlet geometry).** Let $P \in \mathcal{P}_k$, $r \in \mathbb{Z}^+$, and $\omega \in B^r_k$ be defined in a neighborhood of $\text{spt}(P)$. Then

$$\left| \int_P \omega \right| \leq |P|^r|\omega|_r.$$

**Proof.** We first prove $\left| \int_{\sigma^0} \omega \right| \leq ||\sigma^j||_j||\omega||_j$. Since $||\omega||_0 = |\omega|_0$ we know

$$\left| \int_{\sigma^0} \omega \right| \leq M(\sigma^0)|\omega|_0 = \|\sigma^0\|_0||\omega||_0.$$

Use the change of variables formula 3.2 for the translation $T_{v_j}$ and induction to deduce

$$\left| \int_{\sigma^j} \omega \right| = \left| \int_{\sigma^{j-1} - T_{v_j}\sigma^{j-1}} \omega \right| = \left| \int_{\sigma^{j-1}} \omega - T_{v_j}\omega \right| \leq ||\sigma^{j-1}||_{j-1}||\omega - T_{v_j}\omega||_{j-1} \leq ||\sigma^{j-1}||_{j-1}||\omega||_j|v_j| = ||\sigma^{j}||_{j}||\omega||_j$$

By linearity

$$\left| \int_{D^j} \omega \right| \leq ||D^j||_j||\omega||_j$$

for all $(k, j)$-diffchains $D^j$.

We again use induction to prove $\left| \int_P \omega \right| \leq |P|^r|\omega|_r$. We know $\left| \int_P \omega \right| \leq |P|^0|\omega|_0$. Assume the estimate holds for $r - 1$. 


Let \( \varepsilon > 0 \). There exists \( P = \sum_{j=0}^r D_j + \partial C \) such that \( |P|^{\mathfrak{r}} > \sum_{j=0}^r \|D_j\|_j + |C|^{\mathfrak{r}-1} - \varepsilon \). By Stokes’ theorem for polyhedral chains, inequality \( (1) \) and induction
\[
|\int_P \omega| \leq \sum_{j=0}^r \left| \int_{D_j} \omega \right| + \left| \int_C d\omega \right|
\leq \sum_{j=0}^r \|D_j\|_j \|\omega\|_j + |C|^{\mathfrak{r}-1} \left| d\omega \right|_{\mathfrak{r}-1}
\leq \left( \sum_{j=0}^r \|D_j\|_j + |C|^{\mathfrak{r}-1} \right) \|\omega\|_r
\leq \left( |P|^{\mathfrak{r}} + \varepsilon \right) \|\omega\|_r.
\]
Since the inequality holds for all \( \varepsilon > 0 \) the result follows. \( \square \)

**Corollary 3.5.** \( |P|^{\mathfrak{r}} \) is a norm on the space of polyhedral chains \( \mathcal{P}_k \).

**Proof.** Suppose \( P \neq 0 \) is a polyhedral chain. There exists a smooth differential form \( \omega \) such that \( \int_P \omega \neq 0 \). Then \( 0 < |\int_P \omega| \leq |P|^{\mathfrak{r}} \|\omega\|_r \) implies \( |P|^{\mathfrak{r}} > 0 \). \( \square \)

The Banach space of polyhedral \( k \)-chains \( \mathcal{P}_k \) completed with the norm \( | \cdot |^{\mathfrak{r}} \) is denoted \( \mathcal{N}_k^{\mathfrak{r}} \). The elements of \( \mathcal{N}_k^{\mathfrak{r}} \) are called \( k \)-chainlets of class \( \mathcal{N}_k^{\mathfrak{r}} \).

It follows from Proposition 2.3 that the boundary \( \partial A \) of a \( k \)-chainlet \( A \) of class \( \mathcal{N}_r^{\mathfrak{r}} \) is well defined as a \( (k-1) \)-chainlet of class \( \mathcal{N}_{r+1}^{\mathfrak{r}} \). If \( P_i \to A \) in the \( r \)-natural norm define
\[
\partial A := \lim_{i \to \infty} \partial P_i.
\]
By Theorem 3.4 the integral \( \int_A \omega \) is well defined for \( k \)-chainlets \( A \) of class \( \mathcal{N}_r^{\mathfrak{r}} \) and differential \( k \)-forms of class \( \mathcal{B}_r \). If \( P_i \to A \) in the \( r \)-natural norm define
\[
\int_A \omega := \lim_{i \to \infty} \int_{P_i} \omega.
\]

**Examples of chainlets**

1. **The boundary of any bounded, open subset \( U \) of \( \mathbb{R}^n \).** One may easily verify that the boundary of the Van Koch snowflake supports a well defined chainlet of class \( \mathcal{N}_1 \). Suppose the frontier \( \gamma \) of \( U \) has positive Lebesgue area. We are accustomed to finding the inner boundary and outer boundary of \( U \) by approximating \( g \) with polyhedral chains inside or outside \( U \). These curves are not identical as they bound a region with nonzero area. We find two distinct chainlet boundaries of \( U \) in this manner.

2. **Graphs of functions** The graph of a nonnegative \( L^1 \) function \( f : K \subset \mathbb{R}^n \to \mathbb{R} \) supports a chainlet \( \Gamma_f \) if \( K \) is compact. This can be seen by approximating \( \Gamma_f \) by the polyhedral chains \( P_k \) determined by a sequence of step functions \( g_k \) approximating \( f \). The subgraph of a nonnegative function \( f \) is the area between
the graph of \( f \) and its domain. Since the subgraph of \( f \) has finite area, the sequence \( P_k \) is Cauchy in the natural norm. The boundary \( \partial \Gamma_f \) is a chainlet that identifies the discontinuity points of \( f \).

**Characterization of cochains as differential forms.** The \( r \)-natural norm of a cochain \( X \in (\mathcal{N}^r)’ \) is defined by

\[
|X|^{br} := \sup_{P \in \mathcal{P}} \frac{|X \cdot P|}{|P|^{br}}.
\]

The differential operator \( d \) on cochains is defined as the dual to the boundary operator \( dX \cdot A := X \cdot \partial A \). This is the abstract version of Stoke’s theorem. The operator \( d \) is defined as the dual to the boundary operator and Stokes’ theorem becomes a definition in this category. It remains to show how cochains relate to integration of differential forms and how the operator \( d \) given above relates to the standard exterior derivative of differential forms. If \( X \in (\mathcal{N}^r_k)’ \) then \( dX \in (\mathcal{N}^{r-1}_{k+1})’ \) by Lemma 2.3.

**Cochains and differential forms.** In this section we show the operator \( \Psi \) mapping differential forms of class \( B^r \) into the dual space of chainlets of class \( \mathcal{N}^r \) via integration

\[
\Psi(\omega) \cdot A := \int_A \omega
\]

is a norm preserving isomorphism of graded algebras.

It follows from Theorem 3.1 that \( \Psi(\omega) \in (\mathcal{N}^r_k)’ \) with

\[
|\Psi(\omega)|^{br} \leq |\omega|^r.
\]

**Theorem 3.6 (Extension of the theorem of de Rham).** Let \( r \geq 0 \). To each cochain \( X \in (\mathcal{N}^r_k)’ \) there corresponds a unique differential form \( \phi(X) \in \mathcal{B}^r_k \) such that \( \int_{\sigma} \phi(X) = X \cdot \sigma \) for all cells \( \sigma \). This correspondence is an isomorphism with

\[
|X|^{br} = |\phi(X)|^r.
\]

If \( r \geq 1 \) then

\[
\phi(dX) = d\phi(X).
\]

This is proved in [H3].

**Corollary 3.7.** If \( A, B \in \mathcal{N}^r_k \) satisfy

\[
\int_A \omega = \int_B \omega
\]

for all \( \omega \in \mathcal{B}^r_k \) then \( A = B \).
Proof. Let $X \in (\mathcal{N}_r^k)'$. By Theorem 3.6 the form $\phi(X)$ is of class $B^r$. Hence

$$X \cdot (A - B) = \int_{A-B} \phi(X) = 0.$$ 

It follows that $A = B$. □

Corollary 3.8. If $A \in \mathcal{N}_k^r$ then

$$|A|^r = \sup \left\{ \int_A \omega : \omega \in B_k^r, |\omega|_r \leq 1 \right\}.$$ 

Proof. By Theorem 3.6

$$|A|^r = \sup \left\{ \frac{|X \cdot A|}{|X|^r} : X \in (\mathcal{N}_k^r)' \right\}$$

$$= \sup \left\{ \frac{|\int \phi(X)|}{|\phi(X)|_r} : \phi(X) \in B_k^r \right\}$$

$$= \sup \left\{ \frac{|\int \omega|}{|\omega|_r} : \omega \in B_k^r \right\}.$$ 

□

Cup product. Given a $k$-cochain $X$ and a $j$-cochain $Y$, we define their cup product as the $(j+k)$-cochain

$$X \cup Y := \Psi(\phi(X) \wedge \phi(Y)).$$

It follows directly from Theorem 3.6 that cup product corresponds to wedge product.

Lemma 3.9. Given $X \in (\mathcal{N}_k^r)'$ and $Y \in (\mathcal{N}_j^r)'$ the cochain $X \cup Y \in (\mathcal{N}_{k+j}^r(R^n))'$ with

$$|X \cup Y|^r = |\phi(X) \wedge \phi(Y)|_r.$$ 

Furthermore

$$\phi(X \cup Y) = \phi(X) \wedge \phi(Y).$$

Theorem 3.10. If $X \in (\mathcal{N}_k^r)', Y \in (\mathcal{N}_j^r)', Z \in (\mathcal{N}_l^r)'$, and $f \in B_0^{r+1}$ then

(i) $|X \cup Y|^r \leq |X|^r |Y|^r$;

(ii) $d(X \cup Y) = dX \cup Y + (-1)^{j+k} X \cup dY$;

(iii) $(X \cup Y) + (Z \cup Y) = (X + Z) \cup Y$; and

(iv) $a(X \cup Y) = (aX \cup Y) = (X \cup aY)$.

Proof. These follow by using the isomorphism of differential forms and cochains Theorem 3.6 and then applying corresponding results for differential forms and their wedge products. □
Therefore the isomorphism $\Psi$ of Theorem 3.6 is one on graded algebras.

**Continuity of Vec(P).**

**Lemma 3.11.** Suppose $P$ is a polyhedral chain and $\omega$ is a bounded, measurable differential form. If $\omega(p) = \omega_0$ for a fixed covector $\omega_0$ and for all $p$ then

$$\int_P \omega = \omega_0 \cdot \text{Vec}(P).$$

**Proof.** This follows from the definition of the Riemann integral. $\square$

**Theorem 3.12.** If $P$ is a polyhedral $k$-chain then

$$M(\text{Vec}(P)) \leq |P|^r$$

for all $r \geq 1$ and

$$|P|^{2r_1} \leq M(\text{Vec}(P)) + \varepsilon M(P) \text{ if spt}(P) \subset B_\varepsilon(p) \text{ for some } p \in \mathbb{R}^n.$$  

**Proof.** Set $\alpha = \text{Vec}(P)$ and let $\eta_0$ be a covector such that $|\eta_0|_0 = 1$, and $\eta_0 \cdot \alpha = M(\alpha)$. Define the $k$-form $\eta$ by $\eta(p, \beta) := \eta_0(\beta)$. Since $\eta$ is constant it follows that $|\eta|_r = 0$ for all $r > 0$ and $|d\eta|_r = 0$ for all $r \geq 0$. Hence $|\eta|_r = |\eta_0|_r = |\eta_0|_0 = 1$. By Lemma 3.11 and Theorem 3.4 it follows that

$$M(\text{Vec}(P)) = \eta_0 \cdot \text{Vec}(P) = \int_P \eta \leq |\eta|_r |P|^r = |P|^r.$$  

For the second inequality we use Corollary 3.8. It suffices to show that $\frac{\int_P \omega}{|\omega|_1}$ is less than or equal the right hand side for any $1$-form $\omega$ of class $B^1$. Given such $\omega$ define the $k$-form $\omega_0(q, \beta) := \omega(p, \beta)$ for all $q$. By Lemma 3.11

$$\left| \int_P \omega \right| \leq \left| \int_P \omega_0 \right| + \left| \int_P \omega - \omega_0 \right|$$

$$\leq |\omega(p) \cdot \text{Vec}(P)| + \sup_q |\omega(p) - \omega(q)| M(P)$$

$$\leq ||\omega||_0 M(\text{Vec}(P)) + \varepsilon ||\omega||_1 M(P)$$

$$\leq |\omega|_1 (M(\text{Vec}(P)) + \varepsilon M(P))$$

$\square$

If $A = \lim_{i \to \infty} P_i$ in the $r$ natural norm then $\{P_i\}$ forms a Cauchy sequence in the $r$-natural norm. By Theorem 3.12 $\{\text{Vec}(P_i)\}$ forms a Cauchy sequence in the mass norm on $\Lambda^k(\mathbb{R}^n)$. Define

$$\text{Vec}(A) := \text{lim Vec}(P_i).$$
Corollary 3.13.

$$\text{Vec} : \mathcal{N}_k^r \rightarrow \Lambda^k(\mathbb{R}^n)$$

is linear and continuous.

Corollary 3.14. Suppose $A$ is a chainlet of class $N^r$ and $\omega$ is a differential form of class $B^r$. If $\omega(p) = \omega_0$ for a fixed covector $\omega_0$ and for all $p$ then

$$\int_A \omega = \omega_0 \cdot \text{Vec}(A).$$

Proof. This is merely Lemma 3.11 if $A$ is a polyhedral chain. Theorem 3.12 lets us take limits in the $r$-natural norm. \qed

The supports of a cochain and of a chainlet. The support $\text{spt}(X)$ of a cochain $X$ is the set of points $p$ such that for each $\varepsilon > 0$ there is a cell $\sigma \subset U_{\varepsilon}(p)$ such that $X \cdot \sigma \neq 0$.

The support $\text{spt}(A)$ of a chainlet $A$ of class $N^r$ is the set of points $p$ such that for each $\varepsilon > 0$ there is a cochain $X$ of class $N^r$ such that $X \cdot A \neq 0$ and $X \cdot \sigma = 0$ for each $\sigma$ supported outside $U_{\varepsilon}(p)$. We prove that this coincides with the definition of the support of $A$ if $A$ is a polyhedral chain. Assume $A = \sum_{i=1}^m a_i \sigma_i$ is nonoverlapping and the $a_i$ are nonzero. We must show that $\text{spt}(A)$ is the union $F$ of the $\text{spt}(\sigma_i)$ using this new definition. Since $X \cdot A = \int_A \phi(X)$ it follows that $\text{spt}(A) \subset F$. Now suppose $x \in F$; say $x \in \sigma_i$. Let $\varepsilon > 0$. We find easily a smooth differential form $\omega$ supported in $U_{\varepsilon}(p)$, $\int_{\sigma_j} \omega = 0$, $j \neq i$. Let $X$ be the cochain determined by $\omega$ via integration. Then $X \cdot A \neq 0$ and $X \cdot \sigma = 0$ for each $\sigma$ supported outside $U_{\varepsilon}(p)$.

Proposition 3.15. If $A$ is a chainlet of class $N^r$ with $\text{spt}(A) = \emptyset$ then $A = 0$. If $X$ is a cochain of class $N^r$ with $\text{spt}(X) = \emptyset$ then $X = 0$.

Proof. By Corollary 3.14 suffices to show $X \cdot A = 0$ for any cochain $X$ of class $N^r$. Each $p \in \text{spt}(X)$ is in some neighborhood $U(p)$ such that $Y \cdot A = 0$ for any $Y$ of class $N^r$ with $\phi(Y) = 0$ outside $U(p)$. Choose a locally finite covering $\{U_i, i \geq 1\}$ of $\text{spt}(X)$. Using a partition of unity $\{\eta_i\}$ subordinate to this covering we have

$$X = \sum \eta_i X$$

and $\phi(\eta_i X) = \eta_i \phi(X) = 0$ outside $U_i$. Hence

$$X \cdot A = \sum (\eta_i X \cdot A) = 0.$$  

For the second part it suffices to show that $X \cdot \sigma = 0$ for all simplexes $\sigma$. Each $p \in \sigma$ is in some neighborhood $U(p)$ such that $X \cdot \tau = 0$ for
all \( \tau \subset U(p) \). We may find a subdivision \( \sum \sigma_i \) of \( \sigma \) such that each \( \sigma_i \) is in some \( U(p) \). Therefore \( X \cdot \sigma = \sum X \cdot \sigma_i = 0. \) \( \square \)

4. Geometric star operator

Differential \( k \)-elements. In this section we make precise the notion of an infinitesimal of calculus. Imagine taking an infinitely thin square card and cutting it into four pieces. Stack the pieces and repeat, taking a limit. What mathematical object do we obtain? The reader will recall monopoles and Dirac delta functions which are closely related. We show the limit, the author calls a differential \( k \)-element, exists as a well defined chainlet and thus may be acted upon by any chainlet operator. We emphasize that these operators are geometrically defined as opposed to the duals of operators on differential forms.

Let \( p \in \mathbb{R}^n \) and \( \alpha \) be a \( k \)-direction in \( \mathbb{R}^n \). A unit differential \( k \)-element \( \alpha_p \) is defined as follows: For each \( \ell \geq 0 \), let \( Q_\ell = Q_\ell(p, \alpha) \) be the weighted \( k \)-cube centered at \( p \) with \( k \)-direction \( \alpha \), edge \( 2^{-\ell} \) and coefficient \( 2^{k\ell} \). Then \( M(Q_\ell) = 1 \). We show that \( \{Q_\ell\} \) forms a Cauchy sequence in the 1-natural norm. Let \( j \geq 1 \) and estimate \( |Q_\ell - Q_{\ell+j}|_1 \).

Subdivide \( Q_\ell \) into \( 2^{kj} \) binary cubes \( Q_{\ell,i} \) and consider \( Q_{\ell+j} \) as \( 2^{kj} \) copies of \( \frac{1}{2^j} Q_{\ell+j} \). We form \((k, 2)\)-diffcells (bicells) of these subcubes of \( Q_\ell - Q_{\ell+j} \) with translation distance \( \leq 2^{-\ell} \). Since the mass of each \( Q_\ell \) is one, it follows that

\[
|Q_\ell - Q_{\ell+j}|_1 = \sum_{i=1}^{2^{kj}} \left| Q_{\ell,i} - \frac{1}{2^j} Q_{\ell+j} \right|_1 \leq 2^{-\ell}.
\]

Thus \( Q_\ell \) converges to a 1-natural chain denoted \( \alpha_p \) with \( |\alpha_p - Q_\ell|_1 \leq 2^{1-\ell} \). If we let \( \alpha \) be any \( k \)-vector with nonzero mass, the same process will produce a chainlet \( \alpha_p \) whose mass is the same as that of \( \alpha \) and depends only on \( \alpha \) and \( p \). If \( \omega \) is a Lipschitz form defined in a neighborhood of \( p \) then \( \int_{\alpha_p} \omega = \omega(p; \alpha) \) by Theorem 3.4.

The next lemma shows the definition of a differential \( k \)-element is well defined.

**Proposition 4.1.** Fix a nonzero \( k \)-vector \( \alpha \) and \( p \in \mathbb{R}^n \). Let \( \{P_i\} \) be a sequence of polyhedral \( k \)-chains such that

\[
M(P_i) \leq C, spt(P_i) \subset B_{\varepsilon_i}(p), Vec(P_i) \to \alpha
\]

for some \( C > 0 \) and \( \varepsilon_i \to 0 \). Then there exists a unique nonzero chainlet

\[
A = \lim_{i \to \infty} P_i
\]

in the 1-natural norm with \( Vec(A) = \alpha \) and \( spt(A) = \{p\} \).
Proof. By Theorem 3.12
\[ |P_i - P_j| \leq M(\text{Vec}(P_i) - \text{Vec}(P_j)) + \varepsilon M(P_i - P_j) \to 0. \]
By Corollary 3.13 there exists \( A = \lim_{i \to \infty} P_i \) in the 1-natural norm with \( \text{Vec}(A) = \alpha \). Therefore \( A \neq 0 \). (Else, \( \text{Vec}(A) = 0 \).)
By the definition of support, \( \text{spt}(A) \) is either the empty set or the set \( \{ p \} \). By Proposition 3.15 \( \text{spt}(A) = \emptyset \implies A = 0 \). \( \square \)

**Theorem 4.2.** Fix \( p \in \mathbb{R}^n \). The operator
\[ \text{Vec} : \mathcal{N}_k^r \to \Lambda^k(\mathbb{R}^n) \]
is one-one on chainlets supported in \( p \).

**Proof.** By Proposition 4.1 and Theorem 2.2 we only need to show that if \( \text{Vec}(A) = 0 \) then \( A = 0 \). Let \( X \) be an \( r \)-natural cochain. Define \( X_0 \) by
\[ \phi(X_0)(q) := \phi(X)(p) \text{ for all } q. \]
By Corollary 3.14 \( X \cdot A = X_0 \cdot A = \phi(X)(p) \cdot \text{Vec}(A) = 0 \)
implying \( A = 0 \). \( \square \)

In \([H6]\) and \([H7]\) we will develop the discrete theory more fully. The boundary of a differential \( k \)-element will be studied, as well as actions of other operators. The full calculus may be developed starting with differential \( k \)-elements replacing \( k \)-dimensional tangent spaces with differential \( k \)-elements.

An elementary \( k \)-chain \( \hat{P} = \sum_{i=1}^m b_i (\alpha_p)_i \) is a chain of differential \( k \)-elements \( (\alpha_p)_i \), with coefficients \( b_i \) in \( G \). (Note that both the \( k \)-vector \( \alpha \) and point \( p \) may vary with \( i \).) Denote the vector space of elementary \( k \)-chains in \( \mathbb{R}^n \) by \( \mathcal{E}_k \).

**Theorem 4.3 (Density of elementary chains).** The space of elementary \( k \)-chains \( \mathcal{E}_k \) is dense in \( \mathcal{N}_k^r \).

**Proof.** Let \( R \) be a unit \( k \)-cube in \( \mathbb{R}^n \) centered at \( p \) with \( k \)-direction \( \alpha \). For each \( j \geq 1 \) subdivide \( R \) into \( 2^{kj} \) binary cubes \( R_{j,i} \) with midpoint \( p_{j,i} \) and edge \( 2^{-j} \). Since \( R_{j,i} = 2^{-jk}Q_j(p_{j,i}, \alpha) \) it follows that
\[ |R_{j,i} - 2^{-jk} (\alpha_{p_{j,i}})| \leq 2^{-jk} |Q_j(p_{j,i}, \alpha) - \alpha_{p_{j,i}}| \leq 2^{-jk} 2^{-j+1} = 2^{-j+1} M(R_{j,i}). \]
Let \( \hat{P}_j = \sum_{i=1}^m 2^{-jk} \alpha_{p_{j,i}} \). Then
\[ |R - \hat{P}_j| \leq 2^{-j+1} \sum M(R_{j,i}) = 2^{-j+1} M(R) = 2^{-j+1}. \]
This demonstrates that $\dot{P}_j \overset{2j}{\to} R$. This readily extends to any cube with edge $\epsilon$.

Use the Whitney decomposition to subdivide a $k$-cell $\tau$ into binary $k$-cubes. For each $j \geq 1$ consider the finite sum of these cubes with edge $2^{-j}$. Subdivide each of these cubes into subcubes $Q_{ji}$ with edge $2^{-j}$ obtaining $\sum_i Q_{ji} \to \tau$ in the mass norm as $j \to \infty$. Let $\alpha = Vec(\tau)$ and $p_{ji}$ the midpoint of $Q_{ji}$. Then

$$|\tau - \sum_i \alpha_{p_{ji}}|^1 \leq |\tau - \sum_i Q_{ji}|^1 + \sum_i |Q_{ji} - \alpha_{p_{ji}}|^1.$$  

We have seen that the first term of the right hand side tends to zero as $j \to \infty$. The second is bounded by $\sum_i M(Q_{ji})2^{-j+1} < M(\tau)2^{-j+1} \to 0$. It follows that $\tau$ is approximated by elementary $k$-chains in the $1$-natural norm. Thus elementary $k$-chains are dense in $P_k$. The result follows since polyhedral chains are dense in chainlets. 

Geometric Hodge star. We next define a geometric Hodge star operator on chainlets. If $\alpha$ is a $k$-direction in $\mathbb{R}^n$ then $\star \alpha$ is defined to be the $(n - k)$-direction orthogonal to $\alpha$ with complementary orientation. Define

$$\star (\alpha_p) := (\star \alpha)_p.$$  

We may omit the parentheses without ambiguity. The operator $\star$ extends to elementary $k$-chains $\dot{P}$ by linearity. It follows immediately that $\int_\dot{P} \omega = \int_{\star \dot{P}} \star \omega$. By Theorem 3.3 $\star \dot{P}^r = |\dot{P}|^r$. We may therefore define $\star A$ for any chainlet $A$ of class $N^r$ as follows: By Theorem 4.3 there exists elementary $k$-chains $\{\dot{P}_j\}$ such that $A = \lim_{j \to \infty} \dot{P}_j$ in the $r$-natural norm. Since $\{\dot{P}_j\}$ forms a Cauchy sequence we know $\{\star \dot{P}_j\}$ also forms a Cauchy sequence. Its limit in the $r$-natural norm is denoted $\star A$. This definition is independent of the choice of the sequence $\{\dot{P}_j\}$. (See Figure 3 for an example.)

**Theorem 4.4 (Star theorem).** $\star : N^r_k \to N^r_{n-k}$ is a norm-preserving linear operator that is adjoint to the Hodge star operator on forms. It satisfies $\star \star = (-1)^{(n-k)}I$ and

$$\int_A \omega = (-1)^{(n-k)} \int_A \star \omega$$  

for all $A \in N^r_k$ and all $(n - k)$-forms $\omega$ of class $B^r$ defined in a neighborhood of $\text{spt}(A)$. 

Proof. We first prove this for differential $k$-elements $\alpha_p$. Since $\alpha_p$ is a 1-natural chainlet we may integrate $\omega$ over it. Hence

$$\int_{\alpha_p} \omega = \omega(p; \alpha) = \star \omega(p; \star \alpha) = \int_{\star \alpha_p} \star \omega.$$ 

It follows that $\int_\hat{P} \omega = \int_{\star \hat{P}} \star \omega$ for any elementary $k$-chain $\hat{P}$. Let $A$ be a chainlet of class $N^r$. It follows from Theorem 4.3 that $A$ is approximated by elementary $k$-chains $A = \lim_{j \to \infty} \hat{P}_j$ in the $r$-natural norm. We may apply continuity of the integral (Theorem 3.4) to deduce

$$\int_A \omega = \int_{\star A} \star \omega.$$

The Hodge star operator on forms satisfies $\star \star \omega = (-1)^{k(n-k)} \omega$. It follows that

$$\int_A \star \omega = \int_{\star A} \star \star \omega = (-1)^{k(n-k)} \int_{\star A} \omega.$$

$\square$

Figure 3. Hodge star of a 1-simplex in 3-space
Geometric coboundary of a chainlet. Define the geometric coboundary operator
\[ \diamond : \mathcal{N}_k^r \to \mathcal{N}_{k+1}^{r+1} \]
by
\[ \diamond := \ast \partial \ast . \]

The following theorem follows immediately from properties of boundary \( \partial \) and star \( \ast \). Let \( \delta := \ast d \ast \) denote the coboundary operator on differential forms.

**Theorem 4.5 (Coboundary theorem).** \( \diamond : \mathcal{N}_k^r \to \mathcal{N}_{k+1}^{r+1} \) is a nilpotent linear operator satisfying

(i) \[ \int_{\mathcal{O}A} \omega = (-1)^{n-1} \int_A \delta \omega \] for all \( \omega \) defined in a neighborhood of \( \text{spt}(A) \);

(ii) \[ \ast \partial A = (-1)^{k(n-k)} \ast \delta A \] and

(iii) \[ |\diamond A|^r \leq |A|^{r-1} \] for all chainlets \( A \).

**Figure 4.** Geometric coboundary of a point \( Q_0 \) as a limit of polyhedra \( P_k \).
Geometric interpretation of the coboundary of a chainlet. This has a geometric interpretation seen by taking approximations by polyhedral chains. For example, the coboundary of 0-chain $Q_0$ in $\mathbb{R}^2$ with unit 0-mass and supported in a single point $\{p\}$ is the limit of 1-chains $P_k$ depicted in Figure 4.

The coboundary of a 1-dimensional unit cell $Q_1$ in $\mathbb{R}^3$ is approximated by a “paddle wheel”, supported in a neighborhood of $|\sigma|$.

If $Q_2$ is a unit 2-dimensional square in $\mathbb{R}^3$ then its coboundary $\Diamond Q_2$ is approximated by the sum of two weighted sums of oppositely oriented pairs of small 3-dimensional balls, one collection slightly above $Q_2$, like a mist, the other collection slightly below $Q_2$. A snake approaching the boundary of a lake knows when it has arrived. A bird approaching the coboundary of a lake knows when it has arrived.

**Geometric Laplace operator.** The geometric Laplace operator

$$\Delta : \mathcal{N}_r^k \to \mathcal{N}_{r+2}^k$$

is defined on chainlets by

$$\Delta A := (\partial + \Diamond)^2 A = (\partial \Diamond + \Diamond \partial) A.$$

**Theorem 4.6 (Laplace operator theorem).** Suppose $A \in \mathcal{N}_r^k$ and $\omega \in B_r^{r+2}$ is defined in a neighborhood of spt($A$). Then $\Delta A \in \mathcal{N}_{r+2}^k$,

$$|\Delta A|^r r + 2 \leq |A|^r r,$$

and

$$\int_{\Delta A} \omega = (-1)^{n-1} \int_{A} \Delta \omega.$$

The geometric Laplace operator on chainlets requires at least the 2-natural norm. Multiple iterations of $\Delta$ require the $r$-natural norm for larger and larger $r$. For spectral analysis and applications to dynamical systems the normed linear space $\mathcal{N}_r^\infty$ with the operator

$$\Delta : \mathcal{N}_r^\infty \to \mathcal{N}_{r+2}^\infty$$

should prove useful. (See [H7] for further discussion of the direct limit space $\mathcal{N}_r^\infty$.)

A chainlet is harmonic if

$$\Delta A = 0.$$ 

It should be of considerable interest to study the spectrum of the geometric Laplace operator $\Delta$ on chainlets.*

---

*The geometric Laplace operator was originally defined by the author with the object of developing a geometric Hodge theory. A nice step of this project can be found in J. Mitchell’s Berkeley thesis, drafted under the author’s supervision [M].
Geometric representation of differentiation of distributions.
An \( r \)-distribution on \( \mathbb{R}^1 \) is a bounded linear functional on functions \( f \in B^r_0(\mathbb{R}) \) with compact support. Given a one-dimensional chainlet \( A \) of class \( N^r \), define an \( r \)-distribution \( \theta = \theta(A) \) by \( \theta(f) := \int_A f(x)dx \), for \( f \in B^r_0(\mathbb{R}) \).

**Theorem 4.7.** The mapping \( \theta \) is an endomorphism. Furthermore, differentiation in the sense of distributions corresponds geometrically to the operator \( \star \partial \). That is, if \( \theta(A) = \gamma_A \), then \( \theta(\star \partial A) = \gamma'_A \).

**Proof.** Suppose \( \theta(A) = \theta(B) \). Then \( \int_A f(x)dx = \int_B f(x)dx \) for all functions \( f \in B^r_0 \). But all 1-forms \( \omega \in B^r_1 \) can be written \( \omega = f dx \).

By Corollary 3.7, chainlets are determined by their integrals and thus \( A = B \).

We next show that \( \gamma_{\star \partial A} = \gamma'_A \). Note that \( \star(f(x)dx) = f(x) \). Thus

\[
\gamma_{\star \partial A}(f) = \int_{\star \partial A} f(x)dx = \int_{\partial A} df = \int_A df = \int_A f'(x)dx = \gamma_A(f') = \gamma'_A(f).
\]

5. Extensions of theorems of Green and Gauss

**Curl of a vector field over a chainlet.** Let \( S \) denote a smooth, oriented surface with boundary in \( \mathbb{R}^3 \) and \( F \) a smooth vector field defined in a neighborhood of \( S \). The usual way to integrate the curl of a vector field \( F \) over \( S \) is to integrate the Euclidean dot product of curl \( F \) with the unit normal vector field of \( S \) obtaining \( \int_S \text{curl}F \cdot n dA \). By the curl theorem this integral equals \( \int_{\partial S} F \cdot d\sigma \).

We translate this into the language of chainlets and differential forms.

Let \( \omega \) be the unique differential 1-form associated to \( F \) by way of the Euclidean dot product. The differential form version of curl \( F \) is \( \star d\omega \).

The unit normal vector field of \( S \) can be represented as the chainlet \( \star S \). Thus the net curl of \( F \) over \( S \) takes the form \( \int_{\star S} \star d\omega \). By the Star theorem 4.4 and Stokes’ theorem for chainlets 1.2, this integral equals \( \int_S d\omega = \int_{\partial S} \omega \). The vector version of the right hand integral is \( \int_{\partial S} F \cdot ds \). The following extension of Green’s curl theorem to chainlets of arbitrary dimension and codimension follows immediately from Stokes’ theorem and the Star theorem and is probably optimal.

**Theorem 5.1 (General Green’s curl theorem).** Let \( A \) be a \( k \)-chainlet of class \( N^r \) and \( \omega \) a differential \((k-1)\)-form of class \( B^r \) defined in a

\(^1\)Since this paper was first submitted, the author has extended this result to currents. [15]
neighborhood of \( spt(A) \). Then
\[
\int \star A \, d\omega = \int_{\partial A} \omega.
\]

Proof. This is a direct consequence of Theorems 1.2 and 4.4. \( \square \)

It is not necessary for tangent spaces to exist for \( A \) or \( \partial A \) for this theorem to hold.

**Divergence of a vector field over a chainlet.** The usual way to calculate divergence of a vector field \( F \) across a boundary of a smooth surface \( D \) in \( \mathbb{R}^2 \) is to integrate the dot product of \( F \) with the unit normal vector field of \( \partial D \). According to Green’s Theorem, this quantity equals the integral of the divergence of \( F \) over \( D \). That is,
\[
\int_{\partial D} F \cdot n\sigma = \int_D \text{div} F dA.
\]

Translating this into the language of differential forms and chainlets with an appropriate sign adjustment, we replace the unit normal vector field over \( \partial D \) with the chainlet \( \star \partial D \) and \( \text{div} F \) with the differential form \( d \star \omega \). We next give an extension of the Divergence theorem to \( k \)-chainlets in \( n \)-space. As before, this follows immediately from Stokes’ theorem and the Star theorem and is probably optimal.

**Theorem 5.2 (General Gauss divergence theorem).** Let \( A \) be a \( k \)-chainlet of class \( N^r \) and \( \omega \) a differential \((n-k+1)\)-form of class \( B^{r+1} \) defined in a neighborhood of \( spt(A) \) then
\[
\int_{\star \partial A} \omega = (-1)^{(k-1)(n-k-1)} \int_A d \star \omega.
\]

Proof. This is a direct consequence of Theorems 1.2 and 4.4. \( \square \)

As before, tangent vectors need not be defined for the theorem to be valid and it holds in all dimensions and codimensions.

**Riemannian manifolds.** In order to extend the definitions to smooth Riemannian manifolds replace cells \( \sigma^0 \) with singular cells \( \tau^0 = f \sigma^0 \). Define \( M(\tau^0) \) to be \( k \)-dimensional Hausdorff measure of \( \tau^0 \). Replace vectors \( v \) with smooth, divergence free vector fields \( v \) defined in a neighborhood of \( spt \tau \) and let \( T_v \) denote the time one map of the flow of \( v \). Define
\[
|v| := \sup \{|v(p)| : p \in spt v\}.
\]

Norms of differential forms are defined as before, replacing vectors with vector fields. The previous definitions and results carry through locally.
Global results require the pushforward operator be defined for chainlets and a change of variables result. These are naturally established using differential $k$-elements and deduced for chainlets by taking limits.

If $f : U \subset \mathbb{R}^n \to V \subset \mathbb{R}^n$ is Lipschitz then $Df_p$ is defined on a subset of full measure by Rademacher’s theorem. Therefore, for a.e. $p \in U$,

$$f_p(\alpha_p) := Df_p^k(\alpha_p)$$

is well defined so that $f^*\omega(p, \alpha_p) = \omega(f(p), f_p\alpha_p)$. Passing to integrals, we have

$$\int_{f_p \alpha_p} \omega = \int_{\alpha_p} f^*\omega.$$

Therefore,

**Proposition 5.3.**

$$\int_{f^*\dot{P}} \omega = \int_{\dot{P}} f^*\omega$$

for all elementary chains $\dot{P}$.

**Proposition 5.4.** Let $f : U \subset \mathbb{R}^n \to \mathbb{R}^n$ be a mapping of class $B^{r+1}$ and $\dot{P}$ be an elementary chain. Then

$$|f_{\dot{P}}^{\dot{P}}|_{r} \leq |f|_{r+1}|\dot{P}|_{r}^{\dot{P}}.$$

**Proof.** By Theorem 3.4

$$\left| \int_{f^*\dot{P}} \omega \right| = \left| \int_{\dot{P}} f^*\omega \right| \leq |f^*\omega|_{r}(|\dot{P}|_{r}^{\dot{P}} \leq |f|_{r+1}|\omega|_{r}(|\dot{P}|_{r}^{\dot{P}}.\right.$$  

\[ \square \]

Since elementary chains are dense in chainlets we may define

$$f_{\dot{A}} := \lim_{i \to \infty} f_{\dot{P}_i}$$

where $A = \lim_{i \to \infty} \dot{P}_i$ in the $r$-natural norm. We deduce

**Theorem 5.5** (Pushforward operator). Let $f : U \subset \mathbb{R}^n \to \mathbb{R}^n$ be a mapping of class $B^{r+1}$ and $A$ be a chainlet of class $N^r$. Then

$$|f_{\dot{A}}^{\dot{A}}|_{r} \leq |f|_{r+1}|A|_{r}^{\dot{A}}.$$

We close with a concise and general change of variables formula.

**Theorem 5.6** (Change of variables). Let $f : U \subset \mathbb{R}^n \to \mathbb{R}^n$ be a mapping of class $B^{r+1}$, $\omega$ be a differential form of class $B^r$ and $A$ be a chainlet of class $N^r$. Then

$$\int_{f^*A} \omega = \int_{A} f^*\omega.$$
This follows by Proposition 5.3 and taking limits in the chainlet norm.

REFERENCES

[F] Federer, Herbert, GEOMETRIC MEASURE THEORY, Springer-Verlag, New York, 1969
[deG] de Giorgi, Ennio, *Su una teoria generale della misura (r − 1)-dimensionale in uno spazio ad r dimensioni* Annali di mat. pura ed appl. Ser4, 36 (1954) pp. 191-213.
[HN] Harrison, Jenny and Norton, Alec *The Gauss–Green theorem for fractal boundaries*, Duke Journal of Mathematics, 67 (1992), 575–588.
[H1] Harrison, Jenny, *Stokes’ theorem on nonsmooth chains*, Bulletin AMS, October 1993.
[H2] –, Continuity of the integral as a function of the domain, Journal of Geometric Analysis, 8 (1998), no. 5, 769–795.
[H3] –, Isomorphisms of differential forms and cochains, Journal of Geometric Analysis, 8 (1998), no. 5, 797–807.
[H4] –, Flux across nonsmooth boundaries and fractal Gauss/Green/Stokes theorems, J. Phys. A 32 (1999), no. 28, 5317–5327.
[H5] –, *Geometric realizations of currents and distributions*, to appear in the Proceedings of Fractals and Stochastics III, Friedrichroda, German, 2003.
[H6] –, *Discrete exterior calculus with convergence to the smooth continuum*, preprint in preparation.
[H7] –, *Introduction to chainlet geometry*, Ravello lecture notes in preparation, see [http://math.berkeley.edu/~harrison](http://math.berkeley.edu/~harrison) for a draft.
[M] Mitchell, Julie, thesis, UC Berkeley, 1998.
[W] Whitney, Hassler, GEOMETRIC INTEGRATION THEORY, Princeton University Press, 1957.
[P] Pfeffer, Washek, Derivation and Integration, Cambridge University Press, 2001