Robust Control Design to the Furuta System under Time Delay Measurement Feedback and Exogenous-Based Perturbation
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Abstract: When dealing with real control experimentation, the designer has to take into account several uncertainties, such as: time variation of the system parameters, exogenous perturbation and the presence of time delay in the feedback line. In the later case, this time delay behaviour may be random, or chaotic. Hence, the control block has to be robust. In this work, a robust delay-dependent controller based on $H_{\infty}$ theory is presented by employing the linear matrix inequalities techniques to design an efficient output feedback control. This approach is carefully tuned to face with random time-varying measurement feedback and applied to the Furuta pendulum subject to an exogenous ground perturbation. Therefore, a recent experimental platform is described. Here, the ground perturbation is realised using an Hexapod robotic system. According to experimental data, the proposed control approach is robust and the control objective is completely satisfied.
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1. Introduction

Time delays are usually encountered in numerous industrial systems to be controlled, such as distributed networks [1], nuclear reactors [2,3], telecommunication [4], electrical servo systems [5], robotics [6], etc. Usually, ignoring the effect of time delays yields a severe deterioration in system performance or even instability. For instance, in [7], an analysis of communication delays shows these effects on an electric power grid. In [8], an overview of recent results for time delay systems is provided. Thus, time delay controllers have practical significance [9–13]. Recent years have witnessed a widespread interest in the synthesis of appropriate control laws for time delay dynamical systems in the presence of uncertainties [14–16]. In [17], an adaptive fuzzy back-stepping method has been proposed for the nonlinear dynamical systems with unmeasured states and unknown time delays. In [18], an $H_{\infty}$ stabilisation controller has been investigated for Takagi–Sugeno fuzzy time delay systems under nonlinear perturbations and sampled-data input. Moreover, ref. [19] presents the robust stabilisation problem of a class of time varying time delay dynamical systems which are not perfectly known. In this case, by using output feedback, the system output is modelled through a nonlinear function depending on the inputs and delayed states. The main difference of these papers with our proposal is the control design: we use time delay linear controller
to turn the design into a simpler one, but the delay is included to face unexpected events. Moreover, in real and practical experiments, time delay cannot be considered constant or known. This is our situation: we consider a random time delay [20] on the measurements of the Furuta pendulum, also named rotary inverted pendulum (RIP). This type of time delay is common on, for instance, network control electronics. For example, ref. [21] describes the systematic design techniques for random systems, and their implementation in electronic circuits. Our paper faces the problem of the presence of chaotic behavior in the time delay model, induced by the random-logistic map, but not in the nonlinear system model: we design a linear control able to stabilize a nonlinear system, despite external disturbances and random time delay inputs. This is the main difference, for instance, with [22–24], where nonlinear chaotic-systems are studied.

The main advantage of the proposed time delay control design remains on the stability condition, allowing one to control additional dynamics. We consider not only time delay on the measurements, but also external disturbances inducing uncertainties on the system and unmodelled dynamics. As is well-known, from a practical point of view, most process models, including power systems [25], robotic manipulators [26], non-holonomic systems, under-actuated mechanisms and flexible space structure [27] suffer from unpredictable behaviour. Thus, system uncertainties should always be taken into account when a control system is designed for both stability and performance [28–31]. The problem of designing a robust nonlinear state-feedback control scheme which overcomes system uncertainties has been the subject of substantial investigation over the years [32–35]. The linear matrix inequality (LMI) approach is a suitable technique to deal with systems uncertainties including parametric [36] or unstructured uncertainties [37] (see [38,39] as introduction in LMI theory). Due to its influential structure, the LMI technique has widely been applied to obtain some solutions for the convex problem minimisation such as $H_{\infty}$ control [40–43] and $H_2$ control [44,45]. To the best knowledge of the authors, little attention has been brought to the problem of nonlinear state-feedback stabilization for time delay nonlinear systems with Lipschitz nonlinearities using LMI, which is still an open problem.

This work aims to present a output-feedback control law for the stability problem of Lipschitz nonlinear systems under random time delay. Parametric uncertainties are also taken into account due to their significant contribution to the system stability. By constructing a Lyapunov–Krasovskii functional, asymptotic stabilisation conditions are prepared in the form of LMI and the parameters of the nonlinear state-feedback control law are determined through LMI. The offered control law ensures asymptotic stability of these systems, even if the nonlinear part is non-zero. Unlike the former investigations, the resultant LMI conditions possess fewer pre-assumed design parameters, and thus, the planned method may lead to less conservative conditions. Besides, the control scheme is independent of the order of the system. The main contributions of the proposed technique are listed as follows:

(a) Design of a nonlinear state-feedback stabiliser for nonlinear systems with random time delays, Lipschitz nonlinearities and parametric uncertainties.

(b) Satisfaction of the asymptotic stabilisation based on Lyapunov–Krasovskii stability theory and LMI approach.

(c) The proposed method is rather straightforward and there is no complexity in the employment of this technique.

(d) Application of the offered method on an experimental device, to prove the efficiency of the method.

This experimental platform is presented in Figure 1, where the rotary pendulum (or Furuta device) is placed over the Steward platform (or Hexapod robot). Hence, the Hexapod device is employed to generate an exogenous Furuta’s base perturbation which propagates all along the pendulum dynamics. Moreover, the vibration produced by the hexapod movement induces an additional perturbations on the pendulum such as induced Coriolis force. Hence, the control design objective is established to mitigate all these
disturbances, and overcome the input delay presented on the control action. This platform is conceived to emulate mechanism under periodic disturbances, such as for example, missile guidance over the sea [46].

Figure 1. Experimental setup: Furuta pendulum located on a Steward platform.

The organization of this paper is as follows. Section 2 develops the description of the problem and the required preliminaries. Section 3 presents stability analysis and design process of LMI-based nonlinear state-feedback control scheme for the nonlinear time delay systems in the presence of uncertainties. In Section 4, the random time delay system is implemented and experimental results are studied. Finally, Section 5 concludes the paper.

2. Notation

The notation throughout the paper is fairly standard: capital letter denotes matrix; $A^T$ denotes the transpose of a matrix $A$; in symmetric block matrices or long matrix expressions, symbol * is used as an ellipsis for terms that are induced by symmetry, e.g.,

$$
\begin{pmatrix}
S + (*) & * \\
M & Q
\end{pmatrix}
\equiv
\begin{pmatrix}
S + S^T & M^T \\
M & Q
\end{pmatrix},
$$

A symmetric positive-definite matrix $A$ is denoted by $A > 0$. Lately, the real sign function is denoted by $\text{sgn}(x)$.

3. Robust Delay-Dependent Control Design

The objective of this section is to present the mathematical problem statement necessary to solve our control statement. The family system under study is a continuous system with Lipschitzian nonlinearities, external disturbances and feedback delay, given by:
\[
\dot{x}(t) = f(x(t)) + Ax(t) + A_1 x(t - \tau) + Bu(t - \tau) + Ew(t)
\]
\[
y(t - \tau) = Cx(t - \tau)
\]
\[
z(t) = D_{11} x(t - \tau) + D_{12} w(t)
\]  

(1)

where the variables are defined as:

- \( x(t) \in \mathbb{R}^n \) is the state variable.
- \( \tau \in \mathbb{R} \) is the time delay.
- \( A, A_1, B, E, C, D_{11}, D_{12} \) are real matrices of appropriate dimensions.
- \( w(t) \in \mathbb{R}^m \) is the external perturbation.
- \( u(t) \in \mathbb{R} \) is the control input.
- \( y(t) \in \mathbb{R}^p \) is the output variable.

Time delay \( \tau \in [0, h] \) is assumed unknown, but with known upper value \( h \). Function \( f(x(t)) \) is a Lipschitz function, satisfying for all \( x, \bar{x} \in \mathbb{R}^n \) [47]:

\[
\| f(x) - f(\bar{x}) \| \leq L \| x - \bar{x} \|, 
\]

(2)

where \( L \in \mathbb{R}^{n \times n} \) is a Lipschitz constant matrix.

Objective: The main control objective is to characterise a time delay dependent robust controller, defined as

\[
u(t - \tau) = Fy(t - \tau),
\]

(3)

under exogenous perturbations induced by a planned dynamic movement of the hexapod.

To prove the robustness of the control approach, we use the well-known Lyapunov–Krasovskii theory. The methods based on Lyapunov–Krasovskii functionals are certainly the most popular for analysing and controlling time delay systems in the time-domain framework [48]. Over the family of Lyapunov–Krasovskii functionals, we choose the one that introduces a term which makes the stability condition delay-dependent, allowing the control of additional dynamics. Therefore, consider the next Lyapunov–Krasovskii function (4):

\[
V(t) = x^T(t)Px(t) + \int_{t-\tau}^t x(s)^T P_1 x(s) \, ds + \frac{1}{\tau} \int_{t-\tau}^{t+\theta} \dot{x}(v)^T P_2 \dot{x}(v) \, dv \, d\theta.
\]

(4)

The last term in (4) will make the \( H_\infty \) condition delay-dependent. Under \( H_\infty \) theory, we have to impose:

\[
\dot{V}(t) + \gamma^{-1} z^T(t) z(t) - \gamma \omega^T(t) \omega(t) < 0.
\]

(5)

First of all, let’s see the expression of \( \dot{V}(t) \):

\[
\dot{V}(t) = \dot{x}(t)^T P x(t) + x(t)^T P \dot{x}(t) + x(t)^T P_1 x(t) - x(t - \tau)^T P_1 x(t - \tau) + \frac{1}{\tau} \int_{t-\tau}^{t+\theta} (\dot{x}(v)^T P_2 \dot{x}(v) - \dot{x}(v+\theta)^T P_2 \dot{x}(v+\theta)) \, dv \, d\theta
\]

(6)

\[
= \dot{x}(t)^T P x(t) + x(t)^T P \dot{x}(t) + x(t)^T P_1 x(t) - x(t - \tau)^T P_1 x(t - \tau) + \dot{x}(t)^T P_2 \dot{x}(t) - \frac{1}{\tau} \int_{t-\tau}^{t} \dot{x}(s)^T P_2 \dot{x}(s) \, ds.
\]
Let’s compensate the integral term \( \frac{1}{\tau} \int_{t-\tau}^{t} \dot{x}(s)^T P_2 \dot{x}(s) \, ds \) in (6) by using the Jensen’s inequality [48]:

\[
\phi \left( \int_{a}^{b} z(s) \, ds \right) \leq (b - a) \int_{a}^{b} \phi(z(s)) \, ds.
\]

Considering \( \phi = P_2 \), \( a = t - \tau \) and \( b = t \), the integral term in (6) verifies:

\[
\frac{1}{\tau} \int_{t-\tau}^{t} \dot{x}(s)^T P_2 \dot{x}(s) \, ds \geq \frac{1}{\tau^2} \left( \int_{t-\tau}^{t} \dot{x}(s)^T \, ds \right) P_2 \left( \int_{t-\tau}^{t} \dot{x}(s) \, ds \right)
\]

\[
= \frac{1}{\tau^2} (x(t) - x(t - \tau))^T P_2 (x(t) - x(t - \tau))
\]

\[
\geq \frac{1}{\tau} (x(t) - x(t - \tau))^T P_2 (x(t) - x(t - \tau)).
\]

In the last inequality of (7), we use \( \tau \in [0, h] \) (obviously, if \( h < 1 \) then \( \tau^2 \leq \tau \)). To simplify the presentation, we omit the dependence on \( t \), and denote \( x(t) \) as \( x \), \( x(t - \tau) \) as \( x_\tau \), \( z(t) \) as \( z \), and \( w(t) \) as \( w \). Now, we can work on the \( H_\infty \) condition, using (1):

\[
\dot{V}(t) + \gamma^{-1} z^T z - \gamma w^T w \leq
\]

\[
\dot{x}^T P x + x^T P \dot{x} + x^T P_1 x - x^T \dot{P}_2 x + \dot{x}^T \dot{P}_2 x - \frac{1}{\tau} (x - x_\tau)^T P_2 (x - x_\tau)
\]

\[
+ \gamma^{-1} z^T z - \gamma w^T w
\]

\[
= (f(x) + A x + A_1 x_\tau + B F C x_\tau + E w)^T P x + (x^T P_1 x - x^T \dot{P}_2 x)
\]

\[
+ (f(x) + A x + (A_1 + B F C)x_\tau + E w)^T P_2 (f(x) + A x + (A_1 + B F C)x_\tau + E w)
\]

\[
- \frac{1}{h} (x - x_\tau)^T P_2 (x - x_\tau) + \gamma^{-1} (D_{11} x_\tau + D_{12} w)^T (D_{11} x_\tau + D_{12} w) - \gamma w^T w
\]

In order to linearise inequality (8), we add the term \( \pm f(x)^T f(x) \) (this mathematical strategy has been used, for instance, in [39,49]) and use the Lipschitz property (2), obtaining:

\[
\dot{V}(t) + \gamma^{-1} z^T (t) z(t) - \gamma w^T (t) w(t) \leq
\]

\[
(f(x) + A x + A_1 x_\tau + B F C x_\tau + E w)^T P x + (x^T P_1 x - x^T \dot{P}_2 x)
\]

\[
+ (f(x) + A x + (A_1 + B F C)x_\tau + E w)^T P_2 (f(x) + A x + (A_1 + B F C)x_\tau + E w)
\]

\[
- \frac{1}{h} (x - x_\tau)^T P_2 (x - x_\tau) + \gamma^{-1} (D_{11} x_\tau + D_{12} w)^T (D_{11} x_\tau + D_{12} w) - \gamma w^T w
\]

\[
+ x^T L^T L x - f^T f.
\]

We now impose the \( H_\infty \) condition defined in (5). By considering \( [x^T, x_\tau^T, w^T, f^T] \), inequality (5), joined with (9), becomes:

\[
\begin{pmatrix}
\Theta_{11} & * & * & * \\
\Theta_{21} & \Theta_{22} & * & * \\
E^T P_2 A + E^T P & \Theta_{32} & -\gamma D_{12}^T D_{12} + E^T P_2 E - \gamma & * \\
P + P_2 A & P_2 B F C & P_2 E^T & P_2 - I d
\end{pmatrix} < 0,
\]

\[(10)\]
with
\[ \Theta_{11} = A^T P + PA + P_1 + A^T P_2 A - \frac{1}{h} P_2 + L^T L, \]
\[ \Theta_{21} = (A_1 + BFC)^T P + (A_1 + BFC)^T P_2 A + \frac{1}{h} P_2, \]
\[ \Theta_{22} = -P_1 + (A_1 + BFC)^T P_2 BFC + \gamma^{-1} D_{11}^T D_{11}, \]
\[ \Theta_{32} = E^T P_2 BFC + \gamma^{-1} D_{12}^T D_{12}. \]

As a result, the matrix inequality (10) is not linear, due to the quadratic term \( P_2 F \). To obtain an equivalent LMI, we first apply the Schur complements [49]:

\[
\begin{pmatrix}
\Delta_1 & * & * & * & * & * & * \\
* & -P_1 & * & * & * & * & * \\
E^T P & 0 & -\gamma & * & * & * & * \\
P + P_2 A & P_2 (A_1 + BFC) & E^T P_2 & P_2 - Id & * & * & * \\
P & 0 & 0 & 0 & -P & * & * & * \\
0 & D_{11}^T & D_{12}^T & 0 & 0 & -\gamma & * & * \\
A^T P_2 & P_2 (A_1 + BFC) & P_2 E^T & 0 & 0 & 0 & -P_2 & * \\
L^T & 0 & 0 & 0 & 0 & 0 & 0 & -Id
\end{pmatrix} < 0,
\]

with \( \Delta_1 = A^T P + PA - P + P_1 - \frac{1}{h} P_2 \) and \( \Delta_2 = (A_1 + BFC)^T P + \frac{1}{h} P_2 \). Then, from Projection Lemma [49], considering \( P = [-I, A, BFC + A_1, E, 0, I, 0, I] \) and \( S = [I, 0, \ldots, 0] \), we obtain Theorem 1, where a robust time delay dependent controller is designed.

**Theorem 1.** If there exist matrices \( X = X^T > 0, P = P^T > 0, P_1 = P_1^T > 0, P_2 = P_2^T > 0, \) and \( Y \) such that

\[
\begin{pmatrix}
-(X^T + X) & * & * & * & * & * & * & * \\
A^T X + P & -P + P_1 - P_2 + L^T L & * & * & * & * \\
YC & P_2 & -P_2 & * & * & * & * \\
E^T X & 0 & 0 & -\gamma & * & * & * & * \\
0 & 0 & D_{11}^T & D_{12}^T & -\gamma & * & * & * \\
X & 0 & 0 & 0 & 0 & -P & * & * \\
hP_2 & 0 & 0 & 0 & 0 & -P_2 & 0 & -P_2 \\
X & 0 & 0 & 0 & 0 & 0 & 0 & -P_2
\end{pmatrix} < 0 \quad (11)
\]

is a feasible LMI. From the relation \( Y = X^T (BFC + A_1) \), the control matrix \( F \) is obtained, with Lyapunov–Krasovskii function (4). Then, the control law \( u(t - \tau) = F y(t - \tau) \) solves the control objective and it is a time delay dependent controller and robust against external disturbances.
Remark 1. Because it is assumed that the time delay \( h \) is fixed, it can be set to its feasible maximum value according to (11), to robustify the control scheme.

4. Random Time Delay Realization

In the designed experimental platform, it is assumed the existence of a random time delay on the position measurements of the Furuta pendulum system (see Figure 1). Our aim is to test the robustness of the control design in front of the uncertainties introduced by time delay and external disturbances. To clarify the main experiment, Figure 2 presents a system representation of the experimental setup. The measurements of the load disk and inverted pendulum positions are virtually random time delayed. As is well-known, Furuta pendulum is a test platform used frequently to evaluate controller designs, where the objective is to maintain the upright unstable position of the inverted pendulum. In our experiment, we consider also external disturbance on the ground (produced by the hexapod), as presented in Figures 1 and 2.

![Diagram of the perturbed random time delay system.](image)

Figure 2. Diagram of the perturbed random time delay system.

4.1. Nonlinear System Equations

Figure 3 shows a schematic diagram of the Furuta pendulum system. Consider \( \theta(t) \) the drive disk angular position, \( \alpha(t) \) the pendulum angular position, and \( u(t) \) the motor torque, also named control input. We define the system variable as:

\[
x(t)^T = [x_1(t), x_2(t), x_3(t), x_4(t)] = [\theta(t), \dot{\theta}(t), \alpha(t), \dot{\alpha}(t)],
\]

where \( \dot{\theta}(t) \) and \( \dot{\alpha}(t) \) are the angular velocities of the load disk and pendulum, respectively.

The equations of motion for the unperturbed case are obtained from Lagrange’s equations, which leads to a second-order under actuated model. Model synthesis and experimental parameters are detailed in [47]. By examining the Figure 3, the dynamics are defined by:

\[
\dot{x}(t) = f(x(t)) + Ax(t) + A_1 x(t - \tau) + Bu(t - \tau),
\]
with

\[
\begin{align*}
 f(x(t)) &= \begin{pmatrix}
 0 \\
 \sin(x_1) \cos(x_2)x_2^2 + 25.54\sin(x_1) \\
 0.072\sin(x_1)x_2^2 - 0.072\sin(2x_1)x_2x_4 - 0.43\text{sgn}(x_4)
\end{pmatrix}, \\
 A &= \begin{pmatrix}
 0 & 1 & 0 & 0 \\
 0 & -0.056 & 0 & 0 \\
 0 & 0 & 0 & 1 \\
 0 & 0 & -0.52 & -4.34
\end{pmatrix}, \\
 A_1 &= 0.93 \begin{pmatrix}
 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 \\
 1 & 1 & 1 & 1
\end{pmatrix}, \\
 B &= \begin{pmatrix}
 0.2 \\
 0.1 \\
 0.1 \\
 1.94
\end{pmatrix}.
\end{align*}
\]

Figure 3. Diagram representation of Furuta pendulum with rotating base [50,51]: \( \theta \) load disk angular position, \( \alpha \) pendulum angle, \( u \) motor torque.

To complete the system description, the next Lipschitz matrix \( L \) is proposed [47]:

\[
 L = \begin{pmatrix}
 0.2 & 0 & 0 & 0 \\
 0 & 0.3 & 0 & 0 \\
 0 & 0 & 0.4 & 0 \\
 0 & 0 & 0 & 0.8
\end{pmatrix}.
\]

4.2. \( H_\infty \) Formulation

The induced external disturbance \( w(t) \) is produced at the base by the movement of the hexapod. This hexapod dynamical movement introduces exogenous perturbation in all the Furuta mechanism, such as: Coriolis force, mechanical impact (due to the backlash phenomenon by the gear articulations),
and unmodelled effects. On the other hand, the virtual variable \( z(t) \) is defined by the controller designer to attenuate and analyse the effect of this external disturbance on the system. Therefore, we set it as:

\[
z(t) = [\theta(t), \alpha(t), w(t)]^T.
\]

Only position system measurements are available for the controller, and these measurements are obtained with random time delay. Hence, Equation (1) yields:

\[
y(t - \tau) = [\theta(t - \tau), \alpha(t - \tau)].
\]

Thus, the system equations are represented as:

\[
\begin{align*}
x'(t) &= f(x(t)) + Ax(t) + Bu(t - \tau) + Ew(t), \\
y(t - \tau) &= Cx(t - \tau), \\
z(t) &= D_{11}x(t - \tau) + D_{12}w(t),
\end{align*}
\]

with:

\[
E = 0.1 \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \quad C = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix},
\]

\[
D_{11} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad D_{12} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
\]

Finally, by solving the LMI statement in (11), we obtain the control matrix \( F = [-0.0968, 0.0971] \), with \( H_\infty \) parameter \( \gamma = 1.0024 \). So, we obtain the time delay dependent robust controller defined in (3):

\[
u(t - \tau) = [-0.0968, 0.0971] \begin{bmatrix} \theta(t - \tau) \\ \alpha(t - \tau) \end{bmatrix}. \tag{12}
\]

### 4.3. Random Time Delay Algorithm

We consider random time delay measurements on the Furuta pendulum, simulated by using the random logistic map \([52,53]\), where the time delay variable takes two possible values: \( \tau \in \{d_1, d_2\} \).

Algorithm 1 presents the algorithm used to simulate a random time delay in the related measurement signals. The time delay is stated as \( \tau \in [0.02, 0.4] \) s. The variable \( x_n \) in Algorithm 1 defines the random behaviour.

**Algorithm 1:** Algorithm of the random time delay on the measurements.

Initialise \( x_n, x_m, r \) \((x_n = 0.1, x_m = 0, r = 3.7, d_1 = 0.23, d_2 = 0.45)\)

\[
\begin{align*}
do & \quad x_m = r \cdot x_n \cdot (1 - x_n) \\
& \quad \text{if} (x_m > 0.5) \quad d = d_1 \\
& \quad \text{else} \quad d = d_2 \\
& \quad \text{endif} \\
& \quad x_n = x_m \\
\end{align*}
\]
To implement a similar experiment into any system, first of all the reader has to implement the time delay algorithm in the acquisition data phase. Once the measurements contain the delay, they are sent to the controller as delayed input.

5. Experimental Results

This section presents the time delay Furuta pendulum experimental platform results, subject to exogenous disturbances. Figure 4 presents the random time delay introduced on the experimental system. The time delay is stated from logistic-map variable \( x_n \), as defined in Algorithm 1. The delay takes values \{0.02, 0.4\} randomly, inducing some kind of chaotic behavior. Notice that the experimental sample-time is set at 0.885 ms, so the time delay induced on the measurements is greater than the acquisition sample-time.

![Figure 4](image.jpg)

**Figure 4.** Random time delay model. The values of random variable \( x_n \) determine the time delay \( \tau \). The maximum delay is set at \( h = 0.4 \) s.

Additionally, at the link [https://youtu.be/C8f1orF5uDo](https://youtu.be/C8f1orF5uDo), the reader can find a demonstrative video of our experiment. The experiment begins without ground disturbance. Then, the external perturbation starts at 8s, when hexapod begins to move. Figures 5–9 represent the state variables and control input seen in the video. The effect of the ground perturbation and how the control input tries to maintain the inverted pendulum in its upright position can be appreciated, despite time delay inputs and external disturbances. Therefore, Figure 5 shows a zoom to appreciate the reaction of the pendulum position when measurements are time delayed. Moreover, Figure 6 shows the disturbance produced by the hexapod, at the base of the system. The load position corresponding to \( \theta(t) \) and pendulum position \( \alpha(t) \) are pictured in Figure 7, and Figure 8 presents the control effort. Figure 9 shows that the random behavior presented on the measurements does not appear on the Furuta system.
**Figure 5.** Experimental results in the time interval [23, 35] s. It can be appreciated that when the time delay is about 0.4 s, the pendulum maintains its upright position.

**Figure 6.** Hexapod links programmed motion to produce the exogenous disturbances to the Furuta pendulum. This Figure only shows 6 s of the external perturbation, to clarify the hexapod movement (see the video: https://youtu.be/C8f1orF5uDo).

**Figure 7.** Load disk (left) and Pendulum (right) angular position response (closed-loop system).
6. Conclusions

This paper presents a robust control design to a nonlinear system, against the presence of random time delay on the measurements, and exogenous disturbances. In our control approach, we develop a general design in terms of LMI, where the designer has to a priori define an upper bound of the allowed time delay. Hence, this value can be adjusted by an optimisation technique. Furthermore, a new experimental platform is realised, involving Furuta pendulum located over a Steward platform. Finally, according to experimental results, our control approach is able to attenuate random dynamics. Additionally, the video of the experiment can be found at https://youtu.be/C8f1orF5uDo.

Future work. In this paper, we consider only external perturbations that do not change the structure of the system. It can be an interesting future work to implement some fault structure detection directly on the pendulum and study the influence of the ground disturbance on it. Moreover, resilient control could be designed to recover its function after being damaged [54].
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