Designing high-fidelity multi-qubit gates for semiconductor quantum dots through deep reinforcement learning
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Abstract—In this paper, we present a machine learning framework to design high-fidelity multi-qubit gates for quantum processors based on quantum dots in silicon, with qubits encoded in the spin of single electrons. In this hardware architecture, the control landscape is vast and complex, so we use the deep reinforcement learning method to design optimal control pulses to achieve high fidelity multi-qubit gates. In our learning model, a simulator models the physical system of quantum dots and performs the time evolution of the system, and a deep neural network serves as the function approximator to learn the control policy. We evolve the Hamiltonian in the full state-space of the system, and enforce realistic constraints to ensure experimental feasibility.

Index Terms—multi qubit gates, optimal control, machine learning, reinforcement learning

I. INTRODUCTION

Over the past 20 years, numerous proposals have been put forward to design semiconductor quantum-dots-based qubits. While quantum dot qubits were always attractive for scalability due to their small form factor, they are also particularly sensitive to magnetic and charge noise [22] from their environment. Various techniques have been used to help mitigate these noise sources, such as using purified isotopes with zero nuclear spin (like Silicon-28) to reduce magnetic noise [45] and operating qubits in sweet spots that are less susceptible to electrical noise [41]. Recent research shows higher temperature (1 K) operation of silicon quantum dot qubits [36]. These advances make quantum dot qubits a compelling system to study for scalable quantum computing.

Quantum-dots-based qubits can be broadly categorized into qubits based on spin states [12], [29], [50], charge states [8], [13], [55], or spin-charge hybrid states [18], [20], [40]. Spin-based qubit types can be further distinguished as single-electron spin qubits [21], [33], singlet-triplet qubits [7], [37], and exchange-only spin qubits [29], [30]. Single electron spin qubits are conceptually one of the simplest types of qubits, and have garnered great interest due to their long lifetimes. Coherent single-qubit operations in such systems are typically performed using electron spin resonance [21] or electric-dipole-induced spin resonance [10], [16]. Two-qubit operations in such systems are typically performed using precise pulsing/activation of the effective exchange interaction between two electrons [37] or using state selective single-qubit driving [46]. Depending on the method of control of the effective exchange coupling between the two electrons, different operations such as $\sqrt{\text{SWAP}}$ [3], [27], and CZ [45], [46] can be realized.

Optimal control techniques and machine learning approaches have demonstrated great success in design and optimization of multi-qubit gates in various quantum technologies [1], [4], [5], [32], [48], [9], [17], [26], [38], [32], [49]. However, the machine learning methods to design and control multi-qubit gates in quantum-dot qubit systems are yet to be investigated. In this paper, we model the multi-qubit gate design problem within a deep Reinforcement Learning (RL) framework [23], and explore different learning algorithms based on Temporal Difference (TD) and Policy Gradient methods [44] for designing a CZ gate for quantum-dot qubit systems. The learning frameworks presented here can be adapted for other quantum gate physical realizations as well.

II. QUANTUM-DOT GATE DESIGN FRAMEWORK

A. Hamiltonian Model

We consider a coupled quantum-dot qubit system with each dot having occupancy up to two electrons. We further constrain each quantum dot to the four lowest energy levels: empty ($\emptyset$), single-electron spin-down ($\downarrow$), single-electron spin-up ($\uparrow$), two-electrons in the singlet state ($\downarrow\uparrow$). For simplicity in modeling, we ignore the valley degree of freedom and write the Hamiltonian for the full system as

$$H = H_e + H_Z + H_U + H_T,$$

where $H_e$, $H_Z$, $H_U$, $H_T$ each correspond to the summations of on-site energies, Zeeman terms, Coulomb repulsion terms (Hubbard interaction energies), and tunnel couplings, respectively [45], [47]. The on-site energy offset $e$ of each dot, and the tunnel coupling $t$ between the two dots are controlled through the corresponding plunger and barrier gate...
voltages, respectively. We construct the Hamiltonian of dimension $16 \times 16$ for a two-dot system following the convention in [28].

B. Simulation of Quantum System Dynamics

For a quantum system with a small number of qubits, one can use classical compute resources to simulate the dynamics by time evolving the quantum system. Given the Hamiltonian of a quantum system, the time evolution of the system is governed by the time-dependent Schrödinger equation

$$\psi(t) = \exp \left[ -iH(t) \frac{t}{\hbar} \right] \psi(0),$$  \hspace{1cm} (2)

where $H(t)$ is the Hamiltonian of the system at time $t$, $\psi(0)$ is the initial state of the system, and $\psi(t)$ is the state at time $t$. We use natural units and set $\hbar = 1$. Considering that the Hamiltonian of the system is time-independent, one can solve the time evolution of the system to realize the unitary transformation $U$ during the gate operation.

$$U = \prod_{j=0}^{\tau_{\text{total}}} \exp [-iH(t_j) dt_j] \hspace{1cm} (3)$$

where $\tau_{\text{total}}$ is the total gate duration, and the chronological order preserving product is taken over infinitesimal timesteps $t_j$ in the range $(0, \tau_{\text{total}})$. In our simulations, first the unitary transformation $U_{16 \times 16}$ is calculated by time evolution of the full Hamiltonian of the two-dot system. Then it is projected to the two-qubit computational subspace considering only matrix elements $\{5, 6, 9, 10\}$ corresponding to states $\{\downarrow\downarrow, \uparrow\uparrow, \downarrow\uparrow, \uparrow\downarrow\}$. Finally we perform phase compensation by removing single-qubit rotations collected by each qubit [5].

In quantum gate design, typically the Hamiltonian control parameters are adjusted by maximizing the gate fidelity such that a target unitary transformation is realized. The gate fidelity $\mathcal{F}$ is defined as [34]:

$$\mathcal{F} = \frac{\text{Tr} \left(U_{\text{final}}^\dagger U_{\text{final}}\right) + \left|\text{Tr} \left(U_{\text{target}}^\dagger U_{\text{final}}\right)\right|^2}{d(d+1)} \hspace{1cm} (4)$$

where $U_{\text{target}}$ is the ideal target unitary transformation, and $d = 2^2$ is the dimensionality of the computational subspace. In the fidelity formula presented above, both unitarity and distance from the target operation are encapsulated. Note that $U_{\text{final}}$ is the achieved unitary matrix after projection to the computational subspace and virtual phase compensation.

III. REINFORCEMENT LEARNING MODELING

Formally, a reinforcement learning (RL) model can be described as a Markov Decision Process (MDP) tuple $(S, A, R, P, \gamma)$, where $S$ is the set of possible states, $A$ is the set of possible actions, $R$ is the distribution of reward given state action pairs $(s, a)$ where $s \in S$ and $a \in A$, $P$ is the transition probability distribution over next state $s_{t+1}$ given $(s, a)$, and $\gamma$ is the discount factor, a hyper-parameter to indicate the value of future rewards rather than the current reward.

In the RL framework, a control policy $\pi : S \rightarrow A$ defines what action to take at each state. In general RL models, the learning agent interacts with an environment by sending action $a_t$ at time $t$ to an environment which is in some state $s_t$. The agent receives an observation, i.e. the next state of the environment $s_{t+1}$, and the reward associated with the state and action $(s_t, a_t)$ [15]. In this context, the control policy denoted by $\pi$ dictates which actions to take at each state. The goal is for the learning agent to find the optimal sequence of actions that will result in the maximum accumulated reward from the environment. In the following, we describe how the quantum gate design problem can be formulated in the RL model.

A. Environment

We can model the quantum gate design problem within the reinforcement learning framework such that a quantum simulator can serve as the environment. The objective is to learn the optimal control pulses to achieve a target unitary operation with maximum fidelity and lowest gate duration. We consider piecewise constant control pulses that can vary in 1 ns time steps. In this model, at each learning step, the control parameters of the system Hamiltonian are changed based on the received actions from the learning agent. Each learning episode consists of several learning steps that lead to the target unitary gate with a predefined fidelity or ends when the maximum number of steps is reached. We developed the quantum simulator environment based on the OpenAI interface [2] [6].

B. Observation

The time evolution of this Hamiltonian causes a transition from the current quantum state to the next quantum state, i.e. $\psi(t+1) = U_0 \psi(t)$, where $U_0$ is the unitary operation during the learning step. One can model the gate design problem in the RL framework by returning the next quantum state as the observation. Here we propagate the unitary operation instead of the quantum states, such that at each learning step the unitary operation $U_{t+1} = U_t U_{t-1} U_{t-2} ... U_0$ is calculated, where $U_0$ is the identity matrix. Therefore, we return the resultant unitary matrix $U_{t+1}$ as the observation (S in the MDP tuple) to the learning agent.

C. Action

The action space implementation in an environment directly affects the choice and the performance of the RL learning algorithm. One may consider a discrete or a continuous action space for a physical environment [24] [44] [23].

In the discrete action space, at each time step, the learning agent only chooses the action from a discrete set provided by the environment. In the case of the quantum dot simulator environment, the direction of changing the control pulse at each time step can be encoded to an integer. For example, the numbers $\{0, 1, 2\}$ could respectively mean $\{\text{no change in tunnel coupling}, \text{increase the tunnel coupling by one step-size, decrease the tunnel coupling by one step-size}\}$.
considered a reward of \(\gamma\) per learning step, so that the longer duration gates are more expensive. Experiments showed that the RL algorithms have higher performance when the fidelity of each learning step at non-terminal states is not considered in the reward function. However, if the learning episode resulted in the target unitary gate with the predefined fidelity, \(\epsilon\), we reached the terminal state, then the fidelity is magnified as a large positive reward. Setting the target fidelity as high as \((> 0.999)\) caused most of the episodes to reach the maximum number of steps (200) without success and the learning process was slow. For faster convergence of the RL algorithm, we defined the terminal state as the state with a fidelity \(\geq 0.99\), however; if the fidelity \(> 0.999\), an even larger positive reward was given. We also considered a reward of \(-1\) when the action resulted in a control parameter reaching the predefined realistic boundary.

### IV. Designing Multi-Qubit Gates in a Discrete Action Space

#### A. Temporal Difference learning

Temporal difference (TD) learning methods are powerful reinforcement learning algorithms that combine the advantages from Monte Carlo simulation and Dynamic Programming \([44]\). The TD methods are model-free which means we don’t require complete model dynamics. Moreover TD methods are online, so that the algorithm learns at each step and it does not require us to wait until the end of the episode to learn. Here we utilize two of the most popular TD based RL algorithms, Q-learning and SARSA \([44]\), to design a CZ gate for a quantum-dot simulator environment with a discrete action space.

#### B. Q-learning and SARSA

In both algorithms, we considered a sequential neural network (NN) as a function approximator to learn the state-action value function \(Q(s, a)\) which quantifies the action value at a given state \(s\). For a two-dot system, there are 27 possible actions that correspond to permutations of three possible control pulses: the on-site energy of dot 0, the on-site energy of dot 1, and the tunnel coupling between the two dots. In both algorithm implementations, we used an \(\epsilon\)-greedy control policy derived from \(Q(s, a)\).

The \(\epsilon\)-greedy policy selects an action based on the state action value derived from the NN or takes a random action sampled from the action space. The probability of which method it uses to select an action is characterized by \(\epsilon\). When the initial value of \(\epsilon\) is high, the random sampling has a higher probability of action selection, and as the algorithm progresses in time, based on the \(\epsilon\) decay rate, the NN has a higher probability of predicting the action.

In both algorithms, after each learning step, the temporal difference between the value of the \((\text{next-state, next-action})\) pair \(Q(s', a')\), and the value of the \((\text{state, action})\) pair \(Q(s, a)\) is calculated. Note that here, the \(Q\) function is approximated through a sequential neural network (NN) with two hidden layers of size 64. The state which is the input of NN is the flattened unitary matrix observed from the dot-simulator, and the output of the NN is 27 predicted values associated with actions from the discrete action space.

In deep Q-learning, the next action \(a'\), given the next-state \(s'\), is chosen as the one with highest predicted value from the NN (off-policy method). In deep SARSA, the next action \(a'\), given the next-state \(s'\), is chosen using the control policy (in our case \(\epsilon\)-greedy) and then the value of the \((\text{next-state, next-action})\) pair \(Q(s', a')\) is obtained from the NN (on-policy method). The NN architecture for \(Q\) function estimation consist of two hidden layers of size 64 with "tanh" activation functions and linear activation for the output layer. We used the Adam Optimizer \([19]\) with mean squared error loss function, learning rate of 0.001, and learning decay rate of 0.01. The following initial parameters were considered for the TD algorithms: step-size \(\alpha = 0.1\), discount factor \(\gamma = 0.9\), and \(\epsilon\) decay multiplier 0.995.

In our simulations, the system parameters and constraints are chosen based on an experimental realization of a CZ gate
in a quantum-dot system [46]. The biases on dots 0 and 1 are constrained in the range $[-750, 750]$ GHz and are initialized to 170 and 70 GHz, respectively. The tunnel coupling parameter is initialized to 2.5 GHz and constrained in the range $[0, 5]$ GHz. The Coulomb repulsion energies and Zeeman energies of the quantum dots are considered to be constant. The Coulomb repulsion energies for both dots were considered to be 845.2 GHz, the resonance frequencies of qubit 0 and qubit 1 were 18.4 and 19.7 GHz, respectively.

C. Results

Experiments showed that when the gate fidelity was not incorporated in the reward function at each learning step, including the gate fidelity in addition to the unitary matrix as the input state of the NN caused both algorithms to converge much more rapidly. Both deep SARSA and deep Q-Learning algorithms had similar performance as seen in Fig. 1. Using both algorithms, we could achieve the required control parameter variations to realize a $> 0.999$ fidelity CZ gate with the shortest gate duration of 21 ns. Figure 2 shows the required tunnel coupling pulse and bias detuning pulse between the two dots.

The discrete action space used to explore the quantum system control space introduces two main issues:

1) As depicted in Fig. [2] the control pulses only have small variations per time step. This is because in the discrete action space, the pulses can change only by a predefined control step-size whose value depends on the realistic experimental constraints. Although this is in our favor as we have full control over the rise/fall times of the piecewise-constant control pulses, there is the possibility of skipping the optimal solution because of the large predefined control step-size. To minimize this issue, we used an adaptive control step-size that is initially set to 1 GHz, but when the fidelity reaches as high as $> 0.99$ or $> 0.999$, the control step-size is adjusted to smaller values of 0.1 or 0.01 GHz, respectively.

2) The discrete action space explores the large control landscape of a quantum system by small variations in control parameters at each learning step, so it can take a long time to converge to a good solution. Therefore, we initialized the control parameter with an educated guess derived from Ref. [46].

V. DESIGNING MULTI-QUBIT GATES IN A CONTINUOUS ACTION SPACE

A. Policy Learning

Modeling the quantum system as an environment with a continuous action space eliminates the control step-size issues by letting the RL algorithm assign real values to the control parameters at each learning step. For a continuous action space, the real valued actions are chosen from a probability distribution such as a normal distribution. The learning algorithm learns the control policy parameterized by the mean and standard deviation of a probability density function.

![Fig. 2: The required tunnel coupling variations and on-site energy detuning to realize a high-fidelity CZ gate. These results are achieved from running the Deep Q-Learning algorithm. (a) Tunnel coupling variations (b) Bias detuning between the two dots](image)

Though there are many policy gradient algorithms, the Proximal Policy Optimization (PPO) [39] algorithm fits best to our specific control problem. First, in the PPO algorithm, the real-valued actions are sampled based on the same policy (probability distribution) at each episode; ensuring the rise/fall times of the control pulses would still remain realistic. Second, PPO avoids excessively large policy updates by a clipping mechanism [39]. Third, PPO has been proven to have good performance and reliability while being less computationally expensive than other algorithms in the continuous domain [39]. Finally, PPO is easily implementable in parallel using high performance computational resources.

B. Proximal Policy Optimization

We utilize two sequential NNs named value-NN and policy-NN. Each has two hidden layers of size 64 with "tanh" activation functions. The value-NN is for state value estimation which quantifies what is the value of the given state. It takes the flattened unitary matrix as input and has one output for state value function estimation. The policy-NN is for the policy parameters estimation and takes the flattened unitary matrix as input and outputs the mean and standard deviation of a normal distribution.
At each iteration of the PPO algorithm, a full control trajectory \((s_0, a_0, r_0, s_1, a_1, r_1, ..., s_T)\) for \(T = 200\) steps is constructed. At each step, the control policy from policy-NN is used to sample the real valued actions from the predefined ranges, \([-750, 750]\) GHz for biases, and \([0, 5]\) GHz for tunnel coupling. Then the advantage estimator of the full trajectory is computed utilizing the value-NN. Finally, we construct the loss function with respect to the policy parameters and optimize it using multiple steps of stochastic gradient ascent \([6], [39]\). The initial parameters are considered as discounted factor of \(\gamma = 0.9\), and \(\lambda = 0.95\), clipping parameter \(\epsilon = 0.2\), and learning rate of 0.001.

The PPO algorithm was originally designed to take advantage of parallel processing. At each iteration, several environments complete several control trajectories in parallel, while each environment samples the actions from the same probability distribution from policy-NN. After each iteration, the loss function is calculated utilizing the average advantage estimates of all of the parallel environments \([39]\). The parallel version of the PPO algorithm substantially speeds up the learning process and is suitable for designing gates for large qubit systems. In our simulations we utilized 40 cores to serve as the parallel environments.

C. Results

Using the PPO algorithm, we achieved a CZ gate with > 0.999 fidelity and duration of only 10 ns. The system parameters and constraints were initialized as described in Section IV-B. The control pulses for tunnel coupling and bias detuning pulse between the two dots are shown in Fig. 3. As shown in Fig. 4, fast transitions exist in the resultant on-site energies (biases), however, they are consistent with realistic pulse profiles \([14], [31], [45], [46]\).

VI. CONCLUSION

The design, optimization, and control of quantum gates can largely benefit from machine-learning techniques. This is the first time that designing the multi-qubit gates for quantum-dot qubit systems is modeled within a deep reinforcement learning framework. Extensive simulations and experiments ensured a realistic and extensible quantum-dot simulator environment. The state-of-the-art RL algorithms based on Temporal Difference methods and Policy Gradient algorithms were investigated in both discrete and continuous action spaces, respectively. Our experiments showed that the quantum gates can efficiently be designed utilizing the parallel
Proximal Policy Optimization algorithm. Using the discussed framework, we successfully achieved a > 0.999 fidelity CZ gate with duration of 10 ns for quantum-dot qubit chips. Moreover, the described RL modeling can be used to design multi-qubit gates for other quantum physical realizations.
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