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The global stability problem for a class of linear switched positive time-varying delay systems (LSPTDSs) with interval uncertainties by means of a fast average dwell time (FADT) switching is analyzed in this paper. A distinctive feature of this research is that all subsystems are considered to be unstable. Both the continuous-time and the discrete-time cases of LSPTDSs with interval uncertainties and all unstable subsystems (AUSs) are investigated. By constructing a time-scheduled multiple copositive Lyapunov-Krasovskii functional (MCLKF), novel sufficient conditions are derived within the framework of the FADT switching to guarantee such systems in the case of continuous-time to be globally uniformly exponentially stable. Based on the above approach, the corresponding result is extended to the discrete-time LSPTDSs including both interval uncertainties and AUSs. In addition, new stability criteria in an exponential sense are formulated for the studied systems without interval uncertainties. The efficiency and validity of the theoretical results are shown through simulation examples.

1. Introduction

One of the crucial topics for studying the behavior of trajectories of dynamical systems under small perturbations of initial conditions is stability analysis [1–18]. The fundamental concept of stability analysis has been widely investigated in various types, such as asymptotic stability, exponential stability, robust stability, practical stability, and instability. Generally, the behavior of the considered dynamical systems depends only on the present state. Nevertheless, many phenomena cannot be explained under the specific constraints arising from the only present state, for instance, fluid and mechanical transmissions, metallurgical processes, and networked communications. Therefore, it is better to consider that the system’s behavior also includes information on the former states. This characteristic is called a time delay [1–3]. On the other hand, the time delay involved in both the continuous-time and discrete-time systems may lead to chaos and instability of the systems. Consequently, the stability problem on the systems with time delay as well as time-varying delay has been intensively analyzed, see [4–11].

In real-world systems, there exists a class of dynamical systems that compose of a family of subsystems and a switching rule orchestrating the switching among subsystems. The systems under this mechanism are well known as switched systems [19–21]. The switched systems can be described by the hybrid behavior, which is discovered in the following situations. For instance, a thermostat turning the heat on and off, a server switching between buffers in a queueing network, and the dynamics of a car changing abruptly because of wheels locking and unlocking. Among the many problems of switched systems studied both in
theory and practice, stability analysis of switched systems with an appropriate switching law is the primary concern, which has drawn great attention, see [22–29].

As a special class of switched systems, switched positive systems (SPSs) can be described by a collection of positive subsystems and a switching signal specifying the switching laws. Because of the existence of positive constraints in the switched systems, numerous results from the study on normal switched systems may not be applicable to SPSs. Besides, several phenomena can be modeled by SPSs, such as compartmental model [30], water-quality model [31], formation flying [32], congestion control [33], wireless power control [34], and network communication using transmission control protocol [35]. Due to the complex dynamics of SPSs and their numerous applications, stability analysis on SPSs has been a significant investigation, and some relevant researches have been reported in [36–44]. In addition, most practical systems often contain the term uncertainties, which refer to the differences or errors between models and reality. However, the existence of even the slight uncertainties in the considered systems can lead to the instability of those systems. Thus, it is essential to study the robust stability and stabilization problems of the systems including uncertainties. A great number of useful results on the uncertainties have been found in many switched systems, such as switched continuous-time systems [45, 46], switched discrete-time systems [47–49], stochastic switched discrete-time systems [50–52], SPSs [35, 53–55], and switched positive delay systems [56, 57].

In most of the existing works of literature, the study on the dynamic behavior of each subsystem of the overall switched system can be divided into three cases: (i) all subsystems in the first case are stable, (ii) the considered switched system in the second case composes of stable and unstable subsystems, and (iii) all subsystems interested in the last case are unstable. In general, the stability analysis of switched systems can be accomplished when either all subsystems are stable or there exists at least one stable subsystem for recompensing the state divergence caused by unstable subsystems. Nonetheless, the mentioned idea is inoperative in the case that all subsystems are unstable. Thus, an arisen natural question is how to design a suitable switching law to stabilize the switched systems without a stable subsystem? So far, this issue has been discussed, and it is still a challenging problem. By using suitable switching laws, the (robust) stability of switched systems with AUSs has been investigated and reviewed briefly in the following. In [28], Xiang and Xiao studied the asymptotic stability of switched systems with AUSs by using a discretized Lyapunov function and a dwell time (DT) switching law. Also, the results on exponential stability of switched systems with AUSs were addressed in both the continuous-time case [23] and the discrete-time case [24]. Nevertheless, the problems of time delay, interval uncertainties, and positivity for switched systems with AUSs were not taken into account in mentioned researches. Later, Feng et al. [35] dealt with the problems of stability and robust stability for linear SPSs with AUSs by employing a discretized copositive Lyapunov function and a mode-dependent dwell time (MDDT) switching rule. More recently, Zhang and Sun [32] investigated the practical exponential stability of discrete-time linear SPSs with impulse and AUSs by establishing a switched time-varying vector function and applying a mode-dependent interval dwell time switching law. From the above two results, it should be noted that the existence of the time delay was not considered on the systems. On the other hand, several research articles about switched positive delay systems in the case of all subsystems are unstable were reported in [43, 44, 57]. As mentioned in [43], Liu et al. utilized the multiple discretized copositive Lyapunov-Krasovskii functionals and the DT switching rule to derive the delay-dependent sufficient criteria (DDSC) of the continuous-time and discrete-time LSPTDSs with AUSs. Next, a sufficient criterion guaranteeing the global uniform exponential stability of the only continuous-time LSPTDSs with AUSs based on the time-scheduled MCLKF method combining with the FADT switching law was provided in [44]. However, the interval uncertainties were not regarded in [43, 44]. Furthermore, Rojsiraphisal et al. [57] formulated the robust stability criteria within the framework of the time-scheduled MCLKF tactic and the MDDT switching strategy to ensure the continuous-time LSPTDSs including both interval uncertainties and AUSs to be globally uniformly asymptotically stable.

To the best of our knowledge, there is no result on the robust exponential stability of both continuous-time and discrete-time LSPTDSs with interval uncertainties and AUSs in the literature. This observed idea is the motivation of this paper. The main contributions of this study are highlighted as follows:

1. The global stability problem of continuous-time LSPTDSs including both interval uncertainties and AUSs by adopting the time-scheduled MCLKF technique together with the FADT switching law is studied.
2. Novel DDSC for global uniform exponential stability of the systems is derived.
3. The corresponding results for discrete-time LSPTDSs including both interval uncertainties and AUSs are also provided.
4. Unlike the existing results in [28, 35, 43, 57], the type of stability analysis in this paper is pointed out as the exponential stability analysis instead of the asymptotic stability analysis for the underlying systems. Different from the above results, the FADT switching law, which is less conservative than the DT switching law, is applied to investigate the problem of robust exponential stability for LSPTDSs including both interval uncertainties and AUSs. Moreover, it should be noted that the discrete-time case and interval uncertainties were not studied in [44].

The component of this paper is arranged as follows. In the next section, the system descriptions and preliminaries are proposed. In Section 3, the main results are presented.
In Section 4, the numerical examples are shown to support and validate our theoretical results. Lastly, the conclusions are reported in Section 5.

Notations: the following notations are exploited throughout this article. The sets of integers, nonnegative integers, and positive integers are denoted by $\mathbb{Z}$, $\mathbb{N}_0$, and $\mathbb{N}$, respectively. Set $L_0 = \{0, 1, 2, \cdots, L\}$ and $N = \{1, 2, \cdots, N\}$ for any $L, N \in \mathbb{N}$. $\mathbb{R}^n$ and $\mathbb{R}^2$ refer to the vectors of $n$-tuples of real and positive real numbers, respectively. The set of all $m \times n$ real matrices is represented by $\mathbb{R}^{m \times n}$. $I_n$ and $A^T$ are the $n \times n$ dimensional identity matrix and the transpose of matrix $A$, respectively. The matrix $A$ is called nonnegative if all entries are nonnegative and defined by $A \succeq 0$. For given vector $v \in \mathbb{R}^n$, $v_i (1 \leq i \leq n)$ is the $i$th component of $v$. The notation $v \succeq 0 (v > 0)$ stands for nonnegative (positive) vector, namely, all components of $v$ are nonnegative (positive) for vector $v \in \mathbb{R}^n$. Let $\|v\|_1 = \sum_{i=1}^{n} |v_i|$ and $\|v\|_2 = (\sum_{i=1}^{n} v_i^2)^{1/2}$ be the 1-norm and the Euclidean norm of $v \in \mathbb{R}^n$, respectively. $\omega(v)$ symbolizes the minimal elements of $v \in \mathbb{R}^n$. The floor function $\lfloor x \rfloor = \max \{n \in \mathbb{Z} | n \leq x, x \in \mathbb{R}\}$. In addition, $t^- = \lim_{\epsilon \to 0-} (t - \epsilon)$ and $t^+ = \lim_{\epsilon \to 0+} (t + \epsilon)$.

2. System Descriptions and Preliminaries

In this section, we consider the linear switched positive time-varying delay system (LSPDTS) with interval uncertainties and AUSs for both the continuous-time and the discrete-time systems.

2.1. The Continuous-Time LSPTDS including Both Interval Uncertainties and AUSs

A class of continuous-time linear switched system with time-varying delay can be stated as

$$
\begin{align*}
\dot{x}(t) &= A_{\sigma(t)} x(t) + D_{\sigma(t)} x(t - \alpha(t)), \\
x(t_0 + \theta) &= \psi(\theta), \theta \in [-\alpha, 0],
\end{align*}
$$

where $x(t) \in \mathbb{R}^n$. The switching signal $\sigma(t)$ is a piecewise constant function of time $t$, which takes values in the finite set $N = \{1, 2, \cdots, N\}$, $N > 1$ is the number of subsystems or modes of the switched system. Without loss of generality, we presume that $\sigma(t)$ is continuous from the right everywhere: $\sigma(t) = \lim_{\epsilon \to 0+} \sigma(t + \epsilon)$. The switching instants can be defined by a sequence $0 \leq t_0 < t_1 < t_2 < \cdots < t_m < t_{m+1} < \cdots < t_N$, where $t_0$ is the initial time and $t_m$ stands for the $m$th switching instant, $m \in \mathbb{N}_0$. We impose that $\sigma(t) = \sigma(t_m) = i$, $i \in N$ and the $i$th subsystem is activated when $t \in [t_m, t_{m+1})$. Based on the logical rule of $\sigma(t)$ at the switching instant $t_m$, system (1) switches from the $i$th subsystem to the $j$th subsystem, where $\sigma(t_{m-1}) = j, j \in N, \alpha(t)$ is the time-varying delay satisfying $0 \leq \alpha(t) \leq \alpha$ and $\alpha(t) \leq \Delta < 1$, where $\alpha$ and $\Delta$ are known constants. As mentioned in [35, 57], the system matrices $A_i$ and $D_i$ are supposed to be interval uncertain; namely,

$$
\begin{align*}
A_i &\preceq \bar{A}_i, \\
D_i &\preceq \bar{D}_i,
\end{align*}
$$

where $A_i$, $D_i$, $\bar{A}_i$, $\bar{D}_i$ are the given constant system matrices with appropriate dimensions for all $i \in N$. In addition, $\psi(\cdot) : [-\alpha, 0] \to \mathbb{R}^n$ is a vector-valued initial state with $\|\psi\|_a = \sup_{t \in [-\alpha, 0]} \|\psi(t)\|_2$.

First, we introduce some definitions, lemma, and assumptions helpful in obtaining the main results in the continuous-time system.

Definition 1 (see [43]). System (1) is said to be positive if for any initial condition $\psi(\theta) \succeq 0, \theta \in [-\alpha, 0]$ and any switching signal $\sigma(t)$, the corresponding trajectory $x(t) \succeq 0$ holds for all $t \geq t_0$.

Definition 2 (see [35]). A matrix $A$ is said to be a Metzler matrix if all off-diagonal elements are nonnegative.

Lemma 3 (see [43]). System (1) is positive if and only if $A_i$ is Metzler matrices and $D_i \succeq 0$ for all $i \in N$.

Definition 4 (see [44]). System (1) is said to be globally uniformly exponentially stable (GUES) with switching signal $\sigma(t)$ if there exist two constants $\epsilon > 0$ and $\omega > 0$ such that $\|x(t)\|_2 \leq \epsilon e^{-\omega(t-t_0)} \|\psi\|_a$ for all $t \geq t_0$.

In general, actual systems can be modeled by systems in the form of interval uncertainties. Therefore, the assumption of the interval uncertainties for studying the robust exponential stability of system (1) is stated as follows.

Assumption 5 (see [35, 57]). For each $A_i$ and $D_i$ in system (1), there are the known Metzler matrices $\bar{A}_i$ and the matrices $\bar{D}_i \succeq 0$ such that $A_i \preceq \bar{A}_i$ and $D_i \preceq \bar{D}_i$, where $\bar{A}_i$, $\bar{D}_i$, $\bar{A}_i$, $\bar{D}_i$ are the given constant system matrices with appropriate dimensions for all $i \in N$.

The following assumption is necessary and reasonable to analyze the problem of robust exponential stability for system (1) including interval uncertainties in the case of all subsystems are unstable.

Assumption 6 (see [35, 43, 44, 57]). All subsystems of system (1) are unstable.

Besides, it is well-known that the ADT switching law is less conservative and more general than the DT switching law. Especially, the FADT switching law can be utilized to certify the (robust) stability of the switched systems that all subsystems are unstable. Therefore, the definitions of both the DT and FADT switching laws are stated as follows.

Definition 7 (see [41, 44]). For two switching instants $t_m$ and $t_{m+1}, m \in \mathbb{N}_0$ of system (1), if there exists a constant $\tau_m > 0$ such that $\tau_m - t_{m+1} - t_m$ holds for any $m \in \mathbb{N}_0$, then, $\tau_m$ is called DT of system (1). Moreover, if there exists a constant $\tau^* > 0$ such that $\tau^* \leq \inf_{m \in \mathbb{N}_0} \tau_m$ holds for any $m \in \mathbb{N}_0$, then, $\tau^*$ is called minimum DT of system (1).
Definition 8 (see [41, 44]). For any $T > t \geq 0$ and a switching signal $\sigma(t)$, let $N_\sigma(T, t)$ be the switching numbers over the interval $[t, T]$, if there exist two constants $N_\sigma \geq 0$, $\tau_\sigma > 0$ such that

$$N_\sigma(T, t) \geq N_\sigma + \frac{T-t}{\tau_\sigma}, \forall T > t \geq 0,$$

then, the constants $N_\sigma$ and $\tau_\sigma$ are called the chattering bound and FADT of system (1), respectively.

Remark 9. Already discussed in [44], the mechanism of both the FADT switching law and the ADT switching law is different. Namely, the FADT switching law imposes that the activation average time of AUSs is neither too large nor too small to stabilize the switched system that all subsystems are unstable, while the ADT switching law can be described that some stable subsystems of the switched system remain sufficiently long ADT to ensure the stability of the considered system. Moreover, from (4), it implies that the FADT switching law satisfies $\tau_\sigma \leq (T-t)/(N_\sigma(T, t) - N_\sigma)$, which is different from the ADT switching law satisfying $\tau_\sigma \geq (T-t)/(N_\sigma(T, t) - N_\sigma)$.

2.2. The Discrete-Time LSPTDS including Both Interval Uncertainties and AUSs. A class of discrete-time linear switched system with time-varying delay can be described in the form of

$$\begin{align*}
(x(k+1) &= A_\sigma(k)x(k) + D_\sigma(k)x(k-d(k)), \\
(x_0 + \zeta) &= \varphi(\zeta), \quad \zeta = -\bar{d}, -\bar{d} + 1, \ldots, -1, 0,
\end{align*}$$

(5)

where $x(k) \in \mathbb{R}^n$. $\sigma(k): \mathbb{N}_0 \rightarrow \mathbb{N} = \{1, 2, \ldots, N\}$ is the switching signal, and $N > 1$ is the number of subsystems or modes of the switched system. Given the switching signal $\sigma(k)$, we denote the set of switching moments by $\{k_m : k_m \in \mathbb{N}_0\}$ where $k_0$ is the initial time and $k_m < k_{m+1}$ for $m \in \mathbb{N}_0$. For two successive switching moments $k_m$ and $k_{m+1}$, we impose that $\sigma(k-1) = \sigma(k_m - 1) = j$ and $\sigma(k) = \sigma(k_m) = i$, where $j, i \in \mathbb{N}$, and the $\sigma(k_m)$th subsystem is activated when $k \in [k_m, k_{m+1})$. Similarly, with the continuous-time system, the system matrices $A_i$ and $D_i$ are presumed to be interval uncertain for all $i \in \mathbb{N}$. The time-varying delay $d(k)$ satisfies $d_1 \leq d(k) \leq d_2$ where $d_1, d_2$ are known positive integers, and $\bar{d} = \max \{d_1, d_2\}$. Moreover, $\varphi(\cdot): \{-\bar{d}, -\bar{d} + 1, \ldots, -1, 0\} \rightarrow \mathbb{R}^n$ is a given discrete vector-valued initial state with $\|\varphi\|_2 = \max_{\xi \in \{-\bar{d}, -\bar{d} + 1, \ldots, -1, 0\}} \|\varphi(\xi)\|_2$.

The essential definitions, lemmas, and assumptions utilized in the discrete-time system are presented in the following.

Definition 10 (see [43]). System (5) is said to be positive if for any initial condition $\varphi(\zeta) \geq 0$, $\zeta = -\bar{d}, -\bar{d} + 1, \ldots, -1, 0$ and any switching signal $\sigma(k)$, the corresponding trajectory $x(k)$ $\geq 0$ holds for all $k \in \mathbb{N}_0$.

Lemma 11 (see [43]). System (5) is positive if and only if $A_i \geq 0$ and $D_i \geq 0$ hold for all $i \in \mathbb{N}$.

Definition 12 (see [9]). System (5) is said to be globally uniformly exponentially stable (GUES) with switching signal $\sigma(k)$ if there exist two constants $\varepsilon > 0$ and $0 < \rho < 1$ such that $\|x(k)\|_2 \leq \varepsilon \rho^{k-k_0} \|\varphi\|_2$ for all $k \geq k_0$.

Assumption 13 (see [35]). For each $A_i$ and $D_i$ in system (5), there are the known constant matrices $A_i \geq 0$ and $D_i \geq 0$ such that $A_i \in [A_j, A_i]$, $D_i \in [D_j, D_i]$, where $A_j$, $D_j$, $A_i$, $D_i$ are the given constant system matrices with appropriate dimensions for all $i \in \mathbb{N}$.

Assumption 14 (see [35, 43]). All subsystems of system (5) are unstable.

Definition 15 (see [43, 44]). For two switching moments $k_m$ and $k_{m+1}$, $m \in \mathbb{N}_0$ of system (5), if there exists a constant $\kappa_m > 0$ such that $\kappa_m = k_{m+1} - k_m$ holds for any $m \in \mathbb{N}_0$, then, $\kappa_m$ is called DT of system (5). Moreover, if there exists a constant $\kappa^* > 0$ such that $\kappa^* \leq \min_{m \in \mathbb{N}_0} \kappa_m$ holds for any $m \in \mathbb{N}_0$, then, $\kappa^*$ is called minimum DT of system (5).

Definition 16 (see [44]). For any $K > k \geq 0$ and a switching signal $\sigma(k)$, let $N_\sigma(K, k)$ be the switching numbers over the interval $[k, K]$, if there exist two constants $N_0 \geq 0$, $\kappa_0 > 0$ satisfying

$$N_\sigma(K, k) \geq N_0 + \frac{K-k}{\kappa_0}, \forall K > k \geq 0,$$

(6)

then, the constants $N_0$ and $\kappa_0$ are called the chattering bound and FADT of system (5), respectively.

The main purpose of this research is to propose the global stability criteria that ensure the continuous-time system (1) with interval uncertainties and the discrete-time system (5) with interval uncertainties are positive and GUES with respect to the FADT switching law when all modes of the systems are unstable.

3. Main Results

In this section, we apply the time-scheduled MCLKF tactic and the FADT switching strategy to derive novel DDSC guaranteeing the positivity and the robust exponential stability of both the continuous-time system (1) and the discrete-time system (5) with interval uncertainties and AUSs. Besides, we propose the positivity and the exponential stability criteria of both system (1) and system (5) without interval uncertainties.

For convenience, we first define important symbols used in our main theorem as follows:

$$\hat{D} = (\hat{d}_{kl}) \in \mathbb{R}^{mxn}, \hat{d}_{kl} = \max_{i \in \mathbb{N}} \{D_i^{(kl)}\},$$

(7)
where \( D^{(k)} \) refers to the \( k \)th row and \( l \)th column element of system matrices \( D_l, i \in \mathbb{N} \). And
\[
D = (d_{kl}) \in \mathbb{R}^{n \times m}, \quad d_{kl} = \max_{i \in \mathbb{N}} \left\{ D^{(k)}_{ij} \right\}, \quad (8)
\]
where \( D^{(k)}_{ij} \) denotes the \( k \)th row and \( l \)th column element of system matrices \( D_l, i \in \mathbb{N} \).

3.1. Global Uniform Exponential Stability of Continuous-Time LSPTDS including Both Interval Uncertainties and AUs

**Theorem 17.** Consider the continuous-time system (1) satisfying Assumption 5 and Assumption 6. Given constants \( 0 < \mu < 1, \lambda > 0, \tau^* > 0 \), and \( L \in \mathbb{N} \). If there exist positive vectors \( v_{ij}, i \in \mathbb{N}, q \in \mathbb{L}_q \) and constants \( \tau_a \geq \tau^* \) such that
\[
(1 - \Delta)F_{ij} + \left[ (1 - \Delta)A_i^T + (1 + \tilde{\alpha})D_i^T - \lambda (1 - \Delta)I_n \right] v_{ij} < 0,
\]
(9)
\[
(1 - \Delta)F_{ij} + \left[ (1 - \Delta)A_i^T + (1 + \tilde{\alpha})D_i^T - \lambda (1 - \Delta)I_n \right] v_{ij+1} < 0,
\]
(10)
\[
D_i^T \left( \Phi_{ij} - v_{ij} \right) < 0,
\]
(11)
\[
D_i^T \left( \Phi_{ij} - v_{ij+1} \right) < 0,
\]
(12)
\[
\left[ (1 - \Delta)A_i^T + (1 + \tilde{\alpha})D_i^T - \lambda (1 - \Delta)I_n \right] v_{ij} < 0,
\]
(13)
\[
v_{ij0} - \mu v_{ij} \leq 0,
\]
(14)
hold for any \( q = 0, 1, \cdots, L - 1 \), and for any \( i, j \in \mathbb{N}, i \neq j \), then, the continuous-time system (1) is positive and GUES under the switching signal with the FADT satisfying
\[
\tau^* \leq \tau_a < -\frac{\ln \mu}{\lambda},
\]
(15)
where
\[
\Phi_{ij} = \frac{(v_{ij+1} - v_{ij})L}{\tau^*}, \quad (16)
\]
and \( \bar{D} \) is mentioned in (7).

**Proof.** We divide the proof process into the following two steps.

**Step 1.** We will prove that system (1) is positive.

Using Assumption 5, we obtain that \( A_i \) is also Metzler matrices and \( D_i \geq 0 \) for all \( i \in \mathbb{N} \). According to Lemma 3, system (1) is positive.

**Step 2.** We will prove that system (1) is GUES under the switching signal under the FADT satisfying condition (15).

For any \( t > 0 \), we suppose that \( t \in [t_m, t_{m+1}) = [t_m, t_m + \tau^*) \cup [t_m + \tau^*, t_{m+1}), m \in \mathbb{N}_0 \). And we divide the interval \([t_m, t_m + \tau^*) \) into \( L \) segments with equal length \( h = \tau^*/L \). In addition, we define \( Y_{mq} = [t_m + qh, t_m + (q + 1)h), q = 0, 1, \cdots, L - 1, \) then \([t_m, t_m + \tau^*) = \bigcup_{q=0}^{L-1} Y_{mq} \).

Due to each stable subsystem has been completely replaced by AUSs, some previous researches about the switched systems are no longer applicable. Motivated by the concept utilized in [28, 43, 44, 57], we employ the discretized Lyapunov function and the FADT switching law to stabilize system (1) with interval uncertainties for the case that all subsystems are unstable. First, we establish the following vector function
\[
v_i(t) = v_i(t_m + qh + \eta(t)h) = \begin{cases} 
(1 - \eta(t))v_{ij} + \eta(t)v_{ij+1}, & t \in Y_{mq}, q = 0, 1, \cdots, L - 1, \\
v_{ij+1}, & t \in [t_m + \tau^*, t_{m+1}),
\end{cases}
\]
(17)
where \( i \in \mathbb{N}, m \in \mathbb{N}_0, \eta(t) = (t - t_m - qh)/h \) with \( 0 \leq \eta(t) \leq 1 \), and \( v_{ij} \) are positive vectors for \( i \in \mathbb{N}, q \in \mathbb{L}_q \). For \( t \in Y_{mq} \), we can get
\[
\hat{v}_i(t) = \hat{\eta}(t)v_{ij+1} - \hat{\eta}(t)v_{ij} = \frac{v_{ij+1} - v_{ij}}{h}, \quad (18)
\]
which yields
\[
\hat{v}_i(t) = \Phi_{ij}, \quad (19)
\]
where \( \Phi_{ij} \) is defined as in (16). For any \( i \in \mathbb{N} \), we establish the time-scheduled MCKL:
\[
V_i(t, x(t)) = (1 - \Delta)f^T(t)\nu_i(t) + \int_{t-a(t)}^{t} f^T(s)D_i^T\nu_i(t)ds
\]
\[
+ \int_{t-w}^{t} f^T(s)D_i^T\nu_i(s)dsdw. \quad (20)
\]
Differentiating \( V_i(t, x(t)) \) in (20) along the trajectories of system (1), we obtain
\[
\dot{V}_i(t, x(t)) = (1 - \Delta)f^T(t)\nu_i(t) + x^T(t)A_i^T\nu_i(t)
\]
\[
+ x^T(t - a(t))D_i^T\nu_i(t)] + \int_{t-a(t)}^{t} f^T(s)D_i^T\nu_i(t)ds
\]
\[
+ x^T(t)D_i^T\nu_i(t) - x^T(t - a(t))D_i^T\nu_i(t)(1 - \hat{a}(t))
\]
\[
+ \hat{a}x^T(t)D_i^T\nu_i(t) - \int_{t-a(t)}^{t} x^T(s)D_i^T\nu_i(s)ds,
\]
(21)
\[ V_i(t, x(t)) \leq (1 - \Delta) \left[ x^T(t) \dot{v}_i(t) + x^T(t) A^T_i v_i(t) + x^T(t - \alpha(t)) D^T v_i(t) \right] + \int_{t - \alpha(t)}^t x^T(s) D^T v_i(t) ds + \int_{t - \alpha(t)}^t x^T(s) \ddot{v}_i(t) ds. \]

We observe that
\[ V_i(t, x(t)) - \lambda V_i(t, x(t)) \]
\[ \leq (1 - \Delta) \left[ x^T(t) \dot{v}_i(t) + x^T(t) A^T_i v_i(t) + x^T(t - \alpha(t)) D^T v_i(t) \right] + \int_{t - \alpha(t)}^t x^T(s) D^T v_i(t) ds + x^T(t) \ddot{v}_i(t) \]
\[ - x^T(t - \alpha(t)) D^T v_i(t)(1 - \hat{\alpha}) + \hat{\alpha} x^T(t) D^T v_i(t) \]
\[ - \int_{t - \alpha(t)}^t x^T(s) D^T v_i(s) ds - \lambda(1 - \Delta) x(t) v_i(t) \]
\[ - \lambda \int_{t - \alpha(t)}^t x^T(s) D^T v_i(s) ds \lambda \int_{\tau + w}^{\tau} x^T(s) D^T v_i(s) ds dw. \]

Along with \( \dot{\alpha}(t) \leq \Delta, 0 < \lambda \) and \( \tilde{D}_i \leq \tilde{D} \) for all \( i \in \mathbb{N} \), one has
\[ V_i(t, x(t)) - \lambda V_i(t, x(t)) \]
\[ \leq x^T(t) \left[ (1 - \Delta) v_i(t) + (1 - \Delta) A^T_i v_i(t) \right] + \int_{t - \alpha(t)}^t x^T(s) D^T \left[ \dot{v}_i(t) - \dot{v}_i(s) \right] ds. \]

When \( t \in Y_{m,q} \subset [t_m, t_m + \tau^*] \), it leads to
\[ (1 - \Delta) v_i(t) + (1 - \Delta) A^T_i v_i(t) + (1 + \tilde{\alpha}) D^T v_i(t) - \lambda(1 - \Delta) v_i(t) \]
\[ = (1 - \eta(t)) \left[ (1 - \Delta) \Phi_{i,q} + (1 - \Delta) A^T_i \Phi_{i,q} - \lambda(1 - \Delta) \Phi_{i,q} \right] + \eta(t) \left[ (1 - \Delta) \Phi_{i,q} + (1 - \Delta) A^T_i \Phi_{i,q} - \lambda(1 - \Delta) \Phi_{i,q} \right] \]
\[ + \int_{t - \alpha(t)}^t x^T(s) D^T \left[ \dot{v}_i(t) - \dot{v}_i(s) \right] ds. \]

Integrating both sides of (32) over \( [t_m, t] \) for \( t \in [t_m, t_{m+1}], m \in \mathbb{N}_0 \), it is immediate that
\[ V_i(t, x(t)) < e^{\Delta t} V_i(t, x(t_{m+1})). \]

Using condition (14), we have
\[ \nu_i(t_{m+1}) = \mu \nu_j(t_{m+1}) \quad \text{for all } i, j \in \mathbb{N}, i \neq j. \]

From (17) and (20), it can be seen that
\[ V_i(t_m, x(t_{m})) = (1 - \Delta) x^T(t_m) v_i(t_{m}) \]
\[ + \int_{t_m}^{t_{m+1}} x^T(s) D^T v_i(t_{m}) ds \]
\[ + \int_{t_m}^{t_{m+1}} x^T(s) D^T \nu_i(t_{m}) ds \]
\[ \leq (1 - \Delta) x^T(t_{m}) \mu \nu_j(t_{m}) \]
\[ + \int_{t_m}^{t_{m+1}} x^T(s) D^T \nu_j(t_{m}) ds \]
\[ + \int_{t_m}^{t_{m+1}} x^T(s) D^T \nu_j(t_{m}) ds \]
\[ = \mu V_j(t_{m}, x(t_{m})) \quad \text{for all } i, j \in \mathbb{N}, i \neq j. \]

Based on the relationship between (33) and (36), we can derive
\[ V_{\sigma(t_0)}(t, x(t)) < e^{k(t-t_0)} V_{\sigma(t_0)}(t_0, x(t_0)) \]

\[ = \mu e^{k(t-t_0)} V_{\sigma(t_0)}(t_0, x(t_0)) \]

\[ < \mu e^{k(t-t_0)} e^{k(t_{m-1} - t_0)} V_{\sigma(t_0)}(t_{m-1}, x(t_{m-1})) \]

\[ < \mu \mu_1 \cdots \mu e^{k(t_0 - t_{m-1})} \cdots e^{k(t_{t_0})} V_{\sigma(t_0)}(t_0, x(t_0)) \]

\[ = \mu^N e^{k(t-t_0)} V_{\sigma(t_0)}(t_0, x(t_0)). \]

(37)

It follows from Definition 8 and \( 0 < \mu < 1 \) by employing (4), then, we obtain

\[ V_{\sigma(t_0)}(t, x(t)) \leq e^{N(t-t_0)} \| V_{\sigma(t_0)}(t_0, x(t_0)) \| \]

\[ = e^{N(t-t_0)}, \quad \text{for } t \geq t_0. \]

(38)

Without loss of generality, we impose that \( V_{\sigma(t_0)}(t_0, x(t_0)) = V_{\sigma(t_0)}(0, x(0)) \).

(From (17) and (20), we have)

\[ V_{\sigma(t_0)}(0, x(0)) \leq e^{N(t-t_0)} \| V_{\sigma(t_0)}(0, x(0)) \| \]

\[ = e^{N(t-t_0)}, \quad \text{for } t \geq t_0. \]

(39)

Remark 18. Inspired by the idea in [35, 43–44, 28, 57], the time-scheduled positive vector function defined in (17) is time-varying rather than a constant, and the time-scheduled MCLKF proposed in (20) is validly established to investigate the problem of robust stability of continuous-time system (1) when each subsystem is unstable. However, our time-scheduled MCLKF shown in Theorem 17 is different from the discretized copositive Lyapunov function, the discretized copositive Lyapunov-Krasovskii functional, the time-scheduled MCLKF, and the discretized quadratic Lyapunov function used in [28, 35, 43, 44], respectively. Although our time-scheduled MCLKF is similar to the time-scheduled MCLKF utilized in [57], our robust stability criteria under the FADT switching technique for the considered system can guarantee for being the global uniform exponential stability rather than for being the global uniform asymptotic stability derived in [57].

Remark 19. According to the result in [44], the FADT switching law is applied to deal with the stabilization problem system (1) with AUSs but without interval uncertainties. This switching law can compensate for the state divergence caused by the unstable subsystem under the appropriate average time of each unstable subsystem; namely, the ADT of AUSs is neither too long nor too short. However, the model in this paper, which includes the interval uncertainties, can also apply this switching law effectively. Therefore, our result obtained from Theorem 17 is more applicable than that of Theorem 1 in [44].

Next, another stability result of the continuous-time system (1) without its interval uncertainty will be presented as follows:

**Corollary 20.** Consider the continuous-time system (1) without its interval uncertainty satisfying Assumption 6. Let \( \lambda_i \) be the Metzler matrices and \( D_i \geq 0, \forall i \in \mathbb{N} \). Given constants \( 0 < \mu < 1, \lambda > 0, \tau^* > 0, \) and \( L \in \mathbb{N} \). If there exist positive vectors \( v_{i,q}, i \in \mathbb{N}, q \in \mathbb{L} \), and constants \( \tau_a \geq \tau^* \) such that

\[ -\lambda_i + \ln \mu > 0. \]

(42)

From (41), for \( t \geq t_0 \), we arrive at

\[ \| x(t) \| < \epsilon e^{-\omega(t-t_0)} \| x \|_{\alpha}, \]

(43)
(1 - \Delta) \Phi_{i,q} + [(1 - \Delta)A_i^T + (1 + \widehat{\alpha})D^T - \lambda(1 - \Delta)I_n]v_{i,q} < 0,
\quad \text{(44)}

(1 - \Delta) \Phi_{i,q} + [(1 - \Delta)A_i^T + (1 + \widehat{\alpha})D^T - \lambda(1 - \Delta)I_n]v_{i,q+1} < 0,
\quad \text{(45)}

D^T (\Phi_{i,q} - v_{i,q}) < 0,
\quad \text{(46)}

D^T (\Phi_{i,q} - v_{i,q+1}) < 0,
\quad \text{(47)}

[(1 - \Delta)A_i^T + (1 + \widehat{\alpha})D^T - \lambda(1 - \Delta)I_n]v_{i,L} < 0,
\quad \text{(48)}

v_{i,0} - \mu v_{i,L} \leq 0,
\quad \text{(49)}

hold for any \( q = 0, 1, \ldots, L - 1 \), and for any \( i, j \in \mathbb{N}, i \neq j \), then, the continuous-time system (1) without its interval uncertainty is positive and GUES with the same FADT satisfying (15) where \( \Phi_{i,q} \) and \( D \) are defined as in (16) and (8), respectively.

Proof. With the same symbols and vector function (17) in Theorem 17, this corollary can be proved by utilizing the following time-scheduled MCLKF:

\[ V_i(t, x(t)) = (1 - \Delta)x^T(t) v_i(t) + \int_{t-w(t)}^{t} x^T(s) D^T v_i(s) ds + \int_{t-w}^{t} x^T(s) D^T v_i(s) dw. \]
\quad \text{(50)}

The remainder of the proof is similar to that of Theorem 17. Hence, the detail is omitted. \( \square \)

Remark 21. It should be noted that our time-scheduled MCLKF proposed in (50) is similar to the time-scheduled MCLKF used in Corollary 1 of [57]. However, the DDSC obtained from this corollary are derived to ensure the global uniform exponential stability of system (1) without its interval uncertainty under the FADT switching technique rather than the global uniform asymptotic stability of the same system with the MDDT approach derived in [57]. In addition, as mentioned in [44], the ADT switching law includes the DT switching law. Consequently, the result of Theorem 3.1 in [43] is a special case of our theoretical result.

In this subsection, we extend the results of the continuous-time LSPTDS including both interval uncertainties and AUSs to the discrete-time case.

3.2. Global Uniform Exponential Stability of Discrete-Time LSPTDS including Both Interval Uncertainties and AUSs

Theorem 22. Consider the discrete-time system (5) satisfying Assumption 13 and Assumption 14. Given constants \( 0 < \mu < 1, \gamma > 1, \kappa^* > 0 \), and \( L \in \mathbb{N} \). If there exist positive vectors \( v_{i,q} \), \( i \in \mathbb{N}, q \in \mathbb{L}_L \), and constants \( \kappa_q \geq \kappa^* \) such that

\[
\begin{align*}
&\left( A_i^T + (d_2 - d_1 + 1)D^T \right) \Pi_{i,q} \\
&\quad + \left( A_i^T + (d_2 - d_1 + 1)D^T - \gamma I_n \right) v_{i,q} < 0,
\end{align*}
\quad \text{(51)}

\[
\begin{align*}
&\left( A_i^T + (d_2 - d_1 + 1)D^T \right) \Pi_{i,q} \\
&\quad + \left( A_i^T + (d_2 - d_1 + 1)D^T - \gamma I_n \right) v_{i,q+1} < 0,
\end{align*}
\quad \text{(52)}

\[
\begin{align*}
&\left( A_i^T + (d_2 - d_1 + 1)D^T \right) \Pi_{i,q} \\
&\quad + \left( A_i^T + (d_2 - d_1 + 1)D^T - \gamma I_n \right) v_{i,q+1} < 0,
\end{align*}
\quad \text{(53)}

\[
\begin{align*}
&\left( A_i^T + (d_2 - d_1 + 1)D^T \right) \Pi_{i,q} \\
&\quad + \left( A_i^T + (d_2 - d_1 + 1)D^T - \gamma I_n \right) v_{i,L} < 0,
\end{align*}
\quad \text{(54)}

\[
\begin{align*}
&\left( A_i^T + (d_2 - d_1 + 1)D^T \right) \Pi_{i,q} \\
&\quad + \left( A_i^T + (d_2 - d_1 + 1)D^T - \gamma I_n \right) v_{i,L} < 0,
\end{align*}
\quad \text{(55)}

\[
v_{i,0} - \mu v_{i,L} \leq 0,
\quad \text{(56)}
\]

then, the discrete-time system (5) is positive and GUES under the switching signal with the FADT satisfying

\[
\kappa^* \leq \kappa_q < - \log \gamma \mu,
\quad \text{(57)}
\]

where

\[
P_{i,q} = \frac{v_{i,q+1} - v_{i,q}}{h},
\quad \text{(58)}
\]

\[
h = \lfloor \kappa^*/L \rfloor \text{ and } \bar{D} \text{ is defined as in (7).}
\]

Proof. The proof process of this theorem is similar to the continuous-time system; namely, it can be separated into the following two steps. \( \square \)

Step 1. We will prove that system (5) is positive.

Using Assumption 13, we obtain that \( A_i \geq 0 \) and \( D_i \geq 0 \) for all \( i \in \mathbb{N} \). According to Lemma 11, system (5) is positive.

Step 2. We will prove that system (5) is GUES under the switching signal under the FADT satisfying condition (57).

For a given \( k \in \mathbb{N} \), we suppose that \( k \in [k_m, k_m+1) = [k_m, k_m+\widetilde{k}) \cup [k_m+\widetilde{k}, k_m+1), m \in \mathbb{N}_0, \widetilde{k} = L/\lfloor \kappa^*/L \rfloor \), and the interval \([k_m, k_m+\widetilde{k})\) is split into \( L \) segments with equal length \( h = \lfloor \kappa^*/L \rfloor \). We define \( \Xi_{m,q} = [k_m + qh, k_m + (q+1)h), q = 0, 1, \ldots, L - 1, \) and let \([k_m, k_m+\widetilde{k}) = \bigcup_{q=0}^{L-1} \Xi_{m,q} \). Next, we construct the vector function:

\[
v_{i,k} = v_i(k_m + qh + r)
\quad \text{(59)}
\]

\[
\begin{align*}
&\left( 1 - \frac{r}{h} \right) v_{i,q} + \frac{r}{h} v_{i,q+1}, k \in \Xi_{m,q}, r \in [0, h), q = 0, 1, \ldots, L - 1, \quad (59) \\
&v_{i,L}, k \in [k_m + \widetilde{k}, k_m+1),
\end{align*}
\]
where \( i \in \mathbb{N}, \) \( m \in \mathbb{N}_0, \) and \( v_{i,q} \) are positive vectors for \( i \in \mathbb{N}, \) \( q \in \mathbb{Z}_{q}. \) For \( k \in \mathbb{Z}_{m,q}, \) we obtain

\[
v_{i}(k+1) - v_{i}(k) = v_{i}(k_{m} + qh + r + 1) - v_{i}(k_{m} + qh + r) = \left[ 1 - \frac{r + 1}{h} \right] v_{i,q} + \frac{(r + 1)}{h} v_{i,q+1}
- \left[ 1 - \frac{r}{h} \right] v_{i,q} + \frac{r}{h} v_{i,q+1},
\]

which yields

\[
v_{i}(k+1) - v_{i}(k) = \Pi_{i,q},
\]

where \( \Pi_{i,q} \) is defined as in (58). For each subsystem, we establish the time-scheduled MCLKKF:

\[
V_{i}(k, x(k)) = x^{T}(k)v_{i}(k)
+ \sum_{h=k-d(k)}^{k-1} x^{T}(h)i_{f}^{T} v_{i}(k)
+ \sum_{l=-d_{i}+1}^{k-1} \sum_{h=k+1}^{l} x^{T}(h)i_{f}^{T} v_{i}(k),
\]

Considering \( V_{i}(k+1, x(k+1)) \) in (62) along the trajectories of system (5), we have

\[
V_{i}(k+1, x(k+1)) = x^{T}(k)A_{k}^{T} v_{i}(k+1)
+ x^{T}(k - d(k))i_{f}^{T} v_{i}(k+1)
+ \sum_{h=k+1}^{k} x^{T}(h)i_{f}^{T} v_{i}(k+1)
+ \sum_{l=-d_{i}+1}^{k} \sum_{h=k+1}^{l} x^{T}(h)i_{f}^{T} v_{i}(k+1),
\]

then

\[
V_{i}(k+1, x(k+1)) \leq x^{T}(k)A_{k}^{T} v_{i}(k+1)
+ x^{T}(k - d(k))i_{f}^{T} v_{i}(k+1)
+ \sum_{h=k+1}^{k} x^{T}(h)i_{f}^{T} v_{i}(k+1)
+ \sum_{l=-d_{i}+1}^{k} \sum_{h=k+1}^{l} x^{T}(h)i_{f}^{T} v_{i}(k+1).
\]

It follows that

\[
V_{i}(k+1, x(k+1) - yV_{i}(k, x(k))
\leq x^{T}(k)A_{k}^{T} v_{i}(k+1) + x^{T}(k - d(k))i_{f}^{T} v_{i}(k+1)
+ \sum_{h=k+1}^{k} x^{T}(h)i_{f}^{T} v_{i}(k+1)
+ \sum_{l=-d_{i}+1}^{k} \sum_{h=k+1}^{l} x^{T}(h)i_{f}^{T} v_{i}(k+1),
\]

In fact \( \tilde{D}_{z} \leq \tilde{D} \) for all \( i \in \mathbb{N}. \) Then

\[
V_{i}(k+1, x(k+1) - yV_{i}(k, x(k))
\leq x^{T}(k)A_{k}^{T} v_{i}(k+1) + x^{T}(k - d(k))i_{f}^{T} v_{i}(k+1)
+ \sum_{h=k+1}^{k} x^{T}(h)i_{f}^{T} v_{i}(k+1)
+ \sum_{l=-d_{i}+1}^{k} \sum_{h=k+1}^{l} x^{T}(h)i_{f}^{T} v_{i}(k+1),
\]

We observe that

\[
\sum_{l=-d_{i}+1}^{k} \sum_{h=k+1}^{l} x^{T}(h)i_{f}^{T} v_{i}(k+1) = (d_{f} - d_{i})x^{T}(k)i_{f}^{T} v_{i}(k+1),
(67)
\]
\[
\gamma \sum_{l=-d_2+1}^{-d_1} x^T(k+l) \bar{D}^T \nu_l(k) = \gamma \sum_{l=-k-d_2+1}^{-k-d_1} x^T(h) \bar{D}^T \nu_l(k). \tag{68}
\]

From (66), we arrive at
\[
V_j(k+1, x(k+1)) - \gamma V_j(k, x(k)) \leq x^T(k) \left[ \bar{A}^T_j \nu_l(k+1) + (d_2 - d_1 + 1) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) \right] \\
+ x^T(k) - d(k) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) \\
+ \sum_{l=k-d_2+1}^{k-d_1} x^T(h) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) \\
+ \sum_{l=-k-d_2+1}^{-k-d_1} x^T(h) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k). \tag{69}
\]

When \( k \in \Xi_{m,q} \subset [k_m, k_m + \bar{k}] \), it can be seen that
\[
\bar{A}^T_j \nu_l(k+1) + (d_2 - d_1 + 1) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) \\
= \left( 1 - \frac{\gamma}{\rho} \right) \left[ \bar{A}^T_i + (d_2 - d_1 + 1) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) \right] \\
+ \frac{\gamma}{\rho} \left[ \bar{A}^T_i + (d_2 - d_1 + 1) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) \right], \tag{70}
\]

According to conditions (51)–(54), we obtain
\[
V_j(k+1, x(k+1)) - \gamma V_j(k, x(k)) < 0, k \in \Xi_{m,q}, \tag{72}
\]
which implies
\[
V_j(k+1, x(k+1)) < \gamma V_j(k, x(k)), k \in \bigcup_{q=0}^{l-1} \Xi_{m,q} = [k_m, k_m + \bar{k}). \tag{73}
\]

For \( k \in [k_m + \bar{k}, k_m + 1] \), it yields that
\[
\bar{A}^T_i \nu_l(k+1) + (d_2 - d_1 + 1) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) \\
= \left( \bar{A}^T_i + (d_2 - d_1 + 1) \bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) \right), \tag{74}
\]
\[
\bar{D}^T \nu_l(k+1) - \gamma \nu_l(k) = \bar{D}^T (1 - \gamma) \nu_l, < 0. \tag{75}
\]

Utilizing condition (55), we get
\[
V_j(k+1, x(k+1)) < \gamma V_j(k, x(k)), k \in [k_m + \bar{k}, k_m + 1). \tag{76}
\]

Combining (73) with (76), we can easily see that
\[
V_j(k+1, x(k+1)) < \gamma V_j(k, x(k)), k \in [k_m, k_m + 1), m \in \mathbb{N}_0. \tag{77}
\]

This implies
\[
V_j(k, x(k)) < \gamma^{k-k_m} V_j(k_m, x(k_m)), k \in [k_m, k_m + 1), m \in \mathbb{N}_0. \tag{78}
\]

Using (59), (62) and condition (56), we have
\[
V_j(k_m, x(k_m)) \leq \mu V_j(k_m - 1, x(k_m - 1)), k_m - 1 \in [k_m - 1, \bar{k}, k_m). \tag{79}
\]

Since \([k_m - 1, \bar{k}, k_m) \subset [k_m - 1, k_m)\), one can claim from (78) that
\[
V_j(k_m - 1, x(k_m - 1)) < \gamma^{k_m-k_m} V_j(k_m - 1, x(k_m - 1)), k_m - 1 \in [k_m - 1, k_m), \tag{80}
\]

which implies
\[
V_j(k_m - 1, x(k_m - 1)) < \gamma^{k_m-k_m} V_j(k_m - 1, x(k_m - 1)), k_m - 1 \in [k_m - 1, k_m), \tag{81}
\]

From (78), (79), and (81), we can derive
\[
V_{\sigma(k_m)}(k, x(k)) < \gamma^{k_m-k_k} \cdots \gamma^{k_m-k_k} V_j(k_m - 1, x(k_m - 1)), \tag{82}
\]
then
\[
V_{\sigma(k_m)}(k, x(k)) < \mu \cdots \mu \gamma^{k_m-k_m} V_{\sigma(k_m)}(k_m, x(k_m)) \tag{83}
\]

It follows from Definition 16 and \( 0 < \mu < 1 \) by employing (6), then, we obtain
\[
V_{\sigma(k_m)}(k, x(k)) \leq \mu^{(N_k+\bar{k}-k_m)} \gamma^{k_m-k_k} V_{\sigma(k_m)}(k_m, x(k_m)), \tag{84}
\]
\[
= \gamma^{N_k \log \mu \gamma (1-\log \mu/k_m)} V_{\sigma(k_m)}(k_m, x(k_m)). \tag{85}
\]

Without loss of generality, we impose that \( V_{\sigma(k_m)}(k_0, x(k_0)) = V_{\sigma(0)}(0, x(0)) \). From (59) and (62), we have
\[ V_{\sigma(0)}(0, x(0)) \leq \|x^T(0)\|_2 \|e_{\sigma(0)}(0)\|_2 + \sum_{k=1}^{\infty} \max_{h \in \{-2, -1, \ldots, -10\}} \|x^T(h)\|_2 \|\hat{D}^T_{1\alpha}v_{\sigma(0)}(0)\|_2 + \max_{h \in \{-2, -1, \ldots, -10\}} \|x^T(h)\|_2 \|\hat{D}^T_{1\beta}v_{\sigma(0)}(0)\|_2 \]

\[ + \left( \frac{d_2 - d_1}{2} \right) (d_2 + d_1 - 1) \|\hat{D}^T_{2\alpha}v_{\sigma(0), b}\|_2 + \max_{h \in \{-2, -1, \ldots, -10\}} \|x^T(h)\|_2 \|\hat{D}^T_{2\beta}v_{\sigma(0), b}\|_2 \]

\[ \leq \sqrt{n} \|v_{\sigma(0), b}\|_2 \]

\[ + \hat{d} \sqrt{n} \|v_{\sigma(0), b}\|_2 \|\hat{D}^T_{2\alpha}v_{\sigma(0), b}\|_2 \]

\[ + \left( \frac{d_2 - d_1}{2} \right) (d_2 + d_1 - 1) \sqrt{n} \|v_{\sigma(0), b}\|_2 \|\hat{D}^T_{2\beta}v_{\sigma(0), b}\|_2, \]

\[ (86) \]

Furthermore, we get

\[ \zeta \|x(k)\|_2 \leq V_{\sigma(k_0)}(k, x(k)), \]

\[ (87) \]

where \( \zeta = \min_{(a,b) \in \mathbb{L}_0} \{ \omega(t_{a,b}) \} \). Substituting (87) and (88) into (85), we obtain

\[ \|x(k)\|_2 \leq \frac{\mathcal{N}_{\log, \mu}(\kappa_{k_0})}{\zeta} \left[ 1 + \left( \hat{d} + \frac{d_2 - d_1}{2} \right) (d_2 + d_1 - 1) \right] \|\hat{D}^T_{2\alpha}v_{\sigma(0), b}\|_2, \]

\[ (89) \]

for \( k \geq k_0 \). According to the FADT (57), it is immediate that

\[ \left( 1 + \frac{\log_{\mu} \kappa_{k_0}}{\kappa_{k_0}} \right) < 0, \]

\[ (90) \]

which yields

\[ 0 < \gamma (1 + \log_{\mu} \kappa_{k_0}) < 1. \]

From (89), for \( k \geq k_0 \), we arrive at

\[ \|x(k)\|_2 \leq \varepsilon \rho^{k-k_0} \|\pi\|_p, \]

\[ (92) \]

where \( \varepsilon = (\gamma^{N_{\log, \mu}}(\kappa_{k_0}) - (\hat{d} + (d_2 - d_1)/2)(d_2 + d_1 - 1)) \|\hat{D}^T_{2\beta}v_{\sigma(0), b}\|_2, \) and \( \rho = \gamma^{(1 + \log_{\mu} \kappa_{k_0})} \).

By Definition 12, we can conclude that system (5) is GUES under the switching signal with the FADT satisfying condition (57).

Remark 23. Unlike the discretized positivistic Lyapunov function utilized in [35], the time-scheduled MCLKF defined in (62) is constructed specifically for system (3) including both interval uncertainties and AUSs. Furthermore, our time-scheduled MCLKF, which is different from the discretized positivistic Lyapunov-Krasovskii functional in [43], and the FADT switching method are applied together to guarantee the global uniform exponential stability of the studied system. Therefore, it is worth noting that here we consider the more general systems, and our theoretical result is more general than those of Theorem 3.4 and Theorem 3.6 in [43].

Remark 24. Apart from the studies in [32] that proposed practical exponential stability criteria for discrete-time linear SPVs with impulse, disturbance, and all modes unstable, our result shown in Theorem 22 focuses on the robust exponential stability of system (5) including both interval uncertainties and AUSs. In addition, it should be noted that the conditions of Theorem 3 and Theorem 4 in [35] ensure the global asymptotic stability of discrete-time linear SPVs with AUSs. Still, the existence of the time-varying delay has not been taken into account yet. Hence, our theoretical result is more general and applicable than those of the results in [32, 35].

The last result of the discrete-time system (5) without its interval uncertainty will be shown in the following:

Corollary 25. Consider the discrete-time system (5) without its interval uncertainty satisfying Assumption 14. Let \( A_{i} \geq 0 \) and \( D_{i} \geq 0, \forall i \in \mathbb{N} \). Given constants \( 0 < \mu < 1, \gamma > 1, \kappa^* > 0, \) and \( L \in \mathbb{N} \). If there exist positive vectors \( u_{l_q}, i \in \mathbb{N}, q \in \mathbb{L}_0, \) and constants \( \kappa_a \geq \kappa^* \) such that

\[ (A^T_{i} + (d_2 - d_1 + 1) D^T_{i}) u_{l_q} \]

\[ + (A^T_{i} + (d_2 - d_1 + 1) D^T_{i}) \gamma u_{l_q} \]

\[ < 0, \]

\[ (93) \]

\[ (A^T_{i} + (d_2 - d_1 + 1) D^T_{i}) u_{l_q} \]

\[ + (A^T_{i} + (d_2 - d_1 + 1) D^T_{i}) \gamma u_{l_q+1} \]

\[ < 0, \]

\[ (94) \]

\[ D^T_{i} (I_{l_q} + (1 - \gamma) u_{l_q}) \]

\[ < 0, \]

\[ (95) \]

\[ D^T_{i} (I_{l_q+1} + (1 - \gamma) u_{l_q+1}) \]

\[ < 0, \]

\[ (96) \]

\[ (A^T_{i} + (d_2 - d_1 + 1) D^T_{i} - \gamma u_{l_q}) u_{l_L} \]

\[ < 0, \]

\[ (97) \]
\( v_{i,0} - \mu v_{j,i} \leq \theta, \) \hspace{1cm} (98)

hold for any \( q = 0, 1, \cdots, L - 1, \) and for any \( i, j \in \mathbb{N}, i \neq j, \)
then, the discrete-time system (5) without its interval uncertainty is positive and GUES with the same FADT satisfying (57) where \( \Pi_{\alpha} \) and \( D \) are defined as in (58) and (8), respectively.

**Proof.** With the same symbols and vector function (59) in Theorem 22, the proof of this corollary can be achieved by using the time-scheduled MCLKF in the form of

\[
V_i(k, x(k)) = x^T(k) \nu_i(k) + \sum_{h=k-d(h)}^{k-1} x^T(h) D^T \nu_i(h) + \sum_{l=-d-1}^{-d} \sum_{h=k+l}^{k-1} x^T(h) D^T \nu_i(h).
\] \hspace{1cm} (99)

The proof is very similar to that of Theorem 22, and the methodology can easily derive it as above. Therefore, the rest of the proof of this corollary is omitted here. \( \Box \)

**Remark 26.** Compared with the results of Theorem 3.4 and Theorem 3.6 in [43], in this corollary, we use the FADT switching technique to verify the exponential stability criteria for system (3) with AUs. Thus, our theoretical result is more general than those of the results in [43].

### 4. Numerical Simulations

In this section, we intensively provide two numerical examples along with the simulation results to demonstrate the correctness and effectiveness of our theoretical analysis presented in the previous section.

**Example 1.** The robust stability problem for the continuous-time system (1) comprising of two subsystems is studied in this example. The system data are given as follows:

\[
A_1 = \begin{bmatrix} -2.62 & 0.66 \\ 0.14 & 0.005 \end{bmatrix}, \quad \bar{A}_1 = \begin{bmatrix} -2.6 & 0.7 \\ 0.15 & 0.01 \end{bmatrix},
\]

\[
D_1 = \begin{bmatrix} 0.004 & 0.002 \\ 0.001 & 0.008 \end{bmatrix}, \quad D_1 = \begin{bmatrix} 0.005 & 0.003 \\ 0.002 & 0.01 \end{bmatrix},
\]

\[
A_2 = \begin{bmatrix} 0.035 & 0.05 \\ 0.04 & -1.92 \end{bmatrix}, \quad \bar{A}_2 = \begin{bmatrix} 0.036 & 0.06 \\ 0.05 & -1.9 \end{bmatrix},
\]

\[
D_2 = \begin{bmatrix} 0.001 & 0.001 \\ 0.0001 & 0.006 \end{bmatrix}, \quad D_2 = \begin{bmatrix} 0.003 & 0.002 \\ 0.002 & 0.008 \end{bmatrix},
\]

\[
a(t) = 0.15 + 0.05 \sin(t). \] \hspace{1cm} (102)

Under the given time-varying delay above, we select \( \bar{\alpha} = 0.2 \) and \( \Delta = 0.05. \) According to Definition 2, one can see that \( A_1 \) and \( A_2 \) are Metzler matrices. Furthermore, it is obvious that \( D_1 \geq 0 \) and \( D_2 \geq 0. \) By Assumption 5 and Lemma 3, the studied system is positive. We set the initial state \( \psi(\theta) = [510]^T, \theta \in [-\bar{\alpha}, 0], \) and let the system matrices be

\[
A_1 = \frac{A_1 + \bar{A}_1}{2} = \begin{bmatrix} -2.61 & 0.68 \\ 0.145 & 0.0075 \end{bmatrix},
\]

\[
D_1 = \frac{D_1 + \bar{D}_1}{2} = \begin{bmatrix} 0.0045 & 0.0025 \\ 0.0015 & 0.009 \end{bmatrix},
\]

\[
A_2 = \frac{A_2 + \bar{A}_2}{2} = \begin{bmatrix} 0.0355 & 0.055 \\ 0.045 & -1.91 \end{bmatrix},
\]

\[
D_2 = \frac{D_2 + \bar{D}_2}{2} = \begin{bmatrix} 0.002 & 0.0015 \\ 0.0015 & 0.007 \end{bmatrix}.
\] \hspace{1cm} (103)

We first present two figures for the corresponding state responses of two subsystems. From Figures 1 and 2, it can be seen that two subsystems are positive and unstable.

As defined in (7), it is obvious that

\[
\bar{D} = \begin{bmatrix} 0.005 & 0.003 \\ 0.002 & 0.01 \end{bmatrix}.
\] \hspace{1cm} (104)

For given scalars \( L = 1, \lambda = 0.4, \mu = 0.657, \) and \( \tau^* = 1, \) we can get a set of feasible solution for Theorem 17:

\[
v_{1,0} = \begin{bmatrix} 12.8185 \\ 88.4196 \end{bmatrix}, v_{1,1} = \begin{bmatrix} 31.7095 \\ 105.1495 \end{bmatrix},
\]

\[
v_{2,0} = \begin{bmatrix} 20.6072 \\ 68.8325 \end{bmatrix}, v_{2,1} = \begin{bmatrix} 20.7160 \\ 135.1355 \end{bmatrix},
\] \hspace{1cm} (105)

and \( \tau_0 = 1.0100. \) Thus, the continuous-time system (1) is GUES with the FADT switching signal satisfying \( 1 \leq \tau_0 < 1.0502. \) The corresponding switching signal \( \sigma(t) \) and the state response of the system are illustrated in Figure 3. This shows that our designed switching signal can guarantee the positivity and robust stability of the considered system effectively.

**Example 2.** To show some advantages of our result, the comparison between the previous result studied in [35] and our result are presented in this example. We consider the two modes of the discrete-time system (5) without time delay and take the same system matrices as given in Example 2 of [35]; namely,

\[
A_1 = \begin{bmatrix} 0.6 & 0 \\ 0 & 1.1 \end{bmatrix}, A_2 = \begin{bmatrix} 1.2 & 0 \\ 0.05 & 0.7 \end{bmatrix}.
\] \hspace{1cm} (106)

It is easy to see that \( A_1 \geq 0 \) and \( A_2 \geq 0. \) Thus, by Lemma 11, the considered system is positive. For comparison in the view of the numerical simulations, we impose the same
The i-th subsystem
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Figure 1: State response of the first subsystem.

Figure 2: State response of the second subsystem.

Figure 3: State response of the continuous-time system.
The i-th subsystem

The switching signal for this system

Figure 4: State response of the first subsystem.

Figure 5: State response of the second subsystem.

Figure 6: State response of the discrete-time system.
initial condition as given in Example 2 of [35]; namely, $x(0) = [46]^T$. From the system matrices above, it is obvious that the eigenvalues of $A_1$ are $\lambda_1 = 0.6$ and $\lambda_2 = 1.1$ and the eigenvalues of $A_2$ are $\lambda_1 = 1.2$ and $\lambda_2 = 0.7$. Therefore, both modes are positive and unstable which can be seen from Figures 4 and 5.

To stabilize the considered system via the FADT approach, we can choose $L = 1, y = 1.3, \mu = 0.532$, and the positive integer $\kappa = 2$. By solving conditions in Corollary 25 with $D = 0$, we get the following feasible solution $\kappa_0 = 2.2100$.

$$
\begin{align*}
\upsilon_{1,0} &= \begin{bmatrix} 56.9212 \\ 35.3838 \end{bmatrix}, \\
\upsilon_{1,1} &= \begin{bmatrix} 186.2338 \\ 48.0901 \end{bmatrix}, \\
\upsilon_{2,0} &= \begin{bmatrix} 98.4268 \\ 25.5626 \end{bmatrix}, \\
\upsilon_{2,1} &= \begin{bmatrix} 107.6403 \\ 67.0016 \end{bmatrix}.
\end{align*}
$$

Consequently, the considered system is GUES with the FADT switching signal satisfying $2 \leq \kappa < 2.4055$. It should be pointed out that the proportion between the maximum possible time and the minimum DT of this obtained FADT interval is 1.20275. Meanwhile, the proportion between the upper bound and the lower bound of the obtained mode-dependent dwell time for the first subsystem and the second subsystem in Example 2 of [35] is 1.2 and 1.1, respectively. Moreover, it should be noted that the average of the proportion between the upper bound and the lower bound of the obtained mode-dependent dwell time for both subsystems is 1.15. Hence, we can say that our dwell time interval is wider than that of Example 2 in [35]. This shows that our result does not need to switch too often in order to stabilize the considered system. Finally, the state response of the system and the corresponding switching signal $\sigma(k)$ are plotted mutually in Figure 6. The considered system can converge to zero under the FADT switching signal.

5. Conclusions
The global stability problem for both continuous-time and discrete-time LSPTDSs with interval uncertainties in the case of all subsystems are unstable has been intensively studied. By establishing the time-scheduled MCLKFs and applying the FADT switching law, new DDSC under the reasonable assumptions to ensure the global uniform exponential stability of both systems have been derived in the main theorems. Furthermore, novel DDSC of both systems without the interval uncertainties have also been acquired in the corollaries. Finally, two numerical examples have been displayed to validate the effectiveness along with some advantages of obtained theoretical results. In the future, it is interesting to study the global stability of nonlinear switched positive time-varying delay systems with interval uncertainties and all unstable subsystems.
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