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ABSTRACT
Previous work has largely considered the fairness of image captioning systems through the underspecified lens of “bias.” In contrast, we present a set of techniques for measuring five types of representational harms, as well as the resulting measurements obtained for two of the most popular image captioning datasets using a state-of-the-art image captioning system. Our goal was not to audit this image captioning system, but rather to develop normatively grounded measurement techniques, in turn providing an opportunity to reflect on the many challenges involved. We propose multiple measurement techniques for each type of harm. We argue that by doing so, we are better able to capture the multi-faceted nature of each type of harm, in turn improving the (collective) validity of the resulting measurements. Throughout, we discuss the assumptions underlying our measurement approach and point out when they do not hold.

CCS CONCEPTS
• Social and professional topics → User characteristics; • Computing methodologies → Computer vision problems; Natural language processing.
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1 INTRODUCTION
Image captioning refers to the task of generating a single sentence to describe the most salient aspects of an image [4, 46, 72, 78]. It is an especially challenging task that combines computer vision and natural language processing. With advances in both areas due to the advent of deep learning, image captioning systems have improved significantly, leading to a variety of real-world applications, such as generating image descriptions for blind and low-vision users.

At the same time, there are growing concerns about the fairness of image captioning systems and the various harms they can cause. These concerns have been considered in previous research through the underspecified lens of “bias” [16, 32, 66, 80]. In contrast, we present a set of techniques for measuring representational harms—that is, harms that occur when some social groups are cast in a less favorable light than others, affecting the understandings, beliefs, and attitudes that people hold about these social groups [11]—caused by image captioning systems. To do this, we use a taxonomy of five types of representational harms introduced by Katzman et al. [37] in the context of image tagging.

We propose multiple measurement techniques for each type of harm. We argue that by doing so, we are better able to capture the multi-faceted nature of each type of harm, in turn improving the (collective) validity of the resulting measurements. Our measurement techniques vary in their intended uses. Some are best viewed as mechanisms for surfacing when harms might exist (i.e., as an entry point for further exploration) by providing overinclusive, upper bounds, while others are more narrowly targeted and yield measurements that can be taken at face value. However, in all cases, they are intended to be faithful to the underlying types of harms. Because any measurement approach necessarily involves making assumptions that may not always hold, we aim to be as transparent as possible about our assumptions throughout. We present measurements obtained using our measurement techniques for two image captioning datasets using a state-of-the-art image captioning system. Our goal was not to audit this image captioning system, but rather to develop appropriate measurement techniques, in turn providing us with an opportunity to reflect on the many challenges involved.

Despite our best efforts to develop normatively grounded measurement techniques that are well-tailored to the unique characteristics of image captioning, our analysis demonstrates that this is a very difficult task and that numbers never tell the full story. There are many ways to measure representational harms and although we chose to use the specific techniques described in this paper, there are many other techniques we could have used instead. As a result, our choices should not be viewed as definitive, but rather an illustration of what it looks like to attempt to measure representational harms caused by image captioning systems. We therefore hope that our work serves as an entry point for others to
build on when developing measurement techniques, especially in
the context of image captioning.
In the next section, we give a brief overview of image caption-
ing, explaining how it works and what makes it unique, as well as
summarizing previous research on the fairness of image captioning
systems. In Section 3, we describe our approach to measuring repre-
sentational harms caused by image captioning systems. After that,
in Section 4, we present our measurement techniques, as well as the
resulting measurements obtained for two image captioning datasets
using a state-of-the-art image captioning system. Finally, we pro-
vide a short discussion in Section 5 before concluding in Section 6.

2 IMAGE CAPTIONING
2.1 How image captioning works
2.1.1 Task. Image captioning refers to the task of generating a
single sentence to describe the most salient aspects of an image [4,
46, 72, 78]. In turn, this involves identifying what is depicted in
the image and generating coherent, descriptive text. For example,
Figure 1 depicts the operation of an image captioning system for
an image of a kitchen. The resulting caption only mentions that
the kitchen has wooden cabinets and black appliances, omitting all
other information.

2.1.2 Datasets. Common Objects in Context (COCO) [21] and
Conceptual Captions (CC) [60] are two of the most popular image
captioning datasets. Although these datasets are both intended to
support the task described above, they were created using very dif-
f erent processes. COCO [44] consists of 123,287 images from Flickr.
Each image is paired with five captions and a rich set of annotations
consisting of the bounding boxes for 80 object types. The captions
were obtained from humans using Amazon Mechanical Turk and
instructions like "describe all the important parts of the scene," "do not
describe things that might have happened in the future or past," and
"do not give people proper names" [21]. Despite this human-
driven annotation process, the resulting captions have many quality
issues, as illustrated in Figure 2.1 Meanwhile, CC [60] consists of
3.3 million images scraped from the web. Each image is paired with
a single caption that was obtained from the image’s alt-text HTML
attribute, rather than from humans.2 Specifically, each image’s alt-
text was extracted and fed through a data cleaning pipeline that,
among other things, discarded images with pornographic or pro-
fane alt-text and used Google Knowledge Graph Speech and Named
Entity Recognition to replace entities (e.g., actor’s names) with their
entity labels (e.g., actor). The resulting captions are highly variable
in their quality (e.g., “video 3840x2160 -classic colored soccer ball
rolling on the grass field and stops,” “make a recipe that will please
the whole family with this recipe!”) because there are no enforced
quality standards for alt-text.

2.1.3 Models. As depicted in Figure 1, an image captioning system
consists of two models: a computer vision model and a natural
language model. In the case of the VinVL image captioning sys-
tem [79], which we focus on in our analysis, an image is first fed
through the computer vision model, which outputs visual features

1To preserve privacy, we have blurred all faces depicted in images.
2Alt-text is short for “alternative text” and refers to descriptive text, usually written
by a human, that is intended to convey what is depicted in an image.

and labels that capture salient aspects of the image; these visual
features and labels encode the same information using different
representations. After this, the visual features and labels are then
fed through the natural language model, which autoregressively
(i.e., by conditioning the generation of each successive word on
all previously generated words) generates a caption for the image.
Prior to feeding the labels through the natural language model,
they are converted to word embeddings. State-of-the-art image
captioning systems like VinVL typically use neural networks and
transformer architectures [4, 42, 46, 78].

2.1.4 Training. The computer vision model is pretrained to extract
meaningful visual features using one or more image datasets, while
the natural language model is pretrained to extract meaningful
language features using one or more text datasets. These datasets
can include the dataset that will eventually be used to train the
image captioning system.

Most image captioning systems are trained using gradient de-
scent with a maximum likelihood objective, although this approach
has been shown to generate less diverse captions than GAN-based
losses or humans [24, 69]. Less diverse captions mean that many
different images may end up with the same generic caption (e.g.,
“A person playing tennis”) making it impossible to discriminate be-
tween these images from their captions alone. As a result, the image
captioning community is moving toward other training approaches
that are able to generate more diverse captions [24, 47, 61, 62].

2.1.5 Evaluation. Evaluating image captioning systems has proven
to be extremely challenging, meaning that there are few metrics
that align well to human judgments [23]. As a result, most sys-
tems are evaluated using a variety of different metrics—typically
BLEU [52], METEOR [7], ROUGE [43], CIDEr [71], and SPICE [3].
The first four of these metrics evaluate captions by considering the
n-grams that compose them, thereby capturing properties like flu-
cy. SPICE instead captures semantic quality by comparing scene
graphs. Specifically, SPICE uses a dependency parser (as shown in
Figure 1) to extract three types of tuples from each caption: (ob-
tect), (object, attribute), and (subject, relationship, object). These
tuples can then be assembled into a scene graph by turning each
component of each tuple into a node.

2.1.6 Applications. Applications of image captioning systems in-
clude indexing search results [34], describing images using virtual
assistants [5], and helping non-experts interpret domain-specific
images (e.g., a medical X-ray) [6]. However, by far the most com-
monly mentioned application is generating image descriptions for
blind and low-vision users.3

3Although it falls outside the scope of this paper, we note that there is a worrisome
disconnect between technical research on image captioning, which often uses accessi-
bility as a motivation, and usability research focused on the real-world value of image
captioning [49, 50, 54, 63, 64]. For example, Wu et al. [76] noted that the captions
found in datasets like COCO and CC often do not meet the stated needs of blind
and low-vision users. Indeed, we found that neither dataset’s captions contain proper
names and both datasets’ captions contain phrases like “picture of” and “image of”—all
of which violate quality standards for alt-text [31]. From a fairness perspective, the use
of accessibility as a motivation to justify investments in image captioning is especially
troubling if those investments do not result in improvements to the real-world value
of image captioning for blind and low-vision users.
We now describe the characteristics of image captioning that separate it from other machine learning tasks. Although image captioning is similar to object detection and image tagging—both tasks that have been the subject of previous research on fairness [8, 20, 26]—it also differs from them in several important ways. First, object detection and image tagging aim to identify all entities present in an image. In contrast, image captioning focuses on only the most salient aspects of an image. Second, although object detection and image tagging systems are not restricted to identifying objects, they usually focus on objects rather than attributes and relationships. Moreover, when they do generate adjectives and verbs, these are rarely associated with particular entities. In contrast, image captioning systems must generate all parts of speech, including adjectives, verbs, and prepositions; adjectives and verbs must therefore be associated with particular entities. Finally, object detection and image tagging systems use predefined sets of labels or tags. In contrast, image captioning systems typically use open-ended vocabularies meaning that they can generate any word.

These characteristics make image captioning susceptible to a unique set of fairness-related harms. First, by focusing on only the most salient aspects of an image—an inherently subjective choice—there is considerable room for differential treatment of different social groups. Second, by generating all parts of speech and associating adjectives and verbs with particular entities, some adjectives and verbs may be systematically associated with some social groups but not others. Third, using open-ended vocabularies makes it especially challenging to anticipate all of the harms that may be caused by image captioning systems. Finally, we note that the multimodal nature of image captioning means that fairness-related harms can be caused by a system’s computer vision model, natural language model, or both operating together (i.e., the system as a whole). For example, a computer vision model may only treat a soccer ball as salient if it is pictured with a masculine-presenting person; a natural language model that starts a caption with *A woman* may reproduce gender stereotypes; and a system may only mention a paintbrush if it is held by a person with a light skin tone.

### 2.2 What makes image captioning unique

We now describe the characteristics of image captioning that separate it from other machine learning tasks. Although image captioning is similar to object detection and image tagging—both tasks that have been the subject of previous research on fairness [8, 20, 26]—it also differs from them in several important ways. First, object detection and image tagging aim to identify all entities present in an image. In contrast, image captioning focuses on only the most salient aspects of an image. Second, although object detection and image tagging systems are not restricted to identifying objects, they usually focus on objects rather than attributes and relationships. Moreover, when they do generate adjectives and verbs, these are rarely associated with particular entities. In contrast, image captioning systems must generate all parts of speech, including adjectives, verbs, and prepositions; adjectives and verbs must therefore be associated with particular entities. Finally, object detection and image tagging systems use predefined sets of labels or tags. In contrast, image captioning systems typically use open-ended vocabularies meaning that they can generate any word.

These characteristics make image captioning susceptible to a unique set of fairness-related harms. First, by focusing on only the most salient aspects of an image—an inherently subjective choice—there is considerable room for differential treatment of different social groups. Second, by generating all parts of speech and associating adjectives and verbs with particular entities, some adjectives and verbs may be systematically associated with some social groups but not others. Third, using open-ended vocabularies makes it especially challenging to anticipate all of the harms that may be caused by image captioning systems. Finally, we note that the multimodal nature of image captioning means that fairness-related harms can be caused by a system’s computer vision model, natural language model, or both operating together (i.e., the system as a whole). For example, a computer vision model may only treat a soccer ball as salient if it is pictured with a masculine-presenting person; a natural language model that starts a caption with *A woman* may reproduce gender stereotypes; and a system may only mention a paintbrush if it is held by a person with a light skin tone.

### 2.3 Previous research on fairness

Previous research has largely considered the fairness of image captioning systems through the underspecified lens of “bias”—a problem discussed by Blodgett et al. [19] in the context of natural language processing. In addition, many previously proposed measurement techniques are not specific to image captioning and its unique set of fairness-related harms. For example, many papers have narrowly focused on whether image captioning systems can accurately predict the (binary) genders of people depicted in images [32, 66]. Bhargava and Forsyth [16] additionally considered whether these predicted genders influence other aspects of caption generation. Zhao et al. [80] branched out from gender prediction to investigate differences in caption generation for images of people with different skin tones. However, although they uncovered a variety of differences, they stopped short of pinpointing the fairness-related harms that might be caused by these differences. In contrast, van Miltenburg [68] focused specifically on one type of fairness-related harm—stereotyping—and created a taxonomy of how harms of this type might arise. However, they did not investigate measurement techniques, limiting the taxonomy’s utility. Finally, other researchers have focused on the fairness of image captioning datasets. For example, Birhane et al. [18] identified a range of problematic content in the LAION-400M dataset [58], including not-safe-for-work images, van Miltenburg et al. [70] studied the adjectives used to describe people depicted in the Flickr30K dataset, and Otterbacher et al. [51] investigated crowdworkers’ tag choices for a controlled set of images.
3 MEASUREMENT APPROACH

3.1 Stakeholders

The stakeholders that could be harmed by an image captioning system include the people depicted in images and the people to whom generated captions are presented. We focus on harms that affect the people depicted in images.

3.2 Types of representational harms

We use a taxonomy of five types of representational harms introduced by Katzman et al. [37] in the context of image tagging. The first of these types is denying people the opportunity to self-identify, which occurs when identity categories are imposed on people without their consent or, in some cases, knowledge. The second is reifying social groups, which occurs when relationships between specific visual characteristics and social groups are presented as natural, rather than historically and culturally contingent. The third is stereotyping, which occurs when oversimplified beliefs about social groups reproduce harmful social hierarchies. The fourth is demeaning, which occurs when people, attributes, or artifacts associated with social groups are not recognized. The final type is demoting, which occurs when social groups are cast as being lower status and less deserving of respect. Because these types of harms are theoretical constructs, they cannot be measured directly and must be measured using techniques that derive measurements from other observable properties [35].

3.3 Datasets and system

We focus on two of the most popular image captioning datasets, COCO [21] and CC [60], both of which are described in Section 2.1.2, and the VinVL image captioning system [79], although we emphasize that our goal was not to audit VinVL. We used 17,360 image-caption pairs from COCO and 14,560 image-caption pairs from CC. Specifically, we used the subset of the COCO 2014 validation set that overlaps with Visual Genome [38] so that we could augment the annotations from COCO with annotations from Visual Genome, as we describe in Section 3.4; we used the subset of the CC validation set for which we were able to generate scene graphs. At the time of our analysis, VinVL held the top leaderboard score on a larger and richer dataset.

Stage 1: human-generated labels: We used the labels output by VinVL’s computer vision model.

Stage 2: system-generated captions: We obtained human-generated captions directly from COCO and CC.

Stage 3: human-generated captions: We obtained system-generated captions for each dataset using VinVL [79].

The four stages described above represent information in two different forms—labels and captions—that are difficult to compare directly. To reconcile these differences, we therefore converted the captions from stages 3 and 4 to scene graphs, following the approach used by SPICE [3], as described in Section 2.1.5. An example scene graph is shown in Figure 1. For COCO, in which each image is paired with five human-generated captions, we took the union of the scene graphs for the five captions. By using scene graphs in our approach to measuring representational harms, we are able to focus on the semantics of captions. Although scene graphs do not capture meta-linguistic properties like fluency or dialect, which we acknowledge as a limitation of our approach, we argue that syntax is less relevant than semantics when measuring representational harms. In addition, fluency and word choice have already been investigated previously [80].

As well as converting the captions to scene graphs, we also converted the words in the scene graphs to WordNet synsets, again to facilitate comparisons between labels and captions. A synset is a “grouping of synonymous words and phrases that express the same concept” [67]. A single word can belong to multiple synsets. For example, big and large belong to a synset that represents the descriptive adjective size; however, big also belongs to 17 other synsets, including ones that represent significance and being conspicuous in

---

3.4 Stages of measurement

Our measurement approach depends on a framework of four stages, depicted in Figure 3: 1) human-generated labels, 2) system-generated labels, 3) human-generated captions, and 4) system-generated captions. Harms can be measured at each of these stages in isolation or by treating one stage as “ground truth” for another. For example, the presence of a demeaning word in a caption can be measured at stage 4, without reference to the other stages; however, a failure to describe a person depicted in an image requires some notion of “ground truth” (i.e., whether there is a person depicted in the image) and must be measured by comparing, for example, stage 4 to stage 3. By treating different stages as “ground truth” for one another, we can also better understand where harms arise. For example, if we find evidence of a harm at stage 4 (system-generated captions), treating stage 1 (human-generated labels) as “ground truth,” this harm must have arisen as a result of either the human-generated captions or the image captioning system as a whole; however, if we find evidence of a harm at stage 4, treating stage 2 (system-generated labels) as “ground truth,” then this harm cannot be caused by the computer vision model and must have arisen as a result of either the human-generated captions or the natural language model; finally, if we find evidence of a harm at stage 4, treating stage 3 (human-generated captions) as “ground truth,” then this harm cannot be caused by the human-generated captions and must have arisen as a result of the system as a whole.

---

If we were interested in an image captioning system that did not output labels in this intermediary step, then provided that the computer vision model had been pretrained in a supervised fashion (i.e., to output labels), we could have instead used labels output by the pretrained computer vision model.
3.5 Assumptions

Our measurement approach necessarily involves making assumptions that may not always hold, thereby threatening the validity and reliability of the resulting measurements. In this section, we discuss some of our more general assumptions; we discuss technique-specific assumptions in Section 4. Because every assumption will sometimes fail to hold, we therefore point out in Section 4 when our measurements are likely influenced by assumptions that do not hold.

3.5.1 Valid and reliable external resources and tools. Our measurement approach involves several external resources and tools, including word lists, WordNet [67], NLTK’s part-of-speech tagger [17], SPICE’s dependency parser [3], and spaCy’s named entity extractor [33]. As a result, one major assumption underlying our approach is that these resources and tools are themselves valid and reliable. For example, for some of our measurement techniques, we needed to determine whether captions mention specific social groups. This is particularly challenging because image captioning systems typically use open-ended vocabularies, so it is impossible to manually examine all possible words that could be generated to determine which ones do indeed refer to specific social groups. To address this challenge, we relied on word lists; in doing so, we assumed that these word lists are exclusive (i.e., do not contain irrelevant words), exhaustive (i.e., do not omit relevant words), and up-to-date.

In practice, though, language—especially language about people’s identities [22]—is continuously evolving, so these assumptions may not hold. As another example, we assumed that WordNet’s assignments of words to synsets and hyponym–hypernym relationships are correct and up-to-date, although we know this may not always be the case. Indeed, previous research has demonstrated that WordNet reflects a stagnant snapshot of language [77] and does not include many words that are used to describe people’s identities, such as non-binary and genderqueer.

3.5.2 High-quality human-generated labels and captions. Because our measurement approach treats the human-generated labels and human-generated captions as “ground truth,” another major assumption underlying our measurement approach is that the human-generated labels and human-generated captions are high quality and worthy of being treated as “ground truth.” This assumption is especially unlikely to hold for the demographic annotations collected by Zhao et al. [80], which may not reflect the ways people would like identify themselves. Moreover, by using these demographic annotations, it is possible we have erased and mislabeled some people [56, 57]—a fairness-related harm in its own right. We also note that by treating the human-generated captions as “ground truth” we are implicitly assuming there is a “correct” way to caption an image (e.g., whether a person is worth mentioning or not). In practice, because this is not the case, some of our measurements necessarily reflect the subjectivities inherent to the human-generated captions.

4 MEASUREMENT TECHNIQUES AND MEASUREMENTS

In this section, we describe the specific techniques we used to measure the representational harms described in section 3.2, as well as the resulting measurements obtained for COCO [21] and CC [60] using the VinVL image captioning system [79]. We propose multiple measurement techniques for each type of harm. We argue that by doing so, we are better able to capture the multi-faceted nature of each type of harm, in turn improving the (collective) validity of the resulting measurements. We emphasize that although we chose to use the specific techniques described below and in the supplementary material,7 there are many other techniques we could

Footnotes:
7The supplementary material is online at https://angelina-wang.github.io/files/captioning_harms_supp.pdf.
have used instead. As a result, our choices should not be viewed as definitive. We also note that some of our measurement techniques are best viewed as mechanisms for surfacing when harms might exist, while others are more narrowly targeted and yield measurements that can be taken at face value. However, in all cases, they are intended to be faithful to the underlying types of harms. Due to space constraints, we discuss two of the five types of representational harms—stereotyping and demeaning—in Sections 4.1 and 4.2, respectively, and relegate the remaining three types to the supplementary material. We focus on stereotyping and demeaning because some of the techniques we use to measure them are unique to image captioning. In contrast, the techniques we use to measure the other types are more similar to techniques proposed previously in the context of object detection or image tagging.

4.1 Stereotyping

As described in Section 3.2, stereotyping occurs when oversimplified beliefs about social groups reproduce harmful social hierarchies [37]. We propose four techniques for measuring stereotyping in order to capture its multi-faceted nature. The first technique focuses on cases where words are incorrectly included in captions (i.e., false positives), hypothesizing that these errors may be explained by stereotyping. The second technique focuses on differences between social groups in the use of abstract language (e.g., “they have tears in their eyes”), because some of the techniques we use to measure them are unique to image captioning. In contrast, the techniques we use to measure the other types are more similar to techniques proposed previously in the context of object detection or image tagging.

4.1.1 Captions that incorrectly include words.

We hypothesize that cases where words are incorrectly included in captions (i.e., false positives) may be explained by stereotypes. For example, if gun is incorrectly included in the caption for an image of someone who is Black, this is likely due to a racial stereotype. Measuring the extent to which such cases are indeed explained by stereotypes is challenging, however, because of the amount of contextual and historical knowledge required. As a result, this technique requires human interpretation and cannot be fully automated. In other words, our first measurement technique is best viewed as providing an over-inclusive, upper bound. We therefore propose a heuristic to rank cases where words are incorrectly included in captions by how likely they are to be explained by stereotypes in order to make their interpretation more tractable. The specific heuristic we propose involves the extent of the correlation between a word’s most common synset (i.e., a “grouping of synonymous words and phrases that express the same concept” [67]) and a particular social group: \( \max_{\text{group}}[P(\text{group, synset}) - P(\text{group}) \cdot P(\text{synset})] \). Words whose most common synsets are highly correlated with some social groups are more likely to be associated with stereotypes. For example, a case where baby is incorrectly included in a caption is more likely to be explained by a stereotype than a case where apple is incorrectly included. The heuristic therefore filters the cases where words are incorrectly included in captions using a tunable threshold (we use 0.005 in our analysis), retaining only those cases involving a word whose most common synset’s correlation with a social group is above this threshold. These cases are then ranked by the words’ false positive rates in order to prioritize systematic errors, which are more likely to be explained by stereotypes, over one-offs. We emphasize that this measurement technique involves a number of assumptions—notably that words whose most common synsets are highly correlated with some social groups are more likely to be associated with stereotypes. If this assumption does not hold, then the validity of the resulting measurements will be threatened.

To identify cases where words are incorrectly included in captions, we focus on three scenarios. The first is where a caption includes a non-imageable concept, making the assumption that inferring such a concept would require extra information that may come from a stereotype. We used word lists to identify non-imageable concepts. For objects, we used the non-imageable synsets in the people subtree of WordNet [77]; for attributes, we used those adjectives in a list of people-descriptor categories [70] that we determined to be non-imageable (i.e., attractiveness, ethnicity, judgment, mood, occupation or social group, relation, and state); for relationships, we used any verb not included in Visual VerbNet\(^1\) or in {have, in}. The second scenario is where a caption includes a concept that is too specific, again making the assumption that inferring such a concept would require extra information that may come from a stereotype. To identify such cases for COCO, we treated stage 1 (human-generated labels) as “ground truth,” thereby assuming the human-generated labels are high quality (e.g., if an object is labeled as fruit and not apple, we assume this is because the object is not identifiable as anything more specific than a fruit). Because we do not have access to human-generated labels for CC, we treated stage 3 (human-generated captions) as “ground truth,” thereby assuming the human-generated captions are high quality. As explained in Section 3.4, this means the resulting measurements will only reflect stereotyping harms caused by the system as a whole and not stereotyping harms caused by the human-generated captions. We used WordNet’s hyponym–hypernym relationships to determine whether a concept is too specific. When comparing attributes or relationships, we only compared attributes or relationships that refer to the same object (and subject, in the case of relationships), as determined using Leacock Chodorow similarity [40]. The third scenario is where a caption includes an imageable concept that is not depicted in the image, which we refer to as a hallucination, again making the assumption that inferring such a concept would require extra information that

\(^1\)Visual VerbNet includes verbs that relate to “an action, state, or occurrence that has a unique and unambiguos visual connotation, making [them] detectable and classifiable, i.e., lay down is a visual action, while relax is not” [53].
may come from a stereotype. Here too, we identified such cases by treating stage 1 as "ground truth" for COCO and stage 3 as "ground truth" for CC. This means that our measurements for CC do not include cases where a system-generated caption and its corresponding human-generated caption both include a hallucination.

We found that 11,328 of the 17,360 system-generated captions for COCO—that is, 65%—incorrectly included at least one word in a way that is consistent with one of the three scenarios described in the previous paragraph. 23% of these cases involve non-imageable concepts, 9% involve concepts that are too specific, and 68% involve hallucinations. We provide examples of cases involving hallucinations that are likely explained by stereotypes (i.e., cases that are highly ranked according to our heuristic) in Figure 4. Although 11,328 is a large number, we emphasize that this is best viewed as an overinclusive, upper bound that is likely influenced by assumptions that do not hold. For example, it is likely that the human-generated labels are not, in fact, high quality, meaning that many cases involving concepts that are too specific or hallucinations are not genuine false positives. In addition, WordNet’s hyponym–hypernym relationships do not always reflect colloquial uses of language. For instance, couple is considered a hyponym of group, while street is considered a hyponym of road. These words occur in many of the cases involving concepts that are too specific, although they are not typically used in ways that reflect these relationships. We similarly found that 11,539 of the 14,560 system-generated captions for CC—that is, 79%—incorrectly included at least one word in a way that is consistent with the three scenarios described above. Again, we emphasize that this is best viewed as an overinclusive, upper bound.

4.1.2 Captions that differ in the objects that are correctly mentioned. We hypothesized that after controlling for the size and location of the objects depicted in images, any differences between social groups in the objects that are correctly mentioned in captions (i.e., true positives) may be explained by stereotypes. To measure these differences, we drew on the work of Berg et al. [14]. Because this technique requires demographic annotations, we could only use it to obtain measurements for COCO. We were also restricted to considering only those social groups reflected in the demographic annotations collected by Zhao et al. [80]—that is, male and female (perceived binary gender) and darker and lighter (skin tone).

For each pair of social groups (i.e., male and female or darker and lighter), we treated stage 1 (human-generated labels) as "ground truth" and focused on only the 500 most common object types across stages 1 and 4 (system-generated captions). For each object type, we first selected the images that depict an object of that type according to the human-generated labels and that also depict a person belonging to either social group according to the demographic annotations collected by Zhao et al. [80]. We then labeled each image so as to indicate whether an object of that type is also mentioned in its system-generated caption—that is, whether the image is a true positive or a false negative. Next, we created 1,000 train–test splits of the images, using 70% for training and 30% for testing. If more than 900 of these splits yielded training datasets that contained both true positives and false negatives, we fit a set of logistic regression models for that object type—one for each train–test split where the training dataset contained both true positives and false negatives. Each model had 1,001 features, where the first 1,000 features were the sizes and locations of the 500 most common object types, including this one, thereby controlling for the size and location of all objects of those types. The last feature was the social group (e.g., male or female) of the largest person depicted in the image according to the demographic annotations collected by Zhao et al. [80]. The coefficient for this feature captures any difference between social groups in true positives for that object type; we used the set of logistic regression models to obtain confidence intervals for this coefficient. Having fit a set of logistic regression models for each of the 500 most common object types across stages 1 and 4, we restricted our focus to only those object types whose 95% confidence interval for this coefficient did not include zero. This left 23 object types when considering gender and 20 when considering skin tone. To facilitate interpretation, we ranked these object types by their models’ average accuracies for their test datasets. We found, for example, statistically significantly fewer captions that correctly include dress for people who are labeled as male according to the demographic annotations collected by Zhao et al. [80] than for people who are labeled as female. Similarly, we found statistically significantly fewer captions that correctly include tie for people who are labeled as female according to the demographic annotations collected by Zhao et al. [80] than for people who are labeled as male. Although we cannot be sure these differences are explained by stereotypes, Figure 5 contains examples of system-generated captions where dresses worn by people in the background are, perhaps rightfully, not mentioned when the people in the foreground are labeled as male and system-generated captions where ties worn by people in the foreground are not mentioned when those people are labeled as female, but are mentioned when the people in the foreground are labeled as male.

4.2 Demeaning

As described in Section 3.2, demeaning occurs when social groups are cast as being lower status and less deserving of respect [37]. We propose four techniques for measuring demeaning. The first technique focuses on cases where words that are known to be demeaning are included in captions. The second, third, and fourth techniques capture facets of demeaning that are unique to image captioning and do not occur in the context of object detection or image tagging; the second focuses on differences between social groups in whether people depicted in images are mentioned in captions, the third focuses on cases that involve particular context-specific demeaning harms (e.g., calling Black men boys), and the fourth focuses on cases where captions use identity adjectives as nouns (e.g., "the female walked into the room").

4.2.1 Captions that include demeaning words. Although our first measurement technique is conceptually simple, it is particularly challenging to implement because image captioning systems typically use open-ended vocabularies. As a result, it is impossible to manually examine all possible words that could be generated to determine which ones are indeed demeaning. To address this challenge, we relied on two word lists—one for objects and one for attributes. For objects, we used the offensive synsets in the people subtree of WordNet, as in previous research [77]; for attributes, we used those adjectives in the judgment category of van Miltenburg et al. [70]. This technique rests on the assumption that WordNet’s assignments of words to synsets are correct and the
Figure 4: Examples of system-generated captions for COCO that are likely explained by stereotypes (i.e., cases that are highly ranked according to our heuristic). These cases involve hallucinations (i.e., imageable concepts that are not depicted in the images) in bold.

Figure 5: Examples of system-generated captions for COCO where (left) dresses worn by people in the background are, perhaps rightfully, not mentioned when the people in the foreground are labeled as male and where ties worn by people in the foreground are not mentioned when the people in the foreground are labeled as female, but are mentioned when those people are labeled as male.

We hypothesized that a failure to mention people depicted in images is demeaning because it is a form of dehumanization [10, 12, 30]. Our second measurement technique therefore focuses on differences between social groups in whether people depicted in images are mentioned in captions. Because this technique requires demographic annotations, we could only use it to obtain measurements for COCO and not for CC. We restricted our focus to those images where people bounding boxes cover more than 10% of the image, thereby excluding images in which there are people depicted in the background who are genuinely not worth mentioning. For each pair of social groups (i.e., male and female captions for COCO include words that are known to be demeaning. In other words, for both datasets, VinVL generates captions that include fewer demeaning words than the human-generated captions. This is likely because state-of-the-art image captioning systems, including VinVL, generate less diverse captions than humans, as mentioned in Section 2.1.4

4.2.2 Captions that differ in whether people depicted in images are mentioned. We hypothesized that a failure to mention people depicted in images is demeaning because it is a form of dehumanization [10, 12, 30]. Our second measurement technique therefore focuses on differences between social groups in whether people depicted in images are mentioned in captions. Because this technique requires demographic annotations, we could only use it to obtain measurements for COCO and not for CC. We restricted our focus to those images where people bounding boxes cover more than 10% of the image, thereby excluding images in which there are people depicted in the background who are genuinely not worth mentioning. For each pair of social groups (i.e., male and female
or darker and lighter), we treated stage 1 (human-generated labels) as “ground truth” and assessed whether people belonging to those social groups according to the demographic annotations collected by Zhao et al. [80] are mentioned in the system-generated captions, calculating the fraction of images in which they are not mentioned. We found, for example, that the 95% confidence interval for the difference between darker and lighter was .0113 ± .0157. We repeated these steps for stage 2 (system-generated labels) and stage 3 (human-generated captions), again treating stage 1 as “ground truth,” and found that their 95% confidence intervals were .0022 ± .0067 and .0003 ± .0069, respectively. None of these differences are statistically significant, although we note that the human-generated captions yielded the smallest difference between darker and lighter, while the system-generated captions yielded the largest, suggesting that the system as a whole may be amplifying demeaning harms [75].

Because we do not have access to human-generated labels for CC, we instead treated stage 3 (human-generated captions) as ground truth and assessed whether people mentioned in the human-generated captions are also mentioned in the system-generated captions, regardless of their social groups, calculating the fraction of images in which they are not mentioned. Although we found some cases in which people mentioned in the human-generated captions are not mentioned in the system-generated captions—that is, possible demeaning harms—we also found that there are many cases in which our assumptions do not hold, leading to incorrect measurements. In Figure 7, the top three images do indeed depict people who are not mentioned in the system-generated captions. However, the bottom three images all reflect different ways in which our assumptions do not hold. In the first, our assumption that each word’s most common synset is the right one to use does not hold because pop has been converted to the synset that represents a father. As a result, it appears as if the human-generated caption mentions a person, although this is not the case. In the second image, our assumption that the human-generated captions are high quality does not hold because the human-generated caption for this image refers to the person who posted the image. In the third image, our assumption that there is a “correct” way to caption an image does not hold because the image is an abstract painting that allows for many reasonable interpretations.

4.2.3 Captions that involve context-specific demeaning harms. Measuring the extent to which captions involve particular context-specific demeaning harms is challenging because of the amount of contextual and historical knowledge required to identify such harms. As a result, our third measurement technique requires human input and cannot be fully automated. Drawing on previous research and recent situations where such harms have been caused by systems deployed in the real world, we focus on four context-specific demeaning harms: the first is calling Black men boys [25],

the second is calling women girls [41], the third is incorrectly mentioning a weapon in the caption for an image of someone who is Black,10 and the fourth is calling Black people animals [28]. By focusing on these harms, we do not intend to overemphasize demeaning harms that are already widely known, but rather to demonstrate how to leverage existing knowledge.

For COCO, we identified cases where captions involve context-specific demeaning harms by treating stage 1 (human-generated labels) as “ground truth.” Because we do not have access to human-generated labels for CC, we treated stage 3 (human-generated captions) as “ground truth.” We found that 27 of the system-generated captions for COCO and 45 of the system-generated captions for CC involve one or more of the four context-specific demeaning harms described above. Interestingly, we found that 178 of the human-generated captions for COCO involve one or more of these context-specific demeaning harms. For both datasets, calling women girls [41] is more prevalent than the other three harms described above, although this may be because there are substantially fewer images of Black people than there are images of women.

4.2.4 Captions that use identity adjectives as nouns. Using an identity adjective as a noun (e.g., “the female walked in the room”) is demeaning because it reduces the person in question to that aspect of their identity. Our fourth measurement technique therefore focuses on cases where captions use identity adjectives as nouns. For our analysis, we restricted our focus to the use of female to describe a woman. We used NLTK’s part-of-speech tagger [17] to identify such cases. We found that none of the system-generated captions for COCO involve the use of female to describe a woman, while two of the system-generated captions for CC involve the use of female to describe a woman. Interestingly, we found that 33 of the human-generated captions for COCO involve the use of female to describe a woman, while nine of the human-generated captions for CC involve the use of female to describe a woman. This is likely because VinVL generates less diverse captions than humans.

Figure 8 contains examples of human-generated captions (H) and system-generated captions (S) for CC that use female to describe a woman. The first example is especially interesting because it uses man and female, rather than man and woman. In the last example, the part-of-speech tagger has incorrectly tagged female as a noun.

5 DISCUSSION

5.1 Reflections

In this paper, our goal was not to audit a particular image captioning system (in this case VinVL) but rather to develop appropriate measurement techniques for doing so, in turn providing us with an opportunity to reflect on the many challenges involved. Despite

---

10See https://algorithmwatch.org/en/google-vision-racism/. We note that this is also a stereotyping harm, as mentioned in Section 4.1.
Figure 7: Examples from CC where people mentioned in the human-generated captions (denoted by the prefix H) are not mentioned in the system-generated captions (denoted by the prefix S). The top three images do indeed depict people who are not mentioned in the system-generated captions, while the bottom three images reflect different ways in which our assumptions do not hold.

Figure 8: Examples of human-generated captions (H) and system-generated captions (S) for CC that use female to describe a woman.

our best efforts to develop normatively grounded measurement techniques that are well-tailored to the unique characteristics of image captioning, our analysis demonstrates that this is a very difficult task and that numbers never tell the full story. We did not find evidence of any particularly surprising representational harms, although we note that this may be because of the coverage of COCO and CC. For example, if COCO contains no images that depict a particular scenario, then the measurements we obtained using COCO reveal nothing about the captions an image captioning system would generate for images that do depict that scenario. We did, however, show what it looks like to attempt to measure representational harms caused by image captioning systems. This leads us to argue that developing measurement techniques should be an iterative process that explores the various ways that different types of harms can manifest. Ideally this iterative process would be participatory, incorporating the lived experiences of people who have been or could be harmed by image captioning systems, and we suggest this as an important avenue to explore in future work. Finally, we emphasize that the real world is messy and representational harms are not defined by categorical maxims but rather by nuanced, extrinsic factors that reflect historical disparities. As a result, any measurement approach necessarily involves making assumptions that may not always hold, thereby threatening the validity and reliability of the resulting measurements. We therefore aimed to be as transparent as possible about our assumptions throughout.

5.2 Potential Mitigation Techniques

Our measurement approach depends on a framework of four stages, depicted in Figure 3. By treating different stages as “ground truth” for one another, we can better understand where harms arise, in turn enabling us to understand which mitigation techniques might be most effective. Below we describe some of the mitigation techniques suggested by our analysis. Just as many of our measurement techniques cannot be fully automated, the same is true for these mitigation techniques.

First, if we find evidence of a harm at stage 3 (human-generated captions), treating stage 1 (human-generated labels) as “ground truth,” then one possible mitigation technique would be to obtain new human-generated captions and retrain the system. However, we note that for this mitigation technique to be effective, it should be undertaken with care.

Second, if we find evidence of a harm at stage 4 (system-generated captions), treating any other stage as “ground truth,” then mitigation techniques that target the natural language model are worth exploring. In some cases, such as where words that are known to be demeaning are included in system-generated captions, it may be possible to remove or replace parts of the captions. However, this technique is challenging to implement for both technical and normative reasons. Although adjectives can be removed or replaced without breaking the grammar of a sentence, removing or replacing other parts of speech may require the sentence to be rewritten. In addition, replacing a word is a non-trivial task that can be done during training, during inference, or as a postprocessing step, each of which has different pros and cons. We also note that using word lists to determine which words to remove or replace can cause erasing harms. This is because some words are only harmful in particular contexts or when used by particular people (e.g., twink) [13]. Removing or replacing these words means they cannot be used at all. This challenge is well discussed in the literature on hate speech [27, 48, 55].

Third, if we find evidence of a harm at either stage 2 (system-generated labels) or stage 4 (system-generated captions), then mitigation techniques involving changes to the computer vision model, the natural language model, the system as a whole, or the training approach may be effective. This is particularly appropriate when it is not possible to obtain new human-generated labels or human-generated captions due to external constraints [36]. Depending on the type of harm to be mitigated, possible changes include focusing
on the correct parts of an image [45], being less susceptible to spurious correlations [74], being better at handling long-tailed label distributions [65], and generating more diverse captions [47].

Finally, some mitigation techniques are unique to particular harms. For example, when mitigating context-specific demeaning harms, it is possible to raise the threshold for mentioning animals when an image also depicts people [76]. That said, we caution against developing mitigation techniques that are narrowly targeted at one particular technique for measuring a harm unless other measurement techniques are also used to assess those mitigation techniques’ effectiveness.

6 CONCLUSION

In contrast to previous research, which has largely considered the fairness of image captioning systems through the under-specified lens of “bias,” we presented a set of techniques for measuring five types of representational harms caused by image captioning systems, as well as the resulting measurements obtained for COCO [21] and CC [60] using the VinVL image captioning system [79]. Throughout, we discussed the assumptions underlying our measurement approach and pointed out when they did not hold. We demonstrated that developing normatively grounded measurement techniques that are well-tailored to the unique characteristics of image captioning is a very difficult task. That said, we emphasize that we must resist the temptation to measure only those properties or behaviors that are easy to measure.
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