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Optomechanical accelerometers promise quantum-limited readout, high detection bandwidth, self-calibration, and radiation pressure stabilization. We present a simple, scalable platform that enables these benefits with nano-g sensitivity at acoustic frequencies, based on a pair of vertically integrated Si$_3$N$_4$ membranes with different stiffnesses, forming an optical cavity. As a demonstration, we integrate an ultrahigh-Q(>10$^6$), millimeter-scale Si$_3$N$_4$ trampoline membrane above an unpatterned membrane on the same Si chip, forming a finesse $\mathcal{F} \approx 2$ cavity. Using direct photodetection in transmission, we resolve the relative displacement of the membranes with a shot-noise-limited imprecision of 7 fm/√Hz, yielding a thermal-noise-limited acceleration sensitivity of 562 ng/√Hz over a 1 kHz bandwidth centered on the fundamental trampoline resonance (40 kHz). To illustrate the advantage of radiation pressure stabilization, we cold damp the trampoline to an effective temperature of 4 mK and leverage the reduced energy variance to resolve an applied stochastic acceleration of 50 ng/√Hz in an integration time of minutes. In the future, we envision a small-scale array of these devices operating in a cryostat to search for fundamental weak forces such as dark matter.

Cavity optomechanical (COMS) accelerometers employ a micromechanical oscillator as a test mass and an optical microcavity for displacement-based readout. Key advantages over micro-electromechanical (MEMS) accelerometers—stemming from the small wavelength of optical fields—include quantum-limited readout, ultrahigh bandwidth; and absolute, traceable calibration [1–3]. An added feature is radiation pressure back-action, which in principle can enhance sensor performance by leveraging optical stiffening and damping effects. Both have been studied extensively in the field of cavity optomechanics [4]; however, the predominant use of stiff, radiofrequency nanomechanical resonators in these studies precluded their application to inertial sensing.

First generation COMS accelerometers used delicate nanofabrication and micro-assembly techniques to monolithically integrate a relatively large, acoustic frequency test mass with an optical microcavity. Krause et. al. [1] fabricated a millimeter-scale Si$_3$N$_4$ nanobeam in the near field of a 1-D photonic crystal (PtC) cavity, and demonstrated a shot-noise-limited acceleration sensitivity of 10 μg/√Hz over a bandwidth of 25 kHz. Guzman et. al. [2] achieved similar performance by fixing a fiber cavity to a centimeter-scale silica test mass. More recently, Zhou et. al. [3] formed a flip-chip COMS accelerometer by sandwiching a micro-mirror against a mass-loaded Si$_3$N$_4$ membrane, enabling sub-μg sensitivity over several kHz, limited entirely by thermal motion of the test mass.

Here we explore a new platform for COMS accelerometer based on a pair of vertically integrated, unloaded Si$_3$N$_4$ membranes with different stiffnesses, forming an optical cavity. Devices based on this platform are exceptionally easy to fabricate and give access to a panoply of tools developed for Si$_3$N$_4$ membranes over the last decade, including frequency tuning [6], PtC patterning (to increase the membrane’s reflectivity) [7], and access to ultrahigh-Q flexural modes via mode-shape and strain engineering [8, 9]. Using a simple trampoline-on-membrane (“TOM”) design as an illustration, we demonstrate a $f \sim 10$ kHz, $m \sim 10$ ng test mass with a $Q$-$m$ product of milligrams. In this unique parameter regime, the test mass exhibits a sub-μg thermal acceleration and at the same time is highly sensitive to radiation pressure. We exploit this feature to cold damp the test mass to several millikelvin, and show how this cooling can be used to detect $\sim 10$ ng/√Hz incoherent accelerations.

We note that, besides the study of radiation pressure enhanced sensing, development of this platform is motivated by recent proposals to search for weak stochastic accelerations in the acoustic frequency band due to fundamental phenomena such as spontaneous wavefunction collapse and ultralight dark matter [10, 11]. These searches can benefit from small-scale arrays of cryogenic optomechanical accelerometers, which call for a simplified approach relative to current technology.

**Device concept.** The concept behind our approach is illustrated in Fig. 1. Two dielectric membranes with different stiffnesses are fabricated on opposite sides of the
same substrate. (Our membranes are Si3N4 and the substrate is Si; however, the concept is agnostic to material.)

As summarized in Fig. 2, we conducted a series of experiments to characterize the performance of the TOM device as an accelerometer. For these experiments, the device was housed in a high vacuum (< 10^-7 mbar) chamber and probed through a viewport with a tunable diode laser (Newport TLB-6716) centered at λ ≈ 850 nm. The laser was intensity-stabilized using an electro-optic modulator to −154 dBc, corresponding to a shot-noise-limited power of 1 mW. For readout, the transmitted field was directed to a low noise photodetector (Newport PDA36A) and the photocurrent was recorded with a 24-bit digitizer (National Instruments PXI-4462).

We first studied the performance of the TOM device as an optical cavity, by recording its transmission T versus laser wavelength λ as shown in Fig. 2a. Comparing to the

Trampoline-on-membrane (TOM) accelerometer - To explore the double-membrane accelerometer concept, we fabricated the device shown in Fig. 1c, consisting of a 2.5 × 2.5 mm^2, 75-nm-thick Si3N4 “trampoline” suspended opposite a square membrane of similar dimensions on a 0.2 mm thick Si chip (see Methods). Si3N4 trampolines have been studied before as local force sensors [9]. Here, instead, the trampoline serves as a test mass for acceleration of the chip, to which the relatively stiff square membrane is rigidly attached. The trampoline we study has a 200-μm-wide pad and 4-μm-wide tethers, with fillets tailored to optimize the suspension's stiffness and the effective mass and Q factor of the trampoline [9, 13]. For these dimensions, the fundamental resonance frequency of the trampoline is ω1 = 2π × 40 kHz, the fundamental resonance frequency of the underlying square membrane is ω2 = 2π × 180 kHz, and the effective mass and Q factor of the trampoline are m1 = 12 ng and Q1 = 1.1 × 10^7, respectively, implying a thermal acceleration sensitivity of √S^th_a = 0.56 μg/√Hz.

As summarized in Fig. 2, we conducted a series of experiments to characterize the performance of the TOM device as an accelerometer. For these experiments, the device was housed in a high vacuum (< 10^-7 mbar) chamber and probed through a viewport with a tunable diode laser (Newport TLB-6716) centered at λ ≈ 850 nm. The laser was intensity-stabilized using an electro-optic modulator to −154 dBc, corresponding to a shot-noise-limited power of 1 mW. For readout, the transmitted field was directed to a low noise photodetector (Newport PDA36A) and the photocurrent was recorded with a 24-bit digitizer (National Instruments PXI-4462).

We first studied the performance of the TOM device as an optical cavity, by recording its transmission T versus laser wavelength λ as shown in Fig. 2a. Comparing to the
Airy-function $T(\lambda) = (1 + F \sin^2(4\pi nd/\lambda))^{-1}$, we infer an effective membrane spacing of $d = 201 \mu m$ and a finesse coefficient of $F = 4R/(1 - R)^2 = 2$. These values agree well the specified Si chip thickness and the predicted membrane reflectivity of $R \approx 0.27$ based on a refractive index of $n = 2.0$, implying that the dual-membrane etalon behaves like an impedance-matched Fabry-Perot cavity with a finesse $F \approx \pi \sqrt{2}/2 \approx 2.2$.

We then attempted to characterize the acceleration susceptibility $\chi(\omega)$ of the TOM device, using driven response measurements. To record displacement $x$, the laser was tuned to the side of the fringe (red circle in Fig. 2a) and the transmitted power was monitored in real-time. A piezo located beneath the chip was used to apply a sinusoidal test acceleration. To estimate the resonant response, a ringdown measurement was performed by transiently exciting the trampoline, yielding $Q = 1.1 \times 10^7$ as shown in Fig. 1b. (We note this $Q$ was degraded 4-fold due to dust settling on the sample, but otherwise agrees with dissipation dilution simulations.) The broadband susceptibility was characterized as shown in Fig. 1c by performing a swept-sine measurement. To account for structural resonances of the chip and the piezo, for this measurement, the trampoline-membrane displacement $x$ was normalized to an independent homodyne measurement of the square membrane’s displacement $x_2$. We found that the broadband susceptibility agrees qualitatively well with Eq. 2; however, only over a fractional bandwidth of $\sim 20\%$ near the trampoline resonance is it free from spurious features. As the device was designed especially for resonant sensing, we focus on this region for the remainder of this report.

In Fig. 3 we present measurements characterizing the acceleration sensitivity of the TOM device, focusing on a 15 kHz wide frequency window centered on the trampoline resonance. We first note that, while low finesse, the high ideality of the dual-membrane cavity makes it well suited to quantum-limited displacement readout. We confirmed this as shown in Fig. 3a by recording the spectral density of the side-of-fringe photocurrent for several different transmitted optical powers $P_{out}$ [12]. To calibrate each spectrum in displacement units, the integral under the thermal noise peak at 40 kHz is normalized to $\langle x^2 \rangle = k_BT/(m\omega_1^2)$ (photothermal heating was not observed at our operating powers [13]). In Fig. 3b, the noise floor is compared to the quantum noise model [12]

$$S_{x,\text{imp}} = \frac{hc\lambda}{6\eta P_{\text{out}}F^2}$$  \hspace{1cm} (5)

At low powers, $P_{\text{out}} \lesssim 1\text{ mW}$, the noise floor agrees well with the quantum noise model with an efficiency $\eta \approx 33\%$. At high powers, $P_{\text{out}} > 1\text{ mW}$, the noise floor saturates to an extraneous level of $\sqrt{S_{x,\text{imp}}} \approx 7 \times 10^{-15}/\sqrt{\text{Hz}}$, consistent with the noise floor of our laser intensity servo.

Chip acceleration spectra inferred from the displacement measurements in Fig. 3a are shown in Fig. 3c. Each acceleration spectrum is obtained by dividing the
displacement spectrum by the model transfer function $|\chi(\omega)|^2$. The observed inverted lineshape has two components: thermal motion of the trampoline, which masquerades as a frequency-independent chip acceleration (solid gray line), and imprecision noise, which has the shape of the inverse susceptibility (dashed gray line). The intersection of these components defines the bandwidth over which the measurement is thermal noise-limited (gray shaded region), and is approximately the product of which the mechanical damping rate $\gamma = \omega_1/Q$ and the peak thermal-to-imprecision-noise ratio \cite{12}

$$\Delta \omega \approx \gamma \sqrt{\frac{S_{th}(\omega_1)}{S_{imp}}}.$$ \hfill (6)

As shown in Fig. 3c, $\Delta \omega$ increases with power as long as the readout is shot noise limited, ultimately saturating at $\Delta \omega \approx 2\pi \cdot 1$ kHz due to extraneous noise. Over this range, we infer a thermal-noise-limited acceleration sensitivity of $S_{th} = 0.6 \mu g/\sqrt{Hz}$ based on the trampoline $Q\cdot m$ product. A moderate increase in the finesse, to $F = 100$ (e.g. using a PtC membrane \cite{7}), could in principle extend this sensitivity to baseband ($\Delta \omega \approx \omega_1$). On the other hand, remarkably, the large resonant thermal motion of the trampoline $S_{th}^2(\omega_1) = 4k_B T Q m_w c^2 = (9.8 \cdot 10^4 \text{ Nm})^2$ implies that thermal noise limited measurements $\Delta \omega > \gamma$ are possible with as little as femtowatts of optical power in the current Fresnel reflection ($F \approx 1$) arrangement.

Radiation-pressure-enhanced accelerometry- The preceding results show that a pair of high $Q$ Si$_3$N$_4$ membranes can be used realize an optomechanical accelerometer with sub-$\mu g$ sensitivity over a bandwidth of kilohertz, using milliwatts of optical power. We now turn our attention to a unique opportunity afforded by the simultaneous high force sensitivity of the membranes, which enables their intrinsic mechanical susceptibility to be overwhelmed by radiation pressure back-action, leading to optical stiffening and damping \cite{4}. Previous work on COM accelerometers cited radiation pressure back-action as a future tool for enhanced sensing \cite{1}. For example, optical damping might be used to rectify instabilities and nonlinearities, yielding improved dynamic range; and optical stiffening might be used to increased bandwidth (by frequency scanning) or sensitivity (via loss dilution). However, the use of relatively large, low $Q$ test masses, and a focus on baseband acceleration sensing, has limited the implementation of these proposals to date.

The TOM device was designed with radiation pressure in mind as a tool for incoherent acceleration sensing, inspired by recent proposals to search for a weak inertial force produced by ultralight dark matter \cite{10, 11}. Towards this end, we follow the approach of Gavartin et al. \cite{14} to show that radiation pressure cold-damping (feedback cooling) can be used to reduce the resolving time for an incoherent acceleration measurement. The strategy of \cite{14} involves using Bartlett’s method to estimate the area of the thermal noise peak, which is proportional to $S_{th}^2$. The standard deviation of the estimate $\Delta \langle x^2 \rangle$ determines to the smallest incoherent acceleration that can be resolved atop thermal noise, viz.

$$S_{th}^{\min}(\tau, \gamma_{eff}) = \frac{\Delta \langle x^2 \rangle}{\int_{-\infty}^{\infty} |\chi(\omega)|^2 d\omega / 2\pi} \approx \frac{S_{th}^2}{(\gamma_{eff}\tau)^{1/2}} \hfill (7)$$
where $\tau$ is the measurement time, and $\gamma_{\text{eff}}$ and $T_{\text{eff}}$ are the effective damping rate and temperature of the mechanical mode, respectively, satisfying $\gamma_{\text{eff}} T_{\text{eff}} = \gamma T$ for cold damping [12]. Eqs 6 and 7 imply that $\tau$ can be reduced by as much as the initial signal-to-noise ratio $\sqrt{S_x^b/|\omega|}/S_x^{\text{imp}}$ by cold-damping to the noise floor, $\gamma_{\text{eff}} = \Delta\omega$. While this result has been shown to only recover the performance of an optimal Wiener filter estimation strategy [15], it holds a practical advantage in that the Wiener filter must approximate the intrinsic mechanical susceptibility [16], a task which is difficult to accomplish electronically.

In Fig. 4, we present an experiment demonstrating incoherent acceleration sensing at the level of $50\,\text{ng/\sqrt{Hz}}$ by cold-damping the fundamental trampoline mode of the TOM device. The radiation pressure damping force, $F_{\text{RP}} = -G\gamma_0 \dot{x}$, is supplied by a secondary $\lambda \sim 650\,\text{nm}$ laser whose amplitude is modulated with a phase-shifted copy of the photosignal using a pre-amplifier (Stanford Research Systems SR560) and a delay line. The increased net damping, $\gamma = (1 + G)\gamma_0$, reduces the effective temperature of the flexural mode from room temperature $T_0 = 300\,\text{K}$ (i.e., $\langle n \rangle = k_B T_0/\hbar \omega_1 \approx 1.4 \times 10^8\,\text{thermal phonons}$) to an effective temperature of [17]

$$T = \frac{1}{1 + G} T_0 + \frac{G^2}{(1 + G)} T_{\text{imp}} \geq 2\sqrt{T_0 T_{\text{imp}}} \quad \text{(8)}$$

where $T_{\text{imp}} = T_0 BS_x^{\text{imp}}/S_x^{\text{imp}(\omega_0)}$ is the effective measurement temperature [17]. As shown in Fig. 4b, $S_x^{\text{imp}} = 7\,\text{fm/\sqrt{Hz}}$ allows us to cool the mode to $T \approx 4\,\text{mK}$ ($\langle n \rangle \approx 2.4 \times 10^3$) using an optimal gain of $G = 1.4 \times 10^5$. Applying the area estimation method for a variety of intermediate gains, we confirmed that $\sqrt{S_x^{\text{imp}}} \propto (G\tau)^{-1/4}$ as shown in Figs. 4c and 4d. At the optimal gain setting, a apparent acceleration resolution of $\sqrt{S_x^{\text{imp}}} \approx 50\,\text{ng/\sqrt{Hz}}$ was achieved with a measurement time of 200 seconds, limited by the onset of drift in experimental controls [12].

Finally, as a demonstration, we used a piezo to apply a $\sim 180\,\text{ng/\sqrt{Hz}}$ incoherent acceleration to the chip, smaller than the thermal acceleration by a factor of $\sim 3$. As shown in Figs. 4e and 4f, the area averaging technique was used to estimate the total noise with feedback gains of $G \sim 10$ and $G \sim 10^5$, respectively. Shaded regions highlight the uncertainty of the estimate. For lower gain (Fig. 4e), it takes visibly longer ($\sim 100\,\text{s}$) to resolve the external acceleration noise from thermal noise. For higher gain (Fig. 4f), the resolving time is significantly smaller ($\sim 1\,\text{s}$); however, the signal-to-noise (the vertical distance between the red and blue data) remains unchanged since the feedback is linear.

Summary and outlook: We have presented a platform for optomechanical accelerometry based on a pair of vertically integrated $\text{Si}_3\text{N}_4$ membranes with different stiffnesses, forming an optical cavity. Devices based on this platform are simple to fabricate, can achieve sub-$\mu\text{g}$ sensitivity over a bandwidth of kilohertz, and can actively controlled used radiation pressure feedback. As a proof-of-principle, we studied a “trampoline-on-membrane” device in which a 40 kHz nanotrampoline with a $Q\cdot\text{m}$ product of 100 mg was integrated opposite a 150 kHz square membrane on a common $200\,\mu\text{m}$ Si chip, forming a finesse $\mathcal{F} \approx 2\,\text{cavity}$. Despite its low finesse, the high ideality of the cavity enabled shot-noise-limited readout of the membrane separation at the level of $\text{fm/\sqrt{Hz}}$, yielding sensitivity to sub-$\mu\text{g/\sqrt{Hz}}$ chip accelerations over a bandwidth of 1 kHz centered at the trampoline resonance, limited by thermal noise. Radiation pressure feedback was then used to cool the trampoline’s fundamental vibration to an effective temperature of $4\,\text{mK}$. While not affecting the acceleration sensitivity, we confirmed that cold-damping enables emulation of an optimal filter, allowing us to resolve externally applied chip accelerations at the level of $50\,\text{ng/\sqrt{Hz}}$ in a integration time of 200 sec. In the future, we envision integrating PtC mirrors [18] into the membranes to achieve $\mathcal{F} \sim 100$; in principle this will enable a 100-fold reduction in displacement noise, extending thermal-noise-limited acceleration sensitivity to baseband. Operating the device in a dilution refrigerator would ensure quantum back-action limited acceleration measurements [10] and give access to sensitivities relevant for fundamental weak forces tests. For example, fixing the device to a germanium or beryllium base would give access to equivalence-principle violating (material-dependent) accelerations hypothetically produced by dark photon dark matter [10].

I. METHODS

Fabrication of the TOM device is simple and scalable: Starting with a double-side polished Si wafer, $\text{Si}_3\text{N}_4$ is deposited on both sides using laser plasma chemical vapor deposition, the trampoline is patterned on one side using photolithography, and the double-membrane structure is released with a single KOH wet-etch step, the square membrane serving as both an etch stop and a turbulence shield (removing the need for critical point drying). Similar structures have been fabricated with embedded PtC mirrors [18], and a straightforward extension to PtN membranes [8, 19] is conceivable, including arrays of such structures distributed over a wafer.
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I. DISPLACEMENT SENSITIVITY

The sensitivity of the optical displacement readout depends on the transduction factor \( \partial i / \partial x \) from a small change \( x \) in relative displacement between the cavity’s mirrors to a corresponding change in the detection photocurrent \( i \), which is proportional to the optical power on the detector. In the ideal case, the photocurrent is free of technical noise and limited only by optical shot noise (“quantum noise”). In this section, we derive the expected theoretical limits to shot-noise-limited displacement sensitivity for a direct transmission measurement, illustrated in Figure 2a of the main text.

Consider a direct detection measurement with input power \( P_{\text{in}} \), such that the transmitted power incident on the detector is

\[
P_{\text{out}} = \zeta T(x, \lambda) P_{\text{in}} \tag{1}
\]

where \( \zeta \) is an overall loss factor due to systematic losses and \( T \) is the transmission of the dual membrane etalon. Modeling the etalon as a Fabry-Pérot cavity gives

\[
T = \frac{1}{1 + F \sin^2(\delta)} \tag{2}
\]

where \( F \) is the coefficient of cavity finesse, \( \delta \equiv 2\pi(L + x)/\lambda \) is the round trip intracavity phase shift, \( L \) is the nominal membrane separation (including the optical path length of the membranes), \( x \) is the relative membrane displacement, and \( \lambda \) is the wavelength of the optical field. Fluctuations of \( P_{\text{out}} \) could be either due to displacement fluctuations or intensity shot-noise. The latter is given by the single-sided power spectral density (PSD)

\[
S_P^\text{out}(\omega) = \frac{2hc}{\lambda} P_{\text{out}} \tag{3}
\]

In the adiabatic limit, the apparent displacement (“displacement imprecision”) due to shot noise is therefore

\[
S_x^\text{imp}(\omega) \approx \left( \frac{dP_{\text{out}}}{dx} \right)^2 S_P^\text{out}(\omega) \tag{4}
\]

where

\[
\frac{\partial P_{\text{out}}}{\partial x} = \zeta P_{\text{in}} \frac{\partial T(x, \lambda)}{\partial x} \tag{5}
\]

For a given input power, the shot noise equivalent displacement is minimized when the derivative of the transmission fringe is maximum, that is, on the side of the fringe. Accordingly, we choose a wavelength such that \( \left| \frac{\partial T}{\partial x} \right| \) and thus, also, \( \left| \frac{\partial P}{\partial x} \right| \) is maximized.

To simplify, Eq. 5 can be re-expressed in terms of the output power

\[
\frac{\partial P_{\text{out}}}{\partial x} = P_{\text{out}} \frac{\partial T}{T} \tag{6}
\]

For \( F \gg 1 \) and \( \delta \ll 1 \) (near-resonance), the transduction factor \( \left| \frac{\partial T}{\partial x} \right| \) is maximized for \( \delta = \pm 1/\sqrt{3F} \), leading to \( T \left| \frac{\partial T}{\partial x} \right|^{-1} = (\lambda/\pi)/\sqrt{3F} \). The resulting expression for the displacement imprecision is

\[
S_x^\text{imp} \approx \frac{4hc\lambda}{3\pi P_{\text{out}} F} \approx \frac{hc\lambda}{6P_{\text{out}} F^2} \tag{7}
\]

where we have substituted \( F \) with the finesse \( F = \frac{\pi}{2} \sqrt{F} \).

(We note that Eq. 7 is valid to within 10% for \( F > 2 \).)

Finally, we note that \( P_{\text{out}} \) must account for detection inefficiency; this may be incorporated explicitly by letting \( P_{\text{out}} \rightarrow \eta P_{\text{out}} \), with \( 0 \leq \eta \leq 1 \).

II. SENSITIVITY BANDWIDTH

For measurements shown in Fig. 3 of the main text, the acceleration sensitivity is highest at Fourier frequencies near mechanical resonance, where thermal noise overwhelms imprecision noise. The sensitivity bandwidth \( \Delta \omega \) is defined as the range of frequencies over which the total acceleration noise is within 3 dB of the minimum (on-resonance) noise. Here we formalize this concept.

Following Eq. 1-3 of the main text, we first define the noise-equivalent chip acceleration as

\[
S_a(\omega) = S_{a}^{\text{th}}(\omega) + \beta^2[\left(\omega_0^2 - \omega^2\right)^2 + (\omega_\gamma)^2]S_x^\text{imp} \tag{8}
\]
where $\beta$ is a modal participation factor described in the main text and defined below.

On resonance, the total acceleration noise is minimized, attaining a value

$$ S_a(\omega_0) = S_a^{\text{th}} + (\omega_0 \gamma)^2 S_a^{\text{imp}}. \quad (9) $$

The sensitivity bandwidth $\Delta \omega$ is defined such that

$$ S_a(\omega_0 + \Delta \omega/2) \approx 2S_a(\omega_0) \quad (10) $$

Combining Eq. 8 and 10 and assuming $\Delta \omega \ll \omega_0$ gives

$$ S_a^{\text{th}}(\omega_0) + [(\omega_0 \Delta \omega)^2 + (\omega_0 \gamma)^2] S_a^{\text{imp}} = 2S_a^{\text{th}}(\omega_0) + 2(\omega_0 \gamma)^2 S_a^{\text{imp}}. \quad (11) $$

yielding

$$ \Delta \omega \approx \gamma \sqrt{\frac{S_a^{\text{th}}}{S_a^{\text{imp}}}} \left( \frac{1}{\omega_0 \gamma} \right)^2 + 1 \quad (12a) $$

$$ = \gamma \sqrt{\frac{S_a^{\text{th}}(\omega_0)}{S_a^{\text{imp}}}} + 1 \quad (12b) $$

$$ \approx \gamma \sqrt{\frac{S_a^{\text{th}}(\omega_0)}{S_a^{\text{imp}}}}. \quad (12c) $$

The final approximation assumes the resonant thermal noise is much larger than the imprecision noise, which is valid for our high-$Q$, room-temperature nanomembrane.

We note that Eq. 12c implies that the sensitivity-bandwidth product $\sqrt{S_a^{\text{imp}} \Delta \omega}$ is power-independent, as observed in Figs. 3b and 3d.

### III. MEMBRANE DRIVEN BY AN ACCELERATION FIELD

#### A. Modal participation factor

For accelerometers utilizing a rigid-body test mass (a 1D mass on a spring), base acceleration $a(t)$ leads to a spring compression $x$ following the equation of motion.

$$ \ddot{x} + \gamma \dot{x} + \omega_0^2 x = a \quad (13) $$

By contrast, deformation of a membrane in response to base acceleration depends on its mode-shape. To see this, consider a membrane in the $y$-$z$ plane subject to an acceleration field $a(y, z, t)$ in the $x$ direction. This is equivalent to driving each differential mass element in the membrane with a force $dF = adm = a(x, y) \rho h dx dy$, where $\rho$ is the mass density and $h$ is the membrane thickness. Neglecting dissipation, the membrane displacement profile $u(x, y, t)$ then obeys the equation of motion

$$ \rho \ddot{u} + \sigma \nabla^2 u = \rho a \quad (14) $$

Eq. 14 can be solved by first considering homogeneous ($a = 0$) solutions of the form

$$ u(x, y, t) = \phi(x, y) \eta(t) \quad (15a) $$

$$ \nabla^2 \phi + k^2 \phi = 0 \quad (15b) $$

$$ \ddot{\eta} + \omega^2 \eta = 0 \quad (15c) $$

$$ \omega^2 + (\sigma/\rho) k^2 = 0 \quad (15d) $$

These are vibrational modes with shapes $\phi(x, y)$ and frequencies $\omega$. For a square membrane of width $L$, e.g.

$$ \phi_{ij}(x, y) = \sin \left( \frac{i \pi x}{L} \right) \sin \left( \frac{j \pi y}{L} \right) \quad (16a) $$

$$ k_{ij} = \frac{\pi}{L} \sqrt{i^2 + j^2} \quad (16b) $$

$$ \omega_{ij} = \frac{\pi}{L} \sqrt{\frac{2 \pi}{\rho} \frac{i^2 + j^2}{2}} \quad (16c) $$

Now assume a general solution to (14) of the form

$$ u(x, y, t) = \sum_{ij} \phi_{ij}(x, y) \eta_{ij}(t) \quad (17) $$

Invoking orthogonality of the mode shapes

$$ \int \phi_{ij} \phi_{i'j'} dx dy \propto \delta_{ii'} \delta_{jj'} \quad (18) $$

gives

$$ \ddot{\eta}_{ij}(t) + \omega^2_{ij} \eta_{ij}(t) = a_{ij}(t) \quad (19) $$

where

$$ a_{ij}(t) = \frac{\int \phi_{ij}(x, y) a(x, y, t) dx dy}{\int \phi_{ij}^2(x, y) dx dy} \quad (20) $$

is the generalized acceleration of mode $ij$.

For an acceleration field with a constant shape $a(x, y, t) = \phi_a(x, y) a(t)$, Eq. 19 simplifies to

$$ \ddot{\eta}_{ij}(t) + \omega^2_{ij} \eta_{ij}(t) = \beta_{ij} a(t) \quad (21) $$

where

$$ \beta_{ij} = \frac{\int \phi_{ij}(x, y) \phi_a(x, y) dx dy}{\int \phi_{ij}^2(x, y) dx dy} \quad (22) $$

is the modal “participation” factor.

Base acceleration corresponds to a uniform ($\phi_a = 1$) acceleration field. In this case, for a square membrane

$$ \beta_{ij}^{eq} = \begin{cases} \left( \frac{\pi}{L} \right)^2 \frac{1}{i^2 + j^2} & i \land j \in 1, 3... \\ 0 & i \lor j \in 2, 4... \end{cases} \quad (23) $$

For the fundamental mode of trampoline with vanishingly narrow tethers and a pad width much smaller than the tether length (approximating our device, shown in Fig. 2b), Eq. 22 implies $\beta \approx 1$. 
B. Thermal noise

Thermal motion can be modeled by adding ad-hoc damping and Langevin terms to (19), viz.

\[ \ddot{\eta}_{ij} + \gamma_{ij} \dot{\eta}_{ij} + \omega_{ij}^2 \eta_{ij} = a_{ij} + a_{ij}^{th} \]  

(24)

where

\[ a_{ij}^{th} = \sqrt{2k_B T \gamma_{ij}/m_{ij}} \xi(t) \]  

(25a)

\[ \langle \xi(t) \rangle = 0 \]  

(25b)

\[ \langle \xi(t) \xi(t + \tau) \rangle = \delta(\tau) \]  

(25c)

\[ m_{ij} = \int \rho \phi_{ij}^2 \rho \phi_{ij} \rho \phi_{ij} \]  

(25d)

Here \( \gamma_{ij} \) is a phenomenological damping rate and \( m_{ij} \) is an effective mass defined such that \( \langle \eta_{ij}(t)^2 \rangle = k_B T / m_{ij} \omega_{ij}^2 \). For a square membrane, for example,

\[ m_{ij}^{sq} = \frac{\rho h L^2}{4} = \frac{m_{\text{phys}}}{4} \]  

(26)

where \( m_{\text{phys}} \) is the physical mass.

For the fundamental mode of trampoline with vanishingly narrow tethers and a pad width much smaller than the tether length (approximating our device, shown in Fig. 2b), Eq. 25d implies \( m \approx m_{\text{phys}} \).

C. Effective displacement

In practice we measure an effective displacement

\[ x(t) = \int \phi_x(x, y) u(x, y, t) dx dy \]  

(27)

where \( \phi_x(x, y) \) is the point-spread function of the measurement apparatus.

Modal decomposition gives

\[ x(t) = \sum_{ij} \eta_{ij}(t) \int \psi(x, y) \phi_{ij}(x, y) dx dy \]  

(28a)

= \sum_{ij} \alpha_{ij} \eta_{ij}(t) \]  

(28b)

= \sum_{ij} x_{ij}(t) \]  

(28c)

with \( x_{ij} \) representing the effective displacement of each mode. The equation of motion for \( x_{ij} \) is

\[ \ddot{x}_{ij} + \gamma_{ij} \dot{x}_{ij} + \omega_{ij}^2 x_{ij} = \alpha_{ij} (a_{ij} + a_{ij}^{th}) \]  

(29)

which includes an extra overlap factor \( \alpha_{ij} \).

For a homogeneous square membrane probed at its midpoint \( \phi_x(x, y) = \delta(x - L/2) \delta(y - L/2) \), e.g.

\[ \alpha_{ij}^{sq} = \begin{cases} 1 & i \wedge j \in 1, 3, \ldots \\ 0 & i \vee j \in 2, 4, \ldots \end{cases} \]  

(30)

For the fundamental mode of trampoline with vanishingly narrow tethers and a pad width much smaller than the tether length (approximating our device, shown in Fig. 2b), Eq. 28 implies \( \alpha \approx 1 \).

IV. ACCELERATION SUSCEPTIBILITY OF THE DUAL-MEMBRANE SYSTEM

In this section, we derive susceptibility of the dual-membrane system to chip acceleration. Following Sec. III and Fig. 2c of the main text, we consider the response \( x_i \) of a membrane to a displacement \( y \) of its base (or chip). We limit our analysis to the fundamental mode with resonance \( \omega_i = 2 \pi f_i \) and damping rate damping \( \gamma_i = \omega_i / Q_i \), where \( i \in \{1,2\} \) corresponds to the top (\( i = 1 \)) or bottom (\( i = 2 \)) membrane. Eq. 29 yields

\[ \ddot{x}_i(t) + \gamma_i \dot{x}_i(t) + \omega_i^2 x_i(t) = \beta_i \ddot{y}(t) \]  

(31)

leading to the transfer function

\[ x_i(\omega) = \frac{\beta_i}{(\omega_i^2 - \omega^2) + i\gamma\omega} a(\omega) \equiv \chi_i(\omega) a, \]  

(32)

where \( a(\omega) = -\omega^2 y(\omega) \) is the base (chip) acceleration and \( \chi_i(\omega) \) is the acceleration susceptibility of each membrane. The relative susceptibility

\[ \chi(\omega) = x_1(\omega) - x_2(\omega) \]  

(33)

determines the differential displacement of the dual-membrane system when the base is accelerated.

The various acceleration susceptibilities for our "trampoline on membrane" (TOM) device are plotted in Figures 1 and 2. Note that, since the square membrane \( (i = 2) \) is stiffer than the trampoline \( (i = 1) \), then \( \chi(\omega \ll \omega_2) \approx \chi_1(\omega) \).

As shown in Fig. 2f of the main text, we characterized the acceleration susceptibility of the TOM device by subjecting the chip to sinusoidal displacement with a piezo. The drive frequency was swept up to 100 kHz while simultaneously monitoring the relative membrane displacement \( |x_1(\omega) - x_2(\omega) = x(\omega)| \) and back membrane displacement \( |x_2(\omega)| \). Their ratio

\[ \frac{|x_1(\omega) - x_2(\omega)|}{|x_2(\omega)|} \approx \frac{|x(\omega)|}{|\beta_i y(\omega)|} = \frac{\omega_i^2}{\beta_i} |\chi(\omega)| \]  

(34)

can be used to infer \( |\chi(\omega)| \), as shown in Figure 2f of the main text. Above, we have used the approximation \( |x_2(\omega)| \approx \beta_i y(\omega) \) for \( \omega \ll \omega_2 \).

V. RESOLUTION OF THERMAL ACCELERATION

In this section, we derive the uncertainty involved in estimating accelerations by resonant detection. In essence,
In thermally limited displacement-based accelerometers, the smallest resolvable acceleration is set by the imprecision in estimating the thermal noise.

The thermal energy $U = x^2$ can be estimated from the oscillator’s (double-sided) power spectral density (PSD),

$$S_x(\omega) = \frac{(2k_B T/m)}{[\omega_0^2 - \omega^2 + (\gamma \omega)^2]}$$

from the area under the thermally driven resonance peak gives the average potential energy imparted by the thermal process

$$\langle U \rangle = \langle x^2 \rangle = 2\pi \int_0^{\infty} d\omega S_x(\omega) = \frac{k_B T}{m\omega_0^2}.$$  

The final equality derives from the equipartition of energy in thermal equilibrium. Note that $x$ is a zero-mean Gaussian with variance $\langle x^2 \rangle$, which makes $U$ a $\chi^2$ distribution. The variance of $U$, $\langle \Delta U \rangle$, is the 4th central moment of $x$, which may be calculated using the standard method for Gaussian probability densities. Alternately, using thermodynamic identities,

$$\langle \Delta U^2 \rangle = -\frac{\partial \langle U \rangle}{\partial \beta_T} = 2 \langle U \rangle^2,$$

where $\beta_T = \frac{m\omega_0^2}{2k_B T}$. The goal is to reduce this variance by increasing the sample-size of the energy estimate – the PSD-area. In practice, the PSD is approximated by a periodogram estimate, obtained by averaging the displacement read-out signal $x(t)$ over a finite integration time, $\tau$. The resulting energy estimate is,

$$\langle \Delta U^2 \rangle = \frac{1}{\tau} \int_0^\tau dt x^2(t).$$

Note that the estimator $\langle \Delta U \rangle$ is unbiased, since

$$\langle \Delta U \rangle = \frac{1}{\tau} \int_0^\tau dt x^2(t) = \frac{1}{\tau} \int_0^\tau dt \langle x^2(t) \rangle = \langle x^2 \rangle,$$

where we have used ergodicity to exchange the ensemble and time-averages (second equality) and to assert that the variance of $x(t)$ is independent of $t$ in thermal equilibrium (final step). Finally, the imprecision in thermal energy estimation is simply the variance in the estimator,

$$\sigma^2(\tau) = \langle \Delta U^2 \rangle(\tau).$$

We find that:

$$\sigma^2(\tau) = \frac{1}{\tau^2} \int_0^\tau dt \int_0^\tau dt' \langle x^2(t) \rangle \langle x^2(t') \rangle$$

using the ergodic assumption in the last step.

Correlations in energy would decay at the damping rate $\gamma$, given by

$$C_{\Delta U \Delta U}(t, t') = 2 \langle U \rangle^2 e^{-\gamma |t'-t|}.$$
which ensures that, at any \( t' = t \), \( \langle \Delta U(t)\Delta U(t') \rangle = \langle \Delta U^2 \rangle = 2 \langle U \rangle^2 \) which is the variance in the potential energy for Gaussian thermal noise (Eq. 38), as expected.

The exponentially decaying autocorrelation (Eq. 42) in conjunction with Eq. 41, yields the energy imprecision:

\[
\sigma_U^2(\tau) = 2 \langle U \rangle^2 \frac{1}{\tau^2} \int_0^\tau \int_0^\tau dt dt e^{-\gamma|t'-t|}
= 2 \langle U \rangle^2 \left[ \frac{2(\gamma \tau + e^{-\gamma \tau} - 1)}{(\gamma \tau)^2} \right].
\]

As a sanity check, consider the limit \( \tau \to 0 \): the bracked term \([\ldots]\) \( \to 1 \) on the RHS of Eq. 43, yielding \( \langle \Delta U^2(\tau) \rangle \to 2 \langle U \rangle^2 \). This is consistent with the expected energy variance (Eq. 38), when variance-reduction by averaging is not available (sample size is unity). Finally, we note that Eq. 43 is consistent with the estimation uncertainty reported by Gavartin et. al. [1] in the context of feedback-enhanced force estimation. In this work, we have focused on the \( \tau \gg 1/\gamma \) regime, where \( \sigma_U^2(\tau) \propto (\gamma \tau)^{-1/2} \).

VI. LIMITS OF TIME AVERAGING

While time averaging improves the estimate of incoherent accelerations, long-term instabilities or drifts in the physical experimental parameters and controls limit the time over which averaging is beneficial. To explore the duration over which averaging leads to a reduction in the estimation uncertainty, we consider, as a function of averaging time, the Allan deviation (AD) of the thermal acceleration – a commonly used technique in the field of frequency metrology. AD obeys the same scaling as standard deviation, until the onset of long-term drift in the parameter of interest. As plotted in Figure 4, reduction in the AD is seen only until \( \sim 200 \) s. For longer \( \tau \), the AD deviates from the expected \( \tau^{-1/4} \) scaling, and eventually starts to increase – telltale of experimental drift.
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*Figure 3. Uncertainty in the thermal energy estimate as a function of averaging time for arbitrarily chosen \( \gamma \).*
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*Figure 4. Allan deviation of thermal area estimate as a function of averaging time for the optimal damping case. The deviation from \( \tau^{-1/4} \) scaling after roughly 200 seconds indicates that averaging further does not improve the estimate.*
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