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Abstract

A large fraction of the arithmetic operations required to evaluate deep neural networks (DNNs) are due to matrix multiplications, both in convolutional and fully connected layers. Matrix multiplications can be cast as 2-layer sum-product networks (SPNs) (arithmetic circuits), disentangling multiplications and additions. We leverage this observation for end-to-end learning of low-cost (in terms of multiplications) approximations of linear operations in DNN layers. Specifically, we propose to replace matrix multiplication operations by SPNs, with widths corresponding to the budget of multiplications we want to allocate to each layer, and learning the edges of the SPNs from data. Experiments on CIFAR-10 and ImageNet show that this method applied to ResNet yields significantly higher accuracy than existing methods for a given multiplication budget, or leads to the same or higher accuracy compared to existing methods while using significantly fewer multiplications. Furthermore, our approach allows fine-grained control of the tradeoff between arithmetic complexity and accuracy of DNN models. Finally, we demonstrate that the proposed framework is able to rediscover Strassen’s matrix multiplication algorithm, i.e., it can learn to multiply $2 \times 2$ matrices using only 7 multiplications instead of 8.

1 Introduction

The outstanding predictive performance of deep neural networks (DNNs) often comes at the cost of large model size, and corresponding computational inefficiency, hindering their deployment on mobile and embedded hardware. For example, a full precision ResNet-152 contains 60.2 million parameters and one forward pass requires 11.3 billion floating point operations (FLOPs). A variety of methods to address this issue were proposed recently, including architectural optimizations \cite{1, 2, 3, 4}, factorization of weight tensors \cite{5, 6, 7, 8, 9, 10}, pruning of weights \cite{11, 12, 13, 14}, and reducing the numerical precision of weights and activations \cite{15, 16, 17, 18, 19} (see Section 2 for a more detailed overview).

In this paper, we choose reducing the number of multiplications as our guiding algorithm design principle. This design principle has led to many fast algorithms in the past, most notably Strassen’s matrix multiplication algorithm \cite{20}, which uses 7 instead of 8 multiplications to compute the product of two $2 \times 2$ matrices (and requires $O(n^{2.81})$ operations for multiplying $n \times n$ matrices). In the context of deep neural networks (DNNs), the same design principle led to the Winograd filter-based convolution algorithm proposed by \cite{21}, which only requires 16
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instead of 36 multiplications to compute $2 \times 2$ outputs of 2D convolutions with $3 \times 3$ kernels. This strategy achieves a 2-3× speedup on GPU in practice. From a hardware implementation (ASIC) perspective, reducing the number of multiplications is beneficial as multiplication operations consume significantly more energy than addition operations [22, 23]. Furthermore, encoding an addition/subtraction as binary $\{-1,1\}$ weight is much more storage efficient, and hence more energy efficient on ASIC [24], than encoding a multiplication with an 8bit integer or a 32bit floating point weight. Moreover, it was demonstrated recently that DNN architectures which rely on a large number of additions and a small number of multiplications (such as [18]) achieve a 60% higher throughput on FPGA than on GPU, while being 2.3× better in performance/watt [25].

Here, we take the design principle of reducing the number of multiplications one step further and propose a novel framework to drastically reduce the number of multiplications used by DNNs for inference. Specifically, for every DNN layer, we cast the (matrix) multiplication of the weight matrices with the activations as a 2-layer sum-product network (SPN) (arithmetic circuit) that disentangles (scalar) multiplications and additions in a way similar to Strassen’s algorithm. The number of hidden units in the SPNs thereby determines the multiplication budget of the corresponding DNN layers. However, unlike Strassen’s algorithm or Winograd filter-based convolution, which rely on hand-engineered transforms (that can be expressed as SPNs as well), we learn the addition and multiplication operations for all layers jointly from data by learning the edges of the SPNs, encoded as ternary $\{-1,0,1\}$ matrices, for each layer. This allows us to reduce the number of multiplications much more drastically than Strassen’s algorithm or Winograd filter-based convolution as our transforms are approximate and adapted to the weight matrices and distributions of the activations/features in the DNN at hand. In more detail, our contributions are the following.

- We propose a SPN-based framework for stochastic gradient-based end-to-end learning of fast approximate transforms for the arithmetic operations in DNN layers.
- Our framework allows fine-grained control of the number of multiplications and additions used at inference time, thereby enabling precise adjustment of the tradeoff between arithmetic complexity and accuracy of DNN models.
- Extensive evaluations on CIFAR-10 and ImageNet show that our method applied to ResNet yields significantly higher accuracy than existing methods for a given multiplication budget, or leads to the same or higher accuracy compared to existing methods while using significantly fewer multiplications. For ResNet-18 our method reduces the number of multiplications by 99.3% compared to the full-precision model while incurring a top-5 accuracy decrease of only 1.9%.
- We demonstrate that the proposed framework is able to rediscover Strassen’s algorithm, i.e., it can learn to multiply $2 \times 2$ matrices using only 7 multiplications instead of 8.

We continue by reviewing related work in Section 2 and then describe our framework and its application to 2D convolution in Section 3. A detailed numerical evaluation of our framework is presented in Section 4 and concluding remarks can be found in Section 5.

## 2 Related work

We briefly review the most common approaches to make DNNs more compute efficient. In all cases, there is a tradeoff between the complexity reduction and reduction in the (inference) accuracy of the model being compressed.

A popular way to speed up DNNs, in particular convolutional neural networks (CNNs), is to conceive architectures and layers in a resource-efficient manner. Examples of such architectures are SqueezeNet [1], MobileNet [2], and ShuffleNet [3]. SqueezeNet reduces the convolution kernel size, whereas MobileNet and ShuffleNet rely on depth-wise separable
convolutions and grouped convolutions, respectively. More sophisticated efficiency-enhancing grouping/sharing techniques are studied in [4].

Another strategy to accelerate CNNs is to exploit the low-rank structure prevalent in weight matrices and convolution kernels. [5, 6, 7] use tensor decompositions to obtain low-rank approximations of pretrained weight matrices/filters and finetune the approximated weight matrices/filters to restore the accuracy of the compressed models. Other works [8, 9] employ low-rank promoting regularizers to further reduce the rank of the filter tensors. A framework to exploit low-rank structure in the filter responses is presented in [10].

Sparsifying filters and/or pruning channels are popular methods to make neural networks more efficient at inference. Works [11] and [12] rely on group norm-based regularizers and demonstrate their effectiveness in penalizing unimportant filters and channels, promoting hardware friendly filter shapes, regularizing the network depth, and optimizing the filter receptive fields. Inter-channel and intra-channel redundancy is exploited by [13] via a two-stage factorization procedure. An energy-aware methodology to prune filters of CNNs is described in [14].

Finally, an effective way to adapt DNNs to resource-constrained platforms is to reduce the numerical precision of their weights and/or activations. Examples for DNNs that quantize both weights and activations are DoReFa-Net [16] and XNOR-Net [17]. Other works use binary weights [15, 17] and ternary weights [18, 19] but maintain full precision values for the activations. Keeping the activations in full precision instead of quantizing them as well leads to a smaller decrease in computational cost, but can yield higher accuracy.

3 Learning fast matrix multiplications via SPNs

3.1 Casting matrix multiplication as SPN

Given square matrices $A, B \in \mathbb{R}^{n \times n}$, the product $C = AB$ can be represented as a 2-layer SPN

$$\text{vec}(C) = W_c[(W_b \text{vec}(B)) \odot (W_a \text{vec}(A))]$$

where $W_a, W_b \in \mathbb{K}^{r \times n^2}$ and $W_c \in \mathbb{K}^{n^2 \times r}, \mathbb{K} := \{-1, 0, 1\}$ are fixed, and $\odot$ denotes the element-wise product. The SPN (1) disentangles additions (and subtractions), encoded in the matrices $W_a, W_b,$ and $W_c,$ and multiplications, realized exclusively by the operation $\odot$ (see Fig. 1). The width of the hidden layer of the SPN, $r$, hence determines the number of multiplications used for the matrix multiplication; a naive implementation of the matrix multiplication $AB$ requires $r = n^3$. For $n = 2$\footnote{The formulation in [20] is more general, applying recursively to 4 equally-sized subblocks of square matrices, with the $2 \times 2$ case occurring at maximal recursion depth.} Strassen’s matrix multiplication algorithm [20] specifies the following set of weights that satisfy (1) for $r = 7$ (instead of $r = 8$)

$$W_a = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ -1 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \end{pmatrix}, \quad W_b = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ -1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{pmatrix}, \quad W_c = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \end{pmatrix}.$$
Writing matrix products in the form (1) is not specific to square matrices. Indeed, it is easy to
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Figure 1:  **Left:** Illustration of the SPN (1). The edges have weights in \( \mathbb{K} = \{-1, 0, 1\} \).
**Right:** Application of the proposed framework to 2D convolution leads to \( p \)-strided 2D
convolution with \( W_b \), followed by channel-wise scaling with by \( \bar{a} = W_a \text{vec}(A) \), followed by
\( 1/p \)-strided transposed 2D convolution with \( W_c \).

\( M_a \) is the \((n \times n)\)-matrix multiplication tensor, and \( r \) hence corresponds to the rank of
\( M_a \). It is known that \( \text{rank}(M_2) = 7 \) and \( 19 \leq \text{rank}(M_3) \leq 23 \), see [26] for more details and
references.

Elser [26] explores learning networks of the form (1) for \( n = 2 \) and \( n = 3 \) from data,
relaxing the elements of \( W_a, W_b, \) and \( W_c \) to be real numbers instead of elements from \( \mathbb{K} \).
It is observed in [26] that a learning rule termed **conservative learning** converges linearly for
\( r = 7 \) and \( n = 2 \) in all simulation runs, and for \( r = 23 \) and \( n = 3 \) in 64% of the simulation
runs.

### 3.2 Learning fast approximate matrix multiplications for DNNs

Writing matrix products in the form (1) is not specific to square matrices. Indeed, it is easy to
see that the product of any two matrices \( A \in \mathbb{R}^{k \times m} \) and \( B \in \mathbb{R}^{m \times n} \), including matrix-vector
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and by setting \( W_a = \alpha^* W_a^{**} \) (the scaling factors \( \alpha \) for \( W_a, W_b, W_c \) can be absorbed by \( A \) or \( \tilde{a} \) after training to ensure that \( W_a, W_b, W_c \) have elements in \( K \)). During the backward pass the quantization function is replaced by the identity function, and the gradient step is applied to the full precision version \( W_a^{**} \) of \( W_a \). Assuming i.i.d. Gaussian weights, [18] derives the approximate solution

\[
(W_a^{**})_{i,j} = \begin{cases} 
1 & \text{if } (W_a^{fp})_{i,j} > \Delta, \\
-1 & \text{if } (W_a^{fp})_{i,j} < -\Delta, \\
0 & \text{otherwise},
\end{cases}
\]

\[
\alpha^* = \frac{\sum_{(i,j): (W_a^{**})_{i,j} \neq 0} |(W_a^{fp})_{i,j}|}{\sum_{i,j} |(W_a^{**})_{i,j}|}
\]

(4)

to (3), where \( \Delta = \frac{0.7}{k_m} \sum_{i,j} |(W_a^{fp})_{i,j}| \). While our framework would allow quantized training from scratch with fixed threshold \( \Delta \) and quantization level \( \alpha \) (e.g., \( \Delta = 0.5 \) and \( \alpha = 1 \)), we observed that relying on the scheme (4) allows us to pretrain \( W_a^{fp}, W_b^{fp}, W_c^{fp} \) without quantization, and then activate quantization and stably continue training. We found that this strategy leads to faster training while inducing no loss in accuracy.

Besides the fully connected case described in this section, we particularize the proposed approach for 2D convolutions for image classification networks. We emphasize that any linear operation commonly performed in DNN layers can be cast into the form (1), including quantization, and then activate quantization and stably continue training. We found that this strategy leads to faster training while inducing no loss in accuracy.

3.3 Application to 2D convolution

Consider the \( \ell \)th 2D convolution layer of a CNN applying \( c_{out} \) filters of dimension \( w \times h \times c_{in} \) to a feature representation \( F \) of dimension \( W \times H \times c_{in} \) (width \times height \times number of channels). To write the computation of all \( c_{out} \) output channels as a matrix multiplication, each feature map in \( F \) is decomposed into \( WH \) patches of size \( w \times h \) (after appropriate padding) and the vectorized patches are arranged in a matrix \( \hat{F} \) of dimension \( w h c_{in} \times WH \) (this transformation is usually referred to as \texttt{im2col}, see [24, Fig. 19] for an illustration). Accordingly, the filters for all output channels are vectorized and jointly reshaped into a \( c_{out} \times w h c_{in} \) matrix \( W_i \). The vectorized layer output (before activation) for all \( c_{out} \) output channels is obtained as \( W_i F \) and has dimension \( c_{out} \times W H \). In principle, one can now compress the operation \( W_i F \) using our method by setting \( A = W_i, B = F \), plugging them into (1), and proceeding as described in Section 3.2. However, this results in impractically large \( W_a, W_b, \) and \( W_c \) and ignores the weight sharing structure of the convolution. By associating \( A \) with \( W_i \) and \( B \) with single columns of \( \hat{F} \) we can jointly compress the filters across all input and output channels, while preserving the spatial structure of the convolution. The resulting operation can be thought of as a convolution with \( r \) ternary \( w \times h \times c_{in} \) filters (the rows of \( W_b \)), followed by a channel-wise scaling with \( \tilde{a} = a_{\text{vec}}(W) \), followed by convolution with a ternary \( 1 \times 1 \) filter for each of the \( c_{out} \) outputs (the rows of \( W_c \), see Fig. 1).

To realize local spatial compression, we partition the computation of the convolution into subsets corresponding to square output patches. In more detail, we consider the computation of \( p \times p \) convolution output patches from \((p - 1 + w) \times (p - 1 + h)\) input patches, offset by a stride of \( p \), and approximate this computation with a SPN jointly for all channels. As a result, the number of multiplications is reduced both spatially and across channels. For example, for \( 3 \times 3 \) convolutional filters, we divide the input feature maps into \( 4 \times 4 \) spatial patches with a stride of \( 2 \), such that the SPN computes \( 2 \times 2 \times c_{out} \) outputs from \( 4 \times 4 \times c_{in} \) elements of \( F \). Thereby, \( W_c \) realizes a \( 2 \times 2 \times r \) transposed convolution with a stride of \( 1/2 \) (see Fig. 1). For fixed \( r \), this reduces the number of multiplications by a factor \( 4 \) compared to the case without spatial compression (i.e., \( p = 1 \)).

In summary, the described compression of 2D convolution leads to a reduction of the number of multiplications by a factor \( c_{in}c_{out} w h p^2 / r \) compared to the standard implementation of the convolution.
Finally, to reduce the number of additions by a factor of $g$ (and thereby the number of nonzero elements of $W_b$) we implement $W_b$ as grouped convolution, originally introduced in [30]. Specifically, the convolution realized by $W_b$ is assumed to consist of $g$ independent 2D convolutions each with $c_{in}/g$ input channels and $r/g$ output channels, i.e., $W_b$ is assumed to be block-diagonal with blocks of dimension $(r/g) \times (w h c_{in}/g)$.

**Relation to prior work in the 2D convolution case.** Binary weight networks (BWNs) [17] and ternary weight networks (TWNs) [18] rely on binary and ternary weight matrices, respectively, followed by (full-precision) rescaling of the activations (see Section 3.2) and are special cases of our approach. However, we do not directly recover the trained ternary quantization (TTQ) approach from [18], which relies on asymmetric ternary weights $\{-c_1, 0, c_2\}$, $c_1, c_2 > 0$. Finally, note that Winograd filter-based convolution [21] realizes spatial compression over $2 \times 2$ output patches but performs exact computation and does not compress across channels.

### 4 Experiments

#### 4.1 Rediscovering Strassen’s algorithm

Before applying the proposed method to DNNs, we demonstrate that it is able to rediscover Strassen’s algorithm, i.e., it can learn to multiply $2 \times 2$ matrices using only 7 multiplications instead of 8 (which implies a recursive algorithm for larger matrices). In contrast to prior work [26], which learns real-valued weight matrices $W_a, W_b, W_c$ and increases the number of multiplications in general when using these matrices in (1) to compute matrix products, our method learns $W_a, W_b \in \mathbb{K}^{7 \times 4}, W_c \in \mathbb{K}^{4 \times 7}$ (i.e., the discrete solution space has size $3^{3 \times 4 \times 7} = 3^{84}$), and hence leads to an actual reduction in the number of multiplications.

We generate a training set containing 100k pairs $(A_i, B_i)$ with entries i.i.d. uniform on $[-1, 1]$, train the SPN with full precision weights (initialized i.i.d. uniform on $[-1, 1]$) for one epoch with SGD (learning rate 0.1, momentum 0.9, mini-batch size 4), activate quantization, and train for another epoch (with learning rate 0.001). Around 25 random initializations are necessary to obtain convergence to zero training L2-loss after activation of the quantization; for most initializations the training L2-loss converges to a positive value. A set of ternary weight matrices found by our method is

$$W_a = \begin{pmatrix} -1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & -1 & 1 & 1 \\ -1 & 0 & 1 & 0 \\ -1 & -1 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}, \quad W_b = \begin{pmatrix} -1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ -1 & -1 & -1 & 0 \\ 1 & 1 & 1 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix}, \quad W_c = \begin{pmatrix} 1 & 0 & 0 & -1 & -1 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 & 0 & -1 \\ -1 & 0 & 0 & 0 & 1 & 1 & -1 \\ 0 & 1 & 0 & 0 & 0 & 0 & 1 \end{pmatrix}.$$

Employing the same procedure (without hyperparameter tuning) to learn an algorithm for computing the product of two $3 \times 3$ matrices with 23 multiplications did not lead to zero training L2-loss for any initialization we tried (a set of ternary $W_a, W_b, W_c$ matrices is known for $n = 3$ and $r = 23$ from [31]).

#### 4.2 Image classification

We applied our method to all convolutional layers (including the first convolutional layer and the projection layers for subsampling) of ResNet [32], evaluated the so-obtained Strassen-ResNet (ST-ResNet) on CIFAR-10 (10 classes, 50k training images, 10k testing images) and ImageNet (ILSVRC2012; 1k classes, 1.2M training images, 50k testing images) for different choices of $r, p, g$, and compare the accuracy of ST-ResNet to related works. All models
were trained from scratch, i.e., we directly learn $\alpha = W_a\text{vec}(A)$ rather than associating $A$ with the weights of pretrained networks and learning $W_a$. Throughout, we used SGD with momentum 0.9 and weight decay $10^{-4}$ for optimization. To facilitate comparisons, for all methods involving ternary weights we do not assume the weights to be sparse. It is the sparsity of the activations, not that of the weights, that directly impacts the number of multiplications. Assuming the same sparsity level for the activations and weights of all methods (excluding the weights of BWNs [17]), all comparisons below remain valid. All model sizes are computed without (lossless) compression.

4.2.1 CIFAR-10

We consider ST-ResNet-20 and first learn full-precision values for $\alpha$, $W_b$, and $W_c$, employing the data augmentation procedure described in [32, Sec. 4.2]. We train for 250 epochs with initial learning rate 0.1, multiplying the learning rate by 0.1 after 150 and 200 epochs. We then activate quantization for $W_b$ and $W_c$, set the learning rate to 0.01 and train the network for 40 epochs, multiplying the learning rate by 0.1 every 10 epochs. Finally, we fix the (now ternary) $W_b$ and $W_c$ and continue training for another 10 epochs. The resulting testing accuracy is shown in Table 1 for different $r$ and different $p$, along with the total reduction in computational cost compared to the uncompressed model in Table 2 (for the $32 \times 32$ CIFAR-10 images).

**Discussion.** The model obtained for the base configuration with $r = c_{out}$ and $p = 1$ incurs a negligible accuracy loss compared to the uncompressed ResNet-20 with an accuracy of 91.25% while reducing the number of multiplications by 98.96% (the evaluation of the uncompressed ResNet-20 requires 41.038M multiply-adds). This model also matches the accuracy of TTQ [19] for ResNet-20 while requiring fewer multiplications than TTQ (as TTQ does not quantize the first convolutional layer). As $r$ decreases and/or $p$ increases, the number of multiplications decreases at the cost of further accuracy reduction.

| $r$ | $c_{out}$ | $\frac{3}{4}c_{out}$ | $\frac{1}{2}c_{out}$ | $\frac{1}{4}c_{out}$ |
|-----|-----------|-----------------------|-----------------------|-----------------------|
| 1   | 91.24     | 90.62                 | 88.63                 | 85.46                 |
| 2   | 89.87     | 89.47                 | 87.31                 | 84.01                 |
| 4   | 86.13     | 84.67                 | 82.67                 | 75.01                 |

Table 1: Testing accuracy (in %) of compressed ResNet-20 on CIFAR-10

| $r$ | $c_{out}$ | $\frac{3}{4}c_{out}$ | $\frac{1}{2}c_{out}$ | $\frac{1}{4}c_{out}$ |
|-----|-----------|-----------------------|-----------------------|-----------------------|
| 1   | 98.962    | 99.084                | 99.207                | 99.329                |
| 2   | 99.329    | 99.359                | 99.390                | 99.420                |
| 4   | 99.420    | 99.428                | 99.436                | 99.443                |

| $r$ | $c_{out}$ | $\frac{3}{4}c_{out}$ | $\frac{1}{2}c_{out}$ | $\frac{1}{4}c_{out}$ |
|-----|-----------|-----------------------|-----------------------|-----------------------|
| 1   | -13.904   | 14.435                | 42.774                | 71.112                |
| 2   | 39.123    | 54.205                | 69.287                | 84.369                |
| 4   | 57.550    | 68.025                | 78.501                | 88.976                |

Table 2: Reduction (in %) in the number of operations obtained by our method for ResNet-20.

---

$^2$Code available at [https://github.com/mitscha/strassennets](https://github.com/mitscha/strassennets).
4.2.2 ImageNet

We consider ST-ResNet-18 and, again, we first learn full-precision values for $\tilde{a}$, $W_b$, and $W_c$. Unlike for the experiment on CIFAR-10 (which has only 10 classes and hence a small fully-connected layer), we also compress the last (fully connected) layer of ST-ResNet-18, setting $r = 1000$ for that layer throughout. Following [17, 18, 19], the training images are resized such that the shorter side has length 256 and are then randomly cropped to $224 \times 224$ pixels. The validation accuracy is computed from center crops. We use an initial learning rate of 0.1, with two different learning rate schedules depending on the value of $r$ in the compressed convolutional layers: We train for 40 epochs without quantization, multiplying the learning rate by 0.1 after 30 epochs, if $r/c_{\text{out}} \leq 1$, and for 70 epochs, multiplying the learning rate by 0.1 after 40 and 60 epochs, otherwise. Thereafter, we activate quantization and continue training for 10 epochs. Finally, we fix $W_b$ and $W_c$ and continue training $\tilde{a}$ for 5 epochs.

Table 3 shows the accuracy of ST-ResNet-18 for different $r$, $p$, and $g$. In Table 5 we report the reduction in the number of operations and model size compared to the original ResNet-18 model, for different $r$, $p$, and $g$. The accuracy of related methods [17, 18, 19] and the original ResNet-18 model, along with the corresponding reduction in the number of operations and model size is shown in Table 4. In Figure 2, we plot the accuracy of ST-ResNet-18 for different $r$, $p$, and $g$, as a function of the number of operations and model size.
Discussion. All ST-ResNet-18 models that require the same number of multiplications as TWN (i.e., those with $r = c_{out}$, $p = 1$, and $g = 4$; $r = c_{out}$, $p = 1$, and $g = 1$; $r = 4c_{out}$, $p = 2$, and $g = 1$) obtain a considerably higher top-1 and top-5 accuracy than TWN. In particular, ST-ResNet-18 with $r = 4c_{out}$, $p = 2$, and $g = 1$ leads to a 7.6% improvement in top-1 accuracy. Furthermore, ST-ResNet-18 with $r = c_{out}$, $p = 1$, and $g = 1$ matches the top-1 accuracy of TWN while using 43.7% fewer multiplications and 67.4% fewer additions. ST-ResNet-18 with $r = 4c_{out}$, $p = 2$, and $g = 1$ outperforms TTQ while using 94.9% fewer multiplications. The same ST-ResNet-18 model incurs a top-5 accuracy reduction of only 1.9% compared to the full precision model while reducing the number of multiplications by 99.3%. Note that TTQ and BWN use considerably more multiplications than ST-ResNet-18 and TWN as they do not quantize the first and the last layer.

For some of the configurations, the reduction in the number of multiplications comes at the cost of a small to moderate increase in the number of additions and model size. We emphasize that this is also the case for Strassen’s algorithm (see (2)) and the Winograd filter-based convolution (see [21, Sec. 4.1]). Moreover, it can be observed that increasing the ratio $r/c_{out}$ from 4 to 6 only leads to a small increase in accuracy, or even to a reduction. A possible explanation for this behavior is that optimization the ternary weight matrices could become hard as the matrices become large due to the way they interact in the SPNs. Finally, in all our experiments the ratio $r/c_{out}$ is the same for all layers, and one would expect improvements from allocating more multiplications to layers that require more accurate operations. A simple way to learn the ratio $r/c_{out}$ for each layer from data is to choose $r/c_{out}$ large and to apply L1 regularization to the vectors $\tilde{a}$. However, this strategy led to lower accuracy for a given multiplication budget in our experiments than just fixing $r/c_{out}$ for all layers.

| Table 3: Top-1 and top-5 validation accuracy (in %) of ST-ResNet-18 on ImageNet, for different choices of $r$, $p$, and $g$. |
|---|---|---|---|---|
| | top-1 accuracy | | top-5 accuracy | |
| | $r$ | $6c_{out}$ | $4c_{out}$ | $2c_{out}$ | $c_{out}$ | $\frac{1}{2}c_{out}$ | $r$ | $6c_{out}$ | $4c_{out}$ | $2c_{out}$ | $c_{out}$ | $\frac{1}{2}c_{out}$ |
| (1, 1) | 67.3 | 67.1 | 66.3 | 64.7 | 62.2 |
| (2, 1) | 66.3 | 66.5 | 65.9 | 64.1 | 61.8 |
| (1, 4) | 67.0 | 66.5 | 65.2 | 62.6 | 58.9 |
| (2, 1) | 87.1 | 87.2 | 86.3 | 84.5 | 81.8 |
| (1, 4) | 87.1 | 87.2 | 86.3 | 84.5 | 81.8 |

Table 4: Top-1 and top-5 validation accuracy (in %) along with the reduction (in %) in the number of multiplications, and model size for ResNet-18, compared to the full precision model (for the full precision model, the absolute quantities are given in parentheses).

| | top-1 | top-5 | multiplications | model size |
|---|---|---|---|---|
| BWN [17] | 60.8 | 83.0 | 93.25 | 92.33 |
| TWN [18] | 61.8 | 84.2 | 99.73 | 93.39 |
| TTQ [19] | 66.6 | 87.2 | 86.66 | 89.20 |
| ST. ($r = 4c_{out}$, $p = 1$, $g = 1$) | 67.1 | 87.5 | 99.32 | 71.33 |
| full precision | 69.6 | 89.2 | (1.82 · 10^9) | (356.74 MB) |
| $(p, g)$ | $6c_{out}$ | $4c_{out}$ | $2c_{out}$ | $c_{out}$ | $\frac{1}{2}c_{out}$ |
|---------|-----------|-----------|-----------|---------|----------------|
| $(1, 1)$ | 57.45     | 71.33     | 85.22     | 92.16   | 95.63         |
| $(2, 1)$ | 6.64      | 37.46     | 68.28     | 83.69   | 91.4          |
| $(1, 4)$ | 83.88     | 88.95     | 94.03     | 96.56   | 97.83         |

Table 5: Reduction in the number of multiplications, additions, and model size (in %) of ST-ResNet-18 compared to the full-precision model, for different choices of $r$, $p$, and $g$.

5 Conclusion and future work

We proposed and evaluated a versatile framework to learn fast approximate matrix multiplications for DNNs end-to-end. We found that our method yields significantly higher accuracy than existing methods for a given multiplication budget, or leads to the same or higher accuracy compared to existing methods while using significantly fewer multiplications. In future work, we plan to explore knowledge transfer from pretrained models to further improve the accuracy of our compressed models. Moreover, it will be interesting to see how the theoretical gains reported here translate into runtime speedups on specialized hardware such as FPGAs.
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