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Abstract

The effect of sensitivity points (sequence order and position of every element) of sequences following comparative optinalysis under two proposed mechanisms, the paranodic and synodic skewization, was studied to develop a modeling approach to comparative optinalysis of sequences. The results show that the outcomes of comparative optinalysis (similarity measurement) in a set of paranodically skewed sequences can be modeled deterministically by suitable line regression functions. The sensitivity points (nodes) of a sequence display two important and distinct zones, the K-zones and the B-zones. Continues paranodic skewization within these zones (KB zones) operates within probability space, but at hyperskewization level and at the K-zones only, the outcomes of comparative optinalysis operate outside the probability space. Moreover, the outcomes of comparative optinalysis by synodic skewization can be modeled deterministically by some regression line functions, but a general regression function cannot be identified. At certain limit of skewization value space, following paranodic and synodic skewization, the outcomes of comparative optinalysis at the left-sided sequence form a similar pattern with the right-sided sequence.
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1. Introduction

Statistical functions, such as power, exponential, linear, polynomial, logarithmic functions roles a significant role in modeling and predicting real life natural laws and phenomena. They were essentially used with real life applications in biology, astronomy, language, economics, demography, computer, information theory, and others (Newcom, 1881; Shestopaloff, 2010; Pinto et al., 2012).

Comparative Optimalization is a computational algorithm that intermetrically (between corresponding elements) measures a level of similarity between two sequences as a mirror-like reflection of each other (optics-like manner). Comparative optimalization may involve preserving the inherent sequence order of all elements of a data set, or re-designing/shaping the sequence order based on empirical assumptions (Abdullahi, 2019).

The magnitudes of elements of a sequence can be altered (skewed) uniformly across the entire sequence elements or at one or more selected elements by certain magnitude called skewization values. These approaches of skewness exert a certain degrees of dissimilarity as compared with the reference sequence and thus different outcomes of comparative optimalization. A systematic skewness by just a unit value of induced skewness across sequence, can lead to large range of possible outcomes of comparative optimalization with the original sequence. It is therefore important to develop some mechanisms that would simplify the multiple approaches of comparative computations and to model a pattern of relationship among the variables and parameters, through a statistical modeling. Generating all the possible alterations or skewness and their modeled outcomes of comparisons from a given or defined sequence is the main central goals of induced systematic skewization mechanisms.

In this article, two important mechanisms: paranodic and synodic skewization were proposed to predict the relative contribution of each sensitive point in comparative optimalization, the possible outcomes and the regression model pattern line they form under different assumptions. The outcomes of comparative optimalization due to paranodic and synodic skewization were studied in this article and appropriate models were established.

2. Contextual Definitions of Terms Used

2.1. Skewization: It is the process of deliberate or induced alteration(s) in the distribution of sequence elements or variables. It is also defined as a mechanism for moving (changing) a modeled relationship among set of organized variables or elements and parameters of a sequence from one regression function (model) to the others. The induced alteration (skewization) can be paranodic or synodic.

2.1.1. Paranodic skewization: refers to a position-specific skewization or deviation or alteration in a sequence. It occurs in a systematic and progressive manner at any individual and specific existing node’s element (sequence element) of a given sequence. Each sequence driven from paranodic skewization is called a successful generation. Below is a more clarification.

Suppose we have a uniform (similar) sequence of elements as:

\[ \text{Sequence } A_0 = 10^1_1, 10^2_2, 10^3_3, 10^4_4, 10^5_5, 10^6_6, 10^7_7, \ldots \ldots \ldots 10^n_n \]

A paranodic skewization of sequence \( A_0 \) is defined as:

- 1st Generation: Sequence \( A_1 = 10^1_1, 10^2_2, 10^3_3, 10^4_4, 10^5_5, 10^6_6, 10^7_7, \ldots \ldots \ldots 10^n_n \)
- 2nd Generation: Sequence \( A_2 = 10^1_1, 10^2_2, 10^3_3, 10^4_4, 10^5_5, 10^6_6, 10^7_7, \ldots \ldots \ldots 10^n_n \)
- 3rd Generation: Sequence \( A_3 = 10^1_1, 10^2_2, 10^3_3, 10^4_4, 10^5_5, 10^6_6, 10^7_7, \ldots \ldots \ldots 10^n_n \)
- 4th Generation: Sequence \( A_4 = 10^1_1, 10^2_2, 10^3_3, 10^4_4, 10^5_5, 10^6_6, 10^7_7, \ldots \ldots \ldots 10^n_n \)
- 5th Generation: Sequence \( A_5 = 10^1_1, 10^2_2, 10^3_3, 10^4_4, 10^5_5, 10^6_6, 10^7_7, \ldots \ldots \ldots 10^n_n \)
6th Generation: Sequence \( A_6 = 10^1_1, 10^2_2, 10^2_3, 10^2_4, 10^2_5, 10^5_6, 10^7_7, \ldots \ldots \ldots 10^x_n \)

7th Generation: Sequence \( A_7 = 10^1_1, 10^2_2, 10^2_3, 10^2_4, 10^2_5, 10^2_6, 10^5_7, \ldots \ldots \ldots 10^x_n \)

Where \( 10^x_n \) = all positive or negative natural numbers

A paranodic skewization can be:

i. Substitutive: the specific variable or element is substituted with another one.

ii. Additive: the specific variable or element is added together by a certain magnitude of skewization value.

iii. Subtractive: the specific variable or element is subtracted or deducted by a certain magnitude of skewization value.

iv. Insertive: the specific variable or element is bounded together by another variable or element before or after it.

v. Deleative: the specific variable or element is completely deleted from the sequence.

2.1.3. Synodic skewization: refers to a skewization of the entire existing nodes’ elements (sequence elements) of a given sequence, and as such it is not position specific. Below is a more clarification.

Suppose we have a uniform (similar) sequence of elements as:

\[ \text{Sequence } G_0 = 10^1_1, 10^2_2, 10^2_3, 10^2_4, 10^2_5, 10^2_6, 10^x_7, \ldots \ldots \ldots 10^x_n \]

A synodic skewization of sequence \( G_0 \) is defined as:

\[ \text{Sequence } G_1 = 10^1_1, 10^2_2, 10^2_3, 10^2_4, 10^2_5, 10^2_6, 10^x_7, \ldots \ldots \ldots 10^x_n \]

Where \( 10^x_n \) = all positive or negative natural numbers

Similar with paranodic skewization, synodic skewization can be substitutive, additive, subtractive, insertive, or deleative.

2.1.4. Skewization factor: Skewization value simply tells us how close or far a given sequence is skewed as compared to its reflective pair in an optinalytic manner. It can range extremely low below the reference sequence or extremely high above the reference sequence. It tells us the magnitude and direction of imbalance (skewness) of a given sequence elements’ orientation relative to its reflective (i.e., the comparing) sequence. It is expressed as the ratio of the sum of unpaired scalments of the reflector-sided sequence to the sum of unpaired scalments of the query-sided (mirror) sequence. In this case, each sequence (query or reflector sequence) would have its own separate calculated scalments, but not the in their paired strand. It is expressed by the equation as follows:

Example: Let \((a_n)\) and \((b_n)\) be the elements of the reflector sided and query sided sequence

| QS-Unit \((r_n)\) | Elements \((a_n)\) | Elements \((b_n)\) | Unpaired Scalements of \((a_n)\) | Unpaired Scalements of \((b_n)\) |
|------------------|-----------------|-----------------|------------------------------|------------------------------|
| 1 \((r_1)\) | \(a_1\) | \(b_1\) | \((r_1 \times a_1)\) | \((r_1 \times b_1)\) |
| 2 \((r_2)\) | \(a_2\) | \(b_2\) | \((r_2 \times a_2)\) | \((r_2 \times b_2)\) |
| 3 \((r_3)\) | \(a_3\) | \(b_3\) | \((r_3 \times a_3)\) | \((r_3 \times b_3)\) |
| 4 \((r_4)\) | \(a_4\) | \(b_4\) | \((r_4 \times a_4)\) | \((r_4 \times b_4)\) |
| 5 \((r_5)\) | \(a_5\) | \(b_5\) | \((r_5 \times a_5)\) | \((r_5 \times b_5)\) |

\[ \text{Skewization factor} = \frac{\text{Sum of unpaired scalments of the reflector sided sequence}}{\text{Sum of unpaired scalments of the query sided sequence}} \]
\[ Skewization\ factor = \frac{\sum(r_n \times a_n)}{\sum(r_n \times b_n)} \]

**2.1.5. Skewization value:** Skewization value is the actual amount of magnitude used to induce alteration paranodically or synodically in a given sequence. It is expressed as the difference between the magnitude of the sequence element(s) after skewization (i.e reflector value) and the magnitude of the sequence element(s) before skewization (i.e query value).

**2.1.6. Skewization space:** Skewization space refers to the considered range (minimal and maximal) of skewization value or factor.

**2.1.7. Query (reflecter) value:** refers to the actual value of the query element or variable of a query sequence. A set of query values forms a query sequence.

**2.1.8. Reflector value:** refers to the actual value of the reflector element or variable of a reflector sequence. A set of reflector values forms a reflector sequence.

**2.1.9. Probability space:** Comparative optinalysis is said to be within a probability space if the calculated Kabirian coefficients of similarity can be accurately translated into a valid probabilities and percentages. \( K_c \geq 0.666667 \text{ to } \leq 2 \) translates a positive probabilities or percentages. The outcomes of similarity function \( (K_c) \) within a probability space construct probability models.

**2.1.10. Non-probability space:** Comparative optinalysis is said to be within a probability space if the calculated Kabirian coefficients of similarity cannot be translated into a valid probabilities (percentage). \( K_c < 0.666667 \text{ and } >2 \) translates a positive probabilities or percentages. The outcomes of similarity function \( (K_c) \) within a probability space construct probability models.

**2.1.11. Sensitivity points:** According to Abdullahi (2019a), a sensitivity point is any node that when considered a variable can exert a certain degree of imbalances in the distribution of elements (variables) about a dividing line or plane. Each node has its own unique characteristic sensitivity which increases away from the central node and decreases towards the central node(s). Sensitivity of a point generally decreased with increase in sequence elements. Figure 14 is an illustrative example.

The nodes with components \( R_1, D_3, a_1 \) and \( R_7, D_3, b_1 \) are the most sensitive points of the upper and lower stems respectively. The node with components \( R_4D_0C_1 \) is the central node.

![Figure 1: Sensitivity points of sequence elements.](image-url)
2.2. Methodologies

2.2.1. Methodological Design A: Paranodic skewization mechanism

Given that sequence $M_0 = 10^2_1, 10^2_2, 10^2_3, 10^2_4, 10^2_5, 10^2_6, 10^2_7 \ldots \ldots \ldots 10^n_x$. Where $x = 2$ and $n = 50$.

A substitutive paranodic skewization with a skewization value space of $[10^{-12}±100]$ to $[10^{12}±100]$ was used to generate a maximum total of fifty (50) different successful generations (sequences) from sequence $M_0$.

2.2.2. Methodological Design B: Synodic skewization mechanism

Given that sequence $N_0 = 10^2_1, 10^2_2, 10^2_3, 10^2_4, 10^2_5, 10^2_6, 10^2_7 \ldots \ldots \ldots 10^n_x$. Where $x = 2$ and $n = 50$.

A substitutive synodic skewization with a skewization value space of $[1±100]$ to $[10^4±100]$ and $[-1±100]$ to $[-10^4±100]$ was carried out from sequence $N_0$.

2.2.3. Comparative optinalysis

Comparative optinalysis (Abdullahi, 2019a and 2019b) was performed in an excel sheets (See supplementary files 1, 2 and 3). Following Comparative optinalysis, the sequence $N_0$ (used as the query or mirror sequence) and the sequence $M_1$ (used as the reflector sequence) from synodic skewization mechanism was analyzed in the following arguments:

i. Let the reference sequence ($N_0$) optinalytically reflects head-to-head (H-H) with the reflector sequences ($M_n$) with a normalization of zero unit, such that elements of sequence $N_0$ are intermetrically similar to the elements of sequence $M_n$ with a resultant Kabirain coefficient $x$. These results were considered as the outcomes from the left-sided sequence (of the reflector sequence).

\[
\bigwedge_B : \int_{c(p)} e(N_0) = x
\]

ii. Reversely, let the reference sequence ($N_0$) optinalytically reflects head-to-head (H-H) with the reflector sequences ($M_n$) with a normalization of zero unit, such that elements of sequence $M_n$ are intermetrically similar to the elements of sequence $N_0$ with a resultant Kabirain coefficient $x$. These results were considered as the outcomes from the right-sided sequence (of the reflector sequence).

\[
\bigwedge_B : \int_{c(p)} e(M_n) = x
\]

The detail numerical calculations were presented in the supplementary files of the supplementary materials here attached with this article. Comparative optinalysis of the sequences generated from paranodic and synodic skewization were presented in supplementary files 1, 2 and 3.

2.2.4. Regression and Correlation Analysis

Regression analysis was performed using a excel sheet functions. The outcomes of comparative optinalysis (Kabirian coefficients) per unit skewization value from paranodic skewization mechanism were plotted against their generation number, and also the outcomes of
comparative optinalysis (Kabirian coefficients) per unit skewization value from synodic skewization mechanism were plotted against their reflector values. The regression line patterns, equations and the correlations were recorded. Five (5) regression functions, linear, polynomial, exponential, logarithmic, and power were considered. The results of paranodic skewization mechanism were presented in Table 5 and 6. The results of synodic skewization mechanism were presented in Table 3 and 4.

2.2.4. Best Fit Line Selection

The best regression functions (best fit lines) were assessed by the highest correlation coefficient.

3. Results

3.1. Paranodic Skewization

Table A1 A2 of the Appendix presented the modeled patterns of outcomes of Kabirian coefficient of similarity in different sided sequences and KB-zones, by some well-known regression lines. The results from the left-sided sequence indicate that the perfect correlation was a changing model from linear/simple-polynomial/exponential, continues as simple-polynomial, shifts to logarithmic, and finally stagnates at power with a skewization value spaces \([10^{-12}±100]\) to \([99±100]\), \([10^3±100]\) to \([10^4±100]\), \([10^5±100]\), \([10^6±100]\) to \([10^{12}±100]\) respectively. It is however observed that the logarithmic pattern serves as an intermediate function that separates the non-probability model (power) from the probability models (exponential, linear and polynomial).

From the right-sided sequence, results indicate that the function with perfect correlation starts as linear/simple-polynomial/exponential, continues as simple-polynomial, and finally stagnates at complex-polynomial with a skewization value spaces \([10^{-12}±100]\) to \([99±100]\), \([10^3±100]\) to \([10^4±100]\), \([10^5±100]\) to \([10^{12}±100]\) respectively.

Therefore, within the studied probability space, linear, simple-polynomial, and exponential models are the only constructed models. While the complex-polynomial, logarithmic and power models are neither from a probability space nor from non-probability space, because both of the two spaces are involved partly in the models construction. Moreover, four distinct quaternary divisions called the KB-zones were observed, each zones formed a distinct perfect function, thus distinct sensitivity to skewness.

3.1.1. Sensitivity Zones (KB-Zones)

Sensitivity zones are organized sequence of nodes that share common characteristics, such as resistance or tolerance to extreme imbalances (hyperskewness). In any distribution, the paranodic skewization produces a sensitivity zones (strata) called the K-zones and B-zones (KB-zones) which are quaternary divisions of functions across the distribution nodes with an exception of central node(s) (see Figure 2). At a certain skewization space, usually above \([10^4±100]\) of skewization value (see Table A1 and A2, excel file 1 of the supplementary materials), each KB-zones generates a distinct functions (express by a regression lines). The KB-zones are joined by and rotates around the pericentral node. Those regression lines that fit within the probability space are described at probability models, while those regression lines that form outside the probability space are also described as non-probability models.
3.1.1.1. The K-Zones:
- The zones cover the first and the fourth quarter regions of the distribution nodes.
- The nodes are more sensitive to skewness than B-zones.
- Within these zones, the outcome of similarity function (i.e., the similarity coefficient) by paranodic skewization is determined by the perfect regression line they formed which changes with changing skewization value.
- The outcome of similarity function is constrained within and outside the probability space.
- They are the zones of probability and non-probability models.
- The probability models shift to a non-probability models with hyperskewness (i.e., the probability models are insensitive to hyperskewness, while the non-probability models are sensitive to hyperskewness).

3.1.1.2. The B-Zones:
- The zones cover the second and the third quarter regions of the distribution nodes.
- The nodes are less sensitive to skewness than B-zone.
- Within these zones, the outcome of similarity function (i.e., the similarity coefficient) by paranodic skewization is determined by the perfect regression line they formed which changes with changing skewization value and factor.
- The outcome of similarity function is constrained within the probability space.
- They are the zones of probability models.
- The probability models are very sensitive and resistance to hyperskewness.

3.2. Synodic Skewization
The results are presented in Table 1, A3 and Figure 3-9 below provided that the modeled outcomes of similarity functions against their reflector values, within the produced skewization space. The results show that the outcomes of comparative optinalysis through synodic skewization falls within probability space and cannot be systematically and perfectly determined and correlated by the five (5) considered regression functions. In addition, some patterns are undefined in a simple and single pattern. Nevertheless, one pair representation of the two synodically skewed sequences can be used in function of Kabirian coefficient of similarity to
draw a general solution to this deterministic regression. Moreover, it is critically observed that for synodic skewization, the comparative optanalysis of a uniform sequence of elements can be simplified by the representation of any corresponding pair of elements of the sequences. Thus, the sequence length or nodality does not affect the outcomes, unlike the paranodic skewization.
### Table 3: Deterministic models of synodic skewization at different reflector values

| Reflective value | Linear Equation | Simple Polynomial | Exponential Equations | Logarithmic Equations | Power Equations | Figure |
|------------------|-----------------|------------------|-----------------------|-----------------------|-----------------|--------|
| **Left-sided sequence** | | | | | | |
| **0 to 100** | \( y = 0.0033x + 0.6838 \) \( R^2 = 0.9944 \) | \( y = -9E-06x^2 + 0.0043x + 0.6681 \) \( R^2 = 1 \) | \( y = 0.6921e^{0.004x} \) | | | 3 |
| **-100 to 0** | \( y = 0.0066x + 0.7058 \) \( R^2 = 0.9889 \) | \( y = -3E-05x^2 + 0.0039x + 0.662 \) \( R^2 = 0.9999 \) | \( y = 0.0001x \) | | | 3 |
| **-100 to 100** | \( y = 0.0048x + 0.6131 \) \( R^2 = 0.9683 \) | \( y = -2E-05x^2 + 0.0048x + 0.6683 \) \( R^2 = 0.999 \) | \( y = 1.7225e^{-0.006x} \) \( R^2 = 0.9304 \) | | | 3 |
| **Right-sided sequence** | | | | | | |
| **0 to 100** | \( y = -0.0083x + 1.7015 \) \( R^2 = 0.8783 \) | \( y = 0.0001x^2 - 0.0195x + 1.8859 \) \( R^2 = 0.9857 \) | \( y = 1.7225e^{-0.006x} \) \( R^2 = 0.9304 \) | | | 6 and 7a |
| **-1 to -33** | UP | UP | UP | | | 6 and 7b |
| **-34 to -100** | UP | UP | UP | | | 6 and 7c |
| **-100 to 100** | UP | UP | UP | | | 6 |

\( y = \) Kabirian coefficient of similarity; \( x = \) Reflective value; \( UP = \) Undefined pattern; \( CD = \) Cannot be determined; Query value = 100
Figure 3: Modeled pattern of Kabirian coefficient of similarity within a probability space from the left-sided sequence.

Figure 4: A part view showing the modeled pattern of Kabirian coefficient of similarity within a non-probability space from the left-sided sequence.

Figure 5a: A part view showing the modeled pattern of Kabirian coefficient of similarity within a non-probability space from the left-sided sequence.
**Figure 5b:** A part view showing the modeled pattern of Kabirian coefficient of similarity within a non-probability space from the left-sided sequence.

**Figure 6:** Modeled pattern of Kabirian coefficient of similarity within a probability space from the right-sided sequence.

**Figure 7a:** A magnified part view showing the behavior of similarity function modeled pattern of Kabirian coefficient of similarity within a probability space from the right-sided sequence.
Figure 7b: A magnified part view showing the modeled pattern of Kabirian coefficient of similarity within a probability space from the right-sided sequence.

Figure 7c: A magnified part view showing the modeled pattern of Kabirian coefficient of similarity within a probability space from the right-sided sequence.

Figure 8: A part view showing the modeled pattern of Kabirian coefficient of similarity within a non-probability space from the right-sided sequence.
3.2.1. Relationship between Left-Sided and Right-Sided Sequence

Following the paranodic skewization, the outcomes of comparative optinalysis (Kabirian coefficient of similarity) at a particular skewization value, from right-sided sequence forms a visually similar and a reciprocal relationship with the corresponding left-sided sequence at that same skewization value. (See Figure 10). This similar relationship mainly exists at a skewization value below $10^{-2}$.

However, following the synodic skewization, the outcomes of comparative optinalysis (Kabirian coefficient of similarity) of positive sequence elements from right-sided sequence looks visually symmetrical to the outcomes of left-sided sequence (See Figure 11 and Table A3 of the appendix).
4. Discussions

The change in regression line pattern or functions through an increasing skewization value following paranodic skewization from the left-sided and the right-sided sequences gives a clear and meaningful transition of models. This indicates that, the paranodic skewization mechanism is very suitable for dynamic modeling through a limited skewization space. In application, and for a uniform sequence of elements, knowing the skewization space, the regression pattern (model) can be assured and comparative outcomes optimalysis can be predicted.

The outcomes of similarity coefficient that lies within the probability space following paranodic or synodic skewization at the left-sided sequence is a reciprocal function to the right-sided sequences, but the probability and percentage outcomes that lies between them is generally translated as same magnitude. This reciprocity property of comparative optimalysis is a valid reason to recognize it as a unique statistical paradigm on its own right, because similarity measurement defines similarity in a similar pattern.

One further advantage of comparative optimalysis models is that, one or more possible changes in magnitude and position, of a sequence can be calculate or predicted at a time. But in contrast, the probability estimation is insensitive to variations that are position-specific and only one chance (change in sequence magnitude) at a time can be calculated.

Some natural phenomena were shown to take a unique regression patterns. Power law, also known as heavy tail distributions, Pareto-like laws, or Zipf-like laws have been largely reported in modeling of distinct real life phenomena in the area of biology, astronomy, language, economics, demography, computer, information theory, and others (Pinto et al., 2012). However, the significant-digit law of statistical folklore is the empirical observation that in many naturally occurring tables of numerical data, the leading significant digits are uniformly distributed, but instead follow a particular logarithmic distribution (Newcomb, 1881).

It can be concluded that some natural variations conform to the position-specific variations of the sensitivity points of a uniform sequence, and could be a hidden force or element that establish a natural variations among natural phenomena.
5. Conclusion

The mechanisms (paranodic and synodic) of induced skewization in a sequence is a suitable approach for statistical modeling in comparative optinalysis of sequences. Continues paranodic skewization is a mechanism that moves (changes) a deterministic model in comparative optinalysis from one function (regression line) to the others. While continues synodic skewization is a mechanism that moves (changes) a deterministic model in comparative optinalysis from one probability outcome to others. The role of sensitivity points of a sequence allows a modeling of a univariate or multi-clustered or multivariate sequence of variables or elements.
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### Appendix A

Table A1: Deterministic models of paranoid skewization at the left-sided sequence

| REFLECTOR VALUE | DC | EXPONENTIAL | LINEAR | LOGARITHMIC | POLYNOMIAL | POWER |
|-----------------|----|-------------|--------|-------------|------------|-------|
| \(10^{-12}\)    | Stem | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0029\ln(x) + 0.9863\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9863x^{0.0029}\) |
| K-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0016\ln(x) + 0.9888\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9888x^{0.0016}\) |
| B-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.9899\) | \(y = 0.0071\ln(x) + 0.9716\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9719x^{0.0072}\) |
| \(10^{-11}\)    | Stem | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0029\ln(x) + 0.9863\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9863x^{0.0029}\) |
| K-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0016\ln(x) + 0.9888\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9888x^{0.0016}\) |
| B-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.9899\) | \(y = 0.0071\ln(x) + 0.9716\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9719x^{0.0072}\) |
| \(10^{-10}\)    | Stem | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0029\ln(x) + 0.9863\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9863x^{0.0029}\) |
| K-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0016\ln(x) + 0.9888\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9888x^{0.0016}\) |
| B-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.9899\) | \(y = 0.0071\ln(x) + 0.9716\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9719x^{0.0072}\) |
| \(10^{-9}\)     | Stem | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0029\ln(x) + 0.9863\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9863x^{0.0029}\) |
| K-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0016\ln(x) + 0.9888\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9888x^{0.0016}\) |
| B-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.9899\) | \(y = 0.0071\ln(x) + 0.9716\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9719x^{0.0072}\) |
| \(10^{-8}\)     | Stem | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0029\ln(x) + 0.9863\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9863x^{0.0029}\) |
| K-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0016\ln(x) + 0.9888\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9888x^{0.0016}\) |
| B-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.9899\) | \(y = 0.0071\ln(x) + 0.9716\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9719x^{0.0072}\) |
| \(10^{-7}\)     | Stem | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0029\ln(x) + 0.9863\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9863x^{0.0029}\) |
| K-zone          | \(y = 0.99e^{0.0002x}\) | \(y = 0.0002x + 0.99\) | \(y = 0.0016\ln(x) + 0.9888\) | \(y = 4E-08x^2 + 0.0002x + 0.99\) | \(y = 0.9888x^{0.0016}\) |
| Zone | Equation 1 | Equation 2 | Equation 3 | Equation 4 |
|------|------------|------------|------------|------------|
| B-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.9899$ | $y = 0.0071ln(x) + 0.9716$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.9913$ | $R^2 = 1$ |
| (10⁻⁶) Stem | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0029ln(x) + 0.9863$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8244$ | $R^2 = 1$ |
| K-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0016ln(x) + 0.9888$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8554$ | $R^2 = 1$ |
| (10⁻⁵) Stem | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0029ln(x) + 0.9716$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8244$ | $R^2 = 1$ |
| K-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0016ln(x) + 0.9888$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8554$ | $R^2 = 1$ |
| B-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0071ln(x) + 0.9716$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.9913$ | $R^2 = 1$ |
| (10⁻⁴) Stem | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0029ln(x) + 0.9863$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8244$ | $R^2 = 1$ |
| K-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0016ln(x) + 0.9888$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8554$ | $R^2 = 1$ |
| B-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0071ln(x) + 0.9716$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.9913$ | $R^2 = 1$ |
| (10⁻³) Stem | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0029ln(x) + 0.9863$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8244$ | $R^2 = 1$ |
| K-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0016ln(x) + 0.9888$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8554$ | $R^2 = 1$ |
| B-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0071ln(x) + 0.9716$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.9913$ | $R^2 = 1$ |
| (10⁻²) Stem | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0029ln(x) + 0.9863$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8244$ | $R^2 = 1$ |
| K-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0016ln(x) + 0.9888$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8554$ | $R^2 = 1$ |
| B-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0071ln(x) + 0.9716$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.9913$ | $R^2 = 1$ |
| (10⁻¹) Stem | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0029ln(x) + 0.9863$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8244$ | $R^2 = 1$ |
| K-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0016ln(x) + 0.9888$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8554$ | $R^2 = 1$ |
| B-zone | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0071ln(x) + 0.9716$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.9913$ | $R^2 = 1$ |
| (0) Stem | $y = 0.99e^{0.0002x}$ | $y = 0.0002x + 0.99$ | $y = 0.0029ln(x) + 0.9863$ | $y = 4e^{-08x^2} + 0.0002x + 0.99$ |
| | $R^2 = 1$ | $R^2 = 1$ | $R^2 = 0.8244$ | $R^2 = 1$ |
| Zone   | R²  | Equation | R²  | Equation | R²  | Equation | R²  | Equation |
|--------|-----|----------|-----|----------|-----|----------|-----|----------|
| K-zone | 0.8244 | y = 0.999e^{0.0002x} | 0.9888 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9719 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |
| B-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |

(10^6)

| Zone   | R²  | Equation | R²  | Equation | R²  | Equation | R²  | Equation |
|--------|-----|----------|-----|----------|-----|----------|-----|----------|
| K-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |
| B-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |

(10)

| Zone   | R²  | Equation | R²  | Equation | R²  | Equation | R²  | Equation |
|--------|-----|----------|-----|----------|-----|----------|-----|----------|
| K-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |
| B-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |

(25)

| Zone   | R²  | Equation | R²  | Equation | R²  | Equation | R²  | Equation |
|--------|-----|----------|-----|----------|-----|----------|-----|----------|
| K-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |
| B-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |

(50)

| Zone   | R²  | Equation | R²  | Equation | R²  | Equation | R²  | Equation |
|--------|-----|----------|-----|----------|-----|----------|-----|----------|
| K-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |
| B-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |

(75)

| Zone   | R²  | Equation | R²  | Equation | R²  | Equation | R²  | Equation |
|--------|-----|----------|-----|----------|-----|----------|-----|----------|
| K-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |
| B-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |

(95)

| Zone   | R²  | Equation | R²  | Equation | R²  | Equation | R²  | Equation |
|--------|-----|----------|-----|----------|-----|----------|-----|----------|
| K-zone | 0.9895 | y = 0.999e^{0.0002x} | 0.9865 | y = 4E-08x^2 + 0.0002x + 0.99 | 0.9722 | y = 4E-08x^2 + 0.0002x + 0.99 |
|        |      | R² = 1   |     | R² = 1   |     | R² = 1   |     | R² = 1   |
| B-zone | y = 0.9995e^{1E-05x} | y = 1E-05x + 0.9995 | y = 0.0004ln(x) + 0.9986 | y = 1E-10x^2 + 1E-05x + 0.9995 | y = 0.9986x^{0.0004} | R^2 = 1 |
|--------|-------------------|------------------|------------------|------------------|------------------|---------|
| (99) Stem | y = 0.9999e^{2E-06x} | y = 2E-06x + 0.9999 | y = 3E-05ln(x) + 0.9999 | y = 4E-12x^2 + 2E-06x + 0.9999 | y = 0.9999x^{2E-05} | R^2 = 1 |
| K-zone | y = 0.9999e^{2E-06x} | y = 2E-06x + 0.9999 | y = 2E-05ln(x) + 0.9999 | y = 4E-12x^2 + 2E-06x + 0.9999 | y = 0.9999x^{2E-05} | R^2 = 1 |
| B-zone | y = 0.9999e^{2E-06x} | y = 2E-06x + 0.9999 | y = 7E-05ln(x) + 0.9997 | y = 4E-12x^2 + 2E-06x + 0.9999 | y = 0.9997x^{2E-05} | R^2 = 1 |
| (10^2) Stem | y = 1 | y = 1 | y = 1 | y = 1 | y = 1 | R^2 = #N/A |
| K-zone | y = 1 | y = 1 | y = 1 | y = 1 | y = 1 | R^2 = #N/A |
| B-zone | y = 1 | y = 1 | y = 1 | y = 1 | y = 1 | R^2 = #N/A |
| (10^3) Stem | y = 1.0893e^{-0.002x} | y = -0.0018x + 1.086 | y = -0.026ln(x) + 1.1224 | y = 3E-06x^2 - 0.0019x + 1.09 | y = 1.1247x^{-0.025} | R^2 = 0.8329 |
| K-zone | y = 1.0898e^{-0.002x} | y = -0.0018x + 1.086 | y = -0.015ln(x) + 1.1007 | y = 3E-06x^2 - 0.0019x + 1.09 | y = 1.1011x^{-0.014} | R^2 = 0.8596 |
| B-zone | y = 1.0879e^{-0.002x} | y = -0.0017x + 1.086 | y = -0.061ln(x) + 1.2439 | y = 3E-06x^2 - 0.0019x + 1.089 | y = 1.2695x^{-0.06} | R^2 = 0.9925 |
| (10^4) Stem | y = 1.9013e^{-0.013x} | y = -0.0185x + 1.8159 | y = -0.295ln(x) + 2.2575 | y = 0.0002x^2 - 0.031x + 1.9609 | y = 2.4892x^{-0.205} | R^2 = 0.8785 |
| K-zone | y = 1.9591e^{-0.010x} | y = -0.0252x + 1.9369 | y = -0.213ln(x) + 2.1046 | y = 0.0004x^2 - 0.0355x + 1.983 | y = 2.1613x^{-0.13} | R^2 = 0.886 |
| B-zone | y = 1.7645e^{-0.011x} | y = -0.0131x + 1.6514 | y = -0.479ln(x) + 2.8468 | y = 0.0001x^2 - 0.0242x + 1.8512 | y = 5.0751x^{-0.411} | R^2 = 0.997 |
| (10^5) Stem | y = 5.7484e^{-0.039x} | y = -0.1088x + 5.3469 | y = -2.089ln(x) + 8.7776 | y = 0.0045x^2 - 0.3404x + 7.354 | y = 14.816x^{-0.655} | R^2 = 0.9678 |
| K-zone | y = 7.6186e^{-0.062x} | y = -0.2464x + 7.0103 | y = -2.38ln(x) + 9.3297 | y = 0.0158x^2 - 0.6579x + 8.8617 | y = 12.138x^{-0.548} | R^2 = 0.9622 |
| B-zone | y = 3.2818e^{-0.024x} | y = -0.0328x + 2.5883 | y = -1.206ln(x) + 5.7048 | y = 0.0008x^2 - 0.0918x + 3.6518 | y = 31.225x^{-0.874} | R^2 = 0.999 |
| (10^6) Stem | y = 9.8589e{-0.054x} | y = -0.2609x + 10.586 | y = -5.788ln(x) + 21.141 | y = 0.0162x^2 - 1.0714x + 17.476 | y = 40.628x^{-0.934} | R^2 = 0.9983 |
| K-zone | y = 16.546e^{-0.097x} | y = -0.7929x + 16.099 | y = -8.117ln(x) + 25.452 | y = 0.0781x^2 - 2.7591x + 25.234 | y = 38.53x^{-0.966} | R^2 = 0.9979 |
| B-zone | y = 3.7997e^{-0.027x} | y = -0.0384x + 2.851 | y = -1.415ln(x) + 6.5124 | y = 0.001x^2 - 0.1165x + 4.257 | y = 48.252x^{-0.986} | R^2 = 1 |
| (10^7) Stem | y = 10.637e^{-0.055x} | y = -0.3085x + 12.378 | y = -7.311ln(x) + 26.221 | y = 0.0203x^2 - 1.3413x + 21.329 | y = 49.71x^{-0.993} | R^2 = 0.999 |
| Zone | \( R^2 \) | Equation | \( R^2 \) | Equation | \( R^2 \) | Equation | \( R^2 \) | Equation |
|------|--------|---------|--------|---------|--------|---------|--------|---------|
| **K-zone** | | | | | | | | |
| Stem | \( y = 19.225e^{-0.104x} \) | \( R^2 = 0.829 \) | \( y = 0.11x^2 - 3.7925x + 32.633 \) | \( R^2 = 0.8596 \) | \( y = 0.011x^2 - 0.1195x + 4.3312 \) | \( R^2 = 0.9989 \) | \( y = 50.715x^{-0.999} \) | \( R^2 = 1 \) |
| \( x \) | \( y = -0.9335x + 19.767 \) | \( R^2 = 0.3395 \) | \( y = 51x \) | \( R^2 = 1 \) | \( y = -10.81ln(x) + 32.715 \) | \( R^2 = 0.734 \) | \( y = 49.381x^{-0.989} \) | \( R^2 = 1 \) |
| **B-zone** | | | | | | | | |
| Stem | \( y = 3.8637e^{-0.027x} \) | \( R^2 = 0.9915 \) | \( y = 0.0209x^2 - 1.3835x + 21.893 \) | \( R^2 = 0.9989 \) | \( y = 50.868x^{-0.999} \) | \( R^2 = 1 \) |
| \( x \) | \( y = -0.039x + 2.8821 \) | \( R^2 = 0.9746 \) | \( y = 0.1146x^2 - 3.9408x + 33.68 \) | \( R^2 = 0.7242 \) | \( y = 50.833x^{-0.999} \) | \( R^2 = 1 \) |

\( DC = \) Distribution component; \( y = \) Kabirian coefficient of similarity; \( x = \) Generation number.
Table A2: Deterministic models of paranoic skewization at the right-sided sequence.

| REFLECTOR VALUE | DC | EXPONENTIAL | LINEAR | LOGARITHMIC | POLYNOMIAL | POWER |
|-----------------|----|-------------|--------|-------------|------------|-------|
| (10^{-12})      | Stem | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{0.003}$ | $R^2 = 1$ |
|                 | B-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ | $R^2 = 0.9925$ |
|                 | K-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ | $R^2 = 0.8547$ |
| (10^{-11})      | Stem | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ | $R^2 = 1$ |
|                 | B-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ | $R^2 = 0.9925$ |
|                 | K-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ | $R^2 = 0.8547$ |
| (10^{-10})      | Stem | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ | $R^2 = 1$ |
|                 | B-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ | $R^2 = 0.9925$ |
|                 | K-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ | $R^2 = 0.8547$ |
| (10^{-9})       | Stem | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ | $R^2 = 1$ |
|                 | B-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ | $R^2 = 0.9925$ |
|                 | K-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ | $R^2 = 0.8547$ |
| (10^{-8})       | Stem | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ | $R^2 = 1$ |
|                 | B-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ | $R^2 = 0.9925$ |
|                 | K-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ | $R^2 = 0.8547$ |
| (10^{-7})       | Stem | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ | $R^2 = 1$ |
|                 | B-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ | $R^2 = 0.9925$ |
|                 | K-zone | $y = 1.0102e^{-20}x$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ | $R^2 = 0.8547$ |
| $10^{-6}$ | Stem | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ |
| | B-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ |
| | K-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ |

| $10^{-5}$ | Stem | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ |
| | B-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ |
| | K-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ |

| $10^{-4}$ | Stem | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ |
| | B-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ |
| | K-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ |

| $10^{-3}$ | Stem | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ |
| | B-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ |
| | K-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ |

| $10^{-2}$ | Stem | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ |
| | B-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ |
| | K-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ |

| $10^{-1}$ | Stem | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ |
| | B-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0101$ | $y = -0.007ln(x) + 1.0292$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0295x^{-0.007}$ |
| | K-zone | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.002ln(x) + 1.0115$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.0115x^{-0.002}$ |

| 0 | Stem | $y = 1.0102e^{2E-04x}$ | $y = -0.0002x + 1.0102$ | $y = -0.003ln(x) + 1.0139$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $y = 1.014x^{-0.003}$ |
| Zone | Equation | $R^2$ | Equation | $R^2$ | Equation | $R^2$ | Equation | $R^2$ |
|------|----------|-------|----------|-------|----------|-------|----------|-------|
| K-zone | $y = 1.0102e^{-2E-04x}$ | $R^2 = 1$ | $y = -0.0002x + 1.0102$ | $R^2 = 1$ | $y = -0.002ln(x) + 1.0115$ | $R^2 = 0.9926$ | $y = 4E-08x^2 - 0.0002x + 1.0102$ | $R^2 = 1$ |
| Stem | | | | | | | | |
| B-zone | $y = 1.0101e^{-2E-04x}$ | $R^2 = 1$ | $y = -0.0002x + 1.0101$ | $R^2 = 1$ | $y = -0.003ln(x) + 1.0138$ | $R^2 = 0.8276$ | $y = 4E-08x^2 - 0.0002x + 1.0101$ | $R^2 = 1$ |
| Stem | | | | | | | | |
| B-zone | $y = 1.0101e^{-2E-04x}$ | $R^2 = 1$ | $y = -0.0002x + 1.0101$ | $R^2 = 1$ | $y = -0.002ln(x) + 1.0114$ | $R^2 = 0.9926$ | $y = 4E-08x^2 - 0.0002x + 1.0101$ | $R^2 = 1$ |
| K-zone | | | | | | | | |
| Stem | | | | | | | | |
| B-zone | $y = 1.0092e^{-2E-04x}$ | $R^2 = 1$ | $y = -0.0002x + 1.0092$ | $R^2 = 1$ | $y = -0.003ln(x) + 1.0125$ | $R^2 = 0.8275$ | $y = 3E-08x^2 - 0.0002x + 1.0092$ | $R^2 = 1$ |
| Stem | | | | | | | | |
| B-zone | $y = 1.0091e^{-2E-04x}$ | $R^2 = 1$ | $y = -0.0002x + 1.0091$ | $R^2 = 1$ | $y = -0.0002ln(x) + 1.0103$ | $R^2 = 0.9926$ | $y = 3E-08x^2 - 0.0002x + 1.0092$ | $R^2 = 1$ |
| K-zone | | | | | | | | |
| Stem | $y = 1.0076e^{-1E-04x}$ | $R^2 = 1$ | $y = -0.0001x + 1.0076$ | $R^2 = 1$ | $y = -0.002ln(x) + 1.0104$ | $R^2 = 0.8272$ | $y = 2E-08x^2 - 0.0002x + 1.0076$ | $R^2 = 1$ |
| B-zone | | | | | | | | |
| K-zone | | | | | | | | |
| Stem | $y = 1.0076e^{-1E-04x}$ | $R^2 = 1$ | $y = -0.0001x + 1.0076$ | $R^2 = 1$ | $y = -0.001ln(x) + 1.0086$ | $R^2 = 0.8549$ | $y = 2E-08x^2 - 0.0002x + 1.0076$ | $R^2 = 1$ |
| Stem | | | | | | | | |
| B-zone | | | | | | | | |
| K-zone | | | | | | | | |
| Stem | $y = 1.0055e^{-1E-04x}$ | $R^2 = 1$ | $y = -1E-04x + 1.005$ | $R^2 = 1$ | $y = -0.001ln(x) + 1.0069$ | $R^2 = 0.8268$ | $y = 1E-08x^2 - 1E-04x + 1.0051$ | $R^2 = 1$ |
| B-zone | | | | | | | | |
| K-zone | | | | | | | | |
| Stem | $y = 1.0055e^{-1E-04x}$ | $R^2 = 1$ | $y = -1E-04x + 1.005$ | $R^2 = 1$ | $y = -0.005ln(x) + 1.0218$ | $R^2 = 0.9926$ | $y = 2E-08x^2 - 0.0002x + 1.0076$ | $R^2 = 1$ |
| Stem | | | | | | | | |
| B-zone | | | | | | | | |
| K-zone | | | | | | | | |
| Stem | $y = 1.0025e^{-5E-05x}$ | $R^2 = 1$ | $y = -5E-05x + 1.0025$ | $R^2 = 1$ | $y = -0.004ln(x) + 1.0145$ | $R^2 = 0.9925$ | $y = 1E-08x^2 - 1E-04x + 1.0051$ | $R^2 = 1$ |
| B-zone | | | | | | | | |
| K-zone | | | | | | | | |
| Stem | $y = 1.0025e^{-5E-05x}$ | $R^2 = 1$ | $y = -5E-05x + 1.0025$ | $R^2 = 1$ | $y = -0.002ln(x) + 1.0072$ | $R^2 = 0.9925$ | $y = 2E-09x^2 - 5E-05x + 1.0025$ | $R^2 = 1$ |
| Stem | | | | | | | | |
| B-zone | | | | | | | | |
| K-zone | | | | | | | | |
| Stem | $y = 1.0005e^{-1E-05x}$ | $R^2 = 1$ | $y = -1E-05x + 1.0005$ | $R^2 = 1$ | $y = -0.004ln(x) + 1.0028$ | $R^2 = 0.8545$ | $y = 2E-09x^2 - 5E-05x + 1.0025$ | $R^2 = 1$ |
| B-zone | | | | | | | | |
| K-zone | | | | | | | | |
| Stem | $y = 1.0005e^{-1E-05x}$ | $R^2 = 1$ | $y = -1E-05x + 1.0005$ | $R^2 = 1$ | $y = -1E-04ln(x) + 1.0007$ | $R^2 = 0.8261$ | $y = 1E-10x^2 - 1E-05x + 1.0005$ | $R^2 = 1$ |
| Stem | | | | | | | | |
| B-zone | | | | | | | | |
| K-zone | | | | | | | | |
| Stem | $y = 1.0005e^{-1E-05x}$ | $R^2 = 1$ | $y = -1E-05x + 1.0005$ | $R^2 = 1$ | $y = -0.002ln(x) + 1.0006$ | $R^2 = 0.8543$ | $y = 1E-10x^2 - 1E-05x + 1.0005$ | $R^2 = 1$ |
| (99)  | Stem | $y = 1.0001e^{-0.06x}$ | $y = -2E-06x + 1.0001$ | $y = -3E-05\ln(x) + 1.0001$ | $y = 4E-12x^2 - 2E-06x + 1.0001$ | $y = 1.0001x^{3E-05}$ |
|-------|------|----------------------|----------------------|----------------------|----------------------|----------------------|
|       | B-zone | $y = 1.0001e^{-0.06x}$ | $y = -2E-06x + 1.0001$ | $y = -3E-05\ln(x) + 1.0001$ | $y = 4E-12x^2 - 2E-06x + 1.0001$ | $y = 1.0003x^{7E-05}$ |
|       | K-zone | $y = 1.0001e^{-0.06x}$ | $y = -2E-06x + 1.0001$ | $y = -3E-05\ln(x) + 1.0001$ | $y = 4E-12x^2 - 2E-06x + 1.0001$ | $y = 1.0001x^{2E-05}$ |
| (10^2) | Stem | $y = 1$ | $y = 1$ | $y = 1$ | $y = 1$ | $y = 1$ |
|       | B-zone | $y = 1$ | $y = 1$ | $y = 1$ | $y = 1$ | $y = 1$ |
|       | K-zone | $y = 1$ | $y = 1$ | $y = 1$ | $y = 1$ | $y = 1$ |
| (10^3) | Stem | $y = 0.9232e^{0.0016x}$ | $y = 0.0015x + 0.9227$ | $y = 0.0221\ln(x) + 0.8952$ | $y = 2E-06x^2 + 0.0014x + 0.9238$ | $y = 0.9147e^{0.0129}$ |
|       | B-zone | $y = 0.9222e^{0.0016x}$ | $y = 0.0016x + 0.9205$ | $y = 0.0572\ln(x) + 0.7724$ | $y = 2E-06x^2 + 0.0014x + 0.9239$ | $y = 0.9147e^{0.0129}$ |
|       | K-zone | $y = 0.9236e^{0.0015x}$ | $y = 0.0014x + 0.9235$ | $y = 0.0121\ln(x) + 0.9144$ | $y = 2E-06x^2 + 0.0014x + 0.9237$ | $y = 0.9147e^{0.0129}$ |
| (10^4) | Stem | $y = 0.6594e^{0.0079x}$ | $y = 0.0064x + 0.648$ | $y = 0.0918\ln(x) + 0.5385$ | $y = 5E-05x^2 + 0.0038x + 0.6703$ | $y = 0.5727e^{0.1151}$ |
|       | B-zone | $y = 0.6394e^{0.0087x}$ | $y = 0.0077x + 0.5969$ | $y = 0.2839\ln(x) - 0.1366$ | $y = 7E-05x^2 + 0.0026x + 0.6905$ | $y = 0.2801e^{0.3192}$ |
|       | K-zone | $y = 0.6657e^{0.0072x}$ | $y = 0.0053x + 0.6633$ | $y = 0.0436\ln(x) + 0.6315$ | $y = 4E-05x^2 + 0.0042x + 0.6681$ | $y = 0.6368e^{0.0599}$ |
| (10^5) | Stem | $y = 0.5081e^{0.0125x}$ | $y = 0.0089x + 0.4825$ | $y = 0.1254\ln(x) + 0.3379$ | $y = 0.0001x^2 + 0.0032x + 0.5321$ | $y = 0.4086e^{0.1807}$ |
|       | B-zone | $y = 0.4693e^{0.0146x}$ | $y = 0.012x + 0.3655$ | $y = 0.4384\ln(x) - 0.7655$ | $y = 0.0002x^2 - 0.0013x + 0.6089$ | $y = 0.1178e^{0.335}$ |
|       | K-zone | $y = 0.5203e^{0.0107x}$ | $y = 0.0065x + 0.5158$ | $y = 0.0533\ln(x) + 0.4777$ | $y = 7E-05x^2 + 0.0046x + 0.5246$ | $y = 0.4872e^{0.0893}$ |
| (10^6) | Stem | $y = 0.4856e^{0.0133x}$ | $y = 0.0093x + 0.4573$ | $y = 0.1298\ln(x) + 0.3085$ | $y = 0.0001x^2 + 0.003x + 0.5121$ | $y = 0.3856e^{0.1916}$ |
|       | B-zone | $y = 0.4439e^{0.0156x}$ | $y = 0.0127x + 0.3275$ | $y = 0.4629\ln(x) - 0.8667$ | $y = 0.0002x^2 - 0.0024x + 0.6034$ | $y = 0.1088e^{0.5735}$ |
|       | K-zone | $y = 0.4987e^{0.0113x}$ | $y = 0.0066x + 0.494$ | $y = 0.0541\ln(x) + 0.4554$ | $y = 7E-05x^2 + 0.0046x + 0.5033$ | $y = 0.4655e^{0.0939}$ |
| (10^7) | Stem | $y = 0.4832e^{0.0134x}$ | $y = 0.0093x + 0.4547$ | $y = 0.1303\ln(x) + 0.3054$ | $y = 0.0001x^2 + 0.0029x + 0.51$ | $y = 0.3832e^{0.1927}$ |
|       | B-zone | $y = 0.4412e^{0.0157x}$ | $y = 0.0127x + 0.3234$ | $y = 0.4655\ln(x) - 0.8774$ | $y = 0.0002x^2 - 0.0025x + 0.6029$ | $y = 0.0992e^{0.5777}$ |
|       | $R^2$ | $R^2$ | $R^2$ | $R^2$ | $R^2$ |
|-------|-------|-------|-------|-------|-------|
|       |       |       |       |       |       |
| **K-zone** |       |       |       |       |       |
| **Stem** | $y = 0.4965e^{0.0113x}$ | $y = 0.0066x + 0.4917$ | $y = 0.0542ln(x) + 0.453$ | $y = 0.0021x^2 + 0.0029x + 0.5098$ | $y = 0.4632e^{0.0944}$ |
| $R^2$  | 0.9974 | 0.9942 | 0.8051 | 0.9991 | 0.8305 |
| **B-zone** | $y = 0.483e^{0.0134x}$ | $y = 0.0093x + 0.4544$ | $y = 0.1303ln(x) + 0.3051$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.383x^{0.1928}$ |
| $R^2$  | 0.9929 | 0.9705 | 0.9991 | 0.9999 | 0.769 |
| **K-zone** | $y = 0.4962e^{0.0113x}$ | $y = 0.0066x + 0.4914$ | $y = 0.0542ln(x) + 0.4528$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.463e^{0.0945}$ |
| $R^2$  | 0.9986 | 0.9992 | 0.8051 | 0.9991 | 0.8304 |
| **Stem** | $y = 0.4829e^{0.0134x}$ | $y = 0.0093x + 0.4544$ | $y = 0.1303ln(x) + 0.3051$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.383x^{0.1929}$ |
| $R^2$  | 0.9925 | 0.9992 | 0.9991 | 0.9991 | 0.866 |
| **B-zone** | $y = 0.4603e^{0.0147x}$ | $y = 0.0111x + 0.3878$ | $y = 0.3316ln(x) - 0.3867$ | $y = 0.0002x^2 + 0.0003x + 0.55$ | $y = 0.1635e^{0.411}$ |
| $R^2$  | 0.9956 | 0.9823 | 0.9246 | 0.9997 | 0.9552 |
| **K-zone** | $y = 0.4986e^{0.0107x}$ | $y = 0.0059x + 0.497$ | $y = 0.0327ln(x) + 0.4842$ | $y = 6E-05x^2 + 0.0048x + 0.5002$ | $y = 0.4866e^{0.4061}$ |
| $R^2$  | 0.9995 | 0.9981 | 0.8524 | 0.9997 | 0.866 |
| **Stem** | $y = 0.4829e^{0.0134x}$ | $y = 0.0093x + 0.4544$ | $y = 0.1303ln(x) + 0.3051$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.383x^{0.1929}$ |
| $R^2$  | 0.9925 | 0.9992 | 0.9991 | 0.9991 | 0.866 |
| **B-zone** | $y = 0.4409e^{0.0157x}$ | $y = 0.0127x + 0.323$ | $y = 0.4658ln(x) - 0.8785$ | $y = 0.0002x^2 - 0.0025x + 0.6029$ | $y = 0.099x^{0.5781}$ |
| $R^2$  | 0.9974 | 0.9897 | 0.9651 | 0.9999 | 0.9812 |
| **K-zone** | $y = 0.4962e^{0.0113x}$ | $y = 0.0066x + 0.4914$ | $y = 0.0542ln(x) + 0.4528$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.4629x^{0.0945}$ |
| $R^2$  | 0.9986 | 0.9992 | 0.8051 | 0.9991 | 0.8304 |
| **Stem** | $y = 0.4829e^{0.0134x}$ | $y = 0.0093x + 0.4544$ | $y = 0.1303ln(x) + 0.3051$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.383x^{0.1929}$ |
| $R^2$  | 0.9925 | 0.9992 | 0.9991 | 0.9991 | 0.866 |
| **B-zone** | $y = 0.4409e^{0.0157x}$ | $y = 0.0127x + 0.323$ | $y = 0.4658ln(x) - 0.8785$ | $y = 0.0002x^2 - 0.0025x + 0.6029$ | $y = 0.099x^{0.5781}$ |
| $R^2$  | 0.9974 | 0.9897 | 0.9651 | 0.9999 | 0.9812 |
| **K-zone** | $y = 0.4962e^{0.0113x}$ | $y = 0.0066x + 0.4914$ | $y = 0.0542ln(x) + 0.4528$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.4629x^{0.0945}$ |
| $R^2$  | 0.9986 | 0.9992 | 0.8051 | 0.9991 | 0.8304 |
| **Stem** | $y = 0.4829e^{0.0134x}$ | $y = 0.0093x + 0.4544$ | $y = 0.1303ln(x) + 0.3051$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.383x^{0.1929}$ |
| $R^2$  | 0.9925 | 0.9992 | 0.9991 | 0.9991 | 0.866 |
| **B-zone** | $y = 0.4409e^{0.0157x}$ | $y = 0.0127x + 0.323$ | $y = 0.4658ln(x) - 0.8785$ | $y = 0.0002x^2 - 0.0025x + 0.6029$ | $y = 0.099x^{0.5781}$ |
| $R^2$  | 0.9974 | 0.9897 | 0.9651 | 0.9999 | 0.9812 |
| **K-zone** | $y = 0.4962e^{0.0113x}$ | $y = 0.0066x + 0.4914$ | $y = 0.0542ln(x) + 0.4528$ | $y = 0.0001x^2 + 0.0029x + 0.5098$ | $y = 0.4629x^{0.0945}$ |
| $R^2$  | 0.9986 | 0.9992 | 0.8051 | 0.9991 | 0.8304 |
**Table A3:** Outcomes of comparative optanalysis following synodic skewization mechanism.

**SYNODIC SKEWIZATION**

| Reflector value | Kabiran coefficient of similarity | Reflector value | Kabiran coefficient of similarity |
|-----------------|-----------------------------------|-----------------|-----------------------------------|
| 1E-12           | 0.666666667                       | 1E-12           | 2                                 |
| 1E-11           | 0.666666667                       | 1E-11           | 2                                 |
| 1E-10           | 0.666666667                       | 1E-10           | 2                                 |
| 0.000000001     | 0.666666667                       | 0.000000001     | 2                                 |
| 0.0000001       | 0.666666667                       | 0.0000001       | 2.999999996                      |
| 0.00001         | 0.666666667                       | 0.0001          | 1.9999996                        |
| 0.001           | 0.666671111                       | 0.001           | 1.99960001                       |
| 0.01            | 0.666711111                       | 0.01            | 1.99960012                       |
| 0.1             | 0.667110963                       | 0.1             | 1.996011964                      |
| 1               | 0.671096346                       | 1               | 1.961165049                      |
| 10              | 0.709677419                       | 10              | 1.692307692                      |
| 100             |                                   | 100             | 1                                 |
| 1000            | 1.692307692                       | 1000            | 0.709677419                      |
| 10000           | 1.961165049                       | 10000           | 0.671096346                      |
| 100000          | 1.996011964                       | 100000          | 0.667110963                      |
| 1000000         | 1.99960012                       | 1000000         | 0.66671111                       |
| 10000000        | 1.99996001                       | 10000000        | 0.66667111                       |
| 100000000       | 1.999996                         | 100000000       | 0.66666711                       |
| 10000000000     | 1.9999996                        | 10000000000     | 0.66666671                       |
| 1E+11           | 1.99999996                       | 1E+11           | 0.66666711                       |
| 1E+12           | 2                                | 1E+12           | 0.66666671                       |