Resolvents and complex powers of semiclassical cone operators
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Abstract
We give a uniform description of resolvents and complex powers of elliptic semiclassical cone differential operators as the semiclassical parameter \( h \) tends to 0. An example of such an operator is the shifted semiclassical Laplacian \( h^2 \Delta_g + 1 \) on a manifold \((X, g)\) of dimension \( n \geq 3 \) with conic singularities. Our approach is constructive and based on techniques from geometric microlocal analysis: we construct the Schwartz kernels of resolvents and complex powers as conormal distributions on a suitable resolution of the space \([0, 1)_h \times X \times X\) of \( h \)-dependent integral kernels; the construction of complex powers relies on a calculus with a second semiclassical parameter. As an application, we characterize the domains of \((h^2 \Delta_g + 1)^{w/2}\) for \( \Re w \in \left(-\frac{n}{2}, \frac{n}{2}\right)\) and use this to prove the propagation of semiclassical regularity through a cone point on a range of weighted semiclassical function spaces.
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1 | INTRODUCTION

Consider a compact conic manifold of dimension \( n \geq 3 \) with a single cone point. Upon introducing polar coordinates around the cone point, this can be described as a compact manifold \( X \) with connected embedded boundary \( \partial X \), and a smooth Riemannian metric \( g \) on \( X^\circ \) which in a collar neighborhood \([0, \epsilon)_x \times \partial X \) of \( \partial X \) takes the form

\[ g = dx^2 + x^2 k(x). \]

Here, \( k(x) \) is a smooth family of metrics on \( \partial X \). See Figure 1.1.

Let \( \Delta_g \geq 0 \) denote the Friedrichs extension. In this paper, we give a precise description of Schwartz kernels of resolvents and complex powers of elliptic semiclassical operators related to \( \Delta_g \). Denote the diagonal in \( X \times X \) by \( \text{diag}_X = \{(p, p) : p \in X\}. \)
Figure 1.1 Left: a two-dimensional conic manifold. Right: its resolution, a manifold $X$ with boundary $\partial X = x^{-1}(0)$. The boundary is metrically a point.

Figure 1.2 The semiclassical conedouble space $X^2_{\hbar}$, see Definition 3.1, and its boundary hypersurfaces. Here, $x$ and $x'$ are the pullbacks of the boundary defining function to the first and second factor of $X \times X$. Also shown is the diagonal $\text{diag}_{\hbar}X$. For dimensional reasons, variables in $\partial X \times \partial X$ cannot be depicted.

Theorem 1.1 (Rough version of Theorem 6.3). Let

$$A_h = h^2\Delta_g + 1. \quad (1.1)$$

Let $w \in \mathbb{C}$. Then the complex power $A_{h}^{w/2}$, $h \in (0, 1)$, defined using the functional calculus for $\Delta_g$ and restricted to the domain $C^\infty_c(X^n)$, is a weighted semiclassical cone pseudodifferential operator. This means that it has a distributional Schwartz kernel of the following form: on a resolution $X^2_{\hbar}$ of $[0,1)_h \times X \times X$, see Figure 1.2, it can be written as $A_h^{w/2} = B(w) + C(w)$, where $B(w)$ is conormal of order $w$ to the lift $\text{diag}_{\hbar}X$ of $[0,1)_h \times \text{diag}_{X}$ to $X^2_{\hbar}$ and vanishes to infinite order at $lb$, $rb$, $sf$, while $C(w)$ is smooth in the interior of $X^2_{\hbar}$, vanishes to infinite order at $sf$, $df$ and has polyhomogeneous expansions at all other boundary hypersurfaces.

Restriction to various parts of the double space $X^2_{\hbar}$ gives standard objects: (1) for any fixed $h = h_0 > 0$, $A_{h_0}^{w/2}$ is a b-pseudodifferential operator [33, §5], as observed previously by Loya [25]; (2) if $\phi \in C^\infty_c(X)$ vanishes near $\partial X$, then $\phi A_{h}^{w/2} \phi$ is a semiclassical ps.d.o. [50, Part 4]. See Remark 3.2 for further details.

Remark 1.2. We in fact describe inverses and complex powers for a general class of fully elliptic semiclassical cone differential operators, see Definition 2.4 as well as Theorems 3.6 and 5.2; for simplicity of presentation, we shall restrict ourselves to the case (1.1) in the introduction.

The semiclassical resolvent $(h^2\Delta_g - \tilde{\lambda})^{-1}$ for fixed $\tilde{\lambda} \not\in [0, \infty)$ has the same structure. This is closely related to [24], where Loya constructed $(\Delta_g - \lambda)^{-1}$ as an element of a suitable large parameter cone calculus, with uniform control as $\lambda \to \infty$ in suitable sectors in the complex plane. Large parameter calculi are slightly more precise than semiclassical ones (related via $h = |\lambda|^{-1/2}$, $\tilde{\lambda} = \lambda/|\lambda|$) in that differentiation of a large parameter operator in the parameter reduces its differential order: symbols of large parameter operators are symbolic jointly in $\lambda$ and the momentum variables. See
also [47, §2]. The advantage of semiclassical calculi however is that they are directly amenable to geometric microlocal techniques, allowing us to significantly simplify and streamline the constructions in [24], and paving the way also for the subsequent somewhat involved construction of the doubly semiclassical calculus needed for the construction of the complex powers of Theorem 1.1 (see also the discussion following Equation (1.6) below).

We stress that the present paper concerns the off-spectrum behavior of the high energy resolvent of conic Laplacians. On the other hand, in recent work, Chen Xi [48] gives a detailed construction of the high energy resolvent of conic Laplacians near the spectrum, with applications to Strichartz estimates for Schrödinger operators. Combining the present paper with [48] thus gives a rather complete description of the high energy resolvent.

Our construction of complex powers follows Seeley’s original approach [44] (see also [39]). In the non-semiclassical conic setting, Loya [26] employed an argument using the heat kernel constructed in [25], see also [11]. Imaginary powers were constructed by Coriasco–Schrohe–Seiler [4] (with quantitative operator norm bounds as $|\text{Im} \, w| \to \infty$) based on Schulze’s cone calculus [41–43]; see also [12]. Constructions on general classes of manifolds can be found in [2, 40]. For manifolds with boundaries or corners, see [14, 23, 38]. The relationship between Schulze’s cone calculus and Melrose’s geometric microlocal point of view (which the present paper is based on) is explained by Lauter–Seiler in [27].

We give an application of Theorem 1.1 to the propagation of semiclassical regularity (amplitudes of oscillations of frequency $h^{-1}$) through conepoints for solutions of the equation

$$(h^2 \Delta_g - 1)u = f; \quad (1.2)$$

notice the minus sign, which makes this into a semiclassically non-elliptic equation. Such estimates have been obtained in a number of different settings: Cheeger–Taylor [5, 6], see also [21], analyzed wave propagation on exact cones, followed by Melrose–Wunsch [37], using geometric microlocal techniques, on general conic manifolds, see also [36, 46]; these papers also prove diffractive regularity improvements via the use of the edge calculus [29, 31]. (For recent results on the fine properties of the diffracted wave, see [9, 49].) More recently, Baskin–Marzuola [3] proved semiclassical propagation estimates on unweighted spaces (relative to the quadratic form domain). We also mention the closely related works by Gannot–Wunsch [15] on semiclassical diffraction by conormal potentials, and by Hillairet–Wunsch [20] on high energy resonances generated by conic diffraction.

In order to obtain sharp propagation estimates on function spaces which admit weights $x^l$ (relative to the quadratic form domain) at the cone point, it is convenient to conjugate the PDE (1.2) by an operator which (1) commutes with the operator $h^2 \Delta_g - 1$ and (2) is, roughly, homogeneous of degree $l$ with respect to dilations in $x$; for the analysis of the resulting equation, one can then appeal to results of [3]. A natural choice for such an operator is the power $(h^2 \Delta_g + 1)^{-l/2}$. A crucial input, needed to guarantee that microlocal assumptions and conclusions on geodesics going into or coming out of the cone point are preserved under such a conjugation, is that such a power preserves semiclassical wave front sets (see §6.2)—which semiclassical ps.d.o.s do indeed; Theorem 1.1 provides this input.

For now, we only state a regularity result in which we conclude uniform (as $h \to 0$) bounds on $u$ near the cone point assuming locally uniform bounds in a punctured neighborhood of the cone point:

**Theorem 1.3.** For $A_h = h^2 \Delta_g + 1$ as in (1.1), denote the domains of its complex powers by $D_h^w := D\left(A_h^{w/2}\right)$ for $w \in \mathbb{C}$. Let $l \in \left(-\frac{n-2}{2}, \frac{n-2}{2}\right)$. Suppose $u \in h^{-N}D_h^{1+l}$ solves $(h^2 \Delta_g - 1)u = f$ with $f \in hD_h^{-1+l}$ (i.e., $h^{-1}f$ has uniformly bounded norm in $D_h^{-1+l}$ as $h \to 0$). If $u$ is uniformly bounded in $L^2$ (as $h \to 0$) when microlocalized to every open bounded subset of $T^*X^0$, then $u \in D_h^{1+l}$.

See Theorem 6.6 for a more natural statement on a truncated cone: the assumption on $u$ is then that $u$ bounded when microlocalized away from directions which are outgoing from the cone point, and the conclusion gives uniform bounds on $u$ every where; that is, one can propagate uniform control through the cone point to the outgoing directions.

As a consequence of our analysis, and as briefly motivated below, there is a scale of weighted Sobolev spaces naturally associated with the algebra of semiclassical cone operators (see Definition 3.7),

$$H^{s,\alpha,\tau}_{c,h}(X; |dg|) = \left(\frac{x}{x+h}\right)^\alpha (x+h)^{s} H^{s}_{c,h}(X; |dg|); \quad s, \alpha, \tau \in \mathbb{R}.$$
As a vector space, this is the fixed weighted b-Sobolev space $x^\alpha H^s_h(X; |d\gamma|)$ (see Appendix A), but its norm is $h$-dependent and captures precise semiclassical behavior near the cone point. For example, for $k \in \mathbb{N}_0$, an $h$-dependent family of distributions $u$ lies in $H^k_{c,h} (X; |d\gamma|)$ if and only if $(x + h)^{-\alpha} (x + h)^r V_1 ... V_j u \in L^2 (X; |d\gamma|)$ for all $j = 0, ..., k$ and each $V_i$ of the form $V_i = \frac{h}{x+h} W_i$, where $W_i$ is a smooth vector field on $X$ tangent to $\partial X$ (i.e. a b-vector field). Note that weights $(x + h)^r$ interact well with b-vector fields $W$ (or their rescalings $V = \frac{h}{x+h} W$) in the sense that $(x + h)^{-r} W + r(x + h)^{-1} W, x + h$, where the zeroth order term is $\frac{x}{x+h} \times$ a smooth function on $X$ and thus in particular uniformly bounded near $h = x = 0$; likewise for weights $(x)^{\alpha}$. 

Our final main result identifies the domains $\mathcal{D}_{\psi}(\omega/h) = \mathcal{D}_{\psi}( \mathcal{A}_h^{w/2} )$ of powers $\mathcal{A}_h^{w/2}$ uniformly as $h \to 0$ (i.e. with uniformly equivalent norms) in terms of these spaces:

**Theorem 1.4** (Brief version of Theorem 6.3). Let $\mathcal{A}_h = h^2 \Delta_h + 1$ and put $\mathcal{D}_{\psi}(\omega/h) = \mathcal{D}( \mathcal{A}_h^{w/2} )$. Then for $|\text{Re } w| < \frac{n}{2}$, we have

$$\mathcal{D}_{\psi}(\omega/h) = \mathcal{H}_{c,h}^{\text{Re } w, \text{Re } w, 0} (X; |d\gamma|).$$

This is false without the restriction on Re $w$; see [37, §3] and Remark 6.5.

Our proof of Theorem 1.1 uses techniques from geometric microlocal analysis; see Appendix A for a brief review. Thus, in §3 we define the space $\Psi_{c,h}(X)$ of semiclassical cone pseudodifferential operators on $X$ as distributions on $X_{c,h}^2$, conormal to $\text{diag}_{c,h}$ smoothly down to $\text{ff}, \text{tf}, \text{df}$, which vanish to infinite order at $\text{lb}, \text{rb}, \text{sf}$; we also consider a large calculus which allows for general polyhomogeneous asymptotics at $\text{ff}, \text{tf}, \text{lb}, \text{rb}$. Typical vector fields $V \in \Psi_{c,h}^1 (X)$ are of the form $V = \frac{h}{x+h} W$ with $W$ a b-vector field on $X$. Concretely, working in local coordinates $[0, \varepsilon) x \times \mathbb{R}^{n-1}$ near a point in $\partial X$, we have

$$\frac{h}{x+h} x D_x, \frac{h}{x+h} D_{y_1}, ..., \frac{h}{x+h} D_{y_{n-1}} \in \Psi_{c,h}^1 (X). \tag{1.3}$$

For fixed $h > 0$, these vector fields are smooth multiples of $x D_x$ and $D_{y_j}$, thus typical b-vector fields, while for $x$ bounded away from $0$, they are smooth multiples of $h D_x$ and $h D_{y_j}$, thus typical semiclassical vector fields. Finally, dividing them by $h$ and formally setting $h = 0$, they are equal to $D_x$ and $x^{-1} D_{y_j}$, thus typical vector fields near a cone point. The span of the vector fields (1.3) over a suitable space of smooth functions forms a Lie algebra, see Remark 3.1; thus, the present paper can be regarded as a contribution to the investigation of classes of (pseudo)differential operators associated with Lie algebras of vector fields with controlled degenerations; see e.g. [1, 28, 30, 35].

More generally, one can work with weighted operators; we then have

$$\mathcal{A}_h = h^2 \Delta_h + 1 \in \left( \frac{x}{x+h} \right)^{-2} \Psi_{c,h}^2 (X). \tag{1.4}$$

Indeed, in the case of a product cone $[0, \infty)_x \times \partial X$ with metric $g_0 = dx^2 + x^2 k$, $k$ a fixed metric on $\partial X$, we have

$$h^2 \Delta_0 + 1 = (h D_x)^2 - i(n-1) x h^{-1} h D_x + h^2 x^{-2} \Delta_k + 1, \quad D = \frac{1}{f} \partial f.$$ \quad \tag{1.5}$$

In order to relate this to (1.3), note that $h^2 x^{-2} \Delta_k = \left( \frac{x}{x+h} \right)^{2} \left( \frac{h}{x+h} \right)^{2} \Delta_k$, with $\left( \frac{h}{x+h} \right)^{2} \Delta_k$ being an operator created out of the vector fields (1.3) (with suitably smooth coefficients), similarly for the other terms of (1.5). The term $B(w)$ in Theorem 1.1 then lies in $\left( \frac{x}{x+h} \right)^{w} \Psi_{c,h}^w (X)$, while $C(w)$ has differential order $-\infty$ but nontrivial expansions at $\text{ff}, \text{lb}, \text{rb}$, thus lies in the large calculus.

The construction of the inverse of $\mathcal{A}_h$ in Theorem 1.1 proceeds in three steps: (1) a symbolic parametrix construction, analogous to the elliptic parametrix construction on closed manifolds; (2) an improvement of the parametrix at $\text{ff}$ (requiring inversion of a model operator $N_{\text{ff}} (\mathcal{A})$) which is very similar to the construction of precise parametrices for elliptic b-operators in [33, §5]; (3) an improvement of the parametrix at $\text{tf}$, which requires inversion of a model operator $N_{\text{tf}} (\mathcal{A})$.
which captures the transition between the elliptic b-behavior at \( x = 0, h > 0 \) and the conic behavior at \( h = 0, x \to 0^+ \).

Formally, \( N_{tf}(A) \) is constructed by passing to the coordinates \((h, \hat{x})\) with \( \hat{x} = \frac{x}{h} \) and restricting to \( h = 0 \). In the setting of Theorem \ref{thm:1.1}, this produces a shifted Laplacian on an exact cone,

\[
N_{tf}(A) = \Delta_{g_0} + 1 = D_\hat{x}^2 - i(n-1)\hat{x}^{-1}D_\hat{x} + \hat{x}^{-2}\Delta_{k(0)} + 1, \quad g_0 = d\hat{x}^2 + \hat{x}^2k(0),
\]
on \([0, \infty) \times \partial X\). This is a weighted elliptic b-differential operator at the cone point \( \hat{x} = 0 \), and an elliptic scattering operator \cite{34} at the large end of the cone, and its analysis is a standard application of the b- and scattering calculi.

Next, following Seeley’s approach, we define \( A^{w/2}_h \) as the integral

\[
A^{w/2}_h = \frac{i}{2\pi} \int_\gamma \hat{\lambda}^{w/2}(\lambda - \hat{\lambda})^{-1} d\hat{\lambda}
\]
along a suitable (unbounded) contour \( \gamma \). Thus, one needs to understand the behavior of \((\lambda - \hat{\lambda})^{-1}\) uniformly as \(|\hat{\lambda}| \to \infty \).

Upon factoring out \(|\hat{\lambda}|^{-1}\) and defining \((\hat{h}, \hat{w}) = (|\hat{\lambda}|^{-1/2}, \lambda/|\hat{\lambda}|)\), we must therefore control \((\hat{h}^2A_h - \hat{\omega})^{-1}\), the resolvent of a conic operator with two semiclassical parameters. The development of a suitable pseudodifferential calculus \(\Psi_{c\hat{h}\hat{h}}(X)\) for such operators is the technical heart of the paper. Roughly speaking, the inversion of elliptic elements of \(\Psi_{c\hat{h}\hat{h}}(X)\) again requires the inversion of certain model operators, the most complicated one of which is now itself an elliptic semiclassical cone operator; in this sense, this analysis has an iterative character. We give details in §4. Theorem \ref{thm:1.1} then follows from standard push-forward theorems for (polyhomogeneous) conormal distributions \cite{32, 35}. Obtaining the sharp structure and order of \(A^{w/2}_h\) relies on a simple trick relating semiclassical (in \(\hat{\lambda}\)) and large parameter (in \(\lambda\)) symbol expansions; as this appears not to have been explicitly described in the literature before, we explain this in §5.1 for powers of differential operators on closed manifolds.

The structure of the paper is as follows. In §2, we define the class of fully elliptic (semiclassical) cone differential operators, following \cite{11, 24}. In §3, we develop the semiclassical cone p.s.d.o. calculus; in particular, we give a streamlined proof of (a generalization of) the main result of \cite{24} in §3.3. The doubly semiclassical cone calculus is developed in §4 and subsequently used in §5 in the construction of complex powers of semiclassical cone operators. The application to complex powers of semiclassical conic Laplacians and propagation estimates is given in §6.

The results regarding inversions and complex powers presented here admit straightforward extensions to the case of semiclassical cone operators acting on sections of a smooth vector bundle on \(X\). Moreover, one can allow \(X\) to have any finite number of cone points. We leave the (notational) details to the reader.

2 SEMICLASSICAL CONE DIFFERENTIAL OPERATORS

Denote by \(X\) a connected compact \(n\)-dimensional manifold with connected and embedded boundary. Fix a boundary defining function \(x \in C^\infty(X)\), so \(\partial X = x^{-1}(0)\), \(dx \neq 0\) at \(\partial X\).

Definition 2.1. Let \(m \in \mathbb{N}_0\). Then

\[
\text{Diff}_{c\hat{h}}^m(X) := \sum_{j<m} \left( \frac{\hat{h}}{\hat{x}} \right)^j C^\infty([0, 1)_h; \text{Diff}_b^j(X)).
\]

For \(A \in \text{Diff}_{c\hat{h}}^m(X)\) and \(h_0 \in (0, 1)\), \(A_{h_0} \in x^{-m}\text{Diff}_b^m(X)\) is the restriction of \(A\) to \(h = h_0\).

This space of operators is independent of the choice of \(x\). An interesting class of examples is given by operators of the form

\[
A_{h, \omega} := h^m x^{-m}A_b - \omega, \quad A_b \in \text{Diff}_b^m(X), h \in (0, 1), \omega \in \mathbb{C};
\]
for \(m = 2\), this class includes the semiclassical conic Laplace operators in Theorem \ref{thm:1.1} in view of the expressions (1.5) (for exact cones) and (6.2) (for general cones).
Denote local coordinates on $\partial X$ by $y \in \mathbb{R}^{n-1}$. Then in a collar neighborhood $[0, \epsilon) \times \partial X$ of $\partial X$, a general element $A \in \text{Diff}_{c, \hbar}^m(X)$ takes the form

$$A = \sum_{k+|\alpha| \leq m} \left( \frac{h}{x} \right)^j a_{jk\alpha}(h, x, y) (x D_x)^k D_y^\alpha, \quad a_{jk\alpha}(h, x, y) \in C^\infty \left( [0, 1)_h \times (0, \epsilon) \times \mathbb{R}^{n-1} \right).$$

(2.2)

There is a standard notion of ellipticity for the b-differential operators $x^m A_h$, $h > 0$, namely the nonvanishing of

$$\sum_{k+|\alpha| = j} h^m a_{jk\alpha}(h, x, y) \xi^k \eta^\alpha$$

for $(0, 0) \neq (\xi, \eta) \in \mathbb{R} \times \mathbb{R}^{n-1}$. Similarly, in $x > x_0 > 0$, i.e. away from $\partial X$, the $h$-dependent operator $A$ is a semiclassical operator, $A \in \text{Diff}_{b}^m(X)$, for which there is again a standard notion of ellipticity which requires that the semiclassical principal symbol

$$\sum_{k+|\alpha| \leq j} \frac{x^{-j}}{h} a_{jk\alpha}(h, x, y) \xi^k \eta^\alpha$$

be bounded from below in absolute value by $c_0(1 + |\xi| + |\eta|)^m$, $c_0 > 0$, for all $(\xi, \eta) \in \mathbb{R} \times \mathbb{R}^{n-1}$.

Fredholm or invertibility properties of elliptic b-operators depend on a choice of weight for which the b-normal operator is invertible. Note that

$$x^m A_h = \sum_{k+|\alpha| \leq m} h^m a_{jk\alpha}(h, x, y) (x D_x)^k D_y^\alpha + \sum_{k+|\alpha| \leq j} x^{m-j} \frac{1}{h} a_{jk\alpha}(h, x, y) (x D_x)^k D_y^\alpha,$$

hence the normal operator of $x^m A_h$, given by freezing coefficients at $x = 0$, only depends on the coefficients $a_{jk\alpha}(h, 0, y)$ for $j = m$.

**Definition 2.2.** Fix a collar neighborhood of $\partial X$. The b-normal operator of $A \in \text{Diff}_{c, \hbar}^m(X)$ is then the $h$-dependent operator

$$N_{h, \partial X}(A) := x^{-m} N_{\partial X}(h^{-m} x^m A_h) \in C^\infty \left( [0, 1); x^{-m} \text{Diff}_{b}^m([0, \infty) \times \partial X) \right).$$

If $N_{h, \partial X}(A)$ is independent of $h$, we put, for any $h_0 \in (0, 1),

$$N_{\partial X}(A) := N_{h_0, \partial X}(A) \in x^{-m} \text{Diff}_{b}^m([0, \infty) \times \partial X).$$

In terms of (2.2), we have $N_{h, \partial X}(A) = x^{-m} \sum_{k+|\alpha| \leq m} a_{jk\alpha}(h, 0, y) (x D_x)^k D_y^\alpha$, which is $h$-independent if and only if the coefficients $a_{jk\alpha}(h, 0, y)$ are $h$-independent; all semiclassical cone operators $A$ in this paper will have $h$-independent b-normal operators. For such $A$, and in the notation of Appendix A, we recall the definition of its boundary spectrum:

$$\text{spec}_b(A) := \{ \sigma \in \mathbb{C} : (x^m N_{\partial X}(A))^{\hat{\sigma}}(\sigma) \in \text{Diff}_{b}^m(\partial X) \text{ is not invertible on } C^\infty(\partial X) \}.$$

Lastly, when both $h$ and $x$ are small, let us introduce the rescaled variable $\hat{x} = x/h$, then

$$A = \sum_{k+|\alpha| \leq m} \hat{x}^{-j} a_{jk\alpha}(h, h \hat{x}, y) (\hat{x} D_{\hat{x}})^k D_y^\alpha.$$

This can be restricted to $h = 0$, giving rise to the model operator

$$N_{\text{tf}}(A) := \sum_{k+|\alpha| \leq m} \hat{x}^{-j} a_{jk\alpha}(0, 0, y) (\hat{x} D_{\hat{x}})^k D_y^\alpha \text{ on } x \hat{\partial}X := [0, \infty) \times \partial X.$$

(2.3)

Here we compactified $[0, \infty) \times \partial X$ radially at infinity, with $\hat{x}^{-1}$ a boundary defining function of $\{\infty\}$. Note that in $\hat{x} < 3$, we have

$$\hat{x}^m N_{\text{tf}}(A) = \sum_{k+|\alpha| \leq m} \hat{x}^{-m-j} a_{jk\alpha}(0, 0, y) (\hat{x} D_{\hat{x}})^k D_y^\alpha \in \text{Diff}_{b}^m([0, 3) \times \partial X),$$

(2.3)
which is thus a b-differential operator with smooth coefficients (and has normal operator equal to the restriction to \( h = 0 \) of the pullback of \( N_{h,2}(x^m A) \) along \((h, \hat{x}) \mapsto (h, h \hat{x}) \)). On the other hand, for \( \hat{x} > 1 \), we have

\[
N_{\text{if}}(A) = \sum_{k + |\alpha| = j \leq m} x^{k + |\alpha| - j} a_{jk\alpha}(0, 0, y) (\hat{x}^{-k} (\hat{x} D_{\hat{x}})^k (\hat{x}^{-1} D_y)^\alpha),
\]

which is thus an unweighted \( m \)-th order scattering operator near \( \hat{x} = \infty \), that is, a finite sum of up to \( m \)-fold compositions of scattering vector fields \( D_{\hat{x}}, \hat{x}^{-1} D_y \) with smooth (down to \( \hat{x}^{-1} = 0 \)) coefficients. A natural function space for \( N_{\text{if}}(A) \) to act on is thus:

**Definition 2.3.** Fix a cutoff \( \chi \in C^\infty_c((0, 3) \setminus \chi \equiv 1 \) on [0,2], and a smooth volume density \( \mu_{\partial X} \) on \( \partial X \). Then the space \( H^s_{b,\text{sc}}(0, \infty) \equiv \chi \circ X \subset \partial X, \hat{x}^{-1} \equiv \chi \circ X \) consists of all distributions \( u \) such that

\[
\chi u \in \hat{x}^s H^s_b \left( (0, 3)_\chi \times \partial X ; \left| \frac{d \hat{x}}{\hat{x}} \right| \mu_{\partial X} \right), \quad (1 - \chi) u \in H^s_{\text{sc}} \left( (1, \infty) \chi \times \partial X, \hat{x}^{n-1} |d\hat{x}| |\mu_{\partial X}| \right).
\]

Here, for \( s \in \mathbb{N}_0, H^s_b \) consists of distributions which remain in \( L^2 \) upon application of up to \( s \) smooth vector fields tangent to \( \hat{x}^{-1}(0) \) (that is, \( \hat{x} D_{\hat{x}} \) and vector fields on \( \partial X \)), while \( H^s_{\text{sc}} \) consists of distributions which remain in \( L^2 \) upon application of up to \( s \) smooth scattering vector fields, i.e. vector fields of the form \( \hat{x}^{-1} V \) with \( V \) tangent to \( \hat{x} = \infty \) (that is, \( D_{\hat{x}} \) and \( \hat{x}^{-1} \) times b-vector fields on \( \partial X \)).

The notion of full ellipticity is then:

**Definition 2.4.** Let \( \alpha \in \mathbb{R} \). We say that \( A \in \text{Diff}^m_{c,b}(X) \) with \( h \)-independent b-normal operator \( N_{b,X}(A) \) is **fully elliptic at weight** \( \alpha \) if the following conditions hold:

1. For all \( h > 0 \), \( x^m A_h \in \text{Diff}^m_b(X) \) is elliptic as a b-differential operator on \( X \).
2. Restricted to \( X^\circ, A \in \text{Diff}^m_b(X^\circ) \) is elliptic as a semiclassical differential operator on \( [0, 1)_h \times X^\circ \).
3. \( \alpha \neq -\text{Im} \text{spec}_b(A) \), and \( N_{\text{tf}}(A) : H^s_{b,\text{sc}}(0, \infty) \to H^s_{b,\text{sc}}(0, \infty) \) is invertible for some \( s \in \mathbb{R} \), and elliptic as a b-scattering operator. (Restricted to \( +N \partial X = [0, \infty) \chi \times \partial X, x^m N_{\text{tf}}(A) \) is an elliptic b-differential operator, and the scattering principal symbol of \( N_{\text{tf}}(A) \) at \( x^{-1}(0) \) is elliptic, meaning in terms of (2.4) that

\[
\sum_{k + |\alpha| = j \leq m} a_{jk\alpha}(0,0,y) x^{k} \eta_{sc}^{\alpha} \geq c_0(1 + |\xi_{sc}| + |\eta_{sc}|)^m, \quad c_0 > 0, \quad \text{for all } (\xi_{sc}, \eta_{sc}) \in \mathbb{R} \times \mathbb{R}^{n-1}.
\]

**Remark 2.1.** Condition (3) is equivalent to just the invertibility of \( N_{\text{tf}}(A) \): by standard elliptic b-theory, the invertibility of \( N_{\text{tf}}(A) \) in part (3) in fact implies \( \alpha \neq \text{Im spec}_b(A) \) (see [33, §6.2]), and the symbolic ellipticity follows by oscillatory testing.

See §3.1 for a cleaner formulation of conditions (1)–(3) and the definition (2.3) of the normal operator, using in particular a notion of principal symbol which captures the ellipticity of \( A \) in the b-, semiclassical, and b-scattering senses. See §6 for the detailed analysis of shifted conic Laplacians \( h^2 \Delta_\hat{x} + 1 \) (with \( m = 2 \)) and the verification of the conditions of Definition 2.4 in this context.

**Remark 2.2.** We are not studying operators which are elliptic in the sense that \( x^m A \) is an elliptic element of \( \text{Diff}^m_{c,b}(X) \), such as \( x^{-2}(h^2 \Delta_\hat{x} + 1) \), \( m = 2 \). For such an operator, the boundary spectrum depends nontrivially on \( h \), and the Schwartz kernel of its inverse fails to be polyhomogeneous at \([0, 1)_h \times (\text{lb} \cup \text{rb}) \). See also [22].

## 3 | SEMICLASSICAL CONE CALCULUS AND SEMICLASSICAL RESOLVENT

Fix an operator \( A \in \text{Diff}^m_{c,b}(X) \) which is fully elliptic at weight \( \alpha \in \mathbb{R} \) in the sense of Definition 2.4. In this section, we shall give a precise description the semiclassical resolvent \( A_h^{-1} \). The main result is Theorem 3.6 below, describing \( A_h^{-1} \) as an element of the (large) semiclassical cone calculus \( \Psi_{cb}(X) \). Complex powers of \( A_h \) will lie in the same calculus, as we will show in §5.3. The associated scale of Sobolev spaces is defined in §3.4.
We remark that in the special case \( A = h^m A_c - \omega \), \( A_c = x^{-m} A_b \), \( A_b \in \text{Diff}^{m \pm}\) as in (2.1), we have \( (h^{-m} A_b)^{-1} = (A_c - \lambda)^{-1} \) for \( \lambda = h^{-m} \omega \), which is the resolvent of an operator in a calculus of cone operators with large parameter \( \lambda \). Now, large parameter ps.d.o.s are slightly more precise than semiclassical ps.d.o.s in that the latter do not encode the joint symbolic behavior in \( (\zeta, \lambda) \) (with \( \zeta \) denoting a suitable ‘cone momentum’) and rather only keep track of symbolic behavior in \( \zeta \) and powers of \( h \sim |\lambda|^{-1/m} \) separately. (See also [47, §2.1] for more on the relationship.) Therefore, Loya’s work [24] gives a slightly more precise description of \( A^{-1} \), though the precision lost here is easily recovered, cf. §5.1. The benefit of working with semiclassical ps.d.o.s is the geometric simplicity of their Schwartz kernels: they are conormal distributions on a suitable double space, here a resolution of \([0, 1) \times X^2 \). By contrast, the Fourier transform in \( \zeta \) does not identify the space of joint symbols in \( (\zeta, \lambda) \) with a parameterized (by \( \lambda \)) space of conormal distributions. By working semiclassically, we can thus streamline the arguments of [24], yet maintaining the precision of [26] in the description of complex powers in §5. We will also simplify the treatment of the normal operator \( N_{tf}(A) \) arising in (2.3) compared to [24] by analyzing it within the b-scattering calculus, see in particular (3.11).

### 3.1 Definition of the semiclassical cone calculus

We denote by \( X \) a connected compact \( n \)-dimensional manifold with connected embedded boundary \( \partial X \).

#### 3.1.1 Double space; Schwartz kernels

Recall the definition of the \( b \)-double space

\[
X_b^2 := \left[ X^2; (\partial X)^2 \right],
\]

whose boundary hypersurfaces are denoted \( \ell_b \) (the lift of \( \partial X \times X \)), \( r_b \) (the lift of \( X \times \partial X \)), and \( ff \) (the front face). The \( b \)-diagonal \( \text{diag}_b \subset X_b^2 \) is the lift of the diagonal \( \text{diag}_X \subset X^2 \).

**Definition 3.1.** The *semiclassical cone double space* is

\[
X_{ch}^2 := \left[ [0, 1)_h \times X_b^2; \{0\} \times ff_b; \{0\} \times \text{diag}_b \right].
\]

Its boundary hypersurfaces are denoted \( \ell \) (lift of \([0, 1)_h \times \ell_b \)), \( ff \) (lift of \([0, 1)_h \times ff \)), \( rb \) (lift of \([0, 1)_h \times rb \)), \( tf \) (‘transition face’, front face of the first blow-up), \( df \) (‘diagonal face’, front face of the second blow-up), and \( sf \) (‘semiclassical face’, lift of \( h = 0 \)). By \( \text{diag}_{ch} \) we denote the lift of \([0, 1)_h \times \text{diag}_b \). See Figure 1.2.

We denote by \( \rho_{\ell}, \rho_{ff}, \) etc. defining functions of \( \ell, ff, \) etc. Denote by \( \pi_b : X_{ch}^2 \rightarrow X_b^2 \) the lift of the projection \([0, 1)_h \times X_b^2 \rightarrow X_b^2 \). The space of semiclassical cone ps.d.o.s is then:

**Definition 3.2.** Let \( m \in \mathbb{R} \). Then

\[
\Psi_{ch}^m(X) := \left\{ x \in t^{-m-\frac{1}{2}} \left( X_{ch}^2; \text{diag}_{ch}; \rho_{df}^{-n} \pi_b^n \left( b \Omega^1 \left( X_b^2 \right) \right) \right) : x \equiv 0 \text{ at } \ell \cup rb \cup sf \right\},
\]

where ‘\( \equiv \)’ means equality of Taylor series; that is, \( x \) vanishes to infinite order at \( \ell, rb, \) and \( sf \). If \( \mathcal{E}_{\ell}, \mathcal{E}_{ff}, \mathcal{E}_{rb}, \mathcal{E}_{tf} \subset \mathbb{C} \times \mathbb{N}_0 \) are index sets and \( \mathcal{E} = (\mathcal{E}_{\ell}, \mathcal{E}_{ff}, \mathcal{E}_{rb}, \mathcal{E}_{tf}) \), we set

\[
\Psi_{ch}^{-\infty, \mathcal{E}}(X) := A_{phg}^{\mathcal{E}}(X_{ch}^2),
\]

where \( A_{phg}^{\mathcal{E}}(X_{ch}^2) \) consists of polyhomogeneous distributions with specified index sets at \( \ell, ff, rb, tf \), and with index set \( \emptyset \) (not made explicit in the notation) at \( df \) and \( sf \).
Schwartz kernels of elements of $\Psi_{c, h}^{-\infty, \epsilon}(X)$ are pullbacks to $X^2_{c, h}$ of polyhomogeneous distributions on the simpler space

$$X^2_{c, h, \infty} = \left[ [0,1)_h \times X^2_h ; \{0\} \times \mathbb{S}_b \right]$$  \hspace{1cm} (3.2)

vanishing to infinite order at the lift of $h = 0$. The lift of $[0,1)_h \times \text{diag}_b$ to $X^2_{c, h, \infty}$ is denoted

$$\text{diag}_{c, h, \infty} \subset X^2_{c, h, \infty}. \hspace{1cm} (3.3)$$

To make Definition 3.2 concrete for elements of $\text{Diff}^m_{c, h}(X)$, let us work in local coordinates $(x, y)$ on $X$ lifted to the left factor of $X^2_{c, h}$, and with $(x', y')$ denoting the lifts to the right factor. We can use $(h, x', s = x/x', y, y')$ as local coordinates on $[0,1)_h \times (X^2_h \setminus \mathbb{R}^n)$ in which the Schwartz kernel of, say, $A_h = h^m x^{-m} (x D_x)^j P_{m-j} (y D_y, P_{m-j} \in \text{Diff}^{m-j}_c (\partial X)$, acting on $b$-half-densities, is given by

$$A_h = h^m (x')^{-m} s^{-m} \left( \frac{ds}{s} \right)^j P_{m-j} (y D_y \left( \delta(s-1) \delta(y-y') \right) \left| \frac{dx'}{x'} \frac{dy}{dy'} \right| \frac{1}{2}. \hspace{1cm} (3.4a)$$

Near $tf \cap ff$ and in coordinates $(h, \hat{x}' = x'/h, s, y, y')$, this is equal to

$$A_h = (\hat{x}')^{-m} s^{-m} \left( \frac{ds}{s} \right)^j P_{m-j} (y D_y \left( \delta(\log s) \delta(y-y') \right) \left| \frac{dx'}{x'} \frac{dy}{dy'} \right| \frac{1}{2}, \hspace{1cm} (3.4b)$$

with $\hat{x}'$ a local defining function of $ff$. Near $tf \cap df$ and in coordinates $(\hat{h} = h x', x', s_h = \hat{h}^{-1} \log s, Y_h = \frac{y-y'}{h})$, this is

$$A_h = e^{-\hat{h} s_h} D_{s_h}^j \hat{h}^{m-j} P_{m-j} (y, \hat{h}^{-1} D_{Y_h}) \left( \delta(s_h) \delta(Y_h) \right) \left| \frac{dx'}{x'} \frac{dy}{dy'} \right| \frac{1}{2}. \hspace{1cm} (3.4c)$$

The operator $A_h$ is thus an element of $\rho_{ff}^{-m} \Psi_{c, h}^m(X)$. This implies the relationship

$$\text{Diff}^m_{c, h}(X) \subset \rho_{ff}^{-m} \Psi_{c, h}^m(X) = \left( \frac{x}{x+h} \right)^{-m} \Psi_{c, h}^m(X). \hspace{1cm} (3.5)$$

One could use different normalizations in the definition of $\Psi_{c, h}^m(X)$ (e.g. by multiplying the Schwartz kernels by $\rho_{ff}^{-m}$); we choose the present normalization as it directly matches the familiar $b$-calculus for $h$ bounded away from 0 (see Remark 3.2 below), and as it leads to simpler definitions of symbol and normal operator maps later on.

From the calculations (3.4a)–(3.4c), one can also deduce that the vector fields $\frac{h}{h+x} x D_x, \frac{h}{h+x} D_y$ from (1.3) are nondegenerate elements of $\Psi_{c, h}^m(X)$, that is, their principal symbols are nonzero linear functions in every fiber of $N^* \text{diag}_{c, h}$. Thus, a choice of boundary defining function $x \in C^\infty(X)$ gives a bundle isomorphism $N^* \text{diag}_{c, h} \cong \left[ [0,1)_h \times b^* T^* X ; \{0\} \times b^* T^* \partial X \right]$, given by identifying the dual bundles via mapping $h$-independent $b$-vector fields $V \in \mathcal{V}_b(X)$ to the lifts to the left factor in $X^2_{c, h}$ of $\frac{h}{h+x} V$. See Remark 3.1 below for a better, invariant, point of view.

We stress that $\Psi_{c, h}(X)$ is not a resolution of the algebra $\Psi_{b, h}(X)$ of semiclassical b-ps.d.o.s: the semiclassical parameter of the latter is $h$, compared to $\frac{h}{h+x}$ for semiclassical cusp ps.d.o.s. The fact that $\frac{h}{h+x}$ does not vanish at $tf$ causes the failure of the $tf$-normal operator homomorphism to map into a commutative algebra, as discussed below. (By contrast, the vanishing of $\frac{h}{h+x}$ at $df$ is the origin of the leading order commutativity at $df$ captured by (3.8).) One may thus think of $\Psi_{c, h}(X)$ as consisting of operators of the form

$$a \left( h, x, y, \frac{h}{h+x} x D_x, \frac{h}{h+x} D_y \right),$$

where $a(h, x, y, \xi, \eta)$ is a symbol of order $m$ in $(\xi, \eta)$ with smooth dependence on the point $z = (h, x, y) \in X_{c, h}$, where

$$X_{c, h} := \left[ [0,1)_h \times X ; \{0\} \times \partial X \right]$$  \hspace{1cm} (3.6)

is the semiclassical cone single space, discussed in detail in §3.4.
Remark 3.1. A simple calculation shows that the span of \( \frac{h}{x} \mathcal{V}_b(X) \) over \( C^{\infty}(X_{ch}) \) is a Lie algebra (which is independent of the choice of \( x \)) which one could reasonably call \( \mathcal{V}_{ch}(X_{ch}) \). (The corresponding algebra of differential operators contains \( \left( \frac{x}{x+h} \right)^m \text{Diff}_{ch}^m(X) \) for all \( m \), cf. (3.5).) This is then the space of smooth sections of a natural vector bundle \( ^c chTX_{ch} \to X_{ch} \); the corresponding cotangent bundle \( ^c chT^*X_{ch} \) is then naturally isomorphic to \( N^* \text{diag}_{ch} \). However, operators occurring in practice are typically expressed as in Definition 2.1 rather than in terms of the vector fields (1.3), hence we do not develop this invariant point of view further here.

Remark 3.2. The relationship of the semiclassical cone calculus with other ps.d.o. calculi is the following. Let

\[
A \in \Psi^m_{ch}(X) + \Psi^{-\infty,\mathcal{E}}_{ch}(X),
\]

identified with its Schwartz kernel, and let \( \phi \in C^\infty([0, \infty)) \) be identically 0 near 0.

1. In \( h > 0 \), \( A \) is a smooth family of b-pseudodifferential operators,

\[
\phi(h)A \in C^\infty((0, 1)h; \Psi^m_{b, \mathcal{E}}(X) + \Psi^{-\infty,\mathcal{E}}_{b, \mathcal{E}}(X)).
\]

2. Localizing away from the preimage of \( x = 0 \) or \( x' = 0 \), \( A \) is a semiclassical b-pseudodifferential operator,

\[
\phi(x)A \in C^\infty((0, 1)h; \Psi^m_{b, \mathcal{E}}(X) + \Psi^{-\infty,\mathcal{E}}_{b, \mathcal{E}}(X))
\]

\[
\phi(x')A \in C^\infty((0, 1)h; \Psi^m_{b, \mathcal{E}}(X) + \Psi^{-\infty,\mathcal{E}}_{b, \mathcal{E}}(X)).
\]

Here, \( \Psi_{b,\mathcal{E}} \) consists of distributions conormal to the lift of \([0, 1)h \times \text{diag}_b \) to the semiclassical b-double space \([0, 1)h \times X^2_b; \{0\} \times \text{diag}_b\), see [19, Appendix A].

3. As a consequence of (2), \( \phi(x, x')A \in \Psi^m_h(X^o) \) is a semiclassical ps.d.o.

3.1.2 Symbol and normal operator maps

There are a number of symbol and normal operator maps for semiclassical cone ps.d.o.s. The high frequency principal symbol is valued in \( (S^m/S^{m-1})(N^* \text{diag}_{ch}) \). It captures \( A \in \Psi^m_{ch}(X) \) modulo \( \Psi^{m-1}_{ch}(X) \). As usual for semiclassical operators, there is an additional (commutative) symbol which captures \( A \) modulo \( \rho_{d^f} \Psi^m_{ch}(X) \). For a fixed choice of \( \rho_{d^f} \), it is invariantly obtained by restricting \( x \in \Psi^m_{ch}(X) \) to \( df \) which is naturally identified with the radial compactification \( \overline{TX} \), and Fourier transforming in the fibers of \( bTX \) (using the fiber density induced by the half-density of the Schwartz kernel to integrate). Since this computes the restriction of the full symbol of \( x \) to \( df \), we combine this symbol map with the high frequency principal symbol by taking the product \( \sigma_m \)

\[
\sigma_m : \Psi^m_{ch}(X) \to (S^m/S^{m-1})(N^* \text{diag}_{ch}).
\]

This fits into the short exact sequence

\[
0 \to \rho_{df} \Psi^{m-1}_{ch}(X) \to \Psi^m_{ch}(X) \xrightarrow{\sigma_m} (S^m/S^{m-1})(N^* \text{diag}_{ch}) \to 0.
\]

Next, restriction to \( ff \cong [0, 1)h \times \text{ff}_b \) gives the usual b-normal operator, with smooth dependence on the parameter \( h \),

\[
N_ff : \Psi^m_{ch}(X) \to C^\infty((0, 1)_h; \Psi^m_{b, \mathcal{E}}(X^o))
\]

where \( X^o \) is the inward pointing normal bundle of \( X \) (including the zero section), and \( \Psi_{b, \mathcal{E}} \) denotes the space of b-ps.d.o.s whose Schwartz kernel is invariant under the lift of the diagonal action of \( \mathbb{R}_+ \) on \( +N\delta X \times +N\delta X \) to \( (+N\delta X)_b \).
(The definition (3.9) uses that there is a natural diffeomorphism of $ff_b$ and the front face of $(+N\partial X)_b^2$, and that there is a natural restriction map $b^2Ω^2(X_b^2)|_{tf_b} \cong b^2Ω^2(ff_b)$, see [33, Equation (4.90)].) The corresponding short exact sequence is

$$0 \to \rho_{tf} \Psi_{ch}^m(X) \to \Psi_{ch}^m(X) \xrightarrow{N_{tf}} C^\infty([0,1)\times\partial X) \to 0.$$  

**Remark 3.3.** For $A \in \text{Diff}_{c,\hbar}(X)$, the symbolic ellipticity conditions in all three parts of Definition 2.4 taken together are equivalent to the ellipticity of the principal symbol $c^m\sigma_{ch}(\rho^m_{tf}A)$, as follows from an inspection of (3.4a)–(3.4c). Moreover, the first part of condition (3) of Definition 2.4 implies the invertibility of $N_{tf}(\rho^m_{tf}A)$ on weighted $b$-Sobolev spaces on $+N\partial X$ with weight $-\alpha$. (Note that in a trivialization of $+N\partial X$ via the choice of a boundary defining function, $N_{tf}(\rho^m_{tf}A)$ is a smooth positive multiple of a conjugation of $N_{\partial X} (A)$ by a smooth nonzero function on $[0,1) \times \partial X$.) Together, this gives a symbolic characterization of full ellipticity.

The third and final model operator arises by restriction to $tf$ as in (2.3); to obtain a convenient description, we shall first show that $tf$ is, in a natural fashion, the double space for a ps.d.o. algebra consisting of operators which are $b$-operators at $\hat{x} = 0$ and scattering operators at $\hat{x} = \infty$ in the notation of (2.3). The underlying manifold for this algebra will be the compactification $+N\partial X$, defined in a trivialization $+N\partial X \cong [0,\infty) \times \partial X$, where $[0,\infty] = ([0,\infty)_{\hat{x}} \cup [0,\infty)_{\hat{h}}]/\sim$ with equivalence relation $0 < \hat{x} \sim \hat{h} = \hat{x}^{-1}$. Its two boundary hypersurfaces are $\delta_0 +N\partial X = \hat{x}^{-1}(0)$, $\partial_\infty +N\partial X = \hat{h}^{-1}(0)$.

We first observe then that

$$tf := \text{front face of } [[0,1) \times X_b^2; \{0\} \times ff_b] \cong \text{front face of } [[0,\infty) \times (+N\partial X)^2_b; \{0\} \times ff_b]$$

is canonically diffeomorphic to the radial compactification $+(N\partial X)^2_b$. The latter has 4 boundary hypersurfaces which we denote $lb', ff', rb', ff'_\infty$: the first three are the closures of the left boundary, front face, and right boundary of $(+N\partial X)^2_b$ in the radial compactification, and $ff'_\infty$ is the boundary ‘at infinity’ (i.e. the complement of $(+N\partial X)^2_b$ in the radial compactification), see the left panel of Figure 3.1. Denote by $\text{diag}_{b}$ the closure of the lift of the diagonal in $(+N\partial X)^2_b$ to $(+N\partial X)^2_b$.

Now, $tf \subset X_{ch}^2$ arises by blowing up the intersection of $tf'$ with the lift of $\{0\} \times \text{diag}_{b}$. We have thus established a natural diffeomorphism

$$tf \cong [(+N\partial X)^2_b; \text{diag}_{b} \cap ff'_\infty]$$

of $tf$ with the double space for operators which are $b$-operators at $\delta_0 +N\partial X$ and scattering operators at $\partial_\infty +N\partial X$. Denote by $\text{diag}_{tf}$ the $b$-scattering-diagonal, i.e. the lift of $\text{diag}_{tf}$ to $tf$; denote furthermore the lift of $tf'$ by $ff_{tf,b}$ (b-front face), and the lift of $\text{diag}_{b} \cap ff'_\infty$ by $ff_{tf,sc}$ (sc-front face), see the right panel of Figure 3.1. We remark that the transition from $b$- to scattering behavior on $tf$ is similar to the analysis at the transition face in [10] (denoted $bf_0$ there).

Let $\rho_{tf,sc} \in C^\infty(tf)$ denote a defining function of $ff_{tf,sc}$. Schwartz kernels of operators in $\Psi^m_{b,sc}(+N\partial X)$ are characterized as those distributions which lift to be distributional sections of $\rho_{tf,sc}^{-m}. b^\frac{1}{2}Ω^2((+N\partial X)^2_b; \text{diag}_{tf})$, conormal of order $m$ to $\text{diag}_{tf}$, which vanish to infinite order at all boundary hypersurfaces other than $ff_{tf,b}$ and $ff_{tf,sc}$. Schwartz kernels of elements of
the large b-scattering calculus $\Psi_{b,sc}^{m,(e_{lb},e_{ff},e_{rb})}\left(\mp N\partial X\right)$ are sums of such distributions and elements of

$$\Psi_{b,sc}^{-\infty,(e_{lb},e_{ff},e_{rb})}\left(\mp N\partial X\right) = \mathcal{A}_{b,sc}^{m,(e_{lb},e_{ff},e_{rb})}\left(\left(\mp N\partial X\right)_{b,sc}\right),$$

where the index sets refer to the lifts of the boundary hypersurfaces $lb'$, $ff'$, $rb'$ of $(\mp N\partial X)_{b,sc}^2$, while the index set at each of the other boundary hypersurfaces ($ff_t$, $sc$ and the lift of $ff'_\infty$) is the trivial index set $\emptyset$.

Using that there is a natural restriction map $\rho^{-n}_b : df \pi^*_b (b\Omega^1_2(X)) \mid_{tf''} \cong \rho^{-n}_b tf,sc_b \Omega^1_2(tf')$, we thus get a normal operator map

$$0 \to \rho^{-n}_b \Psi_{ch}^m(X) \to \Psi_{ch}^m(X) \to \Psi_{b,sc}^m(\mp N\partial X) \to 0. \quad (3.11)$$

Remark 3.4. The structural reason for the appearance of the b-scattering calculus in (3.11) is the fact that the vector fields in (1.3) restrict to b-scattering vector fields at the front face of the space $X_{ch}$ defined in (3.6); indeed, in terms of $\hat{x} = x/hr$, they are equal to $(1 + \hat{x})^{-1} \partial D\hat{x}$ and $(1 + \hat{x})^{-1} D_\hat{y}$, which are indeed b-vector fields near $\hat{x} = 0$ and scattering vector fields near $\hat{x} = \infty$.

3.2 Composition

To describe compositions, we will define a suitable triple space. First, recall the definition of the b-triple space,

$$X^3_b := \left[ X^3; (\partial X)^3; X \times (\partial X)^2; \partial X \times X \times \partial X; (\partial X)^2 \times X \right]. \quad (3.12)$$

The lift of $(\partial X)^3$ is denoted $fff_b$. Denote the stretched projections by

$$\pi_{b,F}, \pi_{b,S}, \pi_{b,C} : X^3_b \to X^2_b,$$

defined by continuous extension from $(X^o)^3 \to (X^o)^2$, projecting onto the first two factors, last two factors, and first and third factor, respectively; they are b-fibrations. We denote the preimages of $diag_{b}$ under these maps by $diag_{b,\bullet,\bullet} = F, S, C$; their intersection is the triple diagonal $diag_{b,3}$. Note furthermore that $\pi_{b,-1}(fff_b)$ is the union of two boundary p-submanifolds,

$$\pi_{b,-1}(fff_b) = fff_{b} \cup fff_{b,\bullet}, \quad \bullet = F, S, C,$$

where $fff_{b,\bullet}$ is the lift of the appropriate one of the three submanifolds blown up in (3.12). We denote the lift of $X^2 \times \partial X$, $X \times \partial X \times X, \partial X \times X^2$ by $bf_{b,F}, bf_{b,C}, bf_{b,S}$, respectively. See Figure 3.2.

Definition 3.3. Define the collections of submanifolds of $[0, 1)_h \times X^3_b$

$$F_b = \{0\} \times \text{fff}_b, \quad B_b = \{0\} \times \text{bf}_b, \quad D_b = \{0\} \times \text{diag}_b, \quad \bullet = F, S, C.$$  

Recall $lb_b, rb_b \subset X^2_{ch}$, defined after Equation (3.1). The extended semiclassical cone double and triple spaces are then

$$'X^2_{ch} := \left[ X^2_{ch}; \{0\} \times lb_b; \{0\} \times rb_b \right], \quad (3.13)$$

$$'X^3_{ch} := \left[ [0, 1)_h \times X^2_b; \{0\} \times \text{fff}_b; F_b; B_b; \{0\} \times \text{diag}_b, D_b \right]. \quad (3.14)$$

The lifts of $\{0\} \times lb_b, \{0\} \times rb_b$ to $'X^2_{ch}$ are denoted $tlb, trb$. We moreover label the boundary hypersurfaces of $'X^3_{ch}$ as follows:
The $b$-triple space $X^3_b$, see (3.12), and its boundary hypersurfaces, including one of the three lifted diagonals $\text{diag}_{b,\ast}$; and the triple diagonal $\text{diag}_{b,3}$.

- $\text{fff}$, $\text{ff}$, $\text{bf}$ are the lifts of $\{0, 1\}_h \times \text{fff}_b$, $\{0, 1\}_h \times \text{ff}_b$, $\{0, 1\}_h \times \text{bf}_b$;
- $\text{tf}$, $\text{t}f$ are the lifts of $\{0\} \times \text{fff}_b$, $\{0\} \times \text{ff}_b$;
- $\text{tbf}$ is the lift of $\{0\} \times \text{bf}_b$;
- $\text{dff}$, $\text{df}$ are the lifts of $\{0\} \times \text{diag}_{b,3}$, $\{0\} \times \text{diag}_b$;
- $\text{sff}$ is the lift of $\{0\} \times X^3_b$.

Lastly, $\text{diag}_{c,3}$, $\text{diag}_{c,\ast}$ are the lifts of $\{0, 1\}_h \times \text{diag}_{c,3}$, $\{0, 1\}_h \times \text{diag}_c$.

The idea behind the definition (3.14) of $\prime X^3_c$ is that we need to blow up each of the three preimages under $\text{Id}_h \times \pi_b,\ast$ of those submanifolds of $\{0, 1\}_h \times X^2_b$ which were blown up in the Definition 3.1 of $X^2_c$; whenever the preimages of the same submanifold under two different maps intersect non-trivially, we first blow up the intersection to make the lifts of the submanifold disjoint, whence they can be blown up in either order.

The reason for passing to the extended double space is that we need to blow up $\{0\} \times \text{ff}_b,\ast$ in the definition of the triple space in order for $\text{Id}_h \times \pi_{b,\ast}$ to lift to a b-fibration down to $X^2_c$; the image of the lift of $\{0\} \times \text{ff}_b,\ast$ under (the lift of) $\text{Id}_h \times \pi_{b,C}$ however is then the codimension 2 submanifold $\{0\} \times \text{lb}_b$. To make the latter projection lift to a b-fibration, we need to blow-up $\{0\} \times \text{lb}_b$ in the target. A symmetric argument motivates the blow-up of $\{0\} \times \text{rb}_b$ in (3.13). The preimages of $\{0\} \times \text{lb}_b, \{0\} \times \text{rb}_b$ under $\{0, 1\}_h \times \pi_b,\ast$ are the (lifts of) the elements of $B_b$, hence we also blow these up in (3.14).

The following statement shows that Definition 3.3 is the ‘right’ one:

**Lemma 3.4.** The projections $\text{Id}_h \times \pi_{b,\ast} : [0, 1)_h \times X^2_b \to [0, 1)_h \times X^3_b$ lift to b-fibrations

\[ \pi_{c_h,\ast} : \prime X^3_c \to \prime X^2_c, \ast = F, S, C. \tag{3.15} \]

**Proof.** For definiteness, consider the case $\ast = F$. Note that $\text{Id}_h \times \pi_{b,F} : [0, 1)_h \times X^3_b \to [0, 1)_h \times X^2_b$ is a b-fibration. Blowing up $\{0\} \times \text{ff}_b$ in the target, and its preimages $\{0\} \times \text{fff}_b$ and $\{0\} \times \text{ff}_b,\ast$ in the domain, this map lifts to a b-fibration

\[ [[0, 1)_h \times X^3_b, \{0\} \times \text{fff}_b, \{0\} \times \text{ff}_b,\ast] \to [[0, 1)_h \times X^2_b, \{0\} \times \text{ff}_b] \]

by [35, Proposition 5.12.1]. The lift of this map upon blowing up $\{0\} \times \text{lb}_b$ in the target and, in this order, $\{0\} \times \text{ff}_{b,C}$, $\{0\} \times \text{bf}_{b,S}$ in the domain is again a b-fibration; likewise, the lift to the subsequent blow-up of $\{0\} \times \text{rb}_b$ in the target and $\{0\} \times \text{ff}_{b,S}, \{0\} \times \text{bf}_{b,C}$ in the domain is a b-fibration. Since the lift of $\{0\} \times \text{bf}_{b,F}$ then gets mapped by the stretched projection diffeomorphically to the lift of $\{0\} \times X^2_b$, the lift of the stretched projection to the blow-up of $\{0\} \times \text{bf}_{b,F}$ is still a b-fibration

\[ [[0, 1)_h \times X^3_b, \{0\} \times \text{ff}_b, F_b, B_b] \to [[0, 1)_h \times X^2_b, \{0\} \times \text{ff}_b, \{0\} \times \text{lb}_b, \{0\} \times \text{rb}_b] \]

by [35, Corollary 5.10.1].
Blowing up the lift of \( \{ 0 \} \times \text{diag}_b \) in the target and its preimage, the lift of \( \{ 0 \} \times \text{diag}_{b,F} \), in the domain produces a b-fibration

\[
\left[ (0,1) \times X^3_b; \{ 0 \} \times \text{ff} b; F_b; B_b; \{ 0 \} \times \text{diag}_{b,F} \right] \rightarrow X^2_{ch}.
\]

This is b-transversal to the lift of \( \{ 0 \} \times \text{diag}_{b,3} \) (since the latter gets mapped diffeomorphically to the codimension 1 boundary face df), hence blowing this up, the projection map lifts again to a b-fibration. Since \( \{ 0 \} \times \text{diag}_{b,3} \subset \{ 0 \} \times \text{diag}_{b,F} \), we can in fact blow the lifts of these two manifolds up in any order by \([35, \text{Proposition 5.11.2}]\); thus the stretched projection

\[
\left[ (0,1) \times X^3_b; \{ 0 \} \times \text{ff} b; F_b; B_b; \{ 0 \} \times \text{diag}_{b,F} \right] \rightarrow X^2_{ch}
\]

is a b-fibration. This is b-transversal to the lifts of \( \{ 0 \} \times \text{diag}_{b,*} \), \(* = S, C \), both of which get mapped diffeomorphically to the lift of \( \{ 0 \} \times \text{bf}_{b,F} \); blowing these up, the map \((3.16)\) lifts to the map \( \pi_{ch,F} \) in \((3.15)\), which is thus a b-fibration, as claimed. 

Composition properties of large parameter operators were proved by explicit calculations in \([24, \text{s\&s} 4–5]\). Compositions in our semiclassical calculus are consequences of standard pullback and pushforward theorems, see \([35, \text{Section B}]\), \([8, \text{Appendix B}]\).

**Proposition 3.5.** Let \( A_j \in \Psi^m_{ch}(X) \) and \( A_j' \in \Psi^{-\infty \cdot \mathcal{E}}_{ch}(X) \) for \( j = 1, 2 \): Then:

1. \( A_1 \circ A_2 \in \Psi^m_{ch}(X) \) and \( A_1 \circ A_2' \in \Psi^{-\infty \cdot \mathcal{E}}_{ch}(X), A_1' \circ A_2 \in \Psi^{-\infty \cdot \mathcal{E}}_{ch}(X). \)
2. Write \( \mathcal{E}_j = (e_{j,bb}, e_{j,ff}, e_{j,rb}, e_{j,tf}) \), and suppose that \( \inf \text{ Re} \ (e_{1,rb} + e_{2,lb}) > 0 \). Then \( A_1' \circ A_2 \in \Psi^{-\infty \cdot \mathcal{E}}_{ch}(X) \), where \( F = (F_{lb}, F_{ff}, F_{rb} + F_{tf}) = E_1 \circ E_2 \) is defined by

\[
F_{lb} = E_{1,lb} \bigcup (E_{1,ff} + E_{2,lb}), \quad F_{rb} = (E_{1,rb} + E_{2,rb}) \bigcup E_{2,rb},
\]

\[
F_{ff} = (E_{1,ff} + E_{2,ff}) \bigcup (E_{1,lb} + E_{2,rb}), \quad F_{tf} = E_{1,tf} + E_{2,tf}.
\]

Here, \( \bigcup \) denotes the extended union of index sets, defined in \((A.1)\).

**Proof.** Denote the Schwartz kernel of \( A_j \) by \( K_j \). Note that \( K_j \) lifts to \( X^2_{ch} \), with index set \( \emptyset \) at \( \text{tlb} \), \( \text{trb} \). The Schwartz kernel \( K \) of \( A_1 A_2 \) equals

\[
K = (\pi_{ch,C})_* \left( \pi_{ch,F} K_1 \cdot \pi_{ch,S} K_2 \right).
\]

Now \( \pi_{ch,F} K_1 \) is conormal to \( \text{diag}_{b,*} \), and vanishes to infinite order at the preimage of \( \text{tlb} \cup \text{trb} \cup \text{sf} \) under \( \pi_{ch,F} \), thus all b-boundary hypersurfaces of \( X^3_{ch} \) except for \( \text{ff} \), \( \text{tf} \), \( \text{df} \), \( \text{ff} \), \( \text{df} \), \( \text{bf} \). The product with \( \pi_{ch,S} K_2 \) is well-defined since \( \text{diag}_{b,*} \) and \( \text{diag}_{b,3} \), intersect, transversally, at \( \text{diag}_{b,3} \), and vanishes to infinite order at all boundary hypersurfaces except for \( \text{ff} \), \( \text{tf} \), \( \text{df} \). Under pushforward by \( \pi_{ch,C} \) — which is transversal to these and embeds them as the submanifolds \( \text{ff} \), \( \text{tf} \), \( \text{df} \) of \( X^2_{ch} \) — we obtain, by \([8, \text{Proposition 7.20}]\), a conormal distribution on \( X^2_{ch} \) vanishing to infinite order at all boundary hypersurfaces except for \( \text{ff} \), \( \text{tf} \), \( \text{df} \); in particular, we can blow down \( \text{tlb} \), \( \text{trb} \) and thus obtain an element of \( \Psi^m_{ch}(X) \).

The rest of the proposition follows by similar arguments; we give details for \( A'_1 \circ A'_2 \). Denote the Schwartz kernel of \( A'_1 \) by \( K'_1 \). Since \( K'_1 \) lifts to \( X^2_{ch} \) with index set \( \emptyset \) at \( \text{tlb} \), \( \text{trb} \), one finds that \( \pi_{ch,F}K'_1 \) is polyhomogeneous on \( X^3_{ch} \), with index set \( E_{1,lb} \) at \( \text{bf} \), \( \text{ff} \) at \( \text{ff} \), \( \text{ff} \) at \( \text{ff} \), \( \text{ff} \) at \( \text{ff} \), \( \text{tf} \) at \( \text{tf} \), \( \text{tf} \) at \( \text{tf} \), \( \text{bf} \) at \( \text{bf} \), \( \text{bf} \) at \( \text{bf} \) and \( \emptyset \) otherwise. The preimage under \( \pi_{ch,C} \) of \( \text{lb} \) is \( \text{bf} \cup \text{ff} \), of \( \text{ff} \) is \( \text{ff} \cup \text{ff} \), \( \text{rb} \) at \( \text{rb} \), \( \text{rb} \) at \( \text{rb} \), \( \text{tf} \) at \( \text{tf} \), \( \text{bf} \) at \( \text{bf} \), \( \text{bf} \) at \( \text{bf} \); and \( \emptyset \). Otherwise. The preimage under \( \pi_{ch,C} \) of \( \text{lb} \) is \( \text{bf} \cup \text{ff} \), of \( \text{ff} \) is \( \text{ff} \cup \text{ff} \), \( \text{rb} \) at \( \text{rb} \), \( \text{rb} \) at \( \text{rb} \), \( \text{tf} \) at \( \text{tf} \), \( \text{bf} \) at \( \text{bf} \), \( \text{bf} \) at \( \text{bf} \) and \( \emptyset \) otherwise. The preimage under \( \pi_{ch,C} \) of \( \text{lb} \) is \( \text{bf} \cup \text{ff} \), of \( \text{ff} \) is \( \text{ff} \cup \text{ff} \), \( \text{rb} \) at \( \text{rb} \), \( \text{rb} \) at \( \text{rb} \), \( \text{tf} \) at \( \text{tf} \), \( \text{bf} \) at \( \text{bf} \), \( \text{bf} \) at \( \text{bf} \) and \( \emptyset \). The pushforward theorem, see \([8, \text{Proposition 5.6}]\), then gives the result. (For example, the index sets at \( \text{bf} \) and \( \text{ff} \) are \( E_{1,lb} \) and \( E_{1,ff} + E_{2,lb} \); the map \( \pi_{ch,C} \) maps these to \( \text{lb} \), where the pushforward of the polyhomogeneous distribution then has index set \( E_{1,lb} \cup (E_{1,ff} + E_{2,lb}) = F_{lb} \).)
The principal symbol map $c^h \sigma$ is multiplicative, $c^h \sigma_{m_1+m_2}(A_1A_2) = c^h \sigma_{m_1}(A_1)c^h \sigma_{m_2}(A_2)$; this follows by continuity from $X^o$, $h \geq 0$, resp. $X$, $h > 0$ from the corresponding statement for the semiclassical, resp. $b$-pseudodifferential calculus.

The normal operator maps $N_{ff}$ and $N_{if}$ are homomorphisms, so $N_{ff}(A_1 \circ A_2) = N_{ff}(A_1) \circ N_{ff}(A_2)$ etc. We only need this in the case that at least one of $A_1$, $A_2$ is a differential operator, in which case this is easily verified in local coordinates; the calculations are similar to [33, §4.15].

### 3.3 The inverse of a fully elliptic semiclassical cone operator

Fix an operator

$$A \in \text{Diff}_{c^h}^m(X)$$

which is fully elliptic at weight $\alpha \in \mathbb{R}$. Denote the Mellin transformed normal operator by $\hat{A}(\sigma) := \hat{N}_{\hat{\omega}}(A)(\sigma)$, $\sigma \in \mathbb{C}$. We then define its boundary spectrum by

$$\hat{\text{spec}}_b(A) := \{ (\sigma, k) \in \mathbb{C} \times \mathbb{N}_0 : \hat{A}(\zeta)^{-1} \text{ has a pole at } \zeta = \sigma \text{ of order } \geq k + 1 \}.$$  \hspace{1cm} (3.18)

Define the following index sets:

$$E_{lb}(\alpha) := \{ (z, k) \in \mathbb{C} \times \mathbb{N}_0 : (-iz, k) \in \hat{\text{spec}}_b(A), \text{ Re } z > \alpha \},$$

$$E_{rb}(\alpha) := \{ (z, k) \in \mathbb{C} \times \mathbb{N}_0 : (iz, k) \in \hat{\text{spec}}_b(A), \text{ Re } z > -\alpha \}. \hspace{1cm} (3.19)$$

We then set

$$\hat{E}_{lb}(\alpha) := \bigcup_{j \in \mathbb{N}_0} (E_{lb}(\alpha) + j), \quad \hat{E}_{rb}(\alpha) := \bigcup_{j \in \mathbb{N}_0} (E_{rb}(\alpha) + j),$$

and finally

$$\hat{E}_e(\alpha) := \hat{E}_e(\alpha) \cup \hat{E}_e(\alpha), \quad \bullet = \text{lb}, \text{rb},$$

$$\hat{E}_{if}(\alpha) := \mathbb{N}_0 + ((\hat{E}_{lb}(\alpha) + \hat{E}_{rb}(\alpha)) \cup \mathbb{N}). \hspace{1cm} (3.20)$$

**Theorem 3.6.** Let $A \in \text{Diff}_{c^h}^m(X)$ be fully elliptic at weight $\alpha$. Then there exists $h_0 > 0$ such that

$$A_h : H^{s,\alpha}_b(X) \to H^{s-m,\alpha-m}_b(X), \quad s \in \mathbb{R},$$

is invertible for $0 < h < h_0$. The inverse lies in the large semiclassical cone calculus,

$$A^{-1} \in \left( \frac{x}{x+h} \right)^{m} \Psi^{-m}_{c^h}(X) + \Psi^{-\infty,\mathcal{E}}_{c^h}(X),$$

$$\mathcal{E} = (\mathcal{E}_{lb}, \mathcal{E}_{lf}, \mathcal{E}_{rb}, \mathcal{E}_{rt}) = (\hat{E}_{lb}(\alpha), \hat{E}_{lf}(\alpha) + m, \hat{E}_{rb}(\alpha) + m, \mathbb{N}_0). \hspace{1cm} (3.21)$$

**Remark 3.7.** The conclusion holds more generally, with exactly the same proof, when $A \in \rho^{-m}_{if} \Psi_{c^h}^m(X)$ is a semiclassical cusp ps.d.o. which is fully elliptic at weight $\alpha$ in the sense that $c^h \sigma_{m}(\rho_{if}^m A)$ is elliptic, $fN_{if}(\rho_{if}^m A)$ is $h$-independent for some $0 < f \in \mathcal{C}^\infty(\{0,1\}_h \times \partial X)$, and $N_{if}(A) : H^{s,\alpha}_{b_{sc}}(\pm N \partial X) \to H^{s-m,\alpha-m}_{b_{sc}}(\pm N \partial X)$ is invertible for some $s \in \mathbb{R}$ (thus all $s \in \mathbb{R}$ by ellipticity).

The part of the proof which employs elliptic $b$-theory is very similar to that of [24, Theorem 6.1]. The efficient analysis of the normal operator at $tf$ is new.
Proof of Theorem 3.6. The symbolic elliptic parametrix construction, using (3.8), produces

\[ B_0 \in \rho_{tf}^m \Psi^{-m}_c(X), \quad AB_0 = I - R_0, \quad R_0 \in \rho_{df}^\infty \Psi^{-\infty}_c(X) = \Psi^{-\infty}_c(\emptyset, \mathbb{N}_0, \emptyset, \mathbb{N}_0)(X). \]  

(3.22)

We next solve away the error to leading order at \( \text{ff} \) by passing to \( \text{ff} \)-normal operators, see (3.9). Write

\[ \left( \frac{x}{x+h} \right)^m A \left( \frac{x}{x+h} \right)^{-m} = I - R_0', \quad R_0' \in \rho^\infty \Psi^{-\infty}_c(X) = \Psi^{-\infty}_c(\emptyset, \mathbb{N}_0, \emptyset, \mathbb{N}_0)(X). \]  

(3.22)

We next solve away the error to leading order at \( \text{ff} \) by passing to \( \text{ff} \)-normal operators, see (3.9). Write

\[ \left( \frac{x}{x+h} \right)^m A \left( \frac{x}{x+h} \right)^{-m} = I - R_0', \quad R_0' \in \rho^\infty \Psi^{-\infty}_c(X) = \Psi^{-\infty}_c(\emptyset, \mathbb{N}_0, \emptyset, \mathbb{N}_0)(X). \]  

(3.22)

We then seek \( B_1 \) with

\[ A(B_0 + B_1) = I - R_1, \quad R_1 \in \Psi^{-\infty}_c(\emptyset, \mathbb{N}, \mathbb{E}_{rb}(\alpha) + \mathbb{N}_0)(X). \]  

(3.23)

Notethat the index set of \( R_1 \) at \( \text{ff} \) is \( \mathbb{N} = \{1, 2, \ldots\} \). This vanishing at \( \text{ff} \) comes at the expense of polyhomogeneous error terms at \( \text{lb} \). Now, letting \( A \) act on the left factor of the double space (fiberwise in \( h \)), its normal operator at \( \text{lb} \) is identified with \( N_{tf}(A) \). Thus, we can solve away the error term at \( \text{lb} \) to infinite order as in [33, §5.20] with an operator

\[ B_2 \in \Psi^{-\infty}_c(\emptyset, j, \mathbb{E}_{lb}(\alpha) + \mathbb{N}, \mathbb{E}_{rb}(\alpha) + \mathbb{N}_0)(X), \]  

(3.23)

We can improve this using a Neumann series: we have \( R_j^l \in \Psi^{-\infty}_c(\emptyset, j, \mathbb{E}_{lb}(\alpha) + \mathbb{N}, \mathbb{E}_{rb}(\alpha) + \mathbb{N}_0)(X) \) for \( E_{lb}(\alpha) = E_{rb}(\alpha) \) and \( E_{lb}(\alpha) = (j + E_{lb}(\alpha)) \cup E_{rb}^l(\alpha) \cap \mathbb{N}_0 \). Thus, let

\[ B_3' \sim \sum_{j \geq 0} R_j^l, \quad B_3' - I \in \Psi^{-\infty}_c(\emptyset, \mathbb{N}, \mathbb{E}_{lb}(\alpha) + \mathbb{N}_0)(X). \]  

(3.24)

We then obtain the analogue of [24, Lemma 6.7] using Proposition 3.5 (and slightly enlarging index sets for brevity), namely

\[ G := (B_0 + B_1 + B_2) \in \rho^m \Psi^{-m}_c(X) + \Psi^{-\infty}_c(X) \]  

(3.25)

We need to improve the decay of the error term at \( \text{tf} \); this requires inverting the model operator \( N_{tf}(A) \), which is an elliptic b-scattering operator of class \( \rho_{tf,b}^m \text{Diff}_{b,sc}^m(\tilde{\mathbb{N}} \partial X) \). But by the full ellipticity of \( A \) at weight \( \alpha \),

\[ N_{tf}(A) : H^{s,m}_{b,sc}(\tilde{\mathbb{N}} \partial X) \to H^{-m,m}_{b,sc}(\tilde{\mathbb{N}} \partial X), \quad s \in \mathbb{R}, \]  

(3.26)

is invertible; hence we can construct the Schwartz kernel of its inverse explicitly by combining elliptic b- and scattering theory. To wit, we first construct a parametrix \( R_{tf,0} \in \rho_{tf,b}^m \Psi^{-m}_c(\tilde{\mathbb{N}} \partial X) \) with \( N_{tf}(A)R_{tf,0} = I - R_{tf,0}, \) \( R_{tf,0} \in \rho^\infty \Psi^{-\infty}_c(\mathbb{N} \partial X) \) using the symbol calculus. By elliptic b-theory as above, one then obtains a right parametrix, and by similar means a left
\[ B_{t_1,1}, B'_{t_1,1} \in \rho_{t_1, b, \text{sc}}^m \Psi^{-m}(\partial_0^+ N \partial X) + \Psi^{-\infty}(E_{t_1,0}^{b, b'}) (\partial_0^+ N \partial X), \tag{3.27} \]

\[ N_{t_1}(A)B_{t_1,1} = I - R_{t_1,1}, \quad R_{t_1,1} \in \Psi^{-\infty}(E_{t_1,0}^{b, b'}) (\partial_0^+ N \partial X), \]

\[ B'_{t_1,1} N_{t_1}(A) = I - R'_{t_1,1}, \quad R'_{t_1,1} \in \Psi^{-\infty}(E_{t_1,0}^{b, b'}) (\partial_0^+ N \partial X), \]

the index sets arising here are the same as above since the normal operator of \( N_{t_1}(\rho_{t_1, b, \text{sc}}^m A) \) at \( \partial_0^+ N \partial X \) is equal to \( N_{t_1}(\rho_{t_1, b, \text{sc}}^m A) \) restricted to \( h = 0 \), hence their boundary spectra are the same. We then have

\[ N_{t_1}(A)^{-1} = B_{t_1,1} + N_{t_1}(A)^{-1} R_{t_1,1} = B_{t_1,1} + B'_{t_1,1} R_{t_1,1} + R'_{t_1,1} N_{t_1}(A)^{-1} R_{t_1,1}, \]

with the first two terms lying in the space (3.27), while the last term, in view of (3.26), has Schwartz kernel in

\[ A_{\text{phg}}^{\infty}(\partial_0^+ N \partial X \times \partial_0^+ N \partial X) \]

(with trivial index sets at \( \partial_\infty^+ N \partial X \times \partial_\infty^+ N \partial X \) and \( \partial_\infty^+ N \partial X \times \partial_\infty^+ N \partial X \), which is a subspace of \( \Psi^{-\infty}(E_{t_1,0}^{b, b'}) (X) \). Therefore,

\[ N_{t_1}(A)^{-1} \in \rho_{t_1, b, \text{sc}}^m \Psi^{-m}(\partial_0^+ N \partial X) + \Psi^{-\infty}(E_{t_1,0}^{b, b'}) (\partial_0^+ N \partial X). \tag{3.28} \]

Equipped with this structure of \( N_{t_1}(A)^{-1} \), we now return to (3.25). Choose an operator \( B'_4 \in \rho_{t_1, \text{ch}}^m \Psi^{-m}(X) + \Psi^{-\infty}(X) \) with \( N_{t_1}(B'_4) = N_{t_1}(A)^{-1} \). For

\[ B_4 := B'_4 R \in \Psi^{-\infty}(X), \]

we then have

\[ A(G + B_4) = I - R_4, \quad R_4 \in \Psi^{-\infty}(E_{t_1,0}^{b, b'}) (X), \]

which is an improvement at \( t_f \). We can now solve away the error by a Neumann series: taking \( B'_5 \in \Psi^{-\infty}(X) \) with \( B'_5 \sim \sum_{j \geq 0} R_4^j \), we put

\[ G_5 = (G + B_4)B'_5 \in \rho_{t_1, \text{ch}}^m \Psi^{-m}(X) + \Psi^{-\infty}(X), \]

which satisfies

\[ AG_5 = I - R_5, \quad R_5 \in \Psi^{-\infty}(E_{t_1,0}^{b, b'}) (X) = h^{\infty} A_{\text{phg}}^{\infty}(E_{t_1,0}^{b, b'}) ([0, 1)_b \times X^2), \]

with the index sets in the last space referring to the left and right boundary, \([0, 1) \times \partial X \times X\) and \([0, 1) \times X \times \partial X\), respectively. For sufficiently small \( h > 0 \), \( I - R_5 \) is an invertible map on \( H_b^{s-m,2-m} (X) \), with inverse given by a convergent Neumann series, and thus lying in \( I + h^{\infty} A_{\text{phg}}^{\infty}(E_{t_1,0}^{b, b'}) ([0, 1)_b \times X^2) \). Therefore,

\[ AB = I, \quad B := G_5 (I - R_5)^{-1} \in \rho_{t_1, \text{ch}}^m \Psi^{-m}(X) + \Psi^{-\infty}(X), \]

completing the construction of a right inverse. The construction of a left inverse is analogous. A standard argument shows that the right and left inverses agree, finishing the proof of the theorem.

\[ \square \]

### 3.4 Mapping properties

Recall from (3.6) the space \( X_{b_0} = [0, 1)_b \times X; \{0\} \times \partial X \), which is a natural manifold for the definition of function spaces compatible with the semiclassical cone algebra:
Definition 3.5. The boundary hypersurfaces of $X_{c\hbar}$ are denoted $\partial_c X$ (‘cone face’, lift of $[0,1)_\hbar \times \partial X$), $\partial_t X$ (‘transition face’, lift of $\{0\} \times \partial X$), and $\partial_{\hbar} X$ (‘semiclassical face’, lift of $\{0\} \times X$). See Figure 3.3. Given index sets $\mathcal{I}_c, \mathcal{I}_t, \mathcal{I}_{\hbar} \subset \mathbb{C} \times \mathbb{N}_0$, we define $\mathcal{A}_{\text{phg}}^{(\mathcal{I}_c, \mathcal{I}_t, \mathcal{I}_{\hbar})}(X_{c\hbar})$ to consist of polyhomogeneous distributions with specified index sets at the respective boundary hypersurfaces.

For notational simplicity, let us fix a trivialization of $b\Omega^{1/2}X$.

Lemma 3.6. Let $A \in \Psi^{0}_{c\hbar}(X)$. Then $A$ is uniformly bounded on $L^2_{b}(X)$.

Proof. By Hörmander’s square root trick (see [17, Theorem 2.2.1]), it suffices to prove this for operators which are residual in the symbolic sense, i.e. for

$$A \in \rho_{\text{df}}^{-\infty}(X) = \Psi^{-\infty}_{c\hbar}(X).$$

Writing the Schwartz kernel of such $A$ as $K(h, z, z')$, $z, z' \in X$, it then suffices, by Schur’s lemma, to prove the uniform boundedness of $\int_X K(h, z, z') \, d\mu_{b}(z)$ and $\int_X K(h, z, z') \, d\mu_{b}(z')$, where $\mu_{b}$ is a $b$-density on $X$. Note then that the projection $(h, z, z') \mapsto (h, z)$ lifts to a $b$-fibration $X_{c\hbar}^2 \to X_{c\hbar}$ under which $K$ pushes forward to an element of $\mathcal{A}_{\text{phg}}^{(\mathcal{I}_c, \mathcal{I}_t, \mathcal{I}_{\hbar})}(X_{c\hbar})$. This is thus a bounded function; similarly for $\int_X K(h, z, z') \, d\mu_{b}(z')$. This concludes the proof. □

Note that $\frac{x}{x+h}, x + h,$ and $\frac{h}{x+h}$ are defining functions of $\partial_c X, \partial_t X,$ and $\partial_{\hbar} X$, respectively. Since $\hbar$ is merely a commutative parameter, this suggests the introduction of the following weighted function spaces:

Definition 3.7. Let $s, \alpha, \tau \in \mathbb{R}$. Then we define the weighted semiclassical cone Sobolev space by

$$H^{s, \alpha, \tau}_{c, \hbar}(X) = \left\{ \left( \frac{x}{x+h} \right)^{\alpha} (x+h)^{\tau} u : u \in H^s_{c, \hbar}(X) \right\},$$

where $H^s_{c, \hbar}(X)$ is the completion of $C^\infty_c(X^\circ)$ with respect to the norm

$$\|u\|^2_{H^s_{c, \hbar}(X)} = \|u\|^2_{L^2_b(X)} + \|Au\|^2_{L^2_b(X)}, \quad s \geq 0,$$

(3.29)

where $A \in \Psi^s_{c, \hbar}(X)$ is a fixed operator with elliptic principal symbol. For $s < 0$, we define $H^{-s}_{c, \hbar}(X)$ as the $L^2_b(X)$-dual of $H^{-s}_{c, \hbar}(X)$. The norm on $H^{s, \alpha, \tau}_{c, \hbar}(X)$ is

$$\|u\|^2_{H^{s, \alpha, \tau}_{c, \hbar}(X)} = \left\| \left( \frac{x}{x+h} \right)^{-\alpha} (x+h)^{-\tau} u \right\|^2_{H^s_{c, \hbar}(X)}.$$
Thus, $H^{s,\alpha,\tau}_{c,h}(X)$ is a Hilbert space of distributions of $X$ which, as a set, is independent of $h > 0$, but whose norm does depend on $h$.

For $s \in \mathbb{N}_0$, an equivalent definition is that $u \in H^{s,\alpha,\tau}_{c,h}(X)$ if and only if

$$
\left(\frac{h}{x+h}V_1 \right) \cdots \left(\frac{h}{x+h}V_j \right) \left(\frac{x}{x+h}\right)^{-\alpha} (x+h)^{-\tau} u \in L^2_h(X)
$$

for all $j = 0, \ldots, k$ and all $V_j \in \mathcal{V}_h(X)$.

**Remark 3.8.** For $h$ bounded away from $0$, $H^{s}_{c,h}(X)$ is the standard b-Sobolev space $H^s(X)$, while for $x$ bounded away from $0$, this is the standard semiclassical Sobolev space $H^s_{h}(X^\circ)$. More generally, we have $H^{s,\alpha,\tau}_{c,h}(X) = H^s_{b}(X)$ as sets, but with inequivalent norms as $h \to 0$; we describe the relationship more precisely in Proposition 3.11 below.

We record the boundedness of semiclassical cone p.s.d.o.s on weighted Sobolev spaces:

**Proposition 3.9.** Let $s, \alpha, \tau \in \mathbb{R}$, and let $\mathcal{E} = (\mathcal{E}_b, \mathcal{E}_{ff}, \mathcal{E}_{rb}, \mathcal{E}_{tf})$ be a collection of index sets. Then:

1. Any $A \in \Psi_{c,h}^m(X)$ defines a bounded map $A : H^{s,\alpha,\tau}_{c,h}(X) \to H^{s-m,\alpha,\tau}_{c,h}(X)$.
2. Let $A \in \Psi_{c,h}^{-\infty,\mathcal{E}}(X)$. If $\alpha + \inf \text{Re} \mathcal{E}_{rb} > 0$, then $A$ is a bounded map

$$
A : H^{s,\alpha,\tau}_{c,h}(X) \to H^{\infty,\beta,\mu}_{c,h}(X)
$$

(3.30)

for $\beta < \min(\inf \text{Re} \mathcal{E}_b, \alpha + \inf \text{Re} \mathcal{E}_{ff}), \mu < \tau + \inf \text{Re} \mathcal{E}_{tf}$.

3. If the leading order terms of $\mathcal{E}_{ff}$ and $\mathcal{E}_{tf}$ do not have logarithmic factors (i.e. $(z, k) \in \mathcal{E}_{ff}, \text{Re} z = \inf \text{Re} \mathcal{E}_{ff}$ implies $k = 0$; similarly for $\mathcal{E}_{tf}$), (3.30) holds provided that, still, $\alpha + \inf \text{Re} \mathcal{E}_{rb} > 0, \beta < \inf \text{Re} \mathcal{E}_b, \mu \leq \tau + \inf \text{Re} \mathcal{E}_{tf}$.

**Proof.** For $\alpha = \tau = 0$, statement (1) is Lemma 3.6 for $m = 0$, and for general $m$ follows by a standard argument (using a symbolic elliptic parametrix for the operator $A$ in (3.29)) from Lemma 3.6. For general weights, we only need to observe that $\Psi_{c,h}^m(X)$ is invariant under conjugation by $x^\alpha (x+h)^{\tau-\alpha}$. For $\tau - \alpha = 0$, this follows from $(x'/x)^\alpha = \rho_{lb}^{-\alpha} \rho_{rb}^\alpha$ and the infinite order vanishing of Schwartz kernels of elements of $\Psi_{c,h}(X)$ at $lb \cup rb$. For $\alpha = 0$ on the other hand, we have

$$
\frac{x' + h}{x + h} = \frac{\rho_{lb} \rho_{ff} \rho_{dt}}{\rho_{lb} \rho_{ff} \rho_{dt}} = \frac{\rho_{rb} \rho_{ff} + \rho_{sf} \rho_{dt}}{\rho_{rb} \rho_{ff} + \rho_{sf} \rho_{dt}}
$$

which is a smooth function on $X^2_{c,h}$ except at $sf \cap lb$, where it is equivalent to $1/(\rho_{lb} + \rho_{sf})$ and thus merely conormal. The infinite order vanishing of Schwartz kernels at $lb$ means that multiplication by $\left(\frac{x' + h}{x + h}\right)^{\tau-\alpha}$, $\tau - \alpha > 0$, preserves $\Psi_{c,h}(X)$. The argument for $\tau - \alpha < 0$ is analogous.

To prove (2), we define

$$
A' = (x+h)^{-\mu} \left(\frac{x}{x+h}\right)^{-\beta} A \left(\frac{x'}{x+h}\right)^{\alpha} (x+h)^{\tau} \mathcal{E}' \in \Psi_{c,h}^{-\infty,\mathcal{E}'}(X),
$$

where $\mathcal{E}' = (\mathcal{E}'_b, \mathcal{E}'_{ff}, \mathcal{E}'_{rb}, \mathcal{E}'_{tf})$ with

$$
\mathcal{E}'_b = \mathcal{E}_b - \beta, \quad \mathcal{E}'_{ff} = \mathcal{E}_{ff} + \alpha - \beta, \quad \mathcal{E}'_{rb} = \mathcal{E}_{rb} + \alpha, \quad \mathcal{E}'_{tf} = \mathcal{E}_{tf} + (\tau - \mu).
$$

Since $A$ has differential order $-\infty$, it suffices to prove that $A'$ is uniformly bounded on $L^2_h(X)$. Note then that $\inf \text{Re} \mathcal{E}' > 0$ for $\star = lb, ff, rb, tf$, which implies the desired boundedness by Schur’s lemma.

Part (3) follows from these considerations as well, since now polyhomogeneous distributions with index sets $\mathcal{E}'_{ff}$ and $\mathcal{E}'_{tf}$ at $ff$ and $tf$ are bounded there, hence Schur’s lemma applies again. □
We further record mapping properties on polyhomogeneous distributions:

**Proposition 3.10.** Let \( \mathcal{E} = ( \mathcal{E}_{\text{lb}}, \mathcal{E}_{\text{ff}}, \mathcal{E}_{\text{rb}}, \mathcal{E}_{\text{tf}} ) \) and \( \mathcal{T} = ( \mathcal{T}_c, \mathcal{T}_f, \mathcal{T}_h ) \) denote two collections of index sets. Then:

1. Any \( A \in \Psi^m(X) \) is a bounded map on \( A^{\mathcal{E}}_{\text{phg}}(X_{ch}) \).
2. Let \( A \in \Psi^\infty,\mathcal{E}_c(\mathcal{X}) \), and suppose \( \inf \text{Re}(\mathcal{F}_c + \mathcal{E}_{\text{ff}}) > 0 \). Then \( A \) is a bounded map \( A : A^{\mathcal{E}}_{\text{phg}}(X_{ch}) \to A^{\mathcal{C}}_{\text{phg}}(X_{ch}) \), where

\[
\mathcal{C}_c = (\mathcal{T}_c + \mathcal{E}_{\text{ff}}) \setminus \mathcal{E}_{\text{lb}}, \quad \mathcal{C}_f = \mathcal{T}_f + \mathcal{E}_{\text{ff}}, \quad \mathcal{C}_h = \emptyset.
\]

**Proof.** This follows easily from pullback and pushforward theorems by writing \( Au = \pi^* (K_A \cdot (\pi')^u) \), where \( K_A \) is the Schwartz kernel of \( A \), and \( \pi, \pi' : \mathcal{X} \to \mathcal{X} \) are the lifts of the projection maps \([0, 1) h \times \mathcal{X} \to [0, 1) h \times \mathcal{X} \) to the left, resp. right factor of \( \mathcal{X}^2 \).

Finally, we relate the spaces \( H^s_{\text{ch}}(X) \) to the more standard semiclassical b-Sobolev spaces \( H^{s,\alpha}_{\text{b},h}(X) = x^\alpha H^s_{\text{b},h}(X) \), see Appendix A.

**Proposition 3.11.** For \( s, \alpha, \tau \in \mathbb{R} \), we have

\[
H^{s,\alpha,\tau}_{\text{c},h}(X) \subset H^{s,\alpha}_{\text{c},h}(X) \subset H^s_{\text{b},h}(X) \subset H^{s,\alpha,\tau}_{\text{b},h}(X),
\]

in the sense that the inclusion maps are uniformly bounded. That is, there exists \( C > 0 \) such that \( ||h^{(\tau-\alpha)-s}u||_{H^{s,\alpha}_{\text{b},h}(X)} \leq C ||u||_{H^{s,\alpha,\tau}_{\text{c},h}(X)} \); similarly for the second inclusion.

**Proof.** We have \( H^0_{\text{c},h}(X) = L^2_{\text{b}}(X) = H^0_{\text{b},h}(X) \). Moreover, given \( V = \frac{h}{x+h} W, W \in \mathcal{V}_{\text{b}}(X) \), we have \( hWu = (x + h) Vu \), which implies that for \( s \in \mathbb{N}_0 \),

\[
H^s_{\text{c},h}(X) \subset H^s_{\text{b},h}(X), \quad H^s_{\text{b},h}(X) \subset (x + h)^{-s} H^s_{\text{c},h}(X).
\]

Multiplication by weights gives

\[
H^{s,\alpha,\tau}_{\text{c},h}(X) \subset x^\alpha (x + h)^{-\alpha} H^s_{\text{b},h}(X) \subset x^\alpha h^{-(\tau-\alpha)} H^s_{\text{c},h}(X),
\]

\[
x^\alpha H^s_{\text{b},h}(X) \subset (x + h)^{-s+\alpha-\tau} \left( \frac{x}{x+h} \right)^\alpha (x + h)^\tau H^s_{\text{c},h}(X) \subset h^{-s} h^{-(\tau-\alpha)} H^{s,\alpha,\tau}_{\text{c},h}(X).
\]

These inclusions in fact hold for real \( s \geq 0 \), as can be shown using complex interpolation. (Indeed, using Theorem 5.1 below—whose proof is independent of this proposition—applied to \( A_{r,z} := (x^2 h^2 A_{b,r} + 1) z \), where \( A_{b,r} = x^2 \Delta g + r^2 \) for any fixed smooth conic metric \( g \) and \( r \gg 1 \), one finds that the complex interpolation space \([x^k H^s_{\text{c},h}(X), x^{k'} H^{s'}_{\text{c},h}(X)]_\theta \) is \( x^k H^s_{\text{c},h}(X) \) for \( s = \theta k' + (1 - \theta) k \); here, taking \( r \) large ensures that the Schwartz kernel of \( A_{r,z} \) for \( \text{Re} z \) in any fixed interval vanishes to any pre-specified order at \( \text{lb} \) and \( \text{rb} \). Similarly, interpolation spaces of weighted (semiclassical) b-Sobolev spaces are weighted (semiclassical) b-Sobolev spaces as well.) For general real orders \( s \in \mathbb{R} \), the claim follows by duality.

### 4 Doubly semiclassical cone calculus and doubly semiclassical resolvent

For a fully elliptic \( m \)-th order semiclassical cone operator \( A \in \text{Diff}^m_{\text{ch}}(X) \), the ultimate goal is to describe the structure of complex powers \( A^\gamma \), which using (1.6) we will accomplish by analyzing the resolvent \((A_h - \lambda)^{-1}\) for \( \lambda \) on a suitable unbounded contour. Denoting \( \tilde{h} = |\tilde{\lambda}|^{-1/m} \), the resolvent is a scalar multiple of \((\tilde{h}^m A_h - \tilde{\omega})^{-1}, \tilde{\omega} = \lambda / |\lambda| \). The operator
FIGURE 4.1  The doubly semiclassical double space $X^2_{\hbar\bh}$, its boundary hypersurfaces, and the 'diagonal' $\text{diag}_{\bh\hbar}$. We denote by $z$, resp. $z'$ the pullback of local coordinates on $X$ along the left, resp. right projection $X \times X \to X$

we are inverting here is thus of the form

$$A_{h,\bh,\bomega} := \hbar^m A_h - \bomega, \quad A \in \text{Diff}^m_{c,h}(X), \ h, \bh > 0, \ \bomega \in \Omega \subset \mathbb{C}. \quad (4.1)$$

It thus has two semiclassical parameters $h, \bh$. For our purposes, we think of $\bh$ as the smaller one: for any fixed $h > 0$, a suitable integral over $(\bh, \bomega)$ (using a description of the resolvent for $\bh$ near 0) will produce complex powers, whose uniform behavior as $h \to 0$ we wish to describe.

We construct the *doubly semiclassical cone* (or 'dsc') calculus $\Psi_{c,h\bh}(X)$ and associated normal operators in §4.2, after a warm-up on manifolds without boundary in §4.1. The composition properties of the dsc-calculus are proved in §4.3. The subsequent construction of the resolvent of $A_{h,\bh,\bomega}$ in §4.4 will then be a simple application of the calculus.

### 4.1  Prologue: doubly semiclassical calculus on closed manifolds

Suppose, only in this section, that $X$ is a closed manifold (compact without boundary). The semiclassical double space is $X^2_h = \left[ [0,1)_h \times X^2; \{0\} \times \text{diag}_X \right]$, where $\text{diag}_X \subset X^2$ is the diagonal, and elements of $\Psi_h(X)$ are characterized via their Schwartz kernels: they vanish to infinite order on the lift, $\text{sf}_0$, of $h = 0$, and are conormal to the lift $\text{diag}_h$ of $[0,1)_h \times \text{diag}_X$.

The principal symbol takes values in $(S^m/hS^{m-1})(T^*X)$. We denote the front face of $X^2_h$ by $\text{df}_0$.

We define the doubly semiclassical double space as

$$X^2_{\bh\hbar} = \left[ [0,1)_\bh \times X^2_h; \{0\} \times \text{diag}_{\bh\hbar} \right]. \quad (4.2)$$

see Figure 4.1. The space $X^2_{\bh\hbar}$ has four boundary hypersurfaces: the lifts $\text{sf}$, $\text{df}$ of $[0,1)_h \times \text{sf}_0$, $[0,1)_h \times \text{df}_0$, as well as the lift of $\bh = 0$, denoted $\tilde{\text{sf}}$, and the front face of the blow-up in (4.2), denoted $\tilde{\text{df}}$. The lift of $[0,1)_\bh \times \text{diag}_h$ to $X^2_{\bh\hbar}$ is denoted $\text{diag}_{\bh\hbar}$. Then $\Psi^m_{c,h\bh}(X)$ consists of distributions conormal to $\text{diag}_{\bh\hbar}$, of order $m - \frac{1}{2}$ (cf. Definition 3.2), which vanish to infinite order at $\text{sf} \cup \tilde{\text{sf}}$.

This definition is *not symmetric* in $h$ and $\bh$. However, if one switches the roles of $h$ and $\bh$, a neighborhood of the lift of $[0,1)_h \times [0,1)_\bh \times \text{diag}_X$ to the resulting space is naturally diffeomorphic to a neighborhood of $\text{diag}_{\bh\hbar}$ as defined above, and moreover the spaces of $C^\infty$ functions vanishing to infinite order at the lifts of $h = 0$ and $\bh = 0$ are naturally identified via the pointwise identity map on the interior $[0,1)_h \times [0,1)_\bh \times X^2$. Therefore, the order of the blow-ups in (4.2) is irrelevant in practice; our present choice of ordering will however be more convenient for the discussion of complex powers in §5. (Any definition which is symmetric in $h$, $\bh$ is necessarily more complicated and thus less convenient here.)

Let us make this concrete in local coordinates, and denote by $z \in \mathbb{R}^n$ local coordinates on $X$ pulled back to $X^2$ along the left projection, and by $z'$ their pullback along the right projection. Local coordinates on $[0,1)_\bh \times X^2_h$ near $[0,1)_h \times (\text{df} \setminus \text{sf})$
are then \((\tilde{h}, h, z, Z)\), \(Z = (z - z')/h\). Upon blowing up \(\tilde{h} = Z = 0\), local coordinates near \(\tilde{d}\) \(\tilde{f} \setminus \tilde{s}\) are \((\tilde{h}, h, z, Z)\), \(Z = (z - z')/(\tilde{h} h)\), with \(\text{diag}_{\tilde{h} \tilde{h}} = \{Z = 0\}\). Semiclassical quantizations

\[
(2\pi \tilde{h})^{-n} \int e^{i(z - z'/\tilde{h})a(h, \tilde{h}, z, \tilde{z})} d\tilde{\zeta}
\]

(4.3)
of symbols \(a\) thus lift to conormal distributions \(\Psi_{\tilde{h} \tilde{h}}(X)\).

The principal symbol map is

\[
0 \rightarrow h\tilde{h}\Psi^{m-1}(X) \rightarrow \Psi^{m}(X) \xrightarrow{\rho_{\tilde{h} \tilde{h}}^{-m}} (S^{m}/h\tilde{h}S^{m-1}) (T^{*}X) \rightarrow 0.
\]

(4.4)

It is defined by observing that \(d\tilde{f} \cong [0, 1)h \times TX\) via continuous extension of

\[
(0, 1)h \times TX \ni (h, z, v) \mapsto \lim_{\tilde{h} \to 0} (\tilde{h}, z, z + \tilde{h}v) \in \tilde{d}\tilde{f}.
\]

so the restriction of \(\kappa \in \Psi_m^{m}(X)\) to \(\tilde{d}\tilde{f}\) can be Fourier-transformed along the fibers of \(TX\), giving an element of \(C^{\infty}([0, 1)h, S^{m}(T^{*}X))\) capturing \(\kappa\) modulo \(h\Psi^{m}(X)\), which is ‘half’ of (4.4). The other ‘half’ arises by restricting to \(d\tilde{f}\).

Thus, we can construct parametrices of elliptic operators \(A \in \Psi^{m}_{\tilde{h} \tilde{h}}(X)\) by means of the usual symbolic parametrix construction, producing \(B \in \Psi^{-m}_{\tilde{h} \tilde{h}}(X)\) such that \(R = AB - I, R' = BA - I \in h\infty h\tilde{h}\Psi^{-\infty}(X) = C^{\infty}([0, 1)^2 \times X^2)\). For \(h, \tilde{h}\) small, \(I + R\) and \(I + R'\) can then be inverted by a Neumann series, and one obtains \(A^{-1} \in \Psi^{-m}_{\tilde{h} \tilde{h}}(X)\).

### 4.2 Definition of the dsc-calculus

From now on, \(X\) is again a connected compact manifold with connected embedded boundary \(\partial X\). Let us denote the boundary hypersurfaces of \(X^2_{ch}\) by adding a subscript ‘0’, so \(ff_0, lb_0, tf_0, df_0, sf_0\). Recall that \(\text{diag}_{ch} \subset X^2_{ch}\) denotes the lifted diagonal.

**Definition 4.1.** The dsc-double space is

\[
X^2_{ch \tilde{h} \tilde{h}} := \left[ [0, 1)h \times X^2_{ch}, \{0\} \times \{0\} \times \{\text{diag}_{ch}\} \right].
\]

(4.5)

The boundary hypersurfaces are:

- \(lb, ff, rb, df, sf\) are the lifts of \([0, 1)_h \times lb_0, [0, 1)_h \times ff_0\), etc;
- \(tf, \tilde{df}, \tilde{sf}\) are the lifts of \(\{0\} \times ff_0, \{0\} \times \text{diag}_{ch}, h^{-1}(0)\).

The dsc-diagonal \(\text{diag}_{ch \tilde{h} \tilde{h}}\) is the lift of \([0, 1)_h \times \text{diag}_{ch}\).

Note the similarity with how \(X^2_{ch}\) is constructed from \(X^2_{ch}\) in Definition 3.1. Denote by \(\rho_H\) a defining function of the boundary hypersurface \(H = ff, lb, etc\). Let \(\pi_B : X^2_{ch \tilde{h} \tilde{h}} \rightarrow X^2_{b}\) denote the lift of the projection \([0, 1)_h \times [0, 1)_h \times \{0\} \rightarrow X^2_{b}\).

**Definition 4.2.** Let \(m \in \mathbb{R}\). Then

\[
\Psi^m_{ch \tilde{h} \tilde{h}}(X) = \left\{ \kappa \in I^{m-1} \left( X^2_{ch \tilde{h} \tilde{h}} ; \text{diag}_{ch \tilde{h} \tilde{h}} \rho_{df}^{-n} \rho_{df} \pi_B^b \left( h\Omega^2(X^2_b) \right) \right) \times \kappa \equiv 0 \text{ at } lb \cup rb \cup sf \cup \tilde{sf} \right\},
\]
with \( \equiv \) denoting equality of Taylor series. If \( \mathcal{E} = (\mathcal{E}_h, \mathcal{E}_{\text{iff}}, \mathcal{E}_{\text{rb}}, \mathcal{E}_{\text{t}}) \) is a collection of index sets, we set

\[
\Psi^{-\infty, \mathcal{E}}_{ch h}(X) := A^{\mathcal{E}}_{\text{phg}} \left( X^2_{ch h} \right),
\]

with index sets \( \emptyset \) at \( \text{df}, \text{sf}, \tilde{\text{df}}, \tilde{\text{sf}} \) (not made explicit in the notation).

Let us verify that this is a sensible definition by considering an operator

\[
\tilde{A}_{h, \tilde{h}} = \tilde{h}^m h^m x^{-m} (xD_x)^j P_{m-j} (h, x, y, D_y).
\]  

(4.6a)

Note that a constant term \( \tilde{\omega} \) is of this type, too, for \( m = 0 \), so the calculations here cover all operators of the form (4.1). Identified with its Schwartz kernel, (4.6a) is, in \( \left( \tilde{h}, h, s = \frac{x'}{\tilde{h}}, x', y, y' \right) \) coordinates and dropping b-half density factors for brevity,

\[
\tilde{A}_{h, \tilde{h}} = \tilde{h}^m h^m (x')^{-m} s^{-m} (sD_s)^j P_{m-j} (h, s x', y, D_y) \left( (\delta(s-1)\delta(y-y'))^j \right).
\]  

(4.6b)

cf. (3.4a). We lift this to \([0, 1) \times X^2_{ch h} \) and compute its form in various regimes:

(1) In a neighborhood of \((0, 1) \times (\text{ff}_0 \setminus \text{rb}_0) \), we can use the coordinates \( \left( \tilde{h}, h, s, \tilde{x'} = \frac{x'}{\tilde{h}}, y, y' \right) \), in which

\[
\tilde{A}_{h, \tilde{h}} = \tilde{h}^m h^m (x')^{-m} s^{-m} (sD_s)^j P_{m-j} (h, s x', y, D_y) \left( (\delta(s-1)\delta(y-y'))^j \right).
\]  

(4.6c)

Thus, in these coordinates, \( \tilde{A}_{h, \tilde{h}} \) is a semiclassical cone operator in \( \tilde{h} \), with parametric dependence on \( h \). (This is the uniform, down to \( h = 0 \), version of the obvious fact that \( \tilde{A}_{h, \tilde{h}} \) for fixed \( h = h_0 > 0 \) is a semiclassical cone operator in \( \tilde{h} \).) In these coordinates, \( \text{tf} \) is defined by \( h = 0 \), so from (4.6c) one expects the restriction \( N_{\tilde{h}}(\tilde{A}) \) of \( \tilde{A} \) to \( \text{tf} \), defined in detail in (4.11) below, to be an \( \tilde{h} \)-semiclassical cone operator. The first blow-up in (4.5) thus resolves its structure at \( \tilde{h} = \tilde{x'} = 0 \). Near \( \tilde{t} \), we consider two projective coordinate systems.

(a) The first is a neighborhood of the interior of \( \tilde{\text{t}} \cap \text{ff} \) where we can use coordinates \( \left( \tilde{h}, h, s, \tilde{x'} = \frac{x'}{\tilde{h}}, y, y' \right) \); in these,

\[
\tilde{A}_{h, \tilde{h}} = (x')^{-m} s^{-m} (sD_s)^j P_{m-j} (h, h \tilde{x'}, y, D_y) \left( (\delta(s-1)\delta(y-y'))^j \right).
\]  

(4.6d)

is a weighted operator of the form (3.4b). Restriction to \( \tilde{t} \), with defining function \( \tilde{h} \), gives a family of operators with smooth dependence on \( h \),

\[
N_{\tilde{t}}(A) = (x')^{-m} s^{-m} (sD_s)^j P_{m-j} (h, 0, y, D_y) \left( (\delta(s-1)\delta(y-y'))^j \right).
\]  

(4.6e)

cf. (4.9) below.

(b) The second projective coordinate system near \( \tilde{t} \) we consider is a neighborhood of the interior of \( \tilde{\text{t}} \cap \tilde{\text{df}} \), where we can use \( \left( \tilde{h} = \frac{h}{x'}, h, s_{\tilde{h}} = (\log s)/\tilde{h}, x', y, Y_{\tilde{h}} = (y-y')/\tilde{h} \right) \), so

\[
\tilde{A}_{h, \tilde{h}} = e^{-m s_{\tilde{h}} D_{s_{\tilde{h}}}} \tilde{h}^{m-j} P_{m-j} \left( h, h e^{s_{\tilde{h}} x'}, y, \tilde{h}^{-1} D_{Y_{\tilde{h}}} \right) \left( (\delta(s_{\tilde{h}})(Y_{\tilde{h}}))^j \right) \cdot \tilde{h}^{-n}.
\]  

(4.6f)

Since this is smooth and nondegenerate down to the boundary hypersurfaces (\( \tilde{h} = 0 \) and \( \tilde{x'} = 0 \)) in these coordinates, this justifies the blow-up of \([0] \times \text{diag}_{\text{chh}} \) in (4.5) (reflected in the definition of \( s_{\tilde{h}} \) and \( Y_{\tilde{h}} \) here) as well as the factor \( \rho_{\text{df}}^{-n} \) in Definition 4.2.

(2) Near \((0, 1) \times (\text{tf}_0 \cap (\text{df}_0 \setminus \text{sf}_0)) \), we use \( \left( \tilde{h}, h = \frac{h}{x'}, s_{\tilde{h}} = (\log s)/\tilde{h}, x', y, Y_{\tilde{h}} = (y-y')/\tilde{h} \right) \), so

\[
\tilde{A}_{h, \tilde{h}} = \tilde{h}^m e^{-m s_{\tilde{h}} D_{s_{\tilde{h}}}} \tilde{h}^{m-j} P_{m-j} \left( h x', e^{s_{\tilde{h}} x'}, y, \tilde{h}^{-1} D_{Y_{\tilde{h}}} \right) \left( (\delta(s_{\tilde{h}})(Y_{\tilde{h}}))^j \right) \cdot \tilde{h}^{-n}.
\]  

(4.6g)
The blow-up of \( \{0\} \times \text{diag}_{c\hbar} \) (defined locally by \( \tilde{h} = s_{\hbar} = \hat{Y}_{\hbar} = 0 \)) resolves the \( \tilde{h} \)-semiclassical degeneration: near \( tf \cap \text{df} \setminus \text{sf} \cap (\tilde{\text{df}} \setminus \tilde{\text{sf}}) \) (where \( \tilde{h} \gtrsim |s_{\hbar}|, |\hat{Y}_{\hbar}| \)), we can use the local coordinates \( (\tilde{h}, \hat{h}, s_{\hbar}, x', y, \hat{Y}_{\hbar}) / \hat{h} \), so

\[
\hat{A}_{h,\tilde{h}} = e^{-m\hat{h} s_{\hbar} / \hat{h}} \text{P}_{m-j} (\hat{h} x', e^{\hat{h} s_{\hbar}} x', y, (\hat{h} \hat{Y}_{\hbar})^{-1} D_{\hat{Y}_{\hbar}}) \delta (s_{\hbar}) \delta (\hat{Y}_{\hbar}) \cdot (\hat{h} \hat{h})^{-\eta}.
\]

In these coordinates, defining functions of \( tf, \text{df}, \tilde{\text{df}} \) are \( x', \hat{h}, \tilde{h} \), respectively; this fully justifies the density factor in Definition 4.2.

**Remark 4.1.** A further consequence of these calculations is that \( \hat{A}_{h,\tilde{h}} \in \rho^{-m} \text{proj}_{c\hbar} (X) \), and it is non-degenerate as such, in the sense that the principal symbol of the diagonal singularity is a nonzero multiple of the b-principal symbol of \((x D_x)^j \text{P}_{m-j} (\hat{h}, x, y, D_y)\).

The principal symbol map is denoted \( c\hbar \sigma_{m} \) and fits into the short exact sequence

\[
0 \to \rho_{\text{df}} \rho_{\text{df}} \text{proj}_{c\hbar} (X) \to \text{proj}_{c\hbar} (X) \xrightarrow{\text{ch}_{\bar{h}} \sigma_{m}} (S^m / \rho_{\text{df}} \rho_{\text{df}} S^{m-1}) (N^* \text{diag}_{c\hbar}) \to 0,
\]

cf. (3.8). At \( ff \cong [0, 1)_{\tilde{h}} \times [0, 1)_{h} \times ff_{b} \) (where we recall that \( ff_{b} \) is the front face of \( X_{b}^2 \)), we have a 2-parameter family of b-normal operators, giving a map \( N_{ff} \) with

\[
0 \to \rho_{\tilde{t}f} \text{proj}_{c\hbar} (X) \to \text{proj}_{c\hbar} (X) \xrightarrow{N_{\tilde{t}f}} C^\infty (\{0, 1\}_{\tilde{h}} \times \{0, 1\}_{h}; \text{proj}_{c\hbar} (\hat{X}_{b,sc}) \) \to 0,
\]

cf. (3.9). Similarly, restriction to the transition face for the second semiclassical parameter, \( \tilde{t}f \), which is fibered over \( [0, 1]_{\tilde{h}} \) gives a normal operator map

\[
0 \to \rho_{\tilde{t}f} \text{proj}_{c\hbar} (X) \to \text{proj}_{c\hbar} (X) \xrightarrow{N_{\tilde{t}f}} C^\infty (\{0, 1\}_{\tilde{h}}; \text{proj}_{c\hbar} (\hat{X}_{b,sc}) \) \to 0,
\]

(4.9)

The transition face \( tf \) is \textit{not} a smooth fibration over \( [0, 1]_{\tilde{h}} \), see Figure 4.3; rather, by restricting the blow-up procedure (4.5) to \( [0, 1)_{\tilde{h}} \times tf_{0} \), we find that

\[
\hat{t}f = \left[ [0, 1)_{\tilde{h}} \times tf_{0}; \{0\} \times (tf_{0} \cap \text{sf}_{0}); \{0\} \times (tf_{0} \cap \text{diag}_{c\hbar}) \right].
\]

Recalling from (3.10) that \( tf_{0} \cong (\hat{X}_{b,sc})_{2}^{c\hbar} \), we thus conclude that \( tf \) is the double space for operators which are semiclassical (with respect to \( \hat{h} \)) cone operators near \( \hat{X}_{0} \hat{X} \) and semiclassical scattering operators near \( \hat{X}_{\infty} \hat{X} \). Near the lift of \( [0, 1)_{\tilde{h}} \times (tf_{0} \setminus (\text{sf}_{0} \cap \text{df}_{0})) \), the boundary hypersurface \( \hat{t}f \) is naturally identified with \((\hat{X}_{b,sc})_{c\hbar} \) (with the subscript \( \hat{h} \) indicating that the semiclassical parameter is \( \hat{h} \)); the following definition (with \( \hat{X} = \hat{X}_{b,sc} \)) captures the global structure of \( \hat{t}f \):

**Definition 4.3.** Let \( \hat{X} \) be a manifold whose boundary is the disjoint union \( \partial \hat{X} = \partial_0 \hat{X} \sqcup \partial_{\infty} \hat{X} \) of two connected embedded hypersurfaces. Denote the b-left boundary, b-front face, b-right boundary, scattering front face, and lifted diagonal in \( \hat{X}_{b,sc}^2 \) by \( \text{lb}_{b}, \text{ff}_{b}, \text{rb}_{b}, \text{ff}_{0,sc}, \) and \( \text{diag}_{b,sc} \). (See Figure 4.2.) Then the \textit{semiclassical cone-scattering double space} is

\[
\hat{X}_{\text{csc},\hat{h}}^2 := \left[ [0, 1]_{\tilde{h}} \times \hat{X}_{b,sc}^2; \{0\} \times \text{ff}_{b}; \{0\} \times \text{diag}_{b,sc} \right].
\]

Denote by \( \text{ff}_{0,sc} \) the lift of \( [0, 1)_{\tilde{h}} \times \text{ff}_{0,sc} \), and by \( \text{lb}, \text{ff}, \text{rb}, \tilde{t}f, \tilde{\text{df}}, \tilde{\text{sf}} \) the closures of the corresponding non-bold-face hypersurfaces of \((\hat{X} \setminus \partial_{\infty} \hat{X})_{c\hbar}^2 \) inside of \( \hat{X}_{csc,h}^2 \). The lift of \( [0, 1)_{\tilde{h}} \times \text{diag}_{b,sc} \) is denoted \( \text{diag}_{c,sc,\hat{h}} \).

Let \( \rho_{H} \) denote a boundary defining function of \( H \) for \( H = \text{lb}, \text{ff} \), etc.
**Definition 4.4.** For $X$ as in Definition 4.3, we define

$$
\Psi_{m}^{c,sc,\tilde{h}}(X) := \left\{ \chi \in L^{2-\frac{1}{2}} \left( X^{2}_{c,sc,\tilde{h}} ; \text{diag}_{c,sc,\tilde{h}} ; \rho_{df}^{-m} \rho_{cf}^{-m} \cdot \pi_{b}^{-1} \left( b \Omega \left( X_{b}^{2} \right) \right) \right) \right\},
$$

where $\pi_{b}$ is the lift of the projection $[0, 1) \times X_{b}^{2} \rightarrow X_{b}^{2}$, so $\pi_{b} : X_{c,sc,\tilde{h}}^{2} \rightarrow X_{b}^{2}$. Given a collection $\mathcal{E} = (\mathcal{E}_{lb}, \mathcal{E}_{ff}, \mathcal{E}_{rb}, \mathcal{E}_{tf})$ of index sets, we denote by

$$
\Psi_{-\infty,\mathcal{E}}^{c,sc,\tilde{h}}(X) = \mathcal{A}_{c,sc,\tilde{h}}^{\mathcal{E}} \left( X_{c,sc,\tilde{h}}^{2} \right),
$$

with index set $\emptyset$ at all boundary hypersurfaces except $lb, ff, rb, tf$.

For $X = \mp N\delta X$, we have

$$
\text{tf} = \left( \mp N\delta X \right)_{c,sc,\tilde{h}},
$$

(4.10)

and $lb = \text{tf} \cap lb, ff = \text{tf} \cap ff, rb = \text{tf} \cap rb, tf = \text{tf} \cap tf, \tilde{df} = \text{tf} \cap \tilde{df}$. See Figure 4.3, where we also indicate $sf = \text{tf} \cap sf$.

With these preparations, the normal operator at $tf$ is given by restriction to $tf$, giving a short exact sequence

$$
0 \rightarrow \rho_{df}^{m} \Psi_{c,sc,\tilde{h}}^{m}(X) \rightarrow \psi_{c,sc,\tilde{h}}^{m}(X) \rightarrow \psi_{c,sc,\tilde{h}}^{m}(\mp N\delta X) \rightarrow 0.
$$

(4.11)
Since \( tf \cap \bar{tf} \) is equal to the transition face of \((+N\partial X)_c\), the \( tf \)- and \( \bar{tf} \)-normal operators are related by

\[
N_{tf}(N_{\bar{tf}}(A)) = N_{\bar{tf}}(A)|_{\bar{h}=0}.
\]  

(4.12)

Here, the leftmost \( N_{tf} \) is the \( tf \)-normal operator map for semiclassical cone operators with the single semiclassical parameter \( \bar{h} \).

### 4.3 Composition

As in §3.1, it is convenient to introduce an extended dsc-double space, based on the extended semiclassical cone double space \( 'X^2_{ch} \) from Definition 3.3. Let us adorn the names of the boundary hypersurfaces of \( 'X^2_{ch} \) with a subscript ‘0’ as before Definition 4.1.

**Definition 4.5.** The extended dsc-double space is

\[
'X^2_{ch\bar{h}} := \left[ (0, 1)_{\bar{h}} \times 'X^2_{ch}; \{0\} \times \text{diag}_{ch}; \{0\} \times \text{lb}_{ch}; \{0\} \times \text{rb}_{ch} \right].
\]  

(4.13)

We label its boundary hypersurfaces as follows:

- \( \text{lb}, \text{ff}, \text{rb}, \text{tf}, \text{df}, \text{sf}, \text{tlb}, \text{trb} \) are the lifts of \( (0, 1)_{\bar{h}} \times \text{lb}_{ch}, (0, 1)_{\bar{h}} \times \text{ff}_{0} \) etc;
- \( \bar{tf}, \bar{df}, \bar{sf} \) are the lifts of \( \{0\} \times \text{ff}_{0}, \{0\} \times \text{diag}_{ch}, \bar{h}^{-1}(0) \);
- \( \bar{tlb}, \bar{trb} \) are the lifts of \( \{0\} \times \text{lb}_{ch}, \{0\} \times \text{rb}_{ch} \).

The lift of \( \text{diag}_{ch} \) to \( 'X^2_{ch\bar{h}} \) will be denoted by the same letter. Schwartz kernels of operators in \( \Psi^{m}_{ch\bar{h}}(X) \) and \( \Psi^{-\infty,\varepsilon}_{ch\bar{h}}(X) \) lift to \( 'X^2_{ch\bar{h}} \) and vanish to infinite order at \( \text{tlb}, \text{trb}, \bar{tlb}, \bar{trb} \).

The extended dsc-triple space is constructed on the basis of the extended semiclassical cone triple space \( 'X^3_{ch} \) from Definition 3.3. Again, we adorn the names of hypersurfaces of \( 'X^3_{ch} \) with a subscript ‘0’, prior to any subscripts they may already have. The triple and lifted diagonals in \( 'X^3_{ch} \) are still denoted \( \text{diag}_{ch,3}, \text{diag}_{ch}, * = F, S, C \).

**Definition 4.6.** Define the collections of submanifolds of \( [0, 1)_{\bar{h}} \times 'X^3_{ch} \)

\[
F_{ch} = \{ \{0\} \times \text{ff}_{0,*} \}, \quad B_{ch} = \{ \{0\} \times \text{bf}_{0,*} \}, \quad D_{ch} = \{ \{0\} \times \text{diag}_{ch,*} \}, \quad * = F, S, C.
\]

The extended dsc-triple space is then

\[
'X^3_{ch\bar{h}} := \left[ (0, 1)_{\bar{h}} \times 'X^3_{ch}; \{0\} \times \text{fff}_{0}; \{0\} \times \text{ff}_{0,*}; \{0\} \times \text{bf}_{0,*}; \{0\} \times \text{diag}_{ch,*}; \text{ch}_{ch}, D_{ch} \right].
\]

(4.14)

We label its boundary hypersurfaces as follows:

- \( \text{fff}, \text{ff}, \text{bf}, \text{tf}, \text{tf}, \text{tbf}, \text{df}, \text{df}, \text{sf} \) are the lifts of \( \{0, 1\}_{\bar{h}} \times \text{fff}_{0}, \{0, 1\}_{\bar{h}} \times \text{ff}_{0,*} \) etc;
- \( \bar{fff}, \bar{ff} \) are the lifts of \( \{0\} \times \text{fff}_{0}, \{0\} \times \text{ff}_{0,*} \);
- \( \bar{bf} \) is the lift of \( \{0\} \times \text{bf}_{0,*} \);
- \( \bar{df}, \bar{df} \) are the lifts of \( \{0\} \times \text{diag}_{ch,3}, \{0\} \times \text{diag}_{ch,*} \);
- \( \bar{sf} \) is the lift of \( \{0\} \times 'X^3_{ch} \).

Lastly, the \( p \)-submanifolds \( \text{diag}_{ch,3}, \text{diag}_{ch}, * \) are the lifts of \( \{0, 1\}_{\bar{h}} \times \text{diag}_{ch,3}, \{0, 1\}_{\bar{h}} \times \text{diag}_{ch,*} \).

Recalling the stretched projections \( \pi_{ch,*} : 'X^3_{ch} \to 'X^2_{ch} \) from (3.15), we have:
Lemma 4.7. The stretched projections $\text{Id} \times \pi_{c'h'} : [0, 1)_{\tilde{h}} \times 'X^3_{c'h'} \to [0, 1)_{\tilde{h}} \times 'X^2_{c'h'}$ lift to b-fibrations

$$\pi_{c'h',\ast} : 'X^3_{c'h'} \to 'X^2_{c'h'}, \ast = F, S, C.$$  

(4.14)

Proof. We consider the case of $\pi_{c'h',F}$; the proof is very similar to that of Lemma 3.4, so we shall be brief. The starting point is that $\text{Id} \times \pi_{c'h'}$ is a b-fibration. The lift of this to the blow-up $[0] \times ff_0$ in the target and its preimages $[0] \times ff_0, [0] \times ff_0,F$ in the domain is the b-fibration

$$[[0, 1)_{\tilde{h}} \times 'X^3_{c'h'}; [0] \times ff_0, [0] \times ff_0,F] \to [[0, 1)_{\tilde{h}} \times 'X^2_{c'h'}; [0] \times ff_0].$$

We next blow up the lift of $[0] \times lb_0$, resp. $[0] \times rb_0$ in the range and its preimages—the lifts of $[0] \times ff_{0,C}, [0] \times fb_{0,S}$, resp. $[0] \times ff_{0,S}, [0] \times fb_{0,C}$—in the domain, with the projection map lifting to a b-fibration. The lift of $[0] \times fb_{0,F}$ gets mapped diffeomorphically to the lift of $[0] \times 'X^2_{c'h'}$; thus, upon blowing up $[0] \times fb_{0,F}$, we get a b-fibration

$$[[0, 1)_{\tilde{h}} \times 'X^3_{c'h'}; [0] \times ff_0, F; B_{ch}] \to [[0, 1)_{\tilde{h}} \times 'X^2_{c'h'}; [0] \times ff_0; [0] \times lb_0; [0] \times rb_0].$$

Blowing up the lift of the diagonal $[0] \times diag_{\tilde{h}}$ in the range and the lift of $[0] \times diag_{c'h'}$ in the domain, this map lifts to a b-fibration, and remains such upon lifting to the blow-up of the triple diagonal at $\tilde{h} = 0, [0] \times diag_{c'h',\ast} \ast = S, C$—which lift to be disjoint from the lift of $[0] \times diag_{c'h',F}$—is still a b-fibration, as the latter submanifolds map diffeomorphically onto the lift of $[0] \times fb_{0,F}$. □

This allows for a simple proof of composition properties of the dsc-calculus:

Proposition 4.2. Let $A_j \in \Psi_{m_j \hat{c'h}}(X), A'_j \in \Psi_{-\infty, \hat{c'h}}(X)$ for $j = 1, 2$. Then:

(1) $A_1 \circ A_2 \in \Psi_{m_1 + m_2 \hat{c'h}}(X), A'_1 \circ A'_2 \in \Psi_{-\infty, \hat{c'h}}(X), A'_1 \circ A'_2 \in \Psi_{-\infty, \hat{c'h}}(X)$.

(2) Write $\mathcal{E}_j = (\mathcal{E}_{j,lb}, \mathcal{E}_{j,ff}, \mathcal{E}_{j,rb}, \mathcal{E}_{j,tf}, \mathcal{E}_{j,\tilde{tf}})$, and suppose that $\inf \text{Re} (\mathcal{E}_{1,lb} + \mathcal{E}_{2,rb}) > 0$. Then $A'_1 \circ A'_2 \in \Psi_{m_1 \hat{c'h}}(X)$, where

$$F = (F_{lb}, F_{ff}, F_{rb}, F_{tf}, F_{\tilde{tf}}) \text{ is defined by (3.17) and } F_{\tilde{tf}} = \mathcal{E}_{1,\tilde{tf}} + \mathcal{E}_{2,\tilde{tf}}.$$

Proof. The proof is similar to that of Proposition 3.5, but notationally more complex. We shall only discuss the composition of remainder terms with polyhomogeneous expansions. Denoting by $K'_1$ the Schwartz kernel of $A'_1$, we write the Schwartz kernel $K$ of $A'_1 \circ A'_2$ as

$$K = (\pi_{c'h',\ast})_* \left( \pi^{c'h',\ast} K'_1 \cdot \pi^{c'h,h}_{c'h',\ast} K'_2 \right).$$

$K'_1$ is polyhomogeneous on $X^2_{c'h'}$. We first need to lift it to $'X^2_{c'h'}$; this is not quite automatic since $'X^2_{c'h'}$ is defined as a blow-up not of $X^2_{c'h'}$ but of

$$[0, 1)_{\tilde{h}} \times 'X^2_{c'h'} = [[0, 1)_{\tilde{h}} \times X^2_{c'h'}; [0, 1)_{\tilde{h}} \times (lb \cap sf); [0, 1)_{\tilde{h}} \times (rb \cap sf)].$$

(4.15)

Note however that the blow-up of $[0] \times ff_0$ in the definition of $X^2_{c'h'}$ in (4.1) commutes with the first blow-up in (4.15) since $[0, 1)_{\tilde{h}} \times (lb \cap sf)$ and $[0] \times ff_0$ are transversal; similarly for the second blow-up. Thus, we can lift $K'_1$ from $X^2_{c'h'}$ to the blow-up of (4.15) along $[0] \times ff_0$ and $[0] \times diag_{c'h}$ (the latter being disjoint from the submanifolds involving lb and rb), and thus to $'X^2_{c'h'}$ by lifting to the final two blow-ups in (4.13). This lift (which we denote by $K'_1$ still) has non-trivial index sets only at lb, ff, rb, tf, $\tilde{tf}$, while at the remaining hypersurfaces, in particular at those only present in the extended double space, $\tilde{lb}, \tilde{rb}, \tilde{tf}$, it vanishes to infinite order.
We now observe that under the map \( \pi_{chh,F} \), preimages of boundary hypersurfaces of \( \mathcal{X}^3_{chh} \) are unions of boundary hypersurfaces of \( \mathcal{X}^3_{chh} \) as follows:\(^1\^2

\[
\begin{align*}
\text{lb} & : \text{ff}, \text{bf}_S; \\
\text{ff} & : \text{ff}, \text{ff}_F; \\
\text{rb} & : \text{ff}_S, \text{bf}_C; \\
\text{tf} & : \text{ff}, \text{tf}_F; \\
\text{sf} & : \text{sff}, \text{df}_C, \text{df}_S; \\
\text{sff} & : \text{sff}, \text{df}_C, \text{df}_S; \\
\text{df} & : \text{df}_F, \text{df}_F; \\
\text{tf} & : \text{ff}, \text{tf}_F; \\
\text{rb} & : \text{ff}_S, \text{tf}_C; \\
\text{tlb} & : \text{tb}_S, \text{tf}_C; \\
\text{trb} & : \text{tbf}_C, \text{tbf}_C; \\
\text{sb} & : \text{sb}, \text{df}_S; \\
\text{sf} & : \text{sf}, \text{df}_C, \text{df}_S; \\
\text{sff} & : \text{sff}, \text{df}_C, \text{df}_S; \\
\text{df} & : \text{df}_F, \text{df}_F; \\
\text{tf} & : \text{ff}, \text{tf}_F; \\
\text{rb} & : \text{ff}_S, \text{tf}_C; \\
\text{tlb} & : \text{tb}_S, \text{tf}_C;
\end{align*}
\]

The only boundary hypersurfaces of \( \mathcal{X}^3_{chh} \) not contained in this list are \( \text{bf}_F, \text{tbf}_F, \text{tf}_F \); the pullback \( \pi^*_{chh,F} K'_{12} \) has index set \( \mathbb{N}_0 \) at (i.e. is smooth down to) these. The corresponding statement for \( \pi_{chh,C} \) is obtained from this by cyclically permuting indices according to \( F \to S \to C \to F \), while the statement for \( \pi_{chh,S} \) is obtained by interchanging \( C \) and \( F \), but leaving \( S \) fixed.

Therefore, the index sets of \( K_{12} := \pi^*_{chh,F} K'_{12} \cdot \pi^*_{chh,S} K'_{2} \) at \( \text{bf}_C, \text{tbf}_C, \text{tf}_C \) are \( \mathbb{N} \), \( \{0\} \), \( \{0\} \), so the pushforward \( K = (\pi_{chh,C})_{*} K_{12} \) is well-defined when \( \inf \text{Re}(\mathbb{E}_{1,rb} + \mathbb{E}_{2,lb}) > 0 \). The corresponding statement for \( \pi_{chh,S} \) is obtained from this by cyclically permuting indices according to \( F \to S \to C \to F \), while the statement for \( \pi_{chh,C} \) is obtained by interchanging \( C \) and \( F \), but leaving \( S \) fixed.

Finally, the index sets of \( K \) at \( \text{lb}, \text{trb}, \text{tf}, \text{sb} \) are trivial. Following the arguments after (4.15), this implies that \( K \) is the lift of a polyhomogeneous distribution on \( \mathcal{X}^2_{chh} \) to \( \mathcal{X}^2_{chh} \), finishing the proof.

\[\square\]

### 4.4 Construction of resolvents of semiclassical cone operators

Since the doubly semiclassical calculus is exclusively used as a tool (rather than as an interesting class of operators in its own right), we restrict attention to the following class of operators (cf. (4.1)): fix \( A \in \text{Diff}^m_{ch} c_h(\mathcal{X}), m \geq 1 \), and pick an \( h \)-dependent operator \( A_{b,h} \in \mathcal{F}^\infty((0,1)h; \text{Diff}^m b (\mathcal{X})) \) such that

\[A - h^m x^{-m} a_{b,h} =: A' \in \text{Diff}^{m-1}_{ch} (\mathcal{X}).\]

Furthermore, let \( \tilde{\omega} \in \mathbb{C} \setminus \{0\} \). Define \( \tilde{A} \in \mathcal{F}^{m} u_{chh}^m (\mathcal{X}) \) by

\[\tilde{A}_{h,\tilde{\omega}} = \tilde{h}^m A_h - \tilde{\omega} \quad (4.16)\]

To motivate the correct definition of full ellipticity for such operators, let us write the operator \( A \) as

\[A_h = \sum_{k+|\alpha| \leq m} \left( \frac{h}{x} \right)^j a_{j,k}(h, x, y) (xD_x)^k D_y^{\alpha}, \quad a_{j,k}(h, x, y) \in C^\infty([0,1)h \times [0,\epsilon)_x \times \mathbb{R}^{n-1}) \quad (4.17)\]

in local coordinates on \( [0,1)h \times X \); we can then take

\[A_{b,h} = \sum_{k+|\alpha| \leq m} a_{m,k}(h, x, y) (xD_x)^k D_y^{\alpha} \]

Observe that in the definition of \( \tilde{A}_{h,\tilde{\omega}} \) in (4.16), all terms of \( A_h \) with \( j \leq m - 1 \) get multiplied by \( \tilde{h}^{m-j} \cdot \tilde{h}^j \) with \( m-j \geq 1 \); the calculations starting with Equation (4.6a) (which include the constant term in the special case \( m = 0 \)) thus imply, as noted in Remark 4.1, that the ellipticity of the dsc-principal symbol of \( \rho_{ff}^m \tilde{A} \) is equivalent to the semiclassical ellipticity of \( \sum_{k+|\alpha| = m} a_{mk}(h, x, y)^\xi_h \eta^{\alpha} - \tilde{\omega} \) for \( (\xi, \eta) \in \mathbb{R} \times \mathbb{R}^{n-1} \), meaning the absolute value of this expression is bounded from below by \( c_0(1 + |\xi| + |\eta|)^m, c_0 > 0 \), for all \( (\xi, \eta) \). Since this is an open condition in the parameter \( h \), it holds automatically for all sufficiently small \( h > 0 \) provided it holds at \( h = 0 \), where it can be expressed as the semiclassical ellipticity of \( \sigma_m(A_{b,0}) - \tilde{\omega} \) on \( b^* T^* X \).
Next, consider the normal operator $N_{\text{ff}}(\rho_{\text{ff}}^m A_{h,h}) = \tilde{h}^m h^m N_{\text{ff}}(A_{h,h})$. Assuming that the b-normal operator of $A$ is $h$-independent—equivalently, $N_{\text{ff}}(A_{b,h})$ is $h$-independent—this implies that, for some $0 < f \in C^\infty([0,1)_b \times [0,1)_h \times \partial X)$ depending on the choice of $\rho_{\text{ff}}$, the ff-normal operator $f^{-1} N_{\text{ff}}(\rho_{\text{ff}}^m A_{h,h}) = N_{\text{ff}}(A_{b,h}) \in \text{Diff}_{+}^{\hbar^2}(\mathbb{N}^2 X)$ is $h$-independent.

The normal operator $N_{\text{ff}}(\tilde{A})$ can be computed by passing to the coordinates $(\tilde{h}, \tilde{x} = \tilde{x}/\tilde{h}, \tilde{y})$ and restricting to $\tilde{h} = 0$; since $\tilde{h}^m \tilde{x}^{-m} = \tilde{h}^m - \omega$, only the leading order part $\tilde{h}^m \tilde{x}^{-m} A_{b,h}$ of $A$ and the constant term $\omega$ contribute:

$$N_{\text{ff}}(\tilde{A}) = \sum_{k+|\alpha| \leq m} \tilde{x}^{-m} a_{mk\alpha}(h,0,y)(\tilde{x}D_{\tilde{x}})^k D_{\tilde{y}}^\alpha - \omega.$$  \hspace{1cm} (4.18)

But we are assuming that $a_{mk\alpha}(h,0,y)$ is $h$-independent; hence

$$N_{\text{ff}}(\tilde{A}) = N_{\text{ff}}(h^m x^{-m} A_{b,0} - \omega)$$

is an $h$-independent (weighted) b-scattering operator on $\mathbb{T}^{+} N^2 X$. We shall need to assume its invertibility as a map $H^{s,\alpha}_{b,\text{sc}}(\mathbb{T}^{+} N^2 X) \rightarrow H^{s-m,\alpha-m}_{b,\text{sc}}(\mathbb{T}^{+} N^2 X)$.

Finally, the invertibility of the tf-normal operator of $\tilde{A}$—as in Theorem 3.6 but also taking the semiclassical scattering behavior at $\partial_\infty^{+} N^2 X$ into account (see the proof of Theorem 4.3 below for details)—requires a full ellipticity assumption. But the tf-normal operator of $N_{\text{ff}}(\tilde{A})$ is equal to (4.18) in view of the relationship with $N_{\text{ff}}(\tilde{A})$, see (4.12); and the semiclassical cone-scattering principal symbol of $N_{\text{ff}}(\tilde{A})$ is the restriction to $N^+ (\text{diag}_{c^{\text{d}} h} \cap \text{tf})$ of the dsc-principal symbol of $\tilde{A}$, the ellipticity condition for which was already discussed above.

In summary, the correct notion of ellipticity is the following.

**Definition 4.8.** Let $m \geq 1, A \in \text{Diff}_{c,\hbar}^m(X), \tilde{A}, \tilde{\omega} \in \mathbb{C} \setminus \{0\}$. Let $A_{b} \in C^\infty([0,1)_h; \text{Diff}_{c}^m(X))$ be such that $A = h^m x^{-m} A_{b} + A'$ with $A' \in \text{Diff}_{c,\hbar}^{m-1}(X)$. Define the operator

$$\tilde{A}_{h,h} = \tilde{h}^m A_{h} - \tilde{\omega}.$$  

Then $\tilde{A}$ is fully elliptic at weight $\alpha \in \mathbb{R}$ if the following conditions hold.

1. We have $|b^{\text{d}} \sigma_m(A_{b,0})(z,\xi) - \tilde{\omega}| \geq c_0(1 + |\xi|)^m, c_0 > 0$, for all $(z, \xi) \in \mathbb{T}^{+} X$.
2. The operator $h^m x^{-m} A_{b,h} - \tilde{\omega}$ is fully elliptic at weight $\alpha$ in the sense of Definition 2.4.

The second condition here entails the $h$-independence of the normal operator of $A_{b,h}$ as well as the invertibility of the model problem (4.18); the latter means, in terms of the expression (4.17) for $A$, that

$$\tilde{x}^{-m} \sum_{k+|\alpha| \leq m} a_{mk\alpha}(0,0,y)(\tilde{x}D_{\tilde{x}})^k D_{\tilde{y}}^\alpha - \tilde{\omega} : H^{s,\alpha}_{b,\text{sc}}(\mathbb{T}^{+} N^2 X) \rightarrow H^{s-m,\alpha-m}_{b,\text{sc}}(\mathbb{T}^{+} N^2 X)$$

is invertible for some $s \in \mathbb{R}$. As we shall see in the proof of Theorem 4.3 below (see the discussion following (4.21)), this condition implies the invertibility of $N_{\text{ff}}(\tilde{A})$ in a uniform manner as $h \rightarrow 0$, in the sense that the inverse $N_{\text{ff}}(\tilde{A})^{-1}$ is an element of the semiclassical cone-scattering calculus.

**Theorem 4.3.** Suppose $\tilde{A}$ as in Definition 4.8 is fully elliptic at weight $\alpha \in \mathbb{R}$. Then there exists $c_0 > 0$ such that

$$\tilde{A}_{h,h} : H^{s,\alpha}_{b}(X) \rightarrow H^{s-m,\alpha-m}_{b}(X), \quad s \in \mathbb{R},$$

is invertible for $0 < h, \tilde{h} < c_0$. The inverse lies in the large dsc-calculus,

$$\tilde{A}^{-1} \in \rho_{h,h}^{m} \Psi^{-m}_{c,c} (X) + \Psi^{-\infty,\infty}_{c,c} (X), \quad E = (\tilde{E}_{\text{ff}}(\alpha), \tilde{E}_{\text{ff}}(\alpha) + m, \tilde{E}_{\text{ff}}(\alpha) + m, \mathbb{N}_0, \mathbb{N}_0),$$

where the index sets are defined by (3.19)–(3.20).
Proof. The proof is similar to that of Theorem 3.6, except we now also need to invert the tf-normal operator. The first step of the inversion of $\tilde{A}$ is the usual symbolic elliptic parametrix construction. Restricting henceforth to $h, \tilde{h} < c_0$ for some small $c_0 > 0$, where $\tilde{A}$ is dsc-elliptic as discussed above, we obtain

$$B_0 \in \rho_{tf}^m \Psi^{-m}(X), \quad \tilde{A}B_0 = I - R_0, \quad R_0 \in \rho_{tf}^\infty \Psi^{\infty}(X) = \Psi^{-\infty, \theta(N_0, N_0, N_0)}(X).$$

The next step solves away the error at the front face $ff \cong [0, 1)_f \times [0, 1)_h \times ff_b$ by employing b-normal operator analysis with smooth parametric dependence on $(\tilde{h}, h)$ and using the independence of $N_{tf}(\tilde{A})$ on $(h, \tilde{h})$; this gives

$$B_1 \in \Psi^{-\infty, (E_{\theta}(\alpha), N_0 + m, E_{\theta}(\alpha) + m, N_0, N_0)}(X),$$

$$\tilde{A}(B_0 + B_1) = I - R_1, \quad R_1 \in \Psi^{-\infty, (E_{\theta}(\alpha) - m, E_{\theta}(\alpha) + m, N_0, N_0)}(X).$$

As in (3.23), we solve away the error at lb to infinite order with an operator

$$B_2 \in \Psi^{-\infty, (E_{\theta}(\alpha) \cup \tilde{E}_{\theta}(\alpha), N + m, \tilde{E}_{rb}(\alpha) + m, N_0, N_0)}(X);$$

subsequently, the error at $ff$ (where the index set of the error term is $\mathbb{N}$) is removed using a Neumann series argument as in (3.24). The upshot is that we can construct a right parametrix $G$ as in (3.25), and similarly a left parametrix $G'$, with

$$G, G' \in \rho_{tf}^m \Psi^{-m}(X) + \Psi^{-\infty, \tilde{E}}(X),$$

$$\tilde{A}G = I - R, \quad R \in \Psi^{-\infty, (\theta, \theta, E_{\theta}(\alpha) + m, N_0, N_0)}(X),$$

(4.19)

$$G' \tilde{A} = I - R', \quad R' \in \Psi^{-\infty, (\tilde{E}_{lb}(\alpha), \theta, N_0, N_0)}(X).$$

(4.20)

We next improve the error term at $\tilde{t}$ using the normal operator $N_{\tilde{t}}$ from (4.9); see also (4.6e). By (3.28), and recalling from (4.18) that the $h$-dependence is trivial, we have

$$N_{\tilde{t}}(\tilde{A})^{-1} \in \rho_{tf,b}^m \Psi^{-m}(X) + \Psi^{-\infty, \tilde{E}}(X) + \Psi^{-\infty, \tilde{E}_{\theta}(\alpha) + m, N_0, N_0}(X).$$

(4.19)

Take thus $B_3 \in \rho_{tf}^m \Psi^{-m}(X) + \Psi^{-\infty, \tilde{E}}(X)$ to be an operator with $N_{\tilde{t}}(B_3) = N_{\tilde{t}}(\tilde{A})^{-1}$; at $tf$, whose intersection with $\tilde{t}$ is defined by $h = 0$ within $tf$, we can, indeed, take as the index set for $B_3$ the set $E_{\tilde{t}} = \mathbb{N}_0$ in view of the smooth $h$-dependence in (4.18). Then

$$G_4 := G + B_3 R \in \rho_{tf}^m \Psi^{-m}(X) + \Psi^{-\infty, \tilde{E}}(X)$$

$$\Rightarrow \tilde{A}G_4 = I - R_4, \quad R_4 \in \Psi^{-\infty, (\theta, \theta, E_{\theta}(\alpha) + m, N_0, N_0)}(X).$$

We solve away the error at $\tilde{t}$ to infinite order by a Neumann series argument; thus, taking $B'_5 \sim \sum_{j=0}^\infty R'_4$, we obtain

$$\tilde{G} := G_4B'_5, \quad \tilde{A} \tilde{G} = I - \tilde{R}, \quad \tilde{R} \in \Psi^{-\infty, (\theta, \theta, E_{\theta}(\alpha) + m, N_0, N_0)}(X).$$

Analogous arguments starting with (4.20) produce

$$\tilde{G}' \in \rho_{tf}^m \Psi^{-m}(X) + \Psi^{-\infty, \tilde{E}}(X),$$

$$\tilde{G}' \tilde{A} = I - \tilde{R}', \quad \tilde{R}' \in \Psi^{-\infty, (\tilde{E}_{lb}(\alpha), \theta, N_0, N_0)}(X).$$
Finally, we remove the error at \( t_f \). We claim that there exists \( \tilde{h}_0 > 0 \) such that \( N_{t_f}(\tilde{A}) \) — which in \( \tilde{h} > 0 \) is an \( \tilde{h} \)-dependent family of \( b \)-scattering operators on \( +N\partial X \) — is invertible for \( 0 < \tilde{h} < \tilde{h}_0 \), with

\[
N_{t_f}(\tilde{A})^{-1} \in \rho_{tf}^m \Psi_{c,sc,\tilde{h}}^{-m} \left( +N\partial X \right) + \Psi_{c,sc,\tilde{h}}^{-\infty,E_{lb},E_{rb},E_{t_f},E_{\partial}}( +N\partial X ).
\]  

(4.21)

This \textit{almost} follows from Theorem 3.6 upon restricting \( N_{t_f}(\tilde{A}) \) to a (weighted) element of \( \Psi_{c,h}( +N\partial X ) \); however, \( +N\partial X \) is not compact, hence the theorem does not apply. However, \( N_{t_f}(\tilde{A}) \) has a very simple structure at the scattering end, i.e. near \( \mathbf{ff}_{sc} \): it is a semiclassically elliptic scattering operator. Thus, symbolic arguments produce a parametrix of \( N_{t_f}(\tilde{A}) \) of the form

\[
B_{t_f,0} \in \rho_{tf}^m \Psi_{c,sc,\tilde{h}}^{-m} \left( +N\partial X \right), \quad N_{t_f}(\tilde{A})B_{t_f,0} = I - R_{t_f,0}, \quad R_{t_f,0} \in \rho_{tf}^\infty \mathcal{E}_{c,sc,\tilde{h}}^{-\infty}( +N\partial X ),
\]

i.e. the error \( R_{t_f} \) is trivial at the scattering end. Thus, (4.21) follows by subsequently improving the parametrix \( B_{t_f,0} \) using the parameterized \( b \)-arguments and the \( tf \)-normal operator analysis analogous to the \( tf \)-normal operator analysis in the proof of Theorem 3.6; note that the infinite order vanishing of error terms at the scattering end is preserved by these steps, as they are local near \( \mathbf{ff}, \mathbf{lb}, \mathbf{rb} \), and \( \mathbf{tf} \).

Thus, if \( B_{t_f} \in \rho_{tf}^m \Psi_{c,sc,\tilde{h}}^{-m}(X) + \Psi_{c,sc,\tilde{h}}^{-\infty,E}(X) \) has \( tf \)-normal operator \( N_{t_f}(B_{t_f}) = N_{t_f}(\tilde{A})^{-1} \) (in \( \tilde{h} < \tilde{h}_0 \)), then

\[
G_5 := G + B_{t_f} \tilde{R} \in \rho_{tf}^m \Psi_{c,sc,\tilde{h}}^{-m}(X) + \Psi_{c,sc,\tilde{h}}^{-\infty,E}(X),
\]

\[
\Rightarrow \tilde{A}G_5 = I - R_5, \quad R_5 \in \Psi_{c,sc,\tilde{h}}^{-\infty,(\emptyset,\emptyset,\tilde{E}_{rb},E_{rb}(\alpha)+m,\infty)}(X).
\]

Multiplying \( G_5 \) from the right by an operator given as an asymptotic sum \( \sum_{j=0}^{\infty} R_j \) gives \( \tilde{G}_6 \in \rho_{tf}^m \Psi_{c,sc,\tilde{h}}^{-m}(X) + \Psi_{c,sc,\tilde{h}}^{-\infty,E}(X) \) with

\[
\tilde{A}\tilde{G}_6 = I - R_6, \quad R_6 \in \Psi_{c,sc,\tilde{h}}^{-\infty,(\emptyset,\emptyset,\tilde{E}_{rb},E_{rb}(\alpha)+m,\emptyset)}(X).
\]

Now \( R_6 \in A_{phg}^{(\beta,\tilde{E}_{rb}(\alpha)+m,\beta,\emptyset)}([0,1)_{\tilde{h}} \times [0,1)_{\tilde{h}} \times X^2) \), with the index sets referring to \([0,1)^2 \times \partial X \times X, [0,1)^2 \times X \times \partial X, \tilde{h}^{-1}(0), h^{-1}(0)\), in this order. Thus, for small \( h, \tilde{h}, I - R_6 \) is invertible on \( H_b^{-m,\alpha-m}(X) \) by a convergent Neumann series, with inverse of the same form.

Setting \( G = G_6 ( I - R_6 )^{-1} \) proves the existence of \( G \in \rho_{tf}^m \Psi_{c,sc,\tilde{h}}^{-m}(X) + \Psi_{c,sc,\tilde{h}}^{-\infty,E}(X) \) with \( \tilde{A}G = I \). Similar arguments produce a left inverse \( G' \) lying in the same operator class, and standard arguments give \( G = G' \), finishing the proof of the theorem. \( \square \)

5 \quad \textbf{STRUCTURE OF COMPLEX POWERS}

Using the resolvent constructed in §4.4, we shall now deduce the precise structure of complex powers of semiclassical cone operators. Seeley’s original approach to the definition of complex powers of elliptic operators on closed manifolds uses a large parameter calculus; we explain in §5.1 in this simple setting how one can use semiclassical operators instead. In §5.2, we prove a slight extension of Loya’s result [26] about the structure of complex powers of fully elliptic cone operators using the resolvent rather than the heat kernel [25]; this uses a special case of the results of §3.3. In §5.3 finally, we generalize this to the semiclassical setting.

5.1 \quad \textbf{Seeley’s approach revisited}

Let \( X \) be a compact manifold without boundary. Let \( A \in \text{Diff}^m(X), m > 0, \) be elliptic, and \( \sigma_m(A) + 1 \neq 0 \) on \( T^*X \) (thus \( \sigma_m(A) \) misses \((-\infty,0))\). Assume that \( A \) is invertible. Then by [44], see also [45, §§10–11], we can define complex powers
of $A$ by

$$A(w) = \frac{i}{2\pi} \int_{\gamma_{\epsilon}} \lambda^\omega (A - \lambda)^{-1} \, d\lambda \in \Psi^\omega(X), \tag{5.1}$$

initially for $\text{Re} \, w < 0$ and then for all $w \in \mathbb{C}$ by analytic continuation. Here, we integrate over the contour

$$\gamma_{\epsilon} = \gamma_3 \circ \gamma_2 \circ \gamma_1,$$

$$\gamma_1(s) = s + i\epsilon, \ s \in (-\infty, 0], \quad \gamma_2(\theta) = \epsilon e^{-i\theta}, \ \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right], \quad \gamma_3(s) = -s - i\epsilon, \ s \in [0, \infty), \tag{5.2}$$

where $\epsilon > 0$ is so small that $(A - \lambda)^{-1}$ exists when $\lambda$ is $\epsilon$-close to $(-\infty, 0]$; and we define $\lambda^\omega = \exp(w \log \lambda)$ using the logarithm with branch cut along $(-\infty, 0]$. See Figure 5.1.

We rewrite the integrand for large $|\lambda|$ in terms of the semiclassical resolvent

$$R(h, \omega) = (h^m A - \omega)^{-1} \in \Psi^{-m}(X).$$

This exists, and depends smoothly on $\omega$ near $-1$, when $h > 0$ is small enough. Moreover, $R(h, \omega)$ can be computed modulo $h^\infty \Psi^{-\infty}(X) = h^\infty C^\infty(X^2)$ in local coordinates by a symbolic computation. More precisely, given $k \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that we can write $R(h, \omega)$ in a local coordinate chart as

$$R(h, \omega) = \text{Op}_h \left( r_N(h, \omega) \right) + E^{(N)}(h, \omega),$$

where $E^{(N)} \in h^k C^k(X^2)$ and $r^{(N)}(h, \omega) = \sum_{j=0}^{N-1} b_j(h, \omega)$, $b_j \in h^j S_{\text{hom}}^{-m-j}(T^*X \setminus o)$ (with $C^\infty$ dependence on $h, \omega$ omitted from the notation); this uses that Schwartz kernels of elements of $\text{Op}_h (h^j S^{-m-j})$ become arbitrarily smooth on $[0, 1)_h \times X^2$ as $j \to \infty$. Rewriting the integrand in (5.1) as

$$(A - \lambda)^{-1} = |\lambda|^{-1} R(h, \omega), \quad h = |\lambda|^{-1/m}, \ \omega = \lambda/|\lambda|,$$

we can replace $r^{(N)}$ in local coordinates on $X^2$ by $\text{Op}_h \left( r^{(N)} \right)$, modulo an error

$$\frac{i}{2\pi} \int_{\gamma_{\epsilon}} \lambda^\omega |\lambda|^{-1} E^{(N)}( |\lambda|^{-1/m}, \omega, x, x') \, d\lambda \in C^k(X^2). \tag{5.3}$$

On the other hand, since the symbol of an elliptic parametrix of an elliptic semiclassical operator in local coordinates is unique modulo $h^\infty S^{-\infty}$, the expansion of $r^{(N)}$ must agree with the expansion into large parameter symbols upon making the appropriate identifications; that is, we have

$$|\lambda|^{-1} \text{Op}_{|\lambda|^{-1/m}} \left( b_j \left( |\lambda|^{-1/m}, \lambda/|\lambda| \right) \right) = \text{Op}(b'_j), \quad b'_j(\lambda) \in S_{\text{hom}}^{-m-j/m}(T^*X \times \Lambda \setminus o), \tag{5.4}$$
where \( \Lambda = \{ \theta \omega : \theta \in [0, \infty), \omega \in \Omega \}, \) \( \Omega \) a small neighborhood of \(-1\), and the \( b_j' \) are the terms of the symbolic parametrix construction of \( (A - \lambda)^{-1} \) in the large parameter calculus, see \([45, \S 11.1]\). (Note that we use the standard quantization on the right!) Here, we recall that \( S^{-m-j}_{\text{hom}}(T^*X \times \Lambda) \setminus o \) (with \( o = \{ (z, \zeta, \lambda) : \zeta \in T_z^*X, \zeta = \lambda = 0 \} \) the zero section) consists of all \( a \in C^\infty((T^*X \times \Lambda) \setminus o) \) such that \( a(z, \theta \zeta, \theta^m \lambda) = \theta^{-m-j} a(z, \zeta, \lambda) \) for all \( \theta > 0 \). In particular, \( \int \lambda^w b_j'(\lambda) d\lambda \in S^{m-w-j}_{\text{hom}}(T^*X \setminus o) \) and so

\[
\frac{i}{2\pi} \int_{\gamma_{\epsilon}} \lambda^w \text{Op}(b_j') d\lambda \in \Psi^{m-w-j}(X).
\]

Together with (5.3), and recalling that \( k \) is arbitrary, this proves (5.1).

### 5.2 Complex powers of cone operators

From now on, \( X \) again denotes a compact \( n \)-dimensional manifold with connected embedded boundary \( \partial X \), and \( x \in C^\infty(X) \) denotes a defining function of \( \partial X \). For a (non-semiclassical) cone operator \( A = x^{-m} A_b \in x^{-m} \text{Diff}^m_b(X) \) satisfying a suitable ellipticity condition, we wish to describe the complex powers \( A(w) \); this is a warm-up for § 5.3.

**Theorem 5.1.** Suppose that \( h^{m} A + 1 = h^{m} x^{-m} A_b + 1 \) is fully elliptic with weight \( \alpha \in \mathbb{R} \), and that \( A - \lambda : H^s_{\text{b}}(X) \rightarrow H^{s-m}_{\text{b}}(X) \) is invertible for \( \lambda \in (-\infty, 0) \).\(^{14}\) Let

\[
A(w) := \frac{i}{2\pi} \int_{\gamma_{\epsilon}} \lambda^w (A - \lambda)^{-1} d\lambda, \quad w \in \mathbb{C},
\]

where \( \gamma_{\epsilon} \) is as in (5.2), with \( \epsilon > 0 \) chosen so that \( A - \lambda \)^{-1} exists when \( \lambda \) is \( \epsilon \)-close to \((-\infty, 0] \). Then \( A(w), \) \( \text{Re } w < 0 \), is well-defined as an operator on \( H^{s-m}_{\text{b}}(X) \). Its Schwartz kernel (as a distributional right density on \( X \times X \)) admits a holomorphic extension to \( w \in \mathbb{C} \), and we have

\[
A(w) \in x^{-m} w \Psi^{m}_{\text{b}}(X) + \Psi^{-\infty, E}_{\text{b}}(X), \quad E_b(w) = (E_{lb}, E_{ff} \cup (\mathbb{N}_0 - mw), E_{rb}),
\]

where \( E_{lb}, E_{ff}, E_{rb} \) are defined by (3.19), (3.20), (3.21).

Loya \([26]\) proves this when \( A \) has no spectrum inside a conic sector whose interior includes the closed left half plane. Note also that Theorem 5.1 does not entail any statement about the restriction of the Schwartz kernel of \( A(w) \) to the diagonal \( \text{diag}_{X} \) (which, extrapolating from the classical case \([39, 45]\), is at best only meromorphic).

**Proof of Theorem 5.1.** It suffices to consider the case \( \text{Re } w < 0 \); the extension to the complex plane is accomplished by setting \( A(w) := A^k A(w-k) \) when \( w \in \mathbb{C}, k \in \mathbb{N}_0, \) and \( \text{Re}(w-k) < 0 \). By assumption, \( (A - \lambda)^{-1} \) exists for all \( \lambda \in \gamma_{\epsilon} \), and we have \( (A - \lambda)^{-1} \in x^{m} \Psi^{m}_{\text{b}}(X) + \Psi^{-\infty, E}_{\text{b}}(X) \) by \([33]\) or as the special case \( h = 1 \) of Theorem 3.6 (using the invertibility assumption on \( A - \lambda \)). For large \( |\lambda| \), we rewrite (5.5) semiclassically in terms of \( A_{h,\omega} = h^{m} A - \omega \):

\[
A(w) = \frac{i}{2\pi} \int_{\gamma_{\epsilon}} h^{-m} \omega^w A_{h,\omega}^{-1} |\lambda|^{-1} d\lambda, \quad h = |\lambda|^{-1/m}, \quad \omega = \frac{\lambda}{|\lambda|}.
\]

Confining \( \omega \) to a small neighborhood \( \Omega \) of \(-1\), we have

\[
A_{h,\omega}^{-1} = R_{h,\omega} + E_{h,\omega}, \quad R_{h,\omega} \in \text{Diff}^m_{\text{ch}}(X), \ E_{h,\omega} \in \Psi^{-\infty, E}_{\text{ch}}(X)
\]

with \( E = (E_{lb}(\alpha), E_{ff}(\alpha) + m, E_{rb}(\alpha) + m, \mathbb{N}_0) \) by Theorem 3.6, with smooth dependence on \( \omega \in \Omega \).

For convenience, we may deform the contour \( \gamma_{\epsilon} \) to a new contour \( \gamma'_{\epsilon} \) which is exactly radial, at a small angle \( \pm \epsilon \) with \((-\infty, 0] \), for \( |\lambda| \geq 1 \). Upon inserting a smooth cutoff \( \chi \in C^\infty_c((1, \infty)), \chi(|\lambda|) \equiv 1 \) for \( |\lambda| \geq 2 \), the integral (5.6) is a sum of two integrals for \( \omega = -e^{\pm i\epsilon} \), each of which is a push-forward along the map \( X^2_{ch} \to X^2_b \) which is the lift of the projection
\[ \{0, 1\}_h \times X_b^2 \to X_b^2. \] Recall that \( E_{h, \omega} \) vanishes to infinite order at \( \mathfrak{sf} \cup \mathfrak{df} \), hence is polyhomogeneous on the simpler space \( X_{c, h, \infty}^2 \), see (3.2); the stretched projection \( X_{c, h, \infty}^2 \to X_b^2 \) is a \( b \)-fibration. Since \( \mathfrak{ff} \) and \( \mathfrak{tf} \) both map to \( \mathfrak{ff}_b \subset X_b^2 \), we obtain

\[
\int_{\mathfrak{tc}} \chi(\lambda) h^{-mw} \omega^w E_{h, \omega} \cdot \frac{dh}{h} \in \Psi_b^{-\infty, E_b(\omega)}(X)
\] (5.7)
since the index set of the integrand is \( E_{t'} \) at \( \mathfrak{ff} \) and \( \mathbb{N}_0 - mw \) (from \( h^{-mw} \)) at \( \mathfrak{tf} \).

It thus remains to analyze the contribution of \( R_{h, \omega} \), which, in view of (5.7), we may in addition localize arbitrarily closely to the preimage \( \text{diag}_{c, h} \cup \text{df} \) of the diagonal under the blow-down of \( \text{df} \). But then \( R_{h, \omega} \) can be expressed in local coordinates near the diagonal \( \text{diag}_{c, h, \infty} \) in \( X_{c, h, \infty} \), see (3.3). Its full symbol, modulo \( \mathfrak{df} S^{-\infty} \left( N^s \text{diag}_{c, h} \right) \), is uniquely determined by the requirement that \( R_{h, \omega} \) be an elliptic parametrix of \( A_{h, \omega} \) in \( X^s \). As in the discussion leading to (5.4), we can thus compute \( |\lambda|^{-1} R_{h, \omega} \) as a quantization of a sum of \( N \) large parameter symbols, modulo error terms

\[
E^{(N)}_{h, \omega} \in |\lambda|^{-1} \rho_{\mathfrak{ff}}^m \rho_{\mathfrak{df}}^\infty \Psi^{-m-N}(X)
\] (5.8)
with Schwartz kernels localized near \( \text{diag}_{c, h} \). Any fixed continuous \( |\lambda|^{-1} \rho_{\mathfrak{ff}}^m \rho_{\mathfrak{df}}^\infty \Psi^{-\infty}(X) \)-seminorm is continuous on the space in (5.8) when \( N \) is large enough; hence, by the arguments leading to (5.7), \( E^{(N)}_{h, \omega} \) contributes to (5.6) by a Schwartz kernel \( E^{(N, w)}_{h, \omega} \) in such a way that any fixed \( \mathfrak{df} \Psi^{-\infty}(\emptyset, (m + \mathbb{N}_0) \cup (\mathbb{N}_0 - mw), \emptyset) \)-seminorm becomes finite for \( N \) large enough.

It therefore remains to describe the contribution from the quantization of a \textit{single} large parameter \( b \)-symbol arising in the symbolic parametrix construction for \( (A - \lambda)^{-1} \). Writing \( a_m(z, \zeta) = b_{\sigma_m}(A_b)(z, \zeta) \), \( (z, \zeta) \in \mathfrak{b} T^*X \), the first term is \( b_{-m}(z, \zeta, \lambda) = x^m (a_m - x^m \lambda)^{-1} \); thus, \( b'_{-m-j}(z, \zeta, \lambda') = b_{-m-j}(z, \zeta, x^{-m} \lambda') \) (with \( j = 0 \) for now) has the property that \( x^{-m} b'_{-m-j}(z, \zeta, \lambda') \) is homogeneous of degree \( (-m - j, m) \) in \( (\zeta, \lambda') \) (that is, \( b_{-m-j}(\theta z, \theta^m \zeta, \lambda') = \theta^{-m-j} b_{-m-j}(z, \zeta, \lambda') \) for \( \theta > 0 \)) and smooth down to \( x = 0 \). Subsequent terms in the symbol expansion of \( (A - \lambda)^{-1} \), with \( j = 1, 2, ..., \) have the same property. Similarly to [45, §11.12], it follows that

\[
b_{mw-j}^{(w)}(z, \zeta) := \frac{i}{2\pi} \int_{\mathfrak{tc}} \lambda^w b_{-m-j}(z, \zeta, \lambda) d\lambda
\]
\[
= \frac{i}{2\pi} \int x^{-mw}(\lambda')^w \cdot x^{-m} b'_{-m-j}(z, \zeta, \lambda') d\lambda'
\]
is a homogeneous symbol of degree \( mw - j \), and smooth as such down to \( x = 0 \) when multiplied by \( x^{mw} \). If \( \psi \in C^\infty_c((-1, 1)) \) is identically 1 near 0, serving to localize to a small neighborhood of the \( b \)-diagonal, the quantization of \( b_{mw-j}^{(w)} \) is therefore

\[
\text{Op}_b \left( b_{mw-j}^{(w)} \right)
\]
\[
= (2\pi)^{-n} \psi \left( \frac{x - x'}{x'} \right) \psi(|y - y'|) \int \left( \frac{x}{x'} \right)^{i\sigma} e^{i(y - y') \eta} b_{mw-j}^{(w)}(x, y, \sigma, \eta) d\sigma d\eta \in x^{mw} \Psi_{mw-j}^{b}(X).
\]

This completes the proof. \( \square \)

### 5.3 Complex powers of semiclassical cone operators

Let \( X \) be as in §5.2.

\[
A_h = h^m x^{-m} A_b - \omega_0, \quad A_b \in \text{Diff}_b^m(X),
\]
with \( 0 \neq \omega_0 \in \mathbb{C} \) fixed. The following is the main result of this paper:
Theorem 5.2. Let \( m \geq 1 \), \( A \in \text{Diff}_{c,h}^{m}(X) \). Suppose that \( A_{h} - \tilde{\lambda} \) is fully elliptic at weight \( \alpha \) for all \( \tilde{\lambda} \in (-\infty, 0] \) in the sense of Definition 2.4, and suppose that \( \tilde{h}^{m}A_{h} + 1 \) is fully elliptic at weight \( \alpha \) in the sense of Definition 4.8. Let

\[
(A_{h})_{(w)} := \frac{i}{2\pi} \int_{\gamma_{\varepsilon}} \tilde{\lambda}^{w} (A_{h} - \tilde{\lambda})^{-1} \, d\tilde{\lambda}, \quad 0 < h < h_{0},
\]

(5.9)

with \( \gamma_{\varepsilon} \) as in (5.2), where \( \varepsilon > 0 \) is so small that \( (A_{h} - \tilde{\lambda})^{-1} \) exists for all \( \tilde{\lambda} \in \gamma_{\varepsilon} \) and all \( 0 < h < h_{0} \) for some small \( h_{0} > 0 \). Then \( (A_{h})_{(w)} \), \( \text{Re} \, w < 0 \), is well-defined as an operator on \( H_{s,\alpha-m}^{\cdot} b (X) \). Its Schwartz kernel admits a holomorphic extension to \( w \in \mathbb{C} \), and we have

\[
(A_{h})_{(w)} \in \left( \mathcal{F}_{m}^{\text{ch}}(X) + \mathcal{F}_{\infty}^{\text{ch}}(X) \right), \quad \mathcal{E}(w) = (\mathcal{E}_{lb}, \mathcal{E}_{ff} \cup (\mathcal{N}_{0} - mw), \mathcal{E}_{rb}, \mathcal{N}_{0}),
\]

where the index sets are defined by (3.19), (3.20), (3.21).

Proof of Theorem 5.2. The proof is parallel to that of Theorem 5.1. Thus, for finite \( \tilde{\lambda} \in \gamma_{\varepsilon} \), Theorem 3.6 implies \( (A_{h} - \tilde{\lambda})^{-1} \in \mathcal{F}_{m}^{\text{ch}}(X) + \mathcal{F}_{\infty}^{\text{ch}}(X) \), while for large \( ||\tilde{\lambda}|| \), we write the resolvent semiclassically in terms of the operator \( A_{h}, \tilde{h}, \tilde{\omega} = \tilde{h}^{m}A_{h} - \tilde{\omega}, \tilde{h} = ||\tilde{\lambda}||^{-1/m}, \tilde{\omega} = \frac{\lambda}{||\lambda||} \),

with \( \tilde{\omega} \) lying in a small neighborhood \( \tilde{\Omega} \) of \( -1 \). Note that this operator is fully elliptic at weight \( \alpha \) in the sense of Definition 4.8 for \( \tilde{\omega} \) sufficiently close to \( -1 \), since full ellipticity is an open condition. Hence, by Theorem 4.3,

\[
A_{h,\tilde{h},\tilde{\omega}}^{-1} = R_{h,\tilde{h},\tilde{\omega}} + E_{h,\tilde{h},\tilde{\omega}}, \quad R_{h,\tilde{h},\tilde{\omega}} \in \mathcal{F}_{m}^{\text{ch}}(X), \quad E_{h,\tilde{h},\tilde{\omega}} \in \mathcal{F}_{\infty}^{\text{ch}}(X),
\]

with smooth dependence on \( \tilde{\omega} \).

Since the Schwartz kernel of \( E_{h,\tilde{h},\tilde{\omega}} \) is the lift from \( X_{2}^{\text{ch},\infty} := [0, 1) \times X_{2}^{\text{ch},\infty} \) (see (3.2)) of a polyhomogeneous distribution with trivial index set at the lifts of \( h = 0 \) and \( \tilde{h} = 0 \), the contribution of \( E_{h,\tilde{h},\tilde{\omega}} \) to \( (A_{h})_{(w)} \) can be described by the push-forward theorem similarly to (5.7); note that the map \( X_{2}^{\text{ch},\infty} \to X_{2}^{\text{ch},\infty} \) is a b-fibration. Thus, with notation as in (5.7),

\[
\int_{\gamma_{\varepsilon}} \chi(||\tilde{\lambda}||) \tilde{h}^{-mw} \tilde{\omega}^{w} E_{h,\tilde{h},\tilde{\omega}} \cdot \frac{\tilde{h}}{\tilde{h}} \in \mathcal{F}_{\infty}^{\text{ch}}(X),
\]

recalling that Schwartz kernels of elements of this space can be described equivalently as living on \( X_{2}^{\text{ch}} \) or \( X_{2}^{\text{ch},\infty} \), as discussed around (3.2).

\( R_{h,\tilde{h},\tilde{\omega}} \) is given, modulo error terms in \( \mathcal{F}_{m}^{N} \mathcal{F}_{m-N}^{\text{ch}}(X) \), as the quantization of a symbolic expansion to order \( N \). As \( N \to \infty \), such error terms contribute elements of \( \mathcal{F}_{\infty}^{\text{ch}}(X) \) to \( (A_{h})_{(w)} \), in the sense explained after (5.8).

It thus suffices to consider the contribution to \( \text{big}(A_{h})_{(w)} \) of the quantization of a single term in the large parameter \( \tilde{\lambda} \) semiclassical cone symbol expansion of \( (A_{h} - \tilde{\lambda})^{-1} \); we can localize these quantizations in an arbitrarily small neighborhood of \( \text{diag}_{\text{ch}} \). Concretely, in the interior \( \text{ff} \cap \text{tf} \subset X_{2}^{\text{ch}} \), i.e. for \( h \) bounded away from \( 0 \), the large parameter expansion is the same (with parametric dependence on \( h \)) as that discussed in the proof of Theorem 5.1; the quantization of the \( j \)-th term contributes an element of \( C_{\infty}^{\text{ch}}(0, 1)_{h}; X_{m-N}^{m-N} \mathcal{F}_{b}^{\text{ch}}(X) \) to \( (A_{h})_{(w)} \), in the sense explained after (5.8).

Next, to obtain a uniform description down to \( h \), we first work near \( \text{ff} \cap \text{tf} \cap \text{diag}_{\text{ch}} \). There, we rescale the boundary defining function \( x' \) of \( \text{ff} \) to \( x' = \frac{x'}{h} \) as in (3.4b), and in the rescaled coordinates, \( A_{h} - \tilde{\lambda} \) is a large parameter cone operator, non-degenerately down to \( h = 0 \) (a local defining function of \( \text{tf} \)). After this rescaling, the large parameter symbolic expansion for \( (A_{h} - \tilde{\lambda})^{-1} \) is thus again of the form discussed in the proof of Theorem 5.1, and the quantization of the \( j \)-th term contributes an element of \( \mathcal{F}_{m}^{\text{ch}} \mathcal{F}_{m-N}^{\text{ch}}(X) \) (with infinite order of vanishing at \( \text{ff} \cup \text{df} \), as we are localizing near \( \text{ff} \cap \text{tf} \)).
It remains to analyze $A_{(ω)}$ near $t_f \cap df \cap \text{diag}_ch$, cf. (3.4c). But there, the expansion of $(A_\hbar - \bar{λ})^{-1}$ is into large parameter ($\bar{λ}$) semiclassical (in $\hbar = h/x'$) symbols, i.e. successive terms in symbolic expansions gain powers of $\hbar$ as well as reduce in symbolic order in the joint fiber variable $(\zeta, \bar{λ}) \in (N^* \text{diag}_ch \times \bar{λ}) \setminus o$, where $\bar{λ} = \{ \bar{θ} \tilde{ω} : \bar{θ} \in [0, \infty), \tilde{ω} \in \tilde{Ω} \}$ and $o$ is the joint zero section (i.e. the product of the zero section of $N^* \text{diag}_ch$ and the set $\{0\} \subset \bar{λ}$). Thus, the $j$-th term of this expansion contributes a term $\rho^j_{df \text{ ch}} \psi^{mω-j}(X)$ (with Schwartz kernel vanishing near $lb \cup ff \cup rb$). The proof is complete. □

6 APPLICATION TO SEMICLASSICAL CONIC LAPLACIANS

We now consider a connected $n$-dimensional compact conic manifold, $n \geq 3$. For notational simplicity, we assume that there is only one cone point.

Upon blowing up the cone point, we arrive at the following setup: $X$ is a compact, $n$-dimensional manifold whose boundary $\partial X \neq \emptyset$ is a connected embedded hypersurface, and $g$ is a smooth Riemannian metric over the interior $X^o$. We assume that there exists a boundary defining function $x \in C^\infty(X)$ such that in a collar neighborhood $[0, x_0)_x \times \partial X$ of $\partial X$, the metric $g$ takes the form

$$g = dx^2 + x^2 k(x, y, dy),$$

where $k$ is a smooth metric on $\partial X$ with smooth parametric dependence on $x \in [0, x_0)$. Thus, using local coordinates on $\partial X$,

$$\Delta_x = D_x^2 - i \left( n - 1 + \frac{1}{2} x \partial_x \log |\det k| \right) x^{-1} D_x + x^{-2} \Delta_k. \quad (6.2)$$

In Theorem 6.1, we describe the structure of complex powers of $\hbar^2 \Delta_g + 1$; in Theorem 6.3, we show that these powers are equal to those defined by means of the functional calculus for $\Delta_g$ when acting between suitable weighted spaces. Theorem 6.6 is an application to semiclassical propagation estimates at conic points.

6.1 Complex powers and domains

To begin, we define the index sets for the Schwartz kernel of the relevant resolvent: denote by $0 = \lambda_0^2 < \lambda_1^2 \leq \cdots$ the eigenvalues of $\Delta_{k(0)}$, and put

$$\nu_{j \pm} = i \left( \frac{n-2}{2} \pm \sqrt{\left( \frac{n-2}{2} \right)^2 + \lambda_j^2} \right).$$

Then, by a simple calculation using (6.2), the boundary spectrum (see (3.18)) is given by

$$\text{spec}_b(x^2 \Delta_g) = \bigcup_{j, \pm} \{ (\nu_{j \pm}, 0) \}. \quad (6.3)$$

We fix a weight

$$\alpha \in (-n + 2, 0); \quad (6.4)$$

these are the only choices of weights for which $\hbar^2 \Delta_g + 1$ is fully elliptic at weight $\alpha$, as we will see in the proof of Proposition 6.1 below. The index sets $E_{lb}(\alpha), E_{rb}(\alpha)$ in (3.19) are independent of $\alpha$ in this range, and given by

$$E_{lb} = \{ (i\nu_{j-}, 0) : j \in \mathbb{N}_0 \}, \quad E_{rb} = \{ -(i\nu_{j+}, 0) : j \in \mathbb{N}_0 \}.$$ 

See Figure 6.1.
Define

\[ \hat{E}_b = \bigcup_{j \in \mathbb{N}_0} (E_{lb} + j), \quad \hat{E}_b = \bigcup_{j \in \mathbb{N}_0} (E_{rb} + j), \]
\[ \hat{E}_* = \hat{E}_b \cup \hat{E}_r, \quad \cdot = lb, rb, \quad \hat{E}_{ff} = \mathbb{N}_0 + (\hat{E}_{lb} + \hat{E}_{rb}) \cup \mathbb{N}, \]
\[ \mathcal{E}_b = (\mathcal{E}_{lb}, \mathcal{E}_{ff}, \mathcal{E}_{rb}) = (\hat{E}_{lb}, \hat{E}_{ff} + 2, \hat{E}_{rb} + 2); \]

the summand 2 here arises from the second order nature of \( \Delta g \), cf. Theorem 3.6. We remark that \( \inf \text{Re} \mathcal{E}_b = 0 \) and \( \inf \text{Re} \mathcal{E}_b = n \). Let

\[ \mathcal{E}_{ff}'(w) := \mathcal{E}_{ff} \bigcup (\mathbb{N}_0 - 2w). \]

We will make the index set of complex powers more precise at \( ff \) than in Theorem 4.3; thus, let

\[ \mathcal{E}_{ff}(w) := \begin{cases} \mathcal{E}_{ff}, & w = -1, \\ \{ (z, k) \in \mathcal{E}_{ff}'(w) : \text{Re} z \geq n \}, & \text{Re} w \leq -\frac{n}{2}, \\ \{ (z, k) \in \mathcal{E}_{ff}'(w) : \text{Re} z \geq -2 \text{Re} w (>' when k > 0) \}, & \text{Re} w > -\frac{n}{2}, w \neq -1, \end{cases} \]

and finally

\[ \mathcal{E}(w) = (\mathcal{E}_{lb}, \mathcal{E}_{ff}(w), \mathcal{E}_{rb}, \mathbb{N}_0). \]

**Theorem 6.1.** Let \( (X, g) \) be as above, with \( X \) of dimension \( n \geq 3 \). Let \( \alpha \in (-n + 2, 0) \). Then \( h^2 \Delta g + 1 \) is fully elliptic at weight \( \alpha \). Moreover, for \( w \in \mathbb{C} \), the complex powers defined in (5.9) satisfy

\[ (h^2 \Delta g + 1)_{(w)} \in \left( \frac{x}{x + h} \right)^{-2w} \Psi_{2w}^{\text{ch}}(X) + \Psi_{\infty, \mathcal{E}(w)}^{\text{ch}}(X). \] (6.5)

**Proof.** The main task is the verification of full ellipticity. The symbolic conditions (1) and (2) in Definition 2.4 are immediate since \( b \sigma_2(x^2 \Delta g) \) is a positive definite quadratic form on \( bT^*X \), hence it remains to check (3): the invertibility of the \( tf \)-normal operator.

Let \( A_h = h^2 \Delta g + 1 \) and \( A_b = x^2 \Delta g \). Note that there is a spectral gap,

\[ (-\text{Im spec}_b(A_h)) \cap (-n + 2, 0) = \emptyset, \] (6.6)

so \( \alpha \notin -\text{Im spec}_b(A_b) \). Now, the model operator \( N_{tf}(A) \) of the family \( A = (A_h) \), see (2.3), is the shifted (by 1) Laplace operator of an exact conic metric on the model space \( ^+N \partial X \cong [0, \infty) \times \partial X \); indeed, we have

\[ N_{tf}(A) = \Delta_{g_0} + 1, \quad g_0 := \text{dx}^2 + x^2 k(y, dy). \]

We need to prove its invertibility as a map

\[ N_{tf}(A) : H^{\alpha}_{b,sc}(^+N \partial X) \to H^{\alpha - 2}_{b,sc}(^+N \partial X). \] (6.7)
This is well-known; an explicit formula for the inverse is given e.g. in [10, §3.4]. We give a direct proof for completeness.

Passing to metric densities for convenience, we need to show that

$$N_{lf}(A) : H^{s+\frac{n}{2}}_{b,sc}(\mathbb{R}^n, \gamma) \to H^{s-2,\alpha,\frac{n}{2}-\frac{d}{2}}_{b,sc}(\mathbb{R}^n, \gamma)$$

(6.8)

is invertible. By elliptic regularity in the b- and scattering calculi, any element \( u \in \ker(N_{lf}(A)) \) automatically lies in \( x^{s+\frac{n}{2}}H^\infty_b(|\gamma|) \) near \( x = 0 \) and is Schwartz as \( x \to \infty \). Near \( x = 0 \), we in fact have \( u \in x^{\frac{n}{2}-\varepsilon}H^\infty_b(|\gamma|) \) in view of (6.6). This suffices to justify integrations by parts in

$$0 = \langle N_{lf}(A)u, u \rangle_{L^2(|\gamma|)} = \|d_{\gamma}\psi\|^2 + \|u\|^2,$$

which implies that \( u = 0 \). This proves the injectivity of (6.8).

To prove surjectivity, we note that (6.8) is a Fredholm operator, and symmetric on \( L^2(\mathbb{R}^n, \gamma) \); thus its cokernel is equal to the kernel of \( N_{lf}(A) \) on \( H^{s+2,\alpha-\frac{d}{2}+\frac{n}{2}}_{b,sc} \), which is the dual of the target space in (6.8). But \( -\alpha - \frac{n}{2} + 2 = \frac{n}{2} + \frac{n-2-\alpha}{2} \), and \( -\alpha - \frac{n}{2} \in (-(n-2),0) \); thus, the cokernel is trivial by the same argument as for injectivity.

We wish to apply Theorem 5.2. First of all, for \( \lambda \leq 0 \), the operator \( (h^2\Delta_\lambda + 1) - \lambda \) is fully elliptic at weight \( \alpha \), as follows either by repeating the above arguments (using \( 1 - \lambda > 0 \)), or by noting that \( (h^2\Delta_\lambda + 1) - \alpha = (1 - \lambda) \left((h')^2\Delta_\lambda + 1\right) \) is a nonzero multiple of the operator just studied, with a rescaled semiclassical parameter \( h' = h(1-\lambda)^{1/2} \).

The second assumption of Theorem 5.2 to be verified is the full ellipticity of \( h^2\Delta_\lambda + 1 \); in the notation of Definition 4.8, we have \( A_b = x^2\Delta_\lambda \) (consistent with the definition before (6.6)). But then the symbolic ellipticity condition (1) of Definition 4.8 follows from the positive definiteness of \( h^2\sigma_2(A_b) \), while condition (2) is the full ellipticity of \( h^2x^{-2}A_b + 1 = h^2\Delta_\lambda + 1 \), which we just verified. By Theorem 5.2, we now get

$$\left(A_h\right)_{(w)} \in \rho_{lf}^{-2w}\Psi_{ch}^{-\infty}(\lambda_h, \lambda_h^b, \lambda_h^{b,0}) \cdot (X).$$

(6.9)

For \( w = -1 \), \( \left(A_h\right)_{(w)} = A_h^{-1} \) has index set \( \mathcal{E}_P \) at \( ff \) by Theorem 3.6. For \( Re w = -1 \) with \( w \neq -1 \) (thus \( Im w \neq 0 \)), we have \( \mathcal{E}_{lf} = \mathcal{E}_{lf} \cup (\mathbb{N}_0 - 2w) \) simply, hence \( \mathcal{E}_{lf} = \mathcal{E}_{lf} \). For \( Re w > -1 \), we have \( inf Re \mathcal{E}_{lf} = 2 > -2 Re w \), hence \( \mathcal{E}_{lf} = \mathcal{E}_{lf} \) in this case as well.

Consider now \( w \in \mathbb{C} \) with \( Re w < -1 \), in which case \( \mathcal{E}_{lf} \) is a proper subset of \( \mathcal{E}_{lf} \). Let \( k \in \mathbb{N} \) with \( Re(w/k) \in (-1,0) \); then

$$\left(A_h\right)_{(w)} = \left(\left(A_h\right)_{(w/k)}\right)^k, \quad w' := w/k.$$  

(6.10)

The index sets of \( \left(A_h\right)_{(w)} \) having lower bounds \( 0, -2 Re w', n, 0 \) at \( lb, ff, rb, tf \), we conclude using Proposition 3.5 that for \( -2 Re w < n \), the index set of \( \left(A_h\right)_{(w)} \) at \( ff \) has leading coefficient \( -2w \) (without logarithms), while for any \( w \) with \( -2 Re w \geq n \), exponents \( (z,k) \) with \( Re z = n \) may be present. To determine the index set of \( \left(A_h\right)_{(w)} \) at \( lb \) and \( rb \), we do not use formula (6.10), but recall that these index sets are necessarily subsets of \( \mathcal{E}_{lb} \) and \( \mathcal{E}_{rb} \) by (6.9). This proves that the index set of \( \left(A_h\right)_{(w)} \) at \( ff \) is \( \mathcal{E}_{lf} \) as stated.

Less precise mapping properties require only conormal bounds; hence we record:

**Corollary 6.2.** For \( Re w > -\frac{n}{2} \), we have

$$\left(h^2\Delta_\lambda + 1\right)_{(w)} \in \left(\frac{x}{x+h}\right)^{-2w} \Psi_{ch}^{-\infty}(X) + A^{-\varepsilon,-2 Re w, n-\varepsilon,0} \left(X_{ch}^2\right)$$

(6.11a)

for all \( \varepsilon > 0 \), where \( A \) denotes the space of \( L^\infty \)-conormal functions vanishing rapidly at \( sf, df \), with the exponents denoting the decay rates at \( lb, ff, rb, tf \). For \( Re w \leq -\frac{n}{2} \), we have

$$\left(h^2\Delta_\lambda + 1\right)_{(w)} \in \left(\frac{x}{x+h}\right)^{-2w} \Psi_{ch}^{-\infty}(X) + A^{-\varepsilon,n-\varepsilon,0} \left(X_{ch}^2\right).$$

(6.11b)
We now relate this to the complex powers defined via the functional calculus for self-adjoint operators:

**Theorem 6.3.** Let \((X, g)\) be a compact conic manifold of dimension \(n \geq 3\).

1. Denote by \(D^1_h\) the quadratic form domain of \(A_h = h^2 \Delta_g + 1\): this is the completion of \(\mathcal{C}_c^\infty(X^o)\) with respect to the norm
   \[
   \|u\|_{D^1_h}^2 := \|u\|_{L^2(X)}^2 + \|hd\, u\|_{L^2(X)}^2,
   \]
   where \(L^2(X) = L^2(X, |d\!g|)\) is the metric \(L^2\) space. Then \(D^1_h = H^{1,1-\frac{n}{2},-\frac{n}{2}}_{c,h}(X)\) with uniformly equivalent norms, i.e.
   there exist \(C > 1\) with
   \[
   C^{-1} \|u\|_{H^{1,1-\frac{n}{2},-\frac{n}{2}}_{c,h}(X)} \leq \|u\|_{D^1_h} \leq C \|u\|_{H^{1,1-\frac{n}{2},-\frac{n}{2}}_{c,h}(X)}.
   \]

2. Define \(\mathcal{A}^{\frac{w}{2}}_h\), \(w \in \mathbb{C}\), via the functional calculus for the Friedrichs extension of \(\Delta_g\). Denote its domain for \(\text{Re}\, w \geq 0\) by
   \[
   \mathcal{D}^w_h = D^{1\frac{w}{2}}(\mathcal{A}^{\frac{w}{2}}_h) \quad \text{with norm} \quad \|u\|_{D^w_h} = \left\|\mathcal{A}^{\frac{w}{2}}_h u\right\|_{L^2(X)}.
   \]
   For \(\text{Re}\, w < 0\), set \(\mathcal{D}^w_h = \left(\mathcal{D}^{-\bar{w}}_h\right)^*\). Then
   \[
   \mathcal{D}^w_h = H^{\text{Re}\, w, -\text{Re}\, w - \frac{n}{2}, \frac{n}{2}}_{c,h}(X), \quad \text{Re} \, w \in \left(-\frac{n}{2}, \frac{n}{2}\right),
   \]
   with uniformly equivalent norms. Moreover, for \(\text{Re} \, w \geq \frac{n}{2}\), the inclusion map
   \[
   \mathcal{D}^w_h \subseteq \bigcap_{\varepsilon > 0} H^{\text{Re} \, w, -\frac{n}{2}, \frac{n}{2} - \varepsilon}_{c,h}(X)
   \]
   is uniformly bounded as \(h \to 0\).

3. Let \(w, z \in \mathbb{C}\) be such that \(\text{Re} \, z, \text{Re} \,(z - w) > -\frac{n}{2}\). Then \(\mathcal{A}^{\frac{w}{2}}_h : \mathcal{D}^z_h \to \mathcal{D}^{z-w}_h\) has a distributional Schwartz kernel which is a semiclassical cone ps.d.o. of the form \((6.5)\) and \((6.11a)-(6.11b)\).

**Remark 6.4.** The domains are \(\mathcal{D}^w_h = x^{\text{Re} \, w - \frac{n}{2}} H^\text{Re} \, w b(X)\) as sets, but with \(h\)-dependent norms; cf.
Remark 3.8.

**Remark 6.5.** For \(w > \frac{n}{2}\), and restricting to the non-semiclassical case \(h = 1\), the domain \(\mathcal{D}^w_1\) contains \(x^{\text{Re} \, w - \frac{n}{2}} H^\text{Re} \, w b(X)\) as a subspace with finite codimension, a complement of which consists of elements with finite polyhomogeneous expansions at \(\partial X\) (arising from the indicial roots \((6.3))\); see [37, Lemma 3.2] for the case \(w = \frac{n}{2}\). In particular, \(\mathcal{C}_c^\infty(X^o) \subseteq \mathcal{D}^w_1\) is not a dense subspace. By duality, for \(w \leq -\frac{n}{2}\), the identification \((6.12)\) is not valid either.

**Proof.** We shall write ‘\(A \lesssim B\)’ to mean ‘\(A \leq CB\) for an \(h\)-independent constant \(C\)’, and ‘\(A \sim B\)’ for \(A \leq B, B \leq A\). We first note that
   \[
   \|u\|_{L^2(X, |d\!g|)} \sim \left\|x^{\frac{n}{2}} u\right\|_{L^2(X)} \sim \|u\|_{H^{0,-\frac{n}{2},\frac{n}{2}}_{c,h}(X)}.
   \]
   Since \(hd \in \left(\frac{x}{x+h}\right)^{-1} \Psi^1_{c,h}(X)\), we thus have
   \[
   \|u\|_{D^1_h}^2 = \|u\|_{L^2(X, |d\!g|)}^2 + \|hd\, u\|_{L^2(X, |d\!g|)}^2 \lesssim \|u\|_{H^{0,-\frac{n}{2},\frac{n}{2}}_{c,h}(X)}^2 + \|u\|_{H^{1,1-\frac{n}{2},-\frac{n}{2}}_{c,h}(X)}^2.
   \]
   so \(\|u\|_{D^1_h} \lesssim \|u\|_{H^{1,1-\frac{n}{2},-\frac{n}{2}}_{c,h}(X)}\).
For the converse, we split \( u = \chi u + (1 - \chi)u \), with \( \chi \in C^\infty(X) \) supported in the collar neighborhood of \( \partial X \). Then Hardy’s inequality \( \|x^{-1}\chi u\|_{L^2} \lesssim \|d(\chi u)\|_{L^2} \) (which uses that \( n \geq 3 \)) gives
\[
\left\| \left( \frac{x}{x+h} \right)^{-1} u \right\|_{L^2} \lesssim \|u\|_{L^2} + h\|x^{-1}\chi u\|_{L^2} + h\|x^{-1}(1 - \chi)u\|_{L^2}
\]
\[
\lesssim \|u\|_{L^2} + h\|d(\chi u)\|_{L^2} + h\|(1 - \chi)u\|_{L^2}
\]
\[
\lesssim \|u\|_{L^2} + h\|d(u)\|_{L^2},
\]
using the bound \( \|d(\chi)\|_{L^2} \lesssim \|u\|_{L^2} \). For \( V \in \mathcal{V}_b(X) \), we further have the trivial estimate
\[
\left\| \left( \frac{x}{x+h} \right)^{-1} V u \right\|_{L^2} \lesssim \|hdu\|_{L^2}.
\]
Together, this proves \( \|u\|_{H^{1,1-n/2,-n/2}c,\epsilon_h} \lesssim \|u\|_{H^0_{c,h}}, \) and thus completes the proof of part (1).

Turning to part (2), we note that \( D_h^{-1} = (D_h^1)^* = H^{1,1-n/2,-n/2}c,\epsilon_h(X) \), where we take adjoints with respect to the inner product of \( L^2(X, |dg|) = H^0_{c,h} \). By interpolation, this proves (6.12) for \( w \in [-1, 1] \). In particular, since \( C^\infty(X^0) \subset D_h^{1,1} \) is dense, we conclude that \( A_h \) is given by the distributional action of \( h^2\Delta + 1 \).

Next, we prove (6.12) for \( w \in \left[ 1, n/2 \right) \); the result for \( w \in \left( -n/2, -1 \right] \) then follows by duality. Now, since \( A_h \) is positive, \( \text{spec } A_h \subset [1, \infty) \), we have \( D_h^w = D_h^{w-2} \) for \( w \geq w' \); hence we can identify, for \( w \geq 1 \),
\[
D_h^w = \left\{ u \in D_h^1 : (h^2\Delta + 1)u \in D_h^{w-2} \right\},
\]
also in the sense of equivalence of norms, namely
\[
\|u\|_{D_h^w} := \|A_h^{w/2}u\|_{L^2} \sim \|u\|_{D_h^1} + \left\| (h^2\Delta + 1)u \right\|_{D_h^{w-2}}.
\]
Assume inductively that (6.12) holds for \( w-2 \) in place of \( w \). Then \( u \in D_h^w \) means \( u \in H^{1,1-n/2,-1}c,\epsilon_h(X) \) and
\[
f := (h^2\Delta + 1)u \in H^{w-2,1-n/2,-1}c,\epsilon_h(X).
\]
Since the weight of \( u \) at \( x = 0 \), i.e. \( 1 - n/2 \), lies in the spectral gap \( (-n + 2, 0) \), we can compute \( u \) by inverting the operator \( h^2\Delta + 1 \) at weight \( \alpha = 1 - n/2 \) by means of Theorem 6.1 or 3.6. (Note here that \( h^2\Delta + 1 \) is invertible on \( H^s_{c,h} \) for all \( h > 0 \).) Thus,
\[
(h^2\Delta + 1)^{-1} \in \left( \frac{x}{x+h} \right)^2 \Psi_{c,h}^{-2} + \Psi_{c,h}^{-\infty}(\bar{E}_{h,\epsilon_h(2E_{h,\epsilon_h(2E_{h,\epsilon_h(2N_0)}))}) \subset H^{w,1-n/2}c,\epsilon_h(X),
\]
which maps \( f \) into \( H^{w,1-n/2}c,\epsilon_h(X) \) by parts (1) and (3) of Proposition 3.9. This establishes (6.12) for the power \( w \).

For \( w \in \left[ n/2, n/2 + 2 \right) \), \( (h^2\Delta + 1)^{-1} \) maps \( D_h^{w-2} \) into
\[
H^{w-2,1-n/2}c,\epsilon_h(X) \subset H^{w,1-n/2}c,\epsilon_h(X)
\]
for any \( \epsilon > 0 \) by Proposition 3.9(3), as claimed. Assuming inductively that \( D_h^{w-2} \subset H^{w,1-n/2}c,\epsilon_h(X) \) with \( w-2 \geq n/2 \), we obtain \( D_h^w \subset H^{w,1-n/2}c,\epsilon_h(X) \) by an analogous argument. Since \( D_h^w = D_h^{\text{Re }w} \) for any \( w \in \mathbb{C} \), the proof of part (2) is now complete.

Part (3) is an immediate consequence of part (2).
6.2 | Semiclassical propagation through cone points

In this section, we shall work locally near the conic point, i.e., near \( \partial X \). Thus, on the collar neighborhood

\[
X' := [0, x_0) \times \partial X \subset X,
\]

the metric \( g \) takes the form \( g = dx^2 + x^2 k(x, y, dy) \) as in (6.1). We are interested in the propagation of semiclassical singularities through the cone point \( x_0 = 0 \) for solutions of the equation

\[
(h^2 \Delta_g - 1) u = f,
\]

where \( u, f \) lie in a suitable semiclassical cone Sobolev spaces. We define

\[
H^{5, \alpha, \tau}_{c, h, \text{loc}}(X'), \quad \text{resp.} \quad D^w_{h, \text{loc}}(X')
\]

to consist of all \( u \) so that \( \phi u \in H^{5, \alpha, \tau}_{c, h}(X) \) (with respect to a smooth b-density on \( X \) as in Definition 3.7), resp. \( \phi u \in D^w_h(X) \) for all \( \phi \in C_c(\mathbb{R}^n) \). Here, we set \( D^w_h(X) = D\left( \left( h^2 \Delta_g + 1 \right)^{w/2} \right) \) (using the functional calculus for the Friedrichs extension of \( \Delta_g \) as in Theorem 6.3(2).

We need to assume the absence of semiclassical wave front set along null-bicharacteristics over the interior \( (X')^o \) which strike the conepoint. Now, any \textit{outgoing} unit speed geodesic \( \gamma(s) \) on \( (X', g) \), meaning \( \gamma \) is defined on \( (0, \epsilon) \) for some \( \epsilon > 0 \) and has the property that \( x(\gamma(s)) \to 0 \) as \( s \to 0 \), is necessarily radial, i.e. of the form \( \gamma(s) = (s, y_0) \) for some fixed \( y_0 \in \partial X \). Thus, writing covectors over a point in the interior \( (X')^o \) as

\[
\sigma \, dx + \eta, \quad \eta \in T^* \partial X,
\]

the set

\[
U^c := \{(z, \zeta) \in T^*(X')^o : |\zeta|^2_{g^{-1}} = 1, \quad \zeta \neq \sigma \, dx \text{ with } \sigma > 0 \}
\]

contains all covectors in the characteristic set of \( h^2 \Delta_g - 1 \) which do not correspond (via \( g \)) to the tangent vector of an outgoing unit speed geodesic.

We recall that a point \( (z, \zeta) \in T^*(X')^o \) does not lie in the semiclassical wave front set of order 0, denoted here by \( \text{WF}^0_h(u) \), of an \( h \)-tempered distribution \( u \) on \( (X')^o \) (i.e. \( u \in h^{-N} H^{-N}_{h, \text{loc}}((X')^o) \) for some \( N \)) if and only if there exists \( A \in \Psi_h((X')^o) \) with compactly supported Schwartz kernel so that \( Au \in L^2(X') \) is uniformly bounded in \( h \). Equivalently, in local coordinates, there exist cutoff functions \( \phi \in C_c(\mathbb{R}^n) \) identically 1 near \( z \), and a cutoff \( \psi \in C_c(\mathbb{R}^n) \) identically 1 near \( \zeta \) so that \( \psi F_h(\phi u) \in L^2(\mathbb{R}^n) \) uniformly as \( h \to 0 \), where \( F_h(u(\zeta)) = \int_{\mathbb{R}^n} e^{-iz \cdot \zeta} / h u(z) \, dz \) is the semiclassical Fourier transform.

**Theorem 6.6.** Let \( l \in \left( -\frac{n-2}{2}, \frac{n-2}{2} \right) \), and suppose that \( u \in h^{-N} D^{1+l}_{h, \text{loc}}(X') \) solves Equation (6.13) with \( f \in h D^{-1+l}_{h, \text{loc}}(X') \). (That is, \( \phi h^{-1} f \in D^{1+l}_{h, \text{loc}}(X') \) is uniformly bounded as \( h \to 0 \) for all \( \phi \in C_c(\mathbb{R}^n) \).) If \( \text{WF}^0_h(u|_{(X')^o}) \cap U^c = \emptyset \), then \( u \in D^{1+l}_{h, \text{loc}}(X') \).

The crucial point of this theorem is the fact it is a lossless propagation estimate as far as the number of powers of the semiclassical parameter \( h \) are concerned: \( u \) loses precisely one power of \( h \) relative to the right hand side \( f \). This is the loss one always has in semiclassical hyperbolic problems; see e.g. [50, Lemma 7.11] for a simple example, and [7, Appendix E.4] for a detailed account.

**Proof of Theorem 6.6.** Using Theorem 6.3, we may replace \( u, f \) by

\[
u' = \left( h^2 \Delta_g + 1 \right)^{1/2} u \in h^{-N} D^{1}_{h, \text{loc}}(X'), \quad f' = \left( h^2 \Delta_g + 1 \right)^{1/2} f \in D^{-1}_{h, \text{loc}}(X').
\]

We make the following two important observations:
(1) \((\hbar^2 \Delta _g + 1)^{1/2}\) and \(|\hbar^2 \Delta _g| - 1\) commute, hence \((\hbar^2 \Delta _g - 1)u' = f'\).

(2) Since for any \(\chi \in C^\infty (X^\circ)\), the operator \(\chi \cdot (\hbar^2 \Delta _g + 1)^{1/2}\) is a semiclassical b-pseudodifferential operator of order \(l\) by (3.7), we have \(WF_h(u'|_{(X')} \cup U) = \emptyset\), and thus \(u'\) lies microlocally in \(H^1_h\) on \(U\).

We can then apply the semiclassical propagation estimate [3, Proposition 7.2], combined with the elliptic estimate [3, Proposition 7.1]; in the notation of the reference, we have \(\text{supp} \mathcal{F} \mathcal{F}_{\text{b}}(u'|_{(X')} \cup U) = \emptyset\), and thus \(u'\) lies microlocally in \(H^1_h\) on \(U\).

\[\boxed{\hline}\]

Remark 6.7. Theorem 6.3 and Proposition 3.11 give the inclusions

\[h^{|\omega|}H_{b,h}^{0,\omega - n}(X) \subset D_h^{|\omega|}(X) \subset h^{-|\omega|}H_{b,h}^{0,\omega - n}(X)\]

for \(\omega \in \left(\frac{n}{2}, \frac{n}{2}\right)\), which allows for a translation of Theorem 6.6 into a propagation result on semiclassical b-Sobolev spaces allowing for a flexible choice of the weight at the conic point; this is however rather lossy in terms of powers of \(h\). One can in fact deduce almost sharp propagation estimates (losing \(1 + \epsilon\) powers of \(h\) for any \(\epsilon > 0\) for the entire range of weights allowed in Theorem 6.6) from real principal type and radial point estimates in a semiclassical cone calculus with variable orders, thus without relying on the delicate arguments of [3, 36]. Details will be given in future work.
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ENDNOTES

1 We use the same notation for an operator and its Schwartz kernel.

2 One could equivalently use powers of \(\sqrt{x^2 + \hbar^2}\).

3 In the main body of the paper, we will use a b-density on \(X\) rather than the metric density \(|dg|\), which leads to a shift of the weights in Theorem 6.3 by \(\frac{n}{2}\) relative to the present statement.

4 This space is called a cone Sobolev space in [24, §6].

5 Locally, such elements are Fourier transforms of symbols of \(m\); the shift of the order by \(\frac{1}{4}\) is due to the standard normalization of conormal distributions, see [17, §2.4].

6 Over \(x > 0\), this is the usual semiclassical principal symbol \(\hbar \sigma_m: \Psi_m^n(X^\circ) \to (S^m/hS^{m-1})(N^* \text{diag} X^\circ)\).

7 One can take this as the definition of the radial compactification, similarly to [33, Equation (4.92)]. Alternatively, if \(\hbar N \Delta X \equiv [0, \infty)_{\nu} \times \hbar \Delta X\) is a local trivialization, giving \(\hbar N \Delta X^2 \equiv [0, \infty)_{\nu} \times [0, \infty)_{\nu} \times (\hbar \Delta X)^2\), we have \(\hbar N \Delta X^2 = [0, \infty)_{\nu} \times \left[\left(S^1_{+}\right)_{\nu} \times (\hbar \Delta X)^2\right]_{\nu}\), where \(r = (x, x')\), \(\delta = (x, x')(x, x')\) (lying in the first quadrant), and then \(\hbar N \Delta X^2 = [0, \infty)_{\nu} \times \left[\left(S^1_{+}\right)_{\nu} \times (\hbar \Delta X)^2\right]_{\nu}\).

8 The definition (3.10) is more economical than the standard definition of the b-scattering-double space, which is the blow-up of the b-double space of \(\hbar N \Delta X\), defined as \(\hbar N \Delta X^2 = \left[\hbar N \Delta X\right]^2 = \left[\hbar N \Delta X\right]^2 = \left(\hbar N \Delta X\right)_{\text{bc}}\), at the intersection of the lifted diagonal with \(\left(\hbar N \Delta X\right)_{\text{bc}}\); let us call the resulting space the extended b-scattering-double space \('\hbar N \Delta X'\) in \(\hbar N \Delta X_{\text{bc}}\). This is the blow-up of \(\left(\hbar N \Delta X\right)_{\text{bc}}\) at the (lifts of) \(H^1_{\text{bc}}\) and \(H^2_{\text{bc}}\), i.e. the blow-up of the top left and bottom right corners in the right panel of Figure 3.1. But Schwartz kernels of our large b-scattering calculus vanish to infinite order at the lift of \(\text{ff}_{\text{bc}}\), hence passage to the extended double space \('\hbar N \Delta X'\) in \(\hbar N \Delta X_{\text{bc}}\), and demanding infinite order vanishing of Schwartz kernels at the two new front faces, does not enlarge the space of b-scattering operators. We remark, with foresight, that if we consider the extended semiclassical cone double space \('X'\) defined in Definition 3.3 below, its transition face, which arises from \(tf\) by blowing up \(tf \cap \text{sf} \cap lb\) and \(tf \cap \text{sf} \cap rb\), is naturally diffeomorphic to \('\hbar N \Delta X'\) in \(\hbar N \Delta X_{\text{bc}}\); and it is this latter double space which is a more convenient double space for the study of compositions of b-scattering ps.d.o.s in the semiclassical cone context, this foreshadows Lemma 3.4 and Proposition 3.5 below.
This amounts to constructing, for $C > 0$ exceeding $\sup |\partial_\nu \sigma(A)|^2$, an element $B \in \Psi^0(X)$ such that $C - A^* A = B^* B + R$ where $R$ has trivial principal $c_h$-symbol, i.e. $R \in \rho^{-\infty}_d \Psi^{-\infty}(X)$. Note that this construction of an approximate square root only uses the principal symbol, and the proof in the reference can thus be followed with only minor modifications.

That is, there exists $b \in S^{-m}(N^\nu \text{diag}(\partial_\nu))$ so that $b \cdot \hat{\partial_\nu} \sigma(A) - 1 = 0 \in (S^\nu/\rho^\nu S^{-1})(N^\nu \text{diag})$.

Equivalently, $H^{\nu}_0(X)$ for $s < 0$ consists of allextendible distributions \cite[Appendix B]{} on $X^s$ which are of the form $u = u_0 + Au_1$ with $u_0, u_1 \in L^2_0(X)$ and $A \in \Psi^{-s}_0(X)$ a fixed elliptic operator. As the norm of $u$, one can then take $\inf \|u_0\| + \|u_1\|$, the infimum taken over all such decompositions.

We write $\mathcal{A}_1 \setminus \mathcal{A}_2 \setminus \cdots$ for $\pi^{-1}_{c_h \chi}(\mathcal{A}) = \mathcal{B}_1 \cup \mathcal{B}_2 \cup \cdots$.

This operator has the same form as (2.3) upon restricting the sum in (2.3) to $j = m$; note that in (2.3) the spectral parameter—here $\tilde{\omega}$—was incorporated into $A$ there.

The full ellipticity assumption implies invertibility for sufficiently large negative $\lambda$ in view of Theorem 3.6 with $\omega = -\lambda/|\nu|$ and $h = |\nu|^{-1/m}$, hence this merely serves to exclude the possibility of spectrum in a large but finite interval $[-C, 0]$.

Note that the full ellipticity of the operator $\tilde{H}^\nu A_0 + 1$ implies its invertibility for small $0 < h, \tilde{h} < c$, and thus of $A_3 - \tilde{\lambda}$ for $\tilde{\lambda} < -c^{-1}$. The requirement that $A_3 - \tilde{\lambda}$ be fully elliptic for all $\tilde{\lambda} \in (-\infty, 0]$ merely takes care of the remaining bounded set of values $-c^{-1} \leq \tilde{\lambda} \leq 0$, and implies the invertibility of $A_3 - \tilde{\lambda}$ for these $\tilde{\lambda}$ for all $0 < h < h_0$ provided $h_0 \in (0, c]$ is sufficiently small.

Since full ellipticity of $A_3 - \tilde{\lambda}$ is an open condition in $\tilde{\lambda} \in \mathbb{C}$, there exists $\varepsilon > 0$ small guaranteeing the invertibility of $A_3 - \tilde{\lambda}$ for $\tilde{\lambda} \in \gamma_\varepsilon$ with $|\tilde{\lambda}|$ bounded by any fixed constant. For large (independent of $\varepsilon \in (0, 1)$) $\tilde{\lambda} \in \gamma_\varepsilon$ on the other hand, invertibility follows from Theorem 4.3.

The degeneration of the spectral gap for $n = 2$ is the reason why we assume $n \geq 3$ here. Indeed, part (3) in Definition 2.4 of full ellipticity cannot be satisfied for $n = 2$.

Indeed, in (3.27) we constructed approximate right and left inverses for this operator where the error terms $R_{\varepsilon,1}$, resp. $R_{\varepsilon,2}$ are compact operators when acting on the codomain, resp. domain of (6.8); indeed these operators map into spaces of functions on $T^*\mathbb{R}^2\mathbb{E}$ which decay rapidly at fiber infinity, and which have infinite $b$-regularity and better decay at the zero section than their respective domains.

The shift of $\frac{1}{2}$ in the weight is due to the different volume densities: the metric density for $c_h(\mathbb{X})$ exceeds that for $c_h\sigma(\mathbb{X})$—was $\frac{1}{2}$ for the first version of this paper appeared, the proved a sharpening of Theorem 6.6 which, roughly speaking, improves the estimate on $u$ by a power of $h + x$. This is however only a gain right at the cone point in the high frequency limit. See \cite[§5.1]{29}.

The proof of \cite[Proposition 7.2]{15} shows that $\mathcal{Q}$ can have to be elliptic on the compressed characteristic set near the cone point; in the notion of said proof, this is the operator $B$ in \cite[p. 33]{15}. The elliptic estimate \cite[Proposition 7.1]{15} estimates $u^\nu$ in the complement of the compressed characteristic set. Altogether, this thus gives estimates globally in the fibers of the $b$-cotangent bundle near the cone point.
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APPENDIX: A REVIEW OF B-ANALYSIS

We refer the reader to [8, 29, 32, 33, 35] for details on various aspects of b-analysis relevant to the present paper. A particularly reader-friendly account is given in [13]. Here, we only briefly collect some of the key notions. Let \( X \) denote an \( n \)-dimensional manifold with corners, which is locally modelled on

\[
\mathbb{R}_k^n = [0, \infty)^k \times \mathbb{R}_{n-k}^\alpha
\]
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for various $0 \leq k \leq n$. We assume that $\partial X$ is the union of embedded hypersurfaces $M_1(X) = \{ H_1, \ldots, H_N \}$. Denote by $\rho_{H_i} \in C^\infty(X)$ a defining function, so $\rho_{H_i} \geq 0$, $H_i = \rho_{H_i}^{-1}(0)$, and $\partial \rho_{H_i} \neq 0$ on $H_i$. The space $V_0(X) \subset \mathcal{V}(X) = C^\infty(X; TX)$ of $b$-vector fields consists of all smooth vector fields which are tangent to $\partial X$; it can be identified with the space of smooth sections of the b-cotangent bundle $bTM$, with local frame $x_i \partial_{x_i}, \partial_{\bar{y}_j}$, $1 \leq i \leq k$, $1 \leq j \leq n - k$. The dual bundle is the b-cotangent bundle $b^\ast T^\ast X$.

For a $b$-differential operator $A \in \Diff^m_b(X)$, i.e. a locally finite sum of up to $m$-fold products of $b$-vector fields, we define its normal operator $N_H(A) \in \Diff^m_b(N_HX)$ at $H \in M_1(X)$ by freezing coefficients (here $N_HX$ is the inward pointing normal bundle, defined to contain the zero section). In local coordinates as above, in which $H$ is given by $x_1 = 0$, and $x' = (x_2, \ldots, x_k)$, we can write $A = \sum a_{\alpha\beta}(x_1, x', y)(xD_x)^\alpha D_y^\beta$, where $a_{\alpha\beta} \in C^\infty$, and $(xD_x)^\alpha := \prod_{i=1}^k (x_i D_{x_i})^{\alpha_1}$; then $N_H(A) = \sum a_{\alpha\beta}(0, x', y)(xD_x)^\alpha D_y^\beta$. Fixing a defining function $\rho_H$ of $H$, and working in coordinates in which $x_1 = \rho_H$, the Mellin transformed normal operator $\hat{N}_H(A)(\sigma)$ is defined by replacing $x_1 D_{x_1}$ by $\sigma$ in the expression for $N_H(A)$. Furthermore, we say that $A$ is said to be elliptic if the polynomial $\sum_{|\alpha|+|\beta|=m} a_{\alpha\beta}(x, y) \xi^\alpha \eta^\beta$ does not vanish for $(0, 0) \neq (\xi, \eta) \in \mathbb{R}^k \times \mathbb{R}^{n-k}$.

For $\sigma \in \mathcal{M}_b^0(X)$, we define the space of distributions conormal to the boundary, $\mathcal{A}^\omega(X)$, to consist of all distributions on $X^\circ$ which lie in $\sigma^\omega L^\infty(X)$ together with all their derivatives along any finite number of $b$-vector fields; here $\sigma^\omega := \prod_{H \in \mathcal{M}_b^0(X)} \rho_H^\omega$. We furthermore define $L^2_b(X)$ as the $L^2$-space for a smooth $b$-density on $X$, which is locally a smooth positive multiple of $\frac{dx_1 \ldots dx_k dy_1 \ldots dy_{n-k}}{x_1}$; $b$-Sobolev spaces $H^s_b(X) = \sigma^s H^s_b(X)$ are then defined for $s \in \mathbb{N}_0$ by membership of all $b$-derivatives up to order $s$ in $\sigma^s L^2_b(X)$, and for general $s \in \mathbb{R}$ by duality and interpolation. Semiclassical $b$-Sobolev spaces $H^s_{b, \mathbb{R}}(X) = \sigma^s H^s_{b, \mathbb{R}}(X)$ are equal to $H^s_{b, \mathbb{R}}(X)$ as sets, but with $h$-dependent norms: in local coordinates and for $s \in \mathbb{N}_0$,

$$\|u\|_{H^s_{b, \mathbb{R}}(X)}^2 = \sum_{|\alpha|+|\beta| \leq s} \left\| x^{-\alpha}(hx D_x)^\beta (hD_y)^\gamma u \right\|^2_{L^2(A_X)}.$$

An index set $\mathcal{E} \subset \mathbb{C} \times \mathbb{N}_0$ satisfies, by definition, that $(\sigma, k) \in \mathcal{E}$ implies $(\sigma + j, \ell) \in \mathcal{E}$ for all $j \in \mathbb{N}_0$, $0 \leq \ell \leq k$, and that $\mathcal{E}$ contains only finitely many elements $(\sigma, k)$ for which $\Re \sigma$ is smaller than any fixed constant. Polyhomogeneity, or $\mathcal{E}$-smoothness, of a conormal distribution $u$ on a manifold $X$ with boundary $H = \partial X$ then means that there exist $u_{\sigma, k} \in C^\infty(\partial X)$, $(\sigma, k) \in \mathcal{E}$, such that $u = \sum_{\sigma \in \mathcal{E}} u_{\sigma, k} \rho_H^\sigma |\log \rho_H|^k \in \mathcal{A}^N(X)$ for all $N \in \mathbb{R}$. More generally, for a collection $\mathcal{E} = \{ E_H : H \in M_1(X) \}$ of index sets on a manifold with corners, we say that $u$ is $\mathcal{E}$-smooth if at each $H \in M_1(X)$ it is $E_H$-smooth with coefficients which are polyhomogeneous distributions on $H$, with index set at all non-empty boundary hypersurfaces $H \cap H', H' \in M_1(X)$, of $H$ given by $E_H'$. If this holds, we write $u \in \mathcal{A}_p^\mathcal{E}(X)$. We also recall the definition

$$\mathcal{E} \overline{\cup} \mathcal{F} := \mathcal{E} \cup \mathcal{F} \cup \{(z, j + k + 1) : (z, j) \in \mathcal{E}, (z, k) \in \mathcal{F}\} \quad (A.1)$$

of the extended union of two index sets $\mathcal{E}, \mathcal{F}$.

Let $S \subset X$ be a $p$-submanifold, i.e. given in suitable local coordinates by the vanishing of $x'$ and $y'$ for some splittings $(x_1, \ldots, x_k) = (x', x'')$ and $(y_1, \ldots, y_{n-k}) = (y', y'')$. If $x' = x$, we call $S$ a boundary $p$-submanifold, otherwise it is a interior $p$-submanifold. The blow-up $[X; S]$ is then defined as $(X \setminus S) \setminus SN^+S$, where $SN^+S$ is the spherical (i.e. quotient by the fiber-wise dilation action on the) inward pointing normal bundle, with smooth structure defined by declaring polar coordinates around $S$ to be smooth down to the origin; one then calls $SN^+S$ the front face of $[X; S]$. The natural map $\beta : [X; S] \to X$ (given on $SN^+S$ by projection to the base $S$) is called the blow-down map. If $T \subset X$ is another $p$-submanifold which near $T \cap S$ can be expressed in the same local coordinates by the vanishing of another subset of these coordinates, we define the lift of $T$ to $[X; S]$ by $\beta^{-1}(T)$ if $T \subset S$, and by $\beta^{-1}(T \setminus S)$ otherwise.

If $X, X'$ are two manifolds with corners, with boundary defining functions $\rho_H (H \in M_1(X))$ and $\rho'_{H'} (H' \in M_1(X'))$, we say that a smooth map $F : X \to X'$ is a $b$-map if for all $H' \in M_1(X')$, either $F^* \rho'_{H'} \equiv 0$, or

$$F^* \rho'_{H'} = a_{H'} \prod_{H \in M_1(X)} \rho_H(\rho_H'H').$$
where \( a_{H'} \in C^\infty(X) \) is non-vanishing, and \( e(H, H') \in \mathbb{N}_0 \). If the first possibility does not occur for all \( H', F \) is an interior b-map; we henceforth only consider such \( F \). Push-forward \( F_* : T_xX^\circ \to T_{F(x)}(X')^\circ \) extends by continuity to the b-differential \( bF_* : bT_xX \to bT_{F(x)}(X')^\circ \), \( x \in M \). If this map is surjective for all \( x \in M \), we say that \( F \) is a b-submersion; if in addition the exponents \( e(H, H') \) have the property that for all \( H \in M_1(X) \) there exists at most one \( H' \in M_1(X') \) such that \( e(H, H') \neq 0 \) (equivalently: \( F \) does not map a boundary hypersurface of \( X \) into a corner of \( X' \) of codimension 2 or higher), we call \( F \) a b-fibration.

If \( S \subset X \) is a p-submanifold and \( p \in S \), denote by \( bT_pS \subset bT_pX \) the space of all b-tangent vectors \( V|_p \) where \( V \in \mathcal{Y}_b(X) \) is tangent to \( S \). We then say that an interior b-map \( F \) is transversal to \( S \) if at each \( p \in S \), the b-nullspace \( b\text{null}(F) = \ker(bF_*) \) and \( bT_pS \) are transversal as subspaces of \( bT_pX \). If for \( q \in X \) we denote by \( F_a(q) \) the largest codimension boundary face of \( X \) containing \( q \) (so \( q \) lies in the interior \( F_a(q)^\circ \)), this condition is equivalent to \( F|_{F_a(q)^\circ} : F_a(q)^\circ \to X' \) being transversal (in the standard sense) to \( S \cap F_a(q) \) for all \( q \in S \).