Deep Reinforcement Learning for Optimal Power Flow with Renewables Using Graph Information
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Abstract—Renewable energy resources (RERs) have been increasingly integrated into large-scale distributed power systems. Considering uncertainties and voltage fluctuation issues introduced by RERs, in this paper, we propose a deep reinforcement learning (DRL)-based strategy leveraging spatial-temporal (ST) graphical information of power systems, to dynamically search for the optimal operation, i.e., optimal power flow (OPF), of power systems with a high uptake of RERs. Specifically, we formulate the OPF problem as a multi-objective optimization problem considering generation cost, voltage fluctuation, and transmission loss, and employ deep deterministic policy gradient (DDPG) to learn an optimal allocation strategy for OPF. Moreover, given that the nodes in power systems are self-correlated and interrelated in temporal and spatial views, we develop a multi-grained attention-based spatial-temporal graph convolution network (MG-ASTGCN) for extracting ST graphical correlations and features, aiming to provide prior knowledge of power systems for its sequential DDPG algorithm to more effectively solve OPF. We validate our algorithm on modified IEEE 33, 69, and 118-bus radial distribution systems and demonstrate that our algorithm outperforms other benchmark algorithms. Our experimental results also reveal that our MG-ASTGCN can significantly accelerate DDPG’s training process and performance in solving OPF.

Index Terms—Optimal power flow (OPF), renewable energy resources (RERs), deep reinforcement learning (DRL), graph convolution, attention mechanism.

I. INTRODUCTION

There has been an exponential growth of distributed renewable energy resources (RERs) in power systems for mitigating global climate change and providing affordable electricity to customers\textsuperscript{[1]}. Although the adoption of RERs in conventional power systems offers various benefits, such as decarbonizing the electricity market and reducing the energy supply costs, the integration of RERs into power systems, at the same time, poses significant challenges due to their intermittent nature\textsuperscript{[2]}. One of the major challenges is that the RERs lead to consecutive and fast changes of the optimal operating point in power systems\textsuperscript{[3]}. Calculating the optimal operating point is known as solving the optimal power flow (OPF) problem, which is formulated to minimize the cost of power generation while satisfying power systems’ operating constraints\textsuperscript{[4]}. Various external factors, such as changes in solar irradiation and wind velocity, cause stochastic and non-dispatchable generation of RERs, inevitably leading to continuous changes of power flow. Moreover, since the number of newly installed RER systems cannot be accurately predicted, several technical issues can also occur, such as voltage fluctuations and harmonic distortions, threatening power systems’ stability and can cause potential economic losses. These challenges motivate our work to take both uncertainty and stability factors into consideration and to optimize power flow efficiently for power systems with a high penetration of RERs.

The existing studies on solving OPF can be briefly categorized into three classes—numerical, model-based, and deep-learning algorithms, which all suffer from significant drawbacks. 1) Numerical methods, such as Gauss-Seidel and Newton-Raphson algorithms, are extremely difficult to converge because of the uncertainties brought by RERs when solving OPF\textsuperscript{[5]}; 2) Model-based algorithms can be less effective when it comes to large-scale power systems, as most of model-based methods are highly dependent on accurate knowledge of given power systems\textsuperscript{[6]}. Besides, they are also sensitive to initialization values and can trap into local optimum\textsuperscript{[7]}; 3) Deep-learning methods require a large amount of historical data to train an accurate deep-learning model\textsuperscript{[8]}, becoming a barrier to the adoption of deep-learning methods. In particular, it is inherently challenging for deep-learning methods to react quickly to dynamic changes of optimal operating point.

To overcome the aforementioned drawbacks, this paper introduces deep reinforcement learning (DRL) to solve the OPF problem. DRL is well suitable to capture the dynamic features in RERs-rich power systems, and thus powerful in solving the OPF problem. However, learning a stable and well-performed DRL-based strategy is time-consuming due to its slow convergence in complex systems, such as OPF of power systems\textsuperscript{[9]}. How to extract effective information from complex power systems becomes an essential to accelerate the learning of DRL algorithms. Due to the strong coupling in OPF problems, the nodes (e.g., buses) in power systems are self-correlated and interrelated in temporal and spatial views, containing a prior knowledge of power systems that can play a significant role in assisting the DRL model to solve OPF more effectively. Existing studies did not capture such effective features, e.g., the spatial-temporal (ST) information, about power flows. Therefore, we develop a multi-grained attention-based spatial-temporal convolution network (MG-ASTGCN)
to extract ST correlations through attention mechanism and ST features through graph convolution, providing effective information for the DRL algorithm.

The main contributions of our work are summarized as follows.

- **Solving OPF by DRL**: We propose a DRL-based strategy using DDPG leveraging ST graphical information to solve OPF with a high renewable penetration in power systems. Our method can dynamically dispatch power flow, search for the optimal operating point, and quickly respond to uncertainties brought by RERs. Our DRL algorithm demonstrated to outperform benchmark algorithms, such as harris hawk optimization (HHO) and grey wolf optimization (GWO), through simulations.

- **Extraction of Spatial and Temporal Information**: We develop the multi-grained attention-based spatial-temporal graph convolution network (MG-ASTGCN) to fully extract ST information in dynamic power flow, where the attention mechanism and graph convolution are adopted for mining ST correlations and features, respectively. Additionally, given that the power flow exhibits periodic patterns in different time scales, we construct multi-grained power flow time-series to capture multi-scale ST information. MG-ASTGCN can provide global prior knowledge of power systems for the DRL algorithm to accelerate its convergence in solving OPF.

II. SYSTEM MODEL

We consider a distributed power distribution network whose power generation is supported by fuel energy, wind power, and solar PV power. Wind and solar PV power are regarded as the most representative RERs with the largest installed capacities [1]. The high uptake of RERs introduces uncertainties and leads to the voltage fluctuation making the OPF problem more challenging. We formulate the OPF problem into a multi-objective OPF (MO-OPF) optimization problem, in which both uncertain factors and voltage fluctuation control are considered. An overview of the presented work is illustrated in Fig. 1.

A. Power Generation Cost

The OPF problem usually aims to minimize the power generation cost while satisfying power systems’ operating constraints. For fuel energy resources, considering the valve-point effect modeled as a sinusoidal function [10], the generation cost of the ith thermoelectric generator can be formulated as

$$C_{i,t} = a_i \left( P_{i,t}^2 + b_i P_{i,t} + c_i + |d_i \sin e_i (P_{i,t} - P_{i,\text{avg}}) \right),$$

(1)

where $P_{i,t}$ and $P_{i,\text{avg}}$ represent the scheduled and minimal power outputs, respectively, and $a_i$, $b_i$, $c_i$, $d_i$, and $e_i$ are constant coefficients.

Due to the intermittent nature of RERs, the cost related to RERs can be divided into two parts: 1) the direct power generation costs for wind and solar PV power are regarded as the generation cost [11] and 2) the mismatch cost between scheduled and available power generation [12]. The direct power generation costs for wind and solar PV power are presented, respectively as

$$C_{w,j} = f_j P_{w,j},$$

(2)

$$C_{s,k} = g_k P_{s,k},$$

(3)

where $f_j$ and $g_k$ are constant coefficients.

The power mismatch occurs when wind and solar PV power generation are lower or higher than their schedules, resulting in power overestimation or underestimation from uncertain sources, respectively. The variability of RERs can be modeled by an associated probability density function. The power generation cost for power overestimation, namely its reserve cost, can be defined for wind and solar PV power, respectively as

$$C_{w,j}^o = E \left[ h_{w,j}^o \left( P_{w,j} - P_{w,j}^a \right) \right],$$

(4)

$$C_{s,k}^o = E \left[ h_{s,k}^o \left( P_{s,k} - P_{s,k}^a \right) \right],$$

(5)

where $h_{w,j}^o$ and $h_{s,k}^o$ represent constant coefficients.

On the contrary, under power underestimation circumstance, if there is no mechanism to reduce power generation from thermoelectric generators, the redundant power generation will be curtailed. We define penalty costs for wind and solar PV power, respectively as

$$C_{w,j}^p = E \left[ h_{w,j}^p \left( P_{w,j}^a - P_{w,j} \right) \right],$$

(6)

$$C_{s,k}^p = E \left[ h_{s,k}^p \left( P_{s,k}^a - P_{s,k} \right) \right],$$

(7)

where $h_{w,j}^p$ and $h_{s,k}^p$ are defined as constant coefficients.

B. Voltage Fluctuation Control

Voltage fluctuation occurs in power systems especially in the presence of RERs, which greatly degrades the performance of electronic equipment and poses potential security risks on consumers. To mitigate voltage fluctuations, we consider voltage control with metric $F$ defined as

$$F = \sum_{j=1}^{N} \left| V_{j}^{t_o} - \frac{1}{T_d} \sum_{t=1}^{T_d} V_{j}^{t_o-t} \right|,$$

(8)
to describe nodes’ voltage stability. In Eq. (8), \( N \) represents the number of buses in the given power system, including all power generators, and \( V_j^n \) is the \( j \)th bus voltage at \( t_0 \).

C. Power Loss

Transmitting power to consumers inevitably leads to power losses in power systems, and the power losses can be formulated as

\[
L = \sum_{b=1}^{N_b} G_{i,j} \left[ V_i^2 + V_j^2 - 2V_iV_j \cos (\delta_{ij}) \right],
\]

where \( N_b \) is the total number of branches in the power system, \( \delta_{ij} = \delta_i - \delta_j \) represents the voltage angle difference between the \( i \)th and \( j \)th buses, and \( G_{i,j} \) is the transfer conductance of the \( i \)th branch connecting the \( i \)th and \( j \)th buses.

D. MO-OPF Formulation

To minimize power generation cost, mitigate voltage fluctuation, and reduce power loss, we consider them as three objectives of the MO-OPF optimization problem defined in Eq. (10)-(12):

\[
\begin{align*}
\min & \quad \sum_{i=1}^{N_i} C_{r,i} + \sum_{j=1}^{N_v} \left( C_{w,j} + C_{w,j}^{\prime} + C_{w,j}^{\prime\prime} \right) \\
& \quad + \sum_{k=1}^{N_b} \left( C_{s,k} + C_{s,k}^{\prime} + C_{s,k}^{\prime\prime} \right), \\
\text{min} & \quad F, \\
\text{min} & \quad L.
\end{align*}
\]

The above objectives are subject to physical constraints that ensure the safe operation of power systems, formulated as

\[
\begin{align*}
P_{gi} - P_{li} &= V_i \sum_{b=1}^{N_b} V_j \left( G_{i,j} \cos \delta_{ij} + B_{i,j} \sin \delta_{ij} \right), \\
Q_{gi} - Q_{li} &= V_i \sum_{b=1}^{N_b} V_j \left( G_{i,j} \sin \delta_{ij} + B_{i,j} \cos \delta_{ij} \right), \\
P_i &\leq P_{li} \leq \bar{P}_i, \quad i = 1, \cdots, N, \\
Q_i &\leq Q_{li} \leq \bar{Q}_i, \quad i = 1, \cdots, N, \\
V_i &\leq V_{li} \leq \bar{V}_i, \\
|S_b| &\leq S_{lb}, \quad b = 1, \cdots, N_b,
\end{align*}
\]

where \( \bar{P}_i \) and \( \bar{Q}_i \) are the maximal active and reactive power of the \( i \)th bus, respectively, and \( S_{lb} \) represents the maximal apparent power on the \( b \)th branch. Note that both \( V_{li} \) and \( S_{lb} \) are complex numbers of voltage and apparent power, respectively.

III. METHODOLOGY

In this section, we propose a DRL-based algorithm to solve the MO-OPF problem described in Eq. (10)-(15), which is reformulated into a Markov decision process (MDP). DDPG is then adopted to solve the derived MDP for its state-of-the-art performance among various DRL algorithms. Moreover, the MG-ASTGCN is introduced to fully extract ST information in power systems, which assists the learning in the sequential DDPG for better performance.

A. Spatial-Temporal Correlations Extraction via MG-ASTGCN

1) Preliminaries of MG-ASTGCN: Power system can be modeled as an undirected graph \( G = (V, E, A) \), as illustrated in Fig. 2. Each node \( v_t \) generates a feature vector \( x_t \) for gathering local stationary information in each time interval, as formulated in Eq. (19). The aggregate form of feature vector of \( G \) is shown in Eq. (20).

\[
x_t = \left(P_t, Q_t, V_t, S_{i,j}, S_{i,j}, \cdots \right)^T, \\
X = \left(x_1, x_2, \cdots, x_N \right).
\]

Considering periodic patterns in power flow [1], e.g., daily and weekly patterns, a multi-grained vector constructor is developed to better capture temporal correlations of a series of \( G \), as shown in Fig. (3), which divided the \( G \) into recent, daily, and weekly patterns, respectively, and \( n_d \) represents the frequency of adjusting power flow per day.

The framework of the proposed MG-ASTGCN is illustrated in Fig. 3 including graph transformation operation, multi-grained vector constructor, and ASTGCN. ASTGCN is introduced to take multi-grained segments defined in Eq. (21)-(23) as inputs, in which each segment passes through several ST components for ST information extraction. The structure of one ST component is illustrated in Fig. 4.

2) Spatial-Temporal Attention Mechanism: The ST attention mechanism is conducted before graph convolution, as shown in Fig. 4. The idea is to pay more attention to valuable graphical information in both spatial and temporal perspectives on \( G \) for the sequential convolution operations, which can be considered as graph preprocessing.
Spatial Attention: Mutual influence between each node and its neighboring nodes varies dynamically due to changes of power flows. Hence, an attention mechanism in spatial dimension is developed to capture the dynamic correlations among nodes [13], which can be formulated as
\[
S = V_s \odot \sigma \left[ (X^{n-1} W_i)^T W_{dk} (W_i X^{n-1}) + b_s \right],
\]
where \(V_s, W_i, W_{dk}, b_s\) are all learnable parameters. Note that the sigmoid function \(\sigma(\cdot)\) is employed as the activation function. \(S\) represents the spatial attention matrix, whose element \(s_{i,j}\), named attention weight, semantically describes the correlation strength between the \(i\)th and \(j\)th nodes. Besides, its normalized \(S'\) will be adopted for graph convolution to adjust connection weights among nodes.

Temporal Attention: Similar to the above spatial attention, the temporal attention mechanism can be formulated to track temporal correlations of each node’s state as
\[
E = V_e \odot \sigma \left[ (U_n X_{lat}^{n-1})^T U_{dk} (U_i X^{n-1}) + b_e \right],
\]
where \(V_e, U_n, U_{dk}, b_e\) are all learnable parameters. \(E'\) is used for adding temporal correlations to the ST component’s input \(X^n\), as shown in Fig. 4.

3) Spatial-Temporal Convolution: The ST convolution consists of spatial graph convolution and temporal standard convolution, aiming to extract ST features, and reduce dimensions of inputs to be applicable for our DRL algorithm.

Spatial Graph Convolution: Graph convolution is defined as a convolution operation implemented by using linear operators diagonalizing in the Fourier domain to replace the classical convolution operator [14], which can be expressed as
\[
\text{ReLU}(g_\theta *_{G} x) = \text{ReLU}[g_\theta \left( L \right) x],
\]
where \(L\) and \(\tilde{L}\) are \(G\)’s original and normalized Laplacian matrix, \(*_G\) represents the graph convolution operator, \(g_\theta\) is the convolution filter, \(T_k\) is the \(k\)th order Chebyshev polynomial with \(\theta_k\) referred as its coefficient, and the rectified linear unit (ReLU) is adopted as the activation function.

Temporal Convolution and Feature Compression:

According to the procedure in Fig. 4, the standard convolution operation is conducted in the temporal dimension, taking the result of spatial graph convolution as the input, which can be formulated as
\[
X^{n+1} = \text{ReLU} \left\{ h_\theta \ast \left[ \text{ReLU} \left( g_{\theta} *_{G} X^n \right) \right] \right\},
\]
where \(h_\theta\) is the standard convolution filter.

To apply the results of MG-ASTGCN as prior graphical knowledge for our DRL algorithm, the outputs in different time scales are fused and then fed into a fully-connected neural network layer for compression, as shown in Fig. 3 which can be presented as
\[
y = \text{ReLU} \left\{ \text{Dense} \left[ \text{concat} \left( X^{n+1}_l, X^{n+1}_d, X^{n+1}_w \right) \right] \right\},
\]
(30) where \(\text{concat}\) represents the concatenating operation for the above three outputs, and \(\text{Dense}\) is referred as a fully-connected layer for feature compression.

B. Solving the MO-OPF Problem via DRL

1) MDP Modeling: Solving MO-OPF can be considered as a consecutive decision-making process. We model the developed MO-OPF problem as a dynamic MDP [9], consisting of four parts: \((S, A, P, R)\).

State \(S\): For the \(i\)th node in \(G\), its state \(s_i^t\) is the feature vector \(x_i^t\) in Eq. (19).

Action \(A\): For each power generator, only its active power \(P_i^t\) and voltage \(V_i^t\) can be controlled. Thus, the action space of the \(i\)th node can be expressed as \(a_i^t = \{P_i^t, V_i^t\}\).

Probability \(P\) is the probability of a transition to the next state \(s_i^{t+1}\) from the current state \(s_i^t\) taking selected action \(a_i^t\). In DRL, an action strategy is learned to deal with different states, denoted by \(\pi : S \rightarrow P(\mathcal{A})\), which maps states to a probability distribution over actions. Note that \(\mathcal{P}^\pi\) is different from \(P\), in which the probabilistic strategy \(\mathcal{P}^\pi\) is affected by both the inherent transition probability \(\mathcal{P}\) and the selected actions.

Reward \(R\): Reward \(r_i^t\) is obtained after taking action \(a_i^t\) at state \(s_i^t\). The goal of DRL is to maximize the reward by learning an optimal action strategy \(\pi\). Hence, designing an appropriate reward function \(R\) based on objectives and constraints defined in Eq. (10)-(18) plays a significant role in solving MO-OPF via DRL. In this paper, a reward function \(R(\cdot)\), composing of 8 sub-reward functions from \(r_1(\cdot)\) to \(r_8(\cdot)\) is proposed to reduce power generation cost, alleviate voltage fluctuation, and satisfy operating constraints in power systems, which are formulated in Eq. (33)-(44). Note that, \(N_g\) is the total number of generators, \(C_{d,i,j}^w\) and \(C_{d,i,j}^p\) represent the summation of direct, reserve, and penalty cost of power generation for wind and solar PV power, respectively; \(r_i^t\) is the standard line loss rate, and \(I_i\) is the current value, together with its corresponding thermal limit \(T_i\) [15].

2) Solving MDP by DDPG: The objective of DRL is to maximize the expected reward \(R_\theta\) based on the action policy \(a = \pi_\theta(s)\), expressed as
\[
\tilde{R}_\theta = \mathbb{E}_{\alpha_\theta \sim \pi_\theta, x^{t+1} \sim \text{Env}} \left[ R(\tau) \right] = \sum_\tau R(\tau) P(\tau \mid \theta),
\]
(31)
where $\theta$ represents the parameters of $\pi$, and $\tau$ is the trajectory of power flow reallocation, recording all the 4-tuple transitions $\{s^t, a^t, r^t, s^{t+1}\}$ from the beginning of $\tau$ to its end. We then introduce DDPG [16] to maximize Eq. (31), where the policy gradient method presented in Eq. (32) is applied in DDPG to update our action policy as

$$\theta \leftarrow \theta - \eta \nabla \hat{R}_\theta,$$

(32)

$$R = \sum_{i=1}^{N} w_i r_i, \quad r_i = r_{\tilde{t}_i}, \quad i = 5, 6, 7,$n

(33)

$$r_1 = -\sum_{i=1}^{N} C_{i}, \quad r_2 = -\sum_{i=1}^{N} \frac{P_i}{\sum_{i=1}^{N} P_i}, \quad r_3 = 1 - \frac{1}{N_0} \sum_{i=1}^{N_0} \min \left( \frac{I_i}{T_i + \epsilon}, 1 \right),$$

(34)

$$r_4 = -F, \quad r_5 = \frac{1}{N^e} \left( \sum_{i=1}^{N^e} 1 - \frac{P_i}{\bar{P}_i} \right), \quad \forall \bar{P}_i > \bar{P}_i,$$

(35)

$$\tilde{r}_5 = \exp(r_4) - 1, \quad r_6 = \frac{1}{N^e} \left( \sum_{i=1}^{N^e} 1 - \frac{Q_i}{Q_i} \right), \quad \forall Q_i < \bar{Q}_i,$$

(36)

$$\tilde{r}_6 = \exp(r_5) - 1, \quad r_7 = \frac{1}{N} \left( \sum_{i=1}^{N} 1 - \frac{\bar{V}_i}{V_i} \right), \quad \forall \bar{V}_i < \bar{V}_i,$$

(37)

$$\tilde{r}_7 = \exp(r_6) - 1, \quad r_8 = \frac{\sum_{i=1}^{N_e+N_e} P_i}{\sum_{i=1}^{N_e+N_e} P_i}.$$

(38)

IV. EXPERIMENTS AND RESULTS

A. Experimental Settings

The proposed DRL-based strategy is tested on the modified IEEE 33-bus, 69-bus, and 118-bus radial distribution systems (RDSs) [17]. Besides, a workstation with 5 Nvidia TITAN RTX graphics processing units is used for the DRL training.

In our experiments, reward functions defined in Eq. (33)-(44) are adopted to measure the performance of both DDPG and benchmark algorithms. Specifically, we introduce a criterion to assess algorithms for solving the MO-OPF problem, and the criterion is formulated as

$$\text{SCORE} = \frac{1}{N_{\text{eval}}} \sum_{n=1}^{N_{\text{eval}}} \sum_{t=1}^{T_{\text{end}}} R_n^t,$$

(45)

where $N_{\text{eval}}$ is the number of episodes for evaluation, and $T_{\text{end}}$ is the length of each episode.

B. Experimental Results

1) Comparisons: Two representative model-based algorithms—harris hawk optimization (HHO) [7] and grey wolf optimization (GWO) [18], are adopted to solve the MO-OPF problem. The evaluation results of these two model-based algorithms, together with the proposed DRL-based strategy on IEEE 33, 69, and 118-bus RDSs are presented in Fig. 5. We see that the proposed DRL-based strategy outperforms other two model-based algorithms. We also find that DRL-based strategy consumes much less time at each timestep while still achieving outstanding performance.

2) Effectiveness of the ST Attention: To evaluate the effectiveness of the ST attention and its impact on the sequential DDPG, the ST attention mechanism is substituted with several other techniques for graphical correlation extraction, including cosine similarity (CS) and jaccard similarity (JS), whose training results are presented in Fig. 6c. We can summarize several observations regarding the effectiveness of the ST attention: 1) The ST attention can dramatically increase DDPG’s convergence speed, where more effective searching in the action space is conducted based on the extracted graphical knowledge; 2) It is challenging for a standard DRL algorithm to tackle the complex MO-OPF problem, since both action and state space in RDSs are considerably large; 3) The substituted methods are less effective than the ST attention, since they only focus on degree correlations among different nodes, ignoring both nodes’ inner features and temporal dependencies.
3) **Voltage Fluctuation Control:** The weights assigned for each reward function described from Eq. (33) to Eq. (44) represent their corresponding importance. We conduct several experiments with different voltage fluctuation weight $w_4$, to test the DRL-based strategy’s capability in dealing with voltage fluctuations, as presented in Table 7b. Specifically, Bus 15's voltage fluctuation in IEEE 69-bus RDS is presented in Fig. 7a. Interestingly, although the voltage fluctuation is well-controlled with the increase of $w_4$, as shown in Fig. 7a, our DRL-based strategy seems to get stuck in local optima, i.e., SCOREs with $w_4$ from 2 to 4 are lower than $w_4$ initialized as 1. Moreover, we find that the performance of DRL-based strategy degenerates with larger $w_4$, when it comes to large-scale power systems. The proposed DRL-based strategy will find the sub-optimal power flow, if voltage fluctuation control is overemphasized.

V. CONCLUSIONS

In this paper, we proposed a DRL-based strategy, accompanied by multi-grained ST graph information, to solve the MO-OPF problem in power systems with a high uptake of RERs. The aim is to alleviate uncertainties brought in by RERs and improve power systems’ stability for solving the OPF problem more effectively and efficiently. We can draw several conclusions based on our experimental results: (i) Extracting ST correlations in power systems plays an essential role in solving the MO-OPF problem. (ii) Compared with two benchmark model-based algorithms, the proposed DRL-based strategy achieves better performance in solving the OPF problem with less computational time.
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