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Abstract

Recognizing wild faces is extremely hard as they appear with all kinds of variations. Traditional methods either train with specifically annotated variation data from target domains, or by introducing unlabeled target variation data to adapt from the training data. Instead, we propose a universal representation learning framework that can deal with larger variation unseen in the given training data without leveraging target domain knowledge. We firstly synthesize training data alongside some semantically meaningful variations, such as low resolution, occlusion and head pose. However, directly feeding the augmented data for training will not converge well as the newly introduced samples are mostly hard examples. We propose to split the feature embedding into multiple sub-embeddings, and associate different confidence values for each sub-embedding to smooth the training procedure. The sub-embeddings are further decorrelated by regularizing variation classification loss and variation adversarial loss on different partitions of them. Experiments show that our method achieves top performance on general face recognition datasets such as LFW and MegaFace, while significantly better on extreme benchmarks such as TinyFace and IJB-S.

1. Introduction

Deep face recognition seeks to map input images to a feature space with small intra-identity distance and large inter-identity distance, which has been achieved by prior works through loss design and datasets with rich within-class variations [29, 40, 17, 38, 4]. However, even very large public datasets such as MS-Celeb-1M manifest strong biases, such as ethnicity [33] or head poses [20, 24]. This lack of variation leads to significant performance drops on challenging test datasets, for example, accuracies reported by prior state-of-the-art [31] on IJB-S or TinyFace [11, 3] are about 30% lower than IJB-A [14] or LFW [10].

Recent works seek to mitigate this issue by identifying relevant factors of variation and augmenting datasets to incorporate them through domain adaptation method [33]. Sometimes, such variations are hard to identify, so domain adapta-

Figure 1: Traditional recognition models require target domain data to adapt from the high-quality training data to conduct unconstrained/low-quality face recognition. Model ensemble is further needed for a universal representation purpose which significantly increases model complexity. In contrast, our method works only on original training data without any target domain data information, and can deal with unconstrained testing scenarios.
idence value during training. Third, all the sub-embeddings are encouraged to be further decorrelated through two opposite regularizations over different partitions of the sub-embeddings, i.e., variation classification loss and variation adversarial loss. Fourth, we extend further decorrelation regularization by mining additional variations within the training data for which synthetic augmentation is not trivial. Finally, we account for the varying discrimination power of sub-embeddings for various factors through a probabilistic aggregation that accounts for their uncertainties.

In Section 5, we extensively evaluate the proposed methods on public datasets. Compared to our baseline model, the proposed method maintains the high accuracy on general face recognition benchmarks, such as LFW and YTF, while significantly boosting the performance on challenging datasets such as IJB-C, IJB-S, where new state-of-the-art performance is achieved. Detailed ablation studies show the impact of each of the above contributions in achieving these strong performance.

In summary, the main contributions of this paper are:

• A face representation learning framework that learns universal features by associating them with different variations, leading to improved generalization on diverse testing datasets.

• A confidence-aware identification loss that utilizes sample confidence during training to learn features from hard samples.

• A feature decorrelation regularization that applies both variation classification loss and variation adversarial loss on different partitions of the sub-embeddings, leading to improved performance.

• A training strategy to effectively combine synthesized data to train a face representation applicable to images outside the original training distribution.

• State-of-the-art results on several challenging benchmarks, such as IJB-A, IJB-C, TinyFace and IJB-S.

2. Related Work

Deep Face Recognition: Deep neural networks is widely adopted in the ongoing research in face recognition [35, 34, 29, 20, 17, 8, 25, 37, 4]. Taigman et al. [35] proposed the first deep convolutional neural network for face recognition. The following works have been exploring different loss functions to improve the discrimination power of the feature representation. Wen et al. [40] proposed center loss to reduce the intra-class variation. A series of work have proposed to use metric learning methods for face recognition [29, 32]. Recent work has been trying to achieve discriminative embeddings with a single identification loss function where proxy/prototype vectors are used to represent each class in the embedding space [17, 37, 38, 25, 4].

Universal Representation: Universal representation refers to a single model that can be applied to variant visual domains (usually different tasks), e.g. object, character, road signs, while maintaining the performance of using a set of domain-specific models [1, 26, 27, 39]. The features learned by such a single model are believed to be more universal than domain-specific models. Different from domain generalization [13, 22, 15, 16, 36], which targets adaptability on unseen domains by learning from various seen domains, the universal representation does not involve re-training on unseen domains. Most of these methods focus on increasing the parameter efficiency by reducing the domain-shift with techniques such as conditioned BatchNorm [1] and residual adapters [26, 27]. Based on SE modules [9], Wang et al. [39] proposed a domain-attentive module for intermediate (hidden) features of a universal object detection network. Our work is different from these methods in two ways: (1) it is a method for similarity metric learning rather than detection or classification tasks and (2) it is model-agnostic. The features learned by our model can then be directly applied to different domains by computing the pairwise similarity between samples of unseen classes.

3. Proposed Approach

In this section, we first introduce three augmentable variations, namely blur, occlusion and head pose, to augment the training data. Visual examples of augmented data are shown in Figure 2 and the details can be found in Section 4. Then in Section 3.1, we introduce a confidence-aware identification loss to learn from hard examples, which is further extended in Section 3.2 by splitting the feature vectors into sub-embeddings with independent confidence. In Section 3.3, we apply the introduced augmentable variations to further decorrelate the feature embeddings. A non-augmentable variation discovery is proposed to explore more variations for better decorrelation. Finally, an uncertainty guided pair-wise metric is proposed for inference.
The effect of confidence-aware posterior in Equation 5 is illustrated in Figure 4. When training is conducted among samples of various qualities, if we assume the same confidence across all samples, the learned prototype will be in the center of all samples. This is not ideal, as low-quality samples convey more ambiguous identity information. In contrast, if we set up sample-specific confidence $s_i$, where high-quality samples show higher confidence, it pushes the prototype $w_j$ to be more similar to high-quality samples in order to maximize the posterior. Meanwhile, during update of the embedding $f_i$, it provides a stronger push for low-quality $f_i$ to be closer to the prototype.

Adding loss margin [38] over the exponential logit has been shown to be effective in narrowing the within-identity distribution. We also incorporate it into our loss:

$$L_{idt} = -\log \frac{\exp(s_i w_{y_i}^T f_i - m)}{\exp(s_i w_{y_i}^T f_i - m) + \sum_{j\neq y_i} \exp(s_j w_{y_j}^T f_i)}$$

where $y_i$ is the ground-truth label of $x_i$. Our confidence-aware identification loss (C-Softmax) is mainly different from Cosine Loss[38] as follows: (1) each image has an independent and dynamic $s_i$ rather than a constant shared scalar and (2) the margin parameter $m$ is not multiplied by $s_i$. The independence of $s_i$ allows it to gate the gradient signals of $w_j$ and $f_i$ during network training in a sample-specific way, as the confidence (degree of variation) of training samples can have large differences. Though samples are specific, we aim to pursue an homogeneous feature space such that the metric across different identities should be consistent. Thus, allowing $s_i$ to compensate for the confidence differ-
ence of the samples, we expect $m$ to be consistently shared across all the identities.

### 3.2. Confidence-aware Sub-Embeddings

Though the embedding $f_i$ learned through a sample-specific gating $s_i$ can deal with sample-level variations, we argue that the correlation among the entries of $f_i$ itself is still high. To maximize the representation power and achieve a compact feature size, decorrelating the entries of the embedding is necessary. This encourages us to further break the entire embedding $f_i$ into partitioned sub-embeddings, each of which is further assigned a scalar confidence value.

Illustrated in Figure 3, we partition the entire feature embedding $f_i$ into $K$ equal-length sub-embeddings as in Equation 7. Accordingly, the prototype vector $w_j$ and the confidence scalar $s_i$ are also partitioned into the same size $K$ groups.

$$w_j = [w_j^{(1)^T}, w_j^{(2)^T}, \ldots, w_j^{(K)^T}],$$
$$f_i = [f_i^{(1)^T}, f_i^{(2)^T}, \ldots, f_i^{(K)^T}],$$
$$s_i = [s_i^{(1)}, s_i^{(2)}, \ldots, s_i^{(K)}].$$

Each group of sub-embeddings $f_i^{(k)}$ is $\ell_2$ normalized onto unit sphere separately. The final identification loss thus is:

$$L_{idt} = -\log \frac{\exp(a_{i,y_i} - m)}{\exp(a_{i,y_i} - m) + \sum_{j \neq y_i} \exp(a_{i,j})},$$

$$a_{i,j} = \frac{1}{K} \sum_{k=1}^{K} s_i^{(k)} w_j^{(k)^T} f_i^{(k)}. $$

A common issue for neural networks is that they tend to be "over-confident" on predictions [6]. We add an additional $l_2$ regularization to constrain the confidence from growing arbitrarily large:

$$L_{reg} = \frac{1}{K} \sum_{k=1}^{K} s_i^{(k)2}. $$

### 3.3. Sub-Embeddings Decorrelation

Setting up multiple sub-embeddings alone does not guarantee the features in different groups are learning complementary information. Empirically shown in Figure 5, we find the sub-embeddings are still highly correlated, i.e., dividing $f_i$ into equal 16 groups, the average correlation among all the sub-embeddings is 0.57. If we penalize the sub-embeddings with different regularization, the correlation among them can be reduced. By associating different sub-embeddings with different variations, we conduct variation classification loss on a subset of all the sub-embeddings while conducting variation adversarial loss in terms of other variation types. Given multiple variations, such two regularization terms are forced on different subsets, leading to better sub-embedding decorrelation.

For each augmentable variation $t \in \{1, 2, \ldots, M\}$, we generate a binary mask $V_t$, which selects a random $\frac{K}{2}$ subset of all sub-embeddings while setting the other half to be zeros. The masks are generated at the beginning of the training and will remain fixed during training. We guarantee that for different variations, the masks are different. We expect $V_t(f_i)$ to reflect $t^{th}$ variation while invariant to the others. Accordingly, we build a multi-label binary discriminator $C$ by learning to predict all variations from each masked subset:

$$\min_C L_C = -\sum_{t=1}^{M} \log p_C(u_t = \hat{u}_t|V_t(f_i))$$

$$= -\sum_{t=1}^{M} \sum_{t=1}^{M} \log p_C(u_t^{(t')} = \hat{u}_t^{(t')}|V_t(f_i))$$

where $u_i = [u_i^{(1)}, u_i^{(2)}, \ldots, u_i^{(M)}]$ are the binary labels (0/1) of the known variations and $\hat{u}_i$ is the ground-truth label. For example, if $t = 1$ corresponds to resolution, $\hat{u}_i^{(1)}$ would be 1 and 0 for high/low-resolution images, respectively. Note that Equation 11 is only used for training the discriminator $C$. The corresponding classification and adversarial loss of
the embedding network is then given by:

\[
L_{cls} = - \sum_{t=1}^{M} \log p_C(u^{(t)} = \hat{u}_i^{(t)}|V_t(f_i))
\]  

(12)

\[
L_{adv} = - \sum_{t=1}^{M} \sum_{t' \neq t} \left( \frac{1}{2} \log p_C(u^{(t')} = 0|V_t(f_i)) + \frac{1}{2} \log p_C(u^{(t')} = 1|V_t(f_i)) \right)
\]  

(13)

The classification loss \(L_{cls}\) to encourage \(V_t\) to be variation-specific while \(L_{adv}\) is an adversarial loss to encourage invariance to the other variations. As long as no two masks are the same, it guarantees that the selected subsets \(V_t\) is functionally different from other \(V_{t'}\). We thus achieve decorrelation between \(V_t\) and \(V_{t'}\). The overall loss function for each sample is:

\[
\min_{\theta} L = L_{idt} + \lambda_{reg}L_{reg} + \lambda_{cls}L_{cls} + \lambda_{adv}L_{adv}.
\]  

(14)

During the optimization, Equation (14) is averaged across the samples in the mini-batch.

### 3.4. Mining More Variations

The limited number (three in our method) of augmentable variations leads to limited effect of decorrelation as the number of \(V_t\) are too small. To further enhance the decorrelation, as well to introduce more variations for better generalization ability, we aim to explore more variations with semantic meaning. Notice that not all the variations are easy to conduct data augmentation, e.g. smiling or not is hard to augment. For such variations, we attempt to mine out the variation labels from the original training data. In particular, we leverage an off-the-shelf attribute dataset CelebA \[18\] to train a attribute classification model \(\theta_A\) with identity adversarial loss:

\[
\min_{\theta_A} L_{\theta_A} = - \log p(l_A|x_A) - \frac{1}{N_A} \sum_c \log p(y_A = c|x_A)
\]

\[
\min_{D_A} L_{D_A} = - \log p(y_A = y_{x_A}|x_A),
\]

where \(l_A\) is the attribute label and \(y_A\) is the identity label. \(x_A\) is the input face image and \(N_A\) is the number of identities in the CelebA dataset. The first term penalizes the feature to classify facial attributes and the second term penalizes the feature to be invariant to identities.

The attribute classifier is then applied to the recognition training set to generate \(T\) new soft variation labels, e.g. smiling or not, young or old. These additional variation binary labels are merged with the original augmentable variation labels as: \(u_i = [u_i^{(1)}, \ldots, u_i^{(M)}, u_i^{(M+1)}, \ldots, u_i^{(M+T)}]\) and are then incorporated into the decorrelation learning framework in Section 3.3.

### 3.5. Uncertainty-Guided Probabilistic Aggregation

Considering the metric for inference, simply taking the average of the learned sub-embeddings is sub-optimal. This is because different sub-embeddings show different discriminative power for different variations. Their importance should vary according to the given image pairs. Inspired by [31], we consider to apply the uncertainty associated with each embedding for a pairwise similarity score:

\[
\text{score}(x_i, x_j) = - \frac{1}{2} \sum_{k=1}^{K} \left( \sigma_i^{(k)2} + \sigma_j^{(k)2} \right) + \frac{D}{2K} \sum_{k=1}^{K} \log(\sigma_i^{(k)2} + \sigma_j^{(k)2})
\]

(16)

Though with Equation 10 for regularization, we empirically find that the confidence learned with the identification loss still tend to be overconfident and hence cannot be directly used for Equation 16, so we fine-tune the original confidence branch to predict \(\sigma\) while fixing the other parts. We refer the readers to [31] for the training details of fine-tuning.

### 4. Implementation Details

#### Training Details and Baseline

All the models are implemented with Pytorch v1.1. We use the clean list from ArcFace [4] for MS-Celeb-1M [7] as training data. After cleaning the overlapped subjects with the testing sets, we have 4.8M images of 76.5K classes. We use the method in [44] for face alignment and crop all images into a size of 110 \times 110. Random and center cropping are applied during training and testing, respectively, to transform the images into 100 \times 100. We use the modified 100-layer ResNet in [4] as our architecture. The embedding size is 512 for all models, and the features are split into 16 groups for multi-embedding methods. The model \(C\) is a linear classifier. The baseline models in the experiments are trained with CosFace loss function \[38, 37\], which achieves state-of-the-art performance on general face recognition tasks. The models without domain augmentation are trained for 18 epochs and models with domain augmentation are trained for 27 epochs to ensure convergence. We empirically set \(\lambda_{reg}, \lambda_{cls}\) and \(\lambda_{adv}\) as 0.001, 2.0 and 2.0, respectively. The margin \(m\) is empirically set to 30. For non-augmentable variations, we choose \(T = 3\) attributes, namely smiling, young and gender.

#### Variation Augmentation

For the low-resolution, we use Gaussian blur with a kernel size between 3 and 11. For the occlusion, we split the images into 7 \times 7 blocks and randomly replace some blocks with black masks. (3) For pose augmentation, we use PRNet [5] to fit the 3D model of near-frontal faces in the dataset and rotate them into a yaw degree between 40° and 60°. All the augmentations are randomly combined with a probability of 30% for each.
5. Experiments

In this section, we firstly introduce different types of datasets reflecting different levels of variation. Different levels of variation indicate different image quality and thus lead to different performance. Then we conduct detailed ablation study over the proposed confidence-aware loss and all the proposed modules. Further, we show evaluation on those different types of testing datasets and compare to state-of-the-art methods.

5.1. Datasets

We evaluate our models on eight face recognition benchmarks, covering different real-world testing scenarios. The datasets are roughly categorized into three types based on the level of variations:

Type I: Limited Variation LFW [10], CFP [30], YTF [41] and MegaFace [12] are four widely applied benchmarks for general face recognition. We believe the variations in those datasets are limited, as only one or few of the variations being presented. In particular, YTF are video samples with relatively lower resolution; CFP [30] are face images with large pose variation but of high resolution; MegaFace includes 1 million distractors crawled from internet while its labeled images are all high-quality frontal faces from FaceScrub dataset [23]. For both LFW and YTF, we use the unrestricted verification protocol. For CFP, we focus on the frontal-profile (FP) protocol. We test on both verification and identification protocols of MegaFace.

Type II: Mixed Quality IJB-A [14] and IJB-C [21] include both high quality celebrity photos taken from the wild and low quality video frames with large variations of illumination, occlusion, head pose, etc. We test on both verification and identification protocols of the two benchmarks.

Type III: Low Quality We test on TinyFace [3] and IJB-S [11], two extremely challenging benchmarks that are mainly composed of low-quality face images. In particular, TinyFace only consists of low-resolution face images captured in the wild, which also includes other variations such as occlusion and pose. IJB-S is a video face recognition dataset, where all images are video frames captured by surveillance cameras except a few high-quality registration photos for each person. Example images of the three types of datasets are shown in Figure 7.

5.2. Ablation Study

5.2.1 Effect of Confidence-aware Learning

We train a set of models by gradually adding the nameable variations. The “Baseline” model is an 18-layer ResNet trained on a randomly selected subset of MS-Celeb-1M (0.6M images). The “Proposed” model is trained with the confidence-aware identification loss and $K = 16$ embedding groups. As a controlled experiment, we apply the same type of augmentation on IJB-A dataset to synthesize testing data of the corresponding variations. In Figure 8, “Baseline” model shows decreasing performance when gradually adding
### Table 1: Ablation study over the whole framework. “VA” indicates “Variation Augmentation” (Section 3), “CI” indicates “Confidence-aware Identification loss” (Section 3.1), “ME” indicates “Multiple Embeddings” (Section 3.3), “DE” indicates “Decorrelated Embeddings” (Section 3.3) and “PA” indicates “Probabilistic Aggregation”. (Section 3.5). E(all) uses all the proposed modules.

| Model               | Method       | LFW     | CFP-FP   | IJB-A (TAR@FAR) | TinyFace | JIB-S   |
|---------------------|--------------|---------|----------|-----------------|----------|---------|
|                     | VA CI ME DE PA Accuracy | Accuracy | FAR=0.001% | FAR=0.01% | Rank1 | Rank5 | Rank1 | Rank5 |
| Baseline            | ✓ ✓ ✓ ✓ ✓ ✓ | 99.75   | 98.16    | 82.20 | 93.05 | 46.75 | 51.79 | 37.14 | 46.75 |
| A                   | ✓ ✓ ✓ ✓ ✓ ✓ | 99.75   | 98.16    | 82.20 | 93.05 | 46.75 | 51.79 | 37.14 | 46.75 |
| B                   | ✓ ✓ ✓ ✓ ✓ ✓ | 99.78   | 98.30    | 94.70 | 96.02 | 57.11 | 63.04 | 59.87 | 66.90 |
| C                   | ✓ ✓ ✓ ✓ ✓ ✓ | 99.77   | 98.50    | 94.75 | 96.27 | 57.30 | 63.73 | 59.66 | 66.30 |
| D                   | ✓ ✓ ✓ ✓ ✓ ✓ | 99.66   | 97.77    | 80.06 | 92.14 | 34.76 | 39.86 | 29.87 | 40.69 |
| E (all)             | ✓ ✓ ✓ ✓ ✓ ✓ | 99.75   | 98.30    | 95.00 | 96.27 | 61.32 | 66.34 | 60.74 | 66.59 |

Table 2: Our method compared to state-of-the-art methods on Type I datasets. The MegaFace verification rates are computed at FAR=0.0001%. “—” indicates that the author did not report the performance on the corresponding protocol.

We investigate each module’s effect by looking into the ablative models in Table 1. Starting from the baseline, model A is trained with variation augmentation. Based on model A, we add confidence-aware identification loss to obtain model B. Model C is further trained by setting up multiple sub-embeddings. In model E, we further added the decorrelation loss. We also compare with a Model D with all the modules except variation augmentation. Model C, D and E, which have multiple embeddings, are tested w/ and w/o probabilistic aggregation (PA). The methods are tested on two type I datasets (LFW and CFP-FP), one type-II dataset (IJB-A) and one type-III dataset (TinyFace).

Shown in Table 1, compared to baseline, adding variation augmentation improves performance on CFP-FP, TinyFace, and IJBA. These datasets present exactly the variations introduced by data augmentation, i.e., pose variation and resolution. However, the performance on LFW fluctuates from baseline as LFW is mostly good quality images with few variations. In comparison, model B and C are able to reduce the negative impact of hard examples introduced by data augmentation and leads to consistent performance boost across all benchmarks. Meanwhile, we observe that splitting into multiple sub-embeddings alone does not improve (compare B to C first row) significantly, which can be explained by the strongly correlated confidence among the sub-embeddings (see Figure 5). Nevertheless, with the decorrelation loss and probabilistic aggregation, different sub-embeddings are able to learn and combine complementary features to further boost the performance, i.e., the performance in the second row of Model E is consistently better than its first row.

#### 5.3. Evaluation on General Datasets

We compare our method with state-of-the-art methods on general face recognition datasets, i.e., those Type I datasets with limited variation and high quality. Since the testing images are mostly with good quality, there is limited advantage of our method which is designed to deal with larger variations. Even though, shown in Table 2, our method still stands on top being better than most of the methods while slightly worse than ArcFace. Notice that our baseline model already achieves good performance across all the testing sets. It actually verifies that the type I testing sets do not show significant domain gap from the training set, where even without variation augmentation or embedding decorrelation,
Table 3 shows the performance on three challenging benchmarks: IJB-A, IJB-C and IJB-S. The proposed model achieves consistently better results than the state-of-the-arts. In particular, simply adding variation augmentation ("Ours (Baseline + VA)") actually leads to a worse performance on IJB-A and IJB-C. When variation augmentation is combined with our proposed modules ("Ours"), significant performance boost is achieved. Further adding PA with "Ours", we achieve even better performance across all datasets and protocols. Notice that IJB-A is a cross-validation protocol. Many works fine-tune on training splits before evaluation (shown with "++"). Even though, our method without fine-tuning still outperforms the state-of-the-art methods with significant margin on IJB-A verification protocol, which suggests that our method indeed learns the representation towards dealing with unseen variations.

Table 3 last column shows the evaluation on IJB-S, which is so far the most challenging benchmark targeting real surveillance scenario with severe poor quality images. We show the Surveillance-to-Booking (S2B) protocol of IJB-S. Other protocol results can be found in supplementary. As IJB-S is recently released, there are few studies that have evaluated on this dataset. To comprehensively evaluate our model, we use the publicly released models from ArcFace [4] for comparison. Our method achieves consistently better performance across Rank-1 and Rank-5 identification protocol. For TinyFace, as in Table 1, we achieve 63.89%, 68.67% rank-1 and rank-5 accuracy, where [3] reports 44.80%, 60.40%, and ArcFace achieves 47.39%, 52.28%. Combining Table 2, our method achieves top level accuracy on general recognition datasets and significantly better accuracy on challenging datasets, which demonstrates the advantage in dealing with extreme or unseen variations.

**Uncertainty Visualization** Figure 11 shows the 16 sub-embeddings’ uncertainty score reshaped into $4 \times 4$ grids. High-quality and low-quality sub-embeddings are shown in dark, light colors respectively. For different variations, the uncertainty map shows different patterns.

**5.4. Evaluation on Mixed/Low Quality Datasets**

When evaluating on more challenging datasets, such as IJB-28%, IJB-S. Other protocol results can be found in supplementary. As IJB-S is recently released, there are few studies that have evaluated on this dataset. To comprehensively evaluate our model, we use the publicly released models from ArcFace [4] for comparison. Our method achieves consistently better performance across Rank-1 and Rank-5 identification protocol. For TinyFace, as in Table 1, we achieve 63.89%, 68.67% rank-1 and rank-5 accuracy, where [3] reports 44.80%, 60.40%, and ArcFace achieves 47.39%, 52.28%. Combining Table 2, our method achieves top level accuracy on general recognition datasets and significantly better accuracy on challenging datasets, which demonstrates the advantage in dealing with extreme or unseen variations.

**Uncertainty Visualization** Figure 11 shows the 16 sub-embeddings’ uncertainty score reshaped into $4 \times 4$ grids. High-quality and low-quality sub-embeddings are shown in dark, light colors respectively. For different variations, the uncertainty map shows different patterns.

**6. Conclusion**

In this work, we propose a universal face representation learning framework to recognize faces under all kinds of variations. We firstly introduce three nameable variations into MS-Celeb-1M training set via data augmentation. Traditional methods encounter convergence problem when directly feeding the augmented hard examples into training. We propose a confidence-aware representation learning by partitioning the embedding into multiple sub-embeddings and relaxing the confidence to be sample and sub-embedding specific. Further, the variation classification and variation adversarial loss are proposed to decorrelate the sub-embeddings. By formulating the inference with an uncertainty model, the sub-embeddings are aggregated properly. Experimental results show that our method achieves top performance on general benchmarks such as LFW and MegaFace, and significantly better accuracy on challenging benchmarks such as IJB-A, IJB-C and IJB-S.
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A. Proofs

A.1. Confidence-aware Identification Loss

A.1.1 Single Embedding

Let \( Z \) denotes the latent embedding space and \( z \) a variable from the \( Z \). Different \( z \) represents different facial appearance. Given a face image \( x \), the network \( \theta \) estimates the encoded appearance \( p_0(z|x) = \mathcal{N}(\theta, \sigma^2) \) where \( \theta \) is the embedded feature vector while \( \sigma^2 \) is the uncertainty of the representation. Let \( y \) denotes the identity label and \( C \) the number of identities. For each class \( j \in \{1, 2, \ldots, C\} \), we maintain a prototype vector \( w_j \), which represents the intrinsic appearance of the \( j \)th identity in the latent space. In other words, \( p(z|y = j) = \delta(z - w_j) \), where \( \delta \) is the Dirac delta function. Assuming an non-informative prior \( p(z) \), the likelihood of \( x_i \) belonging to the \( j \)th class is given by:

\[
p(x_i|y = j) = \int p(x_i|z)p(z|y = j)dz = \int p(z|x_i)p(z|y = j)dz = p_0(w_j|x_i)p(x_i) \propto p_0(w_j|x_i)
\]

where

\[
p_0(w_j|x_i) = \frac{1}{(2\pi\sigma^2)^{\frac{D}{2}}} \exp\left(-\frac{\|f_i - w_j\|^2}{2\sigma^2}\right).
\]

Therefore, the posterior probability of \( x_i \) belonging to the \( j \)th class is:

\[
p(y = j|x_i) = \frac{p(x_i|y = j)p(y = j)}{\sum_{c=1}^{C} p(x_i|y = c)p(y = c)} = \frac{p_0(w_j|x_i)}{\sum_{c=1}^{C} p_0(w_c|x_i) \exp\left(-\frac{\|f_i - w_c\|^2}{2\sigma^2}\right)}
\]

which is the Equation (4) in the main paper.

A.1.2 Multiple Sub-embeddings

For a sub-embedding network, the likelihood function becomes:

\[
p_0(w_j|x_i) = \prod_{k=1}^{K} \frac{1}{(2\pi\sigma^2)^{\frac{D}{2}}} \exp\left(-\frac{\|f_i^{(k)} - w_j^{(k)}\|^2}{2\sigma^2}\right)
\]

And therefore, the posterior classification probability is:

\[
p(y = j|x_i) = \frac{p_0(w_j|x_i)}{\sum_{c=1}^{K} p_0(w_c|x_i) \exp(a_{i,j}^{(k)})} = \frac{\exp(a_{i,j}^{(k)})}{\sum_{c=1}^{K} \exp(a_{i,j}^{(k)})},
\]

where

\[
a_{i,j}^{(k)} = -\sum_{k=1}^{K} \frac{\|f_i^{(k)} - w_j^{(k)}\|^2}{2\sigma^2}.
\]

Given that \( \|f_i^{(k)}\|^2 = \|w_j^{(k)}\|^2 = 1 \) and \( s_i^{(k)} = \frac{1}{\sigma_i^{(k)}} \), Equation (39) becomes:

\[
a_{i,j}^{(k)} = \sum_{k=1}^{K} s_i^{(k)}(f_i^{(k)} - w_j^{(k)})T_{w_j^{(k)}} - \sum_{k=1}^{K} s_i^{(k)}.
\]

The second term is cancelled out when computing the probability. By further incorporating the margin \( m \) in to Equation (40) and taking the average score instead of the sum, one could derive the Equation (8) in the main paper.

A.2. Gradient of the sub-embeddings

Here, we try to understand how the confidence helps the training by looking at the gradient of the sub-embeddings in Equation (8) in the main paper. Notice that we have

\[
\frac{\partial L_{idt}}{\partial a_{i,j}} = p_{i,j} - \delta_{y_i,j},
\]

where \( \delta_{y_i,j} \) is 1 if \( y_i = j \) and 0 otherwise. \( p_{i,j} = p(y = j|x_i) \) is the posterior classification probability. Since \( \frac{\partial m_{i,j}}{\partial w_j^{(k)}} = s_i^{(k)}r_i^{(k)} \) and \( \frac{\partial m_{i,j}}{\partial f_i^{(k)}} = s_i^{(k)}w_j^{(k)} \), we have

\[
\frac{\partial L_{idt}}{\partial w_j^{(k)}} = s_i^{(k)}(p_{i,j} - \delta_{y_i,j})r_i^{(k)}
\]

From Equation (42), it can be seen that the gradient of the prototypes and sub-embeddings depend on both the confidence value and the classification probability. In particular, confidence value \( s_i^{(k)} \) serves as a gating parameter during the back-propagation. In such a way, the prototypes would be affected more by the confident samples than the not confident ones. Similarly, the confident sub-embedding would also have a larger impact on the prototype.
B. Additional Implementation Details

The backbone of our embedding network $\theta$ is a modified 100-layer ResNet in [4]. The network is split into two different branches after the last convolution layer, each of which includes one fully connected layer. The first branch outputs a 512-D vector, which is further split into 16 sub-embeddings. The other branch outputs a 16-D vector, which are confidence values for the sub-embeddings. The $\exp$ function is used to guarantee all the confidence values $s_i^{(k)}$ are positive. The model $\theta_A$ that we used for mining additional variations is a four layer CNN. The four layers have 64, 128, 256 and 512 kernels, respectively, all of which are $3 \times 3$.

C. Ablation Study on Variation Decorrelation Loss

In Table 4 we show the results of training with different number of variations for the variation decorrelation loss. The base model in the first line is a model trained with all the modules proposed in the paper except variation decorrelation loss. The second to fourth line show the results of using different number augmentable variations (blur, occlusion and pose) and additional variations (gender, age and smiling). It can be seen that with more variation added into the training, the decorrelation becomes more effective and leads to a better performance.

D. Additional Results on IJB-S

Table 5 shows more results of our models as well as state-of-the-art methods on the IJB-S dataset. The “Surveillance-to-Single” protocol uses one single image in the gallery templates while the “surveillance-to-booking” use a set of face images with different poses in the gallery templates. Compared with our own baseline, significant performance boost can be observed on all the metrics, which proves the efficacy of the proposed method. Compared with the state-of-the-art methods, our final model achieves better performance on most of the metrics.

E. Visualization of Sub-embedding Confidence

Figure 12 shows the distributions of confidence values during training. It can be observed that the confidences of different sub-embeddings not only have different distributions, but also vary in terms of which kind of images have high/low confidence. Since the confidence guides the training signal of the corresponding features, this reflects that the sub-embeddings learn different features complementary to each other for better identification performance.

F. Visualization of Uncertainty

In Figure 13 and Figure 14, we show more results of uncertainty heatmaps. Overall, we can see that distinguishable face images have low uncertainty on most sub-embeddings. Faces with larger variations have some sub-embeddings with low uncertainty, depending on which kind of variation is present. For images with extremely large variations, high uncertainty is observed on all the sub-embeddings.

G. Visualization of Face Representations

In Figure 15, we show the t-SNE visualization of the embeddings from the baseline (with augmentation) method as well as the proposed method. The original training samples and the augmented ones are shown in circle and triangle, respectively. Notice that some augmented samples are hard to recognize and are close to be noises. Thus, by assuming an equal confidence for all the samples, the baseline method fails to converge to a good local minimum and many augmented samples cluster together in a small area. In comparison, by focusing more on the high-quality samples, the proposed method learns a more discriminative feature space. Although noisy outliers still exist in the proposed method, they are usually close to their own identities’ samples.

H. Image Examples From the Testing Datasets

Figure 16 shows more image examples from different types of the dataset. The images in the LFW (Type I) dataset are mostly high quality face images with limited variations. Therefore, different models in our experiment all achieve similar performance on this dataset. The images in the IJB-A (Type II) show more variations, some of which are extremely challenging. This requires the representation model to be able to perform a cross-domain matching between images of high quality and low quality. Further, the TinyFace and IJB-S (Type III) datasets are mostly composed of low-quality faces. This requires the face representation to be invariant to large variations that can hardly be found in the public training datasets.

| Method | TinyFace | IJB-S |
|--------|----------|-------|
| Augmentable Variations | Additional Variations | Rank1 | Rank5 | Rank1 | Rank5 |
| 0 | 0 | 55.04 | 60.97 | 59.71 | 66.32 |
| 3 | 0 | 54.99 | 61.32 | 62.22 | 67.03 |
| 3 | 1 | 61.80 | 67.94 | 62.30 | 67.51 |
| 3 | 3 | 63.89 | 68.67 | 61.98 | 67.12 |

Table 4: Gradually adding more variations into variation decorrelation loss. All of the models use all the other modules proposed in the paper.
| Method              | Training Data | Surveillance-to-Single | Surveillance-to-Booking |
|---------------------|---------------|------------------------|-------------------------|
|                     |               | Rank-1 | Rank-5 | Rank-10 | 1% | 10% | Rank-1 | Rank-5 | Rank-10 | 1% | 10% |
| PFE [31]            | 4.4M          | 50.16  | 58.33  | 62.28   | 31.88 | 35.33 | 53.60  | 61.75  | 64.97   | 35.99 | 39.82 |
| ArcFace [4]"        | 5.8M          | 57.35  | 64.42  | 68.36   | 41.85 | 50.12 | 57.36  | 64.95  | 68.57   | 41.23 | 49.18 |
| Ours (Baseline)     | 4.8M          | 47.94  | 55.40  | 59.37   | 25.60 | 36.03 | 37.14  | 46.75  | 51.59   | 24.75 | 31.10 |
| Ours (Baseline + VA)| 4.8M          | 60.61  | 66.53  | 68.57   | 31.97 | 44.25 | 51.27  | 58.94  | 63.25   | 31.19 | 44.22 |
| Ours (all)          | 4.8M          | 58.94  | 65.48  | 68.31   | 37.57 | 50.17 | 60.74  | 66.59  | 68.92   | 37.11 | 51.00 |
| Ours (all) + PA     | 4.8M          | 59.79  | 65.78  | 68.20   | 41.06 | 53.23 | 61.98  | 67.12  | 69.10   | 42.73 | 53.48 |

Table 5: Performance comparison on the IJB-S dataset. The performance is reported in terms of rank retrieval (closed-set) and TPIR@FPIR (open-set) instead of the media-normalized version [11]. The numbers “1%” and “10%” in the second row refer to the FPIR. “+” indicates the testing performance by using the released models from corresponding authors.

Figure 12: Visualization of sub-embedding confidence on training samples.
Figure 13: Visualization of sub-embedding uncertainty on testing images.
Figure 14: Visualization of sub-embedding uncertainty on more testing images.
Figure 15: t-SNE visualization of the features in a 2D space. Colors indicate the identities. Original training samples and augmented training samples are shown in circle and triangle, respectively.

Figure 16: Examples images from the testing datasets.