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ABSTRACT

Introduction  Type 2 diabetes mellitus (T2DM) is a major cause of blindness, kidney failure, myocardial infarction, stroke and lower limb amputation. We are still unable, however, to accurately predict or identify which patients are at a higher risk of deterioration. Most risk stratification tools do not account for novel factors such as sociodemographic determinants, self-management ability or access to healthcare. Additionally, most tools are based in clinical trials, with limited external generalisability.

Objective The aim of this work is to design and validate a machine learning-based tool to identify patients with T2DM at high risk of clinical deterioration, based on a comprehensive set of patient-level characteristics retrieved from a population health linked dataset.

Sample and design Retrospective cohort study of patients with diagnosis of T2DM on 1 January 2015, with a 5-year follow-up. Anonymised electronic healthcare records from the Whole System Integrated Care (WSIC) database will be used.

Preliminary outcomes Outcome variables of clinical deterioration will include retinopathy, chronic renal disease, myocardial infarction, stroke, peripheral arterial disease or death. Predictor variables will include sociodemographic and geographic data, patients’ ability to self-manage disease, clinical and metabolic parameters and healthcare service usage. Prognostic models will be defined using multidisciplinary Bayesian networks. The derivation cohort, comprising 80% of the patients, will be used to define the prognostic models. Model parameters will be internally validated by comparing the area under the receiver operating characteristic curve in the derivation cohort with those calculated from a leave-one-out and a 10 times twofold cross-validation.

Ethics and dissemination The study has received approvals from the Information Governance Committee at the WSIC. Results will be made available to people with T2DM, their caregivers, the funders, diabetes care societies and other researchers.

INTRODUCTION

Type 2 diabetes mellitus (T2DM) is one of the most common non-communicable diseases—and prevalence is progressively rising. There are currently 366 million people affected worldwide, and the total number is expected to increase to 552 million by 2030. Uncontrolled diabetes is a well-recognised cause of blindness due to retinal damage, kidney failure and lower limb amputation and is associated with a threefold risk of cardiovascular disease. Stemming from its high prevalence, morbidity and mortality, the management of people with T2DM implies important social
and financial costs, with the cost burden to healthcare systems increasing every year. In order to prevent or delay the onset of T2DM complications, it is critical to offer personalised care, which includes knowledge of which patients are at a higher risk of clinical deterioration. While risk prediction models have considerable potential to contribute to the decision-making process at patient level, they can also offer guidance to define pathways of care, and to allocate economic and personnel resources. Although several T2DM risk scores were developed based on various regression models, some limitations need to be considered.

Risk prediction models are typically multivariate and combine several factors, but these tend to be mostly a priori known clinical risk factors. However, a large body of literature shows significant links between social and environmental factors and adverse health events, and suggests that including these variables could likely improve the accuracy of risk prediction models. Constructs comprise a range of socioeconomical influences on the individual, including but not limited to education, economic status and access to medical care. Access to healthcare resources, in particular, may be unequal based on the patient’s ethnicity, place of residence, socioeconomic status and education. Additionally, patient activation (ie, self-confidence and ability to self-manage) has been associated with self-management behaviours, Hemoglobin A1c (HbA1c) knowledge and HbA1c testing frequency, which may contribute to better achievement of glycaemic targets and therefore a lower risk of clinical deterioration. Despite the recognised importance of these factors, a systematic review evaluating the various risk prediction models for T2DM found they were seldom included. Only a few models included ethnicity, social deprivation, or education level. Previous literature also highlights a growing concern that the majority of risk prediction models are based on a suboptimal selection of the cohort, raising concerns about the external validity and generalisability of the results. In this context, the use of real-world data from electronic health records (EHRs) can overcome many of the limitations of artificially selected cohorts. Additionally, a systematic review by Mahmoudi et al assessed the use of EHRs in the development and validation of risk prediction models and found that on average, models using EHRs data show better predictive performance. However, the authors highlight that most of the models did not account for important socioeconomic features and lacked an adequate assessment of both clinical relevance and implementation. Additionally, the recent investments in EHR and their increasing use in healthcare have provided new opportunities to apply machine-learning methods. A study comparing the prediction accuracies obtained by conventional statistical regression methods and machine-learning methods, in the context of T2DM, showed higher classification accuracies for machine-learning models. In this context, the use of Bayesian Networks (BNs) is a widely used approach using probabilistic graphical models that represent a set of variables and their conditional dependencies, allowing the identification of relationships that may highlight causality. These relationships are represented by a graphical structure, whereas the quantitative dependencies between individual variables are expressed as a conditional probability. Over the last years, BNs have been extensively used to model diagnosis, risk assessment and disease prediction in the context of cardiovascular diseases, but have not yet been much explored in the context of T2DM. Recently, a few studies developed promising approaches applying deep learning neural networks and comparative machine-learning approaches for predicting T2DM.

In this work, we will use linked patient-level EHRs and BNs to analyse the relationship between a comprehensive set of patients’ characteristics (including sociodemographic, geographic, clinical, patient activation and healthcare service utilisation) and clinical deterioration. Specifically, we will design and validate a tool able to differentiate patients with T2DM based on their probability of facing clinical deterioration, therefore allowing a strategic approach in what concerns preventive and therapeutic strategies.

METHODS AND ANALYSIS

Study design

A retrospective cohort study of patients with diagnosis of T2DM on 1 January 2015, with a 5-year follow-up. Patients with T2DM were identified by the corresponding Read codes (Quality and Outcomes Framework (QOF) business rules V.27).

Data source and data management

Anonymised EHRs were accessed in the Whole System Integrated Care (WSIC) database. Over 360 General Practice (GP) surgeries, 10 acute and specialist hospitals, 8 social care organisations and 2 mental health trusts and 2 community health trusts contribute to WSIC, which covers over 2.4 million patients in North West London, representing 30.0% of the London population. Data from primary, secondary, community, social and mental healthcare are linked at patient level. The data used in the study are managed as part of WSIC systems, run and managed by the National Health System (NHS) and used for both direct care and approved research. This system pulls information from healthcare provider systems (local EHRs) under data controllers using a common model. Data are held in a secure NHS-managed environment. As our approach is data-driven (ie, we are using existing data to generate and validate new models, rather than finding evidence of a particular hypothesis), no specific sample size calculations were applicable, and therefore not performed.

Study variables

Outcome variables of clinical deteriorations will include coded diagnosis of (1) retinopathy; (2) chronic renal
disease; (3) myocardial infarction; (4) stroke; (5) peripheral arterial disease or (6) death. Outcomes will be defined by relevant clinical codes (Read codes) for diagnoses.

Predictor variables included (1) sociodemographic and geographic data; (2) patients’ ability to self-manage disease; (3) clinical and metabolic parameters and (4) healthcare service usage.

Sociodemographic information will be extracted at baseline, including age, gender, ethnicity, education, Index of Multiple Deprivation (IMD) and geographic location. The IMD is the official measure of relative deprivation in England and is part of a suite of outputs that form the Indices of Deprivation. It follows an established methodological framework in broadly defining deprivation to encompass a wide range of an individual’s living conditions. This is an overall measure of multiple deprivation experienced by people living in an area and is calculated for every lower-layer super output area or neighbourhood, in England. Geographic location will be extracted as the first part of the postcode.

Information on patient self-management ability will be extracted as Patient Activation Measure (PAM) values. The PAM is a validated tool of 13 questions, and it was delivered in its totality, without any edits or changes to the validated version. Answers were weighted and combined to provide a score on a scale from 0 to 100. PAM scores between 1 and 99 will be considered to be valid responses, and the categorisation into one of four predefined levels, ranging from 1 (patients who do not actively contribute to their healthcare) to 4 (patients who are proactive in managing their health and engage in healthy behaviours). A score of less than 47.0 places a patient in level 1, 47.1–55.1 level 2, 55.2–72.4 level 3 and more than 72.5 in level 4.

Clinical and metabolic factors extracted at baseline will include T2DM-related variables, such as HbA1c levels (%), diabetes treatment method (categorised as ‘diet only’, ‘oral treatment’ or ‘insulin treated’) and duration of T2DM (years). Cardiovascular risk factors will also be extracted, including diastolic blood pressure (mm Hg), systolic blood pressure (mm Hg), triglycerides (mmol/L), high-density lipoprotein cholesterol (mmol/L), low-density lipoprotein cholesterol (mmol/L), total cholesterol (mmol/L), creatinine, weight (kg), waist circumference (cm) and body mass index (kg/m²). The presence of long-term conditions, including asthma, cancer, chronic kidney disease, chronic obstructive pulmonary disease, dementia, depression, diabetes, heart failure, hypertension, mental health, obesity, peripheral artery disease, chronic heart disease, stroke and transient ischaemic attack, and ischaemic heart disease, will also be extracted. Search terms will be based on the set of Read codes used for the quality and outcomes framework, a pay-for-performance system used within primary care in England.

Healthcare service utilisation variables will include the number of contacts with primary care (number of contacts with a GP practice), secondary care (number of appointments with specialists in hospital-based settings, including outpatient, inpatient elective, inpatient non-elective, Accident & Emergency) and mental healthcare during the timeframe of the study. The highly skewed nature of healthcare utilisation, with a few patients accounting for a large proportion of care, can complicate the modelling process. Therefore, extreme high utilisers (top 1% for any utilisation variable) will be excluded.

Quality checks and missing data handling

Data are unlikely to be missing at random, therefore, no attempt will be made to impute numeric missing data, and continuous variables will be categorised with an additional ‘missing’ category included. Absence of clinical codes for diagnoses will be taken to indicate the diagnosis is not present. Clinically implausible values will be excluded with the Health Survey for England statistics used as a guide.

Bayesian networks

Machine-learning algorithms using BNs will be used to explore the main drivers of clinical deterioration in people with T2DM. A BN is a directed acyclic graph which combines both statistical and graph theory for representing conditional independencies. In this acyclic graph, edges represent conditional dependencies; nodes that are not connected represent variables that are conditionally independent of each other. Each node is associated with a probability function that takes, as input, a particular set of values for the node’s parent variables, and gives (as output) the probability (or probability distribution, if applicable) of the variable represented by the node.

For example, if we consider that two variables (A, B) can affect a third one (C); and that A has a direct effect on B, the situation can be modelled as a BN. Each variable has two possible values (‘true’ or ‘false’). The joint probability function is:

\[
Pr(C, A, B) = Pr(C|A, B) Pr(A|B) Pr(B)
\]

The model can be used to answer questions about the presence of a cause given the presence of an effect (ie, ‘inverse probability’), such as what is the probability of C, given that A is true:

\[
Pr(C = T | A = T) = \frac{Pr(A = T, C = T)}{Pr(A = T)} = \frac{\sum_B Pr(T, F) Pr(C = T, A, B = T)}{\sum_B Pr(T, F) Pr(C = T, A, B)}
\]

Obtaining a BN from data is typically performed as a two-stage process. The first step is to determine the graph G, which contains the conditional independencies of the data (‘structure learning’). Tree Augmented Naïve Bayes (TAN) is a semi-naïve Bayesian Learning method. It relaxes the naïve Bayes attribute independence assumption by employing a tree structure, in which each attribute only depends on the class and one other attribute. A maximum weighted spanning tree that maximises the likelihood of the training data is used to perform classification. The second step is called ‘parameter learning’ and studies the probability distribution table of each node under the condition of knowing the BN structure essentially. Additional statistical description of BN can be found elsewhere.
Statistical analyses
Prognostic models will be defined using multi-dependence BN, such as the TAN classifier model, built over the set of available variables. The cohort will be randomly split into two groups, stratified by outcome. The first group, comprising 80% of the patients (n=1760), will be used to define the prognostic models (derivation cohort). Model parameters will be internally validated by comparing the area under the receiver operating characteristic (ROC) curve (AUC) in the derivation cohort with those calculated from a leave-one-out and a 10 times twofold cross-validation. The remaining 20% of patients (n=240) will be used as a validation cohort. The models generated will be visualised as risk matrices, using selected variables from logistic regression. To assess the discriminative ability of the risk matrices for each outcome, specific cut-off values will be chosen after performing an ROC analysis of the derivation cohort. The derived decision rules will then be evaluated, estimating sensitivity, specificity, accuracy, predictive values, likelihood ratios, post-test odds and prognostic ORs.

Patient and public involvement
Patient partners will be included in the interpretation of our results, in the co-development of a dissemination strategy, and in summarising the research findings into lay summaries and reports, in order to raise awareness and stimulate public participation on this topic.

Ethics and dissemination
This project has been approved by the Information Governance Committee at the WSIC (21 May 2020).

EXPECTED RESULTS
We will develop and validate prognostic models for clinical deterioration in T2D. We will develop risk matrices that can be used to accurately predict the likelihood of a patient with T2D facing progressive disease, and can be used to timely identify high-risk patients, and deliver targeted early intervention. This work will also deliver the prototype of a prognostic predictive support system based on web forms.

DISCUSSION
Use of EHRs and machine-learning methods have created an enormous opportunity for further refinement of risk prediction tools in the context of T2DM. Our study aims to provide valuable advances on this topic, by developing and validating a machine-learning tool able to predict the risk of clinical deterioration based on a comprehensive set of patient characteristics and using linked EHRs.

A previous study by Battineni et al conducted experiments to predict diabetes in Pima Indian females with particular machine learning (ML) classifiers.25 However, this study used a much smaller sample (n=768 female patients), and used a dataset comprising only eight risk factors (age, and diabetes-related clinical factors). No sociodemographic factors were included in the model. Also, this study used a dataset owned by the National Institute of Diabetes and Digestive and Kidney Diseases (the Pima Indian diabetes dataset), rather than routinely collected data, which are recognised to have a better performance for these models.15 The same limitations apply to a study by Kahramanli et al, that used the same dataset.24 This study is likely to have a large sample size, since it will use WSIC, which covers over 2.4 million patients in North West London. Additionally, data will be representative of ‘real-life’ patients as will be collected as part of routine clinical care. While previous evidence has shown that prediction models using EHRs data have better predictive performance than those using administrative data, it has also found that most of the models examined lacked inclusion of socioeconomic features.13 In this study, patient-level linked data (comprising information from primary, secondary, social and community care) will allow us to explore the contribution of a comprehensive set of characteristics, including sociodemographic, geographic, clinical, patient activation and service utilisation.

This rich dataset will be used to develop a tool able to differentiate patients with T2DM based on their probability of facing clinical deterioration, using BNs, a machine-learning method particularly useful to explore the influences between variables. Previous literature comparing the prediction accuracies obtained by conventional statistical regression methods and machine-learning methods showed higher classification accuracies for machine-learning models, as measured by the AUC scores (65%–85% vs 80.8%–99.4%).15 Compared with regression-based approaches, BNs present several additional advantages, including the generation of network structures in which relationships between variables can be easily communicated, their ability to apply Bayes’ theorem to conduct individual-level risk estimation, and their easy transformation into decision models.16 Additionally, BNs allow us to proceed with inference even in the presence of missing observations, representing an advantage in comparison with other ML methods.

Limitations of the study include the potential lack of accuracy of diagnosis of T2DM and potentially related risk factors and/or clinical deterioration outcomes; however, since T2DM is continuously monitored as part of the quality and outcomes framework,24 it is an area where healthcare professionals are particularly incentivised to keep information completed and updated. For outcomes of clinical deterioration, there is a considerable redundancy of codes (ie, several codes may be used to describe the same event). To improve consistency, we have selected an extensive list of clinical codes which encompass symptoms and diagnoses to define these outcomes. Another limitation refers to the external validity of the tool, and therefore future work should consider replication in other populations.

With the increasing availability of EHRs, the growing awareness of the role of social determinants of health in health outcomes and the advances in machine-learning
methods, there is a growing opportunity to develop novel approaches for risk stratification. Using data-driven approaches, including novel factors, such as sociodemographic, ethnic, geographic factors, as well as the degree of patients’ self-management ability or the patterns of healthcare usage, can provide a more granular picture of the patients that are more likely to deteriorate, and what are the main drivers for that deterioration. To identify these patients is of crucial importance for patient-centred population health and integrated care pathway delivery, and will allow for timely intervention, and more effective healthcare delivery.

**Twitter** Tony Willis @tonywillis

**Contributors** ALN, PPR, AM, BG, TW, AD and EM contributed to the conception and design of this work. ALN wrote the manuscript with input from all authors. All authors approved the version submitted for publication.

**Funding** This work was supported by the National Institute for Health Research (NIHR) Imperial Patient Safety Translation Research Centre and by the PARSUK/FTC Bilateral Research Fund. Infrastructure support was provided by the NIHR Imperial Biomedical Research Centre (BRC). The research was enabled by the Imperial Clinical Analytics Research and Evaluation (iCARE) environment and used the iCARE team and data resources.

**Disclaimer** The views of the authors do not necessarily reflect those of the NHS, NIHR or the Department of Health.

**Competing interests** None declared.

**Patient and public involvement** Patients and/or the public were involved in the design, or conduct, or reporting, or dissemination plans of this research. Refer to the Methods section for further details.

**Patient consent for publication** Not required.

**Provenance and peer review** Not commissioned; externally peer reviewed.

**Data availability statement** No data are available. Patient-level data will not be made available.

**Open access** This is an open access article distributed in accordance with the Creative Commons Attribution 4.0 Unported (CC BY 4.0) license, which permits others to copy, redistribute, remix, transform and build upon this work for any purpose, provided the original work is properly cited, a link to the licence is given, and indication of whether changes were made. See: https://creativecommons.org/licenses/by/4.0/.

**ORCID iD**

Ana Luisa Neves http://orcid.org/0000-0002-7107-2711

**REFERENCES**

1. Wild S, Roglic G, Green A, et al. Global prevalence of diabetes: estimates for the year 2000 and projections for 2030. Diabetes Care 2004;27:1047–53.

2. Garcia MJ, McNamara PM, Gordon T, et al. Morbidity and mortality in diabetics in the Framingham population. sixteen year follow-up study. Diabetes 1974;23:105–11.

3. Panzram G. Mortality and survival in type 2 (non-insulin-dependent) diabetes mellitus. Diabetologia 1987;30:123–31.

4. Hex N, Bartlett C, Wright D, et al. Estimating the current and future costs of type 1 and type 2 diabetes in the UK, including direct health costs and indirect societal and productivity costs. Diabet Med 2012;29:855–62.

5. Munch L, Arreskov AB, Sperling M, et al. Risk stratification by endocrinologists of patients with type 2 diabetes in a Danish specialised outpatient clinic: a cross-sectional study. BMC Health Serv Res 2016;16:124.

6. Gottlieb LM, Tirozzi KJ, Manchanda R, et al. Moving electronic medical records upstream: incorporating social determinants of health. Am J Prev Med 2015;48:215–8.

7. Murdoch TB, Detsky AS. The inevitable application of big data to health care. JAMA 2013;309:1351–2.

8. Kangovi S, Grande D. Hospital readmissions—not just a measure of quality. JAMA 2011;306:1796–7.

9. Mahmoudi E, Kamdar N, Kim N, et al. Use of electronic medical records in development and validation of risk prediction models of hospital readmission: systematic review. BMJ 2009;339:b6986.

10. Clark ML, Utz SW. Social determinants of type 2 diabetes and health in the United States. World J Diabetes 2014;5:296–304.

11. Rask KJ, Ziemer DC, Kohler SA, et al. Patient activation is associated with healthy behaviors and ease in managing diabetes in an indigent population. Diabetes Educ 2009;35:222–30.

12. Remmers C, Hibbard J, Mosen DM, et al. Is patient activation associated with future health outcomes and healthcare utilization among patients with diabetes? J Ambul Care Manage 2009;32:220–7.

13. Collins GS, Mallett S, Omar O, et al. Developing risk prediction models for type 2 diabetes: a systematic review of methodology and reporting. BMC Med 2011;9:103.

14. Jha AK, DesRoches CM, Campbell EG, et al. Use of electronic health records in U.S. hospitals. N Engl J Med 2009;360:1628–38.

15. Rihimaa P. Impact of machine learning and feature selection on type 2 diabetes risk prediction. J Med Artif Intell 2020;3:10.

16. Arora P, Boyne D, Slater JJ, et al. Bayesian networks for risk prediction using real-world data: a tool for precision medicine. Value Health 2019;22:439–45.

17. Scufati M, Vitolo C, Tucker A. Learning Bayesian networks from big data with greedy search: computational complexity and efficient implementation. Stat Comput 2019;29:1095–108.

18. Pearl J. Probabilistic reasoning in intelligent systems. In: Networks of plausible inference. San Francisco, CA, USA: Morgan Kaufmann Publishers Inc, 1988.

19. Ebana Y, Furukawa T. Networking analysis on superior vena cava arrhythmogenic in atrial fibrillation. Ir J Cardiol Heart Vasc 2019;22:150–3.

20. Elsayad A, Fakhri M. Diagnosis of cardiovascular diseases with Bayesian classifiers. J Comp Sci 2015;11:274–82.

21. Gomathi K, Priyaa DS. An efficient coronary heart disease prediction by semi parametric extended dynamic Bayesian network with optimized cut points. ARPN J Eng Appl Sci 2018;13:1539–44.

22. Ayon SI, Islam MM. Diabetes prediction: a deep learning approach. Int J Inform Eng Electr Business 2019;2:1–7.

23. Battineni G, Sagaro GG, Nalini C, et al. Comparative machine-learning approach: a follow-up study on type 2 diabetes predictions by cross-validation methods. Machines 2019;7:74.

24. Kahraman H, Allahverdi N. Design of a hybrid system for the diabetes and heart diseases. Expert Syst Appl 2008;35:82–9.

25. North West London Collaboration of Clinical Commissioning Groups. Whole systems integrated care (WSIC) dashboards and information sharing [online]. 2020. Available: https://www.healthinnorthw est.nhs.uk/news-resources/information-sharing [Accessed 15 Sep 2020].

26. Ministry of Housing, Communities and Local Government. The English indices of deprivation 2019 (IoD 2019) [online]. 2020. Available: https://ioc.nhs.uk/ [Accessed 15 Sep 2020].

27. Office for National Statistics. ONS postcode directory [online]. 2020. Available: https://geoportal.statistics.gov.uk/datasets/ons-postcode-directory--may-2020 [Accessed 15 Sep 2020].

28. Hibbard JH, Stockard J, Mahoney ER, et al. Development of the patient activation measure (PAM): conceptualizing and measuring activation in patients and consumers. Health Serv Res 2004;39:1005–26.

29. Vuk S, Mayer E, Darzi A. A quantitative evidence base for population health: applying utilization-based cluster analysis to segment a patient population. Popul Health Metr 2016;14:44.

30. Moran GM, Calvert M, Feltham MG, et al. A retrospective cohort study to investigate fatigue, psychological or cognitive impairment after TIA: protocol paper. BMJ Open 2015;5:e008149.

31. Health Survey for England, 2012 adult trend tables 2012 [online]. 2020. Available: http://www.hscic.gov.uk/pubs/hse10trends [Accessed 15 Sep 2020].

32. Kjaerulf UB, Madsen A, Networks B. Influence diagrams: a guide to construction and analysis. 2nd edn. New York, NY: Springer-Verlag, 2013.

33. Koller D, Friedman N, Bach F. Probabilistic graphical models: principles and techniques - adaptive computation and machine learning. Cambridge, MA: The MIT Press, 2009.

34. Forbes LJ, Marchand C, Donan T, et al. The role of the quality and outcomes framework in the care of long-term conditions: a systematic review. Br J Gen Pract 2017;67:e775–84.