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Abstract This paper presents the development of a storm-time total electron content (TEC) model over the African sector for the first time. The storm criterion used was |Dst| ≥ 50 nT and Kp ≥ 4. We have utilized Global Positioning System (GPS) observations from 2000 to 2018 from about 252 receivers over the African continent and surroundings within spatial coverage of 40°S–40°N latitude and 25°W–60°E longitude. To increase data coverage in areas devoid of ground-based instrumentation including oceans, we used the available radio occultation Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC) TEC from 2008 to 2018. The model is based on artificial neural networks which are used to learn the relationship between TEC and the corresponding physical/geophysical input parameters representing factors which influence ionospheric variability. An important result from this effort was the inclusion of the time history of the geomagnetic activity indicators (dKp/dt and dDst/dt) which improved TEC modeling by about 5% and 12% in middle and low latitudes, respectively. Overall, the model performs comparatively well with, and sometimes better than, the earlier single station modeling efforts even during quiet conditions. Given that this is a storm-time model, this result is encouraging since it is challenging to model ionospheric parameters during geomagnetically disturbed conditions. Statistically, the average root-mean-square error (RMSE) between modeled and GPS TEC is 5.5 TECU (percentage error = 30.3%) and 5.0 TECU (percentage error = 30.4%) for the Southern and Northern Hemisphere midlatitudes respectively compared to 7.5 TECU (percentage error = 22.0%) in low latitudes.

1. Introduction

Geomagnetic storms are momentary disturbances of the Earth’s magnetic field as a result of energy transferred to the magnetosphere from the solar wind. The solar wind is an outflow of plasma from the Sun, consisting of charged particles with typical kinetic energies of the order of a few kilo-electronvolts. When solar winds hit the Earth’s magnetosphere, they generate shock waves and interactions that manifest as geomagnetic storms. Geomagnetic storms affect several aspects of space weather, including the ionosphere. For a relatively long time, a lot of research has been devoted to understanding how geomagnetic storms affect the ionosphere (e.g., Appleton, 1950; Findlay et al., 1969; Nava et al., 2016; Sato, 1957; Yeh et al., 1994; and many others). A compilation of results from these studies show that geomagnetic storms can lead to remarkable increases in the ionospheric ionization levels referred to as positive ionospheric storms (e.g., Namgaladze et al., 2000; Ngwira et al., 2012; Pedatella et al., 2009), remarkable decreases in the ionospheric ionization levels referred to as negative ionospheric storms (e.g., Mikhailov & Schlegel, 1998; Strickland et al., 2001; Yue et al., 2016), or insignificant changes in the ionospheric ionization levels referred to as non-significant ionospheric storms (e.g., Adekoya et al., 2012; Matamba et al., 2015; Uwamahoro & Habarulema, 2015).
In Africa, a good number of research have also been conducted to investigate ionospheric variation during geomagnetic storms (e.g., Adebesin, 2008; Adebiyi et al., 2014; Habarulema, 2010; Joshua et al., 2018; Matamba & Habarulema, 2018; Olawepo & Adeniyi, 2012; Rabiu et al., 2007; Uwamahoro et al., 2018; and many more).

Ionospheric storms have remained a contemporary research interest because of the growing concern to improve modeling accuracy of ionospheric behavior during geomagnetic storms. In recent times, the major challenge has been to accurately model quantitative deviations in ionospheric parameters, like total electron content (TEC), during geomagnetic storms. This challenge is made even more complicated by indications from previous research (e.g., Joshua et al., 2018; Uwamahoro et al., 2018) that there may not be a direct relationship between magnitudes of the deviations and the storm intensities. The deviations have also been convincingly demonstrated to exhibit spatial variations that depend on location.

The first regional TEC model over the entire African region (AfriTEC) was developed by applying the method of neural networks on empirical observations obtained from ground-based Global Positioning System (GPS) receivers and from GPS receivers on board the Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC) mission (Okoh et al., 2019). This was a quiet-time-based model; only quiet-time observations (−20 nT ≤ Dst ≤ 20 nT) were used. In the present work, a version of the storm-time model for the AfriTEC is developed by using artificial neural networks to model TEC measurements obtained across Africa during storm periods (|Dst| ≥ 50 nT and Kp ≥ 4). Using data for all (both quiet and storm) periods does allow the networks to learn storm-time variations, so long as storm indices are included as inputs (e.g., Habarulema, 2010; Okoh et al., 2016). However, Okoh et al. (2019) observed that including data from all periods does not allow the networks to adequately learn responses to TEC during storm conditions. This was explained to be due to obvious reason that vast majority of data for all periods are quiet-time data, and so patterns for quiet-time are predominantly “seen” by the neurons. This prompted the idea used in the present work, which is to increase proportion of the storm-time data, thereby improving concentration of the neurons on storm-time variations and so better performance of the model for the storm periods. Previous efforts of storm-time modeling over the African sector were largely restricted to single or more station models but did not encompass the whole African region due to limited observations. This is the first report of storm-time TEC modeling across the entire African region. The model is developed for operational purposes and has been proposed for real-time TEC monitoring at the Space Weather Center of the South African National Space Agency, Space Science.

2. Data

Data used in this work include GPS data (obtained from both ground-based and COSMIC satellite-borne GPS receivers) and indices for solar and geomagnetic activities. These data sets are explained next.

2.1. Ground-Based GPS Data

Ground-based GPS data were obtained from a total of 252 GPS receiver stations in different locations of the African region as shown by the red dots in Figure 1. The data included all available data from the stations for years 2000–2018, during geomagnetic storm periods. The criteria for geomagnetic storm selection were |Dst| ≥ 50 nT and Kp ≥ 4.

Data were obtained in Receiver Independent Exchange (RINEX) format from the following sources: the African Geodetic Reference Frame (AFREF), the South African network of continuously operating GNSS base stations (TRIGNET), the University of California, San Diego, SOPAC, and CSRC GARNER GPS Archive, the National Aeronautics and Space Administration’s Crustal Dynamics Data Information System (CDDIS) Archive of GNSS products, the Global Data Center of the International GNSS Service, the UNAVCO Archive of GNSS Data, and the Geodetic Data Archiving Facility. RINEX data obtained from these sources were processed into TEC data using the GPS-TEC program (Rama Rao et al., 2006; Seemala & Valladares, 2011), which has been severally used and validated in many research papers (e.g., Akala et al., 2015; Catherine et al., 2017; Guyer & Can, 2013; Okoh et al., 2018; Olwendo et al., 2012; Panda et al., 2015; Rabiu et al., 2014; Uwamahoro et al., 2018). TEC data obtained from observations in which satellite elevation angles were less than or equal to 30°, were removed, in order to minimize multipath errors.
TEC derived during radio occultation (RO) events, from the COSMIC mission (Chen-Joe, 2008; Syndergaard et al., 2006) were also used. The motivation for incorporating data from the COSMIC mission is based on the idea that the mission provides better spatial coverage across the region than the ground-based receivers. For our current study, COSMIC observations provide the much needed coverage over the Northern Hemispheric part of the African sector which has limited ground-based instrumentation, and oceanic areas. In Figure 1, coverage of ground-based GPS receivers is shown in red dots, while coverage of the COSMIC observations (for only 7–9 March 2012) is shown in blue dots. The figure shows that the COSMIC mission provided observations for locations (like the Sahara desert and the Atlantic Ocean) where there is sparse or no distribution of ground GPS receivers.

Second level COSMIC data (in “ionprf” format) were obtained from the COSMIC Data Analysis and Archive Centre. The data set comprises ionospheric electron density profiles for various RO events recorded in the African region (25°W–60°E and 40°N–40°S), and during the period from years 2008–2018. TEC was obtained from the COSMIC electron density profiles by integrating the electron densities for discrete RO events. The TEC obtained for a given RO event was assigned to the location with the maximum electron density. The profile for a given RO event can span a very wide area. The TEC value assigned to a particular location may therefore be contaminated by electron densities measured at other locations. To minimize errors that may result from these situations, only profiles in which the electron densities span less than 10° in latitude and less than 15° in longitude were integrated to derive TEC used in this work. Also, only data set satisfying the storm criteria ($|D_{st}| \geq 50$ nT and $Kp \geq 4$) was used.

Another consideration is that there is disparity between TECs derived from COSMIC and those derived from ground GPS receivers. For instance, the upper integration limits for TEC are respectively ~800 and ~20,200 km for the COSMIC-TEC and the ground GPS-TEC. To account for this disparity, we calibrated the COSMIC-TEC to obtain corresponding ground GPS-TEC using the method described by Okoh et al. (2019). The method basically involves using neural networks to learn the relationship between the two data sets for periods and locations for which there are available data from the two sources. The trained network is then used to scale the COSMIC values to corresponding ground-based GPS values. Figure 1b is an illustration of how the calibrated and uncalibrated COSMIC-TECs compare with the GPS measurements obtained at the 1° × 1° grid cell of NKLG station. The green line (labeled $y = x$) is the identity line (having unit slope and zero intercept). It is the locus of ideal points in which the COSMIC-TEC is exactly equal to the GPS-TEC. The points closer to the line therefore present better agreement between the COSMIC-TEC and the GPS-TEC. Figure 1b clearly indicates that the calibrated COSMIC-TECs (red dots) are generally closer to the identity line than the corresponding uncalibrated COSMIC-TECs (black dots). The uncalibrated...
COSMIC-TEC values typically fall below the identity line, indicating that they are smaller than corresponding GPS-TEC values. This shortfall is expected since the upper integration limit for the COSMIC-TEC is less than that of the GPS-TEC. The reason for engaging the calibration procedure is evident in Figure 1b. The figure clearly indicates that the calibration procedure was effectively used to tune the COSMIC-TEC values closer to corresponding GPS-TEC values.

TECs derived from both COSMIC and ground-based GPS receivers were then pooled together, and binned in hourly grids of 1° × 1° cells as illustrated in Figure 1. It is these hourly values that were used for the neural network training described in section 3.

3. Methods

The method of artificial neural networks was used to model TEC variations during geomagnetic storm periods over the African region. The Bayesian regularization backpropagation algorithm (Bayes, 1763; Burden & Winkler, 2008; Laplace, 1812; MacKay, 1992) was used for training of the networks, and implementation was done using MATLAB's trainbr function and other functions in MATLAB’s neural network toolbox.

3.1. Data Splitting and Normalization

Prior to training, the data set was split in three portions: for training, validation, and testing. The test data set was first formulated. It was constituted from the following two sets of data:

1. All data from each of the 1° × 1° grid cells containing the three stations of LAMP (geographic: 12.6°E, 35.5°N; geomagnetic: 26.6°N), NKLG (geographic: 9.7°E, 0.4°N; geomagnetic: 8.0°S), and SUTH (geographic: 20.8°E, 32.4°S; geomagnetic: 41.1°S), as shown in Figure 1. The three stations were chosen such that they respectively represent stations in the midlatitude (Northern Hemisphere) region, equatorial region, and midlatitude (Southern Hemisphere) region. They were also chosen such that they are separated by not more than 1 hr in longitude so that TEC profiles from the stations are not significantly separated in time. Finally, the stations were selected because they each had significant amount of data during the storm periods. These represented 5.58% of the entire data set.
2. All data sets recorded in year 2012, a year of moderate solar activity. These represented 9.55% of the entire data set.

The test data set described in (i) and (ii) which represented 15.13% of the entire data set formed the unseen data used for the final testing/verification of the model performance. The validation data set was formulated to comprise all data recorded during year 2015 (a year of high solar activity) and year 2008 (a year of low solar activity). This data set was utilized for deciding/choosing the best network from the several groups of networks trained during this study. Put together, the validation data set represented 14.69% of the entire data set. The remaining 70.18% of the entire data set was used for training or simply model development.

The training data was normalized using MATLAB’s “mapminmax” processing function. The “tansig” function (which implements the hyperbolic tangent) was used as the transfer function between the input layer and the hidden layer, as well as between the hidden and the output layer.

3.2. Neural Network Inputs and Validation

The first stage of the modeling involved deciding the inputs that will facilitate the network’s learning of TEC behavior during storm conditions. We started off with the base input layer neurons representing input parameters that were used in Okoh et al. (2019) for quiet-time modeling. The standard factors influencing TEC variability are seasonal variation represented by day number of the year (DOY), diurnal variation taken care of by the hour of the day (HH), spatial consideration (latitude and longitude) and solar activity (F10.7). Therefore, the base inputs included DOYs (sine component of the day of year), DOYc (cosine component of the day of year), HHs (sine component of the local time), HHc (cosine component of the local time), longitude, latitude, and F10.7. At least, an additional input layer neuron is required to facilitate the network’s learning of TEC behavior during storm conditions. There was an option to include the Dst index or Kp index or both indices. To make an informed choice, we first trained three different sets of networks. For the first set, we included the Dst as an additional input layer neuron to the base input layer neurons described above. For the second set, we included the Kp as an additional input layer neuron to the base input layer neurons. And for the third set, we included both Dst and Kp as additional input layer neurons to the base input layer neurons.
neurons. A total of 50 neural networks were trained in each case (varying the number of hidden layer neurons from 1 to 50). Each of the trained neural networks was then used to predict the TEC values for the validation data set. Regarding the corresponding measured TEC values as reference, the root-mean-square errors (RMSEs) for the neural network predictions were computed.

Figure 2a shows how the computed RMSEs compare with each other. In the figure legend, “dst” represents RMSEs for the network which has Dst included to the base input layer neurons, “kp” represents values for the network with Kp included, and “both” represents the network with both Dst and Kp included. Although the differences are small, Figure 2a clearly shows that the network which has both Dst and Kp included as inputs performs better than the networks which have either of the indices included as input. This is indicated by the observation that the RMSEs were, very often, lower for the network which has both indices included. Statistics of the errors are shown in the box and whisker plot of Figure 2b. On each box, the central mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points not considered outliers, and the outliers are plotted individually using the “+” symbol (Mathworks, 2020). The median (central marks in the boxes) is lower for the network which has both Dst and Kp included. This shows that, in general, the errors are smaller for this network and this further supported our inclusion of both indices (rather than one of them) as inputs for our final network.

Considering that the effects of geomagnetic storms on TEC response could also be delayed, we furthermore investigated the behavior of the networks when provided with history of the storm indices as additional input layer neurons. This consideration is based on previous reports (e.g., Dubazane & Habarulema, 2018; Scherliess & Fejer, 1999; Yamazaki & Kosch, 2015) which indicate that the equatorial electric field during active geomagnetic conditions depend on the history and present geomagnetic activity levels. We provided history of the storm indices as first-order time derivatives of the storm indices, computed as described in Equation 1.

\[
\frac{dx}{dt} = \frac{x_{t+\Delta t} - x_t}{\Delta t}
\]

where \(x\) is the storm index and \(\Delta t\) is 1 hr for the Dst index and 3 hr for the Kp index.

Again, we trained three additional sets of networks in which we included derivatives of the storm indices as input layer neurons to the network which already had both Dst and Kp included. For the first set, we included derivative of the Dst. For the second set, we included derivative of the Kp, and for the third set, we included derivatives of both Dst and Kp. As before, we trained a total of 50 neural networks for each case (varying the number of hidden layer neurons from 1 to 50). Each of the trained neural networks was used to predict the TEC values for the validation data set. And RMSEs were computed for the predictions, by taking the corresponding measured TEC values as reference. Results of the RMSEs are also shown in Figure 2. In the legend of Figure 2a, “Ddst” represents RMSEs for the network which has derivative of Dst included, “Dkp” represents values for the network with derivative of Kp included, and “Dbboth” represents the network with derivatives of both Dst and Kp included.

Again, Figure 2a clearly shows that the network which has derivative of both Dst and Kp included as inputs performs better than the networks which have either of the derivatives included. This is indicated by the observation that the RMSEs were, very often, lower for the network which has derivatives of both indices included. This is clearly corroborated by the box and whisker plot of Figure 2b, where the median of the error distribution is least for the network which has derivatives of both indices included. This is the set of network that was finally used for our storm model. In particular, we adopted the network which has 48 hidden layer neurons, because it gave the least error (RMSE = 5.3 TECU;
Percentage error on the validation data set is 27.4% (Equation 2). This formula is:

\[
\text{Percentage error} = \frac{1}{n} \sum_{i=1}^{n} \left\{ \frac{\text{Observed TEC}_i - \text{Modeled TEC}_i}{\text{Observed TEC}_i} \times 100 \right\}
\]

where \( n \) is the number of observations used in computation of the percentage error.

The worst performing network in the figure has one hidden layer neuron; the RMSE is 13.7 TECU, and the percentage error is 74.6%, which is almost three times that of the best performing network. The adopted network is implemented as a MATLAB function that is included in the Appendix A of this paper. Figures 4–7 further demonstrate that this same set of network (having both derivatives of \( Dst \) and \( Kp \) included as input layer neurons) performs better on the test data set, in terms of minimizing the prediction errors, than the set of networks having either derivatives of \( Dst \) or \( Kp \) included. Interestingly, Figure 2a reveals that there is a relatively wide gap between the RMSEs of the set with and without the derivatives included. This is an indication that the derivatives are significant inputs for storm-time TEC modeling.

### 3.3. Error Analysis

Error analysis was conducted, on the test data set, to provide information on the magnitude of errors expected in using the final neural network model developed. Figures 3a–3d represents errors obtained in using the neural network model to make predictions of the test data set for varying conditions. In Figure 3a, the RMSEs were computed over different latitudes. The figure indicates that the RMSEs are larger around the equatorial region (about 7 TECU), and they decrease toward the midlatitude regions (about 5 TECU). Interestingly, the error plot contains signature of the equatorial ionization anomaly, in which a double peak is built around the magnetic equator.

Figure 3b indicates that the RMSEs are larger during periods of high solar activity (about 8 TECU for \( F10.7 > 200 \)), and they decrease during periods of low solar activity (about 4 TECU for \( F10.7 < 100 \)). Figure 3c shows diurnal variation of the RMSEs. The figure shows that the RMSEs are larger during local daytimes (about 8 TECU at 14:00 LT), and they decrease during local nighttime (about 2 TECU at 05:00 LT). Figure 3d shows the seasonal variation of the RMSEs. The RMSEs are larger during equinoxes (about...
TECU), and they decrease during solstices (about 4.5 TECU). The error plots in Figure 3 point to the reality that the errors are larger when the TEC magnitudes are correspondingly larger, and vice versa. The larger error values obtained in the equatorial region is also potentially linked to the difficulty associated with modeling the region due to large TEC gradients and peculiar phenomena like the equatorial anomaly (Hunt et al., 2000; Okoh et al., 2018; Uwamahoro et al., 2019).

It is important to interpret behavior of the percentage error plots, especially in Figure 3c where it appears that the RMSE and percentage error are inversely related. This is not a case of inverse relation between the RMSE and percentage error. Rather, the percentage error (see Equation 2) is similar to a ratio of the error and the observed TEC. The implication is that the value of the percentage error decreases with increasing value of observed TEC, provided that the error is “fairly” constant, or not changing, in proportion, as much as the observed TEC does. There are notable variations of observed TECs in diurnal profiles; the observed TECs change much more rapidly than the errors do, especially during the ascending and descending phases of the diurnal profile. The result is that the percentage error decreases as the observed TEC increases and vice versa, leading to the scenario seen in Figure 3c. A similar explanation also applies to the observations that are noted in the rest of Figure 3.

In general, the developed model demonstrates performance that is comparable to, and mostly better than, other existing ones in the region, in terms of minimizing the prediction errors. We obtained an RMSE of 5.8 TECU (percentage error = 25.7%) when computed over our entire test data set. Habarulema et al. (2007) reported an average RMSE of 8.5 TECU for a neural network-based model developed over the South African region. Okoh et al. (2016) reported average RMSE values that are typically between 6.0 and 8.5 TECU for a neural network-based model developed over Nigeria. Interestingly, a very recent single-station study in the region (Habyarimana et al., 2020) reported an RMSE of 5.7 TECU which is very similar to the 5.8 TECU value obtained in the present study. The present study however exhibits two advantages. First, it is a wide-region model, and so it is expected to be less accurate than a single-station model. The comparable accuracy obtained is therefore an advantage. Second, the model developed in the present study is a storm-time model. Ionospheric variations during geomagnetic storm conditions are usually more erratic than during geomagnetically quiet conditions. It is therefore expected that quiet-time models should have better accuracy when compared to storm-time models. The comparable accuracy demonstrated by the model is therefore a

Figure 4. Modeled TECs versus GPS TECs at LAMP, NKLG, and SUTH, during the storm of 20 November 2003. The green plots represent TEC data from the GPS receivers. The black, red, and blue plots respectively represent TECs predicted from the models that include derivatives of Dst, derivatives of Kp, and derivatives of both Dst and Kp indices.
Figure 5. Modeled TECs versus GPS TECs at LAMP, NKLG, and SUTH, during the storm of 4 September 2008. The green plots represent TEC data from the GPS receivers. The black, red, and blue plots respectively represent TECs predicted from the models that include derivatives of $D_{st}$, derivatives of $K_p$, and derivatives of both $D_{st}$ and $K_p$ indices.

Figure 6. Modeled TECs versus GPS TECs at LAMP, NKLG, and SUTH, during the storms of 7 and 9 March 2012. The green plots represent TEC data from the GPS receivers. The black, red, and blue plots respectively represent TECs predicted from the models that include derivatives of $D_{st}$, derivatives of $K_p$, and derivatives of both $D_{st}$ and $K_p$ indices.
What distinguishes this model from the previous studies is the inclusion of the history $\frac{dKp}{dt}$ and $\frac{dDst}{dt}$ as additional inputs to take into account the delayed TEC response to the geomagnetic storms.

### 4. Results and Discussion

Figures 4–6 represent plots of the GPS-TEC and predicted TECs using the models with storm index derivatives included as input. The storms illustrated in Figures 4–6 are respectively the storms of 20 November 2003, 4 September 2008, and 7/9 March 2012. The figures also include TEC plots for about 2 days before and after the storm main phases. The illustrated storms were chosen such that they cover storm events of different magnitudes, occurring during different solar activity periods, and occurring during different seasons. The storm of 20 November 2003 (illustrated in Figure 4) was a super storm (minimum $Dst = -422$, maximum $Kp = 8.7$). The storm period was during a high solar activity period ($F_{10.7} \sim 170$) and in the December solstice season. The storm of 4 September 2008 (illustrated in Figure 5) was a moderate storm (minimum $Dst = -51$, maximum $Kp = 6$). The storm occurred during a period of low solar activity ($F_{10.7} \sim 67$) and in the September equinox season. Figure 6 illustrates two successive storms: the first is a moderate storm (minimum $Dst = -88$, maximum $Kp = 6$) which occurred on 7 March 2012, while the second is an intense storm (minimum $Dst = -145$, maximum $Kp = 8$) which occurred on 9 March 2012. The storms occurred during a period of moderate solar activity ($F_{10.7} \sim 140$) and in the March equinox season.

The figures show that the neural network models correctly captured variations of TEC during most of the storm periods. The increase of GPS-TEC during the storm period of 20 November 2003 was correctly captured by the models in the three stations illustrated. For the moderate storm of 4 September 2008, Figure 5 shows that insignificant changes in the GPS-TEC values were recorded, except for the southern midlatitude station of SUTH, where very slight GPS-TEC increase was recorded during the storm day. The neural network models mostly captured these insignificant changes. Interestingly, the models also accurately captured the slight increase of TEC values during the storm periods of Figure 6 for the northern midlatitude station of LAMP. There was also slight increase in GPS-TEC during the intense storm of 9 March 2012 for the equatorial station of NKLG, and this was captured by the models. In overall, the model TEC profiles were close to the GPS-TEC profiles and interestingly captured the changes observed in GPS-TEC during the storm periods.

The model with both $Dst$ and $Kp$ derivatives included as inputs was more consistent in predicting TEC values that are close to the GPS-TEC values. Using the GPS-TEC values as reference, RMSEs were computed for the three models. Results of the RMSE values for the three models, computed for the illustrated storm periods (Figures 4–6), are shown in the bar chart of Figure 7a. Figure 7b shows information on the RMSE values for the three models, computed for all groups of the validation and test data sets. RMSE values for the validation data set (in Figure 7b) show that the model with both $Dst$ and $Kp$ derivatives as inputs gave the least errors when compared to the models with either the $Dst$ derivatives or the $Kp$ derivatives as inputs. The model with both $Dst$ and $Kp$ derivatives as inputs was therefore adopted, in this work, as the best model. This result is further corroborated by RMSEs computed using the test data sets.

To evaluate the effect of introducing the $Dst$ and $Kp$ derivatives, we compare RMSEs obtained from the network which includes the derivatives, against RMSEs obtained from the network which does not include the...
derivatives. The values obtained for the network which includes the derivatives are respectively 5.0 TECU (percentage error = 30.4%), 7.5 TECU (percentage error = 22.0%), and 5.5 TECU (percentage error = 30.3%) for the LAMP, NKLG, and SUTH test data sets. For the network which does not include the derivatives, the corresponding values are 5.3 TECU (percentage error = 32.5%), 8.5 TECU (percentage error = 25.1%), and 5.8 TECU (percentage error = 32.3%). The results therefore show percentage improvements of 5.7%, 11.8%, and 5.2% respectively for the LAMP, NKLG, and SUTH stations.

Figure 8 contains sample illustrations of spatial maps of TEC over the African region, obtained from the neural network model developed in this work. Figures 8a and 8b respectively represent spatial maps of TEC over the African region, during the peaks of the storms illustrated in Figures 4 and 5. Figures 8c and 8d respectively represent the maps during the peaks of the two successive storms illustrated in Figure 6. It can be observed that the TEC values simulated in the spatial maps of Figures 8a–8d are in agreement with the corresponding values simulated in the diurnal profiles of Figures 4–6 for the three stations of LAMP, NKLG, and SUTH. For example, in Figure 8c, the TEC values at LAMP, NKLG, and SUTH are about 30 TECU, 40 TECU, and 25 TECU, respectively. These same TEC values are reflected in Figure 6 for 09:00 UT on 7 March 2012.

5. Conclusion
For the first time, we have developed a storm-time TEC model over the African sector taking into account data from 2000 to 2018 from GPS observations. Previous modeling efforts were restricted by lack of observations (Habarulema, 2010; Habyarimana et al., 2020; Matamba & Habarulema, 2018; Okoh et al., 2016) especially in the Northern Hemispheric part of the African continent and ocean areas. To address this specific issue, we made use of the TEC derived from radio occultation (COSMIC) data, scaled it to GPS TEC based on the neural network approach which led to improved coverage. The model performs better over mid-latitude compared to low- and equatorial-latitude regions, a result that is consistent with other related literature (Hunt et al., 2000; Okoh et al., 2018; Uwamahoro et al., 2019) due to the complex ionospheric structure in...
low latitudes related (but not limited) to steep electron density gradients, prereversal enhancements, and the presence of equatorial ionization anomaly. It was however very interesting that the accuracy of the developed model was comparable to single station modeling efforts at similar latitudes. Usually, single station models perform better than regional models because they are easier to constrain. For example, the obtained RMSE of 5.8 TECU (percentage error = 25.7%) is statistically similar to 5.7 TEC reported by Habyarimana et al. (2020) for a single station over a low latitude location (0.6°S, 30.74°E, 10.22°S magnetic). We found that inclusion of the history of geomagnetic storm indicators \( \frac{dKp}{dt} \) and \( \frac{dDst}{dt} \) improved TEC modeling by about 5% and 12% in middle- and low/equatorial-latitude regions, respectively.
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**Appendix A**

MATLAB function: Implementation of the neural network developed.

function \( Y = \text{net48D}(X) \)

\[
\text{xoffset\_in} = [-0.999979192959082; -0.999999422024692; -1; -25; -40; 64.6; -422; 0; -171; -4.3];
\]

\[
\text{gain\_in} = [1.00001502754206; 1.00000751371875; 1; 1; 0.0235294117647059; 0.025; 0.0091743119266055; 0.00400801603206413; 0.222222222222222; 0.00847457627118644; 0.208333333333333];
\]

\[
\text{ymin\_in} = -1;
\]

\[
\text{ymin\_out} = -1;
\]

\[
\text{gain\_out} = 0.0109268990725221;
\]

\[
\text{xoffset\_out} = 0.04;
\]

% Bias vectors and layer weight matrices

\[
\text{b1} = \begin{bmatrix} 3.135841418607655706 & -4.2399670618677944844; & -1.45696903377918098664; & -0.1129174096623559974; & -1.487273757082670417; & 3.4742588236283125092; & 27.661678283969325878; & -0.38335869623543050722; & 2.693549110794243795; & -0.019238122821175287352; & -1.9216356720977321171; & 0.91031801121832978119; & -0.236935320190993409990913; & 1.562504298678754601; & 0.11015654205427845291; & -5.2375401651321986662; & -6.695696341231465297; & -0.5117442060471475772; & 0.65511847484186685264; & 3.36795897032879686447; & 1.5984986754734499359; & -4.395422683065199343; & -4.8696392507999168602; & -1.10779140050609312; & 0.7315531720821538659; & -0.2720086015877408464; & 0.34262647025292656; & 1.472137432415038324; & -0.923557429733404156; & 1.372850431981149551; & -0.185829462539191342; & 2.3626291876084828235; & 0.9298123377633443205; & -0.42896107248491618196; & -2.114297724677830954; & 1.0294898914450669736; & 2.5204386098552742368; & 13.024201172201136; & -3.6000594710381612629; & -12.395203407508301297; & -6.359349139339958157; \end{bmatrix};
\]

\[
\text{b2} = -2.3828887136919258971;
\]
| 0.28268782176015172514 | 0.19299758693995791581 | -4.762446681377893549 | 0.29000772087957433688 | -0.84253639924907627867 |
| 0.45099188973070576554 | 0.97292560909837648088 | 0.57035865369253306765 | -0.06657096099293842516 | -3.60831181343986110256 |
| 0.0642818512226069845031 | 0.27045247580843610178 | 0.11971291192609184728 | 0.30861114053392412042 |
| 0.98151542582217758048 | 0.0044588226968433804504 | 0.17970946650701086888 | 0.12798900693798660001 |
| -0.01997557676205115318 | -0.15993511279997716139 | 0.2164909545499939044 | 0.17567052547151820741 |
| -0.15066269476157685069 | 0.02859213101989701499 | -0.03571946330496809388 | -0.17137598151580513464 |
| -0.27278713755207901062 | -0.329023262467932909 | -0.23547339470325239099 | -0.64200923852521396205 |
| 0.25433850765488674749 | -0.12265118558061120469 | 0.36318054452804301304 | -0.10413107949029946404 |
| 0.5711508577716894437094 | -0.69874489090318407895 | 0.05245629440394978388 | 0.13614791873172652363 |
| -0.034687915076968636131 | -0.60789976098779491242 | -2.68865251959201875262 | 0.10548323829206747431 |
| 0.1455071863021161379 | -0.0845084251658214438441 | -0.20628582202056692533 |
| -0.63277292276426376678 | 1.3102489769647645002 | -0.47096083945899727043 | -0.329023262467932909 |
| 0.95416076027340576796083 | -23.547339470325239099 | -0.49101926654725329612 |
| 0.625817601700387397967 | 0.8959878911949643246252 | -0.41963867067529264553 | -6.5255707026511625156 |
| -0.12358880379377397876 | -0.03055301908563722604 | 0.01778899161014717606 |
| 0.024160307547250787386 | 0.516287508439335960524 | 0.05278295294044046191 |
| 0.066554017981461793818 | 0.048639025134481872275 | -0.05162883398746726082 |
| -0.06294374311069643537 | 0.606005195103052488373 |
| -0.33084009490211254112 | 0.2523578023753667836 |
| -0.377026724264376678 | -2.28440557806421671226 |
| -0.30654391919595106152 | -0.1905662795522463297 |
| -0.0730685091879584846266 | -0.1838692869799230491 |
| -0.494870260762455126 | -0.05938560897591424668 |
| 0.42366466338912046368 | -0.3050915425528918513 |
| -0.18631641857315205665 | -0.02812495230251505686 |
| 0.4792462061180938853 | 0.0514164709815307283 |
| 0.516287508439335960524 | -0.12265118558061120469 |
| 0.36318054452804301304 | -0.45108461147149081191 |
| 0.14417195993661951191 | -0.68821796012437963519 |
| -0.089462659888440513896 |
| 0.45108461147149081191 | 0.06527895840358560524 |
| 0.05278295294044046191 | 0.4501373491 |
| 0.14417195993661951191 | -0.68821796012437963519 |
| -0.089462659888440513896 |
| 0.45108461147149081191 | 0.06527895840358560524 |
| 0.05278295294044046191 | 0.4501373491 |
\[
X = \text{size}(X, 2);
\]

\[
\text{bsxfun (@times, yy, gain_in)};
\]

\[
\text{bsxfun (@minus, X, x offset_in)};
\]

\[
\text{bsxfun(@plus, yy, y min_in)};
\]

\[
\text{X} = X';
\]

N = size(X, 2);

% Normalization

\[
\text{yy = bsxfun(@minus, X, x offset_in);}
\]

\[
\text{yy = bsxfun(@times, yy, y gain_in);}
\]

\[
\text{Xp1 = bsxfun(@plus, yy, y min_in);}
\]

% Transfer Function 1
n1 = repmat(b1, 1, N) + LW1 * Xp1;
a1 = 2./(1 + exp(-2 * n1)) - 1;
% Transfer Function 2
n2 = repmat(b2, 1, N) + LW2 * a1;
a2 = 2./ (1 + exp(-2*n2)) - 1;
% Denormalization
xx2 = bsxfun(@minus,a2,ymin_out);
xx2 = bsxfun(@rdivide, xx2, gain_out);
Y = bsxfun(@plus, xx2, xoffset_out);
Y = Y;
end.
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