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Abstract—We introduce a phase hopping scheme for reconfigurable intelligent surfaces (RISs) in which the phases of the individual RIS elements are randomly varied with each transmitted symbol. This effectively converts slow fading into fast fading. We show how this can be leveraged to significantly improve the outage performance especially for small outage probabilities without channel state information (CSI) at the transmitter and RIS. Furthermore, the same result can be accomplished even if only two possible phase values are available. Since we do not require perfect CSI at the transmitter or RIS, the proposed scheme has no additional communication overhead for adjusting the phases. This enables robust ultra-reliable communications with a reduced effort for channel estimation.

Index Terms—Reconfigurable intelligent surfaces, Phase hopping, ε-outage capacity, Outage probability, Ultra-reliable communications.

I. INTRODUCTION

Reconfigurable intelligent surfaces (RISs) have been considered widely as a promising enabling technology for the next generation of wireless communications to provide a higher throughput, a lower latency, a better reliability, and an improved security [3]–[5]. They can be used to shape the propagation of electromagnetic waves [6], [7], which can in turn be used to improve wireless data transmission. A possible use case is the compensation of Doppler effects, e.g., in high-mobility scenarios [8], [9]. Further applications could include localization and sensing [10], [11]. Due to the special propagation effects in THz channels, RIS-assisted communications has also been considered for these frequency bands [12].

The main focus in the aforementioned cases lies on the correct adjustment of the phase shifts of the individual RIS elements. Based on the direct channel as well as the RIS-assisted channel, [13] minimizes the total transmit power at the transmitter by jointly optimizing the transmit beamforming by an active antenna array at the transmitter and reflect beamforming by passive phase shifters at the RIS. A similar problem is considered in [14]. An optimization algorithm for finding the optimal RIS phases that maximize the energy efficiency in a multi-user downlink communication scenario is presented in [15]. The maximization of the weighted signal-to-interference-plus-noise ratio (SINR) in a two-user downlink network is considered in [16]. The optimal phase shifts for a maximum transmission rate of a single-antenna RIS-assisted communication system are derived in [17]. In the context of ultra-reliable low latency communication (URLLC), RIS have been considered in [18], where the authors consider a RIS-assisted factory-automation communication system and investigate the average data rate and decoding error probability.

ScatterMIMO exploits smart surfaces to increase the scattering in the environment in order to provide multiple-input multiple-output (MIMO) spatial multiplexing gain and additional spatial diversity [19]. By a clever placement of the RIS, another virtual access point is created whose signals superimpose at the receiver.

However, the various optimization problems to find the optimal phase shifts typically require channel state information (CSI) at the RIS or transmitter. In contrast to this, we do not choose the RIS coefficients based on CSI and, thus, do not require CSI at the transmitter or at the RIS. Instead, we propose to use the RIS to transform a slow-fading into a fast-fading channel, in order to improve the reliability of the link. This is done by randomly varying the RIS phases with each transmitted symbol during a constant realization of the slow-fading channels. Due to some similarities to the well-known frequency hopping [20, Chap. 3], we call the proposed scheme RIS phase hopping in the following. The idea stems from the following observation: depending on the antenna geometries, orientation and location of the transmitter, RIS, and receiver, we can be lucky and obtain a constructive superposition and achieve high data rate or we can be unlucky to get a destructive superposition and an outage. For ultra-reliable communications it is better to sacrifice very high peak data rates to gain reliability and compensate poor data rates by averaging over all possible fading states.

The phase hopping scheme that we use in this work is related to the rotate-and-forward scheme from [21]. It has already been applied in a similar way in [22]–[24]. In [22], [23], the authors consider a broadcast channel where CSI is assumed only at the base station. Furthermore, they focus on the average sum-rate and energy efficiency (EE) maximization. Most closely related to our work is [24], where the authors consider a related communication scenario. However, they consider non-line-of-sight (NLoS) Rayleigh fading which leads to cumbersome expressions of the derived results. In contrast, we assume an intermittent channel model, e.g., caused by random blockages in a mmWave communication [25], [26]. Additionally, we extend...
the model by also allowing a line-of-sight (LoS) component between transmitter and receiver. Furthermore, while the outage probability is investigated in [24], they additionally focus on other quantities like diversity and energy efficiency. On the other hand, this work focuses on ultra-reliable communications and we specifically show the reliability gained by employing the RIS phase hopping scheme.

Our proposed transmission scheme is based on two different time-scales, which has been considered in a similar way in previous works [9], [27]–[29]. In [9], a two-stage protocol is proposed to mitigate the Doppler effect in a high-mobility scenario. The protocol includes a training phase in order to adjust the RIS phases. In [27], the optimization of the RIS phases is split into a long-term optimization problem based on statistical CSI and a short-term optimization based on the faster varying instantaneous CSI. Similar ideas of leveraging long-term statistical CSI are used in [28], [29]. However, these previous works again focus on calculating and setting optimal RIS phases based on CSI. If they need to be set to particular values, there is a communication overhead to first estimate the channels, second compute the optimal phases, and third pass them to the RIS. In contrast, this is not necessary in our proposed phase hopping scheme.

In the research of metamaterials several different ideas are proposed on how elements that are capable of phase tuning can be designed [30]. There also exist prototypes of RIS elements with both continuous phase tuning [31], [32] and quantized phases, e.g., with down to only two available phase values [6], [33]. The influence of discrete phase shifts on the performance of communication systems has also been investigated in [34]–[36]. For this reason, we additionally investigate the performance of phase hopping under the assumption that only a finite set of possible RIS phases is available.

The contributions of this work are summarized as follows.

- We present a RIS phase hopping communication scheme in which the phases of the RIS elements are randomly varied. It is shown that this significantly improves the $\varepsilon$-outage capacity for small $\varepsilon$. (Section III)
- Furthermore, we analyze the reliability for the RIS-assisted communication scenario when the phases of the individual RIS elements can only be adjusted to values from a finite set. (Section IV)
- The presented RIS phase hopping scheme is compared to other phase adjustment schemes, namely static phases and perfect phase adjustment. It is shown that for very small tolerated outage probabilities, i.e., in the context of ultra-reliable communications, phase hopping gets close to the performance of perfect phase adjustment without requiring CSI at the RIS. (Section V)

All of the calculations and simulations are made publicly available in interactive notebooks at [37].

Notation: Vectors are written in boldface letters, e.g., $x$. For a random variable $X$, we use $F_X$, $f_X$, and $\phi_X$ for its probability distribution function, density function and characteristic function, respectively. The expectation is denoted by $E$ and the probability of an event by $Pr$. The uniform distribution on the interval $[a, b]$ is denoted as $U(a, b)$. The normal distribution with mean $\mu$ and variance $\sigma^2$ is written as $\mathcal{N}(\mu, \sigma^2)$. The binomial distribution with $N$ independent trials and success probability $p$ is denoted as $\mathcal{B}(N, p)$. The unit step function is written as $\mathbb{1}(x)$. The real and complex numbers are denoted by $\mathbb{R}$ and $\mathbb{C}$, respectively. Logarithms, if not stated otherwise, are assumed to be with respect to the natural base.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Throughout this work, consider a slow-fading single-input single-output (SISO) communication system which is assisted by an RIS with $N$ elements between the transmitter and receiver. The received signal $y \in \mathbb{C}$ is then given as

$$y = Hx + n,$$

where $x \in \mathbb{C}$ is the transmitted signal, $H \in \mathbb{C}$ the overall fading coefficient, and $n \in \mathbb{C}$ circularly-symmetric complex additive white Gaussian noise (AWGN). The transmit power is limited by the average power constraint $P$. Since we assume an RIS-assisted communication, the channel fading $H$ is given by [15]

$$H = h_{\text{LOS}} + g^T \Theta h,$$

where $h_{\text{LOS}} \in \mathbb{C}$ is the channel coefficient of the LoS connection and $h \in \mathbb{C}^N$ and $g \in \mathbb{C}^N$ represent the channels from transmitter to RIS and from RIS to the receiver, respectively. The matrix $\Theta \in \mathbb{C}^{N \times N}$ is a diagonal matrix with the RIS phases on the main diagonal, i.e., $\Theta = \text{diag}(\exp(j\theta_1), \ldots, \exp(j\theta_N))$. An illustration of the setup is given in Fig. 1.

This type of SISO model can naturally originate from an RIS-aided mmWave MIMO link (similar to e.g. [38]) where the transmit beamforming and receive beamforming are both included in the effective channel vectors $h$ and $g$, respectively. Only if the pairing of transmit and receive beamforming vectors is successful, a link is established. Otherwise, there is an outage, e.g., due to blockage. This leads to the intermittent fading model considered in the following. Additionally, only considering a SISO system provides a lower bound on the performance, which is useful for worst-case design in the context of ultra-reliable communications.

The RIS is located in the far-field of the transmitter and receiver. Therefore, we assume that both $h_i$ and $g_i$ are independent quasi-static fading coefficients with uniformly distributed phases, i.e., $h_i = |h_i| \exp(j\varphi_i)$ and $g_i = |g_i| \exp(j\psi_i)$ with

![Figure 1. System model of the RIS-assisted communication system.](image)
φ_i, ψ_i ∼ U(0, 2π). For the absolute values |h_i| and |g_i|, we assume an intermittent channel model, i.e., |h_i| and |g_i| are independent Bernoulli-distributed random variables [26]. This model arises from the considered mmWave transmission scenario, since these frequencies are highly susceptible to blockage [25], [39]–[41]. From this, it is straightforward to see that the NLoS connection is only available if both |h_i| and |g_i| are equal to 1. This connection probability is denoted as p_i = Pr(|h_i| = 1, |g_i| = 1). Throughout the following, this will be abbreviated by the random variable c_i = |h_i||g_i|, which is Bernoulli-distributed with p_i = Pr(c_i = 1). The number of ones in a realization of e = (c_1, ..., c_N) is denoted as N and distributed according to a general binomial distribution [42], i.e., N ∼ GB((p_1, ..., p_N)). Note that this corresponds to the regular binomial distribution, if all p_i are the same, i.e., p_i = p for all i = 1, ..., N. This model is a slightly modified version of the fluctuating fading model [43].

In order to model the path loss difference of the LoS component, it has an absolute value of a, i.e., we have that

\[ h_{\text{LOS}} = a \exp(j\varphi_{\text{LOS}}). \]  

(3)

In a NLoS scenario, i.e., if there is no LoS connection, we have that a = 0. Otherwise, we will typically have a > 1 in order to reflect a stronger LoS connection. It is straightforward to normalize the absolute values with respect to a, such that the NLoS components have an absolute value smaller than 1. However, for simplifying notation, we will use the above normalization throughout this work. Additionally, we will assume that a and \( \varphi_{\text{LOS}} \) have the same slow fading time-scale as \( \varphi_i \) and \( \psi_i \).

Based on these assumptions, we can simplify the expression of H in (2) to

\[ H = h_{\text{LOS}} + \sum_{i=1}^{N} h_i |\Theta|_{ii} g_i = a \exp(j\varphi_{\text{LOS}}) + \sum_{i=1}^{N} c_i \exp(j(\varphi_i + \psi_i + \theta_i)). \]  

(4)

In the case of perfect CSI at all communication parties, the RIS phases \( \theta_i \) can be optimized based on the channel realizations \( \varphi_i \) and \( \psi_i \) [17]. However, while we assume that the receiver has perfect CSI about the channel realization of \( H \), we assume that neither transmitter nor RIS have CSI. This implies that we do not need to estimate the component channels \( h_{\text{LOS}}, h, \) and \( g \), but only the effective channel and only at the receiver side. At the transmitter, we, therefore, do not perform any power or rate adaption and assume a constant transmit power \( P \) throughout this work.

The suitable performance metrics for this slow fading channel are the outage probability \( \varepsilon \) and the \( \varepsilon \)-outage capacity \( R^\varepsilon \) [44]. An outage occurs, if the instantaneous channel capacity

\[ C_{\text{inst}} = \log_2(1 + |H|^2) \]

for a (constant) realization of the channels \( h_{\text{LOS}}, h, \) and \( g \) is less than the transmission rate \( R \). The outage probability is, therefore, defined as

\[ \varepsilon = \Pr(C_{\text{inst}} < R). \]  

(5)

The \( \varepsilon \)-outage rate is then defined as the maximum transmission rate for which the probability of an outage is at most \( \varepsilon \) [44],

\[ R^\varepsilon = \sup_{R \geq 0} \left\{ R \mid \Pr\left(C_{\text{inst}} < R \right) \leq \varepsilon \right\}. \]  

(6)

A. Problem Formulation

For the communication scenario described above, the following question arises. **What is a suitable technique to adjust the RIS phases (without perfect CSI) in order to achieve a high \( \varepsilon \)-outage capacity, especially for small \( \varepsilon \), e.g., less than \( 10^{-3} \)?**

In this work, we will answer this question by proposing a phase hopping technique in which the phases of the individual RIS elements are randomly changed for each transmitted symbol.

III. RANDOMLY VARYING PHASES

In order to solve the formulated problem from the previous section, we will apply a RIS phase hopping scheme, which achieves an ultra-low outage probability. We summarize the scheme in the following definition.

**Definition 1 (RIS Phase Hopping Scheme).** In the RIS phase hopping scheme, the phases \( \theta_i, i = 1, ..., N \), of the N RIS elements are randomly varied with each transmitted symbol. The phase sequence is determined by a pseudo-random sequence which is known at all legitimate parties in the communication system.

An illustration of the RIS phase hopping scheme is given in Fig. 2. First, it can be seen that for the slow-fading channel, the channel realization \( h \) and \( g \) are constant for the transmission of one full codeword. In contrast, the phases \( \theta_i \) of the RIS elements are varied randomly at each transmitted symbol. Since this changing is extremely fast compared to the time-scale of the slow-fading channels, it creates an artificial fast-fading. However, the phases are adjusted by an underlying pseudo-random sequence that is known at all communication parties, and thus, we obtain perfect CSI of the fast-fading channel at the receiver. With this perfect channel-state information at
the receiver (CSI-R) of the fading realizations (including the artificial fast fading), we can apply the well-known results for the ergodic capacity, which can be achieved by averaging over the received symbols during one constant (slow-fading) realization of the channels \( h_{\text{LOS}} , h \) and \( g \). The ergodic capacity is then given by [44]

\[
C_{\text{erg}} = \mathbb{E}_\theta \left[ \log_2 \left( 1 + \left| h_{\text{LOS}} + \sum_{i=1}^{N} c_i \exp \left( j \left( \theta_i + \tilde{\varphi}_i \right) \right) \right|^2 \right) \right],
\]

where we set \( \tilde{\varphi}_i = \varphi_i + \psi_i \mod 2\pi \) as the overall phase of the constant channels \( h \) and \( g \).

It directly follows, that an outage according to (5) only occurs, if the transmission rate \( R \) is larger than the ergodic capacity,

\[
\varepsilon = \Pr \left( C_{\text{erg}} < R \right).
\]

Throughout this section, we will assume that the RIS phases \( \theta_i \) are independently and uniformly distributed over \([0, 2\pi]\). If we had perfect CSI at the RIS, the phases \( \theta_i \) could be adjusted optimally such that they compensate the phase shifts \( \tilde{\varphi}_i \) of the channels, i.e., \( \theta_i = -\tilde{\varphi}_i \) [17].

**Remark 1** (Connection to Frequency-Hopping). The presented idea of *RIS phase hopping* is also referred to as *random rotation coding* [24]. However, it is also closely related to the well-established frequency-hopping method [20, Chap. 3]. In frequency-hopping, the carrier frequency is frequently changed in order to avoid interference that might occur on specific frequencies. Therefore, it helps to also increase the reliability of the transmission. Our proposed phase hopping scheme has the following parallels to frequency-hopping. In our case, the hop set consists of the possible phase values of the RIS elements. The hop rate is set to match the symbol rate, i.e., we change the phases with each transmitted symbol. Just like in frequency-hopping systems, we assume that all users know the hop pattern based on a pseudo-random phase sequence [45]. Based on these similarities, we propose using the term *RIS phase hopping*.

### A. Non-Line-of-Sight Scenario

We will start with the simpler NLoS scenario, i.e., \( h_{\text{LOS}} = 0 \).

1) **Fixed Number of Available Links**: In order to evaluate the outage probability in (8), we need the expression for the ergodic capacity in (7). Since this depends on the number of available links, we first derive the ergodic capacity for a fixed number of available links \( \tilde{N} \).

**Lemma 1** (Ergodic Capacity NLoS for \( \tilde{N} \) Available Links). Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. There is no LoS connection, i.e., \( h_{\text{LOS}} = 0 \). The RIS applies phase hopping with independent and identically distributed (i.i.d) and uniformly distributed \( \theta_i \). Let \( \tilde{N} \) out of all \( N \) links be available, i.e., \( |h_i| = |g_i| = 1 \) for \( i = 1, \ldots, \tilde{N} \) with \( \tilde{N} \leq N \). The ergodic capacity is then given by

\[
C_{\text{erg,NLoS}}(\tilde{N}) = \int_{0}^{\tilde{N}} \log_2 \left( 1 + s^2 \right) \int_{0}^{\infty} s t J_0(st) J_0(t)^{\tilde{N}} \, dt \, ds.
\]

(9)

The functions \( J_0 \) and \( J_1 \) are the Bessel functions of the first kind of orders zero and one, respectively. For \( \tilde{N} = 0 \), we have \( C_{\text{erg,NLoS}}(0) = 0 \).

**Proof.** First, note that for \( \tilde{N} \) available links, we have that

\[
S_{\tilde{N}} = \left\{ \sum_{i=1}^{N} |h_i| g_i \exp\left( j (\tilde{\varphi}_i + \theta_i) \right) \right\} = \sum_{i=1}^{\tilde{N}} \exp\left( j (\tilde{\varphi}_i + \theta_i) \right),
\]

since for all non-available links, either \( |h_i| \) or \( |g_i| \) are zero. For i.i.d. \( \theta_i \) with a uniform distribution on \([0, 2\pi]\), the exact cumulative distribution function (CDF) of \( \sum_{i=1}^{\tilde{N}} \exp\left( j (\tilde{\varphi}_i + \theta_i) \right) \) can be derived using [46, Sec. 3.2.1] as

\[
F_{S_{\tilde{N}}}(s) = s \int_{0}^{\infty} J_1(s \cdot t) J_0(t)^{\tilde{N}} \, dt.
\]

(10)

The corresponding probability density function (PDF) \( f_{S_{\tilde{N}}} \) is given by [46, Eq. (3.2.3)]

\[
f_{S_{\tilde{N}}}(s) = \int_{0}^{\infty} s t J_0(st) J_0(t)^{\tilde{N}} \, dt, \quad 0 \leq s \leq \tilde{N}.
\]

(11)

Combining this with the expectation from (7) yields the expression in (9).

Even though the expression for the ergodic capacity in (9) looks cumbersome, it can be efficiently calculated numerically. For this, we need the following observation. The Hankel transform of order \( \nu \) of function \( f \) is defined as [47, Chap. 9]

\[
\mathcal{H}_\nu \{ f(t) \}(s) = \int_{0}^{\infty} f(t) J_\nu(st) t \, dt.
\]

(12)

With this, we can rewrite (9) in terms of the Hankel transform of \( J_0(t)^{\tilde{N}} \) as

\[
C_{\text{erg,NLoS}}(\tilde{N}) = \int_{0}^{\tilde{N}} \log_2 \left( 1 + s^2 \right) s \mathcal{H}_0 \left\{ J_0(t)^{\tilde{N}} \right\}(s) \, ds.
\]

(13)

This can then be efficiently calculated numerically [48]. For the results presented in the following, we use the implementation in the *hankel* library [49] in Python. The source code to reproduce all calculations and simulations can be found in [37].

However, this method still requires a specialized implementation of the Hankel transform, which might not be widely available. We, therefore, present the following approximation for large \( \tilde{N} \), which is easier to evaluate and useful as a guideline for system design.

**Lemma 2** (Approximate Ergodic Capacity NLoS for \( \tilde{N} \) Available Links). Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. There is no LoS connection, i.e., \( h_{\text{LOS}} = 0 \). The RIS applies phase hopping with i.i.d. and uniformly distributed \( \theta_i \). Let \( \tilde{N} \) out of all \( N \) links be available, i.e., \( |h_i| = |g_i| = 1 \) for \( i = 1, \ldots, \tilde{N} \) with \( \tilde{N} \leq N \). The ergodic capacity is then approximated by

\[
C_{\text{erg,NLoS}}(\tilde{N}) \approx -\frac{\exp \left( \frac{1}{N} \right) \text{Ei} \left( -\frac{1}{N} \right)}{\log^2 2}.
\]

(14)

For \( \tilde{N} = 0 \), we have \( C_{\text{erg,NLoS}}(0) = 0 \).
Proof. For independent \( \theta_i \) and with the normal distribution approximation for large \( \tilde{N} \) from \cite[Sec. 3.4.1]{46}, we have that \( \sum_{i=1}^{\tilde{N}} \exp (j (\tilde{\varphi}_i + \theta_i)) \) is exponentially distributed with mean \( \tilde{N} \). For this case, the ergodic capacity from (7) is calculated as

\[
\begin{align*}
C_{\text{erg,NLOS}}(\tilde{N}) &= \mathbb{E}_{S \sim \text{Exp}(1/\tilde{N})} \left[ \log_2 (1 + S^2) \right] \\
&= -\exp \left( \frac{1}{\tilde{N}} \right) \text{Ei} \left( -\frac{1}{\tilde{N}} \right),
\end{align*}
\]

with \( \text{Ei} \) being the exponential integral \cite[Sec. 5.1]{50}.

First, we want to verify how accurate the approximation in Lemma 2 is. In Fig. 3, we show the exact ergodic capacity from (9) together with the approximation for large \( \tilde{N} \) from (14). As expected, it can be seen that the approximation becomes more accurate with increasing \( \tilde{N} \). At \( \tilde{N} = 6 \), the difference between exact and approximate value is around 0.035 which corresponds to a relative error of around 1.5%. In contrast, at \( \tilde{N} = 50 \), the difference is only around 0.0064, which is a relative error of around 0.13%. Overall, it can be observed in that the approximation from (14) is less than the exact value, i.e., it is a lower bound.\(^1\) It can, therefore, serve as a worst case design guideline, which is particularly useful for ultra-reliable communication systems.

Both expressions of the ergodic capacity (9) and (14) in Lemma 1 and 2, respectively, are independent of the realization of \( \tilde{\varphi}_i \), since it only provides a constant offset for \( \theta_i \). The outage probability from (8) will therefore be 0, if a rate \( R \) less than the ergodic capacity \( C_{\text{erg,NLOS}} \) is used for transmission and 1 otherwise. This observation is summarized in the following corollary.

**Corollary 1** (Outage Probability NLoS for \( \tilde{N} \) Available Links). Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. There is no LoS connection, i.e., \( h_{\text{LOS}} = 0 \). The RIS applies phase hopping with i.i.d. and uniformly distributed \( \theta_i \).

\( \tilde{N} \) out of all \( N \) links be available, i.e., \( |h_i| = |g_i| = 1 \) for \( i = 1, \ldots, \tilde{N} \) with \( \tilde{N} \leq N \). The outage probability is then given as

\[
\varepsilon_{\text{NLOS,}\tilde{N}} = \mathbb{1} \left( R - C_{\text{erg,NLOS}}(\tilde{N}) \right).
\]

2) Overall Outage Probability: For the outage probability in (8), we now need to incorporate the individual probabilities that \( \tilde{N} \) links are available. This results in the following theorem for the overall outage probability of an RIS phase hopping system with \( N \) RIS elements.

**Theorem 1** (Outage Probability NLoS with Phase Hopping). Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. There is no LoS connection, i.e., \( h_{\text{LOS}} = 0 \). The RIS applies phase hopping with i.i.d. and uniformly distributed \( \theta_i \). The connection probabilities for all links are the same, i.e., \( p_i = p \) for all \( i = 1, \ldots, N \). Then, the outage probability is given by

\[
\varepsilon_{\text{NLOS}} = \sum_{i=0}^{N} \mathbb{1} \left( R - C_{\text{erg,NLOS}}(i) \right) \binom{N}{i} p^i (1-p)^{N-i},
\]

where \( C_{\text{erg,NLOS}}(\tilde{N}) \) is the ergodic capacity from (9) or (14).

Proof. The outage probability is given according to (8), which can be written as

\[
\varepsilon_{\text{NLOS}} = \sum_{i=0}^{N} \mathbb{P} \left( C_{\text{erg,NLOS}}(\tilde{N}) < R \mid \tilde{N} = i \right) \mathbb{P} \left( \tilde{N} = i \right),
\]

where \( \tilde{N} \) describes the number of available links as before, which corresponds to the number of ones in a realization of \( c = (c_1, \ldots, c_N) \). Since \( c_i \) are Bernoulli-distributed with \( c_i \sim \text{Ber}(p) \), \( \tilde{N} \) is binomially distributed with \( \tilde{N} \sim \text{B}(N, p) \). Hence, we have that \( \mathbb{P}(\tilde{N} = i) = \binom{N}{i} p^i (1-p)^{N-i} \). The outage probability for \( \tilde{N} = i \) is given according to Corollary 1 as step function with the step occurring at \( C_{\text{erg,NLOS}}(i) \). Combining this yields (18).

The outage probability \( \varepsilon_{\text{NLOS}} \) is exemplarily shown in Fig. 4 for \( N = 20 \) with different connection probabilities \( p \). Besides the approximation from Lemma 2, we show results obtained from Monte Carlo (MC) simulations with 2000 slow-fading realizations of \( h \) and \( g \), each containing 10,000 fast-fading realizations of \( \theta \). The source code to reproduce the figure can be found in \cite{37}. First, the step-like behavior can immediately be seen from Fig. 4. As expected, the outage probability decreases for an increasing connection probability \( p \). For \( p \to 1 \), the curve approaches a single step function, i.e., if there are always \( N \) connections available, the outage probability is exactly zero for rates below \( C_{\text{erg,NLOS}}(N) \) and jumps to one above that threshold.

In ultra-reliable communications, the application usually has a tolerated outage probability, typically less than \( 10^{-5} \). It is therefore of interest to the communication system designer which rate is the highest, such that the outage probability is at most the tolerated one. This quantity is known as the \( \varepsilon \)-outage capacity \( R^\varepsilon \) \cite{44}. Based on Theorem 1, we specify \( R^\varepsilon \) in the following corollary.

---

\(^1\)We conjecture that this observation holds true in general for all \( \tilde{N} \). Unfortunately, we were not able to prove this rigorously at this point.
Corollary 2 ($\varepsilon$-Outage Capacity for NLoS with RIS Phase Hopping). There exist $N + 1$ different values of the $\varepsilon$-outage capacities $R^\varepsilon$ for $0 \leq \varepsilon \leq 1$. They are given by the ergodic capacities $C_{\text{erg,NLOS}}(\tilde{N})$ from Lemmas 1 and 2 with $\tilde{N} = 0, \ldots, N$. In particular, for a given (tolerated) outage probability $\varepsilon$, the $\varepsilon$-outage capacity $R^\varepsilon$ is given as

$$R^\varepsilon = C_{\text{erg,NLOS}} \left( F_{\tilde{N}}^{-1}(\varepsilon) \right),$$

where $F_{\tilde{N}}^{-1}$ is the quantile function of $\tilde{N}$.

Note that this implies that the smallest non-zero $\varepsilon$-outage capacity is given by $C_{\text{erg,NLOS}}(1)$. In this case, exactly 1 out of $N$ links is available. Vice versa, the smallest achievable outage probability is given as $F_{\tilde{N}}(0)$. For the homogeneous case of equal connection probabilities $p_i = p$, this is simply $(1 - p)^N$.

This is illustrated in Fig. 5, where the $\varepsilon$-outage capacities for $N = 20$ and $N = 50$ are shown for different values of $p$. As expected, it can be seen that $R^\varepsilon$ increases with an increasing connection probability $p$. In particular, for $N = 20$ and $p = 0.1$, the smallest attainable outage probability is around 0.12, i.e., the $\varepsilon$-outage capacity is zero for tolerated outage probabilities less than around 12%. In contrast, for a higher value of $p = 0.5$, the smallest outage probability is around $10^{-6}$. Similarly, $R^\varepsilon$ increases with a higher number of RIS elements $N$ for a fixed connection probability $p$. In the extreme case that $p = 1$, i.e., all links are always available, it is even possible to achieve a positive zero-outage capacity (ZOC) [51] without perfect CSI at the transmitter.

For the results above, we assume an intermittent channel model for $|h_i|$ and $|g_i|$. In the following, we provide an approximation of the outage probability for more general distributions of $|h_i|$ and $|g_i|$. However, it should be noted that this might not always yield closed-form solutions.

Theorem 2 (Outage Probability NLoS with Phase Hopping and General Fading Distribution). Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. There is no LoS connection, i.e., $h_{\text{LOS}} = 0$. The RIS applies phase hopping with i.i.d. and uniformly distributed $\theta_i$. The path losses $|h_i|$ and $|g_i|$ are distributed according to $F_{|h_i|}$ and $F_{|g_i|}$, respectively. The outage probability is then approximated for large $N$ by

$$\varepsilon_{\text{NLOS}} \approx F_{\sigma^2} \left( \frac{1}{2E^{-1}(R \log(2))} \right),$$

where $F_{\sigma^2}$ is the distribution function of

$$\sigma^2 = \frac{1}{2} \sum_{i=1}^{N} |h_i|^2 |g_i|^2$$

and $E^{-1}$ the inverse function of $E(x) = -\exp(x) \operatorname{Ei}(-x)$ for $x > 0$.

Proof. The proof can be found in Appendix A. $\square$

Remark 2. The distribution function of $\sigma^2$ can be determined by its characteristic function $\phi_{\sigma^2}$, if $|h_i|^2$ and $|g_i|^2$ admit characteristic functions $\phi_{|h_i|^2}$ and $\phi_{|g_i|^2}$, respectively. First, one needs to determine the characteristic function $\phi_{\sigma^2}$ of $c_2^2 = |h_i|^2 |g_i|^2$. For independent $c_2^2$, it immediately follows that

$$\phi_{\sigma^2}(t) = \prod_{i=1}^{N} \phi_{c_2^2} \left( \frac{t}{2} \right) = \left( \phi_{c_2^2} \left( \frac{t}{2} \right) \right)^N$$

Remark 3 (System Design for Ultra-Reliable communications). Assume that a setup with a RIS of fixed size $N$ and tolerated outage probability $\varepsilon$ is given. A system designer, can use the above results to adjust the transmission rate such that the outage requirement is met. First, the blockage/connection probability $p$ needs to be estimated. Second, the $\varepsilon$-outage capacity $R^\varepsilon$ is calculated according to Corollary 2. Third, the transmission rate of the system needs to be adjusted to be less than $R^\varepsilon$. 

Figure 4. Outage probability for a NLoS scenario. The phases of the RIS with $N = 20$ elements are randomly varied. The connection probability of the individual links is $\rho$. The solid lines show the ECDF obtained by Monte Carlo simulations. For comparison, the dashed lines indicate the approximation for large $N$ from Lemma 2.

Figure 5. $\varepsilon$-outage capacity for an NLoS scenario. The phases of the RIS with $N$ elements are randomly varied. The connection probability of the individual links is $\rho$. 
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B. Line-of-Sight Scenario

If we have an additional LoS component, the efficient channel is given as

\[ H = a \exp(j\varphi_{\text{LOS}}) + \sum_{i=1}^{N} c_i \exp(j(\tilde{\phi}_i + \theta_i)), \]

(22)

where \( a > 0 \) is the fixed absolute value of the LoS component and \( \varphi_{\text{LOS}} \sim U[0, 2\pi] \) its slow-fading phase.

The outage probability can be approximated similarly to the NLoS scenario.

**Theorem 3** (Outage Probability LoS with Phase Hopping). Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. There exists a LoS connection with absolute value \( a \) between transmitter and receiver. The RIS applies phase hopping with i.i.d. and uniformly distributed \( \theta_i \). The connection probabilities for all NLoS links are the same, i.e., \( p_i = p \) for all \( i = 1, \ldots, N \).

The outage probability for this scenario can be approximated as

\[ \varepsilon_{\text{LOS}} = \sum_{i=0}^{N} \mathbb{I}(R - C_{\text{erg,LOS}}(i)) \left( \begin{array}{c} N \\ i \end{array} \right) p^i (1-p)^{N-i}, \]

(23)

with

\[ C_{\text{erg,LOS}}(\tilde{N}) \approx \int_{0}^{\infty} \frac{1}{\tilde{N}} \log_2(1 + s) \exp \left( \frac{-a^2 + s}{\tilde{N}} \right) I_0 \left( \frac{2a}{\tilde{N}} \sqrt{s} \right) ds, \]

(24)

and \( I_0 \) being the modified Bessel function of the first kind and order zero [50, Eq. 9.6.16]. For \( \tilde{N} = 0 \), we have that \( C_{\text{erg,LOS}}(0) = \log_2(1 + a^2) \).

**Proof.** The proof can be found in Appendix B.

The ergodic capacity in (24) has no known closed-form expression, however, it can be efficiently calculated numerically. This is used for the results that are presented in the following. The source code to reproduce the calculations and simulations can be found in [37].

Similarly to the NLoS case, we use \( \tilde{N} \) in (24) to describe the number of available NLoS links. In Fig. 6, the ergodic capacity \( C_{\text{erg,LOS}} \) is shown for different values of the strength of the LoS connection \( a \) over the number of available NLoS links \( \tilde{N} \). The value \( a = 0 \) corresponds to the NLoS scenario. The solid lines show the results for the approximation for large \( \tilde{N} \) from (24). For comparison, the dashed lines indicate results of MC simulations with 1000 slow \( \times \) 50000 fast fading samples. First, it can be seen that the approximation for large \( \tilde{N} \) matches the simulation results accurately already for \( \tilde{N} \geq 10 \). As expected, the ergodic capacity increases with increasing \( a \) and also with increasing \( \tilde{N} \). For larger \( a \), the slope of the curve gets flatter, since the LoS component dominates the overall channel gain.

Next, we show the outage probability for \( a = 3 \) and \( \tilde{N} = 20 \) for different values of \( p \) in Fig. 7. The theoretical curves obtained by the approximation for large \( \tilde{N} \) from (23) are indicated by dashed lines. The first interesting fact, which can be observed, is that for all \( p \), we can achieve a positive ZOC, i.e., transmit at a positive rate without any outages. This is due to the assumed model with a constantly available LoS connection and not possible in general [51]. For \( p = 0 \), only the LoS connection is available and the ergodic capacity equals \( \log_2(1 + |a|^2) \). The outage probability is a step function with step at this point and the ZOC is equal to this ergodic capacity. While this ZOC is the same for all \( p \), it can be seen that the \( \varepsilon \)-outage capacity for \( \varepsilon > 0 \) increases with increasing \( p \), i.e., the available NLoS links help to improve the reliability. Similar to the NLoS case, the outage probability function tends to a step function for \( p = 1 \), i.e., when all NLoS connections are available all the time.

IV. Quantized Phases

In the previous section, we analyzed the outage performance of an RIS-assisted communication system where the phases of the individual RIS elements could be set to arbitrary values.
However, in practice this might not be possible and only a discrete set of phase values may be available.

As in Section III, we assume that the phases \( \theta_i \) of the \( N \) RIS elements change with each transmitted symbol. However, the values of \( \theta_i \) are now from a discrete set of phases \( Q \), i.e., we have
\[
\theta_i \in Q = \left\{ \frac{2 \pi k}{K} \mid k = 0, \ldots, K - 1 \right\}, \quad i = 1, \ldots, N, \tag{25}
\]
where \( K \) is the number of quantization steps.

The expected value in the ergodic capacity expression from (7) is then simply a weighted sum
\[
C_{\text{erg}} = \sum_{\mathbf{\theta} \in Q^N} \Pr(\mathbf{\theta}) \log_2 \left( 1 + h_{\text{LOS}} + \sum_{i=1}^{N} c_i \exp \left( j (\tilde{\phi}_i + \theta_i) \right) \right)^2. \tag{26}
\]

Evaluating this expression exactly can be cumbersome for general \( K \) and \( N \), since it involves calculating all combinations of phases. Fortunately, for sufficiently large \( N \), we can apply the central limit theorem to obtain approximate results, which will be shown in the following.

**Theorem 4** (Outage Probability with Phase Hopping and Quantized Phases). Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. There is a possible LoS connection with absolute value \( a \) between transmitter and receiver. The connection probabilities of all NLoS links are the same, i.e., \( p_i = p \) for all \( i = 1, \ldots, N \). The phases \( \theta_i \) of the \( N \) RIS elements are from the finite set \( Q \) as defined in (25). The RIS applies phase hopping with i.i.d. and uniformly distributed \( \theta_i \), i.e., \( \theta_i \sim \mathcal{U}(Q) \). For large \( N \), the outage probability for this scenario can be approximated according to (23) for the LoS case. In the case of \( a = 0 \), i.e., a NLoS scenario, the outage probability is approximated by (18).

**Proof.** The proof can be found in Appendix C. \( \square \)

The important implication of Theorem 4 is that the outage probability for a phase hopping system with phase quantization is asymptotically equal to the case with continuous phases, independent of the number of quantization levels. For RIS with a large number of elements, we can therefore apply the results from the previous section as a design guideline, even if the RIS phases can only be set to a finite number of values.

In Fig. 8, we show the outage probability \( \varepsilon \) for a NLoS scenario and quantized phases for a RIS with \( N = 20 \) elements and \( p = 0.5 \). The number of quantization levels is varied. The solid lines indicate the ECDFs obtained by MC simulations with 2000 slow \( \times \) 100000 fast-fading samples. For comparison, the dashed line shows the approximation for large \( N \). A different perspective of the results is given in Fig. 9, where we fix the number of quantization levels to \( K = 2 \) and vary the connection probability \( p \). It can be seen that the outage probability curves get closer to a step function with increasing \( p \).

**Remark 4.** It should be emphasized that the quantization does not change the ergodic capacity for sufficiently large \( N \). This includes the one-bit-quantization \( K = 2 \), i.e., \( Q = \{0, \pi\} \), which can already be implemented with existing hardware [33]. Furthermore, this approximation is valid since we typically have RIS with \( N > 50 \) elements.

**V. COMPARISON TO DIFFERENT PHASE ADJUSTMENT SCHEMES**

After evaluating the outage performance for RIS phase hopping, we now want to compare it with other methods to adjust the phases of the RIS elements. The first scheme is fixing the phases to constant values for the whole transmission. This is a natural idea since we do not assume perfect CSI at the transmitter and RIS and it is therefore not immediately clear how the RIS phases should be adjusted.

In contrast, we also compare phase hopping to the case of perfectly adjusted RIS phases. This is the best case and therefore serves as an upper bound on the performance. However, it should be emphasized that this requires perfect CSI at the RIS, which we do not need for phase hopping.
A. Static RIS Phases

A straightforward way would be to fix each phase to a constant value \( \theta_i \). Without loss of generality, we assume that \( \theta_i = 0 \) for all \( i = 1, \ldots, N \).

This yields the effective channel for static RIS phases as

\[
H_{\text{stat}} = h_{\text{LOS}} + \sum_{i=1}^{N} c_i \exp \left( j \tilde{\varphi}_i \right),
\]

where we again use the shorthand \( \tilde{\varphi}_i = \varphi_i + \psi_i \mod 2\pi \).

Similar to the results for RIS phase hopping from Section III, we can derive the outage probability for static RIS phases as follows.

**Lemma 3** (Outage Probability with Static Phases with \( \tilde{N} \) Active Links). *Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. The phases of the \( N \) RIS elements \( \theta_i \) are fixed to constant values. Let \( \tilde{N} \) out of all \( N \) links be available, i.e., \( |h_i| = |g_i| = 1 \) for \( i = 1, \ldots, \tilde{N} \) with \( \tilde{N} \leq N \). For the NLoS scenario, i.e., \( h_{\text{LOS}} = 0 \), the outage probability is exactly given by

\[
\varepsilon_{\text{stat},\text{NLOS}}(\tilde{N}) = \sqrt{2R - 1} \int_0^\infty J_1(\sqrt{2R - 1} \cdot t) J_0(t)^{\tilde{N}} \, dt.
\]

For large \( \tilde{N} \), it can be approximated by

\[
\varepsilon_{\text{stat},\text{NLOS}}(\tilde{N}) \approx 1 - \exp \left( -\frac{2R - 1}{N} \right).
\]

For the LoS scenario, the outage probability can be approximated by

\[
\varepsilon_{\text{stat},\text{LOS}}(\tilde{N}) \approx 1 - Q_1 \left( \sqrt{\frac{2R^2}{N}}, \sqrt{\frac{2}{N}} (2R - 1) \right),
\]

where \( Q_1(a, b) \) denotes the Marcum Q-function [52].

**Proof.** The proof is based on the proof of Lemmas 1 and 2 and Theorem 3 and is therefore omitted.\( \square \)

Similarly to Theorem 1, we now need to incorporate the probabilities that only \( \tilde{N} \) out of \( N \) links are available. For equal connection probabilities \( p_i \) of all links, this yields the following outage probability.

**Theorem 5** (Outage Probability with Static Phases). *Consider the previously described RIS-assisted slow fading communication scenario without CSI at the transmitter and RIS. The phases of the \( N \) RIS elements \( \theta_i \) are fixed to constant values. The connection probabilities for all links are the same, i.e., \( p_i = p \) for all \( i = 1, \ldots, N \). The outage probability is then given by

\[
\varepsilon_{\text{stat}} = \sum_{i=0}^{N} \varepsilon_{\text{stat}}(i) \binom{N}{i} p^i (1-p)^{N-i},
\]

where \( \varepsilon_{\text{stat}}(i) \) is evaluated according to Lemma 3.

**Proof.** The proof follows the idea of the proof of Theorem 1 and is therefore omitted.\( \square \)

\[\text{Figure 10. Outage probability for an RIS with } N = 20 \text{ elements with constant phases. The connection probability of all links is } p. \text{ The solid lines show the ECDFs obtained by Monte Carlo simulations. For comparison, the dashed lines indicate the approximation for large } N.\]

Similarly to (13), the exact outage probabilities for \( \tilde{N} \) links from (28) can be efficiently calculated using the Hankel transform as

\[
\varepsilon_{\text{stat},\text{NLOS}}(\tilde{N}) = \sqrt{2R - 1} J_1 \left( \frac{J_0(t)^{\tilde{N}}}{t} \right) \left( \sqrt{2R - 1} \right).
\]

An implementation together with the simulations can be found in [37].

In Fig. 10, we show the outage probability \( \varepsilon_{\text{stat},\text{NLOS}} \) for an RIS-assisted communication with static phases and no LoS connection. The results are shown for an RIS with \( N = 20 \) elements and different connection probabilities \( p \). The solid lines are the ECDFs obtained by MC simulations with \( 10^6 \) samples. For comparison, the approximation using (29) is shown. The source code to reproduce all results can be found at [37]. From the figure, it can be observed that the approximation is accurate for \( p \geq 0.5 \). For small \( p \), the approximation is not as good, especially for small rates \( R \). The reason behind this is that it is derived from an approximation for large \( N \) based on the central limit theorem. When \( p \) is small, the system is more likely to have a small number of active links \( \tilde{N} \), where the approximation is worse. In this case, the exact value from (28) should be used. Additionally, for \( p = 0.1 \), a step-like behavior can be observed. The reason behind this is similar to the one explained above. For small \( p \), the influence of the outage probabilities for small \( \tilde{N} \) is dominant. The outage probability for \( R \to 0 \) is determined by the PDF of the Binomial distribution for \( \tilde{N} = 0 \). For \( p = 0.1 \) this is around 0.12 and therefore clearly visible in Fig. 10. On the contrast, for \( p = 0.5 \), this is only around \( 10^{-6} \). The step at \( R = 1 \) is due to the outage probability \( \varepsilon_{\text{stat},\text{NLOS}}(1) \) for \( \tilde{N} = 1 \), which is a step function from 0 to 1 at \( R = 1 \). Again, this step is more pronounced for small \( p \) due to the Binomial distribution.
B. Perfect Phase Adjustment

The next RIS phase adjustment scheme is perfect phase adjustment. This scheme provides an upper bound on the outage performance, but it should be emphasized that this requires perfect CSI at the RIS, which we do not assume for phase hopping. Based on the results from [17, Lem. 1], we can directly provide the outage probability for the NLoS scenario with perfect RIS phase adjustment in the following.

Corollary 3 (Outage Probability NLoS with Perfect RIS Phase Adjustment). Consider the previously described RIS-assisted slow fading communication scenario with perfect CSI at the RIS. There is no LoS connection, i.e., $h_{\text{LOS}} = 0$. The phases of the $N$ RIS elements $\theta_i$ are adjusted to $\theta_i = -\tilde{\phi_i}$. The connection probabilities for all links are the same, i.e., $p_i = p$ for all $i = 1, \ldots, N$. The outage probability is then given by

$$
\epsilon_{\text{perf,NLOS}} = F_B \left( \sqrt{2^R - 1} ; N, p \right) = \sum_{i=0}^{\lfloor \sqrt{2^R - 1} \rfloor} \binom{N}{i} p^i (1 - p)^{N - i} \tag{32}
$$

where $F_B(\cdot; N, p)$ denotes the CDF of a binomial distribution with $N$ independent trials and success probability $p$.

The three different phase adjustment schemes are now compared in terms of outage probability in Fig. 11. The scenario is NLoS with $N = 20$ RIS elements and connection probability $p = 0.5$ for all links. The first observation is that the outage probability curve for static phases is very steep. This implies that the $\epsilon$-outage capacity is very small and increases slowly for small $\epsilon$. For a tolerated outage probability of $\epsilon = 10^{-5}$, the $\epsilon$-outage capacity for static RIS phases is less than 0.005. On the other hand, it is around 0.86 for RIS phase hopping and 1 for perfect phase adjustment. Even though the outage probability increases faster for phase hopping than perfect phase adjustment, this shows that the proposed phase hopping scheme achieves a similar performance for small $\epsilon$ as the best-case (perfect phase adjustment). It should be emphasized that this can be achieved without requiring CSI at the RIS. Especially for ultra-reliable communications, we are interested in these very small tolerated outage probabilities, which makes RIS phase hopping a viable candidate to achieve the required performance.

VI. CONCLUSION

In this work, we investigate a phase hopping scheme for RIS-assisted communication systems, which converts slow fading into artificial fast fading. We showed how this helps to significantly improve the outage performance, e.g., in terms of the $\epsilon$-outage capacity. In particular, for small tolerated outage probabilities, i.e., in the context of ultra-reliable communications, this scheme performs close to the best-case. Other advantages of the proposed scheme are that it neither requires CSI at the transmitter and the RIS nor any additional communication overhead to the RIS.

A summary of the results for the outage probabilities in the various considered scenarios can be found in Table I.

For a practical implementation, it needs to be verified that the technology allows for such rapid phase adjustments. Additionally, the phase adjustments are likely to require additional power which decreases the overall energy efficiency. This factor needs to be incorporated in future analysis. However, in contrast to setting specific phases at the RIS, the proposed scheme applies random phases. Therefore, the configuring of the phase shifts does not need to be very accurate. The presented work could also be extended by an additional beamforming optimization for a multi-antenna system in future work.

APPENDIX A

PROOF OF THEOREM 2

By the central limit theorem, the overall channel gain $H$ can be approximated for large $N$ as [46, Chap. 3.4]

$$
H = \sum_{i=1}^{N} |h_i| |g_i| \exp \left( j \left( \theta_i + \tilde{\phi_i} \right) \right) \approx \bar{C} + j \bar{I}
$$

TABLE I

| Scheme | Non-Line-of-Sight | Line-of-Sight |
|--------|-------------------|--------------|
| Phase Hopping (Section III and IV) | Exact \text{Lemma 1: Equation (9)} \ Theorem 1 | Approximation \text{Lemma 2: Equation (14)} |
| Static Phases (Section V-A) | \text{Lemma 3: Equation (28)} \ Theorem 5 | \text{Lemma 3: Equation (29)} \ Theorem 5 |

Figure 11. Outage probability for a RIS-assisted NLoS scenario with $N = 20$ RIS elements with different phase adjustment schemes. The connection probabilities are $p_i = 0.5$ for all $i = 1, \ldots, N$. 
with independent \( \bar{C} \) and \( \bar{I} \), which are normally distributed according to \( \bar{C}, \bar{I} \sim N(0, \sigma^2) \). The variance is given as

\[
\sigma^2 = \frac{1}{2} \sum_{i=1}^{N} |h_i|^2 |g_i|^2 .
\]

The absolute value \(|H|\) is, therefore, approximated by a Rayleigh distribution, i.e., \(|H| \sim \text{Rayleigh}(\sigma)\). Therefore, we will first assume a fixed number of active connections \( N \). The absolute value \(|H|\) is approximated by the central limit theorem that for large \( N \) and order zero \([50, \text{Eq. 9.6.16}]\). The ergodic capacity is then calculated as

\[
C_{\text{erg,LOS}}(\bar{N}) = \mathbb{E} \left[ \log_2 \left( 1 + |H|^2 \right) \right] = \int_0^\infty \log_2 \left( 1 + s^2 \right) f_s(s)ds = -\frac{1}{\log(2)} \exp \left( \frac{1}{2\sigma^2} \right) Ei \left( -\frac{1}{2\sigma^2} \right) .
\]

From the definition of the outage probability in (8), it follows that

\[
\epsilon_{\text{NLOS}} = \Pr \left( \frac{-1}{\log(2)} \exp \left( \frac{1}{2\sigma^2} \right) Ei \left( -\frac{1}{2\sigma^2} \right) < R \right) = \Pr \left( \frac{1}{2\sigma^2} > E^{-1}(R \log(2)) \right) = F_{\sigma^2} \left( \frac{1}{2 E^{-1}(R \log(2))} \right),
\]

where we introduce the function \( E: \mathbb{R}_+ \to \mathbb{R}_+ \) with \( E(x) = -\exp(x) \text{Ei}(-x) \).

**APPENDIX B**

**PROOF OF THEOREM 3**

Similarly to Lemma 2, we will use an approximation of the channel coefficient \( H \) for large \( \bar{N} \) in the following. Therefore, we will first assume a fixed number of active connections \( \bar{N} \). For uniformly distributed \( \theta_i \) and \( \varphi_i \), we obtain the approximation by the central limit theorem that for large \( \bar{N} \) \([46, \text{Chap. 3.4}]\)

\[
\sum_{i=1}^{\bar{N}} \exp \left( j (\varphi_i + \theta_i) \right) = \bar{N} \bar{C} + j \bar{N} \bar{I}
\]

with independent \( \bar{C} \) and \( \bar{I} \), which are normally distributed according to \( \bar{C}, \bar{I} \sim N(0, \frac{1}{2\bar{N}}) \). This yields the following approximation for \( H \)

\[
H = a \cos \varphi_{\text{LOS}} + j a \sin \varphi_{\text{LOS}} + \bar{N} \bar{C} + j \bar{N} \bar{I}
\]

\[
= \bar{N} \left( \bar{C} + j \bar{I} \right),
\]

with

\[
\bar{C} \sim N \left( \frac{a \cos \varphi_{\text{LOS}}}{\bar{N}}, \frac{1}{2\bar{N}} \right) \quad \text{and} \quad \bar{I} \sim N \left( \frac{a \sin \varphi_{\text{LOS}}}{\bar{N}}, \frac{1}{2\bar{N}} \right).
\]

With this, we can derive that

\[
Z = \frac{2|H|^2}{\bar{N}} = 2\bar{N} \left( \bar{C}^2 + \bar{I}^2 \right)
\]

\(3\) The function \( -\text{Ei}(-x) \) is also known as \( E_1(x) \) \([50, \text{Chap. 5}]\). From this, it is straightforward to show that \( E(x) \) is strictly monotonic decreasing by verifying that its derivative is negative. Hence, \( E \) has a unique inverse \( E^{-1} \).

is distributed according to a noncentral \( \chi^2 \) distribution with 2 degrees of freedom and noncentrality parameter \( \frac{2a^2}{\bar{N}} \), i.e., \( Z \sim \chi^2 \left( 2, \frac{2a^2}{\bar{N}} \right) \) \([54, \text{Chap. 12}]\).

From this, we can derive the PDF of \(|H|^2\) as

\[
f_{|H|^2}(s) = \frac{1}{\bar{N}} \exp \left( -\frac{(a^2 + s)}{\bar{N}} \right) I_0 \left( \frac{2a}{\bar{N}} \sqrt{\bar{s}} \right),
\]

where \( I_0 \) denotes the modified Bessel function of the first kind and order zero \([50, \text{Eq. 9.6.16}]\). The ergodic capacity is then calculated as

\[
C_{\text{erg,LOS}}(\bar{N}) = \mathbb{E} \left[ \log_2 \left( 1 + |H|^2 \right) \right] = \int_0^\infty \frac{1}{\bar{N}} \log_2(1+s) \exp \left( -\frac{(a^2 + s)}{\bar{N}} \right) I_0 \left( \frac{2a}{\bar{N}} \sqrt{\bar{s}} \right) d\bar{s}.
\]

It is clear to see that this ergodic capacity does not depend on the realizations of \( h_{\text{LOS}}, h, \) and \( g \). Thus, the outage probability according to (8) is a step function

\[
\epsilon_{\text{LOS}}(\bar{N}) = \mathbb{1} \left( R - C_{\text{erg,LOS}}(\bar{N}) \right).
\]

Note that this is the outage probability for a fixed number of active link \( \bar{N} \). In the next step, we need to take the probability into account that \( \bar{N} \) out of \( N \) links are active.

Hence, the overall outage probability is given as

\[
\epsilon_{\text{var,LOS}} = \sum_{i=0}^{N} \epsilon_{\text{LOS}}(i) \Pr \left( \bar{N} = i \right) = \sum_{i=0}^{N} \mathbb{1} \left( R - C_{\text{erg,LOS}}(i) \right) \left( \frac{N}{i} \right) p^i (1-p)^{N-i}
\]

where the last line follows from (38) and the fact that \( \bar{N} \) is distributed according to a Binomial distribution with \( N \) independent trials of probability \( p \).

Finally, we analyze the special case of \( \bar{N} = 0 \). In this case, we simply have \( H = h_{\text{LOS}} = a \exp(j\varphi_{\text{LOS}}) \) and, thus, \(|H|^2 = a^2 \). The ergodic capacity is then \( C_{\text{erg,LOS}}(0) = \log_2(1 + a^2) \), which concludes the proof.

**APPENDIX C**

**PROOF OF THEOREM 4**

First, we will only take a closer look at the NLoS part of \( H \), i.e.,

\[
\sum_{i=1}^{N} \exp \left( j (\varphi_i + \theta_i) \right) .
\]

We again assume that the phases \( \theta_i \) are i.i.d. and uniformly distributed over \( Q \) and randomly changing with each transmitted symbol. The phases \( \varphi_i \) on the other hand are (continuously) uniformly distributed over \([0, 2\pi]\). The above expression can be equivalently expressed as

\[
\sum_{i=1}^{N} \exp \left( j (\varphi_i + \theta_i) \right) = \sum_{i=1}^{N} \cos (\varphi_i + \theta_i) + j \sin (\varphi_i + \theta_i) .
\]

Due to the uniform quantization of the phases in \( Q \), we obtain

\[
\mathbb{E}_{\theta_i \sim \mathcal{U}(Q)} \left[ \cos (\varphi_i + \theta_i) \right] = \mathbb{E}_{\theta_i \sim \mathcal{U}(Q)} \left[ \sin (\varphi_i + \theta_i) \right] = 0
\]

(39)
The same holds for the sum of cosine terms from (24). The ergodic capacity is, therefore, approximately distributed according to the PDF from (42). This means that the approximation is accurate for the PDF of the approximate normal distribution from (42). The values are obtained by MC simulations with 10^6 samples [37]. For comparison, the PDF of the approximate normal distribution from (42) is shown. It is clear to see that the approximation is accurate for N = 50. On the other hand, N = 4 is too small to use the normal distribution from (42) as an accurate approximation.

Now that we have established that both real and imaginary part of

\[ \sum_{i=1}^{N} \exp(j(\tilde{\phi}_i + \theta_i)) \]

tend to normal distributions for large N, we can apply the results from Appendix B for the LoS case. This means that

\[ |H|^2 = |h_{\text{LOS}} + \sum_{i=1}^{N} \exp(j(\tilde{\phi}_i + \theta_i))|^2 \]

is approximately distributed according to the PDF from (37) for sufficiently large N. The ergodic capacity is, therefore, also equal to the one of the non-quantized case from (24). It directly follows that the same holds for the NLoS case.
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