Automatic determination of part build orientation for laser powder bed fusion
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ABSTRACT
In this paper, an automatic determination method of part build orientation for laser powder bed fusion is presented. This method includes two steps. First, an existing facet clustering-based approach is applied to automatically generate the alternative orientations of a laser powder bed fusion part. Second, support volume, volumetric error, surface roughness, build time and build cost are considered. Their values in each alternative orientation are estimated by certain estimation models. The weights of these factors are determined via pairwise comparison. The weighted sum model is used to calculate a summary value of the factors in each alternative orientation. According to the calculated summary values, an optimal orientation to build the part is generated. To demonstrate the method, a set of part orientation cases are tested, and effectiveness analysis and efficiency and characteristic comparisons are reported. The demonstration results suggest that the proposed method can work for both regular and freeform surface models, produce stable and reasonable results and provide desired efficiency.
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1. Introduction

Additive manufacturing (AM), historically known as rapid prototyping, is a set of processes for making three-dimensional (3D) parts from 3D model data via joining materials in a layer upon layer manner (ISO/ASTM 52900 2015). AM processes have distinguishing characteristics in high design flexibility, no additional cost for geometric complexity, fewer waste material and non-essential assemblage over conventional subtractive manufacturing processes (Gibson, Rosen, and Stucker 2015; Chua and Leong 2017; Yang et al. 2019; Pham et al. 2019; Li et al. 2020). In addition, AM processes make it possible to fabricate complex parts and produce products with heterogeneous materials and customisable functionalities (Wang et al. 2019a, 2019b; Jiang 2020; Jiang et al. 2020; Wang et al. 2021). Convincing by such characteristics and potential, some have anticipated that AM processes would bring revolutionary changes to the manufacturing industry (Gao et al. 2015).

Existing AM processes were divided into seven categories, where powder bed fusion is one of them (ISO 17296-2 2015). In this process, either a laser beam or an electron beam is used to fuse the powder material together to fabricate a 3D part (Shuai et al. 2019; Wang et al. 2020a, 2020b). According to the energy source, powder bed fusion can be further classified into selective laser sintering, electron beam melting, direct metal laser melting and selective laser melting, where the latter two processes are commonly referred to as laser powder bed fusion (LPBF) (Yap, Chua, and Dong 2016; Sing and Yeong 2020). An LPBF machine, whose schematic diagram is depicted in Figure 1, generally consists of a build platform, a powder bed, a recoater blade, a powder feeding apparatus, a laser beam source and a moving mirror. The use of an LPBF machine to build a 3D part includes the following steps:

1. A layer of powder material from the powder feeding apparatus is spread on the build platform by the recoater blade;
2. A moving laser beam generated by the laser beam source and the moving mirror is applied to selectively fuse the powder material to create a layer of the part;
3. The build platform is lowered and a new layer of powder material from the powder feeding apparatus is spread over its previous layer by the recoater blade;
4. The second and third steps are repeated until the entire part is completely formed.
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LPBF allows rapid fabrication of parts with relatively high mechanical performance directly from powders without the time-consuming mould design process (Yu et al. 2019a, 2019b). This makes it an attractive technology for producing high-quality functional components in aerospace, automotive and biomedical industries (Huang et al. 2020; Sing and Yeong 2020).

Generally, the application of the LPBF process to realise a product consists of five activities, where process planning is an indispensable one (Kim et al. 2015; Qin et al. 2020a). Process planning for LPBF is the planning of the process parameters to build a part using an LPBF machine, which mainly include the build orientation, supports, slices, laser scanning path and machine parameters (Ahsan, Habib, and Khoda 2015). It includes four preparation tasks before the fabrication of a part (Kulkarni, Marsan, and Dutta 2000). Part orientation is the first task, which directly affects its three subsequent tasks: support generation, model slicing and path planning (Du et al. 2018; Jiang, Xu, and Stringer 2018, 2019a, 2019b; Zhao and Guo 2020; Jiang and Ma 2020).

In the LPBF process, the orientation to build a part is one of the most essential process parameters, since it has an important influence on the time and cost to build the part and the quality and properties of the as-built part (Edwards and Ramulu 2014; Wauthle et al. 2015; Calignano 2018; Li et al. 2018; Kuo et al. 2020; Du et al. 2020). Part orientation for LPBF is the determination of an optimal orientation to build a part using an LPBF machine based on certain production requirements on the part. In real workshops, an LPBF machine operator usually determines the build orientation of an LPBF part according to their production experience and intuitive analysis on the part. Different operators could determine different build orientations for an identical part under the same production requirements. This would have a negative influence on the quality and properties of the part.

In this paper, a method for automatic determination of part build orientation for LPBF is proposed. This method determines the build orientation of an LPBF part based on a two-step strategy. First, a facet clustering-based approach presented by Qin et al. (2020b) is applied to automatically generate the alternative orientations of the part. Second, an optimal orientation to build the part is selected via a multi-objective decision-making process, in which the objectives are to simultaneously optimise the support volume, volumetric error, surface roughness, build time and build cost.

The remainder of the paper is organised as follows: Section 2 documents an overview of related work. Section 3 explains the details of the proposed method. Section 4 reports the demonstration of the method. Section 5 ends the paper with a conclusion together with a suggestion of some future research directions.

2. Related work
The main research topics involved in automatic determination of part build orientation for LPBF include design for AM, process planning for AM, and part orientation for AM. In this section, a brief introduction of the first and second topics is, respectively, provided. Then a review of the the existing research work on the third topic is presented. Based on the review, the importance of the proposed method is clarified.

2.1. Design for AM
Design for AM refers to an activity of designing an AM product, in which the functional performance and other key lifecycle considerations such as manufacturability,
reliability and cost of the product are optimised subjected to the capabilities of the used AM process (Rosen 2014a, 2014b; Rosen et al. 2015; Thompson et al. 2016; Vaneker et al. 2020). The design mainly includes two tasks, which are conceptual design and detailed design. Conceptual design is the very first stage of AM product realisation process, in which the outline of function and the form of an AM product are articulated. It involves the design of interactions, experiences, processes and strategies and serves to provide a description of the proposed AM product in terms of concept sketches (Williams, Mistree, and Rosen 2011).

Detailed design is the stage where the design is refined and the plans, specifications and estimates are created. The most important task in this stage is geometry design (Gao et al. 2015). In general, geometry design for AM is carried out via either computer-aided design (CAD) modelling or reverse engineering. CAD modelling is performed in a CAD system based on the result of conceptual design and outputs a tessellated 3D model of the product, which is generally encoded in STL (standard tessellation language), OBJ (Wavefront object), 3MF (3D manufacturing format) or AMF (additive manufacturing file) format (Qin et al. 2019b). Reverse engineering generates a tessellated 3D model of a 3D object from its 2D image or physical model. The tessellated 3D model is also encoded in a specific format like STL, OBJ, 3MF or AMF.

In addition to geometry design, detailed design also involves the design of specifications of an AM product and the selection of an AM machine to fabricate the product (Qin et al. 2020a). Generally, the specifications to be designed can be classified from macro, micro and production levels. Macro level specifications mainly include tolerance, topology, material, colour and properties. Surface texture, material composition and porosity are three major micro level specifications. An important production level specification is cost models for AM production. The details about the design of these specifications can be found from the studies of Thompson et al. (2016) and Vaneker et al. (2020).

2.2. Process planning for AM

In traditional subtractive manufacturing, process planning generally involves determination of machining processes and corresponding parameters for converting a workpiece from an engineering drawing to the final form. In AM, the engineering drawing and machining processes are respectively replaced by tessellated 3D model and AM processes. The aim of process planning remains the same, namely, to determine specific AM process plans to enable efficient and accurate manufacture of a part (Newman et al. 2015). Process planning for AM includes four successive tasks, which are part orientation, support generation, model slicing and path planning (Kulkarni, Marsan, and Dutta 2000). In real AM workshops, these tasks are completed in software tools supplied by AM machine manufacturers. However, the four tasks are common for all AM processes. Effective methods can be developed to carry out in an integrated process planning system outside AM machines.

Part orientation is required for all AM processes. It aims to determine a desirable orientation to build a part via carrying out a comprehensive analysis of a tessellated 3D model of the part and specific production requirements and preferences on the part (Di Angelo, Di Stefano, and Guardiani 2020). In this task, the tessellated 3D model is the output from the AM design activity. The production requirements and preferences are specified by AM designers or AM process planners.

Support generation is required for the AM processes that are not free of supports (e.g. material jetting, electron beam melting, LPBF). It aims to determine the minimum supports needed for building a part through performing a geometric analysis of a tessellated 3D model of the part in a specified orientation (Jiang, Xu, and Stringer 2018). In this task, the tessellated 3D model in a specified orientation is the output of the part orientation task.

Model slicing transforms process planning from 3D model domain to layer domain. It is needed for all AM processes. The slicing task involves intersecting a 3D model with a horizontal plane. Its input is a tessellated 3D model of a part with supports in a specified orientation, and its output includes the thickness of individual layers and the geometry of the contour to be accumulated. In general, the output information is encoded in a proprietary file format. Apart from the tessellated 3D model, slicing can also be carried out on an original CAD model or a reverse engineering model (Zhao and Guo 2020).

Path planning is a pure layer domain task and is also required for all AM processes. It aims to determine the tool path and process parameters for building each layer from slices of a tessellated 3D model of a part. Path planning can be divided into inner path planning and outer path planning. Inner path planning mainly addresses determination of the pattern and geometric coordinates of the inner path and the associated process parameters. Outer path planning controls the accuracy of the outer boundary of a slice. It involves the use of a material-removing tool to form the outer boundary of a slice to a 3D shape (Zhao and Guo 2020).
2.3. Part orientation for AM

To implement the automation of part orientation for AM, there are many available methods in the literature (Di Angelo, Di Stefano, and Guardiani 2020). These methods can be categorised into one-step methods and two-step methods on the basis of the process they solve the part orientation issue. Theoretically, a 3D part has an infinite number of possible build orientations. A one-step method generally develops a specialised algorithm (Alexander, Allen, and Dutta 1998; Delfs, Tows, and Schmid 2016; Golmohammadi and Khodaygan 2019; Griffiths et al. 2019; Ulu et al. 2020; Wang and Qian 2020) or applies an existing optimisation algorithm, such as the genetic algorithm (Hur et al. 2001; Masood, Rattanawong, and Iovenitti 2003; Thrimurthulu, Padhye, and Reddy 2004; Ahn, Kim, and Lee 2007; Padhye and Deb 2011; Zhang and Li 2013; Paul and Anand 2015; Brika et al. 2017; Chowdhury, Mhapsekar, and Anand 2018), particle swarm algorithm (Padhye and Deb 2011; Cheng and To 2019; Raju et al. 2019; Shen et al. 2020) or bacterial foraging algorithm (Raju et al. 2019), to directly search an orientation enabling one or more part orientation factors to be optimal from infinite possible orientations. In a one-step method, the 3D model of a part is first rotated with a random or fixed angle. Then certain estimation models of the considered part orientation factors are used to estimate the values of the factors under each rotation (which corresponds to an orientation to be evaluated). An optimal orientation is produced by an multi-objective optimisation procedure, in which the objective function value under each rotation is a summary value of the considered factors under this rotation. There is usually a contradictory issue in this process: How to set a suitable iteration number or rotation angle? If the iteration number or rotation angle is set too large, the number of computation of the objective function values can be reduced, but the risk of missing the true optimal orientation will be very high; If it is set too small, such risk can be reduced, but it will greatly increase the number of computation. For this reason, most of the existing one-step methods suffer from the issue of high computational cost, which make them difficult to be applied to part orientation in real workshops.

A two-step method divides the part orientation task into two successive steps. The first step is to generate a small number of alternative orientations from infinite possible orientations. In the existing two-step methods, such generation is realised by reference plane searching (Lan et al. 1997), convex hull detection (Xu, Loh, and Wong 1999; West, Sambu, and Rosen 2001; Byun and Lee 2006), shape feature recognition (Zhang et al. 2016; Al-Ahmari, Abdulhameed, and Khan 2018; Qin et al. 2019a) and facet clustering (Zhang et al. 2019; Qin et al. 2020b). The second step is to select an optimal orientation from the generated alternatives. The selection is generally completed by a multi-objective decision-making process (West, Sambu, and Rosen 2001; Byun and Lee 2006; Zhang et al. 2016; Qin et al. 2019a). In this process, certain estimation models of the considered part orientation factors are first used to estimate the values of the factors under each alternative. Then a summary value of the considered factors under each alternative is calculated using an aggregation model. An optimal orientation is selected based on the calculated summary values. From such principle, it can be seen that a two-step method focuses on a small number of alternatives. It will not spend time on a large number of meaningless orientations like a one-step method. However, the methods based on reference plane searching or shape feature recognition are not realistic for freeform surface models, because such models do not have reference plane and it is difficult to define suitable shape features for them. The methods based on convex hull detection have an accuracy issue, since convex hull is not the exact 3D model. Compared to these methods, the method based on facet clustering of Zhang et al. (2019) can avoid reference plane searching and shape feature recognition, and most importantly work for both regular and freeform surface models. But this method could produce unstable and unreasonable results and would not be efficient for a high-resolution 3D model. The method based on facet clustering of Qin et al. (2020b) provides a practical tool for automatic generation of alternative orientations for LPBF. This method maintains the advantages of the method of Zhang et al. (2019) and can overcome its limitations, but the method does not address the selection of an optimal orientation from the generated alternatives.

2.4. Importance of the proposed method

In this paper, the line of research in Qin et al. (2020b) is continued and a complete method for rapid determination of part build orientation for LPBF is proposed. This method adopts the two-step strategy to determine the build orientation of an LPBF part. The first step is completed using the method of Qin et al. (2020b), while the second step is realised by an automatic selection approach based on multi-objective decision-making. Compared to the existing one-step methods, the proposed method can provide desired efficiency, since it does not need to spend time on a large
number of meaningless orientations. Compared to the existing two-step methods based on reference plane searching, convex hull detection and shape feature recognition, the proposed method does not have the accuracy issue and are applicable for both regular and freeform surface models. Compared to the existing two-step method based on facet clustering, the proposed method can produce stable and reasonable results and simultaneously provide higher efficiency.

3. Details of the proposed method

In this section, a method for automatic determination of the build orientation of an LPBF part is presented. The schematic representation of this method is depicted in Figure 2. As can be seen from the figure, the presented method takes as input the 3D model of an LPBF part encoded in the STL format, together with the material, layer thickness, recoating time, hatch spacing and scanning velocity to build the part and the weights or importance degrees of the considered orientation factors. The objective is to minimise the total support volume, volumetric error, surface roughness, build time and build cost. It outputs an optimal orientation to build the part, together with the estimated factor values of the part in this orientation. This method consists of an alternative orientation generation step and an optimal orientation selection step. In the former step, a small number of alternative orientations of an LPBF part are automatically generated by the method of Qin et al. (2020b). The objective of the latter step is to select an orientation from the generated alternatives that can simultaneously optimise the considered factors. To achieve this, an automatic selection approach based on multi-objective decision-making is developed, whose working process is shown in Figure 3. Firstly, certain estimation models are applied to estimate the values of the considered factors in each alternative orientation. Then each estimated factor value is converted into a number in [0, 1] using a ratio model and the converted results are normalised. After that, the weights of the considered factors are either directly input or determined. Finally, a summary value of the factors in each alternative orientation is calculated by the weighted sum model, and an optimal orientation is generated according to the calculated summary values.

For the details regarding the alternative orientation generation step, please refer to (Qin et al. 2020b). The present section explains the details of the optimal orientation selection step, which consists of estimation of factor values and determination of an optimal orientation.

3.1. Factor value estimation

According to the studies of Edwards and Ramulu (2014), Wauthle et al. (2015), Brika et al. (2017), Cheng and To (2019) and Griffiths et al. (2019), the build orientation factors (i.e. the factors affected by the build orientation) of an LPBF part include support volume, volumetric error, surface roughness, build time, build cost, strength, elongation, hardness, residual stress, fatigue performance, distortion and microstructure. Among them, the support volume, volumetric error, surface roughness, build time and build cost in a given build orientation can be estimated via analysing the geometry of the STL model of the part:

1. Support volume. When the angle between the normal vector of a planar triangular facet of the STL model of an LPBF part and the build orientation is greater than a threshold (commonly 135 deg), this facet is considered as an overhang and additional supports are required to sustain the overhang to avoid collapse or build failure during the fabrication of the part. Apart from overhangs, supports are also needed for the top areas of a hollow 3D model. In process planning for LPBF, the total volume of the supports required for a part is an important factor, because it has a direct influence on the build time and build cost of the part. To estimate the total support volume of an LPBF part, Autodesk Meshmixer, a free software for working with triangle meshes, is applied in the proposed method. Firstly, the STL model of an LPBF part is imported into the software. Then the model is rotated around the x axis by an angle of $\theta_x$ and rotated around the y axis by an angle of $\theta_y$, so that the build orientation $O$ given by a unitised vector $(x, y, z)$ is vertically upward. After the rotations, supports can be generated and their volume (mm$^3$) can be estimated by the software. In this process, the angles (deg) $\theta_x$ and $\theta_y$ can be obtained via the following equations (Zhang et al. 2019):

$$\theta_x = \begin{cases} \arctan(y/z) & \text{if } y \neq 0 \text{ or } z \neq 0 \\ 0 & \text{if } y = 0 \text{ and } z = 0 \end{cases}$$ (1)

$$\theta_y = -\arctan\frac{x}{\sqrt{y^2 + z^2}}$$ (2)

In theory, the greater the total support volume, the longer the build time, and the higher the build cost. The objective is to minimise the total support volume if it is one of the part orientation factors considered in the optimal orientation determination.

2. Volumetric error. There are two types of surface errors in LPBF. The first type appears in the tessellation of 3D models. It is caused by approximating a surface with a set of planar triangles and can be reduced via...
controlling the chordal error. The second type is the so-called volumetric error, which is caused by fabricating each facet with staircases in a layer upon layer manner and may have significant influence on the shape accuracy of the as-built parts. Volumetric error cannot be eliminated, but its effect can be reduced via specifying appropriate build orientation and layer thickness. To date, a number of models for estimating the total volumetric error of an AM part have been presented. Representative examples are the estimation models in Masood, Rattanawong, and Iovenitti (2003), Zhang and Li (2013), and Luo and Wang (2016). In the proposed method, the model in Luo and Wang (2016) is used to estimate the total volumetric error of an LPBF part in a given build orientation $O$. Firstly, the volumetric error of each facet in the STL model of an LPBF part in $O$ is estimated via geometric analysis. The total volumetric error of the part in $O$ is then obtained by calculating the sum of the volumetric error of all facets. Suppose the STL model of an LPBF part includes $n'$ facets $F_1 = (v_{1,1}, v_{1,2}, v_{1,3}), F_2 = (v_{2,1}, v_{2,2}, v_{2,3}), \ldots, F_{n'} = (v_{n',1}, v_{n',2}, v_{n',3})$. Then the total volumetric error (mm$^3$) of this part in $O$, as illustrated in Figure 4, can be estimated using the following equation:

$$E_{\text{volumetric}}^O = \sum_{i=1}^{n'} E_i = \sum_{i=1}^{n'} \left( \frac{1}{2} t_{\text{layer}} | \cos \theta_i | A_i \right) \quad (3)$$

where $E_i$ is the volumetric error (mm$^3$) of $F_i$, $t_{\text{layer}}$ is the layer thickness (mm) in $O$, $\theta_i$ is the angle (deg) between the normal vector of $F_i$ and $O$, and $A_i$ is the area (mm$^2$) of $F_i$ that can be calculated using the following equation:

$$A_i = \sqrt{p_i \left( p_i - d(v_{i,1}, v_{i,2}) \right) \left( p_i - d(v_{i,1}, v_{i,3}) \right) \left( p_i - d(v_{i,2}, v_{i,3}) \right)} \quad (4)$$

where $d(v_{i,1}, v_{i,2})$, $d(v_{i,1}, v_{i,3})$ and $d(v_{i,2}, v_{i,3})$ are,
respectively, the lengths (mm) of the three edges of $F_i$ and

$$p_i = \frac{1}{2} \left( d(v_{i,1}, v_{i,2}) + d(v_{i,1}, v_{i,3}) + d(v_{i,2}, v_{i,3}) \right)$$

(5)

Generally, the greater the total volumetric error of an LPBF part, the greater the impact on the shape accuracy of the part. Thus, the objective is to minimise the total volumetric error if it is one of the part orientation factors considered in the optimal orientation determination.

(3) Surface roughness. Surface roughness reflects the unevenness of a real surface. It is generally quantified by the deviations in the normal vector direction of the real surface from its ideal form. Small deviations indicate that the real surface is smooth. There are a number of different parameters available for describing surface roughness (ISO 4287 1997), where $Ra$ is the most common by far. In the field of AM, $Ra$ is also the most commonly used parameter for measuring the surface roughness of an AM part (Strano et al. 2013; Calignano 2018). Without loss of generality, $Ra$ will also be used to quantify the surface roughness of an LPBF part in this paper. In the literature, many estimation models of the average surface roughness of an AM part are established based on the staircase effect caused by the layer upon layer building manner of AM processes. However, according to the research findings of Strano et al. (2013) and Calignano (2018), the estimation models based on staircase effect cannot accurately predict the average surface roughness of an LPBF part, since it is mainly affected by build orientation and process parameters. In the method of Brika et al. (2017), a model for estimating the average surface roughness of an LPBF part was established on the basis of a study of the average surface roughness of LPBF Ti6Al4V samples in different build orientations and with a constant layer thickness of 0.03 mm. This model is used to predict the average surface roughness of an LPBF part in a given build orientation $O$ in the proposed method. Firstly, the surface roughness of each facet in the STL model of an LPBF part in $O$ is estimated by a linear regression function. Then the roughness per unit area is calculated and used as the average surface roughness of the part in $O$. Suppose the STL model of an LPBF part includes $n'$ facets $F_1 = (v_{1,1}, v_{1,2}, v_{1,3})$, $F_2 = (v_{2,1}, v_{2,2}, v_{2,3})$, ..., $F_{n'} = (v_{n',1}, v_{n',2}, v_{n',3})$. The average surface roughness (mm) of this part in $O$ can be estimated using the following equation:

$$Ra^O = \frac{\sum_{i=1}^{n'} (Ra_iA_i)}{\sum_{i=1}^{n'} A_i}$$

$$= \frac{\sum_{i=1}^{n'} \left( 0.0094148 + 0.0000389 |\theta_i - 90| \right) A_i}{\sum_{i=1}^{n'} A_i}$$

(6)

where $Ra_i$ is the surface roughness (mm) of $F_i$, in $O$, $A_i$ is the area ($mm^2$) of $F_i$, that can be calculated using Equation (4), and $\theta_i$ is value of the angle (deg) between the normal vector of $F_i$ and $O$. For an as-built LPBF part, the greater the average surface roughness, the worse the surface quality. Therefore, the objective is to minimise the average surface roughness if it is one of the part orientation factors considered in the optimal orientation determination.

(4) Build time. Build time and build cost are two important indicators for nearly all AM processes. Many of the existing part orientation methods consider these factors and establish their estimation models with respect to build orientation and process parameters under specific AM processes. To estimate the build time of an LPBF part in a given build orientation $O$, an estimation model for LPBF process presented by Brika et al. (2017) is introduced. According to the model, the total build time (s) of an LPBF part in $O$ can be estimated using the following equation:

$$T^O_{\text{build}} = \frac{T^O_{\text{model}}}{t_{\text{layer}}} T_{\text{recoating}} + \frac{V_{\text{model}} + V^O_{\text{support}}}{R_{\text{build}}}$$

(7)
Table 1. An explanation of the symbols in the estimation model of build time.

| Symbol | Meaning | Unit | Value |
|--------|---------|------|-------|
| $h_O$ | STL model height in $O$ | mm | Calculate according to the STL model and $O$ |
| $t_{layer}$ | Layer thickness | mm | Specify based on the technical data of the used machine |
| $t_{recoating}$ | Recoating time | s | Specify based on the technical data of the used machine |
| $V_{model}$ | STL model volume | mm$^3$ | Calculate according to the STL model |
| $V_O^{support}$ | Support volume in $O$ | mm$^3$ | Estimate using the Autodesk Meshmixer software |
| $S_{hatch}$ | Hatch spacing | mm | Specify based on the technical data of the used machine |
| $V_{scanning}$ | Laser scanning velocity | mm/s | Specify based on the technical data of the used machine |

where $R_{build}$ is the build rate ($mm^3/s$), i.e. the volume deposited per unit time, and other symbols are explained in Table 1. The build rate can be calculated using the following equation (Tang, Pistorius, and Beuth 2017):

$$ R_{build} = t_{layer} S_{hatch} V_{scanning} \tag{8} $$

where all symbols are also defined in Table 1. Obviously, the objective is to minimise the total build time if it is one of the part orientation factors considered in the optimal orientation determination.

(5) Build cost. To estimate the build cost of an LPBF part in a given build orientation, a generic estimation model presented by Baumers et al. (2016) is used. According to the model, build cost consists of direct cost and indirect cost, where the direct cost includes material cost and energy cost. That is, the total build cost (GBP) of an LPBF part in a given build orientation $O$ is the sum of the material cost, energy cost and indirect cost of the part in $O$. This can be described by the following equation:

$$ C_{build}^O = C_{material}^O + C_{energy}^O + C_{indirect}^O \tag{9} $$

According to a build cost estimation model for LPBF process proposed by Brika et al. (2017), the material cost (GBP), energy cost (GBP) and indirect cost (GBP) in $O$ can be respectively calculated using the following equations:

$$ C_{material}^O = (V_{model} + V_O^{support}) \times (1 + r_{waste}) \times P_{material} \times P_{material} \tag{10} $$

$$ C_{energy}^O = (V_{model} + V_O^{support}) \times P_{material} \times R_{Wh/kg} \times P_{energy} \tag{11} $$

$$ C_{indirect}^O = R_{GBP/h} \times T_{build}^O \tag{12} $$

where all symbols are explained in Table 2. Obviously, the objective is to minimise the total build cost if it is one of the part orientation factors considered in the optimal orientation determination.

Compared to the support volume, volumetric error, surface roughness, build time and build cost, the strength, elongation, hardness, residual stress, fatigue performance, distortion and microstructure of an LPBF part in a given build orientation are more difficult to estimate. Although several existing part orientation methods, such as the methods of Zhang et al. (2016), Brika et al. (2017), Cheng and To (2019) and Raju et al. (2019), have considered some of these factors, the estimation models in them are either not for the LPBF process or incomplete. From other existing literature, such as the articles of Bartolomeu et al. (2016), Mukherjee, Zhang, and DebRoy (2017), Vastola, Pei, and Zhang (2018), Li et al. (2019) and Tan, Sing, and Yeong (2020), some related estimation models can be found. However, build orientation is not a variable in these models. To this end, the estimation of the strength, elongation, hardness, residual stress, fatigue performance, distortion and microstructure of an LPBF part in a given build orientation is not considered in the proposed method for the time being.

### 3.2. Optimal orientation determination

The basic components of an optimal orientation selection problem in the proposed method include a set of alternative orientations $O = \{O_1, O_2, \ldots, O_m\}$, a set of part orientation factors $F = \{F_1, F_2, \ldots, F_n\}$, a vector of weights of part orientation factors $w = [w_1, w_2, \ldots, w_n]^T$ and a decision matrix $M = [v_{ij}]_{m \times n}$, where $O_1, O_2, \ldots, O_m$ are $m$ alternative orientations of an LPBF part generated by

Table 2. An explanation of the symbols in the estimation model of build cost.

| Symbol | Meaning | Unit | Value |
|--------|---------|------|-------|
| $V_{model}$ | STL model volume | m$^3$ | Calculate according to the STL model |
| $V_O^{support}$ | Support volume in $O$ | m$^3$ | Estimate using the Autodesk Meshmixer software |
| $r_{waste}$ | Material waste ratio | – | 0.1, found from the data used in Ruffo, Tuck, and Hague (2006) |
| $P_{material}$ | Density of material | kg/m$^3$ | Find from the technical data of the used material |
| $P_{material}$ | Porosity of material | – | Find from the technical data of the used material |
| $P_{material}$ | Price of material | GBP/kg | Find from the material supplier's website |
| $R_{Wh/kg}$ | Consumption rate | kWh/kg | 162.13, found from the data used in Brika et al. (2017) |
| $P_{energy}$ | Price of energy | GBP/kWh | Find from the energy supplier's website |
| $R_{GBP/h}$ | Indirect cost rate | GBP/h | 44.08, converted from 53.35 USD/h in Brika et al. (2017) |
| $T_{build}^O$ | Build time in $O$ | h | Calculate using the estimation model in Equation (7) |
the method of Qin et al. (2020b), \( F_1, F_2, \ldots, F_n \) are \( n \) different part orientation factors considered in optimal orientation determination, \( v_{ij} \) is the value of the \( j \)-th factor of the \( i \)-th alternative orientation, and \( w_1, w_2, \ldots, w_n \) are respectively the weights of \( F_1, F_2, \ldots, F_n \) such that \( 0 \leq w_1, w_2, \ldots, w_n \leq 1 \) and \( w_1 + w_2 + \cdots + w_n = 1 \). Based on these components, the optimal orientation determination for an LPBF part is carried out according to the following steps:

1. Convert each estimated factor value of the part into a number in \([0, 1]\). To make the estimated factor values easy to process, each of them is converted into a number in \([0, 1]\). A ratio model can be used to implement such conversion. Brauers et al. (2008) tested a set of ratio models and found that the best ratio model for transforming real numbers into the numbers in \([0, 1]\) is:

\[
\alpha_{ij} = \frac{v_{ij}}{\sqrt{\sum_{i=1}^{n} v_{ij}^2}}
\]  

(13)

This model is used to convert the estimated factor values into the numbers in \([0, 1]\) in the proposed method. That is, the decision matrix \( M \) is converted into a matrix \( M_C = [\alpha_{ij}]_{m \times n} \) using the ratio model.

2. Normalise the converted results. In general, there are two different types of factors in a multi-objective decision-making problem, i.e. positive and negative factors. Positive factors have positive effect on the decision-making result, while negative factors affect the result adversely. For example, tensile strength and surface roughness, respectively, belong to positive and negative factors in optimal orientation determination for an LPBF part, since they, respectively, have positive and negative influences on the determination result. To unify the effect of different types of factors on the decision-making result, a complement rule is usually adopted to normalise the numbers quantifying the values of negative factors. This rule is also used to normalise the converted factor values in the proposed method. That is, the converted decision matrix \( M_C \) is normalised as \( M_N = [x_{ij}]_{m \times n} \), where

\[
x_{ij} = \begin{cases} 
\alpha_{ij} & \text{if } F_j \text{ is a positive factor} \\
1 - \alpha_{ij} & \text{if } F_j \text{ is a negative factor}
\end{cases}
\]  

(14)

3. Determine the weights of the considered factors. In the proposed method, the weights of the considered factors are used to measure their relative importance for optimal orientation determination. The values of factor weights are either directly assigned by users or determined via pairwise comparison. If a user directly provides the values of the weights of factors, this step will be skipped. If a user explicitly specifies the importance degrees of each pair of factors for optimal orientation determination, the weight values will be calculated using a scaling approach based on pairwise comparison (Saaty 1977). This approach determines the weight vector \( w = [w_1, w_2, \ldots, w_n]^T \) from a positive reciprocal pairwise comparison matrix \( C = [c_{ij}]_{n \times n} \), where \( c_{ij} \) is the scale value which stands for the degree of importance of the factor \( F_i \) over the factor \( F_j \) for optimal orientation determination and are defined in Figure 5.

According to the positive reciprocity, all \( c_{ij} \) must satisfy the conditions that \( c_{ij} > 0 \) and \( c_{ij} = 1/c_{ji} \). The matrix \( C \) is consistent if and only if \( c_{ik}c_{kj} = c_{ij} \) for all \( i, j, k = 1, 2, \ldots, n \). In practical applications, the matrix is not necessarily consistent. But the inconsistencies must be controlled within a certain range. To define the range of inconsistencies, three indicators named consistency index (CI), random index (RI) and consistency ratio (CR) were introduced. The value of CI can be calculated via the following equation:

\[
CI = \frac{\lambda_{max} - n}{n - 1}
\]  

(15)

where \( \lambda_{max} \) is the maximum eigenvalue of the matrix \( C \). 

RI is the average consistency rate of 500 randomly constructed \( n \)-order pairwise comparison matrices \( C_1, C_2, \ldots, C_{500} \), whose value can be computed using the following equation:

\[
RI = \frac{\sum_{i=1}^{500} CI_i}{500}
\]  

(16)

where \( CI_1, CI_2, \ldots, CI_{500} \) are the CI values of the matrices \( C_1, C_2, \ldots, C_{500} \), respectively. The values of RI from \( n=1 \) to \( n=15 \) are listed in Table 3.

CR is defined as the ratio of CI and RI:

\[
CR = \frac{CI}{RI}
\]  

(17)

If the CR value of a pairwise comparison matrix \( C \) is negative, then \( C \) is not a positive reciprocal matrix and the elements of \( C \) need to be adjusted until all \( c_{ij} \) satisfy the conditions that \( c_{ij} > 0 \) and \( c_{ij} = 1/c_{ji} \). If CR<0, then \( C \) is a consistent matrix. If 0<CR<0.10, then the inconsistencies in \( C \) are acceptable. When \( C \) is
consistent or its inconsistencies are acceptable, the normalised principal eigenvector is used as the weight vector \( w \). That is, the normalised \( W'(Cw = \lambda_{\text{max}}w') \) is used as \( w \). Otherwise, the inconsistent scale values in the matrix \( C \) need to be adjusted until \( 0 \leq CR < 0.10 \).

To sum up, the determination of factor weights using the scaling approach based on pairwise comparison includes three steps. The first step is to construct a positive reciprocal pairwise comparison matrix \( C \) according to Figure 5. The second step is to calculate the CR value of the matrix \( C \) using Equation (17). In the last step, the factor weights are determined as the elements of the normalised principal eigenvector of the matrix \( C \) if \( 0 \leq CR < 0.10 \). Otherwise, the inconsistent scale values in the matrix \( C \) are adjusted and the second step is repeated until \( 0 \leq CR < 0.10 \). For example, suppose the degrees of importance of the factors support volume, volumetric error, surface roughness, build time and build cost for optimal orientation determination are expressed in the following positive reciprocal pairwise comparison matrix:

\[
C = \begin{bmatrix}
1 & 3 & 3 & 1/2 & 1/2 \\
1/3 & 1 & 1 & 1/4 & 1/4 \\
1/3 & 1 & 1 & 1/2 & 1/2 \\
2 & 4 & 2 & 1 & 1/5 \\
2 & 4 & 2 & 5 & 1
\end{bmatrix}
\]

The maximum eigenvalue of this matrix is \( \lambda_{\text{max}} = 5.4899 \). According to Equation (17), the CR value of the matrix \( C \) is 0.1094. Since \( CR > 0.10 \), the inconsistencies in \( C \) are unacceptable. If the scale values \( c_{4,5} \) and \( c_{5,4} \) in \( C \) are, respectively, adjusted to 1/2 and 2, that is, the degrees of importance of the five factors are expressed by the following matrix:

\[
C' = \begin{bmatrix}
1 & 3 & 3 & 1/2 & 1/2 \\
1/3 & 1 & 1 & 1/4 & 1/4 \\
1/3 & 1 & 1 & 1 & 1/2 \\
2 & 4 & 2 & 1 & 1/2 \\
2 & 4 & 2 & 2 & 1
\end{bmatrix}
\]

then \( \lambda_{\text{max}} = 5.2097 \) and \( CR = 0.0468 \). Since \( 0 < CR < 0.10 \), the inconsistencies are acceptable. The principal eigenvector of \( C \) is \( w' = [0.4095, 0.1561, 0.2147, 0.5275, 0.6954]^T \).

By normalising \( w' \), the factor weight vector is \( w = [0.2044, 0.0779, 0.1072, 0.2633, 0.3472]^T \).

(4) Calculate a summary value of factors in each alternative orientation. Part orientation problem is a typical multi-objective problem. A general solution for such problem is to transform it into a single-objective problem, because a decision can be made easier under a single-objective function value than multiple objective function values (Di Angelo, Di Stefano, and Guardiani 2020). In the existing part orientation methods (Lan et al. 1997; Hur et al. 2001; Thrimurthulu, Pandey, and Reddy 2004; Byun and Lee 2006; Paul and Anand 2015; Brika et al. 2017; Chowdhury, Mhapsekar, and Anand 2018), one of the most efficient and widely used model to achieve such transformation is the weighted sum model. This model is used to calculate a summary value of the factors in each alternative orientation in the proposed method. That is, the summary value of factors in the alternative orientation \( O_i (i = 1, 2, \ldots, m) \) is calculated using the following equation:

\[
f(O_i) = f(x_{i1}, x_{i2}, \ldots, x_{in}) = \sum_{j=1}^{n} (w_jx_{ij})
\]

where \( x_{ij} \) are the elements of the normalised decision matrix \( M_N \) and \( w_j \) is the determined weight of the factor \( F_j \).

(5) Generate an optimal orientation for the part. Each of the alternative orientations having the maximum summary value of factors is generated as an optimal orientation for the part.

4. Demonstration of the proposed method

In this section, a set of examples are first presented to illustrate the application of the proposed method. Then theoretical analysis and comparisons to the existing part orientation methods are carried out to evaluate the method.

4.1. Case studies

Twelve parts are used as cases to illustrate the application of the proposed method. The STL models of these parts are shown in Figure 6. The basic information of the parts is listed in Table 4. Among all STL models in Figure 6, the STL model of Part 4 was provided by Zhang et al. (2016). The STL models of the remaining parts were downloaded from Thingiverse, a free and open-source online community for sharing 3D models. Based on the surface types, the 12 STL models can be divided into two groups. The first group includes the STL models...
from Part 1 to Part 6, which are all regular surface models. The STL models from Part 7 to Part 12 constitute the second group, as all of them belong to freeform surface models. The reasons for choosing these models can be roughly explained from two aspects. On the one hand, the number of the facets in the twelve models increases sequentially. This will facilitate the subsequent efficiency comparison, since the part orientation time and the number of facets are positively correlated. On the other hand, the twelve models include six regular surface models and six freeform surface models, which will demonstrate that the proposed method is applicable for both types of models.

Suppose the 12 parts will be built using Ti6Al4V and the LPBF machine EOSINT M270. The values of layer thickness, recoating time, hatch spacing, laser scanning velocity, material density, material porosity and material price are cited from (Brika et al. 2017) and listed in Table 5. The value of energy price is obtained from the energy supplier’s website and also provided in Table 5. Before building the parts, the four preparation tasks, part orientation, support generation, model slicing and path planning, are needed to be completed in sequence. The present paper focuses on part orientation using the proposed method. It is further assumed that support volume, volumetric error, surface roughness, build time and build cost are the factors considered in the determination of an optimal build orientation of each part and the importance degrees of these factors are specified in the following positive reciprocal pairwise comparison matrix:

\[
C = \begin{bmatrix}
1 & 2 & 2 & 1 & 1 \\
1/2 & 1 & 2 & 1/2 & 1/2 \\
1/2 & 1/2 & 1/3 & 1/3 & 1 \\
1 & 2 & 3 & 1 & 1 \\
1 & 2 & 3 & 1 & 1
\end{bmatrix}
\]

Based on the conditions above, the build orientation for each of the twelve parts can be automatically determined using the proposed method. For example, the build orientation of Part 1 is determined via the following steps:

1. Generate the alternative orientations for building the part. The alternative orientations of the part are automatically generated by the method of Qin et al. (2020b). It is worth noting that the number of facet clusters used to generate alternative orientations is set as 6 for regular surface models and is set as 12 for freeform surface models when using the method. The generated alternative orientations are listed in the first column of Table 6. The STL models of 12 LPBF parts.
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**Figure 6.** The STL models of 12 LPBF parts.

| Part Unit | Vertices – | Facets – | Surface – | Length mm | Width mm | Height mm | Area mm² | Volume mm³ |
|-----------|------------|----------|-----------|-----------|----------|-----------|----------|-----------|
| Part 1    | 140        | 284      | Regular   | 38.31     | 10.00    | 25.40     | 2629.50  | 2864.45   |
| Part 2    | 410        | 828      | Regular   | 27.00     | 16.00    | 23.00     | 2535.94  | 4593.24   |
| Part 3    | 798        | 1592     | Regular   | 120.00    | 80.00    | 167.89    | 46,576.40| 228,899.00|
| Part 4    | 1181       | 2426     | Regular   | 74.09     | 33.75    | 34.34     | 9137.33  | 9603.15   |
| Part 5    | 1876       | 3776     | Regular   | 125.00    | 80.00    | 162.00    | 46,576.40| 228,899.00|
| Part 6    | 3160       | 6324     | Regular   | 160.00    | 122.00   | 162.00    | 96,711.40| 639,850.00|
| Part 7    | 6610       | 13,240   | Freeform  | 35.89     | 26.48    | 22.04     | 2408.50  | 7354.99   |
| Part 8    | 33,863     | 67,722   | Freeform  | 119.81    | 88.13    | 94.90     | 36,451.00| 535,216.00|
| Part 9    | 44,368     | 88,724   | Freeform  | 86.06     | 56.88    | 68.00     | 36,451.00| 535,216.00|
| Part 10   | 51,216     | 104,352  | Freeform  | 132.16    | 58.46    | 125.00    | 23,930.60| 120,669.00|
| Part 11   | 54,314     | 108,888  | Freeform  | 48.32     | 40.93    | 40.00     | 6915.89  | 1914.96   |
| Part 12   | 80,276     | 161,606  | Freeform  | 48.32     | 40.93    | 40.00     | 6915.89  | 1914.96   |

**Table 4.** The basic information of the 12 LPBF parts.
C is the maximum eigenvalue of the pairwise comparison matrix. The scaling approach based on pairwise comparison. The weights of the considered factors are calculated by the ratio model in Equation (13). A converted decision matrix is obtained as follows:

\[
M_C = \begin{bmatrix}
0.0499 & 0.3780 & 0.3961 & 0.1962 & 0.1987 \\
0.0333 & 0.3780 & 0.3961 & 0.1955 & 0.1978 \\
0.4290 & 0.4235 & 0.4135 & 0.5060 & 0.5040 \\
0.5954 & 0.4069 & 0.4135 & 0.5129 & 0.5127 \\
0.5493 & 0.4274 & 0.4148 & 0.4528 & 0.4537 \\
0.3950 & 0.4319 & 0.4148 & 0.4463 & 0.4457 
\end{bmatrix}
\]

(4) Normalise the converted results. For each of the five factors, the objective is to minimise the value of the factor. Thus, each of them is a negative factor. According to Equation (14), the converted decision matrix \( M_C \) is normalised as follows:

\[
M_N = \begin{bmatrix}
0.9501 & 0.6220 & 0.6309 & 0.8038 & 0.8013 \\
0.9667 & 0.6220 & 0.6309 & 0.8045 & 0.8022 \\
0.5710 & 0.5765 & 0.5865 & 0.4940 & 0.4960 \\
0.4046 & 0.5931 & 0.5865 & 0.4871 & 0.4873 \\
0.4507 & 0.5726 & 0.5852 & 0.5472 & 0.5463 \\
0.6050 & 0.5681 & 0.5852 & 0.5537 & 0.5543 
\end{bmatrix}
\]

(5) Determine the weights of the considered factors. The weights of the considered factors are calculated by the scaling approach based on pairwise comparison. The maximum eigenvalue of the pairwise comparison matrix \( C \) is \( \lambda_{\text{max}} = 5.0394 \). According to Equation (17), the CR value of \( C \) is \( CR < 0.10 \). The inconsistencies in \( C \) are acceptable. The principal eigenvector

\[
\mathbf{w} = [0.5148, 0.2954, 0.1915, 0.5528, 0.5528]^{\top}. \]

By normalising \( \mathbf{w} \), the factor weight vector is

\[
\mathbf{w} = [0.2443, 0.1402, 0.0909, 0.2623, 0.2623]^{\top}. \]

(6) Calculate a summary of values in each alternative orientation. Using Equation (18), the summary values of the five factors in the six alternative orientations of Part 1 are calculated as follows:

\[
f(O_1) = 0.7952; \quad f(O_2) = 0.7997; \quad f(O_3) = 0.5333; \quad f(O_4) = 0.4909; \quad f(O_5) = 0.5304; \quad f(O_6) = 0.5712.
\]

(7) Generate optimal orientation for the part. Since \( O_2 \) is the only alternative orientation that has the maximum summary value of factors, it is generated as the optimal orientation for Part 1.

The schematic diagram of this orientation is shown in Figure 8. The estimated factor values of the part in this orientation are listed in Table 7.

For each of the remaining 11 parts, the build orientation can be determined via the same steps. The results of alternative orientation generation for the eleven parts are provided in Figures S1–S11. The results of factor value estimation for the eleven parts are listed in Tables S1–S11. The results of optimal orientation determination for the 12 parts are listed in Table 7 and depicted in Figure 8.

### 4.2. Effectiveness analysis

The main components of the proposed method are the alternative orientation generation approach in Qin et al. (2020b) and the optimal orientation selection approach in Section 2. An effectiveness analysis is carried out via, respectively, analysing the effectiveness of these two approaches.

In general, whether a build orientation determination method is effective depends on whether the determined build orientations can meet the pre-set objective. The objective of the proposed method is to concurrently optimise the total support volume, total volumetric error, average surface roughness, total build time and...
It has been demonstrated in Qin et al. (2020b) that the alternative orientation generation approach can theoretically benefit the simultaneous optimisation of the total support volume, average surface roughness, total build time and total build cost of an LPBF part.

The optimal orientation selection approach applies the weighted sum model to determine a build orientation which can simultaneously optimise the total support volume, total volumetric error, average surface roughness, total build time and total build cost from the alternative orientations generated by the alternative orientation generation approach. From this principle, it is not difficult to conclude that the proposed method is theoretically effective.

4.3. Efficiency comparison

Theoretically, the time complexity of the alternative orientation generation approach of Qin et al. (2020b) is $O(n^\prime \log n^\prime)$, where $n^\prime$ is the number of facets of an STL model. The used estimation models of volumetric error, surface roughness, build time and build cost on $m$ alternative orientations and $n^\prime$ facets have $O(mn^\prime)$ run-time. The optimal orientation determination on $m$ alternative orientations and $n$ factors has $O(mn)$ run-time. Therefore, the time complexity of the proposed method is $O(n^\prime \log n^\prime + mn^\prime + mn)$.

From the theoretical analysis above, it is difficult to imagine how efficient the proposed method is. To this end, an efficiency testing experiment and two efficiency comparison experiments were carried out on a machine with Intel(R) Core(TM) i9-7900X CPU, 8 GB RAM and NVIDIA GeForce GTX 1080 Ti GPU:

(1) Experiment 1. The purpose of this experiment is to test the time spent on determination of the build orientations of specific LPBF parts for the proposed method. In the experiment, the STL models of the twelve parts in Figure 6 were taken as input of the proposed method. For each STL model, the method was executed ten times. The results of the experiment are the average time spent on alternative orientation generation, factor value estimation and optimal orientation determination for the method, which are listed in Table 8. It is worth noting that the time of factor value estimation does not include the time spent on estimation of support volume, because this estimation was completed by Autodesk Meshmixer and it is very difficult to count the exact time spent on the estimation of this software. The average time of the entire part orientation process of the proposed method is the sum of the average time of alternative orientation generation, factor value estimation and optimal orientation determination, which is also listed in Table 8. As can be concluded from the table, most of the build orientation determination time is spent on factor value estimation for each part. The proposed method can generate the
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**Figure 7.** Schematic diagram of the generated alternative orientations of Part 1.

![Figure 8](image2.png)

**Figure 8.** The generated optimal orientation of each of the 12 LPBF parts.
optimal orientation of a regular surface model within several seconds. It is also efficient for a freeform surface model.

(2) Experiment 2. The purpose of this experiment is to compare the build orientation determination time taken by an existing one-step method and the proposed method with respect to specific STL models. As reviewed in Section 1, there are many one-step methods in the literature. It is not realistic to implement each method and compare its execution time with that of the proposed method on specific STL models. However, it is still possible to compare the build orientation determination time of an existing one-step method and the proposed method with respect to specific STL models, because factor value estimation is an indispensable task for each method and most of the build orientation determination time is spent on this task (see Table 8). The time of factor value estimation is determined by the number of iterations (alternative orientations) for a one-step method (the proposed method) and the number of factors. It is found from experiments that the effect of the number of iterations (alternative orientations) on the time of factor value estimation is roughly uniform. If it is assumed that the effect of the number of alternative orientations on the time of alternative orientation generation and the time of optimal orientation determination in Table 8 is also roughly uniform, the time of the entire part orientation process per alternative orientation calculated from the data in the table can be used to estimate the time of the entire part orientation process of an existing one-step method. Take Part 1 as an example, as the time of the entire part orientation process for the STL model of Part 1 is 0.1290 s and the number of the alternative orientations is 6, the time of the entire part orientation process per alternative orientation for the STL model is 0.1290/6 s. Suppose an existing one-step method needs to perform computation on 20 iterations. The time of the entire part orientation process of this method for the STL model of Part 1 is $20 \times 0.1290/6 = 0.4300$ s. By this way, the time of the entire part orientation process of an existing one-step method for the STL models of the twelve parts in Figure 6 when the number of iterations $m = 20, 40, 60, 80, 100$ is estimated. Based on the estimated results, a comparison of the part orientation time of an existing one-step method and the proposed method with respect to the 12 STL models is depicted in Figure 9. It can be concluded from the figure that an existing one-step method could outperform the proposed method when $m$ is smaller than the number of the generated alternative orientations for the STL model of each part. However, most of the existing one-step methods are

### Table 7. The estimated factor values in the optimal orientation of each of the 12 LPBF parts.

| Part | Generated optimal orientation | $V_{\text{support}}$ [mm³] | $E_{\text{volumetric}}$ [mm³] | $R\alpha$ [μm] | $T_{\text{build}}$ [h] | $C_{\text{build}}$ [GBP] |
|------|-------------------------------|---------------------------|---------------------------|---------------|-------------------|------------------|
| 1    | $O_5 = (0.0000, +1.0000)$     | 145.9500                  | 22.1375                   | 10.4642       | 2.1704            | 99.6339          |
| 2    | $O_5 = (0.0000, +1.0000)$     | 167.4100                  | 21.4108                   | 10.5929       | 3.4667            | 159.0793         |
| 3    | $O_5 = (0.0000, +1.0000)$     | 13,377.0000               | 551.7687                  | 10.8011       | 75.3003           | 3,869.0913       |
| 4    | $O_5 = (0.0000, +1.0000)$     | 4587.1500                 | 78.8480                   | 10.6058       | 7.7516            | 360.3676         |
| 5    | $O_5 = (0.0000, +1.0000)$     | 13,022.0000               | 375.1246                  | 10.2877       | 40.8130           | 2,099.8284       |
| 6    | $O_5 = (0.0000, +1.0000)$     | 39,032.0000               | 840.0294                  | 10.6613       | 101.8394          | 5,382.5733       |
| 7    | $O_5 = (0.0000, +1.0000)$     | 1183.3700                 | 22.8656                   | 10.6987       | 4.9844            | 230.9516         |
| 8    | $O_5 = (0.0000, +1.0000)$     | 15,849.0000               | 347.5876                  | 10.8183       | 79.2603           | 4,219.0663       |

### Table 8. The actual build orientation determination time of the proposed method.

| Part | Number of facets in the STL model (n) | Number of the alternative orientations (m) | Time of alternative orientation generation (s) | Time of factor value estimation (s) | Time of optimal orientation determination (s) | Time of the entire part orientation process (s) |
|------|----------------------------------------|--------------------------------------------|-----------------------------------------------|-------------------------------------|-----------------------------------------------|-----------------------------------------------|
| 1    | 284                                    | 6                                          | 0.0156                                        | 0.1106                              | 0.1597                                        | 0.2895                                        |
| 2    | 828                                    | 6                                          | 0.0625                                        | 0.3140                              | 1.0292                                        | 1.5887                                        |
| 3    | 1592                                   | 6                                          | 0.1096                                        | 0.0147                              | 0.0156                                        | 0.0156                                        |
| 4    | 2426                                   | 8                                          | 1.2045                                        | 1.8938                              | 3.1155                                        |                                               |
| 5    | 3776                                   | 8                                          | 0.9175                                        | 0.1073                              | 1.277253                                      |                                               |
| 6    | 6324                                   | 8                                          | 0.0150                                        | 0.0000                              | 0.0312                                        |                                               |
| 7    | 8317.5850                              | 330.7878                                  | 0.2848                                        | 10.9073                             | 26.9175                                       |                                               |
| 8    | 9999                                   | 1183.3700                                 | 0.0000                                        | 0.0000                              | 0.0315                                        |                                               |
| 9    | 1154.8898                              | 1377.2533                                 | 0.0000                                        | 0.0000                              | 0.0315                                        |                                               |
| 10   | 347.5876                               | 4,219.0663                                | 0.2848                                        | 10.9073                             | 26.9175                                       |                                               |
| 11   | 79.2603                                | 4,219.0663                                | 0.2848                                        | 10.9073                             | 26.9175                                       |                                               |
| 12   | 4,219.0663                             | 4,219.0663                                | 0.2848                                        | 10.9073                             | 26.9175                                       |                                               |
difficult to generate optimal solutions in such few iterations. For instance, an optimisation algorithm for optimising AM process parameters generally requires 100 iterations to obtain the optimal solutions according to the study of Raju et al. (2019). From this point of view, the proposed method has obvious advantage in efficiency over a one-step method.

(3) Experiment 3. The purpose of this experiment is to compare the build orientation determination time taken by the facet clustering-based method of Zhang et al. (2019) and the proposed method with respect to specific STL models. In the experiment, the STL models of Part 1 to Part 12 in Figure 6 were respectively taken as the input of the two methods. Each of these methods was executed 10 times for each STL model. The value of $k$ in Zhang et al.’s method was assigned 6 for Part 1 to Part 6 and assigned 12 for Part 7 to Part 12. Further, it is assumed that the time of factor value estimation and the time of optimal orientation determination of the two methods are the same for each part to ensure the fairness of the comparison. The result of the experiment is the average time spent on part orientation of the two methods, which is depicted in Figure 10. As can be seen from the figure, the proposed method consumes significantly less time than Zhang et al.’s method consumes for the STL models of every part. This shows that the proposed method has higher efficiency than Zhang et al.’s method.

4.4. Characteristic comparison

Section 1 classified the existing part orientation methods into one-step methods and two-step methods, where two steps methods were further divided into reference plane searching based methods, convex hull detection based methods, shape feature recognition based methods and facet clustering based methods. It also described the main characteristics of these methods. Briefly, the one-step methods can be applied to both regular and freeform surface models, but they generally
need expensive computation to obtain desired results. The reference plane searching based methods and the shape feature recognition based methods can greatly reduce the amount of computation, but they are not applicable for freeform surface models. The convex hull detection based methods have an accuracy issue. The facet clustering based method of Zhang et al. (2019) can address the limitations of these three types of two-step methods, but it suffers from the issues of producing unstable and unreasonable results and having relatively low efficiency.

Compared to the existing one-step methods, the proposed method does not need to spend time on the computation of meaningless build orientations. This has been demonstrated in Experiment 2 in Section 3.3. Compared to the existing reference plane searching based methods and shape feature recognition based methods, the proposed method is applicable for both regular and freeform surface models. This has been illustrated in Section 3.1. Compared to the facet clustering based method of Zhang et al. (2019), the proposed method has the advantages in generating stable and reasonable results and providing higher efficiency. The first advantage was verified in Qin et al. (2020b). The second advantage has been demonstrated in Experiment 3 in Section 3.3.

5. Conclusion

In this paper, an automatic determination method of part build orientation for LPBF has been proposed. This method includes a step of alternative orientation generation and a step of optimal orientation selection. In the former step, the approach of Qin et al. (2020b) is applied to automatically generate the alternative orientations of an LPBF part. In the latter step, the part orientation factors support volume, volumetric error, surface roughness, build time and build cost are considered and the values of these factors in each alternative orientation are estimated using certain estimation models. The estimated factor values are converted into the numbers in [0, 1] by a ratio model and the converted results are normalised via a normalisation rule. A scaling approach based on pairwise comparison is introduced to determine the weights of the considered factors. With the normalised factor values and determined factor weights, the weighted sum model is used to calculate a summary value of the factors in each alternative orientation. An optimal orientation of the part is generated according to the calculated results. The paper has also presented a set of part orientation cases to illustrate the application of the proposed method and evaluated the method via effectiveness analysis and efficiency and characteristic comparisons. The evaluation results suggest that the proposed method is theoretically effective and can be applied to both regular and freeform surface models. Further, the results also show that the method can produce stable and reasonable results and provide desired efficiency.

Detailed work in the present paper revealed several limitations of the proposed method, which need to be addressed in future work:

(1) Build orientation determination for multi-part production in LPBF. An important characteristic of the LPBF process is the support of multi-part production. The proposed method focuses on build orientation determination for production of one single part; it is not applicable for the situation where a group of parts in the same build need to be orientated simultaneously. It is of necessity and importance to improve the method to deal with this situation.

(2) Improvement of the proposed method to consider the mechanical properties of the as-built parts. The LPBF process results in anisotropic mechanical properties. Desired mechanical properties may sometimes be more important than support volume, volumetric error, surface roughness, build time and build cost, as they are of importance for the quality of an as-built part. The proposed method does not consider the mechanical properties of the as-built parts because of the availability of suitable estimation models. It will be extended to take into account these factors once suitable estimation models are available.

(3) Systematic determination of the process parameters to build an LPBF part. In LPBF, the influence of process parameters on part quality and production stability is comprehensive and contradictory. As one example, varying build orientations will result in different laser scanning patterns in slices. Different types of scanning patterns may contribute to deviations for the part quality. As another example, success in layer upon layer bonding in LPBF are quite dependent on recoating time and slice areal properties. Delamination may occur if these process parameters are not taken into well consideration. The proposed method studies the build orientation determination issue separately by fixing other process parameters, which is sometimes insufficient. An ideal way is to comprehensively determine all process parameters via weighing certain part quality factors. To this end, it would be desirable to extend the proposed method to implement the systematic determination of the process parameters to build an LPBF part.
(4) Integration of the proposed method into CAD systems. The proposed method is a stand-alone method for automatically determining the build orientation of an LPBF part. The ultimate goal of the research of part orientation for LPBF is to integrate novel methods into CAD systems to assist design and process planning for LPBF. To this end, it would be desirable to study and implement the integration of the proposed method into CAD systems.
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