Superconvergence and accuracy enhancement of discontinuous Galerkin solutions for Vlasov–Maxwell equations
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Abstract
This paper explores the discontinuous Galerkin (DG) methods for solving the Vlasov–Maxwell (VM) system, a fundamental model for collisionless magnetized plasma. The DG method provides an accurate numerical description with conservation and stability properties. This work studies the applicability of a post-processing technique to the DG solution in order to enhance its accuracy and resolution for the VM system. In particular, superconvergence in the negative-order norm for the probability distribution function and the electromagnetic fields is established for the DG solution. Numerical tests including Landau damping, two-stream instability, and streaming Weibel instabilities are considered showing the performance of the post-processor.
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1 Introduction

In this paper, we consider numerical solutions of the Vlasov–Maxwell (VM) system, a fundamental model for collisionless magnetized plasma. The dimensionless form of the equations that describes the evolution of a single species of non-relativistic electrons under the self-consistent electromagnetic field while the ions are treated as uniform fixed background is given by

\[
\frac{\partial f}{\partial t} + v \cdot \nabla_x f + (E + v \times B) \cdot \nabla_v f = 0, \tag{1.1a}
\]

\[
\frac{\partial E}{\partial t} = \nabla_x \times B - J, \quad \frac{\partial B}{\partial t} = -\nabla_x \times E, \tag{1.1b}
\]

\[
\nabla_x \cdot E = \rho - \rho_i, \quad \nabla_x \cdot B = 0, \tag{1.1c}
\]

with

\[
\rho(x, t) = \int_{\Omega_v} f(x, v, t) \, dv, \quad J(x, t) = \int_{\Omega_v} f(x, v, t)v \, dv,
\]

where the equations are defined on \( \Omega = \Omega_x \times \Omega_v \), \( x \in \Omega_x \) denotes the position in physical space, and \( v \in \Omega_v \) in velocity space. Here \( f(x, v, t) \geq 0 \) is the distribution function of electrons at position \( x \) with velocity \( v \) at time \( t \), \( E(x, t) \) is the electric field, \( B(x, t) \) in the magnetic field, \( \rho(x, t) \) is the electron charge density, and \( J(x, t) \) is the current density. The charge density of background ions is denoted by \( \rho_i \), which is chosen to satisfy total charge neutrality, \( \int_{\Omega} (\rho(x, t) - \rho_i) \, dx = 0 \). Periodic boundary conditions in \( \Omega_x \) and compact support in \( \Omega_v \) are assumed. The VM system has wide applications in plasma physics for describing space and laboratory plasmas, with application to fusion devices, high-power microwave generators, and large scale particle accelerators.

Particle-in-cell (PIC) methods [3, 21] have long been prevalent numerical tools in which the particles are advanced in a Lagrangian framework, while the field equations are solved on a mesh. However, PIC methods are intrinsically noisy. Due to the increasing computing power in modern ages, in recent years, much of the work in the literature has been focused on accurate deterministic computations for Vlasov equations. Califano et al. used a semi-Lagrangian approach to compute the streaming Weibel instability [8], current filamentation instability [25], magnetic vortices [7], magnetic reconnection [6]. Also, various methods have been proposed for the relativistic VM system [2, 22, 29, 31]. This work concerns the discontinuous Galerkin (DG) method for solving the VM system. The DG method is a class of finite element method that uses discontinuous polynomial spaces, and they have desirable properties for convection-dominated problems [15]. In particular, DG methods have been used
to simulate the Vlasov–Poisson system in plasmas [12, 19, 20] and for a gravitational infinite homogeneous stellar system [10]. They have also been used to solve the VM system [9, 11] and the relativistic VM system [32]. The DG methods have nice properties such as stability, charge and energy conservation and high order accuracy, which are highly desirable for long time simulations.

The main computational challenge for any grid based solver for the VM system is the high-dimensionality of the Vlasov equation (6d + time). This makes the computation extremely expensive even on modern-day exa-scale supercomputers. Post-processing techniques, which can greatly enhance the resolution of the numerical solution at any given time, are therefore desirable because it is only applied once at the end of the simulation with negligible computational cost. The post-processing technique presented here takes advantage of the information contained in the negative-order norm and was originally developed by Bramble and Schatz [4] in the context of continuous finite element methods for elliptic problems. Negative-order norms can be thought of relating information in the Fourier/Signal space to that in physical space. Specifically, they are weighted dual norms. The post-processor consists of a local averaging operator applied to the finite element solution via convolution. We can then establish the convergence in the negative-order norm which is higher than that one obtained in the usual $L^2$-norm. It is well known that DG solutions have a convergence rate of order $k + 1/2$ using piecewise polynomials of degree $k$, but have higher order dissipation/dispersion errors of orders $2k + 2/2k + 1$. Hence SIAC brings forth the higher-order information seen in Fourier space to physical space. In [14], Cockburn, Luskin, Shu and Süli applied this technique to the DG methods for solving linear hyperbolic equations. This technique was further extended to the DG methods for solving nonlinear conservation laws [24, 27] and nonlinear symmetric systems of hyperbolic conservation laws [28]. This method is currently part of a filtering family known as a Smoothness-Increasing Accuracy-Conserving (SIAC) filters [30]. This paper will demonstrate the performance of post-processing by the SIAC filter for DG solutions to the VM system. In particular, we consider benchmark numerical tests for Vlasov-Ampère (VA) and VM systems, and study the numerical error for short and long time simulations with varying polynomial order.

In order to validate the enhanced accuracy of the post-processed solution, an important step is to establish the superconvergence of the negative-order norm of the error and its divided differences. In [14], Cockburn, Luskin, Shu and Süli established a framework to prove negative-order estimates for the DG solutions to linear conservation laws of order $2k + 1$ using piecewise polynomials of degree $k$. After this, there have been important extensions. $L^2$ and $L^\infty$ superconvergence estimates were established for DG solutions for linear constant coefficient hyperbolic systems with the position-dependent SIAC filter [23]. Ji, Xu and Ryan [24] proved superconvergence for non-linear conservation laws in negative-order Sobolev norm of the DG solution of order $2k + m$, where $m$ is a constant that depends on the chosen numerical flux of the method. Ji, Meng et al [27, 28] extended this superconvergence result for non-linear conservation laws and nonlinear symmetric hyperbolic systems to the $L^2$-norm of the postprocessed DG solution of order at least $(3/2k + 1)$. In summary, it is highly nontrivial to establish superconvergence for nonlinear problems because a suitable dual problem has to be identified, and additionally the divided difference of the solution does not
satisfy the PDE, which makes the proof highly technical [27, 28]. In this work, we aim to prove negative-order estimates of DG solutions to the VM system. Since the VM system is nonlinear, it is nontrivial to extend the proof in [14]. We identify a proper dual problem, which aids the estimates of the consistency term. In the end, we proved superconvergence of order \((2k + \frac{1}{2})\) in the negative-order norm for the probability distribution function and the electromagnetic fields.

The paper is organized as follows. In Sect. 2, we introduce the DG method for the VM system as well as relevant notations that will be required for the negative-order estimates. In Sect. 3 we introduce SIAC filtering. In Sect. 4 we prove the negative-order norm estimates of the DG solutions to the VM system. The superconvergence results are confirmed numerically in Sect. 5. We conclude the paper with remarks and future work in Sect. 6.

2 Discontinuous Galerkin numerical scheme

2.1 Notations, definitions and projections

We begin by introducing the necessary notation used in the paper. Without loss of generality, we assume the spatial and velocity domain to be \(\Omega_x = [-L_x, L_x]^d_x\) and \(\Omega_v = [-L_v, L_v]^d_v\), where \(L_v\) is chosen large enough so that \(f = 0\) at \(\partial \Omega_v\). Throughout the paper, standard notations will be used for the Sobolev spaces. Given a bounded domain \(D \in \mathbb{R}^\ast\) (with \(* = d_x, d_v, or d_x + d_v\) and any nonnegative integer \(m\), \(H^m(D)\) denotes the \(L^2\)-Sobolev space of order \(m\) with the standard Sobolev norm \(\| \cdot \|_{m,D}\), \(W^{m,\infty}(D)\) denotes the \(L^\infty\)-Sobolev space of order \(m\) with the standard Sobolev norm \(\| \cdot \|_{m,\infty,D}\) and the semi-norm \(| \cdot |_{m,\infty,D}\). When \(m = 0\), we also use \(H^0(D) = L^2(D)\) and \(W^{0,\infty}(D) = L^\infty(D)\).

Let \(\mathcal{T}_h^x = \{K_x\}\) and \(\mathcal{T}_h^v = \{K_v\}\) be partitions of \(\Omega_x\) and \(\Omega_v\), respectively, with \(K_x\) and \(K_v\) being Cartesian elements or simplices; then \(\mathcal{T}_h = \{K : K = K_x \times K_v, \forall K_x \in \mathcal{T}_h^x, \forall K_v \in \mathcal{T}_h^v\}\) defines a partition of \(\Omega\). Let \(\mathcal{E}_x^i\) be the set of the edges of \(\mathcal{T}_h^x\) and \(\mathcal{E}_v^i\) the set of the edges of \(\mathcal{T}_h^v\); then the edges of \(\mathcal{T}_h\) will be \(\mathcal{E} = \{K_x \times e_v : \forall K_x \in \mathcal{T}_h^x, \forall e_v \in \mathcal{E}_v\}\). Furthermore, \(\mathcal{E}_v = \mathcal{E}_v^i \cup \mathcal{E}_v^b\) with \(\mathcal{E}_v^i\) and \(\mathcal{E}_v^b\) being the set of interior and boundary edges of \(\mathcal{T}_h^v\) respectively. In addition, we denote the mesh size of \(\mathcal{T}_h\) as \(h = \max(h_x, h_v) = \max_{K \in \mathcal{T}_h} h_K\), where \(h_x = \max_{K_x \in \mathcal{T}_h^x} h_{K_x}\) with \(h_{K_x} = \text{diam}(K_x)\), \(h_v = \max_{K_v \in \mathcal{T}_h^v} h_{K_v}\) with \(h_{K_v} = \text{diam}(K_v)\), and \(h_K = \max(h_{K_x}, h_{K_v})\) for \(K = K_x \times K_v\). When the mesh is refined, we assume both \(\frac{h_x}{\rho_{h_{K_x}}}\) and \(\frac{h_v}{\rho_{h_{K_v}}}\) are uniformly bounded from above by a positive constant \(\sigma_0\). Here \(h_{K_x, \min} = \min_{K_x \in \mathcal{T}_h^x} h_{K_x}\) and \(h_{K_v, \min} = \min_{K_v \in \mathcal{T}_h^v} h_{K_v}\). It is further assumed that \(\{\mathcal{T}_h^x\}\) is shape-regular with \(* = x\ or\ v\). That is, if \(\rho_{K_x}\) denotes the diameter of the largest sphere included in \(K_x\), there is

\[
\frac{h_{K_x}}{\rho_{K_x}} \leq \sigma_*, \quad \forall K_x \in \mathcal{T}_h^x
\]
for a positive constant \( \sigma_\star \) independent of \( h_\star \). Furthermore the inner products are defined as

\[
(g, h)_\Omega = \int_\Omega gh \, dx \, dv = \sum_{K \in \mathcal{T}_h} \int_K gh \, dx \, dv, \tag{2.1}
\]

\[
(U, W)_{\Omega_x} = \int_{\Omega_x} U \cdot W \, dx = \sum_{K_x \in \mathcal{T}_h^x} \int_{K_x} U \cdot W \, dx. \tag{2.2}
\]

Now for \( g \in L^2(\Omega) \), \( U, W \in (L^2(\Omega_x))^{d_x} \), we define the \( L^2 \)-norm of \((g, U, W)\) as

\[
\| (g, U, W) \|_{0, \Omega} = \sqrt{\| g \|_{0, \Omega}^2 + \| U \|_{0, \Omega_x}^2 + \| W \|_{0, \Omega_x}^2} \tag{2.3}
\]

This will be helpful in the error analysis of the negative-order norm. The negative-order norm is defined as: given \( l > 0 \) and domain \( \Omega \),

\[
\| (g, U, W) \|_{-l, \Omega} = \sup_{\phi \in C_0^\infty(\Omega), \mathcal{U}, \mathcal{W} \in [C_0^\infty(\Omega_x)]^{d_x}} \frac{(g, \phi)_\Omega + (U, \mathcal{U})_{\Omega_x} + (W, \mathcal{W})_{\Omega_x}}{\sqrt{\| \phi \|_{l, \Omega}^2 + \| \mathcal{U} \|_{l, \Omega_x}^2 + \| \mathcal{W} \|_{l, \Omega_x}^2}}
\]

Next we define the discrete spaces

\[
\mathcal{P}_h^k = \left\{ g \in L^2(\Omega) : g|_{K=K_x \times K_v} \in P^k(K_x \times K_v), \forall K_x \in \mathcal{T}_h^x, \forall K_v \in \mathcal{T}_h^v \right\}
\]

\[
= \left\{ g \in L^2(\Omega) : g|_{K} \in P^k(K), \forall K \in \mathcal{T}_h \right\}, \tag{2.4}
\]

\[
\mathcal{V}_h^l = \left\{ U \in \left[L^2(\Omega_x)\right]^{d_x} : U|_{K_x} \in \left[P^r(K_x)\right]^{d_x}, \forall K_x \in \mathcal{T}_h^x \right\}, \tag{2.5}
\]

where \( P^r(D) \) denotes the set of polynomials of total degree at most \( r \) on \( D \), and \( k \) and \( r \) are nonnegative integers.

For piecewise functions defined with respect to \( \mathcal{T}_h^x \) or \( \mathcal{T}_h^v \), we further introduce the jumps and averages as follows. For any edge \( e = \{ K^+_x \cap K^-_x \} \in \mathcal{E}_x \), with \( n_x^\pm \) as the outward unit normal to \( K_x \), \( g^\pm = g|_{K_x^\pm} \) and \( U^\pm = U|_{K_x^\pm} \), the jump across \( e \) are defined as

\[
[g]_x = g^+_x n_x^+ + g^-_x n_x^-, \quad [U]_x = U^+ \cdot n_x^+ + U^- \cdot n_x^-,
\]

and the averages are

\[
\{g\}_x = \frac{1}{2}(g^+ + g^-), \quad \{U\}_x = \frac{1}{2}(U^+ + U^-).
\]

By replacing the subscript \( x \) with \( v \), one can define \([g]_v\), \([U]_v\), \([g]_v\), and \([U]_v\) for an interior edge of \( \mathcal{T}_h^v \) in \( \mathcal{E}_v \). For a boundary edge \( e \in \mathcal{E}_v^b \) with \( n_v \) being the outward
unit normal we use

\[ [g]_v = gn_v, \quad \{g\}_v = \frac{1}{2}g, \quad \{U\}_v = \frac{1}{2}U. \quad (2.6) \]

This is consistent with the fact that the exact solution \( f \) is compactly supported in \( v \).

Notice that to simplify notation we dropped the superscript \( \pm \) from the normal vectors \( n_v, \star = x \) or \( v \); if we are evaluating the points on \( \partial K^+_v \), \( n_v = n^+_v \), and \( n_v = n^-_v \) if we are doing it on \( \partial K^-_v \).

For convenience, we introduce some shorthand notation, \( \int_{\Omega^*} = \int_{\mathcal{T}^*_h} \), \( \int_{\Omega} = \int_{\mathcal{T}_h} \), \( \int_{\partial} = \int_{\partial \mathcal{T}_h} \), \( \int_{e} = \int_{e^*} \), where again \( \star \) is \( x \) or \( v \). In addition, \( \| g \|_{0, \mathcal{E}} = (\| g \|_{0, \mathcal{E}_x}^2 + \| g \|_{0, \mathcal{E}_v}^2)^{1/2} \), with \( \| g \|_{0, \mathcal{E}_x} = (\int_{\mathcal{E}_x} g^2 dv ds_x)^{1/2} \), \( \| g \|_{0, \mathcal{E}_v} = (\int_{\mathcal{E}_v} g^2 ds_v dx)^{1/2} \). We will make use of the following equality, which can be easily verified using the definition of averages and jumps.

\[ \frac{1}{2}[g^2]_x = [g]_x [g], \text{ with } \star = x \text{ or } v. \quad (2.7) \]

### 2.2 The DG method for the Vlasov–Maxwell system

Now we review the DG method for the VM system proposed in [11]. The scheme seeks a numerical solution \( f_h \in \mathcal{V}_h^k \) and \( (E_h, B_h) \in \mathcal{V}_h^k \times \mathcal{V}_h^k \) such that for any \( g \in \mathcal{V}_h^k \), \( U, W \in \mathcal{V}_h^k \):

\[
\begin{align*}
\int_{K} \partial_t f_h g \, dx \, dv &\quad - \int_{K} f_h v \cdot \nabla_x g \, dx \, dv - \int_{K} f_h (E_h + v \times B_h) \cdot \nabla_v g \, dx \, dv \\
&\quad + \int_{K_v} \int_{\partial K_v} \left( f_h v \cdot n_v \right)^{\wedge} g \, ds_x \, dv + \int_{K_v} \int_{\partial K_v} \left( (f_h (E_h + v \times B_h) \cdot n_v) \right)^{\wedge} g \, ds_x \, dv = 0, \quad (2.8a) \\
\int_{K} \partial_t E_h \cdot U \, dx &\quad = \int_{K} B_h \cdot \nabla_x \times U \, dx + \int_{\partial K_v} \left( n_v \times B_h \right)^{\wedge} \cdot U \, ds_x - \int_{K} J_h \cdot U \, dx, \quad (2.8b) \\
\int_{K} \partial_t B_h \cdot W \, dx &\quad = - \int_{K} E_h \cdot \nabla_x \times W \, dx - \int_{\partial K_v} \left( n_v \times E_h \right)^{\wedge} \cdot W \, ds_x \quad (2.8c)
\end{align*}
\]

with

\[
J_h(x, t) = \int_{\mathcal{T}_h^v} f_h(x, v, t) v \, dv.
\quad (2.9)
\]

Here \( n_v \) and \( n_v \) are outward unit normals of \( \partial K_x \) and \( \partial K_v \), respectively. All “hat” functions \((\cdot)^{\wedge}\) are numerical fluxes that are determined by upwinding, i.e.,

\[
(f_h v \cdot n_v)^{\wedge} = (f_h v)^{\wedge} \cdot n_v = \left( \{f_h\}_x + \frac{|v \cdot n_v|}{2} [f_h]_x \right) \cdot n_v, \quad (2.10a)
\]
Theorem 1 \([11]\) For \(k \geq 2\) when \(d_x = 3\) and \(k \geq 1\) when \(d_x = 1, 2\). If \((f, \mathbf{E}, \mathbf{B})\) is the exact solution of \((1.1)\), satisfying \(f \in C^1([0, T]; H^{k+1}(\Omega) \cap W^{1,\infty}(\Omega))\) and \(\mathbf{E}, \mathbf{B} \in \mathcal{U}_h^k\), the error estimates of the approximations \(f_h, \mathbf{E}_h, \mathbf{B}_h\), is as follows.

\[ L_2 \text{ error estimates of the approximations } f_h, \mathbf{E}_h, \mathbf{B}_h, \text{ is as follows.} \]

The semi-discrete formulation \((2.8)\) can then be solved by a numerical ODE solver, that will be described below. The \(L^2\) and energy stability of \((2.8)\) are established in \([11]\). The main result in \([11]\) for the semi-discrete \(L^2\) error estimates of the approximations \(f_h, \mathbf{E}_h, \mathbf{B}_h\), is as follows.

\[ \text{Theorem 1} \quad (11) \quad \text{For } k \geq 2 \text{ when } d_x = 3 \text{ and } k \geq 1 \text{ when } d_x = 1, 2. \text{If } (f, \mathbf{E}, \mathbf{B}) \text{ is the exact solution of } (1.1), \text{satisfying } f \in C^1([0, T]; H^{k+1}(\Omega) \cap W^{1,\infty}(\Omega)) \text{ and } \mathbf{E}, \mathbf{B} \in \mathcal{U}_h^k, \]
Then, the semi-discrete DG method of (2.11a)–(2.11b), for the Vlasov–Maxwell equations with the upwind fluxes of (2.10a)–(2.10d), has the following error estimate

\[
\| (f - f_h(t)) \|_{0, \Omega}^2 + \| (E - E_h(t)) \|_{0, \Omega_x}^2 + \| (B - B_h(t)) \|_{0, \Omega_x}^2 \leq C h^{2k+1}, \quad \forall t \in [0, T].
\] (2.12)

Here the constant C is independent of \( h \), but depends on the upper bounds of \( \| \partial_t f \|_{k+1, \Omega}, \| f \|_{k+1, \Omega}, \| E \|_{1, \infty, \Omega_x}, \| B \|_{1, \infty, \Omega_x}, \| E \|_{k+1, \Omega_x}, \| B \|_{k+1, \Omega_x} \) over the time interval \([0, T]\), and it also depends on the polynomial degree \( k \), mesh parameters \( \sigma_0, \sigma_x \) and \( \sigma_v \), and domain parameters \( L_x \) and \( L_v \).

In this work, we also consider (1.1) when there is no magnetic field (i.e. when \( B = 0 \)). This reduced problem is called the V A system, and the DG discretizations would follow a similar discussion by setting \( B_h = 0 \) in (2.8) at all times.

2.3 Temporal discretizations

We used a total variation diminishing (TVD) high-order Runge–Kutta method to solve the method of lines ODE resulting from the semidiscrete DG scheme (2.8), \( \frac{d}{dt} G_h = R(G_h) \). Such time stepping methods are convex combinations of the Euler forward time discretization. The commonly third order TVD Runge-Kutta method is given by

\[
\begin{align*}
G_h^{(1)} &= G_h^n + \Delta t R(G_h^n), \\
G_h^{(2)} &= \frac{3}{4} G_h^n + \frac{1}{4} G_h^{(1)} + \frac{1}{4} \Delta t R(G_h^{(1)}), \\
G_h^{n+1} &= \frac{1}{3} G_h^n + \frac{2}{3} G_h^{(2)} + \frac{2}{3} \Delta t R(G_h^{(2)}),
\end{align*}
\] (2.13)

where \( G_h^n \) represents a numerical approximation of the solution at the discrete time \( t_n \). A detailed description of the TVD Runge–Kutta method can be found in [18]. We will also use the classic fourth order Runge–Kutta method.

3 Smoothness-increasing accuracy-conserving filters

We extract the higher-order accuracy of the DG method solved over a uniform mesh contained in the negative-order norm by using the SIAC filter. This technique can also be applied over nonuniform meshes, however this would force us to compute the post-processing coefficients in each element of the mesh, increasing the computational complexity of the implementation [17]. This filter improves the order of accuracy by reducing the spurious oscillations in the error. This is done by convolving the numerical approximation with a specially chosen kernel,

\[
(f_h^*(x, v), E_h^*(x), B_h^*(x)) = K_h^{2(k+1), k+1} \ast (f_h, E_h, B_h)(x, v),
\] (3.1)
where \( (f_h^*, E_h^*, B_h^*) \) is the filtered solution, \( (f_h, E_h, B_h) \) is an approximated solution computed at the final time, and \( K_h^{2(k+1),k+1} \) is the convolution kernel. The kernel is translation-invariant and composed of a linear combination of B-splines of order \( k + 1 \) obtained by convolving the characteristic function over the interval \( (-\frac{1}{2}, \frac{1}{2}) \) with itself \( k \) times and scaled by the uniform mesh size. Using B-splines makes this kernel computationally efficient, provided the mesh is uniform, as the kernel is locally supported in at most \( 2k + 2 \) elements. The one-dimensional convolution kernel is of the form:

\[
K_h^{2(k+1),k+1}(x) = \frac{1}{h} \sum_{\gamma=-k}^{k} c_{\gamma}(x) \psi^{(k+1)} \left( \frac{x}{h} - \gamma \right). \tag{3.2}
\]

The weights \( c_{\gamma}(x) \), of the B-splines \( \psi^{(k+1)} \), are chosen so that accuracy is not destroyed (the kernel can reproduce polynomials of degree up to \( 2k \)), i.e. \( K_h^{2(k+1),k+1} \) is translation-invariant and \( \phi_p = p \) for \( p = 1, x, \ldots, x^{2k} \). In practice the post-processing is implemented in a simple manner by doing small matrix vector multiplications. This involves negligible computational cost, see [14] for details.

For the general case, assume the mesh size is uniform in each direction, given arbitrary an arbitrary point \((x, v) = (x_1, \ldots, x_{d_x}, v_1, \ldots, v_{d_v}) \in \mathbb{R}^{d_x+d_v}, \) we set

\[
\psi^{(k+1)}(x, v) = \prod_{i=1}^{d_x} \psi^{(k+1)}(x_i) \prod_{j=1}^{d_v} \psi^{(k+1)}(v_j). \tag{3.3}
\]

The kernel for our case is of the form

\[
K_h^{2(k+1),k+1}(x, v) = \frac{1}{\left( \prod_{i=1}^{d_x} h_{x_i} \right) \left( \prod_{j=1}^{d_v} h_{v_j} \right)} \sum_{\gamma \in [-k, \ldots, k]} c_{\gamma}^{2(k+1),k+1} \psi^{(k+1)} \left( \frac{x_1}{h_{x_1}}, \ldots, \frac{x_{d_x}}{h_{x_{d_x}}}, \frac{v_1}{h_{v_1}}, \ldots, \frac{v_{d_v}}{h_{v_{d_v}}} \right) - \gamma, \tag{3.4}
\]

where \( h_{x_i} \) and \( h_{v_i} \) denote the mesh size in \( x_i \) and \( v_i \) direction, resp. The success of the filter relies on the following results.

**Theorem 2** (Bramble and Schatz [4]) For \( T > 0 \), let \( u = (f, E, B) \) be the exact solution of problem \( (1.1) \), satisfying \( f \in L^\infty([0, T]; W^{2k+2,\infty}(\Omega)) \cap L^2([0, T]; H^{k+2}(\Omega)) \) and \( E, B \in L^\infty([0, T]; [W^{2k+2,\infty}(\Omega_x)]^{d_x}) \cap L^2([0, T]; [H^{k+2}(\Omega_x)]^{d_x}). \) Let \( \Omega_0 + 2\text{supp}(K_h^{2(k+1),k+1}(x, v)) \subset \Omega \) and \( U = (f_h, E_h, B_h), \) then

\[
\|u(T) - K_h^{2(k+1),k+1} \text{ } \phi \|_{0, \Omega_0} \leq \frac{h^{2k+2}}{(2k + 2)!} |u|_{2k+2,\Omega} + C_P \sum_{|\lambda| \leq k+1} \| \partial_{h}^{\lambda} (u - \phi) \|_{-(k+1),\Omega}. \tag{3.5}
\]
where \( C_P \) depends solely on \( \Omega_0, \Omega, d_x, d_v, k, c_\gamma^{2(k+1),k+1} \), and it is independent of \( h \).

In (3.5), we used the notation of the divided differences, which are defined as

\[
\partial_{h_{x_i}} w(x, v) = \frac{1}{h_{x_i}} (w(x + \frac{1}{2} h_{x_i} e_i, v) - w(x - \frac{1}{2} h_{x_i} e_i, v)),
\]

where \( e_i \) is the unit multi-index whose \( i \)-th component is 1 and all others 0. Analogously, for velocity space variables \( v_j \), the difference quotients are defined as

\[
\partial_{h_{v_j}} w(x, v) = \frac{1}{h_{v_j}} (w(x, v + \frac{1}{2} h_{v_j} e_j) - w(x, v - \frac{1}{2} h_{v_j} e_j)).
\]

For any multi-index \( \lambda = (\alpha_{x_1}, \ldots, \alpha_{d_x}, \beta_{v_1}, \ldots, \beta_{d_v}) \) we set the \( \alpha \)-th order difference quotient to be

\[
\partial_{\lambda} w(x, v) = (\partial_{\alpha_{x_1}}^{\lambda_{x_1}} \ldots \partial_{\alpha_{d_x}}^{\lambda_{d_x}})(\partial_{\beta_{v_1}}^{\lambda_{v_1}} \ldots \partial_{\beta_{d_v}}^{\lambda_{d_v}}) w(x, v).
\]

### 4 Superconvergent error estimates for the DG method

In this section, we prove the superconvergence error estimate in the negative-order norm of the DG solution for the VM system. In Sect. 4.1, we review the basic approximation and regularity properties. In Sect. 4.2 we will construct the dual problem which is the key to our estimates. The main result and the proof will be given in Sect. 4.3.

#### 4.1 Preliminaries

We summarize some of the standard approximation properties of the above discrete spaces, as well as some inverse inequalities [13]. For any nonnegative integer \( k \) that we use to represent the polynomial degree, Let \( \Pi^k \) be the \( L^2 \) projection onto \( \mathcal{V}_h^k \), and \( \Pi^m \) be the \( L^2 \) projection onto \( \mathcal{W}_h^m \). We define \( \zeta^g_h = \Pi^k g - g \) and \( \zeta^U_h = \Pi^k U - U \), as the Projection errors of \( g \) and \( U \) respectively.

**Lemma 3** (Approximation properties) There exist a constant \( C > 0 \), such that for any \( g \in H^{k+1}(\Omega) \) and \( U \in [H^{k+1}(\Omega)]^{d_x} \), the following hold:

\[
\| \zeta^g_h \|_{0,K} + h_K \| \nabla \cdot \zeta^g_h \|_{0,K} + h_K^{1/2} \| \zeta^g_h \|_{0,aK} \leq C h_K^{k+1} \| g \|_{k+1,K}, \quad \forall K \in \mathcal{T}_h
\]

\[
\| \zeta^U_h \|_{0,K_x} + h_{K_x} \| \nabla_x \cdot \zeta^U_h \|_{0,K_x} + h_{K_x}^{1/2} \| \zeta^U_h \|_{0,aK_x} \leq C h_{K_x}^{k+1} \| U \|_{k+1,K_x}, \quad \forall K_x \in \mathcal{T}_{h_x}
\]

\[
\| \zeta^U_h \|_{0,\infty,K_x} \leq C h_{K_x}^{k+1} \| U \|_{k+1,\infty,K_x}, \quad \forall K_x \in \mathcal{T}_{h_x}
\]

where the constant \( C \) is independent of the mesh sizes \( h_K \) and \( h_{K_x} \), but depends on \( k \) and the shape regularity parameters \( \sigma_x \) and \( \sigma_v \) of the mesh.
Lemma 4 (Inverse inequality) There exists a constant $C > 0$, such that for any $g \in P_k(K)$ or $P_k(K_x) \times P_k(K_v)$ with $K = (K_x \times K_v) \in \mathcal{T}_h$, and for any $U \in [P_k(K_x)]^{d_x}$, the following hold:

$$
\| \nabla_x g \|_{0,K} \leq C h_{K_x}^{-1} \| g \|_{0,K}, \quad \| \nabla_v g \|_{0,K} \leq C h_{K_v}^{-1} \| g \|_{0,K},
$$

$$
\| U \|_{0,\infty,K_x} \leq C h_{K_x}^{-d_x/2} \| U \|_{0,K_x}, \quad \| U \|_{0,\partial K_x} \leq C h_{K_x}^{-1/2} \| U \|_{0,K_x},
$$

where the constant $C$ is independent of the mesh sizes $h_{K_x}, h_{K_v}$, but depends on polynomial degree $k$ and the shape regularity parameters $\sigma_x$ and $\sigma_v$ of the mesh.

To assist the proof, we also need a regularity result for a linear PDE system.

Lemma 5 Consider the following system of equations with periodic boundary conditions in $x$ and zero boundary condition in $v$ for all $t \in [0, T]$:

\[
\begin{align*}
\partial_t \varphi + A_1(x, v, t) \cdot \nabla_x \varphi + A_2(x, v, t) \cdot \nabla_v \varphi + A_3(x, v, t) \cdot F &= 0, \quad (4.1a) \\
\partial_t F &= \nabla_x \times D + \int_{\Omega_v} g \nabla_v \varphi \, dv, \quad (4.1b) \\
\partial_t D &= -\nabla_x \times F - \int_{\Omega_v} g (v \times \nabla_v \varphi) \, dv, \quad (4.1c)
\end{align*}
\]

where the given functions $A_1, A_2 \in W^{l+1,\infty}(\Omega)$ satisfy the divergence free constraint $\nabla_x \cdot A_1 = 0$ and $\nabla_v \cdot A_2 = 0$. For any $l \geq 0$ and the fixed time $t$, the solution to (4.1) satisfy the following estimate

\[
\begin{align*}
\| \varphi(\cdot, t) \|_{l,\Omega}^2 + \| F(\cdot, t) \|_{l,\Omega_x}^2 + \| D(\cdot, t) \|_{l,\Omega_x}^2 \\
&\leq C \left[ \| \varphi(\cdot, 0) \|_{l,\Omega}^2 + \| F(\cdot, 0) \|_{l,\Omega_x}^2 + \| D(\cdot, 0) \|_{l,\Omega_x}^2 \right].
\end{align*}
\]

(4.2)

Here $C$ depends on $\| A_3 \|_{L^\infty((0,T); W^{l,\infty}(\Omega))}$ and $\| g \|_{L^\infty((0,T); W^{l+1,\infty}(\Omega))}$.

Proof By using equation (4.1a), the divergence free properties of $A_1, A_2$ and the boundary conditions, we have the following:

\[
\frac{1}{2} \frac{d}{dt} \| \varphi \|^2 = -\int_{\Omega} (A_3 \cdot F) \varphi \, dxdv \leq C (\| \varphi \|^2 + \| F \|^2),
\]

where $C$ depends on $\| A_3 \|_{L^\infty((0,T); L^\infty(\Omega))}$. On the other hand using Eqs. (4.1b) and (4.1c), as well as Gauss theorem on the physical space integrals and Green’s theorem on the velocity space variables, we have

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \| F \|^2 + \frac{1}{2} \frac{d}{dt} \| D \|^2 &= \int_{\Omega_x} (\nabla_x \times D \cdot F - \nabla_x \times F \cdot D) \, dx - \int_{\Omega_v} \varphi \nabla_v g \cdot F \, dxdv \\
&\quad + \int_{\Omega_v} \varphi (v \times \nabla g) D \, dxdv
\end{align*}
\]
\[
\begin{align*}
&= -\int_\Omega \nabla \cdot g \cdot F \, dx \, dv + \int_\Omega \varphi(v \times \nabla g) D \, dx \, dv \\
&\leq C \left( \|F\|^2 + \|D\|^2 + \|\varphi\|^2 \right),
\end{align*}
\]

where \(C\) depends on \(\|g\|_{L^\infty((0,T);L^\infty(\Omega))}\).

Now we add the two inequalities above, to obtain
\[
\frac{1}{2} \frac{d}{dt} \|\varphi\|^2 + \frac{1}{2} \frac{d}{dt} \|F\|^2 + \frac{1}{2} \frac{d}{dt} \|D\|^2 \leq C \left( \|F\|^2 + \|D\|^2 + \|\varphi\|^2 \right),
\]

where \(C\) depends on \(\|A_3\|_{L^\infty((0,T);L^\infty(\Omega))}\) and \(\|g\|_{L^\infty((0,T);L^\infty(\Omega))}\). An application of Gronwall’s inequality is used to obtain the conclusion. Now since we are considering the full Sobolev norm, we still need to estimate the higher-order derivatives \(\partial^\alpha_x \partial^\gamma_t\), to do so we apply \(\partial^\alpha_x \partial^\gamma_t\) to the system (4.1) and then we repeat the same steps taken above. \(\square\)

### 4.2 The dual problem

In order to prove negative-order estimates for the system, the key is to find the dual problem associated to (1.1). We note that, for the nonlinear problem, the dual problem is not unique, see [26]. We construct the dual problem as follows: find functions \(\varphi(\cdot, \cdot, t), F(\cdot, t)\) and \(D(\cdot, t)\) such that \(\varphi(\cdot, v, t)\) is periodic in all dimensions in space and \(\varphi(x, \cdot, t)\) vanishes in the boundary of the velocity region for all \(t \in [0, T]\) and

\[
\begin{align*}
\partial_t \varphi + v \cdot \nabla \varphi + (E + v \times B) \cdot \nabla \varphi - v \cdot F &= 0, \quad (4.4a) \\
\partial_t F &= \nabla \times D - \int_{\Omega_v} f \nabla \varphi \, dv, \quad (4.4b) \\
\partial_t D &= -\nabla \times F + \int_{\Omega_v} f (v \times \nabla \varphi) \, dv, \quad (4.4c)
\end{align*}
\]

with final time conditions \(\varphi(x, v, T) = \Phi(x), F(x, T) = \Phi(x)\) and \(D(x, T) = \Phi(x)\), \(\Phi \in C_0^\infty(\Omega)\) and \(D, \Phi \in \left[C_0^\infty(\Omega_x)\right]^{d_x}\).

Notice that by multiplying \((\varphi, F, D)\) on both sides of (1.1a)–(1.1b), and multiplying by \((f, E, B)\) on both sides of (4.4a)–(4.4c), and then summing up and integrating over velocity and physical space, we obtain

\[
\begin{align*}
\int_\Omega \partial_t (f \varphi) \, dx \, dv + \int_\Omega \nabla \cdot (f \varphi v) \, dx \, dv + \int_\Omega \nabla \cdot (f \varphi(E + v \times B)) \, dx \, dv \\
- \int_\Omega f v \cdot F \, dx \, dv &= 0, \\
\int_{\Omega_v} \partial_t (E \cdot F + B \cdot D) \, dx + \int_\Omega f v \cdot F \, dx \, dv \\
= \int_{\Omega_v} \nabla \cdot (B \times F) \, dx + \int_{\Omega_v} \nabla \cdot (E \times D) \, dx - \int_\Omega f (E + v \times B) \cdot \nabla \varphi \, dx \, dv,
\end{align*}
\]
where we used the identities
\[
\nabla_\ast (\phi U) = \phi \nabla_\ast U + U \cdot \nabla_\ast \phi,
\n\nabla_\ast (U \times W) = W \cdot (\nabla_\ast U) - U \cdot (\nabla_\ast W),
\]
for scalar functions \( \phi \) and vector functions \( U \) and \( W \) and the fact that \( \nabla_\ast (E + v \times B) = 0 \).

By adding all equations above and using boundary conditions, we arrive at
\[
\frac{d}{dt} [(f, \varphi)_{\Omega} + (E, F)_{\Omega_x} + (B, D)_{\Omega_x}] + \mathcal{P}(f, E, B; \varphi) = 0, \tag{4.5}
\]
where
\[
\mathcal{P}(f, E, B; \varphi) = \int_\Omega f(E + v \times B) \cdot \nabla \varphi \, dx \, dv.
\tag{4.6}
\]

### 4.3 The main result

In this subsection, we give our main theorem on the negative-order norm of the error for the DG solution. Note that superconvergence of the negative-order norm of the solution itself is not sufficient to prove high order convergence of the post-processed solution according to Theorem 2. However, it is a necessary first step. As shown in [27], it is highly nontrivial to prove superconvergence of the divided difference of the solution for nonlinear problems, we will leave this to explore in our future work.

**Theorem 6** Let \( (f, E, B) \) be the exact solution to (1.1), and let us assume it satisfies \( f \in C^1([0, T]; H^{k+2}(\Omega) \cap W^{1,\infty}(\Omega)) \cap L^2([0, T]; H^{k+2}(\Omega)) \) and \( E, B \in C^0([0, T]; [H^{k+2}(\Omega_x)]^{d_x} \cap [W^{1,\infty}(\Omega_x)]^{d_x}) \cap L^2([0, T]; [H^{k+2}(\Omega_x)]^{d_x}) \). If \( (f_h, E_h, B_h) \) is a solution to (2.11a)–(2.11b) with the numerical initial condition \( f_h = \Pi_x^k f \) and \( E_h = \Pi_x^k E, B_h = \Pi_x^k B \) and \( k \geq (d_x + d_v)/2 \), then
\[
\| (f - f_h, E - E_h, B - B_h) \| - (k+1), \Omega \leq C h^{2k+1/2},
\]
where \( C \) is a constant independent of \( h \) and depends on the upper bounds of \( \| \partial_t f \|_{k+2, \Omega}, \| f \|_{k+2, \Omega}, \| f \|_{1, \infty, \Omega_x}, \| E \|_{1, \infty, \Omega_x}, \| B \|_{1, \infty, \Omega_x}, \| B \|_{k+2, \Omega_x}, \| B \|_{k+2, \Omega_x} \) over the time interval \([0, T]\). It also depends on the polynomial degree \( k \), mesh parameters \( \sigma_0, \sigma_x \), and \( \sigma_v \), and domain parameters \( L_x \) and \( L_v \).

**Proof** We define \( e_h^f = f - f_h = e_h^E - e_h^B \), where \( e_h^E = \Pi_x^k f - f_h \) and \( e_h^B \) is defined just as in Sect. 4.1. Notice that \( e_h^f \) is not an exponential. Analogously \( e_h^E = \Pi_x^k E - E_h, e_h^B = \Pi_x^k B - B_h, \) then \( e_h^E = E - E_h = e_h^E - e_h^B \) and \( e_h^B = B - B_h = e_h^B - e_h^E \). We follow the ideas in [14]. For any \( \Phi \in C_0^\infty(\Omega), \Psi, \Omega \in [C_0^\infty(\Omega_x)]^{d_x} \), we estimate the term
\[
(e_h^f(T), \Phi)_{\Omega} + (e_h^E(T), \Psi)_{\Omega_x} + (e_h^B(T), \Omega)_{\Omega_x}
\]
where for the first equality we used (4.5), and the numerical initial condition is used in the last equality. Notice that for any \( \chi \in \mathcal{G}_h, \xi, \eta \in \mathcal{Y}_h \)

\[
\begin{align*}
&\int_0^T ((f_h)_t, \varphi)_{\Omega} + ((E_h)_t, F)_{\Omega_x} + ((B_h)_t, D)_{\Omega_x} \, d\tau \\
&= \int_0^T ((f_h)_t, \varphi - \chi)_{\Omega} \, d\tau \\
&\quad + \int_0^T ((f_h)_t, \chi)_{\Omega} \, d\tau + \int_0^T ((E_h)_t, F - \xi)_{\Omega_x} + ((B_h)_t, D - \eta)_{\Omega_x} \, d\tau \\
&\quad + \int_0^T ((E_h)_t, \xi)_{\Omega_x} + ((B_h)_t, \eta)_{\Omega_x} \, d\tau \\
&= \int_0^T ((f_h)_t, \varphi - \chi)_{\Omega} \, d\tau - \int_0^T a_h(f_h, E_h, B_h; \chi) \, d\tau \\
&\quad + \int_0^T ((E_h)_t, F - \xi)_{\Omega_x} + ((B_h)_t, D - \eta)_{\Omega_x} \, d\tau \\
&\quad - \int_0^T b_h(E_h, B_h; \xi, \eta) - l_h(J_h, \xi) \, d\tau \\
&= \int_0^T ((f_h)_t, \varphi - \chi)_{\Omega} + a_h(f_h, E_h, B_h; \varphi - \chi) \, d\tau \\
&\quad + \int_0^T ((E_h)_t, F - \xi)_{\Omega_x} + ((B_h)_t, D - \eta)_{\Omega_x} \, d\tau \\
&\quad + \int_0^T b_h(E_h, B_h; F - \xi, D - \eta) - l_h(J_h, F - \xi) \, d\tau - \int_0^T a_h(f_h, E_h, B_h; \varphi) \, d\tau
\end{align*}
\]
\[- \int_0^T b_h(E_h, B_h; F, D) - l_h(J_h, F) \, d\tau.\]

After this calculation we can conclude that
\[
(e^f_h(T), \Phi)_{\Omega} + (e^E_h(T), \xi)_{\Omega_x} + (e^B_h(T), \Omega)_{\Omega_x} = \Theta_M + \Theta_N + \Theta_C, \quad (4.7)
\]

where
\[
\Theta_M = - \left[ (\xi^f_{h0}, \varphi(0))_{\Omega} + (\xi^E_{h0}, F(0))_{\Omega_x} + (\xi^B_{h0}, D(0))_{\Omega_x} \right],
\]
\[
\Theta_N = - \int_0^T ((f_h), \varphi - \chi)_{\Omega} + a_h(f_h, E_h, B_h; \varphi - \chi) \, d\tau
- \int_0^T ((E_h)_t, F - \xi)_{\Omega_x} + ((B_h)_t, D - \eta)_{\Omega_x} + b_h(E_h, B_h; F - \xi, D - \eta)
- l_h(J_h, F) \, d\tau,
\]
\[
\Theta_C = - \int_0^T (f_h, \varphi_t)_{\Omega} - a_h(f_h, E_h, B_h; \varphi) \, d\tau
- \int_0^T (E_h, F)_{\Omega_x} + (B_h, D)_{\Omega_x} - b_h(E_h, B_h; F, D) + l_h(J_h, F) \, d\tau
- \int_0^T \mathcal{F}(f, E, B; \varphi) \, d\tau.
\]

In the following we will estimate \( \Theta_M, \Theta_N \) and \( \Theta_C \).

**Lemma 7** (Projection Estimate) Assume that the same assumptions hold as in Theorem 6, then \( \Theta_M \) satisfies
\[
|\Theta_M| \leq C h^{k+2} \sqrt{\|\varphi(0)\|^2_{k+1, \Omega} + \|F(0)\|^2_{k+1, \Omega_x} + \|D(0)\|^2_{k+1, \Omega_x}}, \quad (4.9)
\]
where \( C \) depends on \( \|f_0\|_{k+1, \Omega}, \|E_0\|_{k+1, \Omega_x} \) and \( \|B_0\|_{k+1, \Omega_x} \).

**Proof** By the definition of \( \Pi^k \),
\[
(f_0 - \Pi^k f_0, \varphi(0))_{\Omega} = (f_0 - \Pi^k f_0, \varphi(0) - \Pi^k \varphi(0))_{\Omega}
\leq \|f_0 - \Pi^k f_0\| \|\varphi(0) - \Pi^k \varphi(0)\|
\leq C h^{k+1} \|f_0\|_{k+1, \Omega} h^{k+1} \|\varphi(0)\|_{k+1, \Omega}.
\]

The last line was obtained by applying the first part of Lemma 3. Using the same reasoning, we obtain analogous results for the \( \mathbf{E} \) and \( \mathbf{B} \). The conclusion follows by grouping them all together and an application of Cauchy-Schwarz inequality. \( \square \)

For the second term, we have the following result:
Lemma 8 (Residual) Let $\chi = \Pi^k f$, $\xi = \Pi^k F$, $\eta = \Pi^k D$ and assume that the same assumptions hold as in Theorem 6, then $\Theta_N$ satisfies

$$|\Theta_N| \leq C h^{2k+1/2} \left[ \int_0^T \varphi \|_{k+1,\Omega}^2 + \|F\|_{k+1,\Omega_x}^2 + \|D\|_{k+1,\Omega_x}^2 \, \tau \right]^{1/2},$$

where $C$ depends on the upper bounds of $\|f\|_{k+2,\Omega}$, $\|f\|_{1,\infty,\Omega}$, $\|\mathbf{E}\|_{0,\infty,\Omega_x}$, $\|\mathbf{B}\|_{0,\infty,\Omega_x}$, $\|\mathbf{E}\|_{k+2,\Omega_x}$, $\|\mathbf{B}\|_{k+2,\Omega_x}$ over the time interval $[0, T]$, and it also depends on the polynomial degree $k$, mesh parameters $\sigma_0$, $\sigma_x$ and $\sigma_v$, and domain parameters $L_x$ and $L_v$.

Proof Due to the definition of the projection operators, $((\mathbf{f}_h)^t, \varphi - \chi)_{\Omega} = 0$, $((\mathbf{E}_h)^t, \mathbf{F} - \xi)_{\Omega_x} = 0$, and $((\mathbf{B}_h)^t, \mathbf{D} - \eta)_{\Omega_x} = 0$, and $l_h (\mathbf{J}_h; \mathbf{F} - \xi) = -(\mathbf{J}_h, \mathbf{F} - \xi)_{\Omega_x} = 0$, we have

$$\Theta_N = \int_0^T -a_h (\mathbf{f}_h, \mathbf{E}_h, \mathbf{B}_h; \xi_h^{\varphi}) - b_h (\mathbf{E}_h, \mathbf{B}_h; \xi_h^{\mathbf{F}} - \xi_h^{\mathbf{D}}) \, d\tau.$$ 

From its definition,

$$b_h (\mathbf{E}_h, \mathbf{B}_h; \xi_h^{\mathbf{F}} - \xi_h^{\mathbf{D}}) = \int_{\mathcal{T}_h} \mathbf{E}_h \cdot \nabla \chi \times \xi_h^{\mathbf{D}} \, dx - \int_{\mathcal{T}_h} \mathbf{B}_h \cdot \nabla \chi \times \xi_h^{\mathbf{F}} \, dx$$

$$+ \int_{\mathcal{E}_x} (\mathbf{E}_h)^{\mathbf{F}} \cdot [\xi_h^{\mathbf{D}}]_\tau \, ds_x - \int_{\mathcal{E}_x} (\mathbf{B}_h)^{\mathbf{D}} \cdot [\xi_h^{\mathbf{F}}]_\tau \, ds_x$$

$$= -\int_{\mathcal{T}_h} e_h^{\mathbf{F}} \cdot \nabla \chi \times \xi_h^{\mathbf{D}} \, dx + \int_{\mathcal{T}_h} e_h^{\mathbf{B}} \cdot \nabla \chi \times \xi_h^{\mathbf{F}} \, dx$$

$$- \int_{\mathcal{E}_x} (e_h^{\mathbf{E}})^{\mathbf{F}} \cdot [\xi_h^{\mathbf{D}}]_\tau \, ds_x + \int_{\mathcal{E}_x} (e_h^{\mathbf{B}})^{\mathbf{D}} \cdot [\xi_h^{\mathbf{F}}]_\tau \, ds_x$$

$$+ \int_{\mathcal{T}_h} (\nabla \chi \times \mathbf{E}) \cdot \xi_h^{\mathbf{D}} \, dx - \int_{\mathcal{T}_h} (\nabla \chi \times \mathbf{B}) \cdot \xi_h^{\mathbf{F}} \, dx.$$ 

By Lemma 3,

$$\left| \int_{\mathcal{T}_h} (e_h^{\mathbf{E}})^{\mathbf{F}} \cdot \nabla \chi \times \xi_h^{\mathbf{D}} \, dx \right| \leq C h^k \|e_h^{\mathbf{E}}\|_{0,\Omega_x} \|\mathbf{D}\|_{k+1,\Omega_x},$$

$$\left| \int_{\mathcal{T}_h} e_h^{\mathbf{B}} \cdot \nabla \chi \times \xi_h^{\mathbf{F}} \, dx \right| \leq C h^k \|e_h^{\mathbf{B}}\|_{0,\Omega_x} \|\mathbf{F}\|_{k+1,\Omega_x},$$

$$\left| \int_{\mathcal{E}_x} (e_h^{\mathbf{E}})^{\mathbf{F}} \cdot [\xi_h^{\mathbf{D}}]_\tau - (e_h^{\mathbf{B}})^{\mathbf{D}} \cdot [\xi_h^{\mathbf{F}}]_\tau \, ds_x \right|$$

$$\leq C h^{k+1/2} \left( \|\mathbf{D}\|_{k+1,\Omega_x} + \|\mathbf{F}\|_{k+1,\Omega_x} \right) \left( \|e_h^{\mathbf{E}}\|_{0,\mathcal{E}_x} + \|e_h^{\mathbf{B}}\|_{0,\mathcal{E}_x} \right).$$
Now notice that
\[
\|e_h^E\|_{0, \Omega_x} \leq \|e_h^E\|_{0, \Omega_x} + \|s_h^E\|_{0, \Omega_x} \\
\leq C [h^{-1/2} \|e_h\|_{0, \Omega_x} + h^{k+1/2}] \\
\leq C h^{-1/2} [\|e_h\|_{0, \Omega_x} + h^{k+1}].
\]

Analogously
\[
\|e_h^B\|_{0, \Omega_x} \leq C h^{-1/2} [\|e_h^B\|_{0, \Omega_x} + h^{k+1}].
\]

Therefore,
\[
\left| \int_{\Omega_x} (e_h^E)^\sim \cdot [\zeta_h^D] - (e_h^B)^\sim \cdot [\zeta_h^F] \, ds_x \right| \\
\leq C h^k \left( \|D\|_{k+1, \Omega_x} + \|F\|_{k+1, \Omega_x} \right) \left( \|e_h^E\|_{0, \Omega_x} + \|e_h^B\|_{0, \Omega_x} + h^{k+1} \right).
\]

Now by the properties of the orthogonal projection $\Pi_h^k$
\[
\left| \int_{\Omega_x} (\nabla_x \times E) \cdot \zeta_h^D \, dx \right| = \left| \int_{\Omega_x} (\nabla_x \times E - \Pi_h^k(\nabla_x \times E)) \cdot \zeta_h^D \, dx \right| \leq C h^{2k+2} \|D\|_{k+1, \Omega_x},
\]
where $C$ depends on $\|E\|_{k+2, \Omega_x}$. By an analogous procedure
\[
\left| \int_{\Omega_x} (\nabla_x \times B) \cdot \zeta_h^F \, dx \right| \leq C h^{2k+2} \|F\|_{k+1, \Omega_x},
\]
where $C$ depends on $\|B\|_{k+2, \Omega_x}$. Putting all the above calculations together, we arrive at,
\[
|b_h(E_h, B_h; \zeta_h^F, \zeta_h^D)| \leq C h^k \left( \|D\|_{k+1, \Omega_x} + \|F\|_{k+1, \Omega_x} \right) \left( \|e_h^E\|_{0, \Omega_x} + \|e_h^B\|_{0, \Omega_x} + h^{k+1} \right),
\]
where $C$ depends on $\|E\|_{k+2, \Omega_x}, \|B\|_{k+2, \Omega_x}$.

We will deal now with the term $a_h$, which is
\[
a_h(f_h, E_h, B_h, \zeta_h^P) = a_{h,1}(f_h, \zeta_h^P) + a_{h,2}(f_h, E_h, B_h; \zeta_h^P).
\]

First, we have
\[
a_{h,1}(f_h; \zeta_h^P) = \int_{\Omega_x} e_h^f \nabla_x \zeta_h^P \, dx \, dv + \int_{\Omega_x} (e_h^f \nabla_x \zeta_h^P) \, ds_x \, dv - \int_{\Omega_x} \nabla_x f \cdot \zeta_h^P \, dx \, dv
\]
The first term can be easily bounded, by using Lemma 3.

\[
\left| \int_{\mathcal{T}_h} e_h f \cdot \nabla x \xi_h^p \, dx d\mathbf{v} \right| \leq Ch^k ||e_h f||_{0,\Omega} ||\varphi||_{k+1,\Omega}.
\]

Similarly,

\[
\left| \int_{\mathcal{T}_h} \int_{\mathcal{E}_x} (e_h f) \sim [\xi_h^p]_x \, dx d\mathbf{v} \right| \leq C ||e_h f||_{\mathcal{T}_h} \|\xi_h^p\|_{\mathcal{T}_h} \|\varphi\|_{k+1,\Omega}
\]

\[
\leq Ch^{k+1/2} ||e_h f||_{\mathcal{T}_h} \|\xi_h^p\|_{\mathcal{T}_h} \|\varphi\|_{k+1,\Omega}
\]

\[
\leq Ch^{k+1} (||e_h f||_{0,\Omega} + h^{k+1}) \|\varphi\|_{k+1,\Omega}.
\]

For the last term notice that by the properties of the projection \(\Pi^k\) and the fact that \(\Pi^k(\nabla x f \cdot \mathbf{v})\) is a polynomial of degree \(k\),

\[
\int_{\mathcal{T}_h} \nabla x f \cdot \mathbf{v} \xi_h^p \, dx d\mathbf{v} = \int_{\mathcal{T}_h} (\nabla x f \cdot \mathbf{v} - \Pi^k(\nabla x f \cdot \mathbf{v})) \xi_h^p \, dx d\mathbf{v}
\]

\[
\leq Ch^{2k+2} \|\varphi\|_{k+1,\Omega},
\]

where \(C\) depends on \(||f||_{k+2,\Omega}\). By using all the calculations above, we can conclude that

\[
|a_{h,1}(f_h; \xi_h^p)| \leq Ch^k ||e_h f||_{0,\Omega} \|\varphi\|_{k+1,\Omega} + Ch^{2k+1} \|\varphi\|_{k+1,\Omega}, \tag{4.12}
\]

where \(C\) depends on \(||f||_{k+2,\Omega}\). To conclude our proof, we only need to bound \(a_{h,2}\). Notice that

\[
a_{h,2}(f_h, E_h, B_h, \xi_h^p) = a_{h,2}(f, E_h, B_h, \xi_h^p) - a_{h,2}(e_h f, E_h, B_h, \xi_h^p).
\]

We will get started by noting that \((f(E_h + \mathbf{v} \times B_h))') = f(E_h + \mathbf{v} \times B_h)_v = f(E_h + \mathbf{v} \times B_h), then

\[
a_{h,2}(f, E_h, B_h, \xi_h^p) = \int_{\mathcal{T}_h} f(E_h + \mathbf{v} \times B_h) \cdot \nabla \xi_h^p \, dx d\mathbf{v} + \int_{\mathcal{T}_h} \int_{\mathcal{E}_x} f(E_h + \mathbf{v} \times B_h) \cdot [\xi_h^p]_x \, dx d\mathbf{v}
\]

\[
\int_{\mathcal{T}_h} f(e_h E + \mathbf{v} \times e_h B) \cdot \nabla \xi_h^p \, dx d\mathbf{v} - \int_{\mathcal{T}_h} \int_{\mathcal{E}_x} f(e_h E + \mathbf{v} \times e_h B) \cdot [\xi_h^p]_x \, dx d\mathbf{v}
\]

\[
+ \int_{\mathcal{T}_h} \nabla \mathbf{v} \cdot (E + \mathbf{v} \times B) \xi_h^p \, dx d\mathbf{v}.
\]
We obtained the last inequality by adding and subtracting $\int_{\mathcal{B}_h} f (E + v \times B) \cdot \nabla v \xi^\varphi_h \, dxdv$, integration by parts, and the fact that $\nabla v \cdot (E + v \times B) = 0$. In this way

$$\left| \int_{\mathcal{B}_h} f (e^E_h + v \times e^B_h) \cdot \nabla v \xi^\varphi_h \, dxdv \right| \leq C h^k (\| e^E_h \|_{0, \Omega_x} + \| e^B_h \|_{0, \Omega_x}) \| \varphi \|_{k+1, \Omega}.$$ 

and

$$\left| \int_{\mathcal{B}_h} \int_{\mathcal{E}_v} f (e^E_h + v \times e^B_h) \cdot [\xi^\varphi_h]_v \, dv \, dx \right| \leq C h^{k+1/2} (\| e^E_h \|_{0, \Omega_x} + \| e^B_h \|_{0, \Omega_x}) \| \varphi \|_{k+1, \Omega}.$$ 

Last but not least by the same arguments as previous estimates

$$\int_{\mathcal{B}_h} \nabla v \cdot (E + v \times B) \xi^\varphi_h \, dxdv = \int_{\mathcal{B}_h} (\nabla v \cdot (E + v \times B) - \Pi^k v \cdot (E + v \times B)) \xi^\varphi_h \, dxdv \leq C h^{2k+2} \| \varphi \|_{k+1, \Omega},$$

where $C$ depends on $\| f \|_{k+2, \Omega}$, $\| E \|_{k+1, \Omega_x}$, $\| B \|_{k+1, \Omega_x}$. We can conclude that

$$|a_{h,2} (f, E_h, B_h; \xi^\varphi_h)| \leq C h^k (\| e^E_h \|_{0, \Omega_x} + \| e^B_h \|_{0, \Omega_x}) \| \varphi \|_{k+1, \Omega} + C h^{2k+2} \| \varphi \|_{k+(d+1)3}$$

Finally we just need to estimate

$$a_{h,2} (e^f_h, E_h, B_h; \xi^\varphi_h) = - \int_{\mathcal{B}_h} e^f_h (E_h + v \times B_h) \cdot \nabla v \xi^\varphi_h \, dxdv + \int_{\mathcal{B}_h} \int_{\mathcal{E}_v} (e^f_h (E_h + v \times B_h)) \cdot (\xi^\varphi_h) v \, dsv \, dx$$

We have

$$\left| \int_{\mathcal{B}_h} e^f_h (E_h + v \times B_h) \cdot \nabla v \xi^\varphi_h \, dxdv \right| \leq C h^k \| e^f_h \|_{0, \Omega} (\| E_h \|_{0, \Omega_x}$$

\begin{align*}
+ \| B_h \|_{0, \Omega_x} \| \varphi \|_{k+1, \Omega} & \leq C h^k \| e^f_h \|_{0, \Omega} (\| E_h \|_{0, \Omega_x} + \| B_h \|_{0, \Omega_x} + \| \Pi^k E \|_{0, \Omega_x} + \| \Pi^k B \|_{0, \Omega_x}) \| \varphi \|_{k+1, \Omega} \leq C h^{k-d_x/2} \| e^f_h \|_{0, \Omega} (\| E_h \|_{0, \Omega_x} + \| B_h \|_{0, \Omega_x}) \| \varphi \|_{k+1, \Omega} \\
+ C h^k \| e^f_h \|_{0, \Omega} \| \varphi \|_{k+1, \Omega} & \leq C h^k \| e^f_h \|_{0, \Omega} (h^{-d_x/2} \| e^f_h \|_{0, \Omega_x} + h^{k+1}) \| \varphi \|_{k+1, \Omega} \\
+ h^{d_x/2} \| B_h \|_{0, \Omega_x} + 1 \| \varphi \|_{k+1, \Omega}. 
\end{align*}$$

Here we used the fact whenever $d_x = 1, 2, 3, k+1-d_x/2 > 0$, Lemma 4 and the fact that $\Pi_x$ is bounded in any $L^p$-norm ($1 \leq p \leq \infty$) [1, 16],

$$\| \Pi_x E \|_{0, \Omega_x} \leq C \| E \|_{0, \Omega_x}, \| \Pi_x B \|_{0, \Omega_x} \leq C \| B \|_{0, \Omega_x}.$$
Finally
\[
\int_{\mathcal{T}_h} \int_{\mathcal{T}_h^c} (e^h_f (E_h + v \times B_h))^\top \cdot [e^0_h] \, dv \, dx \\
\leq Ch^{k+1/2} (\|E_h\|_{0, \infty, \Omega_\varepsilon} + \|B_h\|_{0, \infty, \Omega_\varepsilon}) \|e^f_h\|_{0, \mathcal{T}_h^c} \|v\|_{k+1, \Omega}
\leq Ch^{k+1/2} (\|E_h\|_{0, \infty, \Omega_\varepsilon} + \|B_h\|_{0, \infty, \Omega_\varepsilon}) h^{-1/2} \|e^f_h\|_{0, \mathcal{T}_h} + h^{k+1} \|f\|_{k+1, \Omega} \|v\|_{k+1, \Omega}
\leq Ch^k (\|E_h\|_{0, \infty, \Omega_\varepsilon} + \|B_h\|_{0, \infty, \Omega_\varepsilon}) (\|e^f_h\|_{0, \mathcal{T}_h} + h^{k+1} \|f\|_{k+1, \Omega} \|v\|_{k+1, \Omega})
\leq Ch^k (\|e^f_h\|_{0, \mathcal{T}_h} + h^{k+1}) (h^{-d_x/2} \|e^f_h\|_{0, \mathcal{T}_h} + h^{-d_x/2} \|e^0_h\|_{0, \mathcal{T}_h} + 1) \|v\|_{k+1, \Omega}.
\]

In this way we conclude that
\[
|a_{h, 2} (e^f_h, E_h, B_h; \xi^0_h)| \leq Ch^k (\|e^f_h\|_{0, \mathcal{T}_h} + h^{k+1}) (h^{-d_x/2} \|e^0_h\|_{0, \mathcal{T}_h} + 1) \|v\|_{k+1, \Omega}
\] (4.14)

Then by putting together (4.10), (4.12), (4.13), (4.14), and using Theorem 1, we have
\[
|a_h (f_h, E_h, B_h; \xi^0_h)| + b_h (E_h, B_h; \xi^F_h, \xi^D_h) |
\leq Ch^k (\|D\|_{k+1, \Omega} + \|F\|_{k+1, \Omega} + \|v\|_{k+1, \Omega}) \left( \|e^0_h\|_{0, \mathcal{T}_h} + \|e^0_h\|_{0, \mathcal{T}_h} + 1 \right)
+ C h^{k+1} (\|e^f_h\|_{0, \mathcal{T}_h} + h^{k+1}) (h^{-d_x/2} \|e^0_h\|_{0, \mathcal{T}_h} + h^{-d_x/2} \|e^0_h\|_{0, \mathcal{T}_h} + 1) \|v\|_{k+1, \Omega}
\leq Ch^{2k+1/2} (\|D\|_{k+1, \Omega} + \|F\|_{k+1, \Omega} + \|v\|_{k+1, \Omega}).
\]

where we have used \( k + 1/2 - d_x/2 > 0 \). An application of Cauchy-Schwarz inequality concludes the proof. \( \square \)

Lastly, we need to estimate the third term, \( \Theta_C \).

**Lemma 9** (Consistency) Assume that the same assumptions hold as in Theorem 6, then \( \Theta_C \) satisfies
\[
|\Theta_C| \leq Ch^{2k+1} \left[ \int_0^T \|\varphi\|^2_{k+1, \Omega} \, d\tau \right]^{1/2},
\] (4.15)

where \( C \) depends on the upper bounds of \( \|\partial_t f\|_{k+1, \Omega}, \|f\|_{k+1, \Omega}, |f|_{1, \infty, \Omega}, \|E\|_{1, \infty, \Omega}, \|B\|_{1, \infty, \Omega}, \|E\|_{k+1, \Omega}, \|B\|_{k+1, \Omega} \) over the time interval \([0, T]\), and it also depends on the polynomial degree \( k \), mesh parameters \( \sigma_0, \sigma_x \) and \( \sigma_v \), and domain parameters \( L_x \) and \( L_v \).

**Proof** The terms inside the integral of \( \Theta_C \) can be split in \( I + II \), where
\[
I = (f_h, \varphi)_{\Omega} - a_h (f_h, E_h, B_h; \varphi) + l_h (J_h, F)
\]
\[
II = (E_h, F_t)_{\Omega_x} + (B_h, D_t)_{\Omega_x} - b_h (E_h, B_h; F, D) + \mathcal{P} (f, E, B; \varphi)
\]
since \( \varphi \) is a smooth function, \([\varphi]_t = 0\) and \([\varphi]_v = 0\), in this way, by using (4.4a), and the definition of \( l_h \), we conclude that,

\[
I = (f_h, -v \cdot \nabla_x \varphi - (E + v \times B) \cdot \nabla_v \varphi + v \cdot F)_{\Omega} - a_h(f_h, E_h, B_h; \varphi) + l_h(J_h; F) \\
= -\int_{\partial_h} f_h v \cdot \nabla_x \varphi \, dx \, dv - \int_{\Omega} f_h (E + v \times B) \cdot \nabla_v \varphi \, dx \, dv - l_h(J_h; F) \\
+ \int_{\partial_h} f_h v \cdot \nabla_x \varphi \, dx + \int_{\Omega} f_h (E_h + v \times B_h) \cdot \nabla_v \varphi \, dx \, dv + l_h(J_h; F) \\
= -\int_{\Omega} f_h (e^E_h + v \times e^B_h) \cdot \nabla_v \varphi \, dx \, dv.
\]

On the other hand, by using (4.4b) and (4.4c), since \( F \) and \( D \) are smooth functions, \([F]_t = [D]_t = 0\), we have that

\[
II = (E_h, \nabla_x \cdot D)_{\partial_h^\times} - (B_h, \nabla_x \times F)_{\partial_h^\times} - b_h(E_h, B_h; F, D) + \mathcal{F}(f, E, B; \varphi) \\
= \int_{\Omega} f(E_h + v \times B_h) \cdot \nabla_v \varphi \, dx \, dv + \int_{\Omega} f(E + v \times B) \cdot \nabla_v \varphi \, dx \, dv \\
= \int_{\Omega} f(e^E_h + v \times e^B_h) \cdot \nabla_v \varphi \, dx \, dv.
\]

We obtain

\[
I + II = \int_{\Omega} e^f_h (e^E_h + v \times e^B_h) \cdot \nabla_v \varphi \, dx \, dv \\
\leq C \| e^f_h \|_{\Omega} (\| e^E_h \|_{\Omega}, + \| e^B_h \|_{\Omega}) \| \nabla_v \varphi \|_{\infty, \Omega} \\
\leq C \| e^f_h \|_{\Omega} (\| e^E_h \|_{\Omega} + \| e^B_h \|_{\Omega}) \| \varphi \|_{k+1, \Omega},
\]

where we used the Sobolev inequality [5], \( \| \nabla_v \varphi \|_{\infty, \Omega} \leq C \| \varphi \|_{k+1, \Omega} \), which requires \( k > (d_1 + d_2)/2 \). Using Theorem 1, we conclude the proof. \( \square \)

It is easy to transform the dual problem (4.4) to an initial value problem (4.1) by changing time \( t' = T - t \). Then, using Lemma 5, where \( A_1(x, v, t) = -v, A_2(x, v, t) = -(E + v \times B), A_3(x, v, t) = v, g = f \) and \( l = k + 1 \),

\[
\| \varphi \|_{k+1, \Omega}^2 + \| F \|_{k+1, \Omega}^2 + \| D \|_{k+1, \Omega}^2 \leq C[\| \Phi \|_{k+1, \Omega}^2 + \| \mathcal{F} \|_{k+1, \Omega}^2 + \| \mathcal{D} \|_{k+1, \Omega}^2, \]

(4.16)

where \( C \) depends on \( \| f \|_{L^\infty((0, T); W^{k+2,\infty}(\Omega))} \). Then apply Lemmas 7, 8 and 9 to obtain

\[
|(e^f_h(T), \Phi)_{\Omega} + (e^E_h(T), \mathcal{F})_{\Omega} + (e^B_h(T), \mathcal{D})_{\Omega}|.
\]
Table 1  $L^2$-errors for the numerical solution and the post-processed solution for Landau Damping using the discontinuous Galerkin method using a $P_k$ polynomial approximation space

| Mesh   | Before post-processing | After post-processing |
|--------|-------------------------|------------------------|
|        | Error $f$ | Order | Error $E$ | Order | Error $f^*$ | Order | Error $E^*$ | Order |
| $P^1$  |           |       |           |       |           |       |           |       |
| $16 \times 16$ | 1.42E-02 | – | 1.19E-02 | – | 2.28E-02 | – | 1.04E-02 | – |
| $32 \times 32$ | 6.22E-03 | 1.19 | 3.16E-03 | 1.91 | 6.16E-03 | 1.89 | 2.84E-03 | 1.88 |
| $64 \times 64$ | 1.59E-03 | 1.97 | 5.65E-04 | 2.48 | 8.74E-04 | 2.82 | 4.36E-04 | 2.70 |
| $128 \times 128$ | 4.08E-04 | 1.96 | 1.12E-04 | 2.33 | 1.10E-04 | 2.99 | 6.31E-05 | 2.79 |
| $256 \times 256$ | 1.03E-04 | 1.98 | 2.51E-05 | 2.16 | 1.37E-05 | 3.00 | 9.01E-06 | 2.81 |
| $512 \times 512$ | 2.60E-05 | 1.99 | 6.14E-06 | 2.03 | 1.71E-06 | 3.00 | 1.71E-06 | 2.39 |
| $P^2$  |           |       |           |       |           |       |           |       |
| $16 \times 16$ | 7.08E-03 | – | 1.97E-03 | – | 2.09E-03 | – | 1.88E-03 | – |
| $32 \times 32$ | 1.08E-03 | 2.71 | 1.13E-04 | 4.12 | 2.87E-03 | 2.87 | 1.08E-04 | 4.12 |
| $64 \times 64$ | 1.35E-04 | 3.00 | 6.62E-06 | 4.11 | 1.20E-04 | 4.58 | 5.15E-06 | 4.39 |
| $128 \times 128$ | 1.63E-05 | 3.04 | 6.62E-07 | 3.57 | 2.70E-06 | 5.47 | 2.04E-07 | 4.66 |
| $256 \times 256$ | 2.01E-06 | 3.03 | 6.57E-08 | 3.09 | 5.29E-06 | 5.47 | 2.04E-07 | 4.66 |
| $P^3$  |           |       |           |       |           |       |           |       |
| $16 \times 16$ | 1.73E-03 | – | 2.19E-04 | – | 2.16E-02 | – | 9.71E-05 | – |
| $32 \times 32$ | 1.52E-04 | 3.51 | 7.18E-06 | 4.93 | 2.60E-03 | 3.05 | 3.09E-06 | 4.97 |
| $64 \times 64$ | 1.06E-05 | 3.84 | 1.30E-07 | 5.79 | 5.65E-05 | 5.52 | 7.52E-08 | 5.36 |
| $128 \times 128$ | 6.45E-07 | 4.04 | 3.42E-09 | 5.25 | 3.95E-07 | 7.16 | 8.24E-10 | 6.51 |

\[
\| (f - f_h, E - E_h, B - B_h) \|_{-(k+1), \Omega} \leq C h^{2k+1/2} \sqrt{\| \Phi \|_{k+1, \Omega}^2 + \| \delta \|_{k+1, \Omega_x}^2 + \| D \|_{k+1, \Omega_x}^2}. \quad (4.17)
\]

Therefore the estimate for the zero-divided difference negative-order norm is given by

\[
\| (f - f_h, E - E_h, B - B_h) \|_{-(k+1), \Omega} \leq C h^{2k+1/2}.
\]

5 Numerical experiments

In this section, we validate our theoretical results using several numerical tests. In particular, we want to demonstrate the performance of the post-processing technique for the VA system and the VM system. We heavily use the fact that the VM (VA) system is time reversible to provide quantitative measurements of the errors. In particular, let $f(x, v, 0)$, $E(x, 0)$, $B(x, 0)$ denote the initial conditions and $f(x, v, T)$, $E(x, T)$,
We consider two classical benchmark examples.

5.1 Vlasov-Ampère examples

We consider two classical benchmark examples.

- Landau damping:

\[
f(x, v, 0) = f_M(v)(1 + A \cos(kx)), \quad x \in [0, L], v \in [-V_c, V_c],
\]

where \( A = 0.5, k = 0.5, L = 4\pi, V_c = 6\pi, \) and \( f_M(v) = \frac{1}{\sqrt{2\pi}} e^{-v^2/2}. \)

- Two-stream instability:

\[
f(x, v, 0) = f_{TS}(v)(1 + A \cos(kx)), \quad x \in [0, L], v \in [-V_c, V_c],
\]

where \( A = 0.05, k = 0.5, L = 4\pi, V_c = 6\pi, \) and \( f_{TS}(v) = \frac{1}{\sqrt{2\pi}} v^2 e^{-v^2/2}. \)

Notice that in both examples we have taken \( V_c \) to be larger than the usual values in the literature in order to completely eliminate the boundary effects and accurately reflect the accuracy enhancement property.

In Table 1, we run the VA system with the initial condition for Landau damping to \( T = 1 \) and then back to \( T = 0 \), then we apply the SIAC filter, and compare it with the initial conditions. We use the third order TVD-RK method (2.13) as the time integrator. To have a clean presentation of the numerical experiments we make the following change of notation for the mesh sizes: \( h_x = \Delta x \) and \( h_v = \Delta v. \) To ensure the spatial error dominates, we take \( \Delta t = CFL/(V_c/\Delta x + E_{\max}/\Delta v) \) for \( \mathbb{P}^1, \) \( E_{\max} \) denotes the maximum value of \( E(\cdot, T) \) in \( \Omega_x, \) for \( \mathbb{P}^2 \) we take \( \Delta t = CFL/(V_c/(\Delta x)^{5/3} + E_{\max}/(\Delta v)^{3/3}), \) and \( \Delta t = CFL/(V_c/(\Delta x)^{7/3} + E_{\max}/(\Delta v)^{7/3}) \) for \( \mathbb{P}^3. \) For \( \mathbb{P}^1 \) and \( \mathbb{P}^2 \) we take the CFL = 0.1, and we take the CFL = 0.2 for \( \mathbb{P}^2. \) From the table, we observe \((k+1)\)-th order of convergence for the DG solution before post-processing for both \( f \) and \( E. \) We can clearly see that we improve the order of the error to at least \( O(h^{2k+1/2}) \) after post-processing.

In Fig. 1 we plot the errors of the numerical solution before and after post-processing for \( \mathbb{P}^1 \) using 128 \times 128 elements. We can see that the errors before post-processing are highly oscillatory, and that the post-processing smooths out the error surface and greatly reduces its magnitude. In Fig. 2, we plot the errors of the approximations for \( E \) obtained when solving using a 128 \times 128 mesh with \( \mathbb{P}^1 \) and 32 \times 32 mesh with \( \mathbb{P}^3. \) We can clearly see that the errors before post-processing are highly oscillatory, and the post-processing gets rid of the oscillations and dramatically reduces the magnitude of the error. Another point that we want to make is the following: if we look at Table 1, for \( k = 2 \) and a mesh of 64 \times 64, the \( L^2 \)-errors before and after post-processing are similar in magnitude. However, if we look at Fig. 3 which plots the absolute value of the error in \( f \) in this case, we can clearly see that the \( L^\infty \)-norm of the error of the filtered solution is much smaller than the unfiltered solution. Therefore, by removing
Fig. 1 Errors for $f$ before (on the left) and after post-processing (on the right) for $128 \times 128$ elements and $P^1$. Landau damping.

Fig. 2 Errors before (solid line) and after post-processing (dashed line) for $E$ for different mesh sizes and $P^k$. Landau damping. $T = 2$.

Fig. 3 Absolute value of errors for $f$ before (on the left) and after post-processing (on the right) for $64 \times 64$ elements and $P^2$. Landau damping.

the spurious oscillations, even if the $L^2$-error is comparable, the $L^\infty$ error is further reduced by the post-processor. This is probably due to the high oscillatory nature of the solution.

Now we provide plots comparing the solution profile before and after post-processing for a longer computational time. To compute those plots, we use a
third-order Runge–Kutta method with $\Delta t = \text{CFL}/(V_c/\Delta x + E_{\text{max}}/\Delta v)$ and CFL = 0.1. In Figs. 4, 5, 6 and 7, we show a comparison of contour plots of the numerical solution for $f$ before and after post-processing with different mesh sizes and $k = 1, 2$. There is visible improvement of the resolution of the solution, particularly for $k = 1$.

5.2 Vlasov–Maxwell example

In this section, we will test our post-processor for the VM system. Specifically we will use the streaming Weibel (SW) instability as an example. This is a reduced version of the VM equations with one spatial variable, $x_2$, and two velocity variables $v_1$ and $v_2$. The variables under consideration are the distribution function $f(x_2, v_1, v_2, t)$, a 2D electric field $E = (E_1(x_2, t), E_2(x_2, t), 0)$, and a 1D magnetic field $B = (0, 0, B_3(x_2, t))$. The reduced VM system reads as

$$\frac{\partial f}{\partial t} + v_2 \frac{\partial f}{\partial x_2} + (E_1 + v_2 B_3) \frac{\partial f}{\partial v_1} + (E_2 - v_1 B_3) \frac{\partial f}{\partial v_2} = 0, \quad (5.3a)$$

$$\frac{\partial B_3}{\partial t} = \frac{\partial E_1}{\partial x_2}, \quad \frac{\partial E_1}{\partial t} = \frac{\partial B_3}{\partial x_2} - j_1, \quad \frac{\partial E_2}{\partial t} = -j_2, \quad (5.3b)$$

where

$$j_1 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x_2, v_1, v_2, t) v_1 d v_1 d v_2, \quad j_2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x_2, v_1, v_2, t) v_2 d v_1 d v_2. \quad (5.4)$$

The initial conditions are given by

$$f(x_2, v_1, v_2, 0) = \frac{1}{\pi \beta} e^{-v_2^2/\beta} \left[ \delta e^{-(v_1 - \omega_{0,1})^2/\beta} + (1 - \delta) e^{-(v_1 + \omega_{0,2})^2/\beta} \right], \quad (5.5a)$$

$$E_1(x_2, v_1, v_2, 0) = E_2(x_2, v_1, v_2, 0) = 0, \quad B_3(x_2, v_1, v_2, 0) = b \sin(\kappa_0 x_2), \quad (5.5b)$$

which for $b = 0$ is an equilibrium state composed of counter-streaming beams propagating perpendicular to the direction of inhomogeneity. Following [8, 11], we trigger the instability by taking $\beta = 0.01$, $b = 0.001$ (the amplitude of the initial perturbation of the magnetic field). Here, $\Omega_x = [0, L_y]$, where $L_y = 2\pi/\kappa_0$, and we set $\Omega_v = [-1.8, 1.8]^2$. We consider the following set of parameters,

$$\delta = 0.5, \quad \omega_{0,1} = \omega_{0,2} = 0.3, \quad \kappa_0 = 0.2.$$

In Table 2, we run the VM system with the initial condition for SW instability to $T = 5$ and then back to $T = 0$. We then apply the SIAC filter and compare it with the initial condition. We use a third order TVD-RK method (2.13) as the time integrator. To ensure the spatial error dominates, we take $\Delta t = \text{CFL} \cdot \Delta x$ for $P^1$ and $\Delta t = \text{CFL} \cdot \Delta x^{5/3}$ for $P^2$, in both cases we used CFL = 0.1. From the table we can observe $(k + 1)$-th order of convergence for the DG solution before post-processing for $f$, $E_1$, $E_2$ and $B_3$. After post-processing we can see overall the order of convergence improves to $O(h^{2k+1/2})$. 
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Fig. 4 Comparison of contour plots before (left) and after post-processing (right) for different mesh-sizes. Landau damping, $k = 1$ and $T = 10$
Fig. 5 Comparison of the definition of the contour plots before (left) and after post-processing (right) for different mesh-sizes. Landau damping, $k = 2$ and $T = 10$. We can see that the definition is improved after post-processing.
Fig. 6 Comparison of contour plots before (left) and after post-processing (right) for different mesh-sizes. Two stream instability, $k = 1$ and $T = 20$
Fig. 7 Comparison of the contour plots before (left) and after post-processing (right) for different mesh-sizes. Two stream instability, \( k = 2 \) and \( T = 20 \). We can see that the definition is improved after post-processing.
Table 2 $L^2$ errors for the numerical solution (top) and the post-processed solution (bottom) for streaming Weibel instability using the discontinuous Galerkin method using a $P^k$ polynomial approximation space

| Mesh | Error $f$ | Order | Error $B_3$ | Order | Error $E_1$ | Order | Error $E_2$ | Order |
|------|-----------|-------|-------------|-------|-------------|-------|-------------|-------|
| $p^1$ | 20 $\times$ 20 $\times$ 20 | 2.20E-01 | – | 2.61E-06 | – | 2.12E-06 | – | 5.31E-06 | – |
|      | 40 $\times$ 40 $\times$ 40 | 7.17E-02 | 1.61 | 6.54E-07 | 2.00 | 7.06E-07 | 1.58 | 5.46E-07 | 3.28 |
|      | 80 $\times$ 80 $\times$ 80 | 1.92E-02 | 1.90 | 1.63E-07 | 2.00 | 1.96E-07 | 1.85 | 7.05E-08 | 2.95 |
|      | 160 $\times$ 160 $\times$ 160 | 4.89E-03 | 1.98 | 4.07E-08 | 2.00 | 5.13E-08 | 1.94 | 6.40E-09 | 3.46 |
| $p^2$ | 20 $\times$ 20 $\times$ 20 | 1.07E-01 | – | 2.56E-07 | – | 2.49E-07 | – | 1.02E-06 | – |
|      | 40 $\times$ 40 $\times$ 40 | 1.64E-02 | 2.70 | 3.14E-08 | 3.03 | 2.93E-08 | 3.09 | 9.72E-08 | 3.40 |
|      | 80 $\times$ 80 $\times$ 80 | 2.23E-03 | 2.88 | 1.63E-09 | 4.27 | 1.90E-09 | 3.95 | 6.93E-09 | 3.81 |
|      | 160 $\times$ 160 $\times$ 160 | 2.92E-04 | 2.93 | 1.41E-10 | 3.52 | 1.72E-10 | 3.46 | 2.46E-10 | 4.81 |

| Mesh | Error $f^*$ | Order | Error $B^*_3$ | Order | Error $E^*_1$ | Order | Error $E^*_2$ | Order |
|------|-------------|-------|-------------|-------|-------------|-------|-------------|-------|
| $p^1$ | 20 $\times$ 20 $\times$ 20 | 2.95E-01 | – | 3.17E-07 | – | 1.08E-07 | – | 5.08E-06 | – |
|      | 40 $\times$ 40 $\times$ 40 | 6.13E-02 | 2.27 | 7.16E-08 | 2.14 | 1.49E-08 | 2.87 | 4.38E-07 | 3.54 |
|      | 80 $\times$ 80 $\times$ 80 | 5.87E-03 | 3.38 | 1.12E-08 | 2.68 | 3.11E-09 | 2.26 | 6.33E-08 | 2.79 |
|      | 160 $\times$ 160 $\times$ 160 | 4.19E-04 | 3.81 | 2.01E-09 | 2.48 | 7.47E-10 | 2.06 | 6.22E-09 | 3.35 |
| $p^2$ | 20 $\times$ 20 $\times$ 20 | 2.89E-01 | – | 1.24E-08 | – | 9.06E-09 | – | 4.41E-07 | – |
|      | 40 $\times$ 40 $\times$ 40 | 4.58E-02 | 2.66 | 5.61E-10 | 4.46 | 2.97E-10 | 4.93 | 2.63E-08 | 4.07 |
|      | 80 $\times$ 80 $\times$ 80 | 2.03E-03 | 4.49 | 2.94E-11 | 4.25 | 1.31E-11 | 4.50 | 2.57E-09 | 3.36 |
|      | 160 $\times$ 160 $\times$ 160 | 4.43E-05 | 5.52 | 1.65E-12 | 4.15 | 5.55E-13 | 4.56 | 1.12E-10 | 4.53 |
Fig. 8 Cross-sectional plot of the error for $f$ at $x_2 \approx 0.15\pi$, before (on the left) and after post-processing (on the right) for $80^3$ elements and $P^1$. SW instability

In Fig. 8 we plot a cross-section of the errors of the numerical solution at $x_2 \approx 0.15\pi$ before and after post-processing for $P^1$ using $80 \times 80 \times 80$ elements. We can see that before post-processing that the errors are highly oscillatory, and after post-processing the error surface is smooth and the error is much smaller in magnitude. In Fig. 9 we plot the errors of $E_1$, $E_2$ and $B_3$. We used the same number of elements as in Fig. 8 and obtained similar conclusions.

6 Concluding remarks

In this paper, we proved theoretically and demonstrated computationally the effectiveness of the SIAC filter for DG solutions of the nonlinear VM system. We proved superconvergence of order $(2k + 1/2)$ in the negative-order norm of the DG solution. This is nontrivial for nonlinear systems, and is achieved by identifying a suitable dual problem. Numerical experiments verify the performance of the filter in reducing spurious oscillations in the numerical errors. For low order $k$, the resolution of the numerical solution is greatly enhanced, which is highly desirable for long time kinetic simulations. In the future, we plan to prove superconvergence for the divided difference of the numerical solution to fully justify the enhanced resolution of the post-processed solution.
Fig. 9 Errors before (solid line) and after post-processing (dashed line) for the different fields using mesh size of $80 \times 80 \times 80$ and $p^1$, $T = 10$. SW instability.
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