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Abstract—Training intelligent agents that can drive autonomously in various urban and highway scenarios has been a hot topic in the robotics society within the last decades. However, the diversity of driving environments in terms of road topology and positioning of the neighboring vehicles makes this problem very challenging. It goes without saying that although scenario-specific driving policies for autonomous driving are promising and can improve transportation safety and efficiency, they are not a universal scalable solution. Instead, we seek decision-making schemes and driving policies that can generalize to novel and unseen environments. In this work, we capitalize on the key idea that human drivers learn abstract representations of their surroundings that are fairly similar among various driving scenarios and environments. Through these representations, human drivers are able to quickly adapt to novel environments and drive in unseen conditions. Formally, through imposing an information bottleneck, we extract a latent representation that minimizes the distance—a quantification that we introduce to gauge the similarity among different driving configurations—between driving scenarios. This latent space is then employed as the input to a Q-learning module to learn generalizable driving policies. Our experiments revealed that, using this latent representation can reduce the number of crashes to about half.

Index Terms—Autonomous Driving, Latent Representations, Domain Adaptation, Reinforcement Learning

I. INTRODUCTION

AUTONOMOUS vehicles promise major improvements in the safety and efficiency of transportation. In this work, we focus on the decision-making and behavior planning aspects of autonomous driving and address an important issue that can bring urban autonomous driving significantly closer to reality. Urban autonomous driving is particularly challenging due to the high degree of stochasticity and diversity in the configurations that vehicles are placed as well as in road topologies. Complex and competitive scenarios such as passing intersections, navigating through roundabouts, and exiting/merging in highways require driving policies that not only ensure safety, but also can produce socially-desirable outcomes [1]. During the last decades, a plethora of solutions have been presented in the literature that address each of the above-mentioned scenarios separately and have shown decent performance in handling them in isolation [2]–[12]. However, a realistic and scalable solution does not comprise of ad-hoc solutions for each scenario but rather requires a generalizable driving policy [13], [14].

As human drivers, we do not learn ad-hoc behaviors for each driving scenario and environment configuration that we face. Human drivers are often able to handle novel environments and unseen road topologies by leveraging their prior knowledge and experience. This fact inspires us to hypothesize the existence of general representations (and therefore learnable policies) that incorporate high-level abstract information and are independent of particular driving scenarios. In other words, we argue that learning general and scenario-independent driving behaviors is possible if and only if there exists a space in which different driving scenarios, e.g., crossing an intersection, exiting/merging to a highway, entering a roundabout, are represented similarly. Such representation space removes the dependency on the driving scenario and enables a human or an AI agent to learn behaviors that can expand to novel and unseen environments. Intuitively, a human driver perhaps thinks in terms of free space, time headway, or heading rather than meticulously analyzing each unique driving scenario. Therefore, our first key insight is as follows,

Transforming the driving scene into a scenario-independent latent space representation can enable multi-task learning for autonomous driving agents as they receive only the information that is essential for the task of driving and hence become agnostic to the specific driving scenario.

A major question that emerges after the previously introduced concepts and solutions is how these methods can be generalized to novel and unseen environments. Although the existing works on autonomous vehicle navigation provide valuable methods and algorithms to address complex driving scenarios and enable the agent to learn safe and efficient driving policies in a-hoc and limited scenarios, it is extremely important to investigate the sensitivity of these policies with regards to change in road topology and mission. In this work, we explore the possibility of employing a learned latent space as the state representation for training reinforcement learning (RL) agents, and the proposed solution showed improvement in the generalization capabilities of the resulting policies.

We list the contributions of this paper as follows:

- A latent representation is learned through imposing an information bottleneck in an encoder-decoder structure that encompasses the most crucial information that is needed for the policy learning module;
- In addition to the information bottleneck, we provide a similarity metric between driving scenarios and impose
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a regularization term that is intended to minimize this metric in the learned latent space;

- Our experiments reveal that a general latent space exists that can be used as the input to the Q-learning module and enable agents to generalize to unseen and novel environments. Using our solution, the number of failed scenarios was reduced by about 50%.

II. RELATED WORK

A. Urban Autonomous Driving Solutions

A large spectrum of research work has been done on urban autonomous driving, particularly to overcome complex and stochastic scenarios such as roundabout, intersection and highway merging ramps. Azimi et al. has done extensive work on intersection management and deriving reliable protocols for connected automated vehicles to pass intersections, including their Ballroom Intersection Protocol (BRIP) method [15], [16]. Wang et al. and Dong et al. similarly focus their work on another competitive urban driving scenario, namely highway merging ramp [17], [18]. In their recent work, Hoermann et al. overcome challenging "downtown scenarios" that include pedestrians, bikes, and motor vehicles, interacting with each other through a combination of Bayesian filtering techniques for environment [19]. Chen et al. argue that the existing manually designed driving policies are not capable of handling complex and highly-stochastic urban scenarios. Instead, they rely on a data-driven deep reinforcement learning solution and present a novel motion planning and tracking solution for autonomous driving in urban scenes [23]. Chen et al. further extend their insights and explore the possibility of end-to-end learning. They jointly train a sequential environment model in conjunction with the reinforcement learning process to extract driving policies for urban scenarios [21]. A major challenge in urban autonomous driving is the fact that autonomous agents might behave over-defensive if they sense potential dangers and thus lose their edge in competitive driving scenarios. Zhan et al. propose a non-conservatively defensive maneuver planning scheme that comprises of two stochastic and deterministic sub-modules and shown enhanced performance in handling urban environments [22]. Huang et al. combine the well-known artificial potential fields (APF) method with a mesh-grid resistance network and present a novel motion planning and tracking solution for autonomous driving in urban scenes [23]. Chen et al. rely on Iterative linear quadratic regulator (ILQR) method and formulate the urban autonomous driving as a constrained ILQR (CILQR) [24], [25].

B. Representation Learning

In their recent work, Tschannen et al. state that unsupervised learning of useful representations is a major challenge in AI and present an in-depth survey of recent advances in representation learning with a focus on autoencoder-based models [26]. Plebe et al. tackle the problem of visual prediction in driving scenarios and present a manipulable latent representation that enables their solution to generalize in different urban driving scenarios [27]. Their work is inspired by the theory that the human brain utilizes ensembles of neurons for information compression and finding abstract concepts from visual experience and coding them into compact representations. Li et al. propose a method that captures non-linear relationships among complex features of a network by exploiting a deep unsupervised generation algorithm, namely variational autoencoder (VAE) [28]. Chen et al. introduce a latent space that is learned via sequential latent representation learning and demonstrate that an end-to-end perception module that utilizes this latent space can handle various tasks such as tracking, detection, and localization at the same time while requiring minimum human engineering [29].

Kargar et al. [30] suggest using low dimensional and rich feature representations of an agent’s observations by training an encoder-decoder architecture that is capable of predicting multiple application relevant factors such as trajectories of other agents. Authors reveal that such multi-head architecture generates more efficient and more informative representations. Ma et al. demonstrate that a latent state that is inferred explicitly, is capable of encoding spatio-temporal relations. They employ this latent space to study the interplay between minor cues in driving environments that can lead to major differences in the outcome [31]. On the other hand, Xi et al. , Losey et al. , and Karamcheti et al. take a different approach and apply latent representation learning in applications such as partner modeling and human-robot interaction [32]-[35].

III. PRELIMINARIES

In this section, we introduce our formal notation and provide a brief overview of the background knowledge that is imperative to grasp the concepts discussed in the rest of the paper.

A. Partially Observable Markov Decision Processes

The decision-making process of an intelligent agent within a stochastic environment can be formally described as a Markov decision process (MDP) defined by the tuple \( \mathcal{M} := (\mathcal{S}, \mathcal{A}, T, R, \gamma) \). At a given time, the agent’s configuration is described by its state \( s \in \mathcal{S} \), it takes an action within the action space \( a \in \mathcal{A} \) and transits to a new state \( s' \) based on the state transition probability \( T(s'|s,a) \) and receives a reward \( R(s,a) \). It is common to assume that the dynamics of the environment hold a 1st-order Markov property, i.e.,

\[
Pr\{s_{t+1} = s' | s_t, a_t\} = Pr\{s_{t+1} = s' | s_t, ..., s_0, a_t\}
\]

(1)

The probability distribution over actions in \( \mathcal{A} \) at a given state is known as a policy \( \pi(s) \). The goal is to derive a distribution that maximizes the discounted sum of future rewards over an infinite time horizon, i.e., an optimal policy \( \pi^* : \mathcal{S} \rightarrow \mathcal{A} \). This optimal policy always exists for an environment with stationary transition probabilities and rewards,

\[
\pi^* := \arg \max_{\pi \in \Theta} \mathbb{E} \left[ \sum_{i=0}^{\infty} \gamma^i r(s_i, \pi(s_i)) \right]
\]

(2)

in which, \( \gamma \in [0, 1) \) is a discount factor and \( \Theta \) describes the set of all admissible Markov chains that can be extracted from
The optimal policy maximizes the action-value function, i.e., \( \pi^*(s) = \arg \max_a Q^*(s, a) \), where

\[
Q^*(s, a) := \mathbb{E}\left[ \sum_{i=1}^{\infty} \gamma^i r(s_i, \pi(s_i)) | s_0 = s, a_0 = a \right]
\]

and the optimal action-value function can then be derived using the Bellman equation,

\[
Q^*(s, a) = \mathbb{E}_{s' \sim P(s'|s, a)} \left[ r(s, a) + \max_{a'} \gamma Q^*(s', a') \right]
\]

### B. Solving POMDPs with Unknown Dynamics

If the MDP is fully known, dynamic programming algorithms such as value and policy iteration can be used to recursively solve for the optimal action-value function \( Q^* \). However, in real-world problems, the dynamics of the environment and reward function are usually not known and an agent only has access to a local observation that is correlated to the underlying state, i.e., a partially-observable Markov decision process (POMDP). Reinforcement Learning (RL) provides a possibility to solve POMDPs with unknown reward and state transition functions through continuous interaction with the environment.

Mathematically, RL algorithms such as temporal difference (TD) learning enable agents to update the value function from such interactions with the environment without explicitly knowing the full MDP, as follows

\[
Q_{t+1}(s, a) - Q_t(s, a) = \alpha_t \left[ r(s, \pi(s)) + \gamma \max_{a'} Q_t(s', a') - Q_t(s, a) \right]
\]

in which \( \alpha_t \) is learning rate at the \( t \)th iteration [36].

### C. Deep Q-networks

Parameterizing the action-value function using a function approximator, i.e., \( Q(\cdot) \equiv Q(\cdot; w) \), makes learning more generalizable policies and scaling to larger state-spaces possible. Parameters \( w \) can be learned through mini-batch gradient descent steps,

\[
w_{t+1} = w_t + \alpha_t \nabla_w \mathcal{L}(w_t)
\]

where, the \( \nabla_w \) operator estimates the gradient at \( w_t \).

Deep neural networks are widely considered as function approximators and are also applicable to the Q-learning algorithm. Mnih et al. leveraged this idea and introduced Deep Q-networks, a solution suitable for RL problems with large state-spaces [37]. DQN builds up on two major ideas, namely employing an experience replay buffer to generate training samples, and using two separate networks during training. The key idea is to stabilize the training process by updating the greedy network at each training iteration to compute the optimal Q-value and using another less-frequently updated target network. The loss function in Equation 6 can be written as

\[
\mathcal{L}(w_t) = \mathbb{E}[r + \gamma \max_a Q^*(s', a'; w^0) - Q^*(s, a; w)]^2
\]

where \( w^0 \) is the target network which periodically gets updated during the training.

### D. Denoising Autoencoders

Vincent et al. proposed the denoising autoencoders which are auto-associator networks that are trained to learn hidden representations that are sufficient for re-creating the input. The key insight is that a random noise is added to the input and the network is forced to learn to not only reconstruct the input, but also denoise the corrupted input and extract the original input [38]. This is particularly useful for our application, as we deal with real-time observations that are most likely generated by sensor fusion over camera, LiDAR and radar inputs and therefore can be very noisy. Formally, we denote the true observation of the environment as \( x \), the noisy observation \( \tilde{x} \) can then be defined through a stochastic process \( q_\beta \) as follows,

\[
\tilde{x} \sim q_\beta(\tilde{x}|x)
\]

Using a matrix of weights \( W \) and bias vector \( b \) and applying a non-linearity \( \sigma_y \), the output of the encoder creates a latent representation \( y \) which can be computed as,

\[
y = \sigma_y(Wx + b)
\]

We assume the encoder and decoder networks share the same set of weights. Thus, the output of the decode, i.e., the reconstruction \( z \) can be re-created through applying the transpose of the weight matrix as follows,

\[
z = \sigma_z(W^T y + c)
\]

in which, \( c \) is the visible bias vector and \( \sigma_z \) is the non-linearity. Such encoder-decoder structure can be trained to reconstruct the original input \( x \) from the noisy input. Using the following loss function, a standard back-propagation routine can be used to learn the encoder-decoder weights,

\[
L_2(x, z) = \sum_i (x_i - z_i)^2
\]

As proposed by Gehring et al., we train 2 autoencoders sequentially [39]. The second autoencoder is trained to learn the hidden representation of the first autoencoder. The second autoencoder essentially learns a probability distribution over the weights of the first autoencoder. A cross-entropy loss can be used for training the second autoencoder,

\[
L_H(x, z) = \sum_i x_i \log z_i + (1 - x_i) \log z_i
\]

Authors suggest training a stack of autoencoders in the proposed fashion and using the top autoencoder network as the bottleneck.

![Fig. 1: The Q-state](image-url)
IV. Problem Statement

As elaborated in Section I, our goal in this work is to derive a driving policy that is not limited to a particular road topology or configuration of the vehicles. Such scenario-independent driving policy is expected to be able to generalize and operate in unseen and novel environments. We argue that drivers are well able to achieve this task through thinking in an abstract space that can generalize to any given scenario, e.g., looking at free spaces, general features such as their distance to the middle lane, and most importantly, traffic rules. Inspired by this argument, we explore the possibility of finding a latent space which encompasses abstract representations of driving scenes. Our key insight is that the reason that a driving policy trained in scenario A, e.g., an intersection, does not perform well in scenario B, e.g., highway merging ramp, is the difference between road topologies, possible configurations of agents, and possible trajectories.

A. Learning a Similarity-maximizing Latent Representation

Existing works employ engineered inputs such as heatmaps, or multi-channel representations similar to what the authors have used in [13] to feed the ego vehicle’s observations into the Q-learning module. We introduce a similarity metric that measures the distance between different scenarios and seek a latent space that maximizes this similarity among different driving scenarios. This latent space is then used to represent the ego vehicle’s observation of the environment. We also aim to consolidate planning and prediction via using this latent representation as the input to the reinforcement learning module to eventually learn driving policies. In contrast with the engineered state representation approach in the literature, in this work, we rely on data to learn the most efficient and useful information that can be used at the Q-learning stage. This data-driven representation then is expected to minimize the similarity difference between different driving scenarios. Particularly we choose a set of 5 different road topologies, namely roundabout, intersection, highway merging, highway exiting, and highway cruising. Each scenario is then further randomized in terms of vehicles’ speed and position to gauge our method’s capability in generalization.

B. Joint Planning & Prediction with Reinforcement Learning

Following the Markov Decision Process notation that we introduced in Section III, all vehicles take an action at a time step $t$ which evolves the state of the environment from an initial state to a goal state. Despite the stochasticity of this transition, the underlying probability distribution defines the dynamics of the environment, including the behavior of humans and autonomous agents. This probability distribution $P_r(s_t = s’|s_{t-1} = s, a_{t-1} = a)$ depends on the actions of all vehicles as well as the dynamics of the world itself. To further elaborate, consider the simple example from Figure 1, where an autonomous agent takes an arbitrary action at the state $s_{t-1} = s^0$ and is therefore at the intermediate Q-state $Q(s^0, a_t)$. The next state of the environment $s_t$ depends on both the actions taken by AVs and the actions of HVs, i.e.,

the policy of AVs and the model describing the behavior of a human driver. Hence, including humans in the scenario adds significant complexity to the MDP as their behavior is often hard to model and can also vary with time. Additionally, the existing behavior models of human drivers are mostly derived in the absence of AVs and whereas the prior work in the literature reveals that humans act differently when AVs are around them. The modular approach with independent modeling (prediction) and planning (decision-making) components is therefore not ideal in the presence of humans, which motivates us to combine the two in our approach.

A core part of decision-making for autonomous vehicles in the presence of humans is understanding and anticipating the behavior of human drivers. We build on this virtue and seek a latent space that not only can encompass general driving representations but also embeds the human behavior modeling and inter-agent relations, as explored by Toghi et al. [1] and Schwarting et al. [40]. We believe that the behaviors of human drivers as well as the inter-agent relations can also be explained in a general and scenario-independent manner, similar to our previous discussion. Our second key insight expands our work to a joint prediction and planning regimen. Particularly, we hypothesize that a generalizable latent space can incorporate inter-agent relations and enable the ego vehicle to predict their behaviors in a fashion that does not depend on the driving scenario.

V. Proposed Solution

Our proposed solution comprises of two sub-systems, namely an information bottleneck that is trained to extract similarity-maximizing latent representations of driving scenes as well as a Q-learning module that takes the latent representation as its input and generates a probability distribution over possible actions, i.e., a driving policy. This proposition is built on two main pillars, inspired by the work from Gupta et al. [41]. First, we believe the most efficient and useful state representation is not hand-engineered but rather learned from data. Second, we hypothesize that consolidating planning and prediction modules for decision-making in an autonomous vehicle can improve their generalization ability in handling novel and unseen topologies and configurations.

Our architecture includes a bottleneck encoder-decoder structure as well as a 3-dimensional convolutional neural network (CNN) that serves as a function approximator to estimate the action-value function defined in Eq (3). Figure 2 illustrates an overview of our solution. The input to this system is a noisy spatio-temporal state representation, i.e., Stacked VelocityMaps as defined in Section V-A, and the output is a probability distribution over actions $a \in A$ at the given state $s$.

A. State-space and Action-space

It is a common practice to study robot navigation problems from different abstraction levels ranging from low-level continuous control signals to trajectory planning and eventually behavioral planning. In this work, we view the problem in terms of high-level meta-actions. Formally, we
**define a discrete action space** $\mathcal{A}$ **where the** $i$th **agent’s action** can be $a_i \in \mathcal{A}_i = [\text{Left}, \text{Idle}, \text{Right}, \text{Accelerate}, \text{Decelerate}]$. **Our driving simulator**, introduced in Section VI-B, **renders these discrete actions into smooth and plausible trajectories and utilizes a PID controller to generate low-level steering and throttle signals that enable a car to follow the desired trajectory.**

We introduce an intuitive and rich state representation that carries spatio-temporal information about the scene and naturally is contaminated with sensory noise. The **Stacked Multi-channel VelocityMap** shown in Figure 3 shows the position of autonomous vehicles (AV layer) and human-driven vehicles (HV layer) with their relative Frenet longitudinal velocity embedded in the pixel values. To better control the dynamic range of the pixel values in VelocityMaps, we employ a clipped logarithmic function which demonstrated enhanced performance compared to the linear mapping. The mapping from the relative speed to pixel values is

$$Z_j = 1 - \beta \log(\alpha |v^{(l)}_j|) \mathbb{1}( |v^{(l)}_j| - v_0 )$$

in which $Z_j$ denotes the pixel value of the $j$th vehicle/object in the state, $v^{(l)}_j$ is its relative Frenet longitudinal speed from the $k$th vehicle’s point-of-view, i.e., $\dot{l}_j - \dot{l}_k$, $v_0$ is speed threshold, $\alpha$ and $\beta$ are dimensionless coefficients, and $\mathbb{1}(\cdot)$ is the Heaviside step function. The rationale behind this design choice is to give more importance to neighboring vehicles with smaller $|v^{(l)}_j|$ and almost disregards the ones that are moving either much faster or much slower than the ego. Additional channels in VelocityMaps also embed the road layout (RL layer) as well as the position and the absolute speed of the ego vehicle (MV layer).

**B. Information Bottleneck: Restricted Latent Space**

Starting with the autoencoder bottleneck structure, as demonstrated in Figure 3, a 3D Convolutional architecture is trained with mixed batches of observations.

Reiterating on our key insights, we seek a latent representation that encompasses the scenario-independent information required for multi-agent decision-making. We add an intermediate module to the typical deep reinforcement learning architecture to remove the dependency from driving scenarios and, in effect generalize it through a dedicated generalizing latent representation. For this purpose, we study an approach that relies on an information bottleneck (Figure 3) on the pipeline from our feature extraction to value-function approximation (Figure 4). Imposing such bottleneck on the data flow and training encoder-decoder using the loss function defined in Section III incentivizes the networks to only pass the most important information that explains the driving scene, positioning of the vehicles, as well as inter-agent coordination and interactions to the value-function network. We employ
VI. Experiments and Results

A. Computational Details

With our Python implementation using PyTorch and OpenAI Gym, each training episode takes about 0.3 seconds on a cluster node with an NVIDIA Tesla V100 GPU and a Xeon 6126 CPU @ 2.60GHz. The training process has been repeated several times to ensure all runs converge to similar emerging behaviors and policies. Training the bottleneck network for 100 epochs and the Q-learning network Conv3D network for 5,000 episodes took approximately 10 hours with our experiment setup. Overall, we spent ∼2,000 GPU-hours to train the autoencoder, Q-learning network, and tune the hyperparameters.

B. Driving Simulator

For the purpose of our simulations and generating a training dataset for the training of the autoencoders as well as the Q-learning process, we use an abstract 2D driving simulator based on an OpenAI Gym environment developed by Leurent et al. [42]. Our simulator is able to generate diverse driving scenarios for a given road topology and vehicle placement. As our goal is to learn generalizable policies rather than memorizing a sequence of actions by VFAN, the initial state of each simulation episode is randomized. Initial Frenet latitude of the vehicles are drawn from a uniform distribution uniformly randomized and the initial Frenet longitude \( l_M(t_0) \) and Frenet longitudinal velocity \( v_M(t_0) \) of simulated vehicles are drawn from a clipped-Gaussian distribution as follows,

\[
\tilde{N}(x) = N(x; \mu, \sigma) \left[ 1 - \left( \frac{x - \mu + \delta}{\sigma} \right)^2 \right]
\]

where \( N(x; \mu, \sigma) \) denotes a Gaussian distribution and \( \mathbb{1} \) is the Heaviside step function. As we discussed before, the meta-actions of each vehicle are rendered into low-level steering and acceleration signals via employing a closed-loop PID controller. A Kinematic Bicycle Model then determines the vehicles’ yaw rate based on the steering angle and other parameters.

Our simulations include both autonomous and human-driven vehicles to create a realistic mixed-autonomy scenario. We employ two widely-used human driver models proposed by

\[ \text{MV} \text{+ AV}, \text{where, HV: human-driven vehicle VelocityMap layer, AV: autonomous vehicle VelocityMap layer, RL: road layout layer, MV: mission vehicle layer. These embeddings are then passed through the bottleneck networks with shared weights for purification and their concatenated output is fed to the value-function approximator network (VFAN).} \]
Fig. 7: Performance enhancement resulted from using the bottleneck network.

Treiber et al. and Kesting et al. [43], [44]. Lateral actions of HVs and their decision to make a lane change, follow the Minimizing Overall Braking Induced by Lane changes (MOBIL) strategy [44]. MOBIL model allows a lane change only if the resulting acceleration in the following vehicle meets the safety criterion. The longitudinal acceleration of HVs follows the Intelligent Driver Model (IDM) [43].

C. Results

1) Learning Similarity-maximizing Bottleneck Network: As we elaborated in Section V, we rely on the autoencoder architecture introduced in Section III-D to impose an information bottleneck and learn a latent representation that later will help to learn generalizable driving policies. Figure 5 shows the training and validation loss for 100 epochs over a large shuffled dataset that includes observations from various driving scenarios, e.g., roundabout, intersection, highway merging and highway exiting. As a reminder, the input to this bottleneck network is a noisy stacked VelocityMap and we are interested in the latent space between the encoder and the decoder. Figure 6 demonstrates examples of the learned latent representation on two contrasting road topologies, i.e., intersection and roundabout. The weights of the encoder and decoder networks are initialized with random weights and it can be observed that before training, the latent representation is simply an effect of the network initialization. However, after training for 100 epochs over the whole shuffled dataset, the latent representation generated from the two road topologies diverge. As a reminder, the aim of training this latent space is to maximize the similarity between two contrasting driving scenes.

It is clear that the size of the latent space dictates the level of information compression in our encoder-decoder architecture. We aim to impose a bottleneck on the information flow in order to distill the state observation and extract the most crucial and abstract representation that enables the resulting policy to generalize to unseen and novel environments. However, it is important to ensure the fidelity and trustworthiness of this abstract representation. Choosing the size of the latent space to be too small forces an excessive level of compression that might result in losing crucial and necessary information about the scene. In Figure 9, we compare the reconstruction capability of the bottleneck with different sizes of latent space. This experiment is done to empirically choose the appropriate size for the latent space that can still preserve the important information carried by the state observation. Comparing the ground truth flatten observation (top row) with rows 2-4, one can observe a destructive and severe information loss in the smaller latent space (16 nodes). Particularly, some of the vehicles in both the intersection and roundabout scenarios are faded or even totally lost in the reconstructed image. On the other hand, the larger latent space (64 nodes) preserves all the vehicles, despite inaccurate edges and some of the vehicles being faded. Hereafter, we set the size of the latent size to 64 and train the autoencoder over the full dataset.

2) Generalization via Learned Latent Representations: This section contains the main results of this paper. Our main purpose in this work was to improve the generalization capabilities of our proposed restricted bottleneck architecture. We compare the performance of the learned policies in terms of the percentage of driving scenarios that experience a crash. The chosen baseline (w/o bottleneck) uses the exact same VFAN that is directly fed with stacked VelocityMaps. It is important to note that after learning the bottleneck network, the weights of the encoder are frozen and only the VFAN weights are trained during Q-learning. Hence, the comparison between the two methods with and without bottleneck is fair as they have identical capacity in VFAN and only differ in the input representation.

Figure 7 shows the performance enhancement resulted from the restricted latent representations in all four driving scenarios. More importantly, when the learned policy is tested on a mixed dataset that contains instances from roundabout, intersection, highway exiting, and highway merging, it leads to 47% less crashes and failed episodes. Additionally, some road topologies are more challenging in nature, specifically, roundabout and intersection seem to experience a significantly higher number of crashes. Even when the policy is trained and tested on the same scenario, e.g., intersection, performance greatly improves by using our learned latent representation.
Fig. 9: Choosing the size of the latent space to be too small forces an excessive level of compression that might result in losing crucial and necessary information about the scene. We compare the reconstruction capability of the bottleneck with different sizes of latent space.

Fig. 10: Performance comparison between baseline and bottleneck networks across different transfer learning modes. This observation reveals the fact that not only our latent representation improves generalization across different driving scenarios, but it also helps learning safer and more efficient driving policies due to the distilled state representation as compared to the raw VelocityMaps. Figure 10 further illustrates the transfer learning capabilities of the learned driving in the form of the confusion matrices. It is evident that across all different combinations of test and training episodes, using the bottleneck network helps to lessen the number of collisions.

3) Transfer Learning & Domain Adaptation: As an additional important investigation, we gauge the transfer learning capabilities of the learned policy with and without using the bottleneck network. We first train a policy over a shuffled dataset that contains highway merging and exiting, and intersection and then fine-tune the policy on the target scenario, i.e., roundabout. This experiment is performed with and without the bottleneck network. Figure 8 interestingly demonstrates that the policy that uses the latent representations as its input during the training, converges much faster in transfer learning as compared to the baseline.

Figure 11 provides further intuition on transfer learning capabilities of the policy that is learned using the latent representations. When studying domain adaptation and gen-
eralization capabilities of driving policies, the best-expected performance happens when the policy is trained and tested in the same driving scenario, e.g., trained using randomized episodes of an intersection and tested on an intersection, we refer to this setup as the oracle and compare all other scenarios with the oracle. As shown in Figure [1] through training with the bottleneck on a mixed dataset that contains all scenarios, we can get very close to the performance of the oracle.

VII. CONCLUDING REMARKS

Summary. Human drivers perform fairly well in adapting to new driving scenarios and novel road topologies. We hypothesize that this capability results from constituting abstract representations of the driving scene and the environment by the driver in such a way that it grasps the most crucial information, such as free spaces, drivable areas, and distance from the center line of the road. In the case of autonomous vehicles, a driving policy that is learned in a given set of driving setups and road topologies usually poorly generalizes to novel scenarios. To address this shortcoming, we seek a latent representation that can maximize the similarity between various driving scenarios and hence boost the generalization ability of a learned driving policy. We choose an encoder-decoder structure to impose a bottleneck on the information flow and force the network to only pass the most crucial and abstract information. This latent representation is then used in conjunction with a 3D convolutional Q-learning module to learn driving policies. Our experiments reveal that through using this bottleneck structure, the number of collisions can be reduced by 50%. Additionally, using our method improves the transfer learning capability of the learned policy and accelerates the convergence.

Limitations and Future Work. In this work, we generated a large shuffled dataset of driving episodes from various road topologies, e.g., roundabouts, intersections, and highways, using our driving simulator. However, a more sophisticated study can be done on longer episodes of driving that are performed on randomly generated roads with random vehicle placements that include diverse segments, including the ones mentioned earlier. Additionally, more work must be done to interpret the learned latent representations and help us to build intuition on the information that is embedded in the latent space. Further exploration of these topics is planned for our future work.
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