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Abstract—As research interest surges, vector similarity search is applied in multiple fields, including data mining, computer vision, and information retrieval. Given a set of objects (e.g., a set of images) and a query object, we can easily transform each object into a feature vector and apply the vector similarity search to retrieve the most similar objects. However, the original vector similarity search cannot well support hybrid queries, where users not only input unstructured query constraint (i.e., the feature vector of query object) but also structured query constraint (i.e., the desired attributes of interest). Hybrid query processing aims at identifying these objects with similar feature vectors to query object and satisfying the given attribute constraints. Recent efforts have attempted to answer a hybrid query by performing attribute filtering and vector similarity search separately and then merging the results later, which limits efficiency and accuracy because they are not purpose-built for hybrid queries. In this paper, we propose a native hybrid query (NHQ) framework based on proximity graph (PG), which provides the specialized composite index and joint pruning modules for hybrid queries. We easily deploy existing various PGs on this framework to process hybrid queries efficiently. Moreover, we present two novel navigable PGs (NPGs) with optimized edge selection and routing strategies, which obtain better overall performance than existing PGs. After that, we deploy the proposed NPGs in NHQ to form two hybrid query methods, which significantly outperform the state-of-the-art competitors on all experimental datasets (10× faster under the same Recall), including eight public and one in-house real-world datasets. Our code and datasets have been released at https://github.com/AshenOn3/NHQ.
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1 INTRODUCTION

With smart devices and applications on the rise, a tremendous amount of unstructured data (such as video, text, image) is being produced [1], [2]. International Data Corporation (IDC) projects that by 2025, 80% of the digital universe will be unstructured [3], but thanks to the rapid development of deep neural networks (DNNs), we can describe unstructured data accurately via feature vectors. Then we can process unstructured data through vector similarity search [4] to support a multitude of downstream applications, e.g., image retrieval [5], paper retrieval [6], and recommendation systems [4]. As Fig. 1(a) shows, in a paper-retrieval system based on vector similarity search, a user aims to find the most semantically similar papers to her input query text. Specifically, each paper’s unstructured text can be embedded in a high-dimensional space to establish a feature vector; then the query text is also transformed into a feature vector in the same space. Next, the system performs a vector similarity search using a vector index to obtain papers with semantically similar content. In this case, the feature vector of query text can be viewed as an unstructured query constraint that all returned papers should satisfy (measured by vector similarity). Many effective vector similarity search methods have been proposed to achieve better trade-offs between query efficiency and accuracy [7], [8], [9], [10], which we often see in AI scenarios.

Even though vector similarity search is widely studied, it does not support many important real-world scenarios where users not only expect the unstructured query constraint to be satisfied but also some structured query constraints can be matched as well [4], [11]. For example, in many applications, e.g., visual products search and movie recommendation, it is very common that a user can come up with a hybrid query by inputting unstructured and structured constraints simultaneously [4], [12], [13], [14]. Similar to [4], [12], the unstructured query constraint is provided as a feature vector of the query object (e.g., a paper) and the structured query constraint is given as a set of attributes of interest (e.g., topic, venue, and publish year of a paper). We call such a query a hybrid query that identifies objects with similar feature vectors to the query object and satisfying the given attribute query constraints [4], [11], [12], [13], [15], [16], [17]. For example, in Fig. 1(b), a user wants to find some of the latest top-tier conference papers related to her research interest. She can form a hybrid query by providing a detailed descriptive text of her research interest as the unstructured constraint and paper’s two attributes (e.g., SIGMOD and 2021) as the structured constraints. Unfortunately, the traditional vector similarity search shown in Fig. 1(a) only obtains papers with semantically similar content, and it is difficult to ensure matching attribute constraints. In response, many have tried to expand attribute filtering on top of vector similarity search to answer a hybrid query.

Vearch (a library provided by the famous e-commerce company Jingdong in China) [18] first obtains candidates
that satisfy the unstructured constraint through vector similarity search, and then performs attribute filtering to return the final results [13]. This strategy extends easily to other dedicated vector similarity search libraries, e.g., SPTAG [19], NGT [20], Faiss [21]. In contrast, Alibaba AnalyticDB-V (ADBV) [12] adds multiple query plans based on product quantization (PQ) [22], including performing attribute filtering first and then vector similarity search to return the final results. This method has good scalability and is suitable for most use cases [4]. Milvus [23] pre-partitions the dataset into several subsets based on frequently used attributes, so that it can quickly select the subsets whose attribute values overlap with the query’s attribute constraints, then it only need to perform the vector similarity search on these subsets rather than the entire dataset, thereby improving the hybrid query processing’s performance [4].

In a nutshell, the basic idea behind each of these hybrid query solutions is to execute attribute filtering and vector similarity search separately in a different order (we illustrate the details in Sec. 2.2). Regardless of the execution order of attribute filtering and vector similarity search, the entire query pipeline can be abstracted into the logic shown in Fig. 1(c), where two subquery systems (for attribute filtering and vector similarity search) are established independently. Although they can answer a hybrid query, each subquery system was not originally tailored for hybrid queries, which limits overall efficiency and effectiveness. We next analyze their limitations, and then propose our solution.

1.1 Existing Methods’ Limitations

L1: Two indexes must be maintained simultaneously. Fig. 1(c) shows that existing solutions require maintaining both the attribute index and vector index simultaneously for two separate subquery systems. Not only does this increase memory overhead, it also introduces additional logic and a post-processing step (i.e., merging) to ensure two indexes’ consistency and query results’ correctness [12]. With the advent of frequently updated data, updating different indexes synchronously is now an onerous task.

L2: Unnecessary computational overhead caused by two separate pruning strategies. For existing solutions, pruning is performed based on attribute index and vector index separately, which increases computational overhead. For example, suppose that the vector index in Fig. 1(c) is implemented as a proximity graph (PG, we will give the formal definition of PG in Sec. 3.1) [24], where each vertex in a PG corresponds to an object’s feature vector. Then, some vertices close to the query object’s feature vector but inconsistent with the attribute constraints causing the search to follow the wrong paths and return incorrect answers to a hybrid query. Because we eventually prune these incorrect answers in the attribute-filtering phase, and the computational cost spent in the vector similarity search phase for returning them is unnecessary and inefficient, we should avoid it.

L3: Query results depend on the merging of the candidates obtained from both subquery systems. Given a hybrid query, we usually expect to return the top-\(k\) results that are similar to the query object’s feature vector and match the attribute constraints. As shown in Fig. 1(c), a post-processing step, namely merging, is required to combine the top-\(k\) candidates \(C_1\) and \(C_2\) obtained from both subquery systems to generate the final results \(R = C_1 \cap C_2\). However, usually we have \(|R| < k\). This is because existing solutions perform vector similarity search and attribute filtering separately, so that each subquery system can only guarantee it will return candidates satisfying one type of query constraint. To ensure \(|R| = k\), we need to enlarge \(C_1\) and \(C_2\), which seriously increases both subquery systems’ latency [15].

L4: Existing solutions are not friendly to PGs. Recent solutions, e.g., ADBV [12] and Milvus [4], adopt a “first attribute filtering, then vector similarity search” strategy to answer a hybrid query; they only deploy PQ [22] for vector similarity search. Because many studies have shown PG is 10\(x\) faster than PQ for vector similarity search [25], [26], it is necessary to exploit a way to integrate PG into hybrid query methods. A straightforward way is to replace PQ-based vector index with another PG-based one, unfortunately, it is problematic for the following reasons: (1) In the “first attribute filtering, then vector similarity search” strategy, we expect to find similar vectors from a dynamic space of the vectors filtered by attribute constraints. To be more precise, different user input attribute constraints cause different filtered vectors (this is a dynamic process in runtime regarding user input). It is not worth building a vector index for these filtered vectors dynamically in runtime because of the efficiency issue. (2) Worse still, if we enumerate all possible conjunctions of attribute values and prebuild a vector index for each one offline (the same as [14]), it would suffer from exorbitant memory overhead, e.g., \(m^n\) different indexes for \(n\) attributes where each attribute has \(m\) values.

To sum up, most the aforementioned limitations occur because existing solutions are committed to answer hybrid queries in a “decomposition-assembly” model, where a hybrid query is decomposed into two standalone subquery systems that process separately and then assemble the final results. This motivates us to present a novel generalized framework tailored for hybrid queries that works well with existing PGs, offering the well-designed \(\text{composite index}\) and \(\text{joint pruning}\) modules to support unstructured and struc-

---

1. PQ is a quantization-based vector similarity search method.
tured query constraints simultaneously, rather than maintaining two independent indexes and performing prune operations separately.

1.2 Our Solution and Contributions

To the best of our knowledge, we are the first to present a Native Hybrid Query framework (NHQ) for answering hybrid queries with unstructured and structured constraints in a fused way, rather than the “decomposition-assemble” model adopted by existing solutions. As Fig. 1(d) shows, essentially the framework first embeds feature vectors and attributes in a well-designed composite index (for L1); then it prunes the search space collectively on the composite index by considering both the given unstructured and structured query constraints (for L2); and finally, it obtains the final top-k results directly rather than resorting to a merging operation (for L3). It is worth noting that our NHQ is a generalized framework, where the composite index is built based on PG, therefore existing PGs deploy easily into NHQ (for L4) and it also supports custom-optimized PGs (e.g., we present two navigable PGs, discussed in Sec. 4).

Specifically, our solution includes three aspects. (1) NHQ framework (Sec. 3). The framework contains two modules: composite index and joint pruning. The former is built based on a PG via the presented fusion distance that can measure the similarity of two objects by considering both their feature vectors and attributes simultaneously. The latter concurrently prunes unpromising objects with dissimilar feature vectors and mismatched attributes by evaluating the fusion distance when searching on the composite index, thereby returning hybrid query results in one step. We emphasize that our NHQ is a generalized framework, and thus we can deploy current PGs (such as HNSW [9]) on it to serve as a composite index with a minor modification (Sec. 6.2). (2) Navigable PGs (NPGs) (Sec. 4). In NHQ, PG plays a key role and a PG’s edge selection and routing strategies have an important impact on the hybrid query processing’s performance. Although we can implement different existing PGs on NHQ, the inherent limitations of existing PGs still leave us room for optimization. Hence, we present two NPGs with novel edge selection and routing strategies, which offer the state-of-the-art performance of PG. (3) NPG-based hybrid query methods (Sec. 5). We obtain two hybrid query methods by integrating the proposed NPGs into our NHQ framework. Specifically, we build two NPG-based composite indexes with our fusion distance measure. Meanwhile, we implement an optimized joint pruning on a NPG-based composite index. We experimentally prove that our NPG-based hybrid query methods significantly outperform the state-of-the-art competitors on all datasets (10× faster under the same Recall).

We verify our approaches’ superiority of effectiveness and efficiency by various metrics on nine real-world datasets, compared with six popular PGs and six hybrid query methods, respectively.

The remainder of this paper is organized as follows. Preliminaries are presented in Sec. 2. Sec. 3 outlines the NHQ framework. Sec. 4 presents two proposed NPGs with the optimized edge selection and routing strategies. The NPG-based hybrid query methods are discussed in Sec. 5. Sec. 6 shows the experimental evaluation. Sec. 7 reviews the related work, and Sec. 8 concludes this paper.

2 PRELIMINARIES

We first define the hybrid query in Sec. 2.1 and then briefly overview different types of solutions to hybrid queries in Sec. 2.2. For ease of understanding, we summarize frequently used notations in Tab. 1.

2.1 Problem Definition

Similar to [27], [28], we use the term object set to refer to the data that we deal with in this paper.

**Definition 1. Object Set.** An object set is defined as a set $S = \{e_0, \ldots, e_{n-1}\}$ of size $n$. For each object $e \in S$, (1) its features are represented as a high-dimensional vector, denoted by $\nu(e)$, (2) $e$ has a set of attributes denoted by $\{a_0, \ldots, a_{m-1}\}$ and $e.a_i$ indicates the value of attribute $a_i$ of $e$. Moreover, we define the feature vector space of all objects in $S$ as $X = \{\nu(e) | e \in S\}$.

**Example 1.** An object set could refer to different types of data, e.g., a set of images or papers. When we specify each object $e$ as a paper, it carries two types of information: one is the implicit semantics behind the text, which is usually represented as a feature vector $\nu(e)$ through deep neural network (DNN), e.g., BERT [29]; and another is the explicit attributes, e.g., {publish_year, venue, topic}, such as $e.venue = \text{SIGMOD}$.

Given an object set $S$ and a user-input query object $q$, many approaches have been studied to retrieve the most similar objects to $q$ from $S$ by considering feature vectors’ distance [9], [30], [31]. In the following, we first introduce vector similarity search, then formally define the hybrid query that we focus in this paper.

Given an object $e \in S$ and its feature vector $\nu(e) \in X$, we have $\nu(e) = [\nu(e)_0^d, \nu(e)_1^d, \ldots, \nu(e)_{d_{m-1}}^d]$, where $\nu(e)_i^d$ denotes
the value of \( \nu(e) \) on the \( i \)-th dimension. In particular, we are interested in the high-dimensional case where \( d \) ranges from hundreds to thousands. For any two objects \( e, o \in S \) with feature vectors \( \nu(e), \nu(o) \in X \), we can measure their vector similarity through various methods, e.g., Euclidean distance [8] and Cosine similarity [9]. Among these methods, Euclidean distance is the most commonly used in the literature [26], which is given in Eq. 1.

\[
\delta(\nu(e), \nu(o)) = \sqrt{\sum_{i=0}^{d-1} (\nu(e)^i - \nu(o)^i)^2}
\]

We define the exact vector similarity search as follows [7], [32], [33], [34]:

**Definition 2. Exact Vector Similarity Search.** Given an object set \( S \), a query object \( q \) with the feature vector \( \nu(q) \), and an integer \( k \), the exact vector similarity search aims at obtaining the exact top-\( k \) objects from \( S \) whose feature vectors are closest to \( \nu(q) \).

In Def. 2, the exact top-\( k \) objects (denoted by \( G \)) hold that

\[
G = \arg \min_{G \subseteq S, |G|=k} \sum_{e \in G} \delta(\nu(e), \nu(q))
\]

Applying exact vector similarity search on a large \( S \) is impractical because of the high computational cost [24]. So, an approximate vector similarity search is of realistic significance, as it balances a trade-off between accuracy and efficiency using a vector index [24] and can be defined as follows [7], [32], [33], [34]:

**Definition 3. Approximate Vector Similarity Search.** Given an object set \( S \), a query object \( q \) with the feature vector \( \nu(q) \), and parameters \( \epsilon (>0) \) and \( k \), the approximate vector similarity search aims at obtaining the approximate top-\( k \) objects \( D \) from \( S \), such that \( \forall i = 0, 1, \cdots, k-1, \delta(\nu(e_i), \nu(q)) \leq (1+\epsilon) \delta(\nu(o_i), \nu(q)) \), where \( e_i \in D \), and \( o \in S \) is the exact top-1 object whose feature vector is closest to \( \nu(q) \).

Given the exact top-\( k \) objects \( G \) from Def. 2 and the approximate top-\( k \) objects \( D \) from Def. 3, we can evaluate the approximate vector similarity search’s accuracy by recall rate \( \text{Recall}@k \):

\[
\text{Recall}@k = \frac{|D \cap G|}{k}
\]

A larger \( \text{Recall}@k \) indicates that more accurate results are returned for approximate vector similarity search. Hereafter, we refer to approximate vector similarity search simply as vector similarity search unless otherwise specified.

To efficiently return the query results, vector similarity search preprocess \( S \) by building an vector index \( \mathcal{I}(S) \) based on the feature vector space \( X \) of \( S \). According to how the index \( \mathcal{I}(S) \) is built, we divide vector similarity search methods into four common genres: quantization-based [22], [35]; tree-based [36], [37]; hashing-based [38], [39]; and proximity graph (PG)-based groups [8], [9]. Many works in the literature [8], [26] have demonstrated that the PG-based methods achieve better speedup vs recall rate trade-off.

Recently, a rich spectrum of emerging applications—e.g., finding similar products in e-commerce [4], [12]—not only expect that the query results and given query object will have similar feature vectors, but also have the same attributes [4], [12], [13], [15]. For queries in this context, the query object’s feature vector and attributes of interests can be viewed as the unstructured and structured query constraints, respectively [12]. We aim to identify similar objects that satisfy both the given feature vector and attribute constraints. We define such a hybrid query as follows:

**Definition 4. Hybrid Query.** Given an object set \( S \) and a query object \( q \) with the feature vector \( \nu(q) \) and a set of attributes \( \{a_0, \cdots, a_{m-1}\} \) of size \( m \), a hybrid query returns approximate top-\( k \) objects from \( S \), denoted by \( D \). The relationship between the feature vectors of objects in \( D \) and \( \nu(q) \) satisfies Def. 3 and objects’ attributes are the same as those of query object \( q \)—that is, for \( e \in D \), \( \forall i = 0, 1, \cdots, m-1, e.a_i = q.a_i \).

Although the hybrid query can be viewed as an extended vector similarity search with attribute constraints [4], it is a non-trivial problem to solve, because all existing solutions suffer from effectiveness and efficiency issues (L1-L4 in Sec. 1.1), which is what inspired our research. We next briefly introduce essential differences in the implementation strategies of hybrid query processing between existing solutions and ours, to highlight our solution’s novelty.

### 2.2 Implementation Strategies

As Sec. 1.1 mentions, existing solutions to hybrid queries are designed in a “decomposition-assembly” model, where a hybrid query is decomposed to two standalone subqueries for processing separately and final results assembling—that is, the vector similarity search is based on a vector index and attribute filtering is based on an attribute index. There are two implementation strategies regarding the execution order of these two subqueries, i.e., Strategies A and B in Fig. 2. Current work mainly falls in these categories and cannot achieve the best performance. By contrast, our solution works by using a new fusion strategy (Strategy C).

**Strategy A:** “first attribute filtering, then vector similarity search.” In general, attribute filtering shows higher unit efficiency than vector similarity search, e.g., in our evaluation, the average overhead time is about 0.02\( \mu s \) and 0.50\( \mu s \) for checking whether two attributes are equal and computing the distance of a pair of feature vectors, respectively. Therefore, when attribute filtering runs first, vector similarity search can be performed on the obtained candidate subset rather than the entire object set, which will boost query efficiency to some extent. As a side effect, this strategy suffers from memory and efficiency issues regarding vector index construction for searching similar vectors, as we analyzed in Sec 1.1 (L4). To address this problem, existing efforts [4], [12] encode the feature vectors by PQ [22] for approximating
Euclidean distance (Eq. 1). Yet, they yield remarkably low query accuracy, especially compared to vector similarity search on top of the PG-based vector index [26].

**Strategy B:** “first vector similarity search, then attribute filtering.” This strategy can be classified further into two different categories: (1) One is to perform attribute filtering after completing vector similarity search; that is, we only need to check the attributes of the returned approximate top-k objects. (2) The other is to perform attribute filtering after each step of vector similarity search; that is, we need to check the attributes for each object explored during the vector similarity search (i.e., the entire search space). In our evaluation (see Sec. 6.2), (1) is more efficient than (2) in most cases, so that (1) is adopted more widely in most existing work [13], [18]. One possible explanation is that, because current vector indexes are built with feature vectors rather than attributes, prematurely filtering the object that mismatches the attributes in each search step may impair vector similarity search’s performance [24]. Nevertheless, a hybrid query working off (1) usually requires vector similarity search to return more than k candidates for subsequent attribute filtering (e.g., it may need to process 300 candidates for obtaining top-10 nearest objects), which limits vector similarity search’s efficiency (Sec. 1.1, L3).

In addition, Strategies A and B must maintain the attribute index and vector index simultaneously (Fig. 2), and separately searching on the two indexes would increase computational overhead (we discussed these in Sec. 1.1, L1–2). To overcome these limitations, we design and implement the following novel solution.

**Strategy C:** “joint attribute filtering and vector similarity search”. This strategy carries out vector similarity search and attribute filtering concurrently on a composite index (Fig. 2) that contains both the feature vectors’ and attributes’ information, which obviously differs from the vector index or attribute index in Strategies A and B. For Strategy C, given a query object and a composite index, we jointly prune unpromising objects with dissimilar vectors and mismatched attributes during query processing, so that we return query results in one step without intermediate candidates. To the best of our knowledge, this is the first work to present a hybrid query solution in a fused way. With this essential difference, compared to existing solutions we achieve 10× improvement in effectiveness and efficiency.

### 3 Native Hybrid Query Framework

Rather than answering a hybrid query by two separate subqueries on different indexes, we propose a native hybrid query (NHQ) framework, with a well-designed composite index to support unstructured and structured query constraints simultaneously. We first show the intuition of our solution (Sec. 3.1), and then describe the NHQ framework working off Strategy C in detail (Sec. 3.2).

#### 3.1 Intuition

To build a purpose-built index for hybrid queries, it is natural to assemble both unstructured and structured information in this index (i.e., a composite index). Research suggests that the graph has inherent advantages in embedding complex information [40], [41], [42]. For example, the multimodal knowledge graph embeds various modal data (e.g., image, text) into a graph, thereby benefiting a multitude of downstream tasks [43], [44]. Driven by this, we explore how to integrate various types of information into a graph as our composite index. In the literature of vector similarity search, the mainstream vector index is implemented based on PG (see Def. 5), which has been proven to offer state-of-the-art performance compared to other index types [7], [45], [46]. However, existing PGs only contain feature vectors’ neighborhood relationship while excluding attributes, so they cannot be used directly for building the composite index.

**Definition 5. Proximity graph (PG).** Given an object set S, we define the PG of S w.r.t. an distance threshold Θ as a graph \( G = (V, E) \) with the vertex set \( V \) and edge set \( E \). (1) For each vertex \( u \in V \), it corresponds to an object \( e \in S \). (2) For any two vertices \( u_i \) and \( u_j \) from \( V \), we have an edge \( u_i u_j \in E \), iff \( \delta(\nu(u_i), \nu(u_j)) \leq \Theta \), where \( \nu(u_i) \) and \( \nu(u_j) \) is the feature vectors of objects \( u_i \) and \( u_j \), respectively.

For a vertex \( u_i \), we denote by \( N_G(u_i) \) the set of all neighbors of \( u_i \) in \( G \), that is, \( \{ u_j | u_j \in V, u_i u_j \in E \} \); we omit the subscript \( G \) when the graph is clear from the context. In Def. 5, \( \Theta \) controls the vertex \( u_i \)’s neighbors. The higher the value of \( \Theta \), the more neighbors \( u_i \) has. Specifically, a larger \( \Theta \) yields more neighbors of \( u_i \), thus increasing the search space expanded from \( u_i \) in turn, reducing search efficiency [9]. Meanwhile, a smaller \( \Theta \) may break a PG’s connectivity, which impacts search accuracy [8]. In general, some specific PGs’ differences mainly fall into the implementation of (2) in Def. 5 (e.g., DPG [26] and NSG [8]).

Instead of building an ordinary PG only based on objects’ feature vectors, our insight is to build a new PG based on both the feature vectors and attributes to serve as the composite index, so that we can answer hybrid queries directly with structured and unstructured constraints. For example, consider an ordinary PG \( G = (V, E) \) built for an object set \( S \). For any vertex \( u \in V \), it only links neighbors (i.e., \( N(u) \)) with similar feature vectors. In contrast, for our new PG, we not only expect the feature vector of each object in \( N(u) \) to be similar to \( u \)’s feature vector, but also to have the matched attributes. On this basis, we can jointly prune the unpromising vertices with dissimilar feature vectors and mismatched attributes by evaluating the fusion distance (defined in Sec. 3.2).

#### 3.2 NHQ Framework

Fig. 3 overview the NHQ framework, which consists of two modules: composite index and joint pruning.
Overview. To build a composite index, the key challenge is to measure the distance between objects—or rather, the fusion distance of feature vectors and attributes. We can evaluate the distance of feature vectors by Eq. 1, while the fusion distance of feature vectors and attributes. We can evaluate the distance of attribute vectors. So, we can obtain an optimal configuration of an attribute vector) offer the best hybrid querying performance and are recommended for most datasets and algorithms (see Sec. 6.5). In other words, this configuration of $\omega_\nu$ and $\omega_\ell$ is dataset-independent—that is, they only relate to the feature vector distance $\delta(\nu(e_i), \nu(e_j))$ of two specific objects and the attribute vector dimension $m$—so we do not need to configure them specifically for different datasets. The basic idea behind this configuration is that we obtain a fusion distance by fine-tuning the feature vector distance via the attribute distance. More precisely, for two objects $e_i$ and $e_j$, we first obtain their feature vector distance $\delta(\nu(e_i), \nu(e_j))$, then the attribute distance $\chi(\ell(e_i), \ell(e_j))$ serves as a fine-tuning effect for the fusion distance. For example, if $e_i$ and $e_j$ have exactly matched attributes, that is, $\chi(\ell(e_i), \ell(e_j)) = 0$, we make no changes on the original feature vector distance (i.e., $\Gamma(e_i, e_j) = \delta(\nu(e_i), \nu(e_j))$). While if the attributes of $e_i$ and $e_j$ do not match at all—that is, $\chi(\ell(e_i), \ell(e_j)) = m$—we impose a penalty on the original feature vector distance and achieve a fusion distance of $\Gamma(e_i, e_j) = 2 \cdot \delta(\nu(e_i), \nu(e_j))$. Finally, we get that $\Gamma(e_i, e_j)$ satisfies $\delta(\nu(e_i), \nu(e_j)) \leq \Gamma(e_i, e_j) \leq 2 \cdot \delta(\nu(e_i), \nu(e_j))$ for different attribute distances.

**Composite index.** The original PGs construct the neighborhood relationship between two objects based on their feature vector distance (Eq. 1), so that we say only the objects’ unstructured information is preserved in the PG’s topological structure. By contrast, we take into consideration both the distances of feature vectors and attribute vectors by Eq. 6. So, we preserve both the unstructured and structured information in the neighborhood relationship between objects, thereby generating a new PG and we can take it as the composite index (as Fig. 3 (bottom right) shows).

Specifically, given an object set $S$, we build a composite index $G = (V, E)$ on $S$ through Alg. 1. We first initialize the vertex set $V$ by $S$ to ensure that each object $e \in S$ corresponds to a vertex $u \in V$ in $G$, as well as an empty edge set.

---

**Algorithm 1:** Building Composite Index ($\mathcal{S}$)

**Input:** Object set $\mathcal{S}$

**Output:** Composite Index $G = (V, E)$

1. $V \leftarrow S$, $E \leftarrow \emptyset$
2. forall $u_i \in V$
   3. forall $u_j \in V \setminus \{u_i\}$
   4. if $\Gamma(u_i, u_j) \leq \Theta$ then
      5. $E = E \cup \{u_i u_j\}$
6. return $G = (V, E)$

---

**Algorithm 2:** Joint Pruning ($G, q, B$)

**Input:** Composite Index $G$, query object $q$, seed set $B$

**Output:** result set $\mathcal{R}$

1. candidate set $\mathcal{C} \leftarrow B$; result set $\mathcal{R} \leftarrow B$
2. while $\mathcal{R}$ is updated do
   3. $u_i \leftarrow \arg \min_{u_i \in \mathcal{C}} \Gamma(q, u_i)$; $\mathcal{C} \leftarrow \mathcal{C} \setminus \{u_i\}$
   4. $\mathcal{N}(u_i) \leftarrow$ the neighbors of $u_i$; $\mathcal{C} \leftarrow \mathcal{C} \cup \mathcal{N}(u_i)$
   5. forall $u_j \in \mathcal{N}(u_i)$
      6. $u_r \leftarrow \arg \max_{u_r \in \mathcal{R}} \Gamma(q, u_r)$
      7. if $\Gamma(q, u_i) < \Gamma(q, u_r)$
         8. $\mathcal{R} = \mathcal{R} \setminus \{u_r\}$; $\mathcal{R} = \mathcal{R} \cup \{u_j\}$
9. return $\mathcal{R}$

---

**Tor space** given an object set $S$ from the feature vector space $\mathcal{X}$ shown in Fig. 3 (bottom left), we first apply ordinal encoding [48] to encode the attribute values for each object $e \in S$ as an attribute vector $\ell(e) = [\ell(e)^0, \ldots, \ell(e)^{m-1}]$, where $\ell(e)^k$ is the encoded value of attribute value $e.a_k$. Then, we have the attribute vector space $\mathcal{Y} = \{\ell(e) | e \in S\}$.

For $e_i, e_j \in \mathcal{S}$, we obtain the fusion distance of $\delta(\nu(e_i), \nu(e_j))$ (Eq. 1). The smaller $\delta(\nu(e_i), \nu(e_j))$ is, the more similar $\nu(e_i)$ and $\nu(e_j)$ are. We measure the distance between $\ell(e_i) \in \mathcal{Y}$ and $\ell(e_j) \in \mathcal{Y}$ as follows:

$$\chi(\ell(e_i), \ell(e_j)) = \sum_{k=0}^{m-1} \phi(\ell(e_i)^k, \ell(e_j)^k),$$

where $\phi(\ell(e_i)^k, \ell(e_j)^k)$ satisfies

$$\phi(\ell(e_i)^k, \ell(e_j)^k) = \begin{cases} 0, & \ell(e_i)^k = \ell(e_j)^k \\ 1, & \ell(e_i)^k \neq \ell(e_j)^k \end{cases}.$$
Given a composite index $G = (V, E)$ built for an object set $S$, a query object $q$, and a seed set $B \subseteq V$ (usually these are selected randomly from $V$ [24]), we obtain the approximate top-$k$ objects via joint pruning using the following steps (Alg. 2): (1) Initialization. We use a visited vertex set $C$ to record the vertices for further search expansion and use a result set $R$ of size $k$ to record current query results, both of which are initialized by $B$ (line 1). (2) Search expansion. We take out the vertex $u_j$ with the smallest $\Gamma(q, u_j)$ from $C$ as the next visited vertex for search expansion (line 3), and then expand $C$ by $C \cup N(u_j)$ (lines 3–4). (3) Query results update. We update $R$ by the better vertices in $N(u_j)$ (lines 5–8). To be more precise, for any vertex $u_i \in N(u_j)$ and a vertex $u_r \in R$ that has the farthest distance to $q$, we replace $u_r$ in $R$ by $u_j$, if $u_j$ is closer to $q$ than $u_r$ in terms of our fusion distance, i.e., $\Gamma(q, u_j) < \Gamma(q, u_r)$. This is because $u_j$ is more similar to $q$ in both the feature vectors and attributes, compared with $u_r$. Finally, we repeat (2) and (3) until $R$ cannot be further updated, then we terminate the query and return $R$ as the approximate top-$k$ objects.

Example 2. In Fig. 3 (top right), we show the joint pruning of returning the nearest object (i.e., top-1) to the query object $q$. First, we initialize the seed vertex set with a randomly selected vertex, i.e., $B = \{u_0\}$, then we have $C = \{u_0\}$, $R = \{u_0\}$. Second, we expand the search space with $u_0$'s neighbors and update $C = \{u_1, u_2, u_3, u_4\}$. Third, we replace $u_0$ in $R$ by $u_4$ because $\Gamma(q, u_4) = 0.5$ is smaller than $\Gamma(q, u_0) = 1.0$. We then keep expanding the search space by updating $C$ with the neighbors of $u_4$, $u_5$, and finally we have $R = \{u_5\}$. Because each vertex $u_j \in N(u_5)$ satisfies $\Gamma(q, u_j) > \Gamma(q, u_5)$, we return $u_5$ as the approximate top-1 nearest object. In the process, we prune the search space from vertices $u_1$, $u_2$, and $u_3$.

Remarks. (1) It is worth emphasizing that joint pruning can obtain the hybrid query results in one step, thereby avoiding the post-processing operation (merging in Fig. 1(c)) of solutions following the “decomposition-assembly” model. (2) Although the fusion distance weights’ optimal configuration ($\omega_i$ and $\omega_j$ in Eq. 6) is dataset independent, users still can set them flexibly according to their query preference, thereby getting personalized query results (e.g., only considering the attributes by setting $\omega_\ell = 0$ and $\omega_r = 1$).

## 4 NAVIGABLE PROXIMITY GRAPH

NHQ is a generalized framework works well with existing PGs. We easily can deploy a specific PG in NHQ to form the composite index by changing its original distance measure to our fusion distance (Eq. 6), so that we can offer this PG the ability to handle hybrid queries effectively. However, current PGs’ limitations would have a side-effect on NHQ’s overall performance with the PG-based composite index. This motivates us to present two new Navigable PGs (NPGs) in this section, by optimizing the edge selection and routing strategies widely used for building a PG and searching on a PG, respectively. We discuss the details of how to deploy our NPGs in NHQ in Sec. 5.

### 4.1 Edge Selection

Edge selection is a key step in building a PG [24]. Given an object set $S$, we obtain the neighbors of each object $e \in S$ based on an edge selection strategy. Different strategies produce noteworthy index structure discrepancies for a PG, thereby impacting search performance on the PG [8], [26].

**Intuition.** In general, existing PGs focus on two factors during edge selection: distance between two vertices (D1) and distribution of all vertices (D2) [24]. Early PGs such as NSW [50] and KGraph [51] only consider D1 when selecting edges—that is, each vertex is connected with a certain number of its nearest neighbors. [52] argued that only considering D1 would lead to redundant computations and impair search efficiency, as illustrated in Example 3.

**Example 3.** Fig. 4(a) illustrates a situation where four nearest neighbors are connected to $u_i$. We divide $u_i$’s neighborhood into four parts (P1–P4) by a black solid line, and the neighbors located in each part will guide the search to approach the query object $q$ along this orientation. Suppose we are going to expand the search space from $u_i$. Because most of $u_i$’s neighbors are in the same area (such as $u_0$–$u_2$ in P1), we cannot use these neighbors to guide a search toward $q$ that is located in different areas (e.g., P3). Instead, we need extra computation to find a new route to $q$’s area, which adds computational overhead and reduces query efficiency.

Recent PGs add D2 to edge selection, which diversifies each vertex’s neighbors under the premise of ensuring a similarity of neighbors [26], thereby significantly improving the search performance. [24] concluded that state-of-the-art PGs connect neighbors in more directions through the edge selection strategy of Relative Neighborhood Graph (RNG), which we define next.

**Definition 6.** RNG [53]. A RNG $G = (V, E)$ w.r.t a given object set $S$ holds that Def. 5 (PG’s definition), and for any two vertices $u_i, u_j$ from $V$, we have an edge $u_i u_j \in E$, if $\delta(\nu(u_i), \nu(u_j)) < \delta(\nu(u_i), \nu(u_k))$, or $\delta(\nu(u_i), \nu(u_j)) < \delta(\nu(u_k), \nu(u_j))$, where $u_k \in V$ is an arbitrary vertex that satisfies $u_k \neq u_i \neq u_j$.

**Example 4.** As Fig. 4(b) shows, the yellow lune is formed by two circles’ intersection. For example, the small lune is formed by two circles with centers $u_i$ and $u_0$ as the centers and distance $\delta(\nu(u_i), \nu(u_0))$ as the radius. We add an edge between $u_i$ and $u_0$, iff the lune formed by $u_i$ and $u_0$ does not include any other vertices, which is equivalent to the condition of RNG’s edge selection in Def. 6 (refer to [54] for proof). Under this rule, RNG’s
edge selection prevents \( u_i \)'s neighbors from congesting in the same area, so there is more opportunity to link neighbors in different areas (such as \( u_5 \) in P4) [26]. However, RNG’s edge selection is still problematic, e.g., the vertices in P2 and P3 cannot be connected to \( u_3 \) in Fig. 4(b) because they violate the above rule. For instance, the lune formed by \( u_3 \) and \( u_i \) already includes a vertex \( v_2 \), so we cannot add an edge between \( u_3 \) and \( u_i \). As a result, for the case that query object \( q \) in the area of P2 or P3, we still need more computations for finding a new route to \( q \)'s area.

**Our edge selection.** Based on the above observations, we design a new edge selection strategy considering D1 and D2, which is committed to link one nearest neighbor to \( u_i \) in each area of \( u_i \) (Fig. 4(c)). We first give the definition of the landing zone formed by \( u_i \) and \( u_i \)'s one neighbor \( u_j \in\mathcal{N}(u_i) \), which depicts the area that only the vertices in it could be added to \( \mathcal{N}(u_i) \). We then give our edge selection strategy working off the landing zone.

**Definition 7. Landing zone.** Given a vertex \( u_i \) and \( u_i \)'s one neighbor \( u_j \in\mathcal{N}(u_i) \), the landing zone \( \mathcal{L}(u_i, u_j) \) formed by \( u_i \) and \( u_j \) is an area defined by \( H(u_i, u_j) \setminus B(u_i, \delta(v(u_j), v(u_i))) \), where \( H(u_i, u_j) \) is the half space containing \( u_i \), it is divided by the perpendicular bisection plane \( \mathcal{U}(u_i, u_j) \) of the line connecting \( u_i \) and \( u_j \) [55], and \( B(u_i, \delta(v(u_j), v(u_i))) \) is the hypersphere with \( u_i \) as the center and \( \delta(v(u_j), v(u_i)) \) as the radius [8].

**Example 5.** As Fig. 4(c) shows, in a two-dimensional space, \( \mathcal{U}(u_i, u_0) \) is a perpendicular bisection of the line connecting \( u_i \) and \( u_0 \) (i.e., the red line), \( H(u_i, u_0) \) is located on the upper side of \( \mathcal{U}(u_i, u_0) \), and \( B(u_i, \delta(v(u_0), v(u_i))) \) is the area enclosed by the green circle. Therefore, the landing zone \( \mathcal{L}(u_i, u_0) \) formed by \( u_i \) and \( u_0 \) is the green shaded region (i.e., \( H(u_i, u_0) \setminus B(u_i, \delta(v(u_i), v(u_0))) \)).

By defining a landing zone \( \mathcal{L}(u_i, u_j) \) for each neighbor \( u_j \in\mathcal{N}(u_i) \), we easily locate the areas without any neighbor of \( u_i \) by the intersection of the landing zones of \( u_i \)'s all neighbors (i.e., \( \bigcap_{u_j \in\mathcal{N}(u_i)} \mathcal{L}(u_i, u_j) \)). Then, we add a nearest vertex in this intersection area to \( \mathcal{N}(u_i) \), which facilitates the diversity of neighbors regarding areas. We now introduce the core steps of our edge selection strategy for building a PG \( G = (V, E) \); more specifically, for \( \forall u_i \in V \), we aim to obtain its neighbors \( \mathcal{N}(u_i) \) as follows.

1. **Candidates initialization.** We acquire a candidate neighbor set \( \mathcal{C}(u_i) \) (a subset of \( V \setminus \{u_j\} \)) of size \( l \) (by randomly sampling [51] or an additional index [50];) it holds that \( l \ge k \), where \( k \) is the upper bound of the number of \( u_i \)'s neighbors (i.e., \( |\mathcal{N}(u_i)| \le k \)).

2. **Neighbors initialization.** We sort the vertices in \( \mathcal{C}(u_i) \) in ascending order w.r.t their distances to \( u_i \). Then we initialize \( \mathcal{N}(u_i) \) with \( u_i \)'s nearest candidate neighbor \( u_t \) from \( \mathcal{C}(u_i) \) and add \( u_t \) to \( \mathcal{N}(u_i) \), as well as removing \( u_t \) from \( \mathcal{C}(u_i) \).

3. **Neighbors update.** We remove the nearest vertex \( u_p \) of \( u_i \) from \( \mathcal{C}(u_i) \), and add \( u_p \) to \( \mathcal{N}(u_i) \), iff \( u_p \) is in the new intersection area (i.e., \( \bigcap_{u_j \in\mathcal{N}(u_i)} \mathcal{L}(u_i, u_j) \)) of the landing zones formed by \( u_i \) and all its neighbors. We repeat this process until \( \mathcal{C}(u_i) = \emptyset \).

**Remarks.** Since each \( u_p \) added to \( \mathcal{N}(u_i) \) is located in a new area, our strategy ensures the diversity of \( u_i \)'s neighbors regarding areas where \( \mathcal{C}(u_i) \) is located.

**Example 6.** In Fig. 4(c), suppose we have \( \mathcal{N}(u_i) = \{u_0\} \) and \( \mathcal{C}(u_i) = \{u_3, u_4, \ldots, u_9\} \), we can add \( u_5 \) to \( \mathcal{N}(u_i) \) because \( u_5 \) is in the landing zone \( \mathcal{L}(u_i, u_0) \) (i.e., the green shaded region); then we can add \( u_5 \) to \( \mathcal{N}(u_i) \) because \( u_5 \) is in the intersection of \( \mathcal{L}(u_i, u_0) \) and \( \mathcal{L}(u_i, u_3) \) (i.e., \( \mathcal{L}(u_i, u_0) \cap \mathcal{L}(u_i, u_3) \)). We repeat our edge selection until each new area contains one neighbor of \( u_i \) (e.g., \( u_7 \) in P3 and \( u_5 \) in P4). Compared to RNG’s edge selection, the neighbors acquired by ours are more diverse. Hence, we can route to the query object \( q \) based on \( u_i \)'s neighbor that is in the same area of \( q \), thereby improving the query efficiency.

**Complexity.** For \( u_i \in V \), the time complexity of sorting \( \mathcal{C}(u_i) \) is \( O(l \cdot \log(l)) \). For each \( u_p \in \mathcal{C}(u_i) \), we must check \( \mathcal{N}(u_i) \) \((\le k)\) times to see if \( u_p \) is in the landing zone \( \mathcal{L}(u_i, u_j) \) for each \( u_j \in\mathcal{N}(u_i) \). Thus, the check times of getting the final \( \mathcal{N}(u_i) \) via our edge selection is \( l \cdot k \) \((\ll |V|)\). So, the time complexity of performing our edge selection on \( V \) is \( O(l \cdot (k + \log(j)) \cdot |V|) \).

**4.2 Routing.**

Routing is a key step of searching on a PG [56]. Given a PG and a query object, the process of finding the query results is implemented using a proper routing strategy that determines a routing path from the start vertex to the result vertex [56], e.g., the path indicated by the black arrows in Fig. 5. Obviously, the routing strategy directly affects the efficiency and accuracy of searching on the PG [57].

**Intuition.** Most existing PGs adopt a greedy search as their routing strategy, which leads to some redundant computations (see Example 7) [58], [59]. Some machine learning optimizations [59] are used to mitigate this problem, which achieve better Speedup vs Recall trade-off at the expense of more index processing time and memory [24], [56] specifies two search stages on which routing has different requirements, i.e., the stage far from the query object (S1) and the stage closer to the query object (S2). In S1, [56] claims that we should quickly locate the query object’s neighborhood (for efficiency requirement), while in S2, we should focus on comprehensively visiting vertices nearest to the query object (for accuracy requirement). Therefore, [56] designs a tailored routing strategy for each stage, to form a two-stage routing strategy, called TOGG. However, TOGG attaches a tree-based index (e.g., KD-tree is used) to organize the
neighbors of each vertex (see Example 7), which increases the index construction time and memory overhead.

Our routing. As a simple and effective solution, we design a random TOGG. In S1, for each visited vertex \( u_i \), rather than obtaining partial neighbors of \( u_i \) for distance calculation by an additional tree (as TOGG did), we randomly select \( u_i \)’s \( \lceil k/h \rceil \) (1 \( \leq h \leq k \), where \( k \) is the upper bound of the vertex degree) neighbors from \( \mathcal{N}(u_i) \) for distance calculation and quickly approach the query object’s neighborhood. While in S2, we evaluate the distance of all neighbors in \( \mathcal{N}(u_i) \) to the query object to ensure query accuracy, which is the same as the greedy search. Different from TOGG, our routing can achieve the comparable accuracy but does not introduce additional index management overhead.

Example 7. Fig. 5 shows the routing process (indicated by black arrows) from the start vertex \( u_0 \) to the result vertex \( u_0 \) working off different routing strategies. When we use greedy search as the routing strategy (Fig 5(a)), neighbors of each visiting vertex are explored fully; e.g., for \( u_0 \), the distances from all vertices in \( \mathcal{N}(u_0)=\{u_1, u_2, u_3\} \) to the query object are computed. As a result, the greedy search has 12 distance calculations. In Fig. 5(b), TOGG organizes each vertex’s neighbors (\( \mathcal{N}(u_0) \)) in a tree-based index. In S1 (\( u_0 \rightarrow u_3 \rightarrow u_0 \)), TOGG selects the next hop based on each visited vertex’s neighbor index. In S2 (\( u_0 \rightarrow u_5 \)), TOGG uses a similar routing to the greedy search. Finally, TOGG only needs 9 distance calculations. Instead of an additional tree-based index for each vertex’s neighbors, our routing randomly selects \( \lceil k/h \rceil =2 \) neighbors (when we set \( k=4 \) and \( h=2 \)) for computing the distance to the query object in S1 and performs the greedy search in S2. Similar to TOGG, our strategy requires only 8 distance calculations in Fig. 5(c). It is worth noting that our routing avoids some unnecessary calculations and improves query efficiency without extra index processing and memory overhead.

Complexity. According to [8], [9], [56], the greedy search’s time complexity on a PG is about \( O(k \cdot \log(|V|)) \), where \( k \ll |V| \) is the maximum number of neighbors of each vertex and \( \log(|V|) \) is approximately the length of the routing path on average. In our routing, we set the length of the routing path in S1 as \( l_1 \) and the length of the routing path in S2 as \( l_2 \) on average; then we have \( l_1+l_2=\log(|V|) \). Therefore, our routing’s time complexity is \( O((\lceil k/h \rceil) \cdot l_1 + k \cdot l_2) \).

4.3 NPG with Our Edge Selection and Routing

We present two NPGs, i.e., NPG_nsw and NPG_kgraph, based on two mainstream PGs, NSW [50] and KGraph [51], by using our edge selection and routing strategies. More precisely, we construct two NPGs through our edge selection and conduct the search on them through our routing.

NPG_nsw. NPG_nsw is constructed by inserting an object incrementally. Specifically, a newly inserted object \( e_i \in S \) (corresponding to a vertex \( u_i \)) is regarded as a query object, so we conduct a greedy search [8] to obtain \( l \) vertices closest to \( u_i \) as \( u_i \)’s candidate neighbors \( \mathcal{C}(u_i) \) from the NPG_nsw built on previously inserted objects [50]. Then we apply our edge selection to form \( u_i \)’s neighbors \( \mathcal{N}(u_i) \). We repeat these operations for each object in \( S \), yielding a NPG_nsw.

NPG_kgraph. This is built by iteratively updating neighbors. For each \( e_i \in S \) (corresponding to a vertex \( u_i \)), we randomly generate its \( l \) initial candidate neighbors \( \mathcal{C}(u_i) \). To make the vertices in \( \mathcal{C}(u_i) \) are closer to \( u_i \), we refine \( \mathcal{C}(u_i) \) through the neighbors of \( u_i \)’s neighbors, as the neighbors of a vertex’s neighbors are likely to be neighbors of the vertex [51]. Then we obtain \( \mathcal{N}(u_i) \) by using our edge selection in the final \( \mathcal{C}(u_i) \). Specifically, we execute the following process until the graph quality (see Def. 8) [60] reaches a preset threshold (in our experiment, 0.8 is enough to achieve a good performance): for any \( u_j \in \mathcal{C}(u_i) \) and \( u_k \in \mathcal{C}(u_j) \), we add \( u_k \) to \( \mathcal{C}(u_i) \), if \( \delta(u_i, u_k) < \delta(u_i, u_j) \), where \( u_i \) is the farthest vertex to \( u_k \) in \( \mathcal{C}(u_i) \). After the iteration completes, for each \( u_i \in V \), its neighbors \( \mathcal{N}(u_i) \) are produced from \( \mathcal{C}(u_i) \) via our edge selection.

Definition 8. Graph quality [24]. Given a PG \( G=(V,E) \), we define the graph quality \( Q_G \) of \( G \) as the mean ratio of the number of \( u \)’s neighbors (i.e., \( \mathcal{N}(u) \)) in \( M(u) \) over \(|M(u)|\) for all \( u \in V \) (Eq. 7), where \( M(u) \) is the \( k \) nearest vertices of \( u \) in \((V \setminus \{u\})\).

\[
Q_G = \frac{1}{|V|} \sum_{u \in V} \frac{|\mathcal{N}(u) \cap M(u)|}{k}
\]

Given the two constructed NPGs, we can apply our routing strategy on them directly to return query results efficiently, starting from a randomly acquired seed vertex.

Remarks. In addition to NSW and KGraph, our edge selection and routing also apply to many other PGs, e.g., SPTAG [19]. So, we easily obtain a new user customized PG by improving the original PG with our edge selection and routing (just like we built NPG_nsw and NPG_kgraph). Our experiment shows that our proposed NPGs yield significant performance improvement, comparing to the original PGs.

5 NPG-Based Hybrid Query Methods

We integrate the proposed NPGs (i.e., NPG_nsw and NPG_kgraph) into our NHQ framework, thereby yielding two practical hybrid query methods; namely, NHQ-NPG_nsw and NHQ-NPG_kgraph. According to the evaluation (Sec. 6.4), our methods far exceed the state-of-the-art competitors (e.g., ADE, ADBV, and Milanus).

5.1 NPG-Based Composite Index

We modify the build process of NPGs by changing its original Euclidean distance measure to our fusion distance (Eq. 6). Then we deploy NPG_nsw (NPG_kgraph) in NHQ to serve as a composite index, so generating a hybrid query method called NHQ-NPG_nsw (NHQ-NPG_kgraph).

Remarks. We emphasize that our NHQ is practically flexible, so it is friendly to existing PGs as well as custom-optimized PGs, by simply replacing their distance measures by our fusion distance.

5.2 Joint Pruning Optimization

Driven by our routing strategy, we optimize the joint pruning of NHQ by performing a two-stage search (stages S1 and S2 mentioned in Sec. 4.2) on a composite index. Specifically, in S1, our search only visits \( \lceil k/h \rceil \) neighbors of each vertex in the search path for efficiency; thus we modify line 5 of Alg. 2 (joint pruning) to randomly visit each vertex’s \( \lceil k/h \rceil \) neighbors, and execute the loop in lines 2–8 until it falls into
the local optimum (i.e., it reaches the vicinity of the result vertices). In S2, we set $C = C \cup R$, and continue to perform lines 2–8 (without modifying line 5) to visit all neighbors of the vertices in the search path comprehensively. Finally, $R$ is returned as the query results.

Remarks. (1) In our optimized joint pruning, different stages have specific requirements when searching on a composite index. In S1, it quickly reaches a small area of objects that are similar to the given query object’s feature vector and attributes; while in S2, it accurately obtains top-$k$ objects with similar feature vectors and matched attributes. (2) Given the NHQ-NPG_kgraph and NHQ-NPG_nsw built in Sec. 5.1, we can apply the optimized joint pruning directly on them to return hybrid query results efficiently.

6 Experiments

In this section, we demonstrate our methods’ effectiveness and efficiency from the following aspects. First, we deploy several mainstream PGs into our NHQ framework to verify the universality of NHQ in Sec. 6.2. We then compare the proposed NPGs with six existing PGs in Sec. 6.3 to demonstrate the superiority of our NPGs. In Sec. 6.4, we deploy our NPGs in NHQ to form two NPG-based hybrid query methods and we verify their state-of-the-art performance. In addition, we study the parameter sensitivity of fusion distance weights ($\omega_v$ and $\omega_t$ in Eq. 6) in Sec. 6.5.

6.1 Experimental Setting

Datasets. We used eight publicly available real-world datasets and one in-house dataset; they cover various modes, such as video, image, audio, and text. We summarize their main characteristics in Tab. 2. Among them, the first eight public datasets are composed of high-dimensional feature vectors extracted from different unstructured information, which do not originally contain structured attributes; so, we generate attributes for each object in the eight public datasets following the same method in [4], [14]. For example, we add attributes such as date, location, size to each image on SIFT1M to form an object set having both feature vectors and attributes. Paper$^9$ is an in-house dataset, each object denotes an individual academic paper that consists of a feature vector extracted from the textual content and structured attributes (e.g., affiliation, venue, and topic). In Tab. 2, LID indicates local intrinsic dimensionality, and a larger LID value implies a “harder” dataset [26].

Compared methods. To verify the proposed NPGs’ effectiveness with optimized edge selection and routing, we evaluate them alongside six existing state-of-the-art PGs.

- **HNSW** [9] is a hierarchical PG used widely in various fields; it is optimized by hardware or learning [59], [61].
- **NSW** [50] is the precursor of HNSW, and is a single-layer PG constructed by incrementally inserting data.
- **KGraph** [51] is an approximate KNNG. It only considers the distance factor in edge selection.
- **DPG** [26] maximizes the angle between neighbors on the basis of KGraph to alleviate redundant calculation.
- **NSG** [8] ensures the routing path’s monotonicity by approximating a Monotonic Search Network (MSNET) [8].
- **NSSG** [7] is similar to DPG; it adjusts the angle between neighbors to adapt to different data characteristics.

NPG_nsw and NPG_kgraph are two proposed NPGs in this paper that add our edge selection and routing atop NSW [50] and KGraph [51], respectively (Sec. 4.3).

We compare our hybrid query methods with six existing ones that have been used in many high-tech companies.

- **ADBV** [12] is a cost-based method proposed by Alibaba. It optimizes PQ [22] for vector similarity search.
- **Millus** [4], [23] divides the object set through frequently used attributes, and deploys ADBV [12] on each subset.
- **Vearch** [13], [18] is developed by Jingdong, which implements the hybrid query working off Strategy B.
- **NGT** [20] is a vector similarity search library released by Yahoo Japan, which answers a hybrid query to conduct attribute filtering atop the candidates recalled by NGT.
- **Fais** [21] is a library developed by Facebook, which answers a hybrid query on IVFPQ (it uses k-means to cluster PQ codes into groups [12]) and Strategy A.
- **SPTAG** [19] is a PG-based vector similarity search library from Microsoft and answers hybrid queries on Strategy B.
- **NHQ-NPG_nsw** and **NHQ-NPG_kgraph** are our hybrid query methods based on the NHQ integrating two NPGs.

Metrics. For index build performance, we record the index build time, peak memory overhead, index size, and graph quality (Def. 8). We evaluate the search efficiency, accuracy and peak memory overhead to demonstrate search performance. In terms of vector similarity search, the search efficiency can be measured by queries per second (QPS) and Speedup; $QPS$ is the ratio of the number of queries ($#q$) to the search time ($t$), i.e., $#q/t$; $Speedup$ is defined as $|S|/NDC$, where $|S|$ is the object set’s size and is also the total number of distance calculations of the linear scan for a query, and $NDC$ is the number of distance calculations of searching on a PG. We use the Recall rate to evaluate the search accuracy, which is measured by Eq. 3. As for hybrid query, QPS is more suitable for evaluating search efficiency, because different methods’ calculation cost is distinguishing. Unlike vector similarity search, attribute constraints are added to the Recall rate formula in Eq. 3 for hybrid query processing, i.e., the elements in $D$ and $G$ have exactly the same attributes as the query object. In addition, selectivity is used to evaluate each method’s scalability. It is defined as $1 - |P|/|S|$ in [12],
Fig. 6. Comparison of two implementations in Strategy B.

Fig. 7. Hybrid Querying performance comparison of different strategies.

| Parameters. Because doing parameters’ adjustment in the entire dataset may cause overfitting [8], we randomly sample a certain percentage of data from the entire dataset to form a validation dataset and search for the optimal values of all the adjustable parameters of each PG on each validation dataset. In our experiment, all the optimal configurations are given in our open source library.

6.2 Validation of NHQ framework.

To verify the capabilities and universality of our NHQ (Strategy C), we implement the hybrid queries working off the “decomposition-assembly” model with several PGs (including HNSW, NSG, and our two NPGs) based on Strategy B. We also deploy IVFPQ [22] in Strategy A following [4], [12] because Strategy A does not support PG (L4 in Sec. 1.1). Meanwhile, we deploy HNSW and NSG on NHQ to form NHQ-HNSW and NHQ-NSG, respectively.

Analysis. We first evaluate two different implementations of Strategy B (i.e., “(1)” and “(2)” discussed in Sec. 2.2) under the same condition, which implements “(1)” and “(2)” on HNSW and NSG. As Fig. 6 shows, “(1)” obtains a better QPS vs Recall trade-off than “(2)”. A possible explanation is that current PGs are built with feature vectors rather than attributes, prematurely filtering those objects that mismatch the attributes may impair the vector similarity search’s performance. To the best of our knowledge, existing hybrid query methods based on Strategy B deploy “(2)” rather than “(1)”. Therefore, we follow this implementation of Strategy B (i.e., “(2)” when comparing to other strategies. As Fig. 7 shows, NHQ (Strategy C) beats others on different PGs, and maintains stable QPS on datasets with various LIDs (such as (d) and (f)); however, the hybrid queries based on Strategy B drops significantly on datasets with a higher LID. Because of IVFPQ’s limitations, the hybrid queries based on Strategy A are difficult to reach high accuracy.

6.3 Performance of NPG

Index building. As Tab. 3 shows, different PGs have different index build time, memory overhead, index size on different datasets; while graph quality mainly is determined by PG. Specifically, NSW, KGraph, and our two NPGs have higher index building efficiency; and KGraph and NPGs show lower memory overhead; the smallest index falls on NPG_kgraph; and KGraph and DPG achieve higher graph quality. In general, the higher the dataset’s LID, the longer it takes to build a PG on it, and the larger the memory overhead during index building. Overall, compared to state-of-the-art PGs (such as HNSW and NSG), the index building of our NPGs is more efficient, and takes up less memory. Additionally, NPGs significantly reduce the index size compared to their precursors (i.e., NSW and KGraph).

Analysis. The characteristics of the dataset will affect build performance. For example, the build time and memory overhead on GIST1M are higher than that on SIFT1M, this phenomenon is universal. NSW and KGraph only consider D1 (Sec. 4.1) when selecting edges, so their build time is smaller. An additional consideration of D2 is that it will demand extra time (e.g., NSSG). NPGs still have a low build time although they also take into account D2, which demonstrates that our edge selection is more efficient. In addition, our NPGs have a smaller index than the original PGs (e.g., KGraph) because our edge selection cuts
off redundant neighbors in the same direction. Meanwhile, the diversity of neighbors makes NPGs link to not only the nearest neighbors, but also some other directions’ ones farther away, which will improve query performance.

**Search performance.** As Tab. 4 and Fig. 8 show, NPGs obtain state-of-the-art accuracy vs efficiency trade-off with lower memory overhead on most datasets. As the dataset’s LID increases, the search efficiency of each PG decreases; for example, from SIFT1M to GIST1M ((a) and (b) in Fig. 8), QPS decreases by about one order of magnitude. In general, the fewer the number of distance calculations (which means a bigger Speedup), the larger the QPS; whereas the differences in some PGs’ routing implementation lead to noncompliance with this phenomenon (e.g., NSG). On the same dataset, for different Recall requirements, such as Recall@1 ((i)) and Recall@10 ((a)), each PG’s search performance ranking is almost the same, especially NPG_kgraph, which shows robust scalability. Compared with HNSW and NSG, our NPGs occupy less memory during the search. Considering the graph quality in Tab. 3, we can see that the optimal search performance does not require the highest graph quality, but a proper value (0.2 ~ 0.7 in different datasets) as explained in Example 3.

**Analysis.** It is difficult to organize the neighborhood relationship of a dataset with high LID via a PG (graph quality is low), which degrades the search performance (the “curse of dimensionality” [26]). For searching on a PG, a large proportion of the search time is used for calculating the distance between vectors [45]). So there exists a positive proportional relationship for Speedup and QPS. HNSW divides neighbors with different distances into different subgraphs via a hierarchical structure to accelerate the search, which increases memory overhead. NPGs diversify the neighbors’ distribution on a single-layer graph, and achieves better search performance on the basis of inheriting the original PG’s (i.e., NSW and KGraph) low memory overhead.

### 6.4 Evaluation of Hybrid Query Methods

**Index building.** In Tab. 5, our approaches take the least time to complete index building on almost all datasets. As Tab. 5 and Tab. 6 show, although PQ-based methods (ADBV, Milvus, and Faiss) generally have smaller memory overhead and index size, they show the limited query performance in Fig. 9. If only PG-based methods are considered, ours are lower than other methods on most datasets (e.g., GIST1M).

In general, the higher the dataset’s LID, the longer it takes to complete index building, and the larger the memory overhead of building the index and the index size.

**Analysis.** Clustering on large-scale high-dimensional vectors results in low index building efficiency for PQ-based schemes (such as ADBV); however, these methods’ memory overhead and index size are tiny when they compress into raw vectors. Milvus divides datasets according to attributes [4], and indexes are built independently on each subset, which reduces memory overhead. Milvus’s and ADBV’s index size far exceeds Faiss’s, because they must generate more indexes for the cost model [4], [12]. PQ-based methods rely on raw feature vectors, which lead to a larger index size; nevertheless, our methods show the smallest index size among them, which is because our edge selection eliminates numerous redundant neighbors (Example 6). Considering the significant advantages of our methods in hybrid query performance, more memory overhead during index building and a larger index size are worthwhile. Additionally, our methods reach the state-of-the-art hybrid query performance with the highest index building efficiency, which is the priority of most practical applications [8].

**Hybrid query performance.** As Fig. 9 shows, our methods are significantly better than existing methods w.r.t QPS vs Recall trade-off across all datasets. For example, when Recall@10 > 0.99, the QPS of our methods is 2 to 3 orders of magnitude higher than others. Meanwhile, our methods’ search performance is robustly scalable, which gives them a distinct advantage on harder datasets, since other methods (e.g., SPTAG) perform worse on these datasets. In addition, there is no Recall data for Milvus and ADBV between (about) 0.8 and 0.99, as their PQ-based plans can achieve only a limited Recall; and to reach a high Recall (Recall@10 ~ 1), they execute a linear scan. NHQ-NPG_kgraph easily obtain a high Recall under high QPS, so that its QPS is too high to show in figure when Recall@10 < (about) 0.9.

**Analysis.** Existing methods are based on Strategies A and B (Fig. 2), which implement attribute filtering and vector similarity search separately, thereby limiting their ability to answer a hybrid query. In contrast, ours perform attribute filtering and vector similarity search concurrently by embedding feature vectors and attributes into a composite index. By jointly pruning, our methods avoid redundant computation and improve the query efficiency.

**Effect of different PGs under NHQ.** We implement HNSW [9], NSG [8], and our NPG_kgraph on NHQ, thus obtaining NHQ-HNSW, NHQ-NSG, and NHQ-NPG_kgraph. We compare their performance on SIFT1M (with low LID) and GloVe (with high LID). As Fig. 10(a) and (b) illustrate, NHQ-NPG_kgraph outperforms the others by a large margin, and this superiority becomes even more significant on the harder
answering a hybrid query. In Fig. 10(e) and (f), Recall@10 decreases under a high selectivity for most methods. However, NHQ-NPG\textsubscript{new} appears to excel when there is large selectivity. One explanation is that, when the construction strategy inserts objects incrementally, it may link better with vertices possessing the same attributes but are farther away for feature vectors. This improves NHQ-NPG\textsubscript{new}’s ability to search objects with matched attributes, especially such objects are few (that is, high selectivity). NHQ-NPG\textsubscript{kgraph} reaches the highest Recall with the least search time for different selectivity. In addition, Faiss is not shown in Fig. 10(e) because its Recall@10 is only about 0.7.

**Number of threads.** We implement a parallel version of hybrid queries on NHQ-NPG\textsubscript{kgraph}, which divides an object set into multiple subsets and builds a NHQ-NPG\textsubscript{kgraph} on each subset, so that we can search in parallel on these NHQ-NPG\textsubscript{kgraphs}. As shown in Fig. 10(g), more threads in the higher Recall area (Recall@10 > 0.98) will improve query performance, while a single thread is more suitable for hybrid queries in the lower Recall area (Recall@10 < 0.95). We explain that to reach a higher Recall rate, we need to visit more vertices, where parallel search is more advantageous; but for a lower Recall rate, with a small number of vertices visited, the percentage of time consumed to frequently create and start a thread will increase (for the total query time), and search with multi-threads will degrade query performance. Nevertheless, in Fig. 10(h), NHQ-NPG\textsubscript{kgraph} under a parallel implementation shows better hybrid query performance than Milvus and ADBV.

### 6.5 Parameter Sensitivity

For NHQ, $\omega_\nu$ and $\omega_\chi$ in Eq. 6 are a pair of parameters that regulate the weights of $\delta(\nu(e_i), \nu(e_j))$ (abbr. as $\delta$) and $\chi(\ell(e_i), \ell(e_j))$ (abbr. as $\chi$) in $\Gamma(e_i, e_j)$ (abbr. as $\Gamma$), which impacts the query performance. In the following, based on experimental observations, we evaluate the different settings’ effects on performance. Because of space constraints, we only show the execution results of NHQ-NPG\textsubscript{kgraph} on SIFT1M, considering that other datasets and methods working off NHQ show similar phenomena.

In general, we treat feature vectors and attributes equally; that is, $\delta$ and $\chi$ have the same contribution to $\Gamma$. We set $\omega_\nu = \chi/(\delta + \chi)$ and $\omega_\chi = \delta/(\delta + \chi)$, so $\Gamma = 2 \cdot \delta \cdot \chi/(\delta + \chi)$ is the harmonic mean of $\delta$ and $\chi$. As Fig. 10(i) (curve i) shows, this setting does not perform well for hybrid queries. We found that $\chi = 0$ is a common occurrence (two objects possessing the same attributes), and then $\Gamma = 0$ no matter what value $\delta$ is, which contradicts the same contribution of the two. To resolve this, we adjust $\chi$ as

### Table 5

| Algorithm   | Build Time (s) | Memory Overhead (MB) |
|-------------|----------------|----------------------|
|            | SIFT1M | CST1M | GloVe | Crawl | UQ-V | Moeng | Audio | Entron | SIFT1M | CST1M | GloVe | Crawl | UQ-V | Moeng | Audio | Entron |
| ADBV       | 11.04  | 11.04 | 11.04 | 11.04 | 11.04 | 11.04 | 11.04 | 11.04 | 11.04  | 11.04  | 11.04  | 11.04  | 11.04  | 11.04  | 11.04  | 11.04  |
| Milvus     | 2,131  | 2,131 | 2,131 | 2,131 | 2,131 | 2,131 | 2,131 | 2,131 | 2,131  | 2,131  | 2,131  | 2,131  | 2,131  | 2,131  | 2,131  | 2,131  |
| Search     | 108    | 108   | 108   | 108   | 108   | 108   | 108   | 108   | 108    | 108    | 108    | 108    | 108    | 108    | 108    | 108    |
| NGT        | 67     | 67    | 67    | 67    | 67    | 67    | 67    | 67    | 67     | 67     | 67     | 67     | 67     | 67     | 67     | 67     |
| Faiss      | 1,291  | 1,291 | 1,291 | 1,291 | 1,291 | 1,291 | 1,291 | 1,291 | 1,291  | 1,291  | 1,291  | 1,291  | 1,291  | 1,291  | 1,291  | 1,291  |
| SP-TAG     | 456    | 456   | 456   | 456   | 456   | 456   | 456   | 456   | 456    | 456    | 456    | 456    | 456    | 456    | 456    | 456    |
| NHQ-NPG\textsubscript{new} | 17    | 17    | 17    | 17    | 17    | 17    | 17    | 17    | 17     | 17     | 17     | 17     | 17     | 17     | 17     | 17     |
| NHQ-NPG\textsubscript{kgraph} | 25    | 25    | 25    | 25    | 25    | 25    | 25    | 25    | 25     | 25     | 25     | 25     | 25     | 25     | 25     | 25     |

### Table 6

| Algorithm   | Index Size (MB) |
|-------------|-----------------|
| ADBV        | 105             |
| Milvus      | 105             |
| Search      | 105             |
| NGT         | 105             |
| Faiss       | 105             |
| NHQ-NPG\textsubscript{new} | 105 |
| NHQ-NPG\textsubscript{kgraph} | 105 |

**Fig. 9.** (a–h) are the queries per second (QPS) vs Recall@10 of different hybrid query methods; (i) is the QPS vs Recall@1. The attributes’ dimension of all datasets is three.

**Different recall requirements.** In Fig. 9(i) and (a), as the number of results increases, the QPS of different methods degenerates. Note that the interval between our methods and others enlarges, which shows our methods’ superiority when more targets need to be recalled.

**Analysis.** For existing methods, to improve the Recall, we must obtain numerous candidates (intermediate results that satisfy one query constraint). For example, when $k = 10$ in Recall@k, the number of candidates must reach $10 \times 1000 \times 1000$ larger than $k$, which undermines the query efficiency. In contrast, our methods directly return the final results without intermediate candidates.

**Dimension of attributes ($m$).** Attributes’ dimension corresponds to the number of attributes in a set of attributes. As shown in Fig. 10(c) and (d), as the dimension increases, each method’s query performance decreases by varying degrees. Our methods still retain the advantage in a higher attribute dimension by a large margin.

**Selectivity.** A larger selectivity means fewer objects match the attributes constraint, which increases the difficulty in

**TABLE 5**

Index build time and peak memory overhead of different hybrid query methods on eight real-world datasets (the bold items are the best).

**TABLE 6**

Index size of different hybrid query methods.
where \( c \) is a given constant, and it holds that \( c > 1 \). This alleviates the defect caused by \( \chi = 0 \), and it significantly improves the hybrid query performance (curve ii, \( c = 100 \)).

Nevertheless, a suitable \( c \) is difficult to obtain, so we turn to the other two options to deal with the fact that \( \delta \) and \( \chi \) are in different value spaces. One option is to map both \( \delta \) and \( \chi \) to \([0,1]\) by setting \( \omega_v = \delta^{\chi_{max}} \) and \( \omega_t = \chi_{max}^{\chi_{max}} \), where \( \chi_{max} \) and \( \delta_{max} \) are the max value of \( \delta \) and \( \chi \) on a given object set \( S \). We further promote query performance under this setting (curve iii). However, it needs to compute \( \delta_{max} \) of \( S \) in advance, which is not easy in a real-world scenario because \( S \) is dynamic. The other option is to map \( \chi \) to \( \delta \)’s value space, i.e., \( \omega_v = 1 \) and \( \omega_t = \delta/\chi_{max} \), where \( \chi_{max} = m \), \( m \) is the dimension of attributes, and it can be obtained easily. As curve iv depicts, this approach achieves the best performance in all our settings. Additionally, we also study a naive setting method, where \( \omega_v \) and \( \omega_t \) are fixed as constants. We traverse multiple possible \( \omega_t/\omega_v \) values by grid search. Fig. 10(j) illustrates that different \( \omega_t/\omega_v \) leads to a huge difference in hybrid query performance, and the optimal value falls to 10,000 (curve v in Fig. 10(i)), which makes it close to the median of all \( \delta \) on \( S \). Thus, we chose the settings of curve iv for all other experiments.

6.6 Use Case Study

We deployed NHQ-NPG_kgraph into an academic expert finding system [6] to provide hybrid query processing services for academic papers with attributes on the Paper dataset. An important component in such system is the semantically similar papers retrieval that supports attribute filtering. Given a user input hybrid query with a descriptive text as the unstructured constraint and paper’s some attributes as the structured constraints, expert finding aims at extracting the top-\( k \) experts from top-\( m \) papers that have the semantically similar vectors to the given query text as well as satisfying the given attribute constraints. Because we extract the experts from the returned papers, the results of hybrid queries would directly affect the retrieved experts. As comparison, we also implemented two existing methods for retrieving papers (i.e., Vearch and HNSW).

Analysis. Tab. 7 shows the top-5 experts who have published papers on CVPR for a hybrid query having the abstract of [62] as the unstructured constraint and CVPR as an attribute constraint under a given query time. Our method obtains the best results in compared methods. HNSW only returns the experts who are relevant to the query text without considering the CVPR constraint. Although Vearch adds the CVPR constraints, the experts are insufficient after attribute filtering. However, the query latency will surge when increasing the number of candidate experts.

7 RELATED WORK

To provide a better sense of how our approach compares to other efforts in vector similarity search and hybrid query processing, here we briefly discuss related work by topic.

Vector similarity search. Vector similarity search—or approximate nearest neighbor search (ANNs)—is a task to obtain results similar to a given query through a well-designed vector index [4], [24]. According to the different indexes, we can divide existing methods into four categories: tree-based [36], [37], [63]; hashing-based [38], [39], [64]; quantization-based [22], [35], [65]; and PG-based [7], [9], [24], [61], [66]. Recently, PGs have yielded state-of-the-art Speedup vs Recall trade-off [8], [26], which has sparked substantial interest. So far, researchers have proposed dozens of PGs using different optimizations. However, these works are full-fledged solutions for content retrieval of unstructured data, and they cannot deal effectively with attribute filtering [12].

Hybrid query processing. Hybrid queries entails advanced query processing with structured and unstructured constraints [4], which requires not only feature vectors’ similarity, but also attributes’ consistency [11], [17]. Increasingly, this technique is indispensable to many applications [12]. Existing hybrid query methods [4], [12], [13], [14] perform vector similarity search and attribute filtering separately along Strategies A and B in Fig. 2, which leads to some limitations (L1–L4 in Sec. 1). By contrast, our methods nimbly and adeptly address issues without these limitations.
8 CONCLUSION

In this paper, we tackle hybrid queries with structured and unstructured query constraints. We design a NHQ framework that is tailored for hybrid queries, which is friendly to most current PGs. We present two NPGs with optimized edge selection and routing strategies that obtain better performance compared to existing PGs. We deploy our proposed NPGs in NHQ to form two NPG-based hybrid query methods that are 10× faster than the state-of-the-art competitors. Interesting future and ongoing work includes applying our proposed framework to multimodal search to cope with more complex query requirements.
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