OPERATORS ON SYMMETRIC POLYNOMIALS

ANDREI NEGUT

1. Introduction

The purpose of this note is to give a brief survey of certain operators on symmetric polynomials. There are many ways to write them, but the way we will mostly focus on was defined in [3] in terms of the shuffle algebra. This algebra was introduced quite generally in [4], though we will only need a particular case of their construction, which we will recall in Subsection 2.5. The shuffle algebra (more precisely, its Drinfeld double) acts on the well-known ring of symmetric polynomials:

\[ \Lambda = \mathbb{Q}(q, t)[x_1, x_2, \ldots]^{\text{Sym}} \]

This action includes certain well-known operators on this vector space, such as:

- the operator of multiplication by \( f \), for any \( f \in \Lambda \),
- the Macdonald eigenoperator \( D_g \) for any \( g \in \Lambda \), given by:

\[
D_g(P_\lambda) = g [(1 - q)(1 - t) \cdot \text{weights outside the partition } \lambda] \cdot P_\lambda \tag{1.1}
\]

Throughout this note, \( P_\lambda \) will denote the modified Macdonald polynomials, which are orthogonal with respect to the inner product (2.3). One of the new formulas we present in this paper expresses \( D_g \) as a certain vertex operator in the spirit of [3], for a wide class of symmetric polynomials \( g \) called rim-hook (or ribbon) skew Schur functions. This uses the results of [6] about the structure of the shuffle algebra. In particular, we have:

**Theorem 1.2.** The Macdonald eigenoperator \( D_n = D_{p_n} \) is given by:

\[
D_n = \int_{|z_1| > \ldots > |z_n|} \frac{dz_1 \ldots dz_n}{(2\pi i)^n z_1 \ldots z_n} \cdot \left( \sum_{i=1}^{n} \frac{z_i^n(qt)^{n-i}}{z_i} \right) \prod_{1 < j} \omega \left( \frac{z_j}{z_j} \right) \exp \left( - \sum_{k \geq 1} \beta_k p_k \frac{z_1^{-k} + \ldots + z_n^{-k}}{k} \right) \exp \left( - \sum_{k \geq 1} \beta_k p_k \frac{z_1^{-k} + \ldots + z_n^{-k}}{k} \right)
\]

where \( \beta_k \) and \( \omega(x) \) are defined in (2.3) and (2.5).

\[1\] The above means the following: the Young diagram of the partition \( \lambda \) is a finite subset lodged in the corner of the first quadrant. The weights outside the diagram are \( q^i t^j \) for \( i \geq 0, j \geq \lambda_i \). Multiplying them by \((1 - q)(1 - t)\) should be understood as a plethystic substitution.
Most of the results presented in this paper have been proved in other works, either explicitly or implicitly. We will therefore not seek to give a self-contained presentation here, but instead provide a survey of the results, with indications of where one can find proofs. We should warn the reader that our notations differ slightly from those of [3], in that our Macdonald polynomials are obtained from theirs via a plethystic substitution, and our \((q, t)\) are their \((q^{-1}, t)\).

I would like to thank Boris Feigin, Eugene Gorsky, Andrei Okounkov, Alexander Tsymbaliuk for their patience in explaining many of these things to me, and for helping me to patch up this beautiful picture. I would also like to thank Adriano Garsia and Vadim Gorin for their interest in these operators, which ultimately led me to write this survey note down, and for their useful comments and corrections.

2. The operators

2.1. We will begin by recalling the double elliptic Hall algebra \(A\), in the combinatorial presentation of [2] (see also [8]). This algebra is generated by elements \(u_{m,n}\) for \((m, n) \in \mathbb{Z}^2 \setminus (0, 0)\), subject to the relations:

\[
[u_{km,kn}, u_{lm,ln}] = k \delta_{0, k} \delta_{0, l} \left( \frac{(qt)^{\frac{k}{2}} - (qt)^{-\frac{k}{2}}}{(q^{\frac{1}{2}} - q^{-\frac{1}{2}})(t^{\frac{1}{2}} - t^{-\frac{1}{2}})((qt)^{\frac{1}{2}} - (qt)^{-\frac{1}{2}})} \right) \tag{2.1}
\]

for any coprime \(m, n\), and:

\[
[u_{m,n}, u_{m',n'}] = \frac{(qt)^{\frac{m-M}{2}}}{(q^{\frac{1}{2}} - q^{-\frac{1}{2}})(t^{\frac{1}{2}} - t^{-\frac{1}{2}})((qt)^{\frac{1}{2}} - (qt)^{-\frac{1}{2}})} \cdot v_{m+m',n+n'} \tag{2.2}
\]

for any clockwise oriented triangle \(T = \{(0, 0), (m, n), (m+m', n+n')\}\) with no lattice points inside and on at least one of the edges, where we write:

\[
1 + \sum_{k \geq 1} v_{km,kn} z^k = \exp \left( \sum_{k \geq 1} \frac{(q^{\frac{1}{2}} - q^{-\frac{1}{2}})(t^{\frac{1}{2}} - t^{-\frac{1}{2}})((qt)^{\frac{1}{2}} - (qt)^{-\frac{1}{2}})}{(q^{\frac{1}{2}} - q^{-\frac{1}{2}})(t^{\frac{1}{2}} - t^{-\frac{1}{2}})((qt)^{\frac{1}{2}} - (qt)^{-\frac{1}{2}})} \cdot u_{km,kn} \frac{z^k}{k} \right)
\]

for any coprime \(m, n\), and let \((M, N)\) denote the middle vertex of the triangle \(T\) with respect to the horizontal direction. In case two vertices have the same horizontal coordinate, we consider the "rightmost" one to be the one which is higher up. Note that the algebra studied in [2], [8] depended on two central elements \(c_1, c_2\), which we specialize to \(c_1 = 1\) and \(c_2 = (qt)^{\frac{1}{2}}\) throughout this paper.

2.2. The elliptic Hall algebra \(A\) is also known as \(U_{c_2}(\widehat{gl_1})\), and as such it has a lot in common with the theory of quantum groups. In particular, it can be divided in a positive part, a Cartan part and a negative part, but the interesting thing is that this can be done in many ways. Namely, take any line in the lattice \(\mathbb{Z}^2\) passing through the origin. Depending on whether \((m, n)\) is on one side of this line, on the line, or on the other side of the line, we may call the generator \(u_{m,n}\) positive, Cartan, or negative. Then \(A\) turns out to be a double of its positive half, as in the theory of quasi-triangular Hopf algebras.

The ambiguity of the chosen line is no surprise. In fact, there is an almost-action of \(SL_2(\mathbb{Z})\) by automorphisms of the algebra \(A\), simply by permuting the lattice points \((m, n)\) and the corresponding generators. The word almost is a way to
sweep under the rug the fact that it’s actually the universal cover of $SL_2(\mathbb{Z})$ that acts, and it multiplies the generators $u_{m,n}$ by a certain power of the central elements $c_1$ and $c_2$ beside permuting the point $(m,n)$ (see [2]). If one specializes the central elements as we did, this action is lost. But modulo this technical point, the essential thing is that the algebra $\mathcal{A}$ is naturally $SL_2(\mathbb{Z})$ symmetric.

2.3. From now on, let $\dagger$ denote adjoint with respect to the scalar product:

$$\langle p_k, p_k \rangle = -\frac{k}{\beta_k}, \quad \text{where} \quad \beta_k = (q^{\frac{k}{2}} - q^{-\frac{k}{2}})(t^{\frac{k}{2}} - t^{-\frac{k}{2}})$$

(2.3)

We will also denote by $p_k$ the operator on $\Lambda$ of multiplication with the power-sum function, and hope that this will not cause any ambiguity. In [3], the authors define an action of $\mathcal{A}$ on $\Lambda$ by sending $u_{m,n}$ to the operators $U_{m,n} \in \text{End}(\Lambda)$ given by:

$$U_{m,0} = p_m, \quad U_{-m,0} = p_m^\dagger, \quad \forall \ m > 0$$

$$U_{m,1} = \frac{(qt)^{\frac{k}{2}}}{\beta_1} \int z^m \cdot \exp \left( -\sum_{k \geq 1} \beta_k p_k \frac{z^{-k}q^{-\frac{k}{2}}t^{-\frac{k}{2}}}{k} \right) \exp \left( -\sum_{k \geq 1} \beta_k p_k \frac{z^k}{k} \right) Dz$$

$$U_{-m,-1} = \frac{(qt)^{-\frac{k}{2}}}{\beta_1} \int z^m \cdot \exp \left( \sum_{k \geq 1} \beta_k p_k \frac{z^k}{k} \right) \exp \left( \sum_{k \geq 1} \beta_k p_k \frac{z^{-k}q^{\frac{k}{2}}t^{\frac{k}{2}}}{k} \right) Dz$$

for all $m \in \mathbb{Z}$, where $Dz = \frac{dz}{2\pi iz}$. 3. The integrals in the above two formulas are taken over small contours around $\infty$ and 0, respectively, so it is implicit that the $z$ variable is thought to be much larger (if the sign is $+$) or smaller (if the sign is $-$) than the $x$ variables which determine the symmetric functions $p_k$. Note that the above is enough to define operators $U_{m,n}$ on $\Lambda$, via the relations of Subsection 2.1. As proved in Proposition 2.9 of [1], these operators verify the relations of $\mathcal{A}$, and thus give a well-defined action on $\Lambda$.

2.4. As before, we write $D_n = D_{p_n}$ and let $D_{-n} = D_{p_n | q,t \leftrightarrow q^{-1},t^{-1}}$. The second action of $\mathcal{A}$ on $\Lambda$ that is described in [1], [8] is given by sending $u_{m,n}$ to the operators $U_{m,n} \in \text{End}(\Lambda)$ given by:

$$U_{0,\pm n} = \frac{D_{\pm n}}{\beta_n} \forall \ n > 0, \quad U_{\pm 1,0} = X_{\pm 1},$$

2Note that this is a slight plethystic modification of the usual Macdonald inner product, and the consequence of this will be replacing Macdonald polynomials by their modified versions. In fact, comparing with [3], the corresponding plethystic substitution is that:

$$\text{our } p_k = \text{their } p_k \cdot \frac{t^{-\frac{k}{2}}}{q^{\frac{k}{2}} - q^{-\frac{k}{2}}}$$

and also our $q$ equals their $q^{-1}$, while $t$ is the same.

3The factors in front of $U_{\pm m,\pm 1}$ and the various powers of $(qt)^{\frac{k}{2}}$ are a matter of normalization, and have been chosen so that $U_{m,n}^\dagger = U_{-m,n}$ for all $m, n \in \mathbb{Z}$.
Same as above, these elements generate the whole $A$, and it is proved in Proposition 2.7 of [1] that they induce a well-defined action of $A$ on $\Lambda$.

**Proposition 2.4.** The two actions of $A$ on $\Lambda$ defined in the previous and current subsections are actually one and the same.

**Proof** It is easy to see from (2.2) that the algebra $A$ is generated by $U_{\pm 1,0}$ and $U_{0,\pm 1}$. Then one needs to check that these elements act on $\Lambda$ in the same way in the two descriptions. This is obvious for $U_{\pm 1,0}$, whereas for $U_{0,\pm 1}$ this follows from Theorem 1.2 of [5] (after certain plethystic substitutions to unify the conventions). \(\square\)

**2.5.** The above proposition will allow us to obtain integral formulas (in the spirit of Subsection 2.3) for the operators $D_n$. We will do this more generally, by providing integral formulas for the action of all $U_{m,n}$ with $n \neq 0$. This comes about via the shuffle algebra of [4], which we now recall. Consider the vector space:

$$V = \bigoplus_{n \geq 0} \mathbb{C}(q,t)(z_1, ..., z_n)^{\text{Sym}}$$

endowed with the **shuffle product**:

$$P(z_1, ..., z_n) * P'(z_1, ..., z_{n'}) = \text{Sym} \left[ \frac{P(z_1, ..., z_n)P'(z_{n+1}, ..., z_{n+n'})}{n!n'!} \prod_{1 \leq i \leq n}^{\omega} \frac{z_i}{z_{i'}} \right]$$

where:

$$\omega(x) = \frac{(x - 1)(x - qt)}{(x - q)(x - t)} \quad (2.5)$$

and Sym denotes symmetrization with respect to all variables. Inside the algebra $V$, we define the **shuffle algebra** $S$ to consist of symmetric rational functions of the form:

$$P(z_1, ..., z_n) = \frac{p(z_1, ..., z_n) \cdot \prod_{1 \leq i < j \leq n} (z_i - z_j)^2}{\prod_{1 \leq i \neq j \leq n} (z_i - qz_j)(z_i - tz_j)} \quad (2.6)$$

where $p$ is a symmetric Laurent polynomial that satisfies the wheel conditions.\(^4\)

**2.6.** It was proved in [6] that the shuffle algebra $S$ is generated by degree one elements $z_i^m$ for $m \in \mathbb{Z}$. This implies that any shuffle element can be written as a linear combination of:

$$P(z_1, ..., z_n) = z_1^{m_1} * \cdots * z_1^{m_n} = \text{Sym} \left[ \frac{z_1^{m_1} \cdots z_1^{m_n}}{\prod_{1 \leq i < j \leq n} \omega \left( \frac{z_i}{z_j} \right)} \right] \quad (2.7)$$

\(^4\)Although we will not need them explicitly, these conditions are:

$$p(z_1, z_2, z_3, z_4, ..., z_n) = 0 \text{ whenever } \left\{ \frac{z_1}{z_2}, \frac{z_2}{z_3}, \frac{z_3}{z_4}, ... \right\} = \left\{ q, t, \frac{1}{qt} \right\} \text{ as sets}$$
As shown in [8], the shuffle algebra is isomorphic to half of the elliptic Hall algebra $A$, under either of the following maps:

$$z_1^m \rightarrow u_{m,1} \cdot (qt)^{-\beta_{m\leq0}}$$

for the upper half plane, or:

$$z_1^m \rightarrow u_{-m,-1} \cdot (qt)^{\beta_{m\leq0}}$$

for the lower half plane. Composing this with the action of $A$ on symmetric functions given in Subsection 2.3, we may ask how shuffle elements act on symmetric functions via wither of the above two actions. The simple answer one obtains by iterating those actions is that the shuffle element (2.7) acts on $\Lambda$ by the formulas:

$$U_p^+ = \frac{1}{\beta_1^n} \int_{|z_1|\gg\cdots\gg|z_n|} Dz_1\cdots Dz_n \cdot z_1^{m_1} \cdots z_n^{m_n} \prod_{1 \leq i < j \leq n} \omega \left( \frac{z_i}{z_j} \right)$$

(2.10)

$$\exp \left( -\sum_{k \geq 1} \beta_k p_k \left( z_1^{-k} + \cdots + z_n^{-k} \right) \right) \exp \left( -\sum_{k \geq 1} \beta_k p_k^{\dagger} \left( z_1^{k} + \cdots + z_n^{k} \right) \right)$$

for the upper half (2.8), and:

$$U_p^- = \frac{1}{\beta_1^n} \int_{|z_1|\ll\cdots\ll|z_n|} Dz_1\cdots Dz_n \cdot z_1^{m_1} \cdots z_n^{m_n} \prod_{1 \leq i < j \leq n} \omega \left( \frac{z_i}{z_j} \right)$$

(2.11)

$$\exp \left( \sum_{k \geq 1} \beta_k p_k \left( z_1^{-k} + \cdots + z_n^{-k} \right) \right) \exp \left( \sum_{k \geq 1} \beta_k p_k^{\dagger} \left( z_1^{k} + \cdots + z_n^{k} \right) \right)$$

for the lower half (2.9).

2.7. The above formulas for $U_p^\pm$ have poles when $z_i = qz_j$ and $z_i = tz_j$ for $i < j$. So if we assume $|q|, |t| < 1$ (when the sign is $+$) and $|q|, |t| > 1$ (when the sign is $-$), we can move the contours to $|z_1| = \cdots = |z_n|$. These two assumptions may seem contradictory, but they are not: both integrals can be written as a sum of residues which are formula expressions in the parameters $q, t$. The size of these parameters only determines which residues we are considering. So then, after symmetrizing with respect to all the variables involved, we conclude that:

$$U_p^+ = \frac{1}{\beta_1^n n!} \int_{|z_1| = \cdots = |z_n|} |z_i|, |t| < 1 \quad Dz_1\cdots Dz_n \cdot \text{Sym} \left[ z_1^{m_1} \cdots z_n^{m_n} \prod_{1 \leq i < j \leq n} \omega \left( \frac{z_i}{z_j} \right) \right] \cdot E_+ =$$

(2.12)

$$= \frac{1}{\beta_1^n n!} \int_{|z_1| = \cdots = |z_n|} P(z_1, \ldots, z_n) \cdot E_+ (z_1, \ldots, z_n; x) Dz_1\cdots Dz_n$$

for the upper half (2.8), and:

$$U_p^- = \frac{1}{\beta_1^n n!} \int_{|z_1| = \cdots = |z_n|} |z_i|, |t| > 1 \quad Dz_1\cdots Dz_n \cdot \text{Sym} \left[ z_1^{m_1} \cdots z_n^{m_n} \prod_{1 \leq i < j \leq n} \omega \left( \frac{z_i}{z_j} \right) \right] \cdot E_- =$$
Theorem 2.15.

\[ \frac{1}{eta_1^m n!} \int_{|z_1|=\ldots=|z_n|}^{(|q|,|t|)>1} P(z_1, \ldots, z_n) \cdot E_-(z_1, \ldots, z_n; x) Dz_1 \ldots Dz_n \]  

(2.13)

for the lower half (2.9), where \( E_+ \) and \( E_- \) are the products of exponentials in (2.10) and (2.11). While the presence of the symmetrization in the above formulae might make them a bit more cumbersome, we actually prefer (2.12) and (2.13) because they show that the operators \( U^\pm \) are actually well-defined for any \( P \in \mathcal{S} \).

This is non-trivial, because there are linear relations between the shuffle elements (2.7), and it is not a priori clear that they are respected by the formulas (2.10) and (2.11). But if we rewrite these formulas in the form (2.12) and (2.13), the fact that they are well-defined becomes immediate.

2.8. The main result of [6] is to work out which elements of the shuffle algebra correspond to the various \( U_{m,n} \). Let us consider the symmetric rational function:

\[ P_{m,n} = \frac{(q-1)^n(t-1)^n}{(q^n-1)(t^n-1)} \text{Sym} \left[ p_{m,n}(z_1, \ldots, z_n) \prod_{1 \leq i < j \leq n} \omega \left( \frac{z_i}{z_j} \right) \right] \]  

(2.14)

where for any \( n > 0 \), \( m \in \mathbb{Z}, g = \gcd(m, n), a = \frac{n}{g} \) we write:

\[ p_{m,n}(z_1, \ldots, z_n) = \prod_{i=1}^n \frac{\omega_m}{z_i^a} \left[ \frac{(i-1)m}{n} \sum_{j \neq i} \frac{z_i^{g(j-1)+1} \cdots z_i^{g(j-1)+1}}{z_i^{g(j-1)+1} \cdots z_i^{g(j-1)+1}} \right] \left( 1 - \frac{z_i q t}{z_i^a} \right) \ldots \left( 1 - \frac{z_i q t}{z_i^a} \right) \]

The main result of [6], Theorem 1.1, claims that under the isomorphisms (2.8) and (2.9) we have:

\[ P_{m,n} \rightarrow u_{m,n} \cdot (qt)^{-m} \delta_{m<0} \quad P_{m,n} \rightarrow u_{-m,-n} \cdot (qt)^{m} \delta_{m<0} \]

We thus obtain integral formulas for the operators \( U_{m,n} : \Lambda \rightarrow \Lambda \) via (2.12) and (2.13). However, the rational function \( p_{m,n} \) does not add any new poles to the integral, because its denominator is canceled by the numerator of the product of \( \omega \)'s. So we can backtrack the discussion in Subsection 2.7 and move the contours to obtain the following:

**Theorem 2.15.** For any \( m \in \mathbb{Z} \) and \( n > 0 \), the operators \( U_{\pm m, \pm n} \) are given by:

\[
U_{m,n} = \frac{(qt)^{\frac{m}{k}}}{(q^n-1)(t^n-1)} \int_{|z_1|=\ldots=|z_n|} Dz_1 \ldots Dz_n \cdot p_{m,n}(z_1, \ldots, z_n) \prod_{1 \leq i < j \leq n} \omega \left( \frac{z_i}{z_j} \right) \exp \left( - \sum_{k \geq 1} \beta_k p_k \frac{z_i^{-k} + \cdots + z_n^{-k}}{k} q^{-\frac{k}{k}} t^{-\frac{k}{k}} \right) \exp \left( - \sum_{k \geq 1} \beta_k p_k \frac{z_i^{-k} + \cdots + z_n^{-k}}{k} \right)
\]

and:

\[
U_{-m,-n} = \frac{(qt)^{\frac{-m}{k}}}{(q^n-1)(t^n-1)} \int_{|z_1|=\ldots=|z_n|} Dz_1 \ldots Dz_n \cdot p_{m,n}(z_1, \ldots, z_n) \prod_{1 \leq i < j \leq n} \omega \left( \frac{z_i}{z_j} \right)
\]
This allows us to obtain formulas as in Theorem 2.15 for any rim-hook skew Schur functions. To construct these, note that to any sequence \( \varepsilon \) of \( \Lambda \), known as rim-hook (or ribbon) skew Schur functions. To construct these, we do not know how other well-known symmetric functions can be written linearly in terms of \( \Lambda \), although there are linear relations between them. Beside the usual relations:

\[
\begin{align*}
  h_k &= s_{(0,\ldots,0)}, \\
  e_k &= s_{(1,\ldots,1)},
\end{align*}
\]

we do not know how other well-known symmetric functions can be written linearly in terms of \( s_\varepsilon \), although this would be a very interesting question. Then it is proved in [6] that the map \( \Upsilon \) sends \( s_\varepsilon \) to the shuffle element:

\[
(-qt)^\# \text{ of ones in } \varepsilon : \text{Sym} \left[ \prod_{i=1}^{kn} \frac{1 + \varepsilon_i}{z_i} \cdot \frac{1 + \varepsilon_i}{z_i} \cdot \prod_{1 \leq i < j \leq kn} \omega(\frac{z_i}{z_j}) \right]
\]

5 Meaning one which doesn’t contain any \( 2 \times 2 \) boxes

6 We set \( \varepsilon_x = 0 \) unless \( x \in \{1,\ldots,k-1\} \)
\begin{equation}
\exp \left( -\sum_{k \geq 1} \beta_k p_k \frac{z_1^{-k} + \ldots + z_n^{-k}}{k} \right) \exp \left( -\sum_{k \geq 1} \beta_k p_k \frac{z_1^k + \ldots + z_n^k}{k} \right)
\end{equation}

**Proof**  The Littlewood-Richardson rule easily implies that $s_\varepsilon \cdot s_{\varepsilon'} = s_{\varepsilon_0 \varepsilon'} + s_{\varepsilon_1 \varepsilon'}$, hence we can infer a similar relation for the Macdonald eigenoperators:

$$D_\varepsilon \cdot D_{\varepsilon'} = D_{\varepsilon_0 \varepsilon'} + D_{\varepsilon_1 \varepsilon'}$$

If we write $D'_\varepsilon$ for the operator in the RHS of (2.18), it is easy to see that:

$$D'_\varepsilon \cdot D'_{\varepsilon'} = D'_{\varepsilon_0 \varepsilon'} + D'_{\varepsilon_1 \varepsilon'}$$

and hence the induction hypothesis implies the equality between differences of two $D$s and differences of two $D'$s. In order to infer that all $D$s are equal to the corresponding $D'$s, it is enough to prove so for a single $\varepsilon$, and in fact it is enough to claim it for $p_n$. In this case, the desired equality is simply Theorem 1.2.

\[
\square
\]
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