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ABSTRACT
Non-alcoholic fatty liver disease (NAFLD) is one of the most common causes of chronic liver diseases (CLD) which can progress to liver cancer. The severity and treatment of NAFLD is determined by NAFLD Activity Scores (NAS) and liver fibrosis stage, which are usually obtained from liver biopsy. However, biopsy is invasive in nature and involves risk of procedural complications. Current methods to predict the fibrosis and NAS scores from noninvasive CT images rely heavily on either a large annotated dataset or transfer learning using pretrained networks. However, the availability of a large annotated dataset cannot be always ensured and there can be domain shifts when using transfer learning. In this work, we propose a self-supervised learning method to address both problems. As the NAFLD causes changes in the liver texture, we also propose to use texture encoded inputs to improve the performance of the model. Given a relatively small dataset with 30 patients, we employ a self-supervised network which achieves better performance than a network trained via transfer learning. The code is publicly available[1].
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1. INTRODUCTION
NAFLD is growing in prevalence in the worldwide population [1]. If not diagnosed timely, it can gradually progress to liver cancer [2]. The diagnosis of NAFLD requires histopathological examination of the fibrosis and NAS scores. The NAS scores comprise of three different scores: steatosis, lobular inflammation and ballooning. The gold standard in determining these scores is liver biopsy which is an invasive procedure and involves risks such as bleeding, infections, etc. Thus it would be beneficial if non-invasive imaging modalities can be used to correctly stage fibrosis and NAS. In non-invasive imaging modalities, although MRI contains more information than CT, the latter is cheaper and hence it is of great value to detect fibrosis and NAS scores from CT images.

There are works that stage liver fibrosis from CT using deep learning based techniques [3]. Choi et al. [4] train convolutional neural networks from scratch using a dataset of over 4,000 subjects. Such a large amount of fibrosis and NAS labeled data might not be always available as the labeling requires the invasive biopsy procedure. To train a good model on a small dataset, transfer learning is usually adopted to make use of the pretrained weights from large datasets. For example, in [5] the authors stage NAS and fibrosis by initializing a ResNet-18 [6] model with pretrained weights from ImageNet dataset. Such type of pretraining not only requires a huge amount of labeled data, which is often infeasible in the medical image field, but also suffers from domain shift between natural images in ImageNet dataset and CT images in the small medical dataset.

In this work we address these limitations by using self-supervised learning. Self-supervised learning (SSL) uses a pretext task to pretrain the network with unlabeled data. The pretrained network is then finetuned in the downstream tasks. An advantage of SSL is that we can make use of a large amount of unlabeled data to train the network. This bypasses the need for a huge dataset with fibrosis and NAS labels for our classification task. Besides, the problem of domain shift is also effectively addressed as both the self-supervised pretraining and downstream classification are on medical images.

In SSL, it is important to select a suitable pretext task to make the pretraining effective. The pretext task should help the network understand the features that are needed to solve the downstream task. We choose the context restoration method [7] as our pretext task. In this method, the network learns by reconstructing images from their corrupt versions using the context or neighborhood pixels information. This knowledge makes this self-supervised training a fit candidate for fibrosis and NAS score classification task because these diseases can bring in granular textural changes in liver.

With the progression of NAFLD, the liver may undergo changes in texture or liver nodularity [8, 9, 10, 11], in the ratio of the volumes of the liver’s left and right lobes [12], in contour [8], and expansion of the gall bladder fossa region [13] etc. To assist the network in better capturing the visual changes in the liver texture, we use texture encoded input [14] instead of the original CT images when fine-tuning the network in the downstream classification task. In summary, our main contributions are:

[1]https://github.com/ananyajana/fibrosis_code
• Introduction of an effective self-supervision approach for fibrosis and NAS score prediction.
• Demonstration that texture encoded input (local binary pattern) can be effectively utilized to achieve good performance for fibrosis and NAS classification.

2. METHODS

Our proposed method has three steps: (1) Data preprocessing, (2) self-supervised pretraining using context restoration, and (3) fibrosis stage and NAS scores classification by fine-tuning the SSL pretrained network with local binary pattern inputs.

2.1. Data Preprocessing

The 3D CT volume of a subject consists of raw CT slices that are not suitable to be directly input into a neural network. We first performed Hounsfield windowing on these slices with the range $[-200, 250]$ to improve the image contrast and then segmented out the liver part using a U-net [15] like in [5] to get rid of irrelevant organs in the CT images. After liver segmentation in the 2D slices from all subjects, we discarded the slices which had either no liver present or very small liver portion (by using mean pixel value 5 as threshold). The remaining 2D slices were resized to $224 \times 224$ resolution.

2.2. Self-Supervised Pretraining by Context Restoration

As texture change in the liver is one of the key indicators of NAFLD, it becomes extremely important that the network understands the context of a pixel in conjunction with its neighborhood rather than in isolation. Therefore, we choose context restoration [7] as the pretext task. This task aims to reconstruct the original image from the corrupted version. The original image is corrupted by swapping a pair of non-overlapping random patches in the image. This step is repeated several times to generate the final corrupted image. The difficulty level of this restoration task increases as the number of swaps increases or if the patch size increases. In the restoration process the network can learn important semantic features by focusing on the neighborhood of a patch.

Our self-supervised pretraining step is shown in Fig. 1(a). The network consists of an analysis/encoder part and a reconstruction/decoder part. The analysis part has three convolution and max-pooling layers and is used for feature extraction. The reconstruction part consists of repeated convolution and upsampling layers and aims to reconstruct the original image from features. In the downstream classification task, the analysis part followed by an adaptive average pooling layer (Fig. 1(b)) is used as the feature extractor to obtain a feature vector for each slice. Chen et al. [7] used MSE loss for training the task. We choose RMSE over MSE to prevent the possible outliers from perturbing the network drastically. Besides, the changes brought in by NAFLD could be very subtle, almost imperceptible to ordinary vision. Hence we introduce an adversarial loss to help the network learn to restore the context in a more realistic way. The discriminator consists of convolution layers, leaky-relu layers, dropout and batch normalization layers followed by a final sigmoid layer.

2.3. Local Binary Pattern

NAFLD can bring in a number of morphological changes in the liver - change in liver texture being one of the key changes. There are studies [8] that explore the manual scoring of the liver texture change by using quantification mea-
Fig. 2. Fibrosis & NAS score classification: The images are converted to their texture encoded representation and the feature extractor generates the features from these texture encoded input. The final classifier uses these features to predict a final score.

| Table 1. Original and combined Fibrosis stage and NAS score distributions in the 30-subject dataset. |
|---|---|---|---|---|---|---|---|---|
| Score | 0 | 1 | 2 | 3 | 3.5 | 4 | Original | 7 | 6 | 4 | 3 | 2 | 8 | Combined | 7 | 10 | 13 |
| NAS steatosis | 0 | 1 | 2 | 3 | | | | 2 | 9 | 11 | 8 | | 11 | 8 | 11 | 11 |
| NAS lobular | 0 | 1 | 2 | 3 | | | | 9 | 10 | 8 | 3 | | | 11 | 11 | 11 |
| NAS ballooning | 0 | 1 | 2 | | | | | 8 | 11 | 11 | | | | | | |

sures like Liver Surface Nodularity (LSN) score. In this work we explore if our network can leverage the information contained in texture encoded input to classify the disease better. We use a computationally simple and effective method called local binary pattern. In this method each pixel is encoded in a way such that its surrounding pixels information is included in it. Suppose there are \( n \) neighbor pixels, then the central pixel can be thought of as an \( n \) bit representation where each bit represents a particular neighbor pixel’s relative intensity value. When a neighbor pixel’s intensity value is greater than the central pixel, the corresponding bit position contains a 1, otherwise 0. The formulation is written as (1). 

\[
LBP(x_c, y_c) = \sum_{p=0}^{p=n-1} f(i_p - i_c)2^p
\]

where \( f(x) = 1 \) if \( x \geq 1 \), and 0 otherwise, \((x_c, y_c)\) is the central pixel with intensity \( i_c \), and \( i_p \) denotes the intensity of the neighboring pixel. We compute the local binary pattern by taking a radius of 1 and an 8-connected neighborhood. We choose radius 1 because the changes brought by liver fibrosis are very granular, almost imperceptible to human eyes and hence the smallest possible radius may work best to capturing the pixel differences.

The local binary patterns of the images are used as input to the classification network. The self-supervision part is trained entirely on CT images, not the local binary patterns.

2.4. Classification

The network architecture of the fibrosis and NAS score classification is shown in Fig. 2. It consists of the feature extractor (Fig. 1(b)) and a final classifier. The feature extractor consists of the analysis part of the self-supervision network and an adaptive average pooling layer and aims to extract local features for each individual 2D slice. Because we want to predict the patient-wise scores, the first two fully-connected (fc) layers process the local features and then the average pooling layer obtains the global feature for each patient from local features. And this global feature is used for prediction through the last fc layer. The cross entropy loss is adopted to train the classification network.

3. EXPERIMENTS

3.1. Dataset and Evaluation Metrics

The pretext task of self-supervised learning is trained on the MICCAI 2017 LiTS challenge dataset [17]. It is a large dataset with high image quality. Most importantly, the liver images are similar as those in our dataset for fibrosis and NAS scores prediction. LiTS dataset has a total of 201 patients CT volumes, and there are 131 and 70 cases in the training and test sets, respectively. The segmentation labels in LiTS dataset are not used during self-supervised learning.

Our dataset for fibrosis and NAS score classification is the same as [5]. The dataset comprises of 30 patients CT volumes. The distribution of the fibrosis and NAS scores are shown in Table 1. In the original data, the number of patients in some of the classes was very small and hence some of the classes have been combined (‘Combined’ row) after discussion with our collaborating doctors.

We use the Area Under ROC Curve (AUC) to evaluate the performance of our model.

3.1.1. Implementation Details

The self-supervision network was trained using the Adam optimizer for 700 epochs with batch size 30 and learning rate 0.0002. The images were normalized using a mean 0.485 and std 0.229. We used a patch size of 20 pixels and a total of
We compare our method with two state-of-the-art methods \[4, 5\]. In \[4\], the model was trained using a large annotated dataset. The network in \[4\] is a 3D network, and we made a 2D simulation of it for comparison. They used a network of 15 convolutions and pooling layers and a final average pooling layer. As our image size was 224x224 and we didn’t use any upsampling layers, we used a network comprising of 15 convolutions and 5 max pooling layers and a final average pooling layer. In \[5\], the authors utilized transfer learning to the classification model. The ResNet-18 based feature extractor was initialized with ImageNet pretrained weights.

The results are shown in Table 2. Our results outperform both methods in all tasks. Compared to Choi et al. \[3\], our method is more focused on learning specific features of the disease (i.e., texture) and hence achieves better performance. Compared to the transfer learning method \[5\], our method takes advantages of the self-supervised learning and has no domain shift problems, therefore achieves much better performance. Another advantage of our method is that our network is more suitable for this small patient dataset as it is more lightweight and is not prone to overfit the data compared with the other two methods. Our self-supervision focuses specifically on understanding the pixel neighborhood information better which is very important for fibrosis and NAS score classification. The other two previous works already mentioned are more generic in nature and hence may not leverage the disease specific features to the best possible extent.

### Table 2. Mean AUC values of fibrosis and NAS scores prediction using different methods (Three-fold cross validation, average of 5 repeated experiments).

| Method               | Fibrosis     | NAS steatosis | NAS lobular | NAS ballooning |
|----------------------|--------------|---------------|-------------|---------------|
| Pretrained Resnet \[5\] on CT | 76.35±15.77  | 67.88±8.85    | 61.82±14.19 | 64.38±16.29   |
| Simulation of Choi et al. \[4\] | 69.26±4.7    | -             | -           | -             |
| Ours (SSL+LBP+Adversarial Loss) | **78.47±1.97** | 84.66±13.27  | 74.44±1.71  | 73.90±2.86    |

### Table 3. Ablation Study. Best results shown in bold and second best results in underline.

| Method       | SSL | Adv. Loss | image/LBP | Fibrosis     | NAS steatosis | NAS lobular | NAS ballooning |
|--------------|-----|-----------|-----------|--------------|---------------|-------------|---------------|
| Ablation1    | ✗   | ✗         | image     | 58.61±5.82  | 75.16±14.13  | 68.48±4.5   | 61.48±1.41    |
| Ablation2    | ✗   | ✗         | LBP       | 58.82±9.57  | 48.38±13.36  | 47.57±7.49  | 47.17±6.46    |
| Ablation3    | ✓   | ✗         | LBP       | 77.97±3.16  | 76.36±9.89   | 69.33±2.27  | 60.9±5.94     |
| Ablation4    | ✓   | ✗         | LBP       | 72.51±4.13  | 76.59±16.15  | 73.88±1.39  | 71.23±3.21    |
| Ablation5    | ✓   | ✓         | image     | **79.30±1.57** | 78.96±7.6   | 73.44±1.36  | 65.59±2.78    |
| Ours         | ✓   | ✓         | LBP       | 78.47±1.97  | **84.66±13.27** | **74.44±1.71** | **73.90±2.86** |

We performed ablation studies to illustrate the effectiveness of the proposed method. The results are shown in Table 3. It can be observed that the self-supervised pretraining, the adversarial loss and the local binary pattern inputs all have positive effects on the classification performance. Without the self-supervised pretraining, the results (Ablation1 and Ablation2) are much worse compared with those using SSL, because it is difficult for the network to learn meaningful features on the small dataset. The self-supervised pretraining provides good initial weights for the classification task. The adversarial loss in the pretext task can help the network learn to restore the context in a more realistic way, thus providing a better pretrained feature extractor for the downstream task. As for the local binary pattern, it is not useful when training from scratch, probably because of the small size of dataset. With the help of SSL, the LBP are better compared to using the original images as input.

### 3.2. Results and Discussion

#### 3.2.1. Comparison with state-of-the-art methods

In this work, we proposed a self-supervised learning based method to predict liver fibrosis stage and NAS scores from CT images. The self-supervised pretraining can solve the problems of the scarcity of large annotated dataset and domain shift in transfer learning. Besides, we adopted texture encoded input (local binary pattern) as the network input instead of original images to better capture the texture changes. Our method outperformed the state-of-the-art methods.

### 4. CONCLUSION

In conclusion, our self-supervised learning based method achieved the best performance in predicting liver fibrosis stage and NAS scores from CT images. The method's effectiveness is demonstrated through superior performance compared to existing methods, particularly in handling limited dataset and alleviating domain shift issues. This approach offers a promising direction for improving diagnostic accuracy in liver disease assessment.
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