Modified LTSE-VAD algorithm for applications requiring reduced silence frame misclassification
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Abstract

The LTSE-VAD is one of the best known algorithms for voice activity detection. In this paper we present a modified version of this algorithm, that makes the VAD decision not taking into account account the estimated background noise level, but the signal to noise ratio (SNR). This makes the algorithm robust not only to noise level changes, but also to signal level changes. We compare the modified algorithm with the original one, and with three other standard VAD systems. The results show that the modified version gets the lowest silence misclassification rate, while maintaining a reasonably low speech misclassification rate. As a result, this algorithm is more suitable for identification tasks, such as speaker or emotion recognition, where silence misclassification can be very harmful. A series of automatic emotion identification experiments are also carried out, proving that the modified version of the algorithm helps increasing the correct emotion classification rate.

1. Introduction

One of the first steps in many speech processing systems is usually the voice activity detection (VAD), which identifies the time intervals with speech signal and those with only background noise. The outcome from the VAD algorithm allows discarding the silent frames from further processing, as they carry no speech information, therefore improving the performance of the rest of the system.

The quality of a VAD system is measured in terms of silence frames detected as speech or silence misclassification rate (ER0) and speech frames detected as silence or speech misclassification rate (ER1). Given a certain algorithm, both measures are somehow related, and reducing one of them results in the increase of the other. Therefore, it is necessary to reach a compromise with acceptable values in both error rates.

VAD algorithms are usually designed to have a very low ER1, at the cost of a higher ER0. In other words, they are designed to misclassify as few speech frames as possible, even though that means that a considerably large number of silence frames enter into the system. However, this behaviour is not always the most desirable, and the optimum working point depends on the application the VAD is used for.

In applications in which preserving the linguistic message of the speech is essential, a very low ER1 is required, since classifying speech frames as silence would mean to loose part of the message. This is the case of speech coding and automatic speech recognition (ASR) systems. Speech coding algorithms can use the VAD outcome to efficiently encode silent frames and to reduce the required bandwidth, as it is done in the EVRC (3GPP2, 2004), G.729 (ITU-T, 2007) and GSM (ETSI, 1997) systems. In ASR, the VAD is used to discard the silent frames from further processing, as they could confuse the recogniser and increase the error rates. For example, the advanced front-end for distributed speech recognition (AFE-DSR) defined by (ETSI, 2003) uses a VAD this way.

However, there are some applications that rely on the global acoustic characteristics of the speech, and for which the uttered message is not that important. Speaker, gender and emotion recognition are examples of this kind of applications. In these systems, silence frames are discarded, and all the rest are usually gathered in order to estimate a speaker, gender or emotion model, assuming that all speech frames come from the same distribution. Silent frames classified as speech corrupt the estimated distribution of the features, providing unreliable and weak models. Therefore, low ER0 is required. However, loosing some speech frames is not critical. Furthermore, speech frames classified as silence probably have a very low energy or are corrupted by noise, so discarding them and retaining the more robust frames can be beneficial (Krishnakumar et al., 2003). Therefore, in these applications a moderately higher ER1 can be bearable or even preferable.

Aside the already mentioned standard VAD implementations, a number of general-purpose algorithms have been proposed. Among them the LTSE-VAD presented by (Ramirez et al., 2004) stands out because of its simplicity, adaptability and good results. It obtains a very low ER1 even in noisy signals while maintaining a rather acceptable low ER0 in comparison with other algorithms. Nevertheless the achieved ER0 may still be too high for some applications.

In this work we propose a modification of the original LTSE-VAD algorithm that leads to a better performance when a low ER0 is required. The modified algorithm is compared to the original one and to other standard algorithms in terms of speech and silence frame errors (ER0 and ER1) as well as their detection error trade-off (DET) curves (Martin et al., 1997). Finally an experiment on emotion identification is carried out with both the original and modified algorithms showing a better performance with the proposed system.
2. Original LTSE-VAD algorithm

In broad lines, the original LTSE-VAD algorithm presented by (Ramirez et al., 2004) computes the divergence between the long term spectral envelope (LTSE) of the current frame and the mean spectrum of the noise in order to decide whether the frame contains speech or not. A divergence larger than a given threshold means that the spectral characteristics of the frame and the noise are different enough to classify it as speech. Otherwise, it is classified as silence. When the noise level is low, the speech and silence parts are easily distinguishable, but with a noisy signal the difference is not so clear. Therefore the decision threshold is adaptive and depends on the noise level, so that the algorithm gets good results with different noise levels.

Let \( s[n] \) be the input signal, which is windowed with fixed-length overlapping windows, resulting in \( L \) frames \( x(l) \) with \( l = 1 \ldots L \). Let \( X(k,l) \) be the spectrum amplitude for frequency bin \( k \) in frame \( l \), estimated with a discrete Fourier transform (DFT), with \( k = 1 \ldots K \). The LTSE of order \( N \) for frame \( x(l) \) is defined as:

\[
LTSE(k, l) = \max_{N \leq j \leq N} \{ X(k, l + j) \} \tag{1}
\]

The LTSD between the frame and the estimated noise spectrum \( N(k) \) is defined as:

\[
LTSD(l) = 10 \cdot \log_{10} \left( \frac{1}{K} \sum_{k=1}^{N} \frac{LTSE^2(k, l)}{N^2(k)} \right) \tag{2}
\]

Estimation of the noise spectrum \( N(k) \) and noise power \( P_N \) can be done during a short initialisation step averaging \( T \) frames without vocal activity (and thus with only background noise), if the initial silence is known to be long enough.

\[
N(k) = \frac{1}{T} \sum_{l=1}^{T} X(k, l) \tag{3}
\]

\[
P_N = \frac{1}{KT} \sum_{l=1}^{T} \sum_{k=1}^{K} X^2(k, l) \tag{4}
\]

The LTSD value of each frame is compared to a given threshold \( \gamma \). If the LTSD is larger than this threshold, it is labelled as speech, otherwise it is labelled as silence. The capability of the system to detect the vocal activity correctly depends on the signal to noise ratio (SNR). With high SNR the acoustic characteristics of speech and background noise are clearly different, so the threshold \( \gamma \) can be set at a fairly large value. With lower SNR the power and spectrum of frames with and without vocal activity are more similar, and it is more difficult to distinguish them. That means that for low SNR \( \gamma \) should be small in order to make the algorithm more flexible. Therefore, the value of the threshold \( \gamma \) is set according to the noise level \( P_N \):

\[
\gamma = \begin{cases} 
\gamma^m & P_N(l) \leq P_N^m \\
\gamma^M & P_N(l) \geq P_N^M \\
\frac{P_S(l) - P_S^m}{P_S^m - P_N^m} (\gamma^m - \gamma^M) + \gamma^m & \text{other}
\end{cases} \tag{5}
\]

where \( P_N(l) \) is the estimated noise power for frame \( l \), and \( P_N^m \) and \( P_N^M \) are the minimum and maximum considered values for the noise power, while \( \gamma^m \) and \( \gamma^M \) are the predefined thresholds for these extreme noise values respectively. In order to make the algorithm adaptive to time-varying noise levels, the estimated noise spectrum \( N(k) \) and noise power \( P_N \) are updated with each frame classified as non-speech using a factor \( \alpha_N \):

\[
N(k, l) = \begin{cases} 
\alpha_N \cdot N(k, l - 1) + (1 - \alpha_N) \cdot X(k, l) & \text{if silence} \\
N(k, l - 1) & \text{if speech}
\end{cases} \tag{6}
\]

\[
P_N(l) = \begin{cases} 
\alpha_N \cdot P_N(l - 1) + (1 - \alpha_N) \cdot P_X(l) & \text{if silence} \\
P_N(l - 1) & \text{if speech}
\end{cases} \tag{7}
\]

with \( P_X(l) \) the power of frame \( l \). The initial values \( N(k, 0) \) and \( P_N(k, 0) \) are obtained during the initialisation step using equations (3) and (4). This adaptive behaviour, together with the use of a noise-level dependent threshold, are the characteristics that give the algorithm its robustness and great accuracy.

Finally, a hangover mechanism is implemented in order to delay the speech to silence transitions during \( HO \) frames. This mechanism is turned off if the LTSD exceeds a given threshold \( LTSD_{D0} \), as this would mean that the difference is clear enough not to need the hangover at all.

3. Modified LTSE-VAD algorithm

Making the threshold depend only on the noise level means that the speech level is considered to be the same in all cases. The difference between the LTSE of the signal and the noise spectrum does not depend on the noise level itself but on the SNR: the noise level may increase, but if the speech level increases as well, the relation (and the LTSD) may remain the same. It is expected that modifying the original LTSE-VAD algorithm in order to make the threshold dependent on the SNR instead of the noise level will improve results under certain conditions.

Therefore, we propose to estimate the threshold value according to the SNR level instead:

\[
\gamma(l) = \begin{cases} 
\gamma^m & SNR(l) \leq SNR^m \\
\gamma^M & SNR(l) \geq SNR^M \\
\frac{SNR(l) - SNR^m}{SNR^m - SNR^M} (\gamma^m - \gamma^M) + \gamma^m & \text{other}
\end{cases} \tag{8}
\]

where \( SNR(l) \) is the SNR value for frame \( l \), and \( SNR^m \) and \( SNR^M \) the minimum and maximum considered SNR values.

Using the SNR as a parameter to define the proper value for \( \gamma \) involves having a mechanism to estimate the SNR value for each frame. In addition to equations (6) and (7) to estimate the noise spectrum and power for each frame in an adaptive process, we also estimate the speech level adaptively:

\[
P_S(l) = \begin{cases} 
\alpha_S \cdot P_S(l - 1) + (1 - \alpha_S) \cdot P_X(l) & \text{if speech} \\
P_S(l - 1) & \text{if silence}
\end{cases} \tag{9}
\]

Finally the adapted SNR for frame \( l \) is calculated as:

\[
SNR(l) = 10 \cdot \log_{10} \left( P_S(l) / P_N(l) \right) \tag{10}
\]

Also, the hangover mechanism is completely turned off, as delaying the speech to silence transition may increase the ERO type of errors.
4. Accuracy experiments

In order to check the effect of the applied changes a series of accuracy experiments were carried out comparing the original and modified LTSE-VAD algorithms. At the same time, the performance of the VAD algorithms included in ITU G.729 (ITU-T, 2007) and ETSI AFE-DSR (ETSI, 2003) standards are evaluated and compared. The AFE-DSR standard uses two VAD algorithms, one for the noise-reduction system and another one for the frame-dropping mechanism. Both are evaluated.

For these experiments the Spanish SpecCon database (Iskra et al., 2002) was used. This database contains more than 1000 recordings in different environments (car, office and public place). Each recording was done with four different microphones: a close-talk headset (channel C0), a lavaliere (channel C1), a medium distance cardioid microphone (0.5-1 meter, channel C2) and a far distance omnidirectional microphone (channel C3). Each of these channels represents a different SNR, C0 being the cleanest (around 20 dB) and C3 the noisiest (0 dB) scenarios.

The signals in the database were recorded in raw format at 16 kHz sample rate and 16 bit per sample. All recordings were downsampled to 8 kHz prior to the experiments. The reference speech and silence labelling was performed manually.

4.1. VAD accuracy experiments

As a first experiment the considered algorithms were evaluated in terms of ER0 (silence frames detected as speech), ER1 (speech frames detected as silence) and TER (total error rate). For these experiments G.729 and AFE algorithms used their standard values, while the original LTSE algorithm used the values proposed by (Ramirez et al., 2004): 
\[ N = 12, \gamma^m = 6, P_N^m = 30, \gamma^M = 2.5, P_N^M = 50, \alpha_N = 0.95, L T S D_0 = 25, H O = 8. \]

The modified algorithm was implemented with: 
\[ N = 12, \gamma^m = 8, SNR^m = 5, \gamma^M = 15, SNR^M = 20, \alpha_N = 0.95, \alpha_S = 0.95. \]

Table 1 shows the performance of these algorithms for each of the scenarios in the database. Among the standard systems G.729 is the one with highest error rates both in terms of ER0 and ER1. The AFE systems obtain a much better result in terms of ER1, especially AFE-FD. Since this algorithm is used to discard silence frames entering the ASR, it is very conservative with speech frames and is adjusted to loose as few speech samples as possible.

The original LTSE algorithm also performs significantly well in terms of ER1, with results comparable to those obtained by AFE-FD. But at the same time it manages to reduce the ER0 value, showing the benefits of the adaptive algorithm. Accordingly, the TER is also reduced with respect to the standard algorithms. Nevertheless, the ER0 is over 30% in all scenarios, which may be fatal in some applications.

The proposed changes provide the best results in terms of ER0, with values between 10% and 20%, depending on the noise level. At the same time the ER1 level is kept under 7% in all cases, which makes this algorithm suitable also for applications were ER0 type of errors is not critical but may have some importance. In fact, looking at the total error rate, the proposed algorithm gives the lowest errors, with more than 90% of the frames correctly classified in C0, C1 and C2 scenarios.

4.2. DET curves

The proposed algorithm gets a lower ER0 partly at the cost of increasing the ER1 value. This same effect could be obtained modifying the LTSD threshold to a higher value and changing the working point of the algorithm. The key is to reduce significantly ER0 while increasing ER1 only a little.

To see if the proposed changes really improve the performance of the system at different working points, Figure 1 shows the DET curves of the original LTSE and the proposed algorithms. The working points corresponding to the values of Table 1 are also represented. It can be seen that the convenience of the applied changes depends on the selected working point. For low ER1 (under 1% in clean speech and under 5% in noisy speech) the original algorithm obtains the best performance, with the lowest values of ER0. This result seems reasonable, as the algorithm was developed precisely to give good results at low ER1 values.

On the other hand, for low ER0 values (below 10%) the proposed algorithm provides better results, with a lower corresponding ER1. This means that the proposed algorithm is more suitable for systems in which low ER0 is needed.

4.3. Automatic emotion identification experiments

As stated before, having a low ER0 value is especially important in speaker or emotion identification systems. Silence frames provide no information about the speaker or about the emotion, and they only increase the confusion in the system. On the contrary, ER1 errors are not so harmful, at least if they are kept below a reasonable level. Furthermore, speech segments that are classified as silence are...
likely to have low intensity or to be corrupted by the background noise. Therefore, discarding these frames can also make the identification system more robust. Of course, if the ER1 level increases too much, useful information will be lost.

In order to confirm whether the proposed changes are beneficial for this kind of systems or not, automatic emotion identification experiments were carried out using the AIBO emotional database (Batliner et al., 2006). This database contains approximately 18,000 recordings of 51 children while they were playing with the Sony-AIBO pet robot. The data was collected in two different schools, Mont and Ohm, and the developers of the database suggest using the recordings from Ohm for the training and the ones from Mont for the testing phases. This way the speaker independence of the results is guaranteed.

According to the description given in (Batliner et al., 2006), five labellers assigned an emotional label to each word in the recordings. Afterwards, an heuristic algorithm was applied to these word-level annotations in order to obtain the final label for each recording. The database also provides a measure of the agreement among the labellers. Several recordings have an agreement below 50%, which means that less than 50% of the labels assigned to the words of those recordings agree with the final label estimated by the heuristic algorithm. We have considered that these sentences have uncertain emotional content, as not even humans reached to an agreement about the conveyed emotion.

Therefore, we decided to discard them for this experiment. At the end we got 13,174 recordings, representing four different emotional states: anger, emphatic, neutral and positive. The recordings are distributed as shown in Table 2. Although prosodic parametrizations have been traditionally used for the identification of emotions (Burkhardt and Sendlmeier, 2000; Banse and Scherer, 1996; Paeschke, 2004), some studies show that spectral information can also be useful for this task (Vlasenko et al., 2007; Kim et al., 2007; Casale et al., 2007). Hence, we decided to use both types of features and compare how the proposed changes affect to them. Therefore, two different parametrizations were defined:

- **LFPC features** (Nwe et al., 2003) and their first and second derivatives, as representative of spectral envelope information.
- **Prosodic primitives**, i.e., intonation and intensity curves, together with their first and second derivatives.

In both cases a new feature vector was extracted every

![Figure 1: DET curves and working points of the considered algorithms for the four experimental scenarios.](image)

|    | Anger | Emphatic | Neutral | Positive | Total |
|----|-------|----------|---------|----------|-------|
| **Train** | 424 (6.0%) | 630 (9.0%) | 5589 (79.4%) | 398 (5.7%) | 7041 |
| **Test** | 292 (4.8%) | 371 (6.1%) | 5377 (87.7%) | 93 (1.5%) | 6133 |

Table 2: Distribution of the recordings in the AIBO database, once items with uncertain emotion were discarded.

---

1. [http://support.sony-europe.com/aibo/](http://support.sony-europe.com/aibo/)
10 ms. As the value of $F_0$ is not defined for unvoiced frames, prosodic primitives were divided into two distinct streams, one for the voiced frames (parametrized with intonation and intensity features) and another one for the unvoiced frames (parametrized only with intensity features). For comparison purposes, LFPC features were also divided into voiced and unvoiced streams. 64 mixture Gaussian mixture models (GMM) (Paalanen et al., 2006) were used as classifiers in all cases.

As shown in Table 2, emotions are not balanced in the database, with most of the recordings being labelled as neutral. Therefore, the unweighted average recall (UAR) was used to measure the correct identification rate, instead of the more traditional weighted average recall (WAR) (i.e., accuracy).

$$UAR = \frac{1}{N} \sum_{i=1}^{N} P_i = \frac{1}{N} \sum_{i=1}^{N} \frac{A_i}{M_i}$$  

$$WAR = \frac{N}{\sum_{j=1}^{N} M_j} = \frac{N}{\sum_{i=1}^{N} \sum_{j=1}^{M_i} M_j} = \sum_{i=1}^{N} P_i \cdot \Pr\{c = i\}$$

with $N$ the number of emotions, $P_i$ the accuracy for emotion $i$, $M_i$ the number of test recordings for this emotion and $A_i$ the number of test recordings for emotion $i$ that are correctly classified. $\Pr\{c = i\} = \sum_{j=1}^{M_i} M_j$ represents the a priori probability that a test recording belongs to class $i$. Therefore, WAR is equivalent to the weighted average of the accuracies of each emotion, using the a priori probabilities of the emotions as weighting factor. The measure provided by the UAR is more meaningful when the test examples are unbalanced, as it takes into account the fact that the most represented class is more likely to get higher accuracy.

Table 3 shows the results of these experiments, both for the original LTSE algorithm and for the modified version. As it can be seen, the modified VAD algorithm helps increasing the correct classification rate in all cases, but its effect is more noticeable in the unvoiced streams. Obviously, silence frames are unvoiced, so when these frames are detected as part of speech, they change the feature distribution of the unvoiced stream, increasing the confusion in the classifier. The lower ER0 of our algorithm helps preventing this effect, providing a higher identification rate. The improvement in the emotion classification with voiced frames can be due to the increase in the ER1. In most cases, the speech frames that are discarded by the VAD algorithm have a very low intensity, and are probably corrupted by the background noise. Therefore, a moderate increase in the ER1 also helps making the models more robust.

## 5. Conclusions

Usually, VAD algorithms are designed to have very low ER1 errors, i.e., to misclassify as few speech frames as possible, even though that means that as much as 30% of the silence frames are not detected. This design is the most suitable for applications in which the linguistic message should be kept at all costs (e.g., ASR). However, there are some applications in which the important information is on the acoustic characteristics, and not on the message. Speaker recognition or emotion identification are good examples of these. For this kind of applications, using silence frames during the modelling and identification steps results in an increase of the error rate. Therefore, achieving a low ER0 is necessary. Furthermore, a moderately higher ER1 may also improve the results, as the speech frames that will be detected as silence will probably have a very low intensity or will be corrupted by noise.

We have proposed some changes to the LTSE-VAD algorithm presented in (Ramirez et al., 2004), so that the VAD decision takes into account the SNR of the signal, and not only the background noise level. Silence and speech detection experiments have shown that the proposed algorithm achieves a lower ER0, while maintaining a reasonably low ER1 at the same time, even in noisy environments. Furthermore, taking into account both the speech and silence misclassification, the proposed algorithm provides a better framework for emotion or speaker recognition tasks, a series of automatic emotion identification experiments have been conducted. Results show a significant increase in the correct classification rate when unvoiced frames are used, and a moderate increase when using voiced frames.
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