Abstract: Electrochemical deposited (ECD) thick film copper on silicon substrate is one of the most challenging technological bricks for semiconductor industry representing a relevant improvement from the state of art because of its excellent electrical and thermal conductivity compared with traditional materials, such as aluminum. The main technological factor that makes challenging the industrial implementation of thick copper layer is the severe wafer warpage induced by Cu annealing process, which negatively impacts the wafer manufacturability. The aim of presented work is the understanding of warpage variation during annealing process of ECD thick (20 µm) copper layer. Warpage is experimentally characterized at different temperature by means of Phase-Shift Moiré principle, according to different annealing profiles. Physical analysis is employed to correlate the macroscopic warpage behavior with microstructure modification. A linear Finite Element Model (FEM) is developed to predict the geometrically stress-curvature relation, comparing results with analytical models.
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1. Introduction

Formation of copper thick film on silicon substrate is desirable in the semiconductor industry because of its excellent electrical and thermal conductivity [1,2]. Compared to other materials, such as aluminum, these properties allow us, respectively, to reduce the Joule effect and help the efficient dissipation of heat generated during operation. Furthermore, Cu metallization is better than aluminum in terms of resistance to electromigration and stress voiding phenomena [3,4]. The main technique to produce thick copper film on silicon substrate is electrochemical deposition (ECD), which is a highly efficient wet process for depositing a uniform layer of metal (like copper) on a semiconductor wafer [5,6]. Furthermore, Cu front metal is very attractive for integrated circuit (IC) manufacturing because it enables high-reliable Cu-Cu wire bonding solution [7–10]. The integration of Cu into ICs is still a technical challenge due to the induced stress in back end of line structures [11,12] and due to the severe wafer warpage induced by Cu annealing, which affects the accuracy of the subsequent manufacturing processes, such as the wafer handle and the adsorption of vacuum suction cup, having also a negative impact on device reliability. Wafer warpage caused by thick Cu layer is mostly due to plastic deformation during the annealing [13], which is a thermal process aimed to make softer Cu material, increasing and then stabilizing the Cu grains dimension. Stabilizing metal grain size, annealing permits to avoid electromigration issues in interconnect reliability, e.g., during reliability application related test [14–17] or passive thermal cycles [18,19]. It seems to miss in literature a detailed experimental warpage analysis for thick Cu layer: available data refer about maximum 5 µm thick Cu metal [3,20]. As later discussed, some analytical models are developed to calculate stress and warpage due to thermal budget. However, current approaches cannot
account material non-linearity and they assume only simple geometries, such as wafer or rectangular beam. A dedicated numeric model should be useful to overcome the above mentioned limitations.

The scope of this work is to characterize experimentally the warpage, which is intended as the maximum deflection, induced by 20 μm thick Cu film on a rectangular wafer slice, considering two different annealing profiles. The considered sample and tests are described in Section 2 and the working principle of warpage measurements are reported in Section 3.1. Results in terms of warpage are presented in Section 3.2 and dedicated physical analysis is employed and presented in Section 3.3 to clarify the phenomenology behind the observed warpage. Two numerical approaches [21,22] to calculate warpage due to a thermal input are resumed in Section 4.1. A Finite Element Model (FEM) is developed to predict the stress-curvature relation inside the elastic regime. Numerical outcomes are compared with the results of Stoney and Timoshenko equations as reported in Section 4.2. The final target of this paper is to correlate the warpage behavior of silicon devices with thick (20 μm) ECD copper film with physical modification induced by thermal treatment, such as annealing, and to find out a reliable numerical model to predict warpage. An analysis on micro-structure evolution due temperature evolution in the range between 150 and 250 °C permits to understand if it is possible optimize manufacturing process to reduce the residual warpage.

2. Sample and Test Description

The considered samples for warpage analysis are 50 × 10 × 0.75 mm beam, made by bulk Silicon 730 μm-thick, TiW 0.3 μm, Cu seed 0.2 μm, and ECD Copper 20 μm-thick. These portions are sliced from wafer just after copper electro-deposition at room temperature; therefore, copper is not thermally treated before samples formation. The slices are annealed following three different temperature profile, shown in Figure 1. Considering that the experiments analyze the impact of annealing process on wafer warpage, it is assumed that the trends discovered by these measurements on rectangular slices are valid also for wafer. As first approach, according to Timoshenko’s theory later reported in Section 4.1, the ratio between 8-inches (200 mm) wafer and rectangular slice (50 mm) deflection could be calculated from Equation (7), resulting equal to 8.

![Figure 1. Temperature profile considered for annealing the samples and measuring the warpage in temperature.](image-url)
The profile “W/o plateau” is repeated three times to investigate on hysteretic behavior after the first cycle. Warpage is measured continuously during the annealing, according to methodology explained in the following paragraph. Due to simple geometrical considerations, beam curvature is derived from warpage and compared with the calculated by Finite Element Model in linear elastic regime. Physical analysis is performed to clarify the physical modifications that occurs in copper during thermal profile. With respect to the samples considered for warpage measurements, it is used for physical analysis samples with AlCu metal and TEOS passivations layers placed between the TiW layer of 0.3 µm and the silicon substrate. The difference between warpage and physical analysis sample is negligible for the sake of the present work because the scope of physical analysis is to highlight thick copper micro-structure modification due to different temperature input. These interleaved layers between thick copper and silicon substrate do not affect copper structure modification due to thermal budget.

3. Warpage Measurements and Physical Analysis

3.1. Method Description for Warpage Measurements

A method based on Moiré Phase Shift is considered to experimentally quantify the warpage, using the commercial equipment “TDM (Topography and Deformation Measurements) Compact” by Insidix [23] presented in Figure 2.

![Figure 2. Experimental equipment TDM for warpage measurements.](image)

Analyzed sample is illuminated by a stripe pattern, which interacts with sample’s surface structure. This image is captured by a Charge-Coupled Device (CCD) camera, that correlates the resulting pattern modification with surface out-of-plane deformation of each sample point. The equipment is made by two main parts: the projection (composite light source) and the viewing (CCD camera + optics) systems. The first is a common projector, which projects strip patterns piloted by software. The viewing system includes a CCD camera and the viewing lens. When using phase-shift projection Moiré, the camera grating is phase-shifted against the projection grating. This technique can be applied for accurate 3D reconstruction. The equipment can regulate chamber temperature by infrared lamps and air cooler by a proportional–integral–derivative (PID) controller, in which the feedback is given by the temperature measured in real time by a thermocouple directly attached to measurement stage. The schematic of experimental equipment is reported in Figure 3.
In the digital projection Moiré option, the considered methodology for the presented analysis, the camera grating is imaged directly by software. The acquired image is numerically demodulated in order to make the sample profile reconstruction. The transmission of the square wave gratings through the optical system can be approximated as a cosine function of the profile number. Thus, the intensity pattern projected onto the object surface through the projection lens ($I_p$) is described as:

$$I_p(x, y) = I_s R(x, y) A \left[1 + \cos(2\pi n_p(x, y))\right],$$  \hspace{1cm} (1)

where $I_s$ is the intensity of the light source, $R(x, y)$ is the reflectance, and $A$ and $n_p$ are, respectively, amplitude and profile number of the projection grating. Meanwhile, the virtual intensity pattern on the sample ($I_v$), coming from viewing system, could be described by:

$$I_v(x, y) = A\left[1 + \cos(2\pi n_v(x, y))\right],$$  \hspace{1cm} (2)

where $n_v$ is the profile number of the viewing grating line that virtually illuminates the point $(x, y)$. This described overlap generates an interference pattern, which can be expressed [24]:

$$I_k(x, y) = A(x, y) + B(x, y) \cdot \cos \left(\frac{2\pi d(z + \delta_k)}{p(h + z + \delta_k)}\right), \hspace{1cm} \delta_k = \frac{k - 1}{m} \frac{ph}{d},$$  \hspace{1cm} (3)

in which $I_k$ is the recorded fringe interference pattern for the $k$-th shift ($k = 1, 2, \ldots, m$), $d$ is the distance between the light source and the observer, $h$ is the distance from the grating to the light source and observer, $z$ is the out-of-plane deformation of measured surface, $p$ is the pitch of the Moiré grating, and $A(x, y)$ and $B(x, y)$ are, respectively, the background and local contrast. In order to find out $z$, deleting experimental noise, measurements are performed with different $m$ grating pitches, as explicated in Equation (3) by terms $\delta_k$. Considering a Gaussian least squares approach, it is possible to solve iteratively the m equations (one for each considered phase-shift), non-linear in the coordinate $z$. The described approach is practically implemented by the used equipment considering a “virtual” grating, according to Reference [24].

### 3.2. Results

The measurement outputs considered for the presented work are the warpage maps shown in Figure 4, captured at different time of temperature profile, during both the heating and cooling phases.
Figure 4. Warpage maps at different temperature for temperature profile “W/o plateau”. On the right, the considered sign convention in Figure 5 is shown.

In particular, Figure 4 shows the acquisition for the first cycle of “W/o plateau” sample; meanwhile, similar analyses are performed for other test vehicles. Starting from the warpage maps, they are extracted warpage profiles along a specific vertical cutline, as depicted in Figure 6.

Figure 5. Measured warpage during temperature profiles. Negative values are reached during the heating, while positive ones during the cooling phase. Dotted line represents the warpage versus temperature profile that occurred during a second temperature cycle.
Warpage-temperature behavior is plotted in Figure 5, following the sign convention declared in Figure 4 and reporting the maximum warpage resulting in cutline extrapolation for each map, explained in Figure 6. It is arbitrarily chosen to consider the warpage positive in case of crying (convex) shape and a negative value in case of smiling (concave) shape. Analysis highlights that annealing process modifies warpage at 50 °C in all temperature profiles. Warpage is $-10 \mu m$ at the start, whereas it becomes around 35 $\mu m$ at the end of first cycle considering profiles “W/Plateau” and “W/o Plateau”, while it becomes around 20 $\mu m$ for “150 °C” profile. A possible explanation could be grain size growth is “freeze” and not completed in “150 °C” profile with respect to other temperature profiles with maximum temperature of 250 °C. Looking to the second cycle, warpage behaves as a closed loop because there is no warpage modification between the start and the end of cycle at 50 °C. Warpage is modified during 30 min plateau at 250 °C from around $-30 \mu m$ at the start of plateau to $-10 \mu m$ at the end of plateau. However, no significant difference is carried out after the cooling at room temperature. It is observed the first part of warpage-temperature diagram in the second cycle (between 50 and 90 °C) has a linear trend. The incremental ratio between warpage variation and temperature in this range is considered to benchmark the different warpage calculation methods presented in following paragraph. The warpage trend in temperature during the heating phase shows a change in slope that occurs at 150 °C, at which warpage reaches its maximum. This observed behavior could indicate an irreversible phenomenon in copper layer: the dedicated physical analysis will help to better understand the phenomenology as reported in Section 3.3.

3.3. Physical Analysis

Differential Scanning Calorimetry (DSC) analysis is employed to detect the occurrence of thermally driven phenomenon during the heating process. A sample identical to the ones considered for warpage measurements is heated from room temperature to 185 °C with an heating rate of 10 °C/min. DSC analysis reported in Figure 7 highlights the starting of an exothermic reaction at 160 °C. It could be indicative of an irreversible modification of the copper layer that it will be further investigated by microscopy.
Figure 7. DSC analysis on a thick copper samples which shows the starting of an exothermic process at about 160 °C.

Some samples are cross-sectioned and analyzed by Focused Ion Beam (FIB) technique [25]. Devices under test are milled with high precision by FIB and without splashing the copper metal and creating artefact due to sample preparation. The FIB-prepared samples are analyzed with Scanning Electron Microscopy (SEM). It works in a similar way as FIB, adopting an electron beam to hit the target. Information about the surface topography and composition can be extracted by the interaction between beam electrons and the atoms on the surface sample. Comparative pictures are shown in Figure 8 for samples without thermal treatment (a), heated at 150 °C (b) and at 250 °C. Microscopy analysis points out the increase of grain size between samples treated at 150 and at 250 °C. Grains of thick copper layer can be distinguished among them by the different gray tonality in SEM analysis. Investigation is focused on the FIB-opened section of ECD copper film; in fact, the original not-removed thick copper film is visible on the right and left edges of Figure 8b,c. According to sample description reported at the end of Section 2, SEM points out, respectively, the metal (gray) and the TEOS (black) layers underneath ECD copper. The observed micro-structure modification is coherent with DSC result (Figure 7) that detects an irreversible thermal process at around 160 °C. Moreover, this observation helps to explain the warpage behavior (Figure 5), in terms of residual warpage after thermal process and slope modification in warpage/temperature curve observed at around 150 °C. The experimentally observed grain growth due to temperature increase is supported by literature Chaudhari model for grain growth [26].
Figure 8. Scanning electron microscopic on FIB-prepared samples without thermal treatment (a), heated at 150 °C (b), and at 250 °C (c). Grains can be distinguished by grey tonality.
4. Model for Warpage Calculation

4.1. Literature Analytical Approaches

Two analytical approaches aimed to predict stress and warpage are described in this section. Stoney’s equation [22,27,28] are commonly used as reference. This formula is developed for “membrane-like” geometries made by two materials, such as the system made by semiconductor wafer and ECD metal, in which one layer (in our case, ECD Cu) is much thinner than other. According to Stoney, thermal stress \( \sigma \) of thin film can be written as:

\[
\sigma = \frac{E_s}{6(1-\nu_s)} \frac{h_f^2}{h_s} \left( \frac{1}{R} - \frac{1}{R_0} \right),
\]

in which \( E_s \) the Young’s modulus, \( \nu_s \) the Poisson’s ratio and \( h_s \) the thickness of the substrate, \( h_f \) is the thickness of the film, and \( R \) and \( R_0 \) the curvature radii of the substrate after and before film deposition. Considering that thermal stress is given by

\[
\sigma = E_f(\alpha_s - \alpha_f) \Delta T = E_f \Delta \epsilon_t,
\]

in which \( \alpha_s \) and \( \alpha_f \) are the coefficient of thermal expansion, respectively, for substrate and film. Curvature could be calculated from Stoney as follows:

\[
\frac{1}{R} - \frac{1}{R_0} = \frac{6E_f(1-\nu_s) h_f}{E_s h_s^2} \Delta \epsilon_t.
\]

The application of Stoney approach requires materials must be homogeneous and with linear elastic behavior. Considering the complex non-linear Cu behavior during annealing, Stoney results are not reliable to predict stress and warpage during the entire annealing process.

The second considered approach to numerically estimate stress comes from Timoshenko formulation for bi-material thermistors [21] that is extended for three and more materials [29,30]. This theory permits to translate the thermal input into a set of equivalent forces and momentum; therefore, it is possible to apply the classic theory for an elastic beam. Consider a beam consisting of two layers of different metals, welded together and subjected to a quasi-static temperature change from \( T_0 \) to \( T \). If the linear thermal expansion coefficients of these two materials are different from each other, heating and cooling will generate the lamina bending. Let be \( \alpha_s \) and \( \alpha_f \) the linear thermal expansion coefficients of substrate ans film, respectively. Furthermore \( E_s, E_f \) and \( h_s, h_f \) represent the elasticity modules and the thickness of the two materials. For simplicity, the beam has a unit width. Considering that \( I_f \) and \( I_s \) are, respectively, the inertia momentum for film and substrate, curvature \( 1/R \) can be expressed as in Equation (6):

\[
1/R = \frac{(\alpha_s - \alpha_f) \Delta T}{h_f h_s + 2(E_f I_f + E_s I_s) \left( \frac{1}{E_f \alpha_f} + \frac{1}{E_s \alpha_s} \right)}.
\]

Considering a beam of length \( l \), much smaller than the radius of curvature, the maximum deflection delta can be well approximated as:

\[
\delta \approx 1/8 \frac{l^2}{R}.
\]

The stress state within each lamina will be the composition of the stress induced by the bending moment \( M \), obviously dependent on the distance from the neutral axis of the under beam, and from the axial load \( P \), constant on each of the two parts. Bending moment can be obtained according to

\[
M = \frac{E I}{R},
\]

in which \( I \) is the moment of geometric inertia of the cross section and \( R \) the radius of curvature of the inflexed beam. Normal load can be expressed from the equation related to flexural moment equilibrium:

\[
Ph/2 = E_s I_s / \rho + E_f I_s / \rho.
\]
Considering the cooling case, the normal load expressed in Equation (8) acts as compressive stress in the material with the lower coefficient of thermal expansion (silicon substrate), as tensile stress where the CTE is higher (thick copper film). Remembering that the beam has a unitary thickness, the total stress will be:

$$\sigma = \sigma_f + \sigma_n = \frac{M_f}{I_f} y + \frac{P}{h_f}, \quad (9)$$

in which $y$ is the distance from the neutral axis, which is placed in the median section of the beam. As well as Stoney’s formula, Timoshenko’s approach is limited by elastic material hypothesis.

4.2. Finite Element Model for Warpage Calculation

A Finite Element Model is developed with Comsol Multiphysics to calculate the warpage variation, curvature and mechanical stress due to temperature variation, inside the range between 50–90 °C, in which warpage variation is found linear. It is created a 3D model, considering a simplified stack. Modeled structure is a 50 × 10 × 0.75 mm beam, made by silicon substrate (thickness 730 µm) and ECD copper layer (thickness 20 µm), neglecting TiW (0.3 µm) and seed Cu (0.2 µm) layers. These are neglected due to their lower thickness. Geometry is discretized with linear hexa mesh, not-coherent between silicon and copper due to the huge thickness difference. Considering that aim of analysis is to estimate stress and deformation inside a well-defined temperature range, materials are imposed “stress and strain free” at 50 °C and then they are heated up to 90 °C. Cu and Si are joined together using a “continuity” contact formulation, which fixes to 0 the relative displacements between Si and Cu nodes in contact. Displacement boundary conditions are imposed on structure vertices in order to allow the beam free expansion along the three directions.

Material properties, reported in Table 1, are taken from internal material database based on material supplier data and nanoindentation tests to determine the Young modulus [31]. It is assumed material behavior as elastic and neglecting the temperature dependence. Linear elastic warpage and stress behavior is calculated with the customized FE model and two different literature approaches. One is derived from the Timoshenko theory for bi-metal thermostats [24], and the other is the Stoney equation [22], to calculate thermal warpage in thin film. Warpage results are benchmarked with experimental warpage observed in the second cycle during the first heating phase (50–90 °C). Stress along x direction and warpage variation in temperature range 50–90 °C are calculated with FEM, considering the system stress and strain free at 50 °C. The results, shown in Figure 9, highlight stress is uniformly distributed on the strip, compressive on the copper side due to positive temperature variation. Warpage is correlated by means of a parabolic law with strip length.

Table 1. Considered material data for simulation.

| Material | Young's Modulus GPa | CTE ppm/K | Poisson Ratio |
|----------|---------------------|-----------|--------------|
| Silicon  | 120                 | 2.5       | 0.28         |
| Copper   | 77.5                | 16.4      | 0.364        |

The comparison between warpage and stress variation coming from considered methods is resumed in Table 2. FEM warpage is the closest with measurements and underestimates the experimental behavior of about 5%. Comparing between them the calculation methods, FEM predicts the highest warpage and highest stress, and it is the closest to the experimental measured warpage. The quite low difference between the Timoshenko and Stoney analytical approaches could be justified due to the fact that Timoshenko formula could be reduced assuming copper thickness much lower than silicon thickness. The difference observed in stress value can be addressed due to the fact that both the Timoshenko
and Stoney approaches neglect the contribution of copper Poisson ratio, as explained in Section 4.1, while finite element model accounts this factor.

![Diagram](image)

**Figure 9.** Direction x-stress component (a) and warpage on z-direction computed by FEM (b).

| Method          | Experimental | FEM  | Timoshenko | Stoney |
|-----------------|--------------|------|------------|--------|
| Warpage [µm/°C] | 0.700        | 0.660| 0.605      | 0.632  |
| Stress [MPa/°C] | n.a.         | 1.683| 1.003      | 1.075  |

5. Conclusions
In this work, we studied the evolution of the deformation during the annealing process of ECD thick copper film (20 µm), measuring at different temperature the warpage of a
wafer slice by means of dedicated optical technique. Analyses show an irreversible strain at a reference temperature (50 °C) induced by the first heating cycle. Scanning electron microscopy analysis highlights that temperature profile induces grain growth, showing different in terms of grain dimension between samples heated at 150 and 250 °C. Exothermic process at around 160 °C is pointed out by differential scanning calorimetry: this evidence contributes to explain the detected grain size in samples heated at 150 and 250 °C. Residual deformation depends strongly by maximum annealing temperature. Plateau does not affect the residual warpage. The deformation in elastic regime is reproduced with a preliminary linear FE model, which is a starting point to develop a more complete model to predict ECD warpage during entire annealing profile, considering the involved non-linearities and micro-structure modification that are pointed out by physical analysis.
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