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Abstract

We construct a procedure to test the stochastic order of two samples of interval-valued data. We propose a test statistic that belongs to a U-statistic and derive its asymptotic distribution under the null hypothesis. We compare the performance of the newly proposed method with the existing one-sided bivariate Kolmogorov-Smirnov test using real data and simulated data.
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1. 서론

본 연구에서는 이표본 구간 자료의 확률적 순서(stochastic order)를 검정하기 위한 절차에 대하여 논의한다. 구간 자료의 관심 변수가 단일 값으로 측정되지 않고 상한과 하한을 갖는 구간의 형태로 관찰되는 경우를 의미한다. 예를 들어 회사의 주가를 일별로 하락가, 상승가로 요약하여 보고하는 경우 구간 자료를 관찰하게 된다. 또한 본 논문의 동기가 된 자료는 혈압 자료로, 심장 이완기 혈압(systolic blood pressure; SBP)과 심장 수축기 혈압(diastolic blood pressure; DBP)을 각각 하한과 상한으로 갖는 형태이다. 통계학에서는 진통적으로 두 모집단의 동일성을 검정하는 것과 확률적 순서를 결정하는 것을 중요하게 다루어 왔으나 구간 자료에 대한 논의는 극히 제한적인 상황이다. 심지어 구간 자료의 확률적 순서에 대한 명확한 정의조차도 찾기 힘들다. 이에 본 논문에서는 구간 자료의 확률적 순서를 정의하고 이를 검정하는 문제를 다루고자 한다.

본 논문은 다음과 같이 구성되어 있다. 먼저 2절에서는 구간 자료를 순서 관계가 있는 이차원 자료로 이해하고 이를 통하여 이표본 구간 자료의 확률적 순서를 정의한다. 3절에서는 구간 자료의 확률적 순서를 검정하기 위한 점수 기반 U-통계량을 제안하고, 제안한 통계량에 대한 귀무 가설 하에서의 근접적 분포를 U-통계량의 일반 이론을 바탕으로 유도한다. 4절에서는 모의 실험을 통해 제안한 통계량의 성능을 이차원 Kolmogorov-Smirnov (K-S) 통계량을 적절히 변형한 통계량과 비교한다. 검정력을 비교함에 있어 3절에서 제안한 접근 방법의 정확성도 같이 살펴보았다. 5절에서는 제안한 방법을 미국 청소년 여학생을 대상으로 한 코호트 연구 자료에 적용하여 맥인 여학생과 아프리카계 여학생들 사이의 혈압에 대한 확률적 순서 검정을 실시하였다. 마지막으로 6절에서는 요약과 함께 본 논문을 마치기로 한다.
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2. 단순 확률적 순서 (simple stochastic order)

guan 자료의 확률적 순서를 정의하기 전에 일반적 자료의 경우를 살펴보도록 한다. 일반적 확률 변수 $X$와 $Y$가

$$Pr(X > z) \leq Pr(Y > z), \quad \text{모든 } z \in \mathbb{R}$$

을 만족할 때, $Y$는 확률적으로 $X$보다 크다고 정의하고 $X \leq_{st} Y$라고 표기한다. 만약 추가로 어떤 $z$에 대해 $Pr(X > z) < Pr(Y > z)$를 만족하면, $Y$는 확률적으로 $X$보다 엄격하게(strictly) 크다고 말한다 (Shaked와 Shanthikumar, 2006).

gian 자료의 확률적 순서도 이와 같은 맥락에서 정의할 수 있다. 구간 값 $x = (l_1, u_1]$와 $y = (l_2, u_2]$가 주어졌을 때, 만약 $l_1 < l_2$이고 $u_1 < u_2$이면 $x < y$라고 쓰고 $y$가 $x$보다 크다고 읽는다. 이때 구간 확률 변수 $X$와 $Y$가 다음의 조건을 만족한다고 하자:

$$Pr(X > z) \leq Pr(Y > z), \quad \text{모든 } z \in \mathbb{R}. \quad (2.1)$$

이 때, $Y$가 $X$보다 확률적으로 크다고 정의하며 $X \leq_{st} Y$처럼 표기한다. $X$와 $Y$의 생존 함수를 각각 $F(x) = Pr(X > x)$와 $G(y) = Pr(Y > y)$로 표기하면 식 (2.1)은 다음과 동일하다.

$$F(x) \leq G(y), \quad \text{for all } (\ell, u) : \ell < u.$$ 

Figure 2.1은 구간 변수의 순서를 그림으로 묘사한 것이다. 여기서는 구간 $(l_1, u_1]$를 좌표 평면 상의 점 $(l_1, u_1)$으로 표시한다. 그러면 구간 자료는 $\ell < u$와 같은 구조적 계약을 갖기 때문에 관측 가능한 구간 값의 직선 $u = \ell$ 위쪽 공간에 위치하게 된다. $I_1 = (l_1, u_1]$와의 순서를 고려하였을 때 임의의 구간 값은 다음의 세 가지 경우 중 하나에 속하게 된다.

1. 구역 A: 해당 구간 값은 $I_1 = (l_1, u_1]$보다 크다.
2. 구역 C: 해당 구간 값은 $I_1 = (l_1, u_1]$보다 작다.
3. 구역 B 혹은 D: 해당 구간 값은 $I_1 = (l_1, u_1]$와 순서를 따질 수 없다.
바로 앞 경우를 살펴보면, 구역 B에 속한 구간 \((\ell_B, u_B)\)은 \((\ell_1, u_1) \subset (\ell_D, u_D)\)를 만족하고 구역 D에 있는 \((\ell_D, u_D)\)는 \((\ell_1, u_1) \subset (\ell_D, u_D)\)를 만족한다.

3. 검정 통계량

독립적으로 관측된 이표본 획득 구간 자료를 생각해보자. 첫 번째 표본 \(X_i = (\ell_i, u_i), i = 1, \ldots, m\)은 생존 함수 \(\hat{F}\)를 갖고, 다른 표본 \(Y_j = (\ell_j, u_j), j = 1, \ldots, n\)은 생존 함수 \(\hat{G}\)를 가진다. 이 때 귀무 가설은 두 표본이 같은 분포에서 나왔다는, 즉, "\(H_0: \) 모든 \(z\)에 대해 \(F(z) = G(z)\)"이고, 대립 가설은 \(Y\)가 \(X\)보다 확률적으로 압도하게 크다는 것이다. 즉, "모든 \(z\)에 대해 \(F(z) \leq G(z)\)이고 어떤 \(z\)에 대해 \(F(z) < G(z)\)"을 의미한다.

본 연구에서 제안하는 확률적 순서 검정 통계량은 다음과 같다.

\[
T = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} S_{ij},
\]

이 여기서 \(S_{ij}\)는 다음과 같이 정의한다.

\[
S_{ij} = \begin{cases} 
1, & \text{if } \ell_i < \ell_j \text{ and } u_i < u_j, \\
-1, & \text{if } \ell_i > \ell_j \text{ and } u_i > u_j, \\
0, & \text{otherwise.}
\end{cases}
\]

귀무 가설 \(\hat{F} = \hat{G}\) 하에서는 \(\Pr(S_{ij} = 1) = \Pr(S_{ij} = -1)\)이므로 \(E(T) = 0\)임을 알 수 있다. \(T\)는 U-통계량에 해당하기 때문에 이에 대한 점근 이론을 이용하여 귀무 가설 하에서 \(T\)의 점근 근사 분포를 계산할 수 있다. Lehmann (1999)의 6장에 등장하는 U-통계량의 일반적인 점근 이론을 소개하면 아래와 같다. 우선 \(\phi(x_1, \ldots, x_n; y_1, \ldots, y_k) = a + b\)개 \((1 \leq a \leq m, 1 \leq b \leq n)\)의 입력 변수들을 받는 대칭형 커널 함수라고 하자. 여기서 대칭형 커널 함수는 입력 변수 \((x_1, \ldots, x_n)\)들의 (또는 \(y_1, \ldots, y_k\)들의) 순서를 바꾸어도 함수 값이 변하지 않는 함수를 지칭한다. 관찰 모수가

\[
\theta = \theta(F, G) = E[\phi(X_1, \ldots, X_n; Y_1, \ldots, Y_k)]
\]

로 표현되는 경우 이에 대한 U-통계량은 다음과 같이 정의된다.

\[
U_{m,n} = \left( \begin{array}{c} m \\ a \end{array} \right)^{-1} \left( \begin{array}{c} n \\ b \end{array} \right)^{-1} \sum_{C_{m,n} b} \sum_{C_{m,n} a} \phi(X_{i_1}, \ldots, X_{i_a}; Y_{j_1}, \ldots, Y_{j_b}),
\]

이 여기서 \(C_{k,t}\)는 크기가 \(t\)인 \(1, 2, \ldots, k)\)의 모든 부분 집합의 모임이고 합 기호에 들어가는 가변수는 \((i_1, \ldots, i_a)\)와 \((j_1, \ldots, j_b)\)이다. \(U_{m,n}\)은 \(\theta\)에 대한 불편(unbiased) 추정량이 되며 이의 분산은

\[
\text{Var}(U_{m,n}) = \sum_{i=1}^{a} \sum_{j=1}^{b} \frac{\binom{a}{i} \binom{m-a}{i-1} \binom{n-b}{j} \binom{b}{j}}{\binom{n}{i}} \sigma_{ij}^2
\]

으로 계산된다. 여기서 \(\sigma_{ij}^2\)는

\[
\sigma_{ij}^2 = \text{Cov} \left[ \phi(X_{i_1}, \ldots, X_{i_a}; Y_{j_1}, \ldots, Y_{j_b}), \phi(X_{i_1}', \ldots, X_{i_a}', Y_{j_1}', \ldots, Y_{j_b}') \right]
\]

이다. \(X_i\)와 \(Y_j\)는 \(X\)와 \(Y\)의 자체 변수로, 원분과 분포가 같으나 독립인 확률 변수를 가리킨다. Lehmann (1999)의 6장에서 발췌한 다음의 정리는 식 (3.2)의 U-통계량의 집근 분포를 설명해준다.
정리 3.1 (Lehmann (1999), Theorem 6.1.3 (ii)) \( m/N \to \rho \in (0,1) \)이고 \( N = m + n \to \infty \)일 때, \( \sqrt{N}(U_{m,n} - \theta) \)는 평균이 0인 정규 분포로 분포 수렴하고, 이의 분산은 \( \sigma^2 = (a^2/\rho)\sigma^2_{10} + (b^2/(1-\rho))\sigma^2_{01} \)이다. 여기서 \( \sigma^2_{10} \)와 \( \sigma^2_{01} \)는 다음과 같이 계산된다.

\[
\sigma^2_{10} = \text{Cov}[\phi(X_1, X_2, \ldots, X_a; Y_1, \ldots, Y_b), \phi(X_1, X_2', \ldots, X_a'; Y_1', \ldots, Y_b')] \in (0, \infty),
\]

\[
\sigma^2_{01} = \text{Cov}[\phi(X_1, X_2, \ldots, X_a; Y_1, Y_2, \ldots, Y_b), \phi(X_1', \ldots, X_a'; Y_1, Y_2', \ldots, Y_b')] \in (0, \infty).
\]

위의 U-통계량의 접근 분포에 대한 일반 정리를 이용하여 식 (3.1)의 통계량 \( T \)의 접근 분포를 유도할 수 있다.

정리 3.2 귀무 가설 \( H_0 : F = G \) 하에서, 만약 \( N = m + n \to \infty \)이고 \( m/N \to \rho \in (0,1) \)라면, 다음의 수렴 결과를 유도할 수 있다.

\[
\sqrt{N}(T - \theta) \to N \left( 0, \frac{\theta_1 + \theta_2 - 2\theta_3}{\rho(1-\rho)} \right),
\]

여기서 \( \theta_1 = \text{Pr}(X < \min(Y, Y')) \), \( \theta_2 = \text{Pr}(\text{max}(Y, Y') < X) \), 그리고 \( \theta_3 = \text{Pr}(Y' < X < Y) \)이다.

위 접근 분포의 분산에 이용되는 모두 \( \theta_1, \theta_2, \theta_3 \)은 각 표본 내에서의 순열 방법을 이용하여 근사하여 얻어질 수 있다. 우선 다음의 관찰이 필요하다. 예를 들어,

\[
\theta_1 = \text{Pr}(X < \min(Y, Y') | F = G) = \text{Pr}(X < \min(X', X'') | F = G) = \text{Pr}(X < \min(X', X'')) = \text{Pr}(Y < \min(Y', Y'')) \quad (3.3)
\]

여기서 \( X, X', X'' \)는 첫 번째 모집단의 독립인 확률 구간들이다. 따라서, \( \theta_1 \)의 근사 결과는 다음과 같다.

\[
\hat{\theta}_1 = \frac{\sum_{i,j,k}\text{distinct}1(I(X_i < \min(X_j, X_k)) \in 2m(m-1)(m-2)} + \sum_{i,j,k}\text{distinct}1(I(Y_i < \min(Y_j, Y_k)) \in 2n(n-1)(n-2)}
\]

계산 (3.3)으로부터 위 근사는 대립 가설 하의 도달 시도에서도 \( \theta_1 \)의 추정량이 되는 것을 알 수 있다.

증명: \( \{\ell_1, u_1\}, \{\ell_2, u_2\} \)에 대해 \( \phi(x; y) = I(x < y) - I(x > y) = I(\ell_1 < \ell_2, u_1 < u_2) - I(\ell_1 > \ell_2, u_1 > u_2) \)라고 정의하면, \( T \)는 \( a = b = 1 \)인 이표본 U-통계량

\[
U_{m,n} = \frac{1}{mn} \sum_{i=1}^m \sum_{j=1}^n \phi(X_i; Y_j)
\]

으로 표현 가능하다. 따라서 정리 3.1을 적용하여 다음을 얻는다.

\[
\sqrt{N}(U_{m,n} - \theta) \to N \left( 0, \frac{\sigma^2_{10}}{\rho} + \frac{\sigma^2_{01}}{1-\rho} \right),
\]

여기서 \( \theta = \text{E}(\phi(X; Y)), \rho = \lim(m/N) \in (0,1) \), \( \sigma^2_{10} = \text{Cov}[\phi(X; Y), \phi(X; Y')] \)이고 \( \sigma^2_{01} = \text{Cov}[\phi(X; Y), \phi(X'; Y')] \)이다.

확률 구간 변수들 \( X = (L_1, U_1), Y = (L_2, U_2) \), 그리고 \( Y' = (L_2', U_2') \)로 표기하자. 귀무 가설 \( F = G \) 하에서 \( \theta = \text{E}(\phi(X; Y)) = \text{Pr}(L_1 < L_2, U_1 < U_2) - \text{Pr}(L_1 > L_2, U_1 > U_2) = 0 \)가 성립한다. 분산의 구성 요소인 \( \sigma^2_{10} (= \sigma^2_{01}) \)는 다음과 같이 계산된다.

\[
\sigma^2_{10} = \text{Cov}[\phi(X; Y), \phi(X; Y')] = \text{E}[\phi(X; Y)\phi(X; Y')] \quad (\cdot \theta = 0)
\]

\[
= \text{E}[I(X < Y)I(X < Y')] - \text{E}[I(X < Y)I(X > Y')] - \text{E}[I(X > Y)I(X < Y')] + \text{E}[I(X > Y)I(X > Y')] 
\]

\[
= \text{Pr}(X < \min(Y, Y')) - \text{Pr}(Y' < X < Y) - \text{Pr}(Y < X < Y') + \text{Pr}(\text{max}(Y, Y') < X).
\]
이 때, \( \theta_1 = \Pr(X < \min(Y, Y')) \), \( \theta_2 = \Pr(\max(Y, Y') < X) \), 그리고 \( \theta_3 = \Pr(Y' < X < Y) \)로 정의하자. 따라서 \( \bar{F} = G' \)일 때,

\[
\sigma_0^2 = \sigma_{01}^2 = \theta_1 + \theta_2 - 2\theta_3
\]

을 얻는다. 그리므로 \( \sqrt{NT} = \sqrt{NU_{m,n}} \)의 근사 분포는 다음의 분산을 갖는다.

\[
\frac{\sigma_{10}^2}{\rho} + \frac{\sigma_{01}^2}{1-\rho} = \frac{\theta_1 + \theta_2 - 2\theta_3}{\rho(1-\rho)}.
\]

\( \square \)

4. 모의 실험

이번 절에서는 새로 제안한 검정 통계량("U-검정"으로 표기)의 성능을 단측 이변량 Kolmogorov-Smirnov 검정("K-S 검정"으로 표기)의 성능과 비교하기로 한다. 우선 U-검정은 귀무 분포를 근사하는 방법에 따라 두 가지로 나뉜다. U-Perm은 U-검정의 귀무 분포를 순열 방법으로 근사한 방법이고 U-asym은 정리 3.2의 귀무 분포를 이용한 방법이다. K-S 검정은 대립 가설이 \( F < \bar{G} \)이고 통계량은 다음과 같다 (Feller, 1948).

\[
D_{m,n}^* = \left( \frac{mn}{m+n} \right)^{\frac{1}{2}} \sup_{s,t \in [0,1]} \left( \bar{F}_m(s,t) - \hat{G}_n(s,t) \right),
\]

여기서 \( \bar{F}_m(s,t) = (1/m) \sum_{i=1}^m I(L_{1i} \leq s, U_{1i} \leq t) \)이고 \( \hat{G}_n(s,t) = (1/n) \sum_{j=1}^n I(L_{2j} \leq s, U_{2j} \leq t) \)이다. \( D_{m,n}^* \)의 귀무 분포는 순열 방법으로 근사하였다 (Gail과 Green, 1976).

본 모의 실험에서는 구간 자료 \((L, U)\)를 생성하기 위하여 중심 \( C = (L + U)/2 \)과 범위 \( R = (U - L)/2 \)로 구성된 이변수 \((C, \log R)\)의 확률 분포로 다음과 같은 이변량 정규 분포와 자유도 5의 이변량 \( t \)-분포를 고려한다.

\[
N \left( \begin{pmatrix} \mu_C \\ \mu_R \end{pmatrix}, \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \right) \text{ 혹은 } t_5 \left( \begin{pmatrix} \mu_C \\ \mu_R \end{pmatrix}, \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \right)
\]

그리고 이표본으로 다음의 두 모집단 \( \Pi_1 \)와 \( \Pi_2 \)를 생각한다.

\[
\begin{align*}
\Pi_1 : & \mu_1 = (0, 0), \\
\Pi_2 : & \mu_2 = (\delta, 0).
\end{align*}
\]
Table 4.1. Empirical powers of three methods (U-perm, U-asym, and B-KS) for testing stochastic order

| Case     | (m, n) | δ  | ρ = 0 | ρ = 0.4 | ρ = 0.8 |
|----------|--------|----|-------|---------|---------|
|          |        |    | U-perm| U-asym  | B-KS    |
| (30, 30) |        | 0.0| 0.045 | 0.044   | 0.042   |
|          |        |    | 0.3  | 0.301   | 0.293   | 0.158   |
|          |        |    | 0.5  | 0.573   | 0.568   | 0.321   |
|          |        |    | 1.0  | 0.980   | 0.979   | 0.829   |
|          |        | 0.0| 0.049 | 0.047   | 0.052   |
|          |        |    | 0.3  | 0.396   | 0.393   | 0.267   |
|          |        |    | 0.5  | 0.745   | 0.744   | 0.551   |
|          |        |    | 1.0  | 0.999   | 0.999   | 0.979   |
| (30, 120)|        | 0.0| 0.049 | 0.047   | 0.052   |
|          |        |    | 0.3  | 0.396   | 0.393   | 0.267   |
|          |        |    | 0.5  | 0.745   | 0.744   | 0.551   |
|          |        |    | 1.0  | 0.999   | 0.999   | 0.979   |
| (N)      |        | 0.0| 0.055 | 0.055   | 0.042   |
|          |        |    | 0.3  | 0.411   | 0.412   | 0.252   |
|          |        |    | 0.5  | 0.756   | 0.757   | 0.525   |
|          |        |    | 1.0  | 0.999   | 0.999   | 0.973   |
| (50, 50) |        | 0.0| 0.052 | 0.051   | 0.040   |
|          |        |    | 0.3  | 0.557   | 0.556   | 0.378   |
|          |        |    | 0.5  | 0.904   | 0.903   | 0.733   |
|          |        |    | 1.0  | 1.000   | 1.000   | 0.999   |
| (50, 200)|        | 0.0| 0.055 | 0.052   | 0.042   |
|          |        |    | 0.3  | 0.239   | 0.238   | 0.171   |
|          |        |    | 0.5  | 0.467   | 0.488   | 0.302   |
|          |        |    | 1.0  | 0.934   | 0.936   | 0.752   |
| (T)      |        | 0.0| 0.052 | 0.048   | 0.053   |
|          |        |    | 0.3  | 0.349   | 0.324   | 0.225   |
|          |        |    | 0.5  | 0.650   | 0.634   | 0.419   |
|          |        |    | 1.0  | 0.987   | 0.988   | 0.817   |
| (50, 50) |        | 0.0| 0.053 | 0.052   | 0.044   |
|          |        |    | 0.3  | 0.350   | 0.333   | 0.215   |
|          |        |    | 0.5  | 0.661   | 0.650   | 0.426   |
|          |        |    | 1.0  | 0.993   | 0.993   | 0.852   |
| (50, 200)|        | 0.0| 0.050 | 0.054   | 0.052   |
|          |        |    | 0.3  | 0.482   | 0.494   | 0.278   |
|          |        |    | 0.5  | 0.845   | 0.860   | 0.517   |
|          |        |    | 1.0  | 1.000   | 1.000   | 0.825   |

위의 설정에서 δ는 다음의 내 가지 값 (0, 0.3, 0.5, 1.0)을 고려한다. δ > 0일 때 대립 가설에 해당하는 것을 알 수 있다. Figure 4.1은 모의 실험 설정을 그림으로 묘사하고 있다. 중심과 범위의 상관성이 미치는 영향을 알아보기 위해 다음의 값 ρ = (0, 0.4, 0.8)을 고려하였다. 검정의 유의 수준 α는 0.05로 고정하였다. 검정 절차의 제 1 종 오류와 검정력은 2,000번의 반복 실험 중 각각의 바이러로 계산하였다. K-S 검정의 귀무 분포는 δ = 0.91 가중 합에 생성된 20,000개의 반복 자료를 통하여 경험적으로 귀무하였다. 표본의 크기는 (m, n) = (30, 30), (30, 120), (50, 50), (50, 200)의 네 가지 경우를 고려하였다. 모의 실험 결과의 Table 4.1에 정리되어 있다.
Table 5.1. Descriptive statistics of the BP data by race

|               | Caucasian | African-American | \( p \)-value |
|---------------|-----------|------------------|--------------|
| Center        | 78.67 (9.09) | 80.13 (8.03)     | < 0.001      |
| DBP           | 56.72 (12.19)| 58.03 (11.72)   | 0.005        |
| SBP           | 100.62 (9.28)| 102.23 (8.65)   | < 0.001      |
| Half-range    | 21.95 (5.89) | 22.10 (6.44)     | 0.279        |

각 변수의 평균과 표준 편차(결과 안)을 계산하였다. 마지막 열의 “\( p \)-value”는 “아프리카계 미국인의 혈압이 백인보다 높다”라는 대립 가설에 대한 이표본 \( t \)-검정의 유의 확률이다.

Table 5.2. Test results of the BP data

|               | U-perm | U-asym | B-KS |
|---------------|--------|--------|------|
| \( p \)-value | < 0.001 | < 0.001 | < 0.001 |

U-perm은 U-검정의 귀무 분포를 순열 방법으로 근사한 방법이고 U-asym은 정리 3.2의 근사 분포를 이용한 방법이다. B-KS는 K-S 검정에 해당한다.

Table 4.1은 제안한 U-검정과 관련하여 몇 가지 흥미로운 결과를 보여준다. 첫 번째로 가장 중요하게 우리가 고려한 모든 경우에서 U-검정이 K-S 검정보다 더 높은 검정력을 보여주고 있다. 두 번째로 모든 경우에 U-검정에서 귀무 분포를 순열 방법을 이용하여 정확적으로 근사한 결과와 귀무 분포를 이용한 결과와 크게 다르지 않은 것을 통해 집단 결과의 정확성을 확인할 수 있다. 세 번째, 중심값과 범위의 상관성 이 강해지면 검정력이 증가하는 경향도 관찰할 수 있다. 이 현상은 두 모집단 평균 사이의 Mahalanobis 거리로 설명할 수 있다. 두 평균 사이의 거리는 \((6, 0)^T \)이고 \((6, 0)^T = \delta^2/(1 - \rho^2)\)이며 \(\rho\)에 대한 증가 함 수인 것을 알 수 있다. 예를 들어 \(\rho\)가 0.4, 그리고 0.8로 커지면 거리는 \(\delta^2, 1.2\delta^2, \) 그리고 \(2.8\delta^2\)처럼 커지게 된다.

5. 실제 자료 분석

이번 절에서는 본 연구에서 제안한 방법을 실제 자료에 적용하여 본다. 자료는 10년 간의 코호트(cohort) 연구인 National Heart, Lung, and Blood Institute Growth and Health Study (NGHS)의 일부이다. 사용된 자료는 아프리카계 미국인과 백인 여학생들 2,379명을 대상으로 심혈관 위험 인자의 시간적 추세를 연구하기 위해 매년 SBP와 DBP를 측정한 것이다. 혈압 자료는 수축기와 이완기보다 한 번씩 관측되고 항상 수측기 혈압이 이완기 혈압보다 크므로 구간 자료로 볼 수 있다. 본 연구에서는 첫 번째 방법에 측정한 자료만 사용하고 결측치를 포함한 표본은 제거하였다. 최종적으로 분석에 사용 한 표본은 총 \(N = 2,256\)명이며, 그 중 백인 집단은 \(m = 1,112\)명, 아프리카계 미국인은 \(n = 1,144\)명으 로 구성된다. 본 분석에서는 “아프리카계 여학생의 혈압이 백인 여학생의 혈압 보다 확률적으로 크다”라는 가설을 검정하고자 한다.

Table 5.1을 보면 수축기 혈압, 이완기 혈압, 두 혈압의 중심에서 아프리카계 미국인이 백인보다 유의미 하게 높은 값을 가진다. 반면 박세 값은 두 집단 간의 차이가 훨씬하지 않은 것으로 확인된다. 이 결과 들은 모의 실험의 설정과 비슷하다.

이제 주변 분포가 아닌 구간 자료를 이용하여 아프리카계 미국인의 혈압이 백인보다 확률적으로 큰지 검 정을 해보자. Table 5.2는 앞서 비교하였던 세 가지 검정 결과를 적용한 결과이다. 모든 방법에서 유의 확률이 0.001보다 작았고 이는 아프리카계 미국인의 혈압이 백인보다 확률적으로 크다는 것을 의미한다.
6. 결론
본 연구에서는 구간 자료의 확률적 순서를 정의하고 U-통계량에 기초한 U-검정 절차를 제안하였고 이에 대한 근본적 구간 분포를 유도하였다. 모의 실험을 통해 표본이 크지 않더라도 근본 분포가 매우 정확하게 구간 분포를 근사하는 것을 알 수 있었다. 또한 고려한 모든 경우에 있어 U-검정 절차가 K-S 검정법보다 우월한 성능을 보여주었다. 따라서 제안한 검정법이 구간 자료의 확률적 순서를 검정하는데 유용하다는 점을 알 수 있었다.
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