Machine Learning Approaches for Efficient Analysis of Neuroimaging Techniques
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Abstract: Machine Learning has a significant role in each person’s daily life and plays a vital role in making life easier by contributing to various models where the machines learn and do the tasks better. Much research and development around machine learning algorithms and their applications are happening for classifying and clustering multiple types of data in several domains. Health care research also impacts machine learning in analysing different data for patients. Different types of image and Neuroimaging data analysis are the areas where a significant amount of research is happening with healthcare and machine learning. Neuroimaging data obtained from the imaging techniques like MRI, CT, fMRI, PET, and other techniques help doctors identify various disorders. Commonly studied diseases with the help of neuroimaging data include the disorders like Alzheimer’s, MCI, Parkinson’s Disease, and Autism. Machine learning algorithms are developed for the straightforward interpretation of neuroimaging data and identifying neurological disorders. Interpreting neuroimaging takes a lot of assumptions and risks by doctors; commonly used and developed Machine Learning models are CNN, SVM, ANN, and Deep CNN. The use of proper machine learning models can help doctors to validate their assumptions in critical conditions. The paper focuses on a survey of various approaches by researchers to bring out neuroimaging analysis models and identify effective models. The research also covers the multiple diseases and the best models available for detecting the disorders. This research aims to identify the challenges various researchers face while creating the models and the limitations of their models, and how machine learning algorithms could effectively analyse neuroimages.

1. Introduction

Machine learning is the process of helping machines to learn and perform tasks that humans cannot do precisely. The machines can perform these tasks with precision and high efficiency. There is a wide range of machine learning algorithms that work on various approaches to machine learning. Identifying the appropriate model for the task and making the machines learn these tasks to machines with a high range of precision. Machine learning algorithms can process text, images, or signals from various devices to measure multiple factors. One of the main domains is machine learning application research is carried out extensively in healthcare. The researchers try to create models that the medical practitioners can use to ease their work in analysing various data obtained for the disease diagnosis. There are multiple applications where machine learning algorithms can significantly contribute to analysing the data obtained from multiple neuroimaging devices.

Neuroimaging techniques play a crucial role in identifying various neurological disorders. These images help in the early diagnosis of the diseases, which will help the patients take care of themselves before the conditions related to the diseases become worse. Researchers focus on studying various neuroimaging techniques and applying machine learning algorithms to predict or classify diseases. The researchers take multiple approaches to solve the problems; the common problem they work with is categorising the disorders or detecting the same. Researchers also focus on using various inputs rather than using the information from the neuroimaging techniques to make the predictions more accurate. Most researchers are applying deep learning models for multiple problems.

Neurological disorders are medical disorders that affect the brain and the nervous system. These usually include structural, biochemical, or electrical abnormalities. Various neurological disorders are identified with the help of neuroimaging techniques. The neurological disorders include Alzheimer’s, MCI, Parkinson’s Disease, Schizophrenia, and Autism [1]. Researchers try to work with various neuroimaging data to identify neurological
disorders with the help of various neuroimaging data. Identifying the disorders is done with the help of extensive feature extraction and selection process. The researchers also study the extraction of multiple features for processing. At the same time, some algorithms work on the imaging data and preprocess the images with different techniques to classify and categories the images according to the classes.

The commonly used methods for brain imaging include the following: Functional Magnetic Resonance Imaging (fMRI), Computerised tomography (CT), Positron Emission tomography (PET), Electroencephalography (EEG), and Magnetoencephalography (MEG). These techniques generate the data used by the machine learning algorithms to analyse neurological disorders. Identifying the efficient machine learning algorithm for the prognosis of neurological disorders is a challenging task. The main reason for this problem is the nature of outputs generated by the imaging techniques. Apart from the difference in data, the patient’s lifestyle also plays a significant part in the disease. So many researchers try to study from this angle, connecting various external factors into the study; such studies stay incomplete as most of the elements may not play a significant role in the disease. However, these techniques can capture neurological images to analyse various disorders.

Machine learning algorithms categorised under deep learning techniques play a significant role in analysing these data. Feed-Forward Neural Network (FFNN) under Artificial Neural Network, Auto-Encoders (AE), Deep Belief Networks (DBN), Deep Boltzmann Machine (DBM), Generative Adversarial Networks (GANs), Convolutional Neural Network (CNN), Graph Convolutional Networks (GCN), Recurrent Neural Network (RNN), and Long-Short-Term Memory (LSTM) are some of the algorithms that are commonly studied for the prognosis of neurological disorder and the analysis of various neuroimaging data [2].

2. Related work

Neuroimaging plays a significant role in diagnosing and treating various neurological disorders. Neuroimaging also have played a substantial role in drug discovery with the help of machine learning applications by giving precise information on the effect of drugs on the human body by classifying the various data points into different categories [3], making the study easy. Similarly, neurological disorders, which deal with the change in the biological organisation of the brain, can be studied with the help of machine learning algorithms and tools, especially with network-based models [4]. Different researchers across the globe study various neurological disorders; some of the major neurological diseases that those researchers work on include Alzheimer’s disease [5], where the studies revolve around the multisource fusion data used for the prediction of the disease more effectively. The data can be collected from various heterogeneous data sources, where the data is commonly extracted from structural magnetic resonance imaging (MRI), cerebrospinal fluid (CSF), genetic, positron emission tomography (PET), and demographic data sources, where we could identify the importance of various neuroimaging techniques and their role in providing data for the disease classification.

Machine Learning algorithms play a massive role in classifying various data. That is a common approach that the researchers work with the neuroimaging data sources. The performance of the machine learning algorithms is always studied for evaluating performance of the machine learning algorithms. Many researchers have identified that the choice of machine learning algorithm significantly impacts prediction accuracy when working with neuroimaging data [6]. Many attributes play a critical role in neuroimage processing. One such factor that plays a significant role in the machine learning models is the sample size; the higher the sample size, the models perform better. Neural network machine learning models like Elastic Net, Random Forest, and Support Vector Machine are standard models that play a considerable role in comparing with other models with the change in sample sizes.

Many machine learning algorithms are designed to study neurological disorders like Parkinson’s disease detection. Researchers perform comparative studies with these various models to identify their efficiency of the models. The classification approach has been followed by many researchers for handling Parkinson’s disease [7]. However, the data used by the researchers are voice-based datasets, where they have benchmarked the standard machine learning algorithms like Multilayer Perceptron, K-Nearest Neighbor, and Support Vector Machine to compare
and contrast the performance of the models. Studies could conclude that these algorithms can be used to develop models for the early detection of diseases from various data sources.

Alzheimer’s disease is another incurable neurological disease affecting the elderly population [8]. A lot of research revolves around developing efficient automated techniques required for the early diagnosis of the disease. ANN, SVM, and deep learning technique-based algorithms are the main algorithms used in the study to create efficient models for the prognosis of Alzheimer’s disease. Ensemble methods are also commonly made by researchers who focus on creating efficient models for disease detection. Artificial intelligence approaches, with machine learning and deep learning, and computer vision techniques, are used for the prognosis of neurodegenerative diseases and analysis. The data for this analysis is usually collected from neuroimaging techniques [9]. The commonly used imaging techniques for the different disease prognoses include Magnetic Resonance Imaging, Single Photon Emission Computed Tomography, Computed Tomography, and Positron Emission Tomography. These inputs are used better to identify neurodegenerative diseases like Alzheimer’s, Parkinson’s, and many others.

Machine learning and deep learning applications like Support Vector Machine, Random Forest, K Means, and Convolutional neural network are a few algorithms that are used and studied for various inputs from the neuroimaging techniques; sometimes, the information from the data sources is not compatible with the use of algorithms. The current developments in recent years support the use of new and powerful supervised machine learning and classification algorithms with the help of enhanced neural networks and learning models [13]. The researchers concentrated more on the detection and classification of dementia.

Identifying efficient machine learning algorithms for a specific task is where heavy research needs to be carried out. This means that the machine learning algorithms sometimes work better when used alone with properly preprocessed data. The data collected from various sources sometimes requires preprocessing and transformations with the different models. This process sometimes will decrease the accuracy of the algorithms as well. Identifying the efficient model is often a challenging task. However, identifying the efficient model from the existing models is a difficult task, again due to the various models’ data and other parameters. The findings from the study are discussed below in the findings section, where the models identified are expressed in the form of a tabular structure for efficient understanding of various models used for the different use cases. A lot of research articles are studied and the findings are summarised below in the findings section, where we can see the best performing machine learning algorithms with the various neuroimaging data and commonly studied neurological disorders.

3. Findings

From the survey of various papers that are aligned for the creation of the study on the machine learning models for the analysis of neuroimaging data for the detection of neurological disorders, we could observe and find out the various data set the researchers used for multiple investigations for the neurological disorders. The effective machine learning models that the researchers were trying to build for multiple diseases. And we reviewed a few neuroimaging techniques in detail to identify efficient machine learning algorithms for neuroimage analysis. From the survey as part of the study, the commonly used data by the researchers for the analysis of various neurological disorders are summarised in Table 1.

Table 1. Neurological disorders and the data used

| Disease                        | Data Used                                                                 |
|--------------------------------|---------------------------------------------------------------------------|
| Dementia, MCI and Alzheimer’s  | MRI, CN, PET, rMRI, MCI, fMRI, CSF, EEG, EMCI, LMCI, Gene Sequence, AD data |
| Parkinson’s Disease            | SPECT, PET, Data from a wearable device, MRI, SPECT images, EEG, Speech, Audio, CT-MRI, MRI-T1W1, Handwriting images, DTI, CT, Transcranial sonography, |
Many researchers have focused on creating machine learning models for various neuroimaging data processing. For the prognosis of neurological disorders, the commonly worked neurological disorders and the machine learning models are summarised in table 2.

### Table 2. Neurological disorders and machine learning models

| Disease                                      | Existing Methods                                                                 |
|----------------------------------------------|----------------------------------------------------------------------------------|
| Dementia, Alzheimer’s Disease, and MCI       | CNN, SAE, SAE, 3D-FTCNN, 3D-CNN, Multi-Level CNN, Alex Nets, DBM, Stacked-denoising sparse auto-encoder, SVM, MDL |
| Parkinson’s Disease                          | Fuzzy C Means, SVM, NN, KNN, Regression & Classification, RBFNN, Random Forest, PNN, ANN, Naive Bayes, Linear discriminant, vector quantisation |
| Down syndrome                                | KNN, SVM, SVM-RBF, SVM-Linear, Random Forest                                    |
| Autism Spectrum Disorder                     | Logistic Regression, SVM, Naïve Bayes, KNN, ANN, CNN, AD Tree, Neural networks |
| Epilepsy                                     | DLSTM, D-1DCNN, 3DCNN, DCNN, DNN, BLSTM, DBN, RNN, CNN                          |
| Multiple Sclerosis                           | Fuzzy logic based Sugeno model, DT, MLP, LVQ, RBF, NLP, ANN, SVM                |
| Stroke                                       | ANN, SVM, Adaptive boosting, SR-KDA, Deep CNN, M-SVM, Non-linear regression model |

As part of the study, we studied the most worked neuroimaging techniques; we could identify that many studies revolved around the fMRI and EEG data. Various diseases have been studied; from that, we could identify a few models that work better with fMRI and EEG for various neurological disorders. The major neurological diseases, the problems the researchers worked on, the machine learning model, and the dataset they have used for fMRI and EEG are summarised in Table 3 and Table 4.

### Table 3. Machine Learning models for fMRI

| Neurological disorder | Problem          | ML model                      | Dataset                                      |
|-----------------------|------------------|-------------------------------|----------------------------------------------|
| MCI                   | MCI Prediction   | Graph convolutional networks (GCN) | Alzheimer's Disease Neuroimaging Initiative (ADNI) |
| Neurological disorder | Problem | ML model | Dataset |
|-----------------------|---------|----------|---------|
| Alzheimer's           | Diagnostic of Alzheimer's | SVM, DL, DNN | CUH, GODC |
| Epilepsy              | Diagnosis of Epilepsy | RNN, SAE, RNN, CNN | EEG signals, Scalp EEG dataset |

Table 4. Machine Learning models for EEG

From the survey and the study conducted to identify the efficient machine learning approaches for neuroimaging data to identify the various neurological disorders, we could find that detecting the neurological disorders from the neuroimages is challenging with multiple types of neuroimages of different classification models. It is essential to develop a model that can accommodate various neuroimages to detect neurological disorders. It helps doctors use the standard model to screen neurological disorders quickly. Incorporating the multiple neuroimages helps the doctors to widen their search space initially and then narrow down their diagnosis domain to make more quick decisions, which will eventually speed up the treatment process.

Commonly followed methodology for the multimodal neuroimage analysis for the multimodal predictions and classifications for various diseases include the following steps; Data acquisition and feature extraction are one of the main steps, where the data is obtained from various sources, and then the required features are identified and extracted from the images. Identifying the best learning frameworks is the next important step in multimodal creation. Once the models are identified, training the models for effective models and predictions are being done. After identifying and training the models and then creating the multimodal step, various multimodal creation techniques; one commonly used technique is multimodal data fusion. Once the multimodal is created, the models are finetuned for better performance [28]. based on the various techniques. These multi models are then tested and benchmarked with various techniques and inputs. This approach works for one input and various machine learning algorithms for one disease. However, for the multimodal to work effectively, there is a significant gap in building such complex models to analyse multiple diseases and various data sources better.

Multiple neuroimages help use the same model for different approaches, allowing doctors to make decisions faster based on the model suggestions. Unique models for diseases make the diagnosis decision slower than having a multimodal model for the analysis of the neuroimaging data for classification or a prediction approach. Increased demand for standard methods and models to process various medical imaging techniques will classify and narrow down the search space for the disorders, facilitating doctors to take a second opinion based on their findings.
standard system that takes up any neuroimaging data and then analyses the same will help accurately identify the disorder, thereby helping faster treatment planning and delivery with the proper treatment and care.

4. Conclusion

Neuroimaging plays a significant role in the detection of neurological disorders. The neurological disorders, which can be identified with the change in neurological behaviour, can only be identified with the help of neuroimaging techniques. Much research is being carried out on the methods that support and work effectively to detect the disorders. Many researchers have focused on developing machine learning models that analyse neurological disorders. Most researchers focus on developing models that predict or classify the diseases based on the imaging data; some have included additional parameters to increase the accuracy of the results. Most of the research is working with single machine learning models, and there exists a gap where the researchers could focus on developing multimodal, where various models can be applied to a machine learning model, to improve the accuracy and the prediction results.

However, very minimal work is carried out in creating multimodal classification models for accommodating multiple neuroimages to predict diseases. The different models are created by researchers for other neurological disorders, complicating disease detection, and creating confusion in identifying a better model. Few researchers focused on working with multiple modalities rather than different images for disease detection. The models designed for the machine learning-based neuroimaging data require effective and accurate models to process the medical images and gain information. A small error will cause a complete mistake in predicting the disease and cause a human life. With the survey on various neurological disorders and the machine learning algorithms for detecting practical neuroimage processing machine learning algorithms, the researchers were trying to build are mainly specific to certain diseases. Thus, we could identify many limitations in handling various neuroimaging data to predict multiple neurological disorders. No exact or standard model is available to analyse more than three heterogeneous data types. So, the review will help the researcher know more about multi-model development for accommodating the different neuroimages.
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