Gait complexity assessed by detrended fluctuation analysis is sensitive to inconsistencies in stride time series: A modeling study
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Abstract

Background: Human gait exhibits complex fractal fluctuations among consecutive strides. The time series of gait parameters are long-range correlated (statistical persistence). In contrast, when gait is synchronized with external rhythmic cues, the fluctuation regime is modified to stochastic oscillations around the target frequency (statistical anti-persistence). To highlight these two fluctuation modes, the prevalent methodology is the detrended fluctuation analysis (DFA). The DFA outcome is the scaling exponent, which lies between 0.5 and 1 if the time series exhibit long-range correlations, and below 0.5 if the time series is anti-correlated. A fundamental assumption for applying DFA is that the analyzed time series results from a time-invariant generating process. However, a gait time series may be constituted by an ensemble of sub-segments with distinct fluctuation regimes (e.g., correlated and anti-correlated).

Research question: To what extent do non-constant time series modify the scaling exponent computed via DFA?

Methods: Several proportions of correlated and anti-correlated time series were mixed together and then analyzed through DFA. The original (before mixing) time series were generated via autoregressive fractionally integrated moving average (ARFIMA) modelling or actual gait data.

Results: Results evidenced a nonlinear sensitivity of DFA to the mix of correlated and anti-correlated series. Notably, adding a small proportion of correlated segments into an anti-correlated time series had stronger effects than the reverse. For example, integrating 20% of correlated segments (scaling exponent: 0.8) within an anti-correlated series (scaling exponent: 0.3) resulted in a time series interpreted as random (scaling exponent 0.5).

Significance: In case of changes in gait control during a walking trial, the resulting time series may be a patchy ensemble of several fluctuation regimes. When applying DFA, the scaling exponent may be misinterpreted. Cued walking studies may be most at risk of suffering this issue in cases of sporadic synchronization with external cues.
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1. Introduction

Human walking is a complex motor task involving both proactive and reactive adaptations. The proactive processes rely on internal neural models and pattern generators (feedforward control), and the reactive processes rely on sensorimotor and visual inputs (feedback control). This intricate neural organization allows for an optimal response to environmental demands [1]. As a result, gait variability exhibits fractal features, which is one of the hallmarks of complex physiological signals [2]. It is thought that such a characteristic points to the ability to flexibly adapt [3]. Therefore, the fluctuations of gait parameters while walking are not insignificant; on the contrary, the fluctuation structure conveys important information regarding the system behavior. The consequence of this scale-free, fractal organization of the gait is that stride lengths, durations, and speeds vary from cycle to cycle with long-range correlations (statistical persistence) among dozens of consecutive strides [4,5]; that is, a short stride is more likely to be followed by another short stride, and a long stride by another long stride.

Sensorimotor synchronization refers to the capability of coordinating movements with external rhythms [6]. Recent insights into the neural basis of motor control suggest that anticipatory rhythmic templates in the brain allow for motor planning and synchronized movement execution with an external rhythmic cue [7]. In motor rehabilitation, rhythmic auditory cueing can be exploited to reprogram the execution of a motor pattern and reinstates normal movements [7]. Rhythmic auditory cueing has proven to be efficient in treating movement disorders in Parkinson’s disease [8] and stroke [9].

Regarding gait variability, rhythmic auditory cueing induces a specific pattern of stride-to-stride fluctuations. When the gait is paced, the long-range correlated—fractal—time series change to anti-correlated ones (statistical anti-persistence). That is, a short stride is more likely to be followed by a long stride. In long durations of walking paced by a metronome, stride durations stochastically oscillate around the target frequency, while stride lengths and speeds remain fractal [5]. A similar response is observed for stride speed series in treadmill experiments; here, the reference is the treadmill speed; the actual speed of the walking individual oscillate from stride to stride around the reference speed with an anti-correlated pattern [10]. When performing auditory cueing experiments on a treadmill, stride speeds, lengths, and durations become anti-persistent [10]. Similar effects can be induced when step lengths are aligned with visual cues projected onto the treadmill [11]. In contrast to normal (not paced) walking—in which small deviations can persist across strides—cued walking requires a tight control of the gait with rapid corrections of deviations away from the target. The corrections are often slightly too large, which induces, to compensate, corrections in the opposite direction, resulting in the observed statistical anti-persistence [11,12].

The most popular algorithm for characterizing the fluctuation structure of gait variability is detrended fluctuation analysis (DFA) [13]. DFA reports the log of variance in time series as a function of the log of time scales (power law): The slope of the linear fit between these parameters is the scaling exponent. The scaling exponent lies between 0.5 and 1 if the time series exhibits long-range correlations, and below 0.5 if the time series is anti-correlated. A scaling exponent of 0.5 indicates a random—uncorrelated—time series. When DFA is applied for characterizing gait fluctuations, a substantial number of consecutive strides must be included in the analysis [14]. This is inherent to the scaling properties of a time series. Indeed, the hypothesis of a fractal structure makes sense only if self-similarity is considered over several time scales across dozens of consecutive samples. A corollary of this
assumption is that the process generating the time series must stay constant across the whole duration of the observation.

While the constancy assumption likely holds in treadmill walking, in normal walking, a person must regularly adjust stepping to the environment. Similarly, in cued walking experiments, it is not guaranteed that participants continuously follow cues throughout the duration of the trial. As a result, the adaptations of gait control may result in contiguous patches of strides with different fluctuation regimes. If these patchy time series were analyzed via DFA as a whole, biased results could be obtained.

I hypothesized that false conclusions may be drawn about the fluctuation regime of a gait time series if the assumption of process constancy was violated. Therefore, the objective of this study was to explore the effects of artificial modifications of time series on DFA outcomes. I used a modeling approach to mix different proportions of correlated and anticorrelated time series. These were either purely artificial time series or actual gait data. In addition, I verified whether mixed series induced changes in correlation strengths between variability (DFA detrended variance) and time scale (DFA box size), which may help in detecting them.

2. Methods

The study was divided into two parts: 1) a modeling study implying artificial time series that were computer-generated; and 2) a modeling study implying real gait time series. An identical statistical treatment was used for the two parts. Matlab R2018b (Mathworks, Natick, MA) was used for all computation.

2.1 Time series

Artificial time series containing 10,000 samples were generated by means of autoregressive fractionally integrated moving average (ARFIMA) models. I used the script ARFIMA_SIM available on Matlab Central [15]. The auto-regressive and moving average orders of the models were set to 0 (i.e., pure long-memory signals). The differentiating parameter was set either to 0.3 or -0.2: This generated either long-range correlated time series with a scaling exponent of 0.8, or anti-correlated time series with a scaling exponent of 0.3. These values correspond to actual scaling exponents found in real gait time series (normal and cued, respectively). Eight time series were used for the subsequent analysis, i.e., four correlated series, and four anti-correlated series.

Real gait time series containing 500 consecutive strides were selected from an online dataset [16]. This set contained raw gait data collected via a treadmill instrumented with a force platform [11]. The treadmill experiment consisted of submitting individuals to either auditory cueing (metronome walking) or visual cueing (aiming with footsteps at forms projected onto the treadmill belt). Here, I exploited the auditory cueing condition and the normal (no cueing) condition. Stride time series were computed from foot pressure measures according to the method suggested by Roerdink et al [17]. I preselected four individuals with a high contrast between the two conditions. DFA of the stride durations revealed the following scaling exponents: subject #1, 0.79 and 0.28; subject #2, 0.88 and 0.25; subject #3, 0.76 and 0.23; subject #4, 0.95 and 0.33.
2.2 In silico experiments

The aim was to randomly mix different proportions of correlated and anti-correlated time series together (mixed time series) and then observe the resulting scaling exponents computed via DFA. DFA box sizes were set between 8 and 1/5 of series length (i.e., 2000 for artificial series and 100 for gait series). The evenly spacing algorithm was used [18]. The DFA included 32 and 15 different box sizes in artificial and gait series, respectively. An example of the analysis is shown in Fig. 1.

The mixed time series were created by randomly concatenating correlated and anti-correlated segments. The lengths of the segments were arbitrarily selected as 25, 125, and 625 for artificial time series; and as 5, 25, and 100 for the gait time series. The alternance between segments was realized as follows: 1) two time series—one correlated, and one anti-correlated—were preselected and run through according to the lengths of the segments; 2) a random number between 0 and 1 was drawn from an uniform distribution; 3) if the number was lower than a predefined proportion threshold, then an anti-correlated segment was added to the mixed time series, else, a correlated segment was added. To consider stochastic effects, 200 hybrid series were generated per condition. I explored proportion from 10% to 90% with steps of 10%.

In parallel, I collected box sizes (time scale, n) and detrended fluctuations \([F(n)]\) for each performed DFA. As a reminder, the scaling exponent is the slope of the linear regression between \(\log(n)\) and \(\log[F(n)]\). The strength of association was determined by means of Pearson’s correlation coefficient. The aim was to evaluate whether mixed time series exhibited a lower correlation between \(n\) and \(F(n)\). This was done with the understanding that it might help diagnose the presence of mixed (inconsistent) series.

2.3 Statistics

Overall, 43,200 mixed time series were analyzed; that is, there were 200 repetitions, 9 proportions, 3 segment lengths, 4 times series, and two sets (i.e., artificial and gait time series). Boxplots classified by proportions and segment lengths are displayed in Fig. 2 for artificial time series, and in Fig. 3 for gait time series. Then, I modelized the effects of combining different proportions and segment lengths by means of multiple linear regressions. The dependent variable was the scaling exponent, and the independent variables were the proportions (treated as a continuous variable) and the segment lengths (categorical variable with 3 levels, coded as two dummy variables). A stepwise forward approach was used to select significant predictors. Full models with interactions and squared terms were retained; see supplementary material for further details. The fitted models were used to predict the most likely values and then explore the average responsiveness of the fractal index to conditions (marginal effects, Fig. 2 and 3). In addition, I predicted the effect of a modification of small proportions of segments to better illustrate the effects of sparse modifications of the time series (Tables 1 and 2).

Boxplots were used to depict the correlation results as a function of segment lengths and proportions (Fig. 4). As a reference, correlations found in pure correlated and anti-correlated series were drawn on the plots.
3. Results

Results evidenced a sensitivity of DFA to the mix of fluctuation regimes within the analyzed time series. The boxplots (Fig. 2 and 3) show a decrease of scaling exponent with an increasing proportion of anti-correlated segments. A large variability was observed, due to the stochastic way the mixed series were generated. The scaling exponent of a mixed time series seems not to be the weighted average of the scaling exponents of both series measured separately. For example, a 50-50 mix resulted in a scaling exponent greater than 0.65 (Fig. 2 and 3), while a value of about 0.55 ([(0.8 + 0.3) / 2]) would be expected.

A non-linear relationship between the proportion of anti-correlated segments and the resulting scaling-exponent of the mixed time series was noted (Fig. 2 and 3). At low proportion levels, the scaling exponent remained close to the reference value of the correlated time series. Then, with increasing proportion, the scaling exponent rapidly decreased toward the value of the anti-correlated time series. This non-linear association was confirmed by multiple regression analysis. The stepwise procedure retained a significant quadratic term (see the online supplementary file). The effect of segment lengths used to build the mixed time series was less marked than the effect of the mixing proportions. While the segment lengths seemed to slightly shift the scaling exponent values, the decreases with proportion changes and nonlinearity were similar.

The addition of a small amount of anti-correlated segments within a correlated series had no relevant impact (Table 1). Twenty percent of inserts lowered the scaling exponents by only 3% to 5%. On the contrary, the addition of a small proportion of correlated segments within an anti-correlated series had substantial effects (Table 2). A proportion of 20% was sufficient to increase scaling exponents close to 0.5. This may result in misinterpretation of the series as random, while the series is predominantly anti-correlated.

The correlation between box sizes \( n \) and detrended fluctuations \( F(n) \) were not substantially impacted by the mixing of time series (Fig. 4). Regarding artificial series, the correlation coefficient fell slightly below the reference level in the high proportion of anticorrelated series, but this was likely not relevant given the small variations: The correlation coefficient stayed above 0.995 among all conditions. Regarding gait series, the correlation coefficient never fell below the reference value of the anti-correlated series.

4. Discussion

The assumption that inconstant time series may lead to a false conclusion about the underlying generating process is supported. Prominently, the introduction of a small proportion of correlated segments within an anti-correlated series had substantial effects. The strength of association between \( n \) and \( F(n) \) seemed to not be affected, and hence it was determined that it cannot be used as a means to detect a mixed series.

As shown by the boxplots and the regression results (Fig. 2 and 3, and supplementary online file), a nonlinear association was found; adding a small proportion of correlated segments into a correlated time series had stronger
effects than the reverse. Twenty percent of correlated patches in an anti-correlated series was enough to reach 0.5, i.e., the value expected for an underlying random, uncorrelated process (Table 2).

In cueing experiments, if participants do not continuously synchronize their gaits, one could falsely conclude that the gait time series is the result of a random process, while it may be the result of a mix of different fluctuation regimes. The findings of some previous studies seem to support this explanation. For example, an experiment reported in a 2012 article [19] consisted of older adults walking while exposed to different modalities of auditory cueing. The DFA results showed a scaling exponent greater than 0.5 when participants walked in time with an isochronous (regular) metronome, in contrast to what would be expected. However, the participants were not specifically instructed to synchronize their gaits with the auditory stimuli, which was a condition conducive for intermittent synchronization resulting in times series of inconsistent fluctuation structures. A similar result was described in a 2016 study [20]. Note, however, that these average observations could also have been obtained by a mix of synchronizers and non-synchronizers among participants.

Anti-persistent gait patterns are associated with enhanced voluntary gait control, based on convincing evidence [11,12]. It is therefore not excluded that situations that intermittently requires a precise footstep control induce a low scaling exponent. The findings of a 2015 study support this assumption. Franz et al. [21] assessed the scaling exponents in a treadmill experiment. The participants walked while watching a speed-matched, virtual hallway with and without mediolateral visual perturbations. Under the visually perturbed condition, the scaling exponent significantly diminished in older participants; the observed average scaling exponent under visual perturbations was 0.51. One can assume that this value resulted from the mix of fractal and anti-correlated segments during the walking trial. That a constant random process was the cause of observed fluctuation patterns may not be the most likely explanation.

The results of the correlation analysis (Fig. 4) highlighted the difficulty in detecting the presence of a mixed series by examining the log-log plot of a DFA (Fig. 1). It has been described that some time series may display different scaling exponents (i.e., slopes in the log-log plot) when considering different time scales (crossover phenomena [22]). Artificial trends added to time series also induce crossovers [23]. I therefore assumed that mixing time series with different fluctuation regimes would also produce crossovers, which could be detected by a substantially lower correlation coefficient between $F(n)$ and $n$. This hypothesis was not supported.

It is probable that mixed time series also impact other methods used to assess gait complexity, such as multiscale entropy [24]. Indeed, other methods also rely on the assumption of a time-invariant underlying process that leads to long-term dependencies in gait time series. Further studies are needed to analyze this issue. Alternative methods that locally analyze signal variability may help diagnose an inconstant fluctuation regime. For example, the non-stationarity index (NSI), which estimates the dispersion of normalized local means [25], has been proven sensitive to contrasts between persistent and anti-persistent gait time series [26]. Here, too, further investigation is required to assess NSI responsiveness in the context of non-constant time series.

The fact that this study is a modeling study, and not an experiment with human participants, is both a strength and a weakness. On the strength side, artificially combining time series with different fluctuation structures excludes any experimental biases. This in silico approach highlights the true responsiveness of DFA to inconstant time series generated in a well-defined manner. On the weakness side, it is not expected that humans would produce intermittent
time series as those generated in this study. People do not instantly change the way they walk. Adaptations to changes, for example to the appearance of an external rhythmic cue, very likely take some time. Similarly, carry-over effects are expected when the external rhythm fades. Therefore, further experimental studies are required to describe the responsiveness of DFA to actual change in gait variability patterns.

5. Conclusion

In studies aimed at characterizing the fluctuation structure of gait variability, the hypothesis of a continuous and steady generative process must be valid when interpreting DFA results. In cases of changes in gait control during a walking trial, the resulting time series may be a patchy ensemble of several fluctuation regimes; the resulting scaling exponent may be misinterpreted. Studies implying cueing (i.e., synchronizing footsteps with external cues) may be most at risk of suffering this issue, given that the addition of a small amount of correlated series within an anti-correlated series has a substantial effect. Further evidence from an experimental study is required to confirm these findings in human beings.
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Tables

Table 1
Effect of insertion of a small proportion of anti-correlated time series within a correlated time series.

| Segment lengths | Proportion of anti-correlated segments within correlated time series | 5%  | 10%  | 15%  | 20%  |
|-----------------|---------------------------------------------------------------|-----|-----|-----|-----|
|                 | absolute | relative | absolute | relative | absolute | relative | absolute | relative |
| 5               | 0.00     | -0.6%    | -0.01    | -1.5%    | -0.02    | -2.6%    | -0.03    | -4.0%    |
| 25              | 0.00     | -0.4%    | -0.01    | -1.0%    | -0.02    | -1.8%    | -0.02    | -2.9%    |
| 100             | -0.01    | -0.9%    | -0.02    | -2.0%    | -0.03    | -2.4%    | -0.04    | -5.0%    |

A multiple regression model (see supplementary files) was used to predict absolute and relative (percent change) differences among time series without insertion and time series including 5% to 20% anti-correlated segments. The regression model was based on actual gait data.

Table 2
Effect of insertion of a small proportion of correlated time series within an anti-correlated time series.

| Segment lengths | Proportion of correlated segments within anti-correlated time series | 5%  | 10%  | 15%  | 20%  |
|-----------------|--------------------------------------------------------------------|-----|-----|-----|-----|
|                 | absolute | relative | absolute | relative | absolute | relative | absolute | relative |
| 5               | 0.04     | 13.8%    | 0.08     | 27.0%    | 0.12     | 39.5%    | 0.16     | 51.4%    |
| 25              | 0.04     | 10.4%    | 0.08     | 20.2%    | 0.12     | 29.6%    | 0.15     | 38.4%    |
| 100             | 0.05     | 15.1%    | 0.09     | 29.6%    | 0.13     | 43.3%    | 0.17     | 56.4%    |

A multiple regression model (see supplementary files) was used to predict absolute and relative (percent change) differences among time series without insertion and time series including 5% to 20% correlated segments. The regression model was based on actual gait data.
Figures

Fig. 1. Illustration of the method for analysing the mixed time series. Left: Three different types of artificial time series (autoregressive fractionally integrated moving average [ARFIMA] signals); Top: Pure long-range correlated (fractal) time series; Bottom: Pure anti-correlated time-series; Middle: Mix of the top and bottom series with a 50% proportion; the response is given in arbitrary units (AU). Right: Detrended fluctuation analysis (DFA) of the adjacent time series. Detrended fluctuation $[F(n)]$ and box size (time scale, n) are plotted in a log-log plot. The scaling exponent $\alpha$ is the slope of the linear fit.
Fig. 2. Artificial mixed time series. Different proportions (10% to 90%) of anti-correlated segments of 25, 125, and 625 samples were randomly inserted within a long-range correlated time series of 10,000 samples. Each box plot represents the median (circle), quartiles (box), and data extent (lines) of 200 realizations of the random mixing process. The plot on the right shows the results of the multiple regression model (marginal effects).
Fig. 3. Gait mixed time series. Different proportions (10% to 90%) of anti-correlated segments of 5, 25, and 100 samples were randomly inserted within a long-range correlated time series of 500 samples. Each box plot represents the median (circle), quartiles (box), and data extent (lines) of 200 realizations of the random mixing process. The plot on the right shows the result of the multiple regression model (marginal effects).
Fig 4. Correlation analysis. Correlation coefficients (Pearson’s r) between $F(n)$ and $n$ (see Fig. 1) were computed for each DFA, as presented in Fig. 2 and 3. The top row shows the results for the artificial mixed time series. The bottom row shows the results for the gait mixed time series. Each box plot represents the median (circle), quartiles (box), and data extent (lines) of 200 realizations of the random mixing process. Dashed lines show the r value for original (without mixing) correlated time series (red) and original anti-correlated time series (blue).