Measuring the sound horizon and absolute magnitude of SNIa by maximizing the consistency between low-redshift data sets
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The comoving sound horizon at the baryon drag epoch, \( r_d \), encapsulates very important physical information about the pre-recombination era and serves as a cosmic standard ruler. On the other hand, the absolute magnitude of supernovae of Type Ia (SNIa), \( M \), is pivotal to infer the distances to these standard candles. Having access to (at least) one of these two quantities is crucial to measure the Hubble parameter \( H_0 \) from BAO/SNIa data. In this work we present a new method to measure how long is the cosmic ruler and how bright are the standard candles independently from the main drivers of the \( H_0 \) tension, namely by avoiding (i) the use of CMB data; (ii) the calibration of SNIa in the first steps of the cosmic distance ladder; and (iii) the assumption of any concrete cosmological model. We only assume that SNIa can be safely employed as standard candles and \( r_d \) as a standard ruler, together with the validity of the Cosmological Principle and the metric description of gravity, with photons propagating in null geodesics and the conservation of the photon number. Our method is based on the minimization of a loss function that represents the level of inconsistency between the low-redshift data sets employed in this study, to wit: SNIa, BAO and cosmic chronometers. In our main analysis we obtain: \( r_d = (146.0^{+3.3}_{−5.1}) \text{ Mpc}, M = −19.362^{+0.078}_{−0.067} \). The former is fully compatible with Planck’s \( \Lambda \)CDM best-fit cosmology, but still leaves plenty of room for new physics before the decoupling, whereas our constraint on \( M \) lies closer to the value preferred by the concordance model, although it is only \( \sim 1.4\sigma \) below the SH0ES measurement.
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I. INTRODUCTION

How old is the universe? How distant are the cosmological objects that we detect with our telescopes? Our answers to these questions depend crucially on how accurately we can measure the current universe’s expansion rate, i.e. the Hubble parameter \( H_0 \), since it sets both, the time and distance scales in cosmology. Now, after more than nine decades from its first measurement [1] several observational sources tell us that its value should fall in the range \( H_0 \in (65,75) \text{ km/s/Mpc} \). However, there is a 5.0σ tension between the value inferred for this parameter with the classical cosmic distance ladder by the SH0ES team, \( H_0 = (73.04 \pm 1.01) \text{ km/s/Mpc} \) [2], which is almost fully cosmology-independent, and the one inferred with the cosmic microwave background (CMB) data by the Planck Collaboration, under the assumption of the flat \( \Lambda \)CDM model, \( H_0 = (67.36 \pm 0.54) \text{ km/s/Mpc} \) [3]. SH0ES measures in the first steps of the ladder a somewhat higher value of the absolute magnitude of supernovae of Type Ia (SNIa), \( M \), than the one preferred by the CMB best-fit standard model, and this is what ultimately triggers the \( H_0 \) tension, see e.g. [1] [4]. Other observational teams, though, do not find any substantial discrepancy [5] [7], and it is still possible that systematic errors play an important role in this story [8] [9]. Nevertheless, the tension has persisted and grown in a consistent way in the last years thanks to the gain in precision of the modern observational facilities employed to explore the local universe [10] [12] and measure the CMB anisotropies [13] [14]. Although there exist some internal tensions at the \( \sim 2\sigma \) level in Planck’s data (e.g. between the \( \Lambda \)CDM best-fit parameters obtained from low and high multipoles or the amount of lensing in the TT spectrum), their results seem to be consistent with other CMB experiments, as WMAP [13], SPT [15] and ACT [16]. Moreover, constraints from baryon acoustic oscillations (BAO) and big bang nucleosynthesis, independent from CMB, lead to values of the Hubble parameter lying again in the lower range in the context of the standard model, more in accordance with Planck [17] [18]. This is also found when use is made of the inverse cosmic distance ladder [19] [22], which assumes again standard pre-recombination (and most of the cases also standard late-time) physics. Interestingly, standard sirens [23] [24] and strongly lensed quasars [25] also allow us to measure \( H_0 \), but they are still not able to arbitrate the tension.

Cosmological models with a preferred larger critical energy density around the matter-radiation equality time or an earlier recombination of protons and electrons before the photon decoupling can lead to an alleviation of the \( H_0 \) tension, since they allow for lower values of the comoving sound horizon at the baryon drag epoch, \( r_d \), what in turn gives room for larger values of the Hubble parameter, which is needed to keep the good description of the BAO data and the location of the first peak of
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the CMB temperature anisotropies. This is the case of some models that have been proposed to alleviate the $H_0$ tension, based on early dark energy [26, 29], modified gravity [30–33], primordial magnetic fields [34], varying atomic constants [35, 36], and running vacuum models [37].

The measurement of $r_d$ has been carried out using a plethora of techniques in the past:

- From CMB data alone or in combination with other data sets, assuming concrete cosmological models. See e.g. [3, 38, 39] and the references of the previous paragraph.
- Using the local (distance ladder) $H_0$ value as an anchor at $z = 0$, together with BAO and SNIa data, assuming the LCDM [20] or using cubic splines to reconstruct the Hubble function [10, 11]. Alternatively, it is also possible to use the local calibration of the absolute magnitude of SNIa from SH0ES, again with BAO and SNIa data [22].
- Fixing the scale with cosmic chronometers (CCH), employed in combination with BAO and SNIa, either reconstructing the shape of $H(z)$ with linearly-interpolated values that are left free in the fit [42, 43], with a Multi-Task Gaussian Process [44], or using alternative parametrizations [45].
- Model-independent determinations of the product $H_0 r_d$ are also possible using BAO and SNIa data alone [22, 46, 47].

We propose here a new method that lets us measure $r_d$ and $M$ under very mild theoretical assumptions (which reduce mainly to the validity of the Cosmological Principle and the metric description of gravity), and without making use of the two data sets driving the $H_0$ tension, namely the CMB and the calibration of the SNIa performed in the first steps of the distance ladder by SH0ES. Our method is close in spirit to those employed in [42–44], since we also use data on BAO, SNIa and CCH, and do not assume a particular cosmological model. Here we take, though, a different approach. While in [42, 43] the authors used a spline for $H(z)$ and reconstructed it, allowing the values of $H(z_i)$ at several redshift nodes $z_i$ to vary in the fitting analysis (together with $M$, $r_d$ and the curvature density parameter $\Omega_k^0$), here we only vary the last three. Our method is also different from the one presented in [44, 45]. In this work we do not aim to find the shape of $H(z)$ preferred by the low-redshift data. We measure the size of the cosmic ruler and the SNIa intrinsic brightness by minimizing a loss function that tells us what is the level of inconsistency between the BAO, SNIa and CCH data sets for each triplet of values $\vec{\theta} = (M, r_d, H_0^2 \Omega_k^0)$). Every $\vec{\theta}$ can be used to translate the BAO+SNIa+CCH data into a list of cosmological distances and values of the Hubble rate at different redshifts, with their corresponding covariance matrix. The difference between the distances and Hubble rates inferred from these data sets is clearly a function of $\vec{\theta}$ and, in particular, is very sensitive to the calibrators $M$ and $r_d$. In absence of unaccounted systematic errors in the data we should expect the calibrators $M$ and $r_d$ to minimize these differences. Thus, we can associate a larger probability to a vector $\vec{\theta}$ that leads to a lower statistical tension between data sets. In this work we employ the index of inconsistency (IOI) proposed in [48] to quantify the level of disagreement between the transformed data sets and obtain the posterior distribution for the three parameters contained in $\vec{\theta}$. The IOI has been previously applied in [48, 51] to estimate the tension between Gaussian posterior distributions of parameters that are obtained from the fitting analyses of the same model, but using alternative data sets. Hence, it was used as a measure of the existing tensions between data sets in the context of concrete models, e.g. the LCDM. Here we deal only with data, i.e. no cosmological model nor parametrization is assumed, with the aim to reduce as much as we can the degree of model dependence of our results. We demand the minimization of the inconsistency between the SNIa, BAO and CCH data sets through the optimal choice of the calibrators contained in $\vec{\theta}$. Our method has not been employed before in the literature. Model-independent approaches as the one proposed and studied in this paper will allow us to further test the viability of the candidate models aiming to loosen the $H_0$ tension, as well as the calibration of the SNIa in the first steps of the distance ladder.

The paper is organized as follows. In Sec. II we describe the data sets that we have employed in our analysis. In Sec. III we explain our statistical method. Our results are presented in Sec. IV and the conclusions in Sec. V.

II. DATA SETS AND OBSERVABLES

These are the data sets that we have employed in our study.

A. Supernovae of Type Ia

The expression for the apparent magnitude $m(z)$ of standardized SNIa reads,

$$m(z) = M + 25 + 5 \log_{10} \left( \frac{D_L(z)}{1 \text{ Mpc}} \right),$$

with $M$ the absolute magnitude and $D_L(z)$ the luminosity distance. In a Friedmann-Lemaître-Robertson-Walker universe the latter takes the following form,

$$D_L(z) = \frac{c(1+z)}{\sqrt{\Omega_k^0 H_0^2}} \sinh \left( \sqrt{\Omega_k^0 H_0^2} \int_0^z \frac{dz'}{H(z')} \right),$$
where $\Omega_k^0 = -k c^2 / (R_0 H_0)^2$ is the curvature density parameter, with $k = 0, -1, +1$ for a flat, open and closed universes, respectively. $R_0$ is a constant with units of length that can be interpreted as the current radius of curvature in a closed universe.

In this work we employ the SNIa contained in the Pantheon compilation [52]. For practical purposes we opt to use the 40 binned data points provided in [52] with their corresponding covariance matrix, which includes the statistical and systematic uncertainties. The bins span the redshift range $z \in [0.014, 1.6123]$. 

B. Baryon acoustic oscillations

Baryons and photons were tightly coupled through electromagnetic interactions during the pre-recombination era. The intense fight between radiation pressure and gravity in the photon-baryon plasma generated sound waves that left an imprint in the distribution of baryons when the universe was cool enough for the CMB photons to escape and start their travel towards us. The maximum distance traveled by this wave, the sound horizon at the baryon drag epoch, is prompt in the distribution of matter in the universe. It manifests as a peak in the matter two-point correlation function or as wiggles in the matter power spectrum [53] [54]. Galaxy surveys use this characteristic length, $r_d$, as a standard ruler with respect to which they can measure cosmological distances at various redshifts. The latter can be employed to constrain cosmological models in a quite robust way [55]. Their constraints are given either in terms of the dilation scale $D_V$, 

$$\frac{D_V(z)}{r_d} = \frac{1}{r_d} \left[ \frac{D_M^2(z)}{H(z)} \right]^{1/3},$$

with $D_M = (1 + z) D_A(z)$ being the comoving angular diameter distance, or by splitting (when possible) the transverse and line-of-sight BAO information, providing data on $D_A(z)/r_d$ and $H(z) r_d$ separately, with some degree of correlation. In any metric theory of gravity with photons traveling on null geodesics and conservation of the photon number, the Etherington relation [56] applies, 

$$D_A(z) = \frac{D_L(z)}{(1 + z)^2}$$

with $D_L(z)$ given by Eq. (2). This expression is useful to translate luminosity distances into angular diameter distances, and vice versa.

We employ the following BAO data points:

- $D_V/r_d$ at $z = 0.122$ provided in [57], which combines the dilation scales previously reported by the 6dF Galaxy Survey (6dFGS) [58] at $z = 0.106$ and the one obtained from the Sloan Digital Sky Survey (SDSS) Main Galaxy Sample at $z = 0.15$ [59].
- The anisotropic BAO data measured by BOSS using the LOWZ ($z = 0.32$) and CMASS ($z = 0.57$) galaxy samples [60].
- The dilation scale measurements by WiggleZ at $z = 0.44, 0.60, 0.73$ [61].
- $D_A/r_d$ at $z = 0.81$ measured by the Dark Energy Survey Year 1 (DESY1) [62]. We will also study the impact of substituting this point by the more recent measurement from DESY3 at the effective redshift $z = 0.835$ [63], which is in 2.3σ tension with the Planck prediction assuming the ΛCDM.
- The anisotropic BAO data from the extended BOSS Data Release 16 (DR16) quasar sample at $z = 1.48$ [64] [65].

We avoid the use of the anisotropic BAO data obtained from the Lyα absorption and quasars of the final data release (SDSS DR16) of eBOSS at $z = 2.334$ [66] because it falls out of the measurement ranges of SNIa and CCH, see Sec. II A and II C. The full BAO data vector and associated covariance matrix is provided in Appendix A.

C. Cosmic chronometers

Spectroscopic dating techniques of passively evolving galaxies, i.e. galaxies with old stellar populations and low star formation rates, have become a good tool to obtain observational values of the Hubble function at redshifts $z \lesssim 2$ [67]. These measurements do not rely on any particular cosmological model, although are subject to other sources of systematic uncertainties, as to the ones associated with the modeling of stellar ages, see e.g. [68], which is carried out through the so-called stellar population synthesis (SPS) techniques, and also with a possible contamination due to the presence of young stellar components in quiescent galaxies [69] [71]. Given a pair of ensembles of passively evolving galaxies at two different redshifts it is possible to infer $dz/dt$ from observations under the assumption of a concrete SPS model and compute $H(z) = -(1 + z)^{-1} dz/dt$. Thus, cosmic chronometers allow us to obtain the value of the Hubble function at different redshifts, contrary to other probes which do not directly measure $H(z)$, but integrated quantities as e.g. luminosity distances.

In this study we use the 24 data points on $H(z)$ from CCH in the redshift range $z \in [0.07, 1.965]$ reported in [72] [73]. See also Fig. 4 in Appendix C. More concretely, in our main analyses we make use of the processed sample provided in Table 2 of [50], but adding the data point
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of [79] and removing the ones of [81]². Our resulting CCH data set is robust, since it introduces corrections accounting for the systematic errors mentioned above. In addition, we also study the effect of the covariance matrix of the CCH data given in [68]. We compute it with the code [3] cf. Sec. IV and the comments in Appendix C.

III. THE METHOD

If the SNIa, BAO and CCH data sets described in the previous section are unbiased they should be, of course, consistent with each other. The level of consistency, though, depends on the values of the parameters contained in the vector \( \vec{\theta} = (M, r_d, H_0^2 \Omega_k^0) \), since they are used to translate the original BAO and SNIa data into a set of cosmological distances and Hubble rates. Our goal in this paper is to infer the distribution of these parameters by maximizing the consistency of the data sets under consideration. To do so we need first to find or define a function \( L(\vec{\theta}) \) that lets us quantify the degree of inconsistency between the data sets for every \( \vec{\theta} \), and then use it to build a distribution that maps the latter to concrete probability values. The function \( L(\vec{\theta}) \) should include the contribution of the inconsistency estimates of all pairs of data sets. \( L(\vec{\theta}) \) can be thought of as a loss function, since for wide enough priors the distribution that we build from it will be maximized for the value of \( \vec{\theta} \) that minimizes \( L \). We construct it making use of the index of inconsistency proposed in [85], as follows,

\[
L(\vec{\theta}) = L_1(M, r_d) + L_2(M, H_0^2 \Omega_k^0),
\]

with

\[
L_1(M, r_d) = \text{IOI}[\text{BAO, SNIa + CCH}]
\]

and

\[
L_2(M, H_0^2 \Omega_k^0) = \text{IOI}[\text{SNIa, CCH}].
\]

IOI is the index of inconsistency between the BAO data and the string SNIa+CCH, which accounts for the inconsistencies between the pairs (BAO,SNIa) and (BAO,CCH). On the other hand, [7] is the IOI between the SNIa and the CCH data sets. The two-experiment IOI is defined as follows [43],

\[
\text{IOI}[i, j] = \frac{1}{2} \delta^T (C^{(i)} + C^{(j)})^{-1} \delta,
\]

where \( C^{(i)} \) is the covariance matrix of the ith data set and \( \delta = \mu^{(i)} - \mu^{(j)} \) is the difference between the data vectors of the two data sets under consideration, i.e. data sets \( i \) and \( j \). The IOI is a generalization of the Mahalanobis distance [63], and strictly speaking it is reliable only for Gaussian-distributed data sets [4]. The specific dependence of \( L_1 \) and \( L_2 \) on the parameters of \( \vec{\theta} \) and all the details about how to build them will be duly explained below, in Secs. III A and III B.

Now the question is how to build the probability distribution out of [5]. We consider the following form,

\[
P(\vec{\theta}) = \pi(\vec{\theta}) \times \mathcal{N} e^{-L(\vec{\theta})},
\]

where \( \pi(\vec{\theta}) \) is the prior distribution of the parameters and \( \mathcal{N} \) is a constant normalization factor. The motivation for the exponential term is that given a pair of calibrated data sets \( i = 1 \) and \( j = 2 \) the value of IOI[1, 2] is exactly the same as the one that would be obtained by considering a fake theoretical point located at \( \mu^{(1)} \) and fake data centered at \( \mu^{(2)} \) with covariance matrix \( C^{(1)} + C^{(2)} \). Different values of \( \vec{\theta} \) lead to a different pair of calibrated data sets, of course, but their associated IOI can be mapped to the one obtained from a different fake theoretical point with exactly the same fake data as considered before. Let us express this in more mathematical terms. Given a reference fake data vector \( \tilde{\mu} \) with covariance matrix \( \tilde{C} \) it is always possible to perform a change of coordinates such that

\[
(C^{(i)} + C^{(j)}) = B^T \tilde{C} B,
\]

with \( B \) the transformation matrix associated to the aforesaid change of coordinates, which will obviously depend on the parameters entering the covariance matrices \( C^{(i)} \) and \( C^{(j)} \). Using this we can do

\[
(\mu^{(i)} - \mu^{(j)})^T (C^{(i)} + C^{(j)}) (\mu^{(i)} - \mu^{(j)}) =
\]

\[
(\mu^{(i)} - \mu^{(j)})^T B^T \tilde{C} B (\mu^{(i)} - \mu^{(j)}).
\]

Thus, if we define

\[
\mu^{(i,j)} - \tilde{\mu} \equiv B(\mu^{(i)} - \mu^{(j)}),
\]

we can rewrite [8] as follows,

\[
\text{IOI}[i, j] = \frac{1}{2} (\mu^{(i,j)} - \tilde{\mu})^T \tilde{C} (\mu^{(i,j)} - \tilde{\mu}).
\]

One can map every set of data \( (i, j) \) to a particular fake theoretical point \( \mu^{(i,j)} \), considering a data vector \( \tilde{\mu} \) with
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⁴ Fortunately, this is the case in the current study, in very good approximation. We will comment on this explicitly when needed.
covariance matrix \( \tilde{C} \). The only element that depends on \( \hat{\theta} \) in the last formula is the fake theoretical point \( \mu^{(z)} \). It is then natural to consider \( \hat{\theta} \) as in standard \( \chi^2 \) analyses. Moreover, if data are unbiased and our minimal theoretical assumptions hold \( \hat{\theta} \) leads to the correct estimation of the calibrators, with their uncertainties decreasing for an increasing number of data points. This can be easily understood. Imagine that we add unbiased data to our problem, let us say with a similar constraining power as the preceding data set. If we compute the ratios between the probability density at the peak \( \hat{\theta} \) and at a point \( \theta \) away from it before and after adding the new data we find that these ratios read: \( R_{\text{old}} = e^{L(\hat{\theta}) - L(\theta)} \), \( R_{\text{new}} \sim e^{2(L(\hat{\theta}) - L(\hat{\theta}))} \), so \( R_{\text{new}}/R_{\text{old}} \sim R_{\text{old}} > 1 \). This means that after the addition of the new data the point in parameter space located far away from the peak is less preferred than before when compared to the one at which \( \hat{\theta} \) is maximized, what in turn leads to lower uncertainties for the parameters contained in \( \hat{\theta} \).

Once we have the probability distribution \( \hat{\theta} \), we can compute the confidence regions for the parameters of \( \hat{\theta} \) either by evaluating our distribution on a three-dimensional grid or by sampling it with a Monte Carlo method. We opt to do the latter, see the details in Sec. IIIC.

### A. IOI between BAO and SNIa+CCH

Given a value of \( r_d \) we can rewrite the BAO constraints on \( \{D_V(z)/r_d, D_A(z)/r_d, H(z)r_d\} \) of Sec. IIIB (cf. (11) and (12)) in Appendix A as constraints on \( \{D_V(z), D_A(z), H(z)\} \), with a data vector

\[
\mu^{\text{BAO}}(r_d) = \begin{pmatrix} D_V(z = 0.122) \\ D_V(z = 0.44) \\ D_V(z = 0.60) \\ D_V(z = 0.73) \\ D_A(z = 0.32) \\ D_A(z = 0.57) \\ D_A(z = 0.81) \\ D_A(z = 1.48) \\ H(z = 0.32) \\ H(z = 0.57) \\ H(z = 1.48) \end{pmatrix},
\]

and its associated covariance matrix \( C^{\text{BAO}}(r_d) \). Both depend on \( r_d \). The resulting distribution is Gaussian in very good approximation, as we have explicitly checked for different values of the sound horizon, cf. Fig. 4. In order to compute the IOI between the BAO and SNIa+CCH data sets we need to build the analogous quantities from the SNIa+CCH joint data set, i.e. \( \mu^{\text{SNIa+CCH}} \) and \( C^{\text{SNIa+CCH}} \). As we do not have SNIa and CCH data at the exact BAO redshifts, we need first to compute the extrapolated values of \( D_A(z) \) and \( H(z) \) at these \( z \)'s using some technique that allows us to get the vectors

\[
\mu^{\text{SNIa}}(M) = \begin{pmatrix} D_A(z = 0.122) \\ D_A(z = 0.44) \\ D_A(z = 0.60) \\ D_A(z = 0.73) \\ D_A(z = 0.32) \\ D_A(z = 0.57) \\ D_A(z = 0.81) \\ D_A(z = 1.48) \end{pmatrix}
\]

and

\[
\mu^{\text{CCH}} = \begin{pmatrix} H(z = 0.122) \\ H(z = 0.44) \\ H(z = 0.60) \\ H(z = 0.73) \\ H(z = 0.32) \\ H(z = 0.57) \\ H(z = 1.48) \end{pmatrix}
\]

with their individual covariances, \( C^{\text{SNIa}}(M) \) and \( C^{\text{CCH}} \). Notice that \( \mu^{\text{SNIa}} \) and \( C^{\text{SNIa}} \) depend on \( M \), since we can only get angular diameter distances from the SNIa data after fixing the absolute magnitude of the supernovae. Using all these ingredients we can build the final mean and covariance matrix \( \mu^{\text{SNIa+CCH}} \) and \( C^{\text{SNIa+CCH}} \) to be employed (together with \( \mu^{\text{BAO}} \) and \( C^{\text{BAO}} \)) in the computation of \( L_1 \).

For a given value of \( M \), and making use of Eqs. (2) and (4), we can translate the SNIa apparent magnitudes \( m(z) \) into data on \( D_A(z) \) at the redshifts of the (binned) SNIa data. By sampling this distribution and using e.g. a cubic interpolation method, it is easy to infer the Gaussian distribution for the \( D_A \)'s at the redshifts of interest, i.e. those specified in (16). In order to be more efficient, though, it is better actually to split \( D_A \) as follows,

\[
D_A(z) = 10^{-M/5}B(z)\text{ Mpc} \quad \text{with} \quad B(z) = \frac{10^{m(z) - 25}}{(1 + z)^2},
\]

and sample the distribution of \( m \)'s to generate the mean (\( \mu_B \)) and covariance matrix \( (C_B) \) for the \( B \)'s at the redshifts of (16) before starting the Monte Carlo, since this part of \( D_A \) does not depend on \( M \) and hence can be employed at each step of the sampling process. This distribution is Gaussian too, see Appendix B. Given a value of \( M \), it is easy to obtain then the mean and covariance for \( D_A \) from the distribution of \( B(z) \). We just need to do:

\[
\mu^{\text{SNIa}} = 10^{-M/5} \mu_B; \quad C^{\text{SNIa}} = 10^{-2M/5}C_B.
\]
\( \mu_{\text{BAO}} \) and covariance \( C_{\text{BAO}} \) in each step of the Monte Carlo routine. We reconstruct the shape of \( H(z) \) using the data described in Sec. III C and Gaussian Processes (GP), with a Gaussian kernel. In appendix C we describe the GP reconstruction of the Hubble function and provide the resulting \( \mu_{\text{CCH}} \) and \( C_{\text{CCH}} \), and also comment on several technical aspects for the interested reader.

The obtention of \( \mu_{\text{SNIa+CCH}}(M) \) and \( C_{\text{SNIa+CCH}}(M) \) from \( \mu_{\text{SNIa}}(M), C_{\text{SNIa}}(M) \) and \( \mu_{\text{CCH}}, C_{\text{CCH}} \) is straightforward. It can be done through a simple sampling of the two multivariate Gaussians. The result is in very good approximation Gaussian too, cf. again Fig. 1. Equipped with these tools we can finally evaluate \( L_1 \), which is of course a function of the calibrators \( M \) and \( r_d \).

**B. IOI between SNIa and CCH**

We compute the index of inconsistency between the SNIa and CCH data sets by first noting that for a given pair \((M, H_0 \Omega_k^0)\) we can translate a particular value of \( m(z_i) \) into a value of the Hubble function \( H(z_i) \), if we also know the derivative of the apparent magnitude at that redshift. This becomes evident if we perform the derivative of Eq. (2) with respect to the redshift, and isolate \( H(z) \),

\[
H(z) = \left[ \left( \frac{c(1+z)}{L(z)} \right)^2 + H_0^2 \Omega_k^0 \right]^{1/2},
\]

(20)

where the luminosity distance can be written in terms of a function \( B(z) \) that does not depend on \( M \),

\[
D_L(z) = 10^{-\frac{1}{2} m(z) + 25} \frac{B(z) Mpc}{10^{m(z)}} \text{ with } B(z) = 10^{\frac{m(z) + 25}{5}}.
\]

(21)

Formula (20) is very useful to translate the SNIa data into data on the Hubble rate and establish the link with the CCH data. We can sample the distribution of \( m \)'s at the SNIa redshifts and obtain from it the distribution of \( B \)'s and \( \partial m / \partial z \)'s at those redshifts at which we have CCH data\(^5\), e.g. making use again of a cubic interpolation method. The resulting distribution is Gaussian. The derivative of the apparent magnitude can be computed numerically, using finite differences with \( \Delta z = 0.01 \). Finally, given a pair \((M, H_0 \Omega_k^0)\) we can construct from the

\(^5\) We exclude the CCH data point at \( z = 1.965 \) because we have no SNIa data at this high redshift.
latter the distribution of values of the Hubble function at the CCH redshifts using (20). It is obviously a function of $M$ and $H_0^2\Omega_k^0$. The computation of $L_2$ is at this stage very easy because we already have all the ingredients to apply (5). In order to sample physically motivated values of the product $H_0^2\Omega_k^0$ we use the Gaussian prior

$$\pi(H_0^2\Omega_k^0) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(H_0^2\Omega_k^0)^2}{2\sigma^2}},$$

(22)

with $\sigma = 500$ (km/s/Mpc$^2$). The latter is motivated by the constraint on $H_0$ obtained from our GP reconstruction, $H_0 = (70.72 \pm 6.44)$ km/s/Mpc (cf. Appendix C), and by the ones on $\Omega_k^0$ obtained under some CMB data sets [3, 84, 85], which allow values of $\Omega_k^0 \sim -0.1$ at $\sim 1.5\sigma$ c.l. Much tighter constraints on the curvature parameter are derived when CMB lensing, SNIa and/or BAO data are also considered [3, 86], but we want to proceed as model-independently as possible. This is why we choose a wide prior for this parameter, but still forbidding values that clearly fall out of the region allowed by the CMB. We center the Gaussian prior at $\Omega_k^0 = 0$. In this way we keep a reasonable upper bound on the absolute value of this parameter, without favoring a particular sign. As we will discuss in Sec. IV, $H_0^2\Omega_k^0$ has a very low impact on our constraints on $M$ and $r_d$, and its posterior is basically dominated by the prior.

C. Monte Carlo analyses

We sample the distributions (9) built with the following functions:

- $L_1(M, r_d)$, Eq. (6).
- $L(M, r_d, H_0^2\Omega_k^0 = 0)$ assuming a flat universe.
- $L(M, r_d, H_0^2\Omega_k^0)$.
- $L(M, r_d, H_0^2\Omega_k^0)$, but using the data point from DESY3 [63] instead of DESY1 [62]. We call this loss function $L(M, r_d, H_0^2\Omega_k^0)$.
- $L(M, r_d, H_0^2\Omega_k^0)$, but considering the covariance matrix of the CCH data [88]. We denote this loss function $L_c(M, r_d, H_0^2\Omega_k^0)$.

We make use of the Metropolis–Hastings algorithm [64, 88]. For the calibrators we use the flat priors $M \in [-19.7, -19.0]$ and $r_d \in [110, 170]$ Mpc, which are much wider than their associated uncertainties and hence have no impact on their posterior distributions. The results obtained in our Monte Carlo analyses are presented and discussed in the next section.

IV. RESULTS

Our constraints on $M, r_d, H_0^2\Omega_k^0$ and $\Omega_k^0$ are shown in Table I. In Fig. 2 we plot the confidence regions at 1 and 2σ c.l. in all the relevant planes of the parameter space, together with the corresponding one-dimensional posteriors. The central values for $M$ and $r_d$ are compatible in all the scenarios analyzed in this study, even when the loss function is only built with the IOI(BAO,SNIa+CCH), i.e. when $L = L_1$. In this case we find $M = -19.355 \pm 0.095$ and $r_d = (145.5^{+5.4}_{-5.6})$ Mpc. If we penalize also the degree of inconsistency between SNIa and CCH by considering the loss function $L = L_1 + L_2$ we find, though, that the uncertainties on $M$ and $r_d$ decrease by $\sim 20\%$, yielding $M = -19.362^{+0.076}_{-0.063}$ and $r_d = (146.0^{+1.2}_{-1.0})$ Mpc. These are our main results. Notice that the inclusion of $L_2$ is important to study also the compatibility between the CCH and SNIa data sets, which is not automatically ensured with the use of $L_1$ alone. It allows us to put more stringent and more precise limits on the calibrators, i.e. to better draw the borders of the allowed region in parameter space. The absolute magnitude of SNIa is lower than the SH0ES measurement, at $\sim 1.4\sigma$ c.l. (cf. Fig. 2). This result is compatible with [8, 90]. Using the value of $M - 5\log_{10}(H_0\text{Mpc}/c) \sim -1.185$ obtained by SH0ES from the analysis of the SNIa in the Hubble flow we obtain the following values of $H_0$ associated to our $-\sigma_M$, $M + \sigma_M$, respectively: $H_0 = (67.3, 69.5, 72.0)$ km/s/Mpc. The central value of the Hubble parameter is very close to the distance ladder measurement obtained with the TRGB calibration [6, 7]. However, it lies at $< 1\sigma$ from the Planck result obtained under the standard model [9] and at $\sim 1\sigma$ from the SH0ES value [2]. This departure is not significant, but it will be interesting to revisit this calculation in the future to check whether this difference grows. If so, and

| Loss function | $M$ | $r_d$ [Mpc] | $H_0^2\Omega_k^0$ [km/s/Mpc$^2$] | $\Omega_k^0$ |
|----------------|-----|------------|----------------------------------|-------------|
| $L_1(M, r_d)$  | $-19.355 \pm 0.095$ | $145.5^{+5.6}_{-6.9}$ | - | - |
| $L(M, r_d, 0)$, flat universe | $-19.374 \pm 0.080$ | $146.5^{+5.4}_{-5.7}$ | 0 | 0 |
| $L(M, r_d, H_0^2\Omega_k^0)$ | $-19.362^{+0.076}_{-0.067}$ | $146.0^{+5.4}_{-5.3}$ | $-36 \pm 490$ | $-0.01 \pm 0.10$ |
| $L_c(M, r_d, H_0^2\Omega_k^0)$ | $-19.399 \pm 0.098$ | $148.3 \pm 6.6$ | $-38 \pm 490$ | $-0.01 \pm 0.10$ |
FIG. 2. Contour plots at 1σ and 2σ c.l. in all the planes of the \((M, r_d, H_0^2\Omega_k^0)\)-parameter space, obtained with the loss function \(L(M, r_d, H_0^2\Omega_k^0)\), cf. Sec. III C. \(r_d\) is expressed in Mpc and \(H_0^2\Omega_k^0\) in \((\text{km/s/Mpc})^2\). The vertical green bands correspond to the (1σ and 2σ) constraint on the absolute magnitude of SNIa obtained by SH0ES from the first steps of the distance ladder \[2\]. \(M = -19.253 \pm 0.027\). Our constraint on \(H_0^2\Omega_k^0\) is basically dominated by the prior \[22\]. In the absence of this prior we would obtain much more elongated contours in the \(y\)-direction both in the \((M, H_0^2\Omega_k^0)\) and \((r_d, H_0^2\Omega_k^0)\) planes. We have made use of GetDist \[89\] to analyze the Markov chains and generate this figure. See Sec. IV for further comments.

If not caused by systematics in the data, it could indicate a flaw in our minimal (although still model-dependent) assumptions \[91, 92\]. Similarly, if the constraints on the calibrators \(M\) and \(r_d\) obtained with our method from different subsets of future CCH+BAO+SNIa data exhibit some level of tension this could be due, again, to systematic biases in the data or to some incorrect theoretical assumptions.

On the other hand, the comoving sound horizon agrees with the \(\Lambda\)CDM-based inference by Planck, although the one and two sigma bands also encompass much lower values of \(r_d\), as those found e.g. in early dark energy and modified gravity scenarios that have been explored in the literature to alleviate (in greater or lesser extent) the \(H_0\) tension. The correlation coefficient in the \(M - r_d\) plane is negative, as expected, since larger values of \(M\) lead also to larger values of the Hubble function and, therefore, \(r_d\) needs to decrease in order to calibrate appropriately the BAO ruler.

The error bars of both, \(M\) and \(r_d\), are a bit smaller if a flat universe is taken for granted, of course, just because we reduce by one the dimensionality of our parameter space. It is also worth to mention that the change of the DESY1 BAO data point \[62\] by the DESY3 one \[63\], which is in 2.3σ tension with the Planck \(\Lambda\)CDM best-fit cosmology, does not alter our results significantly. The impact of considering the covariance matrix of the CCH data from \[68\] is not important either, and our constraints on the curvature parameter are weak and essentially dominated by the prior (cf. again Table I). We find \(\Omega_k^0 = -0.01 \pm 0.10\).

V. CONCLUSIONS

The absolute magnitude of supernovae of Type Ia, \(M\), and the comoving sound horizon, \(r_d\), are the anchors of the direct and inverse cosmic distance ladders, respectively, and therefore play a very important role in the discussion of the \(H_0\) tension. Many models aiming to solve
the latter modify the physics of the pre-recombination era and predict a value of \( r_d \) which is much lower than the one preferred by the \( \Lambda \)CDM when it is constrained with CMB data. In this paper we have employed low-z data to constrain \( M \) and \( r_d \) under minimal model assumptions (which reduce to the Cosmological Principle and an underlying metric theory of gravity) and also avoiding the use of any input coming from the main drivers of the H\(_0\) tension, similarly to what was done by other groups in the past [23][44]. We have applied a novel method, though, based on the minimization of a loss function that quantifies the degree of inconsistency between the BAO, SNIa and cosmic chronometer data sets, which is built from the IOI estimator proposed by Lin and Ishak [48]. It is only a function of \( M, r_d \) and \( H_0^2 \Omega_k^0 \). Our constraints read \( M = -19.36²_{-0.066}^{+0.078} \) and \( r_d = (146.0^{+1.2}_{-1.1}) \) Mpc at 1\( \sigma \) c.l. The former is slightly lower (1.4\( \sigma \)) than the value inferred in the first steps of the cosmic distance ladder by SH0ES, \( M = -19.253 ± 0.027 \) [2], whereas the comoving sound horizon is not very constrained by our principle of consistency. It is fully compatible with the standard model value from the TT,TE,EE+lowE+lensing analysis by Planck [3], \( r_d = (147.09 ± 0.26) \) Mpc, but still leaves plenty of room for new physics [26–38]. With the advent of future data e.g. from Euclid and LSST, our method will provide tighter constraints on these relevant parameters, allowing us to study the viability of cosmological models with non-standard pre-recombination physics and to test the agreement between the two ends of the cosmic ladder in a quite model-independent way.
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Appendix A: BAO data

These are the full data vector and covariance matrix of the BAO data described in Sec. IIIB

\[
\tilde{\vec{d}}_{\text{BAO}} = \begin{pmatrix}
D_V(z = 0.122)/r_d \\
D_V(z = 0.44)/r_d \\
D_V(z = 0.60)/r_d \\
D_V(z = 0.73)/r_d \\
D_A(z = 0.32)/r_d \\
D_A(z = 0.57)/r_d \\
D_A(z = 0.81)/r_d \\
D_A(z = 1.48)/r_d \\
r_d H(z = 0.32) \\
r_d H(z = 0.57) \\
c/(r_d H(z = 1.48))
\end{pmatrix} = \begin{pmatrix}3.65 \\ 11.55 \\ 14.95 \\ 16.93 \\ 6.60 \\ 9.39 \\ 10.75 \\ 12.18 \\ 11549 \\ 14021 \\ 13.23 \end{pmatrix}, \quad (A1)
\]

\[
\mathcal{D}_{\text{BAO}} = \begin{pmatrix}
0.0144 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-4.812 & -3.770 & -3.650 & -0.0179 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2.465 & -1.587 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1.037 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.0106 & -0.1849 & -0.1010 & -148099 & -50717 & -0.2195 & 13.827 & 0 & 0 & 0
\end{pmatrix}, \quad (A2)
\]

The product \( r_d H(z) \) is given in km/s. The other quantities are dimensionless. We do not specify the lower half of the covariance matrix (it is of course symmetric). When the data point from DESY3 [53] is used instead of the one from DESY1 [62], we change \( D_A(z = 0.81)/r_d = 10.75 ± 0.43 \) by \( D_A(z = 0.835)/r_d = 10.31 ± 0.28 \).

Appendix B: Gaussian distribution for \( B(z) \)

The distribution for the values \( B(z) \) [18] at the redshifts \( z_i \) of interest, needed to compute \( \mu^{\text{SNIa}} \) and \( C^{\text{SNIa}} \) (see Sec. IIIA), is Gaussian (cf. Fig. 3). The corresponding mean and covariance matrix read,

[Insert Table or Code for Gaussian Distribution]
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FIG. 3. Histograms of $B(z_i)$ [18] at the redshifts $z_i$ of interest, see [B1]. They have been obtained from the sampling of $10^4$ points with the procedure explained in Sec. III A. We also plot the Gaussian distributions built making use of [B1]. One can see that the distributions are almost perfectly Gaussian.

$$
\begin{pmatrix}
B(z = 0.122) & 0.06094 \\
B(z = 0.44) & 0.15869 \\
B(z = 0.60) & 0.18705 \\
B(z = 0.73) & 0.20048 \\
B(z = 0.32) & 0.13150 \\
B(z = 0.57) & 0.18374 \\
B(z = 0.81) & 0.21156 \\
B(z = 1.48) & 0.22756
\end{pmatrix}
$$

$$
\mu_B = \begin{pmatrix} 39.45 & 0.26 & 3.91 & -6.15 & 2.36 & 1.60 & -9.17 & -23.26 \\
410.30 & 6.99 & 37.58 & 8.21 & 33.21 & 0.72 & -49.87 \\
-460.39 & 70.55 & -10.73 & 364.85 & 72.72 & 113.22 \\
-784.12 & -26.46 & 119.12 & 291.36 & 51.58 \\
-168.67 & -15.79 & -33.62 & -83.11 \\
-521.70 & 96.06 & -112.98 \\
906.54 & 716.72 \\
10869.4
\end{pmatrix}
$$

Appendix C: Gaussian Processes to reconstruct the Hubble function

Gaussian processes (GPs) can be thought of as Gaussian distributions over functions [93]. They can be used to reconstruct the most probable underlying continuous function describing a set of Gaussian-distributed data and obtain its associated confidence regions without assuming any parametrization for the aforesaid function. One has to assume, though, a concrete kernel, which is in charge of controlling the correlations between the points of the reconstructed function. A GP is defined by two objects: its mean function, $\mu(z)$, and its two-point covariance function $C(z, z')$:

$$
\xi(z) \sim \mathcal{GP} (\mu(z), C(z, z')) .
$$

Any realization $\xi(z)$ of a GP is a continuous curve, and it is of course possible to compute the probability of finding a realization inside any region $\xi(z) \pm \Delta\xi(z)$. The covariance function $C$ is defined as follows:

$$
C(z_1, z_2) = \begin{cases} 
K(z_1, z_2) \\
D(z_1, z_2) + K(z_1, z_2)
\end{cases} \quad \text{if } z_1 \text{ or } z_2 \text{ are not among the data points} \\
\text{otherwise}
$$

where $D$ is the covariance matrix of the data points and $K$ is the kernel function. Two of the most famous kernels are:

- The Gaussian kernel:

$$
K(z_1, z_2) = \sigma_f^2 e^{-\frac{1}{2} \left( \frac{z_1 - z_2}{l_f} \right)^2} .
$$

- The Cauchy kernel:

$$
K(z_1, z_2) = \frac{\sigma_f^2 l_f}{(z_1 - z_2)^2 + l_f^2} .
$$

$\sigma_f$ and $l_f$ are the so-called hyperparameters of the kernel function. The first one controls the uncertainties’ size,
FIG. 4. Reconstructed shape of the Hubble function using Gaussian Processes under different kernels and CCH data sets. $H(z)$ is expressed in km/s/Mpc. The data points employed in our main analysis are shown in red, whereas those from [81] appearing in the lower left plot are in green. The dotted lines are the mean curves of the reconstructed Hubble function and the solid ones are the borders of the corresponding $2\sigma$ confidence regions. In all plots we show the results obtained with the Gaussian kernel (C3) performing the full Bayesian analysis for the hyperparameters (in black). We compare it with the reconstructed Hubble function (in blue) obtained by minimizing the marginal likelihood (C6) and using: the Gaussian kernel (C3) (upper left plot); the Cauchy kernel (C4) (upper right plot); and the Gaussian kernel, considering also the data from [81] (lower left plot). The values of $H_0$ obtained for these three cases read (66.16 $\pm$ 6.02, 67.05 $\pm$ 6.26, 66.02 $\pm$ 5.31) km/s/Mpc, respectively, at 1$\sigma$ c.l., whereas for the main scenario (in black) we obtain (70.72 $\pm$ 6.44) km/s/Mpc. The orange curve in the lower right plot is the reconstruction obtained as the black one, but using the covariance matrix of the CCH data (see Sec. II C). In this case we obtain $H_0 = (70.36 \pm 5.69)$ km/s/Mpc.

whereas the second regulates the scope of the correlations in $z$, i.e. for distances $|z_1 - z_2| \gg l_f$ the values of the function at $z_1$ and $z_2$ are very uncorrelated. The reconstructed function depends on the values of the hyperparameters and, in principle, also on our choice of the kernel. We will study the impact of the latter below.

For now, let us see how to select $\sigma_f$ and $l_f$ assuming a concrete kernel. In the GP philosophy, our data set is conceived just as a realization of the Gaussian process. The hyperparameters are usually chosen so as to maximize the probability of the GP to produce our data set. If we marginalize the GP (C1) over the points at $z^*$ (with no data) we get the following multivariate normal distribution,

$$\tilde{\xi} \sim N(\{\mu_i(\tilde{z}_i)\}, C),$$  

where $i = 1, ..., N$, with $N$ being the dimension of the vector of data points $\tilde{y} \equiv \{\tilde{z}_i, y_i\}$ at our disposal. $\mu_i(\tilde{z}_i)$ can be set e.g. to 0 $\forall i$, since the result is almost insensitive to this. Thus, the hyperparameters will be obtained upon the minimization of

$$-2 \ln \mathcal{L}(\sigma_f, l_f) = N \ln(2\pi) + \ln |C(\sigma_f, l_f)| + \tilde{y}^T C^{-1}(\sigma_f, l_f) \tilde{y},$$

with $\mathcal{L}$ being here the marginal likelihood and $|C|$ the determinant of $C$. Using (C1) one can compute now the conditional probability of finding a given realization of the Gaussian process in the case in which $\xi(\tilde{z}_i) = y_i(\tilde{z}_i)$. The resulting mean and covariance function extracted from the conditioned GP read, respectively,

$$\tilde{\xi}(z^*) = \sum_{i,j=1}^N C^{-1}(\tilde{z}_i, \tilde{z}_j)y(\tilde{z}_j)K(\tilde{z}_i, z^*),$$

$$\text{Cov}(z^*_1, z^*_2) = K(z^*_1, z^*_2) - \sum_{i,j=1}^N C^{-1}(\tilde{z}_i, \tilde{z}_j)K(\tilde{z}_i, z^*_1)K(\tilde{z}_j, z^*_2).$$
A complete Bayesian analysis would demand to marginalize over the hyperparameters, rather than optimizing Eq. (9). We prefer to consider in our main analysis the full distribution for \((L_f, \sigma_f)\). In Fig. 4, we show a plot comparing the reconstructed shape of \(H(z)\) obtained with the Gaussian kernel \(C^3\) by both, optimizing and performing the complete Bayesian analysis. We also compare these results with those obtained with the optimization procedure using the Cauchy kernel \(C^4\), and using the results with those obtained with the optimization procedure using the Cauchy kernel \(C^4\), and using the optimized Gaussian kernel, but adding the data points from \([81]\) that we have excluded in our main analysis. In addition, we also study the impact of the covariance matrix of the CCH data \([88]\). Figure 4 allows us to check that: (i) the impact of using the full Bayesian approach is not huge, but it is safer to propagate the uncertainties on the hyperparameters; (ii) our reconstructed Hubble function is stable under the change of the kernel; (iii) the effect that causes the removal of the data points from \([81]\) is sizable, but the reconstructed shape is still compatible at 1σ c.l. with the one employed by us in the evaluation of \(L(\hat{\theta})\); (iv) the impact of the covariance matrix of the CCH data is small. For previous reconstructions of \(H(z)\) with CCH data see e.g. \([44, 94–97]\).

We use our reconstructed Hubble function to obtain the data vector \(\mu^{CCH}\) and its corresponding covariance matrix \(C^{CCH}\), which are needed to compute \(L_1\) \([6]\) (see Sec. IIIA for details). In our main analyses we employ

\[
\mu^{CCH} = \begin{pmatrix}
H(z = 0.122) \\
H(z = 0.44) \\
H(z = 0.60) \\
H(z = 0.73) \\
H(z = 0.32) \\
H(z = 0.57) \\
H(z = 1.48)
\end{pmatrix}
= \begin{pmatrix}
75.55 \\
88.20 \\
94.60 \\
99.81 \\
83.41 \\
93.40 \\
129.94
\end{pmatrix}, \quad C^{CCH} = \begin{pmatrix}
24.89 & 7.57 & -1.12 & -8.15 & 14.10 & 0.51 & -47.92 \\
-11.33 & 13.11 & 14.50 & 9.95 & 12.78 & 21.69 \\
-20.21 & 25.95 & 7.75 & 18.88 & 58.11 \\
-35.28 & 5.93 & 23.80 & 88.34 \\
-11.55 & 8.17 & -5.03 \\
17.74 & 51.22 \\
-270.45
\end{pmatrix}, \quad (C9)
\]

whereas in the case in which we use the covariance from \([68]\) we consider

\[
\mu^{CCH} = \begin{pmatrix}
H(z = 0.122) \\
H(z = 0.44) \\
H(z = 0.60) \\
H(z = 0.73) \\
H(z = 0.32) \\
H(z = 0.57) \\
H(z = 1.48)
\end{pmatrix}
= \begin{pmatrix}
74.91 \\
86.79 \\
92.77 \\
97.63 \\
82.31 \\
91.65 \\
125.65
\end{pmatrix}, \quad C^{CCH} = \begin{pmatrix}
24.54 & 16.79 & 12.91 & 9.75 & 19.72 & 13.64 & -8.51 \\
22.06 & 24.68 & 26.80 & 20.08 & 24.19 & 38.99 \\
-30.63 & 35.41 & 20.25 & 29.52 & 63.10 \\
-42.42 & 20.37 & 33.80 & 82.76 \\
-19.97 & 20.21 & 21.01 \\
-28.52 & 58.57 \\
-197.21
\end{pmatrix}, \quad (C10)
\]

The data vectors and covariance matrices are expressed in km/s/Mpc and (km/s/Mpc)², respectively.
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