Abstract

Spoken term discovery from untranscribed speech audio could be achieved via a two-stage process. In the first stage, the unlabelled speech is decoded into a sequence of subword units that are learned and modelled in an unsupervised manner. In the second stage, partial sequence matching and clustering are performed on the decoded subword sequences, resulting in a set of discovered words or phrases. A limitation of this approach is that the results of subword decoding could be erroneous, and the errors would impact the subsequent steps. While Siamese/Triplet network is one approach to learn segment representations that can improve the discovery process, the challenge in spoken term discovery under a complete unsupervised scenario is that training examples are unavailable. In this paper, we propose to generate training examples from initial hypothesized sequence clusters. The Siamese/Triplet network is trained on the hypothesized examples to measure the similarity between two speech segments and thereby perform re-clustering of all hypothesized subword sequences to achieve spoken term discovery. Experimental results show that the proposed approach is effective in obtaining training examples for Siamese and Triplet networks, improving the efficacy of spoken term discovery as compared with the original two-stage method.

Index Terms: Spoken term discovery, Siamese network, Triplet network, segment representation learning, zero resource speech technology

1. Introduction

Unsupervised speech modeling is the task of discovering and modeling speech units at various levels from audio recording without using any prior linguistic information. It is an interesting, challenging and impactful research problem as phonetic, lexical and even semantic information could be acquired without the process of transcribing and understanding the given speech data. The relevant technology is particularly important to facilitate data preparation especially in the scenarios where: 1) a large (even unlimited) amount of audio data are readily available online but they are untranscribed; 2) a large amount of audio recording is available for a smaller language which no structured linguistic knowledge or documentation can be found.

Spoken term discovery is a representative task of unsupervised speech modeling. It aims to discover repetitively occurred words and/or phrases from untranscribed audio. The problem is commonly tackled with a two-stage approach. In the first stage, a set of subword units are automatically discovered from untranscribed speech data and these units in turn can be used to represent the speech data as a symbol sequence. In the second stage, variable-length sequence matching and clustering are performed on the subword sequence representations. One major drawback of this is that the subword decoding errors in the first stage would propagate to deteriorate the outcome of spoken term discovery in the second stage. The present study investigates the use of Siamese and Triplet networks in learning segment representations for spoken term discovery when no training labels are available. Siamese network has been commonly applied to pattern classification or matching problems when only weak labels are available. We propose to train a Siamese/Triplet network with a small dataset of matched and mismatched sequence pairs obtained and use the trained network to generate feature representations for unseen subword sequences. The training dataset is constructed based on hypothesized spoken term clusters from a baseline spoken term discovery system developed in our previous study. With the new feature representations learned by the Siamese/Triplet network, re-clustering of subword sequences is carried out to generate an improved set of discovered spoken terms.

2. Related Work

2.1. Spoken term discovery

The first attempt in discovering acoustic units is the acoustic segment model (ASM) \[1\] 2, where a self-derived acoustic model is trained on untranscribed audio to discover subword units. There are attempts that further extended to discover longer acoustic units such as spoken term segments in \[3\] through pattern matching of acoustic features, which is later known as spoken term discovery. Spoken term discovery aims to find and extract repetitively occurred sequential pattern from audio in an unsupervised manner. In general, a spoken term discovery system performs three tasks one after the other: segmentation, matching and clustering \[4\].

There are mainly two approaches to spoken term discovery. In the first approach, pattern discovery is done directly with acoustic features. Word-level speech segments are matched using sequence matching algorithms like segmental-DTW. The matching could be based on conventional frame-level features \[4\] or fixed-dimension segment representations \[5\] 6. Another approach involves a two-stage process. The ASM is trained on untranscribed audio, resulting in symbolic representations known as the pseudo-transcription of speech. Sequential pattern discovery is then performed by local alignment or string matching and clustering of sequential patterns \[7\] 8 9 10. The results of clustering could be corresponded to the discovered spoken terms in the given audio dataset.

2.2. Siamese and Triplet networks

Siamese neural network was proposed in \[11\]. It consists of two identical sub-network components, which share the learnable parameters. Through the two sub-network components, Siamese neural network is trained to perform a designated classification task on a pair of data samples. The most common task is to determine whether the two input samples are from
the same class or not. In other words, the exact class identities for individual training samples are not needed. The training of Siamese network requires relatively fewer training samples than conventional neural network classifiers [12]. Siamese network is widely used in computer vision. It is shown to have the ability of comparing samples from unseen classes in the problem of one shot classification [13]. Triplet network [13] is an extension of Siamese network. It consists of three identical sub-networks, which process 3 input samples in parallel, including one reference sample, one matched and one mismatched samples. The network is trained to capture the similarity between the matched sample and the reference and the dissimilarity between the mismatched sample and the reference.

2.3. Siamese network on spoken term detection/discovery

It has been shown that Siamese network is able to learn new representations from audio signals, which facilitate spoken word classification [14]. It is also able to generate effective representations for spoken term detection [15][16]. While existing work assumes matched pair and mismatched pairs for training the Siamese network are available, one challenge in unsupervised spoken term discovery is that no information is given to the system except the audio only. In order to apply Siamese network in learning segment representations, reliable matched and mismatched pairs are required for training the network.

Relatively less work is done on unsupervised generation of matched and mismatched training pairs. There is work that identifies frame-level training samples. After segmentation, frames from same segments are treated as matched pairs, frames from adjacent segments are treated as mismatched pairs [17]. There is also work that extracts training examples from available spoken term discovery system, with sampling based on distributions of speakers and matched/mismatched pairs [18].

3. Proposed System

To generate reliable matched and mismatched pair, we consider the approach of relaying information generated from a trained spoken term discovery system. Subwords and term clusters are learned in unsupervised manner, training pairs are identified by evaluating the discovered term clusters based on the discovered subword units.

In our previous work [10], a two-stage spoken term discovery approach was investigated on recording of classroom lectures. The audio signals are first converted into frame-level bottleneck features using a multilingual deep neural network model. A set of subword-level speech units are discovered based on the bottleneck features. The discovered subword units are treated as phonemes to be the acoustic modeling units in a conventional ASR system. The audio signals are in turn decoded by the ASR system into pseudo-transcription. Sequential pattern matching is applied to the pseudo-transcription to obtain segments represented in subword sequences, follow by clustering of the subword sequences. The resulted clusters were shown to be strongly associated with keywords or key phrases that occur frequently in the audio signals. In particular, clusters formed by long subword sequences generally are able to represent meaningful whole words or phrases. Nevertheless, many of the resulted clusters, especially those formed by short sequences, do not provide much useful information for spoken term discovery.

3.1. Training data for Siamese network

The intended problem of spoken term discovery assumes the absence of any kind of data labels for supervised model training. To address this issue, we adopt the Siamese/Triplet network, which can be trained with weakly labelled data to learn robust segment-level representation of speech. The required segments and their “weak” labels, which tell whether a pair of speech segments contain the same or different spoken terms, is obtained by leveraging the preliminary clustering results of the two-stage approach described above. Simply speaking, the clusters with high “purity” are used to provide the training data and their labels.

Let C denote a cluster initially determined by the two-stage approach. C contains a number of speech segments that hypothetically correspond to the same word or phrase. Consider two segments i and j, and let lev(i,j) be the Levenshtein distance between the symbol representations of i and j. We calculate the mean and standard deviation of the Levenshtein distances of all pairs of segments in C; i.e.,

\[ \mu_s = \frac{\sum_{i,j \in C} lev(i,j)}{|C|^2} \]  
\[ \sigma_s = \sqrt{\frac{\sum_{i,j \in C} (lev(i,j) - \mu_s)^2}{|C|^2}}. \]

A small value of \( \mu_s \) implies that members in C have similar pseudo representations. A small value of \( \sigma_s \) means that the distances between different member pairs are similar. These two measures can be used to indicate the purity of C. We propose to retain a set of clusters with \( \mu_s \) and \( \sigma_s \) below certain empirically determined thresholds, i.e.,

\[ C \in T \text{ if } \mu_s < thres_{\mu_s}, \bar{C} \text{ and } \sigma_s < thres_{\sigma_s} \cdot \bar{C}, \]

where \( \bar{C} \) denotes the average length of symbol sequences in C.

Let the collection of retained “pure” clusters be denoted by T. Speech segments in the same cluster are believed to contain the same spoken term and therefore are used to form matching pairs for the training of Siamese/Triplet network. On the other hand, contrasting training pairs are formed by segments from contrasting clusters that have large inter-cluster distance. Consider clusters \( C_1 \) and \( C_2 \) in T, and define

\[ \mu_d = \sum_{i \in C_1, j \in C_2} \frac{lev(i,j)}{|C_1||C_2|} \]
\[ \sigma_d = \sqrt{\frac{\sum_{i \in C_1, j \in C_2} (lev(i,j) - \mu_d)^2}{|C_1||C_2|}}. \]

\( C_1 \) and \( C_2 \) are selected as contrasting clusters if

\[ \mu_d > thres_{\mu_d} \cdot \frac{(\bar{C}_1 + \bar{C}_2)}{2} \text{ and } \sigma_d < thres_{\sigma_d} \cdot \frac{(\bar{C}_1 + \bar{C}_2)}{2}. \]

3.2. Siamese/Triplet network

The Siamese network consists of two identical convolution neural networks (CNN) with shared parameters. In the proposed model, the two CNN take in the bottleneck features from a pair of speech segments, denoted \( x_0 \) and \( x_1 \), and their outputs are the respective learnt representations denoted as \( f(x_0) \) and \( f(x_1) \). If \( x_0 \) and \( x_1 \) are a matched pair, the overall output of the Siamese network is trained to be 1. If they are a mismatched pair, the output is trained to be 0.
The network parameters are trained to minimize the contrastive loss function defined as

$$L(x_0, x_1, y) = \frac{1}{2}|f(x_0) - f(x_1)|^2_2 + \frac{1}{2}(1 - y)(\max(0, m - ||f(x_0) - f(x_1)||_2^2))^2\quad(5)$$

The Triplet network is also composed of the same type of CNN components. It takes three segments $x_a$, $x_p$, and $x_n$ as the input, where $x_p$ and $x_a$ are matched pair, and $x_n$ and $x_a$ are mismatched pair. The Triplet network aims at embedding matching samples closer and meanwhile keeping contrasting samples away in the representation space. The Triplet loss function is given as,

$$L(x_a, x_p, x_n) = \max(0, m - ||f(x_a) - f(x_p)||^2_2 - ||f(x_a) - f(x_n)||^2_2)\quad(6)$$

where $m$ denotes the margin between matched and mismatched samples from $x_a$.

### 3.3. Segment representations clustering

The Siamese/Triplet network is trained to learn segment representations that can be used to measure the similarity between segments. Our idea is to apply re-clustering on speech segments so as to achieve spoken term discovery. Hierarchical Density-based Spatial clustering of Applications with Noise (HDBSCAN) [19] is adopted. The clustering algorithm uses data samples to construct a minimum spanning tree of the distance-weighted graph. Each node of the tree represents a data sample, and the weight of edge connecting two nodes represents the distance between the data samples. A hierarchical level of clustering is built from the tree. The tree is then condensed based on minimal cluster size and finally stable clusters are obtained.

In some cases, HDBSCAN may produce lot of micro-clusters on high-density region, so methods that combine the use of DBSCAN and HDBSCAN are introduced, such as introducing cluster selection epsilon that extracts DBSCAN results on region larger than the epsilon instead [20]. This hybrid clustering approach is also considered in our implementation.

### 4. Experimental Setup

#### 4.1. Dataset and evaluation metrics

Different from the previous work where real life lecture recordings were used but hard to evaluate. Instead, we evaluate the systems with the 2017 Zerospeech Challenge dataset [21]. The dataset consists of three languages: English, French and Mandarin, with duration of 45 hours, 24 hours and 2.5 hours respectively. The challenge provides evaluation metrics in the spoken term discovery track. The grouping, type, token and boundary scores are measured in 3 aspects: precision (P), recall (R) and F-score (F). Grouping scores compute the intrinsic quality in terms of the cluster phonetic composition. Type scores compare how the cluster boundaries match with the actual transcript with true lexicon. Token scores evaluate the word tokens that are correctly segmented. Boundary scores evaluate how many actual word boundaries are found. Normalized edit distance (NED) measures how similar the discovered segments are to the transcript. The smaller the value the more similar. Coverage (Cov) is the fraction of the corpus that are discovered. There are also metrics that give extra information about the system but are hard to evaluate individually. n-words is the number of system generated spoken term clusters, and n-pairs is the number of segment pairs generated. Detailed description of each of the metrics can be found here.

#### 4.2. Baseline spoken term discovery system

The same system architecture is adopted as in [10] with slight modification on the system parameters. In the first stage, language dependent ASMs are individually trained on each language. The ASM are trained by first clustering segment-level 40 dimensional multilingual bottleneck features into 53 subwords with Bayesian Gaussian mixtures model (BGMM) [22]. The bottleneck features and alignment information are obtained from the same multilingual model trained on 5 corpora. The initial pseudo-transcription of the audio are then trained iteratively with a DNN-HMM to generate the finalized pseudo-transcription.

In the second stage, word or phrase level segments are obtained from the pseudo-transcription by finding matching subword sequences with local sequence alignment. Normalized Levenshtein distance is used as similarity metric. Different from the previous setup which discards very short segments, all the segments are kept for future use. The segments are then clustered into spoken term clusters using leader clustering. Ideally the system will run with various system parameters until the optimal language-dependent set is found. But assuming we have no prior knowledge on a zero resource language, a fixed parameters of $T = 0.4, a = 1.8, R = 3$ are used on the three languages. These parameters are determined by prior experience in previous work with slight adjustment. $T$ defines the radius of the cluster, $a$ defines the distance between the center of 2 clusters and $R$ is the minimum subword length of segments being considered for spoken term clustering.

#### 4.3. Siamese and Triplet network training

The training data for the Siamese and Triplet networks are created from baseline spoken term clusters as described in Section [3.1]. The Siamese training pairs and Triplet training tuples are obtained by setting $thres_{pa} = 0.2$, $thres_{sa} = 0.2$, and $thres_{nd} = 0.4$, $thres_{sa} = 0.2$. From all the possible valid combinations, 600,000 Siamese and Triplet training examples are sampled to train the networks respectively.

A simple CNN network is used to construct the sub-network component in the Siamese/Triplet network. The CNN comprises 2 blocks of Conv-ReLU-Max Pooling followed by a Conv-ReLU connected to 2 fully-connected layers with a ReLU activation function. The output layer is a linear layer of 40 dimension. The input contains frame-level bottleneck features from speech segments. The variable-length feature sequences are zero-padded to derive fixed-length sequences for all segments. The Siamese and Triplet networks are trained for no
more than 20 epochs until a reasonable loss value is attained. After training, the networks are used to transform all segments obtained from the sequence alignment step into fixed-dimension segment representations. Subsequently HDBSCAN is applied to cluster the representations into spoken term clusters. Both HDBSCAN and its hybrid extension are experimented, with cluster selection epsilon being set to 0.2.

5. Results and Analysis

Performance of the systems is listed in Table 1. The grouping scores for English are “NA”, due to the time limit for evaluation is hit and the scoring is not completed.

First, we look at the coverage of the systems. The baseline system has varying performance on different languages, from 65% to 89.9%, showing it is highly language dependent and the optimal model parameters need to be identified individually. However the Siamese and Triplet systems are relatively consistent, with less difference of 75.6% to 88.4% on the best system (Triplet HDBSCAN) under the same parameters across all 3 languages. Similar coverage is achieved by Siamese and Triplet networks on both clustering algorithms, with Triplet network being slightly better. Even the Mandarin baseline system only discovers 65% of the words, the Siamese and Triplet networks are able to learn effective segment representations that can discover new terms which are not covered before, raising the coverage for at least 20%. However, the coverage of the Siamese and Triplet systems are slightly worse than the baseline by 5%-10% on English and French. The missing terms might be the difficult examples that are discovered in the baseline’s less confident clusters, but are unable to be well-represented and discovered by the Siamese and Triplet systems.

As a sanity check, experiments are also done by using the Siamese and Triplet systems to discover only the longer segments (with more than 3 subwords) on English and French, but the coverage is only degraded by at most 3% on both languages. This implies not much spoken terms can be discovered in shorter segments. One possible reason is that both English and French are more poly-phonetic than Mandarin where the words are likely to be formed by more phonemes. The effect of throwing away short segments is not obvious, beside reducing computation effort.

The number of segment pairs (n-pairs) increases exponentially when data size increases for the baseline. From 25K in Mandarin to 100M-400M in English and French, including too many variations of similar terms. HDBSCAN produces the smallest n-pairs with similar coverage as other systems, which is more preferable. Hybrid generally produces larger n-pairs with similar n-words as HDBSCAN. One possible reason for the small n-pairs in English Triplet hybrid system is that the threshold to activate hybrid mode is not reached yet.

The proposed systems achieve better cluster quality than the baseline in general, with higher grouping, token, type and boundary scores, especially on Mandarin. HDBSCAN and its hybrid extension have different strength and weakness in terms of grouping quality and NED. HDBSCAN produces lower NED, but gives limited improvement to the grouping scores. While the hybrid method gives a better grouping scores with the exchange of higher NED.

6. Conclusion

In this work, the attempt of using Siamese and Triplet networks for spoken term discovery under a complete unsupervised scenario is made. The initial segmentation and cluster information is obtained from other spoken term discovery system. The clusters with high confidence are used to generate matched and mismatched pairs and tuples for training the Siamese and Triplet networks. The networks are used to generate representations for all the available segments, follow by HDBSCAN on the segment representations to obtain new set of spoken term clusters.

It is shown that even the exact labels of the segments are unavailable, Siamese/Triplet network can still be trained when a small set of high confidence matched and mismatched data pairs are presented. Experiments on Zerospeech dataset show that the segment representations generated by Siamese and Triplet networks are effective in representing unseen segments. Triplet network is slightly better than Siamese network in learning segment representations for spoken term discovery. The proposed systems also provide better cluster quality and consistent coverage than the baseline two-stage model, but still have room for improvement in discovering hard examples.

| Language | Grouping | Token | Type | Boundary | NLP |
|----------|----------|-------|------|----------|-----|
|          | P  R  F  | P  R  F  | P  R  F  | P  R  F  | P  R  F  |
| English  | NA NA NA | NA NA NA | NA NA NA | NA NA NA | NA NA NA |
|          | 3.5 5.9 4.4 | 1.8 | 2.21 | 3.3 | 26.6 44.7 | 33.4 | 92.9 | 78.2 |
|          | 3.4 8.0 4.8 | 1.8 | 19.5 | 3.3 | 26.4 43.5 | 32.9 | 94.6 | 73.1 |
|          | 3.3 10.5 5.0 | 1.8 | 20.0 | 3.3 | 26.4 45.9 | 33.5 | 83.3 | 75.2 |
|          | 3.2 9.8 4.9 | 1.7 | 19.7 | 3.2 | 26.4 44.7 | 33.2 | 84.9 | 73.8 |
|          | 3.2 10.2 4.9 | 1.7 | 20.4 | 3.2 | 26.4 46.1 | 33.6 | 81.0 | 75.6 |
|          | 3.0 7.8 4.4 | 2.0 | 18.2 | 3.6 | 28.7 59.4 | 38.7 | 93.6 | 89.9 |
|          | 6.7 11.1 8.4 | 3.2 | 5.3 | 4.0 | 2.2 | 15.6 | 3.8 | 29.2 | 48.0 | 36.3 | 94.5 | 80.7 | 155972 | 252631158 |
|          | 8.6 13.8 10.6 | 3.5 | 5.5 | 4.3 | 2.2 | 13.9 | 3.8 | 29.2 | 44.8 | 35.3 | 95.2 | 81.0 | 135774 | 333797926 |
|          | 7.3 10.3 8.5 | 3.5 | 9.6 | 5.2 | 2.1 | 14.6 | 3.7 | 28.3 | 53.7 | 37.1 | 88.2 | 83.5 | 148140 | 718587 |
|          | 5.9 9.9 7.4 | 3.6 | 9.6 | 5.2 | 2.2 | 14.6 | 3.8 | 28.3 | 53.6 | 37.1 | 88.6 | 83.3 | 146834 | 710606 |
| French   | NA NA NA | NA NA NA | NA NA NA | NA NA NA | NA NA NA |
|          | 3.0 7.8 4.4 | 2.0 | 18.2 | 3.6 | 28.7 59.4 | 38.7 | 93.6 | 89.9 |
|          | 6.7 11.1 8.4 | 3.2 | 5.3 | 4.0 | 2.2 | 15.6 | 3.8 | 29.2 | 48.0 | 36.3 | 94.5 | 80.7 | 155972 | 252631158 |
|          | 8.6 13.8 10.6 | 3.5 | 5.5 | 4.3 | 2.2 | 13.9 | 3.8 | 29.2 | 44.8 | 35.3 | 95.2 | 81.0 | 135774 | 333797926 |
|          | 7.3 10.3 8.5 | 3.5 | 9.6 | 5.2 | 2.1 | 14.6 | 3.7 | 28.3 | 53.7 | 37.1 | 88.2 | 83.5 | 148140 | 718587 |
|          | 5.9 9.9 7.4 | 3.6 | 9.6 | 5.2 | 2.2 | 14.6 | 3.8 | 28.3 | 53.6 | 37.1 | 88.6 | 83.3 | 146834 | 710606 |
| Mandarin | NA NA NA | NA NA NA | NA NA NA | NA NA NA | NA NA NA |
|          | 3.0 7.8 4.4 | 2.0 | 18.2 | 3.6 | 28.7 59.4 | 38.7 | 93.6 | 89.9 |
|          | 6.7 11.1 8.4 | 3.2 | 5.3 | 4.0 | 2.2 | 15.6 | 3.8 | 29.2 | 48.0 | 36.3 | 94.5 | 80.7 | 155972 | 252631158 |
|          | 8.6 13.8 10.6 | 3.5 | 5.5 | 4.3 | 2.2 | 13.9 | 3.8 | 29.2 | 44.8 | 35.3 | 95.2 | 81.0 | 135774 | 333797926 |
|          | 7.3 10.3 8.5 | 3.5 | 9.6 | 5.2 | 2.1 | 14.6 | 3.7 | 28.3 | 53.7 | 37.1 | 88.2 | 83.5 | 148140 | 718587 |
|          | 5.9 9.9 7.4 | 3.6 | 9.6 | 5.2 | 2.2 | 14.6 | 3.8 | 28.3 | 53.6 | 37.1 | 88.6 | 83.3 | 146834 | 710606 |

Table 1: Performance of the spoken term discovery systems on Zerospeech Challenge 2017 dataset.
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