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Abstract

Image Super-Resolution (ISR), which aims at recovering High-Resolution (HR) images from the corresponding Low-Resolution (LR) counterparts. Although recent progress in ISR has been remarkable. However, they are way too computationally intensive to be deployed on edge devices, since most of the recent approaches are deep learning based. Besides, these methods always fail in real-world scenes, since most of them adopt a simple fixed “ideal” bicubic downsampling kernel from high-quality images to construct LR/HR training pairs which may lose track of frequency-related details. In this work, an approach for real-time ISR on mobile devices is presented, which is able to deal with a wide range of degradations in the real-world scenarios. Extensive experiments on traditional super-resolution datasets (Set5, Set14, BSD100, Urban100, Manga109, DIV2K) and real-world images with a variety of degradations demonstrate that our method outperforms the state-of-art methods, resulting in higher PSNR and SSIM, lower noise and better visual quality. Most importantly, our method achieves real-time performance on mobile or edge devices.

1 INTRODUCTION

Image super-resolution [32, 31], which stands for the process of restoring HR images from LR ones, has been studied as an important class of image processing and computer vision techniques for decades. ISR is used in a wide range of real-world applications, such as medical image [14], surveillance [35] and oceanography [9]. However, ISR is very challenging and inherently ill-posed problem since there always exists multiple possible HR solutions corresponding to the same LR image.

With the rapid development of deep learning techniques, deep learning based ISR models [6, 20, 29] have been actively developed and achieved compelling performance. Specifically, the achievement ranges from the promising super-resolution methods using Convolutional Neural Networks (CNNs) (e.g., SRCNN [6]) to recent Generative Adversarial Nets (GANs) [11] based approaches (e.g., SRGAN [20], ESRGAN [29]). In general, the design of deep learning based super-resolution methods differ from each other in the following major aspects: (1) different types of network structures; (2) different types of loss functions; (3) different types of learning strategies.

However, the biggest limitation of the above methods is that they primarily aim at achieving highest PSNR and SSIM while not optimize for computational efficiency in terms of parameters and FLOPs. Specifically, they contain millions of parameters, more than 600G FLOPS, and cost several seconds to inference single LR frame on GPU. Therefore, it is impossible to deploy them on mobile devices. For our proposed model, it only contains 50k parameters, 20G FLOPs, and takes about 20ms to inference one frame on mobile NPU. Moreover, we need to consider mobile-related constraints, e.g., power consumption, RAM amount restriction, and CNN operations compatibility.

Besides, unlike conventional ISP task that can be easily solved through supervised learning since the degradations only include bicubic downsample and Gaussian blur, the degradations in real-world images are complex and the performance usually degrades dramatically. For example, when we take photos using smartphones, the photos may contain several degradations, such as camera sensor noise, artifacts, and JPEG compression. When we upload photos to Internet, which may further introduce unpredictable compression and noises. When we send photos via social media APP, which may cause signal transmission compression and downsampling. Therefore, the real-world degradations are usually too complex to be modeled with a simple combination of multiple degradations.

Although several degradation models take additional factors into consideration, such as different kinds of blur, they are still not effective enough to cover the diverse degradations of real-world images/videos. To address this issue, we propose a complex but practical degradation pipeline that consists of blur, noise, compression loss, downsampling, and random shuffle data augmentation strategy. Specifically, the blur is approximated by two convolutions with isotropic and anisotropic Gaussian kernels, 2D sinc filter
blur, and blind kernel estimation. The noise is synthesized by adding Gaussian noise and Poisson noise. Besides, we explicitly estimate noise from the LR images. The compression loss is achieved by adjusting JPEG compression with different quality factors. The downsampling is randomly chosen from nearest, bilinear, bicubic interpolations, and real-world collected LR/HR pairs. Moreover, we involve a degradation shuffle strategy to expand degradation space. In addition to augmenting degradation space on LR domain, we further show a training trick to visually improve the image sharpness, while not introducing visible artifacts.

In summary, our major contributions are:

- Proposing a novel real-time ISR model for mobile devices and could achieve 50 fps for VSR applications;

- Proposing a novel data degradation pipeline for ISR, which aims to recover LR data from real scenes.

Experiments show that InnoPeak_mobileSR yields better perceptual quality and achieves comparable or better performance compared with the baseline models and the state-of-the-art methods.

2 RELATED WORK

2.1 Image Super-Resolution

The pioneer work was achieved by Dong et al. [6], who developed SRCNN by introducing a three-layer CNN for ISR. Kim et al. increased the CNN depth to 20 in VDSR [18] and DRCN [19] and achieved notable improvements over SRCNN later on. Lim et al. [21] proposed a very deep network MDSR and a very wide network EDSR by utilizing multiple residual blocks. Tai et al. [27] developed a very deep yet concise Deep Recursive Residual Network (DRRN) which consists up to 52 convolutional layers. Huang et al. [12] proposed Dense Convolutional Network (DenseNet), which connects each layer to every other layer in a feed-forward fashion. Tong et al. [28] and Zhang et al. [36] jointly deployed residual block and dense block in very deep networks, which provide an effective way to combine the low-level features and high-level features and further boost the reconstruction performance for ISR.

2.2 Real-World Image Super-Resolution

Most recent proposed approaches rely on paired LR/HR images to train the deep network in a fully supervised manner. However, such image pairs are not often available in most real-world applications. The AIM 2019 Challenge on Real-World Image Super-Resolution [23] and the NTIRE 2020 Challenge on Real-World Image Super-Resolution [22] aim to stimulate research in the direction of real-world ISR, i.e., no paired reference HR images are provided for training. Fritsche et al. [10] proposed DSGAN which trained in an unsupervised manner on HR images. Specifically, they first generated low-resolution images with the same characteristics as the original images; and then utilized the generated data to train a super-resolution model, which improves the performance on real-world images. Ji et al. [16] proposed a novel degradation framework RealSR based on kernel estimation and noise injection. The method is the winner of NTIRE 2020 Challenge and achieves significant improvement than other competitors. Cai et al. [5] proposed a novel RCA-GAN which consists of residual channel attention module and GAN to restore the finer texture details for ISR under real-world settings.

2.3 Lightweight Image Super-Resolution

While many challenges and works [34] targeted at efficient deep learning models have been proposed recently, the evaluation of the obtained solutions is generally performed on desktop CPUs and GPUs, making the developed solutions not practical due to the restricted amount of edge device RAM, limited and not supporting deep learning operators, and power consumption limitation. The MAI 2021 Challenge on ISR [15] aims to stimulate research in the direction of deepening learning solutions are developed for mobile devices. Ayazoglu et al. [2] proposed a hardware (Synaptics Dolphin NPU) limitation aware, extremely lightweight quantization robust real-time super resolution network (XLSR). Du et al. [8] aim at designing efficient architecture for 8-bit quantization and deploy it on mobile device. Specifically, they proposed anchor-based plain net (ABPN) and adopted Quantization Aware Training (QAT) strategy to further boost the performance.

3 METHODOLOGY

In this section, we first introduce the proposed real-time InnoPeak_mobileSR for mobile devices. Then, we show blind super-resolution and the proposed classical degradation model for real-world images. Finally, we describe the overall loss function of the InnoPeak_mobileSR.

Figure 1: An illustration of the proposed InnoPeak_mobileSR for mobile devices. Best viewed in color.
3.1 InnoPeak_mobileSR

Our goal is to design a real-time ISR model for mobile devices. There are several constrains that prevent CNN deployment on mobile devices: a restricted amount of RAM, limited FLOPs, and power consumption requirement for mobile device. Thus, it requires a careful network architecture design. Moreover, we also utilize full 8-bit QAT strategy and design neural architecture using hardware friendly operations.

First, we need to figure out the set of portable meta-operators and time-consuming meta-operators. Inspired by [2, 8, 15], convolution, transposed convolution, concatenation, element-wise summation, depth_to_space, space_to_depth, and ReLU are selected to form InnoPeak_mobileSR. Specifically, these operations can be divided into four categories: tensor operator nodes (Concatenation and Summation), convolution nodes (Convolution and Transposed Convolution), activation nodes (ReLU), and resize nodes (Convolution, Transposed Convolution, depth_to_space and space_to_depth).

The whole architecture is shown in Fig. 1. The proposed architecture mainly consists of four parts: shallow feature extraction part which transfers LR image to feature space, deep feature extraction part which learns high-level information and restores details (edges, textures, et al.), skip connection part, and reconstruction part which maps feature space to HR image.

3.2 Blind Super-Resolution

Recent state-of-the-art ISR methods have achieved impressive performance on ideal datasets that only contains traditional bicubic downsmaple. However, these methods always fail in real-world ISR datasets, e.g., DIV2K_Real and DPED, with a variety of degradations. Inspired by [16, 22], we utilize the novel degradation framework for real-world images by estimating real noise distributions and various blur kernels. Specifically, we decompose the real-world super-resolution problem into two sequential steps: (1) estimating noise and blur kernel from LR images and (2) restoring SR images based on estimated kernel and noise.

3.2.1 Noise Injection

We explicitly inject estimated noises into the downsampled HR images to generate realistic LR images. In order to make the degraded LR image have a similar noise distribution to the LR image, we directly collect noise patches from the LR dataset. Inspired by [16, 22], we use the filtering rule to collect noise patches with their variance in a certain range:

\[\sigma(n_i) < v, \quad (1)\]

where \(\sigma(\cdot)\) denotes the function to calculate variance in the certain patch \(n_i\), and \(v\) is the max value of the pre-defined variance.

3.2.2 Kernel Estimation

We use a kernel estimation algorithm to explicitly estimate kernels from real LR images. Inspired by KernelGAN [3], we utilize a similar kernel estimation method. The generator of KernelGAN is a linear model without any activation layers, therefore the parameters of all layers can be combined into a fixed kernel. The estimated kernel needs to meet the following constraints:

\[
\arg \min_{k} \| (I_{src} \times k) \downarrow_s - I_{src} \downarrow_s \|_1 + \| 1 - \sum k_{i,j} \|_1 + \sum | k_{i,j} \cdot m_{i,j} | + | 1 - D((I_{src} \times k) \downarrow_s) | \quad (2)
\]

where \((I_{src} \times k) \downarrow_s\) is downsampled LR images convolved with kernel \(k\), and \(I_{src} \downarrow_s\) is downsampled image with ideal kernel, therefore to minimize this error is to encourage the downsampled image to preserve important low-frequency information of the source image. Besides, the second term of the above formula is to constrain the summation of kernel \(k\) to 1, and the third term is to penalty boundaries of \(k\). Finally, the discriminator \(D(\cdot)\) is to ensure the consistency of source domain.

3.3 A Practical Degradation Model

Though noise injection and kernel estimation have been shown great improvement for blind ISR to restore LR images with complex unknown degradations, they are still far from addressing general real-world LR images with a variety of degradations. In this work, we further design a practical degradation pipeline, which is trained with pure synthetic data, to deal with complex real-world settings. Fig. 2 shows the detailed degradation pipeline including different choices of blur, noise, downsampling, JPEG compression and the proposed random shuffle strategy.

**Blur**: We typically model blur degradation as a convolution with a linear blur kernel. Isotropic and anisotropic Gaussian filters are typical choices. To avoid ringing and overshoot artifacts, we further employ the 2D sinc filter which is an idealized filter that cuts off high-frequency information. Besides, we also use the above kernel estimation algorithm to explicitly estimate SR kernels from real images.

**Noise**: First, we consider two popular noises, i.e., Gaussian and Poisson. Besides, we also utilize the above noise injection method.

**Downsampling** is a basic operation for synthesizing LR images. There are several resize algorithms, e.g., area resize, bilinear interpolation, and bicubic interpolation.
Figure 2: Overview of the pure synthetic data generation pipeline. Best viewed in color.

**JPEG Compression** is a common compression loss technique for digital image. The degree of compression is determined by the quality factor which is an integer in the range [0, 100]. The quality factor 100 means lower compression and higher quality, and vice versa.

**Random Shuffle:** In order to cover the diverse degradations of real images, we design a more complex but practical degradation pipeline that consists of randomly shuffled blur, noise, downsampling, and JPEG compression.

**Sharpen ground-truth images during training.** We further show a training trick to improve the visual sharpness, while not introducing unpleasant artifacts. A traditional way of sharpening images is to employ a post-processing sharpening algorithm. However, this algorithm often introduces overshoot artifacts and unpleasant side effects. We empirically find that sharpening ground-truth images during training could achieve a better balance between sharpness and overshoot artifact suppression.

### 3.4 Loss Function

The overall loss function of the InnoPeak_mobileSR is defined as:

$$
L = \lambda_1 \cdot L_{L1} + \lambda_2 \cdot L_{SSIM} + \lambda_3 \cdot L_{VGG} \quad (3)
$$

where the hyperparameters $\lambda_1 = 1$, $\lambda_2 = 0.3$, $\lambda_3 = 0.3$ are used to balance the three terms.

#### 3.4.1 Pixel Loss

$L_{L1}$ learns to capture the true data distribution to generate realistic images that are similar to the images sampled from the true data distribution.

$$
L_{L1} = E[\|I_{HR} - I_{SR}\|_1] \quad (4)
$$

The pixel-wise $L_1$ loss constrains the generated $I_{SR}$ to be close enough to the ground truth $I_{HR}$ on the pixel values. Comparing with $L_1$ loss, the $L_2$ loss penalizes larger errors but is more tolerant to small errors, and thus often results in too smooth results. In practice, the $L_1$ loss shows better performance and convergence over $L_2$ loss. Since the definition of PSNR is highly correlated with pixel-wise difference thus minimizing pixel loss directly maximize PSNR, the pixel loss gradual becomes the most widely used loss function.

#### 3.4.2 SSIM Loss

Considering that the human visual system is highly adapted to extract image structures, the structural similarity index (SSIM) [30] is proposed for measuring the structural similarity between images based on independent comparisons in terms of luminance, contrast, and structures.

#### 3.4.3 Perceptual Loss

However, since the pixel loss actually doesn’t take image quality (e.g., perceptual quality [17], image texture [26]) into consideration, the outputs often lack high-frequency details and are perceptually unsatisfying with oversmooth textures. In order to further improve perceptual quality of images, the perceptual loss is introduced into super-resolution [17, 7]. Specifically, it measures the semantic differences between images using a pre-trained image classification network $\phi$, e.g., VGG-19. Denoting the extracted high-level representations on $l$-th layer as $\phi^l(I)$, the perceptual loss is indicated as the $L_1$ distance between high-level representations of two images:

$$
L_{VGG}(G) = E[\|\phi^l(I_{HR}) - \phi^l(I_{SR})\|_1] \quad (5)
$$

### 4 EXPERIMENTS

To evaluate the proposed InnoPeak_mobileSR, experiments have been conducted on six public ISR datasets (Set5 [4], Set14 [33], BSD100 [24], Urban100 [13], Manga109 [25], and DIV2K [1]) and then performed on low-quality images collected from real-world scenes.

#### 4.1 Training Details

All experiments are performed with a scale factor of 3 between LR and HR. This corresponds to a 9 expansion in image pixels. DIV2K consists of 800 high quality training images, 100 validation images, and 100 test images. Since the test images are not public released, we report our results on DIV2K validation. For experiments on standard benchmark datasets (Set5, Set14, BSD100, Urban100, Manga109, and DIV2K validation), we all use 800 high-quality DIV2K training images. For a fair comparison with existing work, we perform Y channel PSNR evaluation for
Table 1: Comparison of the proposed method with public benchmark floating-point methods.

| Method | Bicubic | FSRCNN | ESPCN | IMDN | VDSR | EDSR | Ours |
|--------|---------|--------|-------|------|------|------|------|
| Parameters | – | 25k | 31k | 500k | 668k | 43M | 53.15k |
| Set5 | 30.41 | 33.16 | 33.13 | 34.36 | 33.66 | 34.65 | 33.91 |
| Set14 | 27.55 | 29.43 | 29.43 | 30.32 | 29.77 | 30.52 | 30.17 |
| BSD100 | 27.22 | 28.60 | 28.50 | 29.09 | 28.82 | 29.25 | 29.14 |
| Urban100 | 24.47 | 26.48 | 26.41 | 28.17 | 27.14 | 28.80 | 27.36 |
| Manga109 | 26.99 | 30.98 | 30.79 | 33.61 | 32.01 | 32.10 | 31.11 |
| DIV2K Val | 28.22 | 29.67 | 29.54 | 30.90 | 30.09 | 31.26 | 30.99 |

Table 2: Comparison of the proposed method trained under float32, PTQ, and QAT.

| Method | FSRCNN | XLSR | ESPCN | ABRL | Ours |
|--------|--------|------|-------|------|------|
| Parameters | 25k | 22k | 31k | 43k | 53.15k |
| float32 | 29.67 | 30.10 | 29.54 | 30.22 | 30.99 |
| PTQ | 21.95 | 29.82 | 23.93 | 30.09 | 30.22 |
| QAT | – | – | – | 30.15 | 30.79 |

Set5, Set14, BSD100, Manga109, and Urban100; and RGB channel PSNR evaluation for DIV2K validation. For experiments on real-world images, we collect 2,000 high-quality images from Internet and applied the proposed image degradation pipeline (Fig. 2) to generate LR/HR training pairs.

In this work, the total number of epoch is 200. The learning rate $\alpha$ is 1e-4 and reduced by a factor of 0.8 every 10 epochs. Adam optimizer with a mini-batch size of 50, $\beta_1 = 0.9$, and $\beta_2 = 0.99$, is used for training the baseline models (float32 and PTQ) and InnoPeak_mobileSR (QAT).

4.2 Experimental Results on Standard Benchmark Datasets

As shown in Table 1, the proposed InnoPeak_mobileSR not only beats FSRCNN and ESPCN in terms of PSNR score, but also achieves comparison results with IMDN, VDSR, and EDSR which contain much more parameters. Experiments have been conducted on DIV2K dataset to show the effect of uint8 quantization, e.g., PTQ (Post-Training Quantization) and QAT (Quantization-Aware Training). As shown in Table 2, the proposed InnoPeak_mobileSR achieves the best performance among the float32 and uint8 quantization models. The QAT network only lose 0.2dB compared with its floating-point version. Most importantly, the proposed uint8 InnoPeak_mobileSR model could run 20ms on Find X3 Pro NPU which is about 50 fps (frames per second).

4.3 Visualization Study in Real-World Scenes

As shown in Fig. 3, we show visual comparison for (1) IMDN model, (2) EDSR model, (3) ESRGAN model, and (4) InnoPeak_mobileSR model (Fig. 1) trained under the proposed degradation pipeline. Note that, the InnoPeak_mobileSR model only contains 53k parameters compared with IMDN (500k), EDSR (43M), and ESRGAN (16.7M) which demonstrates the effeciveness of the proposed degradation pipeline. The lightweight InnoPeak_mobileSR model could run 50 fps on mobile devices which achieves real-time video super-resolution standards.

5 CONCLUSION

In this paper, we propose a real-time ISR model which is efficient in terms of runtime, parameters, FLOPs, and power consumption for mobile devices. It could run 50 fps on most mobile hardwares. Furthermore, the proposed method outperforms state-of-the-art methods in most of public datasets in terms of PSNR. The proposed architecture is very robust to uint8 quantization and only 0.2dB PSNR drop when compared with its float32 model on DIV2K validation. Be-
sides, we also propose a complex but practical solution for training image/video SR models using pure synthetic data. Extensive comparisons have shown its superior visual performance than prior works on various real-world images.
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