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We consider the problem of discriminating finite-dimensional quantum processes, also called quantum supermaps, that can consist of multiple time steps. Obtaining the ultimate performance for discriminating quantum processes is of fundamental importance, but is challenging mainly due to the necessity of considering all discrimination strategies allowed by quantum mechanics, including entanglement-assisted strategies and adaptive strategies. In the case in which the processes to be discriminated have internal memories, the ultimate performance would generally be more difficult to analyze. In this Letter, we present a simple upper bound on the ultimate success probability for discriminating arbitrary quantum processes. In the special case of multi-shot channel discrimination, it can be shown that the ultimate success probability increases by at most a constant factor determined by the given channels if the number of channel evaluations increases by one. We also present a lower bound based on Bayesian updating, which has a low computational cost. Our numerical experiments demonstrate that the proposed bounds are reasonably tight. The proposed bounds do not explicitly depend on any quantum phenomena, and can be readily extended to a general operational probabilistic theory.

A quantum process, which is a mathematical object that models the probabilistic behavior of quantum devices, plays an essential role in quantum information science. Discriminating between quantum processes is a fundamental and challenging problem, which forms the basis of a large class of problems in quantum information theory such as quantum communication, quantum cryptography, and quantum metrology. The simplest instance of this problem is a quantum state discrimination problem, which has been widely studied since the end of the 1960’s [1–3]. Since the maximum success probability is often quite difficult to obtain accurately, its upper and lower bounds have been developed [4–9]. Discrimination problems of quantum measurements [10–16] and quantum channels [17–22] are also particular instances. In quantum channel discrimination, entanglement with an ancillary system and an adaptive strategy may be required to achieve the ultimate performance, which makes this problem difficult in general. A quantum process describes the most general transformation that maps channels to channels [23, 24]. A process can consist of several memory channels [25–29], whose output states can depend on the previous input states. As an example of process discrimination, we can consider the problem of retrieving the value of the bit that is encoded into the reflectivity of a certain memory cell, which is often referred to as quantum reading [30]. This problem can be seen as the discrimination of two processes, even when a finite number of uses of the memory cell are allowed and the reflectivity may change depending on the previous inputs to it. Although finding the ultimate performance for discriminating such processes is extremely difficult, it is of fundamental importance in various fields including quantum cryptography [31], quantum game theory [32], and quantum algorithms.

In this Letter, we derive a simple upper bound on the ultimate success probability for discriminating arbitrary finite-dimensional quantum processes. In the special case of multi-shot channel discrimination, our approach can ensure that the ultimate success probability increases by at most a constant factor, which is determined by the given channels, if the number of channel evaluations increases by one. Note that an upper bound for channel discrimination has been reported very recently [33], which is based on port-based teleportation [34, 35]. We present numerical simulations that show that, at least in a certain multi-shot channel discrimination problem, our upper bound is significantly tighter than that of Ref. [33].

A tight lower bound is also required to accurately evaluate the ultimate performance. Since the success probability of any discrimination allowed by quantum mechanics yields a lower bound on the ultimate success probability, a natural approach to derive such a bound is to find good discrimination. As an illustration of this approach, certain nonadaptive discrimination has sometimes been discussed [33, 36]. However, an adaptive strategy would outperform the best nonadaptive strategy except for some special cases [21, 24, 37–41]. For example, it is known that there exist two channels that can be perfectly distinguished by using an adaptive strategy with only two uses of the channel, while they cannot be perfectly distinguished by using any nonadaptive strategy with a finite number of uses [42]. We present a lower bound that is obtained by an adaptive discrimination strategy based on Bayesian updating. Our work is motivated by the fact that, for quantum state discrimination, a Bayesian updating approach has been shown to be effective [43–46] and to be optimal at least for discriminating two identical copies of a pure state [47–49]. Our numerical results demonstrate the tightness of the proposed lower bound. We should emphasize that the proposed upper and lower bounds do not explicitly depend on any quantum phenomena, such as entanglement and quantum teleportation, and can be readily extended to operational probabilistic theory (or generalized probabilistic theory) [50–54].

Process discrimination problems — Suppose that we want to discriminate between $M$ quantum processes $E_1, \ldots, E_M$ as accurately as possible, where each $E_m$ is a process consisting of $T$ channels $\Lambda_m^{(1)}, \ldots, \Lambda_m^{(T)}$. The most general discrimination protocol can be expressed as the collection of a state $\sigma_1$, channels $\sigma_2, \ldots, \sigma_T$, and a measurement $\Pi := \{\Pi_k\}_{k=1}^M$ (see Fig. 1). Channels $\Lambda_m^{(t)}$ and $\Lambda_m^{(t+1)}$ are connected by an ancillary system.
where $\sigma$ find discrimination (4).
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FIG. 1. General protocol of quantum process discrimination. $E_m$ is a process consisting of $T$ channels $\Lambda_m^{(1)}, \ldots, \Lambda_m^{(T)}$. Discrimination is characterized by the collection of a state $\sigma_1$, channels $\sigma_2, \ldots, \sigma_T$, and a measurement $\{\Pi_k\}_{k=1}^M$.

A process $E_m$, which is also called a quantum supermap or a quantum comb [24], is equivalent to a sequence of memory channels [55]. In the first step of process discrimination, a bipartite system $V_1 \otimes V'_1$ is prepared in an initial state $\sigma_1$. Its part $V_1$ is sent through the channel $\Lambda_m^{(1)}$, followed by a channel $\sigma_2$. Then, we send the system $V_2$ through the channel $\Lambda_m^{(2)}$ and so on. After $T$ steps, a quantum measurement $\Pi$ is performed on the system $W_T$. The problem of discriminating $M$ channels $\Lambda_1, \ldots, \Lambda_M$ with $T$ queries can be regarded as a special case of a processes discrimination problem with $\Lambda_m^{(t)} = \Lambda_m$ and $W_t' = C$ ($\forall m, t$). For simplicity, we focus on the case of equal prior probabilities. Let $P_{k|m}$ be the conditional probability that the measurement outcome is $k$ given that the given process is $E_m$, which is expressed by

$$P_{k|m} := \Pi_k \circ \Lambda_m^{(T)} \circ \sigma_T \circ \cdots \circ \sigma_2 \circ \Lambda_m^{(1)} \circ \sigma_1.$$ (1)

The success probability, $P$, is written as

$$P := \frac{1}{M} \sum_{m=1}^M P_{\Pi|m},$$ (2)

where $\circ$ denotes function composition. Our objective is to find discrimination $(\sigma_1, \ldots, \sigma_T, \Pi)$ that maximizes the success probability. It is known that this optimization problem is formulated as a semidefinite programming (SDP) problem of order $\tilde{N} := \prod_{t=1}^T N_{V_t} N_{W_t}$ [56], where $N_{V_t}$ and $N_{W_t}$ are, respectively, the dimensions of the systems $V_t$ and $W_t$. Solving this problem requires time polynomial in $\tilde{N}$, and thus is generally intractable for large $T$. Indeed, in the case of $N_{V_t} = N_{W_t} = N$ for each $t$, for example, $\tilde{N} = N^{2T}$ is exponentially increasing with $T$.

Proposed upper bound — The basic idea is quite simple: for each $t$, we only have to replace $\Lambda_m^{(t)}$ of Eq. (2) by $s_t X_t$, where $s_t$ and $X_t$ are, respectively, a positive real number and a channel satisfying $s_t X_t \geq \Lambda_m^{(t)}$ ($\forall m$). For two single-step processes $\Lambda$ and $\Lambda'$, the inequality $\Lambda \geq \Lambda'$ denotes that $\Lambda - \Lambda'$ is completely positive. Such a pair $(s_t, X_t)$ obviously exists. From Eq. (2), we have

$$P \leq \frac{1}{M} \sum_{m=1}^M \Pi_m \circ s_T X_T \circ \sigma_T \circ \cdots \circ \sigma_2 \circ s_1 X_1 \circ \sigma_1 = \frac{1}{M} \prod_{t=1}^T s_t,$$ (3)

where the equality follows from $\sum_{m=1}^M \Pi_m \circ X_T \circ \sigma_T \circ \cdots \circ \sigma_2 \circ X_1 \circ \sigma_1 = 1$. This gives that the ultimate success probability is upper bounded by $M^{-1} \prod_{t=1}^T s_t$. For example, in the case of $T = 2$, it is diagrammatically depicted as

$$P = \frac{1}{M} \sum_{m=1}^M \Pi_m \circ \Lambda_m^{(1)} \circ \sigma_1 \circ \Lambda_m^{(2)} \circ \sigma_2 \circ \Pi_m \leq s_1 s_2 \frac{1}{M} \prod_{t=1}^T s_t.$$ (4)

To make this bound as tight as possible, we need to minimize $s_1, \ldots, s_T$. This problem is written as

$$\min s_t \quad \text{subject to } s_t X_t \geq \Lambda_m^{(t)} \quad (\forall m)$$ (5)

with a real number $s_t$ and a channel $X_t$ from $W_{t-1}' \otimes V_t$ to $W_t \otimes V'_t$. Let $s_t^*$ be the optimal value of Problem (5). The proposed upper bound, $\overline{P}_1$, is given by

$$\overline{P}_1 := \frac{1}{M} \prod_{t=1}^T s_t^*,$$ (6)

where the subscript 1 indicates that $\overline{P}_1$ is obtained by optimization problems for finding single-step processes (the same for $\overline{P}_2$, which will be defined below).

The above argument can be readily extended to obtain a tighter bound at the expense of additional complexity. For instance, instead of finding a single-step process $s_t X_t$ that is larger than $\Lambda_m^{(t)}$ as in Eq. (5), we can consider finding a pair of single-step processes that is larger than the pair $[\Lambda_m^{(t-1)}, \Lambda_m^{(t)}]$. Specifically, we consider the following optimization problem

$$\min s_{t,2} \quad \text{subject to } s_{t,2} X_t \circ \sigma_1 \circ s_{t-1,2} X_{t-1} \geq \Lambda_m^{(t-1)} \circ \sigma_1 \circ \Lambda_m^{(t)}$$ (7)

with a real number $s_{t,2}$ and channels $X_{t-1}$ and $X_t$, which are the same type as $\Lambda_m^{(t-1)}$ and $\Lambda_m^{(t)}$, respectively. $\eta$ is any channel that can be sequentially connected to channels $\Lambda_m^{(t-1)}$ and $\Lambda_m^{(t)}$. Its optimal solution, $s_{t,2}^*$, can be used to obtain an upper bound instead of $s_{t-1,2}^* s_t^*$. Thus, we obtain the following upper bound

$$\overline{P}_2 := \frac{1}{M} \prod_{t=1}^{T/2} s_{2t,2}^* \quad \text{or} \quad \overline{P}_2 := \frac{s_T^*}{M} \prod_{t=1}^{(T-1)/2} s_{2t,2}^*,$$ (8)

for even or odd $T$, respectively. We can easily see $P \leq \overline{P}_2 \leq \overline{P}_1$ [57].

With the so-called Choi-Jamiołkowski representation of $X_t$ [58, 59], Problems (5) and (7) can be formulated as SDP problems. Thus, their numerical optimal solutions can be efficiently obtained by several well-known SDP solvers. Analytical optimal solutions to these problems can be obtained in
some cases, such as the case in which processes $E_1, \ldots, E_M$ have some kind of symmetry [60]; another example is shown in Sec. III of the Supplemental Material (SM) [61].

As a special case, we consider the $T$-shot discrimination of quantum channels. In this case, the optimal value $s^*_T = s^*$ of Problem (5) is obviously independent of $t$. Let $P^*_T$ be the ultimate success probability; then, since $P^*_T$ increases as the number of evaluations $T$ increases, $P^*_T \geq P^*_T-1 \geq \cdots \geq P^*_1$ holds. As an application of the above argument, we also obtain (see Sec. II B of the SM [61])

$$P^*_T \leq s^* P^*_T-1 \leq \cdots \leq s^* T \leq s^* T-1 = \frac{s^* T}{M}, \quad (9)$$

where the equality follows from $P^*_1 = s^*/M$ [56]. This equation implies that the ultimate success probability increases by at most $s^*$ ($\geq 1$) times if the number of channel evaluations increases by one. Discrimination of quantum channels that are very close to each other is required in many application scenarios such as quantum illumination [62, 63] and quantum reading [30]. In such a case, since $s^*$ is very close to one, the inequality $P^*_T-1 \leq P^*_T \leq s^* P^*_T-1$ provides a strong constraint. Equation (9) provides some useful properties. As an example, we can see that the given channels cannot be perfectly discriminated with $T$ uses if $P^*_T$ is smaller than $1/M^{1-1/T}$. As another example, in order for the ultimate success probability to be larger than a given threshold $p$, more than $\log_* M p$ evaluations are needed.

Proposed lower bound — A natural approach for obtaining a lower bound is to restrict attention to certain types of discrimination strategies. A typical example is nonadaptive strategies. The success probability, $P^{(na)}$, of the best nonadaptive strategy would be more easily obtained than the ultimate success probability; for example, in the particular case of $T$-shot discrimination of two channels $\Lambda_1$ and $\Lambda_2$, it is well known that $P^{(na)}$ is given by $1/2 + 1/4 ||\Lambda_1 - \Lambda_2||_2$. However, adaptive strategies provide a clear advantage over nonadaptive ones in not a few cases.

We propose an adaptive strategy based on Bayesian updating to obtain a tight lower bound. In our method, channels $\sigma_2, \ldots, \sigma_T$ are restricted to measure-and-prepare (i.e., entanglement breaking) channels as illustrated in Fig. 2. The channel $\sigma_t$ with $2 \leq t \leq T$ consists of a measurement, $\Pi^{(t-1)} := \{\Pi_{m|k_{t-1}}^{(t-1)}\}_{m=1}^M$, followed by a state preparation, $\varrho^{(t)}$. The state preparation $\varrho^{(t)}$ and the measurement $\Pi^{(t)}$ can be connected by an ancillary system and may depend on the outcome of the previous measurement $\Pi^{(t-1)}$. Assume that they are independent of the outcome of measurements $\Pi^{(t-2)}, \Pi^{(t-3)}, \ldots$ to reduce the complexity. In such a scenario, we want to determine $\varrho^{(t)}$ and $\Pi^{(t)}$ such that the success probability is as high as possible. For practical computation, we need to optimize them sequentially for $t = 1, 2, \ldots$. Note that, since such discrimination only requires state preparations and measurements, it has the advantage of being relatively easy to implement experimentally.

We here present a brief outline of the proposed method; we refer to Sec. IV of the SM [61] for details. Let $\varrho^{(1)} := \sigma_1$, and $\Pi^{(1)} := \Pi$; then, the sequence of processes shown in Fig. 2 is expressed by the sequential composition of

$$\Gamma^{(i)}_{k_{m|k_{t-1}}} := \Pi^{(i)}_{k_t} \circ \Lambda^{(i)}_{m} \circ \varrho^{(i)}; \quad (10)$$

where $k_{i-1}$ is the outcome of $\Pi^{(i-1)}$. After some calculations, we find that the probability that the measurement $\Pi^{(i)}$ correctly distinguishes between the processes is given by

$$P^{(i)} := \frac{1}{M} \sum_{m=1}^{M} q^{(i)}_m, \quad (11)$$

where $q^{(i)}_m$ is the conditional probability of the outcome of the measurement $\Pi^{(i)}$ being $m$ given that the given process is $E_m$, which is expressed by

$$q^{(i)}_m := \text{Tr} \sum_{k_{i-1}=1}^{M} \sum_{k_i=1}^{M} \Gamma^{(i)}_{m|k_{i-1}} \circ \Gamma^{(i-1)}_{k_{i-1}|k_{i-2}} \circ \cdots \circ \Gamma^{(1)}_{k_1|k_0}; \quad (12)$$

The sets of $[\varrho^{(1)}, \Pi^{(1)}], [\varrho^{(2)}, \Pi^{(2)}], \ldots$ can be sequentially optimized. Specifically, for each $t$, we find $[\varrho^{(t)}, \Pi^{(t)}]$ that maximize $P^{(t)}$, which can be regarded as a single-shot channel discrimination problem and is formulated as an SDP problem. The success probability of our strategy is given by

$$P := P^{(T)}, \quad (13)$$

which is obviously a lower bound on the ultimate success probability. Since we need to optimize the $T$ sets $[\varrho^{(1)}, \Pi^{(1)}], [\varrho^{(2)}, \Pi^{(2)}], \ldots$, the computational complexity of obtaining $P$ is roughly proportional to $T$.

We emphasize that since the proposed upper and lower bounds are based only on the concept of an operational probabilistic framework, it can be generalized to an arbitrary operational probabilistic theory. In such a theory, we need to solve some convex programming problems that are not SDP in general. However, these problems can be efficiently solved with existing techniques such as interior-point methods.

Numerical results — First, we discuss a multi-shot channel discrimination problem. We here consider the problem of channel position finding [66] with two amplitude damping (AD) channels to compare our results with that in Ref. [33].
Let $A_q$ be the AD channel with the damping parameter $q$, i.e., the qubit channel defined by

$$A_q(\rho) = E_0\rho E_0^\dagger + E_1\rho E_1^\dagger,$$

$$E_0 := \langle 0 | \langle 0 | + \sqrt{1 - q} \langle 1 | \langle 1 |, \quad E_1 := \sqrt{q} \langle 0 | \langle 1 |$$  \hspace{1em} (14)

with the standard basis $\{|0\rangle, |1\rangle\}$. Specifically, we consider $T$-shot discrimination of three channels, in which case the three channels are expressed in the form $A_{q_1} \otimes A_{q_2} \otimes A_{q_3}$, $A_{q_1} \otimes A_{q_3} \otimes A_{q_2}$, and $A_{q_3} \otimes A_{q_1} \otimes A_{q_2}$, with two damping parameters $q_1$ and $q_3$. In Fig. 3, we show our numerical results. We computed our bounds $\overline{P}_1$ and $\overline{P}$ from Eqs. (6) and (13), respectively, where we solved the corresponding single-shot channel discrimination problems by the SDP solver CSDP [67]. We also computed another proposed upper bound $\overline{P}_{\text{conv}}$ (detailed in Sec. II C of the SM [61]), which can be obtained at low computational cost. We can see that $\overline{P}_{\text{conv}}$ is far from being optimal when the given channels are very close to each other. Indeed, $\overline{P}_{\text{conv}} \geq (M + 1)/2M$ always holds for any discrimination problem of $M$ channels with equal prior probabilities [68], while the ultimate success probability $P^*$ is close to $1/M$ when the given channels are nearly identical to each other. We can say that $\overline{P}_1$ is tighter than $\overline{P}_{\text{conv}}$ in such a situation if $T$ is not large enough [69]. Note that the proposed bound $\overline{P}_1$ becomes looser as $T$ increases; in our preliminary numerical experiments, we observed that $\overline{P}_1$ is worse than $\overline{P}_{\text{conv}}$ for large $T$ (e.g., $T \geq 13$). As for the computational cost, computing $\overline{P}_1$ requires $\text{poly}(4^M T)$ time, whereas $\overline{P}_{\text{conv}}$ requires $O(1)$ time (see Sec. VI of the SM [61]). The proposed method can be easily extended to obtain a slightly looser bound $\overline{P}_{\text{conv}}$ requiring $O(1)$ time. Computing $P_{\text{PGM}}$ and $\overline{P}$ takes $\text{poly}(4^M T)$ and $O(M T \text{poly}(4^M T))$ times, respectively [70].

Next, we discuss the problem of discriminating $M$ processes where each process $E_m$ consists of $M$ memory channels each of which is the same channel, $G_0$, except the $m$-th step, which is $G_1$. These processes are analogous to pulse-position modulated signals; We are here concerned with the case in which $G_0$ and $G_1$ are memory channels each of which is associated with two consecutive uses of generalized AD channel with correlated noise. Additional details including the exact definition of generalized AD channels are given in Sec. V of the SM [61]. Figure 4 shows the two upper bounds $\overline{P}_1$ of Eq. (6) and $\overline{P}_2$ of Eq. (8) and the lower bound $\overline{P}$. In this simulation, we set $M = 3$ to compute the exact value of the ultimate success probability $P^*$ (note that $T = M$ holds in this problem). Since the cost of computing $P^*$ increases exponentially with $M$, $P^*$ is practically computable only for fairly small $M$ (typically, $M \leq 3$). We observe that $\overline{P}$ is very close to $P^*$; the difference between them is less than 0.0015. $\overline{P}_1$, $\overline{P}_2$, and $\overline{P}$ have affordable computational costs; they require $O(1)$, $O(1)$, and $O(M^2)$ times, respectively.

Conclusions — We presented upper and lower bounds on the ultimate success probability for discriminating arbitrary finite-dimensional quantum processes. In a special case of multi-shot channel discrimination, the ultimate success probability satisfies the relationship of Eq. (9). Our approach can be used to estimate the ultimate performances in various quantum information tasks, such as quantum sensing, quantum imaging, and quantum tomography.
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I. NOTATION

We first introduce some notation. Let \( \mathbb{R}_+ \) and \( \mathbb{C} \) be, respectively, the sets of all nonnegative real numbers and all complex numbers. We will identify a one-dimensional system with \( \mathbb{C} \). We denote by \( N_V \) and \( \{|n\}_{n=0}^{N_V-1} \), respectively, the dimension and the standard basis of \( V \). \( \text{Pos}(V,W) \) and \( \text{Chn}(V,W) \), respectively, denote the sets of all single-step processes (i.e., completely positive maps) and channels (i.e., trace-preserving completely positive maps) from a system \( V \) to a system \( W \). Let \( \mathbb{I}_V \in \text{Chn}(V,V) \) be the identity map on a system \( V \). Let \( \text{Pos}_V \) be the set of all positive semidefinite matrices on \( V \) and \( \text{Den}_V \) be the set of all elements of \( \text{Pos}_V \) with unit trace (i.e., density matrices on \( V \)). \( I_V \in \text{Pos}_V \) denotes the identity matrix on \( V \). A process \( \mathcal{E} \) that consists of \( T \geq 1 \) time steps is expressed in the form

\[
E = \Lambda^{(T)} \otimes \cdots \otimes \Lambda^{(1)}, \quad \Lambda^{(t)} \in \text{Chn}(W_{t-1} \otimes V_t, W'_t \otimes W'_t), \quad W'_0 = W'_T = \mathbb{C},
\]

(S1)

where \( \otimes \) is the link product [S1]. \( \mathcal{E} \) is diagrammatically depicted as (see Fig. 1 in the main paper)

\[
\mathcal{E} = \begin{array}{cccccccc}
\Psi_1 & \Lambda^{(1)} & \otimes & V_1 & \Lambda^{(2)} & \otimes & V_2 & \cdots & \Lambda^{(T)} & \otimes & V_T & \Psi_T
\end{array}.
\]

(S2)

Let

\[
\mathcal{C}_E := \begin{array}{cccccccc}
\Psi_1 & \Lambda^{(1)} & \otimes & V_1 & \Lambda^{(2)} & \otimes & V_2 & \cdots & \Lambda^{(T)} & \otimes & V_T & \Psi_T
\end{array},
\]

(S3)

where \( \Psi_t := |\Psi_t\rangle \langle \Psi_t| \) and \( |\Psi_t\rangle := \sum_{n=0}^{N_V-1} |n\rangle \otimes |n\rangle \in V_t \otimes V_t \). We can easily verify \( \mathcal{C}_E \in \text{Pos}_{W_t \otimes V_t \otimes \cdots \otimes V_t} \). In the particular case of \( \mathcal{E} \in \text{Pos}(V,W) \), it is easily seen that \( \mathcal{C}_E \in \text{Pos}_{W \otimes V} \) is its unnormalized Choi matrix. Equation and figure numbers without the prefix ‘S’ refer to those given in the main paper.

II. PROPOSED UPPER BOUND

A. Formulation

We will be concerned with the problem of discriminating \( M \) processes \( \mathcal{E}_1, \ldots, \mathcal{E}_M \) that consist of \( T \) time steps. Assume that, for each \( m \), \( \mathcal{E}_m \) is expressed in the form

\[
\mathcal{E}_m := \Lambda_m^{(T)} \otimes \cdots \otimes \Lambda_m^{(1)}, \quad \Lambda_m^{(t)} \in \text{Chn}(W_{t-1} \otimes V_t, W'_t \otimes W'_t), \quad W'_0 = W'_T = \mathbb{C}.
\]

(S4)

Let \( p_1, \ldots, p_M \) be their prior probabilities. Let us choose \( h_1, \ldots, h_T \) such that

\[
0 = h_0 < h_1 < h_2 < \cdots < h_L = T
\]

(S5)

and rewrite \( \mathcal{E}_m \) as

\[
\mathcal{E}_m = \mathcal{E}_m^{(1)} \otimes \mathcal{E}_m^{(L-1)} \otimes \cdots \otimes \mathcal{E}_m^{(1)},
\]

\[
\mathcal{E}_m^{(l)} := \Lambda_m^{(h_l)} \otimes \Lambda_m^{(h_{l-1})} \otimes \cdots \otimes \Lambda_m^{(h_{l+1})}, \quad \forall l \in \{1, \ldots, L\}.
\]

(S6)
It is easily seen that $C_m^{(h)}$ is a $(h_l-h_{l-1})$-step process. Arbitrarily choose $p_m^{(h)} \in \mathbb{R}_+$ satisfying $\prod_{l=1}^{L} p_m^{(h)} = p_m$. For each $l \in \{1, \ldots, L\}$, let us consider the following optimization problem:

$$\text{minimize } s_l \text{ subject to } s_l X_{h_l} \circ \eta_{h_l} \circ \cdots \circ X_{h_{l-1}+2} \circ \eta_{h_{l-1}+2} \circ X_{h_{l-1}+1} \geq p_m^{(h)} \Lambda_m^{(h)} \circ \eta_{h_l} \circ \cdots \circ \Lambda_m^{(h_{l-1}+2)} \circ \eta_{h_{l-1}+2} \circ \Lambda_m^{(h_{l-1}+1)} \quad (S7)$$

$[\forall m \in \{1, \ldots, M\}, \eta_m \in \text{CHn}(W_{r-1} \otimes V_l, V_r \otimes W_{r}')_{l=h_{l-1}+1}]$

with $s_l \in \mathbb{R}_+$ and $(X_l \in \text{CHn}(W'_{r-1} \otimes V_r, W_r' \otimes W_r'))_{l=h_{l-1}+1}$, where $V_r'$ is any system. Note that the constraint is equivalent to

$$s_l C_{X_l \circ \cdots \circ X_{h_{l-1}+1}} \geq p_m^{(h)} C_{e_m^{(h)}}, \quad \forall m \in \{1, \ldots, M\}. \quad (S8)$$

Let $P$ be the success probability of discrimination $(\sigma_1, \ldots, \sigma_T, \Pi)$. We have that, for any feasible solutions $s_1, \ldots, s_L$ and $X_1, \ldots, X_T$ to Problem (S7),

$$P = \sum_{m=1}^{M} p_m \Pi_m \circ \Lambda_m^{(T)} \circ \sigma_T \circ \cdots \circ \sigma_2 \circ \Lambda_m^{(1)} \circ \sigma_1$$

$$= \sum_{m=1}^{M} \Pi_m \circ \left[ p_m^{(L)} L_m^{(h_l)} \circ \sigma_{h_l} \circ \cdots \circ \Lambda_m^{(h_{l-1}+1)} \circ \sigma_{h_{l-1}+1} \circ \left[ p_m^{(L-1)} L_m^{(h_{l-1})} \circ \sigma_{h_{l-1}} \circ \cdots \circ \Lambda_m^{(h_{l-2}+1)} \right] \right]$$

$$\cdots \circ \sigma_{h_1+1} \circ \left[ p_m^{(1)} L_m^{(h)} \circ \sigma_{h} \circ \cdots \circ \Lambda_m^{(1)} \right] \circ \sigma_1$$

$$\leq \sum_{m=1}^{M} \Pi_m \circ \left[ s_l X_{h_l} \circ \sigma_{h_l} \circ \cdots \circ X_{h_{l-1}+1} \right] \circ \sigma_{h_{l-1}+1} \circ \left[ s_l X_{h_{l-1}} \circ \sigma_{h_{l-1}} \circ \cdots \circ X_{h_{l-2}+1} \right]$$

$$\cdots \circ \sigma_{h_1+1} \circ \left[ s_l X_h \circ \sigma_{h} \circ \cdots \circ X_1 \right] \circ \sigma_1$$

$$= \prod_{l=1}^{L} \sum_{m=1}^{M} \Pi_m \circ X_T \circ \cdots \circ \sigma_2 \circ X_1 \circ \sigma_1$$

$$= \prod_{l=1}^{L} s_l \quad (S9)$$

where the last line follows since $\sum_{m=1}^{M} \Pi_m \circ X_T \circ \cdots \circ \sigma_2 \circ X_1 \circ \sigma_1 = 1$ holds for any discrimination $(\sigma_1, \ldots, \sigma_T, \Pi)$. Thus, $P$ is upper bounded by $\prod_{l=1}^{L} s_l$. To obtain the tightest bound, we may choose $s_l$ as the optimal solution to Problem (S7). Note that using a feasible solution instead of the optimal one would be practical if Problem (S7) is too hard to solve. In the special case of $L = 1$, the optimal value of $s_1$ is equal to the ultimate success probability [S2]. The upper bound $P_1$ of Eq. (6) can be regarded as the special cases of $L = T$ and $h_l = l$. Similarly, the upper bound $P_3$ of Eq. (8) can be regarded as the case of $L = T/2$ and $h_l = 2l$ (for even $T$) or $L = (T+1)/2, h_l = 2l$ ($l = 1, \ldots, L-1$), and $h_L = T$ (for odd $T$).

By substituting

$$\chi_{L} := s_l C_{X_{l-1} \circ \cdots \circ X_{h_{l-1}+1}} \in \text{Pos}_{W_l \otimes V_r \otimes W_r', \ldots, \otimes W_{h_{l-1}+1} \otimes V_r', \otimes W_r'}, \quad \forall t \in \{h_{l-1}+1, \ldots, h_l\} \quad (S10)$$

into Problem (S7), we can rewrite this problem as the following semidefinite programming (SDP) problem [S2]:

$$\text{minimize } \chi_{L} \text{ subject to } \text{Tr}_{W_r} \chi_{L} = I_V \otimes \chi_{L-1} \text{ (for } t \in \{h_{l-1}+1, \ldots, h_l\})$$

$$\chi_{L} \geq p_m^{(h)} C_{e_m^{(h)}} \text{ (for } m \in \{1, \ldots, M\})$$

with $\chi_{L}^{h_l}$. Since $\chi_{L}^{h_l}$ is a positive semidefinite matrix of order $\tilde{N}^{(h)} := \prod_{t=h_{l-1}+1}^{h_l} N_V V_r W_r$, solving this problem requires time polynomial in $\tilde{N}^{(h)}$.

**B. Multi-shot channel discrimination**

As a special case of process discrimination, let us consider $T$-shot discrimination of quantum channels $\{\Lambda_m\}_{m=1}^{M}$ with prior probabilities $\{p_m\}_{m=1}^{M}$. This can be interpreted as the case of $\Lambda_1^{(1)} = \cdots = \Lambda_T^{(T)} = \Lambda_1$. The ultimate success probability will be denoted by $P^*_T$, which is a function of $T$. Let $P_T^*$ be the ultimate success probability in the case of equal prior probabilities. We
will denote by \( s_t^* \) the optimal value of Problem (S7). Let us substitute \( p_m^{(1)} = 1 \) \((\forall l < L)\) and \( p_m^{(L)} := p_m \) into Problem (S7); then, for each \( l < L \), \( s_t^* \) is equal to \( M \) times the ultimate success probability of \((h_l - h_{l-1})\)-shot discrimination of channels \( \{\Lambda_m\} \) with equal prior probabilities, which gives \( s_t^* = MP_{h_l-h_{l-1}}^* \). Also, \( s_t^* \) is equal to the ultimate success probability of \((h_L - h_{L-1})\)-shot discrimination of channels \( \{\Lambda_m\} \) with the prior probabilities of \( \{p_m\} \), i.e., \( s_t^* = P_{h_L-h_{L-1}}^* \) holds. Thus, we have

\[
P_t^* \leq \prod_{l=1}^{L} s_t^* = \left( \prod_{l=1}^{L} MP_{h_l-h_{l-1}}^* \right) P_{h_L-h_{L-1}}^*.
\]

(S12)

In the special case of \( L = 2 \) and \( h_1 = 1 \), we obtain \( P_{T}^* \leq (MP_{1}^*)P_{T-1}^* \). Applying this inequality recursively gives

\[
P_t^* \leq (MP_{1}^*)P_{T-1}^* \leq (MP_{1}^*)^2 P_{T-2}^* \leq \cdots \leq (MP_{1}^*)^{T-1} P_1^*.
\]

(S13)

Equation (9) is a special case of this inequality.

C. Extension of the proposed upper bound

Our method presented in Subsec. II A can be intuitively understood as an approach based on the formulation of each candidate process \( \mathcal{E}_m \) as the sequential composition of some small processes \( \mathcal{E}_m^{(1)}, \ldots, \mathcal{E}_m^{(L)} \). This is easily extended to the case in which each \( \mathcal{E}_m^{(l)} \) can be expressed as the parallel composition (i.e., the tensor product) of some partitions.

Let us consider a process \( \mathcal{E}_m \) expressed by Eq. (S4). Assume that, for each \( m \in \{1, \ldots, M\} \) and \( t \in \{1, \ldots, T\} \), \( \Lambda_m^{(t)} \) can be expressed in the form

\[
\Lambda_m^{(t)} = \Lambda_1^{(t,1)} \otimes \Lambda_2^{(t,2)} \otimes \cdots \otimes \Lambda_M^{(t,L)},
\]

(S14)

where \( \Lambda_1^{(t,1)}, \ldots, \Lambda_M^{(t,L)} \) are of the same type (i.e., they have the same input and output systems). For simplicity, we will consider only the case of \( L = T \) and \( h_l = l \) in Eq. (S6) (in which case \( \mathcal{E}_m^{(l)} = \Lambda_m^{(l)} \) holds), but can be easily extended to more general cases. Let us arbitrarily choose a nonnegative real number \( p_m^{(l,j)} \) such that \( \prod_{l=1}^{T} \prod_{j=1}^{L} p_m^{(l,j)} = p_m \). Instead of Problem (S7), we consider, for each \( t \) and \( j \), the following problem:

\[
\begin{align*}
\text{minimize} & \quad s_{t,j} \\
\text{subject to} & \quad s_{t,j} X_{t,j} \geq p_m^{(t,j)} \Lambda_m^{(t,j)} \quad (\forall m)
\end{align*}
\]

(S15)

with \( s_{t,j} \in \mathbb{R}_+ \) and \( X_{t,j} \), where \( X_{t,j} \) is a channel with the same type as \( \Lambda_m^{(t,j)} \). For example, in the case of \( T = 3 \) and \( (J_1, J_2, J_3) = (3, 1, 2) \), it follows that any feasible solution \((s_{t,j}, X_{t,j})\) to Problem (S15) and any discrimination \((\sigma_1, \sigma_2, \sigma_3, \Pi)\) satisfy

(S16)
where $\sigma'_t := 1_{W_{t-1}} \otimes \sigma_t$. This implies that the success probability is upper bounded by $\prod_{t=1}^T \prod_{j=1}^L s_{t,j}$. When choosing $s_{t,j}$ as the optimal value, $s^*_t$, of Problem (S15), we obtain the tightest bound $P'_1 := \prod_{t=1}^T \prod_{j=1}^L s^*_t$. Note that $P'_1$ is not tighter than $P_1 := \prod_{t=1}^T \prod_{j=1}^L p_{t,j}$. Indeed, this follows from $(\prod_{j=1}^L s_{t,j} \otimes X_{t,j})$ being a feasible solution to Problem (S7). We often obtain $P'_1$ with a much lower computational cost than $P_1$.

As an example, let us consider the problem of channel position finding with amplitude damping (AD) channels [S3], i.e., the problem of $T$-shot discrimination of $M$ channels $\{\tilde{\Lambda}_m\}_{m=1}^M$ with equal prior probabilities, where $\tilde{\Lambda}_m$ is expressed as

$$\tilde{\Lambda}_m = \Lambda_{0_m} \otimes \Lambda_{1_m} \otimes \cdots \otimes \Lambda_{K_m}.$$  

(S17)

Let us consider the following optimization problem:

$$\min s \quad \text{subject to} \quad sX \geq A_{q_B}, \quad sX \geq A_{q_T}.$$  

(S18)

with $s \in \mathbb{R}_+$ and $X \in \text{Chn}(V, W)$. As an example, in the case of $M = T = 3$, it is easily seen that the success probability $P$ of discrimination $(\sigma_1, \sigma_2, \sigma_3, \Pi)$ satisfies

$$P = \frac{1}{M} \sum_{m=1}^M (s^* \otimes \sigma_t_{\Pi_m}).$$  

(S19)

where $(s^*, X^*)$ is the optimal solution to Problem (S18). Thus, $P'_1 := s^* \otimes \frac{9}{M}$ is an upper bound on the ultimate success probability. $P'_1$ is often reasonably tight (e.g., see Fig. 3).

III. DISCRIMINATION OF BINARY AMPLITUDE DAMPING CHANNELS

We show that Problem (S18), which is an example of Problem (5), can be solved analytically. Without loss of generality, assume $q_B > q_T$. Let $Y := sC_\Pi \in \text{Pos}_{W \otimes V}$; then, Problem (S18) is rewritten as

$$\min s \quad \text{subject to} \quad \text{Tr}_W Y = sI_V, \quad Y \geq C_{A_{q_B}}, \quad Y \geq C_{A_{q_T}}.$$  

(S20)

Let us denote by $(s^*, Y^*)$ its optimal solution. $C_{A_{q}}$ is expressed as

$$C_{A_{q}} = \begin{bmatrix} 1 & 0 & 0 & \sqrt{1-q} \\ 0 & q & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \sqrt{1-q} & 0 & 0 & 1-q \end{bmatrix}.$$  

(S21)

Thus, it follows that $Y^*$ is expressed in the form

$$Y^* = \begin{bmatrix} s^* & 0 & 0 & y_2 \\ 0 & y_1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ y_2 & 0 & 0 & s^*-y_1 \end{bmatrix}.$$  

(S22)
where $y_1$ and $y_2$ are real numbers. From $q_B > q_T$, we can assume $y_1 = q_B$. Thus, we only have to find the minimum $s^*$ and $y_2$ such that

$$\begin{bmatrix} s^* & y_2 \\ y_2 & s^* - q_B \end{bmatrix} \succeq \begin{bmatrix} 1 & \sqrt{1 - q_B} \\ \sqrt{1 - q_B} & 1 - q_B \end{bmatrix}, \quad \begin{bmatrix} s^* & y_2 \\ y_2 & s^* - q_B \end{bmatrix} \succeq \begin{bmatrix} 1 & \sqrt{1 - q_T} \\ \sqrt{1 - q_T} & 1 - q_T \end{bmatrix}. \tag{S23}$$

After performing some algebra, we obtain

$$s^* = \begin{cases} 1 + q_B - q_T, & q_T < q_{th}, \\
1 - \sqrt{1 - q_B} + \frac{(q_B - q_T)(1 - \sqrt{1 - q_B})}{2\sqrt{1 - q_T} + 2\sqrt{1 - q_B - q_T}}, & q_T \geq q_{th}, \\
\frac{(1 + q_B - q_T)^2}{4}. & 
\end{cases} \tag{S24}$$

IV. PROPOSED LOWER BOUND

As a preliminary, we consider the problem of single-shot discrimination of channels $\{\Lambda_m \in \text{Chn}(V,W)\}_{m=1}^M$ with prior probabilities $\{q_m\}_{m=1}^M$. Let $c_m := q_m\Lambda_m \in \text{Pos}(V,W)$; then, the maximum success probability is equal to the optimal value of the following SDP problem [S2, S4]:

$$\begin{align*}
\text{maximize} & \quad \sum_{m=1}^M \text{Tr}(C_{c_n}\Phi_m) \\
\text{subject to} & \quad \sum_{m=1}^M \Phi_m = I_W \otimes \phi \\
& \quad \Phi_m \in \text{Pos}_{W \otimes V}, \quad \phi \in \text{Den}_V.
\end{align*} \tag{S25}$$

with $\Phi_1, \ldots, \Phi_M \in \text{Pos}_{W \otimes V}$ and $\phi \in \text{Den}_V$. Note that $\text{Tr}(C_{c_n}\Phi_m)$ is the joint probability that the given channel is $\Lambda_m$ and the measurement outcome is $k$.

In what follows, let us consider the problem of discriminating $E_1, \ldots, E_M$ with prior probabilities $\{p_m\}_{m=1}^M$. Assume that each $E_m$ is expressed by Eq. (S4). We will present an adaptive discrimination strategy based on Bayesian updating (see Fig. 2), whose success probability gives a lower bound on the ultimate performance. As described in the main paper, we will optimize discrimination sequentially for $t = 1, 2, \ldots$.

First, in the case of $t = 1$, we consider the problem of discriminating the channels $\{\text{Tr}_{W'}\Lambda_m^{(1)}\}_{m=1}^M$ with the prior probabilities $\{p_m\}_{m=1}^M$. Note that the partial trace over $W'$ can be regarded as discarding the system $W'$. This problem is formulated as Problem (S25) with $c_m = p_m \text{Tr}_{W'}\Lambda_m^{(1)}$. Let $\Phi^{(1)} := \{\Phi_m^{(1)}\}_{m=1}^M$ be its optimal solution. The joint probability that the given process is $E_m$ and the measurement outcome is $k$ is

$$q_{m,k} := p_m \text{Tr} \left[ C_{\Lambda_m^{(1)}}\Phi_k^{(1)} \right]. \tag{S26}$$

In this case, the state of the system $W'_1$ is

$$\rho_{m,k}^{(1)} := \frac{1}{q_{m,k}} \cdot p_m \text{Tr}_{W'\otimes V} \left[ C_{\Lambda_m^{(1)}}\Phi_k^{(1)} \right] \in \text{Den}_{W'_1}. \tag{S27}$$

Let $[\psi^{(1)}, \Pi^{(1)}]$ be the discrimination associated with $\Phi^{(1)}$; then, since $\text{Tr}_{W'\otimes V} \left[ C_{\Lambda_m^{(1)}}\Phi_k^{(1)} \right] = \Pi_k^{(1)} \circ \Lambda_m^{(1)} \circ \psi^{(1)} =: \Gamma_{k,m}^{(1)}$ holds, we have [S2, S4]

$$\rho_{m,k}^{(1)} := q_{m,k} \rho_{m,k}^{(1)} = p_m \Gamma_{k,m}^{(1)} \in \text{Pos}_{W'_1}. \tag{S28}$$

$\rho_{m,k}^{(1)}$ can be diagrammatically depicted as

$$\begin{align*}
\tilde{\rho}_{m,k}^{(1)} &= p_m \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\psi^{(1)} \quad \Pi_k^{(1)} \\
\Lambda_m^{(1)} \quad W' \\
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array} = p_m \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array} \tag{S29}
\end{align*}$$
where the last equality follows from $C_{\Lambda_m^{(1)}} = \Lambda_m^{(1)} \circ \Psi_1$. Note that the discrimination $[\rho^{(1)}, \Pi^{(1)}]$ is obtained from $\Phi^{(1)}$ (but is not uniquely determined in general); however, to obtain the proposed lower bound, we only need $q_{m,k}^{(1)}$ and $\rho_{m,k}^{(1)}$, which are directly derived from $\Phi^{(1)}$ as in Eqs. (S26) and (S27).

Next, we consider the case of $t = \tau \in [2, \ldots, T]$. Let $q_{m,k}^{(\tau)}$ be the joint probability that the given process is $E_m$ and the outcome of $\Pi^{(\tau)}$ is $k$ and $\rho_{m,k}^{(\tau)} \in \text{Den}_{W_{\tau}}$ be the state of the system $W_{\tau}$ in this case. $q_{m,k}^{(\tau)}$ and $\rho_{m,k}^{(\tau)}$ are uniquely determined by $\tilde{\rho}_{m,k}^{(\tau)} : = q_{m,k}^{(\tau)} \rho_{m,k}^{(\tau)} \in \text{Pos}_{W_{\tau}}$. Assume that $\tilde{\rho}_{m,k}^{(\tau-1)}$ is fixed. Also, assume that $[q_{m,k}^{(\tau)}, \Pi^{(\tau)}]$ may depend only on the outcome of the previous measurement $\Pi^{(\tau-1)}$. In what follows, the discrimination $[q_{m,k}^{(\tau)}, \Pi^{(\tau)}]$ in the case in which the outcome of the measurement $\Pi^{(\tau-1)}$ is $k_{\tau-1}$ will be often denoted by $C_{_{k_{\tau-1}}}$ and $[\Pi^{(\tau)}, M_{k_{\tau-1}}]$. Then, $\tilde{\rho}_{m,k}^{(\tau)}$ is given by

$$\tilde{\rho}_{m,k}^{(\tau)} = \sum_{k_{\tau-1} = 1}^{M} \sum_{k_{\tau-1} = 1}^{M} \rho_{m,k}^{(\tau-1)} \circ \rho_{m,k}^{(\tau-1)} = \sum_{k_{\tau-1} = 1}^{M} \rho_{m,k}^{(\tau-1)} \circ \rho_{m,k}^{(\tau-1)},$$  \hspace{1cm} (S30)

where

$$\rho_{m,k}^{(\tau)} = \sum_{k_{\tau-1} = 1}^{M} \rho_{m,k}^{(\tau-1)} \circ \rho_{m,k}^{(\tau-1)}.$$  \hspace{1cm} (S31)

This can be diagrammatically depicted as

![Diagram](https://example.com/diagram.png)

The probability that the measurement $\Pi^{(\tau)}$ correctly distinguishes between the processes $\{E_m\}_{m=1}^{M}$ is given by

$$P^{(\tau)} = \sum_{m=1}^{M} q_{m,k}^{(\tau)} \sum_{m=1}^{M} \text{Tr} \tilde{\rho}_{m,k}^{(\tau)}.$$  \hspace{1cm} (S32)

Substituting Eq. (S30) into Eq. (S33) yields

$$P^{(\tau)} = \sum_{m=1}^{M} R_{m,k_{\tau-1}}^{(\tau)} \sum_{m=1}^{M} \text{Tr} \rho_{m,k_{\tau-1}}^{(\tau-1)}.$$  \hspace{1cm} (S34)

It is obvious that, for each $k_{\tau-1}$, the larger $R_{m,k_{\tau-1}}^{(\tau)}$ is, the larger $P^{(\tau)}$ is. So, we consider finding $[q_{m,k_{\tau-1}}^{(\tau)}, [\Pi^{(\tau)}, M_{k_{\tau-1}}]_{m=1}^{M}]$ that maximizes $R_{m,k_{\tau-1}}^{(\tau)}$ for each $k_{\tau-1}$. This optimization problem is equivalent to Problem (S25) with $c_m = \text{Tr}_{W_{\tau}} \Lambda_m^{(\tau)} \circ \rho_{m,k_{\tau-1}}^{(\tau-1)}$. Let $[\Phi^{(\tau)}, M_{k_{\tau-1}}]_{m=1}^{M}$ be its optimal solution [which is associated with the discrimination $[q_{m,k_{\tau-1}}^{(\tau)}, [\Pi^{(\tau)}, M_{k_{\tau-1}}]_{m=1}^{M}]$]. Then, $\tilde{\rho}_{m,k}^{(\tau)}$ is also expressed by

$$\tilde{\rho}_{m,k}^{(\tau)} = \sum_{k_{\tau-1} = 1}^{M} \text{Tr}_{W_{\tau}} \Phi^{(\tau)} \left[ C_{\Lambda_m^{(\tau)}, \rho_{m,k_{\tau-1}}}^{(\tau)} \right].$$  \hspace{1cm} (S35)

or diagrammatically,

![Diagram](https://example.com/diagram.png)

Note that, applying Eq. (S30) recursively, we obtain

$$P^{(\tau)} = \sum_{m=1}^{M} \sum_{k_{\tau-1} = 1}^{M} \sum_{k_{\tau-1} = 1}^{M} \text{Tr} \rho_{m,k_{\tau-1}}^{(\tau)} \circ \rho_{m,k_{\tau-1}}^{(\tau-1)} \circ \cdots \circ \rho_{m,k_{1}}^{(1)}.$$  \hspace{1cm} (S36)
or diagrammatically,

\[
P^{(t)} = \sum_{m=1}^{M} \sum_{k_1=1}^{M} \sum_{k_2=1}^{M} \cdots \sum_{k_t=1}^{M} \rho_{m,k_t}^{(t-1)} \rho_{k_1,k_2}^{(t-1)} \rho_{k_2,k_3}^{(t-1)} \cdots \rho_{k_{t-1},k_t}^{(t-1)},
\]

where "\(\text{tr}\)" denotes the trace. \(\{\rho_{m,k_t}^{(2)}, \ldots, \rho_{m,k_t}^{(T)}\}\) are sequentially computed by this algorithm. The success probability of the discrimination \([\rho^{(1)}, \Pi^{(1)}], [\rho^{(2)}, \Pi^{(2)}], \ldots, [\rho^{(T)}, \Pi^{(T)}]\) is given by

\[
P := P^{(T)}.
\]

The ultimate success probability is obviously lower bounded by \(P\).

Note that Eq. (S34) can also be expressed as

\[
P^{(t)} = \sum_{k=1}^{M} q_k^{(t-1)} P_k^{(t)}, \quad P_k^{(t)} := \sum_{m=1}^{M} q_{mk}^{(t-1)} \text{Tr}[\Gamma_m^{(t-1)} \circ \rho_{m,k}^{(t-1)}],
\]

where

\[
q_k^{(t-1)} := \sum_{m=1}^{M} q_{mk}^{(t-1)} \quad \text{is the probability that the outcome of } \Pi^{(t-1)} \text{ is } k \quad \text{and} \quad q_{mk}^{(t-1)} := q_{mk}^{(t-1)} / q_k^{(t-1)} \quad \text{is the conditional probability that the given process is } E_m \text{ given that the outcome of } \Pi^{(t-1)} \text{ is } k.
\]

\(q_k^{(t-1)}\) can be interpreted as the posterior probability of the process \(E_m\) given that the outcome of \(\Pi^{(t-1)}\) is \(k\).

We here comment on the computational complexity of obtaining \(P\). It follows that, in the cases of \(t = 1\) and \(t \geq 2\), respectively, we have to solve a single-shot channel discrimination problem once and \(M\) times, and \(1 + (T - 1)M\) times in total. Thus, the computational complexity is roughly proportional to \(TM\) for relatively large \(T\).

A similar argument used to derive Eq. (8) can be easily extended to obtain a tighter lower bound, at the expense of additional complexity. For instance, instead of considering (single-shot) discrimination of channels \(\{\Lambda_m^{(t)}\}_{m=1}^{M}\), we can consider discrimination of processes \(\{\Lambda_m^{(t)} \otimes \Lambda_m^{(t-1)}\}_{m=1}^{M}\).

V. DISCRIMINATION OF MEMORY CHANNELS ASSOCIATED WITH TWO CONSECUTIVE USES OF GENERALIZED AD CHANNELS WITH CORRELATED NOISE

A memory channel, \(G\), associated with two consecutive uses of generalized AD channel with correlated noise is characterized by the three parameters, \(p_c\), \(\nu\), and \(n\), and is defined as

\[
G(\rho) := (1 - p_c)G_\rho(\rho) + p_cG_c(\rho),
\]

\[
G_\rho(\rho) := \sum_{j=1}^{4} \sum_{k=1}^{4} (E_j \otimes E_k)\rho(E_j \otimes E_k)^\dagger,
\]

\[
G_c(\rho) := \sum_{j=1}^{5} B_j \rho B_j^\dagger.
\]

\(E_j\) is

\[
E_1 := \sqrt{\gamma} \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad E_2 := \sqrt{1 - \gamma} \begin{bmatrix} \sqrt{\omega} & 0 \\ 0 & 0 \end{bmatrix}, \quad E_3 := \sqrt{\gamma} \begin{bmatrix} 0 & \sqrt{1 - \omega} \\ 0 & 0 \end{bmatrix}, \quad E_4 := \sqrt{1 - \gamma} \begin{bmatrix} 0 & 0 \\ \sqrt{1 - \omega} & 0 \end{bmatrix}.
\]

\(\gamma\) is
where \( \gamma := \frac{n}{2\pi}\) and \( \omega := e^{-(2\pi t)} \). \( B_j \) is
\[
B_1 := \begin{bmatrix}
\sqrt{e^{-(2\pi t)}} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & \sqrt{e^{-(2\pi t)}} \\
\end{bmatrix},
\]
\[
B_2 := \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\sqrt{(1-\gamma)(1-\omega)} & 0 & 0 & 0 \\
\end{bmatrix},
\]
\[
B_3 := \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \sqrt{1-\gamma + \gamma \omega - e^{-\omega t}} & 0 \\
\end{bmatrix}.
\]
\[\text{(S43)}\]

Equation (S44) is obtained by substituting \( m = 0 \) into Eq. (6) of Ref. [S5]. (The term under the square root sign in this equation is negative in some cases, so we slightly modify it.) Note that \( m \) is the degree of memory, \( \nu \) is associated with the zero-temperature dissipation rate, and \( n \) is associated with the number of thermal photons.

In the numerical experiment of Fig. 4, we considered the problem of discriminating three processes \( E_1, E_2, \) and \( E_3 \) with equal prior probabilities, where
\[
E_m := \left( \text{Tr}_{W} G_{\delta_{m,1}} \right) \otimes G_{\delta_{m,2}} \otimes \left( G_{\delta_{m,1}} \circ \sigma_{\text{ex}} \right)
\]
\[\text{(S44)}\]
and \( \sigma_{\text{ex}} := |0\rangle \langle 0| \in \text{Den}_{W}. G_{\delta} \in \text{Chan}(W \otimes V, W' \otimes V) \) \((r \in \{0, 1\})\) is a memory channel associated with two consecutive uses of generalized AD channel with correlated noise, where \( V, W, \) and \( W' \) are qubit systems. The conditional probability that the measurement outcome is \( k \) given that the given process is \( E_m \) is diagrammatically depicted as
\[\text{(S45)}\]

We set \( m = 0.2 \) and \( n = 1 \) for both \( G_0 \) and \( G_1 \). In Fig. 4, we plot the success probability as a function of the parameter \( \nu \) of \( G_0, v_0 \), where the parameter \( \nu \) of \( G_1 \) is set to \( v_0 + 0.04 \).

VI. COMPUTATIONAL COMPLEXITY OF OBTAINING UPPER AND LOWER BOUNDS

We study the computational complexity of computing proposed upper and lower bounds. Let us consider the problem of discriminating \( M \) processes \( E_1, \ldots, E_M \), where each \( E_m \) is a process consisting of \( T \) channels \( \Lambda_{m,1}^{(T)} , \ldots, \Lambda_{m,2}^{(T)} \) as in Fig. 1. Let \( n_t \) and \( n_{2t}^{(2)} \) be, respectively, the order of the Choi-Jamiolkowski representation of \( \Lambda_{m,t}^{(T)} \) and \( \Lambda_{m,1}^{(T)} \otimes \Lambda_{m,2}^{(T)} \). One can easily verify
\[
n_t = N_{W_0 \otimes W_1 \otimes V_1} \quad n_{2t}^{(2)} = N_{W_2 \otimes W_2 \otimes V_2 \otimes W_2 \otimes V_2}.
\]
\[\text{(S46)}\]

Also, let \( T(L) \) denote the time required to solve an SDP problem of order \( L \). Note that \( T(L) = \text{poly}(L) \) holds; a typical SDP solver satisfies \( T(L) = O(L^3) \) [S6].

The total time complexities required to obtain \( P^*, \overline{P}_1, \overline{P}_2, \) and \( P \) are summarized in Table S1. We can compute \( P^* \) by solving an SDP problem of order \([ \prod_{t=1}^T N_{W_0 \otimes V_1} \) time. We focus on the even \( T \) case since the odd case is similar. To obtain \( \overline{P}_1 \) (resp. \( \overline{P}_2 \)), we need to solve an SDP problem of order \( n_t \) [resp. \( n_{2t}^{(2)} \)] for each \( t \in \{1, 2, \ldots, T\} \) (resp. \( t \in \{1, 2, \ldots, T/2\} \)), and thus the total time complexity is \( \sum_{t=1}^T T(n_t) \) [resp. \( \sum_{t=1}^{T/2} T(n_{2t}^{(2)}) \)] . To obtain \( P \), we need to solve an SDP problem of order \( n_t \) and, for each \( t \in \{2, \ldots, T\} \), \( M \) SDP problems of order \( n_t \), which yields a total time complexity of \( T(n_t) + M \sum_{t=1}^{T/2} T(n_t) \).

We now consider the numerical experiment of Fig. 3, which handles the problem of channel position finding with AD channels [S3], i.e., the problem of \( T \)-shot discrimination of \( M \) channels \( \{\Lambda_{m,1}^{(M)}, \ldots, \Lambda_{m,M}^{(M)}\} \) defined by Eq. (S17). We can easily check \( N_{W_0} = 1, N_{W_1} = N_{V_1} = 2M, n_t = 4^M, \) and \( n_{2t}^{(2)} = 16^M \). This gives that the time complexities required for computing \( P^*, \overline{P}_1, \overline{P}_2, \) and \( P \) are, respectively, \( T(4MT), T(4M), T(16^M), \) and \( [1 + M(T - 1)]T(4^M) = O(TM)T(4^M) \). Note that, in this problem, since \( \Lambda_{m,1}^{(M)} \) of Fig. 1 is independent of \( t \), we can compute \( \overline{P}_1 \) (resp. \( \overline{P}_2 \)) by solving only one SDP problem of order \( n_1 \) [resp. \( n_{2}^{(2)} \)]. The time complexity required for computing \( P^* \) is \( O(1) \), in which we need to solve only one SDP problem of Eq. (S20), which can be solved analytically as described in Sec. III.
TABLE S1. Time complexity for computing the ultimate success probability and its proposed upper and lower bounds.

| Value | Time complexity |
|-------|-----------------|
| $P^*$ | $T(\prod_{t=1}^T N_{W_t} V_t)$ |
| $P_1$ | $\sum_{t=1}^T T(n_t)$ |
| $P_2$ (for even $T$) | $\sum_{t=1}^{T/2} T(n_t^{(2)})$ |
| $P$ | $T(n_1) + M \sum_{t=2}^T T(n_t)$ |

We then discuss the numerical experiment of Fig. 4, in which case $T = M$ holds. We can easily check $N_{W_t} = N_{V_t} = N_{W'_t} = 2$, and $n_1 = 8$. Thus, the time complexities required for computing $P^*$, $P_1$, $P_2$, and $P$ are, respectively, $T(4^M)$, $O(1)$, $O(1)$, and $[1 + M(M - 1)]T(4) = O(M^2)$. Note that we can compute each of $P_1$ and $P_2$ by solving at most three SDP problems of fixed orders. Note that we can compute $P_1$ by solving only three SDP problems of the fixed orders $n_1 = 8, n_2 = 16,$ and $n_M = 8$. The same argument holds for computing $P_2$.
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