Development of a robust Wi-Fi/4G-based ROS communication platform for an assembly and repair mobile robot with reliable behavior under unstable network or connection failure
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Abstract
This paper presents various perspectives on designing and implementing a communication platform for a teleoperated mobile robot. The deployment of a communication network for a mobile robot and the integration of robot components in the developed communication platform are discussed in this article. A Wi-Fi-based communication network has been established, and to secure remote control over long distances, Internet-based communication via the 4G protocol has been launched using a virtual private network setup. Since an unstable network can damage the robot or the surrounding environment, an algorithm has been developed to monitor the state of the network connection through different protocols. The developed algorithm is able to detect network failure independently of the wireless communication technology used and notify the system of any disruptive communication. The robot’s primary reactions to connection failure have been programmed to keep the robot under control until the communication with the control station is restored. Various experiments were carried out to validate the performance of the designed algorithm and statistical analysis was performed for each experiment. One of the main contributions of this study is the development of an algorithm for communication between the mobile robot and the control station based on both Wi-Fi and 4G, which is capable to keep the robot behavior safe and reliable in the presence of an unstable network or connection failure.
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1 Introduction

Removing humans from dangerous areas and using mobile robots to perform specific operations in hazardous zones has existed for decades. The mobile robots should be able to be controlled remotely by an operator to perform the required tasks [1–3]. The establishment of an effective communication system is indispensable for this purpose. Communication plays a crucial role in the performance of a robot. The processes of sending or receiving data by various components of the robot imply communication in robotics. It includes communication between the operator in the control station and the robot, between control devices and specific hardware of the robot, between different running nodes that are executed by the processor of robot, and so on [4, 5]. Different communication methods can be used by mobile robots, including wired and wireless communications. Although wired communications can provide higher communication quality, wired communications for a teleoperated mobile robot are not desired due to the various physical limitations caused by cables [6–8]. Generally, wireless communications, such as Bluetooth, Wi-Fi and cellular network technology are applied to mobile robots due to the valuable benefits they offer [6, 7, 9, 10]. Each communication method has unique advantages; however, the best communication method for each mobile robot is determined based on the application of the robot and its specific requirements. Radio waves are useful for long-distance communication but are not suitable if there are obstacles in the movement area of the mobile robot due to the possible obstruction of the waves [8, 11]. Wi-Fi technology is widely used as a communication method for mobile robots. However, Wi-Fi technology suffers from limited communication distance and the possibility...
of network failure [7, 12]. Internet-based technology substantially contributes to the establishment of communication systems for mobile robots. However, problems such as internet transmission delays or insecure bandwidth are inevitable in the development of internet-based communication systems for mobile robots [9, 13, 14].

Poor communication quality or loss of communication can lead to damage to the mobile robot or the operational area of the robot. Various studies have been performed to enhance the quality of wireless networks of tele-operated mobile robots by improving hardware configuration and software deployment [5–7, 13–15]. Nevertheless, the development of an algorithm to verify the connection status and notify the system of delayed or loss of communication, as well as the programming of actions to be taken by the mobile robot in the event of a connection disruption, has not been sufficiently studied. In addition, although different types of communication systems and methods have been studied for mobile robots, in most cases only one specific method was considered for this purpose.

This study focuses on creating a dual communication system for a teleoperated mobile robot described in Sect. 1.1. It is worth mentioning that the system studied in this research is not among the multimodality systems. Two types of communication methods, including Wi-Fi and 4G, have been established for the mobile robot in question to strengthen the possibility of establishment of communication considering the possible existence of electromagnetic interferences in the robot operating environment. The Internet-based communication method (4G) has been created due to the limited communication distance that can be covered by Wi-Fi communication. In addition, Internet-based communication enables the operator to control the robot remotely from anywhere else, for instance, if the knowledge and skills of a particular operator are required for performing a special task. Since the computing devices and other components of a mobile robot are able to operate without the control of the robot by the operator, therefore, an algorithm was developed for communication between the mobile robot and the control station to determine the actions that should be taken by robot and keep the robot’s behavior safe in case of an unstable network or lost connection. Although the developed communication platform can be applied to any mobile robot using different implementation mechanisms, the case study of this paper is LUT mobile assembly and repair robot, which conducts assembly and repair operations in hazardous areas.

### 1.1 Overview of LUT mobile assembly and repair robot

The research was conducted at Lappeenranta-Lahti University of Technology (LUT) as part of the Mobile Assembly and Repair Robot project. The main goal of this project was to develop a mobile robot that replaces humans in hazardous areas to perform assembly and repair operations. The robot can be controlled remotely by an operator, which allows operators to be kept at remote distances from hazardous areas. Toxicity, radiation, explosion, corrosion, high voltage, and excessive temperatures are a few samples of such hazards in human operating environments [16–18]. The developed robot is presented in Fig. 1. Meanwhile, the application of the robot will not be limited to repair and assembly in hazardous areas. The versatility and modularity of the concept allow it to be utilized in a wide range of industrial applications and other areas of human activity [16–18].

Robot operating system (ROS) was chosen as the main communication platform between most of the robot components and controllers. The chief robot control device is Advantech ARK-3440 A2, which is a fanless embedded computer [19]. This insensitivity of embedded computer to dust, cold and heat, contamination, shock and vibration, EMI, and other harmful factors, makes it a suitable option for machine automation. All the robot systems are under control via this embedded computer, which is in contact with the remote-control station. In this study, Linux Operating System (OS) Ubuntu 14.04 has been used, which is supported by the embedded computer mentioned above. The robot locomotion’s main components are four aluminum omnidirectional Mecanum wheels 254 mm. The wheels are powered by Maxon Motor motors and the controlling is performed by easy positioning system (EPOS) controllers. Mecanum wheels have the capability to move freely in closed environments with static and dynamic obstacles [20]. The front Omni-directional wheels of the studied robot are presented in Fig. 2.

A separate EPOS2 digital positioning controller controls each motor and eventually results in the independence of each wheel’s velocity and orientation. This feature enables the robot to move in various trajectories [21]. RS-232 cable connects the computer to the EPOS2 controllers, and epos_hardware of ROS package is used to control the motors. The robot has been equipped with two industrial robot arms Universal Robot 10 (UR10) installed in the
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**Fig. 1** The developed LUT mobile robot
robot chassis to perform tasks with high accuracy [22]. An operator controls each UR10 robot via a Geomagic Touch haptic joystick, enabling the operator to employ both robot arms simultaneously for assembly and repair tasks. Also, to facilitate the operator’s performance, Robotiq 3-Finger Adaptive Robot Grippers have been installed on both arms [23]. UR10 robotic arms, grippers, and haptic joysticks are presented in Fig. 3. Arms and grippers have been connected to the computer via Ethernet. Universal Robot and ROS Robotiq packages have been utilized for control purposes.

A set of four cameras have been installed on the robot to provide the operator with video feedback. Four SWIT S-4914 transmitter–receiver sets provide a wireless connection to transmit camera data. Two paired Marshall cameras have been located on the robot’s head. The operator can control the neck actuators via a joystick through ROS to drive the robot head in motion. Moreover, robot grippers have been equipped with two separate cameras to provide additional feedback. The robot has been equipped with two human-shaped surrounding ears attached to the head with voice command capability via ROS. The robot head is presented in Fig. 4.

2 Means and methods of communication

Robot operating system (ROS) has been utilized as a framework for developing the robot application of this study. The developed robot in this work combines various hardware pieces into a unified ROS network and utilizes existing control codes and drivers [24, 25]. For this project, ROS distribution Indigo Igloo package was used, as some beneficial control packages are available with this version. For the mobile robot under study, ROS-based computing is performed by the distributed system, including the robot-embedded Advantech computer and the computer-based control station. Two separate virtual machines have been used in the control station to control driver nodes from the operator side including Xbox 360 joystick for the locomotion system and Geomagic Touch for arms control. Robot embedded computer controls all driver nodes related to the robot hardware such as UR10 robotic arms, EPOS controllers, Robotiq grippers and more. The embedded computer of robot was selected as the master machine in this study. In this way, if the robot disconnects from the control station and new nodes have to be set up, they can register in the master machine.

2.1 Communication over Wi-Fi

A wireless medium is required for communication between the operator and mobile robot. For this purpose, Wi-Fi technology has been used for the communication system of the developed robot [26, 27]. The communication network with network switches for robot onboard devices and two Robustel R3000-Q4LB industrial cellular routers has been launched. Omnidirectional antennas have been externally mounted on both routers to extend the Wi-Fi signal range [28, 29]. The robot computer and the control station are the minimum devices that must be included in the teleoperated mobile robot network. For stable communication and management simplification, static IP addresses have been assigned to the other devices communicating directly
through the network. The computer network diagram of this study is presented in Fig. 5.

The communication network has been divided into two major subnetworks, which are 192.168.0.0 assigned for the control station and 192.168.2.0 assigned for the embedded computer of the robot and its onboard components. Both subnetworks are governed by Robustel routers. The router in the subnet 192.168.0.0 operates in Wi-Fi access point mode and allows the router in the subnet 192.168.2.0 to connect to the control station subnet over Wi-Fi [28]. The onboard robot router operates in a client mode and serves as a gateway from one network to another, as shown in Fig. 5. ICMP primary detection server determines whether the router remains online and connected securely to the access point [29]. Ethernet has been used to connect both computers to the routers. The control room virtual machine interfaces connected to the 192.168.0.0 subnet are configured as bridge networking [30]. In order for each network node to reach other nodes in a different subnet, permanent static routes were appended to each machine's routing table. This process is automated by dynamic host configuration protocol (DHCP) [28, 31].

2.2 Communication over Internet

Due to the limited communication distance of Wi-Fi, Internet-based communication was also established for the mobile robot under study. 4G cellular technology was selected for this purpose. The control station is also connected to the Internet. All nodes of the robot have been joined to the private network and a virtual private networking (VPN) has been organized for suitable communication via the Internet [32, 33]. The scheme of the virtual private network developed for the LUT mobile assembly and repair robot is presented in Fig. 6. It indicates the feasibility of ROS communication via the Internet between far nodes of the system. The robot and the operator have been connected to a dedicated VPN server. Creating another client of the virtual private network for the operator provides the option of controlling the robot by any remote operator.

3 Development of robot communication system

The operator, who controls the mobile teleoperated robot remotely, sends control data to the robot through a communication channel. Particular control devices such as pedals or joysticks or direct commands from the terminal create the control inputs. In the latter case, the controller input conversion into the data that the robot can interpret is bypassed. Basically, robot control is performed through ROS. Special ROS packages include nodes with driver code for the corresponding robot components. ROS topics are used to communicate between nodes [24]. For instance, ur_modern_driver package has been designed to control UR10 robotic arms. The connection to the right UR10 arm is established by running roslaunch command for this package inside the Ubuntu terminal and the arm is enabled to move. The driver node of the Geomagic Touch device sends the positional data to a particular topic, that the arm node listens to. Control systems for different components of the robot were developed and integrated into a united ROS-based communication system. Some challenges were raised during the
accomplishment of this task. Since the work was performed across several computers asynchronously, integration of those systems created conflicts when they were transferred to the robot computer and the control station. The conflicts were resolved, and proper communication was established between different components of the system. Also, conflicts between control systems adapted from ROS-ready packages were resolved. For example, simultaneous use of two UR10 arms and two Geomagic Touch controllers is not supported by the ROS package. New packages were created to activate both arms at the same time, and communication problems that occurred between them were solved. Another example is the conflict made by joysticks, which control both wheels and the neck. Joysticks for both the wheels and the neck were powered by \textit{joy_node}, topic /joy package, thus creating a naming conflict. This problem was resolved by changing one of the nodes and one of the topics.

3.1 Robot control and communication system under unstable connection

Communication failure between the robot and the operator can result in unintended consequences, like damage to the robot or harm to the surrounding environment [34, 35]. Therefore, it is crucial that the robot be able to recognize connection failure and be programmed beforehand for essential reactions to such events [36, 37]. Network failure can be identified using different approaches [36, 38, 39]. Continuous monitoring of connection status is an effective solution. The initial method of checking the connection state is to monitor signal strength. Because Wi-Fi communication was initially implemented in this study, Wi-Fi signal strength of $-70$ dBm was monitored for reliable data delivery. However, this method is only applicable to a particular wireless communication technology. Hence, implementation of that was refused. Instead, a general method independent of wireless communication technology used was investigated. An effective monitoring software tool monitors different open system interconnection (OSI) layers through which communication is conveyed [40, 41]. Protocols of the transport layer, UDP, and TCP are utilized by ROS for transmitting messages [24]. One solution for evaluating a TCP connection is to track the number of retransmitted segments and compare the number of segments sent. Monitoring of statistics given by netstat on Linux systems can be performed by continuously running it. The robot reacts to the loss or weakening of the connection by receiving a message about that event from the control system. The message is passed via a topic, which notifies other ROS nodes. A code for analyzing the connection state was developed during the study. The analysis is carried out based on the data generated by \textit{rosping}, which is a modified ROS package, and values of ping delay. Depending on the various levels of delay or complete connection loss, notifying messages are created. In contrast with the connection loss that was easy to obtain, various experiments were conducted to achieve different levels of delay. The \textit{rosping} package node constantly pings certain IP address sent to it as a parameter and publishes delay data into /ping/delay topic and the alerting node subscribes to it. In case that node fails to reach the destination interface, it publishes a value of “$-1$” into the /ping/delay topic. Also, the alerting node advertises its own topic – communication state. The target is to notify other
nodes about the connection status by transmitting integer values, which determines the connection status, from the alerting node. If a value “−1” is received from the /ping/delay topic by the alerting node, it republishes the value “−1” into the communication_state topic in order to notify other nodes to react to it. If the alerting node receives a value other than “−1”, it publishes a value “0” into the communication_state topic to notify other nodes that the connection is restored. The proposed algorithm has the ability to inform the system about various connection quality levels. To fulfill this purpose, values for three levels of ping have been set by the algorithm. The working concept is that the last few values of the delay received from the /ping/delay topic are compared to the set values, and in case of compliance with the defined criteria, it publishes the corresponding integer value into the communication_state topic. The alerting node also publishes messages into the /rosout topic—system-wide ROS logging tool, in addition to publishing into the communication_state topic [24]. The alerting node tracks the current state of the connection level with the help of several Boolean variables to prevent identical messages from being published [28]. The simplified block diagram of the developed algorithm is shown in Fig. 7.

The diagram has no end block because this code runs continuously while the robot is working. rosping nodes and alerting nodes run on the robot computer as well as in the operator control station. Other nodes analyze the data published by alerting node for appropriate response and action, such as stopping the robot wheels. In case of a connection failure, wheels can cause a crash since their control system has been programmed in such a way that they continue spinning with a defined velocity, and the operator is unable to control the robot. To avoid this problem, if the driver node of the wheels receives a value “−1”, it must subscribe to the communication_state topic and set the velocity of each wheel to zero. For other driver nodes, similar actions were implemented; for instance, in case of a connection failure, the control system of the UR10 robotic arms commands the arms to return to the initial position. A separate alerting node runs in the operator control station to warn the operator about the connection failure and triggers an alarm to alert the operator.

3.2 Statistical analysis of delay

To be able to evaluate the connection status more effectively and possibly even predict it for a short time, statistical analysis of delay experiments was performed. The analyzed sample was delay values that have occurred over the last 5 min. The sample contains three hundred values after the initial 5 min because the target interface is pinged every second. Mathematical expectation, variance, and frequency histogram were analyzed. The analysis of expectation and delay variance was performed in the first step. Since the sample of delay values is constantly changing, expectation and variance can be calculated at each step, and the dynamic of their change can be analyzed [28]. The expectation is presented as an unbiased sample estimate of expectation, or sample mean, denoted as $\overline{X}$ due to the random values of the sample. The expectation of delay is calculated by Eq. (1) [42]:

$$E[X] = \overline{X} = \frac{1}{n} \sum_{i=1}^{n} x_i,$$

where $X$ is the random variable, $n$ is the size of the sample and $x_i$ is the value of the random variable $X$. A value called unbiased sample variance $S^2$ is employed to estimate the variance of sample values $x_1,...,x_n$ of a random variable $X$ (Eq. 2). This value is analyzed at each step [42]:

$$S^2 = \frac{1}{n-1} \left[ \sum_{i=1}^{n} x_i^2 - \frac{(\sum_{i=1}^{n} x_i)^2}{n} \right] = \frac{\sum_{i=1}^{n} (x_i - \overline{X})^2}{n}.$$  

Several experiments were conducted to evaluate the performance of the developed algorithm. The experiments were performed in an area of 40 $m^2$ and a height of 2.8 m with concrete walls and metal doors without glass coverage. Statistical analysis was performed for each experiment. The initial idea of the code was to recognize a connection failure and generate messages notifying about several levels of delay and complete loss of connection. The robot was tested both in stationary and motion modes. The experiment of complete loss of connection was simply performed by
switching off the robot onboard router. The algorithm succeeded in recognizing the connection loss and creating the correct notification message. In addition, as programmed by the algorithm, the robot was kept in frozen mode by immediately stopping the wheels and arms of the robot.

Unlike the connection loss experiment that was simple to achieve, several methods were examined to weaken the connection, including placing the robot router behind a concrete wall or covering it with lead ware, detaching the router antenna or using a kind of jammer device. However, all attempts to create a connection with high latency by imitating consistently high ping were not succeeded. During all the experiments, the ping showed very low values meaning good connection with very moderate sporadic individual increases, which could not qualify as a persistently high delay. Eventually, the connection weakening experiment was performed by connecting the laptop to the network and gradually increasing the distance from the test environment. Although it was not possible to achieve persistently high ping during the experiments, the developed algorithm successfully identified the weak connection and notified the system about the level of delay.

The value of delay, expectation, variance, and frequency histogram were analyzed for each experiment. The waiting time to respond was set to one second, and the sample was planned to reset whenever a destination interface was inaccessible. Samples of expectation and variance during such an experiment are presented in Figs. 8 and 9. As shown by these diagrams, when there is no ping or the value cannot be calculated, the results are skewed to $-100$. It can strongly be concluded that both expectation and variance rise significantly before the connection failure. Variance remarkably follows this fact, in the sense that when the response delay exceeds the waiting time and ping increases gradually, the variance reacts too sharply. The experiments revealed that whenever the response does not receive during the waiting time, it does not necessarily mean that the connection is completely lost, although it means a weakening of the connection status. Only a few subsequent drops in responses occurred, leading to unjustified reset of the sample. As a result, it was decided that if the destination interface could not be reached, the sample would not be reset immediately, and a special counter would be utilized instead. Each time that the response is not received, the counter is incremented, and resets if the delay is normalized. If the counter reaches a certain value, set to 30, the sample is reset. Similar to previous tests, experiments demonstrate an increase in expectation and variance before the connection failure. Also, the results show that these values remain high after the first drop, which can be described by occasional too high delay values. These periods are related to the times when the connection becomes unstable. Indeed, the most significant data corresponded to the period before the first connection failure, which declares the transition from a steady state with confident reception to a disconnection state. Figures 10, 11, and 12 demonstrate the output of various experiments before the first connection failure. Graphs display values of delay, expectation, variance, and variance trend before the first connection failure based on data of experiment no. 1.
expectation, and variance at the edge of a steady state just before the transition to an unstable connection state.

Another statistical entity studied was the frequency histogram. Initially, the detection of minimum and maximum values in the sample at each stage during the experiments dynamically determines the histogram range. This domain was then divided into intervals according to an adjustable variable that represents the range of such intervals. Afterwards, a special cycle defined in the program checks each value of the sample and increments an element of the array corresponding to the interval of value. However, analysis of the histogram is overcomplicated since the range of the histogram changes each time a new minimum or maximum delay value emerges, which may generate different values for new intervals of the same number. Therefore, a fixed histogram consisting of fifty intervals of twenty milliseconds was considered. The dynamic of histogram change can be represented as a sequence of histograms in a three-dimensional space due to instant updating, as illustrated in Fig. 13.

In Fig. 13, the height of the histogram columns correlates to the amount of sample delay values at a given time associated with the relevant intervals. From the figure, it can be concluded that by increasing the distance to the target interface and decreasing the connection stability, the histogram dome moves slightly to the right. However, no specific information is provided by this observation that can be utilized to predict connection status; hence, the frequency histogram analysis was excluded from the software developed to analyze the connection status. Therefore, expectation and variance are the basis of statistical analysis software output. Before connection drops, a significant increment is presented by the variance graphs. During the experiments, it was noticed that variance rises at a much-accelerated rate than expected in the case of an unstable connection. Due to the fact that variance provides an absolute estimate of the deviation measurement, a relative indicator called the coefficient of variation $c_v$ is employed according to Eq. (3).

$$c_v = \frac{S}{\bar{X}}$$

(3)

$S$ is equal to the square root of the unbiased sample variance $S^2$ and is the standard deviation. Using this indicator makes it possible to compare the homogeneity of the phenomena regardless of the scale and units of measurement. During the conducted experiments, it was also concluded that the mentioned indicator could be engaged as a sign of connection status. The coefficient of variance $c_v$ was fluctuating between values 0.5–0.8 when the system was in the stationary state, while it was significantly increasing to values 2–3 each time the system was entering an unstable connection. An increase in the value of the mentioned indicator can be utilized as a signal for the system when approaching a nonstationary mode and an unstable connection.
4 Conclusion

The main aim of this research was to design and implement a communication system for a teleoperated mobile robot. The robot under study is a versatile robot that can perform assembly and repair operations in hazardous areas. During the study, diverse aspects communication system design for a mobile robot were investigated. The research work includes the establishment of a mobile robot communication network and the development of an algorithm to monitor the connection status and determine the appropriate response of the robot to connection failure. As ROS was chosen as the main communication platform, ROS requirements were considered for a distributed computing and networking system. A wireless network based on Wi-Fi was modeled to join robot hardware and controlling devices to unified ROS-based communication infrastructure. Wireless communication based on the Internet 4G was also investigated due to the limited distance range of a Wi-Fi network. Various methods were studied to monitor the connection status for different protocols used by ROS. A program was developed to notify the system about the connection status, and in case of complete communication loss between the robot and control station, it keeps the robot in a frozen mode until the communication with the control station is restored. Several experiments were conducted to evaluate the performance of the developed algorithm and statistical analysis was performed for each experiment. Statistical analysis of delays provided a tool to evaluate the state of connection more effectively and possibly even anticipate it for a short time.

The future research direction will be developing an autonomous navigation system to return the robot to the base in case of network failure instead of freezing the robot movement.
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