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Abstract—The need for resiliency of electricity supply is increasing due to increasing frequency of natural disasters—such as hurricanes—that disrupt supply from the power grid. Rooftop solar photovoltaic (PV) panels together with batteries can provide resiliency in many scenarios. Without intelligent and automated decision making that can trade off conflicting requirements, a large PV system and a large battery is needed to provide meaningful resiliency. By using forecast of solar generation and household demand, an intelligent decision maker can operate the equipment (battery and critical loads) to ensure that the critical loads are serviced to the maximum duration possible. With the aid of such an intelligent control system, a smaller (and thus lower cost) system can service the primary loads for the same duration that a much larger system will be needed to service otherwise.

In this paper we propose such an intelligent control system. A model predictive control (MPC) architecture is used that uses available measurements and forecasts to make optimal decisions for batteries and critical loads in real time. The optimization problem is formulated as a MILP (mixed integer linear program) due to the on/off decisions for the loads. Performance is compared with a non-intelligent baseline controller, for a PV-battery system chosen carefully for a single family house in Florida. Simulations are conducted for a one week period during hurricane Irma in 2017. Simulations show that the cost of the PV-battery system to provide a certain resiliency performance, duration the primary load can be serviced successfully, can be halved by the proposed control system.

I. INTRODUCTION

Extreme climate events are becoming more common the world over. In the United States, hurricanes, heat waves and forest fires are occurring with increasing frequency [1]. Among the many consequences of these natural disasters, one is the loss of electricity supply for long periods. A few recent examples include 4.8 millions of utility customers losing electricity in Florida after hurricane Irma, with 1.5 million remaining without electricity for five days or more [2], and the months-long blackout in Puerto Rico after hurricane Maria [3], leading to an estimated death toll in the thousands [4].

Distributed solar generation can provide a resilient energy supply since the sky is often clear immediately after the hurricane. However, as the average household load in the U.S. is quite high 30.5 kWh/day [5], serving the entire household load from an on-site PV+battery system will require a large system, driving up cost substantially.

We argue that the size—and thus, cost—of the PV+storage system to provide resiliency can be reduced with the help of an intelligent control system. The key is to exploit flexibility in the demand as well as in the supply in conjunction with forecasts. Flexibility in demand comes from the fact that, after a disaster not all households loads need to be served. Among the critical loads that are needed to be served, refrigeration for food and medicine is the most important [6]. Next comes lights, and then fans. Fans can serve as temporary replacements for air conditioners to provide thermal comfort, and are much less energy intensive than air conditioners. An intelligent controller can prioritize the refrigerator demand over light and fan demand, and turn off all other loads. Flexibility in supply comes from the fact that the charging rate of batteries is variable; a battery can be fast charged to prepare for a forecasted low solar irradiance event, though at some cost to the battery’s health.

Thus, by using forecast of solar generation and household demand, an intelligent decision maker can operate the equipment (battery, primary loads and secondary loads) to ensure that the critical loads are serviced to the maximum duration possible. With the aid of such an intelligent control system, a smaller (and thus lower cost) system can service the critical loads for the same duration that a much larger system will be needed to service otherwise.

In this paper we propose such an intelligent control system, for a home with three critical loads (a refrigerator, a few lights and fans) and a small PV+battery system. Among the three critical loads that need to be served with on-site energy after an outage, it is more important to serve the refrigerator than the lights and fans. We call the refrigerator the primary load and the aggregate of the lights and fans the secondary load. Although there are many more electrical loads in a typical household, others are not critical for health and well being after a disaster. For instance, though many homes use electric cook-tops for cooking in Florida, people often use outdoor gas grills to cook food after hurricanes [7], [8]. The goal of the control system is to keep the refrigerator temperature within a band while serving the secondary demand as much as possible.

A model predictive control (MPC) architecture is used that uses available measurements and forecasts to make optimal decisions in real time. The optimization problem is formulated as a MILP (mixed integer linear program); the integer valued variables are for the on/off status of the two loads, the primary load (refrigerator) and the aggregate demand of lights and fans. A dynamic model of the refrigerator is used to decide its compressor on/off status so that its temperature stays within an allowable band. Since fast
charging of the battery degrades life, the controller tries to use normal charging as much as possible, using fast charging only when absolutely necessary.

In this preliminary work we only focus on the control algorithm for post-disaster scenario in which grid supply has been lost. It is assumed that when grid supply is restored, the software will switch to a “normal operating” mode. The normal operating mode may also be a sophisticated controller that seeks to, for instance, minimize the utility bill of the consumer by controlling the PV+battery system. There is a plethora of work in that direction; see [9], [10], [11], [12] and [13]. Therefore we do not consider that problem here. Works on controlling the PV+battery system to maximize resiliency performance in a post-disaster scenario, the focus of this paper, is extremely limited. To the best of our knowledge, only [14] considers the problem of operation for resiliency. However, [14] ignores the mixed-integer nature of the optimization problem, and ignores the capability of a battery to vary charging rate which can be exploited during contingency situations like power outage.

Performance of the proposed control system is evaluated through simulations. The PV-battery system parameters are chosen according to existing design guidelines for standalone PV+battery systems as given in [15]. The primary and secondary loads are chosen to be representative of what one might encounter in a typical home in Florida. For comparison, we also simulate a baseline controller that is representative of the existing commercial systems one can install today. It energizes both the primary and secondary loads’ circuits if it estimates that there is enough energy available from the PV+battery system to service the combined demand.

Simulations show that the proposed controller is able to service the primary load (refrigerator) throughout the simulation period (7 days after hurricane Irma in 2017) while the baseline controller is unable to do so for several hours each day. In addition, it is able to service the secondary load a little more than the baseline. We measure primary resiliency performance of a control system as the average daily duration that the system is able to meet demand from the primary load. A simulation based study indicates that to meet a specific primary resiliency performance, the cost of the PV+battery system needed by the baseline controller is twice that of that needed by the proposed controller. The cost of energy resiliency can therefore be halved by the proposed control system.

The rest of the paper is organized as follows: the system description and mathematical models of the system components are described in Section II. The formulation of proposed controller, and of a baseline controller, are provided in Section III. The simulation setup, computation and simulation parameters discussed in Section IV. The results of the simulation study are presented and discussed in Section V. Finally, the main conclusions are provided in Section VI.

II. SYSTEM DESCRIPTION AND MODELS

Figure 1 shows the schematic of a house with solar PV panels, a battery energy storage system, a primary electric load (refrigerator), and secondary electric loads: lights and fans. The role of the proposed control system during a power outage is to control the following: (i) on/off state of the refrigerator, (ii) on/off state of the secondary load (aggregate of lights and fans), (iii) charging/discharging state of the battery, and (iv) when charging the battery, the charging mode of the battery. The battery has two charging modes: normal and fast. Fast is undesirable since it degrades battery life. The primary goal is to maintain the refrigerator temperature within the prescribed limits. A secondary goal is to service the secondary load during times that are pre-decided by the occupants. These goals are achieved by the controller using: (i) forecasted irradiance, (ii) estimated future house temperature, (iii) measured internal refrigerator temperature, and (iv) measured battery state of charge.

Mathematical models of each of these components are described in the subsections below. Time is discrete, with $k = 0, 1, 2, \ldots$ denoting the time index and $\Delta T_s$ denoting the interval (hours or minutes) between $k$ and $k+1$. In the sequel, $E(k)$ (Wh) will denote the energy consumed/generated during the time interval between time indices $k$ and $k + 1$, with the subscript specifying the source or consumer of the energy. The dependence on $k$ will be often omitted, e.g., we will say $x$ instead of $x(k)$.

A. Solar Photovoltaic Generation Model

The PV output energy potential (this is the maximum energy the PV panels can produce at the current module temperature and available solar irradiance) is given by:

$$E_{pv}(k) = N_{pv} \frac{P_{rated}}{P_{pv}} \left( \frac{G(k)}{G_{std}} \right) \times \left( 1 + \frac{\gamma}{100} (T_m(k) - T_{std}) \right) \Delta T_s,$$

(1)

where $E_{pv}$ (Wh) is the energy output possible from the PV panels, $N_{pv}$ is the number of PV panels, $P_{rated}$ (W) is the rated power output of PV module, $\gamma$ (%/°C) is the temperature coefficient of power of the PV module, $T_m$ and $T_{std}$ are the current module temperature and standard temperature respectively.
where $U$ is the voltage. The battery energy level, $E_{bat}(k+1)$, is the battery energy level at step $k+1$. In the context of battery storage systems, $U_0$ and $U_1$ are constants related to the heat transfer components of the system.

**Battery Energy Storage System Model**

The battery storage system is modeled as a bucket of energy and its dynamics are given as:

$$ E_{bat}(k+1) = E_{bat}(k) + \eta_{bat} E_{bat}^C(k) - \frac{E_{bat}^{dc}(k)}{\eta_{bat}}, $$

where $E_{bat}(Wh)$ is the battery energy level, $E_{bat}^C(Wh)$ is the energy absorbed (charging energy) by the battery to charge, and $E_{bat}^{dc}(Wh)$ is the energy supplied (discharging energy) by the battery. Also, $\eta_{bat}$ and $\eta_{bat}^{dc}$ are the battery charging efficiency and the battery discharging efficiency, respectively. The battery energy level is bounded within the minimum ($E_{bat}$) and maximum ($E_{bat}$) battery energy limits, i.e., $E_{bat} \in [E_{bat}, E_{bat}]$.

The charging and discharging energies for the battery are constrained by the maximum charging and discharging energies as $E_{bat}^{C} \in [0, E_{bat}]$ and $E_{bat}^{dc} \in [0, E_{bat}]$, where $E_{bat}^{C}(Wh)$ and $E_{bat}^{dc}(Wh)$ are the maximum charges that the battery can absorb and supply within $\Delta T_s$, respectively.

**Refrigerator Thermal Dynamic Model**

We use the following discretized form of the continuous time refrigerator thermal dynamic model presented in [18],

$$ T_{fr}(k+1) = A T_{fr}(k) + B u_{fr}(k) Q_{fr} + D T_{house}(k), $$

where $T_{fr}$ is the internal refrigerator temperature, $u_{fr}$ is the refrigerator on-off control command, $Q_{fr}$ is the thermal power rejected by the refrigerator to the ambient when the compressor is on, and $T_{house}$ is the average internal house temperature. In addition, $Q_{fr} = \text{COP} \cdot P_{rated}$, where \text{COP} is the coefficient of performance, and $P_{rated}$ is the rated power consumption of the refrigerator. $A$, $B$, and $D$ are the discrete time equivalents of the continuous time model given in [18] and they are given by:

$$ A = e^{A_c \Delta T_s}, \quad B = \frac{1}{A_c} (e^{A_c \Delta T_s} - 1) B_c, \quad D = \frac{1}{A_c} (e^{A_c \Delta T_s} - 1) D_c, $$

where $A_c$, $B_c$, and $D_c$ are the continuous time constants of the model given as follows:

$$ A_c = \frac{-1}{C_{fr} R_{fr}}, \quad B_c = \frac{-1}{C_{fr}}, \quad D_c = \frac{1}{C_{fr} R_{fr}}, $$

where $R_{fr}$ ($°C/W$) and $C_{fr}$ ($J/°C$) are the thermal resistance and thermal capacitance of the refrigerator respectively.

**D. Energy Consumption Models**

The electrical energy consumed by the primary (refrigerator) and secondary (lights and fans) loads is simply the integral of their rated powers times the number of individual load units given as:

$$ E_{fr}(k) = \left( P_{fr}^{rated} \right) \Delta T_s, \quad E_{l}(k) = \left( N_l P_{l}^{rated} \right) \Delta T_s, \quad E_{f}(k) = \left( N_f P_{f}^{rated} \right) \Delta T_s. $$

Where $E_{fr}$ (Wh), $E_{l}$ (Wh) and $E_{f}$ (Wh) are the electrical energies consumed by the refrigerator, lights and fans, respectively; $N_l$ and $N_f$ are the number of lights and fans respectively; $P_{fr}^{rated}$ ($W$), $P_{l}^{rated}$ ($W$) and $P_{f}^{rated}$ ($W$) are the rated powers of the refrigerator, light and fan respectively. The energy consumed by the secondary loads, $E_s(Wh)$ is given as:

$$ E_s(k) = E_l(k) + E_f(k). $$

**III. CONTROL ALGORITHMS AND PLANT**

**A. Model Predictive Control (MPC)**

The control decisions are computed at discrete time steps $k = 1, 2, \ldots , N$ with $\Delta T_s$ as the sampling period, and $N$ is the total number of time steps in the planning/prediction horizon. The decision variables for the optimization problem elemental to the MPC controller are as follows: the states of the process $x(k) = [E_{bat}(k), T_{fr}(k)]^T$; the control commands $u(k) = [\Gamma(k), u_{fr}(k), u_{s}(k)]^T$, where $\Gamma(k)$ and $u_{s}(k)$ are the fraction of the normal battery charging energy and the secondary load on-off control command respectively; the internal variables $v(k) = [g(k), \zeta^{fr}(k)]^T$, where $g(k)$ is the energy produced by the PV panels between $k$ and $k+1$ time steps, and $\zeta^{fr}(k)$ is a slack variable for refrigerator temperature to ensure feasibility. The exogenous inputs whose predictions are assumed to be known for the $N$ time steps $w(k) = [G(k), T_{house}(k), E_s(k)]^T$, where $G(k)$ and $E_s(k)$ are the available energy from the PV panels computed using (1) and the total secondary load computed from (5) respectively, and $T_{house}(k)$ is the internal house temperature. Hence, the complete decision vector for the optimization problem is given as $[X, U, V]^T$, where $X := [x(k+1), \ldots , x(k+N)]^T$, $U := [u(k), \ldots , u(k+N-1)]^T$ and $V := [v(k), \ldots , v(k+N-1)]^T$. A constrained optimization problem is solved, to generate control commands for $N$ time steps, which tries to keep the refrigerator temperature in the prescribed temperature range, maximize the battery state of charge, minimize the health degradation of the battery, and maximize the operation of the secondary loads. This objective is achieved subject to constraints on the refrigerator and battery model dynamics, energy balance equation, battery state of charge constraints, and the constraints on charging and discharging rate of the
The optimization problem at any time index $j$ is given mathematically as follows:

$$
\min_{X, U, V} \sum_{k=j}^{j+N-1} \left[ \lambda_1(N-k)\zeta_{fr}(k) - \lambda_2 E_{bat}(k) + \lambda_3 \Gamma(k) - \lambda_4(N-k) u_s(k) \right],
$$

subject to the following constraints:

$$
\begin{align*}
T_{fr}(k+1) &= AT_{fr}(k) + Bu_{fr}(k)Q_{fr} + D T_{house}(k), \\
E_{bat}(k+1) &= E_{bat}(k) + \Gamma(k) \eta_{bat}^{c,con} E_{bat}^c, \\
u_{fr}(k)E_{fr} + \Gamma(k) E_{bat}^c + u_s(k)E_s(k) = g(k), \\
T_{fr} \leq T_{fr}(k) \leq \bar{T}_{fr} + \zeta_{fr}(k), \\
\zeta_{fr}(k) \geq 0, \\
E_{bat} \leq E_{bat}(k) \leq \bar{E}_{bat}, \\
u_s \leq u_s(k) \leq \bar{u}_s(k), \\
\Gamma \leq \Gamma(k) \leq \bar{\Gamma}, \\
0 \leq g(k) \leq G(k).
\end{align*}
$$

The cost function in (6) consists of four terms which helps in achieving the objectives of the optimization problem. The first term, $\lambda_1(N-k)\zeta_{fr}(k)$, penalizes the refrigerator temperature slack variable which in turn tries to keep the refrigerator internal temperature within prescribed bounds. The time varying weighing factor $N-k$ puts a higher penalty on the slack at earlier time and less weight on later times, which in turn translates to having a smaller slack during the initial time steps of the planning horizon. The second term, $-\lambda_2 E_{bat}(k)$, penalizes a low state of charge which helps in extending the life-time of the system. The third term, $\lambda_3 \Gamma(k)$, puts a higher penalty on larger battery charging rate. $\Gamma$ models the fraction of the charging/discharging energy of the battery which are continuous and variable; moreover, it depends on the amount of energy available from the PV panels during charging, and the amount of the load demand to be supplied during discharging. This penalty is added to encourage normal charging instead of faster charging, since faster charging reduces battery health. The fourth term, $-\lambda_4(N-k) u_s(k)$, along with the inequality constraint (13) maximizes the operation of the secondary loads when desired. The reason for the time varying weight in this term is similar to that in the first term. The parameters $\lambda_1$, $\lambda_2$, $\lambda_3$, and $\lambda_4$ are designer specified weights and have to be selected carefully to derive the desired response from the optimizer.

The equality constraint (7) is due to the thermal dynamics of the refrigerator. The equality constraint (8) is due to the battery energy dynamics, where $\bar{E}_{bat}$ is the maximum battery charging and discharging energy (which are assumed to be equal for modeling simplicity) in the normal mode, and $\eta_{bat}^{c,con}$ is the charging-discharging efficiency of battery used in the controller. This battery dynamics differ from plant battery dynamics given in eq. (3) as it models the battery charging and discharging energies with a single continuous variable ($\Gamma$). The equality constraint (9) is the energy balance equation, where $E_{fr}$ is the energy consumed by the refrigerator between $k$ and $k+1$ time steps.

The inequality constraint (10) is to maintain the refrigerator temperature within the lower ($T_{fr}$) and upper ($\bar{T}_{fr}$) temperature limits. The inequality constraint (11) is present to not allow the refrigerator temperature slack to become negative. The inequality constraint (12) bounds the battery energy between the minimum ($E_{bat}$) and maximum ($\bar{E}_{bat}$) battery energy limits. The inequality constraint (13) is present to force the secondary load control command to be zero when secondary loads are not desired to be turned on by the occupants, where $u_s$ and $\bar{u}_s$ are the lower and upper bound on $u_s$ respectively, and are defined as follows:

$$
\bar{u}_s(k) = \begin{cases} 
1, & \text{if } E_s(k) > 0 \\
0, & \text{if } E_s(k) = 0 
\end{cases}
$$

$$
u_s(k) = 0, \forall \ k = 1, 2, \ldots, N.
$$

The inequality constraint (14) bounds the fraction of battery charging/discharging energy ($\Gamma$) between a minimum ($\Gamma = -1$) and maximum ($\bar{\Gamma} = 2$) value. For negative values the battery discharges; whereas for positive values till 1 it charges in normal mode with a battery charging energy
of \( E_{bat}^c \) as the maximum, for values above 1 it charges in fast mode with twice the normal battery charging energy of \( 2 \times E_{bat}^c \) as the maximum. The inequality constraint (15) bounds the energy produced by the PV panels such that it cannot be negative and is always less than or equal to the available PV energy \((G)\).

The control variables \( u_f \) and \( u_s \) are modeled as binary integer variables, taking values in \( \{1, 0\} \) to turn the loads on and off respectively. This binary nature of the control commands makes this problem a Mixed Integer Linear Program (MILP).

**B. Overall Plant Model**

The plant used for closed loop simulations consists of the dynamic models presented in Section II, and the interactions between the PV panels, the battery, and the loads (both primary and secondary). These interactions are represented mathematically using the following equations:

\[
E_{pv}(k) = E_{pv}^c(k) + E_{pv}^w(k),
\]

\[
E_{bat}(k) = u_f(k)E_{fr}(k) + u_s(k)E_s(k).
\]

\[
E_{bat}^u(k) = E_{bat}(k) + E_{bat}^c(k),
\]

\[
E_{bat}^c(k) = c(k)\min\{E_{pv}(k) - E_{hl}(k), E_{bat}^c(k) - E_{bat}(k), E_{bat}^c(k) - x_{bat}(k)\},
\]

\[
E_{bat}^{dc}(k) = d(k)\min\{E_{hl}(k) - E_{pv}(k), E_{bat}(k) - E_{bat}^{dc}(k)\}.
\]

Eq. (18) shows that the maximum available energy that can be produced by the PV panels \((E_{pv})\) is equal to the PV energy used \((E_{pv}^c)\) and PV energy unused \((E_{pv}^w)\) between the time steps \(k\) and \(k+1\). Eq. (19) shows that the total house load \((E_{hl})\) is composed of the energy used by the refrigerator \((E_{fr})\) and the secondary loads \((E_s)\) between the time steps \(k\) and \(k+1\), where \(\eta_{inv}\) is the inverter efficiency. Eq. (20) shows that the PV energy used supplies the total house load and battery charging energy \((E_{bat}^u)\) between the time steps \(k\) and \(k+1\). Eq. (21) gives the battery charging energy such that it never charges beyond the maximum battery energy limit \((E_{bat})\), where \(x_{bat}\) is either 1 or 2 (1 - normal charging and 2 - fast charging). \(E_{bat}^c\) is the maximum battery charging energy and \(c\) is the battery charging control command \((c = 1\) for charging, \(c = 0\) for not charging). Eq. (22) gives the battery discharging energy such that it never discharges below the minimum battery energy limit \((E_{bat})\), where \(E_{bat}^{dc}\) is the maximum battery discharging energy, and \(d\) is the battery discharging control command \((d = 1\) for discharging, \(d = 0\) for not discharging).

1) Implementation of the Control Commands Computed by the MPC Controller in the Plant: Figure 2 shows the control architecture for the proposed MPC controller. The control commands \(u_f\) and \(u_s\) are directly applied to the plant, turning the refrigerator and the secondary loads on and off depending on whether \(u_f\) and \(u_s\) are 1 and 0 respectively. However, \(\Gamma\) is converted into appropriate discrete decisions, \(c\), \(d\) and \(x_{bat}\), which are then applied to the charge controller in the following manner:

\[
c(k) = \begin{cases} 1, & \text{if } \Gamma(k) > 0 \\ 0, & \text{if } \Gamma(k) \leq 0 \end{cases}
\]

\[
d(k) = \begin{cases} 1, & \text{if } \Gamma(k) < 0 \\ 0, & \text{if } \Gamma(k) \geq 0 \end{cases}
\]

\[
x_{bat}(k) = \begin{cases} 1, & \text{if } 0 < \Gamma(k) \leq 1 \\ 2, & \text{if } 1 < \Gamma(k) \leq 2 \\ 0, & \text{otherwise} \end{cases}
\]

**C. Baseline Controller**

The baseline controller consists of two independent controllers: refrigerator dead-band controller and the charge controller. The naive dead-band controller controls the on-off \((u_f)\) of the refrigerator as follows:

\[
u_f(k + 1) = \begin{cases} 1, & \text{if } T_{fr}(k + 1) \geq T_{fr}^{\text{max}} \\ 0, & \text{if } T_{fr}(k + 1) \leq T_{fr}^{\text{min}} \end{cases}
\]

\[
u_f(k), \text{ otherwise},
\]

where \(T_{fr}^{\text{max}}\) and \(T_{fr}^{\text{min}}\) are the maximum and minimum refrigerator temperature limits respectively. The charging \((c)\) and discharging \((d)\) of the battery is controlled by the charge controller as:

\[
c(k) = \begin{cases} 1, & \text{if } E_{pv}(k) > E_{hl}(k) \\ 0, & \text{otherwise} \end{cases}
\]

\[
d(k) = \begin{cases} 1, & \text{if } E_{pv}(k) < E_{hl}(k) \\ 0, & \text{otherwise} \end{cases}
\]

However, the amount of charging energy depends on the surplus energy production from the PV panels after the house loads have been serviced and the battery energy level as given in (21); and the amount of discharge energy depends on the house load energy not served by the PV panels and the battery energy level as given in (22). The baseline controller services load demand till the system has adequate energy. It has only the normal charging mode.

**IV. SIMULATION STUDY SETUP**

The period selected for simulation is the time hurricane Irma passed over Gainesville, FL, USA, starting from its landfall on Sept. 11, 2017, to Sept. 17, 2017. Weather data is obtained from National Solar Radiation Database (nrel.gov). The simulations are run for 7 days starting at 00:00 hours (midnight) at day 1 (September 11, 2017) with a planning horizon of 24 hours and a time step of 10 minutes \((\Delta T_s = 10 \text{ mins, } N = 144)\) with battery initial state at \(E_{bat}(0) = E_{bat}(0)\) and the refrigerator initial temperature at 2°C \((T_{fr}(0) = 2^\circ C)\). The internal house temperature, \(T_{house}(k)\), for the planning horizon is computed using the linear model given by [19], which models a typical, detached, two-story house in the USA.
A. PV Battery System Sizing

The PV battery system sizing is done using the method given in [15]. This method requires specification of PV panel type and battery type, inverter efficiency, average daily energy demand, average daily solar insolation, and the desired number of days of energy storage. The method then computes the number of PV panels required, number of battery units required, and their respective configuration (number of PV panels/battery units in series and parallel), and the system DC voltage required to supply the load for the selected number of storage days in presence of the given average daily solar insolation. We selected the Canadian Solar CS6K-285 polycrystalline panel ($100/panel), and Trojan SPRE 12 225 (lead acid type) solar battery unit ($400/unit). Lead acid battery is selected over Lithium-Ion (Li-ion) battery despite the latter having performance advantages over the former in order to reduce cost, since Li-Ion batteries are four times more expensive than lead acid batteries per kWh [20]. The desired number of days of storage was selected to be 1, even though we wish the system to be able to meet the primary and secondary loads for several days after an outage. This was again done in the interest of cost, since otherwise a large number of PV panels and a large battery will be required.

![Fig. 3: Secondary load demand (daily trajectory).](image)

The house described in [19] consists of four bedrooms, a living room, and a kitchen. Hence, during and post hurricane period when power from grid is not available, the minimum load which will provide habitable conditions was decided to be an LED light for each room, a fan for each bedroom, and one refrigerator in the kitchen. Fig. 3 illustrates the secondary load trajectory for a given day which is composed of: LED lights being on from 18:00 hours to 00:00 hours and fans running from 21:00 hours to 09:00 hours. The size of the system obtained from this method is as follows: 3 PV panels connected in parallel, 2 units of battery connected in series and the system DC voltage ($V_d$) is 24V.

B. Computation

The plant is simulated in MATLAB. The optimization problem is solved using Gurobi [21], a mixed integer linear programming solver, on a Desktop Linux computer with 8GB RAM and a 3.60 GHz × 8 CPU. On an average it takes 60 seconds for Gurobi solver to solve the MILP for one planning horizon. Moreover, the default setting for the MIPGap (optimality gap) option which is 0.01% is too high for this problem, and causes the solver to stall in search for an optimal solution to meet this tolerance. A more practical value of 1% is used for MIPGap. Other changes to the default settings are as follows: MIPFocus = 3 (focus on bound), Method = 4 (deterministic concurrent), and Cuts = 3 (aggressive cut generation). Even with all the above changes there can be some iterations of the MPC where the solver struggles to meet the relaxed MIPGap and stalls. For this situation, the option TimeLimit is used to terminate the solver after 5 minutes of solution search. In this case, the best solution found by the solver at the end of the 5 min period is used for control. The solver stalled for 7.5% of the times.

C. Simulation Parameters

The parameters for the plant components: PV panels: $N_{pv} = 3$ and $P_{rated}^{pv} = 285$ W, $\gamma = -0.39 \%/\degree C$, $G_{std} = 1000$ W/m$^2$, $T_{std} = 25 \degree C$, $U_0 = 25$ W/m$^2\degree C$ and $U_1 = 6.84$ W/m$^2\degree C$; Battery: $E_{bat} = 1080$ Wh, $E_{bat} = 5400$ Wh, $E_{bat} = 810$ Wh, $E_{bat} = 844.5$ Wh, $\eta_{bat}^c = 0.9$ and $\eta_{bat}^{dc} = 0.9$ and Loads: Refrigerator - $P_{rated}^{fr} = 250$ W, $T_{fr} = 0 \degree C$, $T_{fr} = 4 \degree C$, Lights - $N_l = 6$, $P_{rated}^{light} = 8$ W Fans - $N_f = 4$, $P_{rated}^{fr} = 65$ W. The system voltage is $V_d = 24$ V and the invert efficiency is $\eta_{in} = 0.9$.

The parameters for the refrigerator thermal model are $C_{fr} = 8.9374 \times 10^3$ J/$\degree C$, $R_{fr} = 1.4749 \degree C/W$ and COP = 0.2324.

The parameters for the optimization problem are $\lambda_1 = 1$, $\lambda_2 = 1$, $\lambda_3 = 1$, $\lambda_4 = 10$, $\eta_{bat}^{dc,com} = 1$, $\Gamma = -1$ and $\bar{\Gamma} = 2$.

V. RESULTS AND DISCUSSION

Figure 4 shows the simulation results when using the baseline and the proposed controllers. The proposed controller keeps the refrigerator temperature within the prescribed limits for the entire 7 days with minor excursions; see Figure 4b. In contrast, the baseline controller fails to do so for elongated periods; see Figure 4a. Figure 5 shows the amount of refrigerator temperature violation (distance to the allowed band) incurred by each of the controllers. The average daily refrigerator temperature violation is 7.13 hours/day for the baseline controller, but only 0.04 hours/day for the proposed controller; see Table I. Note that the Centers for Disease Control and Prevention state that perishable foods (including meat, poultry, fish, eggs and leftovers) in the refrigerator should be thrown away if the power has been off for 4 hours or more [6]. Thus, while the proposed controller will be able to keep perishable foods fresh for the entire seven days of the outage, with the baseline controller, the stored food will get spoiled after the very first day without grid power.

Figures 4c and 4d show the trajectories of the secondary loads serviced by the baseline and proposed controllers respectively. It can be seen that none of the controllers are able to meet the secondary loads for the desired duration. However, the proposed controller has a slightly better performance (8%) than the baseline controller even in case of servicing the secondary loads; see Table I.

Hence, the proposed controller demonstrates superior performance in servicing both primary and secondary loads as compared to the baseline controller. The superior performance of the proposed controller is attributed to (i) its...
taking into account forecasts of disturbances (solar energy available, temperature of the house, and desired trajectory for the secondary loads) in making decisions and (ii) making the trade off between various conflicting requirements by solving an optimization problem. On the contrary, the baseline controller operates with the information consisting of just the present states ($T_{fr}(k)$ and $E_{bat}(k)$) of the system and its decision making is simple (rule based).

To observe the effect of system size on the performance of the two controllers, the baseline controller was simulated with six different system sizes. Table II shows the different system sizes which were used for the simulations in ascending order of size/cost. For each system the PV panels are connected in parallel, and the battery units are connected in a series-string of 2 units/string, any extra addition of battery units has to be in a series-string of 2 units/string connected in parallel to the previous series strings.

Since the refrigerator is the most critical load for post-
hurricane resiliency, we define resiliency performance as the average time in hours per day for which primary load is serviced. Fig 6 shows the average time per day for which primary load was not serviced, for different system sizes when using the baseline controller. There is only one data point for the proposed controller in the plot; it corresponds to system size A, the smallest among the six studied. The figure shows that for the baseline controller to achieve a resiliency performance similar to what the proposed controller achieved

**TABLE I: Performance comparison of baseline and proposed controller.**

|   | Baseline | Proposed |
|---|----------|----------|
| Refrigerator temp. violation (hours/Day) | 7.1250 | 0.0416 |
| Secondary loads not served (% time) | 57 | 48.63 |
TABLE II: System size, description, and cost.

| System size | Description      | Cost  |
|-------------|------------------|-------|
| A           | 3 PV panels + 2 Battery units | $1100 |
| B           | 4 PV panels + 2 Battery units | $1200 |
| C           | 3 PV panels + 4 Battery units | $1900 |
| D           | 4 PV panels + 4 Battery units | $2000 |
| E           | 5 PV panels + 4 Battery units | $2100 |
| F           | 6 PV panels + 4 Battery units | $2200 |

Fig. 6: Comparison of baseline and proposed controllers’ resiliency performance with increase in system size.

with system A, the system cost/size has to be doubled. In other words, the equipment cost required to achieve a similar level of primary resiliency performance can be halved by the proposed controller.

VI. CONCLUSION

We present a novel MPC-based control system for providing resiliency during post-hurricane grid outages to a house with rooftop PV and a battery energy storage system. Simulation results show that the proposed controller significantly outperforms a baseline controller in servicing the primary load (refrigerator), and slightly outperforms in servicing the secondary loads (fans and lights). A comparison of resiliency provided by PV-battery system of different sizes with the baseline controller shows that the baseline controller requires a system size that is twice that of the proposed controller to provide the same level of resiliency performance. This study provides support to our premise that the cost of energy resiliency to loss of grid supply during nature disasters can be reduced significantly by using intelligent and automated decision making.

This study is a preliminary work which opens up many directions for future research. These include analysis of sensitivity to forecast errors, reducing the information requirements (both sensing and forecasts) of the control algorithm, optimal sizing of a PV-battery system taking into account resiliency during disasters and energy savings during normal times, and many more.
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