IRRISENS: An IoT Platform Based on Microservices Applied in Commercial-Scale Crops Working in a Multi-Cloud Environment
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Abstract: Research has shown the multitude of applications that Internet of Things (IoT), cloud computing, and forecast technologies present in every sector. In agriculture, one application is the monitoring of factors that influence crop development to assist in making crop management decisions. Research on the application of such technologies in agriculture has been mainly conducted at small experimental sites or under controlled conditions. This research has provided relevant insights and guidelines for the use of different types of sensors, application of a multitude of algorithms to forecast relevant parameters as well as architectural approaches of IoT platforms. However, research on the implementation of IoT platforms at the commercial scale is needed to identify platform requirements to properly function under such conditions. This article evaluates an IoT platform (IRRISENS) based on fully replicable microservices used to sense soil, crop, and atmosphere parameters, interact with third-party cloud services for scheduling irrigation and, potentially, control irrigation automatically. The proposed IoT platform was evaluated during one growing season at four commercial-scale farms on two broadacre irrigated crops with very different water management requirements (rice and cotton). Five main requirements for IoT platforms to be used in agriculture at commercial scale were identified from implementing IRRISENS as an irrigation support tool for rice and cotton production: scalability, flexibility, heterogeneity, robustness to failure, and security. The platform addressed all these requirements. The results showed that the microservice-based approach used is robust against both intermittent and critical failures in the field that could occur in any of the monitored sites. Further, processing or storage overload caused by datalogger malfunctioning or other reasons at one farm did not affect the platform’s performance. The platform was able to deal with different types of data heterogeneity. Since there are no shared microservices among farms, the IoT platform proposed here also provides data isolation, maintaining data confidentiality for each user, which is relevant in a commercial farm scenario.

Keywords: IoT platform; microservice; smart agriculture; irrigated crops; agriculture 4.0

1. Introduction

Irrigated agriculture is a key industry to meet the food requirements of a constantly increasing world population in which any productivity improvement has direct benefits on society and the environment. In the last decades, the application of computational technologies in agriculture has increased dramatically, resulting in increased productivity and more efficient use of natural resources. Optimization of irrigation management is crucial in semiarid areas where water scarcity is
a serious issue. The application of computational technologies in these areas may not only have a beneficial impact on farm management and cost efficiencies, but also on the availability of water resources for other crops or even sectors [1]. As agriculture demands 70% of freshwater in current food production systems [2], saving and optimizing water resources in this sector is imperative to achieving the Food and Agriculture Organization (FAO) expectation to double food production by 2050 [3].

The application of information and communication technologies in agriculture is represented by several concepts, such as precision agriculture (PA) [4] and smart farming [5]. However, as discussed in [6], such concepts have a broad interpretation which makes the use of these terms confusing. In an industrial agriculture scenario, the application of technology considers not only data acquisition and monitoring but also an integration of services and impacts in the business process that it is close to the concept of Industry 4.0 [7]. That is, the development of a system has a maturity chain comprising six levels: computerization, connectivity, visibility, transparency, predictive capability, and adaptability [8]. In the work presented here, the application of Internet of Things (IoT), smart sensing [9], big data, and services, and its integration is discussed in order to provide elements to farm automation and decision-making following the paradigm of Agriculture 4.0 [10]. In the context of Agriculture 4.0, several IoT platforms have been proposed to monitor, control, and forecast crop parameters. Monitoring and control will entail the first three levels of the maturity chain for the development of a system (computerization, connectivity, and visibility). Forecasting parameters, on the other hand, would represent the first stages of the fourth level, transparency, considering that forecasting helps to understand the crop scenario and cannot be used to simulate crop scenarios as suggested in the fifth level of the maturity model [8].

Several system architectures (platforms) have been proposed to deal with some of the challenges presented in agriculture. Some platforms are cloud-centric, where the smart sensing devices installed in the field send data to a remote central processing system that may even support decision making [11–14]. Other IoT platforms rely on hybrid structures composed of edge or fog computing and cloud computing useful to deal with communication shortcomings between devices and the cloud [15–17]. Table 1 classifies several of the IoT platforms applied in agriculture, classified based on two major categories: organization (how the platform is organized in a computation environment) and software architecture, which determines the flexibility and adaptability of a platform. The classification took into consideration the fog computing definition “as an extension of cloud computing to the edge of the network” [18]. It implies that the fog has the same basic structure of the cloud but exist in the farm to deal with communication latency among other issues [19,20]. Edge computing is understood as “as any computing and network resources along the path between data sources and cloud data centres” [21]. While interesting for specific purposes, platforms composed of edge or fog computing are challenging to interact with external services such as remote-sensed data providers or weather forecast services that provide relevant information, such as the normalized difference vegetation index (NDVI) or the reference evapotranspiration (ETo) for irrigation scheduling decisions. Indeed, in most platforms, the interactions with external services are performed by the cloud.

IoT platforms may be based on software frameworks such as FIWARE [14,16,22], proprietary or custom-made software frameworks following a multitude of software architectures [23] or microservices-based architecture [24–27]. FIWARE makes interoperability between applications called enablers and has the context broker ORION in its core. The context broker is the element to orchestrate communication between all enablers and external services using the NGSI protocol [28] or an IoT agent in case NGSI is not present. One of the concerns about FIWARE is the difficulty to isolate data from different sources while using the ORION context broker, since it uses only one database to store data from all services and this may compromise data isolation. In [29], the usage of one context broker for each farm has been discussed in the case of a commercial-scale scenario. This, however, implies that it would have several instances of the platform instead of one. Implementation of these IoT platforms has been evaluated in experimental sites or under controlled conditions (greenhouses) [30,31]. Although these studies provide relevant insights and guidelines about architectural approaches for IoT platforms, proper use of sensors, and application of algorithms
for forecasting relevant parameters, more research is needed to evaluate IoT platforms that could deal with the actual requirements of farms at a commercial scale. When multiple farms are monitored at the same time, but they must be managed independently, a microservice-based architecture could present advantages compared to a monolithic architecture. However, only a few studies have reported IoT platforms designed with a microservice-based architecture [23,24,32].

Table 1. Internet of Things (IoT) platforms in an agriculture context.

| Organization | Software Architecture | References |
|--------------|-----------------------|------------|
| Cloud        | Monolithic            | Microservices |  |
| Application-specific and generic services | Application-specific | Generic services | [11,14,22] |
| Application-specific and generic services | Application-specific | Generic services | [16] |
| Application-specific and generic services | Generic services | Application-specific | [15,24] |
| Application-specific and generic services | Generic services | Application-specific | [32] |
| All software runs here | Platform and application-specific |  | [33–40] |
| Data processing and specific services | Application-specific | Application-specific | [13] |
| Application-specific services | Application-specific services | Application-specific | [17] |
| Application-specific and generic services | Generic services | Application-specific | [23] |

The overall objective of this work was to evaluate the requirements and feasibility of using an IoT platform based on fully replicable microservices for collecting soil, crop, and weather data from different sources as well as interacting with external (weather and remote-sensed data providers) and third-party cloud services for irrigation scheduling decision support and, potentially, irrigation automation at a commercial scale. The IoT platform IRRISENS shown in Figure 1, which was developed in this research, was evaluated on broadacre irrigated crops (rice and cotton) by monitoring at four commercial farms. The robustness of the platform was evaluated and the requirements of an IoT platform for irrigation scheduling decision support were identified.
This paper is organized as follows: Section 2 presents the materials and methods, in which the scenario where the platform was tested and how the performance and robustness of IRRISENS was evaluated are described. Section 3 describes the IRRISENS platform architecture. In Section 4, the results obtained from validating and evaluating the platform at commercial-scale farms are presented. Section 5 and 6, respectively, discuss the performance of the platform and provide the conclusions and future research needs proposed based on this study.

2. Materials and Methods

2.1. Commercial Scale Field Trails of IRRISENS

IRRISENS was evaluated in the 2019/20 summer season in two commercial cotton and two rice farms located in the Murrumbidgee Valley in NSW, Australia. A Wi-Fi network consisting of a cellular data modem connected by ethernet to an Ubiquiti Nanostation M2 directional Wi-Fi access point was installed at each site to provide internet connectivity to the monitored bays (3–4 bays per site; see Figure 2). IoT Wi-Fi-based loggers (WiField, Goanna telemetry, Goondiwindi, QLD, Australia) were used at all the sites to collect and send data from the sensors to the platform every hour [41]. Each bay was equipped with irrigation outlets and automation units (Autowinch Seasonal, Padman Automation, Strathmerton, Victoria, Australia) to control water distribution. Both WiField loggers and irrigation control devices used a cloud service with different field communication technology with its protocols, data organization, and communication APIs (Application Programming Interface) to collect data and interact with field equipment. The platform was evaluated by collecting and processing data from the different sources (in-field sensors, weather stations and remote-sensing provider platform) and making the processed data available for farmers/agronomists in a user-friendly interface for them to make decisions regarding when to irrigate.
2.1.1. Cotton

Cotton was furrow irrigated by means of a bank-less channel irrigation system. Soil moisture was monitored at the centre of three contiguous bays with a multisensor capacitance probe (EP100G-12, Entelechy Pty Ltd, Golden Grove, SA, Australia) with sensors at 0.10 m intervals along the length of the probe (1.2 m) that collected volumetric water content, temperature, and salinity data [43]. Soil water tension (kPa) was also monitored at 0.20 m below the surface using a pair of Watermark sensors (model 6440 Davis Instruments, United States) and a temperature sensor (DS18B20, Maxim Integrated) using a standard equation [44] (see the detail of the sensors in Figure 3). Compared to the capacitance probes, the Watermark sensors do not need calibration for different soils and provide a low cost and a simple way for determining when soil is reaching limiting moisture levels that could affect plant physiology. Table 2 summarizes the parameters monitored at the cotton and rice farms.
Table 2. Details of the farms and parameters monitored at each of them.

| Farm  | Area (ha) | Interval (min) | Weeks Monitored | Parameters Monitored                                              |
|-------|-----------|----------------|-----------------|------------------------------------------------------------------|
| Cotton 1 | 2.7        | 60             | 24              | Soil water tension at 0.20 cm depth                              |
|        |            |                |                 | Soil temperature at 0.20 cm depth                               |
|        |            |                |                 | Volumetric water content (%), salinity (dSm⁻¹) and temperature (°C) from 0–1.2 m at 0.10 m intervals |
| Cotton 2 | 22.0       | 60             | 22              |                                                                  |
| Rice 1 | 33.4       | 60             | 16              | Water height (mm)                                                |
| Rice 2 | 10.0       | 60             | 14              | Soil, water, and air temperature (°C)                            |

2.1.2. Rice

Rice was grown following a delayed permanent water strategy where the crop is not permanently flooded until late tillering. Like in the cotton farms, multisensor capacitance probes were installed in 3–4 contiguous bays. In this case, however, soil moisture was not a relevant parameter to monitor because sensors were installed in January when bays had been already flooded. The capacitance probes were used instead for measuring water height in the ponded bays according to [45]. Probes were 0.8 m long and were installed to leave the first 0.6 m from the top above the soil surface to be able to monitor water height but also soil, water, and air temperature at the canopy level. This case in which the same type of sensor is used to measure different parameters (volumetric water content and water height) and only one of them (water height in this case) is relevant for the irrigation management at a specific crop stage is an example of data heterogeneity.

2.2. Identifying IoT Platform Requirements at Commercial Scales

In order to identify the IoT platform requirements at the commercial scale, end users (irrigators and farmers) were consulted before, during, and after the experimental period to capture important elements and requirements such an IoT platform would need to meet expectations and requirements of these industries. This was undertaken through structured meetings with these end users. Experience gained by the users and researchers during this implementation period was used to develop a set of key requirements that are recommended for IoT platforms when aiming to be used in agriculture at commercial scales when a multitude of farms are to be monitored simultaneously, based on this experience and feedback.

2.3. Evaluating Platform Robustness

Evaluation of the robustness of the platform was performed by comparing for 46 days the impact that a failure occurring at one of the farms, in which a datalogger collected and sent data every 20 seconds instead of 1 h, could have on the execution response time (latency) of the “crop parameter” ASS when configured to run as a microservice, as it is configured in IRRISENS, and when configured as a monolithic service that processes data for all the monitored farms. Since IRRISENS is running on a commercial cloud, it was not relevant to evaluate the latency of the General Cloud Services, which would be related to the cloud infrastructure rather than to the platform itself. Instead, the variability in daily latency of a microservice was monitored during a month and the effect of data load on latency was assessed.

3. Description of the IRRISENS IoT Platform

IRRISENS is a cloud-centric platform composed of two different types of software elements: native cloud services and microservices. A microservice is by definition an independent process that performs a specific task and communicates by employing a lightweight mechanism with minimum centralized management [46,47]. Further, it can be “deployed, changed, substituted, and scaled independently of each other” [48], as opposed to monolith software where “modules cannot be
executed independently” [46]. These elements (native cloud services and microservices) provide domain-specific services all related to the agriculture context and are organized in six modules as depicted in Figure 4. Each module is composed of fully replicable services and microservices that deal with sensing data, monitoring farm status, controlling irrigation, and forecasting decision-making features, data management, and presentation, as well as integration with external services. The platform interacts with external services running on their clouds to monitor and control IoT devices already installed in the farms, which operate with their messaging based on both open standards and proprietary communication protocols. Some services are based on a publish/subscribe mechanism and others are based on external APIs using MQTT, JSON, or REST.

The services not specifically related to the agriculture domain but essential to the IRRISENS platform, are called General Cloud Services (GCS), and in the cloud, there are controls about their performance and configuration. The GCS present native cloud features such as elasticity, which means the cloud will provide enough resources to execute the service and process data regardless of the data load imposed by the service. The services related directly to agriculture are called Application Specific Services (ASS) and they run according to the resources and features configured by the IRRISENS administration user, which directly affects the IoT platform's performance. The ASS are microservices specialized for agriculture tasks and, thus, must be robust and capable to deal with data heterogeneity, data processing, forecast and device control. In this work, all ASS ran with the same resource configuration and without elasticity, i.e., each ASS will run with the same amount of configured resources from the cloud platform. All GCS and ASS were configured to run with authentication between them and other services and microservices. This guarantees data isolation between farms.

**Figure 4.** Modules and microservices that compose the IRRISENS IoT platform. Application-specific services (ASS) directly related to agriculture are indicated in yellow colour while general cloud services (GCS) are indicated in grey colour.
3.1. Platform Organization

The IRRISENS core module is composed of the “crop digital model” and “crop parameter” microservices (Figure 4). All the microservices in the platform refer to the “crop digital model” microservice to perform its processing. The “crop digital model” microservice is based on the evapotranspiration model [49,50] and it is specific for each crop. The “crop parameter” microservice is responsible for collecting data from the available sources (soil moisture sensors, weather stations, and remote sensing services) to fulfil the model. It also must deal with data heterogeneity. The “crop digital model” is a fundamental element in the platform since it describes the physical crop under monitoring. The model not only provides the parameters to be collected by the sensors, but as it is related to a specific type of crop, it also determines what data means and how to interpret the sensors’ readings, and, thus, gives support to deal with data heterogeneity.

The IoT device and network module is composed of services and microservices to interact with smart sensing devices, control devices, and external clouds that control other devices in the field that IRRISENS must interact with. In this module, the use of both GCS and ASS is essential to deal with several protocol communication technologies and provide platform scalability and robustness. IRRISENS may use the publish/subscribe services and microservices dedicated to deal with smart sensing devices. The “field-device management” microservice deals with labelling and format of data collected from the field before data is processed by the ASS “crop parameter” and stored in the GCS “data storage” microservice. Once the data collected are formatted according to the platform requirements, these will be processed by the “crop parameter” microservice.

In the external services module, the ASS microservices are responsible for the exchange and collection of data from external data providers, such as remote sensing platforms and weather services. There is a specific microservice for weather forecast and other for remote sensing. Both microservices are instantiated (i.e., start running the microservice) for each farm following specifications about which data must be collected at each farm. Examples of data specification are GPS coordinates of a farm to receive weather forecast from the nearest weather station available and crop reflectance data obtained from satellites used to compute the NDVI. These microservices (“weather forecast” and “remote sensing”) deal with data at different spatial and temporal resolutions and organize data according to the storage requirements of IRRISENS. An example of this spatial and temporal data heterogeneity is data from weather stations collected from a specific farm at hourly intervals, data from weather forecast services for large areas collected daily, and data from satellite imagery collected at five-day intervals.

The module Data Management has a “database services” and “data storage” microservices that manage data persistency in the platform. All microservices from this module perform the basic data processing such as cleaning data and storing data in raw format. In some cases, sensors do not provide a ready-to-use value and raw data collected need to be processed to obtain a meaningful value with a specific unit. That is, for instance, the case of the Watermark sensors. The sensor measures the resistance value (ohms) that needs to be converted to soil water tension (kPa), a measure of the energy required to extract water from the soil. In this case, the platform stores the raw data to evaluate whether there are possible anomalies in the measurement and then, the “digital crop model” ASS calculates the soil water tension according to the sensor manufacturer’s equation.

The Smart Services module is composed of four microservices that run simple or complex algorithms (machine learning algorithms) to process data from the lower modules and compose them to provide services to farmers. That is, for instance, soil moisture forecast and calculation of crop parameters or models to estimate crop water needs, which are useful for the irrigation scheduling decision-making process and, potentially for controlling field equipment such as the irrigation control winches responsible to control water distribution during an irrigation event.

The Integrated Service is the module where the interface between final users and the IoT platform is managed. The elements in this module control user authentication, data visualization for monitoring, and interfaces to control actuators in the field.

The ASS may be organized and instantiated for each monitored crop and GCS can be securely shared between ASS to make it possible to have a simultaneous set of microservices instances in the
same structural element (the cloud) to provide customized behaviors according to instantiation (code into computer memory ready to be executed) of selected microservices. As all microservices must be authenticated by a cloud platform, there is an important level of security that guarantees one microservice instantiated for a farm does not interact with microservices or data from other farms. The microservice-based architecture also provides a better computational resource allocation, since each microservice is an independent service to which the cloud allocates an amount of memory space and processing time.

The crop digital model runs periodically to process data and update the crop model. It requests authentication to access repositories to collect and process all data regarding the crop. As several readings come from sensors that asynchronously send data to the platform, the ASS running periodically can take all data sent in an interval of time and consolidate all values to represent the crop status.

3.2. Data Isolation Approach and Data Flow

Commercial farms require robust IoT platforms and data isolation as the collected data in the platform is sensitive for the farm business. Crop and irrigation management are directly related to crop yield. Therefore, the platform must provide security mechanisms that avoid possible breaches that could compromise data secrecy.

In IRRISENS, security is based on authentication and security certificate among all elements of the platform, regardless of internal or external services. As illustrated in Figure 5, every ASS has the credentials to run and access any GCS. Those credentials are created and configured by the platform administrator. These may be associated with all ASS running for one farm, which creates a chain of authenticated ASS that manipulates data.

Figure 5. Mechanisms of authentication among all elements of IRRISENS.

Figure 6 illustrates a dataflow diagram with an example of the organization of the GCS and ASS services valid for the monitoring of a cotton and rice farm. The microservice “crop parameter” collects all data coming from the sensors in the field and organize these in a way that can be read by the “crop digital model” microservice. Once the farm and type of crop are identified by the “crop digital model” microservice, all the data is subjected to a data cleaning process (“data cleaning” microservice) where abnormal readings from the sensors are detected and data is made available for the “crop digital
model” microservice to process accordingly. The “crop digital model” microservice uses then data from the closest available weather station, including air temperature and humidity, wind speed, solar radiation and precipitation, to calculate the reference evapotranspiration (ET$_r$) according to [49] and remotely sensed NDVI obtained from Sentinel-2 imagery to determine a site-specific crop coefficient (K$_c$) according to [51] and estimate the crop evapotranspiration (ET$_c$ = K$_c$ x ET$_r$). The “soil moisture forecast” microservice in cotton and “volume water forecast” microservice in rice (see Figure 6), use this digital representation to forecast soil water tension and volume of water, respectively, at each bay for the next seven days to support irrigation scheduling decisions. Finally, the “data presentation template” microservice organizes data in a user-friendly way for the users to consult, evaluate, and make the pertinent decisions. Currently, the platform does not provide any type of alert or notification to the users when a problem occurring in the field prevents data to be collected and processed by the platform. Nevertheless, the users of the platform can visually detect when this situation occurs in the user interface where the most relevant parameters are presented.

![Dataflow diagram](image)

**Figure 6.** Dataflow diagram with an example of the organization of the General Cloud Services (GCS; grey colour) and Application Specific Services (ASS; yellow colour) within the platform for the monitoring of a cotton or rice farm.

### 3.3. Data Heterogeneity

In the context of the IRRISENS platform, data heterogeneity refers to three aspects: (i) the interface between smart sensing devices and IRRISENS, and between the platform and external services (i.e., different interfaces and protocols between the external services); (ii) the use of data collected from the same type of sensor to monitor different parameters according to the crop being monitored, and; (iii) the spatial and temporal resolution of data to be used to compose the IoT platform results. An example of data heterogeneity related to sensor data in the context in which IRRISENS was evaluated is the use of the multisensor capacitance probes. While in cotton farms these probes were used to monitor volumetric water content, in rice farms where the crop was ponded and soil remained saturated, raw data from the sensors were used to calculate the water height within each bay. Having data from sensors deployed in the field available every hour, from weather stations and data from Google Earth Engine as in the case of the Sentinel-2 NDVI satellite imagery available every five days for computing crop evapotranspiration is another example of heterogeneity in temporal resolution.

The heterogeneity between IRRISENS and devices is handled by the “field device management” ASS and its function is similar to that of a FIWARE IoT-Agent [28,29] as presented in [16]. The IRRISENS platform relies on the “crop parameter” ASS to deal with data format heterogeneity to exchange data with external services through a public subscriber mechanism or proprietary API. After the “crop parameter” microservice processes all data from the different sources and organizes data with the same format, the “crop digital model” computes data according to the crop type to deal with heterogeneities (ii) and (iii).

The use of ontologies can assist the platform in dealing with heterogeneity [52]. However, the ontology was not considered at this stage of the IRRISENS conception because there is no clear
definition about what should be a syntactic and semantic structure for data in the commercial-scale farms and none of the external services considered in this work follows any defined ontology.

4. Results

As part of the evaluation of the feasibility of using IRRISENS for irrigation scheduling decision support, the performance of the platform regarding monitoring soil, crop, and atmosphere parameters is presented here. Once sensors were deployed in the field, IRRISENS started collecting data from the set of sensors installed at each farm as well as from external services at the specified time intervals. This information was useful for the farmers/agronomists to make decisions regarding the water management of each crop. Figures 7 and 8 illustrate the type of data generated by the “crop digital model” microservice and how these data are made available to the farmer/agronomist.

In cotton, continuous monitoring of soil water tension and the seven-day soil water tension forecast enabled the farm/agronomists responsible for the farms to schedule irrigation avoiding values below −60 kPa, when cotton plants start showing symptoms of water stress [53] (Figure 7a). As expected, the remotely sensed NDVI obtained from an external service presented low values early in the growing season, when most of the pixels in the satellite image contained bare soil, and increased progressively up to ~0.90 when crops reached full ground canopy cover (Figure 7b). Likewise, water requirements (ETc) of crops increased along the growing season as biomass increased.

![Figure 7. Soil matric potential (a) and the normalized difference vegetation index (NDVI) (b) monitored in one of the cotton farms over the crop season.](image)

In rice, despite the capacitance probes being the same type as those used in the cotton farms, the “crop digital model” microservice computed water height instead of volumetric water content, showing the capacity of the platform to deal with data heterogeneity across sensors (Figure 8). Monitoring water height was relevant for the water management in rice farms for two reasons. Rice is sensitive to low temperatures at the microspore stage when temperatures below 17 °C can damage
the pollen and lead to floret sterility [54]. Since temperature changes in water take longer to occur than in the air, water depths of 0.25 m have been recommended at the microspore stage to protect the crop against low temperatures [55]. Almost real-time data of the water depth in flooded bays provided the information needed by farmers to decide whether to open the inlets to raise the water level when low temperatures were predicted/forecast. This measure (water depth) along with information about each bays' dimensions enabled the platform to estimate the amount of water needed to refill the water losses by water evaporation and transpiration of plants (ETc) to maintain the desired water depth within each bay.

Figure 8. Daily water height monitored in a bay of a rice farm obtained from the multisensor capacitance probes.

4.1. Performance and Robustness of IRRISENS

The comparison between the latency of the “crop parameter” ASS that collects, processes the raw data, and cleans and updates the dataset when configured as both a microservice and as a monolithic service is illustrated in Figure 9. In both cases, IoT loggers sent the same kind of data and a similar number of parameters: 39 and 37 sensor measurements per reading cycle in the cotton and rice farms, respectively. The results show that there was a trend towards a higher processing time as the season progressed when the “crop parameter” ASS was configured as a microservice. This was an expected result because due to the cleaning process algorithm, an increase in dataset to be processed over time has an increasing effect on latency. All the microservices designed to monitor specific parameters of a farm had a similar behaviour and processing time as that illustrated for the “crop parameter” ASS in Figure 9. The increase in data flow due to the logger sending data to the platform every 20 s from day 16 to day 25 did not have a significant effect on the latency when the ASS was configured as a microservice. However, a significant increase in latency from ~70 s to 250 s was observed for the same period when the monolithic design was used instead (Figure 9). The immediate impact of this failure was that the monitoring process time in all farms increased dramatically even when the problem that caused the failure was solved. Although processing times oscillated during the season in both approaches tested (as individual microservices and as a monolithic service), in the monolithic approach, the processing time was drastically impacted by failures that occurred in any of the farms. The microservice-based approach followed in IRRISENS isolated failures that could occur in any individual farm, avoiding performance impacts on microservices in other farms being affected. As an example, at the last date of the monitoring period (end of the growing season), the processing time in the IRRISSENS microservice approach was around 75 s (measured), while in the monolithic approach the processing time at the end of the growing season based on the linear regression showed in Figure 9 (third segment of the monolithic linear regression) would be around 1329 s.
Figure 9. The latency of the ASS “crop parameter” microservice in a rice farm when designed to perform individually for each farm (microservice-based approach) and as a monolithic service.

Daily Latency Variation for a Typical Microservice in the Cloud

Figure 10 depicts the daily latency for a month of an ASS microservice that computes and aggregates all sources of data for a crop model. During this period, the ASS microservice obtained data from the data repositories of one of the farms and executed, processed, and cleaned data every four hours to compose a new crop model. The boxplots in Figure 10 indicate the daily processing time. It is clear to see that latency variability fluctuates among days with significant variance. That was caused by the availability of resources in the cloud, particularly in the CPU at different times along the day. The evaluation of the latency of a heavy process performed by an ASS may be used to estimate the critical path regarding processing time of a complete dataflow as depicted in figure 6.

Figure 10. Daily latency of an ASS for one month.

The latency of the ASS depicted in figure 10 when performing a heavy process was compared to the latency of an ASS when performing a simpler task such as receiving data from the field, calculating the correct sensor values, and storing data in the GCS cloud storage system (Figure 9). The latency of the ASS microservice when performing a simpler task fluctuated for a month between 50 s and 90 s, while in the ASS performing a heavy process that demands more processing time latency fluctuated between 200 s and 330 s (Figure 10).
4.2. Data Heterogeneity

The multisensor capacitance probe was used to show how the platform deals with data heterogeneity. Originally designed to measure volumetric soil water content the multisensor capacitance probes can be used to calculate water height in ponded crops by considering readings higher than zero from sensors installed above the soil surface. Figure 11a shows the raw data readings of a capacitance probe installed in rice and Figure 11b shows data readings of the same type of sensor installed in a cotton farm for the same period (readings for 49 days). In the case of rice, the ASS computed the three signals (raw data) to generate the water height that it is part of the crop digital model. In the cotton farm, where the capacitance sensors were used for soil moisture monitoring, the raw data were first cleaned and then stored as parameters of the crop digital model. For the period shown in Figure 11b, there were no anomalies and therefore the cleaned data was the same as the raw data.

The transmitted data in both cases have the same format and reading ranges, and the interpretation of these data may change according to the crop parameter passed into the ASS.

![Figure 11](image-url)

**Figure 11.** Raw data readings from the multisensor capacitance probes and processed data that is used in the crop digital model of a monitored rice (a) and cotton (b) farms during the same period.

To evaluate the spatial and temporal heterogeneity it is necessary to consider the nature of each source of data. Remote sensing data was obtained from satellite imagery. Images were available every five days from the Sentinel-2 satellite [56] in the GMT zone. Weather data was obtained on an hourly or daily basis while soil moisture readings were always obtained every hour. To deal with such heterogeneity the microservice must interpolate and compose the remote-sensed data in the same time frame from weather service forecast and weather stations readings.
Table 3 shows the parameters obtained from the remote sensing Sentinel-2 platform and weather stations used to compose the crop digital model [50,57]. To deal with spatial heterogeneity all data is GPS referenced to fit with the monitored crop area, and data is associated with the bay identification. The spatial and temporal resolution was harmonized taking into consideration the usage of data. The remote sensing data were used to calculate the NDVI. Because Sentinel-2 imagery is available every five days, NDVI values were interpolated to fulfill the missing days. The weather data are mainly used as parameters to calculate evapotranspiration (ETo). In this case, it is important having hourly data to calculate the evapotranspiration and feed these data to the linear regression model used for forecasting. Daily data averages of relevant weather parameters are used as input in the same forecasting models to calculate the evapotranspiration one week ahead and support irrigation scheduling decisions.

| Crop Parameter | Temporal Resolution | Spatial Resolution | Parameter | Spatial Resolution |
|----------------|---------------------|--------------------|-----------|--------------------|
| NDVI           | 5 day               | Bay area           | Band 4    | 10 m               |
|                |                     |                    | Band 8    | 20 m               |
| ETo            | 1 hour              | Bay area           | Temperature, humidity, wind speed | Farm area (local weather station) |
| ETo forecast   | 1 day               | Bay area           | Temperature, humidity, wind speed | City area |

5. Discussion

This study undertook an evaluation of an IoT platform based on fully replicable microservices used to sense and monitor soil, crop, and weather data, forecast relevant parameters, interact with external (weather and remote-sensed data providers) and third-party cloud services for planning and scheduling irrigation at commercial scale.

In terms of the requirements needed for an IoT platform applied in agriculture, the literature report only requirements for platforms applied in experimental sites or greenhouses. Several studies present requirements regarding connectivity [13,15,17,38], processing data [14,15,33], and security [34]. In this work, the connectivity already existed in the monitored crops by the structure defined in [41]. By implementing the IoT platform at four farms growing two of the most important crops in the area, rice and cotton, this study identified five requirements that IoT platforms should meet when aiming to be used in agriculture at commercial scale when a multitude of farms are to be monitored simultaneously:

1. **Scalability**
   - The platform should be able to sense, monitor, control, and forecast data for multiple crops across multiple farms of varied size and nature.
   - Should be able to deal with different number of monitored farms or bays within farms across growing seasons.
   - Should be allowed to scale to changes in terms of the number of external services being consumed and the number of services being offered by the platform itself.

2. **Flexibility**
   - It must be flexible enough to collect varied data from each field with different monitoring requirements.
   - Each crop may have a specific monitoring rate and sometimes some sensors need to collect more data at certain times so the IoT platform must be flexible to changes in monitoring rates.
   - The platform should cater for different business requirements across commercial farms.
3. Heterogeneity

- The IoT platform must be able to receive data from different sources and locations, each one with its own local time.
- It must be able to deal with data heterogeneity when the same type of IoT sensor is used to provide different data depending on each farm needs.
- The platform should be able to integrate with heterogeneous communication technologies and protocols.

4. Robustness to failure

- The platform must be robust against communication failure that may happen due to extreme weather conditions or excessive distance between sensors and data receiving points. Intermittent communication failures may happen especially in farms located in remote areas.
- The IoT platform must be robust against unexpected failures of the IoT devices (malfunction, issues caused by animals, etc.) and must include specific procedures to monitor them.
- Failures or changes in one farm should not compromise the applications of the platform to other farms.

5. Security

- Data obtained from each farm should be isolated in storage and processing because of commercial privacy. Data transmission and storage should be secure from any vulnerabilities and cyber-attacks.
- Each farmer/agronomist should be provided with a secure way to login into the platform and being able to share data when necessary with stakeholders, independent of their physical location or affiliation.
- Farmers should be made aware of any data transparencies that might exist between the farm and the service providers.

The requirements presented in this work reflect the needs of farmers/agronomists that implemented IRISENS for irrigation scheduling support decision-making process. The scalability and flexibility of IRISENS meet the requirements presented in [14,15,33]. The security requirements of IRISENS expand the discussion presented in [34] since it presents the requirements that farmers are concerned with when using an IoT platform to monitor their farms and potentially control a specific management aspect such as irrigation. One contribution of this work is in regards to the robustness of the platform to possible failures of loggers since the application of the IoT platform in commercial-scale crops makes it suitable to situations not explored in experimental sites or greenhouses.

Most IoT platforms applied in agriculture reported in the literature present cloud-centric architectures (see table 1) and a monolithic approach as described in [11,32]. This architecture-based approach is not recommended for the context where IRISENS was evaluated because the platform would be vulnerable to failures that could occur in individual farms. In the study here presented, we used a microservice-based approach similar to the microservice-based architectures discussed in [23,24,32], focused on message flow and the structure supporting that. A digital model was also present in the platforms introduced in [40] and in [22]. In [22], the platform was used to improve the management of crop plots and monitor crop needs for irrigation purposes and its core was the NGSI-LD broker. In the work here presented, however, IRISENS introduces a “digital model” and “crop parameter” microservices as the core of the microservice dataflow. In [40], the platform was used for managing irrigation and differed from that proposed here in that it was structured following a monolithic approach. Further, how the platform made use of the digital model was not described in [40]. The current work not only describes the platform architecture and functioning but also evaluated the platform in a truly commercial scale scenario being used by commercial farmers. Compared to other platforms following a monolithic approach, the microservice-based architecture
provided the advantage of preventing failures occurring in an individual farm, such as communication between the smart sensing devices and the cloud, malfunction of the equipment due to damage caused by adverse weather conditions or animals, common in field conditions, affecting other monitored farms. This architecture also provides an effective way to deal with data heterogeneity. Using microservices associated with cloud services, such as messages and storage mechanisms, creates a dataflow where the crop digital model is the digital representation of the physical environment under monitoring and control.

Platforms presented in other studies [11,16] have raised the importance of dealing with data heterogeneity. These studies, however, did not report how the platform should deal with other types of heterogeneity such as the spatial and temporal heterogeneity resulting from gathering data from different sources (external services). IRRISENS proposes elements to deal with all these types of heterogeneity in order to build the digital crop model. In [40], the platform makes use of several models in a monolithic platform but does not represent the entity being monitored, but rather evaluates the status of a crop, process data, and provides decision support.

The Agriculture 4.0 concept is related to the concept of Industry 4.0 as introduced in [14,32]. The IRRISENS architecture was evaluated according to the industry maturity level. The platform presents computerization and connectivity (levels 1 and 2 of the maturity level) as well as visibility (level 3), because the crop digital model could be considered as the digital shadow of the crop itself. Since the platform enables the users to evaluate the evolution of the crop during the season (NDVI, ETc, etc.) it can be considered that it also presents transparency, which is known as level 4 of the industry maturity level. The use of weather forecasts and linear regression models to evaluate crop parameters is still in a very early stage and cannot be considered as predictive capability and adaptability as presented within the Industry 4.0 concept.

Automatic irrigation control in surface-irrigated crops remains a challenge because it is not possible to control all the irrigation parameters in a deterministic manner, as done in traditional industrial control environments. Parameters important to irrigation planning, such as precipitation can only be forecast and the accuracy of these predictions are usually very low. Furthermore, the soil may be considered as a complex system [58] in which there are emergent behaviours that need to be taken into consideration for effective irrigation control.

The IRRISENS platform has a planning and irrigation control option that enables farmers/agronomists to monitor the soil moisture status or water heights at each bay as well as the status of the irrigation control autowinches. This means that the platform has the capability to monitor the percentage that a specific gate is open (0 to 100%) and open or close the gates to start or stop irrigation, depending on the parameters monitored (soil moisture and water height). The platform has an ASS responsible to receive the irrigation planning information from the user and send it to the external cloud to undertake effective control of the devices using a property technology. The ASS has an interface to a web service and MQTT messages and sends a set of instructions to the devices in the field. Figure 12 illustrates the position of the irrigation control autowinches during an irrigation event and the evolution of the soil water tension measured at 0.20 m depth. The position 100% represents the gate at a fully opened state. The main channel gate must be fully opened during the whole irrigation event to enable water to access the different bays. Bay 1 is the first bay to receive water. When the gate between bays 1 and 2 opens, water in bay 1 flows to the next bay, which indicates the end of bay 1 irrigation. Evaluating the irrigation times for each bay, it is possible to see that even after saturation was reached at 0.20 m depth as indicated by the sensors (soil moisture above −10 kPa), the agronomist did not open the gate until seven hours later. The main gate remained open for 24 hours to irrigate the four bays.
Using IoT platforms such as IRRISENS to provide automation based on sensor feedback has the potential to ensure that optimal decisions are made that minimize irrigation water use and increase profitability. However, end users need to be confident in the system robustness. The microservices approach, such as used in IRRISENS and evaluated in this research, was found to be robust in these commercial farm environments and to offer this functionality to the end user.

6. Conclusions

This work presented and evaluated the IRRISENS platform designed with a microservice-based architecture for monitoring, planning, and scheduling irrigation at a commercial scale. Five main requirements for IoT platforms to be used in agriculture at commercial scale were identified from implementing the IoT platform in rice and cotton production: scalability, flexibility, heterogeneity, robustness to failure, and security. The platform was able to address all these requirements.

The microservices that compose the data flow presented affordable scalability and adaptability to monitor four farms and two different crops, each one with its own particularities. As ongoing work, the IRRISENS platform has several features to be designed to fit additional requirements, including a new set of ASS microservices to enable automatic control of irrigation gates based on crop parameters and ensure that optimal decisions are made that minimize water use and increase profitability. To automatically control irrigation of broadacre crops at commercial scales, other parameters apart from those monitored in this study should be considered. This is because this decision is not always based only on the plant water needs and other aspects, such as fertilizer application or availability of water, need to be captured as well.

The use of a standard ontology may be an important improvement to store data and correlate these with a common syntax that would be exchanged between platforms related to the same farm. However, an initial investigation indicates that the commercial platforms do not follow a common ontology, which highlights the importance to have microservices to act as the interface between the IRRISENS platform and external services. Future work for the improvement of the platform includes mapping farmer attitudes and using this knowledge in irrigation planning algorithms and also evaluating new approaches to identify the representative locations to install point source smart IoT devices in the field to represent whole irrigation field parameters.

Author Contributions: Conceptualization, J.H. and R.F.M. methodology, R.F.M. and C.B.L.; software, R.F.M. and A.A.B.; data evaluation and validation, R.F.M., C.B.L. and J.H.; writing—R.F.M., C.B.L.; writing—review and editing, R.F.M., C.B.L. and J.H.; funding acquisition, J.H. All authors have read and agreed to the published version of the manuscript.

Funding: This project was supported by funding from the Australian Government Department of Agriculture, Water and the Environment as part of its Rural R&D for Profit program, AgriFutures Australia and the Cotton Research and Development Corporation.

Acknowledgments: Many thanks to Matthew Robert Champness for comments on the draft manuscript and suggested improvements which have improved the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
References

1. Godde, C.; Dizyee, K.; Ash, A.; Thornton, P.; Sloat, L.; Roura, E.; Henderson, B.; Herrero, M. Climate change and variability impacts on grazing herds: Insights from a system dynamics approach for semi-arid Australian rangelands. *Glob. Chang. Biol.* **2019**, *25*, 3091–3109.
2. FAO. AQUASTAT: Water Usages. Available online: http://www.fao.org/nr/water/aquastat/water_use (accessed on 10 June 2020).
3. FAO. *The State of Food and Agriculture: Leveraging Food Systems for inclusive Rural Transformation*; FAO: Rome, Italy, 2017.
4. Zhang, N.; Wang, M.; Wang, N. Precision agriculture—A worldwide overview. *Comput. Electron. Agric.* **2002**, *36*, 113–132.
5. Pivoto, D. Smart Farming: Concepts, Applications, Adoption and Diffusion in Southern Brazil; UFRGS: Porto Alegre, Brazil, 2018.
6. Alves, R.G.; Souza, G.; Maia, R.F.; Tran, A.L.H.; Kamienski, C.; Soininen, J.-P.; Aquino, P.T.; Lima, F. A digital twin for smart farming. In Proceedings of the 2019 IEEE Global Humanitarian Technology Conference (GHTC), Seattle, WA, USA, USA, 17–20 October 2019; pp. 1–4.
7. Thoben, K.-D.; Wiesner, S.; Wuest, T. “Industrie 4.0” and smart manufacturing—a review of research issues and application examples. *Int. J. Autom. Technol.* **2017**, *11*, 4–16.
8. Schuh, G.; Anderl, R.; Gausemeier, J.; Ten Hompel, M.; Wahlster, W. *Industrie 4.0 Maturity Index: Managing the Digital Transformation of Companies*; Utz Verlag: Munich, Germany, 2017.
9. Spencer, B., Jr.; Ruiz-Sandoval, M.E.; Kurata, N. Smart sensing technology: Opportunities and challenges. *Struct. Control Health Monit.* **2004**, *11*, 349–368.
10. Monteleone, S.; de Moraes, E.A.; Maia, R.F. Analysis of the variables that affect the intention to adopt Precision Agriculture for smart water management in Agriculture 4.0 context. In Proceedings of the 2019 Global IoT Summit (GloTS), Aarhus, Denmark, Denmark, 17–21 June 2019; pp. 1–6.
11. Corista, P.; Ferreira, D.; Gião, J.; Sarraipa, J.; Gonçalves, R.J. An IoT agriculture system using FIWARE. In Proceedings of the 2018 IEEE International Conference on Engineering, Technology and Innovation (ICE/ITMC), Stuttgart, Germany, 17–20 June 2018; pp. 1–6.
12. Tan, L. Cloud-based decision support and automation for precision agriculture in orchards. *Ifac. Pap.* **2016**, *49*, 330–335.
13. Vasisht, D.; Kapetanovic, Z.; Won, J.; Jin, X.; Chandra, R.; Sinha, S.; Kapoor, A.; Sudarshan, M.; Stratman, S. Farmbeats: An iot platform for data-driven agriculture. In Proceedings of the 14th USENIX Symposium on Networked Systems Design and Implementation, Boston, MA, USA, 27–29 March 2017; pp. 515–529.
14. Ferreira, D.; Corista, P.; Gião, J.; Ghimire, S.; Sarraipa, J.; Jardim-Gonçalves, R. Towards smart agriculture using FIWARE enablers. In Proceedings of the 2017 International Conference on Engineering, Technology and Innovation (ICE/ITMC), Funchal, Portugal, 27–29 June 2017; pp. 1544–1551.
15. Zamora-Izquierdo, M.A.; Santa, J.; Martínez, J.A.; Martínez, V.; Skarmeta, A.F. Smart farming IoT platform based on edge and cloud computing. *Bioysyst. Eng.* **2019**, *177*, 4–17.
16. Kamienski, C.; Soininen, J.-P.; Taumberger, M.; Dantas, R.; Toscano, A.; Salmon Cinotti, T.; Filev Maia, R.; Torre Neto, A. Smart water management platform: iot-based precision irrigation for agriculture. *Sensors* **2019**, *19*, 276.
17. Ferrández-Pastor, F.; García-Chamizo, J.; Nieto-Hidalgo, M.; Mora-Martínez, J. Precision Agriculture Design Method Using a Distributed Computing Architecture on Internet of Things Context. *Sensors* **2018**, *18*, 1731, doi:10.3390/s18061731.
18. Yi, S.; Li, C.; Li, Q. A survey of fog computing: Concepts, applications and issues. In Proceedings of the 2015 Workshop on Mobile Big Data; New York, NY, USA, June 2015, pp. 37–42.
19. Stojmenovic, I.; Wen, S. The fog computing paradigm: Scenarios and security issues. *Proc. 2014 Fed. Conf. Comput. Sci. Inf. Syst.* **2015**, *1–8*, doi:10.1145/2757384.2757397.
20. Chiang, M.; Ha, S.; ChiLi-Lin, I.; Risso, F.; Zhang, T. Clarifying fog computing and networking: 10 questions and answers. *IEEE Commun. Mag.* **2017**, *55*, 18–20.
21. Shi, W.; Cao, J.; Zhang, Q.; Li, Y.; Xu, L. Edge computing: Vision and challenges. *IEEE Internet Things J.* **2016**, *3*, 637–646.
22. López-Morales, J.A.; Martínez, J.A.; Skarmeta, A.F. Digital Transformation of Agriculture through the Use of an Interoperable Platform. *Sensors* **2020**, *20*, 1153.
23. Oliver, S.T.; González-Pérez, A.; Guijarro, J.H. An IoT proposal for monitoring vineyards called SEnviro for agriculture. In Proceedings of the 8th International Conference on the Internet of Things, New York, NY, USA, 15–18 October 2018; pp. 1–4.

24. Tanega, M.; Jalodia, N.; Byabazaire, J.; Davy, A.; Olariu, C. SmartHerd management: A microservices-based fog computing–assisted IoT platform towards data-driven smart dairy farming. Softw. Pract. Exp. 2019, 49, 1055–1078.

25. Jarwar, M.A.; Kibria, M.G.; Ali, S.; Chong, I. Microservices in web objects enabled iot environment for enhancing reusability. Sensors 2018, 18, 352.

26. Santana, C.; Alencar, B.; Prazeres, C. Microservices: A mapping study for internet of things solutions. In Proceedings of the 2018 IEEE 17th International Symposium on Network Computing and Applications (NCA), Cambridge, MA, USA, 1–3 November 2018; pp. 1–4.

27. Xiang, B.; Li, Z.; Liu, Y.; Zhang, H. Using Microservices for Rapid Creation of Remote Sensing Products. In Proceedings of the 2018 IEEE International Conference on Software Architecture Companion (ICSA-C), Seattle, WA, USA, 30 April–4 May 2018; pp. 111–114.

28. FIWARE. Fiware Catalogue. Availabe online: http://www.fiware.org (accessed on 4 May 2020).

29. FIWARE. Fiware: The Open Source Platform of Choice for Building Smart Farming Solutions the New Revolution; FIWARE Org.: 2020; p. 11. Availible online: https://www.fiware.org/wp-content/uploads/2018/06/Smart-Agrifood_Brochure_June2018.pdf (accessed on 1 June 2020).

30. Raj, J.S.; Ananthi, J.V. Automation using IoT in greenhouse environment. J. Inf. Technol. 2019, 1, 38–47.

31. Dan, L.; Xin, C.; Chongwei, H.; Liangliang, J. Intelligent agriculture greenhouse environment monitoring system based on IOT technology. In Proceedings of the 2015 International Conference on Intelligent Transportation, Big Data and Smart City, Halong Bay, Vietnam, 19–20 December 2015; pp. 487–490.

32. Valecco, G.; Strazzella, S.; Radesca, A.; Gricco, L.A. Solarfertigation: Internet of Things Architecture for Smart Agriculture. In Proceedings of the 2019 IEEE International Conference on Communications Workshops (ICC Workshops), Shanghai, China, 20–24 May 2019; pp. 1–6.

33. Popović, T.; Latinović, N.; Pešić, A.; Zečević, Ž.; Krstajić, B.; Djuikanović, S. Architecting an IoT-enabled platform for precision agriculture and ecological monitoring: A case study. Comput. Electron. Agric. 2017, 140, 255–265.

34. Colezea, M.; Musat, G.; Pop, F.; Negr, C.; Dumitrascu, A.; Mocanu, M. CLUeFARM: Integrated web-service platform for smart farms. Comput. Electron. Agric. 2018, 154, 134–154.

35. Mekala, M.S.; Viswanathan, P. CLAY-MIST: IoT-cloud enabled CMM index for smart agriculture monitoring system. Measurement 2019, 134, 236–244.

36. Jayaraman, P.P.; Palmer, D.; Zaslavsky, A.; Georgakopoulos, D. Do-it-Yourself Digital Agriculture applications with semantically enhanced IoT platform. In Proceedings of the 2015 IEEE Tenth International Conference on Intelligent Sensors, Sensor Networks and Information Processing (ISSNIP), Singapore, 7–9 April 2015; pp. 1–6.

37. Khattab, A.; Abdelgawad, A.; Yelmarthi, K. Design and implementation of a cloud-based IoT scheme for precision agriculture. In Proceedings of the 2016 28th International Conference on Microelectronics (ICM), Giza, Egypt, 17–20 December 2016; pp. 201–204.

38. Hsu, T.-C.; Yang, H.; Chung, Y.-C.; Hsu, C.-H. A Creative IoT agriculture platform for cloud fog computing. Sustain. Comput. Inform. Syst. 20, 2018, 100285.

39. Hossam, M.; Kamal, M.; Moawad, M.; Maher, M.; Salah, M.; Abady, Y.; Hesham, A.; Khattab, A. PLANTAE: An IoT-based predictive platform for precision agriculture. In Proceedings of the 2018 International Japan-Africa Conference on Electronics, Communications and Computations (JAC-ECC); Alexandria, Egypt, 16–18 December 2018, pp. 87–90.

40. Adamides, G.; Kalatzis, N.; Stylianou, A.; Marianos, N.; Chatzipapadopoulos, F.; Giannakopoulos, M.; Papadavid, G.; Vassiliou, V.; Neocleous, D. Smart Farming Techniques for Climate Change Adaptation in Cyprus. Atmosphere 2020, 11, 557.

41. Brinkhoff, J.; Hornbuckle, J.; Quayle, W.; Lurbe, C.B.; Dowling, T. WiField, an IEEE 802.11-based agricultural sensor data gathering and logging platform. In Proceedings of the 2017 Eleventh International Conference on Sensing Technology (ICST), Sydney, NSW, Australia, 4–6 December 2017; pp. 1–6.

42. Hornbuckle, J.; Vleeshouwer, J.; Ballester, C.; Montgomery, J.; Hoogers, R.; Bridgart, R. IrriSAT Technical Reference. Deakin Univ. Vic. Aust., 1, 17pp, 2016.

43. Entelechy. Enviropro Precision Soil Probes Technical Specification; Entelechy, Golden Grove, Australia: 2020.
44. McCann, I.; Kincaid, D.; Wang, D. Operational characteristics of the watermark model 200 soil water potential sensor for irrigation management. *Appl. Eng. Agric.* 1992, 8, 603–609.
45. Brinkhoff, J.; Hornbuckle, J.; Dowling, T. Multisensor Capacitance Probes for Simultaneously Monitoring Rice Field Soil-Water-Crop-Ambient Conditions. *Sensors* 2017, 18, doi:10.3390/s18010053.
46. Dragoni, N.; Giallorenzo, S.; Lafuente, A.L.; Mazzara, M.; Montesi, F.; Mustafin, R.; Safina, L. Microservices: Yesterday, Today, and Tomorrow. In *Present and Ulterior Software Engineering*; Mazzara, M., Meyer, B., Eds.; Springer International Publishing: Cham, Switzerland, 2017; pp. 195–216, doi:10.1007/978-3-319-67425-4_12.
47. Lewis, J. Microservices a Definition of This New Architectural Term. Available online: https://martinfowler.com/articles/microservices.html. (accessed on 10 March 2020).
48. Zimmermann, O. Microservices tenets. *Comput. Sci. Res. Dev.* 2017, 32, 301–310.
49. Allen, R.G.; Pereira, L.S.; Raes, D.; Smith, M. Crop evapotranspiration—Guidelines for computing crop water requirements—FAO Irrigation and drainage paper 56. *FAO Rome* 1998, 300, D05109.
50. Allen, R.; Jensen, M.; Wright, J.; Burman, R. Operational estimates of reference evapotranspiration. *Agron. J.* 81: 650-662, 1989.
51. Montgomery, J.; Hornbuckle, J.; Hume, I.; Vleeshouwer, J. IrriSAT—Weather based scheduling and benchmarking technology. In Proceedings of the 17th ASA Conference, Hobart, Australia, 20–24 September 2015; pp. 20–24.
52. Roffia, L.; Azzoni, P.; Aguzzi, C.; Viola, F.; Antoniazzi, F.; Salmon Cinotti, T. Dynamic linked data: A SPARQL event processing architecture. *Future Internet* 2018, 10, 36.
53. Ballester, C.; Brinkhoff, J.; Quayle, W.C.; Hornbuckle, J. Monitoring the Effects of Water Stress in Cotton Using the Green Red Vegetation Index and Red Edge Ratio. *Remote Sens.* 2019, 11, 873.
54. Zeng, Y.; Zhang, Y.; Xiang, J.; Uphoff, N.T.; Pan, X.; Zhu, D. Effects of low temperature stress on spikelet-related parameters during anthesis in indica–japonica hybrid rice. *Front. Plant Sci.* 2017, 8, 1350.
55. Whitworth, R.; Dunn, B. *Rice Water Depth Management at Microspore*; Department of Primary Industries, Yanco, Australia, 2012.
56. Flood, N. Comparing Sentinel-2A and Landsat 7 and 8 using surface reflectance over Australia. *Remote Sens.* 2017, 9, 659.
57. Drusch, M.; Del Bello, U.; Carlier, S.; Colin, O.; Fernandez, V.; Gascon, F.; Hoersch, B.; Isola, C.; Laberinti, P.; Martimort, P. Sentinel-2: ESA’s optical high-resolution mission for GMES operational services. *Remote Sens. Environ.* 2012, 120, 25–36.
58. Menta, C.; Remelli, S. Soil Health and Arthropods: From Complex System to Worthwhile Investigation. *Insects* 2020, 11, 54.

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).