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Abstract
Merge Resolution (MRes) is a refutational proof system for quantified Boolean formulas (QBF). Each line of MRes consists of clauses with only existential literals, together with information of countermodels stored as merge maps. As a result, MRes has strategy extraction by design. The QRAT proof system was designed to capture QBF preprocessing. QRAT can simulate both the expansion-based proof system ∀Exp+Res and CDCL-based QBF proof system LD-Q-Res.

A family of false QBFs called SquaredEquality formulas were introduced in [6] and shown to be easy for MRes but need exponential size proofs in Q-Res, QU-Res, CP+red, ∀Exp+Res, IR-calc and reductionless LD-Q-Res. As a result none of these systems can simulate MRes. In this paper, we show a short QRAT refutation of the SquaredEquality formulas. We further show that QRAT strictly p-simulates MRes. Besides highlighting the power of QRAT system, this work also presents the first simulation result for MRes.
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1 Introduction
Quantified Boolean formulas (QBF) extend propositional logic with quantifications, there exists (∃) and for all (∀). QBF proof complexity deals with understanding the limitations and strength of various QBF solving approaches. In the literature, there exists mainly two solving approaches i.e. Conflict-Driven-Clause-Learning (CDCL) and expansion-based solving. Several QBF proof systems have been developed to capture these solving approaches. Q-resolution (Q-Res) [22] is the base of CDCL-based approach. It is further extended to QU-resolution (QU-Res) [16] and Long-Distance-resolution (LD-Q-Res) [2]. On the other hand, proof system ∀Exp+Res [19] is the base of expansion-based solving. It is further extended to powerful proof systems IR-calc [8] and IRM-calc [8]. The simulation orders of these proof systems are well studied in the literature [9, Figure 1].

Recently, a new proof system Merge resolution (MRes) [6] has been developed. It follows a different QBF-solving approach. In MRes, winning strategies for the universal player are explicitly represented within the proof in the form of deterministic branching programs, known as merge maps [6]. MRes builds partial strategies at each line of the proof such that the strategy at the last line (corresponding to the empty clause) forms the complete countermodel for the input QBF. As a result, MRes admits strategy extraction by design. While performing resolution steps, MRes merges the partial strategies of the two hypotheses carefully if their corresponding merge maps are isomorphic or consistent. Note that whether two merge maps are isomorphic or consistent can be checked efficiently. This allows those resolution steps to be performed in MRes which would have been blocked in LD-Q-Res.

To be precise, in LD-Q-Res universal variables \(u\) could appear in both polarities in the hypotheses and get merged in the resolvent provided \(u\) appears in the right of the pivot variable in the quantifier prefix. MRes relaxed this restriction by allowing resolution steps even if \(u\) is on the left of the pivot variable provided the merge maps of \(u\) in both the hypotheses
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are isomorphic. This makes \( \text{MRes} \) powerful as compared to reductionless \( \text{LD-Q-Res} \) \cite{11, 23}. In fact there exists a family of false QBFs SquaredEquality formulas (Definition \cite{7}) with short refutations in \( \text{MRes} \) \cite{6} but require exponential size refutations in \( \text{Q-Res}, \text{QU-Res}, \text{CP+\text{\texttt{\texttt{red}}}\cite{10}}, \forall\text{Exp+Res}, \text{IR-calc} \) \cite{11, 5} and reductionless \( \text{LD-Q-Res} \) \cite{6}. Therefore, none of these proof systems can simulate \( \text{MRes} \).

Quantified Resolution Asymmetric Tautologies (QRAT) proof system is introduced in \cite{18} to capture the preprocessing steps performed by several QBF-solvers. It has been shown in \cite{18} that QRAT can efficiently simulate all the existing preprocessing steps used by present-day QBF solvers. Recently, it has been shown that QRAT can simulate both the expansion-based proof system \( \forall\text{Exp+Res} \) \cite{21} and CDCL-based proof system \( \text{LD-Q-Res} \) \cite{20}. Since QRAT allows resolution steps with universal variables as pivot, it simulates QU-Res as well \cite{20}. It is also known that QRAT is strictly stronger than \( \forall\text{Exp+Res}, \text{LD-Q-Res} \) and \( \text{QU-Res} \) \cite{20} Figure 2).

In this short paper, we extend the importance of QRAT among QBF proof systems by showing that QRAT even polynomially simulates \( \text{MRes} \). We also show that refuting the SquaredEquality formulas in QRAT is easy. Thus the semantic structure of these formulas which makes it harder to refute in all other proof systems is not a restriction for QRAT. We explain these contributions in the following subsection.

1.1 Our contributions

(a) Short QRAT refutation of SquaredEquality formulas: SquaredEquality formulas, a variant of equality formulas \cite{5}, have been defined in \cite{6} to show that \( \text{MRes} \) is strictly stronger than reductionless \( \text{LD-Q-Res} \) \cite{11, 23}. The original equality formulas which are hard for \( \text{Q-Res} \) but easy for \( \text{LD-Q-Res} \) have been extended in a way that prohibits the resolution step in reductionless \( \text{LD-Q-Res} \) but not in \( \text{MRes} \).

In this paper, we show that the SquaredEquality formulas have a short refutation in QRAT (Theorem \cite{5}). Also, since the original equality formulas are easy for \( \text{LD-Q-Res} \) and QRAT can simulate \( \text{LD-Q-Res} \), the formulas are easy for QRAT as well.

Note that, all other known families of false QBFs used to establish the incomparability results among QBF proof systems are easy for QRAT: KBKF \cite{22} Theorem 3.2] formulas are easy for QU-Res \cite{16} Example 5.5] hence they are easy for QRAT. Similarly, QPARITY \cite{9} formulas are easy for \( \forall\text{Exp+Res} \) \cite{9} Lemma 15] and hence easy for QRAT. Variants of these formulas were used to show the incomparability results among proof systems known to be simulated by QRAT. Hence these formulas are also easy for QRAT. Thus the presented short QRAT refutation of the SquaredEquality formulas makes this formulas also easy for QRAT.

(b) QRAT polynomially simulates \( \text{MRes} \): It has been shown that \( \text{MRes} \) can simulate reductionless \( \text{LD-Q-Res} \) \cite{6}. However, none of the proof systems \( \text{Q-Res}, \text{QU-Res}, \text{CP+\texttt{\texttt{red}}}, \forall\text{Exp+Res}, \text{IR-calc} \) and reductionless \( \text{LD-Q-Res} \) are capable of simulating \( \text{MRes} \). The difficulty for these proof systems lies in simulating the axiom steps of \( \text{MRes} \). To be precise, \( \text{MRes} \) gets rid of all the universal variables from the input clauses just by maintaining the partial strategies for them. On the other hand, the above mentioned proof systems have different and restricted rules for handling the universal variables. For example, \( \text{Q-Res} \) and \( \text{QU-Res} \) use universal reduction(UR) rule, which allows dropping a universal variable only if it is not blocked. Similarly, expansion-based proof systems like \( \forall\text{Exp+Res} \) and IR-calc handle the universal variables by introducing the annotated existential variables only.
In this paper, we show how QRAT handles this hurdle and polynomially simulates MRes. We show this by proving that the downloaded clauses in MRes proofs are all Asymmetric Tautology (AT) (Definition 5) with respect to the input QBF (Lemma 11). Therefore, they can easily be added in QRAT. Since the resolution step can be easily simulated by QRAT (Observation 6), the remaining resolution steps in MRes refutation can also be simulated (Theorem 10).

(c) Emphasizing the importance of QRAT among QBF proof systems: QRAT has been shown to simulate varieties of QBF solving approaches. That is on one hand, QRAT can simulate the expansion-based system ∀Exp+Res and on the other, it can simulate the powerful CDCL-based system LD-Q-Res. Since MRes is based on an entirely different QBF-solving approach; by showing that QRAT can polynomially simulate MRes, the paper extends the importance of QRAT system.

QRAT is a possible candidate for the universal checking format which can verify all existing QBF-solving techniques [13]. Our simulation result is a small step in this direction. (The other possible candidate is the extended Frege for QBFs, denoted as, eFrege+∀red [13, Conjecture 1]). For the simulation order and incomparabilities involving QRAT and several QBF proof systems, refer Figure 1.

![Figure 1 Simulation order of QBF proof systems, with our new result shown in bold. MRes simulation of reductionless LD-Q-Res is shown in [6]. QRAT simulation of ∀Exp+Res, LD-Q-Res and QU-Res are shown in [21, 20, 20] respectively. The incomparability result of reductionless LD-Q-Res and Q-Res was shown in [23]. For other known relations refer [9, Figure 1].](image)

1.2 Organisation of the paper

In Section 2 we denote all important notations and preliminaries used in the paper. We define MRes in Section 2.1 and QRAT in Section 2.2. In Section 3, we define the SquaredEquality formulas and give a short QRAT proof for the same in (Theorem 5). We prove the QRAT simulation of MRes in Section 4. Finally, we conclude and discuss further open problems in Section 5.
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2 Notations and Prerequisites

A clause $C$ is a disjunction of literals and a conjunctive normal form (CNF) $F$ is a conjunction of clauses. A clause $D$ is a sub-clause of $C$ if every literal of $D$ are also a literal of $C$. A unit clause is a clause with only one literal in it. We denote the empty clause by $\bot$. $\text{vars}(C)$ is a set of all variables in $C$ and $\text{var}(F) = \cup_{C \in F} \text{vars}(C)$. $\overline{C}$ for a clause $C$, is a conjunction of negation of literals in $C$.

A proof system $f$ for a non-empty language $L \subseteq \{0,1\}^*$ is a polynomial time computable function $f : \{0,1\}^* \to \{0,1\}^*$ such that $\text{Range}(f) = L$. For string $x \in L$, we say a string $w \in \{0,1\}^*$ is an $f$-proof of $x$ if $f(w) = x$. A proof system $f$ for $L$ is complete iff for every $x \in L$ we have a corresponding $f$-proof for $x$. A proof system $f$ for $L$ is sound iff the existence of an $f$-proof for $x$ implies that $x \in L$.

A proof system $f$ p-simulates (polynomially simulates) another proof system $g$ (i.e., $f \leq_p g$) if both prove the same language $L$ and every $g$-proof of input $x \in L$ can be translated into an $f$-proof for the same input in time that is polynomial w.r.t size of the $g$-proof. Otherwise, we say that $f$ do not simulate $g$ ($f \not\leq_p g$). We say that a proof system $f$ strictly simulates a proof system $g$ if $f \leq_p g$ but $g \not\leq_p f$. Proof systems $f$ and $g$ are said to be incomparable, if none of them can simulate the other. $f$ and $g$ proof systems are said to be p-equivalent if both $f \leq_p g$ and $g \leq_p f$ hold.

Proof systems for $L = \text{UNSAT} / \text{TAUT}$ are called propositional proof systems. For example, the resolution proof system is defined as follows:

Definition 1. Resolution proof system: Resolution proof system [12, 23] is the most studied propositional proof system. The lines in this proof system are clauses. Given a CNF formula $F$, it can derive new clauses using the following inference rule, also known as the resolution rule: $C \lor \neg \exists \frac{C \lor D}{\neg \exists \lor D}$, where $C$ and $D$ are clauses and $x$ is the pivot variable being resolved. The clause $C \lor D$ is called the resolvent. For the rest of this paper we denote this step as $\text{Res}(\langle C \lor x \rangle, \langle D \lor \exists \rangle, x)$.

Proof systems for $L = \text{FOBFS}\text{/ TQBFs}$ are said to be QBF proof systems where, FQBFs (TQBFs) denote the set of all false (true) QBFs. For example, Q-Res, QU-Res, etc. Before defining them we first define the QBFs.

Quantified Boolean formulas: QBFs are an extension of the propositional Boolean formulas where each variable is quantified with one of $\{\exists, \forall\}$, the symbols having their general semantic definition of existential and universal quantifier respectively.

In this paper, we assume that QBFs are in closed prenex form i.e., we consider the form $Q_1X_1..Q_kX_k. \phi(X)$, where $X_i$ are pairwise disjoint sets of variables; $Q_i \in \{\exists, \forall\}$ and $Q_i \neq Q_{i+1}$, and $\phi(X)$ is in CNF form over $X = X_1 \cup \cdots \cup X_k$, called the matrix of the QBF. We denote QBFs as $Q.\phi$ in this paper, where $Q$ is the quantifier prefix.

If a variable $x$ is in the set $X_i$, we say that $x$ is at level $i$ and write $lv(x) = i$. Note that the quantifier of a literal is the quantifier of the corresponding variable. Given a literal $\ell$ with quantifier $Q_i$ and a literal $k$ with quantifier $Q_j$, we say that $\ell$ occurs to left of $k$ and write $\ell \preceq_Q k$ if $i \leq j$. Likewise, we say that $\ell$ occurs to right of $k$ and write $\ell \succeq_Q k$ if $i > j$.

An assignment tree of a QBF $Q.\phi$ is a complete binary tree of depth $|\text{vars}(\phi)|$ where each level is dedicated to a variable in the order of the prefix. If the variable is existential, then the level is said to be an existential level and each node of this level is said to be an existential node. Similarly we have universal levels and universal nodes. If a level is dedicated for a variable (say $x$), every node in that level will have 2 outgoing edges for the level below marked with $x$ and $\neg x$ respectively except for the level corresponding to leaf nodes. Each
node is labelled with either 1 or 0 eventually as follows: the path from root to leaf is a total assignment to all variables which if evaluate $\phi$ to 1 (resp. 0), the corresponding leaf node is labelled with 1 (resp. 0). Rest of the nodes are labelled from bottom up, where the existential nodes act as OR gates and the universal nodes act as AND gates. A model (resp. countermodel) is a sub-tree of the assignment tree where every existential node has exactly one child (resp. both children) and universal node has both the children (resp. exactly one child), furthermore every node in this tree is marked with 1 (resp. 0). True-QBFs have at least one model and false-QBFs have at least one countermodel.

QBFs as a game: QBFs are often seen as a game between the universal and the existential player i.e. in the $i^{th}$ step the player $Q_i$ assigns values to the variables $X_i$. At the end, the existential (resp. universal) player wins if substituting this total assignment of variables in $\phi$ evaluates to 1 (resp. 0).

For a QBF $Q.\phi$, a strategy of universal (resp. existential) player is a decision function that returns the assignment to all universal (resp. existential) variables of $Q$, where the decision for each $u$ depends only on the variables to the left of it in the quantifier prefix $Q$.

Winning strategy for a player is a strategy which makes this player win against every assignment of the other player. The term ‘winning strategy’ is often used instead of model (in case of the existential player) and countermodel (in case of the universal player). A QBF is false (true) iff there exists a winning strategy for the universal (existential) player [1].

We say that a QBF proof system $f$ admits strategy extraction if from every $f$-proof ($f$-refutation) of a true (false) QBF $Q.\phi$ one can extract a winning strategy for the existential (universal) player efficiently w.r.t. the size of the $f$-proof ($f$-refutation).

Strategy extraction is one of the most important lower bound techniques in QBF proof complexity. If a proof system $f$ admits strategy extraction, then every QBF with hard strategies must have long $f$-proofs.

Now, let us define few important QBF-proof systems:

**Q-Res**: [22] Q-Res is the extension of the resolution proof system for QBFs. It has two rules namely resolution and universal reduction. The resolution rule is the same as defined before in (Definition [1]), i.e. $\text{Res}(C_a, C_b, x)$; the only restrictions being that the pivot variable $x$ should be an existential variable and that the resolvent clause should not be a tautology.

The **Universal Reduction** (UR) of Q-Res is the rule that allows dropping of universal literal $u$ from a clause $C$ in the QBF provided no existential literal $\ell \in C$ appears to the right of $u$ in the quantifier prefix. In this case, we say $u$ is not blocked in $C$, otherwise it is blocked.

**QU-Res**: [16] QU-Res is an extension of Q-Res which allows resolution on universal variables as well.

### 2.1 MRes proof system [6]

MRes is a proof system for false QBFs introduced in [6]. We describe MRes briefly in this section, please refer to [6] for its formal definition.

A MRes refutation of a QBF $Q.\phi$ consists of a sequence of lines where each line $L_i$ consists of a clause $C_i$ and a map $(M_i^u)$ for each universal variable $u \in Q$. At any given point in the proof, $C_i$ consists of only existential literals and $M_i^u$ gives the partial strategy of universal variable $u$ based on the existential variables which lie to the left of $u$ in the quantifier prefix $Q$.

The Merge-maps $M_i^u$ can be either directly $i \mapsto \{u/\pi/\ast\}$ or it can be of the form $i \mapsto (x, a, b)$ (read as ‘if $x = 0$ then goto $a$ else goto $b$’) where $x$ is an existential variable and
a, b < i are line indices from previous lines of the MRes proof.

Merge-maps can be represented as graphs where the node labels are line indices and the edges are labelled by existential literals. For example, for the merge map rule \( i \mapsto (x, a, b) \), we have an edge \( i \to a \) in the graph with label \( \pi \) and an edge \( i \to b \) with label \( x \). Let \( i \) be a line index which is a leaf node in the graph, then it also has an additional label from \( \{u, \pi, *\} \) corresponding to the rule \( i \mapsto \{u/\pi/*\} \).

The following two properties can be easily checked on merge-maps:

**Isomorphism:** Two merge maps \( M_a^u \) and \( M_b^u \) are isomorphic (written \( M_a^u \simeq M_b^u \)) if and only if there exists a bijection mapping from the line numbers of one to those of another when represented as graphs. In other words, two isomorphic merge maps represent the same strategy.

**Consistency:** Two merge maps \( M_a^u \) and \( M_b^u \) are consistent (written \( M_a^u \bowtie M_b^u \)) if and only if for every common line index (say \( i \)) in both maps, it holds that \( M_a^u(i) = M_b^u(i) \).

The following two functions are defined on merge-maps:

**Select** \( (M_a^u, M_b^u) \): It is defined only when \( M_a^u \simeq M_b^u \) or when either of them is trivial (i.e. \( a \mapsto * \) or \( b \mapsto * \)). In such a case, it returns \( M_a^u \) (if \( M_a^u \) is not trivial), otherwise returns \( M_b^u \).

**Merge** \( (M_a^u, M_b^u, n, x) \): It is defined only when \( M_a^u \bowtie M_b^u \) and \( x \) is an existential variable and \( n \) is a new line index strictly greater than both \( a \) and \( b \). In such a case, it returns a new merge-map which merges the same indice nodes into one node and adds a new node with the rule \( n \mapsto (x, a, b) \). Note that the indices present only in one of the input maps (i.e. not-common) are retained in the new merged map as they were.

Now, we are ready to define the MRes proof system:

**Definition 2 (MRes proof system [5]).** Let \( \Phi := Q.\phi \) be a QBF with existential variables \( X \) and universal variables \( U \). MRes derivation of \( \Phi \) is a sequence \( \pi := L_1, ..., L_k \) of lines \( L_i := (C_i, \{M_i^u : u \in U\}) \) derived by one of the following steps:

(a) **Axiom.** There exists a clause in \( C \in \phi \) such that \( C_i \) is the existential sub-clause of \( C \), and, for each \( u \in U \), \( M_i^u \) is the rule \( i \mapsto * \) for the falsifying u-literal for \( C \), if \( u \notin C \) add the trivial rule \( i \mapsto * \); or,

(b) **Resolution.** There exist integers \( a, b < i \) and an existential pivot \( x \in X \) such that \( C_i = \text{Res}(C_a, C_b, x) \), where one of the following must hold for every \( u \in U \):

(i) \( M_i^u = \text{select}(M_a^u, M_b^u) \) if defined; or,

(ii) \( x < Q u \) and \( M_i^u = \text{merge}(M_a^u, M_b^u), i, x) \).

The final line \( L_k \) is the conclusion of \( \pi \), and \( \pi \) is a refutation of \( \Phi \) iff \( C_k = \bot \). In this case observe that \( \{M_k^u : u \in U\} \) is a winning strategy for the universal player.

It’s known that MRes is sound and complete for false QBFs [3] Section 4.3]. We outline QRAT proof system in the next section.

### 2.2 QRAT proof system [18]

The QRAT proof system was introduced to capture the state-of-the-art techniques used in current day QBF-solvers [18]. We give a brief summary of its rules. We need the following definitions:

**Definition 3.** For a CNF formula \( F \), **unit propagation** (represented by \( \top_1 \) or unit-propagation(\( F \)) simplifies \( F \) on unit clauses; that is for every unit clause \( (e) \in F \), it assigns \( e \) to \( 1 \) in all clauses of \( F \), i.e. removes all clauses that contain the literal \( e \) from the set \( F \).
and drops the literal \( \overline{\ell} \) from all clauses in \( F \). It keeps repeating this until no unit clause is left or an empty clause is derived.

- **Definition 4** (Outer resolvent [18]). Given two clauses \((C \lor \ell),(D \lor \overline{\ell})\) of a QBF \( Q.\phi \), the **Outer Resolvent** \( OR(Q,C,D,\ell) \) is the clause consisting of all literals in \( C \) together with those literals of \( D \) that occur to the left of \( \ell \), i.e., \( C \cup \{ k \mid k \in D, k \leq_{Q} \ell \} \).

- **Definition 5** (Asymmetric Tautology (AT)). Clause \( C \) is an AT w.r.t. a QBF \( \Phi \). Alternatively, \( C \) is an AT w.r.t. \( Q \). \( \Phi \) iff \( \bot \in \text{unit-propagation}(\phi \land \overline{C}) \). A clause \( C \) is an AT w.r.t. a QBF \( Q.\phi \) if it is an AT w.r.t. \( \phi \).

**QRAT-clause & QRAT-literal**: A clause \( C \lor \ell \) is QRAT-clause w.r.t. a QBF \( Q.\phi \) if for every \( D \lor \overline{\ell} \in \phi \) the \( OR(Q,C,D,\ell) \) is an AT w.r.t. \( \phi \). We say that \( \ell \) is the QRAT-literal in \( C \).

If a clause \( C \) contains an existential QRAT-literal, it has been shown in [18] that \( C \) can be removed (called QRATE rule) or added (called QRATA rule) without affecting the satisfiability of the QBF. Also, if a clause \( C \) contains a universal QRAT-literal \( \ell \), then dropping \( \ell \) from \( C \) (called QRATU rule) is also a satisfiability preserving step. Note that a clause \( C \), which is an AT w.r.t. a QBF \( \Phi = Q.\phi \) is also a QRAT-clause on any literal belonging to \( C \) w.r.t. \( \Phi \) [18]. Additionally, QRAT allows elimination of any clause at any point in the proof [21].

The remaining rule in QRAT is EUR; to define it we need the following:

**Extended inner clause (EIC)**: For a QBF \( Q.\phi \) where \( C \in \phi \) and \( \ell \in C \), \( EIC(Q,C,\ell) \) is the final clause obtained when repeatedly performing the following: for every existential literal \( k \in C \) which is to the right of \( \ell \) in \( Q \), extend \( C \) by all the right literals of \( \ell \) in the clauses \( D \in \phi \) with \( \overline{k} \in D \) (also include \( \overline{\ell} \) in \( C \) if \( \overline{\ell} \) also \( \in \phi \) such \( D \)).

**Extended Universal Reduction (EUR)**: Given a QBF \( Q.\phi \), for a clause \( C \in \phi \) with a universal literal \( \ell \in C \) such that \( \overline{\ell} \notin EIC(Q,C,\ell) \), the literal \( \ell \) can be dropped from \( C \) under the Extended Universal Reduction (EUR) rule of QRAT.

Given a QBF \( \Phi = Q.\phi \), a sequence of clauses is called a QRAT refutation of \( \Phi \), if they are derived using the above mentioned rules and the last clause in the sequence is \( \bot \).

In this paper we show that even the full power of QRAT is not required to prove the SquaredEquality formulas or to simulate \( MRes \). This restricted variant is referred to as QRAT (UR) in the literature [18] which allows all the QRAT rules but uses universal reduction (UR) instead of the powerful EUR rule. In fact, if we allow the definition that clauses with only universal literals are \( \bot \); then QRAT simulation of \( MRes \) does not even require the UR rule, only the QRATU rule is sufficient.

Before moving on to the next section, we state the following observation which is useful for the upcoming proofs.

- **Observation 6** ([18]). Consider a resolution step \( Res((C \lor x),(D \lor \overline{x}),x) \). QRAT can easily simulate the resolution steps by directly adding the resolvent clause to the QBF \( Q.\phi \) as it is an AT w.r.t. \( \phi \). This is true as unit propagation of the resolvent \( (C \lor D) \) in \( \phi \) derives \( (x \land \overline{x}) = \bot \). Note that the above argument is valid for universal pivot variables as well. This implies, QRAT can simulate QU-Res.

### 3 SquaredEquality Formulas [6]

In [7], it was stated that, there exists a family of false QBFs, the SquaredEquality formulas, with short proofs in \( MRes \) but requiring exponential size in \( Q-Res \), QU-Res, CP+\( \lor \)-red, \( \forall \)Exp+\( \lor \)-Res, IR-calc and reductionless LD-Q-Res. In the next subsection, we show that these formulas are easy for QRAT proof system as well. We next present its definition.
**Definition 7 (SquaredEquality Formulas)**. The squared equality family is the QBF family whose \( n \)th instance \( EQ^2(n) := Q(n).eq^2(n) \), it has the prefix

\[
Q(n) := \exists \{x_1, y_1, \ldots, x_n, y_n\} \forall \{u_1, v_1, \ldots, u_n, v_n\} \exists \{t_{i,j} : i, j \in [n]\},
\]

and the matrix \( eq^2(n) \) consisting of the clauses:

\[
\begin{align*}
\{x_i, y_j, u_i, v_j, t_{i,j}\}, \{x_i, \overline{y}_j, u_i, \overline{v}_j, t_{i,j}\}, & \quad \text{for } i, j \in [n], \quad C_{i,j}, C'_{i,j} \\
\{\overline{x}_i, y_j, u_i, v_j, t_{i,j}\}, \{\overline{x}_i, \overline{y}_j, u_i, \overline{v}_j, t_{i,j}\}, & \quad \text{for } i, j \in [n], \quad D_{i,j}, D'_{i,j} \\
\{t_{i,j} : i, j \in [n]\}. & \quad T
\end{align*}
\]

### 3.1 Short QRAT refutations of \( EQ^2(n) \)

In this section we give the first short QRAT refutation for SquaredEquality formulas.

**Theorem 8.** The SquaredEquality formulas have \( O(n^2) \)-size QRAT refutations.

**Proof.** Let \( n \in \mathbb{N} \), where \( \mathbb{N} \) is the set of all natural numbers. We construct a refutation in 3 stages. In the first stage, we drop all the universal variables in the formulas for the reason that they are QRAT-literals. In the second stage we derive unit clauses of all \( t_{i,j} \)'s using 3 resolutions steps each. In the last stage we successively resolve these unit clauses with the clause \( T \) and derive an empty clause.

(a) **Stage 1:** we prove the following lemma first.

**Lemma 9.** All universal literals are QRAT-literals in SquaredEquality formulas and can be dropped by QRATU rule.

**Proof.** Observe that in all the 4 type of clauses (i.e. \( C_{i,j}, C'_{i,j}, D_{i,j}, D'_{i,j} \)) the existential literal \( x_i \) is always in the same clause as the universal literal \( u_i \) and the literal \( \overline{x}_i \) is always in the same clause as the literal \( \overline{u}_i \). Same is with the existential variable \( y_j \) and universal variable \( v_j \). Moreover \( x_i, y_j \) are always on the left of \( u_i, v_j \) in the quantifier prefix.

Consider the \( C_{i,j} \) type of clauses, they contain the universal literal \( u_i \). The outer resolvents of these clauses can be with either \( D_{i,j} \) which contain the literal \( \overline{u}_i \). All these outer resolvents will have both \( x_i \) and \( \overline{x}_i \), i.e. they are a tautology. Hence all the outer resolvents are ATs, which makes \( u_i \) a QRAT-literal in \( C_{i,j} \). A similar argument can be made for each one of the 4 clauses as the primary clause. Thus all the \( u_i \) variables can be dropped from the formulas.

Now, consider and again the \( C'_{i,j} \) type of clauses, they contain the universal literal \( v_j \). The outer resolvents of these clauses can be with either \( C'_{i,j} \) which contain the literal \( \overline{v}_j \). All these outer resolvents will have both \( y_j \) and \( \overline{y}_j \), i.e. they are a tautology. Hence they are all ATs, that makes \( v_j \) a QRAT-literal in \( C_{i,j} \). Similar arguments can be made for each one of the 4 clauses. So all the \( v_j \) variables can be dropped from the formulas.

Now using Lemma 9 we drop all universal variables in \( O(n^2) \) and obtain the following clauses:

\[
\begin{align*}
\{x_i, y_j, t_{i,j}\}, \{x_i, \overline{y}_j, t_{i,j}\}, & \quad \text{for } i, j \in [n], \quad C''_{i,j}, C'''_{i,j} \\
\{\overline{x}_i, y_j, t_{i,j}\}, \{\overline{x}_i, \overline{y}_j, t_{i,j}\}, & \quad \text{for } i, j \in [n], \quad D''_{i,j}, D'''_{i,j}
\end{align*}
\]

(b) **Stage 2:** For every \( i, j \in [n] \), we use 3 resolution rules on the corresponding clauses \( C''_{i,j}, C'''_{i,j}, D''_{i,j}, D'''_{i,j} \) to obtain the unit clause \( (t_{i,j}) \) as follows:
\[
P_{i,j} = \text{Res}(C''_{i,j}, C''_{i,j}, y_j) = \{x_i, t_{i,j}\}
\]
\[
Q_{i,j} = \text{Res}(D''_{i,j}, D''_{i,j}, y_j) = \{\overline{x_i}, t_{i,j}\}
\]
\[
R_{i,j} = \text{Res}(P_{i,j}, Q_{i,j}, x_i) = \{t_{i,j}\}
\]

Resolution clauses are AT in QRAT (Observation 6), so the above clauses \((P_{i,j}, Q_{i,j}, R_{i,j})\) can be added directly. This stage can be done in \(O(n^2)\) resolution steps.

(c) **Stage 3:** For every \(i, j \in [n]\) we have already derived all the \(n^2\) unit clauses \(R_{i,j}\)'s, using these clauses along with the input clause \(T\) we may derive the empty clause \(\bot\) in \(O(n^2)\) steps.

This completes the proof. Observe that SquaredEquality formulas have \(O(n^2)\) clauses, hence the QRAT refutation is indeed linear in the size of the formula. ▶

Now we proceed to our simulation result in the next section.

4 **QRAT polynomially simulates MRes**

In MRes, in addition to finding a winning strategy for the universal player, the proof system also derives the empty clause \(\bot\) through a sequence of sound rules. That is at the end, MRes proves that the given QBF is false in two different ways simultaneously. Firstly, by providing through sound rules, a sequence of clauses with only existential literals \(C_1, C_2, \ldots, C_k = \bot\). Secondly, by providing a countermodel for the QBF through merge-maps.

While deriving the clauses \(C_i\) in the sequence above, MRes consults the corresponding partial strategies presented in the hypothesis and makes sure that they meet certain criteria (Definition 2) to maintain soundness. Therefore, this sequence of clauses depends on the partial strategies that the MRes proof is building. However, it is sufficient for any proof system to produce either of these proof types to prove the falseness of any QBF.

So, even if a proof system \(f\) can efficiently simulate through its sound rules the sequence of clauses \(C_1, C_2, \ldots, C_k\) then we can say that \(f\) polynomially simulates MRes. \(f\) is not required to build or consult the partial strategies built by MRes. The other way of simulating MRes by a proof system \(f\) would be to simulate the process of building the partial strategies of the MRes proof.

We show that QRAT can efficiently simulate MRes by simulating it’s sequence of clauses \(C_1, C_2, \ldots, C_k\), as is mentioned in the first process.

► **Theorem 10.** QRAT polynomially simulates MRes.

**Proof.** Given an MRes refutation \(\pi = L_1, \ldots, L_k\) for a false QBF \(\Phi = Q.\phi\) with \(X\) (resp. \(U\)) as the set of existential (resp. universal) variables, where each \(L_i = (C_i, \{M_i^u : u \in U\})\), we effectively compute a QRAT refutation \(\Pi\) for the QBF \(\Phi = Q.\phi\) as follows:

(a) **Axiom Steps:** For every axiom step in \(\pi\) (say \(L_i\)), the following Lemma holds:

► **Lemma 11.** The existential sub-clause of a clause \(C \in \phi\) is AT w.r.t the QBF \(\Phi\).

**Proof.** Let \(C = \{e_1, \ldots, e_n, u_1, \ldots, u_m\}\) be an input clause in the QBF, where \(e_1, \ldots, e_n\) are existential literals and \(u_1, \ldots, u_m\) are universal literals with arbitrary order in \(Q\). The existential sub-clause \(C_i = \{e_1, \ldots, e_n\}\) is an AT w.r.t \(Q.\phi\): since \(\overline{C_i} \land C \vdash_1 \{u_1, \ldots, u_m\} = \bot\). The clause \(\{u_1, \ldots, u_m\}\) is the empty clause since all its literals are universal. ▶

Using Lemma 11, we can directly add the existential sub-clause \(C_i\) belonging to the axiom step \(L_i\) of MRes proof \(\pi\) in the QRAT proof \(\Pi\). This can be done for all the axiom steps in order as they appear in \(\pi\).
(b) **Resolution Steps:** Resolution step in \( \text{MRes} \) is executed provided some conditions on hypothesis merge maps are met (Definition 2). So while simulating, QRAT only needs to simulate the resolution steps where soundness part is already taken care of by \( \text{MRes} \) via maintaining partial strategies through merge-maps.

The resolvent clause is known to be AT w.r.t. QBF \( \Phi \), so can be directly added to \( \Pi \) (Observation 6). When QRAT simulates the last line of \( \pi \) through resolution, we get the corresponding \( \bot \) in \( \Pi \) as well. This completes the simulation. Observe that \( \Pi \) is a valid QRAT refutation of the input formula \( \Phi \). Note that, the size of the QRAT proof is linear in the size of the corresponding \( \text{MRes} \) proof. Also observe that the sequence of clauses \( C_1, \ldots, C_k \) in the lines of the \( \text{MRes} \) are in itself a valid QRAT proof!

On the other hand, we observe that \( \text{MRes} \) is not powerful enough to efficiently simulate the QRAT proof system. To be precise, we have:

**Observation 12.** \( \text{MRes} \) cannot simulate QRAT.

**Proof.** There exists a family of false QBFs KBKF-lq\([n][3\,\text{Definition}\ 3]\) which are shown to be hard for \( \text{MRes} \) in \([7\,\text{Theorem}\ 19]\), but easy for \( \text{QU-Res} \) [3, Theorem 2]. Since QRAT simulates \( \text{QU-Res} \) [20], these formulas are easy for QRAT. So this concludes that \( \text{MRes} \) cannot simulate QRAT.

## 5 Conclusions and future work

QRAT proof system is capable of efficiently simulating both the expansion-based QBF-solving approach, i.e., \( \forall \text{Exp+Res} \) [21] and the CDCL-based QBF-solving approach \( \text{LD-Q-Res} \) [20]. It is also known that QRAT can simulate all the existing preprocessing techniques used by current QBF-solvers [18]. In this paper, we show that QRAT can even strictly simulate the new proof system which builds partial strategies into proofs, that is, the \( \text{MRes} \) proof system [6]. Thus extending the importance of QRAT among QBF proof systems. Also, we have given a short QRAT refutation for the SquaredEquality formulas introduced in [6].

Work in this domain still has many interesting open problems; we would like to mention a few of the same:

Although \( \text{MRes} \) was inspired from \( \text{LD-Q-Res} \), it is still open if they are incomparable or if one can simulate the other.

QRAT simulation of \( \forall \text{Exp+Res} \) has been proven in [21], but it is still open whether or not QRAT can simulate it’s powerful variant the IR-calc proof system? Note that IR-calc cannot simulate QRAT proof system since the former is incomparable with \( \text{LD-Q-Res} \) and QRAT simulates \( \text{LD-Q-Res} \) [20]. For the complexity landscape of these systems, refer Figure 1 in this paper.

Given a false QBF \( \Phi = Q.\phi \), \( \text{MRes} \) builds a winning strategy of the universal player by design. In case, \( \Phi \) has a computationally hard winning strategy, \( \text{MRes} \) refutation of \( \Phi \) is also going to be large. As a result, proving lower bound for such QBFs in \( \text{MRes} \) is easy. On the other hand, QRAT does not admit strategy extraction for false QBFs unless \( P = \text{PSPACE} \) [14]. That is, there exists a family of false QBFs (the Select Formulas from [14 Section 4.1] which are easy for QRAT but have computationally hard universal winning strategies provided \( P \neq \text{PSPACE} \). As a result, establishing lower bound results for false QBFs in QRAT using the strategy extraction technique is not possible. In fact, proving a lower bound result in QRAT is still open. It should be noted that QRAT admits strategy extraction for true QBFs [17], therefore strategy extraction can still be used to prove QRAT lower bounds for true QBFs.
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