Abstract

In [15] Schultz generalized the work of Rajala and Sturm [13], proving that a weak non-branching condition holds in the more general setting of very strict CD spaces. Anyway, similar to what happens for the strong CD condition, the very strict CD condition seems not to be stable with respect to the measured Gromov Hausdorff convergence (cf. [11]). In this article I prove a stability result for the very strict CD condition, assuming some metric requirements on the converging sequence and on the limit space. The proof relies on the notions of consistent geodesic flow and consistent plan selection, which allow to treat separately the static and the dynamic part of a Wasserstein geodesic. As an application, I prove that the metric measure space $\mathbb{R}^N$ equipped with a crystalline norm and with the Lebesgue measure satisfies the very strict CD(0, $\infty$) condition.

In their pivotal works Lott, Villani [10] and Sturm [18, 19] introduced a weak notion of curvature dimension bounds, which strongly relies on the theory of Optimal Transport. They noticed that, in a Riemannian manifold, a uniform bound on the Ricci tensor is equivalent to the uniform convexity of the Boltzmann-Shannon entropy functional in the Wasserstein space. This allowed them to define a consistent notion of curvature dimension bound for metric measure spaces, that is known as CD condition. The metric measure spaces satisfying the CD condition are called CD spaces and enjoy some remarkable analytic and geometric properties.

The validity of the CD condition in a metric measure space $(X, d, m)$ is strongly related to the metric structure of its Wasserstein space, which is in turn strictly dependent on the metric structure of $(X, d, m)$. For this reason, it is not surprising that some properties of CD spaces hold under additional metric assumptions. Among them, one of the most important is the non-branching condition, which basically prevents two different geodesic to coincide in an interval of times. Since the first works on CD spaces, it has been clear that the non-branching assumption, associated with the CD condition, could confer some nice properties to a metric measure space. For example, Sturm [18] was able to prove the tensorization property and the local-to-global property, while Gigli [8] managed to solve the Monge problem. The relation between non-branching assumption and CD condition was made even more interesting by the work of Rajala and Sturm [14]. They proved that the strong CD condition implies a weak version of the non-branching one, that they called essentially non-branching. The work of Rajala and Sturm was then generalized to the wider context of very strict CD spaces by Schultz in [15] (see also [16] and [17], where he investigates some properties of very strict CD spaces). In particular, he also underlined that every very strict CD space satisfies a weak non-branching condition, that I will call weak essentially non-branching.

One of the most important properties of CD spaces is their stability with respect to the measured Gromov Hausdorff convergence. Unfortunately this rigidity result cannot hold for the strong CD condition and, accordingly to [11], it also does not hold for the so called strict CD condition, which is (a priori) weaker than the very strict one, but stronger than the weak one. In particular, as explained in [11], it is not possible to deduce in general any type non-branching condition for a measured Gromov Hausdorff limit space. This motivates to add some analytic or metric assumption on the converging spaces, in order to achieve non-branching at the limit.
In this direction the most remarkable result is provided by the theory of RCD spaces, pioneered by Ambrosio Gigli and Savaré in [4] and [5]. In fact these spaces are stable with respect to the measured Gromov Hausdorff convergence and essentially non-branching. In this article I present a stability result for very strict CD spaces, assuming metric requirements on the converging sequence and on the limit space.

In particular, the first section is dedicated to introduce the necessary preliminary notions, related both to the Optimal Transport theory and to CD conditions. In this sense, this section should be understood as a list of prerequisites and not as a complete treatment of the basic theory. For a full and precise discussions about the Optimal Transport theory I refer the reader [1], [2], [20] and [21].

In the second section I prove a purely metric stability result, which assume some strong rigidity requirements, but nevertheless can be applied to a fair variety of metric measure spaces. This result relies on the notions of consistent geodesic flow and consistent plan selection, which, as it will be clear in the following, allow me to treat separately the dynamic and the static parts of Wasserstein geodesics. The proof of this result uses an approximation strategy, and it is completely different from the arguments used for the RCD spaces theory.

The result of the second section can be applied to the metric measure space $\mathbb{R}^N$ equipped with a crystalline norm and with the Lebesgue measure, this is explained in the last section. In particular I will show how a secondary variational problem can provide a consistent plan selection, associated to the Euclidean consistent geodesic flow. This will allow to conclude that these metric measure spaces are very strict CD spaces, and therefore they are weakly essentially non-branching.

1 Preliminary Notions

This first section is aimed to state all the preliminary results I will need in the following.

1.1 The Optimal Transport Problem

The original formulation of the Optimal Transport problem, due to Monge, dates back to the XVIII century, and it is the following: given two topological spaces $X,Y$, two probability measures $\mu \in \mathcal{P}(X)$, $\nu \in \mathcal{P}(Y)$ and a non-negative Borel cost function $c : X \times Y \to [0, \infty]$, look for the maps $T$ that minimize the following quantity

$$\inf \left\{ \int_X c(x, T(x)) \, d\mu(x) : T : X \to Y \text{ Borel}, T#\mu = \nu \right\}.$$  \hfill (M)

The minimizers of the Monge problem are called optimal transport maps and in general do not necessarily exist. Therefore for the development of a general theory, it is necessary to introduce a slight generalization, due to Kantorovich. Defining the set of transport plans from $\mu$ to $\nu$: $$\Gamma(\mu, \nu) := \{ \pi \in \mathcal{P}(X \times Y) : (p_X)_#\pi = \mu \text{ and } (p_Y)_#\pi = \nu \},$$

the Kantorovich’s formulation of the optimal transport problem asks to find minima and minimizers of

$$\mathcal{C}(\mu, \nu) := \inf \left\{ \int_{X \times Y} c(x, y) \, d\pi(x, y) : \pi \in \Gamma(\mu, \nu) \right\}.$$  \hfill (K)

This new problem admits minimizers under weak assumptions, in fact the following theorem holds.

**Theorem 1.1** (Kantorovich). Let $X$ and $Y$ be Polish spaces and $c : X \times Y \to [0, \infty]$ a lower semicontinuous cost function, then the minimum in the Kantorovich’s formulation (K) is attained.
The minimizers of the Kantorovich problem are called optimal transport plans and the set of all of them will be denoted by OptPlans(μ, ν). Notice that this set obviously depends on the cost function c, anyway I will usually avoid to make this dependence explicit, since many times it will be clear from the context. A transport plan π ∈ Γ(μ, ν) is said to be induced by a map if there exists a μ-measurable map T : X → Y such that π = (id, T)#μ. Notice that these transport plans are exactly the ones considered in the Monge’s minimization problem (M).

Remark 1.2. Suppose that every minimizer of the Kantorovich problem between the measures μ, ν ∈ ℙ(X) is induced by a map, and thus is a minimizer for the Monge problem. Then the Kantorovich problem between μ and ν admit a unique minimizer, which is clearly induced by a map. In fact, given two distinct transport plans π₁ = (id, T₁)#μ, π₂ = (id, T₂)#μ ∈ OptPlans(μ, ν), their combination π = π₁ + π₂ 2 is itself an optimal plan and it is not induced by a map, contradicting the assumption.

A fundamental approach in facing the Optimal Transport problem is the one of c-duality, which allows to prove some very interesting and useful results. Before stating them let me introduce the notions of c-cyclical monotonicity, c-conjugate function and c-concave function.

Definition 1.3. A set Γ ⊂ X × Y is said to be c-cyclically monotone if

\[ \sum_{i=1}^{N} c(x_i, y_{σ(i)}) \geq \sum_{i=1}^{N} c(x_i, y_i) \]

for every N ≥ 1, every permutation σ of {1, ..., N} and every (x_i, y_i) ∈ Γ for i = 1, ..., N.

Definition 1.4. Given a function φ : X → ℝ ∪ {−∞}, define its c-conjugate function ℓc as

\[ ℓc(y) := \inf_{x \in X} \{ c(x, y) − ℓ(x) \}. \]

Analogously, given ψ : Y → ℝ ∪ {−∞}, define its c-conjugate function ℓc as

\[ ℓc(x) := \inf_{y \in Y} \{ c(x, y) − ℓ(y) \}. \]

Notice that, by definition, given a function φ : X → ℝ ∪ {−∞}, φ(x) + ℓc(y) ≤ c(x, y) for every (x, y) ∈ X × Y.

Definition 1.5. A function φ : X → ℝ ∪ {−∞} is said to be c-concave if it is the infimum of a family of c-affine functions c(. , y) + α. Analogously, ψ : Y → ℝ ∪ {−∞} is said to be c-concave if it is the infimum of a family of c-affine functions c(x , ·) + β.

The first important result of the c-duality theory is the following, which summarize the strict relation that there is between optimality and c-cyclical monotonicity.

Proposition 1.6. Let X and Y be Polish spaces and c : X × Y → [0, ∞] a lower semicontinuous cost function. Then every optimal transport plan π ∈ OptPlans(μ, ν) such that \( ∫ c dπ < ∞ \) is concentrated in a c-cyclically monotone set. Moreover, if there exist two functions a ∈ L¹(X, μ) and b ∈ L¹(Y, ν) such that c(x, y) ≤ a(x) + b(x) for every (x, y) ∈ X × Y, a plan π ∈ Γ(μ, ν) is optimal only if it is concentrated on a c-cyclically monotone set.

The c-duality theory also allows to state the following duality result.

Proposition 1.7. Let X and Y be Polish spaces and c : X × Y → [0, ∞] a lower semicontinuous cost function. If there exist two functions a ∈ L¹(X, μ) and b ∈ L¹(Y, ν) such that c(x, y) ≤
a(x) + b(x) for every (x, y) ∈ X × Y, then there exists a c-concave function φ : X → \mathbb{R} ∪ \{-∞\} satisfying
\[ C(\mu, \nu) = \int \phi \, d\mu + \int \phi^c \, d\nu. \]

Such a function φ is called Kantorovich potential.

Remark 1.8. Notice that, if the cost c is continuous, every c-concave function is upper semicontinuous, being the infimum of continuous functions. Therefore, according to Proposition 1.7, it is possible to find an upper semicontinuous Kantorovich potential φ and its c-conjugate function φ^c will be itself upper semicontinuous.

1.2 The Wasserstein Space and the Entropy Functional

In this section I am going to consider the Optimal Transport problem in the special case in which X = Y, (X, d) is a Polish metric space and the cost function is equal to the distance squared, that is c(x, y) = d^2(x, y). In this context the Kantorovich’s minimization problem induces the so-called Wasserstein distance on the space \( \mathcal{P}_2(X) \) of probabilities with finite second order moment.

Let me now give the precise definitions.

Definition 1.9. Define the set
\[ \mathcal{P}_2(X) := \left\{ \mu \in \mathcal{P}(X) : \int d^2(x, x_0) \, d\mu(x) < \infty \text{ for one (and thus all) } x_0 \in X \right\}. \]

Definition 1.10 (Wasserstein distance). Given two measures \( \mu, \nu \in \mathcal{P}_2(X) \) define their Wasserstein distance \( W_2(\mu, \nu) \) as
\[ W_2^2(\mu, \nu) := \min \left\{ \int d^2(x, y) \, d\pi(x, y) : \pi \in \Gamma(\mu, \nu) \right\}. \]

Proposition 1.11. \( W_2 \) is actually a distance on \( \mathcal{P}_2(X) \) and \((\mathcal{P}_2(X), W_2)\) is a Polish metric space.

The convergence of measures in \( \mathcal{P}_2(X) \) with respect to the Wasserstein distance can be easily characterized and this is very useful in many situation.

Proposition 1.12. Let \( (\mu_n)_{n \in \mathbb{N}} \subset \mathcal{P}_2(X) \) be a sequence of measures and let \( \mu \in \mathcal{P}_2(X) \), then \( \mu_n \xrightarrow{W_2} \mu \) if and only if \( \mu_n \xrightarrow{\text{weak}} \mu \) and
\[ \int d^2(x, x_0) \, d\mu_n \rightarrow \int d^2(x, x_0) \, d\mu \quad \text{for every } x_0 \in X. \]

In particular, if \((X, d)\) is a compact metric space, the Wasserstein convergence is equivalent to weak convergence.

Let me now deal with the geodesic structure of \((\mathcal{P}_2(X), W_2)\), which, as the following statement shows, is heavily related to the one of the base space \((X, d)\). This fact makes the Wasserstein space very important, and allows to prove many remarkable facts. First of all, notice that every measure \( \pi \in \mathcal{P}(C([0, 1], X)) \) induces a curve \([0, 1] \ni t \mapsto \mu_t = (e_t)_# \pi \in \mathcal{P}(X)\), therefore in the following I will consider measures in \( \mathcal{P}(C([0, 1], X)) \) in order to consider curves in the Wasserstein space.

Proposition 1.13. If \((X, d)\) is a geodesic space then \((\mathcal{P}_2(X), W_2)\) is geodesic as well. More precisely, given two measures \( \mu, \nu \in \mathcal{P}_2(X) \), the measure \( \pi \in \mathcal{P}(C([0, 1], X)) \) is a constant speed
Wassertein geodesic connecting $\mu$ and $\nu$ if and only if it is concentrated in $\text{Geo}(X)$ (that is the space of constant speed geodesics in $(X,d)$) and $(\rho_0, \rho_1) \# \pi \in \text{OptPlans}(\mu, \nu)$. In this case it is said that $\pi$ is an optimal geodesic plan between $\mu$ and $\nu$ and this will be denoted as $\pi \in \text{OptGeo}(\mu, \nu)$.

Remark 1.14. I will say that an optimal geodesic plan $\pi \in \text{OptGeo}(\mu, \nu)$ is induced by a map if there exists a $\mu$-measurable map $\Theta : X \to \text{Geo}(X)$, such that $\pi = \Theta \# \mu$. Following the argument explained in Remark 1.2, it is possible to conclude that, if any optimal geodesic plan $\pi \in \text{OptGeo}(\mu, \nu)$ between two given measures $\mu, \nu \in \mathcal{P}_2(X)$ is induced by a map, then there exists a unique $\pi \in \text{OptGeo}(\mu, \nu)$ and it is obviously induced by a map.

Let me now introduce the entropy functional that will be the main character in defining the notion of weak curvature dimension bounds. As it will be soon clear, the most appropriate framework in which deal with the entropy functional, is the one of metric measure spaces.

Definition 1.15. A metric measure space is a triple $(X, d, m)$, where $(X, d)$ is a Polish metric space and $m$ is a non-negative and non-null Borel measure on $X$, finite on bounded sets. Moreover, a quadruple $(X, d, m, p)$ is called pointed metric measure space if $(X, d, m)$ is a metric measure space and $p$ is a point in $X$.

Remark 1.16. In this article I assume that every metric measure space I am going to consider satisfies the following estimate

$$\int e^{-c d^2(x, x_0)} \, dm(x) < \infty,$$

for some (and thus all) $x_0 \in X$ and a suitable constant $c > 0$. This is essentially a technical assumption, but it is useful to ensure the lower semicontinuity of the entropy functional (see Proposition 1.19).

Let me now properly define the entropy functional.

Definition 1.17. In a metric measure space $(X, d, m)$, given a measure $\nu \in \mathcal{M}(X)$ define the relative entropy functional with respect to $\nu$ $\text{Ent}_\nu : \mathcal{P}_2(X) \to \mathbb{R}$ as

$$\text{Ent}_\nu(\mu) := \begin{cases} \int \rho \log \rho \, d\nu & \text{if } \mu \ll \nu \text{ and } \mu = \rho \nu \\ +\infty & \text{otherwise} \end{cases}.$$ 

The entropy functional relative to the reference measure $m$ will be simply denoted by $\text{Ent}$.

Remark 1.18. According to [3], condition (1) prevents the entropy functional $\text{Ent}$ to take the value $-\infty$.

The most important property of the entropy functional is its lower semicontinuity with respect to the different notions of convergence in spaces of probabilities. Some results in this direction are collected in this proposition.

Proposition 1.19. If $m(X) < \infty$ the functional $\text{Ent}$ is lower semicontinuous with respect to the weak topology of $\mathcal{P}_2(X)$, while if $m(X) = \infty$ (but (1) holds) $\text{Ent}$ is lower semicontinuous with respect to the Wasserstein convergence.

I conclude this subsection introducing two more spaces of probabilities, that will play an important role in the following.

Definition 1.20. Introduce the space $\mathcal{P}_{ac}(X) \subseteq \mathcal{P}_2(X)$ of probabilities absolutely continuous with respect to $m$, with finite second order moments. Define also the space $\mathcal{P}^*(X) \subseteq \mathcal{P}_{ac}(X)$ as

$$\mathcal{P}^*(X) := \{ \mu \in \mathcal{P}_2(X) : \text{Ent}(\mu) < \infty \}.$$
1.3 Curvature Dimension Bounds

In this section I introduce the notions of curvature dimension bound and CD space, presenting also the results which are the starting point of this work. Let me begin with the definition of weak and strong CD condition.

**Definition 1.21.** A metric measure space \((X, d, m)\) is said to satisfy the (weak) CD\((K, \infty)\) condition and to be a (weak) CD\((K, \infty)\) space, if for every \(\mu_0, \mu_1 \in \mathcal{P}(X)\) there exists a Wasserstein geodesic with constant speed \((\mu_t)_{t \in [0,1]} \subset \mathcal{P}(X)\) connecting them, along which the relative entropy functional is \(K\)-convex, that is

\[
\text{Ent}(\mu_t) \leq (1 - t) \text{Ent}(\mu_0) + t \text{Ent}(\mu_1) - t(1 - t) \frac{K}{2} W_2^2(\mu_0, \mu_1), \quad \text{for every } t \in [0,1].
\]

Moreover \((X, d, m)\) is said to satisfy a strong CD\((K, \infty)\) condition and to be a strong CD\((K, \infty)\) space if, for every \(\mu_0, \mu_1 \in \mathcal{P}(X)\), the relative entropy functional is \(K\)-convex along every Wasserstein geodesic with constant speed connecting them.

The following proposition due to Villani [21] ensures the validity of CD condition in some familiar metric measure spaces and it will be fundamental in the last section.

**Proposition 1.22.** Let \(\|\cdot\|\) be a norm on \(\mathbb{R}^n\) and let \(d\) be the associated distance, then the metric measure space \((\mathbb{R}^n, d, \mathcal{L}^n)\) is a (weak) CD\((0, \infty)\) space.

The next result states the stability of CD condition with respect to the (pointed) measured Gromov Hausdorff convergence. I am not interested in giving a precise definition of this notion of convergence, because in this article I will only deal with a different and stronger convergence for metric measure spaces. For a precise definition I refer the reader to [21], where also the next theorem is proven. Let me also point out that the measured Gromov Hausdorff convergence can be in some sense metrized by the \(D\) distance, introduced by Sturm in [19]. Moreover in [9] Gigli, Mondino and Savaré showed that some different notion of convergence for pointed metric measure spaces are equivalent to the pointed measured Gromov Hausdorff convergence.

**Theorem 1.23.** Let \((X_k, d_k, m_k, p_k)_{k \in \mathbb{N}}\) be a sequence of locally compact pointed metric measure spaces converging in the pointed measured Gromov Hausdorff sense to a locally compact pointed metric measure space \((X, d, m, p)\). Given \(K \in \mathbb{R}\), if each \((X_k, d_k, m_k)_{k \in \mathbb{N}}\) satisfies the weak curvature dimension condition CD\((K, \infty)\), then also \((X, d, m)\) satisfies CD\((K, \infty)\).

I am now going to present the Rajala-Sturm theorem, which is the starting point of this work. In order to do this I have to preliminary introduce the notion of essentially non-branching metric measure space.

**Definition 1.24.** A metric measure space \((X, d, m)\) is said to be essentially non-branching if for every absolutely continuous measures \(\mu_0, \mu_1 \in \mathcal{P}_{ac}(X)\), every optimal geodesic plan \(\eta\) connecting them is concentrated on a non-branching set of geodesics.

**Theorem 1.25.** Every strong CD\((K, \infty)\) metric measure space is essentially non-branching.

The work of Rajala and Sturm was then generalized by Schultz [15] and applied to the context of very strict CD spaces.

**Definition 1.26.** A metric measure space \((X, d, m)\) is called a very strict CD\((K, \infty)\) space if for every absolutely continuous measures \(\mu_0, \mu_1 \in \mathcal{P}_{ac}(X)\) there exists an optimal geodesic plan \(\eta \in \text{OptGeo}(\mu_0, \mu_1)\), so that the entropy functional \(\text{Ent}\) satisfies the \(K\)-convexity inequality along...
(restr_{t_0}^{t_1})(f\#) for every $t_0 < t_1 \in [0,1]$, and for all bounded Borel functions $f : \text{Geo}(X) \to \mathbb{R}^+$ with $\int f \, d\eta = 1$.

This CD condition is intermediate between the weak and the strong one and it easy to realize that it cannot imply the essentially non-branching property. Anyway, as pointed out by Schultz, it is possible to prove a weaker version of the non-branching condition.

**Definition 1.27 (Weak Essentially Non-Branching).** A metric measure space $(X, d, m)$ is said to be weakly essentially non-branching if for every absolutely continuous measures $\mu_0, \mu_1 \in \mathcal{P}_2(X)$, there exists an optimal geodesic plan connecting them, that is concentrated on a non-branching set of geodesics.

**Theorem 1.28.** Every very strict CD$(K, \infty)$ space is weakly essentially non-branching.

Unfortunately, as the reader can easily notice, the strong CD condition is not stable with respect to the measured Gromov Hausdorff convergence. Moreover, the results in [11] suggest that it is not possible to prove a general stability result also for the very strict CD condition. These observations motivate this article, where I assume some metric requirements on the converging sequence and on the limit space, in order to prove the very strict CD condition for suitable measured Gromov Hausdorff limit spaces.

## 2 A Metric Stability Result

In this section I state and prove some results that allow to prove very strict condition, and thus weak essentially non-branching, for some special measured Gromov Hausdorff limit spaces. These results do not assume any analytic requirement and are purely metric, therefore they can be applied to a wide variety of metric measure spaces. The way to prove non-branching at the limit in this case is very different from the one used by Ambrosio, Gigli and Savaré in [5] and it is actually more straightforward.

First of all, let me introduce two notions which provide a nice strategy to prove the very strict CD condition, they are called consistent geodesic flow and consistent plan selection. As it will be clear in the proof of Theorem 2.4 these two concepts allow to decouple the static part from the dynamic one, taking full advantage of Proposition 1.13. This, associated with suitable assumption, makes easier to deal with restriction of optimal geodesic plans and thus to prove the very strict CD condition.

**Definition 2.1.** Let $(X, d)$ be a metric space. A measurable map $G : X \times X \to C([0,1],X)$ is called consistent geodesic flow if the following properties hold:

1. for every $x, y \in X$, $G(x, y)$ is a constant speed geodesic connecting $x$ and $y$, that is $G(x, y) \in \text{Geo}(X)$ with $G(x, y)(0) = x$ and $G(x, y)(1) = y$,
2. $\text{restr}_s^t G(x, y) = G(G(x, y)(s), G(x, y)(t))$ for every $s < t \in (0,1)$ and every $x, y \in X$.

A consistent geodesic flow $G$ is said to be $L$-Lipschitz if

$$\sup_{t \in [0,1]} d(G(x_1, y_1)(t), G(x_2, y_2)(t)) \leq L \cdot (d^2(x_1, x_2) + d^2(y_1, y_2))^{\frac{1}{2}},$$

i.e. if it is an $L$-Lipschitz map considered as

$$G : (X \times X, d_2) \to (\text{Geo}(X), \|\cdot\|_{\text{sup}}),$$

where $d_2 = d \otimes d$. 7
**Definition 2.2.** Let \((X, d, m)\) be a metric measure space and assume there exists a consistent geodesic selection \(G\) for the metric space \((X, d)\). A map \(\Pi : \mathcal{P}_\text{ac}(X) \times \mathcal{P}_\text{ac}(X) \to \mathcal{P}(X \times X)\) is called consistent plan selection, associated to the flow \(G\) if

1) \(\Pi(\mu, \nu) \in \text{OptPlans}(\mu, \nu)\) for every \(\mu, \nu \in \mathcal{P}_\text{ac}(X)\)

2) For every \(\mu, \nu \in \mathcal{P}_\text{ac}(X)\), every pair of times \(s < t \in [0, 1]\) and every bounded Borel function \(f : X \times X \to \mathbb{R}^+\) with \(\int f \, d\Pi(\mu, \nu) = 1\), if

\[
(G_s)\# (f \cdot \Pi(\mu, \nu)), (G_t)\# (f \cdot \Pi(\mu, \nu)) \in \mathcal{P}_\text{ac}(X),
\]

where \(G_r\) denotes the map \(e_r \circ G\) for every \(r \in [0, 1]\), then it holds

\[
(G_s, G_t)\# (f \cdot \Pi(\mu, \nu)) = \Pi((G_s)\# (f \cdot \Pi(\mu, \nu)), (G_t)\# (f \cdot \Pi(\mu, \nu))).
\]

Before going on I present the following lemma, that provides a useful equivalent characterization for condition 2 in the last definition.

**Lemma 2.3.** Condition 2 in Definition 2.2 is equivalent to the combination of the following two requirements

1. \(f \cdot \Pi(\mu, \nu) = \Pi((\mathfrak{p}_1)\# (f \cdot \Pi(\mu, \nu)), (\mathfrak{p}_2)\# (f \cdot \Pi(\mu, \nu)))\) for every \(\mu, \nu \in \mathcal{P}_\text{ac}(X)\) and every bounded Borel function \(f : X \times X \to \mathbb{R}^+\) with \(\int f \, d\Pi(\mu, \nu) = 1\).

2. For every \(\mu, \nu \in \mathcal{P}_\text{ac}(X)\) and every \(s < t \in [0, 1]\), if

\[
(G_s)\# \Pi(\mu, \nu), (G_t)\# \Pi(\mu, \nu) \in \mathcal{P}_\text{ac}(X),
\]

then it holds

\[
(G_s, G_t)\# \Pi(\mu, \nu) = \Pi((G_s)\# \Pi(\mu, \nu), (G_t)\# \Pi(\mu, \nu)).
\]

**Proof.** First of all notice that, putting \(f \equiv 1\) in condition 2, one obtains condition 2.2. Moreover, also condition 2.1 can be deduced by condition 2, considering only the case where \(s = 0\) and \(t = 1\). Therefore condition 2 implies the combination of 2.1 and 2.2.

On the other hand, assume that both 2.1 and 2.2 hold, then for every \(s < t \in [0, 1]\), every \(\mu, \nu \in \mathcal{P}_\text{ac}(X)\) and every bounded Borel function \(f : X \times X \to \mathbb{R}^+\) with \(\int f \, d\Pi(\mu, \nu) = 1\), if

\[
(G_s)\# (f \cdot \Pi(\mu, \nu)), (G_t)\# (f \cdot \Pi(\mu, \nu)) \in \mathcal{P}_\text{ac}(X),
\]

it holds that

\[
(G_s, G_t)\# (f \cdot \pi) = (G_s, G_t)\# \Pi((\mathfrak{p}_1)\# (f \cdot \pi), (\mathfrak{p}_2)\# (f \cdot \pi))
\]

\[
= \Pi \left( (G_s)\# \Pi((\mathfrak{p}_1)\# (f \cdot \pi), (\mathfrak{p}_2)\# (f \cdot \pi)), (G_t)\# \Pi((\mathfrak{p}_1)\# (f \cdot \pi), (\mathfrak{p}_2)\# (f \cdot \pi)) \right)
\]

\[
= \Pi \left( (G_s)\# (f \cdot \pi), (G_t)\# (f \cdot \pi) \right),
\]

where I have denoted by \(\pi\) the plan \(\Pi(\mu, \nu)\), in order to ease the notation. This last relation is exactly the requirement of condition 2. \(\square\)

I have introduced everything I need to prove one of the crucial results of this section. It shows how the existence of a consistent geodesic flow and a consistent plan selection, satisfying suitable assumptions, ensures the validity of the very strict CD condition.
Theorem 2.4. Given a metric measure space \((X, d, m)\), assume there exist a consistent geodesic flow \(G\) for \((X, d)\) and a consistent plan selection \(\Pi\) associated to \(G\). Suppose also that for every pair of measures \(\mu, \nu \in \mathcal{P}_{ac}(X)\), the \(K\)-convexity inequality of the entropy is satisfied along the Wasserstein geodesic \(G_{s \#} \Pi(\mu, \nu)\) for a suitable \(K\), that is

\[
\text{Ent} \left( (G_t)_{s \#} \Pi(\mu, \nu) \right) \leq (1 - t) \text{Ent}(\mu) + t \text{Ent}(\nu) - \frac{K}{2} t (1 - t) W^2_2(\mu, \nu),
\]

for every \(t \in (0, 1)\). Then \((X, d, m)\) is a very strict \(CD(K, \infty)\) space.

Proof. Fix two measures \(\mu, \nu \in \mathcal{P}_{ac}(X)\) and call \(\pi = \Pi(\mu, \nu)\). Then I need to prove that the \(K\)-convexity inequality of the entropy holds along the optimal geodesic plan \((\text{restr}^s_t)^{\#} (f \cdot G_{s \#} \pi)\), for every \(s < t \in [0, 1]\) and every bounded Borel function \(f : C([0, 1], X) \to \mathbb{R}^+\) with \(\int f \, d\pi = 1\). This is obviously true when at least one of its marginals at time 0 and 1 is not absolutely continuous, therefore I can assume that

\[
(e_s)^{\#} (f \cdot G_{s \#} \pi), (e_t)^{\#} (f \cdot G_{t \#} \pi) \in \mathcal{P}_{ac}(X).
\]  

(2)

In particular this allows me to apply condition 2 in Definition\[22\] Now notice that, since \(G\) is obviously injective, if one calls \(\tilde{f} = f \circ G\) it holds

\[
(\text{restr}^s_t)^{\#} (f \cdot G_{s \#} \pi) = (\text{restr}^s_t)^{\#} (G_{s \#} (\tilde{f} \cdot \pi)) = (\text{restr}^s_t \circ G)^{\#} (\tilde{f} \cdot \pi).
\]

Observe now that the definition of consistent geodesic flow ensures that \(\text{restr}^s_t \circ G = G \circ (G_s, G_t)\), thus

\[
(\text{restr}^s_t)^{\#} (f \cdot G_{s \#} \pi) = (G \circ (G_s, G_t))^{\#} (\tilde{f} \cdot \pi) = G^{\#}((G_s, G_t)^{\#} (\tilde{f} \cdot \pi))
= G_{s \#} \Pi((G_s)^{\#} (\tilde{f} \cdot \pi), (G_t)^{\#} (\tilde{f} \cdot \pi)).
\]

On the other hand it is obvious that

\[
(G_s)^{\#} (\tilde{f} \cdot \pi) = (e_s)^{\#} (G_{s \#} (\tilde{f} \cdot \pi)) = (e_s)^{\#} (f \cdot G_{s \#} \pi),
\]

and similarly \((G_t)^{\#} (\tilde{f} \cdot \pi) = (e_t)^{\#} (f \cdot G_{t \#} \pi)\), so I can conclude that

\[
(\text{restr}^s_t)^{\#} (f \cdot G_{s \#} \pi) = G^{\#} \Pi((e_s)^{\#} (f \cdot G_{s \#} \pi), (e_t)^{\#} (f \cdot G_{t \#} \pi)).
\]

At this point the fact that the entropy functional is \(K\)-convex along \((\text{restr}^s_t)^{\#} (f \cdot G_{s \#} \pi)\) is an easy consequence of the assumption of the theorem, associated with \([2]\).

In the remaining part of the section I show how Theorem\[2.3\] can be applied in order to prove the very strict \(CD\) condition for some suitable measured Gromov Hausdorff limit spaces. The first result I want to present provides sufficient conditions to ensure the existence of a consistent geodesic flow for a limit space. The reader must notice that I am considering a notion of convergence, that is much stronger than the measured Gromov Hausdorff convergence. This choice allows me to avoid some tedious technical details, but it is easy to notice that this result can be somehow extended to measured Gromov Hausdorff limit spaces. Anyway, as the next section confirms, in many easy applications this stronger hypothesis is sufficient.

Proposition 2.5. Let \((X, d, m)\) be a compact metric measure space and let \(\{d_n\}_{n \in \mathbb{N}}\) be a sequence of distances on \(X\) (inducing the same topology) such that there exist a sequence \(\{\varepsilon_n\}_{n \in \mathbb{N}}\) converging to zero satisfying

\[
|d_n(x, y) - d(x, y)| < \varepsilon_n \quad \text{for every } x, y \in X,
\]
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in particular the sequence \((X, d_n, \mathcal{m})\) measured Gromov Hausdorff converges to \((X, d, \mathcal{m})\) by means of the identity map. Given \(L > 0\), assume that for every \(n\) there exists an \(L\)-Lipschitz consistent geodesic flow \(G_n\) for the metric measure space \((X, d_n, \mathcal{m})\). Then there exists an \(L\)-Lipschitz consistent geodesic flow \(G\) for the metric measure space \((X, d, \mathcal{m})\) and, up to subsequences, \(G_n\) converges uniformly to \(G\).

**Proof.** The space \(X \times X\) is compact and thus separable, therefore there exists a countable dense set \(D \subseteq X \times X\). Notice that for every \((x, y) \in X \times X\) and every \(t \in [0, 1]\), the sequence \(\{G_n(x, y)(t)\}_{n \in \mathbb{N}}\) is contained in the compact set \(X\). Then the diagonal argument ensures that, up to taking a suitable subsequence, there exists a function

\[
G : D \to \{ f : [0, 1] \cap \mathbb{Q} \to X \}
\]
such that for every \((x, y) \in D\) and every \(t \in [0, 1] \cap \mathbb{Q}\) it holds

\[
G_n(x, y)(t) \to G(x, y)(t).
\]

Now for every \((x, y) \in D\) the function \(G(x, y)\) is a \(d(x, y)\)-Lipschitz function on \([0, 1] \cap \mathbb{Q}\), in fact for every \(s, t \in [0, 1] \cap \mathbb{Q}\) it holds

\[
d(G(x, y)(s), G(x, y)(t)) \leq d(G_n(x, y)(s), G(x, y)(s)) + d(G_n(x, y)(s), G_n(x, y)(t))
\]

\[
+ d(G_n(x, y)(t), G(x, y)(t))
\]

\[
\leq d(G_n(x, y)(s), G(x, y)(s)) + d_n(G_n(x, y)(s), G_n(x, y)(t)) + \varepsilon_n
\]

\[
+ d(G_n(x, y)(t), G(x, y)(t))
\]

\[
= d(G_n(x, y)(s), G(x, y)(s)) + d_n(x, y) \cdot |t - s| + \varepsilon_n
\]

\[
+ d(G_n(x, y)(t), G(x, y)(t))
\]

\[
\to d(x, y) \cdot |t - s|.
\]

This allows to extend \(G(x, y)\) to a \(d(x, y)\)-Lipschitz function on the whole interval \([0, 1]\), moreover, since clearly \(G(x, y)(0) = x\) and \(G(x, y)(1)\), I can infer that \(G(x, y) \in \text{Geo}(X)\). Then for every \((x, y) \in D\) it is possible to extend the pointwise convergence of \(G_n(x, y)\) to \(G(x, y)\) to the interval \([0, 1]\). In fact, given \(\varepsilon > 0\), for every \(t \in [0, 1]\) there exists \(s \in [0, 1] \cap \mathbb{Q}\) with \(|t - s| < \frac{\varepsilon}{2d(x, y)}\) that allows to perform the following estimate

\[
d(G_n(x, y)(t), G(x, y)(t)) \leq d(G_n(x, y)(t), G_n(x, y)(s)) + d(G_n(x, y)(s), G(x, y)(s))
\]

\[
+ d(G(x, y)(s), G(x, y)(t))
\]

\[
\leq (d_n(x, y) + d(x, y)) \cdot |t - s| + d(G_n(x, y)(s), G(x, y)(s))
\]

\[
\to 2d(x, y) \cdot |t - s| < \varepsilon,
\]

the claim follows from the arbitrariness of \(\varepsilon\). I end up with the map

\[
G : (D, d_2) \to (\text{Geo}(X), \|\cdot\|_{\sup}) \subset (C([0, 1], X), \|\cdot\|_{\sup})
\]

that is the pointwise limit of the \(L\)-Lipschitz maps \(G_n\), thus also \(G\) is an \(L\)-Lipschitz map. Therefore it can be extended to an \(L\)-Lipschitz function on the whole space \(X \times X\), furthermore, since \(\text{Geo}(X)\) is closed with respect to the sup norm, I obtain

\[
G : (X \times X, d_2) \to (\text{Geo}(X), \|\cdot\|_{\sup}).
\]

Then the equicontinuity of the maps \(G_n\) ensures that the sequence \(\{G_n\}_{n \in \mathbb{N}}\) uniformly converges to \(G\).
In order to conclude the proof I only need to show that $G$ is a consistent geodesic flow, proving property 3 of Definition 2.1. To this aim fix $(x,y) \in X \times X$, $s,t \in [0,1]$ and a small $\varepsilon > 0$, subsequently take $n \in \mathbb{N}$ such that $\|G_n - G\|_{\text{sup}} < \varepsilon$. Then it holds that
\[
\|\text{restr}^t_s G(x,y) - G(G(x,y)(s), G(x,y)(t))\| \\
\leq 2 \|G_n - G\|_{\text{sup}} + \|\text{restr}^t_s G_n(x,y) - G_n(G(x,y)(s), G(x,y)(t))\| \\
= 2 \|G_n - G\|_{\text{sup}} + \|G_n(G_n(x,y)(s), G_n(x,y)(t)) - G_n(G(x,y)(s), G(x,y)(t))\| \\
\leq (2 + 2L) \cdot \|G_n - G\|_{\text{sup}} < (2 + 2L)\varepsilon,
\]
thesis follows from the arbitrariness of $\varepsilon$.

Once Proposition 2.5 has provided a consistent geodesic flow for the limit space, the next result shows how, under suitable assumptions, it is possible to prove the very strict CD condition for the metric measure space $(X, d, m)$.

**Proposition 2.6.** Under the same assumptions of the last proposition, suppose that there exists a consistent plan selection $\Pi$ on $(X, d, m)$, associated to $G$, such that for every $\mu, \nu \in \mathcal{P}_{ac}(X)$ there exists a sequence $\pi_n \in \text{OptPlans}_{d_n}(\mu, \nu)$ satisfying
1. $\pi_n \rightharpoonup \Pi(\mu, \nu)$ (up to the extraction of a subsequence),
2. the $K$-convexity of the entropy functional holds along the $d_n$-Wasserstein geodesic $(G_n)_{\#} \pi_n$, with respect to the distance $d_n$.

Then the metric measure space $(X, d, m)$ is a very strict CD$(K, \infty)$ space.

**Proof.** Fix a time $t \in [0,1]$ and notice that the assumption 2 ensures that
\[
\text{Ent} \left( \left[ (G_n)_t \right]_{\#} \pi_n \right) \leq (1-t) \text{Ent}(\mu) + t \text{Ent}(\nu) - \frac{K}{2} t(1-t)(W^2_{d_n})^2(\mu, \nu).
\]

Now, since in compact space weak convergence and Wasserstein convergence coincide, it holds that $W^2_{d_n}(\pi_n, \Pi(\mu, \nu)) \rightarrow 0$. Then taking an optimal transport plan $\eta$ between $\pi_n$ and $\Pi(\mu, \nu)$ and having in mind that $G$ is $L$-Lipschitz, it is possible to do the following estimate
\[
W^2_2((G_t)_{\#} \pi_n, (G_t)_{\#} \Pi(\mu, \nu)) \leq \int d^2(G_t(x_1,y_1), G_t(x_2,y_2)) \, d\eta((x_1,y_1), (x_2,y_2)) \\
\leq \int L^2 \cdot d^2((x_1,y_1), (x_2,y_2)) \, d\eta((x_1,y_1), (x_2,y_2)) \\
= L^2 \cdot W^2_2(\pi_n, \Pi(\mu, \nu)) \rightarrow 0.
\]

Consequently, I am able to infer that
\[
W^2_2 \left( \left[ (G_n)_t \right]_{\#} \pi_n, (G_t)_{\#} \Pi(\mu, \nu) \right) \leq 2W^2_2 \left( \left[ (G_n)_t \right]_{\#} \pi_n, (G_t)_{\#} \pi_n \right) + 2W^2_2 \left( (G_t)_{\#} \pi_n, (G_t)_{\#} \Pi(\mu, \nu) \right) \\
\leq 2 \int d^2((G_n)_t, G_t) \, d\pi_n + 2W^2_2 \left( (G_t)_{\#} \pi_n, (G_t)_{\#} \Pi(\mu, \nu) \right) \\
\leq 2 \|G_n - G\|_{\text{sup}}^2 + 2W^2_2 \left( (G_t)_{\#} \pi_n, (G_t)_{\#} \Pi(\mu, \nu) \right) \rightarrow 0,
\]
and thus that $\left[ (G_n)_t \right]_{\#} \pi_n \xrightarrow{W^2_2} (G_t)_{\#} \Pi(\mu, \nu)$. Finally, since obviously $(W^2_{d_n})^2(\mu, \nu) \rightarrow W^2_2(\mu, \nu)$, it is possible to pass to the limit in (3) using the lower semicontinuity of the entropy and obtain
\[
\text{Ent} \left( (G_t)_{\#} \Pi(\mu, \nu) \right) \leq (1-t) \text{Ent}(\mu) + t \text{Ent}(\nu) - \frac{K}{2} t(1-t)W^2_2(\mu, \nu),
\]
which, associated to Theorem 2.4 allows to conclude the proof because $t$ is arbitrary. \(
\square
\)
Following verbatim the proof of Proposition 2.6 it is easy to deduce the following slight generalization.

**Corollary 2.7.** Under the same assumptions of Proposition 2.6, suppose that there exists a consistent plan selection $\Pi$ on $(X, d, m)$, associated to $G$. Moreover assume that for every $\mu, \nu \in \mathcal{P}_{ac}(X)$ there exist three sequences $\mu_n, \nu_n \in \mathcal{P}_{ac}(X)$ and $\pi_n \in \text{OptPlans}_{d_n}(\mu_n, \nu_n)$ satisfying

1. $\mu_n \rightharpoonup \mu, \nu_n \rightharpoonup \nu$ and $\text{Ent}(\mu_n) \to \text{Ent}(\mu), \text{Ent}(\nu_n) \to \text{Ent}(\nu)$,
2. $\pi_n \rightharpoonup \Pi(\mu, \nu)$ (up to the extraction of a subsequence),
3. the $K$-convexity of the entropy functional holds along the $d_n$-Wasserstein geodesic $(G_n)\#\pi_n$.

Then the metric measure space $(X, d, m)$ is a very strict $\text{CD}(K, \infty)$ space.

As already anticipated before, similar results can be proven for suitable measured Gromov Hausdorff limit spaces, also in the non-compact case. These generalizations require some technical assumption but their proof basically follow the proofs I have just presented. Anyway, in order to be concise, I prefer not to present the most general statements, except for the following proposition, which will be fundamental in the next section. The reader can easily notice that it can be proven following the proof of Proposition 2.6 except for two technical details that I will fix below.

**Proposition 2.8.** Let $(X, d, m)$ be a locally compact metric measure space and let $\{d_n\}_{n \in \mathbb{N}}$ be a sequence of distances on $X$ (inducing the same topology), locally uniformly convergent to $d$ as $n \to \infty$, such that there exists a constant $H$ satisfying

$$d_n(x, y) \leq H d(x, y) \quad \text{for every } x, y \in X \times X, \quad (4)$$

for every $n$. Assume that there exists a map $G : X \times X \to C([0, 1], X)$ which is a Lipschitz consistent geodesic flow for $d$ and a consistent geodesic flow for every distance $d_n$. Moreover, suppose that there is a consistent plan selection $\Pi$ on $(X, d, m)$, associated to $G$, such that for every $\mu, \nu \in \mathcal{P}_{ac}(X)$ there exists a sequence $\pi_n \in \text{OptPlans}_{d_n}(\mu, \nu)$, satisfying

1. $\pi_n \rightharpoonup \Pi(\mu, \nu)$ (up to the extraction of a subsequence),
2. the $K$-convexity of the entropy functional holds along the $d_n$-Wasserstein geodesic $G_n\#\pi_n$,

with respect to the distance $d_n$.

Then the metric measure space $(X, d, m)$ is a very strict $\text{CD}(K, \infty)$ space.

**Remark 2.9.** Notice that condition (4) ensures that $\mathcal{P}_{ac}(\mathbb{R}^N, d) \subseteq \mathcal{P}_{ac}(\mathbb{R}^N, d_n)$ for every $n$.

**Proof.** In order to repeat the same strategy used for Proposition 2.6 I only need to prove that $W_2^2(\pi_n, \Pi(\mu, \nu)) \to 0$ and that $\lim_{n \to \infty} (W_2^{d_n})^2(\mu, \nu) = W_2^2(\mu, \nu)$. For the first condition, according to Proposition 1.12 it is sufficient to prove that

$$\int d_2^2((x, y), (x_0, y_0)) \, d\pi_n(x, y) \to \int d_2^2((x, y), (x_0, y_0)) \, d\Pi(\mu, \nu)(x, y),$$

for every fixed $(x_0, y_0) \in X \times X$. But this can be easily shown, in fact for every $n \in \mathbb{N}$ it holds

$$\int d_2^2((x, y), (x_0, y_0)) \, d\pi_n(x, y) = \int \left[ d^2(x, x_0) + d^2(y, y_0) \right] \, d\pi_n(x, y)$$

$$= \int d^2(x, x_0) \, d\mu(x) + \int d^2(y, y_0) \, d\nu(y)$$

$$= \int d_2^2((x, y), (x_0, y_0)) \, d\Pi(\mu, \nu)(x, y).$$
On the other hand, taking $\pi \in \text{OptPlans}_d(\mu, \nu)$, condition (1) allows to use the dominated convergence theorem and deduce

$$\limsup_{n \to \infty} (W^2_{d_n})^2(\mu, \nu) \leq \limsup_{n \to \infty} \int d^2_n d\pi = \int d^2 d\pi = W^2_2(\mu, \nu).$$

Moreover for every compact set $K \subset X \times X$ there exists a continuous function $f_K : X \times X \to [0, 1]$ such that $f_K = 0$ outside a compact set $K'$ and $f_K \equiv 1$ on $K$. Then $f_K d^2_n \to f_K d^2$ uniformly, therefore

$$\liminf_{n \to \infty} (W^2_{d_n})^2(\mu, \nu) \geq \liminf_{n \to \infty} \int f_K d^2_n d\pi_n = \int f_K d^2 d\pi \geq \int_K d^2 d\pi.$$

Since $K$ is arbitrary it is possible to conclude that

$$\liminf_{n \to \infty} (W^2_{d_n})^2(\mu, \nu) \geq \int d^2 d\pi = W^2_2(\mu, \nu),$$

and consequently that $\lim_{n \to \infty} (W^2_{d_n})^2(\mu, \nu) = W^2_2(\mu, \nu)$. Having that $W^2_2(\pi_n, \Pi(\mu, \nu)) \to 0$ and that $\lim_{n \to \infty} (W^2_{d_n})^2(\mu, \nu) = W^2_2(\mu, \nu)$, the proof of Proposition 2.6 can be repeated step by step and gives the thesis. □

**Remark 2.10.** This section has shown how the existence of a consistent geodesic flow and a consistent plan selection associated to it, can help in proving the very strict CD condition. However, I have not stated any results (except for Proposition 2.5) that would guarantee the existence of these two objects in a metric measure space. To this aim, it would be very interesting to investigate under which assumptions on a given consistent geodesic flow $G$ (or on the metric measure space), there exists a consistent plan selection associated to $G$. In the next section I will show how a (double) minimization procedure allows to identify a consistent plan selection in a particular metric measure space. It is possible that these arguments can also apply to a more general context.

### 3 Application to Crystalline Norms in $\mathbb{R}^N$

The aim of this section is to prove the very strict $\text{CD}(0, \infty)$ condition for $\mathbb{R}^N$ equipped with a crystalline norm and with the Lebesgue measure, using the theory developed in the last section and in particular Proposition 2.8. Let me point out that the Optimal Transport problem in these particular metric spaces has been already studied by Ambrosio, Kirchheim and Pratelli in [6]. They were able to solve the $L^1$-Monge problem using a secondary variational minimization in order to suitably decompose the space in transport rays. Despite the problem I want to face and the way I will do it are different from the theory developed in [6], I will in turn use a secondary variational problem to select a suitable transport plan connecting two given measures, obtaining, as a byproduct, the existence of optimal transport map between them.

Before going on, I fix the notation I will use in this section. Given a finite set of vectors $\mathcal{V} \subset \mathbb{R}^N$ such that $\text{span}(\mathcal{V}) = \mathbb{R}^N$, introduce the associate crystalline norm, which is defined as follows

$$\|x\| := \max_{v \in \mathcal{V}} |\langle x, v \rangle|$$

and the corresponding distance

$$d(x, y) := \|x - y\| = \max_{v \in \mathcal{V}} |\langle x - y, v \rangle|.$$
where I denote by $d$ minimizers, which can be easily seen to be not empty. In Theorem 3.2 I will show that, if calling $\Pi_1$ preliminarily exploit the cyclical monotonicity properties of the plans in $\Pi$ absolutely continuous, $\Pi_2$.

For sake of exposition, from now on I am going to use the following equivalent formulations for the norm and the distance:

$$
\|x\| := \max_{v \in \mathcal{V}} \langle x, v \rangle, \quad d(x, y) := \|x - y\| = \max_{v \in \mathcal{V}} \langle x - y, v \rangle,
$$

where $\mathcal{V}$ denotes the set $\mathcal{V} \cup (-\mathcal{V})$.

As the reader can easily guess, in this framework the choice of a consistent geodesic flow is not really problematic, in fact it is sufficient to consider the Euclidean one, that is

$$
G : \mathbb{R}^N \times \mathbb{R}^N \to C([0, 1], \mathbb{R}^N)
$$

$$(x, y) \mapsto (t \mapsto (1 - t)x + ty).$$

The rest of the chapter will be then dedicated to the choice of a suitable plan selection, associated to $G$, satisfying the requirements of Proposition 2.8. It will be identified via a secondary variational minimization. This type of procedure turns out to be useful in many situations (see for example Chapter 2 and 3 in [14]) and in this specific case is inspired by the work of Rajala [12]. Let me now go into the details. Given two measures $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^N)$, consider the usual Kantorovich problem with cost $c(x, y) = d^2(x, y)$, that is

$$
\min_{\pi \in \Pi_1(\mu, \nu)} \int_{\mathbb{R}^N \times \mathbb{R}^N} d^2(x, y) \, d\pi(x, y),
$$

calling $\Pi_1(\mu, \nu)$ the set of its minimizers. Consequently consider the secondary variational problem

$$
\min_{\pi \in \Pi_2(\mu, \nu)} \int_{\mathbb{R}^N \times \mathbb{R}^N} \left( d^2_{eu}(x, y) + \frac{1}{2} \phi^c \right) d\pi(x, y),
$$

where I denote by $d_{eu}$ the Euclidean distance, and denote by $\Pi_2(\mu, \nu) \subseteq \Pi_1(\mu, \nu)$ the set of minimizers, which can be easily seen to be not empty. In Theorem 3.2 I will show that, if $\mu$ is absolutely continuous, $\Pi_2(\mu, \nu)$ consists of a single element, but, in order to do this I have to preliminarily exploit the cyclical monotonicity properties of the plans in $\Pi_2(\mu, \nu)$.

**Proposition 3.1.** Every $\pi \in \Pi_2(\mu, \nu)$ is concentrated in a set $\Gamma$, such that for every $(x, y), (x', y') \in \Gamma$ it holds that

$$
d^2(x, y) + d^2(x', y') \leq d^2(x, y') + d^2(x', y),
$$

moreover, if $d^2(x, y) + d^2(x', y') = d^2(x, y') + d^2(x', y)$, then

$$
d^2_{eu}(x, y) + d^2_{eu}(x', y') \leq d^2_{eu}(x, y') + d^2_{eu}(x', y).
$$

**Proof.** Fix $\pi \in \Pi_2(\mu, \nu)$ and notice that, since in particular $\pi \in \Pi_1(\mu, \nu)$, Proposition 1.6 yields that $\pi$ is concentrated in a set $\Gamma$ satisfying (6). Furthermore, according to Proposition 1.7 and Remark 1.8 fix an upper semicontinuous Kantorovich potential $\phi$ for the cost $c(x, y) = d^2(x, y)$, such that also $\phi^c$ is upper semicontinuous. In particular for every $\eta \in \Pi_1(\mu, \nu)$, it holds

$$
\phi(x) + \phi^c(y) = c(x, y) = d^2(x, y), \quad \text{for } \eta\text{-almost every } (x, y) \in \mathbb{R}^N \times \mathbb{R}^N.
$$

As a consequence, notice that being a minimizer of the secondary variational problem (5) is equivalent to realize the minimum of

$$
\min_{\eta \in \Pi_2(\mu, \nu)} \int_{\mathbb{R}^N \times \mathbb{R}^N} \hat{c}(x, y) \, d\eta(x, y),
$$

where the cost $\hat{c}$ is defined as

$$
\hat{c}(x, y) = \begin{cases} 
    d^2_{eu}(x, y) & \text{if } \phi(x) + \phi^c(y) = d^2(x, y) \\
    +\infty & \text{otherwise}
\end{cases}
$$
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Observe that, since \( \phi \) and \( \phi^c \) are upper semicontinuous, the cost \( \tilde{c} \) is lower semicontinuous. Thus Proposition 1.6 ensures that \( \pi \) is concentrated in a set \( \Gamma \) which is \( \tilde{c} \)-cyclically monotone. Moreover, up to modify \( \Gamma \) in a \( \pi \)-null set, it is possible to assume that for every \( (x, y) \in \Gamma \)

\[
\phi(x) + \phi^c(y) = c(x, y) = d^2(x, y).
\]

Now take \( (x, y), (x', y') \in \Gamma \) with \( d^2(x, y) + d^2(x', y') = d^2(x, y') + d^2(x', y) \) and deduce that

\[
\phi(x) + \phi^c(y) + \phi(x') + \phi^c(y') = d^2(x, y) + d^2(x', y') = d^2(x, y') + d^2(x', y).
\]

On the other hand \( \phi(x) + \phi^c(y') \leq d^2(x, y) \) and \( \phi(x') + \phi^c(y) \leq d^2(x', y) \), therefore I obtain

\[
\phi(x) + \phi^c(y') = d^2(x, y') \quad \text{and} \quad \phi(x') + \phi^c(y) = d^2(x', y).
\]

Finally the \( \tilde{c} \)-cyclical monotonicity allows to conclude that

\[
d_{eu}(x, y) + d_{eu}^2(x', y') = \tilde{c}(x, y) + \tilde{c}(x', y') \\
\leq \tilde{c}(x, y') + \tilde{c}(x', y) = d_{eu}^2(x, y') + d_{eu}^2(x', y),
\]

which is exactly (7). Summing up, it is easy to check that the set \( \Gamma = \Gamma_1 \cap \Gamma_2 \) satisfies the requirements of Proposition 3.1. \( \square \)

I can now go into the proof of one of the main results of this work.

**Theorem 3.2.** Given two measures \( \mu, \nu \in \mathcal{P}_2(\mathbb{R}^n) \) with \( \mu \) absolutely continuous with respect to \( \mathcal{L}^n \), there exists a unique \( \pi \in \Pi_2(\mu, \nu) \) and it is induced by a map.

**Proof.** Reasoning as in Remark 1.2, it is sufficient to prove that every plan in \( \Pi_2(\mu, \nu) \) is induced by a map. So take \( \pi \in \Pi_2(\mu, \nu) \), applying Proposition 3.1 it is possible to find a full \( \pi \)-measure set \( \Gamma \), satisfying the monotonicity requirements (10) and (11). Assume by contradiction that \( \pi \) is not induced by a map, calling \( (\pi_x)_{x \in \mathbb{R}^n} \subset \mathcal{P}(\mathbb{R}^n) \) the disintegration with respect to the projection map \( p_1 \), then \( \pi_x \) is not a delta measure for a \( \mu \)-positive set. Moreover, given a non-empty set \( V \subseteq \mathcal{V} \), define the sets

\[
\tilde{A}_{z,V} := \{ x \in \mathbb{R}^n : d(z, x) = \langle z - x, v \rangle \text{ for every } v \in V \},
\]

\[
A_{z,V} := \{ x \in \tilde{A}_{z,V} : d(z, x) > \langle z - x, v \rangle \text{ for every } v \in \mathcal{V} \setminus V \},
\]

\[
A_{z,V}^c := \{ x \in \tilde{A}_{z,V} : d(z, x) > \langle z - x, v \rangle + \varepsilon \text{ for every } v \in \mathcal{V} \setminus V \}.
\]

Notice that, for every fixed \( z \in \mathbb{R}^n \), the sets \( A_{z,V} \) constitute a partition of \( \mathbb{R}^n \) as \( V \subseteq \mathcal{V} \) varies. Consequently, I divide the proof in three steps, whose combination will allow me to conclude by contradiction.

**Step 1:** Given two nonempty sets \( V_1, V_2 \subseteq \mathcal{V} \) such that \( v_1 \neq v_2 \) for every \( v_1 \in V_1 \) and \( v_2 \in V_2 \) (that is \( V_1 \cap V_2 = \emptyset \)), the set

\[
E := \{ z \in \mathbb{R}^n : \pi_z(A_{z,V_1}) > 0 \text{ and } \pi_z(A_{z,V_2}) > 0 \}
\]

has zero \( \mu \)-measure.

First of all, notice that if \( E \) is non-empty, then for every fixed \( z \in \mathbb{R}^n \) there exist \( x \in A_{z,V_1} \) and \( y \in A_{z,V_2} \) such that \( d(z, x) = d(z, y) = 1 \) and in particular

\[
\langle x, v_1 \rangle = 1 > \langle y, v_1 \rangle \quad \text{for every } v_1 \in V_1
\]

and

\[
\langle y, v_2 \rangle = 1 > \langle x, v_2 \rangle \quad \text{for every } v_2 \in V_2.
\]
Therefore, calling \( \bar{v} = x - y \), it holds that
\[
\langle \bar{v}, v_1 \rangle > 0 \quad \text{for every } v_1 \in V_1, \\
\langle \bar{v}, v_2 \rangle < 0 \quad \text{for every } v_1 \in V_2.
\]  

(8)

Now, assume by contradiction that \( E \) has positive \( \mu \)-measure, in particular it is non-empty and there exists \( \bar{v} \) satisfying \( \mathcal{A} \). Moreover, notice that, since \( \Gamma \) is \( \pi \)-measurable and has full measure, then \( \Gamma_{\varepsilon} := \{ (z,y) \in \Gamma : y \in \mathbb{R}^N \} \) is \( \pi_{\varepsilon} \)-measurable with \( \pi_{\varepsilon}(\Gamma_{\varepsilon}) = 1 \) for \( \mu \)-almost every \( z \in \mathbb{R}^N \). In particular for \( \varepsilon > 0 \) small enough the set
\[
E_{\varepsilon} := \{ z \in \mathbb{R}^N : \pi_{\varepsilon}(A^e_{z,V_1} \cap \Gamma_{\varepsilon}) > 0 \text{ and } \pi_{\varepsilon}(A^e_{z,V_2} \cap \Gamma_{\varepsilon}) > 0 \}
\]
has positive \( \mu \)-measure, and thus it also has positive \( \mathcal{L}^N \)-measure. Take a Lebesgue density point \( \bar{z} \) of \( E_{\varepsilon} \), then in a neighborhood of \( \bar{z} \) there exist \( z \) such that \( z + \varepsilon \bar{v} \in E_{\varepsilon} \) for a suitable \( 0 < \varepsilon < \frac{1}{\| \bar{v} \|} \). Now, there exist \( x \in A^e_{z,V_1} \) and \( y \in A^e_{z + \varepsilon \bar{v},V_2} \) such that \( (z,x),(z + \varepsilon \bar{v},y) \in \Gamma \). Notice that for every \( v_1 \in V_1 \), it holds
\[
\langle x - (z + \varepsilon \bar{v}), v_1 \rangle = \langle x - z, v_1 \rangle - \varepsilon \langle \bar{v}, v_1 \rangle < \langle x - z, v_1 \rangle = d(z,x),
\]
while for every \( w \in V \setminus V_1 \) it is possible to perform the following estimate:
\[
\langle x - (z + \varepsilon \bar{v}), w \rangle = \langle x - z, w \rangle - \varepsilon \langle \bar{v}, w \rangle < d(x,z) - \varepsilon + \varepsilon \| \bar{v} \| = d(z,x).
\]

(10) The combination of \( (9) \) and \( (10) \) yields
\[
d(x, z + \varepsilon \bar{v}) < d(z,x).
\]

(11)

Similarly, it holds
\[
\langle y - z, v_2 \rangle = \langle y - (z + \varepsilon \bar{v}), v_2 \rangle + \varepsilon \langle \bar{v}, v_2 \rangle < \langle y - (z + \varepsilon \bar{v}), v_2 \rangle = d(z + \varepsilon \bar{v}, y),
\]
for every \( v_2 \in V_2 \), and
\[
\langle y - z, w \rangle = \langle y - (z + \varepsilon \bar{v}), w \rangle + \varepsilon \langle \bar{v}, w \rangle < d(z + \varepsilon \bar{v}, y) - \varepsilon + \varepsilon \| \bar{v} \| < d(z + \varepsilon \bar{v}, y),
\]
for every \( w \in V \setminus V_2 \), which together show that
\[
d(z,y) < d(z + \varepsilon \bar{v}, y).
\]

(12)

Now, the inequalities \( (11) \) and \( (12) \) allow to infer that
\[
d^2(z,x) + d^2(z + \varepsilon \bar{v}, y) > d^2(z,y) + d^2(z + \varepsilon \bar{v}, x),
\]
contradicting the condition \( (6) \) of Proposition \( 3.1 \).

**Step 2:** Given two nonempty sets \( V_1, V_2 \subseteq V \) such that \( V_1 \cap V_2 \neq \emptyset \) and \( V_1 \neq V_2 \), the set
\[
E := \{ z \in \mathbb{R}^N : \pi_{\varepsilon}(A^e_{z,V_1}) > 0 \text{ and } \pi_{\varepsilon}(A^e_{z,V_2}) > 0 \}
\]
has zero \( \mu \)-measure.

Call \( V = V_1 \cap V_2, W_1 = V_1 \setminus V \) and \( W_2 = V_2 \setminus V \). Assume by contradiction that \( E \) has positive \( \mu \)-measure, then for \( \varepsilon > 0 \) sufficiently small the set
\[
E_{\varepsilon} := \{ z \in \mathbb{R}^N : \pi_{\varepsilon}(A^e_{z,V_1}) > 0 \text{ and } \pi_{\varepsilon}(A^e_{z,V_2}) > 0 \}
\]
has positive \( \mu \)-measure too. As a consequence
\[
\gamma := \int_{E_{\varepsilon}} \pi_{\varepsilon}|A^e_{z,V_1} \times \pi_{\varepsilon}|A^e_{z,V_2} \, d\mu(z)
\]
is a strictly positive measure on $\mathbb{R}^N \times \mathbb{R}^N$ with $\gamma \left( \{(x, x) : x \in \mathbb{R}^N\} \right) = 0$. Thus there exists $(\bar{x}, \bar{y}) \in \text{supp}(\gamma)$ with $\bar{x} \neq \bar{y}$ and then

$$\gamma \left( B_\delta(\bar{x}) \times B_\delta(\bar{y}) \right) > 0,$$

for every $\delta > 0$. In particular, proceeding as in the first step, it is possible to conclude that for every $\delta > 0$ the set

$$E^\delta_\varepsilon := \{ z \in \mathbb{R}^N : \pi_z \left( A^\varepsilon_{z, V_1} \cap \Gamma z \cap B_\delta(\bar{x}) \right) > 0 \text{ and } \pi_z \left( A^\varepsilon_{z, V_2} \cap \Gamma z \cap B_\delta(\bar{y}) \right) > 0 \}$$

has positive $\mu$-measure, and thus it also has positive $\mathcal{L}^N$-measure. Now, I divide the proof in two cases, depending on the vector $\bar{v} = \bar{x} - \bar{y}$:

- **Case 1**: $\langle \bar{v}, v \rangle = 0$ for every $v \in V$.

Since $(\bar{x}, \bar{y}) \in \text{supp}(\gamma)$, for every $\eta > 0$ there exist $x_\eta, y_\eta, z_\eta$ such that $\|\bar{x} - x_\eta\|, \|\bar{y} - y_\eta\| < \eta$ and $x_\eta \in A^\varepsilon_{z_\eta, V_1}, y_\eta \in A^\varepsilon_{z_\eta, V_2}$. Then, given $v \in V$, for every $v_1 \in W_1$ it holds that

$$\langle x_\eta - z_\eta, v_1 \rangle = \langle x_\eta - z_\eta, v \rangle = \langle x_\eta - \bar{x}, v \rangle + \langle \bar{v}, v \rangle + \langle \bar{y} - y_\eta, v \rangle + \langle y_\eta - z_\eta, v \rangle$$

$$> \langle y_\eta - z_\eta, v_1 \rangle + \frac{\varepsilon}{2},$$

for $\eta$ small enough. Thus, if $\eta$ is sufficiently small, follows that

$$\langle x_\eta, v_1 \rangle > \langle y_\eta, v_1 \rangle + \frac{\varepsilon}{2} \quad \text{for every } v_1 \in W_1,$$

and similarly

$$\langle x_\eta, v_2 \rangle < \langle y_\eta, v_2 \rangle - \frac{\varepsilon}{2} \quad \text{for every } v_2 \in W_2.$$

Taking the limit as $\eta \to 0$, clearly $x_\eta \to \bar{x}$ and $y_\eta \to \bar{y}$, therefore I conclude that

$$\langle \bar{x}, v_1 \rangle > \langle \bar{y}, v_1 \rangle \quad \text{and thus } \langle \bar{v}, v_1 \rangle > 0, \quad \text{for every } v_1 \in W_1, \quad (13)$$

and

$$\langle \bar{x}, v_2 \rangle < \langle \bar{y}, v_2 \rangle \quad \text{and thus } \langle \bar{v}, v_2 \rangle < 0, \quad \text{for every } v_2 \in W_2. \quad (14)$$

Now, fix $\delta > 0$ sufficiently small such that

$$\langle \bar{v}, x \rangle > \langle \bar{v}, y \rangle, \quad \text{for every } x \in B_\delta(\bar{x}) \text{ and } y \in B_\delta(\bar{y}). \quad (15)$$

As already emphasized, the set $E^\delta_\varepsilon$ has positive Lebesgue measure, then take one of its density points $\bar{z}$. In a neighborhood of $\bar{z}$ there exists $z$, such that $z, z + \varepsilon \bar{v} \in E^\delta_\varepsilon$ for a suitable

$$0 < \varepsilon < \frac{\varepsilon}{\|v\|},$$

subsequently take $x \in A^\varepsilon_{z, V_1} \cap B_\delta(\bar{x})$ with $(z, x) \in \Gamma$, and $y \in A^\varepsilon_{z + \varepsilon \bar{v}, V_2} \cap B_\delta(\bar{y})$ with $(z + \varepsilon \bar{v}, y) \in \Gamma$. Notice that for every $v \in V$ it holds

$$\langle x - (z + \varepsilon \bar{v}), v \rangle = \langle x - z, v \rangle = d(z, x),$$

moreover $\text{(13)}$ ensures that for every $v_1 \in W_1$

$$\langle x - (z + \varepsilon \bar{v}), v_1 \rangle < \langle x - z, v_1 \rangle = d(z, x),$$

while for every $w \in V \setminus V_1$ the following estimate can be performed

$$\langle x - (z + \varepsilon \bar{v}), w \rangle = \langle x - z, w \rangle - \varepsilon \langle \bar{v}, w \rangle < d(x, z) - \varepsilon + \varepsilon \|v\| < d(z, x).$$
This last three relations show that
\[
d(z + \epsilon \tilde{v}, x) = d(z, x),
\] (16)
and analogously using (14) it can be proven that
\[
d(z, y) = d(z + \epsilon \tilde{v}, y).
\] (17)

On the other hand, the choice of $\delta$ I made (see (15)) guarantees that
\[
d^2_{cu}(z + \epsilon \tilde{v}, x) + d^2_{cu}(z, y) = \langle z + \epsilon \tilde{v} - x, z + \epsilon \tilde{v} - x \rangle + \langle z - y, z - y \rangle
\]
\[
= \langle z - x, z - x \rangle + 2 \langle z - x, \epsilon \tilde{v} \rangle + \langle \epsilon \tilde{v}, \epsilon \tilde{v} \rangle + \langle z - y, z - y \rangle
\]
\[
< \langle z - x, z - x \rangle + \langle \epsilon \tilde{v}, \epsilon \tilde{v} \rangle + 2 \langle z - y, \epsilon \tilde{v} \rangle + \langle z - y, z - y \rangle
\]
\[
= \langle z - x, z - x \rangle + (z + \epsilon \tilde{v} - y, z + \epsilon \tilde{v} - y)
\]
\[
= d^2_{cu}(z, x) + d^2_{cu}(z + \epsilon \tilde{v}, y),
\]
which, together with (16) and (17), contradicts the condition (7) of Proposition 3.1.

- Case 2: there exists $\bar{w} \in V$ such that $\langle \bar{v}, \bar{w} \rangle \neq 0$.

Without losing generality I can assume $\langle \bar{v}, \bar{w} \rangle > 0$, then it is possible to fix a sufficiently small $\delta > 0$ such that, for a suitable $\eta > 0$, it holds
\[
\langle \bar{w}, x \rangle > \langle \bar{w}, y \rangle + \eta, \quad \text{for every} \quad x \in B_{\delta}(\bar{x}) \quad \text{and} \quad y \in B_{\delta}(\bar{y}).
\]

Fix a vector $\tilde{v} \in A_{x, \bar{V}_1}$. Repeating the argument used in Case 1 it is possible to find a point $z \in \mathbb{R}^n$, such that $z, z + \epsilon \tilde{v} \in E^\delta_\epsilon$ for a suitable $0 < \epsilon < \min \left\{ \frac{1}{\| \bar{v} \|}, \frac{1}{\| \bar{w} \|} \right\}$. Then take $x \in A_{x, \bar{V}_1} \cap B_{\delta}(\bar{x})$ and $y \in A_{z, \epsilon \tilde{v}, \bar{V}_2} \cap B_{\delta}(\bar{y})$ with $(z, x), (z + \epsilon \tilde{v}) \in \Gamma$, and notice that for every $v_1 \in V_1$ it holds that
\[
\langle x - (z + \epsilon \tilde{v}), v_1 \rangle = \langle x - z, v \rangle - \epsilon \langle \bar{v}, v_1 \rangle = d(z, x) - \epsilon \| \bar{v} \|
\]
while for every $w \in V \setminus V_1$ I have
\[
\langle x - (z + \epsilon \tilde{v}), w \rangle = \langle x - z, w \rangle - \epsilon \langle \bar{v}, w \rangle < d(z, x) - \epsilon \| \bar{v} \| < d(z, x) - \epsilon \| \bar{v} \|,
\]
therefore follows that
\[
d(z + \epsilon \tilde{v}, x) = d(z, x) - \epsilon \| \bar{v} \|.\] (18)

On the other hand, observe that
\[
d(z + \epsilon \tilde{v}, y) = \langle y - (z + \epsilon \tilde{v}), \bar{w} \rangle = \langle y - z, \bar{w} \rangle - \epsilon \langle \bar{v}, \bar{w} \rangle < d(z, x) - \eta + \epsilon \| \bar{v} \| < d(z, x).\] (19)

It is then possible to conclude that
\[
d^2(z + \epsilon \tilde{v}, x) + d^2(z, y) \leq \left( d(z, x) - \epsilon \| \bar{v} \| \right)^2 + \left( d(z + \epsilon \tilde{v}, y) + \epsilon \| \bar{v} \| \right)^2
\]
\[
= d^2(z, x) + d^2(z + \epsilon \tilde{v}, y) - 2\epsilon \| \bar{v} \| \left( d(z, x) - d(z + \epsilon \tilde{v}, y) \right)
\]
\[
< d^2(z, x) + d^2(z + \epsilon \tilde{v}, y),
\]
where I used both (18) and (19). This last inequality contradicts condition (6) of Proposition 3.1.
Step 3: Given a nonempty set $V \subseteq \mathcal{V}$, the set

$$E := \{ z \in \mathbb{R}^n : \pi_z|_{A_z \cap V} \text{ is not a delta measure} \}$$

has zero $\mu$-measure.

The proof of this step is very similar to the one of Step 2, nevertheless I decided to present it anyway, but avoiding all the details which can be easily fixed following the proof of Step 2. Assume by contradiction that $E$ has positive $\mu$-measure, then for $\varepsilon > 0$ sufficiently small the set

$$E_\varepsilon := \{ z \in \mathbb{R}^n : \pi_z|_{A_z \cap V} \text{ is not a delta measure} \}$$

has positive $\mu$-measure too. As a consequence

$$\gamma := \int_{E_\varepsilon} \pi_z|_{A_z \cap V} \times \pi_z|_{A_z \cap V} \, d\mu(z)$$

is a strictly positive measure on $\mathbb{R}^N \times \mathbb{R}^N$ that is not concentrated on $\{(x, x) : x \in \mathbb{R}^N\}$. Thus there exists $(\bar{x}, \bar{y}) \in \text{supp}(\gamma)$ with $\bar{x} \neq \bar{y}$ and then

$$\gamma(B_\delta(\bar{x}) \times B_\delta(\bar{y})) > 0,$$

for every $\delta > 0$. In particular, proceeding as in the first step, it is possible to conclude that for every $\delta > 0$ the set

$$E^\delta_\varepsilon := \{ z \in \mathbb{R}^N : \pi_z|_{A_z \cap V} \cap B_\delta(\bar{x}) > 0 \text{ and } \pi_z|_{A_z \cap V} \cap B_\delta(\bar{y}) > 0 \}$$

has positive $\mu$-measure, and thus it also has positive $\mathcal{L}^N$-measure. Now, as I did in Step 2, I divide the proof in two cases:

- Case 1: $\langle \bar{v}, v \rangle = 0$ for every $v \in V$.
  
  First of all, fix $\delta > 0$ sufficiently small such that

  $$\langle \bar{v}, x \rangle > \langle \bar{v}, y \rangle, \quad \text{for every } x \in B_\delta(\bar{x}) \text{ and } y \in B_\delta(\bar{y}).$$

  Proceeding as in Step 2, I can find $z \in \mathbb{R}^n$, such that $z, z + \epsilon \bar{v} \in E^\delta_\varepsilon$ for a positive, suitably small $\epsilon$. Subsequently take $x \in A_z \cap V \cap B_\delta(\bar{x})$ with $(z, x) \in \Gamma$, and $y \in A_{z+\epsilon \bar{v}} \cap B_\delta(\bar{y})$ with $(z + \epsilon \bar{v}, y) \in \Gamma$. Following the proof of Step 2, it is easy to realize that

  $$d(z + \epsilon \bar{v}, x) = d(z, x), \quad (20)$$

  and

  $$d(z, y) = d(z + \epsilon \bar{v}, y). \quad (21)$$

  On the other hand, the choice of $\delta$ I made guarantees that

  $$d^2_{eu}(z + \epsilon \bar{v}, x) + d^2_{eu}(z, y) < d^2_{eu}(z, x) + d^2_{eu}(z + \epsilon \bar{v}, y),$$

  which, together with (20) and (21), contradicts the condition 17 of Proposition 3.1.

- Case 2: there exists $\bar{w} \in V$ such that $\langle \bar{v}, \bar{w} \rangle \neq 0$.
  
  Without losing generality I can assume $\langle \bar{v}, \bar{w} \rangle > 0$, then it is possible to fix a sufficiently small $\delta > 0$ such that, for a suitable $\eta > 0$, it holds that

  $$\langle \bar{w}, x \rangle > \langle \bar{w}, y \rangle + \eta, \quad \text{for every } x \in B_\delta(\bar{x}) \text{ and } y \in B_\delta(\bar{y}).$$
Once fixed a vector $\tilde{v} \in A_{\mu, \nu}$, it is possible to find a point $z \in \mathbb{R}^n$, such that $z, z + \epsilon \tilde{v} \in E^2_{\delta}$ for a positive, suitably small $\epsilon$. Then take $x \in A_{z, V_1} \cap B_\delta(j)$ and $y \in A_{z + \epsilon \tilde{v}, V_2} \cap B_\delta(j)$ with $(z, x), (z + \epsilon \tilde{v}) \in \Gamma$. Proceeding as I did in Step 2, it is easy to notice that

$$ d(z + \epsilon \tilde{v}, x) = d(z, x) - \epsilon \|\tilde{v}\|. \quad (22) $$

and

$$ d(z + \epsilon \tilde{v}, y) < d(z, x). \quad (23) $$

Then, combining (22) and (23), I can conclude that

$$ d^2(z + \epsilon \tilde{v}, x) + d^2(z, y) < d^2(z, x) + d^2(z + \epsilon \tilde{v}, y), $$

contradicting condition (6) of Proposition 3.1.

As anticipated before, it is easy to realize that the combination of the three steps allows to conclude the proof. \hfill \Box

At this point it is clear that Theorem 3.2 provides a plan selection on $\mathcal{P}(\mathbb{R}^N) \times \mathcal{P}(\mathbb{R}^N)$, simply imposing $\Pi(\mu, \nu)$ to be equal to the only optimal transport plan in $\Pi_2(\mu, \nu)$. The following proposition ensures that $\Pi$ is a consistent plan selection.

**Proposition 3.3.** The map $\Pi$ is a consistent plan selection, associated to $G$.

**Proof.** Considering how $\Pi$ has been defined, in order to conclude the proof, is sufficient to prove conditions 2.1 and 2.2 of Lemma 2.3. It is easy to realize that condition 2.1 is satisfied since $f \cdot \Pi(\mu, \nu) \ll \Pi(\mu, \nu)$ with bounded density, for every suitable $f$. Condition 2.2 is a little bit trickier and I am going to prove it with full details.

Assume by contradiction that, for some $\mu, \nu \in \mathcal{P}(\mathbb{R}^N)$, $\pi_2 := (G_s, G_t)_{\#} \Pi(\mu, \nu)$ is not a minimizer for the secondary variational problem (15), with absolutely continuous marginals $\mu_s := (G_s)_{\#} \Pi(\mu, \nu)$ and $\mu_t := (G_t)_{\#} \Pi(\mu, \nu)$. Since $\pi_2$ is clearly an optimal transport plan, this means that there exists $\pi \in \text{OptPlans}(\mu_s, \mu_t)$ such that

$$ \int d_{eu}^2(x, y) \, d\pi < \int d_{eu}^2(x, y) \, d\pi_2. $$

Then Dudley’s gluing lemma ensures the existence of a probability measure $\tilde{\pi} \in \mathcal{P}((\mathbb{R}^N)^4)$ such that

$$(p_1, p_2)_{\#} \tilde{\pi} = \pi_1, \quad (p_2, p_3)_{\#} \tilde{\pi} = \pi \quad \text{and} \quad (p_3, p_4)_{\#} \tilde{\pi} = \pi_3,$$

where $\pi_1 := (G_0, G_s)_{\#} \Pi(\mu, \nu)$ and $\pi_3 := (G_t, G_1)_{\#} \Pi(\mu, \nu)$. Defining $\tilde{\pi} := (p_1, p_4)_{\#} \tilde{\pi}$ it is possible to perform the following estimate

$$ \int d^2(x, y) \, d\tilde{\pi}(x, y) = \int d^2(x, y) \, d\tilde{\pi}(x, z, w, y) $$

$$ \leq \int (d(x, z) + d(z, w) + d(w, y))^2 \, d\tilde{\pi}(x, z, w, y) $$

$$ = \int d^2(x, z) \, d\pi_1 + \int d^2(z, w) \, d\pi + \int d^2(w, y) \, d\pi_3 $$

$$ + 2 \int d(x, z) d(z, w) \, d\tilde{\pi}(x, z, w, y) + 2 \int d(x, z) d(w, y) \, d\tilde{\pi}(x, z, w, y) $$

$$ + 2 \int d(z, w) d(w, y) \, d\tilde{\pi}(x, z, w, y). $$
Moreover, this last three integrals can be further estimated, inferring that
\[
2 \int d(x, z) d(z, w) d\bar{\pi}(x, z, w, y) = s(t - s) \int 2 \left( \frac{1}{s} d(x, z) \right) \left( \frac{1}{t - s} d(z, w) \right) d\bar{\pi}(x, z, w, y) \\
\leq \frac{t - s}{s} \int d^2(x, z) d\pi_1 + \frac{s}{t - s} \int d^2(z, w) d\pi,
\]
and similarly
\[
2 \int d(x, z) d(w, y) d\bar{\pi}(x, z, w, y) \leq \frac{1 - t}{s} \int d^2(x, z) d\pi_1 + \frac{s}{1 - t} \int d^2(w, y) d\pi,
\]
\[
2 \int d(z, w) d(w, y) d\bar{\pi}(x, z, w, y) \leq \frac{1 - t}{t - s} \int d^2(z, w) d\pi_1 + \frac{t - s}{1 - t} \int d^2(w, y) d\pi.
\]
Putting together this last three inequalities, it is possible to deduce that
\[
\int d^2(x, y) d\bar{\pi}(x, y) \leq \frac{1}{s} \int d^2(x, z) d\pi_1 + \frac{1}{t - s} \int d^2(z, w) d\pi + \frac{1}{1 - t} \int d^2(w, y) d\pi_3 \\
= \frac{1}{s} W^2_2(\mu, \mu_s) + \frac{1}{t - s} W^2_2(\mu_s, \mu_t) + \frac{1}{1 - t} W^2_2(\mu_t, \nu) = W^2_2(\mu, \nu),
\]
where I used the fact that \(G_{\#} \Pi(\mu, \nu)\) is an optimal geodesic plan. In particular this shows that \(\bar{\pi} \in \text{OptPlans}(\mu, \nu)\). Furthermore, performing the same computation as before, one can infer that
\[
\int d^2_{eu}(x, y) d\bar{\pi}(x, y) \leq \frac{1}{s} \int d^2_{eu}(x, z) d\pi_1 + \frac{1}{t - s} \int d^2_{eu}(z, w) d\pi + \frac{1}{1 - t} \int d^2_{eu}(w, y) d\pi_3 \\
< \frac{1}{s} \int d^2_{eu}(x, z) d\pi_1 + \frac{1}{t - s} \int d^2_{eu}(z, w) d\pi_2 + \frac{1}{1 - t} \int d^2_{eu}(w, y) d\pi_3 \\
= \int d^2_{eu}(x, y) d\Pi(\mu, \nu),
\]
where this last equality holds because \(G_{\#} \Pi(\mu, \nu)\) is concentrated in Euclidean geodesic. Notice that I have found \(\bar{\pi} \in \text{OptPlans}(\mu, \nu)\) such that
\[
\int d^2_{eu}(x, y) d\bar{\pi}(x, y) < \int d^2_{eu}(x, y) d\Pi(\mu, \nu),
\]
this contradicts the definition of \(\Pi\). \(\square\)

In order to deduce the main result of this section I only have to prove the approximation property stated in Proposition 2.3, and to this aim I need to preliminary state and prove the following proposition. Let me also point out that this result can be proven using general theorems (see for example Theorem 10.27 in [21] or Theorem 1.3.1 in [7]), anyway I prefer to present a proof that uses only cyclical monotonicity arguments, similar to the ones explained previously.

**Proposition 3.4.** Let \(N : \mathbb{R}^N \to \mathbb{R}^+\) be a smooth norm, such that \(N^2 : \mathbb{R}^N \to \mathbb{R}^+\) is k-convex for some \(k > 0\). Calling \(d : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^+\) the associated distance and given \(\mu, \nu \in \mathcal{P}_2(\mathbb{R}^N)\) with \(\mu \ll \mathcal{L}^N\), there exists a unique \(\pi \in \text{OptPlans}(\mu, \nu)\) and it is induced by a map.

**Proof.** According to Remark 1.2 it is sufficient to prove that every \(\pi \in \text{OptPlans}(\mu, \nu)\) it is induced by a map. To this aim, fix \(\pi \in \text{OptPlans}(\mu, \nu)\) and call \(\Gamma\) the \(\pi\)-full measure, \(d^2\)-cyclically monotone set, provided by Proposition 1.6. Assume by contradiction that \(\pi\) is not induced by a map, denote by \(\{x_z\}_{x \in X}\) the disintegration kernel with respect to the projection map \(p_1\), then
π_x is not a delta measure for a μ-positive set of x. Therefore there exists a compact set \( A \subset \mathbb{R}^N \) with \( \mu(A) > 0 \), such that \( π_x \) is not a delta measure for every \( x \in A \). Consequently consider

\[
η := \int_A π_x × π_x \, dμ,
\]

which is a positive measure on \( \mathbb{R}^N × \mathbb{R}^N \). Moreover \( η \) is not concentrated on \( \{(x, x) : x \in \mathbb{R}^N\} \), thus there exists \((\bar{x}, \bar{y}) \in \text{supp}(η) \) with \( \bar{x} \neq \bar{y} \) and in particular \( η(B_δ(\bar{x}) × B_δ(\bar{y})) > 0 \) for every \( δ > 0 \). Now call \( v = \bar{y} - \bar{x} \) and notice that, since \( Ν^2 \) is smooth there exists \( \delta > 0 \) such that for every \( z \in A \) it holds that

\[
\left| \frac{∂}{∂v} Ν^2(x - z) - \frac{∂}{∂v} Ν^2(\bar{x} - z) \right| < \frac{k}{3} d^2(\bar{y}, \bar{x})
\]

for every \( x \in B_{2\delta}(\bar{x}) \), and

\[
\left| \frac{∂}{∂v} Ν^2(y - z) - \frac{∂}{∂v} Ν^2(\bar{y} - z) \right| < \frac{k}{3} d^2(\bar{y}, \bar{x})
\]

for every \( y \in B_{2\delta}(\bar{y}) \). Moreover, since \( Ν^2 \) is \( k \)-convex, for every \( z \in A \) it holds that

\[
\frac{∂}{∂v} Ν^2(\bar{y} - z) ≥ \frac{∂}{∂v} Ν^2(\bar{x} - z) + kd^2(\bar{y}, \bar{x}),
\]

and consequently

\[
\frac{∂}{∂v} Ν^2(y - z) > \frac{∂}{∂v} Ν^2(x - z) \tag{24}
\]

for every \( x \in B_{2\delta}(\bar{x}) \) and every \( y \in B_{2\delta}(\bar{y}) \). On the other hand, since \( η(B_{δ}(\bar{x}) × B_δ(\bar{y})) > 0 \), the set

\[
A^δ = \{ z ∈ \mathbb{R}^N : π_z(B_δ(\bar{x})) > 0 \text{ and } π_z(B_δ(\bar{y})) > 0 \}
\]

has positive \( μ \)-measure and thus it has positive \( \mathcal{L}^N \)-measure. Let \( \bar{z} \) be the density point of \( A^δ \), then in a neighborhood \( \bar{z} \) there exists \( z \) such that \( z, z + ϵ v ∈ A^δ \) for some \( 0 < ϵ < \frac{δ}{∥v∥} \). Consequently, it is possible to find \( x ∈ B_δ(\bar{x}) \) and \( y ∈ B_δ(\bar{y}) \), such that

\[
(z + ϵ v, x), (z, y) ∈ \Gamma.
\]

Then it holds that

\[
d^2(z, x) + d^2(z + ϵ v, y) = Ν^2(x - z) + Ν^2(y - (z + ϵ v))
\]

\[
= Ν^2(x - (z + ϵ v)) + \int_0^ϵ \frac{∂}{∂v} Ν^2(x - sv - z) \, ds
\]

\[
+ Ν^2(y - z) - \int_0^ϵ \frac{∂}{∂v} Ν^2(y - sv - z) \, ds
\]

\[
< d^2(z + ϵ v, x) + d^2(z, y),
\]

where the last passage follows from \( (24) \). This last inequality contradicts the \( \text{d}^2 \)-cyclical monotonicity of \( \Gamma \), concluding the proof. \( \square \)

Having a consistent geodesic flow and an associated plan selection, it only remains to apply Proposition \( 2.3 \) and deduce the main result. In order to do so, I introduce a sequence \((d_n)_{n ∈ \mathbb{N}}\) of distances on \( \mathbb{R}^N \) by requiring the following three properties:

- for every \( n \), \( d_n \) is induced by a smooth norm \( N \), such that \( Ν^2 \) is \( k \)-convex for some \( k > 0 \) and satisfies condition \( (4) \),
• $d_n^2$ converges to $d^2$ uniformly on compact sets,
• $n(d_n^2 - d^2)$ converges to $d_{eu}^2$ uniformly on compact sets, and $n(d_n^2 - d^2) \leq 2d_{eu}^2$ for every $n$.

It is easy to see that such a sequence exists. Now, fixed a pair of absolutely continuous measures $\mu, \nu \in \mathcal{P}_{ac}(\mathbb{R}^N)$, Proposition 3.3 ensures that for every $n$ there exists a unique transport plan $\pi_n$ between $\mu$ and $\nu$, with respect to the cost $c(x, y) = d_n^2(x, y)$. Let me now prove that it is possible to apply Proposition 2.8.

**Proposition 3.5.** The maps $G$ and $\Pi$ and the sequences $(d_n)$ and $(\pi_n)$ I introduced satisfy the assumptions of Proposition 2.8 with $K = 0$.

**Proof.** Condition 2 is easily satisfied, in fact since $d_n$ is induced by a strictly convex norm the only geodesics in $(\mathbb{R}^N, \pi_n)$ are the Euclidean ones. Then, because $\pi_n$ is unique and Proposition 1.22 holds, it is clear that the entropy functional is convex along $G#\pi_n$, with respect to the distance $d_n$. Let me now prove condition 1. Notice that $\pi_n \in \Gamma(\mu, \nu)$ for every $n$, therefore the sequence $(\pi_n)$ is tight and Prokhorov theorem ensures the existence of $\pi \in \Gamma(\mu, \nu)$ such that, up to the extraction of a subsequence, $\pi_n \rightharpoonup \pi$. I am now going to prove that $\pi \in \Pi_2(\mu, \nu)$. Observe that $\pi_n$ is an optimal transport plan for the distance $d_n$ and thus $\int d_n^2 \, d\pi_n \leq \int d_n^2 \, d\bar{\pi} \quad \forall \bar{\pi} \in \Gamma(\mu, \nu),$

therefore for every compact set $C \subset \mathbb{R}^N$ it holds $\int_C d_n^2 \, d\pi_n \leq \int_C d_n^2 \, d\bar{\pi} \quad \forall \bar{\pi} \in \Gamma(\mu, \nu).$

It is then possible to pass to the limit as $n \to \infty$, using the uniform convergence for the left hand side and the dominated convergence (ensured by (4)) at the right hand side, obtaining $\int_C d^2 \, d\pi \leq \int d^2 \, d\bar{\pi} \quad \forall \bar{\pi} \in \Gamma(\mu, \nu).$

Since this last equation holds for every compact set $C \subset \mathbb{R}^N$, it is possible to conclude that $\int d^2 \, d\pi \leq \int d^2 \, d\bar{\pi} \quad \forall \bar{\pi} \in \Gamma(\mu, \nu),$

in particular $\pi \in \Pi_1(\mu, \nu)$. Using once more the minimizing property of $\pi_n$, follows that $\int d^2 \, d\bar{\pi} + \int (d_n^2 - d^2) \, d\pi_n \leq \int d_n^2 \, d\pi_n \leq \int d_n^2 \, d\bar{\pi} = \int d^2 \, d\bar{\pi} + \int (d_n^2 - d^2) \, d\bar{\pi} \quad \forall \bar{\pi} \in \Pi_1(\mu, \nu),$

consequently it holds that $\int n(d_n^2 - d^2) \, d\pi_n \leq \int n(d_n^2 - d^2) \, d\bar{\pi} \quad \forall \bar{\pi} \in \Pi_1(\mu, \nu),$

and proceeding as before I can infer that $\int d_{eu}^2 \, d\pi \leq \int d_{eu}^2 \, d\bar{\pi} \quad \forall \bar{\pi} \in \Pi_1(\mu, \nu).$

In particular $\pi \in \Pi_2(\mu, \nu)$ and this concludes the proof, considering the definition of the map $\Pi$. □
Finally, the combination of this last result with Proposition 2.8 allows me to conclude the final result of this article.

**Corollary 3.6.** The metric measure space $(\mathbb{R}^N, d, \mathcal{L}^N)$ is a very strict CD$(0, \infty)$ space and consequently it is weakly essentially non-branching.
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