Rats, nets, maps, and the emergence of place cells
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We study through computer simulations the motion in space of small networks consisting of a few sensory, intermediate, and motor units linked by feedforward connections of initially random strengths. Evolutionary pressure, exerted through random differentiation and selective reproduction, can force such objects to adapt to perform elementary navigation tasks similar to those used in investigating hippocampal function in rats. The connection strengths resulting from the adaptation process are shown to provide intermediate units with response characteristics similar to those of place cells found in the rat hippocampus. These results illustrate the ease with which “place” units emerge in any minimal circuitry geared to solve simple navigation tasks, and highlight the importance of considering the complexity of the memory performance required, rather than the relatively trivial spatial "computations" involved, while using those tasks to explore hippocampal structure and function.

The finding of place cells in the rat hippocampus (O'Keefe, 1976; O'Keefe & Dostrovsky, 1971) has largely inspired the modern formulation (O'Keefe & Nadel, 1978) of the cognitive map theory (Tolman, 1948), which in turn has been very influential in shaping hippocampal research over the last 15 years (see, e.g., the debate in Nadel, 1991). The need to test the specific predictions of the theory has stimulated the development of experimental apparatuses and tasks—including the water maze (Morris, 1984) and the circular platform (Barnes, 1979)—which allow manipulation of the spatial memory demands imposed on the animals, in conjunction with lesions, pharmacological interventions, or cell recording. When stripped of their memory components, these tasks appear very simple in terms of mere spatial navigation. In both cases mentioned above, for example, the rat has just to reach one particular final location from an initial one, in a circular environment, on the basis of external cues. It is precisely this simplicity, of course, which makes these laboratory setups, in contrast to more "ecological" situations, ideal for manipulations concerning memory.

While most current attempts to understand the structure and functional operation of the hippocampus (Brown & Zador, 1990) revolve around its suspected memory role (McNaughton & Nadel, 1990; Rolls, 1989), largely along the lines followed by Marr 20 years ago (Marr, 1971), computational models have also been proposed that aim at elucidating the actual spatial information processing ascribed to the hippocampus (O'Keefe, 1990; Schmajuk, 1990; Zipser, 1985). These models view the processing associated with navigation as an algorithmic sequence of transformations of the sensory input, which result, at an intermediate stage, in information about space being coded in a set of units that constitute an (allocentric) map of the environment—the place cells. What are described in detail are then the computations which allow the emergence of unit responses coding for place. It should perhaps be noted that the notion of "place cells" comes out more clearly from such theoretical constructs than from experimental data. The latter (McNaughton, Barnes, & O'Keefe, 1983) show, indeed, that most rat hippocampal neurons respond, while the animal is performing a spatial memory task, in a way strongly correlated with the animal's location. The responses, though, are generally reported to bear strong correlations also with several other variables, including, for example, the direction the animal is facing (or its local view), with fewer data (O'Keefe, 1979) supporting the notion of pure, orientation-independent place cells.

We address the question of the spatial computations involved in performing a navigation task in a different way. We consider a population of tiny three-layer networks (Parisi, Cecconi, & Nolfi, 1990), with the first layer units coding for sensory input and the third layer ones for motor output. Feedforward connections with random strengths, and the activity of units in one layer, determine the activity of units in the next layer. Each network is placed a few times in a circular environment with some external landmarks. Part of the population then undergoes replication with random differentiation (at the connection strengths level), the replicating individuals being selected...
(Goldberg, 1989) on the basis of their ability to reach a given location in the environment. The networks are passed no information relative to the goal, nor do they know that it is “good” for them to get there—they have no sense of purpose, so to speak; and, in fact, those of the first generations tend to stay put, or move aimlessly in a stereotyped pattern until they hit the boundary, or appear to toddle around, subject to the random modulation of their motor commands. Evolutionary adaptation (Holland, 1975), however, eventually produces a tendency to move towards the goal, and later generations aim for it independently of their (randomly chosen) starting position.

We call these networks randomly adapted toddlers—henceforth RATs, for the sake of brevity. In their utter simplicity, they provide a tool for studying the computational demands associated with spatial memory tasks, and which actual rats have to meet on top of the memory demands. In particular, we discuss here the emergence of “place” units among the intermediate units of a RAT, and its implications on the appraisal of rat hippocampal data.

METHOD

A RAT of the standard strain consists of 9 units in the sensory layer, 16 in the intermediate, and 2 in the motor layer. There are 8 visual sensory units, pairs of which code for the presence, within their receptive fields, of each of 4 external landmarks, or cues. The 2 units of a pair correspond to the right and left eye, and their receptive fields extend 0°–120° on each side, with respect to the direction the RAT is facing. If the relative cue is inside the receptive field of 1 unit, its activity \( a \) is proportional to the perceived size of the cue, that is, decreasing with increasing distance between the RAT and the cue; if the cue is outside the receptive field, \( a = 0 \). In addition, there is 1 somatosensory unit, which is active only when the RAT has its nose against the wall—the boundary of the circular environment.

The activity of each intermediate unit is determined by those of the sensory units as

\[
a_i = \max \left( \sum_x w_{ix} a_x, 0 \right),
\]

where \( w_{ix} \) denotes a connection strength. Intermediate units determine in the same fashion the activity of motor units, with the only difference being that this is now cut off at the maximal level \( d_{\text{max}} = 1 \), so that RATs do not exceed a maximal speed. Motion is coded in the activities \( a_1, a_2 \) of the 2 motor units in the following way: if \( D_{\text{max}} \) is the maximal displacement in a time unit, the RAT moves forward by an amount \( D_f = D_{\text{max}} \times (a_1 + a_2)/2 \), turns around by an angle \( D_{\alpha} = 90^\circ \times (a_1 - a_2) \) and moves laterally, left or right depending on the sign, by an amount \( D_x = D_f \times D_{\alpha}/2 \). It is not allowed to go beyond the circular walls.

Physical dimensions are obviously arbitrary; for concreteness, they are expressed in units such as centimeters or seconds, and chosen so as to imitate those of the water maze paradigm (Morris, 1984). Thus, RATs are placed at random locations (facing inward) along the border of a “pool” 214 cm in diameter, containing in a fixed location in one of its quadrants a “platform” 9 cm in diameter. The four landmarks are located around the pool 150 cm from its center, as in the figures below. Time is discretized in units of half a second, approximately four times the period of the rat rhythm (cf. Sharp, 1991). \( D_{\text{max}} \) is set to 12 cm so that RATs can move around the pool at the maximal speed of 24 cm/sec. They are removed once they reach the platform or after 120 sec, which ever happens first, and the escape latency is recorded for each of 10 trials. In some of the experiments, two circular environments are used, differing in the location, relative to the platform, of the extramaze cues. In this case, 10 trials are run in each environment.

The first generation of 100 RATs has random connection strengths, each connection strength being drawn from a flat distribution between -1.0 and 1.0. After the trials, the 20 RATs of each generation who achieved the least cumulative latencies are allowed to replicate 5 times each to produce the 100 offsprings of the new generation. These inherit the connection strengths of their parent except for the addition, at 20% of the connections, of a random number, again with the same distribution. The whole experiment has been run several times on IBM 486 workstations and on SUN SPARCstations SLC, on which a second of RAT motion takes approximately 0.002 sec of CPU time.

Figure 1. Mean escape latency (top) and mean number of successful trials (bottom) for the single best, the 20 best, and the whole population vs. generation.
RESULTS

Behavior

RATs "learn," on a phylogenetic scale, to reach the platform. This happens gradually, with the first few, being among those that happen to be endowed with connections that make them move, stumbling onto the platform once or twice in their set of trials. The evolutionarily advantageous tendency to move quickly diffuses across populations, as subsequently do the tendencies to turn around upon bouncing against the wall, and to move in the correct general direction, until RATs of later generations aim for the goal from whatever direction they are released. The result of a typical experiment (run in a single environment) is illustrated in Figure 1, which shows how the mean escape latency decreases from generation to generation, and how the number of successful trials (when the platform is actually reached within the 120 sec) rapidly increases.

To exemplify the kind of motor patterns that emerge, the best performing RATs of each generation are kept, and are made to run three further 60-sec trials (from starting points at 120° of each other), during which a record is kept of each trajectory. Figure 2 shows the trajectories taken by the best individual of the 1st, 10th, and 100th generation.

In another set of experiments, we placed each RAT in two environments, using the same set of four extramaze cues, but placed in different locations. RATs adapt to reach the platform in each of the two situations, thus acquiring a capability to discriminate between two possible relative arrangements of the same landmarks, and to solve each navigation task accordingly. It takes them, though, a somewhat longer time to adapt to perform successfully, and even in the long-term performances tend to be poorer. This is illustrated in Figure 3 and in Figure 4, which shows the trajectories taken in both environments by a RAT of a late generation.

To test the robustness of these findings, we have run several experiments with RATs of different strains, vary-
Figure 4. Trajectories taken in the test trials by the best RAT of the 200th generation, in each of the two environments in which this experiment was run. Notice the different locations of the cues in the two environments. Interestingly, in one of the trials in the bottom environment, the RAT seems to search for the platform in the location where it would be, relative to the two nearest cues, in the top environment.

ing, for example, the maximal speed, the size of the receptive fields, or the number of intermediate units. The rather bland differences that result are all in the obvious directions—for example, poorer performances with fewer units—and overall the standard strain data is representative qualitatively if not quantitatively.

Single Unit Responses

Place units emerge among the intermediate units of successfully performing RATs. The responses of most of these units, while being dependent on the location of the RAT in the environment, are also strongly dependent on its orientation, but occasionally units appear whose responses do not vary much with orientation. These findings are exemplified in Figures 5 and 6. The best RAT of the last generation has been placed on a grid of locations covering all the circular environment, in the four orientations NW, SW, SE, NE, and the activity of each of the 16 intermediate units has been recorded. Figure 5 shows the activity, averaged over the four orientations, of all 16 intermediate units. Clearly position in space is an important determinant of the unit responses. These, however, appear to vary markedly with orientation, with a single unit displaying a "place field" with some degree of constancy across orientations. Figure 6 shows the response levels of that unit in the four orientations sampled, together with the responses of another unit whose place field is strongly orientation dependent.

The number of intermediate units whose responses are both strongly place dependent, and relatively invariant for different orientations of the RAT, varies greatly from experiment to experiment, as it appears that quite different computational strategies are selected by different runs of the evolution process. The tendency to produce such units is enhanced, though, in populations of RATs that adapt to reach the platform in two different environments. Figure 7 shows the unit responses of one such RAT, again averaged over the four orientations, and in Figure 8 the responses of two units which display some degree of orientation invariance is split up over different orientations and different environments. These two units respond in similar ways to very different configurations of sensory stimuli, whose common denominator is that they define a portion of space (in one case, of boundary) relative to the location of the goal, and we would argue that similar response curves, recorded in the rat, would be classified as characterizing genuine place units.

DISCUSSION

RATs are simple creatures, and the rapidity with which they adapt to reach the goal demonstrates, first of all, how easy it is to perform the task. This is a very desirable property of experimental paradigms designated to test spatial memory in real rats, the idea being that of dissociating memory, as far as possible, from the purely sensorimotor aspects that interact with it in navigation.

Secondly, units with responses similar to those of "place" cells emerge in RATs in the absence of any specific network architecture, of any peculiar organization of the connections, or of any activity-dependent plasticity. The emergence of such units is to be regarded as nothing more than an element of some of the solutions that a random adaptive process finds to a simple spatial task. This type of solution seems to be particularly important when the task involves reaching a platform in more than one fixed environment (as defined by the location of extramaze cues). Nothing, of course, prevents one from saying that those place units represent "cognition" of space, nor from debating to what extent they constitute an allocentric rather than an egocentric system, although it is entirely possible that such terms will be less comfortably used in the case of RATs. A more constructive approach is to attempt to quantify the representational demands made, for example, by the multiplicity of sensory constellations present in several different environments, and to analyze how they can be met by particular coding schemes. A third approach uses "neural network" modeling.

In a recent interesting article, Sharp (1991) describes a layered network which is exposed to sensory stimuli sim-
Figure 5. Intensity of intermediate unit responses, coded as in the legend, averaged over four orientations. In comparing these responses with those recorded in rats (not in the water maze, but, e.g., in the dry circular environment of Sharp, Kubie, & Muller, 1990), it should be noted that the full orientation average makes the RAT data appear less concentrated in one portion of space than it would be if only the orientations along each actual trajectory were included.

Figure 6. The responses, in each orientation indicated by the arrows, for the far right unit of the top row of Figure 5 (left)—exhibiting a strong orientation dependency—and for the second unit from the left of the third row (right)—the one varying the least with orientation.
ilar to those experienced by a rat performing spatial memory tasks. Again, the network develops units with a response similar to those of place cells in the rat. Sharp relates this fact to the competitive architecture (Rumelhart & Zipser, 1986) of her model and the Hebbian plasticity of its connections, but she also warns against deriving too strong inferences from this type of neural network modeling. We would like to reiterate her warning. With all due differences (e.g., the phylogenetic rather than ontogenetic scale), experiments with RATS suggest that the emergence of place cells has much more to do with the experimental paradigm than with the details of the neural or pseudoneural circuitry involved.

One may also argue that the connections resulting from our "evolutionary" procedure are equivalent to, say, those produced by a particular learning rule, and maybe go on to analyze the transformation they implement, or even consider how such transformation could be realized by hippocampal cells. Can such an analysis tell us much about the organization of the hippocampus? The hippocampus of a rat contains more than 10^6 cells (not to mention that of primates), displaying a remarkably structured organization. It seems very unlikely that we can make sense of those circuits by focusing solely on behavioral correlates that tiny amorphous networks of 27 units also produce after a few random attempts. The indication then, which RAT experiments per absurdum may help substantiate, is that only by carefully considering the whole spectrum of computational demands associated with solving a class of tasks—in particular the memory component (Treves & Rolls, in press)—not just the mere information processing, it will be possible to infer constraints on the circuitry required, and thus attempt to understand how hippocampal networks operate.

Figure 7. Same as Figure 5, for a RAT adapted to two different sets of cue locations.
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Jean S. Morgan  
1922-1992

The Governing Board and the Publications Committee of the Psychonomic Society regret to announce the death of Jean S. Morgan, widow of Clifford T. Morgan, in Austin on February 3, 1992.

Jean Morgan was an integral part of the journal publications operation from its inception in 1964, and was a working member of the Publications Office at the time of her death. Her colleagues at the Publications Office are deeply saddened by this unexpected event, and join the Society's Governing Board and Publications Committee in extending their condolences to her sons, Pete and Michael, and her daughter, Pat, and their families.

For those who may wish to make a contribution in her memory, the Morgan family have suggested the American Red Cross (or Red Cross Disaster Relief Fund (Centex), c/o Hartland Bank, P.O. Box 10994, Austin, TX 78766), the organization in which Jean Morgan was an active volunteer for over 20 years.