Understanding the Bystander Effect on Toxic Twitter Conversations
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ABSTRACT
As more users continue to embrace social media, online harassment and abusive language have become a growing concern. In this study, we explore the power of group dynamics to shape the toxicity of Twitter conversations. First, we examine how the presence of others in a conversation can potentially diffuse Twitter users’ responsibility to address a toxic direct reply. Second, we examine whether the toxicity of the first direct reply to a toxic tweet in conversations establishes the group norms for subsequent replies. By doing so, we outline how bystanders and the tone of initial responses to a toxic reply are explanatory factors which affect whether others feel uninhibited to post their own abusive or derogatory replies. We test this premise by analyzing a random sample of more than 156k tweets belonging to ~ 9k conversations. Central to this work is the social psychological research on the “bystander effect” documenting that the presence of bystanders has the power to alter the dynamics of a social situation. Twitter users may rely on cyberbystanders to condone his or her derogatory behaviors towards others. If the first direct reply reaffirms the divisive tone, other replies may follow suit. We find evidence of a bystander effect, with our results showing that an increased number of users participating in the conversation before receiving a toxic tweet is negatively associated with the number of Twitter users who responded to the toxic reply in a non-toxic way. We also find that the initial responses to toxic tweets within conversations is of great importance. Posting a toxic reply immediately after a toxic comment is negatively associated with users posting non-toxic replies and Twitter conversations becoming increasingly toxic. Thus, understanding how social media users respond when they witness uncivil comments or abusive language reveals social norms as powerful determinants of human behavior online.

CCS CONCEPTS
• Information systems → Social networking sites.

INTRODUCTION
Social media and online communities allow individuals to freely express opinions, engage in interpersonal communication, and learn about new trends and news stories. However, these platforms also create spaces for uncivil behavior. In particular, toxicity as explicit language, derogatory, aggressive, or disrespectful content has become endemic on online platforms [1, 18, 27, 39, 56]. There is growing concern over incivility over social media platforms and its effects on online communities [17, 42]. How groups react to divisive behavior or the use of hateful language reflects social norms online- either spreading negative behaviors, calling out racist or sexist behavior, or ignoring toxic behaviors [4].

Toxic behavior often occurs in the presence of bystanders whose behaviors can play a key role in changing the dynamics of a social situation. Bystanders are central to shaping the reactions to toxic behaviors, whether users actively follow the perpetrator’s behavior by posting toxic replies, attempting to stymie the toxicity of the conversation, or simply watching the conversation unfold. The belief that people behave differently in groups is a well established social psychological tenet. But less attention has been made to how these dynamics play out on Twitter, as one of the leading micro-blogging social media platforms. In-person and online, the presence of bystanders often inhibit prosocial behavior such as attempting to come to the aid of a person who has become a target of hate speech, cyberbullying, or trolling. The presence of others can diffuse one’s sense of responsibility to help, with users believing another individual will act. Inversely, in a smaller group setting people feel a greater responsibility to intervene in incidents of cyberbullying [38].

In this paper, we assess a random sample of Twitter conversations to examine how group dynamics can be a social determinant of online behavior. How does the presence of others in a conversation diffuse Twitter users’ responsibility to address a toxic direct reply? How does the response to a toxic reply shape the tone of conversation by serving as a social cue, indicating the unacceptability of such language to other users.
HYPOTHESES
The current study proposes and tests a series of hypotheses about the effects of group dynamics on the toxicity of Twitter conversations. We hypothesize the number of Twitter users who participated in the conversation will be viewed as bystanders and affect whether users feel it necessary to respond to a toxic reply: H1: The number of users participating in a conversation before observing the first toxic reply is negatively associated with the number of users who post non-toxic replies after the first toxic reply.

We make this prediction because the bystander effect has been well documented offline, often in a laboratory setting [21]. The phenomenon of the bystander effect is the presence of people (e.g., bystanders) in a situation that influences an individual’s likelihood of helping a stranger or intervening on another’s behalf [9]. Both diffusion of responsibility or audience inhibition have been used as explanatory factors for the bystander effect, especially in online settings. Extant scholarship has found that the anonymity provided through online platforms can lead to disinhibition [50], deindividuation, and a lack of accountability [7, 33], which can encourage negative behavior [20, 28, 34, 47]. Diffusion of responsibility occurs because the presence of others makes one less likely to intervene in a situation, believing that someone in the crowd or group will respond. Existing research has documented the diffusion of responsibility effect on online message boards [35] and over email when multiple recipients were included in the request for help [5].

Bystanders can be central to shaping the reactions to toxic behavior online, whether they actively follow the perpetrator’s behavior by posting toxic replies or attempting to re-establish norms of decorum. Once established it is not surprising that individuals generally conform to group norms [2]. Other work shows that observing trolling behavior by others influences new users [8]. In other words, individuals may be more likely to post toxic replies after seeing others do it, believing it to be the norm.

Peer conformity is positively associated with in-person bullying [16] and cyberbullying [3, 6]. In this instance, we might expect the toxicity of tweets within the conversation to alter based on the introduction and reaffirmation of toxic content. If the first toxic tweet was met with derision and that user informally sanctioned or ignored by other users, one might view such tweets as inappropriate. But if users see an initial toxic reply followed by another toxic tweet, others might follow suit believing that toxic behavior to be the norm. Thus, we propose the following two hypotheses: H2: If a Twitter user posts a non-toxic reply immediately after the toxic reply then more users post non-toxic replies. H3: If a Twitter user posts a non-toxic reply immediately after the toxic reply then the toxicity of the conversation after this reply is more likely to be non-toxic.

RELATED WORK
Bystander Intervention: Foundational social psychological literature documents a bystander effect in which people are less likely to help a stranger or to intervene on their behalf [9, 32]. Research on cyberbullying has demonstrated that increasing the number of bystanders decreases intentions to intervene [38]. However, other scholarship has shown that when individuals are aware they are visible to others, by using a webcam or making participants’ screen-names more salient can reverse this effect [54]. Additionally, cohesive groups are often less susceptible to the bystander effect [43]. Understanding the victim’s perspective or empathizing with the target influence one’s intentions of helping the victim [15, 22, 40]. Other scholarship has found that users’ tend to intervene out of a sense of moral duty or feel responsible to help [12, 15, 30, 38]. Victims of online aggression or adolescent cyberbullying are more also likely to stand up for others [11, 26, 46].

Detection and Classification. Empirical work on toxicity has employed machine learning based detection algorithms to identify and classify offensive language, hate speech, and cyberbully [10, 29, 41, 57]. The machine learning methods use a variety of features, including lexical properties, such as n-gram features [37], character n-gram features [36], character n-gram features [36], character n-gram, demographic and geographic features [55], sentiment scores [13, 23, 49], average word and paragraph embeddings [14, 37], and linguistic, psychological, and effective features inferred using an open vocabulary approach [19]. The state-of-the-art toxicity detection tool is available through Google’s Perspective API [24]. Perspective API has been studied and used extensively in the previous literature [19, 25, 31, 44, 45, 48, 56]. Hence, in this project, we will use Google Perspective API to detect toxic tweets in conversations.

DATA COLLECTION
We used Twitter API [53] to collect a random sample of recent public tweets during the period of August 14th to September 28th, 2021. We pulled out English tweets that are retweets or replies in other public conversations. We also removed the conversations where the replies for the tweets were all posted by the author of the initial tweet. We then used Twarc [52], to collect the full conversation for each initial tweet in the dataset. We call the user who posted the initial tweet as root author and we present a full conversation as a tree that started with the initial tweet named the root tweet. As illustrated in Figure 1, each conversation is represented as a tree structure whose tweets (nodes) are connected when one is a reply to the other. We also removed tweets that only had links, images, and videos instead of text as Perspective API is a text based toxicity detection tool [24]. Thus, the cleaned dataset consists of 79,799 conversations with 528,041 tweets, posted by 328,390 unique users.

Discovering Conversations with Toxic Replies. To identify all the toxic tweets in our dataset, we employed Google’s Perspective API [24]. Google Perspective API applies different machine learning models to score the toxicity of textual data, including Toxicity, Severe Toxicity, etc. In this paper, we are only considering scores for the Severe Toxicity attribute since Google’s Perspective API defines a text having this attribute as rude, disrespectful, or unreasonable comment which meets the general standards for a comment which might be considered to be hateful or toxic. We created a binary variable to label if a tweet is toxic or not toxic. In more detail, a tweet is labeled as toxic if its severe toxicity score is higher or equal to 0.5. The score threshold of 0.5 was established by two independent coders who manually labelled 200 random tweets with an inter-rater agreement of 94% and a Cohen’s kappa of 0.69. Such results indicate a substantial agreement for severe toxicity between the manual coders and the Google Perspective API for scores
We use multivariate regression analysis to test the hypotheses regarding the bystander effect in our dataset. Below, we explain our dependent, independent, and control variables in detail.

**Independent Variables** We define the following independent variables: (1) users_before_toxic: the number of unique users engaged in the conversation before the first toxic comment occurred. Examples of such tweets are colored in blue in Figure 1. Note that even though some replies are at the higher level in the conversation tree, it does not necessarily mean that they occurred before the first toxic comment. Similarly, some replies might be at the lower depth level in the conversation tree, but can still be posted after the first toxic comment. Consequently, this variable has been computed by chronologically ordering all tweets in the conversation from the oldest to the youngest, and then calculating the number of unique users that posted tweets older than the first toxic tweet. For this variable, we could instead use the number of followers that victims have, but knowing that their accounts are public implies that there might be more people observing the conversation. Furthermore, followers might be observing the conversation, however, as they do not engage in the conversation before the first toxic tweet, it is hard to claim that they are interested in this conversation. Therefore, we use the number of followers as a control variable in our regression models. (2) reply_toxicity: the toxicity score of the first comment posted that is a direct reply to the first toxic comment in the conversation, e.g., circled in green in Figure 1.

**Control Variables** We controlled for factors that can potentially impact the group behaviors in Twitter conversations. We added controls for root authors’ activity, i.e., num_friends, num_tweets and account_age, because more active users might have different audiences. For example, if a user posts many tweets, then the followers might engage less in their conversations. We also controlled for the visibility i.e., num_followers, listed_counts and verified. For example, users who have verified accounts or are influencers, with many followers might receive more help from others when they are under the toxicity attack. Additionally, we controlled for profile characteristics, such as description_length, has_URL, has_location and has_image. Users who provide more information on their accounts might experience a higher level of bystanders effect as other users might not want to defend the anonymous users. Finally, we used the width and depth of the conversation tree to control for different conversation structures. Depth is the length from the root tweet to the conversation’s deepest node, and width represents the maximum number of tweets at any level in the conversation tree.

**DATASET CHARACTERIZATION**

Our final dataset consists of 9,171 conversations with 156,655 tweets, posted by 101,419 unique users. The minimum number of tweets in conversations is 2 and the maximum is 1,842. The mean number of tweets included in these conversations is 17. Table 1 shows the descriptive statistics of the variables used in the statistical models. In more than half of conversations, the number of users engaged in the conversation before the first toxic reply (users_before_toxic) is 2, while the maximum number is 1710. At the same time, the average of reply_toxicity is 0.21. The mean number of unique_users_non_toxic is 0.41, indicating that in more than half of the conversations, there are no users who posted non-toxic comments after the first toxic reply. Additionally, the minimum remaining_toxicity is 0.03, while the maximum remaining_toxicity is 0.9.
### RESULTS

To test hypotheses H1 and H2, we employed a Poisson regression model as the distribution of `unique_users_non_toxic` does not follow a normal distribution. We ran a linear regression model to test hypothesis H3, as `remaining_toxicity` follows a normal distribution.

The results obtained from a Poisson regression model in Table 2 (column H1) reveals a statistically significant negative association between the `unique_users_non_toxic` and `users_before_toxic` (p < 0.001). This suggests that the higher number of users participating in the conversation before the first toxic comment, the lower the number of users posting non-toxic replies after that comment, supporting H1. Additionally, the results show that verified, older accounts with the longer description are less likely to receive non-toxic comments from users after the first toxic reply, while it is the opposite for root authors who specified locations on their profiles. Moreover, wider and deeper conversations are more likely to have a higher number of users posting non-toxic replies.

According to H2, the first reply immediately after the first toxic reply might play an important role in how the rest of the conversation continues. For this analysis, we discarded conversations that do not contain a direct reply to toxic tweet, leaving the dataset with 3,770 conversations, consisting of 58,869 tweets posted by 29,258 unique users. `Reply_toxicity` was used as the independent variable in the Poisson regression model. Table 2 (column H2) shows that there is a negative statistically significant association between `reply_toxicity` and `unique_users_non_toxic` (p < 0.001). Such findings indicate that more people are willing to post more toxic comments if the first reply after the toxic comment is toxic, supporting H2. The findings also show that conversations belonging to verified accounts receive more `unique_users_non_toxic`, which contradicts the results obtained when testing H1. The reason behind this trend could be the smaller dataset included in the model testing H2.

H3 shows that the toxicity of the first comment after the first toxic reply might determine the direction in which the conversation thread will emerge. In other words, if the first reply to a toxic reply is toxic, the whole conversation thread might become more toxic. In this case, conversations that have less than two tweets after the first toxic reply are removed, leaving 1,959 conversations for the analysis. Furthermore, `reply_toxicity` was used as an independent variable in the linear regression model, while the dependent variable used was `remaining_toxicity`. The model results (Table 2 - column H3) indicate that there is a positive statistically significant association between `reply_toxicity` and `remaining_toxicity` (p < 0.001). This shows that the higher toxicity of the immediate comment after the first toxic reply, the higher the probability that the entire conversation thread will become toxic, supporting H3. Furthermore, the results reveal that `remaining_toxicity` decreases as conversations `depth` and `width` increases.

### DISCUSSION

The present study sheds light on the practical question of how to fight toxicity online. Online settings afford us the opportunity to investigate how quickly such group norms are established and how closely one’s actions conform to what is deemed appropriate or expected in the group [51]. Within our study, we find that the initial response to toxic tweets within conversations carries great influence. If the first response to a toxic reply is more toxicity, then the conversation subsequently becomes increasingly toxic and harmful. However, by this logic, if users can ignore or attempt to respond to incivility with compassionate responses then the conversation might be salvaged. Future work should investigate the effects of a single tweet or the number of Twitter users who stand up against cyberbullying or the hate speech as potential interventions. One limitation was that our sample of main tweets was restricted to those in English due to the constraints imposed by the Perspective API toxicity classification program, which restricts the generalizability of our findings. Moreover, our study cannot capture the number of 'true' bystanders who see toxicity online and do nothing: opting to post neither toxic or non-toxic tweets. Lastly, within the scope of this study we were unable to qualitatively examine the intent of non-toxic tweets. Despite these limitations, our results suggest that the diffusion of responsibility through increased conversational participants is associated with fewer users attempting to stand up to toxic replies. These findings help
explain why bystanders often fail to intervene to defend a victim of bullying or harassment online.

CONCLUSION
In this study we assessed a random sample of Twitter Conversations to understand how group dynamics and a bystander effect can lead to disinhibition of users’ toxic replies. We find evidence of a bystander effect with increased conversational participants being associated with fewer Twitter users standing up to a toxic reply. We also highlight the importance of initial responses to a toxic tweets within a conversation. Our results demonstrate that posting a toxic reply immediately after a toxic comment predicts that the Twitter conversation will become increasingly toxic.
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