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ABSTRACT

The statistics of giant arcs and large-separation lensed quasars provide powerful constraints for the parameters of the underlying cosmological model. So far, most investigations have been carried out using pure dark matter simulations. Here we present a recipe for including the effects of baryon cooling (i.e., large galaxy formation) in dark matter N-body simulations that is consistent with observations of massive galaxies. Then we quantitatively compare lensing with and without applying this baryon correction to the pure dark matter case. Including the baryon correction significantly increases the frequency of giant arcs and lensed quasars, particularly on scales of $10^2$ and smaller: the overall frequency of multiple images with splittings larger than $3''$ increases by about 25% for source redshifts between $z_s = 1.5$ and 7.5. The baryon rearrangement also slightly increases the fraction of quadruple images over doubles.

Subject headings: galaxies: clusters: general — gravitational lensing — quasars: general

Online material: color figures

1. INTRODUCTION

It has been realized for some time that the abundance of clusters of galaxies can provide very stringent constraints on cosmological models (e.g., Henry & Arnaud 1991; Oukbir & Blanchard 1992; White et al. 1993; Bahcall & Cen 1993; Eke et al. 1996; Viana & Liddle 1996; Bahcall & Bode 2003 and references therein). The reason for this is that since only 5%--10% of the stellar mass is in rich clusters, the exact fraction of which is fixed by the definition of “rich,” they represent relatively rare fluctuations of approximately $2 \sigma$. Consequently, as they lie on the tail of the density distribution, relatively small changes in the mean amplitude of the cosmic perturbation spectrum can produce large changes in the expected numbers of rich clusters. In fact, gravitational lensing by clusters, which depends on the most dense component is also known to dominate in the central regions of elliptical galaxies. The baryonic component is also known to dominate in the central regions of elliptical galaxies.

Recent studies have begun investigating the influence of baryons on DM clustering. Puchwein et al. (2005) looked into the effect of gas physics on strong lensing by individual galaxy clusters. They found that cooling and star formation can increase the strong-lensing efficiency considerably. Jing et al. (2006) studied the effect of baryons on the clustering of matter and weak-lensing surveys, and they found that the clustering of total matter is suppressed by about 1% on large scales of $1 \hmpc \lesssim k \lesssim 10 \hmpc$, whereas it is boosted between 2% and 10% on small scales of $k \approx 20 \hmpc$. They conclude that this should be measurable with future weak-lensing surveys (Jing et al. 2006). Lin et al. (2006) looked into the influence of baryons on the mass distribution of dark matter halos and found an increase of the concentration parameters by 3%--10% as compared to pure N-body simulations. Rozo et al. (2006) studied the effect of baryonic cooling on giant arc abundances for individual clusters; they found that the arc abundances can be increased by factors of a few.

In this study we quantitatively investigate the effect of baryon cooling on the statistics of arcs and widely separated multiple quasars. We first motivate and describe a simple recipe for redistributing part of the matter in the centers of halos to approximate the effects of cooling and star formation, and then we present some tests of this method. Subsequently we summarize our use of the
ray-shooting method. Then we describe the quantitative results of our baryon redistribution recipe by directly comparing pseudo–three-dimensional ray-shooting simulations with and without this baryon cooling, and finally we discuss this effect with respect to the observational situation.

2. METHODS

2.1. Baryon Rearrangement

In order to approximate the effects of galaxy formation in our ray-shooting simulations, we locate halos in all lens planes and identify the amount of mass that is likely to have cooled into stars. This mass will be rearranged such that the inner part of the total profile is isothermal. Such an approach is supported by observations, e.g., those of Peng et al. (2004) and Gavazzi et al. (2007), who found from both kinematical and lensing data that early-type galaxies are consistent with an isothermal profile out to \( \geq 300 \, h^{-1} \) kpc. In this section we describe in detail how this rearrangement is performed. The goal is to keep the method as simple and flexible as possible. The approach that we adopt is admittedly very rough, and so, as in all semianalytical modeling, we constrain the free parameters to respect observational data. The requirements the model must fulfill are as follows. (1) The fraction of the baryonic component that is rearranged into stellar systems is consistent with the stellar mass fraction of the universe (cf. Figs. 2 and 3). (2) The cosmic buildup of mass in stellar systems parallels what is known from observations (Fig. 3). (3) Individual mass profiles within the baryonically dominated systems are consistent with kinematic and gravitational lensing data (Fig. 4). (4) The distribution of systems as a function of stellar mass and circular velocity approximates observational data (Figs. 2 and 4).

Suppose we have projected the mass in some volume onto a plane for the purpose of ray tracing (as described below in \( \S \) 2.2). Let us denote the surface density of a given pixel as \( \sigma \) and the pixel size as \( l \), so that the mass in each pixel is \( \sigma l^2 \). For a given two-dimensional plane, each pixel is examined in turn to see if it has a higher surface density than any other pixel within a radius of roughly the size of the smallest objects resolved in the simulation, \( R_0 = 30 \, h^{-1} \) kpc (physical). If so, this pixel is taken to be the center of a halo. Many of the pixels initially selected in this manner will be spurious peaks due to projection effects, but these are weeded out in subsequent steps; e.g., by ignoring the redistribution effect for cases with \( V_{\text{circ}} < 125 \, \text{km s}^{-1} \). Around each prospective halo in turn, the background surface density \( \sigma_{\text{bg}} \) is set to the mean surface density between \( R_c \) and \( R_c + \left( R_h/2 \right) \), for given cooling radius \( R_c \) (to be determined below). The mass of the halo is defined as

\[
M_h = \int W(R/R_c) \left[ \sigma(R) - \sigma_{\text{bg}} \right] dA, \tag{1}
\]

where we integrate from the halo center out to \( R_c \); here we will use the window function \( W(x) = (1 - x^2)^2 \). With the mass-weighted radius of the halo given by

\[
R_h = M_h^{-1} \int R W(R/R_c) \left[ \sigma(R) - \sigma_{\text{bg}} \right] dA, \tag{2}
\]

the halo temperature is defined as

\[
T_h = \frac{Gm_p M_h}{k R_h}, \tag{3}
\]

where \( G \) and \( k \) are the Newton and Boltzmann constants, respectively, and \( m_p \) is the proton mass.

We wish to find a cooling radius \( R_c \) such that half of the baryons contained within this radius will have formed stars. For ionized gas in a galaxy cluster, the cooling time from bremsstrahlung radiation is given by \( t_{\text{bg}} = 9 \times 10^7 T_8^{1/2} n_e^{-1} \) yr (cf. Cox 2000, p. 625); here \( n_e \) is the electron density per cm\(^3\), which we will take to be \( n_e = 3 M_\odot/(4\pi R_c^3 m_p) \). Let \( T_0 \) be the temperature at which the cooling time equals the age of the universe at the redshift under consideration, \( t_{\text{Hub}} \):

\[
T_0 = n_e^2 \left( \frac{t_{\text{Hub}}}{9 \times 10^7 \text{yr}} \right)^2 \times 10^8 \text{K}. \tag{4}
\]

To set \( R_c \), we start with a small estimate for the cooling radius and increase it until

\[
e^{-T_e/T_0} = f_s, \tag{5}
\]

with the cooled fraction set to \( f_s = \frac{1}{2} \), is satisfied. A number of oversimplifications have gone into the calculation of \( T_0 \) and \( T_e \), so the variable \( \eta \) is introduced to account for these approximations. This parameter can be adjusted to give more or less stellar mass; we find that a value of \( \eta = \frac{1}{3} \) gives a reasonable amount of stellar mass, consistent with observational constraints. Problems will arise with this algorithm if the aperture \( R_c \) increases to the point where it begins to include neighboring structures, as can happen in the case of a galaxy-sized halo inside a group or cluster. Thus, if during this process it happens that \( R_0/R_c > \frac{1}{2} \), we stop increasing \( R_c \) and leave the value of \( f_s \) to be larger than \( \frac{1}{2} \).

Mass representing the cooled baryonic component is then removed from inside \( R_c \), which reduces the surface density to a temporary value of

\[
\sigma_c(R) = \sigma(R) - \frac{\Omega_c}{\Omega_m} f_s W(R/R_c) \left[ \sigma(R) - \sigma_{\text{bg}} \right], \tag{6}
\]

with the caveat that any pixels that are denser than the central pixel are left unchanged. This removed mass is then added back in, using an isothermal profile \( A/R \) within a smaller radius \( R_d \). With the isothermal component added back in, the final surface density is

\[
\sigma_f(R) = \sigma_c(R) + A W(R/R_d)/R. \tag{7}
\]

For a given value of \( R_d \) (set below), the value of the constant \( A \) is set by conservation of mass; i.e., the mass put back in, \( M_{\text{stellar}} \), must of course equal that taken out originally. Figure 1 illustrates how our method of baryon redistribution affects the velocity profile of a halo and its projected surface mass density. In the top panel, the four lines in this example halo show the initial circular velocity from the pure \( N \)-body simulation (solid line), the circular velocity after mass removal, as given by equation (6) (dotted line), the velocity curve of the isothermal component to be added back in, according to equation (7) (dot-dashed line), and the final circular velocity profile after the redistribution is complete (dashed line). In the bottom panel, the circularly averaged surface mass density profiles of this same cluster are shown; the four line types are the same as in the top panel. This example corresponds to a brightest cluster galaxy residing at the center of the cluster dark matter halo.
Figure 2 shows the "stellar mass function" (that is, the distribution of $M_{\text{stellar}}$) in halos identified by our algorithm at the redshifts $z = 0.05, 0.55, \text{ and } 1.05$. The distribution of stellar masses is similar at all three redshifts. The lower dotted line shows the results from taking the luminosity function of SDSS galaxies (Blanton et al. 2003; Gavazzi et al. 2007), with the assumption that $M_{\text{stellar}}/L = 4.4$; the upper dotted line represents the assumption that $M_{\text{stellar}}/L \propto L^{0.25}$. (Vale & Ostriker 2006).

As a further test, summing the total mass rearranged at a given redshift yields an estimate of the stellar mass in large spheroidal galaxies. The data points in Figure 3 show the density of this component (as a fraction of the critical density) versus redshift. The error bars give the error on the mean value of the 486 planes used; this error becomes larger at low redshift primarily because the physical size of the planes within the "beam" is smaller. The total fraction of mass that is rearranged rises slowly from $\Omega_m = 0.7 \times 10^{-3}$ at $z = 1$ to $\Omega_m = 1.0 \times 10^{-3}$ at $z = 0.29$, remaining at this value for lower redshifts. Also shown are empirically based estimates (compiled in Nagamine et al. 2006) for the total mass in elliptical galaxies. The solid line shows the total mass in elliptical ("spheroidal") components. The dotted line indicates an estimate of the mass limited to systems with $V_c > 215 \text{ km s}^{-1}$, which would produce splitting angles of $>3^\circ$. These lines bracket our points, indicating that we are not overproducing galaxies, but are including those likely to produce significant lensing.

From these tests we conclude that our choice of $\eta$, which determines the mass rearranged in a given halo, is reasonable. The stellar mass function is insensitive to this parameter: doubling $\eta$ causes very little change to the mass function above $2 \times 10^{10} h^{-1} M_\odot$.

The value of $R_A$ is set to match the observed size distribution of SDSS galaxies. Shen et al. (2003), using the stellar masses of Kauffmann et al. (2003), find that the Sérsic half-light radius of early-type galaxies varies with stellar mass as $M_0^{0.36}$. When using the above procedure on the lowest redshift planes, we find that the
To summarize this section, the simple procedure described here reproduces the stellar mass function of large galaxies as a function of redshift, with the appropriate sizes and circular velocities. In § 3 we investigate what effects these galaxies with rearranged matter distribution have quantitatively on the lensing frequency.

2.2. Mass Planes, Ray Shooting, and Identification of Arcs

The methods used to create the mass distribution in the lensing planes and to carry out the ray tracing are described in detail in Wambsganss et al. (2004). Here we briefly summarize the procedure and give the numerical values of our parameters. Essentially, light rays are followed backward from the observer through a series of lens planes, approximating a three-dimensional matter distribution; the lens planes are obtained from N-body simulations (Bode & Ostriker 2003). The parameters of the underlying cosmological model are $\Omega_M = 0.3$, $\Omega_\Lambda = 0.7$, $H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\sigma_8 = 0.95$, and $n_s = 1$. The N-body simulation was performed in a box with a comoving side length of $L = 320 \text{ h}^{-1} \text{ Mpc}$. We used $N = 1024^3$ particles, so the individual particle mass is $m_p = 2.54 \times 10^9 \text{ h}^{-1} M_\odot$. The cubic spline softening length for all particles was set to $\epsilon = 3.2 \text{ h}^{-1} \text{ kpc}$. The output was stored at 19 redshift values out to $z \approx 6.4$, such that the centers of the saved boxes matched comoving distances of $(160 + 320n) \text{ h}^{-1} \text{ Mpc}$, where $n = 0, \ldots, 18$.

For 243 lines of sight traversing the box, two lens planes were produced by bisecting along the line of sight and projecting the mass in each $160 \text{ h}^{-1} \text{ Mpc}$ long volume onto a plane. In the lowest redshift box the lensing planes are $1.9 \text{ h}^{-1} \text{ Mpc}$ on a side, and the pixel size is $l = 2.3 \text{ h}^{-1} \text{ kpc}$. With increasing lens redshift, we keep the number of pixels constant but increase the physical size of the planes, such that the pixel opening angle remains constant.

Light rays are then propagated backward through these lens planes, beginning with a regular grid at the lowest redshift lens plane (i.e., the image plane) and working to higher redshift by considering the proper deflection in each lens plane. For each source redshift, the coordinates of the rays in the image plane and in the source plane are stored. For analyzing the imaging properties, we impose a regular grid of sources in the source plane and identify for each source position the image multiplicity (by far most of them are single images; some are triples; we also identify quintuples, septuples, etc.), and then for each image the corresponding image position and image magnification.

In the literature, different authors use different definitions for what an “arc” is. As stated in Wambsganss et al. (2004), we demand as a minimum requirement that an arc be part of a multiple image system and have a certain minimum magnification (we looked at different values between $\mu > 5$ and $\mu > 25$ as limits; the curves in Fig. 6 represent the magnification $\mu > 5$ threshold; for all curves, at least 90% of the cases have magnification higher than $\mu > 10$). Strongly lensed images are almost always highly distorted in the tangential direction. Williams & Lewis (1998) investigated this quantitatively and found that less than 16% of highly magnified images are elongated in both directions and hence would not be counted as arcs. They find that this fraction decreases strongly with increasing magnification threshold (and with increasing source redshift). The fraction of highly magnified undistorted images decreases even more with the additional requirement that the strongly magnified image be part of a multiply imaged system. The magnification of such images is in general close to the length-to-width ratio. We double-checked this assumption in a number of individual cases and found agreement...
at well above the 90% level. A detailed discussion of this issue can be found in Wambsganss et al. (2004).

For the multiply imaged sources, we order the images by magnification and determine the distances between the images, whereby the “image separation” is defined as the angular distance between the brightest and the third brightest image (cf. Wambsganss et al. 2004, 2005).

3. RAY-SHOOTING RESULTS AND COMPARISON WITH OBSERVATIONS

3.1. Ray Shooting

We performed two complete sets of ray-shooting simulations as detailed in § 2.2, once with the original pure N-body matter screens and once with the new recipe of rearranged matter, creating 100 independent realizations for each of the two sets. This procedure allowed us to study the effect both statistically and on individual lines of sight (the latter turned out to be essential for a complete understanding of the results, as described below). Three source redshifts are considered: $z_s = 1.5$, 3.7, and 7.5.

With the rearrangement, the number of multiple images increased for all source redshifts, particularly for angular separations of up to 15 arcsec. This is shown in Figure 5, where the multiple-image cases are binned according to the image splitting, with bin widths of 5 arcsec (note that our data are highly incomplete in the first bin, because we do not properly resolve image splittings smaller than about 3 arcsec). The level of increase can be read off of the integrated distributions in Figure 6, where the dashed lines show the integrated frequency of multiple images as a function of separation for the pure N-body case and the solid lines show the scenario with baryon rearrangement. Note that for all these cases there is a second requirement imposed, namely, that at least one of the multiple images must be magnified by more than a factor of 5.

Qualitatively, it is obvious that including the baryon redistribution produces more multiple images. The relative amount by which the rearranged case is higher than the pure N-body case is almost independent of source redshift: the fraction is about 25% for the redshift range $z_s = 1.5$–7.5 (it varies between 22% and 28%). Beyond the total lensing frequencies, it is interesting to study the differential effect: it is for relatively small separations...
in particular that the baryon redistribution case leads to more multiple images: about a 70% increase in the lowest bin, and a 30% increase in the $5''-10''$ bin. This increase is easy to understand: the baryon redistribution steepens the innermost parts of the density profiles of halos and hence can bring DM halos that are originally just below the critical density for lensing above this value, thus producing multiple images. The excess decreases with increasing separation, such that at a splitting of $\sim 12''-15''$ the two cases result in the same frequencies for multiple images.

At still larger separations, the baryon redistribution case apparently produces slightly fewer cases (at the level of a few percent). This behavior is not quite obvious; in fact, it is rather counterintuitive. To first order, the expected increases are independent of the total mass of the halos; i.e., even massive cluster-type halos can get boosted above the critical surface mass density in the center and produce arcs after the redistribution has been applied. And if a fraction of the total mass becomes more concentrated, the total mass inside an image pair should be the same or larger. However, apparently more intermediate-mass halos fulfill this criterion than do halos at the highest mass end.

The explanation for this apparent discrepancy—that the proper treatment of baryon cooling increases preferentially small- and intermediate-separation image splittings—is that this effect is just an artifact of our definition of image separation. As described above, we define the separation of a multiple-image system as the angular distance between the brightest and the third brightest image. Our method always identifies the “odd” image in triples and quintuples, although in practice most would be identified as double and quadruple images, because the odd images in most observational situations are demagnified and not detectable (hence, we refer subsequently to those cases as “doubles” and “quadruples”). A detailed look at the distribution of multiple images shows that a side effect of the redistribution of baryons is that the number of quadruple images increases more strongly than does the number of doubles (see Fig. 7). We are able to verify this by comparing individual lines of sight, with and without the matter rearrangement. When we compare one-to-one a situation that produces a double image in the DM-only scenario and a quadruple image in the baryon redistribution case, the additional image pair occasionally is brighter than the faint “odd” image, and it happens that this pair is close to the brightest image of the multiplet, resulting in a smaller measured image separation than in the pure N-body case: i.e., this multiple image in the baryon redistribution simulation adds to the multiples in a smaller separation image bin than it did in the pure N-body case. This leads to the apparent small deficit of large-separation cases in the redistributed baryon case.

3.2. Comparison with Observations and with Other Simulations

Over the last decade, various papers have investigated the observational occurrence of giant arcs statistically: e.g., Luppino et al. (1999), Gladders et al. (2003), Zaritsky & Gonzalez (2003), and Sand et al. (2005). The frequency of arcs reported in these studies varies from one giant arc per $45$ deg$^2$ to about one arc per $10$ deg$^2$; the large spread may be explained partly by the slightly different definitions and limiting magnitudes and may be related to the relatively small number of cases per study. Overall, just about 50 arc systems, found in various surveys with diverse selection criteria, had been used for these statistical analyses. In general terms, the results between observations and predictions for a concordance cosmological model agree with each other (cf. the more detailed discussion in Wambsganss et al. 2004).
Two recent studies based on SDSS data present quite interesting results, partly contradicting each other. On the one hand, Estrada et al. (2007) report no arcs found in a systematic investigation of 825 SDSS clusters (other than one serendipitous discovery). On the other hand, Hennawi et al. (2008) presented preliminary results from a new survey for giant arcs that may as much as double the number of known arcs (about 30 new systems already reported). This study is very promising, not just because of the large number of new arc systems to be expected, but, at least as importantly, also because it will find them by well-defined selection criteria.

Until the quantitative results of that study are published, we can compare our results here “differentially” to those in Wambsganss et al. (2004). There it was concluded that the simulated pure $N$-body–based arc frequencies are consistent with the observations, if we allow the source redshifts to extend well beyond $z \geq 1$ (as the distribution of observed arcs does as well). Since the incidence of arcs steeply increases with source redshift, as was found in Wambsganss et al. (2004), the apparent order-of-magnitude discrepancy between the number of predicted and detected arcs (cf. Bartelmann et al. 1998) essentially disappeared.

Our new results presented in this paper are based on a more realistic modeling of the baryons in the centers of halos (compared to the pure $N$-body treatment in Wambsganss et al. 2004). This treatment increases the probability of arcs by about 25%. Qualitatively, this works in the same direction as the results of Meneghetti et al. (2003): they found that adding a cD galaxy to the center of a cluster moderately increases the probability for strong lensing. Our findings are also qualitatively consistent with the study of Puchwein et al. (2005; although quantitatively our results are lower than theirs): they investigated various effects of gas physics on strong lensing by studying individual clusters and found that cooling steepens the mass density profiles in the halo cores. They concluded that, as a consequence, this cooling effect can increase the strong-lensing efficiency considerably.

In principle, we can also compare our results with large-separation multiple quasars. However, on the observational side, the number of those is still relatively small, and no statistical analysis of the results has yet been made. The few examples discovered recently, such as the 15'' separation quasar SDSS J1004+4112 (Inada et al. 2003; Fohlmeister et al. 2007), give rise to some optimism that such analyses will be possible soon.

The result presented here—that by including the baryon rearrangement, the predicted number of arcs (i.e., multiple-image systems with at least one image above a certain magnification threshold) increases by about 25%—puts the predicted arc frequency a bit on the high side compared with the observations, but there is still considerable uncertainty on both the observational...
(e.g., absolute numbers, selection criteria) and the theoretical sides (e.g., parameters of underlying cosmological model, exact definition of “arc”). In particular, the model used here has a high normalization for the amplitude of fluctuations as compared to the recent results from WMAP; a lower normalization would significantly reduce the lensing frequency (Li et al. 2007).

4. SUMMARY AND CONCLUSION

This paper quantitatively investigates the effects on lensing of baryon redistribution in originally pure dark matter N-body simulations. We describe a heuristic recipe for rearranging the baryons in dense dark matter halos that is consistent with observational data for massive galaxies, present a number of tests of this prescription, and then apply it to a cosmological simulation used for multiple lens plane ray shooting. We compare the frequency of multiple images, the image separation, and the image multiplicity between the original N-body matter distribution and the redistributed version.

We find that on average, the case that takes into account the redistribution of baryons produces 25% more multiple images/ arcs; this is almost independent of the source redshift in the range $z_s = 1.5–7.5$. For splittings between $5”$ and $10”$, the number of multiple images increases by roughly 30%, and it increases by 70% for smaller separations ($<5”$). But this last result must be treated with caution, since our data are resolution-limited for splittings of $\leq 3”$.

Most of the new multiple-image systems occur for angular scales of $\lesssim 10”$. We also find that the number of quadruple images increases more than does the number of double images. This produces an apparent slight reduction of larger separation cases, which is in fact only an artifact of the way that we define image separation; namely, as the distance between the brightest and the third brightest images.

Since arc statistics are such a good tool for distinguishing between models with different cosmological parameters, we would like to emphasize once again the need for both very good observational studies and for more explorations of the important parameters in the simulations.
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