Entanglement Spectrum of the Two-Dimensional Bose-Hubbard Model

Vincenzo Alba, Masudul Haque, and Andreas M. Läuchli

Department of Physics, Ludwig-Maximilians-Universität München, D-80333 München, Germany
Max-Planck-Institut für Physik komplexer Systeme, Nöthnitzer Straße 38, D-01187 Dresden, Germany
Institut für Theoretische Physik, Universität Innsbruck, A-6020 Innsbruck, Austria

(Dated: May 6, 2014)

We study the entanglement spectrum (ES) of the Bose-Hubbard model on the two dimensional square lattice at unit filling, both in the Mott insulating and in the superfluid phase. In the Mott phase, we demonstrate that the ES is dominated by the physics at the boundary between the two subsystems. On top of the boundary-local (perturbative) structure, the ES exhibits substructures arising from one-dimensional dispersions along the boundary. In the superfluid phase, the structure of the ES is qualitatively different, and reflects the spontaneously broken $U(1)$ symmetry of the phase. We attribute the basic low-lying structure to the “tower of states” (TOS) Hamiltonian of the model. We then discuss how these characteristic structures evolve across the superfluid to Mott insulator transition and their influence on the behavior of the entanglement entropies. We briefly outline the implications of the ES structure on the efficiency of matrix-product-state based algorithms in two dimensions.

Introduction — In recent years the cross fertilization between quantum information and condensed matter has led to new insights into the physics of low dimensional systems [1]. In particular the concept of entanglement spectrum (ES) has established itself as an informative and intriguing theme. Considering a partition of the system into parts $A$ and $B$, the ES, $\{\xi_i\}$, is defined in terms of the Schmidt decomposition

$$|\psi\rangle = \sum_i e^{-\xi_i/2} |\psi_i^A\rangle \otimes |\psi_i^B\rangle. \quad (1)$$

Here $|\psi\rangle$ is the ground state, and the states $|\psi_i^A\rangle (|\psi_i^B\rangle)$ form an orthonormal basis for subsystem $A$ ($B$). The ES $\{\xi_i = -\log \lambda_i\}$ is also the spectrum of the so called entanglement hamiltonian $H_E \equiv -\log \rho_A$ where the reduced density matrix $\rho_A$ is obtained after tracing out the $B$ part of the system density matrix $|\psi\rangle\langle\psi|$. The ES can also be used to construct entanglement entropies (Renyi and von Neumann) which quantify the entanglement between the two subsystems.

Many results are now available for the ES and entanglement entropies of one-dimensional (1D) systems. In contrast, higher dimensions are far less explored. Much of the ES literature on 2D systems focuses on topological phases [2]. A detailed understanding of generic ES features for more common 2D systems is not currently available.

In this work we present a thorough investigation of the ES for the 2D Bose-Hubbard model [3, 4]. We extract features for both the gapped Mott insulator and the superfluid (gapless, symmetry-broken) phases. This analysis provides insights into the ES which, in addition to the intrinsic importance of the Bose-Hubbard model, should be generic to gapped and symmetry-broken gapless 2D phases. Our analysis is based on DMRG calculations on a cylindrical geometry, complemented by perturbative calculations (Mott phase) and by analysis of the tower of states analogy (superfluid phase).

In the 2D Mott insulator, we show that the ES is “boundary-local” in the sense introduced in Ref. [5] for 1D gapped systems: the ES is organized in a perturbative structure with higher ES levels corresponding to excitations farther from the boundary. In 2D the boundary is an extended object and not a single point, so that excitations created near the boundary can move without changing the distance from the boundary. In the ES, this shows up as ‘dispersive’ structures within each order of the perturbative hierarchy. We present perturbative results for the corresponding entanglement Hamiltonians ($H_E$) and for entanglement entropies. We discuss how area laws emerge in the perturbative framework.

At the transition between the Mott and superfluid phases the ES structure changes dramatically. We show that its lower part (which we call ES “envelope”) sharply reflects the different nature of the two phases.

An intriguing feature of the ES in phases with a broken continuous symmetry is the relation [6] between its lower part and the so-called tower of states (TOS) energy spectrum obtained when a system with continuous symmetry breaking in the thermodynamic limit is placed in a finite volume [7]. We demonstrate that in the superfluid phase the ES envelope, separated from the rest of the spectrum by an apparent “entanglement gap”, reflects the appropriate TOS Hamiltonian. This correspondence provides a framework to understand generic features of the ES envelope. This is an explicit demonstration of the TOS structure in the ES for a specific many-body system in a symmetry-broken phase. This paves the way toward the use of TOS analysis of symmetry-breaking based on ground-state calculations alone. Conventional TOS analysis requires the calculation of properties of a significant number of excited states of the full system [7].

The Bose-Hubbard model — We consider the two dimensional Bose-Hubbard model on a cylinder of length $L$ (with open boundary conditions) and circumference $W$ (with periodic boundary conditions). The Hamiltonian is $H = - \sum_{\langle ij \rangle} (b_i^\dagger b_j + h.c.) + U \sum_i n_i(n_i-1)$ where $b_i$ are bosonic operators, $n_i = b_i^\dagger b_i$, and $U$ is the on-site repulsion. We restrict to the case of unit filling. To calculate the ES we divide the cylinder in two parts $A$ and $B$ of size $V_A$ and $V_B$ respectively, with $W$ the boundary length (Fig. 1 center top). The number of bosons $N_A(N_B)$ in $A(B)$ is a good quantum num-
The ES in the Mott insulator — In the $U \to \infty$ limit, the ground state is a product state with one boson per site. The ES has only one level, $\xi_0 = 0$. As in Ref. [5], the ES at large $U$ can be constructed through boundary-linked perturbation theory, treating the hopping term $\mathcal{H}_b = -\sum_{i,j} (b_i^\dagger b_j + h.c.)$ as perturbation.

Fig. 1 (left) plots the ES $\{\xi\}$ for a system at $U = 100$. We denote with $\alpha$ the perturbative order giving the leading contribution to the ES levels. As in gapped 1D systems [5], the separation ($\sim \log U$) between consecutive $\alpha$ reflects the perturbative nature of the ES. In the center bottom we show the configurations giving dominant contribution to selected groups of ES levels. At each $\delta N_A$ and $\alpha > 0$ there is more than one level. The multiplicities are determined by the boundary length $W$, and can be understood in terms of hopping processes across the boundary. On the ES envelope (dotted line in Fig. 1 left), the group of levels at $\delta N_A$ is obtained by transferring $\delta N_A$ bosons from subsystem $B$ to $A$. This process appears at order $\delta N_A$ (with amplitude $U^{-\delta N_A}$). The multiplicity $m(\delta N_A)$ is obtained as the number of ways of moving $\delta N_A$ bosons across the boundary to give distinct configurations, i.e. $m(\delta N_A) = C(W, \delta N_A)$ with $C$ the binomial coefficient (see (a)(b) in Fig. 1 center).

Similar boundary perturbative processes help explain ES levels above the envelope; c.f., (c)(d)(e) in Fig. 1 left and center. At $\alpha < 3$ the leading order of all ES levels (not only the envelope) is given by pure boundary processes. At higher orders ($\alpha \geq 3$) processes further away from the boundary start contributing to the leading order of some ES levels, e.g., (e) in Fig. 1. The corresponding configurations involve hoppings perpendicular to the boundary, and thus are similar to the physics of ES configurations in 1D chains [5]. This is reflected in the linear multiplicity ($\sim W$) in (e). Generically, the multiplicities grow exponentially with $\alpha$ ($\sim W^\alpha$). This growth of multiplicity is related to the area law of entanglement entropy which limits the performance of DMRG in 2D systems even in gapped phases.

Entanglement dispersions & entanglement Hamiltonian — We now examine the substructures superposed on the perturbative hierarchy. We first consider the ES states marked (b) in Fig. 1. These $W$ states involve particle-hole excitations across the boundary at the $W$ possible positions along the boundary. This local excess/depletion of bosons can be regarded as a boundary degree of freedom [Fig 1(f)]. Since the momentum $k$ along the boundary is a good quantum number, the entanglement eigenstates these excitations will not be localized, but will appear as momentum eigenstates, similar to a single-particle dispersion. This “entanglement dispersion” is given perturbatively up to $O(U^{-3})$ as

$$
\xi_k = \log(U^2/2) + 2(2W + 10)/U^2 - 24\left[1/U + (2W-25)/U^3\right] \cos k - 68/U^2 \cos 2k + 552/U^3 \cos 3k.
$$

Comparison with DMRG data ($U = 100$, $W = 8$) is shown in Fig. 1 right panel (ii).

The spectrum (2) can be interpreted as the spectrum of the “Hamiltonian” $\mathcal{H}_E = \text{const.} + \sum_i A_i (a_i^\dagger a_{i+r} + h.c.)$ where $i$ labels sites of the boundary and $a_i$ are the boundary degrees of freedom. This is a boundary Hamiltonian of single particle

![FIG. 1: ES in the Mott phase. (left) Perturbative structure, DMRG data for equally bipartitioned cylinder, $W = 8$, $L = 32$, $U = 100$. Multiplicities are indicated near each group of states The dotted lines highlight the ES envelope. (center bottom) Bosonic configurations corresponding to leading order configurations for some $\delta N_A \geq 0$ levels. Only occupancies on sites nearer the boundary are shown (omitted sites are singly occupied). The arrows represent hopping (perturbative) processes to create a given configuration. In (d), to save space we show only one type of contributing configuration. The shown and omitted configurations contribute respectively $\frac{1}{2}W(W-1)(W-2)$ and $W$ to the multiplicity. In (f) we show the effective single particle (boundary) excitation corresponding to multiplet (b). (right) Entanglement dispersions. Data points are DMRG ($U = 100$); black lines are perturbative results. (i) Lowest ES level $\xi_0$ as a function of $W$. (ii) Entanglement dispersion for the lowest ES multiplet at $\delta N_A = 1$. $k$ denotes the momentum along the boundary.](image-url)
tight-binding form, with hopping amplitudes $A$, decaying exponentially with distance $r$ [8, 9]. This can be  

generalized to each group of states on the ES envelope: the envelope states in sector $\delta N_A$ are  
described by a boundary entanglement Hamiltonian $H_E$ for $\delta N_A$ particles. Expressions for $H_E$  
can be obtained perturbatively [9]. Up to lowest subleading order, $H_E$ is of nearest neighbor  
tight-binding form (on a chain). As the Mott-superfluid transition is approached, $H_E$ becomes  
more and more long range [8, 9], similar to the correlation length in Fig. 2. There is a clearer  
separation between a low-lying and more long range [8, 9], similar to the correlation length which  
diverges upon approaching the phase transition. 

The ES in the superfluid phase — In the superfluid phase ($U \lesssim 16.739$ [10]) the ES looks dramatically different (Fig. 2). There is a clearer separation between a low-lying “envelope” and the rest of the ES, but the envelope now has quadratic dependence on $\delta N_A$, and there is only a single envelope level at each $\delta N_A$. These features are due to the fact that the underlying superfluid state has spontaneous breaking of $U(1)$ symmetry in the thermodynamic limit. We can explain some of these features through a correspondence with the tower of states picture [7], which is the physical low-energy spectrum obtained when a system with spontaneously broken continuous symmetry is placed in a finite volume. Since the finite-size ES is plotted against quantum numbers whose conservation is spontaneously broken only in the thermodynamic limit, it is naturally related to the TOS spectrum. For the lower part of the ES, $H_E \sim H_T/T_E$, where $H_T$ is the TOS Hamiltonian, $T_E$ is an effective temperature given by $T_E = v_s/\mathcal{L}$ with $v_s$ the velocity of the gapless excitations (for the Bose Hubbard this is the sound velocity), and $\mathcal{L} \approx W$ is the linear size of the system [6]. The form of $T_E$ reflects the finite size behavior of the sound-wave gap. For the Bose-Hubbard the TOS Hamiltonian is $H_T \sim (\delta N)^2/(\chi V)$ where $N$ is the total particle number operator and $\chi \equiv dn/d\mu$ is the compressibility. 

FIG. 2: (a) ES in the superfluid phase (DMRG data at $U = 2$ for size $L/4 = W$). (b) The same ES as in (a) but after subtracting the contribution of the envelope. (c) Spacing $\delta$ (defined in text and Fig. 3) plotted versus $1/W$; various $U$. Dotted lines are fits to $A/W + B/W^2$. (d) $\delta$ as function of $U$. Dotted lines are fits to $\delta \sim C \sqrt{U}$ (expected for $U \rightarrow 0$). 

This suggests that $H_E \sim \frac{W}{v_sv_N}(\delta N)^2 \sim (\delta N)^2/(v_s\chi W)$. We characterize this scenario through the quantities $\Delta$ (“TOS gap”) and $\delta$ (“envelope curvature”), defined pictorially in Fig. 3. Formally, $\delta \equiv \xi_{k=0} - \xi_0$ and $\Delta \equiv \xi_{k=2}\pi/W - \xi_{k=0}$, with $\xi_{k=0}, \xi_{k=2}\pi/W$ in the lowest ES multiplet at $\delta N_A = 1$, while $\xi_0$ is the lowest ES level. In the thermodynamic limit $H_E \sim O(1/W)$, then $\delta \sim O(1/W)$. Furthermore, in the limit $U \rightarrow 0$ at fixed $W$, using $\chi^{-1} \sim U$ and $v_s \sim \sqrt{U}$ one obtains $\delta \sim \sqrt{U}$. Finally, assuming that the lowest excitations above the ES envelope are sound-wave like one can write $H_E \sim [H_T + H_{sw}] / T_E$ where $H_{sw}$ describes the sound wave excitations. Since $T_E \sim 1/W$ this suggests that the gap $\Delta$ remains finite in the thermodynamic limit, although logarithmic decay cannot be ruled out [11]. 

Numerical data in Figs. 2 and 3 show a finite gap $\Delta$ for all $W$ and a quadratic behavior of the ES envelope, supporting the tower of states picture. Figs. 2 (c) and 2 (d) show good agreement with the predictions $\delta \sim 1/W$ and $\delta \sim \sqrt{U}$.

In Fig. 2 (b) and 3 we notice also that the gap $\Delta$ hardly changes with $W$ (although a $\sim 1/\log W$ type of decay cannot be ruled out.) Surprisingly, $\Delta$ is also constant as a function of $\delta N_A$. We also note that, above the gap, the ES levels possess further band-like structures with a band of $W$ levels of width comparable to $\Delta$, slightly but distinctly separated from higher levels. Field theory arguments involving the dynamics of sound waves indicate similar structures [11].

At the $U = 0$ point, the ES can be calculated exactly [9, 12]. There is a single ES level for each $\delta N_A$, i.e., only the envelope survives and the rest of the ES is pushed to infinity. The wavefunction for $U = 0$ is an exact Bose condensate; the highly symmetric situation is similar to the ferromagnetic case [13].

The Mott-superfluid transition — Across the phase transition ($U_c \approx 16.739$ [10]), $\Delta$ and $\delta$ show “dual” behaviors (Fig. 3 bottom). In the Mott insulating phase, $\Delta \sim W^2$ (from (2) one has $W^2\Delta \sim \pi^2/6$), while in the superfluid $\Delta$ converges to a possibly nonzero value or vanishes only loga-
rithmically with $W$ [11]. In contrast, the $W$-dependence of $\delta$ is: $\delta \sim \text{const.}$ in the Mott insulator, $\delta \to 0$ in the superfluid. The observed $W$-dependence of $\delta$ suggests that this quantity might allow a scaling collapse, similar to the 1D example of Ref. [14]. The closing of a quantity similar to $\delta$ at a quantum critical point has been reported in another 2D example [15].

**Entanglement entropies** — In the Mott phase, entropies can be constructed perturbatively in $1/U$, similar to other 2D gapped systems [16–19]. We first consider the single-copy entanglement, $\xi_0 = \lim_{\gamma \to \infty} S_A(\gamma)$ with $S_A(\gamma) \equiv -\log \text{Tr}\rho_A^\gamma(\gamma - 1)$ the Renyi entropy of index $\gamma$. Up to $O(U^{-4})$ we find $\xi_0 = cW$ with $c = 4U^2 + 488/U^4$, i.e. the expected area law behavior. Fig. 1(i) compares with DMRG data at $U = 100$. Remarkably, up to $\alpha = 4$ the dependence on $W$ is the linear area law and higher powers in $W$ disappear in $\xi_0$ [9]. The same is true for the von Neumann entropy and the Renyi entropies with $\gamma = 2, 3$ [9].

In the superfluid ($0 \leq U < U_c$) the entropies are still expected to exhibit an area law, although, due to the symmetry breaking, subleading logarithmic corrections arise [6, 19, 20], i.e. $S_A^{(\gamma)} \sim c_1W + c_2 \log W$. At $U = 0$ there is pure logarithmic behavior $S_A \sim 1/2 \log N_A$ [9]. Thus the area law coefficient vanishes as $U \to 0$. The entanglement entropies are dominated by logarithmic corrections up to larger system sizes as $W$ decreases.

In Fig. 4 (a) we show $S_A^{(2)}$ for $3 \leq W \leq 8$ as a function of $U$. A sharp change is visible at the phase transition. The data divided by $W$ (Fig. 4 (b)) shows that in the Mott phase the entropy follows an area law and the behavior is fully reproduced by the perturbative result within the expected regime. In the superfluid, $S_A^{(2)}$ shows strong finite size effects. In Fig. 4 (c), we show the contribution to $\text{Tr}\rho_A^2$ coming from the ES envelope (which is responsible for the subleading logarithmic correction [6]) and from the ES levels above. The contribution of the non-envelope levels is much lower, especially in the superfluid (about four orders of magnitude).

These results have implications for the efficiency of DMRG. The logarithmic contribution is due to the replication of the ES in every $\delta N_A$ sector, which would be suppressed if $\delta N_A$ was not a conserved quantity, as happens in DMRG calculations where the $U(1)$ symmetry is enforced to be broken. (See Refs. [21, 22] for analogous calculations in magnetic systems.) Our results thus provide a more quantitative understanding of why explicitly symmetry-broken DMRG outperforms simulations exploiting the associated conserved quantum numbers, when the underlying phase breaks a continuous symmetry.

**Discussion** — We have presented a thorough analysis of the ES of the 2D Bose-Hubbard model, highlighting very different ES structures in the Mott and superfluid phases. In the Mott phase, the ES can be understood perturbatively from the $U \to \infty$ product state. The ES is organized in a perturbative hierarchy and there are sub-structures reflecting the extended nature of the boundary. In the superfluid regime, the ES reflects the spontaneous symmetry breaking of the underlying state, and is related to the tower of states known from finite-size studies of physical spectra. We believe the major features addressed in the two phases are generic for a wide range of gapped and gapless 2D systems.

Our results open up a number of research directions. First, identifying the TOS in the ground state ES implies that one can use ground state analysis to explore exotic symmetry breaking scenarios (e.g. [7, 23]), avoiding the expensive requirement of calculating many eigenstates. Second, our analysis points to an advantage of DMRG calculations with enforced symmetry breaking, as explained above. Exploration of such techniques is yet to be attempted in detail. Third, it would be interesting to explicitly see the TOS structure appear for gapless phases where the symmetry breaking is more complex than the $U(1)$ symmetry broken in our case. Finally, the robust emergence of an area law in perturbation theory (cancellation of $W^\alpha$ terms with $\alpha > 1$) deserves to be better understood in a more general setting.
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\[ \alpha = 0. \] Up to fourth order in \( 1/U \) the dominant eigenvalue (corresponding to the lowest ES level \( \xi_0 \)) is given by
\[
\lambda_{(0,0)}^{1} = 1 - 4W/\U^2 - (488W - 8W^2) / \U^4 + \mathcal{O}(U^{-5}) \tag{S.1}
\]
As may be expected from the boundary locality of the ES, the eigenvalue depends only on the boundary length \( W \), and not on the cylinder length \( L \) in the direction transverse to the boundary. It is noteworthy that (S.1) contains terms nonlinear in \( W \).

\[ \alpha = 1. \] There are \( W \) levels at \( \alpha = 1 \) in the sector \( \delta N_A = \pm 1 \). Up to fourth order in \( 1/U \) we find
\[
\lambda_{j}^{(1,\pm 1)} = \frac{2}{\U^2} + \frac{148}{\U^4} - W \frac{8}{\U^2} + \frac{48}{\U^3} \cos k_j + \frac{224}{\U^4} \cos 2k_j + \mathcal{O}(U^{-5}) \tag{S.2}
\]
with \( k_j = 2\pi j/W \) \((j = 1, 2, \ldots, W) \).

\[ \alpha = 2. \] Finally, we need to know the expansion of \( \lambda_{(2,\pm 2)} \) and \( \lambda_{(2,0)} \). At \( \alpha = 2 \) order there are \( W(W - 1)/2 \) eigenvalues each in sectors \( \delta N_A = \pm 2 \) and \( W(W - 1) \) in sector \( \delta N_A = 0 \) (Figure 1 of main article). All these eigenvalues are degenerate up to fourth order:
\[
\lambda_{(2,\pm 2)} = \lambda_{(2,0)} = \frac{4}{\U^4} + \mathcal{O}(U^{-5}) \tag{S.3}
\]

### Entanglement entropies

Using the perturbative results (S.1), (S.2), (S.3), we derive the corresponding expressions for the entropies.

#### The single copy entanglement
The single copy entanglement \( S_A^{(\infty)} \) is obtained from (S.1) as
\[
S_A^{(\infty)} = -\log \lambda_{(0,0)}^{1}
\tag{S.4}
\]
which has the expansion
\[
S_A^{(\infty)} = W \frac{4}{\U^2} + W \frac{488}{\U^4} + W^2 \frac{976}{\U^6} - W^3 \frac{4}{\U^6} + W^3 \frac{16}{3\U^6} + \mathcal{O}(U^{-6}) \tag{S.5}
\]
Since (S.1) is correct only up to terms \( \mathcal{O}(U^{-5}) \), then in (S.5) only the terms up to fourth order are meaningful. It is remarkable that up to fourth order (S.5) contains only linear terms in \( W \) (area law), even though in (S.1) a quadratic term \( \sim W^2 \) is present. This term cancels when expanding the logarithm in (S.4). The \( \sim U^{-6} \) terms apparently violate the area law but are not meaningful at this order and have to be discarded. At present we are unaware of any proof that higher powers of \( W \) must vanish at every perturbative order.

#### Renyi entropies
The expansion for the other Renyi entropies \( S_A^{(\gamma)} (\gamma \geq 2) \) is obtained using
\[
S_A^{(\gamma)} = -\frac{1}{n-1} \log \text{Tr} \rho_A^\gamma \tag{S.6}
\]
For \( \gamma = 2 \) we have
\[
\text{Tr} \rho_A^2 = 1 - W \frac{8}{\U^2} - W \frac{968}{\U^4} + W^2 \frac{32}{\U^4} + \mathcal{O}(U^{-5}) \tag{S.7}
\]
Note again the presence of quadratic terms which arise from the multiplicity \( \sim W^2 \) of \( \lambda_{(2,\pm 2)}^{1} \) and \( \lambda_{(2,0)}^{1} \). Plugging in (S.6) and expanding the logarithm we get
\[
S_A^{(2)} = W \frac{8}{\U^2} + W \frac{968}{\U^4} + \mathcal{O}(U^{-5}) \tag{S.8}
\]
Again, we find the area law behavior up to meaningful order, due to the cancellation of \( W^2 \) terms as observed above for the single copy entanglement. Similar observations hold for the \( \gamma = 3 \) Renyi entropy:
\[
\text{Tr} \rho_A^3 = 1 - W \frac{12}{\U^2} - W \frac{2928}{\U^4} + W^2 \frac{72}{\U^4} + \mathcal{O}(U^{-5}) \tag{S.9}
\]
#### Von Neumann entropy
The von Neumann entropy is
\[
S_A = -\text{Tr} \rho_A \log \rho_A
\]
Using (S.1), (S.2), (S.3), and the identity
\[
\sum_{q=1}^{W} \cos(2\pi q/Wr q) = W \delta_{r,0} \mod W,
\]
with \( r \) an integer, we obtain
\[
S_A = 4W \left[ \frac{1}{\U^2} - \frac{1}{\U^2} \log \frac{2}{\U^2} - \frac{16}{\U^4} \log \frac{2}{\U^2} - \frac{146}{U^4} \right] + \mathcal{O}(U^{-5}) \tag{S.11}
\]
As observed for the Renyi entropies, although (S.1), (S.2), (S.3) contain non linear terms in \( W \), the von Neumann entropy exhibits the area law behavior.

### ENVELOPE HAMILTONIAN FOR THE ES ENVELOPE

On the ES envelope in the Mott phase (Figure 1 of main article), at each nonzero \( \delta N_A \) there is a cluster of states which are described by an entanglement Hamiltonian and show corresponding dispersions. Below we give details for these entanglement Hamiltonians.
The $\delta N_A = 1$ sector. The entanglement Hamiltonian is given by the single particle hopping Hamiltonian
\[
H_E = \sum_{ir} A_r (a_i^\dagger a_{i+r} + h.c.) \quad (S.12)
\]
where $i = 1, 2, \ldots, W$ labels the sites near the boundary between the two subsystems and $r = 0, 1, 2, \ldots$ is the hopping range. Up to $O(U^{-4})$ the hopping amplitudes are found to be
\[
\begin{align*}
A_0 &\equiv \log(U^2/2) + 2(2W + 10)/U^2 + O(U^{-4}) \quad (S.13) \\
A_1 &\equiv -12 \left[1/U + (2W - 25)/(2U^3)\right] + O(U^{-4}) \\
A_2 &\equiv -34/U^2 + O(U^{-4}) \\
A_3 &\equiv 226/U^3 + O(U^{-4})
\end{align*}
\]
In Fig. S1 we compare the theoretical predictions (S.13) with DMRG data. We consider a system of dimensions $W = L/2 = 8$ and $U = 20, 50, 100$. In Fig. S1 we show $|A_r|$ for $r = 0, 1, 2, 3$ obtained from (S.13). We also plot the hopping amplitudes $|A_r|$ obtained by fitting the DMRG data to the single particle tight binding dispersion
\[
\xi_m = A_0 + 2 \sum_{j=1}^{3} A_j \cos \frac{2\pi mj}{W} \quad (S.14)
\]

The perturbative expressions (S.13) describe the DMRG data extremely well for $U = 50, 100$. Not surprisingly, the agreement is less perfect for $U = 20$ (the transition to the superfluid regime is at $U \approx 17$). The hopping amplitudes $|A_r|$ are seen to decay exponentially in the Mott phase with the hopping range $r$, but longer range hopping becomes more and more relevant as the superfluid transition is approached.

The $\delta N_A = 2$ sector. We provide the first two non zero orders (in $1/U$) for the entanglement Hamiltonian describing the levels of the ES envelope at $\delta N_A = 2$. The block in the reduced density matrix corresponding to this sector can be written as
\[
\rho_\Lambda(\delta N_A = 2) = \frac{4}{U^3} \sum_{i=1}^{W} \left[\frac{1}{2} a_i^\dagger a_i + \frac{12}{U} (a_i^\dagger a_{i+1} + h.c.)\right] + \ldots \quad (S.15)
\]
where $i$ labels the sites of subsystem $A$ near the boundary, and $a_i^\dagger$ are hard-core boson creation operators. The dots denote higher order corrections. The corresponding block in the entanglement Hamiltonian $H_E \equiv -\log \rho_\Lambda$ is
\[
H_E(\delta N_A = 2) = 4 \log \frac{U}{\sqrt{2}} + H' + \ldots \quad (S.16)
\]
with
\[
H' \equiv -\frac{12}{U} \sum_{i=1}^{W} (a_i^\dagger a_{i+1} + h.c.). \quad (S.17)
\]

Apart from the constant shift $4 \log(U/\sqrt{2})$ the entanglement Hamiltonian is tight-binding Hamiltonian for two hard-core bosons, (S.17). Thus the ES levels in the envelope multiplet at $\delta N_A = 2$ can be obtained from the energy spectrum of two free hard-core bosons on a periodic chain. The single particle spectrum of (S.17) is given by
\[
\epsilon_l = \begin{cases} 
-\frac{24}{U} \cos \frac{2\pi l + 1}{W} & \text{if } W \text{ even} \\
-\frac{24}{U} \cos \frac{2\pi l}{W} & \text{if } W \text{ odd}
\end{cases}
\]
with $l = 0, 1, \ldots, W - 1$. The ES, i.e., the spectrum of (S.16), is obtained as
\[
4 \log(U/\sqrt{2}) + \epsilon_{l_1} + \epsilon_{l_2} \quad (S.18)
\]
with $l_1 < l_2 = 0, 1, \ldots, W - 1$.

In Fig. S2 we show the ES levels in the envelope multiplet at $\delta N_A = 2$ (DMRG data for $U = 100$ and $W = L/2 = 8$). We also show the theoretical result (S.18) plotting the ES versus the momentum along the boundary $k = 2\pi l_1/W + 2\pi l_2/W$. 
Since in our DMRG implementation we did not have access to the data, we assigned the momentum labels such that in the single particle state, the ground state is an exact Bose condensate. All the bosons are core bosons:

\[ \mathcal{H}_E(\delta N_A) = 2|\delta N_A| \log U \sqrt{2} + \mathcal{H}' + \ldots \]  
(S.19)

with \( \mathcal{H}' \) given again by (S.17).

**ES AT THE U = 0 POINT**

Given a system of \( N \) non-interacting bosons (\( U = 0 \)), the ground state is an exact Bose condensate. All the bosons are in the single particle state

\[ |\psi\rangle = \sum_{i=1}^V c_i b_i^\dagger |0\rangle \]  
(S.20)

with \( V = LW \) the total number of sites of the system. (Since we consider unit filling we also have \( N = V \).) Note that the “usual” Bose condensate in the state at zero momentum (\( k = 0 \)) corresponds to the choice \( c_i = \frac{1}{\sqrt{V}} \) \( \forall i \) in (S.20). This would give the correct ground state for non-interacting bosons on a torus. Since we are working on a cylindrical geometry this is not exactly correct in our case.

The ES obtained from the Bose condensate in the state (S.20) contains only one level in each sector with fixed \( N_A \) that is given by

\[ \xi^{(N_A)} = -\log \left[ \left( \sum_{i \in A} |c_i|^2 \right)^{N_A} \left( \sum_{i \in B} |c_i|^2 \right)^{N_B} \frac{N!}{N_A!N_B!} \right]. \]  
(S.21)

The ES (S.21) is continuously connected to the ES envelope upon switching on the interaction (at \( U \neq 0 \)). However, the gap \( \delta \) has very different behavior at \( U = 0 \) and for \( U \neq 0 \), as we will see below.

In other words, in the limit \( U \to 0 \) only the ES envelope survives and the higher parts of the ES are pushed to infinity. This implies that the gap \( \Delta \) diverges (\( \Delta \to \infty \)) in the \( U \to 0 \) limit. In our DMRG data (Figure 3 bottom left in main article), we do not see a divergence for \( U \) as low as 2. This could be because the divergence starts at smaller \( U \) at these sizes, or that DMRG simulations with finite boson number cutoff per site is not able to capture this divergence.

For the toric geometry (when \( c_i = 1/\sqrt{V} \)) the ES (S.21) becomes

\[ \xi^{(N_A)} = -\log \left[ \frac{V_A^{N_A} V_B^{N_B}}{V^N} \right] + \log \frac{N_A!N_B!}{N!}. \]  
(S.22)

For our cylindrical geometry one obtains (S.22) only if block \( A \) is half of the system. Since this is the bipartition that we considered in the paper (and we expect that the physics remains unchanged for different bipartitions) we can use (S.22). Note that in the limit \( \delta N_A = N_A - N/2 \ll N \) the ES is exactly parabolic

\[ \xi^{(N_A)} = -\frac{1}{2} \log \left( \frac{2}{V \pi} \right) + \frac{2}{V} (\delta N_A)^2. \]  
(S.23)

Strikingly, (S.23) implies \( \delta \sim 1/V \), whereas at \( U > 0 \) the presence of sound waves (and of the ES levels above the envelope) implies \( \delta \sim 1/W \sim 1/\sqrt{V} \) (as discussed in the main text).

As a final remark, we mention that the entanglement entropy for non-interacting bosons does not obey the area law and in the limit \( N \to \infty \) is given by

\[ S_A \approx \frac{1}{2} \log N_A. \]  
(S.24)

This is consistent with the physics that the envelope in the gapless phase gives a logarithmic contribution to the entanglement entropies, while the area law is due to sound waves. Since sound waves are missing at \( U = 0 \), the coefficient of the area law term also vanishes in this limit.