Orientation and repositioning of chromosomes correlate with cell geometry–dependent gene expression
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ABSTRACT  Extracellular matrix signals from the microenvironment regulate gene expression patterns and cell behavior. Using a combination of experiments and geometric models, we demonstrate correlations between cell geometry, three-dimensional (3D) organization of chromosome territories, and gene expression. Fluorescence in situ hybridization experiments showed that micropatterned fibroblasts cultured on anisotropic versus isotropic substrates resulted in repositioning of specific chromosomes, which contained genes that were differentially regulated by cell geometries. Experiments combined with ellipsoid packing models revealed that the mechanosensitivity of chromosomes was correlated with their orientation in the nucleus. Transmission inhibition experiments suggested that the intermingling degree was more sensitive to global changes in transcription than to chromosome radial positioning and its orientations. These results suggested that cell geometry modulated 3D chromosome arrangement, and their neighborhoods correlated with gene expression patterns in a predictable manner. This is central to understanding geometric control of genetic programs involved in cellular homeostasis and the associated diseases.

INTRODUCTION

Extracellular matrix (ECM) signals regulate cellular homeostatic programs (Folkman and Moscona, 1978; Wang et al., 2009; Humphrey et al., 2014). Such matrix signals, in the form of substrate rigidity or geometric constraints, have been shown to alter transcription programs (Bissell et al., 1982; Jain et al., 2013). The differential expression of genes is essential, for example, in matrix-assisted lineage specification (Engler et al., 2006; Killan et al., 2010), as well as in embryonic development (Desprat et al., 2008). Furthermore, in tissue microenvironments, matrix constraints can lead to tumor progression or progression (Butcher et al., 2009).

ECM-dependent mechanotransduction occurs through sensing of the major matrix signals at the level of focal adhesions, for example, via integrin signaling (Iskratsch et al., 2014). Activation of such matrix signals results in nuclear mechanotransduction of a variety of transcription factors, such as YAP/TAZ (Dupont et al., 2011), SRF/MRTF-A (Vartiainen et al., 2007), NF-κB (Hayden and Ghosh, 2008), and JMY (Campellone and Welch, 2010). Early steps of matrix sensing modulate the cytoskeleton and actomyosin contractility and lead to altered nuclear morphology, as well as to chromatin organization (Maniotis et al., 2005). In connective tissue cells such as fibroblasts the nucleus is highly flattened, whereas reduction in the matrix attachment increases the nuclear sphericity (Jain et al., 2013; Li et al., 2014).

The role of cytoskeleton as a mediator for mechanosensitive gene regulation has been extensively studied in recent years. Focal adhesion proteins such as talin, paxillin, zyxin, vinculin, and fibrin A
connect actin filaments and integrin and act as mechanotransducers regulated by actomyosin contractility (Riveline et al., 2001; Chan et al., 2009). For example, depending on actomyosin contractility, paxillin and zyxin shuttle between the cytoplasm and nucleus, where they serve as transcription coactivators to regulate gene expression (Wang and Gilmore, 2003; Sathe et al., 2016). In addition, cytoskeleton regulates Rho GTPase activity through p190RhoGAP, which further mediates cell shape–dependent changes in cell-cycle progression by adjusting the balance between ROCK and mammalian Diaphanous-related forms (Mammoto et al., 2004, 2007).

When cells are round, the activity of p190RhoGAP as a GTPase-activating protein (GAP) is inhibited upon binding to filament A, and Rho is activated as a result. In contrast, when cells are spread, filament A is cleaved by calpain, releasing p190RhoGAP from filament A and moving it to the lipid-raft fraction, where it inactivates Rho (Mammoto et al., 2007). RhoA, associated with actin polymerization and depolymerization, regulates the nuclear translocation of MRTF-A, which is a transcription coactivator of cytokeskeletal and/or focal adhesion genes (Morita et al., 2007). A recent study found that applying cyclic stretching force on skin stem cells induced accumulation of emerin at outer nuclear membrane, whereas its localization was decreased at the inner nuclear membrane. The force-induced redistribution of emerin resulted in the detachment of heterochromatin from the nuclear lamina and promoted local actin polymerization, which reduced nuclear actin, leading to transcription attenuation (Le et al., 2016). Despite many experimental observations of ECM-regulated transcription programs and detailed studies about the signaling pathways involved in the cytoskeletal regulation of gene expressions (Olson and Nordheim, 2010), the mechanisms by which such matrix signals are integrated within the three-dimensional (3D) nuclear architecture to elicit modular gene expression programs are unclear. In addition, geometric models to quantitatively describe the spatial organization of chromosomes and its link to gene expression are lacking.

In recent years, the packing of DNA into nonrandom 3D chromosome territories (CTs) has been shown to be a critical intermediate in bringing about spatial dimension to genome regulatory processes (Lancôt et al., 2007). For example, the relative position of chromosomes is transcription correlated and has been suggested to modulate the coclustering of genes for their coexpression (Bickmore and North, 2012), we hypothesize that matrix signals could in-duce transcription-correlated radial position of specific CTs, as well as the intermingling degree between specific CT pairs. In addition, we found that increase in the intermingling degree requires the presence of Pol II S5P. To further probe the role of cell geometry on the spatial organization of CTs, we modeled chromosome arrangements as minimal overlap configurations of ellipsoids (the CTs) inside an ellipsoidal container (the cell nucleus) and analyzed the consequences of altering cell geometry on CT packing. Chromosome orientation analysis in experiments and models uncovered that CT pairs tend to align with the stretching axis of the ECM. In addition, these aligned CT pairs exhibit a higher intermingling degree and are more sensitive to changes in cell geometry. Taken together, our experimental observations and modeling efforts reveal a previously unrecognized correlation between cell geometry–dependent CT repositioning and cellular genomic programs.

RESULTS

Cell geometry influences the normalized volume and the normalized radial distance of chromosomes

NIH 3T3 cells were cultured on glass slides with fibronectin micropatterns. Micropatterns were either anisotropic (AP) rectangular (aspect ratio 1.5, area 1800 μm²) or isotropic (IP) circular (area 500 μm²) substrates (Supplemental Figure S1A). The size of AP patterns is similar to the physiological spreading area of NIH 3T3 cells on fibronectin (1300 ± 30 μm²; Jain et al., 2013), whereas IP patterns were used to relax the prestress experienced by cells in AP patterns. Cells on AP substrates have long actin stress fibers and more-flat-tened, elongated nuclei, whereas cells on IP substrates have short actin filaments and more-spherical nuclei (Figure 1A and Supplemental Figure S1, B and C). Concomitant with reduction in nuclear volume, chromatin is more condensed in IP substrates as analyzed by Hoechst staining (Supplemental Figure S1D). The reasons for more-condensed chromatin in IP cells were primarily that 1) the cells attached to a smaller contact area in IP substrates, 2) there was re-duced actomyosin contractility, and 3) there was histone deacetylation 3 (HDAC3)–dependent condensation of chromatin, leading to the decrease in nuclear volume (Jain et al., 2013). We assessed the consequences of cell geometry changes on the spatial organization of chromosomes using FISH by painting 12 representative CTs covering a wide range of chromosome lengths and gene densities. Images of CTs were subsequently segmented, and the 3D volume was measured for all painted CTs (Supplemental Figure S1E; see Materials and Methods). Because most CTs are smaller in IP substrates due to the smaller nuclear volume (Supplemental Figure S1C), we computed the normalized CT volume with respect to nuclear volume: chromosomes (Chrs) 2, 4, and 15 showed an increased normalized volume, whereas Chrs 3, 5, and 9 showed a decreased
Changes in radial positions are accompanied by differential transcriptional activity

Biochemical analyses and superresolution imaging have shown that transcriptionally active chromatin is less compacted (Nelson et al., 2006; Berger, 2007; van de Corput et al., 2012; Wang et al., 2014). To assess further the level of chromatin compaction, we measured the chromosome decompaction factor, defined as the normalized volume of 1 mega-base pair (Mbp) of DNA sequence (Figure 2A; see Materials and Methods). As expected, the chromosome decompaction factor was found to be negatively correlated with radial distance (Figure 2B and Supplemental Figure S13, C and D). To investigate the coupling between decompaction and transcription activity, we carried out immunofluorescence analysis of an active transcription marker, S5 phosphorylated RNA pol2 (Pol II S5P), together with chromosome FISH for Chrs 1–3 and 11 (Figure 2C and Supplemental Figure S3A). Note that the immunofluorescence images of Pol II S5P presented here were after thresholding, in order to clearly indicate the spatial localization of Pol II S5P. The percentage (10–20%) represents the fraction of Pol II S5P on each chromosome with respect to the total Pol II S5P throughout the nucleus. The distribution of Pol II S5P inside the nucleus without chromosome FISH is shown in Supplemental Figure S3B. The level of Pol II S5P on each CT was positively correlated with decompaction factor (Figure 2D), suggesting that less-compacted chromosomes tend to be more transcriptionally active. Consistent with this, interior chromosomes tend to have a higher level of Pol II S5P (Figure 2E). Supporting this, Chrs 1–3 and 11, which showed an altered radial distance by cell geometry change, exhibited the corresponding transcription activity changes (Figure 2C). Whereas recent studies have highlighted the importance of physical contacts between CTs for gene coregulation (Fullwood et al., 2009; Schoenfelder et al., 2010; Noordermeer et al., 2011a; Fanucchi et al., 2013), our careful analysis of Pol II S5P levels together with chromosome staining revealed clusters of Pol II S5P located at the surface of CTs (Figure 2C and Supplemental Figure S4). These pol2 clusters may be involved in the coregulation of genes residing in the intermingling regions between different chromosomes.

Cell geometry induces differential intermingling degrees between specific chromosomes

To analyze the intermingling degrees between chromosomes, we painted 10 CT pairs that were selected for their potential for coregulation of genes based on previous microarray data for these two cell geometries (Jain et al., 2013; Supplemental Figure S5A). In these images, we quantified the intermingling degree between pairs of CTs by the intermingling volume normalized by the CT normalized volume in IP substrates, compared with those in AP substrates (Figure 1, B and C). However, the normalized chromosome volume is not necessarily related to chromosome size. It also depends on the compaction states of chromosomes and their post-translational modifications of histones.

In addition, we computed the normalized radial distance of each CT centroid to the nucleus centroid as depicted in Figure 1D and explained in Materials and Methods. We found that Chrs 1, 2, and 11 significantly decreased radial distances, and Chr 3 increased radial distance, in IP substrates compared with those in AP substrates, whereas all other chromosomes did not alter their radial positions between the two substrates (Figure 1E and Supplemental Figure S52). Furthermore, a combined analysis of Figure 1, C and E, shows that most CTs with larger normalized volume in IP substrates have smaller radial distance (i.e., are positioned toward the nucleus centroid) and vice versa (Figure 1, B–E, and Supplemental Figure S13A). These results suggested that cell geometry induced specific changes in the radial position of CTs and their volume. Therefore, we next analyzed its consequences for transcription activity.

FIGURE 1: Cell geometry influences the normalized volume and the normalized radial distance of chromosomes. (A) Imaris-generated surface plot for confocal images of the nucleus, with 3D representative Chr 2. Scale bar, 5 μm. (B) Representative images showing radial distance of specific CTs with different normalized chromosome volumes. (C) Quantification of chromosome volume normalized to nuclear volume for 12 CTs. Data are presented as mean ± SE with 50 < n < 80. ***p < 0.001, **p < 0.01, *p < 0.05, Mann–Whitney U test. (D) Schematic description of radial distance measurement, where d refers to the distance between two points. (E) Bar graph showing the radial distance of the painted CTs. Data are presented as mean ± SE with 50 < n < 80. **p < 0.01, *p < 0.05. Mann–Whitney U test. Experiments were performed in triplicate.
the pair Chrs 5/9 shows a significantly decreased intermingling degree, whereas Chrs 2/6, 2/10, and 2/11/15 show a significantly increased intermingling degree, whereas the pair Chrs 5/9 shows a significantly decreased intermingling degree. In particular, the pairs Chrs 2/6, 2/10, and 2/11/15 that are most aligned along the major x-axis of the nucleus (Figure 4, A and D), whereas in spherical IP nuclei, the CTs preferentially oriented along the X-axis of the nucleus (Figure 4, B and E).

Whereas mapping of CTs revealed different trends in CT orientations in the two geometries, analysis of individual CTs showed preferential orientations for different CTs in a given geometry (Figure 4, F and G, and Figure 5E). Next, we tested the relationship between chromosome orientation and intermingling. In AP substrates, there was a negative correlation between $\gamma_x$ and intermingling degrees (Figure 4, F and H), suggesting that chromosomes that were preferentially oriented along the mechanical axis of the nucleus intermingled more. This was further confirmed in IP substrates with a new mechanical axis, which revealed a negative correlation between $\gamma_x$ and intermingling degrees (Figure 4, G and I). We then compared the effect of cell geometry changes on intermingling degrees with respect to CT orientation. Remarkably, we found that intermingling changes are related to CT orientation in the two cell geometries (Figure 4, J and K). More precisely, the CT pairs Chrs 2/6, 2/10, and 11/15 that are most aligned along the z-axis in IP substrates show the largest intermingling decrease in AP substrates (Figure 4J). This suggests that chromosomes that align with the mechanical axis are sensitive to cell geometry change. This was confirmed by comparing intermingling change with respect to the angular CT orientations $\gamma_x$ in AP substrates (Figure 4K).

**Coupling between chromosome reorganization and transcriptome change**

To interrogate systematically the coupling between chromosome reorganization and transcriptome change, we performed new microarray experiments (similar to the method described in Jain et al., 2013) by isolating RNA from NIH 3T3 cells cultured on anisotropic and isotropic substrates for 3 h. Raw microarray data were background corrected, normalized, and summarized using the robust multiarray average (RMA) method implemented in the oligo package in R. The chromosome information of each gene was obtained volume as explained in Figure 3A and Materials and Methods. Of interest, we found that chromosomes that intermingled more tend to locate at the interior of the nucleus and were less compacted (Figure 3, D and E, and Supplemental Figure S13B). To test the role of cell geometry on chromosome intermingling, Supplemental Figure S5C shows global differences in intermingling in response to changes in cell geometry. In particular, the pairs Chrs 2/6, 2/10, and 11/15 show a significantly increased intermingling degree, whereas the pair Chrs 5/9 shows a significantly decreased intermingling degree in IP substrates compared with those in AP substrates (Figure 3, B and C, and Supplemental Figures S5B and S6A). We further show that enhanced polymerization of actin by jasplakinolide in IP substrates did not alter the nuclear morphology or the degree of intermingling between Chrs 5 and 9 (Supplemental Figure S6, B and C). These results show that cell geometry affects intermingling degrees between specific chromosomes. We next investigate the geometric factors determining the specificity in chromosome intermingling.
from the National Center for Biotechnology Information (NCBI) database (www.ncbi.nlm.nih.gov/gene/). After this, we calculated the transcriptional activity of each chromosome by calculating the z-score of each gene across two conditions in triplicate and then summing the z-scores of genes located on one chromosome, defined as

Activity of chromosome \( (i) = \sum_z \text{z-score(gene}_k) \)

where gene\(_k\) denotes the \(k\)th gene on chromosome \((i)\). The summarized z-score of genes on each chromosome reflects the transcription activity level of this chromosome and eliminates the bias from genes with high expression level. We plot an activity heat map of 19 chromosomes in both geometries, where in each geometry the activity values of 19 chromosomes is centered to have mean 0 and scaled to have SD 1 (Supplemental Figure S10). This step normalizes the transcription activity of each chromosome to the averaged activity of all 19 chromosomes, which corresponds to the normalization of chromosome radial distance. In this way, we found that chromosomes located relatively more toward the nuclear periphery in IP substrates had lower transcription activity and vice versa (Supplemental Figure S 11, A and B). Such correlative changes were lost in a randomized chromosome activity heat map, which was obtained from iterative swapping of chromosomes by shuffling the rows of the chromosome activity heat map for 200 iterations, suggesting that the correlation between chromosome activity and 3D position is nonrandom (Supplemental Figure S 11, C and D).

To investigate further whether the geometry-dependent intermingling change was also coupled with transcription activity change, we defined interchromosome activity distance as

\[
\text{Interchromosome activity distance}, \quad \text{activity}_i - \text{activity}_j
\]

A smaller interchromosome activity distance reflects larger similarity of transcription activity between two chromosomes, implying more coregulated genes (Iyer et al., 2012). The heat map of interchromosome activity distance reveals a global alteration of transcription configurations between AP and IP substrates (Supplemental Figure S 11E). Of interest, a change of activity similarity induced by cell geometry change negatively correlates with the change of intermingling (Supplemental Figure S 11F). Such correlation was lost between randomized interchromosome activity distance and intermingling change (Supplemental Figure S 11, G and H). In particular, Chrs 5/9, which significantly decreased intermingling in IP substrates, showed increased activity distance, whereas Chrs 2/6 and 2/10, which significantly increased intermingling in IP substrates, showed decreased activity distance (Supplemental Figure S11F), suggesting more coregulated genes.

In addition, microarray data also revealed that, compared with polarized cells in AP substrates, rounded cells in IP substrates exhibited higher expression of NF-κB–regulated genes and lower expression of SRF/MRTF-A–regulated genes (Supplemental Figure S12, A and C). In particular, on Chrs 2/6, NF-κB target genes such as

![FIGURE 3: Cell geometry induces differential intermingling degrees between specific chromosomes. (A) Schematic description of intermingling degree measurement, where V refers to the volume of one homologous or heterologous chromosome or the intermingling regions between two heterologous chromosomes. (B) Scatter plot of intermingling degree between AP and IP substrates. The labeled pairs showed significant difference in intermingling degree between the two geometric constraints. Data are presented as mean ± SE with 20 < n < 30. ***p < 0.001, **p < 0.01, *p < 0.05. Mann–Whitney U test. (C) Representative images showing the intermingling degree of CT pairs (Chrs 2/6, 5/9, 11/15, and 2/10) with averaged radial distance. (D) Imaris-generated surface plot for confocal images of nucleus, with 3D representative Chr 2 (green) and Chr 6 (purple). Scale bar, 5 μm. (E) Scatter plot between averaged radial distance and intermingling degree of CT pairs. Data are presented as mean ± SE with 20 < n < 30. Inset, bar graph quantifying Pearson correlation coefficient (PCC) between averaged radial distance and intermingling degree. p = 0.08. N.S, not significant. Experiments were performed in triplicate.](image-url)
FIGURE 4: Chromosome orientation correlates with the specificity in intermingling changes. (A, B) Imaris-generated 3D surface plots of nucleus and chromosomes in AP and IP substrates. White double-headed arrows indicate mechanical axis of the nucleus. (C) Schematic description of $\gamma_x$ and $\gamma_z$ measurement. (D) Distribution of $\gamma_x$ for all the painted chromosomes. Inset, bar graph quantifying $\gamma_x$. Data are presented as mean $\pm$ SD with $1000 < n < 1500$. ***$p < 0.001$. Mann–Whitney $U$ test. (E) Distribution of $\gamma_z$ for all of the painted chromosomes. Inset, bar graph quantifying $\gamma_z$. Data are presented as mean $\pm$ SD with $1000 < n < 1500$. ***$p < 0.001$. Mann–Whitney $U$ test. (F, G) Imaris-generated 3D surface plot of nucleus and chromosomes. (H) Scatter plot between intermingling degree and the average $\gamma_x$ of the two chromosomes in a pair in AP substrates. Each data point reflects the mean value of multiple analyzed cells. (I) Scatter plot between intermingling degree and the average $\gamma_z$ of the two chromosomes in a pair in IP substrates. Each data point reflects the mean value of multiple analyzed cells. (J) Scatter plot between the intermingling change and the average $\gamma_x$ of the two chromosomes in a pair in AP substrates. Each data point reflects the mean value of multiple analyzed cells. (K) Scatter plot between the intermingling change and the average $\gamma_z$ of the two chromosomes in a pair in AP substrates. Each data point reflects the mean value of multiple analyzed cells. Experiments were performed in triplicate.
I1a, Tgm2, Olr1, and Mmp9 were up-regulated. On Chrs 2/10, Tnfaip3, I1a, Tgm2, Mmp9, Bcl2l1, and Ptgds were up-regulated. On Chrs 11/15, Myc, Pdgfb, Stat5a, Ccl4, Rel, and Csf3 were up-regulated. On Chrs 5/9, SRF/MRTF-A target genes such as Serpine1, Tagln, Steap1, and Bmp2k were down-regulated (Supplemental Figure S12, B and D).

Changes in intermingling degree correlate with level of active transcription markers

We next labeled Pol II S5P together with CT pairs and computed the mean value of Pol II S5P in the intermingling regions as well as in the complete CT regions. We found that chromosome intermingling regions were enriched with Pol II S5P (Figure 5, A and B). Of interest, the level of Pol II S5P 2 correlated with differential degrees of intermingling imposed by cell geometry (Figure 5C). To further confirm this, we treated cells with α-amanitin, a transcription inhibitor, and analyzed the intermingling between a pair of chromosomes (Chrs 11/15) both in AP and IP substrates. Consistent with a previous study (Branco and Pombo, 2006), Chrs 11/15, which had larger intermingling volume in IP substrates, decreased its intermingling degree upon transcription inhibition. However, AP substrates, where Chrs 11/15 had smaller intermingling volume, did not show a significant difference after transcription inhibition (Supplemental Figure S7, A and B). Both studies confirmed that for chromosomes that had largely intermingled before α-amanitin treatment, inhibition of transcription could decrease intermingling degree, suggesting that transcription is necessary for extensive intermingling between chromosomes.

Whereas microarray data showed lower expression of SRF/MRTF-A target genes in IP substrates, IP substrates show reduced nuclear localization of serum-responsive transcription cofactor MRTF-A and increased nuclear localization of p65 (Supplemental Figure S5B). We analyzed a specific chromosome pair, namely Chrs 5/9, which harbors serum-responsive genes and has lower activity and less intermingling in IP substrates. Immunostaining of serum-responsive factor (SRF) together with Chrs 5/9 revealed that ~60% of nuclei were enriched with SRF clusters in the intermingling regions in AP substrates, whereas only ~20% were enriched in IP substrates (Figure 5, D and E). Our recent study also showed that the intermingling regions contained SRF target gene Zyxin and that the SRF clusters within these intermingling regions colocalized with Pol II S5P (Maharana et al., 2016). These results reveal that alterations in intermingling degrees by cell geometry are tightly coupled with differential expression of specific genes.

Collectively our experiments show a strong correlation between cell geometry, chromosome reorganization in radial positions and orientations, intermingling degrees, and global changes in transcription. In the next section, we develop a geometric model based on ellipsoid packing, to analyze the coupling between cell geometry and chromosome reorganization and its dependence on transcription.

Ellipsoid packing models predict cell geometry–specific CT orientations and their neighborhoods

To describe quantitatively experimental realizations of chromosome arrangements and predict their repositioning under nuclear shape alterations, we developed a geometric model of chromosome organization and gene expression. We model the spatial organization of chromosomes in the cell nucleus as a minimal overlap arrangement of ellipsoids of a given size and shape (the chromosomes) into an enclosing container (the cell nucleus) under spatial constraints given by the gene expression pattern. This allows us to predict the 3D organization of chromosomes when altering the cell geometry by solving a constrained optimization problem.

Given a configuration of ellipsoids, we compute a vector consisting of all weighted (by expression similarity) pairwise overlaps of the 60 ellipsoids, the total number of chromosomes in a triploid NIH 3T3 cell. We score the configuration by the maximum entry of this vector, that is, the maximum weighted pairwise overlap between any two chromosomes. Starting in a random configuration of
ellipsoids, our algorithm iteratively produces new ellipsoid configurations whose scores are reduced at each step and converge to a weighted minimal overlap configuration that represents the preferential chromosome neighborhoods (see Materials and Methods). Such a weighted minimal overlap packing is shown in Figure 6A. The algorithm then deforms the nucleus stepwise into the shape taken in IP substrates and computes the respective minimal overlap configurations (Figure 6B). Supplemental Movie S1 shows the various steps of the algorithm when performed in two dimensions with 10 enclosed ellipses.

Because the experiments established the importance of angular orientation of the chromosomes for intermingling and gene expression, we analyzed the angular distribution in the simulations. Figure 6, C and D, shows the distributions in $\gamma_x$ and $\gamma_y$, respectively, obtained from the simulations. These distributions are qualitatively in agreement with the experimental trends (Figure 4, D and E), demonstrating that nucleus shape combined with chromosome activity is able to predict the angular distributions of the chromosomes.

Next we analyzed radial distance in ellipsoidal and spherical nuclei (Figure 6E). Compared to the experimental results in Figure 1E, the average radial distance values show less variability overall. Of interest, however, on altering cell shape from ellipsoidal to spherical cell nucleus, the radial distance values exhibit the same behavior as in the experiments. For example, Chrs 1, 2, 11, and 17 are found more toward the center of the nucleus in spherical cell nuclei, that is, IP substrates, compared with AP substrates, whereas Chr 3 exhibits the opposite behavior. In addition, in concordance with the experimental observations, Chrs 5, 6, 9, and 13 do not change radial distance when cell shape is altered. Finally, the remaining Chrs 4, 10, and 15 show the same trend as in experiments but give more pronounced results in the simulations.

To analyze the predictive power of this geometric model of chromosome organization, we further analyzed the changes in intermingling degrees when altering cell shape (Figure 6F). Here the simulations do not include any chromosome activity similarity weighting for the spherical cell nuclei. As a consequence, the values of intermingling degree for different chromosome pairs in spherical cell nuclei are similar in size and cover only a small range. Remarkably, the geometric model is able to predict the new neighborhoods and interactions between chromosomes. In agreement with the experimental results, the pair Chrs 5/9 shows minimal intermingling in ellipsoidal as well as in spherical cell nuclei, the pair Chrs 11/15 shows a significantly increased overlap in spherical cell nuclei compared with ellipsoidal cell nuclei, the pair Chrs 2/10 does not show overlap in ellipsoidal nuclei but does overlap in spherical nuclei, and the pair Chrs 2/6 shows a high intermingling degree in ellipsoidal as well as in spherical cell nuclei. These results suggest that with optimized chromosome arrangements, changes in nuclear shape can predict new chromosome orientations, radial position, and their neighborhoods.

**DISCUSSION**

The role of extracellular matrix on gene expression was proposed more than three decades ago (Bissell et al., 1982), and various studies to understand the underlying mechanisms have been performed. For example, in mouse mammary epithelial cells expressing high level of $\beta$-casein, a 160-base pair transcriptional enhancer (BCE1) within the 5' flanking region of the $\beta$-casein gene was identified to be responsive to ECM-dependent regulation (Schmidhauser et al., 1992; Myers et al., 1998). At the level of chromatin organization, culturing cells on ECM with different components resulted in changes in exposure and sequestration of Alu-sensitive sites. In addition, direct disruption of the cytoskeleton induced the exposure of Alu-sensitive sites on chromatin, suggesting the role of ECM and cytoskeleton on chromatin organization (Maniotis et al., 2005). Further,
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the global level of histone acetylation was regulated by cell shape in human mammary epithelial cells and mouse fibroblasts (Le Beyec et al., 2007; Jain et al., 2013). Various transcription regulators were also identified to be responsive to ECM or cytoskeleton. For instance, in mammary cells, detachment of cells from their matrix led to the activation of STAT5, a signal transducer and activator of transcription protein 5, for β-casein transcription (Xu et al., 2009). Other transcription regulators include YAP/TAZ (Dupont et al., 2011), MRTF-A (Vartiainen et al., 2007), and NF-κB (Hayden and Ghosh, 2008; Fazal et al., 2009) regulated by RhoGTPase activity and tension of actomyosin contractility. Extracellular remodeling leads to differential ratios of F/G-actin. Nuclear actin in the form of either G- or F-actin has been shown to be involved in transcription regulation (Gieni and Hendzel, 2009; Zheng et al., 2009), as nuclear actin is a component of three types of RNA polymerases, and it also contributes to ATP-dependent chromatin remodeling. In addition, work from our lab has shown that cytoskeletal reorganization, induced by either small interfering RNA knockdown of cytoskeleton components or cell geometric constraints, leads to differential gene expression patterns. During this process, core histone protein mobility, nuclear localization of HDAC3, and specific transcription factors/cofactors were significantly affected (Jain et al., 2013; Ramdas and Shivashankar, 2015). Transcription-dependent chromosome intermingling was recently proposed as a mechanism to achieve non-random chromosome positioning in terminally differentiated cells (Maharana et al., 2016).

Although previous studies identified various mechanical transducers for transcription regulation using bottom-up approaches, we proposed the role of 3D chromosome position as a critical intermediate in altering gene expression by cell geometry. The experimental and modeling results suggest that changes in cell geometry drive chromosome reorientation and 3D radial repositioning, thus creating new neighborhoods and RNA Pol II-assisted chromosomal contacts. Nuclear shape changes result in chromosome reorientation and repositioning due to mechanical constraints as well as by differential lamin A/C levels regulated by cell geometry (Makhija et al., 2016). Because cell geometry was also shown to compartmentalize specific transcription factors (Supplemental Figure S8), we speculate that this could coordinate with chromosome repositioning as a combined mechanochemical control of cell shape–specific gene expression programs.

In this study, we uncovered a previously unrecognized role of cell geometry in repositioning and reorienting chromosome territories, particularly those aligning with the mechanical axes, to effect intermingling between specific chromosomes and their functional coupling with their transcription activity. Our results show that cell geometry induces cytoskeleton reorganization, leading to nuclear morphology remodeling (Figure 7A), which affects the orientation, 3D radial position, compaction, and intermingling of CTs (Figure 7B). These spatial repositionings of the CTs were accompanied by alterations in their transcriptional activity (Figure 7C). More precisely, intermingling increase is associated with recruitment of Pol II S5P, which is located in pockets within the intermingling regions, and such recruitment is necessary for intermingling. Although it has been shown that chromosomal contact facilitates coexpression of a group of genes (Fanucchi et al., 2013), our study highlights the importance of geometric constraints to alter the positioning of CTs and formation of new chromosomal contacts and their functional coupling with the modulation of genomic programs. Previous studies showed that restricting cells within a small adhesive island reduces the frequency of DNA replication (Chen et al., 1997), which further affects transcription and chromosome landscape (Chakalova et al., 2005). However, in our study, cells were geometrically confined for 3 h before observation, and hence the contribution from DNA replication was negligible in the geometry-dependent differential gene expression.

Of importance, our results reveal that CTs are sensitive to the mechanical axis of the cell: when changing from IP to AP substrates, CT pairs that orient along the z-axis in IP substrates (e.g., Chrs 2/10, 2/6, and 11/15) are repositioned toward the
nuclear periphery and more compacted, intertangling less with other CTSs, and recruit less Pol II SSP in the intertangling regions. However, CT pairs that deviate most from the z-axis in IP substrates (Chrs 5/9) relocate toward the interior of the nucleus, are less compacted, intertangling more with each other, and recruit more Pol II SSP.

Although chromosome conformation capture models have been successful in describing the configurations in chromatin-folding and activity-dependent genome-wide contacts, our geometric model can be used to analyze the coupling between chromosome packing, orientation of the CTSs, intertangling, and gene expression. When weighting the overlap by chromosome activity similarity, the resulting simulated CT arrangements showed a correlation of 0.99 between intertangling degree and chromosome activity similarity in ellipsoidal nuclei. This correlation reduces to 0.44 in spherical cell nuclei arising due to formation of new CT angular orientations and intertangling degree, suggesting that cell shape alterations lead to drastic changes in CT neighborhoods. Most importantly, without any information about chromosome activity similarity in spherical cell nuclei, our model is able to predict the qualitative changes in radial distance, angular distributions, and intertangling degree when going from AP to IP substrates in experiments.

Under normal ECM conditions, cells maintain a nuclear mechanical homeostasis and fix a particular CT orientations and organization that is optimized for the specific gene expression program. Alterations in matrix signals can lead to a number of diseases, including fibrosis and tumor initiation and progression (Butcher et al., 2009). Such ECM modulations can also result in induction of mesenchymal-to-epithelial transition or formation of cancer-associated fibroblasts (Augsten, 2014). These transdifferentiation programs involve the remodeling of cytoskeletal organization and thus nuclear morphology. These changes lead to the reorientation and repositioning of CTSs and their intertangling, facilitating differential regulation of gene expression. Understanding CT arrangements and the precise link to gene expression patterns across various cell types (Parada et al., 2004) could serve as a “zip code” for controlling gene expression, leading to interesting applications for cell reprogramming using geometric constraints.

MATERIALS AND METHODS

Cell culture and micropatterning
NIH 3T3 fibroblast cells were cultured in low-glucose DMEM (Gibco, Grand Island, NY) supplemented with 10% fetal bovine serum (FBS; Life Technologies) and 1% (vol/vol) penicillin–streptomycin (Gibco) at 37°C in 5% CO2. We seeded 65,000 cells for 10–15 min on fibronectin-coated patterns (Gibco) described in previous work from our lab (Jain et al., 2013). Nonadherent cells were removed, and the remaining cells were washed once with DMEM and incubated for 3 h at 37°C in 5% CO2. To quantify the copy number variations in our experiments, we performed metaphase spreads as shown in Supplemental Figure S14. We established that, on average, each cell contains ~64 (SD = 5) chromosomes. In addition, with similar copy number variation, we analyzed two geometric states of the cells to deduce our major conclusions. Therefore the variability in chromosome copy number and/or length in these experiments had minimal influence on the overall statistics of the measurements. To make sure that cells were not in different cell cycle stages, we obtained wide-field images of many DNA-stained cells imaged at the same time in the two geometries. The variation of the intensity histograms is similar in cells grown on both patterns. These results suggest marginal changes in nuclear intensity between cells plated on rectangular and circular patterns (Supplemental Figure S15).

Chromosome FISH and immunostaining on fibronectin-coated patterns
NIH3T3 cells were cultured for 3 h on fibronectin-coated microfabricated patterns that were printed on cleaned glass slides previously spin-coated with polydimethylsiloxane. For the transcription inhibition experiment, 40 μg/ml α-amanitin (Sigma-Aldrich) was added to patterned cells, which were treated at 37°C in 5% CO2 for 3 h. For the jasplakinolide treatment experiment, 500 nM jasplakinolide (Sigma-Aldrich) was added to patterned cells for 30 min. Cells were then washed with 1× phosphate-buffered saline (PBS) to remove cell culture medium, followed by incubation on ice for 5–8 min with 0.25% Triton in CSK buffer (100 mM NaCl, 300 mM sucrose, 3 mM MgCl2, 10 mM 1,4-piperazinediethanesulfonic acid, pH 6.8). Cells were then fixed with 4% paraformaldehyde (PFA) for 10 min and briefly rinsed with 0.1 M Tris-HCl, followed by 1× PBS wash. This was followed by permeabilization with 0.5% Triton for 10–15 min. Overnight incubation in 20% glycerol at 4°C and then five or six freeze–thaw cycles in liquid nitrogen followed. After this, cells were washed with 1× PBS a few times before and after treatment with 0.01% HCl for 5–10 min, followed by digestion with 0.002% porcine pepsin (Sigma-Aldrich) in 0.01 N HCl at 37°C for 4 min. Cells were then fixed with 1% PFA for 4 min and briefly rinsed in 1× PBS before being treated with RNase (Promega; 200 μg/ml made in 2× saline-sodium citrate [SSC]–0.3 M sodium chloride and 30 mM trisodium citrate) at 37°C for 15–20 min. The cells were then washed with 2× SSC and equilibrated in 50% formamide/2× SSC (pH 7.4) overnight at 4°C. Hybridization was set up the next day. Chromosome paints (Chromios, Germany) tagged with different fluorophores were thawed to room temperature and mixed with hybridization buffer provided by the supplier. Cells were denatured in 50% formamide/2× SSC at 85°C for 2–3 min and then incubated with the fluorescently labeled mouse chromosome FISH probe mix; the slides were then sealed with a Sigmacoat (Sigma-Aldrich)-coated hydrophobic coverslip and rubber cement for incubation overnight in a moist chamber at 37°C with shaking. Chromosomes were pairwise painted, and 10 representative pairs were selected for analysis: Chr 1/10, 5/10, 17/4, 11/13, 2/6, 2/10, 1/5, 11/15, 5/9, and 3/6. At the end of the incubation period, slides were washed thrice each in 50% formamide/2× SSC at 45°C and 0.1× SSC at 60°C. After the last stringent wash with the 50% formamide made in 0.1× SSC at 45°C, the nuclei were blocked in 5% BSA solution made in 2× SSC and then subjected to primary and the secondary antibody diluted in 5% BSA solution made in 2× SSC. If indirect labels such as chromosome probes conjugated with bionin or digoxigenin [DIG] were used during hybridization, the detection step also involved the use of fluorophore-labeled streptavidin/avidin anti-DIG. The primary antibodies used were RNA Polymerase II CTD repeat YSPTSPS (phospho S5; 1:500; ab5131; Abcam), SRF (sc-335; 1:100; Santa Cruz Biotechnology), and mouse monoclonal [21H8] to DIG (1:500; ab420; Abcam). Finally, cells were counterstained with Hoechst 33342 (Sigma-Aldrich) for 10 min and then mounted with Prolong Gold antifade mounting medium (Life Technologies), sealed with a coverslip, and imaged.

Effect of fixation on 3D chromatin organization
NIH 3T3 fibroblasts stably expressing H2B–EGFP were grown in DMEM (Life Technologies) supplemented with 10% (vol/vol) FBS (Life Technologies) and 1% penicillin–streptomycin (Life Technologies) and maintained at 37°C in a humidified atmosphere with 5% CO2. Trypsinized cells were seeded on uncoated dishes (Ibidi) at a concentration of ~15,000 cells/ml and grown in complete cultured medium overnight. Multiple H2B–enhanced green fluorescent protein (EGFP)–positive nuclei were set as multipoint on a live-imaging
Confocal laser scanning microscope imaging for chromosome FISH samples

Slides for chromosome FISH were scanned using a Nikon A1 confocal microscope with a 100 x, 1.4 NA oil objective. For each optical section, images were collected sequentially to minimize cross-talk between different fluorochromes. The pinhole size was set as 1 Airy unit. Stacks of 16-bit grayscale two-dimensional images were obtained with a pixel size of 80 nm in the xy-direction and used for quantitative evaluation. Even though the lower z resolution of the A1R confocal microscope distorts the chromosome morphology from its actual shape, the average radius of a chromosome territory is ~1.5 μm, much larger than the xy resolution of 200 nm and z resolution of ~400 nm; hence such resolution limit does not affect the results obtained from these images.

Image analysis

A semiautomated algorithm written in MATLAB (MathWorks) was used to analyze 3D chromosome FISH images, for which both nuclei and chromosomes were manually selected according to the signal distribution on the Z-maximum projected images. Maximum projected masks for nuclei and chromosomes were then generated. This was used to multiply the entire Z-stack of the nucleus and chromosome to remove the background noise, which would undermine the segmentation accuracy. For 3D segmentation, the mean and SD of intensity was computed throughout the entire Z-stack. The criterion for setting a pixel as 1 or 0 was based on the mean ± (SD × a), where a is a value to adjust the criterion. Pixels greater than mean ± (SD × a) were set as 1, and those less were set as 0. The segmentation procedure was monitored by merging the outline of the segmented object with the original object. This resulted in best 3D masking for both nucleus and chromosomes, which is critical for the quantification of the following parameters.

1. Chromosome volume

The absolute chromosome volume was computed by summing the number of pixels within the 3D segmented image of the chromosome. The normalized chromosome volume was computed by dividing the absolute chromosome volume by the absolute nuclear volume.

2. Normalized radial distance

To estimate normalized radial distance of each chromosome, the coordinates for nuclear centroids (O) and chromosome centroids (C1), as well as the nuclear surface, were obtained from 3D segmented images. The distance between chromosome and nuclear centroids was first computed (dOCT). Coordinates for the line passing through the chromosome and nuclear centroids were used to find the intersection point (B1) between the line and the nuclear surface. The distance between nuclear centroids and intersection point was then computed (dOEB1). Normalized radial distance was defined as

\[
\text{Normalized radial distance} = \frac{d_{OCT}}{d_{OEB1}}
\]

3. Chromosome decompaction factor

To estimate the chromosome decompaction factor, the sequence length for all the painted chromosomes was obtained from the NCBI database (ncbi.nlm.nih.gov/genome/guide/mouse/; August 2013). The chromosome decompaction factor was defined as

\[
\text{Chromosome decompaction factor} = \frac{\text{Norm.}_V \cdot V_{CT}}{L_{CT} (\text{Mbp})} \times 10^4
\]

where Norm. VCT is the normalized chromosome volume and LCT is chromosome length in Mbp.

4. Intermingling degree

To compute the intermingling degree, the intermingling volume (V1&2) between two chromosomes was first estimated. To estimate the intermingling volume, the segmented images of the two chromosomes were multiplied, and only the overlapping region resulted in pixels with value of 1. The number of pixels with value 1 represents intermingling volume. The intermingling degree was then defined as the intermingling volume normalized to the volume of the two chromosomes and their homologues (V1, V2, V3, V4).

\[
\text{Intermingling degree} = \frac{V_{1\&2}}{V_1 + V_2 + V_3 + V_4 + V_5 + V_6 + V_7 + V_8 + V_9 + V_{10} + V_{11} + V_{12}}
\]

5. 3D chromosome orientation mapping

To map all the chromosome 3D orientations in AP and IP substrates, 3D images were projected in the xy- and xz-planes. In the xy-plane, masks for z-maximum projected images of the nucleus were used to find the coordinates for centroid, edges, and the furthest point on the edge to the centroid. The vector determined by the centroid and the furthest point on the edge was defined as the long axis of the nucleus. The long axis of the chromosome was defined in the same manner. The xy orientation of a chromosome was defined by the angle between the long axis of the nucleus and the chromosome (γxy). In the xz-plane, masks for y-maximum projected images of nucleus and chromosomes were used in the same manner to compute the xz orientation of chromosomes (γxz). To compute the angle γx or γz, coordinates for the 3D CT surface were obtained, followed by searching on the surface for the point that had the largest distance to the CT centroid. The centroid and the furthermost point on the CT surface determined the vector V1. Another vector (V2) was defined by the nuclear centroid and any point on the line passing through the nuclear centroid and a line parallel to the x- or y-axis. The γx or γz was defined as

\[
\cos(\gamma_x \text{ or } \gamma_z) = \frac{V_1 \cdot V_2}{|V_1| |V_2|}
\]

6. Pol II S5P distribution on a chromosome

To analyze the spatial distribution of Pol II S5P on a chromosome, images of Pol II S5P were preprocessed by applying a Fourier high-pass filter to remove background noise and highlight the bright features. Subsequently 3D erosion was applied on each chromosome, which divided one chromosome into three shells with the same thickness. The fraction of the bright features for Pol II S5P in each shell was then quantified.

Microarray sample preparation and analysis

To perform whole-genome transcriptome analysis, 65,000 NIH 3T3 cells were seeded on fibronectin-coated substrates for 3 h. Then cells
were collected, and RNA was isolated using an RNeasy kit (Qiagen). RNA concentration and purity were determined using an ND-1000 spectrophotometer (Nanodrop, Wilmington, DE), and the integrity of the RNA was verified. Microarray was performed using the Affymetrix chip by ScienceWerke (Singapore). To reduce the noise in gene expression, microarrays were performed in triplicates. Raw microarray data were background corrected, normalized, and summarized using the RMA method implemented in the oligo package in R. The chromosome information of each gene was obtained from the NCBI database (www.ncbi.nlm.nih.gov/gene/). Then the transcriptional activity of each chromosome was calculated by calculating z-score of each gene across two conditions in triplicate and then summing the z-scores of genes located on one chromosome, defined as

Activity of chromosome \((i) = \sum_k z\text{-score (gene}_k\text{)}\)

where gene\(_k\) denotes the kth gene on chromosome \((i)\). The summarized z-score of genes on each chromosome reflects the transcription activity level of this chromosome and eliminates bias from genes with high expression level.

The interchromosome activity distance was defined as

\[
\text{Interchromosome activity distance } (i, j) = \frac{\text{abs(Activity of chromosome } (i) - \text{Activity of chromosome } (j))}{\text{abs(Activity of chromosome } (i) + \text{Activity of chromosome } (j))}
\]

**Statistical analysis**

Statistical significance between AP and IP groups was tested using a two-sided Student’s t test when the data followed a normal distribution. Otherwise, the Mann–Whitney test was applied. We repeated experiments for a minimum of three times with large enough sample size \(n\) for each repeat to be confident that the reported results are representative.

**Modeling**

We model the chromosomes by ellipsoids \(e_i\), \(i = 1, \ldots, n\), where the half-axis lengths were sampled from a normal distribution centered around the proportions 1:1.54:1.88 as obtained from the experiments with SD equal to 1/10 the mean. The nucleus, that is, the enclosing container, is denoted by \(\Omega\) and modeled as an ellipsoid whose size is obtained from experiment (2.62 \(\mu m \times 5.23 \mu m \times 9.09 \mu m\) in AP substrate and 3.13 \(\mu m \times 5.06 \mu m \times 5.96 \mu m\) in IP substrate). We approximated the intermingling of chromosome pairs by the largest ellipsoid that can be inscribed into the overlap of the respective ellipsoids and found configurations of ellipsoids that minimize this overlap measure.

To find configurations that reflect a cell type–specific gene expression pattern, we differentially penalized the pairwise overlap, \(\eta_{ij}\), between the inscribed ellipsoids by their activity distance, \(A_{ij}\). This activity distance can be computed from the activity of each chromosome, denoted by \(b_i\), which equals the sum of the expression levels of all genes on that chromosome. Then the activity distance \(A_{ij}\) between two chromosomes is defined as a normalized activity distance linking the transcription factor binding and their expression level, namely,

\[
A_{ij} = \frac{|b_i - b_j|}{b_i + b_j}
\]

Finding configurations that reflect a cell type–specific gene expression pattern requires solving the optimization problem

\[
\minimize \sum_{i,j} A_{ij} \eta_{ij}
\]

subject to \(\eta_{ij} \in \Omega\) for \(i = 1, \ldots, n\)

The solutions to this optimization problem are configurations that link the nuclear geometry with gene expression.

Once we find these optimal configurations for AP nuclei, we deform the cell nuclei into IP nuclei and update the packing of the inscribed chromosome ellipsoids by minimizing their overlap. In these updating steps, the overlap, \(\eta_{ij}\), is unweighted, that is, \(A_{ij} = 1\) for all pairs. Supplemental Movie S1 shows the various steps of the algorithm when performed in two dimensions with 10 enclosed ellipses.

The algorithm used here for predicting the chromosome arrangements provably outputs locally optimal minimal overlap configurations of ellipsoids (Uhler and Wright, 2013). It seems more reasonable to believe that the experimentally observed chromosome configurations strive toward a locally optimal configuration that depends on the starting configuration. These locally optimal configurations depend on the choice of the parameters used in the optimization problem. In particular, the parameters used for the predictions here (i.e., volume and shape of chromosomes, volume and shape of nucleus, and cell type–specific transcriptional activity of each chromosome) were estimated from experimental data. Given these experimental data on particular diploid cells, one can obtain in a similar way predictions of the intermingling levels for these cells. In earlier work, we tested our models on diploid cells, mapping in particular the radial positions of chromosomes in different nucleus shapes (Uhler and Wright, 2013).
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