Binomial and Multinomial Proportions: Accurate Estimation and Reliable Assessment of Accuracy

Jonathan M. Friedman
Canbas Co., Ltd.
2-2-1 Otemachi
Numazu, Shizuoka 410-0801, Japan

Abstract
Misestimates of \( \sigma_{P_o} \), the uncertainty in \( P_o \) from a 2-state Bayes equation used for binary classification, apparently arose from \( \hat{\sigma}_{p_i} \), the uncertainty in underlying pdfs estimated from experimental b-bin histograms. To address this, several Bayesian estimator pairs \( (\hat{p}_i, \hat{\sigma}_{p_i}) \) were compared for agreement between nominal confidence level \( (\xi) \) and calculated coverage values \( (C) \). Large \( \xi-C \) inconsistency for large \( b \) and \( p_i \gg \frac{1}{b} \) arises for all multinomial estimators since priors downweight low likelihood, high \( p_i \) values. To improve \( \xi-C \) matching, \( (\xi-C)^2 \) was minimized against \( \alpha_0 \) in a more general prior pdf \( (B[\alpha_0, (b-1)\alpha_0; x]) \) to obtain \( (\hat{p}_i)_{\xi=C} \). This improved matching for \( b = 2 \), but for \( b > 2 \), \( \xi-C \) matching by \( (\hat{p}_i)_{\xi=C} \) required an effective value "\( b = 2 \)" and renormalization, and this reduced \( \hat{p}_i-p_i \) matching. Better \( \hat{p}_i-p_i \) matching came from the original multinomial estimators, a new discrete-domain estimator \( \hat{p}(n_i, N) \), or an earlier joint estimator, \( (\hat{p}_i)_{\phi} \) that co-adjusted all estimates \( p_i \) for James-Stein shrinkage to a mean vector. Best simultaneous \( \xi-C \) and \( \hat{p}_i-p_i \) matching came by de-noising initial estimates of underlying pdfs. For \( b = 100, N < 12800 \), de-noised \( \hat{p} \) needed \( \approx 10 \times \) fewer observations to achieve \( \hat{p}_i-p_i \) matching equivalent to that found for \( \hat{p}(n_i, N), (\hat{p}_i)_{\phi} \) or the original multinomial \( \hat{p}_i \). De-noising each different type of initial estimate yielded similarly high accuracy in Monte-Carlo tests.
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1. Introduction
Experimental estimates of probability density function (pdf) values and of the uncertainty in these values were required for a computational classification model to estimate drug effectiveness \( \textit{[Friedman 2016 in preparation]} \). These estimates of pdfs were based on the frequency, \( p_i \), of finding \( n_i \) occurrences out of \( N \) total experimentally observed values sorted into bin \( i \) of a \( b \)-bin histogram according to a general multinomial distribution. Large inconsistencies were found for the confidence intervals estimated using earlier estimators. Here we characterize these inconsistencies and describe some methods that circumvent them.

Initially, computational tests of Bayesian classification of drug sensitivity using underlying pdfs based on earlier bin-by-bin estimators for \( p_i \) and \( \sigma^2_{p_i} \) \( \textit{[Brown et al. 2001, 2002]} \) \( \texttt{[Laplace 1812, Wald 1941]} \) led to calculated confidence levels that were sometimes at odds with the observed accuracy of classification. Whereas it was expected that predictions from
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the Bayesian model for drug sensitivity would be sometimes be incorrect, it was expected that analysis of the propagation of uncertainty would allow one to tell when sets of predictions might be unreliable. In fact, initial estimates of uncertainty for different types of data did not correlate very well with the accuracy of predictions. The fraction of incorrect predictions was much higher than expected from calculated confidence levels for one class of test set measurements, while for learning set and another class of test set measurements the fraction of correct predictions was often higher than expected, suggesting problems.

1.1 Overview and Organization

Here we examine suspected errors in the uncertainty in \( \hat{p}_i \) values and test possible corrections. Histogram-based estimators \( \hat{p}_i \) and \( \hat{\sigma}_{p_i} \) designed to estimate pdfs of unknown functional form from observed data are tested by examining bin-by-bin agreement for estimates of arbitrary underlying pdfs of known functional form based on random samplings from these known underlying pdfs \( p_i \). Whereas bin-by-bin \( \hat{p}_i \)-to-\( p_i \) agreement is important, here as earlier [Thatcher, 1964], it was expected that histogram estimates \( \hat{p}_i \) would vary unavoidably due to small sample size and sample-to-sample variability for some experiments. Accurate estimates \( \hat{p}_i \) were ultimately desired, but to avoid misclassification in cases with insufficient experimental information, it was equally important to detect indeterminable cases by having reliable estimates of \( \hat{\sigma}_{p_i} \). When combining component \( \hat{p}_i \) to form a composite Bayesian \( P_o \) for classification, if one simultaneously combined accurate component \( \hat{p}_i \) and \( \hat{\sigma}_{p_i} \), to get \( \hat{\sigma}_{P_o} \), then one would be able to reject cases for which \( |P_o - P_{crit}| < Z\hat{\sigma}_{P_o} \).

Uncertainty in \( \hat{p}_i \) depends on the number of experimental observations \( N \) and the size of \( \hat{p}_i \). It can be expressed as an estimated confidence interval, \( \delta_i \equiv (\hat{\delta}_i^-, \hat{\delta}_i^+) \), about \( \hat{p}_i \) to a stated nominal level of confidence, \( \xi \). Many estimators \( \hat{p}_i \) and associated estimators for confidence intervals \((\hat{\delta}_i^-, \hat{\delta}_i^+)\) are available. Whereas much earlier emphasis had been placed on choosing \( \hat{p}_i \) \( \hat{\delta}_i \) pairs with narrow, theoretically consistent intervals, poor estimates of uncertainty in \( P_o \) for Bayes classification using propagation of uncertainty suggested that nominal \( \xi \) values for the the usual choices of estimators might not sufficiently reflect the actual reliability. Instead, it might be preferable to choose the \( \hat{p}_i \) \( \hat{\delta}_i \) estimator pair based on empirical agreement between nominal confidence, \( \xi \), and coverage \( C \), the fraction of \( N \)-observation trials for which \( p_{i,\text{true}} \in (\hat{\delta}_i^-, \hat{\delta}_i^+) \) [Brown et al., 2001, 2002; Newcombe, 2012].

After introducing earlier estimators \( \hat{p}_i \) and \( \hat{\delta}_i \) (Sections 1.2-1.4), the first strategy taken was to compare \( \xi \)-to-\( C \) matching for different estimators (Sections 1.5-1.7) to see if choosing the estimator set with the most consistently high degree of \( \xi \)-to-\( C \) matching (or low degree of mis-matching) was sufficient to improve the error modeling. Continued problems with Bayes classification using the best of four initially tested \( \hat{p}_i \) \( \hat{\delta}_i \) pairs, led to a closer examination (Section 1.7.2) that at first indicated problems for all initially examined \( \hat{p}_i \) \( \hat{\delta}_i \) pairs.

To avoid these problems, since earlier non-informative Bayes priors for deriving \( \hat{p}_i \) and \( \hat{\delta}_i \) were particular cases of the continuous beta pdf \( B[\alpha, \beta; x] \) with different values for \( \alpha \) and \( \beta \), we examined the effect of minimizing \( (\xi - C)^2 \) with respect to an arbitrary parameter \( \alpha_0 \) in a more general non-informative beta pdf \( B[\alpha_0, (b-1)\alpha_0; x] \) prior (Section 2.1). Multinomial estimators from this prior follow from general equations in [Jaynes, 2003c]. In Sections

---

1. Here, confidence level \( \xi \) is used since the symbol for tolerance, \( \alpha \), is identical to the symbol that is generally used as an argument to the beta pdf \( B[\alpha, \beta; x] \). For equal-tailed confidence intervals, \( \alpha = \frac{1-\xi}{2} \).
2.2-2.6, values of \( \langle (\xi - C)^2 \rangle \) were minimized with respect to \( \alpha_0 \) for fixed arbitrary ranges \( p_i = p^* \in (\psi_0, \psi_1) \) and constant \( b, \xi, \) and \( N \).

The prior pdf \( B[\alpha_0, (b - 1)\alpha_0; x] \) using optimal \( \alpha_0 = \alpha_0(N, \xi, b, \psi_0 < p^* < \psi_1) \) is essentially a probability matching prior \( \text{[Datta and Mukerjee, 2004]} \) for a discrete lattice of outcomes \( \text{[Rousseau, 2000, 2002]} \). Instead of rescaling \( |\hat{\delta}_i^+ - \hat{\delta}_i^-| \), \( \alpha_0 \) in the prior is adjusted for \( \xi \)-to-\( C \) matching. For \( b > 2 \), poor \( \xi \)-to-\( C \) matching was found with numerically optimized \( (\hat{p}_i)_{\xi+C} \) and \( (\hat{\delta}_i)_{\xi+C} \) (Section 2.4.1). Within most limited local ranges of \( p^* \in (\psi_0, \psi_1) \), optimal \( \alpha_0 \approx 0 \), and \( \sigma_{\alpha_0} \gg \alpha_0 \). However, when \( b = 2 \), improved \( \xi \)-to-\( C \) matching, much larger optimal values for \( \alpha_0 \), and smaller relative variation, \( \sigma_{\alpha_0} \sim O(0.01 - 0.10 \times \alpha_0) \) were found (Section 2.4.2) over most \((\psi_0, \psi_1)\). This allowed \( \xi \)-to-\( C \) to match well when a single value for \( \alpha_0 \) was used for the entire range \( p^* \in (\psi_0, \psi_1) = (0, 1) \). Further improvements to \( \alpha_0 = [\alpha_0(N, \xi)]_{b=2} \) allowed accurate Bayes classification despite poorer initial \( \hat{p}_i \)-to-\( p_i \) matching. As a further option, discrete Bayes posterior functions with domain limited to \( \mathbb{Z} \) (integers) and corresponding priors were derived to define binomial \( \hat{p}(n, N) \) and \( \hat{\delta}(n, N) \) or multinomial \( \hat{p}_i(n_i, N) \) and \( \hat{\delta}_i(n_i, N) \) (Appendix B). The binomial form for the discrete estimator exhibits reasonable \( \xi \)-to-\( C \) matching. The multinomial form maintains \( \hat{p}_i \)-to-\( p_i \) matching but exhibits \( \xi \)-to-\( C \) mismatches similar to those for earlier multinomial \( \hat{p}_i \) and \( \hat{\delta}_i \).

Attempts to improve initially optimized \( \alpha_0(N, \xi) \) values at each \( N \) for the continuous \( B[\alpha_0, \alpha_0; x] \) priors (Section 2.6) led to a de-noising procedure for \( \alpha_0(N, \xi) \) (Appendix A) that could also be used directly (Section 3) to de-noise the initial estimate \( \hat{p}_{i,0} \) of an underlying pdf to get an improved estimate \( \hat{p}_{i,\text{smooth}} \). Since \( \sigma_{\hat{p}_i} \) was important, an empirical method was also derived (Section 3.4-3.5) to estimate \( \sigma_{\hat{p}_{i,\text{smooth},0}} \) from individual smoothed-histograms, \( \hat{p}_{i,\text{smooth},0} \), by assuming a parametric form \( \sigma_{\hat{p}_i} = \sigma_{\text{est}}(\hat{p}_{i,\text{smooth},0}, N, A_0, B_0) \). First, parameter values \( A_0 \) and \( B_0 \) to estimate \( \sigma_{\hat{p}_i} \) from a single histogram were established for the case \( b=100 \), by fitting the parametric function \( \sigma_{\text{est}}(\hat{p}_{i,\text{smooth},0}, N, A_0, B_0) \) simultaneously to sets of single histograms derived from random samples generated by \( 6 \) arbitrarily chosen underlying test pdfs. These initial single-run Monte-Carlo (MC) estimates \( \hat{\sigma}_{\hat{p}_i} = \sigma_{\text{est}}(\hat{p}_{i,\text{smooth},0}, N, A_0, B_0) \) were then corrected to account for observed run-to-run variation in each single-run estimate \( \sigma_{\text{est}} \) by using an empirical relationship between single-run estimates \( \hat{\sigma}_{\text{est}} \) and \( \sigma_{\hat{p}_i,\text{MC}} \), the actual long-run MC variance in each bin-by-bin \( \hat{p}_i \) estimated from many \( N \)-observation histograms. Since run-to-run variance in the ratio \( \hat{p}_i = \sigma_{\hat{p}_{i,\text{est},\text{opt}}} / \sigma_{\hat{p}_{i,\text{MC}}} \) was relatively insensitive to the underlying pdf and to \( |\hat{p}_i| \), a correction factor could be estimated between single-run and long run estimates of \( \sigma_{\hat{p}_i} \). Including this correction avoids statistically likely underestimates by single-run estimates from parametric \( \sigma_{\text{est}} \) that arise from run-to-run variance in these single-run parametric estimates. Since run-to-run variance \( \sigma_{\hat{p}_i}^2 \) was fairly constant from bin-to-bin (varying \( p_i \)), varied systematically as a fairly smooth function of \( N \), and was fairly independent of the tested underlying pdfs, values of \( \sigma_{\hat{p}_i}^2 \) for a given value \( N \) could be retrieved from a fit curve without repeating MC. Retrieving this value and presuming:

\[
\frac{\sigma_{\hat{p}_{i,\text{smooth},0}}}{\sigma_{\hat{p}_{i,\text{MC}}}} \sim \mathcal{N}[\mu_{\sigma_{\hat{p}_{i,\text{est}}}(N), \sigma_{\hat{p}_{i,\text{est}}}(N)^2}] ; \quad \mu_{\sigma_{\hat{p}_{i,\text{est}}}(N), \sigma_{\hat{p}_{i,\text{est}}}(N)^2} \approx 1
\]

where \( \sigma_{\hat{p}_{i,\text{est}}/\sigma_{\hat{p}_{i,\text{MC}}}}(N) \) is effectively invariant over bins and trial pdfs, allowed initial parametric estimates \( \sigma_{\hat{p}_{i,\text{smooth},0}} = \sigma_{\text{est}} \) to be correctly rescaled to \( \sigma_{\hat{p}_{i,\text{smooth}}} \) by the limiting low value of the ratio \( \hat{p}_i \) at a given tolerance \( \xi \). This probability-matching adjustment to
account for run-to-run variation in \( \hat{\sigma}_p \), raises the final estimated value \( \hat{\sigma}_p \) above the initial single-run parametric estimate \( \sigma_{est} \) to avoid occasional, statistically expected, large underestimates of \( \sigma_p \) by \( \sigma_{est} \). Such occasional large underestimates of \( \sigma_p \), and in turn of \( \sigma_{P_o} \) for binary Bayes classification, were a likely cause of the falsely large values for \( Z \) or Student-\( t \) for individual predictions. The originally faulty error analysis for Bayes classification arose from a disconnect between the concept of nominal confidence \( \xi_{p_i} \) and the required level of confidence \( \xi_{p_i} \). Getting the average value for \( C \) to match \( \xi \) means that about half the time \( C \) is less than \( \xi \) by an unspecified, often large amount. What was actually required was for \( C > \xi \) "essentially always". Scaling the initial \( \sigma_{est} \) based on \( \sigma_{est}^2 / \sigma_{pi,MC}(N) \), using the lower limiting value of the ratio \( \sigma_{est} / \sigma_{pi,MC}(N) \) at the 0.01 tolerance level, increases \( \sigma_{est} \) from the initial parametric estimate and leads, 0.99 of the time, to minimal lower limiting value of the ratio \( \sigma_i \) for \( \xi \) that is at least as good as the desired confidence level. Most of the time, rescaled \( \sigma_{est} \) is too large, but this way the situation with \( C < \xi \) that increases the frequency of Bayes classification errors can be much more completely avoided. This scaling brings \( \xi \) in line with confidence intervals often expected by experimentalists, but is inconsistent with standard definitions of \( \xi \) based on agreement with average \( C \) (essentially \( \xi_{\sigma_{est}} = 0.5 \)).

Basing estimators \( \hat{p}_i \) and \( \hat{\sigma}_p \) on multinomial Uniform priors was originally thought to cause the poor error estimates seen for \( P_i \) in Bayes classification, because large mismatches were observed between \( C \) and nominal \( \xi_{p_i} \) in MC tests. Upon deriving forms for the discrete prior and posterior (Appendix B), these earlier large \( \xi \)-to-\( C \) mismatches were seen to be attributable to statistically unlikely restrictions imposed on other histogram bins by the statistically unlikely high trial values for \( p_i \) in one bin in the anomalous MC tests. A more likely cause for poor estimates of error in \( P_o \) was the failure to account for the uncertainty in the estimate of \( \hat{\sigma}_{p_i} \) itself (or more generally in each interval limit \( \hat{\delta}^+ \) or \( \hat{\delta}^- \) itself).

The improved accuracy in \( \hat{p}_i \) from de-noising initial histogram estimates was next characterized for different trial pdf’s at \( N \leq 12800 \) (Section 4). De-noising histograms reduces the \( N \) required to achieve the same MC average signal-to-noise (S/N) by a factor of about 10. (Here S/N is a measure of \( \hat{p} \)-to-\( p \) matching, with "noise" based on the error \( \sqrt{(\hat{p}_i - p_{i,true})^2} \).) De-noised histograms with 4 to 25 times fewer observations achieve S/N comparable to histograms based on earlier unsmoothed multinomial estimators including the joint estimator \( (\hat{p}_i)_{\delta \rho} \) from Rgbp in R (Stein 1955; Morris and Lysy 2012; Kelly et al. 2014). For comparable S/N when using the joint estimator \( (\hat{p}_i)_{\delta \rho} \) as a starting point for smoothing, a slight change was required in the procedure after smoothing to adjust the pdf’s scale and baseline. Applying the same adjustments to smoothed pdfs from all other initial estimators also improved the S/N of these further. At present, the MC average of S/N for estimated pdfs derived by de-noising starting estimates \( (\hat{p}_i)_{\xi \leftrightarrow C} \), the discrete \( \hat{p}_i(n_i, N) \), the multinomial Rule-of-Succession estimator \( \hat{p}_i(n_i, N) \), or the joint estimator \( (\hat{p}_i)_{\rho} \) are more comparable, with each initial \( \hat{p}_i \) exhibiting slight advantages for different trial pdfs and \( N \)-values.

Differences in MC average S/N among the smoothed estimates from different starting points are fairly small. Larger increases in S/N are found on going from unsmoothed \( b = 2 \) \( (\hat{p}_i)_{\xi \leftrightarrow C} \) to either unsmoothed \( b > 2 \) joint \( (\hat{p}_i)_{\rho \delta} \), continuous multinomial \( \hat{p}_i \), or discrete
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2. Improvement factors varied from test pdf to test pdf and for different values of \( N \) (see S1): usually above 10 for \( N < 800 \), increasing at lower \( N \) to as high as 25, but as low as 3.6 for the highest examined \( N \).
multinomial \( \hat{p}_i(n_i, N) \) but only at low \( N \). Consistently larger increases in S/N at all \( N \) are found on going from unsmoothed to smoothed estimators. Aside from improved \( \hat{p}_i \)-to-\( p_i \) matching, parametric single-run estimates \( \hat{\sigma}_{p_i, \text{smooth}} \), even after upward rescaling, are lower than initial unsmoothed estimates \( \hat{\sigma}_{p_i} \), and have sufficiently consistent \( \xi \)-to-\( C \) matching.

Given this overview and organizational layout, the details of the experimental numerical investigation into improved estimates for \( \hat{p}_i \) and \( \hat{\delta}_i \) are described below. We start by describing earlier Bayes estimators \( \hat{p}_i \) and \( \hat{\delta}_i \) used for initial \( \xi \)-to-\( C \) comparison.

### 1.2 Uniform Density as the Bayes Prior

To understand better the initially observed misestimation of uncertainty for Bayes classification, expressions for estimators of multinomial \( \hat{p}_i \) and \( \hat{\sigma}_{p_i}^2 \) were re-derived, by assuming that any value of \( p_i \) was equally likely at the outset (a Uniform Bayes prior pdf, \( U[0, 1; x] \)).

\[
\mu_{p_i} = \hat{p}_i = \frac{n_i + 1}{N + b} \tag{1}
\]

\[
\hat{\sigma}_{p_i}^2 = \langle p_i^2 \rangle - \langle p_i \rangle^2 = \frac{\hat{p}_i (1 - \hat{p}_i)}{N + 1 + b} \tag{2}
\]

Similar, more general equations for these estimators were found to have been derived by Jaynes (2003c), who recognized Eq. 1 & 2 to be a generalization of Laplace’s Rule of Succession from the binomial (\( b=2 \)) to the multinomial case (Jaynes, 2003a).

Re-examination of the literature, showed that repeated use of \( U[0, 1; x] \) as the Bayes prior pdf is in fact common for estimating \( \hat{p}_i \) in histograms, and the extra ‘+1’ associated with each bin is referred to as a ‘pseudocount’. However the expression for \( \sigma_{p_i}^2 \) was not encountered or used as often. As Jaynes has argued (Jaynes, 2003c), consideration of \( \sigma_{p_i} \) diminishes some objections to the use of the Rule of Succession. For example, an experiment with 0 observations to determine a binary outcome (\( b=2 \)) gives \( \hat{p}_i = 0.5000 \), which was thought to be conceptually unreasonable. However, consideration of the estimated variance leads to, \( \hat{\sigma}_{p_i} = 0.29 \), so that at \( \xi = 0.95 \), the expected range of values is \( p_i = 0.5000 \pm 0.57 \), suggesting that \( p_i \) might possibly well have any value from 0 to 1 at this confidence level. This is clearly consistent with the state of knowledge specified by 0 observations.

### 1.3 The Jeffreys-Bayes Prior

Use of \( U[0, 1; x] \) as the Bayes prior pdf for estimates \( \hat{p}_i \) and \( \hat{\sigma}_{p_i} \) seemed reasonable at the outset since all values of \( p_i \) in (0, 1) seemed equally possible in the absence of information. On further examining the literature though, it was found that even for the case of the simplest histogram, one with 2 bins dictated by a binomial distribution, the proper choice of Bayes prior pdf was a point of debate. For more general multinomial histograms, bins with pseudocount values other than 1, including non-integer values, are often used. The criterion for choosing the optimal number of pseudocounts in each bin is also unsettled.

Some of the contention arises from the argument that an experiment that distinguishes between the values \( p_a = 1.0 \times 10^{-23} \) and \( p_b = 0.0001 \) establishes more meaningful information than one that distinguishes between the values \( p_a = 0.5000 \) and \( p_b = 0.5001 \) would, even though \( p_b - p_a \approx 1 \times 10^{-4} \) in both instances. That is, differences in \( \log(p) \) are more relevant than differences in \( p \) and there is a higher density of possible meaningful values for
log(p) and log(1 - p) as one approaches the limiting values of p=0 or p=1. Since more new meaningful information lies close to the values p = 0 and p = 1, consideration of the density of information content, as quantified by Fisher information (Jeffreys) [Brown et al., 2001, 2002; Jeffreys, 1946], would dictate use of beta pdf $B\left[\frac{1}{2}, \frac{1}{2}; x\right]$ instead of $U[0, 1; x] = B[1, 1; x]$ as the Bayes prior pdf. Use of $B\left[\frac{1}{2}, \frac{1}{2}; x\right]$ for binomial $\hat{p}$ adds enhanced weight, symmetrically about $p = \frac{1}{2}$, to outcomes near 0 and 1. For the $b$-bin multinomial case, the expressions for the expected values of the mean and variance with the Jeffreys-Bayes prior are:

$$\mu_{p_i} = \hat{p}_i = \frac{n_i + \frac{1}{2}}{N + \frac{1}{2} b}$$

$$\hat{\sigma}^2_{p_i} = \langle p_i^2 \rangle - \langle p_i \rangle^2 = \frac{\hat{p}_i (1 - \hat{p}_i)}{N + 1 + \frac{1}{2} b}$$

These expressions for the Jeffreys estimates are identical to those for the generalized Rule of Succession, except that a pseudocount of $\frac{1}{2}$ instead of 1 is used in each bin. Note that an alternative argument for estimating information content using Shannon entropy (Shannon, 1948a,b) instead of Fisher information as the information measure leads back to the Rule of Succession and the Uniform Bayes prior (Dimitrov, 2007; Jaynes, 1957a,b). Also note that Jeffreys’s original derivation (Jeffreys, 1946) was not based on information theory, but on an invariance argument that holds only when Bayes prior and posterior densities are continuously differentiable over all possible outcome values for the estimates, $\hat{p}_i$. Such assumptions of continuity of the derivative do not hold strictly when proportions are estimated from counts of discrete events as is typically done. In such ‘counting’ experiments with integer results, the resulting estimates $\hat{p}_i$ may assume only a finite set of discrete outcome values for any given experiment (Rousseau, 2000, 2002; Wang, 2007).

1.4 Posterior pdfs to Get Limits for the Confidence Intervals

1.4.1 POSTERIORS FOR THE APPROXIMATELY CONTINUOUS PRIORS

For estimators from each class of approximate continuous Bayes prior pdf (Jeffreys or Uniform), two ways were examined to estimate confidence interval limits $(\hat{\delta}_i)_\xi = (\hat{\delta}_i^-, \hat{\delta}_i^+)$, each based on a different approximate continuous Bayes posterior pdf. The first possible posterior was the standard normal (Gaussian) pdf, $N[\hat{p}_i, \hat{\sigma}^2_{p_i}; \theta]$. Use of this class of Bayes posterior can be justified by the law of large numbers since parameters defining the confidence intervals are expected to be valid in the limit of an infinite number of $N$-observation trials. Conveniently, one may use $\hat{p}_i$ and $\hat{\sigma}^2_{p_i}$ (Eq. 1-4) as parameters, based on the estimators from either prior above. For such estimates from a single $N$-observation trial though, this form for the posterior is only approximate; for finite numbers of $N$-observation trials, some values of $p_i, true$ close to 0 or 1 cause $N[\hat{p}_i, \hat{\sigma}^2_{p_i}; \theta]$ to have a substantial amount of probability density for $\theta$ lying outside the range of possible values for $p_i$.

3. Presuming a higher relative importance of logarithmic differences can lead to the paradoxical conclusion that there is less importance in learning about a change in the probability of death from 0.0010 to 0.9999, a factor of $\approx 10^3$ than in learning about a change in the risk of death from $10^{-12}$ to $10^{-3}$, a factor of $10^9$. Information gain by $p \log p$ measures is nearly equal in both instances. Emphasizing regions of $p$ with high logarithmic differences makes sense though if all events are of very low or very high probability.
Instead of the clearly approximate form \( N[\tilde{p}_i, \sigma^2_{\tilde{p}_i}; \theta] \), one may use a Beta-pdf, \( B[\alpha, \beta; \theta] \), the "exact" form for the Bayes posterior, as advocated in [Brown et al., 2001, 2002]. Since \( \text{supp}(B[\alpha, \beta; \theta]) = [0, 1] \) or \((0,1)\) no density lies outside the range of possible values for \( p_i \), but intervals from \( B[\alpha, \beta; \theta] \) are generally not symmetric about \( \tilde{p}_i \). To estimate confidence intervals \((\delta^-) \) using \( B[\alpha, \beta; \theta] \) as the posterior, presumed continuity of \( \theta \) and integration allow parameters \( \alpha \) and \( \beta \) to be updated by adding the number of 'successes' and 'failures' counted in an experiment to initial values, \( \alpha_0 \) and \( \beta_0 \), from the Bayes prior pdf:

\[
 f(\theta) \ d\theta = B[n_i + \alpha_0, \ N - n_i + \beta_0; \ \theta] \ d\theta = K \ (\theta)^{n_i+\alpha_0-1} (1-\theta)^{N-n_i+\beta_0-1} \ d\theta \tag{5}
\]

\( K \) is a normalization constant. For the Jeffreys-Bayes prior, \( \alpha_0 = \frac{1}{2}, \ \beta_0 = (b - 1)\) and for the Uniform Bayes prior, \( \alpha_0 = 1, \ \beta_0 = b - 1 \). This is seen by comparing expressions for expected values \( \mu_p \) and \( \sigma_p \) (Eq.1-4) with expressions for \( \mu(\alpha, \beta) \) and \( \sigma(\alpha, \beta) \) for a generalized beta pdf, \( B[\alpha, \beta; \theta] \). By Eq. 5, other than adding \( \alpha_0 \) and \( \beta_0 \), the experimental counts are used directly to form parameters \( \alpha \) and \( \beta \) for the \( B[\alpha, \beta; \theta] \) posterior. For either continuous posterior, \( f(\theta) \), confidence interval limits \( \delta^- \) and \( \delta^+ \) at a confidence value \( \xi \) derive from:

\[
 \int_{-\infty}^{\delta^-} f(\theta)d\theta = \frac{1 - \xi}{2} \quad \text{and} \quad \int_{\delta^+}^{\infty} f(\theta)d\theta = \frac{1 - \xi}{2} \tag{6}
\]

for equal-tailed confidence intervals. When \( N[\mu_p, \ \sigma^2_p; \ \theta] \) is chosen as \( f(\theta) \) using \( \mu_p \) and \( \sigma_p \), from Eq.1-4, then good agreement between \( C \) and \( \xi \) is obtained by choosing \( \delta^- = \max(0, \delta^-) \) and \( \delta^+ = \min(1, \delta^+) \) [Agresti and Coull, 1998]. For Bayes classification, sufficient \( \xi \)-to-\( C \) matching required only a few decimal places of accuracy in \( \delta^+ \) and \( \delta^- \), but sufficiently consistent run-to-run accuracy was initially absent in our Bayes classification test case.

One should note that whereas \( B[\alpha, \beta; \theta] \) is considered an exact posterior, \( P(\hat{p}_i=\theta|X=n_i) \), its derivation and typical application to derive expressions for \( \hat{p}_i(n_i, N) \) and \( \hat{\delta}_i(n_i, N) \) presume that the experimental value \( \theta \) varies approximately continuously for purposes of differentiation and integration. Application of \( N[\tilde{p}_i, \sigma^2_{\tilde{p}_i}; \theta] \) as the posterior also presumes such continuity. Continuity of outcomes is not met in experiments to determine proportions based on counting small discrete numbers of events [Rousseau, 2000, 2002; Wang, 2007]. In essence, this presumption of continuity where it is lacking causes the "exact" \( B[\alpha, \beta; \theta] \) posterior to be another approximation. \( B[\alpha, \beta; \theta] \) can be an exact posterior, but only when its argument \( \theta \) may assume all values in a continuous range \( (\theta \in \mathbb{R}) \). Otherwise integrals to derive \( \hat{p}_i(n_i, N) \) and \( \hat{\delta}_i(n_i, N) \) presume that \( \theta \) may have been defined by observed fractional occurrences. For an \( N \) observation binomial trial, the range of estimator \( \hat{p}(n, N) \) consists of only \( N + 1 \) possible outcome values, \( \Theta_N = \theta_j \in \{\theta_0, \theta_1, \theta_2 \ldots \theta_N\} \). For an \( N \) observation, \( b \)-bin multinomial trial having a \( b \)-dimensional observation vector \( \mathbf{n} = (n_1, n_2, n_3, \ldots n_b) \) of integer outcome values, the much larger number of possible values for \( \hat{p}_i(n_i, N) \) from \( P(\hat{p}_i=\theta|\mathbf{n}) \) is equal to the number of combinations of \( b \) integers that sum to \( N \), \( \binom{N+b-1}{b-1} \).

The continuity approximation generally works fairly well, particularly for large \( N \) in the binomial case, but as others have noted [Rousseau, 2000, 2002; Wang, 2007] and in tests here, the relative accuracy of this approximation differs slightly for different presumed forms for the continuous posterior. Sections 1.6-1.7 compare the relative accuracy found for different continuous approximations to the posterior. An alternative form for estimators \( \hat{p}_i \) based on discrete forms for the Bayes prior and posterior pdfs is derived in Appendix B.
1.5 Calculation of Coverage

Uncertainties about which known estimators \( \hat{p} \) and \( \hat{\delta} \) were sufficiently accurate for Bayes classification led us to compare \( \xi \)-to-\( C \) matching for some of the choices. Similar, fairly recent tests \cite{Brown2001,Brown2002} compared binomial \( \hat{p} \) and \( \hat{\delta} \) based on the continuous \( B\left[\frac{1}{2}, \frac{1}{2}; \theta \right] \) Jeffreys-Bayes prior with earlier asymptotic estimators \cite{Agresti1998,Laplace1912,Wald1941,Wilson1927}, but \( \hat{p} \) and \( \hat{\delta} \) from the continuous \( U[0,1;x] \)-Bayes prior were omitted. More recent comparisons including this prior for \( B[\alpha, \beta; \theta] \) posterior are in \cite{Newcombe2012}. For more complete comparison including the \( N[\hat{p}, \sigma_{\hat{p}}^2; \theta] \)-Bayes prior and to test computational methods, continuous Bayes estimators \( \hat{p} \) and \( \hat{\delta} \) were first compared for the simpler binomial case. Initially, \( C \) was calculated from random binomial variates \((b = 2)\) using estimated confidence interval limits \( (\hat{\delta}_i)_\xi \) from either the Jeffreys or Uniform Bayes prior. Later, use was made of a discrete summation \cite{Wang2007}, from which \( C \) is calculated exactly, given the lower and upper limits of the confidence intervals \( (\hat{\delta}_{i\mid n_i}^-, \hat{\delta}_{i\mid n_i}^+) \) for each of the \( N + 1 \) possible outcomes \( n_i \in \{0, \ldots, N\} \) for a given sample size \( N \) (Fig 1).

From \cite{Brown2001,Brown2002}, it was clear that \( (\hat{\delta}_i)_\xi \) based on the Jeffreys-Bayes prior were preferred over those from earlier asymptotically valid estimators, such as the Wald estimator \cite{Wald1941,Laplace1912} for \((N < 100)\). However, for many values of \( p_{\text{true}} \), at least 20-50 experiments were required to avoid particularly deviant \( N \) with low \( C \) values \((\xi - C > 1 - \xi; \xi \gg C)\) that can lead to erroneous Bayes classification. For most values of \( p_{\text{true}} \), deviant \( N \) are absent for \( N > 50 \), but for small values of \( p_{\text{true}} \) deviant \( N \) are present at larger values of \( N \) \((N > 100, N > 1000)\). It may not be practical to repeat difficult, time sensitive, or expensive experiments the required 20-50 times to assure that the interval \( (\hat{\delta})_\xi \) is actually reliable at nominal confidence level \( \xi \), as judged by calculated \( C \). More relevantly...
Accurate Estimates for Proportions

for a 100-bin multinomial case used in Bayesian classification, small-valued \( p_i \) typically occur throughout the entire histogram since \( b \) is large, and these require even larger \( N \) to avoid deviant \( N \). To know when the final predictions from statistical modeling were reliable, it was important to have confidence intervals \((\delta_\xi)\) for which \( C \) reliably reflected the nominal confidence \( \xi \) in addition to accurate estimates of the observation frequency \( p_i \).

Considering application to Bayes classification, even with \( \xi \)-to-\( C \) consistency for most of the many required estimates \( \tilde{p}_i \), if there are chance large inconsistencies in enough instances, this could cause incorrect final classification outcomes. For commonly encountered values of \( N \) and \( p_{i,true} \), \( C \) and \( \xi \) often differed by significant amounts at the first or second decimal place. Overestimates of \(|\delta^+ - \delta^-|\), avoid false classification, but increase the number of cases deemed to be indeterminable by decreasing the overall confidence. Underestimates of \(|\delta^+ - \delta^-|\) are more serious, leading to \( \xi \gg C \), undue confidence, and therefore misclassification. Whereas reducing measurement uncertainty \( \sigma_{p_i} \), and hence \(|\delta^+ - \delta^-|\), for a given \( N \) is the ultimate goal of experimental design, this is only useful if the estimates \( \tilde{\sigma}_{p_i} \) are themselves accurate. Given the need for only two to three-place accuracy in \( \delta^- \) and \( \delta^+ \), and the simplification from using well-known results about propagation of uncertainty that themselves accurate, given the need for only two to three-place accuracy in \( \delta^- \) and \( \delta^+ \), and the simplification from using well-known results about propagation of uncertainty that

\[
\text{1.6 Initial Comparisons for the Binomial Case (} b = 2 \text{)}
\]

1.6.1 The \( \mathcal{N}[\mu_{p_i}, \sigma^2_{p_i}; \theta] \) Bayes Posterior and \( \xi \)-to-\( C \) Consistency

When intervals \((\tilde{\delta}_\xi)_{\xi=0.95} \) in the \( b = 2 \) binomial case are determined from Eq. 6 using \( \mathcal{N}[\mu_{p_i}, \sigma^2_{p_i}; \theta] \) as Bayes posterior \( f(\theta) \), calculated \( C \) values are practically identical when either the uniform \( U[0,1; x] \) \( (= \mathcal{B}[1,1; \theta]; \mu_{p_i}, \sigma_{p_i} \) from Eq.1-2) or for the Jeffreys-Bayes \( \mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \) prior pdfs \( \mathcal{N}[\mu_{p_i}, \sigma^2_{p_i}; \theta] \) are used, over most values of \( N \) and \( p \). However, in regions for which \( \xi \)-to-\( C \) consistency differs most between \( \tilde{p} \) and \( \tilde{\sigma} \) from these two priors \( \text{[Fig 2]} \), \( U[0,1; x] \) is generally the choice that leads to fewer error-prone situations for which \( \xi - C > 1 - \xi \).

Use of the \( U[0,1; x] \) prior with the \( \mathcal{N}[\mu_{p_i}, \sigma^2_{p_i}; \theta] \) posterior avoids such error-prone mismatches between \( C \) and \( \xi \) for all but the very lowest values of \( N \) total observations. For small \( p_{i,true} \) values, the combination of Jeffreys \( \mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \) prior with the \( \mathcal{N}[\mu_{p_i}, \sigma^2_{p_i}; \theta] \) posterior exhibits error-prone mismatches \( (C \ll \xi) \) at some moderately large values of \( N \), approaching several 100 to several 1000. These values for \( p_{i,true} \) and \( N \) are in a range typically encountered in the histogram analysis used for classification. When large \( |C - \xi| \), is found for the \( U[0,1; x] \) prior \( \times \mathcal{N}[\mu_{p_i}, \sigma^2_{p_i}; \theta] \) posterior combination, typically for some smaller values of \( p_{i,true} \), it is always in the direction for which \( C > \xi \), usually \( C \approx 1 \), avoiding errors leading to false Bayes classification outcomes \( \text{[Fig 2]} \). When maximally large \( |C - \xi| \) are found from the the Jeffreys \( \mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \) prior \( \times \mathcal{N}[\mu_{p_i}, \sigma^2_{p_i}; \theta] \) combination, \( |C - \xi| \) is typically larger, with \( C < \xi \), extending closer to error-prone regions of low \( C \) values. In plots at constant \( N \) and varying \( p_{i,true} \) \( \text{[Fig 3]} \), \( N \) values as in \( \text{Brown et al} \) \( \text{[2001, 2002]} \), estimates \((\tilde{\delta}_\xi)_{\xi=0.95} \) from \( U[0,1; x] \) lead to increased \( |C - \xi| \) at small values of \( p_{i,true} \), but again \( C > \xi \) always and error-prone situations for which \( \xi - C > 1 - \xi \) are avoided. The Jeffreys prior has some error-prone situations for which \( C \ll \xi \). Interval lengths for \((U[0,1; x] \text{ prior } \times \mathcal{N}[\mu_{p_i}, \sigma^2_{p_i}; \theta] \) posterior) are comparable to those for earlier estimators \( \text{[Fig 4]} \).
Figure 2: Binomial Case ($b = 2$): Comparison of $C(N)$ at fixed $p_{i,true}$ for 95% confidence intervals based on either the $B(\alpha, \beta; x)$ beta-pdf (left, Eq.5, $\beta_0 = \alpha_0$ ) or the $N(\hat{\mu}_p, \hat{\sigma}_p)$ normal Bayes posteriors (right), and either the Jeffreys ($\alpha_0 = \frac{1}{2}$) or Uniform ($\alpha_0 = 1$) Bayes Priors. Oscillation amplitudes about $\xi = 0.95$ decrease with increasing $N$ outside these ranges of maximal difference.
Trials with $p(\delta, \delta)$

Coverage for Binomial ($b=2$) Confidence Interval
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Figure 3: Binomial Case ($b=2$): Comparison of $C(p_{i,\text{true}})$ at fixed $N$ for 95% confidence intervals based on either the $B(\alpha, \beta; x)$ beta-pdf (left, Eq.5, $\beta_0=\alpha_0$) or $N(\hat{\mu}_p, \hat{\sigma}_p)$ normal Bayes posteriors (right), and either the Jeffreys ($\alpha_0 = \frac{1}{2}$) or Uniform ($\alpha_0 = 1$) Bayes Priors.
Width of Confidence Interval, $|\delta^+ - \delta^-|$, for Different Binomial Estimators $\hat{p}$ and $\hat{\delta}$ (Defining $\delta = (\delta^-, \delta^+)$ so that $\delta^- \geq 0$, $\delta^+ \leq 1$)

$N=25$, $\kappa=1.960$

Figure 4: Comparison of $|\delta^+ - \delta^-|$ at $\xi = 0.95$ for different estimators of intervals $\delta$ for binomial $p$ (Agresti and Coull, 1998; Laplace, 1812; Wald, 1941; Wilson, 1927) for the particular case $N = 25$. Bayes posterior pdfs include the continuous $B[n+\alpha_0, N-n+\alpha_0; x]$ or $\mathcal{N}[\mu_p, \sigma^2_p; x]$ posteriors, or the discrete posterior of Appendix B. Use of $\mathcal{N}[\mu_p, \sigma^2_p; x]$ requires estimates $\mu_p$ and $\sigma^2_p$ from Eq.1-4. In the legend, plots are identified as "Prior (or Estimator Type) : Posterior". Compare with Fig. 8 of (Brown et al., 2001).
1.6.2 The $\mathcal{B}[\alpha, \beta; x]$ Bayes Posterior and $\xi$-to-$C$ Consistency

When $\mathcal{B}[\alpha, \beta; x]$ beta-pdf Bayes posteriors are used to derive $(\hat{\delta}_i)_{\xi=0.95}$ from Eq. 5-6, $\xi$-to-$C$ matching is fairly consistent when either the $\mathcal{U}[0, 1; x]$ ($= \mathcal{B}[1, 1; \theta]$) or the Jeffreys $\mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta]$ priors are used, but there are marked points of inconsistency for both. With the Jeffreys prior $(\mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \propto \mathcal{B}[\alpha, \beta; x]$ posterior), $C < \xi$ at low to intermediate values of $p_{i,true}$, but usually only slightly, for several small values for $N$ (Fig 23). In general, $C < \xi$ fairly often, but with $|C - \xi|$ of limited magnitude. For $p_{true}$ in $(0, 1)$, the overall $(\xi - C)^2$ for the other estimator pair based on $\mathcal{U}[0, 1; x]$ prior $\times \mathcal{B}[\alpha, \beta; x]$ posterior, is smaller than for Jeffreys $\mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \propto \mathcal{B}[\alpha, \beta; x]$ posterior, but $|\xi - C|$ exhibits large fluctuations near $p_{true} = 0$ and $p_{true} = 1$. Points in these relevant ranges for $p_{true}$ exhibit $C < \xi$, conducive to catastrophic errors in Bayes classification. The overall $(\xi - C)^2$ value for Jeffreys $\mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \propto \mathcal{B}[\alpha, \beta; x]$ posterior, although larger than for $\mathcal{U}[0, 1; x]$ prior $\times \mathcal{B}[\alpha, \beta; x]$ posterior, is still smaller than it was for Jeffreys $\mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \propto \mathcal{N}[\mu_{pi}, \sigma_{pi}^2; \theta]$ posterior.

1.6.3 Comparing the Best Two Continuous Prior-Posterior Combinations

When comparing $\mathcal{U}[0, 1; x]$ prior $\propto \mathcal{N}[\mu_{pi}, \sigma_{pi}^2; \theta]$ posterior versus $\mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \propto \mathcal{B}[\alpha, \beta; x]$ posterior, the two ”best” Bayes prior-posterior combinations leading to the fewest large $\xi$-to-$C$ inconsistencies, interval lengths $|\delta^+ - \delta^-|$ for these two were often practically identical (Fig 4), and the average $(\langle \xi - C \rangle^2)$ was often slightly lower for the $\mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta] \propto \mathcal{B}[\alpha, \beta; x]$ posterior combination. However, despite better average $\xi$-to-$C$ consistency with $\mathcal{B}[\frac{1}{2}, \frac{1}{2}; \theta]$ prior $\times \mathcal{B}[\alpha, \beta; x]$ posterior, this consistency is occasionally interrupted by unpredictable coincidental situations with increased $\xi$-to-$C$ inconsistency, larger maximal errors with $C < \xi$ or $C \ll \xi$, particularly in the relevant range of small $p_{true}$ and large to moderate $N$. Such large, albeit infrequent, inconsistencies for unpredictable combinations of $N$ and $p_{true}$ values in the range relevant to histogram analysis reduce the reliability of classification. Since $\xi$-to-$C$ mismatch with $C < \xi$ led to more problems for Bayes classification, since the $\mathcal{U}[0, 1; x]$ prior $\propto \mathcal{N}[\mu_{pi}, \sigma_{pi}^2; \theta]$ posterior combination had comparable $(\langle \xi - C \rangle^2)$, and since it simplifies analysis of propagation of uncertainty, the $\mathcal{U}[0, 1; x]$ prior $\times \mathcal{N}[\mu_{pi}, \sigma_{pi}^2; \theta]$ posterior combination was the initial choice for trying Bayes classification. First though, a few multinomial $\xi$-to-$C$ comparisons were examined for some relevant small values of $p_{i,true}$.

1.7 Initial Comparisons for the Multinomial Case ($b > 2$)

1.7.1 Trends for $\xi$-to-$C$ Matching Apparently Similar for $b > 2$, Low $p_{i,true}$

Similar conclusions about prior-posterior choice were reached for multinomial intervals, using $b > 2$ in Eq. 1-4 for parameters in the $\mathcal{N}[\mu_{pi}, \sigma_{pi}^2; \theta]$ posterior or $\beta_0 = (b - 1)\alpha_0$, $\alpha_0 \in \{\frac{1}{2}, 1\}$ in Eq. 5 for the $\mathcal{B}[\alpha, \beta; x]$ posterior. Initially, only values of $p_{i,true} < 0.05$ were examined for $b > 2$ because these values occurred often for large $b$ and they sometimes led to larger $|C - \xi|$ for relevant-sized $N$ in the earlier $b = 2$ case. As had been seen for $b = 2$, intervals $(\hat{\delta}_i)_{\xi=0.95}$ from the $\mathcal{U}[0, 1; x]$ prior $\times \mathcal{N}[\mu_{pi}, \sigma_{pi}^2; \theta]$ posterior combination led more consistently to $C \approx \xi$ and $C \geq \xi$ than $(\hat{\delta}_i)_{\xi=0.95}$ from the Jeffreys $\mathcal{B}[\frac{1}{2}, \frac{b-1}{2}; \theta] \propto \mathcal{B}[\alpha, \beta; x]$ posterior combination for histogram of moderate $b, b \in \{6, 10, 25\}$ (Fig 5).

Initial applications of estimates of $\hat{\beta}_i$ and $\hat{\delta}_i$ from the $\mathcal{U}[0, 1; x]$ prior $\times \mathcal{N}[\mu_{pi}, \sigma_{pi}^2; \theta]$ posterior combination to Bayes classification for known test cases provided fairly consistent
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Figure 5: The 25-Bin Multinomial Case: Comparison of coverage for 95% confidence intervals for either the beta- (left, Eq.5, $\beta_0 = 24\alpha_0$) or normal (right, $\sigma$ from Eq.2 or Eq.4, $b = 25$) Bayes posterior pdfs, and either the Jeffreys ($\alpha_0 = \frac{1}{2}$) or Uniform ($\alpha_0 = 1$) Bayes Prior pdf at small fixed values of $\pi_{i,true}$ for the 25 bin multinomial case.
results. However, analyses of more demanding experimental test data led to possible inconsistencies, with some data sets having samples incorrectly classified yet estimated to have high certainty \( |P_o - P_{\text{crit}}| \gg 4\sigma P_o \) and other data sets having a high fraction of correctly classified samples based on \( \text{sgn}(P_o - P_{\text{crit}}) \), but unexpectedly consistently large values \( \hat{\sigma} P_o \).

Estimators of \( \hat{p}_i \) and \( \hat{\delta}_i \) were thus reexamined to try to rationalize these apparent anomalies.

1.7.2 LARGE INCONSISTENCY AT HIGH \( p_{i,\text{true}} \) FOR BOTH PRIORS

Further \( \xi \)-to-\( C \) comparison over histograms with more bins and a wider range of presumed \( p_{i,\text{true}} \) revealed large \( |\xi - C| \) with \( C \ll \xi \) for estimates from both initially considered pairs of continuous Bayes priors and posteriors (Fig 6, 7). For \( b > 2 \), the more significant cases of large \( |\xi - C| \) occurred for larger values of \( p_{i,\text{true}} \) closer to \( p_{i,\text{true}} = 0.500 \) that had been well-behaved in the binomial, \( b = 2 \) case. Initial indications of these problems had begun to appear at small values of \( N \) even at moderately low values of \( p_{i,\text{true}} \) for the 100-bin case (Fig 6), but initially the significance of these had not been fully appreciated. At \( \xi = 0.95 \) with “larger” values of \( p_{i,\text{true}} \) \( (p_{i,\text{true}} > 0.100) \), values of \( C \) fell to between 0.4 and 0.6 for sample sizes \( N \sim 10^2 \) and remained well below 0.95 for \( N \sim 10^3 \) (Fig 7).

Whereas different Aristotelian arguments for using either the Jeffreys or Uniform Bayes priors based on information content each appear to have merit, numerous other information measures are available (see e.g. Basseville, 2013; Reid and Williamson, 2011; Kumar and S.Chhina, 2005), each with their own merit as a basis for alternative Bayes prior pdfs. Therefore, it appears that basing Bayes prior selection solely on information theory, is equivalent to replacing an arbitrary choice of a Bayes prior pdf with an arbitrary choice of information measure. Furthermore both Jaynes’s (Jaynes, 2003c) and Jeffreys’s (Brown et al., 2001, 2002; Jeffreys, 1946) information-based criteria to select optimal Bayes priors presume priors and posteriors to be continuously differentiable with respect to the measurement value. This makes any conclusions only approximate in the absence of continuity, when possible \( \theta \) values are limited by discrete integer counts of observed occurrences. Fine scale comparative predictions would then require confirmation by direct calculation.

For practical purposes though, statistical classification of drug sensitivity required accurate estimators \( \hat{p}_i \) and \( \hat{\delta}_i \), and aside from (i) \( \hat{p}_i \) matching \( p_{i,\text{true}} \), sufficient accuracy demanded that (ii) \( |\hat{\delta}_i^+ - \hat{\delta}_i^-| \) be sufficiently short and (iii) the nominal confidence \( \xi \) used to define \( (\hat{\delta}_i)\xi \) be matched or exceeded by the calculated coverage \( C \) \( (C \approx \xi \text{ or at worst } C > \xi - (1 - \xi); \{C > 2\xi - 1\}) \) with no large errors at relevant \( N \) and \( p_{\text{true}} \) values. Thus it was of interest to see if alternate choices of Bayes priors could provide estimators with improved \( \xi \)-to-\( C \) matching relative to the Jeffreys or the Uniform Bayes prior. In the first attempt at such priors, use was made of a more general form for a continuous multinomial prior.

2. Optimization of a Parametric Prior for \( \xi \)-to-\( C \) Matching

2.1 A Generalized Parametric Multinomial Prior

For multinomial distributions, a generalized Bayes prior corresponding to the "multidimensional" \( B(\alpha_0, \beta_0; x) \) is a Dirichlet pdf: \( B(\alpha_1, \alpha_2, \ldots; x) \) where each bin has its own associated value for \( \alpha \). When a Dirichlet pdf is used as a Bayes prior though, most often a "non-informative" Dirichlet Bayes prior is chosen (Jaynes, 2003a, b; Keynes, 1921) for which all
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Figure 6: The 100-Bin Multinomial Case (small $p_{i,true}$): Comparison of $C$ for $(\hat{\delta}_i)_{\xi=0.95}$, 95% confidence intervals, for either the beta- (left, Eq.5, $\beta_0 = 99\alpha_0$) or normal (right, $\sigma$ from Eq.2 or Eq.4, $b = 100$) Bayes posterior pdfs, and either the Jeffreys ($\alpha_0 = \frac{1}{2}$) or Uniform ($\alpha_0 = 1$) Bayes Prior pdf at small fixed values of $p_{i,true}$ for the 100-bin multinomial case.
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Figure 7: The 100-Bin Multinomial Case (large $p_{i,true}$): Comparison of $C$ for 95% confidence intervals for either the $\mathcal{B}[\alpha, \beta; x]$ - (left, Eq.5, $\beta_0 = 99\alpha_0$) or $\mathcal{N}[p_i, \sigma_{0}; x]$ (right, $\sigma$ from Eq.2 or Eq.4, $b = 100$) Bayes posterior pdfs, and either the Jeffreys ($\alpha_0 = \frac{1}{2}$) or Uniform ($\alpha_0 = 1$) Bayes Prior pdf at larger fixed values of $p_{i,true}$ for the 100-bin multinomial case.
\( \alpha_i \) share a common value \( \alpha_0 \). For a general Dirichlet-Bayes prior pdf, the expressions for \( \hat{p}_i \) and \( \hat{\sigma}_{p_i}^2 \) for use with the \( N[\hat{p}_i, \hat{\sigma}_{p_i}^2; \theta] \) posterior are:

\[
\mu_{p_i} = \hat{p}_i = \frac{n_i + \alpha_i}{N + \alpha_i + \sum_{j \neq i}^b \alpha_j} \\
\hat{\sigma}_{p_i}^2 = \langle p_i^2 \rangle - \langle p_i \rangle^2 = \frac{\langle p_i \rangle (1 - \langle p_i \rangle)}{N + 1 + \alpha_i + \sum_{j \neq i}^b \alpha_j}
\]

and for the 'non-informative' case, when considering the parameters for a single bin \( i \), this is equivalent to \( B[\alpha_0, \beta_0; x] \) with \( \alpha_0 = \alpha_i \) and \( \beta_0 = \sum_{j \neq i}^b \alpha_j = (b - 1)\alpha_0 \):

\[
\mu_{p_i} = \hat{p}_i = \frac{n_i + \alpha_0}{N + b\alpha_0} \\
\hat{\sigma}_{p_i}^2 = \langle p_i^2 \rangle - \langle p_i \rangle^2 = \frac{\langle p_i \rangle (1 - \langle p_i \rangle)}{N + 1 + b\alpha_0}
\]

The earlier expressions (Eq.1-4) for either the Jeffreys or the Uniform-Bayes priors are clearly special cases of this general expression when all of the values for \( \alpha_i \) here are either \( \frac{1}{2} \) or 1 respectively. The \( B[\alpha_0, \alpha_0; x] \) pdf is a more general special case for which \( b = 2 \).

### 2.2 Bayesian Priors with \( \alpha_0 \) as an Adjustable Hyperparameter

The generality of the form \( B[\alpha_0, (b - 1)\alpha_0; x] \) as a non-informative prior for multinomial distributions based on the Dirichlet pdf is particularly convenient for numerical optimization of \( \xi \)-to-\( C \) matching. Only a single value \( \alpha_0 \) needs to be determined by \( \xi \)-to-\( C \) optimization of estimators \( \hat{p}_i \) and \( \langle \hat{\delta}_i \rangle_\xi \), but the optimal value for \( \alpha_0 \) in these estimators is expected to change with \( N, b, \xi, \) and perhaps \( n_i \). This numerical optimization of a parametric prior is less direct than an earlier approach for \( \xi \)-to-\( C \) probability matching for discrete estimation (Rousseau, 2000, 2002) that entailed determining factors for direct rescaling of the confidence interval to achieve \( \xi \)-to-\( C \) matching. That method was advocated for use in retrospective statistical analyses but was cautioned for use in predictive ones. Although improved \( \hat{p}_i \) and \( \hat{\sigma}_{p_i} \) were needed for predictive Bayesian classification of drug sensitivity, part of the reason for pursuing optimization of \( \alpha_0 \) for \( \xi \)-to-\( C \) matching was simply the curiosity about how close the generally presumed values \( \alpha_0 = \frac{1}{2} \) (Jeffreys) and \( \alpha_0 = 1 \) (Uniform) in the prior were to the actual values that provided optimal for \( \xi \)-to-\( C \) matching. The severe \( \xi \)-to-\( C \) mismatches that had been observed for the 100-bin multinomial example with \( \alpha_0 \in \{ \frac{1}{2}, 1 \} \) suggested possibly greater limitations about this class estimators that needed to be better understood.

The bulk of Section 2 entails finding the parameters \( \alpha_0 \) and \( \beta_0 \) in these generalized pdfs that optimize matching between \( C \) and \( \xi \) and characterizing the resulting \( \hat{p}_i \) and \( \hat{\delta}_i \). A numerical de-noising method originally developed to improve optimization of \( \alpha_0 \) was also found, on its own, dramatically to improve the accuracy of estimates \( \hat{p}_i \) and \( \hat{\sigma}_{p_i} \) beyond that which can be obtained by simple estimators (Sec. 3).
2.3 Optimizing $\alpha_0$ in $B[\alpha_0, (b-1)\alpha_0; x]$ Prior: Subranges $p_{ik}$ of $(0, 1)$ at Each $N$

Computational optimization of $\xi$-to-$C$ matching (minimization of $(\xi - C)^2$) with respect to $\alpha_0$ for was performed at each point on a grid of fixed values for $N$ and with trial $p_i$ values for optimization initially selected from fixed ranges $p_{ik} \in (\psi_k, \psi_{k+1})$. Since empirical functional relationships were not initially found between the optimal values for $\alpha_0$ on this $(N, k)$-grid, pre-optimized values of $\alpha_0$ could be read from a stored table. It had been presumed that $\alpha_0$ might vary between different subranges $p_{ik}$ of $(0, 1)$, but that within each $p_{ik}$, $\alpha_0(p_{ik})$ would need to be sufficiently invariant, $\sigma_{\alpha_0(p_{ik})}^2 \ll \mu_{\alpha_0(p_{ik})}$, for consistency of the prior using $\alpha_0(p_{ik})$. While apparently restrictive, this is less stringent than the presumption made for either the Jeffreys or Uniform priors that $\alpha_0$ is invariant over the entire range $p_i \in (0, 1)$. To use tabulated $(\xi \leftrightarrow C)$-optimized $\alpha_0$ values to estimate $\hat{p}_{\xi+C}$, values of $\alpha_0$ were selected from the table by a recursion using intermediate best estimates of values for $\alpha_0$ and $p_{ik}$.

During optimization of $\alpha_0$, exact calculation of $C$ by discrete summation (Wang 2007) obviated the need to perform many random trials. This procedure requires an exhaustive list of confidence interval limits $\left(\delta_i^-(\alpha_0), \delta_i^+\right)$, $i \in \{0, 1, \ldots N\}$ for all possible discrete outcomes of a binomial or multinomial experiment with a fixed sample size of $N$ observations, and does not specify how the set of confidence interval limits should be chosen. Optimization of $\alpha_0$ is fraught with technical difficulties as might be discerned from the irregular abrupt variation in the earlier plots of $C(N)$ or $C(p_{true})$ for the binomial or multinomial estimators (Fig. 2, 3, 5, & 6). Such jaggedness arises since the outcome space for experiments to estimate proportions is limited to integer counts $(n_i : Z)$. It can cause numerical optimization of $C(\alpha_0)$ at fixed $N$ and limited $p_{true}$ to become trapped either at local minima of $(\xi - C)^2$ or at nondescript positions in flat regions of invariant $C$.

Despite such computational complications, optimization could be achieved by a Newton-Raphson procedure by treating Wang’s discrete summation for $C$ as an approximately continuous function and using numerical estimates for $\frac{\partial C}{\partial \alpha_0}$ based on this presumption of smoothness and continuity. In actuality, $C(\alpha_0)$ is jagged since the summation limits for $C$ vary and abrupt jumps occur as new terms enter or leave this summation. Instabilities when minimizing $(\xi - C)^2$ are mitigated by that fact that only a single optimal parameter $\alpha_0$ is needed for each $(N, k)$-grid point. One may easily identify and accommodate situations for which the numerical derivative becomes unreasonably too small or too large.

Such modification of the discrete numerical derivatives of the presumed smooth form for the true coverage function, $C(\alpha_0)$, often prevents convergence to a fixed final optimal value for $\alpha_0$, instead leading to endless cycling in the vicinity of the optimum. To adjust for this, several near-optimal paired values for $\alpha_0$ and $(\xi - C(\alpha_0))^2$ from intermediate cycles are stored for reference. Then, upon detecting such cycling, a direct search algorithm is invoked in the region of cycling, typically a fairly narrow range, to find nearby values of $\alpha_0$ that reduce $(\xi - C(\alpha_0))^2$. Fortunately, the change in $C(\alpha_0)$ with changing $\alpha_0$ values is fairly monotonic, with few changes in the sign of the discrete derivative. This apparently provides values for $\alpha_0$ fairly close to the minimal values of $(\xi - C)^2$ for $p_{i, true} \in (\psi_k, \psi_{k+1})$.

2.4 Observed $\xi$-to-$C$ Matching When Optimized $\alpha_0 = \alpha_0(N, b, p_{ik})$

For multinomial estimators (fixed $b > 2$ in Eq. 7-8) and the $\text{N}[\mu_p, \sigma^2_p; x]$ posterior, optimized values of $\alpha_0$ varied significantly within isolated ranges $p_{ik} \in (\psi_k, \psi_{k+1})$ at different
N, contrary to the initial assumptions. For the 100-bin multinomial prior pdf \((b = 100, B[\alpha_0, 99\alpha_0; x])\), minimal \((\langle \xi - C \rangle^2)\) was found when \(\alpha_0\) became essentially 0 for most zones \(p_{i, true} \in (\psi_k, \psi_{k+1})\), but \(\alpha_0\) had significant nonzero values for zones of \(p_{i, true}\) values close to either 0 or 1. Testing showed that \(C\) at individual \(p_{i, true}\) within each range generally did not match \(\xi\) particularly well using intervals from estimators \(\delta_n\) based on the near-zero \(\alpha_0\) values. On examining ever smaller optimization zones near 0 or 1, by repeated halving of the initial ranges, the optimal values for \(\alpha_0\) eventually achieved a less jagged functional form, but still failed to provide \(\delta_n\) giving accurate \(C\).

In contrast to those from the multinomial \((b = 100)\) Dirichlet-Bayes prior, values of \(\alpha_0\) optimized for the binomial estimators \(\hat{p}\) and \(\delta\), based on \(B[\alpha_0, \alpha_0; x]\) as the Bayes prior (Eq.7-8, \(b=2\)), retained significant non-zero values for all ranges of \(p_{true}\). For such \(\alpha_0\) using intervals \(\delta\) based on the posterior \(N[\mu_p, \sigma_p^2; x]\), there were initially particular regions of spikes and dips in optimized \(\alpha_0\) value over 38 examined sub-ranges \(p_{i, true} \in (\psi_k, \psi_{k+1})\) at each \(N\), but only for some particular values of \(N\). By-and-large though, optimized values for \(\alpha_0\) remained above a set limit and with \(\alpha_0 \gg \sigma_0\) within each value of \(N\) across all 38 tested sub-ranges \((\psi_k, \psi_{k+1})\) comprising \((0,1)\). Also, \(\xi\)-to-\(C\) matching was qualitatively improved relative to using un-optimized values \(\alpha_0 = \frac{1}{2}\) or \(\alpha_0 = 1\) for the Jeffreys- or Uniform-Bayes priors (Fig 8). It was recognized though that spikes and dips in \(C(N)p_i\) and \(C(p_i)_N\) might be signalling that the initial numerically optimized \(C(\alpha_0)\) values were trapped at local minima of \((\langle \xi - C \rangle^2)\) for some \(N\) and ranges \(p_{true} \in (\psi_k, \psi_{k+1})\).

Numerical optimization of \(\alpha_0\) over each sub-range \(p_{i, true} \in (\psi_k, \psi_{k+1})\) entailed monitoring \((\langle \xi - C \rangle^2)\) over 1000 evenly spaced test values of \(p_{i, true}\) in the sub-range. On examining the statistics of \(C\) values over the 1000 test values of \(p_{i, true}\) in each range, a fairly large variance in \(C\), \(\sigma_C^2 = \langle C^2 \rangle - \langle C \rangle^2\), within each zone was found using estimators \(\hat{p}_i\) and \(\delta_i\) from the non-informative Dirichlet Bayes prior pdf \((B[\alpha_0, 99\alpha_0; x])\) for the \(b = 100\) multinomial case, but a fairly small \(\sigma_C^2\) was found in each zone for the \(b = 2\) binomial case \((B[\alpha_0, \alpha_0; x])\). Apparently, for the 100-bin case, the large \(\sigma_C^2\), combined with a heuristic restraint to keep \(\alpha_0 > 0\) led the computational optimization to select \(\alpha_0\) values as close to zero as would be allowed. Convergence of \(\alpha_0\) to significant non-zero values occurred only for \(p_{i, true} \approx 0\) or \(p_{i, true} \approx 1\) (up to values approaching \(\frac{1}{2}\) or \(1 - \frac{1}{2}\)). This difference in behavior of \(\sigma_C^2\) values suggests that the initial assumption of the existence of a unique, invariant optimal value for \(\alpha_0\) might be invalid when \(\min\{p_{i, true}, (1 - p_{i, true})\} \gg \frac{1}{5}\).

2.5 Problems with and Modified Treatment for Multinomial Priors

2.5.1 Problems with Non-informative Multinomial Priors for Large \(b\)

Such difficulties for large \(b\) brought to question how ‘non-informative’ the Dirichlet Bayes priors with equal \(\alpha_0\) values actually were and hence the practice of using pseudocounts to estimate proportions for the multinomial case. It seemed possible that the absence of a single optimal value for \(\alpha_0\) that avoids large local \(\sigma_C\) also might explain why the earlier large \(\xi\)-to-\(C\) inconsistency occurred (Fig 4) when using estimators derived from either the Jeffreys- or Uniform-Bayes priors when \(p_i \approx 0.5\) in the 100-bin multinomial case. To rationalize this problem, the difference in the results for \(b = 2\) and \(b = 100\) initially focused attention on the \(b\) terms in the denominators of the expressions (Eq.1-4,7-8) for \(\hat{p}_i\) and \(\hat{\sigma}_p^2\) derived from the initially examined Bayes priors.
Figure 8: Comparison of $\xi$-to-C for binomial $B[\alpha_0, \alpha_0^*; x]$ prior $\times N[\mu_p, \sigma^2_p; x]$ posterior for $\alpha_0 \in \{0.5, 1, \alpha_0^*\}$ (Eq.7-8, for $\mu_p, \sigma^2_p$). Here $\alpha_0^*$ are tabulated values optimized for $C$ to match $\xi=0.95$ with separate optimizations in each of 38 ranges $p \in (\psi_k, \psi_{k+1})$ at each $N$. 

Accurate Estimates for Proportions
Considering again the experiment with 0 observations ($N=0$), earlier considerations of $\hat{\sigma}_p$ together with $\hat{p}$ left any value possible for $p$ at the 95% confidence level for the binomial case. In the $b=100$ multinomial case though, $\hat{p}_i(N=0) = \frac{1}{b}$ instead of $\frac{1}{2}$. This, combined with a decreased value for $\hat{\sigma}_{p_i}$—due to a large value for $b$ in the denominators of Eq. 2.4.8—causes many estimates $\hat{p}_i$ for $p_i \gg \frac{1}{b}$ to lie outside of the 95% confidence range. This can lead to particularly poor $\xi$-to-$C$ matching for large $p_i$. Hence, when using 'non-informative’ priors, there is a tacit underlying assumption that the histogram will not be dominated by the partitioning of observations to a small fraction of the available histogram bins. In other words, 'non-informative’ priors appear to bias estimates for $p_i$ toward the value $\frac{1}{b}$, particularly for large values of $b$ and small to moderate values of $N$. This provides rationalization for the $b=100$ case when $B[\alpha_0, \beta_0; x]$ is used as a Bayes prior, but a more cogent explanation and rationale for ignoring this bias was later found on comparing $B[\alpha_0, \beta_0; x]$ to the form for discrete multinomial priors $\pi_j$ (Appendix B).

2.5.2 Substitution of Binomial for Multinomial Priors as Work-Around

As a makeshift alternative for multinomial estimation, the multinomial Dirichlet Bayes prior $B[\alpha_0, (b-1)\alpha_0; x]$ was replaced by an optimized binomial Bayes prior, $B[\alpha_0, \alpha_0; x]$, ($b=b_{\text{eff}}=2$). This optimized binomial prior was used in turn for each bin $i$, with a binomial ‘success’ event considered to be an occurrence in bin $i$ and a ‘failure’ event corresponding to an occurrence in any other bin of the multinomial histogram. A binomial prior is less "informative" than the 'non-informative' multinomial Dirichlet Bayes prior in that no knowledge is required whatsoever about what is going on in bins other than the one for which the proportion and its variance are being estimated. This leads to other inaccuracies compared to the continuous multinomial priors or discrete multinomial priors $\tilde{\pi}$.

Although $\hat{\delta}_i$ from the binomial $B[\alpha_0, \alpha_0; x]$ prior appeared to improve $\xi$-to-$C$ matching, the price paid was the loss of the constraint between values of $p_i$ to keep $\sum p_i = 1$. This normalization was instead applied later in a separate scaling step to improve estimates. A second problem is that the bias to $\frac{1}{b}$ is replaced by a bias to $\frac{1}{2}$ that is strongly apparent for small $p_i$, leading to $\hat{p}$-to-$p$ inconsistency, but this too was eventually correctable.

2.6 Optimizing $\alpha_0$ in $B[\alpha_0, \alpha_0; x]$ Prior ($b=2$): Full Range $p \in (0, 1)$ at Each $N$

Given that (i) the general binomial $B[\alpha_0, \alpha_0; x]$ prior seemed more reliable and applicable to estimating both binomial and general multinomial proportion values than the multinomial Dirichlet-Bayes prior, and that (ii) for any $N$, $\alpha_0$ for this general form could be optimized for $\xi$-to-$C$ matching to a single unique $\alpha_0(N)$ value that should be applicable for all values of $p_i \in (0, 1)$ at that $N$, it seemed worthwhile to have values for such optimal $\alpha_0$ for many values of $N$. The earlier tests of $\xi$-to-$C$ matching appeared to be successful for $\hat{\delta}$ derived from $B[\alpha_0, \alpha_0; x]$ priors with $\alpha_0$ optimized separately in local zones $p_{\langle k \rangle} \in (\psi_k, \psi_{k+1})$ at each $N$. However, residual differences between optimized values for $\alpha_0$ in some adjacent zones $p_{\langle k \rangle} \in (\psi_k, \psi_{k+1})$ at each $N$ suggested that some zone-by-zone optimizations might be stuck in local minima. Use of a single optimization range $(\psi_k, \psi_{k+1}) = (0, 1)$ to determine a single optimal $\alpha_0$ at each $N$ might lead to a readily recognizable functional form $\alpha_0(N)$ for the optimal values that might aid in recognizing and correcting such anomalous $\alpha_0$ values.
2.6.1 Optimizing Binomial $\alpha_0(N)$: $\mathcal{B}[\alpha_0, \alpha_0; x]$ Prior $\times \mathcal{N}[\hat{p}, \hat{\sigma}_p^2; x]$ Posterior

For the binomial prior $\mathcal{B}[\alpha_0, \alpha_0; x]$, initial optimizations (Sec 2.3) of $\alpha_0$ over different restricted ranges $p \in (\psi_k, \psi_{k+1})$ led to a median value $\alpha_0 \approx 1.7$ for $N \in \{1, 2 \ldots 200\}$. Thus $\alpha_0$ was varied, starting from $\alpha_0=1.7$, to minimize $(\xi - C)^2$ over the full range $p \in (0, 1)$ for fixed confidence value $\xi = 0.95$, with $\delta$ defined by $\mathcal{N}[\hat{p}, \hat{\sigma}_p^2; x]$ through Eq. 6. Separate optimization was performed at each $N \in \{1, 2 \ldots 2000\}$. Plotting optimized $\alpha_0(N)$ against $N$, the resulting curve had the form of a very noisy exponential curve that approached a value of $\alpha_0 = 1.0$ as $N$ approached 0 and a value $\alpha_0 = 2.7$ for large $N$ (Fig 9).

The noise in this initial curve had been anticipated. It was expected that there would be some $N$ for which the optimal $C(\alpha_0)$ value would be constant for a contiguous range of values for $\alpha_0$. Noise might arise for initial plots of $\alpha_0$ versus $N$ if the computational procedure only indicated the initial random entry point into such a zone. Furthermore, for some sub-ranges of $\alpha_0$ within such a zone of constant $C$, round-off error might cause a slightly lower computed value for $(\xi - C)^2$, causing optimization to become stuck in such a sub-range. Variation with $N$ of the positions of the sub-ranges arising from round-off error might add additional spurious noise. Finally, it is also possible for noise to result from true entrapment at a local minimum in $(\xi - C)^2$ for some values of $N$ and $\alpha_0$.

On seeing the near-exponential form for the curve it was decided to re-optimize $\alpha_0$ as before, but starting from points on the exponential fit. Values of $\alpha_0$ re-optimized starting from this fit were displaced toward it, occasionally much closer to the fit curve of starting points than to the direct results of the first optimization. A third optimization of $\alpha_0$ starting...
from the points on a second exponential fit led to a new optimal \( \alpha_0(N) \) set with even less scatter, but still with several recurring zones of deviation from the fit.

Values for \( \alpha_0 \) that had been optimized for \( \xi \)-to-\( C \) matching at \( \xi=0.95 \) (\( \alpha_0^{[\xi=0.95]} \)) led to improved coverage. This was observable in plots of \( C(N) \) at fixed \( p_{\text{true}} \) (Fig 10, rhs) or \( C(p_{\text{true}}) \) at fixed \( N \) (Fig 11, rhs). These plots of \( C \) versus \( N \) or \( p_{\text{true}} \) oscillated nearly symmetrically about nominal confidence \( \xi = 0.95 \). Also noteworthy was that when \( p \approx 0 \) or \( p \approx 1 \), estimated intervals (\( \delta_{|n>0} \)) at \( \xi=0.95 \) and (\( \delta_{|n=N} \)) based on \( B[\alpha_0, \alpha_0; x]^{[\xi=0.95]} \) prior \( \times \mathcal{N}[p, \sigma^2_p; x] \) posterior encroached considerably less into the regions beyond \( p < 0 \) and \( p > 1 \) than had earlier intervals using \( \alpha_0=1 \) or \( \alpha_0=\frac{1}{2} \) to get \( \hat{p} \) and \( \sigma^2_p \) for the \( \mathcal{N}[\hat{p}, \sigma^2_p; x] \) posterior.

When \( \xi \)-to-\( C \) agreement was examined for \( \xi = \xi' \neq 0.95 \), but using \( \alpha_0^{[\xi=0.95]} \) to derive \( (\hat{\delta})_{\xi=\xi'} \) by Eq. 6, the \( C \) still matched the alternate nominal confidence levels \( \xi' \) fairly well, but oscillations in \( C(N) \) and \( C(p_{\text{true}}) \) were no longer symmetric about the new \( \xi' \), tending slightly toward underconfidence \((C > \xi)\). To understand this, \( \alpha_0 \) was re-optimized for \( \xi \)-to-\( C \) matching using \( \xi = \xi' \neq 0.95 \) implicitly in the optimization target. Initially for the \( \xi=0.95 \) target, the apparent limiting values of 1.00 and 2.7 (\( \approx e^{kN/N+0} \)) led us to hold the value of \( k \) fixed at 1.00 and use a single parameter \( B_0 \) to describe the exponential curve. For \( \xi=\xi'>0.95 \), the plots of \( \alpha_0(N) \) were again exponentially shaped, however the limiting value at high \( N \) differed from the value 2.7, varying with the different choices for the target \( \xi \) and forcing us to use the more general two parameter fit to describe the exponential curve. When \( C(N)_{p=p_0} \) and \( C(p_{\text{true}})_{N=N_0} \) curves were calculated using \( \alpha_0^{[\xi']} \) specifically optimized at the newly targeted confidence levels \( \xi = \xi' \), \( \xi \)-to-\( C \) matching was still observed as \( N \) or \( p_{\text{true}} \) varied, but the oscillations about the new values \( \xi' \) became more symmetric.

To estimate an unknown pdf using a histogram with \( b = 100 \), if the unknown underlying pdf had been \( \sim \mathcal{U}[0, 1; x] \), then \( (p_{\text{true}}) \) would be 0.01. Accurate estimates \( \hat{p} \) were necessary for values as low as 0.005 or even below. For \( p_{\text{true}} \) values this low, the earlier forms for binomial estimators often led to woefully inconsistent agreement between \( C \) and \( \xi \) unless \( N \) was fairly high (Fig 2, 3). Of the four earlier prior-posterior combinations \( \mathcal{U}[0, 1; x] \) prior \( \times \mathcal{N}[\mu_p, \sigma_p; x] \) posterior and the Jeffreys \( \mathcal{B}[\frac{1}{2}, \frac{1}{2}; x] \) prior \( \times \mathcal{B}[\alpha, \beta; x] \) posterior combination had the best \( \xi \)-to-\( C \) matching while avoiding low \( C \) values with \( |\xi - C| > 1 - \xi; C < 2\xi - 1 \). Matching of \( \xi \)-to-\( C \) for the newly optimized binomial \( \mathcal{B}[\alpha_0, \alpha_0; x] \) prior \( \times \mathcal{N}[\mu_p, \sigma_p; x] \) posterior appeared to be closer than had been found for either of these two combinations (Fig 10, 11, rhs). Fairly decent \( \xi \)-to-\( C \) matching was observed over the entire range of \( N \), with maximal \( |\xi - C| \) at low values of \( N \) for which generally \( |\xi - C|_{\max} < 1 - \xi \).

Initial tests of \( \hat{\delta} \) derived from the \( \mathcal{N}[\mu_p, \sigma^2_p; x] \) posterior pdf using priors with \( \alpha_0 \) optimized over limited ranges \( p \in (\psi_k, \psi_{k+1}) \) (Fig 8) or over \( p \in (0, 1) \) (Fig 10, 11, rhs) indicated improved \( \xi \)-to-\( C \) consistency. However, it was anticipated that \( \hat{\delta} \) based on priors with \( \alpha_0 \) optimized specifically for the "exact" Bayes posterior function \( \mathcal{B}[\alpha, \beta; x] \) might provide even more accurate coverage values.

2.6.2 Optimizing Binomial \( \alpha_0(N) \): \( \mathcal{B}[\alpha_0, \alpha_0; x] \) Prior \( \times \mathcal{B}[\alpha, \beta; x] \) Posterior

Separate optimizations for \( \xi \)-to-\( C \) consistency were performed to obtain optimal \( \alpha_0 \) values for use with \( \mathcal{B}[\alpha, \beta; x] = \mathcal{B}[n + \alpha_0, N - n + \alpha_0; x] \) as the Bayes posterior pdf. Optimizations at 4 separate small groups of contiguous \( N \) values below \( N = 1000 \) starting from the constant
Figure 10: Coverage plot $C(N)$ using binomial Bayes priors with $\alpha_0$ optimized for $\xi$-to-$C$ ($\xi=0.950$) matching once over the full range $p_{i,true} \in (0,1)$ at each $N$: Comparison of $C(N)$ for several fixed values of $p_{i,true}$. Separate optimizations of $\alpha_0(N)$ in the prior pdf were done for either $B(\alpha, \beta; x)$ beta-pdf Bayes Posterior (left) or for $\mathcal{N}(\hat{\mu}_p, \hat{\sigma}_p; x)$ Gaussian Bayes Posterior (right), to provide optimal $\xi$-to-$C$ matching for evenly spaced test $p_{i,true} \in (0,1)$. Tests compare tabulated unsmoothed and smoothed optimal $\alpha_0(N)$ values (Beta posterior) or tabulated unsmoothed and fit (smoothed) optimal $\alpha_0(N)$ values (Gaussian posterior).
Figure 11: Coverage plot $C(p_{i, true})$ using binomial Bayes priors with $\alpha_0$ optimized for $\xi$-to-$C$ ($\xi=0.950$) matching once over the full range $p_{i, true} \in (0, 1)$ at each $N$: Comparison of $C(p_{i, true})$ for several fixed values of $N$. Separate optimizations of $\alpha_0(N)$ in the prior pdf were done for either $B(\alpha, \beta; x)$ beta-pdf Bayes Posterior (left) or for $N(\mu_0, \sigma_0; x)$ Gaussian Bayes Posterior (right), to provide optimal $\xi$-to-$C$ matching for evenly spaced test $p_{i, true} \in (0, 1)$. Tests compare tabulated unsmoothed and smoothed optimal $\alpha_0(N)$ values (Beta posterior) or tabulated unsmoothed and fit (smoothed) optimal $\alpha_0(N)$ values (Gaussian posterior).
### Values for $\alpha_0$ Optimized over $p \in (0, 1)$ to Match $C$

| Sample Size, $N$, for each Trial | $\alpha_0$ Value |
|----------------------------------|------------------|
| 0                               | 0.50             |
| 500                             | 1.00             |
| 1,000                           | 1.50             |

at $\xi = 0.950$ ($\kappa = 1.960$) for Intervals $\hat{\delta}$ from Binomial $B[\alpha_0, \alpha_0; x]$ prior $\times$ $B[\alpha, \beta; x]$ posterior

![Graph showing optimization of $\alpha_0$](image)

Figure 12: Optimization of $\alpha_0$ over $p \in (0, 1)$ for $\xi$-to-$C$ matching ($\xi = 0.950$) at each $N$ using $\hat{\delta}$ based on $B[\alpha_0, \alpha_0; x]$ prior $\times$ $B[\alpha, \beta; x]$ posterior. A noisy $\alpha_0(N)$ curve (not shown) from optimizing $\xi$-to-$C$ matching over 4 very limited contiguous ranges spread over $N$ gave a poor fit to $\alpha_0(N) \approx e^{k \frac{N}{\xi \mu_0}}$, but idealized points were used to start the first full round of optimization for all $N$. Curves of $\alpha_0(N)$ for each full round of optimization were de-noised by a 'local-linearity' approximation (Appendix A) to derive starting points for further rounds.

Value $\alpha_0 = 1.70$, were used to try to jump start to an approximate exponential form that could provide a starting estimate of $\alpha_0$ at each $N$. It was immediately found that use of $B[\alpha, \beta; x]$ as Bayes posterior required consistently lower values for $\alpha_0$ in the Bayes prior than before, so the starting value in the initial optimization was changed to $\alpha_0 = 1$ to avoid systematic entrapment at local minima in $(\xi - C)^2$. Re-optimizing $\xi$-to-$C$ matching over the same small fraction of $N$ values after this switch led to an exponential approximation to get initial $\alpha_0$ for all $N$ values. Using these initial values, and performing $\xi$-to-$C$ optimization of $\alpha_0$ at $\xi = 0.95$ for each value of $N$ from 1 to 2000, one obtained a 'horrid', noisy curve of optimal $\alpha_0$ versus $N$ for which there was no obviously simple functional form (Fig[12]). Interestingly for the $B[\alpha, \beta; x]$ posterior, optimal $\alpha_0$ differed from $\alpha_0$ for the Jeffreys prior ($\alpha_0=0.5$) or the Uniform prior ($\alpha_0=1.0$), but was usually somewhere in between.

Given the earlier experiences with optimizing $\alpha_0$ for use with $N[\mu_p, \sigma_p^2; x]$ as the Bayes posterior, it was anticipated that there might be scatter in the initially optimized values for $\alpha_0$, and that these values might be regularized, using $\alpha_0$ values from nearby $N$ to define improved starting points for iterative re-optimization of $\alpha_0$. Since the functional form for such regularization of $\alpha_0(N)$ was not as obvious as for the earlier near-exponential form though, it was decided to use an assumption of 'approximate local linearity' to effect the de-noising. A new procedure was developed for this (Appendix A) and computer source code is provided in the supplemental material. Note that the de-noising method used here appears
to be less liable to loss of sharp features than other similar recent de-noising methods (Bose and Ahuja 2006, Fleishman et al. 2005, Cleveland and Devlin 1988).

2.6.3 Re-optimization of $\alpha_0$ from Idealized Fits to $\alpha_0(N)$

Re-optimization of $\xi$-to-$C$ matching for the $\mathcal{B}[\alpha_0, \alpha_0; x]$ prior $\times \mathcal{B}[\alpha, \beta; x]$ combination starting from de-noised curves of $\alpha_0(N)$ led to progressive agreement of between optimized and starting values for $\alpha_0$ at each cycle. This agreement between de-noised and re-optimized $\alpha_0(N)$ values was much closer than found upon re-optimizing the $\alpha_0(N)$ for the $\mathcal{N}[\mu_p, \sigma_p^2; x]$ posterior starting from the exponential fit. To examine the generality of convergence to a joint optimum, re-optimization of earlier zone-optimized $\alpha$ posterior starting from de-noised curves of $\alpha$ showed that the locally-consistent values for $\alpha_0$ increased overall average $\xi$-to-$C$ matching.

2.6.4 Accuracy of Estimators Optimized for $\mathcal{B}(\alpha, \beta; x)$ as the Posterior

For the single-zone optimized $\mathcal{B}[\alpha_0, \alpha_0; x]$ prior $\times \mathcal{B}[\alpha, \beta; x]$ posterior combination at fixed values of $p_{true}$, $C(N)$ oscillated regularly about $C = \xi$ at low values of $N$, but less regularly at high $N$ (Fig. 10). Whereas the $\langle (C - \xi)^2 \rangle$ was reduced, there were some particular values of $p_{true}$ and ranges of $N$ for which the earlier un-optimized priors in combination with the $\mathcal{B}[\alpha, \beta; x]$ posterior had better $\xi$-to-$C$ agreement. Specific optimization of the $\mathcal{B}[\alpha_0, \alpha_0; x]$ prior for the $\mathcal{B}[\alpha, \beta; x]$ posterior did not improve $\xi \leftrightarrow C$ as much as it had for the $\mathcal{N}[\mu_p, \sigma_p^2; x]$ posterior (Sec. 2.5). In the alternate plots, $C(p_{true})$ at fixed $N$ (Fig. 11), even after optimization, overconfidence, $\xi \gg C$, remained for the $\mathcal{B}[\alpha_0, \alpha_0; x]$ prior $\times \mathcal{B}[\alpha, \beta; x]$ posterior combination, particularly at low values of $p_{true}$. The degree of $\xi$-to-$C$ matching at low $p_{true}$ was intermediate between that seen for the unoptimized $\mathcal{B}[\frac{1}{2}, \frac{1}{2}; x]$ (Jeffreys) and $\mathcal{B}[1, 1; x]$ (Uniform) priors. Specific optimization of the $\mathcal{B}[\alpha_0, \alpha_0; x]$ prior for the other posterior, $\mathcal{N}[\mu_p, \sigma_p^2; x]$, did not lead to such a large $\xi$-to-$C$ mismatch at low $p_{true}$. Whereas such $\xi$-to-$C$ mismatches are only significant for 'low' values of $N$, these 'low' $N$ values are still rather large, and it seems safer to avoid problems by using only $\mathcal{B}[\alpha_0, \alpha_0; x]$ prior $\times \mathcal{N}[\mu_p, \sigma_p^2; x]$ posterior to define $\xi$-to-$C$-optimized estimators $(\hat{p})_{\xi \leftrightarrow C}$ and $(\hat{\delta})_{\xi \leftrightarrow C}$.

What intrigued us more though about the second optimization of $\alpha_0$ was the marked improvement seen upon de-noising the curves of optimized $\alpha_0(N)$. It was wondered if direct de-noising of raw histograms might similarly improve overall estimates of multinomial $p_i$ and $\sigma_{p_i}$ when the underlying probability densities were relatively smooth functions.

3. Applying Direct De-noising to Multinomial Estimation

3.1 Direct De-noising of Experimental Histograms

To test if such direct de-noising could improve $\hat{p}_i \leftrightarrow p_i$ for estimates of smooth underlying pdfs from experimental histograms, MC-generated data were analyzed. Six, arbitrarily selected underlying "model" pdfs, $g(x)$, were chosen to generate random data
to sort into histograms to estimate \( p_i \) and \( \sigma_{p_i} \) bin-by-bin. The list of tested underlying \( g(x) \) included a standard normal (\( N[0,1;x] \)), a sawtooth, and 4 beta-pdfs, \( B[\alpha;\beta;x] \), with \( (\alpha,\beta) \in \{(3,15),(9,11),(6,2),(5,3)\} \) to examine pdfs with varying degrees of skew. Each underlying trial pdf \( g(x) \) was used to generate a set of 10,000 random 100-bin histograms for each of several fixed sample sizes \( N \). All histograms were limited to a range of \( \hat{p}_i g(x) \pm 3.5 \hat{p}(x) \) so that the more highly skewed \( B[\alpha;\beta;x] \) examples of \( g(x) \) had some histogram bins entirely outside of the range of possible outcomes. Initial estimates \( \hat{p}_{i,0} \) for each bin—at first based on the new coverage-optimized (\( \hat{p} \)) with optimized value \( a_0(N) \) in the prior (Eq.7, \( b=2 \)) but later extended to other forms for estimators \( \hat{p}_{i,\theta} \) were de-noised, base-line adjusted, and scaled. De-noised bin-by-bin estimates \( \hat{p}_i \) from each random histogram could be compared to \( p_{i,true} \) calculated as \( \int_{x_{i-1}}^{x_i} g(x) \, dx \) over the limits of each bin. Procedures to de-noise, scale, and base-line correct each \( N \)-observation random histogram were based solely on information from the random test data, independent of \( g(x) \), but they were adjusted for simultaneous consistency over the 6 arbitrarily chosen trial pdfs.\(^4\)

3.2 Agreement between Estimates \( \hat{p}_i \) and the Known Underlying pdf, \( g(x) \)

Qualitatively, estimates \( \hat{p}_i \) for individual histogram bins after de-noising, scaling, and base-line adjustments appeared to be more accurate than any of the original unsmoothed estimates (Fig 14). The average of estimates of smoothed \( \hat{p}_i \) over the 10,000 MC trial histograms at each value of \( N \) were within a fraction of a percent of \( p_{i,true} \) for each pdf. The original estimators from Eqs 1 and 7 (\( b=2 \)) led to larger values for \( |\hat{p}_i - p_{i,true}| \).

To quantify \( \hat{p}_i \)-to-\( p_i \) matching for a single histogram, a signal-to-error (S/N) ratio:

\[
(S/N)_h \equiv \frac{\sqrt{\langle p_i^2 \rangle_{bins} - \langle p_{i,true} \rangle_{bins}^2}}{\sqrt{\langle (p_{i,true} - \hat{p}_i)^2 \rangle_{bins}}}
\]

can be used, with averages over the bins \( i \) in each individual random histogram (1 MC run) indicated by brackets \( \langle \rangle_{bins} \). It is useful to compare averages of \( (S/N)_h \) over all random histograms in each 10,000-run MC trial at fixed \( N \) and \( g(x) \) using: \( (S/N)_{MC} \equiv \langle (S/N)_h \rangle_{MC} \) and \( \sigma^2_{(S/N)} \equiv \langle (S/N)_h^2 \rangle_{MC} - \langle (S/N)_h \rangle_{MC}^2 \). The value in the numerator of \( (S/N)_h \) is always the same for a given \( g(x) \) as model pdf and so \( (S/N) \) is really only useful for comparing relative \( \hat{p}_i \)-to-\( p_{i,true} \) agreement for different estimators for the same \( g(x) \). As for similar quantities, \( (S/N)_{MC} \propto \sqrt{N} \) roughly: \( (S/N)_{MC} \approx M \sqrt{N} + B \), where \( N \) is the number of observations, but the constants \( M \) and \( B \) vary for different estimators \( \hat{p} \) and for different underlying densities \( g(x) \). For each underlying trial pdf, \( g(x) \), one can estimate by interpolation the number of observations, \( N_{eq} \), required for \( p_i \) estimated from one form for \( \hat{p}_i \) to match the \( (S/N)_{MC} \) achieved using another form for \( \hat{p}_i \). For the examples in Fig 14 the multinomial estimators based on binomial forms of \( \hat{p} \) would require \( N \) to be more than 20\( \times \) as large (\( N \approx 950 \) or \( N \approx 1400 \) instead of \( N=40 \) or \( N=60 \)) to match the S/N from \( p_{i,smooth} \).

\(^4\) Initially, estimators were used for which values of the absolute maximum and minimum estimates before smoothing \( \hat{p}_{max} = \hat{p}_i(N) \) and \( \hat{p}_{min} = \hat{p}_i(0) \) were clearly available as parameters for the scaling and baseline adjustment after smoothing. Later, different initial estimates were tried for which these limiting values were less clearly defined. An independent empirical procedure was invoked to estimate the base and peak values from unscaled curves obtained directly after smoothing.
3.3 Different Unsmoothed Estimators $\hat{p}_i$ as Starting Points for Smoothing

The accuracy of several other unsmoothed multinomial estimators $\hat{p}_{i,0}$ were also compared by MC, as possible improved starting points for smoothing. One referee suggested an accurate joint estimator, $(\hat{p}_i)_{\infty}$, available in the package Rgbp from the "R-project" [Kelly et al. 2014]. This estimator $(\hat{p}_i)_{\infty}$, improves overall estimates over a histogram by compensating for James-Stein shrinkage of joint estimates to a mean vector (Morris and Lysy 2012; Efron and Morris 1975; Stein 1955). As with histogram de-noising, $(\hat{p}_i)_{\infty}$ estimates are improved by additional information from co-observations. We also derived discrete multinomial estimators $\hat{p}_i(n,N)$ (Appendix B) using prior and posterior pdfs that account for discontinuous integer outcomes. This derivation also suggested that earlier observed, large systematic $\xi$-to-$C$ mismatches (Fig 6 & 7) for the multinomial rule-of-succession (MROS) estimator (Eq.1&2, $b \geq 2$, $N$ posterior) might have arisen from a low statistical likelihood of the high trial value for $p_i$ used in the calculations. This suggested that we re-examine unsmoothed multinomial estimators based on the Uniform Bayes prior.

On testing these other unsmoothed estimators with reduced $\xi \leftrightarrow C$ matching, higher $S/N$ values indicated that $\hat{p}_i \leftrightarrow p_i$ matching was slightly improved relative to unsmoothed $(\hat{p})_{\xi \leftrightarrow C}$. Unsmoothed multinomial $\hat{p}_i$ based on the initial multinomial Rule of Succession priors (eq. 1 and 3, $b \geq 2$), on discrete $\hat{p}_i(n,N)$, or on $(\hat{p}_i)_{\infty}$ all provide comparable $(S/N)_{MC}$ when estimating the same underlying pdf from random histograms (Table S1). Thus these alternate estimators were tested further as starting points for histogram smoothing.

Applying histogram smoothing to all types of unsmoothed starting estimates, though, led to smoothed estimates $\hat{p}_{i,\text{smooth}}$ with very similar values for $(S/N)_{MC}$ (Table S1). Initially, the $(S/N)_{MC}$ values for smoothed histograms from $(\hat{p}_i)_{\infty}$ varied much more than those from earlier estimators, often much higher, but often much lower and analysis suggested that a new procedure was needed to adjust the histogram baseline and scale after smoothing. On modifying scaling and baseline procedures for raw $p_{i,\text{smooth}}$ from $(\hat{p}_i)_{\infty}$, $(\hat{p}_i)_{\infty}$ seemed to be a starting point for smoothing that led more often to final $p_{i,\text{smooth}}$ with slightly higher $(S/N)_{MC}$. However, after applying the same adjusted scaling and baseline methods to raw smoothed estimates from the other starting points, final smoothed histograms from these other starting points again became comparable to those from $(\hat{p}_i)_{\infty}$. In the end, when using the unsmoothed estimators with improved $\hat{p}_i \leftrightarrow p_i$ matching as alternate starting points for smoothed histograms, the smoothed histograms constructed from $N=40-80$ observations had $S/N$ values that matched those of unsmoothed histograms with $\approx 20 \times$ as many observations. At each $N$, the final $S/N$ for $\hat{p}_{i,\text{smooth}}$ from all starting estimates is nearly identical, implying that the relative improvement is greater for unsmoothed estimators having the smallest $S/N$. Generally $(S/N)_{MC}$ for smoothed estimates derived from each different unsmoothed starting estimator hovered within 10-20% or so of each other for most examined combinations of $N$ and $g(x)$, with a few excursions from proximity for some particular starting estimates for some particular values of $N$ or $g(x)$. The new heuristic method for baseline adjustment and scaling was very different than the earlier one and $(S/N)_{MC}$ values for smoothed histograms depended heavily on the details of this scaling. Regardless of which procedure for rescaling was chosen, smoothed estimates provided higher $(S/N)_{MC}$ than unsmoothed estimates, with larger relative improvements at small $N$ and a typical sampling improvement about 10-fold (Table S1).
3.4 Estimation of $\sigma_{p_i}$, a Measure of Bin-by-Bin Uncertainty in $\hat{p}_i$

Although the large increase in (S/N) was expected to help with the overall goal of improving Bayesian classification, it was a shift from the original focus, which was to obtain better estimates of the uncertainty in $\hat{p}_i$ to allow better assessment of the uncertainty in the composite $P_o$ for classification calculated from these $\hat{p}_i$. Qualitatively, $\sigma_{p_i}$, as assessed by agreement between $\hat{p}_i$ and $p_{i,\text{true}}$ in the MC simulations, was significantly reduced by de-noising and scaling. The only remaining problem was that quantitative estimates of $\sigma_{p_i}$ for the de-noised $\hat{p}_i$ based on earlier estimators (Eq. 2, 4 or 8) were no longer valid. On trying to resolve this issue of estimating $\hat{\sigma}_{p_i,\text{smooth}}$, some issues became more apparent about the original errors when estimating uncertainty in composite $P_o$ used for Bayes classification.

3.5 Accurate $\hat{\sigma}_{p_i}$ for Directly De-noised Experimental Histograms

To estimate values for $\sigma_{p_i}$, a largely empirical approach was taken, since earlier results, such as the curve of $\xi$-to-$C$ optimized $\alpha_0(N)$ values, were difficult to explain. In contrast, many earlier estimators $\hat{\sigma}_{p_i}$ or $\hat{\delta}_i$, such as those based on probability matching priors (Datta and Mukerjee, 2004; Rousseau, 2000, 2002), were derived from first principles, often with many inherent presumptions. MC had been used as the ultimate standard to test theoretically derived $\hat{\sigma}_{p_i}$ or $\hat{\delta}_i$ from this earlier bottom-up approach. Here a top-down approach was used instead. Since MC was to be the ultimate standard, accuracy might be improved by starting from the MC calculation and using a parameterized fit to the outcome to get $\hat{\sigma}_{p_i}$.

Use was made of a common functional form shared by earlier derived estimators $\hat{\sigma}_{p_i}$, a form that contained the value $\hat{p}_i$ (here $p_{i,\text{smooth}}$), the estimate for the proportion itself:

$$\sigma_{i,\text{est}} = \hat{\sigma}_{p_i} = \sqrt{\frac{\hat{p}_i(1-\hat{p}_i)}{A_0N + B_0}}.$$  \hspace{1cm} (9)

Given this parameterized equation to estimate $\sigma_{p_i}$ from $p_{i,\text{smooth}}$ based on a single, N-observation MC experiment ($N$ observations distributed into bins of single histogram), optimal values for $A_0$ and $B_0$ could be determined by non-linear regression to the observed long-run MC results from many N-observation histograms for each of the 6 arbitrary underlying trial pdfs $g(x)$. Starting from arbitrary values, $A_0$ and $B_0$ were optimized by the Newton-Raphson method, zeroing a composite median function (more detail below) derived from $F(A_0, B_0, N) = \frac{\sigma_{i,\text{est}}(A_0, B_0, N)}{\sigma_{p_i,\text{MC}}} - 1$ for each bin, at each value of $N$, and for each underlying trial pdf. Here, $\sigma_{p_i,\text{MC}}$ is a long-run estimate $(\langle (\hat{p}_i - p_i)^2 \rangle_{\text{MC}}$ for $\sigma_{p_i}$ for bin $i$ over many MC histograms. This long-run MC estimate derives from the histogram-to-histogram variation of $\hat{p}_i$ for bin-$i$ of each underlying pdf at fixed $N$.

The sign of $F()$ indicates if the parametric estimate $\sigma_{i,\text{est}}$ for each bin of each random histogram is more prone toward overconfidence or underconfidence ($C < \xi$ or $C > \xi$). Overconfidence, the underestimation of $\sigma_{p_i,\text{MC}}$ by $\sigma_{i,\text{est}}$ for particular histogram bins as indicated by a negative value of $F()$, had to be avoided for accurate Bayes classification. To determine values of $A_0$ and $B_0$ from MC results, one median value of $\frac{\langle (\sigma_{i,\text{est}}(A_0, B_0, N))_{\text{MC}} \rangle}{\sigma_{p_i,\text{MC}}}$ over histogram bins was used in $F(A_0, B_0, N)$ for each "model" pdf $g(x)$ at each $N$. Here $\langle (\sigma_{i,\text{est}}(A_0, B_0, N))_{\text{MC}} \rangle$ is the 10,000 run MC-average of single-histogram parametric estimates (Eq. 9) for bin $i$ based on the current presumed values of $A_0$ and $B_0$ and $\sigma_{p_i,\text{MC}}$ is the
Table 1: Values $A_0$ and $B_0$ (Eq. 9) for single-run parametric estimates of $\sigma_{p_i}$ from a single smoothed histogram based on $\hat{p}_{i,\text{smooth}}$ and $N$ (co-optimized for 4 different estimators). Each cycle of ($A_0, B_0$) optimization used a total of 960,000 histograms from random data: 10,000 histograms were generated by each of 6 underlying trial PDFs for each of 16 different values for $N$. After 6 optimization cycles, refined values $A_0$ and $B_0$ exhibited consistency to $\approx 0.1 - 2.0\%$ of the value. *Initially, the $C$-to-$\xi$ optimized estimator exhibited anomalous unsmoothed $\langle S/N \rangle_{\text{MC}}$ (Table S1), so joint optimization of the other 3 was examined.

| Starting Estimator or Estimator Set: | Optimized | Optimized |
|-------------------------------------|-----------|-----------|
| Multinomial, $b_{\text{eff}}=100$  | 10.00     | 561.3     |
| rgbp (joint), $b_{\text{eff}}=100$ | 9.47      | 574.0     |
| Discrete, $b_{\text{eff}}=100$    | 10.57     | 655.4     |
| $C$-to-$\xi$ Optimized, $b_{\text{eff}}=2$ | 10.50    | 623.2     |
| Discrete & Optim’d Combined       | 10.51     | 633.5     |
| Best* 3 of 4 ($\approx S/N$)      | 9.93      | 578.2     |
| Full Set                           | 10.14     | 590.5     |

Table 1: Values $A_0$ and $B_0$ (Eq. 9) for single-run parametric estimates of $\sigma_{p_i}$ from a single smoothed histogram based on $\hat{p}_{i,\text{smooth}}$ and $N$ (co-optimized for 4 different estimators). Each cycle of ($A_0, B_0$) optimization used a total of 960,000 histograms from random data: 10,000 histograms were generated by each of 6 underlying trial PDFs for each of 16 different values for $N$. After 6 optimization cycles, refined values $A_0$ and $B_0$ exhibited consistency to $\approx 0.1 - 2.0\%$ of the value. *Initially, the $C$-to-$\xi$ optimized estimator exhibited anomalous unsmoothed $\langle S/N \rangle_{\text{MC}}$ (Table S1), so joint optimization of the other 3 was examined.

Use of histogram medians of MC-averages avoided instabilities in more standard least squares optimization of $A_0$ and $B_0$ due to small numbers of large outlying MC-average estimates $\langle \hat{p}_i \rangle$ in some bins for the randomly generated values from some underlying trial densities.

Non-linear optimization converged to a fairly stable fixed point, giving common values $A_0$ and $B_0$ for which fairly reliable single-histogram estimates $\hat{\sigma}_{p_i}$ could be derived from Eq. 9 for de-noised estimates $\hat{p}_{i,\text{smooth}}$ from all trial pdfs. Table 1 lists values of $A_0$ and $B_0$ optimized for use with $\hat{p}_{i,\text{smooth}}$ from different initial unsmoothed estimators $\hat{p}_{i,0}$. The values $A_0$ and $B_0$ work for $b=100$ with the current smoothing parameters, but they change significantly with changes in $b$, in the smoothing parameters, and in the method used to correct the baseline and scale of the initial smoothed estimates.

When using optimal values $A_0$ and $B_0$, the median over bins of the ratio $\rho_i = \frac{\hat{\sigma}_{p_i}}{\langle \sigma_{p_i,\text{MC}} \rangle}$ remained close to 1, exhibiting slight systematic variation with sample size $N$. Expectedly, $\langle \rho_i \rangle_{\text{MC}} = \frac{\langle \hat{\sigma}_{p_i,\text{est}} \rangle_{\text{MC}}}{\sigma_{p_i,\text{MC}}}$ for individual bins also exhibited random bin-to-bin fluctuations about the value 1.0 within histograms from each trial pdf and $N$ value in the MC run. These fluctuations about the value 1.0 for each single-bin ratio, $\langle \rho_i \rangle_{\text{MC}} = \frac{\langle \hat{\sigma}_{p_i,\text{est}} \rangle_{\text{MC}}}{\sigma_{p_i,\text{MC}}}$, as quantified by the standard deviation of this ratio, $\sigma_{\langle \rho_i \rangle_{\text{MC}}}$, over histogram bins and underlying pdf choices, varied with varying $N$-value and with the choice of initial estimator $\hat{p}_i$ before de-noising. However, for bins from underlying pdfs that were sampled at the same fixed value $N$, even as the underlying pdf and the bin-to-bin values of $p_i$ varied, the variance values for the ratio, $\sigma_{\langle \rho_i \rangle_{\text{MC}}}$, varied only slightly. That is, $\sigma_{\langle \rho_i \rangle_{\text{MC}}}$ appears to be fairly insensitive to the underlying pdf being estimated by the experimental histogram. Since the variance in the ratio $\rho_i$, $\sigma_{\rho_i}^2$, is fairly systematic and dictated largely by $N$ (the total number of observations per histogram), lower limiting values of $\rho_i$ based on estimates of its variance
Figure 13: Estimates $\hat{\sigma}_{p_i}$ from a single experimental run (1 histogram based on $N$ observations) are occasionally too small, leading to 'unwarranted overconfidence' in the certainty of the estimated value $\bar{p}_i$. Based on the run-to-run variance over 10000 random $N$-observation histograms, the underestimation factor $\langle \frac{\hat{\sigma}_{p_i}}{\hat{\sigma}_{p_i,MC}} \rangle - 2.576 \text{ Std Dev}(\frac{\hat{\sigma}_{p_i}}{\hat{\sigma}_{p_i,MC}})$ can be used to approximate $\hat{\sigma}_{p_i}^{(0.995)}$, the lower limit above which the true value $\sigma_{p_i}$ will be "at 0.995 confidence.” A 1-run estimate $\hat{\sigma}_{p_i}$ is corrected by dividing by this "worst-case" underestimation factor. Shown is the variation in this correction factor with number of observations per 1-run experiment, $N \in [40, 12800]$. Plots use averages for bins from 6 types of underlying trial pdfs (60000 total MC runs). For each test histogram, 1-run bin-by-bin estimates of underlying pdf ($\hat{p}_i$) and of $\hat{\sigma}_{p_i}$ were obtained by smoothing initial $\hat{p}_i$ from 4 choices of estimator (top right). The black curve is a joint fit from which approximate estimates of the correction factor can be drawn: $\Psi = (0.45371) + (0.43287)e^{-(1.6000D-04)N}(1 - e^{-(1.2296D-02)N})$.

from long-run MC results ($\langle \sigma_{p_i,MC}^2 \rangle$) can be used to adjust initial single-run estimates $\hat{\sigma}_{p_i}$ from Eq. 9 to correct for uncertainty present in such parametric estimates of $\sigma_{p_i}$ derived from a single histogram. Figure [13] is a plot of the variation of estimated lower limiting values for $\rho_i$ with $N$ at the 0.01 tolerance level ($\rho_{0.99} \approx \mu_{p_i} - 2.576\sigma_{p_i}$) for smoothed $p_i$ histograms calculated for 4 different forms for the initial unsmoothed estimators $\hat{p}_i$. Based on the MC observations, when one estimates lower limiting values of $p_i$ from the value $\sigma_{p_i,MC}^2$, by presuming an idealized Gaussian form for $p_i$ ($p_i \sim N[\mu_{p_i}(\approx 1), \sigma_{p_i}^2(x)]$), then 1% of the time $p_i$, and therefore $\hat{\sigma}_{p_i}$ based on single-run single-histogram estimates, is expected to be 1.3-1.8 times too small (reciprocal of ordinate value in Fig [13]) for many values of $N$. Basically, the run-to-run variation in the estimation of $\sigma_{p_i}$ leads to an expected, and predictable frequency of underestimation of $\sigma_{p_i}$ by single-histogram parametric estimators.

The presence of expected 1.3-1.8 fold underestimates in single-run estimates $\hat{\sigma}_{p_i}$ that occur at the 0.01 tolerance level accentuates the fact that the typical concept of confidence levels for $\bar{p}_i$ and achieving matching between $C$ and $\xi$ fails to account for uncertainty and spread in estimated values $\hat{\sigma}_{p_i}$ (or more generally the spread in estimates $\hat{\sigma}^+$ and $\hat{\sigma}^-$).

However, if values for $\mu_{p_i}$ are constant and if $\sigma_{p_i}$ can be estimated reliably by MC results, then the limiting low value of $\rho_i$ at the 0.01 tolerance limit ($\rho_{0.99} \approx \mu_{p_i} - 2.576\sigma_{p_i}$) provides...
a scale factor to correct the single-histogram estimates $\hat{\sigma}_{i,\text{est}}$ appearing in the numerator of $\rho_i$. Since it is not known which of the bins is among the 1% with underestimated $\sigma_{i,\text{est}}$ values though, this means that all parametric $\sigma_{i,\text{est}}$ must be corrected. Since most estimates of $\sigma_{i,\text{est}}$ rescaled by this procedure are too large, rescaling increases the frequency of indeterminable cases ($P_0 < Z \sigma_{p_i}$) for Bayes classification, but reduces misclassification. Fortunately, when $p_i$ and $\sigma_i$ are estimated from de-noised histograms, the increase in (S/N) from de-noising greatly reduces the initial parametric estimates $\hat{\sigma}_{i,\text{est}}$ from Eq. 9 relative to unsmoothed estimates $\hat{\sigma}_{p_i}$, so that smoothed $\hat{\sigma}_{p_i}$ remains smaller even after this compensatory up-scaling.

Note that this problem with uncertainty in estimates $\hat{\sigma}_{p_i}$ is not inherent to the smoothing, but is always present for estimates $\hat{\sigma}_{p_i}$ from single-run (single-experiment) estimates, even for classical parametric estimators for $\sigma_{p_i}$. Failure to correct for uncertainty in single-run $\hat{\sigma}_{p_i}$ presumes a tolerance of 0.5 for low estimates $\hat{\sigma}_{p_i} < \sigma_{i,\text{true}}$ that lead to $C < \xi$ and sometimes to $C \ll \xi$; failure to acknowledge uncertainty in $\hat{\sigma}_{p_i}$ leaves the frequency of occurrence and extent of underestimates $\hat{\sigma}_{p_i}$ unknown. For classifications involving several 100 bin ($b = 100$) histograms, the 0.01 tolerance limit on $\sigma_{p_i}$ is exceeded fairly often and so some correction appears to be required to avoid misclassification. Thus using:

$$\hat{\sigma}_{p_i} = \sigma_{i,\text{est}}(A_0, B_0, \tilde{p}_{i,\text{smooth}}, N) = \frac{1}{\rho_{0.99}(N)} \sqrt{\tilde{p}_{i,\text{smooth}}(1 - \tilde{p}_{i,\text{smooth}})} \frac{A_0 N + B_0}{\sqrt{N}}$$

reproduces the "observed" overall MC variance in $\tilde{p}_i$ from run to run for a particular value of $N$ when considering all bins in the combined collection of 6 known model pdfs, and includes $\rho_{0.99}(N)$ as a correction to adjust for underestimates due to run-to-run uncertainty in $\hat{\sigma}_{i,\text{est}}$. Approximate functional forms for $\rho_{0.99}(N) = \mu_0 - 2.576\sigma_{p_i}$ (Fig.13) from a single joint fit to $\rho$ from the underlying pdfs of the test set allows one to apply the analogous corrections to new histograms without re-running MC for each case. Scaling by $\rho_{0.99}(N)$ values from such fits avoided anticipated large errors in Bayesian classification from the occasional 20-50% underestimates of confidence interval widths due to statistical variation in $\hat{\sigma}_{p_i}$.

Although different in detailed value, the overall shape of $\rho_{0.99}(N)$ was fairly similar for smoothed histograms derived from different starting estimators $\tilde{p}_{i,0}$ (Fig.13). Larger changes in $\rho_{0.99}(N)$ values were observed upon improving the heuristic procedure for scaling and baseline-adjustment after histogram smoothing, but again the overall shape of the $\rho_{0.99}(N)$ curves remained similar. All $\rho_{0.99}(N)$ curves exhibited maxima near about $N=180$ observations, a common feature that likely results from the number of bins in the histogram and from the detailed histogram smoothing parameters, which were all held constant here.

The closer the curve in Fig.13 to 1 for a particular starting estimator $\tilde{p}_{i,0}$, the smaller the required correction to the initial $\hat{\sigma}_{p_i}$ from Eq. 9. Invariance of relative positions of $\rho_{0.99}(N)$ plots for each pre-smoothing estimator $\tilde{p}_{i,0}$ throughout the process of optimizing the values of $A_0$ and $B_0$ for Eq. 9 suggests slight systematic differences in the run-to-run variation in estimates $\hat{\sigma}_{p_{i,\text{smooth}}}$ from different $\tilde{p}_{i,0}$, but the effect is small and decreases as $A_0$ and $B_0$ become better determined. The $(\tilde{p}_{i})_{\xi > C}$ optimized estimators require the smallest correction to initial $\hat{\sigma}_{p_i}$ (run-to-run variance in single-histogram based estimates $\hat{\sigma}_{p_i}$ from Eq. 9 is smallest); the $\hat{\sigma}_{p_i}$ for joint estimators $(\tilde{p}_{i})_{\xi > C}$ require the largest correction (highest run-to-run variance in $\sigma_{i,\text{est}}$ from Eq. 9); and the discrete and multinomial estimators require intermediate sized corrections. The corrections to $\hat{\sigma}_{p_i}$ for $p_{i,\text{smooth}}$ from all starting estimators $\tilde{p}_{i,0}$ became more equivalent at higher $N$. Differences in the relative run-to-run
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consistency of single-histogram estimates \( \hat{\sigma}_{p_i} \) from different unsmoothed \( \hat{p}_{i,0} \), as indicated by the relative size of up-scaling corrections to \( \hat{\sigma}_{p_i} [p_{0.99}(N)] \), appear unrelated to relative ultimate \( p_{i,\text{smooth}} \)-to-\( p_i \) consistency \([S/N]\), which is fairly high for all starting unsmoothed estimators. Given that results from different \( \hat{p}_{i,0} \) were similar, the discrete estimator seemed less practical since it required a one-time co-optimization of admissible values \( \hat{\theta}_i \) for all possible outcomes at a given \( N \) and this became slow for \( N > 1000 \). The starting estimator \((\hat{p}_i)_\infty\) was also more computationally intensive without obvious advantage to this point.

Next, we examine plots to assess the accuracy of the final estimators \( \hat{\sigma}_{p_i,\text{smooth}} \) from Eq. 10 and compare \( \xi \)-to-\( \hat{C} \) and \( \hat{p}_i \)-to-\( p_{\text{true}} \) accuracy for different underlying trial pdfs.

4. Plots of Multinomial Estimates \( \hat{p}_{i,\text{smooth}} \) and of Coverage from \( \hat{\sigma}_{i,\text{smooth}} \)

4.1 Test Conditions

For computational tests of the final estimators, the trial underlying pdfs \( g(x) \) to be examined were chosen to be the 6 pdfs from the original basis set along with an additional 8 beta-pdf, \( B[\alpha, \beta; x] \), each with differing values of \( \alpha \) and \( \beta \) and hence differing amounts of skew. Relative estimator accuracy was compared for de-noised estimator pairs \( \hat{p}_i \) and \( \hat{\sigma}_{p_i} \) from 4 different unsmoothed estimators: \( (\hat{p}_i)_{\xi \leftrightarrow \hat{C}} \) from \( B[\alpha_0, \alpha_0; x] \)-prior \( \times N \)-posterior with values for \( \alpha_0 \) optimized at a nominal binomial confidence level of \( \xi = 0.95 \); unoptimized multinomial estimators (Generalized Rule of Succession, \( B[1, (b-1); x] \)-prior \( \times N \)-posterior); theRgbp \((\hat{p}_i)_\infty\) joint estimator \( [\text{Kelly et al.}, 2014] \); and the discrete domain estimators \( \hat{p}(n_i, N) \) based on the purely combinatorial prior. Tests using estimators based on the Jeffreys-Bayes prior had been examined at earlier stages of development, but the resulting estimates \( \hat{p}_i \) and \( \hat{\sigma}_{p_i} \) were no better and often less accurate than estimates using the uniform Bayes priors for the ranges of \( p_i \) values relevant to this histogram analysis.

4.2 Qualitative Comparison

In general, no difference in the results could be detected between trial pdfs that had or had not been pdfs in the original basis set used to develop the scaling method and to establish the parameters for error estimation. Any general trends in accuracy and run-to-run reliability appeared to reflect similarities in the general shapes of the underlying pdf more so than provenance from the basis set, and so only a few unique cases are presented.

To appreciate both the gain in accuracy and the inherent differences between the different procedures for estimating values for \( p_i \) in a 100-bin histogram, it is useful to examine both individual estimates from separate single \( N \)-observation random trials and the average of estimates from a larger number of \( N \)-observation trials. These are shown in Figures 15, 19 using \( \hat{A}_0 = 10.51 \) and \( \hat{B}_0 = 633.0 \) for all \( \hat{p}_{i,0} \) and a selected sampling of examined pdfs.

Application of the de-noising and scaling procedure to individual random trials appears to work. Improvement is especially pronounced at fairly small \( N \) for which the combination of large \( \sigma_{p_i} \) and possible bias to \( \frac{1}{b_{\text{eff}}} \) led unsmoothed estimates to be so noisy as to render

5. After the recent improvements in the scaling and baseline adjustment methods, it is possible that smoothing of starting estimators derived from Jeffreys-Bayes priors and beta-function posteriors may lead to disproportionate improvements, but the similarity of the final accuracy in the following results from the variety of other starting \( \hat{p} \) used for smoothing suggested that this was not likely.
Sample Size Per Trial: $N = 40, \kappa = 1.960$

Sample Size Per Trial: $N = 60, \kappa = 1.960$

Figure 14: Estimates of a randomly generated Standard Normal PDF using a 100-bin histogram at small sample sizes. Different line-types, corresponding to estimates from the Optimized $B(\alpha_0, \alpha_0; x)$ or the Discrete estimator (original, gray; de-noised, black), show the estimated upper limit $\hat{\delta}^+$, expected value $\hat{p}$, and lower limit $\hat{\delta}^-$ of the 95% confidence range. The underlying PDF is in solid gray.
Accurate Estimates for Proportions

Figure 15: Estimates of a randomly generated underlying Standard Normal PDF using a 100-bin histogram. Each line-type shows separate plots of $\delta^+$, $\hat{p}_i$, and $\delta^-$ at $\xi=0.95$ (normal posterior PDF) for a different estimator. Shown are smoothed (black lines) and unsmoothed (gray lines) estimates by the Multinomial Rule-of-Succession (dashed lines) or the RGBP Joint estimator (dotted lines). In each row (single sample size $N$), two graphs at the left are separate single MC runs, and the graph at the right is the average of 10,000 MC runs. Coverage here is the fraction of total (1 or 10,000) MC trials for which the underlying PDF ($p_i$, blue) lies in $(\delta^-, \delta^+)$. It is shown in red for smoothed estimates and in gray for unsmoothed ones, with line types corresponding to those of the density estimates.
Figure 16: Estimates of a randomly generated underlying Sawtooth PDF using a 100-bin histogram. Each line-type shows separate plots of \( \hat{\delta}^{+} \), \( \hat{p}_i \), and \( \hat{\delta}^{-} \) at \( \xi=0.95 \) (normal posterior PDF) for a different estimator. Shown are smoothed (black lines) and unsmoothed (gray lines) estimates by the Multinomial Rule-of-Succession (dashed lines) or the RGBP Joint estimator (dotted lines). In each row (single sample size \( N \)), two graphs at the left are separate single MC runs, and the graph at the right is the average of 10,000 MC runs. Coverage here is the fraction of total (1 or 10,000) MC trials for which the underlying PDF (\( p_i \), blue) lies in \( (\hat{\delta}^{-}, \hat{\delta}^{+}) \). It is shown in red for smoothed estimates and in gray for unsmoothed ones, with line types corresponding to those of the density estimates.
Figure 17: Estimates of a randomly generated underlying $B[3.0, 15.0; x]$ PDF using a 100-bin histogram. Each line-type shows separate plots of $\delta^+$, $\tilde{p}_i$, and $\delta^-$ at $\xi=0.95$ (normal posterior PDF) for a different estimator. Shown are smoothed (black lines) and unsmoothed (gray lines) estimates by the Multinomial Rule-of-Succession (dashed lines) or the RGBP Joint estimator (dotted lines). In each row (single sample size $N$), two graphs at the left are separate single MC runs, and the graph at the right is the average of 10,000 MC runs. Coverage here is the fraction of total (1 or 10,000) MC trials for which the underlying PDF ($p_i$, blue) lies in $(\delta^-, \delta^+)$. It is shown in red for smoothed estimates and in gray for unsmoothed ones, with line types corresponding to those of the density estimates.
Figure 18: Estimates of a randomly generated underlying $B[2.0, 21.0; x]$ PDF using a 100-bin histogram. Each line-type shows separate plots of $\delta^+$, $\hat{p}_i$, and $\delta^-$ at $\xi=0.95$ (normal posterior PDF) for a different estimator. Shown are smoothed (black lines) and unsmoothed (gray lines) estimates by the *Multinomial Rule-of-Succession* (dashed lines) or the *RGBP Joint* estimator (dotted lines). In each row (single sample size $N$), two graphs at the left are separate single MC runs, and the graph at the right is the average of 10,000 MC runs. Coverage here is the fraction of total (1 or 10,000) MC trials for which the underlying PDF ($p_i$, blue) lies in $(\delta^-, \delta^+)$. It is shown in red for smoothed estimates and in gray for unsmoothed ones, with line types corresponding to those of the density estimates.
Figure 19: Estimates of a randomly generated underlying $B[63.0, 6.0; x]$ PDF using a 100-bin histogram. Each line-type shows separate plots of $\hat{\delta}^+, \hat{\xi},$ and $\hat{\delta}^-$ at $\xi=0.95$ (normal posterior PDF) for a different estimator. Shown are smoothed (black lines) and unsmoothed (gray lines) estimates by the \textit{Multinomial Rule-of-Succession} (dashed lines) or the \textit{RGBP Joint} estimator (dotted lines). In each row (single sample size $N$), two graphs at the left are separate single MC runs, and the graph at the right is the average of 10,000 MC runs. Coverage here is the fraction of total (1 or 10,000) MC trials for which the underlying PDF ($p_i$, blue) lies in $(\hat{\delta}^-, \hat{\delta}^+)$. It is shown in red for smoothed estimates and in gray for unsmoothed ones, with line types corresponding to those of the density estimates.
the true underlying pdf, $g(x)$, unrecognizable. At small $N$ ($N \approx 40$), there is an increase in $S/N$ from $S/N \approx 1$ for unsmoothed estimates to $S/N \approx 3$ for smoothed estimates. The required number of observations for the unsmoothed estimators to match this increased $\langle(S/N)\rangle_{MC}$ is about $20 \times 25$ greater than the actual $N$. Improvement is also significant for fairly large $N$ (Table S1).

De-noising reduces $|\hat{\delta}^+ - \hat{\delta}^-|$ while usually increasing or maintaining $C$ for the narrower confidence interval. The joint estimator $(\hat{\pi}_i)_{\infty}$ gives the most consistently high $C$ among unsmoothed estimators. Plots show that the $\delta_i$ from unsmoothed $(\hat{\pi}_i)_{\infty}$ provide high coverage, but at the cost of variable and often large $|\hat{\delta}^+ - \hat{\delta}^-|$. Smoothing decreases the interval lengths for all tested starting estimators, and this leads to coverage errors for small $p$ at the periphery of the histograms, but it improves $\hat{p}$-to-$p$ matching significantly. For histograms with $N < 200$, unsmoothed $(\hat{\pi}_i)_{\infty}$ gives $S/N < 2$ but good $\xi$-to-C matching, but all smoothed histograms have $S/N \approx 3$ or $S/N > 3$ for $N$ as low as 40 (Table S1).

During our prior modeling of drug activity, it had been hoped that any noise in estimated pdfs would cancel upon averaging estimation parameters over many observations. However in hindsight, from the magnitude of noise observed in these MC trials (Figs. 1419), and from the observed bin-to-bin variance of the estimates found in these trials, it seems more likely that the noise would not always have canceled for the sample sizes that were actually used. Excess residual noise and bin-to-bin variance and the resulting concealment of systematic error could have contributed substantially to the earlier observed inconsistency for different classification tests when estimating $\sigma_{p_i}$ for the composite Bayes probability of classification.

### 4.3 Systematic Error and Bias in the Unsmoothed Estimates

Looking more closely at average effects observable over large numbers of random trials at a fixed sample size $N$ (the right column of graphs in each of Figs 1519), there was initially a significant systematic displacement of estimates $\hat{p}_i$ to values larger than $p_{i,true}$ before smoothing and baseline correction. For unsmoothed $b_{eff}=2$ estimators, the systematic displacement was originally so large that the average difference between $\langle \hat{p}_i \rangle_{MC}$ and $p_{i,true}$ was initially greater than the value of $p_{i,true}$ itself throughout most bins of a histogram compiled for small $N$. Systematic displacement, which decreases $\langle(S/N)\rangle_{MC}$ and indicates lack $\hat{p}$-to-$p$ matching, had not been as large with unsmoothed multinomial Rule-of-Succession (MROS) estimators ($b > 2$, Eqs. 1, 3, 7 ) or with theRgbp joint $(\hat{\pi}_i)_{\infty}$ or discrete $\hat{p}(n_i,N)$ estimators. However, both systematic displacement and $C$ decrease if initial $b_{eff}=2$ estimates are rescaled to $\sum p_i = 1$ before smoothing and this rescaling leads the resulting $S/N$ values to be identical to those for the $b_{eff} > 2$ MROS estimators. For smoothed histograms, this systematic displacement is further reduced by the procedures for scaling and baseline adjustment. Comparison of the plots at the right side of the figures to individual random histograms at the left was done to assure that the observed large reduction in the mean average absolute residual between $p_{i,true}$ and $\langle \hat{p}_{i,smooth} \rangle_{MC}$ caused by the de-noising procedure was not a computational artifact.

On the one hand, the systematic offset of $\hat{p}_i$ to high values before de-noising at small values for $p_{i,true}$ is understandable in terms of bias toward the limiting value $\lim_{N \to 0} \hat{p} = \frac{1}{2}$ for $\hat{p}$ from different choices of binomial prior at small $N$. Similar bias toward $\frac{1}{2}$ occurs for Dirichlet priors at larger $b$. On the other hand, the form of $\hat{p}$ derives directly from a well
defined moment integral for an expectation value. Estimates derived directly from moment integrals over an underlying pdf are supposed to be unbiased estimators: the value of the estimate for the parameter ($\hat{p}_i$) is precisely equal to the expected value for the parameter ($\langle p_i \rangle$) over the range of possible values. Apparently this statement about bias is only true asymptotically as $N \to \infty$. As $N \to 0$, $\hat{p} \to \frac{1}{2}$ for binomial estimators, $\hat{p} \to \frac{1}{3}$ for multinomial estimators, and $\hat{p} = \frac{1}{2}N \to \frac{1}{2}$ for the maximum likelihood estimator. These limiting values more closely reflect observed bias toward $\frac{1}{2}$, $\frac{1}{3}$, or toward the "undefined" first few random observations (for $\frac{1}{2}$).

At first glance, use of $U[0, 1; x]$ as a Bayes prior seems to weight to any possible estimate $p \in (0, 1)$ equally. Unfortunately the $U[0, 1; x]$ prior has a fixed mean value of $\frac{1}{2}$ and apparently this biases $\hat{p}$ from this prior toward $\frac{1}{2}$ for small $N$. Similarly, although the Jeffreys binomial prior $B[\frac{1}{2}, \frac{1}{2}; x]$ is weighted symmetrically to accentuate values for $p$ near 0 or 1, it too has a mean value of $\frac{1}{2}$ and its associated $\hat{p}$ is biased, albeit by "half-as-much", to the value $\frac{1}{2}$ for small $N$. This bias to $\frac{1}{2}$ before renormalization is probably more readily apparent at large $b$ (for example, 100-bin histograms) since the average $p_{i, \text{true}}$ is small. The bottom line, which should not have been a surprise, is that estimators based on Bayes priors are biased toward the mean value of the presumed priors for small $N$.

Unfortunately, the larger optimized values found for $\alpha_0$ in the $B[\alpha_0, \alpha_0; x]$ adaptive prior cause even larger bias toward $\hat{p}_i = \frac{1}{3}$. This is apparent for small values of $p_{i, \text{true}}$ in histograms averaged over many trials at fixed $N$. This bias at small $p_{i, \text{true}}$ appears both as an increased systematic difference ($\hat{p}_i - p_{i, \text{true}}$) before renormalization and also as an increase in the confidence interval width $|\hat{\delta}^+ - \hat{\delta}^-|$ (Fig. 4). At low $p_{i, \text{true}}$, $\xi$-to-$C$ matching improves for $\xi \leftrightarrow C$ optimized $B[\alpha_0, \alpha_0; x]$ prior $\times \mathcal{N}$ posterior relative to that for $U[0, 1; x]$ prior $\times \mathcal{N}$ posterior. However, decreased $\xi$-to-$C$ matching for $U[0, 1; x]$ prior $\times \mathcal{N}$ posterior is due to improved $\delta_i; C \gg \xi$. $C$ is closer to $\xi$ for $\hat{\delta}_i$ from the $B[\alpha_0, \alpha_0; x]$ prior $\times \mathcal{N}$ posterior at low $p_{i, \text{true}}$ because $C$ is reduced. Despite the large systematic $\hat{p}_i$-$p_i$ offset in the raw estimates from $\xi \leftrightarrow C$ optimized $B[\alpha_0, \alpha_0; x]$ prior $\times \mathcal{N}$ posterior, estimates $\hat{p}_i$ from priors using $\xi \leftrightarrow C$ optimized values of $\alpha_0$ serve as useful starting points for the de-noising, base-line adjustment, scaling procedure to get $\hat{p}_{\text{smooth}}$. Seeing that bias in the initial estimator coincides with a systematic $\hat{p}_i$ to $p_{i, \text{true}}$ displacement, the key to reducing bias in $p_{i, \text{smooth}}$ appears to be the subsequent scaling and base-line corrections.

It has not yet been tested whether the latest direct de-noising and scaling procedures provide similar improvement to initial $\hat{p}_i$ based on $b_{\text{eff}} = 2$ Jeffreys priors. The optimal empirical values for $A_0$ and $B_0$ and the functional form for $\rho(N)$ for these are expected to differ only slightly. Iterative optimization, using 10,000 trials for each of several different $N$ and for each of several underlying test density functions, takes about a week per cycle and all of our available computational capacity. Given the similarity of the accuracy obtained from other diverse starting estimates, significant improvement, while possible, is not anticipated.

4.4 Remaining Systematic Local $\xi$-to-$C$ Discrepancy in De-noised $p_{i, \text{smooth}}$

A key problem that appears to have been introduced by the de-noising procedure is the occurrence of localized groups of histogram bins toward the edges of the histograms that exhibit high values for the $\xi$-to-$C$ discrepancy. The coverage value falls toward 0 for some histogram bins lying toward the edges of the histogram, even for rather large sample sizes.
This large systematic decrease in $C$ for a few bins near the edges of the histogram might largely be due to a 'data edge effect' inherent to the de-noising procedure.

At least two factors inherent to the de-noising process might contribute to such 'edge effects'. For one, the de-noising procedure becomes less accurate toward the two edges of each histogram. At these boundaries, there are fewer segments of measured data available for the multiple least squares line-fits that are used to estimate a value at each point in the de-noised histogram curve. Secondly, there is a histogram construction artifact: observations outside the range of the histogram were included in the terminal bins but this was not taken into account during the smoothing. This small contribution does not rationalize low $C$ seen centrally in histograms in regions near $x=0$ at the edges of the functional ranges when $g(x)$ is a highly skewed $\mathcal{B}(\alpha, \beta; x)$ pdf. As a generalization, it seems that $\xi$-to-$C$ difficulties arise when the smoothing process encounters regions with sparse occurrences. Regions of residual, systematically low $C$ had been observed elsewhere in similar plots at earlier stages of developing the procedures here, but these were largely eliminated by improved methods for baseline correction and scaling of initial $\hat{p}_{\text{smooth},0}$. Care should be taken to watch for and correct such errors if the procedures here are extended to other histogram sizes or to different smoothing parameters.

Problems with highly skewed pdfs that give rise to adjacent sparse regions might be avoidable. If high skew is detected, the measurement scale may transformed to one for which observations are more equitably distributed throughout the histogram. Aside from this, the largest remaining $\xi$-to-$C$ discrepancies, which tend to occur in or near sparsely filled histogram regions, might be of little consequence in many applications that use estimates of pdfs based on histograms, since few observations are affected. However, it is important to avoid using information from bins for which large $\xi$-to-$C$ discrepancy is expected.

5. Discussion

Methods to estimate proportions and their uncertainty from experimental occurrence frequencies have been compared. The goal was to understand apparent errors in estimates of uncertainty, $\sigma_{\hat{p}_i}$ for a statistical classification method to assess drug effectiveness. Poor estimates of uncertainty for Bayesian composite probabilities $P_o$ suggested inconsistent estimates of error intervals $\hat{\delta}_i$ for component probabilities $\hat{p}_i$. To improve $\hat{\delta}_i$, methods were first examined to improve agreement between calculated coverage $C$ and target, nominal confidence levels $\xi$. This was done by optimizing a single parameter $\alpha_0$ in the Bayes prior pdf used to derive the estimators. New methods for $\xi$-to-$C$ optimization led to a de-noising method that could also be applied directly to experimental histograms to improve estimates $\hat{p}_i$ directly. Such de-noised histograms $\hat{p}_{i,\text{smooth}}$ led to more accurate estimates of known underlying pdfs than any of the earlier multinomial estimates $\hat{p}_i$. On re-examining $\hat{p}_i$-to-$p$ matching in addition to $\xi$-to-$C$ discrepancy as a measure of reliability in this multinomial case, it became understood that both of these criteria for reliability are important and that the initially tested un-smoothed multinomial Rule-of-Succession (ROS) estimators, while apparently poor in some tests by $\xi$-to-$C$ matching, were equivalent to rescaled unsmoothed binomial ROS and similar to unsmoothed optimized estimators ($\hat{p}_{i,\text{smooth}}$) by the $\hat{p}_i$-to-$p$ criterion. Aside from $\hat{p}_i$-to-$p$ and $\xi$-to-$C$ matching, run-to-run consistency of estimates $\hat{\sigma}_{\hat{p}_i}$, and thus of $\hat{\delta}_i$, affected the accuracy of earlier Bayes classification trials. A factor, $\rho_{0.99}$,
was introduced to correct for expected run-to-run variation in estimates \( \hat{\sigma}_{p_i} \) that would be expected to cause error in estimates from a single histogram. Smoothed (de-noised) histogram estimators were generally much better by all criteria regardless of the choice of initial estimators \( \hat{p}_{i,0} \) used to construct the unsmoothed histogram. However, when tested by MC simulation, a large increase in the \( \xi \)-to-\( C \) discrepancy was often found for a few of the bins toward the edges of de-noised histograms.

The choice of optimal starting estimate \( \hat{p}_{i,0} \) for de-noising is still somewhat unsettled. Using joint estimator (\( \hat{p}_i \)) as an unsmoothed estimator led to maximal coverage for \( \hat{p}_{i,0} \), but using (\( \hat{p}_i \)) as a starting point for smoothing led to single-histogram estimates \( \bar{\sigma}_{p_i} \) for \( p_{i,\text{smooth}} \) with slightly lower run-to-run consistency, requiring slightly larger than average up-scaling corrections by \( \rho_{0.99} \) to account for this variation. Comparatively, the size of \( \rho_{0.99} \) corrections to \( \bar{\sigma}_{p_i} \) for \( p_{i,\text{smooth}} \) from the multinomial generalized ROS estimator or from the discrete estimator are slightly smaller, but those from the discrete estimator using the combinatorial prior of Appendix B appear to be less consistent from \( N \) to \( N \). Corrections to \( \sigma_{p_i} \) for (\( \hat{p}_i \)) to \( (\hat{p}_i)_{\xi+\gamma} \) appear to be the smallest. However, all differences between corrections to \( \bar{\sigma}_{p_i} \) for \( p_{i,\text{smooth}} \) from different starting estimators are fairly small. One remaining, unaddressed point of concern is that the similar final accuracy of de-noised estimates, despite varying accuracy in the initial unsmoothed estimates, might result from unintentional \( \hat{p}_{i,0} \)-dependent bias of the post-smoothing baseline and scaling procedures.

Despite \( \xi \)-to-\( C \) inconsistencies toward the edges, the de-noised histograms for multinomial estimates (\( p_{i,\text{smooth}} \)) turned out to be practically useful. Extensive tests by application to Bayes Classification, have so far only been done for (\( p_{i,\text{smooth}} \)) and \( \delta_{\text{smooth}} \) derived from \( (\hat{p}_i)_{\xi+\gamma} \) (numerically optimized \( \xi \)-to-\( C \) matching, \( N \) posterior) as the starting Bayes estimator and with the original base-line correction and scaling procedure. Further improvement is suggested by the comparative results for updated procedures examined here.

When Bayes Classification of drug sensitivity was examined using the earlier form for \( p_{i,\text{smooth}} \), the reliability of the uncertainty estimates improved relative to unsmoothed estimators (\( \hat{p}_i \)) together with the corresponding up-scaled \( \bar{\sigma}_{p_i} \), [Friedman 2016 in preparation]. This was particularly apparent in cases for which limited experimental information was available for assessing drug activity. For some difficult classifications, before improvements by using de-noised elementary \( \hat{p}_i \), several false predictions were still found to have composite \( P_o \) lying 4 \( \bar{\sigma}_{p_o} \) to 7 \( \bar{\sigma}_{p_o} \) from the decision cut-off point, suggesting a falsely high level of certainty. There was no clear correlation between the number of standard deviations from the decision cut-off point and the accuracy of the prediction. With the improved estimates of elementary probabilities and uncertainties, more predictions for the difficult known test cases fell close enough to the decision cut-off (within 2 \( \sigma_{p_o} \)) to signal that the outcome was less certain. The few remaining erroneous predictions were only slightly beyond 2 \( \sigma_{p_o} \) from the decision cut-off point and most predictions beyond 2 \( \sigma_{p_o} \) were correct (Friedman 2016 in preparation).

\footnote{Values of \( \sigma_{p_o} \) were increased (\( Z \) decreased) to the equivalent "infinite sample limit" to account for varying numbers of samples in each set. Each sample being classified had independent cell-by-cell measurements of the same feature for each cell in the sample; this allowed construction of a distribution over different cells from within each sample and a sample-to-sample comparison of these single-sample distributions. Classification is more difficult using distributions over different samples of single observations from each sample, with no information about the spread of measured values within each individual sample.}
More critically, however, accurately defined histogram shapes allowed one to tailor separate basis sets for each test set subsample. A combination of basis (learning) set subsamples can be found that causes the joint distributions for this combination to approach the observed underlying distributions in each individual test set subsample. Each combination of basis set subsamples is found without regard to basis-set subsample classification, only using pdf shape. The tailored basis sets from this procedure led to the above described accuracy for the statistical classification of drug sensitivity for each test set sample. Based on the noise and systematic error in estimated histograms (Figs 15-19), without de-noising, such matching of the distribution shape of each test set sample to that of a combination of basis set subsamples is unlikely to have provided meaningful results.

The insensitivity of Bayes classification for real experimental data to the large $\xi$-to-$C$ discrepancies found for a few histogram bins in the MC tests is likely because there were few or no observations sorted into these bins from either the test set or basis set in the real data for which the underlying distributions were unknown. The earlier, apparently unreliable estimates $\hat{\sigma}_p$, for predictions of drug effectiveness stemmed from unreliable estimates for both $p_i$ and $\sigma_{p_i}$ due to discrete sampling noise, from the overly wide ranges for confidence intervals for unsmoothed $p_i$, and from systematic offsets due to the inherent bias of $(p_i)$ to $\frac{1}{b}$ when using the generalized multinomial ROS or to $\frac{1}{2}$ when using either the Jeffreys or Uniform prior pdf with $b_{\text{eff}} = 2$. A further large contribution stemmed from an inappropriate presumption of the identity of the underlying distribution of measured values between the learning set and the test set, based solely on the apparent similarity of experimental measurement conditions. Bayes classification presumes IID observed values. Whereas experimental values had been adjusted to be independent, prior to basis set tailoring, they had only been presumed, but not specifically adjusted, to be identically distributed.

Whereas improvements from de-noising and scaling are significant in estimates $\hat{p}_i$ from large multi-bin histograms, it is difficult to imagine a way to apply these methods to the binomial case without requiring a large number of additional measurements. On the other hand, one may imagine using MC calculations to derive corrections to single run parametric estimates $\hat{\sigma}_p$ based on Eq. 2 or 4 to account for expected run-to-run variation in these estimates. However, in this simpler binomial case, it may be possible ultimately to derive exact expressions to account for this run-to-run variation in $\hat{\sigma}_p$ for each estimator type.

Barring such further developments, for this binomial case, if use of $N[\mu_p, \sigma_p^2; x]$ as posterior pdf is desired, and if $p$ values of interest are far from 0 or 1, then it makes sense to use this in combination with a $U[0, 1; x] = B[1, 1; x]$, Uniform Bayes prior pdf (Eq. 1 & 2, $b = 2$). Alternatively, if use of the $B[n + \alpha_0, N - n + \alpha_0; x]$ Bayes posterior pdf is desired, then the choice is less clear. If initial estimates indicate that the $p_i$ value interest is close to 0 or 1, then the $B[\frac{1}{2}, \frac{1}{2}; x]$ Jeffreys Bayes prior ($\alpha_0 = \frac{1}{2}$) yields more reliable error estimates. Otherwise, the Uniform prior ($\alpha_0 = 1$) yields more reliable error estimates. Either the combination of a Jeffreys Bayes prior pdf with a $B[n + \alpha_0, N - n + \alpha_0; x]$ Bayes posterior pdf or the combination of a Uniform Bayes prior pdf with a $N[\mu_p, \sigma_p^2; x]$ posterior pdf both yield confidence intervals with short nearly equal interval lengths. The combination of the Uniform Bayes prior with the $B[n + \alpha_0, N - n + \alpha_0; x]$ Bayes posterior has slightly broader confidence intervals for smaller values of $p_i, \text{true}$ (Fig 4). If more certainty about the coverage of the error estimate is required, the adaptive priors $B[\alpha_0, \alpha_0; x]$ optimized for $\xi$-to-$C$ matching offer an alternative at the cost of much further increased interval lengths.
for small values for $p_{i,\text{true}}$ for some $N$. The combination of the discrete prior and posterior gives results similar to the earlier estimators for which priors and posteriors presumed continuity. While avoiding presumptions about continuity for the Bayes posterior and avoiding probability density for the posterior lying outside the admissible range $(0,1)$, the derivation of this discrete prior still presumes that the absence of observable knowledge about the existence of continuity for an underlying pdf requires the most accurate description for this pdf to lack continuity. (That is, it presumes that estimator outcomes need to be "quantized" by the discrete number of observations used to estimate an underlying pdf.)

All elementary $B$ pdf priors leading to necessarily non-zero valued best estimates for binomial $p$ are biased toward $p = 0.5$, but this bias increases as the effective value for $\alpha_0$ increases in the prior. In the multinomial case, similar, stronger bias toward $p_i = \frac{1}{b}$ and inconsistency between $C$ and $\xi$ had been detected for non-informative Dirichlet priors, leading us initially to abandon their use. Considering how initial bias manifests itself for the Jeffereys and Uniform, priors, the earlier recognized asymptotic estimators, such as those of Wilson and Wald can also be considered biased. For these estimators, the value $\alpha_0$ is effectively 0, and the limiting estimate $\lim_{N \to 0} \hat{p}$ is the undefined quantity $0_0$. Such estimators are 'randomly' biased toward the "undefined results" of the first few random observations. If the first random occurrences happen to be in the "wrong" direction, $\langle p \rangle < p_{i,\text{true}} - Z \sigma$ or $\langle p \rangle > p_{i,\text{true}} + Z \sigma$, in the direction away from $p_{i,\text{true}}$ (e.g. 3 or 4 heads in a row when flipping a fair coin), it takes more trials (larger $N$) for this earlier class of estimator to recover to provide estimates close enough to $p_{i,\text{true}}$ to get reliable $\xi$-to-$C$ matching.

In spite of these general difficulties for the elementary Bayes priors for either the binomial or multinomial cases, the procedures presented here for de-noising and scaling multinomial estimates appear to offer a way to reduce the inherent bias of unsmoothed elementary estimators for the multinomial case. Reduced bias from de-noising stems from using joint information about $p_i$ available from the measured occupancies of histogram bins in the vicinity of bin $i$. Reduced bias is possible here largely due to an invariant and relatively smooth form for the underlying pdf being estimated by the histogram. This presumption of smoothness of the underlying pdf seems to contradict earlier arguments about the lack of smoothness of the observable pdf that warranted the introduction of discrete estimators. However, such smoothness of the underlying pdf more accurately reflects the actual underlying process by which the analyzed random trial distributions were generated here. The observable pdf is different than and can at best only approach the unknown underlying pdf. Run-to-run variation in the observable pdf at fixed $N$ forbids discernment between closely related forms for a smooth unknown underlying pdf.

Improvement in the estimates $\hat{p}_{i,\text{smooth}}$ and $\sigma_{i,\text{smooth}}$ is fairly general for all examined underlying $g(x)$ and for all choices of initial estimators used to construct the experimental histogram, offering a significant reduction in required sample size to achieve a fixed $\langle S/N \rangle$ level. The reduction in required sample size by nearly an order of magnitude suggests further application of $\hat{p}_{i,\text{smooth}}$ and $\sigma_{i,\text{smooth}}$ to estimating sample means and medians, downweighting of outliers, and to the idealization of raw measurements by adjustment to the nearest smooth distribution. These extended applications are currently being tested and preliminary routines are included with the accompanying source code.
Appendix A: De-Noising by Assuming Approximate Local Linearity

De-noising of the $\alpha_0(N)$ curve (Fig[12]), obtained when $\alpha_0$ for the $B[\alpha_0, \alpha_0; x]$ prior $\times$ beta-pdf Bayes posterior combination was optimized for $C$-to-$\xi$ matching, was expected to improve the estimates of $\alpha_0$ at each $N$. The absence of a readily apparent functional form for this curve led us to consider de-noising this curve by simple linear least squares approximations about contiguous zones of data points (ranges of values for $N$ about some point $n_i$ on the curve). Such piecemeal linear least squares fits could be carried out on different $L$-point data segments of fixed arbitrary datalength $L$ as the portion of data being considered $d : (i - [L/2], \ldots, i + [L/2])$ moved along ordered values $n_i$. Smoothing would occur by approximating values for $\alpha_0$ at points within each segment by the corresponding points on the least squares best fit line.

It was realized, though, that the quality of the approximation to the optimized $\alpha_0$ function for a given value of $n_i$ would vary depending on the position of $n_i$ in the local data segment, $d$, being fit to the line. For instance, for if $\alpha_0$ were a sawtooth function, the approximation to $\alpha_0$ for the point $n_i$ at the cusp of the sawtooth would be quite poor if $n_i$ were at the center of the local data segment used for the linear fit, but it would be rather good if the point $n_i$ were at the end of either of the two data segments that terminate at the cusp. Thus, rather than using the approximation for $n_i$ only when it was the central point in each data segment, $d$, being fit to a line, it was considered worthwhile to allow every possible data segment of datalength $L$ passing through $n_i$ to contribute to a final de-noised, weighted-average approximation for that point.

The weight in such an average may be based on a 'goodness-of-fit' value, $Q_{n_i \leftrightarrow n_j | d}$, for point $n_i$ relative to the goodness-of-fit values for all other points in the same local data segment $d$. To define a relative goodness-of-fit value for a particular point $n_i$ on a particular $d$, one examines the deviation between the point’s observed and approximated values relative to the analogous deviation found for all other points in $d$. From the estimated value for the standard deviation, $\sigma_d$, over all points for this particular data segment, $d$, one may use

$$Q_{n_i \leftrightarrow n_j | d} \equiv \frac{1}{\sigma_d} e^{-\frac{(\sigma_{obs,i,d} - \sigma_{approx,i,d})^2}{2\sigma_d^2}}$$

as the weight on the interpolated value for point $i$ based on the linear fit to that particular segment. This constitutes a point-to-point weight for the relative fit within a single choice for local data segment $d$.

The quality of the overall linear fit to all points in a single choice for $d$ that includes the point $n_i$ may also vary relative to the quality of the overall fit for other choices for $d$ through $n_i$. Thus, additional segment-to-segment weights, $Q_{d \leftrightarrow d'}$, based on the comparison between different choices of $d$ can also be applied. Such segment-to-segment weights may be based on the probability of whether the observed value for $\sigma_d$ for the overall fit for a given segment is better than or worse than the average value $\sigma_{ave}$ of the overall $\sigma_d$ values found for all data segments considered. If the values for $\sigma_d$ can be taken to be approximately normally distributed about a mean value for a given collection of considered line segments, such a weight can be taken to be of the form: $Q_{d \leftrightarrow d'} \equiv \frac{1}{2} \left(1 - erf\left(\frac{\sigma_{obs,d} - \sigma_{ave}}{\sqrt{2}\sigma_{rms}}\right)\right)$ where $\sigma_{rms}$ is the observed standard deviation of $\sigma_d$ over all considered line segments $d$. Thus this second weight for the weighted average of each approximation is a measure of how good the fit of each local data segment is relative to the 'average' fit of a data segment for a given set of data. Since the final weighted average is used to determine a de-noised estimate at each point is
taken individually at that point, the weights on the results for each data segment at each point are only relative to weights from the other data segments that include that particular point. However, the values of the overall mean ($\sigma_{\text{ave}}$) and standard deviation ($\sigma_{\text{rms}}$) of $\sigma_d$ used as benchmarks for comparison may be chosen to depend either on the whole data set or on the local set of data segments.

Since the values used for each $\sigma_d$ are normalized on a per-point basis in each considered data segment, it is also possible to use similar weighting to extend the least squares analyses to include data segments of different datalengths $L$. The use of such weighting would at first appear to obviate the need for careful selection of which $L$ values to consider, however for larger values of $L$, there are more line segments passing through $n_i$ that contribute to the approximation for that particular point, skewing the final approximation for $\alpha_0$ to estimates based on larger $L$. Whereas the fit is expected to be poorer for the longer segments, leading to down-weighting for approximations from these data segments, the increased number of such segments of longer $L$ affects the values of overall $\sigma_{\text{ave}}$ and $\sigma_{\text{rms}}$. These values of $\sigma$ are the benchmarks for relative goodness-of-fit, and so the net effect of the increased ‘sampling’ at each $n_i$ due to larger $L$ values is to increase $\sigma_{\text{rms}}$ and thus to increase the contribution to the final overall weight from longer local data segments. This bias toward the longer data segments is further accentuated if the standard normal probability density and $\text{erf}$ functions used to calculate the weights are replaced by Student-equivalents to account for the discrete number of sampled values for each line segment. However, the Student-equivalents of these weighting functions are advantageous since they render the final approximated $\alpha_0(N)$ functions to be less sensitive to the choice of the smallest $L$ value to use for local data segments. Adjusting final weights by $1/L$ to account for differences in segment lengths leads to a much noisier final estimate (weighted average), implying that the resulting weighted average is skewed too much toward the estimates from segments of shorter datalength. Empirically, for the cases examined, $1/\sqrt{L}$ is found to be a more appropriate adjustment. Possible ways are being considered for making the smoothed estimate less dependent on the choice of upper limit for $L$, but so far improvements are not as clear-cut, so these have not yet been implemented.

Aside from the weights based on (i) an individual point’s goodness-of-fit relative to that of other points in the same data-segment ($Q_{n_i+\leftrightarrow n_j|d}$), and (ii) an individual data-segment’s goodness of fit relative to that of other data segments passing through $n_i$ ($Q_{d\leftrightarrow d'}$), a third weight was also found to be useful. This weight, $Q_{x(1-x)}$, is based on a point’s position within the data segment. As noted for the sawtooth function, it is often useful for the point being approximated to be at the terminus of the data segment used for linear approximation. Each data segment has only two such positions. The sampling bias due to the relative excess of interior points over end points can lead to the truncation of sharp features, as one might expect from such overweighting of interior points. To compensate for such overweighting of the interior points, one may add an extra weight that increases for points toward the termini of the data segment.

The shape of the binomial Jeffreys Bayes prior pdf $B[1, 1/2; x]$, which is actually a function of the form $\frac{C}{x^{1/2}(1-x)^{1/2}}$ can serve as an inspiration for such a weight, if one considers the value $x$ in this function to be a measure of the fractional position of the point in question along the data segment under consideration. Difficulties that arise when $x$ has a value of 0 or 1 in such a function suggest that those values should be avoided. For a data segment consisting
Figure A1: Tests of multi-range curve de-noising (smoothing) using data from astronomy.

To account for differing segment lengths in the weighted averages used for each smoothed point, calculations of segment-to-segment weights used equivalents of the standard normal distribution and \( \text{erf} \) functions derived using a Student-\( t \) probability distribution instead of Gaussian exponential functions. Similar curves could be obtained though by a judicious (albeit arbitrary) choice of cut-off values for the lower number of observation points per group. Ranges of the local line fits shown here include all adjacent groups either from 10 to 30 observation points per group or from 10 to 50 observation points per group.

of \( L \) points, one therefore sets the fractional position used for \( x \) in the weight to \( \frac{i}{L+1} \) where \( i \) is the integer order position (from 1 to \( L \)) of the point along the data segment. The resulting weight for allowing adequate representation as \( n_i \) approaches the terminus of the data segment would then be \( Q \equiv \frac{1}{(1-x)} W_T \), where \( W_T \) is a suitably chosen exponent.

In practice, values of \( W_T \gg 3 \) cause essentially only segments with \( n_i \) at the termini to contribute to the final weighted average of least squares approximations for \( \alpha_0(n_i) \). Values of \( W_T \) between \( \frac{1}{2} \) and 2 appear to be useful. If the chosen value of \( W_T \) is too small, sharp features are truncated. If it is too large, and if fairly long data-segment lengths are included, the sharp features can be overshot, leading to excessive spikiness at such regions.

The computation of least squares fits is done most efficiently one data segment-length \( L \) at a time. To apply the de-noising to fits with variable segment lengths, it was found convenient to perform the de-noising in two passes, the first pass to obtain values of \( \sigma_{\text{ave}} \) and \( \sigma_{\text{rms}} \) over all segment lengths and the second pass to calculate the weighted average using these values in the overall weights.

On doing a rudimentary search of the literature to find the origin of this method, it was found that 'moving' least squares is, in fact well known in a singly moving form (Levin [1998], Bose and Ahuja [2006], Fleishman et al. [2005]). The position of the point being approximated in these earlier descriptions appears categorically to be at the center of the data segment under consideration. In the past, the cusp problem appears to have been attacked by increasing the order of the polynomial being fit to greater than linear order. Thus a commonly used local regression analysis, "loess" (Cleveland and Devlin [1988] is
Figure A2: Tests of multi-range curve de-noising (smoothing) for daily closing values Dow Jones Industrial Average. Again the effect of changing the lengths of the longest and shortest data segments (number of days per fit) is compared. The effect of the short end length is mitigated by using $N$ dependent Student distribution equivalents of probabilities for the weights used in weighted averages for point-by-point estimated (smoothed) values. In the current version of smoothing, the degree of fit is largely determined by an arbitrarily chosen, longest segment length, but fixes are being considered.

also based on estimating values for the central abscissa point in each local zone, weighting each neighboring point in a single polynomial regression analysis by the distance along the abscissa to this central point rather than by using comparative goodness of fit for multiple linear regression analyses. For this reason we suggest the name GOOFY-loess (GOodness Of Fit Yclept-loess) for the procedure introduced here. Earlier de-noising methods do not appear to be as effective at avoiding the truncation of sharp features, most likely because such sharp features are not well modeled as low order polynomials. The use of Gaussian weights that were somewhat related to the comparative goodness-of-fit was also suggested earlier (Levin 1998), although as far as could be discerned use of the average value $\sigma_{ave}$ and the overall $\sigma_{rms}$ as the basis for the comparison was not.

As mentioned, the level of smoothing in the method described here can be adjusted by altering the lengths of the shortest and longest data segments ($L_{min}, L_{max}$) being considered as least squares zones for linear fitting. However the $L_{min}$ is less critical when Student-equivalents are used and possible new weights that may decrease the influence of the choice of $L_{max}$ are being tested. The fidelity of the de-noised approximation near sharp peaks and troughs can be adjusted by altering the weight exponent $W_T$ used for the positional weighting. Since this de-noising procedure maintains a rather high degree of fidelity, it may be performed several times in succession without introducing obvious distortions. In initial test cases with noisy data, when the limiting segment lengths and positional weighting parameters were well chosen, distortions that might be considered serious did not begin to appear until the fourth or fifth cycle of de-noising. However, distortions occur at ear-
lier cycles when smoothing is applied to cases for which S/E is already fairly high before smoothing. For 100-bin histogram estimates of underlying general pdfs, S/E continued to increase with up to 3 cycles of smoothing for $40 < N < 400$ (N, the total number of observations sorted into the histogram), up to 2 cycles for $400 < N < 4000$, and with up to 1 cycle $4000 < N$ up to the highest examined value $N = 12800$. For the sawtooth pdf, the examined underlying trial pdf that is predominantly linear, S/E continued to increase for further cycles of smoothing beyond these limits.

Gnu-fortran source code that implements this curve de-noising is included in the supplemental material. Test data from astronomy [Simon 2003; Bradt et al. 2011], an area where such curve smoothing is commonly invoked, provided a general feel of the effects of changing the de-noising parameters. These extraneous data were found to be useful for the development and application of the source code. Figure A1 shows the results of smoothing the astronomic data for x1820-303 (one day averaged light curves of sum band intensities for x1820-303 between MID 50088 and MID 52425; apparently the same data that were originally analyzed in [Simon 2003] and called 4U 1820-30) and of smoothing an extended data set for x1820-303 that includes some more recently measured time points. This Figure and Figure A2 both illustrate the effects of varying $L_{min}$ and $L_{max}$.

Appendix B: Binomial and Multinomial Estimators $\hat{p}(n, N)$ and $\hat{δ}(n, N)$ that Presume a Discrete Set of Estimation Outcomes

1 Some Discrete Posteriors and their Priors for the Binomial Case

To estimate $p$ from an $N$-observation binomial trial with a given integer number of successes $n \in \mathbb{Z}$, the conditional probability of assigning the estimator $\hat{p}$ a particular value $θ$ is zero, $P(\hat{p}θ|n) = 0$, for all but a discrete number of admissible values, $θ \in Θ_N = \{θ_0, θ_1, \ldots, θ_N\}$. A discrete posterior is defined by mapping $p= p_{true}$ onto $Θ_N$, which is equivalent to assigning the value of an element from $Θ_N$ to the estimator $\hat{p}$: $P(p → Θ_N|n) = P(\hat{p}θ|n)$; $\theta^*$ can be chosen as $\theta^*(p) = \arg \min_{\theta_j} \{|p − θ_j|\}$. That is, mapping $\hat{p} → \theta^*$ can be defined as selecting admissible value $θ_j$ closest to the unknown "true" underlying value $p$ ($\theta^* : p → Θ_N$). The discrete Bayes prior $\pi$ is the set $Θ_N$ of admissible values $θ_j$ (domain of $\pi$) paired element-by-element with a set of prior probabilities $\pi_j$ (weights, range of $\pi$) assigned to each $θ_j$.

The area bounded by the discrete posterior $P(p → Θ_N|n)$ is a union of varied, adjacent, non-overlapping rectangular regions each with a p coordinate (centered) about a different $θ_j$, but with the regions truncated at $p=0$ or $p=1$ for $j=0$ or $j=N$. The starting $p$-value for the rectangular region for which $\theta^*=θ_0$ is at $p = φ_0 ≡ 0$. When $j ≠ 0$, $\theta^*=θ_j$, the starting $p$-value is $p = φ_j ≡ \frac{1}{2}(θ_{j−1} + θ_j)$, the half-way point between defining values $θ_{j−1}$ and $θ_j$. If starting point $φ_{N+1}$ is assigned the value 1, then the width of each rectangular region in the posterior is $W_j = φ_{j+1} − φ_j$. Weighting by this width gives the a priori probability of assigning each admissible value $θ_j$ to $\hat{p}$: $\pi_j = W_j \pi_o(j, W_j, θ_j)$, a component of the discrete prior $\pi$. For the posterior $P(\hat{p} → θ^*|X=n)$, the height of the rectangular region associated with admissible value $θ_j$, is proportional to $\binom{N}{n} \pi_o(θ_j^n (1 − θ_j)^{N−n}$ but is normalized so that the total area of all rectangles for each $θ_j$ at outcome $n$ sums to 1. The binomial term $\binom{N}{n}$ is constant for all rectangles at fixed $n$ and divides out in the normalization.
This posterior for a given outcome $n$ defines equal-tailed confidence intervals $\delta_{j=n} = (\delta_{j=n}^-, \delta_{j=n}^+)$ as the limiting values (Eq. 6) from either edge, $p = 0$ or $p = 1$, up to which the sum over rectangular areas, full or partial, matches $\frac{1-\xi}{2}$. Confidence interval $\delta_{j=n}$ about the particular admissible value $\theta_{j=n}$ depends on outcome value $n$ and is distinct from the "$p$-success" region for $\theta_j$, $\Phi_j = (\phi_{j}, \phi_{j+1})$, for which $p \in \Phi_j$ is closest to $\theta_j$. Values of $p$ in adjacent confidence intervals $\delta_{j=n}$ and $\delta_{j=n+1}$ depend on $\xi$ and generally overlap, but $\Phi_j \cap \Phi_{j+1} = \emptyset$. Admissible values $\theta_j$ do not vary with outcome $n$.

Conditional expectation values $⟨\theta|n⟩$ may be defined as posterior weighted averages of admissible values $\theta_j$. Iterative updates for admissible values of the form $\theta'_{j=n} \leftarrow ⟨\theta|n⟩$ usually do not provide self-consistent $\theta_j$ values. Such iterative values for $\theta_j$, $\delta_{j,n}$, and $W_j$ are unstable, with many $\theta_j \to 0.5$ and $W_j \to 0$ for $j \approx N/2$. Instead, a self-consistent value for each $\theta_{j=n}$ that is stable to iteration can be obtained from the median of the $n$-th confidence interval $\theta'_{j=n} \leftarrow \hat{\theta}_n = \frac{1}{2}(\delta_{j=n}^+ + \delta_{j=n}^-)$ defined at each $n$ by the provisional posterior. On iterative updates of $\theta_{j=n}$ to $\hat{\theta}_n$ at each $n$, all $\theta_j$ and interval limits $\delta_{j,n}$ reach fixed values. The centers of the rectangular zones defined by the slightly off-center iteratively stable $\hat{\theta}_n$ appear better to reflect underlying $p$ and may be used as $\theta_n$. For $\theta_j$ defined this way, tests confirm that $C \approx \xi$, with $|C - \xi|$ and $⟨(\hat{p} - p)^2⟩$ comparable to or often smaller than from presuming continuity of $\theta$. Self-consistent values for $\theta_{j=n}$ depend on $\delta_{j,n}$, so the list of self-consistent admissible values $\theta_j$, comprising the range for the estimator $\hat{p}(n, N)$, depends on $\xi$ as well as on $\pi_j(j, W_j, \theta_j)$. Supplemental material includes computer code to obtain and test self-consistent $\Theta_N$ sets.

.2 Modified Estimates for $p_j$ for Multinomial Histograms

The critical argument concerning the need for discrete estimators is about whether one is justified to presume a higher level of precision in estimates $\hat{p}(n, N)$ than might ever be discerned in a counting experiment that entails only $N$ total observations. In experiments for which observations of instances are counted to assess a value for $p$ or a confidence range $\delta$, the underlying value for $p_{true}$ might ultimately be determinable to fairly high precision if $N$ is allowed to be large enough, and if $p_{true}$ is sufficiently invariant over the course of the measurement. However, given a limited, fixed integer value for the total number of observations $N$, such precision can never be achieved; only a fixed number of estimated values $\hat{p}$, the set of admissible values $\Theta_N \in \{\theta_0 \ldots \theta_N\}$, is possible. The values available to $p_{true}$ might be continuous, but due to experimental limitations, the values available to the estimator $\hat{p}$ cannot be continuous. This quandary about continuity of $\hat{p}$ is similar to the one about how precisely one can determine positions for sub-atomic particles. Unlike the precise position of say an electron, a more precise estimate $\hat{p}$ for $p_{true}$ might ultimately be found if $N$ is allowed to increase, because $p_{true}$ might remain sufficiently constant over the course of the measurement, but a more precise value cannot be found for the same fixed value $N$.

Presuming a need for such discrete estimators, one can define the posterior probabilities by constructing probability tables for $P(\hat{p} \leftarrow \theta_j^*|n)$: the probability, given $n$ observations of ‘successes’ in a binomial Bernoulli trial, that the admissible value $\theta_j^*$ assigned to the estimate $\hat{p}$ is the $\theta_j$ from the list closest to the true underlying $p_{true}$. Alternatively, one may think of the value $j$ used as the subscript for admissible value $\theta_j^*$ as the value for observed $n$
The observed probability table for N=5: Conditional Probability $P(\hat{p} \leftarrow \theta_k^* | n)$ (probability that $\hat{p}$ would be assigned admissible value $\theta_k$, when true underlying $\theta$ is closest to $\theta_k^*$, given $n$ observed outcomes were "successes")

| Observed Number of Success Occurrences | $\theta_0$ (k=0) | $\theta_1$ (k=1) | $\theta_2$ (k=2) | $\theta_3$ (k=3) | $\theta_4$ (k=4) | $\theta_5$ (k=5) |
|---------------------------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| n=0:                                  | $\pi_0(\hat{p}_0^*) (1-\theta_0) = \hat{p}_0^* (1-\theta_0)$ | $\pi_1(\hat{p}_1^*) (1-\theta_1)^2$ | $\pi_2(\hat{p}_2^*) (1-\theta_2)^3$ | $\pi_3(\hat{p}_3^*) (1-\theta_3)^4$ | $\pi_4(\hat{p}_4^*) (1-\theta_4)^5$ | $\pi_5(\hat{p}_5^*) (1-\theta_5)^5$ |
| n=1:                                  | $\pi_0(\hat{p}_0^*) (1-\theta_0)^2$ | $\pi_1(\hat{p}_1^*) (1-\theta_1)^3$ | $\pi_2(\hat{p}_2^*) (1-\theta_2)^4$ | $\pi_3(\hat{p}_3^*) (1-\theta_3)^5$ | $\pi_4(\hat{p}_4^*) (1-\theta_4)^5$ | $\pi_5(\hat{p}_5^*) (1-\theta_5)^5$ |
| n=2:                                  | $\pi_0(\hat{p}_0^*) (1-\theta_0)^3$ | $\pi_1(\hat{p}_1^*) (1-\theta_1)^4$ | $\pi_2(\hat{p}_2^*) (1-\theta_2)^4$ | $\pi_3(\hat{p}_3^*) (1-\theta_3)^5$ | $\pi_4(\hat{p}_4^*) (1-\theta_4)^5$ | $\pi_5(\hat{p}_5^*) (1-\theta_5)^5$ |
| n=3:                                  | $\pi_0(\hat{p}_0^*) (1-\theta_0)^4$ | $\pi_1(\hat{p}_1^*) (1-\theta_1)^5$ | $\pi_2(\hat{p}_2^*) (1-\theta_2)^5$ | $\pi_3(\hat{p}_3^*) (1-\theta_3)^5$ | $\pi_4(\hat{p}_4^*) (1-\theta_4)^5$ | $\pi_5(\hat{p}_5^*) (1-\theta_5)^5$ |
| n=4:                                  | $\pi_0(\hat{p}_0^*) (1-\theta_0)^5$ | $\pi_1(\hat{p}_1^*) (1-\theta_1)^5$ | $\pi_2(\hat{p}_2^*) (1-\theta_2)^5$ | $\pi_3(\hat{p}_3^*) (1-\theta_3)^5$ | $\pi_4(\hat{p}_4^*) (1-\theta_4)^5$ | $\pi_5(\hat{p}_5^*) (1-\theta_5)^5$ |
| n=5:                                  | $\pi_0(\hat{p}_0^*) (1-\theta_0)^5$ | $\pi_1(\hat{p}_1^*) (1-\theta_1)^5$ | $\pi_2(\hat{p}_2^*) (1-\theta_2)^5$ | $\pi_3(\hat{p}_3^*) (1-\theta_3)^5$ | $\pi_4(\hat{p}_4^*) (1-\theta_4)^5$ | $\pi_5(\hat{p}_5^*) (1-\theta_5)^5$ |

Table B1: Probability table (probability that the most consistent, admissible value $\theta_k^*$ is being assigned as the estimated value $\hat{p}$, given n observations are observed) for a discrete domain limited experiment. This table may be used to define numerical values to use as admissible values $\theta_k$. Column-to-column weights, $\pi_j$, represent the Bayesian prior probability for a particular $\hat{p} \leftarrow \theta_k$ assignment. For binomial Bernoulli experiments with equally likely outcomes in the absence of prior information, all $\pi_k$ may initially be set to $\frac{1}{N+1}$ since there are (N+1) possible outcomes. Other choices for $\pi_k$, described in the text, may be more appropriate when a success corresponds to an occurrence being assigned (versus not-assigned) to a particular "bin" in a multinomial experiment.

That would have caused $\theta_j^*$ to be closest to $p_{true}$. Table B1 is a concrete example for $N = 5$. Use of the form $\binom{N}{n} \theta_j^*(1-\theta_j)^{N-n}$ is inherent to the presumption that only $N+1$ values of $\theta_j$ are possible at the precision available from a Bernoulli trial that assesses the possible success of only $N$ total observations. For a valid probability table, all entries in the table must sum to 1. The necessity of weights $\pi_j$ between columns of the table, is inferred since without them, the sum would instead be 1 for entries in each column.

These weights $\pi_j$ are the a priori probability of assigning admissible value $\theta_j$ to $\hat{p}$ in the absence of knowing the observed success count $n$. This is equivalent to the definition for a Bayes prior probability. Given the list of values $\Theta_N \in \{\theta_0, \ldots, \theta_N\}$, and recalling that $P(\hat{p} \leftarrow \theta_j^* | n)$ relates to whether $p_{true}$ is closest to $\theta_j^*$, if the density of underlying possibilities for $p_{true}$ is $\sim U[0,1;x]$, then $\pi_j(j,W_j,\theta_j) = 1$; $\pi_j \propto W_j$, where $W_j$ are the widths of intervals of the possible $p_{true}$ values that are closest to each $\theta_j$. The $W_j$ may be evaluated as the difference between the half-way points between $\theta_j$ and its neighbors:

$$W_j = \phi_{j+1} - \phi_j, \ j \in \{0, \ldots, N\}$$

$$\phi_0 = 0; \quad \phi_j = \frac{1}{2}(\theta_{j-1} + \theta_j), \ j \in \{1, \ldots, N\}; \quad \phi_{N+1} = 1$$
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However, for a true Bayes prior based on prior knowledge about preferred values of \( \theta_j \) in the absence of experimental knowledge about the value \( n \), one might want to adjust \( \pi_j \) to account for this additional prior knowledge.

For a multinomial experiment (histogram), if \( j \) is the value of \( n \) that would give \( \theta_j^* \) closest to \( p_{i,true} \) for a particular histogram bin \( i \), then the additional knowledge that there are \( N \) total measurements and a total of \( b \) bins, means that there are additional statistical prior likelihoods to consider for each value \( j \). These statistical considerations relate to how many ways there are to fill the remainder of the histogram with the remaining \( N - j \) observations. The number of ways to fill \( b \) bins with \( N \) observations is known to be \( \binom{N+b-1}{b-1} \) \( \text{[Brua} \lambda d\text{]} \ 1977 \). If \( j \) observations are in bin \( i \) then the number of ways to fill the remaining \( b-1 \) bins of the histogram with the remaining \( N - j \) observations is \( \binom{N-j+b-2}{b-2} \), so that \( \pi_o() = p_{stat}(j) \), the statistical likelihood of having \( j \) observations in bin \( i \) of a \( b \)-bin histogram, is the ratio:

\[
\pi_j \propto p_{stat}(j) = \frac{\binom{N-j+b-2}{b-2}}{\binom{N+b-1}{b-1}} = \frac{(N-j+1)(b-2)}{(N+1)b-1}
\]

where \((A)_k\) is Pochhammer notation for a repeated product of \( k \), sequentially incremented terms starting from \( A \). It is convenient to convert to the recursion formula:

\[
p_{stat}(0) = \frac{b-1}{N+b-1}; \quad p_{stat}(j+1) = \frac{N-j}{N-j+b-2} p_{stat}(j)
\]

which comes from recognizing that the Pochhammer symbol for the next value of \( j \) results from including a new multiplicand to one side (numerator) and removing one from the other side (divisor) of the product while keeping the remaining multiplicands in the product unchanged. For \( b>2 \): \( 0 \leq \frac{N-j}{N-j+b-2} < 1 \), so the underlying statistical likelihood \( p_{stat}(j) \) is a continually decreasing function of \( j \) that is multiplied by \( W_j \) in the prior. The earlier used priors \( B[\alpha_0, (b-1)\alpha_0; x] \), which had presumed continuity of outcomes \( x \), were also usually decreasing functions of \( x \), but their functional form differs from that of the discrete prior \( \pi_j \propto W_j p_{stat}(j) \). Thus the multinomial case can be treated by adjusting the prior density \( \pi_j \) to account for quantifiable differences in statistical likelihood values for particular admissible values \( \theta_j \); and \( \pi_j \) differs significantly from priors derived by presuming a continuity of possible values for \( \hat{p} \). The prior \( \pi_j \) is not unique and its derivation presumes \( U[0,1; x] \) as the underlying distribution of possibilities for \( p_{true} \) (Shannon Information); in principle, \( \pi_j \) can be further weighted to conform with different local distributions of underlying possibilities for \( p_{true} \) based on different preferred information measures.

In the multinomial case, other prior knowledge about the underlying pdf being estimated, such as estimated shape parameters, kurtosis, or skew, can also improve the prior pdf for the discrete estimator. The above purely combinatorial prior is inaccurate for small \( N \) in the case of commonly occurring underlying pdfs with density clumped about a single value. In this case, relative to statistical expectation, there can be increased occurrence of \( n_i \) values from the top of the central plateau or from the peripheral baseline of the pdf. Since the proportion of points in these regions varies with the excess kurtosis value of the underlying pdf, having a prior estimate of the kurtosis value can improve the prior. Table \( \text{[B2]} \) shows the expected number of bins (nearest integer) for a \( b = 100 \) histogram into which \( \langle n_i \rangle \) occurrences have been sorted for the purely combinatorial prior, based solely on the
The only issue that remains is to define the set of admissible values \( \Theta N = \{0, \ldots, \Theta N\} \) and to use the discrete union of rectangles in the integral in Eq. 6 (Sec. 1.4.1). The posterior density \( P(p + \Theta p N) \) for each possible value of \( N \) can be done using \( \Theta N = \{0, \ldots, \Theta N\} \), which when plotted against \( p + \Theta p N \), is a union of adjacent rectangles of varying widths \( \Theta N \) and lengths \( C_{N} \), the is normalized constant that adjusts the sum of probabilities in this row to 1. Similarly, the mapping \( \Theta N \to \Phi N \) is a continuum of values for \( \Theta N \) to be mapped to the ordinate in the plot. The result of this mapping leads to the posterior from values for \( \Theta N \) that will never be considered for a given value \( N \). The posterior density \( P(p + \Theta p N) \) for each possible value of \( N \) can be obtained by renormalizing the sum of probabilities in this row to 1. When the posterior density \( P(p + \Theta p N) \) for each possible value of \( N \) is obtained, the excess kurtosis values from 1 to +4. As \( N \) increases, the expected number of bins with \( n \) occurrences for histograms derived from a standard normal distribution (and assumed to be Gaussian) increases to \( 100 \) for a \( b = 10 \) histogram (not shown). The excess kurtosis values from 1 to +4. As \( N \) increases, the expected number of bins with \( n \) occurrences for histograms derived from a standard normal distribution (and assumed to be Gaussian) increases to \( 100 \) for a \( b = 10 \) histogram (not shown). The excess kurtosis values from 1 to +4. As \( N \) increases, the expected number of bins with \( n \) occurrences for histograms derived from a standard normal distribution (and assumed to be Gaussian) increases to \( 100 \) for a \( b = 10 \) histogram (not shown). The excess kurtosis values from 1 to +4. As \( N \) increases, the expected number of bins with \( n \) occurrences for histograms derived from a standard normal distribution (and assumed to be Gaussian) increases to \( 100 \) for a \( b = 10 \) histogram (not shown).
Figure B1: Discrete posterior pdfs (Table B1) for each outcome of a binomial experiment with 5 observations. Boundaries of equal tailed ξ=0.95 confidence intervals are denoted by downward arrows. Positions of iteratively adjusted median values \( \hat{\theta}_j \) are indicated by the carets. Boundaries of zones associated with each \( \theta_j \) are either at an edge (0 or 1) or half-way between median values. For \( j = 0 \to 5: \ \theta_j = \{0.21196, 0.32965, 0.48010, 0.51990, 0.67035, 0.78804\}.

allowed before assigning a value to \( \hat{p} \) gives \( (\theta_j)_{mp} = \frac{j}{N} \). However, using \( (\theta_j)_{mp} \) in the posterior (normalized row of the probability table for the observed value \( n \)) as weights to calculate a conditional expectation value \( \langle \theta | n \rangle \) for each outcome \( n \), by using a posterior-weighted average of admissible values, one finds that \( \langle p \rangle = \langle \theta | n \rangle \) and \( \hat{p} = (\theta_j=n)_{mp} \) differ significantly. Given the differences, this leaves ambiguity about which value, \( \langle \theta | n \rangle \) or \( (\theta_j=n)_{mp} \), is better to assign to \( \theta_j \) and ultimately to the estimator \( \hat{p} \). For stable calculations in the Bayes classification problem, the values of \( \hat{p} \) needed to differ from exactly 0 or 1, so the expected values were tried. On modifying \( \hat{p} \) by switching \( \theta_j=n \) to \( \langle \theta | n \rangle \) for each \( j \), \( \Theta'_N \leftarrow (\Theta_{mp}) \), the recalculated conditionally expected value \( \langle \Theta'_N \rangle = \langle \langle \theta_{mp} \rangle_j | n \rangle \) based on the new set of admissible values after the switch again differed from the starting \( \Theta_N = \langle \Theta_{N,mp} \rangle \); \( (\langle \Theta_{N,mp} \rangle^\prime) \neq \langle \Theta_{N,mp} \rangle \). Repeated replacement of \( \theta_j=n \) with recalculated \( \langle \theta | n \rangle \) leads to \( \Theta_N^\infty \) for which the spacing between many adjacent values \( \theta_j \) and \( \theta_j+1 \) approach a value of 0; many \( \theta_j \) values approach the identical value \( \frac{1}{2} \), making this a poor choice for \( \Theta_N \).

One practical possibility was just to use the first set \( \langle \Theta_{N,mp} \rangle \), but given the observed instability in these expected values, it was thought better to find a stably self-consistent set of admissible values \( \Theta_N \) that avoided assigning to \( \hat{p} \) the values \( \theta_0 = 0 \) and \( \theta_N = 1 \) and that avoided arbitrarily selecting one from the many possible sets \( \langle \Theta_N \rangle \). In contrast to the expected values, it was found that replacing each \( \theta_j=n \) with the median of the confidence interval \( \delta_{jn} \) defined by Eq. 6: \( \frac{1}{2}(\delta^+_{jn} + \delta^-_{jn}) \), led to stability. Repeated replacement and calculation of new integrals and median values eventually returns a set of updated \( \theta_j' \) values that are all practically identical to \( \theta_j \) prior to replacement. The \( \theta_j \) values in this self-
consistent set $\tilde{\Theta}_N^\infty$ are well separated and usually close to the initial $\theta_{j_{\text{mp}}}$. One unusual feature about this approach though is that it causes the estimated values $\hat{p}$ to depend on the confidence levels $\xi$ used to define the interval limits $\delta_{[n]}^\xi$ that define the median values.

For $N < 12800$ in the $b = 100$ multinomial case, discrete $\hat{p}_i(n_i, N)$ based on the combinatorial prior leads to values of $(<S/N>)_{MC}$ that are comparable to what is found for other estimators (Table S1). Systematic differences that occur are usually fairly small and the larger of these occur for combinations of $N$ and underlying pdf type that are expected to be improved by upgrading from the purely combinatorial prior to one based on initial estimates of kurtosis values. The binomial and multinomial estimators $\hat{\delta}(n, N)$ from the discrete priors and posteriors exhibit comparable $\xi$-to-$C$ matching to that of $\hat{\delta}$ from continuous prior-posterior combinations.

**Supplement A:**

Table of S/N values and $N_{eq}$ (equivalent numbers of observations $N$) for different estimator choices.
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### Table S1: Histogram-wide average signal-to-error \( <S/N>_{MC} \) of estimates \( p_i \) (for a \( b=100 \) histogram) relative to the calculated \( p_i \) for known trial pdfs; estimated \( N \) (\( N_{eq} \)) needed for an estimator to match \( <S/N>_{max} \) of the most accurate estimator in each row; and the ratio \( N_{eq} \). Each horizontal triple of values is from a 10,000 repetition MC trial for a given \( N \) and estimator type. *: Linear Extrapolation (less accurate) needed to estimate \( N_{eq} \).

| Underlying Posterior | Baseline Prior | Coverage Proportions | Reference Type | \( p_i \) Mean (SD) True | \( N_{eq} \) Mean (SD) True | \( N_{eq} \) Mean (SD) True | \( N_{eq} \) Mean (SD) True |
|----------------------|---------------|----------------------|-----------------|--------------------------|--------------------------|--------------------------|--------------------------|
| \( N_{eq} \) | \( N \) | \( \text{Optimized } (\alpha) \) | \( \text{Optimized } (\alpha) \) | \( \text{Optimized } (\alpha) \) | \( \text{Optimized } (\alpha) \) | \( \text{Optimized } (\alpha) \) | \( \text{Optimized } (\alpha) \) |
| \( 1.00 \) | \( 0.01 \) | \( 0.99 \) | \( 0.01 \) | \( 0.99 \) | \( 0.01 \) | \( 0.99 \) | \( 0.01 \) |
| \( 0.10 \) | \( 0.10 \) | \( 0.10 \) | \( 0.10 \) | \( 0.10 \) | \( 0.10 \) | \( 0.10 \) | \( 0.10 \) |
| \( 0.01 \) | \( 0.01 \) | \( 0.01 \) | \( 0.01 \) | \( 0.01 \) | \( 0.01 \) | \( 0.01 \) | \( 0.01 \) |

### \( \text{Estimator Type:} \)

- Linear Extrapolation (less accurate) needed to estimate \( N_{eq} \).

### Notes:

- \( \alpha \) is a constant determined by the choice of estimator and may be necessary for \( \text{Optimized } (\alpha) \).

- \( \text{Optimized } (\alpha) \) is a more accurate estimator than \( \text{Optimized } (\alpha) \), but \( \text{Optimized } (\alpha) \) is more accurate than \( \text{Optimized } (\alpha) \).