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Abstract

The demands of the modern world are increasingly responsible for causing psychological burdens and bringing adverse impacts on our mental health. As a result, neural conversational agents with empathetic responding and distress management capabilities have recently gained popularity. However, existing end-to-end empathetic conversational agents often generate generic and repetitive empathetic statements such as “I am sorry to hear that”, which fail to convey specificity to a given situation. Due to the lack of controllability in such models, they also impose the risk of generating toxic responses. Chatbots leveraging reasoning over knowledge graphs is seen as an efficient and fail-safe solution over end-to-end models. However, such resources are limited in the context of emotional distress. To address this, we introduce HEAL, a knowledge graph developed based on 1M distress narratives and their corresponding consoling responses curated from Reddit. It consists of 22K nodes identifying different types of stressors, speaker expectations, responses, and feedback types associated with distress dialogues and forms 104K connections between different types of nodes. Each node is associated with one of 41 affective states. Statistical and visual analysis conducted on HEAL reveals emotional dynamics between speakers and listeners in distress-oriented conversations and identifies useful response patterns leading to emotional relief. Automatic and human evaluation experiments show that HEAL’s responses are more diverse, empathetic, and reliable compared to the baselines.

Introduction

Demands of the modern world are increasingly responsible for causing psychological burdens and bringing adverse impacts on our mental health. Distress refers to a disconcerting emotional state experienced by an individual in response to a specific personal stressor or demand that results in harm, either temporary or permanent to the person (Ridner 2004). Such stressors include separation from loved ones, interpersonal conflicts, certain mental health conditions such as depression, under-performing at work, and sleep problems such as insomnia. A study by Almeida et al. (2002), which measured multiple aspects of daily stressors of a U.S. national sample of 1,031 adults through daily telephone interviews, revealed they experienced at least one daily stressor on 40% of the study days. People usually tend to share such experiences in daily conversations. Thus, embedding open-domain conversational agents or chatbots with appropriate empathetic responding capabilities to address such distressful situations has gained much interest (Rashkin et al. 2019; Lin et al. 2019; Majumder et al. 2020; Xie and Pu 2021).

With the development of sophisticated neural network architectures such as the transformer (Vaswani et al. 2017) and pre-trained language models such as BERT (Devlin et al. 2019), RoBERTa (Liu et al. 2019a) and GPT-3 (Brown et al. 2020), fine-tuning neural response generation models on unstructured text has become one of the common approaches to build chatbots. Though it avoids most of the limitations with strictly rule-based methods and enables chatbots to largely generalize to unseen domains, the lack of controllability and the black-box nature make these models less reliable and fail-safe (d’Avila Garcez and Lamb 2020). This is especially problematic when the user is undergoing a distressful situation where he is sensitive to misinformation and inappropriate comments. A recent example is Microsoft’s Tay bot that started producing unintended, offensive, and racial tweets denying the Holocaust after learning from racist and offensive information from Twitter (Lee 2016).

As a result, there is a growing interest to use knowledge (Zhu et al. 2017; Liu et al. 2018; Han et al. 2015) and commonsense reasoning (Zhou et al. 2018; Young et al. 2018).
over graph-based representations to generate appropriate and informative responses to conversations. Compared to training over unstructured text, the use of graph-based representations offers more controllability and interpretability to the generated responses, thus limiting inappropriate and unreliable content. Identification of reliable topics in the knowledge graph makes it possible to direct the conversational flow along predictable routes, while also providing the ability to strategically diversify responses (Liu et al. 2019b).

Though large-scale knowledge graphs such as ConceptNet (Speer, Chin, and Havasi 2017) and ATOMIC (Sap et al. 2019) exist, they mainly assist in open-domain conversation generation by capturing factual knowledge and embedding chatbot models with simple commonsense reasoning capabilities. Since they were not developed to capture norms of empathetic exchanges, this field lacks linguistic resources and models to assist distress management and empathetic response generation. And none has ever attempted to generate knowledge graphs to represent whole dialogues with relations between context-response pairs. To address such limitations, we introduce **HEAL** (meaning Healing, Empathy, and Affect Learning), a knowledge graph for distress management conversations, developed by analyzing narratives of stressful events and corresponding response threads curated from a carefully chosen set of subreddits.

**HEAL** consists of five types of nodes: 1) **stressors**: causes inflicting distress; 2) **expectations**: commonly asked questions by the speakers in the distress narratives; 3) **response types**: most frequent types of responses given by the listeners to address different stressors; 4) **feedback types**: common feedback types provided by the speakers following a response; and 5) **affective states**: emotional states associated with each node. Speakers here are the ones undergoing a distressful situation (the ones who start the conversation by posting on Reddit) and the listeners are the commentors to such posts. An illustration of a typical stressor in HEAL is shown in Figure 1. **HEAL**, which constitutes topics related to distress can accurately depict the underlying context in a distress-oriented conversation and thus enable dialogue models to retrieve responses more specific to the context. Also information such as whether such responses lead to positive or negative feedback and whether they address implicit expectations of the person under distress can result in the selection of more appropriate and useful responses. As depicted in Figure 2, we followed a series of steps including summarization, clustering, topic modeling, and emotion classification to develop **HEAL** from over 1M distress dialogues curated from Reddit. This resulted in the identification of ≈4K stressors, ≈3K speaker expectations, ≈13K response types, ≈1.2K feedback types, and associated affective states. The final graph constitutes 22,037 nodes and 104,004 connections between different types of nodes.

By conducting statistical and visual analysis on **HEAL**, we were able to discover emotional dynamics between speakers and listeners and favorable response types that lead to emotion de-escalation. We also tested the utility of **HEAL** in the downstream task of generating empathetic responses to a given distressful situation. We developed a retrieval-based model using the knowledge graph and compared its performance using automatic and human evaluation against two state-of-the-art empathetic conversational agents: one developed by Xie and Pu (2021); and Blender (Roller et al. 2021). The results showed that the responses retrieved using the knowledge graph in a ranked manner outperform the responses generated by the others in terms of diversity and empathetic appropriateness. Using a case study, we also show that the responses retrieved by **HEAL** are more reliable than neural response generation models. Our main contributions include 1) the development of a large-scale knowledge graph, **HEAL**, identifying different types of stressors, speaker expectations, response and feedback types, and affective states associated with distress dialogues; 2) use of statistical and visual analysis to identify emotional dynamics between speakers and listeners and favorable response patterns leading to emotion de-escalation; and 3) evaluating the usefulness of **HEAL** in retrieving more empathetically appropriate, diverse and reliable utterances in response to emotional distress.

**Related Work**

Knowledge graphs have attracted the attention of the natural language processing community due to their usefulness...
in understanding natural language input. This is boosted by the recent advent of linked open data such as DBPedia (Auer et al. 2007) and Google knowledge graph.2 YAGO (Fabian et al. 2007), Freebase (Bollacker et al. 2008), and Wikidata (Vrandečić and Krötzsch 2014) are some other examples of knowledge graphs built on general knowledge extracted from the web. More recent knowledge graphs such as ConceptNet (Speer, Chin, and Havasi 2017), ATOMIC (Sap et al. 2019), and Danescu-Niculescu-Mizil 2020) are not directly accessible and peers actively engage in such platforms to derive the knowledge graph and retained 10% of the dialogues each for validation and testing downstream tasks.

Summarization

The distress narratives curated from Reddit are typically lengthy (on average 84.89 tokens per turn) and some exceed the input token length for certain pre-trained language model-based architectures such as sentence-BERT (Reimers and Gurevych 2019). Therefore, we investigated various summarization algorithms that can be used to generate summaries preserving the essence of the narrative.

We investigated extractive and abstractive summarization techniques to address this issue (Tas and Kiyani 2007). Of them, abstractive summarization methods are mainly trained and tested on structured documents such as news articles and are known to perform poorly on not as structured texts (Peng et al. 2021). Therefore, we selected five different extractive summarization methods: a custom implementation of SMMRY—the algorithm behind Reddit’s TLDR bot (https://smmry.com); and four different pre-trained models—BART (Lewis et al. 2020), GPT-2 (Radford et al. 2019), XLNET (Yang et al. 2019), and T5 (Raffel et al. 2020) for modelling content importance. We manually rated the summaries generated by the above methods on a sample of 100 Reddit distress narratives as Good, Okay, and Bad (results are detailed in the appendices). The highest percentage of summaries rated as Good were generated by the SMMRY algorithm. Hence it was selected to summarize lengthy dialogue turns (turns with ≥ 100 tokens). Approximately 43% of the dialogue turns were summarized using this.

Agglomerative Clustering

Since manual annotation is costly and time consuming especially when applied to a large-scale dataset, we decided to use automatic clustering to identify clearly distinguishable types of stressors, expectations, responses, and feedback types from the Reddit distress dialogues. For this purpose, we used “Agglomerative Clustering” tuned for large datasets (Murtagh and Legendre 2014). It recursively merges pairs of clusters that minimally increase a given linkage distance. The linkage distance was computed using the cosine similarity between pairs of embeddings generated by Sentence-BERT (Reimers and Gurevych 2019) since the resulting embeddings have shown to be of high quality and working substantially well for document-level embeddings. The choice of using agglomerative clustering over other clustering methods is explained in detail in the appendices.

Identification of Stressors

We experimented with 8 similarity thresholds from 0.6 to 0.95 with 0.05 increments to cluster distress narratives. Though various cluster quality metrics such as the Silhouette coefficient (Rousseeuw 1987), Dunn index (Misuraca, Spano, and Balbi 2019), and average point-to-centroid cosine distance, were computed for each threshold to select an optimal similarity threshold, manual inspection on a subset of 10 clusters at each threshold and cluster visualization revealed that those metrics do not work best for this dataset.

2en.wikipedia.org/wiki/Google_Knowledge_Graph
Threshold selection as described above, we selected feedback in total. Following a similar process for optimal thresholds such as 0.95 and 0.9 are too specific and those below 0.8 are too vague (cluster quality metrics and topics discovered through manual inspection at each threshold are included in the appendices). This resulted in selecting an optimal threshold of 0.85. At this threshold, 4.93% of the distress narratives (47,109 narratives in total) were separated into 4,363 clusters. After applying TF-IDF based topic modeling on these clusters, we uncovered some clearly distinguishable stressors, which further validated the goodness of clustering. Table 1 shows some stressors identified in this process.

### Expectations, Responses and Feedback Types

After clustering distress narratives and identifying their respective topics, we extracted questions asked in the clustered distress narratives using a simple string search for sentences containing “?”. Corresponding responses and associated feedback were also extracted. We used the NLTK library to separate individual sentences in the responses and feedback so that it is easy to identify unique response and feedback types through clustering. This way, we were able to collect 32,832 expectations, 245,707 responses and 20,213 feedback in total. Following a similar process for optimal threshold selection as described above, we selected 0.7, 0.75, and 0.7 as the optimal thresholds for clustering expectations, responses and feedback, respectively. This resulted in 3,050, 13,416, and 1,208 expectation, response and feedback types, respectively, with each cluster having at least two distinctive cluster elements. The response clusters in particular were subjected to a process of automatic and human validation to remove responses that were specific to Reddit (e.g. Please contact the subreddit’s moderators), responses generated by bots (e.g. This action was performed automatically), and half-baked responses (e.g. Hey, Wow). Statistics pertaining to the final clustering results are shown in Table 2. We randomly selected a member of each cluster as the cluster representative. Examples of frequent expectation, response and feedback types are included in the appendices.

### Affective State Modelling

To associate each of the stressors, expectation, response and feedback clusters with an affective state, we used a BERT transformer based classifier proposed by Welivita and Pu (2020) trained on the EmpatheticDialogues dataset. It has a significant classification accuracy of 65.88%, which is comparable with the state-of-the-art dialogue emotion classifiers. The classifier is able to classify text into one of 41 affective classes, 32 of which are positive and negative emotions selected from multiple annotation schemes, ranging from basic emotions derived from biological responses (Ekman 1992; Plutchik 1984) to larger sets of subtle emotions derived from contextual situations (Skerry and Saxe 2015), and 9 of which are empathetic response strategies used to elaborate the neutral emotion. We used this classifier to classify each text belonging to a cluster and associated the cluster with the affective state appearing the most number of times. If two or more affective states appeared an equal number of times, we added up the classifier confidence of each state and selected the one with the highest confidence. Following this process, we were able to identify the most prominent affective states associated with each cluster.

### HEAL: Statistical Analysis

We kept track of the stressor identifiers of the distress narratives from which each expectation and response was extracted and were able to form connections between the stressors and the expectation and response clusters. We also kept track of the dialogue identifiers from which each feedback was obtained and this helped to create connections between the feedback clusters and the expectation and response clusters. The final knowledge graph, HEAL, formed this way consists of 22,037 nodes and 104,004 connections between nodes. There are 9,801 connections between stressors and expectations, 56,654 connections between stressors and responses, 10,921 connections between responses and feedback, and 26,628 connections between expectations and responses. In addition, each node is associated with an affective state forming 22,037 connections.

Figure 3 shows the distribution of affective states associated with the stressors, expectations, responses, and feedback types. According to the statistics, 73.60% of the stressors are associated with negative affective states. Out of them, emotions Lonely, Sad, Ashamed and Apprehensive are associated with 44.01% of the stressors. Most expectations are associated with negative affective states such as Apprehensive (25.70%), Sad (10.07%) and Angry (7.51%), and also with positive affective states such as Hopeful (15.41%).

Out of the responses, 60.38% are associated with neutral affective states. Among them Questioning (12.89%), Agreeing (9.22%), and Suggesting (6.90%) take prominence over the rest. An important observation is that in the feedback clusters, it could be seen a 7.17% increase of positive affective states and a 270.29% increase of neutral affective states compared to those of the stressors. The negative affective states associated with feedback clusters show a decrease of 44.77% compared to those associated with the stressors. Out of the response clusters, 28.59% are associated with at least one feedback cluster and among them 100% of the responses are connected to at least one positive or neutral feedback. Out of the above, 26.51% of the responses are connected to at least one positive feedback, and 77.48% are connected to at least one neutral feedback, which validates the presence of
of useful response types in HEAL that can deescalate the negative affective states of people suffering from distress.

Visualization and Interpretation

We used vis.js (visjs.org), a graph visualization library to visualize the resulting knowledge graph. Part of the visualization of the knowledge graph generated by this library is shown in Figure 4. The size of the nodes corresponds to the size of the respective clusters and the width of edges corresponds to the number of connections between different clusters. Each of the different stressors, expectations, response and feedback types are also associated with an affective state, which is not visualized here to avoid clutter.

As denoted by the keywords, the stressor node in the middle is representative of narratives containing suicidal thoughts. The most common expectations of a person having suicidal ideation as indicated by the graph are: what should he do; has the listener felt the same; and what are the options available to him. The most common responses a listener would give in this type of situation are: sympathetic responses such as I’m so sorry you feel like this; consoling responses such as I hope you feel better; meaningful questions such as Do you want to talk?; Have you looked into getting help?; What makes you feel this way?; responses showing agreement such as I feel the same way; I know the feeling; some suggestions such as Call a suicide hotline and get a referral; and encouraging responses such as Hang in there my friend, Stay strong!. By the dashed purple edges we can see connections between common speaker expectations and listener responses. For example, I feel the same way is connected to Does anyone else feel this way? and responses Hang in there my friend and Are you seeing a doctor or therapist are connected to What do I do about it?. It could be seen most of these responses are connected to positive feedback from the speaker such as Thanks for the reply that shows gratitude to the listener and at the same time validating that it is a good response.

Evaluating the Utility of HEAL in Responding to Distress Prompts

We evaluate the ability of HEAL in retrieving appropriate empathetic responses for a given distressful dialogue prompt and compare its performance with existing state-of-the-art empathetic response generation models. For this, we used the 10% of the Reddit dialogues separated at the beginning for testing purposes. To retrieve a response from HEAL, we computed the cosine similarity between the new narrative/prompt and existing narratives belonging to separate clusters in the knowledge graph and associated the new narrative with the cluster of the existing narrative with the most similarity. Out of the 123,651 dialogue prompts in the test dataset, 60.7% showed similarity 0.75 or above with the
stressors covered in the knowledge graph and they were filtered for evaluation. Then, we ranked the responses connected with the stressor the new narrative is associated with, first by the edge weights between the stressor and the responses and then by the response cluster size and selected the response ranked at the top. We call this HEAL-ranked.

In this baseline proposed, the connections with the speaker expectations and the feedback types are not taken into account. But we explain in detail how these nodes could contribute to improving this baseline as part of future work.

We compare responses retrieved by HEAL-ranked with two state-of-the-art empathetic response generation models, one developed by Xie and Pu (2021) and Blender (generative) (Roller et al. 2021). The former is a multi-turn emotionally engaging dialogue generation model based on RoBERTa (Liu et al. 2019a). It is pre-trained on ≈1M dialogues from OpenSubtitles (Lison et al. 2019) and fine-tuned on EmpatheticDialogues (Rashkin et al. 2019). The latter is a standard Seq2Seq transformer-based empathetic open-domain chatbot. It is pre-trained on Reddit discussions containing ≈1.5B comments and fine-tuned on several smaller but focussed datasets.

**Automatic Evaluation**

Table 3 includes the automatic metrics computed on the responses produced by the above models for Reddit dialogue prompts. We can observe HEAL-ranked outperforms the rest in terms of Distinct-N metrics used to measure response diversity (Li et al. 2016). This shows the utility of HEAL in producing more diverse responses than existing neural response generation models. We justify this further in Table 4 by showing some example responses produced by the three models for several distress-related prompts. It could be seen that both Blender and Xie and Pu’s model generate repetitive generic responses to two totally different prompts, whereas responses retrieved from HEAL are more diverse and topically specific to the given situation (More examples are included in the appendices). We also observe that HEAL-ranked performs poorly with respect to other automatic metrics BLEU, METEOR, and ROUGE. However, these metrics are known to correlate poorly with human judgement (Liu et al. 2016), and this could be seen well when compared with the results of the human evaluation experiment, which is discussed in the next section.

**Human Evaluation**

We designed a human evaluation experiment recruiting crowd-workers from Amazon Mechanical Turk (AMT) to evaluate the empathetic appropriateness of the responses generated by the three models. We randomly selected 200 dialogues from the Reddit test dataset to be evaluated by the crowd-workers. The workers were instructed to drag and
In this work, we developed HEAL, a knowledge graph derived from distress. We further evaluated the utility of HEAL by validating the presence of useful response strategies in HEAL through automatic and visual analysis conducted on the knowledge graph. HEAL could be used to augment neural response generation approaches by strategically identifying specific stressors associated with a given prompt. When evaluating HEAL in responding to distress prompts, the retrieval model we built used simple re-ranking. More sophisticated re-ranking ways could be developed by incorporating edge weights with speaker expectations and feedback. The information from the knowledge graph could be used to augment neural response generation models as well introducing more controllability and interpretability for those models, thereby increasing reliability.

There are some limitations associated with HEAL. It is limited to recognizing only ≈4K stressors. But there can be numerous other stressors involved with new prompts, which are not covered in the knowledge graph. However, there is room to augment the knowledge graph with more data scraped from the web, which will enable it to handle a wider range of stressors and expectations.

### Ethical Statement

Though the data used in this work is public, it should not be undermined that it contains highly sensitive information. Following Benton et al. (2017)’s guidelines for working with social media data in health research, in this paper, we cite only paraphrased excerpts from the dataset. Since HEAL is constructed by splitting long responses into individual sentences, making it public will not make it possible to recover usernames through a web search with the verbatim post text. Only embeddings of the distress narratives associated with the stressors will be shared to enable the development of retrieval-based models. The Reddit dialogues with anonymized usernames can be shared with other academic researchers under special terms upon request.

| Prompt | Model | Good | Okay | Bad |
|--------|-------|------|------|-----|
| My brother passed away 2 years ago and I'm still so heartbroken. It still hurts so much | (Xie and Pu 2021) | 10.48% | 27.42% | 62.10% |
| I'm so sorry to hear that.† | Blender | 51.75% | 21.05% | 27.19% |
| I'm sorry for your loss. | HEAL-ranked | **61.19%** | **31.34%** | **7.46%** |

Table 4: Responses produced by the generative models that are repetitive in responding to different prompts (repetitive responses are marked with the same superscript symbol).

| Prompt | Model | Good | Okay | Bad |
|--------|-------|------|------|-----|
| I can't seem to feel happy but I'm not depressed | (Xie and Pu 2021) | 85% | 60% | 55% |
| I'm sorry to hear that.† | Blender | 65% | 30% | 10% |
| Most of all, it's ok if you are feeling depressed. | HEAL-ranked | **90%** | **80%** | **70%** |

Table 5: Human evaluation results for empathetic appropriateness of the responses produced by the three models.

In responding to distress prompts by developing a simple retrieval model, the automatic and human evaluation scores computed on the responses retrieved by HEAL and those generated by state-of-the-art empathetic conversation models by Xie and Pu and Blender, it was evident that HEAL was able to produce more diverse and empathetically more appropriate responses. Manual inspection of the responses generated by those models further revealed the danger associated with using purely generative models to address distress and how HEAL can avoid inappropriate responses by strategically identifying specific stressors associated with a given prompt.

### Discussion and Conclusion

In this work, we developed HEAL, a knowledge graph derived using ≈1M distress-related conversations from Reddit. It forms connections between different types of stressors, speaker expectations, response, and feedback types while associating each node with one of 41 affective states. Statistical and visual analysis conducted on the knowledge graph validated the presence of useful response strategies in HEAL that de-escalate the negative affective states of people suffering from distress. We further evaluated the utility of HEAL in responding to distress-related prompts (by superscript †).
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