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Abstract
Electroencephalogram data are easily affected by artifacts, and a drift may occur during the signal acquisition process. At present, most research focuses on the automatic detection and elimination of artifacts in electrooculograms, electromyograms and electrocardiograms. However, electroencephalogram drift data, which affect the real-time performance, are mainly manually calibrated and abandoned. An emotion classification method based on 1/f fluctuation theory is proposed to classify electroencephalogram data without removing artifacts and drift data. The results show that the proposed method can still achieve a great classification accuracy of 75% in cases in which artifacts and drift data exist when using the support vector machine classifier. In addition, the real-time performance of the proposed method is guaranteed.

Keywords
Emotion classification, electroencephalogram, 1/f fluctuation, K-nearest neighbor, support vector machine

Introduction
Electroencephalogram (EEG) signals are time-varying and highly sensitive to various artifacts and interference. For example, when the subject slightly moved his or her head, signals of many electrodes significantly undulated during acquisition, that is, the baselines of those electrodes were unstable. These significant undulations are called “drift” in this paper. At present, the main interest of artifacts removing for affective computing is on the eye blink elimination followed by eliminating electrocardiograms (ECGs), electromyograms (EMGs), pulses and other artifacts. However, there is hardly any literature dealing with EEG drift data in affective computing, which is determined by how EEG data are analyzed. During the typical processing of offline analysis of event relative potential (ERP), the effect of the lack of partial data is not obvious in the subsequent process, which includes segmenting, superimposing, averaging and so on. Therefore, all the EEG drift data will be rejected in the artificial removal and/or correction stages. Nevertheless, the works of rejecting EEG drift data are usually done manually after acquisition, so that the real-time performance (RTP) of data processing cannot be guaranteed. Moreover, rejecting drift data will interrupt the emotion classification in some special cases. For example, when it is necessary to estimate the emotional state (ES) of the subject continuously or in real time. Li et al. extracted nine common features from EEG signals without artifacts but with drift, and then proposed a correction method for the EEG drift data in emotion recognition. The results showed that the EEG drift data will cause significant adverse effects on emotion classification.

This study attempts to continuously classify human emotions without rejecting and correcting EEG drift data, which is closer to reality. A method of emotion classification based on 1/f fluctuation theory is proposed. And the RTP of the proposed method is evaluated.

1/f fluctuation theory
A random variation near the macroscopic mean of a physical quantity is called a “fluctuation.” Fluctuations are shown as intuitive phenomena such as the rhythm
and intensity of sound changes, and abstract phenomena such as the changes in human emotions and feelings. These fluctuations can be classified according to the corresponding relationship between their power spectral density (PSD) and frequency.

There are three typical fluctuations in nature: 1/\(f^0\) fluctuations, 1/\(f^2\) fluctuations and 1/\(f\) fluctuations. The 1/\(f^0\) fluctuation, which has a constant PSD and appears as a straight line parallel to the horizontal axis in the logarithmic coordinate diagram, is often referred to as “white noise.” This fluctuation is completely disordered in the time domain and is irritating. The logarithmic spectrum and time domain waveform of the 1/\(f^0\) fluctuation are shown in Figure 1.

The 1/\(f^2\) fluctuation, which has a Lorentz-type power spectrum, is referred as “Brown noise.” This fluctuation has a strong time correlation and is monotonous. The logarithmic spectrum and time domain waveform of the 1/\(f^2\) fluctuation are shown in Figure 2.

The randomness and time correlation of the 1/\(f\) fluctuation are between those of the 1/\(f^0\) and 1/\(f^2\) fluctuations. The logarithmic spectrum and time domain waveform of the 1/\(f\) fluctuation are shown in Figure 3.

The 1/\(f\) fluctuation is generally comfortable. In the 1970s, the Japanese physicist Toshimitu\(^{14}\) gave an explanation from the perspective of chaos theory. He proposed that the 1/\(f\) fluctuation can make people feel comfortable because the fluctuations of the heartbeat cycle and the \(a\) rhythm (8–13 Hz) of the EEG in a quiet state are in good agreement with the 1/\(f\) fluctuation. In addition, he also believed that external stimuli that are consistent with the 1/\(f\) fluctuation will make people feel comfortable.

Materials

Models of emotions

Scholars believe that all human emotions can be derived from the basic emotion set, and they have put forward different basic emotion sets. For example, James’s basic emotion set included anger, fear, sadness and love, while Ekman’s set included anger, fear, sadness, happiness, disgust and surprise.\(^{15}\) Studies found that there are certain correlations between some emotions. For example, anger and disgust sometimes occur simultaneously. Therefore, some scholars described emotions in different dimensions according to these correlations. Davidson et al.\(^{16}\) and Lang et al.\(^{17}\) presented their own two-dimensional (2D) emotional models. In addition, some researchers have described a three-dimensional (3D) emotional model, in which the three dimensions are pleasure, arousal and dominance (PAD).\(^{18,19}\) This study used Lang’s emotional model, which is shown in Figure 4, to evaluate stimuli materials. The abscissa indicates the valence, and the ordinate indicates the arousal in the Lang’s model.

Music stimuli

The external stimuli induction method was used to induce different emotions in the subjects in the experiments. To effectively induce the ES of the subjects, it is necessary to objectively evaluate the stimuli materials. Therefore, all the audio files were downloaded from the Internet and evaluated via Lang’s model. Then, six
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audio clips ranging from 30 to 45 s were chosen as stimuli, half of which were positive and the other half were negative. All audio clips are in wav format and dual tracks with a sampling rate of 44.1 kHz.

Statement of ethics and human rights

All subjects signed informed consent forms before the experiments, which was approved by the Beihang University ethical review committee (IRB). All procedures that were performed in studies involving human participants were in accordance with the ethical standards of the institutional and/or national research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards.

Participants

A total of 12 volunteers participated in this study. They were divided into two groups: the evaluation group and the acquisition group. Each volunteer joined only one group. The evaluation group consisted of three males and three females, and did not participate in EEG data acquisition. The acquisition group consisted of six males, and all the EEG data used in this study were from them.

All participants were healthy, right-handed postgraduate students. The age ranged from 22 to 26 years in the evaluation group and from 22 to 36 years in the acquisition group. All participants had no personal history of neurological or psychiatric illnesses, and did not receive professional music training. The emotional evocation and EEG data acquisition were completed in a closed and quiet room to reduce the interference.

EEG data

EEG data were recorded with a 64-channel electrical signal imaging system (Neuro Scan Labs), the SCAN 4.5 software and a 64-channel Quick Cap with embedded Ag/AgCl electrodes. Those electrodes were arranged according to the extended international 10–20 system. The impedance was kept below 5 kΩ. The EEG data were recorded at the sampling rate of 1000 Hz. Experimental scenario and device are shown in Figure 5. Part (a) shows the corresponding resistance of each electrode when injecting the conductive gel.
Part (b) shows the EEG amplifier used in the experiment.

Two desktops were used during the acquisition of EEG signals. One of them played music stimuli, and the other stored corresponding EEG data. The music stimuli were played in the order that all positive stimuli were played first, followed by all negative stimuli. The time interval between playing two adjacent stimuli was more than 60 s, so that the participants could return to the calm state. And each music stimulus was played after the participants indicated that they were ready. Research showed that the most influential human electrical signal to EEG is electrooculogram (EOG). However, using music stimuli to induce EEG signals does not require the use of vision. Therefore, all the participants were required to keep their eyes closed during EEG data acquisition to minimize EOG artifacts.

Methods

Pleasant external stimuli will stimulate brain waves with a fluctuation feature (FF) of about –45° according to the 1/f fluctuation theory. Therefore, the FFs of the EEGs that are stimulated by positive music stimuli should be closer to –45° than those stimulated by negative music stimuli. The ES of EEGs can be determined by comparing the difference between the FFs of EEGs and those of different music stimuli.

Two groups of experiments were carried out in this study, and the corresponding flowcharts are shown in Figure 6. In both groups of experiments, the features of the music stimuli were directly extracted, and the EEG data were preprocessed before the feature extraction. Then, all the features were directly input into the classification in group A, while channel selection was carried out before classification in group B.

EEG data preprocessing

The only preprocessing was filtering. A low-pass filter with a cut-off frequency of 50 Hz was used to filter the time domain waveform of the EEG data. There are three reasons for this. One reason is to minimize the processing delay to ensure the RTP. Another is that since the most influence (i.e. EOG) could be ignored, other artifacts could also be ignored. The last is to measure the classification performance under the condition of a minimal signal-to-noise rate.

Feature extraction

The extraction procedures of FFs of music stimuli and EEG data were basically the same, but there were differences according to the signal characteristics. The reason for using angles instead of slope values is that the changes of angles are more linear than the changes of slope values.

Music stimuli. The steps of the feature extraction of music stimuli are as follows:

1. The time domain waveforms of the data were segmented into segments with the same length.
2. The fast Fourier transform (FFT) was used to calculate the PSD of each segment.
3. The PSD below 20 kHz was intercepted and converted to the logarithmic spectrum.
4. Linear fitting was carried out for the logarithmic spectrum.
5. The slope of the fitting line was converted to an angle using the inverse trigonometric function. These angles were regarded as the FFs.

EEG data. The steps of feature extraction for EEG data were almost the same as those for music stimuli, but with a few differences. One was that the objects of the segmentation and FFT were EEG data. Another was that the frequency interception range in the third step was 0.5–45 Hz. The obtained angles were regarded as the FFs of EEG data.

Channel selection

Studies showed that there is a correlation between different regions of the brain and different emotions. Therefore, the accuracy of the emotion classification will be improved using the proper electrode. And electrode is also referred to as “channel” for ease of understanding in the following. The differences of the FFs between the channels and the music stimuli were calculated. And then a few channels with smaller total
difference values were selected for the emotion classification, as shown in expression (1)

\[ CH_{i}S_{i} \approx \min(\Delta \theta_{j,k}) = \min(|\theta_{\text{channel}_i} - \theta_{\text{stimuli}_j}|) \]  

(1)

where \( \theta_{\text{channel}_i} \) is the FF of the \( i \)th channel, \( \theta_{\text{stimuli}_j} \) is the FF of the \( j \)th music stimuli, \( \Delta \theta_{j,k} \) is the difference between them and \( CH_{i}S_{i} \) is the \( i \)th channel selected.

**Emotion classification**

**Classification without channel selection.** K-nearest neighbor (KNN) and support vector machine (SVM) classifiers were used for the emotion classification. The FFs of EEG data expressing positive emotions should be closer to \(-45^\circ\) than those of EEG data expressing negative emotions according to the 1/f fluctuation theory. Therefore, the FFs of all music stimuli were used as the cluster centers in the KNN classifier. The Euclidean distance between the FF from a channel and a cluster center was calculated as follows

\[ d_{i,k} = \|\theta_{CH_{i}} - \theta_{\text{clustercenter}_k}\| = |\theta_{CH_{i}} - \theta_{\text{stimuli}_k}| \]  

(2)

Then, the current ES of that channel was determined with a smaller sum of distances, which is shown as follows

\[ ES = \begin{cases} \text{positive}, & \text{if } \sum_{n} d_{i,k} > \sum_{p} d_{i,k} \\ \text{negative}, & \text{if } \sum_{n} d_{i,k} < \sum_{p} d_{i,k} \end{cases} \]  

(3)

where \( \sum_{n} d_{i,k} \) is the sum of the Euclidean distances between channels and negative cluster centers, while \( \sum_{p} d_{i,k} \) is the sum of the distances between channels and positive ones.

**Classification with channel selection.** KNN and SVM classifiers were used for emotion classification. As shown in expression (4), the FFs of all music stimuli were used as the cluster centers in the KNN classifier. The Euclidean distance between the FF from a selected channel and a cluster center was calculated as follows

\[ d_{i,k} = \|\theta_{CH_{i,k}} - \theta_{\text{clustercenter}_k}\| = |\theta_{CH_{i,k}} - \theta_{\text{stimuli}_k}| \]  

(4)

Then, the current ES of that channel was determined with a smaller sum of distances, which is shown as follows

\[ ES = \begin{cases} \text{positive}, & \text{if } \sum_{n} d_{i,k} > \sum_{p} d_{i,k} \\ \text{negative}, & \text{if } \sum_{n} d_{i,k} < \sum_{p} d_{i,k} \end{cases} \]  

(5)

**Experimental results**

The authors calculated the FFs of the music stimuli. According to the 1/f fluctuation theory, these angles of different external stimuli should be different, and the pleasant external stimuli should have an FF of about \(-45^\circ\). Then, the authors compared the proposed method with the comparison method using the classification accuracy and the average time consumption (TC) of each segment of EEG data (500 ms) as the performance indicators. The leave-one-out method was used when using the SVM classifier because the classification accuracies of the 10-fold method were generally lower. The average TC was also calculated based on the total TC of multiple operations on all data.

**Evaluation and 1/f FFs of music stimuli**

The evaluation criteria for music stimuli were as follows: like \( \sim 9 \) to dislike \( \sim 1 \); and excitement \( \sim 9 \) to vacuity \( \sim 1 \). The mean values of the evaluation are shown in Table 1. The evaluation criteria were explained before the participants listened to the music clips, but the emotion that was expressed in every clip was not given in advance. Table 1 illustrates that the positive music stimuli have better emotion discrimination and excitation effects according to the 1/f fluctuation theory.

However, the 1/f fluctuation theory does not directly indicate the FFs of negative emotions. The negative music stimuli that were used in this study were sad music. The authors believed that their FFs should be closer to those of the 1/f^2 fluctuation. Therefore, the rationality of the FFs of negative music stimuli should be verified. Some of Bach’s music, which was said to be sorrowful and heavy, were downloaded from the Internet. Then, their average FFs and evaluations are shown in Table 2. It was known that the negative stimuli were appropriate for stimulating negative emotions.

**Table 1.** Evaluation and average FF of stimuli.

| Stimuli number | Emotion type | Valence | Arousal | Average FF |
|----------------|-------------|---------|---------|------------|
| 1              | Positive    | 7.5     | 7       | -44.00°    |
| 2              | Positive    | 7       | 7.67    | -45.06°    |
| 3              | Positive    | 7.33    | 7.17    | -44.93°    |
| 4              | Negative    | 3.17    | 6.67    | -52.98°    |
| 5              | Negative    | 2.33    | 7.67    | -51.93°    |
| 6              | Negative    | 2.83    | 7.17    | -52.75°    |

FF: fluctuation feature.
emotions by comparing the average FF and evaluation of Bach’s music with those of the negative music stimuli. Therefore, these six average FFs in Table 1 were used as the cluster centers in KNN classifier.

**Emotion classification without channel selection**

There are 3366 EEG data segments in all, of which 2278 segments are from positive excitations and 1088 segments are from negative excitations. All features were directly classified by the KNN classifier with the average FFs of the music stimuli as the clustering centers, that is, experiment A1. The results showed that the average accuracy rate of the classification is 65.48%.

All features were directly classified by the SVM classifier in experiment A2, and the recognition accuracy reached 75%.

**EEG channel selection**

Three groups of experiments were carried out, which were called B1, B2 and B3. In experiment B1, the differences of the FFs between channels and music stimuli were calculated and screened. The selection results were different in similar music, as shown in Table 3. After comparing the sorted results, F5, F3, FC2, F8, FPZ and FP2 were selected as positive optional channels for emotion classification, while CP5, P5P3, PO5, PO3 and O1 were selected as negative ones. In experiment B2, a positive channel and a negative channel were arranged into a group of one-by-one channel pairs for classification. In experiment B3, two positive channels and two negative channels were arranged into a group of two-by-two channel pairs for classification. And the classification results of B1, B2 and B3 will be described in section “Emotion classification with channel selection.”

### Emotion classification with channel selection

The best three results of the classification accuracy of the channels selected in experiment B1 were 58.23% (FC2-O1), 57.96% (FC2-PO3) and 57.81% (FC2-CP5), respectively. The best three results of the one-by-one channel pairs were 62.36% (CPZ-CZ), 62.33% (CZ-FC2) and 62.33% (CZ-C2), respectively. Table 4 gives the three best results of the two-by-two channel pairs.

The above results showed that the classification accuracy increased with the number of channels participating in the classification. However, the simulation also showed that channel selection does not improve the classification performance, which is inconsistent with the results of related studies.\(^{30,31}\) The authors believed that classifications with only parts of channels will lead to insufficient effective information and decrease the classification accuracy in the case of EEG data containing artifacts and interference. Unlike the data that were used in this work, artifacts and interference were removed from the data that were used in related studies. Therefore, channel selection was conductive to eliminating the impact of non-task EEG components and improving the classification performance in those studies.

Moreover, the three-by-three channel pairs were not tested because approximately \(1.5 \times 10^9\) sets of data need to be calculated for 70 continuous days. This is beyond the computing power of the computer that was used by the authors.

### RTP

The RTP of the feature extraction and classification was analyzed. The main parameters of the computer are as follows: an i7 3.4 GHz CPU, and 8 GB of RAM. The corresponding EEG signals are called a group of data when a participant listened to a music stimulus. A group of data were loaded into MATLAB and then divided into segments with durations of 500 ms in the simulation. The last part of the data that was less than 500 ms was complemented by “0”s. The average TC of each segment varied with the amount of data in the feature extraction phase. For example, if 60 segments were input into the calculation at one time, the average extraction TC was approximately 20 ms, while it was approximately 110 ms if 600 segments were input into the calculation at one time. The results showed that the increasing rate of the extraction TC is smaller than that.

### Table 2. Evaluation and average FF of some Bach’s music.

| Music name                  | Valence | Arousal | Average FF |
|-----------------------------|---------|---------|------------|
| Air for the G string        | 2.83    | 4.83    | -49.42\(^a\) |
| Air on the G string         | 2.67    | 4.83    | -50.35\(^a\) |
| Air-Suite No. 3 In D Major  | 3       | 5.33    | -49.14\(^a\) |
| Ariosso For Brass           | 5.17    | 5       | -49.73\(^a\) |
| Cello Suite No. I in G major| 3.33    | 6       | -48.77\(^a\) |
| Jesu, Joy Of Mans Desiring  | 5       | 5.17    | -49.84\(^a\) |

FF: fluctuation feature.

### Table 3. A part of channel selection results.

| Music stimuli | Top five channels selected     |
|---------------|--------------------------------|
| Positive 1    | FP1, FPZ, FP2, F3, FC2         |
| Positive 2    | F5, F3, F8, FC2, FPZ           |
| Positive 3    | F5, F3, F8, FC2, FPZ           |
| Negative 1    | CP5, PO5, CB1, P5, PO3         |
| Negative 2    | CP5, P3, P5, PO3, P8           |
| Negative 3    | CP5, PO3, P3, PO5, O1          |

### Table 4. The best three results of two-by-two channel pairs.

| Positive | Negative | Classification accuracy |
|----------|----------|-------------------------|
| CZ       | C2       | T8                      | CPZ        | 63.31%         |
| F2       | CPZ      | FP1                     | CZ         | 63.31%         |
| C2       | CPZ      | CZ                      | T8         | 63.25%         |
of the amount of data. The reason is that MATLAB is sensitive to the amount of data in the calculation process, which results in the change of the unit processing time of data with those amounts. Figure 7 illustrates the relationship between the amount of data and the TC per segment in the simulation. The measured curve is almost a straight line, which means that the average TC will be approximately 10 ms if only a few segments are put into calculation.

The average extraction TC of the AE was approximately 30 ms, and it hardly varied with the amount of the data. This means that the RTP cannot be improved even with small amounts of data. The average extraction TC of the IMF was related to the number of IMF components and was less related to the amount of EEG data. The total average extraction TC of the IMF was approximately 75 ms according to the simulation. Since the TC for calculating EE and EM was too short, it was negligible compared with the TC for extracting IMF.

The average TC of each segment was less than 0.1 ms when the KNN classifier was used. This means that the classification itself is essentially negligible regardless of whether the channel selection has been carried out. The average TC of each data segment was approximately 250 ms in the SVM classification, which includes the training time of the classification model. However, if only the label prediction was considered, the average TC for each segment was approximately 0.2 ms.

### Comparison

Table 5 compares the classification performance of the proposed method with those of several existing methods. All methods used music stimuli to stimulate emotional EEG. And all methods were compared in terms of features, classifiers, accuracies and average TC. The results illustrate that the proposed method can balance the accuracy and RTP of emotion recognition. The simulations showed that the average TC of the proposed method is the smaller when the classification accuracy is similar while the accuracy is high when the TC is similar. All the results were obtained without removing the drift and interference in the EEG data. The average TC was obtained by processing data segments with duration of 500 ms from feature extraction to classification when all available data were put into the calculation at one time.

### Conclusion

For emotional recognition applications with high real-time requirements, the most important goal is not to obtain a higher classification accuracy, but rather a higher processing speed and a smaller processing delay. This study used EEG data that were only low-pass filtered to maximize real-time processing. The proposed method achieves a great classification accuracy of 75% in cases in which artifacts and drift data exist. In addition, the TC of the feature extraction and classification is low. If the classification accuracy can be improved while maintaining the RTP, the results of this study will have good applicability, such as for monitoring the ES

---

**Table 5. Comparison of the classification results.**

| Method         | Feature | Classifier | Accuracy (%) | Average TC (ms)               |
|----------------|---------|------------|--------------|-------------------------------|
|                |         |            |              | Feature extraction            |
| Proposed method| Angle of 1/f | KNN | 65.48 | Approximate linear variation with data quantity 0.1 |
|                |         | SVM        | 75           | 250                           |
| Lu et al.       | AE      | KNN        | 59.38        | 30                            |
|                | EE of IMF | KNN        | 65.93        | 75                            |
|                | EM of IMF | KNN        | 56.15        | 75                            |
| Wang et al.     | AE      | SVM        | 77.63        | 30                            |
|                | EE of IMF | SVM        | 72.04        | 75                            |
|                | EM of IMF | SVM        | 67.58        | 75                            |

TC: time consumption; KNN: K-nearest neighbor; SVM: support vector machine; AE: approximate entropy; EE: energy entropy; IMF: intrinsic mode function; EM: energy moment.
changes of astronauts, vehicle drivers and crew and even ordinary soldiers in the operations. The future development of this research will attempt to increase the artifact removal procedure under the premise of ensuring a RTP and extract more effective features to improve the accuracy of emotion recognition.
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