OBSTRUCTIONS TO SEMIORTHOGONAL DECOMPOSITIONS FOR SINGULAR THREEFOLDS I: K-THEORY
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Abstract. We investigate necessary conditions for Gorenstein projective varieties to admit semiorthogonal decompositions introduced by Kawamata, with main emphasis on threefolds with isolated compound $A_n$ singularities. We introduce obstructions coming from Algebraic K-theory and translate them into the concept of maximal nonfactoriality.

Using these obstructions we show that many classes of nodal threefolds do not admit Kawamata type semiorthogonal decompositions. These include nodal hypersurfaces and double solids, with the exception of a nodal quadric, and del Pezzo threefolds of degrees $1 \leq d \leq 4$ with maximal class group rank.

We also investigate when does a blow up of a smooth threefold in a singular curve admit a Kawamata type semiorthogonal decomposition and we give a complete answer to this question when the curve is nodal and has only rational components.

1. Introduction

Semiorthogonal decompositions for derived categories of singular projective algebraic varieties have recently began to be extensively studied. One important type of such semiorthogonal decomposition is

$$\mathcal{D}^b(X) = \langle \mathcal{D}^b(R_1), \ldots, \mathcal{D}^b(R_m) \rangle$$

where $X/k$ is a projective variety and all $R_i$'s are finite-dimensional $k$-algebras. One can think of (1.1) as a generalization of a full exceptional collection which is the case when all $R_i = k$.

A typical construction of (1.1) proceeds through constructing a full exceptional collection on a resolution of singularities $\pi : \tilde{X} \to X$ and pushing it forward to $X$. Burban has constructed decompositions (1.1) for nodal chains of rational curves [13], while Kawamata [30], Kuznetsov [33] and Karmazyn-Kuznetsov-Shinder [29] studied rational surfaces with isolated rational singularities; the exhaustive answer for toric surfaces is given in [29]. Finally Kawamata [30 31] has also studied two examples of Fano threefolds with a single ordinary double point which admit decomposition (1.1). These examples are the nodal quadric threefold and a blow up of $\mathbb{P}^3$ in two points followed by contraction of the proper preimage of a line passing through the two points (this variety can be also described as a nodal linear section of a Segre embedding $\mathbb{P}^2 \times \mathbb{P}^2 \subset \mathbb{P}^8$), see Example 4.13.
In this paper we investigate necessary conditions for \((1.1)\) to hold on a Gorenstein projective variety \(X\). In fact we allow more general decompositions

\[ \mathcal{D}^b(X) = \langle \mathcal{A}, \mathcal{D}^b(R_1), \ldots, \mathcal{D}^b(R_m) \rangle \quad (1.2) \]

where \(\mathcal{A} \subset \mathcal{D}^{\text{perf}}(X)\) and which we call \textit{Kawamata type semiorthogonal decompositions} (because it is similar to what Kawamata has studied in \([31]\)). Here again the \(R_i\)'s are finite-dimensional \(k\)-algebras. We assume that semiorthogonal decompositions we consider are admissible; if \(m = 1\) the latter condition is automatic, see Proposition \(4.7\). We think of \((1.2)\) as a splitting of the derived category into its “nonsingular part” \(\mathcal{A}\) and the algebras \(R_i\) which carry information about the singular points of \(X\).

We concentrate on obstructions coming from Algebraic K-theory, namely on the negative \(K_{-1}(X)\) group. The latter group is a part of the package of the Thomason-Trobaugh K-theory machinery, and the negative K-groups including \(K_{-1}(X)\) have been extensively studied, in particular in the seminal work of Weibel \([50]\).

After recalling some preliminary results on semiorthogonal decompositions and saturatedness in the singular setting, Orlov’s singularity category and various K-theory groups in Section 2, in Section 3 we translate vanishing of \(K_{-1}\) into geometric properties of \(X\). This has already been done by Weibel for curves and surfaces \([50]\), and our study concentrates on isolated threefold singularities, while reproving some of Weibel’s results for curves and surfaces along the way. This relies on previous joint work of the second and third authors \([40]\), where K-theory of Orlov’s singularity category is studied. We recall geometric description of \(K_{-1}\) for curves in Proposition 3.1 and Corollary 3.3 and \(K_{-1}\) for surfaces can be computed using Proposition 3.6.

In general we show that vanishing of \(K_{-1}(X)\) implies that \(X\) has enough Weil divisors, see Definition 3.4 and Proposition 3.5, and that for certain types of singularities, including three-dimensional compound \(A_n\) singularities vanishing of \(K_{-1}(X)\) is equivalent to \(X\) having enough Weil divisors (Corollary 3.8).

Informally, having enough Weil divisors means having as many Weil non-Cartier divisors as the local class groups allow. In particular, in the nodal threefold case each local class group is isomorphic to \(\mathbb{Z}\), and the condition of having enough Weil divisors means that they separate singularities, that is for every ordinary double point \(p \in X\) there exists a Weil divisor which generates the local class group at \(p\) and is Cartier at all other nodes. This is stronger than just being non-factorial which only requires existence of a Weil divisor which is non-Cartier. We call nodal threefolds which have enough Weil divisors \emph{maximally nonfactorial}.

More generally we relate \(K_{-1}(X)\) to the so-called \emph{defect} of \(X\), that is the codimension of \(\text{Pic}(X)\) in \(\text{Cl}(X)\), see Definition 3.9 and Corollary 3.8. It follows that in the language of defect, maximal nonfactoriality for nodal threefolds implies that defect is equal to the number of singular points, which is the maximal value the defect can take.
In Section 4 we show that existence of a decomposition (1.2) implies that $K_{-1}(X) = 0$, see Corollary 4.5. This is obtained by passing to Orlov’s singularity category in (1.2), and using idempotent completeness of the singularity category of a finite-dimensional algebra.

Combining the results explained so far we can state our main result as follows:

**Theorem 1.1** (Proposition 3.5 and Corollary 4.5). *If a normal Gorenstein projective variety $X$ has a Kawamata type decomposition (1.2), then $K_{-1}(X) = 0$. If in addition $X$ has isolated singularities, then $X$ has enough Weil divisors.*

This explains why the two nodal threefolds with a Kawamata type decomposition studied by Kawamata [31] are nonfactorial. In both cases the threefold $X$ has a single ordinary double point with defect of $X$ being equal to one (in the nodal quadric threefold case $\text{Pic}(X) = \mathbb{Z}$, $\text{Cl}(X) = \mathbb{Z}^2$, while in the other example $\text{Pic}(X) = \mathbb{Z}^2$, $\text{Cl}(X) = \mathbb{Z}^3$), which illustrates the maximal nonfactoriality of $X$. Furthermore using the theorem above we show that many types of threefolds do not admit decompositions (1.2).

**Application 1.2** (Example 4.15, 4.16, 5.5). *The following types of nodal threefolds do not admit a Kawamata type semiorthogonal decomposition:*

1. All nodal threefold hypersurfaces $X \subset \mathbb{P}^4$, except for the nodal quadric.
2. All nodal threefold double solids $X \to \mathbb{P}^3$, except for the nodal quadric.
3. Del Pezzo threefolds $V_d$ of degrees $1 \leq d \leq 4$ with maximal class group rank [41].
4. Threefolds obtained by blowing up a nodal irreducible curve in a smooth threefold.

Del Pezzo threefolds in (3) can also be described as follows [41, Theorem 7.1]: $V_d$ is a blow up of $8-d$ general points on $\mathbb{P}^3$ followed by contraction of proper preimages of lines passing through pairs of points and twisted cubics through six-tuples of points (for $d = 1, 2$). Thus we negatively answer a question of Kawamata [31, Remark 7.5], in all cases except for $d = 5$ which is a 3-nodal $V_5$. In fact we expect that only a few types of nodal Fano threefolds admit Kawamata type semiorthogonal decompositions. Looking at the potential cases of Fano threefolds with maximal defect, I. Cheltsov has suggested the following.

**Conjecture 1.3.** *The only nodal Fano threefolds of Picard rank one with Kawamata type decompositions are the quadric, $V_5$ and $V_{22}$.***

However, in spite of the sparsity of the Fano examples, we can construct lots of nodal threefolds with a Kawamata decomposition using the blow up construction with a locally complete intersection center as soon as the base variety and the center of the blow up both admit Kawamata type decompositions (see Theorem 5.1 and Corollary 5.3). In particular, blowing up a smooth threefold in a disjoint union of nodal trees of smooth rational curves produces nodal threefolds with an arbitrary large number of ordinary double points and admitting a Kawamata type decomposition:
Theorem 1.4 (Corollary 5.4). Let \( X \) be a smooth projective threefold and \( C \) is a disjoint union of nodal curves in \( X \) such that all irreducible components of \( C \) are rational curves. Then the blow up \( \tilde{X} \) of \( X \) along \( C \) admits a Kawamata type semiorthogonal decomposition if and only if \( C \) is a disjoint union of nodal trees with smooth rational components.

Relation to other work. The link between idempotent completeness of the Orlov singularity category and nonfactoriality is already present in the work of Iyama and Wemyss [23]. It follows from [23, Theorem 1.2] that nodal threefolds with idempotent complete singularity categories are nonfactorial. However from the perspective of our applications our results are sharper in a sense that we show maximal nonfactoriality, which is strictly stronger than nonfactoriality for varieties with several ordinary double points.

The Grothendieck group of the singularity category has been used by the first author of this paper and Karmazyn [27, Corollary 5.3] to show that some types of surface quotient singularities most notably \( D_n, n \geq 4 \) and \( E_n, n = 6, 7, 8 \) do not allow a decomposition (1.1) with local possibly noncommutative algebras \( R_i \)'s. Even though all existing Kawamata type decompositions for Gorenstein surfaces only admit \( A_n \) singularities [29], we do not currently know how to rule out \( D_n \) and \( E_n \) singularities without assuming that the algebras \( R_i \) are local.

A similar sort of obstruction to \( K_{-1} \) has been used by Karmazyn, Kuznetsov and the third author of the present paper [29], where it is shown that a necessary condition for existence of a decomposition (1.1) on a projective normal rational surface \( X \) with rational singularities is vanishing of the Brauer group \( Br(X) \). We explain in Proposition 3.7 that for such surfaces \( Br(X) \simeq K_{-1}(X) \), so in this paper we generalize the obstruction from [29] from surfaces to higher-dimensional varieties.

In the sequel to this paper [28] we study restrictions on types of singularities that are forced by Kawamata type decompositions, using representation theory of finite-dimensional algebras.
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2. Preliminaries

2.1. Notation. We work over an algebraically closed field \( k \) of characteristic zero. By a scheme we mean a \( k \)-scheme satisfying Orlov’s ELF condition, that is a separated Noetherian \( k \)-scheme of finite Krull dimension and having enough locally free coherent sheaves. By an (algebraic) variety we mean a reduced, but not necessarily irreducible, scheme of finite type over \( k \).

All triangulated categories are assumed to be \( k \)-linear. The opposite category of a category \( \mathcal{T} \) will be denoted \( \mathcal{T}^\circ \). We denote by \( \mathcal{D}(\text{Qcoh}(X)) \) the unbounded derived category of quasi-coherent sheaves, by \( \mathcal{D}^b(X) \) the bounded derived category of coherent sheaves of a variety \( X \) and by \( \mathcal{D}^\text{perf}(X) \) its full subcategory consisting of perfect complexes. Similarly, for a \( k \)-algebra \( R \) we denote by \( \mathcal{D}^b(R) = \mathcal{D}^b(\text{mod-}R) \) the bounded derived category of finitely generated right modules over \( R \) and \( \mathcal{D}^\text{perf}(R) \) is again the full subcategory of perfect complexes in \( \mathcal{D}^b(R) \).

All functors such as pull-back \( \pi^* \), pushforward \( \pi_* \) and tensor product \( \otimes \) when considered between derived categories are derived functors.

2.2. Semiorthogonal decompositions and saturatedness. Following \([6, 7, 32]\), we recall standard definitions and properties of semiorthogonal decompositions of triangulated categories, of saturated categories and relations between these two notions.

Let \( \mathcal{T} \) be a triangulated category. We call \( \mathcal{T} \) Hom-finite if \( \dim_k \text{Hom}(A, B) < \infty \) for all \( A, B \in \mathcal{T} \); we call \( \mathcal{T} \) of finite type if \( \bigoplus_i \dim_k \text{Hom}(A, B[i]) < \infty \) for all \( A, B \in \mathcal{T} \). For example, if \( X \) is projective, then \( \mathcal{D}^b(X) \) is Hom-finite, and \( \mathcal{D}^\text{perf}(X) \) is of finite type.

A triangulated category \( \mathcal{T} \) is called idempotent complete (or Karoubian) if every idempotent \( e \in \text{Hom}(A, A) \) gives rise to a direct sum decomposition of \( A \). It is well-known that for every triangulated category \( \mathcal{T} \) has a triangulated idempotent completion \( \mathcal{T} \subset \mathcal{T}^\text{Kar} \).

Let \( \mathcal{A} \subset \mathcal{T} \) be a full triangulated subcategory. The left and right orthogonals to \( \mathcal{A} \) are defined as

\[
\perp \mathcal{A} = \{ T \in \mathcal{T} \mid \forall A \in \mathcal{A}, \text{Hom}(T, A) = 0 \}, \\
\mathcal{A}^\perp = \{ T \in \mathcal{T} \mid \forall A \in \mathcal{A}, \text{Hom}(A, T) = 0 \}.
\]

Definition 2.1 \([8]\). A collection \( \mathcal{A}_1, \ldots, \mathcal{A}_m \) of full triangulated subcategories of \( \mathcal{T} \) is called a semiorthogonal decomposition if for all \( 1 \leq i < j \leq m \)

\[
\mathcal{A}_i \subset \mathcal{A}_j^\perp
\]

and if the smallest triangulated subcategory of \( \mathcal{T} \) containing \( \mathcal{A}_1, \ldots, \mathcal{A}_m \) coincides with \( \mathcal{T} \). We use the notation

\[
\mathcal{T} = \langle \mathcal{A}_1, \ldots, \mathcal{A}_m \rangle
\]

for a semiorthogonal decomposition of \( \mathcal{T} \) with components \( \mathcal{A}_1, \ldots, \mathcal{A}_m \).

The next Lemma is well-known and follows immediately from the definitions:
Lemma 2.2. If $\mathcal{T}$ admits a semiorthogonal decomposition into components $\mathcal{A}_1, \ldots, \mathcal{A}_m$ then $\mathcal{T}$ is idempotent complete if and only if all $\mathcal{A}_i$'s are idempotent complete.

Definition 2.3 ([6, 7]). A full triangulated subcategory $\mathcal{A}$ of $\mathcal{T}$ is called left (resp. right) admissible, if the inclusion functor $\mathcal{A} \subset \mathcal{T}$ has a left (resp. right) adjoint. If $\mathcal{A}$ is both left and right admissible, then we call $\mathcal{A}$ admissible in $\mathcal{T}$.

Lemma 2.4 ([7, Proposition 1.5]). Let $\mathcal{A}$ be a full triangulated subcategory of $\mathcal{T}$, then $\mathcal{A}$ is left (resp. right) admissible in $\mathcal{T}$ if and only if there is a semiorthogonal decomposition $\mathcal{T} = \langle \mathcal{A}, \perp \mathcal{A} \rangle$ (resp. $\mathcal{T} = \langle \perp \mathcal{A}, \mathcal{A} \rangle$).

Definition 2.5. We call a semiorthogonal decomposition $\mathcal{T} = \langle \mathcal{A}_1, \ldots, \mathcal{A}_m \rangle$ admissible if every $\mathcal{A}_i$ is admissible in $\mathcal{T}$.

Admissible decompositions are called strong in [32]. Let us recall in what follows the relation between (left/right) admissible subcategories and representability of (co)homological functors of finite type. Note that in the following definition we do not assume that our triangulated category $\mathcal{T}$ is of finite type (which is assumed in [7]).

Definition 2.6 ([7]). A Hom-finite triangulated category $\mathcal{T}$ is called left (resp. right) saturated if any exact functor $\mathcal{T} \to \mathcal{D}^b(k)$ (resp. $\mathcal{T} \to \mathcal{D}^b(k)$) is representable. If $\mathcal{T}$ is both left and right saturated, then we call $\mathcal{T}$ saturated.

Theorem 2.7 (Rouquier, Neeman). If $X$ is a projective variety, then $\mathcal{D}^b(X)$ is saturated.

Proof. It is a result proved by Neeman that covariant functors $\mathcal{D}^b(X) \to \mathcal{D}^b(k)$ are represented by perfect complexes [31, Theorem 0.2] (see also [35, Theorem 7.1]) \footnote{The same result has been earlier announced by Rouquier [44, Corollary 7.51 (ii)] but its proof has a mistake.}. This immediately implies left saturatedness of $\mathcal{D}^b(X)$. Let us explain how this representability result together with Grothendieck-Verdier duality also yields right saturatedness of $\mathcal{D}^b(X)$.

We need some notation first. Let us denote by $D : \mathcal{D}^b(k) \to \mathcal{D}^b(k)$ the dualizing functor $D(-) = R\text{Hom}_{\mathcal{D}^b(k)}(-, k)$. Denote further by $\omega^*_X \in \mathcal{D}^b(X)$ the dualizing complex of $X$ (see Subsection 2.3 below) and write $\mathcal{P}^\vee = R\text{Hom}(\mathcal{P}, \mathcal{O}_X) \in \mathcal{D}^b(X)$ for a perfect complex $\mathcal{P} \in \mathcal{D}^b(X)$. Finally, for a functor $F : \mathcal{C} \to \mathcal{D}$ we write $F^\circ : \mathcal{C}^\circ \to \mathcal{D}^\circ$ for the same functor between the opposite categories. This way, both $DD^\circ$ and $D^\circ D$ are canonically isomorphic to the identity functors on respective categories. Taking the opposite preserves compositions of functors.

Let $F : \mathcal{D}^b(X)^\circ \to \mathcal{D}^b(k)$ be an exact functor. Note that by definition representability of $F$ is tautologically the same as representability of $F^\circ$. Consider $(DF)^\circ$ which is a covariant exact functor on $\mathcal{D}^b(X)$ and thus as explained above $(DF)^\circ = D^\circ F^\circ$ is represented by a perfect
complex $\mathcal{P} \in D^b(X)$. We compute

$$F^\circ \simeq DD^\circ F^\circ \simeq \text{RHom}_{D^b(k)}(\text{RHom}_{D^b(X)}(\mathcal{P}, -), k)$$

$$\simeq \text{RHom}_{D^b(k)}(R^p_*(-) \otimes \mathcal{P}^!, k)$$

$$\simeq \text{RHom}_{D^b(X)}(- \otimes \mathcal{P}^!, \omega_X^\bullet)$$

$$\simeq \text{RHom}_{D^b(X)}(-, \mathcal{P} \otimes \omega_X^\bullet),$$

where we used the fact that $\mathcal{P}$ is a perfect complex in the second and fourth equality and Grothendieck-Verdier duality with respect to the projection $p : X \to \text{Spec}(k)$ in the third equality. Hence $F$ is represented by $\mathcal{P} \otimes \omega_X^\bullet \in D^b(X)$.

Lemma 2.8 ([7]). Let $\mathcal{T}$ be a Hom-finite and saturated triangulated category and let $A$ be a left (resp. right) admissible full triangulated subcategory of $\mathcal{T}$. Then $A$ is saturated.

Proof. See e.g. [32, Lemma 2.10].

Corollary 2.9. Let $X$ be a projective variety. Then any left (resp. right) admissible subcategory of $D^b(X)$ is saturated.

Finite type saturated categories are universally admissible in the following sense.

Proposition 2.10 ([7, Proposition 2.6]). Let $A$ be a full triangulated subcategory of $\mathcal{T}$, where $\mathcal{T}$ is of finite type and let moreover $A$ be left (resp. right) saturated. Then $A$ is left (resp. right) admissible in $\mathcal{T}$.

Definition 2.11 ([7]). Let $\mathcal{T}$ be a Hom-finite triangulated category. Then an autoequivalence $S : \mathcal{T} \to \mathcal{T}$ is called a Serre functor if there is a functorial equivalence $\text{Hom}(A, B) \simeq \text{Hom}(B, S(A))^\star$ for $A, B \in \mathcal{T}$. Here $(-)^\star$ stands for the vector space duality.

Lemma 2.12 ([7, Proposition 3.7]). If $\mathcal{T}$ has a Serre functor then for every admissible decomposition $\mathcal{T} = \langle \mathcal{A}_1, \ldots, \mathcal{A}_m \rangle$ each component $\mathcal{A}_i$ has a Serre functor.

2.3. Gorenstein varieties and algebras.

Definition 2.13. A two-sided noetherian ring $R$ satisfying $\text{inj. dim}_R R < \infty$ and $\text{inj. dim } R_R < \infty$ is called Gorenstein. A variety $X$ is called Gorenstein if all its local rings are Gorenstein.

Gorenstein property is preserved under regular embeddings, projective bundles and blow ups with locally complete intersection centers.

Let $X$ be a projective variety and let $\omega_X^\bullet \in D^b(X)$ denote the dualizing complex $p_!^i(k)$ of $X$, where $p : X \to \text{Spec}(k)$ (for the definition of $p_!^i$, see [21], and $\omega_X^\bullet$ is bounded by [21, Subchapter V.2]). It is well-known that a connected projective variety $X$ is Gorenstein if and only if $\omega_X^\bullet$
is a shift of a line bundle [21, Proposition V.9.3]. Let $X$ be Gorenstein and connected, and consider $S_X(-) = (-) \otimes \omega_X[^{\dim(X)}]$, the Serre functor on $\mathcal{D}^{\text{perf}}(X)$. By abuse of notation, we also write $S_X$ for the autoequivalence on $\mathcal{D}^b(X)$ defined by the same formula. $S_X$ is not a Serre functor on $\mathcal{D}^b(X)$, however by the Grothendieck-Verdier duality there is a weaker statement: for all $E$ in $\mathcal{D}^{\text{perf}}(X)$ and all $F$ in $\mathcal{D}^b(X)$ (resp. for all $E$ in $\mathcal{D}^b(X)$ and all $F$ in $\mathcal{D}^{\text{perf}}(X)$), we have

$$\text{Hom}_{\mathcal{D}^b(X)}(E, F) \cong \text{Hom}_{\mathcal{D}^{\text{perf}}(X)}(F, S_X(E))^*.$$  

This isomorphism typically fails when neither $E$ nor $F$ are perfect, for instance it always fails for structure sheaves of singular points.

The homological meaning of the Gorenstein condition is the following result:

\textbf{Lemma 2.14.} A projective variety $X$ (resp. finite-dimensional algebra $R$) is Gorenstein if and only if $\mathcal{D}^{\text{perf}}(X)$ (resp. $\mathcal{D}^{\text{perf}}(R)$) has a Serre functor.

\textit{Proof.} For finite-dimensional algebras this is a result of Chen [16, Corollary 3.9], which goes back to Happel [20, Section 3.6].

For varieties the “only if” direction is clear. For the “if” direction, let us denote by $S$ the Serre functor on $\mathcal{D}^{\text{perf}}(X)$ and let $\omega_X$ be as above. By the definition of the Serre functor $S$ and by Grothendieck-Verdier duality, we have a functorial isomorphism

$$\text{Hom}(E, \omega_X) \cong \text{Hom}(E, S(O_X))$$  

for $E \in \mathcal{D}^{\text{perf}}(X)$. In particular we obtain a canonical map $f : S(O_X) \to \omega_X$ corresponding to the identity morphism of $O_X$. Let $C$ be the cone of $f$. By [22] we see that $\text{Hom}(E, C) = 0$ for all $E \in \mathcal{D}^{\text{perf}}(X)$. By [9, Theorem 3.1.1 (2)] the unbounded derived category of quasicoherent sheaves on $X$ has a perfect generator, in particular the right orthogonal $\mathcal{D}^{\text{perf}}(X) {}^\perp$ is trivial (considered either in the unbounded derived categories of quasicoherent sheaves, or in $\mathcal{D}^b(X)$), and thus $C = 0$. In other words, $S(O_X) \cong \omega_X$. In particular the dualizing complex of $X$ is perfect. Since $\omega_X^\vee \otimes \omega_X \cong \mathcal{R}\text{Hom}(\omega_X, \omega_X) \cong O_X$ by the definition of a dualizing complex, it is easy to deduce that $\omega_X$ is a shift of a line bundle on the connected components of $X$ (see e.g. [21, Lemma V.3.3]). Equivalently, $X$ is Gorenstein. \hfill $\Box$

In the Gorenstein case one can mutate semiorthogonal decompositions as follows:

\textbf{Lemma 2.15.} Let $X$ be a Gorenstein projective variety. If $\mathcal{D}^b(X) = \langle A, B \rangle$, and either $A$ or $B$ is contained in $\mathcal{D}^{\text{perf}}(X)$, then both $A$ and $B$ are admissible and there is a semiorthogonal decomposition $\mathcal{D}^b(X) = \langle B \otimes \omega_X, A \rangle$.

\textit{Proof.} Let $A \subset \mathcal{D}^{\text{perf}}(X)$. By Corollary 2.9, $A$ is saturated, so by Proposition 2.10, $A$ is admissible in $\mathcal{D}^{\text{perf}}(X)$, hence by Lemma 2.12, $A$ has an induced Serre functor $S_A$ (alternatively, instead of relying on Lemma 2.12 we can deduce existence of the Serre functor on $A$ using [7, Corollary 3.5] immediately from $A$ being saturated and of finite type).
We can define the right adjoint of $I : A \to D^b(X)$ using the following standard construction of [7]. Let $L : D^b(X) \to A$ be the left adjoint of $I$ and define the functor $R : D^b(X) \to A$ by the formula $R = S_A \circ L \circ S_X^{-1}$. It follows from definitions and (2.1) that $R$ is right adjoint to $I$, and that there is a semiorthogonal decomposition $D^b(X) = \langle B \otimes \omega_X, A \rangle$. Since $\omega_X$ is a line bundle, we obtain also $\langle B \otimes \omega_X, A \rangle \simeq \langle B, A \otimes \omega_X^\vee \rangle$ and hence $B \hookrightarrow D^b(X)$ is admissible as well.

The case $B \subset D^{\text{perf}}(X)$ can be proven similarly. \]

2.4. Singularity categories. We recall standard facts about singularity categories. The basic references for these results are [12, 37]. Let $X$ be a $k$-scheme satisfying Orlov’s ELF condition [37]; in particular we can take $X$ to be a quasi-projective variety, or the Spec of a completion of a local ring for a point in a variety. For every closed $Z \subset X$ the triangulated category of singularities of $X$ supported at $Z$ is the Verdier quotient $D^b_Z(X) = D^b_Z(X)/D^{\text{perf}}_Z(X)$. We write $D^\text{sg}(X)$ for $D^\text{sg}_X(X)$. If $R$ is a ring, then we define its singularity category by the same formula $D^\text{sg}(R) = D^b(R)/D^{\text{perf}}(R)$.

Let us denote by $D^\text{sg}(X)^{\bot}$ the idempotent completion of $D^\text{sg}(X)$. As we will see in the next section, idempotent completeness of $D^\text{sg}(X)$ is controlled by the first negative K-theory group of $X$.

The following is an important property of the singularity category, called Knörrer periodicity.

**Theorem 2.16** ([37, Theorem 2.1]). Let $X$ be regular and let $f : X \to \mathbb{A}^1$ be a non-zero morphism. Define $g = f + xy : X \times \mathbb{A}^2 \to \mathbb{A}^1$. Let $Z_f = f^{-1}(\{0\})$ and $Z_g = g^{-1}(\{0\})$. Then we have a canonical equivalence $D^\text{sg}(Z_f) \simeq D^\text{sg}(Z_g)$.

The following result goes back to Auslander.

**Proposition 2.17.** If $X$ is $n$-dimensional Gorenstein variety with only isolated singularities, then $D^\text{sg}(X)$ is a Calabi-Yau-$(n-1)$ category, that is $[n-1]$ is its Serre functor, that is $D^\text{sg}(X)$ is Hom-finite and for every two objects $E, F \in D^\text{sg}(X)$ we have a functorial isomorphism $\text{Hom}(E, F) \simeq \text{Hom}(F, E[n-1])^*$.

**Proof.** Since $X$ is Gorenstein with isolated singularities, $D^\text{sg}(X)$ is Hom-finite by [37 Corollary 1.24]. Let us prove the Calabi-Yau property. We can assume that $X$ is affine. Indeed, removing a hyperplane section disjoint from the singular locus, we obtain an open affine subvariety $U \subset X$ containing the singular locus, and by [37 Proposition 1.14] $D^\text{sg}(U) \simeq D^\text{sg}(X)$. In this case the desired statement is a result of Auslander [3 Theorem 3.1] combined with Buchweitz’
interpretation of the singularity category [12, Theorem 4.4.1 (2)] (see [24, Theorem 1.4] for a more general statement).

□

Example 2.18. If \( Q \) is an affine nodal \( n \)-dimensional quadric (that is an ordinary double point of dimension \( n \)), then by Knörrer periodicity Theorem 2.16, \( \mathcal{D}^{sg}(Q) \) only depends on the parity of \( n \). In particular, let us assume \( n \equiv 1 \) (mod 2), so that

\[
\mathcal{D}^{sg}(Q) \cong \mathcal{D}^{sg}(A),
\]

where \( A = k[x,y]/(xy) \). By Proposition 2.17, \( \mathcal{D}^{sg}(Q) \) is a Calabi-Yau-0 category, that is \( \text{Hom}(E, F) \cong \text{Hom}(F, E)^* \). In fact \( \mathcal{D}^{sg}(Q) \) is equivalent to the category of \( \mathbb{Z}/2 \)-graded finite-dimensional vector spaces, with the shift functor \([1]\) exchanging the graded pieces.

Lemma 2.19 (Chen [15, Corollary 2.4]). For any finite dimensional \( k \)-algebra \( R \), \( \mathcal{D}^{sg}(R) \) is idempotent complete.

In the Gorenstein case, the Lemma above also follows from the famous result of Buchweitz that \( \mathcal{D}^{sg}(R) \) of a Gorenstein ring \( R \) is equivalent to the stable category of stable maximal Cohen-Macaulay \( R \)-modules (also called Gorenstein projectives) \( \text{MCM}(R) \) [12, Theorem 4.4.1], and the latter category is well-known to be idempotent complete for finite-dimensional algebras (see e.g. [26, Lemma 2.68]).

2.5. Grothendieck groups and the topological filtration. We assume that \( X \) is an ELF \( k \)-scheme. Let \( Z \subset X \) be a closed subscheme.

We define the following Grothendieck groups of \( X \) with supports on \( Z \); the first two are classical, and the last two are defined and studied in [40]. We define

\[
\begin{align*}
K_0(X \text{ on } Z) &= K_0(\mathcal{D}^{\text{perf}}_Z(X)) \\
G_0(X \text{ on } Z) &= K_0(\mathcal{D}^b_Z(X)) \cong G_0(Z) \\
K_0^{sg}(X \text{ on } Z) &= K_0(\mathcal{D}^{sg}_Z(X)) \\
\mathcal{K}^{sg}_0(X \text{ on } Z) &= K_0(\mathcal{D}^{sg}_{\mathcal{Z}}(X))
\end{align*}
\]

where the the isomorphism in the second line is Quillen’s devissage. The last two groups are called singularity Grothendieck groups. We write \( K_0^{sg}(X) \) (resp. \( \mathcal{K}^{sg}_0(X) \)) for these groups when \( Z = X \). Essentially from definitions (see [40, Remark 1.13]) we get a canonical exact sequence

\[
K_0(X \text{ on } Z) \to G_0(Z) \to K_0^{sg}(X \text{ on } Z) \to 0.
\]

Let \( K_{-1}(X) \) (resp. \( K_{-1}(X \text{ on } Z) \)) be the \((-1)\)-st K-group of \( X \) (resp. of \( X \) with supports in \( Z \)) [39]. We have the following well-known relation between the two singularity Grothendieck groups defined above, going back to Thomason [48], Schlichting [45] and Orlov [39].
Lemma 2.20 ([40, Lemma 1.10, 1.11 and Remark 1.13]). There is a canonical short exact sequence

\[ 0 \to K^{sg}_0(X \text{ on } Z) \to K^{sg}_0(X \text{ on } Z) \to K_{-1}(X \text{ on } Z) \to 0. \]  

(2.4)

Moreover, \( D^{sg}_Z(X) \) is idempotent complete if and only if \( K_{-1}(X \text{ on } Z) = 0 \).

We note that all categories and Grothendieck groups with support s on \( Z \) used above only depend on the set of points of \( Z \) rather than its scheme structure.

Assume that \( X \) is pure, that is \( X \) has no embedded components and all irreducible components of \( X \) have the same dimension. There is a so-called topological filtration \( F^iK^{sg}_0(X) \) on \( K^{sg}_0(X) \) induced by the topological filtration on \( G_0(X) = K_0(D^b(X)) \) (see [40, Subchapter 1.3]). Recall that \( F^iK^{sg}_0(X) \) is generated by elements \([\mathcal{O}_T] \), where \( T \subset X \) is a closed subscheme of codimension at least \( i \). Let us denote the associated graded groups by \( \text{gr}^iK^{sg}_0(X) \). A topological filtration on \( K^{sg}_0(X \text{ on } Z) \) can be defined in the same way. We have the following useful properties of the associated graded groups of \( K^{sg}_0(X) \):

Proposition 2.21 ([40]). 1) Let \( X \) be a purely \( n \)-dimensional scheme with only isolated singularities and let \( Z \subset X \) be a closed subscheme. Then there is an isomorphism

\[ K^{sg}_0(X \text{ on } Z) \simeq \bigoplus_{p \in \text{Sing}(X) \cap Z} K^{sg}_0(\hat{\mathcal{O}}_{X,p}). \]  

(2.5)

Furthermore for all \( i \geq 0 \) we have

\[ F^iK^{sg}_0(X \text{ on } Z) \subset \bigoplus_{p \in \text{Sing}(X) \cap Z} F^iK^{sg}_0(\hat{\mathcal{O}}_{X,p}), \]  

(2.6)

and in particular, \( F^nK^{sg}_0(X \text{ on } Z) = 0 \).

2) Let \( C \) be reduced, connected purely one-dimensional scheme with \( N \) irreducible components and let \( Z \subset C \) be a reduced subscheme of \( C \) of dimension one. Denote by \( N_Z \) the number of irreducible components of \( Z \). Then

\[ K^{sg}_0(C \text{ on } Z) = \text{gr}^0K^{sg}_0(C \text{ on } Z) = \begin{cases} \mathbb{Z}^{N_Z} & Z \subset C \\ \mathbb{Z}^{N_C-1} & Z = C \end{cases}, \]

generated by the structure sheaves of the irreducible components of \( Z \).

3) If \( X \) is normal and irreducible then \( \text{gr}^1K^{sg}_0(X) \simeq \text{Cl}(X)/\text{Pic}(X) \), functorially with respect to flat pullbacks.

4) The isomorphism \( K^{sg}_0(Z_f) \simeq K^{sg}_0(Z_g) \) induced by Theorem 2.16 shifts the topological filtration by one, that is for all \( i \geq 0 \) we have natural isomorphisms \( F^iK^{sg}_0(Z_f) \simeq F^{i+1}K^{sg}_0(Z_g) \) and \( \text{gr}^iK^{sg}_0(Z_f) \simeq \text{gr}^{i+1}K^{sg}_0(Z_g) \).
Proof. 1) Let us denote by $S$ the singular locus of $X$. We have a well-defined, fully-faithful functor $\mathcal{D}^\text{sg}_{Z \cap S}(X) \to \mathcal{D}^\text{sg}_Z(X)$ [39, Lemma 2.6] and its image is dense in $\mathcal{D}^\text{sg}_Z(X)$ by [39, Proposition 2.7]. In particular, these two categories have the same idempotent completion. Moreover, since $Z \cap S$ is a finite set of closed points, we have $\mathcal{D}^\text{sg}_Z(X) \cong \bigoplus_{p \in Z \cap S} \mathcal{D}^\text{sg}(\hat{\mathcal{O}}_{X,p})$, where we used in the second equivalence that formally isomorphic singularities have the same idempotent complete singularity categories [39, Theorem 2.10] and that singularity categories of local Henselian rings are idempotent complete (indeed, complete local rings are Henselian; Henselian rings have vanishing $K_1$ by [19, Theorem 3.7] and hence Lemma 2.20 implies that each $\mathcal{D}^\text{sg}(\hat{\mathcal{O}}_{X,p})$ is idempotent complete). Passing to the Grothendieck group yields (2.5).

By (2.4), we get (2.6) for $i = 0$, and then since flat pullbacks of morphisms preserve the topological filtration [40, Lemma 1.29 (1)], (2.6) follows for all $i \geq 0$.

By definition $F^nG_0(\hat{\mathcal{O}}_{X,p})$ is generated by the simple module $[k]$, in particular we have a surjective restriction homomorphism $F^nK^\text{sg}_0(X) \to F^nK^\text{sg}_0(\hat{\mathcal{O}}_{X,p})$ (sending $[k(x)]$ to $[k]$) and by [40, Proposition 1.24 (4)] we know that $F^nK^\text{sg}_0(X) = 0$, so that $F^nK^\text{sg}_0(\hat{\mathcal{O}}_{X,p}) = 0$ and by (2.6), $F^nK^\text{sg}_0(X$ on $Z) = 0$.

2) By 1) we see that $F^1K^\text{sg}_0(C$ on $Z) = 0$, or, equivalently, that $K^\text{sg}_0(C$ on $Z) \simeq gr^0K^\text{sg}_0(C$ on $Z)$.

The result now follows using (2.3), since classes of perfect complexes on $X$ with one-dimensional support contained in $Z$ generate $Z[\mathcal{O}_C]$ (resp. have trivial image) in $gr^0G_0(C) = Z^{N_C}$ for $Z = C$ (resp. $Z \subsetneq C$).

3) For the isomorphism see [40, Proposition 1.24 (2)], which works under the quasi-projective assumption, but the proof remains unchanged in the ELF scheme case. Functoriality follows easily by construction.

4) See [40, Proposition 1.30]; same comment as above regarding quasi-projective and ELF applies here. \qed

2.6. Local geometry of compound $A_n$ singularities. Recall that a threefold $X$ has a compound $A_n$ (abbreviated as c$A_n$) singularity at $p \in X$ if the complete local ring $\hat{\mathcal{O}}_{X,p}$ is isomorphic to a hypersurface singularity given by the equation

$$f = xy + z^{n+1} + wh(x, y, z, w),$$

where $h$ is an arbitrary power series (see [13, Definition 2.1]). It is well-known in the isolated singularity case that the equation $f$ can, after a change of coordinates, be expressed as $f = xy + g(z, w)$ for some $g \in (z, w)^2 \subset k[[z, w]]$ (Morse Lemma [1, Section 11.1]). Conversely, any isolated hypersurface given by the equation $f = xy + g(z, w)$ is a c$A_n$ singularity, where $n = \text{ord}(g) - 1$ and ord($g$) is the degree of the lowest term of the power series of $g \in (z, w)^2$ [14, Proposition 6.1 (e)]. Of particular interest are nodal singularities (also called ordinary double
points) given complete locally by \(xy + zw = 0\) and more generally ADE singularities, see table \(2.8\). Since \(cA_n\) singularities are given by one equation they are automatically Gorenstein.

Let \(A\) be a complete local ring isomorphic to \(k[[x, y, z, w]]/(f)\), where \(f \in A\) is of the form \(xy + g(z, w)\), for some \(g \in k[[z, w]]\). One sees that \(A\) has an isolated singularity at the origin if and only if the ring \(k[[z, w]]/(g)\), which we denote by \(A'\), has an isolated singularity at the origin. The latter condition is equivalent to \(g\) being a nonconstant power series with no multiple factors.

Let \(br_0(A')\) be the number of irreducible components of \(A'\). Here 0 stands for the closed point 0 \(\in\) \(\text{Spec}(A')\).

**Lemma 2.22.** We have a chain of equivalences

\[
\mathbb{Z}^{br_0(A')-1} \cong K_0^{sg}(A') \cong K_0^{sg}(A) \cong \text{Cl}(A).
\]

**Proof.** We apply Proposition \(2.21\) to the ELF schemes \(\text{Spec}(A')\) and \(\text{Spec}(A)\). The first isomorphism is \(2)\) of the Proposition, the second one is \(4)\) (or Theorem \(2.16\) directly) and the last isomorphism is \(3)\). \(\square\)

We call \(br_0(A) := br_0(A')\), that is the number of irreducible components of \(A'\), also \textit{branch number} of \(A\) (resp. \(A'\)). More generally, if \(X\) is a normal threefold with isolated \(cA_n\) singularities, we denote by \(br_p(X)\) the branch number of \(\hat{O}_{X,p}\) and we call it the \textit{branch number of} \(X\) \textit{at} \(p\). The (total) \textit{branch number of} \(X\), denoted \(br(X)\), is the sum of the \(br_p(X)\) running over \(p \in \text{Sing}(X)\).

It is well-known and easy to see that isolated \(cA_1\) singularities are precisely \(A_n\) threefold singularities (Morse Lemma \([1, \text{Section} 11.1]\)). More generally, the following table lists the local class groups of the ADE threefold singularities.

| Type   | Equation | \(\text{Cl}(A)\) | \(br_0(A)\) |
|--------|----------|-------------------|-------------|
| \(A_{2k}\) \((k \geq 1)\) | \(x^2 + y^2 + z^2 + w^{2k+1}\) | 0 | 1 |
| \(A_{2k-1}\) \((k \geq 1)\) | \(x^2 + y^2 + z^2 + w^{2k}\) | \(\mathbb{Z}\) | 2 |
| \(D_{2k}\) \((k \geq 2)\) | \(x^2 + y^2 + z^2 w + w^{2k-1}\) | \(\mathbb{Z}^2\) | 3 |
| \(D_{2k-1}\) \((k \geq 3)\) | \(x^2 + y^2 + z^2 w + w^{2k-2}\) | \(\mathbb{Z}\) | 2 |
| \(E_6\) | \(x^2 + y^2 + z^3 + w^4\) | 0 | 1 |
| \(E_7\) | \(x^2 + y^2 + z^3 + zw^3\) | \(\mathbb{Z}\) | 2 |
| \(E_8\) | \(x^2 + y^2 + z^3 + w^5\) | 0 | 1 |

(2.8)

So far, we studied the complete local geometry of \(cA_n\) singularities; global geometry of projective threefolds with \(cA_n\) singularities in relation to their class groups, the so-called defect \(\delta\) and \(K_{-1}\), is considered at the end of the next section.
3. Class groups and $K_{-1}$

We recall that our schemes satisfy Orlov’s ELF condition. Furthermore, the words curve, surface, threefold are reserved for reduced quasi-projective schemes of pure dimensions one, two and three respectively. Our goal in this section is to study $K_{-1}$ for curves, surfaces and threefolds. The results for threefolds with $cA_n$ singularities are new, whereas results for curves and surfaces mostly go back to Weibel [50].

For a curve $C$ we denote by $\text{br}_p(C)$ the branch number of $\hat{O}_{C,p}$ and call it branch number of $C$ at $p$ and by $\text{br}(C) = \sum \text{br}_p(C)$ the (total) branch number of $C$. For example, the branch number of a node is two and branch number of a cusp is one. Let us now consider $K_{-1}$ of a curve.

**Proposition 3.1.** Let $C$ be a connected curve. Then $K_{-1}(C)$ is a free abelian group of rank

$$\text{br}(C) - |\text{Sing}(C)| - N + 1,$$

where $N$ is the number of irreducible components of $C$. In particular, if $C$ has at most nodal singularities, then $K_{-1}(C)$ is free abelian of rank $|\text{Sing}(C)| - N + 1$.

**Example 3.2.** Let $C \subset \mathbb{P}^2$ be a union of $N$ projective lines intersecting in one point. Then $\text{br}(C) = N$, $|\text{Sing}(C)| = 1$, hence $K_{-1}(C) = 0$.

**Proof.** The statement will follow from a result of Weibel [50] Lemma 2.3 (2) by comparing the number of loops of the graph constructed in [50] with the number given in the statement. We will, however, give a different proof here using Grothendieck groups of the singularity category.

By Proposition [2.21] 1) and 2) we see that $K_{0}^{sg}(C) \simeq \bigoplus_p K_{0}^{sg}({\hat{O}}_{C,p})$ with each component being a free abelian group of rank $\text{br}_p(C) - 1$ and that $K_{0}^{sg}(C)$ is a free abelian group of rank $N - 1$. Using the short exact sequence [2.4] it is clear that the rank of $K_{-1}(C)$ is just $\sum (\text{br}_p(C) - 1) - N - 1$, which is equal to (3.1). Furthermore, if $C$ is irreducible, the above argument also shows that $K_{-1}(C)$ is torsion-free.

To show that $K_{-1}(C)$ is torsion-free in general, we proceed by induction on the number of irreducible components $N$ of $C$. Assume that $N \geq 2$ and let $C_0 \subset C$ be an irreducible component of $C$. We may choose $C_0$ in such a way that $C - C_0$ is still connected (for that we can take $C_0$ to be a component with minimal number of intersections with other components).
Consider the commutative diagram

\[
\begin{array}{cccccc}
0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow \\
K^s_0(C \text{ on } C_0) & K^s_0(C \text{ on } C_0) & K_{-1}(C \text{ on } C_0) & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
K^s_0(C) & K^s_0(C) & K_{-1}(C) & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
K^s_0(C - C_0) & K^s_0(C - C_0) & K_{-1}(C - C_0) & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 & 0 & 0 & 0
\end{array}
\] (3.2)

The rows are exact by (2.4). Let us now consider exactness of the columns. By Proposition 2.21, \(K^s_0(C) \simeq \mathbb{Z}^{N-1}\), \(K^s_0(C - C_0) \simeq \mathbb{Z}^{N-2}\) and \(K^s_0(C \text{ on } C_0) \simeq \mathbb{Z}\) generated by the structure sheaves of the components of \(C\), \(C - C_0\) and \(C_0\) respectively, and the maps between the groups are the obvious ones, so that the left column is split exact. By Proposition 2.21, the middle column is also split exact.

Applying the Snake Lemma to the first two columns we get exactness of the right column. Finally, by the induction hypothesis \(K_{-1}(C - C_0)\) is torsion-free and since \(K_{-1}(C \text{ on } C_0)\) is also torsion-free because the top row is split exact, we obtain that \(K_{-1}(C)\) is torsion-free.

The statement about nodal curves follows since the branch number of every node is two, so that \(\text{br}(C) = 2|\text{Sing}(C)|\).

Recall that the dual graph \(\Gamma\) of a nodal curve \(C\) is defined to be the following (undirected) graph. Vertices of \(\Gamma\) correspond to irreducible components of \(C\). Edges between distinct vertices correspond to intersections of components. Finally, for every self-intersection point on a component the corresponding vertex has a loop. Usually \(\Gamma\) is decorated by indicating the genus of each component, but we do not need this for our purposes.

The following corollary implies for example that \(K_{-1}\) of a nodal cubic (\(\Gamma\) has one vertex with a loop), or any cycle of smooth curves (\(\Gamma\) is a cycle) is \(\mathbb{Z}\) while \(K_{-1}\) of any tree (that is \(\Gamma\) is a tree) of smooth curves is zero.

**Corollary 3.3.** Let \(C\) be a curve with at most nodal singularities and let \(\Gamma = \Gamma(C)\) be the dual graph of \(C\), then

\[
K_{-1}(C) \simeq \mathbb{Z}^\lambda,
\]

where \(\lambda = \lambda(\Gamma)\) is the first Betti number of \(\Gamma\).

**Proof.** Both sides are additive for finite disjoint unions so we may assume that \(C\) is connected.
By definition of $\Gamma$, $N$ is its number of vertices and $|\text{Sing}(C)| = \sum (\text{br}_p(C) - 1)$ is its number of edges. The result follows by Proposition 3.1 since

$$1 - \lambda = N - |\text{Sing}(C)|$$

so that $\lambda = |\text{Sing}(C)| - N + 1$.

Let us consider the higher dimensional case.

**Definition 3.4.** Let $X$ be normal irreducible with at most isolated singularities. We say that $X$ has enough Weil divisors if the natural map $\text{Cl}(X) \to \bigoplus_p \text{Cl}(\hat{O}_{X,p})$ is surjective, where the direct sum runs over all $p \in \text{Sing}(X)$.

If $X$ is a threefold with isolated nodal singularities, and $X$ has enough Weil divisors, we say that $X$ is maximally nonfactorial.

**Proposition 3.5.** Let $X$ be normal irreducible with at most isolated singularities. Assume that $K_{-1}(X) = 0$. Then $X$ has enough Weil divisors.

**Proof.** Let $X' = \text{Spec} \left( \prod_{p \in \text{Sing}(X)} \hat{O}_{X,p} \right)$. By Proposition 2.21 1), $K_{0}^{sg}(X) \simeq K_{0}^{sg}(X')$.

Since $X$ is irreducible, we have $\text{gr}^{0}K_{0}^{sg}(X) = 0$, so that $K_{0}^{sg}(X) = F^{1}K_{0}^{sg}(X)$. Similarly, since $X'$ is a disjoint union of irreducible components, $\text{gr}^{0}K_{0}^{sg}(X') = 0$ and $K_{0}^{sg}(X) = F^{1}K_{0}^{sg}(X')$. In particular as $K_{0}^{sg}(X) \to K_{0}^{sg}(X')$ is surjective by (2.4), we also get that $\text{gr}^{1}K_{0}^{sg}(X) \to \text{gr}^{1}K_{0}^{sg}(X')$ is surjective.

By Proposition 2.21 3) we have a commutative diagram

$$
\begin{array}{ccc}
\text{gr}^{1}K_{0}^{sg}(X) & \rightarrow & \text{gr}^{1}K_{0}^{sg}(X') \\
\downarrow \simeq & & \downarrow \simeq \\
\text{Cl}(X)/\text{Pic}(X) & \rightarrow & \text{Cl}(X')
\end{array}
$$

(3.3)

where we used that $\text{Pic}(X') = 0$. Since we know that the top horizontal arrow is surjective, the bottom horizontal arrow is surjective as well, which means that $X$ has enough Weil divisors. □

If the local singularity Grothendieck groups are generated by codimension one cycles, then $K_{-1}(X)$ is controlled by codimension one cycles as well:

**Proposition 3.6.** Let $X$ be normal irreducible with at most isolated singularities and such that $F^{2}K_{0}^{sg}(\hat{O}_{X,p}) = 0$ for all $p \in \text{Sing}(X)$. Then there is an isomorphism $K_{0}^{sg}(\hat{O}_{X,p}) \simeq \text{Cl}(\hat{O}_{X,p})$ for all $p \in \text{Sing}(X)$ and an exact sequence

$$0 \to \text{Pic}(X) \to \text{Cl}(X) \to \bigoplus_{p \in \text{Sing}(X)} \text{Cl}(\hat{O}_{X,p}) \to K_{-1}(X) \to 0.$$

(3.4)

In particular, $K_{-1}(X) = 0$ if and only if $X$ has enough Weil divisors.
Proof. We keep the notation of the previous proof. By (2.6) we have injective maps
\[ F^iK^m_0(X) \to F^iK^m_0(X'). \]
Thus using \( F^2K^q_0(\hat{O}_{X,p}) = 0 \) for all \( p \) in \( \text{Sing}(X) \), so that \( F^2K^q_0(X') = 0 \) we see that \( F^2K^q_0(X) = 0 \). Therefore diagram (3.3) is isomorphic to
\[
\begin{array}{ccc}
K^q_0(X) & \longrightarrow & K^q_0(X') \\
\downarrow \cong & & \downarrow \cong \\
\text{Cl}(X)/\text{Pic}(X) & \longrightarrow & \text{Cl}(X')
\end{array}
\] (3.5)

The upper horizontal map is injective with cokernel \( K_{-1}(X) \) by (2.4), hence we get a short exact sequence

\[ 0 \to \text{Cl}(X)/\text{Pic}(X) \to \text{Cl}(X') \to K_{-1}(X) \to 0, \]

which implies (3.4). \( \square \)

If \( S \) is a normal surface, then the exact sequence (3.4) applies to \( S \) by Proposition 2.21, and recovers a result of Weibel [50, Corollary 5.4]. Furthermore we have the following result.

Proposition 3.7. If \( X \) is normal rational projective surface with rational singularities, then we have an isomorphism \( K_{-1}(X) \cong \text{Br}(X) \).

Proof. The proof is a combination of a result of Weibel computing \( K_{-1}(X) \) with a result of Bright computing \( \text{Br}(X) \).

Let \( \pi : \tilde{X} \to X \) be a resolution of singularities of \( X \), such that the exceptional divisor \( E = \pi^{-1}(\text{Sing}(X)) \) is a normal crossing divisor. By Artin [2], \( E \) is a tree of smooth rational curves. Let \( N \) be the number of irreducible components of \( E \).

By [50, Example 2.13 and Proposition 5.1] there is an exact sequence

\[ 0 \to \text{Pic}(X) \to \text{Pic}(\tilde{X}) \to \text{Pic}(E) \to K_{-1}(X) \to 0. \] (3.6)

It is well known that \( \text{Pic}(E) \cong \mathbb{Z}^N \) spanned by the tautological bundles of the components of \( E \). This group is also canonically isomorphic to the free abelian group \( E^* \) generated by the components of the exceptional divisor defined in [11], and comparing (3.6) to [11, Proposition 1] (the setup in [11] includes minimality of the resolution, but it is not required in the proof), where we use that \( \text{Br}(\tilde{X}) = 0 \) since \( \tilde{X} \) is a smooth projective rational surface yields \( K_{-1}(X) \cong \text{Br}(X) \). \( \square \)

The following result allows to compute \( K_{-1} \) of threefolds with isolated compound \( A_n \) singularities (in particular for nodal threefolds), in terms of their Picard group, Class group and the branch number defined in subsection 2.6.
Corollary 3.8. Let $X$ be a normal threefold with at most isolated $cA_n$ singularities. Then we have an exact sequence

$$0 \rightarrow \text{Pic}(X) \rightarrow \text{Cl}(X) \rightarrow \mathbb{Z}^L \rightarrow K_{-1}(X) \rightarrow 0,$$

where $L = \text{br}(X) - |\text{Sing}(X)|$ is the difference between the branch number and the number of the singular points of $X$. In particular, if $X$ has at most nodal singularities, then $L = |\text{Sing}(X)|$.

Proof. Using (2.7) we obtain that $\text{Cl}(\hat{O}_{X,p}) \simeq \mathbb{Z}^{\text{br}(X) - 1}$. Since $L = \sum_{p \in \text{Sing}(X)} (\text{br}(X) - 1)$, the result follows from Proposition 3.6.

Definition 3.9. Let $X$ be a normal threefold with at most isolated $cA_n$ singularities. We define the defect $\delta$ of $X$ by

$$\delta := \text{rk} \text{Cl}(X)/\text{Pic}(X).$$

Remark 3.10. Note that the defect is well-defined by Corollary 3.8. It was first defined by Clemens in [17] for double solids, then by Werner [51] for nodal 3-dimensional hypersurfaces and later it was extended by Rams to 3-dimensional hypersurfaces with $ADE$ singularities [42]. By [17, Corollary 2.32] and [42, Theorem 4.1] one sees that the classical definition of the defect agrees with Definition 3.9.

Remark 3.11. Let $X$ be as in Definition 3.9. We can rewrite Corollary 3.8 as a short exact sequence

$$0 \rightarrow \mathbb{Z}^\delta \rightarrow \mathbb{Z}^L \rightarrow K_{-1}(X) \rightarrow 0 \quad (3.7)$$

where $L = \text{br}(X) - |\text{Sing}(X)|$. Explicitly, the first group $\mathbb{Z}^\delta \simeq \text{Cl}(X)/\text{Pic}(X)$ is generated by the classes of Weil divisors which are not Cartier, the second group $\mathbb{Z}^L$ is the sum of local class groups of the singular points, and the map between them is given by restricting Weil divisors to the local class groups.

By definition, $X$ is factorial if and only if $\delta = 0$. On the other hand, if $X$ has enough Weil divisors, then $\delta = L$.

It is worth noticing that if $L = 0$, then $X$ is factorial and has enough Weil divisors at the same time. Indeed, from (3.7) we see that $\delta = 0$, as well as $K_{-1}(X) = 0$. For isolated $cA_n$ singularities $L = 0$ if and only if all branch numbers of the singular points are equal to one, that is singularities are of type $xy + g(z,w) = 0$, where $g(z,w)$ is irreducible. For example, this is the case for $A_2k$ singularities, see (2.8).

We collect examples for known defect of nodal threefolds. Recall that we call nodal threefolds with enough Weil divisors, maximally nonfactorial.

Example 3.12. If $X$ is a nodal quadric threefold in $\mathbb{P}^4$, then $\text{Pic}(X) = \mathbb{Z}$ generated by the class of the hyperplane section $H$; $\text{Cl}(X) = \mathbb{Z}^2$, generated by the two planes $D_1, D_2$ passing through the singular point, so that $H = D_1 + D_2$. Therefore, $\delta = 1$, $L = 1$, the first map in (3.7) is an isomorphism, $K_{-1}(X) = 0$ and $X$ is maximally nonfactorial.
Example 3.13. Let $X$ be a nodal hypersurface in $\mathbb{P}^4$ or a nodal double cover of $\mathbb{P}^3$, which is not the nodal quadric hypersurface in $\mathbb{P}^4$. Let $r$ be the number of nodes of $X$. The defect $\delta$ in these cases has been studied in detail and it is known that $\delta < r$ (see [18, Definition 1 and Theorem 9] for the hypersurface case and [17, Corollary 2.32] for double solids). Thus by Corollary 3.8 we get that $\text{rk} \mathcal{K}_{-1}(X) = r - \delta > 0$, i.e. 3-dimensional nodal hypersurfaces and nodal double covers of $\mathbb{P}^3$ are never maximally nonfactorial, except for the 3 dimensional nodal quadric hypersurface.

Lemma 3.14. Let $\pi : \tilde{X} \to X$ be a small resolution of a nodal projective threefold with $r$ nodes. Assume that $\tilde{X}$ is obtained as a blow up of a smooth projective threefold $Y$ in $\mu$ points. Let $\rho_X$, $\rho_Y$ are Picard ranks of $X$ and $Y$ respectively. Then we have

$$\text{rk} \mathcal{K}_{-1}(X) = r - \delta = r - \mu + \rho_X - \rho_Y,$$

where $\delta = \mu + \rho_Y - \rho_X$ is the defect of $X$.

Proof. Since $\pi : \tilde{X} \to X$ is a small resolution, we have that $\text{Cl}(\tilde{X}) \simeq \text{Cl}(X)$. Moreover, since $\tilde{X}$ is a smooth blow up of $Y$ at $\mu$ points, we see further that $\text{Cl}(\tilde{X}) \simeq \text{Cl}(Y) \oplus \mathbb{Z}^\mu$. The result is then a direct consequence of Corollary 3.8. \qed

Example 3.15. According to Prokhorov [41, Theorem 7.1], del Pezzo threefolds of degree $1 \leq d \leq 5$, that is Fano threefolds of Picard rank one and index two, with maximal class group rank are obtained by blowing up $8 - d$ general points $P_i$ on $\mathbb{P}^3$ followed by blowing down proper preimages of lines and twisted cubics passing through the points $P_i$ (the latter contraction is realized as an algebraic variety by taking half-anticanonical model of the blow up). The number of nodes of $X$ is $28$ for $d = 1$, $16$ for $d = 2$ and $(8-d)(5-d)$ for $3 \leq d \leq 5$ [41, Theorem 7.1 (iii)].

Using Lemma 3.14 we see that the rank of $\mathcal{K}_{-1}$ is $21$ for $d = 1$, $10$ for $d = 2$ and $(8-d)(5-d)$ for $3 \leq d \leq 5$. In particular, the cases $1 \leq d \leq 4$ are not maximally nonfactorial (see also table (4.3)).

4. Kawamata type semiorthogonal decompositions

In this section $X$ is a Gorenstein projective variety. The following definition is motivated by [30] and [31].

Definition 4.1. We say that $X$ has a Kawamata type semiorthogonal decomposition if

$$\mathcal{D}^b(X) = \langle \mathcal{A}, \mathcal{B}_1, \ldots, \mathcal{B}_m \rangle$$

is an admissible semiorthogonal decomposition, such that $\mathcal{A} \subset \mathcal{D}^\text{perf}(X)$ and the $\mathcal{B}_j$’s are equivalent to $\mathcal{D}^b(R_j)$, where the $R_j$’s are (possibly noncommutative) finite-dimensional $k$-algebras.

Remark 4.2. Note that a smooth projective variety $X$ trivially admits a Kawamata type decomposition. Indeed, in this case $\mathcal{D}^\text{perf}(X) = \mathcal{D}^b(X)$ and we can set $m = 0$, $\mathcal{A} = \mathcal{D}^b(X)$. 

Remark 4.3. Any admissible decomposition of $\mathcal{D}^b(X)$ into components which are subcategories of $\mathcal{D}^{\text{perf}}(X)$ and components equivalent to $\mathcal{D}^b(R)$ can be rearranged to make a Kawamata decomposition. This follows from a result of Bondal and Kapranov [7, Lemma 1.9], which implies more generally that any admissible semiorthogonal decomposition can be mutated.

Theorem 4.4. If $X$ admits a Kawamata type semiorthogonal decomposition

$$\mathcal{D}^b(X) = \langle \mathcal{A}, \mathcal{B}_1, \ldots, \mathcal{B}_m \rangle,$$

then the following holds.

1) There is an admissible semiorthogonal decomposition

$$\mathcal{D}^{\text{perf}}(X) = \langle \mathcal{A}, \mathcal{B}_1 \cap \mathcal{D}^{\text{perf}}(X), \ldots, \mathcal{B}_m \cap \mathcal{D}^{\text{perf}}(X) \rangle,$$

and $\mathcal{B}_j \cap \mathcal{D}^{\text{perf}}(X)$ is equivalent to $\mathcal{D}^{\text{perf}}(R_j)$ for all $1 \leq j \leq m$. The Serre functor on $\mathcal{D}^{\text{perf}}(X)$ induces Serre functors on $\mathcal{A}$ and on all $\mathcal{B}_j \cap \mathcal{D}^{\text{perf}}(X)$.

2) The finite-dimensional $k$-algebras $R_j$ are Gorenstein.

3) There is an equivalence of singularity categories $\mathcal{D}^{\text{sg}}(X) \simeq \langle \mathcal{D}^{\text{sg}}(R_1), \ldots, \mathcal{D}^{\text{sg}}(R_m) \rangle$. Furthermore, if $X$ has only isolated singularities, then the decomposition above is completely orthogonal, that is

$$\mathcal{D}^{\text{sg}}(X) \simeq \mathcal{D}^{\text{sg}}(R_1) \oplus \ldots \oplus \mathcal{D}^{\text{sg}}(R_m) \simeq \mathcal{D}^{\text{sg}}(R_1 \times \ldots \times R_m). \quad (4.1)$$

Proof. 1) The decomposition and its admissibility follows immediately from Orlov’s characterization of perfect complexes as homologically finite objects [38, Proposition 1.10 and 1.11]. Moreover, by the analogous characterization of $\mathcal{D}^{\text{perf}}(R_j)$ in $\mathcal{D}^b(R_j)$ [23, Proposition 2.18] and by admissibility of $\mathcal{B}_j$ it is easy to see that $\mathcal{D}^{\text{perf}}(R_j) = \mathcal{B}_j \cap \mathcal{D}^{\text{perf}}(X)$. By Lemma 2.12 it follows that the components $\mathcal{A}$ and $\mathcal{B}_j \cap \mathcal{D}^{\text{perf}}(X)$ have Serre functors.

2) By 1) we see that $\mathcal{D}^{\text{perf}}(R_j)$ has a Serre functor, and by Lemma 2.14 this is equivalent to $R_j$ being Gorenstein.

3) The decomposition of $\mathcal{D}^{\text{sg}}(X)$ follows by [38, Proposition 1.10]. Let us assume now that $X$ has isolated singularities. By Proposition 2.17, $\mathcal{D}^{\text{sg}}(X)$ is a Calabi-Yau category. By a standard argument going back to Bridgeland [10] it is easy to see that in this case decomposition is completely orthogonal. The second equivalence in (4.1) is clear. □

Corollary 4.5. If $X$ admits a Kawamata type semiorthogonal decomposition, then $\mathcal{D}^{\text{sg}}(X)$ is idempotent complete, or, equivalently, $K_{-1}(X) = 0$.

Proof. By Theorem 4.4 (3), the singularity category $\mathcal{D}^{\text{sg}}(X)$ admits a semiorthogonal decomposition into singularity categories of finite-dimensional $k$-algebras. Each of these categories is idempotent complete by Lemma 2.19 and Lemma 2.2 implies that $\mathcal{D}^{\text{sg}}(X)$ is itself idempotent complete. The vanishing of $K_{-1}(X)$ follows from Lemma 2.20. □

Example 4.6. If $X$ has trivial canonical bundle, then it admits a Kawamata decomposition if and only if $X$ is smooth. Indeed if we assume that $X$ has a Kawamata decomposition, it follows...
by Theorem 4.1) that there is an induced semiorthogonal decomposition of $\mathcal{D}^{\text{perf}}(X)$. While the Serre functor on $\mathcal{D}^{\text{perf}}(X)$ is just the shift by $n = \dim(X)$, we see that for a finite-dimensional algebra as in Definition 4.1, we have that

$$\text{Hom}_{R_j}(R_j, R_j) = \text{Ext}^n_{R_j}(R_j, R_j)^*,$$

which is only possible if $\dim(X) = 0$ or $m = 0$. In both cases $X$ is smooth.

The next proposition shows that admissibility is automatic in the case when we have only one algebra.

**Proposition 4.7.** Assume that $X$ has a semiorthogonal decomposition

$$\mathcal{D}^{b}(X) = \langle A, B \rangle,$$

where $A \subset \mathcal{D}^{\text{perf}}(X)$, $B \cong \mathcal{D}^{b}(R)$ (resp. $B \subset \mathcal{D}^{\text{perf}}(X)$, $A \cong \mathcal{D}^{b}(R)$), and $R$ is a finite-dimensional algebra. Then $A$ and $B$ are admissible subcategories in $\mathcal{D}^{b}(X)$ so that the semiorthogonal decomposition $\mathcal{D}^{b}(X) = \langle A, B \rangle$ (resp. $\mathcal{D}^{b}(X) = \langle B \otimes \omega_X, A \rangle$) is of Kawamata type.

**Proof.** This follows from Lemma 2.15. □

**Remark 4.8.** Kawamata type decompositions generalize tilting objects in the following sense. Recall that a classical tilting object $E$ of $\mathcal{D}(\text{Qcoh}(X))$ is a perfect complex of $\mathcal{D}(\text{Qcoh}(X))$, such that it generates $\mathcal{D}(\text{Qcoh}(X))$ (i.e. if $\text{Hom}(E, F) = 0$, then $F \cong 0$) and such that $\text{Hom}(E, E[i]) = 0$ for all $i \neq 0$. It is well known that, if $\mathcal{D}(\text{Qcoh}(X))$ possesses a classical tilting object $E$, then there is an equivalence $\mathcal{D}(\text{Qcoh}(X)) \cong \mathcal{D}(\text{Mod-R})$ which restricts to an equivalence $\mathcal{D}^{b}(X) \cong \mathcal{D}^{b}(R)$, where $R$ is the finite-dimensional algebra $\text{End}(E)$ (see e.g. [22, Theorem 7.6 (2)]). This means that $X$ has a Kawamata semiorthogonal decomposition with trivial $A \subset \mathcal{D}^{\text{perf}}(X)$ part as soon as $\mathcal{D}(\text{Qcoh}(X))$ has a classical tilting object.

We collect the known examples of Gorenstein projective varieties with Kawamata type semiorthogonal decompositions. We start in dimension one.

**Theorem 4.9** (Burban [13]). Let $X$ be a nodal tree of projective lines, that is a connected nodal curve with all irreducible components isomorphic to $\mathbb{P}^1$ and with the dual graph $\Gamma$ of $X$ forming a tree. Then $\mathcal{D}^{b}(X)$ has a tilting object, and furthermore admits a Kawamata type semiorthogonal decomposition

$$\mathcal{D}^{b}(X) = \langle O_X, \mathcal{D}^{b}(R_{\Gamma}) \rangle.$$

The algebra $R_{\Gamma}$ is the path algebra of the quiver $Q$ with relations, obtained by the following construction from $\Gamma$: $Q$ has the same vertices as $\Gamma$ and for each two vertices $p, q$ in $\Gamma$ connected by an edge there is an arrow $a$ from $p$ to $q$ and an arrow $a^*$ from $q$ to $p$ in $Q$. The relations are that all compositions $aa^*$ and $a^*a$ are set equal zero.

**Proof.** The proof is the same as that of Theorem 2.1 in [13], where only chains of projective lines are considered. □
Example 4.10. Let $X = X_1 \cup X_2$ be the $A_2$ tree of projective lines, that is a union of 2 copies of $\mathbb{P}^1$ intersecting transversely. Then the algebra $R_1$ in Theorem 4.9 has the form

$$R : 1 \xrightarrow{a^*} 2 \xleftarrow{a} 0, \quad aa^* = 0. \quad (4.2)$$

By Theorem 4.4 we have $D^{sg}(X) \simeq D^{sg}(R) \simeq \text{MCM}(R)$ (we used Buchweitz’ equivalence between the singularity category and the stable category of MCM modules in the Gorenstein case for the second equivalence). On the other hand, by [37, Proposition 1.14], we have an equivalence $D^{sg}(X) \simeq D^{sg}(A)$ where $A = k[x,y]/(xy)$ is the ring considered in Example 2.18.

Explicitly the generators of the singularity category considered in Example 2.18 correspond to the two MCM $R$-modules which are the two simple modules given by the vertices of the quiver.

The following result pins down the interplay between geometry, Kawamata decompositions, and $K_{-1}$ in the case of nodal curves.

Corollary 4.11. Let $C$ be a connected nodal projective curve such that all its irreducible components are rational curves. Then the following are equivalent:

1) $C$ is a nodal tree of projective lines.
2) $D^b(C)$ admits a Kawamata type semiorthogonal decomposition.
3) $K_{-1}(C) = 0$.

Proof. 1) $\implies$ 2) is Theorem 4.9.
2) $\implies$ 3) follows from Corollary 4.5.
3) $\implies$ 1) follows from Corollary 3.3. \qed

The following result gives a source of examples of Kawamata type semiorthogonal decompositions in dimension two.

Theorem 4.12 (Karmazyn-Kuznetsov-Shinder [29]). Let $X$ be a projective Gorenstein toric surface. Let $n_1, \ldots, n_m$ be the orders of the cyclic quotient singularities of $X$. Then $X$ has a Kawamata type semiorthogonal decomposition if and only if $K_{-1}(X) = 0$ and in this case the decomposition is of the form

$$D^b(X) \simeq \langle A, D^b(R_1), \ldots, D^b(R_m) \rangle,$$

where the category $A \subset D^\text{perf}(X)$ is a collection of exceptional objects and such that $R_i = k[z]/(z^{n_i})$.

Proof. By Proposition 3.7 we have $\text{Br}(X) = K_{-1}(X)$. If $K_{-1}(X) = 0$, the semiorthogonal decomposition in Theorem 11.12 is [29, Corollary 5.10] and admissibility of the components is [29, Theorem 2.12].
Conversely, existence of a Kawamata type decomposition implies $K_{-1}(X) = 0$ by Corollary 4.5.

For threefolds, we have the following two Fano examples due to Kawamata.

Example 4.13 (Kawamata). (1) Let $X$ be the nodal quadric threefold in $\mathbb{P}^4$ with the equation $xy - zw = 0$. In [30, Example 5.6] (see also [31, Example 7.1]) it has been shown that there is an admissible semiorthogonal decomposition $\mathcal{D}_b(X) \simeq \langle \mathcal{O}_X(-2H), \mathcal{O}_X(-H), \mathcal{D}_b(R), \mathcal{O}_X \rangle$, where $\mathcal{O}_X(H)$ is a hyperplane section bundle and $R$ is the same algebra as (4.2) in Example 4.10. By Remark 4.3, $X$ has a Kawamata type decomposition.

(2) Let $\tilde{X}$ be the blow up of two points in $\mathbb{P}^3$ and let $L \subset \tilde{X}$ be the strict transform of a line passing through the two points. Let $X$ be the contraction of $L$ to a node given by the half-anticanonical embedding in $\mathbb{P}^7$. By [31, Example 7.2] $X$ has a Kawamata type decomposition $\mathcal{D}_b(X) \simeq \langle \mathcal{O}_X(C_1), \ldots, \mathcal{O}_X(C_5), \mathcal{D}_b(R) \rangle$, where the $\mathcal{O}_X(C_i)$'s are line bundles on $X$ which are push-forwards of line bundles from $\tilde{X}$, and $R$ is again the algebra (4.2).

Remark 4.14. Let us contemplate here on the fact that the algebra occurring in Examples 4.13 (1) and (2) coincides with the algebra which shows up in the union $C$ of 2 rational curves intersecting at a node (Example 4.10). This observation is related to Knörrer periodicity. More concretely, the singularity category of $C$ will agree with the singularity category of Kawamata’s examples via Knörrer periodicity (Theorem 2.16). On the other hand, Knörrer periodicity can be realized via a blow up construction (see [40, Proof of Proposition 1.30] and Remark 5.2) which provides an explicit link between Kawamata type decompositions of ordinary double points with the same parity.

More generally, this viewpoint of blowing up projective Gorenstein schemes at locally complete intersection subschemes will provide further examples of Kawamata type semiorthogonal decomposition, as shown in Section 5.

In the next two examples we consider typical singular threefolds: hypersurfaces, double covers and contractions of blow ups.

Example 4.15. Nodal hypersurfaces in $\mathbb{P}^4$ of degree $d \geq 3$ and nodal double covers of $\mathbb{P}^3$ branched in a surface of degree at least four have no Kawamata type decomposition by Example 3.13 and Corollary 4.5.

This generalizes an example of Kawamata [31, Example 7.8], constructed as follows. One considers a cubic threefold with two nodes $p, q \in X_0$; it is well-known that such cubics are always
factorial. Let \( X \) be the blow up of \( q \). In the commutative square from (3.4)

\[
\begin{array}{c}
\text{Cl}(X) \\
\downarrow \\
\text{Cl}(\hat{O}_{X,p}) \\
\text{Cl}(X_0) \\
\downarrow \\
\text{Cl}(\hat{O}_{X_0,p}) \oplus \text{Cl}(\hat{O}_{X_0,q})
\end{array}
\]

the bottom horizontal map is zero, the right vertical map is an embedding of a direct summand, hence the top horizontal map is also zero, so that \( X \) is factorial as well. From (3.4) we deduce that \( K_{-1}(X) = \mathbb{Z} \), so that \( X \) has no Kawamata type decomposition by Corollary 4.5.

**Example 4.16.** Del Pezzo threefolds as in Example 3.15 of degree \( 1 \leq d \leq 4 \) have no Kawamata type decomposition. This follows from Corollary 4.5.

This relates to a question of Kawamata about derived categories of blow ups of \( \mathbb{P}^3 \) in more than 2 points [31, Remark 7.5]. We have shown that the half-anticanonical contraction of a blow up of \( \mathbb{P}^3 \) in 4 or more points has no Kawamata type decomposition. The remaining case, that is the nodal del Pezzo threefold of rank 5, seems to be the most interesting one, as we cannot detect obstructions with our methods. The following table gives a summary:

| \( d(X) \) | \( \text{Sing}(X) \) | \( \text{rk Pic}(X) \) | \( \text{rk Cl}(X) \) | \( \text{rk } K_{-1}(X) \) | Kawamata decomp. |
|------------|-----------------|----------------|-----------------|----------------|------------------|
| 1          | 28              | 1              | 8               | 21             | No               |
| 2          | 16              | 1              | 7               | 10             | No               |
| 3          | 10              | 1              | 6               | 5              | No               |
| 4          | 6               | 1              | 5               | 2              | No               |
| 5          | 3               | 1              | 4               | 0              | ?                |
| 6          | 1               | 2              | 3               | 0              | Yes              |

(4.3)

Here the \( d = 6 \) case refers to Example 4.13.2.

5. **Kawamata decompositions, \( K_{-1} \) and blow ups**

We start with the following well-known result.

**Theorem 5.1** (Thomason, Orlov). Let \( X \) be a Gorenstein projective variety and \( Z \subset X \) a locally complete intersection closed subvariety of pure codimension \( c \). Let \( \pi : \bar{X} \to X \) be the blow up of \( X \) with center \( Z \). Then there is an admissible semiorthogonal decomposition

\[
\mathcal{D}^b(\bar{X}) = \langle \mathcal{D}^b(Z), \ldots, \mathcal{D}^b(Z), \mathcal{D}^b(X) \rangle
\]

and for all \( j \in \mathbb{Z} \) we have

\[
K_j(\bar{X}) \simeq K_j(X) \oplus K_j(Z)^{\oplus (c-1)}.
\]
Proof. The semiorthogonal decomposition is proved in the same way as [36] (see also [5, Theorem 6.9] or [25, Corollary 3.4]). Let us give just a few words on the well-definedness of the functors involved.

Indeed, note that all the morphisms $Z \subset X$, $E \subset \tilde{X}$, where $E$ is the exceptional locus of $\pi$, $p : E \to Z$, and $\pi : \tilde{X} \to X$ are proper of finite Tor dimension. This is because the first two morphisms are regular embeddings and the morphism $p : E \to Z$ is a projective bundle. For the blow up $\pi : \tilde{X} \to X$, we can write it locally as a composition $\tilde{U} \to \mathbb{P}(\mathcal{E}) \to U$ of a regular embedding and a projective bundle, where $\mathcal{E}$ is a vector bundle on $U \subset X$ such that the zero locus of global section $0 \neq s \in H^0(\mathcal{E}^\vee)$ coincides with $Z$. Thus the pushforward and pull-back functors of these morphisms on $D^b$ are well-defined.

Finally the decomposition for K-theory is proved by Thomason [47, Theorem 2.1], and it also can be deduced from the semiorthogonal decomposition lifted to dg-enhancements of the relevant categories, and applying Schlichting’s machinery [45, 46]. □

Remark 5.2. In this paper we mostly deal with isolated singularities, however the blow up of a smooth variety in a center with isolated singularities does not necessarily have isolated singularities. For example, if we blow up $\mathbb{A}^3$ at the thick point given by the ideal $(x, y, z^2)$, then one can see that the singular locus of the blow up is 1-dimensional.

A local computation shows however that, if $Z \subset X$ is a locally complete intersection of codimension 2 in a smooth variety $X$ and such that $Z$ has at most isolated hypersurface singularities given complete locally by an ideal $(f(x_1, \ldots, x_{n-1}), x_n) \subset k[[x_1, \ldots, x_n]]$, then the blow up $\tilde{X} \to X$ along $Z$ has at most isolated hypersurface singularities given by the ideal $(x_n : x_{n+1} + f(x_1, \ldots, x_{n-1})) \subset k[[x_1, \ldots, x_{n+1}]].$

Corollary 5.3. Under the conditions of Theorem 5.1 if both $X$ and $Z$ admit Kawamata decompositions, so does $\tilde{X}$.

Proof. While all the components are admissible in $D^b(\tilde{X})$, we can use Remark 4.3 to rearrange them to obtain the form as in Definition 4.1. □

Corollary 5.4. Let $X$ be a smooth projective threefold and let $C \subset X$ be a disjoint union of nodal curves such that each irreducible components of $C$ is a rational curve. Then $\tilde{X}$ admits a Kawamata type semiorthogonal decomposition if and only if $C$ is a disjoint union of nodal trees of smooth rational curves.

Proof. If $C$ is a disjoint union of nodal trees of smooth rational curves, then the blow up has a Kawamata type decomposition by Corollary 5.3 and Theorem 4.9.

Conversely, if the blow up admits a Kawamata type decomposition, then $K_{-1}(\tilde{X}) = 0$ by Corollary 4.5 hence $K_{-1}(C) = 0$ by Theorem 5.1 and finally $C$ is a nodal tree by Corollary 4.11. □
Example 5.5. If $X$ is a smooth projective threefold, and $C$ is a disjoint union of nodal trees of projective lines, then the blow up $\tilde{X} = \text{Bl}_C(X)$ is a threefold with ordinary double points (see Remark 5.2) and by Corollary 5.4 it admits a Kawamata type semiorthogonal decomposition.

On the other hand, if $C$ is nodal and irreducible (of arbitrary genus), then the blow up of $X$ in $C$ does not have a Kawamata type decomposition by Corollary 4.5 since $K_{-1}(\tilde{X}) = K_{-1}(C) \neq 0$ where we used Theorem 5.1 and Corollary 3.3.

References

[1] V. I. Arnold, S. M. Gusein-Zade and A. N. Varchenko, Singularities of differentiable maps, Vol. I, Birkhäuser Basel, 1988.
[2] M. Artin, On isolated rational singularities of surfaces, Amer. J. Math. 88 (1966), 129–136.
[3] M. Auslander, Functors and morphisms determined by objects, Representation theory of algebras In: Representation Theory of Algebras (Proc. Conf., Temple Univ., Philadelphia, Pa., 1976), pp. 1—244. Lect. Notes Pure Appl. Math., vol. 37. Dekker, New York (1978).
[4] P. Balmer and M. Schlichting, Idempotent Completion of Triangulated Categories, J. of Algebra, 236 (2001), 819–834.
[5] D. Bergh and O.M. Schnürrer, Conservative descent for semi-orthogonal decompositions, arXiv:1712.06845.
[6] A. Bondal, Representations of associative algebras and coherent sheaves, Izv. Akad. Nauk SSSR Ser. Mat. 53 (1989), no. 1, 25—44.
[7] A. Bondal and M. Kapranov, Representable functors, Serre functors, and reconstructions, Izv. Akad. Nauk SSSR Ser. Mat. 53 (1989), no. 6, 1183–1205, 1337.
[8] A. Bondal and D. Orlov, Semiorthogonal decomposition for algebraic varieties, arXiv:alg-geom/9506012.
[9] A. Bondal and M. Van den Bergh, Generators and representability of functors in commutative and non-commutative geometry, Mosc. Math. J. 3 (2003), no. 1, 1—36, 258.
[10] T. Bridgeland, Equivalences of triangulated categories and Fourier–Mukai transforms, Bull. London Math. Soc. 31 (1999), 25—34.
[11] M. Bright, Brauer groups of singular del Pezzo surfaces, Michigan Math. Journal, 62 (3), 657–664.
[12] R.-O. Buchweitz, Maximal Cohen–Macaulay modules and Tate cohomology over Gorenstein rings, preprint, Univ. Hannover, 1986.
[13] I. Burban, Derived Categories of Coherent sheaves on Rational Singular Curves, In: Representations of finite-dimensional algebras and related topics in Lie Theory and geometry, Fields Inst. Commun. 40, Amer. Math. Soc., Providence, RI (2004), 173–188.
[14] I. Burban, O. Iyama, B. Keller and I. Reiten, Cluster tilting for one-dimensional hypersurface singularities, Adv. Math. 217 (2008), no. 6, 2443—2484.
[15] X.-W. Chen, The singularity category of an algebra with radical square zero, Doc. Math., 16 (2011), 921–936.
[16] X.-W. Chen, Generalized Serre duality, J. of Algebra, 328 (2011), 268–286.
[17] C. H. Clemens, Double solids, Adv. Math. 47 (1983), 107–230.
[18] S. Cynk, Defect of a nodal hypersurface, Manuscripta Math. 104 (2001), 325—331.
[19] V. Drinfeld, Infinite dimensional vector bundles in algebraic geometry: an introduction, Progr. Math., 244, Birkhäuser, 2006.
[20] D. Happel, On Gorenstein Algebras, Representation theory of finite groups and finite-dimensional algebras (Bielefeld, 1991), Progr. Math., vol. 95, Birkhäuser, Basel, 1991, 389—404.
[21] R. Hartshorne, *Residues and Duality*, Lect. Notes in Math. 20, Springer-Verlag, (1966).

[22] L. Hille and M. Van den Bergh, *Fourier-Mukai Transforms*, Handbook of tilting theory, London Math. Soc. Lecture Note Ser., 332 (2007), 147—177.

[23] O. Iyama and M. Wemyss, *Singular derived categories of Q-factorial terminalizations and maximal modification algebras*, Adv. Math. 261 (2014), 85—121.

[24] O. Iyama and M. Wemyss, *Reduction of triangulated categories and Maximal Modification Algebras for cA_n singularities*, J. Reine Angew. Math. (Crelle) 738 (2018), 149—202.

[25] Q. Jiang and N. C. Leung, *Blowing up linear categories, refinements, and homological projective duality with base locus*, arXiv:1811.05132.

[26] M. Kalck, *Relative singularity categories*, PhD thesis, Universität Bonn, 2013. Available at [http://hss.ulb.uni-bonn.de/2013/3427/3427.htm](http://hss.ulb.uni-bonn.de/2013/3427/3427.htm).

[27] M. Kalck and J. Karmazyn, *Noncommutative Knörrer type equivalences via noncommutative resolutions of singularities*, arXiv:1707.02836.

[28] M. Kalck, N. Pavic and E. Shinder, *Obstructions to semiorthogonal decompositions for singular threefolds II: Representation theory*, in preparation.

[29] J. Karmazyn, A. Kuznetsov and E. Shinder, *Derived categories of singular surfaces*, arXiv:1809.10628.

[30] Y. Kawamata, *On multi-pointed non-commutative deformations and Calabi-Yau threefolds*, Compositio Math. 154 (2018), 1815—1842.

[31] Y. Kawamata, *Semi-orthogonal decomposition of a derived category of a 3-fold with an ordinary double point*, arXiv:1903.00801.

[32] A. Kuznetsov, *Homological projective duality*, Publ. Math. Inst. Hautes Etudes Sci. 105 (1) (2007) 157—220.

[33] A. Kuznetsov, *Derived categories of families of sextic del Pezzo surfaces*, arXiv:1708.00522.

[34] A. Neeman, *The category $[\mathcal{T}^c]^\text{op}$ as functors on $\mathcal{T}^b_c$*, arXiv:1806.05777.

[35] A. Neeman, *Approximable triangulated categories*, arXiv:1806.06995.

[36] D. Orlov, *Projective Bundles, Monoidal Transformations, and Derived Categories of Coherent Sheaves*, Russian Acad. Sci. Izv. Math. (1993), no. 41 (133), 133—141.

[37] D. Orlov, *Triangulated categories of singularities and D-branes in Landau-Ginzburg models*, Proc. Steklov Inst. Math. (2004), no. 3 (246), 227—248.

[38] D. Orlov, *Triangulated categories of singularities and equivalences between Landau-Ginzburg models*, Sb. Math. 197 (2006), 1827—1840.

[39] D. Orlov, *Formal completions and indempotent completions of triangulated categories of singularities*, Adv. Math. 226 (2011), no. 1, 206—217.

[40] N. Pavic and E. Shinder, *K-theory and the singularity category of quotient singularities*, arXiv:1809.10919.

[41] Y. Prokhorov, *G-Fano threefolds, I*, Adv. Geom. 13 (3) (2013), 389—418.

[42] S. Rams, *Defect and Hodge numbers of hypersurfaces*, Adv. Geom. 8 (2) (2008), 257—288.

[43] M. Reid, *Canonical 3-folds*, Journées de géometrie algébrique d’Angers, ed. A. Beauville, Sijthoff and Noordhoff, Alphen (1980), 273–310.

[44] R. Rouquier, *Dimension of triangulated categories*, J. K-Theory 1 (2) (2008), 193—256.

[45] M. Schlichting, *Negative K-theory of derived categories*, Math. Z. 253 (2006), no. 1, 97—134.

[46] M. Schlichting, *Higher algebraic K-theory*, Topics in Algebraic and Topological K-Theory, Lect. Notes in Math. 2008, Springer, Berlin, 167—241.

[47] R.W. Thomason, *Les K-groupes d’un schéma éclaté et une formule d’intersection excéntaire*, Invent. Math. 112 (1993), 195—215.

[48] R.W. Thomason, *The classification of triangulated subcategories*, Compositio Math. 105 (1997), no. 1, 1—27.
[49] R.W. Thomason and T. Trobaugh, *Higher Algebraic K-Theory of Schemes and of Derived Categories*, The Grothendieck Festschrift Volume III, Volume 88, Progr. Math. Birkhäuser Boston, 1990, 247–435.

[50] C. Weibel, *The negative K-theory of normal surfaces*, Duke Math. J. 108 (2001), no. 1, 1–35.

[51] J. Werner, *Kleine Auflösungen spezieller dreidimensionaler Varietäten*, Bonner Math. Schriften 186 (1987).