ABSTRACT

Recent studies have underlined a limited scope of research published with regard to the impact of cybercrimes, which is investigated by applying the scientific literature analysis and surveys. This paper focuses on in-depth research on cybercrime costs by analysing the information from selected online materials in order to reveal a research gap. To support the contributions of the research in the field, two methods, namely, literature review and statistical analysis were employed. The findings reveal that several interested parties such as independent IT companies, governmental and non-governmental institutions have conducted various surveys to identify the impact of cyberattacks. The main challenges and vulnerabilities of analysing cybercrime costs can be overcome by further investigations.
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1 INTRODUCTION

A rapid technological progress has enabled power imbalance and anonymity in electronic environment, which encourages cybercrime activities. Cybercriminals use various means of information and communication technologies (ICTs), networked computers, mobile telephones, bots, and other devices. In the effort to reduce computer-focused digital deviance (Reyns, 2010) and negative outcomes, it is essential for academics, practitioners and criminologists to understand the impact of cybercrimes. Bossler and Holt (2009) point out that individuals’ cyber deviance and the absence of social guardianship have increased the chances of data loss due to a malware infection, whereas physical guardianship (the usage of an antivirus
software) has had no expected protective impact because of the lack of information.

In recent years, scientists as well as practitioners have shown an increased interest in cyber incidents and their effects. Cyber activities have been recognised as a destructive phenomenon in private and public enterprises (de Werra and Studer, 2017; Van Niekerk, 2016; Hills and Batchelor, 2015; Kawanaka et al., 2014; Ventre, 2013; Kim et al., 2011; Luo and Liao, 2009). Moreover, the major threat of cyberattacks, which have occurred in the last decade, has showed the vulnerabilities in cyber defence of the North Atlantic Treaty Organization (NATO), the European Union (EU), and the United Nations (UN). The number of studies in the field is sufficient, however, in order to shed light on the spread and the impact of cyberattacks and provide important information to policymakers and practitioners, a deeper analysis is necessary. Cybercrime entails a variety of costs for enterprises, e.g. system repair expenditure, compensations for customers, legal costs, lost revenues, and a reputational damage.

It should be noted that a viral spread of cybercrime has started increasing threats of digital challenges. It has motivated the interested parties to create prevention tools (Saxena et al., 2017), cyber security strategies (Miao and Li, 2017), and an intrusion detection system to reduce the number of cybercrimes. Nevertheless, when analyzing the effect of cyberattacks, some academics have highlighted extreme challenges related to the issue under discussion (Furnell et al., 2015; Leeuw and Leeuw, 2012; Musman et al., 2010; Fletcher, 2007).

It should be pointed out that many recently conducted studies measuring the economic effect of cybercrime costs in a contemporary workplace has remained ambiguous. The paper aims to contribute to in-depth research of cybercrime costs by analysing the information from selected online materials using the statistical package IBM SPSS version 20 and MS Excel 2012. The paper concludes with final remarks on the contributions of the research, its limitations and insights for future implications.

2 THEORETICAL BACKGROUND

Recent theoretical and practical advances have produced alternative views of forms, prevention and recovery costs of cybercrime (Ponemon Institute, 2016). In 2016, cybercrime cost the global economy more than $450 billion. Due to such a situation and an increasing operational risk, it is vital to understand the importance of the investment in the information security. Smith et al. (2011) estimated that cybercrime news story has a significant impact on the average stock price of companies in a short term.

Cybercrime costs are one of the biggest issues; however, they have been defined differently in the last decades. Center of Strategic and International Studies (2014) emphasizes three kinds of opportunity costs, which determine the losses after cyberattacks: (1) reduced investment in R&D, (2) risk averse behavior by businesses, and consumers that limit the Internet use, and (3) increased spending on the network defence. Ponemon institute (2016) divides internal cybercrime costs of organizations into three groups: (1) direct costs such as the main expense outlay to accomplish the given activity; (2) indirect costs such as time, effort and other organizational resources; (3) opportunity costs such as a negative reputation and lost opportunities. External costs include the loss of information assets, business disruption, equipment damage and revenue loss, which have been captured using shadow-costing methods. However, Jardine (2015) broaden the understanding of damage by operationalizing cyberattacks via: (1) the average cost per data breach; (2) overall organizational cost from data breaches; (3) the cost of detecting a data breach and escalating; (4) post-breach reaction costs; (5) lost business cost; and (6) victim notification costs.
Findlay (2015, pp. 4–5) emphasizes that measuring the degree of cybercrime harm addresses vulnerabilities – “analysts are required to postulate various scenarios of exploit and their immediate and secondary, or down-stream, impacts”. Such harm is related to the cost (dollar value) of recovery procedures after data breaches. Immediate impact is defined as data loss, credibility, liability and intangible assets associated with financial or national security inferences.

### 3 METHODOLOGY AND DATA

In order to achieve the aim of the investigation, different methodological techniques were used. Firstly, the review of literature was done in order to create a unique dataset. To be more specific, information from previous researches carried out on behalf of governmental and non-governmental organizations and reports of independent IT companies and institutes were taken into consideration in this study. The search was accomplished in the scientific databases such as Web of Science, Scopus, JSTOR, Springers, Emerald, Science Direct, Sage, EBSCO, and Google Scholar. In addition, a snowballing technique was employed for the initial sample including relevant materials and the latest references. Thus, bibliometric review helped to reveal interests of Internet users, who search for specific keywords related to the impact of cyberattacks. The data of Google Trends was analysed.

By reviewing a large number of published articles, reports and working papers from various scientific journals and online sources (Tab. 1), the research gap as well as challenges and vulnerabilities related to the analysis of cyber-attacks were identified. To keep the research up-to-date, the recent materials were included and the collected data was analysed using statistical package IBM SPSS version 20 and MS Excel 2012. The collected data was used to develop a unique dataset for an empirical research analysing cybercrime costs.

Moreover, eight components or meta-clusters were chosen to estimate cybercrime costs using ordinary least squares (OLS) regression models. Based on a relative small sample and the violation of normality assumption of OLS regressions, the bias corrected and accelerated (BCa) bootstrapping technique was employed (Levi and Leighton Williams, 2013). Bootstrapping is a nonparametric resampling procedure to estimate the sampling distribution of an indirect effect (Bollen and Stine, 1990).

The investigation was based on the equation by cluster (Woolridge, 2006):

\[
y_{gm} = \alpha + x_g \beta + z_{gm} \gamma + v_{gm},
\]

where \( m = 1, \ldots , M \) and \( g = 1, \ldots , G \).

The estimation in the equation depends on the factor and effects of aggregate variables (\( \beta \)) or individual specific variables (\( \gamma \)). For the cluster sampling, it is important whether the \( v_{gm} \) contains a group effect.

The first set of the meta-cluster consists of macroeconomic factors. The annual statistics from the World Bank database were taken into consideration in order to estimate GDP growth and growth of Internet users. The second set of items was collected by employing a snowballing technique to select relevant data and check if there is any bias among institutions. Two governmental companies, namely, the CSI and FBI were chosen as the control group. Another meta-cluster focused on the cybercrime costs: notification costs, data breach costs, privacy violations, stolen devices, thefts, opportunity costs, and phishing. The sets of predictor variables and the control group were regressed.
and eight models were generated. In order to assert which set of variables was the most predictive in retaliation to each model, a sub-model analysis was conducted. $R^2$ statistic was used to evaluate the sub-models.

The hypothesis was made that the number of Internet users is significant in OLS regression. Kleiner et al. (2013) stated that Internet users are largely concentrated in North America and Western Europe. The Council of Europe Convention on Cybercrime and London Action Plan propose actions to develop global cybersecurity and policy initiatives. This study also suggests that the growth of Gross Domestic Product (GDP) has impact on cybercrime costs. The same hypothesis was applied for Microsoft researches in 2013.

## 4 RESULTS

To address the research gap, institutions which conduct surveys to measure the effect of cybercrime in different contexts and wide institutionalization were taken into account. The main contribution is that the analysis of cybercrime costs might be framed by specific institutions and authors, which provides directions or solutions to curtail cyber incidents (Tab. 2).

It could be unrealistically promising for a private sector to use services of independent IT firms such as Rand Corporation, IBM (sponsor investigation of Ponemon institute), Cisco (sponsor analysis of Government & Finance Divisions), PwC (sponsor surveys of HM Government), and others. It could be noted that private IT companies play the central role among relevant stakeholders because they have more capabilities or resources to conduct specialized surveys than any other actor (Tab. 2). There is also a difference in institutions influencing the understanding of the main factors that affect a control system and cybersecurity policy. While an institution is diffused in different cases of cybercrimes, the priorities are defined by stakeholders, the analysis focuses on governments and companies.

Tab. 3 shows the most common location of authors or institutions. Only one country, the USA, has more than 200 online materials, i.e. almost five times more materials than the United Kingdom, which is the second country in the list. It suggests that a few players have taken the lead in the empirical investigation of cybercrime costs, with the USA as the top-ranking country, which reflects the efforts to develop and implement a cyber security policy. This offers contributed identification of the used sample that should be investigated in depth through extensive econometric analysis in order to capture emerging trends. The lack of published reports in the world reveals another vulnerability.

Fig. 1 illustrates steep increases in the number of the selected online materials in 2003, 2013 and 2016. The main tendency is also obvious: most of scientific analyses, reports or working papers are published in the United Kingdom and the United States of America. This reveals the main vulnerability in the field of cybercrimes. The number of countries whose institutions focus on cyberattacks is very small; therefore, there is a great need for other countries to develop cyber security policy or create research institutes to curtail cyber incidents or analyze their impact on private and public sectors.

Cyberattacks gained interest in 1988. According to the NATO (2013), the Morris worm, which is one of the first recognised worm to affect the world’s nascent cyber infrastructure, spread around computers largely in the US in 1988. The worm used weaknesses in the UNIX system Noun 1 and replicated itself regularly. It slowed down computers to the point of being unusable. It was reported that 6000 computers were affected causing an estimated 10–100 million dollars for repair costs. This type of a cyberattack encouraged to develop methodology and create distributed denial-of-service (DDOS) attacks which were committed by MafiaBoy (Michael Calce) and targeted at...
Tab. 2: Institutions which analyse the impact of cyber attacks

| Institution                                           | Frequency | Percent | Cumulative percent |
|-------------------------------------------------------|-----------|---------|--------------------|
| Cardiff School of Social Science                      | 7         | 2.1     | 2.1                |
| CSI / FBI                                             | 12        | 3.6     | 5.6                |
| Government & Finance Divisions (USA)                  | 22        | 6.5     | 12.2               |
| HM Government                                         | 8         | 2.4     | 14.5               |
| Internet Crime Complaint Center (IC3)                 | 58        | 17.2    | 31.8               |
| Global Risk Specialists                               | 1         | 0.3     | 32.0               |
| Louisiana Technology University                       | 34        | 10.1    | 42.1               |
| University in Rock Hill                               | 10        | 3.0     | 45.1               |
| University of Plymouth                                | 17        | 5.0     | 50.1               |
| Norman Paterson School of International Affairs       | 25        | 7.4     | 57.6               |
| Ponemon Institute                                     | 107       | 31.8    | 89.3               |
| RAND Corporation                                      | 36        | 10.7    | 100.0              |
| In total                                              | 337       | 100.0   |                    |

Tab. 3: Country institutions which analyse the impact of cyber attacks

| Country                                             | Frequency | Percent | Cumulative percent |
|-----------------------------------------------------|-----------|---------|--------------------|
| The United Kingdom                                  | 57        | 27.9    | 20.2               |
| World                                               | 11        | 2.3     | 3.3                |
| The United States of America                        | 269       | 69.8    | 100.0              |
| In total                                            | 337       | 100.0   |                    |

Fig. 1: The frequency of the selected materials 1999–2017
CNN, eBay, Amazon and Yahoo in 2000. It may have cost around 1.2 billion dollars for industry.

The reason for the increased interest in cyber security might have been due to various cyberattacks in 2012: hacking of the Vatican Websites, the theft of Michael Jackson’s catalogue from Sony, and the leak which targeted Vector Inc., a Japanese computer selling firm, potentially affecting more than 260,000 users. Data Breaches (2012) stated that LulzSecReborn hacking group had initiated a massive information leak – of approximately 170,000 records from a military dating site (MilitarySingles.com) which might have cost over $33 Millions in 25 March, 2012. Kovacs (2012) announced that these hackers also had breached the website of CSS Corp, a global ICTs company, leaking the main domain’s entire database in 27 March, 2012.

It was also revealed that an unknown group of cybercriminals had infiltrated multiple financial firms after phishing its targets with infected email attachments in 2013. The spread of massive attack was investigated by Kaspersky Lab, which stated that due to this attack at least “100 banks in 30 countries, including Russia, the US, Germany, China, and Ukraine, were affected. In many cases, criminals used their computer exploits to dispense cash from ATMs or transfer cash digitally to accounts they controlled” (Szoldra, 2015).

Following the above considerations, it can be pointed out that interest in cyberattacks has increased among members of the information society. Individuals are getting aware and are searching for more information which could help them to identify the effect of a digital deviance. Google trends reveal that the number of search queries for specific keywords such as “cyberattacks AND cybercrime costs” has been rapidly increasing (Fig. 2). The number of searches for information about the impact of cyberattacks has even doubled since 2016.

Based on the collected data, the sets of predictor variables and the control group were regressed (Tab. 4). The first hypothesis, that the growth of Internet users is significant, was approved, whereas the second hypothesis, that the GDP growth does not have impact on models of cybercrime costs, was rejected. There are no significant associations between the control group and other meta-clusters. What is more, the majority of determinants in meta-clusters of different models are statistically significant.

5 DISCUSSION AND CONCLUSIONS

The paper reveals that most authors and institutions are focused on technical detection and prevention of cyberattacks rather than taking evidence based view from the reports or collaborating with governmental institutions. Following new trends, cybercrimes are described as a destructive phenomenon – the highest threat for public and private institutions. To guide and align stakeholders’ behaviour, investigations of cybercrime rely on the regulation and deliberate incentive structure of sponsorships.

Descriptive statistics lead to unique contributions since the analysis of reports of independent IT firms and cyber security institutes as well as scientific publications and working papers broaden our understanding of the analysis of cybercrime and its effect focusing on computer worms, viruses and other malware. It should be noted that this survey is limited to a statistical tool indicating only considerable subjectivity of the effect of cybercrimes. Nevertheless, Cashell et al. (2004) state that survey data is an objective way to measure the impact of cyber incidents on individual firms. Cavusoglu et al. (2004) argue that it is impossible to measure intangible costs and many companies underestimate the costs of security breaches. For this reason, the estimation of incidence reported by the CSI and FBI survey is much lower than the real price after cybercrimes.

The exponential growth in the selected online materials in 2003, 2013 and 2016 was also noticed. This may reflect the increased interest of IT companies and policy makers after the
Tab. 4: The clustered OLS regression

|                | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|
| GDP growth     | -0.164| -0.204| -0.193| -0.178| -0.174| -0.208| -0.172| -0.166|
|                | (-0.244)| (-0.249)| (-0.248)| (-0.246)| (-0.241)| (-0.251)| (-0.247)| (-0.254)|
| Growth of Internet users | 0.001**| 0.000| 0.001**| 0.001**| 0.001**| 0.001**| 0.001**| 0.000|
|                | (0.000)| (0.000)| (0.000)| (0.000)| (0.000)| (0.000)| (0.000)| (0.000)|
| Sponsored by CSI | 0.054| 0.035| 0.057| 0.054| 0.049| 0.056| 0.056| 0.019|
|                | (-0.048)| (-0.051)| (-0.046)| (-0.048)| (-0.052)| (-0.047)| (-0.046)| (-0.058)|
| Sponsored by IC3 | 0.476**| 0.454**| 0.473**| 0.476**| 0.480**| 0.476**| 0.474**| 0.430**|
|                | (-0.068)| (-0.071)| (-0.068)| (-0.068)| (-0.068)| (-0.068)| (-0.068)| (-0.074)|
| Sponsored by CISCO | 0.507**| 0.488**| 0.510**| 0.507**| 0.503**| 0.508**| 0.510**| 0.473**|
|                | (-0.036)| (-0.038)| (-0.034)| (-0.036)| (-0.039)| (-0.035)| (-0.035)| (-0.043)|
| Sponsored by Global Risk Specialists | 1.019**| 1.001**| 1.023**| 1.020**| 1.015**| 1.021**| 1.022**| 0.986**|
|                | (-0.037)| (-0.039)| (-0.035)| (-0.037)| (-0.041)| (-0.037)| (-0.036)| (-0.044)|
| Sponsored by PwC | 0.503**| 0.638**| 0.590**| 0.593**| 0.597**| 0.593**| 0.590**| 0.674**|
|                | (-0.032)| (-0.037)| (-0.031)| (-0.032)| (-0.033)| (-0.031)| (-0.031)| (-0.047)|
| Sponsored by IBM | 0.202**| 0.202**| 0.202**| 0.211**| 0.210**| 0.206**| 0.213**| 0.216**|
|                | (-0.039)| (-0.037)| (-0.039)| (-0.042)| (-0.040)| (-0.039)| (-0.041)| (-0.042)|
| Sponsored by universities | 0.253**| 0.244**| 0.281**| 0.254**| 0.279**| 0.260**| 0.274**| 0.339**|
|                | (-0.078)| (-0.076)| (-0.077)| (-0.078)| (-0.089)| (-0.080)| (-0.075)| (-0.086)|
| Notification costs | 0.399**| 0.399**| 0.399**| 0.399**| 0.399**| 0.399**| 0.399**| 0.399**|
|                | (-0.040)| (-0.040)| (-0.040)| (-0.040)| (-0.040)| (-0.040)| (-0.040)| (-0.040)|
| Data Breach Costs | -0.066**| -0.066**| -0.066**| -0.066**| -0.066**| -0.066**| -0.066**| -0.066**|
|                | (-0.030)| (-0.030)| (-0.030)| (-0.030)| (-0.030)| (-0.030)| (-0.030)| (-0.030)|
| Privacy violations | -0.312**| -0.312**| -0.312**| -0.312**| -0.312**| -0.312**| -0.312**| -0.312**|
|                | (-0.078)| (-0.078)| (-0.078)| (-0.078)| (-0.078)| (-0.078)| (-0.078)| (-0.078)|
| Stolen Devices | -0.151**| -0.151**| -0.151**| -0.151**| -0.151**| -0.151**| -0.151**| -0.151**|
|                | (-0.030)| (-0.030)| (-0.030)| (-0.030)| (-0.030)| (-0.030)| (-0.030)| (-0.030)|
| Thefts | -0.334**| -0.334**| -0.334**| -0.334**| -0.334**| -0.334**| -0.334**| -0.334**|
|                | (-0.094)| (-0.094)| (-0.094)| (-0.094)| (-0.094)| (-0.094)| (-0.094)| (-0.094)|
| Opportunity costs | -0.148*| -0.148*| -0.148*| -0.148*| -0.148*| -0.148*| -0.148*| -0.148*|
|                | (-0.073)| (-0.073)| (-0.073)| (-0.073)| (-0.073)| (-0.073)| (-0.073)| (-0.073)|
| Phishing | -0.247**| -0.247**| -0.247**| -0.247**| -0.247**| -0.247**| -0.247**| -0.247**|
|                | (-0.057)| (-0.057)| (-0.057)| (-0.057)| (-0.057)| (-0.057)| (-0.057)| (-0.057)|
| Constant | -0.123**| -0.100**| -0.119**| -0.123**| -0.127**| -0.121**| -0.120**| -0.077**|
|                | (-0.034)| (-0.040)| (-0.033)| (-0.034)| (-0.035)| (-0.034)| (-0.033)| (-0.042)|
| Observations | 326| 326| 326| 326| 326| 326| 326| 326|
| R-squared | 0.219| 0.219| 0.223| 0.218| 0.223| 0.219| 0.222| 0.242|

Note: The numbers in the parentheses indicate standard errors, * indicates a 10% significance level, ** indicates a 5% significance level.
major cyberattacks in different countries. It is assumed that the sample of online materials can shed light on challenges and vulnerabilities of cyber incidents. This paper contributes to the understanding of the threat of cyberattacks by presenting interests, motivation and implication in different sectors.

Furthermore, the study reveals that the major vulnerability of the research in the field is the lack of information. This is illustrated by a limited number of institutions and scientific publications which analyse the costs of cybercrimes. Along similar lines, Cardenas et al. (2009) agree that researchers tend not to consider how cyberattacks affect the physical world because of limitations of control systems and technical challenges. Gol and Abur (2013) also add that state estimators are vulnerable to any existing critical measurements since their errors cannot be detected. Thus, by manipulating the number of critical measurements, the interested parties can bias results of the state estimation without being detected due to the lack of scientific publications and continuous research in this field.

The main limitation of the chosen methodology is randomised representativeness, which may cause the selection bias. It can be eliminated by further research, using different methodological techniques and analysing related macroeconomic factors. Moreover, instead of the GDP growth and the growth of Internet users other annual economic indicators can be used.

The empirical contributions provide the analysis of cybercrime costs and reveal the bias in this research field because of a limited number of institutions. Professionals and policy makers can use this information to manage the risk control of cyber security and reduce costs related to cybercrimes. There is a wide range of opportunities for future studies in this field as this issue can be addressed using multidisciplinary approach.
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