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Abstract
Over-parametrization has become a popular technique in deep learning. It is observed that by over-parametrization, a larger neural network needs a fewer training iterations than a smaller one to achieve a certain level of performance — namely, over-parametrization leads to acceleration in optimization. However, despite that over-parametrization is widely used nowadays, little theory is available to explain the acceleration due to over-parametrization. In this paper, we propose understanding it by studying a simple problem first. Specifically, we consider the setting that there is a single teacher neuron with quadratic activation, where over-parametrization is realized by having multiple student neurons learn the data generated from the teacher neuron. We provably show that over-parametrization helps the iterate generated by gradient descent to enter the neighborhood of a global optimal solution that achieves zero testing error faster.

Keywords: Over-parametrization

1. Introduction
Over-parametrization has become a popular technique in deep learning, as it is now widely observed larger neural nets can achieve better performance. Furthermore, a larger network can be trained to achieve a certain level of prediction performance with fewer iterations than that of a smaller net. This observation, to our knowledge, can be dated back as early as the work of Livni et al. (2014), who try different levels of over-parametrization and report that SGD converges much faster and finds a better solution when it is used to train a larger network. However, the reason why over-parametrization can lead to an acceleration still remains a mystery, and very little theory has helped explain the observation, with perhaps the notable exception of (Arora et al., 2018). Arora et al. (2018) consider over-parametrizing a single-output linear regression with $l_p$ loss for $p > 2$—the square loss corresponds to $p = 2$—and they study the linear regression problem by replacing the model $w \in \mathcal{R}^d$ by another model $w_1 \in \mathcal{R}^d$ times a scalar $w_2 \in \mathcal{R}$. They show that the dynamics of gradient descent on the new over-parametrized model are equivalent to the dynamics of gradient descent on the original objective function with an adaptive learning rate plus some momentum terms. However, in practice, people actually use the techniques of over-parametrization, adaptive learning rate, and momentum simultaneously in deep learning (see e.g. (Hoffer et al., 2017; Kingma and Ba, 2015)), as each technique appears to contribute to performance and they
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In the experiment, we set the dimension $d = 10$ and the number of training samples $n = 200$. Additional 200 samples are sampled and served as testing data. We let $w_\ast = e_1$ with $e_1$ being the unit vector. Each neuron $w^{(k)} \in \mathbb{R}^d$ ($k \in [K]$) of the student network is initialized by sampling from an isotropic distribution and is close to the origin (i.e. $w^{(k)}_0 \sim 0.01 \cdot N(0,I_d/d)$). We apply gradient descent with the same step size $\eta = 0.001$ to train different sizes of neural networks. Each curve represents the progress of gradient descent for different $K$. Subfigure (a): Objective value (2) vs. iteration $t$ on training data (testing data, respectively). For subfigure (b) and (c), please see Section 3 for the precise definition and details.

Figure 1: In the experiment, we set the dimension $d = 10$ and the number of training samples $n = 200$. Additional 200 samples are sampled and served as testing data. We let $w_\ast = e_1$ with $e_1$ being the unit vector. Each neuron $w^{(k)} \in \mathbb{R}^d$ ($k \in [K]$) of the student network is initialized by sampling from an isotropic distribution and is close to the origin (i.e. $w^{(k)}_0 \sim 0.01 \cdot N(0,I_d/d)$). We apply gradient descent with the same step size $\eta = 0.001$ to train different sizes of neural networks. Each curve represents the progress of gradient descent for different $K$. Subfigure (a): Objective value (2) vs. iteration $t$ on training data (testing data, respectively). For subfigure (b) and (c), please see Section 3 for the precise definition and details.
Let us now establish, empirically, the clear advantage of over-parametrization for accelerating the learning and optimization process. We tried $K = \{1, 3, 10\}$ number of student neurons in (2), which represent different degrees of over-parametrization, and we applied gradient descent to train the networks. Figure 1 shows the results. The empirical findings displayed on the figure are quite stark. First, we see that over-parametrization not only helps to decrease the training error faster but also decrease the testing error faster (c.f. subfigure (a) and (b)). Furthermore, the generalization error is very small since both training error and testing error approach zero. Second, regardless of the size $K$, a common pattern is that the dynamics of gradient descent can be divided into two stages. In the first stage, gradient descent makes little progress on decreasing the function value; while in the second stage, the iterate generated by gradient descent exhibits a linear convergence to a global solution. Specifically, by over-parametrization, gradient descent spends fewer iterations in the first stage and enters the linear convergence regime that makes the fast progress more quickly. We provide more results in Section 4.4. Specifically, we also tried different values of the step size $\eta$ and we observed similar patterns as Figure 1 shows. Even when gradient descent uses the best step size for each model with different neurons $K$, we still observe that gradient descent enters the linear convergence regime faster for a larger model. Thus, the acceleration due to over-parametrization cannot be simply explained by that gradient descent uses a larger effective step size, as the effect due to parameters $\eta$ and $K$ is complementary in the experiment.

2. Related works

Over-parametrization: Though our work focuses on understanding why over-parametrization leads to acceleration in optimization (i.e. improving the convergence time), we also want to acknowledge some related works of understanding over-parametrization in different aspects (e.g. (Arora et al., 2019; Brutzkus and Globerson, 2019; Emschwiler et al., 2020; Goldt et al., 2019; Tian, 2020). There is also a trend of works studying how over-parametrization changes the optimization landscape of empirical risk minimization for neural nets with quadratic activation. (e.g. (Du and Lee, 2018; Gamarnik et al., 2019; Ge et al., 2019; Kazemipour et al., 2019; Soltanolkotabi et al., 2018; Nguyen and Hein, 2017; Venturi et al., 2019; Mannelia et al., 2020)). The goals of these works are different from ours.

Quadratic activation and matrix sensing: The optimization landscape of problem (1) (i.e. phase retrieval) and its variants has been studied by (Davis et al., 2018; Soltanolkotabi, 2014; Sun et al., 2016; White et al., 2016), which shows that as long as the number of samples is sufficiently large, it has no spurious local optima and all the local optima are globally optimal. Chen et al. (2019) provably show that applying gradient descent with an isotropic random initialization for solving (1) leads to an optimal solution that recovers the teacher neuron $w^*$ modulo the unrecoverable sign. In this work we show that an over-parametrized student network trained by gradient descent takes even fewer iterations to recover $w^*$. We also note that the optimization problem (2) can be rewritten as the form of matrix sensing (see e.g. Gunasekar et al. (2017); Li et al. (2019, 2018); Gidel et al. (2019)).

Learning a single neuron: Studying learning a single neuron in non-convex optimization is not new (e.g. Goel et al. (2019); Yehudai and Shamir (2020); Kakade et al. (2011); Goel et al. (2017); Kalan et al. (2019); Soltanolkotabi (2017); Mei et al. (2018); Frei et al. (2020)).
However, those works are not for showing faster convergence by over-parametrization. The goals are different.

3. Preliminaries

Notations and assumptions: We use the notation $W^{\#K} := [w^{(1)}_{\#K}, \ldots, w^{(K)}_{\#K}] \in \mathcal{R}^{d \times K}$ to represent the weights of a student network with $K$ number of neurons. Each column $k$ of the matrix $W^{\#K}$ is the weight vector $w^{(k)}_{\#K} \in \mathcal{R}^d$ that corresponds to the neuron $k$ of the student network. Thus, $W^{\#1} := [w^{(1)}_{\#1}] \in \mathcal{R}^d$ is the network consists of a single neuron; while for $K > 1$, the notation represents the weights of an over-parametrized network. In this paper, without loss of generality, we assume that $w_{\ast} = \|w_{\ast}\|e_1 \in \mathcal{R}^d$ with $e_1$ being the unit vector whose first element is 1. We define the parallel component $w^{(k),\parallel}_{\#K,t}$ and the perpendicular component $w^{(k),\perp}_{\#K,t}$ in iteration $t$ as follows,

$$
w^{(k),\parallel}_{\#K,t} := \langle w^{(k)}_{\#K,t}, w_{\ast} \rangle = \|w_{\ast}\|w^{(k)}_{\#K,t}[1]
$$

$$
w^{(k),\perp}_{\#K,t} := [w^{(k)}_{\#K,t}[2], \ldots, w^{(k)}_{\#K,t}[d]]^\top.
$$

Namely, the parallel component $w^{(k),\parallel}_{\#K,t}$ is the projection of a student neuron $k$ learned in iteration $t$ on the teacher neuron $w_{\ast}$; while the perpendicular component $w^{(k),\perp}_{\#K,t}$ is the $d$-1 dimensional sub-vector of $w^{(k)}_{\#K,t}$ excluding the first element. We assume that each neuron $k$ of each network, $w^{(k)}_{\#K,0} \in \mathcal{R}^d$, is initialized i.i.d. randomly from an isotropic distribution (e.g. gaussian distribution).

Metric of the progress in optimization: The first challenge to show that over-parametrization leads to acceleration in optimization is the design of the metric for the comparison. Since different $K$’s corresponds to different optimization problems, the notion of acceleration here is non-standard in optimization literature. In the optimization literature, acceleration usually means that an algorithm takes a fewer iterations than other algorithms for the same optimization problem. Fortunately, by exploiting the problem structure, we can have a natural metric of the progress as follows. For any size of the student network $W \in \mathcal{R}^{d \times K}$, we consider

$$
\text{dist}(W, w_{\ast}) := \min_{q \in \mathcal{R}^K : \|q\|_2 \leq 1} \|W - w_{\ast}q^\top\|.
$$

This is due to the observation that for any $K$, the global optimal solutions of (2) that achieve zero testing error are $w_{\ast}q^\top \in \mathcal{R}^{d \times K}$ for any $q \in \mathcal{R}^K$ such that $\|q\|_2 = 1$. To see this, substitute $W = w_{\ast}q^\top \in \mathcal{R}^{d \times K}$ into (2). We have that for any $x_i \in \mathcal{R}^d$ it holds that $(x_i^\top w^{(1)})^2 + (x_i^\top w^{(2)})^2 + \ldots + (x_i^\top w^{(K)})^2 - y_i = \|x_i^\top W\|_F^2 - (x_i^\top w_{\ast})^2 = \text{tr}((x_i^\top w_{\ast}q^\top)^\top (x_i^\top w_{\ast}q^\top)) - (x_i^\top w_{\ast})^2 = 0$. Therefore, the metric $\text{dist}(W, w_{\ast})$ be viewed as a surrogate of the testing error. In particular, $\text{dist}(W_t, w_{\ast})$ represents the distance of the current iterate $W_t$ and its closest global optimal solution to the over-parametrized objective (2) that achieves zero testing error. Note that the argmin of (4) is $q_{\ast} := \frac{W^\top w_{\ast}}{\|W^\top w_{\ast}\|_2} = \arg \min_{q \in \mathcal{R}^K : \|q\|_2 \leq 1} \|W - w_{\ast}q^\top\|$. On sub-figure (c) of Figure 1, we plot the distance of the iterates generated by gradient descent and its closest global optimal solution for different sizes $K$ of neural nets. We see that over-parametrization enables shrinking the distance $\text{dist}(W_t^{\#K}, w_{\ast})$ faster.
Gradient descent dynamics: For the notation brevity, we will suppress the symbol \( K \) when it is clear in the context. The gradient of a student neuron \( w^{(k)} \) for the over-parametrized problem (2) is

\[
\nabla w^{(k)} f(W) := \frac{1}{n} \sum_{i=1}^{n} (x_i^T w^{(1)})^2 + (x_i^T w^{(2)})^2 + \ldots + (x_i^T w^{(K)})^2 - y_i (x_i^T w^{(k)}) x_i.
\]

Its expectation, which is the population gradient of a student neuron \( w^{(k)} \) (i.e. gradient when the number of samples \( n \) is infinite), is

\[
E_{x \sim N(0,I_d)} [\nabla w^{(k)} f(W)] = (3\|w^{(k)}\|^2 - \|w_s\|^2) w^{(k)} - 2(w^+_t w^{(k)}) w_s + \sum_{j \neq k} 2((w^{(j)})^+ w^{(k)} w^{(j)}) w_s
\]

where we use the fact that for any vector \( u, v \in \mathbb{R}^d \), \( E_{x \sim N(0,I_d)} [(x^T u)^2 (x^T v)] = 3\|u\|^2 u \) and \( E_{x \sim N(0,I_d)} [(x^T u)^2 (x^T v)] = 2(u^T v) u + \|u\|^2 v \). For \( K = 1 \), (6) becomes \( E[\nabla w^{(1)} f(W^{#1})] = (3\|w^{(1)}\|^2 - \|w_s\|^2) w^{(1)} - 2(w^+_t w^{(1)}) w_s \). If gradient descent uses the population gradient for the update (i.e. \( w^{(1)}_{#1,t+1} = w^{(1)}_{#1,t} - \eta E[\nabla w^{(1)} f(W^{#1})] \)), then the dynamics of the student network consists of a single neuron (i.e. \( K = 1 \)) evolves as follows,

\[
\begin{align*}
  w^{(1),\parallel}_{t+1} &= w^{(1),\parallel}_t (1 + \eta (3\|w_s\|^2 - 3\|w^{(1)}_t\|^2)) \\
  w^{(1),\perp}_{t+1} &= w^{(1),\perp}_t (1 + \eta (\|w_s\|^2 - 3\|w^{(1)}_t\|^2)).
\end{align*}
\]

On the other hand, if a student network has \( K > 1 \) neurons, the dynamics of each neuron \( k \) of the student network evolves as follows,

\[
\begin{align*}
  w^{(k),\parallel}_{t+1} &= w^{(k),\parallel}_t (1 + 3\eta (\|w_s\|^2 - 3\|w^{(k)}_t\|^2)) - (2\eta \sum_{j \neq k} w^{(j)}_t w^{(k)} w^{(j)}_t) + \eta w^{(k),\parallel}_t \sum_{j \neq k} \|w^{(j)}_t\|^2 \\
  w^{(k),\perp}_{t+1} &= w^{(k),\perp}_t (1 + \eta (\|w_s\|^2 - 3\|w^{(k)}_t\|^2)) - (2\eta \sum_{j \neq k} w^{(j)}_t w^{(k)} w^{(j)}_t) + \eta w^{(k),\perp}_t \sum_{j \neq k} \|w^{(j)}_t\|^2)
\end{align*}
\]

where both the component \( B \) of \( w^{(k),\parallel}_t \) and the component \( D \) of \( w^{(k),\perp}_t \) can be viewed as the terms due to the interaction of student neuron \( k \) and the other student neurons.

More observations: On Subfigure (c) of Figure 1, we plot a quantity over iterations, which is

\[
\text{vec}(w_s q^T_t - W^{#K}_t) \nabla^2 f(W^{#K}_t) \text{vec}(w_s q^T_t - W^{#K}_t),
\]

where \( \nabla^2 f(W^{#K}_t) \in \mathbb{R}^{dK \times dK} \) is the Hessian and \( w_s q^T_t \) is the closest global optimal solution to \( W^{#K}_t \) and the notation vec(\( \cdot \)) represents the vectorization operation of its matrix argument.

The quantity can be viewed as a measure of the strong convexity. Specifically, if the quantity is larger than \( 0 \), then it suggests that the current optimization landscape is strongly convex with respect to \( w_s q^T_t \). Hence, the observation suggests that gradient descent enters a benign region faster for a larger student network. In the following section, We will answer why over-parametrization helps gradient descent to enter a region that has the benign optimization landscape faster.
4. Analysis

In this section, we answer why over-parametrization leads to the acceleration. We first show that gradient descent (GD) exhibits linear convergence to a global optimal solution when \( \text{dist}(W^\#K, w_\ast) \) is small. We then answer why over-parametrization helps the iterate to enter the neighborhood of a global optimal solution faster. For the ease of analysis, we assume that gradient descent uses population gradient (6) for the update and we denote \( \nabla F(W) := \mathbb{E}_x[\nabla f(W)] \) and \( \nabla^2 F(W) := \mathbb{E}_x[\nabla^2 f(W)] \) accordingly.

4.1. When does the iterate generated by gradient descent enter a benign region?

We first introduce a key lemma. The lemma shows that whenever the iterate is in the neighborhood of a global optimal solution, gradient descent has a linear convergence rate.

**Lemma 1 (locally linear convergence)** Suppose that at time \( t_0 \), \( \text{dist}(W_{t_0}, w_\ast) := \|W_{t_0} - w_\ast q_t^\top\| \leq \nu \|w_\ast\| \) where \( W_{t_0} \in \mathcal{R}^{d \times K}, \nu > 0 \) satisfies \( 2 - 14\nu - 2\nu^2 > 0 \), and \( q_t := \arg\min_{q \in \mathcal{R}^K : \|q\|_2 \leq 1} \|W_{t_0} - w_\ast q^\top\| \). Then, gradient descent with the step size \( \eta \leq \frac{2 - 14\nu - 2\nu^2}{(1 + 16\nu^2)^2 \|w_\ast\|} \) generates iterates \( \{W_t\}_{t \geq t_0} \) satisfying \( \text{dist}^2(W_{t+1}, w_\ast) \leq (1 - 2(2 - 14\nu - 2\nu^2)) \text{dist}^2(W_t, w_\ast) \).

The proof is available in Appendix 6. Note that the lemma holds for any size \( K \) of neural nets, as long as the condition, \( \text{dist}(W, w_\ast) \leq \nu \|w_\ast\|_2 \) with the required \( \nu \), is satisfied. This condition ensures the locally linear convergence of gradient descent and might be easily satisfied by having a larger number of student neurons \( K > 1 \). Specifically, each neuron \( w^{(k)} \in \mathcal{R}^d \) of \( W \in \mathcal{R}^{d \times K} \) only needs to have a smaller component on the direction of \( w_\ast \) in order to have \( W \) be sufficiently close to the teacher neuron \( w_\ast \) up to a transform \( q^\top \), compared to the case when one only has a single student neuron (\( K = 1 \)). To support this argument, we plot the quantities \( |w^{(k)}_{\#K,t}| = |(w^{(k)}_{\#K,t}, w_\ast)| \) for each \( k \in [K] \) of different student networks trained by gradient descent on Figure 2. The figure shows that with more student neurons \( K \), each \( w^{(k)} \) only needs a smaller projection on \( w_\ast \) for the aggregate projection \( \sqrt{\sum_{k=1}^{K} |w^{(k)}_{\#K,t}|^2} \) to achieve certain level. In the later subsections, we will provide a formal analysis.

4.2. How does gradient descent work for the student network consists of a single neuron?

In this subsection, we analyze the case that the student network only has a single neuron. For brevity, we suppress the notation \#1 in the following. Define \( T_\gamma := \min\{t : \|w_t[1]\| - \|w_\ast\| \leq \gamma \text{ and } \|w_t^\perp\| \leq \gamma\} \). Note that if \( \|w_t[1]\| - \|w_\ast\| \leq \gamma \text{ and } \|w_t^\perp\| \leq \gamma \), then \( \text{dist}^2(w_t, w_\ast) = \|w_t[1]\| - \|w_\ast\|^2 + \|w_t^\perp\|^2 \leq 2\gamma^2 \). Let us assume that \( (C1) \|w_\ast\| > 1.1\gamma \) (strong signal) and \( (C2) \gamma \geq 10\|w_0\| \) (small initialization). Note that to invoke Lemma 1 for showing locally linear convergence after the iterate gets into a benign region, we will set \( 2\gamma^2 = \nu^2\|w_\ast\|^2 \) with \( \nu \) satisfying \( 2 - 14\nu - 2\nu^2 > 0 \) (i.e. \( \nu \leq 0.141 \)); consequently, \( (C1) \) is trivially satisfied.

**Theorem 2** Suppose that the conditions \((C1-C2)\) hold. Assume that the step size satisfies \( \eta \leq c/\|w_\ast\|^2 \) for some sufficiently small constant \( c > 0 \). Then gradient descent for problem
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Figure 2: Subfigure (a) and (b): parallel component $|w_{#K,t}^{(k)}|$ of each neuron $k$ vs. iteration $t$ for student networks with size $K = \{3, 10\}$ trained by gradient descent. The curve “l2 norm” represents $\sqrt{\sum_{K=1}^{K} |w_{#K,t}^{(k)}|}$, which can be viewed as the aggregate projection of a student network $W \in \mathcal{R}^{d \times K}$ on the teacher neuron $w_* \in \mathcal{R}^d$. For comparison, we also plot the curve for $|w_{#1,t}^{(1)}|$ labeled by $K = 1$ on the same subfigures. Subfigure (c) and (d): the square norm $\|w_{#K,t}^{(k)}\|^2$ of each neuron $k$ for different $K$’s. The curve “sum” represents $\|W_{#K}\|^2_F$. For comparison, we also plot the curve for $\|w_{#1,t}^{(1)}\|^2$ labeled by $K = 1$ on the subfigures.

(1) (i.e. $K = 1$) has $T_\gamma \leq \frac{\log(\|w_* - \gamma\|/\|w_0^{(1)}\|)}{\log(1 + \eta \Delta)}$, where $\Delta := 6\gamma(\|w_*\| - \gamma) > 0$. Furthermore, for $0 \leq t \leq T_\gamma$, we have that $|w_{t}^{(1)}| \geq (1 + \eta \Delta)^t |w_{0}^{(1)}|$ and $\|w_t^{\perp}\| \leq \gamma$.

Theorem 2 states that to achieve $\text{dist}^2(w_t, w_*) \leq 2\gamma^2$, gradient descent only needs at most $\log(\|w_* - \gamma\|/\|w_0^{(1)}\|)/\log(1 + \eta \Delta)$ number of iterations. Furthermore, on the signal direction, $|w_{t}^{(1)}|$ (and hence $w_{t}^{\parallel}$) grows exponentially at a rate at least $1 + \eta \Delta$ before reaching at $\|w_*\| - \gamma$. On the other hand, by a close-to-zero initialization (C2), the perpendicular component $\|w_t^{\perp}\|$ remains small. Consequently, we have that $\text{dist}^2(W_{t}^{#1}, w_*) \leq \max(\gamma^2, (\|w_* - |w_0^{(1)}|(1 + \eta \Delta)^t)^2 + \gamma^2)$, for $0 \leq t \leq T_\gamma$ before gradient descent enters the linear convergence regime. The proof of Theorem 2 is available in Appendix 7. A similar result as Theorem 2 was shown in (Chen et al., 2019).
4.3. How does over-parametrization help entering a benign region?

Let us begin by providing a more detailed observation regarding the dynamics of gradient descent. Figure 3 plots each component of \( w_{\#K,t}^{(k)} \) and \( w_{\#K,t}^{(k)} \perp \) in the gradient descent dynamics (8), while Figure 4 plots the (magnitude of) component B to component A and the ratio of component D to component C for \( K = 10 \). The empirical findings show that the component due to the interaction (component B, or component D respectively) is negligible compared to the component that is without the dependency on the other neurons (component A, or component C respectively). Based on the observation, we can re-write the population dynamics (8) in the early stage (i.e. before gradient descent enters the linear convergence regime) as follows,

\[
\begin{align*}
|w_{\#K,t+1}^{(k)}| &\geq (1 - \theta)|w_{\#K,t}^{(k)}|(1 + \eta(3||w_*||^2 - 3||w_{\#K,t}^{(k)}||^2)) \\
\|w_{\#K,t+1}^{(k)}\| &\leq (1 + \vartheta)||w_{\#K,t}^{(k)}||(1 + \eta(||w_*||^2 - 3||w_{\#K,t}^{(k)}||^2)).
\end{align*}
\]

(10)

for some small numbers \( \theta, \vartheta \ll 1 \) (empirically \( \approx 10^{-4} \) as Figure 3 shows).

That is, in the early stage, the approximated dynamics (10) of each student neuron of an over-parametrized network does not deviate too much from the original dynamics without over-parametrization (7). The approximated dynamics (10) will be only used for analyzing the stage before the iterate enters the benign region, i.e. used only before entering a linear convergence regime, though empirically the approximated dynamics hold all the time during the execution of the algorithm (Figure 3).

On the other hand, by comparing subfigure (a) and subfigure (b) of Figure 3, we see that component A and B of each neuron \( k \) are with the same sign during the execution. This observation together with the dynamics (8) tend to imply that \( |w_{\#K,t+1}^{(k)}| \leq |w_{\#K,t}^{(k)}|(1 + \eta(3||w_*||^2 - 3||w_{\#K,t}^{(k)}||^2)) \) when \( K > 1 \). On the other hand, the dynamics (7) has \( |w_{\#1,t+1}^{(k)}| = |w_{\#1,t}^{(k)}|(1 + \eta(3||w_*||^2 - 3||w_{\#1,t}^{(k)}||^2)) \). Also, as the case of single neuron, the perpendicular component of each neuron \( k \) of \( K \) (i.e. \( w_{\#K,t}^{(k)} \perp \)) remains small (Figures 5). Consequently, we could write

\[
|w_{\#1,t}^{(k)}| \geq |w_{\#K,t}^{(k)}| \text{ and } \|w_{\#1,t}^{(1)}\| \geq \|w_{\#K,t}^{(k)}\|,
\]

(11)

where the approximation \( \geq \) accounts for the fact that the size of initial points due to the random initialization may be different and that the small interaction components are present in the dynamics for \( K > 1 \). Figure 2 confirms that the relation (11) generally holds on average empirically.

Lemma 3 Suppose that the approximated dynamics (10) and (11) hold from iteration 0 to iteration \( t \). Then, the network with a single neuron and an over-parametrized network trained by GD with the same step size \( \eta \) has

\[
\sqrt{\sum_{k=1}^{K} |w_{\#K,t}^{(k)}|^2} \geq \sqrt{1 - 2t \theta} \sqrt{K} |w_{\#1,t}^{(1)}|.
\]

Lemma 3 states that if the single neuron of the non-overparametrized network has a certain projection on \( w_* \) at time \( t \), then the over-parametrized network with \( K \) neurons will have approximately \( \sqrt{K} \) times larger projection on \( w_* \), modulo the \( \sqrt{1 - 2t \theta} \) factor which is close to 1 if the product \( t \theta \) is small (as Figure 3 shows). This demonstrates the advantage of over-parametrization — over-parametrization helps to make more progress on growing the model’s projection on \( w_* \).
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Figures 3(a), 3(b), 3(c), and 3(d) plot the norm of component A, B, C, and D of \( w(k,t) \), respectively, versus iteration \( t \) for each neuron \( k \). Subfigure (a) shows \( w(k,t) \), \( \| t(1+\eta(3\|w^*\|^2-3\|w(k,t)\|^2)) \) (i.e. component A of \( w(k,t) \)) versus iteration \( t \) for each neuron \( k \). Subfigure (b) plots \( 2\eta\sum_{j\neq k}(w(j)^\top w(k,t))w(j) + \eta w(k)\|\sum_{j\neq k}||w(j)||^2 \) (i.e. component B of \( w(k,t) \)) versus iteration \( t \) for each neuron \( k \). Subfigure (c) plots the norm of component C of \( w(k,t) \), while subfigure (d) plots the norm of component D of \( w(k,t) \) for each neuron \( k \). The empirical findings show that the components due to interaction of the other neurons (i.e. component B and D) are small (notice that the scale of the vertical axis of (a) and (b), (c) and (d) are different) compared to their counterparts (i.e. component A and C respectively), which suggests that \( \theta,\vartheta \approx 10^{-4} \) empirically. Similar patterns exhibit in training under different \( K \)’s.

**Lemma 4** Suppose that \( \eta \leq \frac{1}{3\|w^*\|^2} \). By following the conditions as Lemma 3, we have that

\[
\|w(k,t)\| \lesssim \frac{1}{3\|w^*\|^2} \left( \frac{\|w(k,t)\|}{\|w^*\|^2} \right) \frac{1}{\psi^t} \lesssim \frac{1}{\psi^t}, \quad \text{where} \quad \psi := (1-\theta-\vartheta-\vartheta\theta) \left( 1+\eta\|w_s\|^2 \right).
\]

Lemma 4 states that the ratio of the perpendicular component \( \|w(k,t)\|^\perp \) to the parallel component \( \|w(k,t)\|^\parallel \) of each neuron decays exponentially if \( \psi > 1 \) (which holds if \( \eta\|w_s\|^2 \gtrsim \frac{\theta+\vartheta}{1-\theta-\vartheta} \)). By combining Lemma 3 and 4, we have the following theorem, which characterizes the difference of the distances to \( w^* \) at iteration \( t \).

**Theorem 5** (Snapshot at \( t \)) Suppose that the approximated dynamics (10) and (11) hold from 0 to \( t \) and that at iteration \( t \), the student network with a single neuron trained by GD with the step size \( \eta \) has \( \|w(1,t)\| = c_{1,t}\|w_s\|^2 \) for some number \( c_{1,t} \) satisfying \( 1 > c_{1,t} > 0 \).

Denote \( c_{2,t} \) a number that satisfies \( \frac{c_{1,t}\|w(k,t)\|^\parallel}{\|w(k^*,t)\|^\parallel} \frac{1}{\psi^t} \leq c_{2,t} \) for each \( k \in [K] \). Suppose that the...
Figure 4: The ratio of (the magnitude of) component B to component A and the ratio of component D to component C. The plot shows that the components due to the interaction (component B and component D) are negligible.

(a) $K = 1$.  
(b) $K = 3$.  
(c) $K = 10$.

Figure 5: The perpendicular component $\|w^{(k)}_{\perp, t}\|$ of each $k$ over iterations $t$. We see that the perpendicular component remains small, compared to the signal component.

Recall that in Theorem 2, we upper-bound $\dist^2(W_{t}^{1}, w_s)$. Simply combining Theorem 2 and 5 leads to a distance upper-bound of $\dist^2(W_{t}^{K}, w_s)$ at certain iteration $t$. The lower bound of the difference of the distances in Theorem 5 shows a strict improvement due to over-parametrization when it is positive, which answers why over-parametrization helps gradient descent to enter the linear convergence regime faster — gradient descent for an over-parametrized network shrinks the distance to $w_s$ faster in the early stage. Note that the lower bound is a quadratic function of $\sqrt{K}$ and is increasing for $1 \leq \sqrt{K} \leq \frac{c_{1,t}}{c_{2,t}^2 + c_{2,t}^2}$, which means that up to a certain threshold of $K$, more over-parametrization helps. Moreover, if $c_{1,t}$ and $c_{2,t}$ further satisfy $(*)$ $2c_{1,t}(\sqrt{2(1-2t\theta)} - 1) - c_{1,t}^2 - 2c_{2,t}^2 > 0$, then the lower bound of the difference for $K = 2$ neurons is strictly positive and keeps being positive up to $\sqrt{K} \leq \frac{c_{1,t}}{c_{2,t}^2 + c_{2,t}^2}$, which
gives an upper limit of the degree of over-parametrization that allows acceleration. The condition (*) is easily satisfied when (1) $t\theta \ll 1$ so that $\sqrt{(1-2t\theta)} \approx 1$ and (2) $c_{2,t} \ll 1$, which happens when the approximated dynamics (8) holds for a small $\theta$ and that the ratio of the perpendicular component to the parallel component of neuron $k$ decays sufficiently fast (Lemma 4).

**Proof [of Theorem 5]**

Let us compute $\text{dist}(W_t^{\#1}, w_\ast)$ and $\text{dist}(W_t^{\#K}, w_\ast)$. For $\text{dist}(W_t^{\#1}, w_\ast)^2$, we have that

\[
\text{dist}(W_t^{\#1}, w_\ast)^2 = \min_{q \in \{-1, +1\}} \|W_t^{\#1} - w_\ast q^\top\|^2 = \|w^{(1)}_{\#1,t}\|^2 - 2|w^{(1),t}_{\#1,t}| + \|w_\ast\|^2
\]

(12)

On the other hand, for $\text{dist}^2(W_t^{\#K}, w_\ast)$, we have that

\[
\text{dist}^2(W_t^{\#K}, w_\ast) = \min_{q \in \mathcal{R}^K : ||q||_2 \leq 1} \|W_t^{\#K} - w_\ast q^\top\|^2_F
= \min_{q \in \mathcal{R}^K : ||q||_2 \leq 1} \text{tr}((W_t^{\#K} - w_\ast q^\top)(W_t^{\#K} - w_\ast q^\top)^\top)
= \|W_t^{\#K}\|^2_F + \|w_\ast\|^2 - 2 \max_{q \in \mathcal{R}^K : ||q||_2 \leq 1} \text{tr}((W_t^{\#K})^\top w_\ast q^\top)
\]

(13)

where the last inequality is due to that

\[
\max_{q \in \mathcal{R}^K : ||q||_2 \leq 1} \text{tr}((W_t^{\#K})^\top w_\ast q^\top) \overset{(a)}{=} \max_{q \in \mathcal{R}^K : ||q||_2 \leq 1} \text{tr}(\tilde{v} q^\top) \overset{(b)}{=} \max_{q \in \mathcal{R}^K : ||q||_2 \leq 1} \text{tr}(q^\top \tilde{v}).
\]

(14)

where (a) we denote $\tilde{v} := [w^{(1)}_{\#K,t}, w^{(2)}_{\#K,t}, \ldots, w^{(K)}_{\#K,t}]^\top \in \mathcal{R}^K$ and (b) is because $q = \tilde{v}/||\tilde{v}||$.

Combining (12) and (13), we have that

\[
\text{dist}^2(W_t^{\#1}, w_\ast) - \text{dist}^2(W_t^{\#K}, w_\ast) = 2\sqrt{\sum_{k=1}^K |w^{(k)}_{\#K,t}\|^2} - \sqrt{\|w^{(1)}_{\#1,t}\|^2} - (\|W_t^{\#K}\|^2_F - \|W_t^{\#1}\|^2_F).
\]

(15)

To continue, we need the lower bound of $\sqrt{\sum_{k=1}^K |w^{(k)}_{\#K,t}\|^2} - \sqrt{\|w^{(1)}_{\#1,t}\|^2}$ and the upper bound of $\|W_t^{\#K}\|^2_F - \|W_t^{\#1}\|^2_F$. By Lemma 3, we have that

\[
\sqrt{\sum_{k=1}^K |w^{(k)}_{\#K,t}\|^2} - \sqrt{\|w^{(1)}_{\#1,t}\|^2} \geq (\sqrt{(1-2t\theta)\sqrt{K-1}}||w^{(1)}_{\#1,t}|| = (\sqrt{(1-2t\theta)\sqrt{K-1}})c_{1,t}||w_\ast||^2.
\]

(16)

On the other hand, for the difference of the norms, we have that $\|W_t^{\#1}\|^2 \geq |w^{(1)}_{\#1,t}(1)|^2 = \frac{|w^{(1)}_{\#1,t}\|^2}{\|w_\ast\|^2}$. Furthermore, by Lemma 4 and that $|w^{(1)}_{\#1,t}| = c_{1,t}||w_\ast||^2$ and the definition of $c_{2,t},
\[ \| w_{K,t}^* \|_2 \leq \frac{\| w_{a_1,1} \|\| w_{a_1,1} \|^2}{\| w_{K,0} \|} \leq c_2 t \| w_* \|. \] 

So we have that
\[ \| W_t^K \|_F^2 = \sum_{k=1}^K \| w_{K,t}^{(k)} \|_2^2 = \sum_{k=1}^K \left( \| w_{K,t}^{(k)} \|^2 + \frac{1}{\| w_* \|^2} \| w_{K,t}^{(k)} \|^2 \right) \leq K \| w_* \|^2 c_2^2 t + \sum_{k=1}^K \| w_{K,t}^{(k)} \|^2 \] 

where the last inequality uses (11). Therefore, by combining (15,16,17),
\[ \text{dist}^2(W_t^{*1}, w_*) - \text{dist}^2(W_t^{*K}, w_*) \geq \| w_* \|^2 \left( 2 c_{1,t} (\sqrt{(1-2t\theta)\sqrt{K}} - 1) - K (c_{1,t}^2 + c_{2,t}^2) + c_{1,t}^2 \right). \]

\[ \text{dist}^2(W_t^{*1}, w_*) - \text{dist}^2(W_t^{*K}, w_*) \geq \| w_* \|^2 \left( 2 c_{1,t} (\sqrt{(1-2t\theta)\sqrt{K}} - 1) - K (c_{1,t}^2 + c_{2,t}^2) + c_{1,t}^2 \right). \]

4.4. Is over-parametrization equivalent to using a larger step size?

Following the simulation as Figure 1, we tried different values of step sizes
\[ \eta = \{1.0, 0.5, 0.4, 0.3, 0.2, 0.1, 0.05, 0.01, 0.005, 0.001\} \]

for each model with different number of neurons \( K = \{1, 3, 10\} \). We report the quantity (9) over iteration \( t \),
\[ \text{vec}(w_* q_{t}^\top - W_t^{*K})^\top \nabla^2 f(W_t^{*K}) \text{vec}(w_* q_{t}^\top - W_t^{*K}), \]
where \( \nabla^2 f(W_t^{*K}) \in \mathcal{R}^{dK \times dK} \) is the Hessian and \( w_* q_{t}^\top \) is the closet global optimal solution to \( W_t^{*K} \) and the notation \( \text{vec}(\cdot) \) represents the vectorization operation of its matrix argument. Recall that the quantity can be viewed as a measure of the strong convexity as mentioned in the main text. Specifically, if the quantity is larger than 0, then it suggests that the current optimization landscape is strongly convex with respect to \( w_* q_{t}^\top \).

We found out that gradient descent with step size \( \eta = \{1.0, 0.5, 0.4, 0.3\} \) either diverges or cannot converge towards zero testing error for all \( K = \{1, 3, 10\} \), which means that \( \eta = 0.2 \) is basically the best step size of gradient descent for each model \( K \). So the result suggests that even under optimal tuning of the step size \( \eta \) for each model \( K \), gradient descent for an over-parametrized model converges faster than the case for a smaller model.

We show some results of using different \( \eta \) on Figure 6, Figure 7, and Figure 8. Based on the empirical results, we conclude that the acceleration due to over-parametrization cannot be simply explained by that gradient descent uses a larger effective step size, as the impacts due to parameters \( \eta \) and \( K \) seem to be complementary in the experiment.
Understanding How Over-Parametrization Leads to Acceleration

Figure 6: Gradient descent with different values of the step size. Note that the scales of the horizontal axes are different. Both the step size $\eta$ and the degree of over-parametrization affect the time that gradient descent enters the linear convergence regime. A larger step size $\eta$ and a larger number of neurons $K$ help gradient descent to make progress faster.

Figure 7: Gradient descent with $\eta = 0.5$. We see that gradient descent cannot converge to zero training (and testing) error. That is, the step size is too large to converge to a global optimal solution. Interestingly, we still observe that gradient descent requires fewer iterations to get closer to a global optimal point for a larger model, though it does not converge to a global optimal point using the large step size.

5. Conclusion

We study over-parametrization for learning a single teacher neuron with quadratic activation. We answer why gradient descent can achieve a faster convergence for training a larger network, and we also show the acceleration due to over-parametrization cannot be simply explained by that gradient descent uses a larger effective step size. We hope our work can serve as a good starting point of understanding when and why over-parametrization leads to acceleration in modern non-convex optimization. Future works include considering different activation and multiple teacher neurons.
Figure 8: We plot the number of iterations required for the metric \( \text{vec}(w, q, \top_t - W_{t,K}^\#)\top \nabla^2 f(W_{t,K}^\#) \text{vec}(w, q, \top_t - W_{t,K}^\#) \) to be positive (the y-axis) under different values of the step size \( \eta \) (the x-axis).
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6. Proof of Lemma 1

Recall the optimization problem is

\[
\min_{W \in \mathcal{R}^{d \times K}} f(W) := \frac{1}{4m} \sum_{i=1}^{m} \left( (x_i^T w^{(1)})^2 + (x_i^T w^{(2)})^2 + \ldots + (x_i^T w^{(K)})^2 - y_i^2 \right),
\]

and the notation that \( \nabla F(W) := \mathbb{E}_x[\nabla f(W)] \) and \( \nabla^2 F(W) := \mathbb{E}_x[\nabla^2 f(W)] \). We first introduce some key lemmas. Lemma 6 below says that for any \( W \) locally strong convex, if the iterate is sufficiently close to a global solution \( w^* q^T \), then the landscape is essentially strongly convex. Lemma 7, on the other hand, shows the smoothness of the landscape.

**Lemma 6** (locally strong convexity) Assume that \( \nabla^2 F(W) := \mathbb{E}_x[\nabla^2 f(W)] \). We first introduce some key lemmas. Lemma 6 below says that for any \( W \in \mathcal{R}^{d \times K} \), if the iterate is sufficiently close to a global solution \( w^* q^T \), then the landscape is essentially strongly convex. Lemma 7, on the other hand, shows the smoothness of the landscape.

**Proof** The proof is a modification of the proof of Lemma 14 in Li et al. (2019). For notation brevity, we will suppress script \( t_0 \) in the following (i.e. \( W \leftarrow W_{t_0}, q \leftarrow q_{t_0} \)). We have that

\[
\text{vec}(V)^T \nabla^2 f(W) \text{vec}(V) = \frac{1}{m} \sum_{i=1}^{m} \text{vec}(V)^T \left[ \left( \|x_i^T W\|_2^2 - y_i \right) I_K + 2 W^T x_i x_i^T W \right] \otimes x_i x_i^T \text{vec}(V) \\
= \frac{1}{m} \sum_{i=1}^{m} \left( \|x_i^T W\|_2^2 - y_i \right) \text{vec}(V)^T \text{vec}(x_i x_i^T V) + \frac{1}{m} \sum_{i=1}^{m} \text{vec}(V)^T \text{vec}(2 x_i x_i^T V W^T x_i x_i^T W). \\
= \frac{1}{m} \sum_{i=1}^{m} \left[ \left( \|x_i^T W\|_2^2 - \|x_i^T w^* q^T\|_2^2 \right) \|x_i^T V\|_2^2 + 2 (x_i^T W V^T x_i)^2 \right].
\]

By taking the expectation above over \( x_i \sim N(0, I_d) \) and using Lemma 8, we have that

\[
\mathbb{E}[\text{vec}(V)^T \nabla^2 f(W) \text{vec}(V)] = \|W\|_F^2 \|V\|_F^2 + 2 \|V^T W\|_F^2 - \left( \|w^* q^T\|_F^2 \|V\|_F^2 + 2 \|V^T w^* q^T\|_F^2 \right) \\
+ 2 (\text{tr}(W^T V)^2 + \text{tr}(W^T V W^T V) + \|W V^T\|_F^2).
\]

(19)
Now let us set $W = w_* q^T + \theta H$ with a $H$ satisfying $\|H\|_F = 1$ and $\theta := \nu \|w_*\|$ for some number $\nu > 0$.

\[
\|W\|_F^2 \geq \|w_*\|^2 - 2\theta \|w_* q^T\|_F \|H\|_F
\]

\[
\|V^T W\|_F^2 \geq \|V^T w_* q^T\|_F^2 + 2\theta \|V^T w_* q^T H^T V\|
\]

\[
\|VW^T\|_F^2 \geq \|V w_* q^T\|_F^2 + 2\theta \|V H^T q H^T V\|
\]

\[
\|W^T V W^T V\|_F = \|V q w_* q^T V\|_F + 2\theta \|H^T V q w_* q^T V\| + \theta^2 \|H^T V^2 H^T V\|
\]

Combining (19) and (20), together with the bilinear property of the expectation so that $\text{vec}(V)^T \nabla^2 F(w)\text{vec}(V) = \mathbb{E}[\text{vec}(V)^T \nabla^2 f(W)\text{vec}(V)]$, we have that

\[
\text{vec}(V)^T \nabla^2 F(W)\text{vec}(V) \geq 2\theta \|V q w_* q^T V\|_F + 2\|V q w_* q^T V\|_F^2
\]

\[
-14\theta \|w_*\|_F \|H\|_F \|V\|_F^2 - 2\theta^2 \|H\|_F^2 \|V\|_F^2
\]

\[
\geq (a) 2\theta \|q w_* q^T V\|_F + 2\|w_*\|^2 \|V\|_F^2
\]

\[
-14\theta \|w_*\|_F \|H\|_F \|V\|_F^2 - 2\theta^2 \|H\|_F^2 \|V\|_F^2
\]

\[
= 2\theta \|q w_* q^T V\|_F^2 + (2 - 14\nu - 2\nu^2)\|w_*\|^2 \|V\|_F^2
\]

where (a) is due to that $\|AB\|_F^2 \geq \sigma^2_r(A) \|B\|_F^2$ with $r$ being the rank of $A$, which in our case $A := w_* q^T$ is a rank one matrix and $B := V$; consequently $\sigma^2_r(A) = \|w_* q^T\|_F^2 = \|w_*\|^2$. \qed

**Lemma 7 (smoothness)** Assume that $\text{dist}(W_{t_0}, w_*) := \|W_{t_0} - w_* q_{t_0}\|_F \leq \nu \|w_*\|_2$ where $W_{t_0} \in \mathcal{R}^{d \times K}$, $\nu > 0$, $q_{t_0} := \arg \min_{q \in \mathcal{R}^K: \|q\|_2 \leq 1} \|W - w_* q^T\|_F$, and $w_* \in \mathcal{R}^d$ being the teacher neuron. Then, $\|\nabla^2 F(W)\|_2 \leq (15 + 16\nu^2)\|w_*\|^2$. 
Lemma 1: (Locally linear convergence) Suppose that at time $t_0$, $\text{dist}(W_{t_0}, w_*) := \|W_{t_0} - w_*q_0^\top\| \leq \nu \|w_*\|$ where $W_{t_0} \in \mathcal{R}^{d \times K}$, $\nu > 0$ satisfies $2 - 14\nu - 2\nu^2 > 0$, and $q_0 := \arg \min_{q \in \mathcal{R}^K: \|q\|_2 \leq 1} \|W_{t_0} - w_*q^\top\|$. Then, gradient descent with the step size $\eta \leq \frac{2 - 14\nu - 2\nu^2}{(15 + 16\nu^2)^2\|w_*\|^2}$ generates iterates $\{W_t\}_{t \geq t_0}$ satisfying

$$\text{dist}^2(W_{t+1}, w_*) \leq (1 - \eta(2 - 14\nu - 2\nu^2))\text{dist}^2(W_t, w_*).$$

Proof

We have that

$$\text{dist}^2(W_{t+1}) := \|W_{t+1} - w_*q_{t+1}^\top\|_F^2 \leq \|W_{t+1} - w_*q_t^\top\|_F^2 \leq \|W_t - \eta\nabla F(W_t) - w_*q_t^\top\|_F^2 \leq \|w_t - \tilde{w}_* - \eta\text{vec}(\nabla F(W_t) - \nabla F(w_*q_t^\top))\|_F^2 \leq \|w_t - \tilde{w}_* - \eta(\int_0^1 \nabla^2 F(W_t(\tau))d\tau) (w_t - \tilde{w}_*)\|_F^2 \leq (w_t - \tilde{w}_*)^\top (I_{dK} - \eta \int_0^1 \nabla^2 F(W_t(\tau))d\tau)^2 (w_t - \tilde{w}_*) \leq \|w_t - \tilde{w}_*\|^2_2 - 2\eta(w_t - \tilde{w}_*)^\top (\int_0^1 \nabla^2 F(W_t(\tau))d\tau) (w_t - \tilde{w}_*) + \eta^2 \int_0^1 \nabla^2 F(W_t(\tau))d\tau \|_F^2 \|w_t - \tilde{w}_*\|^2_2.$$
where \((a)\) we use the notations that \(w_t := \text{vec}(W_t)\) and \(\tilde{w}_s := \text{vec}(w_s q_t^\top)\) and that \(\nabla F(w_t q_t^\top) = 0\) and \((b)\) we denote \(W_t(\tau) := w_0 q_t^\top + \tau (W_t - w_0 q_t^\top)\).

Notice that \(\text{dist}(W_t(\tau), w_s) \leq \|W_t(\tau) - w_0 q_t^\top\| = \tau \|W_t - w_0 q_t^\top\| \leq \nu \|w_s\|\). So we can invoke Lemma 6 to obtain that

\[
(w_t - \tilde{w}_s)^\top \int_0^1 \nabla^2 F(W_t(\tau)) d\tau (w_t - \tilde{w}_s) \\
\geq 2\text{tr}(q_t w_s^\top (W_t - w_0 q_t^\top) q_t w_s^\top (W_t - w_0 q_t^\top)) + (2 - 14\nu - 2\nu^2) \|w_s\|^2 \|W_t - w_0 q_t^\top\|_F^2 \\
\geq (2 - 14\nu - 2\nu^2) \|w_s\|^2 \|W_t - w_0 q_t^\top\|_F^2.
\]

where the last inequality is due to that \(q_t w_s^\top (W_t - w_0 q_t^\top)\) is a symmetric matrix since \(q_t = \frac{W_t w_s}{\|W_t w_s\|}\) so that \(\text{tr}(q_t w_s^\top (W_t - w_0 q_t^\top) q_t w_s^\top (W_t - w_0 q_t^\top)) = \|q_t w_s^\top (W_t - w_0 q_t^\top)\|_F^2 \geq 0\).

Furthermore, by Lemma 7, we have that

\[
\|\nabla^2 F(W)\|_2 \leq (15 + 16\nu^2) \|w_s\|^2.
\]

So

\[
\eta^2 \int_0^1 \nabla^2 F(W_t(\tau)) d\tau \|w_t - \tilde{w}_s\|_2^2 \leq \eta^2 (15 + 16\nu^2)^2 \|w_s\|^4 \|w_t - \tilde{w}_s\|_2^2.
\]

Combining \((23), (24),\) and \((26),\) we get

\[
\begin{align*}
\text{dist}^2(W_{t+1}, w_s) &\leq \|w_t - \tilde{w}_s\|_2^2 - 2\eta(w_t - \tilde{w}_s)^\top \int_0^1 \nabla^2 F(W_t(\tau)) d\tau (w_t - \tilde{w}_s) \\
&\quad + \eta^2 \int_0^1 \nabla^2 F(W_t(\tau)) d\tau \|w_t - \tilde{w}_s\|_2^2 \\
&\leq \|W_t - w_0 q_t^\top\|_F^2 - 2\eta(2 - 14\nu - 2\nu^2) \|w_s\|^2 \|W_t - w_0 q_t^\top\|_F^2 \\
&\quad + \eta^2 (15 + 16\nu^2)^2 \|w_s\|^4 \|W_t - w_0 q_t^\top\|_F^2 \\
&\quad \leq (1 - \eta(2 - 14\nu - 2\nu^2)) \text{dist}^2(W_t, w_s),
\end{align*}
\]

where the inequality we use that \(\eta \leq \frac{2 - 14\nu - 2\nu^2}{(15 + 16\nu^2)^2 \|w_s\|_F^2}\).

\[
\text{Lemma 8 (Lemma 12 in Li et al. (2019)) Suppose } x \sim N(0, I_d). \text{ Then for any fixed matrices } W, V \in \mathcal{R}^{d \times r}. \text{ We have that}
\]

\[
\begin{align*}
\mathbb{E}(\|x^\top V \|_2^2 \|x^\top W \|_2^2) &= \|V\|_F^2 \|W\|_F^2 + 2 \|V^\top W\|_F^2 \\
\mathbb{E}(\|x^\top WV^\top x\|_2^2) &= (\text{tr}(W^\top V))^2 + \text{tr}(W^\top VW^\top V) + \|WV^\top\|_F^2.
\end{align*}
\]

7. Proof of Theorem 2

\textbf{Proof} Since it is clear about the number of the student neuron (which is 1), in the following, we suppress the subscript \#1 and the superscript \((1)\) for the brevity of notations. Recall the dynamics,

\[
\begin{align*}
w_t^0 &= w_t^0 \left(1 + \eta(3\|w_s\|^2 - 3\|w_t\|^2)\right) \\
w_t^1 &= w_t^1 \left(1 + \eta(\|w_s\|^2 - 3\|w_t\|^2)\right).
\end{align*}
\]
and note that $w^\parallel_t = w_t[1]||w_*||$ so we have that

$$w_{t+1}[1] = w_t[1](1 + \eta(3\|w_*\|^2 - 3\|w_t\|^2))$$  \hspace{1cm} (29)

For a number $\gamma > 0$, define $T_\gamma := \min\{t : \|w_t[1]\| - \|w_*\| \leq \gamma \text{ and } \|w^\perp_t\| \leq \gamma\}$. We can decompose the square of the distance term as follows,

$$\text{dist}^2(W^\#1_t, w_*) = \|w_t[1]\| - \|w_*\|^2 + \|w^\perp_t\|^2.$$  

In the latter part of this proof, we will show that $\|w^\perp_t\| \leq \gamma$ for all $t \leq T_\gamma$. Let us upper-bound the norm of $\|w_t\|^2$ for $t \leq T_\gamma$ as follows.

$$\|w_t\|^2 = w_t[1]^2 + \|w^\perp_t\|^2 \leq (\|w_*\| - \gamma)^2 + \gamma^2$$
$$= \|w_*\|^2 - 2\gamma\|w_*\| + 2\gamma^2,$$  \hspace{1cm} (30)

where the inequality is because $w_t[1]^2 \leq (\|w_*\| - \gamma)^2$ for $t \leq T_\gamma$ by the definition and that $\|w^\perp_t\| \leq \gamma$ for all $t \leq T_\gamma$ proved in the latter part. Hence, we have that

$$|w_{t+1}[1]| = |w_t[1]|(1 + \eta(3\|w_*\|^2 - 3\|w_t\|^2)) \geq |w_t[1]|(1 + \eta(3\|w_*\|^2 - 3(\|w_*\|^2 - 2\gamma\|w_*\| + 2\gamma^2)))$$
$$:= |w_t[1]|(1 + \eta\Delta) = |w_0[1]|(1 + \eta\Delta)^t+1,$$  \hspace{1cm} (31)

with

$$\Delta := 6\gamma(\|w_*\| - \gamma) > 0.$$  

Based on (31), it takes at most number of iterations

$$T_\gamma \leq \frac{\log\left(\frac{\|w_*\| - \gamma}{\|w_0[1]\|} \right)}{\log(1 + \eta\Delta)}$$

for $w_t[1]$ to rises above $\|w_*\| - \gamma$ if $w_0[1] > 0$. Similarly, if $w_0[1] < 0$, it takes $T_\gamma$ iterations for $w_0[1]$ to satisfy $w_t[1] \leq -\|w_*\| + \gamma$.

Now we switch to show that for $0 \leq t \leq T_\gamma$, $\gamma \geq \|w^\perp_t\|$. We are going show that the perpendicular component $\|w^\perp_t\|$ start decaying before it could have increased above $\gamma$. From the dynamics $\|w^\perp_{t+1}\| = \|w^\perp_t\|(1 + \eta(\|w_*\|^2 - 3\|w_t\|^2))$, we see that once $\|w_t\|^2 \geq \frac{1}{3}\|w_*\|^2$, the size of the perpendicular component $\|w^\perp_t\|$ starts decaying. On the other hand, $\|w^\perp_t\|$ is increasing when $\|w_t\|^2 \leq \frac{1}{3}\|w_*\|^2$, which leads to the following before the perpendicular component starts decaying,

$$\|w_t\|^2 \geq w^2_t[1] = \frac{1}{\|w_*\|^2}w^\parallel_t|^2 = \frac{1}{\|w_*\|^2}w^\parallel_{t-1}|^2(1 + \eta(3\|w_*\|^2 - 3\|w_{t-1}\|^2))^2$$
$$\geq \frac{1}{\|w_*\|^2}w^\parallel_{t-1}|^2(1 + 2\eta\|w_*\|^2)^2$$
$$\geq \frac{1}{\|w_*\|^2}w^\parallel_0|^2(1 + 2\eta\|w_*\|^2)^{2t} = |w_0[1]|^2(1 + 2\eta\|w_*\|^2)^{2t}$$.  \hspace{1cm} (32)
which means that the size of $\|w_t\|^2$ grows at the rate at least $(1 + 2\eta\|w_*\|^2)^2$ before the perpendicular component $\|w_t^\perp\|$ starts decaying.

The inequality (32) also implies that the number of iterations such that $\|w_t\|^2 \leq \frac{1}{3}\|w_*\|^2$ is at most

$$t^* \leq \frac{1}{2} \log \left( \frac{\|w_{w_0}\|^2}{\|w_*\|^2} \right).$$

(33)

After $t^*$, we have that $\|w_t^\perp\|$ is decaying. So we only have to show that for $0 \leq t \leq t^*$ the perpendicular component never rise above $\gamma$. It suffices to show that an upper bound of $\|w_t^\perp\|$ for $0 \leq t \leq t^*$ is not greater than $\gamma$,

$$\|w_t^\perp\| = \|w_{t-1}^\perp\| \left( 1 + \eta(\|w_*\|^2 - 3\|w_{t-1}\|^2) \right)$$

$$\leq \|w_{t-1}^\perp\| \left( 1 + \eta(\|w_*\|^2 - 3w_{t-1}^2[1]) \right)$$

$$\leq \|w_0^\perp\| \cdot \Pi_{s=0}^{t-1} \left( 1 + \eta(\|w_*\|^2 - 3w_s^2[1]) \right)$$

$$\leq \|w_0^\perp\| \cdot \Pi_{s=0}^{t-1} \left( 1 + \eta(\|w_*\|^2 - 3w_0^2[1](1 + \eta\Delta)^2s) \right)$$

$$\leq \gamma,$$

where (a) we use (31). By taking logarithm on the both sides of $\leq$, it suffices to show that

$$\log \|w_0^\perp\| + \sum_{s=0}^{t-1} \log \left( 1 + \eta(\|w_*\|^2 - 3w_0^2[1](1 + \eta\Delta)^2s) \right) \leq \log \gamma.$$

(35)

Using the fact that $\log x \geq 1 - \frac{1}{x}$ and that $\log(1 + x) \leq x$ for $x > -1$, it suffices to show that

$$\sum_{s=0}^{t-1} \eta(\|w_*\|^2 - 3w_0^2[1](1 + \eta\Delta)^2s) \leq 1 - \frac{\|w_0^\perp\|}{\gamma}.$$

which can be guaranteed if

$$\eta t^*\|w_*\|^2 \leq 3\eta w_0^2[1] \left( \frac{1 + \eta\Delta)^2t^* - 1}{(1 + \eta\Delta)^2 - 1} + \frac{9}{10} \right),$$

(36)

where we use that $\gamma \geq 10\|w_0^\perp\|$. So it suffices to have the step size satisfy $\eta = c/\|w_*\|^2$ for some sufficiently small constant $c > 0$.

8. Proof of Lemma 3 and Lemma 4

Lemma 3: Suppose that the approximated dynamics (10) and (11) hold from iteration 0 to iteration $t$. Then, the network with a single neuron and an over-parametrized network trained by GD with the same step size $\eta$ has

$$\sqrt{\sum_{k=1}^{K} \|w_{\#K,t}(k)\|^2} \geq \sqrt{(1 - 2t\theta)}\sqrt{K\|w_{\#1,t}^{(1)}\|},$$

where we use that $\gamma \geq 10\|w_0^\perp\|$. So it suffices to have the step size satisfy $\eta = c/\|w_*\|^2$ for some sufficiently small constant $c > 0$. 


Proof
From the dynamics (10), we have that
\[ \|w^{(k)}_{\#K,t}\| \geq (1 - \theta)\|w^{(k)}_{\#K,t-1}\| (1 + \eta(3\|w_s\|^2 - 3\|w^{(k)}_{\#K,t-1}\|^2)) \]
\[ \geq (1 - \theta)^j\|w^{(k)}_{\#K,t}\| \cdot \Pi_{s=0}^{t-1} (1 + \eta(3\|w_s\|^2 - 3\|w^{(k)}_{\#K,s}\|^2)). \] (37)
Therefore,
\[ \sum_{k=1}^{K} \|w^{(k)}_{\#K,t}\|^2 (a) \geq \sum_{k=1}^{K} (1 - \theta)^{2t} \|w^{(k)}_{\#K,0}\|^2 \cdot \Pi_{s=0}^{t-1} (1 + \eta(3\|w_s\|^2 - 3\|w^{(k)}_{\#K,s}\|^2))^2. \]
\[ \sum_{k=1}^{K} (1 - \theta)^{2t} \|w^{(k)}_{\#K,0}\|^2 (c) \geq (1 - 2t\theta) \sum_{k=1}^{K} \|w^{(k)}_{\#K,0}\|^2 \geq (1 - 2t\theta)K, \] (38)
where (a) is due to (37) and the recursive expansion, (b) is by using that \( \|w^{(1)}_{\#K,0}\|^2 \geq \|w^{(k)}_{\#K,s}\|^2 \) so that \( \Pi_{s=0}^{t-1}(1 + \eta(3\|w_s\|^2 - 3\|w^{(k)}_{\#K,s}\|^2))^2 \geq \Pi_{s=0}^{t-1}(1 + \eta(3\|w_s\|^2 - 3\|w^{(1)}_{\#K,s}\|^2))^2 \), (c) is by \( (1 + x)^r \geq 1 + rx \) for \( x > -1 \) and \( r \in R \setminus (0,1) \), and (d) is by the initialization such that each node is i.i.d. initialized from the gaussian distribution.

Lemma 4: Suppose that \( \eta \leq \frac{1}{3\|w_s\|^2} \). By following the conditions as Lemma 3, we have that
\[ \|w^{(1)}_{\#K,t}\| \lesssim \frac{\|w^{(1)}_{\#K,0}\|}{\|w^{(1)}_{\#K,t}\|} \frac{1}{\psi^t}, \] where \( \psi := (1 - \theta - \vartheta - \theta\vartheta)(1 + \eta\|w_s\|^2) \).

Proof For brevity, let us suppress the subscript \#K for the moment. By the approximated dynamics (10), we have that
\[ \frac{\|w^{(k)}_{t+1}\|}{\|w^{(k)}_{t+1}\|} \geq (1 - \theta)(1 + \eta(3\|w_s\|^2 - \|w^{(k)}_{t}\|^2)) \frac{\|w^{(k)}_{t}\|}{\|w^{(k)}_{t}\|} \]
\[ \geq (1 - \theta - \vartheta - \theta\vartheta)(1 + 2\eta\|w_s\|^2 - \eta^2(3\|w_s\|^2 - \|w^{(k)}_{t}\|^2))(\|w_s\|^2 - \|w^{(k)}_{t}\|^2) \]
\[ \geq \frac{\|w^{(k)}_{t}\|}{\|w^{(k)}_{t}\|}, \] (39)
where the second inequality we use \( \frac{1}{1+b} \geq 1 + a - b - ab \) for \( b \geq -1 \) and the last inequality is because \( (1 - \theta - \vartheta - \theta\vartheta)(1 + 2\eta\|w_s\|^2 - \eta^2(3\|w_s\|^2 - \|w^{(k)}_{t}\|^2))(\|w_s\|^2 - \|w^{(k)}_{t}\|^2) \geq (1 - \theta - \vartheta - \theta\vartheta)(1 + \eta\|w_s\|^2) = \psi, \) as \( \|w^{(k)}_{\#K,t}\| \leq \|w^{(k)}_{\#K,t}\|^2 \leq \|w^{(k)}_{\#K,t}\|^2 < \|w_s\|^2 \) and that \( \eta \leq \frac{1}{3\|w_s\|^2} \).

Consequently, \[ \frac{\|w^{(k)}_{t+1}\|}{\|w^{(k)}_{t+1}\|} \gtrsim \psi^t \frac{\|w^{(k)}_{0}\|}{\|w^{(k)}_{0}\|}. \] Namely,
\[ \|w^{(k)}_{\#K,t}\| \lesssim \frac{\|w^{(k)}_{\#K,t}\|}{\|w^{(k)}_{\#K,0}\|} \frac{1}{\psi^t}. \] (40)
Moreover, by the condition that $|w_{1,t}^{(1)}| \gtrsim |w_{K,t}^{(k)}|$, we have that

\[
\| w_{#K,t}^{(k)} \|_{\psi_t} \lesssim \frac{|w_{#K,t}^{(k)}| |w_{#K,0}^{(k)}|}{|w_{#K,0}^{(k)}|} \frac{1}{\psi_t} \lesssim \frac{|w_{#1,t}^{(1)}| |w_{#K,0}^{(k)}|}{|w_{#K,0}^{(k)}|} \frac{1}{\psi_t}.
\]  

(41)