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Abstract

Systems with substantial spin fluctuations, can internally dress the polarization function by ladder diagram of Stoner (spin-flip) excitations. This process can drastically modify the electromagnetic response. As a case study we provide detailed analysis of the corrections to the non-local optical conductivity of both doped and undoped graphene. While the resummation of ladder diagram of Stoner excitations does not affect the TE mode in doped graphene, it allows for a new undamped TM mode in undoped graphene. This is the sole effect of corrections arising from ladder diagrams and is dominated by Stoner excitations along the ladder rung which goes away by turning off the source of spin-flip interactions.
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1. Introduction

Spin fluctuations are considered to be important players in strongly correlated systems and their associated magnetic properties [1]. These sort of fluctuations are among the possible scenarios for the explanation of Cooper pairing in strongly correlated systems, including the recent Iron based superconductors [2]. Placing a material with strong spin fluctuations such as a spin ice in proximity to a metallic layer has been proposed as a mechanism to customize the electron-electron interaction [3]. In itinerant...
systems all one needs is a strong enough source of spin fluctuations. This source is nothing but the short range interaction called the Hubbard $U$ which prohibits simultaneous presence of two electrons at the same orbital by billing a high enough cost for double occupancy as $Un_{i\uparrow}n_{i\downarrow}$. Here $i$ refers to an atomic orbital localized in a given site $i$ and $n = c^\dagger c$ is the fermionic occupation number. To see why the short range part of Coulomb interaction can so efficiently generate spin flip, simply rewrite $Uc^\dagger_1c^\dagger_2c_3c_4$ where 1 ... 4 are appropriate momentum indices as $-Uc^\dagger_1c^\dagger_2c_4c_3$. The later form can be interpreted as attraction in the spin-flip or Stoner channel. This is how short-ranged Coulomb interactions can lead to spin-flip processes and cause spin-flip particle-hole (PH) fluctuations.

How do the spin fluctuations of materials manifest in the propagation of electromagnetic (EM) modes? Put it differently, is there a optical or EM way of directly probing the spin-fluctuations? The EM response of any system is determined by a fermion bubble to which two external photon propagators are attached (Fig. 1a). The bubble itself can be internally dressed via the so called ladder diagrams (Fig. 1b). The popular approximation known as random phase approximation amounts to ignoring all the ladder diagrams. This is equivalent to keeping only the first (empty bubble) diagram in Fig. 1b. However, if the materials properties are such that the Hubbard $U$ is strong enough to generate strong spin-fluctuations of the type described above, it is important to encode them into appropriate ladder diagram resummation. This is well-known in the context of high temperature superconductors [4]. Once a PH pair is created by a light beam, the Hubbard $U$ takes care of the spin flips across the rung of the ladder. Before the PH pairs recombine to emit back a the photon, a resonance enhancement of spin-flip processes known as Stoner enhancement can give rise to a singularity in the response to the EM radiation. This effect as we will show in great detail in present work, drastically modifies the propagation of EM radiation in systems that host strong spin fluctuations. When a Hubbard vertex is inserted on the way of a PH pair running across the rungs of a ladder, irrespective of whether the spin is flipped or not, it generates a fluctuation of the very same electric charge, and hence is expected to quite directly affect the dielectric properties. The essential difference between the spin-flip and non-spin-flip ladder diagrams will be the sign $\pm U$ of the basic interaction.
Figure 1: (a) General polarization function that determines coupling of any system with external photons. (b) Ladder diagrams corresponding to Stoner (spin-flip) excitations across the rung. Note that for particle-hole bubbles, particle and hole run in opposite directions along the rung. Keeping only the first term in the right hand side corresponds to the commonly used random-phase approximation.

vertex.

Is there a simple platform that allows for interesting EM properties, and at the same time hosts strong enough fluctuations of spins? One of the exciting materials of the past decade has been the two-dimensional graphene which has attracted great deal of attention during recent years. This mono layer material consists of carbon atoms which are arranged in honeycomb lattice and the energy spectrum of this material consists of two Dirac cones in the Brillouin zone where conduction and valence bands linearly touch each other \([5,6,7]\). Intrinsic graphene is characterized by zero carrier concentration, i.e., Fermi surface at zero temperature shrinks to zero (corresponding to \(\mu = 0\)). In this case single particle spectrum is characterized with Fermi velocity which is \(1/300\) of the velocity of light in the vacuum \([8]\). In extrinsic graphene, the outstanding role of many body interactions is to renormalize the Fermi velocity of graphene \([9,10,11]\) which is strongly dependent on carrier concentration. For typical values of carrier concentrations \(n \approx 10^{12} \text{cm}^{-2}\), the Fermi velocity is same as intrinsic case \([8,12,13]\). In the ultralow doping regime, down to three orders of magnitude less then the above typical values, a logarithmic dependence of Fermi velocity on the carrier concentration can be detected \([12]\) which signifies the importance of many-body interactions.

First of all, among many unconventional properties of graphene, its EM response is also different from a normal 2D electron gas \([14,15,16,17,18,19,20,21,22]\) at least in two respects: (i) Unlike normal 2D electron gas which only admits transverse magnetic (TM) mode, the chiral electron gas in graphene allows for the propagation of transverse electric (TE) mode in the terahertz (THz) range \([23,24,25,26]\) which is not possible in non-chiral 2D electron gas. (ii) The regularized electromagnetic response
of graphene is basically characterized by dimensionless energy variable \( \bar{\hbar}\omega/\epsilon_F \) and dimensionless momentum variable \( q/k_F \), as the only time and length scales of a Dirac theory at non-zero density are set by the Fermi energy \( \epsilon_F \) and Fermi wave vector \( k_F \). This means that the smallness of wave-vectors is naturally measured with respect to the \( k_F \). In ultra-low doped graphene \( k_F \) is small and, hence, the ratio \( q/k_F \), for typical THz electromagnetic waves, can be large. Thus, one needs to take into account the dispersion, i.e. the wave-vector dependence, and resulting anisotropy, of the conductivity tensor, \( \sigma(q, \omega) \). Therefore a simple gate voltage provides a handle to explore the non-local (i.e. \( q \neq 0 \)) aspects of the EM response in this system [16, 17, 23].

Secondly, a recent \textit{ab-initio} estimates of the short range interactions in graphene suggests remarkably large value of \( U \sim 10 \) eV [27]. This is expected to generate a substantial amount of spin fluctuations. With such a large Hubbard \( U \) the spin fluctuations become so large that it has been proposed that the ground state of Hubbard model on the honeycomb lattice becomes a spin liquid [28]. The role of spin-flip fluctuations in graphene has been extensively studied by one of us in the past, and the general picture is that the the cone-like nature of single-particle excitations gives rise to a window below the particle-hole continuum which is void of free particle-hole excitations. This window provides a chance to develop a coherent pole in the ladder summations which can be interpreted as a bound state of particle-hole excitations in the spin-flip channel. This may happen in both undoped [29, 30, 31, 32, 33] and doped graphene [34]. In this work we would like to study the effect of such ladder diagrams in the electromagnetic response of graphene, and in particular to focus on the special role played by the spin-flip channel of particle-hole fluctuations.

For momentum dependent interactions in a limited range of parameters the dressing of fermion polarization bubble with non-spin-flip ladder diagrams has been considered by others [35]. It turns out that the ladder corrections (in the non-spin-flip channel) give rise to a new damped TM mode. In this work we would like to study a much more manifest form of this effect which unlike the previous study [23] rests on: (i) short range interactions and (ii) the spin-flip channel. It turns out that with short range interactions, the dominant effect is due to spin-flip processes, and the non-spin-flip ladder corrections will become irrelevant. Note that the short range (i.e. momentum indepen-
dence) of interaction brings in a great technical simplification: The ladder diagrams can be easily summed into a simple RPA-looking expressions that are actually ladder diagrams. Otherwise the resummation of ladder diagrams for momentum-dependent vertices is rather involved, and can only be performed under sever approximations.

Let us advertise the main result of incorporation of ladder diagrams into the polarization bubble in graphene: The first and straightforward message will be that the Hubbard interaction being longitudinal (density-density) interaction does not give any corrections to the TE mode. This becomes transparent when we represent the conductivity tensor in terms of its longitudinal and transverse components. Therefore the spin fluctuations do not affect the TE mode \[23\] of doped graphene. For the TM mode, we find that although in doped graphene, the spin-flip or Stoner particle-hole excitations do not find a chance to develop a coherent pole at small momenta \[34\], these fluctuations are still able to modify the TM mode by taking advantage of the effective minus sign generated in re-arranging the interaction into spin-flip form. The general effect of this minus sign is to reduce the energy of the TM mode at any given wave vector \(q\). The result of such a reduction in the energy of the TM mode becomes spectacular in the undoped graphene: For a chiral electron gas if we ignore the corrections due to ladder diagrams of Fig. \[1\] the Maxwell equations give no undamped solutions for the TM mode as the mode energy strongly overlaps with the continuum of free particle-hole excitations, meaning that the longitudinal density oscillations of the TM mode decay and emit free particle-hole pairs. However, dressing the empty bubble by ladder of Stoner processes drastically changes this picture, and brings the energy of the TM mode below the particle-hole continuum. Therefore the resulting TM mode will be protected from Landau damping. In this way the Stoner particle-hole fluctuations serve as a unique mechanism to generate a branch of TM mode in undoped graphene which would have been impossible if the electrons had no spin to flip. This spectacular effect can be considered as optical probe of the spin fluctuations.

This paper is organized as follows. In Sec. II we start with the graphene band structure, and formulate the current-current response in its tensor form and represent it in terms of two independent components, namely longitudinal and transverse ones. In section III starting from Maxwell’s equations we derive the dispersion equations
for TE and TM modes from which it will be manifest that the TE mode does not receive corrections from ladder resummation, while the TM mode can be modified by resummation of Stoner ladder diagrams arising from short range Hubbard interactions. Building on equations of section III, in section IV we first revisit the problem of TE and TM modes in non-interacting graphene. In section V we turn on the Hubbard interaction and use the ladder diagram resummation to correct the equation of TM mode. We end in section VI with a summary and discussion.

2. Current-current correlation tensor for noninteracting 2D Dirac model

Linear dispersion of non interacting graphene (near Dirac points $K$ or $K'$) is described by the following Hamiltonian in the creation and annihilation operator representation,

$$\hat{H}_0(k) = \hbar v_F \sum_s \hat{\psi}^\dagger_{s,k}(\sigma.k)\hat{\psi}_{s,k}.$$  

Here $\hat{\psi}^\dagger_{s,k} = (\hat{a}^\dagger_{s,k} \hat{b}^\dagger_{s,k})$ is the spinor consisting of creation operator for an electron at momentum $k$ and spin $s$ in either of the sublattices A or B, $\sigma = (\sigma_x, \sigma_y)$ denotes Pauli matrices in the space of two sublattices, $k = (k_x, k_y), k = \sqrt{k_x^2 + k_y^2}$ and Fermi velocity $v_F \simeq \frac{c}{300}$ with $c$ being the speed of light [6]. At ultralow doping the velocity can be enhanced by interaction effects [12]. Since the Dirac nodes around which the linearized dispersion holds corresponds to a non-zero momentum in the Brillouin zone, by time reversal symmetry, there should be another Dirac valley at opposite momentum. Therefore the complete set of low-energy degrees of freedom consists in additional valley degeneracy. If we label the two valleys with $\tau = \pm 1$ the dispersion around the two valleys will be given by the $2 \times 2$ matrix $\sigma_x k_x + \tau \sigma_y k_y$ which give rise to identical dispersion relation. Switching between the valleys amounts to $k_y \rightarrow -k_y$ transformation. This transformation does not affect the propagation of electromagnetic modes in graphene. Therefore we consider only one valley, and as long as the propagation of electromagnetic modes in graphene is concerned, the presence of other valley can be taken into account by a multiplicative factor of 2. As far as non-interacting electrons are concerned, the similar argument applies to spin degeneracy. However when the particle-hole fluctuations are included, since particles and holes are spin-half
fermions, with respect to the spin of the particle-hole pair there are two channels for the fluctuations of particle-hole pairs, namely Stoner (spin-flip) and non-spin-flip. As argued in the introduction, the sign of interaction in these two channels are different, and therefore upon resummation of the series of ladder diagrams in both channels, the two channels split off, and the role of spin is not a factor of 2 anymore. Therefore the multiplicative factor of 2 for non-interacting electrons should be dropped when dealing with the separate contribution of the above two channels in presence of strong Hubbard $U$ term.

The eigenvalue equation for a single valley Hamiltonian is given by,

\[ \hat{H}_0(k) |k, \pm \rangle = \pm \hbar v_F k |k, \pm \rangle, \]

where,

\[ |k, \pm \rangle = \begin{pmatrix} 1 \\ \pm e^{i\phi_k} \end{pmatrix}. \]

Here positive and negative eigenvalues correspond to valence and conduction bands respectively, which touch each other in Dirac point and $\phi_k$ is the polar angle of $k$ with respect to the $k_x$ axis. In the case of doped graphene when we measure energies with respect to the Fermi level, the energy eigenvalues will be given by $E_{\pm,d}(k) = \pm \hbar v_F k - \mu$ where $\mu = \hbar v_F k_F$ is the chemical potential, the subscript $d$ stands for doping, and we have implicitly assumed electron doping (i.e., $\mu > 0$). The current operator corresponding to this Hamiltonian is,

\[ \hat{j}_q = v_F \sum_k \hat{\psi}^\dagger_{s,k,\sigma} \sigma \hat{\psi}_{s,k+q}. \]

One could augment the above relation to include the zeroth ("time") component such that $\hat{j}_q^0$ proportional to $\sigma_0$ (the unit matrix) which after dividing by the Fermi velocity gives the density operator. The electromagnetic response of the system is given by the equilibrium correlation function which in the linear response theory is expressed by the Kubo formula,

\[ \Pi^{\alpha\beta}(q, \omega) = \int \frac{dt}{2\pi} e^{i\omega t} \theta(t) \langle [\hat{j}^\alpha_q(t), \hat{j}^\beta_{-q}(0)] \rangle, \]

where $\theta(t)$ is the step function. First of all, the above current-current correlation function is a tensor quantity. Secondly this relation holds in presence of interactions as
well. Let us elaborate on how the combination of these two properties can affect the
electromagnetic response of graphene: Given a vector quantity \( \mathbf{q} \) characterized e.g., by
the polar coordinates \((q, \theta)\), the most general form of the Cartesian components of a
rank two symmetric tensor quantity is given by,

\[
T_{xx} = c + a \cos^2 \theta + b \sin^2 \theta \sim c + aq_x^2 + bq_y^2,
\]

\[
T_{yy} = c + a \sin^2 \theta + b \cos^2 \theta \sim c + aq_y^2 + bq_x^2,
\]

\[
T_{xy} = (a - b) \sin \theta \cos \theta \sim (a - b)q_xq_y,
\]

where \(a, b\) are scalar quantities with respect to the rotation of the coordinates. It turns
out that \(a\) (or \(b\)) is the longitudinal (transverse) component of the tensor. Note that on pure
mathematical grounds, in systems with broken inversion symmetry terms of the \(\lambda_{\alpha\beta\gamma}q^\gamma\)
are also possible which are related to natural optical activity and give rise to chiral
effects [36]. But in the case of graphene such terms are absent. Propagation of TE and
TM modes are given by two different functions as in Eq. (22) and (23). Ignoring the
tensor character by setting \(q = 0\) amounts to assuming an isotropic form for the
tensor (i.e. assuming it is proportional to unit matrix). This in turn will erroneously
give the same functional form in the dispersion relation of both electromagnetic modes.
Therefore it is necessary to consider the \(q\) dependence of the conductivity tensor. Once
this is done, we obtain Eq. (22) and Eq. (23) which are valid for both interacting and
non-interacting current-current response tensors. In terms of the above representation
of the conductivity tensor the interactions will provide corrections to the longitudinal
\((a)\) coefficient, leaving the transverse channel \((b)\) intact. Only interactions of the form
in the Thirring model are able to provide interaction corrections in both channels.

Let us now write down the current response and see if it is of the above general form
or not. We start by calculation of the tensor components for the two-current correlation
function [16, 17] which is defined by the following Lehman representation,

\[
\Pi^{ij}(\mathbf{q}, \omega) = g \lim_{\eta \to 0} \sum_{k,\lambda,\lambda'} \frac{n_{k,\lambda} - n_{k+q,\lambda'}}{\hbar \omega + E_{k,\lambda} - E_{k+q,\lambda'} + i\eta} \times \langle k, \lambda | \sigma^i | k+q, \lambda' \rangle \langle k+q, \lambda' | \sigma^j | k, \lambda \rangle.
\]

Here, \(g = \frac{g_s g_v \hbar^2}{\lambda}\) which \(g_s\) and \(g_v\) respectively introduce spin and valley degeneracy
each being equal to 2 in the case of Dirac fermions in graphene and \( \eta \) is an infinitesimal and positive quantity and \( i, j \) can take on \( x, y \) directions and \( A \) is the area of the sample. Fermi distribution function is labeled by \( n_{k,\lambda} \) which is a step function at zero temperature, \( E_{k,\lambda} \) is the linear dispersion of graphene, \( i \) and \( j \) are the component of current operator which are given in terms of Pauli matrices. A derivation of current response function for doped graphene including mass gap has been done by Scholz et al. \cite{17}. We provide our own derivation with emphasize on tensor character.

As a result of expanding overlap of Pauli matrices between eigenvectors, current response function reduces to:

\[
\Pi^{ij}(q, \omega) = g \lim_{\eta \to 0} \sum_{k,\lambda,\lambda'} \frac{n_{k,\lambda} - n_{k+q,\lambda'}}{\hbar \omega + E_{k,\lambda} - E_{k+q,\lambda'} + i\eta} f^{ij}_{\lambda,\lambda'}(k, q). \quad (6)
\]

In this equation, the form factor \( f^{ij}_{\lambda,\lambda'}(k, q) \) will be different depending on which elements of current operator is being considered. If current operator components are same (diagonal), the corresponding form factor has the form \( f^{ii}_{\lambda,\lambda'} = [1 \pm \lambda \lambda' \cos (\phi_k + \phi_{k+q})] / 2 \) with + (−) for \( i = x \) (\( y \)) component of current. For off-diagonal cases we have \( f^{xy}_{\lambda,\lambda'} = f^{yx}_{\lambda,\lambda'} = [\lambda \lambda' \sin (\phi_k + \phi_{k+q})] / 2 \). Here \( \phi_k \) and \( \phi_{k+q} \) represent the polar angles of the wave vectors \( k \) and \( k + q \) with respect to the \( x \) axis, respectively. The direction of \( q \) with respect to \( x \) axis is determined by \( \theta \). The required \( \cos \) and \( \sin \) functions are given by,

\[
\cos(\phi_k + \phi_{k+q}) = \frac{k \cos(2\phi_k + \theta) + q \cos(\phi_k + \theta)}{|k + q|}, \quad (7)
\]

\[
\sin(\phi_k + \phi_{k+q}) = \frac{k \sin(2\phi_k + \theta) + q \sin(\phi_k + \theta)}{|k + q|}. \quad (8)
\]

These representation of form factor helps us to express all the components of the conductivity tensor in terms of a single function \( \Pi^{xx}(q, \theta, \omega) \). Before doing any of the integrations in Eq. (6) it can be cast into the following matrix form (see appendix A),

\[
\Pi(q, \theta, \omega) = \frac{1}{2} \begin{pmatrix}
\pi_0 + \pi_3 & \pi_2 \\
\pi_2 & \pi_0 - \pi_3
\end{pmatrix}, \quad (9)
\]
Figure 2: (Color online) Real part $\Delta \Pi_{xx}(q, \omega)$ in different regions. Note that we use $t = (Q + \Omega)/2$ and $u = (Q - \Omega)/2$ with dimensionless variables $Q = q/k_F$ and $\Omega = \hbar\omega/\epsilon_F$ where $k_F$ and $\epsilon_F$ are Fermi wave vector and Fermi energy respectively. The functions $F_1^{\pm\omega}$ and $F_2^{\pm\omega}$ are given in the appendix A.

This representation explains that in order to find out the current response tensor it is sufficient to derive general form of first diagonal element of current tensor i.e., $\Pi_{xx}(q, \omega)$, as we will do it in the following.

The convenient way to do calculation is to subtract current response of undoped graphene defined as $\Pi_{xx}^u(q, \omega)$, from the current response of doped graphene, $\Pi_{xx}^d(q, \omega)$ (the subscripts $u, d$ stand for undoped and doped, respectively). We shall then add it back at the end of calculation.

$$\Pi_{xx}^d(q, \omega) = \Delta \Pi_{xx}(q, \omega) + \Pi_{xx}^u(q, \omega)$$  \hspace{1cm} (13)

$$\Delta \Pi_{xx}(q, \omega) = \Pi_{xx}^d(q, \omega) - \Pi_{xx}^u(q, \omega)$$

$$= \frac{g_s g_v v_F^2}{4\pi^2 \hbar} \int_0^{k_F} k dk d\phi \times [P(k, q, \omega) + P(k, q, -\omega)].$$  \hspace{1cm} (14)

The current response function for the non-interacting undoped graphene can be repre-
Figure 3: (Color online) Imaginary part $\Delta \Pi^{xx}(q, \omega)$ in different regions. Note that we use $t = (Q + \Omega)/2$ and $u = (Q - \Omega)/2$ with dimensionless variables $Q = q/k_F$ and $\Omega = \hbar \omega/\epsilon_F$ where $k_F$ and $\epsilon_F$ are Fermi wave vector and Fermi energy respectively. The functions $G_{1}^{\pm \omega}$ and $G_{2}^{\pm \omega}$ are given in the appendix A.

Presented in terms of two functions $F_0$ and $G_0$ as follows,

$$F_0 \equiv \text{Re} \left[ \Pi_{0,0}^{xx}(q, \omega) \right] = -\frac{g_s g_v}{4 \pi \hbar^2} c_{max} + \frac{g_s g_v}{16 \hbar} C_2 \Theta \left( (v_F q)^2 - \omega^2 \right), \quad (15)$$

$$G_0 \equiv \text{Im} \left[ \Pi_{0,0}^{xx}(q, \omega) \right] = -\frac{g_s g_v}{16 \hbar} C_2 \Theta \left( \omega^2 - (v_F q)^2 \right), \quad (16)$$

where $C_2$ is a function of $(q, \omega)$ defined in the appendix A Eq. (A.15) and subscript zero stands for non-interacting graphene. Here, cutoff energy of Dirac fermions ($\epsilon_{max}$) appears by integrating the imaginary part ($G_0$) within a Kramers-Kröning relation. When the cut off tends to infinity, this terms leaves an infinity in the response which can be remedied by normal ordering of the operators employed in calculations of correlators in field theories. A more physical argument to abandon the cutoff dependent term is as follows: In order to have gauge invariant response function and due to the diamagnetic sum rule, cutoff term should be ignored because a real physical system can not respond to the longitudinal vector potential in static limit i.e., static longitudinal current response (LCR) function independent of magnitude of $q$ should be zero. In the same way, in the limit of $q \rightarrow 0$ transverse current response (TCR) function equals to longitudinal ones and it should be zero in static limit [16, 37, 38, 39].

The function $\Delta \Pi^{xx}(q, \omega)$ that adds the effect of doping consists in two complex
terms: $P(k, q, \pm \omega)$ (see Eq. 14). The complete expression and more details of its calculation is given in appendices A and B. We provide the compact form of real (imaginary) part of $\Delta \Pi^{xx}$ in terms of $F_{1}^{\pm \omega}(x)$ or $F_{2}^{\pm \omega}(x)$ ($G_{1}^{\pm \omega}(x)$ or $G_{2}^{\pm \omega}(x)$ ) where $\pm \omega$ refer to the first/second term of Eq. (14), respectively. The regions in the $(q, \omega)$ plane where each function determines the response is shown in Fig. 2 and Fig. 3 where the dimensionless frequency $\Omega = \hbar \omega / \varepsilon_F$ and wave vector $Q = q/k_F$ are naturally used ($\varepsilon_F$ and $k_F$ are Fermi energy and Fermi wave vector respectively). At the end we need to add the result of undoped response function to obtain the final expression for real and imaginary part of current response function.

Let us emphasize that starting from Eq. (6) and assuming that the polar angle of $q$ with respect to the $x$ axis is $\theta$, the angular dependence of the current response tensor can be separated as,

$$\Pi(q, \omega) = B(q, \omega) \mathbb{1} + A(q, \omega) \begin{pmatrix} \cos 2\theta & \sin 2\theta \\ \sin 2\theta & -\cos 2\theta \end{pmatrix}$$

(17)

which is the decomposition of a rank 2 Cartesian tensor in terms of its spherical components with angular independent complex coefficient $A(q, \omega)$ and $B(q, \omega)$.

3. electromagnetic response

Among the interesting features of 2D Dirac materials, their response to electromagnetic fields from the point of view of spin fluctuations deserves investigation. In normal 2D electron gas only a TM mode can propagate [40, 41], while in the Dirac systems already without a ladder resummation correction, the possibility of having a negative imaginary part for the dynamical conductivity provides a new chance for the propagation of TE mode [23]. In this section we would like to explicitly demonstrate the role of non-zero wave vector $q$ in the propagation of electromagnetic modes in graphene. In the absence of a vector $q$, i.e., when $q = 0$, the off-diagonal components of the conductivity tensor vanish and the diagonal components are equal and therefore the only remaining component of the reducible rank two conductivity tensor in Eq. (17) is its scalar part given by $B(q = 0, \omega) = -i\omega \sigma(\omega)$ where the scalar $\sigma(\omega)$ is the optical...
conductivity of graphene. Therefore the \( q = 0 \) limit misses the entire tensor structure of the conductivity by reducing it to scalar part.

Starting from Maxwell’s equations, the dispersion relation for the electromagnetic modes in a two dimensional medium for transverse electric and magnetic modes is given by following expressions (for details see Appendix C),

\[
1 - \frac{2\pi i\omega}{c^2\sqrt{q^2 - \omega^2/c^2}} \Gamma(q, \omega) = 0, \quad \text{(TE)} \tag{18}
\]

\[
1 + \frac{2\pi i\sqrt{q^2 - \omega^2/c^2}}{\omega} \Gamma'(q, \omega) = 0, \quad \text{(TM)} \tag{19}
\]

where the functions \( \Gamma \) and \( \Gamma' \) are given by,

\[
\Gamma(q, \omega) = \sigma^{yy}(q, \omega) \cos^2 \theta + \sigma^{xx}(q, \omega) \sin^2 \theta - \sigma^{xy}(q, \omega) \sin 2\theta, \tag{20}
\]

\[
\Gamma'(q, \omega) = \frac{\sigma^{xx}(q, \omega)\sigma^{yy}(q, \omega) - \sigma^{xy}(q, \omega)\sigma^{yx}(q, \omega)}{\Gamma(q, \omega)}, \tag{21}
\]

which reflects how all the components of the two-current correlation tensor determine the propagation of electromagnetic modes in two-dimensional graphene. In the special case of \( q = 0 \), both \( \Gamma(q = 0, \omega) \) and \( \Gamma'(q = 0, \omega) \) reduce to the scalar conductivity \( \sigma(\omega) \) and hence the above dispersion relations for TE and TM modes reduce to those originally used in graphene by Mikhailov and Ziegler [23].

Above relations show angular dependence of \( \Gamma \) and \( \Gamma' \). Let use eliminate conductivity in favor of two-current correlation \( \Pi \) by inserting \(-i\omega\sigma^{\alpha\beta}(q, \omega) = e^2\Pi^{\alpha\beta}(q, \omega)\) and using the general representation of the conductivity tensor in Eq. (17) to further simplify the dispersion relations of TE and TM modes. This gives a very simple and appealing result:

\[
1 - \frac{2\pi e^2}{c^2\sqrt{q^2 - \omega^2/c^2}} \Pi^{xx}(q\hat{y}, \omega) = 0, \quad \text{(TE)} \tag{22}
\]

\[
1 + \frac{2\pi e^2\sqrt{q^2 - \omega^2/c^2}}{\omega^2} \Pi^{xx}(q\hat{x}, \omega) = 0, \quad \text{(TM)} \tag{23}
\]

The above simplified version emphasizes that we only need one component \( \Pi^{xx} \) of the current-current correlation tensor to determine the propagation of EM modes in
graphene. The interpretation of the above equations is that TE and TM modes are governed by transverse and longitudinal parts of the two-current response tensor, respectively. Furthermore in the limit of \( q = 0 \) given that \( \Pi^{xx}(\omega) = \Pi^{yy}(\omega) = -i\omega\sigma(\omega)/e^2 \), our equations reduce to those used by Mikhailov and Ziegler [23].

In general an electromagnetic radiation with energies on the scale of eV corresponds to wavelengths which are typically \( 10^3 \) times larger than atomic distances. In the reciprocal space this would imply that the wave vector of such EM modes are a tiny fraction \( 10^{-3} \) of the Brillouin zone. Therefore in terms of the absolute magnitude of the wave vectors of the EM modes it may appear safe to approximate \( \Gamma(q,\omega) \) and \( \Gamma'(q,\omega) \) with their \( q \approx 0 \) values which then gives a dispersion relation for the TE and TM modes in terms of the uniform optical conductivity \( \sigma(\omega) \) [23]. However the form of Dirac equation means that various correlation are only functions of dimensionless \( Q = q/k_F \) and \( \Omega = \hbar\omega/\varepsilon_F \). Therefore as far as the response of 2D Dirac system is concerned, whether we can set \( q \approx 0 \) or not, depends on the relative magnitude of \( q \) and \( k_F \) and not the absolute magnitude of \( q \) which is very small in Brillouin zone scales any way. In the light of recent developments of ultralow doping of graphene, very small values of \( k_F \) are attainable [12], which then provides access to finite \( q \) electromagnetic response of graphene. Therefore it is timely to explore aspects of the \( q \) (or more precisely \( Q \)) dependence of the EM response of graphene.

In the ultralow doping regime, not only the \( q \)-dependence of the EM response is important, but also the many-body interactions become increasingly more important. As a result of stronger many-body interactions in this regime, among other things the many-body effects enhance the Fermi velocity \( v_F \) of the charge carriers in graphene [12]. In the following sections we will investigate the propagation of TE and TM modes both with and without ladder diagrams due to Hubbard interaction. This will be done for both doped and undoped graphene.

4. Propagation of electromagnetic modes in graphene without ladder corrections

In order to study the propagation of TE mode, first of all we need transverse current response function. However, current response is complex function. Therefore when the
imaginary part of it is zero, propagation of TE mode based on Eq. (22) will be governed by real part of the transverse current response. On the contrary when imaginary part is nonzero, the mode will be damped due to dissipation of energy to particle-hole pairs. In this section we will consider graphene without ladder diagram and will focus on the propagation of EM modes in the absence of Stoner excitations. The role of ladder diagrams will be considered in the next section.

4.1. TE mode

According to equation (22), the TE mode could propagate when the real part of $\Pi^{xx}(q\hat{y},\omega)$ is a negative quantity. In the case of undoped graphene as can be seen from Eq. (15), the current response is determined by $F_0$ which turns out to be a positive quantity. Therefore the TE mode does not exist in undoped graphene. Therefore let us focus on doped graphene.

In the case of doped graphene the doping is characterized with $k_F$ corresponding to which an energy scale $\varepsilon_F = \hbar v_F k_F$ exists. Since the response can be organized
Figure 5: (Color online) Dispersion of TE mode in doped graphene. The white (red) region corresponds to negative (positive) values of $\text{Re } \Pi_{0,\sigma}^{2\alpha}(q\hat{y}, \omega)$. The dashed green rectangular region is a subset of the triangular region in Fig. 4 and therefore enclose regions where the imaginary part of this function is zero. The solid blue (red) line corresponds to dispersion of TE mode with $v_F/c = 1/300(1/100)$. Horizontal and vertical axis are defined as $Q = q/k_F$ and $\Omega = \hbar \omega/\epsilon_F$, respectively.

in terms of dimensionless wave vector $Q = q/k_F$ and energy $\Omega = \hbar \omega/\epsilon_F$, we can construct a universal diagram for the propagation of TE mode in doped graphene. In Fig. 4 the white (red) region indicates where $\Pi_{0,\sigma}^{2\alpha}(q\hat{y}, \omega)$ is negative (positive). So any possible solution should occur in the white region. In order to avoid damping one must also search in a region where the imaginary part of $\Pi_{0,\sigma}^{2\alpha}(q\hat{y}, \omega)$ is zero. Regions where the imaginary part is zero are confined to dashed triangles in this figure. Therefore the undamped TE mode in doped graphene can only exist in the white region inside the left dotted triangle which shares its side with $\Omega$ axis. Indeed at $Q = 0$ the possible range of energies corresponding to $1.667 < \Omega < 2$ which has been found in Ref. [23] is clearly seen in this figure. This figure further shows that the region of $(Q, \Omega)$ space where a possible TE mode can propagate extends up to near $Q \approx 0.5$ and at the same time shrinks by increasing $Q$. Therefore the TE mode found by Mikhailov [23] ceases to exist when the doping is so low that the $k_F$ becomes close to $\approx 2$ times the wave-vector of EM radiation.

So far we have not really solved Eq. (22) and have discussed on general grounds the
Figure 6: (Color online) Dispersion of TM mode in doped graphene before dressing the polarization function with ladder diagrams. The red (white) area corresponds to the negative (positive) $\text{Re} \Pi_{0,q}^{xx}(q\hat{x}, \omega)$. Vertical and horizontal axis are $q/k_F$ and $\hbar\omega/\epsilon_F$, respectively. The area enclosed by dashed green line correspond to the region where $\text{Im} \Pi_{0,q}^{xx}(q\hat{x}, \omega)$ is zero. The blue (red) line is the dispersion of TM mode with $v_F/c = 1/300 (1/100)$. Outside the green triangular region, TM mode will be damped by the non zero $\text{Im} \Pi_{0,q}^{xx}(q\hat{x}, \omega)$. This damped behavior is represented by broadening which arises from the imaginary part of $Q$. Note that for visibility purpose we have magnified the broadening by a factor of 10.

circumstances under which a possible solution to this equation may exist. To solve the equation and obtain the dispersion relation, one needs the numerical value of the $v_F/c$. The blue (red) solid dispersion relation in Fig. 5 denote the TE mode for two different values of the parameter $v_F/c = 1/300 (1/100)$. The solution to Eq. (22) in the white region inside the left triangle exists only up to a certain value of $Q_{\text{max}}$, the value of which is controlled by the numerical value of the parameter $v_F/c$. For example when $v_F/c = 1/300$, we find $Q_{\text{max}} \approx 0.0066$ while if $v_F/c = 1/100$ (due to enhancement of the Fermi velocity in ultralow doped graphene) we have $Q_{\text{max}} \approx 0.02$. Beyond this points there are no real ($Q, \Omega$) solutions to the TE mode in graphene.

4.2. TM mode

The propagation of TM mode is governed by Eq. (23) which includes the longitudinal current correlation $\Pi^{xx}(q\hat{x}, \omega)$. The solutions to TM mode dispersion can exist only when real part of this quantity is positive. In the case of undoped graphene again
we need Eq. (15) from which the longitudinal (i.e., $\theta = 0$) part of the response turns out to be negative and hence forbids the propagation of TM mode in undoped graphene.

In Fig. 6 we have plotted the sign structure of the $\Pi_{0,0}^{xx}(q\hat{x}, \omega)$. For the positive (negative) real part where the TM mode can (can not) have a solution we have used the white (red) color. Again the region where the imaginary part of this function is zero is enclosed by dashed green line. Therefore the intersection of white region and dashed triangle is a region where undamped TM mode can exist, while the white region outside the dashed green triangle is the region where the TM mode is damped by dissipating energy to particle-hole pairs. In the optical limits i.e., $q = 0$ this white window is $\omega \lesssim 1.667$ and by increasing momentum $q$ it will be slightly more restricted as in Fig. 6. The blue and red solid lines are the solutions of Eq. (23) for representative value of $v_F/c = 1/300$ and $v_F/c = 1/100$. The group velocity of TM mode is larger when $v_F/c$ is larger at very small momenta. When these dispersion relation cross the boundary of the dashed triangle the imaginary part of longitudinal current response will be nonzero which causes the TM mode to dissipate energy to particle-hole pairs and acquire damping. The broadening of the dispersion indicated in Fig. 6 is a measure of the imaginary part $Q''$ of the wave vector $Q$. In appendix D we show how the imaginary part $Q''$ is related to the imaginary part of $\Pi_{0,0}^{xx}$. See Eq. (D.13). Note that in this figure to clearly represent the damping we have multiplied the broadening by a factor of 10.

5. Dressing the polarization by ladder diagrams

So far we have shown that equations (22) and (23) give the dispersion of TE and TM modes in terms of transverse and longitudinal parts of the two-current tensor. In this section we would like to study which one of the above responses receives corrections from the ladder diagrams generated by the Hubbard interaction. For this purpose we start by the continuity equation which is given by,

$$\nabla \cdot \tilde{j}(r, t) = \partial_t \tilde{\rho}(r, t),$$  \hspace{1cm} (24)
and relates current and density operator. As a consequence of this, current and density correlation function \[16, 17\] are related by,

\[
\chi(q, \omega) = \frac{q}{\omega^2} \langle \hat{j}_x, \hat{\rho}_{-q} \rangle(q\hat{x}; \omega) + \frac{q^2}{\omega^2} \Pi^{x,x}(q\hat{x}; \omega).
\] (25)

In the right hand side of this equation first term turns out to be a real quantity which is proportional to cutoff parameter and will be canceled by similar cutoff term in the second term. Therefore the longitudinal current response function has a direct relation with density correlation function,

\[
\chi(q, \omega) = \frac{q^2}{\omega^2} \Pi^{x,x}(q\hat{x}; \omega).
\] (26)

Therefore, if any correction such as inclusion of ladder diagrams causes some changes in the behavior of (electric charge) density response, it will directly affect the longitudinal current response via Eq. (26). Normally used approximation which corresponds to random phase approximation is to use \(\chi = \chi_0\) which corresponds to the first term in Fig. 1b. However, as will be shown shortly, the inclusion of ladder diagrams will totally change the structure of \(\chi\), and hence will drastically affect the propagation of TM mode in graphene. This will in turn modify only the propagation of TM mode. Therefore in principle the TM mode receives corrections from the inclusion of dressing of the ladders by Stoner PH processes, while the TE mode is not affected by such diagrams as they ultimately arise from a density-density (Hubbard) interaction. Only Thirring type (current-current) interactions are able to modify the TE mode which maybe relevant for Thirring matter, but not to graphene as an example of Dirac systems on which we are focused in this paper.

Let us point out that the particle-hole pairs propagating along the rungs of ladder have two options when they enter a dashed interaction line that represents the Hubbard interaction: They can either flip their spins for which the interaction will change sign to \(-U\); or they can keep going with no spin flip \[42, 43, 44, 35\] for which the Hubbard term keeps its original sign \(+U\). If one tries to construct a (particle-number) conserving approximation in the sense of Baym and Kadanoff \[45\], both sets of diagrams are relevant and none of them can be neglected in the interest of the other. This is the essence of fluctuation-exchange approximation (FLEX) which in a sense Fierz decomposes
the (short range) Coulomb interaction into various channels such as singlet or triplet PH channels, and similar particle-particle channels. For any model Hamiltonian, the properties of the system decide fluctuations in which channel are to be enhanced or suppressed. The nature of particle-hole continuum in graphene is such that provides a unique opportunity of which the spin-flip fluctuations can take advantage and develop a coherent pole which indicates that they bind into triplet bound states of particle-hole pairs below the continuum of free particle-hole excitations \[29, 30, 31, 34\]. The very same ladder summation mechanism when accounted for in the EM response of the system, generates a singularity in the polarization function that arises from proliferation of Stoner PH excitations along the ladder rung. Therefore the major role is played by the spin-flip processes that run across the rungs of the ladder.

Putting the above words on a formal language has been already done in the literature and is known as the fluctuation exchange (FLEX) approximation which is a natural language to address the role of separate channels for fluctuations of various quantities \[4, 2\].

For short range interactions where Hubbard \(U\) is independent of momentum, the ladder series in Fig. 1b can be easily summed. This has been already done in the FLEX approximation in a more complete form that takes both spin-flip and non-spin-flip processes along the ladder rung. Since PH fluctuations in both spin-flip and non-spin-flip channel will ultimately lead to fluctuations of the electric charge, the effective interaction determining the dielectric properties will have contributions from both channels. The part of effective interaction that is attached to two bare interaction lines and defines the effective charge polarization, in the FLEX approximation is given by \[2, 42, 43, 46, 47\],

\[
\chi_{\text{FLEX}}(q, \omega) = \frac{3}{2} \left[ \frac{\chi_0(q, \omega)}{1 + U\chi_0(q, \omega)} - \chi_0(q, \omega) \right] + \frac{1}{2} \left[ \frac{\chi_0(q, \omega)}{1 - U\chi_0(q, \omega)} - \chi_0(q, \omega) \right] + \chi_0(q, \omega) 
\]  

(27)

where \(\chi_0(q, \omega)\) is density response function of non-interacting system without the spin degeneracy. Note that despite its RPA-looking form, the above formula is related to
ladder summation. It is only due to momentum independence of Hubbard $U$ interaction that the ladder summation acquires such a simple form. The first and second lines represent the contribution of spin-flip and non-spin-flip channels, respectively. Note that as expected from our simple argument in the introduction, the sign of interaction in the spin-flip channel differs from the non-spin-flip channel. As a quick check, the terms in the brackets vanish when we set $U = 0$ and one is left with empty bubble $\chi_0$ only. As we will see shortly, the sign change $U \rightarrow -U$ in the denominator of the spin-flip channel, will make the $\chi_{\text{FLEX}}^{\text{eff}}$ positive and therefore Eq. (23) can have a solution in undoped graphene.

As pointed out earlier, the longitudinal (density) interactions of the Coulomb type are not going to affect the propagation of TE mode. So we focus on the TM mode and consider the role of triplet fluctuations on propagation of the TM mode in graphene. Let us start by the undoped graphene first.

5.1. Undoped graphene

As we pointed out earlier, propagation of TM mode in undoped graphene is not possible as a result of negative current response function. When the contributions from spin-flip channel of the ladder diagrams that corresponds to the first line of Eq. (27) is taken into account, the negative sign of $\chi_0$ below the PH continuum can generate a pole in the ladder summation of spin-flip processes. This gives rise to a positive $\chi_{\text{FLEX}}^{\text{eff}}$ which in turn can give rise to propagating solutions in Eq. (23). The ladder summation with long-ranged (momentum dependent) interactions can be performed under very stringent conditions which is valid for $\omega \approx q v_F$ \[35\]. In this case, a singularity in the density response can be produced by the ladder diagrams and gives rise to a damped solution in Eq. (23). We find that this solution is $\omega \approx 1.15 q v_F$ which lies above the $\omega = q v_F$ line where the density of free PH pairs is non-zero and therefore becomes damped. Inclusion of ladder diagrams reduces the imaginary part of $\chi$ and thereby reduces the damping, but this is not sufficient. A better situation can be generated with short range interactions (which is already strong enough in graphene) that enhances spin fluctuations. This enhancement is precisely encoded in the denominator of the first line of Eq. (27) and is known as Stoner enhancement \[1\].
Figure 7: (Color line) Separate contribution of bare bubble (blue dashed line) corresponding to no ladder correction, spin-flip ladder diagrams (red solid line) and non-spin-flip ladders (green dotted dashed line). These terms when added up give the effective charge polarization in Eq. (27) for $U/t = 3.5$ and $Q = 0.5$ in undoped graphene. Note that in undoped graphene we use the following definition $Q = \hbar v_F / t$ horizontal axis is $\Omega = \hbar \omega / t$. As can be seen only the red line allows $\chi_{\text{eff}}$ to become positive and hence the TM mode equation can develop possible solutions.

To see the structure of sing, in Fig. 7 we have plotted the charge polarization arising from various terms of Eq. (27). The bare polarization (blue dashed line) corresponds to the first term in the right hand side of Eq. (16) and is given in third line of Eq. (27). The first line of this equation corresponds to the rest of diagrams in Fig. (1b) and is denoted by red solid line in Fig. 7. Finally the second line of Eq. (27) corresponds to ladder diagrams along the rung of which spins do not flip are denoted by green dashed line. This figure is produced for $U/t = 3.5$ and $Q = 0.5$ and demonstrates how the inclusion of the ladder diagrams and the spin-flip fluctuations encoded in these diagrams can make the resulting $\chi_{\text{eff}}$ positive and hence lead to a solution for the TM mode Eq. (23). This figure clearly shows that the dominant effect of ladder diagram resummation comes from spin-flip excitations and therefore the resulting divergence is the Stoner enhancement.

Now that we are convinced about the special role of Stoner enhancement in making the $\chi_{\text{eff}}$ positive, and hence providing a chance for a solution to the TM mode Eq. (23).
Figure 8: (Color line) (a) Solutions for TM modes in undoped graphene within the ladder resummation approximation for different value of repulsive Hubbard parameter $u = U/t$. Here graphene layer is surrounded by dielectric constant $\epsilon \sim 20.6$. In panel (a) the thin lines (blue dashed, green dotted dashed, pink solid) are plot of $\Pi^{xx}$ within the ladder approximation, Eq. (27) and the black (thick solid) line is plot of other side of equation obtained from re-arranging Eq. (23). Panel (b) depicts the dispersion of TM modes for indicated values of $U$ and $\epsilon$. The axes are defined by $Q = \hbar q v_F / t$ and $\Omega = \hbar \omega / t$.

Let us study the dependence of solutions to the Hubbard parameter $u = U/t$ which controls the strength of spin-fluctuations. To this end, in Eq. (23) we place the $\Pi^{xx}$ on one side and the rest in the other side of equation and in $\Pi^{xx}$ we take full account of all channels in Eq. (27).

In the left panel of Fig. 8 we have plotted the the $\Pi^{xx}$ for various values of $u = U/t$ and assumed that the surrounding medium is such that the effective dielectric constant is $\epsilon \sim 20$. In the right panel of this figure we have extracted the dispersion of TM mode for $U/t = 3.5$ and $\epsilon = 20.6$. As can be seen from panel (a) there are always two solutions, one is immediately below the PH continuum, and the other is well below the PH continuum and therefore protected from damping. Note how larger Hubbard parameter increases the separation of TM mode solution from the PH continuum and hence leads to better protection from damping. In panel (b) of this figure, for a fixed $u = U/t = 3.5$ adopted from Ref. [27] for graphene, and for surrounding medium dielectric constant of $\epsilon = 20.6$ we plot the dispersion of TM modes in black. Both TM dispersions start at a threshold wave vector. Increasing the effective dielectric constant of the surrounding medium brings this threshold wave vector to smaller values.
5.2. Extrinsic graphene

So far we have seen that the modifications of the charge polarization by spin-flip PH fluctuations can in principle give rise to a TM mode solution in undoped graphene which can never happen if no spin-flip fluctuations are taken into account. Now let us turn our attention to doped graphene. In doped graphene, the TM modes are sustained in the form of plasmon excitations of the chiral electron gas [18]. Now the question is whether the inclusion of the spin-flip ladder diagrams will affect TM mode or not? We will shortly see that the generic role of itinerant spin fluctuations in graphene is to lower the energies of TM modes.

To elucidate the peculiar role of spin fluctuations on the TM mode of doped graphene, in Fig. 9 we plot the dispersion of the TM mode in doped graphene for three different situations: bare (blue dashed line) corresponding to no ladder corrections, and full ladder approximation of Eq. (27). The black (dotted dashed) line corresponds to the effective dielectric constant $\epsilon = 1$ and the red (solid) line corresponds to $\epsilon = 5$ as indicated in the legend in both panels. The value of Hubbard $U$ in both panels is $U/t = 3.5$.

In panel (a) is for typically doped graphene with $t/\mu = 3.5$, $v_F/c = 1/300$ while the panel (b) is for ultra-low doped graphene $t/\mu = 35$, $v_F/c = 1/100$. As can be seen in all cases the role of triplet PH fluctuations encoded in the ladder summation is to lower the energy of TM mode. If graphene is surrounded with an dielectric constant 5, the dispersion of the TM mode will come closer to the $\Omega = Q$ line. The ultra-low doped graphene shows the same features but with differences which arises of smaller Fermi surface and bigger Fermi velocity. The dispersive mode inside (outside) of the area with green dashed line is undamped (damped). The common feature of all dispersions is that once the ladder resummation is included, the energy of the TM mode will be lowered.

An interesting observation in Fig. 9 is that when the Fermi velocity is parametrically larger (which can be achieved in ultra-low doping by renormalization [12]), inclusion of the spin-flip particle-hole fluctuations gives rise to a branch of TM mode which almost disperses at the Fermi velocity. The conclusion is that the total spin of the particle-hole pairs has a significant effect on the propagation of the TM mode, and the TM mode can take advantage of the minus sign in the triplet channel of Eq. (27) to
Figure 9: (Color line) Propagation of TM mode in doped graphene. We compare the bare (blue dashed), with full FLEX charge polarizations as indicated in the legend for medium dielectric constants of 1 (black, dotted dashed line) and 5 (red, solid line). Panel (a) and (b) show dispersion of TM mode in typically doped \((v_F/c = 1/300, t/\mu = 3.5)\) and ultra-low doped \((v_F/c = 1/100, t/\mu = 35)\) graphene. Here horizontal and vertical axes are \(Q = \hbar q v_F / t\) and \(\Omega = \hbar \omega / t\) respectively where \(\mu\) is Fermi energy, \(t\) hopping amplitude.

**lower its energy.** This can be interpreted as follows: An incoming photon propagator creates an electron-hole pair. This Electron-hole pair due to strong spin fluctuations which can be thought of as an effective boson that mediates spin-flip across the ladder, gives rise to a form of dressing which makes \(\chi_{\text{eff}}\) positive and hence can furnish a solution to Eq. (23). At the end of this process, the end particle-hole pairs recombine to emit a photon.

### 6. Summary and conclusion

In this work we have investigated the role of Stoner enhancement which is generated by strong enough short-range interactions – and is formalized as series of ladder diagrams as in Fig. [1] – on the propagation of electromagnetic modes. An incident light generates a PH pair. This pair is then resonantly scattered as shown in the ladder summation in Fig. [1].

We have chosen to demonstrate this effect in graphene, because: (i) Graphene has large enough Hubbard \(U \sim 10\) eV. (ii) When doped it supports an interesting TE mode. (iii) The nature of PH continuum is such that the spin-flip fluctuations can
be resummed into a coherent pole that lies outside the PH continuum. Under such a suitable circumstances, the inclusion of ladder diagrams has its most drastic effect in the spin-flip channel as in this channel the sign of $U$ is reversed: $U \rightarrow -U$. This sign reversal gives rise to a resonance in undoped graphene where it gives rise to a branch of TM mode very well separated from the PH continuum. This minus sign picked from fermionic anti-commutations on going from non-spin-flip to spin-flip channel provides a unique chance to get a solution to Eq. (23) which is otherwise (i.e. without ladder corrections) impossible. *Realization of this effect requires high dielectric surrounding medium.*

In doped graphene an intrinsic momentum scale $k_F$ and energy scale $\epsilon_F$ emerge and hence physical properties are functions of the ratio $q/k_F$ and $\hbar\omega/\epsilon_F$. Possibility of ultralow doping in graphene, provides access to finite $q$ behavior of the optical response. Inclusion of ladder corrections slightly modifies the TM modes of doped graphene by generically lowering their energies. In the ultralow doped case where the Fermi velocity is parametrically large, this effects becomes substantial. This lowering of energy of the TM mode can be traced back to the minus sign picked up in the spin-flip channel. The ladder corrections do not affect the TE modes [23] of the doped graphene.

What do the spin-flip particle-hole fluctuations do in conducting states other than graphene, e.g. in a normal metal? The essential property of graphene is reflected in the existence of a region below the continuum of PH excitations. The particle-hole continuum of normal conductors (i.e. Fermi liquids) does not allow for such windows below the continuum. Such a window below the continuum when combined with relatively large on-site Coulomb repulsion $U/t \sim 3.5$ [27] can enhance the spin fluctuations. But since the spins are not localized, spin-1 fluctuations also contribute to the charge polarization, albeit with effectively reversed sign of Hubbard $U$. In normal conductors when the triplet fluctuations want to bring down the energy of the TM mode, the mode sinks more into the continuum of free particle-holes and gets quickly damping. Moreover, in most normal conductors the screening is very effective, and conduction bands are very wide, such that the ratio of the Hubbard $U$ and hopping is not large. Therefore the chiral nature of fermions in graphene along with the triplet
fluctuations arising from Hubbard interactions join hands to give a unique chance for the propagation of TM mode in undoped graphene.

The nature of PH continuum in highly oriented pyrolytic graphite – above the energy scale of \( \sim 50 \text{ meV} \) related to inter-layer hopping between the constituting graphene layers – is quite similar to graphene \[29\]. Therefore the same effects are expected for graphite as well. Propagation of circularly polarized EM radiation with graphene/graphite may also receive corrections from spin fluctuations. This might have relevance to natural birefringence observed in a closely related material, graphite \[48, 49\].

**Appendix A. Current response function**

Electromagnetic response of graphene is characterized by the tensor form of current correlation function Eq. (6) in the terms of form factor elements. If we substitute \( \phi_k \) by \( \phi_k + \theta \) in current correlation function Eq. (6), we obtain,

\[
\cos(\phi_k + \phi_{k+q}) = \frac{k \cos 2(\phi_k + \theta) + q \cos(\phi_k + 2\theta)}{|k + q|},
\]

\[
\sin(\phi_k + \phi_{k+q}) = \frac{k \sin 2(\phi_k + \theta) + q \sin(\phi_k + 2\theta)}{|k + q|},
\]

where

\[
|k + q| = \sqrt{k^2 + q^2 + 2kq \cos \phi}.
\]

The advantage of this change of variable is that allows us to represent each element of tensor current correlation function in terms of one function, e.g., \( \Pi^{x,x}(q, \omega) \). By using properties of this transformation the new representation of tensor current correlation function in terms of \( \Pi^{x,x}(q, \omega) \) will be given by Eq. (9). In what follow, we use this representation of tensor current correlation function.

We better define the difference between the corresponding response between doped and undoped case for \( xx \) component of current response tensor as,

\[
\Delta \Pi^{x,x}(q, i\omega_n) = \Pi_d^{x,x}(q, i\omega_n) - \Pi_u^{x,x}(q, i\omega_n)
\]

\[
= \frac{g_s g_v e^2}{4\pi^2 \hbar} \int_0^{k_f} kdkd\phi
\]

\[
\times [P(k, q, i\omega_n) + P^*(k, q, i\omega_n)],
\]

where

\[
|k + q| = \sqrt{k^2 + q^2 + 2kq \cos \phi}.
\]
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where the subscripts $u, d$ stand for undoped and doped, respectively, and

\[
P(k, q, i\omega_n) = \frac{(i\omega_n + v_F k)}{(i\omega_n + v_F k)^2 - v_F^2 |k + q|^2} + \frac{v_F k \cos 2(\phi + \theta)}{(i\omega_n + v_F k)^2 - v_F^2 |k + q|^2} + \frac{v_F q \cos(\phi + 2\theta)}{(i\omega_n + v_F k)^2 - v_F^2 |k + q|^2},
\]

which has a nice quadratic expressions in the denominator. Here, $i\omega_n$ is $\omega + i\eta$ which points to the complex frequency domain with infinitesimal imaginary part $\eta$. One can easily see the terms which include $\sin 2\phi$ or $\sin \phi$ don’t have any contribution hence, in the following calculation we eliminate them in the representation of $P(k, q, i\omega_n)$ and it’s conjugate and proceed our calculation by using complex integration.

**Appendix A.1. real part**

As a result of substituting $i\omega_n$ by $\omega$, the real part of response function is defined by

\[
\Delta\Pi^{xx}(q, \omega) = \frac{g_sg_v v_F^2}{4\pi^2\hbar} \int_0^{k_F} kdkd\phi \times [P(k, q, \omega) + P(k, q, -\omega)].
\]

Here, $P(k, q, -\omega)$ is a real function. For this purpose we define $z = e^{i\phi}$ and $\Delta = (v_F^2 q^2 - \omega^2 - 2\omega v_F k)/(2v_F^2 kq)$ in order to do angular integration,

\[
\int d\phi P(k, q, \omega) = -\frac{i}{2v_F^2 kq} \int \frac{dz}{z^2 + 2\Delta z + 1} B_z(k, q, \omega)
\]

where,

\[
B_z(k, q, \omega) = (\omega + 2v_F k \sin^2 \theta)z^2 + 2v_F k \cos 2\theta z^2 + 2\theta z^2 + 1.
\]

The roots of denominator are: a second order root at $z_0 = 0$ and two first order roots at $z = -\Delta \pm \sqrt{\Delta^2 - 1}$ when $\Delta \geq 1$ and $z' = -\Delta \pm i\sqrt{1 - \Delta^2}$ when $\Delta < 1$. Among these roots, whichever placed within the unit circle contribute to the integration. We can summarize result of integration by,

\[
\int d\phi P(k, q, \omega) = \text{Res}(z_0) + \text{sgn}(\Delta)\text{Res}(z_+)|\Theta(|\Delta| - 1)
\]
with

\[ \text{Res}(z_0) = \frac{2\pi \cos 2\theta}{v_F q} \omega(\omega + 2v_F k), \]  
(A.10)

and

\[ \text{Res}(z_+) = \frac{2\pi}{\sqrt{\Delta^2 - 1}} \left[ 2(\omega + v_F k) \cos^2 \theta - \cos 2\theta (\omega + 2v_F k)((v_F q)^2 - \omega^2) \right]. \]  
(A.11)

Here, we refuse to include residue in \( z'_\pm \) in Eq. A.9 because when \( |\Delta| < 1 \) both of roots simultaneously lie in the unit circle and due to \( \text{Res}(z'_-) = -\text{Res}(z'_+) \) their contribution in Eq. A.9 will be canceled each other. Meanwhile the residue in \( z_- \) is equal to \(-\text{Res}(z_+) \). The symmetry of real response function to frequency can easily seen in Eq. A.6. Therefore it is just sufficient to proceed our calculation for positive \( \omega \) and then pick the even part of \( \omega \) dependence at the end. The final process is integration over momentum \( k \). The first part of integration \( (\text{Res}(z_0)) \) is proportional to \( \omega^2 + v_F k \omega \) from which the second term will be dropped upon \( \omega \to -\omega \) in \( P(k, q, -\omega) \). Finally the contribution of this root is \(-\frac{g_sg_v}{2\pi} \epsilon_F (\omega/\hbar v_F q)^2 \cos 2\theta \). The result of integration of \( \text{Res}(z_+) \) depends on the relation between \( \omega \) and \( v_F q \) as follows,

\[ \frac{-g_sg_v}{2\pi} \frac{\epsilon_F \omega^2}{(\hbar v_F q)^2} \cos 2\theta + \frac{g_sg_v s(\Delta)}{16\pi \hbar} \Theta(v_F q - |\omega|) \times \left[ C_1 G (x) + C_2 \sin^{-1} (x) \right]^X_0 \equiv \left[ F_1^{\pm \omega} (x) \right]^X_0 \]  
(A.12)

\[ \frac{-g_sg_v}{2\pi} \frac{\epsilon_F \omega^2}{(\hbar v_F q)^2} \cos 2\theta + \frac{g_sg_v s(\Delta)}{16\pi \hbar} \Theta(|\omega|-v_F q) \times \left[ -C_1 G (x) + C_2 \cosh (x) \right]^X_0 \equiv \left[ F_2^{\pm \omega} (x) \right]^X_0 \]  
(A.13)

where

\[ C_1 = \frac{\omega^2 \cos^2 \theta - \left( \omega^2 - (v_F q)^2 \right) \sin^2 \theta}{\sqrt{\omega^2 - (v_F q)^2}}, \]  
(A.14)

\[ C_2 = \frac{\omega^2 \cos^2 \theta + \left( \omega^2 - (v_F q)^2 \right) \sin^2 \theta}{\sqrt{\omega^2 - (v_F q)^2}}, \]  
(A.15)
\[ G(x) = \left( \frac{2x v_F k_F + \omega}{v_F q} \right) \sqrt{\left( \frac{2x v_F k_F + \omega}{v_F q} \right)^2 - 1}, \quad (A.16) \]

\[ \cosh(x) = \ln \left[ \left| \frac{2x v_F k_F + \omega}{v_F q} \right| + \sqrt{\left( \frac{2x v_F k_F + \omega}{v_F q} \right)^2 - 1} \right], \quad (A.17) \]

\[ \sin^{-1}(x) = \sin^{-1} \left( \frac{2x v_F k_F + \omega}{v_F q} \right), \quad (A.18) \]

Here \( \pm \omega \) in both functions refer to the integration over \( P(k, q, \pm \omega) \) and the function \( s(\Delta) \) is basically \( \text{sgn}(\Delta) \Theta(|\Delta|-1) \), and upper limit \( X \) are functions of \( q, \omega, k_F \).

Before finding the integration range, note that the functional form of the above expression at \( x = 0 \) is purely odd with respect to \( \omega \) and therefore drops out by adding the \( \omega \to -\omega \). We therefore need to carefully determine the upper limit \( X \) which was shown in Fig. (2).

**Appendix A.2. Imaginary part**

In Eq. (A.4) if we consider imaginary contribution of \( P^*(k, q, i\omega_n) \) and \( P(k, q, i\omega_n) \), imaginary part of \( \Delta\Pi \) will be derived. Again we focus on first term of this representation i.e., \( P(k, q, \pm \omega) \) and repeat similar calculation for other term. As a first step we profit by presence of infinitesimal imaginary part in \( \eta \) in \( \omega + i\eta \) which causes a delta function of the form

\[ \text{Im}[P(k, q, \omega)] = \frac{M(k, q, \omega)}{4(\omega + v_F k)^2}\delta(\xi), \quad (A.19) \]

where,

\[ M(k, q, \omega) = \omega^2 + 2\omega v_F k - v_F^2 q^2 - 2v_F^2 kq \cos \phi \]

\[-2(\omega + 2v_F k \sin^2 \theta + 2v_F k \cos 2\theta \cos^2 \phi) (\omega + v_F k), \quad (A.20)\]

and

\[ \xi = \frac{\omega^2 + 2\omega v_F k - v_F^2 q^2 - 2v_F^2 kq \cos \phi}{2(\omega + v_F k)}, \quad (A.21) \]
In order to do angular integration we consider $\xi$ as a function of $\phi$ and use $\delta[\xi(\phi)] = \frac{\delta(\phi - \phi_0)}{[\partial_\phi \xi(\phi)]_{\phi_0}}$ where $\cos \phi_0 = -\vartheta$ then do integration on momentum $k$:

$$\int d\phi \text{Im}[P(k, q, \omega)] = \frac{\gamma\varphi(k, q, \omega)}{v_F^2 k q \sqrt{1 - \vartheta^2}},$$  \hspace{1cm} (A.22)

with

$$\gamma\varphi(k, q, \omega) = \omega + 2v_F k \sin^2 \theta + 2v_F k \vartheta^2 \cos 2\theta - v_F q \vartheta \cos 2\theta.$$  \hspace{1cm} (A.23)

Here, the significant is limitation on the value of $\cos \vartheta$ which causes $-1 \leq \vartheta \leq 1$. Applying this constriction to integration on momentum $k$ leads to the answer zero in the area with $\omega > v_F q$. By applying the same process to second term of $\Delta \Pi$ we get,

$$\int d\phi \text{Im}[P(k, q, -\omega)] = -\frac{\gamma\varphi'(k, q, -\omega) \text{sgn}(\omega - v_F k)}{v_F^2 k q \sqrt{1 - \vartheta^2}},$$  \hspace{1cm} (A.24)

where

$$\vartheta' = \frac{v_F^2 q^2 - \omega^2 + 2\omega v_F k}{2v_F^2 k q},$$  \hspace{1cm} (A.25)

and $\gamma\varphi'$ is obtained from $\gamma\varphi$ by substituting $\vartheta'$ for $\vartheta$. Then the integration on $k$ space gives the following results:

$$\pm \frac{g_s g_\omega}{16\pi \hbar} \Theta(|\omega| - v_F q) \left[ C_1 G(x) + C_2 \sin^{-1}(x) \right] X, \hspace{1cm} (A.26)$$

$$\equiv \left[ G_1^{\pm \omega}(x) \right] X, \hspace{1cm} (A.26)$$

and

$$\pm \frac{g_s g_\omega}{16\pi \hbar} \Theta(v_F q - |\omega|) \left[ -C_1 G(x) + C_2 \cosh(x) \right] \left[ 0 \right] X,$$

$$\equiv \left[ G_2^{\pm \omega}(x) \right] \left[ 0 \right] X, \hspace{1cm} (A.27)$$

where the definition of $C_1$, $C_2$ and $G$, $\cosh$, $\sin^{-1}$ are already given in Eqsns. (A.14) to (A.18). The integration limits $X$ and $X'$ will be determine by the value of $v_F q$, $v_F k_F$ and $\omega$. Here the superscript $\pm \omega$ indicates whether the first and second term in Eq (A.4) is being dealt with.

**Appendix B. Response of quantum matter to the transverse magnetic field**

In this appendix we present details of the electromagnetic response of single layer of graphene to electromagnetic fields with emphasize on the tensor nature of the conductivity tensor. The following derivation holds for any quantum material which is
specified by a two dimensional conductivity tensor $\sigma(q, \omega)$. We assume that graphene is placed in $xy$ plane, and therefore the electric field in $z$ direction should be decaying away from the graphene plane \[40\] i.e., $E(q, \omega) = E_0 e^{(-iq \cdot r - \zeta |z| - i \omega t)}$ with $\zeta = \sqrt{q^2 - \omega^2 / c^2}$. In what follows, we proceed from Maxwell equations in Gaussian units for the rest of calculation. Let us start with,

$$\nabla (\nabla \cdot \vec{E}) - \nabla^2 E = \frac{1}{c^2} \left(4\pi i\omega \sigma(q, \omega) + \omega^2 \right) E. \quad (B.1)$$

In the case of graphene conductivity is a tensor rather than a scalar which is represented by Eq. \[B.3\]. Symmetry of Hamiltonian implies that $\sigma^{xy}(q, \omega) = \sigma^{yx}(q, \omega)$ and is defined by \[50\]

$$J(q, \omega) = \sigma(q, \omega) E, \quad (B.2)$$

with

$$\sigma(q, \omega) = \begin{pmatrix} \sigma^{xx}(q, \omega) & \sigma^{xy}(q, \omega) \\ \sigma^{yx}(q, \omega) & \sigma^{yy}(q, \omega) \end{pmatrix} \quad (B.3)$$

Let us look at the Cartesian components of Eq. \[B.1\] Along $x$ we have,

$$-q_x q_y E_y + q^2_y E_x + i q_x \frac{\partial E_z}{\partial z} - \frac{\partial^2 E_x}{\partial z^2} = \frac{1}{c^2} \left[4\pi i\omega \left(\sigma^{xx}(q, \omega) E_x + \sigma^{xy}(q, \omega) E_y\right) + \omega^2 E_x \right]. \quad (B.4)$$

Along $y$ it gives,

$$-q_x q_y E_x + q^2_x E_y + i q_y \frac{\partial E_z}{\partial z} - \frac{\partial^2 E_y}{\partial z^2} = \frac{1}{c^2} \left[4\pi i\omega \left(\sigma^{yx}(q, \omega) E_x + \sigma^{yy}(q, \omega) E_y\right) + \omega^2 E_y \right], \quad (B.5)$$

while along $z$ we have,

$$i q_x \frac{\partial E_x}{\partial z} + i q_y \frac{\partial E_y}{\partial z} + (q^2_x + q^2_y) E_z = \left(\frac{\omega^2}{c^2}\right) E_z. \quad (B.6)$$
Next using the plane wave form and the exponential decay in $z$ direction we substitute for the partial derivatives to obtain

\[-q_x q_y E_y - i q_x \zeta E_z + q_y^2 E_x - \zeta^2 E_x = \]
\[
\left( \frac{1}{c^2} \right) \left[ 4 \pi i \omega \left( \sigma^{xx}(q, \omega) E_x + \sigma^{xy}(q, \omega) E_y \right) + \omega^2 E_x \right],
\]

(B.7)

\[-q_x q_y E_x - i q_y \zeta E_z + q_x^2 E_y - \zeta^2 E_y = \]
\[
\left( \frac{1}{c^2} \right) \left[ 4 \pi i \omega \left( \sigma^{xy}(q, \omega) E_x + \sigma^{yy}(q, \omega) E_y \right) + \omega^2 E_y \right],
\]

(B.8)

\[-i (q_x E_x + q_y E_y) + \zeta E_z = 0.\]

(B.9)

Combining Eq. (B.7) and Eq. (B.8) and inserting the value of $\zeta$ gives,

\[E_y = \frac{q_y \sigma^{xx}(q, \omega) - q_x \sigma^{xy}(q, \omega)}{q_x \sigma^{yy}(q, \omega) - q_y \sigma^{xy}(q, \omega)}.\]

(B.10)

The continuity equation on the other hand gives,

\[\int E(q, \omega).dS = 4\pi \int \rho(q, \omega)dV,\]

(B.11)

or equivalently,

\[E_z \big|_{z=0+} - E_z \big|_{z=0-} = 4\pi \int^0_{0-} \rho(q, \omega)dV.\]

(B.12)

which then becomes,

\[E_z = \frac{2\pi}{\omega} (q_x J_x + q_y J_y).\]

(B.13)

Combining this equation with Eq. (B.9) gives,

\[E_y = -\frac{i q_x - \frac{2\pi \zeta}{\omega} (\sigma^{xx}(q, \omega) + \sigma^{xy}(q, \omega))}{i q_y - \frac{2\pi \zeta}{\omega} (\sigma^{xy}(q, \omega) + q_y \sigma^{yy}(q, \omega))}.\]

(B.14)

Now the comparison of this equation with (B.10) gives,

\[1 + \frac{2\pi i \sqrt{q_x^2 - \omega^2 / c^2}}{\omega} I'(q, \omega) = 0,\]

(B.15)

where

\[I'(q, \omega) = \frac{\sigma^{xx}(q, \omega) \sigma^{yy}(q, \omega) - \sigma^{xy}(q, \omega) \sigma^{yx}(q, \omega)}{q_x^2 \sigma^{yy}(q, \omega) + q_y^2 \sigma^{xx}(q, \omega) - 2 q_x q_y \sigma^{xy}(q, \omega)}.\]

(B.16)

When the tensor character of conductivity tensor $\sigma$ is not important, i.e., when $\sigma^{xy} = \sigma^{yx} = 0$ and $\sigma^{xx} = \sigma^{yy}$ then the above equation reduces to the one used Ref. [23].

Therefore the present equation properly encodes the tensor character of $\sigma$ into the propagation of electromagnetic waves in a quantum material.
Appendix C. Response of quantum matter to transverse electric field

Response of a two dimensional quantum material whose quantum nature is encoded in the conductivity tensor \( \sigma(q, \omega) \) to transverse electric mode are similar to the transverse magnetic case. In what follow, we use tensor representation Eq. (B.3) and the Fourier transformation \( H(q, \omega) = H_0 e^{i(q \cdot r - \zeta |z| - \omega t)} \) plugged into the TE mode equation,

\[
\nabla(\nabla \cdot H) - \nabla^2 H = \frac{1}{c^2} (4\pi i \omega \sigma(q, \omega) + \omega^2) H
\]

Rewriting the \( x, y, z \) components of this equation gives,

\[
-q_x q_y H_y - i q_z \zeta H_z + q_y^2 H_x - \zeta^2 H_x = \frac{4\pi i \omega}{c^2} \left( \sigma^{xx}(q, \omega) H_x + \sigma^{xy}(q, \omega) H_y \right) + \frac{\omega^2}{c^2} H_x, \tag{C.2}
\]

\[
-q_x q_y H_x - i q_y \zeta H_z + q_y^2 H_y - \zeta^2 H_y = \frac{4\pi i \omega}{c^2} \left( \sigma^{yy}(q, \omega) H_x + \sigma^{yx}(q, \omega) H_y \right) + \frac{\omega^2}{c^2} H_y, \tag{C.3}
\]

\[
i(q_x H_x + i q_y H_y) = \zeta H_z. \tag{C.4}
\]

The first two equations along \( x \) and \( y \) directions give the ratio of \( H_y \) to \( H_x \),

\[
\frac{H_y}{H_x} = \frac{q_y \sigma^{xx}(q, \omega) - q_x \sigma^{xy}(q, \omega)}{q_x \sigma^{yy}(q, \omega) - q_y \sigma^{yx}(q, \omega)} \tag{C.5}
\]

Now starting from the Ampere’s law we have,

\[
\int H \cdot dL = \frac{4\pi}{c} J_n(q, \omega), \tag{C.6}
\]

\[
H_t|_{z=0^+} - H_t|_{z=0^-} = \frac{4\pi}{c} J_n(q, \omega), \tag{C.7}
\]

which give,

\[
H_x = \frac{2\pi}{c} \left( \sigma^{yy}(q, \omega) E_x + \sigma^{yx}(q, \omega) E_y \right), \tag{C.8}
\]

\[
H_y = -\frac{2\pi}{c} \left( \sigma^{xx}(q, \omega) E_x + \sigma^{xy}(q, \omega) E_y \right). \tag{C.9}
\]

Using these two equations to construct the ratio \( H_y/H_x \) and comparing it with Eq. (C.5) one must have

\[
\frac{E_x}{E_y} = -\frac{q_y}{q_x}. \tag{C.10}
\]
On the other hand for the $H_z$ we have
\[
H_z = \frac{c}{i\omega} \nabla \times E|_{z} = \frac{c}{\omega}(q_x E_y - q_y E_x). \tag{C.11}
\]
Elimination of $H_z$ between this equation and Eq. (C.4), and substitution for the ratios of $E_x/E_y$ from Eq. (C.10) and Eq. (C.5) gives,
\[
1 - \frac{2\pi i\omega}{c^2 \sqrt{q^2 - \omega^2/c^2}} \Gamma(q, \omega) = 0, \tag{C.12}
\]
where
\[
\Gamma(q, \omega) = \hat{q}^2_x \sigma_{yy}(q, \omega) + \hat{q}^2_y \sigma_{xx}(q, \omega) - 2\hat{q}_x \hat{q}_y \sigma_{xy}(q, \omega). \tag{C.13}
\]

**Appendix D. damping structure**

Based on dispersion relation of TE and TM modes in Eq. (22) and Eq. (23), the presence of imaginary part of $\Pi^{xx}(q, \omega)$ causes a damped structure which can be lead to damping of the modes specified with a non-zero phase $\theta$ of the wave vector $q' + iq'' = qe^{i\theta}$ where $\tan \theta = \frac{q''}{q'}$. Let us assume that the imaginary part (proportional to $\theta$) is small and expand the TE and TM mode equations,
\[
1 + \frac{2\pi e^2}{c^2 \sqrt{(qe^{i\theta})^2 - \omega^2/c^2}} \Pi^{xx}(q \hat{y}, \omega) = 0, \tag{D.1} \text{(TE)}
\]
\[
1 - \frac{2\pi e^2}{\omega^2} \sqrt{(qe^{i\theta})^2 - \omega^2/c^2} \Pi^{xx}(q \hat{x}, \omega) = 0, \tag{D.2} \text{(TM)}
\]
For the TE mode we have
\[
c^2 \sqrt{(qe^{i\theta})^2 - \omega^2/c^2} = -2\pi e^2 \Pi^{xx}(q \hat{y}, \omega) \tag{D.3}
\]
which to first order in $\theta$ give,
\[
\frac{c^2 \sqrt{q^2 - \omega^2/c^2}}{q^2 \theta} = -2\pi e^2 \text{Re}[\Pi^{xx}(q \hat{y}, \omega)], \tag{D.4}
\]
\[
\frac{c^2 \sqrt{q^2 - \omega^2/c^2}}{q^2 \theta} = -2\pi e^2 \text{Im}[\Pi^{xx}(q \hat{y}, \omega)]. \tag{D.5}
\]
Combining the above equations we get,
\[
q'' q' \simeq q^2 \theta = (\frac{2\pi e^2}{c^2})^2 \text{Im}[\Pi^{xx}(q \hat{y}, \omega)] \text{Re}[\Pi^{xx}(q \hat{y}, \omega)]. \tag{D.6}
\]
If we use dimensionless quantity of $Q$ and $\Omega$ and introduce $\Pi'(Q \hat{y}, \Omega) = \frac{16\hbar}{v_F k_F} \frac{\text{Re}[\Pi^{xx}(Q \hat{y}, \Omega)]}{v_F k_F}$ and $\Pi''(Q \hat{y}, \Omega) = \frac{16\hbar}{v_F k_F} \frac{\text{Im}[\Pi^{xx}(Q \hat{y}, \Omega)]}{v_F k_F}$, the damping structure of TE mode will be characterized by a small parameter $\theta$ that satisfies,

\[
\left(\frac{c}{v_F}\right)^2 Q'' Q' \simeq \left(\frac{c}{v_F}\right)^2 Q^2 \theta = \left(\frac{\pi \Omega}{2}\right)^2 \Pi''(Q \hat{y}, \Omega) \Pi'(Q \hat{y}, \Omega)
\]

where $\alpha$ is fine structure constant which is equal to $1/137$ and $v_F/c$ is much less than one which then manage to give a very small imaginary part $Q''$ for the TE mode. The same result in dimensionless format is,

\[
Q'' = -\pi \frac{\alpha v_F}{2c} \text{Im} \Pi^{xx}(Q \hat{y}, \Omega).
\]

We can repeat above process for TM mode as:

\[
\frac{\omega^2}{\sqrt{(q \epsilon \theta)^2 - \omega^2 / c^2}} = 2\pi e^2 \Pi^{xx}(q \hat{x}, \omega)
\]

which assuming that $\theta$ is small, to leading order gives,

\[
\frac{\omega^2}{q^2 - \omega^2 / c^2} = 2\pi e^2 \text{Re}[\Pi^{xx}(q \hat{x}, \omega)],
\]

\[
\frac{\omega^2 q^2 \theta}{(q^2 - \omega^2 / c^2)^{3/2}} = -2\pi e^2 \text{Im}[\Pi^{xx}(q \hat{x}, \omega)].
\]

On the other hand for TM mode, the energies for a given wave vector are much smaller than the energy of a photon in free space at the same wave vector. So for such a mode we can ignore $\omega^2 / c^2$ compared to $q$ which then give,

\[
q'' = \frac{2\pi e^2 q^2}{\omega^2} \text{Im}[\Pi^{xx}(q \hat{x}, \omega)].
\]

which could be represented in terms of of dimensionless variable $Q$ and $\Omega$ as:

\[
Q'' = -\pi \frac{\alpha c Q^2}{2v_F \Omega^2} \text{Im} \Pi^{xx}(Q \hat{x}, \Omega).
\]

Typically the ratio $c/v_F$ is on the scale of $10^2$ which cancels with the fine structure constant $\alpha = 1/137$ and therefore for small values of $\text{Im} \Pi$ we end of for small broadening which has been represented in Fig. 6.
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