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Introduction — In 1986, Bednorz and Muller discovered high-temperature superconductivity (HTSC) in the Ba-La-Cu-O system[1]. Soon after this discovery, extensive research was conducted to raise the critical temperature $T_c$ of HTSC in doped cuprates and explore the superconducting mechanism[2, 3]. Since the Ba-La-Cu-O system is a strongly correlated material, it is common to introduce nearly degenerate state close to the superconducting region[4] in order to obtain novel phases[4]. The stripe-ordered patterns, which are formed by the inhomogeneous distribution of the spin, charge and pairing correlations in the CuO$_2$ planes[5–9]. Numerous studies have attempted to ascertain the inhomogeneous order of the spin and charge stripes, paired-waves, and unconventional superconductivity[10–13]. The understanding of how these orders compete and cooperate with each other to produce exotic phases, and how they induce the high-temperature superconducting phase of doped cuprates is the most significant problem in condensed matter physics for several decades[14, 15].

The two-dimensional Fermionic Hubbard model[16–23] and $t-J$ model[24–29] are widely used to characterize the phase separation and superconductivity in doped cuprates. Many properties of the cuprate superconductors are well described by the Hubbard model, such as the Mott insulating phase, the suppression of the antiferromagnetic order upon doping, and stripe formation. As superconductivity appears to compete or coexist with the stripe formation, simulations are required to describe all phases and reveal the possible superconducting phase, which approaches the zero temperature and thermodynamic limit. Although the simple Hubbard model can describe the basic dispersion structure, it does not accurately address the additional spectral features[30]. The results of recent angle-resolved photoemission spectroscopy (ARPES) experiments indicate that the nearest-neighbor attractive Coulomb interaction $V$ could enhance the spectral weight of the holon folding branch of doped one-dimensional (1D) cuprate chains[30]. A comparison of the momentum distribution curves (MDCs) obtained from ARPES showed, that the highest agreement with a doping-independent $V$ was between $-1.2t$ and $-0.8t$, and the spectral intensities were accurately predicted by the 1D Hubbard model. Due to structural and quantum chemistry similarities among cuprates, the nearest neighbor attraction effect should not be ignored, including $d$-wave superconductivity in two-dimensional systems. In this work, we analyze the additional Coulomb interactions in the two-dimensional repulsive Hubbard model to examine the relationship between superconductivity and the stripe patterns of doped cuprates.

In the doped situation, which is away from half filling, the phase of cuprates could be separated into half-filled antiferromagnetic regions and hole concentrated areas. Another theoretical framework of phase separation is the striped phase, which was proposed theoretically in 1990s[7–9] and first observed by Tranquada et al. experimentally in 1995[5]. Static stripes are widely found in insulators, and there is a lot of strong evidence for the existence of dynamic fringes in metals and superconducting compounds[31–33]. Incommensurate spin fluctuations, which may originate from the dynamic fringe phase, were observed in the La$_{1.6-x}$Nd$_{0.4}$Sr$_x$CuO$_4$ system[34]. Tranquada et al. used Nd to replace part of the La to introduce lattice distortion and “freeze” the dynamic stripes into the static state. Then they observed the charge and spin stripes using elastic neutron scattering[5]. Yamada et al. studied the La$_{2-x}$Sr$_x$CuO$_4$ system without Nd in more detail, and the results strongly indicate the existence of the dynamic fringe phase[35]. There are many more experimental
evidences that there is a close relationship between the stripe phase and high-$T_c$ superconductivity\cite{5, 11, 36}. High-$T_c$ superconducting copper oxides all have layered perovskite structures, and studies have shown that the striped phase can effectively inhibit the Josephson coupling between layers\cite{37}. Therefore, we can obtain the basic properties of high-$T_c$ superconductors and the relationship between high-$T_c$ superconductivity and the striped phase by analyzing the two-dimensional extended Hubbard model.

Unlike in 1D problems, the analytic solutions of quantum many-body Hamiltonian in higher dimension are quite rare, so two dimensional and higher dimensional numerical simulations are essential in order to compare with realistic systems. The quantum Monte Carlo simulations are one of the most widely used type of numerical methods. Early numerical results obtained from the determinant quantum Monte Carlo (DQMC) method indicated, that the extended $s$-wave \cite{38} and $d$-wave\cite{39, 40} pairing susceptibilities\cite{41} were dominant. Unfortunately, the DQMC method has the limitations of finite temperatures and system sizes due to the infamous fermion sign problem. Thus, it is difficult to identify the existence of the superconducting state using the DQMC simulations\cite{38, 42}.

In this paper, we utilize the constrained path quantum Monte Carlo(CPQMC) method to study the stripe pattern in a two-dimensional Hubbard model on a square lattice\cite{43, 44}. The CPQMC method has been used as a benchmarking tool to calculate the ground state energy and other observables in various systems\cite{45–47}. Another reason to choose the CPQMC method is that it prevents the infamous sign problem\cite{48} encountered in the DQMC method when dealing with systems that are far from being half-filled. For example, the sign problem exists even at temperatures of $\beta = 6$ with a wide doping range of $0.6 < \rho < 1.0$\cite{49, 50}. The basic strategy of CPQMC is to project out the ground-state wave function from an initial wave function by branching random walk in an overcomplete space of constrained Slater determinants, which have positive overlaps with a known trial wave function. In this work, we focus on the closed-shell case, for which the corresponding free-electron wave function is non-degenerate and translationally invariant. In this case, the free-electron wave function is a good choice as the trial wave function. For more details about the CPQPMC method are described in the Appendix. We investigate three aspects: the relationship between the striped phase and the density of the particles, the spin correlation function and its influencing factors, and the $d$-wave pairing correlation function and its influencing factors.

**Model and numerical method** We consider the two-dimensional repulsive Hubbard Hamiltonian on a square lattice. Stripes are introduced externally via $V_0$ on a set of rows with a period $P = 4$. The diagram is shown on the bottom left in Fig. 1. Thus, the Hubbard Hamiltonian is written as

$$H = -\sum_{\langle i,j \rangle \sigma} \tau \left( c_{i\sigma}^\dagger c_{j\sigma} + c_{j\sigma}^\dagger c_{i\sigma} \right) + U \sum_i n_{i\uparrow} n_{i\downarrow}$$

$$-\mu \sum_i (n_{i\uparrow} + n_{i\downarrow}) + V \sum_{\langle i,j \rangle} n_{i\uparrow} n_{j\downarrow} + V_0 \sum_{i \in \mathbf{P}} (n_{i\uparrow} + n_{i\downarrow}) .$$

(1)

Here, $c_{i\sigma}^\dagger (c_{i\sigma})$ are creates(annihilates) operators acting at site $i$, and $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$ is the occupancy number operator. We only consider the hopping kinetic energy $t$ between the nearest neighbor lattice sites $(i,j)$. $U$ is the Coulomb repulsion representing the energy consumed by the double occupation of electrons on the same lattice, while $V$ represents the interaction between the nearest neighbors. $V_0$ is an additional on-site energy imposed on a set of rows $i = (i_x + i_y) \mod (1, 1) = 0$. $V_0$ has the same roles as $\mu$ but acts locally. Since the interest in the charge order patterns in HTSC is related to the correlated quasi-1D or quasi-2D electronic structures\cite{51–55}, we set $P = 4$ as the periodic number of the stripe charge patterns, which means $V_0$ is imposed every four rows.

In order to investigate the size effects, the simulations we performed are mainly on three different lattice sizes: $8 \times 8$, $12 \times 12$ and $16 \times 16$. The inset of Fig. 1 shows, the lattices of $L = 8$ with $P = 4$. The blue dots represent the sites where the $V_0$ term is active, whereas the red dots represent the sites where the $V_0$ term is inactive. The entire $8 \times 8$, $12 \times 12$ and $16 \times 16$ lattice accommodate two, three and four stripes respectively in the $P = 4$ case. Our data present in this work are mainly performed on the average total density $\rho = \langle n \rangle = 0.875$. At this filling, it allows for the existence of a broad range of densities on the stripe and between stripes, and also the charge order is strongest at doping 1/8 in cuprates according to the experimental results\cite{56–58}.

We focus on two physical quantities in this paper. One is the $C_{\text{spin}}$, spin correlation function, which reflects the spin distribution,

$$C_{\text{spin}}(i) = \langle S_j^+ S_i^- \rangle$$

$$S_j^+ = c_{j\uparrow}^\dagger c_{j\downarrow}$$

(2)

Here $S_j^+$ is the spin at site $j$. If $C_{\text{spin}}(i) > 0$, the spin direction at $i$ site is the same as the spin direction at $j$ site. If $C_{\text{spin}}(i) < 0$, the spin direction at $i$ site is opposite to the spin direction at $j$ site. We can determine the magnetic strength of the system and the type of magnetism, such as antiferromagnetism, ferromagnetism, or long-range order.

Another quantity is the $d$-wave pairing correlation function $P^d$. The superconducting phase of doped cuprates comes from the electron pair, which is the
Bose condensation of Cooper pairs at low temperature. It differs from the s-wave pair of conventional superconductors, it is a d-wave pair. We investigate factors affecting the d-wave pairing by analyzing the pairing correlation function, which is written as

\[ P^d(i) = \langle \Delta_d(i+j) \Delta_d(j) \rangle \]

\[ \Delta_d(j) = s_j^\dagger (c_j^\dagger + c_j^\dagger \hat{x}) + c_j^\dagger (c_j^\dagger + c_j^\dagger \hat{y}) \]

We use the CPQMC method, which was first benchmarked and described in detail by Zhang[44, 59]. Its basic calculation principle is \( |\varphi_T\rangle = \lim_{\beta \to -\infty} e^{-\beta H} |\varphi\rangle \). The two key concepts of the CPQMC method are importance sampling and constrained path approximation. Importance sampling is used to evaluate the importance of the sampling variables and increase the sampling opportunities of variables with a greater impact on the system to improve the iterative efficiency. The Monte Carlo method can be regarded as a random walk process with multiple independent samples. It has the advantages of high efficiency and fast convergence. However, the random walk causes some problems, such as the sign problem in quantum Monte Carlo simulations of fermion systems. The CPQMC method has no sign problem since it uses the constrained path approximation. Therefore, the CPQMC method can deal with many systems that cannot be analyzed by the conventional quantum Monte Carlo method. It accurately predicts the symmetry of the magnetic and superconducting pairing using the two-dimensional Hubbard model[59]. We have provided additional information on the CPQMC method in the Appendix. More technical details on the CPQMC method can be found in Refs[43, 44, 60].

Results and discussion — We show in Fig. 1, that the density of particles on and in-between the stripes changes with \( V_0 \) when the total density is fixed. The figure shows the result for the 8 × 8 lattice with \( \rho = 0.750 \) and \( \rho = 0.875 \). When \( V_0 = 0 \), the densities on the stripes and interstripes are equal; thus the lattice is homogeneous. As \( V_0 \) increases, the density on the stripes decreases, and the density on the interstripes increases. The result indicates that \( V_0 \) ensures that electrons flow from the stripe region to the interstripe region. It should be noted that the interstripe region reaches the half-filling state at \( V_0 = 3 \) and \( V_0 = 8 \) for \( \rho = 0.875 \) and \( \rho = 0.750 \) respectively. According to the Pauli exclusion principle, a lattice can contain a maximum of two electrons at most. A lattice containing one electron, is called a half-filled lattice. Once the interstripes reaches half-filling, the densities on and in-between the stripe are almost unchanged.

In Fig. 2, the spin correlation function \( C_{\text{spin}}(i) \) is shown at different \( V_0 \) for \( \rho = 0.875 \) along the center of interstriped rows, as shown by the arrow in the inset of Fig. 2. We can see that antiferromagnetic correlations are short ranged for all \( V_0 \) and the spin correlations are small. As presented in Fig. 2 (a)-(c), without the nearest coulomb interactions \( V \), the spin correlation strength is maximum for all three different size lattices around \( V_0 = 3 \). For \( V_0 = 3 \) and \( \rho = 0.875 \), the interstriped region is half-filling which suggests that half-filling is beneficial to
the formation of spin correlations and antiferromagnetic correlations. While in Fig. 2 (d), the attractive coulomb interaction is presented, $V = -1.0$, the spin correlation decrease gradually as the stripe potential $V_0$ grows.

Besides being interested in the spin correlation function along the interstriped rows, we are also interested in the spin correlation function which crosses a stripe. As mentioned above, with the increasement of $V_0$, the density on stripes decreases. Because the low density can not have a large moment, the spin correlations should be reduced with $V_0$. In Fig. 3 (a), we show the $C_{\text{spin}}(i = 2y)$ as a function of $V_0$. $C_{\text{spin}}(i = 2y)$ reflects the spin correlation between a pair of sites traversing a stripe, as shown by the arrows in Fig. 3(a). Besides, we concern the sign of $C_{\text{spin}}(i = 2y)$. As we can see in panel (a) of Fig. 3, $C_{\text{spin}}(i = 2y)$ is negative for small $V_0$. However, for $V_0 > 1$, $C_{\text{spin}}(i = 2y)$ turns negative for $8 \times 8$ lattice. For $V_0 = 0$, the sign of $C_{\text{spin}}(i = 2y)$ is positive. This is the $\pi$-phase shift of spin which is a prominent experimental feature of stripe physics in the cuprates[51]. This result shows that it can be observed on two-dimensional model with stripes. Further more, we also checked the case with the nearest neighbor coulomb interaction as Fig. 3 (b) exhibited. The $\pi$-shift behavior is enhanced by the presence of $V$.

Then we analyze the $d$-wave pairing correlation function. In Fig. 4, we show the $d$-wave pairing correlation function under different $V_0$ along the striped rows, as shown by the arrows in Fig. 4(a). The analysis shows that there is almost no $d$-wave pairing between the other lattices except the nearest neighbor. The main reason that we choose $U = 4$ is that the coulomb interaction is large enough for correlated systems, and the simulations could be very difficult with greater $U$. In order to solve this problem further, we extended our simulations to other $U$ values, such as $U = 4, 5, 6, 8$ as present in Fig. 5. According to the results, the $d$-wave pairing function exhibit similar behaviors with different $U$ strengths. As the near-neighbor interaction enhanced, the strength of $d$-wave pairing get greater. Thus, we could rely on our simulation results present in the manuscript which are mainly calculated on $U = 4$, the physics behind is clear enough.

The $d$-wave pairing correlation function is short ranged. Therefore, we focus on the analysis of the $d$-wave pairing correlation function between the nearest neighboring sites. As shown in Fig. 6(a), we study the $d$-wave pairing correlation function $C_{\text{pair}}(i = x)$ on neighboring sites along stripes as a function of $V_0$. It is significant that the $d$-wave pairing correlation function is enhanced by the application of $V_0$. The larger $V_0$ is, the stronger $d$-wave pairing is. The superconducting phase of copper oxide high-$T_c$ superconductor comes from $d$-wave electron pairing. The above results show that one can enhance the $d$-wave pairing between the nearest neighbor lattice points by applying $V_0$, imposing charge stripes on materials. In panel (b) of Fig. 6, the effect of the nearest neighbor attractive interaction is discussed. As the data illustrated, the $d$-wave pairing strength is enhanced by $V$. It indicates that the nearest neighbor attractive interaction could also intensify the $d$-wave pairing pattern.

**Summary** — The existence of the stripe pattern and the additional nearest neighbor attractive interactions causes a significant enhancement of the $d$-wave paring in the doped two-dimensional repulsive Hubbard Hamiltonian model. The stripe order is introduced by inhomogeneous charge distributions at period $P = 4$ suggested by the neutron scattering[5]. Based on the two-dimensional Hubbard model, the imposing stripe patterns $V_0$ makes electrons flow from stripe region to interstripe region.
FIG. 5. The d-wave pairing function $C_{dpair}(i)$ under different near-neighbor attractive coulomb interaction $V = 0, -0.5, -1.0$ along the stripe rows. The total density of the lattice is fixed at $\rho = 0.875$. The on-site coulomb strengths are (a) $U = 4.0$, (b) $U = 5.0$, (c) $U = 6.0$ and (d) $U = 8.0$.

FIG. 6. The $d$-wave pairing function $C_{dpair}(i = x)$ on neighboring sites along the stripes as a function of $V_0$. (a) $C_{dpair}(i = x)$ behavior on different lattice sizes. (b) In the case of near-neighbor attractive coulomb interaction $V = -0.8$ and $V = -1.0$. The total density of the lattice is fixed at $\rho = 0.750$.

When the lattice is half-filled, the spin correlation is the strongest. Half-filling is beneficial to the formation of spine correlations and antiferromagnetic correlations.

The enhancement of $d$-wave pairing is also observed in our results. With the increaseamnt of additional stripe potential $V_0$ at $P = 4$, the $d$-wave pairing correlation function is significantly enhanced. Spontaneously, in the presence of the nearest neighbor attractive interaction, the $d$-wave pairing pattern becomes more robust. Stripe phase, doping and additional near-neighbor attractive interaction, we combined these three effects on Hubbard model, drawing a conclusion that they all play crucial roles in driving significant enhancement on $d$-wave pairing. It would be interesting to explore the possible enhancement of pairing by other types of charge inhomogeneities and at other doping levels.
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**Appendix: Constrained Path Monte Carlo method**

Our calculations were performed on the square lattices of $N = L \times L$ unit cells with periodic boundary conditions imposed using the CQPMC method. The basic strategy of CQPMC is to project out the ground-state wave function $|\psi_0\rangle$ from an initial wave function $|\psi\rangle$ by branching random walk in an overcomplete space of constrained Slater determinants $|\phi\rangle$, which have positive overlaps with a known trial wave function. In this work, we start with the Hamiltonian,

$$H = \sum_{\langle ij \rangle \sigma} \left( \epsilon_{i\sigma} c_{i\sigma}^\dagger c_{j\sigma} + \epsilon_{j\sigma} c_{i\sigma}^\dagger c_{j\sigma} \right) + U \sum_i n_{i\uparrow} n_{i\downarrow} - \mu \sum_i (n_{i\uparrow} + n_{i\downarrow}) + V \sum_{\langle ij \rangle} n_{i\uparrow} n_{j\downarrow} + V_0 \sum_{iy \in \mathbf{P}} (n_{i\uparrow} + n_{i\downarrow}).$$

We project out the ground state by iterating

$$|\psi'\rangle = e^{-\Delta \tau (H - E_T)} |\psi\rangle$$

where $E_T$ is some guess of the ground-state energy. Purposely $\Delta \tau$ is a small parameter so for $H = T + V$ we can write $e^{-\Delta \tau H} \approx e^{-\Delta \tau T/2} e^{-\Delta \tau V} e^{-\Delta \tau T/2}$ through the first-order Trotter approximation. $T$ and $V$ are the kinetic and potential energy operators.

Because the kinetic energy is a quadratic form in the creation and destruction operators for each spin, the action of its exponential on the trial state is simply to transform one direct product of Slater determinants into another. While the potential energy is not a quadratic form in the creation and destruction operators, its exponential is replaced by the sum of exponentials of such forms via the discrete Hubbard-Stratonovich transformation. For the on-site Coulomb term, this transformation is

$$e^{-\Delta \tau U n_{i,\sigma} n_{i,-\sigma}} = \frac{1}{2} \sum_{z = \pm 1} e^{z \Delta \tau J(n_{i,\sigma} - n_{i,-\sigma})} e^{-\frac{1}{2} \Delta \tau U (n_{i,\sigma} + n_{i,-\sigma})}$$

Here, $U \geq 0$ and $\cos(i \Delta \tau J) = e^{\Delta \tau U/2}$. For the nearest neighbor Coulomb repulsion term, we make the same type of transformation but we have to do it many more times: $n_i n_j = n_{i\uparrow} n_{j\uparrow} + n_{i\downarrow} n_{j\downarrow} + n_{i\downarrow} n_{j\uparrow} + n_{i\uparrow} n_{j\downarrow}.$

One consequence of the Hubbard-Stratonovich transformation is the factorization of the projection into an up and down spin part. Accordingly we re-express the iteration step of Eq. (2) as

$$\prod_{\sigma} |\phi'_{\sigma}\rangle = \int df P(f) \prod_{\sigma} B_{\sigma}(f)|\phi_{\sigma}\rangle$$
where $\vec{x} = (x_1, x_2, \ldots, x_N)$ is the set of Hubbard-Stratonovich fields (one for each lattice site), $N$ is the number of lattice sites, $P(\vec{x}) = \frac{1}{Z}$ is the probability distribution for these fields, and $B_\sigma(\vec{x})$ is an operator function of these fields formed from the product of the exponentials of the kinetic and potential energies.

The Monte Carlo method is used to perform the multidimensional integration over the Hubbard-Stratonovich fields. It does so by generating a set of random walkers initialized by replicating $|\psi_T\rangle$ many times. Each walker is then propagated independently by sampling a $\vec{x}$ from $P(\vec{x})$ and propagating it with $B(\vec{x})$. After the propagation has “equilibrated”, the sum over the walkers provides an estimate of the ground-state wave function $|\psi_0\rangle$.
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