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Abstract

In optimization or machine learning problems we are given a set of items, usually points in some metric space, and the goal is to minimize or maximize an objective function over some space of candidate solutions. For example, in clustering problems, the input is a set of points in some metric space, and a common goal is to compute a set of centers in some other space (points, lines) that will minimize the sum of distances to these points. In database queries, we may need to compute such a some for a specific query set of $k$ centers.

However, traditional algorithms cannot handle modern systems that require parallel real-time computations of infinite distributed streams from sensors such as GPS, audio or video that arrive to a cloud, or networks of weaker devices such as smartphones or robots.

Core-set is a “small data” summarization of the input “big data”, where every possible query has approximately the same answer on both data sets. Generic techniques enable efficient coreset maintenance of streaming, distributed and dynamic data. Traditional algorithms can then be applied on these coresets to maintain the approximated optimal solutions.

The challenge is to design coresets with provable tradeoff between their size and approximation error. This survey summarizes such constructions in a retrospective way, that aims to unified and simplify the state-of-the-art.

1 Motivation

Every day 2.5 exabytes of data ($2.5 \times 10^{18}$) (IBM: What is big data? Bringing big data to the enterprise, 2012) are generated by cheap and numerous information-sensing mobile devices, remote sensing, software logs, cameras, microphones, RFID readers and wireless sensor networks (Segaran & Hammerbacher, 2009; Hellerstein, 2008; Funke & Laue, 2007). These require clustering algorithms that, unlike traditional algorithms, (a) learn unbounded streaming data that cannot fit into main memory, (b) run in parallel on distributed data among thousands of machines, (c) use low communication between the machines (d) apply real-time computations on the device, (e) handle privacy and security issues.

A common approach is to re-invent computer science for handling these new computational models, and develop new algorithms “from scratch” independently of existing solutions.
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Data reduction/summarization advocates a different approach: given a large data set, reduce the data so that it takes up significantly less space in memory, but provably approximates the large data in a problem dependent sense. Running existing (possibly off-line, non-parallel or inefficient) algorithms on the reduced (small) data would then produce a result that is provably close to the solution obtained from running on the complete (big) data. Such a compressed data set is sometimes called a core-set (or, coreset); see Fig. 1(left).

Zen coresets might be a better name for the coresets due to their flexible definition, based on the problem and related community: when we can’t find a coreset for a problem, we change the definition of a coreset. This is part of the reason why curious researchers and engineers find it hard to get into the coreset “cult”.

The coreset paradigm shift is another source of confusion between both readers, users, coreset developers, and especially reviewers: why your coreset construction algorithm assumes that it gets the optimal solution as input, if this is the main motivation for constructing it in the first place? Why you claim $O(n)$ construction time when the main theorem states $O(n^5)$? Where are the streaming and parallel coreset constructions (there are only off-line constructions)? Where is the analysis for the communication between the machines? What is wrong with uniform sampling as a coreset? Why do we need coresets, if Gradient Descent provides a sparse solution in linear time? What is the generalization error? Why there are experiments only on training (not testing) data?

The goal of this survey is to answer such questions by introducing the coreset paradigm together with the recent frameworks, as well as explaining their relations to other techniques.
frameworks. It usually reduces the coreset construction to the computation of the sup or max of corresponding functions, as well as their corresponding dimension (that is related to the notion of VC-dimension). To this end, Section 7 survey techniques to bound sup and dimension for common family of problems.

Section 8 suggests future research and open problems.

2 What is a Coreset?

The term coreset was coined in (P. Agarwal, Har-Peled, & Varadarajan, 2005) and used for computing the smallest \( k \) balls that cover a set of input points, and then similar covering problems where coresets are called certificates (e.g. in (P. K. Agarwal, Procopiuc, & Varadarajan, 2002)); see survey in (P. Agarwal et al., 2005). Today there are many inconsistent coreset definitions and data reduction techniques adding to the motivation for writing this survey. We focus on coresets construction with provable guarantees for the trade-offs between size of coreset and approximation error. Other parameters such as construction or update time are usually derived from this trade-off; see Section 6.

**Query space** is a tuple \((P, w, X, f)\), where \( P \) is a (usually finite and of size \(|P| = n\)) input set that is called *points*, \( X \) is a (usually infinite) set of *queries* (models, shapes, classifiers, hypotheses), \( w : P \rightarrow \mathbb{R} \) is a (usually positive) *weight* function that assigns importance to each point, and \( f : P \times X \rightarrow \mathbb{R} \) is a (usually non-negative) *pseudo-distance* function, or distance for short \( f(p, x) \) from \( p \) to \( x \); see (Feldman & Langberg, 2011; Braverman, Feldman, & Lang, 2016). More generally it can be considered as a loss function. For max optimization problem it may used as score (where higher is better).

**Coreset** in this review, is a small data structure \( C \) that allows us to approximate the sum of weighted distances \( \sum_{p \in P} w(p)f(p, x) \), its maximum distance \( \max_{p \in P} w(p)f(p, x) \) which is related to covering problems, or in general, any function cost : \( \mathbb{R}^n \rightarrow \mathbb{R} \) that maps the \( n = |P| \) distances \( (f(p, x))_{p \in P} \) to a (usually non-negative) total cost. Exact definitions for “small”, “data structure”, and “approximates” are changed from paper to paper and we suggest a few of them in Section 4.

**Example:** \( P \subseteq \mathbb{R}^d, w \equiv 1, X = \{ X \subseteq \mathbb{R}^d \mid |X| = k \} \), and \( f(p, X) = \min_{x \in X} \| p - x \|_2 \) corresponds to \( k \)-means queries that aims to compute an optimal query set \( X^* \) of \( |X^*| = k \) centers that minimizes the sum of squared distances \( \sum_{p \in P} f^2(p, X) = \|(f(p, X))_{p \in P}\|_2^2 \) over \( X \in X \). More generally, \( \mathbb{R}^d \) can be replaced by any set, and \( \| p - x \|_2 \) by any distance \( f(p, x) \). In the \( k \)-median problem the cost is the non-squared distances \( \sum_{p \in P} f(p, X) = \|(f(p, X))_{p \in P}\|_1 \).

**Composable coresets** (Bentley & Saxe, 1980; Har-Peled & Mazumdar, 2004a; Indyk, Mahabadi, Mahdian, & Mirrokni, 2014) are important types of coresets that make them especially relevant for handling big or real-time data as explained in the next section. It means that a union of a pair of coresets \( C_1 \cup C_2 \) is a coreset for the underlying input \( P_1 \cup P_2 \), and that we can re-compute coreset \( C_3 \) for this coreset \( C_1 \cup C_2 \) recursively. In particular, strong and weak coresets as defined in Subsection 4.2 are composable. Using merge-and-reduce trees (Bentley & Saxe, 1980) we can apply the coreset construction only on small subsets of the input independently (i.e., “embarrassingly parallel” (Foster, 1995)), merge
them, and then reduce recursively. This implies that an efficient off-line coreset construction can be applied only to small subsets, to obtain linear coreset construction time via sub-linear memory; see Section 4.3.

3 Why coresets?

In this section we give only a few of the many advantages of using coresets, or at least, composable coresets.

Answering queries, such as SQL queries, to save either time, memory or communication via the compressed small coreset $C$, including on the computation models below.

Optimization is the most common motivation for constructing coresets, where the goal is to compute an optimal query that minimizes the cost. Solving the optimization problem or its approximation on the small coreset yields an approximate solution of the original (big) dataset, sometimes after suitable post-processing. For example, the $k$-means problem is NP-hard when $k$ is part of the input (Mahajan, Nimbhorkar, & Varadarajan, 2009). However, composable coresets of near-linear size in $(k/\varepsilon)$ can be used to produce $1 \pm \varepsilon$ multiplicative factor approximation in $O(ndk)$ time, even for streaming distributed data in parallel (Braverman et al., 2016; Feldman, Schmidt, & Sohler, 2013a).

Boosting existing heuristics, i.e. algorithms with no provable guarantees is possible by running them on the small coreset. For example, we can run many more iterations or initial seeds on the coreset in the same time it takes for a single run on the original (big) data. In this sense we “improve the state-of-the-art using the state-of-the-art”, and coreset is used as a bridge between theory and practical systems; see examples in (Paul, Feldman, Rus, & Newman, 2014; Feldman, Sugaya, Sung, & Rus, 2013; Epstein & Feldman, 2018).

“Magically” turn existing off-line algorithms to (i) streaming algorithms, i.e, that use small memory and one pass over a possibly infinite input stream (Bentley & Saxe, 1980; Har-Peled & Mazumdar, 2004a), (ii) parallel algorithms that use multiple threads (as in GPU), or more generally distributed data (network/cloud/swarm of robots or smartphones) via low or no communication between the machines (Indyk et al., 2014), also simultaneously for unbounded stream of data (Feldman & Tassa, 2015) as in (i), and (iii) dynamic (insertions & deletions of points) in small time, but using linear space (P. Agarwal, Har-Peled, & Varadarajan, 2004).

This is done by maintaining a single coreset via these computational models during the night (or every few seconds). In the morning (or every few seconds) we apply the possibly inefficient existing algorithm in an off-line, non-parallel way from scratch on this coreset that represents all the data.

Constrained optimization can be computed on a coreset that was constructed independently of these constraints. E.g. coreset for $k$-means queries can be used to compute the optimal query whose centers must be subset of the input, are close to some input points, or cannot be placed in forbidden areas, by solving the constrained problem on the coreset.

Model selection and features reduction can be computed and evaluated on the coreset in a similar way. A particular useful property is that a coreset for, say, $k$ centers is a coreset
for $k' \leq k$ centers by definition: put $k$ centers on top of $k'$ centers. This allows us to handle regularization terms or costs that are common in machine learning such as to compute $X$ that minimizes cost$_f(P, X) + |X|$ over every set $X$ of $|X| \leq k$ centers (P. K. Agarwal & Mustafa, 2004; Bachem, Lucic, & Krause, 2015). Same property occurs for other model parameters such as $j$-subspaces; (Feldman, Schmidt, & Sohler, 2013a).

**Disadvantages.** There are few disadvantage of the coresets paradigm as follows:

1. Coresets may simply do not exist for the problem at hand. This is usually due to too high supremums/sensitivities or related VC-dimension of the query space as explained in the next sections. For example, we should not expect a coreset of nodes for the problem of computing the shortest path between a pair of nodes in a graph, or a coreset for a nearest neighbour, at least for the simplest coreset definitions. In these cases, we usually suggest a relaxed definition of the problem or coreset. This may be the reason that most of the known coresets are related to data science or machine/deep learning problems, where we try to represent large input data with a relatively small model.

2. Coreset schemes may be hard to design. A coreset construction scheme for a new problem may be very similar to such an existing construction. However, it took a few years to come up with at least some of the coresets constructions that are referenced in this paper. In this sense, coresets are similar to the research of optimization or approximation algorithms, when we do not expect a single technique that will solve all existing problems, and each problem might require its own approach. Nevertheless, in the recent years the author of this survey and many of its colleagues aim to suggest more general techniques and not specific coresets, which is analogous to recipes in optimization such as convex/linear/quadratic programming.

3. Even if we have a coreset for a problem, it might be that the additional approximation error compared to running on the original data is too large.

4. The additional coreset construction time might be too long.

The third disadvantage is relevant when we have an algorithm that computes the global optimal solution. The fourth disadvantage is relevant when the existing algorithm is already very fast. For example, linear regression might be too easy problem to solve via coresets. Unlike most of the modern machine/deep learning or computer vision problems which are hard. Nevertheless, even in easy cases such as linear regression, coresets can be useful for parameter tuning, streaming/distributed data, and other issues that are discussed in Section 3. For example, practical and accurate coresets ($\varepsilon = 0$) for linear regression and low-rank approximation can be found in (Maalouf, Jubran, & Feldman, 2019).

### 4 Coreset types

Example coresets and their properties for $k$-means queries can be found in Table 2; see details in (Braverman et al., 2016). Some (although not many) coresets can be used to evaluate
exactly the desired cost function. Some examples are shown in Table 1; see more details in (Nasser, Jubran, & Feldman, 2015). The last coreset in Table 1 can also be used “as is” to compute constrained regression such as ridge, LASSO, elastic net and more that can be found e.g. in (Tutz & Binder, 2007). This is since coresets can also be used for constrained optimization as explained in Section 3. In general, coresets are different for example by the following properties.

**Approximation error** for the majority of coresets aims to have a multiplicative \((1 + \varepsilon)\)-multiplicative approximation for the desired cost of each query \(X \in \mathcal{X}\), or at least the optimal query. That is, an additive error of \(\varepsilon \text{cost}_f(P, X)\). Grid coresets (See Section 4.3) usually introduce smaller error of \(\varepsilon \text{cost}_f(P, X^*)\), where \(X^*\) is the optimal query. Weaker but sometimes smaller coresets use larger additive error that may be multiplicative under some assumption on the input (e.g. well clustered (S. Dasgupta & Schulman, 2000; Ostrovsky, Rabani, Schulman, & Swamy, 2006), scaled data (Har-Peled, 2004; Edwards & Varadarajan, 2005)), by adding more parameters to the coreset’s size that takes these parameters into account (Feldman, Sugaya, & Rus, 2012; Tolochinsky & Feldman, 2018), or lower bound on the cost for the allowed queries.

The size of a coreset is usually by order of magnitude smaller that the size \(n\) of the input, about near-logarithmic or even independent on \(n\). Rarely the reduction is on the dimension; see Low-Dimensional coresets in Sub-section 4.1. The dependency on the approximation error \(\varepsilon \in (0, 1)\) is usually polynomial in \(1/\varepsilon\). Probabilistic constructions failed with a given probability \(\delta \in (0, 1)\) and the coreset size usually depends poly-logarithmically on \(\log(1/\delta)\) (by Hoeffding’s inequality (Hoeffding, 1963)), and rarely linearly on \(1/\delta\) (by Markov’s inequality (Inaba, Katoh, & Imai, 1994)). First coresets were deterministic of size exponential in their (VC-)dimension \(d\) (P. Agarwal et al., 2005; Feldman, Fiat, & Sharir, 2006), random constructions whose output is polynomial in \(d\) replaced them (Chen, 2009a), and independence of \(d\) is sometimes possible using either weak coresets (Feldman & Tassa, 2015) or squared Euclidean distances (Feldman, Schmidt, & Sohler, 2013a; Barger & Feldman, 2016; Feldman, Ozer, & Rus, 2017).

### 4.1 Data types

Any small coreset \(C\) may be used to answer queries efficiently. However, if the data type of the coreset is different from the original data type of \(P\), we cannot use the same loss function \(f\) on \(C\). In particular, we cannot directly run existing solvers for computing the optimal query on these coresets. More complicated and different data types may help to reduce the size of the coreset, but require the design of new (possibly non-efficient) optimization algorithms.

**Weighted subset of input** is a coreset \(C \subseteq P\), where each point in \(C\) may be assigned a multiplicative scalar weight. The simplest case is where all the weights equal 1, and \(C\) is just a subset, which makes sense for covering problems (P. Agarwal et al., 2004; P. K. Agarwal & Har-Peled, 2001). For approximating average of distances by few points, we can still avoid weights, e.g. by uniform sample/distribution (Li, Long, & Srinivasan, 2001). For sum of weights, the weight is positive and intuitively tells us how many input points each coreset point represents (Har-Peled & Mazumdar, 2004a; Feldman et al., 2006). Most of the solvers
support weighted input or can be easily changed to support it. However, negative weights or weights \( u(p, x) \) that depends also on the query might imply non-convex optimization problem or other complications (Feldman & Langberg, 2011; Feldman, Monemizadeh, Sohler, & Woodruff, 2010; Feldman, Sung, & Rus, 2012); see Fig. 1(right).

Advantages of weighted subsets are (i) preserved sparsity of the input, (ii) interpretability, (iii) coreset may be used (heuristically) for other problems, (iv) less numerical issues that occur when non-exact linear combination of points are used.

**Weighted subset of input space**, where we assume that the input \( P \) is from a ground set or metric space, and the coreset is from the same ground set. E.g. for \( k \)-means, the coreset may be a subset of \( \mathbb{R}^d \) but not a subset of \( P \); e.g. (Har-Peled & Kushal, 2005; Rosman, Volkov, Feldman, Fisher III, & Rus, 2014). This is related to the notion of weak \( \epsilon \)-net in computational geometry (Matoueak, 2003) (nothing to do with weak coresets in the next section).

**Sketch matrices** imply that each point in the coreset is a linear combination of the input points. The input is represented as a matrix \( P \in \mathbb{R}^{n \times d} \) where every point corresponds to a row, and the coreset construction is a “fat” matrix \( (m \ll n) \) \( S \in \mathbb{R}^{m \times d} \) called sketch matrix. The coreset (called sketch) is then \( C = SP \in \mathbb{R}^{m \times d} \). Sketch matrices are generalizations of previous coresets, where \( S \) is either a fat or sparse diagonal \( n \times n \) matrix of the original row weights. As coresets, the term sketch is not consistent along papers. Sketch matrices may support the stronger turn-style model that allows deletion and changing single entries and not only insertion of records, in sub-linear space and without using trees. See surveys in (Phillips, 2016; Clarkson & Woodruff, 2009).

**Low-dimensional coresets** are coresets that instead of having small number of points, are contained in a low dimensional space in some sense. The classic examples are low-rank approximations (SVD/PCA) (Mahoney, 2011; Feldman, Schmidt, & Sohler, 2013a; Cohen, Elder, Musco, Musco, & Persu, 2015), JL-lemma (random projections) (Boutsidis, Zouzias, Mahoney, & Drineas, 2015) and well conditioned matrices (A. Dasgupta, Drineas, Harb, Kumar, & Mahoney, 2008). Sometimes such coresets are the first step before reducing the number of input points; see Section 7 for projections on the optimal query.

**Generic data structures** are usually the result of combining few types of the above coresets. These are the most harder to handle for optimization, but may be unavoidable for obtaining small coreset for some problems (Feldman, Sung, & Rus, 2012; Feldman & Langberg, 2011; Rosman et al., 2014).

### 4.2 Query sets

In Section 2 we defined coreset with respect to a set of queries that it approximates. The first two following types of coresets are much stronger than the third, as they are also composable.

**Strong coreset** approximates *any* given query in the given query set. They are thus composable and it is usually easy to extract from them an approximation to the optimal query of the original input \( P \). See examples in (P. Agarwal et al., 2005; Phillips, 2016; Feldman & Langberg, 2011).
**Weak coreset** is a coreset \( C \) that does not approximate all the queries. Instead, it approximates a subset of queries \( \mathcal{X}(C) \). If this function \( \mathcal{X}(C) \) is monotonic, i.e., \( C' \subseteq C \) implies \( \mathcal{X}(C) \subseteq \mathcal{X}(C') \), then the techniques for constructing \( \varepsilon \)-sample (see Section 6) can be applied (Feldman & Langberg, 2011). Due to the smaller query space, the sample might be smaller by order of magnitude. This is since it depends on the generalized VC-dimension of the function \( \mathcal{X} \) and not the VC-dimension of the set \( \mathcal{X}(P) \); e.g. (Feldman & Langberg, 2011; Feldman, Monemizadeh, & Sohler, 2007; Feldman & Tassa, 2015).

**Example:** The VC-dimension for the range space of \( k \) balls in \( \mathbb{R}^d \) is \( O(dk \log k) \); (Feldman, Schmidt, & Sohler, 2013a). However, a \((1 + \varepsilon)\)-approximation to the optimal query (center) for the \( k \)-means/median/center problem is spanned by a convex combination of \( k/\varepsilon O(1) \) input points in \( P \) (Shyamalkumar & Varadarajan, 2007; Feldman, Ozer, & Rus, 2017). By defining the function \( \mathcal{X} \) that maps a coreset \( C \) to the union \( \mathcal{X}(C) \) of all these centers, we obtain a generalized VC-dimension of \( 1/\varepsilon O(1) \), i.e., independent of \( d \) for the query spaces of these problems. Generalizations hold for projective clustering \((j > 0)\), and suggestion on how to compute the optimal query of the restricted set \( \mathcal{X}(C) \) can be found in (Feldman & Langberg, 2011; Braverman et al., 2016; Feldman, Monemizadeh, & Sohler, 2007; Feldman & Tassa, 2015).

**Sparse solution** (query) that approximates only the optimal query can be computed using convex optimization techniques such as Frank-Wolfe algorithm (Bădăoiu & Clarkson, 2003; Clarkson, 2010). An approximation solution, sparse or not, for a subset of the input points at hand, usually says nothing about the optimal solution of the complete data, or even after the insertion of a single new point. Hence, sparse solutions are not composable and thus not support all the computation models from Section 3. Sometimes it is unavoidable: such coreset for 1-center has size \( O(1/\varepsilon) \) for \( \varepsilon \in (0, 1) \), while composable coreset or any coreset that handles streaming data must be of size exponential in \( d \) as was proven in (P. Agarwal et al., 2005). Sometimes the sparse solution is the weight vector of the (strong) coreset itself (Feldman, Volkov, & Rus, 2016).

### 4.3 Construction Types

**Uniform sample** from the input is probably the most common “coreset”. This is also a natural competitor of every other coreset. Unlike other constructions, uniform sampling takes time sub-linear time in the input, which also explains why it misses small but important input points or far clusters, and does not provide \((1 \pm \varepsilon)\)-multiplicative error as other coresets. Nevertheless, most of the coresets use uniform sampling after proper scaling by sup-weights which enables smaller coresets using the notion of \( \varepsilon \)-sample; see Section 6 and (Cohen, Lee, et al., 2015; Feldman & Langberg, 2011; Li et al., 2001).

**Importance sampling** aims to reduce the additive error of \( \varepsilon \text{cost}(P, x) \) to \( \varepsilon \text{cost}(P, x) \), i.e. \((1 \pm \varepsilon)\)-multiplicative error by replacing uniform sampling with non-uniform sample of the same size over the input space. The main technique is to re-weight each point by its sensitivity, or sup-weight respectively, as explained in Section 6. Then compute a “uniform” sample from the weighted set, where each input point is replaced by duplicated points according to its new weight, e.g. (Braverman et al., 2016; Langberg & Schulman, 2010).
Grids are based on discretization of the input space to small clusters, and then taking a representative from each cluster, weighted by the number of input points in its cell. These are the first coresets and were first used for covering problems (P. K. Agarwal & Procopiuc, 2003; P. Agarwal et al., 2005). The additive error \( \varepsilon_{cost}(P, X^*) \leq \varepsilon_{cost}(P, X) \) is usually smaller than modern coresets. However, the time and space is exponential in \( d \) due to the large number of cells, which is also the reason that deterministic constructions (that takes time exponential in \( d \)) are used. E.g. (Har-Peled & Mazumdar, 2004a; P. K. Agarwal & Procopiuc, 2003); see Fig. 1(middle/right).

Greedy constructions are used for problems with specific properties to obtain smaller coresets, e.g. based on convex optimization. Here, in each iteration we adaptively pick the next best point to the coreset deterministically (Feldman et al., 2016; Feldman, Ozer, & Rus, 2017) or based on importance sampling (Aggarwal, Deshpande, & Kannan, 2009). Such deterministic constructions may obtain coresets of size that cannot be obtained via random constructions; see Fig. 3(right), Section 7.3 and (Barger & Feldman, 2016; Batson, Spielman, & Srivastava, 2014)

Such deterministic or adaptive constructions may be smaller by order of magnitudes compared to other constructions. For example, the query set of all the possible convex shapes (sets) has corresponding unbounded VC-dimension, but still has an \( \varepsilon \)-sample of finite size (Chazelle et al., 1993); see also Lower Bounds in Section 7.3.

5 Problem types

The input set \( P \) usually consists of finite number of \( n = \sum_{p \in P} w(p) \) points in some metric or Euclidean space. Some coresets have size independent of \( n \), and may be applied on a set \( P \) that consists of infinite number of points, e.g., an analog and continuous signal or image (Feldman, Monemizadeh, & Sohler, 2007; Har-Peled & Kushal, 2005; Feldman, Sugaya, & Rus, 2012; Rosman et al., 2014). Every point may be assigned a positive multiplicative weight, which usually does not make the problem easier or harder. This is necessary when computing coreset for coresets as in the case of composable coresets.

The fitting error \( f \) is usually a Log-Lipschitz function of some distance function and thus satisfies the weak triangle inequality in some sense, i.e., \( f(p, x) - f(p', x) \) is bounded by the distance from \( p \) to \( p' \) for every \( p, p' \in P \) and \( x \in X \), up to a small multiplicative factor. This includes a distance to the power of a constant \( z \geq 0 \) or M-estimators that ignore large distances and thus handle outliers. When the query \( X \) is a set of centers as in \( k \)-means, or a shape as in low-rank approximations, or \( k \)-line means, we usually define \( f(p, X) = \min_{x \in X} f(p, x) \); see (Feldman & Schulman, 2012b; Braverman et al., 2016).

Projective clustering is one of the fundamental type of problems that is suitable for coresets (P. K. Agarwal & Procopiuc, 2000; Deshpande, Rademacher, Vempala, & Wang, 2006; Har- Peled & Varadarajan, 2002; P. K. Agarwal, Jones, Murali, & Procopiuc, 2002; Feldman, Schmidt, & Sohler, 2013b). Here, each item in the set of queries \( X \) is a set of \( k \) affine \( j \)-dimensional subspaces. Special cases include \( k \)-means/median/center \( (j = 0) \) in a metric or pseudo-metric spaces (discrete versions) (Charikar & Guha, 2005; Charikar, Guha, Tardos, & Shmoys, 2002), low-rank approximation (PCA) where \( k = 1 \) (Charikar et al., 2002;
| Name               | Input                  | Query           | Cost function | Coreset properties | Coreset weights | Const. time | Query time |
|-------------------|------------------------|-----------------|---------------|--------------------|-----------------|-------------|------------|
| 1-center          | $P \subseteq \ell \in \mathbb{R}^d$ | $x \in \mathbb{R}^d$ | $\max_{p \in P} |p - x|$ | $C \subseteq P$ | Unweighted | $O(n)$    | $O(d)$    |
| Monotonic function | $P \subseteq \mathbb{R}^d$ | Monotonic function $f' : \mathbb{R} \rightarrow [0, \infty)$ | $\max_{p \in P} f'(p)$ | $C \subseteq P$ | Unweighted | $O(n)$    | $O(d)$    |
| Deviation mean (1) | $P \subseteq \mathbb{R}^d$ | $w : P \rightarrow \mathbb{R}$ | $\sum_{p \in P} w(p)(p - x)$ | $C \subseteq P$ | Unweighted | $O(n)$    | $O(d)$    |
| Deviation mean (2) | $P \subseteq \mathbb{R}^d$ | $w : P \rightarrow \mathbb{R}$ | $\sum_{p \in P} w(p)(p - x)$ | $C \subseteq P$ | $u : C \rightarrow \mathbb{R}$ | $O(nd^3)$ | $O(d^2)$ |
| Deviation mean (3) | $P \subseteq \mathbb{R}^d$ | $w : P \rightarrow \mathbb{R}$ | $\sum_{p \in P} w(p)(p - x)$ | $C \subseteq P$ | $u : C \rightarrow [0, 1]$ | $O(nd^3)$ | $O(d^2)$ |
| 1-mean (1)        | $P \subseteq \mathbb{R}^d$ | $w : P \rightarrow \mathbb{R}$ | $\sum_{p \in P} w(p)\|p - x\|^2$ | $C \subseteq P$ | Unweighted | $O(n)$    | $O(d)$    |
| 1-mean (2)        | $P \subseteq \mathbb{R}^d$ | $w : P \rightarrow \mathbb{R}$ | $\sum_{p \in P} w(p)\|p - x\|^2$ | $C \subseteq P$ | $u : C \rightarrow \mathbb{R}$ | $O(nd^3)$ | $O(d^2)$ |
| 1-mean (3)        | $P \subseteq \mathbb{R}^d$ | $w : P \rightarrow \mathbb{R}$ | $\sum_{p \in P} w(p)\|p - x\|^2$ | $C \subseteq P$ | $u : C \rightarrow [0, 1]$ | $O(nd^3)$ | $O(d^2)$ |
| Matrix $\ell_2$ norm | $P \subseteq \mathbb{R}^d$ | $x \in \mathbb{R}^d$ | $\sum_{p \in P} (p^Tx)^2$ | $C \subseteq P$ | Unweighted | $O(nd^2)$ | $O(d^3)$ |
| Linear regression | $P \subseteq \mathbb{R}^d \times \mathbb{R}$ | $x \in \mathbb{R}^d$ | $\sum_{(p,b) \in P} (p^Tx - b)^2$ | $C \subseteq P$ | Unweighted | $O(nd^2)$ | $O(d^3)$ |

Table 1: Example of simple coresets that can be used to compute a cost function exactly for an input set $P$ of $n$ points, with no approximation error. The columns represent, respectively, the name of the related problem, the type of input (possibly weighted via a weight function $w$), the family of possible queries that can be answered via the coreset, the cost function that the coreset should be used to evaluate, the properties of the coreset (and its weight vector $u$), property of the coreset weights, the construction time of the coreset, and the time it takes to answer a specific query using the coreset.

Drineas, Mahoney, & Muthukrishnan, 2006), or well conditioned basis (A. Dasgupta et al., 2008) for different distance functions. Many other problems can be reduced to these kind of problems via linearizations in high-dimensional space. Projective clustering is a special case of Dictionary learning as explained in (Feigin, Feldman, & Sochen, 2011).

**Supervised learning** is done recently using coresets, where each input point $(p, y)$ includes a discrete or continuous label. E.g. for learning kernels, $y \in \{-1, 1\}$, and the distance function is $f((p, y), x) = y \cdot \phi(p \cdot x)$ for some kernel function $\phi : \mathbb{R} \rightarrow [0, \infty)$. Unlike other optimization techniques, if the coreset is composable we may compute a coreset for each class $y$ independently and then return the union of coresets as the final coreset (Tolochinsky & Feldman, 2018; Joshi, Kommaraji, Phillips, & Venkatasubramanian, 2011; Löffler & Phillips, 2009).

**Generalization error** is less relevant for most of the coresets. Unlike in machine learning and more like in Computer Science and Computational Geometry, there is usually no assumption that the data is a set of i.i.d samples from some known or unknown distribution. The question of what problem to solve, using which model and how to avoid overfilling is related to techniques such as maximum-likelihood or Empirical Risk-Minimization. Exceptions
Table 2: Coresets for the problem of \(k\)-clustering (points to points). The input is a set of \(n\) points in \(\mathbb{R}^d\) (Euclidean space) or any other metric space. Squared and non-squared distances are denoted by \(k\)-means and \(k\)-median respectively. \(M\)-estimators also handle outliers that ignore farthest distance by taking e.g. \(\min\{\text{dist}(p,q), 1\}\) as the distance between two points.

### 6 Generic Coreset Construction

Many of the existing and especially old coreset constructions can be simplified, improved and have better guarantees using modern and retrospective analysis. In this section we try to give a generic algorithm that can be used to generate many of these existing coresets, which continues and improve such tries from (Feldman & Langberg, 2011; Braverman et al., 2016).

**Reduction to off-line construction on a pair of coresets** is allowed, assuming composable coresets (strong or weak) construction which support the streaming model as explained in Section 2. Using the merge-and-reduce tree (see there), we can assume that we are given a set of \(m \ll n\) points, which is a union of two other coresets, and the goal is to reduce it by half to a coreset of size \(m/2\), for the smallest possible value of \(m\). This assumption usually adds extra polynomial factors in \(\log(n)\), since \(\varepsilon\) is replaced with \(\varepsilon/(\log n)\) due to the increasing error over the levels of the tree.

**\(\varepsilon\)-Sample.** Many, if not most, of the existing coresets can be defined formally as an \(\varepsilon\)-sample, which is a generalization of the definition of \(\varepsilon\)-nets in computational geometry for binary functions (Li et al., 2001; Effros & Schulman, 2004; Haussler & Welzl, 1986). Given
a query space \((P, w, \mathcal{X}, f)\) and an error (usually constant) \(\varepsilon \in (0, 1)\), an \(\varepsilon\)-sample is a query space \((C, u, \mathcal{X}, f)\) where \(C \subseteq P\), such that \(\text{cost}(\sum_{p \in P} w(p)f(p, x)) = \sum_{p \in P} w(p)f(p, x)\) is approximated by \(\text{cost}(u(q)(f(q, x))_{q \in C})\) for every query \(x \in \mathcal{X}\), up to an additive error of \(\varepsilon\), i.e.,

\[
\left| \sum_{p \in P} w(p)f(p, x) - \sum_{q \in C} u(p)f(q, x) \right| \leq \varepsilon.
\]

Hence, \(C\) is a weighted subset strong coreset, and is also composable coreset as defined in Section 2.

For example, the common \((1 \pm \varepsilon)\)-multiplicative approximation error for \(\sum_{p \in P} w(p)g(p, x)\) can be obtained by defining \(f(p, x) = g(p, x)/\sum_{q \in P} w(q)g(q, x)\). Smaller bound on the error as in Grid coresets may be obtained by defining \(f(p, x) = g(p, x)/\sum_{q \in P} w(q)g(q, x^\ast)\), where \(x^\ast\) is an optimal query. If this is hard or impossible, larger (no-longer multiplicative) error of \(\Delta(P, x)\geq 0\) can be obtained by defining \(f(p, x) = g(p, x)/\Delta(P, x)\).

**Simple \(\varepsilon\)-sample.** If the input weights are non-negative, i.e., \(w : P \rightarrow [0, \infty)\), then PAC-learning (Li et al., 2001; Blumer, Ehrenfeucht, Haussler, & Warmuth, 1989; Haussler, 1990), which generalizes Hoeffding’s inequality (Hoeffding, 1963), proves that a simple i.i.d uniform sampling (if \(w \equiv 1/n\), or proportional to \(w\) in general) yields an \(\varepsilon\)-sample with probability at least \(1 - \delta\). The size of the sample depends polynomially on \(\max_{p \in P, x \in \mathcal{X}} |f(p, x)|\), the sum of weights \(\sum_{p \in P} w(p), 1/\varepsilon, \log(1/\delta)\), and a measure of complexity for a query space that is related to generalized VC-dimension (Feldman & Langberg, 2011; Braverman et al., 2016).

While uniform sample is the most common and generic way to compute an \(\varepsilon\)-sample, generic deterministic constructions (usually of size exponential in \(d\)) was suggested in (Matousek, 1995), and obtain the same or better bounds of most of the Grid coresets, after proper scaling by the sup-weights below. See Section 4.3 and Fig. 1(right).

**Sup-weights** were suggested in (Feldman & Langberg, 2011) to reduce the size or the error of the sample above by a factor of \(n\). The main observation is that we can replace the weight function \(w\) by any function \(m : P \rightarrow [0, \infty)\) and \(g(p, x) = w(p)f(p, x)/m(p)\), we obtain the same desired cost \(\sum_{p \in P} w(p)f(p, x) = \sum_{p \in P} m(p)g(p, x)\). The sample size above now depends on \(\max_{p, x} |g(p, x)|\), and the new total weight \(\sum_{p \in P} m(p)\). To minimize them, we assign to each point \(p \in P\) a weight \(m(p) = w(p)\max_{x \in \mathcal{X}} |f(p, x)|\) (more generally, its supremum). That is, we minimize the total weight under the constraint

\[
\max_{p, x} |g(p, x)| = \max_{p, x} \frac{w(p)|f(p, x)|}{m(p)} = 1.
\]

Computing weaker bounds \(m'(p) \geq m(p)\), say, up to a multiplicative constant factor for every point \(p \in P\), would increase the total weight and size of resulting coreset by the same factor.

This new optimization problem is independent of \(\varepsilon\) or one of the many algorithms to construct \(\varepsilon\)-sample (randomly or deterministically) on the new re-weighted set. Hence, it simplifies the analysis and results of many previous papers.

**Sensitivity** is a special case of this reweighting, where we wish to obtain multiplicative \(1 \pm \varepsilon\) approximation for a non-negative function \(f\), i.e., \(f(p, x) = g(p, x)/\sum_{q \in P} w(q)g(q, x)\).
as explained in the beginning of this section. Here,

\[ m(p) = \max_x w(p) f(p, x) = \max_x \frac{w(p) g(p, x)}{\sum_{q \in P} w(q) g(q, x)}. \]

See e.g. (Chen, 2009a; Langberg & Schulman, 2010; Braverman et al., 2016; Feldman, Krause, & Faulkner, 2011).

Finding small sup-weights or sensitivities for different cost functions is the main challenge of many current coreset papers. Sometimes it may be harder than the original optimization problem of finding \( x^* \). In fact, the problems are usually related as explained below.

The chicken-and-egg problem stems from the fact that the optimal query \( x^* \) is usually required to bound sensitivity or sup-weights; see Fig. 1(right) and Section 7. However, this is usually the main motivation for constructing the coreset in the first place. There are a few leeway: first, it can be assumed that the size of the input is the size of a pair of coresets \( m \ll n \) as explained in the beginning of this section. So inefficient algorithms (say, polynomial in their input size \( m \)), would still yield linear construction time in \( n \). However, for \( \text{NP-hard} \) problems such as \( k \)-means clustering, the running time would still be exponential in \( k \). For other problems (such as general projective clustering) even inefficient optimization algorithms might not be known.

Figure 2: (left) A robust approximation to the optimal clustering (the stars) is computed on a small \( \epsilon n \)-sample. About half of the closest points in the full set are then removed. (middle) The process continues recursively on the remaining half and new robust approximation (the new stars) are produced, until there are no points left. (right) The output \((\alpha, \beta)\)-approximation is the union of robust estimators during the \( O(\log n) \) iterations.

**Bicriteria or \((\alpha, \beta)\)-approximation** for the optimal solution can be used in such cases, which is a set \( B \subseteq \mathcal{X} \) of \( \beta \geq 1 \) queries whose fitting cost \( \sum_{p \in P} \min_{x \in B} f(p, x) \) is larger by a factor of at most \( \alpha \geq 1 \) compared to the cost of the optimal solution; see Fig. 2. The bound on the total sup-weights or sensitivities usually depends polynomially on \( \alpha \) and \( \beta \); near-logarithmic bounds for \( \alpha, \beta \) are reasonable.

**Generic algorithm for \((\alpha, \beta)\)-approximation** is suggested in (Feldman & Langberg, 2011) following (Feldman, Fiat, Segev, & Sharir, 2007). First we compute an \((\alpha, \beta, 1/4)\)-approximation \( X \subseteq \mathcal{X} \) to the robust optimal query as explained below, then we compute for each point \( p \in P \) its distance \( \min_{x \in X} f(p, x) \) to its closest center in \( X \), and remove half of the closest points (or weights, in general). We continue recursively on the remaining \( n/2 \)
input points (or total weight) until there are no points left; see Fig. 2. The running time is only linear in the number of input points due to the geometric sequence of points in each iteration.

Unlike techniques such as RANSAC (Choi, Kim, & Yu, 1997), while the first iteration uses random sampling, the overall algorithm is adaptive: in each layer we remove the “main stream/cluster” of the data. “Hidden isolated” clusters may not be caught by uniform sampling in the first iteration but would be left and be discovered during the last iterations.

Robust optimal query \( x \in \mathcal{X} \) minimizes the sum of distances to its closest (say, half) input points \( P_{x,1/2} \), i.e., ignoring a constant fraction \((1/2)\) of outliers. Computing such a query is usually much harder than computing the optimal query \( x^* \). However, computing an approximation \( \tilde{x} \) that serves only quarter of the points, such that \( \sum_{p \in P_{\tilde{x},1/4}} f(p, \tilde{x}) \leq \sum_{p \in P_{x,1/2}} f(p, x) \) is much easier, since \( \varepsilon \)-sample (in particular, uniform sample) is a coreset for this problem (Feldman & Langberg, 2011). An \((\alpha, \beta, 1/4)\) approximation allows multiplicative factor \( \alpha \) of error to the last cost, and using \(|X| = \beta\) centers.

For example, for problems such as \( k \)-means/median/center, an \( \varepsilon \)-sample \( S \) for \( k \) balls, i.e., uniform sample of size \(|S| = O(k)\) is also the desired \((1, |S|, 1/4)\)-robust estimator. Generic algorithm for computing such robust estimator can be found in (Feldman & Langberg, 2011). In practice, it may be computed via heuristics such as EM-estimators, but without provable bounds (Feldman et al., 2011; McLachlan & Krishnan, 2007).

Bootstrapping is used to reduce the overall size of the \( \varepsilon \)-coreset after computing an \( \varepsilon \)-sample that is based on sup-weights that are in turn based on an \((\alpha, \beta)\)-approximation. These total sup-weights or sensitivities usually depend polynomially on \( \alpha \) and \( \beta \), and so does the final coreset. To remove these factors we compute the coreset (off-line, on each subset of the merge-and-reduce tree) using, say, \( \varepsilon' = 1/2 \) to obtain a small coreset that can be used to compute a constant factor approximation to the optimal query \((\alpha' = \beta' = O(1))\). We then compute the coreset for the desired \( \varepsilon \) in \((0, 1)\) using this \((\alpha', \beta')\)-approximation instead of the previous \((\alpha, \beta)\)-approximation to obtain coreset that depends on \( \alpha' = \beta' = O(1) \). See e.g. (Har-Peled & Mazumdar, 2004b).

In this sense, the framework in this section can be seen as a series of improved approximations, from initial \((\varepsilon n)\)-samples that are based on uniform samples, to sup-weights sampling that are based on a rough \((\alpha, \beta)\)-approximation that is based in turn based on robust estimators in each iteration, which are eventually replaced by \((\alpha', \beta')\)-approximation and smaller total sup-weights/sensitivity. This process is then applied on each small subset (node) of the merge-reduce tree.

## 7 Bounding Total Sup-weights and Dimension

In this section we suggest generic existing technique to bound sup-weights and dimension of query space.
7.1 Bounding sup-weight

Most of the techniques for bounding total sensitivity or sup-weights in general are based on a given $(\alpha, \beta)$-approximation for the optimal query of the corresponding query space, as explained in the previous section. For simplicity, we assume in this section that we are given the optimal solution $(\alpha = \beta = 1)$. Otherwise we use the bootstrapping technique above.

Grids. First coresets discretized/clustered the space into a grids of cells around the optimal solution as explained in Section 4.2 and Fig. 1(right), such that every input point $p$ in a grid cell $\square$ has the same distance to every query up to an additive factor of $\varepsilon f(p, x^*)$. Hence, the sup-weight is

$$\frac{f(p, x)}{f(P, x^*)} \leq \frac{f(p, x)}{f(P \cap \square, x^*)} \leq \frac{1}{|P \cap \square|}.$$  

The sum of the last term over every point $p \in P \cap \square$ in the square is 1, so the total sup-weights is the number of cells in the grid, which is usually exponential in $d$. This is why deterministic $\varepsilon$-sample constructions, whose time is exponential in $d$, are used in these coreset constructions. The approximation error for $f(P, x)$ is $\varepsilon f(P, x^*) \leq \varepsilon f(P, x)$ as explained in Section 6.

Projection on the optimal query allows us to reduce the problem to a problem on a smaller dimension which in turn reduces total sup-weights. We first add the projected input $P'$ to the coreset, and then compute coreset for the difference $f(P, x) - f(P', x) \leq f(P, P')$, by bounding the sup-weight of $f(p, x) - f(p', x) \leq f(p, p')$ using the weak triangle inequality. Here we assume that $f(P, P')$ and $f(p, p')$ are well defined. The resulting coreset is the union of $P'$ with a weighted subset of pairs that can be replaced by two points: $p$ with positive weight and $p'$ with a negative weight, as explained in (Feldman et al., 2010; Feldman, Sung, & Rus, 2012). For problems such as $k$-means we have that $P'$ consists of only $k$ points, and the negative weights can actually be removed (Feldman & Langberg, 2011; Braverman et al., 2016). For other problems we need to compute a coreset for $P'$ of size $|P| = n$ but whose dimension is smaller. See following techniques.

Bounding sensitivity directly using the previous technique is possible since the sensitivity of a point is bounded by $f(p, x^*)/f(P, x^*)$ plus the sensitivity of its projected point $p'$ above with respect to the set $P'$, as proven in (Varadarajan & Xiao, 2012b). The coreset is usually larger compared to previous technique (e.g. for $k$-means the total sensitivity is $k$ and not 1). However, the resulting coreset is a weighted subset, with only positive weights.

The cUTE decomposition is used to bound sensitivity of higher-dimensional centers than points, such as in projective clustering where $j \geq 1$. Using the above techniques we can reduce the dimension of $P$ to the dimension $j$ of the optimal query by replacing it with $P'$. It was proved in (Feldman et al., 2010, 2006) that in this case every $m$-dimensional affine subspace $X$ can be replaced by an affine $(j - 1)$-dimensional subspace $X'$ and a constant $c > 0$ such that the distance from every point in $P'$ to $X'$ is the same as the distance to $X$ multiplied by a constant (weight) $c$. See Fig. 2(left) for the case $j = 1$. This is a special case for the claim that there is a factorization $A = cUTE$ for every $A \in \mathbb{R}^{m \times j}$ and $E \in \mathbb{R}^{d \times j}$, such that $UTU = I$ and $c \geq 0$.

The reduction is from a set $P$ in $\mathbb{R}^d$ and $j$-dimensional queries, to a set $P'$ in $\mathbb{R}^j$ with $j$-dimensional queries. We can then apply this reduction recursively $j - 1$ times till the centers
Figure 3: (left) For every pair of lines \( \ell \) (in blue) and \( \ell' \) (in red) there is a center \( c \) (in green) and \( w \geq 0 \) such that the distance from every \( p \in \ell \) to \( \ell' \) is the same as its distance to \( c \) multiplied by \( w \). (middle) An arbitrary input point \( c_1 \) is the first center and coreset point. Its farthest input point \( p_2 \) is the second coreset point, and \( c_2 \) is the closest point between them to the origin. (right) The next coreset point \( p_3 \) is the farthest input point from \( c_2 \), and \( c_3 \) is the new closest point to the origin. After \( i = 1/\varepsilon \) iterations we have \( \|c_i\| \leq \varepsilon \).

(queries) are points. Unfortunately, careful analysis shows that the final total sensitivity is exponential in \( j \) (Feldman et al., 2010).

**Weighted centers** (multiplicative weight \( w'(x) \) for every query \( x \)) occur: (i) when clustering to \( k \geq 2 \) (multiple) subspaces, which reduce to handling weighted \( (j-1) \)-subspaces as explained above, and (ii) for clustering weighted facilities (centers), e.g. when the travelling costs to a center at the sea/air and a center of the same distance on the ground are not the same, and (iii) handling \( k \)-clustering with \( m \) outliers (centers whose weight is infinity), or \( M \)-estimators \( f'(p, x) = \min \{ f(p, x), c \} \) for some constant threshold \( c > 0 \).

Bounds on the sensitivities for these cases are usually exponential in the number of centers and also depends on \( \log(n) \); See Section 4.3.

**Reduction of cost(\cdot) from \( \|\cdot\|_1 \) to \( \|\cdot\|_\infty \).** Suppose that we have a subset coreset construction for our query space, \( \varepsilon = 1/2 \), and any input \( P \) of \( n \) points, where cost(\cdot) = \( \|\cdot\|_\infty \), i.e., covering queries. If the output coreset consists of at most \( m \) points, then it was proven in (Feldman, Schmidt, & Sohler, 2013a) based on a simple generalization of (Varadarajan & Xiao, 2012a) (for projective clustering), that the total sensitivity is bounded by \( O(m \log n) \).

**Beyond sup-weights.** The max-sampling framework is very generic but for specific problems we might get better coreset constructions. This includes pre-processing techniques such as Dimension Reduction before computing the coreset (Feldman, Schmidt, & Sohler, 2013a). The sparsity of the input is loss in this case, so recursive partitioning of the data can be used instead (Barger & Feldman, 2016). Convex optimization techniques such as the Frank-Wolfe algorithm (Bádoiu & Clarkson, 2008; Clarkson, 2010) produces a sparse solution for a given function which are not composable, as explained in Section 4.2. However, a coreset construction may be formulated as such a convex optimization problem where we wish to compute a sparse distribution over the input (the set of coreset weights) that satisfies some requirements. See for example deterministic small coresets for 1-mean and low-rank approximation (Feldman, Ozer, & Rus, 2017; Feldman et al., 2016).
7.2 Bounding Queries Dimension

The dimension of a query space is the VC-dimension of the corresponding range space of the \( \varepsilon \)-sample as explained in Section 6. There are many techniques for bounding the VC-dimension of such a range space; see e.g. (Anthony & Bartlett, 1999). The range space is the same for the same pseudo-distance function to any power of \( z \geq 1 \). For example, \( k \)-median/median/center queries has the same corresponding range space: the sets of \( k \) balls in \( \mathbb{R}^d \). To bound the VC-dimension it is usually useful to consider the squared distances, which are polynomial functions in case of points in \( \mathbb{R}^d \), as in the case of projective clustering. The VC-dimension for such \( n \) polynomial functions is their degree \( d \) (Feldman, Schmidt, & Sohler, 2013a). More generally, if we can answer a query in \( O(d) \) arithmetic operations and exponential functions then the corresponding dimension of the query space is also polynomial in \( d \).

Weak composable coresets maintains the approximated optimal solution using smaller sample, by replacing the VC-dimension by Generalized VC-dimension that may be smaller by order of magnitudes, or even independent, on parameters such as dimension \( d \); see Section 4.2.

Homomorphic query space is a query space whose dimension is smaller, but sufficient to answer every query of a query space of a larger dimension. For example, squared distances to any shape that is contained in a \( k \)-subspace can be approximated up to factor of \( 1 \pm \varepsilon \) by another rotated shape that is contained in a fixed \( (k/\varepsilon) \)-dimensional subspace (Feldman, Schmidt, & Sohler, 2013a).

Deterministic Constructions for \( \varepsilon \)-sample might be smaller than the non-tight bound on the size that is obtained from uniform random sampling or other techniques. See Fig. 3(right) and Section 4.3.

7.3 Lower bounds

Since there is no exact definition for a coreset, the most general definition is “any data structure that can answers every query in the query set”. Here, the computation issues from Section 4.1 are ignored. The size of the coreset can be measured by the total number of the bits it takes to store it in memory. A lower bound under this assumption is usually proved via communication protocols where Alice tries to answer a query based on an input data that Bob has, using minimum communication between them (Muthukrishnan et al., 2005; Munteanu & Schwiegelshohn, 2018).

Other lower bounds are known for specific problems and coreset types, such as for the size of weighted subset coresets (Har-Peled, 2004, 2006; Edwards & Varadarajan, 2005), dependency on the stretch ratio of the input (Varadarajan & Xiao, 2012a), or order of input points (Assadi & Khanna, 2017). For random constructions, lower bounds may be computed using e.g. the coupon collector (Braverman et al., 2016), and smaller deterministic versions are possible via (Batson et al., 2014).
8 Future Research

Another direction is to apply coresets for problems beyond data reductions, as the following two examples.

Private coresets. In the recent years, we started to solve theoretical and practical open problems using coresets in fields that seemingly have nothing to do with data reduction. For example, in (Feldman, Fiat, Kaplan, & Nissim, 2009; Feldman, Xiang, Zhu, & Rus, 2017) private coresets that preserve differential privacy were suggested to enable answer unbounded number of queries with no leakage of privacy for a specific user. It was also proved there that a small coreset for any problem implies a private coreset that introduces a small additive noise, for the corresponding query space. However, the proof is not constructive. Having a constructive proof will turn the existing numerous coreset constructions into private coresets for many open problems in machine learning. Such a contribution is especially important since lack of practical results for machine learning is one of the critique on differential privacy (Bambauer, Muralidhar, & Sarathy, 2013). A more humble but important result is to suggest private coresets for specific problems, based on their corresponding non-private versions as in (Feldman et al., 2009; Feldman, Xiang, et al., 2017).

Fully Homomorphic Encryption (FHE). These algorithms get encrypted data $[P]$ of $P$ on the server (e.g. cloud) and output the encrypted result $[X]$ of $X$ without revealing the secret encryption/decryption key. However, FHE algorithms are usually impractically slow. Computing coresets using FHE might be easier and faster as was recently shown in (Akavia, Feldman, & Shaul, 2018, 2019). The main idea is that instead of solving the complete problem on the server’s side, only the coreset will be computed on the server and transmitted (encrypted) to the client. The client will then extract locally the desired result from the coreset in short time due to the small size of the coreset. It turns out that for many problems the task of computing a coreset in the FHE computation model is significantly easier than solving the original problem. This is similar to the fact that we can compute coresets in linear or near-linear time for NP-hard problems such as approximating $k$-means up to a small factor of $1 \pm \varepsilon$. Sketch matrices are particular useful for FHE since they involve only multiplication by a matrix, which is an operation that can be implemented very efficiently via FHE; see (Akavia et al., 2018, 2019) for details.

Deterministic coresets. Using the sup-sampling approach in this survey, the problem of computing coresets can be reduce to the problem of computing $\varepsilon$-samples, after proper weighting by the sup or sensitivity of the function at hand. Computing such $\varepsilon$-samples deterministically of size polynomial in the VC-dimension is an open problem even for the case where the query is the set of half-spaces in $\mathbb{R}^d$.

Deep Learning. Coresets for Deep Learning are natural since Deep Learning usually applied on very big data-sets, in parallel, and the training time is long. One goal may be to reduce the training data for shorter training time, and another goal may be to sparsity (compress) the network itself for faster classification. Since the functions in deep learning are much more complicated than the functions in this survey, a natural approach is to compute coreset for each neuron and then train the network neuron-by-neuron as in (Tolochinsky & Feldman, 2018). Similarly, we can compress the network neuron by neuron via sensitivities.
of edges as was suggested in (Sener & Savarese, 2017; Baykal, Liebenwein, Gilitschenski, Feldman, & Rus, 2019, to appear.). Since no coresets are known even for activation functions of a single neuron, there are many open problems also in this field.

**Coresets for other machine learning problems.** There are many problems in traditional machine learning with no coresets, including e.g. decision trees/forest with all their variants, as well as supported vector machines and other optimization functions such as RELU.

**Signal processing.** Coresets for fast computations of FFT or wavelets are natural, and it seems that even provable linear-time approximation algorithm for these problems are not known.

**Implementation.** Coresets were born in theoretical computer science, and computational geometry in particular. As such, most of the results have no related software or experimental results. In fact, even pseudo code is usually missing and the algorithm is hidden in the proof. In the recent years more researchers implement coreset and open code can be found e.g. in (Liberty, 2017; Feldman, 2018; Campbell, 2018; Sanabria, 2018; Yahoo!, 2018).

**Unified framework.** The tedious approach of computing a coreset for each problem, paper after paper, suggests to focus on holistic approaches for constructing coresets following Section 6. This includes connection to other data summarization techniques such as sketches, dictionary learning, kernalization, compressed sensing, sparse optimization and graph sparsification.
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