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Abstract

In this paper, we propose a leader-follower hierarchical strategy for two robots collaboratively transporting an object in a partially known environment with obstacles. Both robots sense the local surrounding environment and react to obstacles in their proximity. We consider no explicit communication, so the local environment information and the control actions are not shared between the robots. At any given time step, the leader solves a model predictive control (MPC) problem with its known set of obstacles and plans a feasible trajectory to complete the task. The follower estimates the inputs of the leader and uses a policy to assist the leader while reacting to obstacles in its proximity. The leader infers obstacles in the follower’s vicinity by using the difference between the predicted and the real-time estimated follower control action. A method to switch the leader-follower roles is used to improve the control performance in tight environments. The efficacy of our approach is demonstrated with detailed comparisons to two alternative strategies, where it achieves the highest success rate, while completing the task fastest. See [www.dropbox.com/s/hexadigkvshe/IROS_Video.mp4?dl=0] for a descriptive video of the algorithm.

1 Introduction

Multi-robot systems have a high potential to collaboratively accomplish complex tasks, such as, for example transporting large or heavy work pieces [1,7]. For known repetitive tasks in structured environments, collaborative manipulation problems in industrial applications are mainly solved in a centralized way, relying on precise feedforward computations. As solving a centralized control synthesis problem for such tasks can become computationally cumbersome, distributed and decentralized control strategies have been proposed [8,15]. However, communication delays remain as a bottleneck, i.e., iterative communication, such as the ones required for consensus type algorithms, might converge too slowly for such robotics applications. To resolve this, the use of implicit communication, such as force and torque measurements or estimates on rigid bodies, has been proposed in the literature, e.g., in [16,25].

Obstacle avoidance in collaborative robotics has primarily considered known obstacles and solving a centralized problem with explicit communication [26,31]. Issues arise when the robots rely only on local controllers in unstructured and unknown or partially known environments, primarily because of the tight dynamical couplings. A particular challenge is associated with inferring unknown obstacles using implicit communications when the robots have only partial knowledge of their environment, i.e. they use local sensors with limited field of view.

We consider the task of two robots collaboratively transporting an object, constraining the robots’ inputs to comply with the object’s physical constraints. We consider no explicit communication, so the local environment information and the control actions are not shared between the
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robots. We solve the control design problem by using a leader-follower strategy with the leader using a predictive control and the follower using a simple controller, known to the leader. With this schema, the leader can solve the collaborative transportation task, with the help of the follower, while building a map of its unknown obstacles. Such a map is obtained by estimating the follower’s inputs to infer missing local information about the environment sensed by the follower. This extends the work of [32,33] to two-robot problems. Our key contributions can be summarized as follows:

1. We propose a leader-follower strategy for two robots collaboratively transporting an object in a partially known environment with obstacles. The leader solves an MPC problem based on its known set of obstacles and plans a trajectory to reach the target position, while avoiding collisions for the whole system (i.e., the two robots combined with the object to be transported).

2. We present a simple control policy for the follower that is reactive to obstacles detected by the follower (and possibly undetected by the leader). This follower control policy is designed so that it allows the leader to infer the position of obstacles not directly sensed.

3. Motivated by [16], we introduce a strategy for allowing leader-follower role switches during the task. We present a detailed numerical example of two point robots transporting a rigid rod in an initially unknown environment. On this example our proposed approach allows the leader’s MPC controller to learn the undetected obstacles and successfully complete the task, with the leader-follower roles appropriately switched.

Control design with three or more robots is not addressed in this work. In order to estimate the inputs of the other robot, we assume each robot can estimate the states of the joint system, i.e., the two robots with the object to be transported. For the considered example of two point robots transporting a rigid rod, this estimation is done with measurements of robots’ own positions and the rod orientation. For more complicated systems, similar estimates may be obtained using additional sensors. We do not present this in this paper.

2 Problem Formulation

In this section, we formulate the collaborative obstacle avoidance problem with the leader-follower control architecture. Such a leader-follower hierarchy is common in control design [16,17,34,35]. We limit ourselves to the case of only one follower. We refer to the two robots with the object to be transported as the joint system.

2.1 Environment Constraints

Let the environment be defined by the set $X$. We assume obstacles are static, although the proposed framework can be extended to dynamic obstacles. Let the set of obstacles be denoted by $O$. Therefore, the safe set for the joint system is given by $S = X \setminus O$. At the beginning of the task, we assume that the robots do not have any prior information about the environment. During the control task, the robots detect obstacles and store their positions. At any time step $t$, let the set of obstacle constraints known to the leader and the follower (detected at $t$ and stored until $t$) be denoted by $C_{l,t}$ and $C_{f,t}$, respectively. We denote:

$$C_{l,t} \cup C_{f,t} = O_t, \text{ with } O_{t-T_s} \subseteq O_t, \forall t \leq T,$$

where $T_s$ is the sampling time of both the leader and the follower robot controllers (defined next in Section 2.2), and $T \gg T_s$ is the task duration.
2.2 System Modeling

We consider that the leader and the follower robots transport the same object as they move. The state space equation of the joint system is of the form:

\[ S_{t+T_s} = f(S_t, u_t, v_t), \]

where \( S_t \in \mathbb{R}^d \) is the joint system state, \( u_t \in \mathbb{R}^m \) is the input of the leader and \( v_t \in \mathbb{R}^p \) is the input of the follower at time step \( t \), and \( f(\cdot, \cdot, \cdot) \) is any nonlinear map.

**Remark 1.** In general the states \( S_t \) contain the positions and velocities of the center of masses of the leader, the follower and the object being transported.

A block diagram of the joint system is shown in Fig. 1, where the red and the blue parts indicate the operations carried out by the leader and the follower, respectively. We consider the case where the leader does not have full information of all the detected obstacles in \( O_t \), i.e., \( C_{l,t} \subset O_t \). We further consider that no explicit communication between the leader and the follower is available. Similar to [16–24], we enable both the agents to infer each other’s inputs as “implicit” communication. We first make the following assumption.

**Assumption 1.** The leader and the follower can estimate the joint system states \( S_t \) at all time steps.

We introduce the following notation: let \( (\cdot)^{(j)}_t \) denote the value of the quantity \( (\cdot)_t \) as inferred by robot \( j \in \{l, f\} \). The leader and the follower’s estimates of \( S_t \) are thus denoted by \( \hat{S}^{(l)}_t \) and \( \hat{S}^{(f)}_t \), respectively. We denote the coordinates of the center of mass of the leader/follower by \( R_{t}= [X_{l,t}, Y_{l,t}]^\top \) and \( R_{f,t}= [X_{f,t}, Y_{f,t}]^\top \). Often such states are already included in \( \hat{S}^{(l/f)}_t \), as pointed out in Remark 1. If they are not a part of \( \hat{S}^{(l/f)}_t \), they need to be estimated as well in our control approach.

**Method Outline:** At time step \( t \), the leader uses \( \hat{S}^{(l)}_t \) to compute the control action \( u_t \) for the joint system to avoid its known set of obstacles \( C_{l,t} \). As there is no explicit communication, the follower infers the leader’s inputs \( u_t \) via its state estimates, inducing a delay in the application of its inputs. That is, at time step \( t+\delta \) (with a \( \delta \ll T_s \)), the follower uses \( \hat{S}^{(f)}_{t+\delta} \) and \( \hat{R}^{(f)}_{t+\delta} \) to infer \( \hat{u}_t \). The follower also uses \( \hat{R}^{(f)}_{t+\delta} \) to build a map of its detected obstacles, and computes \( v_{t+\delta} \) as
a function of \( u_t \) and these obstacles. During the inference time between \( t \) and \( t + \delta \) the follower keeps applying the previous input \( v_{(t-T_s)+\delta} \). The leader then infers the follower’s inputs \( v_{t+\delta} \) via its state estimates to learn additional obstacles. That is, at time step \( (t + 2\delta) \) the leader uses \( \hat{S}_{t+2\delta}^{(l)} \) to estimate \( \hat{v}_{t+\delta} \), based on which it learns the position of any additional obstacles in the follower’s proximity at \( t + \delta \) using \( \hat{R}^{(l)}_{t,\delta} \). The leader then computes updated \( C_{l,t+T_s} \). We detail the algorithm in Section 3. In the next sections, we present the controller synthesis. We discuss the effect of the time delay \( \delta \) in details in Section 3.3-3.4, when we distinguish between the leader and the follower applied inputs.

Remark 2. We consider that the leader and follower robots have synchronized clocks. A short discussion of non synchronized clocks is presented in Section 3.6.

For clarity of presentation in this paper, we present a specific case of model (1). Specifically, we model both the leader and the follower as point robots \( m_l \) and \( m_f \), with global coordinates \( X_l, Y_l \) and \( X_f, Y_f \), respectively, transporting a rigid rod, as shown in Fig. 2. The connecting rod of length \((l_l + l_f)\) has a mass \( m_r \). Assuming the rod is of uniform density, the rod has an inertia, \( J_r \), of \( \frac{1}{12}m_r(l_l + l_f)^2 \). The total mass of the joint system is therefore \( m = m_r + m_l + m_f \). The total moment of inertia of the joint system is \( J = J_r + m_r \left( \frac{l_l + l_f}{2} \right)^2 + m_l l_l^2 + m_f l_f^2 \). The leader’s inputs on the rod are the axial force \( F_{al} \), perpendicular force \( F_{pl} \), and the torque \( \tau_l \). The corresponding follower’s inputs are \( F_{af} \), \( F_{pf} \) and \( \tau_f \). Denoting \( T = \frac{(-F_{pf}l_f + F_{pl}l_l + \pi + \tau_f)}{J} \) and define:

\[
q_1 = -(l_l \sin \theta T + l_l \cos \theta \dot{T}) + \frac{1}{m} (\cos \theta (F_{al} + F_{af}) - \sin \theta (F_{pl} + F_{pf})), \\
q_2 = (l_l \cos \theta T - l_l \sin \theta \dot{T}) + \frac{1}{m} (\sin \theta (F_{al} + F_{af}) + \cos \theta (F_{pl} + F_{pf})).
\]

Due to the rigid coupling with the rod, the leader’s position, and translational and angular velocity states are sufficient to define the evolution of the joint system. Accordingly, using (2), the state-space equation for the joint system is:

\[
\dot{S}(t) = f_c(S(t), u(t), v(t)) = \begin{bmatrix} \dot{X}_l & q_1 & \dot{Y}_l & q_2 & \dot{\theta} & T \end{bmatrix}^T,
\]

\footnote{the leader’s inference can be made at time step \((t + \delta + \mu)\) with \( \delta < \mu \leq T_s \). We use \( \delta \ll T_s \) and \( \mu = \delta \) only to simplify notations. See Table 4.}

Figure 2: Model of the joint system. The leader and the follower are point masses connected by the rigid rod. The follower reacts to a critical obstacle \( C_{cr} \), as defined in Section 3.1.
with \( S(t) = [s_1, s_2, s_3, s_4, s_5, s_6] \top \), \( u(t) = [F_a, F_p, \tau] \top \), and \( v(t) = [F_{af}, F_{pf}, \tau_f] \top \) at time \( t \), where the states are representative of variables given by:

\[
s_1 = X_l, s_2 = \dot{X}_l, s_3 = Y_l, s_4 = \dot{Y}_l, s_5 = \theta, s_6 = \dot{\theta}.
\]

We discretize (3) with the sampling time of \( T_s \) for both the leader and the follower to obtain its discrete time version similar to (1). Furthermore, for this specific model (3), Assumption 1 can be stated as: both the leader and the follower can estimate the leader’s position, velocity, as well as the angular speed and orientation of the rod at all times. For simplicity of presentation, we consider that the robots measure their positions, velocities, and the rod’s angle and angular speed. Accordingly, estimators \( \hat{S}_l(t) \) and \( \hat{S}_f(t) \) are:

\[
\hat{S}_l(t) = \begin{bmatrix}
X_{l,t} & \dot{X}_{l,t} & Y_{l,t} & \dot{Y}_{l,t} & \theta_t & \dot{\theta}_t
\end{bmatrix} \top, \\
\hat{S}_f(t) = \begin{bmatrix}
\dot{X}_{f,t} \\
\dot{Y}_{f,t} \\
\dot{\theta}_t
\end{bmatrix} = \begin{bmatrix}
X_{f,t} + (l_l + l_f) \cos \theta_t \\
\dot{X}_{f,t} - (l_l + l_f) \sin \theta_t \\
Y_{f,t} + (l_l + l_f) \sin \theta_t \\
\dot{Y}_{f,t} + (l_l + l_f) \cos \theta_t \dot{\theta}_t \\
\theta_t \\
\dot{\theta}_t
\end{bmatrix}.
\]

In the absence of perfect position, velocity and rod orientation measurements, one can design appropriate state observers, such as a particle filter or an extended Kalman filter to obtain their estimates, if Assumption 1 holds.

### 2.3 Input Constraints

We consider constraints on the inputs of both the leader and the follower, which are given by \( u_t \in U \) and \( v_t \in V \) for all \( t \geq 0 \). For our specific example in this paper, with \( \bar{F}_a, \bar{F}_p, \bar{\tau} \in \mathbb{R}_+ \), we consider the same box constraints:

\[
U = V := \{ w : -[\bar{F}_a \ \bar{F}_p \ \bar{\tau}] \top \leq w \leq [\bar{F}_a \ \bar{F}_p \ \bar{\tau}] \top \}.
\]

### 3 Control Synthesis

We enumerate the steps involved in our leader-follower control synthesis briefly next, which constitute our **collaborative obstacle avoidance with environment learning** algorithm.

(I) At any time step \( t \), the leader designs an MPC controller with horizon of \( N \) steps with \( NT_s \ll T \) for the joint system to reach a specified target position \( S_{tar} \), while avoiding all the stored obstacles in \( C_{l,t} \). This is shown in Section 3.2.

(II) If there are no obstacles in its proximity, the follower uses a control strategy to support the actions of the leader. The inference of the leader actions by the follower is described in Section 3.3.

(III) In the case where critical obstacles (as defined later in Definition 1) are detected by the follower, the follower applies an additional input contribution in order to avoid these critical obstacles, as we show in Section 3.1.
(IV) The leader estimates the follower’s applied inputs and uses this as an “implicit” communication to build a map of its possibly unseen obstacles lying in the follower’s proximity. The leader then updates its set of known obstacles \( C_{l,t+T_s} \), as we show in Section 3.4. The leader MPC problem is solved again at the next time step with the updated environment information.

We now elaborate the above steps (I)-(IV) in the following sections. The resulting collaborative obstacle avoidance with environment learning algorithm is in Section 3.6.

3.1 Follower Policy Parameterization

In the set of all obstacles seen by the follower, we define a critical obstacle point, due to which the follower chooses to apply a reactive input.

**Definition 1 (Critical Obstacle Points).** We define a critical obstacle point at time step \( t \) as a point in the set of obstacles \( C_{f,t} \) which is within a radius of \( d_{cr} \) from the follower’s center of mass.

\[
C_{cr,t} = \arg \min_{c \in C_{f,t}} \| \hat{R}_t^{(f)} - c \| \\
\text{s.t.,} \quad \| \hat{R}_t^{(f)} - c \| \leq d_{cr},
\]

where \( \| \cdot \| \) denotes the Euclidean norm.

In case of multiple critical obstacle points satisfying (6), we pick the critical obstacle point as the one that maximizes

\[
\max_{c \in C_{cr,t}} \frac{\hat{R}_t^{(f)} \cdot (c - \hat{R}_t^{(f)})}{\| \hat{R}_t^{(f)} \| \| (c - \hat{R}_t^{(f)}) \|},
\]

that is, the one having the maximum relative velocity component towards the follower’s center of mass. The inputs applied by the follower are then given by:

\[
v_t = \begin{cases} f_1(u_t), & \text{if no critical obstacle point at } t, \\ f_2(u_t, d_{cr}, d_t, \phi_t) & \text{otherwise}, \end{cases}
\]

where \( f_1(\cdot) \) and \( f_2(\cdot, \cdot, \cdot, \cdot) \) can be any function chosen such that \( v_t \in \mathcal{V}, u_t \) is the input of the leader, \( d_t = \| \hat{R}_t^{(f)} - C_{cr,t} \|, \phi_t \) is the angle between the vector connecting the follower center of mass to critical obstacle point and the follower center of mass to that of the leader, respectively. For our considered specific example, this is shown in Fig. 2.

We now make the following assumption ensuring when a critical obstacle point is seen, the follower applies a separate input, as opposed to what it would have applied otherwise.

**Assumption 2.** We assume in (7):

\[
\forall t \geq 0, \ nudge u_t, d_t, \phi_t : d_t \leq d_{cr}, \ f_1(u_t) = f_2(u_t, d_{cr}, d_t, \phi_t).
\]

We also make the following assumption that will be used for the leader’s control synthesis in Section 3.2 and for learning critical obstacle points in Section 3.4.

**Assumption 3.** We assume that the functions \( f_1(\cdot) \) and \( f_2(\cdot, \cdot, \cdot, \cdot) \) are known to the leader.
where in $d_t$ we directly measure $R_t$, i.e., $\hat{P}_t^{(f)} = R_t$ (see (4b)), and the gains $K_1$ and $K_2$ known to the leader, chosen to satisfy $[5]$. Without any loss of generality in (8), we have not included a reactive torque upon seeing critical obstacle points. Hence, only the first $2 \times 2$ sub-matrix of $K_1$ need to be invertible. We choose $K_2 \in [0,1)$, and

$$K_1 = \text{diag}\left(\frac{F_a(1 - K_2)}{d_{cr}}, \frac{F_p(1 - K_2)}{d_{cr}}, 0\right),$$

ensuring the follower’s inputs are saturated only at $d_t = 0$.

### 3.2 MPC Controller of the Leader

Using Assumption $[1]$ and Assumption $[3]$ the constrained finite time optimal control problem that the leader has to solve for its MPC controller synthesis at time step $t$ is:

$$\begin{align*}
\min_{U_t} & \sum_{k=1}^{N} (S_{t+kT_s|t} - S_{\text{tar}})^\top Q_s (S_{t+kT_s|t} - S_{\text{tar}}) + u_{t+(k-1)T_s|t}^\top Q \dot{u}_{t+(k-1)T_s|t} \\
\text{s.t.,} & \quad S_{t+kT_s|t} = f(S_{t+(k-1)T_s|t}, u_{t+(k-1)T_s|t}, v_{t+(k-1)T_s|t}), \\
& \quad B(S_{t+kT_s|t}) \in \mathcal{X} \setminus \mathcal{C}_{t,l}, \\
& \quad u_{t+(k-1)T_s|t} \in \mathcal{U}, \quad v_{t+(k-1)T_s|t} = f_1(u_{t+(k-1)T_s|t}), \\
& \quad \forall k \in \{1, 2, \ldots, N\}, \quad S_{t|t} = \hat{S}_{t|t}^{(l)},
\end{align*}$$

(9)

where $\mathcal{B}(\cdot)$ is a set of position coordinates defining the joint leader-follower system, input sequence $U_t = \{u_{t|t}, \ldots, u_{t+(N-1)T_s|t}\}$, $S_{\text{tar}}$ is the target state, and $Q_s, Q_1 \succ 0$ are the weight matrices. Note, in order to avoid a mixed integer formulation arising due to all possible combinations of follower’s critical obstacle points in $\mathcal{C}_{t,l}$ along the prediction horizon, in (9) the leader computes the predicted $v_{k|t}$ using only $f_1(\cdot)$.

For model (3) with follower policy (8), the leader uses (4a) to estimate:

$$\begin{align*}
R_{t+kT_s|t} &= \begin{bmatrix}
\|l_f + l_r\| \cos s_{5,t+kT_s|t} \\
\|l_f + l_r\| \sin s_{5,t+kT_s|t}
\end{bmatrix}, \\
B(S_{t+kT_s|t}) &= \{x : \exists \alpha \in [0,1], \ x = \alpha s_{1,t+kT_s|t} + (1 - \alpha)R_{t+kT_s|t}\}, \\
v_{t+(k-1)T_s|t} &= K_2 u_{t+(k-1)T_s|t} \in \mathcal{U}, \quad S_{t|t} = \hat{S}_{t|t}^{(l)},
\end{align*}$$

(10a-b-c)

in (9), for all $k \in \{1, 2, \ldots, N\}$, with $\mathcal{U}$ from (5). Solving (9)-(10) is difficult, mostly due to the non-convexity of the imposed state constraints $\mathcal{X} \setminus \mathcal{C}_{t,l}$ and that too for all values of parameter $\alpha \in [0,1]$. Therefore, we solve an approximation to (9)-(10), as shown in the Appendix. After finding a solution to (9), the leader applies input

$$u_t = u^*_{t|t},$$

(11)

to joint system (1) in closed-loop. Since the follower has no direct access to (11) to apply its own inputs according to (7), it estimates the leader’s inputs. This is elaborated next.
3.3 Applying the Follower’s Inputs

The follower uses $\hat{S}^{(f)}_t$ to construct an estimate $\hat{u}_t$ of the leader’s inputs $u_t$. This inference is done in a time duration of $\delta \ll T_s$ after time step $t$, as introduced in Fig. 1 and Section 2.2. For this inference to be feasible, we make the following sufficient assumption. Let $\hat{S}^{(f)}_t \in \mathcal{Y}_f$, $\forall t \geq 0$.

**Assumption 4.** We assume that the map from the set $\mathcal{U}$ to the set $\mathcal{Y}_f$ is invertible.

Assumption 4 ensures that by using its set of estimates for the leader’s states, the follower has the ability to uniquely infer the input $u_t$ applied by the leader. Between the time steps $t$ and $t + \delta$ the follower applies its previous inputs $v_{t-T_s+\delta}$. Afterwards, the follower applies

$$
\begin{align*}
v_{t+\delta} = & \begin{cases} 
     f_1(\hat{u}_t), & \text{if no critical obstacle point at } t + \delta, \\
     f_2(\hat{u}_t, d_{cr}, d_{t+\delta}, \phi_{t+\delta}), & \text{otherwise},
\end{cases}
\end{align*}
$$

(12)

where the computation of $\hat{u}_t$ uses Assumptions 1 and 4. For our considered system model (3), the follower’s estimates of the joint system states (i.e., the leader’s states) are given in (4b). This satisfies Assumption 4. The construction of the estimate $\hat{u}_t$ and the corresponding form of the follower’s applied inputs

$$
\begin{align*}
v_{t+\delta} = & \begin{cases} 
     K_2 \hat{u}_t, & \text{if no critical obstacle point at } t + \delta, \\
     K_2 \hat{u}_t + K_1 (d_{cr} - d_{t+\delta}) \begin{bmatrix} \cos \phi_{t+\delta} \\ -\sin \phi_{t+\delta} \\ 0 \end{bmatrix}, & \text{otherwise},
\end{cases}
\end{align*}
$$

(13)

where $d_{t+\delta} = \|R_{t+\delta} - C_{cr,t+\delta}\|$, are derived in detail in the Appendix. Here we directly measure $R_{t+\delta}$, i.e., $\hat{R}^{(f)}_{t+\delta} = R_{t+\delta}$ (see (4b)). Similar derivations can be conducted for variations of (3), e.g., the rigid connections in the system replaced by elastic spring contacts, if Assumption 4 holds.

3.4 Learning Critical Obstacle Points via Input Inference

The leader infers the reactive feedback of the follower in $v_{t+\delta}$ in (7) at time step $t + 2\delta$. Using this, the leader’s estimate of the critical obstacle point seen by the follower at time step $t + \delta$ is denoted as $\hat{c}^{(l)}_{cr,t+\delta}$. For obtaining this estimate we first need the following assumption, along with Assumptions 1, 3 stated in Section 3.1. Let $\hat{S}^{(l)}_t \in \mathcal{Y}_l$, $\forall t \geq 0$.

**Assumption 5.** We assume that the map from the set $\mathcal{V}$ to the set $\mathcal{Y}_l$ is invertible and $f_2(\cdot, d_{cr}, \cdot)$ is an invertible function for any chosen value of the critical distance $d_{cr}$.

We choose function $f_2(\cdot, d_{cr}, \cdot)$ satisfying Assumption 5. Assumption 5 ensures the leader is able to uniquely infer the critical obstacle points using its estimated follower’s inputs. Satisfying Assumptions 1, 3 and Assumption 5, the construction of $\hat{c}^{(l)}_{cr,t+\delta}$ for model (3) and follower policy (8) is shown in detail in the Appendix. For this estimation the leader uses (4a) and computes estimates of the corresponding follower states as:

$$
\begin{align*}
\hat{X}^{(l)}_{f,t+\delta} = & \hat{X}_{t+\delta} - (l_l + l_f) \cos \theta_{t+\delta}, \\
\hat{Y}^{(l)}_{f,t+\delta} = & \hat{Y}_{t+\delta} - (l_l + l_f) \sin \theta_{t+\delta},
\end{align*}
$$

(14)

and then obtains:

$$
\hat{c}^{(l)}_{cr,t+\delta} = \begin{bmatrix} \hat{X}^{(l)}_{f,t+\delta} + \hat{d}_{t+\delta} \cos (\theta_{t+\delta} - \hat{\phi}_{t+\delta}) \\ \hat{Y}^{(l)}_{f,t+\delta} + \hat{d}_{t+\delta} \sin (\theta_{t+\delta} - \hat{\phi}_{t+\delta}) \end{bmatrix},
$$

(15)
where $\hat{d}_{t+\delta}$ and $\hat{\phi}_{t+\delta}$ are the leader’s estimate of $d_{t+\delta}$ and $\phi_{t+\delta}$, respectively. With the inferred $\hat{C}^{(l)}_{cr,t}$, the leader then updates and uses:

$$C_{l,t+T_s} = C_{l,t} \cup \delta C_{l,t+T_s} \cup \hat{C}^{(l)}_{cr,t+\delta},$$

where $\delta C_{l,t+T_s}$ denotes the new obstacle constraints detected by the leader at the next time step. The process is then repeated from time step $(t+T_s)$ onward.

### 3.5 Leader-Follower Role Switching

Although the leader learns $\hat{C}^{(l)}_{cr,t+\delta}$ and updates its controller, this can still lead to failure in avoiding obstacles in tight environments. For example, if the follower approaches a tight corner with multiple obstacles, the leader may not have sufficient time to generate a feasible trajectory for the joint system, as it does not directly detect the whole obstacle map from the follower and infers only the critical obstacle points detected by the follower. Therefore, switching the roles of the leader and the follower in these scenarios can be useful, enabling the leader to directly see all the obstacles in the tight corner. Such a role switching strategy of the leader and the follower is motivated by [16], where the roles are switched with a fixed frequency. In general, we define a time dependent role switching function for an agent as:

$$f_{swt} : (x, C, t) \mapsto \{0, 1\},$$

where $x$ and $C$ denote the switching deciding states and obstacles of the agent, respectively, and 0 denotes no switching and 1 denotes a switch trigger.

### 3.6 Algorithm

We summarize our proposed collaborative obstacle avoidance with environment learning algorithm with system model (3) and follower policy parametrization (8) in Algorithm 1. As a specific choice for (17), we pick:

$$f_{swt}(R_{t+\delta}, C_{t+\delta}) = \begin{cases} 
1, & \text{if } \|R_{t+\delta} - C_{t+\delta}\| \leq d_{th}, \\
0, & \text{otherwise},
\end{cases}$$

where $d_{th}$ is a chosen distance threshold value, and the follower and the leader use $C_{t+\delta} = C_{cr,t+\delta}$, $C_{t+\delta} = \hat{C}^{(l)}_{cr,t+\delta}$, and $R_{t+\delta} = \hat{R}^{(f)}_{t+\delta}$ and $R_{t+\delta} = \hat{R}^{(l)}_{t+\delta}$ obtained from (4), respectively. Having evaluated (18) at time step $t+\delta$, the agents decide the role switch trigger accordingly for control design at $t + T_s$. Since the error between $\hat{R}^{(f)}_{t+\delta}$ and $\hat{R}^{(l)}_{t+\delta}$ is zero (see (4)), the switch happens simultaneously at $t + T_s$ without any explicit communication, if the leader has an accurate estimate (15). We alternately keep changing the cost in (9)-(10) with role switches, always penalizing the deviation of the initial leader from $S_{tar}$.

**Remark 3** (Unsynchronized Clocks). If the leader’s and the follower’s clocks are unsynchronized, the order of operations shown in Algorithm 1 can no longer be ensured. However, for a small sampling time $T_s$, the performance of Algorithm 1 does not change noticeably. This was observed during the numerical experiments in Section 4 with the chosen value of $T_s$ in Table 1. In such cases, check [18] may result in two leaders for a fraction of the sampling time, when both robots apply MPC controllers by solving (9)-(11).

**Remark 4** (Imperfect Estimation). If the estimate $C^{(l)}_{cr,t+\delta}$ has large errors, one may alternatively decide role switches with a fixed time period, similar to [16]. In such a case, the leader may not include $C^{(l)}_{cr,t+\delta}$ in (16), and instead include a time varying penalty in (9) based on its inferred obstacles.
Algorithm 1: Collaborative Obstacle Avoidance with Environment Learning

Initialize: \( t = 0 \), \( v_{t-(T_s)+\delta}^o, S_0 \)

Inputs: \( S_{\text{tar}}, Q_i, Q_s, d_{cr}, U, K_1, K_2, T, \delta, N, T_s, \mathcal{X} \)

Data: \( C_{l,t}, C_{f,t} \)

1: while \( t \leq T \) do
   2: Leader at \( t \): Get \( u_t \) from (9)-(11). Apply to (3);
   3: Follower at \( t \): Apply \( v_{t-(T_s)+\delta} \) to (3) in \([t,t+\delta] \);
   4: Follower at \( t+\delta \): Compute \( C_{cr,t+\delta} \) with (6);
       Obtain \( \hat{R}_{t+\delta}^f \) from (4b);
       Infer \( \hat{u}_t \) (see Appendix);
       Apply \( v_{t+\delta} \) in (13) to (3);
   5: Leader at \( t+2\delta \): Obtain \( \hat{R}_{t+\delta}^l \) from (14);
       Obtain \( S_{t+2\delta}^l \) from (4a);
       Estimate \( \hat{v}_{t+\delta} \). Get \( \hat{d}_{t+\delta}, \hat{\phi}_{t+\delta} \) from (13);
       Estimate \( C_{cr,t+\delta}^l \) with (15);
   6: Follower at \( t+T_s \): Check \( f_{swt}(\hat{R}_{t+\delta}^f, C_{cr,t+\delta}) \) and pick switch;
   7: Leader at \( t+T_s \): Check \( f_{swt}(\hat{R}_{t+\delta}^l, C_{cr,t+\delta}^l) \) and pick switch;
   8: \( t = t + T_s \);
9: end while

4 Numerical Experiments

We present our numerical simulations in this section. First we detail the problem setup, and then we compare the results from Algorithm 1 with two alternative strategies. We consider synchronous clocks for these experiments. The source codes are in: github.com/monimoyb/LeadFollowRobots. We use Python 3.7.3 and the SLSQP solver in SciPy 1.6.

4.1 Experimental Setup

The parameters of the problem are shown in Table 1. We consider the set of obstacles in \( C_{l,t} \) as a collection of discrete point coordinates, since we simulate the detection of these obstacles with a lidar-like angle sweep. Both the leader and the follower record point cloud information of surrounding obstacles lying within a radius of \( 1.2 \) meters, with a resolution of \( 3.6 \) degrees. The critical distance, as defined in (6), is chosen as \( d_{cr} = 1.1 \) meters.

We solve the leader’s MPC controller synthesis problem (see Appendix for this approximation to (9)-(10)) with semi-definite weight matrices \( Q_s = \text{diag}(120, 4, 120, 4, 0, 0.01) \), and \( Q_i = \)

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \( m_l \) | 0.04 kg | \( m_f \) | 0.04 kg |
| \( l_t \) | 0.8 m | \( l_f \) | 0.8 m |
| \( m_r \) | 0.01 kg | \( T_s \) | 0.03 s |
| \( d_{cr} \) | 1.4 m | \( K_2 \) | 0.5 |
| \( \bar{F}_a \) | 5 N | \( \bar{F}_p \) | 5 N |
| \( \bar{\tau} \) | 0.5 N m | \( \delta \) | 0.02 s |
| \( N \) | 3 | \( T \) | 2.7 s |
diag(0.05, 0.05, 0.01) and with \( S_{\text{tar}} = [3, 0, 3.95, 0, 0, 0]^T \) and \( S_0 = [7.5, 0, 7.2, 0, 0.1, 0]^T \).

4.2 Trajectory Comparison with Alternative Strategies

We now present the results of two alternative strategies and compare them with the ones from Algorithm 1. In all the following figures, the red dot represents the leader and the blue dot represents the follower. The red star denotes the target position of the leader.

4.2.1 No Environment Learning

The first strategy is an MPC based standard leader-follower obstacle avoidance strategy motivated by \([17, 27, 29–31]\), where the leader applies the MPC controller (9)-(11), the follower applies (8), and the leader does not infer any obstacle information from the follower’s inputs. So the set of obstacles used by the leader for MPC design is updated as:

\[
C_{l,t+T_s} = C_{l,t} \cup \delta C_{l,t+T_s}, \forall t \geq 0.
\]

The trajectory of the joint system with this strategy is shown in Fig. 3. The red crosses denote the obstacle points directly seen by the leader, which are successfully avoided. However, the rod hits the left most obstacle around position (4,6.2) on the follower’s side. This obstacle remains unknown to the leader, as it is not inferred from follower inputs.

4.2.2 No Role Switching

The second strategy is similar to Algorithm 1 with the exception that there is no switching of the leader-follower roles. Such a fixed role assignment is a standard practice in the literature, e.g., \([17, 20]\). As opposed to Strategy 1, here we update the leader’s known set of obstacles as (16), having inferred critical obstacle points (15) using the follower’s estimated inputs. The trajectory of the joint system with this strategy is shown in Fig. 4. The blue crosses denote the follower’s critical obstacle points inferred by the leader. As seen in Fig. 4, the follower still collides with the left most obstacle around position (4,6), despite the leader learning additional blue obstacle points using the follower’s feedback. This shows that a fixed role allotment here is inhibiting.
Figure 4: Trajectory snapshot of the rod with a fixed leader-follower role allotment and learning obstacles from the follower inputs. The task still fails.

4.2.3 Algorithm 1

We now demonstrate the results using Algorithm 1 where we switch the roles of the leader and the follower using (18) and a threshold distance of $d_{\text{thr}} = 0.8$ meters. The trajectory of the joint system is shown in Fig. 5. As seen in Fig. 5 the joint system now successfully avoids all the obstacles after incorporating the leader-follower switch. After the switch, the leader directly faces the left most obstacle and collects multiple cloud points on its surface (the red crosses). These additional obstacle cloud points are missing in Fig. 3 where there is no obstacle inference by the leader, and also in Fig. 4 where the leader relies on the follower for inferring only one critical obstacle point (the blue crosses) at a time. The task also succeeds, as the initially chosen leader reaches $S_{\text{tar}}$ by $T = 2.7$ seconds.

Figure 5: Trajectory snapshot of the rod with a switching leader-follower role allotment and learning obstacles from the follower inputs. The task succeeds.
4.3 Multiple Trials with Varying Environment

We now conduct 100 trials with each of the above three strategies, with varying positions of the left most obstacle and the one at the center of the environment. The variations are contained in the purple regions shown in Fig. 6. The shape and the size of the obstacles are unchanged, and one of their vertices is chosen uniformly in the shown regions. Successful trials are only recorded if the joint system avoids all the obstacles and the initially chosen leader robot reaches a neighborhood of radius 0.5 meters around $S_{\text{tar}}$ within $T = 2.7s$, i.e., 90 steps. Table 2 summarizes the results. Table 2 shows that Algorithm 1 outperforms the rest with the highest success rate, while reaching the target neighborhood fastest.

Table 2: Strategy comparison across 100 trials. Strategy 1: No Environment Learning, Strategy 2: No Role Switching, Strategy 3: Algorithm 1. CFT denotes: Collision Free Trials.

| Feature                     | Strategy 1 | Strategy 2 | Strategy 3 |
|-----------------------------|------------|------------|------------|
| Successful Trials (%)       | 0          | 24         | 86         |
| Collision Failures (%)      | 100        | 56         | 14         |
| Timed-Out Failures (%)      | 0          | 20         | 0          |
| Avg. # of Steps in a CFT   | N/A        | 87         | 49         |

5 Conclusion

We proposed a leader-follower strategy for a two-robots collaborative transportation task in a partially known environment with obstacles. The leader solves an MPC problem at any given time with its known set of obstacles to plan a feasible trajectory and complete the task. The follower’s policy is designed to assist the leader, but also react to additional obstacles in proximity which might be unseen to the leader. The difference between the predicted and the actual follower inputs is used by the leader to infer additional unseen environment constraints. We also propose a switching strategy for the leader-follower roles, improving the control performance in tight environments. Our algorithm outperforms two alternative strategies in the demonstrated numerical example, with the lowest collision rate and the fastest average task completion speed.
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Appendix

5.1 Tractable Approximation of \([9] - [10]\)

We first introduce the following notation: let \(\text{dist}(x, C)\) denote the shortest distance in \(\ell_2\) norm from point \(x\) to all points in the set \(C\). Then the approximation of \([9] - [10]\) is:

\[
\min_{U_t} \sum_{k=1}^{N} \left[ (S_{t+kT_s}|t - S_{\text{tar}})^T Q_\alpha (S_{t+kT_s}|t - S_{\text{tar}}) + \sum_{i=1}^{n} \ell\left( \text{dist}(\alpha_i S_{1,t+kT_s}|t) + (1 - \alpha_i)R_{t+kT_s}|t, \mathcal{C}_i,t) \right) + \cdots + u_{t+(k-1)T_s}|t Q_{\alpha} u_{t+(k-1)T_s}|t \right] \\
\text{s.t.,} \quad S_{t+kT_s}|t = f(S_{t+(k-1)T_s}|t, u_{t+(k-1)T_s}|t, v_{t+(k-1)T_s}|t),
\]

\([10a] \text{ and } [10c], \forall k \in \{1, 2, \ldots, N\} \),

where \(\ell(\cdot)\) is a positive definite cost function and \(\alpha_i \in [0, 1] \text{ for } i \in \{1, 2, \ldots, n\}\) are \(n\) sampled values of parameter \(\alpha\).

5.2 Applying the Follower’s Inputs for Model \([3]\)

Recall the follower estimates from \([4b]\). As mentioned in Section 3.3, the follower obtains these estimates at \(t+\delta\), denoted by \(\hat{X}^{(f)}_{t, t+\delta}, \hat{Y}^{(f)}_{t, t+\delta}, \text{ and } \hat{\theta}_{t+\delta}\). The follower then uses the following equations:

\[
\hat{X}^{(f)}_{t, t+\delta} = \hat{X}^{(f)}_{t, t} + \hat{q}_1 \delta, \hat{Y}^{(f)}_{t, t+\delta} = \hat{Y}^{(f)}_{t, t} + \hat{q}_2 \delta, \text{ and } \hat{\theta}_{t+\delta} = \hat{\theta}_t + \hat{\tau} \delta, \text{ with } \\
\hat{\tau} = \left( -F_{p_f, t-T_s+\delta} \hat{f} + F_{p_f, t-T_s} \hat{f} + \tau_{f, t-T_s+\delta} + \frac{1}{m} \right),
\]

\[
\hat{q}_1 = -(l_t \sin \theta_t \hat{\tau} + l_t \cos \theta_t \hat{\theta}_t^2) + \frac{1}{m} (\cos \theta_t (F_{a_l, t} + F_{a_f, t-T_s+\delta}) - \sin \theta_t (F_{p_f, t} + F_{p_f, t-T_s+\delta})) \\
\hat{q}_2 = (l_t \cos \theta_t \hat{\tau} - l_t \sin \theta_t \hat{\theta}_t^2) + \frac{1}{m} (\sin \theta_t (F_{a_l, t} + F_{a_f, t-T_s+\delta}) + \cos \theta_t (F_{p_f, t} + F_{p_f, t-T_s+\delta})),
\]

solves for \(\hat{u}_t = [\hat{F}_{a_l, t}^{(f)}, \hat{F}_{a_f, t}^{(f)}, \hat{\tau}^{(f)}_{t, t}]^T\), and applies \([13]\). Note, Assumption 4 is satisfied, as the leader’s inputs appear in the above set of equations linearly and have unique solutions.

5.3 Learn Critical Obstacles with Model \([3]\) and Policy \([8]\)

At time step \(t+2\delta\), just after the follower applies \([13]\), the leader has access to its state estimates (i.e., directly measured) using \([4a]\). It then uses the following equations:

\[
\hat{X}_{t+2\delta} = \hat{X}_{t, t+\delta} + \hat{q}_1 \delta, \hat{Y}_{t+2\delta} = \hat{Y}_{t, t+\delta} + \hat{q}_2 \delta, \text{ and } \hat{\theta}_{t+2\delta} = \hat{\theta}_{t+\delta} + \hat{\tau}_t \delta, \text{ with } \\
\hat{\tau}_t = \left( -F_{p_f, t-T_s+\delta} \hat{f} + F_{p_f, t-T_s} \hat{f} + \tau_{f, t-T_s+\delta} + \tau_{t, t} \right), \hat{\tau}_{t+\delta} = K_{2\tau_t} \tau_t, \\
\hat{q}_1 = -(l_t \sin \theta_{t+\delta} \hat{\tau} + l_t \cos \theta_{t+\delta} (\hat{\theta}_{t+\delta})^2) + \frac{1}{m} (\cos \theta_{t+\delta} (F_{a_l, t} + \hat{F}_{a_f, t+\delta}) - \sin \theta_{t+\delta} (F_{p_f, t} + \hat{F}_{p_f, t+\delta})) \\
\hat{q}_2 = (l_t \cos \theta_{t+\delta} \hat{\tau} - l_t \sin \theta_{t+\delta} (\hat{\theta}_{t+\delta})^2) + \frac{1}{m} (\sin \theta_{t+\delta} (F_{a_l, t} + \hat{F}_{a_f, t+\delta}) + \cos \theta_{t+\delta} (F_{p_f, t} + \hat{F}_{p_f, t+\delta})),
\]

and solves for \(\hat{v}_{t+\delta} = [\hat{F}_{a_f, t+\delta}^{(l)}, \hat{F}_{p_f, t+\delta}^{(l)}, \hat{\tau}_{t+\delta}^{(l)}]^T\). Note, Assumption 5 is satisfied, as the follower’s inputs appear in the above set of equations linearly and have unique solutions. The leader infers
\[ \hat{\phi}_{t+\delta} = -\arctan \left( \frac{\hat{F}_{pf,t+\delta} - K_2 F_{pl,t}}{\hat{F}_{af,t+\delta} - K_2 F_{al,t}} \right), \]  
(20a)

\[ \|\hat{F}_{af,t+\delta} - K_2 F_{al,t}\|_2^2 = \left( \frac{\bar{F}_a^2 (1 - K_2)^2}{d_{cr}^2} \cos^2 \hat{\phi}_{t+\delta} + \frac{\bar{F}_p^2 (1 - K_2)^2}{d_{cr}^2} \sin^2 \hat{\phi}_{t+\delta} \right) \times (d_{cr} - \hat{d}_{t+\delta})^2, \]  
(20b)

where \( \bar{F}_{a/p} \) is the axial/perpendicular force constraint, as shown in (5). The leader then uses (20) in (14) to infer the critical obstacle point using (15).