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The research and thinking pertaining to blockchain have thus far focused on cryptocurrency and Bitcoin. However, there is increased interest in using the technology to solve operational challenges in manufacturing and service supply chains. In this study, we introduce a new implication of using blockchain technology and propose two unique contributions. First, we introduce the notion of computational costs (measured in units of gas) as an essential mechanism for completing operational transactions in the blockchain environment. Second, we discuss the use of smart contracts and their influence on operational transactions. To investigate the link between blockchain transaction and computational costs, this study uses an experimental methodology. We develop and implement a fully functional virtual public blockchain to store, validate, and maintain transactions. The methodology provides a process to measure the computational costs, frequency, and intensity of transactions. This research contributes to conceptual research on the blockchain implementation paradigm. Its novelty stems from the identification of computational costs for operational transactions and use of an experimental methodology. This research provides managers an insight into the design of smart contract transactions in a supply chain from a cost perspective.
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1. Introduction

Industry 4.0 technologies are starting to have a significant strategic impact on applications in manufacturing and service industries, such as scheduling (Dolgui et al. 2019b), and process and globalisation strategies (Stentoft and Rajkumar 2019) to name a few. Blockchain technology has garnered much attention in recent times as a solution for a number of operational challenges in various business sectors. The research and thinking within the blockchain domain are generally focused on cryptocurrency and Bitcoin. There is increased interest in using the blockchain paradigm to solve operational challenges in manufacturing and service industries. In this study, we introduce a new implication of using blockchain technology and propose two unique contributions. First, we introduce the notion of computational costs as an essential mechanism for completing operational transactions in the blockchain environment. Second, we discuss the use of smart contracts and their influence on operational transactions.

These two contributions are based on the work of various influential authors (Roeck, Sternberg, and Hofmann 2019; Stentoft and Rajkumar 2019; Dolgui et al. 2019a; 2019b) who have contributed to the field of Industry 4.0, smart contracts, and blockchains. We identify the aspect of computational costs in a blockchain environment as an exciting emerging area of research that has the potential to alter our views on transaction costs, online business models, supply chain communication speeds, and value-added services to customers. The computational cost concept is rooted in computational power and speed, which are traditional computing architecture issues. However, some researchers in the field view computational costs as a security risk (Cheng et al. 2019). Although this is an emerging concept in the blockchain environment, the view of transaction costs in the interaction between organisations at a computational level is new. While the benefits of blockchain have been discussed at length (Kim and Laskowski 2018), there is little or no discussion on the computational cost as a hidden factor that can increase the cost of public blockchain transactions for buyers and suppliers, especially from an operational transaction perspective.

Roeck, Sternberg, and Hofmann (2019) take an abductive case study approach to study interorganisational ledger technology-based transactions between a buyer and supplier in a physical goods supply chain. We investigate the use of computational costs, which are inherent in transactions completed within a public blockchain, using an experimental...
methodology to investigate their importance to Industry 4.0 and operational transaction costs. We define the computational cost as the overall cost required to complete a transaction in the blockchain. According to the rules of the Ethereum blockchain, this cost must be paid by the initiator (Wood 2017).

We develop and implement a fully functional virtual public blockchain on a platform known as Ethereum (Wood 2017) to store, validate, and maintain transactions. This methodology provides a process to measure the computational cost, frequency, and intensity of transactions. Ethereum is chosen because of its popularity in the marketplace with both users and businesses. The insights from the contributions are gathered through the analysis of 30 transactions carried out and recorded on the virtual Ethereum blockchain. The extant literature in this domain suggests that the introduction and implementation of blockchain may be a disruptive influence on activities in such areas as production (Dolgui et al. 2019b), logistics (Francisco and Swanson 2018), traceability (Hastig and Sodhi 2019), procurement (White 2017), finance, governance (Shermin 2017), supply chains (Yanling, Eleftherios, and Weidong 2019), and the agri-food industry (Zhao et al. 2019). Blockchain technology also offers a rich environment for academic research. However, most research in this field is still theoretical, with little or no empirical evidence or real-life use cases. Iansiti and Lakhani (2017) suggests that a number of researchers have discussed their concerns about privacy, security, and cost because of the hype around the use and implementation of blockchain.

This research contributes to conceptual research on the blockchain implementation paradigm. Its novelty stems from the identification of computational costs for operational transactions and use of an experimental methodology. The paper is structured in the following manner. Initially, we discuss the emergence of blockchain and the technology from which it emanates. Within this discussion, we discuss the differences between public and private blockchains, the impact of computational costs, and how transactions are added to a blockchain. The importance of smart contracts is discussed with regard to the completion of transactions in an operational environment. The experimental setup and stack (software setup) used to design, develop, and implement our virtual blockchain is discussed at length. This setup forms the testbed to investigate the influence of computational costs. We then discuss our results from the blockchain experiment and future areas of research.

2. Literature review

2.1. Emergence of blockchain

A blockchain is defined as a ‘secure distributed ledger which can store and exchange value without the need for traditional intermediaries’ (Cheng et al. 2019). A distributed ledger is defined as ‘a technological architecture designed for the clearing and settlement of digital asset trading and distributed computing without having the need for central intermediaries’ (Yeoh 2017). A distributed ledger, the superordinate to a blockchain, was primarily developed as a tool to record Bitcoin transactions, a cryptocurrency developed by Satoshi Nakamoto in 2008 (Ankalkoti and Santhosh 2017). In a blockchain implementation, the method of recording transactions can transform the way organisations conduct business. Dolgui et al. (2019b) view blockchain as a key development towards the fourth industrial revolution, providing technological solutions for the implementation of trust between organisations. This emerging decentralised public distributed ledger is ideal for recording transactions on a medium that is immutable, transparent, and permanent (Mondal et al. 2019; Wang et al. 2019). However, these qualities have created a significant amount of ‘hype’ around blockchain. Although blockchain may add value in a number of scenarios, the extant literature reports little on the successes and failures of this technology. For instance, Browne (2017) suggests that of the 26,000 blockchain projects active in 2015/16, only 8% are still in use. According to Tapscott and Tapscott (2017), this is a foundational technology that disrupts current thinking, and thus may cause confusion in its application, especially in relation to current market norms and business models.

Some researchers (Schniederjans, Curado, and Khalajhehayati 2020) state that blockchain is still in its infancy and displays all the necessary traits of a disruptive technology, similar to the WWW or introduction of the TCP/IP protocol (Pazaitis, De Filippi, and Kostakis 2017; Sullivan and Burger 2017). Disruptive technologies are usually plagued with issues because of their lack of maturity. This can be caused by a number of factors; however, in the case of blockchain, we attribute this to the complex nature of the platform and lack of a graphical user interface. Thus, it is plagued with performance issues and appeals to only a limited audience (i.e. early adopters). Technology in its early phase often has limited practical applications (Christensen and Bower 1996). The issues with blockchain also extend to technological uncertainty, scalability problems, and costs (Wang et al. 2019). These issues determine uptake and popularity. Schmidt and Wagner (2019) find that blockchain shows symptoms similar to the Internet bubble in 2000, with the looming threat of a bubble burst. In this scenario, organisations with robust business and revenue models will survive. During the last WWW bubble, companies such as Google and Amazon were stronger and more sustainable because of their business models.

The emergence of blockchain has created the potential to disrupt many industries. For example, Min (2019) argues that it has the potential to disrupt organisations and the way they carry out transactions in a similar way to how the MP3 file format disrupted the music industry. This disruption also extends to societal usage, organisational strategy, technological
innovation, governance, production, efficiency, costs, and trust (Pazaitis, De Filippi, and Kostakis 2017; Sullivan and Burger 2017; Dolgui et al. 2019a; Dolgui et al. 2019b). Within these multitude of applications, there are myriads of industries for which blockchain can be implemented, such as supply chain and manufacturing (Olsen and Borit 2018; Min 2019; Stentoft and Rajkumar 2019; Dolgui et al. 2019a), financial services (Mori 2016; Gai, Qiu, and Sun 2018), food (Zhao et al. 2019), and governance (Shermin 2017).

The deliberate lack of centralisation differentiates a blockchain from a traditional relational database (Jabbar, Akhtar, and Dani 2019), mostly in terms of how individuals and organisations view and store data. This is designed to build trust in systems and ensure that all added transactions are verified by other members of the public blockchain (also known as miners) who control nodes. In principle, this type of permanence approach allows organisations to complete transactions without the need for intermediaries (Yeoh 2017), minimising costs and increasing efficiency. Other studies in this domain consider blockchain technology from an operational perspective. Bai and Sarkis (2020) discuss evaluation methods for selecting the appropriate blockchain technology. Yoon et al. (2020) use a simulation and analytical model to suggest that blockchain technology can be used to manage volatility in international trade. Manupati et al. (2020) focus on monitoring supply chains for carbon emissions and operational costs under a blockchain-inspired modelling approach. Kamble, Gunasekaran, and Arha (2019) conduct an empirical study of the perspectives of blockchain technology adoption using 181 Indian respondents and find a positive view towards blockchain technology adoption.

2.2. Adding transactions to a blockchain

At its core, a blockchain is based on the concept of a traditional relational database (Zhao et al. 2019), with a few significant differences. First, there are considerable differences in the types of data that can be held: structured, semi-structured, and unstructured (Jabbar, Akhtar, and Dani 2019). Second, the decentralisation characteristic changes where the database is located. Finally, owing to its immutability characteristic, a blockchain can act as a permanent record. From an information systems perspective (DeLone and McLean 2003), this may seem to be bad practice, as there is potential for the duplication of data. However, this danger is eradicated using the consensus algorithm and miners.

The process of adding transactions to a blockchain is complex, with multiple actors and significant processing power required to interface in an efficient manner. There are different stages for miners to verify and validate the transactions and computational tasks once these are added into the blockchain (Ankalkoti and Santhosh 2017). For organisations to access or interact with a blockchain, five key steps are involved:

1. There is an initial call to the blockchain to initiate the transaction.
2. This transaction is packaged as a block ready for distribution.
3. The block is then distributed to every party in the network.
4. Through the process of mining, the network approves this transaction.
5. The verified block is now added to the blockchain, and a hash that connects the current block to the previous block is generated, thereby creating a chain.

Figure 1 highlights how transactions in a blockchain are linked to each other.

The job of a miner is to select and pool transactions in a block for verification by the other nodes in a network (Ankalkoti and Santhosh 2017). Once verified through a computer algorithm, each block is appended with a hash (Figure 1). The role
of the hash is to maintain the integrity of the block to keep its security, accuracy, and permanency intact (Ankalkoti and Santhosh 2017) before reaching stage five.

2.3. Public vs. private blockchains
The adoption of blockchain technology in numerous fields and sectors has continued to grow organically, moving from the financial sector (Mori 2016) into areas such as logistics, property management, and digital identities (Sullivan and Burger 2017). According to Forbes.com (2019), of the top 50 billion-dollar companies exploring blockchain, 50% of current usage of official trials is on the Ethereum platform. According to the same article, investment in blockchain in 2019 was set to hit $2.9 billion. One of the key reasons for the popularity of the Ethereum platform is its ability to create blockchain solutions, which can either be public (Ethereum) or private (Ethereum Alliance).

The development of the Ethereum Alliance in February 2017 by a consortium of major IT and banking organisations placed blockchain technology in the mainstream, creating a level of awareness that increased the popularity of the tool (Anoaica and Levard 2018). The goal of the Ethereum Alliance is to develop a private blockchain environment dedicated to enterprises. The implementation of private blockchains created opportunities for businesses and significantly increased the popularity of public blockchain. The usage of public blockchain then increased, as did the implementation of smart contracts (Anoaica and Levard 2018).

Both private and public blockchains fulfil different roles in the Ethereum ecosystem and have different characteristics. The major difference between them is the basis for permission. A public blockchain by its very nature is ‘permissionless’: anyone can join the network and read, write, and participate in transactions. This presents decentralisation in action (Pazaitis, De Filippi, and Kostakis 2017). On the contrary, a private blockchain has restrictions on who is and is not allowed to participate and is a ‘permissioned’ system. The core issue in both these scenarios is how the two systems view users and the role of incentivisation over identity. For private blockchains, and arguably for many industries, it is important to know users (who they are and what they do). This creates certainty and a framework of trust (Anoaica and Levard 2018). Trust is a major cause of concern for most managers who worry about the implications of security on the data integrity of internal and external networks (Wang et al. 2019). To build trust in a public blockchain and minimise fraud and security issues, the focus is on using game theory and incentivisation (cryptocurrency) through mining to encourage good behaviour (Ankalkoti and Santhosh 2017). Both private and public systems have different usage scenarios and consensus algorithms. Research in this area is innovative and many solutions are now being proposed in different contexts. For example, the development of Manuchain is an innovative step forward investigating the use of blockchain in smart manufacturing (Leng et al. 2020). However, to minimise transaction processing time and major bottlenecks, Manuchain must be integrated with other cyber systems (Leng et al. 2020, 184). In addition, Makerchain has been proposed as a blockchain with chemical signatures looking at the self-organising process in social manufacturing (Leng et al. 2019). Both solutions are permission-based and have prototypes based on digital twins. While the source of the blockchain solution proposed by the authors is unclear, the implementation of gas in closed proprietary systems is less of an issue because of the lack of incentivisation scenarios. When private blockchains need access to other actors in an organisation and become ‘semi-private’, gas as a cost will need to be considered and the consensus algorithm will need to change to incentivise miners.

In both cases, as discussed in this study, computational costs are essential for creating the conditions for blockchain interaction. We argue that a cost is required to add transactions to the block. In this study, we discuss the potential implications of computational costs on transaction costs. Here, a public blockchain is used as part of the experiment because of the popularity of the network, ability to scale, and potential for growth.

2.4. Smart contracts
A smart contract, introduced by Nick Szabo in 1994 is defined as a ‘set of promises, specified in a digital form, including protocols within which the parties perform on the other promises’ (Antonopoulos and Wood 2018, 127). Since 1994, the notion of smart contracts has evolved significantly from a concept to a usable application, providing opportunities for a multitude of organisations (Dolgui et al. 2019a). The opportunities stem from technologies such as blockchain and cryptocurrency. Smart contracts were introduced to create trust between transactions and eradicate as far as possible intermediaries, which can cause unnecessary expenses and inefficiencies (Christidis and Devetsikiotis 2016). The implementation of blockchain and smart contracts creates a platform for executing transactions based on specific rules and regulations. Contracts are designed to execute when certain conditions and variables have been met (Shermin 2017). A smart contract after deployment resides in a blockchain ready for execution.

Smart contracts, owing to their sensitive nature, are best placed in an environment in which they cannot be changed arbitrarily. A blockchain acts as a permanent state (Castellanos et al. 2017) and does not allow contracts to change without
Figure 2. Smart contract relationship with the blockchain.

Smart contracts are flexible by nature, and any number of rules and regulations can be programmed as long as they have been mutually agreed (Kim and Laskowski 2018). The ability to programme smart contracts allows for flexibility and creates low overheads, as in many cases these contracts are self-enforcing and automatic, practically eliminating the use of an intermediary and disrupting traditional governance procedures (Shermin 2017). Thus, moving from what is traditionally a manual process to an automated real-time process (Jabbar, Akhtar, and Dani 2019) creates a climate in which the rules and regulations of a contract need to be scrutinised in detail before deployment. Once a contract has been deployed, revising it is impossible because blockchain rules prevent deployed blocks being changed at a later date (Tapscott and Tapscott 2017). Even in scenarios in which a contract change has been agreed, computational costs can be prohibitive. Thus, smart contracts are a key tool in the development and deployment of trust within transactions.

2.5. Computational costs in a blockchain

Wood (2017) defines a computational cost as ‘the overall cost required to complete a transaction in the blockchain’. Within the Ethereum environment, a computational cost is viewed as ‘a scalar value equal to the number of Wei to be paid per unit of gas for all computational costs incurred as a result of the execution of this transaction’ (Wood 2017). Thus, in the context of the Ethereum blockchain, computational costs, measured in units of gas, are an essential component for the completion and execution of transactions. They play a role in ‘lubricating’ the network to minimise network traffic and the computational effort needed to complete transactions. The use and implementation of a public blockchain requires significant amounts of energy. According to Stoll, Klaaßen, and Gallersdörfer (2019), the energy required by Bitcoin (which uses a form of public blockchain) adds up to 45.8 TWh, comparable to the energy usage of Jordan and Sri Lanka. These levels of energy consumption place a significant strain on resources and contribute significantly to the cost of mining (Ankalkoti and Santhosh 2017; Stoll, Klaaßen, and Gallersdörfer 2019). The main driver of these high energy costs is its decentralised nature. Owing to the lack of a central bank or governing agency, a public blockchain needs to authenticate itself to verify transactions.

On the Ethereum network, any transaction that requires the use of resources must pay a certain computational cost to overcome this strain on resources. The cost is based on several variables. However, intensity, frequency, and willingness to pay are essential in the calculation. Wood (2017) introduces the following calculation used by the platform to pay miners:

\[ \text{Transaction fee} = \text{total gas used} \times \text{gas price paid (in ether)} \]

In the present study, we use this formula. However, unlike the cost needed to pay miners, we are the first to explore, test, and investigate the costs within operational transactions. Another aspect of this formula not yet tested is the influence of computational intensity and frequency on operational costs. For a
common smart contract, the cost may be minimal; however, in global transactions with multiple purchase orders, to what extent do computational costs influence operational costs?

The computational cost is viewed as an essential innovation by the blockchain community. This has a significant positive influence on the consensus algorithms ‘proof of work’ and ‘proof of stake’ (Mondal et al. 2019), thereby creating a transparent and efficient system for mining operations. The computational cost is a unit of Ethereum and is used by smart contracts to pay miners as part of the consensus algorithm since miners play an essential role in adding and validating transactions to the blockchain. Thus, the pricing of computational costs can vary based on the computational costs used to complete the transaction and price paid (Wood 2017). The final cost is also influenced by the complexity, frequency, and intensity of the smart contract. If an insufficient amount of ether is paid to miners, the contract will fail without completing the transaction and any gas used is refunded. Vitalik Buterin, the creator of the Ethereum platform, based the use of computational costs on the economics of scarcity, which serves as a way to minimise the computational wastage of transactions using unnecessary computing power.

Visualising the computational cost in traditional fiat currency is relatively straightforward when using the Ethereum value on ethgasstation.info. The computational cost is measured in Gwei, and within that the smallest unit of ether is Wei (Wood 2017). 1 ether is equivalent to 1,000,000,000,000,000,000 Wei; thus, this is a very small number to conceptualise in fiat currency. Table 1 shows the various units of ether and how they are valued in US dollars. Adopting the approach of converting ether into US dollars, we calculate the value of transaction costs within the fiat currency. For reference, the value of 1 ether on 24 November 2019 was $150.05 (ethgasstation.info).

We define our work in the literature on transaction cost economics, as discussed by Schmidt and Wagner (2019) and Roeck, Sternberg, and Hofmann (2019). These authors take a conceptual perspective in their research. They focus on how transaction cost theory can be applied to reduce transaction costs and enhance transparency, trust, and disintermediation within blockchain technology. We take a different approach by investigating the influence of the inherent computational costs on operational transaction costs within a buyer–supplier relationship. Thus, we pose two research questions that guide our focus:

**RQ1:** What is the link between the computational and operational transaction costs within a blockchain?

**RQ2:** What is the influence of the frequency and intensity of transactions on computational costs?

### 3. Methodology

#### 3.1. Experimental setup

This research uses the design science research (DSR) strategy introduced by Simon (1996). The use of the DSR strategy for operations management problems has been discussed by Van Aken, Chandrasekaran, and Halman (2016) and Groop et al. (2017). This methodology has also been used by Hukkanen et al. (2019) to consider the Ethereum transaction costs in a blockchain electricity market environment. Based on the DSR strategy, we designed and executed an experiment using the Ethereum virtual machine (EVM) to calculate computational costs. The EVM is a popular blockchain technology for testing smart contracts before deploying them to a live network. It is the standard tool for hosting and executing smart contracts on a simple Turing Complete 256-bit virtual machine (Grech et al. 2018). The use of the EVM fits well with the DSR approach: ‘analyse the problem, design a solution, and develop it further in cycles of testing and redesign’ (Van Aken, Chandrasekaran, and Halman 2016). We use Ethereum as the main platform primarily because of its popularity with larger companies testing it as part of their research, such as Google, Amazon, and Citigroup to name a few (Forbes.com 2019).

This setup differentiates itself from that of Roeck, Sternberg, and Hofmann (2019), who use a case study design approach to argue that distributed ledger technology has a significant impact on transaction cost economics, increasing transparency, trust, and disintermediation. We build on this work and embed this within transaction cost theory by investigating the notion of computational costs through the use of smart contracts. To achieve this, we use Solidity (see also Table 3) to develop three

| Unit          | Wei value | US dollar value |
|---------------|-----------|-----------------|
| Wei           | 1 Wei     | 1               |
| Kwei (Babbage)| 1e3 Wei   | 1,000           |
| Mwei (Lovelace)| 1e6 Wei  | 1,000,000       |
| Gwei (Shannon)| 1e9 Wei   | 1,000,000,000   |
| Microether (Szabo)| 1e12 Wei | 1,000,000,000,000 | $0.0002 |
| Milliether (Finney)| 1e15 Wei| 1,000,000,000,000,000 | $0.1624 |
| Ether         | 1e18 Wei  | 1,000,000,000,000,000,000 | $162.39 |
Transactions are the purchase orders from the retailer to manufacturer and the manufacturer to supplier. The forward transaction is the movement of goods (delivery) from the supplier to manufacturer and the manufacturer to retailer. This is a simple example of the supply chain; however, it can be useful for depicting transactions within the blockchain environment in real time. Table 2 highlights the three smart contracts and their role in buyer–supplier relationships.

The three functions in Table 2 are responsible for transaction occurrences, recording, intensity, and frequency of contracts. They govern how quickly contracts are executed and when based on conditions. We highlight the role of smart contracts in a simple buyer–supplier relationships and map the smart contracts in purchase orders and transactions.

The EVM has been used as a blockchain resource to avoid adding transactions to the main live environment for several reasons. First, this prevents flooding null transactions in a live space, thereby reducing network overhang. Second, to reduce the cost (ether) of every transaction implemented in a live blockchain, a real-life cost is incurred. In many cases, testing contracts on a live network can become expensive almost instantaneously. Finally, a virtual machine was chosen because of potential security issues under smart contract manipulation (Grech et al. 2018). For clarity, a virtual machine mimics the live blockchain in every way and is thus an accurate measure of costs in a low lag/low cost system. The solutions used to implement the EVM are based on Truffle’s suite stack underpinned by Ganache and a local web server. The development and deployment of smart contracts requires five key components as part of the EVM (Table 3).

The components in this table rely on each other for the EVM to function fully. Ganache is a virtual blockchain that provides developers with 100 test ether when linked to Metamask, an online wallet (i.e. a place to store cryptocurrency) used by Truffle to run contracts. Metamask pays the computational cost in the development environment. To view the
transaction costs in a live environment, we use Truffle’s developer framework tool, alongside the local machine, which we deploy as a local host to test the smart contracts and their influence on costs (Bhargavan et al. 2016). Alongside the Truffle developer environment, the solidity programming language is used as the main programming tool to create smart contracts that can add, maintain, modify, and update the transactions in the blockchain (Bhargavan et al. 2016; Grech et al. 2018). Moreover, we use web3.js to create and deploy the proposed smart contracts. These scripts are essential for controlling the flow of data between buyers and suppliers, which are a key component of a blockchain. In this initiation stage, gas becomes payable (Antonopoulos and Wood 2018).

3.2. Truffle’s stack for operational transactions

The developed functions are based on the solidity framework and execution and control of the blockchain. Figure 4 illustrates the stack in full deployment mode.

Using the bytecode stack (Wood 2017; Cheng et al. 2019) shown in Figure 4, we provide a high-level overview of a working blockchain. We highlight the interactions among the actors in the buyer–supplier relationships and propose the notion of computational costs as additional costs that influence transaction costs. For smart contracts to be executed successfully, we initially had to specify the limit for computational cost transactions to initiate and complete on the blockchain. This was a variable rate based on the complexity of the contract (variable contracts provide flexibility to minimise errors and decrease failure rates) (Cheng et al. 2019). However, when deploying a contract for the first time, the limit can be raised on the basis of the block and miner’s fees because of the higher levels of intensity required.

4. Results and discussion

4.1. Emergence of computational costs

Our research identified a significant gap in the execution of blockchain transactions, an underexplored area influencing transaction costs. The notion of computational costs, as explained earlier, is based on the formula of Wood (2017), who proposes a dynamic calculation to conceptualise costs in terms of ether and indicate the amount of ether required to be paid to miners for transactions to complete. The formula is essential for virtual machines, especially in relation to testing. Identifying the impact of smart contracts on a virtual machine is a prerequisite for deploying contracts to the live network. Figure 5 illustrates the amount of computational costs used in relation to the type of contract, which shows the value displayed by the EVM.

In this blockchain, the computational cost is variable, depending on the contract type. On the Ganache platform, we identify two types of contracts: Contract Call and Contract Creation. On the EVM, the Contract Creation routine is initiated if a new agreement is reached between two parties (i.e. a buyer and supplier in this scenario). The Contract Call routine is an everyday process that runs on the basis of defined user conditions when required. Here, we start to see the permanence
state of the blockchain; no changes can be made to the Contract Creation routine – it cannot be deleted, edited, or removed without the permission of other parties. Indeed, new Contract Creation needs to be initiated for any changes to occur. Moreover, as we show in this study, this is an intensive process that incurs high gas costs. Figure 6 shows the computational cost used in the context of the gas limit. Our research suggests that the higher the limit, the higher is the amount of gas used. Hence, intensity plays a key role in this stage.

The two blockchain screenshots in Figure 6 highlight the importance of gas to support the completion of the operation. Four key factors influence the price of the computational cost: the gas limits, gas used, intensity, and frequency. Through these four factors, we identify the phenomenon of ether depletion. If the necessary gas is not available, the costs can be prohibitive and the failure rate can increase. Thus, to minimise error rates, understanding the four identified factors is crucial for smooth cost transactions. In presenting our data, we argue that the average computational cost varies in relation to the smart contracts deployed, as shown in Table 4.

The average cost may seem small in US dollars, with the average computational cost of a function equating to $0.15–0.30 per transaction. However, this will be influential, as it is dependent on the time required for the transaction and frequency of the transaction. These contracts have low intensity and high efficiency. Therefore, the cost is influenced by how quickly the transaction needs to complete. The data in Table 4 show the link between the average gas used against the gas limit, the price based on a contract, and how often the contract is run. This is an early indicator of the potential implications of the computational cost in transactions between buyers and suppliers. In all cases, in a public blockchain, gas is paid to miners. Miners are then paid in ether on the completion of the task, which is equivalent to the computational effort required.
A. Jabbar and S. Dani

Table 4. Average costs across the smart contracts.

| Smart contract | Avg gas used (Gwei)* | Avg gas limit (Gwei)* | Avg gas limit (USD)* | Avg gas used (USD)* |
|----------------|----------------------|-----------------------|----------------------|---------------------|
| Contract FN1 () | 176382               | 937433                | $1.39                | $0.27               |
| Contract FN2 () | 191116               | 546047                | $0.82                | $0.28               |
| Contract FN3 () | 109603               | 156539                | $0.24                | $0.17               |

*Prices correct on date accessed (24 November 2019). Gas is traded on various exchanges, and the value of gas can change daily.

to complete a transaction. Hence, the quicker the transaction, the more processing power is required. This in turn leads to higher transaction fees, as shown in Table 4.

To represent the data at a local level and potential cost implications, we assume that two transactions are run per hour with two shifts over 14 h. We estimate at least 28 transactions as the minimum per contract. Function 1 (FN1) for small business transaction costs is $7.56 on average. The average cost of function 2 (FN2) is $6.72, and that of function 3 (FN3) is $4.76. However, as shown in Figure 3, when FN1 is initiated, this is directly linked to FN3, that is, they run in tandem when specific rules and regulations coded into the smart contract have been met. As a result, the average cost to run 28 transactions is $12.32 per day. Only FN2 is run on demand to check the history. Therefore, the costs of that contract can be controlled, as demonstrated in Figure 3.

The costs calculated for the transactions are based on the experimental setup. An experimental design can generate both random errors and systematic errors. To reduce the systematic errors, we have consulted with blockchain experts when designing the EVM. To reduce random errors, we have conducted 30 transactions and used an average value to showcase the computational cost. The research is designed to show the existence of certain costs that are hitherto unknown within the manufacturing and supply chain domain when using blockchain. Future research will utilise this insight to develop models and test hypotheses in regards to computational costs, intensity, and frequency. The experiment will need to be validated for type 1 and type 2 errors, which is currently out of scope for this paper.

4.2. Smart contract challenges

As mentioned by Dolgui et al. (2019a), a blockchain is a platform used to execute smart contracts, a logic-based approach to trust building. The key challenge for organisations in this scenario is estimating the complexity and efficiency of smart contracts to identify potential costs. In this study, even simple contracts that require little or no processing power cost, on average, approximately $0.15 depending on the market conditions. The experiment highlighted some issues in the execution and use of smart contracts. The role of a smart contract in this scenario is to control the flow of information and execute contracts based on set conditions being met. Based on the design of the supply chain and number of transactions (in this case, smart contracts to be executed), the frequency affects the costs. The excessive use of smart contracts can clog networks and lead to issues related to scaling methods. For this reason, computational costs are necessary to protect the network from unnecessary traffic (Mondal et al. 2019).

As indicated in this study and evidenced through the data collection, the verification of smart contracts is a high-value task that has implications for all key stakeholders (Ankalkoti and Santhosh 2017; Stoll, Klaaßen, and Gallersdörfer 2019). However, the unique mix of financial value and recompense for stakeholders makes this an enticing opportunity for unethical behaviour and for the discovery of coding exploitation within smart contracts (Grech et al. 2018). The implementation of computational costs is designed to minimise wasting network resources in executing transactions. Moreover, since this cost is paid up front, the potential of an exception error or an ‘out of gas error’ increases alongside the likelihood of aborting a transaction. Within this type of scenario, smart contracts are at risk of gas-focused vulnerability with the incorrect handling of gas conditions, causing a denial of service attack (Grech et al. 2018).

Another challenge that smart contract implementations face is the execution of computational costs and limits in relation to the amount of gas used. In the context of this experiment, a gas limit refers to the maximum computational cost we are willing to spend to complete a transaction. Therefore, the challenge in this context is setting a suitable limit at which the transaction can execute without failure. As indicated by the experiment, the more complex the transaction, the more computational work is required. While limits act as a safety mechanism to stop poorly written code depleting funds, the transfer to US dollars can be volatile. In general, a significant amount of research examines cryptocurrency and the volatility of its value against the US dollar (Cong and He 2019). This volatility can influence the computational cost and value of ether; hence, depending on the market conditions, it can significantly alter the transaction cost on an hourly basis.
5. Conclusions and recommendations for future research

In this study, we make two unique contributions that differentiate this research from similar work in the field. First, we propose and introduce the notion of computational costs and idea of gas to measure the cost of completing a transaction in public blockchains. Second, through our EVM experiment, we discuss the challenges of smart contracts in the context of operational costs. We also discuss the existence of computational costs compared with the US dollar as well as depict a fully functioning blockchain and identify the challenges that organisations face in the development of blockchain and smart contract innovations. We position our findings within the context of our research questions and contribute to the literature on blockchains by introducing transaction costs.

5.1. Revisiting the research questions

RQ1: What is the link between the computational and operational transaction costs within a blockchain?

In the first research question, we attempted to investigate the link between computational and transaction costs. Our investigations through the data collected on the EVM found that gas has the potential to increase transaction costs based on platform usage. There is an influence on how transactions are perceived/executed and under which conditions they are deployed, with the implication that there is potential for a significant cost increase. This notion differs from that of other researchers in the field; for instance, Schmidt and Wagner (2019) contend that a blockchain provides efficiency and significant cost savings to organisations. However, we argue that in terms of the architecture at the micro/usage level, new costs arise and these require consideration when designing supply chain operations using blockchain. These costs may be absorbed by savings in other operational areas.

This research is still in its infancy, and the link between computational and transaction costs requires wider study. Future work will need to examine the impact of efficiency and speed on cost. The focus is currently on the emerging aspects of cost, but research needs a wider remit. To meet this research goal, we argue that organisations intending to implement blockchain in their networks need to consider the impact of computational costs on transactions. In this study, we identified the emergence of computational costs as a new area of enquiry in public blockchain. This can impact strategic decisions on how this should be implemented and within what context. This topic needs to be considered in greater detail, as computational costs in their current form have the potential to further disrupt business and revenue models. They could be used to create new streams of revenue not conceived in earlier blockchain iterations.

RQ2: What is the influence of the frequency and intensity of transactions on computational costs?

Wood (2017) defines a formula for calculating gas costs as the total amount of gas used multiplied by the gas price paid. However, the criteria for defining the total computational cost used in this formula are less clear, much like the weighting of each criterion. In this study, we argue that define the total computational cost demands variables such as the influence of frequency, transaction, and intensity. We identified the need to develop the intensity aspect of the work in more detail. Moreover, this research identified significant future areas of research. In addition, once the baseline cost has been set, frequency is based on how often the transaction is executed and how quickly smart contract rules are deployed. Hence, we argue that both frequency and intensity have a significant impact on the cost of operational transactions.

5.2. Managerial implications

The managerial implications of this research provide a focus for manufacturing and supply chain practitioners to understand the use of smart contracts and costs involved per transaction. The development of blockchain technology, particularly smart contracts, is an important step forward within industry, and this is supported by the literature. This has led to an ever-increasing number of academic and professional publications providing insights into this technology. However, our research argues that the majority of these publications focus on the conceptual and technical aspects of the platform rather than operational paradigms. Various researchers (Shermin 2017; Kamble, Gunasekaran, and Arha 2019; Wang et al. 2019) have conceptually suggested the use of blockchain in supply chain environments. We move the research forward by providing managers with an insight into the regular use of this platform for supply chain transactions using an experimental demonstration. We provide a measure of clarity that outlines the ability to conceptualise operational costs to execute smart contracts. Thus, understanding the role of ‘gas’ in blockchain operations will help managers to design the number of smart contract transactions for a supply chain within the platform. This perspective is a new contribution within the academic literature on production and supply chains.
5.3. Limitations and recommendations for future research

In this research, we develop a virtual blockchain to mimic a live environment with all the associated transactions and costs. The development of such an approach is innovative but limited by the constraints of the virtual platform. Issues such as high fluctuations in ether value can have a significant impact on transaction costs. Ether costs change rapidly, often on an hour-to-hour basis, creating significant fluctuations in cost. Although our methodology can study these fluctuations within a virtual system, it is still constrained by the ability to replicate the full impact of the fluctuations. In addition, it is difficult to replicate the bandwidth lag, which is the reduction in processing speed due to other machines competing for resources and miners. In the virtual machine, we do not have to contend with the bandwidth lag, which allows us to complete transactions faster than a live blockchain. Although these issues affect the performance and intended intensity of the experiment, we nevertheless provided valuable insights into computational costs.

However, this is potentially a rich area of research with ample opportunity to develop the theory further. To contribute to this discussion, we identify two main areas of discussion. First, there is scope to investigate the impact of speed on transaction costs. For instance, a variable speed that always aims to complete the transaction in the quickest time can be observed in the current experiment. As a result, we argue that further investigation should focus on low-, medium-, and high-speed transactions and the influence of these different speeds on costs. Second, computational costs have the potential to change how online business models are structured. Within an Ethereum blockchain, gas is charged to the person who initiates the transaction. Therefore, it can be assumed that initiators can be charged to access products and services based on a public blockchain.
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