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Abstract

We investigate both theoretically and numerically the consistency between the nonlinear discretization in full order models (FOMs) and reduced order models (ROMs) for incompressible flows. To this end, we consider two cases: (i) FOM-ROM consistency, i.e., when we use the same nonlinearity discretization in the FOM and ROM; and (ii) FOM-ROM inconsistency, i.e., when we use different nonlinearity discretizations in the FOM and ROM. Analytically, we prove that while the FOM-ROM consistency yields optimal error bounds, FOM-ROM inconsistency yields additional terms dependent on the FOM divergence error, which prevent the ROM from recovering the FOM as the number of modes increases. Computationally, we consider channel flow around a cylinder and Kelvin-Helmholtz instability, and show that FOM-ROM consistency yields significantly more accurate results than FOM-ROM inconsistency.

1 Introduction

Reduced order models (ROMs) are computational models whose dimensions are orders of magnitude lower than the dimensions of full order models (FOMs), i.e., models obtained with classical numerical discretizations, e.g., finite element (FE) or finite volume methods. The main ingredient used to construct ROMs is the available numerical or experimental data. ROMs are used in many query engineering applications, e.g., uncertainty quantification, design, and control, where the FOM computational cost is generally prohibitive. There are many types of ROMs and several classifications. One such classification is the following:

1. Nonintrusive ROMs. Examples in this class include machine learning ROMs [1], sparse identification of nonlinear dynamics (SINDy) [7], or operator inference [37].

2. Intrusive ROMs. Examples in this class include Galerkin ROMs (G-ROMs) (also called projection ROMs) or Petrov-Galerkin ROMs (PG-ROMs) [10]. The proper orthogonal decomposition (POD) [20] and reduced basis method (RBM) [19, 38] are classic examples of G-ROMs.
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Of course, each class of ROMs has its pros and cons.

For example, one of the main advantages of nonintrusive ROMs is the practical convenience. Indeed, the nonintrusive ROMs are generally constructed without knowing too many details about the data used, e.g., the numerical discretization, the computational model, or even the underlying equations. This makes the nonintrusive ROMs easy to implement in practice. (We note that, in contrast, the intrusive ROMs generally require the knowledge of the underlying equations and, sometimes, even the corresponding numerical discretizations.)

One of the main advantages of the intrusive ROMs is their principled character. For example, G-ROMs (such as POD models or RBMs) are constructed by using the same Galerkin framework as that used to build classical numerical methods, e.g., the FE method or the spectral method. Indeed, G-ROMs are constructed by using the following algorithm: (i) data are used to build a ROM basis \{\psi_1, \ldots, \psi_r\}; (ii) the sought ROM solution is written as a linear combination of the ROM basis functions \(u_r(x,t) = \sum_{j=1}^{r} a_j(t) \psi_j(x)\); (iii) the ROM solution is used in the underlying equations, which are then projected onto the space spanned by the ROM basis functions. After applying this three step algorithm to a PDE that is first order in time (such as the Navier-Stokes equations), we obtain the G-ROM:

\[
\dot{a} = f(a),
\]

where \(a(t) = (a_i(t))_{i=1,\ldots,r}\) is the vector of coefficients in the Galerkin expansion in step (ii), \(f\) comprises the ROM operators, and \(\dot{a}\) represents the time derivative of \(a\). The algorithm used to construct the G-ROM is the same as the algorithm used to build, e.g., the FE model. The only difference (which is, indeed, fundamental) is the basis construction: The G-ROM is based on a data-driven basis, whereas the FE model is based on a universal basis (i.e., piecewise polynomial basis).

The Galerkin framework used to construct G-ROMs allows us to prove fundamental mathematical properties of the G-ROM, such as stability, consistency, and convergence. These properties are proven in, e.g., [26, 43, 25] for POD, and [19, 38] for RBM. We emphasize that, in contrast, these fundamental mathematical properties are generally not proven for nonintrusive ROMs (e.g., data-driven models based on machine learning).

Recently, another step toward laying the mathematical foundations for G-ROMs has been taken. Specifically, several studies have addressed the following natural questions: If we use a Galerkin framework to construct both the FOM and the ROM, should we also use the same numerical discretization for the two models? Would this approach yield more accurate ROMs? ROMs that satisfy this property are called FOM consistent. Next, we propose a possible definition of FOM-ROM consistency.

**Definition 1.1** (FOM-ROM Consistency). A ROM is FOM consistent if it uses the same computational model and the same numerical discretization (e.g., spatial discretization, time discretization, and nonlinearity and pressure treatment) as the FOM.

**Remark 1.2** (Projection). All the ROMs investigated in this paper are constructed by using the continuous projection [47, Chapter 2]. Alternatively, one can construct the ROMs by using the discrete projection [47, Chapter 1]. In that case, the system of ODEs resulting from the FOM spatial discretization is projected onto a ROM basis in \(\mathbb{R}^r\) by using a discrete inner product [24, Section 4.3.2]. Thus, the ROM constructed by using the discrete projection is consistent with the FOM with respect to the spatial discretization, provided no extra terms are added to the FOM.
equations before the projection or the ROM equations after the projection. We note, however, that the ROM can be inconsistent with the FOM with respect to the time discretization.

**Remark 1.3 (Parameters).** In the definition of the FOM-ROM consistency, we require that the computational model and numerical discretization be the same in the FOM and ROM. We note, however, that the parameters in the FOM and ROM models and discretizations can be different.

Computationally, the FOM-ROM consistency has been investigated with respect to the computational model, but not with respect to the numerical discretization:

1. **Closure Model:** The consistency of the closure model [1] used in the FOM and ROM was investigated numerically in [39].

2. **Numerical Stabilization:** The consistency with respect to the stabilization was investigated numerically for residual-based stabilization methods, e.g., SUPG [2, 15, 36], the variational multiscale method [44], the Leray model [16], and the evolve-filter-relax model [45].

We emphasize that, in all these numerical investigations, FOM-ROM consistency was found to be beneficial. Specifically, ROMs that were consistent with the corresponding FOMs were more accurate than ROMs that were inconsistent.

The theoretical investigations of the FOM-ROM consistency are scarce. Indeed, to our knowledge, the numerical analysis of the FOM-ROM consistency has been performed only in two studies [15, 36]. Furthermore, in both studies the FOM-ROM consistency was investigated with respect to the computational model (i.e., the SUPG stabilization), but not with respect to the numerical discretization. Finally, both studies considered linear problems (i.e., the convection-diffusion-reaction equations). Specifically, error bounds for the FOM-ROM inconsistent approach (in which the SUPG stabilization is used at the FOM level but not at the ROM level) were proven in Proposition 3.1 in [36]. Furthermore, in Section 3.3 of [36] it was argued that using different bilinear forms at the FOM and ROM levels in the inconsistent approach increases the error. A different theoretical investigation was performed in [15], where a priori error bounds for the consistent approach (in which SUPG is used both at a FOM and at a ROM level) were leveraged to determine two different types of scalings for the SUPG stabilization parameter: a scaling based on the underlying FE discretization, and another scaling based on the ROM discretization.

Investigating the FOM-ROM consistency both computationally and theoretically is an important research direction in reduced order modeling [3, 23]. Indeed, despite the fact that several numerical investigations have shown that the ROMs that are FOM consistent are more accurate than the ROMs that are FOM inconsistent, most of the current ROMs are inconsistent. As explained in Remark 1 in [15], ROMs can be inconsistent with respect to the computational model [5, 9, 18, 34, 48, 49], stabilization [2, 36, 44], and time discretization [9, 48, 51]. These inconsistent ROMs are commonly used in practice because they are convenient: to construct the ROM, one is not restricted by the particular modeling and discretization choices made at a FOM level. Thus, providing both theoretical and computational support for using consistent ROMs could determine more practitioners to use them in applications.

In this paper, we take a significant step in the investigation of the FOM-ROM consistency and investigate both theoretically and numerically the FOM-ROM consistency with respect to an important component of the numerical discretization of incompressible flows, i.e., the nonlinearity. To our knowledge, this is the first investigation of the FOM-ROM consistency for the nonlinearity
discretization and for numerical discretization in general. We show both analytically and numerically that ROMs that are inconsistent with respect to the nonlinearity discretization are significantly less accurate than consistent ROMs. Specifically, we prove that the error bounds for inconsistent ROMs include terms that are not part of the error bounds for consistent ROMs. Furthermore, these additional error terms can prevent the inconsistent ROM from recovering the corresponding FOM as the number of ROM basis functions increases.

The rest of the paper is organized as follows. In Section 2, we present the FOM, which is based on a FE spatial discretization. In Section 3, we outline the ROM and list several results for its numerical analysis. In Section 4, we prove an error bound for an inconsistent ROM that is larger than the error bound for the corresponding consistent ROM. This shows, theoretically, that consistent ROMs are more accurate than inconsistent ROMs. The same conclusion is reached in the numerical investigation in Section 5 for two test problems, channel flow around a cylinder and Kelvin-Helmholtz instability. Finally, in Section 6, we summarize our findings and outline future research directions.

2 Full Order Model (FOM)

In our theoretical and numerical investigation, we use the accepted physical model for the evolution of the incompressible Newtonian fluid flow, which is the Navier-Stokes equations (NSE), given in a domain Ω with unknowns \( u \) and \( p \) representing velocity and pressure, \( f \) the external forcing, and \( \nu \) the inverse of the Reynolds number, \( Re \), by

\[
\begin{align*}
\frac{d}{dt} u + u \cdot \nabla u + \nabla p - \nu \Delta u &= f, \\
\nabla \cdot u &= 0,
\end{align*}
\]

along with an appropriate initial condition \( u^0 \) and no-slip (for simplicity) velocity boundary conditions.

To construct the FOM, we use a FE spatial discretization. We note that, while the conservation of mass equation of the NSE holds pointwise (see (2.2)), in numerical simulations generally it does not. In FE simulations, the conservation holds generally only in a global sense. To better discuss this, consider a FE scheme for the NSE using backward Euler time stepping (for simplicity of analysis to follow; any stable time stepping method could be used) and inf-sup stable velocity-pressure element spaces \( X_h \subset H_0^1(\Omega) \cap P_k(\tau_h) \), \( Q_h \subset L_0^2(\Omega) \cap P_{k-1}(\tau_h) \), for a regular triangulation \( \tau_h \) of \( \Omega \), and \( k \geq 2 \) (i.e., Taylor-Hood elements for simplicity of analysis to follow; any other inf-sup stable pair could also be used). Denoting the \( L^2(\Omega) \) inner product by \((\cdot, \cdot)\), the scheme reads: given \( u_h^0 \in X_h \), for \( n = 0, 1, 2, \ldots \), find \( (u_h^{n+1}, p_h^{n+1}) \in (X_h, Q_h) \) satisfying

\[
\begin{align*}
\frac{1}{\Delta t} (u_h^{n+1} - u_h^n, v_h) + b(u_h^{n+1}, u_h^{n+1}, v_h) - (p_h^{n+1}, \nabla \cdot v_h) + \nu (\nabla u_h^{n+1}, \nabla v_h) &= (f(t^{n+1}), v_h), \\
(\nabla \cdot u_h^{n+1}, q_h) &= 0,
\end{align*}
\]

where \( b(u, v, w) = (u \cdot \nabla v, w) + (v \cdot \nabla w, u) + (\nabla w, u \cdot v) \).
for all \( v_h \in X_h, \ q_h \in Q_h \). The \( b \) operator can represent any of several nonlinear forms, including:

\[
\begin{align*}
    b_c(u, u, v) &= (u \cdot \nabla u, v) \quad \text{Convective form} \\
    b_s(u, u, v) &= (u \cdot \nabla u, v) + \frac{1}{2}((\nabla \cdot u)u, v) \quad \text{Skew-symmetric form} \\
    b_r(u, u, v) &= ((\nabla \times u) \times u, v) \quad \text{Rotational form} \\
    b_e(u, u, v) &= 2(D(u)u, v) + ((\nabla \cdot u)u, v) \quad \text{EMAC form,}
\end{align*}
\]

where EMAC stands for Energy, Momentum, and Angular Momentum Conserving. See [13] and [17] for more on these and other NSE formulations.

We note that with Rotational and EMAC forms the pressure variable will represent a dynamic pressure that adds \( \frac{1}{2} |u|^2 \) to usual pressure for Rotational form and subtracts it for EMAC. If \( \nabla \cdot u = 0 \), then all these nonlinear forms are equivalent. However, due to the weak FE enforcement in (2.4), these four forms can give very different behavior in simulations [13, 28, 35] and even have different physical properties such as conservation (or not) of energy, momentum, and angular momentum - for example the EMAC nonlinear form preserves all of these quantities while the convective nonlinear form preserves none of them [13]. Numerical tests in [12, 13] show how these conservation properties correspond to better stability and accuracy properties, and it was also shown in [35] that EMAC reduces the Gronwall constant compared to other schemes (reducing or eliminating its dependence on \( Re \)) which provides for better long time accuracy.

There is extensive literature on the accuracy of (2.3)-(2.4), see e.g. [27, 35, 46], which proves the following for \((X_h, Q_h) = (P_k, P_{k-1})\) Taylor-Hood elements if the Skew-symmetric, Rotational or EMAC forms are used. For a sufficiently smooth NSE solution and sufficiently small time step size,

\[
\|u(T) - u^M_h\|^2 + \nu \Delta t \sum_{n=1}^{M} \|\nabla(u(t^n) - u^n_h)\|^2 \leq C(\Delta t^2 + h^{2k}).
\]

(2.9)

If BDF2 time stepping is used, then the \( \Delta t^2 \) becomes a \( \Delta t^4 \), and for EMAC the right hand side constant \( C \) does not depend exponentially on \( Re \) while for Rotational or Skew-symmetric forms it does [35]. For Convective form, since this scheme lacks unconditional stability, similar results may be possible but would require a much more technical analysis and a time step restriction.

3 Reduced Order Model (ROM)

To construct the Galerkin ROM, we need to build the ROM basis. To this end, we use the proper orthogonal decomposition (POD) [20]. First, we take FOM snapshots, i.e., we construct a matrix with columns that are solutions to the FE model (2.3)-(2.4):

\[
A = \{u^0_h, u^1_h, ..., u^M_h\}.
\]

Then, we perform an eigenvalue decomposition on \( A \) (using an appropriate inner product, in this case \( L^2 \)) and obtain a set of orthonormal functions. Next, we choose an \( r \) value that is much smaller than the FE space dimension, and use the top \( r \) modes to create the ROM space [20]

\[
V_r = \text{span} \{\psi_1, \psi_2, ..., \psi_r\}.
\]
The next step in the Galerkin ROM construction is to replace \( u \) with \( w_r \in V_r \) in the NSE (2.1)–(2.2) and project the resulting equations onto \( V_r \). We note that, by construction, functions in \( V_r \) automatically satisfy the weak FE conservation of mass constraint (2.4). Thus, the pressure term in the resulting equations vanishes. The Galerkin ROM (G-ROM) now reads: Given \( w^0_r \in V_r \), for \( n = 0, 1, 2, \ldots \), find \( w^{n+1}_r \in V_r \) satisfying

\[
\frac{1}{\Delta t}(w^{n+1}_r - w^n_r, v_r) + b(w^{n+1}_r, w^{n+1}_r, v_r) + \nu(\nabla w^{n+1}_r, v_r) = (f(t^{n+1}), v_r) \quad \forall v_r \in V_r. \tag{3.1}
\]

As in the FE model (2.3)–(2.4), the nonlinear form \( b \) can take one of the forms (2.5)–(2.8).

One can prove that the POD projection error satisfies the following equality [43]:

\[
\frac{1}{M+1} \sum_{j=0}^{M} \left\| \nabla \left( u_h(\cdot, t_j) - \sum_{i=1}^{r} \left( u_h(\cdot, t_j), \psi_i(\cdot) \right) \psi_i(\cdot) \right) \right\|^2 = \sum_{k=r+1}^{d} ||\nabla \psi_k||^2 \lambda_k, \tag{3.2}
\]

where \( || \cdot || \) is the \( L^2(\Omega) \) norm, \( d \) is the rank of the snapshot matrix, \( A \), and \( \lambda_j \) is the eigenvalue corresponding to the ROM basis function \( \psi_j \).

4 Analysis of FOM-ROM inconsistency

In this section, we perform an error analysis that reveals how FOM-ROM inconsistency of the nonlinearity discretization creates additional error. To this end, we consider a ROM that is inconsistent with the FOM with respect to the nonlinearity discretization. Specifically, we assume that the FEM simulation was done with the Skew-symmetric form of the nonlinear term (\( b = b_s \) in (2.3)) and EMAC is used in the ROM (\( b = b_e \) in (3.1)). We note that the analysis that follows would hold in essentially the same way with any other combination of nonlinear forms that are not the same in the FEM and ROM schemes (although with additional difficulties if \( b_c \) is used).

In the analysis to follow, norms other than \( L^2 \) are labeled with subscripts. We will also use the following discrete Gronwall lemma.

**Lemma 4.1** (Lemma 27 in [29]). Let \( \Delta t, H, \) and \( a_n, b_n, c_n, d_n \) (for integers \( n \geq 0 \)) be nonnegative numbers such that

\[
a_l + \Delta t \sum_{n=0}^{l} b_n \leq \Delta t \sum_{n=0}^{l} d_n a_n + \Delta t \sum_{n=0}^{l} c_n + H \quad \text{for } l \geq 0. \tag{4.1}
\]

Suppose that \( \Delta t d_n < 1 \). Then,

\[
a_l + \Delta t \sum_{n=0}^{l} b_n \leq \exp \left( \Delta t \sum_{n=0}^{l} \frac{d_n}{1 - \Delta t d_n} \right) \left( \Delta t \sum_{n=0}^{l} c_n + H \right) \quad \text{for } l \geq 0. \tag{4.2}
\]

**Theorem 4.2.** Let \( \{u^n_h\}_{n=1}^{M} \) be the FE solution from (2.3) with \( b = b_s \), and \( \{w^n_r\}_{n=1}^{M} \) be the ROM solution from (3.1) with \( b = b_e \) and with initial condition \( w^0_r = P_{L^2}V_r(u^0_h) \), where \( P_{L^2}V_r \) is the \( L^2 \) projection onto the ROM space. Assuming that the FE solution satisfies \( C_u = \max_n \{ ||\nabla u^n_h|| \} \)
is bounded independent of any discretization parameters and \( \Delta t \) is sufficiently small, we have the following error bound for the ROM as an approximation of the FOM:

\[
\| w_r^M - u_h^M \|^2 + \nu \Delta t \sum_{n=1}^{M} \| \nabla (w_n^r - u_h^n) \|^2 \\
\leq C e^{\nu - 3 C e^2} \nu^{-1} \left( C_2^2 + 1 \right) \sum_{k=1}^{d} \| \nabla \psi_k \|^2 \lambda_k + C_4^2 \| \nabla \cdot \left( P^{V_r}_{L_2} (u_h^n) - w_n^r \right) \|_{1,0} + C_5^2 \| \nabla \cdot u_h^n \|^2_{2,0},
\]

arises from FOM-ROM inconsistency

(4.3)

where \( \lambda_k \) are the eigenvalues in the eigenvalue problem used to construct the ROM basis [26, 33], \( T = M \Delta t \) is the final time, and \( \| v \|_{p,k} := \left( \Delta t \sum_{n=1}^{M} \| v^n \|^p_p \right)^{1/p} \) is the discrete time norm [29].

Proof of Theorem 4.2 Denote \( e^n = u_h^n - w_n^r = u_h^n - P^{V_r}_{L_2} (u_h^n) + P^{V_r}_{L_2} (u_h^n) - w_n^r =: \eta^n + \phi_r^n \). Subtracting (3.1) from (2.3) with \( v_h = v_r \in V_r \) yields

\[
\frac{1}{\Delta t} \left( e^{n+1} - e^n, v_r \right) + b_s \left( u_h^{n+1}, u_h^{n+1}, v_r \right) - b_e \left( w_n^{r+1}, w_n^{r+1}, v_r \right) + \nu \left( \nabla e^{n+1}, \nabla v_r \right) = 0 \quad \forall v_r \in V_r, \quad (4.4)
\]

with the pressure term vanishing thanks to \( v_r \in V_r \) being discretely divergence free. Choosing \( v_r = \phi_r^{n+1} \), we obtain

\[
\frac{1}{2 \Delta t} \left( \| \phi_r^{n+1} \|^2 - \| \phi_r^n \|^2 \right) + \nu \| \nabla \phi_r^{n+1} \|^2 \\
- \left( b_s \left( u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1} \right) - b_e \left( w_n^{r+1}, w_n^{r+1}, \phi_r^{n+1} \right) \right) - \nu \left( \nabla \eta^{n+1}, \nabla \phi_r^{n+1} \right),
\]

using that \( (\eta^{n+1} - \eta^n, \phi_r^{n+1}) = 0 \) since \( \eta^n, \eta^{n+1} \) are \( L^2 \)-orthogonal to \( \phi_r^{n+1} \) by construction. The last term on the right-hand side of (4.5) is bounded in the usual way with Cauchy-Schwarz and Young's inequalities via

\[
- \nu \left( \nabla \eta^{n+1}, \nabla \phi_r^{n+1} \right) \leq \nu \| \nabla \eta^{n+1} \| \| \nabla \phi_r^{n+1} \| \\
\leq 2 \nu \| \nabla \eta^{n+1} \|^2 + \frac{\nu}{8} \| \nabla \phi_r^{n+1} \|^2.
\]

We begin the analysis of the nonlinear terms by adding and subtracting \( b_e \left( u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1} \right) \) and then applying the triangle inequality to get

\[
\left| b_s \left( u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1} \right) - b_e \left( w_n^{r+1}, w_n^{r+1}, \phi_r^{n+1} \right) \right| \\
\leq \left| b_s \left( u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1} \right) - b_e \left( u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1} \right) \right| + \left| b_e \left( u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1} \right) - b_e \left( w_n^{r+1}, w_n^{r+1}, \phi_r^{n+1} \right) \right|.
\]

(4.6)

For the second term on the right-hand side of (4.6), we follow analysis from [35] to obtain

\[
\left| b_e \left( u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1} \right) - b_e \left( w_n^{r+1}, w_n^{r+1}, \phi_r^{n+1} \right) \right| \\
\leq C \nu^{-1} \left[ \| \nabla u_h^{n+1} \|^2 \| \eta^{n+1} \| \| \nabla \eta^{n+1} \| + \| u_h^{n+1} \| \| \nabla u_h^{n+1} \| \| \nabla \eta^{n+1} \| \right] \\
+ M_0 \nu^{-3} \| \nabla u_h^{n+1} \|^4 \| \phi_r^{n+1} \|^2 + \frac{\nu}{8} \| \nabla \phi_r^{n+1} \|^2,
\]

(4.7)
where \( M_0 \) is a constant depending only on the size of \( \Omega \).

To bound the first term on the right-hand side of (4.6), we expand the definitions of \( b_s \) and \( b_e \) and use that

\[
2(D(u_h^{n+1})u_h^{n+1}, \phi_r^{n+1}) = ((\nabla u_h^{n+1})u_h^{n+1}, \phi_r^{n+1}) + ((\nabla u_h^{n+1})^T u_h^{n+1}, \phi_r^{n+1}) = \\
(u_h^{n+1} \cdot \nabla u_h^{n+1}, \phi_r^{n+1}) + (\phi_r^{n+1} \cdot \nabla u_h^{n+1}, u_h^{n+1})
\]

to get

\[
|b_s(u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1}) - b_e(u_h^{n+1}, u_h^{n+1}, \phi_r^{n+1})| = \\
|u_h^{n+1} \cdot \nabla u_h^{n+1}, \phi_r^{n+1}) + \frac{1}{2}((\nabla \cdot u_h^{n+1})u_h^{n+1}, \phi_r^{n+1}) - (u_h^{n+1} \cdot \nabla u_h^{n+1}, \phi_r^{n+1}) \
- (\phi_r^{n+1} \cdot \nabla u_h^{n+1}, u_h^{n+1}) - ((\nabla \cdot u_h^{n+1})u_h^{n+1}, \phi_r^{n+1})| \\
= |(\phi_r^{n+1} \cdot \nabla u_h^{n+1}, u_h^{n+1}) + \frac{1}{2}((\nabla \cdot u_h^{n+1})u_h^{n+1}, \phi_r^{n+1})|.
\]

(4.8)

Note that these terms arise only because of the inconsistency between the FOM and ROM, and we now bound both of them. For the first term, after using the divergence theorem [27] and then Hölder and Sobolev inequalities, we obtain

\[
(\phi_r^{n+1} \cdot \nabla u_h^{n+1}, u_h^{n+1}) = -\frac{1}{2}((\nabla \cdot \phi_r^{n+1})u_h^{n+1}, u_h^{n+1}) \\
\leq \frac{1}{2}\|\nabla \cdot \phi_r^{n+1}\|_0 \|u_h^{n+1}\|_1 \|u_h^{n+1}\|_0 \\
\leq \frac{1}{2} M_0 \|\nabla \cdot \phi_r^{n+1}\| \|\nabla u_h^{n+1}\| \|\phi_r^{n+1}\| \|u_h^{n+1}\| \|u_h^{n+1}\|^2.
\]

(4.9)

For the second term from (4.8), we denote \( C \) to be a generic constant depending only on the domain size, and apply Hölder’s inequality, Sobolev inequalities, and Young’s inequality to get

\[
\frac{1}{2}((\nabla \cdot u_h^{n+1})u_h^{n+1}, \phi_r^{n+1}) \leq \frac{1}{2} \|\nabla \cdot u_h^{n+1}\| \|u_h^{n+1}\|_0 \|\phi_r^{n+1}\| \|u_h^{n+1}\|_0 \\
\leq C \|\nabla \cdot u_h^{n+1}\| \|\nabla u_h^{n+1}\| \|\phi_r^{n+1}\| \|\nabla \phi_r^{n+1}\|^{1/2} \|\nabla \phi_r^{n+1}\|^{1/2} \\
\leq C \|\nabla \cdot u_h^{n+1}\|^2 + \|\phi_r^{n+1}\|^2 + \|\nabla \phi_r^{n+1}\|^2 + \frac{1}{8} \|\nabla \phi_r^{n+1}\|^2.
\]

(4.10)

Combining the above bounds and applying the Poincaré inequality, we get

\[
\frac{1}{2\Delta t} \left( \|\phi_r^{n+1}\|^2 - \|\phi_r^n\|^2 \right) + \frac{\nu}{2} \|\nabla \phi_r^{n+1}\|^2 \leq M_0 \nu^{-3} \|\nabla u_h^{n+1}\| \|\phi_r^{n+1}\|^2 \|\phi_r^{n+1}\|^2 + 2\nu^{-1} \|\phi_r^{n+1}\| + \\
C \nu^{-1} \left( \|\nabla u_h^{n+1}\|^2 \|\nabla u_h^{n+1}\|^2 + 2\nu \|\nabla u_h^{n+1}\|^2 + \frac{1}{2} M_0 \|\nabla \cdot u_h^{n+1}\| \|\nabla u_h^{n+1}\| \|\phi_r^{n+1}\| \|\phi_r^{n+1}\|^2 \|\phi_r^{n+1}\| \right) + \\
CC_u^2 \|\nabla \cdot u_h^{n+1}\|^2.
\]

FOM-ROM inconsistency
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Using the smoothness assumption on $u_h$ and summing over time steps provides us with

$$\|\phi_r^M\|^2 + \nu \Delta t \sum_{n=1}^{M} \|\nabla \phi_r^n\|^2 \leq \|\phi_r^0\|^2 + \Delta t \sum_{n=1}^{M} C(C_u^4 \nu^{-3} + \nu^{-1}) \|\phi_r^n\|^2 + 4 \nu \Delta t \sum_{n=1}^{M} \|\nabla u^n\|^2$$

$$+ C\nu^{-1} C_u^2 \Delta t \sum_{n=1}^{M} \|\nabla \eta^n\|^2 + C C_u^2 \Delta t \sum_{n=1}^{M} \left(\|\nabla \cdot \phi_r^n\| + \|\nabla \cdot u_h^n\|^2\right). \quad (4.11)$$

Note that $\phi_r^0 = 0$ by definition of the initial condition for the ROM being $w_r^0 = P^V_{L^2}(u_h^0)$. Hence, we can now apply the discrete Gronwall inequality in Lemma 4.1, the POD projection error formula (3.2), and the triangle inequality to find that, for sufficiently small $\Delta t$, we get a bound for the ROM as an approximation of the FOM:

$$\|w_r^M - u_h^M\|^2 + \nu \Delta t \sum_{n=1}^{M} \|\nabla (w_r^n - u_h^n)\|^2$$

$$\leq C e^{\left(\nu^{-3} C_u^4 \nu^{-1} + \nu^{-1}\right) T} \left(\nu^{-1} (C_u^2 + 1) \sum_{k=r+1}^{d} \|\nabla \varphi_k\|^2 \lambda_k + C C_u^2 \|\nabla \cdot \phi_r\|_{1,0} + C C_u^2 \|\nabla \cdot u_h\|_{2,0}\right). \quad (4.12)$$

where $\lambda_k$ are the eigenvalues in the eigenvalue problem used to construct the ROM basis [26]. This completes the proof.

**Remark 4.3.** For the smoothness assumption on $u_h$ in the theorem, if for example $(P_2, P_1)$ Taylor-Hood elements are used for the FE spatial discretization and a BDF2 scheme with $\Delta t \leq O(h^{1/2})$ is used for the time discretization, then using the inverse inequality, standard interpolation estimates, convergence of the FE [29], and the $H^1$ stability of the $L^2$ projection into the FE space [6], $P^X_{L^2}$, we obtain

$$\|\nabla u_h^n\| \leq \|\nabla (u_h^n - u^n)\| + \|\nabla u^n\|$$

$$\leq \|\nabla (u_h^n - P^X_{L^2}(u^n))\| + \|\nabla (u^n - P^X_{L^2}(u^n))\| + \|\nabla u^n\|$$

$$\leq C h^{-1} \|u_h^n - P^X_{L^2}(u^n)\| + (1 + C\Omega) \|\nabla u^n\| + \|\nabla u^n\|$$

$$\leq C h^{-1} \left(\|u_h^n - u^n\| + \|u^n - P^X_{L^2}(u^n)\|\right) + (2 + C\Omega) \|\nabla u^n\|$$

$$\leq C h^{-1} \left(h^2 + \Delta t^2\right) + (2 + C\Omega) \|\nabla u^n\|$$

where $C$ depends on the true solution and problem data but is independent of discretization parameters.

**Remark 4.4.** The theorem reveals how the FOM-ROM inconsistency plays a role in the error: if there is FOM-ROM consistency, the last two terms on the right hand side of [4.3] vanish, and thus as $r$ is increased the ROM solution recovers the FOM solution. However, if there is FOM-ROM inconsistency in the nonlinear formulation, then no matter how many modes are used, the ROM
error will not be better than the divergence error from the FOM (which is generally not very small \([22]\)). Thus, ROMs that are FOM inconsistent do not converge with respect to the ROM dimension, \(r\).

**Remark 4.5.** The theorem shows that if the FOM gives divergence-free solutions (e.g., using Scott-Vogelius FEs or others, see e.g. \([22]\)), then the FOM-ROM inconsistency error is eliminated. This is perhaps not surprising, since with divergence-free elements all of the nonlinearity formulations \((2.5)-(2.8)\) are equivalent, up to a potential term. We note, however, that implementing divergence-free FEs can be challenging, and so the FOM-ROM inconsistency is relevant for the majority of FEs used in practical computations. We also note that, if grad-div stabilization is used in the FEM, then the FOM-ROM inconsistency error can be reduced since the divergence error of the FEM solution is reduced.

5 **Numerical Tests**

We give results using two numerical experiments, channel flow around a cylinder and Kelvin-Helmholtz instability. Both experiments agree with the above analysis: better results are obtained when the ROM formulation matches the FEM formulation whose snapshots created the ROM space, i.e., the FOM-ROM consistency of the nonlinearity discretization is beneficial.

The velocity-pressure spaces for the FOM (FEM simulations) are chosen to be \((P_2, P_1)\) Taylor-Hood elements in all of our tests, along with BDF2 time stepping. The nonlinearity is resolved with Newton’s method at each step, in the FOMs and the ROMs. The FOM simulations create the snapshots, and we follow the procedure in \([8]\) to construct the ROM modes and ROM space. We assemble the ROM operator corresponding to the nonlinearity in the NSE without using hyperreduction \([4, 50]\). We note, however, that hyperreduction may be needed for other types of PDEs.

In this section, we denote FOMs by EMAC-FEM, SKEW-FEM and CONV-FEM, and ROMs by EMAC-ROM, SKEW-ROM, and CONV-ROM.

5.1 **Channel flow around a cylinder**

For our first set of tests, we consider ROM simulations for 2D channel flow past a cylinder at \(Re=200\). We follow the setup from \([21, 41]\), and use a \(2.2 \times 0.41\) rectangular channel domain containing a cylinder (circle) of radius 0.05 centered at \((0.2, 0.2)\); the domain is shown in Figure 1 and the Delaunay generated 2886 element triangular mesh is shown in Figure 2. There is no external forcing \((f = 0)\), the kinematic viscosity is taken to be \(\nu = 0.0005\), no-slip boundary conditions are prescribed for the walls and the cylinder, and the inflow and outflow velocity profiles are given by

\[
\begin{align*}
u_1(0, y, t) &= u_1(2.2, y, t) = \frac{6}{0.41^2} y(0.41 - y), \\
u_2(0, y, t) &= u_2(2.2, y, t) = 0.
\end{align*}
\]

Snapshots to create the ROMs are generated by computing with EMAC-FEM and CONV-FEM as the FOMs, both using \((P_2, P_1)\) Taylor-Hood elements and BDF2 time stepping with \(\Delta t = 0.001\). We use a relatively coarse mesh having 12K velocity degrees of freedom (dof), noting that, for many practical applications (e.g., engineering and geophysical turbulent flows), ROMs are created from FOMs that are not fully resolved \([1]\). Each FOM is started from rest, and run to \(t = 15\). By
Figure 1: The domain for the channel flow past a cylinder numerical experiment.

Figure 2: The mesh used for the FEM computations for channel flow past a cylinder numerical experiment.

t = 4, a periodic-in-time/statistically steady state is reached. ROM spaces are created from a full period of snapshots. Each ROM is run starting from the FOM solution at \( t = 5 \) (projected into the ROM space), and run for 10 time units (which is \( t = 15 \) for the FOM) using the same time step size as the FOM, \( \Delta t = 0.001 \). Comparisons of the ROMs and FOMs are done using energy and drag prediction, with energy at time \( t \) defined as \( \frac{1}{2} \| u(t) \|^{2} \) and the drag coefficient defined by [21]

\[
    c_{d}(t) = 20 \int_{S} \left( \nu \frac{\partial u_{s}(t)}{\partial n} n_{y} - p(t) n_{x} \right) dS,
\]

where \( S \) is the cylinder, \( p(t) \) is pressure, \( u_{s} \) is the tangential velocity, the length scale is selected to be the diameter of the cylinder, and \( n = (n_{x}, n_{y}) \) is the outward unit normal.

We run multiple experiments with this test problem. In section 5.1.1, we use EMAC-FEM as the FOM and then run EMAC-ROM, SKEW-ROM and CONV-ROM and compare results (EMAC-ROM is superior). In section 5.1.2, we repeat this test but using CONV-FEM as the FOM (CONV-ROM). Finally, in section 5.1.3, we study convergence of the FOM to the ROM, as the number of modes \( N \) increases. We show that for EMAC-FEM as the FOM, EMAC-ROM converges to the FOM as \( N \) increases, but SKEW-ROM does not converge for increasing \( N \) and appears to lock (as predicted by our theory above).

5.1.1 Comparison of ROMs using EMAC-FEM as FOM

For our first test, we choose EMAC-FEM as the FOM to build the ROM space, and then run EMAC-ROM, SKEW-ROM and CONV-ROM, each with \( N = 13 \) modes. Results of each run’s
energy versus time and drag versus time are shown in Figure 3 (drag is shown only on \(9 \leq t \leq 10\) so it is easier to see and compare, but differences are similar on \(0 \leq t \leq 9\)). From the plots, it is clear the EMAC-ROM (labeled ROM: EMAC/EMAC) is the most accurate for both energy and drag prediction, in terms of best matching the FOM energy and drag predictions. Thus, this is an excellent illustration of the theory above that shows that ROMs that are consistent with FOMs give better results.

5.1.2 Comparison of ROMs using CONV-FEM as FOM

For our second test, we choose CONV-FEM as the FOM to build the ROM space, and then run EMAC-ROM, SKEW-ROM and CONV-ROM, each with \(N = 13\) modes. Results of each run’s energy versus time and drag versus time are shown in Figure 4. From the plots, it is clear the CONV-ROM is the most accurate for both energy and drag prediction, in terms of best matching the FOM energy and drag predictions. This is another illustration of the theory above that shows that ROMs that are consistent with FOMs give better results.

5.1.3 Convergence of ROM to FOM depends on FOM/ROM consistency

Theorem 4.2 gives a bound that guarantees that a consistent ROM will converge to the FOM as the number of modes \(N\) increases. The bound also suggests that an inconsistent ROM may only converge to the FOM up to the terms depending on the divergence error in the FOM. This is analogous to locking phenomena in convergence theory for numerical methods, where as discretization
parameters get small (and number of degrees of freedom gets large), the error cannot decrease below a certain level. We now illustrate this theory.

First, we consider the consistent case, and choose EMAC-FEM for the FOM, and EMAC-ROM as the ROM, and run the ROM using \( N = 9, 13, \) and \( 16 \) modes. From the plots in Figure 5 at the top row, we observe convergence of the energy and drag to the FOM as \( N \) increases.

For the inconsistent case, we repeat the same test, again choosing EMAC-FEM as the FOM, but now choosing SKEW-ROM for the ROMs. The plots in Figure 5 at the bottom row do not show convergence to the FOM, but seem to show convergence to a different limit (since \( N = 13 \) and \( 16 \) plots are nearly identical). This is in agreement with the theory that FOM/ROM inconsistency can prevent convergence of the ROM to the FOM as \( N \) increases.

### 5.2 Kelvin-Helmholtz instability

For our second numerical experiment, we consider the 2D Kelvin-Helmholtz instability problem from [42] with \( Re = 100 \). The domain is \((0, 1)^2\), with periodic boundary conditions on the sides, and on the top and bottom we enforce a no penetration condition along with a natural weak enforcement of the free-slip condition \(-\nu \nabla u \cdot n \times n = 0\). The initial condition is given by

\[
  u_0(x, y) = \begin{cases} 
  \tanh \left(28(2y - 1)\right) & \text{if } x < 0, \\
  0 & \text{otherwise}
  \end{cases} + 10^{-3} \begin{pmatrix}
  \partial_y \psi(x, y) \\
  -\partial_x \psi(x, y)
  \end{pmatrix}
\]

with

\[
  \psi = \exp \left(-28^2(y - 0.5)^2\right) \left(\cos(8\pi x) + \cos(20\pi x)\right),
\]

where \( \frac{1}{28} \) is the initial vorticity thickness and \( 10^{-3} \) is a noise/scaling factor. The Reynolds number is defined by \( Re = \frac{1}{2\nu} \), there is no forcing \((f = 0)\), and \( \nu \) is defined by selecting \( Re = 100 \). As discussed in [35, 42], this is a very sensitive problem where small changes in parameters can lead
to differences in how the eddies combine, how long they take to combine, where the final eddy is located, and so on. This is a particularly challenging problem for reduced order modeling, since the solution evolves in time and is never statistically steady.

We proceed with similar tests as in the 2D cylinder problem in section 5.1. That is, we use certain formulations to create the FOM, and the run varying ROMs and test for accuracy.

5.2.1 Comparison of ROMs using EMAC-FEM as FOM

We first consider using EMAC-FEM as the FOM, and run EMAC-ROM, SKEW-ROM, and CONV-ROM. EMAC-FEM is calculated up to \( t = 5 \) using \( \Delta t = 0.01 \) and \( h = 1/96 \) on a uniform triangulation of the domain. Snapshots are taken at each time step, and the ROM space is created using the top \( N = 50 \) modes. The ROMs are run starting from the same \( u_0 \) (projected into \( V_r \)) up to \( t = 5 \) also using \( \Delta t = 0.01 \).

Results from using EMAC-FEM as the FOM are shown in Figures 7 and 6. From Figure 6, we observe that the FOM energy (\( \frac{1}{2} \| u(t) \|^2 \)) and enstrophy (\( \frac{1}{2} \| \nabla \times u(t) \|^2 \)) match those of the DNS, at least up the precision of the plots. Both the SKEW-ROM and CONV-ROM appear to become unstable, as their enstrophies grow dramatically after \( t = 2 \) and stay high. In turn, their energies decay much more quickly than the FOM. The EMAC-ROM has the same energy and enstrophy as the other ROMs before \( t = 2 \), but when the other ROMs become (essentially) unstable, the EMAC-ROM remains stable and gives reasonably accurate answers. Figure 7 shows vorticity contours of solutions are various time steps for the ROMs and the FOM, and this plot makes it clear how the EMAC-ROM gives a good approximation of the FOM (EMAC-FEM), while SKEW-ROM and CONV-ROM give terrible approximations.

5.2.2 Comparison of ROMs using SKEW-FEM as FOM

We next repeat this same test, but now using SKEW-FEM as the FOM. Results are shown in Figures 9 and 8. Results are analogous to those in section 5.2.1, where EMAC-FEM is used as the FOM. The consistent ROM in this case (SKEW-ROM) dramatically outperforms EMAC-ROM and CONV-ROM. While the inconsistent ROMs become unstable, the SKEW-ROM remains stable, matches the FOM energy and enstrophy, and matches the vorticity contours of the FOM although its final eddy location is shifted. Hence these tests once again illustrate that best results come from FOM-ROM consistency.

These results also show that FOM-ROM consistency is not related to the particular formulation used at the FOM level. Indeed, for both the EMAC-FEM used in section 5.2.1 and the SKEW-FEM used in this section, the best ROM results were obtained with the corresponding consistent formulation, i.e., EMAC-EMAC in section 5.2.1 and SKEW-SKEW in this section.

5.2.3 Convergence of ROM to FOM depends on FOM/ROM consistency

Finally, we illustrate that the inconsistency of formulations causes an error that increasing the number of modes \( N \) cannot fix (i.e., locking). First, we compute the SKEW-FOM and SKEW-ROM (the consistent case) with \( N = 30, 40, 45, \) and \( 50 \), and plot their energy prediction along with the SKEW-FEM energy prediction in Figure 10 on the left (recall from Figure 8 on the left that SKEW-FEM energy is a relatively close prediction of the DNS energy prediction). We observe that as \( N \) increases, the SKEW-ROM energy converges to the SKEW-FEM energy, with the \( N = 50 \) energy curve lying on top of the SKEW-FEM energy curve.
Figure 6: Shown above are the energy and enstrophy plots versus time for the $Re = 100$ KH tests for varying ROMs (that are built from EMAC-FEM), DNS, the FOM (EMAC-FEM), and a DNS from [42].

| SKEW-ROM | EMAC-ROM | CONV-ROM | FOM (EMAC-FEM) |
|-----------|----------|-----------|----------------|

Figure 7: Shown above are results (shown as vorticity contours) of ROM simulations that used EMAC-FEM as the FOM, at $t=1, 2, 3, 4, 5$ (from top to bottom) for the $Re = 100$ KH tests using 50 modes.
Figure 8: Shown above are the energy and enstrophy plots versus time for the \( Re = 100 \) KH tests for varying ROMs (that are built from SKEW-FEM), DNS, the FOM (SKEW-FEM), and a DNS from [42].

|                | SKEW-ROM | EMAC-ROM | CONV-ROM | FOM (SKEW-FEM) |
|----------------|----------|----------|----------|----------------|
| Top            | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) |
| Middle         | ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) |
| Bottom         | ![Image](image9.png) | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |

Figure 9: Shown above are results (shown as vorticity contours) of ROM simulations that used SKEW-FEM as the FOM, at \( t=1, 2, 3, 4, 5 \) (from top to bottom) for the \( Re = 100 \) KH tests using 50 modes.
Figure 10 on the right shows the inconsistent case. Here, SKEW-FOM is again used but now EMAC-ROM (the inconsistent case) with N=30, 40, 45, and 50 is computed. The plot shows energy vs. time for each of these tests, and we observe that the EMAC-ROM does not converge to the FOM as \( N \) increases; in fact, EMAC-ROM is very inaccurate after \( t = 2.5 \) for all \( N \) values tested.

![Energy plots](image)

Figure 10: Shown above is the energy plots for SKEW-FEM FOM together with SKEW-ROM with varying \( N \) (left) and EMAC-ROM with varying \( N \) (right).

6 Conclusions

In this paper, we analyzed and compared numerically ROMs that are FOM consistent (i.e., use the same nonlinearity discretization as the FOM) with ROMs that are FOM inconsistent (i.e., use a nonlinearity discretization that is different from that used in the FOM). Our first significant contribution is the rigorous proof that the ROMs that are not consistent with the FOM yield error bounds with additional terms dependent on the divergence error of the FOM. Thus, the ROM solution can only recover the FOM solution to this level as the number of modes increases, i.e., can lock. Our second significant contribution is a numerical investigation that shows the beneficial role of the FOM-ROM consistency in practical simulations. Specifically, we considered channel flow around a cylinder and Kelvin-Helmholtz instability problems, and showed that the ROMs that are FOM consistent yield significantly more accurate results than the ROMs that are FOM inconsistent, and also illustrated the locking phenomena arising from FOM/ROM inconsistency. To our knowledge, this represents the first theoretical and numerical investigation of the FOM-ROM inconsistency with respect to the numerical discretization. This study brings new insight to the FOM-ROM consistency issue, proving that FOM-ROM consistency is significant not only when the computational model is modified (e.g., when different closures and stabilizations are used) [2, 15, 16, 36, 39, 44, 45], but also when fundamental discretization choices (e.g., the nonlinearity discretization) are made.

This first investigation of the FOM-ROM consistency with respect to the numerical discretization can be extended in several directions. An important research direction is the effect of nonlinear discretization and corresponding FOM-ROM consistency on conservation of physical properties at a ROM level. At a FOM (FEM) level, the effect of nonlinear discretization on conservation of physical properties has been investigated, e.g., in [13, 35]. At a ROM level, the conservation of physical
properties has been investigated, e.g., in [3, 11, 14, 24, 30, 31, 33, 32, 40, 50]. To our knowledge, the effect of nonlinear discretization and corresponding FOM-ROM consistency on conservation of physical properties at a ROM level is still an open problem.

Probably the most important research direction is to prove and illustrate numerically that FOM-ROM consistent approaches are more accurate than their inconsistent counterparts with respect to both computational modeling and numerical discretization for other settings. For example, we believe that the theoretical framework developed in this paper can be extended to other nonlinear problems, such as the Boussinesq equations and magnetohydrodynamics (MHD), and with more effort to other PDEs that use formulations that are consistent at the continuous level but different at the discrete level. Another interesting research direction is the investigation of FOM-ROM consistency for different time stepping schemes, particularly ones that alter solution spaces such as projection and penalty methods. An important research avenue is the theoretical and computational investigation of the FOM-ROM consistency when different spatial discretizations are used at the FOM and ROM levels. For example, one could use a high order finite volume discretization at the FOM level and a low order finite element discretization at the ROM level. Of course, the theoretical investigation of this important practical setting would pose additional challenges, e.g., the potential lack of Galerkin orthogonality, which was an essential tool used in the proof of Theorem 4.2.
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