ComplETR: Reducing the cost of annotations for object detection in dense scenes with vision transformers
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Abstract. Annotating bounding boxes for object detection is expensive, time-consuming, and error-prone. In this work, we propose a DETR based framework called ComplETR that is designed to explicitly complete missing annotations in partially annotated dense scene datasets. This reduces the need to annotate every object instance in the scene thereby reducing annotation cost. ComplETR augments object queries in DETR decoder with patch information of objects in the image. Combined with a matching loss, it can effectively find objects that are similar to the input patch and complete the missing annotations. We show that our framework outperforms the state-of-the-art methods such as Soft Sampling and Unbiased Teacher by itself, while at the same time can be used in conjunction with these methods to further improve their performance. Our framework is also agnostic to the choice of the downstream object detectors; we show performance improvement for several popular detectors such as Faster R-CNN, Cascade R-CNN, CenterNet2, and Deformable DETR on multiple dense scene datasets.
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1 Introduction

State-of-the-art object detection approaches require expensive and challenging bounding box annotations for training. According to \cite{29}, drawing a bounding box and verifying its quality takes about 35 seconds per object. This is time-consuming and particularly problematic for detection in dense scenes with tens or hundreds of objects in each image; examples include detecting bees for non-invasive tracking \cite{1} (avg. 22 objects per image), humans in crowd \cite{26} (avg. 22 objects per image), apples on trees \cite{13} (avg. 48 objects per image; see Figure \ref{fig:apples}), vehicles or empty parking spots \cite{15} (avg. 59 objects per image), products in retail stores \cite{12} (avg. 147 objects per image), etc. For such datasets, human annotation cost exceeds several thousands of hours.
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Fig. 1: Left: ComplETR outperforms all baselines with similar annotation budget on Minneapple [14] dataset. PI refers to the partial images setting and PA to the partial annotations setting. Middle: an example with partial annotation (only 1 out of more than 50 instances is annotated). Right: ComplETR predicts the missing annotations.

To alleviate the annotation cost, a common approach in the literature is to use semi-supervised learning (SSL), where all objects in a subset of images are fully annotated, and other images are unannotated. We refer to this setting as partial images. State-of-the-art methods in SSL have achieved great success in benchmark datasets such as COCO [18] or VOC [10]. In this paper, we argue that SSL is not the optimal way to reduce annotation cost, specifically for object detection in dense scenes where the average number of objects per image is large (e.g., more than 20). This is because the current methods in SSL do not consider an important property in such datasets: visually similar objects appear many times within the same or across images in different perspective, size, color, etc. and hence annotating all objects that are similar may not add additional information.

Alternatively, we can annotate some objects (leaving others unannotated) in all (or most) training images, which we refer to as partial annotations. We believe this setting has three benefits: (1) It is less tedious to annotate as it alleviates the need for intensive quality assurance to ensure that an image is fully annotated which can increase the annotation cost. In contrast, asking an annotator to annotate $K$ objects per image is a much easier guideline to communicate and control the quality rather than asking them to annotate all objects in the image. (2) Sampling bias can be an issue in partial images if we are not careful with the image selection; simple random sampling may lead to sub-optimal results. (3) When combined with our proposed method to exploit inter- and intra-image similarities within class objects, we can perform significantly better than the state-of-the-art SSL methods used in the partial images setting.

Specifically, we introduce a framework called ComplETR (Completer with DETR style architecture) that is designed to explicitly complete annotations in partially annotated images. The underlying principle of ComplETR is to utilize the intra-class similarity within and across images. Given several annotated objects in a training image, our proposed method explicitly mines and finds other visually similar objects within and across training images. For example, given sparse annotations in the middle image in Figure 1, ComplETR utilizes the similarity between “apple” class to complete missing annotations on the right.
Naively, this matching process can be expensive and require significant network architecture modifications for conventional deep learning-based object detection methods. With the recent development of transformer-based architectures for objects detection such as DETR [4], we can achieve this goal of finding similar objects by exploiting the cross-attention between object queries and encoder features in the transformer decoder. This enables us to train the system with similar cost and architecture to a standard object detector.

We also propose a decoupled offline training process for ComplETR. Specifically, it is first trained on partially annotated images and is then used to explicitly complete the missing annotations. Subsequently, any detector can be trained on the generated (pseudo) ground-truths. This decoupling provides us several practical advantages compared to an online teacher-student model. Firstly, it makes ComplETR agnostic to the choice of an object detector, i.e., any off-the-shelf detector, regardless of its architecture, like Faster R-CNN [22], DETR [4] or CenterNet2 [9] can benefit from the completed annotations depending on the desired latency/accuracy trade-off. In contrast, the widely used online teacher-student SSL methods need the teacher and student models to be exactly the same in order to update the teacher model with exponential moving average (EMA) of the student model. Even if it is possible to change the architecture from the commonly used Faster-RCNN to a different one (such as DETR) it may still need extensive hyper-parameters search for optimal performance. Secondly, the completed annotations from ComplETR are interpretable and can be visually inspected with human-in-the-loop verification to further improve the quality of the completed annotations before training, if needed.

This paper makes the following contributions:

1. We show that the partial annotations setting (few annotations in all images) is a better alternative to the partial images setting (all annotations in few images) to alleviate annotation cost for object detection in dense scenes (number of objects per image is large). We show that it can achieve significant performance improvement when combined with the proposed annotation completer.

2. We propose ComplETR that explicitly completes missing annotations in the partial annotations setting thereby reducing the need for annotating every object. We show that our framework by itself not only outperforms the state-of-the-art methods like soft sampling [32], background recalibration loss [34] in partial annotations and Unbiased Teacher [19] in the partial images setting with a similar annotation budget, but is also complimentary to them and can further improve their performance.

3. We propose a decoupled training process for ComplETR which makes it agnostic to the choice of an object detector trained on the completed annotations. We show that it improves the performance of several popular detectors like Faster R-CNN [22], Cascade R-CNN [3], CenterNet2 [9], Deformable DETR [35] with evaluation on five datasets from dense scenes: Minneapple [14], Bees [1], CrowdHuman [26], LVIS [13], and COCO [18].
2 Related work

To reduce the amount of annotation effort for object detection, methods proposed in the literature range from (1) weakly-supervised learning that uses alternate forms of less expensive annotations, such as image-level labels, center points, and scribbles in the place of bounding boxes [21][11][23][24], (2) semi-supervised learning (or partial images setting) that requires full annotations on a subset of images and no annotations on the remaining images [21][28][19], and (3) learning with partial annotations where only a few objects in images are annotated while the others are not [32][34]. Among them, weakly-supervised learning usually requires a large number of unsupervised object proposals generated with Selective Search [30] or EdgeBox [36]. This leads to longer training and most importantly longer inference time. Training a good weakly supervised detector often needs specifically designed heuristics, and even then the performance is more than 20 points lower than a fully-supervised counterpart [2][24]. Conventionally, the partial images (PI) setting is well studied in image classification [27] and object detection [28][19]. Recent methods follow the paradigm of online teacher-student distillation model. The teacher model usually generates pseudo labels for the unlabeled image with weak augmentations, and the student model uses the pseudo labels on strongly augmented version of the same image. The teacher model is updated with exponential moving average (EMA) of the student model. Example of this paradigm for object detection includes STAC and Unbiased Teacher [28][19]. These methods have achieved great success in natural image datasets from sparse scenes (average bounding box per image is small) such as VOC [10] and COCO [18]. However, its performance is unproven for small to medium scale and datasets from dense scenes. In this paper, we focus on learning with partial annotations and show that ComplETR performs better than (1) SSL with similar annotation budget and (2) existing methods in partial annotations [32][34] that are based on modifications to the loss function and achieve good performance on VOC [10] and OpenImages [16]. For example, Soft Sampling [32] reduces the effect of false negatives by down weighing the gradients of ROIs based on overlap with the ground-truth annotations and Recalibration Loss [34] modifies the loss of the hard negatives based on prediction scores.

3 Partial Annotations and ComplETR

In this section, we introduce the partial annotations setting and the technical principles of the proposed ComplETR.

3.1 Partial annotations

Formally, we consider a object detection training set with \( n \) samples as \( \mathcal{X} = \{(X_i, Y_i)\}_{i=1}^n \), where \( X_i \) is the \( i^{th} \) training image and \( Y_i \) represents the full \( m_i \) annotations with \( Y_i = \{y_j\}_{j=1}^{m_i} \). Each \( \{y_j\} \) is a 5-dim vector containing the
bounding box coordinate and instance label. In this paper, we focus on detection in dense scenes, where the average number of annotations per image \( A_m = \frac{1}{n} \sum_{i=1}^{n} m_i \) is large. Specifically, we consider cases where \( A_m \geq 15 \). For comparison, PASCAL VOC [10] has \( A_m \approx 2 \) and COCO [18] has \( A_m \approx 8 \).

In order to reduce the annotation cost for a dense dataset, we need to reduce the total annotations \( nA_m \). Naturally, this leads to two paths. (1) We reduce the total number of images to annotate from \( n \) to \( \hat{n} \) with \( \hat{n} \ll n \). This leads to the development of semi-supervised and unsupervised learning in the extreme setting. We refer to this setting as partial images (PI). (2) We reduce the average annotations per image \( A_m \) to \( \hat{A}_m \) with \( \hat{A}_m \ll A_m \). We refer to this path as partial annotations (PA) which is rarely studied in the literature. Most existing methods [32,34] treat this setting as an inherent problem of missing bounding box annotations, rather than a path to reduce the annotation cost. Note that there is a third path, where we reduce the cost of each annotation. This can be the result of better tooling [20], using alternative annotations such as points [6], and image-level labels [21,22,24]. Our focus is on standard bounding box annotation, and hence we will not discuss this path in detail.

In this paper, we propose to use the partial annotations setting to reduce the annotation cost for densely annotated datasets. In previous work [32,34], partial annotations was seen as a problem from the inherent difficulty of annotating bounding boxes exhaustively. For example, soft sampling [32] was proposed to reduce the negative effect of training detectors on partially annotated datasets, such as OpenImages [16]. We actually consider partial annotations as a solution to reduce the annotation cost.

We further compare both the options – partial images and partial annotations – to use a given fixed annotation budget. As we see in the results in Section 4, partial annotations where we use few annotations for all (most) images is superior over partial images where we have all annotations in few images.

### 3.2 ComplETR

The central idea behind ComplETR is to leverage existing partial annotations to complete missing annotations, which otherwise would be treated as a part of background. Formally, a partially annotated dataset is defined as \( \hat{X} = \left\{ (X_i, \hat{Y}_i) \right\}_{i=1}^{n} \), where \( \hat{Y}_i = \{ y_j \}_{j=1}^{\hat{m}_i} \). Here we keep all (or most) of the training images, but annotate only \( \hat{m}_i \) instead of \( m_i \) bounding boxes for the \( i \)-th images, where \( \hat{m}_i \ll m_i \).

Intuitively, the completion of missing boxes can be done by learning from partially annotated data \( \hat{X} \), and then predicting on the same dataset to get new annotations. Potentially, this can also fit into the online teacher-student model in the partial images setting, where the teacher model predicts pseudo labels from the weakly-augmented partially-annotated images and the student model uses these labels as ground-truth for strongly augmented images.

However, we argue there are two main problems with this naive solution. Firstly, as shown in the literature [32,34], partial annotations is detrimental to detector learning, especially when the fraction of annotations is small. Thus,
the teacher-student model may never be robust enough to detect most objects. Secondly, the current online teacher-student learning paradigm has a key issue. The EMA-updated teacher model means the exact same architecture needs to be used for the teacher and student models. Switching detection architecture from the most studied Faster R-CNN to better/faster/more-suitable one will require significant efforts of adaptation and hyper-parameter search if even possible. This leads to worse generalization ability for datasets other than VOC/COCO and less flexible real-world deployment. Densely annotated datasets can originate from vastly different applications, from detecting apples on trees to ships in drone footage. Different detectors may have advantages in different datasets, or even for different annotation percentage. Therefore, we would like to steer away from the online teacher-model.

To address these two issues, we propose an annotation completer framework that includes (1) Two-stream Deformable-DETR (D-DETR) with query patches as the teacher model to generate pseudo ground-truth labels; see Section 3.3, and (2) Decoupled training, where any student model, regardless of its architecture, can learn from the generated pseudo ground-truths; see Section 3.4.

### 3.3 Two-stream D-DETR with query patches

We propose to explicitly use the existing annotations to search for similar matches in the whole image and identify missing objects. To this end, DETR \[4\] and its derivative method such as D-DETR \[35\] have an intriguing property: the cross attention mechanism in the transformer decoder can naturally find correspondences between the image feature maps from the encoder (keys) and the positional encoding of the objects (object queries). Specifically, D-DETR learns \(N\) object queries \(\{q_i\}_{i=1}^N\) during training, and they are used to attend to different parts of the image and predict \(N\) bounding boxes along with their classes. We provide additional supervision to D-DETR by augmenting the object queries with the information of the target class, so as to bias the cross-attention modules to make predictions focused on the target class. Thus, ComplETR is trained with two-stream inputs: the input image and exemplar query patches from partial annotations. The overall architecture of Annotation Completer is shown in Figure 2; the additional supervision is highlighted in the dashed box.

In particular, query patches are crops of the (partially annotated) ground truth annotations in the input image (or other training images forming a query pool as described in the following paragraph). The idea of query patches is explored before but in entirely different contexts; e.g., UP-DETR \[8\] uses random query patch detection as a pretext task for pre-training transformers in an unsupervised way and Meta-DETR \[33\] uses patches of the support classes to match them with the queries for meta-learning and few-shot detection.

For pre-processing the query patches, we resize them to a fixed size of 256 × 256 and apply SimCLR-style strong data augmentation \[7\]. The pre-processed patches are passed through the shared backbone followed by additional global
Fig. 2: ComplETR uses two streams of inputs: input image and query patches of existing partial annotations. During training, positive and negative query patches are sampled from the query pool, passed through the CNN backbone, and then to the decoder after a linear transformation. The network detects objects corresponding to the class of positive query patches (sheep in this case) while treating negative query patches (dogs in this case) as background.

average pooling (GAP) and linear layers to extract embeddings $p$ given by

$$p = W^T \sum_{h,w} \phi(I_p)$$

where, $I_p$ is a query patch with augmentations, $h$, $w$ are the spatial dimensions of the feature map, $\phi$ is the CNN backbone, $C$ is the number of channels in the feature map, and weights $W \in \mathbb{R}^{C \times |q_i|}$ transforms from feature dimension $C$ to the object query dimension $|q_i|$, $i \in \{1,2,\ldots,N\}$. Next, the object queries $q_i$ are augmented with the embedding vectors of the query patches $p$ by a simple addition

$$\hat{q}_i = q_i + p.$$ 

The augmented queries $\hat{q}_i$, $i \in \{1,2,\ldots,N\}$ are then fed to the decoder and following layers to make predictions.

1. Query pool. To identify missing objects with only partial annotations in a target image, query patches from the same image by themselves may not be sufficient. For example, if the annotated objects in the target image are in the front view, then other objects in the side view may not be recognizable. Thus, it is helpful to have diverse query patches that can come from other training images. To this end, we build a query pool, which is a collection of cropped patches of all available ground truth annotations in the partially annotated dataset. Using a query pool clusters the patch features belonging to the same class enabling within-class coherence. We use two types of queries patches, positive and negative.
Positive query patches: These are the set of query patches belonging to the target class in the query pool which we randomly sample for a positive query.

Negative query patches: To amplify the focus on the target class, we also sample negative query patches belonging to a non-target class.

For example, consider COCO dataset with 80 classes. In an image, let’s say we have two bounding boxes, one each for Class X and Class Y. During training, one of the categories is randomly selected as the target class; let’s say Class X. In this case, the patches belonging to Class X are treated as positive query patches and the others belonging to all remaining 79 classes, including Class Y, are considered negative query patches. Following Eq. (1), we pass positive and negative patches separately through the shared backbone to obtain query embeddings \( p^+ \) and \( p^- \), and then apply Eq. (2) to obtain \( \hat{q}^+_i \) and \( \hat{q}^-_i \) queries as the inputs to the transformer decoder. See an illustration in Figure 2 with positive and negative query patches of “sheep” and “bird”, respectively. The target detections corresponding to the negative queries are set to the background class. This enables the network to use the patch information effectively to detect objects corresponding to the target class.

2. Binary classification loss. ComplETR attends to a target class of the available (but partial) annotations in a target image using a binary classification loss that determines the presence or absence of the target class. Specifically, all ground truth annotations belonging to the target class are labeled as positive \((c = 1)\), and the others are treated as negative \((c = 0)\). Following D-DETR, we choose Focal Loss [17] to compute class probabilities \( \hat{p} \) in the classification loss

\[
\mathcal{L}_{cls} = - \sum_{i=1}^{N} \log \hat{p}_{\hat{\sigma}(i)}(c_i), \tag{3}
\]

where \( N \) denotes the number of detections, \( \hat{\sigma} \) the optimal bipartite matching obtained from Hungarian loss, and \( \hat{p}_{\hat{\sigma}(i)}(c_i) \) is the probability of the ground truth class \( c_i \in \{0, 1\} \) for the detection with index \( \hat{\sigma}(i) \). For the detections corresponding to negative queries \( \hat{q}^-_i \), we set \( c_i = 0 \). For bounding box losses, we use the standard L1 regression loss and generalized IoU (GIoU) loss [25]:

\[
\mathcal{L}_{box} = \sum_{i|c_i=1} \lambda_{L1} \| b_i - \hat{b}_{\hat{\sigma}(i)} \|_1 + \lambda_{GIoU} \mathcal{L}_{GIoU}(b_i, \hat{b}_{\hat{\sigma}(i)}), \tag{4}
\]

where \( b_i \) and \( \hat{b}_i \) denote ground truth and predicted bounding box coordinates, respectively. Overall, the loss function for training ComplETR is \( \mathcal{L} = \lambda_{cls} \mathcal{L}_{cls} + \lambda_{box} \mathcal{L}_{box} \). During evaluation, the binary loss helps ComplETR generate different detections on the same image based on the query patch as shown in Figure 3.

3. Soft sampling. As noted above, ComplETR uses the standard set-based Hungarian loss in D-DETR for enforcing unique predictions for each ground-truth. However, when this loss is computed using partial ground-truth annotations, the number of matches inevitably differ from the actual number of objects due to missing annotations. The detections that have a small overlap (e.g., 0-0.2 IoU) with the ground truth annotations may have been matched to incorrect
ground truths because some of the annotations are actually missing. To reduce the effect of mismatching due to missing annotations, we re-weigh the gradients of the unmatched detections according to their overlap \( o_i, i \in \{1, 2, \ldots, N\} \) with the ground truth annotations using soft sampling \([32]\). The weight \( w_i \in [0, 1] \) is given by
\[
    w_i(o_i) = a + (1 - a)e^{-bc-o_i}.
\]
We adopt the settings for \( a, b, \) and \( c \) from \([32]\). The gradients of the matched detections are not modified, i.e., \( w_i = 1 \). Although soft sampling also downweights true negatives, we empirically observe that it improves the performance of ComplETR, especially when the number of missing annotations are large.

### 3.4 Decoupled training process

To enable the use of any object detector (Step 4 below) for downstream tasks with ComplETR, we propose a training workflow with five stages, including an optional stage for annotation refinement via multi-stage detector training.

1. **Pre-training**: ComplETR is pre-trained on a large and fully annotated dataset to learn the annotation completion task. We randomly sample one or multiple ground truth bounding boxes from the same image or other training images as query patches and the full annotations as the ground truth. This way, the model learns to complete annotations during pre-training. Since we choose a binary classification loss (see Section 3.3), the completion property can generalize to new classes and domains. The pre-training step is done only once since it is common to all target datasets. In our experiments, we use COCO as the pre-training dataset. We initialize the pre-training with self-supervised SwAV \([5]\) representations and freeze the backbone during this step.

2. **Partial annotation fine-tuning**: Next, we unfreeze the backbone and fine-tune the pre-trained ComplETR on a partially annotated target dataset to learn the specific properties of the target dataset. We demonstrate that we can generalize well even to new classes that are absent in the pre-training dataset.
3. **Annotation completion**: The fine-tuned ComplETR predicts missing annotations in the target dataset, which are then merged with the original partial annotations to obtain complete annotations.

4. **Detector training**: A separate off-the-shelf object detector like Faster R-CNN, D-DETR, etc., is trained on the target training dataset but with the completed annotations. We show that the performance of a detector can be improved irrespective of its architecture and/or specific loss function.

5. **Multi-stage training**: At this step, we can optionally refine the annotations by generating pseudo labels on the target dataset using the final detector and then retraining the detector. We observe that for several datasets, two-stage ComplETR indeed improves the performance.

4 Experiments

4.1 Datasets

We use datasets from different domains such as Minneapple [14], Bees [11], CrowdHuman [20], “LVISdense” (subsampled from LVIS [13]), and “COCOdense” (subsampled from COCO [15]) as partially annotated target datasets. For the first three datasets, we use COCO to pre-train all methods for fair comparisons. In the case of “LVISdense” and “COCOdense”, we use “COCO60” instead. “COCO60” is constructed by removing images from COCO that have any object from the 20 VOC classes. For Minneapple, we did a 60-40 split of the publicly available annotated (training) dataset containing 670 images to obtain 403 training and 267 test images. For Bees, we constructed a dataset with 1064 and 262 images for training and test, respectively. For CrowdHuman, we used the standard split of 15000 training and 5000 test images. For LVISdense, we subsample 13 classes with dense annotations from LVIS that are absent in the COCO60 pre-training set, resulting in 2937 training and 570 test images. For COCOdense, we subsample 6 classes with dense annotations from COCO that are absent in the COCO60, resulting in 1723 training and 76 test images. All target datasets have high intra-class similarity and high object density (at least 15 bounding box per image on average). Note that while “apple” in Minneapple and “person” in CrowdHuman are present in COCO classes, we also show generalization to new classes via the Bees (absent in COCO), LVISdense (all 13 classes are absent in COCO60), COCOdense (all 6 classes are absent in COCO60).

4.2 Annotations protocol

We construct annotations for our experiments as per the following sampling protocol. For both settings, we obtain X% annotations with three random seeds and compute the average metrics. We assume the datasets listed in Section 4.1 are fully annotated. We only sample from the training data to generate X% annotations; the test set is used as is.
Partial images. To obtain X% annotations, we keep each image with X% probability. The selected images are treated as labeled. We use the remaining images as unlabeled data for semi-supervised baselines wherever appropriate.

Partial annotations. To obtain X% annotations, we keep each bounding box with X% probability. After the sampling, if an image does not contain any annotations, we drop it from the training set. Hence, 1%, 5%, etc., annotation settings can have different number of images.

We evaluate both settings with similar annotation budget; it is practically hard to ensure the exact same number of annotations following the above sampling protocol without introducing a sampling bias.

4.3 Baselines for comparison

We provide a comprehensive comparison against the baselines in both annotation settings.

Partial images. In this setting, all objects are annotated but use fewer images for training. This is indeed attractive since it does not suffer from the issue of training on noisy ground-truths. A simple baseline for comparison is Pseudo Labeling where we generate pseudo labels using a detector trained on the annotated images and then re-train the detector; we test pseudo labeling with Faster R-CNN and Deformable DETR. In the Faster R-CNN framework, we also test the state-of-the-art SSL method for object detection, Unbiased Teacher [19], that also uses unlabeled images in the partial images setting.

Partial annotations. In this setting, some objects are annotated in most images. Thus, the missing annotations are inevitably treated as background by a detector; i.e., the detector trains on some false negatives in the ground-truths. Existing work that can be applied to the partial annotations setting are based on modification of the loss function. We test Soft Sampling [32] which was originally proposed to mitigate the effect of missing annotations in existing datasets by modifying the gradients of ROIs based on overlap with the ground-truth annotations. We also evaluate Background Re-calibration Loss [34] which modifies the loss for confusing anchors (hard negatives) to tackle the problem of missing annotations. Additionally, we study Pseudo Labeling together with ComplETR in a two-stage fashion as described in Section 3.4.

4.4 Experimental settings

Faster/Cascade-RCNN, CenterNet2, and Unbiased Teacher: For fine-tuning detectors on target datasets, we initialize the models with COCO pre-trained weights (or COCO60 for LVIS and COCO dense as noted in Section 4.1) and train for at least 1000 iterations and at most 12 epochs. We use learning rate $5 \times 10^{-4}$ with SGD and decay by 0.1 at 80% iterations. We observed that this small learning rate is essential, especially in the case of extreme partial annotations where a large learning rate easily overfits to missing annotations; see an ablation study in Section F (supplementary material). For all datasets, we show the performance at 100% annotations with the best learning rate in $\{0.0005,$
For Unbiased Teacher, we fixed the burn-in period as 200 iterations for all scenarios. In all cases, we tested the official implementations in Detectron2 \cite{wu2019detectron2} with ResNet-50+FPN backbone and default settings unless noted otherwise. D-DETR based methods: In all cases, we use the default learning rate of $2 \times 10^{-4}$ for the transformer and $2 \times 10^{-5}$ for the ResNet-50 backbone, with AdamW optimizer. HPO on other learning rates does not improve the results. We chose the default 300 object queries for both ComplETR and D-DETR. For pretraining of ComplETR, we initialized with SwAV \cite{caron2020unsupervised} representation and trained for 100 epochs with an LR decay by 0.1 at the 80-th epoch.  For fine-tuning ComplETR and D-DETR detectors, we ran all experiments for 15 epochs with decay by 0.1 at 10-th epoch. All methods: We use a batch size of 16 on 8 GPUs, except in the 1% partial images setting for Minneapple, Bees, and COCOdense where 1% images correspond to 4-18 images in which case we use single GPU. All the detectors and ComplETR are pretrained on the same dataset before fine-tuning for a fair comparison. Threshold selection: For pseudo labeling and ComplETR generated annotations we need to identify a threshold to filter out low confident detections. We chose a fixed threshold of 0.7 for the partial images setting. This is consistent with the threshold used in Unbiased Teacher in the online student-teacher framework. When ComplETR is fine-tuned on partial annotations according to Step 2 in Section 3.4 the confidence scores tend to be lower. Hence, we choose a fixed threshold of 0.3 to filter out low confident completions; refer Step 3 in Section 3.4. Note that this selection is lower than 0.7 used for pseudo labeling in the partial images setting where scores tend to be higher due to full annotations. See ablation on the choice of thresholds in Section A (supplementary material).

4.5 Analysis

We use mAP@0.5 IoU (AP50) as the metric for comparison throughout this section. We present baselines based on Faster R-CNN \cite{ren2015faster} and Deformable DETR \cite{deng2020deformable} for both partial images and partial annotations settings in Table 1. Note that both the settings have similar annotation budget for any given annotation scenario.

Partial images. Pseudo labeling improves performance in most cases for both Faster R-CNN and D-DETR. Unbiased Teacher provides marginal improvement in the extreme case of 1% images for Minneapple and Bees while still under-performing compared to naive pseudo labeling. Although we tune the learning rate and burn-in period specifically for these datasets, other hyper-parameters/components in Unbiased Teacher may not be optimal for dense object detection. This validates our hypothesis that SSL methods may not perform well on dense datasets without significant modifications.

Partial annotations. Faster R-CNN suffers more in the presence of missing annotations while D-DETR is relatively robust and performs better in majority of the cases. Our hypothesis is that sigmoid Focal Loss \cite{lin2017focal} in D-DETR provides this robustness. When we replaced it with the standard sigmoid binary cross entropy loss, the performance of D-DETR fell steeply; we show an ablation in Sec-
Table 1: Comparison against baselines on Minneapple, Bees, CrowdHuman, LVISdense, and COCOdense. ComplETR 2S refers to ComplETR two-stage.

| Setting            | Method                  | Minneapple | Bees | Crowd | LVISdense | COCOdense |
|--------------------|-------------------------|------------|------|-------|-----------|-----------|
|                    |                         | 1%         | 5%   | 1%    | 1%        | 1%        |
| **partial images** | Faster R-CNN            | 50.0       | 64.4 | 55.3  | 66.7      | 4.9       |
|                    | Pseudo Labeling         | 53.6       | 65.4 | 58.9  | 65.6      | 8.4       |
|                    | Unbiased Teacher        | 52.5       | 62.1 | 56.1  | 65.5      | 4.4       |
|                    | D-DETR                  | 36.6       | 46.6 | 58.1  | 67.6      | 4.2       |
|                    | Pseudo Labeling         | 51.5       | 54.6 | 70.5  | 68.4      | 5.6       |
| **partial annotations** | Faster R-CNN            | 43.6       | 62.1 | 38.8  | 59.6      | 1.3       |
|                    | Soft Sampling           | 49.1       | 61.8 | 44.5  | 61.9      | 1.9       |
|                    | Faster R-CNN+ComplETR   | 65.3       | 70.3 | 70.8  | 69.0      | 7.5       |
|                    | D-DETR                  | 49.6       | 56.9 | 61.6  | 63.3      | 7.5       |
|                    | D-DETR+ComplETR         | 64.8       | 69.1 | 77.9  | 70.8      | 10.3      |
|                    | D-DETR+ComplETR 2S      | 63.7       | 70.0 | 72.3  | 12.2      | 27.3      |

We observe that Soft Sampling [32] improves the performance in most scenarios. Recalibration Loss [34] did not improve the performance of Faster R-CNN in our experiments; see results on Minneapple in Figure 1. For the recalibration threshold, a score below which the focal loss is mirrored to reduce the weights on hard negatives, we tried 0.25 besides the default setting of 0.5 optimized for large-scale datasets like VOC/COCO.

ComplETR consistently outperforms all the baselines across both the partial images and partial annotations settings by a wide margin. We also observe that, in several cases, pseudo labeling is complementary to ComplETR and using them together in a multi-stage setting (which we refer to as ComplETR 2-stage or 2S) further improves the performance; see Step 5 in Section 3.4. We present an ablation study on using pseudo labeling before or after ComplETR in Section D (supplementary material).

Since different detectors may have advantages in different applications, we show an elaborate comparison on the flexibility of choosing down-stream detector with the decoupled offline training (Step 4 in Section 3.4) in Table 2. Here “partial” refers to annotations obtained by the sampling protocol in Section 4.2, “completed” refers to annotations obtained by ComplETR, and “full” to the original 100% annotations. By generating high quality ground-truths of missing annotations, ComplETR improves the performance of any detector such as Faster R-CNN, Cascade R-CNN, CenterNet2, and Deformable DETR, irrespective of its design and architecture. In the case of Minneapple, Faster R-CNN on completed annotations achieves AP50@100% annotations with only 5% annotations. ComplETR is also complementary to a strong baseline like Soft Sampling and improves its performance further. In the column for Soft Sampling, we apply it in the loss function of both ComplETR (Section 3.3) and Faster R-CNN.

Overall, our results show that, through annotation completion, annotating datasets partially is actually a promising path to reducing the cost of annotation for detection in dense scenes.
Table 2: Evaluation of performances for different detectors on partial and completed annotations on Minneapple, Bees, CrowdHuman, LVISdense, and COCOdense.

| Dataset     | Amount of annotations | Faster R-CNN R50+FPN + soft sampling | Cascade R-CNN CenterNet2 D-DETR R50+FPN | R50+FPN | R50 |
|-------------|-----------------------|-------------------------------------|----------------------------------------|---------|-----|
| Minneapple  | 1% partial completed  | 43.6                                | 49.1                                   | 49.9    | 40.1 | 49.6 |
|             | completed             | 65.3                                | 65.7                                   | 65.4    | 66.0 | 64.8 |
|             | 5% partial completed  | 62.1                                | 61.8                                   | 59.7    | 61.8 | 56.9 |
|             | completed             | 70.3                                | 68.7                                   | 69.0    | 69.2 | 69.1 |
|             | 100% full             | 70.5                                | 68.6                                   | 67.5    | 67.7 | 67.7 |
| Bees        | 1% partial completed  | 38.8                                | 44.5                                   | 44.5    | 39.0 | 61.6 |
|             | completed             | 70.8                                | 74.0                                   | 71.1    | 72.1 | 77.9 |
|             | 100% full             | 85.6                                | 85.2                                   | 87.6    | 88.7 | 93.6 |
| Crowd       | 1% partial completed  | 59.6                                | 61.9                                   | 63.9    | 63.5 | 63.3 |
|             | completed             | 69.0                                | 68.0                                   | 69.8    | 68.8 | 70.8 |
|             | 100% full             | 72.3                                | 71.7                                   | 73.0    | 71.5 | 82.7 |
| LVISdense   | 1% partial completed  | 1.3                                 | 1.9                                    | 2.0     | 2.7  | 7.5  |
|             | completed             | 7.5                                 | 7.8                                    | 7.2     | 7.1  | 10.3 |
|             | 100% full             | 23.9                                | 23.5                                   | 24.6    | 24.3 | 28.0 |
| COCOdense   | 1% partial completed  | 4.6                                 | 7.6                                    | 4.6     | 6.3  | 17.3 |
|             | completed             | 17.9                                | 19.7                                   | 16.5    | 18.0 | 23.1 |
|             | 100% full             | 47.4                                | 45.6                                   | 46.9    | 47.0 | 48.5 |

5 Ablation studies

We present six ablation studies, all on Minneapple dataset. Refer to the supplementary material for details on each of them.

1. **Threshold selection.** After ComplETR is fine-tuned on partial annotations according to Step 2 in Section 3.4, we need a threshold to filter noisy completions in Step 3 of Section 3.4. We fix a threshold of 0.3 based on the experiments; see details in Section A.

2. **SwAV pre-training.** In Table 1, ComplETR used with Faster R-CNN or D-DETR uses SwAV pre-training; see Step 1 in Section 3.4. We observe that self-supervised training is beneficial to ComplETR; we analyze its effect on ComplETR and D-DETR detector in Section B.

3. **Positive and negative query patches.** A query pool with both positive and negative query patches plays an important role in learning the annotation completion task. See details in Section A.3 and an ablation study in Section C.

4. **Multi-stage ComplETR.** When pseudo labeling is used after annotation completion (ComplETR 2S), the performance further improves in several cases; see Step 5 in Section 3.4 and empirical results in Table 1. Alternatively, we can use pseudo labeling before completion. We provide an ablation study in Section D to show that the former setting is better.
5. **Focal loss for partial annotations.** We empirically show that focal loss in D-DETR is critical to its better performance over Faster R-CNN in the partial annotations setting. See an ablation study Section [E].

6. **Learning rate.** Finally, we provide an ablation on the choice of learning rate for tuning the baselines before fine-tuning on partial annotations in Section [F].

6 Conclusion

We propose partial annotations as a means to reduce annotation cost for dense object detection datasets. We introduce ComplETR that uses intra-class similarity across images to find missing annotations previously un-annotated by the user. We show that through annotation completion, ComplETR outperforms all existing methods in partial annotations as well as semi-supervised method that requires similar annotation budget but need full annotations in fewer images. ComplETR generates new ground-truth annotations that can be used to improve performance of any off-the-shelf object detector regardless of its architecture.
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Supplementary material

We show all ablation studies on Minneapple dataset.

A Threshold selection

After ComplETR is fine-tuned on partial annotations according to Step 2 in Section 3.4, we need a threshold to filter noisy completions in Step 3 of Section 3.4. We fix a threshold of 0.3 based on the experiments in Table A where we show the performance of downstream detectors for several thresholds \( \in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6\} \). A threshold of 0.3 shows the best performance for all detectors, except for D-DETR in which case the best performance is not far from the performance at the chosen threshold. Note that the threshold selected for ComplETR is lower than the threshold of 0.7 chosen for the partial images setting (following Unbiased Teacher [19]) because the confidence scores tend to be lower due to fine-tuning on partial annotations. Figure 4 shows the score distribution of Faster R-CNN trained on full annotations (partial images setting) vs ComplETR trained on partial annotations. The cumulative distribution CDF@0.3 for partial annotations is approximately equal to CDF@0.7 for full annotations. Thus, ComplETR with a threshold of 0.3 selects approximately the same fraction of bounding boxes as obtained with a threshold of 0.7 in the partial images setting.

| Threshold | Faster R-CNN | Cascade R-CNN | CenterNet2 | D-DETR |
|-----------|--------------|---------------|------------|--------|
| 0.1       | 64.8         | 64.3          | 64.6       | 64.5   |
| 0.2       | 65.1         | 65.1          | 65.5       | 64.7   |
| 0.3       | 65.3         | 65.4          | 66.0       | 64.8   |
| 0.4       | 64.2         | 64.3          | 65.7       | 65.0   |
| 0.5       | 62.2         | 62.2          | 64.4       | 63.3   |
| 0.6       | 60.4         | 59.3          | 62.3       | 60.5   |

Table 3: Performance of different detectors as the threshold to select the completed annotations for ComplETR is varied.

B Effect of self-supervised pretraining

In Table A, we evaluate the quality of completed bounding box annotations obtained from different variations of ComplETR. Row 1 corresponding to partial annotations shows AP50 obtained by comparing partial annotations to full annotations. If we skip the Step 2 of fine-tuning ComplETR on partial annotations (refer Section 3.4), and directly follow Step 3 to complete the missing annotations, we still get a strong completion performance with an AP50 of 43.0. We refer to this as ComplETR without fine-tuning. As for pretraining in Step 1, we evaluate two choices for initialization – supervised and self-supervised (SwAV in this case). In both the cases, we follow Step 2 to fine-tune on the partially
Table 4: Ablation study on the quality of completed annotations on the training images (with partial annotations).

| Quality of completion          | 1% | 5% |
|-------------------------------|----|----|
| Partial annotations           | 0.7| 2.7|
| ComplETR w/o fine-tuning      | 43.0| 43.0|
| ComplETR fine-tuned           | 47.3| 69.3|
| ComplETR w/ SwAV              | 58.5| 73.9|
| Full annotations               | 100.0| 100.0|

Table 5: Ablation study on the effect of SwAV pretraining in ComplETR on the performance of Faster R-CNN and D-DETR.

| Method                        | 1%  | 5%  | 100% |
|-------------------------------|-----|-----|------|
| Faster R-CNN                  | 50.0| 64.4| 70.5 |
| Faster R-CNN + ComplETR       | 58.9| 68.5| -    |
| Faster R-CNN + ComplETR w/ SwAV| 65.3| 70.3| -    |
| D-DETR                        | 50.9| 56.6| 62.5 |
| D-DETR + SwAV                 | 49.6| 56.9| 67.7 |
| D-DETR + ComplETR             | 58.4| 64.9| -    |
| D-DETR + ComplETR w/ SwAV     | 64.8| 69.1| -    |

annotated dataset and then Step 3 to complete the missing annotations. These numbers are shown as ComplETR fine-tuned (or simply ComplETR) and ComplETR with SwAV, respectively. While supervised initialization improves the completion after fine-tuning, SwAV initialization provides the best completion. Table 5 shows the effect of SwAV initialization in ComplETR on the detector trained on the completed annotations. We again observe the same trend; SwAV initialization improves the downstream performance of both Faster-RCNN and D-DETR. For reference, we also show the effect of SwAV initialization when we train D-DETR directly on partial annotations (D-DETR with SwAV).

C Effect of positive and negative query patches

We show the effect of query pool with positive and negative query patches on the quality of the completed annotations in Table 6. Row 1 with “no pool” refers to using ground truth annotations from the target image itself as a query patch; thus we do not need a query pool. Row 2 uses positive query patches from the query pool. Row 2 uses both positive and negative query patches from the query pool. Row 3 combines query pool with SwAV pretraining.
Table 6: Effect of positive and negative query patches in ComplETR.

| Quality of completion     | 1%         |
|---------------------------|------------|
| no query pool             | 47.3       |
| + positive query patches  | 52.7       |
| + negative query patches  | 54.5       |
| + SwAV pretraining        | 58.5       |

D Combining pseudo labels with ComplETR

In Section 3.4, we proposed an optional step of combining the ComplETR with Pseudo Labeling. This can be done in two ways: (a) Partial annotations $\rightarrow$ (1) Pseudo Labeling $\rightarrow$ (2) ComplETR: train a detector on partial annotations in Stage (1), generate pseudo labels using the detector, train ComplETR on pseudo labels in Stage (2), obtain completed annotations, and finally train the detector again on the completed annotations, and (b) Partial annotations $\rightarrow$ (1) ComplETR $\rightarrow$ (2) Pseudo Labeling: train ComplETR on partial annotations in Stage (1), obtain completed annotations, train a detector on completed annotations, generate pseudo labels using the detector in Stage (2), and finally train the detector again on the pseudo labels. For the ablation study, we choose a fixed threshold of 0.3 for the first stage and 0.7 for the second stage. The scores in the first stage are lower due to partial annotations; we observe 0.3 is a good choice as evident in Table A. In the second stage, we alleviate the problem of missing annotations to a large extent. Hence, a higher threshold is more reasonable; this is in line with the choice of threshold for full annotations. We show the results for 1% annotations on Minneapple in Table 7 where ComplETR after Stage (1) shows better performance as compared to Pseudo Labeling after Stage (1). We observe Pseudo Labeling on top of completer in Stage (2) can be helpful; we see this pattern for other datasets in Table 1 of the main paper. A large drop in performance in fine-tuning ComplETR on noisy pseudo labels is due to many false positives. It may help to increase the threshold of Pseudo Labeling in the first stage to keep only high quality completions.

Table 7: Effect of combining Pseudo Labeling with ComplETR (before and after).

| Method                  | D-DETR + SwAV pretraining |
|-------------------------|----------------------------|
| 1% annotations          | 50.9                       |
| + (1) Pseudo Labeling   | 57.1                       |
| + (2) ComplETR          | 54.0                       |
| + (1) ComplETR          | 58.4                       |
| + (2) Pseudo Labeling   | 59.0                       |
| 100% annotations        | 62.5                       |
|                         | 67.7                       |
Table 8: Effect of focal loss in D-DETR on partial annotations.

|                  | 1%  | 5% |
|------------------|-----|----|
| Sigmoid BCE      | 22.5| 50.7|
| + Focal loss [17]| 50.9| 56.6|

E Effect of focal loss on partial annotations

We observe that focal loss in D-DETR is critical to its better performance on partial annotations (compared to Faster R-CNN). Table 8 shows that the performance of D-DETR drops significantly when Focal loss is replaced with the standard Sigmoid Binary Cross Entropy (BCE) loss, i.e., we set $\gamma = 0$ in Focal loss. The difference between Focal loss and Sigmoid BCE is lower when the partial annotations are less extreme, for example, compare the case of 1% annotations with 5% annotations in Table 8.

F Learning rate for partial annotations

Figure 5 shows the behavior of different learning rates for Faster R-CNN $\in \{0.0005, 0.001, 0.01, 0.2\}$ for Minneapple and Bees. A higher learning rate for partial annotations is prone to over-fitting on missing annotations. For example, learning rate of 0.01 or 0.02 that show good performance on the Bees dataset with full annotations severely overfit on 1% partial annotations. Based on this ablation study, we fix the learning rate for partial annotation scenarios at 0.0005 for all datasets. To get a more accurate measure of regret, for the performance with 100% annotations, we show the numbers corresponding to the best learning rate, i.e., 0.02 in the case of Bees and 0.0005 in the case of Minneapple.

Fig. 5: Effect of learning rate on partial annotations versus full annotations on Minneapple and Bees.