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Abstract: Hint-based image colorization is an image-to-image translation task that aims at creating a full-color image from an input luminance image when a small set of color values for some pixels are given as hints. Though traditional deep-learning-based methods have been proposed in the literature, they are based on convolution neural networks (CNNs) that have strong spatial locality due to the convolution operations. This often causes non-trivial visual artifacts in the colorization results, such as false color and color bleeding artifacts. To overcome this limitation, this study proposes a vision transformer-based colorization network. The proposed hint-based colorization network has a hierarchical vision transformer architecture in the form of an encoder-decoder structure based on transformer blocks. As the proposed method uses the transformer blocks that can learn rich long-range dependency, it can achieve visually plausible colorization results, even with a small number of color hints. Through the verification experiments, the results reveal that the proposed transformer model outperforms the conventional CNN-based models. In addition, we qualitatively analyze the effect of the long-range dependency of the transformer model on hint-based image colorization.
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1. Introduction

As deep-learning technologies have evolved, there have been several advances in various fields of computer vision, with interesting advances in image colorization tasks based on convolutional neural networks (CNNs). Colorization is divided into (1) automatic colorization methods [1–6], which perform colorization on a fully black-and-white image and (2) hint-based colorization [7,8], in which the color values of some pixels are given as hints (i.e., color hints), and the remaining luminance pixels are colorized to create a full-color image.

The hint-based colorization method is used in various applications such as image editing and computational photography. A typical example is user-scribble-based colorization [7], which uses an image editing tool to perform colorization based on the color hints given in the form of scribbles by the user. Compared with fully automatic colorization, it has the advantage that the user can determine the image colorization direction and know how the image changes as the hints change. Another application of the hint-based colorization is the color-plus-monochrome dual camera [9], which consists of a pair of color and monochrome cameras. In particular, it is used to create better-quality images by colorizing the luminance pixels captured from a monochrome camera with the chrominance information captured from a color camera. This method allows users to capture image structures well in low-light shooting conditions. The hint-based colorization method is also used in applications to capture a high-quality full-color image using sparse color pixels from the sparse color sensor [10].

Some previous studies [7,8] have proposed user-interactive colorization methods when color hint pixels or a global color histogram are given as hints. Among them, the most notable study is a user-guided colorization method proposed by Zhang et al. [7]. This
method takes the user’s color pixel hints as input and performs the hint-based colorization using a CNN model with an encoder-decoder structure.

However, in the case of CNN-based colorization, colorization is performed in a direction where the local characteristics are strong based on a method that applies convolution to sparse hint pixels and propagates the color information gradually to the surroundings. Hence, if some regions have insufficient hints or several objects are the same or similar in one image, but only some of them have hints, there is a limitation in that the colorization is performed incorrectly and thus the colorized results often suffer from visual artifacts such as color bleeding and false colors [9]. This problem occurs because color hints are propagated only to the local region and not to similar object regions that exist far away in an image.

Solving this problem requires the long-range dependency of the transformer model, which has recently gained attention. The Vision Transformer (ViT) [11] model has reconstructed the transformer [12] used in natural language processing to be used in images. Recent studies on ViT have reported that transformer-based models using the long-range dependency in image classification tasks may be more effective than CNN-based models. Subsequently, several methods that outperform CNN-based methods have been studied using the advantages of ViT in various computer-vision tasks [13–15]. Recently, the research direction of colorization has focused on automatic methods rather than hint-based methods. Consequently, studies have been conducted on transformers for automatic colorization, but not on transformer models for the hint-based colorization.

In this paper, we propose a hint-based colorization transformer network (HCoTnet). The proposed network has a hierarchical vision transformer architecture that outputs full-color channels in the CIELAB color space from the input luminance image and sparse color hint pixels. The proposed hierarchical vision transformer network is based on the encoder-decoder architecture, which has been often used in CNN-based models for image-to-image translation tasks, and each block of the encoder-decoder is constructed as transformer layers.

Our contributions are as follows:

- We propose a hint-based colorization transformer network HCoTnet, which can propagate the input color hint better to the entire image region through the long-range dependency of the transformer.
- As a network of the hierarchical vision transformer architecture with an encoder-decoder structure, the proposed HCoTnet shows good performance in hint-based colorization tasks. Through the verification experiments using the ImageNet dataset [16], we verify that the transformer-based method outperforms conventional CNN-based methods in both qualitative and quantitative measures. In addition, we qualitatively analyze the effect of the long-range dependency of the transformer model on hint-based image colorization.

The remainder of this paper is structured as follows. Section 2 introduces related studies. Section 3 describes the architecture and each component module of the proposed HCoTnet. Section 4 discusses the results of experiments comparing the proposed method and conventional methods. Finally, Section 5 presents the conclusion.

2. Related Work

2.1. Hint-Based Image Colorization Using CNN

Zhang et al. [3,7] proposed a user-guided image colorization method based on a CNN network. A user can guide the colorization task by providing local or global color hints. As local hints, the user can assign scribble-based color hints to certain pixels or areas of the grayscale image. Then, the proposed CNN model propagates the color from the scribble across the image. Also, the user can provide global statistics information (e.g., color histogram) and the model uses it as a global hint in the colorization task. The network structure of Zhang’s model is a Unet [17] that consists of an encoder part, bottleneck layers, and a decoder part. The user’s local or global hint is inserted in the encoder or bottleneck
layers of the network. To propagate the hint over a wider region in the image, the dilated convolution \[18\] is used at the bottleneck layer.

In addition, some methods have been proposed for the colorization of line art or sketch images \[8\] and example-based colorization \[19\]. Ci et al. \[8\] proposed a conditional GAN-based colorization model that uses a grayscale line art image and user's color strokes as inputs. The line art or sketch-based methods suffer from the lack of semantic information on the grayscale input and hence the results often show inaccurate and irregular shading artifacts. To overcome this, they proposed a conditional GAN-based approach. Also, Xiao et al. \[19\] proposed an example-based colorization method that uses another reference color image as a global hint. Given a grayscale image and a reference color image as inputs, the missing color is predicted by analyzing the color distribution of the reference image. To this end, they defined the image colorization as a multinomial classification problem and proposed a CNN-based model with a hierarchical pyramid structure.

Although the convolution-based methods show promising results in the colorization task, the strong locality characteristics of the convolution operation can cause severe visual artifacts such as color bleeding artifacts \[9\]. That is, some color hints given for an object can be sometimes spilled over its neighboring objects due to the strong local dependency between the neighboring objects.

2.2. Vision Transformers

ViT \[11\] was the first model to apply the transformer used in the field of natural language processing to the computer vision domain. For the image classification task, the input image was divided into patches of size 16 × 16, and considering each one as a single word token, the model was constructed based on a transformer encoder comprising layer normalization (LN), multi-head attention (MHA), and multi-layer perceptron (MLP). In image classification, this model outperformed conventional CNN-based models and also showed good performance in other vision tasks, such as instance segmentation \[20–23\] and object detection \[24–26\].

In recent years, several advanced ViT methods have been proposed \[13–15,27,28\]. Liang et al. \[14\] have proposed a hybrid method that combined the transformer with CNN. This method is an attempt to restore the image by combining the transformer with the CNN encoder–decoder backbone. This method uses convolution blocks in the feature extraction and image reconstruction, and the bottleneck layer for the deep feature extraction consists of Swin transformer blocks \[13\]. Notably, in three image restoration tasks (super-resolution, denoising, and jpeg compression artifact reduction), this method outperformed CNN-based models, showing that the transformer-based architecture can be effectively used in the image restoration tasks as well.

Furthermore, TransGAN \[15\] has been proposed to check whether the transformer operates properly in complex and difficult image generation tasks based on a generative adversarial network (GAN) \[29\]. A GAN model was constructed by constructing a generator and a discriminator using the transformer, and it demonstrated high-quality image generation. It was confirmed that the transformer operates properly in image generation tasks, which require spatial consistency for the structure, color, and texture of the image.

In addition, a recent study \[30\] proposed a transformer-based method for the automatic image colorization task. The Coltran \[30\] has been proposed based on the Axial transformer \[31\]. This method uses the auxiliary parallel technique and the conditional transformer layer based on the row and column self-attention \[31\]. Specifically, the input grayscale is downsampled to a low-resolution image (e.g., 64 × 64). Then this coarse image is processed through the color upsampler and spatial upsampler to output a higher-resolution color image (e.g., 256 × 256). The results in the human evaluation showed that the transformer-based automatic colorization method outperforms the existing CNN method \[32\]. Based on the results, they concluded that the proposed method can generate visually plausible colors that cannot be distinguished from those of the ground-truth images by the human observers. However, their method is only valid for the automatic colorization
task and there have been none thus far on the hint-based colorization task based on the vision transformer. In this paper, we construct the proposed network based on ViT [11], the basic transformer model, to show that the transformer can outperform conventional CNN models in the hint-based colorization task.

3. Method

As shown in Figure 1, the proposed HCoTnet is divided into three main parts: first, a patch embedding (tokenization) module for using the input data (i.e., luminance image and color hint map) in the transformer; second, the U-Net-like encoder and decoder modules consisting of transformer blocks [17]; finally, a projection module for outputting the result by restoring and projecting the embedded features onto the \(ab\) dimension of the CIELAB color space. The luminance image and color hint map are the inputs of the network, and through the HCoT network, the colorization result is output with the \(ab\) color channels.

Figure 1. Overall architecture of the proposed hint-based colorization transformer network (HCoTnet).

3.1. Patch Embedding (Tokenization)

As with previous studies [1,3–5,7,9], it is common to perform image colorization tasks in the CIELAB color space rather than in the RGB color space. The CIELAB color space is used due to its perceptually uniform characteristics and its similarity to the human visual system [33–35]. In addition, note that the RGB color space is a correlated color space between luminance and chrominance. In contrast, the CIELAB color space consists of two decorrelated channels between luminance and chrominance. The image colorization task aims at colorizing the missing color information based on the given luminance information. Hence, using the CIELAB color space fits well with the colorization task by simplifying it to the prediction of only \(ab\) color channels using the input luminance data. Due to these reasons, the CIELAB has been widely used in many image synthesis tasks such as image inpainting [36] and image colorization [1,3–5,7,9]. Therefore, before the patch embedding, the input luminance image and RGB values of color hints are transformed into the CIELAB color space. The luminance image is constructed with the \(L\) channel, and the color hint is constructed with \(ab\) channels, thereby constructing a single Lab image.

With the constructed image, the patch embedding is performed in a manner similar to that of ViT [11]. The input \(I \in \mathbb{R}^{H \times W \times 3}\) (i.e., one \(L\) channel and two \(ab\) color channels
for color hint) expands to $H \times W \times 4$ channels through a convolution. Here, $H$ denotes the image height, and $W$ denotes the width. The input is then sliced into patches of size $4 \times 4$, and each patch has $4^2 \times 4 = 64$ channels. The sliced patches are then transformed in a 1D sequence of size $N \times P^2 \times C$, and finally, embedded patches $E$ are constructed. Here, $N$ is the total number of patches ($N = H/4 \times W/4$), $P$ is the patch size = 4, and $C$ is the channel size = 4. In our implementation, $H = 256$, $W = 256$, and $N \times (P^2 \times C) = 4096 \times 64$. As class tokens are not suitable for the colorization task, unlike in ViT, they are not added, and convolutional positional embedding (CPE) [37–39] is used for the positional embedding. The CPE is used to replace the positional embedding in the ViT. As the CPE uses a small convolution, it can model position information effectively without affecting the total computational amount of the model. Then, the transformed patch token passes through the transformer layers, generating a feature representation.

3.2. Transformer Layer

Figure 2 shows the transformer layer used in the proposed HCoTnet. The embedded patches pass sequentially through the transformer layer consisting of the LN, MHA, MLP, and CPE [11]. The operation in a transformer layer for the input $X_{l-1}$ from the previous transformer layer is defined as follows:

$$X^l_1 = \text{MHA}(\text{LN}(X_{l-1})) + X_{l-1},$$

(1)

$$X^l = \text{MLP}(\text{LN}(X^l_1)) + \text{CPE}(X^l_1) + X^l_1,$$

(2)

where $X^l_l$ is the output of the $l$-th transformer layer.

![Figure 2. Structure of a transformer layer [11].](image)

As with the conventional ViT [11], the self-attention [12] in the MHA module is defined as follows:

$$\text{Attention}(Q, K, V) = \text{Softmax}(\frac{QK^T}{\sqrt{D}})V,$$

(3)

where $Q$, $K$, and $V$ represent the query, key, and value matrix, respectively. The correlation between each patch token is modeled through the $QK$-attention [11]. As the correlation is modeled, the color hint features are delivered to similar embedded patches. In this way, color hint features can be smoothly propagated even between the patches away in the image.
The MLP consists of a hidden layer, which expands to four times the input dimension, and a Gaussian error linear unit (GELU) activation function. In CPE [37], Embedded patches are transformed from the embedded dimension \((N \times D)\) to the image dimension \((D \times H \times W)\), and the group convolution [40] is performed with \(D\) groups, after which the patches are restored to the embedded dimension.

As shown in Figure 1, three transformer layers are connected sequentially in a transformer block. Based on the transformer blocks, the Unet [17] structure is constructed by downsampling or upsampling the feature map obtained after passing through all the transformer layers.

### 3.3. Encoder

In the encoder, semantic contexts are found gradually in the image, and the color hint is propagated between the patches that have similar contexts. As shown in Figure 1, the proposed model performs the spatial downsampling twice with two transformer blocks in the encoder, and after passing through the bottleneck transformer block, the decoder is connected.

Specifically, in the encoder process, the feature \(X^{(i)}\) is obtained from the input \(X^{(i-1)}\) after passing through the \(i\)-th transformer block constructed with three transformer blocks.

\[
X^{(i)} = f(X^{(i-1)}), \text{ where } i = 1, 2. \tag{4}
\]

Here, \(f()\) represents a transformer block, and \(i\) denotes the block number. Note that, in the first transformer block, the input \(X^{(0)}\) represents the embedded patches \(E\) as constructed in Section 3.1. In our implementation, the output of the first block has a size of \(X^{(1)} \in \mathbb{R}^{4096 \times 64}\). The features obtained this way are transformed from the embedded dimension to the image dimension. That is, in our implementation, the dimension of the embedded feature \(X^{(1)} \in \mathbb{R}^{4096 \times 64}\) of the first block is converted into the image dimension \(X^{(1)} \in \mathbb{R}^{64 \times 64 \times 64}\). Then, the sizes of \(H\) and \(W\) are reduced to 1/2, and a spatial downsampling is performed through an operation of \(2 \times 2\) convolution with stride = 2, which expands the channels by a factor of four.

\[
\hat{X}^{(i)} = \text{Downsample}(X^{(i)}). \tag{5}
\]

Note that, in the first block, the downsampling feature is \(\hat{X}^{(1)} \in \mathbb{R}^{256 \times 32 \times 32}\). Subsequently, it is restored to the embedded dimension (i.e., \(\hat{X}^{(i)} \in \mathbb{R}^{1024 \times 256}\)).

The above process is performed repeatedly with the next \((i + 1)\)-th transformer block to extract the feature. As the final step of the encoder, a high-level feature is extracted through the bottleneck layer consisting of a single transformer block.

Figure 3 shows an example of the self-attention maps extracted in the encoder stage. Note that these attention maps are extracted from the multi-head attention of the second transformer layer in each transformer block. As shown in Figure 3c, the attention map of the first transformer block in the encoder looks similar to the given hint mask (Figure 3b). This is because the propagation of hints has not yet been sufficiently accomplished in the first block of the encoder. Hence, high attention is assigned to the position of the hints rather than the image structures. Notably, the attention map shown in the top of Figure 3d is extracted from the second transformer block in the encoder, which is produced with a query patch of the butterfly’s wing. It can be seen that the attention map is composed of high attention according to the overall shape of the butterfly, and color hint information is transmitted smoothly from the inside. Also, the bottom image of Figure 3d shows the self-attention map for a query patch of the plant. It has high attention values in the plant areas except for the butterfly and background. This observation indicates that the transformer’s encoder can pay attention to similar objects in an image and hence correctly propagate the color hints even for long-distance but similar objects (We will further discuss this in Section 4.4).
3.4. Decoder

In the decoder, the color features that were globally propagated in the encoder are expanded through gradual upsampling. As in the encoding process, let \( \hat{Y}^{(i)} \) be the feature after passing through the three transformer layers of the \( i \)-th transformer block of the decoder. After transforming the feature \( \hat{Y}^{(i)} \) into the image dimension, an upsampling is performed.

\[
Y^{(i)} = \text{Upsample} (\hat{Y}^{(i)})
\]  

(6)

Here, the upsampling operation uses a pixel shuffle [41] with a factor of two to increase the height and width by 2 times and reduce the channels to \( 1/4 \). Note that this method uses a memory-friendly structure of TransGAN [15] to perform operations effectively while maintaining the total memory size of the embedding patches.

As with the conventional CNN-based Unet [17], as the structural information of the image may be partially lost in the downsampling process of the encoder, the encoder and decoder are connected through a long skip connection to restore the lost information. That is, the feature of the upper block obtained through one transformer block is as follows:

\[
Y^{(i-1)} = g (X^{(i-1)} + Y^{(i)})
\]  

(7)

where \( f(\cdot) \) is a transformer block, \( X^{(i-1)} \) is the feature obtained from the \( (i-1) \)-th transformer block of the encoder, and \( Y^{(i)} \) is the result obtained from the \( i \)-th transformer block of the decoder.

3.5. Projection

In the final stage, a projection is performed after passing through the final transformer block of the decoder. The projection stage consists of a process of restoring the feature from the embedded dimension to the image dimension and projecting it onto the \( ab \) dimension. As the patch slicing was performed with a size of \( 4 \times 4 \) in the patch embedding stage, a single embedding token contains the pixel information of size \( 4 \times 4 \). Therefore, a token
is projected as $4 \times 4 \times 2$ (i.e., for $ab$ dimension). The embedded patches are transformed to the image dimension (i.e., $\mathbb{R}^{(H/4) \times (W/4) \times 64}$), and the projection is performed to a size of $\mathbb{R}^{(H/4) \times (W/4) \times (4 \times 4 \times 2)}$ through a $1 \times 1$ point-wise convolution. Finally, the patches are transformed to the input image size through the pixel shuffle [41] with a factor of four times to produce the final $ab$ channel output $ab \in \mathbb{R}^{(H \times W \times 2)}$. See the supplementary material for the details of the network architecture.

4. Experiments and Results

In this section, we compare conventional CNN-based colorization models [1,7,17] and the proposed transformer model quantitatively and analyze the results visually to examine how effectively the long-range dependency operates.

4.1. Experiment Setting

4.1.1. Dataset

We trained and tested all the models using the ImageNet dataset [16], which is most widely used for classification tasks. Considering that, if the dataset belongs to some specific domain, the model can learn only the color information of the domain, we used ImageNet [16] to let the model learn colorization in various image categories (i.e., 1000 classes). Furthermore, as the transformer has low inductive bias, thus requiring a sizable dataset [11], we used ImageNet, which consists of 1.2 M images. For the main comparison experiments, the input size of an image was $256 \times 256$.

4.1.2. Implementation Details

The model was implemented using PyTorch [42], and the training was performed using Nvidia RTX 3090 GPU with 24 GB memory. $L_1$ loss was used for the training. The optimization was performed using Adam Optimizer [43] (beta1: 0.9, beta2: 0.999) and a learning rate of 0.00004.

4.1.3. Comparison Methods

We used various conventional methods for comparison with the proposed method. First, the Unet model [17] consisted of an encoder and a decoder that perform downsampling and upsampling, respectively, with two scales. In the case of the Iizuka model [1], although it was originally an automatic colorization method using classification, it was modified to operate based on color hints by changing the grayscale input into an $L$-channel with $ab$ hint channels on the input layer. In the case of the Zhang model [7], hint-based colorization was implemented, and the test was performed with the same training data and environments as the proposed method. In the case of ViT [11], we constructed the model by removing the MLP-head for classification after the transformer encoder and projecting the embedded patches onto the $ab$ dimension.

4.1.4. Evaluation Metrics

For quantitative evaluation metrics for the comparison, we used peak signal-to-noise ratio (PSNR) and structural index similarity (SSIM [44]), which are commonly used to evaluate the colorization performance. Moreover, we added the learned perceptual image patch similarity (LPIPS [45]) to check how much the colorization results are cognitively correct.

4.2. Visual Comparison

Figure 4 shows the colorization results given that the ratio of input hints to the total number of pixels in the image is 0.5%. That is, the color hints used in this experiment were obtained by randomly selecting 0.5% pixels from each ground-truth color image.
As shown in Figure 4b–d, the CNN-based models show incomplete colorization results in the red box area (see the magnified images of the red box area). In the “apple” images, the top part of the apple shows incorrect colorization results for the CNN-based models. This is because insufficient color hints were provided in that region. However, in the ViT and proposed transformer models, the same region was properly colorized as shown in Figure 4e,f.

In the “plane” images, the results of the CNN-based models show the color bleeding artifacts in the wing of the fighter plane. This region was colorized the same color as the
background, as shown in Figure 4b–d. This is because there was no color hint around the boundary between the wing and the background, and the CNN-based models could not recognize the object’s region accurately. Similarly, in the result of the ViT, a wider region was colorized in blue, as shown in Figure 4e. Contrarily, the proposed model recognized the shape of the fighter plane accurately and used the long-range dependency in the other region where hints were insufficient, showing an appropriate colorization result.

In the “stem” images, the CNN-based models did not perform properly because of the lack of hints as observed in the apple image. However, in the case of the ViT and proposed models, the colorization was performed properly based on the long-range dependency using the hints at the lower part of the stem.

The last “muffler” image is the case where the muffler has two different colors and some of color hints are incorrectly provided by the user. The CNN-based models show the color bleeding artifacts occurred from the incorrect hints, as shown in Figure 4b–d. This can be because the CNN models incorrectly analyzed the muffler object’s region, and hence incorrect hints were spilled inside the same muffler object. Contrarily, the proposed model accurately colorized the muffler region so that it looks like the ground-truth image, even though the color hint was incomplete.

Figure 5 shows the visual result for the color bleeding artifacts, which are important in colorization tasks. In the case of the CNN-based models, colorization was not achieved correctly, or the color bleeding occurred in some regions where hints were insufficient. In the case of the proposed model, even in regions where hints were insufficient, colorization was performed as much as possible using the hint information found slightly far away. Furthermore, the proposed model showed a tendency to naturally perform colorization even for objects that did not have hints, by using the color hint of a similar object. These results show that the proposed transformer-based colorization method has fewer color bleeding artifacts than the conventional CNN-based methods. See the supplementary material for more visual examples.

Figure 5. Comparison with respect to color bleeding artifacts. (a) Results of Zhang’s CNN model [7]. (b) Results of the proposed HCoTnet. (c) Ground truth.
4.3. Quantitative Comparison

Table 1 shows the quantitative comparison results for the conventional CNN models (Unet [17], Iizuka [1], Zhang [7]), a ViT model [11], and the proposed model. The test results were obtained using the color hints made by randomly selecting 0.5% pixels from each ground-truth image of the test dataset.

Table 1. Quantitative comparison results. Note that the results were obtained using 0.5% color hints.

| Method     | PSNR | SSIM | LPIPS |
|------------|------|------|-------|
| Unet [17]  | 31.746 | 0.885 | 0.049 |
| Iizuka [1] | 31.636 | 0.883 | 0.057 |
| Zhang [7]  | 31.973 | 0.888 | 0.051 |
| ViT [11]   | 28.764 | 0.844 | 0.085 |
| HCoTnet (ours) | 32.645 | 0.895 | 0.043 |

As seen in Table 1, the proposed transformer-based model demonstrated the best performance, achieving a PSNR of 31.645 dB, a SSIM of 0.895, and a LPIPS of 0.043. Particularly, the proposed method showed a performance improvement of PSNR over 1 dB compared with all the CNN-based models (i.e., Unet [17], Iizuka [1], and Zhang [7]). The same tendency was observed in terms of the SSIM and LPIPS. As mentioned in the visual comparison, this performance improvement is attributed to that the proposed model generates fewer regions with the color bleeding and incomplete color artifacts than those of the CNN-based models. The ViT model [11] showed the worst performance in terms of all the metrics. Although it also uses the transformer’s long-range dependency for the regions where the hint is insufficient, it’s network architecture is originally designed for the image classification tasks, and hence it is not suitable for the image generation tasks such as colorization.

Table 2 shows the comparison results obtained by changing the color hint ratio given as an input. At every hint ratio, the proposed model achieved the best performance. Notably, as the hint ratio decreased, the difference from the CNN models increased. This indicates that the fewer the hints, the more useful the long-range dependency of the transformer is and the better the results are. However, the experimental results of ViT showed a significant decline in performance compared with that of the CNN-based models. In particular, when the hint ratio was 0.1%, colorization was not performed correctly at all. This also indicates that the basic architecture of ViT is not suitable for the image generation and synthesis tasks. Hence, a transformer of the encoder-decoder architecture is required, as in the proposed model.

Table 2. Experimental results by color hint ratio.

| Method     | Color Hint 1% | Color Hint 0.5% | Color Hint 0.1% |
|------------|---------------|-----------------|-----------------|
|            | PSNR | SSIM | LPIPS | PSNR | SSIM | LPIPS | PSNR | SSIM | LPIPS |
| Zhang [7]  | 32.845 | 0.896 | 0.04  | 31.973 | 0.888 | 0.051 | 28.214 | 0.843 | 0.096 |
| ViT [11]   | 31.085 | 0.876 | 0.07  | 28.764 | 0.844 | 0.085 | 10.222 | 0.334 | 0.474 |
| HCoTnet (ours) | 33.301 | 0.902 | 0.035 | 32.645 | 0.895 | 0.043 | 30.351 | 0.872 | 0.067 |

In addition, we have measured the running time of the proposed model and compared with that of the CNN-based baseline model (i.e., Zhang’s model). The running time was calculated by averaging the running time for 100 images. It was measured using a Nvidia RTX 3090 with 24 GB. The running time of the proposed model was 27.28 ms and the Zhang’s model was 8.36 ms. The proposed transformer-based model showed a longer running time than that of the CNN-based model because the multi-head attention operation has a high computation complexity, as mentioned in literature [12,13,15]. Note that the running time of our model is similar to that of the existing transformer-based models for
other image synthesis tasks (e.g., StyleSwin [46]: 27.94 ms, Uformer [47]: 27.19 ms, which are measured in the same computing environments).

4.4. Effect of Long-Range Dependency on Hint-Based Colorization

This section compares the conventional CNN models and the proposed transformer model to explain their effects on the hint-based colorization in terms of the long-range dependency.

Figure 6 shows an example demonstrating the importance of long-range dependency in hint-based colorization. The first row in the figure shows how colorization is performed when there is no color hint in an object. In the case of Zhang’s CNN-based model [7], the flowers in the region where there was no color hint were colorized using the green color hint in the surroundings. On the other hand, in the case of the proposed transformer-based model, the flowers were colorized in purple based on the color hint information of other flowers using the long-range dependency. The images in the second row show the results for the case where a hint is given in only one of the four petals. In the case of Zhang’s model [7], the petal with the hint and the petals on the right side within the region that could be covered by the receptive field were colorized correctly. But the rest were not colorized, showing incomplete colorization. In the case of the proposed transformer model, colorization was performed properly using the color information of the petal that had the hint. As such, long-range dependency is important in hint-based image colorization tasks [48].

![Figure 6](image_url)

Figure 6. Comparison of hint-based colorization. (a) Input luminance and color hints. (b) Results of a CNN (Zhang’s method [7]). (c) Results of our transformer-based colorization. (d) Ground truth. Note that the transformer-based method outperforms the CNN-based method because it considers rich long-range dependencies. Color hints have been enlarged for visual representation.

Figure 7 shows a detailed analysis of this result. The input image (Figure 7a) contains the part where the color hint for the flower exists, which is the flower part with the butterfly and the flower leaf in the lower right of the image. Figure 7a shows two flower regions where the color hint exists. We can see that a few flower petals have color hints. Figure 7b shows the attention map associated with a query patch in a flower region. We can see that the petal located in the query patch has high attention for the other patch where the color hint exists. Note that the self-attention map is extracted from the bottleneck layer of the proposed HCoT model. Figure 7c shows the colorization result of the HCoT model. It can be seen from Figure 7c that most of the flower petals can be correctly colored by using the color hint given for other flower petals. This observation reveals the long-range dependency characteristics of the transformer model that can pay attention to the proper regions with color hints and similar objects.
Figure 7. Visualization of the attention map in the bottleneck transformer layer. (a) Input (luminance and color hint). (b) Self-attention map in the bottleneck layer. (c) Visual result of HCoTnet. (d) Ground-truth color image.

Furthermore, Figure 8 shows the effect of long-range dependency for the proposed HCoT model, compared with that of a CNN-based colorization model (i.e., Zhang’s method [7]). In the images in the first row, the Zhang model, a CNN-based method, did not perform colorization properly despite the presence of a color hint in the red flower decoration part in the left part of the pot. In contrast, the proposed model performed colorization correctly by additionally using the color hint of other flower decorations based on the long-range dependency. Furthermore, in the case of a small red flower decoration on the pot lid, the Zhang model could not colorize it because there was no hint, but the proposed model generated visually plausible results based on the color of other flower decorations.

Figure 8. Visual comparison of the effect of long-range dependency on hint-based image colorization. (a) Input luminance and color hints. (b) Result of Zhang’s CNN model [7]. (c) Result of the proposed HCoTnet model. (d) Ground truth.

In the images in the second row, the Zhang model did not colorize the left region of the boundary divided by the nose in the man’s face part. In contrast, the proposed model colorized it correctly. This indicates that the transformer model propagates hints in the
same object smoothly. In the same aspect, there were multiple hint pixels in the man’s hand part, but the Zhang model did not colorize it with the correct skin color, whereas the proposed model colorized it accurately.

In the images in the last row, there was no hint in the face part of the woman dressed in blue on the right side of the image. Therefore, the Zhang model could not colorize the face part, but the transformer-based model used the long-range dependency to colorize it appropriately based on the color hint information in the face of another person. As in the case of the images in the second row, even though there were some hints in the face of the man on the leftmost side and the woman wearing a black dress, the Zhang model could not propagate them properly, being unable to perform colorization. However, the proposed model propagated them accurately and colorized everyone appropriately.

These results show that the long-range dependency of the transformer is used as an effective and appropriate method in hint-based colorization, producing better results.

4.5. Results on Higher Resolution Images

In this section, we provide the results of an additional experiment on much larger images. In this experiment, we have used a subset that consists of 7500 images randomly selected from the ImageNet testset and resized the image sizes as 512 × 512 and 1024 × 1024, respectively. To test our method for larger images without retraining the model, we divided an image into the subregions with a size of 256 × 256, run each region, and merged the results for the subregions into a final output. Table 3 shows the results of this experiment on larger images. As shown in the table, the performance of the proposed method outperforms the baseline CNN method (i.e., Zhang's method [7]) in terms of all the metrics (PSNR, SSIM, and LPIPS).

Table 3. Experimental results on higher resolution images.

| Image Size  | 512 × 512 | 1024 × 1024 |
|-------------|-----------|-------------|
| Metric      | PSNR | SSIM | LPIPS | PSNR | SSIM | LPIPS |
| Zhang [7]   | 33.234 | 0.901 | 0.065 | 35.352 | 0.920 | 0.075 |
| HCoT (ours) | 34.384 | 0.911 | 0.052 | 36.660 | 0.930 | 0.061 |

5. Conclusions

In this study, we proposed a vision transformer network [11] with an encoder-decoder architecture for hint-based colorization. Through validation of the proposed model, we showed that the long-range dependency of the transformer can work effectively in hint-based colorization tasks. Even in regions where there were insufficient or no hints, the proposed model showed better results using color hints of similar objects in the image based on the long-range dependency. Furthermore, the experiments proved that the fewer hints, the greater the effect of the long-range dependency is. However, the use of transformers in the image synthesis field requires considerable computational complexities and computing resources. In the future, developing a method for reducing computational complexity and computing resources while maintaining the effect of long-range dependency will be an important challenge that will allow transformers to be used more smoothly in the image synthesis field.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/s22197419/s1, Section 1: Supplementary Details; Figure S1: Visual Results.

Author Contributions: Conceptualization, S.L. and Y.J.J.; methodology, S.L. and Y.J.J.; software, S.L.; validation, S.L. and Y.J.J.; formal analysis, S.L. and Y.J.J.; investigation, S.L. and Y.J.J.; resources, Y.J.J.; data curation, S.L.; writing—original draft preparation, S.L. and Y.J.J.; writing—review and editing, Y.J.J.; visualization, S.L.; supervision, Y.J.J.; project administration, Y.J.J.; funding acquisition, Y.J.J. All authors have read and agreed to the published version of the manuscript.
Funding: This research was funded in part by the National Research Foundation of Korea (grant no. NRF-2020R1A2C1008753) and the Gachon University research fund of 2022 (GCU-202110020001).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Iizuka, S.; Simo-Serra, E.; Ishikawa, H. Let there be color! Joint end-to-end learning of global and local image priors for automatic image colorization with simultaneous classification. *ACM Trans. Graph. (ToG)* 2016, 35, 1–11. [CrossRef]

2. Larsson, G.; Maire, M.; Shakhnarovich, G. Learning representations for automatic colorization. In *European Conference on Computer Vision*; Springer: Berlin/Heidelberg, Germany, 2016; pp. 577–593.

3. Zhang, R.; Isola, P.; Efros, A.A. Colorful image colorization. In *European Conference on Computer Vision*; Springer: Berlin/Heidelberg, Germany, 2016; pp. 649–666.

4. Vitoria, P.; Raad, L.; Ballester, C. Chromagan: Adversarial picture colorization with semantic class distribution. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision, Snowmass Village, CO, USA, 1–5 March 2020; pp. 2445–2454.

5. Su, J.W.; Chu, H.K.; Huang, J.B. Instance-aware image colorization. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Seattle, WA, USA, 13–19 June 2020; pp. 7968–7977.

6. Treneska, S.; Zdavevski, E.; Pires, I.M.; Lamespi, P.; Gievska, S. GAN-based image colorization for self-supervised visual feature learning. *Sensors* 2022, 22, 1599. [CrossRef]

7. Zhang, R.; Zhu, J.Y.; Isola, P.; Geng, X.; Lin, A.S.; Yu, T.; Efros, A.A. Real-time user-guided image colorization with learned deep priors. *arXiv 2017*, arXiv:1705.02999.

8. Ci, Y.; Ma, X.; Wang, Z.; Li, H.; Luo, Z. User-guided deep anime line art colorization with conditional adversarial networks. In Proceedings of the 26th ACM International Conference on Multimedia, Virtual Event, 20–24 October 2021; pp. 1536–1544.

9. Jang, H.W.; Jung, Y.J. Deep color transfer for color-plus-mono dual cameras. *Sensors* 2020, 20, 2743. [CrossRef] [PubMed]

10. Sharif, S.; Jung, Y.J. Deep color reconstruction for a sparse color sensor. *Opt. Express* 2019, 27, 23661–23681. [CrossRef] [PubMed]

11. Dosovitskiy, A.; Beyer, L.; Kolesnikov, A.; Weissenborn, D.; Zhai, X.; Unterthiner, T.; Dehghani, M.; Minderer, M.; Heigold, G.; Gelly, S.; et al. An image is worth 16x16 words: Transformers for image recognition at scale. *arXiv 2020*, arXiv:2010.11929.

12. Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A.N.; Kaiser, L.; Polosukhin, I. Attention is all you need. In *Proceedings of the Advances in Neural Information Processing Systems 30 (NIPS 2017)*, Long Beach, CA, USA, 4–9 December 2017; Volume 30.

13. Liu, Z.; Lin, Y.; Cao, Y.; Hu, H.; Wei, Y.; Zhang, Z.; Lin, S.; Guo, B. Swin transformer: Hierarchical vision transformer using shifted windows. In *Proceedings of the IEEE/CVF International Conference on Computer Vision, Montreal, QC, Canada*, 11–17 October 2021; pp. 10012–10022.

14. Liang, J.; Cao, J.; Sun, G.; Zhang, K.; Van Gool, L.; Timofte, R. Swinir: Image restoration using swin transformer. In *Proceedings of the IEEE/CVF International Conference on Computer Vision, Montreal, QC, Canada*, 11–17 October 2021; pp. 1833–1844.

15. Jiang, Y.; Chang, S.; Wang, Z. Transgan: Two transformers can make one strong gan. *arXiv 2021*, arXiv:2102.07074.

16. Deng, J.; Dong, W.; Socher, R.; Li, L.J.; Li, K.; Fei-Fei, L. Imagenet: A large-scale hierarchical image database. In *Proceedings of the 2009 IEEE/CVF Conference on Computer Vision and Pattern Recognition, Miami, FL, USA*, 20–25 June 2009; pp. 248–255.

17. Ronneberger, O.; Fischer, P.; Brox, T. U-net: Convolutional networks for biomedical image segmentation. In *International Conference on Medical Image Computing and Computer-Assisted Intervention*; Springer: Berlin/Heidelberg, Germany, 2015; pp. 234–241.

18. Yu, F.; Koltun, V. Multi-scale context aggregation by dilated convolutions. *arXiv 2015*, arXiv:1511.07122.

19. Xiao, C.; Han, C.; Zhang, Z.; Qin, J.; Wong, T.T.; Han, G.; He, S. Example-Based Colourization Via Dense Encoding Pyramids. In *Adv. Neural Inf. Process. Syst.* 2019, 32, 10012–10022.

20. Xie, E.; Wang, W.; Yu, Z.; Anandkumar, A.; Alvarez, J.M.; Luo, P. SegFormer: Simple and efficient design for semantic segmentation with transformers. *Adv. Neural Inf. Process. Syst.* 2021, 34, 12077–12090.

21. Cheng, B.; Misra, I.; Schwing, A.G.; Kirillov, A.; Girdhar, R. Masked-attention mask transformer for universal image segmentation. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, New Orleans, LA, USA*, 19–24 June 2022; pp. 1290–1299.

22. Yuan, Y.; Chen, X.; Chen, X.; Wang, J. Segmentation transformer: Object-contextual representations for semantic segmentation. *arXiv 2019*, arXiv:1909.11065.

23. Zheng, S.; Lu, J.; Zhao, H.; Zhu, X.; Luo, Z.; Wang, Y.; Fu, Y.; Feng, J.; Xiang, T.; Torr, P.H.; et al. Rethinking semantic segmentation from a sequence-to-sequence perspective with transformers. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Nashville, TN, USA*, 19–25 June 2021; pp. 6881–6890.

24. Carion, N.; Massa, F.; Synnaeve, G.; Usunier, N.; Kirillov, A.; Zagoruyko, S. End-to-end object detection with transformers. In *European Conference on Computer Vision*; Springer: Berlin/Heidelberg, Germany, 2020; pp. 213–229.
25. Fang, Y.; Liao, B.; Wang, X.; Fang, J.; Qi, J.; Wu, R.; Niu, J.; Liu, W. You only look at one sequence: Rethinking transformer in vision through object detection. *Adv. Neural Inf. Process. Syst.* 2021, 34, 26183–26197.

26. Li, Y.; Mao, H.; Girshick, R.; He, K. Exploring plain vision transformer backbones for object detection. *arXiv* 2022, arXiv:2203.16527.

27. Wang, L.; Li, R.; Zhang, C.; Fang, S.; Duan, C.; Meng, X.; Atkinson, P.M. UNetFormer: A UNet-like transformer for efficient semantic segmentation of remote sensing urban scene imagery. *ISPRS J. Photogramm. Remote. Sens.* 2022, 190, 196–214. [CrossRef]

28. Cao, H.; Wang, Y.; Chen, J.; Jiang, D.; Zhang, X.; Tian, Q.; Wang, M. Swin-unet: Unet-like pure transformer for medical image segmentation. *arXiv* 2021, arXiv:2105.05537.

29. Goodfellow, I.; Pouget-Abadie, J.; Mirza, M.; Xu, B.; Warde-Farley, D.; Ozair, S.; Courville, A.; Bengio, Y. Generative adversarial nets. In *Proceedings of the Advances in Neural Information Processing Systems*, Montreal, QC, USA, 8–13 December 2014; Volume 27.

30. Kumar, M.; Weissenborn, D.; Kalchbrenner, N. Colorization transformer. *arXiv* 2021, arXiv:2102.04432.

31. Ho, J.; Kalchbrenner, N.; Weissenborn, D.; Salimans, T. Axial attention in multidimensional transformers. *arXiv* 2019, arXiv:1912.12180.

32. Guadarrama, S.; Dahl, R.; Bieber, D.; Norouzi, M.; Shlens, J.; Murphy, K. Pixcolor: Pixel recursive colorization. *arXiv* 2017, arXiv:1705.07208.

33. Pauli, H. Proposed extension of the CIE recommendation on “Uniform color spaces, color difference equations, and metric color terms”. *J. Opt. Soc. Am.* 1976, 66, 866–867. [CrossRef]

34. Wright, W. Color science, concepts and methods. Quantitative data and formulas. *Phys. Bull.* 1967, 18, 353. [CrossRef]

35. Schwarz, M.W.; Cowan, W.B.; Beatty, J.C. An experimental comparison of RGB, YIQ, LAB, HSV, and opponent color models. *ACM Trans. Graph.* 1987, 6, 123–158. [CrossRef]

36. Uddin, S.N.; Jung, Y.J. SIFNet: Free-form image inpainting using color split-inpaint-fuse approach. In *Computer Vision and Image Understanding*; Elsevier: Amsterdam, The Netherlands, 2022; p. 103446.

37. Zhao, Y.; Wang, G.; Tang, C.; Luo, C.; Zeng, W.; Zha, Z.J. A battle of network structures: An empirical study of cnn, transformer, and mlp. *arXiv* 2021, arXiv:2108.13002.

38. Chu, X.; Tian, Z.; Zhang, B.; Wang, X.; Wei, X.; Xia, H.; Shen, C. Conditional positional encodings for vision transformers. *arXiv* 2021, arXiv:2102.10882.

39. Wu, H.; Xiao, B.; Kodella, N.; Liu, M.; Dai, X.; Yuan, L.; Zhang, L. CvT: Introducing convolutions to vision transformers. In *Proceedings of the IEEE/CVF International Conference on Computer Vision*, Montreal, QC, Canada, 11–17 October 2021; pp. 22–31.

40. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. Imagenet classification with deep convolutional neural networks. In *Proceedings of the Advances in Neural Information Processing Systems*, Lake Tahoe, NV, USA, 3–8 December 2012; Volume 25.

41. Shi, W.; Caballero, J.; Huszár, F.; Totz, J.; Aitken, A.P.; Bishop, R.; Rueckert, D.; Wang, Z. Real-time single image and video super-resolution using an efficient sub-pixel convolutional neural network. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, Las Vegas, NV, USA, 27–30 June 2016; pp. 1874–1883.

42. Paszke, A.; Gross, S.; Massa, F.; Lerer, A.; Bradbury, J.; Chanan, G.; Killeen, T.; Lin, Z.; Gimelshein, N.; Antiga, L.; et al. Pytorch: An imperative style, high-performance deep learning library. In *Proceedings of the Advances in Neural Information Processing Systems*, Vancouver, BC, USA, 8–14 December 2019; Volume 32.

43. Kingma, D.P.; Ba, J. Adam: A method for stochastic optimization. *arXiv* 2014, arXiv:1412.6980.

44. Wang, Z.; Bovik, A.C.; Sheikh, H.R.; Simoncelli, E.P. Image quality assessment: From error visibility to structural similarity. *IEEE Trans. Image Process.* 2004, 13, 600–612. [CrossRef] [PubMed]

45. Zhang, R.; Isola, P.; Efros, A.A.; Shechtman, E.; Wang, O. The unreasonable effectiveness of deep features as a perceptual metric. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, Salt Lake City, UT, USA, 18–22 June 2018; pp. 586–595.

46. Zhang, B.; Gu, S.; Zhang, B.; Bao, J.; Chen, D.; Wen, F.; Wang, Y.; Guo, B. Styleswin: Transformer-based gan for high-resolution image generation. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, New Orleans, LA, USA, 19–24 June 2022; pp. 11304–11314.

47. Wang, Z.; Cun, X.; Bao, J.; Zhou, W.; Liu, J.; Li, H. Uformer: A general u-shaped transformer for image restoration. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*, New Orleans, LA, USA, 19–24 June 2022; pp. 17683–17693.

48. Uddin, S.N.; Jung, Y.J. Global and local attention-based free-form image inpainting. *Sensors* 2020, 20, 3204. [CrossRef] [PubMed]