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\begin{abstract}
Data representation is usually a natural form with their attribute values. On this basis, data processing is an attribute-centered calculation. However, there are three limitations in the attribute-centered calculation, saying, inflexible calculation, preference computation, and unsatisfactory output. To attempt the issues, a new data representation, named as hyper-classes representation, is proposed for improving recommendation. First, the cross entropy, KL divergence and JS divergence of features in data are defined. And then, the hyper-classes in data can be discovered with these three parameters. Finally, a kind of recommendation algorithm is used to evaluate the proposed hyper-class representation of data, and shows that the hyper-class representation is able to provide truly useful reference information for recommendation systems and makes recommendations much better than existing algorithms, i.e., this approach is efficient and promising.
\end{abstract}
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1. Introduction

Data is the core research object in many fields, such as data science, data engineering, data management, database, data mining and big data, aiming to improve data utilization [1–4]. This leads to some key basic topics, mainly including data structure, data organization, data modelling and data representation [5,6]. Among extant data models, relation model should be the most natural data representation form with their attribute values, which makes diverse data utilizations much easy. For example, data enquiry and data mining are two common utilizations of data. Both of them need to compute the distance between two data points. It is relation model that provides convenient information for calculating the distance with Euclidean distance function [7,8].

To better utilize the data, one can weight data attributes for better measuring the intimacy among data, and weight data points for data mining [9,10]. To this end, one may need to introduce a super/hyper variable, called weighting variable. Clearly, drawing hyper variable into distance function is a pretty good way of toning the importance of data attributes (or data points) in real applications. While the hyper variables work well for adjusting the data attributes (or data points), a hyper class (or super class) representation is advocated for data analysis applications, denoted as HC (or SC) representation. It provides a different way of reorganizing attribute values for efficiently utilizing data. This efficiency can easily be showed with tree data structures (see Fig. 1). For example, in a supermarket, data are stored in the form of transaction by transaction with time stamp. These data are often ordered day by day for checking daily profits, as well as month by month for checking monthly profits. To discover trend/fashion patterns in the data, one can organize data season by season, or year by year. In above process, the value of time attribute is changed from infinity to 365, 365 to 12, and 12 to 4. They are illustrated in Fig. 1.

Apparently, HC representation delivers a simple tree data structure in real applications. Another reason of exploring data representation is to provide a way of addressing the unfair operations, such as weighting, to the attributes of data. In weighting process, data attributes are always taken as the minimum operation unit. Once an attribute, X, is assigned to a weight W\textsubscript{i}, no matter what value X is taken, the value wins the weight W\textsubscript{i}. This is surely unfair in real applications. The reason is that assigning weights to an attribute is based on scoring the correlation between the attribute and decision attribute in training data. Generally, if there are more than 70% samples satisfied a score function, it is referred to a nice score function. In other words, there is a little bit unfairness in score functions. To solve this unfairness, the scoring functions can be constructed as piecewise functions with the HC representation.

From the above, current data processing is an attribute-centered calculation with three limitations, saying, inflexible calculation, preference computation, and unsatisfactory output. Inflexible calculation indicates that attribute-centered calculation is a mechanical process that restricts the performance of some calculations. Consider the height attribute, it is necessary to calculate the
difference between the real height values of two people, called as quantitative calculation. However, in some real applications, ones only need to qualitatively know the status of high, medium and low, that is, the height difference between two people in the same height is 0. This is referred to qualitative calculation. Similarly, the age attribute can also be calculated quantitatively and qualitatively according to the need of practical applications. This flexible computing ability is human wisdom, and the existing data calculations can not reflect this flexibility, i.e., it is an inflexible calculation. Preference computation means that the results of data calculation can only meet the needs of normal application. For abnormal scenarios, the results of data calculation cannot fully fit the needs of practical application. In the above, weighting computation is the best example of preference computation. Unsatisfactory output means that the calculation results are mixed, confused and difficult to understand. This limitation can easily be explained by the stock results. For example, after the feature of time is represented by hyper-class, there may be only four values in spring, summer, autumn and winter, rather than continuous multiple values.

We use the collaborative filtering recommendation algorithm to verify the effectiveness of the proposed hyper-class representation, which can improve the speed and accuracy of recommendation.

The rest of this paper is organized as follows. Section 2 briefly reviews previous related work for data representation. Section 3 describes in detail our defined Cross Entropy, KL divergence and JS divergence. Section 4 shows the results of all algorithms on real datasets. Section 5 presents a summary.

2. Related work

Data representation is the basis of data science [12,13]. It can help computers to operate data better, summarize data and mine data. In this section, we focus on the data representation model in a database [14] and the data representation with big data [5].

2.1. Data representation in database

In database systems, common data representations include relational tables, entity relationship (ER) models and database task group (DBTG) models [15,16]. They have their own characteristics.

For example, after the feature of time is represented by hyper-class, there may be only four values in spring, summer, autumn and winter, rather than continuous multiple values.

- We use the collaborative filtering recommendation algorithm to verify the effectiveness of the proposed hyper-class representation, which can improve the speed and accuracy of recommendation.

Table 1

| Notation | Description |
|----------|-------------|
| $U$      | dataset     |
| $X_i$    | the $i$-th sample |
| $R$      | the binary relationship on $U$ |
| $|U|$    | the cardinality of set $U$ |
| $E_R(U)$ | the information entropy of the dataset on $R$ |
| $F_k$    | the $k$-th feature |
| $F_k$    | all features except the $k$-th feature |
| $U/F_k$  | division of data $U$ by feature $F_k$ |
| $U/F_k$  | division of data $U$ by feature $F_k$ |
| $E_{F_k}(U)$ | the cross entropy of the data set on features $F_k$ and $\neg F_k$ |
| $E_{KL}(U)$ | the KL divergence of dataset $U$ on $F_k$ and $\neg F_k$ |
| $E_{JS}(U)$ | the JS divergence of dataset $U$ on $F_k$ and $\neg F_k$ |
Relational table is the theoretical basis of relational model. It is mainly used in relational database [17]. It aims to minimize the occurrence of the same data. It divides all data into multiple tables. One kind of data corresponds to one table, and there are some common values between tables. Sharma et al. used dynamic system global area parameters to adjust the performance of relational databases [18]. Specifically, in order to face the challenges brought by spatial data, they set more than 250 dynamic parameters to indirectly manage the system global area of the running instance of the relational database by adjusting the values of these parameters. In addition, it also analyzes the data related to system parameters and system resources, so as to find the relationship between parameters and resources and improve the performance of the overall system. Mama et al. proposed a flexible relational database, which mainly aims at the fact that customers are not allowed to use fuzzy or imprecise terms in database queries [19]. It points out that the problem of flexible fuzzy database query system can not be solved by using possibility theory and fuzzy logic. Nguyen improves the performance of relational database by selecting the connection algorithm in relational database [20]. Specifically, it first collects baseline query times under different subsets of available join algorithms. Then it uses deep reinforcement learning to select an appropriate subset for each query, which makes it achieve better performance in dense queries. Finally, it found that in the query process, only isolating a “bad” connection and changing its connection algorithm can produce better results. This method shows that reinforcement learning has great potential in the application of relational database. The above data representation based on relational table adopts the idea of linear algebra. The method is simple, easy to understand and widely used, but there will be data redundancy.

ER model is a user oriented representation method, which is widely used in database. It consists of entity, attribute and relationship. Entities are users of data, e.g., human, items etc. The characteristics of an entity are attributes, such as a person’s height, age, gender and weight. Relationship refers to the relationship between entities. For example, A and B are good friends, and friends are the relationship between them. Lv et al. proposed an entity relation extraction model based on bidirectional maximum entropy [21]. Specifically, it first takes the triple as the entity relationship chain to identify the entity before the relationship and predict its corresponding relationship and entity. Then, it uses two-way long short-term memory and maximum entropy Markov model to extract entities and relationships. Finally, experiments show that it achieves better results than the traditional model. Wu et al. proposed a video summarization method based on entity relationship [22]. Specifically, it uses Wasserstein Gan to solve the problem of low redundancy and instability in Gan. In addition, it also uses the newly proposed patch/ score sum losses to reduce the sensitivity of the model with video length changes. Al Fedaghi proposed a new entity relationship model [23]. Specifically, it extends the ER model by adding attributes to the entity relationship model. At the same time, it also stores structured and time-oriented concepts in it. ER mainly adopts tree structure. It is still often used in the fields of knowledge map, deep learning, natural language processing and so on.

The DBTG model allows a mesh data structure, which consists of data items, data sets, records and set. Data item is the smallest unit of data that can be named. There are two types: numeric type and string type. Data set is a collection of data items. It also has two kinds, namely vector and repetition group. Records are collections of data items and data sets. Set is the most important component of DBTG model. It is a collection of records. Through the concept of set, DBTG can describe the corresponding relationship between any entity without data duplication. Thomas et al. proposed two verification algorithms for pointer values in DBTG database [24]. On the one hand, it uses the “pointer” in modern programming language to judge the exceptions of instances in sets and records. On the other hand, it checks instances in the collection to complete pointer validation. It avoids data duplication. Hawley et al. put forward
Table 2
Average RMSE results of all algorithms on real datasets.

| Datasets       | Usercf | Itemcf | LLAЕ | JCA   | XPL_Cf | CF_CE | CF_KL | CF_JS |
|----------------|--------|--------|------|-------|--------|-------|-------|-------|
| Movielens-100k| 0.9942 | 0.8791 | 0.8361| 0.7508| 0.3458 | 0.1218| 0.1971| 0.1824|
| Jester         | 0.9992 | 4.4262 | 1.8508| 1.8490| 0.0863 | 0.0274| 0.0467| 0.0501|
| Rating         | 4.2110 | 4.2950 | 1.4770| 0.8021| 0.7384 | 0.4132| 0.4304| 0.4274|
| Book           | 3.9498 | 0.3894 | 0.5726| 0.4183| 0.8087 | 0.2413| 0.3135| 0.3534|
| average value  | 2.5386 | 2.4974 | 1.1841| 0.9551| 0.4948 | 0.2009| 0.2469| 0.2533|

Table 3
Average MAE results of all algorithms on real datasets.

| Datasets       | Usercf | Itemcf | LLAЕ | JCA   | XPL_Cf | CF_CE | CF_KL | CF_JS |
|----------------|--------|--------|------|-------|--------|-------|-------|-------|
| Movielens-100k| 0.9937 | 1.1261 | 1.0292| 0.7260| 1.4883 | 0.1218| 0.1971| 0.1824|
| Jester         | 0.9992 | 3.1380 | 1.4732| 0.2334| 0.0231 | 0.0476| 0.0540| 0.2312|
| Rating         | 3.7891 | 4.2815 | 1.1748| 0.6798| 0.3388 | 0.3703| 0.3996| 0.4562|
| Book           | 3.4418 | **0.0608**| 0.4521| 0.6089| 2.1733 | 0.2639| 0.3607| 0.2853|
| average value  | 2.3060 | 2.1516 | 1.0323| 0.8521| 1.1437 | **0.1963**| 0.2595| 0.2853|

Fig. 5. Running results of all algorithms on RMSE.
some shortcomings of DBTG [25]. Specifically, they pointed out the problems in integrity assurance, rapid system response and programmer burden. DBTG adopts a network structure, which can represent diversity relations and semantics. However, there is not much new work on DBTG, which has stayed in the last century.

2.2. Data representation in big data

According to whether the data has label information or not, data representation learning can be divided into supervised, unsupervised and semi supervised [26].

In the supervised data representation, the most classic is LDA algorithm. Its core idea is to find a suitable projection direction, so that the data of different classes are as far as possible and the data of the same classes are as close as possible. On this basis, Yang et al. proposed 2D PCA. It directly uses the original image to construct the covariance matrix and its eigenvector for data representation. Zhou et al. proposed a non dominated sorting genetic algorithm to improve supervised data representation [27]. Specifically, it first uses the accuracy first control operator to select individuals with high classification accuracy to survive. Then it designs mutation retry operator and combination operator to make the algorithm converge faster. Finally, it selects the appropriate feature subset from the obtained pareto solution. Lu and Chen proposed a supervised feature selection algorithm by combining feature weight and graph matrix regression [28]. On the one hand, it encodes the correlation between features through the weight matrix. On the other hand, it uses regularization term to adaptively learn graph matrix in low dimensional space. Finally, it uses alternating iterative optimization to obtain the final value of each variable for feature selection. Chen et al. proposed a supervised feature selection algorithm by embedding discrimination into sparse matrix regression [29]. Specifically, it first uses the left–right regression matrix to consider the relationship between different types of data, and then maximizes the average margin of data to obtain nonlinear discriminant embedding. Finally, it can obtain the nonlinear embedding and linear approximation of data by the iterative optimization algorithm.

In unsupervised data representation, PCA algorithm is the classic one. Its key idea is to maximize the variance of each dimension of the original data in the shadow space, in order to remove the redundant dimensions of the original data, so as to obtain the low-dimensional representation of the data. Compared with supervised feature selection, unsupervised feature selection is self-learning of data without data class label. Tang et al. proposed an unsupervised...
multi-view feature selection algorithm [30]. It mainly considers the application of cross view information in multi-view learning. In addition, it uses the regular term of similarity graph to maintain the local information of data, and uses $l_2$ norm limits the relationship matrix under each view, so as to select different features from different views. Shang et al. proposed an unsupervised feature selection algorithm based on representation learning [31]. Specifically, it first uses representation learning to characterize the sample structure and feature structure of data. Then it uses the low dimensional potential representation matrix as the label matrix to solve the problem of label missing. Finally, it unifies the representation matrix and transformation matrix of feature space to select features. Miao et al. proposed an unsupervised feature selection algorithm based on graph regularization [32]. It clearly defines a feature selection matrix composed of 0 and 1 to select the appropriate feature subset. In addition, it also takes manifold regularization as an

### Table 4
The running cost of all algorithms on real datasets (second).

| Datasets    | Usercf | Itemcf | LLAEL | JCA  | XPL_CF | CF_CE | CF_KL | CF_JS |
|-------------|--------|--------|-------|------|--------|-------|-------|-------|
| Movielens-100k | 40.00  | 1515.24| 32.82 | 45.19| 29.91  | 14.74 | 13.60 | 9.97  |
| Jester      | 8238.22| 1597.31| 1522.64| 776.23| 341.47 | 145.79| 135.69| 135.69|
| Rating      | 499.14 | 3490.61| 3490.61| **46.63**| 567.42 | 208.39| 212.94| 207.50|
| Book        | 22.24  | 33.88  | 9.47  | 4.98 | 20.19  | **0.37**| **0.37**| **0.37**|
| average value | 2199.90| 1659.25| 1263.89| 243.26| 239.75 | 92.32 | 90.60 | **88.38**|

![Fig. 7. The parameter sensitivity of the proposed CF_CE on the RMSE.](a) Movielens-100k  (b) Jester  
![Fig. 7. The parameter sensitivity of the proposed CF_CE on the RMSE.](c) Rating  (d) Book
Li et al. proposed an unsupervised low dimensional representation of data [33]. Specifically, it first maps each feature to the kernel space, and each feature corresponds to a kernel matrix. Then it applies a weight to each kernel matrix to learn important features. Finally, it uses $l_1$-norm to obtain the low dimensional representation of data. The method is a nonlinear algorithm.

In real life, data often has only a part of labels. At this time, it is necessary to learn both unlabeled data and labeled data at the same time. This leads to that semi-supervised learning has become a hot research field. Li et al. proposed a semi-supervised feature selection algorithm based on manifold embedding [34]. It uses generalized uncorrelated constraints to solve the problem that the closed solution cannot be obtained in ridge regression. In addition, the embedded manifold structure can better save the topology information of data. Chen et al. proposed a semi-supervised feature selection algorithm based on structural manifold learning [35]. It can learn more structure diagrams than known classes, and use the nearest neighbors of all data to construct submanifold structures in labeled data and unlabeled data. Wang et al. proposed a semi-supervised feature selection algorithm based on sparse discriminant least squares [36]. It uses $l_{2,p}$-norm to calculate the row coefficients of the feature selection matrix, so as to select the appropriate feature subset.

In addition, Zeng et al. proposed a switched particle swarm optimization algorithm based on dynamic neighborhood [37]. It combines differential evolution algorithm and particle swarm optimization algorithm, and uses dynamic distance neighborhood to adjust the best position of individuals, so as to make full use of the population evolution information in the whole population. Luo et al. proposed a new particle swarm optimization algorithm [38]. Specifically, it first adds more dynamic information to particle swarm optimization to avoid premature convergence. Then it uses latent factor analysis to extract useful information from high-dimensional sparse matrix. Finally, it is used to efficiently represent high-dimensional sparse matrices. This method can be regarded as a representation of high-dimensional sparse data. Since this paper uses the most traditional collaborative filtering recommendation algorithm to verify the effectiveness of the proposed hyper-class representation, we briefly introduce collaborative filtering recommendation. The core of collaborative filtering recommendation is to calculate the distance or similarity between target users and known users, and recommend items to target users with the hobbies of known users.

![Fig. 8. The parameter sensitivity of the proposed CF_KL on the RMSE.](image-url)
users with high similarity. For example, Yue et al. introduced many current collaborative filtering recommendation algorithms and pointed out their five scenarios in health recommendation \cite{39}, namely, diet recommendation, lifestyle recommendation, training recommendation, patient and doctor decision-making, and disease-related prediction.

Whether it is the data representation method in the database or the data representation method under big data, they are the basis for the operation of the algorithm. These data representation methods have their own characteristics. For example, the entity relationship model can well describe the relationship of each entity and the characteristics of each entity. But its disadvantage is the same as that of relational tables. After they are applied to the database, the query efficiency is not high and the speed is slow. DBTG model allows mesh data structure, which can represent the association between data. But its disadvantage is that it has a large amount of data duplication, which increases the storage burden. In the big data, common data representation includes low dimensional representation, i.e., it reduces the dimension of high-dimensional data to learn the low dimensional representation of data. For example, LDA is a supervised low dimensional representation technology, while PCA is an unsupervised low dimensional representation technology. Both can learn the low dimensional representation of data. Their disadvantage is that they are not suitable for learning the low dimensional representation of non gaussian data and may cause over fitting. The proposed hyper-class representation in this paper is different from the previous data representation. It can not only reduce the amount of data storage, but also make the potential hyper-class information appear in the data.

3. Method

3.1. Notation

In this paper, we use $x_i$ to represent the $i$-th sample. In addition, $U$ represents the entire dataset. $R$ represents the division of data, $E_k(U)$ represents the information entropy of the dataset on $R$, $E_{k, k_i}^C(U)$ represents the cross entropy of the dataset on features $F_k$ and $F_{k_i}$, $E_{k, k_i}^C(U)$ represents the KL divergence of dataset $U$ on $F_k$ and $F_{k_i}$, $F_k$ represents the $k$-th feature, and $F_k$ represents all features except the $k$-th feature.
We summarize these notations used in our paper in Table 1.

### 3.2. Motivation

Existing data representation is usually based on attribute values, i.e., given a dataset $X \in \mathbb{R}^{n \times d}$, it means that there are $n$ samples, and each sample has $d$ attributes. On this basis, the process of processing data becomes attribute-centered calculation. In unsupervised learning, this form not only consumes memory, but also has no label information. Although the low dimensional representation of data can reduce the storage capacity of data, it still can not show the potential class information in the data. Therefore, this paper proposes a hyper-class representation, which can not only reduce the storage of attribute values, but also store some appropriate continuous attribute values into discrete attribute values. It can also make the potential class information in the data appear. This is extremely useful for subsequent data mining algorithms. For example, in the recommendation algorithm, given a target user, most of the known users can be excluded in advance according to the hyper-class information of the data, so as to find similar users of the target user quickly and accurately.

### 3.3. Information entropy

The concept of entropy is the core of all kinds of entropy calculation. The reasons are as follows: 1. The success of various entropy calculations largely depends on the entropy of the internal chaos of the system. 2. It has important applications in cybernetics, probability theory, number theory, astrophysics, life science and other fields. More specific definitions in different disciplines can promote the development of human society.

**Definition 1** [40]. Give an unlabeled data set $S = (U, R)$, where $U$ is a non empty finite data set, $R$ is the binary relationship on $U$, and for $\forall x_i \in U$, the $R$ relationship set on $x_i$ is:

$$R(x_i) = \{x_j \in U | (x_i, x_j) \in R\}$$  \hspace{1cm} (1)

**Definition 2** [41]. Given an unlabeled data set $S = (U, R)$, the information entropy of the data set on $R$ is:
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3.4. Cross entropy

In rough set theory, the defined information entropy is based on the sample relationship, which does not take into account the relationship between features. Moreover, information entropy cannot calculate the relationship between the two divisions, so it cannot select the decision features. For this reason, we define the cross entropy of the feature, as shown below.

**Definition 3.** Given an unlabeled data set \( S = (U, F_k \cup \overline{F}_k) \), where \( F \) is the feature set, \( U/F_k = \{x_1, x_2, \ldots, x_n\} \), \( U/\overline{F}_k = \{\overline{\beta}_1, \overline{\beta}_2, \ldots, \overline{\beta}_m\} \). The cross entropy of dataset \( U \) on \( F_k \) and \( \overline{F}_k \) is:

\[
E_{ECL}^{E} (U) = - \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|\alpha_i|}{|U|} \log \left( \frac{|\alpha_i|}{|U|} \right)
\]

As shown in Eq. (3), cross entropy can be used to calculate the difference between two partitions \( U/F_k \) and \( U/\overline{F}_k \). The smaller the value of \( E_{ECL}^{E} (U) \), the more distinguishable and informative the partition \( U/F_k \) and \( U/\overline{F}_k \) are.

3.5. KL divergence

Cross entropy can measure the difference between two partitions to a certain extent, and it can be regarded as a special case of KL divergence. Further, we define KL divergence based on cross entropy.

**Definition 4.** Given an unlabeled data set \( S = (U, F_k \cup \overline{F}_k) \), the relative entropy or KL divergence of the data set on \( F_k \) and \( \overline{F}_k \) is:

\[
E_{KL}^{E} (U) = - \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|\alpha_i|}{|U|} \log \left( \frac{|\alpha_i|}{|U|} \right)
\]

As shown in Fig. 3, the value of KL divergence changes when \( n = 5 \) and \( m = 3 \). As can be seen from Fig. 3, it shows a three-stage change with the increase of \( \frac{|\alpha_i|}{|U|} \) value, i.e., first increasing, then decreasing, and then increasing. It is different from cross entropy. It takes \( \frac{|\alpha_i|}{|U|} = \frac{|\beta_j|}{|U|} \) as the dividing line. The reason is that we added the absolute value symbol to ensure that it is non-negative. Similarly, the smaller the value of \( E_{KL}^{E} (U) \), the greater the degree to which \( F_k \) can be used as a decision feature.

The relative entropy or KL divergence of the data set on \( F_k \) and \( \overline{F}_k \) has the following properties:

**Property 1:** nonnegativity: \( 0 \leq E_{KL}^{E} (U) \leq nm \).

**Property 2:** asymmetry.

**Proof.** Let \( b = \frac{|\alpha_i|}{|U|} \) and \( a = \frac{|\beta_j|}{|U|} \). It is clear that \( 0 \leq a, b \leq 1 \). When we assume that the values of \( n \) and \( m \) are both 1, we can get the following formula:

\[
E_{KL}^{E} (U) = - b
\]

\[
E_{KL}^{E} (U) = 1 - a
\]

It is easy to obtain the minimum value of 0 for \( E_{KL}^{E} (U) \) when \( b = 0 \). When \( a = 0, b = 1, E_{KL}^{E} (U) \) achieves the maximum value of 1. As shown in Fig. 2.

**Proof.** To prove asymmetry, we only need to prove \( E_{KL}^{E} (U) - E_{KL}^{E} (U) \neq 0 \), as shown in the following formula:

\[
E_{KL}^{E} (U) - E_{KL}^{E} (U) = \left| E_{KL}^{E} (U) - E_{KL}^{E} (U) \right|
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|\alpha_i|}{|U|} \log \left( \frac{|\alpha_i|}{|U|} \right) - \frac{|\beta_j|}{|U|} \log \left( \frac{|\beta_j|}{|U|} \right)
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} \left| \frac{|\alpha_i|}{|U|} - \frac{|\beta_j|}{|U|} \right|
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|\alpha_i|}{|U|} - \frac{|\beta_j|}{|U|}
\]

\[
= 0
\]

**Proof.** To prove asymmetry, we only need to prove \( E_{KL}^{E} (U) - E_{KL}^{E} (U) \neq 0 \). We discuss it in the following two cases respectively.

(1) When \( |\alpha_i| > |\beta_j| \), then
\[ E_{F_k, f_k}^{CFL} (U) - E_{F_k, f_k}^{X} (U) \]

\[ = \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \frac{|x_i|}{|U_i|} \right) - \left( \frac{|x_i|}{|U_i|} \right) \]

\[ - \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \frac{|x_j|}{|U_j|} \right) + \left( \frac{|x_j|}{|U_j|} \right) \]

\[ = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|x_i||x_j|}{|U_i||U_j|} - \frac{|x_i||x_j|}{|U_i||U_j|} + \frac{|x_j|^2}{|U_j|^2} \]

\[ = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|x_i||x_j|}{|U_i||U_j|} - \frac{|x_i||x_j|}{|U_i||U_j|} + \frac{|x_j|^2}{|U_j|^2} \]

\[ = 0 \]

\[ E_{F_k, f_k}^{CFL} (U) - E_{F_k, f_k}^{X} (U) \]

\[ = \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \frac{|x_i|}{|U_i|} \right) - \left( \frac{|x_i|}{|U_i|} \right) \]

\[ - \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \frac{|x_j|}{|U_j|} \right) + \left( \frac{|x_j|}{|U_j|} \right) \]

\[ = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|x_i||x_j|}{|U_i||U_j|} - \frac{|x_i||x_j|}{|U_i||U_j|} + \frac{|x_j|^2}{|U_j|^2} \]

\[ = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{|x_i||x_j|}{|U_i||U_j|} - \frac{|x_i||x_j|}{|U_i||U_j|} + \frac{|x_j|^2}{|U_j|^2} \]

\[ = 0 \]
Proof. KL divergence is equal to the absolute value of cross entropy minus information entropy. According to Eqs. (2) and (3), we can get:

\[
\begin{align*}
&\left| E_{F_k}^{FE}(U) - E_{F_k}(U) \right| \\
= &\sum_{i=1}^{n} \sum_{j=1}^{m} \frac{a_{ij}}{m_{ij}} \left( 1 - \frac{b_{ij}}{m} \right) - \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{a_{ij}}{m_{ij}} \left( 1 - \frac{b_{ij}}{m} \right) \\
= &\sum_{i=1}^{n} \sum_{j=1}^{m} \frac{a_{ij}}{m_{ij}} \left( 1 - \frac{b_{ij}}{m_{ij}} \right) - \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{a_{ij}}{m_{ij}} \left( 1 - \frac{b_{ij}}{m_{ij}} \right) \\
= &E_{F_k}^{FE}(U) - E_{F_k}(U)
\end{align*}
\]

3.6. JS divergence

KL divergence and cross entropy defined by us can measure the difference between the two partitions, and the smaller the difference, the more feature \( F_k \) can be used as a decision feature for hyper-class representation. The difference between them is that the information entropy of feature \( F_k \) is considered in KL divergence. We can see that KL divergence and cross entropy are equivalent under specific conditions. In addition, we can find that KL divergence and cross entropy do not have symmetry. Therefore, we further define JS divergence.

Definition 5. Definition 5: given an unlabeled data set \( S = (U, F_k \cup \neg F_k) \), the JS divergence of the data set on \( F_k \) and \( \neg F_k \) is:

\[
E^{JS}_{F_k, \neg F_k}(U) = \frac{1}{2} E^{FE}_{F_k, F_k}(U) + \frac{1}{2} E^{FE}_{\neg F_k, \neg F_k}(U)
\]

where \( F_M = \frac{F_k + \neg F_k}{2} \). As shown in Fig. 4, it shows the value change of JS divergence when \( n = 5 \) and \( m = 3 \). As can be seen from Fig. 4, JS divergence has symmetry, and the axis of symmetry is \( \frac{|x|}{m} = \frac{|y|}{n} \). JS divergence is based on KL divergence. Therefore, they have the same function. e.g., they can measure the difference between two divisions.

The JS divergence of the dataset on \( F_k \) and \( \neg F_k \) has the following properties:

Property 1: nonnegativity: \( E^{JS}_{F_k, \neg F_k}(U) \geq 0 \), \( E^{JS}_{F_k, \neg F_k}(U) = 0 \) if and only if \( U/F_k = U/\neg F_k \).

Property 2: symmetry: \( E^{JS}_{F_k, \neg F_k}(U) = E^{JS}_{\neg F_k, F_k}(U) \).
Proof. Obviously, JS divergence is based on KL divergence, so it must satisfy nonnegativity. When $U/F_k = U/F_k$, the following formula holds:

$$E_{J_{S}}(U) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \left| \frac{|x_i|}{2} \right|^2 \left| \frac{|x_j|}{2} \right|^2$$

$$+ \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \left| \frac{|x_i|}{2} \right|^2 \left| \frac{|x_j|}{2} \right|^2$$

$$= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \left| \frac{|x_i|}{2} \right|^2 \left| \frac{|x_j|}{2} \right|^2$$

$$+ \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \left| \frac{|x_i|}{2} \right|^2 \left| \frac{|x_j|}{2} \right|^2$$

$$= 0$$

Fig. 13. The cross entropy of each feature on all datasets.

**Proof.** To prove symmetry, we only need to prove $E_{J_{S}}(U) - E_{J_{S}}(U) = 0$, and the following formula holds:

$$E_{J_{S}}(U) - E_{J_{S}}(U)$$

$$= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \left| \frac{|x_i|}{2} \right|^2 \left| \frac{|x_j|}{2} \right|^2$$

$$+ \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \left| \frac{|x_i|}{2} \right|^2 \left| \frac{|x_j|}{2} \right|^2$$

$$= 0$$

In order to clearly show the flow of the proposed algorithm, we write its pseudo code in Algorithm 1. As shown in Algorithm 1, assuming that the data has a total of $d$ features, we use the defined
cross entropy, KL divergence and JS divergence to calculate the suitability of each feature as a decision feature. The smaller the value of cross entropy, KL divergence or JS divergence corresponding to the feature, it indicates that the feature is more likely to be used as a decision feature. Then we use the selected features to construct the hyper-class representation of data. In other words, the process of establishing the hyper-class representation of data is divided into two steps: 1. The potential decision features are selected according to the defined cross entropy, KL divergence and JS divergence. It is different from unsupervised feature selection. Unsupervised feature selection select the feature subset that can better represent the overall information of the data. And we select the features that can be used to build hyper-class. This step is very important. 2. Construct the hyper-class representation of data according to the selected features.

4. Experiments

In order to verify the effectiveness of the proposed hyper-class representation, we first establish a hyper-class for the recommended dataset, and then use the traditional collaborative filtering recommendation algorithm to recommend items for target users according to the established hyper-class. Other comparison algorithms are tested on datasets without hyper-class. Finally, their performances are compared according to the recommended accuracy and speed.

4.1. Data sets and comparison algorithms

We downloaded four recommended datasets on the website, i.e., Movielens-100 k 1, Jester 2, Rating 3 and Book 4. The

Algorithm 1: Pseudo code for proposed method.

| Input: | Data set $U$, $T$; |
| Output: | Decision feature and hyper-class; |
| for $t = 1 \rightarrow d$ do |
| switch $T$ do |
| case $CF.CE$ |
| Compute $E_{F_1 \cdots F_t}(U)$ according to formula Eq. (3); |
| case $CF.KL$ |
| Compute $E_{F_1 \cdots F_t}(U)$ according to formula Eq. (7); |
| case $CF.JS$ |
| Compute $E_{F_1 \cdots F_t}(U)$ according to formula Eq. (12); |
| otherwise |
| Please enter $T$ equals CF.CE, CF.KL or CF.JS, one of them.; |
| endsw |
| end |
| if $T == CF.CE$ then |
| Select the feature corresponding to the minimum value as the decision feature according to $\min\{E_{F_0 \cdots F_t}(U), E_{F_1 \cdots F_t}(U), \ldots, E_{F_d \cdots F_t}(U)\}$; |
| else if $T == CF.KL$ then |
| Select the feature corresponding to the minimum value as the decision feature according to $\min\{E_{F_0 \cdots F_t}(U), E_{F_1 \cdots F_t}(U), \ldots, E_{F_d \cdots F_t}(U)\}$; |
| end |
| else if $T == CF.JS$ then |
| Select the feature corresponding to the minimum value as the decision feature according to $\min\{E_{F_0 \cdots F_t}(U), E_{F_1 \cdots F_t}(U), \ldots, E_{F_d \cdots F_t}(U)\}$; |
| end |

The corresponding division of feature is obtained according to reference [38], i.e., hyper-class.

1 https://grouplens.org/datasets/movielens/.
2 https://goldberg.berkeley.edu/jester-data/.
3 https://www.kaggle.com/skillsmuggler/amazon-ratings.
4 http://www2.informatik.uni-freiburg.de/ cziegler/BX/.
movielens-100k dataset was collected by the University of Minnesota through the movielens website. It consists of 943 users scoring 1682 films, of which each user scores at least 20 films. Jester data were collected from April 1999 to May 2003. It included 73421 users’ ratings of 100 jokes. The score value is -10 to 10. The higher the value, the higher the evaluation of the joke. In this paper, we use its subset, i.e., rating data of 100 jokes by 24983 users. The ratings dataset is the ratings of beauty products sold on Amazon’s website collected by 2 million users. The rating includes 1–5. The larger the value, the more satisfied the user is with the product. We use its subset, i.e., the rating of 886 products by 9697 users. The book dataset was collected by Cai Nicolas Ziegler on the book crossing community for 4 weeks. It contains 278858 users’ scores on 271379 books. We used its subset, i.e., evaluation of 150 books by 671 users.

In addition to the above four data sets, we also use five recommended algorithms to compare with the proposed algorithm. They are introduced as follows:

**Usercf** [43]: this method is a traditional user-based recommendation algorithm. Given a target user, it finds users similar to the target user from the known user set, and then recommends items for target user by using the hobbies of similar known users according to the measurement function.

**Itemcf** [43]: this method is similar to Usercf. The only difference is that it is based on the content information of the item and does not need to be based on the user’s evaluation opinions on the item. i.e., it needs to calculate the similarity between items, and recommend the items with high similarity to the historical items of the target user according to the measurement function.

**LLAE** [44]: it mainly aims at the cold start problem in the recommendation algorithm. Specifically, it first uses a low rank encoder to map the behavior space to the feature space, so that new users can connect to old users. Then, the symmetrical decoder reconstructs the user’s behavior with the user’s characteristics, so as to make recommendations for the target user.

**JCA** [45]: it is a hybrid recommendation algorithm. Specifically, it first learns the similarities between users and items at the same time. Then it uses a mini batch optimization algorithm to train the model. Finally, pairwise hinge based objective function is used to implicitly recommend items for target users.

**XPL_ CF** [46]: this method is a feature-based collaborative filtering recommendation algorithm. It uses prior knowledge to encode each user’s embedding into a sparse linear combination of item embedding. In addition, it can also mine the relationships between items.

### 4.2. Experimental setting

The experimental environment of this paper is windows 10, 64 bit operating system. All the codes are run on MATLAB 2016b soft-
The datasets include MovieLens-100k, Jester, Ratings and Book. The comparison algorithms include Usercf, Itemcf, LLAE, JCA and XPL_CF. Usercf is a collaborative filtering recommendation algorithm based on user similarity, Itemcf is a content-based recommendation algorithm, and JCA is a hybrid recommendation algorithm. LLAE is the recommended algorithm to solve the cold start problem. XPL_CF is a collaborative filtering recommendation algorithm based on data sparse representation. Neighbor relationship [42] is used to obtain the cross entropy, KL divergence and JS divergence of features, and then our method can work.

In our experiment, we use ten fold cross validation [47] to divide the training set and the test set (i.e., divide the data set into 10 parts on average, of which 9 are the training set and 1 is the test set until all the data are tested). In the comparison experiment with the comparison algorithm, we use RMSE, MAE and running time as evaluation indexes. The value of RMSE is calculated by the following formula:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{u=1}^{n} (r_u - \hat{r}_u)^2}
\]  

(15)

where \( n \) represents the number of scores, \( r_u \) represents the user's real score, and \( \hat{r}_u \) represents the predicted score given by the recommendation algorithm. MAE value is calculated by the following formula:

\[
MAE = \frac{1}{n} \sum_{u=1}^{n} |r_u - \hat{r}_u|
\]  

(16)

Because the hyper-class provides a recommendation orientation for test users, it reduces the search range of similar users, and improves the speed and accuracy of recommendation. i.e., our proposed hyper-class is to serve collaborative filtering recommendation. Therefore, we also did the parameter sensitivity experiment of our own algorithm (with the change of the nearest neighbor number \( K \) and each fold of the ten fold cross validation of the test user, and the change of the values of RMSE and MAE).

4.3. Analysis of experimental results

4.3.1. Comparative analysis

From Fig. 5, we can see that the hyper-class based algorithm CF_CE, CF_KL and CF_JS achieves better results than other algorithms. The reason is that CF_CE, CF_KL and CF_JS algorithms exclude most known users that are not related to the target user according to the hyper-class defined by us in advance. The Usercf algorithm needs to filter from all known users, and its possibility of finding known users that are not related to the target user is greatly improved. Similarly, Itemcf algorithm also looks for similarity from all items, which is easy to cause false recommendation to target users. LLAE and JCA improve the recommendation algo-

Fig. 15. The JS value of each feature on all datasets.
recommendation algorithm by learning the sparse representation of data. They have achieved certain results, but they still do not exclude some known users or items that are irrelevant or misleading to the prediction in advance.

Fig. 6 shows the MAE results of all algorithms. Similarly, hyper-class based algorithm CF_CE, CF_KL and CF_JS achieves better results than other algorithms. The hyper-class we established is equivalent to a rough screening, which can eliminate the known users who are not related to the target users, so as to improve the accuracy of recommendation. On the Book dataset, itemcf algorithm achieves the best effect. The reason is that different datasets have different structural characteristics, and itemcf algorithm based on item similarity is more suitable for this data set. It should be noted that although the itemcf algorithm achieves the best MAE results on the Book dataset, the RMSE results on the Book dataset are not the best.

Table 2 and Table 3 show the average values of RMSE and MAE of all algorithms on four data sets respectively. From Table 2, compared with the worst Usercf algorithm, we can see the hyper-class based algorithm CF_CE, CF_KL and CF_JS have an average reduction of 2.3377, 2.2917 and 2.2853 in RMSE value, respectively. Compared with the best comparison algorithm XPL_C, CF_CE, CF_KL and CF_JS decreased by an average of 0.2939, 0.2479 and 0.2415 in RMSE values, respectively. From Table 3, we can see the hyper-class based algorithm CF_CE, CF_KL and CF_JS compared with the worst Usercf algorithm, reduces the MAE value by 2.1097, 2.0465 and 2.0207 respectively. Compared with the best comparison algorithm XPL_C, CF_CE, CF_KL and CF_JS decreased by 0.6558, 0.5926 and 0.5668 in MAE value on average, respectively. It shows that the hyper-class we constructed is helpful to improve the recommendation algorithm, and it can improve the accuracy of the recommendation algorithm.

Table 4 shows the running costs of all algorithms. From Table 4, we can see that compared with the best comparison algorithm XPL_C, our proposed CF_CE, CF_KL and CF_JS algorithm reduces the time by 61.49%, 62.21% and 63.14% respectively. The main reason for this phenomenon is that the hyper-class we built has given a fuzzy classification to the data. For a target user, it first finds the nearest class, and then recommends items for it according to the hobbies of the known users in the nearest class, which greatly reduces the search scope for the target user, thus speeding up the recommendation speed.

4.3.3. Selected decision features

Figs. 13–15 show the cross entropy, KL divergence and JS divergence values of each feature on four datasets. Specifically, on the Movielens-100 k dataset, CF_CE selects the 50th feature as the decision feature, CF_KL selects the 1122nd feature as the decision feature, CF_JS selects the first feature as the decision feature. On the Jester dataset, CF_CE selects the 79th feature as the decision feature, CF_KL also selects the 79th feature as the decision feature, while CF_JS selects the 72nd feature as the decision feature. This shows that Jester’s 79th feature is most suitable for establishing hyper-class. On the Rating dataset, CF_CE selects the 705th feature as the decision feature, CF_KL selects the 175th feature as the decision feature, CF_JS selects the 127th feature as the decision feature. On the book dataset, CF_CE selects the 15th feature as the decision feature, CF_KL also selects the 15th feature as the decision feature, while CF_JS selects the 8th feature as the decision feature. It shows that in the Book dataset, the 15th feature is suitable to be used to build hyper-class.

In addition, we can also see that on some data sets, the cross entropy, KL divergence or JS divergence of multiple features have the smallest value. For example, the cross entropy and KL divergence on the Book dataset, the KL divergence on the Rating dataset and the Movielens-100 k dataset, and the JS value on the Movielens-100 k dataset. This shows that there are multiple features on these datasets that are suitable to be constructed as hyper-class. It should be noted that in this paper, we only select the feature corresponding to the first minimum cross entropy, KL divergence value or JS divergence value to construct the hyper-class.

5. Conclusion

This paper has put forward a hyper-class representation of data, named as HC representation. Hyper-class representation can help us utilize big data better and make data mining algorithms faster and more accurate. Specifically, the cross entropy, KL divergence and JS divergence of features in data are comprehensively considered in constructing the HC representation of data. HC representation is equivalent to the class annotation of data. It assists in understanding training data by clustering attribute values and ordering the correlation between attributes and the decision attribute in training dataset. A recommended algorithm is applied to verify its performance. i.e., Given a target user, we first find the nearest class according to the hyper-class representation, and then recommend the item for test user according to the hobbies of the known users in the nearest class. It greatly reduces the search scope of the recommendation algorithm and finds similar potential users more accurately. In the experiment, compared with the state-of-the-art algorithms, the proposed algorithm achieves faster and better recommendation.

In the future work, we plan to study mainly two aspects as follows.
1. Exploring more suitable methods to establish hyper-class repre-
sentation and applying it to other data mining algorithms, such as deep learning and SVM.
2. Addressing the unfairness, or limitations in attribute-level oper-
ations of data, and seeking new solutions in attribute-value- level of data.
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