Abstract—This paper depicts a brief revision of Generalized Regression Neural Networks (GRNN) applications in system identification and control of dynamic systems. In addition, a comparison study between the performance of back-propagation neural networks and GRNN is presented for system identification problems. The results of the comparison confirms that, GRNN has shorter training time and higher accuracy than the counter-part back-propagation neural networks.
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I. INTRODUCTION

Artificial Intelligence (AI) has a significant impact on the current research trends due its numerous applications in different aspects of the life. Artificial Neural Networks (ANNs) are one of the major parts of AI. ANNs have different applications including regression and approximation, forecasting and prediction, classification, pattern recognition and more. ANNs are useful since they can learn from the data and they have global approximation abilities. A feed-forward neural network with at least single hidden layer and sufficient number of hidden neurons can approximate any arbitrary continuous function under certain conditions [1]. ANNs have two main types: the Feed Forward ANNs (FF ANNs) in which the input will only flow to the output layer in the forward direction and the Recurrent ANNs (RANNs) in which data flow can be in any direction. Generalized Regression Neural Networks (GRNN) [2] are single-pass associative memory feed-forward type Artificial Neural Networks (ANNs) and uses normalized Gaussian kernels in the hidden layer as activation functions.

GRNN is made of input, hidden, summation, division layer and output layers as shown in Fig. 1.

When GRNN is trained, it memorizes every unique pattern. This is the reason why it is single-pass network and does not require any back-propagation algorithm.

After training GRNN with adequate training patterns, it will be able to generalize for new inputs. The output of GRNN can be calculated using (1) and (2).

\[
D_i = (X - X_i)^T (X - X_i) \tag{1}
\]

\[
\hat{Y} = \frac{\sum_{i=1}^{N} Y e^{(-D_i/2\sigma^2)}}{\sum_{i=1}^{N} e^{(-D_i/2\sigma^2)}} \tag{2}
\]

where \(D_i\) is the Euclidean distance between the input \(X\) and the training sample input \(X_i\), \(Y\) is the training sample output, \(\sigma\) is the smoothing parameter of GRNN.

GRNN advantages include its quick training approach and its accuracy. On the other hand, one of the disadvantage of GRNN is the growth of the hidden layer size. However, this issue can be solved by implementing a special algorithm which reduces the growth of the hidden layer by storing only the most relevant patterns [3].

In this paper a brief review of the applications of GRNN in modeling and identification and control is provided. A comparison also is conducted between the GRNN and back-propagation neural networks for various benchmarking problems. The rest of the paper is structured as follows: section II provides a review of the applications of GRNN in system identification and modeling, section III offers a review of the GRNN applications in control systems, section IV contains the results of GRNN and back-propagation neural networks comparisons and their discussions and finally section V contains conclusions of the research.
II. APPLICATIONS OF GRNN IN MODELING AND SYSTEM IDENTIFICATION

GRNN can be used as identifier for a given plant dynamics or a process. To use GRNN as identifier it should be given the plant/process inputs and outputs and then it will predict the plant/process output. GRNN identifier is shown in Fig. 2 where $Y$ represent the actual plant output and $\hat{Y}$ is the predicted plant output.

Since GRNN is a regression-based neural network, it is widely used for approximation, fitting, prediction and regression problems including process modeling and monitoring [4], modeling of dynamic plants [5], aerodynamic forces prediction [6], prediction of voltage variations in power plants [7], prediction of performance and exhaust emissions in internal combustion engine [8], solar photo voltaic power forecasts [9], traffic accidents prediction [10], nonlinear radio frequency systems modeling [11], predictive modeling of nonlinear systems [12], modeling of microwave transistors [13] and identification of a quadcopter dynamics [14].

III. APPLICATIONS OF GRNN IN CONTROL SYSTEMS

In addition to its application in system identification and modeling, GRNN can be used as intelligent adaptive controller. GRNN can be used in control systems either off-line or on-line. If it is used off-line, it needs to be trained to work as inverse dynamics and then it will be deployed into the on-line system. The second approach is using GRNN controller on-line from the beginning so it will adapt to the error signals on-line. In the second case an adaptation algorithm is required to adjust GRNN parameters. The second approach is shown in Fig. 3.

Some of the applications of GRNN in control systems include dead-zone estimation and compensation in motion control of a traveling wave ultrasonic motor [15], fault diagnosis of power system [16], intelligent battery charger [17], microgrid hybrid power systems control [18], bipedal standing stabilization [19], air conditioning control [20], wind generation system [21], helicopter motion control [22], active vibration control [23], active noise cancellation [24], rat-like robot control [25], pipe climbing robot control [26], tracking-control for an optomechatronical Image derotator [27], tracking in marine navigational radars [28], factory monitoring [29], and flapping wing micro aerial vehicle control [30].

IV. GRNN VS BACK-PROPAGATION ANN

In this section a comparative study is conducted between the GRNN performance and a Back-Propagation (BP) FFANNs in the training stage.

The deployed datasets are provided by Matlab Mathworks [30] as a benchmarking data for ANNs performance measuring. Here are descriptions of the used datasets:

- The simple fit dataset is a 1-input/1-output fitting dataset and it contains 94 observations.
- Abalone shell rings dataset is 8-input/1-output fitting dataset and it contains 4177 observations. The ANN should estimate the number of shell rings in abalone based on the 8-inputs.
- Building energy dataset is 14-input/3-output fitting dataset and it contains 4208 observations. The ANN should approximate the energy use in a building based on the given 4-inputs.
- Cholesterol dataset is 21-input/264-output fitting dataset and it contains 4208 observations. The ANN should estimate the Cholesterol levels in the body based on the 21-inputs.
- Engine dataset is 2-input/2-output fitting dataset and it contains 1199 observations. The ANN should estimate the engines torque and emissions based on the given 2-inputs.
- Cancer dataset is 4-input/3-output classification dataset and it contains 150 observations. The ANN should classify the type of cancer based on the 4-inputs.
- Thyroid dataset is 21-input/3-output clustering dataset and it contains 7200 observations. The ANN should classify the patient as normal, hyperfunction or subnormal functioning based on the given 21-inputs.

The Mean Square Error (MSE) and the training time are recorded for both of BP ANN and GRNN for different datasets and shown in Table I.

MSE is a prominent performance measure in ANNs. It can be calculated using the following equation:

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (Y(n) - T(n))^2$$

where $N$ is the size of the output vector, $Y$ is a vector of the output of the neural network, $T$ is a vector of the target values.
Based on the results in Table I, GRNN has always higher training accuracy than BP ANN and less training time. In fact, for Cholesterol and engine data set the training error for BP is very high while on the other hand for GRNN the error is very low.

In the second set of results, the output from every dataset is used to compare between GRNN and BP as shown in Fig. 4, Fig. 5, Fig. 6, Fig. 7, Fig. 8, Fig. 9, Fig. 10, and Fig. 11.

In the last part of the results, GRNN is used to control the altitude of a quadcopter model in the simulation using Matlab. The altitude tracking of the quadcopter is shown in Fig. 12. The GRNN controller is accurately follow the set point reference and the learning is quick.

## V. Conclusion

GRNN provides accurate and quick solution to regression, approximation, classification and fitting problems.

GRNN can be used in system identification of dynamic systems as well as control of dynamic systems.

GRNN outperforms BP ANNs in the accuracy and training time; however, GRNN has some limitations such as the growth of the hidden layer.

When training GRNN with a large dataset it is essential to reduce the data dimensionality using any of the data reduction techniques such as clustering or distance based algorithms.
Fig. 7. GRNN Vs BP cholesterol dataset

Fig. 8. GRNN Vs BP engine dataset

Fig. 9. GRNN Vs BP cancer dataset

Fig. 10. GRNN Vs BP iris dataset

REFERENCES

[1] K. Hornik, M. Stinchcombe, and H. White, “Multilayer feedforward networks are universal approximators,” Neural networks, vol. 2, no. 5, pp. 359–366, 1989.
[2] D. F. Specht, “A general regression neural network,” IEEE transactions on neural networks, vol. 2, no. 6, pp. 568–576, 1991.
[3] A. J. Al-Mahasneh, S. G. Anavatti, and M. A. Garratt, “Altitude identification and intelligent control of a flapping wing micro aerial vehicle using modified generalized regression neural networks,” in 2017 IEEE Symposium Series on Computational Intelligence (SSCI). IEEE, 2017, pp. 2302–2307.
[4] S. G. Kulkarni, A. K. Chaudhary, S. Nandi, S. S. Tambe, and B. D. Kulkarni, “Modeling and monitoring of batch processes using principal component analysis (pca) assisted generalized regression neural networks (grnn),” Biochemical Engineering Journal, vol. 18, no. 3, pp. 193–210, 2004.
[5] T. L. Seng, M. Khalid, and R. Yusof, “Adaptive grnn for the modelling of dynamic plants,” in Intelligent Control, 2002. Proceedings of the 2002 IEEE International Symposium on. IEEE, 2002, pp. 217–222.
[6] S. Yao, D. Guo, and G. Yang, “Three-dimensional aerodynamic optimization design of high-speed train nose based on ga-grnn,” Science China Technological Sciences, vol. 55, no. 11, pp. 3118–3130, 2012.
[7] R. N. das Mercês Machado, U. H. Bezerra, E. G. Pelaes, R. C. L. de Oliveira, and M. E. de Lima Tostes, “Use of wavelet transform and generalized regression neural network (grnn) to the characterization of short-duration voltage variation in electric power system.” IEEE Latin America Transactions, vol. 7, no. 2, 2009.
[8] H. Bendu, B. Deepak, and S. Murugan, “Application of grnn for the prediction of performance and exhaust emissions in hcci engine using ethanol,” Energy conversion and management, vol. 122, pp. 165–173, 2016.
[9] D. AlHakeem, P. Mandal, A. U. Haque, A. Yona, T. Senjyu, and T.-L. Tseng, “A new strategy to quantify uncertainties of wavelet-grnn-pso based solar pv power forecasts using bootstrap confidence intervals,” in Power & Energy Society General Meeting, 2015 IEEE. IEEE, 2015, pp. 1–5.
[10] X.-q. LIU, R.-d. YU, and D.-k. FAN, “Traffic accident prediction based on grnn [j],” Journal of Shandong University of Technology (Natural Science Edition), vol. 2, p. 008, 2007.
[11] H. Li-Na and N. Jing-Chang, “Researches on grnn neural network in rf nonlinear systems modelling,” in Computational Problem-Solving (ICCP), 2011 International Conference on. IEEE, 2011, pp. 1–4.
[12] Y. Song and Y. Ren, “A predictive model of nonlinear system based on
generalized regression neural network,” in Neural Networks and Brain, 2005. ICNN&B’05. International Conference on, vol. 3. IEEE, 2005, pp. 2009–2012.

[13] F. Günes, P. Mahouti, S. Demirel, M. A. Belen, and A. Ulush, “Cost-effective grnn-based modeling of microwave transistors with a reduced number of measurements,” International journal of numerical modelling: electronic networks, devices and fields, vol. 30, no. 3-4, 2017.

[14] A. J. Al-Mahasneh, S. G. Anavatti, and M. Garratt, “Nonlinear multi-input multi-output system identification using neuro-evolutionary methods for a quadcopter,” in Advanced Computational Intelligence (ICACT), 2017 IEEE International Conference on. IEEE, 2017, pp. 217–222.

[15] T.-C. Chen and C.-H. Yu, “Motion control with deadzone estimation and compensation using grnn for twusm drive system,” Expert Systems with Applications, vol. 36, no. 8, pp. 10931–10941, 2009.

[16] L. Z.-w. Y. Qing-hua and W. G. W. Fu-shuan, “Adaptive multi-fault diagnosis of power system based on grnn [j],” Journal of South China University of Technology (Natural Science), vol. 9, p. 001, 2005.

[17] P. Petchjatuporn, N. Khuehlintung, K. Sunat, P. Sirisuk, and W. Kiranon, “Implementation of ga-trained grnn for intelligent fast charger for ni–cd batteries,” in Power Electronics and Motion Control Conference, 2006. IPEMC 2006. CES/IEEE 5th International, vol. 1. IEEE, 2006, pp. 1–5.

[18] T.-C. Ou and C.-M. Hong, “Dynamic operation and control of microgrid hybrid power systems,” Energy, vol. 66, pp. 314–323, 2014.

[19] R. Ghorbani, Q. Wu, and G. G. Wang, “Nearly optimal neural network stabilization of bipedal standing using genetic algorithm,” Engineering applications of artificial intelligence, vol. 20, no. 4, pp. 473–480, 2007.

[20] A. E. Ben-Nakhi and M. A. Mahmoud, “Energy conservation in buildings through efficient ac control using neural networks,” Applied Energy, vol. 73, no. 1, pp. 5–23, 2002.

[21] C.-M. Hong, F.-S. Cheng, and C.-H. Chen, “Optimal control for variable-speed wind generation systems using general regression neural network,” International Journal of Electrical Power & Energy Systems, vol. 60, pp. 14–23, 2014.

[22] T. Amaral, M. Crisóstomo, and V. F. Piros, Helicopter Motion Control Using a General Regression Neural Network. London: Idea Group Publishing, 2003.

[23] A. Madkour, M. A. Hossain, K. P. Dahal, and H. Yu, “Intelligent learning algorithms for active vibration control,” IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews), vol. 37, no. 5, pp. 1022–1033, 2007.

[24] M. Salmasi, H. Mahdavi-Nasab, and H. Pourghassem, “Evaluating the performance of mlp neural network and grnn in active cancellation of sound noise,” Canadian Journal on Artificial Intelligence, Machine Learning and Pattern Recognition, vol. 2, no. 2, 2011.

[25] C. Sun, N. Zheng, X. Zhang, W. Chen, and X. Zheng, “An automatic control model for rat-robot,” in Engineering in Medicine and Biology Society, EMBC, 2011 Annual International Conference of the IEEE. IEEE, 2011, pp. 7413–7416.

[26] B. H. Fan, P. Ji, and K. Zhou, “The implementation of pipe climbing robots real-time speech control based on the generalized regression neural network in embedded system,” in Applied Mechanics and Materials, vol. 220. Trans Tech Publ, 2012, pp. 1986–1989.

[27] B. Altmann, B. Rohloff, C. Pape, and E. Reithmeier, “Identification and tracking-control for an optomechatronical image derotator using neural networks,” PAMM, vol. 16, no. 1, pp. 795–796, 2016.

[28] A. Stateczny and W. Kazimierski, “Determining manoeuvre detection threshold of grnn filter in the process of tracking in marine navigational radars,” in Radar Symposium, 2008 International. IEEE, 2008, pp. 1–4.

[29] I. J. Su, C. C. Tsai, and W. T. Sung, “Comparison of bp and grnn algorithm for factory monitoring,” in Applied Mechanics and Materials, vol. 52. Trans Tech Publ, 2011, pp. 2105–2110.

[30] MathWorks. (2018) Neural network toolbox sample data sets for shallow networks. [Online]. Available: https://au.mathworks.com/help/minet/gs/neural-network-toolbox-sample-data-sets.html