The Role of Fast Frequency Response of Energy Storage Systems and Renewables for Ensuring Frequency Stability in Future Low-Inertia Power Systems
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Abstract: Renewable generation technologies are rapidly penetrating electrical power systems, which challenge frequency stability, especially in power systems with low inertia. To prevent future instabilities, this issue should already be addressed in the planning stage of the power systems. With this purpose, this paper presents a generation expansion planning tool that incorporates a set of frequency stability constraints along with the capability of renewable technologies and batteries to support system frequency stability during major power imbalances. We study how the investment decisions change depending on (i) which technology—batteries, renewable or conventional generation—support system frequency stability, (ii) the available levels of system inertia, and (iii) the modeling detail of reserve allocation (system-wide versus zone-specific). Our results for a case study of Chile’s system in the year 2050 show that including fast frequency response from converter-based technologies will be mandatory to achieve a secure operation in power systems dominated by renewable generation. When batteries offer the service, the total investment sizes are only slightly impacted. More precise spatial modeling of the reserves primarily affects the location of the investments as well as the reserve provider. These findings are relevant to energy policy makers, energy planners, and energy companies.
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1. Introduction

The Paris Agreement has brought many countries together to undertake ambitious efforts to combat climate change. As concrete steps, many countries across the world have committed to their transition toward a low-carbon economy. One of the pillars in the quest for becoming carbon neutral is the decarbonization of electricity systems, where the massive deployment of converter-based renewable generating technologies (RGTs), such as wind and solar photovoltaic generation, plays a major role. This global drive toward renewable energies has already brought concrete results, today showing more (newly added) investments than for all fossils combined [1]. Especially during the last years, many countries and cities have made pledges for 100% renewables-based power systems [1]. The efforts toward a low-carbon economy have also resulted in some electrical systems nowadays experiencing high shares of instantaneous renewable generation, even
exceeding the total demand, during several hours in the year. This situation occurred, for instance, in Denmark, which in 2015, had a peak production of renewable energies of 140%, compared to the electricity demand; South Australia reached 120% in 2016 [2].

The transition from conventional power systems dominated by synchronous generators to future systems based on RGTs still has ongoing challenges in terms of power system operation and control, especially from a frequency stability viewpoint [3]. In this context, a critical situation that power systems can face is the sudden disconnection of a generating unit or a demand block (hereinafter a contingency), which results in major changes in the system frequency. Following a contingency, the immediate frequency response of the system is mainly determined by the inertia in the rotating masses of synchronous generators and motors. During the first seconds after the power imbalance, their rotating masses will inject or absorb kinetic energy into or from the grid to counteract the frequency deviation [4]. This natural action is essential to arrest the change in frequency and prevent the activation of automatic under-frequency load-shedding schemes or the over-frequency generator-tripping ones. Beyond this natural response, primary frequency controls of synchronous machines react by changing the generated power to recover the power balance. The system inertia is, therefore, one of the key system parameters upon which the operation of power systems is based [5]: the lower the system inertia, the faster the system frequency will change within the first seconds, thus hazarding the system frequency stability. Further, high levels of system inertia render the system frequency dynamic slower and thus easier to regulate [6]. Maintaining the grid frequency within an acceptable range during normal operating conditions and major disturbances is a mandatory requirement for the stable operation of electrical power systems. This is a key issue for avoiding the social and economic consequences that major blackouts may have on society.

Several investigations have shown that in future systems based on RGTs, one of the key challenges will be the ability of the system to ride through major power imbalances and maintain a stable frequency [5]. The increasing use of RGTs and the displacement of synchronous generators will result in power systems with low levels of system inertia and, thus, more prone to frequency stability issues [7,8]. While solar photovoltaic (PV) power plants have no rotating parts to contribute with inertial response, variable speed wind generators are connected to the grid through power converters which decouple their mechanical response from the grid [4,8]. In future power systems with significant penetration levels of RGTs, low levels of system inertia may critical for maintaining frequency stability, especially in the case of islanded systems and small isolated systems, where the inertia (without RGTs) is already low [4,9].

In response to these new challenges, many researchers have introduced new control strategies for converter-based generation, such as RGTs and battery energy storage systems (BESSs), to deliver the so-called fast frequency response (FFR). In this way, RGTs and BESSs can support the grid frequency during major power imbalances similar to how conventional generators do so. In these control strategies, the system frequency is used as input to the controllers to mimic the dynamic response of synchronous machines during large frequency deviations. However, to allow FFR in RGTs, these units must be either operated in de-loaded mode (i.e., below the maximum power point, with space to ramp up in case of contingencies) or must incorporate a BESS [10,11]. When operating in de-load mode, RGTs supply only a percentage of their available active power, which reduces their profitability and limits the full utilization of clean energy sources. Likewise, incorporating a BESS increases the investment cost of the RGT project, thus making it less attractive to investors. A comprehensive review of different control techniques for providing FFR with solar and wind power plants can be found in [12,13].

The benefits of allowing RGTs and BESSs to contribute, along with FFR, to improving system frequency stability have been widely reported in the technical literature, as reviewed in [12,13]. However, including the FFR capability of RGTs and BESSs in optimization models for power system planning is still incipient. In fact, from more than 300 papers analyzed in [14–16], only five publications addressing power reserves and
frequency-related issues could be identified. In [17], the authors use a general formulation of reserves provided by conventional hydro and gas power plants. The proposal in [18] includes operational reserves from energy storage in the planning process, but only uses exogenously prescribed levels of installed storage capacities (i.e., they do not optimize the investments of energy storage). The work in [19] is likely the most complete model in terms of reserve definition (secondary and tertiary) and the technologies that are allowed to offer it, including conventional power plants and energy storage. Following a similar line, in [20,21], the authors study the impact of considering a frequency response and a general operating reserve, respectively, provided by storage systems on the coordination of generation and storage infrastructure. Again, in all these works, renewable technologies are neglected for reserve provision.

Publications addressing frequency stability constraints within power system expansion planning are even more scarce. Indeed, only two publications were found [22,23]. Both works are based on the model proposed in [24] that consists of an optimal power flow problem to ensure a minimum frequency level after a contingency. For this purpose, the authors constrain a (minimum) ramp level of the system. The proposal in [22] modifies this equation to quantify the inertia and primary reserves in single-node generation expansion planning and uses linear-stochastic optimization with Benders decomposition to deal with conditional value at risk (CVaR) to plan a future hydrothermal power system with renewables. The proposal in [23] uses a two-stage generation expansion planning approach. In the first stage, the model decides the investment, and in the second stage, the flexibility of the system. If the system cannot fulfill the requirements, first-stage investments are reinforced with gas turbines or the governor parameters of the pre-installed machines are modified. In these two aforementioned works, FFR capability of RGTs and storage technologies are fully neglected, thus limiting the reserves providers to conventional technologies.

From this body of literature, it becomes clear that power system planning with a detailed reserve modeling is still, at best, very incipient, and that planning considering FFR capability of converter-based technologies such as RGTs and BESSs remains fully un unanswered. Considering the economic consequences of requiring FFR capability in RGTs, the main objective of this article is to better understand how the inclusion of frequency stability constraints and FFR capability of RGTs impacts the investment decisions in planning exercises. In particular, in power systems dominated by RGTs, we aim to respond:

- Should BESSs operate with enough reserves to provide FFR?
- Should RGTs operate in de-loaded mode to provide FFR?
- How do investment decisions change depending on who offers FFR?
- How do these answers change for different levels of inertia in the power system?
- How is the location of reserves impacted?
- How does the spatial inertia distribution in the network impact the investment decisions as well as the FFR providers?

This article represents a first attempt to answer the aforementioned questions. To this end, we introduce a generation expansion planning (GEP) model that explores the benefits of allowing BESSs and RGTs to deliver FFR during major contingencies. We use this model to plan the Chilean power system in the year 2050 considering a fully renewable scenario. The main contributions of this article are:

1. A $f_{sys}$-security-constraint GEP model that includes a system-wide frequency constraint to ensure frequency stability during major power imbalances (uninodal model). The model considers that BESSs and RGTs are able to support frequency stability with FFR by keeping some power reserves.
2. A $f_{i=1...N}$-security-constraint GEP model that includes a set of frequency constraints for ensuring frequency stability. This model also considers that BESSs and RGTs can support frequency stability with FFR.

The results obtained in a real study case based on the Chilean power system in the year 2050 allow us to identify the impacts of allowing BESSs and RGTs to support frequency
stability with FFR in both the optimal sizing of BESSs and RGTs, as well as in the total system costs. The proposed modeling approaches and the case studies are useful for network planners and regulators. On the one hand, network planners benefit from having a GEP model able to endogenously consider the frequency stability challenges imposed by high levels of RGTs. On the other hand, for regulators, our model represents a useful supporting tool in the definition and design of new frequency-related ancillary services needed in future low-inertia power systems dominated by RGTs.

The remaining of this article is organized as follows. Section 2 presents the GEP model used for planning the generation expansion of power systems considering frequency stability constraints and the ability of BESSs and RGTs to provide FFR. Section 3 presents the case study and Section 4 the obtained results. Finally, in Section 5, we conclude and outline future work.

2. Generation Expansion Planning Model Considering Frequency Stability Constraints

This article extends an existing power system expansion model (LEELO, presented in [21]) by adding a set of requirements for maintaining the system frequency stability after a contingency (\(f\)-stability constraint). The impact of including such requirements on the investment decisions is then studied in a case study on Chile.

LEELO is an optimization tool based on total cost minimization (investment and operation) that includes the sizing and location of storage, renewable, and transmission systems. LEELO has been used in multiple studies, for example in [21,25], among others. The main advantages of LEELO are its detailed representation of hydropower cascades, the option of simulating different power system services [21] (which we will further improve in the present work), and the support of a multi-objective framework [25].

The planning approach is static, i.e., one target year is considered in which investments are treated as annuities. The model captures different geographic zones which are interconnected with transmission infrastructure represented with a transport model (voltage differences and phase angles are ignored). LEELO, in each zone, decides what generators (wind, solar PV, run-of-river) and storage devices (Li-ion battery systems, pumped hydro storage, power-to-gas/gas-to-power) to build as well as the transmission between zones. Note that both energy and power capacities of storage devices are decision variables in the optimization model.

LEELO is written in GAMS [26], a software dedicated to optimization problems. The mathematical model translates into linear program, solved with a barrier algorithm from the commercial solver package CPLEX from IBM [27].

Next, the fundamentals on system dynamics related to inertial response of power systems are presented (Section 2.1), and the details on the model extension performed (Section 2.2).

2.1. Theoretical Background

2.1.1. System Dynamic Right after the Occurrence of a Contingency

During the first seconds after a power imbalance, the magnitude of the rate of change of frequency (ROCOF) can be approximated by [28,29]:

\[
\text{ROCOF} = \frac{df}{dt} = \frac{f_0}{2} \cdot \frac{\Delta P}{H_{sys}}
\]  

(1)

where \(\Delta P\) is the magnitude of the power imbalance (in per unit), \(H_{sys}\) is the system inertia constant after the contingency (in seconds), and \(f_0\) is the nominal system frequency (in Hertz). Equation (1) neglects the frequency response of the loads and assumes that the power of prime movers does not change during the first seconds after the disturbance, i.e., it describes the initial frequency dynamics of the system before the governors of the synchronous generators (SGs) are activated. After this first stage, the governors start to
respond to the frequency drop to prevent a further decrease of the frequency. The total system inertia constant $H_{sys}$ is given by

$$H_{sys} = \sum_{i=1}^{N} H_i \frac{S_i}{S_b}$$

(2)

where $N$ is the number of SGs operating in time $t$ (after the contingency), $H_i$ is the inertia constant of unit $i$ (in seconds), $S_i$ is the nominal power of unit $i$ (in MVA), and $S_b$ is the common system base (in MVA). From Equations (1) and (2), it can be seen that the $ROCOF$ after a contingency mainly depends on the power imbalance and the inertia constant of the system, which depends on the online SGs. As inertia-less RGTs displace conventional SGs, the system inertia is reduced, meaning that the $ROCOF$ of the system during the first seconds after a contingency will tend to increase. As a consequence, larger frequency deviations may be expected during generation outages thus affecting system frequency stability.

2.1.2. FFR Capability of Renewable Energies and Storage

As mentioned in the introduction, the use of RGTs and BESSs for frequency regulation and provision of FFR during contingencies have been widely investigated in the last years. These works have shown that the use of power electronic converters allows RGTs and BESSs to exhibit response times in the order of milliseconds for supporting frequency stability after major power imbalances, i.e., much faster than conventional machines. This characteristic allows us to assume that in future low-inertia power systems with high shares of renewable generation, FFR may be a good alternative for ensuring system frequency stability and, hence, that it may be required by grid codes [30]. To account for the contribution of BESSs and RGTs to the support of frequency stability through FFR following a contingency, we modified Equation (1) as follows:

$$ROCOF = \frac{df}{dt} = \frac{f_0}{2H_{sys}} \cdot (\Delta P + \Delta P_{Renewable} + \Delta P_{ESS})$$

(3)

where $\Delta P_{Renewable}$ and $\Delta P_{ESS}$ are the power contributions of RGTs and BESSs, respectively, to the system inertial response during the first seconds after the contingency (per unit). It is important to highlight that in Equation (3), it is assumed that RGTs and BESSs can respond instantaneously to a contingency, i.e., no control delay is considered. Although this is not the case in real-world power systems, the very fast response times of power converters allow us to use this simplification without concern.

Since the $ROCOF$ during the first seconds after the contingency has a key influence on the resulting frequency nadir of the system, to ensure frequency stability, we limit the value of the $ROCOF$ of the system within the first seconds as follows:

$$ROCOF \geq \pi$$

(4)

Limiting the $ROCOF$ of the system allows us to prevent large frequency drops within the first seconds, which may ultimately result in a frequency nadir below a predefined minimum threshold ($f_{min}$). Note that limiting the $ROCOF$ is a common strategy used by system operators around the world to ensure frequency stability. In some jurisdictions, a maximum value of the $ROCOF$ is even imposed in the corresponding grid code. For example, in the Nordic system and the Ireland grid, the $ROCOF$ relays for load shedding are set to $-0.5 \ [Hz/s]$ [31], while in the UK National Grid, it is $-0.125 \ [Hz/s]$ [32].

Notice that Equation (4) assumes a similar frequency response following a contingency across the network. However, this is not always the case in real-world power systems, especially in power systems with long transmission lines. In [33], the authors demonstrate that in the Australian National Electricity Market system (which has a very long transmission network), the use of a system-wide inertia constraint is ineffective because of local effects. In their simulations, the $ROCOF$ did not comply the given limits due to uneven
distribution of the system inertia in different regions. To address this issue, in this work, we also consider a multinodal system and estimate the ROCOF for individual zones. The equation describing the ROCOF per zone \( z \) is the following:

\[
ROCOF_z = \frac{df_z}{dt} = \frac{f_0}{2H_z} \left( \Delta P_z + \Delta P_{\text{Renewable},z} + \Delta P_{\text{BESS},z} + \Delta P_{\text{imp},z} - \Delta P_{\text{exp},z} \right) \tag{5}
\]

where \( \Delta P_{\text{imp},z} \) and \( \Delta P_{\text{exp},z} \) represent the import and export power contribution from other zones, respectively, and \( H_z \) represents the amount of inertia for each zone. In addition, the power export per zone following a contingency must fulfill Equation (6). This equation limits the export power per zone following a contingency, which cannot be greater than the import power to the zone and the FFR provided by BESSs and RGTs.

\[
\Delta P_{\text{exp},z} \leq \Delta P_{\text{imp},z} + \Delta P_{\text{Renewable},z} + \Delta P_{\text{BESS},z} + \Delta P_{H,z} \tag{6}
\]

2.2. GEP Model

The improvements to LEELO performed in this study include a simplified version of the power system dynamics by introducing an equation for the maximum ROCOF. Furthermore, the model captures the available system inertia from the installed capacity of hydropower plants. For the sake of brevity, only the newly introduced frequency stability constraints are presented here. The full details of the original model can be found in [21]. Please see Tables A1–A4 in the appendix for more information on the nomenclature of sets, decisions variables, and inputs.

2.2.1. System-Wide Frequency Stability Constraint

The estimation of the ROCOF of the system within the first seconds after a given power imbalance \( \Delta P_s \) is shown in Equation (7), and depends on the total system inertia \( H_{\text{sys}} \), which is a fixed value, and the responses of storages, wind, and photovoltaic plants, \( f_{\text{RES}}^{S,z,s}, f_{\text{RES}}^{W,z,w}, \) and \( f_{\text{RES}}^{PV,z,pv} \), respectively. To consider system stability constraints, the ROCOF is restricted to a minimum value ROCOF_{min}.

\[
ROCOF_t = \frac{f_0}{2H_s} \left( -\Delta P_s + \sum_{z,s} f_{\text{RES}}^{S,z,s} + \sum_{z,pv} f_{\text{RES}}^{PV,z,pv} + \sum_{z,w} f_{\text{RES}}^{W,z,w} + \Delta P_{\text{imp},t} - \Delta P_{\text{exp},t} \right) \geq \text{ROCOF}_{\text{min}} \forall t \tag{7}
\]

2.2.2. Zone-Specific Frequency Stability Constraints

Some real-world power systems may experience different ROCOF in different zones after a contingency. Therefore, to ensure that the ROCOF is maintained within acceptable values in all zones, we expanded Equation (7) for each zone individually as follows:

\[
ROCOF_{tz} = \frac{f_0}{2H_z} \left( -\Delta P_{t,z} + \sum_{z,s} f_{\text{RES}}^{S,z,s} + \sum_{z,pv} f_{\text{RES}}^{PV,z,pv} + \sum_{z,w} f_{\text{RES}}^{W,z,w} + \Delta P_{\text{imp},t,z} - \Delta P_{\text{exp},t,z} \right) \geq \text{ROCOF}_{\text{min}} \forall t, z \tag{8}
\]

In Equation (8), we consider the power contribution of neighboring zones by including the variables \( \Delta P_{\text{imp},t,z} \) and \( \Delta P_{\text{exp},t,z} \). These variables represent the import and export power per zone, respectively. Every power imbalance \( \Delta P_{t,z} \) is independent, which means that only one contingency can be evaluated per time.

2.2.3. Modeling of Reserves and FFR from Renewable Technologies and Batteries

In this proposal, we allow RGTs to operate in de-loaded mode to contribute to the frequency regulation and to provide FFR during major contingencies. The offered reserve \( f_{\text{RES}}^{R,z,r} \), together with the offered energy \( P_{t,z,r} \), are restricted to the available energy for all time steps according to

\[
f_{\text{RES}}^{R,z,r} + P_{t,z,r} \leq p_{t,z,r}^{\text{int},r} \cdot \text{Profile}_{t,z,r} \forall z, t, r \tag{9}
\]
Similarly, BESSs can also support frequency regulation to respect installed capacities and available energy according to

\[
\frac{\text{fRES}_{t,z,s} + P_{\text{discharge}}^{t,z,s}}{P_{\text{ins}}^{t,z,s}} \leq \forall z, t, s (10)
\]

\[
\left(\frac{\text{fRES}_{t,z,s} + P_{\text{discharge}}^{t,z,s}}{\Delta t}\right) \leq \text{stored}_{t,z,s} \forall z, t, s (11)
\]

3. Case Study

In this section, we briefly describe the setup of our case study (Section 3.1), including inputs (Section 3.2) and scenarios (Section 3.3), to identify the role of BESSs and RGTs for sustaining frequency stability.

3.1. Description of the Power System

We use a static planning approach with hourly resolution (i.e., 8760 sequential time steps) to design Chile’s power system at the year 2050. We modeled the Chilean power system in four zones (see Figure 1). Each zone includes three profiles for both wind and solar technologies, totaling 24 profiles and all (existing) hydropower cascades. These profiles were obtained from the tool Solar and Wind Energy Explorer [34,35] and follow the definition used in our previous publication [21]. For each study case, the main outputs include investments in wind and solar photovoltaic power and battery systems.

Figure 1. Diagram of the Chilean power system divided in four zones [25].
3.2. Input Data

The main inputs for our planning tool refer to investment costs, technical data for technologies, and profiles for renewable generation. As a summary, Table 1 shows the investment costs and lifetime used for BESSs and RGTs. These data are based on [36], which uses experience curves to project the costs to the year 2050, and have been validated in [37,38]. The yearly load profiles (with hourly resolution) of each zone are based on [39]. These were then projected to the year 2050 using the growth rates given by Chile’s National Energy Commission [40]. This results in an average demand of 3, 12, 2, and 6 GW (23 GW in total) for the zones $Z_1$ to $Z_4$, respectively, and a peak load of 29 GW. All inputs are openly available in [41]. Note that in contrast to that database, in the present study, we did not consider pumped hydro nor hydrogen storage. Furthermore, the data for the stability constraint will be explained in the next subsection.

Table 1. Costs and lifetime used for BESS and RGTs.

| Technology | Investment Costs | Lifetime [Years] |
|------------|------------------|------------------|
| Wind       | 900 k€/MW        | 25               |
| PV         | 330 k€/MW        | 40               |
| BESS       | 24.9/70.9 k€/MWh | 10               |

3.3. Defines Cases and Resulting Scenarios

To evaluate the role that BESSs and RGTs can play in providing FFR in systems with low inertia, we defined three sets of cases to be evaluated in our study: (i) different levels of existing inertia in the system, (ii) different stability constraints (system-wide $f$-constraint versus zone-specific $f$-constraints), and (iii) different strategies regarding what technology (renewable and/or storage) is allowed to provide the FFR. These sets are described next and summarized in Table 2.

Table 2. List of defined cases and abbreviations.

| Set of Cases                   | Code | Description                                      |
|--------------------------------|------|--------------------------------------------------|
| Levels of available inertia    | S1   | 6 GW                                             |
|                               | S2   | 12 GW                                            |
|                               | S3   | 18 GW                                            |
|                               | S4   | 24 GW                                            |
| System-wide versus zone-specific reserves | SW  | System-wide frequency stability constraint    |
|                               | ZS   | Zone-specific frequency stability constraint     |
| What technology provides reserves (FFR contribution) | IC: NO | Without frequency stability constraint          |
|                               | IC: HYDRO | Only hydropower provides FFR                  |
|                               | IC: BESS  | Only BESSs and hydropower plants provide FFR    |
|                               | IC: RGT   | Only RGTs and hydropower plants provide FFR     |
|                               | IC: ALL   | BESSs, RGTs, and hydropower plants provide FFR  |

i. Level of available inertia: Regarding possible future levels of system inertia, we built four scenarios by varying the installed capacity of hydropower (denoted S1 to S4). We assumed that according to the decarbonization plan in Chile, rotating masses from fossil generation will not be available in the target year. The first scenario (S1) represents the current situation of hydropower capacities (6 GW) [39]. In each of the following scenarios (S2, S3, S4), we successively increased the installed capacity by 6 GW, resulting in 24 GW for the last scenario (S4). These values may be realized by incorporating new hydropower projects, re-powering and up-powering of existing installations, and new pumped hydro installations. Regardless of the actual hydropower park in the year 2050, these scenarios are helpful to understand the sensitivity of our results in systems with different levels of inertia which, in practice, could also be provided by other technologies, e.g., flywheels.
ii. **System-wide versus zone-specific $f$-constraints:** We run the GEP model for cases with a system-wide $f$-constraint (FS-U) and a set of zone-specific $f$-constraints (FS-M) for ensuring system frequency stability. Both cases are compared to the case without frequency stability constraints (NS). For the system-wide $f$-constraint, we consider the loss of the largest generation unit, which is a hydropower unit of 0.7 GW. This sudden generation trip would lead to a power mismatch of 0.7 GW. In the zone-specific $f$-constraints, we consider the loss of the largest generation unit in each zone (see Tables A1–A4 and Figure A1 in the Appendix A for further details). For zones 1 and 2, we considered large hydro units (0.7 and 0.6 GW, respectively), and for zones 3 and 4, a large renewable power park (0.1 GW for each). Note that, in each case, only the trip of one generating unit at a time is considered.

iii. **What technology provides reserves:** Regarding the technology that may contribute with FFR, we considered the following cases: (i) neither BESSs nor RGTs contribute with FFR (IC: HYDRO), in which case the frequency must be maintained solely by hydropower plants; (ii) only BESSs and hydropower plants contribute with FFR (IC: BESS); (iii) only renewable generators and hydropower plants contribute with FFR (IC: RGT); and (iv) BESSs, RGTs, and hydropower plants contribute with FFR (IC: ALL).

**Resulting scenarios:** Scenario sets (i) and (ii) relate directly to our research questions 1 and 2, while set (iii) is transversal to both research questions. Consistently, we organize our discussion on what technology provides the reserves into two parts. The first part analyses different levels of inertia (set i by set iii, resulting in 20 cases), and the second part focuses on the location requirements of reserves (set ii by set iii, resulting in 8 cases).

4. Results

In this section, we present the results of our case study for the two scenario sets, as defined in the last paragraph of Section 3.3. First, we discuss how planning with frequency stability constraints impacts the overall investment decisions under different levels of available inertia (Section 4.1). Then, we analyze how the spatial inertia distribution in the network impacts the investment decisions. For this, we compare the results obtained from our GEP model using the system-wide $f$-constraint and the zone-specific $f$-constraints (Section 4.2).

4.1. Impact of Modeling Frequency Constraints on Investment Decisions

In this part, we first analyze how the participation of different technologies in providing FFR impacts the total investment decisions. Then, we inspect these results under scenarios of varying available inertia.

The total (to be) installed capacities of BESS, wind, and solar PV (and hydro, which is constant) of the projected system at the year 2050 are shown in Figure 2. Each bar refers to a case in which a different technology provides FFR. Going from left to right, that is no FFR is modeled, only hydropower provides inertia, only BESS provides FFR, only renewables provide FFR, and all technologies provide FFR (all of these cases correspond to the scenario S1). Figure 2 provides three messages:

- Relying solely on hydropower plants to meet the system frequency stability requirements is not sufficient (IC: HYDRO). Here, the planning model is unfeasible. To some extent, this is to be expected, as the frequency requirements are similar to those in the system today, but most of the technologies with rotating masses will have been phased out. If not replaced with new technologies, the system will simply not meet the stability requirements.
- Exclusively using renewables to contribute with FFR (IC: RGT) is feasible but results in 2–3% larger power capacity investments. The possibility to assure frequency stability only with renewables is an interesting finding, especially if storage technologies happen not to evolve as cheaply as the projections insinuate today. In this context, the
ability to offer FFR by RGTs based on adding control loop to the converter controller might be an alternative.

- When only BESSs aid in FFR provision (IC: BESS), the resulting investment sizes are very similar to the case in which FFR is not modeled (IC: NO). The same holds for the case in which all technologies participate in FFR provision (IC: ALL). This happens due to the topology of the resulting system: solar PV, being the most cost-effective solution (given its cheap costs and Chile’s excellent solar resources), is massively deployed. This, in turn, triggers large investments in batteries for shifting energy from day to night (energy arbitrage). In addition, the inertia requirements (0.7 GW) seem rather small next to the over 20 and 6 GW of power capacity from batteries and hydropower plants, respectively. From these capacities, some might always be readily available to meet other services, such as FFR.

![Figure 2. Impact of planning with frequency stability constraints on installed power capacities which offer the FFR.](image)

Next, let us take a look at scenarios of different levels of available inertia. Figure 3 shows these scenarios (S1–S4) in four groups. The set of scenarios on the furthest left (S1), are the same results as discussed in Figure 2. One group to the right shows the results for a system with more available inertia (S2) and so on. Here, we observe the following:

- In S2 (double as much available inertia as S1), when hydropower is the only provider of inertial response (IC: HYDRO), the projected system is unable to comply with the frequency stability constraints without help from BESSs or RGTs. Again, investments are slightly higher if renewables are the only technology allowed to provide FFR (IC: RGT). Moreover, similarly to S1, if batteries (IC: BESS) or all technologies (IC: ALL) participate, the investment recommendations are very similar to the case in which no FFR is prescribed (IC: NO).

- In scenarios S3 and S4, planning with the frequency stability constraints has negligible effects on the optimal solution. Here, the available inertia is large enough to meet the system’s requirements without the need for further action.
As a concluding remark of Section 4.1, in highly renewable electrical systems, it will be necessary to include FFR from some converter-based technology, as already being discussed in the literature. From a regulatory viewpoint, our results show that requiring FFR from RGTs may not be mandatory as long as that response is provided by BESSs. This may also result in additional savings in the total system costs since RGTs may be deployed without additional equipment (including software for FFR) and without the foregone energy sales (due to de-loaded operation). All these conclusions are robust for different levels of available system inertia, going from the minimum projected level of inertia (S1) up to double that value (S2).

4.2. Impact of Zone-Specific Frequency Constraints on Investment Decisions

In this section, we will study how modeling a system-wide frequency stability constraint is different from a set of zone-specific frequency stability constraints. In particular, we will focus on how these two cases impact (i) the location of investments and (ii) the location of the main FFR providers.

The difference in investments, arising from modeling a system-wide versus a zone-specific f-constraint, is shown in Figure 4. This figure shows how the power capacity of the different technologies (BESS, PV, WIND) is relocated along the four zones of the model. It is organized into three panels: (a) when only BESS provides reserves, (b) when only renewables provide reserves, and (c) when all technologies provide reserves. From panel b (IC: RGT), we can read, for example, how the power capacities from BESS decrease by 7% in zone 1 and increase by 2% in zone 2 when requesting zone-specific reserves. Overall, what we can learn from Figure 4 is the following:

- There is a measurable relocation of investments. This holds for all technologies, and under all scenarios. In other words, if the spatial inertia distribution in the network is uneven, zone-specific inertia modeling should be preferred. The difference in investment sizes is ranged between $-7\%$ and 5%.

- When comparing the three panels (a, b, c), it becomes clear how the largest difference occurs when only renewables provide FFR. The other extreme is when all technologies participate in reserve provision (panel c), where the relocation of investments is minimum.
• The largest relocations occur for zone 1 and zone 2. Zone 1 generally shows lower investments and zone 2 higher investments, when using a zone-specific approach. The resulting investments in zones 3 and 4 are more stable.
• When planning with zone-specific \( f \)-constraints, batteries are generally down-sized and compensated by larger wind farms.
• Finally, when analyzing the (system) total investment sizes (not directly shown here, but computable when summing all the differences), there is no significant difference between the two ways of modeling the frequency constraint. This also holds for total costs.

Figure 4. Relocation of investments depending on what technology provides virtual inertia. Negligible values are omitted for clarity purposes.

In terms of which technology provides FFR (and in which zone), Figure 5 provides the overview. It follows the same structure as Figure 4, but instead of showing investments, it shows the (difference in) operational values on who provides the reserves. This figure reveals that when requesting a zone-specific constraint level:
• There is an impact on the location of the reserve provider. This impact occurs for all scenarios and zones and ranges between \(-56\%\) and \(30\%\) (see Figure 5).
• The reserve providers suffer from important relocations. The operational difference is particularly large when only batteries offer FFR (panel a), with an average of \(30\%\). On the other hand, when only renewables offer reserves (panel b), that relocation is minimum. The latter can be explained by the slack that the renewable power plants have, given their over-investments which results in energy curtailment when they are the only reserve providers (recall Figure 2).

Summarizing Section 4.2, requesting zone-specific \( f \)-constraints (as opposed to a system-wide requirement), might not impact the (system’s) total investments, but it does affect the location of the different technologies up to approximately \(\pm 5\%\). This is especially relevant when finding the precise location is of interest. When taking a look at who provides FFR (and where), there is also an impact on the location. Batteries are particularly strongly affected.
5. Conclusions

In the present work, we studied the impact of requiring FFR on the investment decisions of a future renewable power system. For this purpose, we extended an optimization-based planning tool by adding an equation for inertial frequency response. Then, in a case study, we used different scenarios, varying (i) the reserve provider (batteries, renewable generators, and conventional hydropower), (ii) the available level of reserves (based on defined levels of conventional technologies), and (iii) the requirement of a system-wide versus a zone-specific reserve to study their impact on investment decisions.

We found that in highly renewable power systems, requesting additional technologies to provide FFR will be mandatory. That response could come from renewable generators (by operating them in de-load mode), calling for slight over-investments, but it seems more efficient for batteries to provide such a response. The total power capacities are not strongly impacted because there are large battery systems available in the system, triggered by the need for buffering solar energy. These messages hold for different levels of available inertia.

Modeling zone-specific (versus system-wide) inertia requirements impacts the location of the different technologies up to approximately +5%, although, again, the total capacities remain unaltered. When analyzing what technology provides the reserves and in what zone, there are large differences observed, especially in batteries.

For future work, we envision the need to focus on the pathway toward fully renewable systems because there might be critical points along the way (in terms of critical values of available flexibility and inertia). Furthermore, dynamic system simulation should be performed to validate the found investment size from a stability point of view.

In general, our findings are important for planners, especially when the location of the energy infrastructure is of interest, and for regulators in the task of defining new stability services for future power systems.

Figure 5. Relocation of reserves depending on what technology provides FFR. Negligible values are omitted for clarity purposes.
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Appendix A

Table A1. Nomenclature of the model: sets.

| Name   | Description               |
|--------|---------------------------|
| t      | Time steps                |
| r      | Renewable power plants    |
| s      | Storage technologies      |
| H      | Hydropower plants         |
| pv     | Photovoltaic plants       |
| W      | Wind plants               |
| z      | Zone “i”                  |

Table A2. Nomenclature of the model: Operational variables.

| Name   | Units | Description                                      |
|--------|-------|--------------------------------------------------|
| $P_{charge,s,t,z}$ | MW    | Power charged to or discharged from storage s in zone z at time t |
| $P_{discharge,s,t,z}$ | MW    | Power charged to or discharged from storage s in zone z at time t |
| $f_{Res,S,s,t,z}$ | MW    | Contingency reserve from storage s in zone z at time t |
| $f_{Res,pv,s,t,z}$ | MW    | Contingency reserve from photovoltaic in zone z at time t |
| $f_{Res,w,pv,s,t,z}$ | MW    | Contingency reserve from wind in zone z at time t |
| $f_{Res,t,z}$ | MW    | Contingency reserve from renewables in zone z at time t |
| $H_{seg}$ | seg   | Inertia of the system                            |
| $\Delta P$ | p.u. | Power imbalance                                 |
| $\Delta P_{Renewable}$ | p.u. | Power contributions of RGTs                     |
| $\Delta P_{ESS}$ | p.u. | Power contributions of BESSs                    |
| $P_{imp,t,z}$ | MW    | Import power per zone z at time t in case of contingency |
| $P_{exp,t,z}$ | MW    | Export power per zone z at time t in case of contingency |
| $P_{r,z}$ | MW    | Offered energy from renewables in zone z at time t |
| $S_i$ | MVA   | Nominal power of unit t                          |
| $S_b$ | MVA   | Common system base                               |
| $stored_{s,z,t}$ | MWh   | Stored energy of storage s in zone z at time t    |

Table A3. Nomenclature of the model: investment variables.

| Name   | Units | Description                                      |
|--------|-------|--------------------------------------------------|
| $p_{ins,r,s,t}$ | MW    | Installed power capacity of renewable technology r in zone z |
| $p_{ins,l}$ | MW    | Installed power capacity of transmission lines l |
| $p_{ins,s,z}$ | MW    | Installed power capacity (discharging, charging) of storage s in zone z |
| $e_{ins,s,z}$ | MWh   | Installed energy capacity of storage s in zone z |
Table A4. Nomenclature of the model: inputs.

| Name          | Units | Description                                           |
|---------------|-------|-------------------------------------------------------|
| $\text{Profile}_{r,t,z}$ | %     | Profile of renewable source $r$ in zone $z$ at time $t$ |
| $\text{ROCOF}$ | Hz/seg | Rate of change of frequency                           |
| $f_0$         | Hz    | Nominal frequency of the system                       |
| $H_i$         | seg   | Inertia constant of unit $i$                          |
| $H_z$         | seg   | Amount of inertia for each zone                        |
| $\Delta P_e$  | MW    | Equivalent power contingency                          |

Figure A1. Investment cost per technology in M Mill: sensitivities to different levels of available inertia.
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