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Abstract

The ongoing COVID-19 pandemic has overwhelmingly demonstrated the need to accurately evaluate the effects of implementing new or altering existing nonpharmaceutical interventions. Since these interventions applied at the societal level cannot be evaluated through traditional experimental means, public health officials and other decision makers must rely on statistical and mathematical epidemiological models. Nonpharmaceutical interventions are typically focused on contacts between members of a population, and yet most epidemiological models rely on homogeneous mixing which has repeatedly been shown to be an unrealistic representation of contact patterns. An alternative approach is individual based models (IBMs), but these are often time intensive and computationally expensive to implement, requiring a high degree of expertise and computational resources. More often, decision makers need to know the effects of potential public policy decisions in a very short time window using limited resources. This paper presents an estimation algorithm for an IBM designed to evaluate nonpharmaceutical interventions. By utilizing recursive relationships, our method can quickly compute the expected epidemiological outcomes even for large populations based on any arbitrary contact network. We utilize our methods to evaluate the effects of various mitigation measures in Iowa, USA, at various times and to various degrees. R code for our method is provided in the supplementary material, thereby allowing others to utilize our approach for other regions.

Introduction

In December 2019, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), was discovered in Wuhan China [1]. The virus causes the Coronavirus Disease 2019 (COVID-19), characterized by fever, cough, shortness of breath and other respiratory or flu-like symptoms. Severe cases can lead to pneumonia, respiratory failure, multi-organ dysfunction and death [2][3][4]. Since its discovery, the virus has rapidly moved across the globe and in March 11th, 2020 the World Health Organization declared COVID-19 to be a global pandemic. To date, over 5.6 million cases and over 350,000 deaths have been reported worldwide [5]. Nearly all countries have identified COVID-19 cases, with over 110 countries reporting greater than a thousand cases and 27 countries having recorded over a thousand deaths [5]. As the size of the pandemic continues to grow experts expect COVID-19 will pose a significant threat for
many months and potentially years. Thus, the burden not just to population health, but also the overall healthcare system, skilled and long-term care, and the global economy are likely to be substantial.

Given the rapid growth with which COVID-19 has moved across the globe, policy makers have sought guidance to slow the spread, reduce the severity of the epidemic, or guide strategies for reopening. Consequently, many infectious disease models have been developed to forecast the trajectory of the current epidemic and to understand the likely impact of a range of interventions [6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. Models designed to capture certain aspects of the epidemic (e.g., forecasting mortality) may not be well suited for others (e.g., evaluating policy decision making), and so decision makers have increasingly had to navigate a range of diverse modeling approaches while attempting to find approaches that can meet the specific nature of a given setting [16]. In short, decision makers need information on the effects of public policy measures on an epidemic that is both timely and accurate. From a modeler’s perspective, this translates into a model which is both computationally efficient and which captures salient features of transmission through a population.

One model which has received much attention from decision makers (e.g., [17]) is that of the Institute for Health Metrics and Evaluation (IHME) [6]. The IHME model, as of April 27, 2020, is a curve fitting approach which makes forecasts based on mortality rates over time. Curve fitting approaches, however, do not model transmission nor individual actors and settings, and thus have limited use to decision makers weighing whether to implement or relax nonpharmaceutical interventions.

Many other models have been developed that model disease transmission, but these too often rely on the assumption of homogeneous mixing, or mass action. For example, [7] implemented an early forecast for COVID-19 in Hubei, China, using a mass action compartmental model; [18] developed a compartmental model with homogeneous mixing which was used to capture the undocumented cases of COVID-19; [19] used a compartmental model with homogeneous mixing which allowed for time-varying reproduction number; and two web-based forecasting platforms [8, 9]. Some approaches have tried to estimate the effect of social distancing measures on COVID-19 such as [20] which uses a stochastic mass action compartmental model and [21] which used an age stratified mass action model.

We find it very difficult, however, to trust estimates of interventions aimed at breaking up contacts when the underlying assumption of how members of the population contact each other is entirely unrealistic. This mirrors the work of [22] who wrote, “realistic mixing can be an important factor to consider in order for the models to provide a reliable assessment of intervention strategies” (p.31). There is a large body of research showing how in many settings homogeneous mixing is inadequate for accurately modeling disease dynamics, such as [23, 24, 25, 26, 27, 28, 22] (see [24] and [26] for further reference listings on this). As a recent concrete example, [29] evaluated model assumptions in the West African Ebola outbreak and stated, “we see that alternative hypotheses for how EVD spreads, such as homogeneous mixing and nearest neighbor interactions, provide quantitatively poorer agreement with data” (p.3).

Individual-based models (IBMs) provide a method for capturing heterogeneous mixing. Examples of these applied to COVID-19 include [30, 31]. However, not all IBMs accurately capture realistic contact networks, such as [32] which assumes a Poisson distribution. This misses the profound impact that so-called superspreaders have on the outbreak [33, 34], and
that these superspreaders “transmit infection to many other members of the population, while most infectives do not transmit infections at all or transmit infections to very few others. This suggests that homogeneous mixing at the beginning of an epidemic may not be a good approximation” ([28], p.120). These IBM's, however, come at a steep computational cost and can often necessitate a large time commitment as well as a high level of expertise to design and code efficiently.

The contribution of this paper is primarily to present a computationally efficient estimation method for a network-based IBM which can be used for evaluating nonpharmaceutical interventions such as implementing or lifting social distancing measures or implementing universal personal protective equipment (PPE). Our second contribution is to use this method to provide critical information on the effects of various nonpharmaceutical mitigation measures in Iowa at various times and to various degrees.

Methods

Overview

Our proposed method for modeling disease transmission dynamics through a susceptible-exposed-infectious-recovered (SEIR) model relies on a contact network rather than mass action assumptions. It focuses on the individuals in the population, but rather than simulating disease over an individual-based model and averaging the results to obtain an estimated epidemic curve, our method directly estimates the probability that a particular individual is infectious at a particular time. Through the use of recursive relationships, the expected number of infected individuals can be efficiently computed at each time point. Like all methods, there are strengths and weaknesses.

The strengths of the method include the following. First, it relies on a realistic or observed contact network. This is in contrast to assumptions of homogeneous mixing, or that the contact degree distribution is not heavy tailed (e.g., Poisson). This crucially allows us to capture the effects of superspreaders [33, 34], burstiness of the epidemic [35, 36], and other salient features of realistic contact graphs. Second, our approach explicitly captures the way nonpharmaceutical interventions can affect the disease transmission through quarantining/social distancing or reducing the risk that a susceptible-infective contact will lead to a new transmission through, e.g., personal protective equipment (PPE). Third, our approach is computationally efficient and can be run for even large populations with limited computing resources. Unlike many other epidemiological IBMs, our method is easily and quickly deployed (a small R package for implementing this methodology is provided in the supplementary material). Combining all three of these strengths, our method allows a user to quickly explore the effects of public policy changes on social distancing or universal PPE interventions, thereby providing decision makers a timely method of evaluating, for example, when and to what degree social distancing measures should be implemented or relaxed.

Our method is limited in that some disease characteristics are simplified in exchange for more accurate contact patterns and computational efficiency. Specifically, it assumes that everyone who becomes infected experiences a constant latent period and is able to transmit the disease to their set of regular contacts (either directly or through the environment) for
the same amount of time. While these quantities can be estimated from the data, it does not reflect the varying lengths of time individuals are susceptible nor the varying lengths of time individuals are infectious before recovering, dying, or being effectively isolated.

### Approach

We begin by presenting the setup and notation we will use. For a population of size $N$, let the initial probability that an individual is infected be denoted as $p_0$. For $j = 1, 2, \ldots, N$, let $x_{tj} = 1$ if individual $j$ is infective at time $t$, $t = 1, 2, \ldots, T$, and 0 otherwise. The probability that $x_{tj} = 1$, $\mathbb{E}(x_{tj})$, is denoted by $\hat{x}_{tj}$. The $N$ individuals in the population are connected through a contact graph which is represented by a $N \times N$ adjacency matrix $A$ such that $A_{ij} = 1$ if $i$ and $j$ can contact each other and 0 otherwise. The probability that a susceptible individual $j$ is infected by an infective neighbor on the contact graph at time $t$ is denoted by $p_t$. If this event occurs, the susceptible enters a latent period of $D_E$ days where they have been exposed but are not yet infectious. This latent period is immediately followed by a period of $D_I$ days where the individual is infective, and hence $\sum_t x_{tj} = D \forall j$. Let $\mathcal{I}_t$ denote the set of infectives at time $t$, and let $N_j$ denote the neighbors of $j$ on the contact graph. At time $t$, let $Q_{tj}$ denote the event that susceptible individual $j$ is self-quarantining, and let this event occur with probability $q_{tj}$. Let $\iota$ denote the daily probability of a susceptible individual importing the disease from outside the population of interest. Finally, let $H_{tj}$ denote the event that $j$ is successfully infected at time $t$ (and hence will enter the latent period for $D_E$ days), where $H_{tj}$ corresponds to the event that $j$ is the outbreak’s initializer/patient zero.

The goal of the analysis is to estimate the expected number of new infections each day- or equivalently each day’s expected cumulative number of infections- according to the individual-based model described above. To achieve this, we first focus on estimating the probability of being infective for each individual in the population on each day, i.e., $\hat{x}_{tj}$.

For the first few days of the outbreak, the only infective(s) will be the outbreak initializer(s). If the latent period is longer than the infectious period then there will be one or more days with zero infectives. If the opposite is true ($D_E < D_I$), then following these first few days there will be a period where the probability an individual is infective equals the probability that they are either the outbreak initializer or were infected within the first $t - D_E$ days. After this, the probability that an individual is infective equals the probability that they were not an initializer and were infected within a moving window such that they have passed the latent period but have not yet recovered. To put this concretely in mathematical terms, we have the following. For $1 \leq t \leq \min(D_E, D_I)$,

$$\hat{x}_{tj} = p_0. \quad (1)$$

If $D_E > D_I$, then for $D_I < t \leq D_E$,

$$\hat{x}_{tj} = 0. \quad (2)$$

else if $D_E < D_I$, then for $D_E < t \leq D_I$,

$$\hat{x}_{tj} = \text{Prob} \left( \bigcup_{s=0}^{t-D_E} H_{sj} \right). \quad (3)$$
Finally, we have for $t > \max(D_I, D_E)$,
\[
\hat{x}_{tj} = \text{Prob} \left( \bigcap_{s=0}^{\max(0, t-D_E-D_I)} H'_{sj} \right) \cap \left\{ \bigcup_{s=\max(1, t-D_E-D_i+1)}^{t-D_E} H_{sj} \right\}.
\]

(4)

If individual $j$ is still susceptible at time $t$, they can become infected by either importing the disease from outside of the study population or by being infected by an infective neighbor on the contact graph. This latter method requires both that $j$ is not quarantined at time $t$ and that at least one infective neighbor infects $j$. Hence by the law of total expectation we have that
\[
\text{Prob} \left( H_{tj} \bigg| \bigcap_{s<t} H'_{sj} \right) = \iota + (1 - \iota)(1 - q_{tj}) \left( 1 - \mathbb{E}(\text{Prob(no infectives infect } j|Q'_{sj}, x_t)) \right)
\]
\[
= \iota + (1 - \iota)(1 - q_{tj}) \left( 1 - \mathbb{E} \left( \prod_{i \in N_j \cap I_t} (1 - p_t) \right) \right)
\]
\[
= \iota + (1 - \iota)(1 - q_{tj}) \left( 1 - \mathbb{E} \left( (1 - p_t)^{x'_t A_j} \right) \right),
\]
where $x_t = (x_{t1}, x_{t2}, \ldots, x_{tN})'$ and $A_{j}$ is the $j^{th}$ column of the adjacency matrix $A$. Using a first order Taylor’s expansion around $\hat{x}_t$, we have
\[
\text{Prob} \left( H_{tj} \bigg| \bigcap_{s<t} H'_{sj} \right) \approx (1 - \iota) \left( q_t + (1 - q_t)(1 - p_t)^{x'_t A_j} \right).
\]

(5)

or equivalently
\[
\text{Prob} \left( H'_{tj} \bigg| \bigcap_{s<t} H'_{sj} \right) \approx (1 - \iota) \left( q_t + (1 - q_t)(1 - p_t)^{x'_t A_j} \right).
\]

(6)

For ease of notation, we let this quantity in (6) be notated as $f_{tj}$.

Combining Eq (1)-(6) yields the following.
\[
1 < t \leq \min(D_E, D_I), \quad \hat{x}_{tj} = p_0,
\]
\[
\min(D_E, D_I) < t \leq \max(D_E, D_I), \quad \hat{x}_{tj} = \begin{cases} 
1 - (1 - p_0) \prod_{s=1}^{t-D_E} f_{sj} & \text{if } D_E < D_I \\
0 & \text{if } D_E > D_I
\end{cases}
\]
\[
t > \max(D_E, D_I) \quad \hat{x}_{tj} = \alpha_{\max(0, t-D_E-D_I)j} \left( 1 - \prod_{s=\max(1, t-D_E-D_i+1)}^{t-D_E} f_{sj} \right).
\]

(7)
Here $\alpha_{tj}$ is defined to be the probability that individual $j$ is still susceptible by time $t$. These quantities can be computed recursively in the following manner. First, $\alpha_{0j} := \text{Prob}(H'_{0j}) = 1 - p_0$. Subsequently for $t > 0$ we have

$$\alpha_{tj} := \text{Prob} \left( \bigcap_{s=0}^{t} H'_{sj} \right) = \alpha_{(t-1)j} f_{tj}.$$  \hspace{1cm} (8)

These recursions then allow us to compute the quantity of interest, namely the number of infections we expect to have by time $t$. This is derived from the expected number of susceptible individuals:

$$\mathbb{E}(\# \text{ infected}) = \text{Pop. size} - \mathbb{E}(\# \text{ susceptible})$$
$$= N - \sum_{j=1}^{N} \alpha_{tj}. \hspace{1cm} (9)$$

The parameters to be estimated include the length of the disease’s latent period ($D_E$), the number of days an individual is infective ($D_I$), the probabilities that a contact leads to a transmission event ($p_t$), and the probabilities that an individual is quarantined at time $t$ ($q_t$). The initial probability $p_0$ may also need to be estimated, but in many cases this will be a known (small) number, such as $1/N$ for a single initializer. Given a contact graph, prior to social distancing and any intervention which may affect transmission probabilities the quantities $p_t$ may be related to the more intuitive reproduction number, or $R_0$, defined to be the expected number of new infections generated by a given infective. This can be computed as

$$R_0 = (\# \text{ days infectious}) \times \mathbb{E}(\# \text{ contacts per day}) \times \text{Prob(S-I contact leads to new transmission)},$$

and hence

$$p_t = \frac{R_0}{\bar{d}}, \hspace{1cm} (10)$$

where $\bar{d}$ is the average degree in the contact graph $A$, i.e., the average number of neighbors in $A$. Estimation can be performed via ordinary least squares (OLS), i.e., minimizing the sum of squared differences between the observed and the expected number of daily cases.

**COVID-19 in Iowa**

**Case Data**

We used publicly available data collected by The COVID Tracking Project [37] for the state of Iowa. This data source provides the daily number of lab confirmed cases which we used to train our IBM. We used recent results from a study involving a random sample of individuals to test in Indiana [38] which estimated the infection fatality rate (IFR) to be 0.58%. This IFR was then used to scale the number of positive cases with the number of estimated cases based on the total deaths in Iowa.
Contact graph

[39] recruited 1450 individuals from 857 households in Hong Kong into a study on interpersonal contacts, where a contact was defined to be a social encounter which included a “face-to-face conversation or touch (such as handshake, a kiss, games and sports or similar events involving body touch).” As was consistent with other studies, [39] found the distribution of contacts to be heavy tailed, which has profound effects in the context of infectious disease as this indicates potential super-spreaders. Overall, individuals had on average 12.5 contacts per day. This matches closely with an ecological momentary assessment study of individuals in upstate New York which found the average number of daily contacts to be 12[40]. We therefore constructed a contact graph for the ∼ 3.155M Iowans with a degree distribution which resembled that of [39].

Mobility data

Google Community Mobility Reports [41] used geolocated mobile phone data to assess various populations’ movement patterns. This was measured by first capturing a baseline rate of movement and then evaluating deviations from this baseline rate. These baseline measurements were taken from the period 3 January, 2020 - 6 February, 2020, and were broken down by day of the week and by category (workplace, retail and recreation, etc.). We chose to focus on the category of retail and recreation, as this seemed to best reflect voluntary movement patterns. When we performed estimation, we included a parameter which scaled these deviations from baseline to obtain a daily estimate of the probability an individual would self-quarantine.

Seasonality

Seasonality can potentially play a large role in the transmission pattern of COVID-19, and “epidemiological data on seasonal [coronaviruses] may provide valuable information about individuals and seasonal conditions favoured by, or limiting, an invading CoV” ([42], p. 1). We used data collected in Michigan, USA, by [43] to estimate relative risks of infection of human coronaviruses (HCoVs). The four known HCoVs display a striking similarity in seasonal patterns, and we assume here that SARS-CoV-2 will show similar patterns. To estimate relative risks, we first obtained the number of infections per month aggregated over all coronaviruses in their study. We then used a Bayesian approach to estimate the relative risks by using the posterior mean with a uniform prior over the probabilities that a HCoV infection would occur in a particular month. We then smoothed these estimated monthly relative risks across 365 days. In this way our model estimated a single transmission probability and then adjusted daily transmission probabilities according to the daily relative risks.

Scenarios

We trained our model on the available data and used this to project into the future under several scenarios. We first computed projections for maintaining the current (as of May
Figure 1: Estimated levels of quarantining based on the Google Community Mobility Reports. The values in these reports have been scaled by a quantity estimated by training our IBM.

Second, we computed forecasts for relaxing social distancing measures entirely as of May 25, 2020. Since this relaxation is not likely to occur immediately, we set the quarantine probability to decay according to a Gaussian kernel such that after one week the current levels of social distancing levels were reduced by 90%. Knowing that a second peak is forecasted to come in the late fall, we estimated the effects of reimplementing on October 1st, November 1st, or December 1st social distancing at the maximum observed level of social distancing in Iowa\textsuperscript{1} as well as at the average level of social distancing observed in Italy for the 30 days following March 12, 2020. This was chosen as an estimate for how strongly Iowa might respond to a dramatic public health crisis. Figure 1 shows the estimated levels of quarantining based on the Google Community Mobility Reports and the IBM.

We further estimated the effects of reimplementing social distancing for only a strategic portion of the population. This was determined by implementing social distancing for those individuals with the highest number of contacts (e.g., healthcare professionals rotating between long term care facilities) while maintaining no social distancing measures for the remainder of the population.

Finally, we evaluated the effects of reducing the transmission probability. This could be accomplished through, for example, universally requiring personal protective equipment.

\textsuperscript{1}Excluding a severe drop in activity on April 12, 2020 (Easter).
Figure 2: Seasonal transmission dynamics. Left: transmission probability for a susceptible-infective contact. Right: Basic $R_0$.

**Results**

By May 25, 2020, we had records of 454 deaths in Iowa due to COVID-19 infections and 17,252 lab confirmed cases. Figure 3 shows the observed daily and cumulative case counts data alongside the estimated expected number of confirmed cases. In the plot of daily cases, the estimated transmission probability is also given. At the beginning of the epidemic in Iowa we estimated an $R_0$ of 4.6; due to assumed seasonality, this ranged over the course of the year, and these seasonal dynamics are given in Figure 2. The latent period was estimated to be 4 days, which is in line with previous estimates [44,18]. The infectious period was estimated to be 9 days, and the daily probability of an individual importing COVID-19 from outside of the population was estimated to be $4.5 \times 10^{-6}$.

Figures 4 to 6 show the main results for projecting under various mitigation measures. Each of these three figures corresponds to a given starting date (October 1, November 1, or December 1), and in all cases the current trajectory, as determined by the estimated level of quarantining as of May 25, 2020, is given in black, while the trajectory corresponding to permanently relaxing the current level of quarantining is given in gray. Each plot shows projections in green for reimplementing quarantining measures for either individuals with the top 10% of contacts, with the top 50% of contacts, or for all individuals. The columns show when the reimplemented quarantining level was set to either be the maximum level observed in Iowa or the higher level observed in Italy during the height of their public health crisis. Finally, the rows show the absence/presence of attempts to reduce the transmission probability. The strong attempt was set at reducing the transmission probability by 90%. While this may seem very strong at first blush, this comes from observed rates of droplet containment for face shields. Specifically, [15] found that face shields reduced inhalation exposure from a influenza-laden cough aerosol by the wearer by 96% and for smaller droplets by 68%. If we use the more conservative value and assume that this reduction rate holds for both the infected and susceptible, this leads to a reduction of $1 - (1 - 0.68)^2 = 0.90$. 
Discussion

There are several key takeaways from our analysis of COVID-19 in Iowa. First, the current level of self-quarantining is estimated to be at a sufficiently low level as to make a surprisingly low impact on the disease curve, and in the period between the first and second peak, the differences between quarantining at the current level and not quarantining are negligible. The impact of Iowa’s current low level of self-quarantining is dominated by the overwhelming transmission patterns that will emerge in the late fall. This pattern and how it dwarfs the initial peak is perhaps not unsurprising when one considers that the first peak in Iowa began in March after the seasonal transmission of HCoVs begins to decline, and for the duration of the high HCoV season, COVID-19 needed to percolate throughout the population before being capable of driving the epicurve upwards. In contrast, by the time the second peak begins, COVID-19 will have dispersed thoroughly throughout the population while only having infected less than 3% of the population, and thus will be in a position to have maximal impact as the high HCoV season begins.

Second, without additional attempts at reducing the transmissibility, a high level of quarantining is insufficient to keep the second peak at a manageable level. Even if quarantining is applied the same across the entire population at the strongest observed quarantining levels in Iowa of the spring of 2020, these measures are insufficient to preclude the epidemic from reaching catastrophic levels, nor does applying the much stronger levels observed in Italy prove to be insufficient.

Third, reducing the transmission probability through universal PPE, behavioral changes, or some other mechanism appears to be the strongest pathway for controlling the second peak. Indeed, these results indicate that pairing transmission reduction with quarantining only the top 10% of individuals based on number of contacts and quarantining them at the Iowan rather than Italian rate, the second peak could be very minimal.
Finally, timing will be crucial. We forecast that the number of daily cases will be extremely small (<20/day) for late summer and early fall, but starting around October daily cases could pick up at a very rapid rate. Thus if transmission probabilities can be reduced at or prior to October, the second peak will be minimal, while waiting until December could lead to a dramatic number of infections quickly leading to an overburdened healthcare system.

This analysis has made the strong assumption that SARS-CoV-2 will exhibit the same seasonal trends as other coronaviruses. While this assumption appears to fit the data well, there is a dire need for more research into the presence/absence of seasonality of COVID-19. One other possibility that may explain the recent downward trajectory in Iowa is that individuals’ behaviors have reduced the transmissibility. This could be due to an increasing number of individuals wearing face masks in public, precautions taken by retailers to sanitize surfaces and protect employees, etc. However, to the authors’ knowledge there is no existing data source for measuring such a reduction in transmissibility due to individuals’ behaviors, and hence the results presented here need to be read with this limitation in mind. That is, if the observed reduction in transmissibility is due to behaviors rather than seasonality, then we would not expect COVID-19 to resurge with such strength in the late fall/early winter of 2020. Nevertheless, these results showcase the effects of various mitigation measures that could be taken should a second peak begin to appear due to either seasonality or other causes such as university and school openings in the fall.

Conclusion

In an ongoing outbreak, data streams are being continually updated, and estimates of the disease trajectory are highly dynamic. Data and estimates quickly become outdated, and hence it is necessary to be able to provide accurate forecasts and projections of intervention effects rapidly. Our approach provides an analytically tractable solution to compute the expected epidemic curve. Our approach is thus inherently fast and computationally inexpensive compared to simulation-based inference. This is crucial when decision makers need to see a myriad of scenarios of implementing or ceasing nonpharmaceutical interventions. In addition, simulation-based inference can only approximate the expected epidemic curve, while our approach yields an exact solution. Moreover, this is accomplished while maintaining high fidelity transmission patterns through the use of contact graphs.
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