I. INTRODUCTION

By now, it is reasonably well established that the doped antiferromagnets found in the cuprate compounds have a superconducting ground state with a d-wave pairing symmetry. Moreover, many low temperature (T) properties appear to be well described in the framework of the conventional BCS theory of d-wave superconductors. There are a number of fascinating properties at temperatures above \( T_c \) (the critical temperature for the onset of superconductivity) which are not well understood, but there are numerous plausible candidate theories for these, involving crossovers between different competing orders in doped antiferromagnets.

However, there are some low T properties of the superconducting state that do not appear naturally in the traditional BCS framework. Among these are (a) the appearance of a \( S = 1/2 \) moment near non-magnetic Zn or Li impurities in the underdoped region, (b) the presence of low energy collective spin excitations (a \( S = 1 \) spin exciton) at \((\pi, \pi)\) and nearby incommensurate wavevectors, and (c) instabilities to various co-existing spin and charge density wave states. While it is possible to “cook-up” a microscopic Hamiltonian, and a corresponding Hartree-Fock treatment, to generate any of these physical properties in the superconducting state, a proper understanding of the physics should require that they emerge naturally from some deeper principle.

In a series of papers, it has been proposed that all of these unusual properties of the superconductor emerge very naturally in a theory of the doped Mott insulator. The theory is best understood in two distinct steps. In the first step, we disrupt the magnetic Néel long-range order in the insulator by adding some frustrating exchange interactions. Then, in step two, we dope the paramagnetic Mott insulator obtained in step one with mobile charge carriers.

Considerable theoretical progress has been made in understanding the first step: the quantum transition involving the destruction of Néel long-range order in the half-filled insulator. It has been argued that the first paramagnetic state on the other side of such a quantum critical point generically has the following properties:

1. A stable \( S = 1 \) particle excitation (an exciton) and permanent confinement of \( S = 1/2 \) spinons,
2. Broken translational symmetry due to the appearance of a bond-centered charge \((\text{e.g. spin-Peierls})\) order, and
3. Confinement of a \( S = 1/2 \) moment in the vicinity of non-magnetic Zn/Li impurities.

Note the similarity of the features (i)-(iii) of the insulator to the properties (a)-(c) of the superconductor. The essence of step two is then very simple: properties (i)-(iii) survive for a finite range of doping the paramagnetic Mott insulator, and this provides a “natural” understanding of properties (a)-(c) of the superconductor.

We now present a somewhat more detailed discussion of step two: doping the confined Mott insulator with mobile charge carriers. Apart from a possible insulating Wigner crystal ground states at very low doping (such a Wigner crystal state must appear in the presence of long-range Coulomb interactions), the ground state is expected to be superconducting, and this will also be the case in the calculations in the present paper. The pairing amplitude is found to be d-wave like, \( \text{i.e.} \ d \)-wave.
pairing amplitude has opposite signs in the horizontal and vertical directions. By adjusting the strength of the Coulomb repulsion between the holes, we can modify the characteristic size of the hole pairs. Only for the larger hole pairs does the superconducting ground state possess gapless nodal fermionic excitations. We discuss the fate of (i)-(iii) in the doped antiferromagnet, along with connections to the experiments in turn:

(i) $S = 1$ collective spin exciton: In the confined insulator, the lowest energy excitation above the spin gap is a stable, $S = 1$, bosonic exciton with a minimum in its dispersion at $(\pi, \pi)$. Upon doping to the superconductor, additional gaps $S = 1/2$ fermionic excitations are expected to appear (these are the Bogoliubov quasi-particles). For sufficiently large doping, the fermionic spectral becomes gapless at four nodal points in the Brillouin zone, and so the global spin gap vanishes. In general, the $S = 1$ boson will be unstable to decay in into two of these fermionic excitations. However, constraints from momentum conservation can (and do) protect the integrity of the $S = 1$ exciton in certain regions of the Brillouin zone. In particular, the $S = 1$ exciton is likely to be stable near momenta $(\pi, \pi)$: this can happen even if the fermionic excitations are gapless, provided the spacing between the nodal points does not equal $(\pi, \pi)$. Experimentally a $S = 1$ neutron scattering resonance is indeed observed in the $d$-wave superconductor\cite{9, 10, 6}, and it is our contention that this excitation is continuously connected to that in the spin-Peierls insulator. We will obtain explicit results for the evolution of the bosonic and fermionic spin excitations in this paper, from the spin-Peierls insulator, to the superconductor with gapless nodal excitations.

(ii) Broken translational symmetry: In the simplest scenario\cite{9, 10}, which can be realized for a range of couplings in models without long-range Coulomb interactions, the bond centered charge (or spin Peierls) order of the paramagnetic insulator survives in the doped superconductor all the way up to a critical doping at which full square lattice symmetry is restored in a transition to the $d$-wave superconductor; with Coulomb interactions, Wigner crystal states also appear for a range of very small hole doping, but otherwise the situation is similar. The critical theory of the vanishing of the bond-centered (or site-centered) CDW order in the $d$-wave superconductor has been discussed elsewhere.\cite{9, 10} For other parameters, more complex striped states are also possible, with a period larger than 2 sites and with modulation of the hole density on the sites. Experimentally, charge stripe states of period 4 have been clearly observed\cite{12}, but it is not yet established whether the modulation of the spin density is site or bond centered.\cite{13} More recently, the observation of McQueeney \emph{et al.}\cite{14} in optimally doped and superconducting LSCO have been interpreted using a picture of bond-centered charge stripes of period 2, like those found in the spin-Peierls state.\cite{15} We will discuss these observations further in Section \ref{II}.

(iii) $S = 1/2$ moment near Zn/Li impurities: In principle, it is possible that the $S = 1/2$ moment confined near a Zn/Li impurity in the paramagnetic Mott insulator disappears immediately at an infinitesimal hole doping concentration: one hole can be trapped near the Zn/Li impurity, and this configuration is compatible with the global preservation of the spin-Peierls (or other bond-centered charge-) order. However the kinetic energy cost, makes this unlikely. Barring this uninteresting possibility, the $S = 1/2$ moment will survive in the superconductor, and this offers a natural explanation for the NMR experiments\cite{16}. Eventually, the fermionic $S = 1/2$ excitations of the superconductor will Kondo screen the moment\cite{17, 18}, but because of the linearly vanishing fermionic density of states at the Fermi level, this happens only above finite values of the impurity exchange coupling and particle-hole asymmetry (\textit{i.e.} above a critical doping). Moreover, there is no fundamental reason for this Kondo screening transition to co-incide with the point at which translational symmetry is restored (this transition was discussed above in (i)); the two transitions could occur in either order as a function of increasing doping.

The purpose of this paper is to present a theory of doped antiferromagnets which displays the crossover from an insulator at zero doping (with or without long-range magnetic order) to a superconductor with gapless, nodal, fermionic $S = 1/2$ excitations at some moderate doping. Further, we require the theory to obey properties (i)-(iii) directly at the mean-field level. While a large number of previous theories of doped antiferromagnets have been presented previously, none of them satisfy all of these requirements. The studies of Ref\cite{7} were able to examine the intricate competition between different charge ordered states and superconductivity—however, the ground states were well away from a region of magnetic order, and there was no sharp, collective, $S = 1$ excitation in the Gaussian fluctuations about the mean-field theory. Conversely, approaches which do yield confinement of spinons\cite{20} and collective $S = 1$ excitations at zero or low doping\cite{21, 22} are not easily extended to reach a superconducting state with $S = 1/2$ gapless nodal excitations at moderate doping.

We now outline the remainder of the paper. In Section \ref{II} we introduce the central formalism of bond operators, and its application to doped antiferromagnets. The main results of bond operator theory of the square lattice antiferromagnet are presented in Section \ref{III}, with most details of the mean-field calculations being relegated to Appendices \ref{II}, resquare, and \ref{D}; the important phase diagram is in Fig \ref{2}. The critical theory for the onset of nodal fermion excitations is in Section \ref{IV}. Section \ref{V} differs from the remainder of the paper in that it considers systems in which the bond-centered charge order is \textit{not} present. Instead it considers the case when the spin-Peierls order is dynamically fluctuating and describes its influence on the optical phonon spectrum of the CuO$_2$.
plane—we find that the calculated phonon spectrum is indeed strikingly similar to recent neutron scattering observations. The main conclusions are stated in Section VI. Finally, in Appendix A we describe the interplay between the spin-Peierls states considered in this paper, and states with electronic “nematic” order.

II. BOND OPERATORS

Our approach is a generalization of the bond operator theory of Ref. 27 (and the related work of Ref. 28) to doped antiferromagnets. The earlier work was designed for insulating systems, and has since been applied successfully in a number of studies of spin ladder and related compounds and also in bilayer quantum Hall systems. Here we shall extend the formalism to doped antiferromagnets: a closely related extension was discussed by Lee et al. but only applied to one-dimensional systems. Eder, Sushkov, and Vojta and Beckers have also considered doped systems by associated methods. Recently, Jurecka and Brenig have used a bond operator method to analyze a Kondo lattice model using a formulation that bears some similarity to ours.

While our bond operator formalism can, in principle, be applied to an arbitrary doped antiferromagnet, it induces a bias by using a basis of states which explicitly refer to a preferred, disjoint pairing of all the sites. A full and exact solution of the bond operator Hamiltonian should restore the full symmetry of the underlying Hamiltonian in which this preferred pairing may be absent. However, in practice, this restoration of symmetry is difficult to achieve, and this is the principal shortcoming of the bond operator method. So the main utility of the approach lies in treating systems in which there is a natural pairing of sites in the ground state, either imposed by the Hamiltonian, or by a spontaneous symmetry breaking. In this paper, we will restrict consideration to the case where the ground state possesses bond-centered charge density wave (spin-Peierls) order: there is evidently a natural pairing of sites in such a structure. The spin-Peierls order can either be spontaneous or explicit; the latter is the case in the doped two-leg ladder compounds like SrCu$_2$O$_3$ and Sr$_{14-x}$Ca$_x$Cu$_{24}$O$_{41}$. In the presence of this background spin Peierls order, the method can then address the competition between magnetic Néel order and superconductivity, and follow the evolution of the fermionic $S = 1/2$ and the bosonic $S = 1$ excitations.

We will now introduce the formalism by showing the exact mappings between bond and site operators of a pair of sites. In hole-doped antiferromagnets, we can project out all states with 2 electrons on one site, and this leaves a total of 9 states in a pair of sites. Let $c^\dagger_{1a}$ and $c^\dagger_{2a}$ ($a = \uparrow, \downarrow$) be the electron creation operators on the two sites. Then, as in the insulator, we introduce four bond boson creation operators, $s^\dagger$ and $t^\dagger_\alpha$ ($\alpha = x, y, z$) which are defined by ($\sigma^\alpha_{ab}$ are the Pauli matrices, and $\varepsilon_{ab}$ is the second-rank antisymmetric tensor with $\varepsilon_{14} = 1$)

$$s^\dagger |v\rangle = \frac{1}{\sqrt{2}}\varepsilon_{ab}c^\dagger_{1a}c^\dagger_{2b} |0\rangle$$

$$t^\dagger_\alpha |v\rangle = \frac{1}{\sqrt{2}}\sigma^\alpha_{bc}\varepsilon_{ca}c^\dagger_{1a}c^\dagger_{2b} |0\rangle,$$

(1)

where $|0\rangle$ is the electron vacuum i.e. the state with no electrons on the two sites, while $|v\rangle$ is an unphysical state in which none of the bond bosons or fermions are present. To describe the remaining 5 states of the doped antiferromagnet, we introduce the bond fermionic operators $h^\dagger_{1a}$ and $h^\dagger_{2a}$, and the additional bond bosonic operator $d^\dagger$ which are defined by

$$h^\dagger_{1a} |v\rangle = c^\dagger_{1a} |0\rangle$$

$$h^\dagger_{2a} |v\rangle = c^\dagger_{2a} |0\rangle$$

$$d^\dagger |v\rangle = |0\rangle.$$  

(2)

The operators $s, d, t_\alpha$ all obey the canonical boson commutation relations, while the $h_{1a}, h_{2a}$ obey canonical fermion relations. Of course, the total space of states in Fock space of these 5 bosons and 4 fermions is much larger than the 9 states allowed in the doped antiferromagnet. To restrict to the physical subspace we must impose the single constraint

$$s^\dagger s + t^\dagger_\alpha t_\alpha + h^\dagger_{1a}h_{1a} + h^\dagger_{2a}h_{2a} + d^\dagger d = 1.$$  

(3)

In the subspace constrained by (3), we can now write down exact expressions for arbitrary electron operators in terms of the bond operators. First, for the electron spin operators

$$S^\dagger_{1a} = \frac{1}{2} s^\dagger t_{\alpha}^\dagger t_{\alpha} - i\varepsilon_{\alpha\beta\gamma} t_{\beta}^\dagger t_{\gamma} + \frac{1}{2} \sigma^\alpha_{ab} h^\dagger_{1a} h_{1b}$$

$$S^\dagger_{2a} = \frac{1}{2} s^\dagger t_{\alpha}^\dagger t_{\alpha} + i\varepsilon_{\alpha\beta\gamma} t_{\beta}^\dagger t_{\gamma} + \frac{1}{2} \sigma^\alpha_{ab} h^\dagger_{2a} h_{2b},$$

(4)

we have the following expressions which generalize those in Ref. 27

$$S^\dagger_{1a} = \frac{1}{2} (s^\dagger t_{\alpha}^\dagger t_{\alpha} - i\varepsilon_{\alpha\beta\gamma} t_{\beta}^\dagger t_{\gamma}) + \frac{1}{2} \sigma^\alpha_{ab} h^\dagger_{1a} h_{1b}$$

$$S^\dagger_{2a} = \frac{1}{2} (s^\dagger t_{\alpha}^\dagger t_{\alpha} + i\varepsilon_{\alpha\beta\gamma} t_{\beta}^\dagger t_{\gamma}) + \frac{1}{2} \sigma^\alpha_{ab} h^\dagger_{2a} h_{2b},$$

(5)

where $\varepsilon_{\alpha\beta\gamma}$ is the third-rank antisymmetric tensor with $\varepsilon_{xyz} = 1$. By considering various matrix elements of the electron creation operators, we can also obtain

$$c^\dagger_{1a} = h^\dagger_{1a} d + \frac{1}{\sqrt{2}} \varepsilon_{abc}s^\dagger h_{2b} - \frac{1}{\sqrt{2}} \varepsilon_{acb}\sigma^\dagger_{ab} h_{1b}$$

$$c^\dagger_{2a} = h^\dagger_{2a} d + \frac{1}{\sqrt{2}} \varepsilon_{abc}s^\dagger h_{1b} + \frac{1}{\sqrt{2}} \varepsilon_{acb}\sigma^\dagger_{ab} h_{2b}.$$  

(6)
Indeed, the expression (5) can be obtained (6) after repeated application of the constraint (3). In a similar manner, we can also obtain from (3) (or by direct consideration of matrix elements) the useful expressions

\[
S_{1a}S_{2a} = \hat{S}_{1a}\hat{S}_{2a} = -\frac{3}{4}s^+s + \frac{1}{4}t^+_a t_a
\]

\[
c_{1a}^+ c_{2a} + c_{2a}^+ c_{1a} = h_{1a}^+ h_{2a} + h_{2a}^+ h_{1a}
\]

\[
c_{1a}^+ c_{1a} = 1 - h_{1a}^+ h_{2a} - d^d d
\]

\[
c_{2a}^+ c_{2a} = 1 - h_{1a}^+ h_{1a} - d^d d.
\]

(7)

We have now completed the definition of the bond operator formalism. By application of (5) an arbitrary Hamiltonian can be written down in terms of the bond operators. Notice that the right hand sides of all of these equations commute with constraint (3) and so will the resulting Hamiltonian. For most systems of interest, the Hamiltonian will only contain terms which are quartic in the bond operators— we will merely apply the simplest possible Hartree-Fock-BCS theory to solve such a model.

At this point, it is worth pointing an important distinction between the present approach and the familiar “slave” boson and fermion theories. A crucial advantage of our approach is that there are no long-range gauge forces associated with the fluctuations about our simple Hartree-Fock-BCS theory: the s boson is strongly condensed in all the phases, and so the U(1) gauge symmetry associated with (3) is always badly broken. Consequently, the quantum numbers of the bare excitations are also those of the renormalized quasiparticles; this is rarely the case in the slave particle approaches. In particular, in the insulating phases, the main elementary excitation will be the bosonic \( t_a \) particle; in the paramagnet this is the \( S = 1 \) exciton, while in the Néel state it reduces to the two spin waves. In the superconducting states, we will find that the \( t_a \) excitations persist as the \( S = 1 \) spin exciton, and the \( h_{1a}^\dagger h_{2a} \) quanta turn into the fermionic, \( S = 1/2 \) Bogoliubov quasiparticles. So there is a direct and transparent relationship between the quantum numbers of the bond operators and those of the elementary excitations of all the ground states. This is main benefit of our approach, and we are not aware of any previous theory which has satisfied these criteria. Of course, some of the quantum numbers of our confining theory can also be obtained in a direct Hartree-Fock-BCS theory of an extended Hubbard model of the electrons. However, this has to be followed by an RPA analysis of collective modes to obtain the \( S = 1 \) exciton; moreover, in such theories, the largest energy scale in the problem, the charge gap in the Mott insulator, is unphysically related to the strength of the magnetic or charge order, and is hence grossly underestimated.

We conclude this section by noting how the bond operator theory satisfies criteria (i)-(iii) of Section III. (i) As just noted, the \( t_a \) quanta are gapped \( S = 1 \) excitons in the insulating paramagnet, and persist as sharp excitations in the superconductor for a finite range of doping. (ii) Any mean-field theory using the bond operator formalism will prefer the bonds on which the operators reside over the others, and this naturally leads to a broken lattice symmetry for symmetric Hamiltonians. Indeed, the primary weakness of the bond operator formalism is that there is no simple way to restore this symmetry. (iii) Placing a Zn/Li impurity means that the partner of one site has been removed. The excitations of this site (and only this site) therefore cannot be described by the bond operators above: instead we need a fermionic spinor, \( h_a \), to create the \( S = 1/2 \) state with one electron, and a spinless boson, \( b \), to represent the hole. At zero doping, the \( h_a \) particle constitutes the free \( S = 1/2 \) moment near the impurity. This particle will be bound near the impurity site for a finite range of doping, and so the moment will persist for a while in the superconductor.

III. RESULTS

We applied the bond-operator method to the \( t-J-V \) model defined by the Hamiltonian

\[
H = \sum_{\langle ij \rangle} \left[ -t_{ij} \left( c_{ia}^\dagger c_{ja} + c_{ja}^\dagger c_{ia} \right) + J_{ij} S_{ia} S_{ja} \right] + V_{ij} c_{ia}^\dagger c_{ja} c_{ib}^\dagger c_{jb} - \mu \sum_i c_{ia}^\dagger c_{ia},
\]

(8)

where the sum \( \langle ij \rangle \) extends over nearest neighbor pairs on a two-leg ladder or a square lattice, and it is implied that all states with two electrons on any site have been projected out. The \( t_{ij} \) are the electron hopping matrix elements, the \( J_{ij} > 0 \) are the antiferromagnetic exchange interactions, the \( V_{ij} > 0 \) are nearest neighbor repulsive Coulomb interactions, and \( \mu \) is the chemical potential. The values of the \( t_{ij}, J_{ij} \) and \( V_{ij} \) are indicated in Fig 1 for both the two-leg ladder and the square lattice. For the two-leg ladder we have \( t_{ij} = t, J_{ij} = J, V_{ij} = V \) on the horizontal links, and \( t_{ij} = t, J_{ij} = \lambda J, V_{ij} = V \) in (a) (b) FIG. 1. Definition of the Hamiltonian \( H \) in (8). The two-leg ladder is in (a), while the square lattice is viewed as a set of coupled two-leg ladders in (b). The thick links have \( t_{ij} = t, J_{ij} = J, V_{ij} = V \), the thin vertical links have \( t_{ij} = t, J_{ij} = \lambda J, \) and \( V_{ij} = V \), while the dashed links have \( t_{ij} = t', J_{ij} = \lambda' J, \) and \( V_{ij} = V \).
on the vertical links. We view the square lattice as a collection of adjacent two-leg ladders: then the couplings on each ladder are the same as before, while on the links between the ladders we have \( t_{ij} = t' \), \( J_{ij} = \lambda' J \), and \( V_{ij} = V \). This parameterization is chosen so that in both cases the exchange interaction decouples into disconnected pairs of sites (“dimers”) at \( \lambda = \lambda' = 0 \). Further, at \( \lambda = \lambda' = 1 \), \( H \) has the full symmetry of the square lattice. However, as discussed earlier, our mean-field theory will continue to have a ground state with the symmetry of Fig 1b even at these values of \( \lambda \), \( \lambda' \): this implies the presence of spontaneous bond-centered charge order of period 2 in the ground state.

The calculation proceeds by the substitution of the operator representations in Section 4 into (6), followed by a Hartree-Fock-BCS treatment of all the quartic terms. The procedure is quite lengthy, but the computations are quite similar to those in earlier work. Details of the calculation are presented in Appendices 3, 4 and 5.

Here we will discuss the results of such a calculation. All of the phases can be characterized by a specification of the non-zero expectation values of various combinations of the bond operators in the ground state.

All states have the non-zero expectation values

\[
\langle s \rangle \neq 0; \quad \langle t'_{\alpha} t_{\alpha} \rangle \neq 0; \quad \langle t_{\alpha} t_{\alpha} \rangle \neq 0.
\]

These non-zero values do not break any physical symmetries of the Hamiltonian, and merely serve to break the \( U(1) \) gauge symmetry associated with the constraint (3). As noted earlier, this is fortunate as no long-range gauge forces then appear in the fluctuations about our ground states. In addition, all phases will also have non-zero expectation values of the operators \( t'_{\alpha} t_{\alpha} \) and \( h_{1,2a} h_{1,2a} \), which do not break any symmetries of the Hamiltonian, and also commute with the constrains (3).

At zero and non-zero doping we have find also find magnetically ordered states. These are characterized by the non-zero expectation value

\[
\langle t_{\alpha} \rangle \neq 0;
\]

so condensation of single \( t_{\alpha} \) bosons (which are \( S = 1 \) particles) leads to the appearance of magnetic order. This also implies that the magnetic ordering transition will be described by the field theory a 3-component spin-vector order parameter. Further, provided the ordering wavevector is not exactly equal to the spacing between the points of gapless fermionic excitations, the universality class of the transition is the same as that in the \( O(3) \) non-linear sigma model. This is to be contrasted with magnetic ordering transitions in Schwinger boson theories, which are associated with the condensation of \( S = 1/2 \) particles, possibly interacting with each other via gauge forces.

The singlet superconducting states have the anomalous expectation values

\[
\langle d \rangle \neq 0; \quad \varepsilon_{ab} \langle h_{1,2a} h_{1,2b} \rangle \neq 0.
\]

The spatial pattern of these anomalous condensates determines the symmetry of the Cooper pair wavefunction, and whether there are any nodal fermionic quasiparticles.

Finally, we also found states with co-existing magnetic order and superconductivity, in which both (9) and (10) hold. Our main results are summarized in Fig 3. First, let us review the results at \( x = 0 \), in the insulator. Here the calculations are very similar to those already considered in Ref 3. For small \( \lambda' \), the ground state is an insulating paramagnet: the symmetry of the Hamiltonian and the ground state is that of Fig 1b, and the \( t_{\alpha} \) excitations have an energy gap: these excitations constitute a \( S = 1 \) collective spin resonance (or a \( S = 1 \) exciton). At a critical value of \( \lambda' \), the excitation gap vanishes, and long-range Néel order sets in.

Now we turn to non-zero doping. In our Hartree-Fock-BCS mean-field theory, we find that superconductivity appears at any non-zero doping for small \( \lambda' \). As one of us has discussed in Ref 3 (along with references to the earlier literature), this is surely an artifact of the approximation at very small \( x \) : in the presence of long-range Coulomb interactions, Wigner crystal states will be present for very small hole concentration. Even in our theory without long-range Coulomb interactions, long-range charge inhomogeneities can also appear in our mean-field framework, however, we will neglect these here for simplicity. As indicated in Fig 3, the superconductivity persists in a non-magnetic state even at \( \lambda' = 1 \) for \( x > 0.082 \). In our present calculation, this small \( x \) superconducting state has bond-centered charge order of period 2, but more complex bond-centered charge-ordered states are also possible. We also expect that the superconductivity will co-exist with antiferromagnetism, but we did not undertake a complete solution of the mean-field equations within the antiferromagnetic phase because of the complexity of the calculation. As in the insulator, the onset of antiferromagnetism was determined by the point where the \( t_{\alpha} \) boson had a vanishing gap in its spectrum.

We characterized the superconducting state by determining pairing amplitudes, \( \Delta_{x,y} \), which characterize the pairing of the holes, \( h_{1,2} \), in the \( x \) and \( y \) directions. These quantities are described more precisely in Appendices 3 and 5. Their values are plotted as a function of the hole concentration, \( x \), in Fig 3. Note that \( \Delta_x \) and \( \Delta_y \) are roughly of the same magnitude: this means that the superconductivity is genuinely two-dimensional, and there is no regime in which a quasi-one-dimensional Luther-Emery liquid-like behavior holds. Indeed, it is even possible for \( \Delta_x \) to be larger than \( \Delta_y \), which would make the superconductivity stronger in the \( x \) direction rather than in the vertical “stripe” direction. This latter phenomenon appears to be similar in spirit to the analysis of Refs 6 and 7.

For small \( x \), the pairing amplitudes are non-zero but quite small; moreover, the pairing amplitudes in the horizontal and vertical directions have the same sign in our
tion of C; nevertheless, following Ref 7 we are able to present a theory of the critical properties of C in Appendix A.

The bond operator approach was not used to determine the position of C, and the exchange interaction separates into that on decoupled two-leg ladders at $t'/J = 1.0$. The nearest-neighbor Coulomb repulsion, $V$, is taken to have a very large positive value, and the results are indistinguishable from those at $V = \infty$. The phase boundary towards antiferromagnetism was determined by the point at which the excitation spectrum had a vanishing spin gap, signaling the onset of a phase in which (10) was valid. The “weak” and “strong” superconductivity distinction is qualitative, and is indicated by the rapid change in the physical superconducting order parameter in Fig 3 around $x = 0.2$. The antiferromagnetic phase co-exists with weak superconductivity at non-zero $x$. The nearly vertical phase boundary indicates the quantum phase transition at which nodal fermions first appear: this transition is discussed in Section 11. C denotes the point where the spontaneous bond-centered charge order of the square lattice is expected to disappear with increasing $x$; the bond-centered charge order is explicitly present in the Hamiltonian for $1 - \lambda' > 0$, and is spontaneous only for non-zero $x$ before the point C and $1 - \lambda' = 0$. The present bond operator approach was not used to determine the position of C; nevertheless, following Ref 8 we are able to present a theory of the critical properties of C in Appendix 11.

The nearest-neighbor Coulomb repulsion, $V$, is taken to have a very large positive value, and the results are indistinguishable from those at $V = \infty$. The phase boundary towards antiferromagnetism was determined by the point at which the excitation spectrum had a vanishing spin gap, signaling the onset of a phase in which (10) was valid. The “weak” and “strong” superconductivity distinction is qualitative, and is indicated by the rapid change in the physical superconducting order parameter in Fig 3 around $x = 0.2$. The antiferromagnetic phase co-exists with weak superconductivity at non-zero $x$. The nearly vertical phase boundary indicates the quantum phase transition at which nodal fermions first appear: this transition is discussed in Section 11. C denotes the point where the spontaneous bond-centered charge order of the square lattice is expected to disappear with increasing $x$; the bond-centered charge order is explicitly present in the Hamiltonian for $1 - \lambda' > 0$, and is spontaneous only for non-zero $x$ before the point C and $1 - \lambda' = 0$. The present bond operator approach was not used to determine the position of C; nevertheless, following Ref 8 we are able to present a theory of the critical properties of C in Appendix 11.

For larger $x$, the pairing amplitude in Fig 3 increases rapidly and we reach a “strong superconductivity” regime. The pairing amplitudes now have opposite signs in the horizontal and vertical directions, and this permits gapless nodal fermionic quasiparticle excitations, as shown explicitly in our results below. However, there is one important feature associated with the appearance of the nodal particles that is worth emphasizing. Originally, our calculations were carried out with the nearest-neighbor Coulomb repulsion $V = 0$. In this case we found that the pairing of the holes occurred primarily by the condensation of the $d$ bosons. Because of the resulting very short-range pairing we found no nodal points, even though the pairing amplitude had opposite signs in the horizontal and vertical directions. It was only when we had turned on a $V$ of the order of the bandwidth, which significantly reduced the amplitude of the $d$ boson condensate and made the hole pairing more long-ranged, did we find the appearance of the nodal excitations.

mean field theory. We will refer to this as the weak superconductivity regime. It is possible that, upon including quantum fluctuations, the ground state in this weak pairing regime is easily susceptible to a quantum transition to an insulating state with some additional translational symmetry breaking. Also note that the pairing amplitude is nonzero at the boundary of the onset of antiferromagnetic order: we therefore expect the superconductivity to survive within the antiferromagnetic phase.

For larger $x$, the pairing amplitude in Fig 3 increases rapidly and we reach a “strong superconductivity” regime. The pairing amplitudes now have opposite signs in the horizontal and vertical directions, and this permits gapless nodal fermionic quasiparticle excitations, as shown explicitly in our results below. However, there is one important feature associated with the appearance of the nodal particles that is worth emphasizing. Originally, our calculations were carried out with the nearest-neighbor Coulomb repulsion $V = 0$. In this case we found that the pairing of the holes occurred primarily by the condensation of the $d$ bosons. Because of the resulting very short-range pairing we found no nodal points, even though the pairing amplitude had opposite signs in the horizontal and vertical directions. It was only when we had turned on a $V$ of the order of the bandwidth, which significantly reduced the amplitude of the $d$ boson condensate and made the hole pairing more long-ranged, did we find the appearance of the nodal excitations.
FIG. 4. Dispersion curves of the bonding and anti-bonding $S = 1/2$ fermionic excitations in the weak pairing regime with $x = 0.1$, $t/J = 3.0$, and $\lambda = \lambda = t'/t = 1$. There appear to be fermionic excitations at energies very close to 0, but the blow-up in Fig 4 shows that there is indeed a gap in the fermionic spectrum. The $x$-axis is chosen to take a representative straight path connecting points in the first Brillouin zone: from $(p_x, p_y) = (0, 0)$ to $(0, \pi)$ to $(\pi/2, \pi)$ to $(\pi/2, 0)$ to $(0, 0)$.

We now describe our results for the elementary excitations of the superconducting states in our phase diagram. First, we discuss the fermionic $S = 1/2$ excitations; in principle, these are observable in photoemission or tunneling experiments. Note that the unit cell of Fig 1b has two sites, and so the first Brillouin zone extends between $-\pi/2$ and $\pi/2$ in the $x$ direction, and between $-\pi$ and $\pi$ (as usual) in the $y$ direction. Consequently, half the fermionic excitations in the first Brillouin zone of the original square lattice will be folded back, by a Bragg reflection in the vertical planes at $\pm \pi/2$, into a second band in the first Brillouin zone of the lattice of Fig 1b. We will refer to these two bands as the ‘bonding’ and ‘anti-bonding’ bands, based upon their wavefunctions within the dimers, as discussed in Appendix B. We show the $S = 1/2$ fermionic bands in the weak-pairing regime in Figs 4 and 5. There is a gap across the entire Brillouin zone. However, because of the very small pairing amplitude, the fermionic excitation energy becomes very small along an incipient “Fermi surface” in the Brillouin zone. This Fermi surface line is indicated by the solid line in the inset of Fig 5. The position of this Fermi surface is similar to that in the computation by Sushkov [41], who also discussed its relationship to photoemission experiments.

Next, we turn to a discussion of the fermionic excitations at larger $x$, where the superconductivity is stronger. The $S = 1/2$ excitation spectra are now shown in Figs 6 and 7. Overall, the results at higher energies, are quite similar to those in Figs 4 and 5, but there is now a dramatic difference at lower energies. There is a gapless excitations at larger $x$, where the superconductivity is stronger.

FIG. 5. Blow-up of the fermionic dispersion in Fig 4 at the lowest non-zero energies. Notice that there is indeed a finite gap in the fermionic spectrum. This is also made clear in the inset: the solid line shows the line where the fermion kinetic energy vanishes (the incipient Fermi surface) while the dashed line indicates where the fermion pairing amplitude vanishes. For gapless excitations, both quantities have to vanish, and the absence of a crossing point between the lines indicates that a gap is always present. The solid line in the inset is also the location of the incipient Fermi surface which has been quenched by pairing—the position of this surface is similar to that in Ref 41.

FIG. 6. Dispersion curves of the bonding and anti-bonding $S = 1/2$ fermionic excitations with $x = 0.3$, $t/J = 3.0$, and $\lambda = \lambda = t'/t = 1$ (as in Fig 4 but at a larger doping). At this value of $x$, there is a nodal quasiparticle excitation not too far from $(\pi/2, \pi/2)$. 

We now describe our results for the elementary excitations of the superconducting states in our phase diagram.
nodal-point near \((\pi/2, \pi/2)\), and this is made possible by the \(d\)-wave-like pairing amplitudes. The spectra in Fig 5 and 6 cannot be continuously connected, and there must be a singular phase transition point at which the nodal fermion first appears. The position of this phase boundary is indicated in Fig 2, and the nature of the phase transition will be discussed below in Section IV.

Finally, we consider the \(S = 1\) excitations, which are visible in neutron scattering experiments. There are two categories of such excitations. First, we have the \(S = 1\), \(t_\alpha\) particles, with a definite energy-momentum relation: these may be viewed as a collective spin mode (or a triplet exciton) which goes soft at the antiferromagnetic ordering transition. These are the only \(S = 1\) excitations in the undoped antiferromagnet, but, connect smoothly to corresponding excitations in the doped antiferromagnet. The second class of \(S = 1\) excitations are scattering states of the fermionic \(S = 1/2\) excitations just discussed. These do not have a definite energy momentum relation, but exist over a continuum in a range of energies at any given momentum. We show a plot of the spectra of these two \(S = 1\) excitations in Figs 8 and 9.

At low doping, in Fig 8, not that the \(t_\alpha\) excitation has a well-formed minimum at \((0, \pi)\), and this minimum is below the lower-bound of the two-particle continuum. So the \(t_\alpha\) excitations are absolutely stable towards decay into 2 fermionic \(S = 1/2\) excitations over this range of energy and momenta. This stable \(S = 1\) excitonic excitation will lead to a resonance peak (in principle, infinitely sharp) in the neutron scattering cross-section at the energy and momentum of the \(t_\alpha\) particle. Also, as the doping is lowered, the minimum of the \(t_\alpha\) disper-
sion gets lowered, until it hits zero also in a region which has no overlap with the fermionic two-particle continuum. This signals the transition to the antiferromagnetic phase: the absence of low energy fermionic excitations at near the minimum $t_\alpha$ energy implies that the critical theory for the transition remains identical to that for the corresponding transition in the insulator, which has been discussed in much detail\cite{46}. The condensation of the $t_\alpha$ bosons occurs at momentum $(0, \pi)$, but note that because of the doubling of the unit cell this momentum is equivalent to $(\pi, \pi)$. Determination of the microscopic configuration of the spins using the operator representation in Section 3 shows that the mean moments indeed have the staggered arrangement associated with the conventional, two-sublattice Néel state.

The higher doping $S = 1$ excitations are sketched in Fig 9. Now the $t_\alpha$ excitations are well within the two-fermionic-particle continuum, and so will quickly decay and lose their identity. Note that the doping at which the $t_\alpha$ excitations ceases to be stable at any momentum does not (in general) co-incide with the point at which nodal fermionic quasiparticles appear. As long as the nodal points are not exactly at $(\pi/2, \pi/2)$, the $t_\alpha$ excitations can be stable at very low energies near $(\pi, \pi)$. In the present computation, the nodal points are quite close to $(\pi/2, \pi/2)$ and to the $t_\alpha$ excitation is quickly quenched. In a more general model, with second neighbor hopping, the $t_\alpha$ excitations could be stable even in an isotropic $d$-wave superconductor, provided we moved the nodal points sufficiently far from $(\pi/2, \pi/2)$.

**IV. ONSET OF GAPLESS NODAL FERMIONIC EXCITATIONS**

The phase diagram of Fig 3 shows a phase boundary demarking superconductors with and without nodal quasiparticles. This is a quantum phase transition in the sense that there is a (weak) non-analyticity in the ground state energy as a function of doping at this point. We will present a simplified treatment which captures its essential universal features. Such a transition was discussed earlier in Ref 2 and by Granath et al\cite{47}; the latter authors also reached conclusions on the universal properties which agree with our discussion here. A related, but distinct, theory for the annihilation of nodal particles in a $d$-wave superconductor was also discussed by Duncan and Sá de Melo\cite{48}. They considered an isotropic superconductor as a function of electron density, and found that the nodal points vanished when all four of them collided at $k = 0$. This transition is differs from that in the anisotropic superconductors of interest here, where the nodal points collide only in pairs, and the quantum critical points belong to distinct universality classes.

We approach this transition from the side of the $d$-wave superconductor with full square lattice symmetry. Here, the fermionic excitations are described by the BCS Hamiltonain

$$H_{BCS} = \sum_k \left[ \epsilon(k)c_{ka}^\dagger c_{ka} + \Delta(k)^2 \left( \varepsilon_{ab} c_{ka}^\dagger c_{ka}^\dagger + \text{H. c.} \right) \right],$$

where, in the simplest nearest-neighbor model $\epsilon_k = -2t(\cos k_x + \cos k_y) - \mu$, and the pairing energy $\Delta(k) = \Delta_0(\cos k_x - \cos k_y)$. We now assume that there is an onset of bond-centered charge order at wavevector $G = (\pi/a, 0)$ of amplitude $\psi_{sp}$—because this charge order wave is in the $z$ direction, $\psi_{sp}$ is the real part of the more general order parameter, $\Psi_{sp}$ considered in Section 3 and Appendix 3. This order will lead to a modulation in the fermion hopping matrix element and the pairing interaction at the wavevector $G$, and so induce the following additional terms in the Hamiltonian for the fermionic excitations

$$H_{sp} = i\psi_{sp} \sum_k \left[ a(k)c_{ka}^\dagger c_{k+G,a} + \frac{b(k)}{2} \left( \varepsilon_{ab} c_{ka}^\dagger c_{kG,b}^\dagger + \text{H. c.} \right) \right],$$

where $a(k) = w_1 \sin k_x$ and $b(k) = w_2 \sin k_x$, with $w_{1,2}$ some constants. These last factors of $\sin k_x$ are a consequence of the bond-centered nature of the charge order\cite{44}, but the results of this section are not crucially dependent upon this fact; similar results will apply also to site-centered charge orders.

It is possible to diagonalize the Hamiltonian $H_{BCS} + H_{sp}$ and determine the fermionic excitation spectrum of the state with co-existing superconductivity and charge order. The energy eigenvalues are

$$\left[ \Lambda_1 \pm \left( \Lambda_1^2 - \Lambda_2^2 - \Lambda_3^2 \right)^{1/2} \right]^{1/2}$$

where

$$\Lambda_1 \equiv \left[ \epsilon^2(k) + \epsilon^2(k+G) + \Delta^2 + \Delta^2(k+G) \right] / 2 + \psi_{sp}^2 \left[ a^2(k) + b^2(k) \right]$$

$$\Lambda_2 \equiv \Delta(k)\epsilon(k+G) + \Delta(k+G)\epsilon(k) - 2\psi_{sp}^2 a(k) b(k)$$

$$\Lambda_3 \equiv \psi_{sp}^2 \left( a^2(k) - b^2(k) \right) + \Delta(k)\Delta(k+G) - \epsilon(k)\epsilon(k+G).$$

It is instructive to examine the evolution of the zeros of (14) as a function of $\psi_{sp}$. For $\psi_{sp} = 0$, there are four symmetric nodal points determined by the solutions of $\epsilon(k) = 0$ and $\Delta(k) = 0$. It is assumed (as is the case at non-zero doping and in the absence of particle-hole symmetry), that the wavevector separating any two of these nodal points is not equal to $G$. If it was equal to $G$, then the nodal points would be gapped at an infinitesimal value of $\psi_{sp}$, and a non-trivial theory would describe the quantum critical fluctuations, as has already been discussed in Ref 3. Turning to the more general situation, where the separation between the nodal points is
not equal to $G$, the quantum critical theory describing the onset of a non-zero $\psi_{sp}$ is reviewed in Appendix A. The leading critical singularities do not involve the nodal fermions. As $\psi_{sp}$ increases, examination of (13) shows that the four nodal points move towards the new Brillouin zone boundary at $k_x = \pm \pi/2$. Eventually, these points collide in pairs at

$$p_0 = (\pi/2, p_{0x})$$

and (symmetry related points) and $\psi_{sp} = \psi_{sp}^c$, and there are no nodal points for $\psi_{sp} > \psi_{sp}^c$. We are interested here in describing the quantum critical theory of this nodal point collision. Clearly, the fluctuations of $\psi_{sp}$ will not be critical at this point, as the transition occurs at a non-zero value of $\psi_{sp}$.

First, let us determine the values of $\psi_{sp}^c$ and $p_0$. Using the facts that $\epsilon(p_0) = \epsilon(p_0 + G)$ and $\Delta(p_0) = \Delta(p_0 + G)$, the condition for the presence of gapless nodal points in (14) becomes

$$\epsilon(p_0) = \psi_{sp}^c a(p_0) ; \quad \Delta(p_0) = \psi_{sp}^c b(p_0).$$

The solution of these two equations determines the two unknowns $\psi_{sp}^c$ and $p_{0x}$. At this same point, the second eigenvalue in (14) remains non-zero and finite. This fermionic mode will play no role in the critical theory, and so it pays to perform a canonical transformation at an early stage to project it out. To leading order in the distance from the critical point, this merely means that we have to take only the linear combination of $c_{ka}$ and $c_{k+G,a}$ which appears in gapless eigenvalue associated with (16).

So, we introduce a new fermionic degree of freedom, $f_{qa}$, where the small momentum $q$ is measured as a deviation from $p_0$ (and a corresponding fermionic mode $\tilde{f}_{qa}$ which resides at momenta near $-p_0$); using the structure of the gapless eigenvalue at $\psi_{sp} = \psi_{sp}^c$ and $k = p_0$, we see that we should parameterize

$$c_{ka} = f_{qa}^{+}/\sqrt{2},$$

$$c_{k+G,a} = i\delta_{ab} f_{qa}^{+}/\sqrt{2},$$

where $k = p_0 + q$, and $q$ is small; a similar parameterization is made near $-p_0$ with $f_{qa}$. Finally, we insert (17) into $H_{BCS} + H_{sp}$, and expand in $\psi_{sp} - \psi_{sp}^c$ and in gradients of $f_a^{\pm}$. This leads to the following effective action for the critical theory of this transition is discussed in Section IV.

$$S_f = \int d^2r d\tau \left[ f_{a}^{\pm} \left( \frac{\partial}{\partial \tau} + \frac{\partial}{\partial y} + \frac{1}{2m_1} \frac{\partial^2}{\partial x^2} + \delta_1 \right) f_{a}^{\pm} ight. + \left. \varepsilon_{ab} f_{b}^{\pm} \left( \frac{\partial}{\partial y} - \frac{1}{2m_2} \frac{\partial^2}{\partial x^2} + \delta_2 \right) f_{a}^{\pm} + H.c. \right]$$

where $\tau$ is imaginary time, $r = (x, y)$ is the spatial coordinate, $\delta_{1,2} = w_{1,2}^c(\psi_{sp} - \psi_{sp}^c)$, and $v_{1,2}, m_{1,2}, w_{1,2}$ are constants dependent upon the detailed momentum dependence of $\epsilon(k)$ and $\Delta(k)$. The fermionic eigenenergies of (14) is easily determined; it is

FIG. 10. Evolution of the gapless nodal points in the fermionic excitation spectrum as a function of $\psi_{sp}$. The square contains the first Brillouin zone of the original square lattice, extending between $k_{x,y} = \pm \pi$. The dark circles are the positions of the nodal points in this $d$-wave superconductor. Onset of a non-zero $\psi_{sp}$ introduces Bragg reflection planes at $k_x = \pm \pi/2$ and images of the nodal points indicated by the grey circles. As $\psi_{sp}$ increases, the nodal points move towards the Bragg reflection planes and annihilate each other when they collide. The critical theory of this transition is discussed in Section IV.

$$\left[ (\delta_1 + v_1 q_x + \frac{q_x^2}{2m_1})^2 + (\delta_2 + v_2 q_y + \frac{q_y^2}{2m_2})^2 \right]^{1/2}.$$ (19)

The positions of the nodal points, if present, are easily determined from (19). Assuming $v_{1,2}, m_{1,2}, w_{1,2}^c$ are all positive, then for $w_{1,2}^c > w_{1,2}^c > 0$ and $v_{1,2} < m_{1,2}$, nodal points are present for $\psi_{sp} < \psi_{sp}^c$, but not for $\psi_{sp} > \psi_{sp}^c$ (similar results hold for other signs and magnitudes of the various coupling constants). The trajectory of the nodal points is sketched schematically in Fig 10; they move on a parabolic trajectory with $|q_{y,b}| \sim q_{x,b}$ before colliding along the Bragg reflection planes at $k_x = \pm \pi/2$.

The availability of the action $S_f$ also allows one to determine the consequences of the interactions near the quantum critical point. Notice that at the critical point, $\delta_1 = \delta_2 = 0$, $S_f$ is invariant under the scale transformation $\tau \rightarrow \tau/s, y \rightarrow y/s, x \rightarrow x/\sqrt{s}$, and $f \rightarrow s^{3/4} f$. The simplest allowed four fermion coupling is $\sim (f^\dagger f)^2$, and power-counting shows that its co-efficient has a negative scaling dimension of $-1/2$. So this interaction is an irrelevant perturbation at the quantum critical point. In a
similar manner, it is not difficult to show that all other perturbations of $S_f$ are irrelevant, and so $S_f$ is the complete critical theory of the transition involving the onset of nodal fermionic excitations.

V. COUPLING OF SPIN PEIERLS ORDER TO PHONONS

A central actor in all the considerations so far has been the spin-Peierls order parameter, $\Psi_{sp}$. Experimental observations of the fluctuations of this order parameter would certainly be helpful in resolving the theoretical issues. However, this is a spin-singlet, charge zero mode and is only observable through its couplings to the ionic displacements. This section will therefore present a simplified discussion of the coupling between the dynamics of the spin Peierls order parameter and the phonon modes of the CuO$_2$ plane. Indeed, it is probable that the phonons are more than merely spectators of the spin dynamics, and the spin-phonon coupling may play an important role in selecting between different charge orderings and in influencing the nature of the electronic ground state: the important phonon and spin excitation energies are roughly of the same order, and so a coupled dynamical model will be necessary for a complete microscopic understanding.

The spin-Peierls order parameter couples most directly to the “Peierls-active” phonon mode sketched as mode C in Fig 11: this is a staggered displacement of the Cu ions at the wavevector $(\pi, 0)$. Notice that the O ions are stationary in this phonon mode. As we will describe below, the coupling between this Peierls-active phonon and the spin-Peierls order parameter is likely to lead to an additional low energy peak in the dynamic phonon structure factor at the energy scale of the characteristic spin-Peierls fluctuations. However, neutron scattering studies of the phonon spectra have so far focused on optical phonons involving motion primarily of the O ions (the mode between A and B in Fig 1): the smaller O ion mass, $M_O \approx M_{Cu}/4$, increases the displacement of the O ions and makes these easier to observe. The O ion phonon at wavevector $(\pi, 0)$ (mode B in Fig 1) is not Peierls-active in the sense just noted. However, following the suggestion of McQueeney et al., we will describe below a non-linear coupling in the spin-phonon Hamiltonian which leads to signatures of the spin-Peierls fluctuations in the A-B phonon mode at the wavevector $(\pi/2, 0)$.

It is also worth mentioning the recent work of Khalifullin and Horsch. In contrast to our focus on bond-centered charge fluctuations, they considered Cu site-centered charge density fluctuations at wavevectors near $(\pi, 0)$ (in the notation of Nayak, we are examining $p_x$ density wave correlations at $(\pi, 0)$, while Ref. 52 discusses $s$ density wave correlations at $(\pi, 0)$). These Cu site-centered fluctuations do indeed couple linearly to the

![FIG. 11. Phonon frequencies (vertical axis) of the one-dimensional Cu-O chain. The frequency of the mode A is $2K(M_{Cu} + M_O)/(M_{Cu}M_O)^{1/2}$, that of B is $2K/M_O^{1/2}$, and that of C is $2K/M_{Cu}^{1/2}$. Only mode C is “Peierls active” i.e. couples linearly to the order parameter $\Psi_{sp}$, which measures the amplitude of a bond-centered charge order wave at wavevector $\left(\pi/a, 0\right)$.]
phonon mode in the vicinity of the point B in Fig. 1: this led to a broadening and softening of the phonon near B. As we will see below, our bond-centered spin-Peierls correlations instead modify the A-B phonon mode near \((\pi/2, 0)\) in a manner which is consistent with experimental observations.

We will work here with a simplified one-dimensional model of the phonons in the CuO2 plane. All the phonons we are interested in are polarized both in wavevector and ionic displacement along the (1, 0) axis, and so neglecting the second dimension is not too serious. We will consider only a single chain of alternating Cu and O ions, and consider displacements of the ions along the chain direction (see Fig. II). A more complete treatment is certainly possible, but we will not attempt it here: we hope that with improved experimental resolution, a more precise and microscopic theoretical study of the two-dimensional phonon modes will be carried out, along the lines of the analyses of Refs. 53,54 for CuGeO3.

We begin by specifying our toy one-dimensional model of the phonons in an alternating chain of Cu and O ions. We place the Cu ions on the sites, \(i\) (integer), of a chain with spacing \(a\), while the O ions are at the centers of the links of the chain. We denote the displacement of these ions by \(u_i\) and \(v_i\) respectively, where the \(i\)th O ion is taken to be to immediately to the right of the \(i\)th Cu ion. The harmonic action for the phonon modes is (in imaginary time, \(\tau\)):

\[
S_{ph} = \int d\tau \sum_i \left[ \frac{M_{Cu}}{2} \left( \frac{du_i}{d\tau} \right)^2 + \frac{M_{O}}{2} \left( \frac{dv_i}{d\tau} \right)^2 \right] + K \left\{ (u_i - v_i)^2 + (u_i - v_{i-1})^2 \right\},
\]

where \(K\) is a “spring constant” which determines the phonon frequencies. It is a simple matter to diagonalize \(S_{ph}\) and obtain the phonon normal mode frequencies: they are

\[
\omega_{\pm}^2 = \frac{K}{M_{Cu}M_{O}} \left[ M_{Cu} + M_{O} \pm \left( (M_{Cu} - M_{O})^2 + 4M_{Cu}M_{O}\cos^2(k/2) \right)^{1/2} \right],
\]

and are sketched in Fig. II.

We also have to consider the dynamics of the spin Peierls order \(\Psi_{sp}\) introduced in Section 3 and considered in Section 4 Appendix A. In our present one-dimensional toy model, we need only consider \(\psi_{sp} = \text{Re}[\Psi_{sp}]\). For this order parameter \(\psi_{sp}\), the dynamics of an interacting effective action like \(S\) in (3) is assumed to be captured by the following effective quadratic action:

\[
S_{sp} = \frac{T}{2} \sum_{k,\omega_n} |\psi_{sp}(k, \omega_n)|^2 \chi_{sp}^{-1}(k, i\omega_n) \quad (22)
\]

\[
\chi_{sp}^{-1}(k, i\omega_n) \equiv \omega_n^2 + 2a^2 c_1^2 (1 - \cos(k)) + \Delta_{sp}^2 + \Gamma_{sp} |\omega_n|.
\]

Here \(\omega_n\) is a Matsubara frequency, and \(\Delta_{sp}\) and \(\Gamma_{sp}\) are effective energy scales determining the mean frequency and damping of the \(\psi_{sp}\) fluctuations; the values of \(\Delta_{sp}\) and \(\Gamma_{sp}\) are determined by the non-linear interactions in (3). Also we have replaced the spatial gradient in (3) by a nearest-neighbor lattice derivative in (22). As one approaches the onset of spin-Peierls order (approaching point C in Fig. 2), the value of \(\Delta_{sp}\) will decrease to zero, while \(\Gamma_{sp}\) becomes of order \(T\), representing the damping of the order parameter mode in the quantum-critical region. We will work here in the \(\Delta_{sp} > 0\) regime, staying to the right of C in Fig. 2. The velocity \(c_1\) should be order the spin-wave velocity, and this is about 10 times larger than the velocity of the acoustic phonon mode, C, in Fig. II.

Finally, we have to couple \(\psi_{sp}\) to the phonon modes. This coupling arises from the dependence of the exchange constant \(J\) between neighbor Cu spins on the displacements of the Cu and O ions. We assume that \(J \sim t_{pd}^2\), where \(t_{pd}\) is the overlap between neighboring O and Cu orbitals is a function of \((u_i - v_i)\) and \((u_i - v_{i-1})\). Expanding \(J\) in derivatives of these variables, we obtain first the simple linear coupling

\[
S_{1c} = \int dt \sum_i \left[ \lambda (1)^j \psi_{sp, i} (u_{i+1} - u_i) \right],
\]

where \(\lambda\) is the linear coupling constant, and \(\psi_{sp, i}\) is the spin-Peierls order parameter in real space; this naturally resides on the centers of the bonds, and we locate \(\psi_{sp, i}\) on the same site as \(v_i\). As we noted earlier, \(S_{1c}\) couples the spin-Peierls order most strongly to the phonons in the vicinity of the point B in Fig. 11, and will lead to its broadening and softening. We are interested here primarily in the modifications of the optical phonon mode A-B, and so we will neglect \(S_{1c}\) in our computations below.

As indicated at the beginning of this section, the important effect on the A-B optical phonon arises from a non-linear spin-phonon coupling. Expanding to one higher order in the phonon displacements, the coupling between \(\psi_{sp}\) and the phonon displacements can be written in the form

\[
S_{2c} = \int dt \sum_i \left[ (-1)^j \psi_{sp, i} \left\{ \gamma_1 (u_{i+1} - u_i)^2 + \gamma_2 (u_{i+1} + u_i - 2v_i)^2 \right\} \right],
\]

where \(\gamma_{1,2}\) are the non-linear spin phonon coupling constants.

We examined the properties of \(S_{ph} + S_{sp} + S_{2c}\) in a simple one-loop approximation: we neglect the \(\omega_\pm\) optical phonon in (22), computed the self-energy of the \(\omega_+\) optical phonon at order \(\gamma_{1,2}^2\). Finally, to compare to neutron scattering experiments, we computed

\[
D(k, \omega) = \left\langle \left| b_{Cu} u(k, \omega) + b_O v(k, \omega)e^{ik/2} \right|^2 \right\rangle,
\]

where \(b_{Cu} = 7.718\) and \(b_O = 5.803\) are the neutron scattering lengths of Cu and O respectively.
FIG. 12. Plot of the phonon spectral density \( \text{Im} D(k, \omega) \) defined in (25). The figure shows the influence of the spin-Peierls fluctuations described by (22) on the optical phonon mode A-B in Fig 11; the two degrees of freedom are coupled by the non-linear terms in (24). We used the parameters \( \omega_0 \equiv \sqrt{K/(1/M_{Cu} + 1/M_O)} \), \( \Gamma_{sp} = 0.5\omega_0 \), \( T = 0.1\omega_0 \), \( c = 10.0\omega_0 \), and \( \gamma_1 = \gamma_2 = 0.5K\omega_0 \). The figures show the evolution in the spectrum as a function of \( \Delta_{sp}/\omega_0 \).

FIG. 13. As in Fig 12 but for \( \Gamma_{sp} = 0.2\omega_0 \), \( T = 0.1\omega_0 \), \( c = 5.0\omega_0 \), and \( \gamma_1 = \gamma_2 = 0.5K\omega_0 \).
VI. CONCLUSIONS

This paper has introduced a bond operator formalism to represent the degrees of freedom of doped antiferromagnets. While the approach bears some similarities to the popular “slave” boson and fermion techniques, the implementation leads to theories with a rather different structure: there are no long-range gauge forces in the fluctuations about any reasonable saddle-point in the latter formalism, and the quantum numbers of the true elementary excitations are simply connected to those of the microscopic operators. This is a powerful advantage of the bond operator method, and allows much information to be gleaned from simple mean-field Hatree-Fock-BCS computations. The main disadvantage of the method is that it requires a pairing of the sites into bonds at the outset. Such a pairing is naturally present in systems with spontaneous or explicit bond-centered charge order (as in a spin-Peierls states), and this is for these systems that the approach is best suited.

The defining equations of the bond operator formalism were presented in Section 1 and are contained in Eqns 1-7. Next, we applied this formalism to the two-dimensional doped antiferromagnet sketched in Fig 1. The main phase diagram of the model is sketched in Fig 2, and the important properties of the phases are summarized in its caption. The remaining figures in Fig 3 and their captions summarizing the excitation spectra of the phases—the fermionic, $S = 1/2$, spectra are in Figs 4, 5, and 6, while the $S = 1$ excitations are in Figs 7 and 8: the latter consist of a bosonic, $S = 1$ exciton, and the two-particle continua of the fermionic $S = 1/2$ excitations.

The connection of these result to recent neutron scattering measurements of phonon spectra was considered in Section 3. This section did not use the bond operator formalism. Instead, it considered the consequences of incipient bond-centered charge order in an isotropic state, in a simple perturbative calculation using a spin-phonon model. We introduced an order parameter, $\Psi_{sp}$, characterizing the ordering pattern associated with Fig 1, and wrote down a phenomenological free energy describing its fluctuations in spacetime in the vicinity of the quantum critical point labeled by the point C in Fig 2. On the symmetric side of C (the region with $\langle \Psi_{sp} \rangle = 0$), these fluctuations were controlled by an energy scale, $\Delta_{sp}$, which vanished as C was approached, and we considered the evolution of the optical phonon spectra as a function of decreasing $\Delta_{sp}$: these results are contained in Figs 12 and 13.

In the unifying language introduced by Nayak, the bond-centered charge order parameter $\Psi_{sp}$ may be considered as the amplitude of a $p_x$ density wave at wavevector $(\pi, 0)$. The ordinary $s$ density wave at wavevector $(\pi, 0)$ is associated with Cu site-centered charge order, and there may be also strong in the lightly doped antiferromagnet, especially in the region with long-range magnetic order. Their influence on the optical phonon spectra was considered in Ref 52—the primary effect was a broadening of the O optical phonon near $(\pi, 0)$. This should be contrasted with the influence of the $\Psi_{sp}$ fluctuations described above—the strongest effect was near $(\pi/2, 0)$ where the phonon dispersion sharpened considerably, along with a significant amount of broadening. The latter effects are clearly seen in recent neutron scattering experiments, although some softening at $(\pi, 0)$ is also apparent. We hope that higher precision and more detailed neutron scattering experiments will be undertaken, and along with more microscopic theoretical computations, these should help sort out the relative roles of site- and bond-centered charge order as a function of increasing doping.

In addition to fluctuating charge-order modes detected in phonon scattering, it would also be useful to study systems in which the charge order is required to be static; in such situations, atomic resolution STM studies should yield much useful information on the microstructure of the charge order. Our physical picture implies that static charge order should be present in situations in which both magnetic and superconducting order have been suppressed (systems with one of these orders may only have fluctuating charge order). A convenient way to achieve this is by application of a strong magnetic field on underdoped samples. A phenomenological theory of the phase diagram in a magnetic field has been provided recently in Ref 59: the “normal” state in this phase diagram is a very attractive candidate to bond-centered charge order. It would be especially interesting to conduct STM measurements on the strongly underdoped YBCO crystals that have become available recently after superconductivity has been suppressed by a static magnetic field. An alternative is to look for charge order.
order in STM studies in which the superconductivity has only been locally suppressed, as is the case in the cores of vortices in the superconducting order. However, the short-range nature of the suppression means that charge order is not required to appear, and may remain dynamic—this makes this approach less attractive. Recent indications of mesoscale self-segregation of charge carriers in bulk samples also naturally raise the possibility of bond charge order in the lower density regions which (presumably) have suppressed superconductivity.

A. Review of related work

Before closing this paper, we present brief critical reviews of some related work in the literature, and relate it to our results.

Sushkov and collaborators have studied aspects of Mott insulators both at zero and finite doping. At zero doping, they have examined the square lattice $S = 1/2$ Heisenberg antiferromagnet with first ($J_1$) and second ($J_2$) neighbor exchange. With increasing $J_2/J_1$ they find a transition from the familiar Néel state to a paramagnetic state with bond-centered charge order as in Fig 1b, albeit with a small window of parameters at which the two orders co-exist; such a co-existence region is allowed in the framework of the earlier field-theoretic analysis. At somewhat larger $J_2/J_1$ they find further charge ordering which breaks an additional $Z_2$ lattice symmetry: this pattern of charge ordering has also been seen in recent DMRG studies. Sushkov has also studied the evolution of the ground state as a function of doping: by a series expansion method he finds that after destruction of the Neel order, the ground state has the columnar spin-Peierls order of Fig 1b. Only at a significantly larger coupling is the full square lattice symmetry restored. All of these results are fully consistent with the approach outlined in our paper.

Mazumdar, Clay, and Campbell have studied two-dimensional correlated electron models associated with the organic charge-transfer solids tetramethyl-tetraethiafulvalene (TMTTF), tetramethyl-tetraselenafulvalene (TMTSF), bisethylenedithio-tetraethiafulvalene (BEDT-TTF) and bisethylenedithio-tetraselenafulvalene (BETS). They have argued that these materials are characterized by quarter-filled bands, and produced evidence for “bond order wave” in their models at quarter filling. These states are closely related to the period 4 bond-centered charge density wave state studied in Ref. 7, and so also to the insulating and superconducting states with the symmetry of Fig 1b studied here.

Kivelson, Fradkin and Emery have studied symmetry breaking in two-dimensional electronic systems using a rather general classification in terms of electronic liquid crystal phases. Their formulation (and their earlier theory of the “spin gap proximity effect”) does not distinguish between the nature of bond- and site-centered charge order that we are paying particular attention to here. A significant portion of the superconducting state in their phase diagram overlaps with a region of nematic order. We believe that the orthorhombic anisotropy of this nematic order is ultimately driven by singlet bond correlations associated with the spin-Peierls order in Fig 1b; consequently this nematic region should show bond-centered nematic correlations with a period of 2 lattice spacings, as has been claimed in the experiments of Ref 21. We make this distinction more precise by discussing how the spin-Peierls and nematic orders are coupled. We can characterize the spin-Peierls order in Fig 1b by a complex $Z_4$ order parameter $\Psi_{sp}$ which takes the values 1, $i$, $-1$, $-i$ on the four states obtained by rotating Fig 1b about any lattice site successively by 90°. Similarly, we can introduce a real Ising nematic order parameter $\Phi_n$ which is $+1$ ($-1$) for a nematic polarized along the $x$ ($y$) direction. Then the symmetry properties of the two order parameters show that

$$\Phi_n \sim \Psi_{sp}^2. \quad (26)$$

A detailed Landau theory and fluctuation analysis of the interplay between these two order parameters is presented in Appendix A. It is our picture, based on the physical arguments above, that $\Psi_{sp}$ is the primary order parameter, and that $\Phi_n$ is tied to it via (26).

An important ingredient in the work of Carlson, Orgad, Kivelson, and Emery is the crossover from the physics of a one-dimensional electron gas moving in the vertical direction in Fig 1b at short scales, to a coupled two-dimensional system at long scales. This should be contrasted from our approach, in which we do not find any quasi-one-dimensional regime. Although the lattice symmetry of our states is similar to those considered by these authors, the physics is always intrinsically two-dimensional, albeit with a spatial anisotropy. Indeed, the arguments for confinement and bond-centered charge order rely crucially on the two-dimensionality of the system.

Zaanen and collaborators have recently given a bold physical picture of the microstructure of stripes and their relationship to high temperature superconductivity. They take a solitonic, low-dimensional perspective, in which special attention is paid to excitations at various boundaries and dislocations in the stripe order. In contrast, our perspective here is a higher (two-) dimensional point of view, appropriate to systems not too far below their upper-critical dimension. So e.g. we view the spin-Peierls order parameter $\Psi_{sp}$ as a “soft-spin” field with large and continuous variations in its local amplitude, rather than a field with 4 discrete possible values in different regions of space separated by identifiable domain walls. The advantage of our perspective is that it allows a complete (in principle) and systematic treatment of the coupling of fermionic degrees of freedom to the various order parameters in a Landau-theory like scattering framework.
White and Scalapino have presented results for charge order in DMRG studies of doped antiferromagnets. They find that site and bond centered stripes are almost degenerate in their energy. They do observe a period 4 bond-centered charge stripe state, but have not so far seen a state with the period 2 symmetry of Fig 1b. Castro Neto has recently presented an interesting analysis of a striped superconductor, coupling transverse stripe fluctuations between regions of high and low hole density. Notably, he also finds pronounced tendency towards bond-centered charge order with the symmetry of Fig 1b, and the nematic electronic states discussed by Lanzara, A. Polkovnikov, T. Senthil, Z.-X. Shen, M. Vojta and J. Zaanen for useful discussions. We are especially grateful to S. Kivelson for a critical reading of the manuscript. This research was supported by US NSF Grant DMR 0098226.
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APPENDIX A: INTERPLAY OF SPIN PEIERLS AND NEMATIC ORDERS

In Section 2 we discussed the relationship between states with spin-Peierls order, with the symmetry of Fig 1b, and the nematic electronic states discussed by Kivelson, Fradkin and Emery. We noted that the spin-Peierls state was characterized by a complex order parameter \( \Psi_{sp} \) (which took the values \( 1, +i, -1, -i \) on the four states obtained by rotating Fig 1b about any lattice site), the nematic was characterized by a real Ising order parameter \( \Phi_n \), and the symmetry properties of these two order parameters implied the relationship between them. More generally, we can write down the following simple effective action for them, keeping all low order terms consistent with the underlying symmetries:

\[
S_{sp-n} = \int_0^{1/T} d\tau \int d^2x \left[ |\partial_x \Psi_{sp}|^2 + c_1^2 |\nabla_x \Psi_{sp}|^2 + r_1 |\Psi_{sp}|^2 + \frac{1}{2} (\partial_x \Phi_n)^2 + \frac{1}{2} |\nabla_x \Phi_n|^2 + \frac{r_2}{2} \Phi_n^2 - g \Phi_n (\Psi_{sp}^2 + \Psi_{sp}^*2) + \frac{u_1}{2} |\Psi_{sp}|^4 - \frac{v}{4} (\Psi_{sp}^4 + \Psi_{sp}^*4) \right]
\]

where \( \tau \) is imaginary time, and \( u_1 > v > 0, u_2 > 0 \), and \( u_2(u_1-v) > u^2 \) required for stability. We expect that the appearance of nematic order will enhance the probability of spin Peierls order, and so \( w > 0 \). We have, for now, neglected the couplings of these order to the fermionic excitations, and will consider the consequences of these later in this section.

First, let us analyze \( S_{sp-n} \) in mean-field theory. The results of such an analysis are shown in Fig 1a, b. There are three phases: (i) the symmetric phase, where no lattice symmetry is broken, (ii) the spin Peierls phase, where both the spin Peierls and nematic order parameters are non-zero, and (iii), the nematic phase, where only the nematic order is non-zero. There can be a second-order phase transition between any two of these three phases, as indicated in Fig 1a, b. The position of these second-order boundaries can be determined by a conventional Landau theory analysis in powers of the associated order parameter. In this manner, we find that the second-order line between the symmetric phase and the spin-Peierls phase is at \( r_1 = 0 \), while that between the symmetric phase and the nematic phase is at \( r_2 = 0 \). Finally, the second-order transition from the nematic to the spin-Peierls phase is at

\[
r_1 = 2g \sqrt{-r_2/u_2 - w r_2/(2u_2)}.
\]
FIG. 14. Mean-field phase diagram of the action \( S_{sp-n} \) in (A1). The symmetric phase has no broken lattice symmetries. The thin (thick) lines represent second (first) order transitions. The positions of the second order transition lines is indicated in (A2) and above. The tricritical point \( T_1 \) is at \( r_1 = 0, r_2 = \frac{4g^2}{(u_1 - v)} \), while the tricritical point \( T_2 \) is at the \( r_2 < 0 \) which is a solution of

\[
2u_2g^2 + 4gw\sqrt{-r_2/u_2+2(r_1(u_1-v)-w^2/2)} = 0,
\]

and \( r_1 \) given by (A3) for this value of \( r_2 \). At \( T = 0 \), the coupling to the nodal fermions in a \( d \)-wave superconductor drives the transition from the symmetric to the nematic phase first order.

The nematic phase, which has an Ising order parameter. For \( T > 0 \), these transitions will remain in the universality class of the two-dimensional Ising model. However, at \( T = 0 \), we have to also consider the influence of the fermionic excitations. A general analysis of such effects has been presented in Ref [74], and we recall the results relevant to our discussion here. The \( T = 0 \) ground state is either an insulator or a superconductor, and only the gapless nodal fermionic excitations can influence the nature of the critical properties of a zero temperature quantum phase transition. In an anisotropic, \( d \)-wave superconductor, the four nodal points are described by a Dirac-like Hamiltonian for 2, four-component, fermionic Nambu spinors \( \Psi_1, \Psi_2 \) (we will follow the notation of Ref [74]. The nematic order parameter has zero net momentum, and so has a simple linear coupling to these fermionic excitations:

\[
\Phi_n \left( \Psi_1^\dagger \tau^x \Psi_1 + \Psi_2^\dagger \tau^x \Psi_2 \right), \quad (A3)
\]

where \( \tau^{x,y,z} \) are Pauli matrices in the Nambu space (again, in the notation of Ref [74]). A renormalization group analysis of the consequences of (A3) has been carried out, and it is found that the couplings to the fermions drives the \( T = 0 \) transition between the symmetric and nematic phases first order.

Now let us consider the remaining two second-order transitions in Fig 14, for which \( \Psi_{sp} \) is the order parameter. In contrast to \( \Phi_n \), the spin-Peierls order has momentum \((\pi,0)\) or \((0,\pi)\), and so has no simple linear coupling to the nodal points, barring the exceptional case in which the nodal points are exactly at \((\pi/2, \pi/2)\). In general, the couplings between \( \Psi_{sp} \) and the fermions are of the form

\[
\Psi_{sp}^2 \left( \Psi_1^\dagger \tau^x \Psi_1 + \Psi_2^\dagger \tau^x \Psi_2 \right), \quad (A4)
\]

as can be expected from (26) and (A3), and also of the form

\[
|\Psi_{sp}|^2 \left( \Psi_1^\dagger \tau^z \Psi_1 + \Psi_2^\dagger \tau^z \Psi_2 \right), \quad (A5)
\]

Unlike (A3), the couplings in (A4,A5) are irrelevant, and so the fermions do not modify the leading critical properties of any transition in which \( \Psi_{sp} \) is the order parameter.

For the transition between the nematic and spin-Peierls phases, the order parameter is either the real or imaginary part of \( \Psi_{sp} \): the presence of nematic order in both phases therefore makes the residual order parameter Ising-like. So this transition is in the universality class of three-dimensional (two-dimensional) Ising model at \( T = 0 \) \((T > 0)\).

Finally, we consider the fluctuations near the second-order transition between the symmetric and the spin-Peierls phase. As we have just noted, the fermionic excitations can be neglected even at \( T = 0 \). Further, as \( \Psi_{sp} \) is the primary order parameter, we can integrate out the \( \Phi_n \) fluctuations at the cost of modifying the couplings in
the effective action for the $\Psi_{sp}$ alone. The resulting action has the same form as $S$, after dropping all the terms involving $\Phi_{sp}$; so near the critical point, we need only follow the flow of the nonlinear couplings $u_1$ and $v$. For the $T = 0$ transition, the standard Wilson-Fisher analysis of a phase transition in three spacetime dimension leads to the renormalization group flow equations

$$\frac{d u_1}{d \ell} = u_1 - 5 u_1^2 - 9 v^2$$
$$\frac{d v}{d \ell} = v - 6 u_1 v,$$

(6)

where we have absorbed a phase-space factor by a rescaling of the couplings in a standard manner. The only stable fixed point of these equations is $u_1 = 1/5$, $v = 0$. At the point $v = 0$, the effective action for $\Psi_{sp}$ has the additional symmetry under the global $U(1)$ change in the phase of $\Psi_{sp}$. So the $T = 0$ critical point is in the universality class of three dimensional XY model. Related considerations can be applied to the $T > 0$ transition between the symmetric and spin-Peierls phases: there, the anisotropy associated with $v$ leads to phase transitions with continuously varying exponents, associated with physics of the Ashkin-Teller model.

We conclude this section by summarizing the main physical implications of Fig. 4. Starting from the symmetric phase, one may break a square lattice symmetry either by lowering temperature, or by reducing doping. One route to this is a direct second-order transition from the symmetric to the spin-Peierls phase; the latter phase also has nematic order. The implications of the physical arguments we have presented in Section I is that this is the preferred route. Alternatively, we can first undergo a transition to the nematic phase, and possibly have a further symmetry breaking into the spin-Peierls phase.

**APPENDIX B: COMPUTATIONS FOR THE TWO-LEG LADDER**

We begin a bond operator theory of doped two-leg ladder by writing down the Hamiltonian for the pure t-J model. The effect of Coulomb repulsion will be considered in Appendix I.

$$H = H_t + H_f$$
$$= -t \sum_i \left\{ c_{1i}^\dagger c_{2i} + c_{2i}^\dagger c_{1i} \right\}$$
$$-t \sum_{\langle i,j \rangle} \left\{ c_{1j}^\dagger c_{1i} + c_{1i}^\dagger c_{2i} + (h.c.) \right\}$$
$$+ J \sum_i \{ S_{1i} \cdot S_{2i} \}$$
$$+ \lambda J \sum_{\langle i,j \rangle} \{ S_{1i} \cdot S_{1j} + S_{2i} \cdot S_{2j} \}$$

(1)

where $i$ indicates the position of the $i$-th dimer along the ladder direction and $(i,j)$ stands for the summation over the nearest neighbor, i.e. $j = i \pm 1$.

First, let us take a look at the hopping Hamiltonian $H_t$. Hopping between the sites inside a given dimer is given by:

$$c_{1i}^\dagger c_{2i} + c_{2i}^\dagger c_{1i} = h_{1i}^\dagger h_{2i} + h_{2i}^\dagger h_{1i}$$

(2)

Hopping between the sites of adjacent dimers is obtained as follows.

$$c_{1ia}^\dagger c_{1ja} = \left\{ h_{1ia}^\dagger h_{1ja} + \frac{1}{\sqrt{2}} \varepsilon_{ab} s_i^\dagger h_{2ia} + \frac{1}{\sqrt{2}} \varepsilon_{ac} s_i^\dagger h_{2ia} \right\}$$
$$\times \left\{ h_{1ja} + \frac{1}{\sqrt{2}} \varepsilon_{ac} h_{2ja} s_j + \frac{1}{\sqrt{2}} \varepsilon_{ac} \bar{h}_{2ja} s_j \right\}$$

$$\Rightarrow h_{1ia}^\dagger h_{1ja} d_i^\dagger + \frac{1}{\sqrt{2}} \varepsilon_{ab} \varepsilon_{ac} s_i^\dagger s_j h_{2ia} h_{2ja}^\dagger$$
$$+ \frac{1}{\sqrt{2}} \varepsilon_{ab} \varepsilon_{ac} h_{2ia} h_{2ja}^\dagger$$

(3)

where any term containing a single $t$ boson operator is ignored assuming that there is no magnetic order. Similarly,

$$c_{2ia}^\dagger c_{2ja} = \left\{ h_{2ia}^\dagger h_{2ja} + \frac{1}{\sqrt{2}} \varepsilon_{ab} s_i^\dagger h_{1ia} + \frac{1}{\sqrt{2}} \varepsilon_{ac} s_i^\dagger h_{1ia} \right\}$$
$$\times \left\{ h_{2ja} + \frac{1}{\sqrt{2}} \varepsilon_{ac} h_{1ja} s_j + \frac{1}{\sqrt{2}} \varepsilon_{ac} \bar{h}_{1ja} s_j \right\}$$

$$\Rightarrow h_{2ia}^\dagger h_{2ja} d_j^\dagger + \frac{1}{\sqrt{2}} \varepsilon_{ab} \varepsilon_{ac} s_i^\dagger s_j h_{1ia} h_{1ja}^\dagger$$
$$+ \frac{1}{\sqrt{2}} \varepsilon_{ab} \varepsilon_{ac} h_{1ia} h_{1ja}^\dagger$$

(4)

By combining the above two equations, we get

$$c_{1ia}^\dagger c_{1ja} + c_{2ia}^\dagger c_{2ja} + (h.c.)$$
$$= d_i d_j^\dagger \left\{ h_{1ia}^\dagger h_{1ja} + h_{2ia}^\dagger h_{2ja} \right\}$$

(5)

Assuming $s$ and $d$ bosons are condensed, i.e. $s_i = \bar{s}$ and $d_i = d$, one is able to express $H_t$ as follows.

$$H_t = -t \sum_i \{ h_{1ia}^\dagger h_{2ia} + h_{2ia}^\dagger h_{1ia} \}$$
Therefore $H_J$ is summarized as follows.

\[
H_J = J \sum_i \{-\frac{3}{4}s_i^1s_i^1 + \frac{1}{4}t_{i\alpha}^1t_{i\alpha}^2\} + \frac{\lambda J}{2} \sum_{(i,j)} \{t_{i\alpha}^1t_{j\alpha}^1s_is_j + t_{i\alpha}t_{j\alpha}s_is_j^1\}
\]

\[
+ t_{i\alpha}t_{j\alpha}s_is_j^1 + t_{i\alpha}t_{j\alpha}s_j^1s_j\}
\]

\[
- \lambda J \sum_{(i,j)} \{\epsilon_{\alpha\beta\gamma}\epsilon_{\alpha\mu\nu}t_{i\alpha}^1t_{j\alpha}^1t_{i\mu}^1t_{j\nu}^1 + H_h^s\}
\]

\[
\Rightarrow \frac{3}{4}JN\tilde{s}^2 + \frac{J}{4} \sum_i t_{i\alpha}^1t_{i\alpha}^2
\]

\[
+ \lambda J \sum_{(i,j)} \{t_{i\alpha}^1t_{j\alpha}^1 + t_{i\alpha}t_{j\alpha} + t_{i\alpha}^1t_{j\alpha} + t_{i\alpha}t_{j\alpha}\}
\]

\[
+ H_{\psi} + H_h^s
\]

where $N$ is the number of dimers and $s$ boson is condensed so that $s_i = \tilde{s}$. The total Hamiltonian (without constraints) is given by the sum of $H_t$ and $H_J$.

\[
H = H_t + H_J
\]

\[
= -t \sum_i \{h_{i1a}^1h_{2ia}^2 + h_{i2a}^1h_{1ia}^2\} - \frac{\lambda J}{2} \sum_i \{h_{i1a}^1h_{i1a}^1 + h_{i1a}^1h_{1ia}^2\}
\]

\[
+ \frac{1}{2}JN\tilde{s}^2 + \frac{J}{4} \sum_i t_{i\alpha}^1t_{i\alpha}^2
\]

\[
+ \lambda J \sum_{(i,j)} \{t_{i\alpha}^1t_{j\alpha}^1 + t_{i\alpha}t_{j\alpha} + t_{i\alpha}^1t_{j\alpha} + t_{i\alpha}t_{j\alpha}\}
\]

\[
+ H_{\psi} + H_h^s
\]

As one can see in the following sections, a convenient simplification is obtained by expressing the Hamiltonian in terms of the bonding and anti-bonding fermionic operators which are defined as follows:

\[
h_{i+a} = \frac{1}{\sqrt{2}}(h_{i1a} + h_{i2a})
\]

\[
h_{i-a} = \frac{1}{\sqrt{2}}(h_{i1a} - h_{i2a})
\]

1. Mean-Field Hamiltonian without Quartic Terms

In this section we will ignore the terms from $H_{\psi}$, $H_h^s$ and $H_{\psi}h^s$. Then, the Hamiltonian is given in momentum space representation as follows.
\[ H = -N \frac{3}{4} J \hat{s}^2 + \sum_{k_y} \left( \frac{J}{4} + \lambda J \hat{s}^2 \cos k_y \right) t^\dagger_\alpha(k_y) t_\alpha(k_y) \]
\[ + \sum_{k_y} \frac{\lambda J \hat{s}^2}{2} \cos k_y \{ t^\dagger_\alpha(k_y) t^\dagger_\alpha(-k_y) + t_\alpha(k_y) t_\alpha(-k_y) \} \]
\[ + \sum_{k_y} \{ t(\hat{s}^2 - 2 \hat{d}^2) \cos k_y - t \} h^\dagger_{+a}(k_y) h_{+a}(k_y) \]
\[ + \sum_{k_y} \{ t(\hat{s}^2 - 2 \hat{d}^2) \cos k_y + t \} h^\dagger_{-a}(k_y) h_{-a}(k_y) \]
\[ - 2 \sqrt{2} \hat{d}s \sum_{k_y} \cos k_y \{ h^\dagger_{+a}(k_y) h^\dagger_{-a}(-k_y) \}
\[ - h^\dagger_{-a}(k_y) h^\dagger_{+a}(-k_y) + \text{(h.c.)} \] (B16)

As mentioned previously, it is necessary to impose certain constraints. In this study, constraints are introduced in Lagrange multiplier method. In other words, “constraint Hamiltonian” \( (H_c) \) is added to the original Hamiltonian. And then the unknown parameters are determined by the saddle point condition of the ground state energy.

\[ H_c = -\mu \sum_i \{ s^i \dot{s}^i + t^\dagger_\alpha i t_\alpha i + h^\dagger_{11a} h_{11a} + h^\dagger_{21a} h_{21a} \]
\[ + d^\dagger_i d_i - 1 \}
\[ - \xi \sum_{k_y} \{ h^\dagger_{11a} h_{11a} + h^\dagger_{11a} d_{21a} + 2 d^\dagger_i d_i - 2x \}
\[ \Rightarrow -\mu \sum_{k_y} \{ t^\dagger_\alpha(k_y) t_\alpha(k_y) + \hat{s}^2 - \hat{d}^2 + 2x - 1 \}
\[ - \xi \sum_{k_y} \{ h^\dagger_{+a}(k_y) h_{+a}(k_y) + h^\dagger_{-a}(k_y) h_{-a}(k_y) \]
\[ + 2 \hat{d}^2 - 2x \] (B17)

where \( x \) is the hole concentration.

Therefore the total Hamiltonian with constraints is given by:

\[ H = N \epsilon_0 \]
\[ + \sum_{k_y} \{ A_{k_y} t^\dagger_\alpha(k_y) t_\alpha(k_y) \]
\[ + B_{k_y} \{ t^\dagger_\alpha(k_y) t_\alpha(-k_y) + t_\alpha(k_y) t_\alpha(-k_y) \} \}
\[ + \sum_{k_y} \{ \epsilon_+(k_y) h^\dagger_{+a}(k_y) h_{+a}(k_y) \]
\[ - D(k_y) \{ h^\dagger_{+a}(k_y) h_{+a}(-k_y) + h_{+a}(-k_y) h^\dagger_{+a}(k_y) \} \}
\[ + \sum_{k_y} \{ \epsilon_-(k_y) h^\dagger_{-a}(k_y) h_{-a}(k_y) \]
\[ + D(k_y) \{ h^\dagger_{-a}(k_y) h_{-a}(-k_y) + h_{-a}(-k_y) h^\dagger_{-a}(k_y) \} \] (B18)

where

\[ \epsilon_0 = -\frac{3}{4} J \hat{s}^2 - \mu (\hat{s}^2 - \hat{d}^2 + 2x - 1) \]

\[ A_{k_y} = \frac{J}{4} - \mu + \lambda J \hat{s}^2 \cos k_y \]
\[ B_{k_y} = \frac{\lambda J}{2} \hat{s}^2 \cos k_y \]
\[ \epsilon_+(k_y) = t(\hat{s}^2 - \hat{d}^2) \cos k_y - t - \xi \]
\[ \epsilon_-(k_y) = t(\hat{s}^2 - \hat{d}^2) \cos k_y + t - \xi \]
\[ D(k_y) = 2 \sqrt{2} \hat{d} \hat{s} \cos k_y \]

The above Hamiltonian can be diagonalized by using Bogoliubov transformation. That is,

\[ \gamma_\alpha(k_y) = u_\alpha(k_y) \gamma_\alpha(k_y) + v_\alpha(k_y) \gamma_\alpha(-k_y) \]
\[ \beta_{\pm a}(k_y) = u_{\pm a}(k_y) \beta_{\pm a}(k_y) + v_{\pm a}(k_y) \bar{\epsilon}_{ab} \beta_{\pm b}(-k_y) \] (B25)

where

\[ u^2_\alpha(k_y) = \frac{1}{2} \left( \frac{A_{k_y}}{\omega_{k_y}} + 1 \right) \]
\[ v^2_\alpha(k_y) = \frac{1}{2} \left( \frac{A_{k_y}}{\omega_{k_y}} - 1 \right) \]
\[ u_\alpha(k_y) v_\alpha(k_y) = \pm \frac{D(k_y)}{\Omega_{\pm}(k_y)} \]
\[ \Omega_{\pm}(k_y) = \sqrt{\epsilon^2_{\pm}(k_y) + D^2(k_y)} \] (B30)

and

\[ u^2_{\pm a}(k_y) = \frac{1}{2} \left( 1 + \frac{\epsilon_{\pm}(k_y)}{\Omega_{\pm}(k_y)} \right) \]
\[ v^2_{\pm a}(k_y) = \frac{1}{2} \left( 1 - \frac{\epsilon_{\pm}(k_y)}{\Omega_{\pm}(k_y)} \right) \]
\[ u_{\pm a}(k_y) v_{\pm a}(k_y) = \pm \frac{D(k_y)}{\Omega_{\pm}(k_y)} \]
\[ \Omega_{\pm}(k_y) = \sqrt{\epsilon^2_{\pm}(k_y) + D^2(k_y)} \] (B34)

In terms of Bogoliubov variables, Hamiltonian is written as follows.

\[ H = N \epsilon_0 + \sum_{k_y} \omega_{k_y} \gamma^\dagger_\alpha(k_y) \gamma_\alpha(k_y) + \frac{3}{2} \sum_{k_y} \left( \omega_{k_y} - A_{k_y} \right) \]
\[ + \sum_{k_y} \Omega_{\pm}(k_y) \beta^\dagger_{\pm a}(k_y) \beta_{\pm a}(k_y) \]
\[ + \sum_{k_y} \left\{ \epsilon_+(k_y) - \sqrt{\epsilon^2_+(k_y) + D^2(k_y)} \right\} \]
\[ + \sum_{k_y} \left\{ \epsilon_-(k_y) - \sqrt{\epsilon^2_-(k_y) + D^2(k_y)} \right\} \] (B35)
In other words, the saddle point condition in the mean-field approximation.

\[ E \] can be integrated explicitly by using the elliptic function 

\[ \eta = \frac{2\lambda s^2}{t - \frac{4}{J}}. \] (B39)

Parameters in the Hamiltonian are determined by the saddle point condition in the mean-field approximation. In other words,

\[ \frac{\partial \epsilon_{gr}}{\partial s} = \frac{\partial \epsilon_{gr}}{\partial \mu} = \frac{\partial \epsilon_{gr}}{\partial d} = \frac{\partial \epsilon_{gr}}{\partial \xi} = 0. \] (B40)

Explicit saddle-point equations are written as follows.

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial s^2} = -\frac{3}{4} \frac{\mu}{J} + \frac{3\lambda}{\pi \eta} \eta + \frac{1}{\sqrt{1 + \eta}} \frac{\sqrt{2\eta}}{1 + \eta} \]

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial d} = -\frac{1}{\sqrt{1 + \eta}} \eta \]

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial \xi} + \frac{t/J}{s} \int_0^\pi \frac{dk_y}{\pi} \cos k_y \left\{ \frac{\bar{s}c+(k_y)}{\Omega+(k_y)} + \frac{\sqrt{2}dD(k_y)}{\Omega+(k_y)} \right\} = 0 \] (B41)

where

\[ \epsilon_0 = -\frac{3}{4}Js^2 - \frac{1}{2}(s^2 - d^2 + 2x - \frac{5}{2}) - \xi(2 + 2d^2 - 2x). \] (B37)

Note that constants obtained from integrating \( A_{k_y} \) and \( \epsilon_0(k_y) \) are ignored.

The term contributed from the triplet bosons \( t_n \) can be integrated explicitly by using the elliptic function \( E \).

Explicit saddle-point equations are written as follows.

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial s^2} = -\frac{3}{4} \frac{\mu}{J} + \frac{3\lambda}{\pi \eta} \eta + \frac{1}{\sqrt{1 + \eta}} \frac{\sqrt{2\eta}}{1 + \eta} \]

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial d} = -\frac{1}{\sqrt{1 + \eta}} \eta \]

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial \xi} + \frac{t/J}{s} \int_0^\pi \frac{dk_y}{\pi} \cos k_y \left\{ \frac{\bar{s}c+(k_y)}{\Omega+(k_y)} + \frac{\sqrt{2}dD(k_y)}{\Omega+(k_y)} \right\} = 0 \] (B41)

where

\[ \epsilon_0 = -\frac{3}{4}Js^2 - \frac{1}{2}(s^2 - d^2 + 2x - \frac{5}{2}) - \xi(2 + 2d^2 - 2x). \] (B37)

Note that constants obtained from integrating \( A_{k_y} \) and \( \epsilon_0(k_y) \) are ignored.

The term contributed from the triplet bosons \( t_n \) can be integrated explicitly by using the elliptic function \( E \).

Explicit saddle-point equations are written as follows.

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial s^2} = -\frac{3}{4} \frac{\mu}{J} + \frac{3\lambda}{\pi \eta} \eta + \frac{1}{\sqrt{1 + \eta}} \frac{\sqrt{2\eta}}{1 + \eta} \]

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial d} = -\frac{1}{\sqrt{1 + \eta}} \eta \]

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial \xi} + \frac{t/J}{s} \int_0^\pi \frac{dk_y}{\pi} \cos k_y \left\{ \frac{\bar{s}c+(k_y)}{\Omega+(k_y)} + \frac{\sqrt{2}dD(k_y)}{\Omega+(k_y)} \right\} = 0 \] (B41)

where

\[ \epsilon_0 = -\frac{3}{4}Js^2 - \frac{1}{2}(s^2 - d^2 + 2x - \frac{5}{2}) - \xi(2 + 2d^2 - 2x). \] (B37)

The above saddle-point equations are highly non-linear as a function of parameters \( \tilde{s}, \mu, d, \) and \( \xi \). Since analytic solution is not accessible in this case, it is natural to make use of a numerical method. In general, solving a set of non-linear equations numerically is quite sensitive to the initial guesses of parameters. Therefore, it is very desirable to have some limiting situation where an explicit, analytic solution is available. Such a situation is realized when we set \( d = 0 \), i.e. turning off the pairing terms. Then, the ground state energy is given as follows.

\[ \epsilon_{gr} = \epsilon_0 - \frac{3}{2} J \left( \frac{1}{4} - \frac{\mu}{J} \right) \left\{ 1 - \frac{2}{\pi} \sqrt{1 + \eta} \frac{\sqrt{2\eta}}{1 + \eta} \right\} \]

\[ \int_0^\pi \frac{dk_y}{\pi} \left\{ \frac{\bar{s}c+(k_y)}{\Omega+(k_y)} + \frac{\sqrt{2}dD(k_y)}{\Omega+(k_y)} \right\} = 0 \] (B45)

where the contribution from the anti-bonding fermion \( (h_-) \) is ignored because, in the case of \( t/J \geq 1 \), the anti-bonding fermion will have a reasonably larger energy than the bonding one, separated by roughly 2t. And therefore its contribution to the ground state energy is very small.

The fermion contribution can be simplified further.

\[ \int_0^\pi \frac{dk_y}{\pi} \left\{ \frac{\bar{s}c+(k_y)}{\Omega+(k_y)} \right\} = \frac{2}{\pi} \int_{k_F}^\pi \frac{dk_y}{\pi} (ts^2 \cos k_y - t - \xi) \]

\[ = \frac{2}{\pi} \left\{ (t + \xi)(\pi - k_F) + ts^2 \sin k_F \right\} \]
where the chemical potential $\xi$ and the Fermi wavevector $k_F$ are determined by:

$$\sum_{k_y} \varepsilon_{+}(k_y) \phi_{+a}(k_y) = x = 2 \frac{\pi}{k_F} = 2x \tag{B47}$$

$$\epsilon_{+}(k_F) = 0 \Leftrightarrow \xi = ts^2 \cos k_F - t. \tag{B48}$$

Now the saddle-point equations are reduced to the following equations.

$$\frac{\partial (\epsilon_{gr}/J)}{\partial s^2} = - \left( \frac{3}{4} + \frac{\mu}{J} \right) + \frac{3\lambda}{\pi \eta} \sqrt{1 + \eta E} \left( \sqrt{\frac{2\eta}{1 + \eta}} \right)$$

$$- \frac{1}{\sqrt{1 + \eta}} \mathbf{K} \left( \sqrt{\frac{2\eta}{1 + \eta}} \right)$$

$$+ \frac{2t}{\pi} (\pi x \cos (\pi x) - \sin (\pi x)) = 0 \tag{B49}$$

$$\frac{\partial (\epsilon_{gr}/J)}{\partial (\mu/J)} = \frac{5}{2} - 2x - s^2 - \frac{3}{2\pi} \sqrt{1 + \eta E} \left( \sqrt{\frac{2\eta}{1 + \eta}} \right)$$

$$+ \frac{1}{\sqrt{1 + \eta}} \mathbf{K} \left( \sqrt{\frac{2\eta}{1 + \eta}} \right) = 0 \tag{B50}$$

Note that the other saddle-point equations are explicitly solved. In other words,

$$\tilde{d} = 0 \tag{B51}$$

$$\xi = -ts^2 \cos (\pi x) - t \tag{B52}$$

Convenient simplification is realized from the fact that Eq. (B49) and (B50) can be combined to reduce to a equation containing only one parameter $\eta$. That is,

$$\frac{\eta}{2\lambda} \left\{ 1 - \frac{2}{\pi J} (\pi x \cos (\pi x) - \sin (\pi x)) \right\}$$

$$= \frac{5}{2} - 2x - \frac{3}{2\pi} \sqrt{1 + \eta E} \left( \sqrt{\frac{2\eta}{1 + \eta}} \right)$$

$$+ \frac{1}{\sqrt{1 + \eta}} \mathbf{K} \left( \sqrt{\frac{2\eta}{1 + \eta}} \right) \tag{B53}$$

where, once again, $\eta = \frac{2\lambda s^2}{1/4 - \mu/J}$.

2. Mean-Field Hamiltonian with Quartic Terms

In this section, effects of quartic terms such as $H_{t^4}$, $H_{h^4}$, and $H_{t^2h^2}$ are included approximately by using quadratic decoupling. Let us start from $H_{t^4}$.

$$H_{t^4} = -\frac{\lambda J}{2} \sum_{\langle i,j \rangle} \varepsilon_{\alpha \beta \gamma} \varepsilon_{\alpha' \mu' \nu' \beta} t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j$$

$$-\frac{\lambda J}{2} \sum_{\langle i,j \rangle} (t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j - t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j) \tag{B54}$$

Quadratic decoupling is carried out as follows.

$$t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j \simeq \langle t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j \rangle$$

$$- \langle t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j \rangle \tag{B55}$$

$$t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j \simeq \langle t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j \rangle$$

$$- \langle t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j t_{\gamma \gamma'}^i t_{\mu \mu'}^j \rangle \tag{B56}$$

Therefore, $H_{t^4}$ is given by:

$$H_{t^4} = \frac{\lambda J}{2} \sum_{\langle i,j \rangle} \left\{ P_g (t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j + t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j) \right\}$$

$$- Q_g (t_{\alpha \alpha' \gamma}^i t_{\beta \beta' \mu}^j) \right\}$$

$$= \frac{\lambda J}{2} \sum_{k_y} \cos k_y \left\{ 2P_g t_{\alpha \alpha' \gamma}^i (k_y) t_{\alpha \alpha' \gamma}^i (k_y) \right\}$$

$$- Q_g (t_{\alpha \alpha' \gamma}^i (k_y) t_{\alpha \alpha' \gamma}^i (-k_y)) \right\}$$

$$- N \frac{\lambda J}{2} (P_g^2 - Q_g^2) \tag{B57}$$

where

$$P_g \equiv \langle t_{\alpha \alpha' \gamma}^i \rangle$$

$$Q_g \equiv \langle t_{\alpha \alpha' \gamma}^i \rangle (k_y) t_{\alpha \alpha' \gamma}^i (-k_y) \rangle$$

Note that the translational symmetry is assumed. Now let us turn to the Hamiltonian $H_{t^2h^2}$.

$$H_{t^2h^2} = -\frac{t}{2} \varepsilon_{\alpha \alpha' \beta \beta' \gamma \gamma'} \varepsilon \sum_{\langle i,j \rangle} \left\{ t_{\alpha \alpha' \beta \beta' \gamma \gamma'}^i (h_{1 \beta} h_{1 \beta}^j + h_{1 \beta} h_{1 \beta}^j) \right\}$$

$$+ (h.c.) \tag{B60}$$

Remembering that, in the present approximation, non-zero quadratic contraction is obtained only when $\alpha = \beta$ for $\langle t_{\alpha \alpha' \gamma}^i \rangle$, and $a = b$ for $(h_{1 \beta}^j)$, the Hamiltonian $H_{t^2h^2}$ is quadratically decoupled as follows.

$$+ \varepsilon_{\alpha \alpha' \beta \beta' \gamma \gamma'} \varepsilon \sum_{\langle i,j \rangle} \left\{ t_{\alpha \alpha' \beta \beta' \gamma \gamma'}^i (h_{1 \beta} h_{1 \beta}^j + (h.c.) \right\}$$

$$= \varepsilon_{\alpha \alpha' \beta \beta' \gamma \gamma'} \varepsilon \sum_{\langle i,j \rangle} \left\{ t_{\alpha \alpha' \beta \beta' \gamma \gamma'}^i (h_{1 \beta} h_{1 \beta}^j + (h.c.) \right\}$$

$$= -\langle (t_{\alpha \alpha' \gamma}^i \rangle (h_{1 \beta} h_{1 \beta}^i) - (t_{\alpha \alpha' \gamma}^i \rangle (h_{1 \beta} h_{1 \beta}^i) + (h.c.) \right\}$$

$$= -P_g \langle h_{1 \beta} h_{1 \beta}^i \rangle + (h.c.) \tag{B61}$$

where

$$\Pi_g \equiv \langle h_{1 \beta} h_{1 \beta}^i \rangle = \sum_{k_y} \cos k_y (h_{1 \beta}^i (k_y) h_{1 \beta} (k_y)). \tag{B62}$$
Once again it is convenient to use the bonding and anti-bonding fermion representation. By using the reflection symmetry, \( \Pi_y \) is given by:

\[
\Pi_y = \sum_{k_y} \cos k_y \langle h_{i\alpha}^\dagger(k_y)h_{1\alpha}(k_y) \rangle \\
= \sum_{k_y} \cos k_y \langle h_{2\alpha}^\dagger(k_y)h_{2\alpha}(k_y) \rangle \\
= \frac{1}{2} \sum_{k_y} \cos k_y \{ \langle h_{+\alpha}^\dagger(k_y)h_{+\alpha}(k_y) \rangle \\
+ \langle h_{-\alpha}^\dagger(k_y)h_{-\alpha}(k_y) \rangle \}
\]

(B63)

Finally, the Hamiltonian \( H_{tH_a} \) is given by:

\[
H_{tH_a}(k_y) = tP_y \sum_{k_y} \cos k_y \left( h_{+\alpha}^\dagger(k_y)h_{+\alpha}(k_y) + h_{-\alpha}^\dagger(k_y)h_{-\alpha}(k_y) \right) \\
+ 2t\Pi_y \sum_{k_y} \cos k_y t_{\alpha}(k_y)t_{\alpha}(k_y) \\
- 4tNP_y \Pi_y
\]

(B64)

Now, quadratic decoupling of \( H_{tH_a} \) is performed. First, \( H_{h_s} \) is given by:

\[
H_{h_s} = \frac{\lambda J}{4} \sum_{\langle i,j \rangle} \sigma_{i\alpha}^\alpha \sigma_{j\beta}^\beta \left\{ h_{i1\alpha}^\dagger h_{i1\beta}^\dagger h_{1j\beta} h_{1j\alpha}^\dagger \right\} \\
+ \left\{ h_{i1\alpha}^\dagger h_{i1\beta} h_{j1\beta}^\dagger h_{j1\alpha} \right\}
\]

(B65)

Suppressing the site index within a dimer, i.e. 1 or 2, let us first consider the following term inside summation:

\[
\sigma_{i\alpha}^\alpha \sigma_{j\beta}^\beta h_{i1\alpha}^\dagger h_{j1\beta}^\dagger h_{1j\beta} h_{1j\alpha}^\dagger \\
- \frac{1}{2} \{ h_{i1\alpha}^\dagger h_{i1\beta} h_{j1\beta}^\dagger h_{j1\alpha}^\dagger \} \\
= \frac{1}{2} \sum_{k_y} \cos k_y \left\{ \langle h_{+\alpha}^\dagger(k_y)h_{+\alpha}(k_y) \rangle \\
+ \langle h_{-\alpha}^\dagger(k_y)h_{-\alpha}(k_y) \rangle \right\}
\]

(B66)

where, once again, \( \Pi_y \) is given by:

\[
\Pi_y = \frac{1}{2} \sum_{k_y} \cos k_y \left\{ \langle h_{+\alpha}^\dagger(k_y)h_{+\alpha}(k_y) \rangle \\
+ \langle h_{-\alpha}^\dagger(k_y)h_{-\alpha}(k_y) \rangle \right\}
\]

(B67)

and also \( \Delta_y \) is defined as follows:

\[
\Delta_y = \frac{1}{2} \sum_{k_y} \cos k_y \left\{ \langle h_{+\dagger}^\dagger(k_y)h_{+\dagger}(-k_y) \rangle \\
+ \langle h_{-\dagger}^\dagger(k_y)h_{-\dagger}(-k_y) \rangle \right\}
\]

(B68)

Therefore \( H_{h_s} \) can be written as follows.

\[
H_{h_s} = -\frac{3}{4} \lambda J \sum_{k_y} \cos k_y \left\{ \Pi_y \left\{ h_{+\alpha}^\dagger(k_y)h_{+\alpha}(k_y) \right\} \\
+ 2\Delta_y \left\{ h_{+\dagger}^\dagger(k_y)h_{+\dagger}(-k_y) \right\} \\
+ 2\Delta_y \left\{ h_{-\dagger}^\dagger(k_y)h_{-\dagger}(-k_y) \right\} \\
+ 3\pi N \lambda J \left( \Pi_y^2 + 4\Delta_y^2 \right)
\]

(B69)

Including all the quartic terms, the full, mean-field Hamiltonian is finally given by:

\[
H = N\epsilon_0 + \sum_{k_y} \left\{ A_{k_y} t_{\alpha}^\dagger(k_y)t_{\alpha}(k_y) \right\} \\
+ B_{k_y}^\prime \left\{ t_{\alpha}^\dagger(k_y)t_{\alpha}(-k_y) + t_{\alpha}(k_y)t_{\alpha}(-k_y) \right\} \\
+ \sum_{k_y} \left\{ \epsilon_+^\prime(k_y) \left\{ h_{+\dagger}^\dagger(k_y)h_{+\dagger}(-k_y) \right\} \\
- D_+^\prime(k_y) \left\{ h_{+\dagger}^\dagger(k_y)h_{-\dagger}(-k_y) \right\} \\
+ D_-^\prime(k_y) \left\{ h_{-\dagger}^\dagger(k_y)h_{-\dagger}(-k_y) \right\} \\
\right\}
\]

(B70)

where

\[
\epsilon_0 = -\frac{3}{4} \lambda J s^2 - \mu(s^2 - \delta^2 + 2x - 1) \\
- \xi(2\delta^2 - 2x)
\]

\[
A_{k_y} = \frac{\lambda J}{4} P_y \cos k_y + 2t\Pi_y \cos k_y
\]

\[
B_{k_y} = B_{k_y}^\prime = \frac{\lambda J}{2} Q_y \cos k_y
\]

\[
\epsilon_+^\prime(k_y) = \epsilon_+^\prime(k_y) - \frac{3}{4} \lambda J P_y \cos k_y + tP_y \cos k_y
\]

\[
\epsilon_-^\prime(k_y) = \epsilon_-^\prime(k_y) - \frac{3}{4} \lambda J P_y \cos k_y + tP_y \cos k_y
\]

\[
D_+^\prime(k_y) = D(k_y) + \frac{3}{2} \lambda J \Delta_y \cos k_y
\]

\[
D_-^\prime(k_y) = D(k_y) + \frac{3}{2} \lambda J \Delta_y \cos k_y
\]
\[
\begin{align*}
D'_\pm(k_y) &= D(k_y) - \frac{3}{2} \lambda J \Delta y \cos k_y \\
&= 2 \sqrt{2} t \bar{s} \cos k_y - \frac{3}{2} \lambda J \Delta y \cos k_y
\end{align*}
\]

Note that all the constants which are not explicitly dependent on \( s, \mu, d, \) and \( \xi \) are ignored. As previously, the above Hamiltonian can be diagonalized by using Bogoliubov transformation. That is,
\[
\begin{align*}
H &= Nc_0 + \sum_{k_y} \omega'_{k_y} \gamma'_{\alpha}(k_y) \gamma_{\alpha}(k_y) + \frac{3}{2} \sum_{k_y} (\omega'_{k_y} - A'_{k_y}) \\
+ \sum_{k_y} \Omega'_+(k_y) \beta^\dagger_{+\alpha}(k_y) \beta_{+\alpha}(k_y) \\
+ \sum_{k_y} \left( \epsilon'_+(k_y) - \Omega'_+(k_y) \right) \\
+ \sum_{k_y} \left( \epsilon'_-(k_y) - \Omega'_-(k_y) \right)
\end{align*}
\]

Saddle-point equations of the full Hamiltonian with quartic terms are similar to those without quartic terms except the fact that even the \( t \) boson part is not expressed explicitly.

\[
\begin{align*}
\frac{\partial (\epsilon_{gr}/J)}{\partial s^2} &= \frac{3}{4} - \frac{\mu}{J} - \frac{3}{2} \lambda \int_0^\infty \frac{dk_y}{\pi} \cos k_y \frac{A'_{k_y} - 2B'_{k_y}}{\bar{\omega}'_{k_y}} \\
&- \frac{t/J}{s} \int_0^\infty \frac{dk_y}{\pi} \cos k_y \left\{ \frac{\bar{s}'_+(k_y) + \sqrt{2} \bar{d}'_+(k_y)}{\Omega'_+(k_y)} \\
+ \frac{\bar{s}'_-(k_y) + \sqrt{2} \bar{d}'_-(k_y)}{\Omega'_-(k_y)} \right\} = 0 
\end{align*}
\]

\[
\begin{align*}
\frac{\partial (\epsilon_{gr}/J)}{\partial (\mu/J)} &= d^2 - \frac{s^2 + 5}{2} - 2x - \frac{3}{2} \int_0^\infty \frac{dk_y}{\pi} \frac{A'_{k_y}}{\bar{\omega}'_{k_y}} = 0
\end{align*}
\]

\[
\begin{align*}
\frac{\partial (\epsilon_{gr}/J)}{\partial d^2} &= \frac{\mu}{J} - \frac{2}{t} \frac{\xi}{J} \\
&+ \frac{t/J}{d} \int_0^\infty \frac{dk_y}{\pi} \cos k_y \left\{ \frac{2\bar{d}'_+(k_y) - \sqrt{2} \bar{d}'_+(k_y)}{\Omega'_+(k_y)} \\
+ \frac{2\bar{d}'_-(k_y) - \sqrt{2} \bar{d}'_-(k_y)}{\Omega'_-(k_y)} \right\} = 0
\end{align*}
\]

\[
\begin{align*}
\frac{\partial (\epsilon_{gr}/J)}{\partial (\xi/J)} &= -2 - 2d^2 + 2x \\
&+ \int_0^\infty \frac{dk_y}{\pi} \left\{ \frac{\epsilon'_+(k_y)}{\Omega'_+(k_y)} + \frac{\epsilon'_-(k_y)}{\Omega'_-(k_y)} \right\} = 0
\end{align*}
\]

However, the above saddle-point equations are not meaningful without the knowledge of \( P_y, Q_y, \) and \( \Delta_y \) used in \( A'_\alpha, B'_\alpha, \epsilon'_\pm(k_y), \) and \( D'_\pm(k_y) \). These are the formulas for them.

\[
\begin{align*}
P_y &= \frac{3}{2} \int_0^\pi \frac{dk_y}{\pi} \frac{A'_{k_y}}{\bar{\omega}'_{k_y}} \\
Q_y &= -3 \int_0^\pi \frac{dk_y}{\pi} \frac{B'_{k_y}}{\bar{\omega}'_{k_y}}
\end{align*}
\]

\[
\begin{align*}
\Pi_y &= -\frac{1}{2} \int_0^\pi \frac{dk_y}{\pi} \cos k_y \left\{ \frac{\epsilon'_+(k_y)}{\Omega'_+(k_y)} + \frac{\epsilon'_-(k_y)}{\Omega'_-(k_y)} \right\}
\end{align*}
\]

\[
\begin{align*}
\Delta_y &= \frac{1}{2} \int_0^\pi \frac{dk_y}{\pi} \cos k_y \left\{ \frac{D'_+(k_y)}{\Omega'_+(k_y)} + \frac{D'_-(k_y)}{\Omega'_-(k_y)} \right\}
\end{align*}
\]

Upon solving the saddle-point equations, it is convenient to view \( P_y, Q_y, \) and \( \Delta_y \) as unknown parameters similar to \( s, \alpha, d, \mu, \) and \( \xi \). Then, the original saddle-point conditions are equivalent to solving four saddle-point equations and four equations for \( P_y, Q_y, \Pi_y, \) and \( \Delta_y \) simultaneously.

**APPENDIX C: COMPUTATIONS FOR THE SQUARE LATTICE**

This section is devoted to the two-dimensional array of coupled t-J ladders. Hamiltonian for the coupling between two-leg t-J ladders can be written as follows.

\[
\begin{align*}
H_\perp &= -t \sum_{i} \sum_{(n,m)} \{ c^\dagger_{2ina} c_{1ima} + c^\dagger_{1ima} c_{2ina} \} \\
&+ \frac{\lambda}{J} \sum_{i} \sum_{(n,m)} S^\dagger_{1im} S^\dagger_{2in} 
\end{align*}
\]

where the index \( i \) indicates the \( i \)-th dimer within a given ladder and the indices \( n (= m + 1) \) indicate the \( m \)-th (\( m \)-th) ladder. Derivation of the mean-field Hamiltonian for the dynamics perpendicular to the ladder direction, is rather similar to that of the parallel direction. But caution should be used in keeping track of signs of various terms in Hamiltonian. Let us start from the hopping term between ladders.

\[
\begin{align*}
&c^\dagger_{2ina} c_{1ima} \\
&= \left\{ h^\dagger_{2ina} d_{in} + \frac{1}{\sqrt{2}} \varepsilon_{ab} s^\dagger_{in} h_{1inb} + \frac{1}{\sqrt{2}} \varepsilon_{ac} \sigma^\dagger_{c2ina} h_{1im} \right\} \\
&\times \left\{ d^\dagger_{1ima} h_{1ima} + \frac{1}{\sqrt{2}} \varepsilon_{ac} h^\dagger_{2imc} s_{im} - \frac{1}{\sqrt{2}} \varepsilon_{ab} \sigma^\dagger_{c2ima} h_{2imd} \right\} \\
&\Rightarrow \left\{ d^\dagger_{2ina} h_{1ima} - \frac{1}{\sqrt{2}} \varepsilon_{ab} \varepsilon_{ac} \sigma^\dagger_{c2ima} h_{2imc} h_{1inb} \\
&+ \frac{1}{\sqrt{2}} \varepsilon_{ac} \sigma^\dagger_{c2ina} h^\dagger_{2imc} s_{im} + \frac{1}{\sqrt{2}} \varepsilon_{ab} \sigma^\dagger_{c2ima} h_{2imd} \right\}
\end{align*}
\]

\[
\begin{align*}
&- \frac{1}{2} \varepsilon_{ac} \sigma^\dagger_{c2ina} \sigma_{2imc} t_{im} h_{1ima} h_{2imc} \\
&- \frac{1}{2} \varepsilon_{ac} \sigma^\dagger_{c2ima} \sigma_{2ima} h_{1ima} h_{2imd} \\
&- \frac{1}{2} \varepsilon_{ac} \sigma^\dagger_{c2ima} \sigma_{2ima} h_{1ima} h_{2imc}
\end{align*}
\]

\[
\begin{align*}
&- \frac{1}{2} \varepsilon_{ac} \sigma^\dagger_{c2ima} \sigma_{2ima} h_{2imd} h_{1ima} h_{2imc}
\end{align*}
\]

\[
\begin{align*}
&- \frac{1}{2} \varepsilon_{ac} \sigma^\dagger_{c2ima} \sigma_{2ima} h_{1ima} h_{2imd}
\end{align*}
\]
Also, assuming that there is no magnetic ordering, the product of spin operators is given by:

\[ S_{\text{1ima}} S_{\text{2ima}} = \hat{S}_{\text{1ima}} \hat{S}_{\text{2ima}} + \frac{1}{4} \sigma_{ab} \sigma_{cd} \hat{h}_{\text{1ima}}^+ \hat{h}_{\text{2ima}}^+ \hat{h}_{\text{1ima}} \hat{h}_{\text{2ima}} \]

\[ = -\frac{1}{4} (s_{\text{1ima}}^\dagger t_{\text{ima}} + t_{\text{ima}}^\dagger s_{\text{ima}} - i e \alpha \beta \gamma t_{\text{ima}}^\dagger t_{\text{ima}}) \times (s_{\text{ima}}^\dagger t_{\text{ima}} + t_{\text{ima}}^\dagger s_{\text{ima}} + i e \alpha \beta \gamma t_{\text{ima}}^\dagger t_{\text{ima}}) \]

\[ + \frac{1}{4} \sigma_{ab} \sigma_{cd} \hat{h}_{\text{1ima}}^+ \hat{h}_{\text{2ima}}^+ \hat{h}_{\text{1ima}} \hat{h}_{\text{2ima}} \]

\[ \Rightarrow -\frac{1}{4} \hat{s}^2 (t_{\text{ima}}^\dagger t_{\text{ima}} + t_{\text{ima}}^\dagger t_{\text{ima}} + t_{\text{ima}}^\dagger t_{\text{ima}}) \]

\[ + \frac{1}{4} (t_{\text{ima}}^\dagger t_{\text{ima}} t_{\text{ima}}^\dagger t_{\text{ima}} - t_{\text{ima}}^\dagger t_{\text{ima}} t_{\text{ima}}^\dagger t_{\text{ima}}) \]

\[ + \frac{1}{4} \sigma_{ab} \sigma_{cd} \hat{h}_{\text{1ima}}^+ \hat{h}_{\text{2ima}}^+ \hat{h}_{\text{1ima}} \hat{h}_{\text{2ima}} \]  \hspace{1cm} (C3)

Performing the quadratic decoupling and ignoring irrelevant constants, the Hamiltonian \( H_\perp \) is written as follows. (Note that \( k_z \) is the moment associated with the perpendicular direction to ladders, while \( k_y \) is with the parallel direction. Also, in laboratory unit, momentum in the parallel direction is given by \( p_y = k_y / \alpha \), and that in the perpendicular direction is given by \( p_x = k_x / 2a \) where \( a \) is the lattice spacing and \( -\pi < k_x, k_y \leq \pi \).)

\[ H_\perp = H_{\perp,h^2} + H_{\perp,i^2+} + H_{\perp,i^4} + H_{\perp,h^4} \]  \hspace{1cm} (C4)

\[ H_{\perp,h^2} = \frac{t'}{2} (s^2 - 2d^2) \sum_k \cos k_x \left\{ h_{\uparrow-a}^+(k) h_{\uparrow+a}(k) \right\} \]

\[ - h_{\uparrow-a}^+(k) h_{\uparrow-a}(k) \}

\[ - \sqrt{2} t' \hat{s}^\dagger \sum_k \cos k_x \left\{ h_{\uparrow+}^+(k) h_{\uparrow+}(\downarrow-k) \right\} \]

\[ + h_{\uparrow+}(\downarrow-k) h_{\uparrow+}(\downarrow-k) \}

\[ - \sqrt{2} t' \hat{s}^\dagger \sum_k \cos k_x \left\{ h_{\uparrow-}^+(k) h_{\uparrow-}(\downarrow-k) \right\} \]

\[ + h_{\uparrow-}(\downarrow-k) h_{\uparrow-}(\downarrow-k) \}

\[ H_{\perp,i^2+} = -\frac{t}{2} P_x \sum_k \cos k_x \left\{ h_{\uparrow+a}(k) h_{\uparrow+a}(k) \right\} \]

\[ - h_{\uparrow-a}(k) h_{\uparrow-a}(k) \}

\[ - t \Pi_x \sum_k \cos k_x \left\{ t_{\alpha}^\dagger(k) t_{\alpha}(k) \right\} \]  \hspace{1cm} (C5)

\[ H_{\perp,i^4} = \frac{\lambda' J}{4} \sum_k \cos k_x \left\{ 2 P_x t_{\alpha}^\dagger(k) t_{\alpha}(k) \right\} \]

\[ - Q_x \left\{ t_{\alpha}^\dagger(k) t_{\alpha}(k) - t_{\alpha}(k) t_{\alpha}(k) \right\} \]  \hspace{1cm} (C7)

\[ H_{\perp,h^4} = \frac{\lambda' J}{4} \sum_k \cos k_x \left\{ \tilde{A}_k t_{\alpha}^\dagger(k) t_{\alpha}(k) \right\} \]

\[ - Q_x \left\{ t_{\alpha}^\dagger(k) t_{\alpha}(k) - t_{\alpha}(k) t_{\alpha}(k) \right\} \]  \hspace{1cm} (C8)

\[ H_{\perp,h^4} = -\frac{3}{8} \lambda' \Pi_x \sum_k \cos k_x \left\{ h_{\uparrow+a}^+(k) h_{\uparrow+a}(k) \right\} \]

\[ - h_{\uparrow-a}(k) h_{\uparrow-a}(k) \}

\[ - \frac{3}{4} \lambda' J \Delta_x \sum_k \cos k_x \left\{ h_{\uparrow+}^+(k) h_{\uparrow+}(\downarrow-k) \right\} \]

\[ + h_{\uparrow+}(\downarrow-k) h_{\uparrow+}(\downarrow-k) \}

\[ + \frac{3}{4} \lambda' J \Delta_x \sum_k \cos k_x \left\{ h_{\uparrow-}^+(k) h_{\uparrow-}(\downarrow-k) \right\} \]

\[ + h_{\uparrow-}(\downarrow-k) h_{\uparrow-}(\downarrow-k) \} \]  \hspace{1cm} (C9)

where

\[ P_x = \sum_k \cos k_x \left\{ t_{\alpha}^\dagger(k) t_{\alpha}(k) \right\} \]

\[ Q_x = \sum_k \cos k_x \left\{ t_{\alpha}^\dagger(k) t_{\alpha}(-k) \right\} \]

\[ \Pi_x = \frac{1}{2} \sum_k \cos k_x \left\{ \langle h_{\uparrow+a}(k) h_{\uparrow+a}(k) \rangle - \langle h_{\uparrow-a}(k) h_{\uparrow-a}(k) \rangle \right\} \]

\[ \Delta_x = \frac{1}{2} \sum_k \cos k_x \left\{ \langle h_{\uparrow+}^+(k) h_{\uparrow+}(\downarrow-k) \rangle \right. \]

\[ - \langle h_{\uparrow+}^+(k) h_{\uparrow+}(\downarrow-k) \rangle \} \]  \hspace{1cm} (C10)

where the bonding and anti-bonding fermions are assumed to be well separated in energy so that the mixing terms between them are ignored.

Combining \( H_\perp \) with the Hamiltonian describing the dynamics inside ladder, the mean-field Hamiltonian for the two-dimensional array of coupled t-J ladders is obtained.

\[ H = N^2 \epsilon_0 / 2 + \sum_k \left\{ \hat{A}_k t_{\alpha}^\dagger(k) t_{\alpha}(k) \right\} \]

\[ + \hat{B}_k \left\{ t_{\alpha}^\dagger(k) t_{\alpha}(-k) + t_{\alpha}(k) t_{\alpha}(-k) \right\} \}

\[ + \sum_k \left\{ \hat{\epsilon}_+(k) h_{\uparrow+a}^+(k) h_{\uparrow+a}(k) \right\} \]

\[ - \hat{D}_x \left\{ h_{\uparrow+}^+(k) h_{\uparrow+}(\downarrow-k) + h_{\uparrow+}(\downarrow-k) h_{\uparrow+}(\downarrow-k) \right\} \}

\[ + \sum_k \left\{ \hat{\epsilon}_-(k) h_{\uparrow-a}(k) h_{\uparrow-a}(k) \right\} \]

\[ + \hat{D}_x \left\{ h_{\uparrow-}^+(k) h_{\uparrow-}(\downarrow-k) + h_{\uparrow-}(\downarrow-k) h_{\uparrow-}(\downarrow-k) \right\} \]  \hspace{1cm} (C11)

where

\[ \epsilon_0 = -\frac{3}{4} J \hat{s}^2 - \mu (s^2 - d^2 + 2x - 1) \]

\[ - \xi (2d^2 - 2x) \]  \hspace{1cm} (C12)

\[ \hat{A}_k = \frac{J}{4} - \mu + \lambda J \hat{s}^2 \left( \cos k_y - \frac{\lambda'}{2\lambda} \cos k_x \right) \]

\[ + \lambda J \left( \cos k_y + \frac{\lambda'}{2\lambda} \cos k_x \right) \]
those of single ladder case. That is to say, the correspondent saddle-point equations are similar to where

\[ \hat{B}_k = \frac{\lambda J}{2} s^2 \left( \cos k_y - \frac{\lambda'}{2\lambda} \cos k_x \right) \]

\[ - \frac{\lambda J}{2} \left( Q_y \cos k_y + \frac{\lambda'}{2\lambda} Q_x \cos k_x \right) \tag{C14} \]

\[ \dot{\epsilon}_+(k) = t(s^2 - 2d^2) \left( \cos k_y + \frac{t'}{2t} \cos k_x \right) - t - \xi \]

\[ - \frac{3}{4} \lambda J \left( \Pi_y \cos k_y + \frac{\lambda'}{2\lambda} \Pi_x \cos k_x \right) \]

\[ + t \left( P_y \cos k_y - \frac{t'}{2t} P_x \cos k_x \right) \tag{C15} \]

\[ \dot{D}_+(k) = 2\sqrt{2} t \tilde{s} \left( \cos k_y + \frac{t'}{2t} \cos k_x \right) \]

\[ + \frac{3}{2} \lambda J \left( \Delta_y \cos k_y + \frac{\lambda'}{2\lambda} \Delta_x \cos k_x \right) \tag{C17} \]

\[ \dot{D}_-(k) = 2\sqrt{2} t \tilde{s} \left( \cos k_y - \frac{t'}{2t} \cos k_x \right) \]

\[ - \frac{3}{2} \lambda J \left( \Delta_y \cos k_y - \frac{\lambda'}{2\lambda} \Delta_x \cos k_x \right) \tag{C18} \]

Diagonalization via Bogoliubov transformation and the correspondent saddle-point equations are similar to those of single ladder case. That is to say,

\[ \epsilon_{gr} = \epsilon' + \frac{3}{2} \int \frac{d^2k}{\pi^2} \tilde{\omega}(k) \]

\[ - \int \frac{d^2k}{\pi^2} \tilde{\Omega}_+(k) - \int \frac{d^2k}{\pi^2} \tilde{\Omega}_-(k) \tag{C19} \]

where

\[ \epsilon'_0 = -\frac{3}{4} J s^2 - \mu(s^2 - d^2 + 2x - \frac{5}{2}) \]

\[ - \xi(2 + 2d^2 - 2x) \tag{C20} \]

\[ \tilde{\omega}(k) = \sqrt{\hat{A}_k^2 - 4\hat{B}_k^2} \tag{C21} \]

\[ \tilde{\Omega}_\pm(k) = \sqrt{\tilde{\epsilon}_\pm^2(k) + \tilde{D}_\pm^2(k)} \tag{C22} \]

Also, the parameters due to quartic terms are defined as follows.

\[ P_y = \frac{3}{2} \int \frac{d^2k}{\pi^2} \cos k_y \frac{\hat{A}_k}{\tilde{\omega}_k} \tag{C27} \]

\[ Q_y = -3 \int \frac{d^2k}{\pi^2} \cos k_y \frac{\hat{B}_k}{\tilde{\omega}_k} \tag{C28} \]

\[ \Pi_y = \frac{1}{2} \int \frac{d^2k}{\pi^2} \cos k_y \left\{ \frac{\tilde{\epsilon}_+(k)}{\Omega_+(k)} + \frac{\tilde{\epsilon}_-(k)}{\Omega_-(k)} \right\} \tag{C29} \]

\[ \Delta_y = \frac{1}{2} \int \frac{d^2k}{\pi^2} \cos k_y \left\{ \frac{\tilde{D}_+(k)}{\Omega_+(k)} - \frac{\tilde{D}_-(k)}{\Omega_-(k)} \right\} \tag{C30} \]
\[ P_x = \frac{3}{2} \int \frac{d^2k}{\pi^2} \cos k_x \frac{\tilde{A}_k}{\omega_k} \]  
(C31)

\[ Q_x = -3 \int \frac{d^2k}{\pi^2} \cos k_x \frac{\tilde{B}_k}{\omega_k} \]  
(C32)

\[ \Pi_x = -\frac{1}{2} \int \frac{d^2k}{\pi^2} \cos k_x \left\{ \frac{\tilde{\epsilon}_+(k)}{\Omega_+(k)} - \frac{\tilde{\epsilon}_-(k)}{\Omega_-(k)} \right\} \]  
(C33)

\[ \Delta_x = \frac{1}{2} \int \frac{d^2k}{\pi^2} \cos k_x \left\{ \frac{\tilde{D}_+(k)}{\Omega_+(k)} + \frac{\tilde{D}_-(k)}{\Omega_-(k)} \right\} \]  
(C34)

As previously, it is convenient to have some limiting case when the explicit solution is available. We will take the case of \( x = 0 \), i.e. no-doping case.

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial \epsilon^2} = -\frac{3}{4} \frac{\mu}{J} + 3 \lambda \int \frac{d^2k}{\pi^2} \frac{f_k}{\sqrt{1 + \eta f_k}} = 0 \]  
(C35)

\[ \frac{\partial (\epsilon_{gr}/J)}{\partial \mu/J} = \frac{5}{2} - \frac{3}{2} \int \frac{d^2k}{\pi^2} \frac{1}{\sqrt{1 + \eta f_k}} = 0 \]  
(C36)

where \( \eta = \frac{2\lambda^2}{\sqrt{J}} \) and \( f_k = \cos k_y - \frac{\mu}{\pi^2} \cos k_x \). As before, it is possible to combine the above two equations to get a single equation only for \( \eta \). That is to say,

\[ \frac{\eta}{2\lambda} = \frac{5}{2} - \frac{3}{2} \int \frac{d^2k}{\pi^2} \frac{1}{\sqrt{1 + \eta f_k}} \]  
(C37)

1. Superconducting Order Parameters

This subsection relates the parameters in the above computations to the physical order parameters describing the nature of the superconducting state. In the case of two-dimensional array of coupled ladders, there are three order parameters to be defined:

\[ \chi_0 \equiv \epsilon_{ab} \langle c_{1na}^\dagger c_{2nb}^\dagger \rangle \]  
(C38)

\[ \chi_1 \equiv \epsilon_{ab} \langle c_{1i+1,na}^\dagger c_{1nb}^\dagger \rangle \]  
(C39)

\[ \chi_\perp \equiv \epsilon_{ab} \langle c_{1i+n,m}^\dagger c_{1i+n+1,m}^\dagger \rangle \]  
(C40)

The first one, \( \chi_0 \), is the pairing order parameter within dimer. Using constraints, it is written as follows.

\[ \chi_0 = \epsilon_{ab} \langle h_{1ina}^\dagger d_{in} + \frac{1}{\sqrt{2}} \epsilon_{ac} s_{in}^\dagger h_{2inc} + \frac{1}{\sqrt{2}} \epsilon_{ac} \sigma_{cd}^\dagger t_{ina}^\dagger h_{2i+2nd} \rangle \] 
\[ \times \langle h_{2i+1nd}^\dagger d_{in} + \frac{1}{\sqrt{2}} \epsilon_{bc} s_{in}^\dagger h_{1inc} + \frac{1}{\sqrt{2}} \epsilon_{bc} \sigma_{cd}^\dagger t_{ina}^\dagger h_{1i+2nd} \rangle \]  
\[ = \frac{\epsilon_{ab}}{\sqrt{2}} (\langle h_{2i+1,na}^\dagger h_{2i+1,na}^\dagger \rangle - \langle h_{2i+1,na}^\dagger h_{2i+1,na}^\dagger \rangle) = \sqrt{2} \bar{s} \tilde{d} \]  
(C41)

The pairing order parameter in the parallel direction, \( \chi_\parallel \), is evaluated as follows.

\[ \chi_\parallel = \epsilon_{ab} \langle d_{i+1,na}^\dagger h_{1i+1,na}^\dagger \rangle + \frac{1}{2} \epsilon_{ac} \epsilon_{bd} \bar{s}^2 \langle h_{2i+1,na}^\dagger h_{2i+1,na}^\dagger \rangle \] 
\[ + \frac{1}{\sqrt{2}} \epsilon_{bc} \bar{s} \tilde{d} \] 
\[ + \frac{1}{2} \epsilon_{ac} \epsilon_{bd} \sigma_{cd}^\dagger \langle t_{ina}^\dagger t_{ina}^\dagger h_{2i,na}^\dagger \rangle \]  
\[ = (d^2 - \frac{1}{2} s^2 + Q) \Gamma - \sqrt{2} \tilde{d} \tilde{s} \]  
(C42)

where \( Q \) and \( \Gamma \) are defined previously, and \( \tilde{\Pi} \) is given by:

\[ \tilde{\Pi} = -\frac{1}{2} \int \frac{d^2q}{\pi^2} \cos k_\parallel \left\{ \frac{\tilde{\epsilon}_+(k,q)}{\Omega_+(k,q)} - \frac{\tilde{\epsilon}_-(k,q)}{\Omega_-(k,q)} \right\} \]  
(C43)

Similarly, pairing order parameter in the perpendicular direction, \( \chi_\perp \), is computed to give the following formula.

\[ \chi_\perp = \epsilon_{ab} \langle h_{2i,na}^\dagger h_{1i+1,na}^\dagger \rangle + \frac{1}{\sqrt{2}} \epsilon_{ac} \epsilon_{bd} \bar{s}^2 \langle h_{1inc} h_{2i+1,na}^\dagger \rangle \] 
\[ + \frac{1}{\sqrt{2}} \epsilon_{ac} \epsilon_{bd} \sigma_{cd}^\dagger \langle t_{ina}^\dagger t_{ina}^\dagger h_{1i+1,na}^\dagger \rangle \]  
\[ = (d^2 - \frac{1}{2} s^2 - Q_\perp) \Gamma_\perp - \sqrt{2} \tilde{d} \tilde{s} \tilde{\Pi}_\perp \]  
(C44)

where \( Q_\perp \) and \( \Gamma_\perp \) are defined previously, and \( \tilde{\Pi}_\perp \) is given by:

\[ \tilde{\Pi}_\perp = -\frac{1}{2} \int \frac{d^2q}{\pi^2} \cos k_\perp \left\{ \frac{\tilde{\epsilon}_+(k,q)}{\Omega_+(k,q)} + \frac{\tilde{\epsilon}_-(k,q)}{\Omega_-(k,q)} \right\} \]  
(C45)

**APPENDIX D: EFFECT OF COULOMB INTERACTION**

This section is devoted to the effect of Coulomb repulsion. Hamiltonian due to the Coulomb interaction between the nearest neighbors is written in terms of the bond operators as follows.

\[ H_{\text{Coulomb}} = V \sum_i \sum_n n_{iin} n_{2in} \]  
\[ + V \sum_{i,j} \sum_n \{ n_{iin} n_{jn} + n_{2in} n_{2jn} \} \]  
\[ + V \sum_i \sum_{n,m} n_{2in} n_{1im} \]  
(D1)

where

\[ n_{1in} \equiv c_{1ina}^\dagger c_{1ina} \]  
\[ = h_{1ina}^\dagger h_{1ina} + s_{in}^\dagger s_{in} + t_{ina}^\dagger t_{ina} \]  
\[ = 1 - h_{2ina}^\dagger h_{2ina} - d_{in}^\dagger d_{in} \]  
(D2)

and
\[ n_{2in} = c_{2ina}^\dagger c_{2ina} \]
\[ = h_{2ina}^\dagger h_{2ina} + s_{in}^\dagger s_{in} + t_{ina}^\dagger t_{ina} \]
\[ = 1 - h_{1ina}^\dagger h_{1ina} - d_{in}^\dagger d_{in}. \quad (D3) \]

The first term is evaluated as follows.
\[
\sum_i \sum_n n_{1in} n_{2in} \\
= \sum_i \sum_n (1 - h_{1ina}^\dagger h_{2ina} - d_{in}^\dagger d_{in}) \\
\times (1 - h_{1imb} h_{1imb} - d_{in}^\dagger d_{in}) \\
= \sum_i \sum_n \{1 - d_{in}^\dagger d_{in} - (h_{1ina}^\dagger h_{1ina} + h_{2ina}^\dagger h_{2ina})\} \\
= \sum_i \sum_n \{1 - 2x + d_{in}^\dagger d_{in}\} \\
\Rightarrow \frac{N^2}{2}(1 - 2x + \bar{d}^2) \quad (D4)\]

where \( N^2/2 \) is the total number of dimers. Note that the constraint conditions are used.

The second term is due to the Coulomb interaction between the dimers along the ladder direction, which is computed by:
\[
\sum_{(i,j)} \sum_n \{n_{1in} n_{1jn} + n_{2in} n_{2jn}\} \\
\Rightarrow \sum_{(i,j)} \sum_n \{1 - d_{in}^\dagger - h_{2ina}^\dagger h_{2ina} (1 - d_{jn}^\dagger - h_{1jn}^\dagger h_{1jn})\} \\
+ (1 - d_{in}^\dagger - h_{1ina}^\dagger h_{1ina}) (1 - d_{jn}^\dagger - h_{2jnb}^\dagger h_{2jnb})\} \\
= N^2 (1 - \bar{d}^2)(1 - 2x + \bar{d}^2) \\
+ \sum_{(i,j)} \sum_n \{h_{1ina}^\dagger h_{1ina} h_{1jn}^\dagger h_{1jn} + h_{2ina}^\dagger h_{2ina} h_{2jnb}^\dagger h_{2jnb}\}. \quad (D5)\]

Similarly, the third term is evaluated as follows.
\[
\sum_i \sum_{(n,m)} n_{2in} n_{1im} \\
= \frac{N^2}{2}(1 - \bar{d}^2)(1 - 2x + \bar{d}^2) \\
+ \sum_i \sum_{(n,m)} h_{1ina}^\dagger h_{1ina} h_{2im}^\dagger h_{2imb}. \quad (D6)\]

Therefore,
\[
H_{\text{Coulomb}} = \frac{N^2}{2} V(4 - 3\bar{d}^2)(1 - 2x + \bar{d}^2) + V \sum_{(i,j)} \sum_n \{h_{1ina}^\dagger h_{1ina} h_{1jn}^\dagger h_{1jn} + h_{2ina}^\dagger h_{2ina} h_{2jnb}^\dagger h_{2jnb}\} \\
+ V \sum_i \sum_{(n,m)} h_{1ina}^\dagger h_{1ina} h_{2imb}^\dagger h_{2imb} \\
= \frac{N^2}{2} V(4 - 3\bar{d}^2)(1 - 2x + \bar{d}^2) + H_{\text{Coul., h}}. \quad (D7)\]

The full treatment of \( H_{\text{Coul., h}} \) is beyond the scope of our present paper. However, we will follow the philosophy of BCS theory in that electrons interacting with the Coulomb repulsion under the neutralizing background are described in terms of the Landau-Fermi liquid. Assuming that the hopping parameter, \( t \), and the spin-coupling parameter, \( J \), are already renormalized quantities due to the Coulomb repulsion, one has only to consider the Hartree contribution of \( H_{\text{Coul., h}} \), which is given by:
\[
H_{\text{Hartree \, Coul., h}} = \frac{N^2}{2} 3V(x - \bar{d}^2) \quad (D8)\]

which is obtained by using the constraint conditions. Also, note that the mixing between the bonding and antibonding fermions is ignored.

Therefore, in our approximation, the Hamiltonian (per site) due to the Coulomb repulsion is given as follows:
\[
\frac{H_{\text{Coulomb}}}{N^2/2} \approx V(4 - 3x^2)(1 - 2x + \bar{d}^2) + H_{\text{Hartree \, Coul., h}} \\
= V(4 - 8x + 3x^2) + V\bar{d}^2 \quad (D9)\]

Since Eq. (D9) depends only on \( \bar{d}^2 \), the modification of saddle-point equations is straightforward. That is,
\[
\frac{\partial(\epsilon_{gr}/J)}{\partial\bar{d}^2} = 0 \rightarrow \frac{\partial(\epsilon_{gr}/J)}{\partial\bar{d}^2} + V = 0 \quad (D10)\]

All the other saddle-point equations are the same as before.

Now it is reasonable to assume the limit of large Coulomb repulsion which not only captures the essential physics that we are interested in, but also will simplify explicit computations. So we will take the limit \( V \to \infty \); consequently \( \bar{d} = 0 \). While this limit is not physical for large doping, our primary interest lies in the case of small doping.
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