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I. INTRODUCTION

Damped response theory\textsuperscript{11} and the conceptually equivalent complex polarization propagator (CPP) approach\textsuperscript{2,11} are increasingly popular frameworks to compute resonance convergent response functions, and thereby simulate a variety of spectroscopic effects. They have proven particular convenient in cases where traditional stick-spectra-based approaches are impractical due to a large density of states – a prototypical example being the absorption spectrum of large molecules in extended basis sets over a broad frequency range. They are also advantageous in that they give access to molecular (stick) properties at (additional) resonant conditions, like in two-photon absorption (TPA)\textsuperscript{7,12} and resonant inelastic x-ray scattering (RIXS).\textsuperscript{10,13} In addition, the CPP approach can be used to compute, e.g., polarizabilities at imaginary frequencies that are needed for the calculation of $C_6$ dispersion coefficients.\textsuperscript{8,14,15}

Damped response/CPP frameworks have been successfully implemented at various levels of theory, from Hartree-Fock and Time-Dependent Density Functional theory,\textsuperscript{2,4,16} to Multiconfigurational Self-Consistent Field,\textsuperscript{2} Algebraic Diagrammatic Construction (ADC)\textsuperscript{15,17} and Coupled-Cluster (CC) Theory.\textsuperscript{8–10,18} Extensions to solvated environments (embedding and solvation models)\textsuperscript{19,20} and the relativistic domain\textsuperscript{21,22} have also been presented.

Applications to date include linear properties like one-photon absorption (OPA) and electronic circular dichroism (ECD) in different frequency regions (from UV to X-ray),\textsuperscript{5,6,9,18,23,24} and $C_6$ dispersion coefficients computed from polarizabilities at imaginary frequencies,\textsuperscript{8,14,15} to non-linear effects like magnetic-field induced (MCD) and nuclear-spin induced (NSCD) circular dichroism,\textsuperscript{25,27} magneto-chiral dichroism (MChD) and birefringence (MChB) dispersion,\textsuperscript{28} two-photon absorption in both UV-vis and X-ray regimes,\textsuperscript{7,12} and Resonant Inelastic X-ray Scattering.\textsuperscript{10,13,24,29}

A keystone element of all damped response/CPP frameworks is the solution of the (linear) response equations for a complex, or damped, frequency.\textsuperscript{11} An implementation of a complex linear response solver within a coupled cluster framework was presented by Kauczor et al.\textsuperscript{18} for the response of the cluster amplitudes, and later extended to the response of the Lagrange multipliers by Faber and Coriani,\textsuperscript{10} in both cases using an algorithm that assumes the storage of the amplitudes or multipliers for all excitation classes (\textit{vide infra}). Specific strategies to eliminate convergence issues in the X-ray frequency range have been discussed by Faber and Coriani\textsuperscript{24} and by Nanda et al.\textsuperscript{29} Here, we extend the complex solver of Ref. 18 to the case of the Resolution-of-Identity
Coupled Cluster Singles and Approximate method CC2 as implemented in the Turbomole package,\textsuperscript{30,31} which employs a partitioned formulation which avoids the storage of amplitudes and multipliers for double excitation. This is important for large scale applications of CC2 which would otherwise be hampered by I/O and storage demands. As illustrative results we report UV-vis one-photon absorption (OPA) spectra of C\textsubscript{60}, the electronic circular dichroism (ECD) spectra of three helicenes, and the ground-state C\textsubscript{6} dispersion coefficients of a set of organic molecules previously studied in the literature with other ab initio methods.

II. THEORY

A. The CC complex linear response function: definitions and properties of interest

In CC damped linear response theory,\textsuperscript{8–10,18} we compute the complex polarizability as:

$$\langle \langle x; y \rangle \rangle_{\omega + i\gamma} = \frac{1}{2} \hat{C}^{\pm\omega} \{ \eta^y t^y(\omega + i\gamma) + \eta^y t^y(-\omega - i\gamma) + \mathbf{F}^{y}(\omega + i\gamma) t^y(-\omega - i\gamma) \} .$$

where $\hat{C}$ is a symmetrization operator defined as $\hat{C}^{\pm\omega} f(\omega) = f(\omega) + f^*(-\omega)$. Note that the symmetrization operator only turns the sign of the real frequency $\omega$. We refer to, e.g., Ref.\textsuperscript{32} for the general definitions of the $\mathbf{F}$ matrix and $\eta^y$ vectors in CC response theory. The solution of the response equations yielding the amplitudes $t^y(\omega + i\gamma)$ within the RI-CC2 framework is discussed in the next section. Here we only note that $\mathbf{F}$ and (for real operators $x$ and $y$) also $\eta^y$ are purely real while the amplitude responses fulfil the symmetry:

$$t^y(\omega + i\gamma)^* = t^y(\omega - i\gamma) .$$

If both operators are real and only diagonal components are considered, the real and imaginary parts of the complex dipole-dipole polarizability in Eq. (1) are

$$\Re \langle \langle x; x \rangle \rangle_{\omega + i\gamma} = \eta^x_{\Re} t^x_{\Re}(\omega + i\gamma) + \eta^x_{\Re} t^x_{\Re}(-\omega - i\gamma) + \mathbf{F}^{x}_{\Re}(\omega + i\gamma) t^x_{\Re}(-\omega - i\gamma) - \mathbf{F}^{x}_{\Re}(-\omega - i\gamma) t^x_{\Re}(\omega + i\gamma)$$

$$\Im \langle \langle x; x \rangle \rangle_{\omega + i\gamma} = \eta^x_{\Im} t^x_{\Im}(\omega + i\gamma) + \eta^x_{\Im} t^x_{\Im}(-\omega - i\gamma) + \mathbf{F}^{x}_{\Im}(\omega + i\gamma) t^x_{\Im}(-\omega - i\gamma) + \mathbf{F}^{x}_{\Im}(-\omega - i\gamma) t^x_{\Im}(\omega + i\gamma)$$

where we have explicitly split the complex response amplitudes into real and imaginary parts

$$t^x(\omega + i\gamma) = t^x_{\Re}(\omega + i\gamma) + i t^x_{\Im}(\omega + i\gamma) .$$
The imaginary part of the polarizability can be used to compute, for instance, one-photon absorption (OPA) cross sections:

$$\sigma_{\text{OPA}}(\omega) \propto \omega \mathcal{S}\langle\langle \mu_{\alpha}; \mu_{\alpha}\rangle\rangle_{\omega + i\gamma}$$  (6)

where $\mu_{\alpha}$ is the $\alpha$-component of the electric dipole operator, and the incident frequency $\omega$ is chosen within the specific region of interest, e.g. UV-vis or X-ray. The polarizability dispersion profiles, illustrating the variation of the dipole polarizability over a given frequency range, can conversely be obtained from the real part of the complex dipole polarizability.

If one of the two operators in the linear response function, say $\mathcal{X}$, is purely imaginary, we have

$$t^{\mathcal{X}}(\omega + i\gamma)^* = -t^{\mathcal{X}}(\omega - i\gamma)$$  (7)

and it is the real part of the complex response function that yields the absorption component

$$\mathcal{R}\langle\langle x; \mathcal{X}\rangle\rangle_{\omega + i\gamma} = \frac{1}{2} \left\{ \eta_{3\mathcal{X}}^{\mathcal{X}} t_{3\mathcal{R}}^{\mathcal{X}}(\omega + i\gamma) - \eta_{3\mathcal{R}}^{\mathcal{X}} t_{3\mathcal{R}}^{\mathcal{X}}(\omega - i\gamma) \right. 
- \eta_{3\mathcal{X}}^{\mathcal{X}} t_{3\mathcal{R}}^{\mathcal{X}}(\omega - i\gamma) + \eta_{3\mathcal{R}}^{\mathcal{X}} t_{3\mathcal{R}}^{\mathcal{X}}(\omega + i\gamma) 
+ \mathcal{F} t_{3\mathcal{R}}^{\mathcal{X}}(\omega - i\gamma) t_{3\mathcal{R}}^{\mathcal{X}}(\omega + i\gamma) + \mathcal{F} t_{3\mathcal{R}}^{\mathcal{X}}(\omega + i\gamma) t_{3\mathcal{R}}^{\mathcal{X}}(\omega - i\gamma) 
- \mathcal{F} t_{3\mathcal{R}}^{\mathcal{X}}(\omega - i\gamma) t_{3\mathcal{R}}^{\mathcal{X}}(\omega + i\gamma) - \mathcal{F} t_{3\mathcal{R}}^{\mathcal{X}}(\omega + i\gamma) t_{3\mathcal{R}}^{\mathcal{X}}(\omega - i\gamma) \right\}.$$  (8)

A prototypical case described by such a response function is the electronic circular dichroism (ECD) cross section – most often expressed as difference $\Delta \varepsilon$ in extinction coefficients for left and right circularly polarized light – in the length gauge (lg)

$$\Delta \varepsilon_{\text{lg}}^{\text{ECD}}(\omega) \propto \omega \mathcal{R}\langle\langle m_{\alpha}; \mu_{\alpha}\rangle\rangle_{\omega + i\gamma}$$  (9)

whereas the optical rotation dispersion (ORD) profile is given by the imaginary part:

$$\sigma_{\text{ORD}}^{\text{lg}}(\omega) \propto \omega \mathcal{S}\langle\langle m_{\alpha}; \mu_{\alpha}\rangle\rangle_{\omega + i\gamma} .$$  (10)

We note in passing that, in cases like ORD and ECD, the symmetric form of the (complex) polarizability requires solving the complex response equations for both imaginary and real operators. Alternatively, one can resort to the asymmetric form

$$\langle\langle \mathcal{X}; x\rangle\rangle_{\omega + i\gamma} = \frac{1}{2} \tilde{\xi}^{\pm \omega} \left\{ \mathcal{F} \xi (\omega + i\gamma) \xi + \eta^{\mathcal{X}} t^{\mathcal{X}}(\omega + i\gamma) \right\} ,$$  (11)

which thus requires the solution of the CPP equations for the left response multipliers $\tilde{t}^{\mathcal{X}}(\omega + i\gamma)$

$$\tilde{t}^{\mathcal{X}}(\omega + i\gamma) \left[ A + (\omega + i\gamma) I \right] = -\eta^{\mathcal{X}} - \mathcal{F} t^{\mathcal{X}}(\omega + i\gamma) .$$  (12)
along with those for the response amplitudes $t^*(\omega + i\gamma)$ for the real operator $x$. This allows one to bypass the solution of the response vectors for the imaginary operator. The first-order (complex) Lagrange multipliers are also needed for higher-order response and transition properties, like the previously mentioned two-photon absorption, RIXS and MCD.

The length gauge expressions of the optical rotation (OR) tensor and of the rotatory strengths within resonant response theory are gauge-origin dependent. The velocity-gauge forms, that involve two imaginary operators, the linear momentum $p_\alpha$ and magnetic moment operator $m_\alpha$, are, on the other hand, origin independent. Within CC theory, the ‘modified’ velocity gauge expression of the OR tensor is typically used

$$G_{a\alpha}^{mv}(\omega) = \omega^{-1} \{ \langle\langle p_\alpha; m_\alpha \rangle\rangle_\omega - \langle\langle p_\alpha; m_\alpha \rangle\rangle_0 \}$$

which ensures that the thus-computed OR tensor is zero in the limit of zero frequency, as it should be according to exact theory. We generalise the above expression to obtain the CPP optical rotatory dispersion and the electronic circular dichroism in the modified velocity gauge

$$\sigma_{ord}^{mv}(\omega) \propto \Re \{ \langle\langle p_\alpha; m_\alpha \rangle\rangle_\omega + i\gamma - \langle\langle p_\alpha; m_\alpha \rangle\rangle_0 \}$$

and

$$\Delta e^{mv}(\omega) \propto \Im \{ \langle\langle p_\alpha; m_\alpha \rangle\rangle_\omega + i\gamma - \langle\langle p_\alpha; m_\alpha \rangle\rangle_0 \} = \Im \langle\langle p_\alpha; m_\alpha \rangle\rangle_\omega + i\gamma$$

Note that the correction to the ECD expression is redundant, since the imaginary part of the (real) response function is zero at the static limit. An alternative choice of CPP expression is to use a life-time parameter that is scaled with the real frequency:

$$\langle\langle p_\alpha; m_\alpha \rangle\rangle_{\omega(1+i\gamma)} - \langle\langle p_\alpha; m_\alpha \rangle\rangle_0$$

This is a slightly different approach than the one typically used with CPP, again with no correction for ECD. It would have the formal advantage of conserving the symmetry $\sigma_{ord}(-\omega) = -\sigma_{ord}(\omega)$. This alternative expression would only be advantageous over the first one in practical applications where $\omega$ and $\gamma$ are of similar magnitude, or when $\gamma > \omega$, for instance because one scans with $\omega$ through 0. If one is interested in computing, for instance, $\sigma_{ecd}(\omega)$ for the UV/Vis region with $\gamma$ of the order of 0.1 eV, the first expression is to be preferred. This is the case here, so all ECD results presented in the following are obtained according to Eq. (14).

Finally, within damped linear response theory, one can also straightforwardly compute the isotropic dipole-dipole polarizability at purely imaginary frequencies, $\alpha(i\omega)$, by setting the real
frequency equal to zero and $\gamma = \omega$ in Eq. (1). From the isotropic averaged polarizability at imaginary frequency, one can then obtain coefficients to describe the long-range part of London dispersion interactions, e.g. the $C_6$ dispersion coefficients $^{8,14,15}$

$$C_6 = \frac{3\hbar}{\pi} \int_0^{\infty} \alpha^A(i\omega)\alpha^B(i\omega) d\omega$$  \hspace{1cm} (17)$$

where $A$ and $B$ label the interacting systems. The $C_6$ dispersion coefficients can be used, e.g., to compute the long-range dispersion interaction energy between $A$ and $B$, also known as Casimir-Polder potential, according to the simplified expression valid in the van der Waals region$^{15}$ as $\Delta E(R_{AB}) = -\frac{\hbar \cdot C_6}{\pi R_{AB}^6}$, and to determine long-range dispersion interactions corrections to density functional theory.$^{37-39}$

B. The complex linear response equations for (RI-)CC2

The properties defined in the previous section entail the solution of complex response equations to obtain the real and imaginary components of the response amplitudes $t^x(\omega + i\gamma)$ and multipliers $\bar{t}^x(\omega + i\gamma)$:

$$\{A - (\omega + i\gamma)1\} t^x(\omega + i\gamma) = -\xi^x$$  \hspace{1cm} (18)$$

$$\bar{t}^x(\omega + i\gamma) \{A + (\omega + i\gamma)1\} = -\eta^x - F t^x(\omega + i\gamma)$$  \hspace{1cm} (19)$$

where $A$ is the CC Jacobian.$^{32}$ See Refs. $^{40}$, $^{41}$, and $^{42}$ for specific definitions of the CC2 right-hand-side vectors $\xi^x$ and $\eta^x$, and of the matrices $A$ and $F$. We will in the following concentrate solely on the solution of Eq. (18) within RI-CC2 without storing any double excitation amplitudes, multipliers, or trial vectors. For this, we start from the complex linear response equations in matrix form of Ref. $^{18}$ and explicitly partition them in singles ($S$) and doubles ($D$) blocks. For ease of notation, we omit in the following the frequency argument on the response amplitudes, and write

$$\begin{bmatrix}
A_{SS} - \omega 1_{SS} & A_{SD} & \gamma 1_{SS} & 0 \\
A_{DS} & A_{DD} - \omega 1_{DD} & 0 & \gamma 1_{DD} \\
-\gamma 1_{SS} & 0 & A_{SS} - \omega 1_{SS} & A_{SD} \\
0 & -\gamma 1_{DD} & A_{DS} & A_{DD} - \omega 1_{DD}
\end{bmatrix}
\begin{bmatrix}
t^x_{\Re,S} \\
t^x_{\Re,D} \\
t^x_{\Im,S} \\
t^x_{\Im,D}
\end{bmatrix}
= -
\begin{bmatrix}
\xi^x_{\Re,S} \\
\xi^x_{\Re,D} \\
\xi^x_{\Im,S} \\
\xi^x_{\Im,D}
\end{bmatrix}$$  \hspace{1cm} (20)$$
equivalent to the system of equations

\[
\begin{align*}
(A_{SS} - \omega 1_{SS}) t_{R,S}^x + \gamma t_{S,S}^x &= -\xi_{R,S}^x - A_{SD} t_{R,D}^x, \\
(A_{DD} - \omega 1_{DD}) t_{R,D}^x + \gamma t_{S,D}^x &= -\xi_{R,D}^x - A_{DS} t_{R,S}^x, \\
(A_{SS} - \omega 1_{SS}) t_{S,S}^x - \gamma t_{S,S}^x &= -\xi_{S,S}^x - A_{SD} t_{S,D}^x, \\
(A_{DD} - \omega 1_{DD}) t_{S,D}^x - \gamma t_{S,D}^x &= -\xi_{S,D}^x - A_{DS} t_{S,S}^x,
\end{align*}
\]

(21a)-(21d)

Assuming we work with canonical molecular orbitals, the doubles-doubles block $A_{DD}$ of the CC2 Jacobian is diagonal, and so is in this case the doubles-doubles resolvent matrix $R_{DD} = -[A_{DD} - (\omega + i\gamma) 1_{DD}]^{-1}$. We therefore define

\[
\Delta = (A_{DD} - \omega 1_{DD}),
\]

(22)

with the diagonal elements

\[
\Delta_{ij} = (\varepsilon_a - \varepsilon_i + \varepsilon_j - \omega).
\]

(23)

We isolate $t_{S,S}^x$ from Eq. (21d) and $t_{R,D}^x$ from Eq. (21b), and introduce each resulting expression into the other, to arrive at

\[
t_{R,D}^x = -\frac{\Delta}{\gamma^2 + \Delta^2} (\xi_{R,D}^x + A_{DS} t_{R,S}^x) + \frac{\gamma}{\gamma^2 + \Delta^2} (\xi_{S,D}^x + A_{DS} t_{S,D}^x),
\]

(24)

\[
t_{S,D}^x = -\frac{\Delta}{\gamma^2 + \Delta^2} (\xi_{S,D}^x + A_{DS} t_{S,D}^x) - \frac{\gamma}{\gamma^2 + \Delta^2} (\xi_{R,D}^x + A_{DS} t_{R,D}^x),
\]

(25)

Inserting Eq. (24) into Eq. (21a) and Eq. (25) into Eq. (21c) we finally obtain the effective CC2 CPP linear response equations in compact matrix form

\[
\begin{bmatrix}
A_{SS}^{\text{eff}}(\omega, \gamma) - \omega 1_{SS} & -\Gamma_{SS}^{\text{eff}}(\omega, \gamma) + \gamma 1_{SS} \\
\Gamma_{SS}^{\text{eff}}(\omega, \gamma) - \gamma 1_{SS} & A_{SS}^{\text{eff}}(\omega, \gamma) - \omega 1_{SS}
\end{bmatrix}
\begin{bmatrix}
t_{R,S}^x \\
t_{S,S}^x
\end{bmatrix}
= -\begin{bmatrix}
\xi_{R,S}^{\text{eff}}(\omega, \gamma) \\
\xi_{S,S}^{\text{eff}}(\omega, \gamma)
\end{bmatrix}
\]

(26)

where

\[
A_{SS}^{\text{eff}}(\omega, \gamma) = A_{SS} - A_{SD} \frac{\Delta}{\Delta^2 + \gamma^2} A_{DS}
\]

(27)

\[
\Gamma_{SS}^{\text{eff}}(\omega, \gamma) = -A_{SD} \frac{\gamma}{\Delta^2 + \gamma^2} A_{DS}
\]

(28)

and

\[
\xi_{R,S}^{\text{eff}}(\omega, \gamma) = \xi_{R,S}^x - A_{SD} \frac{\Delta}{\Delta^2 + \gamma^2} \xi_{R,D}^x + A_{SD} \frac{\gamma}{\Delta^2 + \gamma^2} \xi_{S,D}^x
\]

(29)
\[ \xi_{3, S}^{x, \text{eff}}(\omega, \gamma) = \xi_{3, S}^{x} - A S D \frac{\Delta}{\Delta^{2} + \gamma^{2}} \xi_{3, D}^{x} - A S D \frac{\gamma}{\Delta^{2} + \gamma^{2}} \xi_{3, D}^{x} \]  

Thus, the CPP(-RI)-CC2 building blocks are the same as in the standard linear response case, just with slightly different generalized values for the diagonal elements of the resolvent as scaling factors. These scaling factors are exactly the same as used in the preconditioning step in Ref. [18].

### III. IMPLEMENTATION

#### A. The iterative CPP solver

The general strategy for the implementation of our solver consists in working exclusively with real trial vectors, generating two new vectors at each iteration from the real and imaginary parts of the preconditioned residual vectors, and solving the complex linear response equation, Eq. (27), in the reduced space. In detail, the fundamental steps of the iterative solver are the following:

1. **Generation of the start trial vectors** by preconditioning the effective RHS vectors

   \[ (\tilde{b}_1)_{ai} = \frac{\epsilon_a - \epsilon_i - \omega}{(\epsilon_a - \epsilon_i - \omega)^2 + \gamma^2} \xi_{R, ai}^{x, \text{eff}} + \frac{\gamma}{(\epsilon_a - \epsilon_i - \omega)^2 + \gamma^2} \xi_{I, ai}^{x, \text{eff}} \]  

   and

   \[ (\tilde{b}_2)_{ai} = \frac{\epsilon_a - \epsilon_i - \omega}{(\epsilon_a - \epsilon_i - \omega)^2 + \gamma^2} \xi_{R, ai}^{x, \text{eff}} - \frac{\gamma}{(\epsilon_a - \epsilon_i - \omega)^2 + \gamma^2} \xi_{I, ai}^{x, \text{eff}} \]  

   followed by orthonormalization;

2. **Computation of the linearly transformed vectors:**

   \[ \sigma_1^R = A^{\text{eff}} b_1, \quad \sigma_2^R = A^{\text{eff}} b_2, \quad \sigma_1^3 = \Gamma^{\text{eff}} b_1, \quad \sigma_2^3 = \Gamma^{\text{eff}} b_2 \]  

3. **Computation of the reduced-space building blocks:**

   \[ A_{ij}^{\text{red}} = b_i^T \sigma_j^R; \quad \Gamma_{ij}^{\text{red}} = b_i^T \sigma_j^3 \]  

   \[ \xi_{R,i}^{x, \text{red}} = b_i^T \xi_{R,i}^{x, \text{eff}}; \quad \xi_{3,i}^{x, \text{red}} = b_i^T \xi_{3,i}^{x, \text{eff}} \]  

   where \( i \) and \( j \) run on the number of trial vectors. Note that \( n_{\text{red}} = 2n \), where \( n \) is the iteration number;

4. **Construction and solution of the CPP equation in reduced space.**

   \[ \begin{bmatrix} A^{\text{red}} - \omega I & -\Gamma^{\text{red}} + \gamma I \\ \Gamma^{\text{red}} - \gamma I & A^{\text{red}} - \omega I \end{bmatrix} \begin{bmatrix} x^R \\ x^3 \end{bmatrix} = - \begin{bmatrix} \xi_{R}^{x, \text{red}}(\omega) \\ \xi_{3}^{x, \text{red}}(\omega) \end{bmatrix} \]  
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The CPP reduced equation is solved using standard library solvers to obtain $x^\Re$ and $x^\Im$.

5. **Construction of the solution and residual vectors in the full (singles) space:** The solution vectors at iteration $n$ are linear combinations of the trial basis with the reduced space solution vectors as coefficients:

$$
\begin{align*}
  t^{x,(n)}_\Re &= \sum_{i}^{n_{\text{red}}} x^\Re_i b_i, \\
  t^{x,(n)}_\Im &= \sum_{i}^{n_{\text{red}}} x^\Im_i b_i
\end{align*}
$$

They are formally introduced in the effective CPP equation to yield the residual vectors

$$
\begin{align*}
  R^{(n)}_\Re, S &= \sum_{i}^{n_{\text{red}}} x^\Re_i \sigma^\Re_i - \omega t^{x,(n)}_\Re + \gamma t^{x,(n)}_\Im + \xi^x_{\text{eff}}, \\
  R^{(n)}_\Im, S &= \sum_{i}^{n_{\text{red}}} x^\Im_i \sigma^\Re_i - \omega t^{x,(n)}_\Im + \gamma t^{x,(n)}_\Re + \xi^x_{\text{eff}}
\end{align*}
$$

Solution and residual vectors are, alike the linearly transformed one, stored as vectors of twice the size of a singles amplitude.

6. **Generation of the new trial vectors from the preconditioned residuals.** If the residual vectors of step 5 are larger than a preset threshold, new trial vectors are generated and a new iteration is made. In practice, we split the (tentative) trial vector into two vectors:

$$
\begin{align*}
  (\tilde{b}^{z_{2n-1}})_{ai} &= \frac{\epsilon_a - \epsilon_i - \omega}{(\epsilon_a - \epsilon_i - \omega)^2 + \gamma^2} \cdot R^{(n)}_\Re, ai + \frac{\gamma}{(\epsilon_a - \epsilon_i - \omega)^2 + \gamma^2} \cdot R^{(n)}_\Im, ai \\
  (\tilde{b}^{z_{2n}})_{ai} &= \frac{\epsilon_a - \epsilon_i - \omega}{(\epsilon_a - \epsilon_i - \omega)^2 + \gamma^2} \cdot R^{(n)}_\Re, ai - \frac{\gamma}{(\epsilon_a - \epsilon_i - \omega)^2 + \gamma^2} \cdot R^{(n)}_\Im, ai
\end{align*}
$$

that are normalised and then orthogonalized onto the previous trial vectors. If after this step their norm is smaller than a linear-dependence threshold they are discarded, otherwise they are normalized once more and added to the set of trial vectors.

7. **Extension of the reduced space and iteration until convergence.** If the residuals for all equations have decreased below a user-defined threshold, the procedure is stopped, else the reduced space is extended as in step 3 and steps 4–6 are repeated until convergence.

B. **Building blocks: the RHS vectors**

The perturbation operators are in general assumed to be either real or purely imaginary. As a consequence, the (not partitioned) RHS vectors $\xi^x$ for the first-order amplitude equations are
either real or purely imaginary. In the case of real perturbations (e.g. electric dipole), the effective RHS vectors simplify to

$$\xi^{\text{eff}}_{SR, \omega, \gamma} = \xi_{S} - A_{SD} \frac{\Delta}{\Delta^2 + \gamma^2} \xi_{D},$$

(42)

$$\xi^{\text{eff}}_{SG, \omega, \gamma} = - A_{SD} \frac{\gamma}{\Delta^2 + \gamma^2} \xi_{D}.$$  

(43)

Within RI-CC2, the doubles elements of the RHS vector $\xi_{D}^{x}$ are computed only on the fly and immediately contracted with the elements of the singles-doubles block of the Jacobian matrix $A_{SD}$, either in a loop over pairs of occupied or pairs of virtual orbital indices. This entails computing

$$\left(\xi_{SR}^{x, ij}\right)_{ab} = \frac{-\Delta_{aibj}}{\Delta^2_{aibj} + \gamma^2_{aibj}} \xi_{ij}^{x},$$

(44)

$$\left(\xi_{SG}^{x, ij}\right)_{ab} = \frac{-\gamma}{\Delta^2_{aibj} + \gamma^2_{aibj}} \xi_{ij}^{x}.$$  

(45)

where the elements of the unmodified doubles part of the RHS vector are $^{42}$

$$\xi_{ab}^{x, ij} = \hat{P}_{ab}^{ij} \left( \sum_{c} t_{ac}^{ij} \hat{h}_{cb}^{x} - \sum_{k} t_{ab}^{ik} \hat{h}_{k}^{x} \right) $$

(46)

In the expression above, $t_{ab}^{ij}$ are the zero-order double amplitudes and $\hat{h}_{pq}^{x}$ are the integrals of the one-electron operator $x$, similarity transformed with the exponential function of the single excitation cluster operator (for their definition, see Appendix VI). $\hat{P}_{ab}^{ij}$ is a symmetrization operator, defined by $^{42}$

$$\hat{P}_{ab}^{pr}_{qs} = \hat{P}_{ab}^{rs}_{pq} + \hat{P}_{ab}^{rs}_{pq}.$$  

(47)

Then, we contract $\xi_{SR, ab}^{x, ij}$ and $\xi_{SG, ab}^{x, ij}$ with the elements of the singles-doubles matrix $A_{SD}$. In general, the contraction of $A_{SD}$ with a doubles vector $b_{cd}^{kl}$ can be written $^{42}$

$$\sum_{ckdl} A_{ai, cdk} b_{cd}^{kl} = + \sum_{cdk} (2b_{cd}^{kl} - b_{cd}^{lk}) (kd|ac) - \sum_{dkl} (2b_{ad}^{kl} - b_{ad}^{lk}) (ld|ki) + \sum_{ck} (2b_{ac}^{lk} - b_{ca}^{lk}) \hat{F}_{kc},$$

(47)

where $\hat{F}_{kc}$ is the Fock matrix $^{43}$ and $(ld|ki)$ are the two-electron integrals of the $T_1$-similarity transformed Hamiltonian operator (see their definition in Appendix VI). Within RI-CC2, the two-electron integrals are approximated as $^{44-47}$

$$\left(\hat{p}_{pq}^{rs}\right) = \sum_{Q} \hat{B}_{pq, Q} \hat{B}_{Q, rs},$$

(48)

where

$$\hat{B}_{pq, Q} = \sum_{P} (pq|P) V_{pq}^{1/2} = \sum_{\mu \nu} A_{\mu, pq}^{\nu} \sum_{P} (\mu V|P) V_{pq}^{1/2}.$$  

(49)
The $\Lambda^p$ and $\Lambda^h$ matrices are the $T_1$-transformed molecular orbital coefficients, whose definition is given in Appendix VI. With this, the first two terms can be rewritten, e.g., like

$$
\sum_{cdk} (2b_{kd}^b - b_{dc}^k) (kd\hat{a}c) = \sum_{Qc} \left( \sum_{dk} (2b_{kd}^b - b_{dc}^k) \hat{B}_{Q, kd} \right) \hat{B}_{Q, ac} = \sum_{Qc} \tilde{Y}_{Q, ci} \hat{B}_{Q, ac} 
$$

(50)

where we introduced the $\tilde{Y}$ intermediate:

$$
\tilde{Y}_{Q, ai} = \sum_{bj} (2b_{ab}^i - b_{ba}^j) \hat{B}_{Q, jb}
$$

(51)

In the case of the CPP RHS vectors, these intermediates become

$$
\tilde{Y}_{Q, ai}^{x, \Re} = \sum_{bj} (2\tilde{\xi}_{i, ab}^{x} - \tilde{\xi}_{ba}^{x}) \hat{B}_{Q, jb}
$$

(52)

$$
\tilde{Y}_{Q, ai}^{x, \Im} = \sum_{bj} (2\tilde{\xi}_{i, ab}^{x} - \tilde{\xi}_{ba}^{x}) \hat{B}_{Q, jb}
$$

(53)

and the real and imaginary parts of the effective singles RHS vectors are computed as

$$
\xi_{\Re, ai}^{x, \text{eff}} = \xi_{ai}^{x, \text{eff}} + \sum_{ck} (2\tilde{\xi}_{i, ac}^{x} - \tilde{\xi}_{ca}^{x}) \hat{F}_{kc} + \sum_{cQ} \tilde{Y}_{Q, ci}^{\Re, x} \hat{B}_{Q, ac} - \sum_{kQ} \tilde{Y}_{Q, ak}^{\Re, x} \hat{B}_{Q, ki}
$$

(54)

$$
\xi_{\Im, ai}^{x, \text{eff}} = \xi_{ai}^{x, \text{eff}} + \sum_{ck} (2\tilde{\xi}_{i, ac}^{x} - \tilde{\xi}_{ca}^{x}) \hat{F}_{kc} + \sum_{cQ} \tilde{Y}_{Q, ci}^{\Im, x} \hat{B}_{Q, ac} - \sum_{kQ} \tilde{Y}_{Q, ak}^{\Im, x} \hat{B}_{Q, ki}
$$

(55)

In case of an imaginary perturbation $\chi$ (e.g., the magnetic dipole moment or the linear momentum), the effective RHS vector reads

$$
\xi_{\Re, S}^{\chi, \text{eff}}(\omega, \gamma) = A_{SD} \frac{-\gamma}{\Delta^2 + \gamma^2} \xi_{\Re}^{\chi}
$$

(56)

$$
\xi_{\Im, S}^{\chi, \text{eff}}(\omega, \gamma) = \xi_{\Im}^{\chi} + A_{SD} \frac{\Delta}{\Delta^2 + \gamma^2} \xi_{\Re}^{\chi}
$$

(57)

that is,

$$
\xi_{\Re, ai}^{\chi, \text{eff}} = \xi_{ai}^{\chi, \text{eff}} - \sum_{ck} (\tilde{\xi}_{i, ac}^{\chi} - \tilde{\xi}_{ca}^{\chi}) \hat{F}_{kc} - \sum_{cQ} \tilde{Y}_{Q, ci}^{\Re, \chi} \hat{B}_{Q, ac} + \sum_{kQ} \tilde{Y}_{Q, ak}^{\Re, \chi} \hat{B}_{Q, ki}
$$

(58)

$$
\xi_{\Im, ai}^{\chi, \text{eff}} = \xi_{ai}^{\chi, \text{eff}} + \sum_{ck} (2\tilde{\xi}_{i, ac}^{\chi} - \tilde{\xi}_{ca}^{\chi}) \hat{F}_{kc} + \sum_{cQ} \tilde{Y}_{Q, ci}^{\Im, \chi} \hat{B}_{Q, ac} - \sum_{kQ} \tilde{Y}_{Q, ak}^{\Im, \chi} \hat{B}_{Q, ki}
$$

(59)

C. Building blocks: the Jacobian transformation

To build the reduced-space quantities needed in the CPP solver we need, for each trial vector $b$, the result of its transformations with the effective matrices $A_{SS}^{\text{eff}}(\omega, \gamma)$ and $\Gamma_{SS}^{\text{eff}}(\omega, \gamma)$, typically
referred to as $\sigma$ vectors. To keep the overhead for CPP small, the transformations with the two matrices are done together.

We express the result of the transformation of a singles trial vector $b$ with the doubles-singles Jacobian matrix $A_{DS}$ as one-index transformed two-electron integrals

$$\sum_{ck} A_{aib,ck} b_{ck} = (ij|[\hat{H}, \tau_{ck}]\text{HF}) b_{ck} = (ai\bar{b} j),$$  \hspace{1cm} (60)

$$ (ai\bar{b} j) = \hat{P}_{ij} \sum_{\alpha\beta\gamma\delta} (\bar{\Lambda}^p_{\alpha\alpha} \Lambda^h_{\beta i} + \Lambda^p_{\alpha\alpha} \bar{\Lambda}^h_{\beta i}) \Lambda^p_{\gamma\beta} \Lambda^h_{\delta j} (\alpha\beta|\gamma\delta)$$  \hspace{1cm} (61)

where $\bar{\Lambda}^p$ and $\bar{\Lambda}^h$ are defined as in Appendix [VI] with the singles trial vector $b_1$ in place of the singles response amplitudes $t_1$. These 4-index integrals are evaluated on-the-fly from three-centre intermediates $\hat{B}_{Q,ai}$, Eq. (49), and $\hat{B}_{Q,ai}$, given in Appendix [VI] and combined with the energy denominators from $\Delta$ into intermediate doubles amplitudes. In other words, for the CPP implementation, the following intermediate doubles amplitudes are built:

$$ \tilde{b}^R_{ab} = \frac{\Delta_{aib}}{\Delta_{aib}^2 + \gamma^2} (ai\bar{b} j) $$  \hspace{1cm} (62)

$$ \tilde{b}^\Im_{ab} = \frac{-\gamma}{\Delta_{aib}^2 + \gamma^2} (ai\bar{b} j) $$  \hspace{1cm} (63)

With these, the transformations with $A_{SS}^{\text{eff}}$ and $\Gamma_{SS}^{\text{eff}}$ can be expressed as:

$$ A_{SS}^{\text{eff}}(\omega, \gamma) b_S = A_{SS} b_S + \sum_{ckdl} A_{S,ckdl} \tilde{b}^{R,kl}_{cd} $$  \hspace{1cm} (64)

$$ \Gamma_{SS}^{\text{eff}}(\omega, \gamma) b_S = \sum_{ckdl} A_{S,ckdl} \tilde{b}^{\Im,kl}_{cd} $$  \hspace{1cm} (65)

The contribution $A_{SS} b_S$ is unchanged compared to the standard (non-CPP) solver. The other contributions are evaluated in a way similar (and partially using the same routines) to the contributions to the effective right-hand-sides discussed in Section [III.B]

$$ \sigma_{R,ai}^{\text{eff}} = \sum_{ck} A_{ai,ck}^{\text{eff}} (\omega, \gamma) b_{ck} $$

$$ = \sum_{ck} A_{ai,ck} b_{ck} + \sum_{ck} (2\tilde{b}^R_{ac} - \tilde{b}^R_{ca}) \hat{F}_{kc} + \sum_{cQ} \tilde{\gamma}_{Q,ci}^{R} \hat{B}_{Q,ac} - \sum_{kQ} \tilde{\gamma}_{Q,ak}^{R} \hat{B}_{Q,ki} + \sum_{ck} (2i_{ac}^l - i_{ca}^k) \hat{F}_{kc} $$  \hspace{1cm} (66)
and

\[ \sigma_{S,ai}^{\text{eff}} = \sum_{ck} \Gamma_{ai,ck}(\omega, \gamma) b_{ck} \]

\[ = \sum_{ck} (2b_{ac}^{3,ik} - \tilde{b}_{ca}^{3,ik}) \hat{f}_{kc} + \sum_{cQ} \tilde{Y}_{Q,ci} \hat{B}_{Q,ac} - \sum_{kQ} \tilde{Y}_{Q,ak} \hat{B}_{Q,ki} \quad (67) \]

The real and imaginary \( \tilde{Y} \) intermediates are, as in Eq. (51), using the real and imaginary intermediate doubles amplitude trial vectors defined above.

**D. The first-order perturbed densities**

Once the real and imaginary response amplitudes have been obtained, we can build the real and imaginary linear response functions needed for the properties and spectra discussed in Section II A. This entails computing contractions of the (complex) response amplitudes with the \( \eta^x \) vectors and with the \( \eta^y \) matrix.

The contributions from the terms of the type \( \eta^x \cdot t^y \) are formulated as contractions of densities and one-electron integrals of the perturbation operator:\textsuperscript{42,43}

\[ \eta^x \cdot t^y = \sum_{pq} D_{pq}^{\eta}(t^y) \tilde{h}^x_{pq} \quad (68) \]

We do so as, for large systems, we do not want to store the doubles parts of \( \eta^x \) and \( t^y \). Also, to re-calculate the doubles parts of both vectors for every dot product, i.e. for every pair of perturbations \( x \) and \( y \), would require a number of \( \mathcal{N}^5 \)-scaling steps that increases with the number of operator pairs. Via densities, on the other hand, the number of \( \mathcal{N}^5 \)-scaling steps increases only linear with the number of operators. The explicit density blocks are:\textsuperscript{43}

\[ D_{ij}^{\eta}(t^x) = -\sum_a \tilde{t}_{ia} t_{ai}^x - X_{ij}^x \quad (69) \]

\[ D_{ia}^{\eta}(t^x) = C_{ai}^x - \sum_k t_{ak}^x X_{ik} - \sum_b Y_{ba} t_{bi}^x \quad (70) \]

\[ D_{ai}^{\eta}(t^x) = 0 \quad (71) \]

\[ D_{ab}^{\eta}(t^x) = \sum_i \tilde{t}_{ia} t_{bi}^x + Y_{ba}^x \quad (72) \]

The real part of \( \mathbf{D}^{\eta}(t^x) \) is computed from the real part of \( t^x \) as in the standard response case:\textsuperscript{43} The imaginary part of \( \mathbf{D}^{\eta}(t^x) \) is done in the same way using the imaginary part of \( t^x \). The contributions to the densities from the singles amplitudes are straightforward to compute since the singles
are stored on disk and can be read from file when needed. Complications arise from the doubles response amplitudes \( t_{ab}^{x,ij} \), as they should also be implemented with \( O(N^2) \)-scaling memory demands. The expression for the doubles part of the response amplitudes is:

\[
\begin{align*}
t_{ab}^{x,ij} &= - \left\{ \tilde{P}_{ab}^{ij} \left( \sum_c t_{ac}^{ij} \tilde{h}_{cb}^x - \sum_k t_{ab}^{ik} \tilde{h}_{kj}^x \right) + (a\tilde{t}[b]j)^x \right\} / (\epsilon_a - \epsilon_i + \epsilon_b - \epsilon_j - \omega - i\gamma), \\
&= - \sum_Q \tilde{B}_{Q,ai}^{x,3} \tilde{B}_{Q,bj} + i \sum_Q \tilde{B}_{Q,ai}^{x,3} \tilde{B}_{Q,bj} ,
\end{align*}
\]

(73)

The (complex) \( t_{ab}^x \)-dressed 4-index integrals are evaluated within the RI approximation as:

\[
(a\tilde{t}[b]j)^x = \tilde{P}_{ab}^{ij} \left\{ \sum_Q \tilde{B}_{Q,ai}^{x,3} \tilde{B}_{Q,bj} + i \sum_Q \tilde{B}_{Q,ai}^{x,3} \tilde{B}_{Q,bj} \right\},
\]

(74)

where the three-centre intermediates \( \tilde{B}_{Q,ai}^{x,3} \) and \( \tilde{B}_{Q,bj}^{x,3} \) are built with, respectively, the real and imaginary part of the singles amplitudes \( t_{ai}^x \), see Appendix VI.

As described elsewhere, the ground-state double amplitudes are evaluated on the fly within the RI approximation and with a numerical Laplace transformation of the denominators

\[
\begin{align*}
t_{ab}^{ij} &= - \sum_Q \tilde{B}_{Q,ai}^{x,3} \tilde{B}_{Q,bj} \\
&\approx - \sum_m \sum_Q \hat{K}_{Q,ai}^m \hat{K}_{Q,bj}^m
\end{align*}
\]

(75)

with \( \hat{K}_{Q,ai}^m = \hat{B}_{Q,ai} \sqrt{\omega_m} \exp\{-(\epsilon_a - \epsilon_i)\theta_m\} \), \( \theta_m \) being the Laplace sampling points and \( \omega_m \) the weights. This allows to do the transformation with the one-electron integrals for the perturbation operator \( x \) at the level of the \( \hat{K} \) intermediates

\[
\hat{K}_{Q,ai}^m = \sum_c \hat{K}_{Q,ci}^m \hat{h}_{ai}^x - \sum_k \hat{K}_{Q,ak}^m \hat{h}_{ki}^x ,
\]

(76)

(assuming that \( x \) is purely real) so that we can compute the real and the imaginary response double amplitudes on the fly as

\[
\begin{align*}
t_{ab}^{x,ij}^{\mathbb{R}} &= \hat{P}_{ab}^{ij} \left\{ - \sum_m \sum_Q \hat{K}_{Q,ai}^m \hat{K}_{Q,bj}^m + \sum_Q \hat{B}_{Q,ai}^{x,3} \hat{B}_{Q,bj} \right\} \cdot \frac{-\Delta_{aibj}}{\Delta_{aibj}^2 + \gamma^2} - \hat{P}_{ab}^{ij} \sum_Q \hat{B}_{Q,ai}^{x,3} \hat{B}_{Q,bj} \cdot \frac{-\gamma}{\Delta_{aibj}^2 + \gamma^2} ,
\end{align*}
\]

(77)

\[
\begin{align*}
t_{ab}^{x,ij}^{\mathbb{I}} &= \hat{P}_{ab}^{ij} \left\{ - \sum_m \sum_Q \hat{K}_{Q,ai}^m \hat{K}_{Q,bj}^m + \sum_Q \hat{B}_{Q,ai}^{x,3} \hat{B}_{Q,bj} \right\} \cdot \frac{-\gamma}{\Delta_{aibj}^2 + \gamma^2} + \hat{P}_{ab}^{ij} \sum_Q \hat{B}_{Q,ai}^{x,3} \hat{B}_{Q,bj} \cdot \frac{-\Delta_{aibj}}{\Delta_{aibj}^2 + \gamma^2} .
\end{align*}
\]

(78)

The doubles of the first-order response amplitudes are constructed in a loop over pairs of occupied orbitals \( i \) and \( j \). In the same loop, the doubles of the ground-state Lagrange multipliers \( t_{ab}^{\gamma} \) are built. The response amplitudes \( t_{ab}^{x,ij} \) are then contracted with the Lagrange multipliers to the intermediates:

\[
Y_{ab}^x = \sum_{cij} \hat{P}_{ac}^{ij} t_{bc}^{x,ij}
\]

(79)
\[ C_{ai}^x = \sum_{bj} (2t_{ab}^{x,ij} - t_{ba}^{x,ij}) \bar{i}_{jb} \]  

(80)

Then, the same procedure is repeated within a loop over pairs of virtual orbital indices \( a \) and \( b \) (with occupied and virtual orbitals interchanged) to calculate:

\[ X_{ik}^x = \sum_{abk} \bar{z}_{ik}^x \bar{t}_{jk}^x a_{ab} \bar{t}_{x,ik}^x. \]  

(81)

The real and imaginary parts for the doubles are computed together to avoid having to compute the doubles multipliers twice, and thus the real and imaginary parts of \( C^x, Y^x, \) and \( X^x \) are evaluated together. Eventually, the individual blocks of the density \( D^\eta(t^x) \) are put together from these intermediates and the singles parts for the response amplitudes and Lagrange multipliers.

E. The F-matrix contractions

Similar to the evaluation of \( \eta^x \cdot t^y \), also the F-matrix contractions are organised such that all \( O(N^5) \)-scaling steps only depend on one perturbation, and only cheap, low-scaling, steps depend on both amplitude response vectors. The F-matrix contraction is first rewritten as:

\[ F t^x t^y = \sigma^x \cdot t^y \]  

(82)

with

\[ \sigma_\mu^x = \sum_{v=v_1,v_2} F_{v\mu} t^x_v. \]  

(83)

The singles and doubles blocks of \( \sigma^x \) are partitioned as summarised in Table [1] Scheme [7] in appendix [VI] summarises the main steps in the actual evaluation of the F-matrix contribution to the linear response function. In difference to standard response theory, in the CPP case all intermediates depending on the response amplitudes, i.e. carrying an upper index \( x \) or \( y \), are complex. The contributions to the real and imaginary parts of the intermediates are evaluated with the real and imaginary parts of \( t^x \), respectively, as described for standard response theory in Ref. [42].

The explicit evaluation of the doubles blocks is avoided by reformulating the contraction of \( \sigma_{ia,jb} \) with \( t_{ab}^{y,ij} \) as in the following:

\[ \frac{1}{2} \sum_{ijab} \sigma_{ia,jb}^{L,x,y,ij} \bar{t}_{ab}^{y,ij} = \frac{1}{2} \sum_{ia,jb} \bar{t}_{ab}^{y,ij} \left[ \bar{t}_{ia} \left( 2t_{ab}^{y,ij} - t_{ba}^{y,ij} \right) \right] \bar{F}_{jb} = \sum_{ia} \sigma_{ia}^x \bar{F}_{ia}^x \]  

(84)
TABLE I. The singles and doubles blocks of $\sigma^x$. We refer to Appendix VI for further definitions of intermediates.

| $\sigma_{ia}^{0,x}$ | $\sigma_{ia}^{F,x}$ | $\sigma_{ia}^{JG,x}$ | $\sigma_{ia}^{H,x}$ | $\sigma_{ia}^{I,x}$ | $\sigma_{ia}^{J,x}$ |
|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| $\sigma_{ia}^{0,x} = 2F_{ia}^{x}$ | $\sigma_{ia}^{F,x} = \sum_{ck} t_{ck}^{x} (ck|da)^x - \sum_{ckl} t_{ckl}^{x} (ck|il)^x = \sum_{dQ} \left( Y_{Q,da}^{x} i_{da}^{x} + \tilde{Y}_{Q,da}^{x} \right) B_{Q,il}^{x} - \sum_{lQ} \left( \tilde{Y}_{Q,il}^{x} i_{il}^{x} + \tilde{Y}_{Q,il}^{x} \right) B_{Q,da}^{x}$ | $\sigma_{ia}^{JG,x} = -\sum_{j} \tilde{t}_{ja}^{x} F_{ja}^{x} - \sum_{j} \tilde{t}_{ja}^{x} \sum_{ck} \left( 2t_{cd}^{x,jk} - t_{cd}^{x,kj} \right) (kd|ic) = -\sum_{j} F_{ij}^{x} t_{ia}^{x}$ | $\sigma_{ia}^{H,x} = \sum_{b} \tilde{t}_{ib} F_{ba}^{x} + \sum_{b} \tilde{t}_{ib} \sum_{d} \left( 2t_{bd}^{x,kj} - t_{bd}^{x,kj} \right) (ld|ka) = \sum_{b} \tilde{t}_{ib} F_{ba}^{x}$ | $\sigma_{ia}^{I,x} = \sum_{ck} C_{ck} \left[ 2(kc|ia) - (ic|ka) \right] = \sum_{Q\beta} \left( 2 \sum_{ck} B_{Q,c\beta} C_{ck} \right) B_{Q,ia} - \sum_{Qk} \left( \sum_{c} B_{Q,\beta c} C_{ck} \right) B_{Q,ka}$ | $\sigma_{ia}^{J,x} = \sum_{b} \tilde{t}_{jb} \left[ 2(bj|ia) - (ij|ba) \right] x$ |

$\sigma_{ia}^{x} = \sigma_{ia}^{0,x} + \sigma_{ia}^{F,x} + \sigma_{ia}^{JG,x} + \sigma_{ia}^{H,x} + \sigma_{ia}^{I,x} + \sigma_{ia}^{J,x}$

$\sigma_{ia}^{x} = \sigma_{ia}^{F,x} + \sigma_{ia}^{JG,x} + \sigma_{ia}^{H,x}$

\[
\frac{1}{2} \left( \sigma_{ia}^{G,x} + \sigma_{ia}^{H,x} \right) t_{ia}^{ij} = \sum_{jbQ} \left[ -\sum_{ck} \left( \tilde{t}_{jk}^{x} B_{Q,kb} + \tilde{t}_{kj}^{x} B_{Q,jc} \right) \right] Y_{Q,ij}^{y} = \sum_{jbQ} \tilde{B}_{Q,jb} Y_{Q,ij}^{y} \tag{85}
\]

For the definition of the intermediates we refer to Appendix VI. Scheme VII in appendix VI summarises the main steps in the evaluation of the F-matrix contribution to the linear response function.
IV. RESULTS AND DISCUSSION

A. Computational details

The CPP solver for RI-CC2 has been implemented in a development version of the Turbo-
mole program package.\textsuperscript{31,49} The stick spectra calculations were performed using previously im-
plemented RI-CC2 functionalities in TURBOMOLE.\textsuperscript{41,43}

The structure of C\textsubscript{60} used in the OPA calculations was taken from Ref.\textsuperscript{50}. It originates from
a geometry optimization at the level of second-order Møller-Plesset Perturbation Theory (MP2)\textsuperscript{51}
theory with Dunning’s cc-pVTZ basis set.\textsuperscript{52} The structures of the molecules considered for the C\textsubscript{6}
coefficients (alkanes, unsaturated hydrocarbons, aldehydes, and ketones) are also MP2/cc-pVTZ
optimized structures from the literature.\textsuperscript{15} The Cartesian coordinates of all molecular systems
considered are reported in the SI file. The structures of the helicenes\textsuperscript{36} in the ECD calculations are
MP2/cc-pVTZ optimized ones. According to the standard convention for helicoidal systems, we
used (−)-5-helicene (M), (−)-6-helicene (M), and (+)-7-helicene (P) structures. The structures
of the fullerenes in the C\textsubscript{6} calculations are the same B3LYP/cc-pVDZ optimized ones used in
Ref.\textsuperscript{53}. In the calculations of the OPA spectra of C\textsubscript{60} we adopted the aug-cc-pVDZ basis set. The
calculations of C\textsubscript{6} dispersion coefficients of the fullerenes were carried out using the cc-pVDZ
basis set. For all other molecules, the aug-cc-pVTZ basis set was used. This also applies to the
ECD calculations on the helicenes. The frozen-core approximation was used for the helicenes and
in the calculations of the C\textsubscript{6} coefficients of the selected set of fullerenes. An optimized auxiliary
basis set matching the chosen atomic orbital basis was employed in all calculations.\textsuperscript{54}

For comparison with the CPP spectra, the stick spectra were broadened using the Lorentzian
function

\[
g_j(\omega) = \frac{\gamma}{(\omega - \omega_j)^2 + \gamma^2}
\]

with half width at half maximum (HWHM) value \( \gamma = 0.004556 \) a.u. The frequency steps in
the CPP calculations varied between 0.0025 a.u. and 0.01 a.u. Cubic spline was used for the
interpolation between the computed points to obtain the CPP spectrum.

The C\textsubscript{6} coefficients were obtained according to Eq.\textsuperscript{17} with \( A = B \). The integral was evaluated
using a Gauss-Legendre integration scheme, with a transformation of variables as suggested in
Ref.\textsuperscript{55} and followed by a Gauss-Legendre quadrature in the interval \( -1 \leq t \leq +1 \). A 12-point
scheme was adopted.
B. One-photon absorption: C$_{60}$

The UV spectrum of C$_{60}$ obtained at the CPP-RI-CC2/aug-cc-pVDZ level (all electrons correlated) is shown in Figure 1. The spectrum is compared with the CPP-KS-TDDFT result of Ref. 16. C$_{60}$ is a prototypical case where the application of the CPP algorithm is particularly advantageous. When running in D$_{2h}$ symmetry (as done with the large majority of quantum chemistry codes), straightforward application of regular solvers to obtain the stick spectrum results in an exceedingly large number of roots with no intensity to be converged.

In the example below, we converged 15 states, which covered an energy range up to 4.23 eV, and only obtained one state with non-zero intensity at \( \sim 3.6 \) eV, shown in Fig. 1 as a red stick. On the other hand the spectra computed with CPP-RI-CC2 and with a previously reported CPP-B3LYP approach (using the pol-Sadley [10s6p4d|5s3p2d] basis), cover the frequency range up to 7 eV and show very similar profiles, with 4 peaks of different intensities. The intensity of the bands is slightly larger in RI-CC2 compared to CPP-B3LYP, except for the second peak. The CPP-B3LYP spectrum is blue-shifted by \( \sim 0.3 \) eV) with respect to the one obtained with CPP-RI-CC2.
FIG. 1. $\text{C}_{60}$. RI-CC2/aug-cc-pVDZ (all electrons correlated) UV-vis OPA spectra from standard linear response (blue) and CPP (grey) calculations. The red stick is the only excitation with non zero intensity obtained converging 15 roots; in blue is its corresponding Lorentzian broadened spectrum, using $\gamma = 0.004556$ a.u. The CPP spectrum shown as grey libe is a cubic spline of the computed CPP grid points. The spectrum in green is the CPP-B3LYP/pol-Sadlej one from Ref. [53].
C. Electronic circular dichroism: Helicenes

Helicenes are prototypical systems that show chiro-optical activity not because of the presence of chiral centers (e.g., asymmetric carbons), but because of the handedness of their helical structure, also known as axial chirality, as the clockwise and counterclockwise helices are non-superposable. By convention, a left-handed helix is minus and labelled M, whereas a right-handed helix is plus and labelled P. The \( n \)-helicenes are also a prototypical example of overcrowded aromatic chromophores, and the enantiomers possess a strong optical activity,\(^{56,60}\) which makes them ideal test systems for our CPP-RI-CC2 computational scheme. ECD spectra of helicenes have been theoretically studied before,\(^{61-65}\) e.g. in 2000 by Furche \textit{et al.} at TDDFT level\(^{61}\) and, for 5- and 6-helicene, in 2003 by Köhn\(^{62}\) at CC2 level using the aug-cc-pVDZ basis supplemented with center of mass functions. The stick spectra in this later study included the lowest 24 and 20 states, respectively. In 2012 a combined theoretical and experimental study on several helicenes was also presented by Nakai, Mori, and Inoue,\(^{65}\) where the computed ECD spectra were obtained at the RI-CC2 level using the TZVPP basis set and 40 excited states. To illustrate the CPP approach, we here extend the RI-CC2 studies of Refs. \(^{62}\) and \(^{65}\) by investigating the penta-, hexa-, and heptahelicenes using the larger aug-cc-pVTZ basis set. Experimental spectra were re-digitized from the original references and are shown together with the calculated ones.

The ECD spectra of (−)-5-helicene are shown in Fig. 2. By converging 40 excited states, we could obtain the (broadened) stick spectrum up to approximately 6.3 eV. Experimental\(^{56,60,65}\) and CPP spectra cover the frequency range up to 6.2 eV and 7.7 eV, respectively. One of the shown experimental spectra was recorded in \textit{iso}-octane. Note that we re-digitised the experimental spectrum reported in Figure 2 of Ref. \(^{56}\). According to the authors,\(^{56}\) this experimental spectrum was taken from the work of Goedicke and Stegemeyer\(^{60}\), even though no image of the spectrum is actually given by Goedicke and Stegemeyer, who only report individual values of \( \Delta \varepsilon \) at given wavelengths. Spectral data from both articles is presented as green continuum line and triangles in Fig. 2. We observe small inconsistencies at around 4 eV and 5.5 eV between the spectrum re-digitized from Ref. \(^{56}\) and the spectral points taken from Ref. \(^{60}\) (green triangles). The experimental spectrum from Ref. \(^{65}\), recorded in 98:2 \textit{n}-hexane/2-propanol, is shown as dashed green line.

The stick spectrum starts with one positive peak of symmetry A and very low intensity (marked by an arrow). Roughly in the same region, experimental\(^{56,60}\) shows two low intensity positive
features (ca. 50 times weaker than the rest of the spectrum).\textsuperscript{56,60} The CPP and the Lorentzian-broadened spectra are practically indistinguishable up to around 5.85 eV, where differences start to emerge, as peaks may be missing. The computed and experimental spectra have similar features: two negative bands, one at around 4 eV and one just above 5 eV, two positive overlapping bands at around 4.5–4.7 eV and a feature-rich positive band, starting in between 5 and 6 eV, clearly due to a large number of transitions. The computed spectra (in vacuo) are slightly blue-shifted and of lower intensity compared to the experimental data in iso-octane.\textsuperscript{60}

FIG. 2. (−)-5-helicene (M): (frozen-core) RI-CC2/aug-cc-pVTZ ECD spectra from resonant linear response and CPP calculations. The stick spectrum is reported in red. The spectrum in blue is a Lorentzian broadening of the stick spectrum. The grey circles are the CPP points, and the grey line is a cubic spline of CPP points. The solid green line is the experimental spectrum re-digitized from Ref. 56, which is (supposedly) derived from the measurement in iso-octane in Ref. 60 (green triangles). The dashed green line is the experimental spectrum re-digitized from Ref. 65, recorded in 98:2 n-hexane/2-propanol.

The ECD spectra for (−)-6-helicene are presented in Fig. 3. Note that the experimental measurement from Ref. 57 was carried out in methanol on the P structure, so we have reversed its sign when comparing it in Fig. 3 with the spectra computed for the M enantiomer (solid green line).
The experimental CD spectrum recorded in acetonitrile from Ref. [65] is also shown as dashed green line.

As the system size increases, it becomes progressively more challenging to converge the stick spectra. For the 6-helicene, our stick spectrum contains the first 20 excited states. This, however, only covers the region up to 5.2 eV. The CPP spectrum was computed up to 7.3 eV. The CPP and broadened stick spectra start to differ around 5.2 eV. Indeed, the intensity of the strongest positive peak predicted by the CPP spectrum is slightly lower than the one obtained from broadening the stick spectrum, probably the effect of the broad negative band, located in between 5.5 eV and 5.7 eV, clearly not present in the broadened spectrum as the corresponding sticks were not computed.

All in all, as for 5-helicene, the computed and experimental spectra of 6-helicene have rather
similar features: a relatively strong negative peak at around 3.8 eV; two (partly overlapping) positive peaks in between 4.8 eV and 5.3 eV, followed by a bisignate band in between 5.5 eV and 6.3 eV. The computed first negative peak at 3.9 eV is marginally blue-shifted with respect to the experimental band. The band intensities in the simulated spectrum are only slightly larger than the corresponding ones in the experimental spectrum recorded in methanol. The lowest energy band is practically overlapping with the same band from the experimental measurement in acetonitrile.\(^{65}\)

The ECD spectra for (+)-7-helicene are presented in Fig. 4. The mirror image of the experimental spectrum of (−)-7-helicene, recorded in ethanol by Brickell et al.\(^ {58}\), is also shown as green solid line on Fig. 4. The experimental spectrum in chloroform reported by Nakai, Mori, and Inoue, originally taken from Martin and Marchant, is also shown as dashed line. The CPP

![FIG. 4. (+)-7-helicene (P): (frozen-core) RI-CC2/aug-cc-pVTZ ECD spectra from resonant linear response and CPP calculations. The stick spectrum is reported in red. The spectrum in blue is a Lorentzian broadening of the red stick spectrum. The grey circles are the CPP points, and the grey line is a cubic spline through the CPP points. A mirror image of the experimental spectrum of (−)-7-helicene (M) from Ref. 58 recorded in ethanol, is shown in solid green. The experimental spectrum in chloroform\(^ {65,66}\) is given as dashed green line.](image)
spectrum was obtained up to 6.25 eV and shows a well-separated positive peak between 3 and 3.7 eV; a feature-rich negative band between 3.7 and 5 eV, clearly with contributions from several transitions of different intensity, and with maximum at 4.7 eV; and two positive peaks at 5.44 eV and 5.99 eV, respectively. All peaks are of comparable intensity. Not surprising, with the increase in complexity of the system, our ability to compute the stick spectrum deteriorates. Indeed, for 7-helicene, we only succeeded in converging 12 states, which covers the region up to 4.5 eV, thus only reproducing the first (positive) peak and half of the negative broad band.

Despite the different environments, the experimental spectral profiles are, as in the previous two cases, quite similar to the computed one, with a broad positive band at lower energy, a structured negative one in the intermediate region and two positive bands in the upper frequency region. The experimental intensity of the spectrum in ethanol is, on the other hand, roughly two times lower, whereas the one in chloroform is a more intense, in particular in the intermediate frequency region.

D. The \( C_6 \) dispersion coefficients

In Table II we present the \( C_6 \) dispersion coefficients for the dimers of a set of ten organic molecules and in Table III the results for six different fullerenes are collected.

The RI-CC2 values for the \( C_6 \) coefficients of the organic molecules are in line with the results of a previous theoretical study at the ADC(2)/Sadlej-pVTZ level.\cite{15} The difference (in absolute value) between CC2 and ADC(2) becomes larger as the size of the molecular system increases. Both RI-CC2 and ADC(2) results are systematically larger than corresponding CCSD/Sadlej-pVTZ results from the literature,\cite{15} which were obtained using a Lanczos-based implementation of the polarizability at imaginary frequencies and a moderate chain length.

The CC2/cc-pVDZ results for the \( C_6 \) coefficients for the fullerenes, see Table III, are compared to literature results at the CAM-B3LYP, B3LYP, and TD-HF levels of theory,\cite{53} obtained with the pol-Sadlej basis set. We note that our basis set is on the small side, so our results are probably not fully converged. Indeed, adding one set of augmented functions increased the coefficient for \( C_{60} \) to \( 117.7 \times 10^3 \). At the MP2 geometry used in the OPA calculations, the \( C_6 \) coefficient of \( C_{60} \) changes from \( 96.00 \times 10^3 \) (cc-pVDZ) to \( 116.3 \times 10^3 \) (aug-cc-pVDZ) to \( 115.4 \times 10^3 \) (aug-cc-pVTZ). A reference value, obtained by the Differential Dipole Oscillator Strength Distribution (DOSD) approach is available for \( C_{60} \). In the DOSD approach, the \( C_6 \) coefficients are derived from the dipole oscillator strength distributions constructed from theoretical and experimental
photoabsorption cross sections, combined with constraints provided by the Kuhn–Reiche–Thomas sum rule, and molar refractivity data. As already commented upon in Ref. [53], the TD-HF/pol-Sadley result is the closest to the DOSD value, but the good agreement is probably fortuitous.

In Figure 5, the $C_6$ coefficients are plotted as a function of the number $N$ of carbon atoms in the considered fullerenes. In the inset, a plot of the ratios $C_6(C_N)/C_6(C_{60})$ versus the $N/60$ is given. Figure 6 reports the base-10 logarithm of $C_6$ coefficients as a function of $\log N$. The latter figure is used to determine the exponent $\eta$ at the RI-CC2 level of the ansatz $C_6 \propto N^\eta$, as also reported by Kauczor, Norman, and Saidi. They found that the $C_6$ coefficients were non-additive, and scaled roughly as $N^{2.2}$ for the three methods they considered. The exponent for the $C_6$ power-dependence on $N$ was therefore much smaller than the values predicted based on a classical-metallic spherical-shell approximation of the fullerenes ($\approx 2.75$). In a later study, some of the same authors proposed a model based on classical electrodynamics that yielded $C_6 \propto N^{2.8}$. Our results at the CC2 level, based on small-size fullerenes, give $\eta = 2.3$, i.e. only marginally larger than the HF/DFT estimates of Kauczor, Norman, and Saidi. Removing $C_{80}$ from the series slightly improves the linear regression coefficients, but does not significantly change the value of $\eta$. 

| Molecules  | RI-CC2 | ADC(2) [15] | (ADC(2) – CC2) | CCSD [15] |
|------------|--------|-------------|----------------|------------|
| Acetaldehyde | 432.8  | 434.3       | 1.5            | 407.2      |
| Acetone    | 834.0  | 832.0       | −2.0           | 787.4      |
| Benzene    | 1874   | 1926        | 52.0           | 1786       |
| Butane     | 1285   | 1263        | −21.8          | 1224       |
| Ethane     | 374.5  | 365.9       | −8.6           | 357.3      |
| Ethene     | 305.9  | 299.8       | −6.1           | 287.3      |
| Formaldehyde | 154.0  | 157.6       | 3.6            | 144.8      |
| Methane    | 126.3  | 122.7       | −3.6           | 120.7      |
| Pentane    | 1950   | 1918        | −31.6          | 1855       |
| Propane    | 759.9  | 745.1       | −14.8          | 724.2      |
TABLE III. RI-CC2 $C_6$ dispersion coefficients [a.u.$\times 10^{-3}$] for a set of fullerene dimers, and comparison with previous literature results.$^{53,57}$

| Molecule | RI-CC2/ cc-pVDZ | B3LYP/ pol-Sadley$^{53}$ | CAM-B3LYP/ pol-Sadley$^{53}$ | TD-HF/ pol-Sadley$^{53}$ | DOSD$^{57}$ |
|----------|-----------------|--------------------------|-----------------------------|--------------------------|------------|
| C$_{60}$ | 97.08$^a$       | 100.8                    | 98.8                        | 100.1                    | 100.3      |
| C$_{70}$ | 141.4           | 143.0                    | 139.8                       | 141.6                    |            |
| C$_{78}$ | 179.1           | 180.0                    | 176.1                       | 178.2                    |            |
| C$_{80}$ | 191.3           | 193.1                    | 189.4                       | 192.5                    |            |
| C$_{82}$ | 197.9           | 199.1                    | 194.8                       | 196.8                    |            |
| C$_{84}$ | 208.6           | 209.8                    | 205.4                       | 207.7                    |            |

$^a$117.7$\times 10^3$ (aug-cc-pVDZ);

At MP2 geometry, 96.00$\times 10^3$ (cc-pVDZ); 116.3$\times 10^3$ (aug-cc-pVDZ); 115.4$\times 10^3$ (aug-cc-pVTZ)
FIG. 5. $C_6$ coefficients [a.u.$\times 10^{-3}$] of six fullerenes as a function of the number of carbon atoms $N$, plotted for four different electronic structure methods. The inset shows the ratios $C_6(C_N)/C_6(C_{60})$ versus $N/60$. Red: RI-CC2; blue: B3LYP; grey: CAMB3LYP; green: TD-HF results. The lines are linear regressions of the $C_6$ points. The regression coefficients for the lines in the main panel are: $r = 0.9995$ (RI-CC2); $r = 0.9986$ (HF); $r = 0.9991$ (B3LYP) and $r = 0.9989$ (CAM-B3LYP). Those of the lines in the inset are: $r = 0.9995$ (RI-CC2); $r = 0.9988$ (HF); $r = 0.9991$ (B3LYP) and $r = 0.9988$ (CAM-B3LYP).
FIG. 6. Base-10 logarithm of the $C_6$ coefficients of six fullerenes as a function of log $N$, for four different electronic structure methods. Red: RI-CC2 (this work, $r = 0.9992$); blue: B3LYP ($r = 0.9994$); grey: CAMB3LYP ($r = 0.9994$); green: TD-HF ($r = 0.9991$) results. The inset shows the data without consideration of $C_{80}$, which slightly improves the linear regression coefficient: $r = 0.9998$ for HF, $r = 0.9998$ for B3LYP, $r = 0.9998$ for CAM-B3LYP, and $r = 0.9994$ for RI-CC2.
V. CONCLUSIONS

We have presented an implementation of a damped linear response solver and of the damped linear response function within the resolution-of-identity CC2 method in TURBOMOLE. The LR-CPP-RI-CC2 approach allows to directly compute, e.g., ECD and OPA spectra of systems with a high density of excited states, where a standard (stick-spectrum) response approach is hardly or not applicable. The combination of the RI approximation with a partitioned formulation which avoids the storage and I/O of four-index two-electron integrals and double excitation amplitudes (employing a Laplace transformation of orbital energy denominators) together with an OpenMP parallelization makes the LR-CPP-RI-CC2 approach applicable to molecular systems as large as fullerenes and helicenes.

Examples of application of the approach included the OPA spectra of C\textsubscript{60}, the ECD spectra of \( n \)-helicenes \((n = 5, 6, 7)\) and the \( C_6 \) dispersion coefficients for a sample of organic molecules and fullerenes.

The CPP solver for RI-CC2 is also a fundamental step-stone for the implementation of higher-order response properties in a RI-CC2 CPP framework, like, e.g. RIXS and MCD, as well as for the extension to excited state properties.
Additional definitions

- $T_1$-similarity-transformed MO coefficients:
  \[ \Lambda^p = C(1 - t_1^T) ; \quad \Lambda^h = C(1 + t_1) \]

- $T_1$-similarity-transformed one-electron integrals:
  \[ \hat{h}^x_{pq} = \sum_{\alpha\beta} \Lambda^p_{\alpha p} \Lambda^h_{\beta q} h^x_{\alpha\beta} \]

- $T_1$-similarity-transformed two-electron integrals:
  \[
  (pq|rq) = \sum_{\alpha\beta\gamma\delta} \Lambda^p_{\alpha p} \Lambda^h_{\beta q} \Lambda^p_{\gamma r} \Lambda^h_{\delta s} (\alpha\beta|\gamma\delta)
  \]

- the elements of $\hat{F}$ are defined like the elements of the usual Fock matrix, but evaluated with $T_1$-similarity-transformed one- and two-electron integrals

- One-index transformed $\tilde{\Lambda}^p$ and $\tilde{\Lambda}^h$ matrices:
  \[
  \tilde{\Lambda}^p_{\beta i} = \sum_{a} \Lambda^p_{\alpha p} \tilde{r}^x_{\beta a} \quad \text{and} \quad \tilde{\Lambda}^h_{\alpha p} = - \sum_{i} \Lambda^h_{\beta q} \tilde{r}^x_{\beta i a}
  \]

- $t^x$-dressed one-index transformed $\tilde{\Lambda}^{p,x}$ and $\tilde{\Lambda}^{h,x}$ matrices (*):
  \[
  \tilde{\Lambda}^{p,x}_{\beta a} = - \sum_{i} C_{\beta i} \tilde{r}^{x^{*}}_{\beta a} \quad \text{and} \quad \tilde{\Lambda}^{h,x}_{\beta i} = \sum_{a} C_{\beta a} \tilde{r}^{x^{*}}_{\beta i a}
  \]

- barred one-electron and three- and four-centre two-electron integrals (*):
  \[
  \tilde{h}^x_{pq} = \sum_{\alpha\beta} \left( \tilde{\Lambda}^{p,x}_{\alpha p} \tilde{\Lambda}^{h}_{\beta q} + \Lambda^p_{\alpha p} \Lambda^h_{\beta q} \right) h_{\alpha\beta}
  \]
  \[
  \tilde{B}^{x}_{Q,pq} = \sum_{P} (pq|P) V_{PQ}^{-\frac{1}{2}} = \sum_{\alpha\beta} \left( \tilde{\Lambda}^{p,x}_{\alpha p} \Lambda^h_{\beta q} + \Lambda^p_{\alpha p} \tilde{\Lambda}^{h,x}_{\beta q} \right) \sum_{P} (\alpha\beta|P) V_{PQ}^{-\frac{1}{2}}
  \]
  \[
  (pq|rs)^{x} = \tilde{B}^{p}_{rs} \sum_{\alpha\beta\gamma\delta} (\tilde{\Lambda}^{p,x}_{\alpha p} \Lambda^h_{\beta q} + \Lambda^p_{\alpha p} \tilde{\Lambda}^{h,x}_{\beta q}) \Lambda^p_{\gamma r} \Lambda^h_{\delta s} (\alpha\beta|\gamma\delta)
  \]

Here it is understood that $\tilde{\Lambda}^{p,x}_{\alpha p}$ vanishes if $p$ is an occupied and $\tilde{\Lambda}^{h,x}_{\beta q}$ vanishes if $q$ is a virtual index.
• barred Fock matrices and $E$ intermediates (*):

$$\bar{F}_{ia}^x = \sum_{ck} [2(ia|kc) - (ic|ka)] t_{ck}^x$$

$$\bar{F}_{ab}^x = -\sum_j t_{aj}^x \hat{F}_{jb} + \sum_{ck} [2(ab|kc) - (ac|kb)] t_{ck}^x$$

$$\bar{F}_{ij}^x = +\sum_b \hat{F}_{jb} t_{bi}^x + \sum_{ck} [2(ij|kc) - (ic|kj)] t_{ck}^x$$

$$\bar{E}_{ij}^{x,2} = \bar{F}_{ij}^x + \sum_{cdk} \left[ 2t_{cd}^{x,ik} - t_{dc}^{x,jk} \right] (kd|ic)$$

$$\bar{E}_{ba}^{x,2} = \bar{F}_{ba}^x + \sum_{dkl} \left[ 2t_{bd}^{x,kl} - t_{db}^{x,kl} \right] (ld|ka)$$

Above an asterisk (*) indicates that the respective intermediates depend linearly on the complex response amplitude $t^x$ and have been generalised for the CPP case such that their real and imaginary parts are evaluated, respectively, with the real and imaginary parts of $t^x$. 
FIG. 7. Main steps in the evaluation of the F-matrix contraction terms. (*) indicates the terms that have been generalised in the CPP case (complex).

- Compute $\tilde{Y}_{Q,ck} = \sum_{dj} t_{dk}^c \hat{B}_{Q,dk}$ (standard code)

- Compute $\tilde{E}_{ab}^x, \tilde{E}_{ij}^x, \tilde{B}_{Q,jb}^x, \tilde{C}_{ck}^x, Y_{Q,ai}^x$ (*)

- Compute dressed integrals $\tilde{B}_{Q,jb}^x = -\sum_k \left( \tilde{t}_{dk}^c B_{Q,kb} + t_{dk}^c \tilde{B}_{Q,kb} \right)$ (Eq. 85) (*)

- Compute $\sigma_{ia}^{0,x} = 2 \tilde{F}_{ia}^x \sigma_{ia}^{JG,x}$ and $\sigma_{ia}^{JH,x}$ (*)

- Compute intermediates:
  - $\tilde{\alpha}_{i}^{j} = \sum_{b} \tilde{t}_{ab}^{j} \tilde{B}_{Q,jb}^x$ (*)
  - $m_{Q} = \sum_{jk} B_{Q,ck} C_{ck}^x$ and $M_{j,k}^x = \sum_{c} B_{Q,c} C_{ck}^x$ (*)
  - $\tilde{\beta}_{i} = \sum_{b} \tilde{B}_{Q,bj}^x \tilde{f}_{jb}^x$ (*)
  - $\tilde{\gamma}_{Q,j}^x = \sum_{a} (\tilde{Y}_{Q,ja}^x - \sum_{j} \tilde{t}_{ja} B_{Q,ij}) V_{il}^{1/2} \Lambda_{ia}^p - \sum_{p} M_{j,ik}^x V_{il}^{1/2} \Lambda_{ia}^p + 2 \sum_{p} (m_{Q}^x + \tilde{F}_{ia}^x) V_{il}^{1/2} \Lambda_{ia}^p$ (*)
  - $\sigma_{ia}^{J_{F_{1}}^x,x} = \sum_{Q,\beta} \sum_{j} \tilde{\gamma}_{Q,j}^x \Lambda_{ia}^p (Q|\beta \alpha)$ (*)

- Compute $\sigma_{ia}^{F_{2},x,x} = -\sum_{Q} \tilde{Y}_{Q,al} \tilde{B}_{Q,il}$ (3rd term of $\sigma_{ia}^{F_{x}}$) (*)

- Compute intermediate $\tilde{\gamma}_{Q,j}^{x^*} = \sum_{a} (\tilde{Y}_{Q,ja}^{x^*} - \sum_{j} \tilde{B}_{Q,ij} \tilde{f}_{jd}^x) \Lambda_{ia}^p V_{il}^{1/2}$ (*)

- Compute $\sigma_{ia}^{F_{2},x^*,x} = \sum_{Q,\beta} \tilde{\gamma}_{Q,j}^{x^*} (Q|\beta \alpha)$ (*)

- Compute $\sigma_{ia}^{F_{2},x^*,x} = \sum_{a} \sigma_{ia}^{F_{2},x^*,x} C_{aa}^x$ (2nd term of $\sigma_{ia}^{F_{x}}$ + 3rd term of $\sigma_{ia}^{F_{x}}$) (*)

- Calculate $\sigma_{ia}^{F_{3},x} = -\sum_{Q} \tilde{Y}_{Q,al} \tilde{B}_{Q,il}$ (*)

- Contract with single amplitudes and add the doubles contributions

$$ F_{1}^{x^*} = \sum_{ai} \sigma_{ia}^{x^*} \tilde{t}_{ai}^c + \sum_{ai} \tilde{F}_{ia}^{x} C_{ai}^x + \sum_{Q,ij} \tilde{B}_{Q,ij}^x \cdot Y_{Q,bi}^x$$ (*)
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