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A study of the detectability of transient events associated with galaxies for the *Gaia* European Space Agency astrometric mission. We simulated the on-board detections, and on-ground processing for a mock galaxy catalogue to establish the properties required for the discovery of transient events by *Gaia*, specifically tidal disruption events (TDEs) and supernovae (SNe). Transients may either be discovered by the on-board detection of a new source or by the brightening of a previously known source. We show that *Gaia* transients can be identified as new detections on-board for offsets from the host galaxy nucleus of 0.1–0.5 arcsec, depending on magnitude and scanning angle. The *Gaia* detection system shows no significant loss of SNe at close radial distances to the nucleus. We used the detection efficiencies to predict the number of transients events discovered by *Gaia*. For a limiting magnitude of 19, we expect around 1300 SNe per year: 65% SN Ia, 28% SN II and 7% SN Ibc, and ~20 TDEs per year.
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1 INTRODUCTION

*Gaia* is an European Space Agency (ESA) satellite mission, successfully launched in 2013 December. It was inserted into a Lissajous orbit around the L2 Lagrange point of the Sun-Earth system. *Gaia* is an astrometric mission ([Perryman et al.](http://example.com)2001) which will improve upon the previous ESA astrometry mission, *Hipparcos*, with 10 000 times the number of stars observed and an increase in the parallax and proper-motion accuracy attained by 2 orders of magnitude, ([van Leeuwen](http://example.com)2007). The *Gaia* catalogue will amount to about one billion stars, or 1 per cent of the Galactic stellar population, complete to 20th magnitude. This catalogue will consist of positions, proper motions, parallaxes, radial velocities, as well as astrophysical information derived from the on-board multi-colour photometry. This will allow the first three-dimensional map of our galaxy, and enable studies of its composition, formation and evolution.

During its lifetime, *Gaia* will be performing a full sky survey with an average cadence of 30 d. Around 80% of observing periods will have at least two observations separated by 106 min. This turns *Gaia* into a tool for detecting a large number Galactic and extragalactic transient events. The focus of our study are low redshift supernovae (SNe) and tidal disruption events (TDEs).

SNe are bright stellar explosions and according to the production channel, they may be classified as thermonuclear SNe type Ia, and core-collapse SNe (CCSNe). In the SN type Ia scenario, the explosion is triggered in a binary system, where a white dwarf (WD) is believed to have reached approximately the Chandrasekhar mass of 1.4 M⊙. The WD could have accreted material from a non-degenerate companion or by the collision with another degenerate component. In the case of CCSNe, the explosion is caused by a gravitational collapse of a young and massive star, $M_{\text{init}} \geq 8$ M⊙ ([Smartt](http://example.com)2009). From the observational point...
of view, SNe have been historically classified into two main groups according to the presence or absence of hydrogen lines in their spectra (Filippenko 1997). SNe type I, contain no hydrogen in their spectra. They can be further split into three sub-classes, those containing SiII (type Ia), He I (type Ib) or neither of them (type Ic). The hydrogen rich SN type II can also be further classified according to the width of the lines and light curve characteristics. With aim of simplification, we will consider all SN II as a single group and make no distinction between types Ib and Ic, calling them just SN Ibc.

TDEs (Rees 1988) are flares originated from the total or partial disruption of a star orbiting at a close distance to the super massive black hole (SMBH) in the centre of its host galaxy. The circularization and accretion of the disrupted star creates a bright transient, often identified by its optical, UV and X-ray emission. The systematic study of TDE may probe the mass and spin distributions for the black hole population in non-active galaxies. Spectral and photometric evolution of the resulting flare provides valuable information on the debris circularization time-scale and the characteristics of the accretion processes in SMBHs. The first TDE candidates found in an optical survey were discovered by van Velzen et al. (2011). Since then, the number of TDE discovered in optical surveys has increased rapidly (Gezari et al. 2012; Chornock et al. 2014; Arcavi et al. 2014; Holoien et al. 2014). Our study, shows that Gaia could detect a significant number of TDE, substantially increasing the existing sample of this transient class. Gaia’s excellent spatial resolution is key to distinguishing SNe from TDE, as the position of the transient with respect to the host galaxy nucleus may be used as a discriminant. This provides a model-independent way to select TDE. Current surveys mainly rely on light curve properties (e.g. shape and colours) and the spectra to select the candidates. However, this approach may bias the search outcome towards objects with similar properties. Some ground-based surveys that are sensitive to transients in the nuclei of galaxies, e.g. OGLE-IV survey for transients (Wyrzykowski et al. 2014) have provided a number of atypical nuclear transients of yet not well understood origin.

The Gaia Photometric Science Alerts group (Wyrzykowski et al. 2012) is the Gaia Data Processing and Analysis Consortium (DPAC) unit responsible for releasing alerts on Gaia transient candidates from a daily flow of initially reduced data. The Photometric Science Alerts pipeline builds on the Initial Data Treatment pipeline (developed by the DPAC team in Barcelona, with contributions from the teams in Leiden, Edinburgh and Lund) at the Data Processing Centre ESAC (DPCE) and uses the data ingestion facilities at the Data Processing Centre (Institute of Astronomy Cambridge (DPCI)). The alert flow is public (see http://gaia.ac.uk/selected-gaia-sciences-alerts) and it publishes a set of potential transient candidates, along with their characterisation using the low-resolution spectra provided by Gaia. The GS-TEC module (Blagorodnova et al. 2014) is used to provide the classification type, redshift, and epoch of explosion for the most common SNe types. The transient candidates published by Gaia Photometric Science Alerts will enable the estimation of rates for several Galactic and extragalactic transient events. In order to provide reliable estimates of these rates, the biases in the Gaia detection process must be fully understood.

Ground based transient surveys are generally facing two major issues: contrast against bright background and obscuration by host galaxy dust. The combined effect of seeing and imperfect image subtraction techniques makes the identification of events happening on top of bright galaxies challenging. The lack of atmospheric effects and the high spatial resolution of Gaia, comparable to the Hubble Space Telescope, enables us to mitigate the first problem, as it allows transients to be resolved at closer angular separations to their host galaxy centres. In this work, we intend to quantify this effect in the circum-nuclear regime, where the numbers of detected SNe is lower (Shaw 1979).

The detection of SNe with high amounts of dust along the line of sight, such as SNe in interacting, or highly inclined spiral galaxies (Cappellaro et al. 1997) will still remain a challenge for Gaia, which operates in the optical wavelengths. Several theoretical models (Hatano, Branch & Deaton 1998; Riello & Patat 2005) have been proposed to model the expected extinction in spiral galaxies as a function of inclination angle and the projected galactocentric distance. Moreover, the fraction of obscured star formation is known to increase as a function of redshift, e.g. (Magwell et al. 2014). Recent studies using adaptive optics assisted near-IR observations have been able to detect and study SNe also within the nuclear regions of nearby luminous infrared galaxies (LIRGs), e.g. (Kanzare et al. 2012). The introduction of corrections for missing SNe due to dust obscuration in the SN host galaxies of measured CCSN rates as a function of redshift, has improved the agreement with the rates expected from the cosmic star formation history (see Melnyk et al. 2012; Mattila et al. 2012; Dahlen et al. 2012). In this work, we show that Gaia’s superb high resolution imagery will enable it to detect a significant number of CCSNe. This sample will also allow new constraints to be set on the correction for the SNe missed due to dust obscuration, independently of the background light contamination bias.

This work is an attempt to understand the strengths and limitations of Gaia in relation to the detection of circumnuclear transients. Understanding the detection process and the impact of the selection procedure within Gaia Science Alerts is essential to provide reliable rates for the discovered transients. Understanding the parameter space for the detected candidates, will help to minimize the selection bias. Therefore, we aim to quantify the detection efficiency of transients located at few arcsec to their host galaxy nucleus. Our study particularly focuses on SNe and TDEs. Both types of objects are generally associated with a host galaxy, either as an explosion of one of the stars in the galaxy, or its disruption by the SMBH existing in the host galaxy centre. The proximity of the host galaxy core is an observational effect that must be taken into account when computing the detection efficiency and predicted detection rates for transient surveys. Previous works have omitted this part of the analysis when providing estimates for the number of Gaia SNe (Belokurov & Evans 2003; Altavilla et al. 2012). This work, for the first time, quantifies the detection of the host galaxy and the contamination effect of the host on the detection of Gaia circumnuclear transients. Using a simulation of the on-board detection process and Monte Carlo (MC) simulations for generating SNe and TDE from
a mock galaxy catalogue, we provide an estimate of Gaia’s detection efficiency and the predicted numbers of detected events for different candidate selection criteria.

The outline of the paper is as follows. Section 2 presents an overview of the Gaia data. Section 3 explains the simulation techniques used in this paper. Section 4 presents the detection efficiency and rates results. Section 5 offers a discussion on the results with mission Gaia data and finally Section 6 summarizes our conclusions.

## 2 Description of the Gaia Data

**Gaia** uses 106 charge-coupled devices, CCDs to record the data on an average number of $50 \times 10^6$ transits a day. In order to reduce the data rate to a manageable level, around 50-130 Gigabytes per day (Siddiqui et al. 2014), only regions around detected sources are read out from the CCD and transmitted back to Earth. The detection of sources must necessarily happen on-board, this is done using the Star Mapper (SM) CCDs and the sources are confirmed in the first column of Astrometric Field (AF) CCDs. A full representation of the focal plane as well as the explanation of the mission pre-launch performance may be found in de Bruijne (2012).

In the standard Gaia terminology the area which is kept around the source, and eventually transmitted back to Earth, is referred to as a window. A window is composed of a set of CCD pixels, which may be binned together to form a macro-pixel. The size of the window, the number of pixels and binning depend on both the CCD and the magnitude of the object.

Gaia pixels are not square, but rectangular, the Along-scan (AL) direction is narrower, 0.059 arcsec, while the Across-scan (AC) direction is wider, 0.179 arcsec. In other words, the pixels are approximately three times larger in the AC than in the AL direction. This means that the characteristics of the source detection, in particular for asymmetric arrangements of emission, will depend on the orientation at which Gaia scans the source.

The detection process takes place in the $0.59 \times 1.77$ arcsec SM working window represented in Figure 1 where pixels are hardware-binned $2 \times 2$. The central region of 9 macro-pixels is used to estimate the flux of the object, while the external ring of 5 macro-pixels is used for background subtraction. The SM window sent to Earth around the position of the detection is larger though, covering $4.72 \times 2.12$ arcsec. A detailed description of the detection process and the recognition strategy used in the on-board Video Processing Algorithm (VPA) may be found in de Souza et al. (2014) and de Bruijne et al. (2015).

The spin rate of Gaia is 60 arcsec s$^{-1}$ and the axial maintains an angle of 45° to the Sun, while slowly precessing around the solar direction, completing a full revolution every 63 d. After its 5-year mission each object will have been observed between 50 and 250 times depending on the position of the source on the sky, with the ecliptic latitude of the source being the most important factor in determining the coverage.

![Figure 1. SM Window](image)

### 3 Simulations

We took advantage of the functionalities provided by the **gibis** simulator (Gaia Instrument and Basic Image Simulator; see Appendix A for a description) to assess the characteristics of the on-board detection. We used a mock galaxy catalogue to reproduce the host galaxy characteristics and empiric light curves to mimic the observational signature of SNe and TDE in the optical wavelengths. Details on our models and assumptions are provided in Appendices B3 and B4.

In this section we describe the simulations and analysis techniques that we use to obtain the transient detection efficiency for Gaia. We first obtain the on-board characteristics of the detection process for galaxies and for transients close to nucleus. Later we use these results in MC simulations to determine the detection efficiency for the whole survey.

### 3.1 Galaxy detection simulation

The detection efficiency of transients is constrained by the detectability of the host galaxy. Moreover, to accurately estimate the distance of a transient to the nucleus of its host galaxy, the astrometry for both components needs to be delivered by Gaia, and therefore the galaxy itself has to have the appropriate characteristics to be detected by the on-board detection algorithm. According to the detectability study in de Souza et al. (2014), Gaia has a detection process optimised for point-like sources, leading to a selective galaxy detection, dominated by compact galaxy bulges or small elliptical galaxies. Therefore, our analysis focused on the bulge component only.

We chose to parametrize the host galaxy bulges using two main observables: bulge apparent magnitude, $m_B$, expressed in Gaia $G$-magnitudes, and the galaxy bulge angular size, characterized by the bulge effective radius, $r_e$. See B2 for simulation configuration details.

### 3.2 Transients detection simulation

Using **gibis** we simulated transients next to galaxy cores. The transients had a wide range of apparent magnitudes $m_T$ and they were placed at increasing angular separation, $\theta$, from the centre of their host galaxy.
These simulations provide the Gaia detection parameters for a set of possible transient configurations. The initial result is the probability of detecting the transient on board given the parameters defining the host galaxies and the transient.

\[ P(\text{det}|m_G, r_e, m_T, \theta) \] (3.1)

In case of a successful detection, the second result is the probability that the transient has generated an additional new detection, meaning that it has been resolved into a separate window.

\[ P(\text{new}|m_G, r_e, m_T, \theta, \text{det}) \] (3.2)

Finally, the third result is the transient magnitude, \( m_{\text{VPA}} \) as predicted by the on-board algorithm, the VPA, provided that it was detected.

\[ P(m_{\text{VPA}}|m_G, r_e, m_T, \theta, \text{new}, \text{det}) \] (3.3)

### 3.3 Candidate selection

The Gaia Science Alerts pipeline runs the candidate detection process for each 24 h of initially reduced Gaia observations. The outcome is a list of an initial selection of transient candidates. The assumed on-ground candidate selection process is shown in Fig. 2. This process has two main parameters: limiting magnitude for transient alerts, \( m_{\text{lim}} \), and the minimum change in magnitude, \( \Delta m \), for old existing sources.

The selection of \( m_{\text{lim}} \) is fixed at \( G = 19 \) in order to minimize false positives. This means that transients only with detections above 19th magnitude will be recognized and published as such. In this context, \( m_{\text{lim}} \) does not refer to the limiting magnitude of the Gaia mission, which is located between 20 and 21st mag, but rather to the limiting magnitude for selecting and publishing alerts candidates. Further into the mission, this limit could be relaxed, allowing the publication of fainter detections.

The selection of \( \Delta m \) was also chosen to reduce the number of false positives. The Gaia photometric error per transit is expected to be lower than 0.01 mag in \( G \) band for single 20 mag stars (de Bruijne 2012). However, the scanning-angle dependency for close unresolved stars and highly elliptical galaxies may introduce additional variability into the data. The selection of \( \Delta m \) has also an implication on the selection of quasars. For a given quasar, we expect that it has a probability of 1% to vary by \( \Delta m > 0.3 \) within a period of 30 d and by \( \Delta m > 0.5 \) within a period of 100 d (MacLeod et al. 2012).

The strategy used to select transient candidates is temporary and may change in the future. As of mid 2015, each source needs at least three historical data points (detections or non-detections), in order to provide a baseline to monitor its magnitude.

For transients in non-detected host galaxies, they will only be selected if the transient magnitude is brighter than \( m_{\text{lim}} \) and there are at least two data points above this limit. The alert candidates will be new sources on their own, as no previous records on their host will be available in Gaia catalogue. We will call them Orphan.

On the contrary, transients in galaxies detected by Gaia, are either resolved into a new independent detection or are detected along with the galaxy core. For new sources, the same criteria as before will be applied, requiring an apparent magnitude above the limiting threshold and at least two data points. Given that the nuclei of their host galaxies have been identified and resolved from the SN, we call them New Source detections. Otherwise, if the transient is too close to the host or too faint to be resolved, then what will trigger the alert is an overall change in brightness of an already catalogued source, if this change is larger than the selected detection limit, \( \Delta m \). For this case, as well, two data points are required for a robust detection. We will refer to these cases as Old Source detections. Although we call them unresolved, these kind of transients, if caused by off-nucleus SNe, will generally display a detectable offset shift in the position of the light centroid, which can be determined with an accuracy of 100 milliarcsec or better in the daily reduced Gaia data provided by One Day Astrometric Solution.

### 3.4 Detection efficiency calculation

#### 3.4.1 TDE

Given the generated galaxy catalogue, described in Appendix B1, B3, and the TDE light curves, described in Appendix B3, the simulation of the detection process was performed in the following way. For each galaxy in the catalogue, a TDE disruption was simulated at random sky coordinates at a random day after the start of the mission. The light curve used to model the optical emission of the TDE was selected from two different light curves groups: Pan-STARRS TDE candidate events (PS1) and TDE light curve models from Lodato & Rossi (2011) (LR11). These are further described in the Appendix B3. The Milky Way extinction along the line of sight has been provided by the Galactic extinction map from Schlegel, Finkbeiner & Davis (1998) with the correction provided by Bonifacio, Monai &
using bulge mass to galaxy luminosity transformation, we can transform it to a suppression per galaxy luminosity $f$ expression follows an exponential law driven by the black hole to generate a TDE flare, instead of totally swallowing the star the probability that galaxies of given absolute magnitude could the detection probability for TDE hosted by galaxies with the given $\tau$ = 2 $\tau$ toing to the chosen modelling of the light curves. We use $\alpha$ and $m_{\text{BH}}$, $r_e$ and $M_T$ to provide a probability of detection and observed magnitude for each point in the light curve. Finally we applied the transient selection criteria (i.e. cuts in $m_{\text{lim}}$ and $\Delta m$) to compute how many of the TDE candidates would be detected by the pipeline. We run this MC simulation on a sample of $1.5 \times 10^6$ galaxies.

After obtaining the detectability results from the simulations, we computed the total number of detected TDE in the following way. For a given redshift bin, the volume density of detected TDE is given by:

$$\rho(z) = \sum_{T} \int \phi^*(T, M_r) \varphi(T, M_r, z) \alpha(M_r) \, dM_r, \quad (3.4)$$

where $\phi^*(T, M_r)$ is the galaxy luminosity function in r-band from Baldry et al. (2004) for galaxy type $T$ (red or blue) and $\tau$ is the average TDE rate per galaxy per year. Following the approach described in van Velzen & Farrah (2014), we assume two different TDE rates, according to the chosen modelling of the light curves. We use $\tau = 2 \times 10^{-5}$ TDE yr$^{-1}$ galaxy$^{-1}$ for PS1 light curves and a rate of $\tau = 1.7 \times 10^{-3}$ TDE yr$^{-1}$ galaxy$^{-1}$ for the LR11 model light curves. We define $\varphi(T, M_r, z)$ as the detection probability for TDE hosted by galaxies with the given absolute magnitude, type and redshift bin and $\alpha(M_r)$ is the probability that galaxies of given absolute magnitude could generate a TDE flare, instead of totally swallowing the star Kesden (2012). Assuming that the probability of TDE suppression follows an exponential law driven by the black hole mass:

$$\bar{\alpha}(M_{\text{BH}}) = \exp(-M_{\text{BH}}/3 \times 10^7 M_\odot)^{0.9} \quad (3.5)$$

we can transform it to a suppression per galaxy luminosity using bulge mass to galaxy luminosity transformation, $M_r = f(M_{\text{BH}})$. Then, we can transform $\bar{\alpha}(M_{\text{BH}}) = \alpha(f(M_{\text{BH}})) = \alpha(M_r)$.

Finally, the expected number of detected TDE is computed by integrating the density of detectable TDE for each redshift bin from Equation (3.4) over the differential volume at each redshift:

$$N_{\text{TDE \ yr}^{-1}} = \int V_C(z) \rho(z) \, dz \quad (3.6)$$

where $V_C(z)$ is the comoving volume for redshift $z$.

### 3.4.2 Supernovae

The simulation for the detection process for SNe is carried out in a similar way to that of TDE. See Appendix B2 for assumptions on SN rates and light curves. Here we also generate random sky positions for the hosts and random times for the epoch of explosion. As mentioned in Appendix B3, the absolute magnitude distribution and the SN light curves are obtained from Li et al. (2011), and do not include a correction for host galaxy extinction. We therefore also avoid applying any host galaxy extinction for the simulated objects, as this would create SNe that have been dimmed twice: for each SN we only apply the Milky Way extinction.

We simulate thermonuclear SNe in both early-type and late-type galaxies, as they are found among both old and young stellar populations (Maoz et al. 2011). The distribution of distances follows the overall stellar mass in the galaxy (Forster & Schawinski 2008, James & Anderson 2006), and therefore their distances are uniformly drawn following the combined light profile of bulge and disc.

CCSNe on the contrary are only simulated in late type galaxies, as they originate from the young, massive star population. The deaths of short-lived stars closely follow the star formation regions (James & Anderson 2006), which are located in the galaxy discs. Consequently, the radial distance distribution of CCSNe is simulated following the disc light only. With the aim of simplification, we do not include starburst galaxies or LIRGs in our simulations, which show evidence of more centrally located population of CCSNe (Herrero-Illana, Pérez-Torres & Alberdi 2012).

The main parameters used for the simulation of the SNe are the angular separation parameter, $\theta$, the host galaxy magnitude, $m_{\text{G}}$, and angular size, $r_e$, and the magnitude for each sampled point in the SN light curve, $m_{\text{SN}}$. For a given combination of these parameters, obtained from the MC simulations, we check the on-board detectability of each point and we select the transient candidates using the process explained in Section 3.3.

Computing the number of detected SNe of type X (SN Ia, SN Ibc or SN II) follows the same procedure as for TDE. First we derive the volume density of SNe of type X that are detected for each redshift bin:

$$\rho(X, z) = \sum_{T} \int \phi^*(T, M_r) \text{SNeB}(T, X, M_r, z) \varphi(T, M_r, z) dM_r \quad (3.7)$$

where $\phi^*(T, M_r)$ is the galaxy luminosity function in r-band, SNeB$(T, X, M_r)$ is the rate of SNe type X per galaxy type $T$ and absolute magnitude $M$ and $\varphi(T, M_r, z)$ is the detection probability for SNe hosted by galaxies with the given absolute magnitude, type and redshift. The expected number of SNe is obtained by multiplying the volume density of SNe yr$^{-1}$ by the volume in each redshift bin $dz$.

$$N_X \text{ yr}^{-1} = \int V_C(z) \rho(X, z) \, dz \quad (3.8)$$

## 4 RESULTS

### 4.1 On board galaxy detection

The probability for the on-board detection of the host galaxy, as determined by the GIBS simulations described in Appendix B2, is given by the fraction of scans in which the galaxy was detected over the total number of scans. The detection fraction, $f_{\text{det}}$, is shown in Fig. 3 as a function of two main parameters: bulge magnitude $m_{\text{G}}$ and angular size, $r_e$. 

---

Beers (2000) and $R_V = 3.1$. Reddening due to extinction in the TDE host galaxy is not included, as the TDE rates we use are based on detected events, which do not include reddening corrections.

Each TDE light curve was sampled according to the sky position and the Nominal Scanning Law (NSL) of Gaia. Then, each sampled data point was assigned a probability for having been detected on-board using GIBS results described in Section 3.2. We interpolated the discrete outcome of the set of simulations with parameters of $m_{\text{BH}}, r_e$ and $M_T$ to provide a probability of detection and observed magnitude for each point in the light curve. Finally we applied the transient selection criteria (i.e. cuts in $m_{\text{lim}}$ and $\Delta m$) to compute how many of the TDE candidates would be detected by the pipeline. We run this MC simulation on a sample of $1.5 \times 10^6$ galaxies.
The simulation was run in a representative region in terms of transit coverage as described in Section 3.1. Tests with the same configuration but different coordinates did not change significantly the detection probability results. Therefore, we conclude that the chosen position might be used as a representative case for all sky detection.

Additional tests were done to assess the impact of changing the colour $(V-I)$ and the axial ratio $(b/a)$ for the simulated objects. Variations of $V-I$ in the range 0–1.5 lead to no change of the detection efficiency. Results for tests on galaxy detection varying the ellipticity or axial ratio $b/a$ have shown that more elongated bulges are more likely to be detected at fainter magnitudes than spherical ones, as their light profile is more concentrated. This effect would increase slightly (around 30%) the detection of galaxies in the limiting positions of the $(m_{G}, r_{e})$ parameter space. However, this effect is well below statistical uncertainty when we compare the total number of detected galaxies. With the aim of simplification, we considered that if the majority of bulges have lower ellipticities around $b/a \geq 0.7$ (Maller et al. 2000), and there is no significant difference between using the GIBS detection function for $b/a=1$ from $b/a=0.7$, we could use $b/a=1$ for the general bulge population.

In order to obtain the total estimated number of detected galaxies, for each redshift and magnitude bin, we computed the galaxy detection efficiency using the GIBS results obtained above and we integrated over the red and blue galaxy luminosity functions from Baldry et al. (2004) and redshift range (0–0.12), as galaxies further than 600 Mpc are unlikely to be detected (de Souza et al. 2014). This calculation shows that around $1.5 \times 10^{6}$ red and around $8 \times 10^{4}$ blue galaxies will be detected by Gaia. Therefore, a total number of $\sim 1.5 \times 10^{6}$ galaxies is expected, which is a factor 3 higher than the numbers predicted by de Souza et al. (2014).

The main reason for the discrepancy is our assumption that all bulges of red galaxies have a Sérsic index of 4, which is not always true. Lower indices are more common for describing the shallower light profile for bulges of S0 type galaxies (Graham 2001). Given that bulges with lower indices are less likely to be detected by the on-board algorithm, our estimation is an upper limit for the number of detected galaxies. However, according to the last update of the software for the Gaia VPA, the new on-board detection algorithm has been tuned to detect bulges with shallower light profiles (de Bruijne et al. 2015). The impact of this update is an increase in the galaxy detection efficiency for bulges with lower Sérsic indices and therefore providing better agreement with our results.

The analysis of the detected magnitude as function of bulge angular size is shown in the right panel of Fig. 3. We can see the difference between the input magnitude $G_{VPA}$ and the magnitude estimated on-board, $G_{\text{VPA}}$, starts has an almost linear trend with the bulge angular size. Given that the flux is estimated under the assumption of point-like objects, galaxies with extended radii will be detected as much fainter objects. The figure also shows that there is a magnitude cut-off close to $G_{\text{VPA}}=20$, so that objects with an estimated magnitude fainter than this limit are no longer detected. As mentioned above, generally galaxy bulges and pseudobulges will have a shallower light profiles than De Vaucouleurs’ profile, and therefore will appear much fainter than in our simulations. Therefore, the difference in magnitude displayed here is also an upper limit for bulges with Sérsic indices $n < 4$. 

\[ f(x) = 0.022 - 0.187x + 0.392x^2 + 0.794x^3 - 0.080x^4. \]
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Figure 4. Top: GIBIS simulation results for transients in galaxies with $B/T=1$, $r_e=1$ arcsec, describing elliptical galaxies or compact bulges. Top: From the sample of detected SNe, the fraction of resolved ones as function of their angular separation, $\theta$, and difference in magnitude $m_{\text{SN}} - m_G$ (line colour). SNe which are 2--3 mag fainter than the host, have a low probability to be detected on board (see bottom left panel). The detection only happens when the scan orientation is favourable to resolve the SN from the host. Bottom Left: on-board detection efficiency for transients as function of angular separation and difference in magnitude $m_{\text{SN}} - m_G$ (line colour). Dashed lines represent the detection probability for resolved objects and the solid lines for unresolved objects. The curves are averaged values for bulges of magnitudes 16 to 20. The error bars are determined by the scatter on the average computed for each bin. The results are only shown for bulges with an effective radius ($r_e$) of 1 arcsec for clarity. The detection probability is computed as the number of detections over the total number of scans (or potential detections). Due to different scanning angles, some of the simulated object may fall into gaps between the CCDs. Therefore, the detection efficiency per simulated object is lower than 100%. Bottom Right: difference in magnitude between the transient input magnitude, $m_{\text{SN}}$, and the on-board detected magnitude, $G_{\text{VPA}}$, for bulge-transient pairs as function of angular separation. Same magnitude difference bins are used as in the left subfigure. Dashed lines represent the magnitude change for resolved objects and the solid lines for unresolved objects.
4.2 On-board transient–galaxy identification

The uneven resolution of Gaia’s rectangular pixels creates a scanning angle dependency when resolving two nearby objects (binary star or a galaxy core and a SN). Scanning along the separation axial will provide enough accuracy to differentiate the objects, which, if resolved on-board, will be tagged as two separate detections with an allocated window each. Contrarily, scanning across the separation axial will increase the chances of the two objects being blended, resulting in a single detection with enhanced flux. Whenever the galaxy bulge and the SN are separated by less than 1 SM pixel, there will be only one detection on-board and the magnitude will be determined from the combined emission from the galaxy and the SN.

Following the configuration explained in Appendix [15] we run the on-board detection for the bulge-transient systems using the gibis simulator. Each combination of the four main parameters \{mc, re, m1, \theta\} (bulge magnitude, bulge size, transient magnitude and angular separation between the bulge and the transient) provided three main results, formalized in Equations 3.1–3.3. We can interpret these gibis outputs as functions, which for a given set of parameters, return the detection probability, the probability to resolve the system and the on-board estimated magnitude for the transient.

The detectability results are summarized in Fig. 4 corresponding to simulations of galaxies with re = 1 arcsec. The top panel shows the fraction of resolved objects over the total number of simulated objects as a function of their angular separation. Objects of similar magnitudes (±1 mag difference) are less likely to be resolved, as they display a more uniform light distribution. The largest angular separation for unresolved objects lies between 0.4 and 0.5 arcsec. We can conclude that all objects located beyond 0.5 arcsec from their hosts, if they are detected, are always going to be resolved objects.

The probability of detection as function of the angular separation is showed in the lower left panel. The unresolved (top) and resolved (bottom) cases are shown per separate. We bin the simulation results according to the difference between the transient’s magnitude and the bulge magnitude m_{SN} - m_{G}. Brighter transients (m_{SN} - m_{G} < 0) or about the same magnitude than their host’s bulge are more likely to be detected at closer angular separations. Fainter transients (m_{SN} - m_{G} > 0) require a minimum angular separation between 0.2 and 0.3 arcsec to start being detected as resolved objects, and separations of 0.5 - 0.7 arcsec to have at least 0.5 probability of being detected. Finally, the detection efficiency never reaches 1, due to the gaps between the CCDs. From the initial set of the simulated objects, not all of them will be observed for a particular scanning angle.

The proximity of the bulge also has an effect on the transient’s estimated magnitude, as shown in the lower right panel of Fig. 4. Transients unresolved from their hosts (solid line) are detected as the combined flux from both sources. Given that galaxies have a flux loss due to the limitation of window size in Gaia (see Fig. 3), the contribution from the SN may substantially increase the detected magnitude of the galaxy. For example, for bulges with re = 1 arcsec, SNe with m_{SN} - m_{G} = 1 already may create an increment in the detected bulge magnitude of \Delta m = 0.8.

4.3 Survey detection efficiency

The Gaia detection efficiency as a transients survey, as mentioned in Section 4.3 is in essence the application of the on-board detection and ground-based candidate selection process on a large number of simulated transients within our mock galaxy catalogue. Provided the number of simulated and detected objects, in this section, we report detection efficiencies for both TDE and SNe.

4.3.1 TDE detection efficiency

Fig. 5 shows the TDE detection efficiency as a function of redshift for m_{lim} = 19 mag and \Delta m=0.5. For redshifts closer than 0.02, there is a probability of 0.85 to detect the transients. As we have accounted for a full sky survey with Galactic extinction, there is a small fraction of TDE that will be always obscured by the dust in the Galactic plane. The maximum redshift at which a TDE may be detected, albeit with a detection efficiency of 5% or lower, is around 0.03 for m_{lim} = 19 and 0.2 for m_{lim} = 20.

The survey detection efficiency for PS1 TDE and LR11 TDE, assuming a limiting magnitude of 19 and \Delta m=0.5, is shown in the left panel of Fig. 6. For TDE peaking at 1 mag above the limiting magnitude, a fraction of 0.5 of
the candidates will be detected, increasing to nearly 0.7 for transients 2 mag brighter.

There is not much variation between blue and red galaxies, showing that generally TDE will be bright enough to be detected on top of compact galaxy cores as well as shallower bulges.

Fig. 4 shows the detection efficiency as a function of the black hole mass for different limiting magnitudes, and assumed light curves: PS1 (top panel) or LR11 (bottom panel). Both results show a dependency on the normalization of the light curve luminosities chosen for PS1 and LR11 models. As explained in Section 3.4.1, observed light curves belong to two PS1 events and we choose between them according to \( M_{\text{BH}} \). LR11 light curve models depend on the \( M_{\text{BH}} \) and their absolute magnitudes are scaled to the luminosity of TDE1 or TDE2 depending as well on \( M_{\text{BH}} \). The detection efficiency for each bin is computed as the number of detected TDE in the bin over the total number of TDE generate in the same bin that have magnitudes brighter or equal to the limiting magnitude. The results show that for galaxies with lower \( M_{\text{BH}} \) masses, the detection of TDE is more efficient, because the bulges are less luminous and it is more likely to detect a flare that increases the bulge luminosity more than \( \Delta m \). For galaxies with \( M_{\text{BH}} \) more massive than \( 10^6 \, M_\odot \), the bulges start to be more luminous and dominate over the TDE. However, for higher masses, the scaling of TDE light curves starts approaching the more luminous events (e.g. PS1-10af or TDE2), making these events again easier to detect.

4.3.2 SN detection efficiency

The detection efficiency of different types of SNe in Gaia as a function of the difference between the peak SN apparent magnitude and the limiting magnitude for candidate selection is shown in the right panel of Fig. 4. The detection efficiency is shown for red and blue galaxies in our mock galaxy catalogue. Red and blue galaxies generally have different light profiles for the bulge component and different distributions of \( B/T \) (Lackner & Gunn 2012), and the spatial distribution of SNe is different for each type. Our results show that the detection efficiency is higher for blue galaxies, as they generally have smaller and more dispersed bulges. The SNe in late-type galaxies come from younger stellar populations, mostly located on the galactic disc, and therefore at larger distances form the nucleus, which makes them easier to detect as new sources.

Resolved transients New Source provide a high accuracy information on the position of the SN. Nuclear transients which are not resolved (Old Source) are more challenging to study, as they may originate from different populations: AGN, nuclear SNe or TDE. Ultimately, the shift in the astrometric position of the bulge could possibly discriminate SNe from AGN and TDE. Further work on centroid shift using mission data is needed to quantify this effect. Orphan transients in Gaia, that are discovered without the host galaxy are also problematic: their offset from the galaxy core would need to rely on ground-based coordinates from deeper surveys than Gaia, which generally have less accurate coordinates. Therefore, TDE occurring in less compact bulges will be harder to identify by position only, as TDE will appear as Orphan and lack of Gaia accurate astrometry for the position of the host.

In agreement with the previous results from the GIBS on-board detection (Fig. 4), nuclear unresolved transients (Old Source detections) are located at angular separations closer than 0.3-0.4 arcsec. The main SN type detected through this channel is SN Ia, as they are the dominant type in early type galaxies. Old Source detections are required to vary more than a certain \( \Delta m \) to be selected as candidates. This is generally achieved by SN Ia, as their intrinsically brighter luminosities can provide a significant flux contribution even on bright bulges, and therefore they are selected as candidates.

New Source detections of (mainly) SN Ia show an enhanced detection at closer angular distances when compared to more remote locations. The reason is that SN Ia, being the
most luminous class, has a high probability of being brighter than the bulge of its host. As seen in Section 4.2, the proximity of the bulge provides an additional light contribution, which will make the SNe appear brighter than they really are, allowing them to be selected as candidates for a given limiting magnitude cut.

Orphan detections appear for all types of SNe, but they are predominantly CCSNe, which come from a younger stellar populations. The detection efficiency shows a trend that increases for larger angular separations. Provided that the results are based on a limiting magnitude selection, the projected angular distance for closer and brighter SNe is larger than for more distant and fainter ones. Closer SNe also remain longer above the limiting magnitude threshold, so that they are more likely to be sampled by Gaia.

For SN Ia, the central plot reveals the existence of a ‘blind spot’ around 0.2–0.3 arcsec for transients with an identified host in Gaia. These transients are too faint to dominate the emission, and too close to be resolved as independent detections. These objects, when detected, will appear as a mixture of blended and resolved points, depending on the scanning angle.

4.4 Rate prediction

4.4.1 TDE detection rate prediction

The number of TDE detectable by Gaia is computed using MC simulations, which provide the basis for Equation 3.6. For the candidate selection process, we assumed different limiting magnitudes for candidate selection (18, 19 and 20) and two thresholds for the increase in the bulge magnitude (0.3 and 0.5). Table 1 provides an overview of the expected number of detections.

Varying Δm has a minimal impact on the predicted TDE detection rate. This means that this magnitude threshold for selecting candidates does not play a major role in the final number of TDE. Intrinsically, TDE are very bright events which are point sources. In Section 4.2 we show that they will be detected even if their luminosity is 1 magnitude below that of their host galaxy bulge.

Finally, we observe a small difference between the number of TDEs obtained with different assumptions for the light curves. The PS1 lightcurves do not scale with $M_{BH}$ and therefore predict both longer decay rates and brighter flares for even the smallest population of SMBH. This has the implication that if we assume the same light curve characteristics for all SMBH masses, more of these objects will be detected with the Gaia cadence. The LR11 light curves peak brightness and time-scales depend on the mass of the SMBH, and therefore predict shorter events for the low mass end of the SMBH population.

The reported numbers of detections may seem high when compared to SNe, as the intrinsic ratio of TDE to SNe is about 1/100. However, the ratio of detections is higher, because TDE have a higher detection efficiency, related to their higher luminosity and longer duration.

4.4.2 SN detection rate prediction

The prediction for the number of SNe to be detected by Gaia is computed according to the approach described in 3.4.2. The results for the MC simulations and different candidate selection processes parametrized by $m_{lim}$ and Δm are shown in Table 2. We provide estimates for the unre-


### Table 1. Expected number of detections for different candidate selection criteria for limiting magnitude ($m_{\text{lim}}$) and minimum increase in the host bulge magnitude $\Delta m$. Results are given for TDE with light curves from observed events (PS1) and models (LR11).

| $m_{\text{lim}}$ (mag) | $\Delta m$ (mag) | $N_{\text{TDE}}^\text{PS1}$ (yr$^{-1}$) | $N_{\text{TDE}}^\text{LR11}$ (yr$^{-1}$) |
|------------------------|------------------|-----------------------------|----------------------------------|
| 18                     | 0.5              | $7 \pm 1$                   | $4 \pm 1$                       |
| 18                     | 0.3              | $7 \pm 1$                   | $4 \pm 1$                       |
| 19                     | 0.5              | $27 \pm 2$                  | $19 \pm 1$                      |
| 19                     | 0.3              | $27 \pm 2$                  | $20 \pm 21$                     |
| 20                     | 0.5              | $76 \pm 5$                  | $51 \pm 6$                      |
| 20                     | 0.3              | $75 \pm 5$                  | $53 \pm 6$                      |

The difficulty in detecting such events using the Old Source method, as their absolute magnitudes are approximately 1–3 mag fainter than for SN Ia.

The epoch of discovery for different types of SN are shown in Fig. 9 assuming a limiting magnitude of 19 for the selection of transient candidates. In agreement with [11c] Lukov & Evans [2003], about one third of SN Ia will be detected before maximum light. For SN Ibc, which have longer rise times, around 50% are predicted to be detected before maximum. The majority of detections for SN type I will be within 20 d post maximum light. For SN type II, around 40% will be younger than 2 weeks when detected by Gaia. Assuming a fainter limiting magnitude for the candidate selection, the fraction of SNe detected at early epochs increases. These SNe, located in the faint end, will be the majority of the alerts. As the visible part of their light curves will be reduced to the area around maximum brightness only, they will either be detected around the peak, or will never be detected, because they will be too faint if scanned at later epochs.

In order to assess the impact of the Gaia detection process on transient recovery, Fig. 10 shows the simulated and the recovered surface density for different types of SNe as function of their relative radial distance, $\gamma = R_{SN}/h$, where $R_{SN}$ is the SN angular separation from the host and $h$ is the galaxy disc scale length. To evaluate the recovery rate, we computed both the simulated and detected SN surface densities for different relative radial distances as $\Sigma = N_{i}/[\pi(\gamma_{i} - \gamma_{i-1})]$, where $N_{i}$ is the number of SNe in bin $i$, between the relative distance $\gamma_{i}$ and $\gamma_{i-1}$. Both the simulated and the retrieved distribution have been normalized to 1 to allow easier comparison. The figure shows that there are no noticeable biases related to lower detection of SNe in central regions. On contrary, we see an enhancement of the number of detected SN Ia for relative distances closer than 0.1. As mentioned, the contribution of the bulge light
Figure 9. Normalized fraction of objects for a given discovery epoch. The results are shown for a limiting magnitude for transient candidates of \(m_{\text{lim}} = 19\), and flux increase of \(\Delta m = 0.5\) mag. Epoch zero refers to the day of maximum brightness in visual V band.

Table 2. Predicted numbers of SNe depending on the type, the limiting candidate magnitude, \(m_{\text{lim}}\), the minimum magnitude variation for existing objects \(\Delta m\) and detection method. Old Source detections are not resolved from the host galaxy and the candidates are selected by the change in magnitude of the source. New Source detections are new transients resolved from the host galaxy and the host is detected as well. Orphan transients do not have their hosts detected by Gaia, although they may exist in other surveys. An additional column indicates what number of detected sources will occur within the central kpc in their host galaxies.

| SN type | \(m_{\text{lim}}\) (mag) | \(\Delta m\) (mag) | Old Source (yr\(^{-1}\)) | New Source (yr\(^{-1}\)) | Orphan (yr\(^{-1}\)) | Distance <1 kpc (yr\(^{-1}\)) |
|---------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| SN Ia   | 17 0.3          | 67±9            | 1 ± 1           | 14 ± 2          | 49 ± 7          | 14 ± 3          |
| SN Ibc  | 17 0.3          | 8±1             | 0 ± 0           | 0 ± 0           | 8 ± 1           | 0 ± 0           |
| SN II   | 17 0.3          | 33±8            | 0 ± 0           | 0 ± 0           | 33 ± 8          | 1 ± 0           |
| SN Ia   | 17 0.5          | 66±9            | 1 ± 1           | 14 ± 2          | 49 ± 7          | 14 ± 3          |
| SN Ibc  | 17 0.5          | 8±1             | 0 ± 0           | 0 ± 0           | 8 ± 1           | 0 ± 0           |
| SN II   | 17 0.5          | 33±8            | 0 ± 0           | 0 ± 0           | 33 ± 8          | 1 ± 0           |
| SN Ia   | 18 0.3          | 250±36          | 16 ± 7          | 60 ± 10         | 170 ± 24        | 54 ± 15         |
| SN Ibc  | 18 0.3          | 26±5            | 0 ± 0           | 0 ± 0           | 25 ± 5          | 1 ± 0           |
| SN II   | 18 0.3          | 108±25          | 0 ± 0           | 1 ± 0           | 107 ± 24        | 4 ± 1           |
| SN Ia   | 18 0.5          | 246±35          | 12 ± 6          | 60 ± 10         | 170 ± 24        | 51 ± 14         |
| SN Ibc  | 18 0.5          | 26±5            | 0 ± 0           | 0 ± 0           | 25 ± 5          | 1 ± 0           |
| SN II   | 18 0.5          | 108±25          | 0 ± 0           | 1 ± 0           | 107 ± 24        | 4 ± 1           |
| SN Ia   | 19 0.3          | 889±135         | 74 ± 30         | 164 ± 32        | 636 ± 96        | 202 ± 58        |
| SN Ibc  | 19 0.3          | 97±22           | 0 ± 0           | 1 ± 1           | 94 ± 21         | 3 ± 1           |
| SN II   | 19 0.3          | 381±81          | 0 ± 0           | 1 ± 1           | 380 ± 81        | 12 ± 5          |
| SN Ia   | 19 0.5          | 844±158         | 44 ± 20         | 164 ± 32        | 636 ± 96        | 170 ± 49        |
| SN Ibc  | 19 0.5          | 94±26           | 0 ± 0           | 1 ± 1           | 94 ± 21         | 3 ± 1           |
| SN II   | 19 0.5          | 378±88          | 0 ± 0           | 1 ± 1           | 380 ± 81        | 12 ± 5          |
| SN Ia   | 20 0.3          | 2990±419        | 93 ± 38         | 297 ± 67        | 2575 ± 382      | 555 ± 149       |
| SN Ibc  | 20 0.3          | 350±71          | 0 ± 0           | 2 ± 2           | 345 ± 69        | 10 ± 6          |
| SN II   | 20 0.3          | 1330±225        | 0 ± 0           | 3 ± 2           | 1328 ± 226      | 41 ± 18         |
| SN Ia   | 20 0.5          | 2950±414        | 54 ± 26         | 297 ± 67        | 2575 ± 382      | 514 ± 139       |
| SN Ibc  | 20 0.5          | 350±71          | 0 ± 0           | 2 ± 2           | 345 ± 69        | 10 ± 6          |
| SN II   | 20 0.5          | 1330±225        | 0 ± 0           | 3 ± 2           | 1328 ± 226      | 41 ± 18         |
may enhance the intrinsic brightness of these type of objects beyond $m_{\text{lim}}$, allowing them to be selected as candidates.

5 DISCUSSION

5.1 Comparison with literature

Our prediction for the numbers of all types of SNe detected with Gaia agree with the numbers reported in previous works (Belokurov & Evans 2003; Altavilla et al. 2012). Also assumed SN rates to be a function of galaxy type and luminosity. There is a natural scatter in the results due to the slightly different rates that we adopted for SNe and differences in the generated light curves. For a limiting magnitude of 19, their work predicts approximately 610 SNe Ia and 690 CCSNe per year. We obtain a slightly larger number for SNe Ia. This is due to the fact that these intrinsically bright transients will be effectively detected in both red and blue galaxies, and, as seen, the bulge light contribution may even enhance their detection. The number of CCSNe, which are intrinsically fainter than SN Ia, is lower in our predictions. Our results predict ~100 CCSNe less than the Belokurov & Evans (2003) study. This is explained by the loss of this intrinsically fainter SN class when they occur in redder galaxies, which have more prominent bulges, as shown in Fig.s

Comparison with the predicted numbers by Altavilla et al. (2012), based on volumetric SN rates, shows a noticeable difference for CCSNe as well. Imposing a limiting magnitude of 19 for the selection of candidates, the predicted number of SNe Ia is about 1070. This is consistent with our estimates within the numerical uncertainties. However, for CCSNe, they estimate ~190 detections per year, but we predict more than twice this number and located at larger distances. In our predictions, given that we adopted a scatter of 1.37 magnitudes for the absolute magnitude of SNe II, we do not expect a sharp cut in the detection at redshift $z = 0.04$, but rather a more extended wing of detected transients towards higher redshifts, up to 0.14, according to Fig.

The main conclusion from these comparisons is that differences in the predicted numbers exist, but they are within the statistical and systematic errors for SN luminosity functions and rates in the literature, as well as the assumptions made on the light curves used to predict the brightness of SNe.

5.2 Caveats

The results reported in our study are sensitive to the limitation of the gibus simulator when modeling the structure of galaxies, as well as by the methodology we used to create the mock galaxy catalogue. In this section we will discuss the possible implications of an assumption of a simple dichotomy of bulge light profiles; De Vaucouleurs’ profile and exponential profile.

In this work we assumed that all early-type galaxies will have a more compact light profile for the bulge, while late-type galaxies will have much flatter light distributions. The direct effect is that our population of SNe type Ia, which arise in early-type galaxies, is positioned at smaller offsets from the nucleus of their hosts, following a more peaky light distribution. Therefore, we will expect our simulations to produce an enhanced number of SNe Ia in the central regions of galaxies when compared to a real sample. On the contrary, CCSNe are simulated following disc light only, meaning that we do not include an enhancement of the nuclear CCSN population in starburst galaxies or LIRGs, as e.g. suggested by Herrero-Illana, Pérez-Torres & Alberdi (2012). Therefore, we expect a lower number of CCSNe in the central regions compared with observations.

Finally, the extinction distribution in the host galaxies is also an important source of uncertainty, especially for CCSNe located in nearby actively star forming galaxies (such as LIRGs). The Gaia sample of CCSNe, along with ground-based follow-up, will also provide a valuable dataset to study the host galaxy extinction in the nuclear and circumnuclear...
regimes by comparison between the detected and expected numbers of SNe.

Another caveat is the uncertainty on the final parameters to be adopted by the VPU on board Gaia (de Bruijne et al., 2015). This work is based on the original VPU parameters available through Gibis. However, the current version of the VPU running on board has slightly updated parameter values, which result in an increased detection rate for the brightest and smallest spiral galaxies. The effect of these new parameters over the originally adopted ones is a higher rate of objects with a detected host in Gaia and a lower number of hostless transients. However, given the galaxy population in our Universe Model, we assess that the number of galaxies falling within the new detectable parameter space is very low (less than 0.5%). Therefore, we conclude that no major differences are to be expected in the results presented here.

The new VPU parameters and increased downlink rate have contributed to increase the Gaia mission limiting magnitude to approximately 20.7. Although more transients will be detected in this faint end, their observations are excluded from the search and analysis of new transient candidates. Processing the very faint end represents a considerable demand in computing time and the rate of true positives over false positives in this low S/N regime is expected to be very low.

6 CONCLUSIONS AND SUMMARY

Gaia has a unique capability for identifying transients in the nuclear regime (angular separation from nucleus < 1 arcsec). In this paper, we provide a quantitative analysis of this capability. We compute the detection efficiency of Gaia for transients as a function of their magnitude and angular separation from the nucleus of their host galaxies. We calculate the fraction of transients that we would expect to find in different regimes: non-resolved from the host, resolved from the host and with no host in Gaia data. We include the effect of the Gaia NSL with an average sampling cadence of 30 d. The main conclusions of our analysis are listed below:

(i) The limiting angular separation for Gaia to resolve an SN from the bulge of its host galaxy and generate a new detection is dependent on the scanning angle and the magnitude difference between the two sources. For galaxies and SNe fainter than 16 magnitude, the minimum distance to resolve a galaxy bulge from the SN with a probability of 50% or larger, is around 0.2 arcsec.

(ii) Transients occurring in detected galaxies, if not resolved, will be detected as an increase in flux of an already identified source. Detection of a shift in the position of the centroid (> 0.01 arcsec) will provide additional information to constrain the nuclear location of the transients.

(iii) Imposing a limiting Gaia magnitude of 19 for transient candidate selection, the estimated number of detected SNe is around 1300 per year. About ~15% of them are expected to be localized at nuclear offsets smaller than 1 arcsec, (or 2 kpc for redshifts z≤0.1).

(iv) Gaia is expected to detect around 20–30 TDE each year for a limiting magnitude of G=19.

(v) The expected number of unresolved SNe, is ~ 40 per year, which is of the same order of magnitude as the number of TDE. In order to distinguish these two classes of transients, further work is need to be able to measure the shift in the centroid for unresolved detections so as to reduce the number of SNe that could be mistaken as TDE.

(vi) Orphan SNe are expected to be the most common type of transient in Gaia, given the characteristics of galaxy detectability. About ~70% of SN Ia and ~90% of CCSNe in Gaia are going to be detected as hostless events. However, hostless in Gaia does not imply hostless in other ancillary catalogues.

(vii) Although the Gaia detection efficiency for CCSNe appears to be slightly lower in the central regions (<0.3 arcsec) of galaxies with bright bulges, the overall effect on the normalized distance distribution is minimal, allowing us to overcome the so-called ‘Shaw effect’ with the SN sample obtained by Gaia.

The future development of the work presented in this paper, is the analysis of the detection efficiency of transients with Gaia mission data, in comparison with ground-based surveys. Further into the mission, fast stacking algorithms for the reconstruction of 2D profiles from Gaia 1D scans (Harrison, 2011) will be used to identify the galaxy morphology of SN hosts using Gaia only (Krone-Martins et al., 2013). This will allow us to expand the detection efficiency results presented here into a complete understanding of transient detection for the real sample of galaxies, allowing us to derive final mission detection efficiencies and rates for the nearby extragalactic transient population.
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APPENDIX A: GIBIS SIMULATION TOOL

The main simulation tool used in this paper is GIBIS, Gaia Instrument and Basic Image Simulator, as described by Babusiaux (2005) and Babusiaux et al. (2013). GIBIS is a maximum-detail pixel-level simulator for Gaia, which given a source location and a deterministic NSL unambiguously determines the number of scans, and their orientation, over the course of the mission. GIBIS can simulate both point-like and extended sources. To create a controlled configuration for studying the detection efficiency, we used the option given by the GIBIS simulator for a user-defined layout of sources about a given location on the sphere. This lets us simulate galaxies and galaxy point-source pairs with different properties, such as magnitude, size, colour and angular separation.

The simulation of galaxies within GIBIS uses two different light profiles, one for the bulge and one for the disc. Bulges follow the De Vaucouleurs' profile, where the intensity at radius \( r \) is given by the following expression:

\[
I_b(r) = I_0 \exp \left( -b_{n} \left( \frac{r}{r_e} \right)^{1/n} \right)
\]

where \( r_e \) is the effective radius containing half of the light from the galaxy, and \( b_n = 7.66925 \) for \( n = 4 \) as in the case of De Vaucouleurs' profile, and \( I_0 = I_0 e^{-b_{n}} \), where \( I_0 \) is the central intensity.

The disc component is described by the exponential profile,

\[
I_d(r) = I_{d0} \exp \left( -\frac{r}{h} \right)
\]

where \( I_{d0} \) is the central disc intensity and \( h \) is the disc exponential scale length, which is correlated to the bulge size \( r_e/h = 0.22 \pm 0.09 \) (MacArthur, Courteau & Holtzman 2003). These two profiles are combined using the appropriate weights according to the galaxy bulge-to-total \( B/T \) ratio parameter. The other parameters which complete the information required to simulate a galaxy are the \( V - I \) colour,
the ellipticity given by the semi-major axial ratio $b/a$, galaxy position angle and redshift.

**GIBIS** allows us to simulate the on-board detection process and window allocation. One of the GIBIS running modes is meant to reproduce the VPA on-board of the satellite. This mode is used for the source detection stage. The VPA module performs the detection and confirmation of the source candidates seen by the satellite. As described in Section 2, the source is confirmed if it is seen in the next CCD strip, AF1; this step is performed in order to discard cosmic rays and other artefacts. The algorithm is optimised for the detection of point sources, so we should expect a reduced performance in terms of detection for galaxies with respect to stellar sources. The VPA also provides an estimated *Gaia* $G$-magnitude for the detection, and this is used to prioritise the observations in crowded fields. Brighter objects will generally have preference (see [de Bruijne et al.](2015) for details about the selection processes). The *Gaia* $G$-band is a broad-band covering the wavelength range from about 330 to 1050 nm ([Jordi et al.](2010)). In crowded regions this may determine whether a window is assigned to the source or not, and in all regions this magnitude is used to determine the transmission priority of the window back to Earth.

The output from the VPA prototype for the on-board detection is provided for each simulated transit. This consists of a list of confirmed detections and rejected spurious detections. The pixel coordinates for each detection are given and, for faint detections ($G$-magnitude $\gtrsim 12$), sub-pixel positioning is provided as well at the resolution of output with the sources simulated by therefore had to write our own code to cross-match the VPA and the detection. The sources which have a VPA detection are considered to have been detected. The offsets between the simulated source and the detected position in the AL and AC directions are recorded, as well as the VPA estimate for the $G$-magnitude of the source. Also recorded is the number of detections within a radius of $\sqrt{2}$ pixels (diagonal of a pixel) are considered to have been detected. The offsets between the simulated position and the detected position in the AL and AC directions are recorded, as well as the VPA estimate for the $G$-magnitude of the source. Also recorded is the number of detections within a radius of $\sqrt{2}$ pixels, which is useful in the cases where we have simulated a point source offset from a galaxy. In the case of multiple sources within the match radius, the detection is always associated to the closest simulated source.

APPENDIX B: MODELS AND SIMULATION DETAILS

**B1 Galaxy models**

The first step in creating a mock galaxy catalogue was to use the [Baldry et al.](2004) $r$-band luminosity function for red and blue galaxies to populate a representative sample in the redshift range $z = (0, 0.25)$ and magnitude range $M_r = (-16, -24)$. Each galaxy received a $u$ - $r$ colour according to the relations provided in [Baldry et al.](2004), $K$-corrections for each galaxy were computed using the $K$-corrections calculator ([Chilingarian, Melchior & Zolotukhin](2010) [Chilingarian & Zolotukhin](2012)). Next we assigned a $B/T$ ratio for each galaxy from the measurements of [Lackner & Gunn](2012). The size for each bulge was computed using the absolute magnitude-size relation from [Shen et al.](2003). Each galaxy has been assigned a black hole with mass $M_{BH}$, which we obtained from [Haring & Rix](2004), assuming the bulge luminosity, $B/T$ and a fixed mass-to-light ratio of $T = 4.2$ in $R$ band. Through this work we adopted the following cosmological parameters: $H_0 = 70 \text{ km s}^{-1} \text{Mpc}^{-1}$, $\Omega_m = 0.3$ and $\Omega_{\Lambda} = 0.7$.

**B2 Galaxy simulation with GIBIS**

Host galaxy bulges are described using two main parameters: bulge apparent magnitude, $m_G$, expressed in *Gaia* $G$-magnitudes, and the galaxy bulge angular size, characterized by the bulge effective radius, $r_e$. Both of them depend on the redshift of the galaxy. In **GIBIS**, we simulate a grid of galaxies with a combination of sizes, from 0.1 to 4 arcsec and magnitudes, from 16 to 20 mag in steps of 0.25 of a magnitude.

The simulations were centred on Galactic coordinates which under the NSL are covered 83 times over the course of the 5 yr mission. This number is representative of the mission sky average of 70 scans ([de Bruijne](2012)), and therefore these coordinates were adopted as fixed parameters in all the **GIBIS** simulations.

The remaining parameters are the bulge-to-total light ratio $B/T$, $V-I$ colour and the ellipticity expressed by $b/a$. For simplicity we decided to fix these parameters to the following values: $B/T=1$, $V-I=0$, $b/a=1$, which represent spherical bulges. We chose the value $V-I=0$, because the **GIBIS** simulator requires the $V$ magnitude as an input, and it transforms it to *Gaia* $G$-magnitude using the $V-I$ colour using the polynomial relation described in [Jordi et al.](2010). By setting it to zero we minimize the transformation between the two filters, which now only differ by a small offset.

**B3 Transient models**

Following the relation found by [Simien & de Vaucouleurs](1986), we used the $B/T$ values to assign our galaxies a specific Hubble class, which is needed to obtain the galaxy-specific SN rate. We use the SNuB values and relations provided by [Li et al.](2011a) to simulate SNe Ia, SNe Ibc and SNe II. SNuB is the rate of SN per galaxy luminosity in the $B$ band. SNuB has units of one SN per 100 yr per $10^{10}$ $L_{\odot}$. We select the rates in $B$ band, rather than $K$ band (SNuK) or stellar mass (SNuM), in order to be in agreement with the galaxy catalogue, which is simulated in the optical.

SN optical signature are simulated using tabulated light curves provided in [Li et al.](2011b). These are scaled according to the absolute magnitude distribution described in the same paper. $K$-corrections were applied to the light curves to account for difference in filters: from $V$ band to $G$ band, and redshift. The $K$-corrections were derived using interpolated [Hsiao et al.](2007) templates for SN Ia and Peter...
The accretion rate is governed by the galaxy black hole mass \( M_{BH} \), the disrupted star mass, \( M_\star \), radius, \( R_\star \), and density profile, as well as the radius of the tidal radius or tidal radius \( r_t = R_\star (M_{BH}/M_\star)^{1/3} \) and the penetration factor \( \beta = r_t/r_p \), which is the ratio of the tidal radius to the star pericentre distance. Disruptions closer to the SMBH will have a higher \( \beta \) factor. Observationally, TDEs are often considered as black bodies at temperatures generally higher than observed for SNe: from \( 2 \times 10^3 \) to \( 5 \times 10^4 \) K (van Velzen et al. 2011; Gezari et al. 2012; Arcavi et al. 2014; Holoen et al. 2014). Because of this the \( K \)-corrections and the shape of the band-pass play a very important role. In this work, we used the Gaia G-band with effective wavelength of 600 nm to generate the light curves.

The rate of optical tidal disruption flares has been measured by van Velzen & Farrar (2014). Besides a large Poisson uncertainty due to the low number of TDEs that have been found in the systematic survey, an accurate measurement of the rate of optical tidal disruption flares is limited by the uncertainty of the light curve. This systematic uncertainty implies that the derived disruption rate depends on the adopted light curve model. In our study, we reduce this systematic uncertainty by using the same light curves to simulate the optical evolution of TDE as the ones that were used by van Velzen & Farrar (2014) to derive the disruption rate. These light curves are divided into two main groups, driven by observations and driven by models.

1. The observed light curves come from reported Pan-STARRS TDE candidate events (PS1 from now on): PS1-10jh (Gezari et al. 2012) and PS1-11af (Chornock et al. 2014). We select either the PS1-10jh or PS1-11af light curve according to the black hole mass of the host galaxy. For example, for \( M_{BH} < 10^6.6 \, M_\odot \) we choose PS1-10jh, for \( M_{BH} > 10^6.9 \, M_\odot \), we choose PS1-11af. For masses in between these two values, the probability of selecting PS1-11af increases linearly with mass between the two masses. These light curves are fixed and their shape does not depend on the adopted black hole mass. The TDE rate derived from these light curves is \( 2.0 \times 10^{-5} \, \text{galaxy}^{-1} \, \text{yr}^{-1} \).

2. The theoretical light curves are given by the model from Lodato & Rossi (2011) (LR11 from now on). This model describe the monochromatic TDE light curves as emission from two main components: a geometrically thin and optically thick disc, and a radiative wind, coming from the fraction of matter that is expelled during super-Eddington accretion regime. Similarly to the method described in van Velzen & Farrar (2014), we normalize the light curve luminosity to two known events: TDE1 or TDE2 from van Velzen et al. (2011). We select the event according to the mass of the host galaxy using the same approach as for observed light curves. The TDE rate used for this light curves is \( 1.7 \times 10^{-5} \, \text{galaxy}^{-1} \, \text{yr}^{-1} \). In this case, the light curve characteristics depend on the black hole mass.

To make the model more tractable, we have made a few simplifying assumptions. We fixed the disruption to be of a main sequence star, \( M_\star = 1M_\odot \), radius \( R_\star = 1R_\odot \), having a penetration factor \( \beta = 1 \).

**B4 Transient simulation with GIBIS**

The simulation of transients close to their host galaxies was done using four main parameters: \( m_G \) and \( r_\star \) for the galaxy, and for the transient its apparent magnitude \( m_T \) and angular separation to the centre of its host galaxy, \( \theta \).

The configuration for these four parameters in our GIBIS simulations was selected as follows. Transient magnitudes were simulated from 15 to 20.4, in steps of 0.2 mag, so that we go slightly beyond the 20th limiting magnitude for Gaia. A non-linear progression between 0 and 1 arcsec, was used for the angular separations, with values given by \( \theta = (0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5, 0.7, 1) \). We created a different simulation for each galaxy magnitude \( m_G = 16 – 20 \, \text{mag in steps of 1 magnitude and effective radius} \, r_\star = (0.5, 1, 1.5, 2.5, 3.5, 4.5) \, \text{arcsec} \). This range of bulge sizes is appropriate for compact galaxies at redshifts larger than 0.01. According to de Souza et al. (2014), very nearby galaxies with apparent angular sizes \( r_\star > 4.72 \, \text{arcsec} \) will not be detected, as their detection will be limited by the maximum size of the window transmitted to Earth. Therefore, bulges larger than 4.5 arcsec are not included in the simulation.

---

1. [https://c3.lbl.gov/nugent/nugent_templates.html](https://c3.lbl.gov/nugent/nugent_templates.html)