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Abstract

Spiral waves arise in many biological, chemical, and physiological systems. The kinematical model can be used to describe the motion of the spiral arms approximated as curves in the plane. For this model, there appeared some results in the literature. However, these results all are based upon some simplification on the model or prior phenomenological assumptions on the solutions. In this paper, we use really full kinematic model to classify a generic kind of steadily rotating spiral waves, i.e., with positive (or negative) curvature. In fact, using our results (Theorem 8), we can answer the following questions: Is there any steadily rotating spiral wave for a given weakly excitable medium? If yes, what kind of information we can know about these spiral waves? e.g., the tip’s curvature, the tip’s tangential velocity, and the rotating frequency. Comparing our results with previous ones in the literature, there are some differences between them. There are only solutions with monotonous curvatures via simplified model but full model admits solutions with any given oscillating number of the curvatures.
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1 Introduction

Rotating spiral waves appear in many biological, physiological, and chemical systems. For example, spiral waves arise in cardiac arrhythmias [20, 30, 32, 46, 61], egg fertilization [12], the Belousov-Zhabotinsky (BZ) chemical reaction [4, 25],...
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31, 37, 49, 77, catalysis [10, 54], and aggregation of slime mold amoeba [1, 13, 66, 69]. These waves have been studied extensively from experimental [4, 25, 37, 47, 49, 52, 65, 71, 77], numerical [25, 26, 27, 39, 45, 74, 78], and analytical [5, 12, 21, 22, 24, 28, 36, 62, 63, 64, 68, 75] aspects.

Often, such systems exhibit the so-called “excitable” property [43, 76]. A spiral wave represents an excited moving spatial region with two spiral-like, thin phase-transition layers (or interfaces): wave front and wave back. These layers separate two different phase regions, excited and refractory (or recovery), and intersect at a tip (see Figure 12.5 in [30] or Figures 13, 17, and 22 in [40]).

Usually, the appearance of spiral waves is not desirable. For instance, heart attacks are caused by an abrupt shift from rhythmic pumping to spasmodic convulsion of the heart. Normally, with each heartbeat, an electric wavefront propagates across the interconnected muscle fibers, causing them to contract. However, because of some abnormality in the tissue, this wave can become stuck and start rotating as a spiral wave [58, 59]. Furthermore, if spiral waves occur in the cortex, they may lead to epileptic seizures. On the retina or the visual cortex, they may cause hallucinations [8, 9].

Spiral waves can be created by breaking propagating waves [25, 60, 65]. In [60], a circular wave is broken mechanically by ejecting a gentle blast of air into a small section of the wave. The process by which a broken wave evolves toward a rotating spiral wave has been addressed in [11, 18, 19, 41, 44, 76]. As pointed out in [19], along the interface separating the excited and the refractory regions, there exists a point where the normal velocity of the interface changes sign. This induces a twisting action on the interface motion, and as a result, the interface starts wrapping around some center of rotation, to form a spiral structure. Eventually, in an appropriate parameter range, a state of steady rotation is achieved, during which the spiral tip traces a circular trajectory at constant angular velocity, and the curvatures of the spiral-shaped interfaces keep constant in time. Such steadily rotating spiral waves have been observed in many experiments [48, 49, 71].

Another way to initiate spiral waves is by applying a spatially graded perturbation to a medium in the recovery phase after excitation [72, 73]. Besides steadily rotating spiral waves, non-steady forms of rotation, known as “meander” [73], are also confirmed by experiments [25, 60, 65] and numerical simulations [3, 25, 26, 39, 70]. When the controlled parameters are changed within some suitable range [25, 60, 65], or due to the anisotropic influences of the media [61], or the effect of electric field [50, 51], a transition from the steadily rotating spiral waves to meandering ones may occur. To study the above mentioned wave patterns, many models have been proposed, which we can categorize here as “phase field” type and “sharp interface” type models.

For the phase field type of models, well-known examples are the reaction-diffusion equations (for example, the FitzHugh-Nagumo model for the action potential wave in neurons [30]), the Oregonator model for the BZ reaction [16, 67], the bidomain model [30], and the chemotactic models [33, 69]. The bidomain

1We borrow these two terms from material science.
model is a mixture of elliptic and reaction-diffusion type of equations. It is used to describe the electrical activities of cardiac tissue. The chemotactic models describe the oriented movement of cells in response to the concentration gradient of chemical substances in their environment, such as the aggregation phenomena of slime mold amoeba.

Using the reaction-diffusion equation, the existence of steadily rotating spiral waves near a homogeneous steady state has been proved formally by Hagan [22] and later rigorously by Scheel [64]. Other more complicated wave patterns, e.g., meandering and hypermeander were also explored by [2, 3, 62, 63, 74].

For the sharp interface type of models, some typical examples are the free boundary models [17, 20, 24, 34, 36, 55, 56, 68] and the kinematic models [14, 15, 43, 44, 45, 76]. Other models are given in [68, 75].

If the two phase transition layers, as mentioned above, are very thin, we can view them as two plane curves meeting at the tip. Then, the free boundary model consists of an interface equation, a simplified phase field equation, and a dispersion relation with some boundary conditions. The interface equation (13) or (38) in [68] is derived from the so-called eikonal-curvature equation (11) there and governs the motion of a wave front; the simplified phase field equation (37) in [68] is derived from the original phase field model and affects the velocity appearing in the interface equation; and the dispersion relation (see section 3.3 in [68]) reflects the interaction between spiral waves (refractory tail effect).

In weakly excitable media, spiral waves rotate around a large circle, the excited region becomes rather narrow, and the spiral waves are sparse. In this case, we need to consider the wave front only. Thus, the spiral wave can be viewed as a single curve, which performs a motion in the plane regardless of the interaction between the spiral waves. That is, the dispersion relation can be ignored.

The kinematic model is then formulated in terms of a motion of a single curve with free end; see section 2 for the details. The validity of this kinematic model has been verified, since various wave patterns appearing in the experiments can also be produced with this approach [44].

Finally, we should point out that many main governing equations of the sharp interface models can be derived from the phase field models by taking various types of singular limits, e.g., the small parameters may represent the width of the thin transition layers. Therefore, it is natural to expect that there should be a close relation between the solutions of these two type of models. Indeed, it has been found that there is a good agreement for temporal periods of rotating spiral waves, when comparing the reaction-diffusion approach with the kinematic one [45].

In this paper, we use the really “full” kinematic model to prove the existence of steadily rotating spiral waves. In fact, using our results (Theorem 8), we can answer the following questions: Is there any steadily rotating spiral wave for a given weakly excitable medium (i.e., \( V_0, D \) are given below). If yes, what kind of informations we can know about these spiral waves? e.g., the tip’s curvature (\( \kappa_0 \) below), the tip’s tangential velocity (\( \Gamma \) below), and the rotating frequency (\( \omega \) below). In the literature, there appeared some results about kinematic model.
However, these results all are based upon some simplifications on the model or prior assumptions on the solutions. For examples, [14], [15], [21], and [44] considered only simplified model (see the Remarks in Section 2); [21], [24], [44], and [75] made a prior assumption on the solution, i.e., tip’s tangential velocity $G$ is 0, which was proven to be a very special case of steadily rotating spiral waves in [14], [21] is valid only for nonrotating ones, i.e., angular frequency $\omega$ is 0 (see the explanation after (16) below); [24] considered solutions with positive curvature $\kappa$. In this paper, we also consider solutions with unchangeable curvature’s sign (i.e., with positive or negative curvature). However, this condition is generic. Note that the formula (3.11) in [75] is $\omega(0; 0, l(0))$ in Theorem 8, i.e., a special case of our results with zero tip’s tangential velocity ($G = 0$) and monotonous curvature ($i = 0$). Note also that steadily rotating spiral waves with positive curvatures must have monotonous curvatures via simplified model (see [21]); however, using full model in this paper we have confirmed the existence of oscillating ones, i.e., the case “$i \neq 0$” in Theorem 8.

In section 2, we recall the kinematic model following Mikhailov et al. [44] and a new version by [14], [15]. In section 3, we state and then prove the main theorem of this paper. Numerical results are presented in section 4.

2 The Kinematic Model

The kinematic model, formulated in terms of a motion of curves, was first proposed for describing excitation waves in a cardiac muscle by Wiener and Rosenblueth [70]. They assumed that a plane curve moves in a normal direction with a constant velocity. They showed that such a curve, rotating around an obstacle, forms a spiral (which represents an involute of this obstacle) and approaches an Archimedian spiral far from it.

Since there occurs a singularity in the curvature of this spiral curve near the tip [70], and also by the subsequent analysis of wave propagation based on an excitable reaction-diffusion equation, it has been found that the normal velocity should be relevant to the local curvature $\kappa$. For example, the so-called eikonal-curvature relation or mean-curvature flow type equation (see (2) below) has been shown to be correct when linear approximation is considered.

We should note here that Wiener and Rosenblueth considered only pinned spirals that rotate around an obstacle. However, subsequent numerical simulations and experiments with various excitable media have revealed that the same media can also support spiral waves free of any obstacles [65, 72].

Later, Mikhailov et al. [44] proposed the following standard kinematic model:
\[
\frac{\partial \kappa}{\partial t} + \frac{\partial \kappa}{\partial s} \left( \int_{0}^{s} \kappa V d\xi + G \right) + \kappa^2 V + \frac{\partial^2 V}{\partial s^2} = 0, \quad 0 \leq s < \infty, \quad 0 \leq t < \infty, \quad (1)
\]
\[
V = V_0 - D\kappa, \quad 0 \leq s < \infty, \quad 0 \leq t < \infty, \quad (2)
\]
\[
G = G_0 - r\kappa_0, \quad 0 \leq t < \infty, \quad (3)
\]
\[
\frac{d\kappa_0}{dt} = -G \frac{\partial \kappa}{\partial s} \bigg|_{s=0}, \quad 0 < t < \infty, \quad \text{and} \quad (4)
\]
\[
\lim_{s \to \infty} \kappa(s, t) = 0, \quad 0 < t < \infty, \quad (5)
\]

where \( \kappa = \kappa(s, t) \) is the curvature of a plane curve depending on time \( t \) and the arc length \( s \) measured from the free tip, \( V = V(s, t) \) is the normal velocity, \( G = G(t) \) is the tangential velocity of the tip, \( \kappa_0 = \kappa_0(t) := \lim_{s \to 0} \kappa(s, t) \), and \( V_0, D, G_0, r \) are parameters determined from the media.

Here, (1) is a general equation satisfied by a plane curve of any point at which the curve moves in the normal direction (see (4.41) in \[40\] or (2.7) in \[44\]); (2) is the eikonal-curvature relation, which relates the normal velocity of the curve to the local curvature (see (4.10) in \[40\] or (1.1) in \[44\]); (3) is the tangential velocity of the tip\(^2\) and (4) and (5) are boundary conditions (see (2.10) in \[44\]).

We explain (3) as follows. The curvature near the tip, hence \( \kappa_0 \), affects the normal velocity near the tip by (2). Then, by (3.27) from \[40\], the normal velocity near the tip affects the width of the excited region near the tip. Moreover, it has been observed that the width of the excited region near the tip influences the tangential velocity of the tip \[50, 51\]. Hence \( \kappa_0 \) is related to \( G \).

Notice that (2) and (3) are good linear approximations of the perturbation expansions only when the curvature is small. Hence “\( \kappa \ll \nu_0 \)” in (2) (or \( \nu \approx \nu_0 \)) is required.

**Remarks** Elkin \textit{et al.} \[14\] used perturbations techniques and Fredholm alternative theorem to obtain more general equations compared to (3) and (4) here (see (28), (32), (36), and (37) in \[14\]). In fact, it has been found that (3) is only a special case of (32) in \[14\] (see the context below (37) in \[14\]) and (4) is not correct. Later Elkin \textit{et al.} \[15\] solved the above new model under some simplification, i.e., replacing \( V \) with \( V_0 \) in the term “\( \int_{0}^{s} \kappa V d\xi \)” in (1) (see (4) in \[15\]).

In this paper, we consider steadily rotating spiral waves (so \( \frac{\partial \kappa}{\partial t} = 0 \)). Let \( G \) be a constant and let \( \omega \) be the momentary rotational angular velocity of the tip. Then, using (2) and integrating the both sides of (1) give rise to:

\[
\kappa(s) \left( \int_{0}^{s} k(\xi)[V_0 - Dk(\xi)]d\xi + G \right) - Dk'(s) = \omega.
\]
Thus it follows that
\[
\kappa'(0) = \frac{G}{D}\kappa(0) - \frac{\omega}{D} = \frac{G}{D}\kappa_0 - \frac{\omega}{D},
\]
(7)
(see also (6) in [15]). After differentiating (6) once and replacing the integral term, we obtain:
\[
-D\kappa'' + \kappa^2(V_0 - D\kappa) + \frac{\kappa'}{\kappa}(\omega + D\kappa') = 0,
\]
(8)
provided \(\kappa \neq 0\). Without loss of generality, we assume \(\kappa > 0\) hereafter, since if \(\kappa < 0\), then (7) and (8) are invariant by replacing \(\kappa, \omega, V_0\) with \(-\kappa, -\omega, -V_0\), respectively. Let \(l(s) := \ln(\kappa(s))\). Then (5), (7), and (8) give rise to:
\[
\frac{d^2l}{ds^2} = -g(l(s)) + \frac{\omega}{D} \frac{dl}{ds} e^{-l(s)},
\]
(9)
\[
l(0) = \ln\kappa_0,
\]
(10)
\[
l'(0) = -\frac{\omega}{D\kappa_0} + \frac{G}{D},
\]
(11)
\[
\lim_{s \to \infty} l(s) = -\infty,
\]
(12)
where \(g(l) := e^{2l} - \frac{V_0}{D}e^l\). The above equations (9), (10), (11) are also equivalent to the following ones:
\[
l'(s) = v(s)
\]
(13)
\[
v'(s) = -g(l(s)) + \frac{\omega}{D} e^{-l(s)} v(s)
\]
(14)
\[
v(0) = -\frac{\omega}{D} e^{-l(0)} + \frac{G}{D}.
\]
(15)
Furthermore, if \(v(s) \neq 0\), then the solution \(v(s)\) in (13), (14) can be viewed as a function of \(l\) by the inverse function theorem and satisfies the following equation:
\[
\frac{dv}{dl} = -\frac{g(l)}{v} + \frac{\omega}{D} e^{-l}.
\]
(16)
Note that in [24], Ishimura et al. considered the above problem (9)-(12) with \(G = 0\) and \(l'(0) = 0\) (see (13) in [24]). Therefore, the results in [24] are valid only for the case “\(\omega = 0\)”. Now for any excitable media with given parameters \(V_0 > 0, D > 0\) which are fixed throughout this paper, we want to find suitable \(G, \omega, \text{and } l(0)\) (i.e., \(\kappa_0\)) such that (12), (13), (14), and (15) has global existence solutions. Let \(E(l, v) := \frac{1}{2}v^2 + \frac{1}{2}e^{2l} - \frac{V_0}{D}e^l\).
3 Behavior of the Solutions

**Lemma 1** For any \( \omega < 0 \), there are no global existence solutions of (13), (14) satisfying \( \lim_{s \to -\infty} l(s) = -\infty \).

**Proof.** Since \( \omega < 0 \), given any solution of (13), (14), say, \((l(s; \omega), v(s; \omega))\) (dropping out the dependence on initial data here for simplicity), \(E(l(\cdot; \omega), v(\cdot; \omega))\) is a decreasing function by (11) of [1]. Note also that \(E(l, v) \geq E(\ln \frac{V}{l}, 0) = -\frac{1}{2}(\frac{V}{l})^2\). Thus \(E(l(\cdot; \omega), v(\cdot; \omega))\) is bounded. If \(l(\cdot; \omega)\) exists globally with \(\lim_{s \to -\infty} l(s; \omega) = -\infty\), then we have \(\lim_{s \to -\infty} se^{2l(s)} = \frac{\omega}{2\sigma}\) by LEMMA 3 of [13]. This is impossible, since \(\lim_{s \to -\infty} se^{2l(s)} \geq 0 > \frac{\omega}{2\sigma}\). This completes the proof. \(\blacksquare\)

By above lemma and THEOREM 2 of [13], we only need to consider \( \omega > 0 \) now.

**Lemma 2** Given any global existence solution of (13), (14), \((l(s; \omega), v(s; \omega))\), if \(v(0; \omega) > 0\), then there is some \(\sigma > 0\) such that \(v(\sigma; \omega) = 0\) (no matter the sign of \(\omega\)).

**Proof.** Suppose not, i.e., \((l(s; \omega), v(s; \omega))\) always stays in the upper half plane: \(v > 0\). Note that the upper half plane is split into three parts: \(R_1 := \{l, v : v > 0 \text{ and } g(l) + \frac{\omega}{D} e^{-l} v > 0\}\), \(R_2 := \{l, v : v > 0 \text{ and } -g(l) + \frac{\omega}{D} e^{-l} v = 0\}\), and \(R_3 := \{l, v : v > 0 \text{ and } -g(l) + \frac{\omega}{D} e^{-l} v < 0\}\). If \((l(s; \omega), v(s; \omega))\) always stays in \(R_1\), then both \(l(\cdot; \omega), v(\cdot; \omega)\) increase as \(s \to -\infty\) by (13), (14), and so both \(\lim_{s \to -\infty} l(s; \omega)\) and \(\mu := \lim_{s \to -\infty} v(s; \omega) > 0\) exist. Thus clearly, we have \(\lim_{s \to -\infty} l(s; \omega) = \infty\). Since \(v'(s; \omega) > 0\) and \(\lim_{s \to -\infty} -g(l(s; \omega)) = -\infty\) now, we have \(\mu = \infty\) by (14). On the other hand, it follows from (14) that:

\[
v(s; \omega) + \frac{\omega}{D} e^{-l(s; \omega)} - (v(0; \omega) + \frac{\omega}{D} e^{-l(0; \omega)}) = -\int_0^s g(l(t; \omega))dt.
\]  

(17)

Taking limit as \(s \to -\infty\) on the both side of (17), we have

\[
\lim_{s \to -\infty} \left[ v(s; \omega) + \frac{\omega}{D} e^{-l(s; \omega)} - (v(0; \omega) + \frac{\omega}{D} e^{-l(0; \omega)}) \right] = \infty = -\int_0^\infty g(l(t; \omega)) dt.
\]  

(18)

However, \(-\int_0^\infty g(l(t; \omega)) dt = -\int_0^\delta g(l(t; \omega)) dt - \int_0^\infty g(l(t; \omega)) dt\), where \(l(\delta; \omega) = \ln \frac{V}{l}\). Since \(g(l) \geq 0\) as \(l \geq \ln \frac{V}{l}\) and \(l(t; \omega) \not\to \infty\) as \(t \not\to \infty\), we have \(-\int_0^\infty g(l(t; \omega)) dt < 0\) and so

\[
-\int_0^\infty g(l(t; \omega)) dt < -\int_0^\delta g(l(t; \omega)) dt < \infty.
\]  

(19)

Thus (18) contradicts (19). Now the only possible case is that \((l(s; \omega), v(s; \omega))\) goes through the curve \(R_2\), enters the region \(R_3\), and then stays there for ever.
Hence \( l(\cdot; \omega) \) and \( v(\cdot; \omega) \) are increasing and decreasing functions respectively now by (13). Clearly \( \mu := \lim_{s \to \infty} v(s; \omega) \in [0, \infty) \), since \( v(s; \omega) > 0 \). Note that the “Poincare-Bendixson theorem” implies \( \lim_{s \to \infty} l(s; \omega) = \infty \); otherwise, \((l(s; \omega), l'(s; \omega))\) will stay in a bounded region and so \( \lim_{s \to \infty} l(s; \omega) = \ln \frac{V}{\mu} \) and \( \lim_{s \to \infty} v(s; \omega) = 0 \), since \((\ln \frac{V}{\mu}, 0)\) is the only possible \( \omega^-\) limit point of \((l(s; \omega), l'(s; \omega))\). A contradiction then occurs, since \( \lim_{s \to \infty} l(s; \omega) \neq \ln \frac{V}{\mu} \) by (13).

Now it follows from “\( \lim_{s \to \infty} l(s; \omega) = \infty \)” and (14) that \( \lim_{s \to \infty} v'(s; \omega) = -\infty \) which contradicts “\( v(s; \omega) > 0, \forall s \geq 0 \).”

**Lemma 3** For \( \omega > 0 \), given any solution of (13), \((l(s; \omega), v(s; \omega))\), with maximal existence interval \([0, \Gamma), \) if \( E(l(s^\#; \omega), v(s^\#; \omega)) \geq 0 \) for some \( s^\# \in [0, \Gamma) \), then \( \Gamma < \infty \) and \( \lim_{s \to \infty} l(s; \omega) = \lim_{s \to \infty} v(s; \omega) = -\infty \), i.e., blows up in finite \( s \).

**Proof.** Assume the contrary that \( \Gamma = \infty \). Then by Lemma 2 \((l(s; \omega), v(s; \omega))\) will enter the lower half plane after a short time, say, \( \sigma \). Since \( E(l(s; \omega), v(s; \omega)) \) is increasing and \( E(l(s^\#; \omega), v(s^\#; \omega)) \geq 0 \) for some \( s^\# \in [0, \Gamma) \), we have \( E(l(s; \omega), v(s; \omega)) > 0 \) \( \forall s \in (s^\#, \infty) \). It then follows that \( v(s; \omega) < 0, \forall s \in (\max\{\sigma, s^\#\}, \infty) \), since the level curve \( E(l, v) = 0 \) is a barrier preventing \((l(s; \omega), v(s; \omega))\) from touching the \( l^-\)axis. Clearly, both \( \mu_1 := \lim_{s \to \infty} l(s; \omega) < \infty \) and \( \mu_2 := \lim_{s \to \infty} v(s; \omega) \leq 0 \) exists. Note that \( \mu_2 \neq 0 \); otherwise, again by the “Poincare-Bendixson theorem” we have \( \mu_1 = -\infty \) and so \( \lim_{s \to \infty} E(l(s; \omega), v(s; \omega)) = 0 \) which is impossible. Now it follows from “\( \mu_2 \in [-\infty, 0) \)” that \( \mu_1 = -\infty \). By (14), we then have \( \lim_{s \to \infty} v'(s; \omega) = -\infty \) and so \( \mu_2 = -\infty \). Moreover, we also have \( \lim_{s \to \infty} v''(s; \omega) = -\infty \) by differentiating both sides of (14) and taking limit.

Multiplying both sides of (14) by \( e^{l(s; \omega)} \) and integrating them, we then have

\[
\frac{\omega s}{D} + \int_{l(0; \omega)}^{l(s; \omega)} e^l (v(0; \omega) + \omega e^{-l(0; \omega)}) \int_0^s e^{l(p; \omega) - \Delta} dp = -\int_0^s e^{l(p; \omega) - \Delta} dp \int_0^p g(l(t; \omega)) dt dp.
\]

(20)

Now we want to show that \( e^{l(p; \omega)} = o\left(\frac{1}{p^3}\right) \) as \( p \to \infty \). Utilizing l’Hôpital’s rule, we have

\[
\lim_{p \to \infty} e^{l(p; \omega)} = \lim_{p \to \infty} \frac{p^3}{D} e^{-l(p; \omega)} = \lim_{p \to \infty} \frac{3p^2}{p^3} e^{-l(p; \omega)} = \lim_{p \to \infty} \frac{6p}{p^3} e^{-l(p; \omega)} - \frac{6p}{p^3} e^{-l(p; \omega)} = 0.
\]

(21)

Since \( g(l) \geq g(\ln \frac{V}{\mu}) \), we have \(-\int_0^{\infty} e^{l(p; \omega)} \int_0^p g(l(t; \omega)) dt dp \leq -g(\ln \frac{V}{\mu}) \int_0^{\infty} e^{l(p; \omega)} p dp < \infty \) by (21). Also, \( \lim_{s \to \infty} \int_{l(0; \omega)}^{l(s; \omega)} e^l dl = \int_{l(0; \omega)}^{\infty} e^l dl \in (-\infty, \infty) \)

and \( \int_0^{\infty} e^{l(p; \omega)} dp \in \)
(0, ∞) by \cite{21} again. By taking limit as $s \to \infty$ on the both sides of \cite{20}, a contradictions occurs. Therefore $\Gamma < \infty$ and so the proof is finished. \hfill \blacksquare

**Lemma 4** Given any $\omega \in (0, \frac{2\sqrt{2}}{D})$, there exists a unique $l^* = l^*(\omega) \in (\ln \frac{V_0}{D}, \ln \frac{2\sqrt{V_0}}{D})$ such that \cite{13, 14} has a global existence solution $(\tilde{l}(s;\omega), \tilde{v}(s;\omega))$ defined on $(-\infty, \infty)$ with $(\tilde{l}(0;\omega), \tilde{v}(0;\omega)) = (l^*, 0)$, $\tilde{l}(s;\omega) \searrow -\infty$, $\tilde{v}(s;\omega) \to 0$ as $s \to \infty$, and $\tilde{v}(s;\omega) < 0$ for all $s > 0$. Moreover, $(\tilde{l}(s;\omega), \tilde{v}(s;\omega))$ rotates counterclockwise around $(\ln \frac{V_0}{D}, 0)$ and tends to it as $s$ decreases to $-\infty$.

**Proof.** By THEOREM 3, LEMMA 4, and LEMMA 5 in [1], we just know there exists an interval $[\sup A, \inf B] \subset (\ln \frac{V_0}{D}, \ln \frac{2\sqrt{V_0}}{D})$ such that the solution of \cite{13, 14} with initial data $(l_0, 0)$, where $l_0 \in [\sup A, \inf B]$, has the properties mentioned in this lemma, denoted by $(\tilde{l}(s;\omega, l_0), \tilde{v}(s;\omega, l_0))$. Note that by Lemma \cite{3} we have $[\sup A, \inf B] \subset (\ln \frac{V_0}{D}, \ln \frac{2\sqrt{V_0}}{D})$. Now we want to prove $\sup A = \inf B$.

Since the solution $\tilde{v}(s;\omega, l_0) \neq 0$, for all $s \in (0, \infty)$, $\tilde{v}(s;\omega, l_0)$ can be viewed as a function of $l$ by the inverse function theorem, i.e., $\tilde{v}(s;\omega, l_0) = \tilde{v}(l;\omega, l_0)$, for $l \in [-\infty, l_0]$ and so satisfies \cite{20}. For any two solutions $\tilde{v}(l;\omega, l_0), \tilde{v}(l;\omega, l_0)$, denoted by $\tilde{v}_1(l)$ and $\tilde{v}_2(l)$ respectively for simplicity, by \cite{20} we have

$$
\frac{d(\tilde{v}_1 - \tilde{v}_2)}{dl} = \frac{g(l)}{\tilde{v}_1 \tilde{v}_2} (\tilde{v}_1 - \tilde{v}_2). \tag{22}
$$

Thus $(\tilde{v}_1 - \tilde{v}_2)(l) = (\tilde{v}_1 - \tilde{v}_2)(\ln \frac{V_0}{D}) \exp(-\int_{\ln \frac{V_0}{D}}^{\ln \frac{2\sqrt{V_0}}{D}} \frac{g(l)}{\tilde{v}_1 \tilde{v}_2(l)} dl)$ for $l < \ln \frac{V_0}{D}$. Suppose $(\tilde{v}_1 - \tilde{v}_2)(\ln \frac{V_0}{D}) \neq 0$. Then since $\tilde{v}_1, \tilde{v}_2 < 0$ and $g(l) < 0$ for $l < \ln \frac{V_0}{D}$, we have $\lim_{l \to -\infty} (\tilde{v}_1 - \tilde{v}_2)(l) \neq 0$. This is impossible, since $\lim_{s \to -\infty} \tilde{v}(s;\omega, l_0) = \lim_{s \to -\infty} \tilde{v}(s;\omega, l_0) = 0$. By uniqueness, we have $l_{01} = l_{02}$ and so $\sup A = \inf B$.

Let $l^*(\omega) := \sup A = \inf B$ and $(\bar{l}(s;\omega), \bar{v}(s;\omega)) := (\tilde{l}(s;\omega, l^*(\omega)), \tilde{v}(s;\omega, l^*(\omega)))$.

Finally, since the $\alpha$–limit set of $(\bar{l}(s;\omega), \bar{v}(s;\omega))$ consists of only one point $(\ln \frac{V_0}{D}, 0)$ which is a unstable focus, $(\bar{l}(s;\omega), \bar{v}(s;\omega))$ is also defined on $(-\infty, 0]$ and $\lim_{s \to -\infty} (\bar{l}(s;\omega), \bar{v}(s;\omega)) = (\ln \frac{V_0}{D}, 0)$. \hfill \blacksquare

Given any solution of \cite{13, 14}, say, $(l(s;\omega), v(s;\omega))$, $E(l(\cdot;\omega), v(\cdot;\omega))$ is an increasing function, since $\omega > 0$. Also, by LEMMA 5 in \cite{21}, $(\bar{l}(s;\omega), \bar{v}(s;\omega))$ always stays inside the curve: $E(l, v) = 0$ in the $l – v$ phase plane.

**Proposition 5** Suppose $\omega \in (0, \frac{2\sqrt{2}}{D})$. For any global existence solution of \cite{13, 14}, its orbit curve in the $l – v$ plane coincides with that of $(\bar{l}(s;\omega), \bar{v}(s;\omega))$, i.e., they both lie on the same solution curve in the $l – v$ plane.

**Proof.** Let $(l(s;\omega), v(s;\omega))$ be a global existence solution of \cite{13, 14}, i.e., existence interval contains $[0, \infty)$, (also dropping out the dependence on initial data here for simplicity). Suppose $(l(s;\omega), v(s;\omega))$ stays in a bounded region in the $l – v$
plane. Since the equilibrium \((\ln a, 0)\) is an unstable focus, the only possible \(\omega\)-limit set of \((l(s_1; \omega), v(s_1; \omega))\) consists of periodic orbits by the “Poincaré-Bendixson theorem”. However, by the “Bendixson criterion” (see [1]), there is no any periodic solution of \((13), (14)\). Thus our assumption is wrong. Therefore, any global existence solution is unbounded.

Note that by Lemma 3 \((l(s; \omega), v(s; \omega))\) always stays inside the curve: \(E(l, v) = 0\) in the \(l - v\) phase plane. Since \((l(s_2; \omega), v(s_2; \omega))\) is unbounded, we can choose some \(s_1\) large enough such that \((l(s_1; \omega), v(s_1; \omega))\) is located in the lower “left tail” region: \(\{(l, v) \in R^2 | E(l, v) < 0, v < 0, \text{ and } l < l_L\}, \) for some small enough \(l_L\) with \(E(l(s_1; \omega), v(s_1; \omega)) > E(l, 0)\) by the structure of level curve of energy \(E(l, v)\) with negative value, i.e., \(E(l, v) = c < 0\). Suppose \(v(s_2; \omega) = 0\) for some \(s_2 > s_1\). Then by the unboundedness of \((l(s; \omega), v(s; \omega))\), the direction of flow on the upper half plane, and the increasingness of \(E(l; \omega), v(\cdot; \omega))\), there exists some \(s_3 > s_2\) such that \(v(s_3; \omega) = 0\) and \(l(s_3; \omega) \in \{l^*, \ln \frac{2V_0}{l^*}\}\). Note that any solution curve which intersects the \(l\)-axis at \((l_R, 0)\) with \(l_R \in \{l^*, \ln \frac{2V_0}{l^*}\}\) must touch the level curve \(E(l, v) = 0\) and so blows up in finite time by Lemma 6 since \(l^* = \inf B\) (see [24] for the definition of set \(B\)) and the uniqueness theorem of ordinary differential equation. Thus \((l(s; \omega), v(s; \omega))\) blows up in finite time which leads to a contradiction. Therefore our assumption is wrong. We conclude that \(v(s; \omega) < 0\) for all \(s \geq s_1\) which leads to the following facts: \(\lim_{s \to -\infty} l(s; \omega) = -\infty\) and \(\lim_{s \to -\infty} v(s; \omega) = 0\).

Now using similar argument as in Lemma 4, the solution curve of \((l(s; \omega), v(s; \omega))\) must coincide with that of \((\tilde{l}(s; \omega), \tilde{v}(s; \omega))\) in the \(l - v\) plane.

Let \(l^*_{1R} = l^*(\omega), l^*_{2R} = l^*(\omega), \ldots, l^*_{iR} = l^*(\omega), \ldots < \ln \frac{V_0}{l^*}\) be the sequence of intersection points of \((\tilde{l}(s; \omega), \tilde{v}(s; \omega))\) with the \(l\)-axis greater than and less than \(\ln \frac{V_0}{l^*}\) respectively as \(s \to -\infty\). Note that \(l^*_{iR} > l^*_{jR}\) and \(l^*_{iL} < l^*_{jL}\) as \(i < j\).

**Lemma 6**  (i). \(l^*_{iR}(\cdot)\) and \(l^*_{iL}(\cdot)\) are decreasing and increasing functions respectively on \((0, \frac{2V_0}{D})\).

(ii). \(l^*_{iR}(\cdot)\) and \(l^*_{iL}(\cdot)\) are continuous functions on \((0, \frac{2V_0}{D})\).

(iii). \(\lim_{\omega \to 0^+} l^*_{iR}(\omega) = \ln \frac{2V_0}{D}\) and \(\lim_{\omega \to 0^+} l^*_{iL}(\omega) = -\infty, \) \(i = 1, 2, 3, \ldots\)

**Proof.** Since \(\tilde{v}(s_1; \omega_1) \neq 0, \tilde{v}(s_2; \omega_2) \neq 0, \) for all \(s \in (0, \infty), \tilde{v}(s; \omega_1), \tilde{v}(s; \omega_2)\) can be viewed as a function of \(l\) by the inverse function theorem, i.e., \(\tilde{v}(s; \omega_1) = \tilde{v}(l; \omega_1), \tilde{v}(s; \omega_2) = \tilde{v}(l; \omega_2)\) for \(l \in [-\infty, l^*_{iR}(\omega_1)], l \in [-\infty, l^*_{iR}(\omega_2)]\) respectively. Note that for \(\omega_1, \omega_2\), the corresponding solutions \(v_1(l) := v(l; \omega_1), v_2(l) := v(l; \omega_2)\) of \((13), (14)\) have the following relation:

\((v_1 - v_2)(l) = \ldots\)
(v_1 - v_2)(\tau) \exp(\int_\tau^t \frac{g(t)}{v_1(t)v_2(t)} dt) + (\frac{\omega_1 - \omega_2}{D}) \exp(\int_\tau^t \frac{g(t)}{v_1(t)v_2(t)} dt) \int_\tau^t \exp(-t - \int_\tau^t \frac{g(\rho)}{v_1(\rho)v_2(\rho)} d\rho) dt,

\text{(23)}

whenever both } v_1, v_2 \text{ exist on } [\tau, l] \text{ or } [l, \tau]. \text{ Now apply } 23 \text{ to } \tilde{v}_1(l) := \tilde{v}(l; \omega_1), \tilde{v}_2(l) := \tilde{v}(l; \omega_2), \text{ for } \omega_1, \omega_2 \in (0, \frac{\sqrt{D}}{2}) \text{ with } \omega_1 < \omega_2.

First we consider } l^*_R(\cdot).

\textbf{Case 1. } l^*_R(\omega_1) < l^*_R(\omega_2).

Then there is a small } \varepsilon > 0 \text{ such that } \tilde{v}_1(l), \tilde{v}_2(l) \text{ are defined on } (-\infty, l^*_R(\omega_1) - \varepsilon] \text{ with } \tilde{v}_1(l^*_R(\omega_1) - \varepsilon)) > \tilde{v}_2(l^*_R(\omega_1) - \varepsilon)). \text{ Taking } \tau = l^*_R(\omega_1) - \varepsilon \text{ and } l \leq \tau, \text{ by } 23 \text{ we obtain:}

\[(\tilde{v}_1 - \tilde{v}_2)(l) \geq (\tilde{v}_1 - \tilde{v}_2)(\tau) \exp(\int_\tau^l \frac{g(t)}{v_1(t)v_2(t)} dt).

\text{Since } \lim_{l \to -\infty} (\tilde{v}_1 - \tilde{v}_2)(\tau) \exp(\int_\tau^l \frac{g(t)}{v_1(t)v_2(t)} dt) > 0, \text{ we have } \lim_{l \to -\infty} (\tilde{v}_1 - \tilde{v}_2)(l) > 0.

\text{A contradiction occurs.}

\textbf{Case 2. } l^*_R(\omega_1) = l^*_R(\omega_2) \text{ and there is } \varepsilon > 0 \text{ such that } \tilde{v}_1(l^*_R(\omega_1) - \varepsilon)) \geq \tilde{v}_2(l^*_R(\omega_1) - \varepsilon)).

Then taking } \tau = l^*_R(\omega_1) - \varepsilon \text{ and } l \leq \tau, \text{ by } 23 \text{ we obtain:}

\[(\tilde{v}_1 - \tilde{v}_2)(l) \geq (\frac{\omega_1 - \omega_2}{D}) \exp(\int_\tau^l \frac{g(t)}{v_1(t)v_2(t)} dt) \int_\tau^l \exp(-t - \int_\tau^t \frac{g(\rho)}{v_1(\rho)v_2(\rho)} d\rho) dt.

\text{Since } \lim_{l \to -\infty} \exp(\int_\tau^l \frac{g(t)}{v_1(t)v_2(t)} dt) \int_\tau^l \exp(-t - \int_\tau^t \frac{g(\rho)}{v_1(\rho)v_2(\rho)} d\rho) dt > 0, \text{ we also have a contradiction. Hence the only possible case is } l^*_R(\omega_1) = l^*_R(\omega_2) \text{ and } \tilde{v}_1(l) < \tilde{v}_2(l) \text{ for } l \in (-\infty, l^*_R(\omega_1)) \text{ other than } l^*_R(\omega_1) > l^*_R(\omega_2). \text{ Taking any } \tau \in [\ln \frac{1}{2}, l^*_R(\omega_1)) \text{ and } l \leq l^*_R(\omega_1), \text{ by } 23 \text{ we have}

\[(\tilde{v}_1 - \tilde{v}_2)(l) < (\frac{\omega_1 - \omega_2}{D}) \exp(\int_\tau^l \frac{g(t)}{v_1(t)v_2(t)} dt) \int_\tau^l \exp(-t - \int_\tau^t \frac{g(\rho)}{v_1(\rho)v_2(\rho)} d\rho) dt < 0.

\text{(24)}

Clearly, the right hand side of } 24 \text{ will not tend to } 0, \text{ as } l \to l^*_R(\omega_1)^+. \text{ This contradicts to } \lim_{l \to l^*_R(\omega_1)^-} (\tilde{v}_1 - \tilde{v}_2)(l) = 0, \text{ since } l^*_R(\omega_1) = l^*_R(\omega_2).

By above discussions, we conclude that } l^*_R(\omega_1) > l^*_R(\omega_2), \text{ if } \omega_1 < \omega_2.

Now we consider } l^*_L(\cdot). \text{ Given any } s_{L_1} < 0 \text{ such that the solution curves of } (\tilde{l}(s; \omega_1), \tilde{v}(s; \omega_1)) \text{ and } (\tilde{l}(s; \omega_2), \tilde{v}(s; \omega_2)) \text{ stay in the upper half plane when } s \in [s_{L_1}, 0), \text{ both } \tilde{v}(s; \omega_1) \text{ and } \tilde{v}(s; \omega_2) \text{ then can also be viewed as functions of } l, \tilde{v}_1(\cdot), \tilde{v}_2(\cdot) \text{ as before and so } 23 \text{ is also valid. Due to } l^*_R(\omega_1) > l^*_R(\omega_2), \text{ we can take } \tau = l^*_R(\omega_2) - \delta \text{ for some small } \delta > 0 \text{ such that both } \tilde{v}_1(\cdot) \text{ and } \tilde{v}_2(\cdot) \text{ are defined on } (\max\{l^*_L(\omega_1), l^*_L(\omega_2)\}, \tau] \text{ with } \tilde{v}_1(\tau) > \tilde{v}_2(\tau). \text{ By } 23 \text{ we have}

\[(\tilde{v}_1 - \tilde{v}_2)(l) > (\frac{\omega_1 - \omega_2}{D}) \exp(\int_\tau^l \frac{g(t)}{v_1(t)v_2(t)} dt) \int_\tau^l \exp(-t - \int_\tau^t \frac{g(\rho)}{v_1(\rho)v_2(\rho)} d\rho) dt > 0,

\text{(25)}
for \( l \in (\max\{ \lambda_{1L}^*(\omega_1), \lambda_{1L}^*(\omega_2) \}, \tau) \). Since the right hand side of \( \tau \) will not tend to 0 as \( l \rightarrow \max\{ \lambda_{1L}^*(\omega_1), \lambda_{1L}^*(\omega_2) \}^+ \), we conclude that \( \lambda_{1L}^*(\omega_1) < \lambda_{1L}^*(\omega_2) \), if \( \omega_1 < \omega_2 \).

Arguing in the same way as above, we can derive \( \lambda_{1R}^*(\omega_1) > \lambda_{1R}^*(\omega_2) \) from "\( \lambda_{i-1L}^*(\omega_1) < \lambda_{i-1L}^*(\omega_2) \)" and then \( \lambda_{1L}^*(\omega_1) < \lambda_{1L}^*(\omega_2) \) from "\( \lambda_{1R}^*(\omega_1) > \lambda_{1R}^*(\omega_2) \)" for \( i = 2, 3, 4, \ldots \) This completes (i).

Now we want to prove (ii). First consider \( \lambda_{1R}^*(\omega) \). Note that by (i) and Lemma \( \lambda_{10} \) \( \lambda_{1R}^*(\omega) \) exists for any given \( \omega \in (0, \ln \frac{2V_1}{D}) \) and \( l_0 \in (\ln \frac{\omega}{D}, \ln \frac{2V_1}{D}) \).

Suppose \( l_0 = \ln \frac{2V_1}{D} \), i.e., the initial data and parameter pair \((\lambda_{1R}^*(\omega), 0), \omega) \) tends to \((\ln \frac{2V_1}{D}, 0), \omega) \). Then by the "continuous dependence on the initial data and parameter" theorem of ordinary differential equation and Lemma \( \lambda_{10} \) a contradiction occurs, since \( E(\ln \frac{2V_1}{D}, 0) = 0 \) and \( E(l(\omega), v(\omega)) \) is increasing. Therefore we have \( l_0 \in (\ln \frac{\omega}{D}, \ln \frac{2V_1}{D}) \). Also by the "continuous dependence" property, the solution of \( (13), (14) \) with initial data and parameter pair \((l_0, 0), \omega) \) must stay in the region \( \{ (l, v) \in R^2 \mid E(l, v) < 0 \} \) and \( v < 0 \). Then by Lemma 1 in [1] this solution is global existence one. Thus by Lemma 4 and Proposition 5 we have \( l_0 = \lambda_{1R}^*(\omega_0) \) and so \( \lim_{\omega \rightarrow \omega_0} \lambda_{1R}^*(\omega) = \lambda_{1R}^*(\omega_0) \). Hence

\[ \lambda^*(\omega) = \lambda_{1R}^*(\omega) \text{ is a continuous function on } (0, \ln \frac{2V_1}{D}). \]

For \( \lambda_{1L}^*(\omega), i = 1, 2, 3, \ldots \) and \( \lambda_{1R}^*(\omega), i = 2, 3, \ldots \), by the continuity of \( \lambda_{1R}^*(\omega) \) and the "continuous dependence" property of o.d.e. when choosing long enough existence intervals \([s_L, 0], [s_L, 0] \) such that the orbit curve of \( (\tilde{l}(s; \omega), \tilde{v}(s; \omega)) \) intersects the \( l \)-axis \( 2i \) and \( 2i - 1 \) times respectively, both \( \lambda_{1L}^*(\omega) \) and \( \lambda_{1R}^*(\omega) \) will stay close to \( \lambda_{1L}^*(\omega_0) \) and \( \lambda_{1R}^*(\omega_0) \) respectively as \( \omega \) is close to \( \omega_0 \). Therefore \( \lambda_{1L}^*(\omega) \) and \( \lambda_{1R}^*(\omega) \) are continuous functions.

Finally we prove (iii). Namely, the limit \( \xi := \lim_{\omega \rightarrow 0^+} \lambda_{1R}^*(\omega) \) exists with \( \xi \in (\ln \frac{\omega}{D}, \ln \frac{2V_1}{D}) \). Consider the solution of \( (13), (14) \) with initial value-parameter pair \((\xi, 0), 0) \) periodic with some period, say, \( T \in (0, \infty) \). Applying the "continuous dependence" property of o.d.e. when choosing existence interval \([0, T] \), solution \( (\tilde{l}, \tilde{v}) : (\tilde{l}(s; \omega), \tilde{v}(s; \omega)) := (l(s_i; \omega), v(s_i; \omega)) \) over the existence interval \([0, i T] \) where \( l(s_i; \omega), v(s_i; \omega) = (l_{1R}^*(\omega), 0) \) must intersect the "negative" \( l \)-axis (less than \( \ln \frac{\omega}{D} \)) at least \( i \) times as \( \omega \rightarrow 0^+ \). This is a contradiction. Thus \( \lim_{\omega \rightarrow 0^+} \lambda_{1R}^*(\omega) = \ln \frac{2V_1}{D} \).

By (i) again, we have \( \xi := \lim_{\omega \rightarrow 0^+} \lambda_{1L}^*(\omega) \) exists and \( \xi \in [\ln \frac{\omega}{D}, \ln \frac{2V_1}{D}] \). Suppose \( \xi \in (-\infty, \ln \frac{\omega}{D}) \). Now we apply the "continuous dependence" theorem of o.d.e. to the solution of \( (13), (14) \) with the initial-value parameter pair \((\xi, 0), 0) \). When we choose a long enough existence interval \([0, s_R] \) such that the \( l \) value at \( s_R \) of the above solution is less than \( \xi - 1 \), we have \( \lambda_{1L}^*(\omega) < \xi - 1 \) as \( \omega \) is close to 0 enough by \( \lim_{\omega \rightarrow 0^+} \lambda_{1R}^*(\omega) = \ln \frac{2V_1}{D} \) above and the "continuous dependence" property. This contradicts to \( \lambda_{1L}^*(\omega) = \xi \). Thus \( \lim_{\omega \rightarrow 0^+} \lambda_{1L}^*(\omega) = -\infty \) and then (iii) follows. □
Note that by Lemma 6 and its proof we can roughly say that given \( \omega_1 < \omega_2 \), \((l(s; \omega_1), \tilde{\nu}(s; \omega_1))\) traces out an orbit curve which is closer to \((\ln \frac{2\sqrt{v}}{D}, 0)\) than \((l(s; \omega_1), \tilde{\nu}(s; \omega_1))\) does as \( s \to \infty \), i.e., \((l(s; \omega_2), \tilde{\nu}(s; \omega_2))\) is “enclosed” by \((l(s; \omega_1), \tilde{\nu}(s; \omega_1))\).

**Lemma 7.** Given any \( l(0) \in (\infty, \ln \frac{2\sqrt{v}}{D}) \), \( G \), and \( i \in \{0, 1, 2, \ldots \} \), there is at most one \( \omega = \omega(G, i, l(0)) \) among \( (0, \frac{2\sqrt{v}}{D}) \) such that \( (13), (14), (15) \) has a global solution \((l(\cdot; \omega), \nu(\cdot; \omega)) \) on \([0, \infty) \) which has exact \( 2i \) intersection points with the \(-\)axis as \( s \) increases from \( 0 \) to \( \infty \).

**Proof.** Note that any global solution \((l(\cdot; \omega), \nu(\cdot; \omega)) \) of \((13), (14) \) has the same orbit curve as \((\tilde{l}(\cdot; \omega), \tilde{\nu}(\cdot; \omega)) \), i.e., \((l(s; \omega), \nu(s; \omega)) = (\tilde{l}(s + s_0; \omega), \tilde{\nu}(s + s_0; \omega)) \) for some \( s_0 \) by Proposition 5. Therefore without loss of generality, we consider \((l(\cdot; \omega), \nu(\cdot; \omega)) \) on \([0, \infty) \). Fix \( l = l(0) \) and \( G \) in \((13)\). Note that the initial value \((l(0), \nu(0)) \) is on the curve:

\[
v = I(l; \omega, G) := -\frac{\omega}{D} e^{-l} + \frac{G}{D}.
\]

On one hand \( v_0 := \nu(0) = I(l(0); \omega) \) is a decreasing function of \( \omega \) on \((0, \infty) \).

Let \((\tilde{l}_i(\cdot; \omega), \tilde{\nu}_i(\cdot; \omega))\) be the segment of \((\tilde{l}(\cdot; \omega), \tilde{\nu}(\cdot; \omega)) \)'s orbit curve connecting \( l_{i+1}(\cdot; \omega) \) and \( l_i(\cdot; \omega) \) in the lower \(-\)axis plane. Then on the other hand, given \( \omega_1 < \omega_2 \) and \( s_1, s_2 \) such that \( \tilde{l}_i(s_1; \omega_1) = \tilde{l}_i(s_2; \omega_2) = l(0) \), it can be easily seen from Lemma 6 (i) and its proof that \( \tilde{\nu}_i(s_1; \omega_1) < \tilde{\nu}_i(s_2; \omega_2) \), if both \( \tilde{\nu}_i(s_1; \omega_1), \tilde{\nu}_i(s_2; \omega_2) \) are nonpositive, i.e., increasing in \( \omega \). Since there is at most one intersection point for increasing and decreasing functions, this lemma then follows.

Now we state our main result:

**Theorem 8.** (i). Given any \( l(0) \in (\infty, \ln \frac{2\sqrt{v}}{D}) \) and \( i \in \{0, 1, 2, \ldots \} \), there is a corresponding \( G_i = G_i(l(0)) > 0 \) such that for any given \( G \in [0, G_i] \) there is a unique \( \omega = \omega(G; i, l(0)) \in (0, \frac{2\sqrt{v}}{D}) \) such that \((13), (14), (15) \) has a global existence solution \((l(\cdot; \omega), \nu(\cdot; \omega)) \) on \((\infty, \infty) \) which rotates clockwise around \((\ln \frac{2\sqrt{v}}{D}, 0) \), has \( 2i \) or \( 2i + 1 \) (exact \( 2i \) for \( G = 0 \) case) intersection points with the \(-\)axis as \( s \) increases from \( 0 \) to \( \infty \), and after the \( 2i \) or \( 2i + 1 \) intersections we have \( v(s; \omega) < 0, l(s; \omega) \to -\infty, v(s; \omega) \to -\infty \) as \( s \to \infty \). Moreover, given any \( G \in \cap_{i} [0, G_i(l(0))] \), \( \omega(G; \cdot, l(0)) \) is a decreasing function with the properties that \( \omega(G; i, l(0)) \to 0^- \) as \( i \to \infty \) for \( l(0) \in (\infty, \ln \frac{2\sqrt{v}}{D}) \setminus \{ \ln \frac{\sqrt{v}}{D} \} \), \( G \in \cap_{i} [0, G_i(l(0))] \) and \( \omega(0; i, l(0)) \to 0^+ \) as \( i \to \infty \).

(ii). For \( l(0) \in [\ln \frac{2\sqrt{v}}{D}, \infty) \) and any \( G \), we have that \( \omega = 0 \) is the only number such that \((13), (14), (15) \) has global existence solution \((l(\cdot; 0), \nu(\cdot; 0)) \). Moreover, if \( G > 0 \), then there is some \( \theta \in (0, \infty) \) such that \( v(s; 0) > 0 \).
For $s \in [0, \vartheta)$, $v(\vartheta; 0) = 0$, and $v(s; 0) < 0$ for $s \in (\vartheta, \infty)$ with the asymptotic behavior $l(s; 0) \to -\infty$, $v(s; 0) \to 0^-$ as $s \to \infty$; if $G \leq 0$, then $v(s; 0) < 0$ for $s \in (0, \infty)$ with $l(s; 0) \to -\infty$, $v(s; 0) \to 0^-$ as $0 \leq s \to \infty$.

(iii). If $G \in (-\infty, -V_0]$, $i \in \{0, 1, 2, \ldots\}$ has no global existence solutions. When $G \in (-V_0, 0)$, given any $l(0) \in \left(\ln\left[\frac{V_0 - \sqrt{V_0^2 - G^2}}{D}\right], \ln\left[\frac{V_0 + \sqrt{V_0^2 - G^2}}{D}\right]\right)$ and $i \in \{0, 1, 2, \ldots\}$, there is a unique $\omega = \omega(i, l(0); G) \in (0, \frac{2V}{D})$ such that $l(i, \omega), v(i, \omega)$ has a global existence solution $(l(\cdot; \omega), v(\cdot; \omega))$ satisfying all the properties described in (i) (but having exact $2i$ intersection points with the $l-$axis as $s$ increases from 0 to $\infty$ here); on the other hand, $l(i, \omega), v(i, \omega)$ has no global existence solutions whenever $l(0) \notin \left(\ln\left[\frac{V_0 - \sqrt{V_0^2 - G^2}}{D}\right], \ln\left[\frac{V_0 + \sqrt{V_0^2 - G^2}}{D}\right]\right)$ in this case.

First, we explain the physical meaning of the above results and then prove this theorem.

3.1 Interpretation of Theorem $\S$

(i). Remember that $l(0) = \ln \kappa_0$, where $\kappa_0$ is the tip’s curvature and $G$ is the tangential velocity of the tip. Theorem $\S$ (i) tells us that given a weakly excitable medium ($V_0, D$ are fixed), if the tip’s curvature $\kappa_0$ is not too large, i.e., $\kappa_0 \in (0, \frac{2V}{D})$, there is a corresponding range for the tangential velocity of the tip so that for each $G$ in this range there is a unique rotating frequency $\omega(G; i, \ln \kappa_0) \in (0, \frac{2V}{D})$ such that this medium supports a normally propagating, steadily rotating, and growing (since $G \geq 0$) plane curve with angular frequency $\omega(G; i, \ln \kappa_0)$ and tip curvature $\kappa_0$, the curvature of which $\kappa(s) = e^{l(s)}$ changes its monotonicity $2i$ or $2i + 1$ times (exact $2i$ for $G = 0$ case) as arc length $s \to \infty$ and finally decreases to 0 in the Archimedean spiral’s way, i.e., $\lim_{s \to \infty} \kappa(s)^2s = \frac{\omega(G; i, \ln \kappa_0)}{2V_0}$ (see (14) in [22]). Especially, the case $"i = 0, G = 0"$ is just the one appearing in $\S$.

(ii). On the other hand, if the tip’s curvature $\kappa_0$ is too large, i.e., $\kappa_0 \in [\frac{2V}{D}, \infty)$, then the medium supports only “nonrotating” spiral waves ($\omega = 0$). Moreover, given any $G > 0$ ($G \leq 0$, respectively), there is a unique growing (contracting, respectively) spiral wave with tip’s curvature $\kappa_0$ and tangential velocity $G$, the curvature of which changes its monotonicity exactly once (0 time, respectively) and the asymptotic behavior of which is the same as in above (i) but the curvature $\kappa(s)$ decays to 0 in different order, not Archimedean one (see THEOREM 2 of [24]).

(iii) tells us that it is impossible for an excitable medium to support a spiral wave with too large contracting velocity of the tip, i.e., $G \in (-\infty, -V_0]$. For smaller contracting velocity, $G \in (-V_0, 0)$, there is a corresponding curvature’s range of the tip, $(\frac{V_0 - \sqrt{V_0^2 - G^2}}{D}, \frac{V_0 + \sqrt{V_0^2 - G^2}}{D})$, such that when the tip’s curvature $\kappa_0$ does not belong to this range, there is no any spiral wave but when given
and any \( \kappa_0 \) in this range, there is a unique \( \omega(i, \ln \kappa_0; G) \in (0, \frac{2V_0^2}{D}) \) such that this medium supports a spiral wave with tip’s contracting velocity \( G \), tip’s curvature \( \kappa_0 \), rotating frequency \( \omega(i, \ln \kappa_0; G) \), and the same properties as mentioned in (i) above (but the curvature changes its monotonicity exact 2\( i \) times).

Note that we also have similar explanations as above by replacing \( \kappa, \omega, V_0 \) with \(-\kappa, -\omega, -V_0\), respectively when \( \kappa < 0 \).

### 3.2 Proof of Theorem 8

**Proof.** As explained in the proof of Lemma 7, it suffices to consider \((\vec{l}(\cdot; \omega), \vec{v}(\cdot; \omega))\).

Letting \( \omega = \frac{2V_0^2}{D} \), (26) becomes

\[
v = I(l; \frac{2V_0^2}{D}, G) := -2\frac{V_0}{D} e^{-l} + \frac{G}{D}.
\] (27)

Plugging (27) into \( E(l, v) \), we obtain

\[
E(l, -2\frac{V_0}{D} e^{-l} + \frac{G}{D}) = \frac{1}{2} e^{-2l}[4\frac{V_0}{D}]^4 + e^{3l} - \frac{2V_0}{D} e^{3l} + (\frac{G}{D})^2 e^{2l} - 4\frac{G}{D} \frac{V_0}{D} e^{l}.
\] (28)

It can be easily derived that “\( x^4 - 2ax^3 + 4a^4 > 0 \), \( \forall x \in R, a \neq 0 \)” which implies \( E(l, -2\frac{V_0}{D} e^{-l}) > 0 \) for all \( l \in R \) (i.e., \( G = 0 \)). Hence given any \( l \), we have that \( I(l; \frac{2V_0^2}{D}, 0) \lhd \) the negative \( v \) value of curve “\( E(l, v) = 0 \)” , i.e., curve (27) lies below \( E(l, v) = 0 \) when \( G = 0 \). Then by continuity, there is a \( G(l) > 0 \) such that \( I(l; \frac{2V_0^2}{D}, G) \leq \) the negative \( v \) value of curve “\( E(l, v) = 0 \)” , whenever \( G \in (-\infty, G(l)] \). From above observation and Lemma 8, we have that if there is some \( \omega > 0 \) such that (13), (14), (15) has global solutions, then \( \omega \in (0, \frac{2V_0^2}{D}) \). Thus we have obtained the uniqueness property by Lemma 7. It is left for (i) to prove the “existence” of such \( \omega \). The strategy is to find suitable \( \omega \) such that there are intersections points between the curve (26) and some special segment of the orbit curve of \((\vec{l}(\cdot; \omega), \vec{v}(\cdot; \omega))\), which implies (13), (14), (15) has global solutions with the properties mentioned in this theorem. By Lemma 8, the ranges of \( l^*_i \) \( R(\cdot) \) and \( l^*_{0, L}(\cdot) \) over \((0, \frac{2V_0^2}{D})\) are open intervals, say, \((R_{i, 1}, \ln \frac{2V_0^2}{D})\) and \((-\infty, L_i)\) respectively, where \( l^*_{0, L}(\cdot) := -\infty \) and \( L_0 := -\infty \). For any \( i \in \{0, 1, 2, \ldots\} \) and \( l(0) \in (L_i, R_{i, 1}) \), \( \vec{v}_i(l(0); \omega) \) is well-defined for any \( \omega \in (0, \frac{2V_0^2}{D}) \), where \( \vec{v}_i(l; \omega) := \vec{v}(s; \omega) \) if there is some \( s \) such that \( \vec{l}(s; \omega) = l \) and \( \vec{l}(s; \omega), \vec{v}(s; \omega) \) is on the “lower” orbit curve connecting \( l^*_i \) \( R(\omega) \) and \( l^*_{0, L}(\omega) \). Thus given any \( l(0) \in (L_i, R_{i, 1}) \) and \( G \in (-\infty, G_i(l(0))) \), where \( G_i(\cdot) := \gamma(\cdot) \), there is some positive \( \omega_{P_i} \) close to \( \frac{2V_0^2}{D} \) such that \( \vec{v}_i(l(0); \omega_{P_i}) \) > the negative \( v \) value of “\( E(l(0), v) = 0 \)” \( \geq I(l(0); \omega_{P_i}, G) \) by Lemma 8 the continuity of \( I(l(0); \cdot, G) \), and the observation in the beginning of this proof; for \( l(0) = L_i \) or \( R_{i, 1} \), it still holds by Lemma 8 (i),(ii). Now consider \( l(0) \in (R_{i, 1}, \ln \frac{2V_0^2}{D}) \) or \( l(0) \in (-\infty, L_i) \). By definition, there is \( \omega_0 \in (0, \frac{2V_0^2}{D}) \) such that \( l^*_i R(\omega_0) = l(0) \) (or
\( l_{1L}(\omega_0) = l(0) \). We require now that \( I(l(0); \omega_0, G) \leq 0 \) which is equivalent to

\[
G \leq \omega_0 e^{-l(0)}.
\]

(29)

Let \( G_i(l) := \omega_0 e^{-l} \). Therefore, given any \( G \in (-\infty, G_i(l(0))] \), there is also some \( \omega_P \) close to \( \omega_0 \) such that \( \tilde{v}_i(l_0(0); \omega_P) \geq I(l(0); \omega_P, G) \) by virtue of Lemma 6 (i), (ii). On the other hand, given any \( G \in [0, \infty) \) and \( l(0) \in (-\infty, \ln \frac{2\sqrt{v}}{D}) \), there exists some positive \( \omega_N \) close to 0 such that \( \tilde{v}_i(l(0); \omega_N) \) is well-defined and \( \tilde{v}_i(l(0); \omega_N) < I(l(0); \omega_N, G) \), since \( \lim_{\omega \to 0^+} \tilde{v}_i(l(0); \omega, G) = \frac{G}{\omega} \geq 0 \) and

\[
\lim_{\omega \to 0^+} \tilde{v}_i(l(0); \omega) = -\text{the negative } \nu \text{ value of "} E(l(0), v) = 0 \text{" by Lemma 6 (iii)}.
\]

and the continuous dependence theorem of o.d.e. Note that \( \tilde{v}_i(l(0); \cdot) \) is a continuous function on \( [\omega_N, \omega_P] \) by Lemma 6 (ii). Obviously \( I(l(0); \cdot, G) \) is also a continuous function. Therefore choosing \( l(0) \in (-\infty, \ln \frac{2\sqrt{v}}{D}) \) and then \( G \in [0, G_i(l(0))) \), there must be some \( \sigma_i \in (\omega_N, \omega_P) \subset (0, \frac{2\sqrt{v}}{D}) \) such that \( \tilde{v}_i(l(0); \sigma_i) = I(l(0); \sigma_i, G) \) by the intermediate value theorem of continuous functions. Let \( \omega(G; i, l(0)) := \sigma_i \). Hence “existence” is guaranteed. Given \( G \in \cap_i [0, G_i(l(0))] \), the decreasingness of \( \omega(G; \cdot, l(0)) \) as \( i \to \infty \) immediately follows from the explanation after Lemma 6 i.e., “\( \tilde{v}(s; \omega_2), \tilde{v}(s; \omega_1) \) is enclosed by \( \tilde{v}(s; \omega_1), \tilde{v}(s; \omega_1) \) as \( \omega_1 < \omega_2 \)” and the decreasingness of \( I(l(0); \cdot, 0) \). Now we prove \( \lim_{l \to \infty} \omega(G; i, l(0)) = 0 \) for \( l(0) \in (-\infty, \ln \frac{2\sqrt{v}}{D}) \setminus \{ \ln \frac{\sqrt{v}_2}{D} \} \), \( G \in \cap_i [0, G_i(l(0))] \)

and \( \lim_{l \to \infty} l_{1L}(i, l(0)) = 0 \). For the first part, assume the contrary that \( \lim_{l \to \infty} \omega(G; i, l(0)) = \omega_f(G; l(0)) > 0 \). Note that \( \lim_{l \to \infty} l_{1L}^*(\omega_f(G; l(0))) = \lim_{l \to \infty} l_{1L}(\omega_f(G; l(0))) = \ln \frac{\sqrt{v}_2}{D} \).

By \( l(0) \neq \ln \frac{\sqrt{v}_2}{D} \), there must be some \( i \) large enough such that \( l(0) \in \left( l_{i+1}^*, l_{i+1}^*(\omega_f(G; l(0))) \right) \subset (R_{i+1}, \ln \frac{2\sqrt{v}}{D}) \) or \( l(0) \in (-\infty, l_{i}^*(\omega_f(G; l(0)))) \subset (-\infty, L_i) \). Arguing as before, then there is some \( \omega \in (0, \omega_f(G; l(0))) \) such that \( \tilde{v}_i(l(0); \omega) < I(l(0); \omega, G) \). By uniqueness, this \( \omega \) must be \( \omega(G; i, l(0)) \) which leads to a contradiction, since it is impossible that \( \omega(G; i, l(0)) < \omega_f(G; l(0)) \). For the second part, note that \( \tilde{v}_i(l(0); \omega_f; \ln \frac{\sqrt{v}_2}{D}) = 0 \) as explained in the last of the proof of Lemma 6. Thus for \( i \) large enough we have \( \tilde{v}_i(l(0); \omega_f; \ln \frac{\sqrt{v}_2}{D}) > I(l(0); \omega_f; \ln \frac{\sqrt{v}_2}{D}) \), \( I(l(0); \omega_f; \ln \frac{\sqrt{v}_2}{D}) < 0 \). Then again by Lemma 6 (iii) and the intermediate value theorem, there must be some \( \omega \in (0, \omega_f; \ln \frac{\sqrt{v}_2}{D}) \) such that \( \tilde{v}_i(l(0); \omega) = I(l(0); \omega) \) which also leads to a contradiction. This completes (i).

Part (ii) follows from Lemma 6 and THEOREM 2 in [24] immediately.

Now we prove (iii). When \( G \in (-\infty, -V_0) \), the curve \( l(0; l, \omega, G) \) entirely lies outside the curve “\( E(l, v) = 0 \)” for any \( \omega > 0 \). Thus by Lemma 6 we have that \( l_{1L}(0; l, \omega, G) \) has no global existence solutions. When \( G \in (-V_0, 0) \), the parts of the curve \( l(0; l, \omega, G) \), where \( l(0) \notin (\ln \left[ \frac{V_0 - \sqrt{\omega^2 - G^2}}{D} \right], \ln \left[ \frac{V_0 + \sqrt{\omega^2 - G^2}}{D} \right] \) also lie outside the curve “\( E(l, v) = 0 \)” for any \( \omega > 0 \). As explained above, we only need to consider \( l(0) \in (\ln \left[ \frac{V_0 - \sqrt{\omega^2 - G^2}}{D} \right], \ln \left[ \frac{V_0 + \omega^2 - G^2}{D} \right] \) now. Note that the right-hand side of \( l_{1L}(0; l, \omega, G) \) is greater than 0 \( \forall l \), for any \( G < 0 \) and [24] is also valid. Arguing as in (i), we then have completed (iii).
Therefore we have finished the proof. ■

4 Numerical Results

The following formulas can be referred to [40, p. 45].

Let

\[ \theta_0(t) = \omega t + \theta_0(0) \]  \hspace{1cm} (30)

be the angle of the tip at time \( t \), where \( \omega \) is the rotating frequency determined by Theorem 8 and \( \theta_0(0) \) is the initial angle of the tip, which can be chosen arbitrary. Let also \( \theta(s, t) \) be the angle of the position away from the tip at a distance “arclength \( s \)” at time \( t \). Then

\[ \theta(s, t) = \theta_0(t) - \int_0^s e^{l(\rho)} d\rho, \]  \hspace{1cm} (31)

where \( l(s) \) is the function from Theorem 8.

The cartesian coordinates of the tip at time \( t \) are given by

\[
\begin{align*}
\frac{d}{dt}X_0(t) &= (De^{l(0)} - V_0) \sin \theta_0(t) - G \cos \theta_0(t) = (De^{l(0)} - V_0) \sin[\omega t + \theta_0(0)] - G \cos[\omega t + \theta_0(0)] \quad \text{and} \\
\frac{d}{dt}Y_0(t) &= \left(V_0 - De^{l(0)}\right) \cos \theta_0(t) - G \sin \theta_0(t) = \left(V_0 - De^{l(0)}\right) \cos[\omega t + \theta_0(0)] - G \sin[\omega t + \theta_0(0)],
\end{align*}
\]

(32)

where the initial condition \((X_0(0), Y_0(0))\) can be chosen arbitrarily. Then, the cartesian coordinates \((X(s, t), Y(s, t))\) of the position away from the tip at a distance “arclength \( s \)” at time \( t \) are

\[
\begin{align*}
X(s, t) &= \int_0^s \cos \theta(\xi, t) d\xi + X_0(t) = \int_0^s \cos[\omega t + \theta_0(0)] - \int_0^\xi e^{l(\rho)} d\rho d\xi + X_0(t) \\
Y(s, t) &= \int_0^s \sin \theta(\xi, t) d\xi + Y_0(t) = \int_0^s \sin[\omega t + \theta_0(0)] - \int_0^\xi e^{l(\rho)} d\rho d\xi + Y_0(t),
\end{align*}
\]

(33)

which is the same as (4.43) in [40, p. 45].

Now we explain how to determine the parameters \( D, V_0, \theta_0(0), l(0), G, \omega \) and then to draw the pictures of spiral waves in Theorem 8.

First, parameters \( D > 0, V_0 > 0, \theta_0(0) \) can be chosen arbitrarily.

In Theorem 8 (i), we choose \( l(0) \in (-\infty, \ln \frac{2V_0}{D}) \), \( i \in \{0, 1, 2, 3, \ldots\} \) first. Then we choose \( G \in [0, G_i(l(0))] \) (for example choose \( G = 0 \)). Finally, there is a unique \( \omega = \omega(G; i, l(0)) \in (0, \frac{2V_0}{D}) \) by Theorem 8 (i). Plug above parameters into (32) and (33) and then the corresponding spiral wave has the properties described in Theorem 8 (i).

For (ii), we choose \( l(0) \in [\ln \frac{2V_0}{D}, \infty) \), \( \omega = 0 \), and any \( G \). Plug above parameters into (32) and (33) and then the corresponding spiral wave has the properties described in Theorem 8 (ii).
For (iii), we first choose $G \in (-V_0, 0)$ and then $l(0) \in \left(\ln\left[\frac{V_0 - \sqrt{V_0^2 - G^2}}{B}\right], \ln\left[\frac{V_0 + \sqrt{V_0^2 - G^2}}{B}\right]\right)$ and any $i \in \{0, 1, 2, 3, \ldots\}$. Finally there is a unique $\omega(i, l(0); G) \in (0, \frac{2V_0}{B})$. Also, plugging above parameters into (32) and (33), the corresponding spiral wave then has the properties described in Theorem 8 (iii).

Acknowledgements C.-P.Lo thanks Mr. J.-C.Tsai and professors J.-S.Guo and S.-S.Lin for helpful suggestions.

References

[1] F. Alcantara and M. Monk, Signal propagation during aggregation in the slime mould Dictyostelium discoideum, J. of General Microbiology 85 (1974), pp. 321-334.

[2] P. Ashwin, I. Melbourne, and M. Nicol, Hypermeander of spirals: local bifurcations and statistical properties, Physica D 156 (2001), pp. 364-382.

[3] D. Barkley, Euclidean symmetry and the dynamics of rotating spiral waves, Phys. Rev. Lett. 72 no. 1 (1994), pp. 164-167.

[4] H. Brandstätter, M. Braune, I. Schebesch, and H. Engel, Experimental study of the dynamics of spiral pairs in light-sensitive Belousov-Zhabotinskii media using an open-gel reactor, Chem. Phys. Lett. 323 (2000), pp. 145-154.

[5] P. K. Brazhnik, Exact solutions for the kinematic model of autowaves in two-dimensional excitable media, Physica D 94 (1996), pp. 205-220.

[6] P. K. Brazhnik, A. V. Davydov, and A. S. Mikhailov, A kinematic approach to the description of autowave processes in active media, Teor. Mat. Fiz. 74 (1987), pp. 440-447 (English transl. in Theor. Math. Phys. 74(1988), no.3, pp. 300-306).

[7] P. K. Brazhnik, A. V. Davydov, V. S. Zykov, and A. S. Mikhailov, A twisted vortex in an excitable media, Radiophys. and Quantum Electronics 32(1989), no.3, pp.219-223.

[8] P. C. Bressloff, J. D. Cowan, M. Golubitsky, P. J. Thomas, and M. Wiener, Geometric visual hallucinations, Euclidean symmetry and the functional architecture of striate cortex, Phil. Trans. R. Soc. Lond. B 356 (2001), pp. 299-330.

[9] P. C. Bressloff, J. D. Cowan, M. Golubitsky, P. J. Thomas, and M. Wiener, What geometric visual hallucinations tell us about the visual cortex, Neural Comput. 14 (2002), pp. 473-491.
[10] M. P. Cox, G. Ertl, and R. Imbihl, Spatial self-organization of surface structure during an oscillating catalytic reaction, Phys. Rev. Lett. 54 (1985), pp. 1725-1728.

[11] V. A. Davydov, A. S. Mikhailov, and V. S. Zykov, Kinematical theory of autowave patterns in excitable media, in “Nonlinear waves in active media”, (editors: A. Crighton and Y. Engelbrecht), Springer, Berlin, 1989, pp. 38-51.

[12] G. Dupont, Theoretical insights into the mechanism of spiral Ca2+ wave initiation in Xenopus oocytes, Am. J. Physiol. 275 (1998), pp. 317-322.

[13] A. J. Durston, Dictyostelium discoideum aggregation fields as excitable media, J. Theor. Biol. 42 (1973), pp. 483-504.

[14] Y. E. Elkin, V. N. Biktashev, and A. V. Holden, On the movement of excitation wave breaks, Chaos, Solitons & Fractals vol. 9 no. 9 (1998), pp. 1597-1610.

[15] Y. E. Elkin, V. N. Biktashev, and A. V. Holden, Waves of constant shape and the structure of the “rotors boundary” in excitable media, Chaos, Solitons & Fractals vol. 14 (2002), pp. 385-395.

[16] R. J. Field and R. M. Noyes, Oscillations in chemicals systems. IV. Limit cycle behaviour in a model of a real chemical reaction, J. Chem. Phys. 60 (1974), pp. 1877-1884.

[17] P. C. Fife, Propagator-controller systems and chemical patterns, in “Non-equilibrium dynamics in chemical systems” (editors: C. Vidal and A. Pacault), Springer, New York, 1984, pp. 76-88.

[18] P. C. Fife, Understanding the patterns in the BZ reagent. Transport and propagation in nonlinear systems, J. Stat. Phys. 39 (1985), no. 5-6, pp. 687-703.

[19] P. C. Fife, Dynamics of internal layers and diffusive interfaces, CBMS-NSF Reg. Conf. Series in Appl. Math. 53 (1988).

[20] A. Garfinkel and Z. Qu, Nonlinear dynamics of excitation and propagation in cardiac muscle, in “Cardiac electrophysiology: from cell to bedside” (D. P. Zipes and J. Jalife editors), Saunders, Philadelphia, 1999, pp. 315-320.

[21] J. S. Guo, C. P. Lo, and J. C. Tsai, Structure of solutions for equations related to the motions of plane curves, appearing in Australia and New Zealand Indust. Appl. Math. J.

[22] P. S. Hagan, Spiral waves in reaction-diffusion equations, SIAM J. Appl. Math. 42 (1982), pp. 762-786.
CLASSIFICATION OF STEADILY ROTATING SPIRAL WAVES

[23] P. Hanusse, V. Pérez-Muñuzuri, and M. Gómez-Gesteira, Relaxation behavior and pattern formation in reaction-diffusion systems, in “New trends in pattern formation in active nonlinear media” (V. Pérez-Villar, V. Pérez-Muñuzuri, C. Pérez-García, V. I. Krinsky, editors), World Scientific Publishing, 1995, pp. 115-123.

[24] R. Ikota, N. Ishimura, and T. Yamaguchi, On the structure of steady solutions for the kinematic model of spiral waves in excitable media, Japan J. Indust. Appl. Math. 15 (1998), pp. 317-330.

[25] W. Jahnke, W. E. Skaggs, and A. T. Winfree, Chemical vortex dynamics in the Belousov-Zhabotinsky reaction and in the two-variable Oregonator model, J. Phys. Chem. 93 (1989), pp. 740-749.

[26] W. Jahnke and A. T. Winfree, A survey of spiral-wave behaviors in the Oregonator model, Int. J. Bifur. Chaos Appl. Sci. Engrg. 1 no. 2 (1991), pp. 445-446.

[27] A. Karma, Meandering transition in two-dimensional excitable media, Phys. Rev. Lett. 65 (1990), pp. 2824-2827.

[28] J. P. Keener, A geometrical theory for spiral waves in excitable media, SIAM J. Appl. Math. 46 no. 6 (1986), pp. 1039-1056.

[29] J. P. Keener, The core of the spiral, SIAM J. Appl. Math. 52 no. 5 (1992), pp. 1370-1390.

[30] J. Keener and J. Sneyd, Mathematical Physiology, in “Interdisciplinary Applied Mathematics 8” (J. E. Marsden, L. Sirovich, and S. Wiggins editors), Springer-Verlag, New York, 1998.

[31] J. Keener and J. J. Tyson, Spiral waves in the Belousov-Zhabotinsky reaction, Physica D 21 (1986), pp. 307-324.

[32] J. Keener and J. J. Tyson, Spiral waves in a model of myocardium, Physica D 29 (1987), pp. 215-222.

[33] E. F. Keller and L. A. Segel, Initiation of slime mold aggregation viewed as an instability, J. Theoret. Biol. 26 (1970), pp. 399-415.

[34] D. A. Kessler and R. Kupferman, Spirals in excitable media: the free-boundary limit with diffusion, Physica D 97 (1996), pp. 509-516.

[35] D. A. Kessler and H. Levine, Spiral selection as a free boundary problem, Physica D 49 (1991), pp. 90-97.

[36] D. A. Kessler, H. Levine, and W. N. Reynolds, Theory of the spiral core in excitable media, Physica D 70 (1994), pp. 115-139.
[37] O. U. Kheowan, C. K. Chan, V. S. Zykov, O. Rangsiman, and S. C. Müller, 
Spiral wave dynamics under feedback derived from a confined circular do-
main, Phys. Rev. E 64 (2001), pp. 035201-1-035201-4.

[38] K. Kuramoto, Instability and turbulence of wavefronts in reaction-diffusion 
systems, Prog. Theor. Phys. 63 no. 6 (1980), pp. 1885-1903.

[39] E. Lugosi, Analysis of meandering in Zykov kinetics, Physica D 40 (1989), 
pp. 331-337.

[40] E. Meron, Pattern formation in excitable media, Physics Reports (Review 
Section of Physics Letters) 218 (1992), pp. 1-61.

[41] E. Meron and P. Pelcé, Model for spiral wave formation in excitable media, 
Phys. Rev. Lett. 60 no. 18 (1988), pp. 1880-1883.

[42] H. Miike, Y. Mori, and T. Yamaguchi, Hiheikoukei no Kagaku III (Non-
Equilibrium Sciences III), Kodansya, Tokyo, 1997 (in Japanese).

[43] A. S. Mikhailov, Foundations of synergetics I: Distributed active systems, 
Springer-Verlag, 1990.

[44] A. S. Mikhailov, V. A. Davydov, and V. S. Zykov, Complex dynamics of 
spiral waves and motion of curves, Physica D 70 (1994), pp. 1-39.

[45] A. S. Mikhailov and V. S. Zykov, Kinematical theory of spiral waves in 
excitable media: Comparison with numerical simulations, Physica D 52 
(1991), pp. 379-397.

[46] G. K. Moe, W. C. Rheinboldt, and T. A. Abildskov, A computer model of 
atrial fibrillation, Am. Heart J. 67 (1964), pp. 200-220.

[47] S. C. Müller, T. Plesser, and B. Hess, The structure of the core of the 
spiral wave in the Belousov-Zhabotinskii reaction, Science 230 (1985), pp. 
661-663.

[48] S. C. Müller, T. Plesser, and B. Hess, Two-dimensional spectrophotomet-
try of spiral wave propagation in the Belousov-Zhabotinskii reaction, I. 
Experiments and digital data representations, Physica D 24 (1987), pp. 
71-86.

[49] S. C. Müller, T. Plesser, and B. Hess, Two-dimensional spectrophotomet-
try of spiral wave propagation in the Belousov-Zhabotinskii reaction, II. 
Geometric and kinematic patterns, Physica D 24 (1987), pp. 87-96.

[50] A. P. Muñuzuri, M. Gómez-Gesteira, V. Pérez-Muñuzuri, V. I. Krinsky, 
and V. Pérez-Villar, Mechanism of the electric field induced vortex drift in 
excitable media, Physical Review E 48 no. 5 (1993), pp. 3232-3235.
[51] A. P. Muñuzuri, V. Pérez-Muñuzuri, M. Gómez-Gesteira, V. I. Krinsky, and V. Pérez-Villar, Mechanism of parametric resonance of vortices in excitable media, in “New trends in pattern formation in active nonlinear media” (V. Pérez-Villar, V. Pérez-Muñuzuri, C. Pérez-García, V. I. Krinsky, editors), World Scientific Publishing, 1995, pp. 177-188.

[52] Z. Nagy-Ungvarai, S. C. Müller, J. J. Tyson and B. Hess, Experimental study of the chemical waves in the Ce-catalyzed Belousov-Zhabotinskii reaction II Concentration profiles, J. Phys. Chem. 93 (1989) , pp. 2760-2764.

[53] N. S. Nedialkov and K. R. Jackson, The design and implementation of an object-oriented validated ODE solver, Submitted to Advances of Computational Mathematics, 2002. Available at www.cs.toronto.edu/NA/reports.html.

[54] S. Nettesheim, A. von Oertzen, H. H. Rotermund, and G. Ertl, Reaction diffusion patterns in the catalytic CO-oxidation on Pt(110): Front propagation and spiral waves, J. Chem. Phys. 98 (1993), pp. 9977-9985.

[55] P. Pelcé and J. Sun, Wave front interaction in steadily rotating spirals, Physica D 48 (1991), pp. 353-366.

[56] P. Pelcé and J. Sun, On the stability of steadily rotating waves in the free boundary formulation, Physica D 63 (1993), pp. 273-281.

[57] A. M. Pertsov, A. V. Panfilov, and F. U. Medvedeva, Instability of autowaves in excitable media associated with the phenomenon of critical curvature, Biophysics 28 (1983), pp. 103-107.

[58] I. Peterson, Identifying chaos in heart quakes, Science News, Jan. 25, 1997.

[59] I. Peterson and C. Ezzell, Crazy rhythms, Science News, Sept. 5, 1992.

[60] T. Plesser, S. C. Müller, B. Hess, Spiral wave dynamics as a function of proton concentration in the ferroin-catalyzed Belousov-Zhabotinskii reaction, J. Phys. Chem. 94 (1990), pp. 7501-7507.

[61] B. J. Roth, Meandering of spiral waves in anisotropic cardiac tissue, Physica D 150 (2001), pp. 127-136.

[62] B. Sandstede, A. Scheel, and C. Wulff, Dynamics of spiral waves on unbounded domains using center-manifold reductions, J. Differential Equations 141 (1997), pp. 122-149.

[63] B. Sandstede, A. Scheel, and C. Wulff, Bifurcations and dynamics of spiral waves, J. Nonlinear Sci. 9 (1999), pp. 439-478.

[64] A. Scheel, Bifurcation to spiral waves in reaction-diffusion systems, SIAM J. Math. Anal. 29 no. 6 (1998), pp. 1399-1418.
CLASSIFICATION OF STEADILY ROTATING SPIRAL WAVES

[65] G. S. Skinner and H. L. Swinney, Periodic to quasiperiodic transition of chemical spiral rotation, Physica D 48 (1991), pp. 1-16.

[66] O. Steinbock, H. Hashimoto, and S. C. Müller, Quantitative analysis of periodic chemotaxis in aggregation patterns of Dictyostelium discoideum, Physica D 49 (1991), pp. 233-239.

[67] J. J. Tyson and P. C. Fife, Target patterns in a realistic model of the Belousov-Zhabotinskii reaction, J. Chem. Phys. 73 (1980), pp. 2224-2237.

[68] J. J. Tyson and J. P. Keener, Singular perturbation theory of traveling waves in excitable media (a review), Physica D 32 (1988), pp. 327-361.

[69] X. Wang, Qualitative behavior of solutions of chemotactic diffusion systems: effects of motility and chemotaxis and dynamics, SIAM J. Math. Anal. 31 no. 3 (2000), pp. 535-560.

[70] N. Wiener and A. Rosenblueth, The mathematical formulation of the problem of conduction of impulses in a network of connected excitable elements, specifically in cardiac muscle, Arch. Inst. Cardiol. Mexico 16 (1946), pp. 205-265.

[71] A. T. Winfree, Spiral waves of chemical activity, Science 175 (1972), pp. 634-686.

[72] A. T. Winfree, Rotating chemical reactions, Sci. Am. 230 (1974), pp. 82-95

[73] A. T. Winfree, When time breaks down, Princeton University Press, Princeton, 1987.

[74] A. T. Winfree, Varieties of spiral wave behavior: an experimentalist’s approach to the theory of excitable media, Chaos 1 (1991), pp. 303-334.

[75] H. Yamada and K. Nozaki, Dynamics of wave fronts in excitable media, Physica D 64 (1993), pp. 153-162.

[76] V. S. Zykov, Simulation of wave processes in excitable media, Manchester University Press, Manchester and New York, 1987.

[77] V. S. Zykov, O. U. Khewovan, O. Rangsiman, and S. C. Müller, Instabilities of the resonance attractor for spiral waves in an excitable medium, Phys. Rev. E 65 (2002), pp. 026206-1-026206-8.

[78] V. S. Zykov, A. S. Mikhailov, and S. C. Müller, Wave instabilities in excitable media with fast inhibitor diffusion, Phys. Rev. Lett. 81 no. 13 (1998), pp. 2811-2814.