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Abstract: This study aims to compare the performances of the artificial neural network, decision trees and discriminant analysis methods to classify student achievement. The study uses multilayer perceptron model to form the artificial neural network model, chi-square automatic interaction detection (CHAID) algorithm to apply the decision trees method and linear discriminant analysis. The performance of each method has been investigated in different sample sizes when classifying into different numbered subgroups. The study has revealed that the artificial neural network has the best performance in large, medium and small sample sizes when classifying into six, three and two subgroups. In the very small sample size, which has homogeneous variance-covariance matrices, the discriminant analysis performs the best, while in the very small sample size, which does not have homogeneous variance-covariance matrices, it is the discriminant analysis which performs the best when classifying into six subgroups and the artificial neural network performs the best when classifying into two and three subgroups. Considering the performances of the methods with respect to sample size, it can be concluded that as the sample size gets smaller, the performance of the decision trees method gets worse, whereas the performance of the discriminant analysis method improves. No correlation of this kind has been found with regard to the artificial network method.

1. INTRODUCTION

One of the aims of the studies in the field of educational sciences is to determine the current characteristics of students and draw a road map for their development based on these characteristics. To this end, curriculum specialists try to prepare qualified curricula, education managers try to maintain order and control in the implementation of these, and educational psychologists or guidance experts try to provide guidance and counseling services where students need them. This system, which targets the development of the students, works implicitly. In order for the system to operate efficiently and for the outputs obtained at the end of the process to be interpreted reliably, the most necessary component is measurement and evaluation. After the curricula are developed, implemented and provided with guidance, it is of
great importance to measure and evaluate the achievement of individuals accurately for the improvement the individual, society and the future of the country.

Following a valid and reliable assessment and evaluation of students, it is ensured that individuals who are qualified and who have the required characteristics are selected and placed in the areas required by the country with an appropriate classification. From this point of view, it can be said that the main purpose of measurement and evaluation studies conducted in education is to analyze whether students have the characteristics related to the subject being measured and to determine their achievement accurately. The answers given by students to the questions prepared for the purpose of measurement lead them to fall into one of the classification groups such as “passed/failed, adequate/inadequate, incomplete/complete, low/medium/high, bad/medium/good/very good”. These classifications, which form the basis of the positions which students will have in the future, are seen in all the examinations at national and international level. Today, the High-School Entrance Examination (LGS) classifies students by their performance in placing them in different types of schools in the transition from basic education to secondary education. Similarly, the Higher Education Foundations Examination (YKS) classifies students by their performance in placing them in different education programs in the transition from secondary education to higher education. Also, in examinations such as Language Proficiency Test administered in Turkey (YDS) at the national level and Test of English as a Foreign Language (TOEFL) at the international level conducted for the purpose of assessing language proficiency, student achievements are classified by the performance at certain levels.

There are different variables that affect classification in the studies conducted on the achievement classification of students. These variables, which affect the achievement of students, can be made up of very different data that can be further increased such as students' anxiety about the lessons, attitudes towards the school, feelings of belonging to the school, motivation towards the course, interest in the course, self-efficacy of the course, the influence of the teacher, classroom atmosphere, educational opportunities at home, socioeconomic values, income levels, ages, the number of siblings, time management skills, and academic self-confidence. These data about students are important predictors of their achievement classification (Arslantaş, Özkan, & Külekçi, 2012; İbrahim & Rusli, 2007; Keser & Sarıbay, 2007; Tosun, 2007).

In recent years, predictive studies conducted for the purpose of determining student achievement and the factors that affect this achievement have increased considerably (Altun & Yazıcı, 2013; Anıl, 2008, 2009, 2011; Arslantaş et al., 2012; Çiftçi & Çağlar, 2014; Doğan, 2009; Erdil, 2010; Gelbal, 2008; Özèr & Anıl, 2011; Sadi, Uyar, & Yağcı, 2014; Şahin, 2011). Determining the effect size of the factors that are related to the shaping of achievement will also guide which points should be focused on the development and higher achievement. This requires careful selection of the methods used in studies conducted for this purpose and thus ensuring the most accurate prediction and classification. However, it is difficult to classify in groups whose characteristics are similar.

Different applications have been developed in the literature for the purpose of predicting student achievement and classifying accordingly. Each model used in classification applications has its own unique algorithm. Determining the performance of these algorithms in changing conditions will make studies more efficient and increase classification achievement in studies. Comparative evaluation of the algorithms is of great importance in terms of revealing which algorithm is successful in which situations and increasing classification performances (Kuyucu, 2012). When the literature is examined, researchers generally use regression-based methods such as different regression analysis and DA and structural equation modeling in predicting and classifying student achievement and the factors affecting this achievement (Altun & Yazıcı, 2013; Anıl, 2008, 2009, 2011; Arslantaş et al., 2012; Çiftçi & Çağlar, 2014; Doğan, 2009; Erdil, 2010; Gelbal, 2008; Özèr & Anıl, 2011; Sadi, Uyar, & Yağcı, 2014; Şahin, 2011).
Apart from these methods, there are artificial neural networks (ANNs) that form the experience of their information processes with the information they receive from the samples given. ANNs have the ability to produce solutions to many problems by making the same decisions in the face of similar issues (Haykin, 1994; Öztémel, 2012). Compared to traditional approaches, ANNs offer more exciting alternatives (Jain, Mao, & Mohiuddin, 1996). Although numerous studies have been conducted with ANNs applications in different fields such as business, statistics, mathematics, biostatistics, economics, medicine, banking, engineering, tourism, agriculture and insurance (Bayru, 2007; Burmaoğlu, 2009; Çuhadar, 2006; Kayıkcı, 2014; Kibar, 2015; Kocadağlı, 2012; Köktör, 2012; Sabancı, 2013; Şirvan, 2010; Tolon, 2007; Torun, 2007; Yüksel, 2007), studies conducted in the field of education are limited. ANNs applications do not require any statistical assumption and they also achieve successful results with incomplete data. They even produce successful results in situations when the data is defective or multidimensional, nonlinear or has a high probability of error (Çırak, 2012; Öztémel, 2012; Tepehan, 2011). These features make the application superior to regression-based methods and stand out as important advantages that can be preferred in research.

Another classification model, which is frequently used especially in science, has easy installation and interpretation, adapts easily to databases, does not require the assumptions of parametric regression techniques to be met, has high reliability and is therefore commonly preferred, is the decision trees (DTs) method (Chang & Wang, 2006; Pehlivan, 2006). In DTs, the aim is the creation of homogeneous sub-sets of data about the dependent variable as much as possible (Kuyucu, 2012). The DTs method is a classification technique “which does not require the meeting of the assumptions of parametric regression techniques and which can establish the relationships between the dependent variable(s) and independent variables in its space without interfering in the values in the data set” (Chang & Wang, 2006; Yamauchi et al., 2001 as cited in Kayri & Günnüç, 2010, p. 2472). In addition, the DTs method’s visualization of the independent variables affecting the predicted variable in the form of trees by their levels of significance makes DTs more impressive than traditional regression methods (Hebert et al., 2006 as cited in Kayri & Boysan, 2008).

One of the traditional statistical methods used in classification and prediction studies is the discriminant analysis (DA) method. The DA, which serves the purpose of building models to predict membership to any group in studies, is a statistical method with strong foundations if their assumptions are met (Çöklik, Şekercioğlu, & Büyüköztürk, 2012; Johnson & Wichern, 1992; Kachigan, 1991). This decision or classification rule is commonly based on the maximum likelihood principle, where each observation is assigned to the group in which it has the greatest likelihood of occurrence (Huberty, 1994). The DA, which is one of the multivariate analysis methods, has been used in many studies in the literature (Atar, 2012; Avçıl & Yakut, 2015; Bektas, 2012; Ceylan, 2009; Çakmak & Kara, 2011; Çankaya et al., 2009; Demircioğlu et al., 2004; Güzel & Keleçoğlu, 2006; Oğuzlar, 2006; Öztürk, Coşkun, & Dirsehan, 2012; Serinkan & Bardakçı, 2007).

In the literature, there are different studies on binary comparison of the ANNs and DTs methods with the regression-based methods (Burmaoğlu, 2009; Çölkesen, 2009; Köktör, 2012; Torun, 2007; Tosun, 2007). Studies conducted with ANNs applications can be exemplified as the comparison of the logistic regression analysis with the ANNs (Benli, 2005; Burmaoğlu, 2009; Güneri & Apaydın, 2004; Kurt & Türe, 2005; Naik & Raghoman, 2004; Ocakoğlu, 2006), the comparison of the DA with the ANNs (Burmaoğlu, 2009) and the comparison of the multivariate regression analysis with the ANNs (Baş, 2006; Brown, 2007; Thigpen, 2000; Yüksel, 2007).
Studies conducted with the DTs method can be exemplified as the comparison of the logistic regression analysis with the DTs (Kuyucu, 2012; Zurada & Lonial, 2005) and the comparison of the ANNs applications with the DTs (Kuyucu, 2012; Tosun, 2007).

However, among the methods of data mining, these methods, which do not have the problem of assumption, which can be easily interpreted and which can easily integrate into database systems, are not used much in the field of educational sciences and a few studies conducted are in the form of binary method comparison. It is considered that the use of these methods in different applications in the field of educational sciences with traditional methods will be useful for researchers. Also, each of the classification methods developed can give different results under different conditions. From this point of view, the main aim of the study is the comparative examination of the classification of performances of the DA method, which is one of the traditional statistical methods, with the methods of ANNs and DTs. In addition to this main aim, when it is considered that both examinations which are conducted for the purpose of measuring cognitive characteristics and groups in which scales used for the purpose of measuring affective characteristics are administered have different sample sizes and that studies of classification are conducted in different subgroup numbers, it is believed that the examination of the performances all the three methods will produce in different sample sizes and in classifying different subgroup numbers will also be useful. Therefore, different sample sizes and different subgroup numbers have been added to the study and the main problem of the study have been determined as “Do the ANNs, the DTs and the DA performances differ in large (126,126), medium (6,186), small (603) and very small samples (102) in classifying student achievements into 6, 3 and 2 subgroups?”

It is thought that comparing these three methods with each other in the research will expand the results of existing studies and contribute to rich discussions on the subject. Also, results to be obtained from the study will form a significant model in that the three methods can be used in different applications in the field of educational sciences. The classifications to be made will be in different sample sizes and on 6, 3 and 2 subgroups separately. This is also significant in terms of revealing which method gives successful results as the number of groups and sample size of the study change.

In this section of the study, the methods used in the comparison are briefly mentioned.

1.1. The Artificial Neural Networks (ANNs)

The ANNs, which were developed based on the characteristics of the working system of the human brain, is a simulation of the biological nervous system. Considering the known structure of the biological nervous system, the ANNs, which consist of intense connections of simple computational elements in order to achieve high performance, can be defined as the generalization of a mathematical model of human perception and biological nerves (Akpinar, 2014, p. 239; Fausett, 1993 as cited in Yakut, 2012, p. 52). Considering that there are approximately ten billion nerve cells and sixty trillion connections in the human brain (Garson, 1998, p. 25), the brain can be regarded as a flawless computer running very fast (Munakata, 2008, p. 7). While Haykin (1999) describes the ANNs as “a parallel distributed processor consisting of simple units with a natural tendency to store information”, Zurada (1992) describes the ANNs as systems with physical cells that receive, store and use information” (Sağıroğlu, Beşdok, & Erler, 2003, p. 25).

The ANNs have many features such as “non-linearity, learning, parallelism, adaptability, generalization, working with missing data, tolerance of error, retention of information, pattern recognition” which are effective in starting to use them widely in different fields (Bayru, 2007; Burmaoğlu, 2009; Dikmen, 2001; Haykin, 1994; Kayıkçı, 2014; Köktürk, 2012; Öçtemel, 2012; Seven, 1993; Simpson, 1990; Tosun, 2007; Yüksek, 2007).
The ANNs, formed by artificial neural cells coming together, is generally composed of three layers (Demiryürek, 2009; Elmas, 2003; Öztemel, 2012; Tolon, 2007, Tosun, 2007; Yurtoğlu, 2005):

- The input layer has at least one artificial nerve cell and transmits information from the outside world to the intermediate layer.
- The intermediate layers, process the information from the input layer and send it to the output layer. There can be more than one intermediate layer in a network. The hidden layer of the ANNs is called a black box due to the fact that what is happening in this layer cannot be fully explained.
- The output layer has at least one artificial nerve cell and processes the information from the intermediate layer, creates the output that the network must produce for the input set presented from the input layer. The output produced is sent to the outside world.

Learning in ANNs is the development of problem-solving ability by assimilating past experiences (Tosun, 2007, p. 41). The basis of learning, defined as the process of improving behavior through the discovery of new knowledge over time, is the process of experience (Simon, 1983 as cited in Öztemel, 2012). This process is accomplished by learning rules that modify or adjust the connection weights of the network depending on the input examples and preferably the outputs of these inputs (Durmuş, 2008, p. 44). In the learning process, it is accepted that the relationship between the inputs and outputs of each example represents the general aspect of the event from different perspectives and thus it is thought that the event is learned from different perspectives with different examples. Only examples are shown to the computer in the learning process and no other prior information is given (Öztemel, 2012).

1.2. The Decision Trees (DTs)

The DTs, which are used to classify data with the values it has by different characteristics, is a method used to divide a data set into small groups over certain decision steps and make the elements that come together in groups more similar to each other after each division process (Berry & Linoff, 2004; Sun & Hui, 2008).

The DTs consist of roots, branches and leaves in the form of a natural tree. In the DTs with a structure similar to a flowchart, each of the attributes is represented by a node. The last structure in the tree is called “leaf”, the top structure is called “root” and the structures between them are called “branches” (Akpinar, 2014; Quinlan, 1993 as cited in Özkan, 2013, p. 53). In the DTs application, many questions are asked about the data and the results are trying to be reached based on the answers received. DTs are derived from top-down, general-specific data, starting from the root node (Oğuzlar, 2004). The basic logic in this process is based on the division of the relevant group into two more homogeneous subgroups at each stage. Decision rules are formed based on the answers received during the question and answer process and the classification process starting from the root node continues until nodes or leaves without branches are found, in other words, until a statistically significant difference is reached (Köktürk, 2012; Thomas, 2000).

There are “decision nodes” in the DTs indicating the test used for classification. The decision nodes perform the tests and branch successfully. Each branch of the tree is a candidate for completing the classification process and a decision node is formed when the classification process does not take place. If a class has been reached, at the end of that branch there is a leaf, one of the classes to be determined on the data. These processes start from the top root node and continue until the lowest leaves are reached (Özekes, 2003).

The DTs application operates in an order with a two-tiered structure, the first step is “learning” and the second step is “classifying”. A previously known training data in the learning step is analyzed by the classification algorithm in order to form a model. The model learned is shown
as classification rules or DTs. In the classification step, the test data is used to determine the accuracy of the classification rules or the DTs. If the accuracy obtained as a result of the analysis is at an acceptable rate, the rules are used to classify the new data. This acceptability ratio is obtained by comparing the known class and the estimated class (Argüden & Erşahin, 2008; Kırán, 2010; Köktör, 2012; Özekes, 2003; Silahtaroğlu, 2013).

When the DTs algorithms are used for classification, they are generally called classification trees and when they are used for regression purposes, they are called regression trees (Rokach & Maimon, 2008). In order for the DTs algorithms to be applied to a problem, events and objects must be expressed with certain property values and there must be distinctive properties that affect the determination of classes (Altıntaş, 2010).

### 1.3. The Discriminant Analysis (DA)

The concept of discriminant was first used by James Joseph Sylvester in 1851 (Akpınar, 2014, p. 189). As a statistical method, while the DA, which was first introduced by Fisher (1936), could initially ensure the division of only two groups, today with its increasing computational power, it ensures the division of data series into more categories (Albayrak, 2006; Akpınar, 2014, p. 189).

The DA, which is one of the multivariate analysis methods, is a method that ensures the division of the variables in the X data set into two or more real groups and that derives discrimination functions that enable the optimal assignment of the units to the real groups in the natural environment by considering the p feature to be examined (Özdamar, 2010). The DA (Çokluk et al., 2012), which is used in the models created to predict membership to any group in studies, is used when it is desired to subdivide the p units with known features into subcategories by their characteristics.

What is aimed at the DA is to determine one or more functions consisting of a linear combination of variables that maximize the differences between individuals in groups (Çakmak, 1992). By means of the DA, which has basically two purposes, first, functions that separate the groups from each other are found, and then, through the functions found, it is ensured that a newly observed unit is assigned to one of the groups in such a way that the classification error is minimum (Güzeller & Kelecioğlu, 2006). Due to these two functions of the DA, it has been considered appropriate by some authors to be named differently. For example, if the DA is applied to determine a discrimination function, it refers to as the Descriptive DA, and if it is applied for classification purposes, it refers to the Predictive DA (Özdamar, 2010). The descriptive DA identifies discrimination functions and through these functions, it enables us to determine the discriminating variables which reveal the difference between the groups the most. The predictive DA allows predicting which group a unit whose group is unknown will be included in (Grimm & Yarnold, 1995; Tatlıdil, 1996; Özdamar, 2002 as cited in Güzeller & Kelecioğlu, 2006). The DA, which is the process of revealing the differences between two or more groups by means of discrimination variables, is a broad concept that covers several closely related statistical approaches (Klecka, 1980). The DA has many assumptions such as normal distribution, sample size, variable selection, homogeneity of variance-covariance matrices, extreme values and multiple connections that affect the performance of the discrimination performance.

### 2. METHOD

This section includes the type of research, the study group, the data collection instruments, data collection process and data analysis.

#### 2.1. The Type of the Research

This research, in which the data obtained from PISA 2012 application is used, is a field research
in terms of taking it from real life and daily life and not being artificial due to any intervention in the research (Kaptan, 1995); it is a cross-sectional study in terms of examining the event, which is the subject of the research for a specific time unit only (Büyüköztürk et al., 2008) and it is descriptive research because an existing event or situation is defined as it is (Karasar, 2014).

2.2. Study Group

The number of the subgroups to be classified and the sample sizes were determined in a way that they were interconnected by taking into account the main problem and sub-problems of the research. The achievement levels determined by PISA were utilized in the formation of classification groups and the samples were selected in a way that they fit the classification into 6, 3 and 2 subgroups;

- The classification for the 6 subgroups was made as Level 1 / Level 2 / Level 3 / Level 4 / Level 5 / Level 6. Each achievement level included in the PISA classification constituted a group.
- The classification for the 3 subgroups was made as Lower Level / Medium Level / Upper Level. The Sub-Level Group consists of the students in Level 1 and Level 2 in PISA. The Intermediate Group consists of the students in Level 3 and Level 4 in PISA. The Top-Level Group consists of the students in Level 5 and Level 6 of PISA.
- The classification for 2 subgroups was made as Lower Level / Upper Level. The Sub-Level Group consists of the students in Level 1, Level 2 and Level 3 in PISA. The Top-Level Group consists of the students in Level 4, Level 5 and Level 6 in PISA.

The population of the study consists of 15-year-old students studying in all the countries participating in PISA 2012 Mathematics practice. There is a sample of 485,490 students from all the countries participating in this practice. The distribution of the students in the sample by their achievement levels is given in Table 1.

**Table 1. The distribution of all the students participating in PISA 2012 by their achievement levels**

| Level               | f     | %     |
|---------------------|-------|-------|
| Less than Level 1   | 69,691| 14.4  |
| Level 1             | 91,369| 18.8  |
| Level 2             | 109,383| 22.5  |
| Level 3             | 99,016| 20.4  |
| Level 4             | 67,520| 13.9  |
| Level 5             | 34,652| 7.1   |
| Level 6             | 13,859| 2.9   |
| **Total**           | **485,490**| **100.0**|

However, by taking into account the independent/predictive variables used for classification purposes, the students with missing data were excluded from the study and the number of the students constituting the largest sample was determined as 126,126. In addition, in order to form 6, 3 and 2 subgroups, the students below the first level were not included in the research. The distribution of the students representing the large sample by their achievement level is given in Table 2.
Table 2. The distribution of 126,126 people by their achievement levels

| 6 Subgroups | f   | %   |
|-------------|-----|-----|
| Level 1     | 26,292 | 20.8 |
| Level 2     | 32,893 | 26.1 |
| Level 3     | 30,424 | 24.1 |
| Level 4     | 20,917 | 16.6 |
| Level 5     | 11,105 | 8.8  |
| Level 6     | 4,495  | 3.6  |
| Total       | 126,126 | 100.0 |

As can be seen in Table 2, the largest sample was selected as 126,126 people for comparison on different sample sizes. In addition, 6,186 medium-sized, 603 small-sized and very small samples of 102 for each where homogeneity was and was not ensured in variance-covariance matrices were prepared.

The systematic sampling method was utilized in the preparation of large, medium and small samples. All the students were ranked from the lowest achievement level to the highest achievement level before making the selection. Following the ranking, a study was conducted in a way that there were 1,000 students at each achievement level and a sample of 6,186 people was first formed. This sample is given in Table 3.

Table 3. The creation of 6,186 sample and distribution by achievement levels

| 6 Subgroups | f   | %   | Systematic sampling |
|-------------|-----|-----|---------------------|
| Level 1     | 1,012 | 16.4 | Starting from the 1st person, one person in every 26th person |
| Level 2     | 1,028 | 16.6 | Starting from the 1st person, one person in every 32th person |
| Level 3     | 1,015 | 16.4 | Starting from the 1st person, one person in every 30th person |
| Level 4     | 997   | 16.1 | Starting from the 1st person, one person in every 21th person |
| Level 5     | 1,010 | 16.3 | Starting from the 1st person, one person in every 11th person |
| Level 6     | 1,124 | 18.2 | Starting from the 1st person, one person in every 4th person |
| Total       | 6,186 | 100.0 | |

Following the ranking, a study was conducted in a way that there were 100 students at each achievement level and a small sample of 603 people was formed. This sample is given in Table 4.

Table 4. The creation of 603 sample and distribution by achievement levels

| 6 Subgroups | f   | %   | Systematic sampling |
|-------------|-----|-----|---------------------|
| Level 1     | 100  | 16.6 | Starting from the 1st person, one person in every 262th person |
| Level 2     | 100  | 16.6 | Starting from the 1st person, one person in every 328th person |
| Level 3     | 101  | 16.7 | Starting from the 1st person, one person in every 304th person |
| Level 4     | 101  | 16.7 | Starting from the 1st person, one person in every 209th person |
| Level 5     | 101  | 16.7 | Starting from the 1st person, one person in every 111th person |
| Level 6     | 100  | 16.6 | Starting from the 1st person, one person in every 45th person |
| Total       | 603  | 100.0 | |

Apart from these samples, in order to see the effect of homogeneity on the performances of the methods in variance-covariance matrices, two very small samples of 102 people where homogeneity was ensured and was not ensured in variance-covariance matrices were prepared. These samples are also given in Table 5 and Table 6.
Table 5. The formation of very small and homogeneous sample (102 persons) in variance-covariance matrices and distribution by achievement levels

| 6 Subgroups | f  | %     | Purposive sampling |
|-------------|----|-------|--------------------|
| Level 1     | 100| 16.7  | 17 people          |
| Level 2     | 100| 16.7  | 17 people          |
| Level 3     | 101| 16.7  | 17 people          |
| Level 4     | 101| 16.7  | 17 people          |
| Level 5     | 101| 16.7  | 17 people          |
| Level 6     | 100| 16.7  | 17 people          |
| Total       | 603| 100.0 |                    |

Table 6. The formation of very small and homogeneous sample (102 persons) in variance-covariance matrices and distribution by achievement levels

| 6 Subgroups | f  | %     | Purposive sampling |
|-------------|----|-------|--------------------|
| Level 1     | 100| 16.7  | 17 people          |
| Level 2     | 100| 16.7  | 17 people          |
| Level 3     | 101| 16.7  | 17 people          |
| Level 4     | 101| 16.7  | 17 people          |
| Level 5     | 101| 16.7  | 17 people          |
| Level 6     | 100| 16.7  | 17 people          |
| Total       | 603| 100.0 |                    |

The sizes and distribution of the samples formed by the classification groups after the selections are given in Table 7.

Table 7. All the sample sizes and distribution by classification groups

| 6 Subgroups | f  | %     | 3 Subgroups | f  | %     | 2 Subgroups | f  | %     |
|-------------|----|-------|-------------|----|-------|-------------|----|-------|
| Level 1     | 26,292 | 20.8 | Low level   | 59,185 | 46.9 | Low level   | 89,609 | 71.0  |
| Level 2     | 32,893 | 26.1 | Medium level| 51,341 | 40.7 | Medium level| 36,517 | 29.0  |
| Level 3     | 30,424 | 24.1 | Top level   | 15,600 | 12.4 | Top level   | 4,495  | 3.6   |
| Level 4     | 20,917 | 16.6 |
| Level 5     | 11,105 | 8.8  |
| Level 6     | 4,495  | 3.6  |
| Total       | 126,126|      |

| 6 Subgroups | f  | %     | 3 Subgroups | f  | %     | 2 Subgroups | f  | %     |
|-------------|----|-------|-------------|----|-------|-------------|----|-------|
| Level 1     | 1,012 | 16.4 | Low level   | 2,040 | 33.0 | Low level   | 3,055 | 49.4  |
| Level 2     | 1,028 | 16.6 | Medium level| 2,012 | 32.5 | Medium level| 1,015  | 16.4  |
| Level 3     | 1,015 | 16.4 |
| Level 4     | 997   | 16.1 |
| Level 5     | 1,010 | 16.3 | Top level   | 2,134 | 34.5 | Top level   | 1,124  | 18.2  |
| Level 6     | 1,124 | 18.2 |
| Total       | 61,860|      |

| 6 Subgroups | f  | %     | 3 Subgroups | f  | %     | 2 Subgroups | f  | %     |
|-------------|----|-------|-------------|----|-------|-------------|----|-------|
| Level 1     | 100  | 16.6  | Low level   | 200  | 33.2 | Low level   | 301   | 49.9  |
| Level 2     | 100  | 16.6  |
| Level 3     | 101  | 16.7  | Medium level| 202  | 33.5 | Medium level| 401   | 16.7  |
| Level 4     | 101  | 16.7  |
| Level 5     | 101  | 16.7  | Top level   | 201  | 33.3 | Top level   | 100   | 16.6  |
| Level 6     | 100  | 16.6  |
| Total       | 603  |       |             |     |       |             |     |       |
2.3. The processing and analysis of the data

In the study, the multilayer perceptron model was used in the creation of the ANNs model, the CHAID algorithm and the linear DA, which is one of the DA types, were used in the application of the DTs method. The dependent variable included in the models consists of 6, 3 and 2 subgroups made up of the students’ achievement levels and the independent variables consist of 17 variables used in the classification.

In the selection of an activation function in the ANNs analyses, the hyperbolic tangent function was applied to the cells in the hidden layer and the Softmax function was applied to the cells in the output layer. 70% of the data set in the analyses was chosen as the sample used in education and 30% was selected as the sample used in the test. Since the ANNs determined a different 70% of the data set as the training set and a different 30% as the test set, 50 different experimental analyses were performed. As a result of the 50 different analyses, the performance of the method was revealed by selecting the highest classification percentage obtained by the method.

The SPSS program was used in all the analyses. Before proceeding with the analysis of the data used within the scope of the research, some arrangements were made for the sub-problems of the research. With the arrangements made, it was tried to meet these assumptions of the DA, which has different assumptions. The variables which do not have missing data within the data, which do not have a distribution closest to normal, which do not have extreme values, whose variance-covariance matrices are homogeneous and which do not have multiple connections were tried to be selected. The examinations are presented respectively.

- Missing data

Firstly, independent/predictive variables that are thought to be used in the study were examined and the data of the students who did not have missing data in these variables were included in the study. Since the comparison was made according to the sample sizes in the research, the number of data was requested to be large enough. At this point, 17 variables with the best data were determined. In the PISA sample of 485,490 students, the data of the students with missing data in the variables included in the study were cleared and a total of 126,126 students remained.

- Sample size

The sample size assumption was met in all the subgroups to be classified. Each subgroup included students at least as many as the number of the independent variables. The size of the subgroups in the samples created and their distribution by the classification groups are given in Table 7.
• Normal distribution
When the kurtosis and skewness values of the variables in the study are examined, it can be said that the distributions are close to normal. However, the significance of skewness and kurtosis values is evaluated by dividing by their standard errors. When the values were divided by their standard errors, it was observed that the results obtained were significant and some of the variables did not have a normal distribution in different samples. Considering the state of the variables in all the sample sizes, it was observed that as the sample size decreased, the skewness and kurtosis of the distributions approached the normal distribution; however, the normal distribution assumption was not fully met.

• Variable Selection
The selection of excessive and unnecessary variables was avoided and 17 variables to be used in classification were determined. In the selection of the variables, the variables which do not have missing data, which are closest to the normal distribution, which do not have extreme values and which do not have multiple connections were selected. The dependent and independent variables used in the research are given in Table 8.

| The dependent variables | The independent variables |
|-------------------------|---------------------------|
| Math anxiety            | Math anxiety              |
| Attitudes towards school: Learning outcomes | Attitudes towards school: Learning activities |
| Attitude towards school: Learning activities | Sense of belonging to school |
| Sense of belonging to school | Math teacher's classroom management |
| Math teacher's classroom management | Cognitive activities in mathematics |
| Class climate | Mathematics interest |
| Cognitive activities in mathematics | Math behavior |
| Class climate | Mathematics self-efficacy |
| Mathematics interest | Mathematical intention |
| Math behavior | Math teacher support |
| Mathematical intention | Openness to problem solving |
| Math teacher support | Self-perception of mathematics |
| Openness to problem solving | Teacher Student Relations |

• The homogeneity of variance-covariance matrices
The homogeneity of variance-covariance matrices was tested for each sample size. Comments were made depending on whether the samples met this assumption.

• Extreme values
Whether there are extreme values in the data set was examined and all the values belonging to the variables were converted to standard values. When the sample size is 100 or less, if the z-score of any observation is not in the range of (-3, +3) and when the sample size is more than 100, if the z-score of any observation is not in the range of (-4, +4), the observation is the extreme value (Mertler & Vannatta, 2005 as cited in Çokluk et al., 2012). As a result of the examinations carried out, it was determined that there were no extreme values. This assumption was met.
Multicollinearity

Multicollinearity is a problem arising in case that there are very high correlations between variables. The inclusion of variables with multicollinearity in analyses increases errors and weakens the analysis. A correlation of 0.90 and over between two variables indicates that there is multicollinearity (Çokluk et al., 2012). When correlations between variables were examined in different sample sizes, while it was determined that there was no multicollinearity in a large, medium and small sample and in a very small sample which was homogenized, multicollinearity between variables was found in a very small sample which was unhomogenized. An examination of correlation coefficients with two variables is not enough to determine the problem of multicollinearity because the problem is not just that the correlation between two variables is high, but that an independent variable has a high degree of correlation with all the other independent variables. For this reason, different examinations were made to determine the multicollinearity status, and tolerance, VIF and CI statistics (Tabachnick & Fidell, 2007).

The variables do not have multicollinearity in a large, medium and small sample and in a very small sample where homogeneity was ensured in variance-covariance matrices. In addition, while it was established that in a very small sample where homogeneity was not ensured in variance-covariance matrices, the tolerance values belonging to the variables “sense of belonging to school, mathematics motivation, mathematics interest, mathematics teacher’s support and teacher-student relationship” were smaller than 0.10 and that the VIF values were higher than 10, it was observed that the CI values were within normal limits.

As a result of the examinations conducted, the independent/predictive variables which are in Table 8 were used. The reasons for the selection of these variables for classification and prediction in the research can be summarized as follows:

1. There is no missing data in variables.
2. They are the variables that have the closest level to the normal distribution even though they can not meet the assumption of normal distribution.
3. The variables do not have extreme values.
4. There is no problem with multiple connections between variables except for a very small sample where homogeneity was not ensured in variance-covariance matrices.
5. The comparisons have been made by creating separate samples in which the assumption of the homogeneity of variance-covariance matrices has been met and has not been met.
6. In addition, these variables are the ones which are frequently used in studies aimed at predicting student achievement in the literature (Altun & Yazıcı, 2013; Anl, 2008, 2009, 2011; Arslantaş et al., 2012; Çifçi & Çağlar, 2014; Erayman, 2004; Ercan et al., 2005; Erdil, 2010; Gelbal, 2008; Kaysılı, 2008; Keser & Sarbay, 2007; Özabacı & Acat, 2005; Özer & Anl, 2011; Sadi et al., 2014; Şahin, 2011).

3. RESULTS

The results of the methods’ classification performance of student achievements into 6, 3 and 2 subgroups in the large, medium, small and very small sample sizes are given in Figure 1, Figure 2 and Figure 3.
When the findings obtained are examined, the most successful method for making the classification into 6 subgroups is the ANNs in large, medium and small sample sizes. While the second-best method is the DTs in the large sample, the DA is the second-best method in the medium and small samples. While the DA is the most successful method for classifying 6 subgroups in the very small sample size where homogeneity was ensured and was not ensured in variance-covariance matrices; the second-best method is the ANNs.

As the sample size changes in classification into 6 subgroups, different findings regarding the performance of the ANNs have been obtained. While the performance averages of 50 different trial analyses conducted for the purpose of determining the best performance of the ANNs indicate that the best performance average is 39.9% and in 50 different trial analyses, the highest classification performance was achieved with 55.0% in the very small sample size where homogeneity was ensured in variance-covariance matrices. While this performance was followed by the small sample with an average performance of 38.4%; the second-highest performance was obtained in the very small sample size which homogeneity was not ensured in variance-covariance matrices. While the third-best average performance was obtained in the large sample, the third-highest performance was observed in the small sample. While the fourth-best average performance was obtained in the medium-sized sample, the fourth-highest performance was again observed in the medium-sized sample. It was observed that the lowest average performance was in the very small sample size where homogeneity was not ensured in variance-covariance matrices and that the lowest performance was in the large sample. These findings suggest that increasing the number of trials for the purpose of achieving the best performance in applications to be made with the ANNs in the classification of 6 subgroups will increase the opportunity to achieve the best performance. At the same time, ensuring the homogeneity of variance-covariance matrices increases the performance of the ANNs classification into 6 subgroups.

The DTs showed the highest performance in the classification of 6 subgroups in the medium-sized sample, while the performance of the DTs in the large sample was approximately 0.9%
lower than that in the medium-sized sample, this loss was further increased in small and very small samples. While the classification performance was 35.4% in the medium-sized sample where the method achieved the highest performance, the performance of the method decreased to 16.7%, especially in the very small sample size where homogeneity was not ensured in variance-covariance matrices. In addition, although the DTs method lost performance when the sample size decreased, if homogeneity was ensured in variance-covariance matrices, it showed higher performance in the very small sample than the very small sample where homogeneity was not ensured in variance-covariance matrices.

The DA is very sensitive to the homogeneity of variance-covariance matrices. The high performance of the DA in the very small sample and in the sample where homogeneity was ensured in variance-covariance matrices reveals this situation. The classification performance which increased to 32.0% in the large sample, 35.8% in the medium-sized sample and 40.6% in the small sample for classifying into 6 subgroups, approximately doubled and was 66.7% in the very small sample size where homogeneity was ensured in variance-covariance matrices. Also, the classification performance in the very small sample where homogeneity was not ensured in variance-covariance matrices is 54.9% for classifying into 6 subgroups. This supports the fact that the performance of the method increases as the sample size decreases.

| Sample Size                        | Method   | Classification Performance |
|------------------------------------|----------|---------------------------|
| Large sample (126,126 people)      | ANN      | 62.7%                     |
| Medium size sample (6,156 people)  | ANN      | 61.8%                     |
| Small sample (603 people)          | ANN      | 62.2%                     |
| A very small and homogenized sample in variance covariance matrices (102 people) | DT       | 59.5%                     |
| A very small and homogenized sample in variance covariance matrices (102 people) | DT       | 58.6%                     |
| A very small and homogenized sample in variance covariance matrices (102 people) | DA       | 57.8%                     |
| A large sample (126,126 people)    | DA       | 64.3%                     |
| Medium size sample (6,156 people)  | DA       | 61.7%                     |
| Small sample (603 people)          | DA       | 65.6%                     |
| A very small and homogenized sample in variance covariance matrices (102 people) | DT       | 74.4%                     |
| A very small and homogenized sample in variance covariance matrices (102 people) | DT       | 74.2%                     |
| A very small and homogenized sample in variance covariance matrices (102 people) | DA       | 74.5%                     |
|                                  |          |                           |

**Figure 2.** The performance of the methods to classify student achievement into 3 subgroups in different sample sizes

The ANNs are also the most successful method in the classification of 3 subgroups in large, medium and small sample sizes. While the second-best method is the DTs in the large sample, it is the DA method in medium and small samples. While the DA is the most successful method in classifying into 3 subgroups in the very small sample size where homogeneity was ensured in variance-covariance matrices, the second-best method is the ANNs. While the ANNs are the most successful method in classifying into 3 subgroups in a very small sample size where homogeneity was not ensured in variance-covariance matrices; the second-best method is the DA.
As the sample size changes in classifying into 3 subgroups, different findings regarding the performance of the ANNs have been obtained. In order to determine the best performance of the ANNs, the performance averages of 50 different trial analyses conducted in each sample size showed that the best performance average was in the small sample with 63.1%. In 50 different trial analyses, the highest classification performance was achieved in the very small sample size where homogeneity was ensured in variance-covariance matrices with 74.2%. While this performance was followed by a very small sample size where homogeneity was ensured in variance-covariance matrices where the average performance was 62.3%; the second-highest performance was obtained in the small sample. While the third-best average performance was obtained in the large sample, the third-highest performance was observed in the very small sample size where homogeneity was not ensured in variance-covariance matrices. While the fourth-best average performance was obtained in the medium sample, the fourth-highest performance was observed in the large sample. It was observed that the lowest average performance was in the very small sample size where homogeneity was not ensured in variance-covariance matrices and that the lowest performance was in the medium size sample. These findings suggest that increasing the number of trials in order to achieve the best performance in applications to be made with the ANNs in classifying into 3 subgroups will increase the opportunity to achieve the best performance. Also, ensuring the homogeneity of variance-covariance matrices seems to increase the performance of the ANNs.

The classification performance of the DTs method decreased in classifying into 3 subgroups as the sample size decreased. The DTs showed the highest performance in the large sample. While the performance of the DTs was lost approximately 0.7% in the medium-sized sample compared to the larger sample, this loss was further increased in small and very small samples. While the classification performance of the DTs method was 59.5% in the medium-sized sample where it achieved the highest performance, the performance of the method decreased to 33.3%, especially in the very small sample size where homogeneity was not ensured in variance-covariance matrices. In addition, although the DTs method lost performance when the sample size decreased, if homogeneity was ensured in variance-covariance matrices, it showed higher performance in the very small sample than the very small sample where homogeneity was not ensured in variance-covariance matrices.

The DA is very sensitive to the homogeneity of variance-covariance matrices. The highest performance shown by the DA in the very small sample and in the sample where homogeneity was ensured in variance-covariance matrices reveals this. The classification performance in classifying into 3 subgroups which increased to 57.2% in the large sample, 60.1% in the medium sample and 64.3% in the small sample, was 74.5% in the very small sample size where homogeneity was ensured in variance-covariance matrices. The fact that the classification performance is 57.8% in the very small sample size where homogeneity was not ensured in variance-covariance matrices suggests that the method’s classification performance into 3 subgroups is low in cases where homogeneity was not ensured in variance-covariance matrices. When this assumption is not fulfilled, the sample where the performance is the highest is determined as a small sample.
The performance of the methods to classify student achievement into 2 subgroups in different sample sizes

The ANNs are the most successful method in classifying into 2 subgroups in large, medium and small sample sizes. While the second-best method is the DTs in the large sample, the DA is the second-best method in the medium and small samples. While the most successful method for making 2 subgroupings in a very small sample size where homogeneous was ensured in variance-covariance matrices is the DA; the second-best method is the ANNs. While the ANNs are the most successful method for classifying 2 subgroups in a very small sample size where homogeneity was not ensured in variance-covariance matrixes; the second-best method is the DA.

As the sample size changes in classifying into 2 subgroups, different findings regarding the performance of the ANNs have been obtained. While the performance averages of 50 different trial analyses in each sample size for the purpose of determining the best performance of the ANNs, showed that the best performance average was in the large sample with 78.2%; in 50 different trial analyses, the highest classification performance was achieved with 89.0% in the very small sample size where homogeneity was not ensured in variance-covariance matrices. While this performance was followed by a small sample where the average performance was 78.0%, the second-highest performance was obtained in the very small sample size where homogeneity was ensured in variance-covariance matrices. While the third-best average performance was obtained in the medium sample, the third-highest performance was observed in the small sample. While the fourth-best average performance was obtained in the very small sample size where homogeneity was ensured in variance-covariance matrices, the fourth-highest performance was observed in the medium-sized sample. It was observed that the lowest average performance was in the very small sample size where homogeneity was not ensured in variance-covariance matrices and that the lowest performance was in the large sample. These findings suggest that increasing the number of trials in order to achieve the best performance in applications to be performed with the ANNs in classifying into 2 subgroups will also increase the opportunity to achieve the best performance. Also, ensuring the homogeneity of variance-covariance matrices increases the performance of the ANNs.
The classification performance of the DTs method decreased in classifying into 2 subgroups as the sample size decreased. The DTs showed the highest performance in the large sample. While the performance of DTs was lost approximately 0.6% in the medium-sized sample compared to the large sample, this loss was further increased in small and very small samples. While the classification performance of the DTs method was 76.9% in the medium-sized sample where it achieved the highest performance, especially in a very small sample size where homogeneity was not ensured in variance-covariance matrices, the performance of the method decreased to by 50.0%. In addition, although the DTs method lost performance when the sample size decreased, if homogeneity was ensured in variance-covariance matrices, the method showed higher performance in the very small sample than the very small sample size where homogeneity was not ensured in variance-covariance matrices.

The DA is very sensitive to the homogeneity of variance-covariance matrices. The high performance that the DA showed in a very small sample and in a sample where homogeneity was ensured in variance-covariance matrices reveals this. The classification performance which increased to 74.7% in the large sample, 76.7% in the medium sample and 77.3% in the small sample in classifying into 2 subgroups was 82.4% in the small sample where homogeneity was ensured in variance-covariance matrices. The fact that the classification performance into 2 subgroups is 75.5% in the very small sample where homogeneity was not ensured in variance-covariance matrices reveals that the performance of the method is low when homogeneity was not ensured in variance-covariance matrices. If this assumption is not fulfilled, the sample with the highest performance is determined as a small sample.

4. DISCUSSION and CONCLUSION

In this study, the classification performances of different classification methods were evaluated under varying conditions. Apart from comparing the performances of the methods used in the study in classifying different sample sizes and subgroup numbers with each other, results regarding the conditions under which each method performed the best were obtained. A result that can be said in general for each of the methods; when the number of subgroups classified was less, the methods showed higher performance. When the number of subgroups is high, classification becomes difficult as expected.

As a result of 50 different trial analyses performed to achieve the highest performance with ANNs in each sample size, the highest performance was reached with 89.0% in a very small sample where there was no homogeneity in variance-covariance matrices. However, when the average of 50 different trial analyses was examined, it was determined that the highest performance average was obtained with a large sample with 78.2%. Again, the second-highest performance with 82.1% was observed in a very small sample where homogeneity was achieved in variance-covariance matrices; the fact that the average of 50 different trial analyses in this sample was lower than the performance average obtained in the large sample showed a similar situation.

ANNs, use a different part of the research data as a training set and another part as a test set in each analysis. For this reason, the findings obtained in each analysis differ. These results show that increasing the number of trials analyzes increases the chance of achieving the highest performance. As a result, it is possible to say that ANNs show the highest performance in a very small sample where homogeneity is not provided in variance-covariance matrices. This situation also revealed that there is no need to meet the assumption of ensuring homogeneity in the variance-covariance matrices in the classification studies to be performed with ANNs.

The highest classification performance in terms of DTs method was obtained in classifying 2 subgroups in the large sample. However, it is possible to say that the performance of the method decreases linearly as the sample size decreases, except that the performance of classifying into
6 subgroups in the large sample is approximately 0.9% lower than the performance of classifying into 6 subgroups in the medium sample. In addition, the fact that the classification performance for all subgroups is higher in case of homogeneity in variance-covariance matrices in a very small sample, compared to a very small sample where homogeneity is not provided, shows that the performance of the method will increase if this assumption is met.

The DTs method does not give good results in estimating the values of continuous variables. In addition, it does not give good results in a/the model building when the number of classes is very high and learning set examples are low (Akpınar, 2014; Büyükışıklar, 2014; Köktürk, 2012). The findings obtained in this study are similar to those obtained in the literature. At the same time, it was determined that ANNs showed higher classification performance in the studies conducted to compare the classification performances of ANNs and DTs, and it was observed that this result coincided with the research findings.

Tosun (2007) used the ANNs and the DTs in classifying student achievements into 2 subgroups in a small sample of 424 people. As a result of the analysis, he found that the performance of the ANNs was higher. İbrahim and Rusli (2007) compared the performance of the DTs, the regression analysis and the ANNs in classifying students’ academic achievement in a small sample of 206 students. As a result of the analysis, they determined that the ANNs yielded more achievementful results than the other two methods. Çölkesen (2009) compared the achievement of the classification of satellite images into 6 subgroups in medium-sized samples of 6000 and 3750 people with the ANNs, the DTs and the k-star algorithms. As a result of the analysis, he determined that advanced classification techniques were a better and more effective alternative than conventional classifiers in the classification of remotely sensed images. Köktürk (2012) compared the achievements of the classification of the K-nearest neighborhood, the ANNs and the DTs in a small sample of 240 patients who applied to the gynecology and obstetrics clinic. She compared the data obtained from pregnant women in classifying into two subgroups. As a result of the analysis, he determined that the achievement of the classification of the ANNs technique was better than the other two methods. Kuyucu (2012) compared the classification performance of the logistic regression, the ANNs and the DTs in classifying into two subgroups in a small sample of 236 people. As a result of the analysis, he determined that the method which showed the highest performance was the ANNs.

The performance of DA was significantly affected by the sample size and homogeneity in variance-covariance matrices, which is one of the basic assumptions of the method. As the sample size decreased, the performance of the DA increased linearly. In addition, ensuring homogeneity in variance-covariance matrices made the performance of the method even stronger. DA achieved the highest performance in classifying 2 subgroups in the sample where homogeneity was achieved in variance-covariance matrices. On the other hand, even if the classification performance into 2 and 3 subgroups in very small samples was higher than in the large sample when homogeneity could not be achieved, it remained behind the performances obtained in medium and small samples. These results show that if the homogeneity is achieved in variance-covariance matrices, DA reaches a very high performance. DA showed higher performance than ANNs in classifying into 6, 3 and 2 subgroups in a very small sample where homogeneity was achieved in variance-covariance matrices. On the other hand, in the classification of large, medium and small samples into 6, 3 and 2 subgroups, ANNs have performed better than DA, and these results are similar to the literature.

Türe et al. (2005) compared the ANNs, logistic regression analysis and flexible DA methods in the prediction of primary hypertension in classifying into two subgroups in a small sample of 276. As a result of the analysis, they determined that the performance of the neural networks was higher than that of the DA. Burmaoğlu (2009) compared the achievement of the DA, the logistic regression analysis and the classification of the ANNs into two subgroups in a small
sample of 120 where homogeneity was not ensured in variance-covariance matrices using United Nations Development Program Human Development Index Data. As a result of the analysis, he determined that the multilayer perceptron model made better classification than the DA. Avcılar and Yakut (2015) compared the classification performance of the ANNs, the logistic regression and the DA methods in classifying into three subgroups in a small sample of 500 in determining voter preferences in local elections. As a result of the analysis, they found that the performance of the ANNs was higher than the DA. Wheeler (1993), compared the methods of ANNs and DA in classifying the achievement of the law school students' attorney exams into 2 subgroups in a small sample of 460 people. As a result of the analysis, he determined that the ANNs showed higher performance.

The results obtained from this study were similar to the results of the studies in the literature. In addition, the performance results of the methods used in the study in different sample sizes and in classifying into different subgroup numbers added new findings to the literature.

The suggestions developed based on the results obtained from the research can be listed as suggestions based on the results of this research and suggestions for the researchers in new studies.

As a result of the research, the highest performance of ANNs in the classification of student achievement into 6, 3 and 2 subgroups in large, medium-sized and small samples revealed that the method can be used reliably in these sample sizes and in these subgroup numbers. For this reason, it is recommended that ANNs should be preferred to classify 6, 3 and 2 subgroups in these sample sizes. The highest performance of ANNs in classifying into 2 and 3 subgroups in very small sample sizes where homogeneity is not provided in variance-covariance matrices is an important reason for the method to be preferred in classifying these subgroup numbers.

DTs lost their classification performance significantly as the sample size decreased. In addition to the decrease in the sample size, the performance loss of the method increased even more when the variance-covariance matrices were not homogenous. For this reason, reaching large samples in classification studies to be carried out with DTs is important and necessary for the high performance of the method.

The performance of the DA method increased as the sample size decreased. In addition, DA showed a much higher performance than ANNs and DTs in the condition that homogeneity is provided in variance-covariance matrices. According to the results obtained from the research, it can be said that it would be appropriate to prefer DA in case of homogeneity in variance-covariance matrices in classification studies to be made in very small samples.

The ANNs findings obtained in the research are limited to the multilayer perceptron model. It may be useful to examine different network models in other studies in order to obtain more information about the performance of ANNs in different sample sizes and classification into subgroup numbers.

In the analysis made with ANNs in the research, 70% of the data was separated as a training set and 30% as a test set. In new researches, the performance of the method can be handled under different conditions by changing the ratios of training and test sets.

DTs findings obtained in the research are limited by the CHAID algorithm. It may also be useful to examine different algorithms in other studies in order to obtain more information about DTs' performance in classifying different sample sizes and subgroup numbers.

DA findings obtained in the research are also limited to linear DA. It may be useful to use different types of DA such as quadratic DA and flexible DA in other studies in order to obtain more information about DA's performance in classifying different sample sizes and subgroup numbers.
In the study, variables with no missing data, the closest to normal distribution, no extreme values, no multicollinearity problems among variables as much as possible and the most frequently used variables in the literature were used in the classification of student achievement. New research with different variables other than these variables can contribute to the generalizability of the performance of the methods.

It is possible to work with data sets with missing data in researches in the field of education. Therefore, examining the performance of the methods with a different study in case of missing data in the data sets may contribute to the literature.

PISA 2012 mathematics test and survey results were used in the study. Working with data sets from different fields other than mathematics can gain new perspectives to researchers by revealing the performance of the methods in other fields.

In PISA applications, there are a total of 7 levels, which are lower than level one, level one, level two, level three, level four, level five and level six in order to determine student achievement. In this study, in order to create 6, 3 and 2 subgroups, students with a level lower than one were excluded from the study and the studies were carried out on 6, 3 and 2 subgroups. In different studies, 4, 5, 7 etc. comparisons can be made in samples with different subgroup numbers.

In this study, the performances of the methods in large, medium, small and very small sample sizes were discussed. New research plans can be prepared by creating different sample sizes to compare methods.
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