Measurement-Based Parameter Identification of DC-DC Converters with Adaptive Approximate Bayesian Computation

Seyyed Rashid Khazeiynasab and Issa Batarseh
Department of Electrical and Computer Engineering
University of Central Florida
Orlando, FL 32816 USA
Emails: rashid@knights.ucf.edu

Abstract—The recent advances in power plants and energy resources have extended the applications of DC-DC converters in the power systems (especially in the context of DC micro-grids). Parameter identification can extract the parameters of the converters and generate accurate discrete simulation models. In this paper, we propose a measurement-based converter parameter calibration method by an adaptive Approximate Bayesian Computation with sequential Monte Carlo sampler (ABC SMC), which estimates the parameters related to passive and parasitic components. At first, we propose to find suitable prior distribution for the parameter which we do not know the prior information about them. With having prior distributions, we can use the ABC-SMC to find the exact values of the parameters of the converter. We chose the distance function carefully and based on the simulations we assigned the best method for the threshold sequencing. For improving the computationally of the algorithm, we propose an adaptive weight that helps the algorithm to find the optimal values with fewer simulations. The effectiveness of the proposed method is validated for a DC-DC buck converter. The results show that the proposed approach can accurately and efficiently estimate the posterior distributions of the buck parameters. The proposed algorithm can be applied to other parameter identifications and optimization applications such as rectifiers, filters, etc.

Index Terms—Approximate Bayesian Computation (ABC), DC-DC converter, converter model, parameter calibration and optimization, sequential Monte Carlo sampler.

I. INTRODUCTION

Switch-mode power converters (SMPC) are broadly used in different power electronics applications, including motor drives, computers, portable electronics, domestic appliances, or in power conversion systems for renewable generation, among others [1]. Monitoring the conditions of the SMPCs and analyzing their outputs in the system plays an important role in the operation and reliability of power system. Estimating the parameters of SMPC can improve the mathematical models of the converters which are based on the linear analysis [2]. Also for designing to design a good controller, the exact model of the SMPC is needed, which relies on the exact parameters. On the other hand, the parameters of the SMPCs change with age, manufacturing tolerance, parasitic elements, and load changes. Consequently, these uncertainties must be considered during the modeling stage of the power converter. For example, it has been reported in [3] that capacitors cause 30% of the failures in converter circuits. Failure of the converter or other power electronics component can even cause blackouts in the power system [4], [5]. Then, the conditions of the SMPCs should be monitored, and converters’ parameters for having an exact model should be estimated [6].

In general, there are two categories of the system identification technique; online and offline system identification [7]. Since the model parameters depend on the operating conditions, the offline methods can not estimate the exact values of the parameters. In the online methods, real-time data or simulation-based data are obtained and used to identify the parameters of the system [8].

The white-box based method in [9] has good accuracy, but its computational time is high, and for a complex system, its implementation is a big problem. The proposed methods in [10], [11] use a polynomial interpolation method with the least-squares (LS) algorithm to estimate the parameters of the converter, but these methods can not find the global optimal, and under different load changes, the estimated parameters may be different from the true parameters. The subspace-based method proposed in [12] has good accuracy, but its final solution needs heavy difficulties to implement. In [13], the parameters of the DC-DC converter are estimated based on the (LS) technique, and finally, a non-linear black-box model of the converter proposed. But, in these methods, the physical parameters do not have meaning, and based on these types of models, we can not analyze the model correctly. The measurement-based approaches which are based on acquiring the instantaneous values of the input and output at the terminals of the power converters can be applied for parameter estimation [11]. These approaches have an advantage being compatible with non-invasive online monitoring of the input/output signals. Then, using these types of methods do not to conflict with the operation of the converters.

To overcome the aforementioned drawbacks, in this paper, we propose a measurement-based adaptive ABC-SMC method for converter parameter calibration and improve the efficiency of ABC-SMC by modifying the weight and assign an adaptive weight probability for the particles at each iteration. The contributions are summarized as follows.

1) We introduce a method to find the prior distribution of parameters that have unknown initial values, e.g., the impedance of the DC power supply, we introduce a
method to find the prior distribution of the parameters without known the initial value.

2) We perform DC-DC converter parameter calibration by adaptive ABC SMC, which estimates the posterior distributions of the parameters by a simulation-based procedure.

3) We improve the computational efficiency of ABC-SMC based parameter calibration by developing adaptive weights for particles at each iteration. This weighting scheme helps the algorithm to avoid getting stuck in the local optimal. Also the algorithm needs less number of simulation to find the posterior distributions of the parameters.

The remainder of this paper is organized as follows. In Section II we introduce the model under study. Section III describes the sensitivity-based approach for identifying the most identifiable parameters. In Section IV an overview is provided for ABC-SMC for parameter estimation. Section V proposes an adaptive ABC-SMC approach. Section VI presents case studies to validate the effectiveness of the proposed method. Finally, conclusions are drawn in Section VII.

II. DC-DC Buck Converter Model

A buck converter is a form of DC to DC converter that can take input directly from a DC source, such as a battery. Since the frequency of switching is high, then the parasitic elements of the converter component should be considered. We consider \( R_s \) as the the parasitic resistance for the MOSFET, \( R_L \) for inductor, \( R_C \) for the capacitor. We also model the input capacitor as a \( C_{in} \) series with a parasitic resistance as \( R_{cin} \). The parasitic element of the voltage source is also very important, we consider inductor as \( L_s \) series with resistance as \( R_s \). Fig. 1 shows the circuit of a DC-DC buck converter.

As shown in Fig. 1 the buck Converter circuit consists of the switching transistor, together with the flywheel circuit (\( D \), \( L \), and \( C \)). While the transistor is on, the current is flowing through the load via the inductor \( L \). An inductor operates by opposing changes in current flow while also storing energy. When the switching transistor is switched on, it is supplying the load with the current. The magnetic field around \( L \) becomes released once the transistor switches off, releasing the energy that was stored in it. As a result, the voltage across the inductor is now in reverse polarity to that across \( L \) during the ‘on’ period [16]. The ration between the output voltage and input voltage of a buck converter can be written as follow:

\[
\frac{V_{out}}{V_{in}} = D,
\]

where \( D \) is the duty cycle which is the ratio of the time which the switch is on to the whole time.

III. Identifying Critical Parameters

After a model deficiency has been revealed, the next step is to identify the problematic parameters. A converter model with its control can have many parameters. Calibrating all parameters could be computationally challenging and also not every parameter is identifiable. Trajectory sensitivity has been used to identify the most critical parameters [17]. Based on trajectory sensitivities, we can have insights about how the changes in parameters influence the system response. If a parameter exerts a large influence on the response, the corresponding sensitivity will be large.

Specifically, the sensitivity of the outputs \( V_{out} \), \( I_{out} \) with regard to parameter \( \alpha_i \) can be calculated as:

\[
S(\alpha_i) = \frac{\sum_{k=1}^{K} |V_{out,k}(\alpha_i^+) - V_{out,k}(\alpha_i^-)| + |I_{out,k}(\alpha_i^+) - I_{out,k}(\alpha_i^-)|}{K(\alpha_i^+ - \alpha_i^-)/\alpha_i},
\]

where \( K \) is the number of time steps, \( \alpha_i^+ = \alpha_i + \Delta \alpha_i \) and \( \alpha_i^- = \alpha_i - \Delta \alpha_i \), and \( \Delta \alpha_i \) is a small perturbation of \( \alpha_i \). After the sensitivity analysis, the parameters selected to be estimated are those with a large sensitivity [7], [17].

IV. DC-DC Converters Parameter Calibration by Adaptive ABC SMC

Mathematical models have become powerful tools for model analysis. However, as the models become more complex, the computational challenges of parameter inference and model validation are increasingly vast. Let \( z^* = [V_{meas}^T \ I_{meas}^T]^T \) be the measurements with the actual value of the parameters, and \( z = [V_{out}^T \ I_{out}^T]^T \) be the outputs of model and \( \alpha_c \) is the parameter vector which we want to estimate. Assuming the prior distribution for \( \alpha_c \) as \( \pi(\alpha_c) \). Fig. 2 shows the framework for DC-DC converter parameter estimation.
ABC-based methods use systematic comparisons between real and simulated data in order to obtain a good approximation to the true (but unobtainable) posterior distribution

\[ p(\alpha_c|z^*) = \frac{l(z^*|\alpha_c)\pi(\alpha_c)}{\int l(z^*|\alpha_c)\pi(\alpha_c)d\alpha_c}, \]

where the denominator is referred to as the Bayesian Evidence; and the integral runs over all possible parameter values. \( p(\alpha_c|z^*) \) is posterior distribution, and \( l(z^*|\alpha_c) \) is the likelihood of \( \alpha_c \) given data \( z^* \). Instead of evaluating the likelihood, ABC-based approaches use systematic comparisons between real and simulated data. ABC samples the prior and compares the simulated data \( z \) with the real data \( z^* \) and accepts only the simulations for which the distance between \( z^* \) and \( z \), \( \rho(z,z^*) \), is less than a predefined tolerance \( \epsilon \). Therefore, the ABC algorithm provides the approximate posterior as [18].

\[ p_c(\alpha_c|z^*) \propto \int l(z|\alpha_c)I(\rho(z,z^*) \leq \epsilon)\pi(\alpha_c)dz, \]

where \( p_c(\alpha_c|z^*) \) is an approximation of the posterior \( p(\alpha_c|z^*) \) and \( I(x) \) is equal to one when condition \( x \) is true. If \( \epsilon \) is sufficiently small, the distribution \( p_c(\alpha_c|z^*) \) will be a good approximation of the posterior distribution. Recently, algorithms using Sequential Monte Carlo (SMC) with particle filtering have gained growing attention [19, 20]. ABC-SMC samples from a sequence of distributions that increasingly resemble the target posterior. They are constructed by estimating the intermediate distributions \( p_c(\alpha_c|z^*) \) for a decreasing sequence of \( \{\epsilon_t\}_{1 \leq t \leq N_T} \) where \( T \) is the maximum number of iterations [18]. The algorithm first generates an initial pool of \( N \) particles that satisfy \( \rho(z,z^*) \leq \epsilon_1 \) by randomly sampling from the prior \( \pi(\alpha_c) \). In the following iterations, successive distributions are randomly constructed by sampling from the previous population with probabilities \( \{w^{(i,t-1)}\}_{1 \leq i \leq N} \) where \( w^{(i,t-1)} \) is the weight for the \( i \)th particle in iteration \( t-1 \). To filter and perturb the particles, we need a transition kernel. A transition kernel \( \kappa^t \) is used to perturb the particles and find \( \alpha_c^{(i,t)} \)'s. The new particle \( \alpha_c^{(i,t)} \) is used to simulate \( z \) and if \( \rho(z,z^*) \leq \epsilon_t \) is satisfied, the particle is accepted. The process is repeated until \( N \) particles are accepted. At iteration \( t \), the ABC-SMC algorithm proposes parameters from the following distribution [20]

\[ q^t = \left\{ \frac{\pi(\alpha_c)}{\sum_{j=1}^N w^{(j,t-1)}\kappa^t(\alpha_c^{(j,t-1)}|\alpha_c^{(j,t-1)})}, \quad t = 1 \right\} \cup \left\{ \frac{\pi(\alpha_c)}{\sum_{j=1}^N w^{(j,t-1)}\kappa^t(\alpha_c^{(j,t-1)}|\alpha_c^{(j,t-1)})}, \quad t > 1 \right\}. \]

At each iteration, new weights are assigned to the particles, and in the next iteration the particles with larger weights become better represented in the population. The importance weights associated with an accepted population \( \{\alpha_c^{(i,t)}\}_{1 \leq i \leq N} \) are calculated as [19]:

\[ w^{(i,t)} = \left\{ \begin{array}{ll} \frac{1}{N}, & t = 1 \\ \frac{\pi(\alpha_c^{(i,t)})}{\sum_{j=1}^N w^{(j,t-1)}\kappa^t(\alpha_c^{(j,t-1)}|\alpha_c^{(j,t-1)})}, & t > 1 \end{array} \right\}. \]

The efficiency of ABC-SMC heavily relies on a proper choice of the perturbation kernel function \( \kappa^t(\cdot|\cdot) \), the distance function, \( \rho(z,z^*) \), having a good prior distributions for the parameters, the threshold sequence \( \{\epsilon_t\}_{1 \leq t \leq T} \), and the weights of the particles in each iterations [21]. In this paper, we carefully assigned a distance function and focused on the adaptive weight and how to find the good prior distributions for the parameters which we do not know their initial values. These factors will be discussed below.

### A. Distance Function

Choosing a summary statistic and distance metric which are sensitive to the parameters of interest is a crucial step in parameter inference with ABC-SMC [20]. In this paper, we choose the following \( L_2 \) distance function based on numerical experiments:

\[ \rho(z,z^*) = \frac{1}{2K}\|z - z^*\|_2, \]

where \( \|\cdot\|_2 \) is the 2-norm of a vector.

### B. Probability Weight

The probability weights of the particles allow the algorithm to search in the regions with high-probability and to reject particles from low-probability regions of the parameter space [19]. In [19–21], the weights for the all particles at iteration \( t = 1 \) are equal to \( 1/N \). In [22], the weight considered based on the prior distribution for the parameters. However, since the particles are sampled randomly in the first iteration, the distance of the particles is different, and assigning an equal weight causes the algorithm to search around the particles which may be far from the optimal value. In this paper, we consider the weights based on the discrepancy of the particles.

Let’s consider the discrepancy vector at the first iteration as \( \rho^1 = [\rho_1^1, \rho_2^1, \ldots, \rho_N^1] \). Based on the discrepancies, for the particle which has a smaller discrepancy there is more probability of being close to the optimal, then the particle with smaller discrepancy should have a greater weight. Therefore, in this paper, we assigned the weight for the particle \( i \) at the first iteration as follows:

\[ w^{(i,1)} = \frac{1}{\rho_i^1}. \]

For iteration \( 2 \leq t \leq T \), [22] used the prior distribution and a forward and a backward kernels to assign the weights for the particles, [19] improved the weights and used [3] to calculate the weights of the particles. But, in the cases where the prior distributions are not well known for the parameters, using the weight based on [4] is not a good choice. In this paper, for particle \( i \) at iteration \( t \) we use the prior information of the parameter, \( \pi(\alpha_c^{(i,t)}) \), and the information of how much the particles are close to the optimal value, \( \rho_i^t \). We defined a constant \( \beta \) to make a trade-off between the prior information of the particles and their distances. This constant can help the algorithm not to be stuck in search around the local optima. Then, the weight for \( 2 \leq t \leq T \) for particle \( i \) is calculated as follow:

\[ w^{(i,t)} = \beta \pi(\alpha_c^{(i,t)}) + (1 - \beta) \frac{1}{\rho_i^t}. \]

### C. Adaptive Threshold Sequence

To balance the computational efficiency and the accuracy of the posterior distribution, we define a threshold sequence:

\[ \tilde{E} = \{\epsilon_1, \epsilon_2, \ldots, \epsilon_T\}, \]

where \( \epsilon_1 > \epsilon_2 > \cdots > \epsilon_T \). If the threshold is too large, too many proposed particles are accepted; if it is too small, the
The ABC algorithm is not efficient since many proposed particles will be rejected [20]. Selecting it adaptively based on some quantile of the threshold in the previous iteration has better performance [23]. In this paper, we use the following threshold sequence scheme:

- We choose $\epsilon_1$ as the acceptance rate in the first iteration is equal to 0.5. We run the simulation for $K_{ini} = 2N$, and chose the median of the all discrepancy of $K_{ini}$ simulations.
- For $\epsilon_2:T−1$, $\epsilon_{t+1}$ is calculated based on the $q$th-quantile of the distribution of particle distances in iteration $t$.

### D. Prior Distribution Correction

An interesting and inexpensive feature of the proposed approach is based on the first step, in which we can estimate the parameters of the system, even we do not know the prior distribution of the parameters. For these cases, we add the prior correction at the first step of the algorithm. For the parameters that we do not know good prior distributions, we consider a uniform distribution with very small lower and very large upper bounds. This step makes the proposed method robust to such deviation and makes it suitable for cases in which one does not have appropriate prior knowledge about the true parameters. For instance, if the prior $\pi(\alpha_c)$ is misspecified, it means that the true parameter is not contained in the support of $\pi(\alpha_c)$. In the case of the power electronics application, for example, we do not know the impedance of the power supply. In this approach, we model the distribution $p(\cdot | \alpha_c)$ based on the parameter, i.e. for any value of input we calculate the discrepancy for $N_0$ simulations. Let consider the discrepancy for parameter $i$ as $\rho_0 = \{\rho_1, \rho_0^2, \ldots, \rho_0^{N_0}\}$. We consider the $N_p$ smallest distance of the $N_0$ distances, and based on the $N_p$ distances, we consider a Gaussian distribution for the prior distribution with the following mean and variance.

$$\mu = \min(\rho_0), \sigma^2 = \frac{\sum_{i=1}^{N_p} (\rho_i - \mu)^2}{N_p}. \tag{9}$$

### V. PROPOSED ABC-SMC ALGORITHM

The proposed ABC-SMC algorithm is presented in Algorithm 1. The ABC-SMC algorithm will stop when the lowest threshold in the threshold sequence is less than the predefined smallest threshold or when a maximum number of $T$ iterations has been performed [19], [22].

### VI. SIMULATION RESULTS

The model of the DC-DC buck converter is based on TPS40200EVM-002 model built in Matlab/Simulink and the proposed algorithm is implemented in Python. All tests are performed on a desktop PC with Intel(R) Core(TM) i7-8700 and 8-GB RAM.

#### A. Parameter setting

In this paper, in all simulations, we consider $q = 0.75$ for choosing the thresholds. Based on the simulations results, we chose the $\beta = 0.4$. We consider a Gaussian distribution kernel same as [19]. We set the maximum number of iteration as $T = 10$.

#### Algorithm 1: Adaptive ABC-SMC algorithm for estimating the posterior distribution of parameters $\alpha_c$ using $N$ particles, the prior distribution $\pi(\alpha_c)$, given data $z^*$. $\alpha_{c_{1:t}}$ is the parameter set for particle $c_{1:t}$ at iteration $t$.

1. Find the prior distributions for the parameter based on [9]
2. Set maximum number of iterations $T$ and set $\epsilon_1$ by section (IV-C)
3. At iteration $t = 1$
4. for $1 \leq t \leq N$ do
5. while $\rho(z, z^*) > \epsilon_1$ do
6. Sample $\alpha_z^t$ from the prior: $\alpha_z^t \sim \pi(\alpha_c)$
7. Generate data $z$ from $\alpha_z^t \sim \alpha_c \sim \text{Model}(\alpha_c)$
8. Calculate discrepancy $\rho(z, z^*)$ based on (5)
9. end while
10. Set $\alpha_z^{(i,1)} \leftarrow \alpha_z^t$
11. Set $w^{(i,1)}$ based on (6)
12. end for
13. Generate Gaussian perturbation kernel $\kappa^2 = N(\alpha_z^1, \Gamma^1)$
14. Determine $\epsilon_2$ based on section (IV-C)
15. At iteration $t > 1$
16. for $2 \leq t \leq T$ do
17. for $1 \leq i \leq N$ do
18. while $\rho(z, z^*) > \epsilon_1$ do
19. Sample $\alpha_z^t$ from the previous population $\{\alpha_z^{(i,t-1)}\}_{1 \leq i \leq N}$ with probabilities $\{w^{(i,t-1)}\}_{1 \leq i \leq N}$ and perturb them to obtain $\alpha_z^{(i,t)} \sim N(\alpha_z^i, 2 \Gamma^t - 1)$
20. Generate data $z$ from $\alpha_z^{(i,t)} \sim \alpha_c \sim \text{Model}(\alpha_c)$
21. Calculate discrepancy $\rho(z, z^*)$ based on (5)
22. end while
23. Set $\alpha_z^{(i,t)} \leftarrow \alpha_z^t$
24. Calculate $w^{(i,t)}$ based on (7)
25. end for
26. Generate Gaussian perturbation kernel $\kappa^{t+1} = N(\alpha_z^t, 2 \Gamma^{t-1})$
27. Determine $\epsilon_{t+1}$ based on section (IV-C)
28. end for

#### B. Adaptive Weight

For comparing different methods, we use the acceptance rate defined as follow:

$$\text{acc} = \frac{N}{N_c}, \tag{10}$$

where $N$ is the number of the particles used in the algorithm, and $N_c$ is the total number of simulation during each iteration. At first, we compare the acc at iteration 2 with the $w_0$ which is used in [19], [24], [25]. Fig. 3a shows the acceptance rate for fifty independent simulations with the proposed weight and the $w_0$. As it can be seen, the proposed weight has greater acceptance rate for all the simulations.

Fig. 3b shows the acceptance rate for whole iterations of fifty different simulations. It can be seen that the algorithm can find the posterior distributions with less number of simulations with compare to the other methods.

#### C. Critical Parameter Identification

From the trajectory sensitivity in Section III, we consider eight critical parameters which have the main impacts on the outputs. The top eight parameters and their normalized sensitivities are listed in Table I.
sensitivity $0.65$ $N$ $0$ $0$ $0.7$ $0.45$ $64$ $0.81$ $100$ $100$ $0$ $65 \, \mu \Omega$ $100$ $99$ $0.16$ $U$ $0.41$ $300 \, \mu \Omega$ $U$ $300$ $32$ $U$ $U$ $1$ $0.03$ $0.8$ $0$ $1$ $U$ $0.68$ $0.61$ $0.20$ $0.75$ $99$ $U$ $33$ $0$ $100$ $U$ $0$

We choose the lower/upper bounds of the uniform prior distributions for the parameters as a very small number and very large number. Table [II] shows the prior distributions, the estimated values, and the estimation errors. It is seen that the proposed method can accurately estimate the parameters under a uniform prior distribution with a small/large for lower/upper bounds.

To analyze the performance of the converter with the estimated parameters under the transient and steady-state conditions, we change the load at the output. Fig. 4 shows the performance of the converter under the transient condition, and Fig. 5 shows the performance of the converter in the steady-state condition. As can be seen, the output of the converter with the estimated parameters is very close to the measurements.

**TABLE II**

**ACTUAL AND IDENTIFIED VALUES OF THE PARAMETERS OF THE BUCK CONVERTER.**

| Parameter | True value | Prior distribution | Estimated value | % Error |
|-----------|------------|--------------------|-----------------|---------|
| $L$       | $33 \mu \text{H}$ | $U(0, 1.3 \mu \text{H})$ | $32.56 \mu \text{H}$ | 1       |
| $C_2$     | $100 \mu \text{F}$ | $U(0, 0.01 \mu \text{F})$ | $99.3 \mu \text{F}$ | 0.7     |
| $R_0$     | $0.16 \Omega$ | $U(0.5, 8 \mu \text{H})$ | $0.16 \Omega$ | 0       |
| $L_s$     | $0.40 \mu \text{H}$ | $U(0, 5 \mu \text{H})$ | $0.40 \mu \text{H}$ | 0       |
| $C_{in}$  | $100 \mu \text{F}$ | $U(0, 0.01 \mu \text{F})$ | $99.2 \mu \text{F}$ | 0.8     |
| $R_{c1}$  | $65 \, \mu \text{F}$ | $U(0, 0.5 \mu \text{F})$ | $64.8 \, \mu \text{F}$ | 0.03    |
| $R_{c2}$  | $300 \, \mu \text{F}$ | $U(0, 1 \mu \text{F})$ | $300.8 \, \mu \text{F}$ | 0.20    |
| $C_1$     | $100 \mu \text{F}$ | $U(0, 0.01 \mu \text{F})$ | $100 \mu \text{F}$ | 0       |

**VII. CONCLUSION**

In this paper, we proposed a parameter calibration method for DC-DC buck power converter based on an adaptive Approximate Bayesian Computation with sequential Monte Carlo sampler (ABC-SMC) approach. We developing the ABC-SMC algorithm by proposing a novel and straightforward weight scheme. The proposed algorithm tested on a DC-DC converter with its parasite and passive elements of the converter. Test results show that the proposed approach can find the exact values of the parameters for a converter by considering the passive and parasite components. We also analyze the steady-state and transient performance of the converter with the estimated parameters. The results show the great performance of the algorithm. However, in this work we only implement the method on the simulation based converter, and we will further test the proposed algorithm on a real case with its controllers.
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