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Abstract

The proper definition of subsystems in gauge theory and gravity requires an extension of the local phase space by including edge mode fields. Their role is on the one hand to restore gauge invariance with respect to gauge transformations supported on the boundary, and on the other hand to parametrize the largest set of boundary symmetries which can arise if both the gauge parameters and the dynamical fields are unconstrained at the boundary. In this work we construct the extended phase space for three-dimensional gravity in first order connection and triad variables. There, the edge mode fields consist of a choice of coordinate frame on the boundary and a choice of Lorentz frame on the bundle, which together constitute the Lorentz-diffeomorphism edge modes. After constructing the extended symplectic structure and proving its gauge invariance, we study the boundary symmetries and the integrability of their generators. We find that the infinite-dimensional algebra of boundary symmetries with first order variables is the same as that with metric variables, and explain how this can be traced back to the expressions for the diffeomorphism Noether charge in both formulations. This concludes the study of extended phase spaces and edge modes in three-dimensional gravity, which was done previously by the author in the BF and Chern–Simons formulations.
1 Motivations

In gauge theory and gravity, several technical and conceptual issues arise when trying to make sense out of local subregions of spatial slices. In the quantum theory for example, the Hilbert space of physical states for the union of two neighboring subregions does not factorize spatially due to the presence of constraints and to the non-locality of gauge-invariant observables [1,2]. This prevents entanglement entropy between the subregions from being defined as the von Neumann entropy of a reduced density matrix, since the very definition of this latter relies on the existence of a factorized Hilbert space. At the classical level on the other hand, gauge transformations fail to be null directions of the symplectic structure unless some conditions are imposed on the gauge parameters or the dynamical fields at the boundary of the local subregion, and, similarly, boundary conditions are also required in order to construct quasi-local gauge-invariant observables. However, if the local subregion and its boundary (or entangling surface) are arbitrary, one cannot impose such conditions since they would amount to freezing the dynamics of the theory.

Interestingly, these quantum and classical puzzles can be resolved in one go by introducing boundary degrees of freedom in the form of edge mode fields [3]. This leads in the quantum theory to the picture of an extended Hilbert space, which has successfully been used in computations of entanglement entropy in (continuum and lattice) gauge theory [1,2,4–14]. In a classical context, the analogue of this construction is that of an extended phase space. On this extended phase space, the symplectic structure has a boundary contribution containing new physical edge mode fields whose
role is to restore the gauge invariance which is broken by the presence of the boundary, very much in the spirit of Stueckelberg fields \cite{15}. There is a minimalistic and systematic way of introducing this extended symplectic structure in any gauge field theory \cite{3,16,17}. The advantage of this construction is that it puts forward a clear distinction between gauge transformations and symmetries. Gauge transformations are non-physical and have a vanishing on-shell Hamiltonian charge even when the gauge parameters have non-trivial support on the boundary. As mentioned earlier, it is important to allow for arbitrary gauge parameters and field configurations on the boundary because this latter is at an arbitrary location and may simply represent a fictitious entangling surface. Symmetries, on the other hand, are physical transformations which map between different physical states. Generators of symmetries are given by a non-vanishing Hamiltonian boundary charge and satisfy a boundary symmetry algebra. This latter encodes in a precise sense the symmetries which govern the gluing of subregions, either as classical phase spaces or as quantum Hilbert spaces \cite{3}.

The existence of boundary symmetries and degrees of freedom in gauge field theory is of course not a new topic \cite{18–25}. One natural question is therefore to understand how the boundary symmetry algebras and their generators on the extended phase space are related to the boundary symmetries and observables which have previously been constructed in e.g. general relativity \cite{22,26–30}. This was answered in \cite{16}, where it was shown that the generators of the boundary symmetries on the extended phase space are simply a “dressed” version (in a sense which will be explicit below) of the usual Hamiltonian boundary charges\(^1\) (which we review in appendix A) associated with gauge transformations. While the usual Hamiltonian boundary charges can be promoted to observables if the constraints are defined with smearing fields (i.e. gauge parameters) which are vanishing on the boundary, the extended phase space construction provides a way of relaxing this requirement, and of constructing boundary observables without imposing any boundary conditions on the gauge parameters or the dynamical fields. In other words, the boundary symmetries and observables on the extended phase space correspond to the “maximal” amount of physical symmetries which can be obtained if all the fields and gauge parameters are unconstrained on the boundary.

The extended phase space and boundary symmetries were constructed in \cite{3} in the case of non-Abelian Yang–Mills theory and gravity in metric variables. It was shown that the boundary symmetries of gravity in a local subregion are given by the algebra of \(\text{Diff}(S) \rtimes \text{SL}(2,\mathbb{R})\), together with possible central extensions studied in \cite{17}, where \(S\) is the co-dimension 2 boundary (and is the only dimension-dependent object). The goal of the present work is to show that the same algebra is obtained in three-dimensional gravity with first order connection and triad variables. This can come as a surprise, since first order gravity possesses internal Lorentz freedom in addition to diffeomorphism, and one could therefore have expected that “more” gauge transformations can become physical on the boundary. As we will see, this is not the case because the Noether charge for diffeomorphisms in first order variables differs importantly from the Noether charge in metric variables.

\(^1\)The Hamiltonian boundary charges are not simply given by the Noether charges, but may contain an additional piece (see e.g. equation (2.32) in \cite{16}).
variables in that it does not depend on derivatives of (and is linear in) the vector field. For this reason, diffeomorphisms which have a vanishing generating vector field (but with non-vanishing derivative) have a vanishing Noether charge in first order variables but not in metric variables. However, such diffeomorphisms which do not move points do actually define local Lorentz transformations (essentially by virtue of the equivalence principle), which is precisely the information encoded in the charges for Lorentz gauge transformations in the first order formulation, thereby explaining why there is the same physical information encoded in the Noether charges of first order and metric gravity\(^2\). Consequences of this fact were also studied before in the context of black hole entropy as Noether charge [31]. Here we wish to explain how the first order diffeomorphism and Lorentz Noether charges are used to construct the extended symplectic structure and to define the boundary observables and their algebra. This will serve as a simple and hopefully pedagogical example illustrating this generic construction.

In the first part of this work, we will introduce the extended phase space structure. For this, we will explain how to include edge mode fields associated with diffeomorphism and Lorentz transformations based on the requirement of gauge invariance of the symplectic potential. Then, we will simply study how gauge transformations act on this extended phase space, and show that their generators are vanishing on-shell and therefore do not posses a Hamiltonian charge. Finally, we will turn to boundary symmetries. After defining how these symmetries act on the variables of the extended phase space, we will compute their Hamiltonian generators, study their integrability, and show that the algebra of boundary symmetries is that of $\text{Diff}(S) \ltimes \text{SL}(2, \mathbb{R})$ together with possible central extensions, in agreement with the results of [3, 17] derived in the metric formulation.

2 First order gravity

We are interested in first order three-dimensional gravity with a cosmological constant of arbitrary sign. The Lagrangian for this theory is given by

$$L = e \wedge \left( F + \frac{1}{6\ell^2} [e \wedge e] \right), \quad (2.1)$$

where $F$ is the field strength of the connection $\omega$, and a trace in the appropriate Lie algebra is understood\(^3\). The equations of motion are the torsion-free condition and the curvature constraint, i.e.

$$D_e = 0, \quad F_\ell := F + \frac{1}{2\ell^2} [e \wedge e] = 0, \quad (2.2)$$

\(^2\)This fact can also be understood in light of the calculation presented in appendix B.

\(^3\)In the Lorentzian case, this Lie algebra is that of the three-dimensional Lorentz group $\text{SO}(2,1)$ (or its double cover $\text{SU}(1,1)$), while in the Euclidean case it is the algebra of $\text{SO}(3)$ (or its double cover $\text{SU}(2)$). The fields entering the Lagrangian are Lie algebra-valued one-forms, e.g. $e = e^a_i J_a dx^i$, with $J_i$ a basis of the algebra, and the trace can simply be chosen up to normalization to be $\text{Tr}(J_i, J_j) = \delta_{ij}$. 
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\[\text{Tr}(J_i, J_j) = \delta_{ij}.\]
from which one can see that the Lagrangian is not vanishing on-shell (unless $\ell^2 = \infty$). This property is of course true in any dimension for gravity with a cosmological constant (whether formulated in first order or metric variables), and also for non-Abelian Chern–Simons theory. We will see later on that this fact will result in an additional contribution in the extended symplectic structure, which however will only play a role when discussing the central extension arising from diffeomorphisms that move the boundary $\mathcal{S}$.

Three-dimensional gravity, as defined by (2.1), is invariant under three types of transformations. At the infinitesimal level, they are given by the internal Lorentz transformations

$$\delta_\alpha e = [e, \alpha], \quad \delta_\alpha \omega = D\alpha,$$

the so-called topological translations

$$\delta_\phi e = D\phi, \quad \delta_\phi \omega = \frac{1}{\ell^2} [e, \phi],$$

and the diffeomorphisms

$$\mathcal{L}_\xi e = d(\xi \lrcorner e) + \xi \lrcorner (de), \quad \mathcal{L}_\xi \omega = d(\xi \lrcorner \omega) + \xi \lrcorner (d\omega).$$

These transformations are not independent, as diffeomorphisms can be realized on-shell as a combination of field dependent Lorentz transformations and translations [16, 18]. In order to describe the edge modes and the extended phase space, one therefore has to first choose a set of independent gauge transformations. In [16] we have chosen the Lorentz transformations and the translations. The goal of the present paper is to extend this construction to the case of Lorentz transformations and diffeomorphisms.

### 2.1 Extended phase space

Let us start by focusing on diffeomorphisms. As explained in [3, 17], in order to describe the edge modes associated with diffeomorphism transformations, the field which one has to introduce is a map $X$ from an open subset of $\mathbb{R}^3$ to the three-dimensional spacetime manifold $M$. This can essentially be thought of as a choice of coordinates. In particular, it will be important to think of local spatial subregions $\Sigma$ as being defined as the image under $X$ of some $\sigma \subset \mathbb{R}^3$. We will therefore denote the region by $\Sigma = X(\sigma)$, its boundary by $S = X(s)$, and assume for the sake of simplicity that $\Sigma$ can be covered by a single choice of $X$.

Following [17], the most straightforward way of introducing this new field in a given theory is to simply substitute its Lagrangian $L$ for the pullback $X^*L$. If we denote the collection of initial fields of the theory by $\Phi$, by virtue of diffeomorphism invariance we then have that $X^*L[\Phi] = L[X^*\Phi]$. Let us now see which pre-symplectic potential is obtained by computing the functional variation of this Lagrangian while treating $X$ as an additional dynamical variable. Denoting the equations of motion by $E$, we have

$$\delta(L[X^*\Phi]) = E[X^*\Phi] \wedge \delta(X^*\Phi) + d\theta[X^*\Phi, \delta(X^*\Phi)],$$

(2.6)
and the total exterior derivative term, identified as the potential, can be rewritten as

\[ \theta[X^*\Phi, \delta(X^*\Phi)] = X^*(\theta[\Phi, \delta\Phi] + \theta[\Phi, L_X\Phi]) = X^*(\theta + L_X\omega). \]  

(2.7)

This equality follows from the commutation property \[3,17\]

\[ \delta(X^*\Phi) = X^*(\delta\Phi + L_X\Phi), \]  

(2.8)

where the object \( X := \delta X \circ X^{-1} \), which is a vector field on \( M \) and also a 1-form in field space, appears only since we consider that \( \delta X \neq 0 \), or in other words that \( X \) is part of the space of fields of the theory. The potential (2.7) has the desirable property of being invariant under arbitrary finite and possibly field-dependent diffeomorphisms (and therefore also under their infinitesimal version), which is not the case of the “bare” potential \( \theta[\Phi, \delta\Phi] \) \[17\]. Let us now proceed with an important rewriting.

Recall that a spacetime diffeomorphism parametrized by a vector field \( \xi \) acts on the Lagrangian as \( L_\xi L = d(\xi \llcorner L) \), and can be assigned a Noether current given by

\[ J = L_\xi \omega \wedge e - \xi \llcorner L \simeq dQ[\xi], \]  

(2.9)

where the on-shell quantity \( Q[\xi] \) is the Noether charge associated with a diffeomorphism vector field \( \xi \) \[32\]. For the Lagrangian (2.1), whose potential is \( \theta = \delta \omega \wedge e \), this Noether charge is explicitly given by

\[ J = L_\xi \omega \wedge e - \xi \llcorner L = D(\xi \llcorner \omega) \wedge e + \xi \llcorner F \wedge e - \xi \llcorner L \]
\[ = D(\xi \llcorner \omega) \wedge e - \xi \llcorner eF \ell \]
\[ = d(\xi \llcorner \omega e) - \xi \llcorner \omega De - \xi \llcorner eF \ell \]
\[ \simeq d(\xi \llcorner \omega e). \]  

(2.10)

In this succession of equalities, we have used the fact that the Lie derivative of a connection can be written in terms of the associated covariant derivative and curvature as

\[ L_\xi \omega = d(\xi \llcorner \omega) + \xi \llcorner (d\omega) = D(\xi \llcorner \omega) + \xi \llcorner F, \]  

(2.11)

\[ \text{We denote by } \llcorner \text{ the contraction in spacetime of a vector field and a differential form, which in components corresponds to e.g. } \xi \llcorner e = \xi^\mu e_\mu \text{ or } (\xi \llcorner (de))_\mu = \xi^\nu(\partial_\mu e_\nu - \partial_\nu e_\mu). \]  

By extension, we also denote by \( \llcorner \) the contraction in field space of a tangent vector and a field space differential form. This useful notation, gauge transformations \( \delta_\alpha \) or diffeomorphisms \( L_\xi \) can be seen as tangent vectors on field space, and therefore contracted with variational expressions such as e.g. the field space two-form \( \delta \omega \wedge \delta e = \delta \omega e - \delta e \omega \wedge \delta_1 e \), to obtain a field space one form \( \delta_\alpha \llcorner (\delta \omega \wedge \delta e) = \delta_\alpha \omega \wedge \delta_1 e - \delta_1 \omega \wedge \delta_\alpha e \), where \( \delta_\alpha \omega \) and \( \delta_\alpha e \) are then understood as infinitesimal gauge transformations.

In \[3,17\], the contractions \( \llcorner \) and \( \llcorner \) are denoted respectively by \( i \) and \( I \).

\[ \text{In the rest of the text } \simeq \text{ will refer to an equality which holds on-shell, i.e. using the equations of motion.} \]
then made use of the identity
\[ \xi \mathcal{J} L = \xi \mathcal{J} e F^\tau + \xi \mathcal{J} F \wedge e, \]  
and finally integrated by parts before using the equations of motion to obtain a total exterior derivative. As mentioned above, the resulting quantity \( Q[\xi] = \xi \mathcal{J} \omega e \) is the Noether charge associated to a diffeomorphism in three-dimensional first order gravity. With this, we can now integrate (2.7) over \( \sigma \) and rewrite the resulting quantity as
\[ \int_\Sigma \theta + \mathcal{X} \mathcal{J} L + \int_S Q[\mathcal{X}], \]
where we should keep in mind from now on that \( \Sigma = X(\sigma) \) and \( s = X(s) \). Note that this new potential has a boundary contribution which is given by the Noether charge associated with the variational vector field \( \mathcal{X} \), and also a bulk contribution from \( \mathcal{X} \) in the case of a theory whose Lagrangian is not vanishing on-shell.

We now have to account for the Lorentz transformations as well. This can be done by introducing a group-valued function \( u \) transforming under finite Lorentz transformations with parameter \( h \) as
\[ h^* u = h^{-1} u. \]
The potential which incorporates this new field is then given by [16]
\[ \Theta = \int_\Sigma \theta + \mathcal{X} \mathcal{J} L + \int_S \mathcal{X} \mathcal{J} \omega e + (\delta uu^{-1} + \mathcal{X} \mathcal{J} duu^{-1}) e \]
\[ = \int_\Sigma \theta + \mathcal{X} \mathcal{J} L + \int_S Q[\mathcal{X}] + Q[\delta uu^{-1} + \mathcal{X} \mathcal{J} duu^{-1}], \]  
where in the second line we have introduced the Noether charge\(^6\) \( Q[\alpha] = \alpha e \) associated with Lorentz transformations with Lie algebra parameter \( \alpha \). The group element \( u \) is the field introduced in order to describe the edge modes associated with Lorentz transformations, and one can see that it gives two contributions. The first one can be understood as making the potential invariant under Lorentz transformations, while the second one is a coupling to the diffeomorphism edge mode field \( X \) which is necessary in order to make the potential invariant under both types of transformations.

Note that while in [16] the form of the potential incorporating the edge mode field \( u \) was derived based on the requirement of gauge-invariance under finite transformations \( h^* \), one can also obtain this result following what has been done above for diffeomorphisms: one can simply replace the Lagrangian \( L[\Phi] \) by \( L[u^* \Phi] \), and then inspect the resulting potential \( \theta[u^* \Phi, \delta(u^* \Phi)] \) to read off the contribution of \( u \). This shows that the method of [17] is actually a generic way of obtaining the edge mode contribution for any type of gauge transformations.

We can now write the statement of gauge invariance for the extended potential (2.14). Denoting the action of a finite gauge transformation by \( \Theta^\epsilon := \Theta[e^* \Phi, \delta(e^* \Phi)] \), we have
\[ \Theta^Y \simeq \Theta \simeq \Theta^h, \]  
\(^6\)Note that for simplicity of notation we denote by \( Q[\cdot] \) the Noether charges for both diffeomorphisms and Lorentz transformations. What distinguishes them is their argument, which for the former is a vector field and for the latter a Lie algebra element.
where $Y$ is a finite (and possibly field-dependent) diffeomorphism acting by pull-back and $h$ a group element parametrizing a finite (and possibly field-dependent) Lorentz transformation. This invariance under finite gauge transformations implies of course the invariance under their infinitesimal version. At the infinitesimal level, invariance can be shown by using the explicit action of the gauge transformations on the various fields, which we will need later on. In addition to (2.3) and (2.5), this is given by the transformation rules

$$
\delta \alpha u = -\alpha u, \quad \delta \alpha X = 0, \quad \mathcal{L}_\xi u = \xi \lrcorner du, \quad \mathcal{L}_\xi \lrcorner X = \mathcal{L}_\xi X \circ X^{-1} = -\xi.
$$

(2.16)

With this we can then show that

$$\mathcal{L}_\xi \lrcorner \Theta \simeq 0 \simeq \delta \alpha \lrcorner \Theta.
$$

(2.17)

In other words, we have constructed an extended potential $\Theta$ which contains two additional fields, $X$ and $u$, whose role is to restore on-shell gauge invariance in the sense of (2.15) and (2.17).

What we are really aiming for is the pre-symplectic 2-form, which is obtained by computing the field space variation of the potential. For this, we have to remember that $\Sigma$ and $S$ are defined through $X$, which can also be acted on by the variations. When commuting the variation and the integration over a region, we therefore have to use the commutation property (2.8) to write

$$\delta \int_{\Sigma} f = \delta \int_{\sigma} X^* f = \int_{\sigma} \delta (X^* f) = \int_{\sigma} X^*(\delta f + \mathcal{L}_X f) = \int_{\Sigma} \delta f + \mathcal{L}_X f.
$$

(2.18)

Let us consider separately the bulk and boundary contributions to the potential (2.14). Varying the bulk part leads to

$$
\delta \Theta_{\Sigma} = \int_{\Sigma} \delta \Theta + \delta (\mathcal{X} \lrcorner L) + \mathcal{L}_\mathcal{X} \theta + \mathcal{L}_{\mathcal{X}} (\mathcal{X} \lrcorner L)
$$

$$
= \int_{\Sigma} \delta \Theta + \delta \mathcal{X} \lrcorner L - \mathcal{X} \lrcorner \delta L + \mathcal{L}_{\mathcal{X}} \theta + \mathcal{L}_{\mathcal{X}} (\mathcal{X} \lrcorner L)
$$

$$
= \int_{\Sigma} \delta \Theta + \delta \mathcal{X} \lrcorner L - \mathcal{X} \lrcorner \delta L + \mathcal{X} \lrcorner (d\theta) + \mathcal{L}_{\mathcal{X}} (\mathcal{X} \lrcorner L) + \int_{S} \mathcal{X} \lrcorner \theta
$$

$$
\simeq \int_{\Sigma} \delta \Theta + \delta \mathcal{X} \lrcorner L + \mathcal{L}_{\mathcal{X}} (\mathcal{X} \lrcorner L) + \int_{S} \mathcal{X} \lrcorner \theta,
$$

(2.19)

where we have first used the Leibniz rule for the variation, then the Cartan formula for the Lie derivative, and finally the fact that

$$
\delta L - d\theta = \text{EOMs} \land \delta \Phi \simeq 0.
$$

(2.20)

Let us now show that the bulk contributions in addition to $\delta \theta$ actually combine in a total exterior derivative (note that they simply disappear in the case of theories whose Lagrangian is vanishing on-shell). The proof uses the expression for the variation of $\mathcal{X}$, which is [3, 17]

$$
\delta \mathcal{X} = -\frac{1}{2} [\mathcal{X}, \mathcal{X}].
$$

(2.21)
as well as the identity $[\xi, \zeta, \cdot ] = [\mathcal{L}_\xi, \zeta, \cdot ]$ for the Lie derivative and vector fields, which here has to be used carefully since the $\mathcal{X}'$s are anti-commuting variational vector fields. Combining these formulas, one can show that
\[
\delta \mathcal{X} \cdot L + \mathcal{L}_\mathcal{X}(\mathcal{X} \cdot L) = \frac{1}{2} d(\mathcal{X} \cdot \mathcal{X} \cdot L). \tag{2.22}
\]

We therefore get the result that
\[
\delta \Theta_\Sigma = \int_\Sigma \delta \theta + \int_S \mathcal{X} \cdot \theta + \frac{1}{2} \mathcal{X} \cdot \mathcal{X} \cdot L. \tag{2.23}
\]

Combining this with the variation $\delta \Theta_S$, we finally get that the symplectic 2-form is given by
\[
\Omega = \Omega_\Sigma + \Omega_S = \int_\Sigma \delta \theta + \int_S \mathcal{X} \cdot \theta + \frac{1}{2} \mathcal{X} \cdot \mathcal{X} \cdot L + (\delta + \mathcal{X} \cdot d)(Q[\mathcal{X}] + Q[\delta uu^{-1} + \mathcal{X} \cdot duu^{-1}]). \tag{2.24}
\]

We have chosen to write this compact and general expression since it enables us to recover the extended symplectic structure of metric gravity as well. For this, one must simply set $u$ to the identity, and use the expression $Q[\xi] = * d(g \xi) = \varepsilon_{\mu \nu} \nabla^\mu \xi^\nu$ for the diffeomorphism Noether charge in metric variables [3,17]. For the calculations which will follow, one can however be more explicit. Using
\[
\delta(\delta uu^{-1}) = \frac{1}{2} [\delta uu^{-1}, \delta uu^{-1}], \quad \delta(duu^{-1}) = ud(u^{-1} \delta u)u^{-1}, \tag{2.25}
\]

one can show that
\[
(\delta + \mathcal{X} \cdot d)(Q[\mathcal{X}] + Q[\delta uu^{-1} + \mathcal{X} \cdot duu^{-1}])
= -\frac{1}{2}(\mathcal{X}, \mathcal{X})(\omega + duu^{-1}) - [\delta uu^{-1}, \delta uu^{-1}] + 2 \mathcal{X} \cdot ud(u^{-1} \delta u)u^{-1})e
- \mathcal{X} \cdot \delta \omega - (\mathcal{X} \cdot \omega + \delta uu^{-1} + \mathcal{X} \cdot duu^{-1}) \delta e
+ \mathcal{X} \cdot (d(\mathcal{X} \cdot \omega e + \delta uu^{-1} e + \mathcal{X} \cdot duu^{-1} e)). \tag{2.26}
\]

The extended symplectic structure given by (2.24) and (2.26) is the main result of this subsection. It defines the extended phase space containing the new fields $X$ and $u$ which have the role of restoring gauge invariance. One can see as expected that the bulk symplectic structure is unchanged, and that the new fields contribute only at the boundary\(^7\). We are now going to use this result to study the gauge transformations and then the boundary symmetries.

\(^7\)Although $X$ appears implicitly in the definition of $\Sigma$ and $S$, what really matters is the actual variation of $X$, which is contained in $\mathcal{X}$ and indeed only supported at the boundary.
2.2 Gauge transformations

We will now show that the generators of the gauge transformations (2.3) and (2.5) are integrable and vanishing on-shell without the need to impose boundary conditions at $S$ (on either the fields or the gauge parameters). In other words, gauge transformations are degenerate directions of the extended symplectic structure even if they have support on the boundary.

Recall that the action of infinitesimal Lorentz transformations on the various fields of the extended phase space is given in (2.3) and (2.16). With this, we can then compute the contraction of an infinitesimal variation with the symplectic form, to find

$$-\delta_\alpha \omega \simeq -\int_\Sigma \delta e \wedge D\alpha + \delta \omega \wedge [e, \alpha] - \int_S \alpha \delta e = -\int_\Sigma \alpha \delta (De) \simeq -\int_\Sigma \delta (\alpha De) + \mathcal{L}_\chi (De) = \delta \mathcal{G}[\alpha], \quad (2.27)$$

where we have introduced the Gauss constraint

$$\mathcal{G}[\alpha] := -\int_\Sigma \alpha De \simeq 0. \quad (2.28)$$

In the first on-shell equality we have discarded a term proportional to the equations of motion in the boundary integral. For the second on-shell equality, we have used the equations of motion to reintroduce a bulk term allowing us to then use formula (2.18) in order to exchange the variation with the integral\(^8\). Notice that we have also assumed for simplicity that $\alpha$ is field-independent. We therefore get the announced result, namely that the generator of $\delta_\alpha$ is integrable and vanishing on-shell regardless of what happens at $S$.

The same conclusion can be reached for diffeomorphisms. At the infinitesimal level, their action on the fields of the extended phase space is given by (2.5) and (2.16). With this, a lengthy manipulation similar to the one above leads to

$$-\mathcal{L}_\xi \omega \simeq \int_\Sigma \mathcal{L}_\xi \omega \wedge \delta e + \mathcal{L}_\xi e \wedge \delta \omega - \int_S \xi_\flat e \delta \omega + \xi_\flat \omega \delta e \simeq \delta \mathcal{D}[\xi], \quad (2.29)$$

where we have introduced the diffeomorphism and vector constraints

$$\mathcal{D}[\xi] := \mathcal{V}[\xi] + \mathcal{G}[\xi_\flat \omega] \simeq 0, \quad \mathcal{V}[\xi] := -\int_\Sigma \xi_\flat e F = -\int_\Sigma \xi_\flat e F_\ell \simeq 0. \quad (2.30)$$

Here we have chosen to write the diffeomorphism constraint as the sum of the Gauss constraint and the vector constraint in order to match what appears naturally in the canonical analysis of the theory, as we review in appendix A (where we will also write alternative expressions for $\mathcal{D}$). Notice that the vector constraint does not depend on the cosmological constant $\ell$ because the corresponding cubic contribution from $e$ is vanishing on the two-dimensional manifold $\Sigma$.

\(^8\)Recall that in all such calculations of gauge generators we are allowed to use the equations of motion but not their linearized version.
Now that we have studied Lorentz transformations and diffeomorphisms, we have exhausted the set of independent gauge transformations acting on our theory. However, it is still instructive at this point to discuss slightly different transformations, which are the so-called covariant diffeomorphisms (see [31] and references therein). The interest in studying such transformations stems from the fact that the action (2.5) of diffeomorphisms on the fields $e$ and $\omega$, which is defined as the usual Lie derivative, does not commute with Lorentz transformations, i.e. $[\mathcal{L}_\xi, \delta_\alpha] \neq 0$. This can be cured by defining another notion of Lie derivative, the covariant Lie (or Lorentz–Lie) derivative $\mathcal{L}^g_\xi$, as follows:

$$\mathcal{L}^g_\xi e = D(\xi \lrcorner e) + \xi \lrcorner (De), \quad \mathcal{L}^g_\xi \omega = \xi \lrcorner F.$$  

(2.31)

Now, recalling that the action of the standard Lie derivative (2.5) can be rewritten as

$$\mathcal{L}_\xi e = [e, \xi \lrcorner \omega] + D(\xi \lrcorner e) + \xi \lrcorner (De), \quad \mathcal{L}_\xi \omega = D(\xi \lrcorner \omega) + \xi \lrcorner F,$$

(2.32)

we can recognize that the Lie derivative and its covariant version differ by a field-dependent Lorentz transformation. In other words, we have that

$$\mathcal{L}^g_\xi = \mathcal{L}_\xi - \delta_\xi \omega,$$

(2.33)

which also implies that $\mathcal{L}^g_\xi u = \xi \lrcorner Du$ and $\mathcal{L}^g_\xi \mathcal{X} = \mathcal{L}_\xi \mathcal{X}$. In order to contract the covariant Lie derivative with the extended symplectic form, it turns out to be easier to first contract its bulk part, and then to subtract the boundary integral in (2.27) for $\alpha = \xi \lrcorner \omega$ from the boundary integral in (2.29). Doing so, we obtain that

$$-\mathcal{L}^g_\xi \lrcorner \omega \simeq \int_\Sigma \mathcal{L}^g_\xi \omega \wedge \delta e + \mathcal{L}^g_\xi e \wedge \delta \omega - \int_S \xi \lrcorner e \delta \omega.$$  

(2.34)

Now, we can rewrite the bulk piece as

$$\int_\Sigma \mathcal{L}^g_\xi \omega \wedge \delta e + \mathcal{L}^g_\xi e \wedge \delta \omega = \int_\Sigma \xi \lrcorner F \wedge \delta e + (D(\xi \lrcorner e) + \xi \lrcorner (De)) \wedge \delta \omega$$

$$= \int_\Sigma \xi \lrcorner F \wedge \delta e + \xi \lrcorner (De) \wedge \delta \omega - \xi \lrcorner e \delta F + \int_S \xi \lrcorner e \delta \omega$$

$$= -\int_\Sigma \xi \lrcorner \delta e F + \xi \lrcorner \delta \omega De + \xi \lrcorner e \delta F + \int_S \xi \lrcorner e \delta \omega$$

$$= -\int_\Sigma \delta(\xi \lrcorner e F) + \xi \lrcorner \delta \omega De + \int_S \xi \lrcorner e \delta \omega$$

$$\simeq -\int_\Sigma \delta(\xi \lrcorner e F) + \mathcal{L}_\mathcal{X}(\xi \lrcorner e F) + \xi \lrcorner \delta \omega De + \int_S \xi \lrcorner e \delta \omega$$

$$= \delta \mathcal{V}[\xi] + \mathcal{G}[\xi \lrcorner \delta \omega] + \int_S \xi \lrcorner e \delta \omega,$$

(2.35)

\footnote{Notice that in terms of Poisson brackets the action of $\delta_\xi \omega$ on $e$ should be understood as $\{\mathcal{G}[\alpha], e\}_{\alpha = \xi \lrcorner \omega}$. This does however only differ from $\{\mathcal{G}[\xi \lrcorner \omega], e\}$ by a term which vanishes on-shell.}
to finally obtain that
\[ -\mathcal{L}_\xi \omega \Omega \simeq \delta \mathcal{V}[\xi] + \mathcal{G}[\xi, \delta \omega] \simeq \delta \mathcal{V}[\xi]. \] (2.36)

We therefore get the result that the generator of the covariant diffeomorphisms is integrable on-shell, and simply given by the vector constraint \( \mathcal{V} \).

### 2.3 Boundary symmetries

We have seen so far how the new fields \( X \) and \( u \) restore gauge invariance. In particular, the generators of gauge transformations on the extended phase space are given by a bulk piece only, and as such are vanishing on-shell. As explained in [3,16,17], the new fields of the extended phase space happen to also support a new type of transformations on the boundary, namely the boundary symmetries. These symmetries are defined by their vanishing action on the original fields of the theory, and have an action on the new fields which is in a sense (which we will explain below) dual to that of gauge transformations. The Hamiltonian generators of these boundary symmetries form the boundary symmetry algebra.

Let us start by studying the boundary symmetries associated with Lorentz transformations. They are defined by their action on the fields of the extended phase space as

\[
\Delta_\alpha e = 0, \quad \Delta_\alpha \omega = 0, \quad \Delta_\alpha u = u\alpha, \quad \Delta_\alpha X = 0, \tag{2.37}
\]

were the Lie algebra element \( \alpha \) acts on \( u \) from the right. This is to be contrasted with the gauge transformations \( \delta_\alpha \), which act on \( u \) from the left. This is the sense in which the boundary symmetries are dual to the gauge transformations, and the fact that the left and right actions commute will be key to proving that their generator is an observable. Explicitly, this generator is defined by the contraction

\[
-\Delta_\alpha \omega \Omega = \int_S \alpha (\delta \tilde{e} + \mathcal{L}_X \tilde{e}) = \int_S X_* \alpha (\delta \tilde{e} + \mathcal{L}_X \tilde{e}) = \int_S \alpha X^* (\delta \tilde{e} + \mathcal{L}_X \tilde{e}) = \delta \int_S \alpha \tilde{e}, \tag{2.38}
\]

where we have introduced the “dressed” field \( \tilde{e} := u^* e = u^{-1} eu \), and written \( \alpha \) as the push-forward under \( X \) of an element \( \underline{\alpha} \) defined on \( \mathbb{R}^3 \). One can see that this expression is integrable, and therefore

\[
Q[\alpha] := \int_S \alpha \tilde{e} \tag{2.39}
\]

is really the generator of the boundary symmetry \( \Delta_\alpha \). Furthermore, as was already pointed out in [16] (where the diffeomorphisms were however replaced by the translations), one can see that this generator is very similar to the Hamiltonian boundary charge associated with Lorentz gauge transformations on the “usual” phase space. It is the same expression simply with \( e \) replaced by \( \tilde{e} = u^* e \). Now, the symplectic structure also enables us to show that this generator is an observable.
This can be done by further contracting (2.38) with the gauge transformations, which gives the following vanishing Poisson brackets:

\[
\{ \mathcal{G}[\alpha], Q[\beta] \} = -\delta_{\alpha, \beta} \Delta_{\beta, \alpha} \Omega = 0, \quad \{ \mathcal{D}[\xi], Q[\beta] \} = -\mathcal{L}_{\xi, \beta} \Delta_{\beta, \alpha} \Omega = 0.
\]  

Finally, we can compute the algebra of the boundary symmetry generators with themselves. This is given by

\[
\{ Q[\alpha], Q[\beta] \} = -\Delta_{\alpha, \beta} \Delta_{\beta, \alpha} \Omega = Q[[\alpha, \beta]],
\]  

which is nothing but the Lorentz algebra.

We now turn to the study of the boundary symmetries associated with diffeomorphisms. While the gauge transformations which we have previously studied correspond to diffeomorphisms of the manifold \( M \), the boundary symmetries correspond to diffeomorphisms \( W \) on \( \mathbb{R}^3 \). As such, these diffeomorphisms do not act on the original field content of the theory, but transform the edge mode field \( X \) as \( X \mapsto X \circ W \). These boundary symmetries can therefore be thought of as changes of coordinates. Their action is given by

\[
\Delta_w e = 0, \quad \Delta_w \omega = 0, \quad \Delta_w u = 0, \quad \Delta_w \mathcal{X} = \mathcal{W},
\]  

where \( w \) denotes the vector field on \( \mathbb{R}^3 \) generating the infinitesimal version of \( W \), and \( \mathcal{W} := X^* w \) is the vector field on \( M \) obtained by pushing forward \( w \) with \( X \). With the fact that \( \delta w = 0 \), we furthermore get the variation

\[
0 = \delta w = \delta (X^* \mathcal{W}) = X^* (\delta \mathcal{W} + \mathcal{L}_\mathcal{X} \mathcal{W}) \quad \Rightarrow \quad \delta \mathcal{W} = -\mathcal{L}_\mathcal{X} \mathcal{W} = [\mathcal{W}, \mathcal{X}].
\]  

With this, we have all the ingredients to compute the contraction of the boundary symmetry with the symplectic structure, and to analyse whether the resulting expression is integrable (i.e. whether a generator does exist). The result of the contraction is

\[
-\Delta_w \Omega = \delta \int_S Q[\mathcal{W}] + Q[\mathcal{W}, \mathcal{d} u u^{-1}] - \int_S \mathcal{W} \langle \theta + \mathcal{X} \mathcal{L} + \mathcal{d} Q[\mathcal{X}] + \mathcal{d} Q[\delta u u^{-1} + \mathcal{X} \mathcal{d} u u^{-1}] \rangle.
\]

Before discussing the integrability of this expression and the existence of a generator \( Q[\mathcal{W}] \), one can already see that it will generically lead to an observable. Indeed, the Poisson bracket with the generator of Lorentz transformations is

\[
\{ \mathcal{G}[\alpha], Q[\mathcal{W}] \} = -\delta_{\alpha, \beta} \Delta_{\beta, \alpha} \Omega = \int_S \alpha \mathcal{W} \langle \mathcal{D} e \rangle \simeq 0,
\]

and that with the generator of diffeomorphisms is

\[
\{ \mathcal{D}[\xi], Q[\mathcal{W}] \} = -\mathcal{L}_\xi \Delta_{\beta, \alpha} \Omega = \int_S \mathcal{W} \langle F_{\ell} \xi \mathcal{L} + \mathcal{D} e \xi \mathcal{L} \rangle \simeq 0,
\]
thereby showing that $Q[\mathcal{W}]$ (when it exists) is an observable.

In order to discuss the integrability of these generators and their algebra, we can decompose the vector field at the boundary $S$ into its tangential and normal parts as $\mathcal{W} = \mathcal{W}_\parallel + \mathcal{W}_\perp$. Following [3] we can then call the transformations generated by vector fields with $\mathcal{W}_\perp = 0$ surface-preserving diffeomorphisms (SPDs hereafter), and that with $\mathcal{W}_\perp \neq 0$ surface translations.

It is clear from (2.44) that SPDs have an integrable generator given by

$$Q[\mathcal{W}] \overset{\text{SPD}}{=} \int_S Q[\mathcal{W}] + Q[\mathcal{W}_\parallel du u^{-1}] = \int_S \mathcal{W}_\parallel \tilde{\omega} \tilde{e},$$

(2.47)

where for the second equality we have introduced the dressed field $\tilde{\omega} := u^* \omega = u^{-1} \omega u + u^{-1} du$, thereby showing once again (just like in [16] and above for Lorentz boundary symmetries) that the generator of the boundary symmetry is a dressed version of the usual Hamiltonian boundary charge. For these generators we then find the algebra

$$\{ Q[\mathcal{V}], Q[\mathcal{W}] \} = -\Delta_{\mathcal{V}} \Delta_{\mathcal{W}} \Omega \overset{\text{SPD}}{=} -Q[[\mathcal{V}, \mathcal{W}]],$$

(2.48)

and with the observables associated with Lorentz transformations we have

$$\{ Q[\mathcal{W}], Q[\alpha] \} = -\Delta_{\mathcal{W}} \Delta_{\alpha} \Omega = \int_S \alpha \mathcal{L}_\mathcal{W} \tilde{e} \overset{\text{SPD}}{=} -\int_S \mathcal{L}_\mathcal{W} \alpha \tilde{e} = -Q[\mathcal{L}_\mathcal{W} \alpha],$$

(2.49)

where we have used the fact that $\mathcal{W}$ is tangential in order to perform the integration by parts of the Lie derivative.

Together, the commutation relations (2.41), (2.48), and (2.49) show that the group of surface-preserving transformations, containing both SPDs and Lorentz transformations, is given by

$$\text{Diff}(S) \times H,$$

(2.50)

where $H = \text{SL}(2, \mathbb{R})$ or $H = \text{SU}(2)$ depending on the signature. This is the same result as that found in [3]. There however, there is only one generator of boundary symmetries (since in the metric formulation there are no local Lorentz transformations), given by the integral on $S$ of the Wald–Noether charge for $\mathcal{W}$. However, because in the metric formulation this charge contains derivatives of the vector field, it can naturally be decomposed into two contributions: the curvature in the normal plane to $S$ smeared with $\mathcal{W}_\parallel$, and the normal metric smeared with $\partial_\perp \mathcal{W}_\perp$. The first part has commutation relations reproducing that of $\text{Diff}(S)$, while the second one gives that of $H$ (which is $\text{SL}(2, \mathbb{R})$ in the Lorentzian calculation of [3]).

In order to analyse the surface translations and implement them on the extended phase space, one has to impose boundary conditions at $S$ in order to make the second term on the right-hand side of (2.44) integrable. This can be done if there exists a $(2, 0)$-form $B$ such that we have separately

$$(\theta + dQ[du u^{-1}])|_S = \delta B, \quad (\mathcal{X}_\perp L + dQ[\mathcal{X}] + dQ[\mathcal{X}_\perp du u^{-1}])|_S = \mathcal{L}_\mathcal{X} B,$$

(2.51)
such that the sum is

\[
(\theta + \mathcal{X} L + dQ[\mathcal{X}] + dQ[\delta uu^{-1} + \mathcal{X} d uu^{-1}])\big|_S = \delta B + \mathcal{L}_X B. \tag{2.52}
\]

We will see below why it is necessary to have this separation between two terms. For the moment, one can notice that if this holds then the surface translations are integrable and their generator is given by

\[
Q[\mathcal{W}] = \int_S Q[\mathcal{W}] + Q[\mathcal{W} d uu^{-1}] - \mathcal{W} B. \tag{2.53}
\]

This condition defining \(B\) can be rewritten more compactly in terms of the finite transformations of the potential. Indeed, since

\[
\theta^{X,u} = X^*(\theta + \mathcal{X} L + dQ[\mathcal{X}] + dQ[\delta uu^{-1} + \mathcal{X} d uu^{-1}]), \tag{2.54}
\]

we can rewrite the condition of integrability of the surface translations in the form

\[
\theta^{X,u}|_S \simeq \delta(X^* B). \tag{2.55}
\]

Assuming that \(B\) does not depend on \(X\), such that \(\Delta_v B = 0\), we then get that the algebra of the extended generators (2.53) is given by

\[
\{ Q[\mathcal{V}], Q[\mathcal{W}] \} = -Q[[V, W]] - \int_S V \mathcal{W} \mathcal{L}_W B - \mathcal{W} (dB) - dQ[\mathcal{W}] - dQ[\mathcal{W} d uu^{-1}], \tag{2.56}
\]

By contracting the condition (2.52) with \(\Delta_w\) one can further show that

\[
\mathcal{L}_W B = \mathcal{W} L + dQ[\mathcal{W}] + dQ[\mathcal{W} d uu^{-1}], \tag{2.57}
\]

and therefore rewrite the boundary symmetry algebra in the form

\[
\{ Q[\mathcal{V}], Q[\mathcal{W}] \} = -Q[[V, W]] - \int_S \mathcal{W} \mathcal{L}_W (L - dB). \tag{2.58}
\]

The remaining boundary integral on the right-hand side, although it depends on the fields, can now be shown to define a central extension of the algebra of \(\text{Diff}(S)\). For this, one can compute its field space variation and show that it vanishes on-shell. The variation is given by

\[
\delta \int_S \mathcal{V} \mathcal{W} \mathcal{L}_W (L - dB) = \int_S \mathcal{V} \mathcal{L}_W (L - dB) + \mathcal{V} \mathcal{L}_W \mathcal{L}_X (L - dB). \tag{2.59}
\]

Taking the exterior derivative of the first condition in (2.51), one gets that the first term is vanishing as

\[
\delta(L - dB)|_S \simeq (d\theta - d\delta B)|_S = 0. \tag{2.60}
\]
Using the second condition in (2.51) one gets that
\[
\mathcal{L}_\chi (L - dB)|_S = (d(\mathcal{X}\cdot L) - d(\mathcal{L}_\chi B))|_S = 0.
\]

(2.61)

Now that we have seen how the boundary condition (2.52) affects the Poisson bracket between the diffeomorphism boundary observables, and that it leads to a central extension, we have to also inspect the Poisson brackets with the boundary observables (2.39). Obviously, the commutation relations (2.41) are unchanged. However, because of the integration by parts of the Lie derivative, (2.49) becomes
\[
\{ Q[W], Q[\alpha] \} = \int_S \alpha \mathcal{L}_w \delta e = -Q[L_w \alpha] + \int_S W \cdot (d(\alpha \delta e)),
\]
and we therefore have to understand how to interpret the extra term on the right-hand side. First of all, notice that this agrees with the other way to compute this bracket, which is
\[
\{ Q[\alpha], Q[W] \} = \Delta_\alpha \cdot \delta Q[W] = Q[L_w \alpha] - \int_S W \cdot (\Delta_\alpha B),
\]
(2.63)
since from the contraction of (2.51) with \(\Delta_\alpha\) one can see that \(\Delta_\alpha B = d(\alpha \delta e)\).

In order to understand the extra term in these commutation relations, we have to impose additional boundary conditions at \(S\). One first possibility is to impose boundary conditions which lead to a central extension. The variation being given by
\[
\delta \int_S W \cdot (d(\alpha \delta e)) = \int_S W \cdot (d[\alpha (\delta \tilde{e} + \mathcal{L}\chi \tilde{e})]),
\]
(2.64)
one obtains a central extension if the boundary conditions
\[
(\delta \tilde{e} + \mathcal{L}\chi \tilde{e})|_S = 0
\]
(2.65)
are imposed. However, one can also impose boundary conditions such that the extra term is simply vanishing (instead of being central). This can be achieved with the condition
\[
dQ[\delta uu^{-1}]|_S = d(\delta uu^{-1} e)|_S = 0,
\]
(2.66)
which then implies that \(\Delta_\alpha B = 0\) and that \(\{ Q[W], Q[\alpha] \} = -Q[L_w \alpha]\).

3 Conclusion

In this article we have constructed the extended phase space containing edge mode fields for first order three-dimensional gravity with diffeomorphism and Lorentz gauge symmetry, and then studied the algebra of boundary symmetries. This is the natural continuity of previous work providing the same construction for Yang–Mills theory and metric gravity [3], for BF and Chern–Simons theory [16], and for metric gravity with higher curvature [17]. We have followed here the systematic
derivation which applies to all of these theories. This requires the introduction in the phase space of edge mode fields for each of the gauge transformations acting in the theory, namely the choice of coordinate frame $X$ in the case of diffeomorphisms, and the group elements $u$ in the case of Lorentz transformations. With these extra fields, we have constructed the extended symplectic potential (2.14) which is invariant on-shell under finite diffeomorphisms and Lorentz transformations, and which then defines the extended symplectic structure (2.24). We have then studied how this extended phase space provides a natural separation between the role of gauge transformations and boundary symmetries. In section 2.2, we have shown that gauge transformations are degenerate directions of the symplectic structure even when they have support on the boundary of the local region. In section 2.3 we have defined the boundary symmetries and computed the algebra satisfied by their generators. This has revealed the same group of boundary symmetries as in the metric case, namely the semi-direct product structure $G_S = \text{Diff}(S) \rtimes H$ in the case of surface-preserving transformations, where $H = \text{SL}(2,\mathbb{R})$ or $H = \text{SU}(2)$ depending on the signature. This shows that using first order variables, despite introducing local Lorentz symmetry, does not lead to an extension of the boundary symmetries. Instead, it separates the generators of $G_S$ into two contributions: one coming from the first order diffeomorphism Hamiltonian charge, which is linear in the vector field and generates the algebra of Diff$(S)$, and one coming from the Hamiltonian charge associated with Lorentz transformations and generating the algebra of $H$ (with the bracket between the two types of generators giving the semi-direct product structure). We have also briefly discussed the boundary conditions on the extended symplectic potential which enable to promote surface translations to Hamiltonian transformations acting on the phase space.

Just as for the previous works [3,16,17], one important task is now to understand the representation theory of the boundary symmetries (this is already partly understood for the Kač–Moody algebras appearing in BF and Chern–Simons theory [33]), and how it can be used to regularize and define entanglement entropy in the gravitational context. In three dimensions, we expect that the availability of different descriptions of the boundary symmetries (namely as $G_S$, with possible central extensions, or as the Kač–Moody algebras of BF and Chern–Simons theory) will shed light on this problem. The availability of this dual description means essentially that one can trade the effects of diffeomorphisms for that of internal symmetry transformations whose representation theory is in principle easier to construct.

Finally, one important and interesting line of work would be to understand the relationship between the various symmetry groups and algebras which are known to appear in three-dimensional gravity, and which describe spacetime symmetries or the physics of point particles. These depend of course on the signature of spacetime, on the sign of the cosmological constant, on the location of the boundary (at finite distance or infinity) and on possible boundary conditions or choice of asymptotic behavior for the fields. To be more concrete, let us consider the case of a vanishing cosmological constant. Then, the group of symmetries preserving the structure of asymptotically-flat spacetime is the three-dimensional BMS group $\text{BMS}_3$ [25,34–38]. Representations of $\text{BMS}_3$ were studied
in [39–41], where it was also shown that one can rewrite $\text{BMS}_3 = \text{Diff}(S) \ltimes \text{Vect}(S)$. This makes it explicit that $\text{BMS}_3$ is actually “smaller” than the group $\mathcal{G}_S$ of boundary symmetries at finite distance which we have derived in this paper. However, this remarks begs for a clearer definition, as $\text{BMS}_3$ and $\mathcal{G}_S$ are not defined at the same location in spacetime and in terms of the same geometrical structures, and it is not clear how the former is embedded in the latter. In addition, it is known that $\text{BMS}_3$ admits certain natural and physically relevant central extensions [39], and it would therefore be interesting to compare these to the central extensions discussed in the main text and to that appearing in the Kač–Moody boundary algebra of BF and Chern–Simons theory. Finally, the fact that we have here studied finite boundaries is reminiscent of structures appearing when coupling point particles to three-dimensional gravity. Indeed, this coupling typically requires the introduction of small boundaries around the particles in order to regularize the curvature and torsion constraints [42]. In the quantum theory, the mass and spin of point particles are representation labels of an algebra which is not that of the classical spacetime, but which presents a quantum deformation. This is given by the Drinfel’d double of $\text{SU}(2)$ in the flat Euclidean case for example [43–45]. Now, it turns out that representations of $\text{BMS}_3$ do also lead to a notion of particles, which are however not strictly classical particles but instead $\text{BMS}_3$ particles dressed by soft modes. We leave the precise study of these mathematical structures for future work, hoping that it will help clarify further the role and the physical interpretation of the boundary symmetries at finite distance which we have described in this work.
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A Relation to usual boundary observables

As explained in [16] and seen in the main text, the boundary observables which generate the boundary symmetries on the extended phase space are a dressed version of the “usual” Hamiltonian boundary observables defined on the non-extended phase space. In this appendix we recall the construction of these usual Hamiltonian boundary observables following [22, 26–28] and using the criterion of functional differentiability of the constraints. It should be kept in mind that the calculations of this appendix do not use the edge mode fields $X$ and $u$ and the extended phase space.

We start with the $2 + 1$ decomposition of the action, which will identify the constraints of the
theory. This is given by

\[ S = \int_M e \wedge \left( F + \frac{1}{6\ell^2} [e \wedge e] \right) \]
\[ = \int_R dt \int_\Sigma d^2x \varepsilon^{ab} \left( \partial_0 \omega_a e_b + \omega_0 D_a e_b + e_0 \left( \frac{1}{2} F_{ab} + \frac{1}{2\ell^2} [e_a, e_b] \right) - \partial_a (e_b \omega_0) \right) \]
\[ = \int_R dt \int_\Sigma \partial_0 \omega \wedge e + \omega_0 D e + \frac{1}{\sqrt{q}} N E F_\ell + M \omega F - d(e \omega_0), \quad (A.1) \]

where we have introduced the density vector

\[ E^i := \frac{1}{2} \varepsilon^{ab} [e_a, e_b]^i = [e_1, e_2]^i, \quad E^i E^j \eta_{ij} = q := \det(q_{ab}), \quad E^i e^j a^a \eta_{ij} = 0, \quad (A.2) \]

and used the change of variables

\[ e^i_0 = M^a e^i_a + \frac{1}{\sqrt{q}} N E^i, \quad N := \frac{1}{\sqrt{q}} e^i_0 E^j \eta_{ij}, \quad M^a := \frac{1}{q} \varepsilon^{ab} E^i [e_0, e_b]^j \eta_{ij}. \quad (A.3) \]

This rewriting of the triad Lagrange multiplier is what enables to trade the curvature constraint \( F_\ell \) (enforced by \( e_0 \) and generating the translations (2.4)) for the scalar and vector constraints.

The smeared constraints of the theory are then given by the following Gauss, scalar, and vector constraints:

\[ G[\alpha] = - \int_\Sigma \alpha D e, \quad C[N] = - \int_\Sigma \frac{1}{\sqrt{q}} N E F_\ell, \quad V[\xi] = - \int_\Sigma \xi \wedge e F_\ell = - \int_\Sigma \xi \wedge e F, \quad (A.4) \]

for a Lie algebra-valued function \( \alpha \), a scalar \( N \), and a vector field \( \xi \). The vector constraint does not depend on the cosmological constant because the corresponding cubic contribution from \( e \) is vanishing on the two-dimensional manifold \( \Sigma \).

Let us now compute the variation of the constraints and at the condition of functional differentiability. Assuming that \( \delta \alpha = 0 \), the variation of the Gauss constraint is given by

\[ \delta G[\alpha] = \int_\Sigma D \alpha \wedge \delta e + [e, \alpha] \wedge \delta \omega - \int_S \alpha \delta e. \]

(A.5)

This can be made functionally differentiable without restricting the dynamical fields at \( S \) by using smearing fields \( \bar{\alpha} \) vanishing\(^\text{10} \) at \( S \). Then, for an arbitrary \( \alpha \) which does not have to vanish at \( S \) the quantity

\[ Q[\alpha] = \int_\Sigma D \alpha \wedge e = G[\alpha] + \int_S \alpha e \simeq \int_S \alpha e \]

is an observable since

\[ \{ G[\bar{\alpha}], Q[\beta] \} = G[[\bar{\alpha}, \beta]] + \int_S [\bar{\alpha}, \beta] e = G[[\bar{\alpha}, \beta]] \simeq 0, \]

(A.7)

\(^{10}\)We will denote with an overline all the smearing fields which are compactly supported, i.e. vanishing at \( S \).
and it satisfies the Poisson brackets

\[ \{ Q[\alpha], Q[\beta] \} = Q[[\alpha, \beta]]. \tag{A.8} \]

Notice that these brackets are well-defined without additional conditions since \( Q[\alpha] \) is functionally differentiable if \( \delta \alpha = 0 \). One can see from this calculation that the procedure leading to the Hamiltonian observable (A.6) is to integrate the Gauss constraint by parts, discard the boundary term, and use an arbitrary smearing field \( \alpha \) which is not constrained to vanish at \( S \). This then commutes with the constraint since this latter is well-defined only for smearing fields \( \bar{\alpha} \) that are vanishing at \( S \).

Similarly, the scalar constraint \( \mathcal{C}[\mathcal{N}] \) can be made functionally differentiable without restricting the dynamical fields at \( S \) by choosing smearing functions \( \mathcal{N} \) vanishing at \( S \). One can then attempt at constructing an observable by integrating by parts, discarding the boundary term, and using an arbitrary \( \mathcal{N} \). However, it is easy to see that the resulting quantity is again not functionally differentiable unless this a priori arbitrary smearing field is also constrained to vanish at \( S \). This therefore shows that there are no Hamiltonian observables arising from the scalar constraint via this construction. Of course, this is the case because we are here insisting on not restricting the dynamical fields at \( S \), and only the smearing fields. Once again, recall that the reason for studying this condition is that this is what reproduces the observables which we have constructed on the extended phase space.

Instead of studying next the vector constraint, we are going to study the constraint generating spatial diffeomorphisms. This is a combination of the vector and Gauss constraints given by the following equivalent expressions:

\[
D[\xi] = V[\xi] + G[\xi \downarrow \omega]
\]

\[
= -\int_{\Sigma} d\omega \xi \downarrow e + de \xi \downarrow \omega \\
= \int_{\Sigma} (\xi \downarrow (d\omega)) \downarrow e + (\xi \downarrow (de)) \downarrow \omega \\
= \int_{\Sigma} L_{\xi} \omega \downarrow e - \int_{S} \xi \downarrow e \downarrow \omega \\
= \int_{\Sigma} L_{\xi} e \downarrow \omega - \int_{S} \xi \downarrow e \omega. \tag{A.9}
\]

Assuming that \( \delta \xi = 0 \) the variation of this constraint is given by

\[
\delta D[\xi] = \int_{\Sigma} L_{\xi} \omega \downarrow \delta e + L_{\xi} e \downarrow \delta \omega - \int_{S} \xi \downarrow e \delta \omega + \xi \downarrow e \delta e. \tag{A.10}
\]

Again, this can be made functionally differentiable without restricting the dynamical fields at \( S \) by using smearing vector fields \( \bar{\xi} \) that are vanishing at \( S \), and then one indeed has that

\[
\{ D[\bar{\xi}], e \} = L_{\bar{\xi}} e, \quad \{ D[\bar{\xi}], \omega \} = L_{\bar{\xi}} \omega. \tag{A.11}
\]
Let us now consider the quantity

\[ Q[\xi] = \int_{\Sigma} L_{\xi} \omega \wedge e = D[\xi] + \int_{S} \xi \downarrow \omega e \simeq \int_{S} \xi \downarrow \omega e \tag{A.12} \]

for an arbitrary \( \xi \) which does not have to vanish at \( S \). This corresponds indeed to the diffeomorphism constraint once we have integrated by parts and discarded the boundary term. Since

\[ \delta Q[\xi] = \int_{\Sigma} L_{\xi} \omega \wedge \delta e + L_{\xi} e \wedge \delta \omega + \int_{S} \xi \downarrow (\delta \omega \wedge e), \tag{A.13} \]

this can be made functionally differentiable without restricting the dynamical fields if \( \xi \) is restricted to be tangential to \( S \). The quantity \( Q[\xi] \) is then an observable since

\[ \{D[\bar{\xi}], Q[\zeta]\} = \int_{\Sigma} L_{\xi} \omega \wedge L_{\xi} e - L_{\xi} \omega \wedge L_{\xi} e = -D[\xi, \zeta] \simeq 0, \tag{A.14} \]

and the algebra of these observables is given by

\[ \{Q[\xi], Q[\zeta]\} = -Q[[\xi, \zeta]]. \tag{A.15} \]

In addition, we have that the Poisson bracket with the observables (A.6) is given by

\[ \{Q[\xi], Q[\alpha]\} = -Q[L_{\xi} \alpha]. \tag{A.16} \]

As expected, the algebra defined by (A.8), (A.15) and (A.16), is isomorphic to the algebra \( \text{Diff}(S) \ltimes H \) of surface preserving symmetries defined in the main text. In addition, the observable (2.39) on the extended phase space is a dressed version of the observable (A.6), and the observable (2.47) is a dressed version of (A.12). Finally, while on the usual phase space the construction of these observable requires to constrain the smearing fields at \( S \), this requirement is relaxed on the extended phase space.

Now, it is also the case that the usual boundary observables derived above correspond to the Hamiltonian boundary charges on the non-extended phase space, where the symplectic structure has no boundary contribution and is simply given by

\[ \Omega_{\Sigma} = -\int_{\Sigma} \delta \omega \wedge \delta e. \tag{A.17} \]

We recall here these calculations in order to show in particular that the generator of the gauge-covariant diffeomorphisms is in general non-integrable even in the case of tangential diffeomorphisms at \( S \). For Lorentz transformations we have

\[ -\delta_{\alpha, \omega} \Omega_{\Sigma} = -\int_{\Sigma} \delta e \wedge D \alpha + \delta \omega \wedge [e, \alpha] = \delta G[\alpha] + \int_{S} \alpha \delta e, \tag{A.18} \]

so the generator is integrable if \( \delta \alpha = 0 \) but not vanishing on-shell. Instead, it is equal to the Hamiltonian boundary charge. For diffeomorphisms we have

\[ -L_{\xi, \omega} \Omega_{\Sigma} = \int_{\Sigma} L_{\xi} \omega \wedge \delta e + L_{\xi} e \wedge \delta \omega = \delta D[\xi] + \int_{S} \delta \omega \xi \downarrow e + \delta e \xi \downarrow \omega, \tag{A.19} \]
and the surface term is equal to
\[ \int_S \delta Q[\xi] - \xi \cdot \theta = \int_S \delta(\xi \cdot \omega) - \xi \cdot (\delta \omega \wedge e), \]
(A.20)
which is therefore integrable if \( \xi \) is tangential at \( S \). Finally, for gauge-covariant diffeomorphisms we can repeat the calculation (2.35) (without the weak equality since on the non-extended phase space there are no edge mode fields \( X \)) to find
\[ -L_\xi \omega \Omega = \int_S -\delta(\xi \cdot eF) - \xi \cdot \delta \omega D e + \int_S \xi \cdot e \delta \omega = \delta \mathcal{V}[\xi] + \mathcal{G}[\xi, \delta \omega] + \int_S \xi \cdot e \delta \omega, \]
(A.21)
which shows that the gauge-covariant diffeomorphisms are not integrable (even in the case of tangential diffeomorphisms).

B Gibbons–Hawking–York corner term

In this appendix we compute the Hamiltonian charges for Lorentz transformations, diffeomorphisms and covariant diffeomorphisms, in the case where the symplectic structure is extended on the boundary \( S \) by using the corner contribution coming from the Gibbons–Hawking–York (GHY) boundary term. It should be kept in mind that the calculations of this appendix do not use the edge mode fields \( X \) and \( u \) and the extended phase space constructed in the main text.

In first order variables, the GHY boundary term can be constructed in terms of the internal unit normal \( n^i = n^\mu e^i_\mu \). The action then takes the form [46–49]
\[ S[e, \omega, n] = \int_M e \wedge \left( F + \frac{1}{6\ell^2} [e \wedge e] \right) + \int_{\partial M} [e, n] \wedge Dn, \]
(B.1)
where \( Dn = dn + [\omega, n] \) and \( n^i n^j \eta_{ij} = \pm 1 \) depending on the signature. Treating the normal \( n \) as a dynamical variable, the variation of the boundary term is given by
\[ \delta([e, n] \wedge Dn) = \delta[e, n] \wedge Dn + [e, n] \wedge \delta[\omega, n] + d[e, n] \delta n - d([e, n] \delta n), \]
(B.2)
and one can see that the integration by part produces a corner contribution. As explained in [16], if the boundary of the manifold is smooth then the boundary terms and their corner contributions do not contribute to the symplectic structure. However, if the total boundary is not smooth one can consider a mixed variational principle where boundary terms and corner contributions can be added separately on (say) the time-like boundary. This is for example how boundary contributions to the symplectic structure were added in [49–51]. Here one can use the same reasoning to add the corner contribution from the GHY boundary term to the potential, and thereby obtain a boundary contribution to the symplectic structure. Thinking carefully about sings and orientations shows that one should actually add the corner piece of (B.2) to the potential with a minus sign, so that
the total symplectic structure becomes \( \Omega = \Omega_\Sigma + \Omega_S \), with \( \Omega_\Sigma \) the bulk symplectic structure (A.17) used repeatedly above, and

\[
\Omega_S = \int_S [\delta e, n] \delta n = \int_S [\delta e, n] \delta n + [\delta n, \delta e]. \tag{B.3}
\]

With this boundary symplectic structure, one can then compute the contraction with infinitesimal Lorentz transformations and diffeomorphisms to obtain

\[
-\delta_\alpha \omega \Omega_S = -\int_S \alpha \delta e, \quad -\mathcal{L}_\xi \omega \Omega_S = \int_S \delta([n, \delta n] \xi \omega) - \xi \omega ([\delta e, n], \delta n) = \int_S \delta([n, \delta n] \xi \omega), \tag{B.4}
\]

where we have assumed that the diffeomorphism vector field \( \xi \) is tangential at \( S \). With this it is then immediate to see that

\[
-\delta_\alpha \omega \Omega = \delta \mathcal{G} [\alpha], \tag{B.5}
\]

which means that Lorentz transformations have a vanishing charge. For (tangential) diffeomorphism we get that

\[
-\mathcal{L}_\xi \omega \Omega \equiv \mathcal{SPD} = \delta D[\xi] + \delta \int_S \xi \omega ([\omega + [n, \delta n]], \tag{B.6}
\]

and using \( \xi \omega = [\xi \omega, n]\omega, n \) the charge can be rewritten as

\[
\int_S [\xi \omega, n] \delta n. \tag{B.7}
\]

Finally, the covariant diffeomorphisms now become integrable as well and we have

\[
-\mathcal{L}_\xi^g \omega \Omega \equiv \mathcal{SPD} = \delta \mathcal{V}[\xi] + \mathcal{G}[\xi \omega, \delta \omega] + \delta \int_S [\xi \omega, n] \delta n, \tag{B.8}
\]

so their charge is the same as that of non-covariant diffeomorphisms. A little rewriting now shows that this charge is nothing but the Komar charge which we would have obtained for diffeomorphisms in the metric formulation, i.e.

\[
\int_S [\xi \omega, n] \delta n \simeq \int_S (k_a n_b - n_a k_b) \nabla^a \xi^b. \tag{B.9}
\]

The final result of this appendix is therefore that the algebra of boundary charges is unchanged if we introduce the normal \( n \) and the corner contribution from the GHY term. The effect of this extension of the phase space including \( n \) is to set the charges of Lorentz transformations to zero, but this information about Lorentz transformations is in a sense “transferred” to the diffeomorphisms, whose charges then do not take the first order form (A.20), but instead become the Komar expression (B.9). Since the result of the present work was to show that the algebra of Lorentz and first order diffeomorphism charges (whether it is realized on the extended or on the usual phase space) is the same as that of second order (or metric) diffeomorphism Komar charges, we see that the inclusion of \( n \) in the phase space via the GHY corner term does also leave this algebra unchanged.
For the sake of completeness, and because of the known and important relationship between Chern–Simons theory and three-dimensional gravity, we discuss in this appendix the extended phase space of Chern–Simons theory with edge mode fields associated with internal gauge transformations and diffeomorphisms.

The case of internal gauge transformations was treated briefly in \[16\], and we recall here the details. The Lagrangian and the potential are given by

\[
L = A \wedge \left( F - \frac{1}{6} [A \wedge A] \right), \quad \theta = \delta A \wedge A. \tag{C.1}
\]

The extended pre-symplectic potential which is gauge-invariant on-shell under finite gauge transformations \(g \in G\) is

\[
\theta_e := \theta + 2d(\delta uu^{-1}) + \delta(A \wedge uu^{-1}) + d(\delta uu^{-1}) \wedge uu^{-1}, \tag{C.2}
\]

where the \(G\)-valued edge mode field \(u\) transforms as \(g \ast u = g^{-1} u\). To compute the extended symplectic structure, we now use the fact that

\[
\delta(d(\delta uu^{-1}) \wedge uu^{-1}) = d(d(\delta uu^{-1})\delta uu^{-1}), \tag{C.3}
\]

and obtain \(\Omega = \Omega_\Sigma + \Omega_S\), with the usual bulk symplectic structure

\[
\Omega_\Sigma = -\int_\Sigma \delta A \wedge \delta A, \tag{C.4}
\]

and the boundary symplectic structure

\[
\Omega_S = \int_S (2\delta A + D(\delta uu^{-1}))\delta uu^{-1}. \tag{C.5}
\]

We can now contract infinitesimal gauge transformations (which act on \(u\) as \(\delta_\alpha u = -\alpha u\)) with the extended symplectic structure to find

\[
-\delta_{\alpha \wedge} \Omega = 2 \int_\Sigma D\alpha \wedge \delta A - 2 \int_S \alpha \delta A = \delta F[\alpha], \tag{C.6}
\]

were

\[
F[\alpha] = -2 \int \alpha F \simeq 0 \tag{C.7}
\]

is the flatness constraint. Boundary symmetries \(\Delta_\alpha\) are now defined by their action \(\Delta_\alpha A = 0\) on the gauge field and \(\Delta_\alpha u = u\alpha\) on the edge mode field. With this, we get the contraction

\[
-\Delta_{\alpha \wedge} \Omega = 2 \int_S uu^{-1}(\delta A + D(\delta uu^{-1})) = 2\delta \int_S \alpha \tilde{A}, \tag{C.8}
\]
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where the dressed gauge field is $\tilde{A} := u^* A = u^{-1} A u + u^{-1} du$. The generator is therefore integrable and given by

$$ Q[\alpha] = 2 \int_S \alpha \tilde{A}. $$

(C.9)

As expected this is gauge-invariant, i.e.

$$ \{ F[\alpha], Q[\beta] \} = -\delta_{\alpha, \beta} \Delta_{\alpha, \beta} \Omega = 0, $$

(C.10)

and leads to the centrally-extended algebra

$$ \{ Q[\alpha], Q[\beta] \} = 2 \int_S D(\alpha \beta^{-1}) \sim \Omega = Q[[\alpha, \beta]] + 2 \int_S d\alpha \beta. $$

(C.11)

This is the Kač–Moody algebra of the Lie algebra of $G$.

Let us now discuss diffeomorphisms. These are in general realized in Chern–Simons theory as field dependent gauge transformations with parameter $\alpha = \xi \lrcorner A$. Because of this field dependency, on the usual (i.e. non-extended) phase space carrying the symplectic structure (C.4) the Hamiltonian charge is not integrable unless additional boundary conditions are specified. Here one can however see that on the extended phase space the contraction (C.6) becomes

$$ -\delta_{\xi, A} \lrcorner \Omega \sim 2 \int_\Sigma D(\xi \lrcorner A) \wedge \delta A - \delta(\xi \lrcorner A) F - 2 \int_S \xi \lrcorner A \delta A + \delta F[\xi \lrcorner A], $$

(C.12)

where we have used the equations of motion to introduce an extra curvature term. This shows indeed that $F[\xi \lrcorner A]$ is the on-shell generator of diffeomorphisms.

Another way to study diffeomorphisms is to follow the approach of the main text and to introduce edge mode fields $X$. For Chern–Simons theory, the Noether current and charge associated with diffeomorphisms are given by

$$ J = L_\xi A \wedge A - \xi \lrcorner L $$

$$ = D(\xi \lrcorner A) \wedge A + \xi \lrcorner F \wedge A - \xi \lrcorner L $$

$$ = d(\xi \lrcorner AA) - \xi \lrcorner ADA + \xi \lrcorner F \wedge A - \xi \lrcorner L $$

$$ = d(\xi \lrcorner AA) - 2 \xi \lrcorner AF $$

$$ \sim d(\xi \lrcorner AA). $$

(C.13)

The extended symplectic structure can be found following the same reasoning as in the main text, and it is therefore given by (2.24) with $Q[X] = X \lrcorner AA$ and $u = 1$, which is

$$ \Omega = \int_\Sigma \delta \theta + \int_S X \lrcorner \theta + \frac{1}{2} X \lrcorner X \lrcorner L + \delta A X \lrcorner A - \frac{1}{2} A[X, X] \lrcorner A - AX \lrcorner \delta A + X \lrcorner (d(A X \lrcorner A)). $$

(C.14)
With this we get that
\[-\mathcal{L}_\xi \Omega \simeq 2 \int_\Sigma \mathcal{L}_\xi A \wedge \delta A - 2 \int_S \xi \langle A \delta A \rangle \simeq \delta \mathcal{D}[\xi],\]  
(C.15)
with
\[\mathcal{D}[\xi] := -2 \int_S dA \xi \langle A \rangle.\]  
(C.16)
For boundary symmetries, we have
\[-\Delta_w \Omega = \delta \int_S Q[W] - \int_S W \langle \theta + \chi \langle L + dQ[\chi] \rangle,\]  
(C.17)
which is of course identical to the result of the main text with \(u = 1\) and \(Q[W]\) the diffeomorphism Noether charge computed above.
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