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Abstract: Aiming at the large-angle maneuver control problem of tracking spacecraft attitude in non-cooperative target rendezvous and proximity tasks, under the condition that the target spacecraft attitude information is unknown and the actuator output has physical limitations, a limited-time autonomous control method is proposed. First, an end-to-end pose estimation network is designed based on adaptive dual-channel feature extraction and dual attention. The information around the target is obtained through the adaptive dual-channel feature extraction module. The addition of spatial attention and channel attention allows the network to learn the target’s characteristics more accurately. Secondly, based on the improved adaptive update law, a finite-time saturation controller is designed using the hyperbolic tangent function and the auxiliary system. The hyperbolic tangent function can strictly ensure that the control torque of the control system is bounded. Finally, the simulation results show that the proposed autonomous control method can accurately estimate the attitude of the non-cooperative target spacecraft and can maneuver to the target attitude within 20 s under the condition that the actuator’s output is physically limited.
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1. Introduction

The large-angle maneuver control technology of spacecraft attitude has a wide range of applications in space missions, such as rendezvous and docking, on-orbit assembly, orbiting, and formation flying. It is one of the critical factors for completing various tasks. In recent years, finite-time control methods have been widely used to improve the accuracy and speed of spacecraft attitude control [1,2]. Compared with the cooperative situation, the rendezvous and proximity of non-cooperative targets have broader application prospects in space monitoring and service, deep space exploration, etc. However, it also presents more significant challenges due to the lack of information communication. Therefore, to meet the non-cooperative requirements of space missions, autonomous control modes that can identify non-cooperative target pose information and achieve attitude tracking are proposed [3,4].

At present, for pose estimation of non-cooperative targets, traditional methods rely on artificially designed features [5,6] and pose priors. The latter mainly establishes 2D-3D correspondence through feature point detection and matching and then obtains pose parameters by solving the Perspective-n-Points (PNP) [7]. However, in the face of complex lighting environments, soft textures, or rigid targets with complex structures, artificially designed features are insufficient in generalization and robustness. They are not suitable for the control method in this paper. To further improve the accuracy of attitude recognition, convolutional neural network technology [8] has received extensive attention and research, but it has not been widely used in spacecraft attitude estimation. Park et al. [9] use a
vector to represent the target key point sequence and use EPnP (Estimation Perspective-n-Points) [10] to solve the target pose parameters; Chen et al. [11] use the HRNet (High-Resolution Net) [12] network to predict the particular vital points of the input image, and associate this point with the corresponding 3D model; The solution of attitude parameters adopts nonlinear optimization method. Sharma et al. [13] proposed the Spacecraft Pose Network (SPN) convolutional neural network to achieve 2D object detection. The relative pose of the target is estimated by using the image in the 2D detection frame, and the Gauss-Newton method is used to solve the translation under the constraints formed by the 2D detection frame and the relative pose.

For attitude controller design, in recent years, the mainstream design methods are mainly based on fixed time control and finite time control. When the initial information of the system is difficult to obtain accurately, there is a problem in that the convergence time cannot be calculated. To overcome this shortcoming, researchers propose a fixed-time control algorithm [14–16], which eliminates the dependence of convergence time on initial information and gives an upper bound of convergence time. Due to the characteristics of the fixed-time control method, it is mainly used in multi-agent systems. This allows the system to determine its own trajectory and the upper limit of the time to converge to the equilibrium point in advance through the adjustment of controller parameters under unknown initial conditions [17]. Finite-time control methods mainly include two categories: homogeneous theoretical methods and methods based on Lyapunov theory. Zou et al. [18] proposed a finite-time control method for spacecraft formation flight based on the homogeneous theory. Lu et al. [19] applied fast terminal sliding-mode control theory to finite-time control of spacecraft attitude tracking. Ran et al. [20] proposed a fault-tolerant finite-time attitude control method based on state observer using sliding-mode control theory. Further, Jiang et al. [21] proposed a finite-time output feedback attitude control method without angular velocity measurement by introducing the exponentiation integration technique. The rigid body spacecraft attitude system is a standard cascade system, and the backstepping method is a powerful design tool applied to the cascade system. Therefore, the finite-time control method based on the backstepping method has also been successfully applied to spacecraft attitude control. [22]. Although the finite-time controller described above enables the spacecraft attitude system to converge to an equilibrium point quickly and with high accuracy, it does not consider the actual physical limitations of the actuator. It is worth mentioning that, in order to guarantee a fast convergence rate, the finite-time control output always reaches a large magnitude, especially in the initial stage of the system response. Therefore, much literature has studied the finite-time saturation control method. Gui et al. [23] designed a bounded finite-time control method for attitude stabilization using homogeneous theory and saturation functions. By designing a finite-time observer and an adaptive controller, Zhang et al. [24] proposed a finite-time saturation control method for attitude tracking based on output feedback. Lu et al. [25] proposed a finite-time distributed cooperative attitude control method for multiple spacecraft considering input saturation by introducing Chebyshev neural network into fast terminal sliding mode. Considering the applicable background of the designed controller, we choose the finite time control method when the convolutional neural network can make the attitude control information a priori. So far, many finite-time control methods considering actuator saturation have been proposed. However, there are few research results on the use of backstepping. Moreover, although in [26,27], the backstepping method is used to design the spacecraft attitude control method that takes the actuator saturation into account, these controllers lack the necessary finite-time convergence proof, and the control process is discontinuous.

Therefore, this paper aims at the large-angle maneuvering control problem of tracking spacecraft attitude in non-cooperative missions, considering the accuracy and generalization requirements of the target attitude in space missions and the dynamic response speed of the finite time controller based on the backstepping method. An autonomous control method of attitude and large-angle maneuvering based on the combination of convolutional
neural network and backstepping method is proposed in this paper. Compared with the existing literature, the contributions of this paper are:

a. The adaptive dual-channel feature extraction module and the convolutional attention mechanism are integrated into the attitude estimation of the non-cooperative target spacecraft so that the network has higher accuracy and Robustness, which indirectly improves the adaptability of autonomous control;

b. The participation of the backstepping method enables the finite-time saturation controller to effectively solve the input saturation problem even in the presence of external disturbances.

2. Spacecraft Attitude Control Model

The rotation matrix description method can avoid the singular problem of the Euler angle description method. Therefore, the kinematics and dynamics models of the spacecraft attitude described by the rotation matrix are as follows:

\[ R_c = R_c(\omega_c) \times \]
\[ J \omega_c + (\omega_c) \times J \omega_c = u + d \]
\[ (\omega_c) \times = \begin{bmatrix} 0 & -\omega_{c3} & \omega_{c2} \\ \omega_{c3} & 0 & -\omega_{c1} \\ -\omega_{c2} & \omega_{c1} & 0 \end{bmatrix} \]

\( R_c \in SO(3) \) represents the rotation matrix of the spacecraft attitude from the body coordinate system to the inertial coordinate system; \( \omega_c \in \mathbb{R}^{3 \times 1} \) is the representation of the spacecraft attitude angular velocity in the body coordinate system; \( J_c \in \mathbb{R}^{3 \times 3} \) is the rotational inertia matrix of the spacecraft; \( u \in \mathbb{R}^{3 \times 1} \) and \( d \in \mathbb{R}^{3 \times 1} \) respectively represent the control torque of the spacecraft and disturbance torque.

\( R_e \) and \( \omega_e \) are the attitude and angular velocity errors, respectively, defined as \( R_e = R_t^{-1}R_c \) and \( \omega_e = \omega_c - R_t^{-1}\omega_t \), where \( R_t \) and \( \omega_t \) are the desired attitude and angular velocity, respectively.

The attitude error \( R_e \) is a matrix that is difficult to apply to the design of the controller. This paper adopts another attitude error representation \([24]\).

\[ e = \frac{1}{2\sqrt{1 + tr(R_e)}}(R_e - R_t^{T}) \] (∧)

where \( tr(R_e) \) represents the trace of \( R_e \), and \( \bigwedge \) represents the inverse operation of the cross product.

According to \( R_e = R_c(\omega_c) \times \), the spacecraft attitude tracking control model can be obtained as

\[ \dot{e} = E\omega_e \]
\[ J\dot{\omega}_e = F + u + d \]
\[ F = - (\omega_c) \bigwedge J\omega_e - J(\omega_c) \bigwedge \omega_e - J R_t^{T} \omega_t \]
\[ E = \frac{1}{2\sqrt{1 + tr(R_e)}}(tr(R_t^{T})I_{3 \times 3} - R_t^{T} + 2ee^{T}) \]

**Note 1.** For the rotation matrix \( R_e \in SO(3) \), \( tr(R_e) \) is bounded and satisfies \(-1 \leq tr(R_e) \leq 3\); when \( tr(R_e) = -1 \), Equations (4) and (5) appear singular, so in order for the controller to operate normally, it is necessary to ensure that \(-1 \leq tr(R_e) \leq 3\) is established, that is, to ensure the attitude error \( e \) is defined in set \( L = \{ R_e \in SO(3) \mid \|e\| < 1 \} \).
3. Design of a Limited Time Autonomous Controller for Large Attitude Maneuvers

3.1. Pose Estimation Network Design

This paper improves the URSONet [28] convolutional neural network and designs an end-to-end pose estimation network URSONet-Improve with the ResNet (Deep Residual Network) as the backbone. The network architecture is shown in Figure 1.
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**Figure 1.** Network architecture.

As seen from the figure, after network URSONet-Improve removes the fully connected layer at the end of the original network, an adaptive dual-channel feature extraction module is added to reduce the loss of image feature information. Specifically, perform dual-channel feature extraction of $5 \times 5$ and $3 \times 3$ on the incoming features, and then add an adaptive coefficient $\alpha$ to the features extracted by the $5 \times 5$ convolution kernel. Then, the features extracted by the two channels are combined, and the $1 \times 1$ convolution is used to reduce the network parameters and integrate the information. Finally, the new features are extracted by the $3 \times 3$ depthwise separable convolution. This method can acquire features with different receptive fields and effectively combine the information around the target. At the same time, the residual structure is used to prevent gradient disappearance and gradient explosion.

The learned features are complex during network training, but not all are valid. Therefore, a convolutional attention module is introduced, which can increase the weight of useful features and weaken the weight of useless features during the training process to independently refine features in spatial and channel dimensions. Specifically, $3 \times 3$ depthwise separable convolution is used for feature extraction for the double-filtered features. The attention map is then inferred from two different dimensions, channel, and space, in turn. Then use, the spatial attention module and the channel attention module to divide the weights of the learned features for feature refinement. Finally, feature compression is done with a $2 \times 2$ convolution with a stride of 2.

3.2. Design of a Finite-Time Saturation Controller

In this paper, the idea of the backstepping method is adopted to design a limited-time saturation controller for spacecraft attitude maneuvering at large angles. Under the circumstance that the actuator output has physical limitations, an autonomous control mode based on the non-cooperative target attitude information output by the URSONet-Improve network is formed for tracking. The following are the relevant lemmas and assumptions for designing the controller.

**Lemma 1** [29]. Assuming that $a_1, a_2, \ldots, a_n$ are all positive numbers, $0 < \rho < 2$, then the inequality $(a_1^2 + \cdots + a_n^2)^\rho \leq (a_1^\rho + \cdots + a_n^\rho)^2$ holds.

**Lemma 2** [30]. Suppose the system $\dot{x} = f(x), f(0) = 0$ has a continuously differentiable function $V$, and the condition is satisfied:

1. $V$ is a positive definite function.
(2) There exist positive real numbers $a > 0$, $b > 0$, and $\gamma \in (0, 1)$, and an open neighborhood $U \subset U_0$ containing the origin, where $U \subset U_0$ holds $V \leq -aV - bV^\gamma$. Then the system is fast finite-time stable, and the convergence time $T$ satisfies $T \leq \frac{1}{\alpha(1-\gamma)}\ln \frac{\lambda_{\min}V_0^{1-\gamma}+b}{a}$. If $U = U_0 = R^n$, the system is globally fast and finite-time stable.

Lemma 3 [19]. $J$ is a positive definite symmetric matrix, and $\lambda_{\min}$ and $\lambda_{\max}$ are the minimum and maximum values in the eigenvalues of matrix $J$, respectively, for $x \in R^{3 \times 1}$, $\lambda_{\max}x^TJx \leq x^TJx \leq \lambda_{\max}x^TJx$ holds.

Lemma 4 [31]. For the system $\dot{x} = f(x, u)$, suppose there is a continuously differentiable function $V$, and satisfy the condition:

(1) $V$ is a positive definite function.

(2) There exists a positive real number $c > 0$ and an open neighborhood $U \subset U_0$ containing the origin, where $U \subset U_0$ makes $V \leq -c$ hold. Then the system is stable in finite time; if $U = U_0 = R^n$, the system is stable in global finite time.

Assume that the external perturbation $d$ is time-varying and bounded, $\|d\| \leq d_{\max}$ and $d_{\max}$ are known positive numbers, and both $\omega_1$ and $\omega_2$ are bounded.

For the rigid body spacecraft attitude system (5)–(6), the following variables are introduced:

$$x_1 = \eta, x_2 = \omega - \omega_0^\gamma$$

(9)

According to the design idea of the backstepping method, and in order to ensure that the attitude error $\eta$ is always defined in the set $L$, the virtual controller is selected as

$$\omega_e^\gamma = -\beta_1 E^{-1}x_1 - \beta_2 E^{-1}f(x_1) + E^{-1}ln(1 - x_1^T x_1)x_1$$

(10)

$$f(x_{1,i}) = \begin{cases} \eta_1 x_{1,i} + \eta_2 |\text{sign}(x_{1,i})| x_{1,i}^2, & |x_{1,i}| \leq \eta, i = 1, 2, 3 \\ \text{sign}(x_{1,i})^\gamma, & \text{other} \end{cases}$$

(11)

In the formula, $\text{sign}(x_{1,i})^\gamma = \text{sign}(x_{1,i})|x_{1,i}|^\gamma$, $i = 1, 2, 3, \eta_1 = (2 - \gamma)\eta^{\gamma-1}, \eta_2 = (\gamma - 1)\eta^{\gamma-2}$, $0 < \gamma < 1, \eta$ are very small positive numbers, $\beta_1 > 0, \beta_2 > 0$.

Proposition 1. For Formula (9), when $\omega_1$ and $\omega_2$ are bounded, the virtual controller (10) can make $x_{1,i}(i = 1, 2, 3)$ converge to the region $|x_{1,i}| \leq \eta$ in a finite time.

Proof of Proposition 1. Choose Lyapunov function:

$$V_{1,i} = \frac{1}{2}x_{1,i}^2, i = 1, 2, 3$$

(12)

Derive the function with respect to time to get $\dot{V}_{1,i} = x_{1,i} \dot{x}_{1,i}$, and substitute it into Equation (10) to get:

$$\dot{V}_{1,i} \leq -\beta_1 x_{1,i}^2 - \beta_2 x_{1,i}f(x_{1,i})$$

(13)

When $|x_{1,i}| \leq \eta, i = 1, 2, 3, x_{1,i}$ has converged to region $|x_{1,i}| \leq \eta$.

When $|x_{1,i}| > \eta, i = 1, 2, 3$, according to Lemma 1, combined with Formula (11), we can get:

$$\dot{V}_{1,i} \leq -\beta_1 x_{1,i}^2 - \beta_2 x_{1,i}\text{sign}(x_{1,i})^\gamma \leq -2\beta_1 V_{1,i} - 2(\gamma+1)/2\beta_2 V_{1,i}^{(\gamma+1)/2}$$

(14)

According to Lemma 2, $x_{1,i}$ can converge to the region $|x_{1,i}| \leq \eta$ in a finite time.
The upper bound square of the external disturbance is defined as the estimated quantity, and the continuous controller is designed based on the virtual controller (10) as follows:

\[ u = -F + f\dot{\omega}_e - F^T_1 x_1 - k_1 x_2 - u_a x_2 \quad (15) \]

\[ \dot{\psi}_i = -\varepsilon_1 \dot{\psi}_i + \frac{1}{2} p_1 \chi^{-2} |x_2|^2 \quad (16) \]

In the formula, \( u_a = \text{diag}(u_{ai}) \), \( u_{ai} = (\chi^{-2} \dot{\psi}_i)/2 \), \( \dot{\psi}_i = d^2_{Mx} \), \( k_1 > 0 \), \( \varepsilon_1 > 0 \), \( p_1 > 0 \), \( \chi > 0 \).

The hyperbolic tangent function is introduced to design a finite-time controller considering input saturation as follows:

\[ u = -k_1 \tanh(\varepsilon_1 \omega) - k_2 \tanh(\varepsilon_2 x_1) - k_3 \tanh(\varepsilon_3 \dot{x}_1) \quad (17) \]

To enable the system to converge to the equilibrium point in finite time, the auxiliary system is constructed as follows:

\[ \dot{\omega} = F^{-1} \left( F - f\dot{\omega}_e + u \right) + \left[ x_1^T \left( F - f\dot{\omega}_e + u \right) + x_1^T \frac{\dot{\omega}_i}{2} + k_4 \delta + (k_5 + d_{\text{max}} x_2^T) \right] \frac{\dot{\omega}}{x_2^T} + u_a \quad (18) \]

\[ \delta = x_2 - \omega \quad (19) \]

\[ u_a = \left\{ \frac{\dot{\delta}}{x_2^T} \frac{\left| J^{-1} \right|}{d_{\text{max}}} \left| \delta \right| > n_1 \right\} \quad (20) \]

In the formula, \( k_1 > 0 \), \( k_2 > 0 \), \( k_3 > 0 \), \( k_4 > 0 \), \( k_5 > 0 \), \( \varepsilon_1 > 0 \), \( \varepsilon_2 > 0 \), \( \varepsilon_3 > 0 \), \( n_1 > 0 \).

**Theorem 1.** The spacecraft attitude systems (5)--(6), under the control of the finite-time controller (17) and the auxiliary system (18), can achieve the following goals:

1. When \( \|\delta\| > n_1 \), variables \( x_1 \) and \( x_2 \) converge in finite time, and when \( \|\delta\| \leq n_1 \) and \( k_4 \) satisfies \( k_4 - \left( n_1^2 - \|\delta\|^2 \right) \frac{\left| J^{-1} \right|}{d_{\text{max}}} \geq 0 \), variables \( x_1 \) and \( x_2 \) converge in finite time.

2. The angular velocity error \( \omega_e \) converges in a finite time.

**Proof of Theorem 1.** Choose the Lyapunov function:

\[ V_3 = \frac{1}{2} x_1^T x_1 + \frac{1}{2} x_2^T J x_2 + \frac{1}{2} \delta^T \delta \quad (21) \]

Derive it along the trajectory of the system (6), and substitute it into Equations (17) to (20) to get:

\[ \dot{V}_3 = x_1^T \dot{x}_1 + x_2^T \left( F - f\dot{\omega}_e + u + d \right) + \delta^T \left[ J^{-1} \left( F - f\dot{\omega}_e + u + d \right) - \dot{\omega} \right] \]

\[ = \delta^T J^{-1} d + x_2^T d - k_4 \delta^T \delta - (k_5 + d_{\text{max}} x_2^T) - \delta^T u_a \quad (22) \]

When \( \|\delta\| > n_1 \),

\[ \dot{V}_3 \leq \|x_2^T d_{\text{max}} + \|\delta^T \| \left| J^{-1} \right| \|d_{\text{max}} - k_4 \delta^T \delta - k_5 \| - k_5 \]

\[ \leq -k_5 \quad (23) \]
When \( \|\delta\| \leq n_1 \) and \( k_4 \) satisfies \( k_4 = \left( \frac{n_1^2 - \|\delta\|^2}{n_1^2 \|\delta\|} \right)^{\frac{1}{2}} \geq 0 \),

\[
\dot{V}_3 \leq -k_4 \delta^T \delta - k_5 + \|\delta^T\| \|J^{-1}\|d_{\text{max}} - \frac{\|\delta\|^2 \|J^{-1}\|d_{\text{max}}}{n_1^2}
\]

\[
= -k_5 - k_4 \delta^T \delta + \left( 1 - \frac{\|\delta\|^2}{n_1^2} \right) \|\delta\|^2 \|J^{-1}\|d_{\text{max}}
\]

\[
= -k_5 - \left[ k_4 - \left( \frac{n_1^2 - \|\delta\|^2}{n_1^2 \|\delta\|} \right) \right] \|\delta\|^2 \|J^{-1}\|d_{\text{max}}\]
\]

\[
\leq -k_5
\]

According to [Lemma 4](#), the variables \( x_1 \) and \( x_2 \) converge in finite time. (1) is proved.

According to the form of Equations (9) and (10), combined with the finite time convergence of \( x_1 \) and \( x_2 \), it can be concluded that the angular velocity error \( \omega_e \) converges in finite time. (2) is proved.

To sum up, [Theorem 1](#) is proved. \( \square \)

**Note 2.** The finite-time controller designed in this paper is continuous, and there is no chattering phenomenon. The adaptive update law (16) will not always be positive, avoiding the phenomenon that the estimated value may increase indefinitely so that the control torque in the steady state stage will not be too large.

**4. Simulation Verification**

**4.1. Pose Estimation**

In order to verify the performance of the network proposed in this paper, this paper selects the dataset in the “Pose Recognition Challenge” jointly organized by the European Space Agency (ESA) and Stanford University (SLAB) for experimentation. The dataset provides Tango satellite images with a pixel size of \( 1920 \times 1200 \). Table 1 gives the number of real and simulated images in the training and test sets.

| Table 1. Number of Dataset. |
|-----------------------------|
|                            | Real Images | Simulated Images |
| Training set               | 5           | 12,000           |
| Test set                   | 300         | 2998             |

The loss function is defined as follows:

\[
Loss = \beta L_{\text{ori}}
\]

\[
L_{\text{ori}} = \left( 1 - \sum_{i=1}^{m} (y^{(i)} - y_{\text{ot}}^{(i)})^2 \right)
\]

where \( \beta \) is the fine-tuning loss weight, \( y^{(i)} \) and \( y_{\text{ot}}^{(i)} \) are the estimated pose value and the true pose value conversion vector, respectively.

The training adopts the SGD (Stochastic Gradient Descent) optimizer; the training batch size is 256, the initial learning rate is 0.0001, and the weight decay coefficient is 0.001. Figure 2 shows the change in the loss value of the training set during the training process of the network in this paper. It can be seen from the figure that the loss value of the training set decreases steadily and gradually converges, indicating that the model has stability and convergence.
The estimated results are uploaded to the KPEC (Kelvins Pose Estimation Challenge Competition) platform, and the test set scores are obtained from the online evaluation. The advantages and disadvantages of this method are analyzed by comparing it with other methods of the same type. \( E_{\text{syn}} \) and \( E_{\text{real}} \) represent the simulated image score and the real image score, respectively; URSONet-D(3 × 3) represents only two 3 × 3 adaptive dual-channel feature extraction for the incoming features; URSONet-D(5 × 5) represents 3 × 3 and 5 × 5 adaptive dual-channel feature extraction for incoming features; URSONet-S represents adding spatial attention mechanism based on URSONet-D; URSONet-C represents adding channel attention mechanism based on URSONet-D; Top 10 average is the average score of the top 10 in the “Pose Recognition Challenge”. Analyzing Table 2, it can be concluded that the addition of the adaptive dual-channel feature extraction module improves the accuracy of the network output attitude angle error by 6.2%, and when the adaptive dual-channel feature extraction module and the convolutional attention module act at the same time, the accuracy of the network output attitude angle error is improved, and the improvement rate is 18.1%. Figures 3 and 4 show the comparison of the network predictions with the ground truth. Figures 3 and 4 represent attitude estimation results in a single deep space environment and in a complex background, respectively. In each sub-figure in the figure, the left side represents the results of the spacecraft’s real attitude and predicted attitude in the form of coordinate axes, and the right side of the figure represents the true value and predicted value in the form of Euler angles. The sub-figure on the right is the roll angle, pitch angle, and yaw angle from top to bottom, with the solid red line being the true value of the attitude and the blue dotted line being the predicted value of the attitude. It can be seen from the figure that the position and pose prediction values estimated by the method proposed in this paper have almost no deviation from the real value. The experimental results verify the accuracy and rationality of the pose estimation network proposed in this paper.

Table 2. Comparison of experimental results.

| Model                  | \( E_{\text{syn}} \) | \( E_{\text{real}} \) | \( \epsilon_\theta(\degree) \) |
|------------------------|-----------------------|------------------------|-------------------------------|
| URSONet               | 0.0604                | 0.1630                 | 5.46                          |
| URSONet-D(3 × 3)      | 0.0531                | 0.1561                 | 5.35                          |
| URSONet-D(5 × 5)      | 0.0462                | 0.1464                 | 5.12                          |
| URSONet-S             | 0.0442                | 0.1448                 | 5.13                          |
| URSONet-C             | 0.0424                | 0.1430                 | 4.88                          |
| URSONet-Improve       | 0.0296                | 0.1328                 | 4.74                          |
| Top 10 average        | 1.3848                | 0.1515                 | 10.82                         |

Figure 2. Training curve.
URSONet-S 0.0442 0.1448 5.13
URSONet-C 0.0424 0.1430 4.88
URSONet-Improve 0.0296 0.1328 4.74
Top 10 average 1.3848 0.1515 10.82

Figure 3. Attitude estimation results of non-cooperative spacecraft in a single background. (a) is the estimation result at a long distance under a single background (b) is the estimation result at close range under a single background.

Figure 4. Attitude estimation results of non-cooperative spacecraft in complex background. (a) is the estimation result at a long distance under a complex background (b) is the estimation result at close range under a complex background.

4.2. Attitude Tracking

In order to verify the effectiveness of the proposed controller, the relevant numerical simulations are carried out in this section as follows; the tracking spacecraft tracks the target spacecraft, and its moment of inertia and initial motion state are:

\[
J = \begin{bmatrix} 27.7 & 0.3 & -0.2 \\ 0.3 & 23.5 & 0.5 \\ -0.2 & 0.5 & 24.6 \end{bmatrix} \text{ kg} \cdot \text{m}^2 \tag{27}
\]

\[
R_c(0) = \begin{bmatrix} -0.5414 & -0.7072 & -0.4546 \\ -0.0009 & -0.5403 & 0.8415 \\ -0.8407 & 0.4560 & 0.2919 \end{bmatrix} \tag{28}
\]

\[
\omega_c(0) = \begin{bmatrix} 0.1 \\ 0.1 \\ 0.1 \end{bmatrix} \text{ rad/s} \tag{29}
\]

The spacecraft attitude obtained by the attitude estimation network is shown in Figure 3a.

\[
\theta_t = \begin{bmatrix} -3.0894125 \\ -34.4091333 \\ 31.022785 \end{bmatrix} \tag{30}
\]
The rotation matrix of the target spacecraft can be calculated as:

\[
R_i = \begin{bmatrix}
\cos \delta_i \cos \theta_i & \sin \phi_i \sin \delta_i \cos \theta_i - \cos \phi_i \sin \theta_i & \cos \phi_i \sin \delta_i \cos \theta_i + \sin \phi_i \sin \theta_i \\
\cos \delta_i \sin \theta_i & \sin \phi_i \sin \delta_i \cos \theta_i + \cos \phi_i \sin \theta_i & \cos \phi_i \sin \delta_i \cos \theta_i - \sin \phi_i \sin \theta_i \\
-sin \delta_i & \sin \phi_i \cos \delta_i & \cos \phi_i \cos \delta_i
\end{bmatrix}
\] (31)

In (31), \( \theta \) is defined as the yaw angle, \( \delta \) is the pitch angle, and \( \phi \) is the roll angle. The rotation matrix of the target spacecraft can be calculated as:

\[
R_i = \begin{bmatrix}
0.7070141 & -0.4885306 & -0.5113404 \\
0.4251997 & 0.8714131 & -0.2446312 \\
0.5650985 & -0.0444641 & 0.8238244
\end{bmatrix}
\] (32)

The disturbance torque is \( \vec{d} = 0.002\begin{bmatrix} \sin(0.1t) & \cos(0.2t) & \sin(0.2t) \end{bmatrix}^T \text{N} \cdot \text{m} \).

The parameters of the finite time controller (17) and the auxiliary system (18) are selected as \( k_1 = 1.5, k_2 = 1.5, k_3 = 1.5, k_4 = 7, k_5 = 0.002, \varepsilon_1 = 50, \varepsilon_2 = 50, \varepsilon_3 = 50, \beta_1 = 0.3, \beta_2 = 0.3, \gamma = 0.8, \eta = 0.001, \lambda = 0.001 \). In order to deal with the chattering problem of \( \frac{\delta}{\sqrt{\tau_s}} \) when \( \delta \) is close to 0 [23], \( \delta^T \delta + 0.001 \) is used to replace \( \frac{\delta}{\sqrt{\tau_s}} \) when \( \delta^T \delta \leq 0.001 \). The simulation results are shown in Figures 5–8. The figure represents the \( i^{th} \) element of the vector, and the variable \( x_2 \) is defined in Equation (9), which is the deviation between the angular velocity error and the virtual control command.

Analysis of Figures 5–7 shows that under the control of the finite-time controller (17), the errors of the pitch, yaw and roll angles of the system increase in the initial stage. After the error reaches the maximum at about 3 s, it decreases rapidly, and finally gradually converges to 0. It can be seen from the partial enlarged diagram that the steady-state error of the controller here is very small, and the error value of the proposed finite-time controller is much lower than that of the conventional controller. And the attitude error and angular velocity error converge to the area near zero with high precision within 20 s, and the controller can make the tracking spacecraft track the target spacecraft.

![Figure 5. The curves of attitude error.](image-url)
Figure 6. The curves of angular velocity error.

Figure 7. Curves of $x_2$.

Analysis of Figures 5–7 shows that under the control of the finite-time controller (17), the errors of the pitch, yaw and roll angles of the system increase in the initial stage. After the error reaches the maximum at about 3 s, it decreases rapidly, and finally gradually converges to 0. It can be seen from the partial enlarged diagram that the steady-state error of the controller here is very small, and the error value of the proposed finite-time controller is much lower than that of the conventional controller. And the attitude error and angular velocity error converge to the area near zero with high precision within 20 s, and the controller can make the tracking spacecraft track the target spacecraft.
Figure 8. The curves of control torque.

Figure 8 shows the simulation curve of the control torque of the tracking spacecraft. The control torque curve shown in Figure 8 shows that the output torque at the initial stage of control is small, and the actual output torque in the entire control process satisfies the physical constraint $u \leq 5$ N·m. It can be seen from the curve that the controller ensures the continuity and effectively eliminates the chattering phenomenon. At the same time, it ensures cancellation of the permanent disturbances $d$.

5. Conclusions

This paper focuses on the problem of limited-time autonomous control of spacecraft attitude and large-angle maneuvering in non-cooperative target rendezvous and rendezvous and proximity tasks and innovatively combines a convolutional neural network with backstepping-based limited-time saturation control for this problem. The designed controllers can achieve finite-time convergence of the closed-loop system and avoid chattering. The simulation results show that the proposed control method can ensure that during the rendezvous process, the spacecraft attitude angle can not only quickly converge to the desired attitude, but also ensure good control accuracy. In our future research, we hope to consider some other issues based on the current research, such as: considering the situation without angular velocity feedback, by designing a finite-time observer to develop a finite-time saturation control scheme for attitude tracking based on output feedback.

Author Contributions: Data curation, C.H.; Investigation, T.C.; Methodology, J.H. and T.C.; Software, T.C. and J.H.; Writing—original draft preparation, T.C.; writing—review and editing, C.H., J.H. and T.C. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China, grant number 52102455.

Data Availability Statement: The data presented in this study can be made available on request from the corresponding author. The data are not publicly available due to confidentiality agreements, supporting data can only be made available to bona fide researchers subject to a non-disclosure agreement.
Acknowledgments: The authors are grateful to the Harbin University of Science and Technology, in particular to The School of Automation, for their support and assistance.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Du, H.; Yu, B.; Wei, J.; Zhang, J.; Wu, D.; Tao, W. Attitude trajectory planning and attitude control for quad-rotor aircraft based on finite-time control technique. *Appl. Math. Comput.* 2020, 386, 125493. [CrossRef]
2. Huang, C.; Wang, Y.; Deng, L.W. Finite-Time Control for Spacecraft Attitude Large-Angle Maneuver. *Chin. J. Aeronaut.* 2020, 41, 1058–1066.
3. Ma, Z.; Wang, Y.; Yang, Y.; Wang, Z.; Tang, L.; Ackland, S. Reinforcement learning-based satellite attitude stabilization method for non-cooperative target capturing. *Sensors* 2018, 18, 4331. [CrossRef] [PubMed]
4. Dong, G.; Zhu, Z.H. Kinematics-based incremental visual servo for robotic capture of non-cooperative target. *Robot. Auton. Syst.* 2019, 112, 221–228. [CrossRef]
5. Kisantal, M.; Sharma, S.; Park, T.H.; Izzo, D.; Märtens, M.; D’Amico, S. Satellite pose estimation challenge: Dataset, competition design, and results. *IEEE Trans. Aerosp. Electron. Syst.* 2020, 56, 4083–4098. [CrossRef]
6. Bay, H.; Tuytelaars, T.; Gool, L.V. Surf: Speeded up robust features. In *European Conference on Computer Vision*; Springer: Berlin/Heidelberg, Germany, 2006; pp. 404–417.
7. Silvestrini, S.; Lavagna, M. Deep Learning and Artificial Neural Networks for Spacecraft Dynamics, Navigation and Control. *Drones* 2022, 6, 270. [CrossRef]
8. Hogan, M.; Rondao, D.; Aouf, N.; Dubois-Matra, O. Using Convolutional Neural Networks for Relative Pose Estimation of a Non-Cooperative Spacecraft with Thermal Infrared Imagery. *arXiv 2021*, arXiv:2105.13789.
9. Park, T.H.; Sharma, S.; D’Amico, S. Towards robust learning-based pose estimation of noncooperative spacecraft. *arXiv 2019*, arXiv:1909.00392.
10. Lepetit, V.; Moreno-Noguer, F.; Fua, P. Epnp: An accurate O(n) solution to the pnp problem. *Int. J. Comput. Vis.* 2009, 81, 155–166. [CrossRef]
11. Chen, B.; Cao, J.; Parra, A.; Chin, T.-J. Satellite pose estimation with deep landmark regression and nonlinear pose refinement. In *Proceedings of the IEEE/CVF International Conference on Computer Vision Workshops*, Seoul, Korea, 27–28 October 2019.
12. Sun, K.; Zhao, Y.; Jiang, B.; Cheng, T.; Xiao, B.; Liu, D.; Mu, Y.; Wang, X.; Liu, W.; Wang, J. High-resolution representations for labeling pixels and regions. *arXiv 2019*, arXiv:1904.04514.
13. Sharma, S.; Beierle, C.; D’Amico, S. Pose estimation for non-cooperative spacecraft rendezvous using convolutional neural networks. In *Proceedings of the 2018 IEEE Aerospace Conference*, Big Sky, MT, USA, 3–10 March 2018; IEEE: Piscataway, NJ, USA, 2018; pp. 1–12.
14. Cao, L.; Xiao, B.; Golestani, M. Robust fixed-time attitude stabilization control of flexible spacecraft with actuator uncertainty. *Nonlinear Dyn.* 2020, 100, 2505–2519. [CrossRef]
15. Han, G.; Yuanqing, X.; Zhang, X.; Zhang, G. Distributed fixed-time attitude coordinated control for multiple spacecraft with actuator saturation. *Chin. J. Aeronaut.* 2022, 35, 292–302.
16. Zhuang, M.; Tan, L.; Li, K.; Song, S. Fixed-time formation control for spacecraft with prescribed performance guarantee under input saturation. *Aerosp. Sci. Technol.* 2021, 119, 107176. [CrossRef]
17. Yu, H.; Dai, K.; Li, H.; Zou, Y.; Ma, X.; Ma, S.; Zhang, H. Three-dimensional adaptive fixed-time cooperative guidance law with impact time and angle constraints. *Aerosp. Sci. Technol.* 2022, 123, 107450. [CrossRef]
18. Zou, A.-M.; de Ruiter, A.H.; Kumar, K.D. Distributed finite-time velocity-free attitude coordination control for spacecraft formations. *Automatica* 2016, 67, 46–53. [CrossRef]
19. Lu, K.; Xia, Y. Adaptive attitude tracking control for rigid spacecraft with finite-time convergence. *Automatica* 2013, 49, 3591–3599. [CrossRef]
20. Ran, D.; Chen, X.; de Ruiter, A.; Xiao, B. Adaptive extended-state observer-based fault tolerant attitude control for spacecraft with reaction wheels. *Acta Astronaut.* 2018, 145, 501–514. [CrossRef]
21. Jiang, B.; Li, C.; Ma, G. Finite-time output feedback attitude control for spacecraft using “Adding a power integrator” technique. *Aerosp. Sci. Technol.* 2017, 66, 342–354. [CrossRef]
22. Fang, W.; Hou, M.; Cao, X.; Duan, G. Event-triggered backstepping control for attitude stabilization of spacecraft. *J. Franklin Inst.* 2019, 356, 9474–9501. [CrossRef]
23. Gui, H.; Jin, L.; Xu, S. Simple finite-time attitude stabilization laws for rigid spacecraft with bounded inputs. *Aerosp. Sci. Technol.* 2015, 42, 176–186. [CrossRef]
24. Zhang, J.; Hu, Q.; Wang, D. Bounded finite-time attitude tracking control for rigid spacecraft via output feedback. *Aerosp. Sci. Technol.* 2017, 64, 75–84. [CrossRef]
25. Lu, P.; Gan, C.; Liu, X. Finite-time distributed cooperative attitude control for multiple spacecraft with actuator saturation. *IET Control Theory Appl.* 2014, 8, 2186–2198. [CrossRef]
26. Xia, K.; Huo, W. Robust adaptive backstepping neural networks control for spacecraft rendezvous and docking with input saturation. *ISA Trans.* 2016, 62, 249–257. [CrossRef] [PubMed]
27. Guo, Y.; Guo, J.-H.; Song, S.-M. Backstepping control for attitude tracking of the spacecraft under input saturation. *Acta Astronaut.* 2017, 138, 318–325. [CrossRef]

28. Proença, P.F.; Gao, Y. Deep learning for spacecraft pose estimation from photorealistic rendering. In Proceedings of the 2020 IEEE International Conference on Robotics and Automation (ICRA), Paris, France, 31 May–31 August 2020; IEEE: Piscataway, NJ, USA, 2020; pp. 6007–6013.

29. Du, H.; Li, S.; Qian, C. Finite-time attitude tracking control of spacecraft with application to attitude synchronization. *IEEE Trans. Autom. Control* 2011, 56, 2711–2717. [CrossRef]

30. Yu, S.; Yu, X.; Shirinzadeh, B.; Man, Z. Continuous finite-time control for robotic manipulators with terminal sliding mode. *Automatica* 2005, 41, 1957–1964. [CrossRef]

31. Huo, M.; Huo, X.; Karimi, H.R.; Ni, J. In Finite-time control for attitude tracking maneuver of rigid satellite. In *Abstract and Applied Analysis*; Hindawi: London, UK, 2014.