A simple, analytic solution of the Rabi model using multiple-scales
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We considered the semiclassical Rabi model, that is, a two-level system interacting with a single-mode, classical field. In resonance and for an arbitrary initial state of the system, we obtained a simple, approximate, and analytic solution that takes into account the counterrotating terms and that is accurate as long as the Rabi frequency is smaller than or equal to 1/2 (1/4) of the angular frequency of the field and 1 (10) Rabi oscillations are considered. In addition, the approximate solution has the same level of complexity as that obtained with the rotating-wave-approximation (RWA) and allows one to describe the evolution of the Bloch vector of the system in terms of a slow-precessional and a fast-nutational motion similar to that of a symmetric top with one point fixed. Finally, the approximate solution also leads to a simple criterion that allows one to determine the accuracy of the solution in the RWA.

I. INTRODUCTION

The semiclassical and quantum Rabi models are composed of a two-level system interacting with a classical or quantum single-mode field, respectively. They constitute two fundamental models used to describe matter-light interaction [1] where the two-level system models either a real or an artificial atom and the field describes a single-mode electromagnetic field. In many cases, such as those considered in the interaction of a real atom with a nearly resonant, single-mode electromagnetic field, both the coupling between the two-level system and the field and the detuning between the two-levels’ transition frequency and the field’s frequency are much smaller than the field’s frequency. In these cases the two models can be simplified using the rotating-wave-approximation (RWA) where counterrotating terms are neglected. The results are simple models that can be solved exactly and that have been used extensively to describe many physical phenomena such as those found in cavity quantum electrodynamics (QED) experiments [2, 3]. For example, the semiclassical Rabi model with the rotating wave approximation has been used to describe how a two-level atom can be prepared or analyzed in a state that corresponds to an arbitrary point on the surface of the Bloch sphere, while the quantum Rabi model with the RWA (the Jaynes-Cummings model) has been used to describe the interaction between a two-level atom and a single-mode quantum electromagnetic field in maser experiments. Nevertheless, there are many systems where the RWA is not valid and one must consider the full Rabi models. Therefore, investigating the properties of these models and their extensions is important for the adequate understanding of the physics of these more complicated systems. This is specially relevant with the advent of experimental systems that can access a coupling strength and/or a detuning such that the RWA is no longer applicable [4, 5]. In particular, this is the case of the area of circuit QED [6, 7]. In fact, experiments in this area described in [7, 8] have already explicitly shown the breakdown of the RWA.

Actually, the semiclassical and quantum Rabi models are quite difficult to solve exactly. In fact, the exact solution of the quantum Rabi model was found until quite recently [10–13]. In addition, several approximate treatments have also been developed. Among these, there is are an adiabatic treatment [14], a generalized RWA [15], the use of van Vleck perturbation theory [16], and a generalized variational method [17]. These approximate treatments can be used to describe the system in regimes where the RWA is no longer valid and have the advantage of usually providing simpler expressions for the energies and the corresponding eigenstates than the exact solution of the quantum Rabi model. Moreover, there have also been studies of the dynamics of a two-level system interacting with a quantum field in a regime beyond the RWA [18], as well as the possibility of preparing nonclassical states in this system [19]. In addition, the dynamics and entanglement beyond the RWA of a system composed of two and three two-level systems interacting with a quantum field have also been investigated [17, 20, 21].

In this article we considered the semiclassical Rabi model, that is, we considered a two-level system interacting with a single-mode, classical field. The objective was to obtain an analytic, approximate solution that describes the evolution of the density operator of the system, that includes the effect of the counterrotating terms, that has the same level of simplicity as the one obtained with the RWA, and that is accurate even when the coupling with the field is comparable with the field’s frequency. The motivation for this is that such analytic, approximate solution could be used to describe the system in a parameter regime where the RWA does not hold and that it could be used both to achieve a better understanding of the effects of the counterrotating terms and to estimate the error made when using the solution with the RWA. In this article we obtained an analytic, approximate solution that satisfies in great measure all of the aforementioned properties when the field is resonant.
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II. THE MODEL

We consider a two-level system (a two-level real or artificial atom or a qubit) interacting with a single-mode, classical field of angular frequency $\omega_1 > 0$. We assume that the field is resonant with the angular transition frequency of the two-level system. Let $\mathcal{H}_A$ denote the state space of the system and let $\rho(t)$ be the density operator of the system at time $t$. An orthonormal basis for $\mathcal{H}_A$ is $\gamma = \{ |1\rangle, |2\rangle \}$, where $|1\rangle$ is the ground state of the qubit and $|2\rangle$ is the excited state. Hence, one has the following closure and orthonormalization relations:

$$
|1\rangle\langle 1| + |2\rangle\langle 2| = \mathbf{1}, \quad \langle \lambda | \lambda' \rangle = \delta_{\lambda \lambda'} \quad (\lambda, \lambda' = 1, 2).
$$

(1)

Here $\mathbf{1}$ is the identity operator in $\mathcal{H}_A$, and $\delta_{\lambda \lambda'}$ is the Kronecker delta.

We assume that the Hamiltonian of the system is

$$
H(t) = H_A + H_I^0(t),
$$

(2)

where $H_A$ is the Hamiltonian of the qubit

$$
H_A = \frac{\hbar \omega_1}{2} (|2\rangle\langle 2| - |1\rangle\langle 1|),
$$

(3)

and $H_I^0(t)$ is the interaction Hamiltonian between the qubit and the field

$$
H_I^0(t) = -\frac{\hbar \Omega_0}{2} \left( e^{i \omega_1 t} + e^{-i \omega_1 t} \right) (b + b^\dagger).
$$

(4)

Here $\Omega_0 > 0$ is the Rabi frequency, a quantity with units $1/\text{s}$ that determines the magnitude of the qubit-field coupling, and

$$
b = |1\rangle\langle 2|.\tag{5}
$$

Notice that the Hamiltonian in (2)-(5) corresponds to the semiclassical Rabi model with the condition of resonance. It can describe, for example, a two-level atom fixed at a position and interacting in the electric dipole approximation with an electric field that is linearly polarized. In this case, the two levels of the atom correspond to states with definite parity and to a $\Delta m = 0$ transition, see for the origin of (2)-(5) in this case.

We now pass to the interaction picture (IP) defined by the unitary operator

$$
U_I(t) = \exp \left[ -\frac{i}{\hbar} H_A t \right].
$$

(6)

For clarity, in the following a subindex $I$ in an operator $A_I(t)$ will indicate that the operator is in the IP, that is,

$$
A_I(t) = U_I(t) A(t) U_I(t)',
$$

(7)

where $A(t)$ is a linear operator in $\mathcal{H}_A$ in the Schrödinger picture.

It follows that the equation governing the evolution of the density operator $\rho(t)$ of the system in the IP (von Neumann’s equation in the IP) is given by

$$
i\hbar \frac{d}{dt} \rho_I(t) = [H_{II}^I(t), \rho_I(t)],
$$

(8)

where $[\cdot, \cdot]$ is the commutator and $H_{II}^I(t)$ is the interaction Hamiltonian in the IP

$$
H_{II}^I(t) = -\frac{\hbar \Omega_0}{2} (b + b^\dagger) - \frac{\hbar \Omega_0}{2} (e^{-i \omega_1 t} b + e^{i \omega_1 t} b^\dagger).
$$

In (9) one immediately recognizes $H_{II}^I(t)$ as being the sum of a time-independent part (the resonant or rotating terms) and a time-dependent part (the non resonant or counterrotating terms).

In the next sections we solve von Neumann’s equation (9) to good approximation. To present the results it is convenient to introduce the matrix representation $[\rho_I(t)]_\gamma$ of the IP density operator $\rho_I(t)$ in the basis $\gamma = \{ |1\rangle, |2\rangle \}$. It is given by

$$
[rho_I(t)]_\gamma = \left( \begin{array}{cc} \rho_{11}(t) & \rho_{12}(t) \\ \rho_{21}(t) & \rho_{22}(t) \end{array} \right),
$$

(10)

with

$$
\rho_{\lambda \lambda'} = \langle \lambda | \rho_I(t) | \lambda' \rangle, \quad (\lambda, \lambda' = 1, 2).
$$

(11)

Notice that in (10) we used that

$$
\rho_{11}(t) = 1 - \rho_{22}(t), \quad \rho_{21}(t) = \rho_{12}(t)^*, \quad \alpha_{30}(t) = \rho_{22}(t) - \rho_{11}(t).
$$

(12)

The first two equalities hold because $\text{Tr}[\rho_I(t)] = 1$ and $\rho_{11}(t)$ is Hermitian, while the third defines $\alpha_{30}(t)$. Here and in the following $z^*$ denotes the complex conjugate of the quantity $z$.

In order to determine the accuracy of the approximate analytic results, we also solve (9) numerically. To facilitate the comparison between the analytical and numerical results and to give a geometric interpretation of them, it is convenient to introduce the Bloch vector $r_I(t)$.

It is defined by

$$
\mathbf{r}_I(t) = \left( \alpha_{10}(t), \alpha_{20}(t), \alpha_{30}(t) \right)^T.
$$

(13)
where $T$ denotes the transpose, $\alpha_{30}(t)$ is defined in [12], and

$$
\alpha_{10}(t) = 2\text{Re} [ \rho_{12}(t) ] , \quad \alpha_{20}(t) = 2\text{Im} [ \rho_{12}(t) ] .
$$

(14)

Here $\text{Re}(\cdot)$ and $\text{Im}(\cdot)$ denote the real and imaginary parts of a complex number, respectively. Finally, we recall some properties of the Bloch vector $\vec{r}$ that are used in the following sections:

1. $\rho_1(t)$ is a pure state if and only if $|\vec{r}_1(0)| = 1$.

2. $\rho_1(t)$ is a mixed state if and only if $|\vec{r}_1(0)| < 1$.

Here and in the following $| \cdot |$ denotes the Euclidean or 2 norm.

### III. THE SOLUTION IN THE ROTATING-WAVE-APPROXIMATION (RWA)

A rigorous mathematical deduction of the rotating-wave-approximation (RWA) is obtained by using the Averaging Theorem [29]. Here we prefer to deduce it using physical arguments.

In the RWA one first observes that the interaction Hamiltonian $H^I_{1J}(t)$ in (9) includes time-dependent terms that vary as $e^{\pm i\Omega_0 t}$ and, thus, that evolve appreciably in a time-scale $1/(2\omega_1)$. Then, one assumes that the qubit-field coupling $\Omega_0$ is small and that $\rho_1(t)$ evolves appreciably in a time-scale much larger than $1/(2\omega_1)$, so that the terms in (9) that are multiplied by $e^{\pm 2i\omega_1 t}$ average to zero. Hence, one can neglect the terms in $H^I_{1J}(t)$ that are multiplied by $e^{\pm 2i\omega_1 t}$ and one is led to the approximation

$$
H^0_{1J}(t) \simeq -\frac{\hbar \Omega_0}{2} (b + b^\dagger) .
$$

(15)

Von Neumann’s equation in (8) with the approximate interaction Hamiltonian in (15) can be solved exactly, see the appendix for the details. The exact solution is

$$
\rho_{12}^{\text{RWA}}(t) = \rho_{12}(0) \cos^2 \left( \frac{\Omega_0 t}{2} \right) + \rho_{12}(0)^* \sin^2 \left( \frac{\Omega_0 t}{2} \right) + \alpha_{30}(0) \frac{i}{2} \sin(\Omega_0 t) ,
$$

$$
\alpha_{30}^{\text{RWA}}(t) = i\rho_{12}(0) \sin(\Omega_0 t) - i\rho_{12}(0)^* \sin(\Omega_0 t) + \alpha_{30}(0) \cos(\Omega_0 t) .
$$

(16)

Notice that we have included the superscript $\text{RWA}$ to indicate that it is the solution in the RWA.

To obtain the density matrix of the system in the basis $\gamma = \{ \{1\}, \{2\} \}$, one simply substitutes (16) in the right-hand side of (10).

From (15) it follows that the matrix elements of $\rho_1(t)$ are periodic functions with period $2\pi/\Omega_0$ (the period of one Rabi oscillation). Then, $\rho_1(t)$ evolves appreciably in a time-scale of $1/\Omega_0$. Since to perform the RWA it was assumed that $\Omega_0$ is small and that $\rho_1(t)$ evolves on a time-scale much larger than $1/(2\omega_1)$, it follows that the RWA holds if $\Omega_0 \ll 2\omega_1$. This is the well-known result for the validity of the RWA in resonance [24].

To end this section we use (16) to write the Bloch vector $\vec{r}_{1J}^{\text{RWA}}(t)$ in the RWA:

$$
\vec{r}_{1J}^{\text{RWA}}(t) = \mathcal{R}(\Omega_0 t) \vec{r}_I(0) ,
$$

(17)

with

$$
\mathcal{R}(\tau) = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos(\tau) & \sin(\tau) \\
0 & -\sin(\tau) & \cos(\tau)
\end{pmatrix} .
$$

(18)

Observe that $\mathcal{R}(\Omega_0 t)$ is an orthogonal matrix that performs a rotation of an angle $-\Omega_0 t$ around the $x$-axis.

Finally, in the RWA, the Bloch vector at time $t$ is obtained by rotating around the $x$-axis the Bloch vector at time 0. The rotation is of an angle $\Omega_0 t$ in the clockwise sense when $t \geq 0$.

### IV. THE MULTIPLE-SCALES SOLUTION

The results of the last section indicate that the RWA holds when there are two clearly separated time-scales in the system under consideration: a fast time-scale $1/(2\omega_1)$ in which the counterrotating (or time-dependent qubit-field interaction) terms evolve appreciably and a slow time-scale $1/\Omega_0$ in which the IP density operator $\rho_{12}(t)$ evolves appreciably. Instead of neglecting the counterrotating terms, one can use the method of multiple-scales [25] to solve von Neumann’s equation in the IP [8] with the complete interaction Hamiltonian in (9). This allows one to obtain a simple, approximate analytic solution that is accurate for long times. In addition, the multiple scales solution provides physical insight into the effect of the counterrotating terms and it allows one to determine both corrections to the RWA and a quantitative criterion that indicates when the RWA leads to accurate results. This is done below.

#### A. Geometric description

In this section we first give a geometric interpretation of the evolution of the system. Afterwards, we introduce the multiple-scales method and use the geometric interpretation to explain what the multiple scales method is doing. In order to this, it is convenient to use the Bloch vector of the system defined in [12]-[14].

If one expresses von Neumann’s equation in (8) and (9) in terms of the matrix elements $\rho_{\lambda\lambda'}(t)$ of the IP density operator and then one writes the resulting equations in terms of the components of the Bloch vector $\vec{r}_I(t)$, one obtains the following equation:

$$
\frac{d}{dt} \vec{r}_I(t) = -\Omega_0 [\hat{x} + \hat{\omega}(2\omega_1 t)] \times \vec{r}_I(t) ,
$$

(19)

where $\times$ indicates the cross-product and

$$
\hat{\omega}(2\omega_1 t) = \hat{x} \cos(2\omega_1 t) - \hat{y} \sin(2\omega_1 t) .
$$

(20)
Here and in the following \( \hat{x}, \hat{y}, \) and \( \hat{z} \) denote unit vectors in the positive directions of the \( x-, y-, \) and \( z- \) axes, respectively. We note that (19) is equivalent to von Neumann’s equation in (8) and (9).

Observe that (19) is the equation that governs the evolution of a point that is rotating around the unit vector
\[
\hat{Q}(t) = \frac{\hat{x} + \hat{w}(2w_1 t)}{|\hat{x} + \hat{w}(2w_1 t)|},
\]
with angular velocity
\[
q(t) = -\Omega_0 |\hat{x} + \hat{w}(2w_1 t)|.
\]

Recall that a vector \( \hat{r}_1 \) rotates around another vector \( \hat{r}_2 \) with an angular velocity \( \omega \) means that \( \hat{r}_1 \) rotates around \( \hat{r}_2 \) in the clockwise (counterclockwise) sense when viewed from the tip of \( \hat{r}_2 \) with an angular speed \( |\omega| \) if \( \omega < 0 \) (\( \omega > 0 \)). Since \( q(t) < 0 \), it follows that the Bloch vector \( \hat{r}_1(t) \) rotates around \( \hat{Q}(t) \) in the clockwise sense (as viewed from the tip of \( \hat{Q}(t) \)) with an angular speed \( |q(t)| \).

We now give an interpretation of the evolution of the Bloch vector \( \hat{r}_1(t) \). First, observe from (20) that the vector \( \hat{w}(2w_1 t) \) is rotating in the \( xy \)-plane and around the \( z \)-axis in the clockwise sense (when viewed from the tip of \( \hat{z} \)) with an angular speed \( 2w_1 \) and that it takes a time \( T = 2\pi/(2w_1) \) for \( \hat{w}(2w_1 t) \) to make one complete turn around the \( z \)-axis. Second, notice from (19) that, as \( \hat{w}(2w_1 t) \) rotates around the \( z \)-axis, \( \hat{r}_1(t) \) rotates around \( \hat{w}(2w_1 t) \) with an angular velocity \(-\Omega_0 \) and \( \hat{r}_1(t) \) also rotates around \( \hat{x} \) with an angular velocity \(-\Omega_0 \).

Assume that \( \Omega_0 \ll 2w_1 \). Then, \( \hat{w}(2w_1 t) \) is rotating around the \( z \)-axis much faster than \( \hat{r}_1(t) \) is rotating around \( \hat{w}(2w_1 t) \) and \( \hat{x} \). As a consequence, \( \hat{r}_1(t) \) changes only slightly during one complete turn of \( \hat{w}(2w_1 t) \) around the \( z \)-axis. Also, during one complete turn of \( \hat{w}(2w_1 t) \) around the \( z \)-axis, the rotation of the Bloch vector \( \hat{r}_1(t) \) around \( \hat{w}(2w_1 t) \) is going to be approximately zero. The reason for this is the following. Suppose that the complete turn goes from \( t = t_1 \) to \( t = t_1 + T \). Since \( \hat{r}_1(t) \) changes only slightly during this time interval, the rotation of \( \hat{r}_1(t) \) induced by \( \hat{w}(2w_1 t) \) at any time \( t = t_2 \in [t_1, t_1 + (T/2)] \) is going to be almost completely cancelled by the rotation induced by \( \hat{w}(2w_1 t) \) at the later time \( t = t_2 + T/2 \in [t_1 + (T/2), t_1 + T] \) because \( \hat{w}(2w_1 t) \) at time \( t = t_2 + T/2 \) points in the direction opposite to that of \( \hat{w}(2w_1 t) \) at time \( t = t_2 \). Moreover, the aforementioned cancellation is going to be more exact (that is, the difference between the two terms is going to tend to zero) for smaller \( \Omega_0 \) because \( \hat{w}(2w_1 t) \) is going to rotate much faster around the \( z \)-axis than \( \hat{r}_1(t) \) is going to rotate around \( \hat{w}(2w_1 t) \) and \( \hat{x} \).

From the discussion of the preceding paragraph one has that \( \hat{r}_1(t) \) does not change appreciably during one complete turn of \( \hat{w}(2w_1 t) \) around the \( z \)-axis and, as a consequence, the rotation of \( \hat{r}_1(t) \) around \( \hat{w}(2w_1 t) \) and \( \hat{x} \) approximately reduces to a rotation of \( \hat{r}_1(t) \) around \( \hat{x} \) with an angular velocity \(-\Omega_0 \). Hence, one can neglect in (19) the term multiplied by \( \hat{w}(2w_1 t) \) to obtain the approximate equation
\[
\frac{d}{dt} \hat{r}_1(t) = -\Omega_0 \hat{x} \times \hat{r}_1(t).
\]
velocity \( q(t) \).

Now, we use the geometric description presented above to describe how the multiple-scales method works. We assume that

\[ \Omega_0 \ll 2\omega_1 , \]

so that we can clearly separate the motion of the Bloch vector into a slow precessional motion around \( \hat{x} \) with angular velocity \(-\Omega_0 \) and a fast nutational motion involving the angular velocity \( 2\omega_1 \). The objective of the multiple-scales method is to separate the differential equation (19) governing the motion of the Bloch vector into two coupled equations, one describing the fast nutational motion and the other describing the slow precessional motion. In order to do this, the first step is to identify a perturbation parameter. This is done by recalling from (24) that one has a fast angular speed \( 2\omega_1 \) and a slow angular speed \( \Omega_0 \). Hence, the appropriate perturbation parameter is

\[ \epsilon = \frac{\Omega_0}{2\omega_1} \ll 1 . \]

Notice that \( \epsilon \) is a positive, non-dimensional quantity.

The second step is to define two new variables:

\[
\begin{align*}
t_1 &= 2\omega_1 t = \tau \quad \text{(the fast time-scale)}, \\
t_2 &= \Omega_0 t = \epsilon \tau \quad \text{(the slow time-scale)}. \quad (26)
\end{align*}
\]

Notice that we have expressed \( t_1 \) and \( t_2 \) as functions of a non-dimensional time \( \tau \) so that the perturbation parameter \( \epsilon \) appears explicitly. Moreover, from the discussion in the preceding paragraphs observe that \( t_1 \) is a (nondimensional) time variable associated with the fast nutational motion of the Bloch vector, while \( t_2 \) is a (nondimensional) time variable associated with the slow precessional motion of the Bloch vector.

The third step is to define a new Bloch vector that incorporates the two new (nondimensional) time variables:

\[
K [t_1(\tau), t_2(\tau)] = r_{11} \left( \frac{\tau}{2\omega_1} \right) . 
\]

(27)

The fourth step is to obtain a partial differential equation in the variables \( t_1 \) and \( t_2 \) for \( K(t_1, t_2) \). This is done by substituting (27) into (19). A straightforward calculation leads to the equation

\[
\frac{\partial K}{\partial t_1}(t_1, t_2) = -\epsilon \left[ \hat{x} + \hat{\omega}(t_1) \right] \times K(t_1, t_2) - \epsilon \frac{\partial K}{\partial t_2}(t_1, t_2) . \]

(28)

This indicates that the new Bloch vector \( K(t_1, t_2) \) rotates around the unit vector \( |\hat{x} + \hat{\omega}(t_1)| \) with an angular velocity \(-\epsilon |\hat{x} + \hat{\omega}(t_1)| \) and that this rotation is altered by the term \(-\epsilon (\partial K/\partial t_2)(t_1, t_2) \). Since this last quantity involves a partial derivative with respect to the precessional time \( t_2 \), it could be interpreted as the precessional velocity of the new Bloch vector.

The final step is to solve (28). This is done by assuming that \( K(t_1, t_2) \) has an asymptotic expansion of the form

\[
K \sim K_0 + \epsilon K_1 + \epsilon^2 K_2 + \ldots . \]

(29)
Then, one substitutes this asymptotic expansion into the differential equation for \( \mathbf{K}(t_1, t_2) \) given in (25) and into the initial condition \( \mathbf{K}(0, 0) = \mathbf{r}_f(0) \). Afterwards, one equates equal powers of \( \epsilon \) and one arrives at the following first three initial value problems:

\[
\mathcal{O}(1) : \quad \frac{\partial \mathbf{K}_0}{\partial t_1}(t_1, t_2) = 0 , \quad \mathbf{K}_0(0, 0) = \mathbf{r}_f(0) .
\]

\[
\mathcal{O}(\epsilon) : \quad \frac{\partial \mathbf{K}_1}{\partial t_1}(t_1, t_2) = -[\hat{x} + \hat{w}(t_1)] \times \mathbf{K}_0(t_1, t_2) - \frac{\partial \mathbf{K}_0}{\partial t_2}(t_1, t_2) , \quad \mathbf{K}_1(0, 0) = 0 .
\]

\[
\mathcal{O}(\epsilon^2) : \quad \frac{\partial \mathbf{K}_2}{\partial t_1}(t_1, t_2) = -[\hat{x} + \hat{w}(t_1)] \times \mathbf{K}_1(t_1, t_2) - \frac{\partial \mathbf{K}_1}{\partial t_2}(t_1, t_2) , \quad \mathbf{K}_2(0, 0) = 0 .
\]

(30)

All of these initial value problems can be solved exactly and all the details are provided in the appendix. In this section we limit ourselves to describing the process and we provide an interpretation of the equations.

From (30) one finds that the solution of the \( \mathcal{O}(1) \) differential equation is

\[
\mathbf{K}_0(t_1, t_2) = \mathbf{K}_0(0, t_2) .
\]

(31)

Therefore, \( \mathbf{K}_0(t_1, t_2) \) only depends on the slow precessional time \( t_2 \) and not on the fast nutational time \( t_1 \). In other words, \( \mathbf{K}_0(t_1, t_2) \) only describes the slow precessional motion of the Bloch vector \( \mathbf{r}_f(t) \).

One then substitutes (31) in the \( \mathcal{O}(\epsilon) \) differential equation in (30). Solving the resulting equation one finds that one must eliminate secular terms from \( \mathbf{K}_1(t_1, t_2) \), that is, terms that become unbounded as \( t_1 \to +\infty \) and that destroy the order of the asymptotic expansion in (29). The secular terms are eliminated if \( \mathbf{K}_0(0, t_2) \) satisfies the following differential equation:

\[
\frac{\partial \mathbf{K}_0}{\partial t_2}(0, t_2) = -\hat{x} \times \mathbf{K}_0(0, t_2) .
\]

(32)

The first thing to observe is that (32) is equivalent to the equation for the Bloch vector \( \mathbf{r}_f(t) \) in the RWA given in (23); if one takes the partial derivative with respect to \( t_2 \) of \( \mathbf{K}_0(0, t_2) = \mathbf{r}_f(t_2/\Omega_0) \) and one uses (23), then one obtains (32). Since \( \mathbf{K}_0(t_1, t_2) \) does not depend on \( t_1 \), see (31), it follows that \( \mathbf{K}_0(0, t_2) \) coincides with the Bloch vector in the RWA approximation.

Substituting the secular equation in (32) and the result (31) into the \( \mathcal{O}(\epsilon) \) differential equation, one finds that \( \mathbf{K}_1(t_1, t_2) \) must satisfy the following equation:

\[
\frac{\partial \mathbf{K}_1}{\partial t_1}(t_1, t_2) = -\hat{w}(t_1) \times \mathbf{K}_0(0, t_2) .
\]

(33)

From (33) one finds that the origin of the \( t_1 \)-dependence of \( \mathbf{K}_1(t_1, t_2) \) is given by \( \hat{w}(t_1) \). Notice that \( (\partial \mathbf{K}_1/\partial t_1)(t_1, t_2) \) can be interpreted as the nutational velocity of \( \mathbf{K}_1(t_1, t_2) \), since \( t_1 \) is the (nondimensional) nutational time. Therefore, (33) indicates that the nutational velocity of \( \mathbf{K}_1(t_1, t_2) \) is determined by \( \hat{w}(t_1) \).

After solving (33) one substitutes the result in the \( \mathcal{O}(\epsilon^2) \) differential equation for \( \mathbf{K}_2(t_1, t_2) \). Solving the resulting equation one finds that one must also eliminate secular terms from \( \mathbf{K}_2(t_1, t_2) \). These are eliminated if \( \mathbf{K}_1(t_1, t_2) \) satisfies the following equation:

\[
\frac{\partial \mathbf{K}_1}{\partial t_2}(0, t_2) = -\hat{x} \times \mathbf{K}_1(0, t_2) - \frac{1}{2} \hat{z} \times \mathbf{K}_0(0, t_2) .
\]

(34)

Since \( t_2 \) is the (non dimensional) slow precessional time, it follows that \( \mathbf{K}_1(0, t_2) \) slowly rotate around \( \hat{x} \) with a (nondimensional) angular velocity equal to \(-1\) and that this motion is altered by the second term on the right-hand side of (34).

Up to this point \( \mathbf{K}_0(t_1, t_2) \) and \( \mathbf{K}_1(t_1, t_2) \) have both been determined so one can construct a one- or two-term approximation of \( \mathbf{r}_f(t) \) using the definition of \( \mathbf{K}(t_1, t_2) \) in terms of \( \mathbf{r}_f(t) \) given in (27) and the asymptotic expansion of \( \mathbf{K}(t_1, t_2) \) in (29). The one-term approximation is given by

\[
\mathbf{r}_f(t) \simeq \mathbf{K}_0(2\omega_1 t, \Omega_0 t) ,
\]

(35)

while the two-term approximation is given by

\[
\mathbf{r}_f(t) \simeq \mathbf{K}_0(2\omega_1 t, \Omega_0 t) + \epsilon \mathbf{K}_1(2\omega_1 t, \Omega_0 t) .
\]

(36)

From the discussion in the preceding paragraphs, the one-term approximation is identical to the solution in the RWA and, as such, describes only the precessional motion of the Bloch vector. On the other hand, the two-term approximation is more accurate and describes the nutational-precessional motion of the Bloch vector to good approximation. In the next sections we give an explicit expression of the two term approximation and we determine its accuracy.

### B. The two-term approximation

The method of multiple scales using the two time-scales in (26) leads to the following two-term approximation:

\[
\rho_{12}(t) = \rho_{12}(0) \left[ \cos^2 \left( \frac{\Omega_0 t}{2} \right) - i \frac{\epsilon}{2} e^{-i2\omega_1 t} \sin(\Omega_0 t) \right] + \rho_{12}(0)^* \left[ \sin^2 \left( \frac{\Omega_0 t}{2} \right) - i \frac{\epsilon}{2} \sin(\Omega_0 t) \left( 1 - e^{-i2\omega_1 t} \right) \right]
\]
\[ +\alpha_{30}(0) \frac{\epsilon}{2} \left\{ \sin \left( \Omega_0 t \right) - i\epsilon \left[ \cos^2 \left( \frac{\Omega_0 t}{2} \right) - e^{-i2\omega_1 t} \cos(\Omega_0 t) \right] \right\}, \]

\[ \alpha_{30}(t) = i\rho_{12}(0) \left\{ \sin \left( \Omega_0 t \right) + \frac{\epsilon}{2} \left\{ 1 - 2\cos(2\omega_1 t) + \cos(\Omega_0 t) \left[ 1 - i2\sin(2\omega_1 t) \right] \right\} \right\} - i\rho_{12}(0)^* \left\{ \sin \left( \Omega_0 t \right) - \frac{\epsilon}{2} \left\{ 1 - 2\cos(2\omega_1 t) + \cos(\Omega_0 t) \left[ 1 + i2\sin(2\omega_1 t) \right] \right\} \right\}, \]

\[ +\alpha_{30}(0) \left[ \cos(\Omega_0 t) - \sin(\Omega_0 t) \sin(2\omega_1 t) \right]. \]

Notice that \( \alpha_{30}(t) \) is indeed a real quantity and that the two-term approximation (37) is not much more complicated than the solution in the RWA approximation given in (16), since the new terms are those that are multiplied by \( \epsilon \).

In order to give a geometrical interpretation of (37), it is convenient to write the result in terms of the Bloch vector. A straightforward calculation using the definition of the Bloch vector given in (12) and the two-term approximation given in (37) leads to the following very simple expression of the two-term approximation of the Bloch vector:

\[ \mathbf{r}_I(t) = \mathbf{r}_{I_{\text{RWA}}}(t) - \epsilon \mathbf{w}_3(t) \times \mathbf{r}_{I_{\text{RWA}}}(t), \]

where \( \mathbf{r}_{I_{\text{RWA}}}(t) \) is the Bloch vector in the RWA given in (17) and

\[ \mathbf{w}_2(t) = \hat{y} \sin \left( \frac{\Omega_0 t}{2} \right) + \hat{z} \cos \left( \frac{\Omega_0 t}{2} \right), \]

\[ \mathbf{w}_3(t) = \int_0^{2\omega_1 t} d\tau' \hat{w}(\tau') + \sin \left( \frac{\Omega_0 t}{2} \right) \hat{w}_2(t), \]

\[ = \left[ \hat{x} \sin(2\omega_1 t) + \hat{y} \cos(2\omega_1 t) \right] + \cos \left( \frac{\Omega_0 t}{2} \right) \left[ \hat{x} \sin \left( \frac{\Omega_0 t}{2} \right) - \hat{y} \cos \left( \frac{\Omega_0 t}{2} \right) \right]. \]

(39)

We now discuss the effects of the counterrotating terms in the evolution of the system. These are embodied by the corrections to the solution in the RWA given in (16). Notice that the difference between the two solutions in (16) and (37) consists of the terms multiplied by \( \epsilon \). Hence, the effect of the counterrotating terms is to introduce terms that are multiplied by \( \epsilon \) and that oscillate at the angular frequencies \( 2\omega_1 \) and \( \Omega_0 \).

The corrections can be interpreted easily by using the geometric picture introduced in the previous section. Recall that it was established that the the Bloch vector \( \mathbf{r}_I(t) \) presents a nutational-precessional motion when \( 0 < \epsilon < 1 \), which is the case we are considering. It was also deduced that in the RWA one neglects the fast nutational motion and one only keeps the slow-precessional motion, so that \( \mathbf{r}_I(t) \) only rotates around the \( x \)-axis with an angular velocity \(-\Omega_0\). In addition, it was presented that the counterrotating terms are responsible for the fast nutational motion of \( \mathbf{r}_I(t) \). With this in mind we proceed to interpret (38). First, the two-term approximation of the Bloch vector given in (38) is composed of two terms. The first one is \( \mathbf{r}_{I_{\text{RWA}}}(t) \), so \( \mathbf{r}_I(t) \) in (38) preserves the slow-precessional motion around the \( x \)-axis described by the RWA. The second term is smaller because it is proportional to \( \epsilon \). Moreover, it is perpendicular to \( \mathbf{r}_{I_{\text{RWA}}}(t) \) and depends on the angular frequency \( 2\omega_1 \) which is associated with the counterrotating terms. Therefore, the second term describes the fast nutational motion of the Bloch vector.

Now, we interpret the vector \( \mathbf{w}_3(t) \) included in the second term on the righthand side of (38). From (39) observe that \( \mathbf{w}_3(t) \) is composed of two parts: a vector \([\hat{x}\sin(2\omega_1 t) + \hat{y}\cos(2\omega_1 t)]\) contained in the \( xy \)-plane that is rotating around the \( z \)-axis with a fast angular velocity \( 2\omega_1 \) and a vector \([\hat{x}\sin(\Omega_0 t/2) - \hat{y}\cos(\Omega_0 t/2)]\) contained in the \( yz \)-plane that is rotating around the \( x \)-axis with a slow angular velocity \(-\Omega_0\) (recall that a positive (negative) angular velocity indicates that the rotation is in the counterclockwise (clockwise) sense). Therefore, the nutational motion of the Bloch vector can be divided into a fast nutational motion involving the angular velocity \( 2\omega_1 \) and a slow nutational motion involving the angular velocity \(-\Omega_0\). The fast nutational motion is due to \([\hat{x}\sin(2\omega_1 t) + \hat{y}\cos(2\omega_1 t)]\), while the slow nutational motion is due to \([\hat{x}\sin(\Omega_0 t/2) - \hat{y}\cos(\Omega_0 t/2)]\). In addition, observe from (39) that \([\hat{x}\sin(2\omega_1 t) + \hat{y}\cos(2\omega_1 t)]\) arises from the integral of \( \hat{w}(\tau) \), the vector associated with the counterrotating terms in the equation of motion of the Bloch vector in (17). Finally, from (38) and (39) notice that the dependence of \( \mathbf{r}_I(t) \) on the integral of \( \hat{w}(\tau) \) contained in \( \mathbf{w}_3(t) \) arises when one solves (38) in the multiple scales method.

Also, the two-term approximation allows one to have a quantitative criterion that indicates when the solution in the RWA is accurate. If one subtracts \( \rho_{12}^{\text{RWA}}(t) \) and \( \alpha_{30}^{\text{RWA}}(t) \) respectively from \( \rho_{12}(t) \) and \( \alpha_{30}(t) \) given in (37) and takes the absolute value, one gets

\[ |\rho_{12}(t) - \rho_{12}^{\text{RWA}}(t)| = |\alpha_{30}(0)| \frac{\epsilon}{2} \left[ \cos^2 \left( \frac{\Omega_0 t}{2} \right) - e^{-i2\omega_1 t} \cos(\Omega_0 t) \right]. \]
\[ + \rho_{12}(0) \left[ -i \frac{\epsilon}{2} e^{-i2\omega_1 t} \sin(\Omega_0 t) \right] + \rho_{12}(0)^* \left[ -i \frac{\epsilon}{2} \sin(\Omega_0 t) \left( 1 - e^{-i2\omega_1 t} \right) \right] , \]
\[ \leq 2\epsilon , \]
\[ |\alpha_{30}(t) - \alpha_{30}^{\text{RWA}}(t)| = \left| \alpha_{30}(0)(-\epsilon)\sin(\Omega_0 t)\sin(2\omega_1 t) - \rho_{12}(0) \frac{\epsilon}{2} \left\{ 1 - 2\cos(2\omega_1 t) + \cos(\Omega_0 t) \left[ 1 - i2\sin(2\omega_1 t) \right] \right\} \right| , \]
\[ \leq 4\epsilon , \]
so that
\[ |\rho_{12}(t) - \rho_{12}^{\text{RWA}}(t)|, |\alpha_{30}(t) - \alpha_{30}^{\text{RWA}}(t)| \leq 4\epsilon = \frac{2\Omega_0}{\omega_1} . \] (41)

We note that, to obtain the bounds in (41), we used the triangle inequality and that \(|\rho_{12}(0)| \leq 1/2\) and \(|\alpha_{30}(0)| \leq 1\). The two latter inequalities hold because \(\rho_{12}(0)\) is a density operator and its eigenvalues \((1 \pm \sqrt{\alpha_{30(0)}^2 + 4|\rho_{12(0)}|^2})/2\) must be non-negative.

From (41) it follows that the corrections introduced to the solution in the RWA are \(\leq 4\epsilon\). We illustrate (41) with the parameters from the cavity QED experiments in [4] where the RWA is known to hold (although a quantum field instead of a classical one appears in those experiments). Those experiments have \(\omega_1 = 2\pi \times 51.1 \times 10^9\) 1/s and \(\Omega_0 = 2\pi \times 47 \times 10^3\) 1/s, so that \(\epsilon = 5 \times 10^{-7}\) and the corrections to the solution in the RWA are \(\leq 4\epsilon = 2 \times 10^{-6}\).

C. Density operator defined by the two-term approximation

When one substitutes the solution in the RWA given in (10) into the matrix (10), one obtains a density matrix, since (10) was obtained by solving von Neumann’s equation (8) in the IP with the approximate interaction Hamiltonian in (15). One also obtains a density matrix with the one-term approximation because it is identical to the solution in the RWA. However, the same cannot be said when one substitutes the two-term approximation given in (37) into the matrix (10). In some cases one obtains a density matrix and in others one does not. For example, if \(\rho_1(0)\) represents a pure state, then one does not obtain a density matrix. The reason for this is that the length of the Bloch vector associated with the two-term approximation is slightly larger than the length of the initial Bloch vector (the details are given in Appendix A.4). A way to remedy this is explained below and it is similar to normalizing a vector.

Assume that the initial density operator \(\rho_1(0) = \rho(0)\) is a pure state (recall that the Schrödinger picture and the IP coincide at \(t = 0\), see [6] and [12]). First calculate the values of \(\rho_{12}(t)\) and \(\alpha_{30}(t)\) using the two-term approximation given in (37). Then construct the matrix
\[ [\rho_1^{(p)}(t)]_\gamma = \left( 1 - \rho_{22}^{(p)}(t) \frac{\rho_{12}(t)^*}{N(t)} \frac{\rho_{21}(t)}{N(t)} \right) \] (42)
where
\[ \rho_{22}^{(p)}(t) = \frac{\alpha_{30}(t)}{2N(t)} + \frac{1}{2} , \quad N(t) = \sqrt{\alpha_{30}(t)^2 + 4|\rho_{12}(t)|^2} . \] (43)
By construction \([\rho_1^{(p)}(t)]_\gamma\) is Hermitian and has trace equal to 1 (recall that \(\alpha_{30}(t)\) is a real quantity). Moreover, it is straightforward to show that its eigenvalues are 1 and 0. Hence, \([\rho_1^{(p)}(t)]_\gamma\) is the density matrix of a pure state and it represents the approximate state of the system at time \(t\) in the IP.

It is easy to give a geometrical interpretation to what is being done in (42). Given the values of \(\rho_{12}(t)\) and \(\alpha_{30}(t)\) in the two-term approximation in (37), one can construct the approximate Bloch vector \(\mathbf{r}_1(t)\) in (63).

Since \(\rho_1(0) = \rho(0)\) is a pure state, the (Euclidean) norm of \(\mathbf{r}_1(t)\) should always be one. Nevertheless, it happens that the (Euclidean) norm of \(\mathbf{r}_1(t)\) is greater than or equal to 1 (see Appendix A.4). Therefore, one should simply normalize \(\mathbf{r}_1(t)\) and take \(\mathbf{r}_1(t)/||\mathbf{r}_1(t)||\) to be the approximate Bloch vector of the system in the IP. It is straightforward to show using (42) that the Bloch vector associated with the density matrix \([\rho_1^{(p)}(t)]_\gamma\) given in (42) is precisely \(\mathbf{r}_1(t)/||\mathbf{r}_1(t)||\).

Now assume that the initial density operator \(\rho_1(0) = \rho(0)\) is a mixed state. First express \(\rho_1(0) = \rho(0)\) as a convex combination of pure states:
\[ \rho_1(0) = \rho(0) = \sum_{k=1}^{n} a_k \rho_k(0) , \] (44)
where \(\rho_k(0)\) is a density operator representing a pure state, \(a_k \in [0,1]\), and \(\sum_{k=1}^{n} a_k = 1\). Then, for each \(k\) calculate the pure-state density operator \(\rho_1^{(p)}(t)\) associated with \(\rho_k(0)\) using (37), (42), and (44). It follows that the density operator of the system in the IP is
\[ \rho_1(t) = \sum_{k=1}^{n} a_k \rho_k^{(p)}(t) . \] (45)
D. Accuracy of the two-term approximation

The theory of multiple scales [25] tells us that the approximate solutions using the two time-scales in [20] hold at least for a time interval of the form

$$0 \leq t_2 = \Omega_0 t \leq \mathcal{O}(1) \quad \Leftrightarrow \quad 0 \leq t \leq \mathcal{O}\left(\frac{1}{\Omega_0}\right). \quad (46)$$

Here and in the following $\mathcal{O}$ denotes the Big Oh [23]. Recall from Sec. III that $2\pi/\Omega_0$ is the period for one Rabi oscillation, so that $t_2$ indicates that the approximate solutions obtained are accurate at least for $k$ times one Rabi oscillation with $k > 0$.

We now determine explicitly the accuracy of the two-term approximation given in [37] by comparing it to the numerical solution of von Neumann’s equation [5] with the complete interaction Hamiltonian in [9].

For each value of $\epsilon$ between $\epsilon_{\text{min}}$ and $\epsilon_{\text{max}}$, we calculated the following quantities (see Appendix A.5 for the details):

1. $E_R(\epsilon)$: it is the maximum relative error that one can have if one uses the two-term approximation in [37] from $t = 0$ to $t = t_{\text{max}}$ with any initial condition that corresponds to a pure state;

2. $E_{RN}(\epsilon)$: it is the maximum relative error that one can have if one uses the normalized two-term approximation in [37], [42], and [43] from $t = 0$ to $t = t_{\text{max}}$ with any initial condition that corresponds to a pure state;

3. $E_{RWA}(\epsilon)$: it is the maximum relative error that one can have if one uses the approximation in the RWA given in [10] from $t = 0$ to $t = t_{\text{max}}$ with any initial condition that corresponds to a pure state.

In each case the relative error is calculated as the norm of the corresponding approximate Bloch vector minus the exact (numerical) Bloch vector over the norm of the exact (numerical) Bloch vector (which is 1 because the initial condition is a pure state).

Figure 4 shows the graphs of $E_R(\epsilon)$ (red-solid line), $E_{RN}(\epsilon)$ (blue-dashed line), and $E_{RWA}(\epsilon)$ (magenta-dotted-dashed line) as a function of $\epsilon$. Figure 3 illustrates the results for $\epsilon_{\text{min}} = 0.05 = 1/20$, $\epsilon_{\text{max}} = 0.25 = 1/4$, and $t_{\text{max}} = 2\pi/\Omega_0$ (1 Rabi oscillation), while Figure 2 shows the results for $\epsilon_{\text{min}} = 0.02 = 1/50$, $\epsilon_{\text{max}} = 0.125 = 1/8$, and $t_{\text{max}} = 10(2\pi/\Omega_0)$ (10 Rabi oscillations).

In Figure 2a, notice that both two-term approximations (normalized and non-normalized) are quite good, since the relative error is less than 15% if $\epsilon \leq 1/4$ or, equivalently, if the Rabi frequency $\Omega_0$ is at most half the angular frequency of the field $\omega_1$. Moreover, the relative error is less than 1% as soon as $\epsilon \leq 0.075$ ($\epsilon \leq 0.066$) for the two-term normalized (non-normalized) solution. For comparison, the solution in the RWA is quite bad, since $E_{RWA}(\epsilon)$ has a relative error less than 15% only when $\epsilon \leq 0.075$. Therefore, we conclude that both the two-term approximate solution given in [37] and the two-term normalized approximate solution given in [37] and [12] are accurate descriptions of the system from $t = 0$ to $t = 2\pi/\Omega_0$, that is, during the first Rabi oscillation as long as $\Omega_0 \leq \omega_1/2$.

In Figure 2a, observe that both two-term approximations (normalized and non-normalized) are also quite good, since the relative error is less than 1% as soon as $\epsilon \leq 0.033$. For comparison, the solution in the RWA is quite bad, since $E_{RWA}^R(\epsilon)$ has a relative error less than 15% only when $\epsilon \leq 0.075$. Therefore, we conclude that both the two-term approximate solution given in [37] and the two-term normalized approximate solution given in [37] and [12] are accurate descriptions of the system from $t = 0$ to $t = 10(2\pi/\Omega_0)$, that is, during the first 10 Rabi oscillations as long as $\Omega_0 \leq \omega_1/4$.

E. Special cases

In this section we present two classes of initial conditions that lead to a large difference between the two-term multiple-scales solution and the solution in the RWA.

First assume that the qubit is initially in the ground state $|1\rangle$. It follows that $\rho(0) = \rho(0) = |1\rangle\langle 1|$, since the Schrödinger picture and the IP coincide at $t = 0$. Then, from [16] and [12] one has $\rho_{12}(0) = 0$ and $\alpha_{20}(0) = -1$. Substituting these values in [37] one obtains

$$\rho_{12}(t) = \frac{-i}{2} \sin(\Omega_0 t) \quad \text{and} \quad \alpha_{20}(t) = -\cos(\Omega_0 t) + \epsilon \sin(\Omega_0 t) \sin(2\omega_1 t). \quad (47)$$

Hence, the other two components of the Bloch vector [11] are given by

$$\alpha_{10}(t) = \epsilon \left[ -\cos^2 \left(\frac{\Omega_0 t}{2}\right) + \cos(2\omega_1 t) \cos(\Omega_0 t) \right],$$
 $$\alpha_{20}(t) = -\sin(\Omega_0 t) - \epsilon \sin(2\omega_1 t) \cos(\Omega_0 t), \quad (48)$$

while the probability to find the qubit in the excited state is

$$\rho_{22}(t) = \sin^2 \left(\frac{\Omega_0 t}{2}\right) + \frac{\epsilon}{2} \sin(\Omega_0 t) \sin(2\omega_1 t). \quad (49)$$

First observe that the probability $\rho_{22}(t)$ to find the qubit in the excited state is modified from a sinusoidal oscillation described by $\sin^2(\Omega_0 t/2)$ to one that has modulations described by the second addend in [49]. This second term includes not only the Rabi frequency $\Omega_0$ but also the frequency of the field $\omega_1$. In addition, notice that this correction tends to zero as $\epsilon = \Omega_0/(2\omega_1)$ tends to zero.
As a function of the non-dimensional time, it also shows the comparison with the normalized two-term approximation and the maximum relative error of 15%, 10%, 5%, and 1%. Figure 2a only considers the first Rabi oscillation and 1/50 ≤ ε ≤ 1/4, while Figure 2b considers the first 10 Rabi oscillations and 1/50 ≤ ε ≤ 1/8.

FIG. 2: (Color online) The figures show the maximum relative error $E_R$ of the approximate solutions as a function of $\epsilon$ given in (25) for any pure-state initial condition. The maximum relative error $E_R(\epsilon)$ of the two-term approximation is shown in red-solid lines, while the maximum relative error $E_{RNN}(\epsilon)$ of the two-term normalized approximation and the maximum relative error $E_R^{RWA}(\epsilon)$ of the solution in the RWA are shown in blue-dashed and magenta-dot-dashed lines, respectively. Horizontal-black-dotted lines indicate a relative error of 15%, 10%, 5%, and 1%. Figure 2a only considers the first Rabi oscillation and 1/20 ≤ ε ≤ 1/4, while Figure 2b considers the first 10 Rabi oscillations.

One immediately finds that the rotating wave approximation predicts that $\alpha_{10}^{RWA}(t) = 0$, while the two-term approximation establishes that this is not true. To explain the differences between the two solutions recall that in the RWA the Bloch vector simply rotates around the $x$-axis with angular velocity $-\Omega_0$ (recall that a negative angular velocity indicates a clockwise rotation). Since the initial condition in (25) describes a Bloch vector initially contained in the $y\bar{z}$-plane, it follows that in the

The Bloch vector in the RWA (magenta-dotted line). The exact Bloch vector was obtained from (12)-(14) and the numerical solution of von Neumann’s equation [5] and [9], while the normalized two-term approximate Bloch vector was obtained by normalizing the approximate Bloch vector in (17) and (38) and the Bloch vector in the RWA was obtained from (17). The comparison is made for $\epsilon = 1/4$ and from $\tau = 0$ to $\tau = 2\pi/\epsilon$, that is, during the first three Rabi oscillations. Notice that the agreement between the numerical and the two-term approximate solution is remarkable, even though the Rabi frequency $\Omega_0$ is just half the angular frequency of the field $\omega_1$, see the definition of $\epsilon$ in (25). In addition, observe that the normalized approximate solution is even better and that the solution in the RWA is quite bad, especially for the value of $\alpha_{10}$. Finally, we note that the relative error between the exact Bloch vector and the (normalized or non-normalized) two-term approximate Bloch vector is less than 25% in the time interval $0 \leq \tau = 2\omega_1 t \leq 3(2\pi/\epsilon)$, that is, during the first three Rabi oscillations.

In order to explain the differences we rely on the geometric description presented at the beginning of Sec. IV. The initial condition $\rho(0) = \rho(0) = |1\rangle\langle 1|$ pertains to the class of initial conditions where the Bloch vector $r_I(0)$ is located in the $y\bar{z}$-plane:

$$r_I(0) = (\alpha_{10}(0), \alpha_{20}(0), \alpha_{30}(0))^T, \quad \rho(0) = (0, \alpha_{20}(0), \alpha_{30}(0))^T.$$ (50)

Substituting (50) into (17) and (38) one obtains

$$\alpha_{10}^{RWA}(t) = 0,$$
$$\alpha_{20}^{RWA}(t) = \cos(\Omega_0 t)\alpha_{20}(0) + \sin(\Omega_0 t)\alpha_{30}(0),$$
$$\alpha_{30}^{RWA}(t) = -\sin(\Omega_0 t)\alpha_{20}(0) + \cos(\Omega_0 t)\alpha_{30}(0),$$ (51)

and

$$\alpha_{10}(t) = -\frac{\epsilon}{2}\sin(\Omega_0 t)\{1 - 2\cos(2\omega_1 t)\} \alpha_{20}(0) + \frac{\epsilon}{2}(1 + \cos(\Omega_0 t) - 2\cos(2\omega_1 t)) \alpha_{30}(0),$$
$$\alpha_{20}(t) = \alpha_{20}^{RWA}(t) - \epsilon\sin(\Omega_0 t)\sin(2\omega_1 t)\alpha_{20}(0) + \epsilon\cos(\Omega_0 t)\sin(2\omega_1 t)\alpha_{30}(0),$$
$$\alpha_{30}(t) = \alpha_{30}^{RWA}(t) - \epsilon\sin(2\omega_1 t)\cos(\Omega_0 t)\alpha_{20}(0) - \epsilon\sin(2\omega_1 t)\sin(\Omega_0 t)\alpha_{30}(0).$$ (52)

One immediately finds that the rotating wave approximation predicts that $\alpha_{10}^{RWA}(t) = 0$, while the two-term approximation establishes that this is not true. To explain the differences between the two solutions recall that in the RWA the Bloch vector simply rotates around the $x$-axis with angular velocity $-\Omega_0$ (recall that a negative angular velocity indicates a clockwise rotation). Since the initial condition in (25) describes a Bloch vector initially contained in the $y\bar{z}$-plane, it follows that in the
FIG. 3: The components $\alpha_{10}$, $\alpha_{20}$, and $\alpha_{30}$ of the Bloch vector are shown as a function of the non-dimensional time $\tau = 2\omega_1 t$ from $\tau = 0$ to $\tau = 2\pi/\epsilon$ with $\epsilon = 1/4$. The system is initially in the ground state $|0\rangle$. The numerical solution is shown in red-solid lines, the two-term approximation in black-dot-dashed lines, the two-term normalized approximation in blue-dashed lines, and the solution in the RWA in magenta-dotted lines. Figs. 3a, 3b, and 3c show $\alpha_{10}$, $\alpha_{20}$, and $\alpha_{30}$, respectively.

RWA the Bloch vector will always be contained in the $yz$-plane because it only rotates around the $x$-axis. On the other hand, the two-term multiple-scales solution in \textbf{12} not only describes the precessional motion of the Bloch vector, but also the nutational one. Therefore, the two-term multiple-scales solution in \textbf{12} indicates that the Bloch vector, in general, is not contained in the $yz$-plane due to the nutational motion. Moreover, this difference between the RWA and real solution holds for all times, since it was established at the beginning of Sec. IV that the true evolution of the Bloch vector describes a precessional-nutational motion. Also, the two-term multiple-scales solution is able to describe accurately the true evolution for long times according to the results in Sec. IVD, see Fig. 2.

Now assume that the qubit is initially in the (normalized) state $|\phi\rangle = (1/\sqrt{2}) (|1\rangle + |2\rangle)$, which corresponds to a linear superposition of the excited and ground states with equal coefficients. It follows that the density operator in the IP has the matrix representation with respect to the basis $\gamma = \{|1\rangle, |2\rangle\}$ given by $[\rho(0)]_{\gamma} = [\rho(0)]_{22}$ with $I_2$ the $2 \times 2$ identity matrix, since the Schrödinger picture and the IP coincide at $t = 0$. Then, from \textbf{11} and \textbf{12} one has $\rho_{12}(0) = 1/2$ and $\alpha_{30}(0) = 0$. Using the definition of the Bloch vector in \textbf{13} and \textbf{14} it follows that $\alpha_{10}(0) = 1$ and $\alpha_{20}(0) = 0$. Substituting these values in \textbf{17} and \textbf{33} one obtains

$$\gamma_I^{\text{RWA}}(t) = (1, 0, 0)^T,$$

and the two-term multiple-scales solution

$$\alpha_{10}(t) = 1,$$
$$\alpha_{20}(t) = -\frac{\epsilon}{2} \sin(\Omega_0 t),$$
$$\alpha_{30}(t) = -\frac{\epsilon}{2} [1 - 2\cos(2\omega_1 t) + \cos(\Omega_0 t)].$$

Comparing \textbf{12} and \textbf{33} one immediately recognizes that the Bloch vector in the RWA is very different from the Bloch vector in the two-term approximation. Explicitly, Figure 11 shows the comparison between the exact Bloch vector (red-solid line) and the two-term approximate Bloch vector (black-dot-dashed line) in \textbf{14} as a function of the non-dimensional time $\tau = 2\omega_1 t$. It also shows the comparison with the normalized two-term approximate Bloch vector (blue-dashed line) and the Bloch vector in the RWA (magenta-dotted line). The exact Bloch vector was obtained from \textbf{12}-\textbf{14} and the numerical solution of von Neumann’s equation \textbf{8} and \textbf{9}, while the normalized two-term approximate Bloch vector was obtained by normalizing the approximate Bloch vector in \textbf{14} and the Bloch vector in the RWA was obtained from \textbf{33}. The comparison is made for $\epsilon = 1/4$ and from $\tau = 0$ to $\tau = 2\pi/\epsilon$, that is, during the first Rabi oscillation. Notice that the agreement between the numerical and the normalized two-term approximate solution is quite good, even though the Rabi frequency $\Omega_0$ is just half the angular frequency of the field $\omega_1$, see the
definition of $\epsilon$ in (24). In addition, observe that the solution in the RWA is very bad, while the two-term approximation only describes accurately $\alpha_{30}(t)$. Finally, we note that the relative error between the exact Bloch vector and the (normalized or non normalized) two-term approximate Bloch vector is less than 15% in the time interval $0 \leq \tau = 2\omega_1 t \leq 10(2\pi/\epsilon)$, that is, during the first ten Rabi oscillations.

The initial condition $|\phi\rangle = (1/\sqrt{2})(|1\rangle + |2\rangle)$ used above pertains to the class of initial conditions where the Bloch vector $r_1(0)$ is located along the $x$-axis:

$$r_I(0) = (\alpha_{10}(0), 0, 0)^T.$$  

Substituting (55) into (17) and (38) one obtains

$$r_{RWA}^I(t) = (\alpha_{10}(0), 0, 0)^T,$$

and the two-term multiple-scales solution

$$\alpha_{10}(t) = \alpha_{10}(0),$$
$$\alpha_{20}(t) = -\frac{\epsilon}{2}\sin(\Omega_0 t)\alpha_{10}(0),$$
$$\alpha_{30}(t) = -\frac{\epsilon}{2}[1 - 2\cos(2\omega_1 t) + \cos(\Omega_0 t)]\alpha_{10}(0).$$

Why is the solution in the RWA so different? Well, since the initial condition in (55) describes a Bloch vector that initially points along the $x$-axis, it follows that in the RWA the Bloch vector will always be contained in the $x$-axis because it only rotates around the $x$-axis. On the other hand, the two-term multiple-scales solution in (57) indicates that the Bloch vector is, in general, not contained in the $x$-axis due to the nutational motion. Again, this difference between the RWA and the true solution holds for all times, since it was established at the beginning of Sec. IV that the true evolution of the Bloch vector describes a precessional-nutational motion. In particular, the two-term multiple-scales solution describes accurately this true evolution for long times according to the results in Sec. IVD, see Fig. 24.

V. CONCLUSIONS

In this article we considered the semiclassical Rabi model with the condition of resonance, that is, a two-level system (a qubit) interacting with a classical, single-mode field with angular frequency $\omega_1$ such that the field is resonant with the qubit’s transition. The time evolution of this system is usually solved with the rotating-wave-approximation (RWA) where the counterrotating terms are neglected. It leads to a simple analytic solution that is easy to interpret physically and that provides accurate results when the Rabi frequency (or qubit-field coupling) $|\Omega_0|$ is much smaller than the frequency of the field. An alternative to the RWA is to use the method of multiple-scales. This method allows one to include the counterrotating terms neglected in the RWA and also leads to simple, approximate, and analytic solutions that are much

FIG. 4: The components $\alpha_{10}$, $\alpha_{20}$, and $\alpha_{30}$ of the Bloch vector are shown as a function of the non dimensional time $\tau = 2\omega_1 t$ from $\tau = 0$ to $\tau = 2\pi/\epsilon$ with $\epsilon = 1/4$. The system is initially in the state $|\phi\rangle = (|1\rangle + |2\rangle)/\sqrt{2}$. The numerical solution is shown in red-solid lines, the two-term approximation in black-dot-dashed lines, the two-term normalized approximation in blue-dashed lines, and the solution in the RWA in magenta-dotted lines. Figs. (a), (b) and (c) show $\alpha_{10}$, $\alpha_{20}$, and $\alpha_{30}$, respectively.
more accurate for very long times and that provide physical insight to the evolution of the system. In particular, we found that the multiple-scales solution accurately describes the evolution of the Bloch vector of the system like a nutational-precessional motion similar to the motion of a symmetric top with one point fixed. In great measure, the rotating terms are responsible for the precessional motion, while the counterrotating terms are responsible for the nutational motion.

We determined that, for any pure-state initial condition, the relative error between the exact and the two-term multiple scales solution presented in the article is less than 15% if $\omega_1 \geq 2|\Omega_0|$ and one Rabi oscillation is considered. One also has a relative error less than 15% if $\omega_1 \geq 4|\Omega_0|$ and 10 Rabi oscillations are considered. These results indicate that the two-term multiple-scales solution presented in this article describes the evolution of the Bloch vector of the system like a symmetric top with one point fixed. In great measure, the approximate, analytic solutions indicate the corrections to the solution in the RWA and provide a quantitative criterion to determine when the solution in the RWA is accurate. The corrections consist of terms that oscillate at the angular frequency of the field $\omega_1$ and the Rabi frequency $|\Omega_0|$, while the criterion indicates that the absolute value of the corrections to the solution in the RWA are $\leq 2|\Omega_0|/\omega_1$. In terms of the Bloch vector, the corrections introduce the nutational motion.

Finally, the multiple scales method can be used to include the counterrotating terms in a system composed of many two-level systems and in a system where there is a quantum field instead of a classical one (the Jaynes-Cummings and Tavis-Cummings models). This is work in progress.

Appendix A: Two time-scales and the RWA

In this appendix we solve von Neumann’s equation \[8\] with the interaction Hamiltonian in \[4\] in two forms. First, using the rotating-wave-approximation (RWA), and then using the multiple-scales method with the two time-scales in \[29\]. Before this is done it is appropriate to express everything in terms of non-dimensional quantities.

1. Non-dimensional quantities

In the rest of this appendix we measure time in units of $1/(2\omega_1)$ and we introduce the following quantities:

$$\tau = 2\omega_1 t, \quad \epsilon = \frac{\Omega_0}{2\omega_1},$$

$$\hat{\rho}_1(\tau) = \rho_1 \left( \frac{\tau}{2\omega_1} \right), \quad \alpha_{30}(\tau) = \rho_{32}(\tau) - \rho_{11}(\tau),$$

$$\rho_{\lambda\lambda'}(\tau) = \langle \lambda | \hat{\rho}_1(\tau) | \lambda' \rangle, \quad (\lambda, \lambda' = 1, 2). \quad (A1)$$

Notice that $\tau$ is the non-dimensional time and that $\epsilon$ is exactly the same as in \[29\]. Also, $\hat{\rho}_1(\tau)$ is the density operator of the system in the IP as a function of the non-dimensional time $\tau$, $\rho_{\lambda\lambda'}(\tau)$ is a matrix element of $\hat{\rho}_1(\tau)$ in the basis $\gamma$ defined in \[1\], and $\alpha_{30}(\tau)$ is the probability of finding the qubit in the excited state minus the probability of finding the qubit in the ground state. Finally, the values of $\rho_{\lambda\lambda'}(\tau)$ and $\alpha_{30}(\tau)$ are exactly the same as those of $\rho_{\lambda\lambda'}(t)$ and $\alpha_{30}(t)$ in \[11\] and \[12\]. The difference is that the latter are considered as functions of time $t$, while the former are considered as functions of the non dimensional time $\tau$. We have used the same symbol for the quantities and they are distinguished by the variable $t$ or $\tau$. Also, $\rho_{\lambda\lambda'}(\tau)$ and $\alpha_{30}(\tau)$ only appear in the appendix and $\rho_{\lambda\lambda'}(t)$ and $\alpha_{30}(t)$ only appear in the main text.

Before proceeding we introduce matrices that are going to be used throughout the next sections. We prefer to group them together so that the reader can make easy reference to all of them. We define the matrices

$$X(\tau) = (\rho_{12}(\tau), \rho_{21}(\tau), \alpha_{30}(\tau))^T,$$

$$A_0 = \frac{i}{2} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & -1 \\ 2 & -2 & 0 \end{pmatrix},$$

$$A_1(t_1) = \frac{i}{2} \begin{pmatrix} 0 & 0 & e^{-it_1} \\ 0 & 0 & -e^{it_1} \\ 2e^{it_1} & -2e^{-it_1} & 0 \end{pmatrix},$$

$$A_2(t_1) = \frac{i}{2} \begin{pmatrix} 0 & 0 & -e^{it_1} \\ 0 & 0 & -e^{-it_1} \\ 2e^{it_1} & 2e^{-it_1} & 0 \end{pmatrix},$$

$$A_3 = \frac{i}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

$$A_4(t_1) = -\frac{1}{4} \begin{pmatrix} 0 & e^{-2it_1} & 0 \\ e^{2it_1} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

$$Q = \begin{pmatrix} 1 & -1 & 1 \\ -1 & 1 & 1 \\ 2 & 0 & 0 \end{pmatrix},$$

$$D = \begin{pmatrix} i & 0 & 0 \\ 0 & -i & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

$$e^{Dt_2} = \begin{pmatrix} e^{it_2} & 0 & 0 \\ 0 & e^{-it_2} & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

$$B = Q^{-1}(A_3 - [A_0, A_2(0)]) Q,$$
\[ G_1(t_2) = \frac{1}{2} \begin{pmatrix} -\sin(t_2) & 0 & \sin^2(t_2/2) \\ 0 & \sin(t_2) & \sin^2(t_2/2) \\ 2\sin^2(t_2/2) & 2\sin^2(t_2/2) & 0 \end{pmatrix}, \]

\[ W(t_1, t_2) = G_1(t_2)e^{-iQ\tau t_2} + A_2(t_1) - A_2(0), \]

\[ U = \begin{pmatrix} 1 & 1 & 0 \\ -i & i & 0 \\ 0 & 0 & 1 \end{pmatrix}. \] (A2)

Here \( T \) indicates the transpose, \([\cdot, \cdot] \) is the commutator, and \( \tau, t_1, \) and \( t_2 \) are arbitrary real numbers. Also, \( Q \) is a matrix whose columns are eigenvectors of \( A_0 \) and \( D \) is a diagonal matrix with the eigenvalues of \( A_0 \) on the diagonal and in the order given by the columns of \( Q \) so that

\[ A_0 = QDQ^{-1}, \quad e^{\hat{A}_0 t_2} = Qe^{D t_2}Q^{-1}. \] (A3)

Using (A1) one can write von Neumann’s equation in the IP given in (5) as a system of linear, first order differential equations:

\[ \frac{d}{dt} X(\tau) = \epsilon [A_0 + A_1(\tau)] X(\tau), \] (A4)

with \( X(\tau), A_0, \) and \( A_1(\tau) \) in (A2).

Now, the first step is to solve (A4) in the rotating-wave-approximation (RWA), since this provides the necessary motivation for the multiple-scales solution presented in the following sections.

2. The rotating-wave-approximation (RWA)

In the RWA one assumes that \( \epsilon \ll 1 \) and that \( \tilde{\rho}_1(\tau) \) evolves appreciably in a time-scale much larger than 1. Then, the terms in (A4) that are multiplied by \( A_1(\tau) \) average to zero because they have a time dependence of the form \( e^{\pm i\tau} \) and evolve appreciably in a time-scale of 1. Hence, one can neglect the terms multiplied by \( A_1(\tau) \) and (A4) reduces to

\[ \frac{d}{dt} X(\tau) = \epsilon A_0 X(\tau). \] (A5)

This is a system of linear, first order equations with constant coefficients and, thus, can be solved exactly by calculating the eigenvectors and eigenvalues of \( A_0 \). The general solution of (A5) is

\[ X(\tau) = e^{iA_0 \tau} X(0) = Qe^{D t_2}Q^{-1} X(0), \] (A6)

where \( A_0, Q, \) and \( e^{D t_2} \) are given in (A2). Notice that we used (A3) in the second equality in (A6). Also, from (A2) and (A6) observe that the time-dependence of \( X(\tau) \) is of the form \( e^{\pm i\tau} \), so that the components of \( X(\tau) \) are periodic functions with period \( 2\pi/\epsilon \), which is the non-dimensional time for one Rabi oscillation. Carrying out the multiplication of matrices in (A6) and introducing units according to (A1) one obtains (10) in the main text.

To perform the RWA it was assumed that \( \epsilon \ll 1 \) and that \( \tilde{\rho}_1(\tau) \) evolves appreciably in a time-scale much larger than 1. Since the time dependence of \( X(\tau) \) in (A6) is of the form \( e^{\pm i\tau} \), it follows that \( X(\tau) \) evolves on a time-scale of \( 1/\epsilon \). Then, \( \epsilon \ll 1 \) guarantees that \( \tilde{\rho}_1(\tau) \) evolves appreciably in a time-scale much larger than 1. Hence, it is sufficient to ask that \( \epsilon \ll 1 \) for the RWA to hold.

Before ending this section it is important to note that the RWA can be performed directly in von Neumann’s equation in (5), as discussed in Section III. The relationship between both treatments is now briefly explained. Recall that the RWA corresponds to neglecting in (A4) the terms multiplied by \( A_1(\tau) \) to obtain (A5). In von Neumann’s equation this corresponds to neglecting the counterrotating terms in \( H_f(t) \) so that one is led to equation (14).

3. The solution with two time-scales

In this section we present the details of the multiple-scales method described in Sec. IVA. We express all quantities in matrix form to perform the calculations and we indicate the connection with the equations presented in Sec. IVA.

In the previous section it was found that the solution \( \{A6\} \) in the RWA holds as long as \( \epsilon \ll 1 \), that is, if \( \epsilon \) is a perturbation parameter. In all that follows we assume that \( \epsilon < 1 \). From the discussion in the previous section and the geometric description presented in Sec. IVA, two time-scales that allow one to describe the evolution of \( X(\tau) \) induced by both \( A_0 \) and \( A_1(\tau) \) are the following:

\[ t_1 = \tau, \quad t_2 = \epsilon \tau. \] (A7)

Here \( t_1 \) plays the role of the fast time-scale, while \( t_2 \) is the slow time-scale. Observe that the definitions of \( t_1 \) and \( t_2 \) in (14) are identical to those in (17). Using the definition of \( \tau \) in (A1) and the theory of multiple-scales \( \{25\} \), the approximate solutions obtained using these two time-scales hold at least for times \( \tau \) such that

\[ 0 \leq t_2 = \epsilon \tau \leq O(1) \quad \Leftrightarrow \quad 0 \leq t \leq O \left( \frac{1}{\Omega_0} \right). \] (A8)

This interval is exactly the same as that in (14). Here and in the following \( O \) is the Big Oh \( \{25\} \). From the discussion in the previous section recall that \( 2\pi/\epsilon \) is the non-dimensional time for one Rabi oscillation, so (A8) indicates that the multiple-scales solution holds for \( k > 0 \) Rabi oscillations. We now determine to good approximation the solution of (A4) using the two time-scales.

First define the function \( Y(t_1, t_2) \) by

\[ Y(t_1(\tau), t_2(\tau)) = X(\tau). \] (A9)

The connection between \( Y(t_1, t_2) \) given above and \( K(t_1, t_2) \) defined in (24) is the following:

\[ K(t_1, t_2) = UY(t_1, t_2), \] (A10)
where the invertible matrix $U$ is defined in (A2).

Substituting (A9) in (A4) one arrives at the initial value problem

$$\frac{\partial Y}{\partial t_1}(t_1, t_2) = \epsilon [A_0 + A_1(t_1)] Y(t_1, t_2) - \epsilon \frac{\partial Y}{\partial t_2}(t_1, t_2),$$

$$Y(0, 0) = X(0), \quad (A11)$$

where we assume that $X(0)$ does not depend on $\epsilon$. We note that the differential equation in (A11) is equivalent to the differential equation for $K(t_1, t_2)$ in (A6) using (A10).

Now, assume that $Y(t_1, t_2)$ has an asymptotic expansion of the form

$$Y(t_1, t_2) \sim Y_0(t_1, t_2) + \epsilon Y_1(t_1, t_2) + \epsilon^2 Y_2(t_1, t_2) + \ldots . \quad (A12)$$

If one keeps $n$ terms in the right-hand side of (A12), then one speaks of an $n$-term approximation for $Y(t_1, t_2)$ and $X(\tau)$. In what follows we are interested in obtaining a one- and two-term approximation of $X(\tau)$. We note that the asymptotic expansion in (A12) is equivalent to the asymptotic expansion for $K(t_1, t_2)$ in (A6) using (A10). Explicitly,

$$K_j(t_1, t_2) = U Y_j(t_1, t_2), \quad (j = 0, 1, 2, \ldots). \quad (A13)$$

Substituting (A12) in (A11) and equating equal powers of $\epsilon$, one arrives at the following first three initial value problems:

$$\mathcal{O}(1): \quad \frac{\partial Y_0}{\partial t_1}(t_1, t_2) = 0,$$

$$Y_0(0, 0) = X(0). \quad (A14)$$

$$\mathcal{O}(\epsilon): \quad \frac{\partial Y_1}{\partial t_1}(t_1, t_2) = [A_0 + A_1(t_1)] Y_0(t_1, t_2) - \frac{\partial Y_0}{\partial t_2}(t_1, t_2),$$

$$Y_1(0, 0) = 0. \quad (A15)$$

$$\mathcal{O}(\epsilon^2): \quad \frac{\partial Y_2}{\partial t_1}(t_1, t_2) = [A_0 + A_1(t_1)] Y_1(t_1, t_2) - \frac{\partial Y_1}{\partial t_2}(t_1, t_2),$$

$$Y_2(0, 0) = 0. \quad (A16)$$

We note that the problems in (A14) are equivalent to those for $K_j(t_1, t_2)$ in (A6) using (A13).

We now solve the $\mathcal{O}(1)$ problem in (A14). One immediately finds that

$$Y_0(t_1, t_2) = Y_0(0, t_2). \quad (A17)$$

Notice that we have not applied the $\mathcal{O}(1)$ initial condition. This is done later on. We note that (A15) is equivalent to equation (31) for $K_0(t_1, t_2)$ using (A13).

We now solve the $\mathcal{O}(\epsilon)$ problem in (A15). Substituting $Y_0(t_1, t_2)$ given in (A15) into the $\mathcal{O}(\epsilon)$ differential equation in (A14) and solving the resulting equation one finds that

$$Y_1(t_1, t_2) = Y_1(0, t_2) + [A_0 Y_0(t_2, t_2) - \frac{\partial Y_0}{\partial t_2}(0, t_2)] t_1 + (A_2(t_1) - A_2(0)) Y_0(0, t_2), \quad (A18)$$

where $A_0$ and $A_2(t_1)$ are given in (A2).

Now one must eliminate secular terms from $Y_1(t_1, t_2)$. These correspond to terms that destroy the order of the asymptotic expansion in (A12) because they become unbounded as $t_1$ increases. From (A10) it follows that secular terms disappear from $Y_1(t_1, t_2)$ if and only if the term in brackets multiplied by $t_1$ is zero for all $t_2$, that is, if and only if

$$A_0 Y_0(0, t_2) - \frac{\partial Y_0}{\partial t_2}(0, t_2) = 0. \quad (A19)$$

We note that (A17) is equivalent to equation (32) for $(\partial K_0/\partial t_2)(0, t_2)$ using (A13).

Notice that (A17) is identical to the system of equations in the RWA given in (A5) if one makes the changes $d/d\tau \rightarrow \partial/\partial t_2$, $\epsilon \rightarrow 1$, $\tau \rightarrow t_2$, $X(\tau) \rightarrow Y_0(0, t_2)$. Hence, one can use the result in (A6) to determine the solution of (A17). One obtains

$$Y_0(t_1, t_2) = Y_0(0, t_2) = e^{A_0 t_2} X(0) = Q e^{D t_2} Q^{-1} X(0), \quad (A20)$$

where $Q$ and $e^{D t_2}$ are given in (A2). Notice that in writing (A19) we applied the initial condition for $Y_0(t_1, t_2)$ given in the $\mathcal{O}(1)$ problem in (A14) and we used the result of the $\mathcal{O}(1)$ equation in (A15). Also, without secular terms $Y_1(t_1, t_2)$ reduces to

$$Y_1(t_1, t_2) = Y_1(0, t_2) + [A_2(t_1) - A_2(0)] Y_0(0, t_2), \quad (A21)$$

Notice that we have not applied the $\mathcal{O}(\epsilon)$ initial condition. This is done later on.

We now solve the $\mathcal{O}(\epsilon^2)$ problem in (A14). Substituting the expression for $Y_1(t_1, t_2)$ in (A20) into the $\mathcal{O}(\epsilon^2)$ differential equation and solving the resulting equation one obtains that

$$Y_2(t_1, t_2) = Y_2(0, t_2) + [A_2(t_1) - A_2(0)] Y_1(0, t_2) + \left\{ [A_0, A_1(t_1)] + [A_2(t_1) - A_2(0)] Y_0(0, t_2) \right\} \left\{ [A_0, A_1(t_1)] + [A_2(t_1) - A_2(0)] Y_0(0, t_2) \right\},$$

$$Y_2(0, 0) = 0. \quad (A22)$$
where all the matrices are defined in \([A2]\).

Now we have to eliminate secular terms from \(Y_2(t_1, t_2)\). Again, in our case these are terms that destroy the order of the asymptotic expansion in \([A12]\) because they become unbounded as \(t_1\) increases. From \([A21]\) it follows that secular terms disappear from \(Y_2(t_1, t_2)\) if and only if the term in parenthesis multiplied by \(t_1\) is zero for all \(t_2\), that is, if and only if

\[
\frac{\partial Y_1}{\partial t_2}(0, t_2) = \tilde{A}_0 Y_1(0, t_2) - \left( [\tilde{A}_0, \tilde{A}_2(0)] - \tilde{A}_3 \right) Y_0(0, t_2).
\]

We note that \([A22]\) is equivalent to equation \([A21]\) for \((\partial K_1/\partial t_2)(0, t_2)\) using \([A13]\).

Notice that the \(O(\epsilon^2)\) initial condition for \(Y_2(t_1, t_2)\) in \([A13]\) has not yet been applied. This initial condition would be used when eliminating secular terms for \(Y_3(t_1, t_2)\) after solving the \(O(\epsilon^3)\) differential equation.

\section{The one- and two-term approximations}

Since \(Y_0(t_1, t_2)\) and \(Y_1(t_1, t_2)\) are now completely specified, one can write a one- and two-term approximations for \(X(\tau)\). This is what we do now.

First, we consider the one-term approximation. From the asymptotic expansion in \([A12]\) and the expression for \(Y_0(t_1, t_2)\) given in \([A19]\) it follows that a one-term approximation of \(Y(t_1, t_2)\) is given by

\[
Y(t_1, t_2) \simeq Y_0(t_1, t_2) = e^{\tilde{A}_0 t_2} X(0).
\]

We note that this result is equivalent to that for \(K(t_1, t_2)\) in \([33]\) using \([A10]\) and \([A13]\).

Substituting \([A20]\) in \([A26]\) and using the definition of the two time-scales \(t_1\) and \(t_2\) in \([7]\) one obtains a one-term approximation for \(X(\tau)\):

\[
X(\tau) \simeq X_0(\tau) = e^{\tilde{A}_0 t_2} X(0).
\]

Comparing \([A27]\) with \([A22]\) one concludes that the one-term approximation \(X_0(\tau)\) to \(X(\tau)\) corresponds to the solution in the RWA.

To obtain an explicit expression for the one-term approximation one simply substitutes in \([A27]\) the factor-

\[
\frac{\partial Y_1(t_1, t_2)}{\partial t_2} = \tilde{A}_0 Y_1(t_1, t_2) - \left( [\tilde{A}_0, \tilde{A}_2(0)] - \tilde{A}_3 \right) Y_0(t_1, t_2).
\]

Solving \([A22]\) and applying the \(O(\epsilon)\) initial condition for \(Y_1(t_1, t_2)\) given in \([A14]\) leads to the result

\[
Y_1(t_1, t_2) = G_1(t_2) X(0),
\]

where \(G_1(t_2)\) is defined in \([A2]\). If one substitutes this result into the expression for \(Y_1(t_1, t_2)\) given in \([A20]\) one obtains that

\[
Y_1(t_1, t_2) = W(t_1, t_2) e^{\tilde{A}_0 t_2} X(0),
\]

where \(W(t_1, t_2)\) and \(\tilde{A}_0\) are defined in \([A2]\).

Before proceeding we observe that, without secular terms, \(Y_2(t_1, t_2)\) in \([A21]\) reduces to

\[
Y_2(t_1, t_2) = Y_2(0, t_2) + [\tilde{A}_2(t_1) - \tilde{A}_2(0)] Y_1(0, t_2) + \left\{ [\tilde{A}_0, \tilde{A}_1(0) - \tilde{A}_1(t_1)] + \tilde{A}_4(t_1) - \tilde{A}_4(0) - \tilde{A}_2(t_1) \tilde{A}_2(0) \right\} Y_0(0, t_2).
\]

Introducing units in \([A28]\) using \([A1]\), one obtains the results in \([16]\).

Now, we consider the two-term approximation. From the asymptotic expansion in \([A12]\) and the expressions for \(Y_0(t_1, t_2)\) and \(Y_1(t_1, t_2)\) given in \([A19]\) and \([A24]\), respectively, it follows that a two-term approximation of \(Y(t_1, t_2)\) is given by

\[
Y(t_1, t_2) \simeq Y_0(t_1, t_2) + \epsilon Y_1(t_1, t_2)
= [I_3 + \epsilon W(t_1, t_2)] e^{\tilde{A}_0 t_2} X(0).
\]

Here \(I_3\) is the \(3 \times 3\) identity matrix. We note that this result is equivalent to that for \(K(t_1, t_2)\) in \([36]\) using \([A10]\) and \([A13]\).

Substituting \([A29]\) in \([A26]\) and using the definition of the two time-scales \(t_1\) and \(t_2\) in \([7]\) one obtains a two-term approximation for \(X(\tau)\):

\[
X(\tau) \simeq X_1(\tau) = [I_3 + \epsilon W(\tau, \epsilon \tau)] e^{\tilde{A}_0 t_2} X(0).
\]
Carrying out the multiplication of matrices on the right-hand side of (A30), one obtains an explicit expression for the two-term approximation

$$\rho_{12}(\tau) \simeq \rho_{12}(0) \left[ \cos^2 \left( \frac{\tau}{2} \right) - i \frac{\epsilon}{2} e^{-i\tau} \sin(\epsilon\tau) \right] + \rho_{12}(0)^* \left[ \sin^2 \left( \frac{\tau}{2} \right) - i \frac{\epsilon}{2} \sin(\epsilon\tau) \left( 1 - e^{-i\tau} \right) \right] + \alpha_{30}(0) \left\{ \frac{i}{2} \left[ \sin(\epsilon\tau) + \frac{\epsilon}{2} \right] \right. \left[ \cos^2 \left( \frac{\tau}{2} \right) - e^{-i\tau} \cos(\epsilon\tau) \right] \right\} ,$$

$$\alpha_{30}(\tau) \simeq \rho_{12}(0) \left( i \sin(\epsilon\tau) - \frac{\epsilon}{2} \left[ 1 - 2\cos(\tau) + \cos(\epsilon\tau) \left[ 1 - i2\sin(\tau) \right] \right] \right) + \rho_{12}(0)^* \left( -i \sin(\epsilon\tau) - \frac{\epsilon}{2} \left[ 1 - 2\cos(\tau) + \cos(\epsilon\tau) \left[ 1 + i2\sin(\tau) \right] \right] \right) + \alpha_{30}(0) \left\{ \cos(\epsilon\tau) - \sin(\epsilon\tau)\sin(\tau) \right\} .$$

(A31)

Observe that $\alpha_{30}(\tau)$ is indeed a real quantity. Also, the two-term approximation does satisfy $\rho_{21}(\tau) = \rho_{12}(\tau)^*$. Introducing units in (A31) using (A1), one obtains the results in (37).

Now the question arises as to whether (A31) gives rise to a density operator or not. Now, the one-term approximation in (A28) does lead to a density operator because it is exactly equal to the solution in the RWA and the solution in RWA corresponds to solving von Neumann’s equation with a Hermitian Hamiltonian, see either Section III or Appendix A.2. Nevertheless, the same cannot be said about the two-term approximation.

First of all, the matrix representation of $\tilde{\rho}(\tau)$ in the basis $\gamma = \{ |1\rangle, |2\rangle \}$ is

$$[\tilde{\rho}(\tau)]_{\gamma} = \left( \begin{array}{cc} \frac{1}{2} \left[ 1 - \alpha_{30}(\tau) \right] & \rho_{12}(\tau) \rho_{22}(\tau)^* \\ \rho_{12}(\tau)^* \rho_{22}(\tau) & \frac{1}{2} \left[ 1 + \alpha_{30}(\tau) \right] \end{array} \right) .$$

(A32)

Observe that we used in (A32) the definitions in (A1) and the following three results:

$$\rho_{11}(\tau) = 1 - \rho_{22}(\tau) , \quad \rho_{21}(\tau) = \rho_{12}(\tau)^* , \quad \rho_{22}(\tau) = \frac{1}{2} \left[ 1 + \alpha_{30}(\tau) \right] .$$

(A33)

The first two follow from the fact that $\tilde{\rho}(\tau)$ is a Hermitian operator with trace equal to 1 because $\tilde{\rho}(\tau)$ is a density operator. The third follows from the definition of $\alpha_{30}(\tau)$ in (A1) and the first equation in (A33) expressing $\rho_{11}(\tau)$ in terms of $\rho_{22}(\tau)$. Now, $[\tilde{\rho}(\tau)]_{\gamma}$ is a density matrix if and only if it is Hermitian and positive semidefinite with trace equal to one. Equivalently, $[\tilde{\rho}(\tau)]_{\gamma}$ is a density matrix if and only if it is Hermitian with trace equal to one and with nonnegative eigenvalues. The eigenvalues of $[\tilde{\rho}(\tau)]_{\gamma}$ are easily calculated to be

$$p_{\pm}(\tau) = \frac{1}{2} \left\{ 1 \pm \sqrt{\alpha_{30}(\tau)^2 + 4|\rho_{12}(\tau)|^2} \right\} .$$

(A34)

If one substitutes into (A32) and (A34) the two-term approximation given in the righthand side of (A31), then it is straightforward to show that one obtains a Hermitian matrix that has trace equal to 1 and whose eigenvalues are

$$p_{\pm}(\tau) = \frac{1}{2} \left\{ 1 \pm \sqrt{|r_1(0)|^2 + \epsilon^2 \left[ |E_1(\tau)|^2 + |E_2(\tau)|^2 \right] \right\} ,$$

(A35)

where

$$r_1(0) = (2\text{Re}[\rho_{12}(0)], 2\text{Im}[\rho_{12}(0)], \alpha_{30}(0)) ,$$

(A36)

and

$$E_1(\tau) = \sin(\epsilon\tau) \left( 2e^{-i\tau} - 1 \right) \text{Im}[\rho_{12}(0)] - \sin(\epsilon\tau) \text{Re}[\rho_{12}(0)] + \alpha_{30}(0) \left[ \cos^2 \left( \frac{\tau}{2} \right) - e^{-i\tau} \cos(\epsilon\tau) \right] ,$$

$$E_2(\tau) = 2 \left[ \cos^2 \left( \frac{\tau}{2} \right) - \cos(\tau) \right] \text{Re}[\rho_{12}(0)] + \sin(\epsilon\tau) \text{sin}(\tau) \text{Im}[\rho_{12}(0)] + 2\cos(\epsilon\tau) \text{Im}[\rho_{12}(0)] .$$

(A37)

Here $r_1(0)$ is the Bloch vector associated with $\tilde{\rho}(0) = \rho(0)$ (recall from equations (6) and (7) that the Schrödinger and Interaction pictures coincide at $t = 0$ and from (A1) that $\tilde{\rho}(\tau) = \rho(\tau/(2\omega_1))$).

From (A33) it is clear that $p_+ (\tau) > 0$ and that $p_- (\tau)$ could be negative. As a consequence, one may not obtain a density matrix if one substitutes into (A32) the two-term approximation given in the righthand side of (A31). For example, if $\tilde{\rho}(0) = \rho(0) = \rho(0)$ is a pure state, then $|r_1(0)| = 1$ (see item (i) after (13)) and, in general, $p_- (\tau) < 0$. Therefore, one does not obtain a density matrix if $\rho(0)$ is a pure state. One can remedy this difficulty by proceeding as described in Section IV.

Before ending this section we give a geometrical interpretation of the above difficulty. The Bloch vector $r_1(\tau)$ is defined by

$$r_1(\tau) = (\alpha_{10}(\tau), \alpha_{20}(\tau), \alpha_{30}(\tau)) ,$$

(A38)

where

$$\alpha_{10}(\tau) = 2\text{Re}[\rho_{12}(\tau)] , \quad \alpha_{20}(\tau) = 2\text{Im}[\rho_{12}(\tau)] ,$$

(A39)
and $\alpha_{30}(\tau)$ and $\rho_{12}(\tau)$ are given in (A31). Notice that $r_I(\tau)$ in (A38) is identical to $r_I(t)$ in (13), except that the latter is a function of $t = \tau/(2\omega_1)$, while the former is a function of the non dimensional time $\tau$.

Substituting into (A38) and (A39) the two-term approximation given in the right-hand side of (A38), one obtains an approximate Bloch vector $r_I(\tau)$ whose (Euclidean) norm is given by

$$
|r_I(\tau)| = \sqrt{\alpha_{30}(\tau)^2 + 4|\rho_{12}(\tau)|^2},
$$

$$
= \sqrt{|r_I(0)|^2 + \epsilon^2 \left[ |E_1(\tau)|^2 + |E_2(\tau)|^2 \right]},
$$

(A40)

see the terms inside the square roots in equations (A34) and (A35). Therefore, the two term approximation increases slightly the length of the initial Bloch vector $r_I(0)$. As mentioned above, this can be remedied by proceeding as described in Section IV.

5. The numerical calculation

In this section we present how the numerical results were obtained. We used the Bloch vector defined in (A38) and (A39). First, observe that, if $r_I(0)$ is a pure-state, then $|r_I(0)| = 1$ and, thus, $r_I(0)$ is located on the surface of the sphere centered at the origin and with radius 1 (the Bloch sphere). Hence, $r_I(0)$ can be expressed in spherical coordinates as follows:

$$
r_I(0) = (\sin(\Theta)\cos(\Phi), \sin(\Theta)\sin(\Phi), \cos(\Theta)) \tag{A41}
$$

where $\Theta$ is the polar angle, while $\Phi$ is the azimuthal angle.

Second, we determined the differential equations governing the evolution of the components of $r_I(\tau)$. From the system of differential equations in (A4) with the matrices defined in (A2) and the definition of the components of the Bloch vector in (A39) it is straightforward to show that

$$
\frac{d}{d\tau} \alpha_{10}(\tau) = \epsilon \sin(\tau) \alpha_{30}(\tau),
$$

$$
\frac{d}{d\tau} \alpha_{20}(\tau) = \epsilon [1 + \cos(\tau)] \alpha_{30}(\tau),
$$

$$
\frac{d}{d\tau} \alpha_{30}(\tau) = -\epsilon \left\{ \sin(\tau) \alpha_{10}(\tau) + [1 + \cos(\tau)] \alpha_{20}(\tau) \right\}. \tag{A42}
$$

These are called the optical Bloch equations and they are equivalent to the system of differential equations in (A4).

Then, we defined three meshes:

1. The $\epsilon$-mesh: It is a uniform mesh from $\epsilon = \epsilon_{\text{min}}$ to $\epsilon = \epsilon_{\text{max}}$ with step length $\Delta\epsilon = 0.0025$. In Figure 2a, $\epsilon_{\text{min}} = 1/20 = 0.05$ and $\epsilon_{\text{max}} = 1/4 = 0.25$, while in Figure 2b, $\epsilon_{\text{min}} = 1/50 = 0.02$ and $\epsilon_{\text{max}} = 1/8 = 0.125$.

2. The $\Theta\Phi$-mesh: It is the 2 dimensional set

$$
\left\{ (\Theta_j, \Phi_k) = (0.1j, 0.1k) : j = 1, 2, ..., 31, \ 0 \leq k \leq 61 \right\} \cup \{ (\Theta_0, \Phi_0) = (0, 0), (\Theta_{32}, \Phi_0) = (\pi, 0) \}. \tag{A43}
$$

Here $\Theta_j$ is a polar angle, while $\Phi_k$ is an azimuthal angle. Notice that, in the first set in (A43), $\Theta_j$ ranges from 0.1 to 3.1 with uniform step length $\Delta\Theta = 0.1$ and $\Phi_k$ ranges from 0 to 6.2 with uniform step length $\Delta\Phi = 0.1$. Also, observe that $\Delta\Theta = \Delta\Phi = 0.1$ radians is equal to 5.73 degrees (this is a bit less than one minute in an analogue watch). This mesh was introduced to construct any initial Bloch vector on the surface of the Bloch sphere according to (A41). The second set in (A43) was introduced to take into account the north and south poles of the surface of the Bloch sphere.

3. The $\tau$-mesh: It is a uniform mesh from $\tau = 0$ to $\tau = \tau_{\text{max}}$ with uniform step length $\Delta\tau = 0.001$. Also, $\tau_{\text{max}} = 2\pi/\epsilon$ in Figure 2a and $\tau_{\text{max}} = 10(2\pi/\epsilon)$ in Figure 2b. Observe that $2\pi/\epsilon$ corresponds to one Rabi oscillation, so that the $\tau$-mesh goes from 0 to one Rabi oscillation in Figure 2a and from 0 to 10 Rabi oscillations in Figure 2b. Notice that one has a different $\tau$-mesh for each value of $\epsilon$.

After defining the meshes, for each value of $\epsilon$ in the $\epsilon$-mesh we proceeded in the following steps:

1. For each value $(\Theta_j, \Phi_k)$ in the $\Theta\Phi$-mesh we constructed the initial Bloch vector

$$
r_I(0; \Theta_j, \Phi_k) = (\sin(\Theta_j)\cos(\Phi_k), \sin(\Theta_j)\sin(\Phi_k), \cos(\Theta_j)) \tag{A44}
$$

Notice that $r_I(0; \Theta_j, \Phi_k)$ is located on the surface of the Bloch sphere, so that it corresponds to a pure state.

2. For each value $(\Theta_j, \Phi_k)$ in the $\Theta\Phi$-mesh we took $r_I(0; \Theta_j, \Phi_k)$ as the initial condition and we calculated four solutions:

(a) A numerical solution $r_{\text{num}}(\tau; \Theta_j, \Phi_k)$ of the Bloch vector by numerically solving the optical Bloch equations in (A42).

(b) A two-term approximate solution $r_I(\tau; \Theta_j, \Phi_k)$ of the Bloch vector by using (A31), (A38), and (A39).

(c) A two-term normalized approximate solution of the Bloch vector $r_{I N}(\tau; \Theta_j, \Phi_k) = r_I(\tau; \Theta_j, \Phi_k)/|r_I(\tau; \Theta_j, \Phi_k)|$.

(d) A Bloch vector $r_{\text{RWA}}(\tau; \Theta_j, \Phi_k)$ in the RWA by using using (A28), (A38), and (A39).
3. For each value \((\Theta_j, \Phi_k)\) in the \(\Theta\Phi\)-mesh we took 
\[ r_{\text{num}}(\tau; \Theta_j, \Phi_k) \] as the exact solution and we calculated the relative error of each of the approximate Bloch vectors in the \(\tau\)-mesh:

\[
E_R(\tau; \Theta_j, \Phi_k) = \frac{|r_{\text{num}}(\tau; \Theta_j, \Phi_k) - r(\tau; \Theta_j, \Phi_k)|}{|r_{\text{num}}(\tau; \Theta_j, \Phi_k)|}, \\
E_{RN}(\tau; \Theta_j, \Phi_k) = \frac{|r_{\text{num}}(\tau; \Theta_j, \Phi_k) - r_{\text{RN}}(\tau; \Theta_j, \Phi_k)|}{|r_{\text{num}}(\tau; \Theta_j, \Phi_k)|}, \\
E_{RWA}(\tau; \Theta_j, \Phi_k) = \frac{|r_{\text{num}}(\tau; \Theta_j, \Phi_k) - r_{\text{RWA}}(\tau; \Theta_j, \Phi_k)|}{|r_{\text{num}}(\tau; \Theta_j, \Phi_k)|}.
\]

(A45)

Recall that \(r_{\text{num}}(\tau; \Theta_j, \Phi_k)\) corresponds to a pure state, so that \(|r_{\text{num}}(\tau; \Theta_j, \Phi_k)| = 1\). For this reason we did not divide each of the numerators in the equations in (A45) by this quantity.

4. We took the maximum value of each of the relative errors in the \(\Theta\Phi\)- and \(\tau\)-meshes:

\[
E_R = \max \left\{ E_R(\tau; \Theta_j, \Phi_k) : \tau \text{ is in the } \tau\text{-mesh, } (\Theta_j, \Phi_k) \text{ is in the } \Theta\Phi\text{-mesh} \right\}, \\
E_{RN} = \max \left\{ E_{RN}(\tau; \Theta_j, \Phi_k) : \tau \text{ is in the } \tau\text{-mesh, } (\Theta_j, \Phi_k) \text{ is in the } \Theta\Phi\text{-mesh} \right\}, \\
E_{RWA} = \max \left\{ E_{RWA}(\tau; \Theta_j, \Phi_k) : \tau \text{ is in the } \tau\text{-mesh, } (\Theta_j, \Phi_k) \text{ is in the } \Theta\Phi\text{-mesh} \right\}.
\]

(A46)

We emphasize that \(E_R\) is the maximum relative error that one can have if one uses the two-term approximation in (A31) from \(\tau = 0\) to \(\tau = \tau_{\text{max}}\) with any initial condition that corresponds to a pure state; \(E_{RN}\) is the maximum relative error that one can have if one uses the normalized two-term approximation from \(\tau = 0\) to \(\tau = \tau_{\text{max}}\) with any initial condition that corresponds to a pure state; and \(E_{RWA}\) is the maximum relative error that one can have if one uses the approximation in the RWA given in (A28) from \(\tau = 0\) to \(\tau = \tau_{\text{max}}\) with any initial condition that corresponds to a pure state.

Therefore, for each value of \(\epsilon\) from \(\epsilon_{\text{min}}\) to \(\epsilon_{\text{max}}\) we have the values of \(E_R, E_{RN}\), and \(E_{RWA}\). Each of the sets of data \((\epsilon, E_R), (\epsilon, E_{RN}),\) and \((\epsilon, E_{RWA})\) was then interpolated using cubic splines with a not-a-knot-condition \(\text{[27]}\) between \(\epsilon_{\text{min}}\) and \(\epsilon_{\text{max}}\) to produce the results in Figures \(\text{2a}\) and \(\text{2b}\).
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