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Abstract

The Guyer-Krumhansl heat equation has numerous important practical applications in both low-temperature and room temperature heat conduction problems. In recent years, it turned out that the Guyer-Krumhansl model can effectively describe the thermal behaviour of macroscale heterogeneous materials. Thus, the Guyer-Krumhansl equation is a promising candidate to be the next standard model in engineering. However, to support the Guyer-Krumhansl equation’s introduction into the engineering practice, its mathematical properties must be thoroughly investigated and understood. In the present paper, we show the basic structure of this particular heat equation, focusing on the differences in comparison to the Fourier heat equation obtained when $(\tau_0, \mu^2) \to (0,0)$. Additionally, we prove the well-posedness of a particular, practically significant initial and boundary value problem. The stability of the solution is also investigated in the discrete space using a finite difference approach.
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1. Introduction

Among the various heat conduction models, the Guyer-Krumhansl (GK) equation has an exceptional background and possesses significant potential in engineering practice. It is first derived on the basis of kinetic theory and applied for low-temperature problems\cite{1}. It served as a starting point to find the celebrated window condition, i.e., the relation that helped the researchers detect the second sound in solids, too\cite{2}. The kinetic approach is limited due to the prescribed heat conduction mechanisms with phonons\cite{3}. Therefore, one cannot apply such a framework to more general room temperature macroscale problems. However, there is the possibility of utilizing a continuum approach – called internal variables – to derive the Guyer-Krumhansl equation based on irreversible thermodynamics\cite{4}. Note that different continuum approaches can also be suitable such
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as GENERIC [5, 6] and Extended Irreversible Thermodynamics [7, 8]. A continuum approach results in a model with a notably wider range of validity since it allows to fit the parameters to the observed phenomenon [9].

In this work we consider the one-dimensional version of the GK equation, i.e.,

\[ \rho c T_t + q_x = 0 \quad \text{in} \quad (0, l) \times (0, \infty), \quad (1) \]
\[ \tau_q q_t + q - \mu^2 q_{xx} + k T_x = 0 \quad \text{in} \quad (0, l) \times (0, \infty), \quad (2) \]

subject to boundary conditions

\[ q(0, t) = q(l, t) = 0, \quad \text{for all} \quad t \geq 0, \quad (3) \]

and initial data

\[ T(x, 0) = T_0(x), \quad q(x, 0) = q_0(x), \quad x \in (0, l), \quad (4) \]

wherein Eq. (1) is the internal energy balance with \( \rho \) and \( c \) being the mass density and specific heat, and no source terms are considered in a rigid conductor. Furthermore, \( T \) denotes the temperature, \( q \) is the heat flux, and the indices \( t \) and \( x \) denote the corresponding derivatives respect to time and space. Eq. (2) is a constitutive equation in which \( \tau_q, \mu^2 \) and \( k \) are positive coefficients following from the second law of thermodynamics but no further restrictions are acting on them in the linear regime (T-independent coefficients). Consequently, that continuum model can be compatible with kinetic theory if it adapts the particular form for the coefficients, if necessary [10]. Thanks to the flexibility of the coefficients, it was possible to explain and model several room temperature experiments successfully without any need for phonon hydrodynamics [9, 11, 12]. All these experiments were performed using a heterogeneous material such as rocks, foams and layered samples. In that sense, the GK model is promising and could be the next standard model in the engineerint practice in the future. However, it would not be possible without thoroughly investigating and understanding its mathematical properties first.

Therefore, in the following, we present an essential attribute of the coefficients, characteristic only for non-Fourier heat equations, which is a rarely known feature of the GK equation. Namely, the coefficients are functionally connected, which becomes crucial for T-dependent material parameters [13]. Then, considering only the linear problem, we prove the well-posedness of the model (1)–(4). This is also crucial since there are popular models in the corresponding literature (such as the famous dual-phase-lag equation), which are not necessarily well-posed due to the missing physical and mathematical consistency [14, 15, 16].

2. Temperature-dependent coefficients

In the framework of irreversible continuum thermodynamics, the constitutive equations are derived utilizing the second law of thermodynamics. Mathematically speaking, the constitutive equations are found as the solutions of the entropy inequality

\[ \rho s_t + J_x = \sigma_s \geq 0, \quad (5) \]
where $s$ is the entropy density, $J$ is the flux of the entropy density and $\sigma_s$ stands for the entropy production.

The solutions of Eq. (5) are called Onsagerian relations. The detailed derivation procedure can be found in [4].

In the case of the GK equation, the Onsagerian relation is

$$\left(\frac{1}{T} + l_1 q_x\right)_x - \rho m q_t - l_2 q = 0,$$

with $l_1, m \geq 0, l_2 > 0$, furthermore

$$\tau_q = \frac{\rho m}{l_2}, \quad k = \frac{1}{l_2 T^2}, \quad \mu^2 = \frac{l_1}{l_2}$$

forming the coefficients of the GK constitutive equation, which reads

$$\tau_q q_t + q - \mu^2 q_{xx} + k T_x = 0.$$  \hfill (8)

Eq. (8) is valid only for constant coefficients, i.e., when $l_1, l_2$ and $m$ do not depend on the state variable $T$, which is also apparent from Eqs. (6)–(7). Notably, Eq. (7) presents the functional connections between the coefficients.

In case of a temperature-dependent thermal conductivity $k(T)$, $l_2$ becomes a function of $T$, too, consequently both $\tau_q$ and $\mu^2$ become $T$-dependent. This is a non-trivial consequence of thermodynamics and characteristic only for non-Fourier heat equations. As $k(T)$ is usual in the engineering practice, and Eq. (7) is the direct consequence of the second law of thermodynamics, it is an essential physical property. That attribute is entirely missing from the dual-phase-lag approach.

Furthermore, the $T$-dependency of $\tau_q$ introduced by $l_2(T)$ is not necessarily the same, which is observed in the experiments for $\tau_q(T)$. In other words, one must adjust the $T$-dependence of $\tau_q$ according to the experiments using $\rho$ or $m$. Nevertheless, it has further consequences. If $\rho$ is $T$-dependent, then mechanics must be involved as well [13]. If $m$ becomes a function, then the entire derivation must be repeated since Eq. (6) is valid only for constant $m$. Either way, Eq. (6) loses its validity, and one must be cautious. Additionally, due to $l_2(T)$, $\mu^2$ is also $T$-dependent. If one has direct measurements about $\mu^2(T)$, then $l_1$ can be used to adjust the proper $T$-dependent behaviour. Following Eq. (6), $l_1(T)$ would lead to a new term, i.e.,

$$\left(\frac{1}{T}\right)_x + (l_1(T))_x q_x + l_1(T) q_{xx} - \rho m q_t - l_2 q = 0,$$  \hfill (9)

holds, where

$$(l_1(T))_x q_x = \frac{dl_1(T)}{dT} T_x q_x,$$  \hfill (10)

and

$$\frac{1}{l_2} \left( -\frac{1}{T^2} + \frac{dl_1(T)}{dT} q_x \right)_x T_x + \frac{l_1(T)}{l_2} q_{xx} - \frac{\rho m}{l_2} q_t - q = 0.$$  \hfill (11)

Hence, beyond the $T$-dependence of $\mu^2(T)$, $l_1(T)$ introduces a new term, which could modify the thermal conductivity, leading to state dependence in $k$, seemingly. Furthermore, the positivity of $k$ could provide further restrictions on $l_1(T)$ since it appears with opposite sign in Eq. (11). Interestingly, $k$ is not simply $T$-dependent
but also begins to depend on the spatial derivative (divergence) of \( q \). It stands as an experimental challenge to distinguish this effect from the usual \( T \)-dependence of thermal conductivity, that is, by introducing \( l_2(T) \). These have significantly different consequences and physical implications.

Consequently, to determine the thermal conductivity of a material with complex inner structure, it is strongly suggested to apply only steady-state measurement methods. In steady-state, the equilibrium is not modified by the non-Fourier terms, and that approach could provide a reliable method to separate the \( T \)-dependence of these coefficients.

Overall, if the thermal conductivity depends on the temperature through \( l_2(T) \), then the other parameters inherit that dependence, and one must include mechanics in the model because of \( \rho(T) \). Furthermore, if \( \mu^2 \) depends on the temperature through \( l_1(T) \), then it influences the thermal conductivity as well but leaves the relaxation time \( \tau_q \) unchanged.

3. Well-posedness

Among the numerous non-Fourier heat conduction models, the dual-phase-lag (DPL) concept, i.e.,

\[
q(x,t + \tau_q) = -k T_x (x,t + \tau_T) \tag{12}
\]

stands out in popularity. Here, it is assumed that both quantities possess some time delay, and various models are derived by Taylor series expansion. Although the DPL concept is used to model various heat conduction problems, such an approach hides multiple substantial physical and mathematical aspects. The Eq. (12) has no immediate compatibility with the first and second laws of thermodynamics, and the DPL model needs additional conditions. In other words, neither the energy conservation nor the stability is guaranteed, contrary to the Guyer-Krumhansl equation. It has been shown that Eq. (12) could lead to ill-posed problems in certain situations [14, 15, 16]. Therefore, it is of crucial importance to have a model with a solid mathematical and physical basis in order to avoid such stability or ill-posedness issues.

Here, in the following, we show that well-posedness is fulfilled for the GK equation in the most crucial situation from a physical point of view. Let us recall that in Eqs. (3) and (4) we use adiabatic (perfect thermal insulation) boundary conditions for inhomogeneous initial conditions. The other possibilities, the prescribed temperature and heat convection (i.e., the usual first and third-type) boundary conditions, would implement dissipation into the system. These could result in stable and convergent equilibrium solutions even for unstable and physically inconsistent models. In our case, the adiabatic boundary condition means that the initial energy content of the entire system remains the same and, in equilibrium, becomes homogeneous in space. This holds for the internal energy for which we have a balance equation, and it is a conserved quantity.

However, from a mathematical point of view, energy as a notion is used differently, usually referring to a variational background, and here we follow the usual convention. Therefore, let us introduce the term ‘functional
energy’ of the system (1)–(4) as
\[ E(t) := \frac{\rho c}{2} \int_0^l T^2 \, dx + \frac{\tau q}{2k} \int_0^l q^2 \, dx, \tag{13} \]
which decreases in time as \( q \) will be uniformly zero in equilibrium, i.e.,
\[ \frac{d}{dt} E(t) = -\frac{1}{k} \int_0^l q^2 \, dx - \frac{\mu^2}{k} \int_0^l q_x^2 \, dx < 0, \quad \text{for all} \quad t \geq 0, \tag{14} \]
consequently, \( E \) is a non-increasing function of the time variable \( t \).

In this section we will show that the system (1)–(4) is well-posed using the semigroup technique. The following notations will be used in this paper:
\[ \langle u, v \rangle := \langle u, v \rangle_{L^2(0, l)} \quad \text{and} \quad \| u \| := \sqrt{\langle u, u \rangle}, \quad \text{for all} \quad u, v \in L^2(0, l). \tag{15} \]
Let us start by introducing the phase space by
\[ \mathcal{H} := L^2(0, l) \times L^2(0, l), \tag{16} \]
which is a Hilbert space endowed with the norm
\[ \| U \|^2_{\mathcal{H}} = \rho c \| u \|^2 + \frac{\tau q}{k} \| v \|^2 \tag{17} \]
and the corresponding inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \), for all \( U = (u, v)^\top \in \mathcal{H} \). Thus, denoting \( u := T \) and \( v := q \) we can transform the system (1)–(4) into the first-order set of equations
\[
\begin{cases}
U_t(t) = \mathcal{A}U(t), & \text{for all} \quad t > 0, \\
U(0) = U_0,
\end{cases}
\tag{18}
\]
where \( U_0 = (T_0, q_0)^\top \) and \( \mathcal{A} : \mathcal{D}(\mathcal{A}) \subset \mathcal{H} \to \mathcal{H} \) is the differential operator given by
\[
\mathcal{A} := \begin{pmatrix}
0 & -\frac{1}{\rho c} \frac{\partial (\cdot)}{\partial x} \\
-\frac{k}{\tau q} \frac{\partial (\cdot)}{\partial x} & -\frac{1}{\tau q} I_d(\cdot) + \frac{\mu^2}{\tau q} \frac{\partial^2 (\cdot)}{\partial x^2}
\end{pmatrix},
\tag{19}
\]
where \( I_d(\cdot) \) denotes the identity operator, furthermore
\[
\mathcal{D}(\mathcal{A}) := \left\{ U = (u, v)^\top \in \mathcal{H}; \quad \mu^2 v_x - ku \in H^1(0, l), \quad v \in H^1_0(0, l) \right\}.
\]

**Theorem 3.1.** The system (18) is well-posed, i.e., for any \( U_0 \in \mathcal{H} \), the system (18) has a unique weak solution 
\[ U(t) = e^{\mathcal{A}t} U_0 \in C([0, \infty); \mathcal{H}) \]. Furthermore, if \( U_0 \in \mathcal{D}(\mathcal{A}) \), \( U(t) \in C^1([0, \infty); \mathcal{H}) \cap C([0, \infty); \mathcal{D}(\mathcal{A})) \) becomes the classic solution for (18).

**Proof:** It is not difficult to see that \( \mathcal{A} \) is a dissipative operator in the space \( \mathcal{H} \). More precisely, we have
\[
\langle \mathcal{A}U, U \rangle_{\mathcal{H}} = -\frac{1}{k} \| q \|^2 - \frac{\mu^2}{k} \| q_x \|^2 < 0. \tag{20}
\]
Next, we prove that $\lambda I - A$ is surjective, for all $\lambda > 0$. Since $A$ is dissipative and $D(A)$ is dense in $\mathcal{H}$, it is sufficient to show that $A$ is maximal, that is, $\lambda I - A$ is surjective. For this purpose, given $F = (f_1, f_2) \top \in \mathcal{H}$, we seek $U = (u, v) \top \in D(A)$ which is the solution of

$$(\lambda I - A)U = F,$$ (21)

that is, the entries of $U$ satisfy the system of equations

$$\begin{align*}
\lambda \rho c u + v_x &= \rho c f_1 \quad \in L^2(0, l), \\
\lambda \tau_q v + v - \mu^2 v_{xx} + ku_x &= \tau_q f_2 \quad \in L^2(0, l).
\end{align*}$$ (22) (23)

Solving the system (22)–(23) is equivalent to finding

$$(u, v) \in L^2(0, l) \times H^1_0(0, l),$$

such that

$$\begin{align*}
\lambda \rho c \langle u, \tilde{u} \rangle + \langle v_x, \tilde{u} \rangle &= \rho c \langle f_1, \tilde{u} \rangle, \\
\frac{\lambda \tau_q}{k} \langle v, \tilde{v} \rangle + \frac{1}{k} \langle v_x, \tilde{v} \rangle + \frac{1}{k} \langle \mu^2 v_x - ku, \tilde{v}_x \rangle &= \frac{\tau_q}{k} \langle f_2, \tilde{v} \rangle,
\end{align*}$$ (24) (25)

for all $(\tilde{u}, \tilde{v}) \in L^2(0, l) \times H^1_0(0, l)$.

Now we observe that solving the system (22)–(23) is equivalent to solve the problem

$$B((u, v), (\tilde{u}, \tilde{v})) = G(\tilde{u}, \tilde{v}),$$ (26)

where $B : [L^2(0, l) \times H^1_0(0, l)]^2 \to \mathbb{R}$ is the bilinear form given by

$$B((u, v), (\tilde{u}, \tilde{v})) := \lambda \rho c \langle u, \tilde{u} \rangle + \frac{1}{k} \langle 1 + \lambda \tau_q \rangle \langle v, \tilde{v} \rangle + \langle v_x, \tilde{u} \rangle + \frac{1}{k} \langle \mu^2 v_x - ku, \tilde{v}_x \rangle$$ (27)

and $G : L^2(0, l) \times H^1_0(0, l) \to \mathbb{R}$ is the linear form given by

$$G(\tilde{u}, \tilde{v}) := \rho c \langle f_1, \tilde{u} \rangle + \frac{\tau_q}{k} \langle f_2, \tilde{v} \rangle.$$ (28)

Now, we introduce the Hilbert space $\mathcal{V} := L^2(0, l) \times H^1_0(0, l)$ equipped with the norm

$$\|(u, v)\|_{\mathcal{V}}^2 = \|u\|^2 + \|v\|^2 + \mu^2 \|v_x\|^2.$$ (29)

It is clear that $B$ and $G$ are bounded. Furthermore, we can obtain that there exists a positive constant $C$ such that

$$B((u, v), (u, v)) \geq C\|(u, v)\|_{\mathcal{V}}^2,$$ (30)

which implies that $B$ is coercive.
Hence, we assert that $B$ is continuous and coercive form on $\mathcal{V} \times \mathcal{V}$ and $G$ is continuous form on $\mathcal{V}$. So applying the Lax-Milgram Theorem, we deduce that for all \((\tilde{u}, \tilde{v})\) \in $L^2(0,l) \times H^1_0(0,l)$ \((31)\)

the problem \((26)\) admits a unique solution \((u, v)\) \in $L^2(0,l) \times H^1_0(0,l)$ \((32)\).

Furthermore, it follows from Eqs. \((22)\) and \((23)\) that $\mu^2 v_x - ku \in H^1(0,l)$.

Thus the operator $\lambda I - A$ is surjective for all $\lambda > 0$. Consequently, $A$ is a maximal operator. Hence, the result of Theorem 3.1 follows from Lumer-Phillips Theorem (see \([18]\)).

4. Uniform stabilization

In this section we prove that the solution of the system \((1)\)–\((4)\) decay exponentially uniformly with respect to the parameters $\tau_q$ and $\mu^2$ to an equilibrium point. In the $(\tau_q, \mu^2)$ \rightarrow (0, 0) limit, we obtain Fourier model for which the energy decays exponentially as well in agreement with the thermodynamic requirements. Furthermore, we prove that the equilibrium point (or state) depends directly on the space where the initial condition $T_0$ is inserted.

**Theorem 4.1.** Let $E(t)$ be the functional energy for the system \((1)\)–\((4)\). Suppose that the initial data $(T_0, q_0) \in D(A)$. Then, there exist constants $M_0, M_1, \omega > 0$ uniformly bounded as $(\tau_q, \mu^2) \rightarrow (0, 0)$, such that $E(t)$ satisfies the following decay estimates:

(i) If the initial data $T_0 \notin L^2_*(0,l) := \{ T \in L^2(0,l); \int_0^l T \, dx = 0 \}$, then

$$E(t) \leq M_0 E(0) e^{-\omega t} + M_1 \| C_T \|_{\infty}, \quad \text{for all} \quad t \geq 0, \quad (33)$$

where $C_T(t) := (\mu^2 q_x(0,t) - k T(0,t)) \int_0^t T(s, t) \, ds$ and $\| C_T \|_{\infty} := \sup \{ |C_T(t)|; \ t \in \mathbb{R}^+ \}$ uniformly bounded as $\mu^2 \rightarrow 0$.

(ii) If the initial data $T_0 \in L^2_*(0,l)$, then

$$E(t) \leq M_0 E(0) e^{-\omega t}, \quad \text{for all} \quad t \geq 0. \quad (34)$$

From a physical point of view, Theorem 4.1 separates two cases of initial conditions. The first item, (i), describes a physically realistic situation in which the initial total energy content of the system (integration of the initial temperature distribution) is not zero, therefore the temperature history must converge to the equilibrium prescribed by that energy content for an insulated (thermally closed) system.

The second part, (ii), however, is only for the mathematical completeness, since that situation is not physically realizable. The temperature - when calculating the energy content - must be measured in Kelvin degrees,
therefore the zero initial energy content can be achieved only by uniformly zero temperature distribution, otherwise one implies negative absolute temperature. In the following, both parts are proved, but we emphasize that only part \((i)\) has practical importance.

**Proof:** Integrating Eq. \((1)\) over \([x, l] \subset [0, l]\), multiplying by \(\int_x^l T(s,t)ds\) and integrating over \([0, l]\) we obtain

\[
\rho c \langle \int_x^l T_i(s,t)ds, \int_x^l T(s,t)ds \rangle - \langle q, \int_x^l T(s,t)ds \rangle = 0. \tag{35}
\]

On the other hand, multiplying Eq. \((2)\) by \(\int_x^l T(s,t)ds\) and integrating over \([0, l]\) we have

\[
\tau_q \langle q, \int_x^l T(s,t)ds \rangle + \langle q, \int_x^l T(s,t)ds \rangle + (\mu^2 q_x(0,t) - kT(0,t)) \int_0^l T(s,t)ds - \langle \mu^2 q_x - kT, T \rangle = 0. \tag{36}
\]

Adding Eqs. \((35)\) and \((36)\), and considering that \(\langle \int_x^l T_i(s,t)ds, \int_x^l T(s,t)ds \rangle = \frac{1}{2} \frac{d}{dt} \| \int_x^l T(s,t)ds \|^2\), we achieve

\[
\frac{d}{dt} \frac{\rho c}{2} \| \int_x^l T(s,t)ds \|^2 + \tau_q \langle q, \int_x^l T(s,t)ds \rangle - \mu^2 \langle q_x, T \rangle + (\mu^2 q_x(0,t) - kT(0,t)) \int_0^l T(s,t)ds + k\|T\|^2 = 0. \tag{37}
\]

Exploiting the identity \(\langle q, \int_x^l T(s,t)ds \rangle = \frac{d}{dt} \langle q, \int_x^l T(s,t)ds \rangle - \langle q, \int_x^l T_i(s,t)ds \rangle\) together with the Eq. \((1)\), it yields

\[
I := \tau_q \langle q, \int_x^l T(s,t)ds \rangle - \mu^2 \langle q_x, T \rangle
\]

\[
= \frac{d}{dt} \tau_q \langle q, \int_x^l T(s,t)ds \rangle - \tau_q \langle q, \int_x^l T_i(s,t)ds \rangle + \mu^2 \rho c \langle T_i, T \rangle
\]

\[
= \frac{d}{dt} \left( \tau_q \langle q, \int_x^l T(s,t)ds \rangle + \frac{\rho c}{2} \mu^2 \|T\|^2 \right) - \frac{\tau_q}{\rho c} \|q\|^2.
\]

Substituting \(I\) into \((37)\) we obtain

\[
\frac{d}{dt} F(t) = -k\|T\|^2 + \frac{\tau_q}{\rho c} \|q\|^2 + C_T(t), \tag{38}
\]

in which \(C_T(t) := (\mu^2 q_x(0,t) - kT(0,t)) \int_0^l T(s,t)ds\), and

\[
F(t) := \frac{\rho c}{2} \| \int_x^l T(s,t)ds \|^2 + \frac{\rho c}{2} \mu^2 \|T\|^2 + \tau_q \langle q, \int_x^l T(s,t)ds \rangle. \tag{39}
\]

Now, let us consider the following Lyapunov functional,

\[
L(t) := \left(2l^2 + 2\mu^2 + \frac{\tau_q k}{\rho c}\right)E(t) + F(t), \quad \text{for all } t \geq 0. \tag{40}
\]

Utilizing Cauchy–Schwarz and Young inequalities, we obtain

\[
\left| L(t) - \left(2l^2 + 2\mu^2 + \frac{\tau_q k}{\rho c}\right)E(t) \right| \leq \frac{\rho c}{2} \left| \int_x^l T(s,t)ds \right|^2 + \frac{\rho c}{2} \mu^2 \|T\|^2 + \tau_q \left| \langle q, \int_x^l T(s,t)ds \rangle \right|
\]

\[
\leq \frac{\rho c}{2} \left| \int_x^l T(s,t)ds \right|^2 + \frac{\rho c}{2} \mu^2 \|T\|^2 + \frac{\tau_q}{4\varepsilon} \|q\|^2 + \tau_q \left| \int_x^l T(s,t)ds \right|^2,
\]

8
for all $\varepsilon > 0$. Choosing $\varepsilon := k/2l^2$ and applying Wirtinger’s inequality (see Corollary 3, [19]), it leads to the following inequality:

$$\left| \mathcal{L}(t) - \left( 2l^2 + 2\mu^2 + \frac{\tau_k}{\rho_c} \right) E(t) \right| \leq \left( \frac{\rho_c}{2} l^2 + \frac{\rho_c}{2} \mu^2 + \frac{\tau_k}{2} \right) \|T\|^2 + \frac{\tau_q}{2k} l^2 \|q\|^2$$

$$\leq \left( l^2 + \mu^2 + \frac{\tau_k}{\rho_c} \right) \frac{\rho_c}{2} \|T\|^2 + \frac{\tau_q}{2k} l^2 \|q\|^2$$

$$\leq \left( l^2 + \mu^2 + \frac{\tau_k}{\rho_c} \right) E(t).$$

Consequently,

$$(l^2 + \mu^2) E(t) \leq \mathcal{L}(t) \leq \left( 3l^2 + 3\mu^2 + 2\frac{\tau_k}{\rho_c} \right) E(t), \quad \text{for all } t \geq 0.$$  \hspace{1cm} (41)

Using Eqs. (14) and (38), we have

$$\frac{d}{dt} \mathcal{L}(t) \leq -k\|T\|^2 - \frac{2}{k}(l^2 + \mu^2) \|q\|^2 + |C_T(t)|.$$  \hspace{1cm} (42)

We choose $\beta := \min \left\{ 2k/\rho_c, \frac{4(l^2 + \mu^2)}{\tau_q} \right\}$ such that,

$$\frac{d}{dt} \mathcal{L}(t) \leq -\beta E(t) + |C_T(t)|.$$  \hspace{1cm} (43)

Utilizing the second inequality in (42), we obtain

$$\frac{d}{dt} \mathcal{L}(t) \leq -\omega \mathcal{L}(t) + |C_T(t)|, \quad \text{for all } t \geq 0,$$  \hspace{1cm} (44)

where $\omega := \frac{\beta}{3\mu^2 + 3\mu^2 + 2\tau_q k/\rho_c}$. Multiplying (44) by $e^{\omega t}$ yields

$$\frac{d}{dt} \left( \mathcal{L}(t)e^{\omega t} \right) \leq |C_T(t)|e^{\omega t}.$$ \hspace{1cm} (45)

Integrating (45) over $[0, t]$,

$$\mathcal{L}(t) \leq \mathcal{L}(0)e^{-\omega t} + \int_0^t |C_T(r)|e^{-\omega(t-r)} dr, \quad \text{for all } t \geq 0,$$ \hspace{1cm} (46)

where $r \in [0, t]$. Choosing $M := \frac{3l^2 + 3\mu^2 + 2\tau_q k/\rho_c}{1 + \mu^2} > 1$, $\gamma_0 := (l^2 + \mu^2)^{-1}$ and considering (42), we finally obtain

$$E(t) \leq ME(0)e^{-\omega t} + \gamma_0 \int_0^t |C_T(r)|e^{-\omega(t-r)} dr.$$ \hspace{1cm} (47)

Since $C_T \in L^\infty \left((0, \infty), L^2(0, l) \right)$ and $T_0 \notin L^2(0, l)$ we have

$$E(t) \leq ME(0)e^{-\omega t} + \left( 1 - e^{-\omega t} \right) \frac{\gamma_0}{\omega} \|C_T\|_\infty$$

$$\leq ME(0)e^{-\omega t} + 2\frac{\gamma_0}{\omega} \|C_T\|_\infty.$$ \hspace{1cm} (48)

This proves (i). On the other hand, if $T_0 \in L^2(0, l)$, implies that $|C_T(t)| = 0$. From (47), it immediately leads to the proof of (ii).
Remark 4.2. The dynamics of the system (1)–(4) determined by the GK equation, can be reduced to the dynamics of the system determined by the Fourier equation when \((\tau_q, \mu^2) \to (0,0)\), i.e.,

\[
\begin{align*}
\rho_c T_i + q_x & = 0 \quad \text{in} \quad (0, l) \times (0, \infty), \\
q + kT_x & = 0 \quad \text{in} \quad (0, l) \times (0, \infty).
\end{align*}
\]

(49)

(50)

This means that the results of Theorems 3.1 and 4.1 are still valid in the limit as \((\tau_q, \mu^2) \to (0,0)\).

5. A fully discrete finite difference model

In this section, we consider an implicit time integration method by finite differences applied to (1)–(4) system in \((0, l) \times (0, T)\). We are mainly concerned with showing that numerical energy preserves the properties of the energy functional (13) from being positive and non-increasing. For this reason, consider \(J, N \in \mathbb{N}\).

We set \(\Delta x = \frac{l}{J+1}\) and \(\Delta t = \frac{T}{N+1}\) and introduce the nets

\[
0 = x_0 < x_1 = \Delta x < \ldots < x_j = j\Delta x < x_{j+1} = (J+1)\Delta x = l,
\]

\[
0 = t_0 < t_1 = \Delta t < \ldots < t_n = n\Delta t < t_{n+1} = (N+1)\Delta t = T.
\]

(51)

(52)

We consider the following finite-difference discretization of (1)–(4). For \(j = 1, 2, \ldots, J\) and \(n = 1, 2, \ldots, N\) we have

\[
\begin{align*}
\rho_c \frac{T^n_j - T^{n-1}_j}{\Delta t} + \frac{q^n_{j+1} - q^n_j}{\Delta x} & = 0, \\
\tau_q \frac{q^n_j - q^{n-1}_j}{\Delta t} + \frac{q^n_{j+1} - 2q^n_j + q^{n-1}_j}{\Delta x^2} + k \frac{T^n_j - T^{n-1}_j}{\Delta x} & = 0.
\end{align*}
\]

(53)

(54)

We denote by \((T^n_j, q^n_j)\) the numerical approximation for the solutions \((T, q)\) in points \((x_j, t_n)\) of the mesh. For boundary conditions, we use

\[
q^n_0 = q^n_{J+1} = 0, \quad \text{for all} \quad n = 0, 1, \ldots, N+1
\]

(55)

and for the for the initial conditions, we adopted

\[
T^0_j = T_{0j}, \quad q^0_j = q_{0j}, \quad \text{for all} \quad j = 0, 1, \ldots, J+1.
\]

(56)

5.1. Discrete functional energy

In this subsection we analyze in detail some properties of the energy of the discrete system (53)–(56). We define the functional energy of (53)–(56) by

\[
E^n := \rho c \frac{\Delta x}{2} \sum_{j=0}^{J} |T^n_j|^2 + \frac{\tau_q}{k} \frac{\Delta x}{2} \sum_{j=0}^{J} |q^n_j|^2, \quad \text{for all} \quad n = 1, \ldots, N+1.
\]

(57)
Theorem 5.1. Let \((T^n, q^n)\) the numerical solution of the problem \([53]\), \([56]\). Thus, for all \(\Delta x, \Delta t \in (0, 1)\) the rate of change of the numerical energy \(E^n\) in \([57]\) at the instant \(t_n\) is given by

\[
\frac{E^n - E^{n-1}}{\Delta t} \leq -\frac{1}{k} \Delta x \sum_{j=0}^{J} |q^n_j|^2 - \mu^2 \frac{\Delta x}{k} \sum_{j=0}^{J} \left| \frac{q^n_{j+1} - q^n_j}{\Delta x} \right|^2 < 0,
\]

for all \(n = 1, 2, ..., N + 1\).

Proof: Multiplying the Eq. \([53]\) by \(\Delta x T^n_j\) and adding to \(j = 0, 1, ..., J\) we have

\[
\rho c \Delta x \sum_{j=0}^{J} \left( \frac{T^n_j - T^{n-1}_j}{\Delta t} T^n_j \right) + \Delta x \sum_{j=0}^{J} \left( \frac{q^n_{j+1} - q^n_j}{\Delta x} T^n_j \right) = 0.
\]

Using Young’s inequality we have

\[
\rho c \Delta x \sum_{j=0}^{J} |T^n_j|^2 - \rho c \Delta x \sum_{j=0}^{J} |T^{n-1}_j|^2 + \Delta x \sum_{j=0}^{J} \left( \frac{q^n_{j+1} - q^n_j}{\Delta x} T^n_j \right) \leq 0.
\]

Similarly, multiplying the Eq. \([54]\) by \(k^{-1} \Delta x q^n_j\), adding to \(j = 1, ..., J\) and using the boundary conditions \(q^n_0 = 0\) we have

\[
\frac{\tau_q}{k} \Delta x \sum_{j=0}^{J} |q^n_j|^2 - \frac{\tau_q}{k} \Delta x \sum_{j=0}^{J} |q^{n-1}_j|^2 + \frac{1}{k} \Delta x \sum_{j=0}^{J} \left| J \sum_{j=1}^{J} \left( \frac{T^n_j - T^{n-1}_j}{\Delta x} q^n_j \right) \right| \leq 0.
\]

Using the boundary conditions \([55]\) we have

\[
J := \frac{\mu^2}{k} \Delta x \sum_{j=1}^{J} \left( \frac{q^n_{j+1} - 2q^n_j + q^{n-1}_j}{\Delta x^2} \right) + \Delta x \sum_{j=1}^{J} \left( \frac{T^n_j - T^{n-1}_j}{\Delta x} q^n_j \right)
\]

\[
= \frac{\mu^2}{k} \Delta x \sum_{j=0}^{J} \left| q^n_{j+1} - q^n_j \right|^2 - \Delta x \sum_{j=0}^{J} \left( T^n_j q^n_{j+1} - q^n_j \right).
\]

From \([61]\) and \([62]\) we obtain

\[
\frac{\tau_q}{k} \Delta x \sum_{j=0}^{J} |q^n_j|^2 - \frac{\tau_q}{k} \Delta x \sum_{j=0}^{J} |q^{n-1}_j|^2 + \frac{1}{k} \Delta x \sum_{j=0}^{J} |q^n_j|^2 + \frac{\mu^2}{k} \Delta x \sum_{j=0}^{J} \left| \frac{q^n_{j+1} - q^n_j}{\Delta x} \right|^2
\]

\[
-\Delta x \sum_{j=0}^{J} \left( T^n_j q^n_{j+1} - q^n_j \right) \leq 0.
\]

Adding the inequalities \([60]\) and \([63]\) and using the energy \(E^n\) in \([57]\) we obtain

\[
\frac{E^n - E^{n-1}}{\Delta t} \leq -\frac{1}{k} \Delta x \sum_{j=0}^{J} |q^n_j|^2 - \mu^2 \frac{\Delta x}{k} \sum_{j=0}^{J} \left| \frac{q^n_{j+1} - q^n_j}{\Delta x} \right|^2,
\]

and therefore \(E^n \leq E^0\) for all \(n = 1, 2, ..., N + 1.\)
6. Numerical simulation

Let us rewrite the scheme (53)–(56) in an equivalent vectorial form. We denote by \( L \) and \( I_m \) the tridiagonal matrix associated to the approximation of the Laplacian and \( m \times m \) identity matrix respectively, \( i.e., \)

\[
L := \begin{pmatrix}
-2 & 1 & 0 & 0 & \cdots & 0 \\
1 & -2 & 1 & \ddots & \ddots & \vdots \\
0 & 1 & -2 & & \ddots & 0 \\
& \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 1 & -2 & 1 \\
0 & \cdots & 0 & 0 & 1 & -2
\end{pmatrix}_{J \times J}, \quad I_m := \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \ddots & \ddots & \vdots \\
0 & 0 & 1 & \ddots & \ddots & 0 \\
& \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 1 & 0 \\
0 & \cdots & 0 & 0 & 1
\end{pmatrix}_{m \times m}.
\]

On the other hand, \( A_q \) and \( A_T \) are trapezoidal matrices given by

\[
A_q := \begin{pmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
-1 & 1 & 0 & \ddots & \ddots & \vdots \\
0 & -1 & 1 & & \ddots & 0 \\
& \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -1 & 1 \\
0 & \cdots & 0 & 0 & 1 & -1
\end{pmatrix}_{J+1 \times J}, \quad A_T := \begin{pmatrix}
-1 & 1 & 0 & 0 & \cdots & 0 & 0 \\
0 & -1 & 1 & \ddots & \ddots & \vdots & 0 \\
0 & 0 & \ddots & \ddots & \ddots & 0 & 0 \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -1 & 1 \\
0 & \cdots & 0 & 0 & 0 & 0 & -1 & 1
\end{pmatrix}_{J \times J+1}.
\]

Hence we define the mass matrices

\[
B := I_J - \frac{\mu^2}{\tau_q + \Delta t/\Delta x^2} L, \quad C := I_{J+1} + \frac{k}{\rho c(\tau_q + \Delta t)} \frac{\Delta t}{\Delta x^2} A_q A_q^{-1} A_T, \quad D := A_q A_q^{-1}.
\]

If we denote \( T^n = (T^n_0, T^n_1, \ldots, T^n_J)^T \) and \( Q^n = (q^n_1, q^n_2, \ldots, q^n_J)^T \), then scheme (53)–(56) takes the following vectorial form:

\[
\begin{aligned}
T^n &= C T^{n-1} - \frac{\tau_q}{\rho c(\tau_q + \Delta t)} \frac{\Delta t}{\Delta x} D Q^{n-1}, \quad n = 1, 2, \ldots, N + 1, \\
Q^n &= \frac{\tau_q}{\tau_q + \Delta t} B^{-1} Q^{n-1} - \frac{k}{\tau_q + \Delta t} \frac{\Delta t}{\Delta x} B^{-1} A_T T^{n-1}, \quad n = 1, 2, \ldots, N + 1, \\
T^0 &= (T^0_0, T^0_1, \ldots, T^0_J)^T, \quad Q^0 = (q^0_1, q^0_2, \ldots, q^0_J)^T.
\end{aligned}
\]

Let us present a numerical example, especially with regard to the behavior of discrete energy \( E^n \) given by [57], with aiming to confirm the analytical results established in previous sections. For our purposes, let us consider \( l = 1 \cdot 10^{-1} \) m and for the computational mesh we take \( \Delta x = 2 \cdot 10^{-4} \) m, \( \Delta t = 1.2 \cdot 10^{-2} \) s. We use \( \rho = 2 \cdot 10^3 \) kg/m\(^3\), \( c = 5 \cdot 10^2 \) J/(kg K), \( \tau_q = 8 \cdot 10^{-3} \) s, \( \mu^2 = 2.8 \cdot 10^{-3} \) m\(^2\), \( k = 2 \cdot 10^3 \) W/(m K) and we take the following initial conditions associated to the discrete system (66), following [17]:

\[
T^0_j := T_b + \frac{T_f}{2} \cos \left( \frac{\pi x_j}{l} \right), \quad j = 0, 1, \ldots, J.
\]
Below we provide the simulation of the solution and the energy functional obtained from the numerical scheme (66), considering two cases in which we solve the Fourier and Guyer-Krumhansl heat equations in regard to the Theorem 4.1 (item (i)). Since Theorem 4.1 (item (ii)) falls beyond the physical interest, and also appears as a special case of item (i), we do not deal with this situation. Although from the thermodynamic point of view the following simulations are straightforward, we present them in order to support the mathematical proofs, which properties are also preserved in the discrete case. Naturally, the solutions of the Guyer-Krumhansl and Fourier heat equations converge to the same equilibrium state with the same energy content, that stands as a thermodynamic requirement.

**Case I:** We consider $T_0^j := T_b + \frac{T_f}{2} \cos \left( \frac{\pi x_j}{l} \right)$ with $T_b = 1.5 \cdot 10^1 \degree C$ and $T_f = 3 \cdot 10^1 \degree C$. This implies that $T_0^j \not\in L^2(0, l)$ and $T_b \geq 1.5 \cdot 10^1 \degree C$. According to the Theorem 4.1 (item (i)) the energy functional decays exponentially to a positive constant. This is present in the simulation below.

![Simulation](image1)

Figure 1: Guyer–Krumhansl heat equation. We use $\tau_q = 8 \cdot 10^{-8}$, $\mu^2 = 2.8 \cdot 10^{-3}$ m$^2$ and $Z^n := 1 + (M_1\|C_T\|_{\infty}/M_0E^0)e^{\omega t_n}$. As $T_0 \not\in L^2(0, l)$ the temperature history reaches an equilibrium point (see (a) and (b)), exponential decay tends to a positive constant $y \approx 1.24 \cdot 10^7$. 
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The simulations for the Fourier heat equation are also obtained from the numerical scheme (66) by choosing \((\tau_q, \mu^2) = (0, 0)\).

**Case II:** Here, we consider the data from Case I with \(\tau_q = \mu^2 = 0\). According to the Theorem 4.1 (item (i)) the energy functional decays exponentially to a positive constant.

![Figure 2](image)

Figure 2: Solutions for the Fourier heat equation, presenting the agreement between the physical and mathematical requirements in regard to the Theorem 4.1 (item (i)).

### 7. Discussion

It is known for decades that Fourier’s law has limitations, thus it is inevitable to find its proper extension and discover the possibilities for practical implementations. In this respect, the Guyer-Krumhansl equation is a promising candidate. While the GK equation has a more complex structure than Fourier’s law, its modeling capabilities can cover wide range of phenomena from low-temperature to room temperature problems. Numerous experiments show the validity of the GK equation in these cases. In order to take a step forward to have the GK equation to be the next standard model, we presented three crucial properties of that model.
First, we have seen that for temperature-dependent situations, the thermodynamic background must be exploited as it connects the coefficients and they are not independent of each other. It influences the entire model, and introduces new terms into the constitutive equation. The discovery and understanding of these new terms will help the experimental studies in the future how and in what aspect to focus on the measurements and how to evaluate them. Second, we have proved the well-posedness of the GK equation, that is, its solution exist, unique and continuously depends on the initial data. This is crucial to have a strong mathematical and physical basis, and avoid the issues which are characteristic for the DPL concept or any other models lacking the proper background. Moreover, we also proved the uniform stabilization for a practically relevant case in which the initial temperature distribution $T_0 \notin L^2_2(0,t)$, i.e., the initial energy content of the system is not zero. Our statements are demonstrated through numerical solutions, the proved properties are preserved in the discrete space as well. These results establish a strong basis for the Guyer-Krumhansl heat equation and for its later applications.
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