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Abstract. We present the complete classification of equations of the form $u_{xy} = f(u, u_x, u_y)$ and the Klein–Gordon equations $v_{xy} = F(v)$ connected with one another by differential substitutions $v = \varphi(u, u_x, u_y)$ such that $\varphi_{u_x} \varphi_{u_y} \neq 0$ over the ring of complex-valued variables.
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1 Introduction

In this paper, we study the classification problem of equations of the form

$$u_{xy} = f(u, u_x, u_y)$$

over the ring of complex-valued variables. Such equations have applications in many fields of mathematics and physics. Liouville [10], Bäcklund [2], Darboux [4] and other authors [3, 17] studying the surfaces of constant negative curvature discovered the first examples of integrable nonlinear hyperbolic equations. In the 1970s, one of the fundamental methods of mathematical physics, the inverse scattering method, was introduced. After that, since hyperbolic equations have many applications in physics (continuum mechanics, quantum field theory, theory of ferromagnetic materials etc.), many important studies were published.

Existence of higher symmetries is a hallmark of integrability of an equation. Drinfel’d, Sokolov and Svinolupov [5, 16] showed that symmetries can be effectively used for classification of evolution equations. Zhiber and Shabat [18] obtained the complete list of the Klein–Gordon equations

$$v_{xy} = F(v)$$

with higher symmetries. However, the symmetry method for the classification of equations of form (1.1) faces particular difficulties. Therefore, here we use differential substitutions to solve the classification problem.

*This paper is a contribution to the Special Issue “Symmetries of Differential Equations: Frames, Invariants and Applications”. The full collection is available at http://www.emis.de/journals/SIGMA/SDE2012.html
Before going further, let us give some definitions. Let \( u \) be a solution of equation (1.1). All the mixed derivatives of \( u \)

\[
\begin{align*}
  u_x, & \quad u_y, & \quad u_{xx}, & \quad u_{yy}, & \quad \ldots
\end{align*}
\]

will be expressed through equation (1.1) with differential consequences of this equation. Here \( u \) and variables (1.3) will be regarded as independent.

We begin with an important notion of (infinitesimal) symmetry of equation (1.1). Denote the operators of total derivatives with respect to \( x \) and \( y \) by \( D \) and \( \bar{D} \), respectively.

**Definition 1.** The symmetry of equation (1.1) of order \((n, m)\) is the function \( g = g(u, u_1, \ldots, u_n, \bar{u}_1, \ldots, \bar{u}_m) \), \( g_{u_n} \neq 0 \), \( g_{\bar{u}_m} \neq 0 \), satisfying the equation

\[
(D\bar{D} - f_{u_1}D - f_{\bar{u}_1}\bar{D} - f_u)g = 0.
\]

Here \( u_i = \frac{\partial^i u}{\partial x^i} \) and \( \bar{u}_i = \frac{\partial^i u}{\partial y^i} \), \( i \in \mathbb{N} \). If \( n \leq 1 \) and \( m \leq 1 \) then the function \( g \) is called a classical symmetry, otherwise we have a higher symmetry.

Assume that \( g \) is a symmetry of equation (1.1). It is easy to check that the derivatives \( g_{u_n} \) and \( g_{\bar{u}_m} \) satisfy the so-called characteristic equations \( \bar{D}(g_{u_n}) = 0 \) and \( D(g_{\bar{u}_m}) = 0 \), respectively.

**Definition 2.** The function \( \omega(u, u_1, u_2, \ldots, u_n) \), \( \omega_{u_n} \neq 0 \), is called an \( x \)-integral of order \( n \) of equation (1.1) if \( \bar{D}(\omega) = 0 \). Similarly, the \( y \)-integral of order \( m \) is the function \( \bar{\omega}(u, \bar{u}_1, \bar{u}_2, \ldots, \bar{u}_m) \), \( \bar{\omega}_{\bar{u}_m} \neq 0 \) which satisfies \( D(\bar{\omega}) = 0 \).

Another important notion is the sequence of the Laplace invariants of equation (1.1).

**Definition 3.** The main generalized Laplace invariants of equation (1.1) are the functions \( H_0 \) and \( H_1 \) given by the formulae

\[
H_1 = -D\left( \frac{\partial f}{\partial u_1} \right) + \frac{\partial f}{\partial u_1} \frac{\partial f}{\partial u_1} + \frac{\partial f}{\partial u}, \quad H_0 = -\bar{D}\left( \frac{\partial f}{\partial \bar{u}_1} \right) + \frac{\partial f}{\partial \bar{u}_1} \frac{\partial f}{\partial \bar{u}_1} + \frac{\partial f}{\partial \bar{u}}.
\]

Other Laplace invariants can be found recurring in the relation

\[
D\bar{D}(\ln H_i) = -H_{i+1} - H_{i-1} + 2H_i, \quad i \in \mathbb{Z}.
\]

Sokolov and Zhiber [19] showed that the functions \( H_1 \) and \( H_0 \) are invariants of equation (1.1) under the point transformations \( u \to \zeta(x, y, u) \). Generalized Laplace invariants play a significant role in the investigation of integrability of equations. Namely, Anderson and Kamran [1], Zhiber, Sokolov and Startsev [20] proved that an equation has nontrivial \( x \)- and \( y \)-integrals if and only if the Laplace sequence of invariants terminates on both sides \((H_r = H_s \equiv 0 \text{ for some values } r \text{ and } s)\), which is indeed a definition of the (Darboux) integrability of an equation. Equations satisfying the last condition are called Liouville type equations. Using this definition for linear equations \( V_{xy} + a(x, y)V_x + b(x, y)V_y + c(x, y)V = 0 \), one can obtain equations with the finite Laplace sequence studied in detail by Goursat [6].

It should be noted that symmetries of Liouville type equations have two arbitrary functions, while the equations integrable by the inverse scattering method (for instance, the sine-Gordon equation) have a countable set of symmetries.

The main notion of the paper is the notion of differential substitutions.
Definition 4. The relation
\[ v = \varphi \left( u, \frac{\partial u}{\partial x}, \ldots, \frac{\partial^n u}{\partial x^n}, \frac{\partial u}{\partial y}, \ldots, \frac{\partial^m u}{\partial y^m} \right) \]  
(1.4)
is called a differential substitution from equation (1.1) to the equation
\[ v_{xy} = g(v, v_x, v_y) \]  
(1.5)
if function (1.4) satisfies equation (1.5) for every solution \( u(x, y) \) of equation (1.1).

Before proceeding, let us briefly mention some works related to differential substitutions. Sokolov [12] showed that substitutions can be used in the study of integrability of nonlinear differential equations. Sokolov and Zhiber [19] presented one of the most comprehensive reviews of such equations. As mentioned before, existence of higher symmetries is a hallmark of integrability of an equation. Meshkov and Sokolov [11] presented the complete list of one-field hyperbolic equations. Sokolov and Zhiber [19] presented one of the most comprehensive reviews of such equations. Sokolov [12] showed that substitutions can be used in the study of integrability of nonlinear differential equations.}

...and B"acklund transformations was solved only for evolution equations. One can find many examples of nonlinear equations and differential substitutions in \([11, 19]\). Startsev [14, 15] described coupled equations for which linearizations are related by Laplace transformations of the first and the second orders. A B"acklund transformation was constructed for such pairs.

Although we know a considerable amount of nonlinear equations which are connected with one another by differential substitutions, the problem of classifying differential substitutions and B"acklund transformations was solved only for evolution equations.

Recently, Zhiber and Kuznetsova [9] have applied differential substitutions to classify equations. Namely, all equations of form (1.1) are transformed into equations of form (1.2) by differential substitutions of the special form \( v = \varphi(u, u_x) \) were described. All these equations are contained in the following list:

\[
\begin{align*}
    u_{xy} &= uF'(F^{-1}(u_x)), & v_{xy} &= F(v), & v &= F^{-1}(u_x); \\
    u_{xy} &= \sin u\sqrt{1 - u_x^2}, & v_{xy} &= \sin v, & v &= u + \arcsin u_x; \\
    u_{xy} &= \exp u\sqrt{1 + u_x^2}, & v_{xy} &= \exp v, & v &= u + \ln\left(u_x + \sqrt{1 + u_x^2}\right); \\
    u_{xy} &= \frac{2u_y}{s'(u_x)}, & v_{xy} &= F(v), & v &= s(u_x), \\
\end{align*}
\]

where the functions \( s \) and \( f \) satisfy \( s'(u_x)F(s(u_x)) = 1 \);

\[
\begin{align*}
    u_{xy} &= \frac{c - u_y\varphi_u(u, u_x)}{\varphi_{u_x}(u, u_x)}, & v_{xy} &= 0, & v &= \varphi(u, u_x); \\
    u_{xy} &= u_x(\psi(u, u_y) - u_y\alpha'(u)), & v_{xy} &= \exp v, & v &= \alpha(u) + \ln u_x, \\
\end{align*}
\]

where \( \psi_u + \psi\psi_{u_y} - \alpha'u_y\psi_{u_y} = \exp \alpha; \)

\[
\begin{align*}
    u_{xy} &= u_x(\psi(u, u_y) - u_y\alpha'(u)), & v_{xy} &= 0, & v &= \alpha(u) + \ln u_x, \\
\end{align*}
\]

where \( \psi_u + \psi\psi_{u_y} - \alpha'u_y\psi_{u_y} = 0; \)

\[
\begin{align*}
    u_{xy} &= u, & v_{xy} &= v, & v &= c_1u + c_2u_x; \\
    u_{xy} &= \delta(u_y), & v_{xy} &= 1, & v &= c_1u + c_2u_x, & \delta(c_1 + c_2\delta') = 1,
\end{align*}
\]
up to the point transformations $u \to \theta(u), v \to \kappa(v), x \to \xi x,$ and $y \to \eta y,$ where $\xi$ and $\eta$ are arbitrary constants. Here $c$ is an arbitrary constant, $c_1$ and $c_2$ are constants satisfying $(c_1, c_2) \neq (0, 0),$ and the function $\psi$ satisfies $(\psi_y, \psi_{uy}) \neq (0, 0).

Furthermore, all equations of form (1.2) that can be transformed into equations of form (1.1) by differential substitutions of the form

\begin{equation}
\begin{aligned}
v_{xy} &= F(v), \\
u_{xy} &= F'(F^{-1}(u_x)) u, \\
v_{xy} &= 1, \\
u_{xy} &= \frac{\psi''(\psi^{-1}(u)) uy}{\psi'(\psi^{-1}(u))}, \\
v_{xy} &= 0, \\
u_{xy} &= 0, \\
v_{xy} &= 0, \\
u_{xy} &= -u_x \exp u, \\
v_{xy} &= v, \\
u_{xy} &= v, \\
v_{xy} &= 1, \\
u_{xy} &= 1,
\end{aligned}
\end{equation}

are connected by the Bäcklund transformation

\begin{equation}
v = F^{-1}(u_x), \quad u = v_y.
\end{equation}

Kuznetsova [8] showed that linearizations of equation (1.6) are related by Laplace transformations of the first order. For example, we give the equations

\begin{equation}
u_{xy} = (\lambda - \beta b^{n-1}(u_x)) u, \quad v_{xy} = \lambda v - \beta v^n, \quad n > 0,
\end{equation}

where $\lambda$ and $\beta$ are arbitrary constants, and the function $b$ satisfies the equation $\lambda b(u_x) - \beta b^n(u_x) = u_x.$ The Bäcklund transformation is given by

\begin{equation}
u = v_y, \quad v = b(u_x).
\end{equation}

Note that the equation $v_{xy} = \lambda v - \beta v^n$ is a version of the PHI-four equation [13]. The PHI-four equation and the corresponding Bäcklund transformation are obtained for $n = 3.$

The purpose of this paper is to describe all equations of form (1.1) that are transformed into equations of form (1.2) by differential substitutions

\begin{equation}
v = \varphi(u, u_x, u_y), \quad \varphi_{u_x} \neq 0,
\end{equation}

over the ring of complex-valued variables.

It should be noted that most of the differential substitutions which connect the well-known integrable equations (1.1) have the form $v = \varphi(u, u_x, u_y)$ (see [11, 19]). Therefore, we are interested just in this form of substitutions.

This paper is organized as follows. Section 2 presents the complete list of equations (1.1) that are transformed into the Klein–Gordon equations by differential substitutions of form (1.7). In Section 3, the main theorem of the paper is proven. Section 4 is devoted to the problem which is, in a sense, inverse to the original problem. Namely, equations (1.2) are transformed into equations (1.1) by differential substitutions of the form

\begin{equation}
u = \psi(v, v_y, v_x), \quad \psi_{vy} \psi_{ux} \neq 0,
\end{equation}

over the ring of complex-valued variables.
2 Equations transformed into Klein–Gordon equations

In this section, we give all possible cases when equation (1.1) is transformed into equation (1.2) by a differential substitution of form (1.7). The main result of this paper is the following theorem.

**Theorem 1.** Suppose that equation (1.1) is transformed into the Klein–Gordon equation (1.2) by differential substitution (1.7). Then equations (1.1), (1.2), and substitution (1.7) take one of the following forms:

\[ u_{xy} = \sqrt{u_x^2 + a\sqrt{u_y^2 + b}}, \quad v_{xy} = \frac{1}{2}(\exp v - ab\exp(-v)), \]
\[ v = \ln \left[ (u_x + \sqrt{u_x^2 + a})(u_y + \sqrt{u_y^2 + b}) \right]; \quad (2.1) \]
\[ u_{xy} = \sqrt{u_x u_y}, \quad v_{xy} = \frac{1}{2}v, \quad v = \sqrt{u_x + \sqrt{u_y}}; \quad (2.2) \]
\[ u_{xy} = \sqrt{u_x}, \quad v_{xy} = \frac{1}{2}, \quad v = \sqrt{u_x} + u_y; \quad (2.3) \]
\[ u_{xy} = 1, \quad v_{xy} = 0, \quad v = u_x + u_y; \quad (2.4) \]
\[ u_{xy} = \frac{1}{\gamma'(u_y)}, \quad v_{xy} = 1, \quad v = u_x + \gamma(u_y) + u, \quad (2.5) \]

where the function \( \gamma \) satisfies \( 1 - \frac{\gamma''}{\gamma'^2} = \gamma' \);

\[ u_{xy} = 0, \quad v_{xy} = 0, \quad v = \beta(u_x) + \gamma(u_y) + c_3 u; \quad (2.6) \]
\[ u_{xy} = \mu(u)u_x u_y, \quad v_{xy} = 0, \quad v = c_1 \ln u_x + c_2 \ln u_y + \alpha(u), \quad (2.7) \]

where \( \mu'(c_1 + c_2) + \mu''(c_1 + c_2) + \alpha'' + \alpha'\mu = 0; \)

\[ u_{xy} = \mu(u)u_x u_y, \quad v_{xy} = \exp v, \quad v = \ln(u_x u_y) + \alpha(u), \quad (2.8) \]

where \( 2\mu' + 2\mu^2 + \alpha'' + \alpha'\mu = \exp \alpha; \)

\[ u_{xy} = u, \quad v_{xy} = v, \quad v = c_1 u_y + c_2 u_x + c_3 u; \quad (2.9) \]
\[ u_{xy} = \mu(u)(u_y + c)u_x, \quad v_{xy} = \exp v, \quad v = \ln(u_y + c) + \ln u_x + \alpha(u), \quad (2.10) \]

where \( 2\mu' + 2\mu^2 + \alpha'' + \alpha'\mu = \exp \alpha, 2\mu^2 + \mu' + \alpha'\mu = \exp \alpha; \)

\[ u_{xy} = \mu(u)(u_y + c)u_x, \quad v_{xy} = 0, \quad v = c_2 \ln(u_y + c) + c_1 \ln u_x + \alpha(u), \quad (2.11) \]

where \( (\mu' + \mu^2)(c_1 + c_2) + \alpha'' + \alpha'\mu = 0, c_1 \mu' + \mu^2(c_1 + c_2) + \alpha'\mu = 0; \)

\[ u_{xy} = \mu(u)u_x, \quad v_{xy} = 0, \quad v = u_y - \ln u_x + \alpha(u), \quad (2.12) \]

where \( \alpha'' + \mu' = 0, \mu^2 - \mu' + \alpha'\mu = 0; \)

\[ u_{xy} = \frac{\mu(u)u_x}{\gamma'(u_y)}, \quad v_{xy} = 0, \quad v = \ln u_x + \gamma(u_y) + \alpha(u), \quad (2.13) \]

where \( c_3 + \frac{\gamma''}{\gamma'} + c_4 \gamma' u_y = 0, \alpha'' + \mu' + c_4 \mu^2 = 0, \) and \( c_3 \mu^2 + \mu' + \mu^2 + \alpha'\mu = 0; \)

\[ u_{xy} = \frac{u_x}{(au + b)\gamma'(u_y)}, \quad v_{xy} = \exp v, \quad v = \ln u_x + \gamma(u_y) - 2\ln(au + b), \quad (2.14) \]
where $c_3 + \frac{\gamma''}{\sqrt{x}} + c_4 \gamma' u_y = -\gamma' \exp \gamma$, $c_3 + 1 - 3a = 0$, and $c_4 + 2a^2 - a = 0$;

$$u_{xy} = -\frac{1}{u\beta'(u_x)\gamma'(u_y)}; \quad v_{xy} = 0, \quad v = \beta(u_x) + \gamma(u_y),$$

(2.15)

where $\frac{\beta''}{\sqrt{x}} = u_x \beta' + c_1$, $\frac{\gamma''}{\sqrt{x}} = u_y \gamma' - c_1$;

$$u_{xy} = \frac{\mu(u)}{\beta'(u_x)\gamma'(u_y)}; \quad v_{xy} = \exp v, \quad v = \beta(u_x) + \gamma(u_y) + \alpha(u),$$

(2.16)

where $u_x + \frac{1}{\beta(u_x)} = \exp \beta$, $u_y + \frac{1}{\gamma'(u_y)} = \exp \gamma$, $\alpha'' = \exp \alpha$, and $\mu = (\exp \alpha)/\alpha'$;

$$u_{xy} = \frac{\mu(u)}{\beta'(u_x)\gamma'(u_y)}; \quad v_{xy} = \exp v, \quad v = \beta(u_x) + \gamma(u_y) + \alpha(u),$$

(2.17)

where $2u_x + \frac{1}{\beta(u_x)} = \exp \beta$, $2u_y + \frac{1}{\gamma'(u_y)} = \exp \gamma$, $\alpha' \mu - 2 \mu^2 = \exp \alpha$, and $\alpha'^2 = 8 \exp \alpha$;

$$u_{xy} = s(u)\sqrt{1 - u_x^2}\sqrt{1 - u_y^2}; \quad v_{xy} = c \sin v, \quad v = \arcsin u_x + \arcsin u_y + p(u),$$

(2.18)

where $s'' - 2s^3 + \lambda s = 0$, $p'^2 = 2s' - 2s^2 + \lambda$;

$$u_{xy} = s(u)b(u_x)b'(u_y); \quad v_{xy} = c_1 \exp v + c_2 \exp(-2v), \quad v = -\frac{1}{2} \ln(u_x - b(u_x)) - \frac{1}{2} \ln(u_y - b(u_y)) + p(u),$$

(2.19)

where $(u_x - b(u_x))(b(u_x) + 2u_x)^2 = 1$, $(u_y - b(u_y))(b(u_y) + 2u_y)^2 = 1$, $s'' - 2ss' - 4s^3 = 0$, and $p'^2 - 2sp' - 3s' - 2s^2 = 0$;

$$u_{xy} = \frac{\nu(u) - q_u(u, u_y)}{q_{u_y}(u, u_y)}u_x; \quad v_{xy} = c_3 \exp v, \quad v = \ln u_x + q(u, u_y),$$

(2.20)

where

$$\frac{\nu - q_u}{q_{u_y}} \left( \frac{\nu - \nu - q_{u_y}q_{u_y}u_y - 2q_{u_y^2}}{q_{u_y}} \right) + \frac{\nu'}{q_{u_y}} - \frac{q_{u_y}}{q_{u_y}} + \nu' u_y = c_3 \exp q, \quad q_{u_y} \neq 0,$$

up to the point transformations $u \rightarrow \theta(u)$, $v \rightarrow \kappa(v)$, $x \rightarrow \xi x$, and $y \rightarrow \eta y$, and the substitution $u + \xi x + \eta y \rightarrow u$, where $\xi$ and $\eta$ are arbitrary constants. Here $c_3$ and $c_4$ are arbitrary constants, $a$ and $b$ are constants satisfying $(a, b) \neq (0, 0)$, and $c_1$, and $c_2$ are nonzero constants; in cases (2.13) and (2.14) the function $\gamma$ satisfies the condition $(\gamma''/\gamma'^2)' \neq 0$; in cases (2.15)–(2.17) the functions $\beta$ and $\gamma$ satisfy the conditions $(\beta''/\beta'^2)' \neq 0$ and $(\gamma''/\gamma'^2)' \neq 0$ accordingly, the function $\mu$ satisfies $\mu' \neq 0$, and $\mu \neq 0$ in all cases.

Now, let us analyze some of the above equations in detail. Consider (2.1) with $ab \neq 0$. Using the point transformations $\sqrt{ax} \rightarrow x$, $\sqrt{by} \rightarrow y$, and $v - \ln(ab)^{1/2} \rightarrow v$, we obtain

$$u_{xy} = \sqrt{u_x^2 + 1} + \sqrt{u_y^2 + 1}.$$  

(2.21)

Equation (2.21) is transformed into the sine-Gordon equation

$$v_{xy} = \frac{1}{2}(\exp v - \exp(-v))$$
by the differential substitution
\[ v = \ln \left[ \left( u_x + \sqrt{u_x^2 + 1} \right) \left( u_y + \sqrt{u_y^2 + 1} \right) \right]. \]

Equation (2.21) is a S-integrable and possesses symmetries of the third order (see [11]). Note that applying the point transformations \( v \to iv, ix \to x, iy \to y, \) and using the formula \( \ln \left( \sqrt{1 - u_x^2} - iu_x \right) = -i \arcsin u_x \) we can also convert the above equations into
\[ u_{xy} = \sqrt{1 - u_x^2}1 - u_x^2 \sqrt{1 - u_y^2}, \quad v_{xy} = -\sin v, \quad v = \arcsin u_x + \arcsin u_y. \]

Now, assume that \( a = 0. \) Under the transformations \( v - \ln 2 \to v, \sqrt{by} \to y, \) and \( v - \ln \sqrt{b} \to v \) equations (2.1) take the form
\[ u_{xy} = u_x \sqrt{u_y^2 + 1}, \quad v_{xy} = \exp v, \quad v = \ln u_x + \ln \left( u_y + \sqrt{u_y^2 + 1} \right). \quad (2.22) \]

Applying the transformation \( iy \to y \) to the above equations we arrive at
\[ u_{xy} = u_x \sqrt{1 - u_y^2}, \quad v_{xy} = -i \exp v, \quad v = -i \arcsin u_y + \ln u_x. \]

As shown in [11], equation (2.22) has symmetries of the third order. In [11] the x- and y-integrals and the general solution of equation (2.22) were presented.

Note that the equation (2.21) is the Goursat equation. Its symmetries of the third order can be found, for instance, in [11].

The equation (2.31) has symmetries of the third order [11]. The x- and y-integrals of this equation are given by
\[ \omega = \frac{u_{xx}}{\sqrt{u_x}}, \quad \bar{\omega} = u_{yyy}. \]

Consider cases (2.7) and (2.8). The equation \( u_{xy} = \mu(u)u_xu_y \) possesses the x- and y-integrals of the first order, \( \omega = \ln u_x - \sigma(u), \quad \bar{\omega} = \ln u_y - \sigma(u). \) Here \( \sigma' = \mu. \)

The equation \( u_{xy} = \mu(u)(u_y + c)u_x \) in cases (2.10) and (2.11) possess the y-integral of the first order \( \bar{\omega} = \ln(u_y + c) - \sigma(u), \) where \( \sigma' = \mu. \) The x-integral in case (2.10) is
\[ \omega = \frac{u_{xxx}}{u_x} - 3 \frac{u_{xx}^2}{2 u_x^2} - \frac{1}{2} \left( \mu^2(u) + 2 \mu(u)\alpha'(u) + \alpha'^2(u) \right) u_x^2, \]
and in case (2.11) we get the x-integral
\[ \omega = c_2\mu(u)u_x + c_1 \frac{u_{xx}}{u_x} + \alpha'(u)u_x. \]

The equation (2.14) possesses the y-integral of the first order and the x-integral of the third order
\[ \bar{\omega} = \gamma(u_y) - \frac{1}{a} \ln(au + b), \quad \omega = \frac{u_{xxx}}{u_x} - 3 \frac{u_{xx}^2}{2 u_x^2} + \frac{u_x^2(2a - 1)}{2(au + b)^2}. \]

Now, we consider the equation which appears in (2.16) and (2.17). The equation (2.16) is transformed into the equation presented in [19] by a point transformation and has the integrals of the second order
\[ \omega = \beta'(u_x)u_{xx} - \frac{\mu'(u)}{\mu(u)\beta'(u_x)}, \quad \bar{\omega} = \gamma'(u_y)u_{yy} - \frac{\mu'(u)}{\mu(u)\gamma'(u_y)}. \]
On the other hand, equation (2.17) can be transformed into the equation given in [19]

\[ u_{xy} = \frac{1}{u} B(u_x) \bar{B}(u_y). \] (2.23)

Here \( B(u_x)B'(u_x) + B(u_x) - 2u_x = 0, \bar{B}(u_y)\bar{B}'(u_y) + \bar{B}(u_y) - 2u_y = 0. \) The integrals of equation (2.23) are [19]

\[
\omega = \frac{u_{xxx}}{B} + \frac{2(B - u_x)}{B^3} u_{xx}^2 + \frac{2(2u_x + B)}{uB} + \frac{B(u_x + B)}{u^2},
\]

\[
\bar{\omega} = \frac{u_{yyy}}{B} + \frac{2(B - u_y)}{B^3} u_{yy}^2 + \frac{2(2u_y + \bar{B})}{u\bar{B}} + \frac{\bar{B}(u_y + \bar{B})}{u^2}.
\]

The equation (2.20) possesses the \( y \)-integral of the first order \( \bar{\omega} = q(u, u_y) - \sigma(u) \). Here \( \sigma' = \nu \). If \( c_3 \neq 0 \) then we obtain the \( x \)-integral of the third order

\[
\omega = \frac{u_{xxx}}{u_x} - \frac{3}{2} \frac{u_{xx}^2}{u_x^2} + \nu'(u)u_x^2 - \frac{1}{2} \nu^2(u)u_x^2.
\]

If \( c_3 = 0 \) then we have the \( x \)-integral of the second order

\[
\omega = \frac{u_{xx}}{u_x} + \nu(u)u_x.
\]

Note that equations in (2.18) and (2.19) are well-known equations, which are integrable by the inverse scattering method (see [19]).

All of the previously mentioned equations possessing \( x \)- and \( y \)-integrals are contained in the list of Liouville type equations given in [19].

Now we will show how to obtain a solution of an equation from a solution of another one by applying differential substitutions. As an example, we consider case (2.8) with specifying \( \mu(u) = 1, \alpha(u) = \ln 2 \). So we have

\[ u_{xy} = u_x u_y, \quad v = \ln(2u_x u_y), \quad v_{xy} = \exp v. \]

The equation \( u_{xy} = u_x u_y \) has the \( x \)-integral \( \omega(x) = \exp(-u)u_x \). Integrating this equation with respect to \( x \) and redenoting \( \int \omega(x)dx \) by \( \omega(x) \) we obtain

\[ \exp(-u) = \omega(x) + \bar{\omega}(y). \]

Hence

\[ u = -\ln(\omega(x) + \bar{\omega}(y)). \]

Substituting the function \( u \) into the equation \( v = \ln(2u_x u_y) \) we get the general solution of the Liouville equation \( v_{xy} = \exp v \) as

\[ v(x, y) = \ln \left( \frac{2\omega'(x)\bar{\omega}'(y)}{(\omega(x) + \bar{\omega}(y))^2} \right). \]

3 Proof of the main theorem

In this section we prove Theorem 1. In order to do that we determine the functions \( f, F \), and \( \varphi \) in (1.1), (1.2) and (1.7). By substituting function (1.7) into equation (1.2) and using equation (1.1) we get

\[ \varphi_u f + u_x (\varphi_{uu} u_y + \varphi_{u} u_x f + \varphi_{uy} u_{yy}) + u_{xx} (\varphi_{ux} u_y + \varphi_{u} u_x f + \varphi_{uy} u_{yy}) \]
Since the function $F(\varphi)$ depends only on $u$, $u_x$, and $u_y$, the coefficients at $u_{xx}$, $u_{yy}$, and $u_{xx}u_{yy}$ are equal to zero, i.e.

$$\varphi_{u_{xy}} = 0, \quad \varphi_{uu_x}u_y + \varphi_{u_xu_y}f + \varphi_{u_y}f_{u_x} = 0, \quad \varphi_{u_{yy}}u_x + \varphi_{u_y}f_{u_y} + f\varphi_{u_yu_y} = 0.$$  

Integration of these equations leads to

$$\varphi = p(u, u_x) + q(u, u_y), \quad \varphi_uu_y + \varphi_{u_x}f = A(u, u_y), \quad \varphi_uu_x + \varphi_{u_y}f = B(u, u_x).$$  

The remaining terms in (3.1) give

$$f(\varphi_u + u_x\varphi_{u_x} + \varphi_{u_y}f_{u_y} + \varphi_{u_y}f_{u_x} + u_y\varphi_{uu_y}) + \varphi_{uu_x}u_y + (u_x\varphi_{u_x} + u_y\varphi_{u_y})f_{u_x} = F(\varphi).$$  

Hence, the original classification problem is reduced to the analysis of equations (3.2)–(3.5).

Eliminating the function $f$ from equations (3.3) and (3.4) we obtain the relation

$$(A - u_y\varphi_u)\varphi_{u_y} = (B - u_x\varphi_u)\varphi_{u_x}. \quad \text{(3.6)}$$

Applying the operator $\frac{\partial^2}{\partial u_x\partial u_y}$ to equation (3.6) we arrive at the equation

$$\left(u_y\varphi_{u_y}\right)_{u_y}\varphi_{uu_x} = \left(u_x\varphi_{u_x}\right)_{u_x}\varphi_{uu_y}. \quad \text{(3.7)}$$

Relation (3.7) is satisfied if one of the following conditions hold:

$$\varphi_{uu_x} = 0, \quad \varphi_{uu_y} = 0, \quad \text{(3.8)}$$

$$\varphi_{uu_x} = 0, \quad \left(u_x\varphi_{u_x}\right)_{u_x} = 0, \quad \text{(3.9)}$$

$$\left(u_y\varphi_{u_y}\right)_{u_y} = 0, \quad \varphi_{uu_y} = 0, \quad \text{(3.10)}$$

$$\left(u_y\varphi_{u_y}\right)_{u_y} = 0, \quad \left(u_x\varphi_{u_x}\right)_{u_x} = 0, \quad \text{(3.11)}$$

$$\frac{\left(u_y\varphi_{u_y}\right)_{u_y}}{\varphi_{uu_x}} = \frac{\left(u_x\varphi_{u_x}\right)_{u_x}}{\varphi_{uu_y}} = \lambda(u), \quad \lambda(u) \neq 0. \quad \text{(3.12)}$$

First, let us analyze equation (3.12). By substituting the function $\varphi$ given by (3.2) into equation (3.12) we get

$$u_yq_{u_y} = \lambda(u)q_{uu_y}, \quad (u_xp_{u_x})_{u_x} = \lambda(u)p_{uu_x}. \quad \text{(3.13)}$$

Now we integrate the first equation of (3.13) with respect to $u_y$ and the second one with respect to $u_x$. This gives

$$u_yq_{u_y} = \lambda(u)q_u + C(u), \quad u_xp_{u_x} = \lambda(u)p_u + E(u).$$

The general solutions of these equations are

$$q = \Phi_1(u_y\kappa(u)) + \epsilon(u), \quad p = \Phi_2(u_x\kappa(u)) + \mu(u),$$

where $\kappa(u) = \lambda(u)\kappa'(u)$, $\lambda(u)\epsilon'(u) + C(u) = 0$, $\lambda(u)\mu'(u) + E(u) = 0$. Therefore, the function $\varphi$ defined by (3.2) takes the form

$$\varphi = \Phi(u) + \Phi_1(u_y\kappa(u)) + \Phi_2(u_x\kappa(u)).$$
Here $\Phi(u) = \epsilon(u) + \mu(u)$. Furthermore, if we use the point transformation $\int \kappa(u) du \rightarrow u$ in the above formula, we obtain
\[
\varphi = \alpha(u) + \beta(u_x) + \gamma(u_y). \tag{3.14}
\]
Clearly, function (3.2) satisfying (3.8) also takes form (3.14).

Assume that condition (3.9) holds. In this case, the substitution of the functions $\varphi$ defined by (3.2) into (3.9) yields
\[
p_{uu_x} = 0, \quad (u_x p_{u_x})_{u_x} = 0,
\]
which gives
\[
p = \alpha(u) + c \ln u_x.
\]
Here $c$ is an arbitrary constant. Hence, function (3.2) takes the form $\varphi = \alpha(u) + c \ln u_x + q(u, u_y)$. Replacing $\alpha(u) + q(u, u_y)$ by $q(u, u_y)$ in this equation we get
\[
\varphi = c \ln u_x + q(u, u_y). \tag{3.15}
\]
Recall that $\varphi_{u_x}, \varphi_{u_y} \neq 0$. This property implies $c \neq 0$. Clearly, case (3.10) coincides with (3.9) up to the permutation of $x$ and $y$.

It remains to consider the case when $\varphi$ satisfies (3.11). Based on (3.2), we rewrite (3.11) as
\[
(u_y q_{u_y})_{u_y} = 0, \quad (u_x p_{u_x})_{u_x} = 0.
\]
By integrating these equations we get the functions $q$ and $p$,
\[
q = \mu(u) \ln u_y + \epsilon(u), \quad p = \kappa(u) \ln u_x + \delta(u).
\]
Consequently, the function $\varphi$ defined by formula (3.2) takes the form
\[
\varphi = \alpha(u) + \kappa(u) \ln u_x + \mu(u) \ln u_y. \tag{3.16}
\]
Thus, to solve the original classification problem it is sufficient to consider three cases: (3.14), (3.15), and (3.16).

3.1 Case $\varphi = \alpha(u) + \beta(u_x) + \gamma(u_y)$

When we substitute (3.14) into equation (3.6), we obtain
\[
(A(u, u_y) - u_y \alpha'(u)) \gamma'(u_y) = (B(u, u_x) - u_x \alpha'(u)) \beta'(u_x).
\]
Since $u_x$ and $u_y$ are regarded as independent variables, the above equation is equivalent to the system
\[
(A(u, u_y) - u_y \alpha'(u)) \gamma'(u_y) = \mu(u), \quad (B(u, u_x) - u_x \alpha'(u)) \beta'(u_x) = \mu(u).
\]
From this system we find the functions $A$ and $B$ as
\[
A = \frac{\mu}{\gamma'} + u_y \alpha', \quad B = \frac{\mu}{\beta'} + u_x \alpha'.
\]
By substituting $A$ and $B$ into equations (3.3) and (3.4) we determine $f$ as follows
\[
f = \frac{\mu(u)}{\beta'(u_x) \gamma'(u_y)}. \tag{3.17}
\]
Using (3.17) we transform equation (3.5) into
\[
\frac{\alpha' \mu}{\beta' \gamma} - \mu^2 \left( \frac{\gamma''}{\gamma'^2} + \frac{\beta''}{\beta'^2} \right) + \frac{1}{\beta' \gamma} + \alpha'' u_x u_y + \mu' \left( \frac{u_x}{\gamma'} + \frac{u_y}{\beta'} \right) = F(\alpha + \beta + \gamma). \tag{3.18}
\]
Applying the operators \( \frac{\partial}{\partial u_x} \) and \( \frac{\partial}{\partial u_y} \) to equation (3.18) we obtain
\[
-\alpha' \mu \frac{\beta''}{\beta'^2} - \mu^2 \left( -\frac{\gamma''}{\gamma'^2} + \frac{1}{\gamma'} \left( \frac{\beta''}{\beta'^2} \right)' \right) + \alpha'' u_y + \mu' \left( \frac{1}{\gamma'} - u_y \frac{\beta''}{\beta'^2} \right) = F'(\alpha + \beta + \gamma) \beta',
\]
\[
-\alpha' \mu \frac{\gamma''}{\gamma'^2} - \mu^2 \left( \frac{\gamma''}{\gamma'^2} - \frac{\beta''}{\beta'^3} \frac{\gamma''}{\gamma'^2} \right) + \alpha'' u_x + \mu' \left( -u_x \frac{\gamma''}{\gamma'^2} + \frac{1}{\beta'} \right) = F'(\alpha + \beta + \gamma) \gamma'.
\]
By eliminating \( F' \) from these equations we get
\[
-\alpha' \mu \frac{\beta''}{\beta'^2} - \mu^2 \left( \frac{\beta''}{\beta'^3} \right)' + \alpha'' u_y \gamma' - \mu' u_y \gamma' \frac{\beta''}{\beta'^2} \\
= -\alpha' \mu \frac{\gamma''}{\gamma'^2} - \mu^2 \left( \frac{\gamma''}{\gamma'^2} \right)' + \alpha'' u_x \beta' - \mu' u_x \beta' \frac{\gamma''}{\gamma'^2}. \tag{3.19}
\]
Under the action of the operator \( \frac{\beta^2}{\partial u_x \partial u_y} \), equation (3.19) takes the form
\[
\mu' \left( \left( u_x \beta' \right)' \left( \frac{\gamma''}{\gamma'^2} \right)' - \left( u_y \gamma' \right)' \left( \frac{\beta''}{\beta'^2} \right)' \right) = 0.
\]
It can be easily seen that the above equation is true if one of the following conditions is met:
\[
\mu'(u) = 0, \quad (u_x \beta')' = 0, \quad (u_y \gamma')' = 0, \tag{3.20}
\]
\[
\gamma'' \gamma' = 0, \quad (u_y \gamma')' = 0, \tag{3.21}
\]
\[
\beta'' \beta' = 0, \quad (u_x \beta')' = 0, \tag{3.22}
\]
\[
\gamma'' \gamma' = 0, \quad \left( \frac{\beta''}{\beta'^2} \right)' = 0, \tag{3.23}
\]
\[
\frac{(u_x \beta')'}{(\beta'' \beta')} = \frac{(u_y \gamma')'}{(\gamma'' \gamma')} \neq 0. \tag{3.24}
\]
It should be noted that \( \mu' \neq 0 \) in cases (3.21)–(3.25).

To analyze cases (3.20)–(3.25) in a unified manner we begin by giving the following lemma.

**Lemma 1.** By condition (3.20), equations (1.1), (1.2), and substitution (1.7) take one of the following forms:
\[
u_{xy} = 0, \quad v_{xy} = \exp v, \quad v = \alpha(u) + \ln(u_x u_y), \tag{3.26}
\]
where the function \( \alpha \) satisfies \( \alpha'' = \exp \alpha \);
\[
u_{xy} = u_x u_y, \quad v_{xy} = \exp v, \quad v = \alpha(u) + \ln(u_x u_y), \tag{3.27}
\]
where \( \alpha'' + \alpha' + 2 = \exp \alpha; \)

\[
\begin{align*}
 u_{xy} &= -u_x u_y, \\
 v_{xy} &= 0, \\
 v &= \exp u + (a_1 + b_1)u + a_1 \ln u_x + b_1 \ln u_y; \\
 (3.28)
\end{align*}
\]

\[
\begin{align*}
 u_{xy} &= c \sqrt{u_x^2 + a_2 \sqrt{u_y^2 + b_2}}, \\
 v_{xy} &= \frac{c^2}{2} \left( \exp v - a_2 b_2 \exp(-v) \right), \\
 v &= \ln \left( \left( u_x + \sqrt{u_x^2 + a_2} \right) \left( u_y + \sqrt{u_y^2 + b_2} \right) \right); \\
 (3.29)
\end{align*}
\]

\[
\begin{align*}
 u_{xy} &= c \sqrt{1 - u_x^2} \sqrt{1 - u_y^2}, \\
 v_{xy} &= -c^2 \sin v, \\
 v &= \arcsin u_x + \arcsin u_y; \\
 (3.30)
\end{align*}
\]

\[
\begin{align*}
 u_{xy} &= c \sqrt{u_x u_y}, \\
 v_{xy} &= \frac{c^2 v}{4}, \\
 v &= \sqrt{u_x + u_y}; \\
 (3.31)
\end{align*}
\]

\[
\begin{align*}
 u_{xy} &= c, \\
 v_{xy} &= 0, \\
 v &= u_x + u_y; \\
 (3.32)
\end{align*}
\]

\[
\begin{align*}
 u_{xy} &= c u \sqrt{1 - u_x^2}, \\
 v_{xy} &= -ic^2 \exp v, \\
 v &= -i \arcsin u_x + \ln u_y; \\
 (3.34)
\end{align*}
\]

\[
\begin{align*}
 u_{xy} &= \frac{a_1}{\gamma'(u_y)}, \\
 v_{xy} &= b_1, \\
 v &= u_x + \gamma(u_y) + u; \\
 (3.35)
\end{align*}
\]

where \( a_1 - a_1' \frac{\gamma''}{\gamma'} = b_1 \gamma' \);

\[
\begin{align*}
 u_{xy} &= a(u_x + c_7)(u_y + c_9), \\
 v_{xy} &= 0, \\
 v &= a_1 \ln(u_x + c_7) + b_1 \ln(u_y + c_9) + u, \\
 (3.36)
\end{align*}
\]

where \( aa_1 + ab_1 + 1 = 0; \)

\[
\begin{align*}
 u_{xy} &= 0, \\
 v_{xy} &= 0, \\
 v &= \beta(u_x) + \gamma(u_y) + u, \\
 (3.37)
\end{align*}
\]

up to the point transformations \( u \to \theta(u) \), \( v \to \kappa(v) \), \( x \to \xi x \), and \( y \to \eta y \) and the substitution \( u + \xi x + \eta y \to u \), where \( \xi \) and \( \eta \) are arbitrary constants. Here \( \alpha'', \alpha', \) and \( 1 \) are linearly independent functions, \( c, c_1, c_2, c_7, c_9, a_1 \neq 0, b_1 \neq 0, a \neq 0, b_2, \) and \( a_2 \) are arbitrary constants.

**Proof.** If condition (3.20) holds then \( \mu(u) = c \), where \( c \) is an arbitrary constant. Rewriting (3.19) we obtain

\[
\begin{align*}
 ca' \left( \frac{\beta''(u_x)}{\beta'^2(u_x)} \right) + c^2 \left( \frac{\beta''(u_x)}{\beta'^3(u_x)} \right)' + \alpha''(u) u_x \beta'(u_x) \\
= ca' \left( \frac{\gamma''(u_y)}{\gamma'^2(u_y)} \right) + c^2 \left( \frac{\gamma''(u_y)}{\gamma'^3(u_y)} \right)' + \alpha''(u) u_y \gamma'(u_y). \\
\end{align*}
\]

Since we regard the variables \( u_x, u_y \) as independent, this equation is equivalent to the equations

\[
\begin{align*}
 ca' \left( \frac{\beta''(u_x)}{\beta'^2(u_x)} \right) + c^2 \left( \frac{\beta''(u_x)}{\beta'^3(u_x)} \right)' + \alpha''(u) u_x \beta'(u_x) &= \sigma(u), \\
 ca' \left( \frac{\gamma''(u_y)}{\gamma'^2(u_y)} \right) + c^2 \left( \frac{\gamma''(u_y)}{\gamma'^3(u_y)} \right)' + \alpha''(u) u_y \gamma'(u_y) &= \sigma(u). \\
\end{align*}
\]

By the same fact that the variables \( u_x, u_y \) are considered as independent we define the function \( \sigma \) as \( \sigma(u) = A_1 \alpha' \left( u \right) + B_1 \alpha''(u) + C_1 \). According to this we rewrite the above equations as

\[
\begin{align*}
 \alpha' \left( c \frac{\beta''}{\beta'^2} - A_1 \right) + \alpha'' \left( u_x \beta' - B_1 \right) &= C_1 - c^2 \left( \frac{\beta''}{\beta'^3} \right)',
\end{align*}
\]
\[ \alpha' \left( c \frac{\gamma''}{\gamma'^2} - A_1 \right) + \alpha'' \left( u_y \gamma' - B_1 \right) = C_1 - c^2 \left( \frac{\gamma''}{\gamma'^3} \right)' . \] (3.38)

Here \( A_1, B_1, \) and \( C_1 \) are constants.

Let us assume that \( 1, \alpha', \) and \( \alpha'' \) are linearly independent functions. Clearly, equations (3.38) imply

\[
\begin{align*}
\frac{c \beta''}{\beta'^2} &= A_1, & \quad u_x \beta' &= B_1, & \quad C_1 - c^2 \left( \frac{\beta''}{\beta'^3} \right)' &= 0, \\
\frac{c \gamma''}{\gamma'^2} &= A_1, & \quad u_y \gamma' &= B_1, & \quad C_1 - c^2 \left( \frac{\gamma''}{\gamma'^3} \right)' &= 0.
\end{align*}
\]

From these equations we get

\[
\beta' = \frac{B_1}{u_x}, \quad \gamma' = \frac{B_1}{u_y}, \quad -\frac{c}{B_1} = A_1, \quad C_1 + \frac{c^2}{B_1^2} = 0.
\]

Using the above equations we transform equation (3.18) into the equation

\[ u_x u_y \left( \frac{c \alpha'}{B_1^2} + \frac{2c^2}{B_1^3} + \alpha'' \right) = F(\alpha + \beta + \gamma). \] (3.39)

Since \( 1, \alpha', \) and \( \alpha'' \) are linearly independent functions, the left-hand side of equation (3.39) does not vanish. Then \( F \neq 0. \) By differentiating (3.39) with respect to \( u_x \) and using \( \beta' = B_1/u_x \) we get the equation \( 1 = F'(z)B_1/F(z), \) where \( z = \alpha + \beta + \gamma. \) Its general solution is given by

\[ F(z) = C_1 \exp(\alpha/B_1). \] (3.40)

Substituting function (3.40) into equation (3.39) and using \( \beta = B_1 \ln u_x + C_2, \gamma = B_1 \ln u_y + C_3 \) we obtain

\[ \frac{c \alpha'}{B_1^2} + \frac{2c^2}{B_1^3} + \alpha'' = C_1 \exp \left( \frac{\alpha + C_2 + C_3}{B_1} \right). \]

Thus, equations (1.1), (1.2), and (1.7) have the following forms

\[ u_{xy} = \frac{c u_x u_y}{B_1^2}, \quad v_{xy} = C_1 \exp(v/B_1), \quad v = \alpha(u) + B_1 \ln(u_x u_y) + C_2 + C_3, \]

where

\[ \frac{c \alpha'}{B_1^2} + \frac{2c^2}{B_1^3} + \alpha'' = C_1 \exp \left( \frac{\alpha + C_2 + C_3}{B_1} \right). \]

We redenote \( (\alpha + C_2 + C_3)/B_1 \) by \( \alpha. \) Under the point transformation \( v \rightarrow B_1 v \) the above equations take the forms

\[ u_{xy} = \frac{c u_x u_y}{B_1^2}, \quad v_{xy} = \frac{C_1}{B_1} \exp v, \quad v = \alpha(u) + \ln(u_x u_y), \]

where

\[ \frac{c \alpha'}{B_1^2} + \frac{2c^2}{B_1^3} + \alpha'' = \frac{C_1}{B_1} \exp \alpha. \]
The multiplier $C_1/B_1$ can be eliminated by the shift $v \to v + \ln(B_1/C_1)$. Finally, redenoting $\alpha - \ln(B_1/C_1)$ by $\alpha$ and $c / B_1^2$ by $c$ we get

$$u_{xy} = cu_x u_y, \quad v_{xy} = \exp v, \quad v = \alpha(u) + \ln(u_x u_y),$$

where $\alpha'' + c\alpha' + 2c^2 = \exp \alpha$. If $c = 0$ then these equations take the form (3.26). Otherwise, applying the point transformation $u \to u/c$ and redenoting $\alpha$ by $\alpha + \ln c^2$ we can reduce the above equations to form (3.27).

Let us assume that $1, \alpha', \text{and } \alpha''$ are linearly dependent functions. It means that

$$C_1\alpha'' + C_2\alpha' + C_3 = 0, \quad (C_1, C_2, C_3) \neq (0, 0, 0).$$

If $C_1 = 0$ then $C_2 \neq 0$ and we get $\alpha' = c$. Otherwise, $\alpha'' = c_1\alpha' + c_2$. Case $\alpha' = c$ is a subcase of $\alpha'' = c_1\alpha' + c_2$. This equation has two families of solutions

$$\alpha = c_3 u^2 + c_4 u + c_5, \quad \alpha = \frac{1}{c_1} \exp(c_1 u) + c_6 u + c_7.$$

The constants $c_5, c_7$ can be eliminated by $\beta + c_5 \to \beta, \beta + c_7 \to \beta$ in equation (3.14). So there are two possibilities

$$\alpha = c_2 u^2 + c_3 u \quad (3.41)$$

and

$$\alpha = \left(\exp(c_1 u) / c_1 + c_4 u\right),$$

which takes the form

$$\alpha = \exp(c_1 u) + c_4 u, \quad c_1 \neq 0 \quad (3.42)$$

under the shifts $u \to u + (\ln c_1) / c_1$ and $\alpha \to \alpha + c_4(\ln c_1) / c_1$.

Now, let us concentrate on case (3.42), taking into account the fact that $\mu(u) = c$. Equation (3.18) can be rewritten as

$$c(c_1 \exp(c_1 u) + c_4) \frac{\beta' \gamma'}{\beta^2 \gamma^2} - c^2 \left(\frac{\gamma''}{\gamma^2} + \frac{\beta''}{\beta^2}\right) \frac{1}{\beta^2 \gamma^2} + c_1^2 \exp(c_1 u) u_x u_y = F'(\alpha + \beta + \gamma). \quad (3.43)$$

Applying $\frac{\partial}{\partial u}$ to equation (3.43) we obtain

$$c_1 c_4^2 \exp(c_1 u) \frac{\beta' \gamma'}{\beta^2 \gamma^2} + c_1^3 \exp(c_1 u) u_x u_y = F'(\alpha + \beta + \gamma)(c_1 \exp(c_1 u) + c_4).$$

Therefore,

$$\frac{c_1 c_2^2}{\beta^2 \gamma^2} + c_1^3 u_x u_y = (c_1 + c_4 \exp(-c_1 u))F'(\alpha + \beta + \gamma).$$

Next, by applying the differentiation $\frac{\partial}{\partial u}$ to both sides of this equation, we get

$$-c_1 c_4 \exp(-c_1 u) F'(\alpha + \beta + \gamma) + (c_1 + c_4 \exp(-c_1 u))(c_1 \exp(c_1 u) + c_4) F''(\alpha + \beta + \gamma) = 0.$$

It is not difficult to see that the above equation implies

$$(c_1 \exp(c_1 u) + c_4)^2 F''(\alpha + \beta + \gamma) = c_1 c_4 F'(\alpha + \beta + \gamma).$$
Consequently, we have two possibilities

\[
F'(\alpha + \beta + \gamma) = 0, \quad (3.44)
\]
\[
F''(\alpha + \beta + \gamma) = \frac{c_1 c_4}{(c_1 \exp(c_1 u) + c_4)^2}. \quad (3.45)
\]

Equation (3.44) yields \( F = c_5 \), where \( c_5 \) is an arbitrary constant. In this case by using (3.43) we obtain

\[
\frac{c c_1}{\beta \gamma'} + c_1^2 u_x u_y = 0, \quad \frac{c c_4}{\beta \gamma'} - c^2 \left( \frac{\gamma''}{\gamma'^2} + \frac{\beta''}{\beta'^2} \right) = c_5.
\]

According to the fact that \( u_x \) and \( u_y \) are considered as independent variables we have

\[
\beta'(u_x) = \frac{c c_1}{c_6 u_x}, \quad \gamma'(u_y) = -\frac{c_6}{c_1^2 u_y}, \quad c c_4 - c^2 \left( \frac{c_1^2}{c_6} - \frac{c_6}{c_1} \right) = c_5 \beta'(u_x) \gamma'(u_y).
\]

Moreover, since \( \beta', \gamma' \neq 0 \) we get \( c_5 = 0 \), hence \( F \equiv 0 \). Consequently, equations (1.1), (1.2), and (1.7) take the following forms

\[
u_{xy} = -c_1 u_x u_y, \quad v_{xy} = 0, \quad v = \exp c_1 u + c_4 u + \frac{c c_1}{c_6} \ln u_x - \frac{c_6}{c_1} \ln u_y + c_7,
\]

where

\[
c_4 - \frac{c c_1^2}{c_6} + \frac{c_6}{c_1} = 0, \quad c_1 \neq 0.
\]

Using the point transformations \( u \to u/c_1, \ v \to v - c c_1 \ln(c_1)/c_6 + c_6 \ln(c_1)/c_1^2 + c_7 \), and redenoting \( c c_1/c_6 \) by \( a_1 \), \( -c_6/c_1^2 \) by \( b_1 \) we get equation (3.28).

Now, suppose that (3.45) is true. Applying \( \frac{\partial \beta}{\partial u_x} \) to both sides of equation (3.45) we get

\[
\left( \frac{F''}{F'} \right)' \beta' = 0.
\]

Recall that \( \beta' \neq 0 \), therefore \( F''/F' = 0 \). This equation has two families of solutions. Namely, \( F(z) = c_6 \exp c_5 z + c_7 \), \( c_5 c_6 \neq 0 \), which turns into

\[
F(z) = \exp c_5 z + c_7, \quad c_5 \neq 0 \quad (3.46)
\]

by the shift \( z \to z - (\ln c_6)/c_5 \), and

\[
F(z) = c_6 z + c_7, \quad c_6 \neq 0. \quad (3.47)
\]

Now consider equation (3.46). In this case, equation (3.43) takes the form

\[
\frac{c(c_1 \exp(c_1 u) + c_4)}{\beta' \gamma'} - c^2 \left( \frac{\gamma''}{\gamma'^2} + \frac{\beta''}{\beta'^2} \right) \frac{1}{\beta' \gamma'} + c_1^2 \exp(c_1 u) u_x u_y
\]

\[
= \exp(c_5 \exp(c_1 u + c_4 u)) \exp(c_5 \beta) \exp(c_5 \gamma).
\]

This equation is not satisfied because \( c_5 c_1 \neq 0 \).

Let us focus on equation (3.47). Equation (3.43) can be written as

\[
\frac{c(c_1 \exp(c_1 u) + c_4)}{\beta' \gamma'} - c^2 \left( \frac{\gamma''}{\gamma'^2} + \frac{\beta''}{\beta'^2} \right) \frac{1}{\beta' \gamma'} + c_1^2 \exp(c_1 u) u_x u_y
\]
described by equation (3.41) vanishes. Equations (3.38) can be written as

\[\frac{\partial}{\partial u} \text{Applying \( \beta \)} \text{To eliminate \( c \)} \text{Collecting the coefficients at \( \exp(c_1 u) \) and rewriting the remaining terms we obtain}

\[\frac{c c_1^2 \exp(c_1 u)}{\beta' \gamma'} + c_1^3 u_x u_y \exp(c_1 u) = c_6 (c_1 \exp c_1 u + c_4).
\]

Collecting the coefficients at \( \exp(c_1 u) \) and rewriting the remaining terms we obtain

\[\frac{c c_1^2}{\beta' \gamma'} + c_1^3 u_x u_y = c_6 c_1, \quad c_6 c_4 = 0.
\]

Since \( u_x \) and \( u_y \) are considered as independent, the first equation is true if and only if \( c_6 = 0 \). In this case, it is clear that we obtain the equations (3.28).

Assume that the function \( \alpha \) satisfies equation (3.41). Using (3.41) and \( \mu(u) = c \) we transform equation (3.18) into

\[\frac{c}{\beta' \gamma'} (2c_2 u + c_3) - c^2 \left(\frac{\gamma''}{\gamma'^2} + \frac{\beta''}{\beta'^2}\right) \frac{1}{\beta' \gamma'} + 2c_2 u_x u_y = F(c_2 u^2 + c_3 u + \beta + \gamma).
\]

Differentiating this equation with respect to \( u \) and denoting \( c_2 u^2 + c_3 u + \beta + \gamma \) by \( z \) we obtain

\[2c_2 \frac{c}{\beta' \gamma'} = F'(z)(2c_2 u + c_3).
\]

(3.48)

Now we should analyze equation (3.48). First, we suppose that \( c_2 = c_3 = 0 \). The function \( \alpha \) described by equation (3.41) vanishes. Equations (3.38) can be written as

\[c_1 u_x - c_3 \frac{\beta''}{\beta'^3} = a_1, \quad c_1 u_y - c_2 \frac{\gamma''}{\gamma'^3} = b_1.
\]

Here \( a_1, b_1 \) are arbitrary constants. The above equations imply

\[\beta'(u_x) = \sqrt{-c^2} \frac{1}{\sqrt{c_1 u_x^2 - 2a_1 u_x + 2a_2}}, \quad \gamma'(u_y) = \sqrt{-c^2} \frac{1}{\sqrt{c_1 u_y^2 - 2b_1 u_y + 2b_2}}.
\]

Integrating these equations we obtain distinct formulae which determine the functions \( \beta \) and \( \gamma \). Uniting these formulae in pairs we arrive at (3.29)–(3.34).

Furthermore, we must consider equation (3.48) if \( c_2 \neq 0 \), \( c_3 = 0 \), and \( c_2 c_3 \neq 0 \). Taking the logarithm of both sides of equation (3.48) leads to

\[\ln \left(2c_2 \frac{c}{\beta' \gamma'}\right) = \ln F'(z) + \ln(2c_2 u + c_3).
\]

To eliminate \( \beta'(u_x) \) and \( \gamma'(u_y) \) we differentiate this equation with respect to \( u \),

\[0 = \frac{F''}{F'}(2c_2 u + c_3) + \frac{2c_2}{2c_2 u + c_3}.
\]

(3.49)

Applying \( \frac{\partial}{\partial u_x} \) to both sides of equation (3.49) we get \( (F''/F')' = 0 \), which means that \( F''/F = c_4 \). By virtue of this, equation (3.49) is written as

\[c_4 (2c_2 u + c_3)^2 + 2c_2 = 0.
\]

Hence \( c_2 = 0 \). This contradicts \( c_2 \neq 0 \).
It remains to discuss the case if \( c_2 = 0, c_3 \neq 0 \). It is clear that we have \( F(z) = c_4 \) from equation (3.48). Here \( c_4 \) is an arbitrary constant. Rewriting (3.18) with \( \alpha = c_3u, \mu = c \) we get

\[
c_3c - c^2 \left( \frac{\gamma'}{\gamma^2} + \frac{\beta''}{\beta'^2} \right) = c_4 \beta'\gamma'.
\] (3.50)

The equation

\[
-c^2 \left( \frac{\beta''}{\beta'^2} \right)' = c_4 \beta''\gamma',
\]

arises when we apply \( \frac{\partial}{\partial x} \) to both the sides of equation (3.50).

Suppose that \( \beta'' = 0 \). Determining the function \( \beta \) as \( \beta(u_x) = c_5u_x + c_6 \), we transform equation (3.50) into an ordinary differential equation

\[
c_3c - c^2 \frac{\gamma''}{\gamma^2} = c_4 c_5 \gamma'.
\]

Thus, we find equations of forms (1.1), (1.2), and (1.7),

\[
u_{xy} = \frac{c}{c_5 \gamma'(u_y)}, \quad v_{xy} = c_4, \quad v = c_5u_x + \gamma(u_y) + c_3u,
\]

where \( c_3c - c^2 \frac{\gamma''}{\gamma^2} = c_4 c_5 \gamma', c_5 \neq 0 \). We use the transformations \( x/c_5 \to x, v/c_3 \to v \). Then we redenote \( c_3c_5 \) by \( c_2 \), \( \gamma/c_3 \) by \( \gamma \). To obtain (3.35) we apply the transformation \( c_3x \to x \) once again. Finally, we redenote \( c/c_3^2 \) by \( a_1 \), \( c_2/c_3^2 \) by \( b_1 \).

Let us assume that \( \beta'' \neq 0 \). This assumption enables us to rewrite equation (3.50) in the form

\[
-c^2 \frac{1}{\beta''(u_x)} \left( \frac{\beta''(u_x)}{\beta'^2(u_x)} \right)' = c_4 \gamma'(u_y).
\]

Since \( u_x, u_y \) are regarded as independent variables, the above equation is equivalent to the system

\[
-c^2 \frac{1}{\beta''} \left( \frac{\beta''}{\beta'^2} \right)' = c_5, \quad c_4 \gamma' = c_5.
\] (3.51)

If \( c_4 = 0 \) then \( c_5 = 0 \), which yields \( c = 0 \) or \( \beta''/\beta'^2 = -c_6 \neq 0 \). The last equation implies

\[
\beta(u_x) = \frac{1}{c_6} \ln(c_6u_x + c_7).
\]

Substituting this function into equation (3.50) and using \( c_4 = 0 \) we can define the function \( \gamma \) as

\[
\gamma(u_y) = \frac{1}{c_8} \ln(c_8u_y + c_9),
\]

and the following equations result in

\[
u_{xy} = c(c_6u_x + c_7)(c_8u_y + c_9), \quad v_{xy} = 0,
\]

\[
v = \frac{1}{c_6} \ln(c_6u_x + c_7) + \frac{1}{c_8} \ln(c_8u_y + c_9) + c_3u,
\]

where \( cc_6 + cc_8 + c_3 = 0, c_3 \neq 0 \). We use the transformations \( v/c_3 \to v, x/c_6 \to x, \) and \( y/c_8 \to y \). Replacing \( 1/(c_3c_6) \) by \( a_1 \), \( 1/(c_3c_8) \) by \( b_1 \), and \( cc_6c_8 \) by \( a \), we get (3.36). If \( c = 0 \) then \( c_5 = c_4 = 0 \), and we obtain (3.37).
Let us turn back to the system (3.51). Given the assumption $c_4 \neq 0$, this enables us to find the function $\gamma$,

$$\gamma(u_y) = \frac{c_5}{c_4} u_y + c_6.$$  

We also have an ordinary differential equation defining the function $\beta$,

$$-c^2 \frac{\beta''}{\beta'^2} = c_5 \beta' + c_7.$$  

Rewriting equation (3.50) by using these equations we get $c_7 + cc_3 = 0$ and, therefore,

$$u_{xy} = \frac{cc_4}{c_5 \beta'(u_x)}, \quad v = \frac{c_5}{c_4} u_y + \beta(u_x) + c_3 u, \quad v_{xy} = c_4,$$

where $-c^2 \frac{\beta''}{\beta'^2} = c_5 \beta' + c_7$, $c_7 + cc_3 = 0$, and $c_4c_5 \neq 0$. Clearly, this case coincides with equation (3.35) up to the permutation of $x$ and $y$. □

**Lemma 2.** Assume that (3.21) is satisfied and $\mu'(u) \neq 0$. Then equations (1.1), (1.2), and (1.7) take one of the following forms:

$$u_{xy} = \mu(u) u_x u_y, \quad v_{xy} = 0, \quad v = c_1 \ln u_x + c_2 \ln u_y + \alpha(u), \quad (3.52)$$

where the functions $\mu$ and $\alpha$ satisfy $\mu'(c_1 + c_2) + \mu^2(c_1 + c_2) + \alpha'' + \alpha' \mu = 0$, $\mu' \neq 0$;

$$u_{xy} = \mu(u) u_x u_y, \quad v_{xy} = \exp v, \quad v = \ln(u_x u_y) + \alpha(u), \quad (3.53)$$

where $\mu$ and $\alpha$ satisfy $2\mu' + 2\mu^2 + \alpha'' + \alpha' \mu = \exp \alpha$, up to the point transformations $u \rightarrow \theta(u)$, $v \rightarrow \kappa(v)$, $x \rightarrow \xi x$, and $y \rightarrow \eta y$, where $\xi$ and $\eta$ are arbitrary constants. Here $c_1$ and $c_2$ are nonzero constants.

**Proof.** Condition (3.21) allows us to determine the functions $\beta$ and $\gamma$ as

$$\beta(u_x) = c_1 \ln u_x, \quad \gamma(u_y) = c_2 \ln u_y.$$  

Using these equations (3.18) can be written in the form

$$\mu'(u) u_x u_y \left( \frac{1}{c_2} + \frac{1}{c_1} \right) + \mu^2(u) u_x u_y \left( \frac{1}{c_2} + \frac{1}{c_1} \right) + \alpha''(u) u_x u_y + \alpha'(u) \mu(u) \frac{u_x u_y}{c_1 c_2}$$

$$= F \left( c_1 \ln u_x + c_2 \ln u_y + \alpha(u) \right). \quad (3.54)$$

If we apply the operator $\frac{\partial}{\partial u_x}$ to both sides of equation (3.54), we obtain

$$\mu'(u) u_x \left( \frac{1}{c_2} + \frac{1}{c_1} \right) + \mu^2(u) u_x \left( \frac{1}{c_2} + \frac{1}{c_1} \right) + \alpha''(u) u_x + \alpha'(u) \mu(u) \frac{u_y}{c_1 c_2} = \frac{F' c_1}{u_x}.$$  

Comparing the above equation with equation (3.54) we notice that $F = c_1 F'$. Similarly, differentiating equation (3.54) with respect to $u_y$ we deduce that $F = c_2 F'$. These equations yield $F' = 0$ or $c_2 = c_1$.

If $F' = 0$, equation (3.54) takes the form

$$u_x u_y \left( \mu'(u) \left( \frac{1}{c_2} + \frac{1}{c_1} \right) + \mu^2(u) \left( \frac{1}{c_2} + \frac{1}{c_1} \right) + \alpha'' + \alpha' \mu \frac{1}{c_1 c_2} \right) = c.$$
Since $u$, $u_x$, and $u_y$ are regarded as independent variables and the functions $\mu$ and $\alpha$ are functions depending on $u$, we conclude that $c = 0$. Consequently, we obtain the equations

$$u_{xy} = \frac{\mu(u)u_xu_y}{c_1c_2}, \quad v_{xy} = 0, \quad v = c_1 \ln u_x + c_2 \ln u_y + \alpha(u),$$

where

$$\mu' \left( \frac{1}{c_2} + \frac{1}{c_1} \right) + \frac{\mu^2}{c_1c_2} \left( \frac{1}{c_2} + \frac{1}{c_1} \right) + \alpha'' + \frac{\alpha' \mu}{c_1c_2} = 0.$$

Finally, replacing $\mu/c_1c_2$ by $\mu$ we get equation (3.52).

If we replace $c_2$ with $c_1$, we determine $F = c_3 \exp(v/c_1)$. Equation (3.54) turns into

$$\frac{2\mu'u_xu_y}{c_1} + \frac{2\mu^2 u_xu_y}{c_1^3} + \alpha''u_xu_y + \frac{\alpha' \mu u_xu_y}{c_1^2} = c_3 u_xu_y \exp(\alpha(u)/c_1).$$

Thus, the following equations appear

$$u_{xy} = \frac{1}{c_1^2} \mu(u)u_xu_y, \quad v_{xy} = c_3 \exp(v/c_1), \quad v = c_1 \ln u_xu_y + \alpha(u),$$

where

$$\frac{2\mu'}{c_1} + \frac{2\mu^2}{c_1^3} + \alpha'' + \frac{\alpha' \mu}{c_1^2} = c_3 \exp(\alpha/c_1).$$

First, we redenote $\mu/c_1^2$ by $\mu$ and $\alpha/c_1$ by $\alpha$. Second, use the transformation $v \to c_1 v$ and then the shift $v \to v - \ln c$. Finally, replace $\alpha + \ln c$ by $\alpha$, $c_3/c_1$ by $c_1$, and obtain the equations (3.53).

**Lemma 3.** Assume that condition (3.24) is satisfied but (3.20) and (3.21) are not. Then equations (1.1), (1.2), and (1.7) take one of the following forms:

$$u_{xy} = u, \quad v_{xy} = v, \quad v = c_1 u_y + c_2 u_x + c_3 u; \quad (3.55)$$

$$u_{xy} = \mu(u)(u_y + b)u_x, \quad v_{xy} = \exp v, \quad v = \ln(u_y + b) + \ln u_x + \alpha(u), \quad (3.56)$$

where the functions $\mu$ and $\alpha$ satisfy $2\mu' + 2\mu^2 + \alpha'' + \alpha' \mu = \exp \alpha$, $2\mu^2 + \mu' + \alpha' \mu = \exp \alpha$;

$$u_{xy} = \mu(u)(u_y + b)u_x, \quad v_{xy} = 0, \quad v = c_2 \ln(u_y + b) + c_1 \ln u_x + \alpha(u), \quad (3.57)$$

where $\mu$ and $\alpha$ satisfy $(\mu' + \mu^2)(c_1 + c_2) + \alpha'' + \alpha' \mu = 0$, $c_1 \mu' + \mu^2(c_1 + c_2) + \alpha' \mu = 0$;

$$u_{xy} = \mu(u)u_x, \quad v_{xy} = 0, \quad v = u_y - \ln u_x + \alpha(u), \quad (3.58)$$

where $\mu$ and $\alpha$ satisfy $\alpha'' + \mu' = 0$, $\mu^2 - \mu' + \alpha' \mu = 0$, up to the point transformations $u \to \theta(u)$, $v \to \kappa(v)$, $x \to \xi x$ and $y \to \eta y$, where $\xi$ and $\eta$ are arbitrary constants. Here $c_3$ is an arbitrary constant, $c_1$, $c_2$, and $b$ are nonzero constants.

**Proof.** Condition (3.24) implies the following three possibilities for functions $\beta$ and $\gamma$

$$\gamma(u_y) = c_1 u_y + c_2, \quad \beta(u_x) = c_3 u_x + c_4, \quad (3.59)$$

$$\gamma(u_y) = -\frac{1}{c_1} \ln(a_1 u_y + b_1), \quad \beta(u_x) = -\frac{1}{c_2} \ln(a_2 u_x + b_2), \quad (3.60)$$

$$\gamma(u_y) = c_1 u_y + c_2, \quad \beta(u_x) = -\frac{1}{c_3} \ln(a u_x + b). \quad (3.61)$$
According to (3.59), equation (3.18) can be written as
\[
\frac{\mu'(u)u_y}{c_3} + \frac{\mu'(u)u_x}{c_1} + \alpha''(u)u_xu_y + \frac{\alpha'(u)\mu(u)}{c_1c_3} = F(c_1u_y + c_3u_x + \alpha(u)).
\] (3.62)

Applying the operators \(\frac{\partial}{\partial a_x}\) and \(\frac{\partial}{\partial a_y}\) to both sides of (3.62) gives
\[
\frac{\mu'}{c_1} + \alpha''u_y = F'c_3, \quad \frac{\mu'}{c_3} + \alpha''u_x = F'c_1.
\]

Eliminating \(F'\) from the above equations we obtain \(\alpha''(c_1u_y - c_3u_x) = 0\). Clearly, we have \(\alpha'' = 0\), hence \(\alpha = c_2u + c_4\). Furthermore, by using any of the above equations we obtain \(F' = \mu'/c_1c_3\). Consequently,
\[
F(z) = \frac{c_5}{c_1c_3}z + c_7, \quad z = c_1u_y + c_3u_x + \alpha(u).
\]

The equation
\[
\frac{\mu''u_y}{c_3} + \frac{\mu''u_x}{c_1} + \frac{c_2\mu'}{c_1c_3} = F'c_2
\]
arises after the differentiation of equation (3.62) with respect to \(u\). Substituting \(F' = \mu'/c_1c_3\) into this equation yields \(\mu(u) = c_5u + c_6\). Therefore, the equation (3.62) is equivalent to
\[
\frac{c_2c_6}{c_1c_3} = \frac{c_5c_4}{c_1c_3} + c_7.
\]

Thus, we find that equations (1.1), (1.2), and the substitution (1.7) have the forms
\[
u_{xy} = \frac{c_5u + c_6}{c_1c_3}, \quad v_{xy} = \frac{c_5}{c_1c_3}v + c_7, \quad v = c_1u_y + c_3u_x + c_2u + c_4.
\]

Using the transformations \(u + c_6/c_5 \to cu, v + c_1c_3c_7/c_5 \to cv\) and replacing \(c_5/c_1\) by \(c_3\) we get (3.55).

Let us discuss the case when the functions \(\gamma\) and \(\beta\) are of form (3.60). It turns out that equation (3.18) takes the form
\[
-c_2\mu' a_2 u_x + b_2 - \mu^2 \frac{c_1c_2}{a_1a_2} (a_2u_x + b_2)(a_1u_y + b_1) - \mu^2 \frac{c_1^2c_2}{a_1a_2} (a_1u_y + b_1)(a_2u_x + b_2)
\]
\[
- c_1\mu' a_1 u_y + b_1 + \alpha''u_xu_y + \alpha'\mu \frac{c_1c_2}{a_1a_2} (a_2u_x + b_2)(a_1u_y + b_1)
\]
\[
F\left(-\frac{1}{c_1}\ln(a_1u_y + b_1) - \frac{1}{c_2}\ln(a_2u_x + b_2) + \alpha(u)\right).
\] (3.63)

Applying the operator \(\frac{\partial}{\partial u_x}\) to both sides of equation (3.63) leads to
\[
-c_2\mu' a_2 u_y + \mu^2 \frac{c_1c_2}{a_1a_2} (a_1u_y + b_1) - c_1\mu' a_1 u_y + b_1 - \mu^2 \frac{c_1^2c_2}{a_1} (a_1u_y + b_1)
\]
\[
+ \alpha''u_y + \alpha'\mu \frac{c_1c_2}{a_1} (a_1u_y + b_1) = F'\left(-\frac{1}{c_2}\right) \frac{a_2}{a_2u_x + b_2}.
\]

The last equation and equation (3.63) imply
\[
F'\left(-\frac{1}{c_2}\right) - F = -c_1\mu' a_1 u_y + b_1 \frac{b_2}{a_2} + \alpha''u_y \frac{b_2}{a_2}.
\]
Similarly, differentiating equation (3.63) with respect to $u_y$ we obtain

$$F'(\frac{-1}{c_1}) - F = -c_2\mu' a_2u_x + b_2 b_1 a_1 + \alpha'' u_x a_1.$$  

To eliminate $u_x$ and $u_y$ we apply the operators $\frac{\partial}{\partial u_x}$ and $\frac{\partial}{\partial u_y}$ to the two above equations, respectively. We get

$$F''\left(-\frac{1}{c_2} - F'\right) = 0, \quad F''\left(-\frac{1}{c_1} - F'\right) = 0,$$

therefore $F''(c_2 - c_1) = 0$.

Assuming that $c_1 = c_2 = c$ we define $F$ as follows

$$F(z) = -\frac{1}{c} \exp(-cz + c_7) + c_8.$$

Substituting the above function $F$ into equation (3.63) we get

$$-\mu' u_y c \left( u_x + \frac{b_2}{a_2} \right) - 2\mu^2 c^3 a_1 a_2 (a_2 u_x + b_2)(a_1 u_y + b_1) - \mu' u_x c \left( u_y + \frac{b_1}{a_1} \right) + \alpha'' u_x u_y$$

$$+ \alpha' \mu c^2 (a_2 u_x + b_2)(a_1 u_y + b_1) = -\frac{1}{c} (a_2 u_x + b_2)(a_1 u_y + b_1) \exp(-c\alpha + c_7) + c_8.$$

Since $u$, $u_x$, and $u_y$ are considered as independent variables, the above equation is equivalent to the following system

$$-2c\mu' - 2\mu^2 c^3 + \alpha'' + \alpha' \mu c^2 = -\frac{a_1 a_2}{c} \exp(-c\alpha + c_7), \quad (3.64a)$$

$$-2\mu^2 c^3 a_1 a_2 (a_2 u_x + b_2)(a_1 u_y + b_1) - \mu' u_x c \left( u_y + \frac{b_1}{a_1} \right) = -\frac{1}{c} a_2 b_1 \exp(-c\alpha + c_7), \quad (3.64b)$$

$$-\mu' a_2 b_2 - 2\mu^2 c^3 a_2 b_2 + \alpha' \mu c^2 b_2 a_2 = -\frac{1}{c} a_1 b_2 \exp(-c\alpha + c_7), \quad (3.64c)$$

$$-2\mu^2 c^3 a_1 a_2 + \alpha' \mu c^2 b_1 b_2 a_1 a_2 = -\frac{1}{c} a_1 b_2 \exp(-c\alpha + c_7) + c_8. \quad (3.64d)$$

Note that $(b_1, b_2) \neq (0, 0)$. Otherwise, condition (3.21) is true, which contradicts the assumption of the lemma. If $b_2 = 0$, $b_1 \neq 0$ then $c_8 = 0$ and

$$u_{xy} = \frac{\mu(u)c^2}{a_1} (a_1 u_y + b_1) u_x, \quad v_{xy} = -\frac{1}{c} \exp(-cv + c_7),$$

$$v = -\frac{1}{c} \ln(a_1 u_y + b_1) - \frac{1}{c} \ln(a_2 u_x) + \alpha(u), \quad (3.65)$$

where the functions $\mu$ and $\alpha$ satisfy the following equations

$$-2c\mu' - 2\mu^2 c^3 + \alpha'' + \alpha' \mu c^2 = -\frac{a_1 a_2}{c} \exp(-c\alpha + c_7),$$

$$-2\mu^2 c^3 - \mu' c + \alpha' \mu c^2 = -\frac{a_1 a_2}{c} \exp(-c\alpha + c_7).$$

Applying the transformation $-cv + c_7 \rightarrow v$ and redenoting $-c\alpha + c_7 + \ln(a_1 a_2)$ by $\alpha$, $\mu c^2$ by $\mu$ and $b_1/a_1$ by $b$, we transform (3.1) into (3.56). It is not hard to prove that system (3.64) has no solutions if $b_1 b_2 \neq 0$. 
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Let us suppose that \( F'' = 0 \), hence \( F(z) = cz + p \), where \( c \) and \( p \) are arbitrary constants. In this case equation (3.63) is represented as

\[
-c_2 \mu' u_y \left( u_x + \frac{b_2}{a_2} \right) - \mu^2 c_1 c_2 \left( u_x + \frac{b_2}{a_2} \right) \left( u_y + \frac{b_1}{a_1} \right) - c_1 \mu' u_x \left( u_y + \frac{b_1}{a_1} \right) + \alpha'' u_x u_y \\
- \mu c_2 \left( u_x + \frac{b_2}{a_2} \right) \left( u_y + \frac{b_1}{a_1} \right) + \alpha' \mu c_2 \left( u_x + \frac{b_2}{a_2} \right) \left( u_y + \frac{b_1}{a_1} \right) \\
\]

\[
= c \left( -\frac{1}{c_1} \ln(a_1 u_y + b_1) - \frac{1}{c_2} \ln(a_2 u_x + b_2) + \alpha(u) \right) + p.
\]

It is clear that the coefficients at \( \ln(a_1 u_y + b_1) \) and \( \ln(a_2 u_x + b_2) \) are equal to zero, i.e. \( c = 0 \). Since \( u, u_x, \) and \( u_y \) are regarded as independent variables, the above equation is equivalent to the system

\[
-c_2 \mu' - \mu^2 c_1 c_2 - c_1 \mu' - \mu^2 c_1 c_2 + \alpha'' + \alpha' \mu c_2 = 0, \\
- \mu^2 c_1 c_2 \frac{b_1}{a_1} - c_1 \mu' \frac{b_1}{a_1} - \mu^2 c_1 c_2 \frac{b_1}{a_1} + \alpha' \mu c_2 \frac{b_1}{a_1} = 0, \\
- c_2 \mu' \frac{b_2}{a_2} - \mu^2 c_1 c_2 \frac{b_2}{a_1} - \mu^2 c_1 c_2 \frac{b_2}{a_1} + \alpha' \mu c_2 \frac{b_2}{a_2} = 0, \\
- \mu^2 c_1 c_2 - \mu^2 c_1 c_2 + \alpha' \mu c_2 \frac{b_1 b_2}{a_1 a_2} = p.
\]

Note that \((b_1, b_2) \neq (0, 0)\). Otherwise, condition (3.21) is satisfied, which contradicts the assumption of the lemma. If \( b_2 = 0, b_1 \neq 0 \) then \( p = 0 \) and

\[
u = -\frac{1}{c_1} \ln(a_1 u_y + b_1) - \frac{1}{c_2} \ln(a_2 u_x) + \alpha(u),
\]

where the functions \( \mu \) and \( \alpha \) satisfy the equations

\[
\mu'(c_1 + c_2) + \mu^2 c_1 c_2 (c_1 + c_2) - \alpha'' + \alpha' \mu c_2 = 0, \\
c_1 \mu' + \mu^2 c_1 c_2 (c_1 + c_2) - \alpha' \mu c_1 c_2 = 0.
\]

We replace \( c_1 c_2 \mu \) by \( \mu, -c_1 c_2 \alpha + c_2 \ln a_1 + c_1 \ln a_2 \) by \( \alpha \). Using the transformation \( v \to -v/(c_1 c_2) \) and redenoting \( b_1/\alpha_1 \) by \( b \) we transform the above equations into (3.57). If \( b_1 b_2 \neq 0 \) then the last system has no solutions.

Let us suppose that the functions \( \gamma \) and \( \beta \) are given by (3.61). We rewrite equation (3.18) using (3.61),

\[
-c_2 a \mu' u_y (au_x + b) + \frac{c_2}{a_1} (au_x + b) + \frac{1}{c_1} \mu' u_x + \alpha'' u_x u_y + \alpha' \mu (au_x + b) \left( -\frac{c_2}{c_1 a} \right) \\
= F \left( c_1 u_y - \frac{1}{c_2} \ln(au_x + b) + \alpha(u) \right).
\]

Applying the operators \( \frac{\partial}{\partial u_x} \) and \( \frac{\partial}{\partial u_y} \) to both sides of equation (3.66) we obtain

\[
-c_2 \mu' u_y + \frac{c_2^2}{c_1} \mu^2 + \frac{1}{c_1} \mu' + \alpha'' u_y - \frac{c_2}{c_1} \alpha' \mu = F' \left( -\frac{1}{c_2} \right) \frac{a}{au_x + b},
\]

\[
-c_2 \frac{a}{a} \mu' (au_x + b) + \alpha'' u_x = F' c_1.
\]
If $F' = 0$ then we obviously get $F = c_3$ and
\[-c_2\mu' + \alpha'' = 0, \quad c_2^2\mu^2 + \mu' - c_2\alpha'\mu = 0, \quad \mu'b = 0.\]

We analyze equation (3.66) based on these equations and find that $c_3 = 0$. It allows us to determine equations (1.1), (1.2), and (1.7) as follows

\[u_{xy} = -\frac{c_2}{c_1}\mu(u)u_x, \quad v_{xy} = 0, \quad v = c_1u_y - \frac{1}{c_2}\ln(a u_x) + \alpha(u),\]

where the functions $\mu$ and $\alpha$ satisfy

\[\alpha'' = c_2\mu', \quad c_2^2\mu^2 + \mu' - c_2\alpha'\mu = 0.\]

Point transformations enable us to represent the above equations in form (3.58).

Assuming that $F' \neq 0$ we can eliminate $F'$ from equations (3.67) and (3.68)

\[c_2\left(\frac{a u_x + b}{a}\right)\mu' u_y - \frac{c_2^3}{c_1}\left(\frac{a u_x + b}{a}\right)\mu^2 - \frac{c_2^2}{c_1}\left(\frac{a u_x + b}{a}\right)\mu' - c_2\left(\frac{a u_x + b}{a}\right)\alpha'' u_y\]
\[+ \frac{c_2^2}{c_1}\alpha'\mu\left(\frac{a u_x + b}{a}\right) = -\frac{c_2}{c_1 a}(a u_x + b)\mu' + \frac{\alpha''}{c_1} u_x.\]

Recall that variables $u$, $u_x$, and $u_y$ are considered as independent. Hence, the above equation is equivalent to the system

\[c_2^2\mu' - c_2\alpha'' = 0, \tag{3.69a}\]
\[-\frac{c_2^3}{c_1}\mu^2 - \frac{c_2^2}{c_1}\mu' + \frac{c_2^2}{c_1}\alpha'\mu = -\frac{c_2}{c_1}\mu' + \frac{\alpha''}{c_1}, \tag{3.69b}\]
\[-\frac{c_2^3 b}{a}\mu' - c_2\frac{b}{a}u'' = 0, \tag{3.69c}\]
\[-\frac{c_2^3 b}{c_1 a}\mu^2 + \frac{c_2^2}{c_1}\alpha'\mu\frac{b}{a} = 0. \tag{3.69d}\]

If $b = 0$, we transform equation (3.66) into

\[-c_2\mu' u_x u_y + \frac{c_2^2}{c_1}\mu^2 u_x + \frac{1}{c_1}\mu' u_x + \alpha'' u_x u_y - \frac{c_2}{c_1}\alpha'\mu u_x = F\left(c_1 u_y - \frac{1}{c_2}\ln(a u_x) + \alpha(u)\right).\]

Differentiating this equation with respect to $u_x$ we obtain

\[\frac{c_2^2}{c_1}\mu^2 - c_2\mu' u_y + \frac{1}{c_1}\mu' + \alpha'' u_y - \frac{c_2}{c_1}\alpha'\mu = -\frac{1}{c_2}F'\frac{1}{u_x}.\]

One can notice that these two equations imply $F + F'/c_2 = 0$ or $F(z) = c_3 \exp(-c_2z)$. Consequently, we get

\[-c_2\mu' u_x u_y + \frac{c_2^2}{c_1}\mu^2 u_x + \frac{1}{c_1}\mu' u_x + \alpha'' u_x u_y - \frac{c_2}{c_1}\alpha'\mu u_x = c_3 \exp(-c_2 c_1 u_y) a u_x \exp(\alpha).\]

This equation is not realized because of the given assumptions $c_3 \neq 0$ and $a \neq 0$.

Now, it remains only to consider the case when $b \neq 0$. System (3.69) takes the form

\[c_2\mu' - \alpha'' = 0, \quad -c_3^2\mu^2 + c_2^2\alpha'\mu = \alpha'', \quad -c_2\mu^2 + \alpha'\mu = 0.\]

These equations imply that $\mu' = 0$, which contradicts the given assumptions of the lemma.
Lemma 4. Suppose that condition (3.22) holds but (3.20), (3.21), and (3.24) do not. Then equations (1.1), (1.2), and (1.7) take one of the following forms:

$$u_{xy} = \frac{\mu(u)u_x}{\gamma'(u_y)}, \quad v_{xy} = 0, \quad v = \ln u_x + \gamma(u_y) + \alpha(u), \quad (3.70)$$

where \(c_3 + \frac{\gamma''}{\gamma} + c_4 \gamma' u_y = 0\), \(\alpha'' + \mu' + c_4 \mu^2 = 0\), and \(c_3 \mu^2 + \mu' + \mu^2 + \alpha' \mu = 0\);

$$u_{xy} = \frac{u_x}{(au + b)\gamma'(u_y)}, \quad v_{xy} = \exp v, \quad v = \ln u_x + \gamma(u_y) - 2 \ln(au + b) + \ln(-c_5), \quad (3.71)$$

where \(c_3 + \frac{\gamma''}{\gamma} + c_4 \gamma' u_y = c_5 \gamma' \exp \gamma\), \(c_3 + 1 - 3a = 0\), and \(c_4 + 2a^2 - a = 0\), up to the point transformations \(u \to \theta(u)\), \(v \to \kappa(v)\), \(x \to \xi x\), and \(y \to \eta y\), where \(\xi\) and \(\eta\) are arbitrary constants. Here \(c_3\), \(c_4\) are arbitrary constants, \(c_5 \neq 0\), and \((a, b) \neq (0, 0)\).

**Proof.** According to (3.22), the function \(\beta\) is of the form \(\beta = c_1 \ln u_x + c_2\). Without loss of generality, we may set \(\beta = c_1 \ln u_x\). Substituting \(\beta\) into equation (3.18) we obtain

$$\frac{\alpha' \mu u_x}{c_1 \gamma'} - \frac{\mu^2 u_x}{c_1 \gamma'} \left(\frac{\gamma''}{\gamma} - \frac{1}{c_1}\right) + \alpha'' u_x u_y + \mu' \left(\frac{u_x}{\gamma'} + \frac{u_x u_y}{c_1}\right) = F(\alpha + \beta + \gamma). \quad (3.72)$$

Applying the operator \(\frac{\partial}{\partial u_x}\) to both sides of (3.72) leads to

$$\frac{\alpha' \mu}{c_1 \gamma'} - \frac{\mu^2}{c_1 \gamma'} \left(\frac{\gamma''}{\gamma} - \frac{1}{c_1}\right) + \alpha'' u_y + \mu' \left(\frac{1}{\gamma'} + \frac{u_y}{c_1}\right) = F' \left(\frac{c_1}{u_x}\right). \quad (3.73)$$

From equations (3.72) and (3.73) it follows that \(F = F' c_1 / u_x\), hence \(F(z) = c_2 \exp(z/c_1)\). By substituting \(F\) into equation (3.72) we get

$$u_x \left(\frac{\alpha' \mu}{c_1 \gamma'} - \frac{\mu^2}{c_1 \gamma'} \left(\frac{\gamma''}{\gamma} - \frac{1}{c_1}\right) + \alpha'' u_y + \mu' \left(\frac{1}{\gamma'} + \frac{u_y}{c_1}\right)\right) = c_2 u_x \exp(\gamma/c_1) \exp(\alpha/c_1).$$

This equation can be written in the form

$$\mu' c_1 + \alpha' \mu + \frac{\mu^2}{c_1} - \mu^2 \frac{\gamma''}{\gamma} + (\alpha'' c_1 + \mu') \gamma' u_y = c_2 c_1 \gamma' \exp(\gamma/c_1) \exp(\alpha/c_1).$$

Having the fixed value of \(u\) we can determine \(\gamma\) as a solution of the ordinary differential equation

$$c_3 + \frac{\gamma''}{\gamma} + c_4 \gamma' u_y = c_1 c_5 \gamma' \exp(\gamma/c_1).$$

Moreover, based on this equation we get

$$\alpha' \mu + \frac{\mu^2}{c_1} + c_1 \mu' + c_3 \mu^2 + \gamma u_y (c_1 \alpha'' + \mu' + c_4 \mu^2) \quad - c_1 \gamma' \exp(\gamma/c_1) (c_5 \mu^2 + c_2 \exp(\alpha/c_1)) = 0.$$
In order to find equations (1.1), (1.2), and (1.7) we first set \( c_5 = 0 \), hence \( c_2 = 0 \) and

\[
\begin{align*}
\frac{\mu(u)}{\beta'(u_x)\gamma'(u_y)}, & \quad v_{xy} = 0, & v = \beta(u_x) + \gamma(u_y) + \alpha(u), \\
\end{align*}
\]

where the functions \( \beta \) and \( \gamma \) are solutions of the ordinary differential equations

\[
\beta' = \frac{c_1}{u_x}, \quad c_3 + \frac{\gamma''}{\gamma'c_2} + c_4\gamma' u_y = 0,
\]

and the functions \( \mu \) and \( \alpha \) satisfy the equations

\[
\begin{align*}
c_1\alpha'' + \mu' + c_4\mu^2 &= 0, & c_3\mu'^2 + c_1\mu' + \frac{\mu^2}{c_1} + \alpha'\mu = 0.
\end{align*}
\]

We use the transformation \( v \to c_1v \). Next, we redenote \( \alpha/c_1 \) by \( \gamma/c_1 \) by \( \gamma \), and \( \mu/c_1^2 \) by \( \mu \). Finally, after replacing \( c_4c_1^2 \) by \( c_4 \) and \( c_1c_3 \) by \( c_3 \), (3.70) is obtained.

If \( c_5 \neq 0 \) then we get

\[
\begin{align*}
\frac{\mu(u)}{\beta'(u_x)\gamma'(u_y)}, & \quad v_{xy} = c_2\exp(v/c_1), & v = \beta(u_x) + \gamma(u_y) + \alpha(u), \\
\end{align*}
\]

where the functions \( \beta \) and \( \gamma \) are the solutions of the ordinary differential equations

\[
\beta' = \frac{c_1}{u_x}, \quad c_3 + \frac{\gamma''}{\gamma'c_2} + c_4\gamma' u_y = c_1c_5\gamma' \exp(\gamma/c_1),
\]

and the functions \( \alpha \) and \( \mu \) are given by the equations

\[
\begin{align*}
\alpha &= 2c_1 \ln(-2c_1) - 2c_1 \ln \left( -\frac{2}{3} \sqrt{-\frac{c_2}{c_5}} \frac{c_3c_1 + 1}{c_1} + u \right), \\
\mu &= \sqrt{-\frac{c_2}{c_5}} \left( -\frac{2c_1}{3} \sqrt{-\frac{c_2}{c_5}} \frac{c_3c_1 + 1}{c_1} + u \right), \\
\frac{2}{9} \left( \frac{c_3c_1 + 1}{c_1} \right)^2 - \frac{1}{3} \left( \frac{c_3c_1 + 1}{c_1} \right)^2 + c_4 &= 0.
\end{align*}
\]

After point transformations we get (3.71).

\[\text{Lemma 5. Suppose that condition (3.25) holds but (3.20)–(3.24) do not. Then equations (1.1), (1.2), and (1.7) take one of the following forms:}\]

\[
\begin{align*}
\frac{1}{u_{xy}} &= \frac{1}{u_{\beta'(u_x)\gamma'(u_y)}}, & v_{xy} = 0, & v = \beta(u_x) + \gamma(u_y), \quad (3.74)
\end{align*}
\]

where \( \frac{\beta''}{\beta'c_2} = u_x\beta' + c_1, \quad \frac{\gamma''}{\gamma'c_2} = u_y\gamma' - c_1; \)

\[
\begin{align*}
\frac{\mu(u)}{\beta'(u_x)\gamma'(u_y)}, & \quad v_{xy} = \exp v, & v = \beta(u_x) + \gamma(u_y) + \alpha(u), \quad (3.75)
\end{align*}
\]

where \( u_x + \frac{1}{\beta'(u_x)} = \exp(\beta), \quad u_y + \frac{1}{\gamma'(u_y)} = \exp \gamma, \quad \alpha'' = \exp \alpha, \) and \( \mu = (\exp \alpha)/\alpha' ; \)

\[
\begin{align*}
\frac{\mu(u)}{\beta'(u_x)\gamma'(u_y)}, & \quad v_{xy} = \exp v, & v = \beta(u_x) + \gamma(u_y) + \alpha(u), \quad (3.76)
\end{align*}
\]
where \(-cu_x + \frac{1}{\beta'(u_x)} = \exp \beta, -cu_y + \frac{1}{\gamma'(u_y)} = \exp \gamma, \alpha'\mu + 2\mu^2(c + 1) = \exp \alpha, \alpha'^2 = 2c^2 \exp \alpha, c = -\frac{1}{2}, -2;\)

\[u_{xy} = \frac{\mu(u)}{\beta'(u_x)\gamma'(u_y)}, \quad v_{xy} = \exp v + \exp(-v), \quad v = \beta(u_x) + \gamma(u_y) + \alpha(u), \quad (3.77)\]

where \(A_1 \exp \beta + B_1 \exp(-\beta) = u_x, A_2 \exp \gamma + B_2 \exp(-\gamma) = u_y, \alpha'' = \frac{1}{4} \left( \frac{\exp(-\alpha)}{B_1B_2} + \frac{\exp \alpha}{A_1A_2} \right), \mu = \frac{\alpha''}{\alpha'};\)

\[u_{xy} = \frac{\mu(u)}{\beta'(u_x)\gamma'(u_y)}, \quad v_{xy} = \exp v + \exp(-2v), \quad v = \beta(u_x) + \gamma(u_y) + \alpha(u), \quad (3.78)\]

where \(A_1 \exp \beta + B_1 \exp(-2\beta) = u_x, A_2 \exp \gamma + B_2 \exp(-2\gamma) = u_y, \alpha'^2 = \frac{2}{9} \left( \frac{4\exp \alpha}{A_1A_2} - \frac{1}{2} \frac{\exp(-2\alpha)}{B_1B_2} \right), -2\mu^2 + \alpha'\mu - \frac{1}{9} \left( \frac{\exp \alpha}{A_1A_2} + \frac{\exp(-2\alpha)}{B_1B_2} \right) = 0, \) up to the point transformations \(u \to \theta(u), v \to \kappa(v), x \to \xi x, \) and \(y \to \eta y, \) where \(\xi\) and \(\eta\) are arbitrary constants. Here \(A_1, A_2, B_1, \) and \(B_2\) are nonzero constants.

**Proof.** Considering that \(u_x\) and \(u_y\) are independent variables, equation (3.25) yields

\[\left( \frac{u_x}{\beta'} \right)' = c, \quad \left( \frac{u_y}{\gamma'} \right)' = c, \quad c \neq 0.\]

Integrating these equations we obtain

\[\frac{\beta''}{\beta'} = cu_x\beta' + c_1, \quad \frac{\gamma''}{\gamma'} = cu_y\gamma' + c_2. \quad (3.79)\]

According to (3.79), equation (3.18) is rewritten in the form

\[\frac{1}{\beta'} \left( \frac{\alpha'\mu}{\gamma'} - \frac{\mu^2}{\gamma'}(c_1 + cu_y\gamma' + c_2) + \mu' u_y \right) + u_x \left( -\frac{c\mu^2}{\gamma'} + \alpha'' u_y + \frac{\mu'}{\gamma'} \right) = F(\alpha + \beta + \gamma). (3.80)\]

Having fixed values of \(u\) and \(u_y\) we can define that \(F(\beta + c_3) = c_4 u_x + c_5/\beta'.\) Without loss of generality, we redenote \(\beta + c_3\) by \(\beta,\) therefore

\[F(\beta) = c_4 u_x + \frac{c_5}{\beta}. \quad (3.81)\]

Applying the operator \(\frac{\partial}{\partial u_x}\) to both sides of equation (3.81) and using (3.79) we obtain

\[F'(\beta) = -cc5u_x + \frac{c_4 - c_1c_5}{\beta'}. \quad (3.82)\]

We differentiate this equation with respect to \(u_x,\)

\[F''(\beta) = -c(c_4 - c_1c_5)u_x - \frac{cc5 + c_1(c_4 - c_1c_5)}{\beta'}. \quad (3.83)\]

The above three equations allow us to establish that the function \(F\) satisfies the ordinary differential equation

\[F'' = c_7 F' + c_8 F. \quad (3.84)\]
Equation (3.82) possesses two families of solutions

\[ F(v) = A_1 \exp(\sigma_1 v) + B_1 \exp(\sigma_2 v), \quad \sigma_1 \neq \sigma_2, \]

and

\[ F(v) = (A_2 + B_2 v) \exp(\sigma v). \]

Setting definite values of the constants \( A_i, B_i \), where \( i = 1, 2 \), we obtain that the function \( F \) can take only one of the following forms

\[ F(v) = 0, \quad (3.83) \]
\[ F(v) = 1, \quad (3.84) \]
\[ F(v) = v, \quad (3.85) \]
\[ F(v) = v \exp v, \quad (3.86) \]
\[ F(v) = \exp v, \quad (3.87) \]
\[ F(v) = \exp v + 1, \quad (3.88) \]
\[ F(v) = \exp v + \exp(\sigma v). \quad (3.89) \]

From equation (3.80) by setting different values of \( u \) and \( u_y \) we obtain a set of equations

\[ \alpha_i u_x + \frac{\beta_i}{\beta'(u_x)} = F(\beta(u_x) + \gamma_i). \quad (3.90) \]

Here \( \alpha_i, \beta_i, \) and \( \gamma_i \) are constants, \( i = 1, 2, \ldots, n \). Thus, we will focus on (3.90).

Let us assume that \((\alpha_i, \beta_i)\) are linearly dependent vectors. This means that a set of numbers \( \mu_i \) satisfying

\[ (\alpha_i, \beta_i) = \mu_i(\alpha_1, \beta_1), \quad \mu_1 = 1, \]

exists. Using this equation we rewrite (3.90) as

\[ \mu_i \left( \alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} \right) = F(\beta + \gamma_i). \quad (3.91) \]

Now, we will deal with equations (3.83)–(3.89).

We begin with (3.83). In this case we have

\[ \mu_i \left( \alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} \right) = 0 \quad (3.92) \]

from the equation (3.91). Suppose that \( \alpha_1 = \beta_1 = 0 \). In equation (3.80), we find

\[ \mu' - cu^2 + \alpha''u_y \gamma' = 0, \quad \alpha' \mu - \mu^2(c_1 + c_2 + cu_y \gamma') + \mu' u_y \gamma' = 0. \quad (3.93) \]

If \( \alpha'' = 0 \) then \( \alpha = \epsilon u + \delta \), hence from (3.93) we have

\[ \mu(u) = -\frac{1}{cu + \kappa}, \quad \frac{\epsilon}{cu + \kappa} + \frac{c_1 + c_2}{(cu + \kappa)^2} = 0. \]

Clearly, the last equation requires \( \epsilon = 0 \) and \( c_2 = -c_1 \). Thus, we determine equations (1.1), (1.2), and (1.7) as follows

\[ u_{xy} = \frac{\mu(u)}{\beta'(u_x) \gamma'(u_y)} , \quad v_{xy} = 0, \quad v = \beta(u_x) + \gamma(u_y) + \alpha(u), \]
where
\[
\mu(u) = -\frac{1}{cu + \kappa}, \quad \alpha(u) = \delta, \quad \frac{\beta''}{\beta'^2} = cu\beta' + c_1, \quad \frac{\gamma''}{\gamma'^2} = cu\gamma' - c_1.
\]

We replace \( \beta \) by \( a\beta \), \( \gamma \) by \( a\gamma \). Take the constant \( a \) so that \( a^2c \to 1 \). Using the transformations \( u + \kappa/c \to u, \ v - \delta \to av \) and redenoting \( ac_1 \to c_1 \) obtain equation (3.74).

Now, assume that \( \alpha'' \neq 0 \). The equation
\[
u_y\gamma'(u_y) = \frac{c\mu^2 - \mu'}{\alpha''}
\]
arises from (3.93). Since \( u \) and \( u_y \) are regarded as independent variables, the last equation leads to \( u_y\gamma'(u_y) = \kappa \), where \( \kappa \) is a constant. This contradicts the assumption of the lemma.

Consider the case where \( \alpha_1\beta_1 \neq 0 \). We have the equation \( \beta'(u_x) = -\beta_1/(\alpha_1u_x) \) which results from (3.92), and it contradicts the assumptions of the lemma.

Let us discuss the case where \( F \) is determined by (3.84). Rewriting (3.91) we have
\[
\mu_i \left( \alpha_1u_x + \frac{\beta_1}{\beta'(u_x)} \right) = 1.
\]
This equation must be true for every \( i = 1, 2, \ldots \). This requirement implies that \( \mu_i = 1, \alpha_i = \alpha_1 \), and \( \beta_i = \beta_1 \) for every \( i \). Taking this into account we define \( \beta' \) as follows:
\[
\beta'(u_x) = \frac{\beta_1}{1 - \alpha_1u_x}.
\]
(3.94)

Rewriting (3.79) by using (3.94) we see that this case is not realized.

Now, we assume that \( F \) is described by (3.85). Equations (3.90), (3.91) are presented in the forms
\[
\alpha_1u_x + \frac{\beta_1}{\beta'(u_x)} = \beta(u_x) + \gamma_1, \quad \mu_i \left( \alpha_1u_x + \frac{\beta_1}{\beta'(u_x)} \right) = \beta(u_x) + \gamma_i.
\]
Consequently,
\[
\beta(u_x)(\mu_i - 1) + \gamma_1\mu_i - \gamma_i = 0.
\]
It is clear that \( \mu_i = 1, \gamma_i = \gamma_1 \). Hence, \( \alpha_i = \alpha_1, \beta_i = \beta_1 \) for every \( i \). So we have
\[
\beta' = \frac{\beta_1}{\beta(u_x) - \alpha_1u_x + \gamma_1}.
\]
Trying to simplify (3.80) by using this equation gives a contradiction to the assumption of the lemma.

Concentrate on the case when \( F \) satisfies (3.86). We can rewrite equations (3.90), (3.91) as
\[
\alpha_1u_x + \frac{\beta_1}{\beta'(u_x)} = (\beta + \gamma_1) \exp(\beta + \gamma_1), \quad \mu_i \left( \alpha_1u_x + \frac{\beta_1}{\beta'(u_x)} \right) = (\beta + \gamma_i) \exp(\beta + \gamma_i).
\]
Comparing these equations we conclude that
\[
(\beta \exp \gamma_i - \mu_i \exp \gamma_1) + \gamma_i \exp \gamma_i - \mu_i \gamma_1 \exp \gamma_1) \exp \beta = 0.
\]
Recall that \( \beta \) depends on the variable \( u_x \), while the remaining terms of the above equations are constants. Hence, we have
\[
\exp \gamma_i - \mu_i \exp \gamma_1 = 0, \quad \gamma_i \exp \gamma_i - \mu_i \gamma_1 \exp \gamma_1 = 0.
\]
From these equations we obtain $\gamma_i \exp \gamma_i - \gamma_1 \exp \gamma_i = 0$, hence $\gamma_i = \gamma_1$ for all $i$. By (3.90) we determine that $\alpha(u) + \gamma(u_y) = \gamma_1$, where $\gamma_1$ is an arbitrary constant. This equation contradicts $\gamma u_y \neq 0$.

Let the function $F$ be defined by (3.87). From (3.90) we obtain

$$\alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} = \exp(\beta + \gamma_1).$$

(3.95)

Note that $\beta_1 \neq 0$, otherwise $(\beta'u_x)' = 0$. Redenoting $\beta + \gamma_1$ by $\beta$ we rewrite equation (3.95) in the form

$$\alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} = \exp \beta.$$  

(3.96)

From equations (3.79) and (3.96) we find that $c = -\alpha_1/\beta_1$, $c_1 = -1 - c$. Now, we rewrite equation (3.80) based on equation (3.96)

$$\frac{1}{\beta} \exp \beta \left( \frac{\alpha'\gamma}{\gamma'} - \frac{\mu^2}{\gamma'} (c_1 + cu_y \gamma' + c_2) + \mu' u_y \right) + u_x \left( -\frac{c \mu^2}{\gamma'} + \alpha'' u_y + \frac{\mu'}{\gamma'} \right)$$

$$\frac{-\alpha_1}{\beta_1} u_x \left( \frac{\alpha'\gamma}{\gamma'} - \frac{\mu^2}{\gamma'} (c_1 + cu_y \gamma' + c_2) + \mu' u_y \right) = \exp(\alpha + \gamma) \exp \beta.$$  

Since $(\beta'u_x)' \neq 0$, $\exp \beta$ and $u_x$ are linearly independent, the above equation is equivalent to the system

$$\frac{\alpha'\gamma}{\gamma'} - \frac{\mu^2}{\gamma'} (c_1 + cu_y \gamma' + c_2) + \mu' u_y = \exp(\alpha + \gamma) \beta_1,$$

$$-\frac{\alpha_1}{\beta_1} \left( \frac{\alpha'\gamma}{\gamma'} - \frac{\mu^2}{\gamma'} (c_1 + cu_y \gamma' + c_2) + \mu' u_y \right) + \left( -\frac{c \mu^2}{\gamma'} + \alpha'' u_y + \frac{\mu'}{\gamma'} \right) = 0.$$  

Hence, we get

$$u_{xy} = \frac{\mu(u)}{\beta'(u_x) \gamma'(u_y)}, \quad v_{xy} = \exp v, \quad v = \beta(u_x) + \gamma(u_y) + \alpha(u),$$

(3.97)

where

$$\alpha_1 u_x + \beta_1 = \exp \beta, \quad \frac{\beta''}{\beta'^2} = cu_x \beta' + c_1, \quad c_1 = -1 - c, \quad c_1 = -c_1,$$

$$\frac{\gamma''}{\gamma'^2} = cu_y \gamma' + c_2, \quad \frac{\alpha' \gamma}{\gamma'} - \frac{\mu^2}{\gamma'} (cu_y \gamma' + c_1 + c_2) + \mu' u_y = \exp(\alpha + \gamma) \beta,$$

$$-\alpha_1 \exp(\alpha + \gamma) + \alpha'' u_y + \frac{\mu' - c \mu^2}{\gamma'} = 0.$$  

Now, consider case (3.88). Equations (3.90) and (3.91) can be rewritten in the forms

$$\alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} = \exp(\beta + \gamma_1) + 1, \quad \mu_i \left( \alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} \right) = \exp(\beta + \gamma_i) + 1.$$  

It is not hard to show that

$$\exp \beta (\mu_i \exp \gamma_i - \exp \gamma_i) + \mu_i - 1 = 0.$$  

The dependence of $\beta$ only on the variable $u_x$ implies that $\mu_i = 1$ and $\gamma_i = \gamma_1$ for every $i$. This gives $\alpha(u) + \gamma(u_y) = \gamma_1$, where $\gamma_1$ is a constant, which contradicts the assumption $\gamma u_y \neq 0$. 
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It remains to consider the case when \( F \) is given by (3.89) to complete the analysis in the case when \((\alpha_i, \beta_i)\) are linearly dependent vectors. Using (3.89) we transform equations (3.90) and (3.91) into

\[
\alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} = \exp(\beta + \gamma_1) + \exp(\sigma(\beta + \gamma_1)),
\]

\[
\mu_i \left( \alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} \right) = \exp(\beta + \gamma_i) + \exp(\sigma(\beta + \gamma_i)).
\]

Consequently, we get

\[
\exp \beta (\mu_i \exp \gamma_1 - \exp \gamma_i) + \exp(\sigma(\beta)) (\mu_i \exp(\sigma \gamma_1) - \exp(\sigma \gamma_i)) = 0.
\]

Recall that \( \sigma \neq 1 \). Collecting coefficients at \( \exp \beta \) and \( \exp(\sigma \beta) \) yields

\[
\mu_i \exp \gamma_1 = \exp \gamma_i, \quad \mu_i \exp(\sigma \gamma_1) = \exp(\sigma \gamma_i).
\]

The above equations provide \( \mu_i \exp(\sigma \gamma_1) (\mu_i^{\sigma^{-1}} - 1) = 0 \), hence \( \mu_i = 1 \). It follows that \( \gamma_i = \gamma_1 \) for every \( i \). By (3.90) we find that \( \alpha(u) + \gamma(u_y) = \gamma_1 \). This equation contradicts \( \gamma_{u_y} \neq 0 \).

Now, we must deal with the case when \( \alpha_i, \beta_i, i = 1, 2 \), satisfying \( \alpha_1 \beta_2 - \beta_1 \alpha_2 \neq 0 \) exist. Setting definite values of \( u, u_y \) in (3.80) we obtain the system

\[
\alpha_1 u_x + \frac{\beta_1}{\beta'(u_x)} = F(\beta(u_x) + \gamma_1), \quad \alpha_2 u_x + \frac{\beta_2}{\beta'(u_x)} = F(\beta(u_x) + \gamma_2).
\]

Because of the given assumption \((u_x \beta')_{u_x} \neq 0\) we get

\[
\kappa_1 F(\beta + \gamma_1) - \kappa_2 F(\beta + \gamma_2) = u_x, \quad \kappa_3 F(\beta + \gamma_1) - \kappa_4 F(\beta + \gamma_2) = \frac{1}{\beta'}. \tag{3.98}
\]

We use

\[
\kappa_1 = \frac{\beta_2}{\alpha_1 \beta_2 - \alpha_2 \beta_1}, \quad \kappa_2 = \frac{\beta_1}{\alpha_1 \beta_2 - \alpha_2 \beta_1}, \quad \kappa_3 = \frac{\alpha_2}{\beta_1 \alpha_2 - \beta_2 \alpha_1}, \quad \kappa_4 = \frac{\alpha_1}{\beta_1 \alpha_2 - \beta_2 \alpha_1}.
\]

Let us analyze equation (3.98) taking into account conditions (3.83)–(3.89).

Consider the case when \( F \) is given by (3.83). It is not hard to show that equation (3.98) implies \( u_x = 0 \). Thus, this case is not realized. Next, based on (3.84) we obtain that \( u_x \) is a constant. So it is also not possible.

If (3.85) is true then system (3.98) can be written as follows

\[
\kappa_1 (\beta + \gamma_1) - \kappa_2 (\beta + \gamma_2) = u_x, \quad \kappa_3 (\beta + \gamma_1) - \kappa_4 (\beta + \gamma_2) = \frac{1}{\beta'}.
\]

It is not hard to verify that

\[
\beta'(\kappa_1 - \kappa_2) = 1, \quad \beta(\kappa_3 - \kappa_4) + \gamma_1 \kappa_3 - \gamma_2 \kappa_4 = \kappa_1 - \kappa_2.
\]

Note that we used the properties \( \kappa_1 - \kappa_2 \neq 0, \kappa_1 - \kappa_2 \neq 0 \), which result from \( \alpha_1 \beta_2 - \beta_1 \alpha_2 \neq 0 \). Further, since \( \kappa_3 - \kappa_4 \neq 0, \beta \) is a constant. This contradicts \( \beta_{u_x} \neq 0 \).

Let us discuss the case when the function \( F \) is defined by (3.86). Rewriting (3.98) we get

\[
\kappa_1 (\beta + \gamma_1) \exp(\beta + \gamma_1) - \kappa_2 (\beta + \gamma_2) \exp(\beta + \gamma_2) = u_x,
\]

\[
\kappa_3 (\beta + \gamma_1) \exp(\beta + \gamma_1) - \kappa_4 (\beta + \gamma_2) \exp(\beta + \gamma_2) = \frac{1}{\beta'}.
\]
Eliminating $\beta$ Rewriting (3.79) by using (3.99) we find that
\[ c \]
And further, from (3.79) based on (3.101) we obtain
\[ u_x = A\beta \exp \beta + B \exp \beta. \] (3.99)

It is not difficult to determine that equations (3.98), (3.99) lead to
\[ (A+B) \left( \frac{\alpha'}{\gamma'} - \frac{\mu^2}{\gamma'} (c_1 + cu_y \gamma' + c_2) + \mu' u_y \right) + B\left( \alpha'' u_y + \frac{\mu' - c \mu^2}{\gamma'} \right) = (\alpha + \gamma) \exp (\alpha + \gamma), \]
\[ A \left( \frac{\alpha'}{\gamma'} - \frac{\mu^2}{\gamma'} (c_1 + cu_y \gamma' + c_2) + \mu' u_y + \alpha'' u_y + \frac{\mu' - c \mu^2}{\gamma'} \right) = \exp (\alpha + \gamma). \]

Rewriting (3.79) by using (3.99) we find that $c = 1$, $c_1 = -2$. Thus, we obtain the equations
\[ u_{xy} = \frac{\mu(u)}{\beta'(u_x) \gamma'(u_y)}, \quad v_{xy} = v \exp v, \quad v = \alpha(u) + \beta(u_x) + \gamma(u_y), \] (3.100)

herewith
\[ (A+B) \left( \frac{\alpha'}{\gamma'} - \frac{\mu^2}{\gamma'} (u_y \gamma' - 2 + c_2) + \mu' u_y \right) + B\left( \alpha'' u_y + \frac{\mu' - \mu^2}{\gamma'} \right) = (\alpha + \gamma) \exp (\alpha + \gamma), \]
\[ A \left( \frac{\alpha'}{\gamma'} - \frac{\mu^2}{\gamma'} (u_y \gamma' - 2 + c_2) + \mu' u_y + \alpha'' u_y + \frac{\mu' - \mu^2}{\gamma'} \right) = \exp (\alpha + \gamma), \]
\[ u_x = A\beta \exp \beta + B \exp \beta, \quad \frac{\gamma''}{\gamma'^2} = u_x \beta' - 2, \quad \gamma'' = u_y \gamma' + c_2. \]

Note that case (3.87) yields the equations (3.97).

Next, assume that the function $F$ is defined by (3.88). Hence, we write (3.98) as
\[ \kappa_1 \exp (\beta + \gamma_1) + 1 - \kappa_2 \exp (\beta + \gamma_2) + 1 = u_x, \]
\[ \kappa_3 \exp (\beta + \gamma_1) + 1 - \kappa_4 \exp (\beta + \gamma_2) + 1 = \frac{1}{\beta'}. \]

Eliminating $\beta'$ from the last equation we get
\[ \exp (\beta) \kappa_3 \exp \gamma_1 - \kappa_4 \exp \gamma_2 - \kappa_1 \exp \gamma_1 + \kappa_2 \exp \gamma_2) + \kappa_3 - \kappa_4 = 0. \]

It is easy to show from this equation that $\beta$ is a constant. This contradicts $\beta_{ux} \neq 0$.

Assuming that (3.89) holds, we can write (3.98) as
\[ \exp (\beta) (\kappa_3 \exp \gamma_1 - \kappa_4 \exp \gamma_2 + \exp (\sigma \beta) (\kappa_1 \exp (\sigma \gamma_1) - \kappa_2 \exp (\sigma \gamma_2)) = u_x, \]
\[ \exp (\beta) (\kappa_3 \exp \gamma_1 - \kappa_4 \exp \gamma_2 + \exp (\sigma \beta) (\kappa_3 \exp (\sigma \gamma_1) - \kappa_4 \exp (\sigma \gamma_2)) = \frac{1}{\beta'}. \] (3.101)

And further, from (3.79) based on (3.101) we obtain
\[ (1 + c + c_1) (\kappa_1 \exp \gamma_1 - \kappa_2 \exp \gamma_2) \exp \beta \]
\[ + (\sigma^2 + c + c_1 \sigma) (\kappa_1 \exp (\sigma \gamma_1) - \kappa_2 \exp (\sigma \gamma_2)) \exp \beta = 0. \] (3.102)

From (3.80) using (3.101) again we get
\[ (\kappa_1 \exp \gamma_1 - \kappa_2 \exp \gamma_2) \left( \frac{\alpha'}{\gamma'} - \frac{\mu^2}{\gamma'} (cu_y \gamma' + c_1 + c_2) \right) \]
\[ + \mu' u_y + \frac{\mu' - c \mu^2}{\gamma'} + \alpha'' u_y \right) = \exp (\alpha + \gamma), \] (3.103)
\[
\begin{align*}
&\left(\kappa_1 \exp \sigma \gamma_1 - \kappa_2 \exp \sigma \gamma_2\right) \left(\sigma \left(\frac{\alpha \mu}{\gamma'} - \frac{\mu^2}{\gamma'} (cu_y \gamma' + c_1 + c_2) + \mu' u_y\right) + \frac{\mu' - c \mu^2}{\gamma'} + \alpha'' u_y\right) = \exp \sigma (\alpha + \gamma) .
\end{align*}
\]

(3.104)

Note that if \(\kappa_1 \exp (\sigma \gamma_1) - \kappa_2 \exp (\sigma \gamma_2) = 0\) then equations (3.103) and (3.104) imply that \(\exp (\alpha + \gamma) = 0\). Consequently, the equalities \(1 + c + c_1 = 0\) and \(\sigma^2 + c_1 \sigma + c = 0\) arise from equation (3.102). The solution of the last equation is found as \(\sigma = c\), where \(c = -1 - c_1\). Thus, denoting \(A = \kappa_1 \exp \gamma_1 - \kappa_2 \exp \gamma_2\), \(B = \kappa_1 \exp (\sigma \gamma_1) - \kappa_2 \exp (\sigma \gamma_2)\) we obtain

\[
\begin{align*}
&u_{xy} = \frac{\mu (u)}{\beta' (u_x) \gamma'(u_y)}, \quad v_{xy} = \exp v + \exp (\sigma v), \quad v = \alpha (u) + \beta (u_x) + \gamma (u_y),
\end{align*}
\]

where

\[
\begin{align*}
&A \exp \beta + B \exp (\sigma \beta) = u_x, \quad \frac{\beta''}{\beta^2} = \sigma u_x \beta' - 1 - \sigma, \quad \frac{\gamma''}{\gamma^2} = \sigma u_y \gamma' + c_2, \\
&A \left(\frac{\alpha \mu}{\gamma'} - \frac{\mu^2}{\gamma'} (cu_y \gamma' + c_2 - 1) + \mu' u_y + \frac{\mu'}{\gamma'} + \alpha'' u_y\right) = \exp (\alpha + \gamma), \\
&B \left(\sigma \left(\frac{\alpha \mu}{\gamma'} - \frac{\mu^2}{\gamma'} (cu_y \gamma' + c_2 - \sigma) + \mu' u_y\right) + \frac{\mu'}{\gamma'} + \alpha'' u_y\right) = \exp \sigma (\alpha + \gamma).
\end{align*}
\]

Let us discuss the results obtained. We should analyze the equations and conditions for the parameters found in cases (3.83)–(3.89) and use the fact that functions (3.14) and (3.17) are invariant under the permutation of \(\beta(u_x)\) and \(\gamma(u_y)\).

In case (3.87) we obtained (3.97). By interchanging \(\beta(u_x)\) and \(\gamma(u_y)\) we get

\[
\begin{align*}
&\alpha_2 u_y + \frac{\beta_2}{\gamma'} = \exp \gamma, \quad \frac{\gamma''}{\gamma^2} = cu_y \gamma' + c_2, \quad c_2 = -1 - c, \quad c \beta_2 = -\alpha_2, \\
&\frac{\alpha' \mu}{\beta'} - \frac{\mu^2}{\beta'} (cu_x \beta' + c_1 + c_2) + \mu' u_x = \exp (\alpha + \beta) \beta_2, \\
&-\alpha_2 \exp (\alpha + \beta) + \alpha'' u_x + \frac{\mu' - c \mu^2}{\beta'} = 0.
\end{align*}
\]

(3.106)

We substitute \(\gamma\) satisfying the conditions for the parameters listed for equation (3.106) into (3.97). At the same time we substitute \(\beta\) satisfying the conditions for the parameters listed for equation (3.97) into (3.106). As a result, we obtain the system

\[
\begin{align*}
&\frac{1}{\beta^2} \left(\exp \gamma - \alpha_2 u_y\right) \left(\alpha' \mu + 2 \mu^2 (1 + c)\right) + \mu' u_y = \exp (\alpha + \gamma) \beta_1, \\
&-\alpha_1 \exp (\alpha + \gamma) + \alpha'' u_y + \left(\mu' - c \mu^2\right) \frac{1}{\beta^2} \left(\exp \gamma - \alpha_2 u_y\right) = 0, \\
&\frac{1}{\beta_1} \left(\exp \beta - \alpha_1 u_x\right) \left(\alpha' \mu + 2 \mu^2 (1 + c)\right) + \mu' u_x = \exp (\alpha + \beta) \beta_2, \\
&-\alpha_2 \exp (\alpha + \beta) + \alpha'' u_x + \left(\mu' - c \mu^2\right) \frac{1}{\beta_1} \left(\exp \beta - \alpha_1 u_x\right) = 0.
\end{align*}
\]

Since \(\exp \gamma\) and \(u_y\), \(\exp \beta\) and \(u_x\) are independent, equations (1.1), (1.2), and (1.7) take the following forms:

\[
\begin{align*}
&u_{xy} = \frac{\mu (u)}{\beta' (u_x) \gamma'(u_y)}, \quad v_{xy} = \exp v, \quad v = \alpha (u) + \beta (u_x) + \gamma (u_y),
\end{align*}
\]
where $\alpha$ and $\beta$ are solutions of the ordinary differential equations
\[
\alpha_1 u_x + \frac{\beta_1}{\beta'} = \exp \beta, \quad \alpha_2 u_y + \frac{\beta_2}{\gamma'(u_y)} = \exp \gamma, \quad -\frac{\alpha_1}{\beta_1} = -\frac{\alpha_2}{\beta_2} = c,
\]
and the functions $\mu$ and $\alpha$ satisfy
\[
\alpha' \mu + 2\mu^2(c + 1) = \beta_1 \beta_2 \exp \alpha, \quad c \beta_1 \beta_2 \exp \alpha + \mu' - c\mu^2 = 0, \quad \alpha'' + c(\mu' - c\mu^2) = 0.
\]
Analyzing the last system we obtain cases (3.75), (3.76). It is easy to verify that case (3.86) is not possible.

Based on (3.89) we get (3.105). Interchanging $\beta(u_x)$ and $\gamma(u_y)$ implies
\[
\begin{align*}
A_2 \exp \gamma + B_2 \exp \sigma \gamma &= u_y, \quad \frac{\gamma''}{\gamma'^2} = \sigma u_y \gamma' + c_2, \quad c_2 = -1 - c, \\
\frac{A_2}{\beta'} \left( \alpha' \mu - \mu^2(c_1 - 1) + \mu' \right) + A_2 u_x \left( -\sigma \mu^2 + \mu' + \alpha'' \right) &= \exp(\alpha + \beta), \\
\frac{B_2}{\beta'} \left( \sigma(\alpha' \mu - \mu^2(c_2 - \sigma)) + \mu' \right) + u_x B_2 \left( \sigma(\mu' - \mu'' + \alpha'') \right) &= \exp \sigma(\alpha + \beta).
\end{align*}
\]
Similarly, we substitute $\beta$ satisfying the conditions for the parameters listed for equation (3.105) into (3.107) and obtain
\[
\begin{align*}
(A \exp \beta + B \exp \sigma \beta) A_2(\alpha' \mu + \mu^2(2 + \sigma) + \mu') \\
+ (A \exp \beta + B \exp \sigma \beta) A_2(\mu' - \sigma \mu^2 + \alpha'') &= \exp(\alpha + \beta), \\
(A \exp \beta + B \exp \sigma \beta) B_2(\sigma(\alpha' \mu + \mu^2(1 + 2\sigma) + \mu')) \\
+ (A \exp \beta + B \exp \sigma \beta) B_2(\sigma(\mu' - \sigma \mu^2) + \alpha'') &= \exp \sigma(\alpha + \beta).
\end{align*}
\]
Taking into account the fact that $\exp \beta, \exp \sigma \beta$ are independent, we get
\[
\begin{align*}
AA_2 \left( \alpha' \mu + \mu^2(2 + \sigma) + 2\mu' - \sigma \mu^2 + \alpha'' \right) &= \exp \alpha, \\
\sigma \alpha' \mu + \sigma(\sigma + 1)\mu^2 + (\sigma + 1)\mu' + \alpha'' &= 0, \\
BB_2 \left( \sigma^2 \alpha' \mu + 2\sigma^3 \mu^2 + 2\sigma \mu' + \alpha'' \right) &= \exp(\sigma \alpha).
\end{align*}
\]
Solving the above system we obtain cases (3.77) and (3.78).

\section{3.2 Case $\varphi = c \ln u_x + q(u, u_y)$}

We have the following statement in this case.

\textbf{Lemma 6.} Suppose that (3.15) is satisfied. Then equations (1.1), (1.2), and (1.7) take the following forms
\[
\begin{align*}
u_{xy} = \frac{\mu(u) - q_u(u, u_y)}{q_{uu}(u, u_y)} - u_x, \quad v_{xy} = c_2 \exp v, \quad v = \ln u_x + q(u, u_y),
\end{align*}
\]
where
\[
\frac{\mu - q_u}{q_{uu}} \left( \mu - \mu - q_u q_{uu} - 2 \frac{q_{uu} q_{uy}}{q_{uy}} \right) + \frac{\mu' q_u}{q_{uy}} - q_{uu} q_{uy} + \mu' u_y = c_2 \exp q, \quad q_{uu} q_{uy} \neq 0,
\]
up to the point transformations $u \to \theta(u), v \to \kappa(v), x \to \xi x$, and $y \to \eta y$, where $\xi$ and $\eta$ are arbitrary constants.
Proof. Substituting function (3.15) into equation (3.6) we obtain

\[ A(u, u_y)q_{u_y}(u, u_y) - q_u(u, u_y)q_{u_y}(u, u_y)u_y + c q_u(u, u_y) = B(u, u_x) \frac{c}{u_x}. \]

Recall that \( u_x, u_y \) are considered as independent variables. Hence, the above equation is equivalent to the system

\[ A q_{u_y} - q_u q_{u_y} u_y + c q_u = \mu(u), \quad B \frac{c}{u_x} = \mu(u). \]

From these equations we find the functions \( A \) and \( B \),

\[ B = \frac{\mu u_x}{c}, \quad A = \frac{\mu + q_u q_{u_y} u_y - c q_u}{q_{u_y}}. \]

By using these equations in each of equations (3.3), (3.4) we determine the function \( f \) of equation (1.1) as

\[ f = \frac{\mu - c q_u}{c q_{u_y}} u_x. \]

Substituting the functions (3.15) and \( f \) into (3.7) we have

\[ u_x \left( \frac{\mu - c q_u}{c q_{u_y}} \left( \frac{\mu}{c} - \frac{\mu - c q_u}{q_{u_y}^2} q_{u_u} u_y - 2c q_{uu u_y} q_{u_y} \right) + \frac{\mu'}{q_{u_y}} - \frac{q_{uu}}{q_{u_y}} + \frac{\mu' u_y}{c} \right) = F(c \ln u_x + q). \]

It is not difficult to prove by differentiating this equation with respect to \( u_x \) that \( c F' = F \). Consequently, \( F(z) = c_2 \exp(z/c) \). Here \( c_2 \) is an arbitrary constant. Thus, equations (1.1), (1.2), and (1.7) are of the forms

\[ u_{x y} = \frac{\mu(u) - c q_u(u, u_y)}{c q_{u_y}(u, u_y)} u_x, \quad v_{x y} = c_2 \exp(v/c), \quad v = c \ln u_x + q(u, u_y), \]

where

\[ \frac{\mu - c q_u}{c q_{u_y}} \left( \frac{\mu}{c} - \frac{\mu - c q_u}{q_{u_y}^2} q_{u_u} u_y - 2c q_{uu u_y} q_{u_y} \right) + \frac{\mu'}{q_{u_y}} - \frac{q_{uu}}{q_{u_y}} + \frac{\mu' u_y}{c} = c_2 \exp(q/c). \]

Finally, the transformations \( v \to cv, q \to cq, \mu \to c^2 \mu, \) and \( c_2/c \to c_2 \) transform these equations into (3.108). \( \square \)

### 3.3 Case \( \varphi = \alpha(u) + \kappa(u) \ln u_x + \mu(u) \ln u_y \)

By substituting (3.16) into (3.6) we obtain

\[ \left( A(u, u_y) - (\kappa'(u)) u_x + \mu'(u) \ln u_y + \alpha'(u) u_y \right) \frac{\mu(u)}{u_y} \]

\[ = \left( B(u, u_y) - (\kappa'(u)) u_x + \mu'(u) \ln u_y + \alpha'(u) u_x \right) \kappa(u) \frac{u_y}{u_x}, \]

which can be written as

\[ \frac{B(u, u_x) \kappa(u)}{u_x} + \left( \kappa'(u) \ln u_x + \alpha'(u) \right) \left( \mu(u) - \kappa(u) \right) \]

where we get \( F \) thereby immediately follow. Substituting \( A \) and \( B \) into equations (3.3) and (3.4) we find \( f \),

\[
f = \frac{\lambda - \kappa \mu' \ln u_y - \mu' \ln u_x - \mu \alpha'}{\kappa \mu} u_{x,y}.
\] (3.109)

We apply the operator \( \frac{\partial}{\partial u_x} \) to both sides of equation (3.5) and use the equations obtained. So we get \( F' \kappa = F' \), while applying \( \frac{\partial}{\partial u_y} \) implies \( F' \mu = F' \). This requires \( \mu(u) = \kappa(u) = c \). Thus \( \varphi \) takes the form \( \varphi = \alpha(u) + c \ln(u_x u_y) \), and case (3.16) is reduced to case (3.14) considered earlier.

Theorem 1 follows from Lemmas 1–6.

4 Differential substitutions of the form \( u = \psi(v, v_x, v_y) \)

In this section we consider the problem which is, in a sense, inverse to the original problem. The aim is to describe equations of form (1.2) which are transformed into equations of form (1.1) by differential substitutions (1.8).

Theorem 2. Suppose that equation (1.2) is transformed into equation (1.1) by differential substitution (1.8). Then equations (1.2), (1.1) and substitution (1.8) take one of the following forms:

\[
\begin{align*}
v_{xy} &= v, & u_{xy} &= u, & u &= c_1 u_x + c_2 u_y + c_3 u; \\
v_{xy} &= 0, & u_{xy} &= 0, & u &= \beta(v_x) + \gamma(v_y) + c_3 v; \\
v_{xy} &= 0, & u_{xy} &= \exp(u) u_y, & u &= \ln \left( \frac{p'(v) v_x}{\mu(v_y) + p(v)} \right), \\
\end{align*}
\]

where \( p'(v) = \exp(cv) \);

\[
\begin{align*}
v_{xy} &= 1, & u_{xy} &= c_1 (u_x - c_2), & u &= \exp(c_1 v_x) + c_2 v_y; \\
v_{xy} &= \exp v, & u_{xy} &= uu_x, & u &= v_y + \mu(v_x) \exp v, \\
\end{align*}
\]

where \( 2 \mu' = \mu^2 \);

\[
\begin{align*}
v_{xy} &= 0, & u_{xy} &= \exp u, & u &= \ln(v_x v_y) + \delta(v), \\
\end{align*}
\]

where \( \delta''(v) = \exp \delta(v) \);

\[
\begin{align*}
v_{xy} &= 1, & u_{xy} &= c_1 u_x + c_2 u_y - c_1 c_2 u, & u &= \exp(c_1 v_x) + \exp(c_2 v_y)
\end{align*}
\]

up to the point transformations \( u \to \theta(u) \), \( v \to \kappa(v) \), \( x \to \xi x \), and \( y \to \eta y \) and the substitution

\( u + \xi x + \eta y \to u \), where \( \xi \) and \( \eta \) are arbitrary constants. Here \( c \) is an arbitrary constant, \( c_1 \) and \( c_2 \) are nonzero constants.
Note that symmetries, \( x \)- and \( y \)-integrals, and the general solutions of the equations \( u_{xy} = uu_x \) and \( u_{xy} = \exp(u)uy \) were given in [11]. The transformation connecting the Liouville equation to the wave equation is well known (see [19]).

Here we just give the outline of the proof.

**Scheme of the proof.** Substituting the function \( \psi \) given by (1.8) into equation (1.1) and using (1.2) we obtain

\[
\psi u F + \psi_v F' v_x + \psi_{yy} F' v_y + v_x \left( \psi_{vv} v_y + \psi_{vy} F + \psi_{vy} v_{yy} \right)
+ v_{xx} \left( \psi_{vx} v_y + \psi_{vy} v_x + \psi_{vy} v_{yy} \right) + \left( \psi_{vy} v_y + \psi_{vy} v_x + \psi_{vy} v_{yy} \right) F
= f \left( \psi, \psi_v v_x + \psi_{vv} v_{xx} + \psi_{vy} v_y + \psi_{v} v_x + \psi_{vy} v_{yy} \right).
\]

(4.1)

Denote the arguments of the function \( f \) by \( a, b, \) and \( c \). Recall that we have \( \psi_v \psi_y \neq 0 \). The equality \( f''_{bb} = f''_{cc} = 0 \) thereby immediately follows from equation (4.1). Hence, equation (1.1) takes the form

\[
u_{xy} = \alpha(u) + \beta(u)u_x + \gamma(u)u_y + \epsilon(u)uxuy.
\]

After the point transformation \( u \to A(u) \) with \( A'' - \epsilon A^2 = 0 \) the above equation takes the form

\[
u_{xy} = f = \alpha(u) + \beta(u)u_x + \gamma(u)u_y.
\]

Next, taking into account the last equality which defines the function \( f \) we can rewrite equation (4.1) as follows

\[
\psi_u F + \psi_v F' v_x + \psi_{yy} F' v_y + v_x \left( \psi_{vv} v_y + \psi_{vy} F + \psi_{vy} v_{yy} \right)
+ v_{xx} \left( \psi_{vx} v_y + \psi_{vy} v_x + \psi_{vy} v_{yy} \right) + \left( \psi_{vy} v_y + \psi_{vy} v_x + \psi_{vy} v_{yy} \right) F
= \alpha(\psi) + \beta(\psi) \left( \psi_v v_x + \psi_{vv} v_{xx} + \psi_{vy} v_y \right) + \gamma(\psi) \left( \psi_v v_y + \psi_v F + \psi_{vy} v_{yy} \right).
\]

Since \( v_{xx} \) and \( v_{yy} \) are independent variables, this equation is equivalent to the system

\[
\psi_{vx} v_y = 0,
\psi_{vx} v_y + \psi_{vv} v_x = \beta(\psi) \psi_{vx},
\psi_{yy} v_x + F \psi_{vy} v_y = \gamma(\psi) \psi_{vy},
\psi_u F + \psi_u F' v_x + \psi_{yy} F' v_y + v_x \psi_{vv} v_y + v_x \psi_{vy} v_x + v_y \psi_{vv} v_y + F^2 \psi_{vy} v_x
= \alpha(\psi) + \beta(\psi) \left( \psi_v v_x + \psi_{vv} v_{xx} + \psi_{vy} F \right) + \gamma(\psi) \left( \psi_v v_y + \psi_v F + \psi_{vy} v_{yy} \right).
\]

Consequently, we have

\[
\psi = A(v, v_x) + B(v, v_y),
A_{vv} v_y + A_{vy} v_x = \beta(A + B) A_{vx},
B_{vv} v_x + B_{vy} v_y = \gamma(A + B) B_{vy},
(A_v + B_v) F + A_{vy} F' v_x + B_{vy} F' v_y + (A_{vv} + B_{vv}) v_x v_y + v_x A_{vv} v_x F + v_y B_{vv} v_y F
= \alpha(A + B) + \beta(A + B) (v_x (A_v + B_v) + F B_{vy}) + \gamma(A + B) \left( v_y (A_v + B_v) + A_{vy} F \right).
\]

By using the above equations we prove Theorem 2.
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