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Abstract
In this paper we leverage on probability over Riemannian manifolds to rethink the interpretation of priors and posteriors in Bayesian inference. The main mindshift is to move away from the idea that “a prior distribution establishes a probability distribution over the parameters of our model” to the idea that “a prior distribution establishes a probability distribution over probability distributions”. To do that we assume that our probabilistic model is a Riemannian manifold with the Fisher metric. Under this mindset, any distribution over probability distributions should be “intrinsic”, that is, invariant to the specific parametrization which is selected for the manifold. We exemplify our ideas through a simple analysis of distributions over the manifold of Bernoulli distributions.

One of the major shortcomings of maximum a posteriori estimates is that they depend on the parametrization. Based on the understanding developed here, we can define the maximum a posteriori estimate which is independent of the parametrization.

1 Introduction
Prior and posterior distributions are fundamental to Bayesian inference. As such we are interested in understanding what lies behind a prior or posterior. That is why it is a common practice to plot posterior distributions so that we can perform qualitative analysis such as identifying where the mode of the posterior is, whether it is unimodal or how spread it is. However, it is well known that priors and posteriors depend on the parametrization we take. In this paper, we follow the well known approach from Jeffreys\footnote{A good description of his philosophy can be found in Section 2.2 in \cite{Jeffreys1961}.} that inference should be invariant to parametrization \cite{Jeffreys1961}.

Our toy example is the good old statistical example of making inference about a set of coin tosses. Priors for this setting have been widely studied and here we are not interested in the way of selecting a non-informative prior, which has been a Quixotic problem in Bayesian inference. Assume instead that our prior comes given. In particular, we are told by our analyst-in-chief that
Assume our coin follows a Bernoulli distribution with parameter \( \theta \). Our prior distribution over \( \theta \) is a \( \text{Beta}(\frac{1}{2}, \frac{1}{2}) \).

Enlightened as we are by our analyst-in-chief, we wonder about the kind of information encoded in that prior and to get some intuition we plot its probability density function (pdf), which for the general \( \text{Beta}(\alpha, \beta) \) we know to be

\[
x^{\alpha-1}(1-x)^{\beta-1} \frac{1}{B(\alpha, \beta)}.
\]

After glancing at Figure 1 we conclude that we are setting a bimodal prior, which has modes at \( \theta = 0 \) and \( \theta = 1 \) and that has minimum density at \( \theta = 0.5 \).

We go back to our analyst-in-chief and kindly ask him why he thinks the coin is biased. He says, “you are not looking at it properly, just reparametrize it, try \( y = \arcsin(\theta) \) or \( y = \frac{1}{\theta} \).” So we do, carefully multiplying by the absolute value of the derivative following the rules for change of variable that can be seen in Section 2.6.2 of [11]. We are left speechless as we contemplate the density plots with respect to those reparametrizations which can be seen in Figure 2.

The same density function, when analyzed in the \( y = \arcsin(\theta) \) parametrization, has a single mode at \( \theta = 0 \), and when analyzed in the \( y = \frac{1}{\theta} \) parametrization has a single mode at \( \theta = 1 \). What is happening? Is it possible to really
understand what information underlies this density? We will try to provide an answer to this question by using Riemannian geometry. We start by introducing the formal framework required to discuss about probability distributions over probability distributions.

2 Probabilities over probabilities

Information geometry [2] has shown us that most families of probability distributions can be understood as a Riemannian manifold. In particular in Guy Lebanon words:

A fundamental assumption in the information geometric framework, that manifests itself in many statistical and machine learning applications, is the choice of the Fisher information as the metric that underlies the geometry of probability distributions. The choice of the Fisher information metric may be motivated in several ways, the strongest of which is Cencov’s characterization theorem (Lemma 11.3 in [3]). In his theorem, Cencov proves that the Fisher information metric is the only metric that is invariant under a family of probabilistically meaningful mappings termed congruent embeddings by a markov morphism. Later on, Campbell [11] stripped the proof from its category theory language and extended Cencov’s result to include non-normalized models.

Thus, we can work with probabilities over probabilities by defining random variables which take values in a Riemannian manifold, specifically the one that takes Fisher information as its metric.

Next, we introduce some fundamental definitions required to work with probabilities on a Riemannian manifold. For a more detailed overview of measures and probability see [6], of Riemannian manifolds see [8]. Finally, Pennec provides a good overview of probability on Riemannian manifolds in [12].

We start by noting that each manifold \( M \), has an associated \( \sigma \)-algebra, \( L_M \), the Lebesgue \( \sigma \)-algebra of \( M \)(see section 1, chapter XII in [1]). Furthermore, the existence of a metric \( g \) induces a measure \( \mu_g \)(see section 1.3 in [12]). The volume of \( M \) is defined as \( Vol(M) = \int_M 1 d\mu_g \).

Definition 1. Let \((\Omega, \mathcal{F}, P)\) be a probability space and \((M, g)\) be a Riemannian manifold. A random variable\(^2\) \( x \) taking values in \( M \) is a measurable function from \( \Omega \) to \( M \). Furthermore, we say that \( x \) has a probability density function (p.d.f.) \( p_x \) (real, positive, and integrable function) if:

\[
\forall \mathcal{X} \in L_M \quad P(x \in \mathcal{X}) = \int_{\mathcal{X}} p_x d\mu_g, \quad \text{and} \quad P(M) = 1.
\]

We would like to highlight that the density function \( p_x \) is intrinsic to the manifold. If \( \mathcal{X}' = \pi(x) \) is a chart of the manifold defined almost everywhere, we

\(^2\)Referred to as a random primitive in [12].
obtain a random vector \( x' = \pi(x) \). The expression of \( p_x \) in this parametrization is

\[ p_{x'}(x') = p_x(\pi^{-1}(x')). \]

Let \( f : \mathcal{M} \rightarrow \mathbb{R} \) be a real function on \( \mathcal{M} \). We define the expectation of \( f \) under \( x \) as

\[ \mathbb{E}[f(x)] = \int_x f(x)p_x(x)d\mu_g \]

We have to be careful when computing \( \mathbb{E}[f(x)] \) so that we do it independently of the parametrization. We have to use the fact that

\[ \int_x f(x)p_x(x)d\mu_g = \int_{x'} f(\pi^{-1}(x'))p_{x'}(x')\sqrt{|G(x')|}dx', \]

where \( G(x') \) is the Fisher matrix at \( x' \) in the parametrization \( \pi \). Hence,

\[ \mathbb{E}[f(x)] = \int_{x'} f(\pi^{-1}(x'))\rho_{x'}(x')dx'. \]

where

\[ \rho_{x'}(x') = p_{x'}(x')\sqrt{|G(x')|} = p_x(\pi^{-1}(x'))\sqrt{|G(x')|} \tag{1} \]

is the expression of \( p_x \) in the parametrization for integration purposes, that is, its expression with respect to the Lebesgue measure \( dx' \) instead of \( d\mu_g \).

We note that \( \rho_{x'} \) depends on the chart used whereas \( p_x \) is intrinsic to the manifold.

### 3 The Riemannian manifold of Bernoulli distributions

In this section we will try to show how the Riemannian geometry of the space of distributions can help us get an understanding of priors and posteriors. Our main idea is that both priors and posteriors are probabilities over probability distributions. As such, under reasonable assumptions, they can be understood as probabilities over a Riemannian manifold. It is well known that there is an isometry between the set of Bernoulli distributions and the positive quadrant of the circumference of radius 2 (see section 7.4.2. in [9]). Figure 3 shows the embedding of this Riemannian manifold in \( \mathbb{R}^2 \). We can observe by the eye that the distance between 0.5 and 0.6 is smaller than that between 0.0 and 0.1.

Now that we know our manifold looks like, we can go back to the problem of understanding the meaning of our prior. Recall that we knew that the prior could be expressed in the \( \theta \) parametrization as a \( \text{Beta}(\frac{1}{2}, \frac{1}{2}) \). We can analyze this prior as a random variable (say \( x \)) over the manifold of Bernoulli distributions. Note that we use the pdf of the \( \text{Beta}(\frac{1}{2}, \frac{1}{2}) \) to compute probabilities by means of integration. Thus, that pdf is just \( \rho_{x'} \), the expression for integration purposes in the \( \theta \) parameterization of the probability distribution \( p_x \) (as presented in Equation 1). Thus, in order to properly understand it we need to find the
Figure 3: The manifold of Bernoulli distributions with its Fisher metric embedded in $\mathbb{R}^2$.

density function $p_x$, which is intrinsic to the manifold and hence invariant to reparametrization. From Equation 1 it is easy to see that

$$p_x(x') = \frac{\rho_x(x')}{\sqrt{|G(x')|}}.$$  \hspace{1cm} (2)

In our case,

$$\rho_x(\theta) = \frac{\theta^{-1/2}(1-\theta)^{-1/2}}{B(\frac{1}{2}, \frac{1}{2})} = \frac{\theta^{-1/2}(1-\theta)^{-1/2}}{\frac{\pi}{2}},$$  \hspace{1cm} (3)

and the Fisher metric is $G(\theta) = \frac{1}{\theta(1-\theta)}$. Hence, $p_x(\theta) = \frac{1}{\pi}$, that is, our analyst-in-chief was assuming a uniform distribution over our manifold. To get a geometrical understanding, we can interpret $p_x(\theta)$ as the height of each of the points in the manifold. We can visualize this in Figure 4. The height of the red line shows the value of the function $p_x(\theta)$ as a function of the manifold. The grey surface that connects the red line with the manifold has area 1, since the length of the arc is $\pi$, and its height is constant (equal to $\frac{1}{\pi}$). If we want to compute the probability that this distribution assigns to an event, such as for example the probability that $0 \leq \theta \leq 0.1$, we only need to compute the length of the interval and multiply it by the height of the red line (that is, divide it by $\pi$).

The same idea that works for Bernoulli distributions works for the many probabilistic models that can be understood as Riemannian manifolds, which includes every member of the exponential family. The main idea to always keep in mind is that the Fisher metric defines not only a distance (the Fisher-Rao distance), but also a volume (a measure, in the measure theoretic sense) on the set of probability distributions. This measure can be used to define the integral of a real function on the manifold. Thus, a probability distribution over the manifold has a unique representation as a function from the manifold to the real numbers which integrates to one. We claim that whenever we want to understand where the mode of a pdf is, how spread a pdf is or simply plot
the pdf so that we can grasp an intuitive idea of its behaviour, we should never plot $\rho_X$ but instead $p_{X'}$, applying the transformation in Equation 2.

We can use this idea to visualize the knowledge encoded in other Beta distributions. In general, if we assume a $Beta(\alpha, \beta)$ as prior (or we obtain such a pdf as posterior), and want to visualize it or compute its mode, we have to use

$$p_{X'}(\theta; \alpha, \beta) = \frac{\rho_{X'}(\theta; \alpha, \beta)}{\sqrt{|G(\theta)|}} = \frac{\theta^{\alpha-1}(1-\theta)^{\beta-1} \sqrt{\theta \sqrt{1-\theta}}}{B(\alpha, \beta)}.$$  

Figure 5 depicts $p_{X'}$ for a symmetric $Beta$ distribution (that is, $\alpha = \beta$) and for different values of $\alpha$. Specifically, we see that when $\alpha > 0.5$ it is a unimodal distribution with mode at 0.5, and for $\alpha < 0.5$ it is a bimodal distribution with modes at 0 and 1. This provides a different understanding from that we get by plotting $\rho_{X'}$. Instead, $\rho_{X'}$, the usual pdf of the $Beta$ function without the correction, shows the change of behaviour from unimodal to multimodal at $\alpha = 1$, instead of at $\alpha = 0.5$.

Figure 5 depicts $p_{X'}$ for a symmetric $Beta$ distribution (that is, $\alpha = \beta$) and for different values of $\alpha$. Specifically, we see that when $\alpha > 0.5$ it is a unimodal distribution with mode at 0.5, and for $\alpha < 0.5$ it is a bimodal distribution with modes at 0 and 1. This provides a different understanding from that we get by plotting $\rho_{X'}$. Instead, $\rho_{X'}$, the usual pdf of the $Beta$ function without the correction, shows the change of behaviour from unimodal to multimodal at $\alpha = 1$, instead of at $\alpha = 0.5$.

Also, when the $Beta$ distribution is asymmetric, the value of the mode of $p_{X'}$ and that of $\rho_{X'}$ is different. In Figure 6 we can see that the position of the mode is shifted very significantly from around 0.045 if we compute it according to $\rho_{X'}$ to 0.26 if we compute it according to $p_{X'}$. 

Figure 4: Visualization of the Beta prior as a function over the manifold of Bernoulli distributions.
Figure 5: The $p_{\kappa'}$ density function for different symmetric Beta distributions.

Figure 6: Comparison of $\rho_{\kappa'}$ and $p_{\kappa'}$ for Beta(1.05, 2.05).
4 Parametrization invariant maximum a posteriori

The maximum a posteriori (MAP) estimate is a commonly used Bayesian point estimator, defined as the mode of the posterior (see section 4.1.2 in [13]).

Our coin example has shown us that the computation of the mode depends on the parametrization. In our terminology the usually defined MAP estimate can be expressed as

$$x'_{MAP} = \arg \max_{x'} \rho (x').$$

The fact that the MAP estimate is parametrization dependent has brought it criticisms by the community, arguing that it is not a proper Bayesian measure (see for example [3]). However, the same Riemannian geometry concepts that allowed us to identify a parametrization invariant notion of pdf (\(p_x\)) allow us to define a parametrization invariant MAP estimate:

$$x_{MAPI} = \arg \max_x p_x (x).$$

Now, if we need to rely on coordinates for the calculation we can use \(p_{x'}\) and compute

$$x'_{MAPI} = \arg \max_{x'} p_{x'} (x')$$

in the parametrization of our choice. The probability distribution identified by this procedure will be independent of the parametrization.

5 Conclusions

We have shown that by relying on the Riemannian manifold nature of the spaces of probability distributions we can obtain a proper understanding of distributions over probability distributions, by accepting the measure induced by the Fisher metric as a natural measure. The existence of that natural measure can also be used to define the maximum a posteriori estimate independently of the parametrization.
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