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Abstract: Hiding an image in another image is the technique used for copy write protection. In this proposed work, the watermark is inserted into blue plane of the cover image. In this watermark extraction and embedding process, the back propagation neural network in conjunction with biorthogonal wavelets is utilized to improve the efficiency. The performance is tested by normalized correlation coefficient. The imperceptibility of the watermark is tested by cropping and rotation attacks effectively.
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I. INTRODUCTION

Due to the quick and large development of transmission and additionally the widespread use of information superhighway, there is a want for economical, powerful and effective techniques to protect data [1]. Completely different watermarking techniques are developed in special and remodel domain strategies, however, in recent years; the watermarking techniques supported remodel domain are developed to produce higher lustiness and physical property.

Digital Image watermarking techniques classified as private, semi private and public watermarking techniques. In private watermarking technique the knowledge of cover image and secret key required to recover the watermark from the cover image [2]. In semi-private or semi blind watermarking technique each the secrete key and also the watermark needed to extract the inserted watermark. In blind or public watermarking technique solely the secrete key's enough to extract the watermark [3]. Private watermarking techniques have high robustness than the other two techniques. But the drawback of private watermarking techniques is that they require original information to extract the watermark. The main necessities of any watermarking technique embody hardiness, visibility, and capability. hardiness is that the strength of the watermark in order that it will stand up to totally different image process attacks like cropping, rotation and compression, etc[4]. Visibility of the watermark related to imperceptibility so that the appearance of the watermarked image may not be degraded by the presence of the watermark.

The capacity of the watermark defined as the amount of data carried by it.

The technique of digital image watermarking is used to embed copyright information into multimedia content. Generation of watermark, watermark insertion, detection of watermark and attacks on watermarked image are the different steps in digital image watermarking. There are four essential factors which include robustness; imperceptibility, capacity, and blindness used to determine the quality of the watermarked image[5]. If the presence of the watermark is not destroying the imperceptibility of the cover image, then the technique is said to be more imperceptible. The blind watermarking technique cannot require the cover image to detect the watermark. The non-blind watermarking technique needs the cover image to detect the watermark. If the secret key and watermark bit sequence are required to detect the presence of the watermark, then the technique is referred to as semi-blind watermarking [6].

The watermarking techniques classified as spatial domain and transform domain techniques based on the domain of watermark insertion. In these techniques the location and luminance of the image pixels are processed directly and the drawback of this method is that the lossy compression can easily destroy these bits. In transform domain methods, special transformations are used to process the coefficients in frequency domain to hide the watermark [7]. In transform domain methods the watermark is inserted in to frequency coefficients of the host image. Low frequency coefficients are not selected to embed watermark, because they suppressed by filtering as noise. The transform domain method provides much better robustness against compression, filtering, rotation, cropping and noise attack compared to spatial domain technique[8].

Wavelets also process an image from low to the high resolution sequentially so that the missing data can be detected at another level [9]. The watermark must be embedded in high frequency coefficients for better imperceptibility, while low frequency coefficients must be selected for high robustness. Hence the watermark coefficients must be embedded in middle frequency coefficients to achieve the balance between robustness and imperceptibility [10]. In blind or public watermarking technique solely the secret key's enough to extract the watermark. Private watermarking techniques have high robustness than the other two techniques. But the drawback of private watermarking techniques is that they require original information to extract the watermark.
II. WATERMARK EMBEDDING USING BACK PROPAGATION NEURAL NETWORK

A digital image is decomposed into low and high frequency subbands using first level decomposition. The low frequency subband is further decomposed, since the energy of the image is diffused further and the watermarks can be inserted with more intensity. In this work, the fourth level decomposition is implemented on cover image to increase the signal to noise ratio.

The watermark is embedded into low frequency components will decline the visual quality of the watermarked image. However, if the watermark is embedded into high frequency components, the robustness of the watermarked image will be affected and the watermark can be easily destroyed with normal image processing operations. In this work, the watermark is embedded into high and middle frequency coefficients using back propagation neural network to provide better robustness and imperceptibility. The training process of the back propagation neural network will be completed before watermarking and weights are adjusted using error signals which are back propagated to hidden and input layers.

Algorithm to embed watermark using BPNN:
Step 1: Read and acquire the color image of size NxN.
Step 2: Resize the selected color image of size NxN into 512x512 pixels and use it as cover image.
Step 3: Compute Red, Green and Blue planes of the cover image and select Blue plane to embed the watermark.
Step 4: Read the bitmap of size 64x64 Barbara as the watermark.
Step 5: Compute fourth level DWT on the Blue plane of the cover image to get the frequency subband coefficients {HH1, Step 6: Select the high and middle frequency coefficients to embed the watermark, and use the key to select the beginning position of the watermark.
Step 7: Apply the DWT coefficients to BPNN to perform quantization and then get the output $BPNN(\text{round}\left(\frac{T_{(g+key)}}{Q}\right))$; where $T_{(g+key)}$ is the selected cover image coefficient to embed the watermark, and $Q$ is quantization value.
Step 8: Embed the watermark using $T'_{(g+key)} = BPNN(\text{round}\left(\frac{T_{(g+key)}}{Q}\right)) + X_g$
Where $T'_{(g+key)}$ is the watermarked image coefficient and $X_g$ is the random watermark sequence.
Step 9: Apply IDWT on each coefficient to get the watermarked image.

III. EXTRACTION OF WATERMARK USING NEURAL NETWORK

The watermark extraction method is kind of opposite to the method of watermark embedding. The detection of the watermark is obtained by the trained neural network. The parametric statistic is employed to sight the similarity between the initial watermark and extracted watermark. The block diagram representation of extraction process of watermark is shown in figure (3.1).

Watermark Extraction Algorithm using BPNN:
Step 1: Select the Blue plane of the watermarked image and apply DWT.
Step 2: Quantize the DWT coefficient $T''(g)$ by Q using $BPNN(\text{round}\left(T''(g)/Q\right))$.
Step 3: Extract the watermark $X'_g$ using the equation $X'_g = T''(g) - BPNN(\text{round}\left(\frac{T'(g)}{Q}\right))$
Step 4: Measure the similarity between the original watermark $X_g$ and the extracted watermark $X'_g$. 

Fig.2.1: Watermark Embedding using BPNN
IV. EXPERIMENTAL RESULTS

Pears and peppers color images of 512x512 size are used as the cover images and grey scale bitmap of size 32x32 the watermark. The Peak Signal to Noise Ratio of the watermarked image is

\[
PSNR = 10 \log_{10} \left( \frac{R_{max}^2}{MSE} \right) \quad \ldots \ldots \quad (4.1)
\]

‘R’ represents fluctuation at max in cover image=511;

\[
MSE = \sum_{p=1}^{r} \sum_{q=1}^{c} \left[ F(p,q) - F'(p,q) \right]^2 \quad \ldots \ldots \quad (4.2)
\]

‘r’ represents rows in the digital image

\[c = \text{number of columns in the digital image}\]

\[F(p,q)\text{and } F'(p,q) \text{ represent blue plane of cover image and watermarked image.} \]

The similarity between the original watermark \(W(x,y)\) and the extracted watermark \(W'(x,y)\) is calculated using the formula

\[
NCC = \frac{\sum_{x} \sum_{y} W(x,y) \cdot W'(x,y)}{\sqrt{\sum_{x} \sum_{y} W(x,y)^2} \cdot \sqrt{\sum_{x} \sum_{y} W'(x,y)^2}} \quad \ldots \ldots \quad (4.3)
\]

The robustness of the watermarked image is tested by attacks such as Cropping, and Rotation attacks.

| Type of attack | Intensity |
|----------------|-----------|
|                | 5%        | 10%       | 15%       | 20%       |
| PSNR for cropping | 29.654 | 28.624 | 27.574 | 26.134 |
| PSNR for rotation | 23.540 | 21.103 | 19.909 | 19.316 |

Table 4.1: PSNR for cropping and rotation attacks
Chart 4.1: Variation of PSNR for cropping and Rotation

V. CONCLUSIONS & FUTURE SCOPE

In this paper, the imperceptibility measured by finding peak signal to noise ratio. The robustness tested by measuring the normalized correlation coefficient against cropping and rotation attacks. The proposed algorithms can be extended for multiple watermark insertion and for video images can be developed. The proposed algorithms are designed to embed a single watermark and hence the algorithms can be developed to embed multiple watermarks.
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