Particle-in-cell simulations of particle energization from low Mach number fast mode shocks
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Astrophysical shocks are often studied in the high Mach number limit but weakly compressive fast shocks can occur in magnetic reconnection outflows and are considered to be a site of particle energization in solar flares. Here we study the microphysics of such perpendicular, low Mach number collisionless shocks using two-dimensional particle-in-cell (PIC) simulations with a reduced ion/electron mass ratio and employ a moving wall boundary method for initial generation of the shock. This moving wall method allows for more control of the shock speed, smaller simulation box sizes, and longer simulation times than the commonly used fixed wall, reflection method of shock formation. Our results, which are independent of the shock formation method, reveal the prevalence shock drift acceleration (SDA) of both electron and ions in a purely perpendicular shock with Alfvén Mach number $M_A = 6.8$ and ratio of thermal to magnetic pressure $\beta = 8$. We determine the respective minimum energies required for electrons and ions to incur SDA. We derive a theoretical electron distribution via SDA that compares to the simulation results. We also show that a modified two-stream instability due to the incoming and reflecting ions in the shock transition region acts as the mechanism to generate collisionless plasma turbulence that sustains the shock.

I. INTRODUCTION

Solar flares convert magnetic energy into flow and particle energy via magnetic reconnection (see e.g., Priest and Forbes(2002)1, Zharkova et al.(2011)2, and references therein). The outflows from such reconnection sites can exceed the fast magneto-sonic speed. Unlike the inflows, the outflows from reconnection sites are flow dominated and the ratio of thermal to magnetic pressure ($\equiv \beta$) exceeds 1. Analytic predictions3 and numerical simulations in which an obstacle is present4,5 reveal the presence of low Mach number fast shocks in these reconnection outflows. In the standard geometry of a solar flare, such “termination” shocks form, where the downward directed outflow interacts with the magnetic loop formed from previously reconnected field lines. Collisionless termination shocks have been invoked in a number of phenomenological solar flare models and may be associated with specific observational features. Mann et al.(2006)(2009)6,7 suggested shock drift acceleration(SDA) as a mechanism of energetic electrons up to $\sim$ MeV during solar flares. Hard X-ray emission at loop top locations8 may also be associated with such shocks. Decker and Vlahos(1986)9 carried out test particle simulations on the SDA in solar flare shocks. Guo and Giacalone(2010)10 studied a solar flare shock using a hybrid simulation in the presence of turbulent magnetic fields, where electrons are efficiently accelerated by multiple reflection. The hybrid simulations treat the ions as particles and the electrons as a fluid. However, to our knowledge, fully-kinetic simulations, where both shock formation and particle acceleration are modeled from first principles in the regime of low-Mach-number and $\beta > 1$ have not been reported.

Particle-in-Cell (PIC) simulations have been used to study high-Mach-number collisionless shocks and particle acceleration in ion-electron plasmas11-15 but Low-Mach-number shocks are less widely studied. Gargate and Spitkovsky(2012)16 investigated a low Mach number shock as a subset of cases in a parameter survey using a hybrid code, where both diffusive shock acceleration (DSA) and SDA of the ion acceleration were observed, with the latter becoming more important as the shock becomes more perpendicular.

Here we report results from two-dimensional (2D) full-PIC simulations of perpendicular shocks in the regime of low-Mach-number ($< 3$) and high plasma $\beta(> 1$). The motivation is to study the microphysics of shock formation and particle acceleration in the perpendicular shocks relevant to solar flares. Perpendicular shocks are chosen for their relevance to the shocks that emerge in the 2-D reconnection outflows8 and for the first-step toward the study of more general quasi-perpendicular shocks. As we describe later, the simulations reveal both electron and ion acceleration via SDA. We also find that the modified two-stream instability by the interaction of incoming and reflecting ions in the shock transition region is the likely turbulent dissipation mechanism that sustains the collisionless shock.

Most previous PIC simulations of collisionless shocks use a reflecting wall boundary condition where plasma flow reflects off a rigid wall to form a shock. In that case, the simulation frame is fixed to the downstream rest frame. The shock moves away from the reflecting wall at a speed $V_s$, the downstream flow velocity in the shock rest frame. The simulation time is then limited to $L_x/V_s$ where $L_x$ is the simulation box size in the direction of the shock propagation.
In contrast our simulations use a moving wall boundary condition, first introduced in Langdon et al.\textsuperscript{18}. It allows control of the downstream flow velocity and thus the shock speed in the simulation frame. By slowing down the shock speed in the simulation box, smaller boxes can be used for the same simulation time. We have implemented this boundary condition in 2D and find all properties of the generated shocks are similar to those with the reflecting boundary condition when differences between the reference frames are accounted for.

The rest of the paper is organized as follows. The simulation setup, including the moving wall boundary condition, is described in section II. The shock properties and particle acceleration are described in section III. Discussion and summary are given in section IV.

II. SIMULATION SETUP

A. Basic setup

We use the relativistic full PIC code OSIRIS\textsuperscript{19} to study the formation of low Mach number fast perpendicular magnetosonic shocks and the particle acceleration therein. Following Refs.\textsuperscript{5} and \textsuperscript{20}, typical parameters of solar flare reconnection outflows are chosen as the upstream conditions for our shock. (Hereafter, “upstream” is defined respect to the fast shocks we study herein, not upstream of a reconnection site.) In particular, we use a plasma density $n = 5 \times 10^9$ cm$^{-3}$, electron and ion temperatures $T_e = T_i = 0.5$ keV, and the perpendicular magnetic field strength $B = 5$ G with $\beta \equiv 8\pi n(T_e + T_i)/B^2 = 3.05$. A reduced ion/electron mass ratio of $m_i/m_e = 30$ is used to reduce the required computational resources.

The Alfven Mach number is chosen to be $M_A \equiv V_1 \sqrt{4\pi n m_i}/B = 6.79$, which implies an upstream plasma flow velocity in the shock rest frame, $V_1 = 0.0274c$, where $c$ is the speed of light, for $m_i/m_e = 30$. For a real proton-electron plasma, $V_1$ would be reduced by a factor of $\sqrt{30/1836} = 0.128$ for the same $M_A$. The super-fast-magnetosonic Mach number $M$ satisfies $M \equiv M_A/\sqrt{1 + (5/6)\beta} = 2.45$. The ratio of the electron cyclotron frequency to the electron plasma frequency is $\Omega_{ce}/\omega_{pe} = 0.02207$.

With these upstream values of $M_A$ and $\beta$, the Rankine-Hugoniot relation\textsuperscript{21} for perpendicular shocks gives the compression ratio $r = 2.15$,

$$\frac{V_{x2}}{V_1} = \frac{n_1}{n_2} = \frac{B_{z1}}{B_{z2}} = \frac{1}{r} = \frac{2}{3M_{A1}^2} \left[ 1 + \beta + \frac{M_{A1}^2}{2} \right],$$

where the lower indices 1 and 2 represent the upstream and the downstream, respectively, in the shock rest frame, and we used the adiabatic index $\gamma = 2$ for 2D.

A rectangular simulation domain in the $xy$ plane is used. A uniform external magnetic field of $B = 5$ G is set out of the simulation plane (along the $z$-axis) and a uniform external $E$-field ($= V_2 B/c$) is set up along the $y$-axis. (An alternative in-plane configuration with $B_y$ and $E_z$ has also been used to help identify instabilities responsible for dissipation and has yielded similar results.) The simulation box is initialized with a Maxwellian ion-electron plasma drifting to the right with $V_d = 0.021c$ and $T_e = T_i = 0.5$ keV, where $V_d$ is set to a smaller value than the upstream speed $V_1 (= 0.0274c)$ in the shock rest frame considering the shock speed traveling to the left direction. A new plasma of the same distribution is constantly injected from the left boundary ($x = 0$) throughout the simulation. The simulation box sizes are $L_x \times L_y = 340c/\omega_{pe} \times 40c/\omega_{pe}$. These correspond to $62c/\omega_{pi} \times 7.3c/\omega_{pi}$, where $\omega_{pi}$ is the ion plasma frequency, for $m_i/m_e = 30$. The grid size used is $dx = dy = 0.08c/\omega_{pe}$ and the time step used is $dt = 0.056/\omega_{pe}$. For diagnostic purposes, a small population of electrons and ions spatially localized within a circular region, is set as a separate species for which the particle information is stored more frequently to track detailed trajectories over time. For each particle species, 25 particles per cell are used. A linear current deposition scheme is used for all simulations in this paper.

A periodic boundary condition is used in the $y$-direction for both particles and fields. For fields, an open boundary condition is used in the $x$-direction. Particles that reach $x = 0$ are re-injected into the box with the initial drifting Maxwellian distribution. At $x = L_x$, a moving wall boundary condition is adopted, as described in the next subsection.

B. The moving wall boundary condition

In general, a reflecting wall moving in the direction of the flow\textsuperscript{18} can force the plasma flow velocity at the wall to be an arbitrary predetermined velocity by selectively reflecting particles with certain velocities. Here we implement a moving wall boundary condition at $x = L_x$ to force the flow velocity there to be close to the downstream velocity measured in the shock frame. The wall is essentially treated as an infinitely massive slab moving with velocity $V_{wall}$ and particles that catch up to it rebound specularly off the wall in the wall rest frame. Proper relativistic momentum transformations are applied to obtain the particle velocity in the simulation frame after rebounding. Between times $t_n$ and $t_n + \Delta t$, the wall will have “moved” a distance $V_{wall} \Delta t$ from the right domain boundary $L_x$. Particles will also be moving beyond the domain boundary during this time. Particles that can reach the wall and rebound quickly enough to return to the simulation domain during $\Delta t$ are kept in the box. Those which do not are removed from the system. At the right boundary, this procedure forces the bulk flow velocity to be $V_{wall}$.

One immediate consequence of this implementation is that it cannot be used to probe shocks with compression ratios of $r = 2$ or less. This can be seen by noting that a necessary condition for the plasma to return to the simu-
The temperature profiles \( T_x \) at (the left column) and the electrons (the right column) the momentum phase space distributions of \( p_y \). The properties of these shocks are essentially the same as simulation frame by changing travel several ion gyro-radii to undergo acceleration. We find that we can control the shock velocity in the simulation frame by changing \( V_{\text{wall}} \) and have tested that the properties of these shocks are essentially the same as those generated from a stationary reflecting wall boundary.

### III. RESULTS AND ANALYSIS

#### A. shock structure

In Fig. 1 we plot the ratios of the density, velocity, and magnetic field \([n(x)/n_1, V_x/V_z(x), \text{and } B_z(x)/B_1]\), the momentum phase space distributions of \( p_x \) and \( p_y \), the \( y \)-averaged flow velocity profiles \( V_x(x) \) and \( V_y(x) \), and the temperature profiles \( T_x(x) \) and \( T_y(x) \), for the ions (the left column) and the electrons (the right column) at \( t = 28476/\omega_{pe} \). Here, the momenta are defined as \( p_x = G_x \) and \( p_y = G_y \), where \( G = 1/\sqrt{1-\left(w/c\right)^2} \). The ratio curves [(a) and (b)] are calculated in the shock-rest frame using the Lorentz transformation and the other plots are computed in the simulation frame.

In Fig. 1 the shock front is at \( x \approx 150c/\omega_{pe} \) and moves to the left with a shock speed in the simulation frame of \( 6.4 \times 10^{-3}c \). An oscillatory pattern in the downstream properties can be observed, which indicates weak dissipation in this low-Mach-number shock. The Rankine-Hugoniot condition in Eq. 11 gives \( r = 2.15 \) for our upstream parameters. In the simulation, the compression ratio is \( r \approx 2.8 \) near the shock front and relaxes to \( r \approx 2.1 \) in the far downstream with a weakly damped oscillatory pattern (Fig. 1a and b). In the downstream, the electrons are thermalized isotropically (Fig. 1a, f and j) but the ions are heated slightly more in the \( y \)-direction near the shock front (Fig. 1c and i). The electrons are heated to \( T_e \approx 1.4keV \) and \( T_2/T_1 \approx 2.8 \) (Fig. 1i), which indicates that the electrons are mainly heated by adiabatic compression, \((T_2/T_1)_{\text{adi}} = (n_2/n_1)^{-1} = r^{-1} = r\), where the adiabatic index \( \gamma \) is 2 in 2D. The electron temperature in the downstream slightly increases as the compression ratio relaxes to \(~ 2.1 \) (Fig. 1). The ions are heated to a value much higher than the electrons near the shock front (namely \( T_2/T_1 \approx 3 \sim 5 \) in Fig. 1), highlighting the more substantial role of non-adiabatic particle energization for the ions than the electrons.

The flow velocity in the downstream is mainly in the \( x \)-direction, oscillating around \( V_{\text{wall}} = 0.0052c \) (Fig. 1k and h). The flow velocity in the \( y \)-direction oscillates around zero in the downstream (Fig. 1k and h) due to the \( E_x \times B \)-drift. The damped oscillatory pattern in the downstream results from weak turbulent dissipation in the shock transition region via the modified two-stream instability \[22, 23\]. This instability arises from the incoming and reflecting ions at the shock front. The ions are reflected in a thin region, \( 140 < x < 155c/\omega_{pe} \) (Fig. 1i), due to a potential jump, \( e\Delta \Phi \), across the shock front given by the electron momentum equation \[24, 23\],

\[
e\Delta \Phi \approx \int_{-\infty}^{x} \frac{1}{n} \frac{\partial T_e}{\partial x} dx + \int_{-\infty}^{x} \frac{B_1}{4\pi n_1} \frac{\partial B_z}{\partial x} dx = 2T_1(r-1) + \frac{(r-1)}{M_A^2} m_i V_i^3 = 2.3keV, \quad \text{(2)}
\]

where the ion drift \( V_{iy} \) is omitted.

\[\text{Figure 2}\] shows the \( y \)-averaged \( E_y, E_x \), and the electric potential energy \( e\Phi(x) \) at \( t = 28476/\omega_{pe} \) in the shock rest frame. \( E_y \) is positive and approximately constant.
across the shock (Fig. 2b), but a negative $E_x$ causes a potential barrier for the incoming ions at the shock front (Fig. 2b and c). The potential energy is $e\Phi(x) \approx 3\text{keV}$, a bit larger than the 2.3keV from Eq. [2], and can reflect the low energy tail of the incoming ions, which have an average drift energy in the shock rest frame of 5.74keV ($V_1 = 0.0274c$).

1. Modified Two-Stream Instability as the Source of Dissipation for Shock Sustenance

Figure 3 shows the electron and ion distributions in the shock transition region, $140 < x < 155(c/\omega_{pe})$ in the simulation frame. In (c) and (d), the distributions fit into Maxwellian distributions (dashed lines).

The magnetic field is $B_z = 1.36B_1 = 6.8G$. The electrons are magnetized and have a Maxwellian distribution with a temperature of $T_e = 0.85\text{keV}$. The ions are assumed to be non-magnetized and have drifting Maxwellian distributions. In the electron rest frame, the drift velocities and densities for the incoming and reflecting ions are $V_{xin} = 0.0075c$, $V_{xre} = -0.0165c$, $n_{xin} = 0.78n_i$, $n_{xre} = 0.22n_i$. Both incoming and reflecting ions have a temperature of $T_{xin} = T_{xre} = 0.75\text{keV}$.

The dispersion relation for the MTSI with $\vec{k} = k\hat{x}$ is

$$1 + \frac{\omega^2}{k^2v_{sth}^2} \left( 1 - e^{-\lambda_s} \sum_{m=-\infty}^{\infty} I_m(\lambda_e) \frac{\omega}{\omega - m\Omega_{ce}} \right) - \sum_{s=in,re} \frac{\omega^2}{2k^2v_{sth}^2} Z'(\xi_s) = 0,$$

with $v_{sth} = 0.0085c$ (Fig. 4a and d). We use the distribution in Fig. 4c and (d) for a linear stability analysis of the modified two-stream instability (MTSI) at the shock transition region in the electron drift rest frame to assess whether the associated dissipation is consistent with what is needed to sustain the shock.

For the stability analysis, we also use the following initial parameters extracted directly from the simulation: The magnetic field is $B_z = 1.36B_1 = 6.8G$. The electrons are magnetized and have a Maxwellian distribution with a temperature of $T_e = 0.85\text{keV}$. The ions are assumed to be non-magnetized and have drifting Maxwellian distributions. In the electron rest frame, the drift velocities and densities for the incoming and reflecting ions are $V_{xin} = 0.0075c$, $V_{xre} = -0.0165c$, $n_{xin} = 0.78n_i$, $n_{xre} = 0.22n_i$. Both incoming and reflecting ions have a temperature of $T_{xin} = T_{xre} = 0.75\text{keV}$.
and $Z(\xi)$ is the plasma dispersion function. We then numerically solve Eq. (4), using a fractional polynomial approximation of the $Z(\xi)$ function\cite{21}, the Zemhns and Traub algorithm\cite{28,29} for complex polynomial root finding, and the Muller method\cite{30} to obtain accurate numerical solutions.

Figure 5 shows numerical solutions of Eq. (4) for the parameters given in the paragraphs above (solid lines) and also for slightly different parameters (dotted and dashed lines). The maximum growth rate in the solid line is $\gamma = 4 \times 10^{-7} \omega_{pe}$ at $k = 0.2 \omega_{pe}/c$ (Fig (4b)). The growth rate increases as the magnetic field increases (Fig (4b)), and decreases as the ion and/or electron temperatures increase (Fig (4c) and d), but is less sensitive to $T_e$ than to $T_i$. In Fig (4b), the real frequency is negative, giving a phase velocity comparable to the drift velocity of the reflected ions in the electron rest frame. We compare the numerical solutions with the modes observed in the simulation: In Fig (4c) and (f), the Fourier spectra of $E_x$ and $E_y$ fields from the simulation are plotted. An electrostatic mode is observed at $k_z = 0.2 \omega_{pe}/c$ in $E_x$, in agreement with the MTSI dispersion relation.

Figure 6 shows the fluctuating fields along the $x$-axis at $t = 28476/\omega_{pe}$ for $\delta E_x$, $\delta E_y$, and $\delta B_z$, where we define $\delta A \equiv \sqrt{\langle \mathcal{A} - \langle \mathcal{A} \rangle \rangle^2}$ and $\langle .. \rangle$ is the ensemble average. Here we use the $y$-average as the ensemble average. In (a) and (b), $\delta E_x$ and $\delta E_y$ increase at the same rate in the shock transition region. In (c), we plot the ratio of $\delta E_x$ to $\delta E_{x0}$, where $\delta E_{x0}$ is the fluctuating field in the upstream. In (d), the magnetic field fluctuation is negligible compared to the electric field fluctuation since the MTSI has electrostatic modes. The red line in (c) is the evolution curve of the fastest growing mode in the MTSI, $\exp[\gamma(x-x_0)/V_1]$, where the growth rate $\gamma = 4 \times 10^{-7} \omega_{pe}$ and the shock speed $V_1 = 0.0274c$. The MTSI begins to operate at $x = x_0 = 140c/\omega_{pe}$ and ends before $x = 160c/\omega_{pe}$ during the shock transit time, $\Delta t = \Delta x/V_1 \sim 730/\omega_{pe}$, and is enough to excite the electric field fluctuation observed in the shock transition region.

Whether this level of $\delta \mathbf{E}$ is sufficient to generate the entropy increase required for the shock is an interesting question. The entropy change equation can be written as by acting $\int d\mathbf{v}(1 + \ln(f))$ on the Vlasov equation \cite{21,31}

$$\frac{\partial (ns)}{\partial t} + \frac{\partial (nV_x s)}{\partial x} = \frac{\partial}{\partial x} \int d\mathbf{v}' v'_x \langle f \rangle \ln(f)$$

$$+ \frac{e}{m} \int d\mathbf{v} \left( \frac{\partial f}{\partial v} \right) \left( \frac{\partial}\partial v \left( \delta \mathbf{E} + \frac{1}{c} \mathbf{v} \times \delta \mathbf{B} \right) \delta f \right),$$

where $s(x)$ is the specific entropy (entropy/particule), $s(x) = -\int d\mathbf{v} \langle f(x,v) \rangle \ln(f(x,v)) \rangle / \int d\mathbf{v} f(x,v)$, $n = \int d\mathbf{v} f(x,v)$, $V_x = (1/n) \int d\mathbf{v} v_x f(x,v)$, and $v'_x = v_x - V_x$. In the shock rest frame ($\partial/\partial t = 0$), Eq. (4) can be written as

$$s(x) - s_1 - \frac{F(x) - F_1}{n_1 V_{x1}} = \frac{1}{n_1 V_{x1}} \int^x dx$$

$$\frac{e}{m} \int d\mathbf{v} f \left( \frac{\partial f}{\partial v} \right) \left( \frac{\partial}{\partial v} \left( \delta \mathbf{E} + \frac{1}{c} \mathbf{v} \times \delta \mathbf{B} \right) \delta f \right).$$

Here $F(x) = \int d\mathbf{v}' v'_x \langle f \rangle \ln(f)$ as seen in Ref. [31].

In principle, one could measure every term in Eq. (5) and show definitively whether this level of $\delta \mathbf{E}$ is sufficient to generate the entropy increase required. However, the term on the right-hand side, the entropy change due to fluctuating fields, involves $\delta f$ and is difficult to evaluate from the simulation. Here, we measure the terms on the left-hand side of Eq. (5). Figure 6a shows the specific entropy for the ions measured from the raw particle data in the simulation. The specific entropy jump between the upstream and downstream is $\sim 0.4$. The Sackur-Tetrode equation for the entropy of an ideal gas gives a similar result for the entropy jump in this simulation, $\Delta s = (S_2 - S_1)/N = \ln \left( \left\{ (1/r) (T_2/T_1) \right\}^{d/2} \right) = 0.35$, where $d$ is the degree of freedom ($d = 2$ for 2D), $r = 2.1$, and
$T_2/T_1 = 1.5/0.5$. Figure 6(b) shows $F(x)$ for the ions in Eq. (5). When $f(\vec{v})$ is an even function about $V_z$ such as a drift-Maxwellian distribution, $F(x)$ vanishes. We see non-zero $F(x)$ in the transition region. In Fig. 6(c), we plot $\Delta s = s(x) - s_1$ (red line), $\Delta F/n_1 V_{x1} = \{F(x) - F_1\}/n_1 V_{x1}$ (blue line), and $\Delta s - \Delta F/n_1 V_{x1}$ (black line) for the ion. Therefore, we conclude that the fluctuating fields excited by the MTSI are necessary for the entropy creation throughout the downstream region. Whether they are sufficient remains an open question.

Another possible instability responsible for shock formation comes from diamagnetic currents on the shock front [21], and would have a mode with $k_y$. This mode, however, is not observed in either $E_x$- or $E_y$-spectrum as seen in Fig. 6(e,f). This is supported by another perpendicular shock simulation where the magnetic field is initialized in the simulation plane and the $k_y$-mode is precluded but the same shock structure is seen.

B. Particle heating via shock drift acceleration

1. Dynamics of ions and electrons incurring SDA

Shock surfing acceleration (SSA) [10, 11, 22, 32, 33], whereby particles are trapped in the solitary wave structure excited by the Bunemann type instability at the shock front and then accelerated by the convective $E_y$ field along the shock, is inefficient for low Mach perpendicular shocks. We find no evidence of SSA in our simulation. However, when particles pass through the shock transition region, the magnetic field jump at the shock front allows particles to experience shock drift acceleration (SDA) [11, 35, 40]. SDA results from the fact that the $E_y$ is constant across the shock but magnetic field jump gives different gyro-radii of a particle at two sides of the shock. This gives rise to a net drift along the $y$-axis, $\delta y$, and a net gain energy of $\delta \epsilon = eE_y\delta y$ per particle.

In our simulation, both ion and electron heating via SDA are observed. Figure 7 shows the normalized ion and electron distributions in the downstream rest frame, $f(\epsilon) = (1/N_{tot})dN(\epsilon)/d\epsilon$, in the downstream region of $145 < x < 340(c/\omega_{pe})$ at $t = 28476/\omega_{pe}$. Both distributions have a low energy regime that corresponds to adiabatic heating ($\epsilon \lesssim 5\text{keV}$ for the ion and $\epsilon \lesssim 10\text{keV}$ for the electron) and a high energy regime due to SDA. The ion distribution fits into a multi-temperature Maxwellian distribution with temperatures of $T_{i1} = 1.5\text{keV}$ in $0 < \epsilon < 5(\text{keV})$, $T_{i2} = 2.6\text{keV}$ in $5 < \epsilon < 17(\text{keV})$, and $T_{i3} = 1.6\text{keV}$ in $\epsilon > 17\text{keV}$ (Fig. 7a). The electron distribution fits into a two-temperature Maxwellian distribution with temperatures of $T_{e1} = 1.4\text{keV}$ in $0 < \epsilon < 10(\text{keV})$, $T_{e2} = 1.9\text{keV}$ in $\epsilon > 13(\text{keV})$ (Fig. 7b). The minimum energy where SDA is effective has different origins for the ions and electrons. The difference mainly comes from the fact that the magnetic moment is conserved for the electrons but not for the ions in the shock transition region.

We discuss SDA for the ions first. Figure 8 shows typical tracks for an ion experiencing SDA (the left column) and for one not experiencing SDA (the right column) from the simulation. Figure 8(a) shows the particle’s $x$-coordinate vs time, along with positions of the shock front and the subsequent 3 compression peaks identifiable in Fig. 3(a). When the particle meets the shock front, it turns back toward the upstream. The trajectory in the $xy$-plane in Fig. 8(b) shows the particle drifting up along the $y$-axis with a larger gyro-radius after turning back. Accelerated by the $E_y$ field, the kinetic energy of the

FIG. 7: Simulation result of the energy distribution, $f(\epsilon) = (1/N_{tot})dN(\epsilon)/d\epsilon$, in the downstream rest frame of $145 < x < 340(c/\omega_{pe})$ at $t = 28476/\omega_{pe}$. (a) Ion energy distribution and fittings into Maxwellian temperatures with $T_1 = 1.5(\text{dot-dashed}), 2.6(\text{dotted})$, and $1.6(\text{keV})(\text{dotted lines})$. (b) Electron energy distribution and fitting into Maxwellian temperatures with $T_1 = 1.4\text{keV}(\text{dashed line})$ in $0 < \epsilon < 10$ and $T = 1.9\text{keV}(\text{dotted line})$ in $\epsilon > 13(\text{keV})$.

FIG. 8: A typical ion tracking experiencing SDA (in the left column) and not experiencing SDA (in the right column). In (a), we plot the positions of the shock front, the 2nd, 3rd, and 4th peaks traveling to the $-x$ direction in the simulation frame.
where \( \rho \) is the gyroradius and \( \Omega_c \) is the gyro-frequency. The minimum velocity to experience SDA is indicated by \( \tilde{v}_{\text{min}} = v_{\text{min}} V_s' \).

\[ \tilde{v}_{\text{min}} = \frac{1}{2 M} \left( v_{\text{min}} V_s' \right)^2 = 5.04 \text{ keV,} \] using the measured value of \( r = 2.8 \). This agrees reasonably well with the transition at \( \epsilon_{\text{min}} \sim 5\text{ keV} \) in Fig.9(a), measured in the downstream rest frame.

We now describe electron SDA. In Fig.10 we plot typical tracks of an electron experiencing SDA (the left column) and one not experiencing SDA (the right column) from the simulation. Unlike the ions in Fig.8, the electrons drift through the shock (Fig.10a and d) without turning back. Since the electron gyro radius is small compared to the shock width, the electron magnetic moment can be treated as a constant in the shock transition region. In addition to the drift in the \( x \)-direction, electrons also drift in the \( y \)-direction due to \( E_x \times B \)-drift and \( \nabla B \)-drift.

In Fig.10(b), the electron drifts downward (\( -\hat{y} \) axis) due to the \( \nabla B \)-drift in the shock transition region around \( x = 260 c/\omega_{pe} \) and its kinetic energy increases up to 20keV after encountering the shock front [Fig.10(b)]. After leaving the shock front, the energy decreases to 1keV in the \( \partial B/\partial x < 0 \) region and then increases again to 17keV once it encounters the 4th compression peak. In contrast, the electron in Fig.10(e) drifts upward (\( \hat{y} \) axis) due to the \( E_x \times B \)-drift (\( E_x < 0 \) in the shock transition region) and its energy is fluctuating between \( 0 < \epsilon < 3 \text{ keV} \).

For an electron to experience SDA, it must drift downward, which is possible when the \( \nabla B \)-drift is larger than the \( E_x \times B \)-drift in the shock transition region where \( \partial B/\partial x > 0 \) and \( E_x < 0 \). This condition can be written
as
\[
\frac{mv^2c}{2eB_z^2\Delta x} \Delta E_x \geq \frac{\epsilon|E_x|}{B_z},
\]
where \(\Delta x\) is the width of the shock transition region. The minimum energy for the electrons to experience SDA is then
\[
\epsilon_{\text{min}} = \epsilon|E_x|B_z \frac{\Delta x}{\Delta E_x} \frac{\epsilon|E_x|\Delta x}{2} \left( \frac{r+1}{r-1} \right),
\]
where \(B_z\) and \(\Delta B_z\) are taken as \((r+1)B_1/2\) and \((r-1)B_1\), respectively. With \(r = 2.8\) and \(E_x = -0.0003\ m\omega_{pe}/e\) for our shock, \(\epsilon_{\text{min}}\) is estimated to be 3.24keV. The negative \(E_x\) field in the shock transition region requires the electrons to have higher threshold energy for SDA.

2. Electron Spectrum from SDA

Now we discuss the electron spectrum due to SDA. Neglecting adiabatic heating, the electron energy change during one gyro-cycle in the shock transition region is \(\delta e_{\text{SA}} = eE_{\perp} \delta y\), where \(\delta y\) is the net drift distance from the \(\nabla B\)-drift and the \(E_x \times B\)-drift during one gyro-cycle and is given by
\[
\delta y = \left( \frac{c\epsilon eB_z}{2} \right) \frac{\Delta x}{2} \frac{\Delta E_x}{E_x} \frac{2}{\Omega_e},
\]
(10)
Here, \(\epsilon = mv^2/2\) is the electron energy of gyro-motion. The rate of energy change from SDA is given by
\[
\frac{de}{dt} = \frac{\alpha \epsilon - \eta}{\tau},
\]
(11)
where \(\tau = 2\pi/\Omega_e\) is the period of one gyro-cycle, and \(\alpha\) and \(\eta\) are defined respectively as
\[
\alpha = \frac{2\pi mcV_1B_1}{eB_z^2} \frac{\Delta B_z}{\Delta x}, \quad \eta = \frac{2\pi mcV_1B_1|E_x|}{B_z^2}.
\]
(12)
The solution to Eq.(11) is
\[
\epsilon = (\epsilon_1 - \epsilon_{\text{min}}) \exp \left( \frac{\alpha t}{\tau} \right) + \epsilon_{\text{min}}, \quad (\epsilon_1 > \epsilon_{\text{min}}),
\]
(13)
where \(\epsilon_1\) is the particle energy before entering the shock transition region and \(\epsilon_{\text{min}}\) is written as \(\epsilon_{\text{min}} = \eta/\alpha\) using Eq.(9) and (12).

If we assume that the particle enters the shock at a time \(t = 0\) with energy \(\epsilon_1\) then the probability for a single electron to leave the shock transition region at a time \(t\) is given by a Dirac delta function,
\[
P(t)dt = \delta(t - \Upsilon)dt,
\]
(14)
where \(\Upsilon\) is a characteristic time for escape and is given by \(\Upsilon = \Delta x/(V_x^z)\), \(\Delta x\) is the width of the shock transition region, and \(\langle V_x^z\rangle\) is the averaged drift velocity. The associated probability of an electron to change its energy from \(\epsilon_1\) to \(\epsilon\) is
\[
P(\epsilon, \epsilon_1) d\epsilon = \delta \left( \epsilon - (\epsilon_1 - \epsilon_{\text{min}}) e^{\alpha \Upsilon/\tau} - \epsilon_{\text{min}} \right) d\epsilon.
\]
(15)
The energy distribution in the downstream rest frame is obtained by
\[
f_2(\epsilon_2) = \int_{\epsilon_{\text{min}}}^{\infty} d\epsilon_1 f_1(\epsilon_1) P(\epsilon_2, \epsilon_1),
\]
(16)
where \(f_1(\epsilon_1)\) is the energy distribution in the upstream rest frame and given by \((1/T_1)e^{-\epsilon_1/T_1}\). Then the energy distribution after SDA is a translated Maxwellian distribution with a temperature \(T_2 = T_1e^{\alpha \Upsilon/\tau}\) for \(\epsilon_2 > \epsilon_{\text{min}}\),
\[
f_2(\epsilon_2) = \frac{1}{T_1 e^{\alpha \Upsilon/\tau}} \exp \left\{ -\frac{1}{T_1 e^{\alpha \Upsilon/\tau}} \left\{ \epsilon_2 + (e^{\alpha \Upsilon/\tau} - 1)\epsilon_{\text{min}} \right\} \right\},
\]
(17)
where \(\alpha \Upsilon/\tau\) is given by
\[
\frac{\alpha \Upsilon}{\tau} = \frac{\epsilon_2}{\epsilon_1} \frac{V_1 B_1}{B_z^2} \frac{\Delta B_z}{\langle V_x^z \rangle} = \frac{8\pi(r-1)}{(r+1)^3},
\]
(18)
For \(r = 2.8\) in our shock, \(e^{\alpha \Upsilon/\tau} \approx 2.09\) and \(T_2 = T_1 e^{\alpha \Upsilon/\tau} = 1.04\)keV.

If we include the adiabatic heating in Eq.(11), then the energy equation in the shock transition region becomes
\[
\frac{de}{dt} = \frac{\alpha (\epsilon - \epsilon_{\text{min}})}{\tau} + \frac{\epsilon}{\xi + t}, \quad (0 < t < \Upsilon, \epsilon_1 > \epsilon_{\text{min}}),
\]
(19)
where \(\xi = \Upsilon/(r - 1)\) and the solution is given by
\[
\epsilon = e^{\alpha t/\tau} \left( 1 + \frac{t}{\xi} \right) \left\{ \epsilon_1 + \epsilon_{\text{min}} \frac{\alpha \xi}{\tau} e^{\alpha \xi/\tau} \left\{ E_i \left( -\frac{\alpha \xi}{\tau} \right) - E_i \left( -\frac{\alpha \xi}{\tau} \right) \right\} \right\}, \quad (0 < t < \Upsilon, \epsilon_1 > \epsilon_{\text{min}}),
\]
(20)
where \(E_i(s) \equiv \int_s^{\infty} (e^q/q) dq\).

When the escape probability for an electron in the shock transition region is given by Eq.(14), we calculate the energy distribution in the downstream using Eq.(16) and (20).

We get a translated Maxwellian distribution with a temperature \(T_2 = T_1 e^{\alpha \Upsilon/\tau}\),
\[
f_2(\epsilon_2) = \frac{1}{T_1 e^{\alpha \Upsilon/\tau}} \exp \left\{ -\frac{1}{T_1 e^{\alpha \Upsilon/\tau}} \left\{ \epsilon_2 + \epsilon_{\text{min}} \frac{r\alpha \xi}{\tau} e^{\alpha \xi/\tau} \right\} \times \left\{ E_i \left( -\alpha \xi/\tau \right) - E_i \left( -\frac{\alpha \xi}{\tau} \right) \right\} \right\}, \quad (\epsilon_2 > \epsilon_*),
\]
(21)
where \(\epsilon_* = \epsilon(t = \Upsilon, \epsilon_1 = \epsilon_{\text{min}})\) in Eq.(20), \(\alpha \Upsilon/\tau\) is given by Eq.(18), and \(\alpha \Upsilon/\tau = 8\pi(r - 1)^3\). For \(r = 2.8\) in our shock, \(\epsilon_* = 12.9\)keV and \(T_2 = T_1 e^{\alpha \Upsilon/\tau} = 2.9\)keV. The energy distribution in the downstream for \(\epsilon_2 < \epsilon_{\text{min}}\) is given by pure adiabatic heating,
\[
f_2(\epsilon_2) = \frac{1}{\tau T_1} \exp \left\{ -\frac{\epsilon_2}{\tau T_1} \right\}, \quad (\epsilon_2 < \epsilon_{\text{min}}).
\]
(22)
FIG. 11: Theoretical electron energy distribution $f_2(\epsilon)$ after SDA + adiabatic heating (solid line) and pure adiabatic heating (dashed line) with $r = 2.8$ in (a). In (b), $r = 2.1$ for SDA + adiabatic heating (solid line) and $r = 2.8$ for pure adiabatic heating (dashed line) are taken. The simulation result (thick solid line) is plotted for comparison.

In Fig.11 we plot Eq. (21) (solid line), Eq. (22) (dashed line) and the simulation result (thick solid line) [Fig.7(b)]. The temperature $T_2 = 2.9$ keV for $\epsilon > \epsilon_*(= 12.9$ keV) from Eq. (21), however, is larger than the $T_2 = 1.9$ keV from the simulation (Fig.7). The difference between the theory and the simulation results from the oscillatory shock structure in the simulation where the high energy electrons gain and lose energy via SDA by drifting downward ($-\hat{y}$ axis) in the region of $\partial B/\partial x > 0$ and by drifting upward ($+\hat{y}$ axis) in $\partial B/\partial x < 0$, respectively. When an effective compression ratio, $r = 2.1$, is applied to the electrons experiencing SDA, the corresponding temperature becomes $T_2 = T_1 e^{x^{2}/\tau_0} = 1.9$ keV for $\epsilon > \epsilon_*(= 8.6$ keV), which is consistent with the simulation result. In Fig.11(b), we plot Eq. (21) (solid line) with $r = 2.1$, Eq. (22) (dashed line) with $r = 2.8$, and the simulation result (thick solid line).

C. Effects on spectra when a realistic mass ratio of protons and electrons is used

Since our simulations have employed a reduce mass ratio of $m_i/m_e = 30$, it is natural to wonder what the energy spectra would be for a real mass ratio $m_i/m_e = 1836$ for fixed Mach number and plasma $\beta$. The energy spectrum depends on the shock structure, in particular the changes of $B_z$ and $E_z$ across the shock.

The change in $B_z$ across the shock from $B_1$ to $rB_1$ and the shock electric potential jump $\epsilon\Delta \Phi$ in Eq. (2) does not vary with the ion mass for fixed Mach number and plasma $\beta$. Thus, the same fraction of ions as computed for our reduced mass ratio will reflect at the shock front for the realistic mass ratio case. The MTSI still operates and the growth rate is reduced by $\sqrt{1836/30}$ for fixed Mach number and plasma $\beta$. This implies that we need $\sqrt{1836/30}$ times longer time to generate the shock in the electron plasma frequency ($1/\omega_{pe}$) timescale. In addition, the electron energy distribution via SDA in Eq. (21) as well as the minimum energy for the electrons to incur SDA in Eq. (9) does not vary with the ion mass.

In short, we expect the energy spectrum at least for electrons observed for our simulations with a reduced mass to be unchanged when a realistic mass is used.

IV. CONCLUSIONS

We simulated a purely perpendicular, low Mach number fast mode shock relevant to the termination shocks in solar flare magnetic reconnection outflows. We employed a 2D particle-in-cell code with a moving wall boundary condition for a reduced ion/electron mass ratio $m_i/m_e = 30$. The moving wall method generates a slowly propagating shock compared to the more standard fixed reflection boundary method, and allows for smaller box sizes and more efficient use of simulation time.

Both electrons and ions experience the shock drift acceleration (SDA) in our simulations. The transition energy point from pure adiabatic heating to SDA measured in the downstream rest frame is given by $\sim 5$ keV for the ions and $\sim 10$ keV for the electrons. These values are well modeled by our theoretical analysis of SDA. The negative $E_z$ field in the shock transition region requires the electrons to have high threshold energy for SDA. The ion energy distribution in the downstream shows a tri-Maxwellian distribution and the electron energy distribution in the downstream shows a bi-Maxwellian distribution. We theoretically modeled the electron energy distribution via SDA with/without adiabatic heating. If the probability for an electron to escape from the shock transition region is given by a Dirac delta function, we have a bi-Maxwellian distributions which agrees with the simulations.

The microphysical mechanism by which the collisionless shocks are sustained over the course of the simulation long after the initial shock formation stage is an important issue. We have found that this is naturally explained by a modified two-stream instability due to the incoming and reflecting ions in the shock transition region—the unstable mode being therefore along the $k_x$ axis (shock normal direction) as seen from the spectral analysis of $E_x$ field. The maximum growth rate, $\gamma = 4 \times 10^{-4} \omega_{pe}$, from the modified two-stream instability is enough to excite the observed electric field fluctuation during the shock transit time ($\sim 730/\omega_{pe} < 1/\gamma$). We also found that the fluctuating field is responsible for the observed entropy generation throughout the downstream region.
A. Appendix - Moving Wall

Particles will interact with the wall moving in the positive $x$ direction at some time between $t_n$ and $t_{n+1}$ and not exactly at $t_{n+1}$. We trace back both the particles position in space and the wall's position in space, for each particle, and then calculate the correct reflection velocity used to determine the particles final and current locations. The meeting location between wall and particle can be found by determining the time increment $\Delta t_x = t_{n+1} - t_{\text{meet}}$ at which the particle collides with the wall using

$$x_p - v_p \Delta t_x = x_{\text{wall}} - v_{\text{wall}} \Delta t_x,$$

where $x_p$ is the particle location in $x$ at $t_{n+1}$, $v_p$ is the particle's $x$ velocity at $t_{n+1}$, and $x_{\text{wall}}$ is given by $L_x + v_{\text{wall}} \Delta t$. Once $\Delta t_x$ is determined the particle's position is advanced backward by an increment $v_p \Delta t_x$, the current deposited is removed and the proper reflection velocity is determined.

We determine the rebound velocities of the particles by Lorentz boosting into the frame co-moving with the wall. In this frame, the $x$ component of the velocity is simply reversed and the $y$ and $z$ components of the velocity are unchanged after a collision. We then transform back to the simulation frame and determine the new velocities by equating the total momentum 4 vectors in each frame. The particles are then advanced by $v(\Delta t - \Delta t_x)$ and their momenta are calculated using the new Lorentz factor calculated from their rebound velocities.
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