Unboxing Quantum Black Box Models: Learning Non-Markovian Dynamics
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Characterizing the memory properties of the environment has become critical for the high-fidelity control of qubits and other advanced quantum systems. However, current non-Markovian tomography techniques are either limited to discrete superoperators, or they employ machine learning methods, neither of which provide physical insight into the dynamics of the quantum system. To circumvent this limitation, we design learning architectures that explicitly encode physical constraints like the properties of completely-positive trace-preserving maps in a differential form. This method preserves the versatility of the machine learning approach without sacrificing the efficiency and fidelity of traditional parameter estimation methods. Our approach provides the physical interpretability that machine learning and opaque superoperators lack. Moreover, it is aware of the underlying continuous dynamics typically disregarded by superoperator-based tomography. This paradigm paves the way to noise-aware optimal quantum control and opens a path to exploiting the bath as a control and error mitigation resource.

INTRODUCTION

Understanding open quantum systems is critical to address and overcome the imperfections of current state-of-the-art quantum hardware. An array of master equation techniques have been developed to address the dynamics of both Markovian and non-Markovian open quantum systems from first principles.1 However, determining the appropriate forms and parameters for these master equations for real systems is challenging.2 One way of linking these mathematical models to experiments is either through continuous parameter estimation or discrete operations tomography, which start with a model based in physical reality and fit the unknown parameters to experimentally available data. Considerable work has been dedicated to reconstruct master equations governing the dynamics of open quantum systems3–6 including direct characterization7,8 and the use of quantum process tomography for Lindblad estimations.9–14 Moreover, some recent work has been dedicated to calibrating hardware beyond the Lindbladian formalism to characterize non-Markovian processes.13,15–19

To overcome the limitations of some of these methods, the physics community has started incorporating20–23 modeling, optimization, and gradient descent tools from machine learning, mainly in the form of advanced gradient descent algorithms22 and automatic differentiation compilers.25–27 Such tools were already in some limited use before the latest artificial intelligence revival, under the names of sensitivity analysis, reverse design, and even optimal control.28–32 However, typical parameter estimation methods fail when we cannot construct a model to be parameterized and fitted, causing a structural or bias error in the estimator (e.g. when a Lindbladian master equation fails to describe non-Markovian dynamics). In recent years deep learning has been used to circumvent this problem, formalized under the umbrella of the bias-variance theorem.33–35 In principle these methods are capable of representing many useful dynamics that might be difficult to represent without bias errors when using typical approaches.18,36,37 However, such black box approaches swing far in the opposite direction of the trade-off imposed by the bias-variance theorem. Given their universality, deep learning constructs are not susceptible to the bias-inducing model errors that crop up when we use an incomplete description for the system under study, but they have vastly larger variance and require large amounts of experimentally-derived training data to overcome it. There are also examples of protocols that dynamically explore this trade-off, at least for Hamiltonian models, by modifying the structure of the model on-the-fly.38

Despite the success of these black-box machine learning models, they have a significant ideological and practical weakness. A neural network might be sufficient to model and control a system, but it does not provide succinct insight into the underlying physics. More practically, a neural network approach also disregards the already available physical insight and does not exploit the simple, albeit imprecise, models we already have. Such ‘tabula rasa’ approaches become particularly expensive, as the training process needs to learn the sum total of physics knowledge about the system from scratch, instead of starting from a nearly correct physical model.

Some of the physical constraints can be put back in the model, by throwing away any attempts to study the continuous dynamics, and simply learn the superoperator
Figure 1. Susceptibility to model errors vs. efficiency and interpretability of the model: A richly parameterized model like a recurrent neural network need not suffer model errors, as long as vast amounts of training data is available. In contrast, a typical physics-informed model would have much lower variance for the same amount of training data, but might suffer from bias and model errors. The STEADY approach provides for richly over-parameterized modeling that inherits the useful properties of neural networks, without sacrificing as much interpretability and efficiency. STEADY is a new way to look at the bias-variance tradeoff.

...being realized by the given hardware. A large family of tomography techniques\(^\text{14,39–43}\) employ this approach, even for study of non-Markovian dynamics.\(^\text{13,15,17,44,45}\) However, even this approach, does not provide insight into the continuous dynamics of the hardware, as only the final state of the dynamics is studied.

To fill this critical gap, here we present a continuous-dynamics modeling approach, named non-Markovian Stochastic Estimation of Dynamical Variables (STEADY). Our method requires comparatively little data to achieve a given level of variance, without sacrificing physicality. Moreover, our approach retains interpretability of the continuous dynamics, usually seen only in the explicit ODE modeling techniques, without suffering from their propensity for model errors. Figure 1 schematically depicts the trade-off between the versatility of machine learning (ML) models and the interpretability of traditional parameter estimation. ML avoids structural errors, as it is almost model-free. Traditional parameter estimation over master equations is interpretable, sparse, and less demanding, but susceptible to model errors. The STEADY method takes the best features of each approach, leading to a physical model based on known dynamical laws, but parameterized richly enough as to avoid the structural errors typically plaguing parameter estimation.\(^\text{52}\) Similarly to how convolutional networks exploit spatial structure\(^\text{46}\) or recurrent networks encode memory,\(^\text{47}\) the architecture of our augmented model encodes the completely-positive trace-preserving (CPTP) nature of quantum dynamics, from the Markovian to the non-Markovian regimes. This enables the training procedure to proceed with comparatively little available training data, without sacrificing model fidelity. Importantly, our method learns the generators of the continuous dynamics of the system, not only discrete gates as done in many tomographic techniques.\(^\text{17,48}\) This enables its use in optimal control and experimental design, where targets like operational fidelity and Fisher information are being optimized.

Next, we describe the architecture of the protocol and show how it compares with machine learning approaches. A particularly pertinent example of non-Markovian dynamics which have challenged conventional characterization methods comes from the quest to implement a reliable physical qubit. Whether in the case of solid state silicon,\(^\text{49–51}\) NV-centers,\(^\text{52,53}\) or superconducting qubits,\(^\text{19}\) couplings to the bath of parasitic two-level systems cause significant non-Markovian effects. To retain this practical context, first we demonstrate the much higher efficiency of our method in characterizing a qubit undergoing weak measurements, when compared to recent machine learning techniques.\(^\text{54,55}\) Going beyond stochastic master equations, we then test our approach in characterizing a non-Markovian environment, a task previously attempted only through perturbative expansions of the Nakajima–Zwanzig equation.\(^\text{1,56,57}\)

RESULTS

While the STEADY approach can be used for optimal control and experimental design, its advantage over the status quo is most clearly elucidated in the task of parameter estimation where we want to learn a model for the dynamics of a system from experimental measurements. To introduce the method, first consider the typical black-box approach popularized by neural networks, or in this case a recurrent neural network (RNN). An RNN explicitly contains the notion of time and instantaneous dynamics. The state of the system is encoded in an un-interpretable and learned vector $s_t$ where the subscript denotes the time step, the experimental observations are in the vector $o_t$, and control fields imposed on the hardware are in the vector $c_t$. The dynamics are encoded in the weights $W$ which parameterize the behavior of each recurrent step as seen in Fig. 2. A typical parameterization where the weights are three matrices $W = (W_{ss}, W_{sc}, W_{os})$ might look like
It is interpretable, but the internal state of the system is not.

where \(O\) is the observable we are studying and the time interval \(\Delta t\) is the integrator’s step size. This is exactly the RNN structure we have already considered (or more precisely, a neural ODE\(^{56}\)), but with a different parameterization for the dynamics. Advanced adaptive integrators can be used for stiff dynamics without changing this structure.

This identification permits us to work-around the usual constraints of the bias-variance theorem, and also retain the favorable convergence properties of deep neural network models. We can sequester the overparameterized nature of the neural network to the parameterization of the generator of the dynamics, e.g. by rewriting the Hamiltonian as neural-net-like expression:\(^{22}\)

\[
H_{ij}(S, h; c) = h_{ij} + \sum_k S_{ijk} c_k, \tag{4}
\]

where \(W = (h, S)\) are the arrays of parameters that need to be learned. We can employ similar parameterizations for collapse operators and non-Markovian memory kernels.

This parameterization, together with enforcing the overall physics-based form of the master equation, enables high-fidelity parameter estimation resilient to model errors while using orders of magnitude less training data, as our model does not need to learn the laws of nature from scratch. Interestingly, such approaches have recently been suggested in robotics.\(^{60,61}\) Below we explore how to encode various master equations into such a machine learning architecture.

### Stochastic Master Equations and Weak Measurements

To model the effect of a noisy environment, we need to employ at the very least a master equation like Lindblad’s or a quantum trajectories approach.\(^{60,61}\) However, if we are able to additionally obtain a partial knowledge of what the environment saw when it disturbed our system (i.e., a weak measurement), then we need to extend the Lindblad approach to a more general stochastic master equation.

Performing parameter estimation for stochastic master equations has proven particularly difficult, due to the challenges to define an efficient optimization target over a stochastic process. Competing schemes capable of dealing with these difficulties require millions of measurement records in their training sets,\(^{55}\) while we achieve similar results with three orders of magnitude fewer measurements, by rewriting a typical backaction master equation solver in an autodifferentiable form.

We consider a system governed by the following dynamics (an Ito stochastic differential equation)

\[
d\rho = (-i [H, \rho] + D(c, \rho)) dt + \sqrt{\eta} \mathcal{H}(c, \rho) dW
\]

\[
D(c, \rho) = \epsilon p c^\dagger - \frac{1}{2} \{c^\dagger c, \rho\}
\]

\[
\mathcal{H}(c, \rho) = \epsilon p + \rho c^\dagger - \text{Tr} \left( \rho \left( c + c^\dagger \right) \right) \rho.
\]

\[
(5)
\]
Figure 3. Reconstructing the dynamics of a system based on a week measurement record. (a) An illustration of a recorded weak measurement signal and the corresponding reconstruction. The dashed line represents the recorded signal from one single quantum trajectory (e.g., recorded signal from a readout cavity in arbitrary units). The thick black line describes the true, experimentally unavailable (but available to us in the simulation), trajectory that the qubit excited population has taken. The blue and orange lines are our attempts to reconstruct the trajectory from the weak measurements, by using estimates for the dynamical parameters governing the system. For orange the STEADY parameter estimator had access to only 10 recorded trajectories. For blue it had access to 1000 recorded trajectories. The trajectories were recorded at a resolution at least as dense as the one required by the numerical solver. For similar results RNN based methods require millions of recorded trajectories in their training set. (b) A more formal test of the fidelity of reconstruction, plotting the root mean square error in the population prediction, averaged over the entire duration of multiple randomly sampled trajectories.

\[ H \] is the Hamiltonian governing the unitary evolution of the density matrix \( \rho \). \( \mathcal{D} \) marks the Lindblad superoperator with collapse operator \( c \). \( \mathcal{H} \) marks the backaction for observing that same collapse operator, with measurement efficiency \( \eta \). \( W \) is a random Wiener process. We use the common notation for commutator and anticommutator.

The backaction is representing our knowledge of what would otherwise have been information lost in the dissipative Lindblad dynamics. That information takes the form of the record of weak measurements \( V(t) \). We can reconstruct the instance of the Wiener process that has occurred from that record through

\[
\text{d}W = (V - 2\sqrt{\eta} \text{Tr}(\rho c)) \text{d}t.
\]  

To attempt to reconstruct the trajectory of a given state, given this measurement record we would want to solve the following new Ito stochastic differential equation, derived from the original master equation after substituting in the noise reconstruction procedure:

\[
\text{d}\rho = \left( -i [H, \rho] + \mathcal{D} (c, \rho) - 2\eta H(c, \rho) \text{Tr}(\rho c) \right) \text{d}t + \sqrt{\eta} H(c, \rho) \text{d}V.
\]

We will present the performance of our “stochastic estimator for stochastic master equations” by running it on a simulated hardware, so that we can validate the result against the actual state of the system. We compare our results to other methods on the following system: a single qubit coupled to a readout cavity with \( H = \Omega \sigma_x \) and \( c = \sqrt{\gamma} \sigma_z \). The parameters \( \Omega, \gamma, \) and \( \eta \) are to be estimated from the measurement record. For each trajectory we record a sequence of measurements \( \{V_{t_0}, V_{t_1}, \ldots\} \) and a final projective measurement on the \( z \) basis (one single bit of information). We train our auto-differentiable stochastic master equation model on this data. We evaluate the fidelity of the estimates by trying to reconstruct a separate set of trajectories based on their weak measurement record (a validation data set). An example of attempting to reconstruct one such trajectory can be seen in Fig. 3.

This approach can be viewed as restating a stochastic differential equation solver in the form of a recurrent machine learning model. The explicit structure we add to that model, i.e. the form of the stochastic differential equation, ensures we do not need to re-learn universal truths of physics (like the CPTP properties of quantum dynamics), while keeping the results interpretable, and requiring drastically lower amounts of training data. At the same time, a richly parameterized generator of the dynamics (i.e., a more general parameterization for \( H \) and \( c \) if necessary) would allow the same versatility as more naive machine learning models, without requiring an excessively large training set.

Non-Markovian Environments

The STEADY methodology of recasting master equations into machine learning models with explicitly physical architecture can be extended further to one of the most general types of quantum dynamics. The Nakajima–Zwanzig formalism is one of the most accurate methods of generating completely positive trace-preserving dynamics, free of the various assumptions
The non-Markovian STEADY paradigm, provides an important path forward, elusive to other techniques. We retain the rich parameterization that facilitates generalizability and avoidance of model errors, seen in ML methods. However, our protocol does not need vast amounts of training data of deep learning, as the universal properties of the generator of the physical dynamics is explicitly encoded in the structure of our ´pseudo-neural network´. Our versatile physics-based modeling approach would make possible the high-fidelity calibration and noise-aware control of quantum systems even in the presence of non-Markovian effects.

To test the feasibility of our auto-differentiated approach to directly train the Nakajima-Zwanzig equation we picked a system consisting of a qubit surrounded by parasitic two-level systems coupled to it.\textsuperscript{51,63} Such a bath causes more than decoherence, and a simple Lindbladian model that traces out the parasitic subsystems does not provide a high-fidelity reconstruction of the dynamics. At the same time, the type of interactions become increasingly important in accounting for the imperfections of superconducting and NV qubits. A direct unitary simulation of these dynamics requires knowledge of the number of parasitic subsystems and learning their complex network of couplings. Moreover, such a simulation would be exponentially expensive in the number of parasites. Deep learning methodologies would certainly be useful here,\textsuperscript{16} but they have all of the already mentioned downsides pertaining to their significant training data requirements. On the other hand, this system is a perfect target for a Nakajima-Zwanzig approach with a richly parameterized kernel. We overparameterize only the generator of the dynamics, in this case, the memory kernel, while we base the overall architecture on a well defended general master equation. In Fig. 5 we see how this method makes it possible to learn the dynamics to an otherwise unreachable fidelity.

Our approach enables us to restate known master equations in a way that is amenable to the optimization techniques in machine learning. By choosing the part of the model with respect to which we perform the gradient descent, this approach can be used simultaneously for parameter estimation, optimal control, or experiment design. In particular, the precise characterization of non-Markovian noise enabled by this augmented framework opens the door for noise-aware control of devices, where coherences in the interaction with the environment can be used as a resource — one which is frequently disregarded. Here, we exemplify this method on a spin star system where the parasitic couplings to slow baths have been revealed to be the main outstanding systematic error in the modeling of cutting edge quantum hardware.\textsuperscript{19}
Solvers is provided as supplementary files. The aforementioned methods. Simplified and cleaned up version of these solvers include Euler, Euler–Maruyama, and Runge–Kutta. Another integral-differential equation. The solver types include solvers for the stochastic master equation and Nakajima–Schrodinger and Lindblad equation solvers, as well as other models. We prepare training data by performing a complete unitary simulation of a qubit subjected to randomized control drives and coupled to a parasitic system (a spin-star bath). A memory kernel is trained on that data after the bath has been traced out. Practically, that length can be expected to scale as the slowest dynamics involving the traced-out bath, however the exact time and space complexity required of the NZ model hides all of this complexity in a small number of Lindblad-like terms, each having a parameterized memory-kernel profile $K(\tau)$ that needs to be learnt.

### Choice of test systems and cost functions for non-Markovian dynamics

The spin star system is a good test case of a qubit interacting with a parasitic spin bath.\(^{65}\) It has shown to be an effective approximate method for modeling the dynamics of many solid-state spin systems, including nitrogen-vacancy centers in diamond\(^{66}\) and semiconductor qubits,\(^{67}\) where the electronic system of interest interacts with a nuclear spin environment. To produce mock training data for the STEADY method, the entire five spin system depicted in Fig. 6 was simulated using the full unitary dynamics governed by the complete system-bath Hamiltonian as given by,

$$
\hat{H} = \frac{\omega_0}{2} \sigma_z + \sum_{k=1}^{N} A_k \sigma_x \sigma_z^{(k)} + \epsilon_x(t) \sigma_x + \epsilon_y(t) \sigma_y, \quad (9)
$$

where $\omega_0$ is the system energy gap, $\sigma_z$ and $\sigma_z^{(k)}$ are the Pauli operators for the system and $k$th environmental spin respectively (subscript denoting $x$, $y$, or $z$), and $\epsilon_{\alpha}(t)$ is a time-dependent driving field (along $x$ or $y$, in subscript).

Instead of training this entire model, which can include a large number of arbitrarily coupled two-level systems, we train the NZ model which uses a much simpler parameterization. Moreover, the exponentially large cost of simulating multiple subsystems is avoided, as we are simulating one single two-level system. In its place, we have the increased computational complexity due to the presence of a time kernel, proportional to the length of that very kernel. Practically, that length can be expected to scale as the slowest dynamics involving the traced-out bath, however the exact time and space complexity required of the NZ equation are still an open question. Nonetheless, the NZ modeling approach provides a hyperparameter enabling
Figure 6. Central system spin interacting with and environment of parasitic two-level systems. Encountered when attempting to control superconducting qubits or NV centers, due to interactions with their surroundings. Modeling such systems directly, is costly, as it involves the simulation of multiple two-level subsystems. Tracing out the parasitic systems leads to dynamics much more complicated than a typical Lindbladian master equation, because the characteristic timescale of the bath is not much faster than that of the central qubit. This leads to the need for the Nakajima-Zwanzig formalism, employing integral-differential equations with memory kernels. In a way, parameter estimation over such an ansatz can be simpler, because we do not need to worry about the exact number of parasitic two-level systems and their exact couplings.

an otherwise inaccessible trade-off: a shorter kernel can be used when the need for fast computations outweighs the need for high fidelity (as already seen in Fig. 5).

The training process itself involves minimizing the distance between the model prediction and the training data. In the case of the weak-measurement dynamics, it is impossible to repeat the same trajectory multiple times, hence the cost function is

\[ C = \frac{1}{S} \sum_{i=1}^{S} d\left(p_i^{(e)}, p_i^{(m)}\right), \]  

where \( S \) is the number of recorded sample trajectories (indexed by \( i \)), \( p_i^{(m)} \) is the Born probability for the qubit based on the current model parameters, and \( p_i^{(e)} \) is the corresponding experimental measurement (which can only have the values 0 or 1 given that we can sample that trajectory only once). \( d \) is some distance function, e.g. the square of the difference.

If no weak measurements are performed (e.g., the test system we used for the NZ model), then the same trajectory can be sampled repeatedly, and at multiple different times. One possible cost function in that case would be

\[ \hat{C} = \frac{1}{T} \sum_{i=1}^{S} \sum_{j=1}^{T} d\left(p_i^{(e)}(t_j), p_i^{(m)}(t_j)\right), \]  

where \( T \) denotes the number of different durations at which a given experimental replicate is sampled (indexed by \( j \) and \( t_j \) is the corresponding time). Both \( p_i^{(e)} \) and \( p_i^{(m)} \) are now evaluated at multiple different times. Moreover \( p_i^{(e)} \) can now be sampled repeatedly for higher resolution of the training data.
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