Control Strategy Research of D-STATCOM Using Active Disturbance Rejection Control Based on Total Disturbance Error Compensation
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ABSTRACT The distribution static synchronous compensator (D-STATCOM) has the characteristics of nonlinearity, multivariable and strong coupling. Based on the analysis of the D-STATCOM mathematical model, in order to improve the performance of the linear active disturbance rejection controller (LADRC), solve the coupling problem between the d-axis and q-axis current and improve the dynamic tracking response speed and anti-interference ability. A controller with LADRC that compensates the error of the total disturbance is proposed, and the stability of the improved first-order LADRC is proved by the Lyapunov stability theory. Then the output of the full interference channel is corrected to improve the anti-interference ability of the system and the interference observation ability of the linear extended state observer (LESO) to high-frequency noise. Through the analysis of the Bode diagram in the frequency domain, compared with the traditional LADRC, the improved LADRC proposed in this paper has better anti-interference performance. Finally, the improved first-order LADRC is used to replace the traditional D-STATCOM control strategy for current inner loop control, which effectively reduces the disturbance observation error of LESO. The experimental results show that the improved LADRC control performance is better than the proportional integral (PI) controller, and it has better tracking performance and anti-interference performance.

INDEX TERMS Distribution static synchronous compensator (D-STATCOM), total disturbance, linear active disturbance rejection control (LADRC), linear extended state observer (LESO), anti-interference performance.

I. INTRODUCTION
In recent years, due to the large-scale application of smart grids and distributed energy such as wind power and photovoltaics, the grid structure has become more complex. At the same time, the integration of clean energy into the distribution network also poses a huge threat to the stability of the distribution network [1]. In addition, nonlinear power electronic equipment also poses great challenges to the grid structure and the safe operation of the distribution network. The introduction of distribution static synchronous compensator (D-STATCOM) to improve the performance of the distribution network has been used as an economical and effective solution [2], [3]. As a dynamic reactive power compensation device, D-STATCOM can improve system power factor, effectively stabilize voltage, reduce voltage fluctuations and power loss. It is an important device to improve the reliability of power supply and an important part of the field of power quality regulation [4], [5]. Reactive current compensation is related to the tracking control of the compensation current. The tracking control of the compensation current is the key technology of D-STATCOM. Therefore, the AC side current control strategy of D-STATCOM has become a research hotspot [6], [7].

The main method of current loop control is the traditional linear control strategy, which mainly linearizes the system of the nonlinear mathematical model of D-STATCOM. Reference [8] uses proportional integral (PI) controller to decouple
the system in dq0 synchronous coordinate system. The PI controller has a simple control structure. As long as the parameter design is reasonable, the D-STATCOM with PI controller can achieve satisfactory performance. However, the main disadvantage of the PI controller is that if the operating conditions are different from the assumed conditions, especially in the case of large disturbances such as sudden load changes or short-circuit faults, its control performance will decrease. And due to the increase of external interference, the dynamic characteristics of the PI controller will get worse and worse. Therefore, in view of the deficiencies of PI controllers, many intelligent control methods have been proposed, such as particle swarm [9], neural network [10], fuzzy control [11] and so on.

References [12], [13] use sliding mode control to realize the normal operation of D-STATCOM. Sliding mode control enables D-STATCOM to generate sinusoidal symmetrical grid currents with smaller harmonics to improve the power quality of the grid and provide good performance for the distribution network. [14] proposed a STATCOM control method based on voltage source control, using the traditional DC vector control strategy. But it only affects the voltage fluctuation of the system. [15] proposed an optimal fuzzy control strategy based on robust adaptive PI to control D-STATCOM. The controller can ensure the robustness and stability of the system to external disturbances or the changing uncertainties of the power system. Reference [16] uses genetic algorithm to determine the parameters of PI controller in the research of static var compensator and automatic voltage regulator control system, so that the designed controller has strong robustness. Reference [17] proposed an ant colony algorithm optimization method in order to improve the dynamic performance of STATCOM. The ant colony algorithm fine-tunes the coefficients of the PI controller to realize the optimal dynamic management of STATCOM. Reference [18] proposed a self-tuning PI controller that uses particle swarm optimization technology to adjust the controller gain. This algorithm takes into account the global gain and the adjustment of previous gains, and can obtain the desired gain very effectively. However, because the calculation of the controller gain usually takes a long time, this method is more difficult in practical applications.

The actual D-STATCOM system is a non-linear, strongly coupled, multivariable complex system [19]. The control effect of the traditional control method cannot reach the ideal state, and it is difficult to establish an accurate mathematical model of the controlled system. Therefore, for controlled systems with uncertain factors such as nonlinearity, strong coupling, and multivariate, Professor Han Jingqing proposed Active Disturbance Rejection Control (ADRC) [20], which is widely used in many fields [21]–[24]. ADRC takes the form of the series integrator as the canonical form of the controlled object, takes the unknown dynamics and external disturbances of the system outside the canonical model into total disturbances, and expands the total disturbances of the system into new system state variables [25]. ADRC estimates and compensates the total disturbance of the system in real time through the Extended State Observer (ESO), realizes the dynamic linear feedback, and breaks the boundary between the linear system and the nonlinear system. However, this nonlinear control method faces many parameters and is difficult to adjust, which is not conducive to practical engineering applications.

In order to solve the problems of complex calculation, numerous parameters, and difficulty in parameter adjustment of the nonlinear ADRC, Professor Gao Zhiqiang simplified the structure of the ADRC. In [26], linear active disturbance rejection controller (LADRC) was proposed, and a parameter tuning method based on pole configuration was given. This method attributes the parameter design to the setting of the observer bandwidth and the controller bandwidth, retains the excellent performance of ADRC, simplifies parameter setting, reduces the amount of calculation, and is easy to implement in engineering.

In this paper, based on the theoretical analysis of the second-order LESO observation error, an improved first-order LADRC is proposed to compensate the total disturbance estimation error to improve the dynamic capability of the distribution network during various types of grid defects. The remainder of this paper is organized as follows: Section II is the establishment of the mathematical model of D-STATCOM and an introduction to the traditional first-order LADRC. Section III is the structural design of the improved LADRC, and its stability is proved by the Lyapunov stability theory. According to the frequency domain analysis method, Sections IV and V analyze the anti-interference of the improved LADRC and prove its superiority. Section VI proves that the improved LADRC in the D-STATCOM system can maintain stability. Section VII presents the experimental results, which verify the feasibility and effectiveness of the D-STATCOM system based on the improved LADRC. In Section VIII, some conclusions are summarized. The improved controller can effectively eliminate the oscillations caused by active and reactive power, quickly provide active and reactive power to the power system, better reduce voltage fluctuations caused by the system, and improve the overall efficiency of the distribution network.

II. THE MATHEMATICAL MODEL OF D-STATCOM AND TRADITIONAL LADRC

A. THE MATHEMATICAL MODEL OF D-STATCOM

The basic principle of D-STATCOM is to connect the inverter to the AC system in parallel through a filter. By appropriately controlling the switches of the power electronic devices in the inverter, the amplitude and phase of the D-STATCOM input grid current can be adjusted to achieve the purpose of compensating for reactive power [27].

As shown in Fig. 1, the main circuit of D-STATCOM is composed of a voltage-bridge circuit, and its structure is composed of the following parts: voltage support capacitor, which is used to provide a voltage support for the device; The
The three-phase grid voltage; \(i\) D-STATCOM is shown in Fig. 2, where are often used in industry.

The DC side model is the equation (2):

\[
C \frac{du_{dc}}{dt} = s_a i_{ca} + s_b i_{cb} + s_c i_{cc} - \frac{u_{dc}}{R_{dc}} \tag{2}
\]

In the above equation, the resistance \(R_{dc}\) represents the loss of the capacitor; \(S_a, S_b, S_c\) are the switching functions, which are defined as follows:

\[
S_k = \begin{cases} 
1, & \text{k phase upper switch is on} \\
0, & \text{k phase bottom switch is on} 
\end{cases} \quad (k = a, b, c) \tag{3}
\]

From equations (1) and (2), it can be seen that the mathematical model in the abc coordinate system is more complicated and needs to be simplified for analysis. First, convert the variables of the abc coordinate system to the \(\alpha\beta\) coordinate system, and the transformation matrix is selected:

\[
T_{clarke} = \frac{2}{3} \begin{bmatrix} 1 & -\frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{3}} & 0 & -\frac{1}{\sqrt{3}} \\ -\frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} & 0 \end{bmatrix} \tag{4}
\]

The AC quantity of the \(\alpha\beta\) coordinate system can be converted into the DC quantity of the \(dq0\) coordinate system through the park transformation matrix:

\[
T_{park} = \frac{2}{3} \begin{bmatrix} \sin \omega t & \cos \omega t & 0 \\ -\cos \omega t & \sin \omega t & 0 \end{bmatrix} \tag{5}
\]

The mathematical model in the \(dq0\) coordinate system after Park transformation can be obtained:

\[
L \frac{di_{d}}{dt} + \omega L i_{q} = -R i_{d} + \omega L i_{q} - \frac{u_{d}}{R_{dc}} \tag{6}
\]

\[
C \frac{du_{dc}}{dt} = \frac{2}{3} (s_d i_{d} + s_q i_{q}) - \frac{u_{dc}}{R_{dc}} \tag{7}
\]

In equations (6) and (7), \(u_{d}\) and \(u_{q}\) are the voltage components of the d-axis and q-axis on the grid side after coordinate transformation. \(i_{d}\) and \(i_{q}\) are the d-axis and q-axis components of the grid-side current injected by D-STATCOM, respectively. \(u_{d}\) and \(u_{q}\) are the output voltages of D-STATCOM on the d-axis and q-axis. \(s_d\) and \(s_q\) are the switching function components of the d-axis and q-axis, and \(\omega\) is the electrical angular velocity (rad/s). So far, the AC model in the \(abc\) coordinate system has been transformed into the DC model in the synchronously rotating \(dq0\) coordinate system, which is more conducive to control analysis. From equations (6) and (7), we can see that D-STATCOM can be regarded as a first-order system. For measurable first-order systems, the state variables and total disturbances of the system can be observed by designing an appropriate linear extended state observer.

**B. STRUCTURAL DESIGN OF D-STATCOM WITH LADRC**

The D-STATCOM control system is a double closed loop structure composed of a voltage outer loop and a current inner loop. The outer loop generates d-axis and q-axis reference currents \(i_{d-ref}\) and \(i_{q-ref}\) to the current inner loop feedback controller [29], [30].
In the outer loop, the capacitor voltage controller obtains the d-axis reference \( i_{d-ref} \) through the difference between the expected value and the actual capacitor voltage; the q-axis current reference \( i_{q-ref} \) is obtained from the AC system bus voltage or the reactive power controller. The internal current loop controller ensures that the d-axis component \( i_{cd} \) of the actual current tracks the d-axis current reference \( i_{d-ref} \); the q-axis component \( i_{cq} \) tracks \( i_{q-ref} \). The synchronization between the actual voltage and the voltage of the D-STATCOM is achieved through a phase-locked loop (PLL), and the d-q components of the voltage and current are calculated from the \( \theta \) obtained by the phase-locked loop. Among them, the reactive power is regulated by the current \( i_{dq} \), and the active power is regulated by the current component \( i_{cd} \).

Based on the above analysis, this paper designs a double closed loop controller of D-STATCOM system based on LADRC. The controller based on LADRC is used in the current inner loop, and the PI controller is used in the voltage outer loop. The overall structure of D-STATCOM system d-q vector control is shown in Fig. 3.

**C. THEORETICAL ANALYSIS OF TRADITIONAL FIRST-ORDER LADRC**

LADRC is mainly composed of linear tracking differentiator (LTD), linear extended state observer (LESO) and linear state error feedback control law (LSEF). Among them, LTD is responsible for arranging the transition process and tracking the input signal; LESO can estimate the target state and the total interference of the system; LSEF synthesizes the compensation of disturbance estimator to generate the control signal.

LADRC can equate coupling, uncertainty parameters and external interference to total interference. Among them, LESO is responsible for estimating the total interference and performing pure integral series compensation for the system through dynamic compensation. Then use LESF to transform the integral series system into the desired closed-loop system, and get the desired closed-loop dynamic characteristics.

Since LADRC does not depend on the specific mathematical model of the controlled object, the differential equation of the controlled object can be written in the following general form:

\[
\dot{y} = -a_0 y + w + bu
\]  

(8)

In equation (8), \( u \) and \( y \) are the input and output of the system, respectively; \( w \) is the unknown external disturbance; \( a_0 \) is the system parameter; \( b \) is the unknown input control gain, assuming the estimated value is \( b_0 \).

Set \( x_1 = y \), define \( f(y, w) = -a_0 y + w + (b - b_0)u \) as the generalized disturbance of the controlled system, which includes all uncertain factors and unknown external disturbances in the system. Suppose \( x_2 = f(y, w) \), \( h = \dot{f}(y, w) \), the state equation of the system can be written out:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
y
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
0 & 0 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} +
\begin{bmatrix}
b_0 \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
u \\
h
\end{bmatrix}
\]  

(9)

It can be seen from equation (9) that the D-STATCOM system is a first-order controlled object, and \( x_2 \) as an expanded new state can be regarded as the sum of unknown disturbances in the system. According to the rank criterion, the system is observable. Thus, according to the equation (9), a second order LESO will be established.

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
y
\end{bmatrix} =
\begin{bmatrix}
-\beta_1 & 1 & 0 \\
-\beta_2 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2 \\
y
\end{bmatrix} +
\begin{bmatrix}
b_0 & 0 & 0 \\
0 & \beta_1 & 0 \\
0 & 0 & \beta_2
\end{bmatrix}
\begin{bmatrix}
u \\
h
\end{bmatrix}
\]  

(10)

In equation (10), \( z_1 \) and \( z_2 \) track the input signal \( y \) and the total disturbance signal, respectively. \( \beta_1 \) and \( \beta_2 \) are the state variables of the observer, and the state variables of the system can be tracked in real time by selecting appropriate parameters.

By extending the state variable \( z_2 \), the disturbance compensation link can be designed as follows:

\[
u = \frac{-z_2 + u_0}{b_0}
\]  

(11)

When \( z_2 \) can accurately track the total disturbance of the system \( f \), the error from \( z_2 \) to \( f(y, w) \) can be ignored. Equation (11) can be simplified to:

\[
\dot{y} = x_2 + b_0 u = x_2 + (-z_2 + u_0) \approx u_0
\]  

(12)

The system is a first-order system, and no state differentiation is observed, so LSEF only uses proportional control. The linear state error feedback law of the system can be designed as follows [31]:

\[
u_0 = k_p (v - z_1)
\]  

(13)

where \( k_p \) is the proportional control gain.

According to equations (12) and (13), the transfer function of the closed-loop system can be obtained:

\[
\varphi(s) = \frac{k_p}{s + k_p} = \frac{1}{1/k_p \cdot s + 1}
\]  

(14)
According to equation (14), the bandwidth of proportional control is \( \omega_c = k_p \). The larger the parameter \( \omega_c \), the faster the dynamic response of the system, but at the same time the stability of the system will also decrease. The system can be stabilized by selecting an appropriate proportional gain.

In order to prevent high-frequency chattering after the system enters a steady state, LADRC only consists of LESO and LSEF, the LADRC of the system represented by equation (8) consists of equations (10), (11), (13). Its structure is shown in Fig. 4:

The LESO parameters can be simplified by the pole configuration method, and the pole configuration is at \( \omega_0 \), the characteristic polynomial can be obtained as:

\[
\lambda(s) = s^2 + \beta_1 s + \beta_2 = (s + \omega_0)^2
\]  

(15)

The gain of the second-order LESO can be obtained:

\[
\beta_1 = 2\omega_0, \quad \beta_2 = \omega_0^2
\]  

(16)

Therefore, the first-order LADRC can be simplified as the controller of the observer bandwidth \( \omega_0 \) and the controller bandwidth \( \omega_c \). Through reasonable adjustment of these two parameters, a better control effect can be obtained.

### III. STRUCTURAL DESIGN AND PERFORMANCE ANALYSIS OF IMPROVED FIRST-ORDER LADRC

LESO is the core structure of linear active disturbance rejection technology. The total disturbance can be estimated and compensated by LESO. The controlled system can be converted into a series integrator and controlled, thereby reducing the influence of uncertainty disturbance and improving anti-interference ability of the system. Therefore, it is very important for LESO to estimate the total disturbance without error.

#### A. ANALYSIS OF IMPROVED CONTROL LAW BASED ON LESO ERROR COMPENSATION

The estimation error of the second-order LESO is defined as:

\[
e_1 = z_1 - y, \quad e_2 = z_2 - f
\]  

(17)

According to equations (9) and (10), the transfer function from the total disturbance to the estimated error is obtained:

\[
\begin{align*}
G_{e1}(s) &= \frac{e_1}{f(s)} = \frac{s}{\beta_2 + \beta_1 s + s^2} \\
G_{e2}(s) &= \frac{e_2}{f(s)} = \frac{\beta_2}{\beta_2 + \beta_1 s + s^2}
\end{align*}
\]  

(18)

It can be seen from equation (18) that the only influencing factor of the LESO estimation error is the total disturbance \( f \).

Now consider the influence of the tracking error of the total disturbance on the LADRC control performance, and improve the controller. Take the first-order system control law as an example:

\[
u = \frac{k_p (v - z_1) - z_2}{b_0}
\]  

(19)

The actual closed-loop system considering the error of LESO estimation is:

\[
\dot{y} = f + k_p (v - z_1) - z_2
\]  

\[
= -k_p e_1 - e_2 - k_p v + k_p v
\]  

\[
= f + k_p (v - z_1) - z_2 - \bar{E}
\]  

\[
= f + b_0 u_0 - z_2 - \bar{E}
\]  

(20)

where \( \bar{E} = -k_p e_1 - e_2 \) is the total error of LESO. Improved control law can be obtained:

\[
u = \frac{k_p (v - z_1) - z_2 - \bar{E}}{b_0}
\]  

(21)

In reality, there are many time-varying, nonlinear, strong interference and large inertia industrial control systems. Although LADRC can eliminate the uncertainty of the system to a certain extent, it needs to meet the ideal condition of “the LESO observation error of all states of the system converges quickly in a finite time”. Through the above analysis, the LESO observation error is relatively large, and it is difficult to meet the above ideal conditions. Therefore, it is of great practical significance to study the structure optimization of the active disturbance rejection controller, which can reduce the observation error and accurately compensate the external disturbance.

#### B. COMPENSATION BASED ON TOTAL DISTURBANCE ERROR \( e_2 \)

Active disturbance rejection control technology uses ESO to estimate the total disturbance in real time, and performs disturbance compensation, so that the object is transformed into an integral series type. Therefore, the uncertainty factor of total disturbance is the key to affecting ESO performance.

From equation (9), the traditional second-order LESO disturbance observation transfer function can be obtained:

\[
z_2(s)/f(s) = \frac{\beta_2}{s^2 + \beta_1 s + \beta_2}
\]  

(22)

In the actual control system, only the low frequency signal needs to be paid attention to. Obviously, when \( \omega_0 \) is large
where, the middle and low frequency coefficients $\beta_1$ and $\beta_2$ are obviously greater than 1. Therefore, equation (22) can be approximately equivalent to:

$$\frac{z_2(s)}{f(s)} \approx \frac{\beta_2}{\beta_1 s + \beta_2}$$

(23)

Equation (23) performs inverse Laplace transform and combines $\dot{z}_2(s) = -\beta_2 e_1$:

$$f(s) \approx z_2 + \frac{\beta_1}{\beta_2} \dot{z}_2 = z_2 - \beta_1 e_1$$

(24)

Equation (24) is brought into the closed loop system:

$$\dot{y} = u_0 + f - z_2 \approx u_0 - \beta_1 e_1$$

(25)

The compensation term for the estimation error at this time is:

$$\dot{E}_2 = -\beta_1 e_1$$

(26)

The improved LSEF based on compensating the total disturbance is:

$$u = \frac{u_0 - z_2 - \dot{E}_2}{b_0}$$

(27)

According to equation (27), the structure diagram of first-order LADRC based on total disturbance compensation is shown in Fig. 5:

**FIGURE 5.** Structure diagram of first-order LADRC based on total disturbance compensation.

---

After performing Laplace transform of equation (27) and combining equation (10), we can get:

$$u = \frac{k_p(v - z_1) - z_2 - \dot{E}_2}{b_0}$$

(28)

$$U(s) = \frac{1}{b_0} G_1(s)[\omega_c V(s) - H(s)Y(s)]$$

(29)

where:

$$G_1(s) = \frac{(s + \omega_0)^2}{s^2 + \omega_c s}$$

---

C. ANTI-INTERFERENCE TRACKING ANALYSIS OF FIRST-ORDER LADRC BASED ON TOTAL DISTURBANCE ERROR COMPENSATION

After performing Laplace transform of equation (27) and combining equation (10), we can get:

$$u = \frac{k_p(v - z_1) - z_2 - \dot{E}_2}{b_0}$$

(28)

$$U(s) = \frac{1}{b_0} G_1(s)[\omega_c V(s) - H(s)Y(s)]$$

(29)

where:

$$G_1(s) = \frac{(s + \omega_0)^2}{s^2 + \omega_c s}$$

---

D. STABILITY ANALYSIS OF IMPROVED FIRST-ORDER LADRC

LADRC is a closed-loop system that includes control objects, so there are stability problems. The improved first-order LADRC designed based on the previous article will prove stable in this part.

Take the differential equation of the first-order system represented by equation (8) as an example for analysis. The second-order LSEO of the continuous linear system corresponding to equation (9) can be designed as:

$$\begin{align*}
\dot{\hat{z}}_1 &= z_2 + \beta_1(y_1 - \hat{y}_1) + b_0 u \\
\dot{\hat{z}}_2 &= \beta_2(y_2 - \hat{y}_1) + h(\hat{X}, \omega) \\
\hat{y} &= \hat{z}_1 
\end{align*}$$

(32)

where, $h(\hat{X}, \omega)$ is the unknown total disturbance observed by LSEO, $\hat{y}_1$ tracking the input signal $y$.

Assuming $\hat{y}_i = y_i - \hat{y}_i$, $i = 1, 2$, $\hat{y}_i$ is the direct observation error. The estimated error equation of LSEO can be obtained from equations (9), (16) and (32):

$$\begin{align*}
\dot{\hat{y}}_1 &= \hat{y}_2 - 2\omega_0 \hat{y}_1 \\
\dot{\hat{y}}_2 &= h(\hat{X}, \omega) - h(\hat{X}, \omega) - \omega_0^2 \hat{y}_1 
\end{align*}$$

(33)

$h(\hat{X}, \omega)$ is the actual value observed by LSEO.
Assuming \( \epsilon_j = \frac{\tilde{y}_j}{\omega_0}, j = 1, 2 \), \( \epsilon_j \) is a scaled estimation error defined in order to analyze the convergence. Equation (33) can be simplified:

\[
\dot{\epsilon}_j = \omega_0 \begin{bmatrix} -2 & 1 \\ -1 & 0 \end{bmatrix} \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \end{bmatrix} + \begin{bmatrix} 0 \\ \omega_0 \end{bmatrix} \frac{h(X, \omega) - h(\hat{X}, \omega)}{\omega_0} \tag{34}
\]

Let: \( A = \begin{bmatrix} -2 & 1 \\ -1 & 0 \end{bmatrix}, B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \epsilon = \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \end{bmatrix} \)

It can be seen from equation (16) that the double pole of LESCO is located at 0,0, matrix A is Hurwitz stable, and there is a positive definite Hermitian matrix \( H \) that satisfies:

\[
A^T H + HA = -I \tag{35}
\]

And

\[
H = \begin{bmatrix} 1/2 & -1/2 \\ -1/2 & 1/2 \end{bmatrix}
\]

Use the Lyapunov function to prove the stability of the controller, which is defined as follows [32]:

\[
V(\epsilon) = \epsilon^T H \epsilon \tag{36}
\]

There are:

\[
\dot{V}(\epsilon) = \epsilon^T H \dot{\epsilon} + \dot{\epsilon}^T H \epsilon \tag{37}
\]

According to equation (34) and equation (35):

\[
\dot{V}(\epsilon) = -\omega_0(\epsilon_1^2 + \epsilon_2^2) + \frac{h(X, \omega) - h(\hat{X}, \omega)}{\omega_0}(-\epsilon_1 + 3\epsilon_2) \tag{38}
\]

\( h(X, \omega) \) satisfies the Lipschitz continuity condition in the definition domain. Therefore, there is a constant \( c \) that can meet equation (39):

\[
\left| h(X, \omega) - h(\hat{X}, \omega) \right| \leq c \left| X - \hat{X} \right| \tag{39}
\]

In equation (38), \( \frac{h(X, \omega) - h(\hat{X}, \omega)}{\omega_0} \) satisfies the following equation:

\[
\frac{h(X, \omega) - h(\hat{X}, \omega)}{\omega_0}(-\epsilon_1 + 3\epsilon_2) \leq c(\epsilon_1 + 3\epsilon_2) \left| X - \hat{X} \right| \tag{40}
\]

According to equations (34) and (38), the following equations can be obtained:

\[
-\epsilon_1 + 3\epsilon_2 = 2\epsilon^T H B \tag{41}
\]

Equations (40) and (41) can be simplified as:

\[
2\epsilon^T H B \left| h(X, \omega) - h(\hat{X}, \omega) \right| \omega_0 \leq 2\epsilon^T H B c \left| X - \hat{X} \right| \tag{42}
\]

When \( \omega_0 \geq 1 \), there is

\[
\frac{\left| X - \hat{X} \right|}{\omega_0} = \frac{\left| \tilde{y} \right|}{\omega_0} \leq \left| \hat{X} \right|.
\]

And combined equation (43):

\[
\|H B c\|^2 - 2\|H B c\| + 1 \geq 0 \tag{43}
\]

Therefore, according to the above equation, equation (44) can be obtained:

\[
2\epsilon^T H B \frac{h(X, \omega) - h(\hat{X}, \omega)}{\omega_0} \leq (\|H B c\|^2 + 1)\|\epsilon\|^2 \tag{44}
\]

At the same time equation (41) and equation (44) are applied:

\[
\dot{V}(\epsilon) \leq -\omega_0(\epsilon_1^2 + \epsilon_2^2) + (\|H B c\|^2 + 1)\|\epsilon\|^2 \tag{45}
\]

From equation (41), we can see that when \( \omega_0 > \|H B c\|^2 + 1 \), there are \( \dot{V}(\epsilon) < 0 \).

According to Lyapunov’s concept of progressive stability, there are:

\[
\lim_{t \to \infty} \tilde{y}(t) = 0, \quad i = 1, 2 \tag{46}
\]

Equation (47) can be obtained according to equations (26) and (27):

\[
\dot{\epsilon} = \frac{k_p(v - \tilde{y}_1) - z_2 + \beta_1\epsilon_1}{b_0} \tag{47}
\]

Let \( \epsilon = v - y_1 \), equation (48) can be obtained by equation (47):

\[
\dot{\epsilon} = \frac{k_p(e + \tilde{y}_1) - (y_2 - \tilde{y}_2) + \beta_1(-\tilde{y}_1)}{b_0} \tag{48}
\]

To avoid the noise amplification effect of the linear tracking differentiator, the equation (49) is simplified to obtain:

\[
\dot{\epsilon} = \frac{-k_p}{b_0} [\epsilon(t) + [-k_p + \beta_1 - 1] \tilde{y}_1] \tag{50}
\]

\([-k_p]\) is Hurwitz stable, because \(-k_p\) makes characteristic polynomial \( s - k_p \) satisfy Rolls criterion, and it can be obtained from equation (46): \( \lim_{t \to \infty} \left\| [-k_p + \beta_1 - q] \right\| \tilde{y}_1(t) = 0 \), therefore \( \lim_{t \to \infty} e_i(t) = 0 \). It can be known that the improved first-order LADRC is asymptotically stable, which proves the stability of the improved first-order LADRC according to the theory of Lyapunov’s asymptotic stability.

E. INTRODUCTION OF LADRC WITH CORRECTION LINK BASED ON TOTAL DISTURBANCE ERROR COMPENSATION

Through the above analysis of the shortcomings of improved LADRC, to ensure that it can effectively estimate the total disturbance signal, increase the observation bandwidth of LESCO and the anti-interference performance of the LADRC. Therefore, referring to the classic control theory, adding the lead-lag correction to the total disturbance can get:

\[
\frac{z_2(s)}{f(s)} = \frac{\beta_2}{s^2 + \beta_1 s + \beta_2} \frac{T_c s + 1}{\alpha T_c s + 1} \tag{51}
\]

where \( T_c \) is the time constant of correction link, \( \alpha \) is the coefficient.
The disturbance estimation capabilities of the two LESOs are shown in Fig. 7. The improved LESO can effectively improve the disturbance observation ability without increasing the observer bandwidth.

From equations (10) and (51), an improved second-order LESO can be obtained:

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{z}_3
\end{bmatrix} =
\begin{bmatrix}
-\beta_1 & 1 & 0 \\
0 & -\beta_2 & 0 \\
-\beta_2/\alpha & 1/\alpha T_e & -1/\alpha T_e
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2 \\
z_3
\end{bmatrix}
+ \begin{bmatrix}
b_0 & \beta_1 & 0 \\
0 & \beta_2 & 0 \\
0 & \beta_2/\alpha & 0
\end{bmatrix}
\begin{bmatrix}
u \\
x_1 \\
x_2
\end{bmatrix}
\]  

(52)

where, \(z_3\) obtained by \(z_2\) through the series correction link is the total disturbance that ultimately acts on the system.

The structure of LADRC with correction link can be obtained from equations (8), (27) and (51), as shown in Fig. 8.

FIGURE 7. Disturbance estimation capability of different LESO.

FIGURE 8. The structure of first-order LADRC based on total disturbance error compensation with correction link.

\[
V(s) \xrightarrow{\omega_s} G(s) \xrightarrow{1/b_0} U(s) \xrightarrow{G(s)} Y(s)
\]

FIGURE 9. Schematic diagram of first-order LADRC based on total disturbance compensation with correction link.

IV. ANALYSIS OF CONVERGENCE AND DISTURBANCE REJECTION OF IMPROVED FIRST-ORDER LADRC

The tracking error of LESO can be defined as: \(E_1 = z_1 - y\), \(E_2 = z_3 - f\). The tracking error can be reduced by equations (8) and (52):

\[
\begin{align*}
E_1 &= \frac{s^2 y}{s^2 + \beta_1 s + \beta_2} - \frac{(b_0 s) u}{\alpha T_e s^3 + (2 \alpha T_e \omega_0 + 1) s^3} \\
E_2 &= \frac{(\alpha T_e + 1) s^2 + \beta_1 s + \beta_2}{(\alpha T_e + 1)(s^2 + \beta_1 s + \beta_2)} + \frac{1}{T_e + 1} \frac{(b_0 \omega_0)^2 u}{(\alpha T_e + 1) s^2 + \beta_1 s + \beta_2} \\
\end{align*}
\]

(53)

Let \(y(s) = u(s) = K/s\), where \(K\) is a constant, the steady-state error can be obtained:

\[
\begin{align*}
E_{11}(s) &= \lim_{s \to 0} s E_1(s) = 0 \\
E_{12}(s) &= \lim_{s \to 0} s E_2(s) = 0 \\
\end{align*}
\]

(54)

Equation (54) shows that LESO has good convergence and can achieve error-free estimation of state variables and total disturbances.

The transfer function can be obtained by equations (28) and (52):

\[
U(s) = \frac{1}{b_0} G_1(s)[\omega_s V(s) - H(s) Y(s)]
\]

(55)

where:

\[
G_1(s) = \frac{\alpha T_e s^3 + (1 + 2 \alpha T_e \omega_0)(s^2 + (\omega_0 + \alpha T_e \omega_0^2)s + \omega_0^2)}{\alpha T_e s^3 + (1 + \alpha T_e \omega_0)(s^2 + (\alpha - 1) T_e \omega_0^2 + \omega_0^2)} \\
H(s) = \frac{2 \alpha T_e \omega_0 s^3 + (2 + T_e \omega_0 + 2 \alpha T_e \omega_0 \omega_0^2 s + \omega_0^2)}{\alpha T_e s^3 + (1 + 2 \alpha T_e \omega_0)(s^2 + (\omega_0 + \alpha T_e \omega_0^2)s + \omega_0^2)} + \frac{(\omega_0 + 2 \alpha T_e \omega_0 \omega_0^2 s + \omega_0^2)}{(\omega_0 + 2 \alpha T_e \omega_0 \omega_0^2 s + \omega_0^2)}
\]

The following simplified block diagram can be obtained according to the above equation:

According to Fig. 9, the equation (56) can be obtained after Laplace transform equation (8):

\[
Y(s) = \frac{1}{s} [F(s) + \omega_s V(s) G_1(s) - Y(s) H(s) G_1(s)]
\]

(56)

Substituting \(G_1(s)\) and \(H(s)\) into equation (56), and simplifying it to obtain:

\[
Y(s) = \frac{\alpha T_e s^3 + (1 + \alpha T_e \omega_0)s^2 + ((\alpha - 1) \omega_0^2 T_e + \omega_0^2)s + \alpha T_e \omega_0^2 \omega_0^3 s + \omega_0^2 \omega_0^3}{(1 + \alpha T_e s)(s + \omega_s)(s + \omega_0^2)} F(s)
\]
The output of the system contains two parts: input and interference, which can be known from equation (57). When the total disturbance \( f \) is fully estimated, the system output has only the input items. When the output only focuses on the input items, the system control performance is only related to \( \omega_c \), and there will be no overshoot during tracking. The tracking ability and anti-interference ability of LESO can be improved by adjusting the bandwidth of the controller, the bandwidth of the observer and the time constant of correction link.

For the improved first-order LADRC, the time constant of calibration link remains unchanged. When \( \omega_c = 1000 \) and \( \omega_0 = 100, 200, 300, 400 \) are selected, the frequency characteristic curve as shown in Fig. 10. can be obtained. When \( \omega_0 = 1000 \) and \( \omega_c = 100, 200, 300, 400 \) are selected, the frequency characteristic curve is shown in Fig. 11.

It can be seen from Fig. 10 and Fig. 11 that by increasing \( \omega_0 \) and \( \omega_c \), the interference gain can be reduced and the anti-interference ability of the system can be enhanced, indicating that the anti-interference performance of the improved LADRC has been improved.

It can be seen from Fig. 12 that the anti-interference performance of the improved LADRC is better than that of the traditional LADRC. When the time constant of the calibration link gradually increases, the anti-interference ability of the improved LADRC gradually increases.

When the disturbance \( f(y, w) \) is a unit step signal, the output response of the system can be obtained from equation (57):

\[
Y(s) = \frac{\alpha T_e s^3 + (1 + \alpha T_e \omega_c) s^2 + ((\alpha - 1) \omega_0^2 T_e + \omega_c) s}{(1 + \alpha T_e s)(s + \omega_c)(s + \omega_0)^2} \frac{1}{s} \tag{58}
\]

The inverse Laplace transform of equation (58) can be obtained:

\[
y(t) = d_1 e^{-\frac{\omega_c t}{2}} + d_2 e^{-\omega_c t} + (d_3 t + d_4)e^{-\omega_0 t} \tag{59}
\]

where:

\[
d_1 = -\frac{(\alpha - 1) \omega_0^2}{(\alpha T_e \omega_0 - 1)^2(\alpha T_e \omega_c - 1)}
\]

\[
d_2 = -\frac{\omega_0 - \omega_c^2}{(\alpha T_e \omega_0 - 1)(\omega_0 - \omega_c^2)}
\]

\[
d_3 = \frac{2 \omega_0 \omega_c - \omega_c^2}{(\alpha T_e \omega_0 - 1)(\omega_c - \omega_0)}
\]

\[
d_4 = \frac{1 - \alpha - 2 \alpha T_e \omega_c + 2 \alpha^2 T_e \omega_0 + \alpha T_e \omega_c - \alpha^2 T_e \omega_c T_e \omega_0^2}{(\alpha T_e \omega_0 - 1)^2(\omega_0 - \omega_c^2)}
\]

Find the limit of \( y(t) \) to know:

\[
\lim_{t \to \infty} y(t) = 0 \tag{60}
\]

When the external disturbance is a step signal, the steady-state output of the system is zero. Analysis shows that increasing observer bandwidth \( \omega_0 \) and controller bandwidth \( \omega_c \) can make \( y(t) \) quickly attenuate. The results show that LADRC with improved LSEF and corrective link has strong anti-disturbance ability.

V. ANALYSIS OF ANTI-INTERFERENCE PERFORMANCE OF IMPROVED FIRST-ORDER LADRC IN D-STATCOM SYSTEM

According to Fig. 9, the transfer function of the controlled system can be obtained:

\[
G_{c1}(s) = \frac{\omega_c G_1(s)G(s)/b_0}{1 + G_1(s)G(s)H(s)/b_0} \tag{61}
\]
Combining equation (61) and taking the d-axis of the current loop as an example, the D-STATCOM system with the overall structure of the current loop controlled by the improved LADRC is shown in Fig. 13.

\[
i_d = \frac{G_1(s)\omega_c}{b_0(Ls + R) + G_1(s)H(s)} i_{d,\text{ref}} - \frac{-\alpha T_c R b_0}{b_0(Ls + R) + G_1(s)H(s)} f = C i_{d,\text{ref}} + D f \tag{62}
\]

where \(i_d\), \(i_{d,\text{ref}}\), and \(f\) represent the actual output current of the D-STATCOM system, the reference value of the system input current and the total disturbance; \(C\) is the transfer function between the actual output current of the system and the given value of the system; \(D\) is the transfer function of the disturbance term, which represents the anti-interference performance of the inverter.

From the Bode diagram in Figure 14, the anti-interference ability of the middle and low frequency bands can be compared. The improved LADRC with less disturbance gain is obviously better than the traditional LADRC; in the high frequency band, the two curves roughly coincide. The improved LADRC lags behind the traditional LADRC in phase and increases the interference suppression capability, which can be seen from the phase-frequency characteristics.

**VI. STABILITY ANALYSIS OF IMPROVED LADRC IN D-STATCOM SYSTEM**

The transfer function of the D-STATCOM system input items can be obtained from equation (62):

\[
y = \frac{(1 + \alpha T_c s)(s + \omega_c)^2 \omega_c}{a_4 s^4 + a_3 s^3 + a_2 s^2 + a_1 s + a_0} \tag{63}
\]

Among them:

\[
\begin{align*}
a_4 &= \alpha T_c L b_0 \\
a_3 &= L b_0 + \alpha T_c R b_0 + 2\alpha T_c \omega_0 + \alpha T_c L b_0 \omega_c \\
a_2 &= R b_0 + 2\omega_0 + T_c \omega_0^2 + (\alpha - 1)L T_c b_0 \omega_0^2 + L b_0 \omega_c \\
a_1 &= \omega_0^2 + (\alpha - 1) R T_c b_0 \omega_0^2 + R b_0 \omega_c + 2\omega_0 \omega_c + \alpha T_c \omega_0^2 \omega_c \\
a_0 &= \omega_0^2 \omega_c
\end{align*}
\]

It can be seen that \(a_i > 0, i = 1, 2, 3, 4\), since the bandwidth of the controller \(\omega_c\) and the bandwidth of the observer \(\omega_0\) are both positive.

The odd Hurwitz determinant is positive, which is a necessary and sufficient condition for system stability. This is known from the stability criterion of Lienard-Chipart algebra.

\[
y = \frac{(1 + \alpha T_c s)(s + \omega_0)^2 \omega_c}{a_4 s^4 + a_3 s^3 + a_2 s^2 + a_1 s + a_0} \tag{64}
\]

where:

\[
\Delta_1 = a_1 > 0, \quad \Delta_3 = \begin{vmatrix} a_1 & a_0 & 0 \\ a_3 & a_2 & a_1 \\ 0 & a_4 & a_3 \end{vmatrix} > 0
\]

The above analysis shows that the D-STATCOM system combined with the improved first-order LADRC can still remain stable.

**VII. EXPERIMENT ANALYSIS**

In order to verify the effectiveness of the control strategy designed in this paper, related experiments were carried out on the D-STATCOM rated at 20kvar experimental platform, which is shown in Fig. 15.

Current loop control is an improved active disturbance rejection controller proposed in this paper, and experiments with different working conditions are designed for analysis and verification. The control strategy of D-STATCOM is a double closed loop structure of voltage outer loop and...
current inner loop. Because the core of the double closed loop controller designed in this paper is to optimize and improve the inner loop current loop, the improved LADRC is used to control the inner loop. The voltage loop is still the traditional PI controller. Therefore, for experimental verification, experimental analysis under different working conditions compares the control effects of PI and improved LADRC. The parameters in this article are obtained through experience. Appendix A shows the main parameters of the physical parameters, and Appendix B shows the parameters of the controller.

**A. ANALYSIS OF REACTIVE CURRENT TRACKING PERFORMANCE**

In order to verify the reactive current tracking performance of the improved system, taking the three-phase symmetrical fault of grid voltage and load changes as an example, the tracking performance of reactive current under disturbance is tested.

(I) At $t = 0.3s$, the grid-connected point voltage drops symmetrically to $0.5p.u.$, and is cleared at $t = 0.5s$.

(II) Increase the load by 100% at $t = 0.3s$, and restore the original load at $t = 0.5s$.

1) SCENARIO I

Fig. 16 shows the comparison of reactive current tracking performance between the traditional system and the improved system when the grid voltage has a three-phase symmetrical drop fault. The magnitude of the reactive current tracking fluctuation amplitude and the speed at which the current reaches a steady state after the fluctuation are selected as important reference indicators of the control performance in the two control modes to analyze the anti-interference ability of improved LADRC.

It can be seen from Fig. 16 that when the three-phase voltage drops to 50%, under PI control, the reactive current output by the D-STATCOM fluctuates relatively large, and it takes a long time to reach a stable state. It shows that the PI controller is greatly affected by the voltage drop on the grid side, and its anti-interference performance is relatively low. However, the reactive current fluctuation amplitude under the improved LADRC is relatively small, and it can quickly reach a stable state, indicating that the improved LADRC is less affected by the grid-side voltage fault and has higher anti-interference performance.

2) SCENARIO II

Set the system to increase the load by 100% at $t = 0.3s$, and restore the original load at $t = 0.5s$, which is regarded as system interference. It can be seen from Fig. 17 that, compared with the improved LADRC, the PI controller has a relatively longer adjustment time and a longer time to enter the steady state. The reactive current output by the D-STATCOM fluctuates greatly. The improved LADRC has fast adjustment time, and when the load of the system is increased or decreased, the reactive current tracking performance of D-STATCOM is very good. The comparative analysis shows that the improved LADRC has stronger anti-interference ability.

**B. COMPARATIVE ANALYSIS OF D-STATCOM OUTPUT POWER**

In order to further verify the anti-interference performance of the improved system, the output power of D-STATCOM under disturbance is tested by taking the three-phase symmetrical fault and load change of the power grid as an example.

(III) At $t = 0.3s$, the grid-connected point voltage drops symmetrically to $0.5p.u.$, and is cleared at $t = 0.5s$.

(IV) Increase the load by 100% at $t = 0.3s$, and restore the original load at $t = 0.5s$.

1) SCENARIO III

Fig. 18 shows the comparison of reactive power and active power output by the traditional system and the improved system when a low voltage ride-through fault occurs in the grid voltage.

Fig. 18 shows that when the three-phase voltage will be 50%, the active power and reactive power output by the D-STATCOM under PI control have relatively large fluctuations, and it takes a long time to reach the stable state of the system. The active power and reactive power output of the D-STATCOM system controlled by the improved LADRC have relatively small fluctuations, and it can quickly reach a stable state. It shows that the improved LADRC is less
affected by the grid-side voltage fault and has higher anti-interference performance.

2) SCENARIO IV
Set the system to increase the load by 100% at \( t = 0.3 \) s, and restore the original load at \( t = 0.5 \) s. Fig. 19 shows that the improved LADRC has a faster adjustment time than the PI controller. And when the load is increased and decreased, the reactive power and active power performance of D-STATCOM controlled by the improved LADRC is better.

VIII. CONCLUSION
Aiming at the nonlinear, multivariable and strong coupling characteristics of D-STATCOM, this paper proposes an improved first-order LADRC for the internal current loop of the D-STATCOM system. The key to LADRC performance is whether the extended state observer can accurately estimate the state variables of the system. The innovation of this paper is to propose a linear active disturbance rejection controller that compensates the total disturbance error to improve the control performance of the entire control system. And through the rigorous mathematical derivation of the Lyapunov stability theory, the stability of the improved first-order LADRC is proved, and the asymptotic stability conditions are given. Then correct the output of the total disturbance channel. Finally, the experiment proved the correctness and feasibility of the improved first-order LADRC. In addition, this article only considers the situation of balanced load and symmetrical grid voltage failure. Future work will focus on the study of the D-STATCOM control method of the LADRC under unbalanced load and distorted grid voltage.

APPENDIX A
See Table 1.

APPENDIX B
See Table 2.

TABLE 1. System parameters of D-STATCOM.

| Symbol | Quantity         | Value | Unit |
|--------|------------------|-------|------|
| \( Q_r \) | Rated capacity   | kvar  | 20   |
| \( V_s \) | Base voltage     | V     | 380  |
| \( f \)  | Base frequency   | Hz    | 50   |
| \( u_{dc} \) | DC-side bus voltage  | V   | 800  |
| \( C \) | Filter output inductance | mH | 3000 |
| \( R \) | Filter output impedance | \( \Omega \) | 0.5  |

TABLE 2. Controller parameters.

| Symbol | Quantity     | Value | Unit |
|--------|--------------|-------|------|
| \( \omega_c \) | Controller bandwidth |        | 4000 |
| \( \omega_0 \) | Observer bandwidth |        | 800  |
| \( b_0 \)   | Control gain  |        | 11000|
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