Abstract

In this paper we present an approach for generating word sketches for Turkish language. Unlike the previous approaches of using manually crafted rules by an expert, we use an existing dependency parser to generate word sketches. We describe the process of collecting a 42 million word corpus, its parsing and generation of word sketches. We evaluate the word sketches in comparison with a shallow parser based word sketches on an external evaluation task called topic coherence.
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1. Introduction

Word sketches are one-page, automatic, corpus-based summaries of a word’s grammatical and collocational behaviour. They were first used in the production of the Macmillan English Dictionary (Rundell, 2002). At that point, word sketches only existed for English. Today, they are built into the Sketch Engine (Kilgarriff et al., 2004), a corpus tool which takes as input a corpus of any language and generates word sketches for the words of that language. It also automatically generates a thesaurus and ‘sketch differences’, which specify similarities and differences between near-synonyms.

Turkish is the 21st largest language in the world, with over 50m speakers1, yet until recently there were few language resources available for it (Oflazer, 1994). The last decade has seen much increased activity with new tools such as a morphological analyzer and disambiguator (Yuret and Ture, 2006) and dependency parser (Eryiğit et al., 2008).

We first gathered the corpus from the web using the 'Corpus Factory' as described in (Kilgarriff et al., 2010b), then cleaned and deduplicated it using the jusText and Onion tools (Pomikálek, 2011), then lemmatized and POS-tagged it with Yuret and Ture’s tool. Up until now, the next step would have been to load it into the Sketch Engine, and to prepare a ‘Sketch Grammar’ which would be used for finite-state shallow parsing to identify grammatical relations. However for Turkish we did not have an expert available to write that grammar: what was available was a full parser (which we would also expect to be more accurate than a quickly-written finite state grammar). So, instead, we extended the Sketch Engine input formalism so that it could accept parser output in CONLL format2.

Then we generate word sketches directly from the parser output. Here we present these first word sketches for Turkish, which are also the first word sketches to be the product of a full parser.

The paper is arranged as follows. We first describe the process of corpus collection in Section 2. Section 3 describes the complexities of Turkish language and extraction of parsers using a dependency parser. In section 4, we explain in detail about the process of the extraction of word sketches from parsed sentences. We conclude the paper with the evaluation of these automatically generated Turkish word sketches.

2. TurkishWaC: A corpus of size 42 million words

The corpus is collected using Corpus Factory method (Kilgarriff et al., 2010b) for collecting large web corpora of many languages by piggybacking on the work done by any commercial search engine like Bing3. Several thousands of target language search queries are generated from Wikipedia and the corresponding hit pages are downloaded. The pages are filtered using a language model, and body text extraction, deduplication and encoding normalization are performed thus building a clean corpus. We replaced body-text extraction and deduplication tools with the current state-of-art tools justText and Onion respectively (Pomikálek, 2011).

The final corpus, TurkishWaC, is of size 42.2 million words, accessible from the Sketch Engine4.

3. TurkishWaC Annotation

In this section, we first describe the linguistic complexities/properties of Turkish language. Then we describe different tools used to

3.1. Turkish Language

Turkish is an agglutinative language with rich morphology. Turkish words may be formed through very productive derivations, and can give rise to several inflected forms. As a result, number of possible word forms that can be generated from a root word increases substantially. A single word can have up to four or five derivations. Morphological structure of Turkish is represented by splitting words

---

1 http://www.ethnologue.com (accessed October 2011)
2 http://ilk.uvt.nl/conll/
3 http://bing.com
4 http://sketchengine.co.uk
into inflectional groups (IGs) The root and derivational elements of a word are represented by different IGs, separated from each other by derivational boundaries (DB). Each IG will have its own part of speech and inflectional features. An example taken from (Eryiğit et al., 2008) is shown below.

Turkish is a flexible constituent order language. Though the predominant order is SOV, as per requirements of the discourse context, constituents can freely change their position. It has been suggested that free-word order languages can be handled better using the dependency based framework than the constituency based one (? , ?). There were efforts towards building a dependency parser for Turkish by Eryiğit et al. (2008). We employed the approach followed by Eryiğit et al. (2008) for parsing TurkishWaC corpus.

3.2. Parsing

Tools described in 22008Eryiğit et al.) require input corpus to be in latin-5 encoding. As a first step, we converted TurkishWaC which is in utf-8 encoding to latin-5. This data is processed with a two-level morphological analyzer of Oflazer (1994) to analyze each word. This morphological analyzer simultaneously produces derivational boundary (DB) and inflectional groups (IGs) which encode relevant features of a given word form. Turkish being a morphologically rich language, we need a morphological analyzer which accounts for this rich morphology. This morph analyzer Oflazer (1994) gives different possible morphological analyses for each word which includes POS tags as well. Out of these multiple analyses, we need to pick the correct analysis for each word. We used the morphological disambiguator of Yuret and Ture (2006) which has an accuracy of 96For the words not recognized by the morphological analyzer, we first checked if it is either a punctuation or a number and assigned the corresponding part-of-speech (POS) tag. For the rest, we tagged them with proper noun as the POS tag.

Eryiğit et al. (2008) used MaltParser (Nivre and Hall, 2005) trained on Turkish dependency treebank data for parsing Turkish. MaltParser is a system for data-driven dependency parsing, which can be used to induce a parsing model from treebank data and to parse new data using an induced model. We selected Nivre Arc-Standard algorithm of MaltParser as it gave the best accuracy for Turkish language. Eryiğit et al. (2008) showed that using IGs as the basic parsing units rather than words improved parser performance. So, we used IGs as basic parsing units.

On a quadcore system, it took 10 days to parse the whole TurkishWaC. The final output is converted to utf-8 encoding for the post-processing tools that develop word sketches based on the parser output.

4. Word Sketches from TurkishWaC

Figure 1 displays a sample output of Turkish parser (described above) in CONLL format. We wanted to generate word sketches from the parser’s output. The first step in generating word sketches is to generate dependency tuples. To date, Sketch Engine generates these tuples from a corpus using Sketch Grammar. For example, take the sentence and the sketch grammar displayed in Figure 2. The grammar rule means that the word with tag VB is in relation OBJECT with the word with tag NN, if VB is followed by an optional DET tag followed by any number of ADJs and NNS. This grammar rule generates the dependency tuple (sketches, OBJECT, created), which means that sketches is the OBJECT of created.

Turkish language is morphologically very rich and is hard to write a grammar capturing all the linguistic phenomena. It has been shown by Eryiğit et al. (2008) that morphological features play a crucial role in identifying the dependency relations apart from POS tags. Instead Eryiğit et al. (2008) developed a dependency parser which considers into many linguistic criteria. A sample output of the parser is shown in figure ???. The dependency information is represented in CONLL format.

We use the parser’s output to generate dependency tuples from TurkishWaC without using Sketch Grammar. The column HEAD denotes that the current word is in relation DEPREL with the word whose column ID is equal to HEAD. For example, the lemma ilgi (ID:7) is the SUBJECT (column DEPREL) of the lemma var (ID:8). All the tuples generated from the sentence in Figure 1 are displayed in Figure 3. Apart from these, we also generate additional tuples depending upon the type of relation like symmetric (e.g. COORDINATION), dual (e.g. OBJECT/OBJECT, created), unary (e.g. INTRANSITIVE), trinary (e.g. PP_IN) [more details in full paper].

Figure 2: Sketch Grammar for OBJECT relation

Figure 3: Dependency tuples from Figure 1
Once these tuples are generated, to create a word sketch for a target word, we rank all its collocations (words in relation with the target word) in each grammatical relation using logDice (Curran, 2004). [More details about statistical measures later].

Word Sketch of the words ekmek (bread) and çay (tea) for selected grammatical relations are displayed in Figure 4 and Figure 5.

5. Thesaurus from Word Sketches

Using these word sketches, we have also built a distributional thesaurus for Turkish.

6. Evaluation

The typical evaluation of word sketches is performed manually by lexicographers who are native speakers of the target language. Hundreds of words are chosen for evaluation, and word sketches for these words are evaluated by lexicographers by grading (word, relation, collocation) triplets for their ability to form a meaningful entry in collocations dictionary (Kilgarriff et al., 2010a). Higher the average score over all the triplets, higher is the accuracy of word sketches. However in the case of Turkish, we could not hire enough expert lexicographers. Additionally, manual evaluation of word sketches is time-taking and expensive, which we hope to do in future if we could find interested parties.

Instead, we opted for an automatic evaluation of word sketches. We evaluated word sketches on the task of topic coherence. A topic is a bag of words which are similar to each other and describe a coherent theme. In the task of topic coherence, given a topic, we score the topic for its coherence by taking the average similarity over all the pairs of words in T. 

\[
C_T = \frac{\sum_{i,j} \text{sim}(w_i, w_j)}{n * (n - 1) / 2}
\]

where \( \text{sim}(w_i, w_j) \) represents the thesaurus similarity between the words \( w_i \) and \( w_j \). Over all the topics, we compute the average coherence score.

7. Results

8. Summary

We collected and cleaned a corpus for Turkish. We identified leading NLP tools for Turkish and applied them to the corpus. We loaded the corpus into the Sketch Engine and developed a new module that allows us to prepare word sketches directly from CONLL-format output. We now have the first Turkish word sketches.

We intend to evaluate them (see Kilgarriff et al. (2010a)) before LREC in Turkey. We anticipate that they will be of interest to linguists, lexicographers, translators, and others working closely with, or studying, the Turkish language. These word sketches are currently available in Sketch Engine.
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