Discriminative Ridge Machine: A Classifier for High-Dimensional Data or Imbalanced Data

Chong Peng, Qiang Cheng

Abstract—We introduce a discriminative ridge regression approach to supervised classification in this paper. It estimates a representation model while accounting for discriminativeness between classes, thereby enabling accurate derivation of categorical information. This new type of regression models extends existing models such as ridge, lasso, and group lasso through explicitly incorporating discriminative information. As a special case we focus on a quadratic model that admits a closed-form analytical solution. The corresponding classifier is called discriminative ridge machine (DRM). Three iterative algorithms are further established for the DRM to enhance the efficiency and scalability for real applications. Our approach and the algorithms are applicable to general types of data including images, high-dimensional data, and imbalanced data. We compare the DRM with currently state-of-the-art classifiers. Our extensive experimental results show superior performance of the DRM and confirm the effectiveness of the proposed approach.
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I. INTRODUCTION

Classification is a critically important technique for enabling automated data-driven machine intelligence and it has numerous applications in diverse fields ranging from science and technology to medicine, military and business. For classifying large-sample data theoretical understanding and practical applications have been successfully developed; nonetheless, when data dimension or sample size becomes big, the accuracy or scalability usually becomes an issue.

Modern data are increasingly high dimensional yet the sample size may be small. Such data usually have a large number of irrelevant entries; feature selection and dimension reduction techniques are often needed before applying classical classifiers that typically require a large sample size. Although some research efforts have been devoted to developing methods capable of classifying high-dimensional data without feature selection, classifiers with more desirable accuracy and efficiency are yet to be discovered.

Diverse areas of scientific research and everyday life are currently deluged with large-scale and/or imbalanced data. Achieving high classification accuracy, scalability, and balance of precision and recall (in the case of imbalanced data) simultaneously is challenging. While several classic data analytics and classifiers have been adapted to the large-scale or imbalanced setting, their performance is still far from being desired. There is an urgent need for developing effective, scalable data mining and prediction techniques suitable for large-scale and/or imbalanced data.

Nearest Neighbor (NN) has been one of the most widely used classifiers due to its simplicity and efficiency. It predicts the label of an example by seeking its nearest neighbor among the training data. It typically relays on hard supervision, where binary labels over the samples indicate whether the example pairs are similar or not. However, binary similarities are not sufficient enough to represent complicated relationships of the data because they do not fully exploit rich structured and continuous similarity information. Thus, there is a difficult for NN to find proper NNs for high-dimensional data. Moreover, the NN omits important discriminative information of the data since the class information is not used in finding NNs. To overcome the drawbacks of NN, in this paper, we introduce a discriminative ridge regression approach to classification. Instead of seeking binary similarity, it estimates a representation for a new example as soft similarity vector by minimizing the fitting error in a regression framework, which allows the model to have continuous labels for NN supervision. Moreover, we inject the class information for finding NNs, such that the proposed model explicitly incorporates discriminative information between classes. Thus, the learned representation vector for the target example essentially represents the soft label concept, which mines the discriminative information by the proposed method. That is, we leverage the soft label to distinguish the similar pattern with maximum within-class similarity and between-class separability. Because our models explicitly account for discrimination, this new family of regression models are more geared toward classification. Based on the estimated representation, categorical information for the new example is subsequently derived. Our method can be considered as a method of class-aware convex generalization of KNN beyond binary supervision. Also, this new type of discriminative ridge regression models can be regarded as an extension of existing regression models such as the ridge, lasso, and group lasso regression, and when particular parameter values are taken the new models fall back to several existing models. As a special case, we consider a quadratic model, called the discriminative ridge machine (DRM), as the particular classifier of interest in this paper. The DRM admits a closed-form analytical solution, which is suitable for small-scale or high-dimensional data. For
large-scale data, three optimization algorithms of improved computational cost are established for the DRM.

The family of discriminative ridge regression-based classifiers are applicable to general types of data including imagery or other high-dimensional data as well as imbalanced data. Extensive experiments on a variety of real world data sets demonstrate that the classification accuracy of the DRM is comparable to the support vector machine (SVM), a commonly used classifier, on classic large-sample data, and superior to several existing state-of-the-art classifiers, including the SVM, on high-dimensional data and imbalanced data. The DRM with linear kernel, called linear DRM in analogy to the linear SVM, has classification accuracy superior to the linear SVM on large-scale data. The efficiency of linear DRM algorithms is provably linear in data size, on a par with that of the linear SVM. Consequently, the linear DRM is a scalable classifier.

As an outline, the main contributions of this paper can be summarized as follows: 1) A new approach to classification, and thereby a family of new regression models and corresponding classifiers are introduced, which explicitly incorporate the discriminative information for multi-class classification on general data. The formulation is strongly convex and admits a unique global optimum. 2) The DRM is constructed as a special case of the family of new classifiers. It involves only quadratic optimization, with simple formulation yet powerful performance. 3) The new method can be regarded as class-aware convex generalization of KNN beyond binary supervision as well as discriminative extension of ridge regression and lasso. 4) The closed-form solution to the DRM optimization is obtained which is computationally suited to classification of moderate-scale or high-dimensional data. 5) For large-scale data, three iterative algorithms are proposed for solving the DRM optimization substantially more efficiently. They all have theoretically proven convergence at a rate no worse than linear - the first two are at least linear and the third quadratic. 6) The DRM with a general kernel demonstrates an empirical classification accuracy that is comparable to the SVM on classic (small- to mid-scale) large-sample data, while superior to the SVM or other state-of-the-art classifiers on high-dimensional data and imbalanced data. 7) The linear DRM demonstrates an empirical classification accuracy superior to the linear SVM on large-scale data, using any of the three iterative optimization algorithms. All methods have linear efficiency and scalability in the sample size or the number of features.

The rest of this paper is organized as follows. Section II discusses related research work. Sections III and IV introduce our formulations of discriminative ridge regression and its kernel version. The discriminative ridge regression-based classification is derived in Section V. In Section VI we construct the discriminative ridge machine. Experimental results are presented in Section VII. Finally, Section VIII concludes this paper. We summarize some key notations used in our paper in Table I.

II. RELATED WORK

There is of course a vast literature for classification and a variety of methods have been proposed. Here we briefly review some closely related methods only; more thorough accounts of various classifiers and their properties are extensively discussed in [26], [28], [32], [41], [72], etc.

Fisher’s linear discriminant analysis (LDA) [32] has been commonly used in a variety of applications, for example, Fisherface and its variants for face recognition [8]. It is affected, however, by the rank deficiency problem or covariance matrix estimation problem when the sample size is less than the number of features. For a given test example, the nearest neighbor method [28] uses only one closest training example (or more generally, K-nearest neighbor (KNN) uses K closest training examples) to supply categorical information, while the nearest subspace method [43] adopts all training examples to do it. These methods are affected much less by the rank deficiency problem than the LDA. Due to increasing availability of high-dimensional data such as text documents, images and genomic profiles, analytics of such data have been actively explored for about a decade, including classifiers tailored to high-dimensional data. As the number of features is often tens of thousands while the sample size may be only a few tens, some traditional classifiers such as the LDA suffer from the curse of dimensionality. Several variants of the LDA have been proposed to alleviate the affliction. For example, regularized discriminant analysis (RDA) use the regularization technique to address the rank deficiency problem [39], while penalized linear discriminant analysis (PLDA) adds a penalization term to improve covariance matrix estimation [76].

Support vector machine (SVM) [24] is one of the most widely used classification methods with solid theoretical foundation and excellent practical applications. By minimizing a hinge loss with either an L-2 or L-1 penalty, it constructs a maximum-margin hyperplane between two classes in the instance space and extends to a nonlinear decision boundary in the feature space using kernels. Many variants have been proposed, including primal solver or dual solver, and extension to multiclass case [65] [73].

The size of the training sample can be small in practice. Besides reducing the number of features with feature selection [15], [22], [34], [54], the size of training sample can be increased with relevance feedback [64] and active learning techniques, which may help specify and refine the query information from the users as well. However, due to the high cost of wet-lab experiments in biomedical research or the rare occurrence of rare events, it is often hard or even impractical to increase the sizes of minority classes in many real world applications; therefore, imbalanced data sets are often encoun-

### Table I: Summary of Some Key Notations

| Symbol | Description |
|--------|-------------|
| A, z, \( x^t \), and \( x^j \) | the data matrix, the tth example, and the jth example of the data matrix |
| \( w^t \) and \( w^j \) | the coefficients associated with \( x^t \) and \( x^j \) |
| \( \mu \) | the mean value of all examples and the weighted class mean value of class j |
| \( \sigma_{\text{min}}(\cdot) \) and \( \sigma_{\text{max}}(\cdot) \) | largest and smallest singular value, respectively |
| I | identity matrix with proper size indicated in the context |

There is of course a vast literature for classification and a variety of methods have been proposed.
tered in practice [16], [52], [75], [79]. It has been noted that the random forest (RF) [12] is relatively insensitive to imbalanced data. Furthermore, various methods have been particularly developed for handling imbalanced data [42], [49], which may be classified into three categories: data-level, algorithm-level, and hybrid methods. Data-level methods change the training set to make the distributions of training examples over different classes more balanced, with under-sampling [60], [78], over-sampling [14], [20], and hybrid-sampling techniques [36]. Algorithm-level methods may compensate for the bias of some existing learning methods towards majority classes. Typical methods include cost-sensitive learning [61], [74], kernel perturbation techniques [56], and multi-objective optimization approaches [2], [9], [67]. Hybrid methods attempt to combine the advantages of data-level and algorithm-level methods [25]. In this paper we develop an algorithm-level method whose objective function is convex, leading to a high-quality, fast, scalable optimization and solution.

Large-scale data learning has been an active topic of research in recent years [33], [38], [48], [77]. For large-scale data, especially big data, linear kernel is often adopted in learning techniques as a viable way to gain scalability. For classification on large-scale data, fast solver for primal SVM with the linear kernel, called linear SVM, has been extensively studied. Early work uses finite Newton methods to train the L2 primal SVM [55] [47]. Because the hinge loss is not smooth, generalized second-order derivative and generalized Hessian matrix need to be used which is not sufficiently efficient [66]. Stochastic descent method has been proposed to solve primal linear SVM for a wide class of loss functions [80]. SVM_{perf} [46] solves the L1 primal SVM with a cutting plane technique. Pegasos alternates between gradient descent and projection steps for training large-scale linear SVM [66]. Another method [10], similar to the Pegasos, also uses stochastic descent for solving primal linear SVM, and has more competitive performance than the SVM_{perf}. For L2 primal linear SVM, a Trust RegiOn Newton method (TRON) has been proposed which converges at a fast rate though the arithmetic complexity at each iteration is high [53]. It can also solves logistic regression problems. More efficient algorithms than the Pegasos or TRON use coordinate descent methods for solving the L2 primal linear SVM - primal coordinate descent (PCD) works in the primal domain [19] while dual coordinate descent (DCD) in the dual domain [45]. A library of methods have been provided in the toolboxes of Liblinear and Libsvm [18], [29].

III. PROBLEM STATEMENT AND DISCRIMINATIVE RIDGE REGRESSION

Our setup is the usual multiclass setting where the training data set is denoted by \( \{(x_1, y_1), \ldots, x_n, y_n\} \), with observation \( x_i \in \mathbb{R}^p \) and class label \( y_i \in \{1, \ldots, g\} \). Supposing the \( j \)-th class \( C_j \) has \( n_j \) observations, we may also denote these training examples in \( C_j \) by \( x^j = [x^j_1, \ldots, x^j_{n_j}] \). Obviously \( \sum_{j=1}^g n_j = n \). Without loss of generality, we assume the examples are given in groups; that is, \( x^j_k = x_m \) with \( m = \sum_{i=1}^{k-1} n_i + j \), \( k = 1, \ldots, g \) and \( j = 1, \ldots, n_k \). A data matrix is formed as \( A = [x_1, \ldots, x_n] = [x^1, \ldots, x^g] \) of size \( p \times n \). For traditional large-sample data, \( n \gg p \), with a particular case being big data where \( n \) is big; while for high-dimensional data, \( n \ll p \). As will be clear later on, the proposed discriminative ridge regressions have no restrictions on \( n \) or \( p \), and thus are applicable to general data including both large-sample and high-dimensional data. Given a test example \( x \in \mathbb{R}^p \), the task is to decide what class this test example belongs to.

A. discriminative ridge regression

In this paper, we first consider linear relationship of the examples in the instance space; subsequently in Section IV we will account for the nonlinearity by exploiting kernel techniques to map the data to a kernel space where linear relationship may be better observed.

If the class information is available and \( x \in C_j \), a linear combination of \( x^j_k, k = 1, \ldots, n_j \), is often used in the literature to approximate \( x \) in the instance space; see, for example, [5] [8] for face and object recognition. By doing so, it is equivalent to assuming \( x \in \text{span}\{x^j_1, \ldots, x^j_{n_j}\} \). In the absence of the class information for \( x \), a linear model can be obtained from all available training examples:

\[
    x = Aw + e = w_1x_1 + w_2x_2 + \cdots + w_nx_n + e, \quad (1)
\]

where \( w = [w_1, w_2, \ldots, w_n]^T \) is a vector of combining coefficients to be estimated, and \( e \in \mathbb{R}^p \) is additive zero-mean noise. Note that we may re-index \( w = [(w_1)^T, \ldots, (w^g)^T]^T \) with \( w^i \in \mathbb{R}^{n_i} \) in accordance with the groups of \( A = [x^1, \ldots, x^g] \).

To estimate \( w \) which is regarded as a representation of \( x \), classic ridge regression or lasso uses an optimization model,

\[
    \hat{w} = \argmin_{w \in \mathbb{R}^p} \frac{1}{2} ||x - Aw||_2^2 + \lambda ||w||_q, \quad (2)
\]

with \( q = 2 \) corresponding to ridge regression or \( q = 1 \) to lasso. The first term of this model is for data fitting while the second for regularization. While this model has been widely employed, a potential limitation in terms of classification is that the discriminative information about the classes is not taken into account in the formulation.

To enable the model to be more geared toward classification, we propose to incorporate the class discriminativeness into the regression. To this end, we desire \( w \) to have the following properties [81]: 1) maximal between-class separability and 2) maximal within-class similarity.

The class-level regularization may help achieve between-class separability. Besides this, we desire maximal within-class similarity because it may help enhance accuracy and also robustness, for example, in combating class noise [81]. To explicitly incorporate maximal within-class similarity into the objective function, inspired by the LDA, we propose to minimize the within-class dis-similarity induced by the combining vector \( w \) and defined as

\[
    S_w(w) := \frac{1}{2} tr \left( \sum_{i=1}^{g} \sum_{j=1}^{n_i} (w^i x^j - \mu^i)(w^i x^j - \mu^i)^T \right), \quad (3)
\]

where \( \mu^i := \frac{1}{n_i} \sum_{j=1}^{n_i} x^j \) are the weighted class mean values. Being a quadratic function in \( w \), this \( S_w(w) \) helps
facilitate efficient optimization as well as scalability of our approach.

It is noted that \( S_w(w) \) defined above is starkly different from the classic LDA formulation of the scattering matrix. The LDA seeks a unit vector - a direction - to linearly project the features; whereas we formulate the within-class dis-similarity using the weighted instances by any vector \( w \). Consequently, the projection direction in the LDA is sought in the \( p \)-dimensional feature space, while the weight vector of \( w \) is defined in the \( n \)-dimensional instance space.

We may also define \( w \)-weighted between-class separability and total separability as follows,

\[
S_b(w) := \frac{1}{2} \text{tr}(\sum_{i=1}^{n} n_i (\mu^i - \mu)(\mu^i - \mu)^T),
\]

\[
S_t(w) := \frac{1}{2} \text{tr}(\sum_{k=1}^{n} (w_k x_k - \mu)(w_k x_k - \mu)^T),
\]

where \( \mu = \frac{1}{n} \sum_{i=1}^{n} n_i \mu^i = \frac{1}{n} \sum_{k=1}^{n} w_k x_k \). With straightforward algebra the following equality can be verified.

**Proposition III.1.** \( S_t(w) = S_w(w) + S_b(w) \), for any \( w \in \mathbb{R}^n \).

Incorporating discriminative information between classes into the regression, we formulate the following unconstrained minimization problem,

\[
\min_{w \in \mathbb{R}^n} \frac{1}{2} ||x - Aw||^2_2 + \alpha S_w(w) + \beta \rho(||w||C||q,r||), \tag{4}
\]

where \( \alpha \) and \( \beta \) are nonnegative balancing factors, \( ||w||C||q,r|| \) is defined as \( \|(\|w^1\|_{q,r}, \|w^2\|_{q,r}, \ldots, \|w^g\|_{q,r})\|_r \), \( (q, r) \in [0, \infty) \times [0, \infty) \), and \( \rho(\cdot) \) is a nonnegative valued function. Often \( \rho(\cdot) \) is chosen to be the identity function or other simple, convex functions to facilitate optimization.

**Remark 1.** 1. When \( \alpha = \beta = 0 \), model (4) is simply least squares regression. 2. When \( \alpha = 0 \), \( q, r = (2, 2) \), and \( \rho(x) = x^2 \), (4) reduces to standard ridge regression. 3. When \( \alpha = 0 \), \( q, r = (1, 1) \), and \( \rho(x) = x \), (4) falls back to classical lasso type of sparse representation. 4. When \( \alpha \neq 0 \), discriminative information is injected into the regression, hence the name of discriminative ridge regression. 5. We consider mainly \( \beta \neq 0 \) for regularizing the minimization.

**IV. DISCRIMINATIVE RIDGE REGRESSION IN KERNEL SPACE**

When approximating \( x \) from the training observations \( x_1, \ldots, x_n \), the objective function of (4) is empowered with discriminative capability explicitly. This new discriminative ridge regression model, nonetheless, takes no account of any nonlinearity in the input space. As shown in [63], the examples may reside (approximately) on a low-dimensional nonlinear manifold in an ambient space of \( \mathbb{R}^p \). To capture the nonlinear effect, we allow this model to account for the nonlinearity in the input space by exploiting the kernel technique.

Consider a potentially nonlinear mapping \( \phi(\cdot) : \mathbb{R}^p \rightarrow \mathbb{R}^m \), where \( m \in \mathbb{N} \cup \{ +\infty \} \) is the dimension of the image space after the mapping. To reduce computational complexity, the kernel trick [65] is applied to calculate the Euclidean inner product in the kernel space, \( < \phi(x), \phi(y) > = k(x, y) \), where \( k(\cdot, \cdot) : \mathbb{R}^p \times \mathbb{R}^p \rightarrow \mathbb{R} \) is a kernel function induced by \( \phi(\cdot) \). The kernel function satisfies the finitely positive semidefinite property: for any \( x_1, \ldots, x_m \in \mathbb{R}^p \), the Gram matrix \( G \in \mathbb{R}^{m \times m} \) with element \( G_{ij} = k(x_i, x_j) \) is symmetric and positive semidefinite (p.s.d.). Suppose we can find a nonlinear mapping \( \phi(\cdot) \) such that, after mapping into the kernel space, the examples approximately satisfy the linearity assumption, then (4) will be applicable in such a kernel space.

Specifically, we consider the extended linear model (1) in the kernel space, \( \phi(x) = A\phi + e \), to minimize \( S^\phi_w(w) \), \( \rho(||w||C||q,r||) \), and the variance of \( e \) as (4) does. Here \( A^\phi := [\phi(x_1), \phi(x_2), \ldots, \phi(x_n)] \), \( S^\phi_w(w) \) is obtained by replacing each \( x_k \) with \( \phi(x_k) \) in (3), and \( e \in \mathbb{R}^p \). The kernel matrix of training examples is denoted by

\[
K = [k(x_i, x_j)]_{i,j=1}^n. \tag{5}
\]

Obviously the kernel matrix \( K \) is p.s.d. by the property of \( k(\cdot, \cdot) \). We may derive a simple matrix form of \( S^\phi_w(w) \) with straightforward algebra,

\[
S^\phi_w(w) = \frac{1}{2} w^T H w - \frac{1}{n} \sum_{i=1}^{n} (w^i)^T K^i w^i = \frac{1}{2} w^T (H - B) w,
\]

where

\[
H := \text{diag}(k(x_1, x_1), \ldots, k(x_n, x_n)),
\]

\[
B := \text{diag}(B^1, B^2, \ldots, B^g),
\]

\[
K^i := [k(x^i_1, x^i_1), \ldots, k(x^i_n, x^i_n)], \quad \text{and} \quad B^i := K^i / n_i, \quad i = 1, \ldots, g.
\]

**Proposition IV.1.** The matrix \( H - B \) is p.s.d.

**Proof.** Because \( H - B \) is block diagonal, we need only to show that \( H^i - B^i \) is p.s.d. with \( H^i := \text{diag}(k(x^i_1, x^i_1), \ldots, k(x^i_n, x^i_n)) \). For any \( z \in \mathbb{R}^n \), we have

\[

z^T (H^i - B^i) z = \sum_{i=1}^{n_i} z_{i,u}^2 k(x^i_u, x^i_u) - \frac{1}{n_i} \sum_{u=1}^{n_i} \sum_{v=1}^{n_i} z_{u,v} z_{u,v} k(x^i_u, x^i_v) = \frac{1}{2 n_i} \sum_{u=1}^{n_i} \sum_{v=1}^{n_i} \left( z_{u,v}^2 k(x^i_u, x^i_u) + z_{u,v}^2 k(x^i_v, x^i_v) - 2 z_{u,v} z_{u,v} k(x^i_u, x^i_v) \right) \geq 0.
\]

The last inequality holds because the kernel is finitely p.s.d.; that is, for any \( z_u \) and \( z_v \)

\[
(z_u, -z_v) \begin{bmatrix} k(x^i_u, x^i_u) & k(x^i_u, x^i_v) \\
 k(x^i_v, x^i_u) & k(x^i_v, x^i_v) \end{bmatrix} \begin{bmatrix} z_u \\
 -z_v \end{bmatrix} \geq 0.
\]

Similarly we obtain a simple matrix form of \( S^\phi_w(w) \),

\[
S^\phi_w(w) = \frac{1}{2} w^T (B - \frac{1}{n} K) w. \tag{7}
\]

**Proposition IV.2.** The matrix \( B - \frac{1}{n} K \) is p.s.d.

**Proof.** Similar to the proof of Proposition IV.1.

Having formulated (4) in the input space, we directly extend it to the discriminative ridge regression in the kernel space

\[
\min_{w \in \mathbb{R}^n} \frac{1}{2} ||\phi(x) - A^\phi w||_2^2 + \alpha S^\phi_w(w) + \beta \rho(||w||C||q,r||).
\]
Plugging into the expression of $S_\phi^J(w)$ and omitting the constant term, we obtain the discriminative ridge regression model,
\[
\min_{w \in \mathbb{R}^n} \frac{1}{2} w^T (K + \alpha H - \alpha B) w - (K_x)^T w + \beta \rho(||w||_2)^r, \quad (8)
\]
where
\[
(K_b)^T := [(K_1^b)^T, (K_2^b)^T, \ldots, (K_g^b)^T],
\]
and $K_i^b := [k(x, x_1^i), k(x, x_2^i), \ldots, k(x, x_{n_i}^i)]^T$, $i = 1, \ldots, g$. Apparently we have $K_x = [k(x, x_1^1), \ldots, k(x, x_{n_g}^g)]^T$.

With special types of $(q, r)$-regularization such as linear, quadratic, and conic functions, the optimization in (8) is a quadratic (cone) programming problem that admits a global optimum. Regarding $\rho(\cdot)$, we have the freedom to choose it so as to facilitate the optimization thanks to the following property.

**Proposition IV.3.** With $\beta$ varying over the range of $(0, \infty)$ while $\alpha$ fixed, the set of minimum points of (8) remains the same for any monotonically increasing function $\rho(\cdot)$.

\textit{Proof.} It can be shown by scalarization for multicriterion optimization similarly to Proposition 3.2 of [21].

In the following sections, we will explain how to optimize (8) and how to perform classification with $w^*$. For clarity and smoothness of the organization of this paper, we will first discuss how to perform classification with the optimal $w^*$ in Section V and then provide the detailed optimization in Section VI.

**V. DISCRIMINATIVE RIDGE REGRESSION-BASED CLASSIFICATION**

Having estimated from (8) the vector of optimal combining coefficients, denoted by $w^*$, we use it to determine the category of $x$. In this paper, we mainly consider the case in which the $g$ groups are exhaustive of the whole instance space; in the non-exhaustive case, the corresponding minimal decision rule [21] can be used analogously.

In the exhaustive case, the decision function is built with the projection of $x$ onto the subspace spanned by each group. Specifically, the projection of $x$ onto the subspace of $C_i$ is
\[
\psi_i := A_w^*|_{C_i}, \quad \text{where} \quad w^*|_{C_i} \text{ represents restricting } w^* \text{ to } C_i \text{ in that } (w^*|_{C_i})_j = w^*_j \mathbb{1}(x_j \in C_i), \quad \text{with } \mathbb{1}(\cdot) \text{ being the indicator function.}
\]

Similarly, denoting $\chi^1_{C_k} \equiv C_k$ by $\tilde{C}_k$, the projection of $x$ onto the subspace of $\tilde{C}_k$ is
\[
\tilde{\psi}_i := A_{w^*}^{|\tilde{C}_k}.
\]

Now define
\[
\delta_i := ||x - \psi_i||^2 + ||\tilde{\psi}_i||^2,
\]
which measures the dis-similarity between $x$ and the examples in class $C_i$. Then the decision rule chooses the class with the minimal dis-similarity. This rule has a clear geometrical interpretation and it works intuitively: When $x$ truly belongs to $C_k$, $\psi_k = \sum_{i=1}^{n_k} w_i^* (w^*|_{C_k})_i \approx x$, while $\tilde{\psi}_k \approx 0$ due to the class separability properties imposed by the discriminative ridge regression, and thus $\delta_k$ is approximately 0; whereas for $j \neq k$, $\psi_j = \sum_{i=1}^{n_j} w_i^* (w^*|_{C_j})_i \approx 0$, while $\tilde{\psi}_j \approx x$ as $\tilde{C}_j \supset C_k$, and thus $\delta_j$ is approximately 2$||x||^2$. Hence the decision rule picks $C_k$ for $x$. In the kernel space the corresponding $\delta_i^\phi$ is derived in the minimax sense as follows [21],
\[
\delta_i^\phi = (w^*|_{C_i})^T K w^*|_{C_i} + (w^*|_{C_i})^T K w^*|_{C_i} - 2(w^*|_{C_i})^T K_x.
\]

And the corresponding decision rule is
\[
\hat{i} = \arg\min_{i \in \{1, \ldots, g\}} \delta_i^\phi.
\]

It should be noted that the decision rule (11) depends on the weighting coefficient vector $w^*$, which accounts for discriminative information between classes by minimizing a discriminative ridge regression model (8). Thus, with $w^*$, the dis-similarity $\delta_i$ or $\delta_i^\phi$ accounts for the discriminativeness of the classes and helps to classify the target example. Now we obtain the discriminative ridge regression-based classification outlined in Algorithm 1. Related parameters such as $\alpha$ and $\beta$, and a proper kernel can be chosen using the standard cross validation (CV).

**Algorithm 1** discriminative ridge regression-based classification with $\rho(||w||_2)^{q,r}$-regularization.

1: Input: Training examples $A = \{x_1, \ldots, x_n\} \in \mathbb{R}^p \times n$, class labels $y = \{y_1, \ldots, y_n\}$, with $y_i = m$ if $\sum_{i=1}^{m} x_i + 1 \leq k \leq \sum_{i=1}^{m} x_i + n$, for $m = 1, \ldots, g$, a test example $x \in \mathbb{R}^p$, $\alpha > 0$, $\beta > 0$, and a selected kernel.
2: Compute $K$, $H$, $B$, and $K_x$ by (5), (6) and (9).
3: Solve the minimization problem (8).
4: Compute (10).
5: Estimate the label for $x$ using (11).
6: Output: Estimated class label for $x$.

How to solve optimization problem (8) efficiently in Step 3 is critical to our algorithm. We mainly intend to use such $\rho(||w||_2)^{q,r}$ that is convex in $w$ to efficiently attain the global optimum of (8). Any standard optimization tool may be employed including, for example, CVX package [37]. In the following, we shall focus on a special case of $\rho(||w||_2)^{q,r}$ for the sake of deriving efficient and scalable optimization algorithms for high-dimensional data and large-scale data; nonetheless, it is noted that the discriminative ridge regression-based classification is constructed for general $(q, r)$ and $\rho(\cdot)$.

**VI. DISCRIMINATIVE RIDGE MACHINE**

Discriminative ridge regression-based classification with a particular regularization of $(q, r) = (2, 2)$ will be considered, leading to the DRM.

\textit{A. Closed-Form Solution to DRM}

Let $(q, r) = (2, 2)$ and $\rho(x) = \frac{1}{2} x^2$, then we have the regularization term $\rho(||w||_2)^{q,r} = \frac{1}{2}||w||_2^2$, $\frac{1}{2}$ $||w||_2^2$. The discriminative ridge regression problem (8) reduces to
\[
\min_{w \in \mathbb{R}^n} \frac{1}{2} w^T (K + \alpha (H - B) + \beta I) w - w^T K_x,
\]
which is an unconstrained convex quadratic optimization problem leading to a closed-form solution,
\[
w^* = (K + \alpha H - \alpha B + \beta I)^{-1} K_x.
\]
with $\alpha \geq 0$ and $\beta > 0$. Hereafter we always require $\beta > 0$ to ensure the existence of the inverse matrix, because $Q := K +$
\(\alpha H - \alpha B\) is p.s.d. and \(Q + \beta I\) is strictly positive definite. The minimization problem (12) can be regarded as a generalization of kernel ridge regression. Indeed, when \(\alpha = 0\) kernel ridge regression is obtained. More interestingly, when \(\alpha \neq 0\) the discriminative information is incorporated to go beyond the kernel ridge regression.

For clarity, the DRM with the closed-form formula is outlined as Algorithm 2.

**Remark 2.** 1. The computational cost of the closed-form solution (13) is \(O(n^2p + n^3)\), because calculating \(K\) and \(B\) from \(A\) costs \(O(n^2p)\) while, in general, the matrix inversion is \(O(n^3)\) by using, for example, QR decomposition or Gaussian elimination. 2. For high-dimensional data with \(p \gg n\), the complexity of using (13) is \(O(n^3)\), which renders Algorithm 2 impractical with big \(n\). To have a more efficient and scalable, though possibly inexact, solution to (12), in the sequel we will construct three iterative algorithms suitable for large-scale data.

**B. DRM Algorithm Based on Gradient Descent (DRM-GD)**

For large-scale data with big \(n\) and \(n \gg p\), the closed-form solution (13) may be computationally impractical in real applications, which calls for more efficient and scalable algorithms.

Three new algorithms will be established to alleviate this computational bottleneck. In light of the linear SVM on large-scale data classification, e.g., [10], we will consider the use of the linear kernel in the DRM, which turns out to have provable linear cost. The first algorithm relies on classic gradient descent optimization method, denoted by DRM-GD; the second hinges on an idea of proximal-point approximation (PPA) similar to [82] to eliminate the matrix inversion; and the third uses a method of accelerated proximal gradient line search for theoretically proven quadratic convergence. This section presents the algorithm of DRM-GD, and the other two algorithms will be derived in subsequent sections.

Denote by \(f(w)\) the objective function of the DRM,

\[
f(w) = \frac{1}{2}w^TQw - w^TKx + \frac{\beta}{2}\|w\|^2.
\]

Its gradient is

\[
\nabla_w f(w) = (Q + \beta I)w - Kx. \tag{14}
\]

Suppose we have obtained \(w(t)\) at iteration \(t\). At next iteration, the gradient descent direction is \(-\nabla_w f(w(t))\), in which the optimal step size is given by the exact line search,

\[
d(t) = \arg\min_{d \geq 0} f(w(t) - d \nabla_w f(w(t)))
\]

\[
= \frac{\nabla_w f(w(t))}{(\nabla_w f(w(t))^T(Q + \beta I)\nabla_w f(w(t))}. \tag{15}
\]

Thus, the updating rule using gradient descent is

\[
w(t+1) = w(t) - d(t)\nabla_w f(w(t)). \tag{16}
\]

The resulting DRM-GD is outlined in Algorithm 3. Its main computational burden is on \(Q\) which costs, in general, \(n^2p\) floating-point operations (flops) [11] for a general kernel. This paper mainly considers multiplications for flops. After getting \(Q, \nabla_w f(w(t))\) is obtained by matrix-vector product with \(n^2 + n\) flops, and so is \(d(t)\) with \(n^2 + 3n\) flops. Thus, the overall count of flops is about \((p + 2)n^2\) with a general kernel.

With the linear kernel the computational cost can be further reduced by exploiting its particular structure of \(K = A^T A\). Given any \(v \in \mathbb{R}^n\), \(B^Tv\) can be computed as \(\frac{1}{n_i}(x_i^T)\) which costs \(2pn_i\) flops for any \(1 \leq i \leq g\), and thus computing \(Bv = ([B^1v]^T, \ldots, [B^g v]^T)^T\) requires \(2pn\) flops. Similarly, \(Kv = A^T(Av)\) takes \(pn\) flops by matrix-vector product, since \(Av = \sum x_i^T w^\top\) can be readily obtained from \(Bv\) computation. As \(Hv = [v_1(x_1^T x_1), \ldots, v_n(x_n^T x_n)]\), the total count of flops is \((p + 1)n\) for getting \(Hv\). Therefore, computing \(Qv\) needs \((4p + 1)n\) flops. Each of (14) and (15) requires \(Qv\) and \(\beta v\) types of computation, hence each iteration of updating \(w(t)\) to \(w(t+1)\) costs \((8p + 7)n\) overall flops, including 3\(n\) additional ones for computing \(d(t)\) and \(d(t)\nabla_w f(w(t))\).

As a summary, the property of the DRM-GD, including the cost, is given in Theorem VI.1.

**Theorem VI.1 (Property of DRM-GD).** With any \(w(0) \in \mathbb{R}^n\), \(\{w(t)\}_{t=0}^{\infty}\) generated by Algorithm 3 converges in function values to the unique minimum of \(f(w)\) with a linear rate. Each iteration costs \((p + 2)n^2\) flops with a general kernel, in particular, \((8p + 7)n\) flops with the linear kernel.

**Proof:** For the gradient descent method, the sequence of objective function values \(\{f(w(t))\}\) converges to an optimal value with a rate of \(O(1/t)\) [51]. The convergence and its rate of \(f(w)\) are thus standard [11]. As \(f(w)\) is strongly convex, the minimum is unique.

**C. DRM Algorithm Based on Proximal Point Approximation**

PPA is a general method for finding a zero of a maximal monotone operator and solving non-convex optimization problems [62]. Many algorithms have been shown to be its special cases, including the method of multipliers, the alternating direction method of multipliers, and so on. Our DRM optimization is a convex problem; nonetheless, we employ the idea of PPA in this paper for potential benefits of efficiency.

---

**Algorithm 2 DRM with the closed-form formula.**

1: All are the same as Algorithm 1 except for Step 3.
2: Step 3: Compute \(w^*\) with formula (13).

**Algorithm 3 DRM-GD.**

1: Input: Training examples \(A = \{x_1, \ldots, x_n\} \in \mathbb{R}^{d \times n}\), class labels \(y = \{y_1, \ldots, y_n\}, x \in \mathbb{R}^d\), \(\alpha \geq 0, \beta > 0\), and a selected kernel.
2: Initialize \(t = 0\) and \(w(0) \in \mathbb{R}^n\), and a convergence tolerance \(\epsilon\).
3: Repeat
4: Compute the gradient (14).
5: Compute the step size (15).
6: Compute \(w(t+1)\) with the updating rule (16).
7: Until \(\|w(t+1) - w(t)\|_2 \leq \epsilon\), then exit iteration and let \(w^* = w(t+1)\); else, let \(t = t + 1\).
8: Compute (10).
9: Estimate the label for \(x\) using (11).
10: Output: Estimated class label for \(x\).
and scalability. At iteration $t$, having obtained the minimizer $w(t)$, we construct an augmented function around it,

$$F(w; w(t)) := f(w) + \frac{1}{2}(w - w(t))^T (cI - Q)(w - w(t)),$$

where $c$ is a constant satisfying $c \geq \sigma_{\max}(Q)$. We minimize $F(w; w(t))$ to update the minimizer,

$$w(t+1) := \text{argmin}_{w \in \mathbb{R}^n} F(w; w(t)).$$

As $F(w; w(t))$ is a strongly convex, quadratic function, its minimizer is calculated directly by setting its first-order derivative equal to zero,

$$\nabla F(w; w(t)) = Qw - K_x + \beta w - Q(w-w(t)) + c(w-w(t)) = 0,$$

which results in

$$w(t+1) = (K_x - Qw(t) + cw(t)) / (\beta + c). \quad (17)$$

The computational cost of each iteration is reduced compared to the closed-form solution (13), which is formally stated in the following.

**Proposition VI.1.** With a general kernel, the updating rule (17) costs about $(p + n)^2$ flops.

Proof: The cost of getting $K$ is $pn^2$, since it has $n^2$ elements and each costs $p$ flops. Subsequently, $\alpha(H - B)$ needs about $n^2$ flops. Hence computing $Q$ needs about $(p + n)^2$ flops. Evidently $Qw(t)$ needs $n^2$ flops. □

As a summary, the PPA-based DRM, called DRM-PPA, is outlined in Algorithm 4. Starting from any initial point $w(0) \in \mathbb{R}^n$, repeatedly applying (17) in Algorithm 4 generates a sequence of points $\{w(t)\}_{t=0}^\infty$. The property of this sequence will be analyzed subsequently.

**Algorithm 4** DRM-PPA with any kernel.

1: Input: Training examples $A = \{x_1, \ldots, x_n\} \in \mathbb{R}^{p \times n}$, class labels $y = \{y_1, \ldots, y_n\}, x \in \mathbb{R}^n, \alpha \geq 0, \beta > 0$, and a kernel.
2: Compute $K, H, B$, and $K_x$ using (5), (6), and (9).
3: Initialize $t = 0$ and $w(0) \in \mathbb{R}^n$, set $c \geq \sigma_{\max}(K + \alpha(H - B))$, and $\epsilon > 0$.
4: Repeat
5: Compute $w(t+1)$ with (17).
6: Until $||w(t+1) - w(t)||_2 \leq \epsilon$, then exit iteration and let $w^* = w(t+1)$; otherwise, let $t = t + 1$.
7: Compute (10).
8: Estimate the label for $x$ with (11).
9: Output: Estimated class label for $x$.

**Theorem VI.2 (Convergence and optimality of DRM-PPA).** With any $w(0) \in \mathbb{R}^n$, the sequence of points $\{w(t)\}_{t=0}^\infty$ generated by Algorithm 4 gives a monotonically non-increasing value sequence $\{f(w(t))\}_{t=0}^\infty$ which converges to the globally minimal value of $f(w)$. Furthermore, the sequence $\{w(t)\}_{t=0}^\infty$ itself converges to $w^*$ in (13), the unique minimizer of $f(w)$.

Before the proof, we point out two properties of $F(w; w(t))$ which are immediate by the definition,

$$F(w; w(t)) \geq f(w), \quad \forall w;\quad F(w(t); w(t)) = f(w(t)). \quad (18)$$

**Proof of Theorem VI.2:** By re-writing $f(w)$ as

$$\frac{1}{2}||((Q+\beta I)^{1/2}w-(Q+\beta I)^{-1/2}K_x||_2^2 - \frac{1}{2}K_x^T(Q+\beta I)^{-1}K_x,$$

we know $f(w)$ is lower bounded by $-\frac{1}{2}K_x^T(Q+\beta I)^{-1}K_x$. From the following chain of inequality it is clear that $\{f(w(t))\}_{t=0}^\infty$ is a monotonically non-increasing sequence,

$$f(w(t)) = F(w(t); w(t)) \geq F(w(t+1); w(t)) \geq f(w(t+1)).$$

The first inequality of the chain holds by (17) since $w(t+1)$ is the global minimizer of $F(w; w(t))$, and the second by (18). Hence, $\{f(w(t))\}_{t=0}^\infty$ converges.

Next we will further prove that $\lim_{t \to \infty} w(t)$ exists and it is the unique minimizer of $f(w)$. By using the following equality

$$w(t+1) - w^* = (K_x - Qw(t) + cw(t)) / (\beta + c) - w^*$$

$$= ((Q + \beta I)w^* - Qw(t) + cw(t)) / (\beta + c) - w^*$$

$$= (cI - Q)(w(t) - w^*) / (\beta + c),$$

where the first equality holds by (17) and the second by (13), we have

$$||w(t+1) - w^*||_2 \leq \left(\frac{||cI - Q||_2}{\beta + c} \frac{||w(t) - w^*||_2}{\beta + c} \right)^{t+1}.$$ (19)

Here, the first inequality holds by the definition of the spectral norm, and the subsequent equality holds because $||cI - Q||_2 = \sigma_{\max}(cI - Q) = c - \sigma_{\min}(Q)$. Because $\beta > 0$ and $Q$ is p.s.d., we have $\sigma_{\min}(Q) \geq 0$, and $\frac{c - \sigma_{\min}(Q)}{c + \beta} < 1$. Hence, as $t \to \infty$, $||w(t+1) - w^*||_2 \to 0$ for any $w(0)$; that is, $w(t+1) \to w^*$. The uniqueness is because of the strict convexity of $f(w)$. □

As a consequence of the above proof, the convergence rate is also readily obtained.

**Theorem VI.3 (Convergence rate of DRM-PPA).** The convergence rate of $\{w(t)\}_{t=0}^\infty$ generated by Algorithm 4 is at least linear. Given a convergence threshold $\epsilon > 0$, the number of iterations is upper bounded by

$$\log \frac{||w(0) - w^*||_2}{\epsilon} log \frac{c + \beta}{c - \sigma_{\min}(Q)}$$

which is approximately

$$\log \frac{||w(0) - w^*||_2}{\epsilon} \frac{\sigma_{\min}(Q) + \beta}{c - \sigma_{\min}(Q)} \text{ when } \sigma_{\min}(Q) + \beta \text{ is small.}$$

**Proof:** Because

$$\lim_{t \to \infty} \frac{||w(t+1) - w^*||_2}{||w(t) - w^*||_2} \leq \frac{c - \sigma_{\min}(Q)}{c + \beta} < 1,$$

the convergence rate is at least linear. For a given $\epsilon$, the maximal number of iterations satisfies $||w(0) - w^*||_2 \left(\frac{c - \sigma_{\min}(Q)}{c + \beta}\right)^t \leq \epsilon$ by (19), hence the upper bound in the theorem. When $\sigma_{\min}(Q) + \beta$ is small, $\log \left(\frac{c + \beta}{c - \sigma_{\min}(Q)}\right)$ is small, $\log \left(\frac{c + \beta}{c - \sigma_{\min}(Q)}\right)$ is approximately $\frac{\sigma_{\min}(Q) + \beta}{c - \sigma_{\min}(Q)}$ by using $\log(1 + x) \approx x$ for small $x$. □

**Remarks:** 1. The convergence rate of the DRM-PPA depends on $\log \frac{||w(0) - w^*||_2}{\epsilon}$, which is determined by the distance between the initial and optimal points, and the final accuracy. The rate also depends on a factor of $\frac{c - \sigma_{\min}(Q)}{c + \beta}$. The smaller this factor, the faster the convergence. Using $c$ closer to $\sigma_{\max}(Q)$ renders the DRM-PPA faster. 2. With large $n$ yet small $p$,
\( \sigma_{\text{max}}(Q) \) can be obtained efficiently as shown in next section. When both \( n \) and \( p \) are large, we may use a loose upper bound
\[
\sigma_{\text{max}}(Q) = ||Q||_2 \leq ||K||_2 + \alpha ||H - B||_2 \\
\leq \min\{Tr(K), ||K||_\infty \} + \alpha ||H||_2 \\
= \min\{\sum_{i=1}^{n} k(x_i, x_i), \max_{i} \{\sum_{j=1}^{n} k(x_i, x_j)\} \} \\
+ \alpha \max_i \{k(x_i, x_i)\}. \tag{20}
\]

Here, the first inequality is by the triangle inequality, and the second by the Gershgorin Theorem. Usually this upper bound is much larger than \( \sigma_{\text{max}}(Q) \) and the convergence of the DRM-PPA would be slower. Alternatively, the implicitly restarted Lanczos method (IRLM) by Sorensen [68] can be used to find the largest eigenvalue. The IRLM relies only on matrix-vector product and can compute an approximation of \( \sigma_{\text{max}}(Q) \) as \( c \) with any specified accuracy tolerance at little cost. As yet another alternative, the backtracking method may be used to iteratively find a proper \( c \) value as in Algorithm 6 given in Section VI-E.

D. Scalable Linear-DRM-PPA for Large-Scale Data

To further reduce the complexity, now we consider using the linear kernel in the DRM-PPA. With a special structure of \( K = A^T A \), we exploit the matrix-vector multiplication to improve the efficiency. Given a vector \( v \in \mathbb{R}^n \), since \( B \) is block diagonal and \( Bv = [(B_1 v_1)^T, \ldots, (B_g v_g)^T]^T \), we need only to compute each block separately to obtain \( Bv \),
\[
u^i \leftarrow x^i v^i, \quad B^i v^i \leftarrow \frac{1}{n_i} (x^i)^T v^i, \quad 1 \leq i \leq g. \tag{21}
\]
Consequently, the computation of \( Bv \) costs \((2p + 1)n\) flops. The computation of \( K \) is given by
\[
u \leftarrow Av = \sum_{i=1}^{g} x^i v^i, \quad K \leftarrow A^T v, \tag{22}
\]
which only needs \( pn \) flops. Finally, \( Hv \) is computed as
\[
Hv = [(x_1^T x_1) v_1, \ldots, (x_n^T v_n) v_n]^T, \tag{23}
\]
which takes \((p + 1)n\) flops. Overall, it takes \((4p + 2)n\) flops to get \( Qv \), and thus each iteration of (17) costs \((4p + 4)n\) flops. For clarity, the linear-DRM-PPA is outlined in Algorithm 5.

Algorithm 5 Linear-DRM-PPA

1: Input: Training examples \( A = [x_1, \ldots, x_n] \in \mathbb{R}^{p \times n} \), class labels \( y = [y_1, \ldots, y_n] \), a test example \( x \in \mathbb{R}^p \), \( \alpha \geq 0 \) and \( \beta > 0 \).
2: Initialize \( \eta = 0 \) and an arbitrary \( w^{(0)} \in \mathbb{R}^p \). Set \( \epsilon > 0 \) and \( \delta \geq \sigma_{\text{max}}(Q) \).
3: Repeat
4: \( u \leftarrow v^{(t)} \).
5: Compute \( K v \), \( B v \), and \( H v \) using (21) to (23).
6: Update \( w^{(t+1)} \) using (24) to (26).
7: Until \(||w^{(t+1)} - w^{(t)}||_2 < \epsilon\) or \(||w^{(t+1)} - w^{(t)}||_\infty < \delta\).\nn: otherwise let \( t \leftarrow t + 1 \).
8: Compute (20).
9: Estimate the label with (11).
10: Output: Estimated class label for \( x \).

 Remarks In Step 2 \( \sigma_{\text{max}}(Q) \) needs to be estimated. With big \( n \) and small \( p \), \( \sigma_{\text{max}}(K) \) may be computed as \( \sigma_{\text{max}}(A^T A) = \sigma_{\text{max}}(\sum_{i=1}^{n} x_i x_i^T) \), with a cost of \( O(p^2 n) \); while \( \sigma_{\text{max}}(H) = \max_i x_i^T x_i \), taking \( pn \) flops. Thus, \( \sigma_{\text{max}}(Q) \leq \sigma_{\text{max}}(K) + \alpha \sigma_{\text{max}}(H) \), taking \( O((p^2 + p)n) \) flops.

E. DRM Algorithm Based on Accelerated Proximal Gradient

Accelerated proximal gradient (APG) techniques, originally due to Nesterov [59] for smooth convex functions, have been developed with a convergence rate of \( O(t^{-2}) \) in function values [6]. For its potential in efficiency for large-scale data, we exploit the APG idea here to build an algorithm for the DRM, denoted by DRM-APG. It does not compute the exact step size in the gradient descent direction, but rather uses a proximal approximation of the gradient. Thus the DRM-APG can be regarded as a combination of PPA and gradient descent methods for potentially faster convergence.

Evidently \( f(w) \) has Lipschitz continuous gradient because 
\[
||\nabla f(w) - \nabla f(v)||_2 \leq ||Q + \beta I||_2 ||w - v||_2 \leq \beta ||w - v||_2 \tag{24}
\]
for any \( w, v \in \mathbb{R}^n \), where \( b \) is an upper bound for \( ||Q + \beta I||_2 \), for example, \( b = c + \beta \), with \( c \) defined in Section VI-C. First, let us consider the case in which the Lipschitz constant \( b \) is known. Around a given \( v \) a PPA to \( f(w) \) is built,
\[
G(w|v, b) = f(v) + (w - v)^T \nabla f(v) + \frac{b}{2} ||w - v||_2^2. \tag{24}
\]
Note that \( G(w|v, b) \) is an upper bound of \( f(w) \), and both functions have identical values and first-order derivatives at \( w = v \). We minimize \( G(w|v, b) \) to get an updated \( w \) based on \( v \),
\[
\hat{w}_b(v) =: \arg\min_w G(w|v, b) = v - \frac{1}{b} \nabla f(v). \tag{24}
\]
Next, we will consider the case in which \( b \) is unknown. In practice, especially for large-scale data, the Lipschitz constant might not be readily available. In this case, a backtracking strategy is often used. Based on its current value, \( b \) is iteratively increased until \( G(w|v, b) \) becomes an upper bound of \( f(w) \) at the point \( \hat{w}_b(v) \); that is, \( f(\hat{w}_b(v)) \leq G(\hat{w}_b(v)|v, b) \).

By straightforward algebra this is equivalent to
\[
\nabla f(v)^T Q \nabla f(v) \leq (b - \beta) ||\nabla f(v)||_2^2. \tag{25}
\]
Thus, more specifically, the strategy is that a constant factor \( \eta > 1 \) will be repeatedly multiplied to \( \beta \) until (25) is met if the current \( \beta \) value fails to satisfy (25).

In iteration \( t + 1 \), after obtaining a proper \( b^{(t+1)} \) with the backtracking, the update rule of \( w^{(t+1)} \) is
\[
w^{(t+1)} = \hat{w}_b^{(t+1)}(v^{(t)}) = v^{(t)} - \frac{1}{b^{(t+1)}} \nabla f(v^{(t)}) \tag{26}
\]
\[
v^{(t)} = \frac{1}{b^{(t+1)}} \left( (Q + \beta I)v^{(t)} - K_x \right). \tag{26}
\]
The stepsizes $d(t+1)$ and the auxiliary values $v(t+1)$ are updated by,

$$d(t+1) = \frac{(4d(t) + 1) + \sqrt{1 + 4(d(t))^2}}{2},$$

$$v(t+1) = v(t) + \frac{(d(t) - 1)}{d(t+1)}(v(t) - w(t)).$$

In summary, the procedure of the DRM-APG is outlined in Algorithm 6. Matrix-vector multiplication may be employed in Step 4 which costs, assuming $\nabla f(w_k)$ has been obtained, $\tilde{i}_1(n+1)^2$ flops with a general kernel, and $\tilde{i}_2(2(p+1)n+p(g+1))$ flops with the linear kernel. Here, the integer $\tilde{i}_2$ is always finite because of the Lipschitz condition on the gradient of $f(w)$. Steps 5 and 6 cost $n^2$ flops with a general kernel, while in the particular case of the linear kernel, $(4p+5)n$ flops. The convergence property and cost are stated in Theorem VI.4.

**Theorem VI.4 (Property of DRM-APG).** With any $w^{(0)} \in \mathbb{R}^n$, $\{w(t)\}_{t=0}^{\infty}$ generated by Algorithm 6 converges in function value to the global minimum of $f(w)$ with a rate of $O\left(\frac{1}{t}\right)$. Each iteration costs $O(np^2)$ flops with a general kernel, while $O(np)$ flops with the linear kernel.

**Proof:** The convergence and its rate are standard; see, for example, [59]. The uniqueness of the global minimizer is due to the strong convexity of $f(w)$. The cost is analyzed similarly to Proposition VI.2 or Theorem VI.1. □

**Remarks** 1. The backtracking step 4 of Algorithm 6 can be approximated, provided its corresponding kernel matrix $K$ can be approximately factorized, $K \approx G^T G$, with $G \in \mathbb{R}^{r \times n}$ and $r \ll n$. The computational cost of the generalized algorithm is $O(rmn)$, with $m$ iterations.

**Proposition VI.3 (Generalization of Linear DRM Algorithms to Any Kernel).** Algorithms 3, 5, and 6 are applicable to any kernel function $k(\cdot, \cdot)$, provided its corresponding kernel matrix $K$ can be approximately factorized, $K \approx G^T G$, with $G \in \mathbb{R}^{r \times n}$ and $r \ll n$. The computational cost of the generalized algorithm is $O(rmn)$, with $m$ iterations.

**Proof:** Replacing $A$ by $G$ and, correspondingly, $p$ by $r$ in (21) to (23), the conclusion follows for Algorithm 5; and so do Algorithms 3 or 6 similarly. □

**Remarks** 1. The low-rank approximation of the kernel matrix has been used in [30] [31] to develop SVM algorithms of quadratic convergence rate 2. The decomposition of $K$, in general, has a high cost of $O(n^3)$, and thus is not always readily satisfied. In this paper we mainly consider using the linear kernel for scalable classification on large-scale data.

**Algorithm 6 DRM-APG with optional backtracking.**

1. **Input:** $A = [x_1, \ldots, x_n] \in \mathbb{R}^{p \times n}$, $y = [y_1, \ldots, y_n]$, $x \in \mathbb{R}^p$, $\alpha \geq 0$, $\beta > 0$, and a kernel.
2. **Initialize:** $t = 0$, $w^{(0)} = v^{(0)} = 0 \in \mathbb{R}^n$, $b^{(0)} > 0$, $\eta = 1$, $d^{(0)} = 1$, and set $e = 0$.
3. **Repeat**
   4. (optional) Find the smallest nonnegative integer $i_t$ such that (25) holds with $t := b^{(i_t)}$. Let $b^{(i_t+1)} = b$.
5. **Update** $w^{(i_t+1)}$ by (26).
6. **Update** $d^{(i_t+1)}$ and $v^{(i_t+1)}$ by (27).
7. Until $||w^{(i_t+1)} - w^{(i_t)}||_2 \leq \epsilon$, then exit the iteration and let $w^* = w^{(i_t+1)}$; else, let $t := t + 1$.
8. **Compute** (10).
9. **Estimate** the label for $x$ with (11).
10. **Output:** Estimated class label for $x$.

**VII. Experiments**

In this section, we present how our method performs on standard test data sets in real world applications. First, we show our results on high- and low-dimensional data and compare them with several state-of-the-art methods. Then we compare the linear DRM and the linear SVM on large-scale data and evaluate our three algorithms DRM-PPA, DRM-GD and DRM-APG in terms of accuracy rate, time cost for training, and convergence rate. Last, we testify the DRM in imbalanced data classification.

All experiments are implemented in Matlab on a 4-core Intel Core i7-4510U 2.00GHz laptop with 16G memory. We terminate the algorithm when $||w^{(i_t+1)} - w^{(i_t)}||_2 \leq 10^{-5}$ for the DRM algorithms, or when they reach the maximal number of iterations of 150. As experimentally shown, all three algorithms usually converge within a few tens of iterations.

**A. Application to Real World Data**

We conduct experiments on 19 data sets in three categories: high-dimensional data for gene expression classification, image data for face recognition, and low-dimensional data including handwritten digits and others. Among them, the first two types are high-dimensional while the last is low-dimensional. Their characteristics and the partition of training and testing sets are listed in Table II. For each data set, we perform experiments on 5 random trials and report their average accuracy rates and standard deviations for different algorithms.

1. **Gene Expression:** For high-dimensional data, we have eight gene expression data sets: Global Cancer Map (GCM), Lung caner, Sun data [70], Prostate, Ramaswamy, Leukemia, NCI, and Nakayama [58]. To illustrate the effectiveness of the proposed method, we compare it with currently state-of-the-art classifiers on such data, including the SVM, KNN, RF, C4.5, and Naive Bayes (NB). For each of these classifiers, leave-one-out cross validation (LOOCV) is conducted for parameter selection. For the SVM, we use linear, polynomial, and radial basis function (rbf) kernel. The order of polynomial kernel is selected from the set of
For each data set, the performance is represented as average accuracy ± standard deviation.

### Table III: Classification Accuracy of SVM, KNN, RF, C4.5, NB, and DRM on High- and Low-Dimensional Data

| Type       | Dataset            | SVM+  | SVM-  | KNN+  | KNN-  | LNB+  | LNB-  | RF+    | C4.5+ | NB+    | DRM+ | DRM- |
|------------|--------------------|-------|-------|-------|-------|-------|-------|--------|-------|--------|------|------|
| High Dim.  | Naturalize         | 0.8246| 0.6962| 0.7182| 0.6732| 0.7542| 0.6852| 0.6742| 0.1046| 0.5169| 0.7891| 0.7943|
|            | Lungcancer         | 0.7597| 0.5180| 0.7597| 0.5180| 0.7597| 0.5180| 0.7597| 0.5180| 0.7597| 0.5180| 0.7597|
|            | Prostate           | 0.9357| 0.7829| 0.9357| 0.7829| 0.9357| 0.7829| 0.9357| 0.7829| 0.9357| 0.7829| 0.9357|
|            | GCM                | 0.4754| 0.3345| 0.4754| 0.3345| 0.4754| 0.3345| 0.4754| 0.3345| 0.4754| 0.3345| 0.4754|
|            | Star Data          | 0.9351| 0.7829| 0.9351| 0.7829| 0.9351| 0.7829| 0.9351| 0.7829| 0.9351| 0.7829| 0.9351|
|            | Ramaswamy          | 0.6842| 0.5743| 0.6842| 0.5743| 0.6842| 0.5743| 0.6842| 0.5743| 0.6842| 0.5743| 0.6842|
|            | NCI                | 0.5989| 0.4693| 0.5989| 0.4693| 0.5989| 0.4693| 0.5989| 0.4693| 0.5989| 0.4693| 0.5989|
| Low Dim.   | AR                 | 0.6200| 0.5320| 0.6200| 0.5320| 0.6200| 0.5320| 0.6200| 0.5320| 0.6200| 0.5320| 0.6200|
|            | EYaleB             | 0.6483| 0.5618| 0.6483| 0.5618| 0.6483| 0.5618| 0.6483| 0.5618| 0.6483| 0.5618| 0.6483|
|            | Yale               | 1.0000| 0.9000| 1.0000| 0.9000| 1.0000| 0.9000| 1.0000| 0.9000| 1.0000| 0.9000| 1.0000|
|            | Yale              | 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100|
|            | Jaffe              | 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100|
|            | Extended Yale B    | 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900|
|            | AR                 | 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100|
|            | Jaffe              | 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100|
|            | Extended Yale B    | 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900|
|            | AR                 | 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100|
|            | Jaffe              | 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100| 0.6600| 0.8100|
|            | Extended Yale B    | 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900| 0.5400| 0.6900|

### Notes:
1. As reported in later parts of this section, we test the DRM on 8 image data sets, including 5 face image data and 3 digit image data. The DRM has achieved higher than 96% accuracy on 7 data sets, out of which 5 data sets have accuracy above 98% and 4 data sets above 99%. Thus, it is convincing that the DRM is competitive even if CNN has better performance since there is little room to improve the performance.

---

#### 2) Face Recognition:
Face recognition is an important classification problem and we examine the performance of the DRM on high-dimensional data in this application. In this test, five commonly used face data sets are used, including Extended Yale B [35], AR [57], Jaffe, Yale [7], and PIX [44]. The EYaleB data set has 2,414 images for 38 individuals under different viewing conditions. All original images are of size 192 × 168 whose cropped and resized version of 32 × 32 pixels [35] are used in the experiments. For AR data set, 25 women and 25 men are uniformly selected. All images have size of 32 × 32 pixels. Jaffe data set contains face images of 10 Japanese females with 7 different facial expressions. Each image has size of 26 × 26. PIX data set collects 100 gray scale images of 100 × 100 pixels from 10 objects. Yale data set contains 165 gray scale images of 15 persons with 11 images of size 32 × 32 per person. In the experiments, all images are vectorized as columns in the corresponding data matrix.

It should be pointed out that deep convolutional neural network (CNN) [50] has achieved promising performance for many large-scale image classification tasks. However, in this paper, we do not include CNN as a baseline method due to the following reasons: 1) The key reason is the lack of comprehensive theoretical understanding of learning with deep neural networks such as the generalization ability, and thus they are often criticized for being used as a “black box” [1]; 2) CNN is treated as a specialized classifier for image data, whereas the DRM is a general classifier that can be used in various scenarios. It is unfair to compare such methods; 3) It is convincing to claim at least comparable performance of the DRM to CNN. 1. In this test, all experimental settings remain the same as in Section VII-A1 and we report the average performance on 5 splits in Table III. From the results, it is seen that the proposed method achieves the best performance on 4 out of 5 data sets with significant improvements. On PIX data, the DRM is not the best, but is comparable to the RF and obtains the second best performance.

In summary, the DRM achieves the highest accuracy rates on eleven out of thirteen high-dimensional data sets, including gene expression and face image data sets, and comparable...
performance on the rest two. Even though the other methods may achieve the best performance on a few data sets, in many cases they are not competitive. Meanwhile, the DRM always show competitive performance, which implies the effectiveness of the DRM.

3) Low-Dimensional Data: Though the DRM is mainly intended on classifying high-dimensional data, we also test its classification capability on classic low-dioensional data. For this test, we use six data sets, incluing three handwritten digits and three others. Hand-written digits are image data sets of much fewer pixels than face images and thus treated as low-dimensional data sets. Three widely used hand-written data sets [3] are tested: hand-written pen digits, optical pen, and Semeion Handwritten Digit (SHD) [71]. They all have 10 classes representing the digits 0-9. The sizes of images and Semeion Handwritten Digit (SHD) [71]. They all have 10 classes representing the digits 0-9. The sizes of images in Optical pen, digits, and SHD are $8 \times 8$, $4 \times 4$, and $16 \times 16$, respectively. All images are reshaped into vectors. Besides, three data sets, iris, wine and tic-tac-toe, from the UCI Machine Learning Repository, are included here to show the applicability of the DRM to classic, low-dimensional data. All experimental settings remain the same as previous tests and we report the average performance on five splits in Table III.

Table III indicates that the DRM performs the best on five data sets. Especially, the DRM achieves the best performance on all these hand-written digits data sets. Moreover, the DRM has comparable performance using both rbf and polynomial kernels. These observations verify that the DRM is also effective on low-dimensional data classification.

4) Large-Scale Data: We evaluate the performance of the linear-DRM-PPA, linear-DRM-GD, and linear-DRM-APG on 5 standard large-scale data sets: UCI Poker [3], ijcnn1 [17], SensIT Vehicle (Acoustic) [27], SensIT Vehicle (Seismic) [27], and Shuttle. All data sets have already been split into training and test sets. It is noted that such large sample size would effectively avoid the effects of occasionality of samples and it is unnecessary to re-split the data. Thus we follow the original splitting.

We conduct random split CV on the training sets to select the parameters $\alpha$ and $\beta$ with a grid search from $10^{-6}$ to $10^{-1}$ and from $10^{-6}$ to $10^{6}$, respectively. To reduce computational complexity, we randomly select a subset from the training set to do the CV. The size of the subset is usually set to 3000. All data sets are scaled to $[-1,1]$ by dividing each feature with the infinite norm of the corresponding feature vector. We compare the prediction accuracy with the $L_1$-SVM and $L_2$-SVM for which TRON [53] is employed as the solver. Table V gives the accuracy rates, from which two observations are made: (1) The accuracy of the SVM is (almost) exactly the same as that reported in [19]; (2) The proposed DRM method outperforms the SVM on all the data sets significantly; especially, on Shuttle the DRM exceeds the SVM by 53.2%.

As analyzed in Section VI, all the three algorithms cost $O(mpkn)$ flops. When $p$ is small, all of them have a cost of $O(mn)$ flops; nonetheless, they have different constant factors. To empirically demonstrate the computational cost, Fig. 1 plots the time cost versus training sample size $n$ for all three algorithms, where we run experiments for 100 examples and record the average time as well as standard deviation. Here, we fix the iteration number to be 50, which guarantees the convergence of the algorithms as will be seen in later section. We observe that, with the same convergence tolerance, the
TABLE VI: Confusion Matrix

| Actually positive | Predicted as positive | Predicted as negative |
|-------------------|-----------------------|-----------------------|
| Actually negative  | True Positive (TP)    | False Negative (FN)   |
|                   | False Positive (FP)   | True Negative (TN)    |

TABLE VII: Summary of Imbalanced Data Sets

| Data Set | Dim. | Size | IR |
|----------|------|------|----|
| haberman | 5    | 306  | 2.78 |
| glass1   | 9    | 336  | 5.98 |
| glas2    | 9    | 214  | 5.98 |
| new thyroid 2 | 5   | 215  | 5.14 |
| ecoli1   | 7    | 336  | 5.46 |
| glass6   | 9    | 214  | 5.14 |
| yeast3   | 8    | 1484 | 8.10 |
| ecoli3   | 7    | 336  | 6.80 |

Fig. 5: Alalation study: comparison between DRM and KRR by fixing $\beta$ value and varying the others.

TABLE VII: Summary of Imbalanced Data Sets

DrM-APG has the largest time cost while the DrM-PPA the smallest on the same data set. Fig. 1 verifies that the average training time of the three algorithms is linear in $n$. It is noted that the proposed algorithms are naturally suitable for parallel computing because they treat one test example at a time.

To numerically verify the theoretical convergence properties of our algorithms, we plot the value of objective function versus iteration in Fig. 2. We use all training examples and the same testing example for the three algorithms, with $\alpha$ and $\beta$ fixed to be $10^{-3}$ and $10^4$, respectively. Fig. 2 indicates that the DrM-GD and DrM-PPA converge with the least and largest numbers of iterations, respectively, on most data sets; however, each iteration of the DrM-GD is more time consuming than that of the DrM-PPA. We have theoretically analyzed that larger $\beta$ ensures faster convergence for DrM-PPA. As shown in Fig. 3, similar conclusions can also be drawn for DrM-GD and DrM-APG. Especially, these three algorithms converge within a few iterations on all data sets with a large $\beta$. We also report the time for convergence in Fig. 3. It is seen that the proposed algorithms converge fast and need only a few seconds, which implies potentials in real world applications.

Remark: From the above extensive experiments, it is seen that the DrM has promising performance on various types of data as well as in various applications. Possible explanations about why the DrM performs well are as follows: Methods such as SVM perform training and testing stages separately, where they train a model with training set to predict the label of testing examples. It should be noted that a single model is used in the prediction for all testing examples, for each of whom the model has no discriminativeness. Meanwhile, the DrM performs training and testing in a seamlessly integrated way, where both training and testing examples are involved to train the model. Thus, the information of testing example is taken into account in the training stage and thus is revealed in the trained model, which helps to improve the prediction accuracy. Moreover, with testing examples as input, models are trained independently for each of them, which renders the models contain discriminative information specialized for the corresponding target examples.

B. Application to Imbalanced Data

Imbalanced data are often observed in real world applications. Typically, imbalanced data the classes are not equally distributed. In this experiment, we evaluate the proposed method in classification imbalanced data. For the test, we have used 15 data sets from KEEL database, where the key statistics of them are provided in Table VII. Here, imbalance ratio (IR) measures the number of examples from large and small classes, where larger value indicates more imbalance. We adopt G-mean for evaluation, which is often used in the literature [4], [69]. For the definition of G-mean, we refer to the confusion matrix in Table VI and define

- True Positive Rate = $TP_{rate} = TP / (TP + FN)$,
- True Negative Rate = $TN_{rate} = TN / (TN + FP)$,
- False Positive Rate = $FP_{rate} = FP / (TN + FP)$,
- False Negative Rate = $FN_{rate} = FN / (TP + FN)$.

Then G-mean is defined as

$$G-mean = \sqrt{\frac{TP}{TP + FN} \times \frac{TN}{TN + FP}}.$$ (28)

These data sets were intended for evaluation of classifiers on imbalanced data and originally split into five folds. In our experiments, we follow the original splits to conduct 5 trials and report the average performance. We include one more classifier in this test, i.e., sparse linear discriminant analysis (SLDA) [23]. We do not include this method in previous experiments because it is over lengthy to train on high-dimensional data. For its weight on the elastic-net regression, we choose the values from $\{0.001, 0.01, 0.1, 1, 10, 100, 1000\}$ by LOOCV. The reduced dimension is determined by the LOOCV from the set $\{1, 3, 5, 7, 9\}$. Except for the change of evaluation metric, all the other settings remain the same as in Section VII-A1. We report the average performance on these five splits in Table VIII. From the results, it is seen that the DRM obtains the best performance on 12 out of 15 data sets. The SVM, KNN, and RF obtain one best performance, respectively. It is noted that in the cases where the DRM is not the best, its performance is still quite competitive. For example,
TABLE VIII: Classification Performance (G-mean) of SVM, KNN, RF, C4.5, NB, SLDA, and DRM on Imbalanced Data

| Data Set | SVM | KNN | RF | C4.5 | NB | SLDA | DRM |
|----------|-----|-----|----|------|----|------|-----|
| IMB-1    |      |     |    |      |    |      |     |
| IMB-2    |      |     |    |      |    |      |     |
| IMB-3    |      |     |    |      |    |      |     |

For each data set, the best G-mean value is boldfaced. The performance is represented as average G-mean ± standard deviation.

TABLE IX: Classification Performance (G-mean) of DRM and Sampling + Benchmarking Classifiers

| Data Set | SVM | KNN | RF | C4.5 | NB | SLDA | DRM |
|----------|-----|-----|----|------|----|------|-----|
| IMB-1    |      |     |    |      |    |      |     |
| IMB-2    |      |     |    |      |    |      |     |
| IMB-3    |      |     |    |      |    |      |     |

For each data set, the best G-mean value is boldfaced. The performance is represented as average G-mean ± standard deviation.

on page-blocks-1-3vs4 data set, the DRM has a G-mean value of 0.9932, which is slightly inferior to RF by about 0.005. In contrast, when the SVM, KNN, and RF are not the best, in many cases, their performance is far from being comparable to the DRM. These observations suggest the effectiveness of the DRM in imbalanced data classification.

Moreover, to further illustrate the effectiveness of the DRM, we also report the results of baseline classifiers with up-sampling technique including synthetic minority over-sampling technique (SMOTE) [20] and its variants such as borderline SMOTE (BorSMOTE) [40] and Safe Level SMOTE (SL-SMOTE) [13]. Due to space limit, we report the results of SVM, KNN, and RF since they have relatively better performance. All settings remain the same except that SVM, KNN, and RF are performed on data sets after up-sampling is pre-processed. We use a number of 5 neighbours for all the up-sampling methods to generate synthetic examples. For SVM and KNN, we merge the results of different kernels or distances and report whichever is higher. For DRM, we report the higher results as in Table VIII. We report the classification results in Table IX. It is seen that with up-sampling, the performance of baseline methods are significantly improved whereas the DRM still shows comparable performance. It should be noted that the performance of DRM can be further improved if sampling techniques such as SMOTE is performed. However, it is not within the scope of this paper to fully discuss sampling technique and thus we do not fully expand it. Also, it is worthy mentioning that the DRM itself has competitive performance compared with sampling technique + baseline classifiers.

A deep thinking about the effectiveness of DRM on imbalanced data is as follows. It is seen the model of (8) considers different weights on different groups with matrix $B$. The weight is determined by the group size as defined in (6). Thus, the weight can effectively alleviate the adverse effect of class imbalance in the data. In fact, the spirit of this approach is similar to algorithm-level methods for imbalanced data classification. Moreover, the decision rule in (11) has clear geometrical interpretation such that class which the testing example truly belongs to is picked. Thus, from the model itself, it is convincing to expect promising performance of the DRM.

C. Ablation Study

In this subsection, we will conduct extensive experiments to illustrate the significance of the component terms in our model. Without loss of generality, we conduct ablation study on imbalanced data sets for illustration. Similar observations and conclusions can be seen and drawn on other types of data. Since the first term of (4) is the loss while the third term is known to avoid overfitting issue and strengthen robustness in ridge regression, we focus on the second term, i.e., $S_w(w)$. In particular, we will compare DRM with the classic kernel ridge regression (KRR) for illustration. First, to show the significance of $S_w(w)$, we compare the best performance of KRR and DRM with all parameters selected by CV where the setting follows Section VII-A. In particular, we show the results of using RBF and polynomial kernels separately in Fig. 4. It is observed that the DRM has better performance than KRR, which reveals that the improvements benefit from the discriminative information introduced by $S_w(w)$. To further investigate how $S_w(w)$ performs, we compare KRR and DRM in the following way. We range the value of $\beta$ within $\{10^{-3}, 10^{-2}, 10^{-1}, 10^0, 10^1, 10^2, 10^3\}$. For each $\beta$ value, we report the best performances of KRR and DRM, where the other parameters are optimally selected among all possible combinations. We separately show the results of RBF and polynomial kernels in Fig. 5. It is observed that the performance curve of DRM is almost always above that of KRR, implying that with the term of $S_w(w)$ the DRM outperforms KRR with any $\beta$ value. Thus, it is convincing to claim the significance of the terms in our model.
In this paper, we introduce a type of discriminative ridge regressions for supervised classification. This class of discriminative ridge regression models can be regarded as an extension to several existing regression models in the literature such as ridge, lasso, and grouped lasso. This class of new models explicitly incorporates discriminative information between different classes and hence is more suitable for classification than those existing regression models. As a special case of the new models, we focus on a quadratic model of the DRM as our classifier. The DRM gives rise to a closed-form solution, which is computationally suitable for high-dimensional data with a small sample size. For large-scale data, this closed-form solution is time demanding and thus we establish three iterative algorithms that have reduced computational cost. In particular, these three algorithms with the linear kernel all have linear cost in sample size and theoretically proven guarantee to globally converge. Extensive experiments on standard, real-world data sets demonstrate that the DRM outperforms several state-of-the-art classification methods, especially on high-dimensional data or imbalanced data; furthermore, the three iterative algorithms with the linear kernel all have desirable linear cost, global convergence, and scalability while being significantly more accurate than the linear SVM. Ablation study confirms the significance of the key component in the proposed method.

VIII. CONCLUSION
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