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ABSTRACT
The Mann–Kendall test for trend has gained a lot of attention in a range of disciplines, especially in the environmental sciences. One of the drawbacks of the Mann–Kendall test when applied to real data is that no distinction can be made between meaningful and non-meaningful differences in subsequent observations. We introduce the concept of partial ties, which allows inferences while accounting for (non)meaningful difference. We introduce the modified statistic that accounts for such a concept and derive its variance estimator. We also present analytical results for the behaviour of the test in a class of contiguous alternatives. Simulation results which illustrate the added value of the test are presented. We apply our extended version of the test to some real data concerning blood donation in Europe.

1. Introduction

1.1. Trend analysis and measurement uncertainty

The report “Trends and Observations on the Collection, Testing and Use of Blood and Blood Components in Europe, 2001–2011” [1] presents and analyses data provided annually to the Council of Europe by its Member States. Since 2001, data concerning blood donation in the European Union (EU) have been collected by means of a newly developed, standardized questionnaire, which was distributed to EU’s Member States. Naturally, during the first years of the questionnaire administration, improvements and amendments took place, following recommendations from expert committees [1]. Given this was the first time these kinds of data were collected and analysed on an annual basis, the assessment of a trend over time was important [1,2]. As changes over time were expected (and noticed) to be extremely non-linear for some items of interest, non-parametric methods were used for trend analysis.
1.2. The Mann–Kendall test

Let \((X, Y)\) denote a pair of random variables for which we wish to test independence and quantify ordinal association. Kendall’s tau coefficient \((\tau)\) [3] was originally derived to assess the degree of agreement, or correlation, between two sets of observations from such a pair of random variables. It is a non-parametric statistic, estimating population’s \(\tau\), also referred to as rank correlation coefficient. The \(t\) statistic is a standardized version of the \(S\) statistic, which in turn is calculated directly from the ranks of the observations within each of the sets of observations.

Mann [4] suggested the use of \(t\) for testing against the existence of a trend over time. It is a straightforward application of Kendall’s \(\tau\) where one of the sets of observations is timepoints, accompanied with measurements obtained at these time points. Values (and thus ranks) of the time variable are always in the natural order and \(Y := (1, 2, \ldots, n)\) so interest lies in the quantification (and testing for) monotonic trends. The null hypothesis of the Mann–Kendall test simplifies to \((X_1, \ldots, X_n)\) being iid.

The Mann–Kendall test has gained a lot of attention in a range of disciplines, especially in the environmental sciences where its use has been extended in combining several sets of observations of comparable times of the year (seasonal Kendall test for trend [5]) or data obtained from different regions (regional Kendall test for trend [6]). The simplicity of the Mann–Kendall test makes it still popular for trend detection [7–9].

Methodological research in Kendall’s \(t\) is also an active field. Perreault [10] discusses efficient computation of \(t\) as well as the jackknife estimate of its variance in large datasets. Nowak and Konietschke [11] present several contrast tests and confidence intervals that can be used to evaluate rank correlation measures in multivariate factorial designs. Non-parametric regression alternatives for modelling trends include local regression, also known as locally estimated scatterplot smoothing or locally weighted scatterplot smoothing [12], smoothing splines [13] and Gaussian process regression [14].

The \(S\) statistic for the Mann–Kendall test is given by

\[
S = \sum_{i < j} \text{sgn}(X_j - X_i),
\]  

where

\[
\text{sgn}(x) := \begin{cases} 
-1 & \text{if } x < 0, \\
0 & \text{if } x = 0, \\
1 & \text{if } x > 0,
\end{cases}
\]

and \(X_\cdot\) refers to the variable of interest. Values of \(X_\cdot\) could be either the original values measured or their ranks within the sample obtained.

Kendall [3] and Kendall and Gibbons [15] discuss normality of \(S\) and also proves that, under \(H_0:\)

\[
E(S) = 0
\]

and

\[
\text{Var}(S) = \frac{1}{18} n(n - 1)(2n + 5).
\]
Coefficient $t$ is then calculated as
\[ t = \frac{2S}{n(n-1)}. \]

1.3. Presence of ties

When ties are present in the data, the formula of $\text{Var}(S)$ requires some modification. Given that there are ties of extent $w$ (e.g., if there are three tied groups, one duplet and two triplets, $w = \{2,3,3\}$) and $w_i$ is the number of tied values per group, the variance is calculated by [15]
\[ \text{Var}(S) = \frac{1}{18} \left\{ n(n-1)(2n+5) - \sum_i w_i (w_i - 1)(2w_i + 5) \right\}. \]

Behaviour of $t$ and $S$ in rankings containing ties has been discussed by Kendall [15,16] and others [17–19].

Based on the above, inference can be made, in the sense of statistical significance and calculating $p$-values, on the existence or not of a positive or negative trend over time in a given dataset.

1.4. Introducing partially tied observations

The biggest strength of the Mann–Kendall test is that it can provide information concerning the existence of a trend over time without any further assumptions on the character of this trend. However, one of the limitations of this approach is that any increase or decrease between two observations is interpreted as such, irrespective of the size of the difference between the values compared. We found in practice (considering the blood donation data described in Section 1.1) that when applying the Mann–Kendall test, this lack of discrimination of the size of differences in some cases lead to a rejection of clearly visible trends. This made us explore the possibility of extending the traditional test to only value a positive or negative contribution to the test statistic in those cases where a difference in observed values is actually considered meaningful.

From the calculation of $S$ from Equation (1), it is obvious that pairs of values compared contribute to $S$ either $+1$ or $-1$ irrespective of the magnitude of the difference between each pair’s elements. One could argue though that two observations without the exact same numerical value but with a relatively small difference are not reasonable to be accounted for as different and therefore should not contribute to the value of $S$. For demonstration, let us consider an example of observations on diastolic blood pressure of an individual (DBP) measured over 10 consecutive time points like the ones in Table 1.

| Time point | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|------------|----|----|----|----|----|----|----|----|----|----|
| DBP        | 90.9| 95.2| 98.6| 95.8| 100.7| 94.9| 92.8| 101.5| 99  | 98.7|
| Rank (DBP) | 1  | 4  | 7  | 5  | 9  | 3  | 2  | 10 | 8  | 6  |
| Ordered DBP| 90.9| 92.8| 94.9| 95.2| 95.8| 98.6| 98.7| 99 | 100.7| 101.5|
| Rank (DBP) | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
As Manios et al. [20] report, diastolic blood pressure is overestimated when recorded
by non-invasive methods while systolic blood pressure is underestimated when measured
intravenously. One could then argue that the difference between a blood pressure of 98.6
and 98.7 is not meaningful as it is clinically irrelevant. The example could be extended to
other kinds of variables with alternative sources of uncertainty (e.g., measurement error).
Uncertainty could also be assumed to have one direction only, for example, known rates of
under or over reporting of financial or demographic measurements. To our knowledge, this
problem has not been dealt with in the literature, with the only exception being a simulation
study by Soderberg and Hennet [21].

In light of the above, it might be worthwhile to apply a level of relevant difference
(LRD) on observations, that is, define \( d \) such that a pair \( (X_i, X_j) \) will be considered a tie
if \(|X_i - X_j| \leq d\). The value of \( d \) could be defined on the basis of an expert estimate of a
relevant difference, but also to a known or assumed measurement error. However, in the
above example, by applying a LRD of \( d = 0.6 \), we get the seemingly paradoxical situation
where in the ordered sample (lower part of Table 1 and denoting by DBP(\( i \)) the \( i \)th ranked
observation) DBP(3) = DBP(4), DBP(4) = DBP(5) but DBP(3) ≠ DBP(5). One can imagine
that applying a LRD rule can result in highly complex tie structures, which we will refer to
as partially tied observations. The \( S \) statistic as presented in Equation (1) cannot account
for such complications, and a modification for the estimation of \( S \) is required.

The paper is organized as follows: in the next section, the Mann–Kendall test is extended
to be able to account for partially tied observation with the key extension being the gen-
eralization of the variance formula of \( S \). In Section 3, a simulation study is presented to
illustrate the performance of the extended test compared to the classical test. In Section 4,
the extended version is applied to a real data set where it is implemented within the regional
test for trend. The final section provides a discussion on the extended test.

2. Properties of \( S \) and \( t \) in the presence of partially tied observations

2.1. Properties of \( S \)

Suppose we have a sample \( X_1, \ldots, X_n \) of measurements taken at subsequent times
1, 2, \ldots, \( n \). Our test wishes to distinguish a trend in data from the null hypothesis \( H_0 \) that
all \( X_i \)'s are iid. We introduce the extended Mann–Kendall test where we allow for the above
introduced LRD which we denote by \( d > 0 \) and thus we define

\[
S_{ex} = \sum_{i < j} \text{sign}(X_j - X_i) \mathbb{I}_{\{|X_i - X_j| > d\}},
\]

(2)

where \( \mathbb{I}_{\{\cdot\}} \) denotes the indicator function. The conditions of this criterion could vary
as discussed above, for example, the absolute could be replaced if we were interested in
uncertainty towards one direction of the measurements or \( > \) could be replaced by \( \geq \n
in Equation (2), depending on the measurement units or accuracy of the measurement
instrument employed.

The statistic \( S_{ex} \) will be strongly positive if there is a positive trend in the data, and it
will be strongly negative if there is a negative trend in the data. We will base our test on a
normalized version of \( S_{ex} (t_{ex}) \) and for this we need to know its variance under \( H_0 \).
Theorem 2.1: The variance of $S_{ex}$ under the null hypothesis is given by

$$\text{Var}(S_{ex}) = \left( \frac{1}{3}n^3 - n^2 + \frac{2}{3}n \right) (\alpha_+ + 2\alpha_- - 2\beta) + \left( n^2 - n \right) \gamma.$$

Here,

$$\alpha_+ = \mathbb{E} \left( \mathbb{I}_{\{X_2 > X_1 + d\}} \mathbb{I}_{\{X_3 > X_1 + d\}} \right), \quad \alpha_- = \mathbb{E} \left( \mathbb{I}_{\{X_2 < X_1 - d\}} \mathbb{I}_{\{X_3 < X_1 - d\}} \right),$$

$$\beta = \mathbb{E} \left( \mathbb{I}_{\{X_2 > X_1 + d\}} \mathbb{I}_{\{X_3 < X_1 - d\}} \right) \quad \text{and} \quad \gamma = \mathbb{E} \left( \mathbb{I}_{\{X_1 > X_2 - d\}} \right) = \mathbb{E} \left( \mathbb{I}_{\{X_1 < X_2 - d\}} \right).$$

Proof: It is easy to see that under the null hypothesis,

$$\mathbb{E}(S_{ex}|H_0) = 0.$$ For the variance of $S_{ex}$, we therefore need to calculate

$$\text{Var}(S_{ex}|H_0) = \mathbb{E}(S_{ex}^2|H_0) = \sum_{i<k} \sum_{j<l} \mathbb{E} \left( \text{sign}(X_k - X_i) \mathbb{I}_{\{|X_i - X_k| > d\}} \text{sign}(X_l - X_j) \mathbb{I}_{\{|X_l - X_j| > d\}} \right).$$

Define the index set

$$\Omega_0 = \{(i,j,k,l) \in \mathbb{N}^4 : 1 \leq i < k \leq n \text{ and } 1 \leq j < l \leq n\}.$$ We split up this set into six disjoint parts:

$$\Omega_1 = \{(i,j,k,l) \in \Omega_0 : i \neq j, k \neq l, i \neq l, j \neq k\},$$

$$\Omega_2 = \{(i,j,k,l) \in \Omega_0 : i = j, k \neq l\},$$

$$\Omega_3 = \{(i,j,k,l) \in \Omega_0 : k = l, i \neq j\},$$

$$\Omega_4 = \{(i,j,k,l) \in \Omega_0 : i = l\},$$

$$\Omega_5 = \{(i,j,k,l) \in \Omega_0 : j = k\},$$

$$\Omega_6 = \{(i,j,k,l) \in \Omega_0 : i = j, k = l\}.$$ We easily check that

$$\#\Omega_0 = \frac{1}{4}n^4 - \frac{1}{2}n^3 + \frac{1}{4}n^2,$$

$$\#\Omega_1 = \frac{1}{4}n^4 - \frac{3}{2}n^3 + \frac{11}{4}n^2 - \frac{3}{2}n,$$

$$\#\Omega_2 = \#\Omega_3 = \frac{1}{3}n^3 - n^2 + \frac{2}{3}n,$$

$$\#\Omega_4 = \#\Omega_5 = \frac{1}{6}n^3 - \frac{1}{2}n^2 + \frac{1}{3}n,$$

$$\#\Omega_6 = \frac{1}{2}n^2 - \frac{1}{2}n.$$
Furthermore, we define
\[
\alpha_+ = \mathbb{E}(\mathbb{1}_{\{X_1 > X_2 + d\}} \mathbb{1}_{\{X_1 > X_3 + d\}}) \quad \text{and} \quad \alpha_- = \mathbb{E}(\mathbb{1}_{\{X_1 < X_2 - d\}} \mathbb{1}_{\{X_1 < X_3 - d\}})
\]
and
\[
\beta = \mathbb{E}(\mathbb{1}_{\{X_1 > X_2 + d\}} \mathbb{1}_{\{X_1 < X_3 - d\}}) \quad \text{and} \quad \gamma = \mathbb{E}(\mathbb{1}_{\{X_1 > X_2 + d\}}) = \mathbb{E}(\mathbb{1}_{\{X_1 < X_2 - d\}}).
\]

We then easily check the following implications under \(H_0\):
\[
(i,j,k,l) \in \Omega_1 \implies \mathbb{E}\left(\text{sign}(X_k - X_l)1_{\{|X_i - X_k| > d\}}\text{sign}(X_l - X_j)1_{\{|X_j - X_i| > d\}}\right) = 0,
\]
\[
(i,j,k,l) \in \Omega_2 \cup \Omega_3 \implies \mathbb{E}\left(\text{sign}(X_k - X_l)1_{\{|X_i - X_k| > d\}}\text{sign}(X_l - X_j)1_{\{|X_j - X_i| > d\}}\right) = \alpha_- + \alpha_+ - 2\beta,
\]
\[
(i,j,k,l) \in \Omega_4 \cup \Omega_5 \implies \mathbb{E}\left(\text{sign}(X_k - X_l)1_{\{|X_i - X_k| > d\}}\text{sign}(X_l - X_j)1_{\{|X_j - X_i| > d\}}\right) = 2\beta - \alpha_- - \alpha_+,
\]
\[
(i,j,k,l) \in \Omega_6 \implies \mathbb{E}\left(\text{sign}(X_k - X_l)1_{\{|X_i - X_k| > d\}}\text{sign}(X_l - X_j)1_{\{|X_j - X_i| > d\}}\right) = 2\gamma.
\]

Our conclusion is that under \(H_0\):
\[
\text{Var}(S_{\text{ex}}|H_0) = \left(\frac{1}{3}n^3 - n^2 + \frac{2}{3}n\right)(\alpha_- + \alpha_+ - 2\beta) + (n^2 - n)\gamma.
\]

Note that \(\mathbb{1}_{\{X_1 > X_2 + d\}}\) and \(\mathbb{1}_{\{X_1 > X_3 + d\}}\) are positively correlated, \(\mathbb{1}_{\{X_1 < X_2 - d\}}\) and \(\mathbb{1}_{\{X_1 < X_3 - d\}}\) are also positively correlated, but \(\mathbb{1}_{\{X_1 > X_2 + d\}}\) and \(\mathbb{1}_{\{X_1 > X_3 - d\}}\) are negatively correlated (of course, this also holds if we use any triplet \(X_i, X_j, X_k\) for different values of \(i, j\) and \(k\)). This implies
\[
\min(\alpha_-, \alpha_+) \geq \gamma^2 \geq \beta.
\]

Also, if \(d = 0\) and the \(X_i\)’s are continuous random variables, we see that \(\alpha_- = \alpha_+ = 1/3\), \(\beta = 1/6\) and \(\gamma = 1/2\). This leads to the classical variance formula for \(S\) without ties.

### 2.2. Estimating the variance of \(S_{\text{ex}}\)

A natural way to estimate \(\text{Var}(S_{\text{ex}}|H_0)\) would be to use unbiased estimates of \(\alpha_-, \alpha_+, \beta\) and \(\gamma\). Since these constants are defined as expectations, we will estimate them by averages.
Also, since under $H_0$ all variables are iid, we will use a symmetric average:

$$\hat{\alpha}_+ = \frac{1}{n(n - 1)(n - 2)} \sum_{i,j,k : i \neq j \neq k} \left( \mathbb{1}_{\{X_i > X_j + d\}} \mathbb{1}_{\{X_i > X_k + d\}} \right)$$

$$= \frac{1}{n(n - 1)(n - 2)} \sum_{i=1}^{n} \sum_{j \neq k} \left( \mathbb{1}_{\{X_i > X_j + d\}} \mathbb{1}_{\{X_i > X_k + d\}} \right)$$

$$= \frac{1}{n(n - 1)(n - 2)} \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \mathbb{1}_{\{X_i > X_j + d\}} \sum_{k=1}^{n} \mathbb{1}_{\{X_i > X_k + d\}} - \sum_{j=1}^{n} \mathbb{1}_{\{X_i > X_j + d\}} \right)$$

$$= \frac{1}{n(n - 1)(n - 2)} \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \mathbb{1}_{\{X_i > X_j + d\}} \sum_{k=1}^{n} \mathbb{1}_{\{X_i > X_k + d\}} - \sum_{j=1}^{n} \mathbb{1}_{\{X_i > X_j + d\}} \right)$$

Here we define

$$u_i = \#\{j \in \{1, \ldots, n\} : X_i > X_j + d\} \quad \text{and} \quad v_i = \#\{j \in \{1, \ldots, n\} : X_i < X_j - d\}.$$ 

Similar calculations show

$$\hat{\alpha}_- = \frac{1}{n(n - 1)(n - 2)} \sum_{i=1}^{n} (v_i^2 - v_i) ,$$

$$\hat{\beta} = \frac{1}{n(n - 1)(n - 2)} \sum_{i=1}^{n} u_i v_i ,$$

$$\hat{\gamma} = \frac{1}{n(n - 1)} \sum_{i=1}^{n} u_i = \frac{1}{n(n - 1)} \sum_{i=1}^{n} v_i .$$

Finally, we get an estimator for the variance of $S_{ex}|H_0$:

$$\hat{\text{Var}}(S_{ex}|H_0) = \frac{1}{3} \sum_{i=1}^{n} (u_i - v_i)^2 + \frac{1}{3} \sum_{i=1}^{n} u_i .$$

Our adapted Mann–Kendall test statistic $T$ therefore becomes

$$T = \frac{S_{ex}}{\sqrt{\text{Var}(S_{ex})}} = \frac{\sum_{i<j} \text{sign}(X_j - X_i) \mathbb{1}_{\{|X_i - X_j| > d\}}}{\sqrt{(1/3) \sum_{i=1}^{n} (u_i - v_i)^2 + (1/3) \sum_{i=1}^{n} u_i}} . \quad (3)$$

### 2.3. Contiguous alternatives

In Section 3.2, we will discuss some guidelines in choosing $d$. In this section, we wish to study the power of our test for different choices of $d$ in a more theoretical manner. A good way to do this is by using what is known as contiguous alternatives to the null hypothesis.
that there is no trend, by which we mean the following: suppose \( Z_1, \ldots, Z_n \) are iid random variables, choose \( \lambda \in \mathbb{R} \) and define
\[
X_i = \lambda \frac{i}{n^{3/2}} + Z_i.
\]
This means that the \( X_i \)'s have a trend (and so we are not in the null hypothesis), but as the sample size \( n \) grows, the trend becomes smaller: in the end-point the difference decreases like \( n^{-1/2} \), precisely enough to still be noticeable by the classic Mann–Kendall test. The advantage of such alternatives is that we are able to write down the asymptotic power of our test in a more or less closed form, so that we can compare its power for different choices of \( d \) in our test. We need some notation: suppose \( f(\cdot) \) is the density of \( Z_1 \), and define \( g(\cdot) \) as the density of \( Z_1 - Z_2 \). This means that
\[
g(z) = \int_{\mathbb{R}} f(x+z)f(x)\,dx.
\]
For simplicity we will assume that \( g(0) < +\infty \), although this is not strictly necessary. It follows that \( g \) is symmetric (so \( g(-z) = g(z) \)) and \( g \) has a maximum at \( z = 0 \), simply because Cauchy–Schwartz shows that
\[
g(z) \leq \sqrt{\int_{\mathbb{R}} f(x)^2\,dx \cdot \int_{\mathbb{R}} f(x+z)^2\,dx} = g(0).
\]
We can now show the following result on the asymptotic distribution of our test statistic \( T \):

**Theorem 2.2:** Given the notation above, the limiting distribution of \( T \) as \( n \to \infty \) is given by
\[
T \sim N\left(\frac{\lambda g(d)}{\sqrt{3(\alpha_+ + \alpha_- - 2\beta)}}, 1\right).
\]

**Proof:** We introduce the subscript \( X \) or \( Z \), meaning that we are either using the sample \( X_1, \ldots, X_n \) or the coupled sample \( Z_1, \ldots, Z_n \) which satisfies the null hypothesis (so \( T = T_X \)). We will start by showing that asymptotically, \( \hat{\alpha}_{+,X}/\hat{\alpha}_{-,Z} \to 1 \). Note that
\[
\mathbb{I}\{X_i > X_j + d\} \mathbb{I}\{X_i > X_k + d\} - \mathbb{I}\{Z_i > Z_j + d\} \mathbb{I}\{Z_i > Z_k + d\}
\]
\[
\leq \mathbb{I}\{Z_i - Z_j \in [d - |\lambda(i-j)|n^{-3/2}, d + |\lambda(i-j)|n^{-3/2}]\} + \mathbb{I}\{Z_i - Z_k \in [d - |\lambda(k-i)|n^{-3/2}, d + |\lambda(k-i)|n^{-3/2}]\}
\]
\[
\leq \mathbb{I}\{Z_i - Z_j \in [d - |\lambda|n^{-1/2}, d + |\lambda|n^{-1/2}]\} + \mathbb{I}\{Z_i - Z_k \in [d - |\lambda|n^{-1/2}, d + |\lambda|n^{-1/2}]\}.
\]
The expected value of the right-hand side is \( O(n^{-1/2}) \) (since this is the width of the intervals and \( g \), the density of \( Z_i - Z_j \) is bounded by \( g(0) \)), and since \( \hat{\alpha}_{+,X} - \hat{\alpha}_{-,Z} \) is bounded by the
average of these bounded random variables, we conclude that

\[ \hat{\alpha}_+ \approx \hat{\alpha}_- + O_p(n^{-1/2}). \]  

The same conclusion holds for \( \hat{\alpha}_- \) and \( \hat{\beta} \), which means that

\[ \frac{\text{Var}(S_{\text{ex}}, X)}{((1/3)n^3 - n^2 + (2/3)n)} \to \alpha_+ - \alpha_+ - 2\beta \quad (\text{as } n \to \infty), \]

where the constants are defined for the distribution of \( Z_1 \). In other words, the contiguous alternative does not significantly alter the estimation of the variance of \( S_{\text{ex}} \). However, the alternative does significantly change the expected value of \( S_{\text{ex}} \). Under the null hypothesis, we know that \( S_Z = O_p(n^{3/2}) \). Now let us calculate \( \mathbb{E}(S_X) \):

\[
\mathbb{E}(S_X) = \sum_{i<j} \mathbb{P}(X_i < X_j - d) - \mathbb{P}(X_i > X_j + d)
= \sum_{i<j} \mathbb{P}(Z_i - Z_j < -d + \lambda(j - i)n^{-3/2}) - \mathbb{P}(Z_i - Z_j > d + \lambda(j - i)n^{-3/2})
= \sum_{i<j} \mathbb{P}(Z_i - Z_j \in [d - \lambda(j - i)n^{-3/2}, d + \lambda(j - i)n^{-3/2}])
= \left( \sum_{i<j} 2g(d)\lambda(j - i)n^{-3/2} \right) (1 + o(1))
= \frac{1}{3}\lambda g(d)n^{-3/2}(1 + o(1)).
\]

Here we used \( Z_i - Z_j \) has the same distribution as \( Z_j - Z_i \). As you can see, the difference is of the order square root of the variance. Furthermore, from (4) we conclude that

\[ T_X \sim N\left( \frac{\lambda g(d)}{\sqrt{3(\alpha_+ + \alpha_+ - 2\beta)}}, 1 \right). \]

To investigate the power of our test against this contiguous alternative as a function of \( d \) (remember, we reject the null hypothesis if \( |T_X| \geq z_{\alpha/2} \), the normal critical value), it is therefore sufficient to investigate \( \mathbb{E}_d(T_X) \), the expected value of \( T_X \) as a function of \( d \), given by

\[ \mathbb{E}_d(T_X) = \frac{\lambda g(d)}{\sqrt{3(\alpha_+ + \alpha_+ - 2\beta)}}. \]

Here, we have left out the lower order terms as \( n \) goes to infinity. The power of our test is clearly an increasing function of \( \mathbb{E}_d(T_X) \): if \( \mathbb{E}_d(T_X) = 0 \), the power equals \( \alpha \), and if \( \mathbb{E}_d(T_X) \to \infty \), then the power increases to 1. We start by investigating the behaviour
around $d = 0$. It is clear that $\mathbb{E}_d(T_X)$ is a symmetric function of $d$. After some tedious calculus, it turns out that this function has a positive second derivative at 0, if and only if

$$\int f(z)^2 \, dz \cdot \int f(z)^3 \, dz > \frac{1}{6} \int f'(z)^2 \, dz,$$  

(5)

where $f'(z)$ denotes the first derivative of $f(z)$. If this is the case, it means that we can gain power even asymptotically by choosing $d$ slightly larger than 0. There exist distributions $f$ of $Z_i$ that do not satisfy condition (5), but we will see that it is satisfied if the $Z_i$’s are normally distributed. Considering large values of $d$ are not a good idea, since the number of ‘ties’ will explode. A notable exception is when $X_1$ has a uniform distribution on, for example, $[0, 1]$. In that case, it would be good to choose $d$ slightly larger than 1, and the power with respect to the contiguous alternative would go to 1. This is of course due to the fact that if we would see a difference between two $X_i$’s larger than 1, we could always reject the null hypothesis.

As mentioned before, an interesting case is if all $Z_i$’s have a normal distribution with standard deviation $\sigma$. Figure 1 shows $\mathbb{E}_d(T_X)$ as a function of $d$ for $\sigma = 1$ and $\lambda = 1$.

The expected value for $T$ is maximal around $d = 1.34\sigma$ (as $g(d)$ and thus the mean of the distribution of the test statistic is invariant to $\sigma$ for $d = c\sigma$ and only depends on $c$), but there is only a very slight increase in power. Note that if you pick $d$ too large, the power quickly drops, and furthermore, the increase of power for small $d$ is only quadratic in $d$ (this holds for any differentiable $f$, and if condition (5) is violated, there would be a quadratic decrease of power). In Section 3.2, we will discuss some guidelines in the choice of $d$ for real data sets.

2.4. Properties of $t$

For the standard $S$ statistic (no LRD applied) and when no ties are present in the data, then $\max(S) = (1/2)n(n-1)$ and $t$ is defined as

$$t = \frac{2S}{n(n-1)}.$$  

In case of tied ranks, $t_a$ or $t_b$ can be used. If by $c_{ij}$ we denote the score allotted to any pair of measurements subject to the conditions that $c_{ij} = -c_{ji}$ and $c_{ij} = 0$ if $i = j$ (so that, for $S$ and given the natural order ($i < j$), $c_{ij} = 1$). For the variable representing time, we denote the
score $e_{ij}$, subject to the same conditions. Then, $t_a$ and $t_b$ are defined as follows: $t_a$ is still $S$ divided by $(1/2)n(n - 1)$ while in $t_b$, the denominator is replaced by $(1/2)\sqrt{\sum c^2_{ij} \sum e^2_{ij}}$. For our extended Mann–Kendall test, it is straightforward to see that $\sum c^2_{ij} = \sum_i u_i + \sum_i v_i = 2 \sum_i u_i = 2 \sum_i v_i$. It then follows that in the case of the Mann–Kendall test where $\sum e^2_{ij} = n(n - 1)$ since $e_{ij} = 1 \forall i \neq j$ for the time variable rankings, $t_b$ will take the form:

$$t_{b_{ex}} = \frac{S_{ex}}{(1/2)\sqrt{\{2 \sum_i u_i\} \{n(n - 1)\}}}.$$ 

We refer the interested reader to the discussion provided by Kendall and Gibbons [15], Chapter 3 on whether to use $t_a$ or $t_b$.

### 2.5. Distribution of $S$ and $T$

Kendall and Gibbons [15] note that

the distribution of $T$ for any fixed number of ties tends to normality as $n$ increases, and there is probably little important error involved in using the normal approximation for $n \geq 10$, unless the ties are very extensive or very numerous in which case a special investigation may be necessary.

This conjecture was verified by Burr [22] who examined tied ranks in both rankings and the normal approximation was found not to be adequate only in cases where only a few of the extreme values of $S$ are significant, e.g., the distribution of $S$ is sparsely represented in the critical region. It is suggested that these concerns should be taken into consideration when applying a LRD to a sample and the structure of ties should be monitored.

The distribution of $S_{ex}$ (and $T_{ex}$ since it is a multiple of $S_{ex}$) is always symmetric and centred around 0 (under $H_0$) when we are dealing with partially tied observations, and the ties only impact its variance. Therefore, the continuity correction suggested by Kendall and Gibbons [15] is still applicable. This results in the $Z$ statistic to be used for testing against trend where

$$Z = \begin{cases} 
\frac{S_{ex} + 1}{\sigma_{S_{ex}}} & \text{if } S_{ex} < 0, \\
0 & \text{if } S_{ex} = 0, \\
\frac{S_{ex} - 1}{\sigma_{S_{ex}}} & \text{if } S_{ex} > 0,
\end{cases}$$

and $\sigma_{S_{ex}} = \sqrt{\text{Var}(S_{ex})}$ so that $Z|H_0 \sim N(0, 1)$.

### 3. Simulation study

We conducted two simulation studies. First we studied the operational characteristics of the extended test under linear or quadratic terms and variable values of $d$. Second, we assessed the minimum effective sample size (ESS) required for the normality assumption to hold. We report on them below.
3.1. Operational characteristics

A simulation study was conducted to assess the operational characteristics of the proposed extended version of the Mann–Kendall test and its added value compared to the standard test. The study aims to evaluate the performance of the test in the settings of linear and quadratic trends over time. The general data generating model is

\[ Y = \theta X^p + \epsilon, \]

where \( Y \) denotes the variable of interest, \( X := \{1, \ldots, n\} \) is the (fixed) time measurements (corresponding to the ranks of the time variable) and \( \epsilon \) is the measurement error associated with this process. The simulation parameters include \( \theta \in \{0, 1\}, p \in \{1, 2\}, n \in \{20, 30\} \) and \( \epsilon \) is generated from either normal or uniform distributions with mean 0 and standard deviations \( \sigma^{1/p} \in \{10, 15, 20\} \). The parameters of the uniform distributions \( U(a, b) \) are thus calculated as \( a = -\sigma \sqrt{3} \) and \( b = -a \). This corresponds to \( \sigma \) ranging from 10 to 400 (for \( p = 2 \) and \( \sigma^{1/p} = 20 \)) and \( a \) ranging from \(-17\) to \(-690\). For each scenario, the extended Mann–Kendall test is applied, with LRD’s \( d/\sigma \in \{0, 0.5, 1, 1.5, 2\} \). Thus, \( d \) is supposed to be determined relative to the measurement error, where \( d = 0 \) refers to the standard Mann–Kendall test. Testing is conducted at the 5% significance level, two-sided.

The choice of the sample sizes and effect sizes was based on the pursuit to explore the validity of the normality assumption of the extended test in borderline small sample sizes in combination with the concept of partial ties. All simulations were conducted with the R language for statistical computing.

The simulation results are presented in Tables 2 and 3. Table 2 presents empirical power values (and thus type I error for \( \theta = 0 \)) for the explored scenarios while Table 3 presents the average proportion of ties observed in each scenario, \( \pi_t = E((\max S - \sum u_i)/\max S) \), where \( \max S = (1/2)n(n - 1) \). In order to evaluate the performance of the extended test, we refer to each respective cell from the two tables simultaneously, so that validity of the normality assumption is assessed together with the resulting operational characteristics.

By looking at Table 2(a,b) jointly, the percentiles of the null distribution of our extended test statistics seem to align with the ones of the assumed normal distribution (type I error rates close to nominal), for moderate proportions of ties observed. Thus, normality assumption seems to hold for \( \pi_t < 0.6 \). The approximation might be judged adequate for even larger proportions of ties when the error distribution is assumed to be uniform. The latter however seems to be affected by both the sample size and the extent of tied values, therefore attention should be paid, as to the standard version of the test. The extended version of the Mann–Kendall test is doing exactly what is intended, namely increasing the power of the Mann–Kendall test in the presence of measurement error. For normally distributed errors and a sample size of 30 (Table 2(a)), applying a LRD increases power for values of \( d/\sigma \) up to 1.5 and a slight drop is observed for \( d/\sigma = 2 \). The drop could however be attributed to the inadequacy of the normal approximation due to the large number of ties when applying such a (relatively) large \( d \), as the type I error is shown to deviate from the nominal level as well.

The gains in power seem to be even more substantial in the case of uniform distributed errors (Table 2(b)) in combinations of sample sizes and \( \pi_t \)'s where the normal approximation seems to hold (type I error levels close to nominal). In such cases, there is a substantial increase in power for large measurement error, when this is taken into account through the
Table 2. Probability of rejection per simulation scenario.

| n   | $\sigma^{1/p}$ | $d/\sigma$ | $\theta$ | $\rho$ |
|-----|----------------|------------|----------|--------|
|     |                |            | 0        | 1      |
|     |                |            |          | 2      |
| 20  | 10             | 0.0        | 0.047    | 0.632  | 0.996  |
|     | 0.5            | 0.044      | 0.643    | 0.997  |
|     | 1.0            | 0.042      | 0.643    | 0.997  |
|     | 1.5            | 0.038      | 0.619    | 0.997  |
|     | 2.0            | 0.027      | 0.553    | 0.996  |
| 15  | 0.0            | 0.047      | 0.333    | 0.564  |
|     | 0.5            | 0.044      | 0.337    | 0.574  |
|     | 1.0            | 0.042      | 0.334    | 0.573  |
|     | 1.5            | 0.038      | 0.313    | 0.552  |
|     | 2.0            | 0.027      | 0.259    | 0.488  |
| 20  | 0.0            | 0.047      | 0.207    | 0.222  |
|     | 0.5            | 0.045      | 0.208    | 0.223  |
|     | 1.0            | 0.043      | 0.205    | 0.220  |
|     | 1.5            | 0.038      | 0.189    | 0.204  |
|     | 2.0            | 0.027      | 0.151    | 0.164  |
| 30  | 0.0            | 0.049      | 0.992    | 1.000  |
|     | 0.5            | 0.047      | 0.993    | 1.000  |
|     | 1.0            | 0.046      | 0.994    | 1.000  |
|     | 1.5            | 0.044      | 0.993    | 1.000  |
|     | 2.0            | 0.038      | 0.990    | 1.000  |
| 15  | 0.0            | 0.049      | 0.833    | 1.000  |
|     | 0.5            | 0.047      | 0.840    | 1.000  |
|     | 1.0            | 0.046      | 0.843    | 1.000  |
|     | 1.5            | 0.044      | 0.835    | 1.000  |
|     | 2.0            | 0.038      | 0.801    | 1.000  |
| 20  | 0.0            | 0.049      | 0.593    | 0.918  |
|     | 0.5            | 0.047      | 0.599    | 0.924  |
|     | 1.0            | 0.046      | 0.602    | 0.928  |
|     | 1.5            | 0.044      | 0.589    | 0.924  |
|     | 2.0            | 0.038      | 0.545    | 0.904  |
| 30  | 0.0            | 0.049      | 0.992    | 1.000  |
|     | 0.5            | 0.047      | 0.993    | 1.000  |
|     | 1.0            | 0.046      | 0.994    | 1.000  |
|     | 1.5            | 0.044      | 0.993    | 1.000  |
|     | 2.0            | 0.038      | 0.990    | 1.000  |

(a) Normal distribution

(b) Uniform dist.
Table 2. Continued.

| $n$ | $\sigma^{\frac{1}{p}}$ | $d/\sigma$ | $\theta$ | $\rho$ | $\rho$ |
|-----|---------------------|------------|---------|-------|-------|
|     |                     |            | $0$     | $1$   | $2$   |
|     |                     |            | $1$     |       |       |
| 15  | 0.0                 | 0.045      | 0.996   | 1.000 |       |
|     | 0.5                 | 0.042      | 0.997   | 1.000 |       |
|     | 1.0                 | 0.049      | 0.803   | 1.000 |       |
|     | 1.5                 | 0.047      | 0.800   | 1.000 |       |
|     | 2.0                 | 0.046      | 0.800   | 1.000 |       |
|     | 0.0                 | 0.049      | 0.559   | 0.901 |       |
|     | 0.5                 | 0.047      | 0.546   | 0.939 |       |
|     | 1.0                 | 0.046      | 0.533   | 0.908 |       |
|     | 1.5                 | 0.044      | 0.557   | 0.924 |       |
|     | 2.0                 | 0.041      | 0.627   | 0.946 |       |

Notes: Data are generated from $\theta X^p + \epsilon$ where $\epsilon$ follows the respective distribution. $d/\sigma = 0$ corresponds to the standard Mann–Kendall test with no LRD. See text for details.

Table 3. Average proportion of ties per simulation scenario.

| $n$ | $\sigma^{\frac{1}{p}}$ | $d/\sigma$ | $\theta$ | $\rho$ | $\rho$ |
|-----|---------------------|------------|---------|-------|-------|
|     |                     |            | $0$     | $1$   | $2$   |
|     |                     |            | $1$     |       |       |
| (a) Normal distribution |
| 20  | 10                  | 0.0        | 0.00    | 0.00  | 0.00  |
|     |                     | 0.5        | 0.28    | 0.21  | 0.10  |
|     |                     | 1.0        | 0.52    | 0.40  | 0.19  |
|     |                     | 1.5        | 0.71    | 0.57  | 0.28  |
|     |                     | 2.0        | 0.84    | 0.71  | 0.36  |
| 15  | 0.0                 | 0.00       | 0.00    | 0.00  |       |
|     | 0.5                 | 0.28       | 0.24    | 0.17  |       |
|     | 1.0                 | 0.52       | 0.46    | 0.33  |       |
|     | 1.5                 | 0.71       | 0.64    | 0.48  |       |
|     | 2.0                 | 0.84       | 0.78    | 0.61  |       |
| 20  | 0.0                 | 0.00       | 0.00    | 0.00  |       |
|     | 0.5                 | 0.28       | 0.25    | 0.23  |       |
|     | 1.0                 | 0.52       | 0.48    | 0.43  |       |
|     | 1.5                 | 0.71       | 0.67    | 0.61  |       |
|     | 2.0                 | 0.84       | 0.80    | 0.75  |       |
| 30  | 10                  | 0.0        | 0.00    | 0.00  | 0.00  |
|     |                     | 0.5        | 0.28    | 0.24  | 0.17  |
|     |                     | 1.0        | 0.52    | 0.46  | 0.33  |
|     |                     | 1.5        | 0.71    | 0.64  | 0.48  |
|     |                     | 2.0        | 0.84    | 0.78  | 0.60  |
| 15  | 0.0                 | 0.00       | 0.00    | 0.00  |       |
|     | 0.5                 | 0.28       | 0.26    | 0.24  |       |
|     | 1.0                 | 0.52       | 0.49    | 0.46  |       |
|     | 1.5                 | 0.71       | 0.67    | 0.64  |       |
|     | 2.0                 | 0.84       | 0.81    | 0.78  |       |
| 20  | 0.0                 | 0.00       | 0.00    | 0.00  |       |
|     | 0.5                 | 0.28       | 0.27    | 0.26  |       |

(continued)
Table 3. Continued.

| n   | $\sigma^{1/\rho}$ | $d/\sigma$ | $\rho$ | $\rho$ |
|-----|-------------------|------------|--------|--------|
|     |                   |            | 1      | 2      |
| 1.0 | 0.52              | 0.50       | 0.50   |
| 1.5 | 0.71              | 0.69       | 0.69   |
| 2.0 | 0.84              | 0.82       | 0.69   |

(b) Uniform dist.

| 20  | 10    | 0.0    | 0.00  | 0.00  |
|     |       | 0.5    | 0.27  | 0.20  |
|     |       | 1.0    | 0.49  | 0.39  |
|     |       | 1.5    | 0.68  | 0.56  |
|     |       | 2.0    | 0.82  | 0.70  |
| 15  |       | 0.0    | 0.00  | 0.00  |
|     |       | 0.5    | 0.27  | 0.23  |
|     |       | 1.0    | 0.49  | 0.44  |
|     |       | 1.5    | 0.68  | 0.62  |
|     |       | 2.0    | 0.82  | 0.76  |
| 20  |       | 0.0    | 0.00  | 0.00  |
|     |       | 0.5    | 0.27  | 0.24  |
|     |       | 1.0    | 0.49  | 0.46  |
|     |       | 1.5    | 0.68  | 0.65  |
|     |       | 2.0    | 0.82  | 0.79  |
| 30  | 10    | 0.0    | 0.00  | 0.00  |
|     |       | 0.5    | 0.27  | 0.23  |
|     |       | 1.0    | 0.50  | 0.44  |
|     |       | 1.5    | 0.68  | 0.62  |
|     |       | 2.0    | 0.82  | 0.76  |
| 15  |       | 0.0    | 0.00  | 0.00  |
|     |       | 0.5    | 0.27  | 0.24  |
|     |       | 1.0    | 0.49  | 0.47  |
|     |       | 1.5    | 0.68  | 0.65  |
|     |       | 2.0    | 0.82  | 0.80  |
| 20  |       | 0.0    | 0.00  | 0.00  |
|     |       | 0.5    | 0.27  | 0.25  |
|     |       | 1.0    | 0.49  | 0.48  |
|     |       | 1.5    | 0.68  | 0.66  |
|     |       | 2.0    | 0.82  | 0.81  |

The application of a LRD. It is evident from the simulation results that both the magnitude and the distribution of the measurement error should be taken into account so that an optimal $d$ is chosen for the analysis. This point is elaborated on in more detail in the following section.

### 3.2. Choice of value for $d$

The value of $d$ should ideally reflect a known data-generating mechanism which involves a known measurement error. However, as noted in Section 2.5, the value of $d$ might substantially impact the sampling distribution of $S_{ex}$ and, as a consequence, $t$. A relatively large $d$ will result in a large number of ties, which in turn might impact the normality of the test statistics and thus invalidate inference. Also, the power of the test will decrease. As shown in Table 3(a), the proportion of ties ($\pi_t$) can be substantial, depending on the fraction $d/\sigma$.
and the data generating mechanism. We can see that under $H_0$, $\pi_t$ is independent of sample size and only varies with $d/\sigma$.

To provide guidance with respect to the choice of the value of $d$, we will further study and disentangle the effect of sample size on the normality of the test statistics. We will employ the level of preservation of the type I error close to the nominal level, as a way of assessing normality. To that end, we conducted an additional simulation study where we assess empirical type I error as a function of the ESS resulting from the application of various levels of $d$. We define $\text{ESS} = (1 - \pi_t) \times N$, the number of non-tied observations. Under $H_0$, we assess the type I error for $N = \{20, 30, 50, 100\}$ and $d/\sigma \in [0, 2]$. We present the results as a function of the ESS resulting from the combination of $N$ and $d/\sigma$.

Figure 2 presents the results of these simulations ($3 \times 10^4$ runs). It can be found that a ESS of 10 would be a realistic minimum for ensuring that the normal approximation would adequately hold. We can see that this is irrespective of sample size. This also points out why neither $N$ nor $\pi_t$ alone should guide the choice of $d$, as even for a large $\pi_t$ a large enough ESS can be sufficient.

Making sure that distributional assumptions hold should be a concern when choosing the value of $d$, but not the only one. If measurement error of a known magnitude occurs in the data, this should lead the choice for the value of $d$, while the ESS can be monitored at the analysis stage. It should be noted that the effect of $\pi_t$ on the sampling distribution and operational characteristics of the test is expected to be independent of whether $H_0$ holds or not.

4. Application

We demonstrate the practical use of the extended Mann–Kendall test by applying it to the blood donation data introduced in Section 1.1. We limit the application to the first five years of the study (2001–2005) during which measurement uncertainty was of greater concern [1].
A subset of the data included in this report (number of donated platelet therapeutic units per 1000 inhabitants) was chosen for demonstrating the extended Mann–Kendall test in an adapted version, namely the regional Kendall test for trend [6]. The regional Kendall test for trend uses test results from individual regions in an overall test to decide upon the existence of a trend across these regions. It does so for combining trends in individual regions as the seasonal Kendall test for trend does for different seasons [5]. If data are available over $m$ regions for the same time periods, the overall statistic, $S_r$, is computed as follows:

$$S_r = \sum_{L=1}^{m} S_L,$$

(7)

where $S_L$ denotes the $S$ statistic calculated from the reported annual data of the $L$th region. Its variance is the sum of the regional variances and the corrected score, $Z_r$, is computed as above (Equation (6)). When the product of the number of regions and number of periods are larger than 25 [5], the distribution of $S_r$ can be approximated by a normal distribution and $Z_r$ can be used for testing against trend.

Table 4 presents the data, considering countries without missing values only.

The results presented here are intended to illustrate the use of the extended Mann–Kendall test for trend and not to contradict or doubt the results presented in the original report. Let us demonstrate some possible ways of applying the extended Mann–Kendall test and the consequences for conclusions drawn.

First, a simple regional Kendall test (so $LRD = 0$) would yield a value for $S_r$ of 41 and a two-sided $p$-value of approximately 0.024. Testing at the 0.05 significance level, one would conclude that there is a significant upward trend in platelets donated within the EU in the period of 2001–2005. When one would consider a difference of 0.4 platelets donation per 1000 inhabitants not meaningful, the $p$-value would be 0.07 and one would conclude that

**Table 4.** Platelets donated per 1000 inhabitants for countries with data available for all five years.

| Country          | Year   | 2001 | 2002 | 2003 | 2004 | 2005 |
|------------------|--------|------|------|------|------|------|
| Belgium          |        | 4.65 | 4.57 | 4.87 | 5.82 | 6.98 |
| Bulgaria         |        | 1.38 | 2.02 | 2.16 | 0.71 | 0.70 |
| Czech Republic   |        | 2.11 | 2.29 | 2.19 | 2.37 | 2.10 |
| Finland          |        | 6.67 | 6.66 | 6.07 | 6.17 | 6.42 |
| France           |        | 3.26 | 3.22 | 3.32 | 3.35 | 3.50 |
| Germany          |        | 3.27 | 3.27 | 4.04 | 4.53 | 4.45 |
| Greece           |        | 11.67| 12.88| 12.63| 15.85| 14.95|
| Iceland          |        | 3.21 | 2.42 | 3.38 | 3.17 | 3.66 |
| Italy            |        | 8.26 | 12.84| 3.37 | 2.16 | 2.75 |
| Latvia           |        | 1.06 | 1.70 | 1.80 | 1.66 | 1.74 |
| Netherlands      |        | 9.39 | 3.45 | 2.92 | 3.23 | 3.19 |
| Norway           |        | 3.43 | 3.12 | 2.99 | 3.48 | 3.39 |
| Poland           |        | 0.94 | 1.49 | 1.04 | 1.30 | 1.62 |
| Romania          |        | 1.57 | 1.84 | 1.84 | 2.72 | 3.13 |
| Slovak Republic  |        | 1.36 | 1.72 | 1.60 | 1.60 | 1.87 |
| Slovenia         |        | 14.00| 11.92| 11.07| 13.08| 13.96|
| Sweden           |        | 3.52 | 3.79 | 3.63 | 3.90 | 3.67 |
| Switzerland      |        | 2.43 | 2.02 | 3.12 | 2.51 | 2.69 |
| United Kingdom   |        | 4.50 | 4.42 | 4.53 | 4.44 | 4.39 |
Table 5. Results of regional Kendall test applying extended Mann–Kendall test per country.

| LRD       | \( S_r \) | \( \text{Var}(S_r) \) | \( p \)-value |
|-----------|-----------|------------------------|--------------|
| 0         | 41        | 315.67                 | 0.0244       |
| 0.05      | 45        | 295.67                 | 0.0105       |
| 0.20      | 41        | 223.67                 | 0.0075       |
| 5\% of c.m.\(^a\) | 49      | 239.67                 | 0.0019       |
| 10\% of c.m. | 41    | 175                    | 0.0025       |

Notes: LRD = 0 corresponds to the standard Mann–Kendall test. Platelet use.
\(^a\)Countries’ mean.

the presence of a trend would not be statistically significant. Alternatively, one could also argue that a different LRD per country would be more appropriate. For example, it would make sense to apply a different LRD to the data from Greece, where on average there are 13.6 platelets transfused per 1000 inhabitants, than to the data from Bulgaria, where on average there are 1.39 platelets transfused per 1000 inhabitants. So, an LRD as a percentage of the average number of platelets transfused per 1000 inhabitants could be chosen as an alternative. The results of the regional Kendall test for trend when a 0.05, 0.10 and 0.20 of the average reported number of platelets transfused per 1000 inhabitants is used as an LRD alongside with the results discussed above are presented in Table 5.

We see that the choice of LRD is crucial for the results obtained. A different LRD will lead to different results as far as the significance of the trend is concerned. Therefore, it is recommended that prior knowledge on uncertainty in the observed values or consensus on a meaningful difference in subsequent observations is obtained before applying the extended Mann–Kendall test.

5. Discussion

In this paper, we propose the use of an extension of the Mann–Kendall test for trend to allow for measurement error and partialties. That is, we propose that in the calculation of the Mann–Kendall test statistic, any values between which the difference is considered not to be meaningful are interpreted as ties. In practice, an LRD is applied such that in case the difference between two values is less than some value \( d \), these values are considered equal. This allows the Mann–Kendall test to account for measurement error and/or meaningful differences between observed outcomes. The idea of partial ties could essentially be extended to any rank-based test, even though this is beyond the scope of the present paper.

We derived a formula for the variance of the extended statistic and provide analytical results for a class of contiguous alternatives. In addition, we demonstrated the behaviour of the test in the presence of a linear or quadratic trend with normally or uniformly distributed errors via a simulation study. The operational characteristics of the extended Mann–Kendall test are appealing compared to the conventional Mann–Kendall test as the extended test increases power while retaining the type I error to nominal levels.

We demonstrated that for small \( d \), there is (asymptotically) a marginal gain in power for the class of contiguous alternatives studied. This gain is shown to be a function of
the error variance when the errors are normally distributed. Via simulation we explored linear and quadratic alternatives for normal and uniform errors, and showed that there can be a substantial increase in power in case distributed errors follow a uniform distribution. Our main conclusion is that the extended test will be useful once a user has a good understanding of the data generating mechanism and measurement error.

Attention should be paid to the number of ties when applying an LRD. Applying a relatively large LRD can lead to a substantial number of tied values in the data. In extreme cases, this may lead to implications concerning the normal approximation of the distribution of \( S_{ex} \). In such cases, a permutation test will be more appropriate in order to acquire exact \( p \)-values which would always be valid for such a model [23]. Through simulation, we demonstrated that the normal approximation can be safely assumed to hold if the resulting ESS is larger than 10. Even though we assessed these properties under \( H_0 \), since nominal power levels are known and we can use simulations to assess the tests’ performance, it should be noted that the effect of \( \pi_t \) on the sampling distribution and operational characteristics of the test is expected to be independent of whether \( H_0 \) holds or not. Thus the guidance for ESS > 10 is given independent of the truth of \( H_0 \).

As shown in the examples presented, the proposed method approach can also be used when combining multiple Mann–Kendall tests (seasonal Kendall and the regional Kendall test for trend). In this case, extra attention should be paid so the LRD applied is realistic for a specific dataset. Different conclusions can result from different values of LRD and therefore \( d \) should be meaningful and case-specific.

It should be noted that the focus of this work is on hypothesis testing and we only worked out the distribution of \( S_{ex} \) and not of the resulting \( t \). Thus, issues related to point or interval estimation of \( \tau \) (bias, confidence intervals or bands) call for further research.

The extension can be useful for applied researchers in many disciplines where non-parametric testing for trend is applied. It requires knowledge of the measurement error in the observed data, but will contribute to more robust and meaningful conclusions regarding the existence of a trend over time. R code for calculating the extended version of the test is publicly available on the first author’s github repository (https://github.com/SNikolakopoulos/ExtendMK).
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