STRICHTZ ESTIMATES FOR THE KLEIN-GORDON EQUATION
IN A CONICAL SINGULAR SPACE
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ABSTRACT. Consider a conical singular space \( X = C(Y) = (0, \infty), Y \) with the metric \( g = dr^2 + r^2 h \), where the cross section \( Y \) is a compact \((n - 1)\)-dimensional closed Riemannian manifold \((Y, h)\). We study the Klein-Gordon equations with inverse-square potentials in the space \( X \), proving in particular global-in-time Strichartz estimates in this setting.

1. Introduction and Main Result

Following the results obtained in \([33, 34]\), in this paper we continue the study of dispersive flows on conical singular spaces, focusing on the study of Strichartz estimates for the Klein-Gordon equation.

1.1. The Setting and Motivations. The setting here is the same as \([33, 34]\) in which the last author and Zheng proved the Strichartz estimates for wave and Schrödinger equations; let us briefly introduce it.

Let \((Y, h)\) be a compact \((n - 1)\)-dimensional Riemannian manifold, consider the metric cone \( X = C(Y) = (0, \infty), Y \) with \( g = dr^2 + r^2 h \), and let \( \Delta_g \) be the Friedrichs extension of the Laplace-Beltrami operator. The metric cone \( X \) has a simple geometric
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singularity, and its metric is incomplete at \( r = 0 \); notice that if \( Y \) is the standard sphere of radius one, then \( C(Y) = \mathbb{R}^n \setminus \{0\} \). The spectral theory of the operator \( \Delta_g \) was studied in [7, 8]. The heat kernel associated to the operator \( \Delta_g \) was studied in [25, 28], and the Riesz transform kernel was investigated in [18, 24]. In the setting of exact cones \( X \), in [9, 10] the authors studied the wave diffraction, and in [26], the propagation of singularities theory for wave equation on general setting of conic manifolds is discussed.

The Strichartz estimates for dispersive equations on conic manifolds have attracted quite some interest in recent years. The ones for the Schrödinger equation were proved, in the case of a flat cone, in [13], on polygonal domains in [2], on exterior polygonal domains in [1], and on the metric cone in [33]. Concerning the wave equation on cones, in [3] the authors established the Strichartz inequalities on a flat cone of dimension two, that is, \( Y = S^1_\rho \). These results on the Strichartz estimates for wave and Schrödinger equations have been extended to general cones in [33, 34].

In this paper, we consider the Strichartz estimates for the Klein-Gordon flow in this conical singular space. More precisely, we are interested in the study of the following Klein-Gordon equation in this framework:

\[
\begin{aligned}
\partial^2_t u + \mathcal{L}_V u + m^2 u &= F(t, z), \\
u(0) &= u_0(z), \\
\partial_t u(0) &= u_1(z),
\end{aligned}
\]  

where the Schrödinger operator

\[
\mathcal{L}_V = \Delta_g + V
\]

and \( V = V_0(y)r^{-2} \) is a Hardy-type potential with \( V_0(y) \) being a smooth function on the section \( Y \). The inverse-square type potential is homogeneous of degree \(-2\) and it is known to be at the threshold of decay in order to guarantee validity of a Strichartz estimate (see [14]).

Remark 1.1. Beside its own independent interest, we mention the fact that the original motivation that led us to study the dynamics of the Klein-Gordon equation is the study of the Dirac equation in this conical setting. The Dirac operator \( D \) on \( X \) was studied in [11], mostly from the point of view of spectral analysis. In a forthcoming work, we intend to study the time-dependent Dirac flow by relying on the classical "squaring trick", in order to reduce the study of the dynamics to the one of a (system-of) Klein-Gordon equations with an inverse-square potential perturbation in the same conical singular space. Nevertheless, we need to stress the fact that the geometry does not allow a straightforward and harmless application of this strategy, as indeed in order to properly define the Dirac operator on curved spaces the spin connection is needed, and therefore the corresponding Laplace operator yielded by the squaring is not the "scalar" one, but it is the "spinorial" one, and this fact of course requires additional care.

1.2. Strichartz estimates for the Klein-Gordon equation. In the flat Euclidean space, the free Klein-Gordon equation reads

\[
\begin{aligned}
\partial^2_t u - \Delta u + m^2 u &= 0, \\
u(0) &= u_0(z), \\
\partial_t u(0) &= u_1(z).
\end{aligned}
\]
The homogenous Strichartz estimates are given by
\[ \|u(t, z)\|_{L_t^q(I; L_z^r(\mathbb{R}^n))} \lesssim \|u_0\|_{H^s(\mathbb{R}^n)} + \|u_1\|_{H^{s-1}(\mathbb{R}^n)}, \]
where $H^s(\mathbb{R}^n)$ is the usual Sobolev space, and the pairs $(q, r) \in \Lambda_{s, \theta}$ with $0 \leq \theta \leq 1$ (the set $\Lambda_{s, \theta}$ is given in Definition 1.2 below). We refer the reader to the fundamental papers [4, 17, 22] for these Strichartz estimates. Notice that in the particular case $\theta = 0$, these estimates correspond to the ones for the wave equation, provided the inhomogeneous Sobolev space norms are replaced by the homogenous ones.

In the present paper, we mainly consider the Klein-Gordon equation (1.1) associated with the operator $\mathcal{L}_V$ in (1.2), where $V(r, y) = r^{-2}V_0(y)$ and $V_0(y) \in C^\infty(Y)$ such that $\Delta_h + V_0(y) + (n - 2)^2/4$ is a strictly positive operator on $L^2(Y)$.

Before stating our main result, let us introduce some notations.

**Definition 1.2.** For $0 \leq \theta \leq 1$ we say that a couple $(q, r) \in [2, \infty] \times [2, \infty)$ is admissible, if $(q, r)$ satisfies
\[ \frac{2}{q} + \frac{n - 1 + \theta}{r} \leq \frac{n - 1 + \theta}{2}, \quad (q, r, n, \theta) \neq (2, \infty, 3, 0). \]

For $s \in \mathbb{R}$, we denote $(q, r) \in \Lambda_{s, \theta}$ if $(q, r)$ is admissible and satisfies
\[ \frac{1}{q} + \frac{n + \theta}{r} = \frac{n + \theta}{2} - s. \]

Let $\nu_0 > 0$, we define
\[ \Lambda_{s, \theta, \nu_0} = \{ (q, r) : 1/r > 1/2 - (1 + \nu_0)/n \}. \]

Throughout this paper, pairs of conjugate indices will be written as $r, r'$, meaning that $\frac{1}{r} + \frac{1}{r'} = 1$ with $1 \leq r \leq \infty$.

Our main result is then the following.

**Theorem 1.3.** Assume that $(X, g)$ is a metric cone of dimension $n \geq 3$. Let $\mathcal{L}_V = \Delta_h + V$ where $r^2V = V_0(y) \in C^\infty(Y)$ such that $\Delta_h + V_0(y) + (n - 2)^2/4$ is a strictly positive operator on $L^2(Y)$ and its smallest eigenvalue is $\nu_0^2$ with $\nu_0 > 0$. Suppose that $u$ is the solution of the Cauchy problem (1.1) with $m = 1$ and initial data $u_0 \in H^s(X), u_1 \in H^{s-1}(X)$ for $s \geq 0$ where $H^s(X) = (1 + \mathcal{L}_V)^{-s/2}L^2(X)$. For $0 \leq \theta, \tilde{\theta} \leq 1$, let the sets $\Lambda_{s, \theta}$ and $\Lambda_{s, \theta, \nu_0}$ be given by Definition 1.2. Then
(i) if $V \equiv 0$, the Strichartz estimates
\[ \|u(t, z)\|_{L_t^q(I; L_z^r(X))} \lesssim \|u_0\|_{H^s(X)} + \|u_1\|_{H^{s-1}(X)} + \|F\|_{L_{t'}^q(\mathbb{R}; L_{z'}^r(X))} \]
hold for all $(q, r) \in \Lambda_{s, \theta}$, $(\tilde{q}, \tilde{r}) \in \Lambda_{1-s, \tilde{\theta}}$;
(ii) if $V \neq 0$ and $q > 2$, the Strichartz estimates
\[ \|u(t, z)\|_{L_t^q(I; L_z^r(X))} \lesssim \|u_0\|_{H^s(X)} + \|u_1\|_{H^{s-1}(X)} + \|F\|_{L_{t'}^q(\mathbb{R}; L_{z'}^r(X))} \]
hold for all \((q,r) \in \Lambda_{s,\theta,\nu_0}\), \((\tilde{q},\tilde{r}) \in \Lambda_{1-s,\tilde{\theta},\nu_0}\). Moreover, if \(q = 2\) and \(F = 0\), the Strichartz estimates

\[
\|(1 + \Delta_g)^{-\alpha + \eta + \sigma(r)} u(t,z)\|_{L_t^2(\mathbb{R}; L_x^r(X))} \lesssim \|u_0\|_{H^{n+1+\theta}(X)} + \|u_1\|_{H^{n+1+\theta}(X)} \quad (1.9)
\]

hold for all \((2,r) \in \Lambda_{s,\theta,\nu_0}\) where

\[
\alpha = \alpha(\theta) = \frac{1}{n-1+\theta}, \quad \alpha_0 = \alpha(0), \quad \sigma(r) = n \left( \frac{n - 3 + \theta}{2(n - 1 + \theta)} - \frac{1}{r} \right).
\]

**Remark 1.4.** This is a generalization of Strichartz estimates for wave and Schrödinger equations proved in [33, 34]. The admissible pairs in \(\Lambda_{s,\theta}\) match the wave ones when \(\theta = 0\) and the Schrödinger ones when \(\theta = 1\).

**Remark 1.5.** The influence of \(\nu_0\) on the range of the pair \((q,r)\) is indeed nontrivial, as we will see in Proposition 7.7.

**Remark 1.6.** In particular, in the endpoint case \(q = 2\), if one replaces the inhomogeneous Sobolev norm with the homogeneous one, then (1.9) matches the Strichartz estimate for wave equation in [5]. Nevertheless, the unpleasant issues in (1.9) are due to commuting the free Laplacian \(\Delta_g\) with its counterpart \(L_V\). Even in Euclidean space, Strichartz estimates for Klein-Gordon [23] with an inverse-square potential are missing at \(q = 2\).

Let us briefly comment on the strategy of the proofs. Due to the geometry, there are two obstacles that might prevent us from obtaining dispersive estimates. The first one arises from the possible presence of conjugate points (we say \(z, z' \in X\) are conjugate points, if geodesic flows can have 1-parameter families of geodesics with the same endpoints \(z, z'\)) and the second from the inverse-square potential. Indeed, as the assumptions on the metrics \(h\) on \(Y\) are very general, conjugate points might appear, so the exponential map fails to be a global diffeomorphism which gives us information on geodesics. The degeneracy of the exponential map will slow down the dispersive decay estimate of the propagator, as illustrated in [19, 20]. The inverse-square potential shows the same homogenous degree as the Laplacian (or, in other words, is “scaling critical”). Therefore, it is not possible to rely on standard perturbative arguments to obtain a dispersive estimate for the half wave operator with norm \(O(|t - \tau|^{-\frac{n-3}{2}})\) as \(|t - \tau| \to \infty\) due to the influence of the negative inverse-square potential. As is well known indeed, the analysis of dispersive estimates for scaling-critical potential perturbations of dispersive flows is quite delicate; for some details on this problem in Euclidean space, we refer to [5, 6] for wave and Schrödinger equations and to [23] for the Klein-Gordon equation. Fortunately, in [33, 34], the authors have overcome these two issues and proved Strichartz estimates for Schrödinger and wave equation in an analogous setting. There are two key points needed to overcome the obstacles, which have been established in these papers. One consists in micro-localizing the propagator in order to separate conjugate points: this can be achieved by studying the micro-localized spectral measure associated to the operator \(\Delta_g\) (without potentials). The other one consists in establishing a global-in-time local smoothing estimate, which is proved via a variable-separating...
argument: this tool allows us to deal with the perturbation provided by the inverse-square potential.

Our strategy is then strongly inspired by [20,33–35], but some new ideas are needed in order to deal with the difficulties arising from the Klein-Gordon equation. Notice indeed that the Klein-Gordon multiplier $e^{it\sqrt{1+\lambda^2}}$ behaves like the wave one for high frequencies and like the Schrödinger one for low frequencies, and thus we have to establish a dispersive estimate with norm $O((1+|t|)^{-n/2})$ at low frequencies and $O(2^{j(n+1+\theta)/2}(2^{-j} + |t|)^{-(n+1+\theta)/2})$ at frequencies $2^j, (j \geq 0)$. Therefore we need to combine the strategies of [20,33–35] with Keel-Tao’s [22] abstract method to prove global-in-time Strichartz estimates for the “free” Klein-Gordon equation, i.e. when the potential term vanishes, and then combine it with a local smoothing estimate for Klein-Gordon (for low and high frequencies respectively) in order to deal with the potential term. We also stress the fact that the proof of Strichartz estimates at the endpoint $q = 2$ requires additional technical care, due to the lack of the Christ-Kiselev Lemma and of the usual dispersive estimates, and the issues driven by the necessity of commuting the free Laplacian $\Delta_g$ with $L_V$.

Furthermore, we point out that compared with the asymptotically conic manifold considered in [20,35], the metric cone here is scaling invariant (and thus automatically non-trapping) but singular at the cone tip. Finally we stress the fact that since our setting does not preclude the existence of conjugate points, we cannot obtain the expression of the propagator as in [1,13].

This paper is organized as follows. In Section 2 we review and discuss the properties of the micro-localized spectral measure associated to the operator $\Delta_g$. In Section 3, we prove the dispersive estimates and the $L^2$-estimates for the Klein-Gordon propagator associated with $\Delta_g$. In Sections 4 and 5 we prove homogeneous and inhomogeneous Strichartz estimates for the Klein-Gordon equation when the potential term vanishes. In Section 6 we provide a local smoothing estimate for the Klein-Gordon equation, and in Section 7 we eventually prove Theorem 1.3.

2. The spectral measure and Littlewood-Paley estimates

In this section, we recall the spectral measure of the operator $\Delta_g$ and the Littlewood-Paley square function estimates proved by the last author and Zheng in [33]. The properties of the micro-localized spectral measure capture the decay and the oscillatory behavior. These are key tools for showing the micro-localized dispersive estimates.

Proposition 2.1 (Proposition 3.1 [33]). Let $(X,g)$ be metric cone manifold with distance $d(\cdot,\cdot)$ and let $\Delta_g$ be the positive Laplace-Beltrami operator on $X$. Then there exists a $\lambda$-dependent operator partition of unity on $L^2(X)$

$$\text{Id} = \sum_{k=0}^{N} Q_k(\lambda),$$
The same idea was used in about the micro-localized spectral measure (for example, the sign of phase function). Therefore, as in [20, Lemma 8.3, Lemma 8.5], we have the property of the Schwartz kernel of the

\[ (Q_k(\lambda)dE\sqrt{\lambda}Q^*_k(\lambda))(z,z') = \lambda^{n-1}\left(\sum_{\pm}e^{\pm\lambda d(z,z')}a_{\pm}(\lambda, z, z') + b(\lambda, z, z')\right), \]

and for either \( k = 0 \) or \( k' = 0 \) with \( 0 \leq k, k' \leq N \)

\[ (Q_k(\lambda)dE\sqrt{\lambda}Q^*_k(\lambda))(z, z') = \lambda^{n-1}c(\lambda, z, z'), \]

with estimates

\[ |\partial^\alpha \lambda a_{\pm}(\lambda, z, z')| \leq C_{\alpha, \lambda}^{\alpha-1}(1 + \lambda d(z, z'))^{\frac{n-1}{2}}, \]

\[ |\partial^\alpha b(\lambda, z, z')| \leq C_{\alpha, \lambda}^{\alpha-1}(1 + \lambda d(z, z'))^{-K} \text{ for any } K > 0, \]

and

\[ |\partial^\alpha c(\lambda, z, z')| \leq C_{\alpha, \lambda}^{\alpha-1}. \]

This proposition is enough to show the validity of Strichartz estimates (1.7) and (1.8), but not to treat the endpoint estimates (1.9): more precisely, in this latter case we need a double endpoint inhomogeneous Strichartz estimate to deal with the potential term. To this end, we classify the \( Q_k \) with \( k \geq 1 \) in order to obtain more informations about the micro-localized spectral measure (for example, the sign of phase function). The same idea was used in [15, 20, 33]. For the sake of convenience, we restate these properties.

Recall that the \( Q_k \) with \( k \geq 1 \) (constructed in [33, Proposition 3.1]) are micro-localized away from the cone tip. By using [20, Lemma 8.2] (see also [15, Lemmas 5.3 and 5.4]), we can divide \( \{ k, k' \}, 1 \leq k, k' \leq N \) into three classes

\[ \{1, \ldots, N\}^2 = J_{n\text{ear}} \cup J_{\text{not-out}} \cup J_{\text{not-inc}}, \]

so that

- if \( (k, k') \in J_{n\text{ear}} \), then \( Q_k(\lambda)dE\sqrt{\lambda}Q^*_k(\lambda)* \) can be written as in (2.1), i.e.
  \[ \lambda^{n-1}\left(\sum_{\pm}e^{\pm\lambda d(z,z')}a_{\pm}(\lambda, z, z') + b(\lambda, z, z')\right), \]

where \( a_{\pm} \) and \( b \) satisfy (2.4) and (2.5), respectively. That is, we have an estimate analogous to the one in Proposition 2.1.

- if \( (k, k') \in J_{\text{not-inc}} \), then \( Q_k(\lambda) \) is not incoming-related to \( Q_{k'}(\lambda) \) in the sense that no point in the operator wavefront set (microlocal support) of \( Q_k(\lambda) \) is related to a point in the operator wavefront set of \( Q_{k'}(\lambda) \) by backward bicharacteristic flow;

- if \( (k, k') \in J_{\text{not-out}} \), then \( Q_k(\lambda) \) is not outgoing-related to \( Q_{k'}(\lambda) \) in the sense that no point in the operator wavefront set of \( Q_k(\lambda) \) is related to a point in the operator wavefront set of \( Q_{k'}(\lambda) \) by forward bicharacteristic flow.

Therefore, as in [20, Lemma 8.3, Lemma 8.5], we have the property of the Schwartz kernel of \( Q_k(\lambda)dE\sqrt{\lambda}Q^*_k(\lambda)* \) stated in [34, Lemma 4.1]. The essential key point is that the phase function in the oscillatory expression of the Schwartz kernel of the
Let us illustrate the idea. If \( Q \) is not outgoing-related to \( Q_{k'} \), since the other terms in [34, Lemma 4.1] follow the same idea, we only consider

\[
Q_k(\lambda) dE \sqrt{\Delta g} (\lambda) Q_{k'}(\lambda)^* = \int_{\mathbb{R}^t} e^{i(\lambda z,z',v)} \lambda^{n-1+\frac{k}{2}} a(\lambda, z, z', v) dv
\]

where \( \Phi(z, z', v) \leq -c < 0 \) and \(|(\lambda \partial_\lambda)^\alpha a| \leq C_\alpha \). Here the parameter \( 0 \leq \ell \leq n - 1 \) is connected to degenerate rank of Jacobi field along geodesic connecting the points \( z, z' \) (which corresponds to the degenerate rank of the projection from the phase space to the base). Following the previous result in [16, 20] and references therein, one finds that if \( \ell = 0 \) (which occurs if there is no conjugate points in the geodesic), then the expression (without integration) is similar to (2.1) in which the conjugate points are separated. If \( \ell > 0 \), the microlocalized propagator is

\[
\int_0^\infty e^{i(t-\tau)\sqrt{1+\lambda^2}} \int_{\mathbb{R}^t} e^{i(\lambda z,z',v)} \lambda^{n-1+\frac{k}{2}} a(\lambda, z, z', v) dv d\lambda,
\]

and this brings a difficulty to obtain the dispersive estimates at high frequency. If we restrict to \( \tau > t \), then the derivative of the phase function has a positive lower bound due to the fact that \( \Phi \) and \( t - \tau \) have the same sign. Hence, we can overcome these difficulties by integration by parts to obtain a microlocalized dispersive estimates (see Subsection 3.2).

For our purpose, we need the Littlewood-Paley square function estimates associated to the operator \( \Delta_g \). Let \( \varphi \in C_c^\infty(\mathbb{R} \setminus \{0\}) \) take values in \([0,1]\) and be compactly supported in \([1/2,2]\) such that

\[
1 = \sum_{j \in \mathbb{Z}} \varphi(2^{-j} \lambda), \quad \varphi_0(\lambda) := \sum_{j \leq 0} \varphi(2^{-j} \lambda), \quad \lambda > 0.
\]

**Proposition 2.2** ( [34] Proposition 2.6). Let \( (X,g) \) be a metric cone of dimension \( n \geq 3 \) and let \( \Delta_g \) be the positive Laplace-Beltrami operator on \( X \). Then for \( 1 < p < \infty \), there exist constants \( c_p \) and \( C_p \) depending on \( p \) such that

\[
c_p \|f\|_{L^p(X)} \leq \left\| \left( \sum_{j \in \mathbb{Z}} |\varphi(2^{-j} \sqrt{\Delta_g}) f|^2 \right)^{\frac{1}{2}} \right\|_{L^p(X)} \leq C_p \|f\|_{L^p(X)}
\]

and

\[
c_p \|f\|_{L^{p,2}(X)} \leq \left\| \left( \sum_{j \in \mathbb{Z}} |\varphi(2^{-j} \sqrt{\Delta_g}) f|^2 \right)^{\frac{1}{2}} \right\|_{L^{p,2}(X)} \leq C_p \|f\|_{L^{p,2}(X)}
\]

where with \( L^{p,2}(X) \) we are denoting the standard Lorentz spaces on \( X \).

3. **Microlocalized dispersive estimates and \( L^2 \)-estimates**

In this section, we prove dispersive and \( L^2 \)-estimates for the Klein-Gordon propagator associated to \( \Delta_g \). Since at this stage the potential term \( V = V_0(y) r^{-2} \) is not taken into account, the main difficulties arise from the existence of conjugate points: we will make use of microlocal techniques to separate them and establish dispersive estimates.
3.1. **Microlocalized propagator and \(L^2\)-estimates.** We first define the microlocalized Klein-Gordon propagator. Denote \(U(t) = e^{it\sqrt{1+\lambda^2}}\). For any \(\sigma \geq 0\), we define
\[
\sigma U(t) = e^{it\sqrt{1+\lambda^2}(1 + \Delta_\sigma)^{-\frac{\sigma}{2}}}. 
\]
In the following pages we will especially focus on the cases \(\sigma = 0\), \(\sigma = 1/2\) and \(\sigma = 1\). Let \(\varphi \in C^\infty_c([1/2,2])\) as in (2.9), and define
\[
\sigma U_j(t) = \int_0^\infty e^{it\sqrt{1+\lambda^2}} \varphi(2^{-j}\lambda) \langle \lambda \rangle^{-\sigma} dE \sqrt{\Delta_\sigma}(\lambda), \quad j \in \mathbb{Z},
\]
where we are using the standard notation for the bracket \(\langle \lambda \rangle = (1 + \lambda^2)^{1/2}\). Using the \(Q_k(\lambda)\) defined in Proposition 2.1, we further define
\[
\sigma U_{j,k}(t) = \int_0^\infty e^{it\sqrt{1+\lambda^2}} \varphi(2^{-j}\lambda) \langle \lambda \rangle^{-\sigma} Q_k(\lambda) dE \sqrt{\Delta_\sigma}(\lambda), \quad j \in \mathbb{Z}, \; 0 \leq k \leq N,
\]
and
\[
\sigma U_{\text{low},k}(t) = \sum_{j \leq 0} \sigma U_{j,k}(t) = \int_0^\infty e^{it\sqrt{1+\lambda^2}} \varphi_0(\lambda) \langle \lambda \rangle^{-\sigma} Q_k(\lambda) dE \sqrt{\Delta_\sigma}(\lambda),
\]
where \(\varphi_0(\lambda) = \sum_{j \leq 0} \varphi(2^{-j}\lambda)\). The above definitions of the operator are well-posed: indeed, we have

**Proposition 3.1 \((L^2\)-estimates).** For all \(0 \leq k \leq N\), there exists a constant \(C\) independent of \(t, j, k\) such that
\[
\|\sigma U_{j,k}(t)\|_{L^2 \to L^2} \leq C, \quad j \leq 0,
\]
and
\[
\|\sigma U_{j,k}(t)\|_{L^2 \to L^2} \leq C2^{-j\sigma}, \quad j \geq 0.
\]

**Proof.** The proof essentially follows the argument in [20] in which Hassell and the last author considered the case of asymptotically conic manifolds. We outline the proof for convenience.

We first show that the above definition of the operator is well-posed. To this end, it suffices to show that the integrals in the definitions above are well-defined over any compact dyadic interval in \((0, +\infty)\). Let \(A(\lambda) = e^{it\sqrt{1+\lambda^2}} \varphi(2^{-j}\lambda) \langle \lambda \rangle^{-\sigma} Q_k(\lambda)\). Then \(A(\lambda)\) is compactly supported in \([a, b]\) with \(a = 2^{-j-1}\) and \(b = 2^{j+1}\) and is \(C^1\) in \(\lambda \in (0, +\infty)\). Integrating by parts, the integral
\[
\int_a^b A(\lambda) dE \sqrt{\Delta_\sigma}(\lambda)
\]
becomes
\[
E \sqrt{\Delta_\sigma}(b) A(b) - E \sqrt{\Delta_\sigma}(a) A(a) - \int_a^b \frac{d}{d\lambda} A(\lambda) E \sqrt{\Delta_\sigma}(\lambda) d\lambda.
\]
From the construction of the pseudo-differential operator \(Q_k(\lambda)\) in [33] and [20, Corollary 3.3], we can show that \(Q_k(\lambda)\) and each operator \(\lambda \partial_\lambda Q_k(\lambda)\) is bounded on \(L^2(X)\) uniformly in \(\lambda\). This implies that the integrals are well-defined over any dyadic compact interval in \((0, +\infty)\), hence the operators \(\sigma U_{j,k}(t)\) are well-defined.
Next we show that these operators are bounded on $L^2$. We have by [20, Lemma 5.3],
\[ \sigma U_{j,k}(t)\sigma U_{j,k}(t)^* = \int \varphi(\lambda/2j)\varphi(\lambda/2j)\lambda^{-2\sigma}Q_k(\lambda)dE\sqrt{\Delta_g}(\lambda)Q_k(\lambda)^* \]
(3.7)
\[ \quad - \int \frac{d}{d\lambda}(\varphi(\lambda/2j)\varphi(\lambda/2j)\lambda^{-2\sigma})E\sqrt{\Delta_g}(\lambda)Q_k(\lambda)^*d\lambda \]
\[ \quad - \int \varphi(\lambda/2j)\varphi(\lambda/2j)\lambda^{-2\sigma}Q_k(\lambda)E\sqrt{\Delta_g}(\lambda)\frac{d}{d\lambda}Q_k(\lambda)^*d\lambda. \]

We first note that this is independent of $t$. We also recall that $Q_k(\lambda)$ and $\lambda\partial_\lambda Q_k(\lambda)$
are bounded on $L^2(X)$ uniformly in $\lambda$. On the other hand, the integrand is a bounded
operator on $L^2$, with an operator bound of the form $C\lambda^{-1}\lambda^{-2\sigma}$ where $C$ is uniform
in $\lambda$, and, by the support properties of $\varphi$, we have that the $L^2$-operator norm of the
integral is therefore uniformly bounded by $(1 + 2^{2j})^{-\sigma}$, as we are integrating over a
dyadic interval in $\lambda$. This proves Proposition 3.1. $\square$

As a direct consequence, we have the following result:

**Proposition 3.2** ($L^2$-estimates for low energy). Let $\sigma U_{low,k}(t)$ be defined in (3.3).
Then there exists a constant $C$ independent of $t, z, z'$ such that $\|\sigma U_{low,k}(t)\|_{L^2 \rightarrow L^2} \leq C$
for all $0 \leq k \leq N$ and $\sigma \geq 0$.

**Proof.** Let $f \in L^2$, by using the Littlewood-Paley theory in Proposition 2.2, we have
\[ \|\sigma U_{low,k}(t)f\|^2_{L^2} = \sum_{\ell \in \mathbb{Z}} \|\varphi(2^{-\ell}\sqrt{\Delta_g})\sigma U_{low,k}(t)f\|^2_{L^2} \]
\[ \leq \sum_{\ell \in \mathbb{Z}} \|\varphi(2^{-\ell}\sqrt{\Delta_g})\varphi(2^{-\ell}\sqrt{\Delta_g})f\|^2_{L^2} \]
\[ \leq \sum_{\ell \in \mathbb{Z}} \|\varphi(2^{-\ell}\sqrt{\Delta_g})\varphi(2^{-\ell}\sqrt{\Delta_g})f\|^2_{L^2} \]
where we choose $\varphi \in C^\infty_c([1/4, 4])$ such that $\varphi = \varphi'\varphi$ and
\[ \sigma \tilde{U}_{j,\ell,k}(t) = \int_0^\infty e^{it\sqrt{1+\lambda^2}}\varphi(2^{-j}\lambda)\varphi(2^{-\ell}\lambda)\lambda^{-\sigma}Q_k(\lambda)dE\sqrt{\Delta_g}(\lambda) \]
which vanishes when $|j - \ell| \geq 5$ and satisfies (3.4). Therefore, by (3.4), we obtain
\[ \|\sigma U_{low,k}(t)f\|^2_{L^2} \leq \sum_{\ell \in \mathbb{Z}} \left( \sum_{|j - \ell| \leq 5} \|\sigma \tilde{U}_{j,\ell,k}(t)\varphi(2^{-\ell}\sqrt{\Delta_g})f\|^2_{L^2} \right)^2 \]
\[ \leq \sum_{\ell \in \mathbb{Z}} \|\varphi(2^{-\ell}\sqrt{\Delta_g})f\|^2_{L^2} \]
This completes the proof of Proposition 3.2. $\square$

### 3.2. Microlocalized dispersive estimates

In this subsection, we prove the dispersive estimates for the microlocalized propagators $\sigma U_{k,k'}(t)^*U_{k,k'}(\tau)^*$ with suitable pairs $(k, k')$. The restriction on the pairs is necessary because of the existence of conjugate points. To this end, we divide the proof of the dispersive estimates into two cases: low frequencies and high frequencies. We stress the fact that this approach seems
to be quite natural as indeed the dispersion of the Klein-Gordon equation resembles Schrödinger for low frequencies and the wave equation for high frequencies.

3.2.1. Low frequency estimates. First, we prove the microlocalized dispersive estimates for the low energy part.

Proposition 3.3 (Low energy estimates). Let \( \sigma U_{\text{low},k}(t) \) be defined as in \((3.3)\). Then there exists a constant \( C \) independent of \( t, \tau, z, z' \), for all \( 0 \leq k, k' \leq N \) and \( \sigma \geq 0 \), such that the dispersive estimate

\[
\|\sigma U_{\text{low},k}(t)\|_{L^1 \rightarrow L^\infty} \leq C(1 + |t - \tau|)^{-\frac{n}{2}};
\]

holds if one of the following conditions holds:

- \( (k, k') \in J_{\text{near}} \) or \( (k, k') = (0, k'), (k, 0) \) and \( t \neq \tau \);
- \( (k, k') \in J_{\text{non-out}} \) and \( t < \tau \);
- \( (k, k') \in J_{\text{non-inc}} \) and \( t > \tau \).

Remark 3.4. As expected, the decay rate in the above dispersive estimates \((3.8)\) is \( O(1 + |t - \tau|)^{-n/2} \) which is same as the Schrödinger decay rate. The result is independent of the index \( \sigma \) since we cannot gain anything from the factor \( (\lambda)^{-2\sigma} \) at low energy.

Remark 3.5. The last two cases are only needed to prove the endpoint Strichartz estimates \((1.9)\).

Proof. In the case of the first condition we use a stationary phase argument together with Proposition 2.1 to prove \((3.8)\). The proof when each of the last two conditions are satisfied relies on [34, Lemma 4.1] instead.

We first consider the second and third cases, where [34, Lemma 4.1] is used. Furthermore, we only prove \((3.8)\) in the second case, since the third case follows from an analogous argument. Recalling that \( \varphi_0 \) is given in \((2.9)\), we set \( \phi_0 = \varphi_0^2 \). Under the assumption that \( Q_k \) is not outgoing-related to \( Q_{k'} \) and \( \tau > t \), we need to show

\[
\int_0^\infty e^{i(t-\tau)\sqrt{1+\lambda^2}} \chi_0(\lambda) (Q_k(\lambda) dE_{\sqrt{\sigma}}(\lambda)) Q_{k'}(\lambda)(z, z') \leq C(1 + |t - \tau|)^{-n/2},
\]

where \( \chi_0(\lambda) = (\lambda)^{-2\sigma} \varphi_0(\lambda) \) satisfies the same property of \( \varphi_0 \) since \( 0 \leq \lambda \leq 2 \).

If \( t - \tau > -1 \), then one has \( |t - \tau| \leq 1 \) since \( t < \tau \). Since \( \chi_0 \) is compactly supported in \([0, 2] \), the estimate \((3.9)\) follows from the uniform boundedness of [34, Lemma 4.1, \((4.4)-(4.6)\)]. Thus it suffices to consider the case \( t - \tau \leq -1 \). As in \((2.9)\), we choose \( \tilde{\varphi} \in C_c([\frac{1}{2}, 2]) \) to be such that \( \sum_m \tilde{\varphi}(2^{-m}(\tau - t)\lambda) = 1 \), and define

\[
\tilde{\varphi}_0((\tau - t)\lambda) = \sum_{m \leq 0} \tilde{\varphi}_m((\tau - t)\lambda), \quad \tilde{\varphi}_m((\tau - t)\lambda) = \tilde{\varphi}(2^{-m}(\tau - t)\lambda).
\]

Then it suffices to show

\[
\int_0^\infty e^{i(t-\tau)\sqrt{1+\lambda^2}} \chi_0(\lambda) \tilde{\varphi}_0((\tau - t)\lambda) (Q_k(\lambda) dE_{\sqrt{\sigma}}(\lambda) Q_{k'}(\lambda))(z, z') \leq C(1 + |t - \tau|)^{-n/2},
\]
and
\[
\sum_{m \geq 1} \left| \int_0^\infty e^{i(t-\tau)\sqrt{1+\lambda^2}} \chi_0(\lambda) \tilde{\varphi}_m((\tau-t)\lambda)(Q_k(\lambda)dE_{\sqrt{\Delta_0}}^{\kappa}(\lambda)\Phi(\lambda,z)\zeta(z,z')) \right| \\
\leq C(1 + |t-\tau|)^{-n/2}.
\]
(3.11)

By using the expression of spectral measure [34, Lemma 4.1, (4.4)-(4.6)], for any 0 \leq \ell \leq n-1 (we are replacing k in [34] by \ell to avoid confusion), we obtain
\[
\text{LHS of (3.10)} \lesssim \int_0^\infty \lambda^{n-1+\frac{\ell}{2}} \chi_0(\lambda) \tilde{\varphi}_0((\tau-t)\lambda)d\lambda \leq C|t-\tau|^{-n}.
\]
(3.12)

which implies (3.10) since |t-\tau| > 1.

Next we prove (3.11). For each \ell \geq 1, we only consider [34, Lemma 4.1, (4.6)] for simplicity, which is represented here in (2.7) and (2.8), since the other two cases follow from a similar argument. Set \tilde{\lambda} = (\tau - t)\lambda. By using scaling and (2.7), we obtain
\[
\text{LHS of (3.11)} = (\tau-t)^{-n+\frac{\ell}{2}} \int_0^\infty \int_{\mathbb{R}^n} e^{i(-\sqrt{(\tau-t)^2+\lambda^2} + \frac{\lambda}{\sqrt{(\tau-t)^2+\lambda^2}})} \tilde{\lambda}^{n-1+\frac{\ell}{2}} \\
\times \chi_0(\frac{\tilde{\lambda}}{\sqrt{(\tau-t)^2+\lambda^2}}) \tilde{\varphi}_m(\tilde{\lambda})a(\frac{\tilde{\lambda}}{\sqrt{(\tau-t)^2+\lambda^2}},y',\sigma,v) d\tilde{\lambda},
\]
(3.13)

where \Phi(z, z', v) \leq -c < 0 and \|\lambda \partial_\lambda a\| \leq C. Define the operator
\[
L = \frac{i}{(\tau-t)} + \frac{2\lambda}{\sqrt{(\tau-t)^2+\lambda^2}} \partial_\lambda.
\]

Then by using \tau - t \geq 1 and \Phi \leq -c, we can use the induction argument to prove the facts \|\lambda \partial_\lambda)^N(\chi_0(\tilde{\varphi}_m a)\| \leq C_N and
\[
\left| \left( \frac{\partial}{\partial \lambda} \right)^N \left( \frac{-\Phi}{(\tau-t)} + \frac{2\lambda}{\sqrt{(\tau-t)^2+\lambda^2}} \right)^{-1} \right| \lesssim \tilde{\lambda}^{-N}.
\]

Thus we gain a factor \tilde{\lambda}^{-1} \sim 2^{-m} via integration by parts each time. Hence for \tau - t \geq 1 and 0 \leq \ell \leq n-1, we have
\[
\text{LHS of (3.11)} \lesssim (\tau-t)^{-n+\frac{\ell}{2}} \int_{\lambda=2^m}^{\lambda=2^{m+1}} \tilde{\lambda}^{n-1+\frac{\ell}{2}-N} d\tilde{\lambda} \leq (\tau-t)^{-n-2m(N-n-\frac{\ell}{2})}.
\]

Choosing \tilde{N} large enough, we obtain (3.11) by summing over \tilde{m} \geq 1, and thus we obtain (3.8) when the second condition holds.

We now prove (3.8) when the first condition holds. Due to (2.6), the spectral measure \(Q_k(\lambda)dE_{\sqrt{\Delta_0}}^{\kappa}(\lambda)^*\) satisfies the conclusions of Proposition 2.1 when either \(k,k' \in J_{\text{near}}, k = 0\) or \(k' = 0\). Estimate (3.8) then follows from Lemma 3.6.

**Lemma 3.6 (Microlocalized dispersive estimates for low frequencies).** Assume \((k,k') \in \{0,1,\ldots, N\}^2\) such that \(Q_k(\lambda)dE_{\sqrt{\Delta_0}}^{\kappa}(\lambda)^*\) has a bound of the form appearing in (2.1). Then there exists a constant \(C\) independent of points \(z,z' \in X\) such that
\[
\left| \int_0^\infty e^{i(t+\lambda^2)} \chi_0(\lambda)\Phi(\lambda)(Q_k(\lambda)dE_{\sqrt{\Delta_0}}^{\kappa}(\lambda))(z,z') \right| \leq C(1 + |t|)^{-\frac{\ell}{2}}.
\]
(3.14)
where \( \chi_0(\lambda) = \varphi_0^2(\lambda)\lambda^{-2\sigma} \) and \( \varphi_0 \in C_c^\infty([0, 2]) \) is as in (2.9).

**Proof.** By definition, we have that \( \chi_0 \in C_c^\infty([0, 2]) \) and satisfies \(|(\lambda\partial_\lambda)^\ell \chi_0(\lambda)| \leq C_\ell \) for all \( \ell \geq 0 \). From Proposition 2.1, we need to consider

\[
\int_0^\infty e^{it\sqrt{1+\lambda^2}} \chi_0(\lambda) (Q_k(\lambda)dE_{\Delta_g}(\lambda)Q_{k'}^*(\lambda)) (z, z')
\]

(3.15)

where \( a_\pm, b \) and \( c \) are from Proposition 2.1.

If \( |t| \lesssim 1 \), then (3.14) directly follows from the compact support of \( \chi_0 \) and the boundedness of \( a_\pm, b \) and \( c \) in Proposition 2.1. Therefore from now on, by symmetry in time, it will be enough to consider the case \( t \gg 1 \).

Since (3.16) can be treated by following the argument of (3.15) with the term \( b \), we only consider (3.15). First we estimate (3.15) when \( t \gg 1 \). Set \( r = d(z, z') \) and \( \tilde{r} = r/\sqrt{t} \). By scaling, it is enough to estimate

\[
\int_0^\infty e^{it\sqrt{1+\lambda^2}} \chi_0(\lambda) (Q_k(\lambda)dE_{\Delta_g}(\lambda)Q_{k'}^*(\lambda)) (z, z')
\]

(3.16)

which satisfies (2.3), hence

\[
\left| \partial_\lambda^\ell (a_\pm (t^{-1/2} \lambda, z, z')) \right| \leq C_\alpha \lambda^{-\alpha} (1 + \lambda \tilde{r})^{-\frac{n-1}{2}}.
\]

First, we estimate the second term on the RHS of (3.17). Recalling (2.4), we obtain

\[
\left| \left( \frac{\partial}{\partial \lambda} \right)^N b(\lambda, z, z') \right| \leq C_N \lambda^{-N} \quad \forall N \in \mathbb{N}.
\]

Let \( \delta \) be a small constant to be chosen later and recall \( \varphi \) and \( \varphi_0 \) defined in (2.9). Then

\[
\left| \int_0^\infty e^{it\sqrt{1+\lambda^2}} \lambda^{n-1} b(\lambda, z, z') \chi_0(\lambda) \varphi_0\left( \frac{\lambda}{\delta} \right) d\lambda \right| \leq C \int_0^{2\delta} \lambda^{n-1} d\lambda \leq C \delta^n.
\]
By (3.19), we use integration by parts $N$ times to obtain
\[
\left| \int_0^\infty e^{it\sqrt{1+\chi^2}} \chi_0(\lambda) \sum_{m \geq 1} \varphi\left(\frac{\lambda}{2m\delta}\right) \lambda^{n-1} b(\lambda, z, z') d\lambda \right|
\leq \sum_{m \geq 1} \left| \int_0^\infty \left( \frac{1 + \lambda^2}{i\lambda t} \right)^N \left( e^{it\sqrt{1+\chi^2}} \chi_0(\lambda) \varphi\left(\frac{\lambda}{2m\delta}\right) \lambda^{n-1} b(\lambda, z, z') d\lambda \right) \right|
\leq C_N |t|^{-N} \sum_{m \geq 1} \int_{2m-\delta}^{2m+\delta} \lambda^{n-2N} d\lambda \leq C_N |t|^{-N} \delta^{-2N}, \quad N > \frac{n}{2}.
\]
Choosing $\delta = |t|^{-\frac{1}{2}}$, we have thus proved
\[(3.20) \quad \left| \int_0^\infty e^{it\sqrt{1+\chi^2}} \chi_0(\lambda) \lambda^{n-1} b(\lambda, z, z') d\lambda \right| \leq C_N |t|^{-\frac{n}{2}}. \]

Next we consider the first term on the RHS of (3.17). As above, by using $\varphi$ and $\varphi_0$ as defined in (2.9), we split it into two parts. It suffices to prove that there exists a constant $C$ independent of $\tilde{r}$ and $t$ such that
\[I^\pm := \int_0^\infty e^{it\sqrt{1+\chi^2}} e^{\pm i\lambda} \chi_0(t^{-1/2} \lambda) a_{\pm} (t^{-1/2} \lambda, z, z') \varphi_0(\lambda) d\lambda \leq C, \]
\[II^\pm := \sum_{m \geq 1} \int_0^\infty e^{it\sqrt{1+\chi^2}} e^{\pm i\lambda} \chi_0(t^{-1/2} \lambda) a_{\pm} (t^{-1/2} \lambda, z, z') \varphi\left(\frac{\lambda}{2m}\right) d\lambda \leq C. \]
The estimate for $I^\pm$ is relatively straightforward by using the fact that the support of $\varphi_0$ is restricted to $\lambda \leq 2$ and by using (3.18). For $II^\pm$, we use $N$-times integration by parts to gain $\lambda^{-2N}$.

Indeed, we first note
\[e^{it\sqrt{1+\chi^2} + i\lambda} = (L^+)N (e^{it\sqrt{1+\chi^2} + i\lambda}), \quad L^+ = \frac{1}{i} \left( \frac{t\lambda}{\sqrt{t^2 + \lambda^2}} + \tilde{r} \right)^{-1} \partial_{\lambda}. \]

On the support of $\chi_0$, it gives $0 < \lambda < 2\sqrt{t}$. Then for $\ell \geq 0$ and $t \gg 1$, the induction argument follows
\[(3.21) \quad \partial_{\lambda}^\ell \left[ \left( \frac{t\lambda}{\sqrt{t^2 + \lambda^2}} + \tilde{r} \right)^{-1} \right] \leq C_t \lambda^{-1-\ell}. \]

By using (3.18) and (3.21), we obtain
\[II^+ \leq \sum_{m \geq 1} \int_{\lambda \sim 2m} \lambda^{n-2N} d\lambda \leq C. \]

Now we treat $II^-$. We first write $II^- = II^-_1 + II^-_2$, where (dropping the $-$ superscripts from here on)
\[II_1 = \left| \sum_{m \geq 1} \int_0^\infty e^{it\sqrt{1+\chi^2}} e^{-i\lambda} \chi_0(t^{-1/2} \lambda) a(t^{-1/2} \lambda, z, z') \varphi\left(\frac{\lambda}{2m}\right) \varphi_0(\tilde{r} \lambda) d\lambda \right|,
\]
\[II_2 = \int_0^\infty e^{it\sqrt{1+\chi^2}} e^{-i\lambda} \chi_0(t^{-1/2} \lambda) a(t^{-1/2} \lambda, z, z') (1 - \varphi_0(\lambda)) (1 - \varphi_0(\tilde{r} \lambda)) d\lambda \].
Let $\Phi(\lambda, \tilde{r}) = \sqrt{t^2 + t\lambda^2} - \tilde{r}\lambda$. We first consider $I_{I_1}$. The integrand in $I_{I_1}$ vanishes when $\tilde{r} > 1/8$ due to the supports of $\varphi$ and $\varphi_0$ (which implies $\lambda \leq (8\tilde{r})^{-1}$ and $\lambda \geq 1$). Thus $1 \leq \lambda < 2\sqrt{t}$ and $\tilde{r} \leq 1/8$, therefore $|\partial_{r}\Phi| = \frac{\lambda}{\sqrt{t^2 + t\lambda^2}} - \tilde{r} \geq \frac{1}{\sqrt{t}}\lambda - \tilde{r} \geq \frac{1}{16\tilde{r}}\lambda$. As in (3.21), on the support of $\chi_0(\lambda/\sqrt{t})$, for $t \geq 0$ and $t \gg 1$, we also use the induction argument to obtain

\begin{equation}
|\partial_{\lambda}[\left(\frac{t\lambda}{\sqrt{t^2 + t\lambda^2}} - \tilde{r}\right)^{-1}]| \leq C_\ell \left(\frac{t\lambda}{\sqrt{t^2 + t\lambda^2}} - \tilde{r}\right)^{-1} - \ell, \leq C_\ell \lambda^{-1-\ell}.
\end{equation}

Define the operator $L = L(\lambda, \tilde{r}) = \left(\frac{t\lambda}{\sqrt{t^2 + t\lambda^2}} - \tilde{r}\right)^{-1}\partial_{\lambda}$. By using (3.18) and integration by parts again, we obtain

$$
I_{I_1} \leq \sum_{m \geq 1} \int_0^\infty \mathbb{L}(e^{\frac{t\lambda}{\sqrt{t^2 + t\lambda^2}} - \tilde{r}\lambda}) \left[\mathcal{L}^{n-1}\chi_0(t^{-1/2}\lambda)a(t^{-1/2}\lambda, z, z')\varphi(\frac{\lambda}{2^m})\varphi(8\tilde{r}\lambda)\right] d\lambda
$$

$$
\leq C_N \sum_{m \geq 1} \int_{\lambda - 2^{m+1}} \mathcal{L}^{n-1-2\lambda} d\lambda \leq C_N.
$$

Finally we estimate $I_{I_2}$. Based on the size of $\partial_{\lambda}\Phi$, we make a further decomposition of $I_{I_2}$

$$
I_{I_2} \leq \left|\int_0^\infty e^{i\sqrt{t^2 + t\lambda^2}} e^{-i\tilde{r}\lambda} \mathcal{L}^{n-1}\chi_0(t^{-1/2}\lambda)a(t^{-1/2}\lambda, z, z')
\right|
\begin{eqnarray*}
& & \left(1 - \varphi_0(\lambda)\right)\varphi_0\left(\frac{t\lambda}{\sqrt{t^2 + t\lambda^2}} - \tilde{r}\right)(1 - \varphi_0(8\tilde{r}\lambda)) d\lambda \right|
\end{eqnarray*}

\begin{eqnarray*}
& & + \sum_{m \geq 1} \left|\int_0^\infty e^{i\sqrt{t^2 + t\lambda^2}} e^{-i\tilde{r}\lambda} \mathcal{L}^{n-1}\chi_0(t^{-1/2}\lambda)a(t^{-1/2}\lambda, z, z')
\right|
\begin{eqnarray*}
& & \left(1 - \varphi_0(\lambda)\right)\varphi\left(\frac{t\lambda}{\sqrt{t^2 + t\lambda^2}} - \tilde{r}\right)(1 - \varphi_0(8\tilde{r}\lambda)) d\lambda \right|
\end{eqnarray*}

:= I_{I_2}^1 + I_{I_2}^2.

Due to the compact support of the second $\varphi_0$ factor in $I_{I_2}^1$, one has

\begin{equation}
\left|\frac{t\lambda}{\sqrt{t^2 + t\lambda^2}} - \tilde{r}\right| \leq 1.
\end{equation}

If $\tilde{r} \leq 10$, from $\lambda < 2\sqrt{t}$ again, we must have $\lambda \leq 100$ otherwise the integrand of $I_{I_2}^2$ vanishes. Then we see that $I_{I_2}^2$ is uniformly bounded. If $\tilde{r} \geq 10$, from (3.23) and $\lambda < 2\sqrt{t}$, we have $\tilde{r} \sim \lambda$. Hence, by letting $\lambda = \lambda/\sqrt{1 + \lambda^2}$ and using (3.18) with $\alpha = 0$, it follows that

$$
I_{I_2} \leq \int_{|\lambda| < 2\sqrt{t} \lambda < 2\sqrt{t} \lambda} \mathcal{L}^{n-1}(1 + \tilde{r}\lambda)^{-\frac{n-1}{2}} d\lambda
$$

$$
\leq C \sqrt{t} \int_{|\lambda| < 2\sqrt{t} \lambda < 2\sqrt{t} \lambda} \lambda d\lambda
$$

$$
\leq C \sqrt{t} \int_{|\lambda| < 2\sqrt{t} \lambda < 2\sqrt{t} \lambda} (1 + \lambda^2)^{3/2} d\lambda \leq C.
$$
Now we consider $II^2_2$. We estimate
\[
II^2_2 \leq \sum_{m \geq 1} \left| \int_0^\infty L^N (e^{i(t^2+ix^2-x^2/\lambda)} \left[ \chi_0(t^{-1/2}\lambda)x^{n-1}a(t^{-1/2}\lambda,x,z,z') (1-\varphi_0(\lambda)) \varphi(2^{-m} \frac{t\lambda}{\sqrt{t^2+\lambda^2}} - \tilde{r}) (1-\varphi_0(8\tilde{r}\lambda)) \right] d\lambda \right|
\]

Hence from the first inequality of (3.24), we obtain
\[
|\partial^N b(\lambda)| \leq C_N \lambda^{-n-1}(1 + \tilde{r}\lambda)^{-n-1/2}.
\]

Therefore we use integration by parts to obtain
\[
II^2_2 \leq C_N \sum_{m \geq 1} 2^{-mN} \int_{\{\lambda < 2\sqrt{t}\}, \frac{\lambda}{\sqrt{t^2+\lambda^2} - \tilde{r}} \sim 2^m} \lambda^{n-1}(1 + \tilde{r}\lambda)^{-n-1/2} d\lambda.
\]

If $\tilde{r} \leq 2^{m+1}$, since $|\frac{\lambda}{\sqrt{t^2+\lambda^2} - \tilde{r}} \sim 2^m$, then $\lambda \leq 2^{m+2}$. One has
\[
II^2_2 \leq C_N \sum_{m \geq 1} 2^{-mN} 2^{(m+2)n} \leq C.
\]

If $\tilde{r} \geq 2^{m+1}$, we have $\lambda \sim \tilde{r}$, thus we choose $N$ large enough such that
\[
II^2_2 \leq C_N t^{1/2} \sum_{m \geq 1} 2^{-mN} \int_{\{\lambda < 2\sqrt{t}\}, \frac{\lambda}{\sqrt{t^2+\lambda^2} - \tilde{r}} \sim 2^m} \lambda^{n-1}(1 + \tilde{r}\lambda)^{-n-1/2} d\lambda \leq C_N \sum_{m \geq 1} 2^{-mN} 2^{m} \leq C
\]

which concludes the proof of Lemma 3.6. \hfill \square

3.2.2. High frequency estimates. We now prove the microlocalized dispersive estimates for the high energy part.

**Proposition 3.7** (High energy estimates). Let $U_{j,k}(t)$ be defined as in (3.2). Then there exists a constant $C$ independent of $t$, $z$, $z'$ for all $j \geq 0$, $0 \leq k, k' \leq N$ and $0 \leq \theta \leq 1$ such that the dispersive estimate
\[
\|\pi U_{j,k}(t)(\pi U_{j,k}(\tau))\|_{L^1 \rightarrow L^\infty} \leq C 2^{j[(n+1+\theta)/2-2\alpha]}(2^{-j} (2-t - |\tau|) - (n-1+\theta)/2
\]
holds in each of the following cases:
- $(k,k') \in J_{\text{near}}$ or $(k,k') = (0,k'), (k,0)$ and $t \neq \tau$;
- $(k,k') \in J_{\text{non-out}}$ and $t < \tau$;
- $(k,k') \in J_{\text{non-inc}}$ and $\tau < t$.

**Remark 3.8.** The dispersive inequalities (3.24) in the last two cases are only needed to prove the double-endpoint inhomogeneous Strichartz estimate (and thus the endpoint); see Section 5.
Proof. The proof is similar to the proof of Proposition 3.3, but we need some modifications.

We first consider (3.24) in the second and third cases. We only prove (3.24) in the third case (when \((k, k') \in J_{\text{non-ine}}\) and \(\tau < t\)) as the argument to prove (3.24) in the second case is analogous. By [20, Lemma 5.3], \(U_{j,k}(t)(\Phi U_{j,k}(\tau))^2\) is given by

\[
\int_0^\infty e^{i(t-\tau)\sqrt{1+\lambda^2}} \phi(2^{-j}\lambda) \lambda^{-2\sigma} (Q_k(\lambda) dE \sqrt{\Delta_j(\lambda)} Q_k^*(\lambda)) (z, z'), \quad \phi = \varphi^2.
\]

Then, under the assumption that \(Q_k\) is not incoming-related to \(Q_{k'}\), and \(\tau < t\), we need to show that for \(j \geq 0\)

\[
\int_0^\infty e^{i(t-\tau)\sqrt{1+\lambda^2}} \phi(2^{-j}\lambda) \lambda^{-2\sigma} \left( Q_k(\lambda) dE \sqrt{\Delta_j(\lambda)} Q_{k'}^*(\lambda) \right) (z, z') \\
\leq \text{const} \left( ((n+1+\theta)/2-2\sigma) (2^{-j} + |t-\tau|)^{(n+1+\theta)/2} \right) \\
\leq \text{const} \left( (n+1+\theta)/2-2\sigma \right) (2^{-j} + |t-\tau|)^{(n+1+\theta)/2}.
\]

For the sake of simplicity, from [34, Lemma 4.1, (4.4)-(4.6)], we only consider

\[
\int_0^\infty e^{i(t-\tau)\sqrt{1+\lambda^2}} \phi(2^{-j}\lambda) \lambda^{-2\sigma} \int_{t^\Delta} e^{i\lambda\Phi(z',v)\lambda^{n-1}\frac{\lambda}{\lambda^{2}}} a(\lambda, z, z', v) dv d\lambda
\]

where \(\Phi(z', v) \geq c > 0\) (due to the fact that \(Q_k\) is not incoming-related to \(Q_{k'}\)), \(0 \leq \ell \leq n-1\) and \(a\) is a smooth function such that \(|(\lambda \partial_\lambda)^\alpha a| \leq C_\alpha\) (due to the fact that \(a\) is compactly supported in \(v\)). Let \(\tilde{\Phi}(t, \tau; \lambda) = \frac{\Phi}{\tau^\tau} + \frac{2\lambda}{\sqrt{1+\lambda^2}}\) and define the operator

\[
L = \frac{1}{t} \left( \frac{2\lambda(t-\tau)}{\sqrt{1+\lambda^2}} \right)^{-1} \partial_\lambda = \frac{1}{t} \left( (t-\tau) \tilde{\Phi}(t, \tau; \lambda) \right)^{-1} \partial_\lambda,
\]

then \(L^N(\phi(2^{-j}\lambda) \lambda^{-2\sigma} \Phi(z', v)) = e^{i(t-\tau)\sqrt{1+\lambda^2}+i\lambda\Phi(z', v)}\). Let \(L^*\) be its adjoint operator; integrating by parts yields

\[
\int_0^\infty e^{i(t-\tau)\sqrt{1+\lambda^2}} \phi(2^{-j}\lambda) \lambda^{-2\sigma} \int_{t^\Delta} e^{i\lambda\Phi(z',v)\lambda^{n-1}\frac{\lambda}{\lambda^{2}}} a(\lambda, z, z', v) dv d\lambda
\leq \int_{t^\Delta} \int_0^\infty \left| (L^*)^N \left( \phi(2^{-j}\lambda) \lambda^{-2\sigma} \Phi(z', v) \right) \right| d\lambda dv.
\]

Next, we claim that for any function \(b(\lambda)\) which satisfies \(|\partial_\lambda^\alpha b(\lambda) | \leq \lambda^{m-\alpha}\) (where \(\alpha \geq 0\)) it holds that for any \(N \geq 0\) and \(t > \tau\), we have

\[
|\langle L^* \rangle^N[b(\lambda)] \rangle \leq C N^m \langle t-\tau \rangle^N + c^{-N}, \quad \lambda \geq 1, c > 0.
\]

Indeed, we use the expression for \(\tilde{\Phi}(t, \tau; \lambda)\), an induction argument and the Leibniz rule to obtain:

\[
|\langle L^* \rangle^N[b(\lambda)] \rangle \leq C N^m \sum_{j=0}^N \langle (t-\tau)^j \rangle^N \langle (t-\tau) \rangle^{N+j}.
\]

The expression (3.27) follows due to \(t-\tau > 0\), \(\Phi(z, z', v) \geq c > 0\) and \(\lambda \geq 1\).
Now, since $a$ is compactly supported in $v$, $t - \tau > 0$ and $\Phi(z, z', v) \geq c > 0$, we can apply (3.27) to obtain
\[
\int_{\mathbb{R}^4} \int_{0}^{\infty} \left| (L^s)^N \left( \phi(2^{-j} \lambda) \langle \lambda \rangle^{-2\sigma} \lambda^{n-1+\frac{j}{2}} a(\lambda, z, z', v) \right) \right| d\lambda dv \\
\lesssim (|t - \tau| + c)^{-N} \int_{2^{-j-1}}^{2^{j+1}} \lambda^{n-1+\frac{j}{2}-2\sigma-N} d\lambda \\
\lesssim 2^{j(n+\frac{j}{2}-2\sigma)} (2^{j} (|t - \tau| + c))^{-N}
\]
which implies (3.26) by choosing $N$ large enough.

Finally, the proof of (3.24) when the first condition holds follows from Lemma 3.9 below. □

**Lemma 3.9** (Microlocalized dispersive estimates for high frequencies). Suppose $(k, k') \in \{0, 1, \ldots, N\}^2$ such that $Q_k(\lambda)dE \sqrt{\Delta_y} Q_{k'}(\lambda)^* \geq c > 0$ satisfies the conclusions of Proposition 2.1. Then for all integers $j \geq 0$ and for all $0 \leq \theta \leq 1$, there exists a constant $C$ independent of $j$ and points $z, z' \in X$ such that
\[
\int_{0}^{\infty} e^{it\sqrt{1+\lambda^2}} \phi(2^{-j} \lambda) \langle \lambda \rangle^{-2\sigma} \left( Q_k(\lambda)dE \sqrt{\Delta_y} \right) Q_{k'}(\lambda) (z, z') \\
\leq C 2^j(n+\frac{j}{2}) (2^{j} + |t|)^{-n+1+\theta}/2
\]
where $\phi \in C^\infty_c([\frac{1}{2}, 2])$.

**Proof.** Let $h = 2^{-j} \leq 1$. From Proposition 2.1, we see
\[
\left| Q_k(\lambda)dE \sqrt{\Delta_y} (\lambda) Q_{k'}(\lambda) \right| \leq C \lambda^{n-1},
\]
which directly implies (3.28) if $|t| \leq h$. From now on, we assume $|t| \geq h = 2^{-j}$. By the scaling, this is a directly consequence of
\[
\int_{0}^{\infty} e^{it\sqrt{1+\lambda^2}/h} \phi(\lambda) \langle \lambda/h \rangle^{-2\sigma} \left( Q_k(\lambda) dE \sqrt{\Delta_y} (\lambda) \right) (\lambda/h, z, z') \\
\leq C h^{2\sigma(n-1)} (|t|/h)^{-\frac{n+1}{2}} (1 + h|t|)^{-1/2}.
\]
Indeed if we could prove (3.29), then for $0 \leq \theta \leq 1$, we have
\[
\int_{0}^{\infty} e^{it\sqrt{1+\lambda^2}/h} \phi(2^{-j} \lambda) \langle \lambda \rangle^{-2\sigma} \left( Q_k(\lambda) dE \sqrt{\Delta_y} (\lambda) \right) (z, z') \\
\leq C 2^j((n+1)/2-2\sigma) |t|^{-(n-1)/2} (2^{-j} |t|)^{-1/2} \\
\leq C 2^j((n+1+\theta)/2-2\sigma) (2^{-j} + |t|)^{-(n-1+\theta)/2}(2^{-j} |t|)^{-\frac{\theta}{2}} (1 + 2^{-j} |t|)^{-1/2}
\]
which implies (3.28). Now we prove (3.29). Let \( r = d(z, z') \), by using Proposition 2.1, we write

\[
\int_0^\infty e^{it\sqrt{\kappa^2 + \lambda^2}/h} \phi(\lambda)(\lambda)^{-2\sigma} (Q_k dE \sqrt{\Delta_\sigma} Q_k^*) (\lambda/h, z, z')d\lambda
\]

(3.30)

\[
= \sum_{\pm} \int_0^\infty e^{it\sqrt{\kappa^2 + \lambda^2}/h} e^{\pm i\pi \lambda/h} \phi(\lambda)(\lambda)^{-2\sigma} (\lambda/h)^{n-1} a_\pm(\lambda/h, z, z')d\lambda
\]

\[
+ \int_0^\infty e^{it\sqrt{\kappa^2 + \lambda^2}/h} \phi(\lambda)(\lambda)^{n-1}(\lambda/h)^{-2\sigma} b(\lambda/h, z, z')d\lambda
\]

where \( a_\pm \) satisfies

\[
\left| \partial_\lambda^k a_\pm(\lambda, z, z') \right| \leq C_\alpha \lambda^{-\alpha}(1 + \lambda d(z, z'))^{-\frac{n-1}{2}},
\]

and therefore

\[
\left| \partial_\lambda^k (a_\pm(h^{-1}\lambda, z, z')) \right| \leq C_\alpha \lambda^{-\alpha}(1 + h^{-1}\lambda r)^{-\frac{n-1}{2}}.
\]

We first use (2.4) to obtain

\[
\left| \left( \frac{d}{d\lambda} \right)^N (\phi(\lambda)(\lambda/h)^{n-1}(\lambda/h)^{-2\sigma} b(\lambda/h, z, z')) \right|
\]

\[
\leq C_N (\lambda/h)^{n-1-2\sigma} \lambda^{-N}, \quad \forall N \in \mathbb{N}.
\]

Let \( \delta \) be a small constant to be chosen later. Recall that \( \varphi \in C_c^\infty([\frac{1}{2}, 2]) \) and \( \varphi_0(\lambda) = \sum_{m \leq 0} \varphi(2^{-m}\lambda) \) as in (2.9). Since \( \phi = \varphi^2 \), then \( \text{supp}(\phi) \subset [1/2, 2] \), thus \( (\lambda/h)^{-2\sigma} \lesssim h^{2\sigma} \) when \( \lambda \) is on the support of \( \phi \). Then by using (3.32), we have

\[
\left| \int_0^\infty e^{it\sqrt{\kappa^2 + \lambda^2}/h} \phi(\lambda)(\lambda/h)^{n-1}(\lambda/h)^{-2\sigma} b(\lambda/h, z, z') \varphi_0(\frac{\lambda}{\delta})d\lambda \right|
\]

\[
\leq C h^{2\sigma} \int_0^\delta (\lambda/h)^{n-1}d\lambda \leq C h^{2\sigma+1}(\delta/h)^n.
\]

We use (2.4) and \( N \)-times integration by parts to obtain

\[
\left| \int_0^\infty e^{it\sqrt{\kappa^2 + \lambda^2}/h} \sum_{m \geq 1} \frac{\varphi(2m\lambda)}{2m\lambda} \phi(\lambda)(\lambda/h)^{n-1}(\lambda/h)^{-2\sigma} b(\lambda/h, z, z')d\lambda \right|
\]

\[
\leq \sum_{m \geq 1} \left| \int_0^\infty \left( \frac{h\sqrt{\kappa^2 + \lambda^2}}{\lambda t} \frac{\partial}{\partial\lambda} \right)^N \left( e^{it\sqrt{\kappa^2 + \lambda^2}/h} \varphi(\frac{\lambda}{2m\delta}) \phi(\lambda)(\lambda/h)^{n-1}(\lambda/h)^{-2\sigma} b(\lambda/h, z, z') \right) d\lambda \right|
\]

\[
\leq C_N (|t|/h)^{-N} h^{2\sigma-(n-1)} \sum_{m \geq 1} \int_{2^{-m-\delta}}^{2^{m+\delta}} \lambda^{n-1-2N} d\lambda \leq C_N (|t|/h)^{-N} h^{2\sigma-(n-1)} \delta^{-2N}.
\]

Choosing \( \delta = (|t|/h)^{-\frac{1}{2}} \) and noting \( |t| \geq h \), thus we have proved

\[
\left| \int_0^\infty e^{it\sqrt{\kappa^2 + \lambda^2}/h} \phi(\lambda)(\lambda/h)^{n-1} b(\lambda/h, z, z')d\lambda \right|
\]

\[
\leq C h^{2\sigma+1}(h|t|)^{-\frac{1}{2}} \leq C h^{2\sigma}(h|t|)^{-\frac{n-1}{2} (h^{-1}|t|)^{-1/2}}
\]

\[
\leq C h^{2\sigma} (|t|/h)^{-\frac{n-1}{2} (1 + h|t|)^{-1/2}}.
\]

which implies (3.29).
Next we consider the terms with $a_{k}$ in (3.30). Without loss of generality, we consider $t \gg h$. Let $\Phi_{\pm}(\lambda, h, r, t) = \sqrt{h^2 + \lambda^2} \pm \frac{t}{h}$, it suffices to show that there exists a constant $C$ independent of $r, t$ and $h$ such that

$$|I_{k}^{\pm}(t, r)| \leq C h^{2 \sigma} (|t|/h)^{-\frac{n-1}{2}} (1 + h|t|)^{-1/2}$$

where

$$I_{k}^{\pm}(t, r) := \int_{0}^{\infty} e^{\frac{t}{h} \pm (\lambda, h, r, t)} \phi(\lambda) \lambda^{n-1} (\lambda/h)^{-2\sigma} a_{\pm}(\lambda/h, z, z') d\lambda.$$

If $r < t/4$ or $r > 2t$, a simple computation gives

$$|\partial_{x} \Phi_{\pm}(\lambda, h, r, t)| = \left| \frac{\lambda}{\sqrt{h^2 + \lambda^2}} \pm \frac{r}{t} \right| \geq 1/4.$$

Now, let $L = (\frac{d}{d\lambda} \Phi)^{-1} \partial_{\lambda}$ and let $L^{*}$ be its adjoint operator. Suppose that $b(\lambda)$ satisfies $|\partial_{\lambda} b(\lambda)| \leq \lambda^{-\alpha}$ (where $\alpha \geq 0$). Then we claim that for any $N \geq 0$

$$|(L^{*})^{N}[b(\lambda)]| \leq C \lambda^{m-N} \sum_{j=0}^{N} \frac{(t/h)^{j}}{h^{j} \partial_{\lambda} \Phi} |N+j|^{\alpha+1}.$$

Indeed, as in the proof of (3.27), this is a consequence of the Leibniz rule and an induction argument. Returning to $I_{k}^{\pm}$, an integration by parts argument combined with (3.34), for $r < \frac{t}{4}$ or $r > 2t$, leads to

$$|I_{k}^{\pm}(t, r)| \leq C h^{2 \sigma} (|t|/h)^{-N}, \quad \forall N \geq 0$$

which implies (3.33) since $t \geq h$ and $h \leq 1$. Therefore we only consider the case $t \sim r$. To consider $I_{k}^{\pm}(t, r)$, we first note that

$$|\partial_{x} \Phi_{\pm}(\lambda, h, r, t)| = \left| \frac{\lambda}{\sqrt{h^2 + \lambda^2}} \pm \frac{r}{t} \right| \geq 1/2.$$

By using the same stationary phase argument as above, we also obtain

$$|I_{k}^{\pm}(t, r)| \leq C h^{2 \sigma} (|t|/h)^{-N}, \quad \forall N \geq 0,$$

which implies (3.33) since $t \geq h$ and $h \leq 1$. To estimate $I_{k}^{\pm}(t, r)$, we need the following Van der Corput lemma, see [30, Proposition 2, Page 332].

**Lemma** (Van der Corput). Let $\phi$ be real-valued and smooth in $(a, b)$, and that $|\phi^{(k)}(x)| \geq 1$ for all $x \in (a, b)$. Then

$$\left| \int_{a}^{b} e^{i \lambda \phi(x)} \psi(x) dx \right| \leq c_{k} \lambda^{-1/k} \left( |\psi(b)| + \int_{a}^{b} |\psi'(x)| dx \right)$$

holds when (i) $k \geq 2$ or (ii) $k = 1$ and $\phi'(x)$ is monotonic. Here $c_{k}$ is a constant depending only on $k$.

For $h \leq 1$ and $\lambda \sim 1$, one can check that

$$|\partial_{x}^{2} \Phi_{\pm}(\lambda, h, r, t)| = \left| \frac{h^2}{\sqrt{h^2 + \lambda^2}} \right| \geq \frac{h^2}{100}$$
By using the Van der Corput Lemma with $\lambda = th$ and $r \sim t$, we show

$$|I_h(t,r)| \leq C(t/h)^{-1/2} \int_0^\infty \left| \frac{d}{d\lambda} \left( \phi(\lambda) \lambda^{n-1} (\lambda/h)^{-2\sigma} a_-((\lambda/h, z, z')) \right) \right| d\lambda$$

$$\leq Ch^{2\sigma} (|t|h)^{-1/2} \int_0^2 \lambda^{n-2} (1 + \lambda r/h)^{-\frac{n-1}{2}} d\lambda$$

$$\leq Ch^{2\sigma} (|t|h)^{-1/2} (|t|h)^{-\frac{n-1}{2}}.$$ 

On the other hand, since $t \sim r$, a rough estimate gives

$$|I_h(t,r)| \leq \int_0^\infty \phi(\lambda) \lambda^{n-1} (\lambda/h)^{-2\sigma} (1 + \lambda r/h)^{-\frac{n-1}{2}} d\lambda \leq Ch^{2\sigma} (|t|h)^{-\frac{n-1}{2}}.$$ 

Thus we have proved

$$|I_h(t,r)| \lesssim h^{2\sigma} \min\{1, (|t|h)^{-1/2}\} (|t|h)^{-\frac{n-1}{2}},$$

which implies (3.33). $\square$

4. Strichartz estimates for the free flow

In this section, we prove the Strichartz estimates (1.7) in Theorem 1.3 when $V = 0$.

4.1. Abstract Strichartz estimates. To obtain the Strichartz estimates, we need a variant of Keel-Tao’s abstract Strichartz estimates. We thus start by recalling the “abstract” Strichartz estimates in the Lorentz space $L^{r,2}$.

**Proposition 4.1.** Let $(X, \mathcal{M}, \mu)$ be a finite measure space and $U : \mathbb{R} \to B(L^2(X, \mathcal{M}, \mu))$ be a weakly measurable map satisfying, for some constants $C, \alpha, \gamma \geq 0$ and $\beta, h > 0$,

$$\|U(t)\|_{L^2 \to L^2} \leq Ch^\gamma, \quad t \in \mathbb{R},$$

$$\|U(t)U(\tau)^* f\|_{L^r} \leq Ch^{2\gamma} h^{-\alpha} (h + |t - \tau|)^{-\beta} \|f\|_{L^1}.$$ 

Then for every pair $q, r \in [1, \infty]$ such that $(q, r, \beta) \neq (2, \infty, 1)$ and

$$\frac{1}{q} + \frac{\beta}{r} \leq \frac{\beta}{2}, \quad q \geq 2,$

there exists a constant $\tilde{C}$ depending only on $C, \beta, q$ and $r$ such that

$$\left( \int_\mathbb{R} \|U(t)u_0\|_{L^{q,2}}^q dt \right)^{\frac{1}{q}} \leq \tilde{C} \Lambda(h) \|u_0\|_{L^2}$$

where $\Lambda(h) = h^{-(\alpha + \beta)(\frac{1}{2} - \frac{1}{q}) + \frac{1}{q} + \gamma}$.

**Proof.** When $\gamma = 0$, this was proved in [34, Proposition 4.2] by following Keel-Tao’s [22] well known result. The same argument works also for $\gamma > 0$, the only difference being in the interpolation constant. We also refer to [36, Theorem 10.7]. $\square$
4.2. Homogeneous Strichartz estimates. In this subsection, we prove the homogeneous Strichartz estimates in (1.7), i.e. with $F = 0$. Before doing this, we prove the following two propositions.

**Proposition 4.2.** Let $U_{\text{low},k}(t)$ be defined in (3.3) and let $f \in L^2$. Then there exists a constant $C$ such that

$$
\|U_{\text{low},k}(t)f\|_{L_t^1L_x^{\gamma} (\mathbb{R} \times X)} \leq C\|f\|_{L^2(X)},
$$

(4.3)

where the pair $(q, r) \in [2, \infty]^2$ satisfies

$$
2/q \leq n(1/2 - 1/r), \quad n \geq 3.
$$

(4.4)

**Proof.** By using Proposition 3.2 and (3.3) in Proposition 3.3, we verify the estimates (4.1) for $U_{\text{low},k}(t)$, where $\alpha = \gamma = 0$, $\beta = n/2$ and $h = 1$. Therefore we apply (4.2) of Proposition 4.1 to obtain (4.3). \qed

**Proposition 4.3.** Let $U_{j,k}(t)$ be defined in (3.2) and let $f \in L^2$. Then for $j \geq 0$, there exists a constant $C$ such that

$$
\|U_{j,k}(t)f\|_{L_t^1L_x^{\gamma} (\mathbb{R} \times X)} \leq C2^{j(s-\sigma)}\|f\|_{L^2(X)},
$$

(4.5)

where the pair $(q, r) \in [2, \infty]^2$ satisfies $(q, r) \in \Lambda_{s, \theta}$ with $s \geq 0$ and $0 \leq \theta \leq 1$.

**Proof.** By using (3.5) in Proposition 3.1 and (3.7) in Proposition 3.7, we have the estimates (4.1) for $U_{j,k}(t)$, where $\alpha = (n + 1 + \theta)/2$, $\beta = (n - 1 + \theta)/2$, $\gamma = \sigma$ and $h = 2^{-j}$. Then, for $s = (n + \theta)(\frac{1}{q} - \frac{1}{2}) - \frac{1}{r}$, it follows from Proposition 4.1 that

$$
\|U_{j,k}(t)f\|_{L_t^1L_x^{\gamma} (\mathbb{R} \times X)} \lesssim 2^{j[(n+\theta)(\frac{1}{q} - \frac{1}{2}) - \frac{1}{r} - \sigma]}\|f\|_{L^2(X)},
$$

which proves (4.5). \qed

We are now ready to prove the homogeneous estimates in (1.7). Without losing in generality, we assume $u_1 = 0$. Recall that if $u$ solves (1.1) and $U(t) = e^{it\sqrt{1+\Delta}}$, then

$$
u(t) = \frac{U(t) + U(-t)}{2}u_0.
$$

(4.6)

We only estimate $\|U(t)u_0\|_{L^q(\mathbb{R}; L^r(X))}$ since the other term follows from the same argument. To this end, we first write

$$
U(t) = \sum_{k=0}^{N} \sum_{j \in \mathbb{Z}} U_{j,k}(t) = \sum_{k=0}^{N} U_{\text{low},k}(t) + \sum_{k=0}^{N} \sum_{j \geq 1} U_{j,k}(t),
$$

where $U_{j,k}(t)$ and $U_{\text{low},k}(t)$ are defined in (3.2) and (3.3) with $\sigma = 0$ respectively. Hence we can write

$$
U(t)u_0 = \sum_{k=0}^{N} U_{\text{low},k}(t)u_0 + \sum_{k=0}^{N} \sum_{j \geq 1} U_{j,k}(t)u_0.
$$

Due to the finiteness of $N$, it suffices to show

$$
\|U_{\text{low},k}u_0\|_{L_t^q(\mathbb{R}; L_x^{r} (X))} \leq C\|u_0\|_{L^2(X)}, \quad 2/q \leq n(1/2 - 1/r),
$$

(4.7)
and for $2/q \leq (n - 1 + \theta)(1/2 - 1/r)$ and $0 \leq \theta \leq 1,$

\begin{equation}
\left\| \sum_{j \geq 1} U_{j,k}(t)u_0 \right\|_{L_t^q(\mathbb{R}; L_r^{r,2}(X))} \lesssim \|u_0\|_{H^s(X)}, \quad s = (n + \theta)(\frac{1}{2} - \frac{1}{r}) - \frac{1}{q}.
\end{equation}

The low energy estimate (4.7) directly follows from (4.3). For the high energy part, since $q, r \geq 2$, we use the square-function estimates (2.10) and Minkowski’s inequality to obtain

\begin{equation}
\left\| \sum_{j \geq 1} U_{j,k}(t)u_0 \right\|_{L_t^q(\mathbb{R}; L_r^{r,2}(X))}^2 \lesssim \sum_{\ell \in \mathbb{Z}} \left\| \sum_{j \geq 0} U_{j,k}(t)\varphi(2^{-\ell} \sqrt{\Delta g})u_0 \right\|_{L_t^q(\mathbb{R}; L_r^{r,2}(X))}^2.
\end{equation}

In addition, we observe that

$$U_{j,k}(t) = \int_0^\infty e^{\iota t \sqrt{1 + \Delta g}} \varphi(2^{-j} \lambda) \tilde{\varphi}(2^{-j} \lambda) Q_k(\lambda) d\lambda \frac{\sqrt{\Delta g}}{\Delta g} f$$

where $\tilde{\varphi} \in C_0^\infty([\frac{1}{2}, 1])$, takes values in $[0, 1]$ and is such that $\tilde{\varphi} \varphi = \varphi$. Due to the fact that $\tilde{\varphi}(2^{-j} \sqrt{\Delta g}) \varphi(2^{-\ell} \sqrt{\Delta g}) u_0$ vanishes if $|j - \ell| \geq 5$, we need to estimate

$$\sum_{\ell \in \mathbb{Z}} \left( \sum_{|j - \ell| \leq 5} \left\| U_{j,k}(t)\varphi(2^{-\ell} \sqrt{\Delta g})u_0 \right\|_{L_t^q(\mathbb{R}; L_r^{r,2}(X))} \right)^2.$$

By Proposition 4.3 with $\sigma = 0$, we have

$$\left\| U_{j,k}(t)\varphi(2^{-\ell} \sqrt{\Delta g})u_0 \right\|_{L_t^q(\mathbb{R}; L_r^{r,2}(X))} \lesssim 2^{j[(n+\theta)\left(\frac{1}{2} - \frac{1}{r}\right) - \frac{1}{q}]} \left\| \varphi(2^{-\ell} \sqrt{\Delta g})u_0 \right\|_{L^2(X)}.$$

Therefore, for $s = (n + \theta)(\frac{1}{2} - \frac{1}{r}) - \frac{1}{q}$, we obtain

\begin{equation}
\left\| \sum_{j \geq 0} U_{j,k}(t)u_0 \right\|_{L_t^q(\mathbb{R}; L_r^{r,2}(X))}^2 \lesssim \sum_{|j - \ell| \leq 5} 2^{j[(n+\theta)\left(\frac{1}{2} - \frac{1}{r}\right) - \frac{1}{q}]} \left\| \varphi(2^{-\ell} \sqrt{\Delta g})u_0 \right\|_{L^2(X)}^2 \lesssim \|u_0\|_{H^s(X)}^2.
\end{equation}

This gives (4.8). Therefore we obtain the Strichartz estimates with $u_1 = F = 0$

$$\|u\|_{L_t^q(\mathbb{R}; L_r^{r,2}(X))} \leq C\|u_0\|_{H^s(X)}.$$

### 4.3. Inhomogeneous Strichartz estimates

We now turn to the inhomogeneous Strichartz estimates in (1.7), which we prove via the $TT^\ast$-method and Christ-Kiselev lemma in [12]. Recall that $U(t) = e^{\iota t \sqrt{1 + \Delta g}} : L^2 \rightarrow L^2$; we have already proved that the inequality

$$\|U(t)u_0\|_{L_t^1L_r^{r,2}} \lesssim \|u_0\|_{H^s}.$$
holds for all \((q,r,s)\) satisfying (1.4) and (1.5). For \(s \geq 0\) and \((q,r)\) satisfying (1.4) and (1.5), we define the operator \(T_s\) by
\[
T_s : L^q_z \to L^q_t \mathcal{L}_z^{r+2}, \quad f \mapsto (1 + \Delta_g)^{-\frac{1}{2}} e^{i\tau \sqrt{1 + \Delta_g}} f.
\]
By duality, for \((\tilde{q}, \tilde{r}) \in \Lambda_{1-s,\tilde{\theta}}\), we have
\[
T^*_t \mathcal{L}_s^{r+2} \to L^2, \quad F(\tau, z) \mapsto \int_\mathbb{R} \left(1 + \Delta_g\right)^{-\frac{1}{2}} e^{-i\tau \sqrt{1 + \Delta_g}} F(\tau) d\tau.
\]
Therefore we obtain
\[
\left\| \int_\mathbb{R} U(t)U^*(\tau)(1 + \Delta_g)^{-\frac{1}{2}} F(\tau) d\tau \right\|_{L^q_t \mathcal{L}_s^{r+2}} = \left\| T_s T^*_t \mathcal{L}_s^{r+2} F \right\|_{L^q_t \mathcal{L}_s^{r+2}} \lesssim \left\| F \right\|_{L^q_t \mathcal{L}_s^{r+2}}.
\]
By the Christ-Kiselev Lemma, if \(q > \tilde{q}'\), we thus obtain
\[
\left\| \int_{\tau < t} \frac{\sin(t - \tau) \sqrt{1 + \Delta_g}}{\sqrt{1 + \Delta_g}} F(\tau) d\tau \right\|_{L^q_t \mathcal{L}_s^{r+2}} \lesssim \left\| F \right\|_{L^q_t \mathcal{L}_s^{r+2}}.
\]
On the other hand, we have the following

**Lemma 4.4.** If \((q,r) \in \Lambda_{s,\theta}\) and \((\tilde{q}, \tilde{r}) \in \Lambda_{1-s,\tilde{\theta}}\) with \(0 \leq \theta, \tilde{\theta} \leq 1\), then \(q > \tilde{q}'\).

**Proof.** By the definition of the set \(\Lambda_{s,\theta}\), if \((q,r) \in \Lambda_{s,\theta}\) and \((\tilde{q}, \tilde{r}) \in \Lambda_{1-s,\tilde{\theta}}\), we have
\[
1 - s = (n + \tilde{\theta})(\frac{1}{2} - \frac{1}{\tilde{r}}) - \frac{1}{q}, \quad \frac{2}{q} \leq (n + \tilde{\theta})(\frac{1}{2} - \frac{1}{\tilde{r}})
\]
\[
s = (n + \theta)(\frac{1}{2} - \frac{1}{r}) - \frac{1}{q}, \quad \frac{2}{q} \leq (n + \theta)(\frac{1}{2} - \frac{1}{r})
\]
then we have
\[
1 - \frac{1}{q} \left( \frac{2(n + \theta)}{n - 1 + \theta} - 1 \right) \geq 1 - s = (n + \tilde{\theta})(\frac{1}{2} - \frac{1}{\tilde{r}}) - \frac{1}{q} \geq \frac{1}{q} \left( \frac{2(n + \tilde{\theta})}{n - 1 + \tilde{\theta}} - 1 \right)
\]
which implies
\[
1 - \frac{1}{q} \left( 1 + \frac{2}{n - 1 + \theta} \right) \geq \frac{1}{q} \left( 1 + \frac{2}{n - 1 + \theta} \right),
\]

\[
\frac{1}{q'} - \frac{1}{q} \geq \frac{2}{q(n - 1 + \theta)} + \frac{2}{q(n - 1 + \theta)} > 0.
\]

Hence we have proved all inhomogeneous Strichartz estimates for \((q,r) \in \Lambda_{s,\theta}\) and \((\tilde{q}, \tilde{r}) \in \Lambda_{1-s,\tilde{\theta}}\) with \(0 \leq \theta, \tilde{\theta} \leq 1\). Therefore, we conclude that:

**Proposition 4.5.** Let \(s \geq 0\), \((q,r) \in \Lambda_{s,\theta}\) and \((\tilde{q}, \tilde{r}) \in \Lambda_{1-s,\tilde{\theta}}\) with \(0 \leq \theta, \tilde{\theta} \leq 1\) and let \(u\) be the solution to
\[
\partial_t^2 u + \Delta_g u + u = F, \quad u(0) = u_0, \quad \partial_t u(0) = u_1,
\]
the following Strichartz estimates hold:
\[
\| u(t, z) \|_{\mathcal{L}^q(\mathbb{R}; \mathcal{L}^{r+2}(\mathbb{X}))} \leq C \left( \| u_0 \|_{\mathcal{H}^s(\mathbb{X})} + \| u_1 \|_{\mathcal{H}^{s-1}(\mathbb{X})} + \| F \|_{\mathcal{L}^{q'}(\mathbb{R}; \mathcal{L}^{r+2}(\mathbb{X}))} \right).
\]
Remark 4.6. This result concludes the full set of global-in-time Strichartz inequalities when \( V = 0 \). Hence, by the embedding inequality for Lorentz spaces, we obtain (1.7).

Remark 4.7. The Sobolev norm in (4.15) is equivalent to the Sobolev norm in (1.8) and (1.9) when \( 0 \leq s \leq 1 \) due to the argument of [6, Proposition 1.3, Corollary 1.4].

5. Inhomogeneous Strichartz estimates with \( q = \hat{q} = 2 \)

To prove the Strichartz estimates on the board line \( q = 2 \) (i.e. (1.9)), we need the double endpoint inhomogeneous Strichartz estimates, that is, (4.15) with \( q = \hat{q} = 2 \). However, the above argument breaks down here due to the failure of the Christ-Kiselev lemma. We follow the argument in Keel-Tao [22] to overcome this obstacle; notice that here we need to face the additional difficulty due to the the lack of the usual dispersive estimates, that are known to fail in presence of conjugate points in the space, for example, see [19]. Nevertheless, we can overcome this by following the argument in [20].

Proposition 5.1. Let \( 0 \leq \theta, \tilde{\theta} \leq 1 \), and let \( r = \frac{2(n - 1 + \theta)}{n - 3 + \theta} \), \( \tilde{r} = \frac{2(n - 1 + \tilde{\theta})}{n - 3 + \tilde{\theta}} \), the following inhomogeneous Strichartz inequalities hold

\[
\left\| (1 + \Delta_g)^{-\frac{\alpha + \tilde{\alpha}}{2}} \int_{\tau < t} \frac{\sin \left( (t - \tau) \sqrt{1 + \Delta_g} \right)}{\sqrt{1 + \Delta_g}} F(\tau) d\tau \right\|_{L^2_t L^{r'}_x} \lesssim \|F\|_{L^2_t L^{\tilde{r}'}_x},
\]

where

\[
\alpha = \frac{1}{n - 1 + \theta}, \quad \tilde{\alpha} = \frac{1}{n - 1 + \tilde{\theta}}.
\]

Remark 5.2. This inhomogeneous inequalities are not included in the above estimates (4.15) since if \( q = \hat{q} = 2 \), then at least, one of the conditions \((q, r) \in \Lambda_{s, \theta}, (\hat{q}, \tilde{r}) \in \Lambda_1 - s, \tilde{\theta}\) is not fulfilled (see Lemma 4.4).

Proof. The proof directly follows from the following proposition. \( \square \)

Proposition 5.3. Let \( \theta, \tilde{\theta}, r, \tilde{r}, \alpha, \tilde{\alpha} \) be in Proposition 5.1. Then the following inequalities hold:

- **Low frequencies estimates**

\[
\left\| \int_{\tau < t} \frac{\sin \left( (t - \tau) \sqrt{1 + \Delta_g} \right)}{\sqrt{1 + \Delta_g}} \varphi_0(\sqrt{\Delta_g}) F(\tau) d\tau \right\|_{L^2_t L^r_x} \lesssim \|F\|_{L^2_t L^{\tilde{r}}_x},
\]

- **High frequencies estimates**

\[
\left\| \int_{\tau < t} \frac{\sin \left( (t - \tau) \sqrt{1 + \Delta_g} \right)}{\sqrt{1 + \Delta_g}} (1 - \varphi_0)(\sqrt{\Delta_g}) F(\tau) d\tau \right\|_{L^2_t L^r_x} \lesssim \|(1 + \Delta_g)^{\frac{\alpha + \tilde{\alpha}}{2}} F\|_{L^2_t L^{\tilde{r}}_x},
\]

where \( \varphi_0 \in C_c^\infty([0, \infty)) \) such that \( \varphi_0(\lambda) = 1 \) for \( \lambda \leq 1 \) and vanishes when \( \lambda \geq 2 \).

Proof. Recalling that \( U(t) = e^{it\sqrt{1 + \Delta_g}} \), we have

\[
\frac{\sin \left( (t - \tau) \sqrt{1 + \Delta_g} \right)}{\sqrt{1 + \Delta_g}} = (\sqrt{\Delta_g})^{-1}(U(t)U(\tau)^* - U(-t)U(-\tau)^*) / 2i.
\]
We first prove (5.3). We only estimate the term involving \( \varphi_0(\sqrt{\Delta_g}) U(t) U(\tau)^* \) since the other one follows from the same argument. To this end, we write
\[
\langle \sqrt{\Delta_g} \rangle^{-1} \varphi_0(\sqrt{\Delta_g}) U(t) U(\tau)^* = \sigma \tilde{U}_{\text{low}}(t)(\sigma \tilde{U}_{\text{low}}(\tau))^*,
\]
where
\[
(5.6) \quad \sigma \tilde{U}_{\text{low}}(t) = \int_0^\infty e^{it\sqrt{1+\lambda^2}} \varphi_0^{1/2}(\lambda) \langle \lambda \rangle^{-\sigma} dE \sqrt{\Delta_g}(\lambda), \quad \sigma = 1/2.
\]
For the partition of identity operator \( Q_k(\lambda) \) in Proposition 2.1, we further define
\[
(5.7) \quad \sigma \tilde{U}_{\text{low},k}(t) = \int_0^\infty e^{it\sqrt{1+\lambda^2}} \varphi_0^{1/2}(\lambda) \langle \lambda \rangle^{-\sigma} Q_k(\lambda) dE \sqrt{\Delta_g}(\lambda), \quad 0 \leq k \leq N.
\]
Compared with \( \sigma U_{\text{low},k}(t) \) defined in (3.3), we replace \( \varphi_0 \) by \( \varphi_0^{1/2} \) respectively. The differences are harmless in view of obtaining Proposition 3.3, so we drop off the tilde from now on.

To prove (5.3), due to the finiteness of \( N \), it is enough to show the bilinear form estimate
\[
(5.8) \quad |T(F,G)| \lesssim \|F\|_{L^2_t L^r_x} \|G\|_{L^2_t L^r'_x},
\]
where \( T(F,G) \) is the bilinear form
\[
T(F,G) = \int_\mathbb{R} \int_{\tau<t} \langle \sigma U_{\text{low},k}(t) \rangle \langle \sigma U_{\text{low},k'}(\tau) \rangle \langle F(\tau), G(t) \rangle_{L^2} d\tau dt.
\]
We need the following bilinear estimates

**Lemma 5.4.** Let \( \sigma U_{\text{low},k}(t) \) be defined as in (3.3) with \( \sigma = 1/2 \), then for each pair \((k, k') \in \{0, 1, \ldots, N\}^2\) there exists a constant \( C \) such that, either
\[
(5.9) \quad \int_{\tau<t} \langle \sigma U_{\text{low},k}(t) \rangle \langle \sigma U_{\text{low},k'}(\tau) \rangle \langle F(\tau), G(t) \rangle_{L^2} d\tau dt \leq C \|F\|_{L^2_t L^r_x} \|G\|_{L^2_t L^r'_x},
\]
or
\[
(5.10) \quad \int_{\tau>t} \langle \sigma U_{\text{low},k}(t) \rangle \langle \sigma U_{\text{low},k'}(\tau) \rangle \langle F(\tau), G(t) \rangle_{L^2} d\tau dt \leq C \|F\|_{L^2_t L^r_x} \|G\|_{L^2_t L^r'_x}.
\]

We postpone the proof of the at the end of this section. Note that \( \sigma \) plays no role in the low frequency estimates. In Proposition 4.2, we have proved
\[
(5.11) \quad \|\sigma U_{\text{low},k} u_0\|_{L^q(\mathbb{R}; L^r_x(X))} \leq C \|u_0\|_{L^2(X)}, \quad 2/q \leq n(1/2 - 1/r).
\]
In particular, we take \((q, r) = (2, \frac{2(n-1+\theta)}{n-3+\theta})\) and \((\tilde{q}, \tilde{r}) = (2, \frac{2(n-1+\tilde{\theta})}{n-3+\tilde{\theta}})\). By duality, we have
\[
\| \int_{\mathbb{R}} \sigma U_{\text{low},k}(t) \sigma U_{\text{low},k'}(\tau) F(\tau) d\tau \|_{L^2_t L^r_x} \lesssim \|F\|_{L^2_t L^r'_x}
\]
for all \(0 \leq k, k' \leq N\). For all \(0 \leq k, k' \leq N\), thus it follows that
\[
(5.12) \quad \int_{\mathbb{R}^2} \langle \sigma U_{\text{low},k}(t) \rangle \langle \sigma U_{\text{low},k'}(\tau) \rangle \langle F(\tau), G(t) \rangle_{L^2} d\tau dt \leq C \|F\|_{L^2_t L^r_x} \|G\|_{L^2_t L^r'_x}.
\]
Hence for every pair \((k, k')\), we have by (5.9) or subtracting (5.10) from (5.12)
\[
\int_{\tau<t} \langle \sigma U_{\text{low},k}(t) \rangle \langle \sigma U_{\text{low},k'}(\tau) \rangle \langle F(\tau), G(t) \rangle_{L^2} d\tau dt \leq C \|F\|_{L^2_t L^r_x} \|G\|_{L^2_t L^r'_x}.
\]
Hence we obtain (5.8) once we have proved Lemma 5.4.

We next prove (5.4). By using (5.5) again, we only estimate the term involving $(1 - \varphi_0)(\sqrt{\Delta_g})U(t)U(\tau)^*$ since the other term follows the same argument. To this end, we write

\[
(\sqrt{\Delta_g})^{-1(1+\alpha+\tilde{\alpha})}(1 - \varphi_0)(\sqrt{\Delta_g})U(t)U(\tau)^* = \sum_{j \geq 1}^\infty \sigma \tilde{U}_j(t)(\tilde{\sigma}_j U_j(\tau))^* ,
\]

where $\sigma = 1/2 + \alpha$, $\tilde{\sigma} = 1/2 + \tilde{\alpha}$ and

\[
(5.13) \quad \sigma \tilde{U}_j(t) = \int_0^\infty e^{it\sqrt{1+\lambda^2}} \varphi^{1/2}(2^{-j}\lambda)(\lambda)^{-\sigma} dE \sqrt{\Delta_g}(\lambda) .
\]

Using $Q_k(\lambda)$ in Proposition 2.1, we further define

\[
(5.14) \quad \sigma \tilde{U}_j,k(t) = \int_0^\infty e^{it\sqrt{1+\lambda^2}} \varphi^{1/2}(2^{-j}\lambda)(\lambda)^{-\sigma} Q_k(\lambda)dE \sqrt{\Delta_g}(\lambda), \ j \geq 0, 0 \leq k \leq N .
\]

Thus to prove (5.4), it suffices to show

\[
(5.15) \quad \sum_{0 \leq k,k' \leq N} \left\| \sum_{j \geq 1}^\infty \int_{\tau < t} \sigma \tilde{U}_j,k(t)(\tilde{\sigma} \tilde{U}_j,k'(\tau))^* F(\tau) d\tau \right\|_{L^2_t L^2_x} \lesssim \| F \|_{L^2_t L^2_x'} .
\]

Compared with $\sigma U_{j,k}(t)$ defined in (3.2), we replace $\varphi$ by $\varphi^{1/2}$. The differences are harmless to obtain Proposition 3.7, so we also drop off the tilde on $U_{j,k}$ from now on.

The argument is almost the same as the above argument for low frequencies. In order to show (5.4), by using the Littlewood-Paley theory in Lemma 2.2, it suffices to show the bilinear form estimate

\[
(5.16) \quad |T_j(F,G)| \leq C \| F_j \|_{L^2_t L^2_x'} \| G_j \|_{L^2_t L^2_x'} ,
\]

where $F_j = \varphi(2^{-j}\sqrt{\Delta_g})F$, $G_j = \varphi(2^{-j}\sqrt{\Delta_g})G$ and $T_j(F,G)$ is the bilinear form

\[
T_j(F,G) = \iint_{s < t} (\sigma U_{j,k}(t)(\tilde{\sigma} U_{j,k'}(\tau))^* F(\tau), G(t))_{L^2} d\tau dt
\]

where $\sigma U_{j,k}$ defined in (3.2). In Proposition 4.3, we have proved

\[
\| \sigma U_{j,k} f \|_{L^2_t L^2_x X)} \lesssim 2^{\frac{j(n+\tilde{\beta})(1-2\tilde{\rho})}{n-1+\tilde{\rho}} - \tilde{\sigma} - \tilde{\sigma}} \| f \|_{L^2(X)}
\]

and

\[
\| \sigma U_{j,k} G \|_{L^2_t L^2_x X)} \lesssim 2^{\frac{j(n+\tilde{\beta})(1-2\tilde{\rho})}{n-1+\tilde{\rho}} - \tilde{\sigma} - \tilde{\sigma}} \| G \|_{L^2(X)} .
\]

Recall $r = \frac{2(n+1+\theta)}{n-1+\theta}$ and $\sigma = \frac{1}{2} + \frac{1}{n-1+\theta}$, thus $(n+\tilde{\beta})(1-2\tilde{\rho}) - \frac{1}{2} - \sigma = 0$ which also occurs in the case of $\tilde{\tau}$ and $\tilde{\sigma}$. By duality, for all $0 \leq k, k' \leq N$, we have

\[
\left\| \int_\mathbb{R} \sigma U_{j,k}(t)(\tilde{\sigma} U_{j,k'}(\tau))^* F(\tau) d\tau \right\|_{L^2_t L^2_x} \lesssim \| F \|_{L^2_t L^2_x'} \| G \|_{L^2_t L^2_x'} .
\]

which implies

\[
(5.17) \quad \int_{\mathbb{R}^2} \sigma U_{j,k}(t)(\tilde{\sigma} U_{j,k'}(\tau))^* F(\tau), G(t)_{L^2} d\tau dt \leq C \| F \|_{L^2_t L^2_x'} \| G \|_{L^2_t L^2_x'} .
\]

To show (5.16), we need the following bilinear estimates
Lemma 5.5. Let \( \theta, \tilde{\theta}, r, \tilde{r}, \alpha, \tilde{\alpha} \) be in Proposition 5.1 and let \( \bar{u}_{j,k}(t) \) and \( \bar{\bar{u}}_{j,k}(t) \) be defined as in (3.2) with \( \sigma = \frac{1}{2} + \alpha \) and \( \delta = \frac{1}{2} + \tilde{\alpha} \). Then for each pair \((k,k')\) \in \{0,1,\ldots,N\}^2 \) there exists a constant \( C \) such that, for each \( j \), either
\[
\int_{\tau < t} \left( \bar{u}_{j,k}(t) \bar{u}_{j,k'}(\tau) \right)^* F(\tau), G(t) \right\|_{L^2_x L^{r',2}_t} \leq C \|F\|_{L^2_x L^{r',2}_t} \|G\|_{L^2_x L^{r',2}_t},
\]
or
\[
\int_{\tau > t} \left( \bar{u}_{j,k}(t) \bar{u}_{j,k'}(\tau) \right)^* F(\tau), G(t) \right\|_{L^2_x L^{r',2}_t} \leq C \|F\|_{L^2_x L^{r',2}_t} \|G\|_{L^2_x L^{r',2}_t}.
\]

We postpone the proof for a moment. Hence for every pair \((k,k')\), we have by (5.18) or subtracting (5.19) from (5.17)
\[
\int_{\tau < t} \left( \bar{u}_{j,k}(t) \bar{u}_{j,k'}(\tau) \right)^* F(\tau), G(t) \right\|_{L^2_x L^{r',2}_t} \leq C \|F\|_{L^2_x L^{r',2}_t} \|G\|_{L^2_x L^{r',2}_t}.
\]

Therefore, proving Lemma 5.5 completes the proof of (5.4).

Proof of Lemma 5.4 and Lemma 5.5. By (2.6), we need to consider three cases. We first prove Lemma 5.4. In the case that \((k,k') \in J_{near} \) or \((k,k') = (k,0) \) or \((k,k') = (0,k') \), we have the dispersive estimate (3.3). We apply the argument of [22, Sections 4–7] to obtain (5.9). If \((k,k') \in J_{non-out} \), we obtain (5.9) adapting the argument in [22] due to the dispersive estimate (3.3) when \( \tau > t \). Finally, in the case that \((k,k') \in J_{non-inc} \), we obtain (5.10) since we have the dispersive estimate (3.3) for \( \tau < t \). We mention here that we have sharpened the inequality to the Lorentz norm by the interpolation as remarked in [22, Section 6 and Section 10].

The same argument works for Lemma 5.5 by using the dispersive estimates (3.7), (3.7) and (3.7).

6. LOCAL-SMOOTHING ESTIMATES FOR KLEIN-GORDON

In order to prove Strichartz estimates for the Klein-Gordon equation associated to \( L_Y \), we need a global-in-time local-smoothing estimate, that we prove in this section. The local-smoothing estimate allows us to use the (standard) perturbation argument to treat the potential term. We stress the fact that we will need to deal separately with low and high frequencies when applying this method to the Klein-Gordon equation.

6.1. Preliminaries: basic analysis on metric cone. We consider the operator \( \Delta_h := \Delta_h + V_0(y) \) with \( V_0(y) \in C^\infty(Y) \), on the closed Riemannian manifold \( Y \). It is well known that the eigenvalues \( \{\lambda_j\}_{j=0}^\infty \) of the Schrödinger operator \( \Delta_h \) form a discrete set and that the sequence
\[
\lambda_0 < \lambda_1 < \cdots < \lambda_j < \cdots \to \infty.
\]

Let \( d(\lambda_j) \) be the multiplicity of the eigenvalue \( \lambda_j \), and let \( \{\varphi_{\lambda_j,\ell}(y)\}_{1 \leq \ell \leq d(\lambda_j)} \) be the eigenfunctions of \( \Delta_h \), that is
\[
(\Delta_h + V_0(y))\varphi_{\lambda_j,\ell}(y) = \lambda_j \varphi_{\lambda_j,\ell}(y).
\]

This of course implies that
\[
(\Delta_h + V_0(y) + (n-2)^2/4)\varphi_{\lambda_j,\ell}(y) = (\lambda_j + (n-2)^2/4)\varphi_{\lambda_j,\ell}(y).
\]
By the assumption that the operator \( \Delta_h + V_0(y) + (n - 2)^2/4 \) is strictly positive, we have that \( \nu_j^2 := \lambda_j + (n - 2)^2/4 > 0 \). From now on we will drop the subscript \( j \) in order to keep the notation simple, and define the set \( \chi_\infty \) to be

\[
\chi_\infty = \left\{ \nu : \nu = \sqrt{(n-2)^2/4 + \lambda} ; \lambda \text{ is eigenvalue of } \Delta_h + V_0(y) \right\}.
\]

For \( \nu \in \chi_\infty \), let \( d(\nu) \) be the multiplicity of the eigenvalue \( \nu^2 \) of \( \Delta_h + (n - 2)^2/4 \) and let \( \{ \varphi_{\nu,\ell}(y) \}_{1 \leq \ell \leq d(\nu)} \) be the eigenfunctions of \( \Delta_h + (n - 2)^2/4 \). Then \( d(\nu) = d(\lambda) \) and \( \{ \varphi_{\nu,\ell}(y) \}_{1 \leq \ell \leq d(\nu)} = \{ \varphi_{\lambda,\ell}(y) \}_{1 \leq \ell \leq d(\lambda)} \). Let \( \mathcal{H}^\nu = \text{span}\{ \varphi_{\nu,1}, \ldots, \varphi_{\nu,d(\nu)} \} \); we decompose \( L^2(Y) \) as

\[
L^2(Y) = \bigoplus_{\nu \in \chi_\infty} \mathcal{H}^\nu.
\]

For \( f \in L^2(X) \), we define the orthogonal projection \( \pi_\nu : L^2(X) \to \mathcal{H}^\nu \)

\[
\pi_\nu f = \sum_{\ell=1}^{d(\nu)} \varphi_{\nu,\ell}(y)a_{\nu,\ell}(r), \quad a_{\nu,\ell}(r) = \int_Y f(r,y)\varphi_{\nu,\ell}(y)dh,
\]

then we can write \( f \) by separating variables as

\[
f(z) = \sum_{\nu \in \chi_\infty} \pi_\nu f = \sum_{\nu \in \chi_\infty} \sum_{\ell=1}^{d(\nu)} a_{\nu,\ell}(r)\varphi_{\nu,\ell}(y)
\]

so that

\[
\|f(z)\|_{L^2(Y)}^2 = \sum_{\nu \in \chi_\infty} \sum_{\ell=1}^{d(\nu)} |a_{\nu,\ell}(r)|^2.
\]

Note that as the Riemannian metric \( h \) on \( Y \) is independent on \( r \), we can use the separation of variable method \([9]\) to write \( \mathcal{L}_V \) with respect to the coordinates \( (r,y) \) as

\[
\mathcal{L}_V = -\partial_r^2 - \frac{n-1}{r}\partial_r + \frac{1}{r^2}(\Delta_h + V_0(y)).
\]

Then, on each space \( \mathcal{H}^\nu \), the action of the operator is given by

\[
\mathcal{L}_V = A_\nu := -\partial_r^2 - \frac{n-1}{r}\partial_r + r^2(\nu^2 - \frac{1}{4}(n-2)^2).
\]

A crucial role in our argument will be played by the well known Hankel transform of order \( \nu \): for \( f \in L^2(X) \), we set

\[
(\mathcal{H}_\nu f)(\rho,y) = \int_0^\infty (rp)^{-n/2} J_\nu(rp)f(r,y)r^{n-1}dr,
\]

where the Bessel function of order \( \nu \) is given by

\[
J_\nu(r) = \frac{(r/2)^\nu}{\Gamma(\nu + \frac{1}{2}) \Gamma(1/2)} \int_{-1}^1 e^{isr} (1 - s^2)^{(2\nu-1)/2}ds, \quad \nu > -1/2, r > 0.
\]

We now recall the following very useful inequalities for the Bessel function (we refer for them to \([27,32]\))
Lemma 6.1. Let $J_\nu(r)$ be the Bessel function defined in (6.8), then there exists a constant $C$ independent of $\nu$ such that

\begin{equation}
|J_\nu(r)| \leq \frac{C r^\nu}{2^\nu \Gamma(\nu + 1/2) \Gamma(1/2)} \left( 1 + \frac{1}{\nu + 1/2} \right).
\end{equation}

Moreover, if $R \gg 1$, there exists a constant $C$ independent of $\nu$ and $R$ such that

\begin{equation}
\int_R^{2R} |J_\nu(r)|^2 dr \leq C.
\end{equation}

For well-behaved functions $F$, by [31, (8.45)], we have

\begin{equation}
F(\mathcal{L}V)g(r, y) = \sum_{\nu \in \mathbb{X}} \sum_{\ell = 1}^{d(\nu)} \varphi_{\nu, \ell}(y) \int_0^\infty F(\rho^2)(r \rho)^{-\frac{\nu+1}{2}} J_\nu(r \rho) b_{\nu, \ell}(\rho) \rho^{n-1} d\rho
\end{equation}

where $b_{\nu, \ell}(\rho) = (\mathcal{H}\varphi_{\nu, \ell})(\rho)$ and $g(r, y) = \sum_{\nu \in \mathbb{X}} \sum_{\ell = 1}^{d(\nu)} a_{\nu, \ell}(r) \varphi_{\nu, \ell}(y)$.

6.2. Local smoothing estimates for Klein-Gordon. We are now ready to state our result on the local-smoothing estimates.

Proposition 6.2. Let $u$ be a solution of (1.1) with $F = 0$ and let $\nu_0$ be the positive square root of the smallest eigenvalue of $\Delta_h + V_0(y) + (n-2)^2/4$. Let $\varphi_0$ be given by (2.9). Then there exists a constant $C$ independent of $(u_0, u_1)$ such that:

- (Low frequency estimate) for $\beta \in [1, 1 + \nu_0)$

\begin{equation}
\|r^{-\beta} \varphi_0(\sqrt{\mathcal{L}V})u(t, z)\|_{L^2_t(\mathbb{R}; L^2(X))} \leq C \left( \|u_0\|_{L^2(X)} + \|u_1\|_{L^2(X)} \right),
\end{equation}

- (High frequency estimate) for $\beta \in (1/2, 1 + \nu_0)$

\begin{equation}
\|r^{-\beta} (1 - \varphi_0)(\sqrt{\mathcal{L}V})u(t, z)\|_{L^2_t(\mathbb{R}; L^2(X))} \leq C \left( \|u_0\|_{\dot{H}^{\beta-\frac{1}{2}}(X)} + \|u_1\|_{\dot{H}^{\beta-\frac{1}{2}}(X)} \right),
\end{equation}

where $z = (r, y) \in X$.

Remark 6.3. The two estimates are quite natural as indeed, as mentioned, the solutions to the Klein-Gordon equation behave like the Schrödinger ones for low frequencies and like the wave ones for high frequencies. It is known from [33, 34] that, for the Schrödinger equation the following estimate holds

\begin{equation}
\|r^{-\beta} e^{it\mathcal{L}} f\|_{L^2_t(\mathbb{R}; L^2(X))} \leq C \|f\|_{\dot{H}^{\beta-1}(X)},
\end{equation}

while for the wave one we have

\begin{equation}
\|r^{-\beta} e^{it\mathcal{L}} f\|_{L^2_t(\mathbb{R}; L^2(X))} \leq C \|f\|_{\dot{H}^{\beta-\frac{1}{2}}(X)}.
\end{equation}

Remark 6.4. The restriction from above $\beta < 1 + \nu_0$ can become more specific in the following cases:

(i) If $V = 0$, then $\nu_0 > (n-2)/2$, hence $\beta < \frac{n}{2}$;

(ii) If the initial data satisfy the condition that the projection $\pi_{\nu}(u_0, u_1)$ vanishes when $\nu \leq k$, then the above results hold for $\beta < 1 + k$. 
Proof. We first prove (6.12). Let \( u^l(t, z) = \varphi_0(\sqrt{tL_v})u(t, z) \), then we can write

\[
\begin{align*}
u^l(t, z) &= \cos(t\sqrt{1 + L_v})u^l_0 + \frac{\sin(t\sqrt{1 + L_v})}{\sqrt{1 + L_v}}u_1^l \\
&= \frac{1}{2} \left( e^{it\sqrt{1 + L_v}} + e^{-it\sqrt{1 + L_v}} \right) u^l_0 + \frac{1}{2i} \left( e^{it\sqrt{1 + L_v}} - e^{-it\sqrt{1 + L_v}} \right) u_1^l
\end{align*}
\]

(6.14)

where \( u^l_0 = \varphi_0(\sqrt{L_v})u_0 \) and \( u_1^l = \varphi_0(\sqrt{L_v})u_1 \) (we are using the apex \( l \) to recall that we are dealing with low frequencies). We only consider the contributions of \( e^{it\sqrt{1 + L_v}}u^l_0 \) and \( e^{-it\sqrt{1 + L_v}}u_1^l \) since the others follow from the same argument.

We write the solution using the harmonic expansion. By (6.3), we write

\[
u_0(z) = \sum_{\nu \in \mathbb{N}_{\infty}} \sum_{\ell = 1}^{d(\nu)} a_{\nu, \ell}(r) \varphi_{\nu, \ell}(y), \quad b_{\nu, \ell}(\rho) = (\mathcal{H}_\nu a_{\nu, \ell})(\rho),
\]

\[
u_1(z) = \sum_{\nu \in \mathbb{N}_{\infty}} \sum_{\ell = 1}^{d(\nu)} \tilde{a}_{\nu, \ell}(r) \varphi_{\nu, \ell}(y), \quad \tilde{b}_{\nu, \ell}(\rho) = (\mathcal{H}_\nu \tilde{a}_{\nu, \ell})(\rho).
\]

By using (6.11) with \( F(\rho) = e^{it\sqrt{1 + \rho^2}} \varphi_0(\rho) \), we have

\[
e^{it\sqrt{1 + L_v}}u^l_0 = \sum_{\nu \in \mathbb{N}_{\infty}} \sum_{\ell = 1}^{d(\nu)} \varphi_{\nu, \ell}(y) \int_0^\infty (r\rho)^{-\frac{n-2}{2}} J_\nu(r\rho) e^{it\sqrt{1 + \rho^2}} \varphi_0(\rho) b_{\nu, \ell}(\rho) \rho^{n-1} d\rho
\]

and we apply (6.11) with \( F(\rho) = e^{it\sqrt{1 + \rho^2}} \varphi_0(1 + \rho^2)^{-1/2} \) to obtain

\[
e^{it\sqrt{1 + L_v}}u_1^l = \sum_{\nu \in \mathbb{N}_{\infty}} \sum_{\ell = 1}^{d(\nu)} \varphi_{\nu, \ell}(y) \int_0^\infty (r\rho)^{-\frac{n-2}{2}} J_\nu(r\rho) e^{it\sqrt{1 + \rho^2}} \varphi_0(\rho) \tilde{b}_{\nu, \ell}(\rho) \rho^{n-1} d\rho.
\]

We first consider \( e^{it\sqrt{1 + L_v}}u_0^l \). Using the orthogonality, one has

\[
\int_Y \left| \sum_{\nu \in \mathbb{N}_{\infty}} \sum_{\ell = 1}^{d(\nu)} \varphi_{\nu, \ell}(y) J_\nu(r\rho) b_{\nu, \ell}(\rho) \right|^2 dy = \sum_{\nu \in \mathbb{N}_{\infty}} \sum_{\ell = 1}^{d(\nu)} \left| J_\nu(r\rho) b_{\nu, \ell}(\rho) \right|^2
\]

Hence by using the Plancherel theorem w.r.t. time \( t \), we obtain

\[
\|e^{-\beta t \sqrt{1 + L_v}}u_0^l\|_{L^2_t(B; L^2(X))}^2 = \sum_{\nu \in \mathbb{N}_{\infty}} \sum_{\ell = 1}^{d(\nu)} \int_0^\infty \int_0^\infty \left| (r\rho)^{-\frac{n-2}{2}} J_\nu(r\rho) \varphi_0(\rho) b_{\nu, \ell}(\rho) \rho^{n-1} \right|^2 \frac{\sqrt{1 + \rho^2}}{\rho} dr \rho^{n-1-2\beta} d\rho.
\]
Lemma 6.5. Then we have the following lemma.

We recall that $\varphi_0(\rho) = \sum_{j \leq 0} \varphi(2^{-j}\rho)$. We use the decomposition to obtain

\[
\|r^{-\beta}e^{it\sqrt{1+2\nu}}\mu_0^j\|_{L^2_t(\mathbb{R}; L^2_x)}^2 \
\lesssim \sum_{\nu \in \mathbb{N}} \sum_{\ell = 1}^{d(\nu)} \int_{0}^{\infty} \int_{0}^{\infty} \left| (r\rho)^{-\nu_0^2} J_\nu(r\rho)b_{\nu,\ell}(\rho)\rho^{n-1} \right|^2 \varphi^2(2^{-j}\rho) \frac{dr}{\rho} r^{n-1-2\beta} dr
\]

\[
\lesssim \sum_{\nu \in \mathbb{N}} \sum_{\ell = 1}^{d(\nu)} \sum_{j \leq 0} \sum_{R \in 2^\mathbb{Z}} 2^j(n-2\beta) R^{n-1-2\beta} G_{\nu,\ell}(R, 2^j),
\]

where

\[
G_{\nu,\ell}(R, 2^j) = \int_{R}^{2R} \int_{0}^{\infty} \left| (r\rho)^{-\nu_0^2} J_\nu(r\rho)b_{\nu,\ell}(2^j\rho) \right|^2 \varphi^2(\rho) d\rho dr.
\]

Then we have the following lemma.

Lemma 6.5. Let $G_{\nu,\ell}(R, 2^j)$ be as in (6.16), then

\[
G_{\nu,\ell}(R, 2^j) \lesssim \begin{cases} R^{2\nu-n+3\beta-3} \|b_{\nu,\ell}(\rho)\varphi(2^{-j}\rho)\rho^{\frac{n-1}{2}}\|_{L^2}^2, & R \lesssim 1 \\ R^{-(n-2)} \|b_{\nu,\ell}(\rho)\varphi(2^{-j}\rho)\rho^{\frac{n-1}{2}}\|_{L^2}^2, & R \gg 1. \end{cases}
\]

Proof. This lemma is proved in [33, Proposition 4.2]. For convenience, we provide the sketch of the proof again. To prove (6.17), we break it into two cases.

- Case 1: $R \lesssim 1$. Since $\rho \sim 1$, thus $r\rho \lesssim 1$. By (6.9), we obtain

\[
G_{\nu,\ell}(R, 2^j) \lesssim \int_{R}^{2R} \int_{0}^{\infty} \left| (r\rho)^{\nu}(r\rho)^{-\nu_0^2} J_\nu(r\rho)b_{\nu,\ell}(2^j\rho)\varphi(\rho) \right|^2 d\rho dr
\]

\[
\lesssim R^{2\nu-n+3\beta-3} \|b_{\nu,\ell}(\rho)\varphi(2^{-j}\rho)\rho^{\frac{n-1}{2}}\|_{L^2}^2.
\]

- Case 2: $R \gg 1$. Since $\rho \sim 1$, thus $r\rho \gg 1$. We estimate by (6.10) in Lemma 6.1

\[
G_{\nu,\ell}(R, 2^j) \lesssim R^{-(n-2)} \int_{0}^{\infty} |b_{\nu,\ell}(2^j\rho)\varphi(\rho)|^2 dr \int_{R}^{2R} |J_\nu(r\rho)|^2 d\rho
\]

\[
\lesssim R^{-(n-2)} \int_{0}^{\infty} |b_{\nu,\ell}(2^j\rho)\varphi(\rho)|^2 d\rho \lesssim R^{-(n-2)} 2^{-n-j} \|b_{\nu,\ell}(\rho)\varphi(2^{-j}\rho)\rho^{\frac{n-1}{2}}\|_{L^2}^2.
\]

Thus we obtain (6.17).
Therefore we apply (6.17) to (6.15) to obtain
\[
\| r^{-\beta} e^{it\sqrt{1 + L V}} u_0 \|_{L_x^2(T;L^2(X))}^2 
\lesssim \sum_{\nu \in \chi_\infty} \sum_{\ell = 1}^{d(\nu)} \sum_{j \geq 0} \left( \sum_{R \in \mathbb{R}^2, R \leq 1} 2^j (n-2+2\beta) R^{n-1-2\beta} R^{2\nu - n + 3} \right) \| b_{\nu,\ell}(\rho) \varphi(2^{-j} \rho) \rho^{n-1} \|_{L_x^2}^2 
\]
\[+ \sum_{R \in \mathbb{R}^2, R > 1} 2^j (n-2+2\beta) R^{n-1-2\beta} R^{-(n-2)} \| b_{\nu,\ell}(\rho) \varphi(2^{-j} \rho) \rho^{n-1} \|_{L_x^2}^2. \]
Note that if \( \frac{1}{2} < \beta < 1 + \nu_0 \) the summation in \( R \) converges; this yields
\[
\| r^{-\beta} e^{it\sqrt{1 + L V}} u_0 \|_{L_x^2(T;L^2(X))}^2 \lesssim \sum_{\nu \in \chi_\infty} \sum_{\ell = 1}^{d(\nu)} \sum_{j \geq 0} 2^j (\beta-1) \| b_{\nu,\ell}(\rho) \varphi(2^{-j} \rho) \rho^{n-1} \|_{L_x^2}^2. \]
Note that we benefit nothing from the factor \( (1 + L V)^{-1/2} \) when we are restricted to low frequencies. Following the same argument, we also show
\[
\| r^{-\beta} \frac{e^{it\sqrt{1 + L V}} u_0}{\sqrt{1 + L V}} \|_{L_x^2(T;L^2(X))}^2 \lesssim \sum_{\nu \in \chi_\infty} \sum_{\ell = 1}^{d(\nu)} \sum_{j \geq 0} 2^j (\beta-1) \| b_{\nu,\ell}(\rho) \varphi(2^{-j} \rho) \rho^{n-1} \|_{L_x^2}^2. \]
Hence we obtain (6.12).

Next we prove (6.13). Following the same argument, we are reduced to estimate
\[
\| r^{-\beta} e^{it\sqrt{1 + L V}} u_0^h \|_{L_x^2(T;L^2(X))}^2 \lesssim \sum_{\nu \in \chi_\infty} \sum_{\ell = 1}^{d(\nu)} \left( \sum_{R \in \mathbb{R}^2, R \leq 1} \int_0^\infty \int_0^\infty |(r \rho)^{-\frac{n-2}{2}} J_{\nu}(r \rho) b_{\nu,\ell}(\rho) \rho^{n-1} \varphi(2^{-j} \rho) d\rho dr \right) \leq \sum_{\nu \in \chi_\infty} \sum_{\ell = 1}^{d(\nu)} \sum_{j \geq 0} \sum_{R \in \mathbb{R}^2} 2^j (n-2+2\beta) R^{n-1-2\beta} G_{\nu,\ell}(R, 2^j). \]
Therefore we apply (6.17) again to (6.18) to obtain
\[
\| r^{-\beta} e^{it\sqrt{1 + L V}} u_0^h \|_{L_x^2(T;L^2(X))}^2 \lesssim \sum_{\nu \in \chi_\infty} \sum_{\ell = 1}^{d(\nu)} \sum_{j \geq 0} 2^j (\beta-1) \left( \sum_{R \in \mathbb{R}^2, R \leq 1} R^{2(1+\nu-\beta)} + \sum_{R \in \mathbb{R}^2, R > 1} R^{1-2\beta} \right) \| b_{\nu,\ell}(\rho) \varphi(2^{-j} \rho) \rho^{n-1} \|_{L_x^2}^2. \]
Note that if \( \frac{1}{2} < \beta < 1 + \nu_0 \) the summation in \( R \) converges, thus we obtain
\[
\| r^{-\beta} e^{it\sqrt{1 + L V}} u_0^h \|_{L_x^2(T;L^2(X))}^2 \lesssim \sum_{\nu \in \chi_\infty} \sum_{\ell = 1}^{d(\nu)} \sum_{j \geq 0} 2^j (\beta-\frac{1}{2}) \| b_{\nu,\ell}(\rho) \varphi(2^{-j} \rho) \rho^{n-1} \|_{L_x^2}^2. \]
we prove the Strichartz estimates in Theorem 4.5 and 5.1 respectively. Note that we gain a $2^{-j}$ from the factor $(1 + \mathcal{L}_V)^{-1/2}$ when we restrict to high frequencies. Following the same argument, we also have

$$
\left\| r^{-\beta} e^{i\frac{\sigma t + \mathcal{L}_V}{r}} \phi \right\|_{L^2_t(L^2_x)} \lesssim \sum_{\nu \in \mathbb{N}} \sum_{j \leq 0} 2^{2j(\beta - \frac{1}{2})} \left\| b_{\nu,j}(\rho) \varphi(2^{-j}\rho) \rho^{\frac{n-1}{2}} \right\|_{L^2_r}.
$$

Hence (6.13) follows.

**Corollary 6.6.** Let $u$ be the solution of (1.1) with $F = 0$, then there exists a constant $C$ independent of $(u_0, u_1)$ such that

$$
\left\| r^{-\beta} u(t, z) \right\|_{L^2_t(L^2_x)} \leq C \left( \left\| u_0 \right\|_{H^{s-\frac{1}{2}}(X)} + \left\| u_1 \right\|_{H^{s-\frac{1}{2}}(X)} \right),
$$

where $z = (r, y) \in X$, $1 \leq \beta < 1 + \nu_0$ with $\nu_0 > 0$ such that $\nu_0^2$ is the smallest eigenvalue of $\Delta_h + V_0(y) + (n - 2)^2/4$.

**Proof.** This is a consequence of (6.12) and (6.13).

\[\square\]

7. The proof of Theorem 1.3

In this section, taking the influence of the potential $V$ into account, by making use of Propositions 4.5, 5.1 and 6.2 we prove the Strichartz estimates in Theorem 1.3.

7.1. The Strichartz estimates (1.8). In this subsection, we mainly prove the homogeneous Strichartz estimates (1.8) for all $q > 2$ and $(q, r) \in \Lambda_{s, \theta, \nu_0}$. Due to the dependence on $\nu_0$ of the set $\Lambda_{s, \theta, \nu_0}$, we consider two cases.

**Case 1:** $0 < \nu_0 \leq \frac{1 - \theta}{n - 1 + \theta}$ with $0 \leq \theta \leq 1$. In this case, the set $\Lambda_{s, \theta, \nu_0}$ is the region $ACE$ which is contained in $ABF$ $(n \geq 4$; or $n = 3, 0 < \theta \leq 1$) or $ABO$ $(n = 3, \theta = 0)$ respectively.

Fig 1. $n \geq 4$, $0 \leq \theta \leq 1$; or $n = 3, 0 < \theta \leq 1$

Diagrammatic picture of the range of $(q, r)$, when $0 < \nu_0 \leq (1 - \theta)/(n - 1 + \theta)$.

If $(q, r) \in \Lambda_{s, \theta, \nu_0}$, on the one hand, by $(q, r) \in \Lambda_{s, \theta}$, we have

$$
(7.1)\quad s = (n + \theta)\left(\frac{1}{2} - \frac{1}{r}\right) - \frac{1}{q} \geq \frac{1}{2} (n + 1 + \theta)\left(\frac{1}{2} - \frac{1}{r}\right) \geq 0
$$

Fig 2. $n = 3, \theta = 0$
and on the other hand, by $0 < \nu_0 \leq \frac{1-\theta}{n+1+\theta}$, we have

\begin{equation}
\tag{7.2}
s = (n + \theta)(\frac{1}{2} - \frac{1}{r}) - \frac{1}{q} \leq (n + \theta)\frac{1+\nu_0}{n} - \frac{1}{q} \leq 1.
\end{equation}

Therefore, without loss of generality, we may assume $0 \leq s \leq 1$.

Our strategy is then the following:

- prove (1.8) at the point $A$ and $C'$, where $C'$ is on the line $AC$ and is close to $C$,
- obtain the Strichartz estimates on the line $AC$ (except point $C$) by interpolation,
- show the inequalities in the region $ACE$ (except $CE$) by Sobolev inequalities.

It is easy to prove the Strichartz estimate when $(q,r) = (\infty,2) \in \Lambda_{0,\theta}$ (i.e. $A$ in the above figures) from the spectral theory on $L^2$.

Consider now any fixed point $C' = (\frac{1}{2}, \frac{1}{2})$ such that $\frac{2}{q} = (n - 1 + \theta)(\frac{1}{2} - \frac{1}{2})$ and $\frac{1}{q} = \frac{1}{2} - \frac{1+\nu_0}{n} + \epsilon$ with $0 < \epsilon \ll 1$. In other words, the point $C'$ is on the line $AC$ and is close to $C$, and let us prove (1.8) at the point $C'$. Recall that as $s = (n + \theta)\left(\frac{1}{2} - \frac{1}{2}\right) - \frac{1}{q}$, then

\[
\frac{1}{2} \leq s = \left(\frac{1+\nu_0}{n} - \epsilon\right)\frac{n+1+\theta}{2} \leq \frac{n+1+\theta}{2(n-1+\theta)} - \frac{\epsilon}{2}(n+1+\theta).
\]

We thus consider the free Klein-Gordon equation

\[
\partial_t^2 u + \mathcal{L}_V u + u = 0, \quad u(0) = u_0, \quad \partial_t u(0) = u_1,
\]

and without losing in generality, we can assume $u_1 = 0$. In order to prove (1.8) at the point $C'$, we split the initial data into two parts, $u_0 = u_{0,l} + u_{0,h}$ where $u_{0,h} = u_0 - u_{0,l}$ and

\[
u \in A \leq 1 + \nu_0\}.
\]

We remark here that the notation $u_{0,l}$ has nothing to do with $u_{0,l} = \varphi_0(\sqrt{\mathcal{L}_V})u_0$ defined before. Correspondingly, we split the solution into two parts, $u = u_l + u_h$, where $u_l$ and $u_h$ satisfy

\begin{equation}
\tag{7.3}
\partial_t^2 u_l + \mathcal{L}_V u_l + u_l = 0, \quad u(0) = u_{0,l}, \quad \partial_t u(0) = u_0,
\end{equation}

and

\begin{equation}
\tag{7.4}
\partial_t^2 u_h + \mathcal{L}_V u_h + u_h = 0, \quad u(0) = u_{0,h}, \quad \partial_t u(0) = u_0.
\end{equation}

Note that $\nu_{\nu_0}u_{0,h} = 0$ when $\nu \leq k := 1 + \nu_0$, hence one also has $\nu_{\nu}u_h = 0$ when $\nu \leq k := 1 + \nu_0$.

We first consider $u_h(t,z)$. By the Duhamel formula, we have

\begin{align}
\tag{7.5}
u_h(t,z) &= \frac{e^{it \sqrt{1+\mathcal{L}_V}} + e^{-it \sqrt{1+\mathcal{L}_V}}}2 u_{0,h} \\
&= \frac{e^{it \sqrt{1+\mathcal{L}_V}} + e^{-it \sqrt{1+\mathcal{L}_V}}}{2} u_{0,h} + \int_0^t \sin (\tau - \tau) \sqrt{1+\mathcal{L}_V} (V(z)u_h(\tau, z)) d\tau.
\end{align}
By using (7.5) and Proposition 4.5, we have
\[ \|u_h(t, z)\|_{L^q(\mathbb{R}; L^r' (X))} \lesssim \|u_{0,h}\|_{H^s(X)} + \left\| \int_0^t \sin (t - \tau) \sqrt{1 + \Delta g} (V(z) u_h(\tau, z)) d\tau \right\|_{L^q(\mathbb{R}; L^r' (X))}. \]

Notice that since $0 \leq s \leq 1$, as mentioned in Remark 4.7 the two Sobolev norms are equivalent (independently from the fact that $V = 0$); therefore we can safely use the notation $H^s$ without any confusion. Now our main task is to prove
\[ \left\| \int_0^t \frac{\sin (t - \tau) \sqrt{1 + \Delta g}}{\sqrt{1 + \Delta_g}} (V(z) u_h(\tau, z)) d\tau \right\|_{L^q(\mathbb{R}; L^r' (X))} \lesssim \|u_0\|_{H^s(X)}. \]

To this end, we estimate
\[ \left\| \int_0^t \frac{\sin (t - \tau) \sqrt{1 + \Delta g}}{\sqrt{1 + \Delta_g}} (V(z) u_h(\tau, z)) d\tau \right\|_{L^q(\mathbb{R}; L^r' (X))} \lesssim \left\| \int_0^t \frac{\sin (t - \tau) \sqrt{1 + \Delta g}}{\sqrt{1 + \Delta_g}} (1 - \varphi_0)(\sqrt{\Delta_g}) (V(z) u_h(\tau, z)) d\tau \right\|_{L^q(\mathbb{R}; L^r' (X))} + \left\| \int_0^t \frac{\sin (t - \tau) \sqrt{1 + \Delta g}}{\sqrt{1 + \Delta_g}} \varphi_0(\sqrt{\Delta_g}) (V(z) u_h(\tau, z)) d\tau \right\|_{L^q(\mathbb{R}; L^r' (X))}. \]

Hence (7.6) is the consequence of the following lemma.

**Lemma 7.1.** We have
\[ \left\| \int_0^t \frac{\sin (t - \tau) \sqrt{1 + \Delta g}}{\sqrt{1 + \Delta_g}} (1 - \varphi_0)(\sqrt{\Delta_g}) (V(z) u_h(\tau, z)) d\tau \right\|_{L^q(\mathbb{R}; L^r' (X))} \lesssim \|u_0\|_{H^s(X)}, \]
and
\[ \left\| \int_0^t \frac{\sin (t - \tau) \sqrt{1 + \Delta g}}{\sqrt{1 + \Delta_g}} \varphi_0(\sqrt{\Delta_g}) (V(z) u_h(\tau, z)) d\tau \right\|_{L^q(\mathbb{R}; L^r' (X))} \lesssim \|u_0\|_{H^s(X)}. \]

**Proof.** We first prove (7.8). Let $\beta = \frac{3}{2} - s$, then $\beta$ is close to $1 - \frac{1}{n-1+s}$ from above, hence $\frac{1}{2} < \beta < 1 + u_0$. We define the operator
\[ T : L^2(X) \to L^2(\mathbb{R}; L^2(X)), \quad T f = r^{-\beta} e^{it\sqrt{1 + \Delta_g}} (1 - \varphi_0)(\sqrt{\Delta_g})(1 + \Delta_g)^{\frac{1}{2}(\frac{1}{2} - \beta)} f. \]

Thus from the proof of Proposition 6.2 when $V = 0$, it follows that $T$ is a bounded operator. By duality, its adjoint $T^*$
\[ T^* : L^2(\mathbb{R}; L^2(X)) \to L^2, \quad T^* F = \int_{\mathbb{R}} (1 + \Delta_g)^{\frac{1}{2}(\frac{1}{2} - \beta)} (1 - \varphi_0)(\sqrt{\Delta_g}) e^{-i\tau\sqrt{1 + \Delta_g}} r^{-\beta} F(\tau) d\tau \]
is also bounded. Define the operator
\[ B : L^2(\mathbb{R}; L^2(X)) \to L^q(\mathbb{R}; L^r' (X)), \quad BF = \int_{\mathbb{R}} \frac{e^{i(t - \tau)\sqrt{1 + \Delta_g}} (1 - \varphi_0)(\sqrt{\Delta_g}) r^{-\beta} F(\tau)}{\sqrt{1 + \Delta_g}} d\tau. \]
Hence by the Strichartz estimate (4.15) with $s = \frac{3}{2} - \beta$, one has
\[
\|BF\|_{L^q_t(\mathbb{R}; L^r_x(X))} \\
= \left\| e^{it\sqrt{1+\Delta_g}} \int_{\mathbb{R}} \frac{e^{-i\tau\sqrt{1+\Delta_g}}}{\sqrt{1+\Delta_g}} (1 - \varphi_0)(\sqrt{\Delta_g}) r^{-\beta} F(\tau) d\tau \right\|_{L^q_t(\mathbb{R}; L^r_x(X))}
\]
\[
\lesssim \|(1 + \Delta_g)^{\frac{1}{2}(\frac{2}{s} - \beta)} \int_{\mathbb{R}} \frac{e^{-i\tau\sqrt{1+\Delta_g}}}{\sqrt{1+\Delta_g}} (1 - \varphi_0)(\sqrt{\Delta_g}) r^{-\beta} F(\tau) d\tau \|_{L^2_x(X)}
\]
\[
= \|T^* F\|_{L^2} \lesssim \|F\|_{L^2_t(\mathbb{R}; L^2_x(X))}.
\]

Now we are ready to prove inequality (7.8). As
\[
\sin((t - \tau)\sqrt{1+\Delta_g}) = \frac{1}{2\sqrt{g}} (e^{i(t-\tau)\sqrt{1+\Delta_g}} - e^{-i(t-\tau)\sqrt{1+\Delta_g}}),
\]
by (7.10), we have
\[
\left\| \int_{\mathbb{R}} \frac{\sin((t - \tau)\sqrt{1+\Delta_g})(1 - \varphi_0)(\sqrt{\Delta_g}) (V(z)u_h(\tau, z)) d\tau \right\|_{L^q_t(\mathbb{R}; L^r_x(X))}
\]
\[
\lesssim \|B (r^\beta V(z)u_h(\tau, z))\|_{L^q_t(\mathbb{R}; L^r_x(X))} \lesssim \|r^{\beta - 2} u_h(\tau, z)\|_{L^2_t(\mathbb{R}; L^2_x(X))}
\]
\[
\lesssim \|u_{0,h}\|_{H^{\frac{1}{2} - \beta}(X)},
\]
where we have used Corollary 6.6 and Remark 6.4 in the last inequality since $\beta = (1 - \frac{n}{2} + q)_+$ satisfies $1 \leq 2 - \beta < 2 + \nu_0$. Since $q > 2$ and $s = \frac{3}{2} - \beta$, by the Christ-Kiselev lemma [12], we have (7.8).

We next prove (7.9), in a similar way. We define the operator
\[
T : L^2_t(X) \to L^2_t(\mathbb{R}; L^2_x(X)), \quad Tf = r^{-1} e^{it\sqrt{1+\Delta_g}} \varphi_0(\sqrt{\Delta_g}) f.
\]
From the proof of Proposition 6.2 again, it follows that $T$ is a bounded operator. By duality, its adjoint $T^*$
\[
T^* : L^2_t(\mathbb{R}; L^2_x(X)) \to L^2_t(X), \quad T^* F = \int_{\mathbb{R}} \varphi_0(\sqrt{\Delta_g}) e^{-it\sqrt{1+\Delta_g}} r^{-1} F(\tau) d\tau
\]
is also bounded. Define the operator
\[
B : L^2_t(\mathbb{R}; L^2_x(X)) \to L^q_t(\mathbb{R}; L^r_x(X)), \quad BF = \int_{\mathbb{R}} e^{i(t-\tau)\sqrt{1+\Delta_g}} \varphi_0(\sqrt{\Delta_g}) r^{-1} F(\tau) d\tau.
\]

Hence by the Strichartz estimate (4.15) with $s = (n + \theta) \left(\frac{1}{2} - \frac{1}{q}\right) - \frac{1}{q}$, one has
\[
\|BF\|_{L^q_t(\mathbb{R}; L^r_x(X))} \\
= \left\| e^{it\sqrt{1+\Delta_g}} \int_{\mathbb{R}} \frac{e^{-i\tau\sqrt{1+\Delta_g}}}{\sqrt{1+\Delta_g}} \varphi_0(\sqrt{\Delta_g}) r^{-1} F(\tau) d\tau \right\|_{L^q_t(\mathbb{R}; L^r_x(X))}
\]
\[
\lesssim \|(1 + \Delta_g)^{\frac{1}{2}} \int_{\mathbb{R}} \frac{e^{-i\tau\sqrt{1+\Delta_g}}}{\sqrt{1+\Delta_g}} \varphi_0(\sqrt{\Delta_g}) r^{-1} F(\tau) d\tau \|_{L^2_x(X)}
\]
\[
\lesssim \|T^* F\|_{L^2} \lesssim \|F\|_{L^2_t(\mathbb{R}; L^2_x(X))}.
\]
Now we estimate (7.9). By using (7.11), Corollary 6.6 and similar argument as above, we have
\[
\left\| \int_{\mathbb{R}} \sin \left( (t - \tau) \sqrt{1 + \Delta_g} \right) \varphi_0(\sqrt{\Delta_g})(V(z)u_h(\tau, z))d\tau \right\|_{L^q(\mathbb{R}; L^r(\mathbb{R}))} \\
\lesssim \|B(rV(z)u_h(\tau, z))\|_{L^q(\mathbb{R}; L^r(\mathbb{R}))} \lesssim \|r^{-1}u_h(\tau, z)\|_{L^2(\mathbb{R}; L^2(\mathbb{R}))} \\
\lesssim \|u_0, h\|_{H^k(X)}.
\]
Since \(1/2 \leq s \leq 1\), we can replace the \(H^{1/2}\)-norm by \(H^s\)-norm. Due to \(q > 2\), by the Christ-Kiselev lemma [12] we obtain (7.9).

Therefore we have proved (7.6); hence, we obtain
\[
\|u_h(t, z)\|_{L^q(\mathbb{R}; L^r(\mathbb{R}))} \lesssim \|u_0\|_{H^s(X)}.
\]
Next we aim to prove the same inequality for \(u_t\), that is
\[
\|u_t(t, z)\|_{L^q(\mathbb{R}; L^r(\mathbb{R}))} \lesssim \|u_0\|_{H^s(X)}.
\]
Notice that the above argument breaks down since \(\pi_\nu(u_t)\) does not vanish when \(\nu < k = 1 + \nu_0\); this factor will lead to a tighter restriction on \(\beta\). Nevertheless, if \(\nu < k := 1 + \nu_0\), we can follow the argument of [29] which treated the radial case. Since
\[
u_t(t, z) = \frac{e^{it\sqrt{1+\Delta_g}} + e^{-it\sqrt{1+\Delta_g}}}{2} u_{0,t},
\]
we only consider the Strichartz estimate for \(e^{it\sqrt{1+\Delta_g}} u_{0,t}\). By using (6.11), we write
\[
e^{it\sqrt{1+\Delta_g}} u_{0,t} = \sum_{\nu \in A} \sum_{\ell = 1}^{d(\nu)} \varphi_{\nu,\ell}(y) \int_0^\infty (r \rho)^{-\frac{n-2}{2}} J_{\nu}(r \rho) e^{it\sqrt{1+\rho^2}} \mathcal{H}_\nu(a_{\nu,\ell}) \rho^{n-1} d\rho,
\]
\[
e^{it\sqrt{1+\rho^2}} \mathcal{H}_\nu(a_{\nu,\ell})(r),
\]
where \(\mathcal{H}_\nu\) is the Hankel transform defined in (6.7).

By triangle inequality and the Hörmander’s \(L^\infty\)-estimate for eigenfunctions [21] i.e. \(\|\varphi_{\nu,\ell}\|_{L^\infty(\mathbb{R})} \leq c \nu^{\frac{n-1}{2n}}\), one has
\[
\|e^{it\sqrt{1+\Delta_g}} u_{0,t}\|_{L^q(\mathbb{R}; L^r(\mathbb{R}))} \\
\leq C \nu_0 \sum_{\nu \in A} \sum_{\ell = 1}^{d(\nu)} \|\mathcal{H}_\nu(e^{it\sqrt{1+\rho^2}} \mathcal{H}_\nu(a_{\nu,\ell}))(r)\|_{L^q(\mathbb{R}; L^r_{r_n-1,dr}(\mathbb{R}))}.
\]
For our purpose, we need the properties on the Hankel transforms which are proved in [29, Corollary 3.2, Theorem 3.8].

Lemma 7.2. Let \(\mathcal{H}_\nu\) be the Hankel transform of order \(\nu\) as defined in (6.7), and let \(\mathcal{K}_{\mu,\nu}^0 := \mathcal{H}_\mu \mathcal{H}_\nu\) where \(\mu = (n - 2)/2\). Then
(i) \(\mathcal{H}_\mu \mathcal{H}_\nu = I d\),
(ii) the operator \(\mathcal{K}_{\nu,\mu}^0\) is bounded on \(L^p_{r_n-1,dr}(\mathbb{R})\) if
\[
\max\{((n-2)/2 - \nu)/n, 0\} < 1/p < 1,
\]
(iii) the operator $\mathcal{K}_{\mu,\nu}^0$ is continuous on $H^s$ provided
\[- \min\{\mu, \nu, \mu - s\} < 1 < 2 + \min\{\mu, \nu, \nu - s\}.\]

By using this lemma, the operator $\mathcal{K}_{\nu,\mu}^0$ is bounded in $L^r_{s,n-1,dr}([0, \infty))$ under the assumption $\frac{1}{r} > \frac{1}{2} - \frac{1+p}{n}$ since $\nu \geq \nu_0$. Therefore from (7.13), we obtain
\[
\|e^{it\sqrt{1+\rho^2}} u_{\nu,0}\|_{L^q([\mathbb{R}; L^r_{s,n-1,dr}])} \leq C_{\nu_0} \sum_{\nu \in A} \sum_{\ell=1}^{d(\nu)} \|\mathcal{K}_{\mu,\nu}^0(a_{\nu,\ell})(r)\|_{H^s} \leq C_{\nu_0} \sum_{\nu \in A} \sum_{\ell=1}^{d(\nu)} \|a_{\nu,\ell}(r)\|_{H^s}.
\]

In the second inequality, we use [29, Theorem 3.8]. Recall that from (6.2) we have $\nu = \sqrt{(n-2)^2/4 + \lambda}$ where $\lambda$ is an eigenvalue of the operator $\Delta_h + V_0(y)$. It is known that $\lambda$ is in a discrete set and moreover $\lambda_0 < \lambda_1 < \cdots < \lambda_j < \cdots \to \infty$. Therefore we have $\nu_j \to \infty$ as $j \to \infty$. As a consequence, by the definition of $A = \{\nu \in \chi_\infty : \nu \leq 1 + \nu_0\}$, there exists a constant $C_{\nu_0}$ depending on $\nu_0$ such that the cardinality of the set $A$ is $|A| \leq C_{\nu_0}$. Thus
\[
\|e^{it\sqrt{1+\rho^2}} u_{\nu,0}\|_{L^q([\mathbb{R}; L^r_{s,n-1,dr}])} \leq C_{\nu_0} \left( \sum_{\nu \in A} \sum_{\ell=1}^{d(\nu)} \|a_{\nu,\ell}(r)\|_{H^s}^2 \right)^{1/2} \leq \tilde{C}_{\nu_0} \|u_{0,\ell}\|_{H^s},
\]
which implies (7.12), and this completes the proof of (1.8) at the point $C'$.

By relying on standard interpolation theory, we then obtain Strichartz estimates on the line $AC''$.

Now we show the Strichartz estimates in the region $ACE$. For this purpose, we need a Sobolev inequality associated to the operator $\mathcal{L}_V$.

**Proposition 7.3** (Sobolev inequality for $\mathcal{L}_V$). Let $n \geq 3$ and $\nu_0$ be defined as above. Suppose $0 \leq \sigma < 1 + \nu_0$ and $2 \leq p, q < \infty$. Then
\[
\|f(z)\|_{L^q(\mathbb{X})} \lesssim \|(1 + \mathcal{L}_V)^{\frac{\sigma}{2}} f\|_{L^p(\mathbb{X})}.
\]
holds for $\sigma = \frac{n}{p} - \frac{n}{q}$ and

$$
\left( \frac{n}{q} \right) \min \{1 + \frac{n}{q} + \nu_0 - \sigma, n\} < q < \min \left\{ \max \left( \frac{n}{2} - 1 - \nu_0, 0 \right) \right\}.
$$

**Proof.** The proof follows from the argument of [34, Proposition 3.1, Corollary 3.1, Remark 3.4]. We omit the details here.

For any point $(\frac{1}{q}, \frac{1}{r})$ in the region $ACE$, there exists a point $(\frac{1}{q}, \frac{1}{r_0}) \in \Lambda_{\nu_0, \theta, \nu_0}$ on the line $AC$. Since $(q, r) \in \Lambda_{\nu_0, \theta, \nu_0}$, the condition $\frac{1}{r} > 1 - \frac{1 + \nu_0}{n}$ guarantees (7.16).

By using the Sobolev inequality in Proposition 7.3, we obtain

$$
\left\| u(t, z) \right\|_{L^q(t, L^r(X))} \lesssim \left\| (1 + \mathcal{L}_V) \frac{2}{q} u(t, z) \right\|_{L^q(t, L^r(X))} \lesssim \left\| (1 + \mathcal{L}_V) \frac{2}{q} u_0 \right\|_{H^{s_0}} + \left\| (1 + \mathcal{L}_V) \frac{2}{q} u_1 \right\|_{H^{s_0 - 1}} \lesssim \left\| u_0 \right\|_{H^s} + \left\| u_1 \right\|_{H^{s-1}}, \quad s \geq s_0 + \sigma,
$$

where $s = (n + \theta)(\frac{1}{2} - \frac{1}{q}) - \frac{1}{q}$, $s_0 = (n + \theta)(\frac{1}{2} - \frac{1}{r_0}) - \frac{1}{q}$ and $\sigma = n(\frac{1}{r_0} - \frac{1}{r})$. This concludes the proof in the region $ACE$.

**Case 2:** $\nu_0 > \frac{1 - \theta}{n + 1 + \theta}$ with $0 \leq \theta \leq 1$. In this case, the set $\Lambda_{\nu_0, \theta, \nu_0}$ is the region $ABCE$ which contains $ABF$ ($n \geq 4$; or $n = 3$, $0 < \theta \leq 1$) or $ABO$ ($n = 3$, $\theta = 0$) respectively. However the most relevant case, $q = 2$, is excluded in (1.8). Since $q > 2$, the argument of Case 1 proves the Strichartz estimates for all points of the region $ABCE$ (except the line $BC$).

We have thus completed the proof of the homogeneous estimates in (1.8), in all the cases. The corresponding inhomogeneous inequalities follow from the Christ-Kiselev lemma [12] as in subsection 4.3 as we are assuming $q > 2$. This completes the proof of (1.8).

**7.2. The Strichartz estimates in (1.9).** In this subsection, we focus on the Strichartz estimates on the line $BC$ in Figure 3 since the other Strichartz estimates are proved in the above subsection.
By using the Sobolev inequality (7.15), the proof of Strichartz estimates (1.9) on the line BC reduces to study the point B. We thus prove the following

**Proposition 7.4.** Let \( n \geq 3 \) and let \( u_0 > \frac{1}{N-1+\theta} \) with \( 0 \leq \theta \leq 1, (n \geq 4) \) or \( 0 < \theta \leq 1, (n = 3) \). Suppose \( u(t, z) \) solves (1.1) with \( F = 0 \). Then there exists a constant \( C \) such that

\[
\|(1 + \Delta_g)^{-\frac{n+\theta}{2}} u(t, z)\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-3+\theta}}(X))} \leq C \left( \|u_0\|_{H^{2(n-1+\theta)}(X)} + \|u_1\|_{H^{2(n-1+\theta)}(X)} \right)\]  

(7.17)

where \( \alpha, \alpha_0 \) are as in (1.9).

**Proof.** To prove (7.17), we split \( u \) into a low and a high frequencies part. Define \( u^l(t, z) = \varphi_0(\sqrt{\nu}t)u(t, z) \) and \( u^h(t, z) = (1 - \varphi_0)(\sqrt{\nu}t)u(t, z) \), thus \( u = u^l + u^h \).

**Step 1:** We first consider \( u^l \). Since \( u^l \) solves the equation

\[
\partial_t^2 u^l + \mathcal{L}_V u^l + u^l = 0, \quad u(0) = u^l_0, \quad \partial_t u(0) = u^l_1,
\]

we have by the Duhamel formula

\[
u^l(t, z) = \frac{e^{it\sqrt{1+\mathcal{L}_V}} + e^{-it\sqrt{1+\mathcal{L}_V}}}{2} u^l_0 + \frac{e^{it\sqrt{1+\mathcal{L}_V}} - e^{-it\sqrt{1+\mathcal{L}_V}}}{2i} u^l_1 + \frac{1}{2} \int_0^t \sin(t - \tau) \sqrt{1 + \mathcal{L}_V} (V(z) u^l(\tau, z)) d\tau.
\]

(7.18)

Now we aim to prove

\[
\|(1 + \Delta_g)^{-\frac{n+\theta}{2}} u^l(t, z)\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-3+\theta}}(X))} \leq C \left( \|u^l_0\|_{H^{2(n-1+\theta)}(X)} + \|u^l_1\|_{H^{2(n-1+\theta)}(X)} \right).
\]

(7.19)

We need the following

**Lemma 7.5.** Let \( u^l(t, z) = \varphi_0(\sqrt{\nu}t)u(t, z) \), then

\[
\|(1 + \Delta_g)^{-\frac{n+\theta}{2}} \int_0^t \sin(t - \tau) \sqrt{1 + \mathcal{L}_V} (V(z) u^l(\tau, z)) d\tau\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-3+\theta}}(X))} \lesssim \|u^l_0\|_{H^{s-\alpha}(X)} + \|u^l_1\|_{H^{s-\alpha-1}(X)},
\]

(7.20)

where \( s = \frac{n+1+\theta}{2(n-1+\theta)} \) and \( \alpha, \tilde{\alpha} \) in (5.2) with \( \theta \) as in Proposition 7.4 and \( \tilde{\theta} = 1 \).

We postpone the proof of this lemma to the end of this step. Once (7.20) is proved, we have

\[
\|(1 + \Delta_g)^{-\frac{n+\theta}{2}} u^l(t, z)\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-3+\theta}}(X))} \lesssim \|u^l_0\|_{H^{s-\alpha}(X)} + \|u^l_1\|_{H^{s-\alpha-1}(X)}.
\]

(7.21)
Indeed, by using (7.18) and Proposition 4.5 with $s = \frac{n+1+\theta}{2(n-1+\theta)}$ and $0 \leq \theta \leq 1$, we get
\[
\|(1 + \Delta_g)^{-\frac{n+\theta}{2}} u^h(t, z)\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-1+\theta}}(X))} \lesssim \|u_0^h\|_{H^{\frac{n+\theta}{2}}(X)} + \|u_1^h\|_{H^{\frac{n+\theta}{2}}(X)}.
\]
This together with (7.20) gives (7.21). Since $\tilde{\alpha} = \frac{1}{n} < \alpha_0 = \frac{1}{n-1}$, we have
\[
\|(1 + \Delta_g)^{-\frac{n+\theta}{2}} u^l(t, z)\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-3+\theta}}(X))} \lesssim \|(1 + \Delta_g)^{-\frac{n+\theta}{2}} u^l(t, z)\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-3+\theta}}(X))}.
\]
Since the initial data is restricted to low frequencies, (7.21) implies (7.19).

The proof of Lemma 7.5. By using (5.1) with $\tilde{\theta} = 1$, we obtain
\[
\|
(1 + \Delta_g)^{-\frac{n+\theta}{2}} \int_0^t \sin \left( t - \tau \right) \frac{1}{1 + \Delta_g} (V(z)u^l(\tau, z)) d\tau
\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-1+\theta}}(X))} \lesssim \|V(z)u^l(\tau, z)\|_{L^2_{t\tau} L^2_{L^2}} \lesssim \|r^{-1}u^l(\tau, z)\|_{L^2_{t\tau} L^2_{L^2}}.
\]

By using (6.12) of Proposition 6.2 with $\beta = 1$ that, we prove
\[
\|r^{-1} \varphi_0(\sqrt{L^2})u(t, z)\|_{L^2_{t\tau} L^2_{L^2}} \lesssim \|\varphi_0(\sqrt{L^2})u_0\|_{L^2(X)} + \|\varphi_0(\sqrt{L^2})u_1\|_{L^2(X)}.
\]
Hence this shows (7.20).

\[\square\]

Step 2: We now consider $u^h$, that we deal with in a very similar way. By the Duhamel formula we can write
\[
u^h(t, z) = \frac{e^{i t \sqrt{1 + \Delta_g}}}{2} u_0^h + \frac{e^{i t \sqrt{1 + \Delta_g} - e^{-i t \sqrt{1 + \Delta_g}}}}{2i \sqrt{1 + \Delta_g}} u_1^h
\]
\[
= \frac{e^{i t \sqrt{1 + \Delta_g}}}{2} u_0^h + \frac{e^{i t \sqrt{1 + \Delta_g} - e^{-i t \sqrt{1 + \Delta_g}}}}{2i \sqrt{1 + \Delta_g}} u_1^h
\]
\[
+ \int_0^t \frac{\sin \left( t - \tau \right) \frac{1}{1 + \Delta_g} (V(z)u^h(\tau, z)) d\tau}
\]
(7.22)

Now we aim to prove
\[
\|(1 + \Delta_g)^{-\frac{n+\theta}{2}} u^h(t, z)\|_{L^2(\mathbb{R}; L^{\frac{2(n-1+\theta)}{n-1+\theta}}(X))}
\]
\[
\leq C \left( \|u_0^h\|_{H^{\frac{n+\theta}{2}}(X)} + \|u_1^h\|_{H^{\frac{n+\theta}{2}}(X)} \right).
\]
(7.23)

We thus need to prove the following

Lemma 7.6. Let $u^h(t, z) = (1 - \varphi_0)(\sqrt{L^2})u(t, z)$, then
\[
\|(1 + \Delta_g)^{-\frac{n+\theta}{2}} \int_0^t \frac{\sin \left( t - \tau \right) \frac{1}{1 + \Delta_g} (V(z)u^h(\tau, z)) d\tau}
\]
\[
\leq \|u_0^h\|_{H^{\frac{n+\theta}{2}}(X)} + \|u_1^h\|_{H^{\frac{n+\theta}{2}}(X)}.
\]
(7.24)
where \( s = \frac{n+1+\theta}{2(n-1+\theta)} \) and \( \alpha, \tilde{\alpha} \) in (5.2) where \( \theta \) is in Proposition 7.4 and \( \tilde{\theta} = 0 \).

Once (7.24) is proved, we have

\[
(7.25) \quad \| (1 + \Delta_g)^{-\frac{\alpha + \tilde{\alpha}}{2}} u^h(t, z) \|_{L^2(\mathbb{R}; L^{2(\frac{n-1+\theta}{n-1+\theta})}(X))} \lesssim \| u^h_0 \|_{H^{s-\alpha -\tilde{\alpha}}(X)} + \| u^h_1 \|_{H^{s-\alpha -\tilde{\alpha} -1}(X)}.
\]

Indeed, by using (7.22) and Proposition 4.5 with \( s = \frac{n+1+\theta}{2(n-1+\theta)} \) and \( 0 \leq \theta \leq 1 \), we show that

\[
\| (1 + \Delta_g)^{-\frac{\alpha + \tilde{\alpha}}{2}} u^h(t, z) \|_{L^2(\mathbb{R}; L^{2(\frac{n-1+\theta}{n-1+\theta})}(X))} \lesssim \| u^h_0 \|_{H^{s-\alpha -\tilde{\alpha}}(X)} + \| u^h_1 \|_{H^{s-\alpha -\tilde{\alpha} -1}(X)}
\]

\[
+ \left\| (1 + \Delta_g)^{-\frac{\alpha + \tilde{\alpha}}{2}} \int_0^t \sin \left( t - \tau \right) \sqrt{1 + \Delta_g} (V(z) u^h(\tau, z)) d\tau \right\|_{L^2(\mathbb{R}; L^{2(\frac{n-1+\theta}{n-1+\theta})}(X))}.
\]

This together with (7.24) gives (7.25). Note that \( \alpha_0 = \tilde{\alpha}(0) = \frac{1}{n-1} \), thus (7.25) shows (7.23).

The proof of Lemma 7.6. By using (5.1) with \( \tilde{\theta} = 0 \), we obtain

\[
\left\| (1 + \Delta_g)^{-\frac{\alpha + \tilde{\alpha}}{2}} \int_0^t \sin \left( t - \tau \right) \sqrt{1 + \Delta_g} (V(z) u^h(\tau, z)) d\tau \right\|_{L^2(\mathbb{R}; L^{2(\frac{n-1+\theta}{n-1+\theta})}(X))} \lesssim \| V(z) u^h(\tau, z) \|_{L^2(\frac{n-1+\theta}{n-1+\theta})} \lesssim \| r^{-\frac{n+2}{2}} u(\tau, z) \|_{L^2_t L^2_z}.
\]

By using (6.13) of Proposition 6.2 with \( \beta = (n-2)/(n-1) \) that, we prove

\[
\| r^{-\beta} (1 - \varphi_0)(\sqrt{L} u)(t, z) \|_{L^2_t L^2_x} \lesssim \| u^h_0 \|_{H^{\beta+\frac{1}{2}}(X)} + \| u^h_1 \|_{L^{\beta+\frac{1}{2}}(X)}.
\]

Recall \( s = \frac{n+1+\theta}{2(n-1+\theta)} \), thus \( \beta - \frac{1}{2} = s - \alpha - \tilde{\alpha} \), hence this shows (7.24). \( \square \)

Collecting (7.19) and (7.23), we complete the proof of (7.17), and hence we obtain (1.9). \( \square \)

7.3. The necessity of the assumption (1.6). We conclude with the following result, to claim the restriction (1.6) is necessary for Theorem 1.3.

**Proposition 7.7.** If \( (q, r) \in \Lambda_{s, \beta} \) but \( (q, r) \notin \{ (q, r) : \frac{1}{r} > \frac{1}{2} - \frac{1+\theta}{n} \} \) the Strichartz estimates might fail.

The proof of this Proposition is identical to the one in [34, Proposition 6.2]. We omit the details.
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