Social interactions affect discovery processes
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Our network of acquaintances determines how we get exposed to ideas, products, or cultural artworks (books, music, movies, etc.). Though this principle is part of our common sense, little is known about the specific pathways through which our peers influence our discovery processes and our experience of the new. Here, we fill this gap by investigating a data set containing the whole listening histories of a large, socially connected sample of users from the online music platform Last.fm. We demonstrate that users exhibit highly heterogeneous discovery rates of new songs and artists and that their social neighborhood significantly influences their behavior. More explorative users tend to interact with peers more prone to explore new content. We capture this phenomenology in a modeling scheme where users are represented by random walkers exploring a graph of songs or artists and interacting with each other through their social links. Even starting from a uniform population of agents (no natural differences among the individuals), our model predicts the emergence of strong heterogeneous exploration patterns, with users clustered according to their musical tastes and propensity to explore. We contend our approach can pave the way to a quantitative approach to collective discovery processes.

In this work, we investigate the collective exploration of conceptual spaces and the ensuing experience of novelties. We focus, in particular, on the space of musical artworks, and we show that the network of contacts affects the propensity of individuals to explore new content, as observed empirically. We find that users tend to cluster in communities according to their musical tastes and propensity to explore. We present a general theoretical framework that correctly reproduces key statistical features of the empirical data, giving insights into the social mechanisms that affect how people collectively explore the space of possibilities. We contend that our results can help shape the innovation paths for individuals and groups.

In our everyday life, we are continuously exposed to novel ideas, new information, innovative cultural and technological products, and so on [1–4]. Understanding the subtle balance between the exploration of new opportunities and the exploitation of what we already know is fundamental to unveil how we build our knowledge and set of skills [5–8]. Such a task is even more challenging if we consider that we live in a more and more interconnected society [9–11] and we do not explore the world alone. Indeed, we are constantly influenced by our peers, directly or indirectly [12–15].

The recent increase in quantity and quality of digital traces has unlocked the possibility of tracking individual exploration trajectories in systems and processes as diverse as online music consumption [16–18], food purchases [19–21], Twitter post creation [22], and code development [23]. These opportunities have allowed, among other things, to characterize the typical exploration patterns of individual users and to investigate the drivers that lead to a novelty, defined as the first time a user adopts or consumes a given content [23–26]. Although social interactions play a crucial role in all such systems [27], a thorough data-driven understanding of their impact on individual and collective exploration trajectories is still lacking. In this article, we try to fill this gap by studying how social connections and communities affect the exploration patterns of different users of online (social) music platforms. Our work is based on a unique data set that, differently from those used in previous studies [28–34], contains information on both the whole listening histories and the social connections of a large and connected sample of users from the online music listening platform Last.fm. This platform is particularly suitable for our purposes, since it specifically encourages interactions among users and pushes them to explore new songs based on the rich metadata attached to each track [35]. As such, the data set we use represents the ideal testbed to: i) characterize the exploration and discovery dynamics of each user, ii) measure the impact of social interactions, and iii) provide a structured view of the conceptual (or musical, in this case) space being explored by the agents [36–39].
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A first analysis of the data set reveals that user exploration behaviors are very heterogeneous. Moreover, we find that users with high discovery rates, the so-called explorers, tend to be connected with similar users in the social network, indicating the presence of homophily [40]. To get a better insight into the interplay between the topology of the social network and different propensities of the users to explore, we introduce a multiagent model in which the agents simultaneously explore a space of contents. Our model is based on the so-called urn model with semantic triggering (UMST) [25], which is already capable of reproducing some statistical features of the empirical exploration trajectories, e.g., the Zipf’s, Heaps’ and Taylor’s laws [23, 41–43]. UMSTs have been recently adapted both to model the evolution of a social network [44] and to investigate peer effects in discovery dynamics [27]. While the former model approach does not deal with content exploration [44], the latter lacks semantics in the space being explored [27]. Here, we explicitly consider a space endowed with a complex network of semantic relations between artists as given by similarity. Agents independently navigate this network with a reinforcement mechanism while interacting with each other through an underlying social network, progressively enlarging their space of possibilities. The collective nature of the dynamics allows us to correctly capture and reproduce the key empirical findings at a local and global level. At the local level, one observes an assortative arrangement of explorers, while at the global level, communities of people sharing similar music tastes emerge. The ensemble of these results provides important insights into the empirical interplay between the individual and the collective experience of the new.

RESULTS

The social network of Last.fm

Last.fm is an online digital music streaming platform born in 2002, famous for logging all listening activities, known as scrobbles, of its users. We crawled the Last.fm platform using its API, collecting all the listening sequences and social connections of a group of 4836 users found, growing a breadth-first search sub-graph from a random seed. We end up with 335,375,125 unique streaming events complete of metadata and timestamps, with a total of 6,972,047 unique tracks authored by 958,732 artists (more information in Materials and Methods).

In Fig. 1(A), we show a local snapshot of the users’ social network $G_S$, where nodes are colored according to their exploration propensity (i.e., their Heaps’ exponent $\beta_i$ defined below, the redder, the higher), their size is proportional to their betweenness centrality, and the link color intensity is proportional to the dynamical overlap (a measure of similarity between users based on their listening sequences, see below for the definition). As shown in Fig. 1(B), $G_S$ features a scale-free degree distribution $P(k) \sim k^{-\mu}$, where $k$ is the degree of a user, i.e., the number of users in the sample followed on Last.fm, and $\mu \approx 2.15$, with average degree $\langle k \rangle \approx 7.88$. The network is highly reciprocal (i.e., both the $i \rightarrow j$ and the $j \rightarrow i$ links exist), since 98.5% of links are reciprocal. $G_S$ can be considered a typical small-world network [45], featuring, in fact, a small-world coefficient $\sigma \approx 1.35$ [46], with a relatively low characteristic path length (5.68) and high clustering coefficient (0.15). The sample is representative of the main statistics of the whole network, since we find a Pearson correlation coefficient of value $r \approx 0.839$ ($p < 0.0001$) between the nodes’ degree $k$ in the sample and the number of real friends they have on the platform (see SI Appendix 1 for details). The network also features a community structure [47]—i.e., nodes are arranged in tightly connected groups that are weakly linked one to the other—that we detected using the Louvain algorithm [48]. In Fig. 1(B), we show the community size distribution $P(s)$, finding 31 communities with more than ten users, with an average size of 150 users.

Heaps’ laws

To quantify the exploration rate of new artists, we measure the Heaps’ law exponent from the sequence $S_i$ of artists listened by each user $i$ in the sample, i.e., each node $i$ of the social network $G_S$. The Heaps’ law links the number $D(t)$ of distinct elements that are found in a sequence of $t$ elements to a power-law behavior, namely $D(t) \propto t^\beta$, where $0 < \beta \leq 1$ is the Heaps’ exponent [49]. This ubiquitous law has been found to hold in a variety of data sets logging the evolution of different systems [23, 25]. Moreover, under certain hypotheses, the Heaps’ law is related to the Zipf’s law [50–52], stating that the frequency $f$–rank $R$ distribution of the elements in a sequence $S$ decays as $f \propto R^{-1/\beta}$ for large ranks $R$ [25, 53] (see SI Appendix 3 for details).

In our analysis, the Heaps’ exponent represents a natural proxy to measure the discovery rate of each user, which we hypothesize directly related to the propensity to search for new content during the discovery process. We estimate it as $\beta_i = \log D(t_i) / \log t_i$, i.e., the average slope in the log-log plane of the Heaps’ law of user $i$ (see SI Appendix 2 for further details). In Fig. 1(C), we observe how the Heaps’ exponents $\beta$ are heterogeneously distributed among the population. Some users are in fact more open to consume new music (higher $\beta$), while some others are more inclined to exploit already known tunes (lower $\beta$). The inset of Fig. 1(C) shows how the Heaps’ exponent is estimated from the listening sequences of four different users. We also note that a large fraction of the population features a discovery rate around the average $\bar{\beta} \approx 0.64$. Interestingly, this is the same value of
the Heaps’ exponent \( \tilde{\beta} \approx 0.64 \) found by measuring the Heaps’ exponent on the whole global sequence \( S \), i.e., the single sequence obtained by merging, in temporal order, the records of all the users.

**Semantic correlations**

The semantic correlations among the occurrences of the artists within the listening histories of users represent another interesting observable. To estimate these correlations, we compute, for each user \( i \) and each artist \( a \) listened by \( i \), a modified Shannon entropy \( S_i^a(f) \) introduced in [25], where \( f \) denotes the number of streams of artist \( a \) in the user’s sequence \( S_i \) (see Material and Methods for additional details). This measure quantifies to which extent the occurrences of an artist \( a \) in the listening sequence of a user \( i \) are clustered, or, in other words, whether listening to a given artist increases the probability of listening to it again shortly after. To test the statistical significance of this measure, we compare it with the randomized counterpart \( S_i^a(f) \), i.e., the Shannon entropy of each artist \( a \) listened by the user \( i \) computed after reshuffling the sequence \( S_i \). In Fig. 1(D) we plot the entropy \( S(f) \) averaged over all the artists and over all users with frequency \( f \) in \( S_i \). The empirical data show a lower entropy (higher clustering) of the same-artist streaming events when compared to the reshuffled case. To quantify the difference between the two distributions, we weight each frequency \( f \) with the global popularity \( w_f \), namely the number of times we find an artist with frequency \( f \) in the different user sequences. The resulting weighted difference is \( \langle \Delta S \rangle = \sum_f w_f (S(f) - S_{\text{rand}}(f)) / \sum_f w_f \approx 0.394 \).

Overall, the presence of significant semantic correlations implies that users tend to listen to music semantically close to the recent plays. Still, they also experience new content according to the Heaps’ law from time to time.

**The influence of the social network**

We now shift the attention from the individual to the collective level. To this end, we focus on the relation between the position of users in the social network and their respective exploration strategies. As we qualitatively show in Fig. 1(A), users tend to interact with people featuring...
a similar discovery rate and musical tastes. We quantitatively explore this assortativity in Fig. 1(E), where we observe a positive correlation between the Heaps’ exponent $\beta_i$ of a user $i$ and the average exponent $\hat{\beta}_i = \langle \beta_j \rangle_{j \neq i}$ of its neighbors, featuring a Pearson correlation coefficient of $r \approx 0.31 \ (p < 0.0001)$. To test its significance, we measure the same correlation on a network obtained by randomly rewiring the edges of $G_S$, obtaining in this case $r \approx -0.01 \ (p < 0.05)$. This evidence is a clear sign of homophily based on the discovery rate $\beta$: explorers (exploiters), i.e., people with higher (lower) $\beta$ exponent tend to form clusters with other explorers (exploiters).

The influence of the social network can also be measured by looking at the dynamical overlap $o_d(i, j)$ of a pair of users $i$ and $j$, i.e., the fraction of common artists they listen to. This is calculated as $o_d(i, j) = \vec{v}_i \cdot \vec{v}_j$, where $\cdot$ is the scalar product and $\vec{v}_i$ is the vector of the normalized frequency distribution of artists listened by user $i$. If we average the dynamical overlap of a node $i$ with its neighbors, that is $o_d(i) = \langle o_d(i, j) \rangle_{j \neq i}$, we can then compare it against its discovery rate $\beta_i$ as shown in Fig. 1(F). We find that the average dynamical overlap $o_d(i)$ of a user negatively correlates with its discovery rate $\beta_i$ (Pearson’s $r \approx -0.11$ against $r \approx -0.06$ in the rewired network). This result reveals that explorers tend to interact slightly more with people sharing different musical tastes, thus enlarging the set of artists and genres they are exposed to. On the contrary, exploiters preferably surround themselves with people sharing similar tastes, limiting their chances to explore new content. The evidence that, in both cases, the average dynamical overlap is much higher than the one calculated on the rewired network represents a general signature of homophily (friends share similar tastes).

Moving away from the local scale, we then test if the self-organization of users based on their tastes does also hold at the community level. For each pair of communities $C_1$, $C_2$ in the social network, we compute their inter-community dynamical overlap as the average overlap of all possible pairs inside $C_1$, $C_2$, that is $o_d(C_1, C_2) = \langle o_d(i, j) \rangle_{i \in C_1, j \in C_2, i \neq j}$. When $C_1 = C_2 = C$, we obtain the intra-community overlap $o_d(C) = \langle o_d(i, j) \rangle_{i, j \in C, i \neq j}$. In the inset of Fig. 1(F) we compare the intra- and inter-community overlap distributions of communities with at least ten users. We show that the average intra-community overlap ($0.074$) is significantly larger than the average inter-community one ($0.039$). In other words, users tend to stay in communities of people sharing the same musical tastes.

So far, we have found three main results concerning the collective exploration of the spaces of artists: i) users feature different propensity to explore new content, showing a heterogeneous distribution of discovery rate $\beta$; ii) users tend to interact and cluster with others sharing a similar propensity to explore new content (positive assortativity of exponent $\beta$); iii) social connections are mainly established between groups of people sharing similar tastes (higher dynamical overlap within the communities). In the following, we will try to reproduce these results leveraging a multi-agent model of content spaces exploration. Before this, the last ingredient we need is a tool to measure, from the empirical data, the semantic structure of the content space to be explored, as we show in the next paragraph.

**Topography of the content space**

The temporally-ordered sequences, containing the streams of songs for each user, allow us to characterize their overall discovery processes and extract a semantic structure of the content space. Because of the scarcity of meaningful musical features attached to the records in the data set, we quantify the similarity between artists from sequences of listening events. In doing this, we are hypothesizing the existence of an underlying semantic structure of the musical space that users navigate to consume content [42]. To this end, we construct a bootstrap-like statistics for the number of times, $N_{ab}$, a user listens to artist $a$ and $b$ sequentially (irrespectively of the order of $a$ and $b$). We do that by computing the expectation $\overline{N}_{ab} = \langle N_{ab}^q \rangle_q$ and the standard deviation $\sigma_{ab} = \text{std}(N_{ab}^q)$ of the $N_{ab}$ occurrences over $q = 1, \ldots, 100$ shuffles of the users sequences, as shown in Fig. 2(A). Note that we filter out from this analysis all artists with a total number of appearances $f < \bar{f}$ to remove noise. We can then compute how much each $a \leftrightarrow b$ transition is over-expressed using the z-score $z_{ab} = (N_{ab} - \overline{N}_{ab})/\sigma_{ab}$. We thus obtain a proximity network between the artists, in which a link is drawn if two artists $a$ and $b$ feature $z_{ab} > \bar{z}$, where $\bar{z}$ is a fixed threshold (see Materials and Methods for details). A snapshot of such space of contents is shown in Fig. 2(B), where a snowball sample of the neighborhood of the artist Pink Floyd is shown. As one can see, artists belonging to the same music genre fall within the same community. In Fig. 2(C-D), we also show that both the z-score distribution and the degree distribution of the network encoding the space of content are stable with respect to the choice of different values of $\bar{z}$ and $\bar{f}$.

The procedure defined above transforms the universe of items in the data set—the artist IDs—into a weighted network $\mathcal{G}_C$ where we can measure distances between nodes. This representation also allows us to look at the sequence of records differently, i.e., as the exploration of a proximity network of artists. In particular, knowing the semantic distance between artists, we can measure the propensity of users to explore items falling outside their comfort zones and their willingness to accept recommendations (from others) not strictly meeting their current musical tastes. This mechanism will be a crucial
we now present an agent-based model. We build upon the ingredient of the model introduced in the next section.

**Modeling collective exploration**

To better understand the interplay between individual exploration and the effects brought by the social network, we now present an agent-based model. We build upon the individual exploration-exploitation dynamics introduced in the Urn Model with Semantic Triggering (UMST) [25]. In the UMST, the dynamics of an individual, or, from now onwards, an agent, is modeled as random extractions of colored balls from an urn $U$ to form a sequence of events $S$. The urn $U$ represents the space of possibilities, i.e., the set of possible choices the agent can make in the future. The space of possibilities includes the so-called actual space, i.e., the subset of colors already extracted by the agent and stored in the sequence $S$. In addition to the actual space, the urn contains the so-called adjacent possible space, which consists of all those colors that are one step away from the actual space [54–56]. In the original UMST, the concept of proximity between colors is modeled through the definition of semantic relations between groups [25]. The idea is that the agent can realize only a subset of all the possibilities at any given time, preferentially extracting balls semantically related to the most recent ones. In particular, at every extraction, balls in $U$ whose color is semantically related to the last drawn color keep their unitary weight. In contrast, all the other balls get—temporarily—a weight $\eta \leq 1$ (with $\eta = 1$ we recover the classic Urn Model with Triggering—UMT—also found in Ref. [25]). Then, the agent draws a random ball with a probability proportional to these weights. The selected ball is put back in the urn with $\rho$ additional copies of it (reinforcement step). Finally, if this ball has never appeared in $S$, $\nu + 1$ brand-new balls are added to the urn (novelty-triggering step).

Here, we extend the UMST model to account for peers’ influence and the exploration of a shared conceptual space. Concretely, we allow $N$ agents to both explore a shared network of items $G_C$, and interact with each other by exchanging information via a social network of contacts $G_S$. All agents are bound to the same evolutionary rules with the same parameters, as described in the following. An urn governs the basic exploration dynamics of each agent, where, differently from the classic UMST, semantic relations are introduced via $G_C$. This space is, in general, a directed and weighted network, where link weights represent the strength of the semantic relation between pairs of items (depending on the context, these could be ideas, molecules, genomes, technological products, etc.). Interactions happen through the social network $G_S$, itself a directed and weighted graph, whose links $i \rightarrow j$, of weight $w_{ij}$ that may generally change over
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we consider the same $N = 4836$ agents as in the crawled Last.fm data set, using their social relationships for $G_S$ and the previously discussed proximity network between artists for $G_C$. Moreover, we work in the system intrinsic time $t$, i.e., each listening event increases $t \rightarrow t + 1$. As summarized in Fig. 3, each time step is composed of two processes. An agent $i$, active at time $t$, $i$ independently explores its space of possibilities by randomly sampling a token from its urn $U_i(t)$, and, $ii$ interacts with one of its neighbors to query for recommendations. The choice of the active agent $i$ at time $t$ can either be random or, as in the following, the same as found in temporally-ordered sequences of the empirical data set.

**Exploration step.** During the time step $t$ in which the agent $i$ is active, a token $x_i(t)$ is randomly drawn from $U_i(t)$ with probability depending on the semantic relations with $i$’s recent history. It is important to remark that, at each time step, $U_i(t)$ only contains balls representing items of the subset $G^C_{t}(t)$ of the shared conceptual network $G_C$, that is $i$’s space of possibilities. This subset comprises all items already seen by the agent $i$, i.e., its actual space, and a subset of neighbors in $G^C_{t}$ of the items in $i$’s actual space, as well as the accepted items recommended by other agents. The recent history is represented by the last item visited by $i$ and the one possibly received from another agent during $i$’s last interaction step (see below). The weights used in the extraction from $U_i(t)$ are unitary for all balls of items semantically related to the recent history of $i$, and $\eta \leq 1$ for all others items (see Materials and Methods). Notice that $i$ can choose the same element drawn in its last draw. After the extraction, $i$ puts the ball back in its urn together with $\rho$ copies of it (reinforcement step). Additionally, if it is the first time that $i$ sees the chosen item $x_i(t)$—i.e., $x_i(t) \notin S_i(t)$—then $i$ expands its adjacent possible space by adding $\nu + 1$ new tokens semantically close to $x_i(t)$ into its urn with multiplicity one (novelty-triggering step). For more details on the sampling procedure, see Materials and Methods. These two mechanisms account for the repeated listening of known artists by a user (exploitation) and for the expansion of the space of possibilities every time a user experiences something new (exploration). Fixing $\eta$, the ratio between the values of the two other parameters $\rho$ and $\nu$ sets the relative weight of exploration and exploitation. As we will show later, social interactions represent a key ingredient to reproduce the assortativity of the exploration rates and the clusterization of individuals with similar tastes.

**Interaction step.** After the exploration step, agent $i$ randomly selects another agent $j$ among its neighbors in $G^S$ with a probability distribution given by the weights $w_{ij}$. To mimic the dynamics of an online listening platform like Last.fm, $i$ has the possibility to see the last token $x = x_j(t)$ listened by $j$. We estimate $i$’s potential interest in $x$ with the semantic distance of $x$ from its $c_i$-core, i.e., the set of the first $c$ tokens ranked by frequency found...
in the sequence $S_i(t)$. Agent $i$ actually adds $x$ into its
urn with probability $P(x, S_i(t), c_i, \varepsilon)$, where $\varepsilon$ is
a noise factor that mimics $i$’s imperfect capability of estimating
the distance of items from its $c_i$-core (see Materials and
Methods for details). Finally, the model also allows the
social network to co-evolve while interactions between
agents occur. In this version, the weight of the link $i \rightarrow j$
is increased (decreased) by $+\Delta$ ($-\Delta$) if $i$ accepts (rejects)
the suggestion. In the following, for the sake of simplicity,
we focus on the case in which $G_S$ does not change over
time ($\Delta = 0$). We refer to SI Appendix 6 for the results on
an evolving $G_S$, starting from a fully connected network.

Testing the model

This section tests to which extent our model repro-
duces the empirical observables. To this end, we analyze
the outcome of the simulated exploration process with
different values of the parameters. For computational
reasons, we analyze simulation runs for about 33.5 million
evolution steps instead of the total 335 million present in
the data set (see SI Appendix 7 for a comparison with the
latter case). This way, we can i) inspect the influence of
each parameter on the model outcomes, and, ii) select a
reference set of parameters that reproduces the empirical
data. We select such configuration by looking at the
simulations that have similar semantic correlations to the
empirical data and that minimize the Kullback-Leibler
KL divergence between the empirical and synthetic Heaps’
exponents distributions $P(\hat{\beta})$ in the population (see the
Materials and Methods for details). This way, we are
not putting any constraints on the other empirical ob-
servables, such as assortativity or taste overlaps. In our
case, the reference combination of parameters is given by
$\rho = 2.7, \nu = 9, \eta = 0.01$.

First, we check in Fig. 4(A,B) how the distribution $P(\hat{\beta})$
of Heaps’ exponents changes, varying respectively only
$\rho$ and $\eta$. We find that both higher values of $\rho$ and lower
values of $\eta$ decrease the average Heaps’ exponent. This
result means that the higher the reinforcement strength
$\rho$, the higher the probability of extracting already known
tokens. Similarly, with lower values of $\eta$, the agent has
higher chances to move only within semantically close to-
kens, thus usually ignoring all other possibilities even with
large values of the triggering parameter $\nu$. These plots
also show that the model can reproduce heterogeneous
$P(\hat{\beta})$ distributions with different mean, even though all
the agents share the same set of parameters and evo-
lution rules. This evidence represents our first finding:
collective exploration allows agents in our model to have
heterogeneous exploration propensities.

Next, in Fig. 4(C), we show that with low values of $\eta$,
the synthetic individual sequences of tokens feature strong
semantic correlations as in the empirical case. In particu-
lar, the lower the parameter $\eta$, the lower the Shannon
entropy $S(f)$ is, which implies the presence of stronger sem-
antic correlations in the sequences. Hence, the evolution
rules that promote the extraction of items semantically
correlated to the last extracted one generate highly cor-
related sequences of tokens, featuring low values of the
Shannon entropy $S(f)$.

Moreover, in Fig. 4(D), we see that the model repro-
duces the assortative arrangement of explorers and ex-
plorers in the network (Pearson correlation coefficient
$r \approx 0.21$ and no correlation in the rewired case for the
reference simulation). This evidence is our second significant
result: since the innovation rate $\beta$ is heterogeneously dis-
btributed in the synthetic population, and since all agents
follow the same evolution rules, the social network’s topol-
yogy influences how individual exploration propensities are
distributed. In other words, users feature an increased
(decreased) exploration propensity when surrounded by
agents with higher (lower) discovery rates.

Furthermore, in Fig. 4(E) we show that the model
 correctly reproduces the negative correlation between
the average dynamical overlap $o_d$ of an agent with its
neighbors and its discovery rate $\beta$ (Pearson correlation
coefficient $r \approx -0.12$ and no correlation in the rewired
case). As shown in the inset of Fig. 4(E), the intra-
community overlaps ($(o_d(C))_C \approx 0.057$) are also larger
than the inter-communities ones ($(o_d(C_1, C_2))_{C_1 \neq C_2} \approx
0.004$). Therefore, the different propensity for an agent
to be an explorer (exploiter) depends on its neighbors
featuring similar $\beta$ and the opportunity to be exposed to
contents and tokens diverse (similar) from those already
experienced. In other words, the more varied the tastes
between a node and its neighbors are the higher the node’s
exploration rate. The model pushes users that explore
different regions of the content space to easily accept
suggestions outside their comfort zone, giving them a
higher acceptance probability $P(x, S_i, c_i, \varepsilon)$. In doing so,
users’ space of possibilities enlarges, and their $\beta$
exponent is higher. The opposite happens to nodes that explore
a limited portion of the contents space. In SI Appendix 8,
we further show that, when we switch off the interaction
step of the model, the assortativity and the high overlaps
within communities drop significantly. This last evidence
is a third tangible effect of a shift from an individual
to a collective exploration mechanism. The interaction
dynamics between agents can increase their possibility to
expand their space of possibilities by receiving suggestions
from their neighbors, thus increasing the similarity of
listened tokens between friends.

As a final remark, we show in Fig. 4(F) the degree
distribution $P(k)$ and the community size distribution
$P(s)$ obtained letting the social network evolve from an
initial all-to-all configuration (with initial weight $w_{ij} = 1$
and $\Delta = 0.1$) for about 33.5 millions evolution steps (see the
Materials and Methods for details on the simulation
setup). These distributions feature a scale-free behavior
as in the empirical case and confirm that the model also
we observed the heterogeneity of the individual exploration rates empirically found in the actual weights in the empirically studied network, from another. Nevertheless, in the absence of knowledge of the actual weights in the empirically studied network, our choice represents, in our view, a good educated guess. The presented empirical study of online music consumption, and the proposed model of collective exploration, highlight the central role of the social environment in shaping how we explore music and discover new content. Our model can indeed reproduce the considerable heterogeneity of individuals’ exploration rates empirically observed and the relation between users’ rate of discovery and their position in the social network. As it turns out, the opportunity to be connected to other individuals with a high propensity to explore makes an individual more likely to explore, on average. Moreover, since all the agents in the model obey the same evolutionary rules, the observed heterogeneity of the individual exploration rates can be explained by stochastic fluctuations (opportunities) and social influence (environment). Furthermore, the model reproduces the semantic correlations found in the empirical sequences of music consumption by adequately modulating the individual propensity to select artists similar to their recent history or to move randomly across the whole space of possibilities. It also gives insights into the emergence of communities composed of agents with similar tastes, as shown by the simulations in which the social network is shaped dynamically through random interactions.

Some words of caution are in order. In our analysis, we have supposed that all social links of a user in the social network of Last.fm have the same probability of being activated. In real life, one social link can be different from another. Nevertheless, in the absence of knowledge of the actual weights in the empirically studied network, our choice represents, in our view, a good educated guess. A similar issue exists for the explored space of contents, modeled as a static weighted network. Still, in practice, it is continuously evolving in time, shaped by the activity of the users. Moreover, our approach did not consider the role played by recommender systems [57] and other layers of social communications [58] that may drive users’ choices on the platform. Finally, we supposed that every user can be modeled with the same evolutionary rules and social influence (environment).
same set of parameters, while, in reality, different users can naturally have different reinforcement and discovery mechanisms. We leave the further investigation of these aspects for future work.

In conclusion, we have focused on a particular type of system: music consumption in online social platforms. We hope our work can represent a significant step forward to develop a general framework to understand how social interactions shape discovery and innovation processes. We reckon that the next important step is to extend our analysis to study exploration processes in economics [59], biology [60], technology [7, 61] and science [62]. For example, it would be interesting to study scientific collaborations among researchers and their explored topics to get new insights on how success/impact is related to the innovation rate or the position in the social network.

MATERIALS AND METHODS

Data set

The Last.fm data set presented in this paper contains the complete listening history of a group of 4836 users and their social connections. The users have been selected randomly via a Breadth-First Search algorithm starting from a random seed node, using Last.fm’s API method user.getFriends(). More in detail, at each step, a random user is chosen from the neighboring nodes of those users selected up to that point, and at least 10,000 listening records. Then, we download the complete history of streamed tracks of the selected user through the API user.getrecenttracks() endpoint. For each record, besides the timestamp, the data set provides additional metadata, including the name and MusicBrainz Identifier (MBID) of the track, artist, and album if present. In total, the records span over almost 13 years, from August 2005 to February 2018, with 335,375,125 unique streaming events, totaling 6,972,047 tracks, 958,732 artists, and 1,807,150 albums. In total, 31.8% of the set of tracks does not have an album, making up for 9.1% of all listening records in the data set. Considering the vast number of different tracks and the lack of consistency of albums, the analysis in this paper has been carried out focusing only on the sequences of artists that a user listens to—even though similar results can be obtained when considering the sequence of tracks instead. The data set, collected in this way, is unique in nature and breadth. The music listening histories data set presented in Ref. [33] consists of more than 27B logs from 583k users, for a total of 555k different artists and 46k logs per user on average. Still, no social relations between the users are given, similarly to Refs. [17, 28]. On the contrary, in Ref. [63] the social relationships are present, but for each user there is only the tag assignments history, unfortunately much shorter (around 98 tracks on average). The dataset used to reproduce the results is available for download on figshare http://dx.doi.org/10.6084/m9.figshare.16652104. The code used to reproduce the results is available upon request by contacting the corresponding author.

Entropy measure

To measure the presence of semantic correlations in the listening sequences, we compute the Shannon entropy of the $f_i^a$ occurrences of each artist $a$ in the sequence $S_i$ (whose length is $T_i$) of user $i$, as in Ref. [25]. We identify the sub-sequence $S_i^a$ of $S_i$ starting at the first occurrence of $a$. We then divide $S_i^a$ in $f_i^a$ parts of equal length and count the number $f_i^a(x)$ of occurrences of $a$ in each $x$th interval. Then, the normalized Shannon entropy of artist $a$ in $S_i$ is defined as $S_i^a(f_i^a) = -\frac{1}{\log f_i^a} \sum_{x=1}^{f_i^a} f_i^a(x) \log f_i^a(x)$, where $f_i^a(x) = f_i^a(x)/f_i^a$. When the occurrences are equally distributed in the $f_i^a$ intervals, $S_i^a(f_i^a)$ hits its maximal value 1, whilst when all the events are found in a single interval the entropy is at its minimum value $S_i^a(f_i^a) = 0$. Finally, the average Shannon entropy is computed as $S(f) = S(f_i^a)_{i,a|f_i^a=f}$, where we define the weight $w_f$ as the number of times $|\{i, a|f_i^a = f\}|$ an artist $a$ appears in a sequence $S_i$ with frequency $f$. Therefore, low values of $S(f)$ and high values of $\langle \Delta S \rangle$ are related to the presence of non-trivial semantic correlations in the process.

Structure of the network of contents

We extract the semantic structure of the network of artists starting from the reduced sequence $\tilde{S}_i$ of each user $i$, i.e., the temporally-ordered sequence of artists listened by $i$ without consecutive repetitions (multiple consecutive streams of one artist reduce to a single event). We then measure the number of times $N_{a\rightarrow b}$ users listen to an artist $b$ after having listened to artist $a$, with $a \neq b$ as in Fig. 2(A). Since we aim at an undirected network of proximity, we define $N_{a\rightarrow b} = N_{a\rightarrow b} + N_{b\rightarrow a}$. We then shuffle $Q = 100$ times each sequence $\tilde{S}_i$, counting for each realization $q$ the number $N_{a\rightarrow b}^q$. We then compute the expectation $\overline{N}_{a\rightarrow b} = \langle N_{a\rightarrow b}^q \rangle_q$ and the standard deviation $\sigma_{a\rightarrow b} = \text{std}(N_{a\rightarrow b}^q)$ of the $N_{a\rightarrow b}$ count under the assumption that there are no semantic relations in the sequences of streams. We hence define the proximity of two artists via the z-score $z_{ab} = (N_{ab} - \overline{N}_{ab})/\sigma_{ab}$, obtaining a proximity network between the artists where a link is drawn if two artists $a$ and $b$ feature a z-score $z_{ab} > \bar{z}$, where $\bar{z}$ is a fixed threshold. Finally, we disregard all artists with overall number of appearances in the reduced sequences less than a threshold $\tilde{f}$. Using $\bar{z} = 1$ and $\tilde{f} = 100$ we obtain an undirected, weighted network $G_C$ with 266,694 nodes and 177,765,819 edges, where we set the weight $w_{ab}$ of a link to...
be \( w_{ab} = \min(z_{ab}, 100) \), directly related to the closeness of the two artists.

**Sampling of semantic and novelties tokens**

During the exploration step of the model, for the extraction from the active agent \( i \)'s urn \( U_i(t) \), different items (artists) have different probabilities of being drawn. Each item \( a \) is indeed present in \( U_i(t) \) with a multiplicity \( w_i^a(t) \) of identical balls, added in previous reinforcement steps or through social recommendations. Besides this, we temporarily reduce the probability of jumping to nodes semantically distant from \( i \)'s recent history in order to increase semantic correlations in the sequences. In particular, \( 2(\nu + 1) \) nodes \( a \) are randomly sampled from the neighbors—in \( i \)'s space of possibilities \( G_C^i(t) \)—of the last visited node, keeping the original weight \( w_i^a(t) \), as well as up to \( 2(\nu + 1) \) nodes surrounding the last node accepted via social interaction if this was successful during \( i \)'s last step. The weight of all other nodes are temporarily reduced by a factor \( \eta \leq 1 \), i.e., \( w_i^a(t) \rightarrow \eta w_i^a(t) \). For \( \eta = 1 \), this individual exploration process is equivalent to the urn model with triggering without semantics [25], while for \( \eta = 0 \) this corresponds to a standard random walk with node reinforcement on the content space (without jumps). Moreover, if the chosen destination \( x \) is new for the agent \( i \), i.e., \( x \notin S_i(t) \), the discovery event triggers the insertion of novelties in \( i \)'s urn, including \( \nu + 1 \) new nodes randomly selected from the neighbors \( a \) of \( x \) using the weights \( z_{xa} \) in \( G_C \). In this case, if the number of new neighbor nodes—not already present in \( i \)'s space of possibilities \( G_C^i(t) \)—is less than \( \nu + 1 \), the search extends to nodes at a distance of two from \( x \).

**Acceptance probability estimation**

When an agent \( i \) evaluates a token \( x \) proposed by one of its neighbors, \( i \) accepts it with probability \( P = P(x, S_i(t), c_i, \varepsilon) \), where \( c_i \) represents the core of \( i \), that is the set of the \( c \) most frequent nodes visited by \( i \). We define the distance of a node from the core as \( d_i^c(x) = \min_{y \in c_i} \{\text{dist}(x, y)\} \). Then, in order to calculate \( P \), we compute the following density function:

\[
p(d, S_i(t), c_i) = \frac{|\{x \in S_i(t) : d_i^c(x) = d\}|}{|S_i(t)|}.
\]

Therefore, we can calculate \( P \) as

\[
P(x, S_i(t), c_i, \varepsilon) = \sum_{d=0}^{d_i^c(x)} p(d, S_i(t), c_i) \pm \varepsilon.
\]

No significant difference in the analysed observables has been detected changing \( c \) and \( \varepsilon \), that we have hence fixed to \( c = 10 \) and \( \varepsilon = 0.1 \).

**Selection of parameters**

To select the reference set of parameters, we first consider for which values of \( \eta \) it is possible to obtain a Shannon entropy weighted difference \( \Delta S \) similar to the empirical one. As shown in SI Appendix 5, this can only happen for \( \eta \leq 0.01 \). Therefore, we constrain the search to simulations with \( \eta \leq 0.01 \). Then, we simulate each set of parameters \( \mathbf{x} \) and we compute the Kullback-Leibler divergence \( KL(\mathbf{x}) \) between the empirical \( P(\beta) \) and the simulated one. We hence select the reference set of parameters \( \mathbf{x} \) such that \( KL(\mathbf{x}) \) is minimum. Since the simulations are heavily time- and computing-demanding, we explore the parameter space limiting ourselves to the 10% of the original sequences in the data set, that is about 33.5 million total steps. In SI Appendix 7 we show how the reference set of parameters found in the limited sequence matches the empirical findings even when we let the simulation run for as many steps as the empirical number of streams.

**Dynamical network simulations**

In the case of a dynamically evolving social network, we start from an all-to-all network \( G_S \), giving weight \( w_0 = 1 \) to all the edges between all the pairs of users. During each interaction step, the neighbor \( j \) to which the active agent \( i \) asks for a suggestion is selected with probability \( p(j) = w_{ij} / \sum_{k \neq j} w_{ik} \). Each time \( i \) interacts with \( j \) we let the respective edge weight evolve according to the law \( w_{ij}(t + 1) = w_{ij}(t) \pm \Delta \), with \( \Delta = 0.1 \) and with a sign (+) when the interaction between \( i \) and \( j \) at time \( t \) is positive (negative). During the simulation, we clip each edge weight such that \( 0.1 \leq w_{ij} \leq 10 \). To better characterize the agents in the simulation, we let the first 1% of each individual’s events to be equal to their original sequence as a warm-up (see SI Appendix 6 for details).
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Supplemental Information: Social interactions affect discovery processes.

1. SOCIAL NETWORK SAMPLE STATISTICS

We have crawled the Last.fm platform growing a breadth-first search sub-graph from a random seed, ending up with a connected network made of 4836 users. In Fig. S1 we show that this sample significantly reproduces the degree that users feature on the Last.fm platform, with a Spearman rank correlation $r = 0.723$. ($p < 0.0001$) and Pearson $r = 0.839$. ($p < 0.0001$) between the degree of a user in the sample network and the total number of followed users on the platform. In particular, we observe that the degree in the sample is, on average, almost one tenth of the original one, thus providing us with a subset of the original connections of each user.

![Graph showing in-sample degree versus original number of friends.](image)

**FIG. S1.** We show the in-sample degree (y axis) versus the original number of friends the Last.fm dataset for all the users. Spearman and Pearson correlation coefficient are shown in the legend. We also show a linear $ak + q$ (black dashed line) fit and a power-law $ak^b$ (blue dashed line) one.

2. ESTIMATION OF THE HEAPS’ EXPONENTS

In this work, we have estimated the Heaps’ exponent as the slope in the log-log scale of the function $D(t)$ counting the number of different tokens present in the sequence up to length $t$. In particular, if the sequence has length $T$, it is calculated as $\beta = \log(D(T))/\log(T)$. On average, for a power law behavior, this method gives a good approximation of the overall slope. However, sometimes the slope of the power law can change over time, and one might be interested in the slope of the tail specifically. This way, though, there might be cases in which the approximated slope is higher than 1, which is not theoretically possible for the Heaps’ law, since $D(t) \leq t$ is hardly constrained to be less than the linear function. This is the same reason why we have not used the other approximations where, given the points $(t, D(t))$, the reference parameters that approximate $D(t)$ are found as a function $ax^{\beta_1}$ or $(1 + x/a)^{\beta_2}$, where $\beta_1$ and $\beta_2$ would be the approximated exponents. The distributions of the Heaps’ exponents according to these three approximations is shown in Fig. S2. As it can be seen, the number of cases for which $\beta_1$ or $\beta_2 > 1$ is significant. In all cases, it is worth saying that calculating the Heaps’ exponent with these approximations at 10% of the sequence gives a different result than doing it for the whole sequence, showing that these are not perfect power laws (see SI Appendix for more details).

3. ZIPF’S AND HEAPS’ EXPONENT CORRESPONDENCE

In the main text we have discussed at plenty about the Heaps’ law and its significance. The Zipf’s law has also been of great importance [53]. Decreasingly ordering the occurrence frequencies $f$, the Zipf’s law can be expressed as $f(R) \sim R^{-\alpha}$, where $R$ indicates the rank and $\alpha$ is called Zipf’s exponent. These two laws have been observed in various empirical systems, producing different values of $\alpha$ and $\beta$ [23, 25, 64, 65], and under mild assumptions they are asymptotically equivalent [50–52], being one the anti-reciprocal of the other. For this reason, all of the models that have been recently proposed keep these laws into considerations, trying to reproduce the innovation distributions observed in the empirical datasets [41]. In Fig. S3(A) we show the distributions of the Zipf’s law for the sequences in...
FIG. S2. Comparison of the Heaps' exponents distribution on the sequences in the dataset according to three different approximation methods.

The empirical dataset (blue) and the reference simulation found in our analysis (orange). Moreover, in Fig. S3(B) we compare the Heaps' exponents $\beta$ and the anti-reciprocal $-1/\alpha$ of the Zipf's exponents. As analytically found for the UMST [25], in the simulation we observe an almost linear correlation between the two exponents (Pearson $r = 0.94$, $p < 0.001$), although in the empirical case it is less strong (Pearson $r = 0.90$, $p < 0.001$), with a linear regression $-1/\alpha \approx 1.20\beta - 0.08$ in the simulation against $-1/\alpha \approx 2.09\beta - 0.46$ in the data.

4. AGENT'S URN INSTALLATION PROCEDURES

At the beginning of the simulation, each agent's urn is initialized with some balls representing tokens of the semantic space, so that the exploration of such space starts from these points. The problem of the initialization is related to whether to choose more widely distributed initial nodes, or, on the other extreme, the same node for every agent, and how this choice can affect the results. It turns out that this choice has little impact on the outcome of the simulations, only delaying or reducing some effects due to interactions with peers initially too distant or too close. To solve this problem, since in this work we have considered the same agents as in the Last.fm data set crawled, in our simulations we initialize the agents urn with the first artists they listened to in the empirical data. This solution is natural when introducing an initial warm-up phase, in which the first steps of the model are not randomly chosen according to the rules of the model, but are instead the same steps made by the corresponding user in the empirical data. The impact of the length of the warm-up phase is shown in SI Appendix 6. Finally, we want to notice that another viable option for the initialization of the urns could have been to choose the $\nu + 1$ most frequent artists in their own listening history.
5. SELECTION OF THE REFERENCE SET OF PARAMETERS

In our analysis of the model, we have first developed a method to select a reference set of parameters that reproduce the main characteristics present in the data. We numerically simulate the model using the fixed social network from Last.fm and the space of tokens given by the artists listened in the dataset (see main text). Moreover, for this search of the reference set of parameters, we run the simulations for only the first 10% of the real sequences due to computational reasons, for a total of around 33.5 millions evolutionary steps. We explore the space of parameters varying the set of parameters \((\eta, \rho, \nu)\). In particular, we try the following values for the jump probability parameter \(\eta\): 0.001, 0.01 0.05, 0.1, 0.2, 0.3, \ldots, 1. Given \(\eta\), the reinforcement parameter \(\rho\) spans from 1 to 4 at steps of 0.1. Then, based on the results given in [25] on the limits of the Heaps’ exponents in the UMST, we consider integer values of the triggering parameter \(\nu\) ranging from 0 to \(\max(20, 1.5\rho/\eta)\). No significant difference has been observed changing \(c\) or \(\varepsilon\), that we hence fix to \(c = 10\) and \(\varepsilon = 0.1\).

We focus on just two basic footprints of discovery processes, namely the Heaps’ exponent distribution, responsible for the balance between exploit and explore strategies, and the normalized Shannon Entropy of the distributions of artists in the listening sequences, which captures the presence of semantic correlations during music consumption. Since these two measures are not comparable, we first find the reference value of \(\eta\) by considering, for each simulated set of parameters \(x\), the normalized Shannon entropy weighted difference \(\langle \Delta S^{(x)} \rangle = \sum_f w_f (\tilde{S}^{(x)}(f) - S^{(x)}(f))/\sum_f w_f\) between the normalized Shannon entropy \(S^{(x)}(f)\) calculated on the sequences generated by the simulation and the one \(\tilde{S}^{(x)}(f)\) for the reshuffled ones. We group the various values of \(\langle \Delta S^{(x)} \rangle\) by the parameter \(\eta\) of the corresponding simulation, that is 0.001, 0.01 0.05, 0.1, and \(> 0.1\) (0.2, 0.3, \ldots, 1), plotted in Fig. S4. We notice that only the groups of \(\eta = 0.01\) and \(\eta = 0.001\) range in an interval that includes the value of \(\langle \Delta S \rangle\) calculated in the empiric data set in their first 10%. Therefore, we restrict our search only to simulations with \(\eta \leq 0.01\). Then, for each simulated set of parameters \(x\), we calculate how much the Heaps’ exponents distribution differs from the real one. To do this, we compute the Kullback-Leibler divergence \(KL(x)\) between the empirical \(P(\beta)\) and the synthetic one. Finally, we select the reference set of parameters \(x\) as the one among those with \(\eta \leq 0.01\) such that \(KL(x)\) is minimum. The first six sets of parameters given by this process are given in Table S1, together with the values of the Shannon entropy weighted difference \(\langle \Delta S(x) \rangle\) and the Kullback-Leibler divergence \(KL(x)\). We don’t find particular differences between simulations with the same quotient \(\rho/\nu\) and same \(\eta\), so that all reference simulations have a quotient value between 3 and 3.5.

FIG. S4. Violin plot showing the distributions of the Shannon Entropy weighted difference \(\langle \Delta S \rangle\) with the randomized sequences, grouping the various simulations together according to their value of \(\eta\). Notice that only the distributions relative to \(\eta = 0.001\) and \(\eta = 0.01\) overlap the value of \(\langle \Delta S \rangle = 0.334\) of the empiric sequences stopped at 10%, i.e. same length of the simulations.

6. DYNAMICAL NETWORK SIMULATIONS

Here, we show that our results are robust with respect to the change of warm-up strategy and duration as well as the presence, or not, of social edge weight changes after each interaction. We use either individual or collective warm-up for a certain fraction of events, meaning that the first fraction of, respectively, the agent’s or the population events in the simulations corresponds exactly to the one in the empirical listening sequences. In Fig. S5A we show that the \(P(\beta)\) distribution found in the empirical case is still well reproduced if we change the kind of warm-up. Additionally, in Fig. S5B we show that the model reproduces the original distribution also varying the warm-up duration and keeping
### TABLE S1. The first six sets of parameters according to the KL sorting, with $\eta \leq 0.01$.  

| $\rho$ | $\nu$ | $\eta$ | $KL$  | $\Delta S$ |
|-------|-------|-------|-------|-----------|
| 1.    | 2.7   | 0.01  | 0.213398 | 0.239159 |
| 2.    | 3.0   | 0.01  | 0.216276 | 0.232123 |
| 3.    | 3.1   | 0.01  | 0.216367 | 0.283424 |
| 4.    | 2.0   | 0.01  | 0.218269 | 0.207541 |
| 5.    | 2.1   | 0.01  | 0.220671 | 0.243933 |
| 6.    | 2.9   | 0.01  | 0.222252 | 0.239109 |

The results are robust with respect to the change of warm-up also when inspecting the degree distribution $P(k)$ (see Fig. S6A) and community size distribution $P(s)$ (see Fig. S6B). Notably, in the simulations where we switch on the dynamics on the edges, we start from an all-to-all social network with initial weight $w_0 = 1$ and increment equal to $\Delta = 0.1$ after every interaction, clipping the values between $w_{min} = 0.1$ and $w_{max} = 10$. With such rules, the model is able to reproduce both the degree and community size distribution, as well as the $P(\beta)$ distribution, highlighting the goodness of the chosen modeling framework to reproduce the empirical findings. Note that, in the simulations with the edge dynamics turned on, we draw an edge between nodes $i$ and $j$ if the edge’s weight $w_{ij} > \bar{w}$, where $\bar{w}$ is the largest weight cut-off at which we have a single weakly connected component in the directed social network.

Remarkably, the model reproduces the empirical dynamical overlap $o_d$ and the assortativity between a node’s Heaps’ exponent $\beta$ and its neighbors’ one $\hat{\beta}$ also with the dynamics on the social edges. Moreover, the assortativity between the focus node’s $\beta$ and its dynamical overlap $o_d$ with neighbors is robust with respect to the change of the warm-up kind and duration as well as to the presence of a dynamics on the social network’s edges weight. As we show in Fig. S7(B,C) and Table S2, the individual warm-up with edge dynamics turned on results in a higher positive...
assortativity of $\beta$ and $\hat{\beta}$ as well as in a stronger negative correlation between $\beta$ and $o_d$, more in line with the empirical findings. This is because the individual warm-up allows to better characterize the tastes of a single node, by imposing a larger fraction of its first exploration events. Moreover, we see in Fig. S7(A) that the edge dynamics, as expected, drives the system to communities with a higher internal overlap with respect to the non dynamical case. Notably, if we let the nodes to be characterized enough (individual warm-up with the first 10% of the node’s events fixed to the original sequence, see Figure S7(A)), the intra- and inter-communities overlap value approaches the empirical one (intra-community $\langle o_d(C) \rangle_C \sim 0.07$ inter-community $\langle o_d(C_1,C_2) \rangle_{C_1\neq C_2} \sim 0.025$).

FIG. S7. (A) Comparison of the $P(o_d(C_1, C_2))$ distribution of the average dynamical overlap found within a community (blue box, intra) and between (orange box, inter) two distinct communities for different simulations settings (see x axis labels for details). (B) The assortativity analysis between the node $\beta$ and the $\hat{\beta}$ average of its neighbors. Different warm-up and edge dynamics strategies are reported in the legend. (C) The same analysis but focusing on the assortativity of $\beta$ with the dynamical overlap with neighbors $o_d$. In all the panels the Reference case corresponds to the reference parameters set $\rho = 2.7$, $\nu = 9$, $\eta = 0.01$. The slope of the correlations found are reported in Table S2.

| Warmup Kind | Fraction | Edge dynamics | $r(\hat{\beta})$ | $r(o_d)$ |
|------------|----------|--------------|-----------------|----------|
| No, reference case | n.a | 0 | No | 0.05 | -0.018 |
| No, reshuffled case | n.a | 0 | No | -0.05 | 0.003 |
| Yes Collective 1% | 0 | No | 0.12 | -0.048 |
| Yes Collective 10% | 0 | No | 0.18 | -0.095 |
| Yes Collective 1% | 0 | Yes | 0.12 | -0.02 |
| Yes Individual 1% | Yes | Yes | 0.22 | -0.19 |
| Yes Individual 10% | Yes | Yes | 0.24 | -0.36 |

TABLE S2. The correlation coefficients $r(\hat{\beta})$ of the assortativity between $\beta$ and $\hat{\beta}$ and $r(o_d)$ between $\beta$ and $o_d$ for different warm-up strategies (Kind column), fraction and with or without edge dynamics.

7. LONG SIMULATIONS

In the main text we analyzed the simulations run on 10% of the total number of records in the dataset. This choice has been done to better explore the space of parameters through a refined grid and find the reference set of parameters, as shown in SI Appendix 6. In this section we analyze the simulation run for a number of steps equal to the empirical number of streams. We hence consider the reference set of parameters found ($\rho = 2.7$, $\nu = 9$, $\eta = 0.01$) in the limited sequence, with the fixed parameters $c = 10$ and $\varepsilon = 0.1$, and we compare the long and limited simulations. In
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Fig. S8(A) we show that the Heaps’ exponents distributions of the long simulation is lower than the limited run. This is probably due to the very low value of $\eta$ chosen in this simulation and the way we approximate the Heaps’ exponent. In fact, it seems that in the simulations with very low values of $\eta$ the power-law exponent of the Heaps’ laws for each individual decreases after a first part of high exploration. Moreover, the chosen approximation delays the capture of this decrease. This aspect is left for future improvements. As a matter of fact, the Heaps’ distribution is more or less stable when comparing the whole sequence and only the 10% of it both in the dataset and in simulations with $\eta \approx 1$, as shown in Fig. S8(B). In any case, even if quantitatively different, the heterogeneity of the individuals exploration rate shown in these simulations is still present also in longer runs.

In Fig. S8(C) we complete the analysis by comparing the semantic correlations of the simulation with the selected set of parameters and in the empirical dataset. We find a small decrease in $\Delta S$ values from the whole and the 10% of the sequences, both in the empirical data and in the simulation. Similarly, there are not any significant differences in the effect of social interactions on the long or short run, as shown in Fig. S8(D) by checking the dynamical overlaps inside and outside the communities.

![Fig. S8](image)

**Fig. S8.** Comparison of the key features in the whole sequences and in the first 10%. (A) Heaps’ exponents distribution of the simulation with reference parameters according to the score, with approximations of the exponents done after 10% (orange) and 100% (blue). (B) Heaps’ exponents distribution of the simulation with reference parameters constrained to $0.1 < \eta < 1$ at 10% (dashed green) and 100% (dashed red), compared to the empirical data at 10% (blue line) and 100% (orange line). (C) Shannon entropy distribution as a function of the frequency of the artists in the individual sequences of the simulation with reference parameters at 10% (red) and 100% (blue), compared to the empirical data at 10% (gray) and 100% (black line) and to the reshuffled sequences (green). (D) Distribution of overlaps between individuals in the same community (blue for 100%, green for 10%) or in different ones (orange for 100%, red for 10%) for the simulation with reference parameters at 100% and at 10%.

8. **NO INTERACTION**

Interaction is one of the important ingredients of the model we have proposed. The social neighborhood of a user indeed influences their exploration propensities, shaping their space of possibilities. In order to assess how much the topology has an influence in the phenomena we have observed, we have run some simulations with no interaction, and compared the results with the simulations with interaction with the same set of parameters. We find that the heterogeneity of Heaps’ exponents is similar, increasing with the decrease of the chosen value of $\eta$, as expected from the analytic results in [25], due to the presence of stochastic variations in the individual exploration process. However, as shown in Fig. S9A, simulations with interaction have a higher Spearman’s rank correlation $r$ between the Heaps’ exponents and the average one of their friends with respect to the simulations without interaction, also with a more
significant $p$-value. This confirms that the exploration rates are affected by the social contacts in an assortative way when interaction is active: more explorative users tend to interact with peers more prone to explore new content.

Finally, unlike the simulations with interactions (see inset of Fig.4E in the main text), in simulations without interactions the communities found with the Louvain algorithm on the social network have no dynamical influence on the process. Considering in fact the simulation without interactions with the same reference set of parameters, the internal overlap of listening records with users of the same community is practically indistinguishable to the external one, that is the overlap between users of different communities (see Fig. S9B). Moreover, they are much lower than the case with interaction.

FIG. S9. (A) Comparison between Spearman’s $r$ rank correlation and $p$-value between the Heaps’ exponents $\beta$ and the respective average $\hat{\beta}$ of the neighbor Heaps’ exponents, without (blue and green bar plots) and with interaction (orange and red bar plots). Here the same sets of parameters have been used for both with and without interaction simulations. (B) Comparison between the average dynamical overlap distribution between users in the same community (blue box) and between different communities (orange box), calculated on the simulation with the reference set of parameters (cfr. inset of Fig.4E in the main text), here without interaction.