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Abstract

Let $G$ be one of the lamplighter groups $(\mathbb{Z}/p\mathbb{Z})^n \rtimes \mathbb{Z}$ and $\text{Sub}(G)$ the space of all subgroups of $G$. We determine the perfect kernel and Cantor-Bendixson rank of $\text{Sub}(G)$. The space of all conjugation-invariant Borel probability measures on $\text{Sub}(G)$ is a simplex. We show that this simplex has a canonical Poulsen subsimplex whose complement has only a countable number of extreme points. If $F$ is a finite group and $\Gamma$ an infinite group which does not have property $(T)$ then the conjugation-invariant probability measures on $\text{Sub}(F \wr \Gamma)$ supported on $\bigoplus_{\Gamma} F$ also form a Poulsen simplex.
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There has been a recent increase in studies of the action by conjugation of a locally compact group $G$ on its space $\text{Sub}(G)$ of closed subgroups with special attention paid to the invariant probability measures of this action. For example, see [AGV12, Vo12, AB+11, AB+12, Ve11, Sa11, Gr11, Ve10, Bo10, BS06, DS02, GS99, SZ94]. A random closed subgroup whose law is invariant under conjugation is called an \textit{invariant random subgroup} or IRS. One of the goals of this research is to classify the distributions of IRS’s for interesting groups. For example Stuck-Zimmer [SZ94] proved that every ergodic IRS of a higher rank simple Lie group is induced from a lattice subgroup. A complete classification of IRS’s of the infinite symmetric group has been obtained by A. Vershik [Ve11]. Many interesting results and applications of IRS’s to semisimple Lie groups are announced in [AB+11] and obtained in [AB+12]. An important subspace of the space of Schreier graphs of a group of intermediate growth is described by Y.Vorobets [Vo12]. The study of IRS’s is closely related with the study of central characters on groups. Interesting results in this direction were obtained recently by Dudko and Medynets [DM11, DM12] who showed in particular that groups of Thompson’s-Higman type have only trivial central characters.

Let us begin with some preliminary observations and notations. Let $G$ be a discrete countable group and $\text{Sub}(G)$ be the set of all subgroups of $G$ equipped with the topology induced by the Tychonoff topology of the product space $\{0,1\}^G$ (a subgroup $H$ is identified with its characteristic function $\xi_H \in \{0,1\}^G$). Explicitly, a sequence of subgroups $H_i$ converges to $H$ if the event $\{g \in H_i\}$ stabilizes to the event $\{g \in H\}$ for any $g \in G$. $\text{Sub}(G)$ is a closed subset of a compact metrizable space, so is itself a compact metrizable space. The group $G$ acts on $\text{Sub}(G)$ continuously by conjugation $g \cdot H := gHg^{-1}$ (adjoint action). Let $\text{IRS}(G)$ denote the space of all conjugation-invariant Borel probability measures on $\text{Sub}(G)$ with the weak*-topology. More precisely, we view $\text{IRS}(G)$ as a subspace of the Banach dual of the space of continuous functions on $\text{Sub}(G)$. From this viewpoint we see that it is a \textit{simplex}. More precisely, it is a convex closed metrizable subset $K$ of a locally convex linear space and every point $\xi$ in $K$ is the barycenter (i.e. $\xi = \int xd\mu$ ) of a unique probability measure $\mu$ supported on the subset of extreme points. It is a common abuse of language, which we will adopt here, to refer to a measure $\mu \in \text{IRS}(G)$ as an IRS.

A problem of general interest is: “For ‘interesting’ groups, describe the smallest subsimplex of $\text{IRS}(G)$ containing the ergodic continuous invariant measures on $\text{Sub}(G)$” (where continuous means that there are no points of positive mass). Observe that the atomic part of any invariant measure is concentrated on a countable union of subgroups with finite
conjugacy classes. Such subgroups are normal or have normalizers of finite index in $G$ and respectively play the role of fixed points or periodic points for the action of $G$ on $\text{Sub}(G)$. So it is natural to replace the system $(\text{Sub}(G), G)$ by $(\mathcal{K}(G), G)$, where $\mathcal{K}(G) \subset \text{Sub}(G)$ is the perfect kernel of $\text{Sub}(G)$ (i.e., it is the unique perfect subset whose complement is countable). Observe that every continuous invariant measure is supported on $\mathcal{K}(G)$. We denote the simplex of invariant probability measures supported on $\mathcal{K}(G)$ by $\text{IRS}_*(G)$.

Recall that if $X$ is a topological space then its Cantor-Bendixson derivative, denoted $X'$, is its set of limit points (the complement $X \setminus X'$ consists of all isolated points in $X$). For an ordinal $\alpha$, the iterated Cantor-Bendixson derivative $X^\alpha$ is defined by $X^{\alpha+1} = (X^\alpha)'$, and

$$X^\lambda = \bigcap_{\alpha < \lambda} X^\alpha$$

if $\lambda$ is a limit ordinal. If $X$ is a Polish space then for some countable ordinal $\alpha_*$, $X^\alpha = X^{\alpha_*}$ for all $\alpha \geq \alpha_*$ and $X^{\alpha_*}$ is the perfect kernel of $X$. The least ordinal $\alpha_*$ with this property is called the Cantor-Bendixson rank of $X$ and is denoted by $r_{CB}(X)$.

It follows that $\text{Sub}(G)$ has two important characteristics: its Cantor-Bendixson rank $r_{CB}(G)$ and its perfect kernel $\mathcal{K}(G)$ which can be empty or homeomorphic to a Cantor set depending on the cardinality of $\text{Sub}(G)$: $\mathcal{K}(G) = \emptyset$ if and only if $\text{Sub}(G)$ is countable. For instance, finitely generated nilpotent groups or more generally polycyclic groups as well as Baumslag-Solitar metabelian groups $BS(1,n), n \in \mathbb{Z}$ have only countably many subgroups.

By contrast, the lamplighter groups $\mathcal{L}_{n,p} = (\mathbb{Z}/p\mathbb{Z})^n \wr \mathbb{Z} = \bigoplus \mathbb{Z}/(p\mathbb{Z})^n \rtimes \mathbb{Z}$ (were $\wr$ denotes the wreath product) have uncountably many subgroups. Therefore by the result of P. Kropholler [Kro85] any solvable group $G$ of infinite rank also has a nonempty perfect kernel $\mathcal{K}(G)$, as it necessarily has a section isomorphic to one of the groups $\mathcal{L}_{1,p}$ ($p$ prime) and hence has uncountably many subgroups. Metabelian groups of finite rank also may have uncountably many subgroups. We will show:

**Theorem 1.1.** The perfect kernel of $\text{Sub}(\mathcal{L}_{n,p})$ is $\text{Sub}(\mathcal{A}_{n,p})$ where $\mathcal{A}_{n,p}$ denotes the subgroup $\bigoplus \mathbb{Z}/(p\mathbb{Z})^n < \mathcal{L}_{n,p}$. Moreover, the Cantor-Bendixson rank of $\text{Sub}(\mathcal{L}_{n,p})$ is the first infinite ordinal.

The proof relies on [GK12] which gives a comprehensive study of the lattice of subgroups of $\mathcal{L}_{n,p}$.

To explain the next result, recall there are two distinguished classes of simplices: a Poulsen simplex is any simplex whose extreme points form a dense subset while a Bauer simplex is any simplex whose extreme points form a closed subset. By [LOS78], there is a unique Poulsen simplex up to affine isomorphism. Moreover, its set of extreme points is homeomorphic to the Hilbert space $\ell^2$. For example, the space of all shift-invariant probability measures on $\{0,1\}^\mathbb{Z}$ forms a Poulsen simplex. On the other hand, there are uncountably many non-isomorphic Bauer simplices. For example, let $X$ be any compact metrizable space. Then the space $P(X)$ of all Borel probability measures on $X$ is a Bauer simplex and the subspace of extreme points of $P(X)$ is homeomorphic to $X$.

We will show:
Theorem 1.2. IRS*((\mathbb{Z}/p\mathbb{Z})^n \wr \mathbb{Z}) is a Poulsen simplex.

By comparison, Stuck-Zimmer [SZ94] shows that if G is a lattice in a higher rank simple Lie group then IRS*(SO(n, 1)) is empty. It is an open question to describe IRS*(SO(n, 1)). It follows from A. Vershik’s work [Ve11] that if G is the infinite symmetric group then IRS*(G) is a Bauer simplex (moreover, its set of extreme points is explicitly parametrized). Also in [Bo12] it is shown that if G is a nonabelian free group then IRS*(G) is Poulsen (because in this case \mathcal{K}(G) is the subspace of all infinite-index subgroups).

The idea of the proof of Theorem 1.2 is quite simple and is based on an analogy with the proof that for a finite alphabet A and integer d ≥ 1, the simplex of invariant measures for the action of \mathbb{Z}^d on A^{\mathbb{Z}^d} by shift transformations is a Poulsen simplex. Observe that the proof of this fact presented in the paper of G. H. Olsen in [Ol79] (which is a good source of information about the Poulsen simplex) has two mistakes, as firstly ergodicity is confused with the mixing property (bottom of page 45) and secondly the statement about the coincidence of distributions of measures ˜\mu and ν on cylinder sets based on a block Λ(a) is incorrect (very near the end of the proof, page 46). The coincidence in fact holds only on blocks of much smaller size. The end of our proof of Theorem 1.2 shows how to correct this mistake.

If N ⩽ G is normal and H < G is a subgroup then H acts by conjugation on Sub(N) and one may study the simplex of H-invariant probability measures supported on Sub(N), denoted here by IRS_H(N). We consider the case G = F \wr Γ = (⊕ΓF) ⋊ Γ, with N = ⊕ΓF where F is a nontrivial finite group and Γ is a countably infinite group.

Theorem 1.3. If Γ does not have property (T) then IRS_Γ(N) is a Poulsen simplex. If Γ has property (T) then IRS_Γ(N) is a Bauer simplex.

The proof of Theorem 1.3 is based on the proof of B. Weiss and E. Glasner [GW97] that the simplex of invariant probability measures for the shift-action of G on \{0, 1\}^G is a Poulsen simplex if G does not have Kazhdan’s property (T) and is a Bauer simplex if G has property (T).

Observe that the set Sub(N) may be strictly smaller then the perfect kernel \mathcal{K}(G) if G/N has uncountably many subgroups. So our second result still leaves open the problem of describing the structure of the simplex IRS_Γ(F \wr Γ) of invariant measures supported on the perfect kernel.

1.1 Plan of the paper

In §2 we introduce notation and identify the perfect kernel of Sub(\mathcal{L}_{n,p}). In §3 we prove Theorem 1.2 that IRS*(\mathcal{L}_{n,p}) is a Poulsen simplex. In §4 we prove Theorem 1.3. §5 contains some general facts about IRS’s. In §6 we finish Theorem 1.1 by computing the Cantor-Bendixson rank of Sub(\mathcal{L}_{n,p}).
2 Preliminaries

In this section we set notation and identify the perfect kernel of \( \text{Sub}(L_{n,p}) \). So fix a prime number \( p \) and an integer \( n \geq 1 \). Let

\[
L_{n,p} := (\mathbb{Z}/p\mathbb{Z})^n \triangleright \mathbb{Z} = \mathbb{Z}/p\mathbb{Z}^n \times \mathbb{Z}.
\]

Let \( A_{n,p} \) denote the subgroup \( \mathbb{Z}/p\mathbb{Z}^n \) of \( L_{n,p} \). Let \( R = \mathbb{F}_p[x, x^{-1}] \), and define the structure of an \( R \)-module on \( A_{n,p} \) by setting \( x\omega, \omega \in A_{n,p} \) equal to the shift of \( \omega \) by \(+1\). \( (x\omega)_i = \omega_{i+1} \) for all \( i \).

Elements of \( L_{n,p} \) are written as pairs \( (v,s) \) where \( v \in A_{n,p} \) and \( s \in \mathbb{Z} \). If \( g = (v,s) \) and \( h = (w,t) \) are elements of \( L_{n,p} \) then direct computation gives that \( gh = (v+x^s w, s+t) \) and \( g^{-1} = (-x^{-s} v, -s) \).

Let us introduce the notation \( \Phi_t(x) = 1 + x + \cdots + x^{t-1} \). The next result is [GK12, Lemma 3.1].

**Lemma 2.1.** Let \( V \) be a subgroup of \( L_{n,p} \). Then it defines a triple \((s,V_0,v)\), where \( s \in \mathbb{N} \) is such that \( s\mathbb{Z} \) is the image of projection of \( V \) on \( \mathbb{Z} \), \( V_0 = V \cap A_{n,p} \), satisfies \( x^s V_0 = V_0 \), and \( v \in A_{n,p} \) is such that \((v,s) \in V \). The element \( v \) is uniquely determined up to addition of elements from \( V_0 \). For \( s = 0 \) one can choose \( v = 0 \).

Conversely any triple \((s,V_0,v)\) with such properties gives rise to a subgroup of \( L_n \). Two triples \((s,V_0,v)\) and \((s',V_0',v')\) define the same subgroup if and only if \( s = s' \), \( V_0 = V_0' \) and \( v + V_0 = v' + V_0 \).

Moreover, \( V \subset V' \) if and only if \( s'|s \), \( V_0 \subset V'_0 \) and \( v = \varphi_{s/s'}(x^{s'})v' \mod V'_0 \).

Define \( \pi_1 : \text{Sub}(L_{n,p}) \to \mathbb{N} \) by \( \pi_1(V) = s \) where \( s\mathbb{Z} \) is the image of projection of \( V \) on \( \mathbb{Z} \). Define \( \pi_2 : \text{Sub}(L_{n,p}) \to \text{Sub}(A_{n,p}) \) by \( \pi_2(V) = V \cap A_{n,p} \).

**Lemma 2.2.** There are only a countable number of subgroups \( V \) of \( L_{n,p} \) with \( \pi_1(V) > 0 \).

**Proof.** Let \( V \) be such a subgroup, \( s = \pi_1(V) \), \( V_0 = V \cap A_{n,p} \), and \( v \in A_{n,p} \) be such that \((v,s) \in V \). The triple \((s,V_0,v)\) completely characterizes the group. Define a new \( R \)-module structure \( N \) on \( A_{n,p} \) by \( x \ast \omega = x^s \omega \). Then \( V_0 \) is an \( R \)-submodule of \( N \). Note that since \( s > 0 \), \( N \) is isomorphic to \( R^{n_s} \) as an \( R \)-module (if \( e_i, i \in [1,n] \) is the basis of \( A_{n,p} \) then the basis of \( N \) is \( x^j e_i, i \in [1,n] \) and \( j \in [0,s-1] \)).

Note that there is only a countable number of submodules of \( R^k \). Indeed, since \( R \) is a PID and \( R^k \) is finitely generated, any submodule is also finitely generated. Since \( R \) is countable, \( R^k \) is also countable, hence there is only a countable number of finite subsets of \( R^k \). Hence there is only a countable number of finitely generated submodules.

Since \( A_{n,p} \) is countable, we have that for each \( s > 0 \) there is only a countable number of possible triples \((s,V_0,v)\). \( \square \)

**Theorem 2.3.** The perfect kernel of \( \text{Sub}(L_{n,p}) \) is \( \text{Sub}(A_{n,p}) \).
Proof. First we show that Sub$(A_{n,p})$ does not have isolated points. Let $H$ be a subgroup of $A_{n,p}$ and consider it as a vector subspace over $\mathbb{F}_p$. There is a countable basis $f_i$ of $A_{n,p}$, indexed by a set $I$, and a partition $I = I_1 \coprod I_2$ such that $\{ f_i : i \in I_1 \}$ is a basis of $H$. At least one of the sets $I_1$ or $I_2$ is infinite. If $I_q$ ($q = 1$ or $2$) is infinite, then the collection of subgroups $H_j$, $j \in I_q$, with $H_j$ being the subgroup generated by $\{ f_i | i \in I_1 \Delta \{ j \} \}$ (by $\Delta$ we mean symmetric difference of two sets), does not contain $H$ but has $H$ as an accumulation point. Now we have that Sub$(A_{n,p})$ is a perfect subset of Sub$(L_{n,p})$, hence the perfect kernel of Sub$(L_{n,p})$ contains Sub$(A_{n,p})$. By the previous Lemma we have that Sub$(L_{n,p}) \setminus$ Sub$(A_{n,p})$ is countable. The next Lemma then shows that perfect kernel must be equal to Sub$(A_{n,p})$.

Lemma 2.4. Let $X$ be a Cantor set and $X_1 \subset X$ be a closed subset without isolated points such that $X \setminus X_1$ is at most countable. Then in fact $X = X_1$.

Proof. Indeed the set $U = X \setminus X_1$ is open, and any nonempty open subset of the Cantor set contains a small copy of the Cantor set and thus is uncountable.

We skip the proof of the next lemma which is straightforward.

Lemma 2.5. The map $\pi_2$ is continuous. The map $\pi_1$ is Borel and conjugation-invariant in the sense that $\pi_1(gVg^{-1}) = \pi_1(V)$ for any $g \in L_{n,p}$, $V \in$ Sub$(L_{n,p})$.

3 Conjugation-invariant measures

In this section, we show that IRS$_s(L_{n,p})$ is a Poulsen simplex thereby establishing Theorem 1.2.

We use the superscript $e$ on a space of measures to denote the subspace of ergodic measures. For example, IRS$_e(G)$ denotes the subspace of ergodic measures of IRS$(G)$. Let IRS$_s(L_{n,p}) \subset$ IRS$(L_{n,p})$ be those measures $\mu$ with $\mu(\pi_1^{-1}(s)) = 1$. By Lemma 2.5, IRS$_s(L_{n,p})$ is the disjoint union of IRS$_s(L_{n,p})$ over $s \in \{ 0, 1, 2, 3, \ldots \}$. By Theorem 2.3, IRS$_0(L_{n,p}) = IRS_s(L_{n,p})$.

Lemma 3.1. If $s > 0$ and $\mu \in IRS_s(L_{n,p})$ then $\mu$ is supported on a single finite conjugacy class. Therefore $\bigcup_{s=1}^\infty IRS_s(L_{n,p})$ is countable.

Proof. By Lemma 2.2, $\mu$ is supported on a countable set. Because $\mu$ is ergodic, this implies it is supported on single conjugacy class $C \subset$ Sub$(L_{n,p})$. Therefore it is the uniform measure on $C$ which implies that $C$ is finite.

Let IRS$_r(A_{n,p})$ be the space of shift-invariant Borel probability measures on Sub$(A_{n,p})$. Here $\tau$ is the shift on $A_{n,p}$ which corresponds to multiplication by $x$ if $A_{n,p}$ is considered as $R$-module.

Lemma 3.2. The map $\pi_2$ pushes forward to an affine map $(\pi_2)_* : IRS(L_{n,p}) \to IRS_r(A_{n,p})$. The restriction of $(\pi_2)_*$ to IRS$_0(L_{n,p})$ is an isomorphism.
Theorem 3.3. IRS\(_r(\mathcal{A}_{n,p})\) is a Poulsen simplex. Therefore, IRS\(_0(\mathcal{L}_{n,p}) = IRS\(_s(\mathcal{L}_{n,p})\) is also a Poulsen simplex.

Proof. Given an element \(w \in \mathcal{A}_{n,p}\), we let \(w = (\ldots, w_{-1}, w_0, w_1, w_2, \ldots)\) with each \(w_k \in (\mathbb{Z}/p\mathbb{Z})^n\). For \(i \leq j\) let \(\mathcal{X}^{[i,j]}\) be the subgroup of \(\mathcal{A}_{n,p}\) which consists of all \(w\) with \(w_k = 0\) if \(k \not\in [i, j]\). For \(i \leq j\), let \(P_{i,j} : \text{Sub}(\mathcal{A}_{n,p}) \to \text{Sub}(\mathcal{X}^{[i,j]})\) be the intersection map \(P_{i,j}(H) = H \cap \mathcal{X}^{[i,j]}\). It is easy to see that \(P_{i,j}\) is continuous. It induces a map \(P_{i,j}^* : \text{IRS}(\mathcal{A}_{n,p}) \to \text{IRS}(\mathcal{X}^{[i,j]})\).

Let \(\mu \in \text{IRS}_r(\mathcal{A}_{n,p})\). It suffices to show that \(\mu\) is a limit point of ergodic measures in IRS\(_r(\mathcal{A}_{n,p})\). Let \(m > 0\) be an integer. Then \(P_{0,m-1}^0\mu\) is a measure on \(\text{Sub}(\mathcal{X}^{[0,m-1]})\). So the infinite direct product \((P_{0,m-1}^0\mu)^\mathbb{Z}\) is a measure on \(\text{Sub}(\mathcal{X}^{[0,m-1]})^\mathbb{Z}\). Note that this measure is ergodic under the shift because it is Bernoulli.

Let \(\Phi : (\text{Sub}(\mathcal{X}^{[0,m-1]})^\mathbb{Z}) \to \text{Sub}(\mathcal{A}_{n,p})\) be the map
\[
\Phi(\ldots, H_{-1}, H_0, H_1, \ldots) = \bigoplus_{k \in \mathbb{Z}} x^{km}H_k
\]
where each \(H_k \in \text{Sub}(\mathcal{X}^{[0,m-1]})\).

This map intertwines the shift on \((\text{Sub}(\mathcal{X}^{[0,m-1]})^\mathbb{Z})\) with the \(m\)-th power of the shift on \(\text{Sub}(\mathcal{A}_{n,p})\). So \(\Phi_*((P_{0,m-1}^0\mu)^\mathbb{Z}) \in \text{IRS}(\mathcal{A}_{n,p})\) is invariant and ergodic under \(\tau^m\). Finally, let
\[
\mu_m := \frac{1}{m} \sum_{k=0}^{m-1} \tau^k\Phi_*((P_{0,m-1}^0\mu)^\mathbb{Z}).
\]
This is a shift-invariant ergodic measure in IRS\(_r(\mathcal{A}_{n,p})\). It is ergodic because if \(E \subset \text{Sub}(\mathcal{A}_{n,p})\) is any measurable shift-invariant set then for each \(k\),
\[
\tau^k\Phi_*((P_{0,m-1}^0\mu)^\mathbb{Z})(E) \in \{0, 1\}
\]
by ergodicity of \(\Phi_*((P_{0,m-1}^0\mu)^\mathbb{Z})\). By shift invariance, \(\tau^k\Phi_*((P_{0,m-1}^0\mu)^\mathbb{Z})(E) = \Phi_*((P_{0,m-1}^0\mu)^\mathbb{Z})(E)\) for every \(k\). So \(\mu_m(E) \in \{0, 1\}\) as required.

It now suffices to show that \(\lim_{m \to \infty} \mu_m = \mu\). Note that if \(j + k < m\) then \(P_{0,j}^0\mu = P_{0,j}^0(\tau^k\Phi_*((P_{0,m-1}^0\mu)^\mathbb{Z}))\). Indeed, let \(T\) be any subgroup of \(\mathcal{X}^{[0,j]}\). On the one element set \(\{T\} \in \text{Sub}(\mathcal{X}^{[0,j]})\) the left hand side is equal to \(\mu(\{H < \mathcal{A}_{n,p}| H \cap \mathcal{X}^{[0,j]} = T\})\), and the right hand side is equal to the measure \(\Phi_*((P_{0,m-1}^0\mu)^\mathbb{Z})\) of the set \(\{H < \mathcal{A}_{n,p}| H \cap \mathcal{X}^{[0,m-1]} = T\}\).

If \([k, j+k] \subset [0, m-1]\) then it is further equal to the measure \(P_{0,m-1}^0\mu\) of the set \(\{H < \mathcal{X}^{[0,m-1]}| H \cap \mathcal{X}^{[k,j+k]} = T\}\) and hence to the measure \(\mu\) of the set
\[
\{H < \mathcal{A}_{n,p}| (H \cap \mathcal{X}^{[0,m-1]}) \cap \mathcal{X}^{[k,j+k]} = T\} = \{H < \mathcal{A}_{n,p}| H \cap \mathcal{X}^{[k,j+k]} = T\},
\]
and by shift invariance of \(\mu\) we have the equality. Therefore, \(|P_{0,j}^0\mu_m - P_{0,j}^0\mu|_1 \leq 2j/m\) which implies \(\lim_{m \to \infty} \mu_m = \mu\).

Remark 1. If instead of \(\mathcal{A}_{n,p}\) we consider the compact group \(\hat{\mathcal{A}}_{n,p} = \prod_{\mathbb{Z}}(\mathbb{Z}/p\mathbb{Z})^n\), and the set of its closed subgroups \(\text{Sub}(\hat{\mathcal{A}}_{n,p})\), then by replacing in the above proof the map \(\Phi\) by
\[
\hat{\Phi}(\ldots, H_{-1}, H_0, H_1, \ldots) = \cdots \times H_{-1} \times H_0 \times H_1 \times \cdots
\]
we have proved that the simplex IRS\(_r(\hat{\mathcal{A}}_{n,p})\) of shift invariant measures on \(\text{Sub}(\hat{\mathcal{A}}_{n,p})\) is Poulsen.
4 IRS’s of $F \wr \Gamma$

In this section we determine the type of simplex of IRS’s supported on $\text{Sub}(\bigoplus \Gamma F)$ for an arbitrary wreath product $F \wr \Gamma$ of a finite group $F$ and countable group $\Gamma$. In particular, we obtain another proof of Theorem 3.3.

We think of $N = \bigoplus \Gamma F$ as the set of all functions $\phi : \Gamma \to F$ such that $\phi^{-1}(f)$ is finite for every $f \in F \setminus \{e\}$. The multiplication in $N$ is defined coordinate-wise: $(\phi\psi)(f) = \phi(f)\psi(f)$. The group $\Gamma$ acts on $N$ by $(\gamma\phi)(f) = \phi(\gamma^{-1}f)$. This action induces a $\Gamma$-action on $\text{Sub}(N)$, the space of subgroups of $N$. Let $\text{IRS}_\Gamma(N)$ be the simplex of $\Gamma$-invariant Borel probability measures on $\text{Sub}(N)$ with the weak* topology.

**Theorem 1.3.** If $\Gamma$ does not have property (T) then $\text{IRS}_\Gamma(N)$ is a Poulsen simplex. If $\Gamma$ has property (T) then $\text{IRS}_\Gamma(N)$ is a Bauer simplex.

**Proof.** By [GW97, Theorem 1], if $\Gamma$ has property (T) and $\Gamma \rtimes X$ is any continuous action on a compact metrizable space, then the space of shift-invariant Borel probability measures on $X$ is a Bauer simplex. So we may assume $\Gamma$ does not have property (T).

It is well-known that the ergodic measures in $\text{IRS}_\Gamma(N)$ are the extreme points of $\text{IRS}_\Gamma(N)$. By Krein-Milman theorem the only closed convex subset of $\text{IRS}_\Gamma(N)$ which contains the ergodic measures is $\text{IRS}_\Gamma(N)$ itself. Therefore it suffices to show that the closure of the subset of ergodic measures in $\text{IRS}_\Gamma(N)$ is convex. So let $\mu_1, \mu_2 \in \text{IRS}_\Gamma(N)$ be ergodic measures. Hence it is enough to show that $(1/2)(\mu_1 + \mu_2)$ is a limit of ergodic measures.

For the definition of weak mixing and strong mixing we recommend [Sch84]. A result mentioned there in combination with a result from [BV93] shows, as is indicated in [GW97], Theorem 2, that there exists a weakly mixing measure-preserving action $\Gamma \rtimes (X, \lambda)$ on standard probability space $(X, \lambda)$ which is ergodic but not strongly ergodic. This implies the existence of a sequence $\{A_i\}_{i=1}^\infty$ of Borel subsets of $X$ such that

- $\lim_{i \to \infty} \lambda(A_i \triangle gA_i) = 0$ for every $g \in \Gamma$;
- $\lambda(A_i) = 1/2$ for every $i$,

see [JS87], lemma 2.3.

Let $\Psi_n : \text{Sub}(N) \times \text{Sub}(N) \times X \to \text{Sub}(N)$ be the map

$$\Psi_n(H_1, H_2, x) = (H_1 \cap \bigoplus J_n(x) F) \times (H_2 \cap \bigoplus K_n(x) F)$$

where

$$J_n(x) = \{ g \in \Gamma : x \in gA_n \}, \quad K_n(x) = \{ g \in \Gamma : x \in X \setminus gA_n \}.$$ 

Note that $\Psi_n$ is $\Gamma$-equivariant with respect to the diagonal action of $\Gamma$.

Let $\nu$ be an ergodic joining of $\mu_1$ and $\mu_2$. More precisely, $\nu$ is a $\Gamma$-equivariant Borel probability measure on $\text{Sub}(H) \times \text{Sub}(H)$ whose projections are $\mu_1, \mu_2$ respectively. For example, we may choose $\nu$ to be an ergodic component of the product $\mu_1 \times \mu_2$. Let $\eta_n := (\Psi_n)_\#(\nu \times \lambda) \in \text{IRS}_\Gamma(N)$. Because $\Gamma \rtimes (X, \lambda)$ is weakly mixing, it follows that $\Gamma \rtimes (\text{Sub}(N) \times \text{Sub}(N) \times X, \nu \times \lambda)$ is ergodic ([Sch84], Proposition 2.2). So $\eta_n$ is ergodic.
We claim that \( \eta_n \) converges to \((1/2)(\mu_1 + \mu_2)\) as \( n \to \infty \). It suffices to show that for any finite set \( U \subset \Gamma \) and any subgroup \( T < \oplus_u F \), we have

\[
\lim_{n \to \infty} \eta_n(\{S \in \text{Sub}(N) : S \cap \oplus_u F = T\}) = (1/2)(\mu_1 + \mu_2)(\{S \in \text{Sub}(N) : S \cap \oplus_u F = T\}).
\]

If \( x \in \bigcap_{u \in U} uA_n \) then \( U \subset J_n(x) \) which implies

\[
\Psi_n(H_1, H_2, x) \cap \oplus_u F = H_1 \cap \oplus_u F.
\]

Similarly, if \( x \in \bigcap_{u \in U} u(X \setminus A_n) \) then \( U \subset K_n(x) \) which implies

\[
\Psi_n(H_1, H_2, x) \cap \oplus_u F = H_2 \cap \oplus_u F.
\]

Therefore

\[
\begin{align*}
\eta_n(\{S \in \text{Sub}(H) : S \cap \oplus_u F = T\}) &= \nu \times \lambda(\{(H_1, H_2, x) : \Psi_n(H_1, H_2, x) \cap \oplus_u F = T\}) \\
&= \nu \times \lambda(\{(H_1, H_2, x) : x \in \bigcap_{u \in U} uA_n, \ H_1 \cap \oplus_u F = T\}) \\
&\quad + \nu \times \lambda(\{(H_1, H_2, x) : x \in \bigcap_{u \in U} u(X \setminus A_n), \ H_2 \cap \oplus_u F = T\}) \\
&\quad + \nu \times \lambda(\{(H_1, H_2, x) : x \notin (\bigcap_{u \in U} uA_n) \cup (\bigcap_{u \in U} u(X \setminus A_n)), \ \Psi_n(H_1, H_2, x) \cap \oplus_u F = T\}) \\
&= \mu_1(\{H_1 : H_1 \cap \oplus_u F = T\}) \lambda(\bigcap_{u \in U} uA_n) \\
&\quad + \mu_2(\{H_2 : H_2 \cap \oplus_u F = T\}) \lambda(\bigcap_{u \in U} u(X \setminus A_n)) \\
&\quad + \nu \times \lambda(\{(H_1, H_2, x) : x \notin (\bigcap_{u \in U} uA_n) \cup (\bigcap_{u \in U} u(X \setminus A_n)), \ \Psi_n(H_1, H_2, x) \cap \oplus_u F = T\}).
\end{align*}
\]

Because \( \{A_n\}_{n=1}^\infty \) is asymptotically invariant,

\[
\lim_{n \to \infty} \lambda(\bigcap_{u \in U} uA_n) = \lim_{n \to \infty} \lambda(\bigcap_{u \in U} u(X \setminus A_n)) = 1/2.
\]

Also note

\[
\begin{align*}
\nu \times \lambda(\{(H_1, H_2, x) : x \notin (\bigcap_{u \in U} uA_n) \cup (\bigcap_{u \in U} u(X \setminus A_n)), \ \Psi_n(H_1, H_2, x) \cap \oplus_u F = T\}) &\leq 1 - \lambda(\bigcap_{u \in U} uA_n) - \lambda(\bigcap_{u \in U} u(X \setminus A_n))
\end{align*}
\]

tends to zero as \( n \to \infty \). So the equations above imply

\[
\lim_{n \to \infty} \eta_n(\{S \in \text{Sub}(N) : S \cap \oplus_u F = T\}) = (1/2)(\mu_1 + \mu_2)(\{S \in \text{Sub}(N) : S \cap \oplus_u F = T\})
\]

as required. \( \square \)
5 Topological and Borel structures on Sub(G)

Let us make a few remarks of a general character concerning IRS’s that may be useful.

**Proposition 5.1.** If $N < G$ is a subgroup then the set $\text{Sub}(G, N)$ of subgroups of $G$ containing $N$ is closed.

**Proposition 5.2.** ([Vo12]) The clopen sets $C_{A,B} = \{H \in \text{Sub}(G) | A \subset H, H \cap B = \emptyset\}$, where $|A|, |B| < \infty$, form a basis for the topology of $\text{Sub}(G)$. The sets $Q_g = \{N | g \in N\}$ generate the Borel $\sigma$-algebra of $\text{Sub}(G)$.

If $\phi : G \rightarrow H$ is a homomorphism, then $N \mapsto \phi(N)$ maps $\text{Sub}(G)$ to $\text{Sub}(H)$ and $N \mapsto \phi^{-1}(N)$ maps $\text{Sub}(H)$ to $\text{Sub}(G)$. The image of the first map is $\text{Sub}(\phi(G))$ and of the second map $\text{Sub}(G, \text{Ker}(\phi))$. A special case of the second map is the intersection with some fixed subgroup. Indeed, if $i : G \rightarrow H$ is an inclusion, then $i^{-1}(N) = N \cap G$.

**Proposition 5.3.** The map $N \mapsto \phi^{-1}(N)$ is continuous, and the map $N \mapsto \phi(N)$ is Borel.

**Proof.** For the first part, note that $\phi^{-1}(N_m) \rightarrow \phi^{-1}(N)$ as $m \rightarrow \infty$ means that $\{g \in \phi^{-1}(N_m)\}$ stabilizes to $\{g \in \phi^{-1}(N)\}$ for any $g \in G$. Now, $g \in \phi^{-1}(N_m)$ if and only if $\phi(g) \in N_m$. That is, the events $\{g \in \phi^{-1}(N_m)\}$ and $\{\phi(g) \in N_m\}$ are equal. It follows that $\phi^{-1}(N_m) \rightarrow \phi^{-1}(N)$ if and only if the event $\{\phi(g) \in N_m\}$ stabilizes to $\{\phi(g) \in N\}$ for any $g \in G$. However, we know that $N_m \rightarrow N$ and so $\{v \in N_m\}$ stabilizes to $\{v \in N\}$ for any $v \in H$ at all, in particular for any $v$ of the form $\phi(g)$.

For the second part, we just need to compute $\{N | \phi(N) \in Q_h\}$, where $Q_h = \{N' | h \in N'\}$, since $Q_h, h \in H$ generate the Borel $\sigma$-algebra of $\text{Sub}(H)$ by Proposition 5.2. Now notice that $\phi(N) \in Q_h$ means that $h \in \phi(N)$, which is equivalent to $\phi^{-1}(h) \cap N \neq \emptyset$. Thus $\{N | \phi(N) \in Q_h\} = \cup_{g \in \phi^{-1}(h)} Q_g$ which is Borel, since $\phi^{-1}(h)$ is countable (if $\text{Ker}\phi$ is finite, then it is actually clopen, and hence $N \mapsto \phi(N)$ is continuous).

Thus given an IRS $\mu$ on $G$ we can get an induced IRS $\phi_\ast \mu$ on $\phi(G) < H$, and given an IRS $\nu$ on $H$ we can get induced IRS $(\phi^{-1})_\ast \nu$ on $G$, supported on $\text{Sub}(G, \text{Ker}(\phi))$.

6 The Cantor-Bendixson rank of $\text{Sub}(L_{n,p})$

Here we will show that the Cantor-Bendixson rank of $\text{Sub}(L_{n,p})$, denoted $r_{\text{CB}}(L_{n,p})$, is the first infinite ordinal $\omega$. To do this, we will deal with the topological space $\text{Sub}(L_{n,p}) \setminus \text{Sub}(A_{n,p})$, and it will be convenient to give it a special name.

**Definition 1.** Denote $\text{Sub}(L_{n,p}) \setminus \text{Sub}(A_{n,p})$ by $Z$.

By theorem 2.3 we know that the kernel of $\text{Sub}(L_{n,p})$ is exactly $\text{Sub}(A_{n,p})$. Since it is a closed subset of $\text{Sub}(L_{n,p})$, any sequence of subgroups with limit not in $\text{Sub}(A_{n,p})$ consists, but for a finite number of them, of elements which are also not in $\text{Sub}(A_{n,p})$. Therefore the Cantor-Bendixson rank of $\text{Sub}(L_{n,p})$ is equal to the Cantor-Bendixson rank of $Z$. In order
to compute \( r_{CB}(Z) \) we will define the Cantor-Bendixson rank of a poset, construct a map \( Z \) onto a particular poset denoted by \( Q \) which will encode the convergence properties of \( Z \) in terms of the order relation on \( Q \). We will then prove that \( r_{CB}(Z) = r_{CB}(Q) \) and that \( r_{CB}(Q) = \omega \).

Let \( P \) be any set with transitive relation \(<\). An element \( p \in P \) is minimal if there does not exist \( q \in P \) with \( q < p \).

**Definition 2.** Let \( P_0 \) be the set of all minimal elements of \( P \), and \( P_0 = P \setminus P_0 \). Inductively, for any ordinal \( \alpha \) let \( P_{\alpha+1} \) be the union of \( P_{\alpha} \) and the set of minimal elements of \( P_{\alpha} \), and \( P_{\alpha+1} = P \setminus P_{\alpha+1} \). For a limit ordinal \( \beta \), let \( P_{\beta} = \bigcup_{\alpha<\beta} P_{\alpha} \), and \( P_{\beta} = \cap_{\alpha<\beta} P_{\alpha} \). The Cantor-Bendixson rank of \( P \), \( r_{CB}(P) \), is defined as the minimal ordinal \( \alpha \) such that \( P_{\alpha} = P_{\alpha+1} \).

**Lemma 6.1.** Let \( P \) be such that \( \bar{P}_{r_{CB}(P)} = \emptyset \). If \( P' \subset P \) with the relation on \( P' \) induced from \( P \), then \( r_{CB}(P') \leq r_{CB}(P) \).

**Proof.** Note that \( P_0 \cap P' \subset P_0 \), hence \( \bar{P}_0' \subset \bar{P}_0 \). Then by (transfinite) induction we obtain that \( \bar{P}_\alpha' \subset \bar{P}_\alpha \) for any ordinal \( \alpha \). It follows that if \( \bar{P}_\alpha = \emptyset \) then \( \bar{P}_\alpha' = \emptyset \). \( \square \)

**Definition 3.** Let \( Q \) be the partially ordered set, with the set of elements \( \mathbb{N} \times (\mathbb{N} \cup \{0\}) \), and \( (t',r') < (t,r) \) if and only if \( t' | t \) and \( t'r' < tr \).

**Theorem 6.2.** The Cantor-Bendixson rank of \( Q \) is \( \omega \), where \( \omega \) is the first infinite ordinal.

**Proof.** Let \( Q' \) be the set \( \mathbb{N} \times (\mathbb{N} \cup \{0\}) \) together with relation \((a,b) < (a',b')\) if \( a|a' \) and \( b < b' \). Clearly, the Cantor-Bendixson rank of \( Q' \) is \( \omega \). The Cantor-Bendixson rank of the natural numbers with the “less than” relation, \((\mathbb{N},<)\), is also \( \omega \).

Note that we have relation-preserving inclusions \( \mathbb{N} \rightarrow Q, n \mapsto (2^n,1) \) and \( Q \rightarrow Q', (t,r) \mapsto (t,tr) \). So the theorem follows from lemma 6.1. \( \square \)

The rest of this section is devoted to showing:

**Theorem 6.3.** The Cantor-Bendixson rank of \( \text{Sub}(\mathcal{L}_{n,p}) \) is equal to the Cantor-Bendixson rank of \( Q \).

Theorems 2.3, 6.3 and 6.2 immediately imply Theorem 1.1.

### 6.1 A map \( \Phi \) from \( Z \) to \( Q \)

In this section, we define a map from \( Z \) into \( Q \). Recall that \( R = \mathbb{F}_p[x, x^{-1}] \). We identify \( R^n \) with \((\mathbb{F}_p[x, x^{-1}])^n \) and with the subgroup \( A_{n,p} < \mathcal{L}_{n,p} \).

**Definition 4.** Let \( M \) be an \( R \)-module and \( U \subset M \) an abelian subgroup. Let \( e(U) \) be the minimal positive \( e \) such that \( xeU = U \), if such \( e \) exists, and \( +\infty \) otherwise. Note that if \( xeU = U \) for some \( s > 0 \) then \( e(U) \) divides \( s \).

**Definition 5.** If \( M \) is a finitely generated \( R \)-module then \( \text{rk}(M) \), the rank of \( M \) is the maximal number of elements which freely generate a free submodule of \( M \). If no free submodule of \( M \) exists then \( \text{rk}(M) := 0 \).
Note that since $R$ is principal ideal domain, all freely generating sets will have the same cardinality. This also implies that rank is additive ($\text{rk}(M/M') = \text{rk}(M) - \text{rk}(M')$) and that $\text{rk}(M) = 0$ implies that $M$ is a sum of nontrivial factors of $R$, hence is finite (any nontrivial factor of $R$ is finite).

**Definition 6.** Let $U$ be an abelian subgroup of an $R$-module $M$. Suppose $x^mU = U$ for some integer $m \geq 1$. Then we can consider $U$ as an $R$-module via the rule $x^mu := x^m u$. Let $\text{rk}_m(U)$ be the rank of $U$ considered as an $R$-module with this rule. For example, $\text{rk}_m(R^n) = nm$. Define $r_{M,U} = ne - \text{rk}_e(U)$ where $e = e(U)$ and $n = \text{rk}(M)$.

Note that if $\text{rk}_1(U)$ is defined then $U$ is in fact an $R$-submodule, hence $\text{rk}_1(U) = \text{rk}(U)$.

**Definition 7.** For each subgroup $V \subset \mathcal{L}_{n,p}$ which does not lie in $R^n = A_{n,p}$ let $(s, U, v)$ be its triple. Define $t_V = s/e_U$ and $r_V = r_{R^*U}$.

Note the difference between the notations $r_V$ and $r_{M,U}$. The first one implies that $V \in \mathcal{Z}$, while the notation $r_{M,U}$ implies that $M$ is an $R$-module of finite rank, and $U \subset M$ is an abelian subgroup with finite $e(U)$.

**Proposition 6.4.** Define $\Phi : \mathcal{Z} \to \mathcal{Q}$ by $\Phi(V) = (t_V, r_V)$. Note that $\Phi$ is order preserving. Also, for any $q < \Phi(V) \in \mathcal{Q}$ there exists a sequence $\{V_m\}_{m=1}^\infty \subset \mathcal{Z}$ such that $\Phi(V_m) = q$ for all $m$ and $V_m \to V$ as $m \to \infty$. Conversely if $\{V_m\}_{i=1}^\infty \subset \mathcal{Z}$ limits on $V \in \mathcal{Z}$ and $V_m \neq V$ for every $m$ then there exists a subsequence $\{V_{mk}\}_{k=1}^\infty$ and $q < \Phi(V)$ such that each $V_{mk}$ is mapped to $q$.

Because of this Proposition, we say that $\mathcal{Q}$ is an encoding poset for the topological space $\mathcal{Z}$. Observe that Theorem 6.3 is immediately implied by Proposition 6.4. The rest of the section is devoted to proving Proposition 6.4.

### 6.2 Convergence in $\mathcal{Z}$

In this section we study properties of convergent sequences in $\mathcal{Z}$.

**Theorem 6.5.** Suppose $V$ is a subgroup of $\mathcal{L}_{n,p}$. Then either $V$ is a subgroup of $A_{n,p}$ or $V$ is isomorphic to $\mathcal{L}_{k,p}$ for some $k \geq 1$. In particular if $s > 0$ then $V$ is finitely generated, and if $V$ is of finite index in $\mathcal{L}_{n,p}$ then $V$ is isomorphic to $\mathcal{L}_{ns,p}$ where $s$ is the projection of $V$ onto $\mathcal{Z}$. If $V$ is a finitely generated subgroup then $V$ is either an elementary $p$-group of finite rank or isomorphic to $\mathcal{L}_{k,p}$ for some $k \geq 1$.

**Proof.** This is [GK12, Theorem 3.5].

**Lemma 6.6.** Suppose $V_m \to V$ in $\mathcal{Z}$. Then there is $m_0$ such that $V \subset V_m$ for all $m \geq m_0$.

**Proof.** Indeed, such $V$ is isomorphic to some $\mathcal{L}_{k,p}$ by Theorem 6.5 and thus is finitely generated. So for some finite set of generators of $V$ there is $m_0$ such that for all $m \geq m_0$, $V_m$ contains this set of generators, and therefore $V \subset V_m$. 
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Lemma 6.7. Suppose \( V_m \rightarrow V \) in \( \text{Sub}(\mathcal{L}_{n,p}) \). Then \( V_m \cap \mathcal{A}_{n,p} \rightarrow V \cap \mathcal{A}_{n,p} \).

Proof. Follows from Proposition 5.3. \qed

Lemma 6.8. Let \( U \subset U_m \) be submodules of \( R^n, U_m \rightarrow U \), and \( \text{rk}(U) = \text{rk}(U_m) \). Then \( U_m \) stabilizes to \( U \).

Proof. Let \( n' = n - \text{rk}(U) \). Since \( U \subset U_m \) the event \( v \in U_m \) is equal to the event \( v + U \in U_m/U \). So if \( U_m \rightarrow U \) it follows that \( U_m/U \rightarrow 0 \) in \( R^n/U \cong R^{n'} \oplus R_0 \), where \( R_0 \) is a finite \( R \) module. Now, \( \text{rk}(U_m) = \text{rk}(U) \) implies that \( U_m/U \) is finite, and so \( U_m/U \subset R_0 \). A convergent sequence of subsets of a finite set stabilizes. \qed

Lemma 6.9. Let \( U \) be an additive subgroup of \( R^n \), and \( \{f_m\}_{m \geq 1} \) be the list of irreducible elements of \( \mathbb{F}_p[x] \). Then \( U_m = f_m U \rightarrow \{0\} \).

Proof. Let \( v \in R^n \). Then \( v \in U_m = f_m U \) if and only if each coordinate of \( v \) is divisible by \( f_m \). If \( v \) is in infinitely many \( U_m \) it means that each coordinate of \( v \) is divisible by infinitely many irreducible elements of \( R \), which implies that \( v = 0 \). \qed

Lemma 6.10. Suppose that \( U_m, U \) are additive subgroups of \( R^n \), \( U \subset U_m \) and \( e(U_m), e(U) \) divide \( s > 0 \) for all \( m \). Suppose that \( U_m \rightarrow U \) (in the space of subsets of \( R^n \)). Then for any \( v \in R^n \) we have that the subgroups \( V_m \) with triples \( (s, U_m, v) \) converge to subgroup \( V \) with triple \( (s, U, v) \).

Proof. Note that \( (w, t) \in V_m \) if and only if \( s|t \) and \( (w, t)/(v, s)^{-t/s} \in U_m \). This event converges to \( (w, t)/(v, s)^{-t/s} \in U \), which is true if and only if \( (w, t) \in V \). \qed

Lemma 6.11. The number of submodules \( M \) of \( R^k \) such that \( \text{dim}_{\mathbb{F}_p} R^k/M = a \) is equal to \( p^a - p^{(a-1)k} \) for \( a > 0 \) and to 1 for \( a = 0 \).

Proof. This is [GK12, Lemma 3.8] \qed

Lemma 6.12. For any \( n > 0, b > 0 \) and \( 0 < r \leq nb \) there is an additive subgroup \( U \subset R^n \) such that \( e(U) = b \) and \( \text{rk}_b(U) = r \).

Proof. Consider first the case \( r = nb \). For \( a \in \mathbb{N} \) let \( P_a \) be the set of all subgroups \( U \subset R^n \) such that \( x^a U = U \) and \( \text{dim}_{\mathbb{F}_p} R^n/U = 1 \). Then \( |P_a| = p^{na} - 1 \) by lemma 6.11. We are going to show that the number of elements in \( \cup_{a|b, a < b} P_a \) is strictly smaller than the number of elements in \( P_b \) (note that \( a|b \) implies \( P_a \subset P_b \)). Then any subgroup in \( P_b \) which is not in any \( P_a \), \( a < b \) will have \( e(U) = b \), and since \( \text{dim}_{\mathbb{F}_p} R^n/U \) is finite, \( \text{rk}_b(U) = nb \).

Let \( q_1, \ldots, q_m \) be all primes that divide \( b \), and \( a_i = b/q_i \). Then if \( a|b \) and \( a < b \), there is some \( i \) such that \( a|a_i \). Hence \( \cup_{a|b, a < b} P_a = \cup_i P_a \). So it suffices to show that \( \sum_i p^{na_i} < p^{nb} \).

We have that,

\[
\sum_i p^{na_i - nb} = \sum_i (p^{1-q_i})^{na_i} \leq \sum_i 2^{1-q_i} < \sum_{s=1}^{\infty} 2^{-s} = 1.
\]

For \( r < nb \) note that we can choose a desired subgroup in each summand \( R \) of \( R^n \), and then add them together to get a subgroup of \( R^n \) of desired rank (since rank is additive).
Thus it suffices to give a proof for $n = 1$. Note also that any element of $R$ can be written as $\sum_{i=0}^{b-1} f_i(x^b)x^i$, where $f_i \in \mathbb{F}_p[y, y^{-1}]$. If $r < b$ take $U$ to be the set of all $\sum_{i=0}^{r-1} f_i(x^b)x^i$. Obviously, if $s < b$ then $x^s U \neq U$ (if $s \geq r$, then $1 \in U$ but $x^s \not\in U$, and if $s < r$ then $x^{r-s} \in U$, but $x^r \not\in U$). Thus $e(U) = b$.

Lemma 6.13. \[ \text{rk}_{b_e}(U) = b \text{rk}_{e}(U). \]

Proof. Note that if $\text{rk}_{e}(U) = m$ and $f_1, \ldots, f_m$ is the basis of $U$ as $R$ module, then $\{x^j f_i | 0 \leq j < b, 1 \leq i \leq m\}$ is the basis of $U$ considered as $R$ module with the action $x \ast u = x^b u$. Thus the rank of $U$ considered as $R$ module with this $R$ action is $b \text{rk}_{e}(U)$.

Lemma 6.14. Let $M$ be a finitely generated $R$ module, $n = \text{rk}(M)$. Let $U$ be an additive subgroup of $M$ with $e(U) = e$, $r_{M,U} = ne - \text{rk}_{e}(U) > 0$, let $b > 0$ and $r' < r_{M,U} b$. Then there exist a sequence $\{U_m\}$ such that $U \subset U_m \subset M$, $U_m \neq U$, $e(U_m) = eb$, $U_m \rightarrow U$ (in the space of subsets of $M$), and $r_{M,U_m} = r'$.

Proof. First we reduce to the case when $e = 1$, that is when $U$ is a submodule. Indeed, we can consider new module $M'$, with the set of elements $M$ and new action of $R$ given by $x \ast m = x^b m$. Note that $M'$ is still finitely generated and $\text{rank}(M') = ne$.

Now we reduce the Lemma to the case $U = 0$. Indeed since $U \subset U_m$ we can construct $U_m/U \subset M/U$ and then pullback to $U_m \subset M$. Note that $\text{rk}(M/U) = n - \text{rk}(U) = r_{M,U}$. Also, $e(U_m/U) = e(U_m) = b$, hence using Lemma 6.13, \[ \text{rk}_{b}(U_m) = b \text{rk}(U) + \text{rk}_{b}(U_m/U), \]
and thus $r_{M,U_m} = \text{rk}(M)b - \text{rk}_{b}(U_m) = \text{rk}(M) b - \text{rk}_{b}(U_m/U) = r_{M,U_m}/U$.

So now we need to prove that given $b > 0$ and $r' < nb$ there exist $U_m \subset M$ such that $e(U_m) = b$, $U_m \rightarrow 0$, and $r_{M,U_m} = r'$, that is $\text{rk}_{b}(U_m) = nb - r'$. Note that $M$ is isomorphic to $R^n$ plus some finite module, so we may as well construct such a sequence $U_m$ in $R^n$. Also, it suffices to construct just one additive subgroup $U' \subset R^n$ such that $e(U') = b$ and $\text{rk}_{b}(U') = nb - r'$. Indeed then we may let $U_m = f_m U'$ with $f_m$ as in Lemma 6.9. We will have that $e(U_m) = e(U')$, $\text{rk}_{b}(U_m) = \text{rk}_{b}(U')$, and $U_m \rightarrow 0$ by Lemma 6.9. Thus the proof is finished by Lemma 6.12.

6.3 Properties of the map $\Phi$

We can now prove Proposition 6.4 (recall that numbers $t_V$ and $r_V$ were defined in Definition 7):

Lemma 6.15. Suppose $V_m \rightarrow V$ in $\mathcal{Z}$. Then by passing to a subsequence one may assume that $t_{V_m}$ and $r_{V_m}$ are constant. Moreover, then $t_{V_m} | t_V$ and $t_V r_{V_m} \leq t_V r_V$. If the sequence $V_m$ does not stabilize to $V$ then the last inequality is strict.

Proof. Let $(s_m, U_m, v_m)$ be the triples of $V_m$, and denote $e_m = e(U_m)$. By Lemma 6.6, passing to a subsequence we may suppose that $V \subset V_m$. Thus, by Lemma 2.1 $s_m | s$, and hence, passing to a subsequence we may suppose that $s_m$ is constant, say $s_m = s'$. Also by
Lemma 2.1, $x'sU_m = U_m$, and therefore by the remark after Definition 4, $e_m | s'$. By passing to a subsequence we may assume that $e_m$ is constant, say $e'$. Finally, $r_{V_m} = ne' - r_{e'}(U_m)$, so $0 \leq r_{V_m} \leq ne'$, therefore, by passing to a subsequence we may assume that $r_{V_m}$ is constant, say $r'$. Also, $t_{V_m} = s'/e'$ is constant, denote it by $t'$.

Denote $t = t_V$ and $r = r_V$. It is left to prove that $t'|t$ and $t'r' \leq tr$. By Lemmas 6.6 and 6.7, $U_m \rightarrow U$ and $U \subset U_m$, thus in particular $U = \cap_m U_m$. Hence $x'sU = U$, and by the remark after Definition 4, $e|e'$. Let $b = e'/e$. Since $s'|s$ and $s = te$, $s' = t'e' = t'be$, we have that $t'b|t$. Thus $t'|t$.

Since $U \subset U_m$, we have that $b r_{e'}(U) = r_{e'}(U) \leq r_{e'}(U_m)$. Thus $r' = ne' - r_{e'}(U_m) \leq ne' - r_{e'}(U) = neb - br_{e'}(U) = br$. Also, $t'b|t$, thus $b \leq t/t'$. It follows that $r' \leq tr/t'$ and thus $t'r' \leq tr$. Notice that the equality holds if and only if $b = t/t'$ and $r_{e'}(U_m) = r_{e'}(U)$. Thus if the equality holds, $t'e' = t'eb = te$, and by Lemma 6.8 $U_m$ stabilizes to $U$. Hence $V_m$ has triples $(te, U, v_m)$. Since $V \subset V_m$, we have by Lemma 2.1 that $v_m = v \mod U$ and so, again by Lemma 2.1, $V_m = V$. □

The following Lemma gives a converse statement.

Lemma 6.16. Suppose $(t', r') < (t, r)$ in $Q$. Let $V$ be a subgroup of $\mathcal{L}_{n, p}$, not contained in $R^n$, such that $t_V = t$ and $r_V = r$. Then there exists a sequence of subgroups $V_m$, not contained in $R^n$, such that $t_{V_m} = t'$, $r_{V_m} = r'$, and $V_m \rightarrow V$, nonstabilizing.

Proof. Let $(te, U, v)$ be a triple of $V$. Since $tr > t'r'$, we have that $r > 0$. Let $b = t/t'$, so that $r' < br$. By Lemma 6.14, there are $U \subset U_m \subset R^n$ such that $e(U_m) = eb$, $r_{V_m} = r'$ and $U_m \rightarrow U$. Let $V_m$ be the subgroups defined by triples $(te, U_m, v)$. Then $V_m \rightarrow V$ by Lemma 6.10. □

Theorem 6.4 follows immediately from Lemmas 6.15, 6.16.
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