Cluster Prediction for Opinion Dynamics from Partial Observations

Zehong Zhang, and Fei Lu

Abstract—We present a Bayesian approach to predict the clustering of opinions for a system of interacting agents from partial observations. The Bayesian formulation overcomes the unobservability of the system and quantifies the uncertainty in the prediction. We characterize the clustering by the posterior of the clusters’ sizes and centers, and we represent the posterior by samples. To overcome the challenge in sampling the high-dimensional posterior, we introduce an auxiliary implicit sampling (AIS) algorithm using two-step observations. Numerical results show that the AIS algorithm leads to accurate predictions of the sizes and centers for the leading clusters, in both cases of noiseless and noisy observations. In particular, the centers are predicted with high success rates, but the sizes exhibit a considerable uncertainty that is sensitive to observation noise and the observation ratio.
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I. INTRODUCTION

CLUSTERING behavior in a network of interacting agents or particles arises in a vast range of disciplines [1]-[3]. In the context of opinion dynamics of social networks, local interactions among agents cause opinions to evolve, forming one or more clusters of opinions. While the striking phenomenon of consensus (one cluster) has attracted long-standing interest, non-consensus clustering, in which multiple stable clusters coexist, has attracted increasing interest to resemble the real-life social network [4]-[7]. Such clustering of opinions or communities has a profound impact on the network, so it is of great importance to predict these clusters from observations, which are often partial, at an early stage.

We investigate the prediction of clusters for multi-agent opinion dynamics with multiple clusters, from short-time partial observations which may be contaminated by noise. In particular, our objective is to predict the sizes and centers of the leading clusters. We assume the system is known (we refer to [8]-[10] and the references therein for the learning of the governing equation from data). To predict the clustering, one may estimate all agents’ current opinions and use them as an initial configuration for prediction. However, we show that it is an ill-posed inverse problem to estimate the current state from partial observations (widely-studied as observability in control, see e.g., [11]). We propose a Bayesian formulation to make the problem well-posed: we estimate the posterior distribution of the states conditional on the observations. We represent the posterior by samples, which provide initial configurations for prediction. This procedure yields a posterior for the clusters’ sizes and centers, quantifying the uncertainty in prediction.

The major challenge in the Bayesian approach is to generate samples for the high-dimensional posterior. Due to the intrinsic symmetry of the nonlinear opinion dynamics, the non-Gaussian posterior has multiple local extrema, which posed a hurdle for the performance of Sequential Monte Carlo(SMC) methods [12]-[14], including the optimal (one-step-observation) importance sampling methods such as implicit sampling [15]. The symmetry between the agents also prevents the feedback control or nudging methods [16]-[22] based on dominating modes in the observation.

We overcome the challenge by introducing an Auxiliary Implicit Sampling (AIS) algorithm that makes use of two-step observations, which is a sequential Monte Carlo method that combines the ideas from auxiliary particle filters [23], implicit sampling [15] and feedback control [20]. We also introduce an MCMC-move step to reduce sample degeneracy and an information move step to reject non-physical samples.

Numerical tests show that our AIS algorithm leads to accurate prediction of the sizes and centers for the leading clusters, in both cases of noiseless and noisy observations. In particular, the centers of the leading clusters are predicted with a high success rate, but the size of the leading cluster exhibits a considerable uncertainty that is sensitive to observation noise and the observation ratio. Our AIS algorithm brings improvement to implicit sampling, and both outperform the sequential importance sampling with resampling (SIR) method.

The exposition in our manuscript proceeds as follows. In Section II we define clusters for opinion dynamics with local interactions, prove that the inverse problem of state estimation from partial observation is ill-posed, and propose a Bayesian formulation for cluster prediction. To represent the posterior, we introduce in Section III an auxiliary implicit sampling algorithm that designs importance densities based on two-step observations. Section IV examines the performance of the AIS algorithm in numerical simulations. Finally, Section V concludes the paper with discussions.

II. BAYESIAN APPROACH TO CLUSTER PREDICTION

Consider a group of $N$ agents, each with an opinion at time $t$ quantified by $x_i^t \in \mathbb{R}^d$, interacting with each other according to a first-order difference system:

\[
x_{i+1}^t - x_i^t = \frac{\alpha}{N} \sum_{j=1}^{N} \phi(\|x_j^t - x_i^t\|)(x_j^t - x_i^t).
\] (1)

Here, the positive constant $\alpha$ is a scaling parameter and the interaction kernel $\phi$ is a non-negative function supported on
The agents interact locally, only with those opinions that are “close” in the sense that the pairwise distance $\|x^i_t - x^j_t\|$ is less than $R$, with the strength of interaction the kernel.

Our goal is to predict the clustering of the system, particularly the sizes and the centers of the leading clusters, supposing that we only observe the trajectories of $N_1$ of the $N$ agents for a relatively short time, far before the system forms clusters.

In this section, we provide a quantitative definition for clustering and discuss clustering prediction from partial observations. We show that it is an ill-posed inverse problem to predict the clustering by estimating all agents’ trajectories. We introduce a Bayesian approach to make the problem well-posed, providing a probabilistic quantification of the uncertainty in the prediction.

A. Definition of clusters

Due to the local interaction between agents, clusters of opinions will emerge, in which each agent only interacts with agents within the same cluster. More precisely, we define the system is in a clustered status as follows:

Definition 1 (Clustered status): Let $x_t \in \mathbb{R}^{dN}$ be the state of the system $\{1\}$ with a local interaction kernel $\phi$ supported on $[0, R]$. We say the system is clustered if the index set $\{1, 2, \ldots, N\}$ of agents can be partitioned into disjoint clusters $C_1(t), \ldots, C_m(t)$ such that for any $i \in C_k(t)$ and $j \in C_k(t)$:

(i) if $k_1 = k_2$, then $\|x^i_t - x^j_t\| < R$,

(ii) if $k_1 \neq k_2$, then $\|x^i_t - x^j_t\| > R$.

An essential feature of the clustered status is that it is invariant in time: a clustered system will remain clustered with the same clusters. In particular, each cluster is isolated from other clusters; in each cluster, the agents formulate a self-contained dynamics and concentrate towards a local consensus, the center of the cluster, since the interaction is symmetric (we refer to $\{3\}$ for detailed discussions on clustering for local interactions). We summary this invariant feature as a property of the system.

Property 1 (Invariants of a clustered system): Suppose that at time $t_c$, the system $\{1\}$ is clustered into $\{C_1, \ldots, C_K\}$. Then, the system will remain clustered with the same clusters for all $t \geq t_c$. In particular, the sizes and the centers of the clusters are invariant in time: for all $t \geq t_c$,

$$|C_k| := |C_k(t)| = |C_k(t_c)|,$$

$$\bar{x}_{C_k} := \frac{1}{|C_k(t)|} \sum_{i \in C_k(t)} x^i_t = \frac{1}{|C_k(t)|} \sum_{i \in C_k(t)} x^i_{t_c}, \quad (2)$$

for each $k = 1, \ldots, K$, where $|C_k|$ and $\bar{x}_{C_k}$ denote the size (number of agents) and center (mean opinion of agents) of cluster $C_k$, respectively.

These invariants characterize the clustering (the large time behavior) of the opinion system. Therefore, our goal of clustering prediction is to estimate these invariants: the sizes and centers of the clusters, particularly those of the largest clusters.

B. Cluster identification from partial observations

In practice, it is often the case that we can only observe or track partial of the agents. We consider the case that $N_1$ out of the $N$ agents are observed, with $z_{1:T} \in \mathbb{R}^{dN_1}$ denoting their trajectories. We will consider either noiseless or noisy observations. The original model $\{1\}$, together with an observation equation, can be written as the following state-space model:

$$\begin{align*}
x_{t+1} &= g(x_t), \\
z_t &= Hx_t + \xi_t, \quad (3)
\end{align*}$$

where $g(x_t)$ is the right-hand-side of $\{1\}$, and $H : \mathbb{R}^{dN} \rightarrow \mathbb{R}^{dN_1}$ is a projection operator mapping the vector of opinions of all agents to its observed part. Without lost of generality, we assume that the first $N_1$ agents are observed. For simplicity of notation, we denote $Hx = (x^1, \ldots, x^{N_1}) \in \mathbb{R}^{dN_1}$ with $H = [I_{dN_1} \mid 0 \times I_{dN_2}]$ and with $Hx = x^1$ as the $i$-th observed agent. Similarly, for the unobserved agents, we define projection operator $G : \mathbb{R}^{dN} \rightarrow \mathbb{R}^{dN_2}$ from the state $x_t$ to its unobserved part, denoting $Gx = (x^{N_1+1}, \ldots, x^N) \in \mathbb{R}^{dN_2}$ with $G = [0 \times I_{dN_1} \mid I_{dN_2}]$ and with $Gx = x^{N_1+1}$ as the $i$-th unobserved agent. We summarize the notation in Table 1.

To predict the clustering, which is the large time behavior of the dynamics, based on observations up to time $T$, a natural idea is to (i) estimate the state of the system at time $T$, and (ii) use the estimated state as an initial condition for a long-time simulation until the system is clustered. For Step (i), one may wish to find a trajectory of the state variable that fits the observation data. However, the following section shows that even with noiseless partial observations, it is an ill-posed inverse problem to identify the trajectory $x_{1:T}$ from observation $z_{1:T}$. Also, whereas a regularization can make the problem well-posed in a variational approach, it leads to a challenging high-dimensional optimization problem on the path space and there may be many local minima caused by the symmetry of the system. Instead, we adopt a Bayesian approach that avoids high-dimensional optimization and quantifies the uncertainty in prediction.

C. State estimation and observability

In general, it is an ill-posed inverse problem to estimate the trajectory of all agents from partial noiseless observations. We demonstrate this by an example of symmetric trajectories and by proving that the unobserved trajectories can not be uniquely determined in linear systems, referred to as unobservability in control (see e.g., $\{1\}$), when more than one agents are unobserved.

The next example shows that as long as more than two agents are unobserved, there could be symmetric trajectories, making it an ill-posed problem to identify the trajectories.

| TABLE 1 |
| --- |
| **Notation** | **Description** |
| $x = (x^1, \ldots, x^N) \in \mathbb{R}^{dN}$ | state variable of the system |
| $Hx = (x^1, \ldots, x^{N_1}), Hx = x^1$ | opinions of observed agents |
| $Gx = (x^{N_1+1}, \ldots, x^N)$ | opinions of unobserved agents |
| $|C_i|$ and $\bar{x}_{C_i}$ | size and center of cluster $C_i$ |
| $x_{1:t} = (x_1, \ldots, x_t) \in \mathbb{R}^{dN_1}$ | trajectory of all agents |
| $z_{1:t} = (x_1, \ldots, x_t) \in \mathbb{R}^{dN_1}$ | trajectory of observed agents |
Example 1 (Symmetric trajectories): Consider a system with \( N = 4 \) agents in \( \mathbb{R}^2 \) and suppose that we observe \( N_1 = 2 \) of them. Figure 1 illustrates that two different configurations can lead to the same observations. The symmetric positions of the two unobserved agents canceled out their different influence on the observed agents.

The following theorem show that it is an ill-posed problem to estimate the states of the system when more than one agents is unobserved in the case of linear systems.

Theorem 1 (Observability for linear opinion dynamics): Consider the linear dynamics with \( \phi \equiv 1 \) in (1), and suppose that we observed the trajectory of \( N_1 \) agents. Then, the trajectories of the unobserved agents can be uniquely determined if and only if

\[
N_1 \geq N - 1.
\]

Proof 1: We only need to consider \( N_1 \leq N - 1 \). We can write the system as

\[
\begin{align*}
x_{t+1} &= Ax_t + C\epsilon_t, \\
z_t &= Hx_t,
\end{align*}
\]

where \( A \in \mathbb{R}^{dN \times dN} \) is a constant matrix,

\[
A = \begin{pmatrix}
    c_1I_d & c_2I_d & \cdots & c_2I_d \\
c_2I_d & c_1I_d & \cdots & c_2I_d \\
    \vdots & \vdots & \ddots & \vdots \\
c_2I_d & c_2I_d & \cdots & c_1I_d
\end{pmatrix}
\]

with \( c_1 = -(N-1)/N \) and \( c_2 = 1/N \). By the observability theory [11], the trajectory \( x_{1:T} \) can be uniquely determined from the observations \( z_{1:T} \) if and only if rank \((W) = dN\), where

\[
W := [H^T \mid A^T H^T \mid \ldots \mid (A^T)^{n-1} H^T].
\]

To compute rank \((W)\), note that \( A^T = A \) and \( A = QAQ^T \), where \( \Lambda = \text{diag}(I_{d(N-1)},0 \times I_d) \) and \( Q \) is a unitary matrix. Recalling that \( H = [I_{dN_1}, 0 \times I_{dN_2}] \), we have \((A^T)^kH^T = (-1)^{k-1}A^kH^T \) for \( k = 1, \ldots, n - 1 \). Thus,

\[
\text{rank}(W) = \text{rank}([H^T \mid AH^T]) = (N_1 + 1) \times d.
\]

D. Bayesian estimation of states and clusters

In a Bayesian approach, we view the states and the invariants of the clusters as random variables and we aim to represent their posteriors conditional on the observations.

![Illustration of symmetric trajectories](image-url)

Fig. 1: Illustration of symmetric trajectories: same observed trajectories (blue points) are generated from different configurations (with different unobserved trajectories in green). The color changes from light to dark to indicate time increasing from initial to end-time of observation.

We begin by writing the system in the form of a state space model:

\[
\begin{align*}
x_{t+1} &= g(x_t) + \epsilon_t, \quad x_t \sim \mu(\cdot), \\
z_t &= Hx_t + \xi_t,
\end{align*}
\]

where the state-noise \( \epsilon_t \) and observation-noise \( \xi_t \) are 0 in the noiseless case. When these two noise terms are zero, the randomness of the states comes from the initial distribution \( \mu \).

Conditional on observations \( z_{1:T} \), we denote by \( p(C_i \mid z_{1:T}) \), and \( p(\mathcal{C}_i \mid z_{1:T}) \) the posteriors of the size and center of cluster \( C_i \), and similarly for the state variables, as in Table 2.

These posteriors of the invariants depend on the initial distribution as well as the system, and cannot be expressed analytically in general. They depend on the posterior of the state \( p(x_{1:T} \mid z_{1:T}) \), particularly \( p(\mathcal{C}_i \mid x_{1:T}) \) when the opinion dynamics is deterministic. The analytical expression of these posteriors of the state variables may be available, but they are high-dimensional and non-Gaussian.

We approximate these distributions by Monte-Carlo methods: we draw a set of weighted samples (with normalized weights), \( \{x_{1:t}, w_t^{(s)}\}_{s \in \{1, \ldots, S\}} \), by a sequential Monte Carlo method (to be introduced in the next section) from the target distribution \( p(x_{1:T} \mid z_{1:T}) \), and obtain empirical approximations of these distributions. For instance, the posterior \( p(x_T \mid z_{1:T}) \) is approximated by

\[
\hat{p}(x_T \mid z_{1:T}) = \sum_{s=1}^{S} w_T^{(s)} \delta_{x_T^{(s)}}(x).
\]

By running the original system from each of the samples \( \{x_T^{(s)}\} \) until the status of clustered, we obtain weighted samples for the invariance of clusters \( \{\mathcal{C}_i^{(s)}, \mu_{\mathcal{C}_i}^{(s)}\}_{s \in \{1, \ldots, S\}} \) and \( \{|\mathcal{C}_i^{(s)}|, w_T^{(s)}\}_{s \in \{1, \ldots, S\}} \). With these weighted samples, we have the empirical posterior to quantify the uncertainty in cluster prediction:

\[
\begin{align*}
\hat{p}(\mathcal{C}_i \mid z_{1:T}) &= \sum_{s=1}^{S} w_T^{(s)} \delta_{\mathcal{C}_i^{(s)}}(\mathcal{C}_i), \\
\hat{p}(|\mathcal{C}_i| \mid z_{1:T}) &= \sum_{s=1}^{S} w_T^{(s)} \delta_{|\mathcal{C}_i^{(s)}|}(|\mathcal{C}_i|).
\end{align*}
\]

With the weighted sample, we can efficiently approximate statistics by the samples. For example, the expectations of the size and center of cluster \( C_i \) are

\[
\begin{align*}
\mathbb{E}(\mathcal{C}_i) \approx \mathcal{C}_i^{\text{mean}} := \sum_{s=1}^{S} \mathcal{C}_i^{(s)} \cdot w_T^{(s)}, \\
\mathbb{E}(|\mathcal{C}_i|) \approx |\mathcal{C}_i^{\text{mean}}| := \frac{S}{s=1} |\mathcal{C}_i^{(s)}| \cdot w_T^{(s)}.
\end{align*}
\]
III. SAMPLING THE POSTERIOR

To initiate the ensemble simulation for prediction, we draw samples from the conditional distribution of the current state, \( p(x_T \mid z_{1:T}) \), which is the marginal distribution of the posterior distribution \( p(x_1:T \mid z_{1:T}) \). This posterior is high-dimensional, nonlinear and non-Gaussian, therefore it is difficult to sample directly, even when its analytical form is explicitly available.

We will adopt a Sequential Monte Carlo (SMC) strategy (we refer to [22] for a review), with a combination of implicit sampling [15] and Auxiliary particle filtering, and some specialized MCMC-move and information-move.

To avoid degenerate distributions, we introduce noises to the state-space model (4) from section II-D by setting the noises \( \epsilon_t \) and \( \xi_t \) to be i.i.d. Gaussian,

\[
\begin{align*}
 x_{t+1} &= g(x_t) + \epsilon_t, \quad x_1 \sim \mu(\cdot), \\
 z_t &= Hx_t + \xi_t,
\end{align*}
\]

where \( \delta \) is Dirac delta mass. The samples \( \{x_{1:t}\} \) are drawn from an importance distribution \( q(x_{1:t} \mid z_{1:t}) \) and the weights are computed from

\[
w(x_{1:t} \mid z_{1:t}) = \frac{p(x_{1:t} \mid z_{1:t})}{q(x_{1:t} \mid z_{1:t})}.
\]

The key idea of SMC is to generate the weighted samples sequentially from a recursive importance density,

\[
q(x_{1:t} \mid z_{1:t}) = q(x_1) \prod_{k=2}^{t} q(x_k \mid x_{k-1}, z_{1:k}),
\]

which is constructed based on the recursive representation of the posterior distribution:

\[
p(x_{1:t} \mid z_{1:t}) = p(x_{1:t-1} \mid z_{1:t-1}) \cdot p(x_t \mid z_{1:t-1}) \cdot p(z_t \mid x_t) \cdot p(z_{t-1} \mid z_{1:t-1})
\]

That is, at time \( t \), conditional on previous samples \( \{x_{1:t-1}^{(s)}, u_{1:t-1}^{(s)}\}_{s \in \{1,\ldots,s\}} \), one generates weighted samples \( \{x_{1:t}^{(s)}\} \) from importance densities \( \{q(x_t \mid z_{1:t})\} \) and compute their weights by

\[
u_{t}^{(s)} = u_{t-1}^{(s)} \cdot \frac{p(z_t \mid x_{1:t}^{(s)}) \cdot p(x_t \mid x_{1:t-1}^{(s)})}{q(x_t \mid x_{1:t-1}^{(s)}, z_{1:t})}.
\]

Clearly, the above weight \( u_{t}^{(s)} \) is proportional to the analytical weight \( w(x_{1:t}^{(s)} \mid z_{1:t}) \) since \( p(x_{1:t}^{(s)} \mid z_{1:t}) \sim p(x_{1:t} \mid z_{1:t}) \cdot p(x_{1:t-1}^{(s)} \mid z_{1:t-1}) \cdot p(x_t^{(s)} \mid z_{1:t} \mid x_{1:t-1}^{(s)}) \) and \( q(x_{1:t}^{(s)} \mid z_{1:t-1}) = \int q(x_{1:t} \mid z_{1:t-1}) \cdot q(x_{1:t}^{(s)} \mid x_{1:t-1}^{(s)}, z_{1:t}) \) is the same as \( q(x_t \mid z_{1:t}) \).

Due to the recursive computation in (10), all but a few of the weights will be almost zero as \( t \) increases, and this is called sample degeneracy [12]. As a result, the variance of our estimation \( \{x_t^{(s)}\} \) may increase exponentially with \( t \) (see e.g. [24]). Resampling techniques are widely used to reduce sample degeneracy; it replaces samples with relatively low weights by samples with relatively high weights. A simple resampling technique is to define effective sample size (ESS) \( ESS_t \)

\[
ESS_t = \frac{1}{\sum_{i=1}^{S} w_t^{(i)}},
\]

If at time \( t \), \( ESS_t \) reaches below a threshold (typically \( \frac{S}{N} \)), then one resamples. In our study, we use the resample algorithm in [26], i.e. Sample \( u \sim U[0,1] \) and define a set of real number \( \{U_j := u + j - 1 \} \). Then count the number of the set \( \{U_j \mid \sum_{i=1}^{j-1} w_t^{(i)} \leq U_j \leq \sum_{i=1}^{j} w_t^{(i)}\} \) as the number of ‘children’ of sample \( x_t^{(j)} \).

The essential of SMC methods is the design of importance densities, so that all samples have (almost) equal weights in each recursive step while staying on the trajectories with high likelihood. The algorithm based on a simple choice of \( q(x_t \mid x_{1:t-1}, z_{1:t}) = p(x_t \mid x_{t-1}) \), often referred as sequential importance sampling with resampling (SIR), performs poorly (see section section IV-C). Inspired by the ideas of implicit sampling (see Section III-C) and Auxiliary particle filtering, we propose to construct Gaussian importance densities by a combination of them (see Section III-C). To rejuvenate the samples, we will also introduce MCMC-move and information-move algorithms, which will be discussed in Section III-D and III-E respectively.

B. Optimal one-step importance sampling

The one-step optimal importance density, which is the one-step posterior density that combines the prior from the state model and the likelihood of observation, is

\[
q^{\text{opt}}(x_t \mid x_{1:t-1}, z_{1:t}) = \frac{p(z_t \mid x_t) \cdot p(x_t \mid x_{t-1})}{p(z_t \mid x_{t-1})}.
\]

It is optimal in the sense that it leads to minimum variance in the incremental weights in (7). In general, it is difficult to draw samples from the optimal importance density and implicit sampling [15, 27] can efficiently draw samples in the high probability region. Thanks to the simple Gaussian structure of the noises \( \epsilon_t \) and \( \xi_t \) in the state-space model (4), the optimal importance density is Gaussian and can be sampled directly. We can follow the procedure implicit sampling [15] to compute the mean and variance of the Gaussian posterior: the mean is the maximum a posterior (MAP), and the variance is the Hessian of the negative logarithm of the posterior. More specifically, we compute the minimizer and Hessian of the negative log function of \( p(z_t \mid x) \)

\[
F(x) = \frac{(z_t - Hx)^2}{2\sigma_{0,t}^2} + \frac{(x - g(x_{t-1}))^2}{2\sigma_{0,t}^2}.
\]
This function is quadratic and its minimizer, denoted by \( x^* = x^*_{t-1, t} = [Hx_t^*, Gx_t^*] \), is:

\[
\begin{align*}
Hx_t^* &= \frac{\xi_{0, t}^i z_t + \xi_{t, t}^i Hg(x_t)}{\xi_{t, t}^i + \xi_{0, t}^i}, \\
Gx_t^* &= Gg(x_t),
\end{align*}
\]

where \( \alpha_t = \frac{(\xi_{0, t}/\xi_{t, t})^2}{(\xi_{0, t}/\xi_{t, t})^2 + 1} \) depends on the ratio between state-noise and observation-noise. The Hessian matrix of \( F(x) \) is

\[
\text{Hess}(F)_{i,j} = \begin{cases} 
1 + \frac{1}{\xi_{0, t}^i}, & i = j \in \{1, \ldots, N_1\}, \\
\frac{1}{\xi_{0, t}^i}, & j \in \{N_1 + 1, \ldots, N\}, \\
0, & \text{otherwise},
\end{cases}
\]

Thus, the optimal importance density is Gaussian and can be sampled directly:

\[
g(x_t | x_{t-1, t}, z_{t:1}) \sim \mathcal{N}(x_t^*, \text{Hess}(F)^{-1})
\]

with \( x_t^* \) in (12) and with \( \text{Hess}(F) \) in (13).

The center \( x_t^* \) of the optimal importance density can be viewed as an effort of nudging solutions to the observation \( z_t \). More generally, one can replace \( \alpha_t(z_t - Hg(x_{t-1})) \) by a more general construction of the nudging term [20, 23]:

\[
\lambda_t M_i(z_t - Hg(x_{t-1})),
\]

where \( \lambda_t \in \mathbb{R} \) represents the nudging strength, and \( M_i \in \mathbb{R}^{dN \times dN} \) is called nudging matrix. Clearly, \( x_t^* \) can be put into this frame with a nudging matrix: \( M_i = [I_{dN_1 \times dN_1}; 0_{dN_2 \times dN_1}] \) and \( \lambda_t = \alpha_t \), optimal in the sense of maximizing the one-step posterior.

Though optimal for one-step sampling, the above importance density comes with drawbacks: the mean of the unobserved variables, \( Gx_t^* = Gg(x_t) \), is simply a projection of the forward equation from the previous state, without using any information from the current observation \( z_t \). This can also be seen from the nudging matrix in (15), in which a block \( 0_{dN_2 \times dN_1} \) does not provide any updates to the unobserved variables. Empirically, one may seek a nudging matrix that updates the unobserved variables to achieve better performance.

Since the state variable is high-dimensional and its components being indistinguishable agents, it is difficult and computationally costly to find the minimizer of \( F \), who is likely to have multi-modes. This rules out a direct application of implicit sampling. However, by a linear approximation of the nonlinear function \( g(x_t) \), we can directly construct a Gaussian importance density \( g(x_t | x_{t-1, t}, z_{t:1}) \) as the previous section. We linearize \( Hg(x_t) \) at \( x_t^* \) since it is the most likely position before the next observation: \( Hg(x_t) \approx Hg(x_t^*) + \nabla Hg(x_t^*)^T(x - x_t^*) \),

where \( \nabla Hg(x_t^*) \in \mathbb{R}^{dN \times dN} \) is the gradient of \( Hg \). In practice, when the interaction function \( \phi \) is piecewise constant, the approximation of \( \nabla Hg \) is computed in follows:

\[
\nabla Hg(x_t) \approx R_{1H}(x) + L_{1H}(x) \in \mathbb{R}^{dN \times dN},
\]

where the block matrices \( R_{1H}(\cdot) \in \mathbb{R}^{dN \times dN} \) and \( L_{1H}(\cdot) \in \mathbb{R}^{dN_1 \times dN_1} \) are composed by submatrices \( R_{i,j}^H(\cdot) \) and \( L_{i,j}^H(\cdot) \) respectively:

\[
R_{i,j}^H(x) = \frac{1}{N} \sum_{k=1}^{N} \phi(||x^k - x_i||)I_d, \\
L_{i,j}^H(x) = \begin{cases} 
- \frac{1}{N} \sum_{k=1}^{N} \phi(||x^k - x_i||)I_d, & \text{if } 1 \leq j = i \leq N_1, \\
0 \times I_d, & \text{otherwise}.
\end{cases}
\]

Then, \( \hat{F}(x) \) can be approximated by a quadratic function:

\[
\hat{F}(x) = \frac{|z_{t+1} - Hg(x_t^*) - \nabla Hg(x_t^*)^T(x - x_t^*)|^2}{2\xi_{0,t}^2} + \frac{|x - g(x_{t-1})|^2}{2\xi_{0,t}^2} + \frac{|z_t - Hx|^2}{2\xi_{0,t}^2} - \frac{1}{2} y^T Ay - y^T b + C
\]
with \( y = x - x^*_t \), \( C = \frac{|z_{t+1} - H g(x^*_t)|^2}{2 \xi^2_{0,t}} + \frac{|z_t - H x^*_t|^2}{2 \xi^2_{0,t}} \), and

\[
\frac{\nabla H g(x^*_t) \nabla H g(x^*_t)^T}{\xi^2_{0,t}} + \frac{I_N}{\xi^2_{0,t}} + \frac{H^T H}{\xi^2_{0,t}},
\]

\[
b = \nabla H g(x^*_t)^T [z_{t+1} - H g(x^*_t)] + \frac{g(x_t) - x^*_t}{\xi^2_{0,t}} + \frac{H^T [z_t - H x^*_t]}{\xi^2_{0,t}}.
\]

Then, \( \tilde{F} \) has a minimizer \( \mu(x_{t-1}, z_t, z_{t+1}) \) given by:

\[
\mu(x_{t-1}, z_t, z_{t+1}) = x^*_t + A^{-1} b
\]

and its Hessian is \( A \). This suggests the following importance density \( q(x_t \mid x_{t-1}, z_t, z_{t+1}) \):

\[
q(x_t \mid x_{t-1}, z_t, z_{t+1}) \sim \mathcal{N}(\mu(x_{t-1}, z_t, z_{t+1}), A^{-1}),
\]

where \( \mu(x_{t-1}, z_t, z_{t+1}) \) is defined by (20) and \( A = A(x_{t-1}, z_t) \) is defined by (19).

We summarize the above in the following algorithm:

**Algorithm 1** Auxiliary implicit sampling

At time \( t \leq T - 1 \), for \( s = 1, 2, ..., S \), do:

- Evaluate \( x^*_t = x^*(x^{(s)}_{t-1}, z_t) \) as in (12), and then compute \( A(x^{(s)}_{t-1}, z_t) = A \) as in (19) and \( \mu(x^{(s)}_{t-1}, z_t) \) as in (20).
- Draw a sample \( x^{(s)}_t \) from a normal distribution with mean \( \mu(x^{(s)}_{t-1}, z_t) \) and covariance \( A(x^{(s)}_{t-1}, z_t)^{-1} \); evaluate weights \( w^{(s)}_t = w^{(s)}_{t-1} \cdot \alpha^{(s)}_t \) as in (17).
- Resample to obtain equally-weighted samples (if a criterion is met). At time \( t = T \), for \( s = 1, 2, ..., S \), do Implicit sampling:
  - Evaluate \( x^*_t = x^*(x^{(s)}_{t-1}, z_t) \) as in (12).
  - Draw a sample \( x^{(s)}_t \) from \( \mathcal{N}(x^*_t, \text{Hess}(F)^{-1}) \) as in (14); evaluate weights \( w^{(s)}_t \) by (10).

**D. MCMC-move**

To further reduce the inevitable degeneracy of SMC algorithms, we introduce an MCMC-move step [29]. We consider two types of moves: a directional move aiming for agent-wise position improvement, and a local trajectory move aiming to replace a low weight short-trajectory by a higher weighted one.

The **directional move** randomly selects \( m \) of the unobserved agents for each sample, and resample each of them using a Metropolis-Hastings step as follows. For each selected agent \( k \), first draw a sample from \( \mathcal{N}(x^k_t, \Sigma^k_x) \), where \( x^k_t \) is a minimizer of the function

\[
\tilde{g}(x^{k}_t \mid z_{t+1}, x^{1:k-1,k+1:N}_t) = \| z_{t+1} - H g(x_t) \|^2,
\]

and \( \Sigma^k_x \) is the Hessian of the function \( \tilde{g} \) at \( x^k_t \), that is,

\[
x^k_t = \arg \min_{x \in \mathbb{R}^d} \tilde{g}(x); \quad \Sigma^k_x = \text{Hess} \tilde{g}(x^k_t).
\]

Then, accept the sample if it leads to a higher likelihood for observation \( z_t \). The number \( m \) is chosen as \( \alpha N_2 \) (we pick \( \alpha = 0.2 \)). We summarize the directional move in Algorithm 2.

**Algorithm 2** Directional move

At time \( t \in \text{checking-time} \subset \{1, ..., T\} \), for each sample, do:

- Randomly select \( m = \lfloor 0.2 N_2 \rfloor \) of the unobserved agents.
- Move the selected agents: for \( k = 1, ..., N_2 \), if the agent is among those selected, sample \( \tilde{x}^k_t \sim \mathcal{N}(x^k_t, \Sigma^k_x) \), where \( x^k_t \) and \( \Sigma^k_x \) are defined in (22); else, set \( \tilde{x}^k_t = x^k_t \).
- Accept the move and set \( x^{(s)}_{t+1} = x^{(s)}_{t} \) if \( u \sim U(0,1) \leq \min \left\{ 1, \frac{p(z_t \mid \tilde{x}^k_t)}{p(z_t \mid x^k_t)} \right\} \); otherwise, reject the move and set \( x^{(s)}_{t+1} = x^{(s)}_{t} \).

The **local trajectory move** randomly selects low-weighted samples and replaces their local trajectories by those with a higher probability. More precisely, at a prescribed time, a sample with index \( s \) is selected with probability

\[
\max \left\{ 0, 1 - \frac{c_t}{c_i} \right\},
\]

where \( c_t \) is the value of the lowest quartile of the weights \( \{w^{(s)}_t\}_{s=1}^{S} \). Intuitively speaking, all samples with weight higher than \( c_t \) will be kept and a sample with weight less than \( c_t \) will be selected randomly, according to a probability that increases when its weight decreases. Once selected, its local trajectory \( x^{(s)}_{t+1} \) is moved to \( \tilde{x}^{(s)}_{t+1} \) as in Algorithm 3.

**Algorithm 3** Local-trajectory move

At time \( t \in \text{checking-time} \subset \{1, ..., T\} \), with samples \( \{x^{(s)}_{t+1}, w^{(s)}_{t+1}\}_{s=1}^{S} \) and the weights \( \{w^{(s)}_{t-1}\}_{s=1}^{S} \), do:

- Select low-weighted samples: for \( s \in \{1, ..., S\} \), set an indicator \( \Theta^{(s)}_{t+1} = 1 \) with probability \( \max \left\{ 0, 1 - \frac{w^{(s)}_{t+1}}{c_t} \right\} \),
  where \( c_t \) is the value of the lowest quartile of the weights \( \{w^{(s)}_{t+1}\}_{s=1}^{S} \);
- Move the low-weighted samples: for \( s \in \{1, ..., S\} \), if \( \Theta^{(s)}_{t+1} = 1 \), replace the local trajectory \( x^{(s)}_{t+1} \) by as follows:
  - Draw a sample \( \tilde{x}^{(s)}_{t+1} \) from the samples \( \{x^{(s)}_{t+1}, w^{(s)}_{t+1}\}_{s=1}^{S} \);
  - Implement a directional move for \( \tilde{x}^{(s)}_{t+1} \) as in Algorithm 2, in which, draw new positions for \( m \) of the unobserved agents from the initial distribution, instead of drawing samples from \( \mathcal{N}(x^k_t, \Sigma^k_x) \);
  - Draw \( x^{(s)}_{t+1} \) by a one-sample SMC algorithm with importance density function in (22) from \( t \) to \( t + \delta \) with initial value \( \tilde{x}^{(s)}_{t+1} \);
  - Accept the move and set \( x^{(s)}_{t+1} = \tilde{x}^{(s)}_{t+1} \) if \( u \sim U(0,1) \leq \min \left\{ 1, \frac{p(z_t \mid \tilde{x}^{(s)}_{t+1})}{p(z_t \mid x^{(s)}_{t+1})} \right\} \); otherwise, reject the move and keep them as original.
E. Rejection of non-physical samples

To avoid non-physical samples, we introduce an information move step, rejecting non-physical samples. We say a sample is non-physical if it violates the basic properties of the opinion dynamics. For example, recall the following contraction of radius property of opinion dynamics [3 Proposition 2.1]: for any constant $c \in \mathbb{R}^d$, we have:

$$\max_i \| x_i^t - c \| \leq \max_i \| x_i^{t'} - c \|, \quad \forall t \geq t'. $$

This property requires information of all agents, and it cannot be directly applied to our partial observations. Since the mean position of all agents does not change in time, we say a sample at time $t$ is non-physical if

$$\max_i \| x_i^t - x_{i_0} \| > \max_i \| x_i^{t_0} - x_{i_0} \| + \alpha, \quad \forall t \geq t'. $$

(23)

where $t_0$ and $\alpha > 0$ are constants (in practice, $t_0 = 10$ and $\alpha = 0.3 \times \text{sup} (\phi)$), representing the time length we backtrack for checking and the tolerance for extending the maximal distance, respectively.

We also reject agents that do not interact with any of the observed agents. Such agents may be connected to the observed agents through other unobserved agents (recall that $x_i^t$ and $x_{i'}^t$ are connected if there exists a path of agents $\{x_{i_k}^t\}_{k=0}^K$ with $i_0 = i$ and $i_K = j$ such that $\phi(\|x_{i_k}^t - x_{i_{k+1}}^t\|) > 0$), but their positions are difficult to estimate from the limited information. It is of interest to replace them by agents that interact with the observations: if they evolve to disconnect from the observed agents, their clustering cannot be estimated from the observations, thus we can view them as “non-physical” (or with little information); otherwise, they will move toward the center of the cluster, and the replacement will accelerate their move.

In addition, to avoid over-correction and to maintain computational efficiency, we apply the rejection-moves at a pre-specified time steps that performed progressively less frequently as observation increases.

The information move algorithm is summarized in Algorithm 4.

Algorithm 4 Information move

For $t \in \text{checking-time} \subset \{1, \ldots, T\}$ and for each sample, do:

- For $j = 1, \ldots, N_2$, check if $x_j$ is non-physical as in (23) or if it has agents disconnected from the observed agents. If yes, draw a sample $\tilde{x}_i$ from the importance density in (21) and repeat until the sample is physical and connected with the observed agents.

- If $u \sim U_{[0, 1]} \leq \min \left\{ 1, \frac{p(x_i | \tilde{x}_i)}{p(z_i | x_i)} \right\}$, set $x_i = \tilde{x}_i$; else, repeat from the previous step until accepted.

F. Summary

We combine all the above sampling techniques into Algorithm 5 which we refer it as auxiliary implicit sampling (AIS).

Algorithm 5 Auxiliary implicit sampling with MCMC moves (AIS)

At time $t = 1$, initialization: draw uniform-weighted samples $\{x_1^{(s)}, u_1^{(s)}\}$ from $\mu(x_1)$.

For time $t \geq 2$, do:

(a) Draw weighted sample $\{x_{1,t}, u_{1,t}\}$ by the Auxiliary implicit Sampling Algorithm 1

(b) Improve the samples by two MCMC moves: the Directional Move Algorithm 2 and the Local Trajectory Move Algorithm 3

(c) Reject non-physical samples by the Information Move Algorithm 4

IV. Numerical experiments

In this section, we predict the clustering of the opinion dynamics using partial observations, following the Bayesian approach discussed in Section III using the auxiliary implicit sampling (AIS) algorithm introduced in Section III. We first describe the settings of the model and the sampling method in Section IV-A. Then, we present results on state estimation in Section IV-B. We report the prediction of clustering in a typical simulation in Section IV-C and in many simulations in Section IV-D.

A. Numerical settings

We consider the opinion dynamics (1) with $N = 60$ agents,

$$x^t_{i+1} - x^t_i = \frac{1}{N} \sum_{j=1}^N \phi(\| x^t_j - x^t_i \|) (x^t_j - x^t_i) \Delta t$$

where $x^t_i \in \mathbb{R}^d$ with $d = 2$ represents the opinion of the agent $i$ at discrete times indexed by $t$. This system is an Euler approximation of the corresponding differential equations with time step size $\Delta t = 0.05$. The communication function $\phi$ is a piecewise-constant function:

$$\phi(r) = \begin{cases} 1, & r \in [0, \sqrt{2}/2), \\ 0.1, & r \in [\sqrt{2}/2, 1), \\ 0, & r \in [1, \infty). \end{cases}$$

We are interested in the cases when the system formulates multiple clusters, instead of a consensus. For the above communication function, we obtain cases of multiple clusters by selecting the initial conditions as follows: we randomly draw initial condition for each agent from $\mu \sim \text{Unif}([-4, 4]^d)$, in other words, the initial distribution of $(x_0^1, \ldots, x_0^N)$ is $\mu^{\otimes N}$ on $\mathbb{R}^{dN}$, and reject those leading to consensus. We will call the empirical distribution of these selected initial conditions as initial distribution of the opinion dynamics. This initial distribution injects randomness into the dynamics.

Our goal is to predict the clustering of the system, particularly the sizes and the locations of the largest clusters, supposing that we only observe the trajectories of $N_1$ of the $N$ agents for a relatively short time, far before the clusters are formulated. In particular, we assume that we observe the system for only $n = 300$ time steps, when the observations can not tell if the clusters have formulated. The clustering
usually takes more than 30 time units, or equivalently 600
time steps. (For instance, the system described by figure 4)
clustered at about 1500 time steps.) As discussed in Section
II-a a Bayesian approach provides a probabilistic framework
for state estimation and cluster prediction, with uncertainties
quantified by the posterior. We sample the posterior by the
auxiliary implicit sampling (AIS) algorithm in Algorithm 5
with ensemble size $S = 100$. For the sake of the AIS, we
rewrite the system in the form of a state-space model:

$$
\begin{align*}
    x_{t+1} &= g(x_t) + \epsilon_t, \quad \epsilon_t \sim \mathcal{N}(0, \alpha^2 I_d), \\
    z_t &= H x_t + \xi_t, \\
\end{align*}
$$

where $\epsilon_t \sim \mathcal{N}(0, \alpha^2 I_d); \xi_t \sim \mathcal{N}(0, \beta^2 I_dN)$. 

We consider systems with both noiseless and noisy observa-
tions. To avoid degenerate distributions, we set an artificial
noise for the deterministic state model. For the case of
noiseless observations, we set $\alpha = 10^{-4}$ and $\beta = \frac{1}{2}10^{-4}$.
For noisy observations with $\beta = 0.01$ (which represents a
signal-to-noise ratio about 1% -2%), we set $\alpha = 0.05$.

B. State estimation

As a Bayesian approach, our goal of state estimation is to
represent the posterior of the states, which is approximated
by the empirical measure of the samples in our sequential Monte
Carlo algorithm. We demonstrate the state estimation by the
marginal posteriors of the trajectories of the first coordinate
of two unobserved agents. We also show the trajectories of all
agents, comparing the estimated path of unobserved agents in
a sample with the truth.

a) Noiseless observations: Consider first the case when
the system is deterministic and half of the $N = 60$ agents
are observed without noise. Figure 2a shows the trajectories
of all the $S = 100$ samples for the first coordinate of two
unobserved agents, along with the smoothed sample density
at each time, representing the marginal posterior. For each
agent, samples become concentrated around the truth (the red
dash line) as time increases, with the marginal posterior peaks
near the truth. Figure 2b shows the trajectories of all agents, where the blue and
and green dots are the observed and unobserved truth, and the red diamonds are
the unobserved agents estimate by a sample; all with color changing from light
to dark as time increases. The estimated trajectories of unobserved agents by
the sample can be far away from the truth, particularly at the initial time, but the clustering of the sample is close to the truth.

b) Noisy observations: We also consider the case when
half of the $N = 60$ agents are observed with additive Gaussian
noise $\mathcal{N}(0, \beta^2 I_dN)$. Similarly, Figure 3a shows the trajectories
of all the $S = 100$ samples for the first coordinate of two
unobserved agents, along with the smoothed empirical sample
density at each time, representing the marginal posterior. For each agent, the sample density is more wide-spread and has more modes than those in Figure 2 for the deterministic system, indicating more uncertainty due to the noises in the system and in the observation. But all samples become concentrated around the truth eventually as time increases, with the marginal posterior peaks near the truth.

Figure 4 shows the trajectories of all agents, comparing the estimated paths of unobserved agents estimated by a sample with the truth. Again, the estimated trajectories by the sample can be far away from the truth, particularly at the initial time, but the clustering of the sample is close to the truth.

In summary, in both noiseless and noisy observations, the marginal posteriors of the state can be multi-mode, presenting a large uncertainty; the trajectories of the samples can be far from the truth, but the clustering pattern of the samples is close to the truth.

C. Clustering prediction: a typical simulation

In this and the next section, we consider the prediction of clusters from partial observations. We exhibit the cluster prediction of a typical simulation in this section, and we report the performance in many simulations in the next section.

Recall that in a typical clustering prediction, we characterize the clustering by the posteriors of the sizes and centers of the clusters, particularly the leading clusters. We compare our AIS algorithm with two other SMC algorithms: SIR and implicit sampling (denoted by IS). Since the degeneracy of samples in SIR is too severe for any meaningful prediction, we reduce the degeneracy by inflating its weights to keep more samples in each step. For the prediction of the sizes, we also compare AIS with the predictions simply based on connected agents from observation $x_T$ only, since in practice one may treat the observation as a random sample of the population.

a) Noiseless observations: Figure 4(a)–4(b) show the empirical posteriors of the centers and sizes for the largest cluster and the second largest cluster (defined in Eq. (5)). Consider first the centers of the clusters in Figure 4(a). The true center of the largest cluster locates at the white bar in the left plot. All samples from AIS are close to the true center (with a distance less than 0.1, resulting in a bar overlapping with the white bar of the true center). IS has about half samples at the true center and the other half far away from the true center. Nearly all samples of SIR mispredicted the true center. Similar results can be seen in the right plot.

Consider next the cluster sizes in Figure 4(b). The largest cluster has 27 agents, and the second largest cluster has 18 agents. The predicted sizes based on the observation $x_T$ only (denoted by “From Obs”) are both 22, not being able to
identify the leading clusters. This suggests that the observation \( x_T \) itself is not enough to make an accurate prediction of the clustering. Among the SMC algorithms, AIS leads to highly concentrated samples, at the true size for the largest cluster and near the true size for the second largest cluster. Implicit sampling (IS) leads to samples scattering around the truth. The samples of SIR scatter widely, tending to overestimate the size of the largest cluster and underestimate the size of the second largest cluster.

Since the system is deterministic and the observations are noiseless, the true posterior of concentrates around the truth. AIS outperforms SIR and IS at representing such concentrated posterior.

Figure (5a) shows the sizes of all the clusters, estimated by sample mean as in (6). AIS accurately captures the sizes of all the clusters except the smallest one, which is too small to be predicted. IS performed relatively well in predicting the largest cluster, but misses the 2nd largest cluster. SIR identifies the largest cluster with a relatively large error (5 relative to 27), but it misses all the other clusters.

b) Noisy observations: Figure 5 shows the predictions when the observations are noisy. Due to the observation noise, the posteriors of the centers and sizes would present a larger uncertainty than the case of noiseless observations. Figure 5b shows the posteriors of centers for the two largest clusters. For the largest cluster, all three SMC algorithms yield samples scatter close to the true centers, with samples of AIS and IS concentrating at the true center more than those of SIR. For the second largest cluster, an unusual result appears: all the SMC algorithms lead to samples mostly missing the position of the true center. The reason is that the second and the third largest clusters have similar sizes (as shown in Figure 5c), the sizes are 16 and 13, respectively), causing difficulty in distinguishing them.

Figure 5b presents posteriors of the sizes for the two largest clusters. The largest cluster has 26 agents, and the second largest cluster has 16 agents. AIS leads to samples concentrating at the true size for the largest cluster and near the true size for the second largest cluster. IS leads to samples scattering slightly wider than AIS, but are still around the truth. The samples of SIR scatter widely, tending to overestimate the size of the largest cluster and underestimate the size of the second largest cluster. The predicted sizes based on the observation \( x_T \) only (denoted by “From Obs”) are 28 and 12, slightly overestimating the size of the largest cluster and underestimating the size of the second largest cluster.

Figure 5c shows the sizes of all the clusters, estimated by sample mean as in (6). Only AIS accurately captures the size of the largest cluster, IS slightly overestimates the size, and SIR has an estimation that is too large. All three algorithms are able to lead to similar sizes for the second and the third clusters, with AIS being the closest to the truth. Note that all the SMC algorithms predict an untrue fifth cluster, but AIS has the smallest error.

In summary, for predicting centers and sizes of clusters from either noiseless or noisy observations, the performance of AIS algorithm is much better than that of SIR, which is usually not satisfactory, and is better than that of IS, which is often reasonably good.

D. Clustering prediction: success rates in many simulations

We further investigate the clustering prediction by Auxiliary Implicit Sampling (AIS) in 100 independent simulations. We consider three cases: observing \( \frac{1}{3}, \frac{1}{2}, \text{ or } \frac{2}{3} \) of the 60 agents. We assess the performance by studying the success rate in predicting the centers for the largest two clusters, and the distribution of errors in size estimation.

a) Assessment of the prediction performance: Recall that we estimate the centers and sizes of clusters by their posterior means. More precisely, the center \( \hat{C}_{i1} \) and size \( |C_i| \) of cluster \( C_i \) are estimated by their sample means \( \hat{C}_{i1} \) and \( |C_i| \) as defined by (6). We denote by \( C_1 \) and \( C_2 \) the largest and the second largest clusters.

For each simulation, we say the center of the largest cluster \( C_1 \) is predicted successfully if there exists an estimated cluster with a size in \( [|C_1| - K, |C_1| + K] \) and with a center such that \( \text{dist}(\hat{C}_{i1}, \hat{C}_j) < L \). Here \( K, L \) are the levels of error tolerance. More specifically, we define an indicator function for a successful prediction of \( C_1 \) by

\[
\Omega_1 = \begin{cases} 
1, & \text{if } \text{dist}(\hat{C}_{i1}, \hat{C}_j) \leq L \text{ for some } j \text{ such that } |C_i| - K < |C_j| < |C_i| + K; \\
0, & \text{otherwise},
\end{cases}
\] (24)

In following simulations, we pick \( L = 0.1 \) (in general \( L \) should depend on the communication function \( \phi \), recall that our \( \phi \) is supported in \( [0, 1] \)) and the range of the value \( K \in \{0, 1, 2\} \). Similarly, we define a successful prediction for the center of the second largest cluster and its indicator function \( \Omega_2 \).

We access the prediction of the sizes of the largest two clusters by the distribution of the absolute error:

\[
e_i = |\hat{C}_i^0 - |C_i||, \text{ for } i = 1, 2.
\] (25)

The error \( e_i \) should be close to zero in a successful prediction. A heavy tail in the distribution of \( e_i \) would indicate that it is difficult to predict the cluster size accurately.

b) Noisy observations: Figure 6 illustrates the performance of prediction of the largest two clusters in 100 independent simulations. We consider three observation ratios: \( \frac{1}{3}, \frac{1}{2}, \text{ or } \frac{2}{3} \), that is, observing 30, 20 and 10 of the \( N = 60 \) agents in the system. The distributions of errors in the estimation of cluster sizes are shown in Figure 6a-6d, and the success rate in predicting the centers are shown in Figure 6c-6d.

The prediction of cluster sizes depends on the observation ratio. When observing \( \frac{1}{3} \) or \( \frac{1}{2} \) of all agents, the majority simulations (more than 70%) can predict the cluster sizes with an error within 4. But when the observation ratio is \( \frac{2}{3} \), many simulations have large errors (larger than 4 for more than 50% of the simulations), suggesting that the observations do not provide enough information for accurate prediction of the cluster sizes.

The prediction of cluster centers exhibits a high success rate, regardless of the observation ratio. Figure 6c-6d show that
observation noise or the ratio of observation. The cluster size, on the other hand, has a larger uncertainty that is sensitive to the observation ratio. Regardless of the observation ratio, the centers of the leading clusters can be located with high probability (around 85%) for the largest cluster and 75%-85% for the second largest cluster) even only observing \( \frac{1}{6} \) of all agents. The success rate depends little on the tolerance level \( K \). In short, the observation ratio affects the prediction of cluster sizes, but not the cluster centers.

Also, the success rate depends little on the tolerance level \( K \).

c) Noisy observations: When the trajectories are observed with additive Gaussian noise, similar to the case of noiseless observations, the prediction for sizes is more sensitive to observation ratio than the prediction for centers. Due to the additional uncertainty from the observation noise, the error for size estimation is larger than the noiseless case. In (7a)-(7b), when the observation ratio is \( \frac{1}{3} \) or \( \frac{1}{6} \) of the \( N = 60 \) agents in the system with additive Gaussian noise. Similar to the case of noiseless observations: the prediction for sizes is more sensitive to observation ratio than the prediction of centers. In (7a)-(7b), the error for size estimation is relatively large: when the observation ratio is \( \frac{1}{3} \) or \( \frac{1}{6} \), about 70% of the simulations hold an error size less than 6; when the observation ratio is \( \frac{1}{6} \), many simulations have large errors. In (7c)-(7d), the centers are predicted with a probability (around 85% and 80% for the largest and the second largest clusters, respectively), regardless of the observation ratio.

V. DISCUSSION AND CONCLUSION

We presented a Bayesian formulation for clustering prediction of opinion dynamics from partial observations, characterizing the prediction by the posterior of the clusters’ sizes and centers. To overcome the challenge in sampling the high-dimensional posterior with multiple local maxima, we introduced an auxiliary implicit sampling (AIS) algorithm using two-step observations, which is a sequential Monte Carlo method that combines the ideas from auxiliary particle filters and implicit particle filters [15]. In both cases of noiseless and noisy observations, the AIS algorithm leads to accurate predictions of the sizes and centers for the leading clusters. We found that uncertainty increases when the ratio of the observed population decreases. Also, the cluster center can be predicted with a high success rate, but the cluster size, on the other hand, has a more considerable uncertainty that is sensitive to the observation noise or the ratio of observation.

There are three directions for future research. First, improve the information in observation by a random selection of agents to observed at each time. The observations in this study are trajectories of a fixed set of agents, which may yield little information about other clusters when these agents concentrate in one cluster. Random selection of agents may avoid such an information loss by providing an unbiased sampling of all the agents’ opinions. Second, improve the scalability of the proposed techniques when the number of agents is large. One may describe the concentration density of the opinions by the mean-field equation [30] and apply
sequential Monte Carlo methods for the mean-field equation [22] or use reduced models [31, 32] to achieve efficiency. Third, learn the communication function [9, 10] along with network topology [33], as well as clustering prediction, from partial observations.
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