Dispersionless Davey–Stewartson system: Lie symmetry algebra, symmetry group and exact solutions
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Abstract Lie symmetry algebra of the dispersionless Davey–Stewartson (dDS) system is shown to be infinite dimensional. The structure of the algebra turns out to be Kac–Moody–Virasoro one, which is typical for integrable evolution equations in 2 + 1 dimensions. Symmetry group transformations are constructed using a direct (global) approach. They are split into both connected and discrete ones. Several exact solutions are obtained as an application of the symmetry properties.

1 Introduction

The aim of this work is to study the semiclassical or dispersionless limit of the Davey–Stewartson system in (2+1) dimensions from a group-theoretical point of view. A very recent work [1], followed by [2], considers the following $\varepsilon$-dependent form of the Davey–Stewartson (DS) system parametrized by $\varepsilon$

\begin{equation}
\begin{align}
\i \varepsilon q_t + \frac{\varepsilon^2}{2} (q_{xx} + \sigma q_{yy}) + \delta q \phi &= 0, \\
\sigma \phi_{yy} - \phi_{xx} + (|q|^2)_{xx} + \sigma (|q|^2)_{yy} &= 0,
\end{align}
\end{equation}

where $q(x, y, t)$ is a complex wave function and $\phi(x, y, t)$ is a real (mean-flow) function. Equation (1.1) with $\sigma = 1$ is called the DS-I system and with $\sigma = -1$ it is called the DS-II system. The case $\delta = 1$ is the focusing case and $\delta = -1$ the defocusing case. If we replace $\phi \rightarrow \phi + |q|^2$ in (1.1), we obtain

\begin{equation}
\begin{align}
\i \varepsilon q_t + \frac{\varepsilon^2}{2} q_{xx} + \frac{\varepsilon^2 \sigma}{2} q_{yy} &= -\delta |q|^2 - \delta q \phi, \\
\phi_{xx} - \sigma \phi_{yy} &= 2\sigma (|q|^2)_{yy}
\end{align}
\end{equation}
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which has the form of the DS system studied in [3]

\begin{align}
  i\psi_t + \psi_{xx} + \epsilon_1 \psi_{yy} &= \epsilon_2 |\psi|^2 \psi + \psi_w, \\
  w_{xx} + \delta_1 w_{yy} &= \delta_2 |\psi|^2_{yy},
\end{align}

(1.3a) (1.3b)

where \(\delta_1, \delta_2, \epsilon_1\) and \(\epsilon_2\) are real constants, \(\epsilon_1 = \mp 1\), \(\epsilon_2 = \mp 1\). This system is integrable only when \(\delta_1 = -\epsilon_1\).

The author of [1] applies the Madelung-type transformation

\[ q = \sqrt{u} \exp(i \frac{s}{\epsilon}), \quad u > 0, \quad s \in \mathbb{R} \]

(1.4)

in (1.1), where \(u(x, y, t) > 0\) is a real amplitude function and \(s(x, y, t)\) is the real phase function, and obtains the following two different systems in the dispersionless (semiclassical) limit \(\epsilon \to 0\)

\begin{align}
  u_t + (us_x)_x + \sigma (us_y)_y &= 0, \\
  s_t + \frac{1}{2}(s_x^2 + \sigma s_y^2) - \delta \phi &= 0, \\
  \sigma \phi_{yy} - \phi_{xx} + u_{xx} + \sigma u_{yy} &= 0.
\end{align}

(1.5a) (1.5b) (1.5c)

We take this opportunity to correct that the parameter \(\sigma\) in (1.5a) has been omitted in formula (24) of Ref. [1]. In (1.5), \(\sigma = 1\) corresponds to the dispersionless DS-I (dDS-I) system and \(\sigma = -1\) corresponds to the dispersionless DS-II (dDS-II) system. As has been shown in [1, 2], a remarkable fact is that the dDS system arises from the commutation condition of the Lax pair of one-degree-of-freedom Hamiltonian vector fields. A new hierarchy (the so-called dDS hierarchy) related to dDS system has been also defined in [2].

The semiclassical limit of the NLS equation in arbitrary space dimension is obtained in [4–6] as follows. They consider the family of Cauchy problems

\begin{align}
  i\hbar \Psi^h_t + \frac{\hbar^2}{2} \Delta \Psi^h + f (|\Psi^h|^2) \Psi^h &= 0, \quad x \in \mathbb{R}^d, \quad t \in \mathbb{R}^+, \\
  \Psi^h(x, 0) &= A(x) \exp \left(i \frac{\hbar}{\hbar} S(x)\right)
\end{align}

(1.6a) (1.6b)

which are parametrized by \(\hbar\) and supposedly have solutions \(\Psi^h(x, t)\). Investigating the semiclassical limit of this problem is to “determine the limiting behaviour of any \(\Psi^h(x, t)\) as \(\hbar \to 0\)” [4, 5]. Also of both mathematical and physical interest is the existence of the limiting behaviour of the conserved densities of mass, momentum and energy. References [4–6] focus on a query on validity of this limiting case before any breakdown occurs in the solutions.

We would like to mention some of the discussions reported in [7] regarding nonlinear Schrödinger equation, Davey–Stewartson system and their semiclassical limit as we find them useful for an understanding of the results available in the current manuscript. Reference [7] notes the nonlinear Schrödinger equation

\[ i\epsilon \Psi_t + \frac{\epsilon^2}{2} \Delta \Psi - \frac{\rho}{\nu} |\Psi|^2 \Psi = 0, \quad x \in \mathbb{R}^d, \quad t \in \mathbb{R} \]

(1.7)

where \(\Psi\) is a complex-valued function, \(\Delta\) is the Laplace operator in \(d\) dimensions, and \(\epsilon \ll 1\) is a real, positive parameter. The power of nonlinearity is represented by the constant \(1 < 2\nu < \infty\). The case \(\rho = 1\) is called the defocusing case and \(\rho = -1\) corresponds to the focusing case. Reference [8] says that “It is a fundamental principle in quantum mechanics that, when the time and distance scales are large enough relative to the Planck constant
\(\hbar\), the system will approximately obey the laws of classical, Newtonian mechanics. This is usually rephrased in a colloquial form as: in the limit as \(\hbar \to 0\) quantum mechanics becomes Newtonian mechanics. The asymptotics of quantum variables as \(\hbar \to 0\) are known as ‘semiclassical’, which expresses this limiting behaviour”.

Since the constant \(\epsilon\) in (1.7) is located at the same places with the Planck constant \(\hbar\) in linear Schrödinger equation of quantum mechanics, the limit \(\epsilon \to 0\) is considered as the semiclassical limit. When one uses the WKB ansatz/Madelung transformation \(\Psi = \sqrt{u}e^{iS}/\epsilon\) in (1.7), the system

\[
\begin{align*}
    u_t + \nabla \cdot (u \nabla S) &= 0, \quad (1.8a) \\
    S_t + \frac{1}{2} |\nabla S|^2 + \frac{\rho}{\nu} u^\nu &= \frac{\epsilon^2}{\nu} \frac{\Delta(\sqrt{u})}{\sqrt{u}}. \quad (1.8b)
\end{align*}
\]

is obtained. Letting \(\epsilon \to 0\), the semiclassical limit of the NLS equation (1.7) is obtained [7]. Reference [7] considers the Davey–Stewartson system

\[
\begin{align*}
    i\epsilon \Psi_t + \epsilon^2 \Psi_{xx} - \alpha \epsilon^2 \Psi_{yy} + 2\rho (\Phi + |\Psi|^2)\Psi &= 0, \quad (1.9a) \\
    \Phi_{xx} + \beta \Phi_{yy} + 2(|\Psi|^2)_{xx} &= 0 \quad (1.9b)
\end{align*}
\]

where \(\alpha, \beta\) and \(\rho\) assume the values \(\mp 1\), and \(\epsilon\) is the dispersion parameter which is small. For \(\alpha = \beta = -1\), (1.9a) is called DS-I equation, and for \(\alpha = \beta = 1\), it is called DS-II equation. DS-I equation is integrable. The main focus of Ref. [7] is to study numerically the dispersionless limit of the DS II system which appears nonlocally due to the operator \(D^{-1}_+\)

\[
\begin{align*}
    u_t + 2(uS)_x - 2(uS)_y &= 0, \quad (1.10a) \\
    S_t + S^2_x - S^2_y + 2\rho D^{-1}_+ D_-(u) &= 0 \quad (1.10b)
\end{align*}
\]

with \(D_{\pm} = \partial_{xx}^2 \pm \partial_{yy}^2\).

Reference [9] performs numerical experiments to study the semiclassical limit for the focusing cubic nonlinear Schrödinger equation with analytic initial data. Reference [10] also carried out numerical analyses which were in agreement with the results of [9] and obtained a train of solitons. Benci and D’Aprile [11] consider the NLS equation in two dimensions with a general nonlinearity including a radially symmetric potential and studies the semiclassical limit. We see further treatments in [12,13]; and we also would like to mention the book [14] by the same author on NLS equations.

The Benney system of equations, originally introduced in [15], has been obtained in [16,17] as the quasiclassical limit of NLS equations, which are integrable by the inverse scattering method. Dispersionless limits of several equations in (1+1), (2+1) and (3+1) dimensions including Heisenberg ferromagnet equation, Landau–Lifshitz equation, KdV, NLS and DS equations are listed in [18]. A discussion of dispersionless limits of integrable systems can be found in [19], which involves Kadomtsev–Petviashvili (KP), generalized Benney and Davey–Stewartson (DS) equations. As we mentioned, the dDS system under investigation in this manuscript is introduced in [1]. As a continuation of this work, a new hierarchy of compatible PDEs defining infinitely many symmetries, which is associated with the dDS system is presented in [2]. Reference [20] presents a generalized Weierstrass-type representation for highly corrugated surfaces with a slow modulation in the four- and three-dimensional Euclidean spaces, which find applications in applied mathematics, string theory, membrane theory and various other fields [20]. It is stated in [20] that integrable deformations of such corrugated surfaces in \(\mathbb{R}^4\) and \(\mathbb{R}^3\) are induced by the hierarchy of dispersionless DS (dDS) equations and dispersionless modified Veselov–Novikov equations. In this context, the authors obtain the quasi-classical (i.e. dispersionless) limit of the Davey–Stewartson systems.

\(\odot\) Springer
Davey–Stewartson system (1.3) was obtained in [21] in two space dimensions by a perturbation expansion for the evolution of a wave packet a water of finite depth, $\psi$ and $w$ standing for short wave and long wave modulation amplitude functions. It is a special case of the Benney–Roskes system obtained in [22]. The generalized Davey–Stewartson (GDS) system in (2+1) dimensions which governs the dynamics of “short transverse wave, a long transverse wave and a long longitudinal wave” was derived in [23]. In (3+1) dimensions, we can cite [24] as the derivation of a DS system in a collisionless unmagnetized plasma via multiple-scale asymptotic expansion method for three-dimensional modulation of an electron-acoustic wave.

Lie symmetry algebra of the DS equations was shown in [3] to be an infinite-dimensional Lie algebra isomorphic to the Kac–Moody–Virasoro (KMV) algebra exactly in the integrable case. The variable-coefficient DS (VCDS) system has been considered in [25] for Lie symmetry analysis and in particular conditions for the VCDS system to be transformable to the standard integrable DS system. Lie algebra of the GDS system is also infinite dimensional, as studied in [26,27]. In the (3+1)-dimensional case, Virasoro part of the Lie algebra degenerates to a finite-dimensional subalgebra and hence the full invariance algebra is an indecomposable one as semidirect sum of this subalgebra with an infinite-dimensional ideal [28]. It is also our intention here to analyse system (1.5) from a group-theoretical perspective by exploring its Lie symmetry algebra and group.

The paper is organized as follows. In Sect. 2, we find the Lie symmetry algebra of the dDS system (1.5) using the infinitesimal approach. Section 3 is devoted to the derivation of symmetry group transformations of (1.5) by the global (not infinitesimal) method. Section 4 provides reductions via one-dimensional and two-dimensional subalgebras and their analysis to obtain exact solutions in some cases. The parameter $\sigma$ is restricted to $\sigma = \pm 1$ throughout the paper.

2 Lie symmetry algebra

The Lie symmetry algebra $L$ of the dDS system (1.5) will be realized in terms of vector fields of the form

$$V = \tau \partial_t + \xi \partial_x + \eta \partial_y + \xi_1 \partial_u + \xi_2 \partial_s + \xi_3 \partial_\phi,$$

(2.1)

where $\tau, \xi, \eta, \xi_1, \xi_2$ and $\xi_3$ are functions of $t, x, y, u, s, \phi$ to be determined from the infinitesimal invariance condition. Applying this condition and solving an overdetermined system of linear PDEs, we find that a general element of $L$ can be written in the form

$$V = \mathcal{X}(\tau) + \mathcal{Y}(g) + \mathcal{Z}(h) + \mathcal{U}(m) + \mu_0 \mathcal{D}_0,$$

(2.2)

where $\mu_0$ is an arbitrary constant and

$$\mathcal{D}_0 = x \partial_x + y \partial_y + 2u \partial_u + 2s \partial_s + 2\phi \partial_\phi,$$

(2.3a)

$$\mathcal{X}(\tau) = \tau(t) \partial_t + \frac{\dot{\tau}(t)}{2}(x \partial_x + y \partial_y) - \dot{\tau}(t) u \partial_u + \frac{\ddot{\tau}(t)}{4}(x^2 + \sigma y^2) \partial_s$$

$$+ \left[ \frac{\dddot{\tau}(t)}{4\delta}(x^2 + \sigma y^2) - \ddot{\tau}(t) \phi \right] \partial_\phi,$$

(2.3b)

$$\mathcal{Y}(g) = g(t) \partial_x + x \dot{g}(t) \partial_s + \frac{x}{\delta} \ddot{g}(t) \partial_\phi,$$

(2.3c)

$$\mathcal{Z}(h) = h(t) \partial_y + \sigma y \dot{h}(t) \partial_s + \frac{y}{\sigma \delta} \ddot{h}(t) \partial_\phi,$$

(2.3d)
\[ \mathcal{W}(m) = m(t) \partial_x + \frac{1}{\delta} \dot{m}(t) \partial_\phi. \] (2.3e)

The functions \( \tau(t) \), \( g(t) \), \( h(t) \) and \( m(t) \) figuring in (2.2) are arbitrary.

The commutation relations between them are given as follows

\[
[\mathcal{X}(g), \mathcal{D}[0]] = \mathcal{X}(g), \quad [\mathcal{X}(h), \mathcal{D}[0]] = \mathcal{X}(h), \quad [\mathcal{W}(m), \mathcal{D}[0]] = 2 \mathcal{W}(m) \quad (2.4)
\]

and

\[
[\mathcal{X}(\tau_1), \mathcal{X}(\tau_2)] = \mathcal{X}(\tau_1 \dot{\tau}_2 - \tau_2 \dot{\tau}_1), \quad (2.5a)
\]
\[
[\mathcal{X}(g_1), \mathcal{X}(g_2)] = \mathcal{X}(g_1 \dot{g}_2 - g_2 \dot{g}_1), \quad (2.5b)
\]
\[
[\mathcal{X}(h_1), \mathcal{X}(h_2)] = \mathcal{X}(\sigma (h_1 \dot{h}_2 - \dot{h}_1 h_2)), \quad (2.5c)
\]
\[
[\mathcal{X}(\tau), \mathcal{X}(g)] = \mathcal{X}(\tau \dot{g} - \frac{1}{2} g \ddot{\tau}), \quad (2.5d)
\]
\[
[\mathcal{X}(\tau), \mathcal{X}(h)] = \mathcal{X}(\tau \dot{h} - \frac{1}{2} h \ddot{\tau}), \quad (2.5e)
\]
\[
[\mathcal{X}(\tau), \mathcal{W}(m)] = \mathcal{W}(\tau \dot{m}) \quad (2.5f)
\]

and the vanishing ones are, just to note,

\[
[\mathcal{D}[0], \mathcal{X}(\tau)] = [\mathcal{X}(m_1), \mathcal{X}(m_2)] = [\mathcal{X}(g), \mathcal{X}(h)] = [\mathcal{X}(g), \mathcal{W}(m)] = [\mathcal{X}(h), \mathcal{W}(m)] = 0. \quad (2.6)
\]

**Theorem 2.1** System (1.5) admits an infinite-dimensional Lie symmetry algebra \( L \) with the infinitesimal generator (2.2) depending on four arbitrary smooth functions \( \tau(t) \), \( g(t) \), \( h(t) \) and \( m(t) \). The algebra has the Levi decomposition of a simple algebra and its radical

\[
L = \{ \mathcal{X}(\tau) \} \oplus \{ \mathcal{X}(g), \mathcal{X}(h), \mathcal{W}(m), \mathcal{D}[0] \}. \quad (2.7)
\]

The algebra \( \{ \mathcal{X}(\tau) \} \oplus \{ \mathcal{X}(g), \mathcal{X}(h), \mathcal{W}(m) \} \) is isomorphic to the DS symmetry algebra of (1.3), which has a Kac–Moody–Virasoro (KMV) structure [3].

**Remark 2.1** The presence of KMV loop structure is typical of many integrable PDEs in 2+1 dimensions like KP equation and its dispersionless variant and integrable DS system.

### 3 Symmetry group transformations

In this section, we will find the symmetry transformation that maps (1.5) to itself. One parameter subgroups of the full symmetry group can be obtained by integrating the vector fields in the symmetry algebra. When the symmetry algebra is infinite dimensional, then the integration procedure can be quite tricky. Here, we shall pursue an alternative direct approach to find the full symmetry group. An added bonus is that all possible discrete symmetry transformations, not possible in infinitesimal approach, may be caught.

Inspection of the symmetry algebra (2.1)–(2.3) suggests that we may restrict the point symmetry transformations to the fibre-preserving ones of the form

\[
u(x, y, t) = A_1(x, y, t) \tilde{u}(\tilde{x}, \tilde{y}, \tilde{t}) + B_1(x, y, t), \quad (3.1a)
\]
\[
s(x, y, t) = A_2(x, y, t) \tilde{s}(\tilde{x}, \tilde{y}, \tilde{t}) + B_2(x, y, t), \quad (3.1b)
\]
\[
\phi(x, y, t) = A_3(x, y, t) \tilde{\phi}(\tilde{x}, \tilde{y}, \tilde{t}) + B_3(x, y, t), \quad (3.1c)
\]
where $\tilde{x} = X(x, y, t)$, $\tilde{y} = Y(x, y, t)$, $\tilde{t} = T(t)$, under the invertibility condition

$$A_1A_2A_3 \neq 0, \quad \frac{\partial (\tilde{x}, \tilde{y})}{\partial (x, y)} \tilde{T} \neq 0. \quad (3.2)$$

We determine the functions $X, Y, T, A_i, B_i, i = 1, 2, 3$ such that (1.5) is invariant under this transformation; that is, the transformation (3.1) maps the system (1.5) to the one in the same form with new variables replaced by tildes

$$\tilde{u}_i + (\tilde{u}\tilde{x})\tilde{x} + \sigma (\tilde{u}\tilde{y})\tilde{y} = 0, \quad (3.3a)$$

$$\tilde{s}_i + \frac{1}{2} (\tilde{s}_x^2 + \tilde{s}_y^2) - \delta \phi = 0, \quad (3.3b)$$

$$\sigma \tilde{t}\tilde{y} - \tilde{t}\tilde{x} + \tilde{u}\tilde{x} + \sigma \tilde{u}\tilde{y} = 0. \quad (3.3c)$$

When we plug the transformation (3.1) in (1.5), we obtain the transformed system (3.3), where each equation includes several extra partial derivatives of the dependent variables.

In order that (3.3c) does not include the terms $\tilde{u}\tilde{x}\tilde{y}$ and $\tilde{t}\tilde{x}\tilde{y}$ and (3.3a) does not include the terms $\tilde{u}\tilde{s}\tilde{x}$ and $\tilde{s}\tilde{s}\tilde{y}$, one must have, respectively,

$$A_1 (X_t Y_x + \sigma X_y Y_x) = 0, \quad (3.4a)$$

$$A_3 (X_x Y_x - \sigma X_y Y_y) = 0, \quad (3.4b)$$

$$A_1 A_2 (X_x Y_x + \sigma X_y Y_y) = 0, \quad (3.4c)$$

$$A_2 B_1 (Y_x^2 + \sigma Y_y^2) = 0. \quad (3.4d)$$

As $A_1A_2A_3 \neq 0$, these conditions give two possibilities: either we have $Y_x = X_y = 0$ or $X_x = Y_y = 0$. In both cases, we have $B_1(x, y, t) = 0$.

(a) $X = X(x, t)$, $Y = Y(y, t)$.

In this case, in Eq. (3.3b) there is a term that does not include any of the dependent variables, which must vanish:

$$B_{2,t} + \frac{1}{2} B_{2,x}^2 + \frac{\sigma}{2} B_{2,y}^2 - \delta B_3 = 0 \quad (3.5)$$

so we have

$$B_3(x, y, t) = \frac{1}{\delta} \left( B_{2,t} + \frac{1}{2} B_{2,x}^2 + \frac{\sigma}{2} B_{2,y}^2 \right). \quad (3.6)$$

Moreover, eliminating the terms $\tilde{s}, \tilde{s}\tilde{x}$ and $\tilde{s}\tilde{y}$ that appear in (3.3b) results in

$$A_{2,t} + A_{2,x} B_{2,t} + \sigma A_{2,y} B_{2,y} = 0, \quad (3.7a)$$

$$A_2 A_{2,x} X_x = 0, \quad (3.7b)$$

$$A_2 A_{2,y} Y_y = 0, \quad (3.7c)$$

therefore $A_2$ is a constant, say $A_2(x, y, t) = 1/\mu$. After this, (3.3b) takes the form

$$\tilde{s}_i + \frac{X_x^2}{2\mu \tilde{T}} \tilde{s}_x^2 + \frac{\sigma Y_x^2}{2\mu \tilde{T}} \tilde{s}_y^2 - \frac{\delta \mu A_3}{\tilde{T}} \phi + \frac{1}{\tilde{T}} (X_t + X_x B_{2,x}) \tilde{s}_x + \frac{1}{\tilde{T}} (Y_t + \sigma Y_y B_{2,y}) \tilde{s}_y = 0 \quad (3.8)$$

If we compare (3.8) with (3.3b), we arrive at

$$X(x, t) = \epsilon_1 \sqrt{\mu \tilde{T}} x + \alpha(t), \quad Y(y, t) = \epsilon_2 \sqrt{\mu \tilde{T}} y + \beta(t), \quad A_3(x, y, t) = \frac{1}{\mu} \tilde{T}(t) \quad (3.9)$$
with $\epsilon_1^2 = 1$ and $\epsilon_2^2 = 1$. Furthermore, from the system

$$X_t + X_x B_{2,x} = 0, \quad Y_t + \sigma Y_x B_{2,y} = 0$$

we find that

$$B_2(x, y, t) = -\frac{1}{4} \frac{\ddot{T}}{T}(x^2 + \sigma y^2) - \epsilon_1 \frac{\dot{\alpha}}{\sqrt{\mu T}} x - \epsilon_2 \frac{\sigma \dot{\beta}}{\sqrt{\mu T}} y + \gamma(t). \quad (3.10)$$

This achieves transformation of (1.5b) to (3.3b). Subsequently, the transformed form of (1.5c) becomes

$$\frac{\sigma \dot{T}}{\mu A_1} \phi_{y^2} - \frac{\dot{T}}{\mu A_1} \tilde{T}_{\xi^2} + \tilde{u}_{\xi^2} + \sigma \tilde{u}_{\xi^3} + \frac{2 \epsilon_1 A_{1,x}}{A_1 \sqrt{\mu T}} \tilde{u}_x + \frac{2 \epsilon_2 \sigma A_{1,y}}{A_1 \sqrt{\mu T}} \tilde{u}_y + \frac{A_{1,xx} + \sigma A_{1,yy}}{\mu A_1} \tilde{u} = 0. \quad (3.11)$$

We see that we ensure the invariance of (1.5c) with the choice $A_1(x, y, t) = \tilde{T}/\mu$.

Summing up, we obtain:

**Theorem 3.1** The full symmetry group $G$ of (1.5) is composed of the transformations

$$X = \epsilon_1 \sqrt{\mu T} x + \alpha(t), \quad Y = \epsilon_2 \sqrt{\mu T} y + \beta(t), \quad T = T(t), \quad \dot{T} > 0, \quad \mu > 0,$$

$$u = \frac{1}{\mu} \tilde{T} \tilde{u}(X, Y, T),$$

$$s = \frac{1}{\mu} \tilde{s}(X, Y, T) - \frac{1}{\sqrt{\mu T}}(\epsilon_1 \dot{\alpha} x + \epsilon_2 \sigma \dot{\beta} y) - \frac{\ddot{T}}{4T}(x^2 + \sigma y^2) + \gamma(t), \quad (3.12)$$

$$\phi = \frac{1}{\mu} \tilde{T} \tilde{\phi}(X, Y, T) + \frac{\epsilon_1}{\delta \sqrt{\mu T}} \left(\ddot{\alpha} - \ddot{\alpha} T - \ddot{\beta}ight) x + \frac{\epsilon_2 \sigma}{\delta \sqrt{\mu T}} \left(\ddot{\beta} T - \ddot{\beta}ight) y$$

$$- \frac{1}{2 \delta \mu T} S(T, t)(x^2 + \sigma y^2) + \frac{1}{2 \delta \mu T}(\dot{\alpha}^2 + \sigma \dot{\beta}^2) + \frac{\gamma}{\delta},$$

where $T$, $\alpha$, $\beta$, $\gamma$ are arbitrary smooth functions of $t$ and $\epsilon_1^2 = 1$, $\epsilon_2^2 = 1$. In (3.12), we have defined the Schwarzian derivative of $T(t)$ with respect to $t$ as

$$S(T, t) = \frac{\ddot{T}}{T} - \frac{3}{2} \left(\frac{\dddot{T}}{T}\right)^2. \quad (3.13)$$

**Corollary 3.1** When $\epsilon_1 = \epsilon_2 = 1$ in (3.12), we obtain the point Lie group transformation $G_0$ involving four arbitrary functions $T(t)$, $\alpha(t)$, $\beta(t)$ and $\gamma(t)$ as the connected component of the full symmetry group $G$. The discrete component $G_D$ of $G$ is composed of the sign-changing discrete transformations

$$(x, y, t, u, s, \phi) \mapsto (-x, y, t, u, s, \phi),$$

$$(x, y, t, u, s, \phi) \mapsto (x, -y, t, u, s, \phi),$$

$$(x, y, t, u, s, \phi) \mapsto (-x, -y, t, u, s, \phi).$$

The full symmetry group $G$ can be expressed as the semidirect product

$$G = G_D \rtimes G_0,$$  \quad (3.14)

where $G_D \simeq \mathbb{Z}_2 \times \mathbb{Z}_2$ is the group of discrete transformations. The group structure (3.14) means that $G_0$ is an invariant subgroup of $G$. 

$$\square$$ Springer
The continuous symmetry group $G_0$ can be written in the infinitesimal form
\[(u, s, \phi) = (\tilde{u}, \tilde{s}, \tilde{\phi}) + \varepsilon (Q_1[\tilde{u}], Q_2[\tilde{s}], Q_3[\tilde{\phi}]) + O(\varepsilon^2) \tag{3.15}\]

by introducing a group parameter $\varepsilon$ into $\mu$ and arbitrary functions $T, \alpha, \beta, \gamma$ through the relations
\[T(t) = t + \varepsilon \tau(t) + O(\varepsilon^2), \quad \mu = 1 + 2\mu_0 + O(\varepsilon^2), \quad \alpha(t) = \varepsilon g(t) + O(\varepsilon^2), \quad \beta(t) = \varepsilon h(t) + O(\varepsilon^2), \quad \gamma(t) = \varepsilon m(t) + O(\varepsilon^2) \tag{3.16}\]

and expanding (3.12) into Taylor series near $\varepsilon = 0$, keeping only terms linear in $\varepsilon$. The functions $Q_1, Q_2, Q_3$ will appear precisely the same as characteristic functions defined by
\[Q_j[u] = Q_j(x, y, t, u, u_x, u_y, u_t) = \tau u_t + \xi u_x + \eta u_y - \zeta_j, \quad j = 1, 2, 3 \tag{3.18}\]
of the corresponding infinitesimal symmetries given in (2.2).

We can readily obtain the SL$(2, \mathbb{R})$ symmetry group of the subalgebra
\[\mathfrak{sl}(2, \mathbb{R}) \simeq \{ \mathcal{X}'(1), \mathcal{X}'(t), \mathcal{X}'(t^2) \}\]
by restricting the parameters and arbitrary functions in (3.12) with $(\varepsilon_1, \varepsilon_2) = (1, 1)$ as
\[\mu = 1, \quad \alpha(t) = \beta(t) = \gamma(t) = 0, \quad T(t) = \frac{at + b}{ct + d}, \quad ad - bc = 1. \tag{3.17}\]

The condition $\ddot{T} \neq 0 (c \neq 0)$ is true so that $t$ transforms via Möbius transformations. The associated symmetry group transformations in this case depend on three group parameters $a, b, c$
\[X = \frac{x}{ct + d}, \quad Y = \frac{y}{ct + d}, \quad T = \frac{at + b}{ct + d}, \quad \ddot{T} = \frac{1}{(ct + d)^2} \ddot{\tilde{u}}(X, Y, T), \quad u = \frac{1}{(ct + d)^2} \tilde{u}(X, Y, T), \quad s = \tilde{s}(X, Y, T) + \frac{c}{2(ct + d)} (x^2 + \sigma y^2), \quad \phi = \frac{1}{(ct + d)^2} \tilde{\phi}(X, Y, T). \tag{3.18}\]

On the other hand, if we restrict $T(t)$ to the solution of the Schwarzian equation
\[S[T, t] = 2\rho(t) \tag{3.19}\]
for some $\rho$, then $T$ can be expressed as the three-parameter ratio of the linear combination of two linearly independent solutions $\lambda(t), \nu(t)$ of the second-order linear ordinary differential equation
\[\ddot{\Omega} + \rho(t) \Omega = 0. \]
In this case, letting \( \alpha, \beta, \gamma \) remain free, the symmetry group is somewhat more general
\[
X = \lambda_2^{-1} x + \alpha, \quad Y = \lambda_2^{-1} y + \beta, \quad T = \frac{\lambda_1}{\lambda_2} = \frac{a \lambda + b v}{c \lambda + d v}, \quad (ad - bc)W(\lambda, v) = -1,
\]
\[
u = \lambda_2^{-2} \bar{u}(X, Y, T),
\]
\[
s = \bar{s}(X, Y, T) + \frac{\hat{\lambda}_2}{2\lambda_2}(x^2 + \sigma y^2) - \lambda_2(\hat{\alpha}x + \sigma \hat{\beta}y) + \gamma,
\]
\[
\phi = \lambda_2^{-2} \bar{\phi}(X, Y, T) - \frac{\hat{\rho}}{2\delta}(x^2 + \sigma y^2) - \frac{1}{\delta}[(2\hat{\alpha}\hat{\lambda}_2 + 2\bar{\alpha})x + \sigma(2\hat{\beta}\hat{\lambda}_2 + 2\bar{\beta})y] + \frac{\hat{\lambda}_2^2}{2\delta}(\hat{\alpha}^2 + \sigma \hat{\beta}^2) + \frac{\hat{\gamma}}{\delta}.
\]
(3.20)

We note that we have used the fact that \( W(\lambda_1, \lambda_2) = -1 \) and \( \dot{T} = \lambda_2^{-2} \).

Transformation formula (3.18) or (3.20) states that if the functions \((\bar{u}, \bar{s}, \bar{\phi})\) solve the original system then so do \((u, s, \phi)\). A class of seed solutions can be chosen in the form
\[
\bar{u} = U(x, y), \quad \bar{s} = F(t), \quad \bar{\phi} = \delta^{-1} \dot{F}(t),
\]
(3.21)

where \( U \) is a solution to the Laplace equation \( \Delta U = 0 \) in the plane and \( F \) is an arbitrary function. Applying this solution to transformation (3.20) generates solutions in which all independent variables are involved.

(b) \( X = X(y, t), \ Y = Y(x, t) \):

Similar to the previous case, setting equal to zero a term added in (3.3b) we have
\[
B_3(x, y, t) = \frac{1}{\delta}\left(B_{2,t} + \frac{1}{2} B_{2,x}^2 + \frac{\sigma}{2} B_{2,y}^2\right).
\]
(3.22)

The terms \( \bar{s}, \bar{s} \bar{\xi} \) and \( \bar{s} \bar{s} \bar{\chi} \) that appear in (3.3b) are eliminated if we put the constraints
\[
A_{2,t} + A_{2,x} B_{2,x} + \sigma A_{2,y} B_{2,y} = 0, \quad (3.23a)
\]
\[
A_2 A_{2,y} X_y = 0, \quad (3.23b)
\]
\[
A_2 A_{2,x} Y_x = 0, \quad (3.23c)
\]

from which it follows that \( A_2 \) should be a constant, say \( A_2(x, y, t) = 1/\mu \). With this information, (3.3b) takes the form
\[
\bar{s}_t + \frac{\sigma X_t^2}{2\mu T} \bar{s}_x^2 + \frac{Y_t^2}{2\mu T} \bar{s}_y^2 - \frac{\delta \mu A_3}{T} \bar{s} - \frac{1}{T} (X_t + \sigma X_y B_{2,y}) \bar{s}_x + \frac{1}{T} (Y_t + Y_x B_{2,x}) \bar{s}_y = 0.
\]
(3.24)

We find
\[
X(y, t) = \epsilon_1 \sqrt{\sigma \mu \dot{T}} y + \alpha(t), \quad Y(x, t) = \epsilon_2 \sqrt{\sigma \mu \dot{T}} x + \beta(t), \quad A_3(x, y, t) = \frac{1}{\mu} \dot{T}(t),
\]
(3.25)

where \( \epsilon_1^2 = 1 \) and \( \epsilon_2^2 = 1 \). Furthermore, solving the pair of PDEs for \( B_2 \)
\[
X_t + \sigma X_y B_{2,y} = 0, \quad Y_t + Y_x B_{2,x} = 0
\]
we find
\[
B_2(x, y, t) = -1 \frac{\dot{T}}{4 T} (x^2 + \sigma y^2) - \frac{\epsilon_1 \sigma \dot{\alpha}}{\sqrt{\sigma \mu \dot{T}}} y - \frac{\epsilon_2 \dot{\beta}}{\sqrt{\sigma \mu \dot{T}}} x + \gamma(t)
\]
(3.26)
and so the system (1.5b) is mapped to (3.3b). Now let us have a look at how (1.5c) has transformed:

$$
-\frac{\sigma \dot{T}}{\mu A_1} \tilde{\phi}_{yy} + \frac{\dot{T}}{\mu A_1} \tilde{\phi}_{xx} + u \tilde{\phi}_{x} + \sigma \dot{u} \tilde{\phi}_{y} \\
+ \frac{2\epsilon_1 \sigma \sqrt{\mu \dot{T}} A_{1,x}}{\mu A_1 \dot{T}} \tilde{u}_{x} + \frac{2\epsilon_2 \sigma \mu \dot{T} A_{1,y}}{\mu A_1 \dot{T}} \tilde{u}_{y} + \frac{A_{1,xx} + \sigma A_{1,yy}}{\mu A_1 \dot{T}} u = 0. \quad (3.27)
$$

For invariance of (1.5b), it is sufficient to choose $A_1(x, y, t) = -\dot{T}(t)/\mu$. Then, the invariance of (1.5a) is automatically satisfied without any further condition.

Finally, we find that the associated symmetry transformation involves four arbitrary functions $T(t)$, $\alpha(t)$, $\beta(t)$ and $\gamma(t)$ having the form

$$
X = \epsilon_1 \sqrt{\sigma \mu \dot{T}} y + \alpha(t), \quad Y = \epsilon_2 \sqrt{\sigma \mu \dot{T}} x + \beta(t), \quad T = T(t),
$$

$$
u = -\frac{1}{\mu} \dot{T} \tilde{u}(X, Y, T),
$$

$$
s = \frac{1}{\mu} \tilde{s}(X, Y, T) - \frac{1}{\sqrt{\sigma \mu \dot{T}}} (\epsilon_1 \sigma \dot{\alpha} y + \epsilon_2 \dot{\beta} x) - \frac{\dot{T}}{4 \dot{T}} (x^2 + \sigma y^2) + \gamma(t),
$$

$$
\phi = \frac{1}{\mu} \dot{T} \tilde{\phi}(X, Y, T) + \frac{\epsilon_1}{\delta \mu} \sqrt{\sigma \mu \dot{T}} (\dot{\alpha} \dot{T} - \dot{\phi} \dot{T}) + \frac{\epsilon_2 \sigma}{\delta \mu} \sqrt{\sigma \mu \dot{T}} (\dot{\beta} \dot{T} - \dot{\beta} \dot{T}) x
$$

$$
- \frac{1}{4 \delta} S(T, t) (x^2 + \sigma y^2) + \frac{1}{2 \delta \mu \dot{T}} (\dot{\alpha}^2 + \sigma \dot{\beta}^2) + \frac{1}{\delta} \dot{\gamma}. \quad (3.28)
$$

We note that transformations (3.28) will only induce discrete ones as they cannot be continuously connected to the identity transformation. For instance, system (1.5) is invariant under the discrete group of $x \leftrightarrow y$ coordinate exchanging and dependent variable sign-changing transformation

$$(x, y, t, u, s, \phi) \mapsto (y, x, t, -u, s, \phi).$$

### 4 Reductions and exact solutions

In this section, we construct some exact solutions invariant under the one-dimensional subalgebra $\mathfrak{g}(g) + \mathfrak{w}(m)$ and also two-dimensional subalgebras obtained by embedding $\mathfrak{v}(1)$ and $\mathfrak{v}(t)$ into $\mathfrak{g}(g) + \mathfrak{w}(m)$.

#### 4.1 Reduction by the subalgebra $\mathfrak{g}(g) + \mathfrak{w}(m)$

First, we perform reduction by the subalgebra $\hat{V} = \mathfrak{g}(g) + \mathfrak{w}(m)$, $g \neq 0$. We observe that $g(t)$ can be removed from $\hat{V}$ by an application of the symmetry group generated by exp $[\epsilon \mathfrak{g}(G)]$

$$
\tilde{x} = x + \epsilon G(t), \quad \tilde{y} = y, \quad \tilde{t} = t, \quad \tilde{u} = u,
$$

$$
\tilde{s} = s + \epsilon \left( x + \frac{\epsilon}{2} \right) \tilde{G}(t), \quad \tilde{\phi} = \phi + \frac{\epsilon}{\delta} \left( x + \frac{\epsilon}{2} \right) \tilde{G}(t) \quad (4.1)
$$

with $G$ defined by

$$
G(t) = \frac{g}{\epsilon} \int_{0}^{t} (g^{-1}m)(z)dz + cg(t).
$$
where $c$ is a constant. Thus, $\hat{V}$ is conjugate to the gauge subgroup $\mathcal{W}(m)$. But this does not lead to any reduction so we prefer to keep $g(t)$ as it is.

Solutions of (1.5) invariant under the group of transformations generated by $\mathcal{W}(g) + \mathcal{W}(m)$ will have the form

\[ u = U(y, t), \]  
\[ s = S(y, t) + 2 \frac{\dot{g}(t)}{g(t)} x^2 + \frac{m(t)}{g(t)} x, \]  
\[ \phi = \Phi(y, t) + \frac{\ddot{g}(t)}{2 \gamma g(t)} x^2 + \frac{m(t)}{\gamma g(t)} x. \]

Substituting this in (1.5) results in

\[ U_t + \sigma (U S)_y + \frac{\dot{\varrho}}{g} U = 0, \]  
\[ S_t + \frac{\sigma}{2} S^2_y - \delta \Phi = -\frac{m^2}{2 g^2}, \]  
\[ U_{yy} + \Phi_{yy} = -\frac{g''}{\sigma g}. \]

From (4.3c) and (4.3b), we find

\[ \Phi(y, t) = -U(y, t) + \frac{\ddot{g}(t)}{2 \sigma \gamma g(t)} y^2 + f_1(t) y + f_0(t), \]  
\[ U(y, t) = -\frac{1}{\delta} S_t - \frac{\sigma}{2 \delta} S^2_y + \frac{\ddot{g}(t)}{2 \sigma \gamma g(t)} y^2 + f_1(t) y + f_0(t) - \frac{m(t)^2}{2 \gamma g(t)^2}. \]

Substituting (4.4b) into (4.3a), it follows that $S(y, t)$ should satisfy the PDE

\[
\left( \frac{\ddot{g}}{2 g} y^2 + \sigma \delta f_1 y + \sigma \delta f_0 - \frac{\sigma m^2}{2 g^2} \right) S_{yy} - \sigma \left( S_t + \frac{3}{2} \sigma S^2_y \right) S_{yt} - 2 \sigma S_y S_{yt} - \frac{\sigma \ddot{g}}{2 g} S^2_y + \left( \frac{\ddot{g}}{g} y + \sigma \delta f_1 \right) S_y - \frac{\ddot{g}}{g} S_t + \frac{\sigma \ddot{g}}{2 g} y^2 + \delta \left( f_1 + f_1 \frac{\dot{g}}{g} \right) y + \delta \left( f_0 + f_0 \frac{\dot{g}}{g} \right) + \frac{m^2 \ddot{g}}{2 g^2} - \frac{m \dot{m}}{g^2} = 0.
\]  

(4.5)

In order to find an exact solution of the highly nonlinear equation (4.5), we introduce another equation

\[ S_t + \frac{3}{2} \sigma \delta S^2_y = 0, \]

which is compatible with the given one. In other words, we look at the possibility of a nontrivial common solution of (4.5) and (4.6). Equation (4.6) admits the separable solution

\[ S(y, t) = \frac{(y + \ell_1)^2}{6 \sigma t + \ell_2} \]

(4.7)

where $\ell_1$, $\ell_2$ are integration constants. When we substitute (4.7) in (4.5), we obtain a second degree polynomial in $y$ with coefficients in $t$ as a compatibility condition, which has to vanish identically so that (4.5) holds for (4.7). The coefficient of $y^2$ is zero if $g(t)$ satisfies the equation

\[ (6 \sigma t + \ell_2)^3 \ddot{g} + 6 \sigma (6 \sigma t + \ell_2)^2 \dddot{g} + 8 (6 \sigma t + \ell_2) \dddot{g} - 48 \sigma g = 0. \]

(4.8)
The general solution of this Euler-type equation is
\[ g(t) = K_1 Q^{1/3} + K_2 Q^{2/3} + K_3 Q, \quad Q(t) = 6\sigma t + \ell_2, \quad (4.9) \]
where \( K_1, K_2, K_3 \) are arbitrary constants. The coefficients of \( y^1 \) and \( y^0 \) vanish when
\[ f_0(t) = \frac{1}{2\delta} \frac{m^2}{g^2} + \frac{C_0}{g} Q^{-1/3} + \frac{C_1 \ell_1}{g} Q^{-2/3} - \frac{4\ell_1^2 \sigma}{\delta g} (K_1 Q^{-5/3} + K_2 Q^{-4/3}), \quad (4.10) \]
and
\[ f_1(t) = \frac{1}{g} \left[ C_1 Q^{-2/3} - \frac{8\ell_1^2 \sigma}{\delta} (K_1 Q^{-5/3} + K_2 Q^{-4/3}) \right], \quad (4.11) \]
with the arbitrary constants \( C_0 \) and \( C_1 \). Therefore, we are able to find an exact solution of \( (1.5) \) depending on one arbitrary function \( m(t) \). Explicitly, solution to \( (1.5) \) is
\[ u = U(y, t) = \frac{4\sigma (y + \ell_1)^2}{\delta (6\sigma t + \ell_2)} + \frac{\ddot{g}(t)}{2\sigma g(t)} y^2 + f_1(t) y + f_0(t) - \frac{m(t)^2}{2\delta g(t)^2}, \quad (4.12a) \]
\[ s = \frac{(y + \ell_1)^2}{6\sigma t + \ell_2} + \frac{\ddot{g}(t)}{2g(t)} x^2 + \frac{m(t)}{g(t)} x, \quad (4.12b) \]
\[ \phi = -U(y, t) + \frac{\ddot{g}(t)}{2\delta g(t)} y^2 + \frac{\dot{m}(t)}{\delta g(t)} x^2 + \frac{\ddot{g}(t)}{2\sigma \delta g(t)} y^2 + f_1(t) y + f_0(t). \quad (4.12c) \]
We note that the symmetry algebra of \( u_t = u^2 \) is ten dimensional. One of its elements is \( X_4 = 2t \partial_y - y \partial_u \) and generates a Galilei transformation. The action of \( X_4 \) on a solution \( u_0(y, t) \) gives the solution
\[ u(y, t) = u_0(\bar{y}, \bar{t}) = \frac{\epsilon y^2}{4(1 + \epsilon t)}, \quad \bar{y} = \frac{y}{1 - \epsilon t}, \quad \bar{t} = \frac{t}{1 - \epsilon t}, \quad (4.13) \]
and in particular on the separable solution
\[ u_0 = \frac{(y + c_2)^2}{c_1 - 4t} \quad (4.14) \]
gives the less trivial solution
\[ u = \frac{(4 - \epsilon c_1) y^2 + 8c_2 y + 4c_2^2 (1 + \epsilon t)}{4[c_1 + (\epsilon c_1 - 4)t]}. \quad (4.15) \]

By scaling with respect to \( t \) or \( y \), we can write
\[ S(y, t) = \frac{(4 - \epsilon c_1) y^2 + 8c_2 y + 2c_2^2 (2 - 3\epsilon \sigma t)}{2[2c_1 + 3\sigma (4 - \epsilon c_1)t]} \quad (4.16) \]
as solution to \( (4.6) \). As with \( (4.7) \), this solution can be used to find other compatible solutions of \( (4.5) \).

4.2 Reductions through two-dimensional subalgebras

Now we will perform symmetry reductions to ordinary differential equations (ODEs) using the two-dimensional subalgebras \{\( \mathcal{X}(t), \mathcal{Y}(g) + \mathcal{W}(m) \)\} and \{\( \mathcal{X}(1), \mathcal{Y}(g) + \mathcal{W}(m) \)\}. A two-dimensional subalgebra can be either abelian or non-abelian. We determine the functions \( g(t) \) and \( m(t) \) so that these two canonical forms are realized. Using the commutation relations for
the generators given above in (2.5d) and (2.5f) we find the following four two-dimensional subalgebras, each depending on two arbitrary parameters,

\[ L_{2,1} = \{ \mathcal{X}(t), a_1 \mathcal{Y}(t^{3/2}) + b_1 \mathcal{W}(t) \}, \quad L_{2,2} = \{ \mathcal{X}(1), a_2 \mathcal{Y}(e^t) + b_2 \mathcal{W}(e^t) \}, \]
\[ L_{2,3} = \{ \mathcal{X}(t), a_3 \mathcal{Y}(t^{1/2}) + b_3 \mathcal{W}(1) \}, \quad L_{2,4} = \{ \mathcal{X}(1), a_4 \mathcal{Y}(1) + b_4 \mathcal{W}(1) \}, \]

with \( L_{2,1}, L_{2,2} \) being non-abelian and \( L_{2,3}, L_{2,4} \) abelian.

**Reduction with \( L_{2,1} \):**

By finding invariants, we see that the ansatz

\[ u = \frac{1}{t} U(r), \]
\[ s = \frac{3x^2}{4t} + \frac{b_1 x}{a_1 \sqrt{t}} + S(r), \]
\[ \phi = \frac{3x^2}{8 \delta t^2} + \frac{b_1 x}{a_1 \delta t^{3/2}} + \frac{1}{t} \Phi(r) \]

with \( r = \frac{y}{\sqrt{t}} \) provides reduction to a system of ODEs

\[ 2 \sigma (US')' - r U'' + U = 0, \]
\[ \frac{\sigma}{2} (S')^2 - \frac{r}{2} S' - \delta \Phi + \frac{b_1^2}{2a_1^2} = 0, \]

Solving this system, we get

\[ U(r) = -\frac{\sigma}{2 \delta} (S')^2 + \frac{r}{2 \delta} S' + \frac{3 \sigma}{8 \delta} r^2 + c_1 r + c_2 - \frac{b_1^2}{2 \delta a_1^2}, \]
\[ \Phi(r) = \frac{\sigma}{2 \delta} (S')^2 - \frac{r}{2 \delta} S' + \frac{b_1^2}{2 \delta a_1^2}, \]

where \( S(r) \) satisfies

\[
\left( \frac{\sigma}{4} r^2 + 2 \delta c_1 r + 2 c_2 \delta - \frac{b_1^2}{a_1^2} \right) S'' + 3 \sigma r S' S'' - 3 (S')^2 S'' + \frac{\sigma}{2} (S')^2 + \left( \frac{3r}{2} + 2 c_1 \delta \sigma \right) S' - \frac{3 \sigma}{8} r^2 + c_2 \delta - \frac{b_1^2}{2 a_1^2} = 0.
\]

Equation (4.21) admits a quadratic solution \( S(r) = ar^2 + br + c \). This occurs under the following conditions between the coefficients of the identity \( k_2 r^2 + k_1 r + k_0 \equiv 0 \) required by (4.21):

\[ k_0 = (6a - \frac{\sigma}{2}) b^2 - c_2 \delta (4a \sigma + 1) - 2 b c_1 \delta \sigma + \frac{(4a \sigma + 1)b_1^2}{2a_1^2} = 0, \]  
\[ k_1 = 24 ba^2 - 8 \sigma (b + c_1 \delta) a - \frac{3b}{2} = 0, \]  
\[ k_2 = 24a^3 - 14 \sigma a^2 - \frac{7}{2} a + \frac{3 \sigma}{8} = 0. \]
Solving this system, we find
\[ a = \left\{ \frac{3\sigma}{4}, \frac{\sigma}{12}, -\frac{\sigma}{4} \right\}, \quad b = \frac{16\sigma ac_1\delta}{48a^2 - 16\sigma a - 3}, \quad c_2 = \frac{b_1^2}{2\delta a_1^2} + \frac{96\alpha c_1^2\delta}{(48a^2 - 16\sigma a - 3)^2}. \]
(4.23)

Finally, we find the two-parameter \((b_1, c_1)\) solution of (1.5) in three distinct forms for each value of \(a\) as
\[ u = \frac{1}{\delta} \left( a - 2\sigma a^2 + \frac{3\sigma}{8} \right) \frac{y^2}{t^2} + \left( c_1 + \frac{b}{2\delta} - \frac{2\alpha b \sigma}{\delta} \right) \frac{y}{t^{3/2}} + \left( c_2 - \frac{b_1^2}{2\delta a_1^2} - \frac{\sigma b_2^2}{2\delta} \right) \frac{1}{t}, \]
\[ s = \frac{3x^2}{4t} + \frac{b_1x}{a_1\sqrt{t}} + \alpha \frac{y^2}{t} + b \frac{y}{\sqrt{t}} + c, \]
\[ \phi = \frac{3x^2}{8\delta t^2} + \frac{b_1x}{a_1\delta t^{3/2}} + \frac{a}{\delta} (2\alpha \sigma - 1) \frac{y^2}{t^2} + \frac{b}{2\delta} (4\alpha \sigma - 1) \frac{y}{t^{3/2}} + \left( \frac{b_1^2}{2a_1^2} + \frac{b_2^2}{2} \right) \frac{1}{\delta t}. \]
(4.24)

Reduction with \(L_{2.2}^\text{a} \): Invariance under \(L_{2.2} \) leads to
\[ u = U(y), \]
\[ s = \frac{b_2}{a_2} x + \frac{x^2}{2} + S(y), \]
(4.25)
\[ \phi = \frac{b_2}{\delta a_2} x + \frac{1}{2\delta} x^2 + \Phi(y) \]
and to the reduced system
\[ \sigma (US')' + U = 0, \]
\[ \frac{\sigma}{2} (S')^2 - \delta \Phi + \frac{b_2^2}{2a_2^2} = 0, \]
(4.26)
\[ U'' + \Phi'' = \frac{\sigma}{\delta}. \]

Some work on these equations results in
\[ U(y) = -\frac{\sigma}{2\delta} (S')^2 + \frac{\sigma}{2\delta} y^2 + c_1 y + c_2, \]
\[ \Phi(y) = \frac{\sigma}{2\delta} (S')^2 + \frac{b_2^2}{2\delta a_2^2}, \]
(4.27)
where \(S(y)\) satisfies the ODE
\[ (y^2 + 2c_1\sigma \delta y + 2c_2\sigma \delta) S'' - 3(S')^2 S'' + 2(y + c_1\sigma \delta) S' - \sigma (S')^2 + \sigma y^2 + 2c_1 \delta y + 2c_2 \delta = 0. \]
(4.28)

Again, a polynomial solution to this equation in the form \(S(y) = ay^2 + by + c\) is possible. This implies an expression of the form \(k_2 y^2 + k_1 y + k_0 \equiv 0\), where
\[ k_0 = b^2 (\sigma + 6a) - 2c_2 \delta (1 + 2\sigma a) - 2\sigma bc_1 \delta, \]
(4.29a)
\[ k_1 = 24a^2 b - 2c_1 \delta + 4ab \sigma - 8\sigma ac_1 \delta - 2b, \]
(4.29b)
\[ k_2 = (4a^2 - 1)(6a + \sigma). \] (4.29c)

Solving \( k_2 = 0 \), we find three possible values \( a = \{-\frac{\sigma}{6}, -\frac{1}{2}, \frac{1}{2} \} \). When \((\sigma, a) \neq (1, -\frac{1}{2})\) and \((\sigma, a) \neq (-1, \frac{1}{2})\), the restrictions \( k_1 = 0 \) and \( k_0 = 0 \) are solved to give

\[ b = \frac{c_1 \delta (1 + 4\sigma a)}{12a^2 + 2\sigma a - 1}, \quad c_2 = \frac{3\delta c_1^2 (4a + \sigma)}{2(12a^2 + 2\sigma a - 1)^2}, \] (4.30)

where \( c \) and \( c_1 \) remain arbitrary. In case \((\sigma, a) = (1, -\frac{1}{2})\) and \((\sigma, a) = (-1, \frac{1}{2})\), we find \( b = -c_1 \delta \) and \( c, c_1, c_2 \) are arbitrary. We may express the solution in a unified form

\[ u = -\frac{\sigma}{2\delta} (2ay + b)^2 + \frac{\sigma}{2\delta} y^2 + c_1 y + c_2, \]
\[ s = \frac{b_2 x}{a_2^2} + \frac{x^2}{2} + ay^2 + by + c, \]
\[ \phi = \frac{b_2}{\delta a_2} x + \frac{1}{2\delta} x^2 + \frac{\sigma}{2\delta} (2ay + b)^2 + \frac{b_2^2}{2\delta a_2^3}. \] (4.31)

Reduction with \( L_{2,3} \):

Reduction formula

\[ u = \frac{1}{t} U(r), \]
\[ s = \frac{x^2}{4t} + \frac{b_3 x}{a_3 \sqrt{t}} + S(r), \]
\[ \phi = -\frac{x^2}{8\delta t^2} + \frac{1}{t} \Phi(r), \] (4.32)

with \( r = \frac{y}{\sqrt{t}} \) leads to the reduced system of ODEs

\[ 2\sigma (US')' - (rU)' = 0, \]
\[ \frac{\sigma}{2} (S')^2 - \frac{r}{2} S' - \delta \Phi + \frac{b_2^2}{2a_3^2} = 0, \] (4.33)
\[ U'' + \Phi'' = -\frac{\sigma}{4\delta}. \]

After some calculations, we see that \( U(r) \) is a solution of the cubic equation

\[ 4\delta U^3 + \left[ \frac{2b_2^2}{a_3^2} - 4\delta (c_1 r + c_2) \right] U^2 + \frac{1}{2} \sigma c_3^2 = 0 \] (4.34)

and

\[ \Phi(r) = -U(r) - \frac{\sigma}{8\delta} r^2 + c_1 r + c_2, \]
\[ S(r) = \frac{c_3}{2\sigma} \int \frac{dr}{U(r)} + \frac{r^2}{4\sigma} + c_4. \] (4.35)

When \( c_1 = 0 \), we find \( U(r) = U_0 \), a constant, which is a root of the cubic equation

\[ 4\delta U^3 + \left( \frac{2b_2^2}{a_3^2} - 4c_2 \right) U^2 + \frac{1}{2} \sigma c_3^2 = 0. \] (4.36)
Therefore, a solution to (1.5) is obtained as

\[ u = \frac{U_0}{t}, \]
\[ s = \frac{x^2}{4t^2} + \frac{b_3x}{a_3\sqrt{t}} + \frac{y^2}{4\sigma t} + \frac{c_3y}{2\sigma U_0\sqrt{t}} + c_4, \] 
\[ \phi = -\frac{1}{8\delta t^2}(x^2 + \sigma y^2) + \frac{c_2 - U_0}{t}. \]  

(4.37)

Reduction with \( L_{2,4} \):

For this subalgebra, we have

\[ u = U(y), \quad s = \frac{b_4}{a_4}x + S(y), \quad \phi = \Phi(y) \] 

(4.38)

and the reduced system is

\[ (US')' = 0, \]
\[ \frac{\sigma}{2} (S')^2 - \delta \Phi + \frac{b_4^2}{2a_4^2} = 0, \]
\[ U'' + \Phi'' = 0. \]  

(4.39)

We see that \( U \) is a solution to the algebraic equation

\[ 2\delta U^3 + \left[ \frac{b_4^2}{a_4^2} - 2\delta (c_1y + c_2) \right] U^2 + \sigma c_3^2 = 0 \] 

(4.40)

and

\[ \Phi(y) = -U(y) + c_1y + c_2, \]
\[ S(y) = c_3 \int \frac{dy}{U(y)} + c_4. \]  

(4.41)

Finally, we comment that most of the solutions obtained in this section are polynomials in \( x, a, y \), but with algebraic coefficients in \( t \). Symmetry group transformation (3.12) [or its subgroup (3.20)] can be applied to these solutions to construct other solutions depending additionally on four arbitrary functions of \( t \) and a new parameter.

Acknowledgements We are grateful to the referee for drawing our attention to an issue leading to an incorrect identification of the symmetry algebra.
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