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Abstract

A sequence of nonnegative integers $\pi = (d_1, d_2, \ldots, d_n)$ is graphic if there is a (simple) graph $G$ of order $n$ having degree sequence $\pi$. In this case, $G$ is said to realize or be a realization of $\pi$. Given a graph $H$, a graphic sequence $\pi$ is potentially $H$-graphic if there is some realization of $\pi$ that contains $H$ as a subgraph.

In this paper, we consider a degree sequence analogue to classical graph Ramsey numbers. For graphs $H_1$ and $H_2$, the potential-Ramsey number $r_{\text{pot}}(H_1, H_2)$ is the minimum integer $N$ such that for any $N$-term graphic sequence $\pi$, either $\pi$ is potentially $H_1$-graphic or the complementary sequence $\pi = (N - 1 - d_N, \ldots, N - 1 - d_1)$ is potentially $H_2$-graphic.

We prove that if $s \geq 2$ is an integer and $T_t$ is a tree of order $t > 7(s - 2)$, then

$$r_{\text{pot}}(K_s, T_t) = t + s - 2.$$  

This result, which is best possible up to the bound on $t$, is a degree sequence analogue to a classical 1977 result of Chvátal on the graph Ramsey number of trees vs. cliques. To obtain this theorem, we prove a sharp condition that ensures an arbitrary graph packs with a forest, which is likely to be of independent interest.
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1 Introduction

A sequence of nonnegative integers $\pi = (d_1, d_2, \ldots, d_n)$ is graphic if there is a (simple) graph $G$ of order $n$ having degree sequence $\pi$, and we will write $\pi = \pi(G)$. Unless otherwise stated, all sequences in this paper are assumed to be nonincreasing.

There are a number of theorems characterizing graphic sequences, including classical results by Havel \[15\] and Hakimi \[12\] and an independent characterization by Erdős and Gallai \[8\]. However, a given graphic sequence may have a diverse family of nonisomorphic realizations; as such it has become of recent interest to determine when realizations of a given graphic sequence have various properties. As suggested by A.R. Rao in \[18\], such problems can be broadly classified into two types, the first described as “forcible” problems and the second as “potential” problems. In a forcible degree sequence problem, a specified graph property must exist in every realization of the degree sequence $\pi$, while in a potential degree sequence problem, the desired property must be found in at least one realization of $\pi$.

Results on forcible degree sequences are often stated as traditional problems in structural or extremal graph theory, where a necessary and/or sufficient condition is given in terms of the degrees of the vertices (or equivalently the number of edges) of a given graph (e.g. Dirac’s theorem on hamiltonian graphs).

A number of degree sequence analogues to classical problems in extremal graph theory appear throughout the literature, including potentially graphic sequence variants of Hadwiger’s Conjecture \[4, 7, 20\], extremal graph packing theorems \[2, 6\], the Erdős-Sós Conjecture \[24\], and the Turán Problem \[9, 10\].

1.1 Potential-Ramsey Numbers

Given graphs $H_1$ and $H_2$, the Ramsey number $r(H_1, H_2)$ is the minimum positive integer $N$ such that every red/blue coloring of the edges of the complete graph $K_N$ yields either a copy of $H_1$ in red or a copy of $H_2$ in blue. In \[1\], the authors introduced the following potential degree sequence version of the graph Ramsey numbers.

Given a graph $H$, a graphic sequence $\pi = (d_1, \ldots, d_n)$ is potentially $H$-graphic if there is some realization of $\pi$ that contains $H$ as a subgraph. For graphs $H_1$ and $H_2$, the potential-Ramsey number $r_{pot}(H_1, H_2)$ is the minimum integer $N$ such that for any $N$-term graphic sequence $\pi$, either $\pi$ is potentially $H_1$-graphic or the complementary sequence

$$\overline{\pi} = (d_1, \ldots, d_N) = (N - 1 - d_N, \ldots, N - 1 - d_1)$$

is potentially $H_2$-graphic.

In traditional Ramsey theory, the enemy gives us a coloring of the edges of $K_N$, and we must be sure that there is some copy of $H_1$ or $H_2$ in the appropriate color, regardless of the enemy’s choice. When considering the potential-Ramsey problem, we are afforded the additional flexibility of being able to replace the enemy’s red subgraph with any graph having the same degree sequence. Consequently, it is immediate that for any $H_1$ and $H_2$,

$$r_{pot}(H_1, H_2) \leq r(H_1, H_2).$$
While this bound is sharp for certain pairs of graphs, for example $H_1 = P_n$ and $H_2 = P_m$ (see [1]), in general that is far from the case. For instance, determining $r(K_k, K_k)$ is generally considered to be one of the most difficult open problems in combinatorics, if not all of mathematics. For instance, the best known asymptotic lower bound, due to Spencer [22], states that

$$r(K_k, K_k) \geq (1 + o(1)) \frac{\sqrt{2}}{e} k 2^k.$$  

As a contrast, the following theorem appears in [1].

**Theorem 1** (Busch, Ferrara, Hartke and Jacobson [1]). For $n \geq t \geq 3$,

$$r_{pot}(K_n, K_t) = 2n + t - 4$$

except when $n = t = 3$, in which case $r_{pot}(K_3, K_3) = 6$.

Despite this theorem, which implies that the potential-Ramsey numbers are at worst a “small” linear function of the order of the target graphs, it remains a challenging problem to determine a meaningful bound on $r_{pot}(H_1, H_2)$ for arbitrary $H_1$ and $H_2$. In addition to its connections to classical Ramsey theory, the problem of determining $r_{pot}(H_1, H_2)$ also contributes to the robust body of work on subgraph inclusion problems in the context of degree sequences (c.f. [3, 7, 9, 10, 14, 17]).

## 2 Potential-Ramsey Numbers for Trees vs. Cliques

In this paper, we are motivated by the following classical result of Chvátal [5], which is one of the relatively few exact results for graph Ramsey numbers that applies to a broad collection of target graphs.

**Theorem 2.** For any positive integers $s$ and $t$ and any tree $T_t$ of order $t$,

$$r(K_s, T_t) = (s - 1)(t - 1) + 1.$$  

This elegant result states that the Ramsey number $r(K_s, T_t)$ depends only on $s$ and $t$ and not $T_t$ itself. Our goal in this paper is to investigate the existence of a similarly general result for $r_{pot}(K_s, T_t)$. For $s \geq 2$, let $G = K_{s-2} \join K_{t-1}$ and note that (a) $G$ is the unique realization of its degree sequence, and (b) $G$ does not contain $K_s$ and $\overline{G}$ does not contain any graph $H$ of order $t$ without isolated vertices. This implies the following general lower bound on the potential Ramsey number.

**Proposition 3.** If $H$ is any graph of order $t$ without isolated vertices, then $r_{pot}(K_s, H) \geq t + s - 2$. In particular, for any tree $T_t$ of order $t$, $r_{pot}(K_s, T_t) \geq t + s - 2$.

The following theorems show that for fixed $t$, different choices of $T_t$ may have different potential-Ramsey numbers.
Theorem 4 (Busch, Ferrara, Hartke and Jacobson [1]). For \( t \geq 6 \) and \( s \geq 3 \),
\[
r_{\text{pot}}(K_s, P_t) = \begin{cases} 
2s - 2 + \left\lfloor \frac{t}{3} \right\rfloor, & \text{if } s > \left\lfloor \frac{2t}{3} \right\rfloor, \\
t + s - 2, & \text{otherwise}.
\end{cases}
\]

Theorem 5. For \( s, t \geq 4 \),
\[
r_{\text{pot}}(K_s, K_{t-1}) = \begin{cases} 
2s, & \text{if } t < s + 2, \\
t + s - 2, & \text{otherwise}.
\end{cases}
\]

We will prove Theorem 5 in Section 5.

There is one notable common feature between these results; namely that the potential-Ramsey number matches the bound given in Proposition 3 when \( t \) is large enough relative to \( s \). This suggests the question: does there exist a function \( f(s) \) such that if \( t \geq f(s) \), then for any tree \( T_t \) of order \( t \),
\[
r_{\text{pot}}(K_s, T_t) = t + s - 2?
\]

Our next result answers this question in the affirmative. Let \( \ell(T) \) denote the number of leaves of a tree \( T \).

Theorem 6. Let \( T_t \) be a tree of order \( t \) and let \( s \geq 2 \) be an integer. If either

(i) \( \ell(T_t) \geq s + 1 \) or

(ii) \( t > 7(s - 2) \),

then \( r_{\text{pot}}(K_s, T_t) = t + s - 2 \).

We believe that the coefficient of 7 in part (ii) of the theorem could be improved, and believe it is feasible that \( r_{\text{pot}}(K_s, T_t) = t + s - 2 \) whenever \( t \geq \frac{3}{2}s \), as suggested by Theorem 4, although we pose no formal conjecture here.

To obtain Theorem 6 we give a sharp condition that ensures an arbitrary graph and a forest pack. This result, which we prove in Section 3, is likely of independent interest. In Section 4 we present some technical lemmas, and in Section 5 we prove both Theorem 5 and Theorem 6.

3 Packing Forests and Arbitrary Graphs

For two graphs \( G \) and \( H \) where \(|V(G)| \geq |V(H)|\), we say that \( G \) and \( H \) pack if there is an injective function \( f : V(H) \to V(G) \) such that for any \( xy \in E(H) \), \( f(x)f(y) \not\in E(G) \). In other words, \( G \) and \( H \) pack if we can embed both of them into \( K_{|V(G)|} \) without any edges overlapping. One of the most notable results about packing is the following theorem due to Sauer and Spencer.

Theorem 7 (Sauer and Spencer [21]). Let \( G \) and \( H \) be graphs of order \( n \). If \( 2\Delta(G)\Delta(H) < n \), then \( G \) and \( H \) pack.
While Theorem 7 is tight (see [16] for the characterization of the extremal graphs), the condition is not necessary to ensure that $G$ and $H$ pack. In particular, even if $H$ has large maximum degree, if $H$ is sparse enough, then it may still pack with $G$. In light of this, we provide the following, which is in many cases an improvement to the Sauer-Spencer theorem provided one graph happens to be a forest.

**Theorem 8.** Let $F$ be a forest and $G$ be a graph both on $n$ vertices, and let $\text{comp}(F)$ be the number of components of $F$ that contain at least one edge and $\ell(F)$ the number of vertices of $F$ with degree 1. If

$$3\Delta(G) + \ell(F) - 2\text{comp}(F) < n,$$

then $F$ and $G$ pack.

**Proof.** Let $e \in E(F)$ and let $F' = F \setminus \{e\}$. Notice that $\ell(F') \leq \ell(F) + 2$, but if $\ell(F') > \ell(F)$, then $\text{comp}(F') > \text{comp}(F)$. Further, if $\text{comp}(F') < \text{comp}(F)$, then $e$ was an isolated edge, so $\ell(F') \leq \ell(F) - 2$. Therefore, $\ell(F') - 2\text{comp}(F') \leq \ell(F) - 2\text{comp}(F)$.

Consequently, if $3\Delta(G) + \ell(F) - 2\text{comp}(F) < n$, then any subgraph of $F$ attained by deleting edges also satisfies this inequality. Therefore we may suppose, for the sake of contradiction, that $F$ is minimal in the sense that for any edge $e \in E(F)$, $F \setminus \{e\}$ packs with $G$. Going forward, we follow the proof of the Sauer-Spencer theorem from [16] and improve the bounds at certain steps with the knowledge that $F$ is a forest.

For an embedding $f : V(G) \to V(F)$, we call an edge $uv \in E(F)$ a conflicting edge if there is some edge $xy \in E(G)$ such that $f(x) = u$ and $f(y) = v$. As $G$ and $F$ do not pack, any embedding must have at least one conflicting edge. Notice that by the minimality of $F$, there is a packing $f$ of $G$ with $F \setminus \{uv\}$, and since $G$ does not pack with $F$, inserting the edge $uv$ must create a conflicting edge. Therefore, for any $uv \in E(F)$, there is an embedding in which $uv$ is the only conflicting edge.

For an embedding $f : V(G) \to V(F)$ and $u, v \in V(F)$, a $(u, v; G, F)_{f\text{-link}}$ is a triple $(u, w, v)$ such that $uw$ is an edge in the embedding of $G$ and $wv$ is an edge of $F$. Similarly, a $(u, v; F, G)_{f\text{-link}}$ is a triple $(u, w, v)$ such that $uw$ is an edge in $F$ and $wv$ is an edge in the embedding of $G$. Let $f$ be an embedding such that $ux$ is the only conflicting edge, and let $v \in V(F) \setminus \{x\}$. We claim that there is either a $(u, v; G, F)_{f\text{-link}}$ or a $(u, v; F, G)_{f\text{-link}}$. As $ux$ is both an edge of $F$ and an edge in the embedding of $G$, $xv$ is not an edge of $F$ and also not an edge in the embedding of $G$. Supposing that $f(u') = u$ and $f(v') = v$, let $f' : V(G) \to V(F)$ be defined as $f'(u') = v$, $f'(v') = u$, and $f'(y) = f(y)$ for all $y \notin \{u', v'\}$. As $F$ and $G$ do not pack, there must be a conflicting edge under $f'$. This conflicting edge cannot be incident to $x$, but must be incident to either $u$ or $v$. If the conflicting edge is $uw$, then $(u, w, v)$ is a $(u, v; F, G)_{f\text{-link}}$; if the conflicting edge is instead $vw$, then $(u, w, v)$ is a $(u, v; G, F)_{f\text{-link}}$.

Let $u \in V(F)$ be a non-isolated vertex and let $f : V(G) \to V(F)$ be an embedding such that $ux$ is the only conflicting edge for some $x$. Define

$$V_1 = \{v \in V(F) : \text{there is a } (u, v; F, G)_{f\text{-link}}\},$$
$$V_2 = \{v \in V(F) : \text{there is a } (u, v; G, F)_{f\text{-link}}\}.$$
Since $u$ is incident to $\deg_F(u)$ edges of $F$ and each $w \in N_F(u)$ is incident to at most $\Delta(G)$ edges of the embedding of $G$, we have

$$|V_1| \leq \deg_F(u) \Delta(G).$$

Similarly, with $u' \in V(G)$ such that $f(u') = u$,

$$|V_2| \leq \sum_{w' \in N_G(u')} \deg_F(f(w'))$$
$$= 2 \deg_G(u') + \sum_{w' \in N_G(u')} (\deg_F(f(w')) - 2)$$
$$\leq 2\Delta(G) + \sum_{w \in V(F): \deg_F(w) \geq 2} (\deg_F(w) - 2)$$
$$= 2\Delta(G) + \ell(F) - 2 \comp(F),$$

where the last equality is justified by the fact that for any tree $T$ with at least two vertices,

$$\ell(T) = 2 + \sum_{w \in V(T): \deg_T(w) \geq 2} (\deg_T(w) - 2).$$

Since every $v \in V(F) \setminus \{x\}$ is an element of either $V_1$ or $V_2$ and $u \in V_1 \cap V_2$,

$$n \leq |V_1| + |V_2| \leq \deg_F(u) \Delta(G) + 2\Delta(G) + \ell(F) - 2 \comp(F).$$

Since this holds for every nonisolated vertex $u$ of $F$, it holds for a leaf of $F$. Therefore, by choosing $u$ to be a leaf,

$$n \leq 3\Delta(G) + \ell(F) - 2 \comp(F),$$

contradicting the hypothesis of the theorem.

As we are interested in attaining Chvátal-type results for the potential-Ramsey number, we will make use of Theorem 8 when $F$ is a tree.

**Corollary 9.** Let $G$ and $T$ be graphs of order $n$ where $T$ is a tree. If $3\Delta(G) + \ell(T) - 2 < n$, then $G$ and $T$ pack.

The tightness of Corollary 9 and hence of Theorem 8 is seen by letting $n$ be even, $G = \frac{n}{2}K_2$ and $T = K_{1,n-1}$. In this case, $\Delta(G) = 1$ and $\ell(T) = n - 1$, so $3\Delta(G) + \ell(T) - 2 = n$; however, $G$ and $T$ do not pack. The following proposition shows the asymptotic tightness of Corollary 9 for any $\Delta(G)$.

**Proposition 10.** For any $\epsilon > 0$ and $r \in \mathbb{Z}^+$, there is a graph $G$ with $\Delta(G) = r$ and a tree $T$, each with $n$ vertices, such that $3\Delta(G) + \ell(T) - 2 < (1 + \epsilon)n$, but $G$ and $T$ do not pack.
Proof. For $m, r \geq 2$ and $n = mr$, let $G = mK_r$ and let $T$ be any tree of order $n$ that is a subdivision of $K_{1,(m-1)r+1}$. It is readily seen that $G$ and $T$ do not pack for any $m$ and $r$. Given $\epsilon > 0$, choose $m$ such that $m > 2/\epsilon$. Thus,

$$3\Delta(G) + \ell(T) - 2 = 3(r - 1) + (m - 1)r + 1 - 2 = 2r + rm - 4 = \left(1 + \frac{2}{m}\right)n - 4 < (1 + \epsilon)n. \quad \Box$$

4 Technical Lemmas

We begin with the following useful result of Yin and Li.

**Theorem 11** (Yin and Li [23]). Let $\pi = (d_1, \ldots, d_n)$ be a graphic sequence and $s \geq 1$ be an integer.

(i) If $d_s \geq s - 1$ and $d_{2s} \geq s - 2$, then $\pi$ is potentially $K_s$-graphic.

(ii) If $d_s \geq s - 1$ and $d_i \geq 2s - 2 - i$ for $1 \leq i \leq s - 1$, then $\pi$ is potentially $K_s$-graphic.

The following lemma from [11] is an extension of a corresponding result of Rao [18] for cliques.

**Lemma 12** (Gould, Jacobson and Lehel [11]). If $\pi$ is potentially $H$ graphic, then there is a realization $G$ of $\pi$ containing $H$ as a subgraph on the $|V(H)|$ vertices of largest degree in $G$.

We next give a simple sufficient condition for a graphic sequence to have a realization containing any tree of order $t$.

**Lemma 13.** Let $T$ be a tree of order $t$ and let $\pi = (d_1, \ldots, d_n)$ be a graphic sequence with $n \geq t$. If $d_{t-1} \geq t - 1$, then $\pi$ is potentially $T$-graphic.

**Proof.** We proceed by induction on $t$. If $t = 2$, the claim follows immediately, so suppose that $t > 2$ and let $\pi = (d_1, \ldots, d_n)$ be a graphic sequence with $d_{t-1} \geq t - 1$.

Let $T$ be any tree of order $t$, $v$ be a leaf of $T$, and $T' = T \setminus \{v\}$. Thus, $T'$ is a tree of order $t - 1$. As $\pi$ is a non-increasing sequence, $d_{t-2} \geq t - 1 > t - 2$, so by the induction hypothesis, $\pi$ is potentially $T'$-graphic. By Lemma [12] there is a realization $G$ of $\pi$ such that $T'$ is a subgraph of $G[v_1, \ldots, v_{t-1}]$. As $\deg_G(v_i) \geq t - 1$ for all $i \leq t - 1$, $|N_G(v_i) \cap \{v_1, \ldots, v_n\}| \geq 1$ for all $i \leq t - 1$. Hence we may attach a leaf to any vertex of $T'$ to attain a copy of $T$, so $\pi$ is potentially $T$-graphic.

Finally, we combine Lemma [13] and Theorem [11] to obtain the following.

**Proposition 14.** Let $T$ be a tree on $t$ vertices, let $s \leq t - 2$, and set $n = t + s - 2$. If $\pi = (d_1, \ldots, d_n)$ is a graphic sequence such that $\pi$ is not potentially $T$-graphic and $\overline{\pi}$ is not potentially $K_s$-graphic, then $d_{t-s-1} \geq t$ and $d_i \geq t - s + 1$. 7
Proof. If $\pi$ is not potentially $T$-graphic, then $d_{t-1} \leq t-2$. Therefore, $\overline{d}_s = n-1-d_{t-1} \geq s-1$. By Theorem 11 if $d_{2s} \geq s-2$, then $\overline{\pi}$ is potentially $K_s$-graphic. As this is not the case, $d_{2s} \leq s-3$. Hence, $d_{t-s-1} = n-1-d_{2s} \geq t$.

Furthermore, since $\overline{d}_s \geq s-1$, we see that $\overline{d}_i \leq 2s-3-i$ for some $1 \leq i \leq s-2$ (else $\overline{\pi}$ is potentially $K_s$-graphic by Theorem 11). Therefore

$$d_i = n-1-\overline{d}_{s-1} \geq n-1-\overline{d}_i \geq n-1-(2s-4) = t-s+1.$$

5 Proof of Theorems 5 and 6

We begin by proving Theorem 5

Proof of Theorem 5 When $s \leq t-2$, the lower bound is established by Proposition 3. When $s \geq t-2$, the lower bound is established by considering the graphic sequence $\pi = (d_1, \ldots, d_{2s-1})$ where $d_i = 2$ for all $i$. As $t \geq 4$, $\pi$ is not potentially $K_{1,t-1}$-graphic. Further, in any realization of $\pi$, the largest independent set has size at most $s-1$, so $\overline{\pi}$ is not potentially $K_s$-graphic.

For the upper bound, consider any graphic sequence $\pi = (d_1, \ldots, d_n)$ with $n = s + \max\{s,t-2\}$. If $d_1 \geq t-1$, then $\pi$ is potentially (in fact forcibly) $K_{1,t-1}$-graphic. So suppose $d_1 \leq t-2$. Thus, we have $\overline{d}_n = n-1-d_1 \geq n-1-(t-2) = n-t+1 \geq s-1$; since also $n \geq 2s$, Theorem 11 implies that $\overline{\pi}$ is potentially $K_s$-graphic.

We are now ready to prove Theorem 6, the main result of this paper.

Proof of Theorem 6 Let $\pi = (d_1, \ldots, d_n)$ be a graphic sequence with $n = t+s-2$ such that $\pi$ is not potentially $T$-graphic and $\overline{\pi}$ is not potentially $K_s$-graphic.

(i) Suppose that $\ell(T) \geq s+1$ and let $S$ be any set of $s+1$ leaves of $T$. Let $T' = T \setminus S$, so $T'$ is a tree of order $t-s-1$. By Proposition 11 $d_{t-s-2} \geq t > t-s-2$, so $\pi$ is potentially $T'$-graphic. Let $G$ be a realization of $\pi$ with $T'$ as a subgraph of $G[v_1, \ldots, v_{t-s-1}]$. Because $\deg_G(v_i) \geq t$ for all $i \leq t-s-1$, $|N_G(v_i) \cap \{v_{t-s}, \ldots, v_{t-s-1}\}| \geq s+2$ for all $i \leq t-s-1$. Hence, we can reattach the vertices in $S$ to attain a copy of $T$, contradicting the fact that $\pi$ is not potentially $T$-graphic.

(ii) Suppose that $\ell(T) \leq s$ and let $G$ be any realization of $\pi$ and define $G_t = G[v_1, \ldots, v_t]$. As $d_t \geq t-s+1$ and $|V(G)| = t+s-2$, $\delta(G_t) \geq d_t - (s-2) = t-2s+3$, so $\Delta(G_t) = t-1-\delta(G_t) \leq 2s-4$. Because $t > 7(s-2)$,

$$3\Delta(G_t) + \ell(T) - 2 \leq 3(2s-4) + s-2 = 7s-14 < t.$$

By applying Corollary 9 we see that $T$ and $\overline{G_t}$ pack, or in other words, $T$ is a subgraph of $G_t$, again contradicting the fact that $\pi$ is not potentially $T$-graphic.
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