A hybrid renormalization scheme for quasi light-front correlations in large-momentum effective theory
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Abstract

In large-momentum effective theory (LaMET), calculating parton physics starts from calculating coordinate-space-z correlation functions $\tilde{h}(z, a, P^z)$ in a hadron of momentum $P^z$ in lattice QCD. Such correlation functions involve both linear and logarithmic divergences in lattice spacing $a$, and thus need to be properly renormalized. We introduce a hybrid renormalization procedure to match these lattice correlations to those in the continuum $\overline{MS}$ scheme, without introducing extra non-perturbative effects at large $z$. We analyze the effect of $O(\Lambda_{QCD})$ ambiguity in the Wilson line self-energy subtraction involved in this hybrid scheme. To obtain the momentum-space distributions, we recommend to extrapolate the lattice data
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1. Introduction

Parton physics is important both for understanding the dynamics of high-energy collisions of hadrons and for studying their internal structure [1,2]. The most familiar examples are quark and gluon parton distribution functions (PDFs) which, on one hand, provide the beam information for high-energy productions at colliders [3], and on the other hand, describe the bound-state physics of the colliding hadrons.

Despite its importance, calculating parton physics from first principles of quantum chromodynamics (QCD) has been a challenge. Recently, an effective field theory (EFT) approach–large momentum effective theory (LaMET)–has been proposed to extract parton physics from physical properties of hadrons moving at large momentum [4,5], where the latter can be calculated from systematic approximations to Euclidean QCD such as lattice field theory. Since its proposal, LaMET has been widely used in calculating quark isovector distribution functions [6–21], distribution amplitudes (DAs) [22–24], generalized parton distributions [25,26], and recently transverse-momentum-dependent distributions [27–29], and even higher-twist distributions [30]. Some recent reviews on LaMET can be found in Refs. [31,32].

The key idea of LaMET is that partons in the infinite momentum frame (IMF) can be approximated by physical properties of a hadron at large but finite momentum. Due to the existence of ultraviolet (UV) divergences, this approximation is not completely straightforward. It requires using the standard EFT technology of matching and running. Detailed investigations have shown that the standard DGLAP evolution [33–35] has its origin in the momentum evolution of physical properties of the hadron [31].

In LaMET applications, one begins with lattice calculations of spatial correlation functions. Since lattice breaks the continuum symmetry, power divergences appear in bare correlation functions. They must be subtracted when matched to those in a continuum scheme such as dimensional regularization and (modified)-minimal subtraction, $\overline{\text{MS}}$. In the past, the main approaches suggested in practical applications include the regularization-independent momentum subtraction method or RI/MOM [36–39] and the ratio method [40–43]. The latter relies on the validity of Euclidean operator product expansion (OPE) and can only be applied to correlations at short distances, and therefore cannot be used directly for LaMET applications. In contrast, the RI/MOM method appears to be applicable to large-$z$ ($z$ is the gauge-link length) distance at first glance. However, a detailed examination shows that this method introduces potential non-perturbative effects, for instance, through infrared (IR) logarithms such as $\ln(z^2\mu^2)$ ($\mu$ is a renormalization scale) in the scheme matching. Since UV divergences are supposed to be perturbative in asymptotically-free theories such as QCD, it shall be possible to find a renormalization procedure which does not introduce non-perturbative effects. It might be possible that RI/MOM does not introduce a large non-perturbative effect in the present precision of lattice-QCD calculations. However, a systematic effective-theory calculation with high precision cannot avoid addressing this issue.

To achieve this, we propose in this paper a hybrid renormalization procedure for lattice correlations in LaMET applications. At short distances where OPE is valid, the standard RI/MOM or
ratio method is recommended. At large distances, we suggest to use the auxiliary field formalism [44–47] which has been advocated in LaMET applications by a number of authors [48–50]. In this formalism, the Wilson line is replaced by two-point functions of the auxiliary field. The linear divergence in lattice correlation functions is then linked to the mass renormalization of the auxiliary field, whereas the logarithmic divergence appears in the renormalization of the “heavy”-light “currents” at the end of the Wilson line. Both divergences can be separately renormalized in a manner which is consistent with the \( \overline{\text{MS}} \) scheme [49,50]. Although the mass subtraction of the Wilson line has been suggested before [51,52], it has not been put into wide practical use because, to our knowledge, a reliable approach to calculate the non-perturbative mass has not been well-established in the literature. Here we suggest several ways to do so which shall be investigated through systematic lattice simulations in the future.

In addition, we also address several other issues that are important in extracting parton physics using LaMET, e.g., how to match appropriately to the continuum scheme near \( z \sim 0 \), and how to utilize the asymptotic behavior of relevant correlation functions at large light-front (LF) distance to remove the unphysical oscillations in the momentum distribution that arise from truncated Fourier transform.

2. Partons as quanta in infinite-momentum states and large-momentum expansion

Let us begin with a brief overview of the parton formalism. In the textbooks, PDFs are usually defined in terms of LF correlations in QCD [53,54]. The LF is defined by \( t − z = \text{constant} \), if a massless particle is traveling along the \( z \)-direction, with variations of other coordinates, \( t + z \) and transverse-space dimensions, defining a three-dimensional front surface. Introduce two independent LF four-vectors with dimension-one parameter \( \Lambda \),

\[
\begin{align*}
p^\mu &= (\Lambda, 0, 0, \Lambda), \\
n^\mu &= (1/(2\Lambda), 0, 0, -1/(2\Lambda)) ,
\end{align*}
\]

then \( p^2 = n^2 = 0 \), and \( p \cdot n = 1 \). Different LFs are defined by different coordinate distance \( \lambda \) along the \( n \)-direction.

Consider now the quark PDFs in a state \( | P \rangle \) with mass \( M \) and four-momentum \( P^\mu = (P^0, 0, 0, P^z) = p^\mu + (M^2 / 2)n^\mu \), which can be used to solve for \( \Lambda = (P^0 + P^z) / 2 \). Using \( \psi \) to denote a full-QCD quark field, the LF correlation function in coordinate space is,

\[
h(\lambda) = \frac{1}{2 P^+} \langle P | \bar{\psi}(\lambda n) \Gamma W(\lambda n, 0) \psi(0) | P \rangle ,
\]

where \( \Gamma \) is a Dirac matrix, \( W \) is a straight Wilson-line gauge link, and \( \lambda \) is the LF distance. All other coordinates have been taken to be zero. Due to the invariance of the LF under Lorentz boosts along the \( z \)-direction, the above correlation function is independent of the residual momentum \( P^z \). Quite often, \( P^z \) is taken to be zero.

The quark PDF is just the Fourier transform of the above LF correlation [54],

\[
f(x) = \int_{-\infty}^{\infty} \frac{d\lambda}{2\pi} e^{-ix\lambda} h(\lambda) .
\]

In this way, partons can be studied without using the EFT machinery although they are effective degrees of freedom (dof’s) to describe the LF collinear modes. The reason is that, the parton dof’s are automatically projected out through the LF correlators applied to the full QCD state \( | P \rangle \).
the other hand, these parton dof’s can also be explicitly separated in the QCD Lagrangian, as is done in soft-collinear effective theory (SCET) where they are represented by LF collinear fields [55–57].

In the traditional parton formalism, the correlations are time-dependent, or in other words, the operators are in the Heisenberg picture. As such, we say that the formalism is Minkowskian and thus difficult for Monte Carlo simulations due to the famous “sign” problem. If one chooses \( \xi^- = (t + z)/\sqrt{2} \) as the “new time” coordinate, and integrates it out, one obtains a Hamiltonian formalism for partons, which has been called LF quantization (LFQ) in the literature [58]. LFQ is also a very difficult formalism to work with, despite the fact that much progress has been made [59].

An alternative parton formalism can be obtained by adapting Feynman’s original idea about partons to the context of a field theory [5,31]. Feynman considered [60] the momentum distribution of a composite system, \( f(k^z, P^z) \), where \( P^z \) is the center-of-mass momentum and \( k^z \) the longitudinal momentum carried by the parton whose transverse momentum \( \vec{k}_\perp \) has been integrated over. The \( P^z \)-dependence of the momentum distribution is clearly a relativistic effect: According to Poincaré symmetry, the Hamiltonian of a system depends on the frame, and changes under Lorentz boosts according to,

\[
[H, K^i] = i P^i ,
\]

where \( K^i \) \((i = 1, 2, 3)\) are the boost operators. Therefore, the wave functions are frame-dependent, leading to frame-dependent momentum distributions. Because \( K^i \) depends on interactions, the frame-dependence is a dynamical problem, and generally requires non-perturbative solutions.

An important feature of the momentum distribution of a system is that it is a static or time-independent quantity. In QCD, it is related to the following spatial correlation,

\[
\tilde{h}(z, P^z) = \frac{1}{2N} \langle P | \overline{\psi}(z) \Gamma W(z, 0) \psi(0) | P \rangle ,
\]

where \( W(z, 0) \) is a spacelike, straight-line gauge link, and \( N \) is normalization factor depending on the Dirac matrix. Feynman then considered the infinite-momentum limit, assuming that such a limit exists,

\[
P^z \to \infty, \quad z \to 0, \quad \lambda = z P^z \text{ finite} ,
\]

i.e., the relevant correlation function for partons is

\[
\tilde{h}(\lambda = z P^z) = \langle P^z = \infty | \overline{\psi}(z) \Gamma W(z, 0) \psi(0) | P^z = \infty \rangle .
\]

It is clear that in field theories this is a non-trivial limit. In fact, it can be shown that such a limit only exists in asymptotically-free theories, where the high-momentum modes are perturbative [31].

If one ignores the subtlety of the limit, the correlation in Eq. (7) is related to that in Eq. (2) by an infinite Lorentz transformation [4]. Our “new” form of parton formalism works with time-independent correlators and the IMF wave function. Since the operator is time-independent, it is the Schrödinger representation of parton physics if an analogy between time-translation and Lorentz boost is made [31].

In QCD, however, the correlations \( \tilde{h}(\lambda) \) and \( h(\lambda) \) are different. The difference arises from the presence of the UV cut-off. In the physical momentum distribution, the cut-off must always be much larger than the hadron momentum. As a result, the parton momentum is allowed to be
larger than the hadron momentum, or $|x|$ can be larger than 1, without violating any laws of physics. On the other hand, the standard PDFs have support $|x| \leq 1$, corresponding to a UV cutoff smaller than the hadron momentum. Thanks to the asymptotic freedom, these two different UV limits can be connected to each other by perturbation theory in QCD. This makes it possible to extract LF parton physics defined in Eq. (2) from the Euclidean form in Eq. (7).

Eq. (7) is the starting point of the LaMET expansion, where we first compute the quasi-LF correlation functions at a finite, but large momentum $P_z \gg \Lambda_{\text{QCD}}$. To make the expansion work, in principle one needs $\bar{h}(z, P_z)$ with $-\infty < z < \infty$, or $\bar{h}(\tilde{\lambda}, P_z)$ at all quasi-LF distances $\tilde{\lambda} = z P_z$. While in reality, of course, due to the finite volume, lattice data will always stop at some large $z(\tilde{\lambda})$ which we call $z_L(\tilde{\lambda}_L)$. We will deal with issues of finite $\tilde{\lambda}_L$ later. For the discussion in this section, we assume that $\bar{h}(\tilde{\lambda}, P_z)$ is known in $[-\infty, \infty]$, i.e., in the whole $\tilde{\lambda}$ range at a large $P_z$.

With the above quasi-LF correlation, one can make a straightforward Fourier transformation

$$\tilde{f}(y, P_z) = \int_{-\infty}^{\infty} \frac{d\tilde{\lambda}}{2\pi} e^{i\tilde{\lambda}y} \bar{h}(z, P_z).$$

The physical interpretation of $\tilde{f}(y, P_z)$ hinges on the large momentum expansion [4,61–63]

$$\tilde{f}(y, P_z) = \int_{-1}^{1} dx \left[ \frac{y}{x} \frac{x P_z}{\mu} \right] f(x, \mu) + O\left( \frac{\Lambda_{\text{QCD}}^2}{y^2(P_z)^2}, \frac{\Lambda_{\text{QCD}}^2}{(1-y)^2(P_z)^2} \right),$$

where $\mu$ is a factorization scale, $\Lambda_{\text{QCD}}$ is the hadronic scale, and $f(x, \mu)$ is the standard PDF that can be extracted from the above equation. The large scales $(yP_z)^2$ and $(1-y)^2P_z^2$ are associated with the active quark and the spectator momenta, respectively. According to the standard EFT methodology, any large scale that is not forbidden shall be allowed in the expansion, and the linear dependence is absent in dimensional regularization due to space-time symmetry. Therefore, the validity of this expansion relies on the smallness of the expansion parameters $\Lambda_{\text{QCD}}^2/[(y^2P_z^2)^2]$ and $\Lambda_{\text{QCD}}^2/[(1-y)^2P_z^2]^2$.

The $C$ factor in the above equation can be calculated perturbatively. At leading-order in $\alpha_s$, we can identify $\tilde{f}(y, P_z)$ with $f(y, \mu)$ (ignoring the power corrections for the moment), thus they have the same asymptotic behavior as $y \to 0$ and $y \to 1$. Beyond leading-order, this will be changed by perturbative corrections. To see this, let us take the following simple form of $f(x, \mu)$ as an example

$$x^a(1-x)^b,$$

with $a, b$ controlling the asymptotic behavior at $x \to 0$ and $x \to 1$, respectively. The perturbative one-loop corrections lead to the following change in the asymptotic behavior

$$\delta \tilde{f}(y, P_z) \sim \alpha_s y^d \ln y \text{ as } y \to 0.$$

When resummed to all orders in perturbation theory, this yields a power law behavior of the form $\tilde{f}(y, P_z) \sim y^{d+y'}$ with $y$ being associated with the anomalous dimension of the operator defining $\tilde{f}(y, P_z)$. Similar behavior also occurs as $y \to 1$ for realistic PDFs with $b > 0$. This can also be seen from the coordinate space analysis to be presented below.
Therefore, for a given large $P^z$, there is a range of $y$ where high-order corrections as well as power corrections are small, and this range can be translated into a valid range $x$ for the PDFs. Thus, one can systematically obtain the PDFs in an interval $[x_{\text{min}}, x_{\text{max}}]$ ($x_{\text{min}}$ will approach 0 and $x_{\text{max}}$ approach 1 as $P^z \to \infty$). In other words, the LaMET expansion provides a natural way to calculate parton distributions in an interval of the parton momentum $x$, similar to extracting parton distributions from experimental data at finite energies.

3. A hybrid renormalization procedure

As explained in the previous section, the LaMET expansion starts from calculating the coordinate-space correlation functions $\tilde{h}(z, P^z)$ at large momentum $P^z$ and for the whole range of distance $-\infty < z < \infty$. On a discrete lattice with spacing $a$, the nonlocal quark bilinear operator that defines $\tilde{h}(z, P^z)$ in Eq. (5) can be multiplicatively renormalized as \[ \left[ \bar{\psi}(z) \Gamma W(z, 0) \psi(0) \right]_B = e^{\delta m |z|} Z(a) \left[ \bar{\psi}(z) \Gamma W(z, 0) \psi(0) \right]_R, \]
up to lattice artifacts \[36,64\]. Here the operator on the l.h.s. is defined in terms of bare fields and couplings, denoted by the subscript “B”, while the operator on the r.h.s. is renormalized and denoted by the subscript “R”. Without an explicit statement, we always assume that the renormalized correlations are eventually defined in the $\overline{\text{MS}}$ scheme before a Fourier transformation is made to the momentum space. There are both $z$-independent logarithmic and $z$-dependent linear divergences. The former arises from the renormalization of quark and gluon fields as well as the vertices at the endpoints of the Wilson line, which is included in the factor $Z(a)$, while the latter comes from the Wilson-line self-energy, which is factored into the exponential $e^{\delta m |z|}$ with $\delta m$ being the “mass correction”.

A number of proposals have been made in the literature \[36,37,40,42,43,49,51,65,66\] to renormalize the above lattice correlation functions $\tilde{h}(z, a, P^z)$, among which the RI/MOM scheme has frequently been used \[36,37\]. In this approach, one calculates the matrix elements (amputated Green’s function) $Z(z, -p^2, a)$ of the bilocal operators $O(z, a)$ in a deep Euclidean state with momentum squared $-p^2 \gg \Lambda^2_{\text{QCD}}$ in a fixed gauge, and then defines $\overline{\text{MS}}$ operators as,

\[ O_{\overline{\text{MS}}}(z, \mu) \equiv Z_{\overline{\text{MS}}}(z, -p^2, \mu^2) \frac{O(z, a)}{Z(z, -p^2, a)}. \]

where $Z_{\overline{\text{MS}}}$ converts the RI/MOM renormalized result to the $\overline{\text{MS}}$ scheme. The gauge and $-p^2$ dependences cancel between two $Z$-factors. The r.h.s. has a proper continuum limit $a \to 0$ without divergences.

However, while the RI/MOM approach is justified for local operators, it has potential problems when applied to nonlocal ones. For instance, when $z$ becomes large, $Z_{\overline{\text{MS}}}(z, -p^2, \mu^2)$ contains IR logarithms of $z$ and the perturbative calculation of $z$-dependence is not reliable. Moreover, although the RI/MOM factor $Z(z, -p^2, a)$ helps to cancel the lattice UV divergences, the composite operator at large-$z$ contains non-perturbative physics as well. Therefore, both $Z$-factors contain non-canceling non-perturbative effects which alter the IR properties of $O(z)$. Thus, the RI/MOM renormalization scheme is not reliable at large-$z$. Moreover, when gluon distributions are involved, it requires external off-shell gluon states which bring in potential mixing with gauge-variant operators and make things much more complicated \[67\].

In addition to the renormalization issues at large distances, there are also subtleties for renormalization at short distances. While the standard renormalization of a bilocal operator makes it
finite at any non-vanishing \( z \), it becomes divergent in the \( z \to 0 \) limit. On the other hand, if one performs a resummation of the large logarithms at small \( z \), the result vanishes at \( z = 0 \). However, the lattice result at \( z = 0 \) approaches to the matrix element of the vector current. Clearly, the two limits, \( a \to 0 \) and \( z \to 0 \), are not interchangeable.

To resolve these issues, we propose in this section a hybrid scheme to renormalize the correlation functions. The key point of this scheme is that we separate the correlations at short and long distances and renormalize them separately, and match both procedures at an intermediate distance \( z_S \). The matching point must lie within \([0, z_{LT}]\) where the leading-twist (LT) approximation for the correlation operator is valid. Discussions on the value of \( z_{LT} \) can be found in Sec. 5.

3.1. Renormalization at short distance \( 0 \leq |z| \leq z_S \)

To renormalize \( \tilde{h}(z, a, P^\perp) \) for \( 0 \leq |z| \leq z_S \), particular attention shall be paid to the behavior of the correlation functions in the limit \( z \to 0 \).

In the continuum \( \overline{\text{MS}} \) scheme, the \( z \to 0 \) limit is not smooth and additional logarithmic UV divergences \( \sim \ln z^2 \) arise which when resummed yield zero. However, this is not the case for the lattice matrix element \( \tilde{h}(z, a, P^\perp) \). For finite lattice spacing and non-vanishing \( z \), \( \tilde{h}(z, a, P^\perp) \) includes UV divergences related to the wave function renormalization of the bare fields, of the form \( a_s(a) \ln(z^2/a^2) \). At small \( z \), particularly when \( z = 0 \) or \( a \), \( \tilde{h}(z, a, P^\perp) \) has discretization effects and is related to the lattice-regulated local matrix element \( \bar{\psi} \Gamma \psi \). In particular, when \( \Gamma = \gamma^\mu \), \( \bar{\psi} \gamma^\mu \psi \) is conserved and its matrix element is finite in the \( a \to 0 \) limit. A function demonstrating this interesting interplay between lattice regulator and small physical distance is \( \ln[(z^2 + a^2)/a^2] \).

The above discrepancy in the small-\( z \) regime can be removed through a perturbative conversion between lattice regularization and the continuum \( \overline{\text{MS}} \) scheme, which, however, is known to converge slowly. Instead, a more efficient strategy is to cancel the \( \ln z^2 \)-dependences through lattice renormalization, which corresponds to a scheme “X” that is different from \( \overline{\text{MS}} \). As long as \( z \) is in the leading-twist region \(|z| \leq z_S \) where \( z_S \) is smaller than \( z_{LT} \), the difference between the X-scheme and \( \overline{\text{MS}} \) can be calculated in perturbation theory.

For example, the X-scheme can be implemented by forming the ratio of \( \tilde{h}(z, a, P^\perp) \) and another matrix element of the same operator \( O(z, a) \),

\[
\frac{\tilde{h}(z, a, P^\perp)}{Z_X(z, a)} , \quad \text{for } |z| \leq z_S ,
\]

where the renormalization factor \( Z_X \) corresponds to different choices of the matrix element. Possible choices for \( Z_X \) include

- Amputated Green’s function of \( O(z, a) \) in a single-particle deep Euclidean state, fixed in a particular gauge, e.g., Landau gauge, which defines the RI/MOM-type of schemes [36–39].
- Matrix element of \( O(z, a) \) in a hadron state with \( P^\perp = 0 \), depending on applications [40,41].
- Vacuum (\( \langle \Omega \rangle \)) expectation value of \( O(z, a) \) [42,43].

In the second and third option, the matrix elements are gauge invariant, and therefore no gauge fixing is needed. For the third option, the quantum numbers of the operator must be the same as those of the vacuum. As discussed above, \( z_S \) has to be smaller than \( z_{LT} \), which is estimated in
Sec. 5 to be about $0.25 \sim 0.33 \text{ fm}$. Of course, the stability of the final result with respect to small variations of $z_S$ shall be explicitly verified.

Due to the multiplicative renormalizability of the operator $O(z, a)$, all UV divergences cancel in the ratio in Eq. (14), thus allowing us to take the continuum limit,

$$\lim_{a \to 0} \frac{\tilde{h}(z, a, P^z)}{Z_X(z, a)} = \frac{\tilde{h}(z, \epsilon, P^z)}{Z_X(z, \epsilon)} = \tilde{h}^X(z, P^z),$$

(15)

where the term after the first equal sign refers to a $\overline{\text{MS}}$ calculation of the same ratio with $\epsilon$ corresponding to dimensional regularization $d = 4 - 2\epsilon$ in the continuum theory. In the limit $|z| \to 0$, the $\ln z^2$-dependence is independent of the external state, so it cancels in the ratio, making the latter finite at $z = 0$. Moreover, in the leading-twist region $z \leq z_S \leq z_{\text{LT}}$, we can perturbatively match the ratio for any $X$-scheme to the LF correlation $h(\lambda, \mu)$ through the coordinate-space factorization formula [63,68]

$$\tilde{h}^X(\lambda, P^z) = \int_0^1 d\alpha \, C^X(\alpha, \frac{\lambda^2 \mu^2}{(P^z)^2}) h(\alpha\lambda, \mu) + \mathcal{O}(z^2 \Lambda_{\text{QCD}}^2),$$

(16)

where $C^X$ is the matching coefficient, and we have suppressed its dependence on the renormalization scale in the $X$-scheme such as the RI/MOM. Also, higher-twist contributions have been suppressed in the above equation.

The one-loop matching coefficient for the second option for $Z_X$ has been obtained in Refs. [63,68,69], and that for the RI/MOM scheme can be extracted from Ref. [36,63]. The two-loop results for both the second and third option have been calculated as a series expansion in Ref. [43].

Eq. (16) also has an equivalent form in momentum space [63], with the matching coefficient calculated at one-loop [13,15,37] and two-loop [70] orders. The two-loop matching coefficient for $Z_X$ defined by $P^z = 0$ matrix element can be extracted from Refs. [43,70].

### 3.2. Renormalization at large distances $z \geq z_S$

At large distance $z \geq z_S$, UV renormalization needs a careful assessment because both the RI/MOM and the ratio scheme will introduce undesired non-perturbative effects. The only renormalization approach that will not introduce such extra non-perturbative physics is the explicit and separate subtraction of linear divergences (or $\delta m$) and logarithmic divergences [48,49,51,52], which in principle can be done using the auxiliary field method [49,50].

To calculate the mass renormalization $\delta m$ of the Wilson line, there exist many suggestions in the literature. Here we provide probably an incomplete list:

- One can fit the hadron matrix element at large $z$, where the dominant decay is

$$\tilde{h}(z, a, P^z) \sim \exp(-\delta m |z|).$$

(17)

$\delta m$ can be obtained by fitting the ratio $\ln(\tilde{h}(z + a, a, P^z)/\tilde{h}(z, a, P^z))$ to a constant in $z$ at large $z$. Of course, the result has to be independent of $P^z$, e.g., one can choose $P^z = 0$. Alternatively, one can fit $\ln \tilde{h}(z, a, P^z)$ to the $1/a$ dependence all $z$. This method has yet to be studied using real lattice data.
One can use the single-quark Green’s function as in the RI/MOM renormalization factor,

\[
Z(z, -p^2, a) = \int d^4x d^4y \ e^{ip\cdot(x-y)} \\
\times \langle \Omega | T \psi(x)O(z, a)\bar{\psi}(y)|\Omega \rangle,
\]

which asymptotically goes like \( Z(z) \sim \exp(-\delta m|z|) \). This matrix element needs a fixed gauge, and has been studied in Refs. [17,71].

One can also use the vacuum matrix element of \( O(z, a) \)

\[
S(z) = \langle \Omega | O(z, a)|\Omega \rangle
\]

which is gauge invariant. \( S(z) \) again at very large \( z \) behaves like \( S(z) \sim \exp(-\delta m|z|) \). This has been considered in Refs. [42,43].

Also the gauge-invariant Polyakov loop leads to the static potential between two heavy quarks. There exists a large number of references on this approach, see, e.g., [72–76].

One can also calculate the vacuum expectation value of the Wilson line \( W(z) \) directly in a fixed gauge, and again \( \langle W(z) \rangle \sim \exp(-\delta m|z|) \) at large distance. This has been considered in Refs. [49,50] using the auxiliary field method.

It is worth pointing out that, although all the proposals above work in principle, different practical issues may arise in their lattice realization such that some may work better than the others.

The mass renormalization \( \delta m \) is gauge-independent, just like the pole mass of a quark [77]. In the above suggestions where no gauge fixing is needed, this is obviously true. In the cases where a gauge-fixing is needed, one can demonstrate that the results in any other gauge are the same by constructing appropriate gauge-invariant operators [78]. Despite being gauge-independent, \( \delta m \) will depend on the specific action used in Monte Carlo simulations and on the definition of the matrix elements above. In the cases of vacuum matrix elements, \( \delta m \) may be interpreted as the non-perturbative pole mass in certain gauges [78].

The \( \delta m \) calculated from all the matrix elements above will have the following dependence on the lattice spacing \( a \),

\[
\delta m = m_{-1}(a)/a + m_0,
\]

where \( m_{-1}(a) \) is the coefficient of the power divergence, which is independent of the specific matrix element. The \( a \)-independent term \( m_0 \) has a more complicated origin. It can arise from various sources:

- Renormalon effect: In principle, \( m_{-1}(a) \) can be calculated perturbatively, and is \( 2\pi \alpha_s(a)/3 \) at leading order, similar to the mass counterterm in the Wilson formulation of fermions. However, the perturbation series is not convergent. When truncated at order \( n \sim 1/\alpha_s(a) \), the perturbation series has an uncertainty of order \( a\Lambda_{QCD} \), which generates a contribution to \( m_0 \) [79–82]. This means that in non-perturbative fitting, \( m_{-1}(a) \) is determined only with an uncertainty of the order of \( a\Lambda_{QCD} \). Thus, an additional \( m_0 \) contribution of order \( \Lambda_{QCD} \) is expected.

- Pole mass: For certain matrix elements, like vacuum elements of bilocal operators, the \( z \) dependence can be viewed as originating from the pole mass of a meson consisting of an infinitely-heavy quark and a light one. In this case, \( \delta m \) is the pole mass apart from the linear divergence.
Fig. 1. Fitting of the quark RI/MOM renormalization factor calculated using four ensembles with lattice spacings $a \approx \{0.045, 0.06, 0.09, 0.12\}$ fm and 310 MeV pion mass from MILC collaboration [83].

- Finite $P^z$ effects: The correlation function at finite $P^z$ has a long-range correlation, $\exp(-\lambda_0/\xi(P^z))$, where $\xi(P^z)$ is the correlation length. This contribution is included in $m_0$.
- Fitting effect. Since the data is always in finite $z$ and $a$ where the exponential decay cannot always be separated from an algebraic decay, there are fitting uncertainties contributing to $m_0$ as well as the separation between $m_0$ and $m_{-1}$.

To summarize, $m_0$ depends on the lattice matrix-element used and the fitting procedure [17,22, 23,71].

In Fig. 1 we show, as an example, the values of $m_{-1}$ and $m_0$ determined from the quark RI/MOM renormalization factor calculated at the scale $\mu_R = 1.8$ GeV and $P^z_R = 0$, using the four ensembles with $a \approx \{0.045, 0.06, 0.09, 0.12\}$ fm and 310 MeV pion mass from MILC collaboration [83]. Inspired by the asymptotic behavior at large $z$ to be studied in Sec. 4, we use the following simplified form

$$e^{-\left(\frac{m_{-1}}{a}+m_0\right)z_1} \frac{c_1}{|z|^d}$$

(21)

to fit the renormalization factors at four different lattice spacings. It is worth pointing out that $m_{-1}$ starts from $O(\alpha_s)$ and we therefore also include the dependence of the coupling on $a$ in the fitting. For $a \approx 0.12$ fm, the fitted results for the coefficients $m_{-1}$ and $m_0$ are

$$m_{-1} = 0.234 \pm 0.012, \quad m_0 = (350 \pm 60) \text{ MeV}.$$  

(22)

In principle, one can choose to subtract the power divergent piece only, namely $m_{-1}/a$. The less-well-determined $m_0$ term can be left in the lattice matrix elements, the momentum expansion will take care of the rest. Indeed, the difference between subtracting different $m_0$ is $O(1/P^z)$ effect, as has been demonstrated perturbatively in [61]. More precisely, assuming there are two quasi-LF correlations that define the quasi-PDFs and differ from each other by a factor $e^{-m|z|}$ with $m \sim \Lambda_{\text{QCD}}$.

$$\tilde{h}_1(z, P^z) = \tilde{h}_2(z, P^z)e^{-m|z|},$$

(23)

then after Fourier transforming into momentum space, they are related by

$$\tilde{f}_1(y, P^z) - \tilde{f}_2(y, P^z)$$
\[
\delta m_{\text{MS}} = 0
\]

(26)
is met with non-perturbative calculations. We shall denote such a value of the subtracted mass by

\[
\delta m_c = m_{-1}/a + m_{0c} ,
\]

(27)
where \(m_{0c}\) can be determined by matching the matrix element \(\tilde{h}_1(z, P_z, a)\) on lattice to the \(\overline{\text{MS}}\) result when \(z\) is small (around \(z_S\)) and QCD perturbative theory works. An alternative strategy is to vary \(m_0\) in a certain range near \(\Lambda_{\text{QCD}}\), and identify the value \(m_{0c}\) for which the linear term in \(1/P_z\) in \(\tilde{f}(y, P_z)\) vanishes. This is like searching for the critical value of \(\kappa_c\) for Wilson fermions for which a similar power divergent bare quark mass appears [84].

The mass-subtracted operator \(O(z, a)e^{-\delta m(a)}\) has no power divergence, but still has logarithmic dependence on \(a\). These remnant logarithmic divergences are independent of \(z\) and can be renormalized, in principle, using the auxiliary field method [49,50]. However, a more convenient option in practice is to fix the renormalization constant \(Z_{\text{hybrid}}(a)\) by directly matching the renormalized matrix elements of \(O(z, a)\) at \(z = z_S\) from the short and long distance regimes, which is essentially a continuity condition,

\[
Z_{\text{hybrid}}e^{-\delta m|z_S|}\langle P|O(z_S, a)|P\rangle = \frac{\langle P|O(z_S, a)|P\rangle}{Z_X(z_S, a)} ,
\]

(28)
which leads to

\[
Z_{\text{hybrid}}(z_S, a) = e^{\delta m|z_S|}/Z_X(z_S, a) .
\]

(29)
In this way, one only has to calculate \(\delta m\). Of course, one needs to vary \(z_S\) to check whether the final result is stable.

The matching coefficient \(C_{\text{hybrid}}\) for the long distance regime is related to that for the X-scheme. For example, if one adopts the \(P_z = 0\) matrix element for renormalization [63,68,69], then

\[
C_{\text{hybrid}}(\alpha, z^2/\mu^2, z^2/\xi_S^2) = C_{\text{ratio}}(\alpha, z^2/\mu^2) + \delta(1 - \alpha) \frac{\alpha_s C_F}{2\pi} \frac{3}{2} \ln \frac{z^2}{\xi_S^2} \theta(|z| - z_S) .
\]

(30)
However, due to the logarithms of $z^2 \mu^2$ and $z^2/z_S^2$, the above matching coefficient is only valid for $|z| \ll \Lambda_{\text{QCD}}^{-1}$, otherwise one has to resum the large logarithms for $|z| \sim \Lambda_{\text{QCD}}^{-1}$ by evolving $\alpha_s$ to a highly nonperturbative regime. Since our ultimate goal is to Fourier transform the final result to obtain the PDF, this will introduce uncontrolled systematics.

To have a clearer way of separating the perturbative and non-perturbative regimes, we can perform the matching in momentum space, where nothing prevents using the correlations at large $z$, provided that $yP^z$ is sufficiently large. In principle, we should first convert the hybrid scheme to the $\overline{\text{MS}}$ scheme—where the factorization formula was proven [31,62]—in coordinate space with the conversion factor

$$Z(z, z_S, \mu) = \frac{Z_{\overline{\text{MS}}}^X}{Z_{\text{hybrid}}} = \frac{\theta(zS - |z|)}{Z_{\overline{\text{MS}}}^X(z, \mu)} + \frac{\theta(|z| - zS)}{Z_{\overline{\text{MS}}}^X(z_S, \mu)},$$

(31)

where $1/Z_{\overline{\text{MS}}}^X$ converts the “$X$” scheme to $\overline{\text{MS}}$, and for Eq. (30)

$$Z_{\text{ratio}}^X = 1 - \frac{\alpha_sC_F}{2\pi} \left[ \frac{3}{2} \ln \frac{z^2 \mu^2}{4e^{-2\gamma_E}} + \frac{5}{2} \right].$$

(32)

The conversion factor $Z$ is perturbative for all $z$ as it does not include $\ln(z^2)$ at large distance $|z| > z_S$. Then we can Fourier transform the $\overline{\text{MS}}$ quasi-LF correlation and match it to the PDF in momentum space.

Since the scheme conversion is perturbative for all $z$, we can also do the Fourier transform first and directly match the hybrid scheme quasi-PDF to the PDF, and the matching coefficient $C_{\text{hybrid}}$ is given by the double Fourier transform from Eq. (30),

$$C_{\text{hybrid}}(\xi, \mu^2/(p^z)^2, z_S^2 \mu^2) = C_{\text{ratio}}(\xi, \mu^2/(p^z)^2)$$

$$+ \frac{\alpha_sC_F}{2\pi} \left[ \frac{3}{2} \ln \frac{z^2 \mu^2}{4e^{-2\gamma_E}} + \frac{5}{2} \right].$$

(33)

where $C_{\text{ratio}}$ can be found in [63], $\xi = y/x$, and $\lambda_S = z_S p^z$ with $p^z = x P^z$ being the parton momentum. The plus function is defined as

$$\left[ \begin{array}{c} \frac{1}{|1-\xi|_+} \equiv \lim_{\beta \to 0^+} \left[ \frac{\theta(|1-\xi| - \beta)}{|1-\xi|} + 2\delta(1-\xi) \ln \beta \right] \right. \right.$$  

(34)

We can also derive the corresponding scheme conversion factor and matching coefficient for using RI/MOM scheme in the short-distance renormalization. In the limit of $-z_S^2 p^2 \ll 1$, the RI/MOM renormalization factor $Z(z, -p^2)$ for $|z| < z_S$ is equal to that of the zero-momentum matrix element, so the results are the same as those in Eqs. (31) and (33). However, if $-z_S^2 p^2$ is finite, then one needs to use the results from Refs. [36,37] to derive the scheme conversion factor and matching coefficient. Finally, since the result of the PDF must be independent of the lattice renormalization scheme, we can try different short-distance schemes and check if they are consistent with each other.

In momentum space, the matching coefficient includes the logarithm of $\mu/(yP^z)$ which becomes non-perturbative for $y \sim \Lambda_{\text{QCD}}/P^z$. This is consistent with the power counting parameter $\Lambda_{\text{QCD}}^2/(yP^z)^2$. Therefore, the nature of the systematic uncertainties is clear, and we can only improve precision at small $x$ by pushing to higher $P^z$. 
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4. Strategy of data analysis at asymptotic distances

For finite hadron momentum, lattice calculations of quasi-LF correlations always end up with data at finite $\lambda_L = P^z z_L$ where $z_L$ is usually smaller than the lattice size due to increasing finite volume corrections and worse signal-to-noise ratios at large $z$. However, to reconstruct the full parton distribution, we need the correlations at all quasi-LF distances.

At finite momentum, the quasi-LF correlation in general has a finite correlation length (in the $\overline{\text{MS}}$ or hybrid scheme) and exhibits an exponential decay at large $z$. This is similar to the case of density-density [85] or current-current correlation since the quasi-LF correlation can be viewed as the product of two heavy-to-light currents in the auxiliary field formalism [44–47]. As a consequence, its Fourier transform converges fast at finite $z$ or $\lambda$, as compared to that of the LF or twist-2 correlation which only decays algebraically at large $\lambda$ due to the Regge behavior. If $z_L$ is large enough such that the quasi-LF correlation falls close to zero, we can do a truncated Fourier transform up to $z_L$ to obtain the quasi-PDF, and the resulting systematic uncertainty is negligible compared to other sources.

However, in practical lattice calculations, the choice of $z_L$ is limited by fast-growing errors of quasi-LF correlations. This is particularly true for large hadron momentum. Thus, when we choose a $z_L$ or $\lambda_L$ with a target error, the quasi-LF correlation may still have a sizeable nonzero value at that point. In this case, a truncated Fourier transform will lead to an unphysical oscillation and inaccurate small-$x$ result in the quasi-PDF, which can be formulated as an inversion problem [86]. Several strategies have been adopted in the literature to address this issue, e.g., the Backus-Gilbert method [86,87], neural network and Bayesian reconstructions [86], the Gaussian reweighting method that suppresses the long-range correlations [88], the derivative method [89] which amounts to doing integration-by-parts and ignoring the boundary terms at the truncation point, or the Bayes-Gauss-Fourier transform which reconstructs a continuous form of the quasi-LF correlation over the whole domain by employing Gaussian process regression [90]. However, the assumptions employed in these strategies are mostly based on mathematical rather than physical reasons. Here we propose to use the knowledge of the asymptotic behavior of quasi-LF correlations and perform a physically motivated extrapolation to $\lambda = \infty$. After the extrapolation, one can perform a discrete Fourier transform for $|z| \leq z_L$, where the discretization error can be studied with the lattice spacing dependence, while for the extrapolated part one can perform the Fourier transform analytically. Therefore, the mathematical inverse problem is solved by physics considerations. Although this extrapolation does not provide a first-principle prediction of the small-$x$ PDF, it helps remove the unphysical oscillation and offers a reasonable way to estimate the systematic uncertainties in this region.

Depending on how large the momentum is, we propose to use either the exponential or algebraic decay form for the extrapolation. In the following, we discuss them in detail and describe how to estimate the corresponding uncertainty.

4.1. Exponential extrapolation at moderately large $P^z$

As mentioned above, for a moderately large momentum $P^z$, the quasi-LF correlations in general have a finite correlation length $\xi_z \sim 1/\Lambda_{QCD}$ in the coordinate $z$ space or $\xi_z \sim P^z/\Lambda_{QCD}$ in the LF distance $\lambda$ space. This is due to the confinement property of non-perturbative QCD and spacelike nature of the correlation. The finite correlation length is associated with an exponential decay $\exp(-z/\xi_z)$, which becomes significant at large $z$. Before the quasi-LF correlation exhibits the exponential decay behavior, it is dominated by the leading-twist contribution which
Fig. 2. Qualitative behavior of the quasi-LF correlation in $\lambda$ space at different $P_z$. For finite $P_z$, at short $\lambda$ the correlation is approximated by the leading-twist contribution and evolves slowly in $P_z$. At large $\lambda$, the correlation starts to exhibit the exponential decay behavior, and both the starting point and correlation length $\xi_\lambda$ increase with respect to $P_z$. In the $P_z \to \infty$ limit, $\xi_\lambda$ approaches infinity and the quasi-LF correlation only includes leading-twist contribution which decays algebraically.

evolves slowly in $P_z$. In the $\lambda$ space, the quasi-LF correlations at different $P_z$ can be qualitatively described by Fig. 2. As $P_z$ increases, the quasi-LF correlation evolves closer to leading-twist contribution, and starts to exhibit the exponential decay at larger $\lambda$ values. In the limit of $P_z \to \infty$, $\xi_\lambda$ approaches infinity and the quasi-LF correlation only includes the leading-twist contribution that decays algebraically at large $\lambda$.

Therefore, when $P_z$ is not very large, e.g., about 2–5 GeV for the proton, we propose to use the exponential decay form $\sim e^{-\lambda/\xi_\lambda}$ to do the extrapolation (although some algebraic behavior can be added on the top to better represent the $\lambda$-dependence of the quasi-LF correlations). Note that to make the extrapolation under control, it is critical for the lattice data to exhibit the exponential decay before the error becomes too big. This shall be achieved with larger lattice volume and/or higher statistics of measurements, which are feasible for contemporary computing resources. In the ideal case, at large enough $z$ or $\lambda$, the quasi-LF correlation would become practically zero within the target error, and the extrapolation will barely affect the final result except for the extremely small-$x$ region. In more practical scenarios, the lattice data shows the exponential drop, but still has a statistically significant nonzero value at $\lambda_L$, then we can perform the exponential extrapolation to $\lambda = \infty$.

Note that although the exponential form is physically motivated, it remains unclear at what values of $z$ or $\lambda$ the lattice data should be included for the fitting, as the large-$z$ data still includes leading-twist contribution which may obscure the result. Namely, one may fit to different values of the correlation length $\xi_\lambda$ with different choices of the fitting range. Nevertheless, the variation in $\xi_\lambda$ will mainly affect the region with very small $x$, which are anyway less predictive due to power corrections. Therefore, it is not a prerequisite to fit $\xi_\lambda$ precisely. Instead, one should utilize this property by varying the fitting range, e.g., within $z_L - 5a \leq z \leq z_L$, and test the stability of the final result with different $\xi_\lambda$.

Last but not the least, the Fourier transform of an exponentially decaying correlation always leads to a finite quasi-PDF at $x = 0$, which is different from the Regge behavior of PDFs at small $x$. Besides, since the PDF at large $x$ ($x \to 1$) is also sensitive to the long-range LF correlation which decays algebraically, the quasi-PDF shall deviate from the PDF in this region, too. These indicate the significance of power corrections in the end-point regions as $x \to 0$ and $x \to 1$, which gives us the hint on how to estimate the systematic uncertainty from the exponential ex-
trapolation. To be specific, we can perform an algebraic extrapolation (see the section below) for the same range of data, which is essentially equivalent to ignoring all the power corrections at large \( z \), and choose its difference to the exponential extrapolation as the error. One can anticipate that this estimate will lead to increasingly large systematic errors as \( x \) approaches the end points, which is consistent with the accuracy of the momentum-space expansion.

### 4.2. Algebraic extrapolation at very large \( P^z \)

When \( P^z \) becomes very large with future lattice resources, \( \xi_{\lambda} \) also becomes very large and it will take larger \( \lambda \) values to see the exponential decay in lattice data. We expect that the decay behavior follows more like an algebraic law rather than an exponential one as \( \lambda \sim \lambda_L \). In other words, the quasi-LF correlation is very close to the leading-twist correlation since the power corrections for \( \lambda \leq \lambda_L \) are expected to be well suppressed. In this case, we can use an algebraic form to extrapolate to \( \lambda = \infty \).

The algebraic decay of leading-twist correlation is a consequence of its infinite correlation length \( \xi_{\lambda} \), and is associated with the asymptotic Regge behavior [91]. At small \( x \), it is well-known that parton distributions behave asymptotically like \( x^a \), as suggested by Regge theory. For the non-singlet combination, the leading Regge trajectory indicates that \( a \sim -1/2 \). For the singlet combination, its mixing with gluon distributions under evolution makes things more subtle. In the so-called soft pomeron model, one has \( a \sim -1 \). However, scattering data at large momentum transfer indicate a more singular asymptotic behavior, reflecting the potential need for a contribution of the hard pomeron [92]. At large \( x \), the asymptotic behavior is dictated by the quark counting rules [93]. As \( x \to 1 \), the hadron momentum is carried by the struck quark and no momentum is left for other spectator partons. The asymptotic behavior is then predicted to be \((1 - x)^b\), where \( b = 2n_s - 1 + 2|\Delta S^z| \) with \( n_s \) being the minimum number of spectator partons and \( \Delta S^z \) the difference of the spin projections for the struck parton and the parent hadron [92,94]. For example, for a valence quark in the proton \( b = 3 \) (5) if the struck quark has helicity parallel (antiparallel) to the proton as \( n_s = 2 \) and \( |\Delta S^z| = 0 \) (1), while for the pion one has \( b = 2 \) since \( n_s = 1 \) and \( |\Delta S^z| = 1/2 \). The above features have been widely used in global fits of PDFs, where one parameterizes the PDFs such that they behave as \( x^a \) for \( x \to 0 \) and \((1 - x)^b \) for \( x \to 1 \) and fit the powers \( a, b \) to a large variety of experimental data. The role of such a power law behavior in global fits has been examined in detail in Refs. [95,96].

When Fourier transformed to coordinate space, the asymptotic behavior described above implies that the correlation in the longitudinal space decays algebraically as \( \lambda^{-a} \) (\( a \) is a positive number related to \( a, b \)) rather than exponentially, and thus has an infinite correlation length. A similar algebraic decay behavior was also observed in a recent analysis of the LF wave functions [59] when Fourier transformed to conjugating coordinate space [97].

To see how the asymptotic behavior can help with the extrapolation of quasi-LF correlations at large momentum, let us begin with the following simple form of PDFs that incorporates the \( x \sim 0, 1 \) behavior,

\[
x^a(1 - x)^b.
\] (35)

The coordinate space matrix element can be defined as

\[
h(\lambda) = \int_0^1 dx \, e^{i\lambda x} x^a(1 - x)^b.
\] (36)
from which it follows that at large $\lambda$

$$h(\lambda) \sim \frac{\Gamma(1 + a)}{(-i\lambda)^{a+1}} + e^{i\lambda} \frac{\Gamma(1 + b)}{(i\lambda)^{b+1}},$$

(37)

whose real (imaginary) part is even (odd) in $\lambda$, ensuring that parton distributions are real functions in momentum space. Therefore, the conjugate LF correlations behave at large $\lambda$ as $\lambda^{-\alpha(a,b)}$ with

$$\alpha(a, b) = \min(a + 1, b + 1).$$

(38)

In most cases we are interested in, $\alpha(a, b) = a + 1$. Applying the matching in Eq. (9) converts the light-cone correlations to quasi-LF correlations, and also induces logarithmic corrections to the asymptotic behavior. In regions where the factorization is valid, such corrections can be resummed as $\sim \exp(\gamma \ln z^2 \mu^2) = (\lambda^2 \mu^2/(p^2)^2)^\gamma$ to leading logarithmic (LL) accuracy, which modifies the asymptotic behavior of the quasi-LF correlation as

$$\tilde{h}(\lambda, z) \sim e^{\gamma \ln z^2 \mu^2} \frac{1}{|\lambda|^{\alpha(a,b)+2\gamma}}.$$  

(39)

This provides a useful approximation to the quasi-LF correlations at large $\lambda$ with sufficiently large $P^z$, and is consistent with previous discussions based on the correlation length. Now we can use the following algebraic form to extrapolate the quasi-LF correlation to infinite $\lambda$ (taking $\lambda > 0$ as an example)

$$\frac{c_1}{(-i\lambda)^{d_1}} + e^{i\lambda} \frac{c_2}{(i\lambda)^{d_2}},$$

(40)

which accommodates the two different structures in Eq. (37). The parameters $c_i, d_i$ can be fitted in the same way as that in the exponential extrapolation. Finally, we can use the uncertainty in these parameters to estimate the systematic error from extrapolation.

By supplementing lattice data with the above extrapolation strategy, we expect the final PDF result to be free of unphysical oscillation and converge better to the physical region $0 < x < 1$.

5. Large momentum vs. short distance expansion

The Euclidean correlator in Eq. (5) introduced in Ref. [4] has also been considered in coordinate-space factorization (CSF) [40], which was introduced in an early work on meson DAs with current-current correlators [98] (see also [99]). The correlator can be factorized in terms of the LF correlations with expansion parameter $(z \Lambda_{\text{QCD}})^2$. The formalism is naturally suited for calculating moments of PDFs or short-distance LF correlations. To obtain the full parton physics, however, one has to simultaneously consider the constraint on the external momentum $P^z \sim 1/z \gg \Lambda_{\text{QCD}}$. This is identical to the observation in Ref. [5]: One must use large momenta to capture the full dynamical range of PDFs, which requires information on long-range correlations in $\lambda$. Despite their formal equivalence [63,68,100], some analytical matching calculations might more conveniently be done in coordinate space. Not surprisingly, the same LaMET lattice data are needed for a CSF analysis to get the PDFs. Nominally, CSF can also admit data at small $P^z$, but the same information is contained already in large $P^z$ data at smaller $z$.

The CSF expansion is formulated in terms of the Euclidean distance $z$, which is required to be small, i.e.,

$$z \ll 1/\Lambda_{\text{QCD}},$$

(41)
to ensure the validity of perturbation theory and leading-twist dominance. Assuming the largest $z$ for the leading-twist approximation to be $z_{LT}$ (say, the value of $z$ for which the higher-twist contribution is at the level $\sim 20\%$), then the small expansion parameter is $(z_{LT} \Lambda_{QCD})^2 \ll 1$ when potential linear divergences are subtracted before the expansion is made. Therefore, only the matrix element of $O(z)$ within the range $[0, z_{LT}]$ has a simple interpretation in terms of leading-twist parton physics.

An interesting question is then: What is the value of $z_{LT}$? If we take $\Lambda_{QCD} \sim 300$ MeV, and $z_{LT} \Lambda_{QCD} = 1/2 \sim 1/3$ as a small parameter, then the estimate is that $z_{LT}$ is around $0.25 \sim 0.33$ fm. An upper limit is probably 0.4 fm. A good estimate of $z_{LT}$ can be provided by comparing the matrix element $\langle P = 0|O(z)|P = 0 \rangle$ or $\langle \Omega|O(z)|\Omega \rangle$, both of which have been proposed to renormalize the bare quasi-LF correlation $[40, 42, 43]$, to the leading-twist contributions in their OPE.

Let us take the zero-momentum matrix element for the isovector case as an example. In the \MS scheme, it has a short distance expansion of the form $[63, 68]
\begin{align*}
\tilde{h}(z, \mu, P^z = 0) &= \frac{1}{2M} \langle P = 0|\tilde{\psi}(z)\gamma^0W(z, 0)\psi(0)|P = 0 \rangle \\
&= c_0(\mu^2 z^2)a_0 + \mathcal{O}(z^2 \Lambda_{QCD}^2),
\end{align*}

(42)
where $W(z, 0)$ is a spacelike straight gauge link. Here $\mu$ is the \MS renormalization scale, and $a_0 = 1$ is the conserved lowest moment of the corresponding twist-2 PDF. The one-loop Wilson coefficient $c_0 = 1/Z_{\text{ratio}}^{\text{MS}}$ with $Z_{\text{ratio}}^{\text{MS}}$ given in Eq. (32) [63], and the two-loop result can be found in Ref. [43].

According to Eq. (12), the mass-subtracted matrix element includes logarithmic divergences that are independent of $z$ and should not constitute significant corrections in lattice perturbation theory. Therefore, we can roughly approximate its OPE by replacing $\mu$ with $1/a$,
\begin{align*}
e^{-\delta m|z|} \tilde{f}(z, a, P^z = 0) &= c_0(z^2/a^2) + \mathcal{O}(z^2 \Lambda_{QCD}^2, a^2/z^2),
\end{align*}

(43)
where the lattice discretization effects are expected to be $O(a^2/z^2)$. Since the lattice matrix elements are convergent as $z \to 0$, which is contrary to the logarithmically divergent behavior in the \MS OPE, we expect the above approximation to be reliable within the range $a < |z| < z_{LT}$ where the discretization and higher-twist effects are both suppressed. Note that lattice OPE is usually complicated by the broken Lorentz symmetry and operator mixings. Nevertheless, since for $P^z = 0$ the only leading-twist contribution comes from the conserved vector current, we can ignore such effects here.

In Fig. 3 we plot the mass-renormalized pion lattice matrix element. The bare lattice matrix element comes from a recent calculation of the pion valence PDF on an ensemble with $a = 0.06$ fm and pion mass $m_\pi = 300$ MeV [101]. On the same lattice ensemble, the Wilson-line mass correction $\delta m$ was fitted from the quark-antiquark potential [17], and its value is given in lattice units as $a\delta m = -0.1568$. The leading-twist contribution is plotted with next-to-leading-order (NLO) corrections and NLO correction plus LL resummation for fixed $\alpha_s$,
\begin{align*}
\left[ 1 + \frac{\alpha_s(1/a)C_F}{2\pi} \frac{5}{2} \right] \left( \frac{z^2}{4e^{-2\gamma_E}a^2} \right)^{\frac{\alpha_s(1/a)C_F}{2\pi} \frac{3}{2}}.
\end{align*}

(44)
Here we choose $\alpha_s$ in the \MS scheme at scale $1/a$ as the input for OPE, which should allow for better convergence than the bare lattice coupling $[84]$. To estimate the uncertainty from the choice
of \( \alpha_s \), we vary the \( \overline{\text{MS}} \) scale from \( 1/(2a) \) to \( 2/a \). Though a standard procedure of improvement shall be performed to define \( \alpha_s \) on the lattice, we expect that it will not alter the following conclusion.

As one can see, for \( z \leq a \), the lattice result is significantly different from the leading-twist approximations due to discretization effects. As \( z \) increases, the agreement becomes better. However, for \( z \geq 0.3 \) fm, the lattice result starts to deviate dramatically from the leading-twist approximations, showing that the higher-twist contributions become significant. Therefore, we can roughly estimate that \( z_{\text{LT}} \sim 0.3 \) fm.

One can also look at the case of the better established heavy-quark potential. It is well-known that the static heavy-quark potential receives both perturbative and non-perturbative contributions. The perturbative static potential is known up to \( \text{N}^3\text{LO} \) level [74] and can be expressed in terms of the QCD running coupling constant. In Refs. [102–104], the running coupling constant has been extracted from lattice calculation of the static energy at short distances. The \( \text{N}^3\text{LL} \) perturbative result agrees well with lattice data up to \( r \sim 0.2 \) fm. However, it is well-known that the perturbative series for the static potential suffers from a renormalon ambiguity [105,106] and breaks down at large distance. The non-perturbative heavy-quark potential can be simulated using lattice QCD, and is well-known to be dominated by the linear term of the form \( \sigma r \) at large distance. Phenomenologically, the static potential can be well approximated by the linear+Coulomb QCD static potential, \( V(r) = -e/r + \sigma r \) where \( e = 0.25 \sim 0.5 \) while \( \sqrt{\sigma} \approx 477 \) MeV [107–109]. When the perturbation theory is about to break down, the perturbative contribution \( -e/r \) and the confining contribution \( \sigma r \) should be of the same order of magnitude, which determines \( r_c \approx \sqrt{e/\sigma} \) to be around \( 0.2 \sim 0.3 \) fm. This is consistent with the result in Refs. [102,110,111] (see Fig. 4). The boundary \( z_{\text{LT}} \) should be of the same order of magnitude.

With the estimated \( z_{\text{LT}} \) above, one can also define

\[
\lambda_{\text{LT}} = P^z z_{\text{LT}},
\]  

(45)
then the matrix element for the quasi-LF distance $[0, \lambda_{LT}]$ can be used to extract parton distributions with the matching formula in Eq. (16) [40,63,100]. Thus, the coordinate-space approach is useful for extracting the LF correlation functions in a limited range, with the LF distance ranging between $[0, \lambda_{LT}]$.

The CSF approach has also been used for products of currents made of quark bilinears [98,99, 112–117]. Renormalization of power divergences in the CSF expansion for the quark and gluon bilinears with Wilson line is easier to handle. In particular, a version of the ratio method which divides by the matrix element at zero momentum, can be used to eliminate the power divergences in the lattice matrix elements [40,41]. On the other hand, the current products can also be used in LaMET expansion after Fourier transforming into momentum space [31].

However, the CSF does not allow for directly calculating the $x$-distribution, because one needs the LF correlation at all LF distances. The requirement for $z \leq z_{LT}$ makes it unfeasible to reach large $\lambda$ values for the Fourier transform with the largest momentum on contemporary lattice resources. Thus, to reconstruct the PDF, one has to parameterize the functional form of the $x$ dependence, just like in the phenomenological fits, and then inverse Fourier transform it to the coordinate space and fit to a limited range of LF correlations [41,87,101,116–122]. This process is hardly under control, because it is difficult to estimate the systematic uncertainty from the parameterization or assumptions of the PDF. As evident in the fits performed in literature so far [101,116,119–122], either the errors in the end-point regions become smaller and smaller, or the errors shrink to almost zero for certain moderate values of $x$. These imply unaccounted systematics from the artifacts of the particular model used, which is also reflected by their inconsistency with global fits that use similar parameterizations.

From a different angle, the above practice amounts to postulating (or modeling) certain correlation between short- and long-distance behaviors of the LF correlations. Such a postulation has no first-principles foundation, and it can happen that the lattice data in the limited range of

Fig. 4. A comparison between the perturbative potential in $\alpha_s^3$ order to the linear+Coulomb QCD static potential taken from [108,109]. The shaded area corresponds to the perturbative prediction with the renormalization scale $\mu$ ranging from $r/2$ to $3r/2$. The black line corresponds to $\mu = 1/r$. From the figure, it is clear that beyond 0.2 to 0.3 fm, the perturbative potential starts to deviate from the full non-perturbative results and becomes unreliable.
$\lambda$ be fitted equally well by more than one parameterizations which have completely different asymptotic behaviors \cite{117}.

Despite the difficulty in providing a controlled calculation of the $x$-distribution, the CSF method allows for model-independent extraction of the Mellin moments using the OPE. Nevertheless, with limited range of $\lambda$, the LF correlations will be sensitive to only the lowest ones, which is related, but not in a direct one-to-one correspondence, to the predictive power in the $x$-space.

To make a more direct comparison between the momentum space and coordinate space approaches, let us consider the following example. Assume that the quasi-LF correlations defining the quasi-PDFs behave like

$$\tilde{h}(\lambda, z) = h(\lambda)e^{-m|z|},$$

with $h(\lambda)$ being the light-cone correlator. The exponential $e^{-m|z|}$ with $m \sim \Lambda_{QCD}$ is used to model higher-twist contributions. From this equation, it is clear that if one stays in position space, the CSF is accurate only when $z \ll 1/m$. The available range of $\lambda$ is therefore much smaller than $P^2/m$, which indicates that the number of moments one can access is much less than $P^2/m$.

From the discussion above, it is clear that the momentum and coordinate space expansions are different expansion schemes. Even though they are equivalent in the infinite momentum limit, they are different at finite momentum $P^2$. In the latter, the information is filtered directly in coordinate space. One gets parton correlations in a finite range of LF distance which correspond to the number of moments controlled by $1/P^2$. In contrast, the former uses all the coordinate space information, filtering higher-twist physics in momentum space through $1/(y^2(P^2)^2) \ll 1$ and $1/((1 - y)^2(P^2)^2) \ll 1$. Therefore, one gets parton distributions in an interval of $x$ with systematic control of errors, which can be directly compared with experimental data.

Finally, we remark that the relative size of the perturbative correction to the quasi-PDF depends on $x$, where one usually observes larger corrections in the small- and large-$x$ regions. On the other hand, although the size of the perturbative corrections in the coordinate space is usually small for finite $\lambda$, it can still lead to significant corrections in the end-point regions in momentum space.

6. Conclusion

To conclude, we have discussed some further subtleties in renormalization and matching of the quasi-LF correlations on lattice. We proposed a hybrid renormalization procedure to treat the short and long distance correlations separately. The short distance correlations can be renormalized by dividing the same correlator sandwiched in different external states, whereas the long distance ones are renormalized using the Wilson line mass renormalization with a continuity condition to match the short distance region. In this way, we avoid introducing extra non-perturbative effects at large distance in the renormalization stage. We also proposed how to extrapolate to large quasi-LF distance beyond the reach of lattice simulations by utilizing the asymptotic long-range behavior of the correlations, thus avoiding truncations in the ensuing Fourier transform. We finally compared the large-momentum expansion with the CSF approach when applied to LaMET data, showing that the former is a systematic expansion to extract the $x$-dependence of PDFs, whereas the latter is not. Our proposal here has the potential to greatly improve current computational strategies in lattice applications of LaMET.
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