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Abstract. A low-gain integral controller with anti-windup component is presented for exponentially stable, linear, discrete-time, infinite-dimensional control systems subject to input nonlinearities and external disturbances. We derive a disturbance-to-state stability result which, in particular, guarantees that the tracking error converges to zero in the absence of disturbances. The discrete-time result is then used in the context of sampled-data low-gain integral control of stable well-posed linear infinite-dimensional systems with input nonlinearities. The sampled-data control scheme is applied to two examples (including sampled-data control of a heat equation on a square) which are discussed in some detail.

1. Introduction. Low-gain integral control is a well-studied technique which guarantees that the output of a stable linear system converges to a prescribed constant reference signal. It is well-known (see, for example, [7, 22]) that, for a stable finite-dimensional linear system, by applying an integrator with sufficiently small gain parameter and closing the feedback loop, the corresponding output converges to any prescribed reference value, so long as the eigenvalues of the steady-state gain matrix have positive real part. Much work has been done on the extension of lowgain integral control to more general systems: we refer the reader to works such as [5, 6, 9, 10, 11, 15, 18, 19, 20, 21, 23, 24] for integral control in infinite-dimensional settings, in the presence of input nonlinearities and in sampled-data contexts.
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In much of the literature which addresses the low-gain integral control problem in the presence of nonlinearities (see, for example, [5, 6, 9, 10, 11, 19]), attention is restricted to single-input single-output systems. To the best of our knowledge, the only exceptions are [15, 16] which develop low-gain integral control schemes for multi-input multi-output linear finite-dimensional systems with input nonlinearities. In contrast to [5, 6, 9, 10, 11, 19], the low-gain integral controllers presented in [15, 16] include anti-windup components. We remark that integrator windup can cause performance and/or stability degradation in integral control systems subject to input saturation. Indeed, as [15, Example 10] shows, in the absence of any anti-windup component, the integrator state for the multivariable low-gain integral control scheme considered in [15, 16] may be unbounded. The theory of anti-windup control seeks to avoid or reduce integrator windup and is a much researched area, we only mention the references [1, 2, 12, 28] which provide a small sample of the available literature.

In the current paper, we will extend the main result in [15] to the context of sampled-data integral control of multivariable linear well-posed infinite-dimensional systems with input nonlinearities. Briefly, in sampled-data control, a continuous-time system is controlled by a discrete-time controller, via the use of sample and hold operations. This discrete-time controller may be thought of, for example, as a processor of a digital computer. The underlying class of linear well-posed infinite-dimensional systems is well-developed, see, for example, [26, 27, 29, 30]. Systems in this class allow for considerable unboundedness of the control and observation operators and they encompass many of the most commonly studied partial differential equations (PDEs) with boundary control and observation, and a large class of functional differential equations of retarded and neutral type with delays in the inputs and outputs.

The main result of this paper, Theorem 3.1, provides a stability criterion for the sampled-data feedback interconnection of an exponentially stable well-posed linear system with input nonlinearities and a discrete-time low-gain integral controller combined with an anti-windup component. The sampled-data control scheme under consideration includes continuous as well as discrete-time external disturbances. When these disturbances are small, Theorem 3.1 guarantees good approximate asymptotic tracking, and the asymptotic tracking error goes to zero as the size of the disturbances goes to zero.

To prove Theorem 3.1, we first extend the finite-dimensional continuous-time results of [15] to infinite-dimensional discrete-time systems: under assumptions analogous to those in [15, Theorem 4], we derive a stability estimate of the difference between the output and reference signals which, in the absence of disturbances, guarantees exponentially fast asymptotic tracking. The discrete-time result plays a pivotal role in the main contribution of this paper, namely the development of a sampled-data low-gain integral control scheme with anti-windup component which applies to multivariable well-posed linear infinite-dimensional systems with input nonlinearities.

The layout of the paper is as follows. Section 2 is devoted to an infinite-dimensional discrete-time generalisation of the low-gain integral control result in [15]. In Section 3, we use the discrete-time result to prove stability and tracking properties of the feedback interconnection of linear infinite-dimensional systems subject to input nonlinearities with a natural low-gain sampled-data integral controller with anti-windup component. Finally, in Section 4, we provide detailed discussions of two
examples. One of which considers the application of the proposed control scheme in the presence of plant output quantization and the other illustrates the developed sampled-data theory in the context of a heat equation on a square.

**Notation.** We denote the field of complex numbers by \( \mathbb{C} \), the field of real numbers by \( \mathbb{R} \) and the set of positive integers by \( \mathbb{N} \), and define

\[
\mathbb{R}_+ := \{ r \in \mathbb{R} : r \geq 0 \} \quad \text{and} \quad \mathbb{Z}_+ := \mathbb{N} \cup \{0\}.
\]

We set \( \mathbb{C}_\alpha := \{ s \in \mathbb{C} : \text{Re}(s) > \alpha \} \) and \( \mathbb{E}_\alpha := \{ \xi \in \mathbb{C} : |\xi| > \alpha \} \) for \( \alpha \in \mathbb{R} \) and \( \alpha > 0 \), respectively. For \( z \in \mathbb{C} \) and \( r > 0 \), we let \( \mathbb{D}(z, r) \) denote the open disc in \( \mathbb{C} \) of radius \( r \) centred at \( z \). For ease of notation, we write \( \mathbb{E} := \mathbb{E}_1 \) and \( \mathbb{D} = \mathbb{D}(0, 1) \).

For Banach spaces \( V \), \( V_1 \) and \( V_2 \), we denote by \( \mathcal{L}(V_1, V_2) \) the set of all bounded linear operators from \( V_1 \) to \( V_2 \) and, as usual, set \( \mathcal{L}(V) := \mathcal{L}(V, V) \). We denote the spectrum of \( L \in \mathcal{L}(V) \) by \( \sigma(L) \) and recall that an operator \( L \in \mathcal{L}(V) \) is discrete-time exponentially (or power) stable if \( \rho(L) < 1 \), where \( \rho(L) \) denotes the spectral radius of \( L \). When the context is clear, we will omit the words ‘discrete-time’ from exponentially stable. The space of functions defined on \( \mathbb{Z}_+ \) and taking values in \( V \) is denoted by \( L^\infty(\mathbb{Z}_+, V) \) and the set of continuous functions \( \mathbb{R}_+ \to V \) is denoted by \( C(\mathbb{R}_+, V) \). Frequently, we will associate with an element \( v \in V \) the constant function in either \( V^\mathbb{Z}_+ \) or \( C(\mathbb{R}_+, V) \) with value \( v \), and we will not notationally distinguish between the element and the associated constant function.

For \( v \in V^\mathbb{Z}_+ \) and \( t \in \mathbb{Z}_+ \), we set

\[
(\pi_t v)(s) := \begin{cases} v(s), & \text{if } s \in \{0, 1, \ldots, t\} \\ 0, & \text{otherwise.} \end{cases}
\]

For Hilbert spaces \( V \) and \( W \), the product space \( V \times W \) is itself a Hilbert space when equipped with the inner product

\[
\langle \begin{pmatrix} \eta_1 \\ \xi_1 \end{pmatrix}, \begin{pmatrix} \eta_2 \\ \xi_2 \end{pmatrix} \rangle_{V \times W} := \langle \eta_1, \eta_2 \rangle_V + \langle \xi_1, \xi_2 \rangle_W \quad \forall \eta_i \in V, \ \forall \xi_i \in W, \ i = 1, 2.
\]

When \( V \) or \( W \) are Banach spaces (and not Hilbert spaces), then we equip the product space \( V \times W \) with the norm

\[
\left\| \begin{pmatrix} v \\ w \end{pmatrix} \right\|_{V \times W} = \|v\|_V + \|w\|_W \quad \forall v \in V, \ w \in W,
\]

although any equivalent norm on \( V \times W \) could be chosen. For ease of presentation, we will typically suppress the space where the norms are taken for clarity.

In the following, let \( V \) be a Banach space. The Hardy space given by

\[
H^\infty(V) := \{ h : \mathbb{E} \to V : h \text{ is holomorphic and bounded} \},
\]

is a Banach space when endowed with the norm

\[
\|h\|_{H^\infty} := \sup_{\xi \in \mathbb{E}} \|h(\xi)\|_V \quad \forall h \in H^\infty(V).
\]

For \( \alpha \in \mathbb{R} \), we define the exponentially weighted \( L^2 \)-space \( L^2_\alpha(\mathbb{R}_+, V) \) by

\[
L^2_\alpha(\mathbb{R}_+, V) := \{ w \in L^2_\text{loc}(\mathbb{R}_+, V) : e^{-\alpha t}w \in L^2(\mathbb{R}_+, V) \},
\]
with norm \( \|w\|_{L^2}^2 := \|e^{-\alpha w}\|_{L^2}^2 \) and where, for \( \beta \in \mathbb{R} \), \( e^\beta(t) := e^{\beta t} \), for all \( t \in \mathbb{R}_+ \).

For \( \alpha \in \mathbb{R} \), we define the Hardy space
\[
H^2(\mathbb{C}_\alpha, V) := \left\{ h : \mathbb{C}_\alpha \to V : \text{h is holomorphic and} \sup_{x > \alpha} \left( \int_{-\infty}^{\infty} \| h(x + iy) \|^2_2 \, dy \right) < \infty \right\}.
\]
For \( u : T \to V \) and \( v \in V \), where \( T = \mathbb{Z}_+ \) or \( T = \mathbb{R}_+ \), we say that \( u(t) \) converges exponentially to \( v \) as \( t \to \infty \) in \( T \) if there exists \( \delta > 0 \) such that \( \limsup_{t \to \infty, t \in T} (e^{\delta t}\| u(t) - v \|_V) < \infty \).

Finally, if \( u \in L^1_{\text{loc}}(\mathbb{R}_+, V) \) (which means in particular that \( u \) is an equivalence class of functions, the difference of any two of which is equal to zero almost everywhere) and \( v \in V \), then we say that \( u(t) \) converges to \( v \) as \( t \to \infty \) if, for every \( \varepsilon > 0 \), there exists \( t_\varepsilon \geq 0 \) such that
\[
\text{meas} \{ t \geq t_\varepsilon : \| u(t) - v \| > \varepsilon \} = 0, \quad \text{where meas = Lebesgue measure.}
\]
It is easy to see that this is equivalent to saying that there exists a representative \( \tilde{u} \) of the equivalence class \( u \) such that \( \tilde{u}(t) \to v \) as \( t \to \infty \) in the usual sense.

2. **Low-gain integral control in discrete-time.** In this section we derive a low-gain integral control result for infinite-dimensional, discrete-time linear systems with input nonlinearities and external disturbances. We proceed to outline the mathematical formulation. Let \( X \) and \( V \) be complex Hilbert spaces and let \( Y \) and \( U \) be complex Hilbert spaces. We consider the discrete-time system of difference equations given by
\[
\begin{aligned}
x^+ &= Ax + B\phi(u) + B_e v, \quad x(0) = x^0 \in X, \\
y &= Cx + D\phi(u) + D_e v.
\end{aligned}
\]
Here \( x^+ \) denotes the image of \( x \) under the left shift operator, that is, \( x^+(t) = x(t+1) \) for all \( t \in \mathbb{Z}_+ \). Further, \((A, B, B_e, C, D, D_e) \in \mathbb{L} := \mathcal{L}(X) \times \mathcal{L}(U, X) \times \mathcal{L}(V, X) \times \mathcal{L}(X, Y) \times \mathcal{L}(U, Y) \times \mathcal{L}(V, Y)\), and \( u \in U^{\mathbb{Z}_+}, v \in V^{\mathbb{Z}_+}, \phi : U \to U \) and \( A \) is assumed to be exponentially stable. As usual, we shall denote the transfer function of (2.1) (from \( \phi(u) \) to \( y \)) by \( G \), that is, \( G(z) = C(zI - A)^{-1}B + D \). For ease of notation, we set \( \Sigma := (A, B, B_e, C, D, D_e) \in \mathbb{L} \).

We highlight that the formulation (2.1) encompasses systems of the form
\[
\begin{aligned}
x^+ &= Ax + B\phi(u) + v_1, \quad x(0) = x^0 \in X, \\
y &= Cx + D\phi(u) + v_2,
\end{aligned}
\]
where \( v_1 \in X^{\mathbb{Z}_+} \) and \( v_2 \in Y^{\mathbb{Z}_+} \). Indeed, the above is a special case of (2.1) with \( V = X \times Y \),
\[
B_e = (I, 0), \quad D_e = (0, I) \quad \text{and} \quad v = \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}.
\]
As usual, the variables \( v, u, x \) and \( y \) in (2.1) denote a disturbance signal, a control signal, the state and output, respectively, and the function \( \phi \) represents an input nonlinearity. The control goal is that the output \( y \) asymptotically tracks a constant reference vector \( r \in Y \). We shall propose a low-gain integral controller to determine \( u \) in (2.1) so that the closed-loop system is disturbance-to-error stable. In particular,
when \( v = 0 \), the low-gain control law will guarantee that the error \( y(t) - r \) converges to 0 exponentially as \( t \to \infty \).

Given \( \Sigma \in \mathbb{L} \), we say that \( r \in Y \) is feasible (with respect to (2.1)) if the set

\[
U^r := \{ w \in U : G(1) \phi(w) = r \}
\]

is non-empty, and we say that a subset \( R \subset Y \) is feasible (with respect to (2.1)) if every \( r \in R \) is feasible. For \( \Sigma \in \mathbb{L} \), feasible \( R \subseteq Y \), \( r \in R \) and \( u^r \in U^r \), consider the control law

\[
u^+ = u + gK(r - y) - g\Gamma(u - \phi(u) - u^r + \phi(u^r)) + w, \quad u(0) = u^0 \in U,
\]

where \( g > 0 \), \( K \in \mathcal{L}(Y, U) \) and \( \Gamma \in \mathcal{L}(U) \) are design parameters and \( w \in U^{\mathbb{Z}^+} \) is a disturbance. The signal \( w \) could model a measurement disturbance \( d \), that is, instead of \( y \), the disturbed output \( y + d \) is fed into the control law, in which case \( w \) is of the form \( w = -gKd \). Further, \( w \) could also be used to model errors which occur when the control law is implemented digitally. We highlight that if \( \Gamma = 0 \) or \( \phi = \text{id} \) is the identity function, then (2.2) becomes ‘standard’ integral control (subject to the disturbance \( w \)). The term \( g\Gamma(u - \phi(u) - u^r + \phi(u^r)) \), the so-called anti-windup component, seeks to mitigate against integrator windup [1] when the input nonlinearity \( \phi \) is a saturation function, in which case \( \phi \) usually has a ‘linear regime’, meaning that there exists a small neighbourhood \( U_0 \) of zero such that \( \phi|_{U_0} = \text{id} \). In this scenario, if \( u^r \in U_0 \cap U^r \), then \( \phi(u^r) = u^r \) (and \( U_0 \cap U^r = \{ G(1)^{-1} r \} \), provided that \( G(1) \) is invertible), and so, the difference \( -u^r + \phi(u^r) \) is zero, implying that knowledge of \( u^r \) is not required to implement the control law (2.2). Furthermore, if \( u^r \in U_0 \cap U^r \), then the contribution of the anti-windup component is zero as long as \( u \) remains in \( U_0 \) and, when \( u \) is outside of \( U_0 \), the anti-windup action helps to drive \( u \) towards \( U_0 \). As mentioned in the introduction, integrator windup often leads to undesirable outcomes in the context of PI control, including destabilisation: for example, in a finite-dimensional continuous-time context, [15, Example 10] shows that, in the absence of any anti-windup action, the integrator state of a multivariable low-gain integral control scheme with input saturation may diverge to infinity. We refer the reader to [12] and [28] for tutorials concerning anti-windup control.

The feedback interconnection of (2.1) and (2.2) yields the closed-loop system

\[
\begin{align*}
x^+ &= Ax + B\phi(u) + Bev, \quad x(0) = x^0 \in X, \\
y &= Cx + D\phi(u) + Dev, \\
u^+ &= u + gK(r - y) - g\Gamma(u - \phi(u) - u^r + \phi(u^r)) + w, \quad u(0) = u^0 \in U.
\end{align*}
\]

We shall show in Theorem 2.1 that the above feedback interconnection is well-posed, meaning here that for all \((x^0, u^0) \in X \times U\), and all \((v, w) \in V^{\mathbb{Z}^+} \times U^{\mathbb{Z}^+}\), there is a unique solution of (2.3), that is, a pair \((u, x) \in U^{\mathbb{Z}^+} \times X^{\mathbb{Z}^+}\) satisfying (2.3).

The following theorem is the main result of this section and provides a disturbance-to-state estimate for the low-gain integral control feedback system (2.3).

**Theorem 2.1.** Let \( \Sigma \in \mathbb{L} \), \( K \in \mathcal{L}(Y, U) \), \( \Gamma \in \mathcal{L}(U) \) and \( R \subseteq Y \), where \( A \) and \( I - \Gamma \) are exponentially stable and \( R \) is feasible. Assume that there exists \( L > 0 \) such that

\[
\| \phi(\xi + \zeta) - \phi(\xi) \|_U \leq L \| \xi \|_U \quad \forall \xi \in U, \quad \forall \zeta \in \bigcup_{r \in R} U^r,
\]

and

\[
\sup_{\xi \in \mathbb{E}} \| (\xi I - (I - \Gamma)^{-1} \| \cdot \| \Gamma - KG(1) \| < 1/L.
\]

The following statements hold.
(1) For all \( g > 0 \), all \((x^0, u^0) \in X \times U\), and all \((v, w) \in V^{Z^+} \times U^{Z^+}\), there exists a unique solution \((u, x) \in U^{Z^+} \times X^{Z^+}\) of (2.3).

(2) There exists \( g^* \in (0, 1) \) such that for all \( g \in (0, g^*) \), there exist constants \( c, d > 0 \) and \( \theta \in (0, 1) \) such that for all \( r \in R \), \( u^r \in U^r \) and all \((x^0, u^0) \in X \times U\), and all \((v, w) \in V^{Z^+} \times U^{Z^+}\), the solution \((u, x) \in U^{Z^+} \times X^{Z^+}\) of (2.3) satisfies, for all \( t \in \mathbb{N}\),

\[
\left\| \left( x(t) - (I - A)^{-1}B\phi(u^r) \right) - u^r \right\| \leq c \left( \theta^t \right) \left\| \left( x^0 - (I - A)^{-1}B\phi(u^r) \right) - u^r \right\| + \left\| \pi_t\left( v \right) \right\|_{\ell_\infty}\]

for all \( t \in \mathbb{Z}_+\),

\[
\|y(t) - r\| \leq d \left( \theta^t \right) \left\| \left( x^0 - (I - A)^{-1}B\phi(u^r) \right) - u^r \right\| + \left\| \pi_t\left( v \right) \right\|_{\ell_\infty}.
\]

Before proving Theorem 2.1, we provide some commentary. The reader is referred to [15, Remark 7] for a related discussion in the finite-dimensional, continuous-time setting.

**Remark 2.2.** (i) We note that Theorem 2.1 guarantees that, under zero forcing, \( u(t) \to u^r \), \( x(t) \to (I - A)^{-1}B\phi(u^r) \) and \( y(t) \to r \) as \( t \to \infty \), and, in each case, the convergence is exponential.

(ii) Assumption (2.4) is evidently satisfied if \( \phi \) is globally Lipschitz with Lipschitz constant \( L \). Moreover, if there exist distinct \( u_1, u_2 \in U \) such that \( \phi(u_1) = u_1 \) and \( \phi(u_2) = u_2 \), then an immediate consequence of (2.4) is that \( L \geq 1 \).

(iii) The assumptions of Theorem 2.1 imply that any \( u^r \in U^r \) which satisfies \( u^r = \phi(u^r) \) is in fact unique. To see this, suppose that \( u^r \in U^r \) also satisfies \( w^r = \phi(w^r) \). From (2.4) we see that

\[
\|w^r - u^r\|_U = \|\phi(u^r) - \phi(w^r)\|_U \leq L\|u^r - w^r\|_U.
\]

We conclude that either \( u^r = w^r \), or that \( L \geq 1 \). In the latter case, (2.5) yields that

\[
\|\Gamma - KG(1)\| < \frac{1}{\sup_{\xi \in G} \|\xi(I - (I - \Gamma))^{-1}\|}.
\]

Invoking [13, Lemma 2.1] and the exponential stability of \( I - \Gamma \), it follows that \( \sigma(I - KG(1)) = \sigma((I - \Gamma) + (I - KG(1))) \subseteq \mathbb{D} \), which in turn implies that \( KG(1) \) is invertible. Finally, by definition of \( w^r, w^r \in U^r \),

\[
KG(1)u^r = KG(1)\phi(u^r) = \Gamma u^r = KG(1)\phi(w^r) = KG(1)w^r,
\]

and so \( u^r = w^r \).

(iv) Note that, for \( \lambda \in \mathbb{C} \),

\[
\lambda I - KG(1) = -((1 - \lambda)I - (I - KG(1))),
\]

meaning \( \lambda \in \sigma(KG(1)) \) if, and only if, \( 1 - \lambda \in \sigma(I - KG(1)) \). In the case that \( L \geq 1 \), we argued in item (iii) that the condition (2.5) implies that \( \sigma(I - KG(1)) \subseteq \mathbb{D} \). Hence, the conditions \( L \geq 1 \) and (2.5) together imply that \( \sigma(KG(1)) \subseteq \mathbb{C}_0 \), the usual spectral condition for low-gain integral control.
Lemma 2.3. Let non-zero feedthrough. In the infinite-dimensional version of [15, Lemma 6], extended to the case of potentially exponentially stable. For \( g > 0 \), there exists \( g^* > 0 \) such that, for all \( (x^0, u^0) \in X \times U \) and all \( g \in (0, g^*) \), it follows that the output \( y(t) \) satisfies \( y(t) \to r \) as \( t \to \infty \). However, the assumption that \( K \) is self-adjoint is highly non-robust to uncertainty, and essentially restricts the result to the single-input single-output case, that is, \( Y = U = \mathbb{R} \) or \( \mathbb{C} \). If \( K \) is not self-adjoint, then the anti-windup component in (2.3) is crucial for the stability of the closed-loop system as [15, Example 10] shows.

The proof of Theorem 2.1 requires the following lemma, which is a discrete-time, infinite-dimensional version of [15, Lemma 6], extended to the case of potentially non-zero feedthrough.

Lemma 2.3. Let \( \Sigma \in \mathbb{L} \), \( K \in \mathcal{L}(Y, U) \), \( \Gamma \in \mathcal{L}(U) \) and assume that \( A \) and \( I - \Gamma \) are exponentially stable. For \( g > 0 \), we define

\[
\begin{align*}
\tilde{A} &:= \begin{pmatrix} A & 0 \\ -gKC & I - g\Gamma \end{pmatrix}, \\
\tilde{B} &:= \begin{pmatrix} B \\ g(\Gamma - KD) \end{pmatrix}, \\
\tilde{C} &:= \begin{pmatrix} 0 & I \end{pmatrix},
\end{align*}
\]

and let \( \tilde{G} \) denote the transfer function of \( (\tilde{A}, \tilde{B}, \tilde{C}) \), that is, \( \tilde{G}(\xi) = \tilde{C}(\xi I - \tilde{A})^{-1}\tilde{B} \).

The following statements hold.

1. For each \( g \in (0, 1], \) \( \tilde{A} \) is exponentially stable.
2. For all \( \varepsilon > 0 \), there exists \( g^* \in (0, 1] \) such that, for all \( g \in (0, g^*) \),

\[
\|\tilde{G}\|_{H^\infty} \leq \varepsilon + \sup_{\xi \in \mathbb{E}} \|\xi(I - (I - \Gamma)^{-1})\| \cdot \|\Gamma - KG(1)\|. \tag{2.10}
\]

Proof. To prove statement (1), fix \( g \in (0, 1] \). From the block triangular structure of \( \tilde{A} \), it follows that \( \sigma(\tilde{A}) \subseteq \sigma(A) \cup \sigma(I - g\Gamma) \). Since \( \sigma(A) \subseteq \mathbb{D} \), our aim is to
prove that \( \sigma(I - g\Gamma) \subseteq \mathbb{D} \). For which purpose, first note that for \( \lambda \in \mathbb{C} \),

\[
\lambda I - (I - g\Gamma) = (\lambda - 1)I + g\Gamma = g \left( \frac{\lambda - 1}{g} + 1 \right) I - (I - \Gamma),
\]

which in turn yields that \( \lambda \in \sigma(I - g\Gamma) \) if, and only if, \((\lambda - 1)/g + 1 \in \sigma(I - \Gamma) \). By combining this with the fact that \( I - \Gamma \) is exponentially stable, we see that if \( \lambda \in \sigma(I - g\Gamma) \), then \((\lambda - 1)/g + 1 \in \mathbb{D} \), which in turn implies that \((\lambda - 1)/g \in \mathbb{D}(-1, 1) \).

For such a \( \lambda \), it is easily checked that since \( g \leq 1 \), \( \lambda - 1 \in \mathbb{D}(-1, 1) \) and hence \( \lambda \in \mathbb{D} \).

We have thus shown that \( \sigma(I - g\Gamma) \subseteq \mathbb{D} \), hence yielding that \( A \) is exponentially stable for each \( g \in (0, 1] \).

For statement (2), fix \( \varepsilon > 0 \) and note that, for all \( \xi \in \mathbb{E} \) and \( g \in (0, 1] \), a routine calculation gives

\[
\overline{G}(\xi) = (0 \ I) \left( \begin{array}{cc} \xi I - A & 0 \\ \frac{gK}{\xi} & \xi I - (I - g\Gamma) \end{array} \right)^{-1} \left( \begin{array}{c} B \\ g(\Gamma - KD) \end{array} \right) = g(\xi I - (I - g\Gamma))^{-1}(\Gamma - KG(\xi)).
\]

We write \( \overline{G} = H_1 + H_2 \), where, for all \( \xi \in \mathbb{E} \) and \( g \in (0, 1] \),

\[
H_1(\xi) := g(\xi I - (I - g\Gamma))^{-1}K(G(1) - G(\xi)), \quad H_2(\xi) := -g(\xi I - (I - g\Gamma))^{-1}(K G(1) - \Gamma).
\]

We highlight that \( H_1, H_2 \in H^\infty(\mathcal{L}(U)) \) for all \( g \in (0, 1] \). We claim that there exists \( g^* \in (0, 1] \) such that

\[
\|H_1\|_{H^\infty} \leq \varepsilon \quad \forall g \in (0, g^*), \tag{2.11}
\]

and that

\[
\|H_2\|_{H^\infty} \leq \sup_{\xi \in \mathbb{E}} \|\xi I - (I - \Gamma)\|^{-1} \cdot \|\Gamma - KG(1)\| \quad \forall g \in (0, 1]. \tag{2.12}
\]

The desired estimate (2.10) follows from the conjunction of (2.11) and (2.12). We record that

\[
(\xi - 1)/g + 1 \in \mathbb{E} \quad \forall \xi \in \mathbb{E}, \forall g \in (0, 1], \tag{2.13}
\]

which follows from the estimates

\[
\left| \frac{\xi - 1}{g} + 1 \right| \geq \left| \frac{\xi - 1}{g} + \frac{1}{g} \right| - \frac{1}{g} - 1 \geq \frac{1}{g} + 1 \quad \text{as } \xi/g \in \mathbb{E}_{1/g}
\]

\[
= 1 \quad \forall \xi \in \mathbb{E}, \forall g \in (0, 1].
\]

Consequently, from the exponential stability of \( I - \Gamma \)

\[
\sup_{\xi \in \mathbb{E}} \left\| \left( \frac{\xi - 1}{g} + 1 \right) (I - (I - \Gamma))^{-1} \right\| = M_1 < \infty \quad \forall g \in (0, 1]. \tag{2.14}
\]

To establish (2.11) we express \( H_1 \) as

\[
H_1(\xi) = g \left( I + \frac{g}{\xi - 1} \Gamma \right)^{-1} \frac{K(G(1) - G(\xi))}{\xi - 1} \quad \forall \xi \in \mathbb{E}, \forall g \in (0, 1]. \tag{2.15}
\]

We claim that there exists \( M > 0 \) such that

\[
\left\| \left( I + \frac{g}{\xi - 1} \Gamma \right)^{-1} \right\| \leq M \quad \forall \xi \in \mathbb{E}, \forall g \in (0, 1]. \tag{2.16}
\]
To show this, fix $\rho > 1$ and let $g \in (0, 1]$ and $\xi \in E$. If $|\xi - 1| \leq \rho \|\Gamma\|g$, then, from (2.14),

$$\|\left(I + \frac{g}{\xi - 1} \Gamma \right)^{-1}\| = \frac{|\xi - 1|}{g} \|\left((\frac{\xi - 1}{g} + 1) I - (I - \Gamma) \right)^{-1}\| \leq \rho \|\Gamma\| M_1.$$  

If instead $|\xi - 1| \geq \rho \|\Gamma\|g$, then

$$\|\frac{g}{\xi - 1} \| = \frac{\|\Gamma\|g}{|\xi - 1|} \leq \frac{1}{\rho} < 1,$$

whence, estimating the convergent Neumann series gives

$$\left\|\left(I + \frac{g}{\xi - 1} \Gamma \right)^{-1}\right\| = \left\|\left(\frac{\xi - 1}{g} - (I - \Gamma) \right)^{-1}\right\| \leq \frac{\rho}{\rho - 1} =: M_2.$$  

Taking $M := \max \{\rho \|\Gamma\| M_1, M_2\}$ gives (2.16). Combining (2.15) and (2.16) yields that

$$\|H_1(\xi)\| \leq g M \|J\| H^\infty \quad \forall \xi \in E, \forall g \in (0, 1],$$  

where

$$J(\xi) := \begin{cases} K \frac{G(\xi) - G(1)}{\xi - 1}, & \text{if } \xi \neq 1 \\ K G'(1), & \text{if } \xi = 1. \end{cases}$$

The bound (2.11) now follows from (2.17) by taking $g^* := \min \{1, \varepsilon/(M \|J\| H^\infty)\}$.

To establish (2.12), we note that

$$\|H_2(\xi)\| \leq \left\|\left(\frac{\xi - 1}{g} I + \Gamma \right)^{-1}\right\| \cdot \|\Gamma - KG(1)\|$$

$$\leq \sup_{\lambda \in E} \|\left((\lambda I - (I - \Gamma))^{-1}\right\| \cdot \|\Gamma - KG(1)\| \quad \forall \xi \in E, \forall g \in (0, 1],$$  

where we have used (2.13) to obtain the final inequality. The estimate (2.12) follows from (2.18).

We are now in position to prove Theorem 2.1.

**Proof of Theorem 2.1.** Let $r \in R$, $u^r \in U^r$, $x^0 \in X$, $u^0 \in U$, $g > 0$ and $(v, w) \in V^{Z^+} \times U^{Z^+}$ be given. Let $\tilde{A}$, $\tilde{B}$ and $\tilde{C}$ be given by (2.9), define

$$\phi_{u^r}(\zeta) := \phi(\zeta + u^r) - \phi(u^r) \quad \forall \zeta \in U,$$

and consider the Lur’e system of difference equations

$$z^+ = \tilde{A} z + \tilde{B} \xi + \begin{pmatrix} I & 0 \\ 0 & -gK \end{pmatrix} \begin{pmatrix} B \xi v \\ D \xi w \end{pmatrix}, \quad z(0) = z^0,$$

$$\xi = \phi_{u^r}(\tilde{C} z).$$  

(2.19)
Finally, since \( \phi \) by (2.4), we see that the hypotheses of [13, Theorem 3.2] are satisfied. Moreover, by invoking Lemma 2.3, we obtain the existence of \( \tilde{x} \) such that, for all \( g \in (0, g^*) \), the transfer function \( \tilde{G} \) of \((\tilde{A}, \tilde{B}, \tilde{C})\) satisfies (2.10). This, along with (2.21), implies that

\[
\|\tilde{G}\|_{\mathcal{H}^\infty} < 1/L \quad \forall g \in (0, g^*).
\]

Moreover, by invoking Lemma 2.3, we obtain the existence of \( g^* \in (0, 1) \) (independent of \( u, w, v, x, y, r \) and \( u^r \)) such that, for all \( g \in (0, g^*) \), the transfer function \( G \) of \((A, B, C)\) satisfies (2.10). This, along with (2.21), implies that

\[
\|G\|_{\mathcal{H}^\infty} < 1/L \quad \forall g \in (0, g^*).
\]

Finally, since \( \phi_{u^r} \) satisfies

\[
\|\phi_{u^r}(\xi)\|_U \leq L\|\xi\|_U \quad \forall \xi \in U,
\]

by (2.4), we see that the hypotheses of [13, Theorem 3.2] are satisfied. The estimate (2.7) follows from (2.6) and the bounds

\[
\|y(t) - r\| \leq C\|x(t) - (I - A)^{-1}B\phi(u^r)\| + D\|\phi(u(t)) - \phi(u^r)\| + D_c v(t)\|
\]

\[
\leq C\|\|x(t) - (I - A)^{-1}B\phi(u^r)\| + L\|D\|\|u(t) - u^r\|
\]

completing the proof. \( \square \)

3. Sampled-data integral control. In this section, we apply Theorem 2.1 in the context of sampled-data low-gain integral control of well-posed linear systems. We will be brief in our setup, since there is much literature concerning these systems. Indeed, we refer the reader to the references [26, 27, 29, 30] for more details. Throughout, we consider an \( L^2 \)-well-posed system with state space \( X \), input space \( U \times U_e \), output space \( Y \) (all Hilbert spaces), generating operators \((A, (B, B_e), C)\), and transfer function \((H, H_e)\). Control inputs will act through \( B \), whilst external disturbances will act through \( B_e \).

By definition, \( A \) is the generator of a strongly continuous semigroup \( T \) on \( X \), \((B, B_e) \in \mathcal{L}(U \times U_e, X_{-1}) \) and \( C \in \mathcal{L}(X_1, Y) \), where \( X_1 \) is the domain of \( A \) endowed with the graph norm \( \|x\|_1 := \|x\| + \|Ax\| \), and \( X_{-1} \) is the completion of \( X \) with respect to the norm \( \|x\|_{-1} := \|(\beta I - A)^{-1}x\| \), where \( \beta \) is in the resolvent set of \( A \). We recall here that the choice of \( \beta \) is unimportant, since a different choice leads to equivalent norms. It is clear that \( X_1 \subset X \subset X_{-1} \) and that the canonical injections are dense. It is well-known that the semigroup \( T \) restricts to a strongly continuous semigroup on \( X_1 \) and extends to a strongly continuous semigroup on \( X_{-1} \), with the exponential growth constants being the same on all three spaces \( X_1, X \) and \( X_{-1} \). It is also true that the generator of the restricted semigroup is a restriction of \( A \), and the generator of the extended semigroup is an extension of \( A \) (to \( X \)). We shall
use the same symbols, $\mathbf{T}$ and $\mathbf{A}$, for the restriction and extension of the semigroups and their generators, respectively.

The operators $(B, B_e)$ and $C$ are admissible control and observations operator, respectively, that is, for every $v \in L^2(\mathbb{R}_+, Y)$ and their generators, respectively.

If the well-posed system is regular, then the output equation (3.1) reduces to the feedthrough operator.

For given $\phi : U \to U$ globally Lipschitz, we shall consider the continuous-time system of the form

$$
\begin{align*}
\dot{x} &= Ax + B \phi(w) + B_e v_1, \quad x(0) = x^0 \in X, \\
y &= C_{\lambda} (x + A^{-1}(B \phi(w) + B_e v_1)) + H(0) \phi(w) + H_e(0) v_1,
\end{align*}
$$

where $w \in L^2_{\text{loc}}(\mathbb{R}_+, U)$ is the control input and $v_1 \in L^2_{\text{loc}}(\mathbb{R}_+, U_e)$ denotes a disturbance. We interpret the differential equation in (3.1) in the larger space $X_{-1}$. If the well-posed system is regular, then the output equation (3.1) reduces to the more familiar form $y = C_{\lambda} x + D \phi(w) + D_e v_1$, where $(D, D_e) \in \mathcal{L}(U \times U_e, Y)$ is the feedthrough operator.

Let $\tau > 0$ denote the sampling period. The (zero-order) hold operator $\mathcal{H}$ is defined as

$$ \mathcal{H}u(t) := u(k \tau) \quad \forall \ t \in [k \tau, (k + 1)\tau), \quad \forall \ u \in U^{Z_+}, $$

which maps $U^{Z_+}$ into the set of $U$-valued step-functions (of step length $\tau$) defined on $[0, \infty)$. Furthermore, we let $a \in L^2([0, \tau], \mathbb{R})$ be such that

$$
(i) \quad \int_0^\tau a(t) \ dt = 1 \quad \text{and} \quad (ii) \quad \int_0^\tau a(t)\mathcal{T}(t) x dt \in X_1 \quad \forall \ x \in X.
$$

We comment that (ii) holds if $a$ is piecewise absolutely continuous, which follows from integration by parts and the fact that $\int_0^\tau \mathcal{T}(t) x dt = A^{-1}(\mathcal{T}(s) - I)x$ is a continuous $X_1$-valued function of $s$ for every $x \in X$. A trivial example of a function $a$ satisfying (3.2) is the constant function $a(t) = 1/\tau$ for all $t \in [0, \tau]$.

For $a \in L^2([0, \tau], \mathbb{R})$ satisfying (3.2), the (generalised) sampling operator $\mathcal{S} : L^2_{\text{loc}}(\mathbb{R}_+, Y) \to Y^{Z_+}$ is defined by

$$ \mathcal{S}y(k) := \int_0^\tau a(t)y(k \tau + t) \ dt \quad \forall \ y \in L^2_{\text{loc}}(\mathbb{R}_+, Y), \quad \forall \ k \in Z_+. $$
We say that $r \in Y$ is feasible (with respect to (3.1)), if the set
\[ U^r := \{ w \in U : H(0)\phi(w) = r \}, \]
is non-empty. A subset $R \subseteq Y$ is said to be feasible (with respect to (3.1)) if every $r \in R$ is feasible.

Given feasible $R \subseteq Y$, $r \in R$ and $u^r \in U^r$, consider the discrete-time integral control law
\[ u^+ = u + gK(r - S_y) - g(\phi(u) - \phi(u^r) + \phi(u^r)) + v_2, \quad u(0) = u^0 \in U, \quad (3.3) \]
where $y$ is the output of (3.1), and $g > 0$, $K \in \mathcal{L}(Y, U)$ and $\Gamma \in \mathcal{L}(U)$ are design parameters. The signal $v_2 \in U^{Z+}$ is a disturbance.

The feedback interconnection of (3.1) and the control law (3.3) via $w = H u$, yields the closed-loop system
\[ \dot{x} = Ax + B\phi(Hu) + B_e v_1, \quad x(0) = x^0 \in X, \quad (3.4a) \]
\[ y = C_\Lambda (x + A^{-1}(B\phi(Hu) + B_e v_1)) + H(0)\phi(Hu) + H_e(0) v_1, \quad (3.4b) \]
\[ u^+ = u + gK(r - S_y) - g(\phi(u) - \phi(u^r) + \phi(u^r)) + v_2, \quad u(0) = u^0 \in U. \quad (3.4c) \]

For given $v_1 \in L^2_{\text{loc}}(\mathbb{R}_+, U_e), v_2 \in U^{Z+}, x^0 \in X$ and $u^0 \in U$, we say that $(x, y, u) \in C(\mathbb{R}_+, X) \times L^2_{\text{loc}}(\mathbb{R}_+, Y) \times U^{Z+}$ is a solution of (3.4) if
\[ x(t) = T(t)x^0 + \int_0^t T(t-s)(B\phi((Hu)(s)) + B_e v_1(s)) \, ds \quad \forall \, t \geq 0, \]
and (3.4b) and (3.4c) are satisfied. It is a routine exercise to show that there exists a unique solution of (3.4).

In the following, we let $H$ and $H_e$ denote the input-output operators associated with $H$ and $H_e$, respectively. These are causal operators defined on $L^2_{\text{loc}}(\mathbb{R}_+, U)$ and $L^2_{\text{loc}}(\mathbb{R}_+, U_e)$, respectively, with values in $L^2_{\text{loc}}(\mathbb{R}_+, Y)$, and they map $L^2_{\text{loc}}(\mathbb{R}_+, U)$ and $L^2_{\text{loc}}(\mathbb{R}_+, U_e)$, respectively, boundedly into $L^2_{\text{loc}}(\mathbb{R}_+, Y)$ for any $\alpha > \omega(T)$. We say that $H$ has a measure impulse response if $U = \mathbb{C}^m$, $Y = \mathbb{C}^p$ and there exists a $\mathbb{C}^{p \times m}$-valued Borel measure on $\mathbb{R}_+$ such that
\[ (Hu)(t) = (\mu * v)(t) := \int_0^t \mu(ds)v(t-s) \quad \forall \, v \in L^2_{\text{loc}}(\mathbb{R}_+, \mathbb{C}^m). \]

We now present the main theorem of this section, a stability result for the sampled-data low-gain integral control system (3.4). The strategy for the proof is to extract a discrete-time system from (3.4) which describes the evolution at the sampling points and which allows an application of Theorem 2.1, and then to show that the inter-sampling dynamics are well behaved.

**Theorem 3.1.** Let $\omega(T) < 0$, $K \in \mathcal{L}(Y, U)$, $\Gamma \in \mathcal{L}(U)$ and let $R \subseteq Y$ be feasible. Assume that $I - \Gamma$ is discrete-time exponentially stable, $\phi$ is globally Lipschitz continuous with Lipschitz constant $L > 0$ and
\[ \sup_{\xi \in \mathbb{R}} \| (\xi I - (I - \Gamma))^{-1} \| \cdot \| \Gamma - KH(0) \| < 1/L. \quad (3.5) \]
Then there exists $g^* \in (0, 1]$ such that, for all $g \in (0, g^*)$, there exist constants $c_1, c_2, c_3, \gamma > 0$, $\alpha < 0$ and $\theta \in (0, 1)$ such that for all $r \in R$, $u^r \in U^r$, all $(x^r, u^r) \in X \times U$ and all $v_1 \in L^\infty(\mathbb{R}_+, U_e)$, $v_2 \in L^\infty(\mathbb{Z}_+, U)$, the solution $(x, y, u)$ of (3.4) has the following properties.
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lim_{t \to \infty} \| y(t) - r \| \leq c_3 (\| v_1 \|_{L^\infty(0,\infty)} + \| v_2 \|_{\ell^\infty}) . \tag{3.11} \]

(2) If \( H \) has measure impulse response and 
\[ H_c \in \mathcal{L}(L^\infty(\mathbb{R}^+,U_c),L^\infty(\mathbb{R}^+,Y)) , \tag{3.8} \]
then there exists \( q \in L^2_\alpha(\mathbb{R}^+ \times \mathbb{R}^+) \) such that 
\[ \| y(k) - r \| \leq q(t) + c_3 (\| v_1 \|_{L^\infty(0,\infty)}) + \| v_2 \|_{\ell^\infty} \]
\forall k \in \mathbb{Z}^+, \text{ for a.e. } t \in [0,\tau). \tag{3.9} \]
Moreover, under the additional assumption that there exists \( t_0 \geq 0 \) such that 
\[ T(t_0)(Ax^0 + B\phi(u^r)) \in X , \tag{3.10} \]
the output \( y \) satisfies 
\[ \lim_{t \to \infty} \sup \| y(t) - r \| \leq c_3 (\| v_1 \|_{L^\infty(0,\infty)} + \| v_2 \|_{\ell^\infty}) . \tag{3.11} \]

(3) If \( v_1 = 0 \) and \( v_2 = 0 \), then \( u(k) \to u^r \) as \( k \to \infty \) and \( x(t) \to -A^{-1}B\phi(u^r) \) as \( \tau \to \infty \) exponentially and \( r - y \in L^2(\mathbb{R}^+,Y) \); furthermore, if additionally (3.10) and 
\[ \lim_{t \to \infty} (Hf)(t) = 0 \quad \forall f \in L^2(\mathbb{R}^+,U) \text{ with } \lim_{t \to \infty} f(t) = 0 , \tag{3.12} \]
hold, then \( y(t) \to r \) as \( t \to \infty \).

Remark 3.2. (i) We note that the conclusions of Theorem 3.1 hold for any 
sampling period \( \tau > 0 \). Although not performed exhaustively, our numerical 
simulations suggest that performance (for instance speed of convergence) is 
slower when \( \tau \) is larger, which seems reasonable intuitively.
(ii) If \( H_c \) has measure impulse response, then (3.8) is satisfied. Condition (3.12) 
holds if \( H \) has measure impulse response (see [17, Lemma 6.2.4]).
(iii) Note that if \( r - y \in L^2_N(\mathbb{R}^+ \times \mathbb{R}^+) \) for some \( \alpha < 0 \), then, for any \( \delta > 0 \), 
\[ \lim_{t \to \infty} \text{ meas } \{ t \geq \theta : e^{-\alpha t} \| y(t) - r \| \geq \delta \} = 0 , \quad \text{where meas = Lebesgue measure,} \]
that is, \( y \) tracks \( r \) exponentially fast in measure.
(iv) The smoothness condition \( x^0 + A^{-1}B\phi(u^r) \in X_1 \) is sufficient for (3.10) to 
hold. Furthermore, analyticity of the semigroup \( T(t) \) guarantees that (3.10) 
is satisfied for every \( t_0 > 0, x^0 \in X, r \in R \) and \( u^r \in U^r \).

The remainder of this section is dedicated to proving Theorem 3.1.

Proof of Theorem 3.1. (1) The first aim is to extract a discrete-time system from 
(3.4) to which Theorem 2.1 may be applied. For which purpose, define 
\[ Mx := \int_0^\tau a(t)T(t)x \ dt \quad \forall x \in X . \]
Then, $Mx \in X_1$ for all $x \in X$ by property (ii) in (3.2). It is straightforward to show that $M$ is closed, and hence $M \in \mathcal{L}(X, X_1)$ by the closed-graph theorem. Furthermore, set

\[ A_\tau := T(\tau), \quad B_\tau := \int_0^\tau T(s)Bds, \quad C_\tau := CM, \quad D_\tau := CMA^{-1}B + H(0). \] (3.13)

Clearly $A_\tau \in \mathcal{L}(X)$, and it easy to show that $A_\tau$ is (discrete-time) exponentially stable, since $T$ is an exponentially stable semigroup. Further, $B_\tau$ satisfies

\[ B_\tau = (T(\tau) - I)A^{-1}B \in \mathcal{L}(U, X), \]

and rearranging the above gives

\[ (I - A_\tau)^{-1}B_\tau = -A^{-1}B. \] (3.14)

By the boundedness of $M$, it follows that $C_\tau \in \mathcal{L}(X, Y)$ and $D_\tau \in \mathcal{L}(U, Y)$. We denote the transfer function of the discrete-time system given by $(A_\tau, B_\tau, C_\tau, D_\tau)$ by $G_\tau$.

Let $r \in \mathbb{R}$, $u^r \in U^r$, $(x^0, u^0) \in X \times U$ and $v_1 \in L^\infty(\mathbb{R}_+, U_e)$, $v_2 \in \ell^\infty(\mathbb{Z}_+, U)$ be given, and let $(x, y, u)$ denote the solution of (3.4). We claim that $\xi$ and $\zeta$ given by

\[ \xi(k) := x(k\tau) \quad \text{and} \quad \zeta(k) := (Sy)(k) \quad \forall k \in \mathbb{Z}_+, \] (3.15a)

satisfy the discrete-time system

\[ \begin{align*}
\xi^+ &= A_\tau \xi + B_\tau \phi(u) + \eta_1, \\
\zeta &= C_\tau \xi + D_\tau \phi(u) + \eta_2,
\end{align*} \] (3.15b)

with

\[ \eta_1(k) := \int_0^\tau T(\tau - s)B_\tau v_1(s + \tau k) \, ds \quad \forall k \in \mathbb{Z}_+, \] (3.15c)

and

\[ \begin{align*}
\eta_2(k) := \int_0^\tau a(t)C_\lambda \left( \int_0^\tau T(t - s)B_\tau v_1(s + k\tau) \, ds + A^{-1}B_\tau v_1(k\tau + t) \right) \, dt \\
&\quad + \int_0^\tau a(t)H_e(0)v_1(k\tau + t) \, dt \quad \forall k \in \mathbb{Z}_+.
\end{align*} \] (3.15d)

Further, recall that $u$ in (3.15b) is given by

\[ u^+ = u + gK(r - \zeta) - g\Gamma(u - \phi(u) - u^r + \phi(u^r)) + v_2. \] (3.16)

We seek to apply Theorem 2.1 to the feedback interconnection of (3.15) and (3.16). We proceed in steps.

Step 1. Extracting a discrete-time system. We show that $\xi$ and $\zeta$ in (3.15a) do indeed satisfy (3.15b) with $\eta_1$ and $\eta_2$ as in (3.15c) and (3.15d), respectively. Straightforward modifications of [18, Proposition 3.1] to incorporate $v_1$ give the difference equation for $\xi$. As for the output equation of (3.15b), let us first
note that, for all $k \in \mathbb{Z}_+$ and $t \in [0, \tau)$,
\[
y(k\tau + t) = C_\Lambda \left( x(k\tau + t) + A^{-1}B\phi(u(k)) + A^{-1}B_\varepsilon v_1(k\tau + t) + H(0)\phi(u(k)) + H_\varepsilon(0)v_1(k\tau + t) \right)
\]
By using a change of variables, this becomes, for all $k \in \mathbb{Z}_+$ and $t \in [0, \tau)$,
\[
y(k\tau + t) = C_\Lambda \left( T(t)x(k\tau) + \int_{k\tau}^{k\tau + t} T(k\tau + t - s)(B\phi(u(k)) + B_\varepsilon v_1(s))ds + A^{-1}B\phi(u(k)) + A^{-1}B_\varepsilon v_1(k\tau + t) + H(0)\phi(u(k)) + H_\varepsilon(0)v_1(k\tau + t) \right).
\]
Since
\[
\int_0^t T(t - s)B\phi(u(k))ds = A^{-1}(T(t) - I)B\phi(u(k)) \quad \forall k \in \mathbb{Z}_+, \forall t \in [0, \tau),
\]
we see that, for all $k \in \mathbb{Z}_+$ and $t \in [0, \tau)$,
\[
y(k\tau + t) = C_\Lambda \left( T(t)x(k\tau) + \int_0^t T(t - s)B\phi(u(k)) + B_\varepsilon v_1(s + k\tau)ds + A^{-1}B_\varepsilon v_1(k\tau + t) + H(0)\phi(u(k)) + H_\varepsilon(0)v_1(k\tau + t) \right).
\]
Consequently, for all $k \in \mathbb{Z}_+$,
\[
\zeta(k) = \int_0^\tau a(t)C_\Lambda \left( T(t)x(k\tau) + \int_0^t T(t)A^{-1}B\phi(u(k)) + \int_0^t T(t - s)B_\varepsilon v_1(s + k\tau)ds + A^{-1}B_\varepsilon v_1(k\tau + t) \right)dt + \int_0^\tau a(t)(H(0)\phi(u(k)) + H_\varepsilon(0)v_1(k\tau + t))dt.
\]
Recalling that, for all $\xi \in X$, $T(t)\xi \in \text{dom}(C_\Lambda)$ for almost all $t \geq 0$, we see that, for all $k \in \mathbb{Z}_+$,
\[
\zeta(k) = \int_0^\tau a(t)C_\Lambda T(t)(x(k\tau) + A^{-1}B\phi(u(k)))dt + \int_0^\tau a(t)C_\Lambda \left( \int_0^t T(t - s)B_\varepsilon v_1(s + k\tau)ds + A^{-1}B_\varepsilon v_1(k\tau + t) \right)dt + \int_0^\tau a(t)(H(0)\phi(u(k)) + H_\varepsilon(0)v_1(k\tau + t))dt.
\]
Invoking (3.2), (3.13) and (3.15d), we obtain that, for all $k \in \mathbb{Z}_+$,
\[
\zeta(k) = CMx(k\tau) + CM A^{-1}B\phi(u(k)) + H(0)\phi(u(k)) + \eta_2(k)
\]
\[
= C_\tau \zeta(k) + D_\tau \phi(u(k)) + \eta_2(k).
\]
We have now shown that (3.15b) holds.

**Step 2. Estimating the discrete-time forcing terms \( \eta_1 \) and \( \eta_2 \).** By the admissibility of \( B_e \), there exists \( \kappa > 0 \) such that
\[
\left\| \int_0^t \mathbb{T}(t-s)B_e v_1(k\tau + s) \, ds \right\| \leq \kappa \| v_1 \|_{L^2([k\tau,k\tau+\ell])} \leq \kappa \sqrt{T} \| v_1 \|_{L^\infty([k\tau,k\tau+\ell])} \quad \forall \ k \in \mathbb{Z}_+, \ \forall \ t \in [0,\tau). \tag{3.17}
\]
Whence,
\[
\| \pi_{k-1} \eta_1 \|_{\ell^\infty} \leq \kappa \sqrt{T} \| v_1 \|_{L^\infty([0,k\tau])} \quad \forall \ k \in \mathbb{N}. \tag{3.18}
\]
We now seek to prove the existence of \( d > 0 \) such that
\[
\| \pi_{k-1} \eta_2 \|_{\ell^\infty} \leq d \| v_1 \|_{L^\infty([0,k\tau])} \quad \forall \ k \in \mathbb{N}. \tag{3.19}
\]
To this end, by writing
\[
w_e(t) := C_x \left( \int_0^t \mathbb{T}(t-s)B_e v_1(s+k\tau) \, ds + A^{-1}B_e v_1(k\tau + t) \right) + \mathbf{H}_e(0)v_1(k\tau + t),
\]
we see that \( w_e \) is the output of an exponentially stable well-posed system with zero initial condition and input \( v_1(k\tau + \cdot) \). Hence, there exists \( d_1 > 0 \) such that
\[
\| w_e \|_{L^2([0,\tau])} \leq d_1 \| v_1 \|_{L^2((k\tau,(k+1)\tau))} \leq d_1 \sqrt{T} \| v_1 \|_{L^\infty((k\tau,(k+1)\tau))}.
\]
By use of Hölder’s inequality, we then obtain from (3.15d) that, for all \( k \in \mathbb{Z}_+ \),
\[
\| \eta_2(k) \| \leq \| a \|_{L^2([0,\tau])} \| w_e \|_{L^2([0,\tau])} \leq d \| v_1 \|_{L^\infty((k\tau,(k+1)\tau))},
\]
where \( d := d_1 \sqrt{T} \| a \|_{L^2([0,\tau])} > 0 \). It is thus evident that (3.19) holds.

**Step 3. Invoking Theorem 2.1.** An application of [18, Propositon 3.1] yields that \( \mathbf{G}_e(1) = \mathbf{H}(0) \). Thus, \( r \in Y \) is feasible with respect to (3.1) if, and only if, it is feasible with respect to (3.15b). Moreover, from (3.5), (2.5) is satisfied in the context of (3.15). Therefore, in light of steps 1 and 2 above, an application of statement (2) of Theorem 2.1 to (3.15) and (3.16) yields the existence of \( g^* \in (0,1] \) such that, for all \( g \in (0,g^*) \), there exist \( c_1 > 0 \) and \( \theta \in (0,1) \) such that
\[
\left\| \left( \begin{align*}
(\xi(k) - (I - A_r)^{-1}B_r \phi(u^r)) \\
\tilde{u}(k) - u^r \\
(\mathbf{S} \mathbf{y})(k) - r
\end{align*} \right) \right\| \leq c_1 \left( \rho^k \left\| \left( \begin{align*}
x^0 - (I - A_r)^{-1}B_r \phi(u^r) \\
u^0 - u^r
\end{align*} \right) \right\| + \| \pi_{k-1} \left( \begin{array}{c}
\eta_1 \\
\eta_2
\end{array} \right) \|_{\ell^\infty} \right) \forall \ k \in \mathbb{N}. \tag{3.20}
\]
In light of (3.14), (3.18) and (3.19) (and the definition of the norm on product spaces), the estimate (3.6) follows.

**Step 4. Deriving (3.7).** We note that, for each \( k \in \mathbb{N} \) and \( t \in [0,\tau) \),
\[
x(k\tau + t) = \mathbb{T}(t)x(k\tau) + \int_{kt}^{kt+k\tau} \mathbb{T}(t+k\tau-s)(B\phi(u(k)) + B_e v_1(s)) \, ds
\]
\[
= \mathbb{T}(t)x(k\tau) + \int_0^t \mathbb{T}(s)B\phi(u(k)) \, ds + \int_0^t \mathbb{T}(t-s)B_e v_1(k\tau + s) \, ds
\]
\[
= \mathbb{T}(t)x(k\tau) + (\mathbb{T}(t) - I)A^{-1}B\phi(u(k))
\]
\[
+ \int_0^t \mathbb{T}(t-s)B_e v_1(k\tau + s) \, ds. \tag{3.21}
\]
Therefore, taking norms in (3.21) and invoking (3.17), we see that
\[
\|x(k\tau + t) + A^{-1}B\phi(u^r)| \leq \|T(t)\| \|x(k\tau) + A^{-1}B\phi(u(k))\| \\
+ \|A^{-1}B(\phi(u^r) - \phi(u(k)))\| + \kappa \sqrt{T} \|u_1\|_{L^\infty([k\tau, k\tau + t])} \\
\forall k \in \mathbb{Z}_+, \forall t \in [0, \tau).
\] (3.22)

Define the positive constants
\[
\nu_1 := \sup_{t \in [0, \tau]} \|T(t)\| < \infty \quad \text{and} \quad \nu_2 := \|A^{-1}B\| < \infty.
\] (3.23)

The Lipschitz property of \(\phi\) together with (3.22) and (3.23) leads to
\[
\|x(k\tau + t) + A^{-1}B\phi(u^r)\| \leq \nu_1 \|x(k\tau) + A^{-1}B\phi(u^r)\| + \nu_2 L(1 + \nu_1)\|u(k) - u^r\| \\
+ \kappa \sqrt{T} \|u_1\|_{L^\infty([k\tau, k\tau + t])} \\
\forall k \in \mathbb{Z}_+, \forall t \in [0, \tau).
\] (3.24)

Setting \(\gamma := -(\ln \theta)/\tau > 0\) and \(\nu_3 := e^{\gamma \tau}\), we have that
\[
\theta^k = \nu_3 e^{-(k+1)\gamma \tau} \leq \nu_3 e^{-\gamma (k\tau + t)} \forall k \in \mathbb{Z}_+, \forall t \in [0, \tau).
\] (3.25)

Combining (3.20) with (3.14), (3.24) and (3.25) gives (3.7), as required.

(2) Set
\[
f(t) := C_{\lambda} T(t)x^0 + H(\phi(u^r)) - H(0)\phi(u^r),
\]
where we view \(\phi(u^r)\) as the constant function with value \(\phi(u^r)\). The Laplace transform of \(H(\phi(u^r)) - H(0)\phi(u^r)\) is given by \(H(s) - H(0))\phi(u^r)/s\). As this function is in \(H^2(C_\beta, Y)\) for every \(\beta > \omega(T)\), the Payley-Wiener theorem [27, Theorem 10.3.4] then guarantees that
\[
H(\phi(u^r)) - H(0)\phi(u^r) \in L^2_\beta(\mathbb{R}_+, Y) \quad \forall \beta > \omega(T),
\]
and so \(f \in L^2_\beta(\mathbb{R}_+, Y)\) for all \(\beta > \omega(T)\). As \(r = H(0)\phi(u^r)\), the error \(y - r\) can be written in the form
\[
y - r = f + H(\mathcal{H}(\phi(u)) - \phi(u^r)) + H_0 v_1.
\] (3.26)

Assume now that \(H\) has a measure impulse response and that (3.8) holds. Denoting the measure impulse response of \(H\) by \(\mu\) and the total variation of \(\mu\) by \(|\mu|\), we have that
\[
\|(H(\mathcal{H}(\phi(u)) - \phi(u^r)))(t)\| \leq L(|\mu| * \|H(u) - u^r\|)(t) \quad \forall t \geq 0,
\]
where we recall that \(L\) is the Lipschitz constant of \(\phi\). Consequently, it follows from statement (1) that
\[
\|(H(\mathcal{H}(\phi(u)) - \phi(u^r)))(k\tau + t)\| \leq c_1 L(|\mu| * q_0)(k\tau + t) \\
+ |\mu|([\mathbb{R}_+]|v_1|_{L^\infty} + \|v_2\|_{L^\infty}) \\
\forall k \in \mathbb{Z}_+, \forall t \in [0, \tau),
\] (3.27)

where
\[
q_0(k\tau + t) := \theta^k \left\| \left( x^0 + A^{-1}B\phi(u^r) \right) \right\| \quad \forall k \in \mathbb{Z}_+, \forall t \in [0, \tau).
\]

Noting that \(q_0 \in L^2_{a_0}(\mathbb{R}_+, \mathbb{R})\), where \(a_0 := (\ln \theta)/\tau < 0\), and choosing \(0 > \alpha > \max(\omega(T), a_0)\), we conclude that \(|\mu| * q_0 \in L^2_\alpha(\mathbb{R}_+, \mathbb{R})\), and so, the function \(q\) defined by
\[
q(t) := \|f(t)\| + c_1 L(|\mu| * q_0)(t) \forall t \geq 0,
\]
is in $L^2_\alpha(\mathbb{R}_+;\mathbb{R})$. It follows from (3.26) and (3.27) that there exists $c_3 > 0$ such that (3.9) holds.

Let us now assume that (3.10) is satisfied. It is clear from (3.9) that, to establish (3.11), it is sufficient to show that $q(t) \to 0$ as $t \to \infty$. Since

$$
\lim_{t \to \infty} (|\mu| * q_0)(t) = 0,
$$

we need to show that $f(t) \to 0$ as $t \to \infty$. The Laplace transform $\hat{f}$ of $f$ is given by

$$
\hat{f}(s) = C(sI - A)^{-1}x^0 + \frac{1}{s}(H(s) - H(0))\phi(u^r) \quad \forall \ s \in \mathbb{C}_{\omega(T)}.
$$

By [27, Theorem 4.6.7]

$$
\frac{1}{s}(H(s) - H(0))\phi(u^r) = C(sI - A)^{-1}A^{-1}B\phi(u^r) \quad \forall \ s \in \mathbb{C}_{\omega(T)},
$$

and thus, it follows from (3.28) that

$$
\hat{f}(s) = C(sI - A)^{-1}A^{-1}(Ax_0 + B\phi(u^r)) \quad \forall s \in \mathbb{C}_{\omega(T)}.
$$

Consequently,

$$
f(t) = CA^{-1}T(t)A^{-1}(Ax_0 + B\phi(u^r)) = CA^{-1}T(t - t_0)T(t_0)(Ax_0 + B\phi(u^r)) \quad \forall t \geq t_0,
$$

and the exponential stability of $T$ implies that $\lim_{t \to \infty} f(t) = 0$.

(3) Assume that $v_1 = 0$ and $v_2 = 0$. It is clear from statement (1) that $u(k) \to u^r$ as $k \to \infty$ and $x(t) \to -A^{-1}B\phi(u^r)$ as $t \to \infty$ and that the convergences are exponentially fast. To show that $y - r \in L^2_\alpha(\mathbb{R}_+,Y)$, we note that, by (3.26),

$$
y - r = f + H(\mathcal{H}(\phi(u)) - \phi(u^r)).
$$

Set $\rho := e^{\alpha r}$ and note that

$$
\int_0^\infty \|e^{-\alpha t}(\mathcal{H}(\phi(u))(t) - \phi(u^r))\|^2 \, dt = \int_0^7 e^{-2\alpha t} \, dt \sum_{k=0}^\infty e^{-2\alpha k\tau} \|\phi(u(k)) - \phi(u^r)\|^2
$$

$$
= \frac{1}{2|\alpha|}(e^{-2\alpha \tau} - 1) \sum_{k=0}^\infty \rho^{-2k} \|\phi(u(k)) - \phi(u^r)\|^2
$$

$$
< \infty,
$$

where the convergence of the infinite series follows from (3.6) and the fact that $\rho > 1$. Consequently, $\mathcal{H}(\phi(u)) - \phi(u^r) \in L^2_\alpha(\mathbb{R}_+,Y)$. We know that $f \in L^2_\alpha(\mathbb{R}_+,Y)$ and therefore, invoking (3.29), we conclude that $y - r \in L^2_\alpha(\mathbb{R}_+,Y)$.

Finally assume that (3.10) and (3.12) hold. We know from the proof of statement (2) that $f(t) \to 0$ as $t \to \infty$. By (3.30), $\mathcal{H}(\phi(u)) - \phi(u^r)$ is in $L^2(\mathbb{R}_+,\mathcal{L})$ and, by statement (1), $\lim_{t \to \infty}(\mathcal{H}(\phi(u))(t) = \phi(u^r)$, and thus, invoking (3.12), $\mathcal{H}(\phi(u)) - \phi(u^r))(t) \to 0$ as $t \to \infty$. It follows now from that $y(t) \to r$ as $t \to \infty$. $\square$

4. Examples. We conclude with two examples. The first considers an application of Theorem 3.1 to a system with output quantization, and in the second example we apply Theorem 3.1 to a heat equation on a square domain.
Example 4.1. For $\delta > 0$, the quantization function $q_\delta : \mathbb{R} \to \mathbb{R}$ is defined by
\[
q_\delta (\delta k + \xi) := \delta k \quad \forall k \in \mathbb{Z}, \forall \xi \in [-\delta/2, \delta/2).
\]
The graph of $q_\delta$ is plotted in Figure 4.1.

We consider the sampled-data system (3.4) with $K \in \mathcal{L}(Y, U)$, $\Gamma \in \mathcal{L}(U)$, $g > 0$ and $r \in R \subseteq Y$, where $R$ is feasible. Let $E \subseteq Y$ be an orthonormal basis of $Y$ and let $\eta = (\eta_e)_{e \in E} \in \ell^2(E)$ be positive, that is, $\eta_e > 0$ for every $e \in E$. If $Y$ is not separable, then $E$ is uncountable, in which case $\ell^2(E)$ is defined to be the space of all functions $\xi : E \to \mathbb{R}$ such that $\xi(e) \neq 0$ for at most countably many $e \in E$ and $\sum_{e \in E} |\xi(e)|^2 < \infty$. Obviously, if $Y$ is of finite dimension $p$, then $\ell^2(E)$ can be identified with $\mathbb{R}^p$. Given $\zeta \in Y$, we have that
\[
|\eta_{\zeta}((\zeta, e))| \leq |(\zeta, e)| + \eta_e/2 \quad \forall e \in E,
\]
and so the function $e \mapsto \eta_{\zeta}((\zeta, e))$ is in $\ell^2(E)$. Consequently, the quantization operator $Q_\eta : Y \to Y$ given by
\[
Q_\eta(\zeta) := \sum_{e \in E} q_{\eta_{\zeta}((\zeta, e))} e \quad \forall \zeta \in Y,
\]
is well defined. We will study the situation in which only the quantized version $Q_\eta(y)$ is available for feedback, but not $y$ itself. That is, the feedback system under consideration is given by
\[
\begin{align*}
\dot{x} &= Ax + B\phi(Hu) + B_0v_1, \quad x(0) = x^0 \in X, \quad (4.1a) \\
y &= C_\Lambda (x + A^{-1}(B\phi(Hu) + B_0v_1)) + H(0)\phi(Hu) + H_0(0)v_1, \quad (4.1b) \\
u^+ &= u + gK(r - S(Q_\eta \circ y)) - g\Gamma(u - \phi(u) - u^r + \phi(u^r)) + v_2, \quad (4.1c) \\
u(0) &= u^0 \in U.
\end{align*}
\]
As
\[
\|(S(y)(k) - (S(Q_\eta \circ y))(k))\| \leq \|a\|L_2\sqrt{7}\|\eta\|_2/2 \quad \forall k \in \mathbb{Z}_+,
\]
where $\|\eta\|_2 := \left(\sum_{e \in E} |\zeta(e)|^2\right)^{1/2}$, it is clear that we can write (4.1c) in the form
\[
u^+ = u + gK(r - S_y) - g\Gamma(u - \phi(u) - u^r + \phi(u^r)) + v_2 + w, \quad u(0) = u^0 \in U, \quad (4.2)
\]
where $w \in U^{2+}$ satisfies $\|w\|_{L_2} \leq g\|K\|\|a\|L_2\sqrt{7}\|\eta\|_2/2$.

Assuming that (3.5) holds, then the conclusions of statement (1) of Theorem 3.1 apply to the sampled-data system given by (4.1a), (4.1b) and (4.2). If additionally, $H$ has measure impulse response, $v_1 = 0$, $v_2 = 0$ and (3.10) holds, then, by
statement (2) of Theorem 3.1\(^2\), there exists \(c > 0\) such that
\[
\limsup_{t \to \infty} \|y(t) - r\| \leq c\|\eta\|_\ell^2.
\]
Hence, the smaller \(\|\eta\|_\ell^2\) (the size of the quantization parameter), the more accurate the tracking behaviour of the sampled-date system. \(\diamondsuit\)

**Example 4.2.** We consider sampled-data low-gain integral control in the presence of input saturation for a controlled and observed heat equation on a square domain with disturbances. Let \(\Omega := (0, 1) \times (0, 1) \subseteq \mathbb{R}^2\) denote the unit square. We define the sections of the boundary
\[
\begin{align*}
\partial \Omega_1 & := \{ (\xi_1, \xi_2) \in \mathbb{R}^2 : 0 < \xi_1 < 1, \xi_2 = 0 \}, \\
\partial \Omega_2 & := \{ (\xi_1, \xi_2) \in \mathbb{R}^2 : 0 < \xi_1 < 1, \xi_2 = 1 \}, \\
\partial \Omega_3 & := \{ (\xi_1, \xi_2) \in \mathbb{R}^2 : \xi_1 = 0, 0 < \xi_2 < 1 \}, \\
\partial \Omega_4 & := \{ (\xi_1, \xi_2) \in \mathbb{R}^2 : \xi_1 = 1, 0 < \xi_2 < 1 \},
\end{align*}
\]
the bottom, top, left and right sides, respectively, see Figure 4.2.

![Figure 4.2. Square domain \(\Omega \subseteq \mathbb{R}^2\).](image)

The plant inputs \(u_1\) and \(u_2\) are boundary controls applied on \(\partial \Omega_1\) and \(\partial \Omega_2\), respectively, and the boundaries \(\partial \Omega_3\) and \(\partial \Omega_4\) are maintained at a constant temperature, leading to
\[
\begin{align*}
\frac{\partial z}{\partial t} &= \Delta z \quad \text{in} \ (0, \infty) \times \Omega, \quad (4.3a) \\
z &= z^0 \quad \text{on} \ \{0\} \times \Omega, \quad (4.3b) \\
z &= 0 \quad \text{on} \ (0, \infty) \times \partial \Omega_i, \ \text{for} \ i \in \{3, 4\}, \quad (4.3c) \\
\frac{\partial z}{\partial n} &= q_i \quad \text{on} \ (0, \infty) \times \partial \Omega_i, \ \text{for} \ i \in \{1, 2\}, \quad (4.3d)
\end{align*}
\]
where \(z = z(t, \xi)\) and
- \(z^0\) is the initial condition;
- \(\Delta\) denotes the Laplacian;
- \(\frac{\partial z}{\partial n} = \nabla z \cdot n\) is the outward normal derivative of \(z\);
- \(q_i = u_i + v_i\) is the sum of the plant input \(u_i\) and disturbance \(v_i\).

\(^2\)Since we are assuming that \(v_1 = 0\), the condition (3.8) is irrelevant and does not need to be imposed.
The plant outputs $y_1$ and $y_2$ are the averaged temperature over the two boundary sections $\partial \Omega_1$ and $\partial \Omega_2$, respectively, that is,

$$y_i(t) = \int_{\partial \Omega_i} z(t, \xi) \, d\xi \quad \text{for } t > 0 \text{ and } i \in \{1, 2\}. \quad (4.3e)$$

We claim that (4.3) gives rise to a $L^2$ well-posed linear system on the state-space $X = L^2(\Omega)$ with input and disturbance space $U = U_e = \mathbb{R}^2$, $B = B_e$, and output space $Y = \mathbb{R}^2$. The details are somewhat technical, require some material from the theory of PDEs, and are not required to illustrate our results, which is the purpose of the present example. Therefore, we have chosen to relegate the details to the Appendix.

The semigroup associated with (4.3) is exponentially stable and analytic, so that (3.10) holds for every $t_0 > 0$, $x_0 \in X$ and every feasible $r$. Furthermore, the resulting well-posed linear system has an $L^1$ impulse response, and so properties (3.8) and (3.12) hold as well.

Since $B = B_e$, the transfer functions from input to output $H$ in (4.3), and from disturbance to output $H_e$ in (4.3) are equal. Thus, the transfer function of (4.3) can be identified with $H$. In the Appendix we show that

$$H(0) = \begin{pmatrix} c & d \\ d & c \end{pmatrix}, \quad (4.4)$$

for certain constants $c > d > 0$. In particular, $H(0)$ is invertible.

For the purpose of output regulation by sampled-data low-gain integral control in the presence of input saturation, we fix

$$a(t) = \frac{1}{\tau} \quad \forall \ t \in [0, \tau], \quad K := H(0)^{-1} \quad \text{and} \quad \Gamma := I. \quad (4.5)$$

The choice of $a$ in (4.5) leads to the sampled output $Sy$ given by

$$(Sy)(k) = \frac{1}{\tau} \int_0^\tau y(t + k\tau) \, dt, \quad \forall \ k \in \mathbb{N}, \quad \text{where } y = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}.$$ 

The choice of $K$ and $\Gamma$ in (4.5) ensures that the condition (3.5) holds for any $L > 0$, and hence for any globally Lipschitz saturation term $\phi$. Therefore, the conclusions of Theorem 3.1 apply to (3.4) with plant given by (4.3) and controller data as specified in (4.5).

For a numerical simulation, we discretise (4.3) in space with a finite-difference approximation, the details of which are given in the Appendix. Common to all our simulations are the data

$$g = 0.1, \quad z^0(\xi) = \sin(\pi \xi_1) \quad \forall \ \xi = \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} \in \text{cl } \Omega, \quad (4.6)$$

where $\text{cl } \Omega$ denotes the closure of $\Omega$. For fixed $a < b$, define $\psi(\cdot; a, b) : \mathbb{R} \to \mathbb{R}$ by $\psi(w; a, b) = \max\{a, \min\{w, b\}\}$. We consider two saturation functions $\phi = \phi_i$ for $i = 1, 2$ given by

$$\phi_1(w) = \begin{pmatrix} \psi(w_1; -1, 4) \\ \psi(w_2; -1, 2) \end{pmatrix} \quad \text{and} \quad \phi_2(w) = \begin{pmatrix} \psi(w_1; -1, 4) \\ \psi(w_2; -2, 3) \end{pmatrix} \quad \forall \ w = \begin{pmatrix} w_1 \\ w_2 \end{pmatrix} \in \mathbb{R}^2. \quad (4.7)$$

The sets

$$\{H(0)\phi_i(w) : w \in \mathbb{R}^2\} \quad i = 1, 2,$$
are the largest sets of feasible references for (4.3) and (4.4) with \( \phi = \phi_i \), and are plotted in Figure 4.3. The reference
\[
\begin{pmatrix}
1 \\
1/2
\end{pmatrix},
\]
is clearly feasible in both cases.

![Figure 4.3](image)

**Figure 4.3.** Feasible sets of reference vectors \( r = (r_1 \ r_2)^T \) for \( \phi_1 \) (darker grey) and \( \phi_2 \) (lighter gray) regions. The reference \( r \) in (4.8) is marked with a cross.

We will use the notation
\[
v := \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}, \quad u := \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \quad \text{and} \quad y := \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}.
\]

For the simulation plotted in Figure 4.4, we choose
\[
u(0) = 0, \quad \tau \in \{0.25, 0.5\} \quad \text{and} \quad \phi = \phi_1.
\]
The simulations shown in Figure 4.4 illustrate the convergence of the sampled-data system when no disturbance is present, that is, when \( v = 0 \). Moreover, in this example, we see that the saturation bounds are not reached (meaning \( \phi_1(u(t)) = u(t) \) for all \( t \in \mathbb{Z}_+ \)). As expected, the convergence appears faster when the sampling-period \( \tau \) is smaller.

For the simulation presented in Figure 4.5, the data in (4.9) are replaced by
\[
u(0) = \begin{pmatrix} 6 \\ -4 \end{pmatrix}, \quad \tau = 0.4 \quad \text{and} \quad \phi = \phi_2.
\]
Additionally, as nonzero forcing we choose
\[
v = 0.1 \begin{pmatrix} \sin(t) \\ \sin(3t/4) + \sin(\sqrt{2}t) \end{pmatrix} \quad \forall \ t \geq 0.
\]
The choice of initial integrator state \( u(0) \) in the saturation region of \( \phi \) is deliberate and is to illustrate the saturation effects. Two simulations are shown with forcing terms \( v \) and \( 3v \). Not surprisingly, the tracking error seems to increase as \( \|v\|_{L^\infty} \) increases.
Figure 4.4. Model data as in (4.5), (4.6), (4.8) and (4.9). (a) Initial temperature profile $z^0$. (b) Temperature profile of solution $z$ at time $t = 20$. (c) Outputs. (d) Held inputs. In panels (c) and (d), the solid and dashed lines correspond to $\tau = 0.25$ and $\tau = 0.5$, respectively. The dotted lines in panel (c) are the components of the reference.

Figure 4.5. Model data as in (4.5), (4.6), (4.8), (4.10) and (4.11). (a) Outputs. (b) Held inputs. In panels (a) and (b), the solid and dashed lines correspond to the external forcing $v$ and $3v$, respectively. The dotted lines in panel (a) are the components of the reference.
Appendix

Further details for example 4.2. We provide further details for Example 4.2 not given in the main text. We first describe the theoretical setting, and then our numerical approximation.

Theoretical setting

The following arguments are somewhat similar to those in [3]. There the authors assume that the boundary \( \partial \Omega \) has a smoothness called piecewise \( C^2 \), which (despite the name) is not the case here. To describe the model requires some standard material from the theory of PDEs. We make use of notation and results from [14], and from the theory of well-posed linear systems [27]. First note that \( \Omega := (0,1) \times (0,1) \subseteq \mathbb{R}^2 \) clearly has a so-called curvilinear polygonal boundary [14, Definition 1.4.5.1]. We let \( H^s(\Omega) \) for \( s \in \mathbb{R} \) denote the usual (fractional) Sobolev space. For open \( \Gamma \subseteq \mathbb{R} \) and a given function \( z : \Gamma \to \mathbb{R} \), we let \( \bar{z} \) denote the extension of \( z \) to all \( \mathbb{R} \) by zero. Thus for \( s > 0 \), we let

\[
\bar{H}^s(\Gamma) := \{ z \in H^s(\Gamma) : \bar{z} \in H^s(\mathbb{R}) \}.
\]

Further, \( C_\infty^\infty(\text{cl} \Omega) \) (denoted by \( \mathcal{D}(\Omega) \) in [14]) denotes the set of infinitely-differentiable functions \( \mathbb{R}^2 \to \mathbb{R} \) with compact support, restricted to \( \text{cl} \Omega \). Next, let \( \gamma_i : H^1(\Omega) \to H^\frac{1}{2}(\partial \Omega_i) \) denote the usual trace operators, which are continuous extensions of \( \gamma_i \) defined on \( C_\infty^\infty(\text{cl} \Omega) \) given by

\[
\gamma_i z = z|_{\partial \Omega_i}, \quad \forall i \in \{1,2,3,4\},
\]

see [14, Theorem 1.5.2.1]. Let

\[
E := \{ z \in H^1(\Omega) : \Delta z \in L^2(\Omega) \},
\]

which is a Banach space with the norm

\[
\|z\|_E := \|z\|_{H^1(\Omega)} + \|\Delta z\|_{L^2(\Omega)} \quad \forall z \in E.
\]

Furthermore, by [14, Theorem 1.5.3.10], the Neumann trace \( \gamma_j \frac{\partial}{\partial n} \), defined on \( C_\infty^\infty(\text{cl} \Omega) \) has a continuous extension \( E \to (\bar{H}^\frac{1}{2}(\partial \Omega_j))^* \). The following Green’s identity holds

\[
\int_{\Omega} (\Delta u) v \, d\xi = - \int_{\Omega} \langle \nabla u, \nabla v \rangle \, d\xi + \sum_{j=1}^{4} \int_{\partial \Omega} (\gamma_j \frac{\partial u}{\partial n}) \gamma_j v \, d\sigma,
\]

\[
\forall u \in H^2(\Omega), \forall v \in H^1(\Omega),
\]

and also for all \( u \in E \), and all \( v \in H^1(\Omega) \) such that \( \gamma_i v \in \bar{H}^\frac{1}{2}(\partial \Omega_i) \) for all \( i = 1,2,3,4 \). These claims are [14, Lemma 1.5.3.8] and [14, Theorem 1.5.3.11], respectively. Note that \( \bar{H}^\frac{1}{2}(\partial \Omega_i) \) contains the image under \( \gamma_i \) of \( \{ v \in H^1(\Omega) : \gamma_k v = 0, k \neq i \} \), see [14, p. 61].

Noting that the constant function with value one, denoted by \( 1 \), satisfies \( 1 \in L^2(\partial \Omega_i) \to H^\frac{1}{2}(\partial \Omega_i) \), and that the \( L^2(\partial \Omega_i) \) inner product is the duality product between \( H^{-\frac{1}{2}}(\partial \Omega_i) \) and \( \bar{H}^\frac{1}{2}(\partial \Omega_i) \), we obtain the estimates

\[
\left| \int_{\partial \Omega_i} \gamma_i(w) \right| = |\langle 1, \gamma_i(w) \rangle_{L^2(\partial \Omega_i)}| \leq 1 \| H^{-\frac{1}{2}}(\partial \Omega_i) \| \| \gamma_i(w) \|_{H^\frac{1}{2}(\partial \Omega_i)}
\]

\[
\leq m_0 \| w \|_{H^1(\Omega)} \quad \forall w \in H^1(\Omega), \forall i \in \{1,2,3,4\},
\]

for some \( m_0 > 0 \).
Next, we define

\[ H^1_{\Gamma_0}(\Omega) := \{ z \in H^1(\Omega) : \gamma_3 z = 0, \gamma_4 z = 0 \} \, . \]

We shall make extensive use of the Poincaré-type estimate \([29, \text{Theorem 13.6.9}]\), namely, that there exists \( \delta > 0 \) such that

\[
\delta \| z \|_{L^2(\Omega)} \leq \| \nabla z \|_{L^2(\Omega)} \quad \forall \, z \in H^1_{\Gamma_0}(\Omega) . \tag{A.4}
\]

Therefore, \( H^1_{\Gamma_0}(\Omega) \) is a Hilbert space when equipped with the inner product

\[
(z_1, z_2)_{H^1_{\Gamma_0}(\Omega)} := \langle \nabla z_1, \nabla z_2 \rangle_{L^2(\Omega)} \quad \forall \, z_1, z_2 \in H^1_{\Gamma_0}(\Omega) ,
\]

and \( \| \cdot \|_{H^1(\Omega)} \) and \( \| \cdot \|_{H^1(\Omega)} \) are equivalent norms on \( H^1_{\Gamma_0}(\Omega) \). We proceed to describe the generators \( A, B \) and \( C \) of \( \Sigma \). Recall that \( X = L^2(\Omega) \). Define \( A \) by

\[ A : X \ni D(A) \to X , \quad Az = \Delta z , \]

with domain

\[ D(A) := \{ z \in H^1_{\Gamma_0}(\Omega) : \Delta z \in X \} \cap \ker \left( \gamma_1 \frac{\partial}{\partial n} \right) \cap \ker \left( \gamma_2 \frac{\partial}{\partial n} \right) . \]

Note that \( \{ z \in H^1_{\Gamma_0}(\Omega) : \Delta z \in X \} \subseteq E \) given by \((A.1)\), and the Neumann trace is continuous on \( E \), so \( D(A) \) is well-defined. We claim that \( A \) generates an analytic and exponentially stable contraction semigroup. The following is loosely based on \([29, \text{Section 3.6}]\) which considers the Dirichlet Laplacian. First note that \( A \) is symmetric as, by Green’s identity \((A.2)\) (with second set of hypotheses on \( z_1 \) and \( z_2 \))

\[
\langle z_1, Az_2 \rangle_X = -\langle \nabla z_1, \nabla z_2 \rangle_X = \langle A z_1, z_2 \rangle_X \quad \forall \, z_1, z_2 \in D(A) . \tag{A.5}
\]

Second, \( A \) is surjective since, for every \( f \in L^2(\Omega) \), there exists a unique solution \( z \in D(A) \) to the elliptic problem

\[
\begin{align*}
\Delta z &= f , \\
\gamma_i z &= 0 & i & \in \{3, 4\} , \\
\gamma_j \frac{\partial z}{\partial n} &= 0 & j & \in \{1, 2\} ,
\end{align*}
\]

see \([14, \text{Lemma 4.4.3.1}]\). Consequently, \( A \) is self-adjoint by \([29, \text{Proposition 3.2.4}]\). Taking \( z = z_1 = z_2 \) in \((A.5)\) gives that \( A \) is dissipative and so, by the Lumer-Phillips Theorem, \( A \) generates a strongly continuous contraction semigroup, denoted \( \mathbb{T} \). By \([25, \text{Theorem 13.31 (a)}]\), we have that \( \sigma(A) \subseteq (-\infty, 0] \) and since \( X \) is a Hilbert space and \( A \) is self-adjoint, analyticity of \( \mathbb{T} \) follows from, for example, \([8, \text{Corollary II. 4.7}]\).

For exponential stability, fix \( z_0 \in X \). Taking \( z_1 = z_2 = \mathbb{T}(t)z_0 \in D(A) \) for \( t > 0 \) in \((A.5)\) gives

\[
\langle \mathbb{T}(t)z_0, A \mathbb{T}(t)z_0 \rangle_X = -\| \nabla \mathbb{T}(t)z_0 \|_X^2 \leq -\delta^2 \| \mathbb{T}(t)z_0 \|_X^2 \quad \forall \, t > 0 ,
\]

by \((A.4)\) again. Therefore, since \( z := z_1 = z_2 \) is classically differentiable, the above reads

\[
\frac{d}{dt} \frac{1}{2} \| z(t) \|_X^2 = -\| \nabla z(t) \|_X^2 \leq -\delta^2 \| z(t) \|_X^2 \quad \forall \, t > 0 .
\]

Rearranging and integrating gives

\[
\int_{R_+} \| \mathbb{T}(t)z_0 \|_X^2 \, dt \leq \frac{1}{2\delta^2} \| z_0 \|_X^2 \quad \forall \, z_0 \in X .
\]
Hence, exponential stability of $T$ follows by Datko’s Theorem.

For the sequel we shall require that $-A$ is positive, as
\[ \langle z, (-A)z \rangle_X = \|\nabla z\|_{H^2}^2 - \delta^2 \|z\|_{H^2}^2 \quad \forall \, z \in D(A), \]
by (A.4). Consequently, $(-A)$ has a square root, denoted $(-A)^{\frac{1}{2}}$.

We define the control operator $B : U \to (H^1_{\Gamma_0}(\Omega))^*$ by
\[ B = (B_1 \quad B_2) \quad \text{where} \quad \langle B_j u, w \rangle_X = u \int_{\partial \Omega_j} \gamma_j(w) \quad \forall \, u \in H^1_{\Gamma_0}(\Omega), \quad \forall \, w \in \mathbb{C}, \]
which is bounded by (A.3), and set $B_0 := B$. Similarly, we define the observation operator $C : H^1_{\Gamma_0}(\Omega) \to Y$ by
\[ C = \begin{pmatrix} C_1 \\ C_2 \end{pmatrix} \quad \text{where} \quad C_j w := \int_{\partial \Omega_j} \gamma_j(w) \quad \forall \, w \in H^1_{\Gamma_0}(\Omega), \, \forall \, j \in \{1, 2\}, \]
which again is bounded by (A.3).

Given $X = L^2(\Omega)$, recall the usual interpolation and extrapolation spaces $X_1$ and $X_{-1}$, respectively, (see the start of Section 3 or [27, Section 3.6]). For $\lambda \geq 0$, we also require the fractional powers $(\lambda I - A)^{\gamma}$, where $\gamma \in [-1, 1]$, and the associated fractional spaces $X_{\gamma}$ for $\gamma \in [-1, 1]$, described in [27, Section 3.9]. Since $A$ generates an exponentially stable semigroup, for simplicity we consider $\lambda = 0$.

We claim that, for all $\varepsilon \in (0, 1/4)$,
\[ C \in \mathcal{L}(X_{1/4+\varepsilon}, Y) \quad \text{and} \quad B \in \mathcal{L}(U, X_{-(1/4+\varepsilon)}). \tag{A.6} \]
Since $B = C^*$, the second claim in (A.6) follows from the first. Assuming (A.6), it follows from [27, Theorem 5.7.3, statement (ii)] (with, using the notation of that result $\gamma = 0$) that $(A, B, C)$ generates a $L^2$ well-posed linear system on $(Y, X, U)$. That the impulse response belongs to $L^1$ follows from the same result.

To establish (A.6), fix $\varepsilon \in (0, 1/4)$, $j \in \{1, 2\}$, and set $\theta := 1/4 + \varepsilon$. It is sufficient to show that
\[ C_j(-A)^{-\theta} : X \to \mathbb{C} \quad \text{is bounded}, \tag{A.7} \]
that is
\[ |C_j(-A)^{-\theta} z| \lesssim \|z\|_X \quad \forall \, z \in X. \]
Here the symbol $\lesssim$ means less than or equal to, up to a multiplicative constant which is independent of the other variables appearing. Its use is intended to clarify the exposition by reducing the number of constants which appear in estimates.

Since $(-A)^{\theta}$ is an isometry $X_\theta \to X$ (cf. [27, p.149]), we have that $(-A)^{\theta} w =: z \in X$ for all $w \in X_\theta$. Whence, if (A.7) holds, then
\[ |C_j w| \lesssim \|(-A)^{\theta} w\|_X = \|w\|_{X_\theta} \quad \forall \, w \in X_\theta, \]
and so (A.6) holds.

We proceed to establish (A.7). Fix $z \in X = L^2(\Omega)$. Defining $x := (sI - A)^{-1} z \in X_1 = D(A)$ for all $s \geq 0$, we have that $-Ax + sx = z$. Taking the inner product in $X$ of the previous equality with $x$ and using (A.5) gives
\[ \|\nabla x\|_{H^2}^2 + s\|x\|_{H^2}^2 = \langle z, x \rangle_X, \]
so that, by the inequality (A.4)
\[ \|x\|_{H^1(\Omega)}^2 \lesssim \|\nabla x\|_{H^2}^2 \leq \|\nabla x\|_{H^2}^2 + s\|x\|_{H^2}^2 \leq \|z\|_X \cdot \|x\|_X \leq \|z\|_X \cdot \|x\|_{H^1(\Omega)}. \]
Therefore, cancelling $\|x\|_{H^1(\Omega)}^2 \neq 0$ from both sides of the inequality above gives
\[ \|(sI - A)^{-1} z\|_{H^1(\Omega)} \leq \|z\|_X \quad \forall \, s \in (0, 1). \tag{A.8} \]
that in the sense of \cite[Sections 3.9–3.10]{27}. Combining the continuous embedding $H^1(\Omega) \hookrightarrow H^\frac{1}{2}(\Omega)$ with (A.8) yields
\[
\|(sI - A)^{-1}z\|_{H^\frac{1}{2}(\Omega)} \lesssim \|(sI - A)^{-1}z\|_{H^1(\Omega)} \leq \|z\|_X \quad \forall \, s \in (0,1) .
\] (A.9)
Since $A$ generates an exponentially stable analytic semigroup, we have the resolvent estimate
\[
\|(sI - A)^{-1}z\|_{L^2(\Omega)} = \|(sI - A)^{-1}z\|_{X} \lesssim \frac{1}{s} \|z\|_{X} \quad \forall \, s > 0 ,
\] (A.10)
from, for example, \cite[Theorem 3.10.6]{27}. Again with $x := (sI - A)^{-1}z \in D(A)$ for all $s \geq 0$, it follows from (A.5) and the inequality (A.4) that
\[
\|x\|^2_{H^1(\Omega)} \lesssim \|\nabla x\|^2_X = \langle (-A)x, x \rangle_X = \|(A)\frac{1}{2} x\|^2_{L^2(\Omega)} ,
\]
that is
\[
\|(sI - A)^{-1}z\|_{H^1(\Omega)} \lesssim \|(-A)^\frac{1}{2} (sI - A)^{-1}z\|_{X}
\lesssim \frac{1 + (s + \eta)\frac{1}{2}}{s^\frac{1}{2}} \|z\|_{X} \quad \forall \, s \geq 1 .
\] (A.11)
The second inequality above is an application of \cite[Lemma 3.10.9]{27} (with, using the notation of that result: $\gamma = 0$, $\lambda = s$, $\gamma' = -\eta > 0$, for some small $\eta > 0$, and $\alpha = 1/2$). Here it is crucial that $(-A)^\frac{1}{2}$ is both the square root of $-A$, and the fractional operator in the sense of \cite[Sections 3.9–3.10]{27}.

Since $\Omega$ has Lipschitz boundary it follows from, for example \cite[Corollary 4.7]{4}, that $H^\frac{1}{2}(\Omega)$ is the interpolation space between $L^2(\Omega)$ and $H^1(\Omega)$ (up to equivalent norms), and so the interpolation inequality
\[
\|x\|_{H^\frac{1}{2}(\Omega)} \lesssim \|x\|_{L^2(\Omega)} \cdot \|x\|_{H^1(\Omega)} \quad \forall \, x \in H^1(\Omega) ,
\]
holds. Thus, combining (A.10) and (A.11) gives
\[
\|(sI - A)^{-1}z\|_{H^\frac{1}{2}(\Omega)} \lesssim \|(sI - A)^{-1}z\|_{L^2(\Omega)} \cdot \|(sI - A)^{-1}z\|_{H^1(\Omega)}
\leq \frac{1}{s^\frac{1}{2}} \|z\|_{L^2(\Omega)} \quad \forall \, s \geq 1 .
\] (A.12)
From the expression for $(-A)^{-\theta}$ from \cite[Lemma 3.9.9]{27}, namely,
\[
(-A)^{-\theta} = \frac{\sin(\theta \pi)}{\pi} \int_0^\infty s^{-\theta} (sI - A)^{-1} ds ,
\]
and the bounds (A.9) and (A.12), we estimate that
\[
\|(-A)^{-\theta}z\|_{H^\frac{1}{2}(\Omega)} \lesssim \int_0^\infty s^{-\theta} \|(sI - A)^{-1}z\|_{H^\frac{1}{2}(\Omega)} ds
\lesssim \left( \int_1^\infty s^{-\theta} ds + \int_1^\infty s^{-(\theta + \frac{1}{2})} ds \right) \|z\|_X
\lesssim \|z\|_X ,
\] (A.13)
where both integrals are finite since $\theta = 1/4 + \varepsilon$ with $\varepsilon \in (0,1/4)$.

Finally, recalling that the Dirichlet trace $\gamma_j$ is continuous $H^\frac{1}{2}(\Omega) \rightarrow L^2(\partial\Omega_j)$, we invoke (A.13) to estimate that
\[
|C_j(-A)^{-\theta}z| \leq \|\gamma_j((-A)^{-\theta}z)\|_{L^2(\partial\Omega_j)} \lesssim \|(-A)^{-\theta}z\|_{H^\frac{1}{2}(\Omega)} \lesssim \|z\|_X ,
\]
as required.
We next establish the expression (4.4) for $H(0)$, which we do by solving by separation of variables the elliptic problem

$$\begin{align*}
\Delta z & = 0 \quad \text{on } \Omega, \\
z & = 0 \quad \text{on } \partial\Omega_i, \text{ for } i = 3, 4, \\
\frac{\partial z}{\partial n} & = u_i \quad \text{on } \partial\Omega_i, \text{ for } i = 1, 2,
\end{align*}$$

(A.14)

associated with (4.3) for fixed $u_i \in \mathbb{R}$.

For $i = 1, 2$, we let $z_i$ denote the solution of

$$\begin{align*}
\Delta z_i & = 0 \quad \text{on } \Omega, \\
z_i & = 0 \quad \text{on } \partial\Omega_3 \cup \partial\Omega_4, \\
\frac{\partial z_i}{\partial n} & = u_i \quad \text{on } \partial\Omega_1, \\
\frac{\partial z_i}{\partial n} & = 0 \quad \text{on } \partial\Omega_3 - i, \\
\frac{\partial z_i}{\partial n} & = u_i \quad \text{on } \partial\Omega_i,
\end{align*}$$

for $i = 1, 2$, so that by superposition the solution of (A.14) is given by $z_1 + z_2$. For the following calculation, it is useful to note that

$$\int_0^1 \sin(\pi k \xi_1) \, d\xi_1 = \frac{2}{\pi k} \begin{cases} 0 & \text{if } k \text{ is even}, \\ 1 & \text{if } k \text{ is odd}, \end{cases} \quad \forall k \in \mathbb{N},$$

where $\chi : \mathbb{N} \to \{0, 1\}$ is given by $\chi(m) = 0$ if $m$ is even, and $\chi(m) = 1$ if $m$ is odd.

Routine calculations give that

$$z_1(\xi_1, \xi_2) = \sum_{k \in \mathbb{N}} a_k \sin(\pi k \xi_1) \cosh(\pi k (\xi_2 - 1)) \quad \forall \xi \in \Omega,$$

where $a_k$ are the Fourier coefficients

$$a_k = \frac{-u_1}{\pi k \sinh(-k\pi)} 2 \int_0^1 \sin(\pi k \xi_1) \, d\xi_1 = \frac{u_1}{(\pi k)^2 \sinh(k\pi)} \chi(k) \quad \forall k \in \mathbb{N}. \quad (A.15)$$

Similarly, routine calculations give that

$$z_2(\xi_1, \xi_2) = \sum_{k \in \mathbb{N}} b_k \sin(\pi k \xi_1) \cosh(\pi k \xi_2) \quad \forall \xi \in \Omega,$$

where $b_k$ are the Fourier coefficients

$$b_k = \frac{u_2}{\pi k \sinh(k\pi)} 2 \int_0^1 \sin(\pi k \xi_1) \, d\xi_1 = \frac{u_2}{(\pi k)^2 \sinh(k\pi)} \chi(k) \quad \forall k \in \mathbb{N}. \quad (A.16)$$

Thus

$$z = z_1 + z_2 = \sum_{k \in \mathbb{N}} \sin(\pi k \xi_1) \left( a_k \cosh(\pi k (\xi_2 - 1)) + b_k \cosh(\pi k \xi_2) \right) \quad \forall \xi \in \Omega, \quad (A.17)$$

solves (A.14). In light of (A.15), (A.16) and (A.17), the steady-state outputs $y_j$ of (4.3) are given by

$$y_1 = \int_0^1 z(\xi_1, 0) \, d\xi_1 = \sum_{k \in \mathbb{N}} \frac{2}{\pi k} \chi(k) \left( a_k \cosh(-\pi k) + b_k \right)$$

$$= \sum_{k \in \mathbb{N}} \frac{8}{\sinh(\pi k)(\pi k)^3} \chi(k) \left( \cosh(\pi k) u_1 + u_2 \right). \quad (A.18)$$

Similarly,

$$y_2 = \int_0^1 z(\xi_1, 1) \, d\xi_1 = \sum_{k \in \mathbb{N}} \frac{2}{\pi k} \chi(k) \left( a_k + b_k \cosh(\pi k) \right)$$

$$= \sum_{k \in \mathbb{N}} \frac{8}{\sinh(\pi k)(\pi k)^3} \chi(k) \left( u_1 + \cosh(\pi k) u_2 \right). \quad (A.19)$$
Define the series
\[ c := \sum_{k \in \mathbb{N}} \frac{8 \cosh(\pi k)}{\sinh(\pi k)(\pi k)^3} \chi(k) \quad \text{and} \quad d := \sum_{k \in \mathbb{N}} \frac{8}{\sinh(\pi k)(\pi k)^3} \chi(k), \]
which converge absolutely, and satisfy \( c > d > 0 \). Since \( y = H(0)u \), an inspection of (A.18) and (A.19) yields (4.4).

**Numerical approximation**

For notational convenience in this section, we define \( N := \{1, 2, \ldots, N\} \) for \( N \in \mathbb{N} \). For the numerical simulations, let \( N \in \mathbb{N}, N \geq 2, \) and define \( \zeta := (i-1)/N \) for \( i \in N + 1 \). We partition \( \partial \Omega \) into \((N+1)^2 \) equally-spaced points \((\zeta_i, \zeta_j)\) and set \( h := 1/N > 0 \). For given \( u \in L^2_{\text{loc}}(\mathbb{R}^2) \) and \( z^0 \in L^2(\Omega) \), we approximate the solution \( z \) of (4.3) by \( T_{ij}(t) = z(t, (\zeta_i, \zeta_j)) \) for \( t \geq 0 \) and \( i, j \in N + 1 \). Approximating the Laplacian by centered finite-differences, we obtain the following differential equations for \( T_{ij} \), for \( i, j \in \{2, \ldots, N\} \),

\[
\begin{align*}
\dot{T}_{ij} &= \left( T_{ij-1} - 2T_{ij} + T_{ij+1} \right)/h^2 + \left( T_{i-1j} - 2T_{ij} + T_{i+1j} \right)/h^2, \\
T_{i1} &= T_{iN} = 0, \\
\dot{T}_{1j} &= \left( T_{1j-1} - 2T_{1j} + T_{1j+1} \right)/h^2 + \left( 2hu_1 - 2T_{1j} + 2T_{2j} \right)/h^2, \\
\dot{T}_{N+1j} &= \left( T_{N+1j-1} - 2T_{N+1j} + T_{N+1j+1} \right)/h^2 + \left( 2T_{Nj} - 2T_{N+1j} + 2hu_2 \right)/h^2,
\end{align*}
\]

with initial condition

\[ T_{ij}(0) = z^0(\zeta_i, \zeta_j) \quad \forall i, j \in N + 1. \]

Letting the \((i, j)\)-th entry of \( T \in \mathbb{R}^{(N+1) \times N-1} \) equal \( T_{ij+1} \), the above differential equations may be written in matrix form

\[ \dot{T} = A_L T + TA_R + B_1 u_1 + B_2 u_2. \]  

(A.20)

The matrices \( A_L \in \mathbb{R}^{(N+1) \times (N+1)} \), \( A_R \in \mathbb{R}^{(N-1) \times (N-1)} \), \( B_1, B_2 \in \mathbb{R}^{(N+1) \times N-1} \) in (A.20) are given by

\[
(A_L)_{ij} = \begin{cases} 2 & (i, j) \in \{(1, 2), (N + 1, N)\} \\
-2 & i = j \\
1 & i \notin \{1, N + 1\}, j = i + 1 \\
0 & \text{else},
\end{cases}
\]

\[
(A_R)_{ij} = \begin{cases} 1 & (i, j) \in \{(2, 1), (N - 2, N - 1)\} \\
-2 & i = j \\
1 & j \notin \{1, N - 1\}, i = j + 1 \\
0 & \text{else},
\end{cases}
\]

and

\[
(B_1)_{ij} = \begin{cases} 2N & i = 1, j \in \{1, N - 1\} \\
0 & \text{else}
\end{cases}
\quad \text{and} \quad
(B_2)_{ij} = \begin{cases} 2N & i = N + 1, j \in \{N - 1\} \\
0 & \text{else}.
\end{cases}
\]

The vec operation denotes columnwise stacking of columns, from left to right, of a matrix into a vector. Taking vec of both sides of (A.20), and using standard vec
properties, gives
\[
\text{vec} \left( \dot{T} \right) = \text{vec} \left( A_L T + T A_R + B_1 u_1 + B_2 u_2 \right) \\
= \left( I_{N-2} \otimes A_L + A_R \otimes I_N \right) \text{vec} \left( T \right) + \text{vec} \left( B_1 \right) u_1 + \text{vec} \left( B_2 \right) u_2 \\
= A \text{vec} \left( T \right) + B u, \quad (A.21a)
\]
where \( \otimes \) denotes the Kronecker product, and
\[
A := I_{N-2} \otimes A_L + A_R \otimes I_N, \quad B := \left( \text{vec} \left( B_1 \right) \text{vec} \left( B_2 \right) \right).
\]
Further, by the trapezoidal rule,
\[
y_1(t) = \int_0^1 z(t, (p, 0)) \, dp \approx \sum_{j=1}^{N} z(t, (\zeta_j, 0)) + z(t, (\zeta_{j+1}, 0)) \frac{1}{2N} \\
= \sum_{j=2}^{N} \frac{1}{N} T_{1j}(t) = C_1 \text{vec} \left( T(t) \right) =: Y_1(t), \quad \forall \, t \geq 0, \quad (A.21b)
\]
where \( C_1 \in \mathbb{R}^{N(N-1)} \) is given by
\[
(C_1)_i := \begin{cases} 
\frac{1}{N} & i = 1 + k(N + 1), \, k \in \{0, 1, \ldots, N - 2\} \\
0 & \text{else}
\end{cases}
\]
Similarly,
\[
y_2(t) = \int_0^1 z(t, (p, 1)) \, dp \approx \sum_{j=2}^{N} \frac{1}{N} T_{N+1j}(t) = C_2 \text{vec} \left( T(t) \right) =: Y_2(t), \quad \forall \, t \geq 0, \quad (A.21c)
\]
where \( C_2 \in \mathbb{R}^{N(N-1)} \) is given by
\[
(C_2)_i := \begin{cases} 
\frac{1}{N} & i = (k - 1)(N + 1), \, k \in \{2, \ldots, N\} \\
0 & \text{else}
\end{cases}
\]
The controlled and observed linear system (A.21) is a finite-dimensional approximation of the controlled and observed PDE (4.3) used in our numerical simulations.

Acknowledgments. The authors are grateful to Dr Mark R. Opmeer for helpful comments on a draft of this work.

REFERENCES

[1] K. J. Åström and L. Rundquist, Integrator windup and how to avoid it, Amer. Control Conf., (1989), 1693–1698.
[2] D. S. Bernstein and A. N. Michel, A chronological bibliography on saturating actuators, Internat. J. Robust Nonlinear Control, 5 (1995), 375–380.
[3] C. Byrnes, D. Gilliam, V. Shubov and G. Weiss, Regular linear systems governed by a boundary controlled heat equation, J. Dynamical Control Systems, 8 (2002), 341–370.
[4] S. N. Chandler-Wilde, D. P. Hewett, and A. Moiola, Interpolation of Hilbert and Sobolev spaces: Quantitative estimates and counterexamples, Mathematika, 61 (2015), 414–443.
[5] J. J. Coughlan, Absolute Stability Results for Infinite-Dimensional Discrete-Time Systems with Applications to Sampled-Data Integral Control, Ph.D thesis, University of Bath, 2007.
[6] J. J. Coughlan and H. Logemann, Absolute stability and integral control for infinite-dimensional discrete-time systems, Nonlinear Anal., 71 (2009), 4769–4789.
[7] E. J. Davison, Multivariable tuning regulators: The feedforward and robust control of a general servomechanism problem, IEEE Trans. Automatic Control, AC-21 (1976), 35–47.
[8] K-J. Engel and R. Nagel, One-parameter semigroups for linear evolution equations, Springer-Verlag, New York, 2000.
[9] T. Fliegner, H. Logemann and E. P. Ryan, Low-gain integral control of continuous-time linear systems subject to input and output nonlinearities, Automatica, 39 (2003), 455–462.
[10] T. Fliegner, H. Logemann and E. P. Ryan, Discrete-time low-gain control of linear systems with input/output nonlinearities, Internat. J. Robust Nonlinear Control, 11 (2001), 1127–1143.
[11] T. Fliegner, H. Logemann and E. P. Ryan, Low-gain integral control of well-posed linear infinite-dimensional systems with input and output nonlinearities, J. Math. Anal. Appl., 261 (2001), 307–336.
[12] S. Galeani, S. Tarbouriech, M. Turner and L. Zaccarian, A tutorial on modern anti-windup design, Eur. J. Control, 15 (2009), 418–440.
[13] M. E. Gilmore, C. Guiver and H. Logemann, Stability and convergence properties of forced infinite-dimensional discrete-time Lur’e systems, Int. J. Control, 93 (2020), 3026–3049.
[14] P. Grisvard, Elliptic Problems in Nonsmooth Domains, Pitman (Advanced Publishing Program), Boston, 1985.
[15] C. Guiver, H. Logemann and S. Townley, Low-gain integral control for multi-input multi-output linear systems with input nonlinearities, IEEE Trans. Automat. Control, 62 (2017), 4776–4783.
[16] C. Guiver, M. Mueller, D. Hodgson and S. Townley, Robust set-point regulation for ecological models with multiple management goals, J. Math. Biol., 72 (2016), 1467–1529.
[17] Z. Ke, Sampled-Data Control: Stabilization, Tracking and Disturbance Rejection, Ph.D thesis, University of Bath, 2008.
[18] Z. Ke, H. Logemann and S. Townley, Adaptive sampled-data integral control of infinite-dimensional linear systems, Systems Control Lett., 58 (2009), 239–240.
[19] H. Logemann and E. P. Ryan, Time-varying and adaptive discrete-time low-gain control of infinite-dimensional linear systems with input nonlinearities, Math. Control Signals Systems, 13 (2000), 293–317.
[20] H. Logemann and S. Townley, Discrete-time low-gain control of uncertain infinite-dimensional systems, IEEE Trans. Automat. Control, 42 (1997), 22–37.
[21] H. Logemann and S. Townley, Low-gain control of uncertain regular linear systems, SIAM J. Control Optim., 35 (1997), 78–116.
[22] M. Morari, Robust stability of systems with integral control, IEEE Trans. Automatic Control, 30 (1985), 574–577.
[23] S. Pohjolainen, Robust controller for systems with exponentially stable strongly continuous semigroups, J. Math. Anal. Appl., 111 (1985), 622–636.
[24] S. A. Pohjolainen, Robust multivariable PI-controller for infinite-dimensional systems, IEEE Trans. Automatic Control, 27 (1982), 17–30.
[25] W. Rudin, Functional Analysis, McGraw-Hill, Inc., New York, 1991.
[26] D. Salamon, Infinite-dimensional linear systems with unbounded control and observation: A functional analytic approach, Trans. Amer. Math. Soc., 300 (1987), 383–431.
[27] O. Staffans, Well-Posed Linear Systems, Cambridge University Press, Cambridge, 2005.
[28] S. Tarbouriech and M. Turner, Anti-windup design: An overview of some recent advances and open problems, IET Control Theory Appl., 3 (2009), 1751–8644.
[29] M. Tucsnak and G. Weiss, Observation and Control for Operator Semigroups, Birkhäuser Verlag AG, 2009.
[30] G. Weiss, Regular linear systems with feedback, Math. Control Signals Systems, 7 (1994), 23–57.

Received June 2020; revised November 2020.

E-mail address: maxgill11@aol.com
E-mail address: c.guiver@napier.ac.uk
E-mail address: h.logemann@bath.ac.uk