Density relaxation in conserved Manna sandpiles
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We study relaxation of long-wavelength density perturbations in one dimensional conserved Manna sandpile. Far from criticality where correlation length $\xi$ is finite, relaxation of density profiles having wave numbers $k \to 0$ is diffusive, with relaxation time $\tau_k \sim k^{-2}/D$ with $D$ being the density-dependent bulk-diffusion coefficient. Near criticality with $k\xi \gg 1$, the bulk diffusivity diverges and the transport becomes anomalous; accordingly, the relaxation time varies as $\tau_k \sim k^{-z}$, with the dynamical exponent $z = 2 - (1 - \beta)/\nu_\perp < 2$, where $\beta$ is the critical order-parameter exponent and $\nu_\perp$ is the critical correlation-length exponent. Relaxation of initially localized density profiles on infinite critical background exhibits a self-similar structure. In this case, the asymptotic scaling form of the time-dependent density profile is analytically calculated: we find that, at long times $t$, the width $\sigma$ of the density perturbation grows anomalously, i.e., $\sigma \sim t^\omega$, with the growth exponent $\omega = 1/(1 + \beta) > 1/2$. In all cases, theoretical predictions are in reasonably good agreement with simulations.

I. INTRODUCTION

Sandpile models \cite{SOC} were proposed to explain the ubiquitous power-law correlations in slowly evolving natural structures, such as mountain ranges \cite{mountain}, river networks \cite{river}, and in the low-frequency ‘1/f’ noise \cite{noise} and related dynamical phenomena \cite{dynamical}. They are threshold-activated spatially extended discrete dynamical systems with lattice sites having grains or particles, which diffuse in the bulk through cascades of toppling events, called avalanches. In the original version \cite{SOC}, the systems are driven by slow addition of grains, which get dissipated at the boundaries. However, in their conserved or fixed energy version \cite{fixed}, though the microscopic dynamics in the bulk remains the same, there is no dissipation and the total mass (number of grains) remains conserved in the system. In this paper, we consider a stochastic variant of conserved-mass sandpiles - the celebrated conserved Manna sandpile \cite{Manna}, which constitutes a paradigm for nonequilibrium systems undergoing an absorbing phase transition \cite{absorbing}. That is, upon decreasing the global density below a critical value, the system goes from a dynamically active steady state to an absorbing state, devoid of any such activities.

The conserved Manna sandpile has generated considerable interest in the past, especially concerning the questions of the universality class and the formulation of the corresponding field-theoretic description of the system \cite{universal}. Notably there is some controversy that the conserved Manna sandpile falls in the directed percolation \cite{dp} or the conserved directed percolation universality class \cite{cdp}. While these questions have not been settled \cite{settled}, there are also other issues, e.g., the problem of characterizing particle transport and dynamic correlations in sandpiles \cite{transport}, that have not been explored much in the past. Although understanding the spatial and temporal correlations in various nonequilibrium natural systems was the aim of the “self-organized criticality” (SOC) hypothesis \cite{SOC}, subsequent research on sandpile models has focused more on the avalanche distributions, and the time-dependent properties of sandpiles have been investigated much less \cite{avalanches}. Indeed, even after three decades of intensive studies, we still have only a limited knowledge of the large-scale dynamical structures of sandpiles in general, and the Manna sandpile in particular. In this paper, we address the question - “What is the hydrodynamic time-evolution equation governing density relaxation in the conserved Manna sandpile?”, in the light of a recently proposed hydrodynamic theory of conserved stochastic sandpiles \cite{hydrodynamic}.

Indeed, deriving hydrodynamics of a driven many-body system is difficult in general \cite{difficult}. Remarkably, hydrodynamics of a special class of sandpile-like models, having a time-reversible dynamics and a steady-state product measure, has been previously derived \cite{hydrodynamic}. The Manna sandpile however lacks microscopic time-reversibility and therefore violates detailed balance; consequently, its steady-state measure is not described by the Boltzmann-Gibbs distribution and not a-priori known. Perhaps not surprisingly, a good theoretical understanding of dynamical properties of the Manna sandpile on macroscopic scales is still lacking.

In this paper, we study long-wavelength density relaxations in the one dimensional conserved Manna sandpile, which undergoes an absorbing phase transition below a critical density $\rho_c$. We consider a system on a ring of $L$ lattice sites. We denote local density field, at a lattice point $X$ and time $t$, as $\rho(X,t)$, or, equivalently, the local excess density as $\Delta(X,t) = \rho(X,t) - \rho_c$. We consider initial density profile $\rho(X,t=0) = g_{in}(X/L)$, where $g_{in}(x)$ with $0 \leq x \leq 1$ is a piece-wise continuous and smooth function with periodic boundary condition. We take the limit of $L \gg 1$ large by keeping $g_{in}(x)$ fixed and con-
sider time-dependent density profiles with wave numbers \( k \to 0 \); we consider cases where correlation length \( \xi \) in the system can be either finite or large. We broadly identify the following regimes of density relaxation.

**Regime (1).** Local density greater than \( \rho_c \) everywhere. We consider relaxation of local density profile with \( \rho(X, 0) > \rho_c \) (or, \( \Delta(X, 0) > 0 \)). There are two possibilities: local density is (A) far from criticality \( (k \xi \ll 1) \) or (B) near criticality \( (k \xi \gtrsim 1) \).

In case (A), density profile is such that \( \Delta(X, t) \gtrsim \rho_c \) and the system is super-critical everywhere. Then, provided an initial profile \( \rho(X, t = 0) = g_{in}(X/L) \), the time-dependent density profile is of the form \( \rho(X, t) = g(X/L, t/L^2) \), where scaled density field \( g(x, \tau) \) satisfies a nonlinear diffusion equation,

\[
\partial_{\tau} g(x, \tau) = \partial_x^2 a(g),
\]

where the function \( a(\rho) \) is the density-dependent steady-state activity. This implies that long-wavelength density perturbations having wave numbers \( k \to 0 \) relax diffusively, with a finite density-dependent bulk-diffusion coefficient \( D(\rho) = da/d\rho \) and the relaxation time \( \tau_R \) varies as \( \tau_R \sim k^{-2}/D \).

In case (B), the system is invariant under rescaling of position \( X \to \lambda X \), time \( t \to \lambda^z t \), (excess) density \( \Delta \to \lambda^{-\chi} \Delta \) and the bulk diffusivity \( D \to \lambda^\alpha D \), where exponents \( z, \chi \) and \( \alpha \) are the standard critical exponents. Consequently, the transport becomes anomalous as the bulk-diffusion coefficient diverges as \( D \sim \xi^{2-\alpha} \) and the density profiles with wave numbers \( k \to 0 \) relax over a time scale \( \tau_R \sim k^{-z} \) with \( z = 2 + \alpha - \chi < 2 \).

**Regime (2).** Local density greater than \( \rho_c \) in some region and equal to \( \rho_c \) elsewhere \( (\xi \gg 1 \text{, but } k \xi \ll 1) \). In this case, we consider relaxation of a localized density perturbation on infinite critical background. The system exhibits a self-similar structure in the density range \( L^{-1/\nu_z} \ll \Delta \leq 1 \), where activity \( a(\Delta) \approx C \Delta^{\beta} \) has a power-law form with \( \beta \) and \( C \) being order-parameter exponent and a model-dependent constant, respectively. As the system is invariant under rescaling of position \( X \to \lambda X \), time \( t \to \lambda^z t \) and (excess) density \( \Delta \to \lambda^{-1}\Delta \), implying the general solution for the time-dependent density

\[
\Delta(X, t) = \frac{1}{(CT)^{\omega}} G \left( \frac{X}{(CT)^{\omega}} \right),
\]

with \( \omega = 1/z' = 1/(1+\beta) \). The function \( G(y) \) satisfies a differential equation involving only a single variable \( y \),

\[
-\omega \left[ G + y \frac{G}{dy} \right] = \frac{d^2 G^{\beta}}{dy^2},
\]

and, provided an initial delta-perturbation \( \Delta(X, 0) = N_1 \delta(X) \), it has a solution

\[
G(y) = \left[ B_0 + By^2 \right]^{-1/(1-\beta)},
\]

where the constants \( B_0 \) and \( B \) can be determined in terms of the exponent \( \beta \) and number of initially added particles \( N_1 \). Here the transport is anomalous and characterized by the exponent \( z' = 1 + \beta \), which is however different from the dynamic exponent \( z \) of regime (1.B); in general \( z' \neq z \) (unless \( \nu_1 = 1 \)).

**Regime (3).** Local density greater than \( \rho_c \) in some region and less than \( \rho_c \) elsewhere. In this case, initially the density profile is not everywhere greater than critical density. For simplicity, we consider the following initial profile: local density

\[
g_{in}(x) = \rho_c(1 + \epsilon_1(x))
\]

being greater than critical density in some region and

\[
g_{in}(x) = \rho_c(1 - \epsilon_2(x))
\]

being less than critical density elsewhere, with \( \epsilon_1, \epsilon_2 > 0 \). After some time, when the activity has relaxed locally to the value corresponding to local density, we have the system in a mixed state, made up of active and inactive regions. The active regions then slowly invade the inactive regions and, on large spatio-temporal scales, there is a discontinuity at the boundaries between the active and inactive regions. There are two possible final states: (i) the activity invades all the region and the system eventually becomes homogeneous or (ii) the system becomes frozen (inactive everywhere), where the maximum density is \( \rho_c \) and some inactive regions remain uninvaded.

In each of the regimes, we consider various kinds of initial profiles, which either have a finite number of discontinuities (as in a step-like profile) or vary continuously. In the latter case, density profiles can be smooth (as in a Gaussian profile) or non-smooth (as in a wedge-like profile). In all cases, our theoretical predictions are in a reasonably good agreement with simulations.

The paper is organized as follows. In Sec. [II] we define the model of conserved Manna sandpile and, in Sec. [III] we formulate the hydrodynamic theory for the system. In Sec. [IV] we present the detailed predictions of the theory and compare the theoretical results with simulations: we discuss the following three density regimes - far-from-critical density regime in Sec. [IVA1] near-critical density regime in Sec. [IVA2] and the density relaxation on infinite critical background in Sec. [IVB]. In Sec. [IVC] we study density relaxation where local density is less than critical density in some region and finally we summarize in Sec. [V].

## II. MODEL

We consider a variant of stochastic Manna sandpiles [13] on a one dimensional ring of \( L \) sites, where the system evolves in continuous time and total mass is conserved. In the literature, this variant is known as the conserved Manna sandpile (CMS) [14]. Any site \( X \in [0, 1, \ldots, L - 1] \) is assigned an unbounded integer variable, called the number of particles (also called height) \( n_X \in [0, 1, 2 \ldots] \). When the particle number \( n_X \) at a site \( X \) is above a
threshold value \( n_a = 1 \), the site is called active. An active site topples by transferring two particles, each of them independently, to the right or the left nearest neighbor sites with equal probability 1/2. Sites are updated with rate 1, which sets the time scale in the problem. The total number of particles \( N = \sum_{X=0}^{L-1} n_X \) remains conserved with density \( \rho = N/L \). The activity, which acts as an order parameter for the system, is defined as the density of active sites

\[
a(\rho) = \frac{\langle N_a \rangle^{st}}{L}
\]

in the steady state, where \( N_a \) is the total number of active sites at a particular time and the average \( \langle \cdot \rangle^{st} \) is taken over the steady-state. Note that the steady-state activity \( a(\rho) \) is a function of density \( \rho \), which is the only tuning parameter in the system.
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Figure 1. Schematic representation of one dimensional conserved manna sandpile. Particles are represented by full circles; sites are represented by thick black lines and indexed by \( k \). The sites having more than one particle are active (red particles); otherwise they (having blue particles) are inactive. From an active site, two particles are chipped off and each of them are independently transferred to one of the two nearest neighbor sites with equal probability 1/2.

Upon tuning the global density \( \rho \), the conserved Manna sandpile undergoes an absorbing phase transition below a critical density \( \rho_c \). Near criticality, the system exhibits critical power-law scaling: when the excess density \( \Delta = (\rho - \rho_c) \to 0^+ \) approaches zero from above, the activity \( a(\rho) \) vanishes as \( a(\rho) \sim \Delta^\beta \), with \( \beta \) being called the order-parameter exponent, the correlation length and the relaxation time diverge as \( \xi \sim \Delta^{-\nu_\perp} \) and \( \tau_R \sim \Delta^{-\nu_z} \), respectively, where \( z \) is the dynamical exponent. We shall use the following values of the critical density and the critical exponents: \( \rho_c \approx 0.94885 \), \( \beta \approx 0.42 \), \( \nu_z \approx 1.81 \) as previously estimated in Ref. \[14\]. Notably, as proposed in Ref. \[35\] and demonstrated in this paper, these three exponents are not independent, but related through a scaling relation [see eq. (24)].

### III. HYDRODYNAMICS

Let us consider the conserved Manna sandpile on a ring of \( L \) lattice sites. At any lattice point \( k \) and time \( t \), we can specify the system, on an average level, by defining a local density \( \rho(X, t) = \langle n_X(t) \rangle \) - the average of the particle number \( n_X(t) \) at site \( X \) and time \( t \), or, equivalently, by defining a local excess density \( \Delta(X, t) = \rho(X, t) - \rho_c \) around the critical density \( \rho_c \). At time \( t = 0 \), we prepare the system in an initial state with a slowly varying density profile \( \rho(X, t = 0) \). Now, on a lattice of size \( L \), the initial density at a site \( X \) can be written as a function of scaled position \( x = X/L \),

\[
\rho(X, t = 0) \equiv \rho_{in}(X) = g_{in}\left(\frac{X}{L}\right),
\]

where the scaled initial density profile \( g_{in}(x) \) is a piece-wise continuous and smooth function of the scaled position \( x = X/L \). The function \( g_{in}(x) \) can have a finite number of discontinuities: it may have a jump in the density value (such as in a step-like density profile) or its derivatives may be discontinuous (such as in a wedge-like density profile) at some points. We study relaxation of the initial density profiles, which can be locally in three possible states:

(i) a super-critical state, where local density is greater than the critical density,

(ii) or, a critical state, where the local density is equal to the critical density,

(iii) or, a sub-critical state, where the local density is sufficiently less than the critical density.

From the microscopic update rules described in the previous section, we can straightforwardly write down the time-evolution equation for the density field \( \rho(X, t) \) at position \( X \) and time \( t \) as given below \[35\],

\[
\frac{\partial \rho(X, t)}{\partial t} = [a(X - 1, t) - 2a(X, t) + a(X + 1, t)]
\equiv \nabla^2 [a(X, t)],
\]

where \( a(X, t) \) is the local activity at position \( X \) and time \( t \) and \( \nabla^2 \) is the discrete Laplacian. Note that the above time-evolution equation for density field, which is locally conserved, can be written in the form (discrete) of a continuity equation,

\[
\frac{\partial \rho(X, t)}{\partial t} = J(X, t) - J(X + 1, t)
\]
by defining a local current
\[ J(X,t) = a(X-1,t) - a(X,t) \equiv -\nabla a(X,t) \] (6)
which is written as a discrete gradient \( \nabla \) of activity \( a(X,t) \) and can be identified as the local diffusive current.

Now let us consider the system which is initialized by putting \( n_X \) particles at site \( X \), where \( n_X \) is a Poisson distributed random variable with mean \( g_{in}(X/L) \). First we consider the simple case where we randomly distribute particles such that the macroscopic state is homogeneous, i.e., \( g_{in}(x) = \text{const.} = \rho_c(1 + \epsilon) \) with \( \epsilon > 0 \) finite. Then initially there is a lot of activity, which relaxes to a steady-state value in time \( \tau_{act} \). This typical time for relaxation of the activity, in the absence of macroscopic density gradients, is finite. Therefore, we may assume that the activity at all times \( t \gg \tau_{act} \) is given by the steady-state value corresponding to the local coarse-grained density, i.e.,
\[ a(X,t) = \langle \partial X \rangle^{st}_{\rho(X,t)} = a[\rho(X,t)] , \]
where \( \langle \cdot \rangle^{st}_{\rho} \) denotes the steady-state average corresponding to local density \( \rho(X,t) \). Accordingly, the time-evolution of the density field, from a non-uniform initial profile, is described by a non-linear diffusion equation,
\[ \frac{\partial \rho(X,t)}{\partial t} = \frac{\partial^2 a(\rho(X,t))}{\partial X^2} , \] (7)
where \( a(\rho) \) is the steady-state activity at density \( \rho \). In other words, on large spatio-temporal scales, where density field would vary slowly in both space and time, the coarse-grained local activity is a function of the coarse-grained local density. The above assumption is in the spirit of the assumption of local equilibrium [39], e.g., in the Navier-Stokes hydrodynamic equation, where the equilibrium equation of state connects local pressure to local density and temperature.

Time evolution equation (7) is invariant under scale transformation \( X \rightarrow \lambda X \) and \( t \rightarrow \lambda^2 t \). It implies that the general solution of (7) has the following scaling form,
\[ \rho(X,t) = g \left( \frac{X}{L}, \frac{t}{L^2} \right) , \] (8)
and we arrive at the hydrodynamic time-evolution of the scaled density field \( g(x,\tau) \),
\[ \frac{\partial g(x,\tau)}{\partial \tau} = \frac{\partial^2 a(g(x,\tau))}{\partial x^2} , \] (9)
where rescaled space \( x \in [0,1] \) and time \( \tau \in [0,\infty] \) vary continuously in the limit of large \( L \) and \( a(g) \) is a nonlinear function of the rescaled coarse-grained density \( g \). The nonlinear diffusion equation (9) has a unique solution, provided a fixed initial condition \( \rho(x,0) \equiv g_{in}(x) \) and a periodic boundary condition.

The form of the local current as given in eq. (6) [or, equivalently, eq. (3)] helps one to immediately identify the bulk-diffusion coefficient in the system. Writing the time evolution equation (7) as a continuity equation for locally conserved density field \( \rho(X,t) \),
\[ \frac{\partial \rho(X,t)}{\partial t} = - \frac{\partial J(\rho(X,t))}{\partial X} , \] (10)
we obtain local diffusive current given by Fick’s law,
\[ J(\rho) = - \frac{\partial a(\rho)}{\partial \rho} = -D(\rho) \frac{\partial \rho(X,t)}{\partial X} , \] (11)
with the density-dependent bulk-diffusion coefficient
\[ D(\rho) = \frac{da(\rho)}{d\rho} . \] (12)

Far from criticality, where correlation length \( \xi \) is finite, the bulk-diffusion coefficient is also finite and the density perturbations having small wave numbers \( k \rightarrow 0 \) relax over a time scale \( \tau_R \sim k^{-2}/D \) (equivalently, \( \tau_R \sim L^2/D \) in a system of size \( L \)). However, when density \( \rho \rightarrow \rho_c \), the bulk-diffusion coefficient diverges as \( D(\rho) \sim (\rho - \rho_c)^{\beta - 1} \) because near-critical activity \( a(\rho) \sim (\rho - \rho_c)\beta \) has a power-law form with exponent \( \beta < 1 \) and, consequently, the transport becomes anomalous.

IV. COMPARISON BETWEEN HYDRODYNAMIC THEORY AND SIMULATIONS

Indeed it is useful to directly verify the “local equilibrium” assumption in simulations of the conserved Manna sandpiles. Accordingly, in this section, we compare the theoretical predictions of eqs. (7) and (9) with microscopic simulations in various regimes of density relaxation. We consider relaxation of density profiles, which evolve on a large macroscopic scales and are thus typically characterized by small wave numbers \( k \ll 1 \); also, depending on the density, the correlation length \( \xi \) in the system can be finite or large. We first consider relaxation of step-like initial density profiles, though other initial conditions, such as Gaussian and wedge-like density profiles, are also studied in a few cases.

A. Local density greater than \( \rho_c \) everywhere

1. Relaxation far from criticality

Here we study relaxation of the long-wavelength density perturbations where correlation length \( \xi \) is finite \( (k\xi \ll 1) \). That is, in this regime, the system everywhere remains far from criticality with \( \Delta(X,t)/\rho_c \sim O(1) \) where excess local density \( \Delta(X,t) = \rho(X,t) - \rho_c \). In simulations, we generate random initial configurations such that the ensemble average over the configurations corresponds to a given initial density profile. Now, to obtain
the density profile at a given final time, we let the system evolve from a particular initial configuration up to that time and perform averaging over the random initial configurations as well as the stochastic trajectories.

To numerically integrate the hydrodynamic equation \( \frac{\partial \rho}{\partial t} - \mathbf{a} \cdot \nabla \rho = 0 \), we use the standard Euler method, where we discretize space \( x \) and time \( \tau \) in steps of \( \delta x = 10^{-3} \) and \( \delta \tau = 10^{-7} \), respectively. We have checked that the integration method conserves the total particle number in the system. Furthermore, as the rhs of the nonlinear diffusion equation (9) is expressed in terms of a nonlinear function \( a(\rho) \), we first require to explicitly determine the steady-state (quasi) activity \( a(\rho) \) as a function of density \( \rho \). The functional form \( a(\rho) \) is readily generated through microscopic simulations, where we measure the steady-state activity for various densities, in small steps of \( \delta \rho = 10^{-2} \). We perform linear interpolation to calculate activity \( a(\rho_m) \) at any intermediate density \( \rho_m \), lying within a density interval \( [\rho, \rho + \delta \rho] \).

**Relaxation of localized density perturbations on a finite domain.** First we consider relaxation of localized density profiles on a uniform background for large position and time in a system with correlation length \( \xi \) finite \( (k \xi \ll 1) \). We compare the time-evolved density profiles obtained by integrating the hydrodynamic equation (9) and that obtained from Monte Carlo simulations for step-like initial localized density profile,

\[
\rho_{in}(X) = \begin{cases} 
\rho_1 + \rho_0 & \text{for } \frac{L}{2} - \frac{\delta}{2} < X < \frac{L}{2} + \frac{\delta}{2}; \\
\rho_0 & \text{otherwise},
\end{cases}
\]

where the step height is \( \rho_1 = 4.0 \). We take system size \( L = 1000 \) and the width of the profile is chosen to be \( \delta = 40 \), where \( \delta / L \ll 1 \) being small, implying that the initial density profile is well localized on the macroscopic scale. The initial profile is generated by adding \( N_1 = 160 \) particles over a uniform background having density \( \rho_0 = 1.0 \). Note that, throughout the paper, we denote the global density as \( \bar{\rho} \), which, for large \( L \), can be written as the spatially averaged scaled local density,

\[
\bar{\rho} = \frac{1}{L} \sum_{X=1}^{L-1} \rho(X, t) \equiv \int_{0}^{1} g(x, \tau)dx.
\]

In this particular case, we take the global density \( \bar{\rho} = 1.1 \).
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**Figure 2.** Verification of eq. (9) for localized step-like initial density perturbations on a uniform background. Scaled density (shifted) field \( g(x, \tau) - \rho_0 \), measured around a uniform background density \( \rho_0 = 1 \), is plotted as a function of shifted scaled position variable \( x \) where we set the origin \( x = 0 \) such that the peak is centered at the origin. We plot the density profiles at various hydrodynamic times \( \tau = 10^{-3} \) (blue squares), \( 5 \times 10^{-3} \) (red circles) and \( 10^{-2} \) (black triangles), where lattice position \( X \) and Monte Carlo time \( t \) are scaled as \( x = X/L \) and \( \tau = t/L^2 \). We consider a step-like initial profile eq. (13). System size \( L = 1000 \) and global density \( \bar{\rho} = 1.16 \); lines - hydrodynamic theory \( \{\text{eq. (9)}\} \), points - simulations.

In Fig. 2 we plot scaled shifted density field \( g(x, \tau) - \rho_0 \), measured around background density \( \rho_0 \), as a function of the shifted rescaled position \( x \) at various hydrodynamic times \( \tau = 10^{-3} \) (blue squares), \( 5 \times 10^{-3} \) (red circles) and \( 10^{-2} \) (black triangles) for the step-like initial profile eq. (13); lattice position \( X \) and Monte Carlo time \( t \) in simulations are related to hydrodynamic (shifted) position and hydrodynamic time \( x = X/L - 1/2 \) and \( \tau = t/L^2 \), respectively; in simulations, we perform averages over \( 2 \times 10^4 \) random initial configurations and trajectories to obtain density profiles at the final times. We numerically integrate the nonlinear diffusion equation (9), using the Euler method, up to hydrodynamic times \( \tau = 10^{-3} \) (blue lines), \( 5 \times 10^{-3} \) (red lines) and \( 10^{-2} \) (black lines), from the initial condition (13); in Fig. 2 we also plot the numerically integrated shifted scaled density profiles \( g(x, \tau) - \rho_0 \) as a function of scaled position \( x \) for various hydrodynamic times \( \tau \). One can see that the density profiles obtained from numerically integrated eq. (9) (lines) is in quite good agreement with that obtained from simulations (points), almost over a couple of decades of the density values. We have also studied other initial profiles, such as wedge-like and Gaussian profiles, and find a nice agreement between hydrodynamic theory and simulations (not presented here). As the width of the initial profiles in all cases are small compared to the system size, the initial density profile on the hydrodynamic scale can be approximated as the Dirac-delta function; consequently the time-evolved profiles at large times are...
independent of the exact shape of the initial profiles and depend only on the strength of the delta function (i.e., the initially added particles).

**Relaxation of step profile on infinite super-critical background.** Next we consider relaxation of a step-like density profile spreading on infinite super-critical background. We create an initial density perturbation, on the left half of the origin $X = 0$, in the form of steps over a uniform background having density $\rho_0 = 1.0 > \rho_c$ and study how the density perturbation propagates into the domain on the right side of the origin. The initial step-like density profile is given by

$$\rho_{in}(X) = \begin{cases} \rho_1 + \rho_0 & \text{for } -\infty < X \leq 0, \\ \rho_0 & \text{otherwise}, \end{cases} \quad (14)$$

where $\rho_1$ and $\rho_0$ are the height and the base density of the step profile, respectively.

As the local density in this case remains far from criticality ($\xi$ finite), the diffusion coefficient remains finite throughout in the space and time domain considered here and the transport is therefore diffusive in nature. In Fig. 3 we plot the shifted density profile $\rho(X,t) - \rho_0$ as a function of position $X$ at various Monte Carlo times $t = 2 \times 10^3$ (blue asterisks), $5 \times 10^3$ (pink open squares), $10^4$ (sky-blue filled squares), $2 \times 10^4$ (grey open circles) and $4 \times 10^4$ (black filled circles). We then compare the density profiles obtained from simulations with that obtained by numerically integrating the nonlinear diffusion equation (9). We find excellent agreement between hydrodynamic theory (lines) and simulations (points).

**Verification of diffusive scaling of eqs. (8) and (9).** In this section, we directly verify the diffusive scaling limit, which has been used to obtain the time evolution equation (9). In this scaling regime, we plot the scaled time-dependent density profiles $\rho(X = xL, t = \tau L^2) = g(x, \tau)$ as a function of the scaled position $x = X/L$ for different system sizes $L$ and different Monte Carlo times $t$ by keeping the hydrodynamic time $\tau = t/L^2$ fixed. Then, according to the diffusive scaling as in (9), the collapsed profiles at the fixed hydrodynamic time $\tau$ should be described by the nonlinear diffusion equation (9), integrated up to time $\tau$ from a given initial density profile.

We now check the above assertions in simulations for two different initial conditions - step-like and wedge-like profiles and for various system sizes $L = 200, 400, 600$ and 1000. The scaled step-like initial profile is chosen as

$$\rho \left( \frac{X}{L} = x, t = 0 \right) = g_{in}(x) = \begin{cases} \rho_1 + \rho_0 & \text{for } 0 < x < \frac{L}{2}, \\ \rho_0 & \text{otherwise.} \end{cases} \quad (15)$$

The above profile is generated by distributing $N_1 = L(\bar{\rho} - \rho_0)$ number of particles in a box of width $x_1 = 1/4$ and height $\rho_1 = 4.0$ over a uniform background having density $\rho_0 = 1.0$ so that the global density $\bar{\rho} = 2.0$. A wedge-like initial profile is chosen as

$$g_{in}(x) = \begin{cases} \rho_0 + 2\rho_1(x-x_1)/\delta & \text{for } x_1 < x < x_2, \\ \rho_0 + 2\rho_1(x_3-x)/\delta & \text{for } x_2 < x < x_3, \\ \rho_0 & \text{otherwise.} \end{cases} \quad (16)$$

The wedge is centered around $x = x_2 = 1/2$, has a width $\delta = 1/2$, ranging from $x = x_1 = (1 - \delta)/2$ to $x = x_3 = (1 + \delta)/2$, and has a height $\rho_1 = 4.0$. As in the previous case, $N_1 = L(\bar{\rho} - \rho_0)$ number of particles are distributed over the uniform background having density $\rho_0 = 1.0$, by keeping global density $\bar{\rho} = 2.0$. In simulations, we take the final hydrodynamic time $\tau = 0.5$ and each system is allowed to evolve up to Monte Carlo time $t = \tau L^2$, depending on the respective system size $L$. In Fig. 4 we plot the scaled density profile $g(x, \tau) - \bar{\rho}$, measured around the spatially averaged (global) density $\bar{\rho} = \int_0^1 g(x, \tau)dx$, as a function of rescaled position $x = X/L$ at different Monte Carlo times: $t = 2 \times 10^4$ for $L = 200$ (pink squares), $t = 8 \times 10^4$ for $L = 400$ (black circles), $t = 1.8 \times 10^5$ for $L = 600$ (green asterisks) and $t = 5 \times 10^5$ for $L = 1000$ (blue triangles); we perform simulations for the step-like initial profile [eq. (15)] in panel (a) and for the wedge-like initial profile [eq. (16)] in panel (b) of the figure. We perform averages over $2 \times 10^4$ random initial configurations and trajectories. We observe reasonably good scaling collapse of all density profiles, obtained at four different times and system sizes. Next, we numerically integrate the time evolution equation (9), from the above two initial conditions as in eqs. (15) and (16), up to hydrodynamic time $\tau = 0.5$, using the Euler method and plot in Fig. 4 the scaled density $g(x, \tau = 0.5)$ as a function of scaled position $x$. Indeed, we find the hydrodynamic theory (red lines) in reasonably good agreement with the collapsed density profiles obtained from simulations (points).
2. Near-critical density relaxation

In this section, we study relaxation of long-wavelength density perturbation having wave numbers \( k \to 0 \) in a system where correlation length \( \xi \gg 1 \) is also large, keeping \( k \xi \) finite. This regime essentially corresponds to the local density \( \rho(x, \tau) - \rho_c \equiv \Delta(x, \tau) \sim L^{-1/\nu_\perp} \) very small such that the correlation length becomes of order system size \( (\xi \sim L) \). In this case, the hydrodynamic equation \( \ref{hydro_eqn} \), where we have used diffusive time-scaling, is not expected to hold and therefore it cannot describe density relaxation in the system. The physical origin of the breakdown of the diffusive scaling is perhaps not difficult to understand. The activity, which behaves near criticality as a power law \( a(\rho) \sim \Delta^{\beta} \) with \( \beta < 1 \), has a singularity at the critical point \( \Delta = 0 \) and, consequently, its derivative w.r.t. the density diverges, leading to a diverging bulk-diffusion coefficient \( D(\Delta) \sim \Delta^{\beta-1} \sim \xi^{(1-\beta)/\nu_\perp} \) [see eq. \( \ref{bulk_diff_form} \)]. That is, the transport in the system near criticality becomes “super-diffusive” or anomalous.

Indeed one can make the argument more precise in terms of a finite-size scaling analysis. In the conserved Manna sandpiles near criticality, where \( \Delta \sim L^{-1/\nu_\perp} \ll 1 \), the activity in the system is known to have the following finite-size scaling form \[ \ref{fs_scaling_form} \],

\[
a(\Delta, L) = L^{-\beta/\nu_\perp} \mathcal{A}(L^{1/\nu_\perp} \Delta),
\]

where \( \beta \) is the order-parameter exponent, the exponent \( \nu_\perp \) characterizes the diverging correlation length, and \( \mathcal{A}(L^{1/\nu_\perp} \Delta) \) is the scaling function; note that, for large \( y \gg 1 \), \( \mathcal{A}(y) \sim y^{\beta} \) and we recover the power law scaling of activity \( a(\Delta) \sim \Delta^{\beta} \). Accordingly, the near-critical bulk-diffusion coefficient has the following scaling form

\[
D(\Delta, L) = \frac{da}{d\Delta} = L^{(1-\beta)/\nu_\perp} \mathcal{A}'(L^{1/\nu_\perp} \Delta).
\]

Now, by substituting eq. \( \ref{fs_scaling_form} \) into the continuity equation \( \ref{continuity_eqn} \) through eqs. \( \ref{sq_continuity} \) and \( \ref{continuity_eqn} \) and then changing variable from density \( \rho(X, t) \) to excess density \( \Delta(X, t) = \rho(X, t) - \rho_c \), we have

\[
\frac{\partial \Delta(X, t)}{\partial t} = \frac{\partial}{\partial X} \left[ L^{(1-\beta)/\nu_\perp} \mathcal{A}'(L^{1/\nu_\perp} \Delta) \frac{\partial \Delta}{\partial X} \right].
\]

Indeed, the time-evolution equation \( \ref{time_evolution} \) can be recast in a compact form,

\[
\frac{\partial G(x, \tau)}{\partial \tau} = \frac{\partial^2 \mathcal{A}(G)}{\partial x^2},
\]

by performing scale transformation of excess density \( \Delta \), position \( X \) and time \( t \) to a rescaled excess density \( G(x, \tau) \), rescaled position \( x \) and rescaled time \( \tau \), respectively, as

\[
G(x, \tau) = L^{1/\nu_\perp} \Delta(X, t),
\]

\[
x = \frac{X}{L},
\]

\[
\tau = \frac{t}{L^z},
\]

where the dynamical exponent \( z \) can be expressed in terms of the two static exponents \( \beta \) and \( \nu_\perp \), through a scaling relation

\[
z = 2 - \frac{1 - \beta}{\nu_\perp}.
\]

The above relation was first proposed in Ref. \[35\]. However, the finite-size scaling arguments provided above,
and the subsequent derivation of the time-evolution equation (20) for the near-critical density field, is new and can be directly tested in simulations.

We verify the hydrodynamic time-evolution of the rescaled excess density field \( G(x, \tau) \) by comparing the time-evolved density profile obtained from numerically integrating eq. (20) and that obtained from simulations. For the purpose of the numerical integration of eq. (20), one needs to know \( A(G) \) as a function of \( G \). The scaling function \( A(G) \) was previously calculated numerically in Ref. [14] and can be quite well described by the functional form \( A(G) = c_0(1 + c_1 G)^{\beta} \), where \( c_0 \approx 0.18 \) and \( c_1 \approx 7.0 \). This particular form can be understood from the fact that the power-law dependence of the near-critical activity \( a \propto \Delta^\beta \) is cut off at a very small excess density \( \Delta \sim L^{-1/\nu_\perp} \). Consequently, as the excess density (or, density) approaches zero (critical density), the scaling function \( A \) does not actually vanish, and takes a finite value \( c_0 \). In the numerical integration and simulations, we consider a step-like initial profile \( G_{in}(x) \equiv G(x, \tau = 0) \) for the rescaled excess density,

\[
G_{in}(x) = \begin{cases} 
\rho_1 & \text{for } x_1 \leq x \leq x_2, \\
0 & \text{otherwise.} 
\end{cases}
\] (25)

Here we set \( x_1 = 1/2 - \delta/2 \) and \( x_2 = 1/2 + \delta/2 \), with \( \rho_1 \approx 6.69 \) and \( \delta = 1/4 \) being the height and the width of the initial step profile, respectively; the profile is created over a uniform critical background having density \( \rho_c \approx 0.94885 \). In simulations, to generate the above initial density profile, we uniformly distribute a certain number of particles in a domain of size \( L/4 \), over uniform critical background configurations. We generate critical background configurations by using a standard algorithm for generating one dimensional quasi-periodic strings of 0’s and 1’s of size \( L \), by ensuring that the system has a fixed background density \( \rho_c \) [10].

First we verify the “super-diffusive” scaling as in eqs. (21), (22) and (23), which have been used to obtain the hydrodynamic time-evolution equation (20). In this way, we can test the scaling relation as given in eq. (24). We take three systems of sizes \( L_1 = 1500, L_2 = 2000 \) and \( L_3 = 2500 \), which are allowed to evolve from the step-like initial density profile eq. (25) up to Monte Carlo times \( t_1 = \tau L_1, t_2 = \tau L_2^2 \) and \( t_3 = \tau L_3^2 \), respectively, with \( \tau \) fixed; here the value of the dynamic exponent \( z \approx 1.68 \) is calculated using the scaling relation eq. (24), where we use the previously estimated values of the exponents \( \beta \approx 0.42 \) and \( \nu_\perp \approx 1.81 \) for the conserved Manna sandpile [14]. According to the time scaling in eq. (24), the above three time-evolved density profiles should collapse onto each other. In Fig. 5, we plot the scaled excess density \( G(x, \tau) \equiv L^{1/\nu_\perp} \Delta(X = xL, t) \) as a function of the scaled position \( x = X/L \) for the three systems at the following Monte Carlo times: \( t_1 = 59286 \) for \( L_1 = 1500 \) (pink squares), \( t_2 = 96128 \) for \( L_2 = 2000 \) (black circles) and \( t_3 = 139849 \) for \( L_3 = 2500 \) (blue triangles), where we take \( \tau = t/L^z \approx 0.27 \); we perform averages over \( 2 \times 10^4 \) random initial configurations and trajectories. We observe a quite good scaling collapse of the final scaled excess density profiles. Also, according to the theory, the collapsed density profiles should be described by the time-evolution equation (20), which is integrated up to hydrodynamic time \( \tau \approx 0.27 \) using the initial condition as in eq. (25). In Fig. 5, the numerically integrated...
scaled excess density $G(x, \tau)$ at $\tau \approx 0.27$ is plotted as a function of position $x$ (red line); in inset, scaled initial excess density profile $G(x, \tau = 0) \equiv G_{\text{in}}(x)$ is plotted as a function of scaled position $x$. We find that the theory (red line) is in a quite agreement with simulations (points).

B. Local density greater than $\rho_c$ in some region and equal to $\rho_c$ elsewhere

In this section, we consider relaxation of density profile on infinite critical background having density $\rho_c$. We initially create a density perturbation in some region (finite or infinite), where the local density at $t = 0$ is greater than the critical density; at later times $t > 0$, the density profiles start spreading over the critical background. We study below the time evolution of the profiles on large spatio-temporal scales.

1. Relaxation of localized profile on infinite critical background

First we study the time evolution of an initially localized density profile on infinite critical background. Indeed, in this case, we can analytically calculate the asymptotic scaling form of the time-dependent density profile. We study relaxation of the localized density perturbation on large space and time scales and the system is not far from criticality (i.e., in the long-wavelength regime where $\xi \gg 1$, but $k\xi \ll 1$). Here the time-evolved excess density field $\Delta(X, t) = \rho(X, t) - \rho_c$ is still quite small, but much larger than $O(L^{-1/\nu})$. In other words, our analysis is valid for the relaxation of density profiles, for which the local excess density $\Delta(X, t)$ remains in the range of $L^{-1/\nu} \ll \Delta \ll 1$. In this regime, the activity is known to have a power-law dependence on excess density as given below,

$$a(\Delta) \simeq C\Delta^{\beta},$$

where $C$ is a model-dependent proportionality constant. Now, by substituting the above power-law form of the activity in the diffusion equation \([7]\) and changing variable to $\Delta(X, t) = \rho(X, t) + \rho_c$, we obtain the time-evolution equation for the excess density field $\Delta(X, t)$,

$$\frac{\partial \Delta(X, t)}{\partial t} = C \frac{\partial^2 \Delta(X, t)}{\partial X^2}. \tag{27}$$

We note that the above equation is invariant under a scale transformation of position, time and density field,

$$X \rightarrow \lambda X,$$
$$t \rightarrow \lambda^{z'} t,$$
$$\Delta \rightarrow \lambda^{-\chi'} \Delta,$$

provided that the following relation is satisfied,

$$\chi' + z' = \chi \beta + 2. \tag{29}$$

Here we are interested in studying how a localized initial density perturbation having a finite number of particles added at the origin as an initial perturbation over the critical background. Interestingly, in this case, the time-dependent density profile $\Delta(X, t)$, which is governed by the nonlinear diffusion equation \([27]\), can be exactly solved, provided that the solution satisfies the boundary condition $\Delta(x = \pm \infty, t) = 0$. Due to the scale-invariant structure of eq. \([27]\), one would naturally expect a scale invariant solution for the excess density $\Delta(X, t)$. We proceed with the following scaling ansatz,

$$\Delta(X, t) = \frac{1}{(Ct)^{\omega}} G \left[ \frac{X}{(Ct)^{\omega}} \right], \tag{30}$$

where $G(y)$ is the scaling function of a single scaling variable $y = X/(Ct)^{\omega}$. Now, under the scale transformation of eq. \([31]\), the density field and the scaling variable in eq. \([30]\) transform as $\Delta \rightarrow \lambda z' \omega \Delta$ and $y \rightarrow \lambda^{1-\omega} y$, respectively. Now, by identifying $z' \omega = \chi'$, putting $1 - z' \omega = 0$ (which leaves the scaling variable $y$ invariant) and substituting $z' = 1/\omega$ and $\chi' = 1$ in eq. \([29]\), we exactly determine the growth exponent

$$\omega = \frac{1}{1 + \beta}. \tag{31}$$

Moreover, the differential equation satisfied by the scaling function $G(y)$ can be straightforwardly written as

$$-\omega \left[ G + y \frac{dG}{dy} \right] = \frac{d^2 G^\beta}{dy^2}, \tag{32}$$

which has the following solution

$$G(y) = \frac{1}{g_0^{\beta-1} + \omega \frac{1-\beta}{2\beta} y^2}^{1/(1-\beta)}. \tag{33}$$

Here we have used the boundary conditions

$$G(y = 0) = g_0; \left[ \frac{d G}{dy} \right]_{y=0} = 0, \tag{34}$$

where the constant $g_0$ is fixed by the normalization condition $\int_{-\infty}^{\infty} g(y)dy = N_1$, the number of particles added in the system at $t = 0$. 

We now verify in simulations the analytically obtained scaling function in eq. (33). To this end, we consider an initially localized Gaussian density profile,

\[ \Delta(X, t = 0) = N_1 \frac{1}{\sqrt{2\pi\delta^2}} e^{-X^2/2\delta^2}, \]  

(35)

where \( \delta = 10 \) and \( N_1 = 150 \) are the width and the strength of the profile, respectively. In simulations, we distribute \( N_1 = 150 \) particles, according to the above initial condition, over a critical background configuration of density \( \rho_c \). We distribute a certain number of particles to generate critical background configurations, having density \( \rho_c \approx 0.94885 \). We run simulations up to three different, but large, Monte Carlo times and, in each case, we obtain the excess density profile \( \Delta(X, t) \) at the final time by averaging over \( 2 \times 10^4 \) random initial configurations and the corresponding trajectories. Note that, on large spatio-temporal scales \( X \gg \delta \) and \( t \gg 1 \), the initially localized density profile can be thought of as a Dirac-delta initial condition, which has been used to derive the scaling function \( G(y) \) of eq. (33). In Fig. 6 we plot the same in log-log scale, where \( \omega \) is due to the finite-size effects in a log-log scale, where \( \omega = 1/(1 + \beta) \) [shown in eq. (21)] with \( \beta \approx 0.42 \). Indeed one could see a reasonable scaling collapse, almost over a decade, where the scaled excess density decays with distance from the origin as a power law. Indeed, on large spatio-temporal scales \( (X, t \gg 1) \), the density field is expected to be described by the scale-invariant solution as given in eq. (30). In panel (c) of Fig. 7, we plot the scaled excess density \( \rho(X, t) - \rho_c \) as a function of scaled position \( X/\rho_c^\omega \) in a log-log scale, where \( \omega = 1/(1 + \beta) \) [shown in eq. (21)] with \( \beta \approx 0.42 \). However, the non-monotonic behavior of the density profiles (i.e., after an initial decay, there is an upturn in density profiles for larger times \( t \geq 2 \times 10^3 \)) is due to the finite-size effects as the simulations have been done on large but a finite-size system with periodic boundary condition. From the knowledge of the activity as a function of density, we numerically integrate the nonlinear diffusion equation (7) to plot the density profiles in panels (a) and (b) of Fig. 7 at the above mentioned times; we find a quite good agreement between our theory (lines) and simulations (points).

C. Density relaxation on sub-critical background

In this section, we consider relaxation of density profiles, where the local density is greater than the critical density in some region, but is sufficiently less than the critical density elsewhere. We have studied the following three cases. (i) The density relaxation happens on an infinite sub-critical background, where the active region keeps invading the inactive region, with the invasion fronts, separating the active and inactive regions, moving with some velocity. (ii) Next we consider relaxation process on a finite sub-critical background. The global density \( \bar{\rho} \) of the initial density profile is taken so that \( \bar{\rho} < \rho_c \) and the system eventually reaches a frozen state, where the maximum local density in the system is \( \rho_c \) in some region and the rest of the system remains uninvaded. (iii) In the third case, we consider relaxation on a finite sub-critical domain, but now the global density \( \bar{\rho} \) of the initial profile is taken so that \( \bar{\rho} > \rho_c \) and the

2. Relaxation of step profile on infinite critical background

Next we study relaxation of a step-like density profile on infinite critical background. To this end, we consider the initial profile as given in eq. (14) with the base density \( \rho_0 = \rho_c \) and the height of the profile \( \rho_1 = 1.0 \). In panel (a) of Fig. 7 we plot the excess density \( \rho(X, t) - \rho_c \) as a function of position \( X \) for various Monte Carlo times \( t = 2 \times 10^3 \) (blue asterisks), \( 5 \times 10^3 \) (pink open squares), \( 10^4 \) (sky-blue filled squares), \( 2 \times 10^4 \) (grey open circles) and \( 4 \times 10^4 \) (black filled circles). In panel (b) of Fig. 7 we plot the same in log-log scale and observe that the excess density decays with distance from the origin as a power law. Indeed, on large spatio-temporal scales \( (X, t \gg 1) \), the density field is expected to be described by the scale-invariant solution as given in eq. (30). In panel (c) of Fig. 7, we plot the scaled excess density \( \rho(X, t) - \rho_c \) as a function of scaled position \( X/\rho_c^\omega \) in a log-log scale, where \( \omega = 1/(1 + \beta) \) [shown in eq. (21)] with \( \beta \approx 0.42 \). Indeed one could see a reasonable scaling collapse, almost over a decade, where the scaled excess density decays with the scaling variable \( y \) as a power law \( y^{-2/(1 - \beta)} \) [shown by the red guiding line in panel (c)]. However, the non-monotonic behavior of the density profiles (i.e., after an initial decay, there is an upturn in density profiles for larger times \( t \geq 2 \times 10^3 \)) is due to the finite-size effects as the simulations have been done on large but a finite-size system with periodic boundary condition. From the knowledge of the activity as a function of density, we numerically integrate the nonlinear diffusion equation (7) to plot the density profiles in panels (a) and (b) of Fig. 7 at the above mentioned times; we find a quite good agreement between our theory (lines) and simulations (points).
active region eventually invades the whole system, which becomes super-critical everywhere.

1. Relaxation on infinite sub-critical background

First we consider relaxation of an initial step-like profile on an infinite domain, where there are jump discontinuities initially in the local density value at the junctions between active and inactive regions. The step-like density profile at $t = 0$ is given by

$$
\rho_{in}(X) = \begin{cases} 
\rho_1 + \rho_0 & \text{for } 0 \leq X < \delta, \\
\rho_0 & \text{elsewhere},
\end{cases}
$$

where the height and the width of the step initial profile are $\rho_1$ and $\delta$, respectively; the step profile is generated on a uniform background having density $\rho_0 = 0.5 < \rho_c$ (the same base density is considered in the rest of the paper). In simulations, we take $L, \delta \gg 1$ to study the density relaxation in an infinite domain. In panel (a) of Fig. 8, we plot the excess density $\rho(X, t) - \rho_c$, measured around the critical density, as a function of position $X$ at various Monte Carlo times $t = 2 \times 10^3$ (blue asterisks), $5 \times 10^3$ (pink open squares), $10^4$ (sky-blue filled squares), $2 \times 10^4$ (grey open circles) and $4 \times 10^4$ (black filled circles). At later times $t > 0$, the density profile develops a boundary layer, which decays over a finite length scale from the critical background density to the base (background) density. The boundary layer can be characterized by an invasion front, located at position $X_*(t)$ at time $t$, which moves forward with a time-dependent velocity. Here the invasion front is operationally defined to be the position where the density profile falls off to the value $\rho(X = X_*, t) = \rho_0 + (\rho_c - \rho_0)/2$ (i.e., the midpoint between the critical density and the base, or the background, density). In panel (b) of Fig. 8, we plot the excess density $\rho(X, t) - \rho_c$ as a function of a shifted position variable $\delta X = X(t) - X_*$, which is measured from the position of the propagating front. One can see that the density profile $\rho(X, t) - \rho_c \sim (\delta X)^\gamma$ grows with the shifted position $\delta X$ as a power law, where the exponent is estimated to be $\gamma \simeq 1.5$ from simulations. In panel (c) of Fig. 8, we plot the position of the invasion front $X_*(t)$ as a function of time $t$ and find that the front moves with a time-dependent velocity $v_*(t) = X_*(t)/t$. In fact, the position of the density front $X_*(t) \sim t^\alpha$ grows sub-linearly with time $t$ where the exponent $\alpha \simeq 1/2$ [shown by the red guiding line in panel (c) of Fig. 8].

To compare the above simulation results with the theory, we numerically integrate the nonlinear diffusion equation (7), which should describe the large scale spatio-temporal evolution of the density field. Now, to integrate eq. (7), we require explicit functional dependence of activity $a(\rho)$ on density $\rho$, which is determined from simulations; note that, for sub-critical density $\rho < \rho_c$, we use $a(\rho) = 0$ in eq. (7), which is the case in the inactive regions (absorbing phase), where the bulk-diffusion coefficient vanishes. In Fig. 8 one can see that the numerically

![Figure 7. Base density of initial step profile equals to the critical density ($\rho_0 = \rho_c$). Excess densities, evolved from step initial condition eq. (14), are plotted as a function of position $X$ at various Monte Carlo times $t = 2 \times 10^3$ (blue asterisks), $5 \times 10^3$ (pink open squares), $10^4$ (sky-blue filled squares), $2 \times 10^4$ (grey open circles) and $4 \times 10^4$ (black filled circles). The base density of the step profile is $\rho_0 = \rho_c \simeq 0.94885$. Panel (a): The excess density profiles vs. position are plotted in normal scale. Panel (b): The same as in panel (a) is plotted in log-log scale. Panel (c): The scaled excess density $\delta \Delta(X, t)$ is plotted as a function of the scaled position $X/t^\alpha$; the non-monotonic density profiles (grey and black points), where local density is strictly above $\rho_c$ everywhere, are due to the finite size of the systems taken in the simulations and are expectedly out of the scaling regions. Lines - theory [time-integrated eq. (7)] and points - simulations.](image-url)
integrated density profile (lines) obtained by integrating eq. 7, with the above functional form of the activity, not only captures quite nicely the simulation results (points) almost over a couple of decades of the density values, but also predicts the position of the moving density front quite precisely. Note that the boundary layers around the invasion fronts get smeared and their exact functional forms are not captured by our theory, which predicts a sharp discontinuous jump in densities at the front positions. However, as the width of the boundary layer should not increase with system size \(L\), we expect to recover the discontinuous jump in density in the limit of large \(L\). The above results remain qualitatively the same also for a wedge-like profile, which is not presented here.

2. Relaxation to frozen state: Global density \(\bar{\rho} < \rho_c\).

Next we consider density relaxation on a finite domain. We consider two kinds of initial density profiles: a step-like profile as in eq. (36) with a finite width \(\delta\) and a wedge-like density profile given by

\[
\rho_{in}(X) = \begin{cases} 
\rho_0 + \rho_1 (X - X_1)/\delta & \text{for } X_1 \leq X < L/2, \\
\rho_0 + \rho_1 (X_2 - X)/\delta & \text{for } L/2 \leq X < X_2, \\
\rho_0 & \text{otherwise.}
\end{cases}
\]

The wedge-like initial profile is centered at \(X = L/2\), has a width \(\delta\) and height \(\rho_1\); we set \(X_1 = (L - \delta)/2\) and \(X_2 = (L + \delta)/2\). The wedge profile is generated over a uniform background having density \(\rho_0 < \rho_c\). We fix the width \(\delta = 200\) for both the profiles, and the height \(\rho_1 = 1.5\) for the step profile and \(\rho_1 = 3.5\) for the wedge profile. We set the global density \(\bar{\rho} = 0.8 < \rho_c\) below the critical density so that the system eventually evolves to a frozen (absorbing) state. We generate initial density profiles by randomly distributing \(N_1 = L(\bar{\rho} - \rho_0) = 300\) number of particles over a uniform background, having density \(\rho_0\) and over a domain \(-\delta/2 < X < \delta/2\). In Fig. 5, we plot the density profile \(\rho(X, t)\) as a function of position \(X\) at various Monte Carlo times \(t = 10^3\) [blue asterisks, in panel (a) only], \(5 \times 10^3\) (pink open squares), \(10^4\) (sky-blue solid squares), \(2 \times 10^4\) (orange solid triangles), \(4 \times 10^4\) (black solid circles) and \(10^5\) (green crosses). The grey horizontal line denotes the critical density \(\rho_c \approx 0.94885\).

From the above plots, it is observed that, irrespective of the shapes of the initial profiles, the time-evolved density profiles eventually become equal to the critical density \(\rho_c\), and gets frozen as the systems move into an absorbing state everywhere. In Fig. 6, we have also compared the density profiles obtained from simulations with that obtained by numerically integrating the non-linear diffusion equation \(7\). According to the theory, we expect that the density at long times should be equal to the critical density in any region that initially started active, or got invaded to become active. On the other hand, in the uninvaded region, the density remains equal to the initial density. We do not exactly see this behavior.

Figure 8. Evolution of density profiles on infinite domain, with base (background) density of the profiles below the critical density \((\rho_0 < \rho_c)\). Excess density profiles \(\rho(X, t) - \rho_c\), evolved from the step-like initial profile [eq. (14)], are plotted as a function of position \(X\) at various Monte Carlo times \(t = 2 \times 10^3\) (blue asterisks), \(5 \times 10^3\) (pink open squares), \(10^4\) (sky-blue filled squares), \(2 \times 10^4\) (grey open circles) and \(4 \times 10^4\) (black filled circles). Panel (a) - normal scale and panel (b) - log-log scale. Panel (c) - Displacement \(X_a(t) - X_a(0)\) of the invasion front is plotted as a function of time \(t\). The base, or the background, density of the step profile is \(\rho_0 = 0.5\). Lines - theory [numerically integrated eq. (7)] and points simulations.
in simulations as the size of the invaded regions fluctuate from sample to sample and are actually ranging over a finite region of space, thus smearing out the theoretically predicted discontinuity in simulations. However, the smeared invasion front gets arbitrarily sharp on the macroscopic scales, upon increasing the initially added particle number.

Finally we consider relaxation of initial density profiles where the global density $\bar{\rho}$ is chosen such that $\bar{\rho} > \rho_c$. Therefore, in this case, the system finally evolves to an active or super-critical state everywhere. The width of the initial density profiles is taken to be $\delta = 900$ and the initial piles are formed over a uniform background having density $\rho_0 = 0.5$ (which is much below the critical density). In panel (a) of Fig. 10 we plot the density profile $\rho(X,t)$ as a function of position $X$ at various Monte Carlo times $t = 10^3$ (blue asterisks), $5 \times 10^3$ (pink open squares), $10^4$ (sky-blue solid squares) and $2 \times 10^4$ (black solid circles) for step initial profile. Whereas, in panel (b) of the same figure, we plot the density profiles at Monte Carlo times $5 \times 10^3$ (blue asterisks), $10^4$ (pink open squares) and $2 \times 10^4$ (sky-blue solid squares) $4 \times 10^4$ (orange solid triangles) and $6 \times 10^4$ (black solid circles). The grey horizontal line denotes the critical density $\rho_c$. In case of the step-like initial profile, $N_1 = L(\bar{\rho} - \rho_0) = 1350$ particles and, in the case of wedge-like initial profile, $N_1 = L(\bar{\rho} - \rho_0) = 675$ numbers of particles are distributed over an uniform background density $\rho_0$, keeping the height of the step and the peak of the wedge at $\rho_1 = 1.5$; we take $L = 1000$. The global density $\bar{\rho}$ is kept at 1.85 for the step profile and 1.175 for the wedge-like profile.

From the above plots, we observe that, for both the initial profiles, the regions of the density profiles, which were below critical density $\rho_c$ and therefore were in the frozen state initially, gradually become active due to the invasion of the active regions into the inactive ones. Eventually, the inactive regions are lifted above the critical density and the systems become active everywhere. This happens because the global density $\bar{\rho}$ is chosen to be greater than the critical density $\rho_c \simeq 0.94885$. We find that, for the step-like profile, the inactive region becomes active at a comparatively smaller time ($\sim 2 \times 10^4$) than the time ($\sim 6 \times 10^4$) required for the wedge-like initial profile. We have compared the above density profiles obtained from simulations with that obtained by numerically integrating the nonlinear diffusion equation [7]. We find an excellent agreement between the theory (lines) and simulations (points), except at the boundary layer regions around the invasion fronts, where the discontinuities predicted by our theory get smeared in the actual simulations.
V. SUMMARY AND CONCLUDING REMARKS

In this paper, we study density relaxation in the Manna sandpile with conserved mass and continuous-time dynamics. Using a recently proposed hydrodynamic theory of stochastic sandpiles and direct microscopic simulations, we characterize relaxation properties of density perturbations, typically having small wave numbers $k \to 0$, on a finite (periodic) as well as an infinite domain.

Far from criticality, where the correlation length $\xi$ is finite (i.e., in the density regime $\Delta(X, t) = \rho(X, t) - \rho_c \gtrsim 1$), relaxation of long-wavelength density perturbations in the limit of $k\xi \ll 1$ is diffusive in nature. Indeed the time evolution of initial density profiles in this case is governed by a nonlinear diffusion equation [9], with a density-dependent bulk-diffusion coefficient $D(\rho) = da(\rho)/d\rho$, where $a(\rho)$ is the steady-state activity and is a nonlinear function of coarse-grained density $\rho$. Consequently, the relaxation times for the long-wavelength density perturbations vary as $\tau_R \sim k^{-2}/D$, i.e., in a system of size $L$, relaxation time $\tau_R \sim L^2/D$.

Near criticality where correlation length $\xi \gg 1$ large and $k\xi \gtrsim 1$ (i.e., in the density regime $\Delta(X, t) \sim \xi^{-1/\nu_L} \ll 1$), the diffusive scaling breaks down as the bulk-diffusion coefficient diverges as $D \sim \xi^{(1-\beta)/\nu_L}$. Consequently, particle transport becomes anomalous, leading to the relaxation times for long-wavelength density perturbations vary as $\tau_R \sim k^{-2}$, where the dynamic exponent $z = 2 - (1 - \beta)/\nu_L < 2$ is determined in terms of the near-critical order-parameter exponent $\beta$ and correlation-length exponent $\nu_L$.

In the density regime where $\xi \gg 1$, but $k\xi \ll 1$ (i.e., when $L^{-1/\nu_L} \ll \Delta(X, t) \ll 1$), relaxation of an initially localized density perturbation on infinite critical background exhibits a self-similar structure on large space and time scales $X, t \gg 1$. In this case, we exactly determine, within our hydrodynamic theory [see eq. (27)], the asymptotic scaling form $G(y) \sim (B_0 + B_1 y)\sim [\text{see eq. (33)}]$ for the scaled time-dependent (excess) density profile $t^{-\omega} \Delta(X, t)$; here $y \sim X/t^{\omega}$ is an appropriate scaling variable, exponents $\omega = 1/(1 + \beta) > 1/2$ and $b_0 = 1/(1 - \beta)$, and $B_0$ and $B_1$ are two integration constants, which can be determined from the normalization condition and in terms of the exponent $\beta$.

We have also studied the cases where local density can be sufficiently less than the critical density in some regions and greater than the critical density elsewhere. Depending on the global density $\bar{\rho}$, the active region invades into the inactive regions and, eventually, the system goes to either a frozen (absorbing) state ($\bar{\rho} < \rho_c$) or a super-critical state ($\bar{\rho} > \rho_c$). In these cases, the predictions of our hydrodynamic theory are in excellent agreement with simulations, except at the regions around the invasion fronts, where finite-width boundary layers form in the system. However, the jump in the density will get sharper in the reduced variable $x = X/L$ as system size $L$ is increased, and we would expect to recover the discontinuous jump in the limit of $L$ large.

We believe our studies of density relaxation in conserved Manna sandpiles would provide some useful insights into the exact hydrodynamic structure of sandpiles in general. Moreover, the hydrodynamic theory developed here could open up an exciting avenue for characterizing fluctuations not only in the conserved version, but also in the “self-organized critical” (SOC), or the driven dissipative, version of sandpiles.
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