Quantum Catalysis of Magnetic Phase Transitions in a Quantum Simulator
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We control quantum fluctuations to create the ground state magnetic phases of a classical Ising model with a tunable longitudinal magnetic field using a system of 6 to 10 atomic ion spins. Due to the long-range Ising interactions, the various ground state spin configurations are separated by multiple first-order phase transitions, which in our zero temperature system cannot be driven by thermal fluctuations. We instead use a transverse magnetic field as a quantum catalyst to observe the first steps of the complete fractal devil’s staircase, which emerges in the thermodynamic limit and can be mapped to a large number of many-body and energy-optimization problems.

Quantum simulators, in which a well-controlled quantum system is used to simulate a system of interest [1, 2], offer the promise of calculating ground state or dynamical properties of a Hamiltonian that would otherwise prove classically intractable. For highly frustrated and long-ranged spin systems [3-6], or for studies of non-equilibrium evolution, numerical calculations are in many cases limited to only a few dozen sites [7-9], motivating simple quantum simulations in a variety of contexts [10-18]. Quantum simulations of lattice spin models using trapped atomic ions have shown particularly encouraging results, with the number of interacting spins increasing from 2 to 16 [19, 20] in the past 5 years.

Quantum simulators require exquisite isolation from their environment to realize long coherence times and high-fidelity readout and control. Such isolation allows the system to be initialized into a pure state and remain decoupled from a thermal bath over the duration of the simulation. Many previous quantum simulations have investigated the transverse-field Ising model [16, 20, 22], pairing an effectively zero-temperature system with engineered spin-spin couplings and magnetic fields. In these experiments, the paramagnetic and ordered spin phases are separated by a quantum phase transition driven by quantum fluctuations from the transverse field.

In contrast, we consider here a classical spin model: the longitudinal-field Ising model with convex, long-range antiferromagnetic (AFM) interactions. For increasing longitudinal field strength $B_x$, the system exhibits many distinct ground state phases separated by first-order classical phase transitions. Yet even for just a few spins, the various ground states at different $B_x$ are classically inaccessible in a physical system at or near zero temperature due to the absence of thermal fluctuations to drive the phase transitions [23].

In this Letter, we show how to create these classically inaccessible ground states by applying a transverse field (which does not commute with the longitudinal-field Ising Hamiltonian) to introduce quantum fluctuations. Using $N = 6$ or $N = 10$ spins, we use this technique to experimentally identify the locations of the multiple classical phase transitions and to preferentially populate each of the classical ground states that arise for varying strengths of the longitudinal field. We observe a ground state spin ordering that reveals a Wigner-crystal spin structure [24], maps on to a number of energy minimization problems [25, 26], and shows the first steps of the complete devil’s staircase [27] which would emerge in the $N \to \infty$ limit.

The system is described by the Hamiltonian

$$H = \sum_{i<j} J_{i,j} \sigma^{(i)}_x \sigma^{(j)}_x + B_x \sum_i \sigma^{(i)}_z + B_y(t) \sum_i \sigma^{(i)}_y$$

where $J_{i,j} > 0$ gives the strength of the AFM Ising coupling between spins $i$ and $j$, $B_x$ is the longitudinal magnetic field, $B_y(t)$ is a time-dependent transverse field, and $\sigma^{(i)}_n$ is the Pauli spin operator for the $i$th particle along the $n$ direction. The couplings $J_{i,j}$ and field magnitudes $B_x$ and $B_y(t)$ are given in units of angular frequency, with $\hbar = 1$. At $t = 0$ the spins are initialized along the total magnetic field $\vec{B} = B_x \hat{x} + B_y(0) \hat{y}$, with $B_y(0) \gg J$, which is the paramagnetic, instantaneous ground state of the Hamiltonian (Eqn. 1) to good approximation. The transverse field $B_y(t)$ is then slowly ramped to 0, crossing a quantum phase transition driven by quantum fluctuations, to preferentially create the ground state of the classical longitudinal-field Ising Hamiltonian.

Fig. 1(a) shows the energy eigenvalues of the Hamiltonian (Eqn. 1) with $B_y = 0$ for a system of 6 spins. The ground state passes through three level crossings as $B_x$ is increased from 0, indicating three classical first-order phase transitions separating four distinct spin phases. For each $B_x$, there is a quantum critical point at some finite $B_y$ characterized by a critical gap $\Delta_c$ (inset of Fig. 1(b)). When $B_x$ is near a classical phase transition, the near energy-degeneracy of spin orderings shrinks the quantum critical gap, as shown in Fig. 1(b).

Long-range interactions give rise to many more ground state spin phases than does a nearest-neighbor-only Ising model. Consider a nearest-neighbor AFM model with...
FIG. 1. (a) Low-lying energy eigenvalues of Eqn. 1 for $B_y = 0$ and $N = 6$, with the long-range $J_{i,j}$ couplings determined from experimental conditions (see text). Level crossings (inset) indicate the presence of first-order phase transitions in the ground state. (b) The critical gap $\Delta_x$ shrinks to zero at the three phase transitions (vertical dashed lines). Inset: low-lying energy levels of Eqn. 1 with $B_x = 0$.

$N$ total spins and a ground-state ordering $|\ldots \downarrow \uparrow \downarrow \uparrow \downarrow \ldots \rangle$. An excited state at $B_x = 0$ may have an additional spin polarized along $|\downarrow\rangle$, either by making a kink of type $|\ldots \downarrow \uparrow \downarrow \downarrow \downarrow \ldots \rangle$ or a spin defect of type $|\ldots \uparrow \downarrow \uparrow \downarrow \downarrow \ldots \rangle$. The interaction energy gain of making $n$ kinks is $2nJ$, while the field energy loss is $2nB_x$. At $B_y/J = 1$, multiple energy levels intersect to give a first-order phase transition. Similarly, the energy gain of making $n$ spin defects is $4nJ$ and the loss is $2nB_x$, so a second phase transition occurs at $B_x/J = 2$. Only three different ground state spin phases are observable as $B_x$ is varied from $0 \rightarrow \infty$, independent of $N$, and there is a large degeneracy of spin eigenstates at the phase transitions. The presence of long-range interactions lifts this degeneracy and admits $[N/2] + 1$ distinct spin phases with $\{0, 1, \ldots, [N/2]\}$ spins in state $|\uparrow\rangle$, where $[N/2]$ is the integer part of $N/2$.

The effective spin system is encoded in a linear chain of trapped $^{171}$Yb$^+$ ions with zero effective spin temperature. The spin states $|\uparrow\rangle_z$ and $|\downarrow\rangle_z$ are represented by the hyperfine clock states $^2S_{1/2}$ $|F = 1, m_F = 0\rangle$ and $|F = 0, m_F = 0\rangle$, respectively, which have a frequency splitting of $\omega_S/2\pi = 12.642819$ GHz [28]. A weak magnetic field of $5 \text{ G}$ defines the quantization axis. The states are detected by illuminating the ions with laser light resonant with the $^2S_{1/2} \rightarrow ^2P_{1/2}$ cycling transition at 369.5 nm and imaging the spin-dependent fluorescence. Either $N = 6$ or $N = 10$ ions are confined in a three-layer rf Paul trap with a center-of-mass axial trap frequency $f_z = 0.7$ MHz and transverse frequencies $f_x = 4.8$ MHz and $f_y = 4.6$ MHz and interact with each other via their collective modes of motion.

The Ising couplings $J_{i,j}$ are generated by globally irradiating the ions with two off-resonant $\lambda \approx 355 \text{ nm}$ laser beams which drive stimulated Raman transitions [29,30]. The beams intersect at right angles so that their wavevector difference $\Delta k$ points along the $X$-direction of transverse ion motion, perpendicular to the linear chain. Acousto-optic modulators imprint beatnote frequencies of $\omega_S \pm \mu$ between the beams, imparting a spin-dependent optical dipole force at frequency $\mu$ [31,32]. In the limit where the beatnotes are sufficiently far from the transverse normal modes $\omega_m$, we obtain the spin-spin coupling

$$J_{i,j} = \Omega_i \Omega_j \frac{\hbar(\Delta k)^2}{2M} \sum_m b_{i,m}^* b_{j,m}$$

in the Lamb-Dicke limit, where $\Omega_i$ is the Rabi frequency of the $i$th ion, $M$ is the single ion mass, and $b_{i,m}$ is the normal-mode transformation matrix for ion $i$ in mode $m$ [33]. The Ising interactions are long-range and fall off approximately as $J_{i,j} \sim J_{\max}/|i-j|^{\alpha}$, where $J_{\max}$ is typically $2\pi \times 0.6-0.7$ kHz, $\alpha = 0.94$ for $N = 6$, and $\alpha = 0.83$ for $N = 10$.

The effective transverse and longitudinal magnetic fields $B_y(t)$ and $B_x$ drive Rabi oscillations between the spin states $|\downarrow\rangle_z$ and $|\uparrow\rangle_z$. Each effective field is generated by a pair of Raman laser beams with a beatnote frequency of $\omega_S$, with the field amplitude determined by the beam intensities. The field directions are controlled through the beam phases relative to the average phase $\varphi$ of the two sidebands which give rise to the $\sigma_x\sigma_x$ interaction in Eqn. 1. In particular, an effective field phase offset of $0^\circ$ ($90^\circ$) relative to $\varphi$ generates a $\sigma_y$ ($\sigma_x$) interaction.

Each experiment begins with 3 ms of Doppler cooling, followed by optical pumping to the state $|\downarrow\downarrow\ldots\rangle_z$ and 100 $\mu$s of Raman sideband cooling that prepares the motion of all modes along $\Delta \vec{k}$ in the Lamb-Dicke limit. The spins are then coherently rotated into the equatorial plane of the Bloch sphere so that they point along $\vec{B} = B_x \hat{x} + B_y(0) \hat{y}$, with $B_x$ varied between different simulations. The Hamiltonian (Eqn. 1) is then switched on at $t = 0$ with the chosen value of $B_x$ and $B_y(0) = 5J_{\max}$. The transverse field (which provides the quantum fluctuations) is ramped down to $B_y \approx 0$ exponentially with a time constant of 600 $\mu$s and a total time of 3 ms, which sacrifices adiabaticity in order to avoid decoherence effects. At $t = 3$ ms, the Hamiltonian is switched off and the $x$-component of each spin is measured by applying a global $\pi/2$ rotation about the $\hat{y}$ axis, illuminating the ions with resonant light, and imaging the spin-dependent fluorescence using an intensified CCD camera. Experi-
magnetization $|↓⟩$ scatters many photons when in the state $|↑⟩$ and essentially no photons when in the state $|↓⟩$. The observed spin orderings in Fig. 2(b) match the calculated ground states at each magnetization, validating the technique of using quantum fluctuations to preferentially create these classically inaccessible ground states. (For magnetizations of 0 and −4, two ground state orderings are observed due to the left-right symmetry of the spin-spin interactions.)

To further illustrate the necessity of using quantum fluctuations to catalyze the magnetic phase transitions, we consider alternate ramp trajectories for reaching a final chosen value of $B_x$. Fig. 3(a) shows the ground state phase diagram of the Hamiltonian (Eqn. 1), with the sharp classical phase transitions visible along the bottom axis ($B_y/J_{\text{max}} = 0$). In addition, it shows two possible trajectories through the phase diagram that start in a paramagnetic ground state (which is easy to prepare experimentally) and end at the same value of $B_x$ with $B_y = 0$.

We have already used the first trajectory, in which $B_x$ is fixed and $B_y$ is ramped from $5J_{\text{max}}$ to 0, to experimentally verify the locations of the 3 classical phase transitions and experimentally create the 4 different ground state phases. In Fig. 3(b), we plot the probability of creating each ground state as a function of $B_x$ and find populations of $\sim 40 – 80\%$. We observe a smooth crossover between the four ground state phases, with the classical phase transitions occurring at the crossing points. This arises since distinct spin eigenstates have degenerate energies at the phase transition, causing the quantum critical gap between them to close and allowing quantum fluctuations to populate both states equally (see Fig. 1).

The second trajectory in Fig. 2(a) is purely classical, with $B_y$ set to 0. The spins are initialized into the state $|↓⟩$ and $|↑⟩$ is fixed and $B_x$ is ramped from 5 to 0, to experimentally verify the locations of the 3 classical phase transitions and experimentally create the 4 different ground state phases. In Fig. 3(a), we show the ground state phase diagram of the Hamiltonian (Eqn. 1), with the sharp classical phase transitions visible along the bottom axis ($B_y/J_{\text{max}} = 0$). In addition, it shows two possible trajectories through the phase diagram that start in a paramagnetic ground state (which is easy to prepare experimentally) and end at the same value of $B_x$ with $B_y = 0$.

We have already used the first trajectory, in which $B_x$ is fixed and $B_y$ is ramped from $5J_{\text{max}}$ to 0, to experimentally verify the locations of the 3 classical phase transitions and experimentally create the 4 different ground state phases. In Fig. 3(b), we plot the probability of creating each ground state as a function of $B_x$ and find populations of $\sim 40 – 80\%$. We observe a smooth crossover between the four ground state phases, with the classical phase transitions occurring at the crossing points. This arises since distinct spin eigenstates have degenerate energies at the phase transition, causing the quantum critical gap between them to close and allowing quantum fluctuations to populate both states equally (see Fig. 1).
Fig. 3. (a) Ground state phase diagram of the system, along with two different trajectories that end at the same value of \( B_x \). (b) Probabilities of the 4 different ground state spin phases when \( B_y \) is ramped in a 6-ion system. Blue dots: \( \uparrow \uparrow \uparrow \uparrow \uparrow \uparrow \) or \( \uparrow \uparrow \uparrow \uparrow \uparrow \downarrow \). Green squares: \( \uparrow \uparrow \uparrow \downarrow \downarrow \). Red diamonds: \( \downarrow \downarrow \downarrow \downarrow \downarrow \) or \( \downarrow \downarrow \downarrow \downarrow \downarrow \). Black triangles: \( \downarrow \downarrow \downarrow \downarrow \downarrow \). Gray bands are the experimental uncertainties of the phase transition locations. (c) Probabilities of creating the 4 different ground states when \( B_x \) is ramped. Most of the ground states are classically inaccessible in our zero temperature system.

\( \downarrow \downarrow \downarrow \downarrow \downarrow \), and \( B_x \) is ramped from \( 5J_{\text{max}} \) to its final value at a rate of \( 5J_{\text{max}}/3 \) ms. Fig. 3(c) shows that in a classical system without thermal or quantum fluctuations, the phase transitions remain undriven and the initial state \( \downarrow \downarrow \downarrow \downarrow \downarrow \) remains dominant for all values of \( B_x \). The ground state phases with magnetization 0 and \( -2 \) (blue and green in Fig. 3(c)) are separated from the initial state by several classical phase transitions and have essentially zero probability of being created.

The technique of introducing quantum fluctuations may be applied to larger chains of ions and is demonstrated in Fig. 1(a) with \( N = 10 \). As before, we can post-select the most prevalent of the \( 2^{10} = 1024 \) possible states and plot their magnetization, revealing \( N/2 + 1 = 6 \) different plateaus. However, the critical gap \( \Delta_c \) is much smaller for a 10-ion system and ramping \( B_y(t) \) induces many more excitations. Unlike the \( \sim 40 - 80\% \) ground state population for the 6-ion case, the 10-ion ground states are made with a probability of only \( \sim 5\% \), which approaches the level of statistical and experimental error in the simulation. Even so, we can still experimentally determine the classical phase transition locations and find good agreement with theory. Longer coherence times (which would enable slower transverse-field ramps) or optimized ramp profiles \( [35] \) would likely improve the ground state fraction in larger systems.

Fig. 4. (a) Magnetization of a chain of 10 ions for increasing axial field strength. The red, blue, and black curves correspond to the theoretical magnetization, average measured and simulated magnetization, and magnetization of the most probable state (respectively) for increasing \( B_x \). Gray bands show the measurement uncertainty of the phase transition locations. (b) Linearly interpolated camera images of the ground state spin configuration at each magnetization.
our zero temperature spin system. As the system size $N \to \infty$, the staircase structure in magnetization becomes a fractal that arises since every rational filling factor (of which there are infinitely many) is the ground state for some value of $B_x$.

In conclusion, we have demonstrated that when there are no thermal fluctuations to drive classical phase transitions, quantum fluctuations may be introduced to create otherwise inaccessible phases. This provides a tool for making ground states which solve energy optimization problems or studying phase transitions in classical systems at or near zero temperature. The technique should equally well apply to other classical systems whenever the absence of thermal fluctuations prevents the system from finding its ground state.
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