Identification of pests and diseases of Dalbergia hainanensis based on EVI time series and classification of decision tree
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Abstract. In the process of vegetation remote sensing information extraction, the problem of phenological features and low performance of remote sensing analysis algorithm is not considered. To solve this problem, the method of remote sensing vegetation information based on EVI time-series and the classification of decision-tree of multi-source branch similarity is promoted. Firstly, to improve the time-series stability of recognition accuracy, the seasonal feature of vegetation is extracted based on the fitting span range of time-series. Secondly, the decision-tree similarity is distinguished by adaptive selection path or probability parameter of component prediction. As an index, it is to evaluate the degree of task association, decide whether to perform migration of multi-source decision tree, and ensure the speed of migration. Finally, the accuracy of classification and recognition of pests and diseases can reach 87%--98% of commercial forest in Dalbergia hainanensis, which is significantly better than that of MODIS coverage accuracy of 80%--96% in this area. Therefore, the validity of the proposed method can be verified.

1 Introduction
Huanghuali wood, named Dalbergia odorifera, also known as Dalbergia hainanensis, is a kind of secondary national protected wild plants, on the brink of extinction. In the seeding and sapling stage, artificial cultivated Huanghuali wood is easily infected with anthracnose and tar spot disease, which result in a large number of leaves off, and seriously impact on the growth of young trees. Therefore, the rapid and timely grasp of the health status of Huanghuali wood is of great significance for carrying out precious tree cultivation. Traditional method of monitoring pests and diseases is mainly based on the visual investigation of artificial field, which requires a lot of manpower and material resources. So it cannot make a fast, objective and comprehensive dynamic assessment for the development of plant diseases and insect pest [1-5]. However, based on the remote sensing image analysis technology, the different remote sensing image of phase space can be used to extract and analyze the spectral signature of forests, and integrate the expert experience to realize the real-time monitoring and processing of pest information. Hence, compared with traditional monitoring methods of pest and disease, the new technology is provided with economical, macroscopical, and effective features [6-9].

At present, researchers at home and abroad have made many practical results in the research of monitoring pests and diseases, by using remote sensing satellite technology [10-15]. Royle, etc, for example, have used detective techniques of Landsat TM data and change for monitoring the health status of hemlock in New Jersey [16]. Based on the spectral signature index of TM remote sensing image, Chen has made an assessment and analysis of different levels of verticillium wilt in cotton [17].
Besides, based on the hyperspectral data of remote sensing, Jing has also obtained ideal effects in the construction of an evaluative model inversed by the severe level of verticillium wilt in cotton [18]. By studying the reflectance of stripe rust in the canopy of wheat, Guo, etc, have discovered that there is a directly proportional relation between the reflectance and disease level, which can be used as the characteristic basis of predicting stripe rust [19]. According to changes of needle spectrum in different course of nematodiasis, Xu has constructed an evaluative model for the disease of pine wood [20].

What’s more, a correlation between PRI index and the yellow rust disease of winter wheat has been found in Huang W. J.’s research, according to which he has built an evaluative and predictive model [21].

On the basis of previous researches, this paper is mainly studied for pests’ and diseases’ recognition of commercial forest in Dalbergia hainanensis. Then, considering phenological features, it has designed and realized recognition methods of pests and diseases for Dalbergia hainanensis based on EVI time-series and the classification of decision tree of multi-source branch similarity. As a result, the purpose of this paper is used to prevent and control the pest and disease of Dalbergia hainanensis, as well as forest cultivation.

2 Site description
Hainan Jian Fengling National Forest Park was founded in 1992. As the first National Forest Park built in Hainan, the park, an area of 447 km2, is located in southwest of Hainan Island and stretched across East and Le Dong two administrative regions. This area has the most complete and largest, as well as the highest biological diversity of pristine tropical rainforest, and its coverage rate of forest vegetation get up to 98%. Meanwhile, it is the main concentration of commercial forest in Dalbergia hainanensis. So how to monitor and prevent the commercial forest of Huanghuali wood quickly and effectively has very an important economic value, due to the complex terrain and vegetation.

In short, this paper is to conduct an accurate assessment of pests and diseases by anthracnose and tar spot disease as research objects. Then, h25v03 of 2013 strip number and a resolution of 500m of remote sensing data (MOD13QI) are to be selected in Huanghuali wood area of Jian Fengling National Park in Hainan Province.

3 Research ideas and methods
In this study, identification of pests and diseases of Dalbergia hainanensis based on EVI time-series and classification of decision tree mainly includes several steps, such as remote sensing data reading, data preprocessing, classification and gradation of pests and diseases, etc. Specific work process is shown in figure 1.
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Figure 1: Identification process of pests and diseases of Dalbergia hainanensis

3.1 Parameter extraction of phonological features

In this study, TIMESAT toolkit of MATLAB platform is used to process remote sensing image of commercial forest in Huanghuali wood area. Double logistic function is fitting constructed EVI time-series data. In order to obtain the growth law information of seasonal vegetation, TIMESAT toolkit, is developed both by Jonsson and Eklundh, as a software package for the reconstruction of time-series data set on vegetation index, and extraction of phenological information on vegetation growth [22].

The extraction of phonological parameters [23,24] of commercial forest in Huanghuali wood area mainly involves the start and end of season (SOS, EOS), length of season (LOS), max of EVI (MOE), as well as amplitude of EVI (AOE). In the start and end of season of Huanghuali wood, significant variation characteristics of EVI index can be organically combined with actual research needs. In the experiment, a midpoint is selected between the minimum and maximum of EVI, which is treated as the start and end of growth season of Huanghuali wood. Besides, based on the gained double Logistic function [25-27] fitting, difference between the maximum and corresponding function of Huanghuali wood EVI growing season is selected as its amplitude of EVI. The objective is to minimize the variance between the sample of each disease course and the acquired parameter of phonological features.

3.2. Similarity decision-tree of multi-source branch

3.2.1 Similarity measure of decision-tree. For remote sensing data set $D$, the attribute space of which is $R^n$, and $n$ is the number of spatial attribute. Decision tree $DT$ is able to divide the space $R^n$ into $Q$ different regions, where the class label for each region $r_m$ is $r_{m.cl}$. Therefore, decisiontree $DT$ acts similarly to the constant piecewisefunction $f_D(x) \rightarrow r_{m.d}$. The corresponding label value $r_{m.cl}$ is tobe outputted after the corresponding relation between the sample $x \in D$ and its corresponding region $r_m$.

Generally speaking, for the forecasting decision-making area $r$, there are two kinds of structural forms to express, the actual path and composition. And the path structurer. $p$ can be described by the following formula.

$$ r \cdot p = \{ \cap d(a_v), v = 1, 2, \cdots K_v \} \quad (1) $$

In the formula (1), $d(a_v)$ is the value range of the attribute $a_v$ in the corresponding region $r$. $K_v$ is the total number of nodes appearing in the path of root node of region $r$. Then, the symbol of “$\cap$” is the intersection between the existence of overlapping relation. “$r \cdot p$” is the path structure, whose value
reflects the association structure between the decision tree DT and the prediction region r. And the structure shows the attribute rule set of region r and its root node.

In order to describe the data set D contained in the region r, r component is assumed as the following form.

\[ r \cdot c = \{\text{num}(k_1), \text{num}(k_2), \ldots, \text{num}(k_j)\} \]  

(2)

In Formula (2), j represents the total number of categories. Entering parts of the area r, \(\text{num}(k_1), \text{num}(k_2), \ldots, \text{num}(k_j)\) belongs to the sample quantity of \(k_1, k_2, \ldots, k_j\) different categories. While, the component structure \(r \cdot c\) represents the relation component between the prediction region r and its corresponding data set D. Two decision trees \(DT_1\) and \(DT_2\), which are related but have different structures, can describe their similarities by the existing affinity coefficient based on the probabilistic prediction of the sample. Based on the accessibility of training data, probability prediction \(P(r)\) can be constructed into two index, the predictive component probability \(P(r \cdot c)\) and the predictive path probability \(P(r \cdot p)\). Its corresponding form of calculation is shown as formula (3) and (5) [28].

\[ P(r_m \cdot p) = \frac{V(r_m \cdot p)}{\sum_{r'} V(r' \cdot p)} \]  

(3)

\[ V(r_m \cdot p) = \prod_{v=1}^{K_m} \frac{|d(a_v)|}{|\text{dom}(a_v)|} \]  

(4)

\[ P(r_m \cdot c) = \frac{|r_m \cdot c|}{\sum_{r' \in r} |r'|} \]  

(5)

Formula (4) represents the area super-volume of \(r_m\) after normalization operation in the attribute space \(R^n\). \(|\text{dom}(a_v)| = \max(a_v) - \min(a_v)\), this formula is for the value of attribute \(a_v\) in the global scope. \(|d(a_v)| = \max_{r_m} (a_v) - \min_{r_m} (a_v)\), this formula indicates the range of \(a_v\)'s value within a given region \(r_m\). \(|r_m \cdot c| = \sum_{k=1}^{l} \text{num}(k)\), formula (5) shows the sum of different samples in the region \(r_m\).

It needs attention that the predicted path probability \(P(r \cdot p)\) must accord with the assumption of consistent distribution based on formula (3). If not satisfied, it will result in serious deviation. Therefore, generally speaking, formula (5) should be selected to obtain the prediction probability as much as possible except the original training set D is inaccessible. In addition, formula (3) and (5) only give component predition, and the complete prediction probability form is shown as follows: \(P(r) = \{P(r_m)\}_{m=1}^{M} = \{1, 2, \ldots, Q\} \).

After obtaining \(P(r)\), the similarity of the decision tree can be calculated based on the following equation [29]:

\[ S(DT_1, DT_2) = s(P_{DT_1}(r), P_{DT_2}(r)) = \sum_{m=1}^{Q} [P_{DT_1}(r_m) \cdot P_{DT_2}(r_m)] \]  

(6)

In formula (6), \(S(\cdot, \cdot)\) denotes the affinity coefficient between decision trees, and its expansion form is shown as the right side of this formula. This formula reflects the approximate degree of different distributive probability and meets the relationship \(0 < S(\cdot, \cdot) \leq 1\). Besides, if values of \(S(DT_1, DT_2)\) are in the range of \((0, 1]\) and \(DT_1\) and \(DT_2\) have similar values of the probabilistic prediction, values of \(S(DT_1, DT_2)\) are close to 1, or close to 0. When only the equation \(P_{DT_1}(r) = P_{DT_2}(r)\) is satisfied, there exists \(S(DT_1, DT_2) = 1\).
3.2.2 Decision tree migration of multi-source branch. For the multi-source learning transfer process, the formula $K T: S_1 \times S_2 \times \cdots \times S_N \rightarrow T$, $S_i (i = 1, 2, \cdots, N)$ indicates the source task, $T$ indicates task object. Then, different situations of $S_i$ correspond to the source decision tree $DT_i$, and its algorithm systemic structure is shown in figure 2. The algorithm is divided into three stages, namely, the decision tree training of source domain, similarity discrimination, and multi-source integration migration. According to the accessibility of the source domain data set, the mechanism of similarity discrimination can be divided into two constituent mechanisms: composition and path. As is shown in figure 2 phase 2, the structure of discriminate branches can be abbreviated in forms STDT-C and STDT-P respectively.

![Figure 2: Migration system structure of the multi-source branch decision tree](image)

Each source task $S_i$ by using the decision tree $DT$ has the following mathematical descriptive form [30]:

$$g(k|x) = P(k|x) + e_k(x)$$

(7)

$P(k|x)$inside is the sample $x$ belonging to the ideal experimental probability of $K$ class. Then, $e_k(x)$ is the estimated error of the source task $S_i$. And $g(k|x)$ indicates that $x$ belongs to the estimated probability of $k$ class.

In order to obtain the corresponding migration between the target task $T$ and the multi-source task $S_i$, $T$ is supported by aid decision making based on the linear combination. That is,

$$gT(k|x) = \sum_{i=1}^{N} w_i g_i(k|x) = P(k|x) + e^T_k(x)$$

(8)

Compared with formula (7), the result is $e^T_k(x) = \sum_{i=1}^{N} w_i e_k(x)$.

For how to determine the migration weight $w_i$, it can be measured by the similarity between the different source decision tree $DT_i$ and the target decision tree $DT_T$. Taking the equation $\sum_{i=1}^{N} w_i = 1$ into consideration, there is:

$$w_i = \left[\sum_{q=1}^{N} S(DT_q, DT_T)\right]^{-1} S(DT_i, DT_T)$$

(9)

3.2.3 Calculation process. Step1: (prior knowledge) from the source decision tree $DT_i$ by the training of various source data set $S_i$ in the source domain [31,32], training set of the target domain, as well as the target decision-making task $DT_T$.

Step 2: (determination in sequence) calculating the similarity $S(DT_i, DT_T)$ between $DT_T$ and each source target task $DT_i$. If the data set in the source domain can be accessed, the structural
component $r \cdot c$ of region $r$ is calculated based on formula (2). Then, the predictive component probability $P(r \cdot c)$ is obtained based on formula (5), or the path structure $r \cdot p$ is gained based on formula (1). The path prediction probability $P(r \cdot p)$ is calculated by formula (3).

Step 3: Determine whether the monophyletic migration condition is met. If meet, selecting the largest $DT_i$ in $S(DT_i, DT_T)$ is to perform the migration operation and execute the decision on the task target. Otherwise, proceed to step 4.

Step 4: Normalize the similarity of $S(DT_i, DT_T)$ and obtain the corresponding migration weight $w_i$, which is assigned to decision trees of the source domain in turn.

Step 5: Perform the integrated migration operation based on the linear combination [34,35], that is, to obtain the decision-tree of task target $DT_T = \sum_{i=1}^{N} w_i \cdot DT_i$, the algorithm terminates.

4 Experimental results and analysis

4.1 Grade classification of pests and diseases of Huanghuali wood

Based on the field investigation, samples of pests and diseases is obtained and used to generate the interest research area. At the resolution ratio of 250 m, there are a large number of mixed pixels. Though each pixel cannot guarantee the uniformity of the distribution of pests and disease of Huanghuali wood, it is accurate to the grade distribution of pests and diseases by the way of decision tree. Meanwhile, the concentration of information is increased by using phonological feature information based on the grade distribution. According to four grades of pests and diseases of Huanghuali wood, 100 remote sensing pixel and 5 phenological feature parameters are selected in radon to execute the analysis of phonological feature on pests and diseases.

For all selected phonological feature parameters, 100 group of pixel sample points as samples from 4 kinds of pests and diseases are to perform a scatter graph. Based on the fitting analysis of phonological parameters, SOS characteristic values of Huanghuali wood are differed in different grades of pests and diseases. However, AOE values of diseased and non-diseased plants are significantly different at 0.4. For example, the index range for the severe pests and diseases of Huanghuali wood is $EOS > 275 && MOE > 0.4$, for moderate is $SOS > 155 && MOE > 0.4 && AOE > 0.4$, and for the mild is $SOS > 140 && AOE > 0.4$. Therefore, according to the above selected threshold to achieve the effect of differentiation, feature 3 is the criteria of classification on pests and diseases of Huanghuali wood, based on the extraction of the start time and EVI amplitude in its growth season.

![Figure 3: Grade classification of pests and diseases of Huanghuali wood](image-url)
4.2 Diseases fitting of EVI time-series

Based on the most approaching algorithm, the remote sensing data of 500m resolution is interpolated into 250m remote sensing data, which is achieved one-to-one pixel correspondence to the result of this study on the grade recognition of pests and diseases. The fitting result of phonological features is shown in figure 4.

![Diseases fitting of EVI time-series](image)

Figure 4: Disease types and fitting results

In this paper, a double logistic function is adopted. This fitting way can effectively reflect phonological features of vegetation difficult to directly extract, which is equivalent to performing a filtering operation for EVI time-series data. Therefore, the noise can be shielded and phonological features of pests and diseases of Huanghuali wood are to be prominent. Figure 4 shows comparison results of EVI time-series curve data, which four types of grades of pests and diseases are implemented before and after the filtering operation. Comparing curves gained before and after the filtering operation can be seen that the double Logistic function fitting is effectively in shielding the original EVI time-series curve [36]. Moreover, it can be effectively approaching, make smoother curve, and highlight phonological features of Huanghuali wood reflected by EVI time-series curve. From the EVI time-series curve on diseases of 4 types of this wood in figure 4, it can be seen that different plants have evident differences on indexes of length, the beginning and ending time, as well as the EVI time-series amplitude in the growing season, etc.

4.3 Identification results of pests and diseases of Dalbergia hainanensis

Figure 5 shows the remote sensing image and identification results of similarity decision trees of the multi-source branch on pests and diseases of Huanghuali wood area in Jian Fengling National Forest Park. Both mild and severe two label forms are given in this picture. Besides, it also shows in figure 5 that the identification of this kind of decision tees can identify the extent of disease accurately and has high accuracy in the mild and severe identification of pests and diseases.
Figure 5: Degree of pests and diseases markers (the mild and severe)

For each of 4 types of pests and diseases, 300 sample points are randomly sampled to verify the result of grade identification of pests and diseases, the classification accuracy evaluation, the confusion matrix, the grade accuracy evaluation, and the experimental data of confusion matrix respectively, as shown in table 1 and figure 6.

Table 1 shows results of accuracy comparison of MODIS and MBDT algorithm in the classified identification of disease degree. Then, it can be seen that differences between the identification accuracy of these two algorithms are relatively small in severe and normal two levels, while, identification accuracy of MODIS algorithm is low in mild and severe identifications. As a result, MBDT algorithm has higher identification in this paper.

| Degree of pests and diseases | MBDT | MODIS |
|-----------------------------|------|-------|
| Severe                      | 93.6 | 90.6  |
| Moderate                    | 87.4 | 80.1  |
| Mild                        | 91.8 | 82.7  |
| Normal                      | 97.6 | 95.4  |

Figure 6: Confusion matrix comparison

From the confusion matrix in figure 6, MBDT algorithm in this paper has a big confusion in moderate and severe degrees. Though there is some confusion in mild and normal degree, the overall
confusion rate is low. Compared with the confusion matrix of MODIS algorithm, there is a certain degree of confusion between different levels, and recognition of the algorithm is relatively worse than MBDT algorithm.

5. Conclusion
Based on EVI time-series data indicators of similarity decision trees of multi-source branch, and combined with the fitting filtering method of Logistic function, this paper is to achieve an accurate prediction for pest and disease levels of 4 kinds of Huanghuali wood, which can be used to guide the preventive treatment of pests and diseases in forest. Meanwhile, there is of more ideal classified effect on the basis of grade identification for decision trees of phenological features. Based on EVI time-series index data, information extraction and analysis of phenological features are provided with high reliability for predicting pest and disease grades of Huanghuali wood.

However, phenological features obtained by the simple EVI index are not able to fully reflect the grade characteristics of pests and diseases of Huanghuali wood. And phenological features of this similar vegetation are also different in time and space. Phenological features of this wood are combined with non-remote sensing measured data, and with full consideration of environmental factors, such as precipitation and temperature on the phenological change, etc. Consequently, it is conducive to further improving the identification accuracy of pests and diseases of Huanghuali wood, which will be the focus in our future work.
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