Topological Phase Transitions of Superconducting Vortex Bound States Driven by Impurities
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We show that standard impurities, magnetic or nonmagnetic, weak or strong, can cause topological phase transitions inside the vortex cores of a conventional s-wave superconductor. Because of the nonzero angular momentum of Cooper pairs in the vortex cores, the vortex bound states in a two dimensional superconductor are sensitive to impurities in a way similar to the Yu-Shiba-Rusinov bound states induced by magnetic impurities. In three dimensional cases, the vortex bound states can be driven into topologically nontrivial phases by an impurity chain inside the vortex core. The system can host Majorana modes including the Majorana zero modes localized at the end of the vortex line and the propagating Majorana modes along the vortex line. These results suggest that the superconducting vortex can be the simplest platform to realize Majorana modes.

PACS numbers: 74.70.-b, 74.25.Ha, 74.20.Pq

In superconductors, vortex and impurity can induce bound states which provide the essential information of the superconductivity1–18. In recent years, many studies have revealed that they may play much more fascinating roles in topological physics19–25. In certain conditions, they can result in the long-pursuit Majorana modes. For example, magnetic impurity chains deposited on conventional superconductors26–30 (SCs) or electrostatic impurities deposited on chiral p-wave SCs31,32 can generate Majorana zero modes (MZMs), vortices can bound MZMs in chiral p-wave SCs or doped superconducting topological insulators33–39, and a vortex line in superconducting Dirac semimetals can host propagating Majorana modes40,41. While the evidence of Majorana modes has been observed experimentally for some of these cases42–51, it is still challenging to find the systems satisfying some of the above conditions.

In all the above proposals, the vortex and impurity are treated independently. In SCs, vortices usually are pinned by impurities and can be easily manipulated by artificially designed defects52–56. Thus, an interesting problem is the electronic physics in vortices encoded with impurities.

Here, we present a systematic study of the impurity effects on the vortex bound states (VBSs) in s-wave SCs. We find that a vortex bound to a defect can be a simplest natural system to realize topological physics. Specifically, in the diluted limit, a single vortex in a two dimensional (2D) SC exhibits: (i) the VBSs are prominently affected by the impurities located near the vortex core and almost immune to the impurities located out of the vortex. This phenomenon is closely related to the space localization of the VBSs; (ii) both magnetic or nonmagnetic impurities can cause topological phase transitions of the VBSs by varying their strength, similar to the Yu-Shiba-Rusinov bound states induced by magnetic impurities in conventional SCs. This phenomena is caused by the fact that the Cooper pairs inside a vortex carry a nonzero angular momentum. Moreover, since the VBSs possess a minimal gap about $\Delta_0^2/2E_F$11 (where $\Delta_0$ is the amplitude of the superconducting order and $E_F$ the Fermi energy), the phase transitions occur at a rather weak impurity strength. Generalizing the analysis to three dimensional(3D) SCs, we find that (iii) an impurity chain in the vortex line can drive the VBSs into topologically nontrivial phases. Correspondingly, Majorana modes including the Majorana zero modes localized at the end of the vortex line and the propagating Majorana modes along the vortex line, can emerge.

Model Hamiltonian. – We begin with the 2D SCs illustrated in Fig.1. We consider a general model with the following Hamiltonian

$$\mathcal{H} = \mathcal{H}_n + \mathcal{H}_{sc} + \mathcal{H}_{im},$$

(1)

where $\mathcal{H}_n$, $\mathcal{H}_{sc}$ and $\mathcal{H}_{im}$ correspond to the normal state, superconducting pairing and impurity parts of the system respectively. For a homogeneous SC, in the basis $\psi(r) = (c_{r1},c_{r2},c_{r3}, -c_{r1})^T, $ the first two parts of the Hamiltonian can be specified as

$$\mathcal{H}_n + \mathcal{H}_{sc} = \left(\frac{\hbar^2}{2m} - \mu\right) \tau_z + \Delta(r) \tau_x,$$

(2)

where $\tau_i$ ($i = x,y,z$) are the Pauli matrices on behalf of the Nambu space. The presence of a vortex breaks the translational symmetries, and transforms the superconducting order to $\Delta(r) = \Delta_0 \tanh(r/\xi_0)e^{i\theta},$ with $\xi_0$ the size of the vortex

![FIG. 1. (color online) In type-II SCs, impurities can be classified into two categories according to their locations: the impurity inside the vortex affects the system like the impurity in a chiral SC, while the impurity located out of the vortex affects the system in the same way with the impurity in a conventional SC. In the figure, the vortex is labeled by the blue region and the impurity is represented by the red ball.](image-url)
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and $\theta$ the polar angle. The impurity part takes the form
\begin{equation}
\mathcal{H}_{\text{im}} = S_0(r)\tau_z + \mathbf{S}(r) \cdot \sigma + \mathcal{H}_{\text{soc}}^{\text{im}},
\end{equation}
where $\mathbf{S}$ and $\sigma$ are the spins of the impurity and the itinerant electron respectively. The first two terms in Eq.(3) are the scattering potentials of the impurities. Specifically, $S_0(r)$ corresponds to nonmagnetic impurity and $S_i$ the magnetic impurity. We take the impurity to be the $\delta$-function type, namely $S_0(r) = S_0\delta(r - \mathbf{R})$ ($\nu = 0, x, y, z$) with $\mathbf{R}$ the location of the impurity because the size of an impurity is usually much smaller than a vortex. Additional to the scattering potentials, a local spin-orbit coupling (SOC) term can also be induced near the impurity site since the impurity inevitably breaks the inversion symmetry locally, and it has the form
\begin{equation}
\mathcal{H}_{\text{soc}}^{\text{im}} = \alpha(r')(\mathbf{i} \times \mathbf{k}) \cdot \sigma \tau_z,
\end{equation}
where $r' = r - \mathbf{R}$, and $\mathbf{i}$ is the unit vector along $r'$. We assume $\alpha(r') = \alpha_0 e^{-r'/r_0}$ with $r_0 = \xi_0/2$ being the decay length of the impurity strength.

We first discuss a general physical picture on the impurity effects in the type-II SC in an intuitive way. As described in Eq.(2), the vortex breaks the homogeneity of the SC and induces a nonzero winding phase to the superconducting order around the vortex core. We consider a single impurity. Around the vortex core, the impurity experiences the phase of the superconducting order around it as
\begin{equation}
\gamma = \frac{1}{2\pi} \oint \! d\Delta^{-1}(r - \mathbf{R}) \partial_\mathbf{r} \Delta(r - \mathbf{R}),
\end{equation}
where the integral path $I$ is the circle $|r - \mathbf{R}| = \xi_0$. As indicated in Fig.1, it is obvious that if the impurity is located inside the vortex, $\gamma = 1$; if the impurity is located out of the vortex, $\gamma = 0$. Therefore, the impurities have completely different effects according to their locations: the impurity in the latter case affects the system in the same way as the impurity in a chiral SC, while the impurity in the latter affects the system in the same way with the impurities in a conventional SC. Specifically, in a conventional SC the magnetic impurity induces Yu-Shiba-Rusinov bound states with energy $E = \frac{1 - (J \nu N)^2}{1 + (J \nu N)^2} \Delta_0$ ($J$ is the impurity strength and $N$ the density of states near the Fermi energy), and the nonmagnetic impurity only induces bound states near the edge of the superconducting gap\cite{11}. This is consistent with the instinct that the impurity can not feel the existence of the vortex if it is located far away from the vortex.

**Topological VBSs in 2D SCs.** To show the impurity effects on the VBSs when the impurity is located in the vortex, we carry out numerical simulations. For simplicity, we assume a single impurity located at the vortex core, namely $\mathbf{R} = (0, 0)$. Both the magnetic and nonmagnetic impurities are taken into consideration. We also assume $\mathbf{S}(r) = 2zS_z, \delta(r)$ in the magnetic impurity case. In this condition, the rotational symmetry is preserved and the whole system can be decoupled according to the angular momentum $L_z$
\begin{equation}
\mathcal{H} = \oplus \mathcal{H}_{L_z}.
\end{equation}
Correspondingly, the eigenstates of the system take the form $|\varphi_{L_z}(r)\rangle = e^{i\nu(L_z - \frac{1}{2} \sigma_z + \frac{1}{2} \tau_z) \theta} |\chi(r)\rangle$, with $|\chi(r)\rangle$ a four-component vector. We solve the system in different angular momentum subspaces and summarize the results in Fig.2.

Regardless of magnetic or nonmagnetic impurities, it results in gap closures of the VBSs as the impurity strength varies, similar to the Yu-Shiba-Rusinov bound states in conventional SCs\cite{11}. In the limit of vanishing SOC, the magnetic impurity induces two gap closures with one at $J_{c,0} = -1.08$ in the $L_z = 0$ channel and one at $J_{c,\pm 1} = 1.08$ in the $L_z = \pm 1$ channel, shown in Fig.2(a); with the nonmagnetic impurity, there are also two gap closures in the $L_z = 0$ subspace and the $L_z = \pm 1$ subspace, which both occur at $V_{c,0} = V_{c,\pm 1} = -1.08$, as presented in Fig.2(b). When a finite SOC is turned on, the results remain qualitatively the same except for the gap closures occurring at modified impurity strengths. As shown in Fig.2(c)(d), with a finite SOC $\alpha = 4.0$ turned on, the gap closures in the magnetic impurity case are $J_{c,0} = -0.71$ and $J_{c,\pm 1} = 1.47$, while in the nonmagnetic impurity condition $V_{c,0} = -0.71$ and $V_{c,\pm 1} = -1.47$.

Fig.2 shows that the magnetic impurity and nonmagnetic impurity influence the VBSs in a similar way. This feature can be understood analytically. It is qualitatively similar to impurity bound states in a chiral superconductor\cite{9,32}. We can decouple the $\delta$-function type impurity into different angular momentum channels: in the $L_z = 0$ channel a magnetic impurity is equivalent to a nonmagnetic impurity with the same scattering strength, while in the $L_z = \pm 1$ subspace a magnetic impurity is equivalent to a nonmagnetic impurity with opposite scattering strength\cite{9}.

Another important feature in Fig.2 is that the gap closures of the VBSs occur at weak impurity strengths. This stems from the fact that, the VBSs have a minimal gap about $\Delta_0^2/2|\nu|\theta$ which is usually a small value compared to the
bulk superconducting order $\Delta_0$. Actually, the gap closures in Fig.2 mark topological phase transitions of the VBSs. In the presence of the vortex and the impurity, the translational symmetries and the time reversal symmetry of the SC are broken while the particle-hole symmetry is preserved. Therefore, the whole SC can be viewed as a quasi-0D system belonging to class-$D$ according to the Altland-Zirnbauer classification$^{37,38}$. The topological property of such a system is the $\mathbb{Z}_2$ index, which is the Pfaffian of the system and characterizes the fermion parity. In the presence of rotational symmetry, the topological property can be further considered in each of the rotational invariant subspaces$^{39-63}$. Since the particle-hole symmetry is antiunitary, it transforms the angular momentum $L_z$ to $-L_z$. Apparently, the particle-hole symmetry is preserved in the $L_z = 0$ subspace and broken in other subspaces. As a result, the $L_z = 0$ subsystem belongs to class-$D$ while the other subsystems belong to class-$A$ according to the Altland-Zirnbauer classification. For a 0D system belonging to class-$A$, its topological property is characterized by a $\mathbb{Z}$ index, which corresponds to the number of the states with negative energy$^{40}$. However, if we consider the subsystem $\mathcal{H}_{L_z} \oplus \mathcal{H}_{-L_z}$, it regains the particle-hole symmetry. The system $\mathcal{H}_{L_z} \oplus \mathcal{H}_{-L_z}$ can be characterized by the above two different kinds of topological invariants, which are not independent and have the following relationship

$$\nu = e^{i \pi (N_{L_z} - N_{-L_z}) / 2},$$

where $N_{L_z}$ is the $\mathbb{Z}$ topological index for $\mathcal{H}_{L_z}$ and $\nu$ is the $\mathbb{Z}_2$ topological index for $\mathcal{H}_{L_z} \oplus \mathcal{H}_{-L_z}$.

In Fig.2, the gap closure of the VBSs in the $L_z = 0$ channel corresponds to a change of the $\mathbb{Z}_2$ topological invariant in the $\mathcal{H}_{0}$, and the gap closure of the VBSs in the $L_z = \pm 1$ channel changes the $\mathbb{Z}_2 (\mathbb{Z})$ topological invariant in the $\mathcal{H}_1 \oplus \mathcal{H}_{-1}$ ($\mathcal{H}_1$ and $\mathcal{H}_{-1}$). However, though the topological property of the VBSs is well-defined, it can be hardly detected since the 0D systems have no edges. This contradiction can be solved if we consider the VBSs in 3D SCs.

Topological VBSs in 3D SCs. In the 3D SC, we assume a single vortex line along the $z$-direction. Obviously, the vortex line breaks the translational symmetries within the $xy$-plane and preserves the translational symmetry along the $z$-direction. Correspondingly, the whole SC can be viewed as a quasi-1D system. As pointed out in the previous study$^{40}$, in the presence of the rotational symmetry the VBSs in such a system generally have four different topological states: a gapped topologically trivial state, a gapped topologically nontrivial state with MZMs at the ends of the vortex line, a nodal state having propagating Majorana modes along the vortex line, and a state where the above MZMs and propagating Majorana modes coexist in the vortex. Moreover, the above four different phases can be thoroughly characterized by the $\mathbb{Z}_2$ and $\mathbb{Z}$ topological invariants of the two 0D subsystems at the time reversal invariant momenta$^{40}$ (at $k_z = 0$ and $k_z = \pi$ it can viewed as two 0D subsystems of the whole quasi-1D system).

In a conventional SC, the VBSs are always in the gapped topologically trivial state. However, if there are impurities which form chain-like structure in the vortex line, no matter the impurities being magnetic or nonmagnetic, the VBSs can be driven into the topologically nontrivial phases. Correspondingly, both the MZMs and the propagating Majorana modes can appear in such vortices in a conventional SC. To show this, we carry out numerical calculations in a 3D SC which can also be described by the Hamiltonian in Eq.(1). We take the nonmagnetic impurity case for instance (The analysis for the magnetic impurity case is presented in the supplementary materials). We start with an ideal condition, where an impurity chain is located at the core of the vortex line and preserves the translational symmetry along the $z$-direction (the vortex line is along the $z$-direction). We take periodic boundary condition for simplicity in the calculations by transforming $k_z \rightarrow \sin k_z$ and $k_z^2 \rightarrow 2(1 - \cos k_z)$. We take the same parameters with that in the 2D SC in Fig.2. In this condition, the SC has a single Fermi pocket surrounding the $\Gamma$ point in the normal state leading to no low-energy VBSs at $k_z = \pi$. Thus, the topological property of the quasi-1D system is completely determined by the low-energy VBSs at $k_z = 0$. Moreover, with the above parameters the system at $k_z = 0$ is just the same as the 2D SC studied above. Straightforwardly, we come to the conclusion that the gap of the VBSs in the vortex line closes at the critical impurity strengths $V_{c,0}$ and $V_{c,\pm 1}$ in Fig.2(c)(d), implying the occurrence of the topological phase transitions of the quasi-1D system. Specifically, we present the dispersion of the VBSs along $k_z$ in Fig.3 in which the gap closure of the VBSs at $V_{c,0} = -0.71$ and $k_z = 0$ means a topological phase transition of the VBSs in the $\mathcal{H}_0$ subspace. In this case, a single MZM at each end of the vortex line appears for $V < V_{c,0}$. Using perturbation theory as shown in supplementary, we can derive an effective Kitaev
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chain modes for the impurity-modified low-energy VBSs,
\[ h_{\text{eff}}^0 = E_0(k_z)s_z + \sin k_z(s_x \text{Re} \lambda_0 - s_y \text{Im} \lambda_0) , \]
where \( s_i \) are the Pauli matrices representing the space spanned by the two VBSs which contribute to the topological phase transition. Similarly, the gap closure at \( V_{c,\pm 1} = -1.47 \) at \( k_z = 0 \) indicates a topological phase transition of the VBSs in the \( \mathcal{H}_{L_z} \oplus \mathcal{H}_{-L_z} \) subspace. Because the gap closure occurs between VBSs with different angular momentums, it results in the propagating Majorana modes along the vortex line for \( V < V_{c,\pm 1} \), as shown in Fig. 3(d). The above two kinds of Majorana modes can coexist for \( V < V_{c,\pm 1} \) as long as the rotational symmetry is not broken.

It is necessary to consider the robustness of the above results against symmetry breaking. There are two major cases. First, in above analysis, if the translational symmetry along the vortex line is broken by impurities, we can consider a superlattice structure along the vortex line which enlarges the lattice constant along the \( z \)-direction. The most important effect of the symmetry breaking is the folding of the Brillouin zone along \( k_z \). In this case, the topological properties are robust as long as the Fermi surface topologies at \( k_z = 0 \) and \( k_z = \pi \) stay unchanged in the Brillouin zone folding. Second, we discuss the effect of the rotational symmetry breaking on the topological property of the VBSs. As a result of this symmetry breaking, the VBSs in different angular momentum channels hybridize. Therefore, the propagating Majorana modes are no longer stable, and the MZMs at the ends of the vortex line are stable in the range of \( V_{c,\pm 1} < V < V_{c,0} \) (\( J > J_{c,\pm 1} \) and \( J < J_{c,0} \)). Notice that if the rotational symmetry is absent, in the nonmagnetic impurity case the range of the topological nontrivial phase is proportional to the strength of the SOC (though the SOC considered in the paper is induced by the impurity the SOC of the bulk SC plays a similar role); while for the magnetic impurities, the VBSs are topologically nontrivial as long as the impurity strength is beyond a threshold value.

**Experimental detection.** The topologically nontrivial VBSs can be recognized by high-resolution scanning tunneling microscope measurements. For a free vortex line in a conventional SC, its VBSs are always full-gap and topologically trivial, resulting in vanishing density of states near the zero bias in the measurements. For a vortex line with impurities if the VBSs are in topological nontrivial states, both the MZMs at the ends of the vortex line and the propagating Majorana modes along the vortex line can emerge. In the microscope scanning tunneling measurements, the former contributes to a sharp zero-bias peak near the core of the vortex, while the latter leads to nearly constant density of states around the zero bias stemming from the low-energy linear dispersion of these modes. Besides, the propagating Majorana modes can also be distinguished in the low-temperature specific heat measurements. Different from the full-gap state, these gapless modes make the specific heat scale linearly with the temperature.

**Discussion and conclusion.** In summary, we study the influences of impurities, including both the magnetic and nonmagnetic impurities, on the VBSs in the dilute limit of type-II SCs. We find that in 2D SCs, the VBSs are sensitive to the impurities located in the vortex and impervious to the impurities out of the vortex because of their localized nature. If the impurity is in the vortex, no matter it being magnetic or nonmagnetic, it can induce topological phase transitions of the VBSs. The nonzero angular momentum of the superconducting order contributed by the vortex plays an essential role in the topological phase transitions. Moreover, because of the small gap of the VBSs the phase transitions occur in the weak impurity region. The conclusions can be generalized to 3D SCs. It is found that if the impurities form chain-like structures in the vortex line in a 3D SC, the VBSs can be driven into the topologically nontrivial states. As a result, the MZMs localized at the ends of the vortex line and the propagating Majorana modes along the vortex line, can arise in this kind of vortices.

Our study demonstrates that the Majorana modes can appear in the vortices of a SC with disorder. For instance in SCs with dopants, the dopants inevitably introduce weak disorders which can drive the VBSs into topologically nontrivial states. Our study helps to understand the recent experimental results in the iron-based SCs. In LiFeAs, it has been found that no zero energy model is in the free vortices, while it is robustly observed in the impurity-pinned vortices. This result can be explained by our theory if the impurities have long-range effects or the impurities form chain-like structure in the vortex line in LiFeAs. A reversed situation occurs in \((\text{Li}_{0.84}\text{Fe}_{0.16})\text{OHFeSe}\) in which zero modes have been only observed in the free vortices and are absent in the vortices pinned by the dimmer defects. The observation is believed to be a signature of the MZMs originating from the Dirac surface states. Our theory can also help to explain it. In this condition, the MZMs originating from the surface Dirac cone hybridize with that induced by the disorders in \((\text{Li}_{0.84}\text{Fe}_{0.16})\text{OHFeSe}\) so that zero energy modes are destroyed in the defect-pinned vortices.
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Appendix A: Local SOC induced by impurity

We take the 2D SC for instance to illustrate the effective SOC induced by the impurity. If a impurity is introduced in a homogeneous SC, additional to the on-site scattering potential it will break the inversion symmetry of the system locally. In the presence of rotational symmetry, such symmetry-breaking effect can induce an effective electric field in the radial direction, as sketched in Fig.4. This leads to a Rashba SOC with the following form

\[ H_{\text{soc}}^{\text{im}} = \alpha(r)(\hat{r} \times \mathbf{k}) \cdot \sigma. \]  

where \( \hat{r} = (\cos \theta, \sin \theta) \) is the direction of the effective electric field. Since it arises from the local symmetry-breaking effect, the strength of the SOC \( \alpha(r) \) decays as it goes away from the impurity.

The impurity induced Rashba SOC depicted above can be generalized to the 3D SC text by replacing \( \hat{r} \) with \( \hat{r}_\perp = (\cos \theta_\perp, \sin \theta_\perp, 0) \). After some algebra, we can get the specific form of the SOC in the main text

\[ H_{\text{soc}}^{\text{im}} = \alpha(r)[k_z(\sin \theta_\perp \sigma_x - \cos \theta_\perp \sigma_y) + (k_x \cos \theta_\perp - k_y \sin \theta_\perp) \sigma_z] \]

\[ = \alpha(r)[k_z(e^{-i\theta_\perp} \sigma_+ - e^{i\theta_\perp} \sigma_-) - \frac{\alpha(r)}{r} \hat{l}_z \sigma_z], \]  

where \( \sigma_\pm = (\sigma_x \pm i\sigma_y)/2 \) and \( \hat{l}_z = -i\partial_{\theta_\perp} \).

Appendix B: Calculating VBSs based the Bessel functions

To solve systems with continuum rotational symmetry, it is convenient to take advantage of the Bessel functions in the disc or cylinder geometry. The Hamiltonian in the main text without impurity reads as

\[ \mathcal{H} = \int d\mathbf{r} \psi^\dagger(\mathbf{r}) h(\mathbf{r}) \psi(\mathbf{r}), \]  

\[ h(\mathbf{r}) = \begin{pmatrix} \frac{k^2}{2m} - \mu & 0 & \Delta(r) e^{i\theta} & 0 \\ 0 & \frac{k^2}{2m} - \mu & 0 & \Delta(r) e^{i\theta} \\ \Delta(r) e^{-i\theta} & 0 & -\frac{k^2}{2m} + \mu & 0 \\ 0 & \Delta(r) e^{-i\theta} & 0 & -\frac{k^2}{2m} + \mu \end{pmatrix}. \]
where we have used the same basis as that in the main text. As mentioned in the main text, the vortex line preserves the translational symmetry along the $z$-direction. Thus $k_z$ appears as a good quantum number, and we take periodic boundary condition in the $z$-direction by transforming $k_z \rightarrow \sin k_z$ and $k_z^2 \rightarrow \frac{2}{1 - \cos k_z}$. Within the $xy$-plane, we can expand the system in the following form

$$\psi(r) = \sum_{n,j} c_{n,j} \frac{1}{\sqrt{2\pi}} e^{in\theta} \tilde{J}_n(\beta^*_n r/R),$$  \hspace{1cm} (B2)

where $c_{n,j}$ annihilates an electron (creates a hole) with quantum number $\{n, j\}$, $R$ is the radius of the cylinder and $\tilde{J}_n(\beta^*_n r/R)$ is the $n$-th order normalized Bessel function of the first kind with $\beta^*_n$ its $j$-th zero. Notice that we have omitted $k_z$ in the notation for simplicity here. In Eq.(B2) we can do the expansion, because the eigenfunctions of the rotation operator and the Bessel functions constitute an orthogonal complete basis in the 2D space

$$\frac{1}{2\pi} \int_0^{2\pi} d\theta e^{-im\theta} e^{in\theta} = \delta_{mn},$$

$$\int_0^R dr \tilde{J}_n(\beta^*_n r/R) \tilde{J}_n(\beta^*_n r/R) = \delta_{jj}.$$  \hspace{1cm} (B3)

The most important advantage of this choice is that, if we solve the system in a finite-size cylinder geometry the boundary condition at $r = R$, i.e. the wave function vanishes at $r = R$, can be fulfilled automatically. In the numerical calculations, we also need to do a cut-off on the zeros of the Bessel functions $\beta^*_n$, which is reasonable because large $\beta^*_n$ corresponds to the fast-oscillating high-energy modes.

With the expansion in Eq.(B2), the whole system is decoupled into different rotational invariant channels

$$\mathcal{H} = \oplus \mathcal{H}_n,$$  \hspace{1cm} (B4)

where $n$ represents the angular momentum of each channel. For each $\mathcal{H}_n$, its basis is $\psi_n = (c_{n,j,\uparrow}, c_{n+1,j,\downarrow}, c_{n-1,j,\uparrow}, -c_{n,j,\downarrow})^T$, with no constraint on $j$. In fact, the system in Eq.(B1) can be further decoupled according to spin. However, if the SOC term in Eq.(A2) is taken into consideration, the two spin subspaces will hybridize and the whole system can only be decoupled according to the angular momentum. If we cut off the zeros of the Bessel functions at $\beta^*_N$, each $\mathcal{H}_n$ is a $4N \times 4N$ matrix and the matrix elements are

$$\mathcal{H}^{11}_{n,j,l} = \frac{1}{2m} \left( \frac{\beta^*_n}{R} \right)^2 - \mu \delta_{jl} + n \int_0^R dp \alpha(r) J_n(\beta^*_n \rho/R) J_n(\beta^*_n \rho/R) \frac{\sqrt{2}}{R J_{n+1}(\beta^*_n)} \frac{\sqrt{2}}{R J_{n+1}(\beta^*_n)}$$

$$\mathcal{H}^{12}_{n,j,l} = ik_z \int_0^R dp \alpha(r) J_n(\beta^*_n \rho/R) J_{n+1}(\beta^*_n \rho/R) \frac{\sqrt{2}}{R J_{n+1}(\beta^*_n)} \frac{\sqrt{2}}{R J_{n+2}(\beta^*_n)}$$

$$\mathcal{H}^{13}_{n,j,l} = \int_0^R dp \rho \Delta(r) J_n(\beta^*_n \rho) J_{n-1}(\beta^*_n \rho) \frac{\sqrt{2}}{R J_{n+1}(\beta^*_n)} \frac{\sqrt{2}}{R J_{n}(\beta^*_n)}$$  \hspace{1cm} (B5)

where we have listed several typical terms and other terms can be calculated similarly. In the numerical calculations, we set $R = 150$ and cut off the Bessel functions at their 120-th zeros.

**Appendix C: Scattering potential of magnetic and nonmagnetic impurities in vortices**

In this part, we decouple the scattering potentials of different kinds of impurities into different rotational invariant channels based on the expansion in Eq.(B2). We start with a review of the polynomial form of the Bessel functions of the first kind, which turns out to be

$$J_n(x) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!(n+k)!} \left( \frac{x}{2} \right)^{2k+n}.$$  \hspace{1cm} (C1)

From Eq.(C1), it is obvious that $J_0(0) = 1$ while $J_n(x) = 0$ for any $n \neq 0$. Since the impurity we consider is the $\delta$-function type, it can only affect $\mathcal{H}_n$ related to $\tilde{J}_0(\beta^*_n r/R)$, namely the $n = 0$ and $n = \pm 1$ channels.

The scattering potentials of the magnetic and nonmagnetic impurities can be described by

$$\mathcal{H}_{\text{mag}} = S(r) \cdot \sigma_z \tau_0,$$

$$\mathcal{H}_{\text{nonmag}} = S(r) \cdot \sigma_0 \tau_z.$$  \hspace{1cm} (C2)
The effects of the impurities can be decoupled into two subspaces, $\psi^\dagger = (c_{\tau\uparrow}, c_{\tau\downarrow}^\dagger)^T$ and $\psi^\dagger = (c_{\tau\downarrow}, c_{\tau\uparrow}^\dagger)^T$. In general, $\psi^\dagger$ and $\psi^\dagger$ are related by the particle-hole symmetry. In the two subspaces, the contribution of the impurities are

$$
H_{\text{mag}}^\dagger = S(r) \cdot \tau_0, \quad H_{\text{mag}}^\dagger = -S(r) \cdot \tau_0,
$$

$$
H_{\text{nonmag}}^\dagger = S(r) \cdot \tau_z, \quad H_{\text{nonmag}}^\dagger = S(r) \cdot \tau_z.
$$

(C3)

For the spin-up subspace, the $\delta$-function type impurity can only affect the following two channels, $\psi^\dagger_1 = (c_{1,\downarrow}, c_{0,\downarrow}^\dagger)^T$ and $\psi^\dagger_0 = (c_{0,\downarrow}, c_{1,\downarrow}^\dagger)^T$. In the above two subspaces, the matrix form of the Hamiltonian in Eq.(C3) can be expressed as

$$
\begin{align*}
H_{\text{mag},1}^\dagger &= J \begin{pmatrix}
0 & 0 \\
0 & h
\end{pmatrix}, & H_{\text{mag},0}^\dagger &= J \begin{pmatrix}
h & 0 \\
0 & 0
\end{pmatrix}, \\
H_{\text{nonmag},1}^\dagger &= V \begin{pmatrix}
0 & 0 \\
0 & -h
\end{pmatrix}, & H_{\text{nonmag},0}^\dagger &= V \begin{pmatrix}
h & 0 \\
0 & 0
\end{pmatrix},
\end{align*}
$$

(C4)

where $J$ and $V$ are the strength of the scattering potential for the magnetic and nonmagnetic impurities respectively. In Eq.(C4), $h$ is a $N \times N$ matrix where $N$ characterize the cut-off of the zeros of the Bessel functions and

$$
h_{ij} = \int_0^R d\rho \delta(\rho) \hat{J}_0(\beta_j^0 \rho / R) \hat{J}_0(\beta_i^0 \rho / R) = \hat{J}_0(0) \hat{J}_0(0). \tag{C5}
$$

Similarly, in the spin-down subspace we consider two the channels $\psi^\dagger_{-1} = (c_{0,\downarrow}, -c_{1,\downarrow}^\dagger)^T$ and $\psi^\dagger_0 = (c_{1,\downarrow}, -c_{0,\downarrow}^\dagger)^T$, where we have

$$
\begin{align*}
H_{\text{mag},-1}^\dagger &= J \begin{pmatrix}
-h & 0 \\
0 & 0
\end{pmatrix}, & H_{\text{mag},0}^\dagger &= J \begin{pmatrix}
h & 0 \\
0 & 0
\end{pmatrix}, \\
H_{\text{nonmag},-1}^\dagger &= V \begin{pmatrix}
h & 0 \\
0 & 0
\end{pmatrix}, & H_{\text{nonmag},0}^\dagger &= V \begin{pmatrix}
0 & 0 \\
0 & -h
\end{pmatrix}.
\end{align*}
$$

(C6)

In the absence of SOC, the contributions of the Hamiltonian in Eq.(B1) are all the same for the spin-up and spin-down subspaces. Therefore, based on the results in Eq.(C4) and Eq.(C6) we can come to the conclusions in the main text: In the $n = \pm 1$ channel, a magnetic impurity is equivalent to a nonmagnetic impurity with opposite scattering strength; while in the $n = 0$ subspace, a magnetic impurity is equivalent to a nonmagnetic impurity with the same scattering strength.

The above results can be understood by doing a gauge transformation: $\tilde{c}_{\tau\sigma} = c_{\tau\sigma} e^{i\theta/2}$, $\tilde{c}_{\tau\sigma} = c_{\tau\sigma} e^{-i\theta/2}$. This transformation makes the Cooper pair carry no angular momentum, but the electron part and the hole part in the BdG Hamiltonian carry nonzero and opposite angular momenta. It is worth mentioning that though we focus on the VBSs problem here, the above analysis can also be applied to the chiral SCs since the Cooper pairs in a chiral SC carry nonzero angular momentum.

**Appendix D: Weak impurities as perturbation**

In the SC considered in the main text, there are three independent parameters: the effective mass $m$, the chemical potential $\mu$ and the superconducting order parameter $\Delta_0$. As well known, in such a conventional SC the VBSs have a minimal gap about $\Delta_0^2 / \mu$ which is usually a small value. The topological phase transitions of the VBSs induced by the impurities occur when the minimal gap of the VBSs closes. Therefore, the VBSs can be driven into the topologically nontrivial states by the weak impurities, as shown in the main text, and it is reasonable to treat the impurities as perturbations if we focus on the topological phase transitions of the VBSs. Based on the perturbation theory (up to first order), in the limit of vanishing SOC the energy modification for state $|\varphi_{L_s}(r)\rangle$ is

$$
\Delta E = \int r d\theta dr \langle \varphi_{L_s}(r) \rangle \frac{\delta(r - r_0) \delta(\theta - \theta_0)}{r} U \Gamma |\varphi_{L_s}(r)\rangle,
$$

where $U$ and $\Gamma$ are the scattering strength and the scattering matrix of the impurity respectively.

Eq.(D1) indicates that, the energy modification is proportional to both the strength of the impurity and the distribution of the wave function at the impurity site. Fig.5(a)~(e) show the distribution of the wave function of the VBSs with the lowest excitation energy in different angular momentum channels in a free vortex. Obviously, as the angular momentum grows, the energy of the VBSs becomes larger and its wave function becomes more and more extended away from the vortex core. Therefore, in the weak
FIG. 5. (color online) (a)∼(e) show the distribution of the wave function of the VBSs with the lowest excitation energy in the $L_z = 0, 1, 2, 3, 8$ channels in a free vortex, and these figures share the same color bar. In (f), we take the magnetic impurity case for instance and show the relationship between the impurity strength and the chemical potential at the gap-close point of the VBSs.

FIG. 6. (color online) (a)(b) show the bound states induced by a single magnetic and nonmagnetic impurity in a 2D SC in the absence of SOC respectively.

The impurity region only the VBSs with the lowest energy in the $L_z = 0$ and $L_z = \pm 1$ channels can be prominently affected by the impurity. We can also roughly estimate the critical impurity strength where the phase transition of the VBSs occurs based on Eq.(D1). Since the minimal gap of the VBSs is about $\Delta_0^2/E_F$, the phase transition of the VBSs occur when $|\Delta E| = \Delta_0^2/2E_F$. Straightforwardly, we can come to the conclusion that the critical impurity strength satisfies $J_c \propto 1/E_F$ (we take the magnetic impurity case for instance). In fig.5(f), we show the critical impurity strength for different chemical potentials. Apparently, it satisfies the relationship $J_c \propto 1/\mu$ well.

We want to emphasize that the critical impurity strength inducing the phase transition of the VBSs is rather weak, and this kind of weak impurity can not induce bound states deep in the superconducting gap if there is no vortex. We have calculated the impurity bound states in a conventional superconductor in the absence of vortices, and show the results in Fig.6. Obviously, no matter the impurity is magnetic or nonmagnetic (the critical impurity strength is $|J_c| = |V_c| = 1.08$ for the VBSs), it can only induce bound states near the superconducting gap at the critical impurity strength.

**Appendix E: Low-energy effective theory of the VBSs in the vortex line in a 3D SC**

In this part, based on the perturbation theory we get the effective low-energy Hamiltonian for the VBSs in the vortex line with a impurity chain (we take the nonmagnetic impurity case for instance) at its core in a 3D conventional SC. The effects of the
impurity $H_{im}$ includes two parts: the scattering potential in Eq.(C2) and the SOC in Eq.(A2). Moreover, as mentioned in the last part only the VBSs with the lowest energy in the $L_z = 0$ and $L_z = \pm 1$ channels can be prominently affected by the impurities in the weak impurity region. Therefore, we can merely consider the two subspaces spanned by the lowest-energy states in the $H_0$ and $H_1 \oplus H_{-1}$ channels respectively.

In the $H_0$ channel, the subspace is spanned by the two states $|S_1\rangle = |\varphi_{0\text{min}}^\text{im}(r)\rangle$ and $|S_2\rangle = P|\varphi_{0\text{min}}^\text{im}(r)\rangle$, with $P = \sigma_y \tau_y K$ the particle-hole operator. Considering that the eigenfunction of the VBS has the form $|\varphi_{0\text{min}}^\text{im}(r)\rangle = e^{ik_zz}e^{i(-\frac{1}{2}\sigma_x+\frac{1}{2}\tau_z)\theta}(a_i,\tilde{J}_0(\beta_i^0r/R),0,b_j,\tilde{J}_{-1}(\beta_j^{-1}r/R),0)^T = e^{ik_zz}e^{i(-\frac{1}{2}\sigma_x+\frac{1}{2}\tau_z)\theta}(\chi^1_{\text{e},1}(r),0,\chi^0_{h,\uparrow}(r),0)^T$, we can calculate the low-energy effective Hamiltonian as

$$\langle S_1|H_{\text{im}}|S_1\rangle = -\langle S_2|H_{\text{im}}|S_2\rangle = |E^\text{min}_0| - |\Delta E_0|,$$

$$\langle S_1|H_{\text{im}}|S_2\rangle = \langle S_2|H_{\text{im}}|S_1\rangle^* = \lambda, \quad (E1)$$

with

$$\Delta E_0 = \int d\theta d\phi \langle \varphi_{0\text{min}}^\text{im}(r)\rangle \frac{\delta(r)}{2\pi r} V \sigma_0 \tau_z \langle \varphi_{0\text{min}}^\text{im}(r)\rangle - \int d\theta d\phi \langle \varphi_{0\text{min}}^\text{im}(r)\rangle \frac{\alpha(r)}{r} \tilde{J}_z \sigma_0 \tau_z \langle \varphi_{0\text{min}}^\text{im}(r)\rangle,$$

$$= V \sum_{i,j} a^*_i a_j \tilde{J}_0(0) \tilde{J}_0(0) - 2\pi \sum_{i,j} b^*_i b_j \int d\phi (\tilde{J}_-\beta_{i}^{-1}r/R) \tilde{J}_{-1}(\beta_{j}^{-1}r/R),$$

$$= V|\chi^0_{e,1}(0)|^2 - 2\pi \int d\phi \alpha(r)|\chi^0_{h,\uparrow}(r)|^2,$$

$$\lambda = \int d\theta d\phi \langle \varphi_{0\text{min}}^\text{im}(r)\rangle \alpha(r) k_z (e^{-i\theta}\sigma_- - e^{i\theta}\sigma_-) \tau_z P \langle \varphi_{0\text{min}}^\text{im}(r)\rangle,$$

$$= 2\pi i k_z \int d\phi \alpha(r)|\chi^0_{e,1}(r)|^2 |\chi^0_{h,\uparrow}(r)|^2 = \lambda_0 k_z. \quad (E2)$$

Moreover, since the Fermi surface of the system in a given $k_z$ slice becomes smaller as $k_z$ grows, $|E^\text{min}_0|$ becomes larger correspondingly considering that $|E^\text{min}_0| \approx \Delta_0^2/2\mu^*$ ($\mu^* = \mu - k_z^2/2m$ and we do not consider the $k_z$ plane where there is no Fermi surface). In summary, the low-energy theory in the $H_0$ channel can be written as

$$h^0_{\text{eff}} = (|E^\text{min}_0(k_z)| - |\Delta E_0|) s_z + k_z (s_x \text{Re} \lambda_0 - s_y \text{Im} \lambda_0),$$

$$= E^\text{min}_0(k_z) s_z + k_z (s_x \text{Re} \lambda_0 - s_y \text{Im} \lambda_0), \quad (E3)$$

where $s_i$ are the Pauli matrices on behalf of the space spanned by $|S_1\rangle$ and $|S_2\rangle$. Obviously, Eq.(E3) is equivalent to the Kitaev chain model.

In the $H_1 \oplus H_{-1}$ channel we consider the subspace spanned by $|S_1\rangle = |\varphi^\text{min}_{1}(r)\rangle$ and $|S_2\rangle = |\varphi^\text{min}_{-1}(r)\rangle = P|\varphi^\text{min}_{1}(r)\rangle$, with $|\varphi^\text{min}_{1}(r)\rangle = e^{ik_zz}e^{i(-\frac{1}{2}\sigma_x+\frac{1}{2}\tau_z)\theta}(a_i,\tilde{J}_0(\beta_i^0r/R),0,b_j,\tilde{J}_0(\beta_j^0r/R),0)^T = e^{ik_zz}e^{i(-\frac{1}{2}\sigma_x+\frac{1}{2}\tau_z)\theta}(\chi^1_{\text{e},1}(r),0,\chi^1_{\text{h},\downarrow}(r),0)^T$. Similarly, we calculate the perturbation and summarize as follows

$$\langle S_1|H_{\text{im}}|S_1\rangle = -\langle S_2|H_{\text{im}}|S_2\rangle = |E^\text{min}_1| - |\Delta E_1| = -V|\chi^1_{h,\downarrow}(0)|^2 + 2\pi \int d\phi \alpha(r)|\chi^1_{e,\downarrow}(r)|^2,$$

$$\langle S_1|H_{\text{im}}|S_2\rangle = \langle S_2|H_{\text{im}}|S_1\rangle^* = 0. \quad (E4)$$

Therefore the low-energy effective model in this channel is

$$h^{\pm 1}_{\text{eff}} = (|E^\text{min}_1(k_z)| - |\Delta E_1|) s_z. \quad (E5)$$

**Appendix F: Topological phase transitions of VBSs induced by magnetic impurities**

In the main text, we show the gap-close-reopen processes, i.e. the topological phase transitions, of the VBSs induced by the nonmagnetic impurities in a 3D SC. In this part, we show the results for the magnetic impurity case in Fig.7. Obviously, the magnetic impurities play a similar role with the nonmagnetic impurities, as analyzed in the main text.
FIG. 7. (color online) (a)∼(e) show the energy spectrum of the VBSs in the condition of a magnetic impurity chain at the core of the vortex line, as a function of $k_z$ corresponding to impurity strength $J = 0.0$, $J = 1.47$, $J = 1.80$, $J = −0.71$ and $J = −1.20$ respectively. In the figures, we label the low-energy states in the angular momentum channel $n = 0$ with red color, while the $n = ±1$ channel with green color. The other parameters are the same as that in the main text.