Wave-packet dynamics of an atomic ion in a Paul trap: spreading and stability
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Using numerical simulations of the time-dependent Schrödinger equation, we study the full quantum dynamics of the motion of an atomic ion in a linear Paul trap. Such a trap is based on a time-varying, periodic electric field, and hence corresponds to a time-dependent potential for the ion, which we model exactly. We compare the center of mass motion with that obtained from classical equations of motion, as well as to results based on a time-independent effective potential. We also study the oscillations of the width of the ion’s wave packet, including close to the border between stable (bounded) and unstable (unbounded) trajectories. Our results confirm that the center-of-mass motion always follow the classical trajectory, that the width of the wave packet is bounded for trapping within the stability region, and therefore that the classical trapping criterion are fully applicable to quantum motion.
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I. INTRODUCTION

A Paul trap consists of a series of electrodes creating a time-dependent (radio-frequency) electric field that enables the trapping of charged particles (specifically ions) [1–3]. In its linear configuration [4, 5], it provides the capacity of trapping many ions simultaneously along an axis. The linear Paul trap is suitably designed for quantum computing experiments, reducing the Coulomb repulsion between the ions at the center of the trapping region, reducing a possible increase in amplitude of the micro-motion of the ion [4]. Also, the spacing between electrodes and spacing between ions provide a good environment for laser controlling experiments [6].

The difficulty of a numerical treatment of the quantum dynamics of a trapped ion stems from the fact that the trapping potential is time dependent, on a time scale that can be considered slow with respect to the internal dynamics of the ion, and that the motion of the center of mass and the width of the wave function can cover greater than micrometer-sized regions. Wave packet dynamics of trapped ions require thus large spatial grids and long simulation times. Consequently, numerical simulations of the ion motion in the trap have mostly been limited to classical trajectories (see, e.g., Refs. [6–14]), or have rested on the effective potential approximation [15], treating the trapping potential as purely harmonic (see, e.g., Refs. [16–18]). There have been only limited studies of the quantum dynamics with the full time-dependent potential, either looking at the breathing of a wave packet in the center of the trap [19], or comparisons between quantum trajectories and an effective potential approximation [3].

In this paper, we present a full investigation of the quantum-mechanical motion of an atomic ion in a linear Paul trap, using the actual time-dependent trapping potential, using numerical simulations of the spatial wave packet dynamics, focusing our attention on both the trajectory of the center of mass and the width of the wave packet. We compare our results with classical simulations of the ion motion and examine the validity of the effective potential approximation. We also look at the applicability of classical trapping stability criteria to quantum motion. Indeed, while a Floquet analysis [36, 37] and the study of Ref. [19] point to the applicability of the classical criteria in all cases, Wang et al. [38] have claimed that there are trapping parameters for which a quantum trajectory is stable, while the classical counterpart would not be.

This paper is arranged as follows. We start by presenting the models, quantum and classical, for the dynamics of an atomic ion in a linear Paul trap. The numerical methods corresponding to both models are presented in Sec. III. This is followed by the results of the various simulations. Finally, concluding remarks are given in Sec. V.

II. MODEL FOR AN ATOMIC ION IN A LINEAR PAUL TRAP

A. Hamiltonian of an atomic ion in a linear Paul trap

We consider a linear Paul trap, such as the one described in Refs. [20–22], constructed of four cylindrical electrodes, each located at the corner of a square. A pair of electrodes that are opposing each other diagonally is attached to a radio-frequency source and the other pair is grounded. Also, in order to confine ions inside the trapping device, a static potential is applied to two ring-
shaped electrodes, located near the end of the cylindrical electrodes. The time-dependent electric potential near the center of a linear Paul trap is given by

$$\Phi(t) = \Phi_{tr}(t) + \Phi_s,$$  

where $\Phi_{tr}(t)$ is a quadrupolar, time-dependent electric potential of the form

$$\Phi_{tr}(t) = \frac{V_0}{2r_0^2} (x^2 - y^2) \cos \Omega t,$$  

with $V_0$ is the amplitude of the radio-frequency potential of frequency $\Omega$ and $r_0$ is the minimum distance from the electrodes to the central (trap) axis.

The form of the static potential is dependent on the configuration of the system, but it is approximated to have a quadratic dependence on spatial coordinates, especially in the region close to the trapping axis [5], leading to

$$\Phi_s = \frac{\kappa U_0}{z_0^2} \left[ z^2 - \frac{1}{2} (x^2 + y^2) \right],$$

in which $U_0$ is the amplitude of the static potential, $\kappa$ is the geometric factor which is a parameter that can be found experimentally from the oscillation frequency of an ion in the trap [5], and $z_0$ is half the distance between ring-shaped electrodes, along the trapping axis.

Now considering an atomic ion in such an external trapping field, we have the Hamiltonian for the motion of the ion as

$$\hat{H} = \frac{\hbar^2}{2m} \nabla_r^2 + Ze\Phi,$$  

where $m$ is the mass of the ion with charge $Z$, $r$ its position vector, $\hbar$ the reduced Planck constant, and $e$ the elementary charge.

### B. Classical trajectories and stability conditions

From the Hamiltonian of the system for an ion in a linear Paul trap, we can find the classical trajectories of the motion of the center of mass. Using the standard approach [2, 3, 23], we write the classical equation of motion of an ion in a linear Paul trap as

$$m \ddot{\vec{r}} + Ze \nabla \Phi = 0$$

and rewriting it explicitly in its components

$$m \ddot{x} + Ze \left( -\frac{\kappa U_0}{z_0^2} + \frac{V_0}{r_0^2} \cos \Omega t \right) x = 0,$$  

$$m \ddot{y} + Ze \left( -\frac{\kappa U_0}{z_0^2} - \frac{V_0}{r_0^2} \cos \Omega t \right) y = 0,$$  

$$m \ddot{z} + Ze \left( \frac{2\kappa U_0}{z_0^2} \right) z = 0,$$

we obtain the Mathieu equation

$$\frac{d^2\vec{r}}{dt^2} + (a - 2q \cos 2\tau) \vec{r} = 0,$$  

by setting $\tau = \Omega t/2$ and

$$a_x = a_y = -\frac{4Ze \kappa U_0}{m\Omega^2 z_0^2},$$  

$$a_z = \frac{8Ze \kappa U_0}{m\Omega^2 z_0^2},$$  

$$q_x = -q_y = -\frac{2Ze V_0}{m\Omega^2 r_0^2},$$  

$$q_z = 0.$$  

Stable solutions of the Mathieu equation, corresponding to a trapped ion, exist for certain regions in the $a–q$ plane [24]. We will consider potential values $U_0$ and $V_0$ close to the so-called first stability region, illustrated in Fig. 1.

### C. Effective potential approximation

The bounded solutions to the ion motion, Sec. II B, are periodic and consist of two types of motions, an average secular motion on which a high-frequency micro-motion is superposed [2, 3]. The secular motion corresponds to the trajectory which should be observed in the time-average electric potential and the small-amplitude micro-motion is driven at the frequency of the oscillation of the potential. As the time-dependent trapping field gives rise to approximately harmonic secular motion of a particle in all directions [25], specifically near the center of the trap [5], the problem can be approximated using a harmonic oscillator potential [3, 15]. This approximation is called effective potential approximation or adiabatic approximation, and is used to calculate an approximated wave function [3], which can be compared to the actual wave function.

The equation of motion for the ion can be written as [3]

$$m \ddot{\vec{r}} = F_{sm}(\vec{r}) + F_{mm}(\vec{r}, t),$$  

where $F_{sm}$ and $F_{mm}$ are the forces responsible for the secular motion and the micronotion, respectively. Decomposing the acceleration as $\ddot{\vec{r}} = \ddot{\vec{r}}_{sm} + \ddot{\vec{r}}_{mm}$, the micromotion being purely caused by the time-dependent part of the potential, we have

$$m \ddot{\vec{r}}_{mm} = -Ze \nabla \Phi_{tr}(\vec{r}, t).$$

The equation of motion (9) becomes, after expansion to first order in $\vec{r}_{mm}$ around $\vec{r}_{sm}$,

$$m(\dddot{\vec{r}}_{mm} + \dddot{\vec{r}}_{mm}) = F_{sm}(\vec{r}_{mm}) + F_{mm}(\vec{r}_{mm}, t) + \dddot{\vec{r}}_{mm}(\nabla \Phi_{tr}(\vec{r}, t)|_{\vec{r} = \vec{r}_{mm}} + \nabla \Phi_{mm}(\vec{r}, t)|_{\vec{r} = \vec{r}_{mm}})$$

Fig. 1. Stable solutions of the Mathieu equation, corresponding to a trapped ion, exist for certain regions in the $a–q$ plane [24]. We will consider potential values $U_0$ and $V_0$ close to the so-called first stability region, illustrated in Fig. 1.
We now average Eq. (11) over one period of micromotion, $(2\pi/\Omega)$, and, using Eq. (10), we get the effective potential energy for the time-dependent part of the potential [3],

$$V_{\text{eff},rt} = \left\langle \frac{1}{2m} \left( \frac{ZeV_0}{\Omega r_0^2} \right)^2 \right\rangle$$

$$= \frac{1}{4m} \left[ \frac{ZeV_0}{\Omega r_0^2} \right]^2 (x^2 + y^2)$$

and, consequently, the total effective potential energy is obtained as

$$V_{\text{eff}}(r) = ZeФ_+ + V_{\text{eff},rt}$$

$$= \left[ \frac{1}{4m} \left( \frac{ZeV_0}{\Omega r_0^2} \right)^2 - \frac{ZeκU_0}{z_0^2} \right] (x^2 + y^2)$$

$$+ \frac{ZeκU_0}{z_0^2} z^2,$$

(13)

corresponding to a harmonic oscillator with frequencies

$$\omega_x^2 = \omega_y^2 = \left( \frac{ZeV_0}{\sqrt{2m \Omega r_0^2}} \right)^2 - \frac{ZeκU_0}{z_0^2},$$

(14a)

$$\omega_z^2 = \frac{2ZeκU_0}{mz_0^2},$$

(14b)

### III. NUMERICAL METHODS

#### A. Quantum mechanical approach

In order to study the quantum dynamics of the system or, in other words, the evolution of the wave packet of the ion trapped in a linear Paul trap, we solve numerically [26] the time-dependent Schrödinger equation,

$$i\hbar \frac{\partial \psi(t)}{\partial t} = \hat{H} \psi(t),$$

(15)

with the Hamiltonian (4). Starting from an initial wave function $ψ_0 \equiv ψ(0)$, the solution to Eq. (15) is obtained by using time evolution operator [27] $U$, such that

$$ψ(t) = U(t, t_0)ψ_0.$$ 

By considering a small time increment $Δt$, we can use the approximate short-time evolution operator [28]

$$U(t + Δt, t) = \exp \left\{ -i \frac{\hbar}{\Delta t} \left[ \hat{T} + \hat{V}(t') \right] dt' \right\},$$

(17)

in which $\hat{T}$ and $\hat{V}(t)$ are operators corresponding to kinetic and potential energies, respectively.

Since the time-dependent potential also has a spatial dependence, $\hat{T}$ and $\hat{V}(t)$ do not commute and $e^{\hat{T} + \hat{V}t} \neq e^{\hat{T}} e^{\hat{V}t}$, but a good approximation of the evolution operator can be obtained using the split-operator method [26, 29, 30],

$$\hat{U}(t + Δt, t) = \exp \left[ \frac{-iΔt}{2\hbar} \hat{T} \right] \exp \left[ -\frac{iΔt}{\hbar} \hat{V}(t + \frac{Δt}{2}) \right] \times \exp \left[ -\frac{iΔt}{2\hbar} \hat{T} \right] + O(Δt^3).$$

(18)

Using a spatial grid to represent the wave function $ψ$, the above potential energy operator can be calculated as a simple product, while the kinetic energy operator requires the use of fast Fourier transforms [29, 30]. More details on the numerical approach used here can be found in Ref. [26].

In order to compare the quantum and classical trajectories, we need an initial wave function that will not spread out during the time evolution. This is possible by using a coherent state [25, 31], which corresponds to a displaced ground-state wave function. We thus start from the stationary solutions to the Schrödinger equation with the effective potential $V_{\text{eff}}$ [Eq. (13)],

$$ψ_{n_x, n_y, n_z}(x, y, z) = φ_{n_x}(x)φ_{n_y}(y)φ_{n_z}(z),$$

(19)
where the \( \phi_n \) are solutions to the one-dimensional harmonic oscillator [32],
\[
\phi_n(\xi) = \left( \frac{1}{\sigma_0 \sqrt{\pi 2^n n!}} \right)^{\frac{1}{2}} \exp\left(-\frac{\xi^2}{2\sigma_0^2}\right) H_n \left( \frac{\xi}{\sigma_0} \right),
\]
(20)
where
\[
\sigma_0 \equiv \left( \frac{\hbar^2}{m^2 \omega_\xi} \right)^{\frac{1}{4}},
\]
(21)
\( H_n \) is the Hermite polynomial, and \( \xi \in \{x, y, z\} \). Instead of displacing the ground state, we give the ion an initial momentum \( p_0 = \hbar k_0 \), we add a complex phase factor to the ground state wave function, i.e., we use as the initial wave function
\[
\psi(r, t = 0) = \phi_0(x)\phi_0(y)\phi_0(z)e^{ik_0 \cdot r}.
\]
(22)
(We have also performed simulations, not presented in this paper, where the initial momentum was set to zero and the wave packet was instead displaced initially from the center of the trap. The results obtained were qualitatively the same as those reported here.)

Finally, it should be noted that with this choice for the initial wave function, together with the (time-dependent) potential and time evolution operator, the problem is separable in the different spatial coordinates, and the solution of the 3D Schrödinger equation can be reduced to a superposition of 1D problems.

**B. Wave function in the effective potential approximation**

Considering the Schrödinger equation in Eq. (15), following Ref. [3] we can write a general solution to this equation as
\[
\psi(t) = \exp \left[ -\frac{i}{\hbar} W(t) \right] \phi(t),
\]
(23)
where \( W \) is a function of space coordinates and time such that
\[
\frac{\partial W(t)}{\partial t} = V(t),
\]
(24)
in which \( V(t) \) is the time-dependent part of the potential energy corresponding to the potential energy in Eq. (2).

In our case, \( W \) has the form
\[
W(t) = \frac{1}{2} Q V_0 \left( x^2 - y^2 \right)^{2} \sin(\Omega t),
\]
(25)
and the time average of \( W \) is zero. In these conditions, a good approximation to the actual wave function can be obtained using
\[
\psi_{\text{eff}}(t) = \exp \left[ -\frac{i}{\hbar} W(t) \right] \phi_{\text{eff}}(t),
\]
(26)
where \( \phi_{\text{eff}}(t) \) is the wave function obtained from the time evolution of the initial state using the effective potential Eq. (12) instead of the actual time-dependent potential, Eq. (1).

There is a limit for the validity of the effective potential approximation which requires \( |a|, |q| \ll 1 \) [3]. In this limit the effective wave function in Eq. (26) can be a good approximation of the real wave function. We will compare here the actual wave function with the effective one for different sets of the values \( (a, q) \).

**C. Classical approach**

In order to compare the quantum motion of the ion with its classical approximation, we need to employ a numerical method for the integration of the classical equations of motion (6). In particular, we wish to conserve the symplectic flow of the Hamiltonian system and therefore take the Störmer-Verlet scheme as a symplectic integrator [33].

To second order in time, the evolution of the dynamical system is given by
\[
\begin{align*}
\mathbf{p}_{n+\frac{1}{2}} &= \mathbf{p}_n - \frac{\Delta t}{2} \mathbf{H}_r \left( \mathbf{p}_{n+\frac{1}{2}}, \mathbf{r}_n \right), \\
\mathbf{r}_{n+1} &= \mathbf{r}_n + \Delta t \mathbf{p}_{n+\frac{1}{2}}, \\
\mathbf{p}_{n+1} &= \mathbf{p}_{n+\frac{1}{2}} - \frac{\Delta t}{2} \mathbf{H}_r \left( \mathbf{p}_{n+\frac{1}{2}}, \mathbf{r}_{n+1} \right),
\end{align*}
\]
(27)
where \( \mathbf{H}_p \) and \( \mathbf{H}_r \) are column vectors of partial derivatives of the Hamiltonian \( H(p, q) \) with respect to the components of the momentum \( p \) and position \( r \), and \( \Delta t \) stands for the step size of the time steps indexed by \( n \). For our Hamiltonian, this system reduces to
\[
\begin{align*}
\mathbf{p}_{n+\frac{1}{2}} &= \mathbf{p}_n - \frac{\Delta t}{2} \mathbf{H}_r, \\
\mathbf{r}_{n+1} &= \mathbf{r}_n + \frac{\Delta t}{m} \mathbf{p}_{n+\frac{1}{2}}, \\
\mathbf{p}_{n+1} &= \mathbf{p}_{n+\frac{1}{2}} - \frac{\Delta t}{2} \mathbf{H}_r, \quad \forall n,
\end{align*}
\]
(28)
where the components of \( \mathbf{H}_r \) are given by
\[
\begin{align*}
H_{x_n} &= Ze \left[ -\frac{\kappa U_0}{z_0^2} + \frac{V_0}{r_0^2} \cos(\Omega t_n) \right] x_n, \\
H_{y_n} &= Ze \left[ -\frac{\kappa U_0}{z_0^2} - \frac{V_0}{r_0^2} \cos(\Omega t_n) \right] y_n, \\
H_{z_n} &= \frac{2Ze\kappa U_0}{z_0^2} z_n.
\end{align*}
\]
(29)

The system of equations (27) is iterated starting from an initial condition equivalent to Eq. (22), namely \( \mathbf{r}_0 = 0 \) and \( \mathbf{p}_0 = \hbar \mathbf{k}_0 \).
TABLE I. Trap configuration parameters for a $\text{Ca}^+$ ion.

| Parameter | Value |
|-----------|-------|
| $m$       | $6.6529 \times 10^{-26}$ kg |
| $r_0$     | $0.769 \times 10^{-3}$ m    |
| $z_0$     | $1.25 \times 10^{-3}$ m    |
| $\kappa$  | $0.31$                        |
| $\Omega$  | $2\pi \times 8 \times 10^9$ s$^{-1}$ |

IV. RESULTS

For our simulations, we use the atomic ion $\text{Ca}^+$ as an example. All the trapping configuration parameters are kept constant for all simulations, with the exception of the amplitudes of static and radio-frequency electric potentials $U_0$ and $V_0$. The value of the fixed parameters are given in Tab. I, with the trap parameters based on typical experimental realizations [5].

Unless noted otherwise, we have taken time steps $\Delta t = 1 \times 10^{-11}$ s for both quantum and classical simulations, for a total simulation time of $5 \mu$s. For the voltages used, the trapping potential is more elongated in the $z$ direction, such that the spatial grid for the quantum simulations spans $[-1 \mu m, 1 \mu m]$ in $x$ and $y$ and $[-3 \mu m, 3 \mu m]$ along $z$, with 2000 grid points along each direction. The initial momentum of the ion is set to $p_0 = 6.777 \times 10^{-26}$ kg m s$^{-1}$, which corresponds approximately to the Doppler temperature achieved by laser cooling of $\text{Ca}^+$, namely 4.4 mK [34].

A. Quantum vs Classical Trajectories

We ran simulations, classically and quantum mechanically, for three different pairs of $(U_0, V_0)$ equal to $(2 \text{ V, } 50 \text{ V})$, $(8 \text{ V, } 90 \text{ V})$ and $(10 \text{ V, } 140 \text{ V})$. All these values result in pairs of $(a, q)$ which are located inside the stability region, see Fig. 1, and therefore these values are expected to form bounded trajectories for the motion of the ion inside the trap.

The results obtained are shown in Fig. 2, where the $x$, $y$, and $z$ components of the center-of-mass motion are shown in panels (a), (c), and (e). For all three sets of parameters, we clearly see that $\langle x \rangle$ and $\langle y \rangle$ present an overall harmonic motion, on which micromotion is superposed, as expected (see Sec. II C). By contrast, the motion is harmonic in $z$, which is governed only by the ring-shaped electrodes, on which a static potential is applied. The frequency of the secular, harmonic motion also follows the dependence on $U_0$ and $V_0$ obtained form the classical model, Eqs. (14). A direct comparison between the quantum and classical trajectories is presented in Fig. 2(b), (d), and (f), for the $x$ component of the center-of-mass motion. We note that the absolute error is smaller than the grid spacing of the quantum simulation, $\Delta x = 10^{-9}$ m, but most importantly, it does not significantly grow with time, indicating that the periodicity of the motion is indeed the same.

B. Width of the wave packet

1. Spreading of the wave packet

One information that is not available from the classical simulation is the width of the wave packet and its possible growth. We have thus calculated, from the quantum simulations, the width of the wave packet, according to

$$\sigma_\xi = \sqrt{\langle \xi^2 \rangle - \langle \xi \rangle^2},$$

with $\xi \in \{x, y, z\}$. A sample result, for $(U_0, V_0) = (10 \text{ V, } 140 \text{ V})$, is shown in Fig. 3. We see that the width of the wave packet oscillates with time, but with that oscillation bounded, such that the ion remains completely inside the trap. This behavior is expected as the initial state chosen, see Sec. III A, corresponds to a Gaussian coherent state, which were previously shown to result in periodic oscillations of the width of the Gaussian [31].

We have also done simulations for cases where the ion is not initially in the ground state of the effective potential $|n \neq 0 \rangle$ in Eq. (19), and thus obviously not a coherent state [35]. We find that such a situation leads to exactly the same motion of the center of mass. What is more striking is that the oscillation of the wave packet also presents the same behavior in both cases, see Fig. 3. Except for the amplitude of the oscillation, we see that the two cases follow the same temporal variation. This is evidenced also by the autocorrelation function

$$A(t) = |\langle \psi(0) | \psi(t) \rangle|^2,$$

which is plotted in Fig. 4 for both $n = 0$ and $n = 10$. They both show a return to the initial state after $2.26 \times 10^{-7}$ s.

2. Stability and spreading of the wave packet

Previous work has established that the motion of the center of mass of the wave packet should follow the same trajectory as that for a classical particle [36, 37]. As such, the stability criterion derived from the Mathieu equation, see Sec. II B, should apply also to the quantum dynamics [19, 36], provided also that the oscillation of the width of the wave packet stays bounded, see Sec. IV B.

We have checked this numerically by considering the border between stable and unstable trajectories for $U_0 = 10 \text{ V}$, which we find to be $V_0 = 283.66 \text{ V}$ (see also Fig. 1). We ran simulations for $V_0 = 283.6 \text{ V}$ (stable) and $V_0 = 283.66 \text{ V}$ (unstable), using now 1048576 grid points, in the range $[-1, 1] \times 10^{-5}$ m, to account for the wider oscillations of the wave packet. The results are
FIG. 2. (Color online) Time evolution of the center-of-mass motion for different trap potentials: (a)–(b) $U_0 = 2\,\text{V}, V_0 = 50\,\text{V}$; (c)–(d) $U_0 = 8\,\text{V}, V_0 = 90\,\text{V}$; (e)–(f) $U_0 = 10\,\text{V}, V_0 = 140\,\text{V}$. Panels (a), (c), and (e) present the components of the expectation value of the center of mass, $\langle r \rangle$ for the quantum trajectory. Panels (b), (d), and (f) present the difference between the quantum-mechanical expectation value $\langle x \rangle$ and the classical trajectory $x$.

presented in Fig. 5. We find that the trajectory is indeed bounded for $V_0 = 285.6\,\text{V}$, along all dimensions (results for the z-axis are not shown, as the motion is always simply harmonic along that direction). The width of the wave packet, Figs. 5(e) and (g), increases such that it extends farther than the center-of-mass trajectory, but still presents a bounded oscillatory behavior. In contrast, for $V_0 = 285.66\,\text{V}$, the center-of-mass motion is an unbounded oscillation, and the ion will eventually escape the trapping region. Of particular interest is the fact that the width of the wave packet now also appears as an oscillation of increasing amplitude. This is particularly striking for the motion along the y-axis, where the trajectory diverges much more slowly than along the x-axis [due to the difference in the phase of the trapping field along those two directions, see Eq. (2)], the width of the wave packet grows with the same rate along both directions.
C. Stability of quantum vs classical trajectories revisited

Our results confirm the Floquet analysis of the quantum dynamics that shows that the center of mass of the wave packet should follow the classical trajectory [36, 37], and that the stability criterion based on classical trajectories also applies to quantum motion [19, 36]. However, Wang et al. [38] have claimed that, in a conventional Paul trap, there exists trapping potentials for which the Mathieu equation corresponding to the classical motion results in an unbounded trajectory, while the corresponding trapping is stable from a quantum-mechanical point of view. Their analysis was based on a study of the convergence of a function series of a dynamical variable related to the wave function of the ion. We revisit here this claim by performing a direct simulation of the wave-packet dynamics. In this section, we take units such that $e = h = m = r_0 = 1$ and use a two-dimensional grid of 393216 points in the range $[-600, 600]$ along both the $x$ and $z$ axes. The initial wave packet is Gaussian, as per Eq. (22), centered on $x = z = 1$, with zero momentum ($k_0 = 0$).

The trap under consideration is two-dimensional, with the trapping potential [38]

$$V(x, z) = \frac{e^2}{2r_0^2} (U_0 + V_0 \cos \Omega t) (x^2 - z^2).$$

(31)

Using the same analysis as in Sec. II B, we find the parameters for the corresponding Mathieu equations to be

$$a_{x,z} = \pm \frac{4e}{m\Omega^2 r_0^2} U_0,$$

(32a)

$$q_{x,z} = \pm \frac{2e}{m\Omega^2 r_0^2} V_0.$$

(32b)

The resulting stability diagram is plotted in Fig. 6. Comparing with Figs. 1 and 2 of Ref. [38], we see that the entire region labelled here $xz$-unstable is, according to Wang et al., stable for quantum dynamics.

Taking parameters $\Omega = 5$, $U_0 = 1.4811$ and $V_0 = 8.825$, which corresponds to stable trajectories according to the present analysis and that of Ref. [38], we find indeed a perfect accord between the classical trajectory and the center-of-mass position for the quantum simulation. Similarly, we find that the width of the wave packet is bounded. Changing slightly the value of $U_0$ to 1.4813, the trapping should still be stable quantum mechanically according to Fig. 1 of Ref. [38], whereas the classical trajectory should be unstable, see Fig. 6. The results, presented in Fig. 7, show clearly that, as for all our previous results, $\langle x \rangle$ and $\langle z \rangle$ follow exactly the classical motion.
FIG. 5. Time evolution of the center-of-mass motion and width of the wave packet: (a), (c), (e), and (g) $U_0 = 10\,\text{V}$, $V_0 = 285.6\,\text{V}$ (inside the stability region); (b), (d), (f), and (h) $U_0 = 10\,\text{V}$, $V_0 = 285.66\,\text{V}$ (outside the stability region).
and therefore the trajectory is not stable. (For clarity, only part of the trajectory is plotted in Fig. 7. We have run the simulations for longer durations without any noticeable difference between classical and quantum trajectories.) Similarly, the width of the wave packet in both $x$ and $z$ increases continuously, as was seen for a linear Paul trap in Sec. IV B 2. We conclude that the analysis of Wang et al. [38] was incorrect, in that the convergence criterion they considered does not inform on the stability of the quantum trajectories, in the usual sense of the capacity of the trap to contain the ion.

D. Validity of the effective potential approximation

For completeness, we also examine the the validity of effective potential approximation, by calculating the effective wave functions corresponding to $\psi_{\text{eff}}$ [see Eq. (26)] for the same sets of $(U_0, V_0)$ as in Sec. IV A before and compared them with the actual time-dependent wave function by calculating the projection

$$P(t) = |\langle \psi(t) | \psi_{\text{eff}}(t) \rangle|^2.$$  

Figure 8 presents results for $U_0 = 2 \text{ V}, V_0 = 50 \text{ V}$, which corresponds to $a \approx -1.5 \times 10^{-3}, q \approx 0.45$; as mentioned in Sec. III B, this effective potential approximation is valid in the limit of small absolute values of $a$ and $q$ [3]. As expected, the effective potential solution reproduces the secular motion of the ion, as seen in Fig. 8(a), but not the micromotion. The exact solution is recovered every quarter period of the oscillation, as the projection $P(t)$ shows [Fig. 8(b)], but in between the discrepancy between the exact and the effective solution can be almost complete. The non-corrected effective wave function $\phi_{\text{eff}}$ is worse on average, although it does present more singular times where the projection $A(t) \approx 1$.

When increasing the trapping field to $U_0 = 10 \text{ V}, V_0 = 140 \text{ V}$, for which $a \approx -7.6 \times 10^{-3}$ and $q \approx 0.16$, the effective potential approximation is no longer applicable, as can be seen in Fig. 9. The amplitude of the micromotion is so important that the trajectories appear to different oscillation periods (a similar effect can be seen in the width of the packet [19]). After a short time, $\psi_{\text{eff}}$ differs completely from the exact wave function, as seen in Fig. 9(b), although a revival in $P(t)$ is expected when the secular motion and the micromotion resynchronize.

V. CONCLUSION

We have performed quantum simulations of the full dynamics of an ion in a linear Paul trap, including the time-dependent variation of the trapping potential. We have shown that the center of mass motion of the ion is
well reproduced by the classical equations of motion, even outside the so-called stability region, where the trajectories are no longer bounded [3]. The use of the effective potential approximation [3, 15] allows one to get the average (secular) motion of the center of mass correct, but completely neglects the micromotion, which can on par with the secular motion for certain trapping parameters, to a point where the results are completely different from the exact dynamics (Fig. 9).

Considering the oscillations of the width wave packet, we have found that they are bounded for stable trajectories, even when the wave packet is not Gaussian. This extends previous work that had demonstrated oscillations only for coherent wave packets [19, 25, 31], and will merit further investigation. The wave packet was also seen to continuously increase in width for conditions outside the stability region, while it remained bounded for stable trajectories. We have revisited the work of Wang et al. [38], and found that even in conditions where they have claimed that there would be a discrepancy between quantum and classical results, we found that the quantum trajectories were equally unstable. This confirms that the classical stability criterion can be applied to quantum motion, both with respect to center-of-mass motion and width of the wave packet of the trapped ion.

Our results open up the possibility of using semiclassical models for the simulation of trapped ions. The center-of-mass motion could be considered to be classical, while internal degrees of freedom could be treated quantum mechanically. This could greatly simplify, for instance, an extensive treatment of the interaction of a trapped atomic ion with laser pulses, or simulations of the trapping of molecular ions.

FIG. 8. (Color online) (a) Time evolution of the center-of-mass motion calculated using the effective potential approximation vs. full quantum dynamics. (b) Projection of the phase-corrected effective wave function \( \psi_{\text{eff}} \) on the exact wave function. The trapping field is \( U_0 = 2V, V_0 = 50V \) (\( a \approx -1.5 \times 10^{-3}, q \approx 0.45 \)).

FIG. 9. (Color online) (a) Time evolution of the center-of-mass motion calculated using the effective potential approximation vs. full quantum dynamics. (b) Projection of the phase-corrected effective wave function \( \psi_{\text{eff}} \) on the exact wave function. The trapping field is \( U_0 = 10V, V_0 = 140V \) (\( a \approx -7.6 \times 10^{-3}, q \approx 0.16 \)).
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