Abstract

We compare the topological Milnor fibration and the motivic Milnor fibre of a regular complex function with only normal crossing singularities by introducing their common extension: the complete Milnor fibration. We give two equivalent constructions: the first one extending the classical Kato–Nakayama log-space, and the second one, more geometric, based on the real oriented multigraph construction, a version of the real oriented deformation to the normal cone. As an application, we recover A’Campo’s model of the topological Milnor fibration, by quotienting the motivic Milnor fibration with suitable powers of $\mathbb{R}_{>0}$, and show that it determines the classical motivic Milnor fibre.

We also give precise formulae expressing how the introduced objects change under blowings-up. As an application, we show that the motivic Milnor fibre is well-defined as an element of a suitable Grothendieck ring without requiring that the Lefschetz motive be invertible.
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1 Introduction

1.1 Context. To a polynomial function germ \( f : (\mathbb{C}^n, 0) \to (\mathbb{C}, 0) \), J. Milnor in [18] associates a fibration that, for some particular \( f \), allows him to show that the link of \( f^{-1}(0) \) at the origin is an exotic sphere, i.e. a manifold homeomorphic but not diffeomorphic to the unit sphere. This fibration, now referred to as the Milnor fibration, is defined by \( f/|f| : S^1 \setminus f^{-1}(0) \to S^1 \), where \( S^1 \) is the sphere centered at the origin in \( \mathbb{C}^n \) of a sufficiently small radius \( \varepsilon > 0 \). As Lê D. T. shows in [15], if \( \varepsilon > 0 \) is small enough and if \( \delta > 0 \) is much smaller than \( \varepsilon \) then the Milnor fibration is equivalent to the monodromy fibration

\[
\tilde{f}_{|B_\varepsilon \cap f^{-1}(\partial D_\delta)} : B_\varepsilon \cap f^{-1}(\partial D_\delta) \to \partial D_\delta,
\]

where \( B_\varepsilon \) and \( D_\delta \) denote the balls centered at the origin in \( \mathbb{C}^n \) and \( \mathbb{C} \) of radii \( \varepsilon \) and \( \delta \), respectively. As it is now customary, by the Milnor fibration and the Milnor fibre we mean any of these fibration and its fibre, up to homeomorphism.

The Milnor fibre and the Milnor fibration turned out to be a fundamental source of invariants of complex analytic hypersurface germs and an essential tool in the study of hypersurface singularities. The Milnor fibration can be investigated via a variety of methods: Morse theory, resolution of singularities, sheaf theory, oscillatory integrals, mixed Hodge theory, D-modules and microlocal methods, among others (we refer to [16], [6], [9], [2] and the references therein).

Note that neither the total space of the Milnor fibration nor the Milnor fibre is an algebraic variety. In [8], J. Denef and F. Loeser introduce the motivic Milnor fibre which lies in the localisation of some equivariant Grothendieck ring of algebraic varieties. In this paper, we use an equivalent setting due to Guibert–Loeser–Merle [11]; see §3.3.2. The motivic Milnor fibre is defined by means of arc spaces and resolution of singularities, as a formal limit of a rational power series called the motivic zeta function. The localisation, which simply consists in making the Lefschetz motive invertible, is necessary to use motivic integration in order to ensure that the motivic Milnor fibre doesn’t depend on the choice of a resolution. The latter is a motivic incarnation of the Milnor fibration, even if it is called the motivic Milnor fibre, in the sense that the common known realisations (additive invariants) of both the motivic Milnor fibre and the topological Milnor fibration coincide [8], [11].

In this paper we address the following question: is there a geometric object encoding both topological and motivic Milnor fibrations? In this direction, J. Nicaise and J. Sebag construct in [20] a rigid analytic Milnor fibre by means of non-Archimedean geometry whose étale cohomology is related to the topological Milnor fibre (together with the action of monodromy). Using Hrushovski–Kazhdan version of motivic integration, E. Hrushovski and F. Loeser introduce in [12] a definable Milnor fibre from which they recover the motivic Milnor fibre and the Lefschetz numbers of the monodromy, without using the resolution of singularities. Then J. Nicaise and S. Payne obtain in [19] a similar result and show that there is no need to localise the Grothendieck ring with respect to the Lefschetz motive for the motivic Milnor fibre to be well-defined.

In this paper, we propose a geometric framework that includes both topological and motivic Milnor fibrations. For this purpose, we give two different though equivalent constructions. The first one generalizes the log-geometric construction of the topological Milnor fibration pioneered by K. Kato and C. Nakayama in [13]. The second one is based on real
1.3 Outline of the paper and main results. First, in Section 2, we give simple sheaf-theoretic definitions of \((M, D)_{\text{cpl}}, (M, D)^{\text{log}}, (M, D)_{\text{mot}},\) and \((M, D)^{\text{mot}}\) which are of log-geometric nature, the space \((M, D)^{\text{log}}\) being the classical Kato–Nakayama log-space [13]. Recall that the divisorial log structure on \(M\) associated to \(D\) is defined by
\[
\mathcal{M}(U) := \{ f \in \mathcal{O}_M(U) : f|_{U \cap (M \setminus D)} \text{ is invertible} \}.
\]
In particular for every \(x \in M\) we have the exact sequence

\[
0 \to C^* \to \mathcal{M}_x \to nJ(x) \to 0,
\]

where \(J(x) := \{ i \in I : x \in D_i \}\) and the map \(\mathcal{M}_x \to nJ(x)\) sends the germ of \(f = u \prod s^N_i\) at \(x\) to \(\{N_i : i \in J(x)\}\). The Kato–Nakayama log-space is defined stalkwise as the space of monoid morphisms from \(\mathcal{M}_x\) to \(S^1\), and the spaces \((M, D)^{\log}\) and \((M, D)^{\text{clog}}\) with \(S^1\) replaced by \(C^*\) and \(S^1 \times (0, \infty)\), respectively; see Section 2.

These spaces are equipped with natural stratifications coming from the canonical stratification of \(D = \bigsqcup_{j \neq I \in I} D_j\), endowing \((M, D)^{\log}_{D_j}\) with a structure of \((C^*)^j\)-torsor, and \((M, D)^{\log}_{D_j}\) with a structure of \((S^1)^j\)-torsor. This construction is functorial and, after taking the restriction to \(D\), this functoriality induces the following commutative diagram

\[
\begin{array}{ccc}
(M, D)^{\log} & \xrightarrow{\phi} & (M, D)^{\text{clog}} \\
\downarrow f^{\log}_{D} & & \downarrow f^{\text{clog}}_{D} \\
C^* & \xleftarrow{\langle 0, \infty \rangle \times S^1} & S^1
\end{array}
\]

whose interpretation is the core of the paper.

**Theorem A.** The map \(f^{\log}_{D}\) coincides with A’Campo’s model of the topological Milnor fibration. The reduction of \(f^{\log}_{D}\) gives the motivic Milnor fibre \(S_f\). We obtain \(f^{\log}_{D}\) by dividing \(f^{\log}_{D}\) over each stratum \(D_j\) by \((\mathbb{R}_{>0})^j\) in the source and \(\mathbb{R}_{>0}\) in the target.

The reduction of \(f^{\log}_{D}\), defined in Definition 4.11, associates to \(f^{\log}_{D}\) an element in the Grothendieck ring of equivariant algebraic varieties.

The proof of Theorem A relies on geometric versions of these log-spaces. For that purpose we define \((M, D)^{\text{cpl}}, (M, D)^{\text{mot}},\) and \((M, D)^{\text{top}},\) which correspond to \((M, D)^{\text{clog}}, (M, D)^{\text{clog}},\) and \((M, D)^{\text{log}},\) respectively. The construction of these spaces is more geometric albeit more technical. It is based on MacPherson’s Grassmannian graph construction [17], a generalisation of the deformation to the normal cone. In Section 3, we use a multigraph version of it; that is, we apply it simultaneously to the sections \(s_i\). This suffices to define \((M, D)^{\text{mot}}\) and to show that the reduction of \(f^{\log}_{D}\) to the Grothendieck ring gives the motivic Milnor fibre.

Up to this point, our approach is similar to that of [11].

In Section 4, we introduce the *real oriented multigraph construction* and define formally \((M, D)^{\text{cpl}}, (M, D)^{\text{mot}},\) and \((M, D)^{\text{top}},\) see Definition 4.4. Only \((M, D)^{\text{mot}}\) is a complex algebraic variety; it is defined in terms of algebraic line bundles over the canonical stratification of \(M\) given by \(D\). The space \((M, D)^{\text{top}}\) is obtained by dividing these line bundles by the action of \(\mathbb{R}_{>0}\) and thus becomes a semialgebraic set. Nonetheless, thanks to its stratified structure, \((M, D)^{\text{top}}\) still carries a lot of information such as the classical log-space; see also Theorem B below. Note that these three spaces, unlike the log-spaces \((M, D)^{\text{clog}}, (M, D)^{\text{clog}},\) and \((M, D)^{\text{log}},\) depend on the choice of the sections \(s_i\), though this dependence is marginal. Moreover, as we show in §4.4, each of the spaces \((M, D)^{\text{cpl}}, (M, D)^{\text{mot}},\) and \((M, D)^{\text{top}}\) is canonically isomorphic to \((M, D)^{\text{clog}}, (M, D)^{\text{clog}},\) and \((M, D)^{\text{log}},\) respectively. The proof is geometric and is based on Lemma 2.5 and Corollary 2.6 that show that “the essential part” of each of the three log-spaces can be expressed canonically in terms of normal bundles.
Using this description, we prove Theorem A as a conclusion of Section 4. The geometric intuition behind these constructions is that one may interpret \((M, D)_{\text{pl}}\) as an infinitesimal punctured neighbourhood of the zero set \(D\) whose boundary is \((M, D)_{\text{pl}}\). It comes with a map \(\text{sign} : (M, D)_{\text{pl}} \to S^1\) whose restriction to \((M, D)_{\text{pl}}\) gives A'Campo's model of the topological Milnor fibration. Moreover, \((M, D)_{\text{pl}}\) also contains the algebraic variety \((M, D)_{\text{mot}}\). The monodromy fibration, originally given by \(f\) itself restricted to a punctured neighbourhood of \(D\), induces stratawise some maps \(f_j : (M, D)_{\text{mot}}^{\text{top}} \to \mathbb{C}^*, \forall \emptyset \neq J \subset I\).

In the Grothendieck ring, the sum \(-\sum_{\emptyset \neq J \subset I} (-1)^{|J|} [f_J]\) coincides with the motivic Milnor fibre that we denote by \(S_f\).

It is known that there exist topologically equivalent functions whose motivic Milnor fibres don't coincide, and non topologically equivalent functions with the same motivic Milnor fibre, see [3]. However, taking advantage of the present stratified setting, the motive \(S_f\) is entirely determined by A'Campo's model of the topological Milnor fibration.

**Theorem B.** The motivic Milnor fibre \(S_f\) is determined by the stratified topological Milnor fibration sign \(\text{sign} : (M, D)_{\text{pl}} \to S^1\).

The proof of Theorem B is given in §4.5.

The following diagram roughly summarizes the situation, the diagonal arrow is defined by dividing stratawise by powers of \(\mathbb{R}^>\):

\[
\begin{array}{ccc}
(M, D)_{\text{pl}} & \longrightarrow & (M, D)_{\text{mot}} \\
\downarrow & & \downarrow \\
(M, D)_{\text{pl}} & \longrightarrow & S_f.
\end{array}
\]

The curved vertical arrow represents the reduction of \(\int_{\text{alg}}\) :

\[
S_f = -\sum_{\emptyset \neq J \subset I} (-1)^{|J|} \left[\pi_J, f_J : \mathbb{C}^* \otimes L_J^* \to \mathbb{C}^* \right].
\]

The diagonal map is the (stratawise) geometric quotient by \((\mathbb{R}^>)^{|J|}\) in the source space and \(\mathbb{R}^>\) in the target. This allows us to give an interpretation of the minus sign in front of the sum and to the coefficients \((-1)^{|J|}\), see Remarks 4.12 and 7.2.

In Section 5, devoted to the topological Milnor fibration, we show that A'Campo's [1] second model, i.e. the model of the topological Milnor fibration used to compute the zeta function of the monodromy, can be obtained from sign \(f : (M, D)_{\text{pl}} \to S^1\).

**Theorem C.** After division by the diagonal action of \(\mathbb{R}^>\), the map sign \(\text{sign} : (M, D)_{\text{pl}} \to S^1\) induces a map

\[
\left((M, D)_{\text{pl}} \setminus (M, D)_{\text{pl}}^{\text{top}}\right) / \mathbb{R}^> \to S^1
\]

that coincides with the A'Campo's monodromy model of the topological Milnor fibration.
Equivalently, the monodromy model is obtained from

$$( M, D)^{\log} \setminus ( M, D)^{\log} \to (\mathbb{C}, 0)^{\log} \setminus (\mathbb{C}, 0)^{\log} = \mathbb{R}_{>0} \times S^1$$

by dividing both the source and the target by the action of $\mathbb{R}_{>0}$. Our description is more precise as we give a natural embedding of A'Campo’s monodromy model in $( M, D)^{\text{cpl}}$, see Propositions 5.2 and 5.3. Note that our construction is, in principle, similar to the recent construction of the topological Milnor fibre equipped with monodromy given in [7]; we do not use a partition of unity, instead the passage from local to global relies on line bundles and their sections. Nonetheless, we do not go as far as in [7], where a symplectic model of the monodromy is constructed.

In Section 6, we study how the spaces $( M, D)^{\log}$ change under the blowing-up of $M$ along a centre that is assumed to be included in $D$ and in normal crossings with $D$. This is given by several precise formulae expressed in terms of the normal bundles of the centres, the strata, and the exceptional divisor. They rely, again, on Lemma 2.5 and Corollary 2.6.

The formulae given in Section 6 are applied in Section 7, where we return to the original problem of relating the local topological and motivic Milnor fibrations. By resolution of singularities, any algebraic $f : (\mathbb{C}^n, 0) \to (\mathbb{C}, 0)$ can be resolved to $f : ( M, D) \to (\mathbb{C}, 0)$ as in the set-up. To a singularity resolved thusly, we may associate the complete Milnor fibre equipped with monodromy given in [7]. If $\mathcal{M}_{\text{Mot}}( M, D)$ is well-defined as an element in the Grothendieck ring $K_0(\text{Var}_{\mathbb{C}})$ and not merely in its localisation, as already noted in [19]. We conjecture that the equivalences given in Section 6 are much stronger and show the existence of the motivic Milnor fibre in a much finer Grothendieck ring.

### 1.4 Notation

Given a vector bundle $E$, we use the notation $E^*$ for $E$ with its zero section removed and $S(E)$ for the associated sphere bundle; i.e., $S(E)$ is fibrewise defined by $S(E)_x = (E_x \setminus \{0\})/\mathbb{R}_{>0}$. If $E$ is equipped with a Hermitian metric $< \cdot, \cdot > : E \otimes E \to \mathbb{C}$, then $S(E)$ can be identified with the set of $v \in E$ satisfying $< v, v > = 1$.

Given a family of fibre bundles $(\xi_i : E_i \to X)_{i \in I}$, we denote their fibre product by

$$E_I := \prod_{i \in I} E_i = \{ (y_i)_{i \in I} : \xi_i(y_i) = \xi_j(y_j) \}.$$  

When the $\xi_i$ are vector bundles and $I$ is finite, we simply obtain the usual direct sum construction. Nonetheless, we have to work with more general fibre bundles, hence this notation.

Given a family of vector bundles $(\xi_i : E_i \to X)_{i \in I}$, we denote by $E^*_I$ the fibre product of the $E^*_i$, and by $S^*(E_I)$ the fibre product of the $S(E_i)$, namely

$$E^*_I := \prod_{i \in I} E^*_i \quad \text{and} \quad S^*(E_I) := \prod_{i \in I} S(E_i).$$

These bundles are not to be mistaken with $E^*_I$ and $S(E_I)$, respectively, which play also a role in section 6.
For a vector \( v \) of a line bundle \( L \), we set \( r(v) := v \mod S^1 \), \( L_{\geq 0} := (L \mod S^1) \) and \( L^*_{> 0} := (L^* \mod S^1) \), and, if additionally \( v \neq 0 \), \( \theta(v) := v \mod \mathbb{R}_{>0} \in S(L) \). If \( L \) is a line bundle over \( X \), then \( v \to (r(v), \theta(v)) \) is a bijection between \( L^* \) and \( L_{> 0} \times_X S(L) \). We denote the inverse of this bijection by \( (r, \theta) \to v = r \theta \), and we sometimes extend it to \( r = 0 \), in which case \( v = r \theta \) is the zero vector.

2 Log constructions of the Milnor fibrations

Let \( M \) be a nonsingular complex algebraic variety and \( f : (M, D) \to (\mathbb{C}, 0) \) be a regular function such that \( D := f^{-1}(0) \) is a divisor with simple normal crossings; i.e., \( D = \bigcup_{i \in I} D_i \) with \( D_i \) nonsingular hypersurfaces meeting transversally.

In this section, we recall the classical Kato–Nakayama log-space \((M, D)^{log}\) and introduce two extensions. The classical Kato–Nakayama log-space \((M, D)^{log}\) was introduced in [13] (we refer the reader to [21] for a detailed exposition on log geometry). We define below a complete log-space denoted by \((M, D)^{clog}\). It contains both \((M, D)^{log}\) and the algebraic log-space \((M, D)^{alog}\) also defined below. Geometrically, these log-spaces extend the normal bundles of the components of \( D \) in \( M \); see Lemma 2.5.

2.1 Log-spaces. Let \( O_M \) be the structure sheaf of \( M \). Then a prelog structure on \( M \) is given by \( \mathcal{M} \) a sheaf of monoids over \( M \) together with a morphism of monoids \( \alpha : \mathcal{M} \to O_M \) where \( O_M \) is seen as a sheaf of monoids for the multiplication. We say that a prelog structure is a log structure if, furthermore, \( \alpha^{-1}(O^*_M) \to O^*_M \) is an isomorphism (so that \( O^*_M \) can be seen as a submonoid of \( \mathcal{M} \)).

Following [13], the classical Kato–Nakayama log-space of \((M, D)\) is then defined by

\[
(M, D)^{log} := \left\{ (x, \psi) : x \in M, \, \psi \in \text{Hom}_{\text{mon}}(\mathcal{M}_x, S^1), \, \forall g \in O^*_x, \, \psi(g) = \frac{g(x)}{|g(x)|} \right\},
\]

where \( \mathcal{M} \) is the divisorial log structure on \( M \) associated to \( D \), see (2), and, the structure of monoid on \( S^1 \) is just its (multiplicative) group structure.

The complete log-space \((M, D)^{clog}\) and the algebraic log-space \((M, D)^{alog}\) are defined by

\[
(M, D)^{clog} := \left\{ (x, \psi) \in (M, D)^{log}, \, \psi \in \text{Hom}_{\text{mon}}\left(\mathcal{M}_x, ((0, \infty], \cdot)\right), \, \forall g \in O^*_x, \, \psi(g) = |g(x)| \right\},
\]

and

\[
(M, D)^{alog} := \left\{ (x, \Phi) : x \in M, \, \Phi \in \text{Hom}_{\text{mon}}(\mathcal{M}_x, \mathbb{C}^*), \, \forall g \in O^*_x, \, \Phi(g) = g(x) \right\},
\]

respectively, where \((0, \infty] \) and \( \mathbb{C}^* \) are equipped with their monoid structures induced by multiplication.

Over \( M \setminus D \), all three spaces \((M, D)^{log}, (M, D)^{alog}\) and \((M, D)^{clog}\) are isomorphic to \( M \setminus D \) since \( \mathcal{M}_x = O_x \) for \( x \in M \setminus D \).
The following diagram summarizes the situation at the level of monoids:

\[
\begin{array}{c}
\mathbb{C}^* \leftrightarrow \mathbb{C}^* \cup \{\infty\} \\
\cong \quad \pi \\
\mathbb{R}_{>0} \times S^1 \leftrightarrow (0, \infty] \times S^1 \leftrightarrow [\infty] \times S^1 \\
\end{array}
\]

The plain arrows are morphisms of monoids; the dotted arrow is a morphism of semigroups (recall that a monoid is a semigroup equipped with an identity element\(^1\)); and \(\pi : (0, \infty] \times S^1 \to \mathbb{C}^* \cup \{\infty\}\) denotes the compactification of \(\mathbb{C}^*\) by a circle at infinity, i.e., \(\pi(r, e^{i\theta}) = re^{i\theta}\) (see §4.2).

The natural isomorphism \(\text{Hom}_{\text{mon}}(M_{\mathbb{R}_{>0}}, \mathbb{R}_{>0}) \times \text{Hom}_{\text{mon}}(M_{\mathbb{R}_{>0}}, S^1) \to \text{Hom}_{\text{mon}}(M_{\mathbb{R}_{>0}}, \mathbb{C}^*)\) allows us to identify \((M, D)_{\text{clog}}\) with a subspace of \((M, D)_{\text{log}}\) satisfying \(\psi(g) = \infty\) for all \(g\) vanishing at \(x\).

Note also that \((M, D)_{\text{clog}}\) projects canonically onto \((M, D)_{\text{log}}\) by forgetting the morphism \(\psi\). Similarly \((M, D)_{\text{clog}}\) projects canonically onto \((M, D)_{\text{log}}\) by dividing by \(\mathbb{R}_{>0}\).

The following commutative diagram, induced by (5), summarizes the situation at the level of the log-spaces.

\[
\begin{array}{c}
(M, D)_{\text{clog}} \leftrightarrow (M, D)_{\text{log}} \\
\cong \quad \pi \quad \cong \\
(M, D)_{\text{log}} \\
\end{array}
\]

Example 2.1. For \(M = \mathbb{C}\) and \(D = 0\), we have above the origin

\[
(M, D)_{\text{log}}^0 \cup (C, 0)_{\text{log}} = \mathbb{C}^* \cup S^1 = (\mathbb{R}_{>0} \times S^1) \cup ([\infty) \times S^1) = (0, \infty] \times S^1 = (C, 0)_{\text{log}}^0.
\]

The diagram (5) may be rewritten as

\[
\begin{array}{c}
\mathbb{C}^* \leftrightarrow \mathbb{C}^* \cup \{\infty\} \\
\cong \quad \pi \\
(C, 0)_{0}^\text{clog} \leftrightarrow (C, 0)_{0}^\text{log} \\
\cong \quad \pi \quad \cong \\
(C, 0)_{0}^\text{log} \\
\end{array}
\]

\(^1\)Note that the usual convention in toric geometry consists in using the term *semigroup* when referring to a *monoid*. 
Example 2.2. For $M = \mathbb{C}^2$ and $D : x_1x_2 = 0$, the fibre of $(M, D)_{clog}^\log$ above $x \in D \setminus \{O\}$ is 

$$
(M, D)_{x}^{clog} = (\mathbb{C}, 0)_{clog}^{clog}
$$

whereas above the origin we have

$$
(M, D)^{clog}_{O} = \left((0, \infty) \times S^1\right)^2
= \left(((\infty) \times S^1) \cup (R_{>0} \times S^1)\right)^2
= (S^1 \cup C^*)^2
= (S^1 \times S^1) \cup (C^* \times C^*) \cup (C^* \times S^1) \cup (S^1 \times C^*)
= (M, D)^{clog}_{O} \cup (M, D)^{alog}_{O} \cup (C^* \times S^1) \cup (S^1 \times C^*)
$$

Note that $(M, D)^{clog}_{O} \cup (M, D)^{alog}_{O}$ is strictly included in $(M, D)^{clog}_{O}$: its complement is equal to the set of elements $(O, \phi, \psi) \in (M, D)^{clog}_{O}$ satisfying $\psi(x_1, x_2) = \infty$ and $(\psi(x_1), \psi(x_2)) \neq (\infty, \infty)$. We call this complement the **mixed part**; see also Examples 4.2 and 6.1.

Remark 2.3. Although equivalent, it would be probably more natural to replace the monoid $(0, \infty)$ by $[0, \infty)$ in our definition of the complete log-space. In our second approach, based on MacPherson’s graph construction, see Section 3, the fibres over the divisor $D$ are sent to infinity and not to zero; we have thus made the choice to follow the latter more geometric approach when defining the complete log-space.

Remark 2.4. The complete log-space $(M, D)_{clog}^\log$ differs from the extended log-space defined by Cauwbergs in [4] as:

$$(M, D)^{ext} := \{(x, \varphi, \psi) : (x, \varphi) \in (M, D)_{O}^{log}, \psi \in Hom_{\text{mon}} (\mathcal{M}_x_{/\mathbb{R}_{>0}, +})\}.$$  

Both our construction and Cauwbergs’ provide a functorial construction of A’Campo’s first model for the topological Milnor fibration together with its monodromy (see Section 5); the main difference is that our complete log-space $(M, D)_{clog}^\log$ contains $(M, D)_{alog}^\log$.

2.2 Functoriality. Let $F : M \to M'$ be a morphism between nonsingular algebraic varieties with simple crossings divisors satisfying $F^{-1}(D') \subset D$. Then $F$ gives rise to a morphism of sheaves $F^* : F^{-1}\mathcal{M}' \to \mathcal{M}$ inducing the following morphisms of monoids at the level of stalks

$$
F^*_{x} : \mathcal{M}'_{F(x)} \to \mathcal{M}_x
$$

Therefore, $F$ induces the morphisms

$F^{log} : (M, D)^{log} \to (M', D')^{log}$,

$F^{clog} : (M, D)^{clog} \to (M', D')^{clog}$,

$F^{alog} : (M, D)^{alog} \to (M', D')^{alog}$.
We apply this observation to the function \( f : (M, D) \to (\mathbb{C}, 0) \) from the set-up, so that we get the following diagram

\[
\begin{array}{ccc}
(M, D)^\text{alog} & \xrightarrow{f^\text{alog}} & (M, D)^\text{clog} \\
\downarrow f^\text{alog} & & \downarrow f^\text{clog} \\
(C, 0)^\text{alog} & \xrightarrow{f^\text{alog}} & (C, 0)^\text{clog}
\end{array}
\]

Restricting to \( D_i \), we obtain diagram (4). We call \( f^\text{alog}_{|D_i} \) the log monodromy fibration analogously to the monodromy fibration induced by \( f \) on \( f^{-1}(\{ z \in \mathbb{C} : 0 < |z| \leq \varepsilon \}) \).

Composing \( f^\text{clog}_{|D_i} \) with \( (C, 0)^\text{clog} \simeq (0, \infty) \times S^1 \xrightarrow{\text{pr}_1} S^1 \), we obtain the continuous map

\[
\text{sign } f : (M, D)^\text{clog}_{|D_i} \to S^1
\]

that we call the complete Milnor fibration of \( f \).

### 2.3 Algebraic log-space and normal bundles.

In what follows, we describe the algebraic log-space \( (M, D)^{\text{alog}} \) in terms of the normal bundles of the irreducible components of \( D \). This description will be useful in the proof of Theorem 4.8 and in Section 6. Let \( N_i \) be the normal bundle of \( D_i \) in \( M \). Recall that it is defined as a quotient bundle by the exact sequence

\[
0 \to TD_i \to TM_{|D_i} \to N_i \to 0.
\]

Then the following lemma allows us to identify canonically \( (M, D_i)^{\text{alog}}_{|D_i} \) and \( N_i^* \).

**Lemma 2.5.** Let \( x \in D_i \). Then there is a canonical bijection

\[
(M, D_i)^{\text{alog}}_{|x} \ni \Phi_i \leftrightarrow v_i \in N_i^*
\]

given by the relation \( \Phi_i(g) = \partial_{v_i} g(x) \) where \( g \in \mathcal{O}_x \) is any generator of the ideal of \( D_i \).

**Proof.** If \( \tilde{g} = u g, \) where \( u(x) \neq 0, \) then \( \partial_{v_i} \tilde{g}(x) = u(x) \partial_{v_i} g(x) \) and similarly \( \Phi_i(\tilde{g}) = u(x) \Phi_i(g). \) Thus the above formula does not depend on the choice of generator \( g. \) \( \square \)

Following the notation from §1.4, we set

\[
N^*_J_{|D^*_J} := \prod_{i \in J} N^*_i_{|D^*_i_J} \quad \text{and} \quad S^*(N^*_J_{|D^*_J}) := \prod_{i \in J} S(N^*_i_{|D^*_i}).
\]

then we get the following corollary.

**Corollary 2.6.** For \( J \subset I, \) the identification (8) allows us to identify canonically

\[
(M, D)^{\text{alog}}_{|D^*_J} \simeq N^*_J_{|D^*_J} \quad \text{and} \quad (M, D)^{\text{log}}_{|D^*_J} \simeq S^*(N^*_J_{|D^*_J}).
\]
3 The multigraph construction and the motivic Milnor fibre

In this section, we define the motivic Milnor fibre using a construction that we call the multigraph construction, that is the fibre product of several MacPherson’s graph constructions [17].

3.1 MacPherson’s graph construction. Before introducing the graph construction, we briefly recall the related construction of the deformation to the normal cone. Let $X$ be a closed subspace of a nonsingular complex algebraic variety $M$.

The deformation to the normal cone $C_X M$ is denoted by $\mathbb{P}_X M^\circ$ and is constructed as follows (see also [10, Chapter 5]).

Let $\rho : \mathbb{P}_X M^\circ \to \mathbb{P}^1$ be the composition of the blowing-up $\xi : \mathbb{P}_X M \to M \times \mathbb{P}^1$ of $M \times \mathbb{P}^1$ along $X \times \{\infty\}$ with the projection $M \times \mathbb{P}^1 \to \mathbb{P}^1$. Then $\rho^{-1}(\infty)$ is the union of two Cartier divisors $\rho^{-1}(\infty) = \mathbb{P}(C_X M \oplus \mathbb{I}) + \widehat{M}$.

Here $\mathbb{P}(C_X M \oplus \mathbb{I})$ is the exceptional divisor of $\xi$ and equals the projectivisation of the cone $C_X M \oplus \mathbb{I}$, where $\mathbb{I}$ denotes the trivial line bundle over $X$. Thus, $\mathbb{P}(C_X M \oplus \mathbb{I}) = C_X M \cup \mathbb{P}(C_X M)$.

The divisor $\widehat{M}$ is the strict transform of $M \times \{\infty\}$ and is isomorphic to the blowing-up of $M$ along $X$. Thus the exceptional divisor of the latter blowing-up can be identified with the intersection $\mathbb{P}(C_X M \oplus \mathbb{I}) \cap \widehat{M} = \mathbb{P}(C_X M)$.

In the description of $\mathbb{P}_X M$ we consider $X \times \mathbb{P}^1$ as canonically embedded in $\mathbb{P}_X M$, i.e. $X \times \mathbb{P}^1 \subseteq \mathbb{P}_X M$, identifying it with its strict transform in $\mathbb{P}_X M$ (it is isomorphic to $X \times \mathbb{P}^1$ because the blowing-up of $X \times \{\infty\}$ in $X \times \mathbb{P}^1$ is the identity map). In particular $X \times \{\infty\}$ is the base of the cone $C_X M$.

We define $\mathbb{P}_X M^\circ$ as the complement of $\widehat{M}$ in $\mathbb{P}_X M$ and $\rho^\circ$ as the restriction of $\rho$ to $\mathbb{P}_X M^\circ$. Then $C_X M = (\rho^\circ)^{-1}(\infty)$ and $(\rho^\circ)^{-1}(R) = \rho^{-1}(R)$ is isomorphic to $M \times \mathbb{R}$.

This situation is summarized in the following diagram.

\[
\begin{array}{ccc}
X \times \mathbb{P}^1 & \longrightarrow & \mathbb{P}_X M^\circ \\
\uparrow & & \downarrow \rho^\circ \\
\mathbb{P}^1 & \longrightarrow & \mathbb{P}^1
\end{array}
\]

The deformation to the normal cone is a special case of MacPherson’s Grassmannian graph construction which was introduced in [17].

Let us recall this special case (MacPherson’s construction generalizes to vector bundle morphisms $E_1 \to E_2$ by considering Grassmannian spaces instead of projective spaces).

Assume that $X = s^{-1}(0)$ is the zero locus of a regular section $s$ of a vector bundle $\pi : E \to M$. Consider the embedding

\[
M \times \mathbb{C} \hookrightarrow \mathbb{P}(E \oplus \mathbb{I}) \times \mathbb{P}^1 \subset \mathbb{P}^1 \times \mathbb{C} \xrightarrow{\rho} \mathbb{P}^1,
\]

given by $(y, \lambda) \mapsto ([s(y) : 1], [\lambda : 1])$, and let $\rho$ be the projection onto the second factor. Here again, $\mathbb{I}$ denotes the trivial line bundle and $\mathbb{P}(E \oplus \mathbb{I})$ is the fibrewise projective com-
pactification of the vector bundle $E \to M$. Then $\mathbb{P}_X M$ is the closure of the image of $M \times \mathbb{C}$ in $\mathbb{P}(E \oplus 1) \times \mathbb{P}[1]$.

Suppose that $\operatorname{codim}(X) = \operatorname{rk}(E)$ (when $E$ is a line bundle – the case considered in this paper – it is enough to assume that the restriction of $s$ to every irreducible component of $M$ is not identically equal to zero). Then

$$(10) \quad \rho^{-1}(\infty) = \mathbb{P}(E_{|X} \oplus 1) \bigcup \tilde{M},$$

where $\tilde{M} = \{ \ell' \in \mathbb{P}(E), s(\pi(\ell')) \in \ell' \} \overset{\pi}{\longrightarrow} M$ is the blowing-up of $M$ along $X$ and $\mathbb{P}(E_{|X})$ is the exceptional divisor.

Indeed, first assume that $y \to y_0$ with $y_0 \notin X$ and $\lambda \to \infty$; then

$$[\lambda s(y) : 1] \to [s(y_0) : 0] \in \mathbb{P} \left( E_{y_0} \right) \subset \tilde{M} \setminus \mathbb{P}(E_{|X}).$$

Next, assume that $s(y) \to s(y_0)$ where $y_0 \in X$ and $\lambda \to \infty$; then either $\lambda s(y) \to \infty$ and $[\lambda s(y) : 1] \to [v : 0] \in \mathbb{P} \left( E_{y_0} \right) \subset \mathbb{P}(E_{|X})$, where $v$ can be arbitrarily chosen, or $\lambda s(y) \to w \neq \infty$ and then $[\lambda s(y) : 1] \to [w : 1] \in E_{y_0} \subset E_{|X}$, where $w$ may be arbitrarily chosen.

We only need a special case when $E$ is a line bundle and $s$ is not identically equal to zero on each irreducible component of $M$. Then $C_X M = E_{|X}$, $\mathbb{P}(C_X M)$ is isomorphic to $X$ and the blowing-up of $M$ along $X$ is the identity (this will not be the case when we shall replace blowings-up by real oriented multigraph construction). We simply use the notation $\mathbb{P}M$ instead of $\mathbb{P}_X M$.

The following picture, inspired by [10, Remark 5.1.1], is illustrative. When $\lambda$ goes to infinity, we obtain the cone $\mathbb{P}(E_{|X} \oplus 1) = \mathbb{P}(E_{|X}) \cup E_{|X}$ (the dashed vertical line) and the blowing-up $\tilde{M}$ of $M$ along $X$ (included in $\mathbb{P}(E)$ which is the part at infinity represented by the upper horizontal line) intersecting along the exceptional divisor $\mathbb{P}(E_{|X})$ (the dot in the middle of the upper horizontal line).

From now on, we replace the parameter $\lambda$ by $t = \lambda^{-1}$ so that the special fibre is given by $t = 0$. 
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3.2 The multigraph construction. Let us now take the set-up from the introduction, so that $M$ is a nonsingular algebraic variety and $f : (M, D) \to (C, 0)$ is a regular function such that $D := f^{-1}(0)$ is a divisor with simple normal crossings, i.e., such that $D = \bigcup_{i \in I} D_i$ with $D_i$, nonsingular hypersurfaces meeting transversally.

For $i \in I$, let $L_i \to M$ be the algebraic line bundle associated to $D_i$. Let $s_i$ be a regular section of $L_i$ such that (1) holds.

Following [11, (3.5)], we consider the fibre product over $M$ of the graph constructions associated to each $D_i$, i.e.,

$$M \times (C^*)^I \leftarrow \prod_{i \in I} (\mathbb{P}(L_i \oplus 1) \times \mathbb{C}) \xrightarrow{\rho} \mathbb{C}^I,$$

where the inclusion is given by $(x, (t_i)_{i \in I}) \mapsto ([s_i(x) : t_i])_{i \in I}$.

Denote by $\mathcal{P}M$ the Zariski closure of the image of $M \times (C^*)^I$ in $\prod_{i \in I} (\mathbb{P}(L_i \oplus 1) \times \mathbb{C})$.

We will give a description of the special fibre $\rho^{-1}(0) \subset \mathcal{P}M$. For $J \subset I$, set

$$\overline{L^p_J} := \prod_{i \in J} \mathbb{P}
\begin{cases}
\mathbb{P}(L_i \mid D^e_i \oplus 1) & \text{if } i \in J \\
\mathbb{P}(L_i \mid D^e_i) & \text{if } i \in K \setminus J
\end{cases}
\right).$$

Remark 3.1. Denote the projection by $\text{pr} : \rho^{-1}(0) \to M$, then

(11) \hspace{1cm} \text{pr}^{-1}(D^p_J) = \left\{ ([s_i(x) : 0])_{i \in I \setminus J}, x \in D^e_J \right\} \times \overline{L^p_J} \cong \left\{ ([1 : 0])_{i \in I \setminus J} \right\} \times \overline{L^p_J} \simeq \overline{L^p_J}$

Remark 3.2. For $J = \emptyset$, note that $\overline{L^p_\emptyset} = \text{pr}^{-1}(M \setminus D) \simeq M \setminus D$.

Remark 3.3. For $J \subset I$, note that $\mathbb{P}(L_i \mid D^p_j \oplus 1) = L_i \mid D^p_j \cup \mathbb{P}(L_i \mid D^e_j)$ where $\mathbb{P}(L_i \mid D^e_j)$ is the part of the projective compactification of $L_i \mid D^e_j$ at infinity.

For $J \subset K \subset I$, we set

$$\mathbb{P}_{K,j} := \prod_{i \in K \setminus j} \mathbb{P}(L_i \mid D^e_i \oplus 1) \subset \overline{L^p_K}$$

where

(12)

$$\mathbb{P}_{K,j} := \begin{cases}
\mathbb{P}(L_i \mid D^e_i \oplus 1) & \text{if } i \in J \\
\mathbb{P}(L_i \mid D^e_i) & \text{if } i \in K \setminus J
\end{cases}$$

In particular, $\mathbb{P}_K = \overline{L^p_K}$ and $\mathbb{P}_\emptyset = \prod_{i \in K} \mathbb{P}(L_i \mid D^e_i)$ is the part of $\overline{L^p_K}$ at infinity.

The following description is useful for comparison with the real oriented case that we introduce in the next section. The special fibre $\rho^{-1}(0)$ may be written as the following disjoint union (up to identification (11))

$$\rho^{-1}(0) = \bigsqcup_{J \subset I} \overline{L^p_J}.$$
The closure of $\overline{L_J^\rho}$ in $\rho^{-1}(0)$ is the following disjoint union:

$$\overline{L_J^\rho} = \bigsqcup_{K \supset J} \mathbb{P}_{KJ}.$$  

In particular, the closure of $M \setminus D$ in $\rho^{-1}(0)$ is isomorphic to $M$.

### 3.3 The classical definition of the motivic Milnor fibre

In this section, we follow the construction of the motivic Milnor fibre of $[11]$.

#### 3.3.1 A Grothendieck ring

In this section, we recall the definition of the Grothendieck ring used in $[11]$.

**Definition 3.4.** We first define the category $\text{Var}^{C*}_D$. An object of $\text{Var}^{C*}_D$ is a morphism of the form $\varphi : Y \to D \times C^*$ where $Y$ is a complex algebraic variety equipped with a good $C^*$-action, meaning that every orbit is contained in an affine open subset of $Y$ such that

1. the fibres of $\text{pr}_D \circ \varphi : Y \to D$ are $C^*$-invariant, and
2. $\forall \lambda \in C^*, \forall x \in Y$, $\varphi(\lambda \cdot x) = \lambda^n \pi(x)$ where $\pi = \text{pr}_{C^*} \circ \varphi$.

A morphism of $\text{Var}^{C*}_D$ is a $C^*$-equivariant morphism over $D \times C^*$:

\[
\begin{array}{ccc}
Y_1 & \to & Y_2 \\
\downarrow \varphi_1 & & \downarrow \varphi_2 \\
D \times C^* & \to & D \times C^*
\end{array}
\]

**Definition 3.5.** We denote by $K_0 \left( \text{Var}^{C*}_D \right)$ the Grothendieck group associated to $\text{Var}^{C*}_D$, it is the free abelian group generated by the isomorphism classes $[\varphi : Y \to D \times C^*]$ of $\text{Var}^{C*}_D$ modulo the following two relations:

1. If $Z$ is a closed $C^*$-invariant subvariety of $Y$, then

$$[\varphi : Y \to D \times C^*] = [\varphi|_{Y \setminus Z} : Y \setminus Z \to D \times C^*] + [\varphi|_Z : Z \to D \times C^*].$$

2. Let $\varphi : C^* \mathcal{C}_{\sigma} Y \to D \times C^*$ be in $\text{Var}^{C*}_D$ and set $\psi = \varphi \circ \text{pr}_Y : Y \times C^m \to D \times C^*$. Let $\sigma$ and $\sigma'$ be two good actions on $Y \times C^m$ such that $\text{pr}_Y(\lambda' \cdot x) = \lambda' \cdot x = \lambda' \cdot \text{pr}_Y(x)$. Then $\psi : C^* \mathcal{C}_{\sigma}(Y \times C^m) \to D \times C^*$ and $\psi : C^* \mathcal{C}_{\sigma'}(Y \times C^m) \to D \times C^*$ are in $\text{Var}^{C*}_D$ and we add the relation

$$[\psi : C^* \mathcal{C}_{\sigma}(Y \times C^m) \to D \times C^*] = [\psi : C^* \mathcal{C}_{\sigma'}(Y \times C^m) \to D \times C^*].$$

The fibre product over $D \times C^*$ with diagonal action induces a ring structure on $K_0 \left( \text{Var}^{C*}_D \right)$ and the fibre product over $\{\text{pt}\} = \text{Spec}(\mathbb{C})$ induces a $K_0(\text{Var}_C)$-module structure on $K_0 \left( \text{Var}^{C*}_D \right)$.

Note that the unit of the addition is given by $0 := [\emptyset]$ and that the unit of the product is given by $1_n := [\text{id} : D \times C^* \to D \times C^*]$ where $\lambda \cdot (x, r) = (x, \lambda^r)$.
Remark 3.7. The above inductive limits simply mean that we identify \( \mathbb{N} \cap m \) with \( \mathbb{N} \cap m \), for \( m \). We define similarly \( K_0 \left( \text{Var}_{\mathbb{D}^n_{\mathbb{C}}^*} \right) := \lim \text{Var}_{\mathbb{D}^n_{\mathbb{C}}^*} \) which is a \( K_0 \left( \text{Var}_{\mathbb{C}} \right) \)-module and set \( 1 := \lim \_n \).

### 3.3.2 The motivic Milnor fibre

For \( J \subset I \), we set

\[
L^*_J := \prod_{i \in J} L^*_i \subset L_J^D \subset \rho^{-1}(0)
\]

according to the notation from §1.4.

Let us compute \( f \) near \( L^*_J \) in the coordinates \((s_i(x) : t_i)_i \in I \in (\mathbb{P}(L_i \oplus 1) \times \mathbb{R}_{>0})\) on \( \prod_{i \in J} (\mathbb{P}(L_i \oplus 1) \times \mathbb{C}) \):

\[
f(x) = u(x) \prod_{i \in I} s_i(x)^{N_i} = \prod_{i \in J} t_i^{N_i} \cdot \left( u(x) \prod_{i \in J} s_i(x)^{N_i} \right) \prod_{i \in J} (s_i(x)/t_i)^{N_i};
\]

then

\[
f(x) \cdot \left( \prod_{i \in J} t_i^{N_i} \right)^{-1} \rightarrow f_J \left( x, (v_i)_{i \in J} \right),
\]

as \( x \to D^*_J, t \to 0 \), and \( s_i(x)/t_i \to v_i \in L^*_i \) for \( i \in J \), and

\[
f_J \left( x, (v_i)_{i \in J} \right) = u_J(x) \prod_{i \in J} v_i^{N_i}
\]

where \( u_J(x) = u(x) \prod_{i \in J} s_i(x)^{N_i} \) is a regular nowhere vanishing section of \( \bigotimes_{i=1}^d L_i^{-N_i} \) over \( D^*_J \).

Given \( k \in \mathbb{N}^d_{>0} \), we equip \( L^*_J \) with the \( \mathbb{C}^* \)-action defined by \( \lambda \cdot (x, (v_i)_{i \in J}) = (x, (\lambda^{b_i} v_i)_{i \in J}) \).

**Proposition 3.8.** The class \( \left( \mathbb{C}^* , f_J : \mathbb{C}^* \mathbb{C} L^*_J \rightarrow D \times \mathbb{C}^* \right) \) is well-defined in \( K_0 \left( \text{Var}_{\mathbb{D}^n_{\mathbb{C}}^*} \right) \) and does not depend on the choice of \( k \in \mathbb{N}^d_{>0} \).

**Proof.** By additivity we may work with coordinates, up to working over an open Zariski set. Set \( N_J = \gcd \{ N_i, i \in J \} \); then, by Bézout’s identity, there exist \( a_i \in \mathbb{Z} \) such that \( N_J = \)
\begin{align*}
\sum a_i N_i. \text{ Define } \widehat{L}_j^* := \{(x, r) \in D_j^\circ \times \mathbb{C}^*, u_J(x) r^{N_j} \neq 0 \}. \text{ Then }

\Psi_j : \widehat{L}_j^* \rightarrow \widehat{L}_j^* \times \left\{ w \in \mathbb{C}^* \right\}, \quad \prod_{i \in J} u_i^{N_i/N_j} = 1 \}

\end{align*}

where

\[ \Psi_j \left( (x, (v_i))_{i \in J} \right) = \left( x, r = \prod_{i \in J} v_i^{N_i/N_j}, (r^{-a_i} v_i)_{i \in J} \right), \]

and

\[ \Psi_j^{-1}(x, r, w) = \left( x, (r^{a_i} v_i)_{i \in J} \right). \]

For \( k \in \mathbb{N}_{>0} \), the action on \( L_j^* \) induces via \( \Psi_j \) the action \( \lambda \cdot (x, r) = (x, \lambda^{n/N_j} r) \) on \( \widehat{L}_j^* \) where \( n = \sum_{i \in J} k_i N_i. \)

Since \( N_i > 0 \), it follows from 3.5.(ii) that the class induced by \( \Psi_j(L_j^*) \) in \( K_0 \left( \text{Var}^{*, n}_{\mathbb{D} \times \mathbb{C}^*} \right) \) depends only on the action on \( \widehat{L}_j^* \). Finally, using Remark 3.7, the class induced in \( K_0 \left( \text{Var}^{*, n}_{\mathbb{D} \times \mathbb{C}^*} \right) \) does not depend on \( n/N_j \), and is, thus, independent of \( k \).

\textbf{Definition 3.9.} The motivic Milnor fibre of \( f \) is defined by

\[ S_f := - \sum_{\varnothing \neq J \subseteq I} \left( -1 \right)^{|J|} \left[ (\sigma_J, f_J) : \mathbb{C}^* \bigotimes L_j^* \to \mathbb{D} \times \mathbb{C}^* \right] \in K_0 \left( \text{Var}^{*, n}_{\mathbb{D} \times \mathbb{C}^*} \right). \]

\textbf{Remark 3.10.} The motivic Milnor fibre is usually defined as the formal limit of a power series called the motivic zeta function; see Section 7. This formal limit is defined using a rational formula for the motivic zeta function, which is obtained using resolution of singularities together with the motivic change of variables formula. Nonetheless, the motivic Milnor fibre doesn’t depend on the choice of resolution since the motivic zeta function is intrinsically defined in terms of arc spaces.

The rationality formula relies on motivic integration, for which it is necessary to be able to use the multiplicative inverse of the Lefschetz motive \( \mathbb{L} := \mathbb{C} \cdot 1 \). Therefore, the motivic Milnor fibre is usually defined as an element of the localised Grothendieck ring \( M^{\circ}_{\mathbb{D} \times \mathbb{C}^*} := K_0 \left( \text{Var}^{*, n}_{\mathbb{D} \times \mathbb{C}^*} \right) [\mathbb{L}^{-1}]. \)

In the present set-up, \( D := f^{-1}(0) \) is already assumed to be a divisor with simple normal crossings, so we can directly define the motivic Milnor fibre of \( f \) as an element of \( K_0 \left( \text{Var}^{*, n}_{\mathbb{D} \times \mathbb{C}^*} \right) \) (and not \( M^{\circ}_{\mathbb{D} \times \mathbb{C}^*} \)).

The independence of \( k \) in Proposition 3.8, and thus relation 3.5.(ii), is usually used to prove that the motivic zeta function is rational; however, we use it in Section 7 to prove that the (local) motivic Milnor fibre of \( f : (X, x_0) \to (\mathbb{C}, 0) \) is actually well-defined without inverting the Lefschetz motive and without the assumption that \( f \) is normal crossing (see Theorem 7.1). This fact has already been noticed by J. Nicaise and S. Payne in [19] using other methods.
4 The real oriented graph construction and the complete Milnor fibration

Real oriented blowings-up are used to study the fibres of complex algebraic or analytic functions and mappings; see [1], [22], [14]. The underlying idea is the following. Consider an analytic function (or more generally a mapping as in [14]) on a nonsingular space. Then, by resolution of singularities, after blowing-up centres included in the special fibre, we may assume that this fibre is a normal crossing divisor. Nonetheless, such an operation on the special fibre does not make the function locally topologically trivial and it is impossible to do it simply by means of complex analytic geometry. On the other hand, the fibre product of real oriented blowings-up of the components of the divisor with normal crossings has this property. Though the space obtained this way is not a complex analytic variety, it carries a lot of information, including the weight filtration and the Hodge filtration; cf. [14].

The major contribution of this section is the real oriented multigraph construction introduced in §4.3. The main idea consists in replacing the blowings-up involved in the multigraph construction, see §3.2, by real oriented blowings-up. The resulting space may be visualized as the ambient space with the divisor with normal crossings replaced by an infinitesimal punctured neighbourhood. Then, in §4.4, we explain the relation between the spaces obtained with this geometric construction and the log-theoretic spaces from Section 2.

4.1 Examples. Let us explain the construction of $(M, D)^{\text{cpl}}$, $(M, D)^{\text{mot}}$, and $(M, D)^{\text{top}}$ on simple examples.

Example 4.1. For $M = \mathbb{C}$ and $D = \{0\}$ we have $(\mathbb{C}, 0)^{\text{cpl}} = (\mathbb{C}, 0)^{\text{mot}} \cup (\mathbb{C}, 0)^{\text{top}}$, where $(\mathbb{C}, 0)^{\text{top}} = S^1$ is the exceptional set of the real oriented blowing-up of $\mathbb{C}$ at 0 and $(\mathbb{C}, 0)^{\text{mot}} = \mathbb{C}^* = \mathbb{R}_{>0} \times S^1$.

In general, when $D$ has several components, the inclusion

$$(M, D)^{\text{cpl}} \supset (M, D)^{\text{mot}} \cup (M, D)^{\text{top}}$$

may be strict and we call the difference $(M, D)^{\text{cpl}} \setminus ((M, D)^{\text{mot}} \cup (M, D)^{\text{top}})$ the mixed part. It corresponds to the elements that are "at infinity" only for some, but not all, components of $D$. See the following example (and compare with Example 2.2).

Example 4.2. For $f(x, y) = xy$ defined on $\mathbb{C}^2$, we get the following schematic picture of $(M, D)^{\text{cpl}}_{|D}$.
(\(M, D^0\)) in green, represents geometrically an infinitesimal tubular neighbourhood of \(D\) (with \(D\) removed). The boundary of \((M, D^0)\), in orange, coincides with the total space of A’Campo’s first model of the topological Milnor fibration.

The zero section (in black) is not a part of \((M, D^0)\). The square bounded by the purple dashed lines represents \((M, D^0)\), that is the part over the origin, and the purple square itself (without its vertices) represents the mixed part.

Thus, above the origin, we have:

\[
(M, D^0) = (M, D^\text{top}_0 \cup (M, D^\text{min}_0) = (S^1 \times S^1) \cup (C^+ \times C^+) \cup (S^1 \times C^+).
\]

And above \(x \in D \setminus \{0\}\), we have:

\[
(M, D^0) = S^1 \cup C^+ = (M, D^\text{top}_x \cup (M, D^\text{min}_x).
\]

The circle \(S^1\) at infinity of the fibre (in red) is represented by two points in blue: we see only \(S^0\) since the picture is real.

4.2 The real oriented graph construction. Recall that the real oriented blowing-up of \(\mathbb{C}\) at the origin is defined by

\[
\pi = \text{pr}_C : \widehat{\mathbb{C}} = \{(z, e^{i\theta}) \in \mathbb{C} \times S^1 : |z| e^{i\theta} = z\} \rightarrow \mathbb{C}
\]

or equivalently, in terms of polar coordinates, by

\[
\pi : \widehat{\mathbb{C}} = \mathbb{R}_{\geq 0} \times S^1 \rightarrow \mathbb{C}, \quad \pi(r, e^{i\theta}) = re^{i\theta}.
\]

Thus, the exceptional divisor \(\pi^{-1}(0) \simeq S^1\) is the space of rays from the origin.

The quotient \(((\mathbb{C} \times \mathbb{R}_{\geq 0}) \setminus \{(0,0)\}) / \mathbb{R}_{\geq 0}\) by the diagonal action \(t \cdot (z, r) = (iz, tr)\) can be identified with the compactification of \(\mathbb{C}\) by \(S^1\) at infinity (which we denote by \(\mathbb{P}^1\)), or, equivalently, with the real oriented blowing-up of \(\mathbb{P}^1\) at \(\infty := [1 : 0]\). If we denote the latter by \(\pi : \mathbb{P}^1 \rightarrow \mathbb{P}^1\), then \(\pi^{-1}(\infty) \simeq S^1\).

From now on and throughout §4.2, we assume that \(D\) has a single irreducible component. More precisely, let \(M\) be a nonsingular algebraic variety and let \(s : M \rightarrow L\) be a regular section of an algebraic line bundle \(L\) defining a nonsingular hypersurface \(D = s^{-1}(0)\).

We denote by \(S(L \oplus 1_{\geq 0})\) the fibrewise compactification of \(L\) by \(S^1\) at infinity. Formally, it is defined on the fibre above \(x\) by taking the quotient \(((L_x \times \mathbb{R}_{\geq 0}) \setminus \{(0,0)\}) / \mathbb{R}_{\geq 0}\) where the action is diagonal. Then \(S(L \oplus 1_{\geq 0}) = L \cup S(L)\). Here \(1_{\geq 0}\) stands for the nonnegative vectors of the trivial \(\mathbb{R}\)-bundle.

Consider

\[
M \times \mathbb{R}_{\geq 0} \hookrightarrow S(L \oplus 1_{\geq 0}) \times \mathbb{R}_{\geq 0} \xrightarrow{\rho} \mathbb{R}_{\geq 0},
\]

where the inclusion is given by \((x, t) \mapsto ((s(x), t) \mod \mathbb{R}_{\geq 0}, t)\) and \(\rho\) denotes the projection onto the second factor. Denote by \(\bar{M}\) the Euclidean closure of the image of \(M \times \mathbb{R}_{\geq 0}\) in \(S(L \oplus 1_{\geq 0}) \times \mathbb{R}_{\geq 0}\) and by \(\rho_5\) the restriction of \(\rho\) to \(\bar{M}\). Then, the real oriented graph construction is given by

\[
\rho_5^{-1}(0) = S(L_{1D} \oplus 1_{\geq 0}) \cup \bar{M}.
\]
where $\tilde{M}$ is the real oriented blowing-up of $M$ along $D$ and $\mathbb{S}(L_{|D})$ is its exceptional divisor. In particular, we have a copy of $M \setminus D$ at infinity (with respect to the compactification of the vector bundles; compare with §3.1) in $\rho_{\mathbb{S}^{-1}}(0)$.

We set

$$(M, D)^{\text{pl}} := \mathbb{S}(L_{|D}^* \oplus 1_{\mathbb{R}_0}) \setminus \mathbb{S}(L_{|D}),$$

that is, $(M, D)^{\text{pl}}$ is $\rho_{\mathbb{S}^{-1}}(0)$ with the zero section of $\mathbb{L}_{|D}$ removed and

$$(M, D)^{\text{mot}} := (M, D)^{\text{pl}} \setminus \mathbb{S}(L_{|D}),$$

which consists of $L_{|D}^*$ and the image of $M \setminus D$ in $\tilde{M}$.

Finally, we define $(M, D)^{\text{top}}$ as the real oriented blowing-up of $M$ along $D$

$$(M, D)^{\text{top}} := \tilde{M},$$

which is the part of $(M, D)^{\text{pl}}$ at infinity and which coincides with the Euclidean closure of $M \setminus D$ in $(M, D)^{\text{pl}}$.

Note that the copy of $M \setminus D$ at infinity lies in all three of the above spaces, and is formally given by $M \setminus D \ni x \mapsto (s(x)) \mod \mathbb{R}_{>0} \in \mathbb{S}(L) \subset (M, D)^{\text{pl}}$. Its complement, $(M, D)^{\text{pl}}_{|D}$, is the disjoint union of $(M, D)^{\text{top}}_{|D} = \mathbb{S}(L_{|D})$ and $(M, D)^{\text{mot}}_{|D} = L_0^*$. 

**Remark 4.3.** The formula (14) is analogous to (10). To make this analogy precise, we note that $\mathbb{P}_M$ is the image $\mathbb{S}_M$ in $\mathbb{P}(L \oplus 1) \times \mathbb{C}$ via the projection

$$\mathbb{S}(L \oplus 1_{\mathbb{R}_0}) \times \mathbb{R}_{\geq 0} \twoheadrightarrow \mathbb{P}(L \oplus 1) \times \mathbb{C}.$$ 

Indeed, let $[(v : 1), 0] \in \mathbb{P}_M \cap \rho_{\mathbb{S}^{-1}}(0)$. Then, for some sequences $x \to x_0 \in D$ and $t \to 0$ with $t \in \mathbb{C}$, $\frac{\delta(t)}{t} \to v$. By choosing the local coordinates such that $s(x) = x_t$, we may suppose that $s \left( \frac{\delta(t)}{t} \right) = \frac{\delta(t)}{t} s(x)$ and then

$$\left( [s \left( \frac{\delta(t)}{t} x \right) : |t||x|, |t| \right) = ([s(x) : t], |t|) \to ([v : 1], 0).$$

Therefore $([v : 1], 0)$ is the image of the projection of the limit of $\left( [s \left( \frac{\delta(t)}{t} x \right) : |t||x|, |t| \right) \mod \mathbb{R}_{>0}, |t|) \in \mathbb{S}(L \oplus 1_{\mathbb{R}_0}) \times \mathbb{R}_{\geq 0}$.

The projection $\mathbb{S}(L_{|D} \oplus 1_{\mathbb{R}_0}) \to \mathbb{P}(L_{|D} \oplus 1)$ is bijective except over the section at infinity. That is to say,

$$\mathbb{S}(L_{|D} \oplus 1_{\mathbb{R}_0}) \setminus \mathbb{S}(L_{|D}) \simeq \mathbb{P}(L_{|D} \oplus 1) \setminus \mathbb{P}(L_{|D}) \approx L_{|D}.$$

**4.3 The real oriented multigraph construction.** In the general case – i.e., when $D = \bigcup_{i \in I} D_i$ has several components – we consider the fibre product over $M$ of the real oriented graph constructions associated to each $D_i$, i.e.

$$M \times \mathbb{R}_{\geq 0} \leftrightarrow \prod_{i \in I} (\mathbb{S}(L_i \oplus 1_{\mathbb{R}_0}) \times \mathbb{R}_{\geq 0}) \overset{\rho}{\longrightarrow} \mathbb{R}_{\geq 0}^I.$$
We denote by $\mathbb{S}M$ the closure of the image of $M \times \mathbb{R}_+^I$ in $\prod_{i \in I} (S(L_i \oplus 1_{\geq 0}) \times \mathbb{R}_{\geq 0})$ and the restriction of $\rho$ to $\mathbb{S}M$ by $\rho_\mathbb{S}$. It coincides with the fibre product of the real oriented graph constructions $\rho_{\mathbb{S},i} : \mathbb{S}M \to \mathbb{R}$ associated to the fibre bundles $L_i$.

**Definition 4.4.** We set

\[(M, D)^{\text{cpl}} := \prod_{i \in I} (M, D)^{\text{cpl}} \subset \rho_\mathbb{S}^{-1}(0),\]

\[(M, D)^{\text{mot}} := \prod_{i \in I} (M, D)^{\text{mot}} \subset (M, D)^{\text{cpl}},\]

and,

\[(M, D)^{\text{top}} := \prod_{i \in I} (M, D)^{\text{top}} \subset (M, D)^{\text{cpl}},\]

where $(M, D)^{\text{cpl}}$, $(M, D)^{\text{mot}}$, and $(M, D)^{\text{top}}$ are defined in (14), (15), and (16), respectively.

**Remark 4.5.** The space $(M, D)^{\text{cpl}}$ coincides with $\rho_\mathbb{S}^{-1}(0)$ minus the zero sections, similar to (14). However, $(M, D)^{\text{cpl}}|_D$ is no longer the union of $(M, D)^{\text{mot}}|_D$ and $(M, D)^{\text{top}}|_D$ as soon as $|I| \geq 2$ due to the presence of mixed part; see Example 4.2.

Note that, again, the copy of $M \setminus D$ at infinity, formally given by

$$M \setminus D \ni x \mapsto (s_i(x) \text{ mod } \mathbb{R}_{>0})_{i \in I} \in \prod_{i \in I} S(L_i) \subset (M, D)^{\text{cpl}},$$

is included in all above three spaces.

The space $(M, D)^{\text{cpl}}$ may be visualized as $M$ with $D$ replaced by an infinitesimal punctured neighbourhood. Then $(M, D)^{\text{mot}}$ is the infinitesimal part of $(M, D)^{\text{cpl}}$ together with a copy of $M \setminus D$ at infinity, and $(M, D)^{\text{top}}$ is the part of $(M, D)^{\text{cpl}}$ at infinity.

**Remark 4.6.** We can adapt Remark 4.3 to the current setting with several components in $D$ since the components are normal crossings only.

Consider the usual stratification of $M$ associated to a divisor $D$ i.e., given by $D^e_J := D_J \setminus \bigcup_{i \in I \setminus J} D_i$ for $J \subset I$, where $D_J := \bigcap_{i \in J} D_i$. Denote by $\text{pr} : \rho_\mathbb{S}^{-1}(0) \to M$ the projection to $M$. Then $\text{pr}^{-1}(D^e_J)$ stratifies the special fibre $\rho_\mathbb{S}^{-1}(0)$ as follows.

For $J = \emptyset$, we get $\text{pr}(D^e_J) = \text{pr}^{-1}(M \setminus D) \cong M \setminus D$. Otherwise, if $J \neq \emptyset$, we have

$$\text{pr}^{-1}(D^e_J) = \left\{ (s_i(x) : 0) \right\}_{i \in I \setminus J} \cdot x \in D^e_J \right\} \times \prod_{i \in J} S(L_{i|D^e_J} \oplus 1_{\geq 0}) \cong \prod_{i \in J} S(L_{i|D^e_J} \oplus 1_{\geq 0}).$$

In what follows, for $J \subset I$ we set

$$\overline{L^J} := \prod_{i \in J} S(L_{i|D^e_J} \oplus 1_{\geq 0}).$$
and for $J \subset K \subset I$, we set

$$S_{KJ} := \prod_{i \in K} \mathcal{S}_{KJ,i} \subset \overline{\mathcal{L}_K^S},$$

where

$$\mathcal{S}_{KJ,i} := \begin{cases} \mathcal{S}\left((L_{i|D_k^J} \oplus 1_{\geq 0})\right) & \text{if } i \in J \\ \mathcal{S}\left(L_{i|D_k^J}\right) & \text{if } i \in K \setminus J \end{cases}$$

Thus, in particular, $S_K = \overline{\mathcal{L}_K^S}$ and $S_K^\emptyset = \prod_{i \in k} \mathcal{S}\left(L_{i|D_k^J}\right)$ is the part of $\overline{\mathcal{L}_K^S}$ at infinity.

The special fibre $\rho_S^{-1}(0)$ may be written as the following disjoint union of real algebraic varieties of dimension $2 \dim_{\mathbb{C}} M$ (if non-empty)

$$\rho_S^{-1}(0) = \bigsqcup_{J \subset I} \overline{L_J^S}.$$

The closure of $\overline{L_J^S}$ in $\rho_S^{-1}(0)$ is the following disjoint union:

$$\overline{\mathcal{L}_J^S} = \bigsqcup_{K \supset J} S_{KJ}. $$

The next lemma, Lemma 4.7, relates $(M, D)^{\text{mot}}_{\partial D}$ and the motivic Milnor fibre $S_f$ introduced in §3.3.2. Indeed, by Lemma 4.7 and Definition 3.9, the motivic Milnor fibre $S_f$ is induced by a map defined on $(M, D)_{\partial D}^{\text{mot}}$ as

$$(M, D)_{\partial D}^{\text{mot}} = \bigsqcup_{\emptyset \neq J \subset I} (M, D)_{\partial D_J}^{\text{mot}} \simeq \bigsqcup_{\emptyset \neq J \subset I} L^*_J.$$

Lemma 4.7. For $J \subset I$, $(M, D)_{\partial D_J}^{\text{mot}} \simeq L^*_J$.

**Proof.** The isomorphism is given by

$$L^*_J \mapsto (M, D)_{\partial D_J}^{\text{mot}}.$$ 

$$(x, (v_j)_{j \in J}) \mapsto (x, (v_j)_{j \in J}, (s_j(x) \mod \mathbb{R}_{x \in I \setminus J}).$$

Though $L^*_J$ does not depend on the choice of the sections $s_j$, the space $(M, D)_{\partial D_J}^{\text{mot}}$ does. This is because of the last component $(s_j(x) \mod \mathbb{R}_{x \in I \setminus J})$ in the above formula. This dependence is not essential and the simplest way to get rid of it is to find the model of $(M, D)_{\partial D_J}^{\text{mot}}$ independent of such a choice. This is, of course $(M, D)_{\partial D_J}^{\text{alg}}$, see §4.4.

We denote by $\mathcal{L}_J^S$ the bundle $\mathcal{L}_J^S$ with the zero sections removed. Then $\mathcal{L}_J^S \cap \mathcal{L}_J = \mathcal{L}_J^S$.

Therefore, for $J \subset I$, we have

$$(M, D)_{\partial D_J}^{\text{alg}} \simeq \mathcal{L}_J^S$$

and

$$(M, D)_{\partial D_J}^{\text{alg}} = \bigsqcup_{J \subset I} (M, D)_{\partial D_J}^{\text{alg}} \simeq \bigsqcup_{J \subset I} \mathcal{L}_J^S.$$
Note that \((M, D)|_{D_j}^{\text{top}}\) is the part of \((M, D)|_{D_j}^{\text{cpl}}\) at infinity; indeed
\[
(M, D)|_{D_j}^{\text{top}} = \left\{ \left( s_i(x) \mod \mathbb{R}_{>0}\right)|_{i \in I \setminus J} : x \in D_j^+ \right\} \times \prod_{i \in J} \mathbb{S}(L_i|_{D_j}) \simeq \prod_{i \in J} \mathbb{S}^*(L_i|_{D_j}).
\]

Thus,
\[
(M, D)^{\text{top}} = \bigcup_{J \subseteq I} (M, D)|_{D_j}^{\text{top}} \simeq \bigcup_{J \subseteq I} \mathbb{S}(L_j),
\]
where \(\mathbb{S}^*(L_j) \doteq \prod_{i \in J} \mathbb{S}(L_i|_{D_j})\). Again, \((M, D)|_{D_j}^{\text{top}}\) depends on the choices of the sections \(s_i\).

### 4.4 Comparison to the log-spaces

In this section we show that \((M, D)^{\text{top}}\), \((M, D)^{\text{cpl}}\) and \((M, D)^{\text{mot}}\) can be identified with the Kato–Nakayama log-space \((M, D)^{\text{log}}\), the complete log-space \((M, D)^{\text{clog}}\), and the algebraic log-space \((M, D)^{\text{alog}}\), respectively.

**Theorem 4.8.** The sections \((s_i)_{i \in I}\) induce bijections

\[
(M, D)^{\text{mot}} \simeq (M, D)^{\text{log}}, \quad (M, D)^{\text{top}} \simeq (M, D)^{\text{log}}, \quad (M, D)^{\text{cpl}} \simeq (M, D)^{\text{clog}}.
\]

**Remark 4.9.** The spaces \((M, D)^{\text{cpl}}\), \((M, D)^{\text{top}}\) and \((M, D)^{\text{mot}}\), as defined in Definition 4.4, depend on the choice of the sections \(s_i, i \in I\), whereas this is not the case for the corresponding log-spaces. Therefore the above bijections allow us to get rid of this dependence.

Moreover, these natural bijections can be used to induce geometric and algebraic structures on the log-spaces from the ones on \((M, D)^{\text{cpl}}\), \((M, D)^{\text{mot}}\) and \((M, D)^{\text{top}}\) (see Remark 4.10).

**Proof of Theorem 4.8.** We first show that there is a bijection between \((M, D)|_{D_i}^{\text{alog}}\) and \(L^*_i|_{D_i}\). For this, we construct a vector bundle isomorphism between \(N_i\) and \(L^*_i|_{D_i}\) (which depends on the choice of \(s_i\)).

Fix \(x \in D_i\) and consider the commutative diagram

\[
\begin{array}{cccccc}
0 & \longrightarrow & T_xD_i & \longrightarrow & T_xM & \longrightarrow & (N_i)_x & \longrightarrow & 0 \\
& & \downarrow{D_i,s_i} & & \downarrow{(s'_i)_x} & & \downarrow{(s'_i)_x} & & \\
0 & \longrightarrow & T_xM & \longrightarrow & T_{s'_i(x)}L_i & \longrightarrow & T_0(L_i)_x & \longrightarrow & 0
\end{array}
\]

The middle vertical arrow represents the differential of \(s_i : M \to L_i\) at \(x\). It induces the vertical isomorphism \((s'_i)_x\) on the right-hand side. Then \((s'_i)_x(v) = D_x s_i(v) = \partial s_i(x)\) is the directional derivative of \(s_i\) along \(v\) at \(x\). Composing \(s'_i : N_i^* \to L^*_i|_{D_i}\) with the bijection of Lemma 2.5, we get a bijection

\[
(M, D)|_{D_i}^{\text{alog}} \ni (x, \Phi) \leftrightarrow w_i \in L^*_i|_{D_i}.
\]

We now express the above bijection directly, without using the normal bundle. For this let us fix a non-vanishing local section \(\ell_i\) of \(L_i\). Then the above isomorphism is explicitly given by \(w_i = \Phi \left( \frac{w_i}{\ell_i} \right) \ell_i\). Indeed, write \(s_i = g_i \ell_i\) and then, since \(g(x) = 0\) if \(x \in D_i\),

\[
w_i = \partial_{g_i} s_i(x) = \partial_{g_i} g(x) \cdot \ell_i + g(x) \cdot \partial_{\ell_i} \ell_i(x) = \Phi (g_i) \cdot \ell_i + 0 \cdot \partial_{\ell_i} \ell_i(x).
\]
Given $x \in D$, recall that $J(x) = \{i \in I : x \in D_i\}$ and define

$$(M, D)^{\log} \to (M, D)^{\mathrm{mot}}$$

$$(x, \Phi) \mapsto \left( (w_j = \Phi \left( \frac{s_j}{\ell_j} \right) \ell_j \right)_{j \in J(x)}, (s_j)_{i \in I \setminus J(x)} \right).$$

Note that the above formula depends on the sections $s_j, i \in J(x)$, but not on the sections $\ell_j$.

By taking the circle bundles we obtain the corresponding formula for the log-space

$$(M, D)^{\log} \to (M, D)^{\top}$$

$$(x, \phi) \mapsto \left( (\theta_j = \phi \left( \frac{s_j}{\ell_j} \right) \theta(\ell_j) )_{j \in J(x)}, \theta(s_j)_{i \in I \setminus J(x)} \right)$$

where $\theta(v) = \nu \mod \mathbb{R}_{>0}$.

Combining both formulae from above, we get the following bijection

$$(M, D)^{\log} \to (M, D)^{\cpl}$$

$$(x, \phi, \psi) \mapsto \left( (r_j \theta_j = \psi \left( \frac{s_j}{\ell_j} \right) r(\ell_j) \phi \left( \frac{s_j}{\ell_j} \right) \theta(\ell_j) )_{j \in J(x)}, (\theta(s_j), r(s_j))_{i \in I \setminus J(x)} \right) \in L_{J(x)}^S.$$

where $r(v) = \nu \mod \mathbb{S}^1$.

**Remark 4.10.** There is a natural topology on the log-spaces; see [13]. For $(M, D)^{\log}$, it coincides with the topology induced by the oriented blowing-up, so that the bijection in Theorem 4.8 is a homeomorphism. In the present paper, we assume that $(M, D)^{\log}$, $(M, D)^{\cpl}$ and $(M, D)^{\log}$ are equipped with the topologies induced by the above bijections.

Using the functoriality of $(M, D)^{\log}$ applied to $f : (M, D) \to (C, 0)$ we obtain the first vertical map of (4)

$$f^{\log}_{\downarrow D} : (M, D)^{\log} \to \mathbb{C}^*,$$

and the identification $(M, D)^{\log} \simeq (M, D)^{\mathrm{mot}}$ from Theorem 4.8 then induces

$$f^{\mathrm{mot}}_{\downarrow D} : (M, D)^{\mathrm{mot}} \to (C, 0)^{\mathrm{mot}} = \mathbb{C}^*$$

such that the restriction of $f^{\log}_{\downarrow D}$ to $D^*_j$ corresponds to $f_j$ given in (13).

**Definition 4.11.** By the reduction of $f^{\log}_{\downarrow D}$ we mean the element of $K_0(\var{\mathrm{Var}_{D \times \mathbb{C}^*}})$ defined by

$$\sum_{\emptyset \neq J \subseteq I} (-1)^{|J|} \left[ f^{\log}_{\downarrow D_j} \right].$$

Note that, by the above identification, this reduction coincides with $S_j$; cf. Definition 3.9.

Similarly, the functoriality of $(M, D)^{\log}$ gives rise to a map $(M, D)^{\log}_{\downarrow D} \to (C, 0)^{\log}_{\downarrow 0} = \mathbb{S}^1$. Then, using the identification $(M, D)^{\log} \simeq (M, D)^{\top}$, we obtain the topological Milnor fibration

$$\text{sign } f : (M, D)^{\top}_{\downarrow D} \to \mathbb{S}^1.$$

We can now prove Theorem A, as stated in the introduction.
Proof of Theorem A. The fact that the map $\text{sign} f : (M, D)_{\mathbb{D}}^{\text{top}} \to S^1$ coincides with the topological Milnor fibration follows from [13], and it has been explicitly stated in [4] that it coincides with A’Campo’s first model of the topological Milnor fibration. We return to it in Section 5.

Since $(M, D)_{\mathbb{D}}^{\text{mot}} \simeq L_J^*$ (see Lemma 4.7), the restrictions $f_{\mathbb{D}}^{\text{mot}}$ induce the maps $f_J : L_J^* \to \mathbb{C}^*$ from which we derive the motivic Milnor fibre $S_f$ (see Definition 3.9) by choosing the correct signs.

Finally, the constructions of this section show that $(M, D)_{\mathbb{D}}^{\text{top}}$ is the geometric quotient of $(M, D)_{\mathbb{D}}^{\text{mot}}$ by $\mathbb{R}_{>0}$ and that $f_{\mathbb{D}}^{\text{mot}}$ induces the map $\text{sign} f$ by the additional quotient by $\mathbb{R}_{>0}$ in the target.

Remark 4.12. The signs appearing in the motivic Milnor fibre $S_f$ (see Definition 3.9) can be interpreted in terms of geometric quotients by powers of $\mathbb{R}_{>0}$.

Since $(M, D)_{\mathbb{D}}^{\text{top}}$ is the geometric quotient of $(M, D)_{\mathbb{D}}^{\text{mot}}$ by $\mathbb{R}_{>0}$, the coefficient $(-1)^{|J|}$ appearing in $S_f$ in front of the class of $L_J^*$ can be interpreted as a consequence of this fact as $\mathcal{X}((\mathbb{R}_{>0})^{|J|}) = (-1)^{|J|}$. We conjecture that this interpretation can be made formal by introducing a Grothendieck group handling these quotients by $\mathbb{R}_{>0}$ (importantly, by taking such a quotient, we leave the category of algebraic varieties).

The additional sign in front of the sum for $S_f$ in Definition 3.9 is necessary to compare the motivic and topological Milnor fibrations. Indeed, we need to take the quotient of $\mathbb{C}^*$ by $\mathbb{R}_{>0}$ in order to recover $S^1$ in the target of the topological Milnor fibration. Besides, as explained in Remark 7.2, these coefficients are also necessary to ensure the invariance with respect to the choice of a resolution (see also Examples 6.1 and 6.2).

4.5 Recovering the function $f$ and the motive $S_f$. Recall that $f^{\text{mot}} : (M, D)_{\mathbb{D}}^{\text{mot}} \to \mathbb{C}^*$ induces maps $f_J : L_J^* \to \mathbb{C}^*$ for $\emptyset \neq J \subset I$ from which we derive the motivic Milnor fibre $S_f$ (see Definition 3.9). Similarly, we deduce from (23) that $\text{sign} f$ induces an $(S^1)^J$-equivariant function

$$\text{sign} f_J : (M, D)_{\mathbb{D}}^{\text{top}} \to S^1,$$  

$$\text{sign} f_J(x, \theta) = (\text{sign} u_J(x)) \prod \theta_i^{N_i},$$

where $\emptyset \neq J \subset I$.

Actually, we show that we can essentially recover $f$ from these maps, as explained below. For this statement, it is convenient to use the following evaluation map

$$\text{ev}_f : (M, D)^{\text{alg}} \to \mathbb{C}^*$$
given for $\Phi \in (M, D)^{\text{alg}}$ by $\text{ev}_f(\Phi) = \Phi(f_J)$. Note that $(\text{ev}_f)_D$ coincides with $f^{\text{alg}}_D : (M, D)^{\text{alg}}_D \to (\mathbb{C}, 0)^{\text{mot}} = \mathbb{C}^*$.

Theorem 4.13. The map $\text{ev}_f : (M, D)^{\text{alg}} \to \mathbb{C}^*$ uniquely determines the function $f$, and its restriction $f_J^{\text{alg}} : (M, D)^{\text{alg}}_J \to \mathbb{C}^*$ determines $f_J : L_J^* \to \mathbb{C}^*$.
Similarly, \( \text{sign} : (M, D)^{\log} \rightarrow S^1 \) determines \( f \) up to a multiplication by a (locally constant) positive real number and each of the maps \( \text{sign} f_J : (M, D)^{\log}|_{D^*_J} \rightarrow S^1 \) determines \( f_J : L^*_J \rightarrow C^* \) also up to multiplication by a (locally constant) positive real number.

**Proof.** Clearly \( \text{ev}_J \) determines the exponents \( N_i \) and therefore it is enough to determine the unit \( u \) in (1). If \( \Phi \in (M, D)^{\log} \) this follows from \( \Phi(u) = u(x) \).

The above argument applies to \( \text{sign} f \) because for \( \varphi \in (M, D)^{\log} \), \( \text{sign} f(\varphi) = \varphi(f_J) \). More precisely, (24) allows us to recover the exponents \( N_i \) of \( f_J \) from \( \text{sign} f_J \) and then the argument of \( u_J \), \( \text{sign} u_J(x) = \frac{u_J(x)}{|u_J(x)|} \). Finally, the argument of \( u_J \) determines \( u_J \) up to a positive real constant. Indeed, the quotient of two such possible \( u_J \) is a holomorphic function that takes only real values. So it is locally constant. \( \square \)

As a corollary we obtain Theorem B from the Introduction.

### 5 The topological Milnor fibration

In [1], N. A’Campo gives two geometric models of the topological Milnor fibration. The first coincides with (23). The second, which we interpret in terms of our construction, comes with a simple formula for the geometric monodromy operator.

For \( \emptyset \neq J \subset I \), recall that \( \text{sign} f \) induces an \( (S^1)^I \)-equivariant function

\[
\text{sign} f_J : (M, D)^{\text{top}}|_{D^*_J} \rightarrow S^1, \quad \text{sign} f_J(x, \theta) = (\text{sign} u_J(x)) \prod \theta_i^{N_i}.
\]

Note that \((M, D)^{\text{top}}|_{D^*_J}\) can be identified with \(L^*_J/\mathbb{R}_{>0}^I\) so that \((M, D)^{\text{top}}|_{D^*_J}\) is an \((S^1)^I\)-principal bundle over \(D^*_J\).

A’Campo’s first model for the Milnor fibration, denoted by \(nP : N \rightarrow S^1\) in [1], is constructed by taking the fibre product of real oriented blowings-up of the components of the exceptional divisor. Therefore, it coincides with \( \text{sign} f : (M, D)^{\text{top}}|_D \rightarrow S^1 \).

**Proposition 5.1.** The continuous map \( \text{sign} f : (M, D)^{\text{top}}|_D \rightarrow S^1 \) gives the topological Milnor fibration.

For similar constructions, we refer to [22], and to [14] for the more general case of toroidal functions.

The map \( \text{sign} f : (M, D)^{\text{top}}|_D \rightarrow S^1 \) is a proper stratified submersion and, therefore, a locally trivial fibration. Over each stratum (see (24)) \( \text{sign} f_J \) can be equipped with a monodromy map given by a simple formula. These monodromy maps do not glue together to a continuous monodromy map for \( \text{sign} f : (M, D)^{\text{top}}|_D \rightarrow S^1 \). This is why A’Campo improves his model by adjoining additional simplices at corners, allowing him to define a geometric monodromy for \( \text{sign} f : (M, D)^{\text{top}}|_D \rightarrow S^1 \). It is this construction that we are going to recover using \( \text{sign} f : (M, D)^{\text{top}}|_D \rightarrow S^1 \).

Along the way, we give two interpretations of A’Campo’s second model; see Propositions 5.2 and 5.3. First, we represent A’Campo’s model as a subspace of \((M, D)^{\text{top}}\). Second, we...
show that this model can be obtained from \((M, D)_{\text{cpl}} \setminus (M, D)^{\text{op}}\) by dividing by the diagonal \(\mathbb{R}_{>0}\)-action.

For \(i \in I\) and \(J \subset I\) consider the function

\[
\xi_i : \mathbb{R}^* \rightarrow \mathbb{R}, \quad \xi_i(x, v) = \begin{cases} \left(\frac{|v_i|}{N_i}\right)^{-1} & \text{if } i \in J \\ 0 & \text{if } i \not\in J \end{cases}
\]

These functions can be extended continuously from \(L^*_J\) to \((M, D)_{|D}^{\text{cpl}}\) by giving to \(\xi_i\) the value 0 if \(v_i\) goes to infinity. For \(i \in I\), the above functions glue together to a continuous function \(\xi_i : (M, D)_{|D}^{\text{cpl}} \rightarrow \mathbb{R}\). Then we define \(\xi : (M, D)_{|D}^{\text{cpl}} \rightarrow \mathbb{R}^I\) by \(\xi = (\xi_i)_{i \in I}\).

Let \(\Delta = \{\xi \in \mathbb{R}^I : \xi \geq 0, \sum \xi_i = 1\}\) be the standard simplex in \(\mathbb{R}^I\). Then the restriction of \(\text{sign} f\) to \(\xi^{-1}(\Delta)\) coincides with A’Campo’s second model. Indeed, the process of adjoining simplices to the normal crossing divisor \(D\) in [1] gives exactly the topological space \(\xi^{-1}(\Delta)/(S^1)^f\). Besides, we have

\[
\xi^{-1}(\Delta) = \left(\xi^{-1}(\Delta)/(S^1)^f\right) \times_D (M, D)^{\text{op}}.
\]

In particular, \(\xi^{-1}(\Delta)\) is homeomorphic to A’Campo’s second model (named \(\tilde{N}\) in [1]).

Then we construct the associated geometric monodromy as follows. For \(\lambda \in \mathbb{R}\), we define \(h_{\lambda, J} : L^*_J \rightarrow L^*_J\) by

\[
h_{\lambda, J}(x, v) = \left(x, \left(\exp\left(\lambda \xi_i(x, v) 2\pi \sqrt{-1} v_i\right)\right)_{i \in I}\right).
\]

Then, the maps \(h_{\lambda, J}\) can be extended to the boundary of \(L^*_J\) in \((M, D)_{|D}^{\text{cpl}}\) so that they glue to a continuous map \(h_{\lambda} : (M, D)_{|D}^{\text{cpl}} \rightarrow (M, D)_{|D}^{\text{cpl}}\).

The map \(h_{\lambda} : \xi^{-1}(\Delta) \rightarrow \xi^{-1}(\Delta)\) is well-defined and satisfies

\[
\text{sign} f(h_{\lambda}(x, v)) = \exp\left(\lambda 2\pi \sqrt{-1}\right) \text{sign} f(x, v).
\]

In particular, the following result holds:

**Proposition 5.2.** A’Campo’s second model for the Milnor fibration coincides with \(\text{sign} f : \xi^{-1}(\Delta) \rightarrow S^1\).

Let us give a different interpretation of this construction. For \(\emptyset \neq J \subset K\), we define an \(\mathbb{R}_{>0}\)-action on

\[
\left(\prod_{i \in J} L^*_i \left| D^*_k\right) \times_D \left(\prod_{i \in K \setminus J} D^*_k \left| L_i \left| D^*_k\right) \subset S_{KJ},\right.ight.
\]

by

\[
\lambda \cdot ((v_i)_{i \in J}, (\theta_j)_{j \in K \setminus J}) = ((\lambda v_i)_{i \in J}, (\theta_j)_{j \in K \setminus J}).
\]

These actions glue to an \(\mathbb{R}_{>0}\)-action on \((M, D)^{\text{cpl}} \setminus (M, D)^{\text{op}}\). The above construction leads to the following result.

**Proposition 5.3.** The quotient \(\left(\left(\mathbb{R}, (M, D)^{\text{cpl}} \setminus (M, D)^{\text{op}}\right)/\mathbb{R}_{>0}\right)\) is homeomorphic to \(\xi^{-1}(\Delta)\) and the map to \(S^1\) induced on this quotient equals the restriction of \(\text{sign} f\) to \(\xi^{-1}(\Delta)\).
6 Effect of a blowing-up

Let \( C \subset D \) be a nonsingular subvariety in normal crossings with \( D = \cup_{i \in I} D_i \). In this section we compute the effect of the blowing-up of \( C \) on \((M, D)_{\log}\), \((M, D)_{\log}\), and \((M, D)_{c\log}\).

Let \( \sigma : \tilde{M} \to M \) denote the blowing-up of \( C \) in \( \tilde{M} \) and let \( \tilde{D} \) be the total transform of \( D \) by \( \sigma \). Thus \( \tilde{D} = \sigma^{-1}(D) \) is the union of the strict transforms of the \( D_i, i \in I \), denoted by \( \tilde{D}_i \), and the exceptional divisor \( E \) of \( \sigma \). We are going to express \((\tilde{M}, \tilde{D})_{\log}\), \((\tilde{M}, \tilde{D})_{\log}\), and \((\tilde{M}, \tilde{D})_{c\log}\) in terms of the original log-spaces and the normal bundles of the components of \( D \) and to \( C \). For this we present two types of formulae. The first ones, Theorems 6.7 and 6.11, give canonical formulae for the new spaces over strata of the exceptional divisor. The second ones, Corollaries 6.8 and 6.12, present (local for the Zariski topology on \( \tilde{M} \)) trivialisations over \( \tilde{M} \) of the projections \((\tilde{M}, \tilde{D})_{\log}\) → \((M, D)_{\log}\), \((\tilde{M}, \tilde{D})_{\log}\) → \((M, D)_{\log}\). Over the smallest stratum, denoted later by \( \tilde{D}_0^* \), both coincide and the canonical formula is a trivialisation; see Propositions 6.9 and 6.13. Note, nevertheless, that \( \tilde{D}_0^* \) can be empty; see §6.1.

The case \((\tilde{M}, \tilde{D})_{\log}\) → \((M, D)_{\log}\) is particularly simple and can be expressed entirely in terms of the normal bundles. The case of \((\tilde{M}, \tilde{D})_{\log}\) → \((M, D)_{\log}\) is, in turn, obtained by dividing, stratawise, by powers of \( \mathbb{R}_{>0} \). In this case, the local stratawise trivialisations glue to a continuous (local with respect to \( C \)) trivialisation over all the strata; see Corollary 6.14. We also show that the fibres of the projection \((\tilde{M}, \tilde{D})_{\log}\) → \((M, D)_{\log}\) are contractible, and, hence, that this projection is a homotopy equivalence; see Corollary 6.15. For completeness, we also show how to obtain local (in \( C \)) trivialisations of \((\tilde{M}, \tilde{D})_{\log}\) → \((M, D)_{\log}\) by combining the previous two cases; see Theorems 6.16 and 6.17. The proofs rely on the identifications of Corollary 2.6.

The underlying ideas are simple and geometric, though the precise statements are technical and the notation that takes into account all the data is quite heavy. For this reason, we begin with two simple but illustrative examples that we present with schematic pictures.

Example 6.1. In this example, we assume that \( D : x_1 x_2 = 0 \) in \( M = \mathbb{C}^2 \) and that \( C = \{O\} \).

The picture on the left represents the space \((M, D)_{c\log}\). The subspace \((M, D)_{c\log}\) is represented by orange straight lines together with the red dots. The subspace \((M, D)_{c\log}\) is
represented by hatched green lines outside the intersection and with green dots near the intersection point. The mixed part is represented in purple.

The picture on the right represents $\tilde{M}, \tilde{D}^{\text{clog}}_{\{\tilde{D}\}}$. The exceptional divisor $E$ is represented as the horizontal blue line. The subspace $(\tilde{M}, \tilde{D}^{\text{log}}_{\{\tilde{D}\}}$ is represented by straight lines. The subspace $(\tilde{M}, \tilde{D}^{\text{alog}}_{\{\tilde{D}\}}$ is represented by green hatched lines and dots. The mixed part is represented by dashed lines.

The color code shows how each piece is mapped by $\sigma$ (for $\tilde{D}$) or by $\sigma^{\text{clog}}$ (for $(\tilde{M}, \tilde{D}^{\text{clog}}_{\{\tilde{D}\}}$).

In particular, some pieces of the mixed part of $(\tilde{M}, \tilde{D}^{\text{clog}}_{\{\tilde{D}\}}$ are mapped to $(\tilde{M}, \tilde{D}^{\text{log}}_{\{\tilde{D}\}}$).

Concerning the log spaces, the blowing-up replaces $(\tilde{M}, \tilde{D}^{\text{ho}}_{\{\tilde{D}\}} \simeq S^1 \times S^1$ with

- $(\tilde{M}, \tilde{D}^{\text{ho}}_{\{p\}} \simeq S^1 \times S^1$ for $p \in E \cap \tilde{D} = \{p_1, p_2\}$, and
- $(\tilde{M}, \tilde{D}^{\text{ho}}_{\{p\}} \simeq S^1 \times S^1$ for $p \in E \setminus \tilde{D} \simeq C^*$.

Therefore, as sets, above the origin we get

$$S^1 \times S^1 \leftarrow (S^1 \times S^1) \cup (S^1 \times S^1) \cup (S^1 \times C^*) = (S^1 \times S^1) \times [0, \infty].$$

**Example 6.2.** We now assume that $D : x_1 = 0$ in $M = \mathbb{C}^2$ and that $C = \{O\}$.
\begin{itemize}
  \item \((\tilde{M}, \tilde{D})_{|p}^{\log} \simeq C^*\) for \(p \in E \setminus \tilde{D} \simeq C\).
\end{itemize}

Concerning the log spaces, the blowing-up replaces \((M, D)_{|p}^{\log} \simeq S^1\) with
\begin{itemize}
  \item \((\tilde{M}, \tilde{D})_{|p}^{\log} \simeq S^1 \times S^1\) for \(p \in \{E \cap \tilde{D}\}^\circ\), and
  \item \((\tilde{M}, \tilde{D})_{|p}^{\log} \simeq S^1\) for \(p \in E \setminus \tilde{D} \simeq C\).
\end{itemize}

Therefore, as sets, above the origin we get
\[
S^1 \leftarrow (S^1 \times S^1) \cup (S^1 \times C) \simeq S^1 \times (\mathbb{C} \times \mathbb{R}_{\geq 0} \setminus \{0\}) / \mathbb{R}_{>0},
\]
so that the fibre is the join of a point and a circle, that is the cone over a circle.

### 6.1 Set-up.

The centre \(C\) of the blowing-up \(\sigma\) is, by assumption, in normal crossings with \(D\). In particular, for every \(i \in I\), either \(C\) is included in \(D_i\) (in that case we say \(i \in K \subset I\)), \(C\) intersects \(D_i\) transversally (in that case we say \(i \in L \subset I\)), or \(C\) does not meet \(D_i\). In the latter situation, the blowing-up along \(C\) has no effect on \(D_i\), so we assume without loss of generality that \(I = K \cup L\). The index set \(K = \{i \in I : C \subset D_i\}\) is assumed to be non-empty so that \(C \subset D_K \subset D\).

Denote by \(\tilde{D}_i\) the strict transform of \(D_i\) and set \(\tilde{D}_0 = E\). For \(J \subset I\) set \(\tilde{J} = J \cup \{0\}\). Then
\[
\tilde{D}_j = (E \cap \bigcap_{i \not\in J} \tilde{D}_j) \setminus \bigcup_{i \not\in J} \tilde{D}_j.
\]
Note that if \(C = D_K\) then \(\tilde{D}_K^0\) is empty.

**Remark 6.3.** In order to simplify the notation in the theorems of this section, we skip the index set \(L\). This means that all the bijections stated over \(C\) are actually defined over every stratum of the natural stratification of \(C\), i.e., given by the strata \(C \cap D_R^\circ\) for \(R \subset L\).

Let \(\tilde{L}\) be the line bundle associated to the divisor \(E\) and fix a section \(\tilde{s}\) such that \(\tilde{s}^{-1}(0) = E\). We define
\[
\tilde{L}_k = \tilde{L}^{-1} \otimes \sigma^* L_k \quad \text{and} \quad \tilde{s}_k := \tilde{s}^{-1} \sigma^* s_k \quad \text{for} \quad k \in K,
\]
\[
\tilde{L}_i = \tilde{\sigma}^* L_i \quad \text{and} \quad \tilde{s}_i := \tilde{\sigma}^* s_i \quad \text{for} \quad i \in I \setminus K.
\]

Fix non-vanishing local sections \(\ell_i\) of \(L_i\), \(i \in I\), and \(\tilde{\ell} \) of \(\tilde{L}\) and then define \(\tilde{\ell}_i\) of \(\tilde{L}_i\) by \(\sigma^* \ell_k := \tilde{\ell}_k \cdot \tilde{\ell}\) if \(k \in K\) and \(\tilde{\ell}_i := \sigma^* \ell_i\) if \(i \in I \setminus K\). These sections give local trivialisations (over Zariski open sets) of the corresponding line bundles and we use them, together with the section \(s_k, \tilde{s}_k, \) and \(\tilde{s}\), to locally describe the components of \(D\) and \(\tilde{D}\) as the zero loci of functions with values in \(C\). Indeed, the zero loci of \(\tilde{g}_k = s_k / \ell_k, \tilde{g}_k = \tilde{s}_k / \tilde{\ell}_k,\) and \(\tilde{g} = \tilde{s} / \tilde{\ell}\), are \(D_k, \tilde{D}_k,\) and \(E\), respectively. Note that \(g_k \sigma = \tilde{g}_k \cdot \tilde{g}\).

We need a vector bundle \(\mathcal{E}\) with a section \(s\) so that \(C = s^{-1}(0)\). Since \(C\) is a subset of \(D_K\), the sections \(s_k\) already vanish on \(C\). Let \(\mathcal{E}_i\) be a vector bundle defined on \(M\) with a section \(s_i\) such that the section \(s = (s_c, s_k : k \in K)\) of the vector bundle \(\mathcal{E} = \mathcal{E}_1 \oplus \bigoplus_{k \in K} L_k\) is transverse to the zero section and defines \(C\). A suitable bundle \(\mathcal{E}_1\) and section \(s_c\) can always be chosen locally (for the Zariski topology).

The blowing-up \(\tilde{M} = Bl_C(M)\) of \(C\) in \(M\) can be described in terms of the section \(s\) as
\[
(25) \quad \tilde{M} = \text{Closure of the image of } M \setminus C \leftarrow \mathbb{P} \mathcal{E} = \mathbb{P} \left( \mathcal{E}_1 \oplus \bigoplus_{k \in K} L_k \right).
\]
where the inclusion is given by \( x \mapsto [s] = [s_k(x) : s_k(x), k \in K] \). In particular, (25) identifies the exceptional divisor \( E \) of \( \sigma \) with the projectivisation of \( \mathcal{E}|_C \)

\[
\text{iso}_\gamma : E \xrightarrow{\sim} \mathbb{P}\mathcal{E}|_C.
\]

This identification depends on the choice of the section \( s \).

### 6.2 Normal bundles and the exceptional divisor.

In order to get rid of this dependence on the section \( s \), we use the identifications in terms of normal bundles from Corollary 2.6.

The normal bundle \( N \) to \( C \) in \( M \), also denoted later by \( N_{M,C} \), is the quotient bundle on \( C \) defined by the exact sequence

\[
0 \longrightarrow TC \longrightarrow TM|_C \xrightarrow{\pi_C} N \longrightarrow 0.
\]

The differential of \( s \) induces a vector bundle isomorphism \( s' : N \rightarrow \mathcal{E}|_C \). For \( x \in C \) we have the commutative diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & T_xC \\
\downarrow & & \downarrow \text{D}_x^s \\
0 & \longrightarrow & T_xM \\
\downarrow s' & & \downarrow \\
0 & \longrightarrow & T_x\mathcal{E} \xrightarrow{\pi_{E,x}} T_x\mathcal{E}_x = \mathcal{E}_x \longrightarrow 0,
\end{array}
\]

where the map \( T_xM \rightarrow T_x\mathcal{E} \) in the bottom row is the differential of the embedding \( M \rightarrow \mathcal{E} \) of \( M \) to the zero section of \( \mathcal{E} \).

The exceptional divisor \( E \) can be identified canonically with the projectivisation of the normal bundle

\[
\text{can}_E : E \xrightarrow{\sim} \mathbb{P}N.
\]

The latter can be interpreted geometrically in terms of complex arc liftings. Let \( \gamma : (C, 0) \rightarrow (M, x) \) be a complex arc such that \( \gamma(t) \notin C \) for \( t \neq 0 \). We denote by \( \tilde{\gamma} : (C, 0) \rightarrow \tilde{M} \) the unique lifting of \( \gamma \) to \( \tilde{M} \) with respect to the blowing-up. If \( \gamma'(0) \in T_xM \setminus T_xC \), then \( \text{can}_E(\tilde{\gamma}(0)) = [\pi_{E,x}(\gamma'(0))] \).

The two embeddings (26) and (28) are related by the formula

\[
\text{iso}_\gamma = \mathbb{P}(s') \circ \text{can}_E,
\]

where \( s'(x) \) is the linear isomorphism defined by (27).

To show (29), take an arc \( \gamma : (C, 0) \rightarrow (M, x), \nu = \gamma'(0) \notin T_xC \). Then the lifting of \( \gamma \) to (25), which we denote by \( \tilde{\gamma}_s \), is given, for \( t \neq 0 \), by \( \tilde{\gamma}_s(t) = (\gamma(t), [s(\gamma(t))] \). Therefore,

\[
\tilde{\gamma}_s(0) = \lim_{t \to 0}[s(\gamma(t))] = \lim_{t \to 0}[(s \circ \gamma)'(t))] = [\pi_{E,x}(s \circ \gamma)'(0)] = [s'(x)(\pi_{E,x}(\gamma'(0)))] = \mathbb{P}(s'([\pi_{E,x}(\nu)]),
\]

where the second equality states that the limits of secant and tangent directions coincide. This completes the argument for (29).

The isomorphism (28) extends to a line bundle isomorphism as the normal bundle \( N \) to \( E \) in \( M \) corresponds (canonically) to the tautological bundle on \( \mathbb{P}N \). Taking this identification into account, we associate to a nonzero vector \( \nu \in N^* \) the point \( [\nu] \in \mathbb{P}N \) and a vector \( \nu \in N_{[\nu]}^* \).
This map can again be described in terms of arc liftings. Let \( \gamma(t) \) be an arc such that \( \gamma(0) = x \) and \( \pi_{C,x}(\gamma'(0)) = v \in N^* \). Denote by \( \tilde{\gamma} \) its lifting to \( \tilde{M} \). Then \( \tilde{\gamma}(0) = [v] \in \mathbb{P}(N_\gamma) \) and \( \pi_E(\tilde{\gamma}'(0)) = \tilde{v} \in N_\gamma^* \), where \( \pi_E : TM_E \to \tilde{N} \) denotes the projection.

Therefore, the following lemma holds.

**Lemma 6.4.** Let \( N^* \) be the normal bundle of \( C \) in \( M \) without its zero section, and let \( \tilde{N}^* \) be the normal bundle of \( E \) in \( \tilde{M} \) without its zero section. Then we have a canonical bijection

\[ N^* \ni v \mapsto ([v], \tilde{v}) \in \tilde{N}^*. \]

We use the following notation for the normal bundles: \( N_i = N_{M,D_i} \) and \( N_J = \oplus_{i \in J} N_i |_{D_J} \). The latter is well defined on \( D_J \) and equals the normal bundle of \( D_J \), also denoted by \( N_{M,D_J} \).

Recall that \( N_i^* \) denotes \( N_i \) with the zero section removed, and by \( N_J^* \) we denote the fibre product of the \( N_i^* \) over \( D_J \), namely:

\[ N_J^* = \prod_{i \in J} N_i^*. \]

We use a similar notation for the normal fibres to the divisors in \( M \).

For \( C \subset D_K \subset M \), if \( \dim C < \dim D_K \) then we have an exact sequence of normal bundles on \( C \):

\[ 0 \to N_{D_K,C} \xrightarrow{i} N_{M,C} \xrightarrow{\pi} N_K | C \to 0. \tag{30} \]

Since \( N_K = \oplus_{k \in K} N_k | D_k \), we write the images of \( \pi(v) = (v_k, k \in K) \), where \( v_k = \pi_k(v) \) denotes the \( k \)-th coordinate of \( \pi(v) \).

Analogously to (21) and (27), we have the following commutative diagram:

\[
\begin{array}{ccc}
0 & \xrightarrow{i} & N_{D_K,C} \\
\downarrow \pi' & & \downarrow \pi' \\
E_{1,C} & \xrightarrow{\oplus L_k | C} & \oplus_{k \in K} L_k | C \\
\end{array}
\]

Since the vertical arrows are isomorphisms, the bottom sequence induces a splitting of the top one:

\[ 0 \to N_{D_K,C} \xrightarrow{i} N_{M,C} \xrightarrow{\pi} N_K | C \to 0. \tag{31} \]

This splitting is defined only on an open subset of \( M \) where \( s_C \) is defined, and, moreover, it depends on the choice of all sections \( s_C \) and \( s_k, k \in K \).

The normal bundles of \( D_k, k \in K \), and of its strict transform are related by the following.

**Lemma 6.5.** Over \( E \cap \tilde{D}_k, k \in K \), the line bundle \( \sigma^* N_k \) is canonically isomorphic to \( \tilde{N} \otimes \tilde{N}_k \).
Proposition 6.6. Let $\mathcal{E}$ be a sheaf of vector bundles over $\mathcal{O}$ and the derivatives of $s_k, \mathcal{E}$, over $E \cap \mathcal{O}$, similar to the maps $s_k'$ of (21), induce isomorphisms $\mathcal{N} \simeq \mathcal{L}, \mathcal{N} \simeq \mathcal{L}$, $\mathcal{N} \simeq \mathcal{L}$. These isomorphisms depend on the choice of sections, but we show that the induced isomorphism $\sigma^*\mathcal{N}_k \simeq \mathcal{N} \otimes \mathcal{N}_k$ is independent of this choice provided $\sigma^*s_k = \tilde{s}_k$.

Recall, after (21), that the isomorphism $\mathcal{N}_k \simeq \mathcal{L}_k$ is given by associating $w_k = s_k'(v_k) = D_\mathcal{L}s_k(v_k) = \partial_{v_k} s_k \in \mathcal{L}_{k,x}$ to $v_k \in N_{k,x}$. We show that for $w_k = s_k'(v_k) \in \mathcal{L}_{k,x}$, $w = s'(\tilde{v}) \in \mathcal{L}_x$, $\tilde{w}_k = s_k'(\tilde{v}) \in \mathcal{L}_{k,x}$, the property $w_k = \tilde{w}_k$ depends only on the vectors $v_k, \tilde{v}$ and not on the sections. (Here, for simplicity of notation, we identify $\sigma^*\mathcal{L}_k$ and $\mathcal{L}_{k,x}$.) If $u_k$ is an analytic function not vanishing at $x$ then the section $u_k s_k$ associates to $v_k$ the vector $u_k w_k$. This is because $\partial_{v_k} (u_k s_k) = u_k \partial_{v_k} s_k + (\partial_{v_k} u_k) s_k(x)$ and $s_k(x) = 0$. The same property holds for $\tilde{u}_k$ and $\tilde{w}_k$. Thus, if $u(x) = \tilde{u}(\tilde{x}) u_k(\tilde{x})$, then the property $w_k = \tilde{w}_k$ is preserved as claimed.

6.3 Algebraic case: $(\mathcal{M}, \mathcal{D})^{\text{alg}} \simeq (\mathcal{M}, \mathcal{D})^{\text{mot}}$. By Corollary 2.6, we may identify

$$(\mathcal{M}, \mathcal{D})^{\text{alg}} \simeq \mathcal{N}^*_\mathcal{O}_C.$$  

To get a similar description for $(\mathcal{M}, \mathcal{D})^{\text{alg}}$, we stratify $E$ by $D^x_\mathcal{Q} = E \cap (\bigcap_{q \in \mathcal{Q}} \mathcal{D}_q \setminus \bigcup_{q \in K \setminus \mathcal{Q}} \mathcal{D}_q)$, where $\mathcal{Q} \subset K$. Thus the biggest stratum of $E$ is given by $\mathcal{Q} = \emptyset$. If $\mathcal{Q} = K$, then the stratum $\mathcal{D}_k = E \cap (\bigcap_{k \in \mathcal{Q}} \mathcal{D}_k)$ is nonempty if and only if $\dim C < \dim \mathcal{D}_k$.

Thus, for any $\mathcal{Q} \subset K$, we have

$$(\mathcal{M}, \mathcal{D})^{\text{alg}}_\mathcal{Q} \simeq \mathcal{N}^*_\mathcal{Q}_C.$$  

Given $x \in C$, a preimage $\tilde{x} \in \sigma^{-1}(x)$ such that $\tilde{x} \in D^x_\mathcal{Q}$, and $(\tilde{v}, \tilde{\partial}_{\mathcal{Q}}, q \in \mathcal{Q}) \in \mathcal{N}^*_\mathcal{Q}_C$, by Lemma 6.4, there is a unique vector $v \in N_{M,C,x}$ corresponding to $(\tilde{x} = [v], \tilde{v})$. Let us denote it by $v = \varphi(\tilde{x}, \tilde{v})$. Note that, since $\tilde{x} \in D^x_\mathcal{Q}$, the coordinates $(v_q)_{q \in \mathcal{Q}}$ of $\pi(v) = N_k$ vanish and the coordinates $(v_k)_{k \in K \setminus \mathcal{Q}}$ are non-zero. In other words, $v \in \pi^{-1}(\mathcal{N}^*_k \setminus \mathcal{Q})$, where we consider $\mathcal{N}^*_k \setminus \mathcal{Q}$ embedded in $\mathcal{N}$ via the zero section on $N_k$ for $q \in \mathcal{Q}$.

Let us now interpret the morphism $\sigma^{\text{alg}} : (\mathcal{M}, \mathcal{D})^{\text{alg}}_\mathcal{Q} \to (\mathcal{M}, \mathcal{D})^{\text{alg}}_C$ in terms of normal bundles.

**Proposition 6.6.** The morphism $\sigma^{\text{alg}} : (\mathcal{M}, \mathcal{D})^{\text{alg}}_\mathcal{Q} \to (\mathcal{M}, \mathcal{D})^{\text{alg}}_C$ induces a map $\sigma^{\text{alg}}_\mathcal{Q} : \mathcal{N}^*_\mathcal{Q}_C \to \mathcal{N}^*_k$ given by

$$\sigma^{\text{alg}}(\tilde{x}, \tilde{v}; \tilde{\partial}_{\mathcal{Q}}, q \in \mathcal{Q}) = (\pi_k(v), k \in K \setminus \mathcal{Q}; \tilde{\partial}_q, q \in \mathcal{Q}).$$

where $v = \varphi(\tilde{x}, \tilde{v})$.

**Proof.** Recall that $\sigma^{\text{alg}}$ is defined by $\sigma^{\text{alg}}(\Phi)(g) = \Phi(g \circ \sigma)$. In order to determine $\Phi = \Phi(g \circ \sigma)$ at $x$, it suffices to consider only $g = s_k \circ \mathcal{L}$ for $k \in K$ and to show that it corresponds, by Lemma 2.5, to $\nu_k = \pi_k(v)$ for $k \in K \setminus \mathcal{Q}$ and $\bar{\nu}_q = \bar{\partial}_q$ for $q \in \mathcal{Q}$. 


For \( q \in Q \), it follows from the definition of the product \( \tilde{v}_q \) given in the proof of Lemma 6.5 and the formula \( w_q = \Phi \left( \frac{x}{\eta_q} \right) \ell_q \) showed in (22).

For \( k \in K \setminus Q \) we argue in the following manner. Let \( \gamma(t) \) be the arc used in the proof of Lemma 6.4. Recall that \( \gamma(0) = x \) and \( \pi_{C,x}(\gamma'(0)) = v \). The lifting \( \tilde{\gamma} \) of \( \gamma \) satisfies \( \tilde{\gamma}(0) = \tilde{x} \) and \( \pi_{E,\tilde{\gamma}'(0)} = \tilde{v} \in \tilde{N} \). Differentiating \( g_k(\gamma(t)) = \tilde{g}(\tilde{\gamma}(t)) \tilde{g}_k(\tilde{\gamma}(t)) \) and setting \( t = 0 \), we get

\[
\begin{align*}
d_{\tilde{\gamma}} g_k(x) &= d_{\tilde{\gamma}} g_k(\tilde{x}) = \tilde{g}_k(\tilde{x}) d_{\tilde{\gamma}} \tilde{g}(\tilde{x}).
\end{align*}
\]

Since \( \tilde{g}_k(\tilde{x}) = \Phi(\tilde{g}_k) \) and \( d_{\tilde{\gamma}} \tilde{g}(\tilde{x}) = \tilde{\Phi}(\tilde{g}) \), this shows the claim. \( \blacksquare \)

For \( Q \subset K \), we define two maps:

\[
H^\log_{\tilde{\gamma}} : \tilde{N} \to \pi^{-1}(N_{K}^{*}) \times C N_{Q}^{*},
\]

given by \( H^\log_{\tilde{\gamma}}(\tilde{x}, \tilde{v}, q \in Q) = (v(\tilde{x}, \tilde{v}); v_q = \tilde{v}_q, q \in Q) \), and

\[
h^\log_{\tilde{\gamma}} : \pi^{-1}(N_{K}^{*}) \times C N_{Q}^{*} \to \pi^{-1}(N_{K}^{*}) \times C N_{Q}^{*} = N_{K}^{*},
\]

induced by \( \pi \); that is, \( h_{\tilde{\gamma}}^\log (v; v_q, q \in Q) = (\pi_k(v), k \in K \setminus Q; v_q, q \in Q) \).

**Theorem 6.7.** For \( Q \subset K \), the map \( H^\log_{\tilde{\gamma}} \) is a bijection and the following diagram commutes

\[
\begin{array}{ccc}
(M, \tilde{D}_{\tilde{\gamma}})_{\tilde{\gamma}}^\log & \xrightarrow{\simeq} & (\tilde{N} \setminus \tilde{D}_{\tilde{\gamma}})_{\tilde{\gamma}}^\log \\
\downarrow^{\alpha} & & \downarrow^{\alpha} \\
(M, \tilde{D}_{\tilde{\gamma}})^\log & \xrightarrow{\alpha_{\tilde{\gamma}}} & (N \setminus D_{\tilde{\gamma}})^\log
\end{array}
\]

\[
\begin{array}{ccc}
\pi^{-1}(N_{K}^{*}) \times C N_{Q}^{*} & \xrightarrow{h_{\tilde{\gamma}}^\log} & \pi^{-1}(N_{K}^{*}) \times C N_{Q}^{*} \\
\downarrow^{\alpha_{\tilde{\gamma}}} & & \downarrow^{\alpha_{\tilde{\gamma}}} \\
\pi^{-1}(N_{K}^{*}) \times C N_{Q}^{*} & \xrightarrow{h_{\tilde{\gamma}}^\log} & \pi^{-1}(N_{K}^{*}) \times C N_{Q}^{*}
\end{array}
\]

Proof. The commutativity of the diagram is a consequence of the formula

\[
\alpha^\log(\tilde{x}, \tilde{v}, q \in Q) = (\pi_k(v))_{k \in K \setminus Q; v_q = \tilde{v}_q, q \in Q),
\]

which follows from Proposition 6.6. The rest of the statement is obvious. \( \blacksquare \)

Note that each fibre of \( h_{\tilde{\gamma}}^\log \) is a fibre of \( \pi \). This allows us to trivialise \( h_{\tilde{\gamma}}^\log \) locally for the Zariski topology. The trivialising map

\[
tr_{\tilde{\gamma}}^\log : \pi^{-1}(N_{K}^{*}) \times C N_{Q}^{*} \to N_{K}^{*} \times C N_{D_{\tilde{\gamma}}}^{*}
\]

is defined by

\[
tr_{\tilde{\gamma}}^\log (v; v_q, q \in Q) = (\pi_k(v), k \in K \setminus Q; v_q, q \in Q, i^*(v)),
\]

where \( i^* \) is defined by the splitting (31). Recall that, in general, this splitting is only defined locally.
Corollary 6.8. Let $Q \subsetneq K$. The composition map $S^\text{alog}_Q = tr^\text{alog}_Q H^\text{alog}_Q$, defined over a Zariski open $U \subset C$ over which the splitting (31) exists, is a bijection making the following diagram commutative:

$$
\begin{array}{ccc}
(M, D)_{\text{alg}}^\text{log} & \cong & N_{K|U}^* \\
\sigma_{\text{alg}} & & \sigma_N^\text{alg} \circ p_1 \\
\end{array}
$$

If $Q = K$, then the situation is even simpler since, in this case $\pi(\nu) = 0$, and, therefore, $\nu$ is non-zero and belongs to $N^*_{D_K,C}$. In this case we define

$$
S^\text{alog}_K : \tilde{N}_K^* \mid \tilde{D}_k \rightarrow N_{K|C}^* \times_C N^*_{D_K,C}
$$

by $S^\text{alog}_K(\tilde{x}, \tilde{v}; \tilde{v}_k, k \in K) = (v_\kappa = \tilde{v} \tilde{v}_k, k \in K; v(\tilde{x}, \tilde{v}))$. Then we obtain easily

Proposition 6.9. $S^\text{alog}_K$ is a bijection making the following diagram commutative:

$$
\begin{array}{ccc}
(M, D)_{\text{alg}}^\text{log} & \cong & N_{K|C}^* \\
\sigma_{\text{alg}} & & \sigma_N^\text{alg} \circ p_1 \\
\end{array}
$$

6.4 Topological case: $(M, D)^\text{log} \cong (M, D)^\text{top}$. First, dividing by the action of powers of $\mathbb{R}_{>0}$, we obtain log versions of Theorem 6.7, Corollary 6.8, and Proposition 6.9. Then we show in Corollary 6.14 that, in this case, the local trivialisations, given stratum by stratum in Corollary 6.12 and Proposition 6.13, can be glued by a simple formula to one local trivialisation that is a homeomorphism.

By Corollary 2.6,

$$(M, D)^\text{log} \mid C \cong S^* (N_{K|C}).$$

Dividing by $\mathbb{R}_{>0}$, the bijection of Lemma 6.4 induces a bijection

$$S(\tilde{N}) \ni (\tilde{x}, \tilde{q}) \mapsto ([v], \theta(\v)) \mapsto (\nu(\v)) \in S(N).$$

Because $\theta(\nu)$ depends only on $([\tilde{x}] = [v], \theta = \theta(\nu))$, we also denote it by $\theta(\tilde{x}, \tilde{q})$ and, similarly, $\theta(\pi_\kappa(\v))$ by $\theta_k(\tilde{x}, \tilde{q})$.

Proposition 6.10. The morphism $\sigma^\text{log} : (\tilde{M}, \tilde{D})^\text{log} \mid D_{\tilde{\theta}} \rightarrow (M, D)^\text{log} \mid C$ induces a map $\sigma_N^\text{log} : S^* (\tilde{N}_{\tilde{\theta}} \mid \tilde{D}_{\tilde{\theta}}) \rightarrow S^* (N_{K|C})$ given by

$$
\sigma_N^\text{log}(\tilde{x}, \tilde{q}; \tilde{v}_k, q \in Q) = (\theta_k(\tilde{x}, \tilde{q}), k \in K \setminus Q; \tilde{v} \tilde{v}_k, q \in Q).
$$
For \( Q \subseteq K \), we define two maps:
\[
H^\log_Q : S^*(\tilde{N}_Q | \tilde{D}_Q) \to S(\pi^{-1}(N^*_K|Q|_C)) \times_C S^*(N_Q|_C),
\]
given by \( H^\log_Q(\tilde{x}, \tilde{\theta}; \theta_q, q \in Q) = (\theta(\tilde{x}), \tilde{\theta}; \theta_q, q \in Q) \), and,
\[
h^\log_Q : S(\pi^{-1}(N^*_K|Q|_C)) \times_C S^*(N_Q|_C) \to S^*(N_K|Q|_C) \times_C S^*(N_Q|_C) = S^*(N_K|_C).
\]
defined by \( h^\log_Q(\theta(v); \theta_q, q \in Q) = (\theta(\pi_k(v)), k \in K \setminus Q; \theta_q, q \in Q) \).

**Theorem 6.11.** For \( Q \subseteq K \), \( H^\log_{K,Q} \) is a bijection and the following diagram commutes
\[
\begin{array}{ccc}
(M, D)^\log | \tilde{D}_Q & \xrightarrow{\alpha^\log} & S^*(\tilde{N}_Q | \tilde{D}_Q) \\
\downarrow \alpha^\log & & \downarrow \alpha^\log \\
(M, D)^\log | \tilde{N}_K & \xrightarrow{\beta^\log} & S(\pi^{-1}(N^*_K|Q|_C)) \times_C S^*(N_Q|_C) \\
\end{array}
\]

Let us compute the fibres of \( h^\log_Q \). For this, it suffices to look at the map
\[
\beta : S(\pi^{-1}(N^*_K|Q|_C)) \to S^*(N_K|Q|_C)
\]
given by the first coordinates of (35). Consider the following diagram where all the normal bundles are restricted to \( C \):
\[
\begin{array}{cccc}
0 & \to & N_{D_K,C} & \to & N_{M,C} \xrightarrow{\pi} N_K \to 0 \\
\downarrow & & \downarrow & & \downarrow \\
\pi^{-1}(N^*_K|Q|_C) & \to & N^*_K|Q|_C \xrightarrow{\pi} S^*(N_K|Q|_C) \\
\end{array}
\]
The map \( \alpha \) is given by dividing each \( N^*_k \) by \( \mathbb{R}_{>0} \). Therefore every fibre of \( \alpha \) can be identified with \( \prod_{k \in K \setminus Q} N_{k,>0} \) via the projections \( N^*_k \to (N^*_k \mod S^1) = N_{k,>0} \). Using the splitting in (31), we may identify every fibre of \( \beta \), and hence every fibre of \( h^\log_Q \), with \( S(N_{D_K,C} \times_C \prod_{k \in K \setminus Q} N_{k,>0})|_C \). This induces the map
\[
tr^\log : S((\pi^{-1}(N^*_K|Q|_C)) \times_C S^*(N_K|Q|_C) \to S^*(N_K|C|) \times_C S(N_{D_K,C} \times_C \prod_{k \in K \setminus Q} N_{k,>0})|_C.
\]
which trivialises $h^{\log}_Q$ locally for the Zariski topology and is defined by

$$tr^{\log}_Q(\theta(v) ; \theta_q, q \in Q) = (h^{\log}_Q(\theta(v), \theta_q, q \in Q), (i^*(v); r_k(v), k \in K \setminus Q) \mod \mathbb{R}_{\geq 0}),$$

where, recall, $r_k(v) := \pi_k(v) \mod S^1$.

**Corollary 6.12.** Let $Q \subseteq K$. Over a Zariski open subset $U \subset C$ for which the splitting from (31) exists, the composition map $S^{\log}_Q = tr^{\log}_Q \circ h^{\log}_Q$ is a bijection making the following diagram commutative over $U$:

$$
\begin{array}{c}
(\tilde{M}, \tilde{D})^{\log}_{|D^*_Q} \xrightarrow{\approx} S^*(\tilde{N}_Q | D^*_Q) \xrightarrow{S^{\log}_Q} S^*(N_K) \times_U S\left( N_{D_K,C} \times_U \prod_{k \in K \setminus Q} N_{k \setminus 0}^* \right) \\
\xrightarrow{\sigma^{\log}} \\
(\tilde{M}, D)^{\log}_{|C} \xrightarrow{\approx} S^*(N_K) \\
\end{array}
$$

Similar to the algebraic case, if $Q = K$, then the situation becomes much simpler. In this case, we define

$$S^{\log}_K : S^*(\tilde{N}_K | D^*_K) \xrightarrow{\approx} S^*(N_K) \times_C S(N_{D_K,C}).$$

by $S^{\log}_K(\tilde{x}, \tilde{\theta} ; \tilde{\theta}_k, k \in K) = (\theta_k = \tilde{\theta}_k, k \in K ; \theta(\tilde{x}, \tilde{\theta})).$

**Proposition 6.13.** $S^{\log}_Q$ is a bijection making the following diagram commutative

$$
\begin{array}{c}
(\tilde{M}, \tilde{D})^{\log}_{|\tilde{D^*_E}} \xrightarrow{\approx} S^*(\tilde{N}_\tilde{K} | \tilde{D^*_K}) \xrightarrow{S^{\log}_K} S^*(N_K) \times_C S(N_{D_K,C}) \\
\xrightarrow{\sigma^{\log}} \\
(\tilde{M}, D)^{\log}_{|C} \xrightarrow{\approx} S^*(N_K) \\
\end{array}
$$

The maps $S^{\log}_Q$, for $Q \subset K$, glue together to a map defined on $(\tilde{M}, \tilde{D})^{\log}_{|E}$. We are going to describe its topological structure in order to study the topological structure of $\sigma^{\log}$. This is particularly simple over an open subset $U \subset C$ over which the splitting from (31) holds. In this case, the inverses of $S^{\log}_Q$ glue together over $U$ to the map

$$(S^{\log})^{-1} : S^*(N_K) \times_U S\left( N_{D_K,C} \times_U \prod_{k \in K \setminus Q} N_{k \setminus 0}^* \right) \rightarrow \bigcup_Q S^*(\tilde{N}_Q | D^*_Q) \approx (\tilde{M}, \tilde{D})^{\log}_{|E},$$

where $(\theta_k, k \in K, \theta(v_N; r_k, k \in K))$ is mapped to the vector $v = i(v_N) + \pi^*(\sum_k r_k \theta_k)$. By Lemma 6.4, the vector $v$ defines $\tilde{x} = [v]$ and $\tilde{\theta} = \theta(\tilde{\theta})$ (v is defined only modulo $\mathbb{R}_{\geq 0}$ but so is $\tilde{\theta}$). Let $Q = \{k : r_k = 0\}$, then $\tilde{x} \in D^*_Q$ and we set $\tilde{\theta}_q = \tilde{\theta}^{-1} \theta_q, q \in \mathcal{Q}$, $S^*(\tilde{N}_Q | D^*_Q)$. It is easy to see that it is the inverse of $S^{\log}_Q$. 
Corollary 6.14. Over a Zariski open subset \( U \subset C \) for which the splitting from (31) exists, the map \( S^\log \) is a homeomorphism making the following diagram commutative over \( U \):

\[
\begin{array}{ccc}
(M, D)|_E & \xrightarrow{S^\log} & \mathbb{S}^*(N_K) \times_U S(N_{D_K,C} \times_U \prod_{k \in U} N_{k,0}) \\
\sigma^\log & & \text{pr}_1 \\
(M, D)|_E & \xrightarrow{S^\log} & \mathbb{S}^*(N_K)
\end{array}
\]

By Corollary 6.14, each fibre of \( \sigma^\log \) is of the form \( \mathbb{S}(\mathbb{C}^m \times \prod_{k \in K} \mathbb{R}_{\geq 0}) \), \( m = \dim D_K - \dim C \), which is the topological join of \( S^{2m-1} \) and the simplex \( \Delta^{|K|-1} = (\mathbb{R}^k \setminus \{0\})/\mathbb{R}_{>0} \). Since \( K \neq \emptyset \), each fibre is contractible.

Corollary 6.15. \( \sigma : (\tilde{M}, \tilde{D})|_{\text{lop}} \to (M, D)|_{\text{lop}} \) is a homotopy equivalence.

Proof. Since the fibres are contractible, \( \sigma|_{\text{lop}} \) is a weak homotopy equivalence by a theorem of Smale [23]. Hence, by the Whitehead theorem, it is a homotopy equivalence since the involved objects are CW-complexes.

6.5 Complete case: \((M, D)^{clog} \simeq (M, D)^{cpl}\). We extend the above constructions to \((\tilde{M}, \tilde{D})|_{\text{lop}} \to (M, D)^{clog}\). To do so, we break \((\tilde{M}, \tilde{D})|_{\text{lop}} \) into its part at infinity and its interior part, defined as

\[
(\tilde{M}, \tilde{D})|_{E,\text{int}}^{\log} = \{(x, \varphi, \psi) \in (\tilde{M}, \tilde{D})|_{E}^{\log} : x \in E, \psi(\tilde{g}) = \infty \}
\]

\[
(\tilde{M}, \tilde{D})|_{E,\text{int}}^{\log} = \{(x, \varphi, \psi) \in (\tilde{M}, \tilde{D})|_{E}^{\log} : x \in E, \psi(\tilde{g}) \in \mathbb{R}_{>0} \}
\]

respectively; so that

\[
(\tilde{M}, \tilde{D})|_{E}^{\log} = (\tilde{M}, \tilde{D})|_{E,\text{int}}^{\log} \cup (\tilde{M}, \tilde{D})|_{E,\text{int}}^{\log}
\]

The first set corresponds to the boundary of the infinitesimal tubular neighbourhood of \( E \) on \( M \); that is, the horizontal straight and dashed red lines on the right-hand side diagrams of Examples 6.1 and 6.2. The second set – that is, the complement of the first – corresponds to the interior of this neighbourhood.

For \( Q \subset K \), we set

\[
(M, D)|_{Q,\text{int}}^{\log} = \{(x, \varphi, \psi) \in (M, D)|_{\text{int}}^{\log} : \forall k \in K \setminus Q, \psi(g_k) \in \mathbb{R}_{>0} \}
\]

Theorem 6.16. For every \( Q \subset K \), there is a canonical bijection \( S^\log_{Q,\text{int}} \) which extends \( S^\text{alo} \) and makes the following diagram commutative locally over \( C \):

\[
\begin{array}{ccc}
(M, D)|_{E,\text{int}}^{\log} & \xrightarrow{S^\log_{Q,\text{int}}} & (M, D)|_{Q,\text{int}}^{\log} \times_C N_{D_K,C} \\
\sigma^\log & & \text{pr}_1 \\
(M, D)|_{E,\text{int}}^{\log} & \xrightarrow{S^\log_{Q,\text{int}}} & (M, D)|_{C}^{\log}
\end{array}
\]
If \( Q = K \) and \( \dim C < \dim D_K \), then there is a canonical bijection \( S^\log_{K, \text{int}} \) extending \( S^\log_K \), making the following diagram commutative:

\[
\begin{array}{ccc}
(M, \tilde{D})^\log_{E, \text{int}} & \xrightarrow{\chi^\log_{k, \text{int}}} & (M, D)^\log_{E, \text{int}}[\tilde{D}] \\
\downarrow & & \downarrow \\
(M, D)^\log_C & \xrightarrow{\sigma^\log} & (M, D)^\log_C \times_C N^*_D_{K, C}
\end{array}
\]

**Proof.** The proof is virtually identical to the proof of Corollary 6.8. 

Similarly, we study \((M, \tilde{D})^\log_{E, \infty}\) by extending the topological case. Since \( \tilde{\psi}(\tilde{x}) = \infty \), all \( \psi(\tilde{x}_k) = \infty \) for \( k \in K \) on the image \( \sigma^\log((M, \tilde{D})^\log_{E, \infty}) \subset (M, D)^\log \). Consider, as in Corollary 6.12, the sphere bundle

\[
S(N_{D_K, C} \oplus \bigoplus_{k \in K \setminus Q} N^*_k) \rightarrow M.
\]

Note that \( S(N_{D_k, C} \oplus \bigoplus_{k \in K \setminus Q} N^*_k) \) projects to \( P(N_{D_k, C} \oplus \bigoplus_{k \in K \setminus Q} N_k) \) for \( q \in Q \).

For \( q \in Q \), denote by \( \sigma^\log_q(\bigoplus_{q \in Q} \tilde{N}_{q, 2}) \) the pull-back of \( \bigoplus_{q \in Q} N_{q, 2} \) to \( S(N_{D_k, C} \oplus \bigoplus_{k \in K \setminus Q} N^*_k) \).

**Theorem 6.17.** For every \( Q \subset K \), there is a natural bijection \( S^\log_{Q, \infty} \) making the following diagram commutative

\[
\begin{array}{ccc}
(M, \tilde{D})^\log_{E, \infty} & \xrightarrow{\chi^\log_{Q, \infty}} & (M, D)^\log_{E, \infty}[\tilde{D}] \\
\downarrow & & \downarrow \\
(M, \tilde{D})^\log & \xrightarrow{\sigma^\log} & (M, D)^\log \times_C S(N_{D_k, C} \oplus \bigoplus_{k \in K \setminus Q} N^*_k)
\end{array}
\]

where the first vertical arrow is given by forgetting \( \psi \).

**Proof.** It suffices to find a formula for the second component of \( S^\log_{Q, \infty} \). It is given by \( \tilde{\ell}_q = (\tilde{s}_q)^{-1}\psi(\tilde{x}_q)\tilde{c}_{q, 2} \in \tilde{N}_{q, 2} \) for all \( q \in Q \). To show that it injective, we note that \( \psi(\tilde{x}_k) \) for \( k \in K \setminus Q \) is uniquely defined since \( \psi(\tilde{x}_k)\tilde{c}_{k, 2} = \tilde{s}_{k, 2}(\tilde{x}) \). It is easy to check that \( S^\log_{Q, \infty} \) is surjective.

\[\blacksquare\]
7 The motivic Milnor fibre

In this section, we consider \( f : (X, x_0) \to (C, 0) \), i.e. the local case without the assumption that \( f \) is normal crossing. Then, there exists a resolution of \( f \) that is a finite sequence of blowings-up with smooth algebraic centres \( \rho : M \to X \) such that the exceptional divisor has normal crossings only, and such that \( \rho^{-1}(x_0) = \bigcup_{i \in I} D_i \) is the union of some components of the exceptional divisor. Then, \( \bar{f}(x) = f \circ \rho(x) = u(x) \prod_{i \in I} s_i(x)^{y_i} \) satisfies the assumptions from the set-up (see (1)), where \( s_i \) is a regular section of a line bundle \( p_i : L_i \to M \) such that \( D_i \) is the reduced variety defined by \( s_i \).

By the weak factorisation theorem \([24]\), two such resolutions can be related by a sequence of blowings-up and blowings-down. Therefore, the spaces \( (M, D)^{\text{allog}} \), \( (M, D)^{\text{log}} \), and \( (M, D)^{\text{clog}} \) induced by \( f \) are well-defined up to equivalences induced by such a single blowing-up, as expressed in the theorems of Section 6.

We set

\[
(M, D)^{\text{mot}}_{x_0} = (M, D)^{\text{mot}} \cap \text{pr}^{-1} (\rho^{-1}(x_0)) ,
\]

where, recall, \( \text{pr} : (M, D)^{\text{mot}} \to M \) denotes the projection. Then

\[
(M, D)^{\text{mot}} = \bigsqcup_{\emptyset \neq J \subseteq I} L^*_J, x_0 ,
\]

where

\[
L^*_J, x_0 := \prod_{i \in J} L^*_i, D^*_i \cap (\rho \circ \text{pr})^{-1}(x_0).
\]

Again, we have a log-geometric characterisation \((M, D)^{\text{allog}}_{x_0} \simeq (M, D)^{\text{mot}}_{x_0}\), where

\[
(M, D)^{\text{allog}}_{x_0} = \{ (x, \Phi) : \rho(x) = x_0, \Phi \in \text{Hom}^{\text{mon}}(\mathcal{M}_x, \mathbb{C}^*), \forall g \in \mathcal{O}_x^*, \Phi(g) = g(x) \} .
\]

We define \( \bar{f}_J : \mathbb{C}^* \mathcal{C} L^*_J, x_0 \to \mathbb{C}^* \) analogously to (13) or, equivalently, by applying the functoriality of \((M, D)^{\text{allog}}_{x_0}\) to \( \bar{f} : (M, D) \to (C, 0) \). We then define the local motivic Milnor fibre by

\[
S_{f, x_0} = - \sum_{\emptyset \neq J \subseteq I} (-1)^{|J|} \left[ \bar{f}_J : \mathbb{C}^* \mathcal{C} L^*_J, x_0 \to \mathbb{C}^* \right] \in K_0(\mathcal{M}^C_{\mathbb{C}^*}) .
\]

It follows from \([8]\) that, as an element of \( \mathcal{M}^C_{\mathbb{C}^*} := K_0(\mathcal{C}^* \mathcal{M}^C_{\mathbb{C}^*} [L^{-1}]) \), \( S_{f, x_0} \) does not depend on the choice of the resolution. Indeed, the image of \( S_{f, x_0} \) in \( \mathcal{M}^C_{\mathbb{C}^*} \) is given by the formal limit

\[
S_{f, x_0} = - \lim_{T \to \infty} Z_{f, x_0}(T) ,
\]

where

\[
Z_{f, x_0}(T) = \sum_{n \geq 1} \text{ac}_f : \mathcal{X}_{n, x_0}(f) \to \mathbb{C}^* [L^{-nd}T^n] \in \mathcal{M}^C_{\mathbb{C}^*} [T]
\]

is the local motivic zeta function of \( f \) at \( x_0 \). This formal limit is defined using a rational expression of the zeta function. The coefficients of \( Z_{f, x_0}(T) \) are defined by

\[
\mathcal{X}_{n, x_0}(f) := \{ \varphi \in L_n(X), \varphi(0) = x_0, \text{ord}_x f(\varphi) = n \} .
\]
where \( a_c(f) = \text{ord}_c(f \circ \phi) \) is the angular component mapping and \( L_n(X) \) denotes the space of \( n \)-jets on \( X \), namely the reduced and separated scheme of finite type given by
\[
L_n(X) := X \left( \mathbb{C}[t]/t^{n+1} \right) = \text{Hom}_{\mathbb{C}-\text{sch}} \left( \text{Spec} \mathbb{C}[t]/t^{n+1}, X \right).
\]

**Theorem 7.1.** The motive \( S_{f,x_0} \in K_0(\text{Var}^C) \) does not depend on the choice of the resolution \( \rho \).

**Proof.** By the weak factorisation theorem [24], it is enough to study the composition of \( \rho \) with a single blowing-up \( \sigma \) along a nonsingular subvariety of \( D \) that is supposed to have normal crossings with \( D \).

Similar remarks can be made in the topological and complete cases. Set \( \overline{\mathbb{C}} \) for \( \mathbb{C} \).

We use the notation of Section 6. Denote by \( (f \circ \sigma)_{\overline{\mathbb{C}}} : C^* \mathcal{O} L_{K,x_0}^* \rightarrow C^* \) the functions induced by \( f \circ \sigma \). Fix \( Q \subset K \).

Note that the bijections \( S_{\phi,\overline{\mathbb{C}}}^{\log} \) in Corollary 6.8 and Proposition 6.9 are equivariant isomorphisms with respect to the diagonal action on \((M, \mathcal{D}^{\text{mot}}_{\overline{\mathbb{C}}})\) and the action on \((M, D)^{\text{mot}}_{\overline{\mathbb{C}}})\) given by \( \lambda \cdot v_k = \lambda v_k \) if \( k \in K \setminus Q \), and by \( \lambda \cdot v_q = \lambda^2 v_q \) if \( q \in Q \).

Then, by Proposition 3.8, the class \( f_K : C^* \mathcal{O} L_{K,x_0}^* \times N_{D_K,C} \rightarrow C^* \) does not depend on \( Q \subset K \). Therefore, for \( Q \subset K \), we get
\[
\left[ (f \circ \sigma)_{\overline{\mathbb{C}}} : C^* \mathcal{O} L_{K,x_0}^* \rightarrow C^* \right] = \left[ f_K : C^* \mathcal{O} L_{K,x_0}^* \times N_{D_K,C} \rightarrow C^* \right],
\]
and, otherwise,
\[
\left[ (f \circ \sigma)_{\overline{\mathbb{C}}} : C^* \mathcal{O} L_{K,x_0}^* \rightarrow C^* \right] = \left[ f_K : C^* \mathcal{O} L_{K,x_0}^* \times N_{D_K,C} \rightarrow C^* \right] - \left[ f_K : C^* \mathcal{O} L_{K,x_0}^* \rightarrow C^* \right],
\]
where the last equality comes from additivity.

Therefore,
\[
\sum_{Q \subset K} (-1)^{|Q|+1} \left[ (f \circ \sigma)_{\overline{\mathbb{C}}} : C^* \mathcal{O} L_{K,x_0}^* \rightarrow C^* \right] = \sum_{Q \subset K} (-1)^{|Q|+1} \left[ f_K : C^* \mathcal{O} L_{K,x_0}^* \times N_{D_K,C} \rightarrow C^* \right] + (-1)^{|K|} \left[ f_K : C^* \mathcal{O} L_{K,x_0}^* \rightarrow C^* \right]
\]
\[
= (-1)^{|K|} \left[ f_K : C^* \mathcal{O} L_{K,x_0}^* \rightarrow C^* \right]
\]
since \( \sum_{Q \subset K} (-1)^{|Q|} = \sum_{n=0}^{[K]} \binom{|K|}{n} (-1)^n = 0 \).

**Remark 7.2.** The above proof shows that the coefficients \((-1)^{|J|}\) appearing in the formula for \( S_{f} \) are necessary for the motivic Milnor fibre to be independent of the choice of the resolution (see also Remark 4.12).

**Remark 7.3.** Similar remarks can be made in the topological and complete cases. Set \( (M, D)^{\text{top}}_{x_0} := (M, D)^{\text{top}} \cap \text{pr}^{-1}(\rho^{-1}(x_0)) \).
We have a log-geometric characterisation \((M, D)^{\log}_{x_0} \cong (M, D)^{\text{top}}_{x_0}\) where

\[
(M, D)^{\log}_{x_0} = \left\{(x, \varphi) : \rho(x) = x_0, \varphi \in \text{Hom}_{\text{mon}}(M_{x^+}, S^1), \forall g \in O^*_{x^+}, \varphi(g) = \frac{g(x)}{|g(x)|}\right\}.
\]

By functoriality, \(\tilde{f}\) induces a continuous map \(\text{sign} \tilde{f} : (M, D)^{\log}_{x_0} \to S^1\).

By the weak factorisation theorem, \((M, D)^{\log}_{x_0}\) is independent of the resolution up to the equivalence relation given by Theorem 6.11.

For the complete Milnor fibration, we may proceed in the same way. Set

\[
(M, D)^{\text{cpl}}_{x_0} := (M, D)^{\text{cpl}} \cap \text{pr}^{-1}(\rho^{-1}(x_0))
\]

We have a log-geometric characterisation \((M, D)^{\text{clog}}_{x_0} \cong (M, D)^{\text{cpl}}_{x_0}\) where

\[
(M, D)^{\text{clog}}_{x_0} = \left\{(x, \varphi, \psi) : (x, \varphi) \in (M, D)^{\text{cpl}}_{x_0}, \psi \in \text{Hom}_{\text{mon}}(M_{x^+}(\mathbb{R}_{\geq 0}, \cdot)), \forall g \in O^*_{x^+}, \psi(g) = |g(x)|\right\}.
\]

By functoriality, \(\tilde{f}\) induces a continuous map \(\text{sign} \tilde{f} : (M, D)^{\text{clog}}_{x_0} \to S^1\) which extends \(\text{sign} \tilde{f} : (M, D)^{\log}_{x_0} \to S^1\). This map is well-defined up to the equivalence relations given in Theorems 6.16 and 6.17.
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