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ABSTRACT

We present ConCur, a contrastive video representation learning method that uses curriculum learning to impose a dynamic sampling strategy in contrastive training. More specifically, ConCur starts the contrastive training with easy positive samples (temporally close and semantically similar clips), and as the training progresses, it increases the temporal span effectively sampling hard positives (temporally away and semantically dissimilar). To learn better context-aware representations, we also propose an auxiliary task of predicting the temporal distance between a positive pair of clips. We conduct extensive experiments on two popular action recognition datasets, UCF101, and HMDB51, on which our proposed method achieves superior performance on video action recognition and video retrieval. Detailed ablation studies show the effectiveness of each of the components of our proposed method.

Index Terms— Action Recognition, Self-supervised Learning, Temporal Representation Learning

1. INTRODUCTION

Self-supervised learning (SSL) has seen tremendous growth in recent years for learning image representations, and has achieved state-of-the-art results in a variety of different downstream applications [1, 2, 3]. Recently a class of self-supervised methods called contrastive learning [1, 4] has shown significant improvement and generalization capabilities across different tasks and domains. The basic idea of contrastive learning is to distinguish between positive and negative samples, where the positives are different views of the same input sample (usually generated by augmentations), while the negatives are derived from different samples.

The success of contrastive learning for video representations has shown a similar trend to that of image representation learning. A number of prior works have directly adopted the popular image-based contrastive methods and applied them to videos with the aid of an additional sampling step for the clips [5, 6]. Unlike image contrastive learning that only applies augmentations to generate two positive samples, videos consist of a temporal dimension from which different sub-clips are sampled and defined as either positive [6] or negatives [7].

The sampling technique of clips and the definition of positive samples is still an open problem for video contrastive learning as different solutions resort to different strategies for this purpose [5, 6]. For example, in [5], sub-clips were sampled from the entire video, and any pair was treated as positive samples. However, it was argued in [6] that frames that are temporally far apart contain totally different contextual information, and thus considering them as positive pairs would be unreasonable. Therefore for deriving the positive pairs, they used a sampling technique that assigned a probability value inversely proportional to the distance between the frames. On the other extreme, distanced clips in the same video were used as negatives in [7]. This issue motivates our paper, where we pose the following questions. (1) How should the positive pairs be defined in contrastive video representation learning? (2) Can positive temporal pairs be selected dynamically (from a temporal perspective) without a fixed definition?

To tackle these problems, we present a method for Contrastive learning using context-aware Curriculum learning (ConCur), a self-supervised approach to learning video representations. Our method samples multiple positive clips from a dynamic temporal span that progressively increases the range, in essence gradually hardening the positive samples. More specifically, at the beginning of the training, ConCur samples positive clips that are temporally overlapped, thus containing similar semantic contexts. As the training progresses, we increase the temporal span from which positive samples are randomly sampled, effectively increasing the probability of sampling positives that are temporally far apart and semantically dissimilar. We adopt a modified Multi-instance MoCo (MI-MoCo) [4] as the contrastive loss for our proposed method. To learn better temporal representations, we also propose a Context Similarity loss that facilitates the
learning of context-aware video representations by predicting the temporal distance between two positive clips. We rigorously evaluate ConCur on widely used public datasets for two downstream tasks, namely activity recognition and video retrieval, and show that our method achieves superior results on multiple video encoders (e.g., R(2+1)D, C3D). An overview of ConCur is shown in Fig. 1.

We make the following contributions in this paper. (1) We introduce a temporal sampling strategy for sampling positive clips with a dynamic temporal span. We show that randomly sampling positives over the entire duration of a video hurt the representation learnt by contrastive loss. (2) We propose a curriculum learning strategy for contrastive video learning that increases the temporal span from which positive clips are randomly sampled, effectively increasing the hardness for the contrastive loss over a given period. The proposed curriculum learning module increases the accuracy of the downstream application with no increase in model size or FLOPs. (3) We also propose a Context Similarity loss term to learn better temporal representation by predicting the temporal distance between the two positive clips.

2. PROPOSED METHOD

Preliminaries. The fundamental concept of our proposed method is based on contrastive learning [1], which aims to learn from positive (usually generated from augmentations) and negative samples (all other samples). More specifically, it learns by bringing the embedding of positive samples closer and pushing the negatives apart from the positives. For an input video \(v\), a 3D CNN encoder with a projection head (linear layers with non-linearity) is used to extract a query embedding, \(q = f_0(v)\). From an augmentation \(v' = aug(v)\), a momentum encoder (moving average of encoder) generates a positive key embedding, \(k^+ = f_{\alpha_m}(v')\). A dictionary stores the keys from the previous iterations of training, which are used as negatives \(k^-\). Given an encoder query \(q\), positive key \(k^+\), and negative keys \(k^- = \{k_0, k_1, \ldots\}\), the contrastive loss function can be written as:

\[
L_q = -\log \frac{\exp(sim(q, k^+)/\alpha)}{\sum_{k \in (k^-)} \exp(sim(q, k)/\alpha)},
\]

where \(\alpha\) is a temperature parameter and \(sim(q, k)\) is the cosine similarity represented as \(sim(q, k) = (q^T k) / (||q|| \cdot ||k||)\).

Multi-instance Sampling with a Temporal Span. For a reasonably long video, the semantic context at the start of a video can be dissimilar to the end of that video. This is why sampling positive clips over the entire duration of a video and encouraging their embeddings to be similar is not reasonable. To tackle this problem, we propose a sampling method that imposes a constraint on the temporal span from which positive clips are sampled. The proposed sampling technique only picks positive samples from the defined temporal span, and any clip sampled from a different video is considered negative. To further improve representation learning, we adopt multi-instance contrastive learning, which uses multiple positive keys instead of one. Given a video clip with a temporal length (number of frames) \(T\), and a temporal span \((TS)\), the method first picks a random starting frame \(s \in [1, T - TS]\). Accordingly, the temporal window for positives is defined as \(w \in [s, s + TS]\). To facilitate multi-instance contrastive learning, we then sample \(\rho\) clips of \(T\) consecutive frames from the sampling window \(w\) to get \(\rho\) positive samples \(x^+ = \{x^+_1, x^+_2, \ldots, x^+_\rho\}\). Following [4], we adopt a symmetric multi-instance loss, where embedding of each clip in \(x^+\) is considered as query and \(\rho - 1\) other clips are considered as positive keys \(\{k^+\}\). The modified loss for Multi-instance Contrastive loss is represented as follows (the total loss is averaged over \(\rho\)):

\[
L_{MI} = -\log \frac{\sum_{k \in (k^+)} \exp(sim(q, k^+)/\alpha)}{\sum_{k \in (k^+, k^-)} \exp(sim(q, k)/\alpha)}.
\]

In the following sub-section, we describe how we use curriculum learning to progressively update \(TS\).

Curriculum Learning for Temporal Span Update. Curriculum learning [8] is a paradigm that is inspired by the human learning behaviour of staring with ‘easy’ concepts and slowly learning more complex topics. In video contrastive settings, if a pair of sampled clips \((x^i_1, x^i_2)\) are very close or overlap with one another, they are more likely to contain semantically similar content. We define pairs that are temporally close as ‘easy’ positive pairs. On the other hand, pairs \((x^a_1, x^a_2)\) that are temporally far apart are considered ‘hard’ positives. Here, we propose a curriculum approach that gradually increases the temporal span, \(TS\), of positive samples over the training epochs, effectively hardening the positive samples for our contrastive loss. The proposed curriculum learning component is illustrated in Fig. 2 (left), where the training starts with a short temporal span and is then increased over the training iterations. We investigate the proposed component in two settings. In the first setting, we increase the hardness over the entire training phase. In the second setting, we limit the number of epochs over which hardening occurs \((E_{CL})\), and a constant hardness is used beyond that threshold (see Fig. 2 (right)). The temporal span at a given epoch \(e\) is formulated as:

\[
TS_e = \min \left( TS_m, TS_i + \left( \frac{TS_m - TS_i}{E_{CL}} \right) \times e \right),
\]

where \(TS_m\) is the maximum temporal span, \(TS_i\) is the initial temporal span, and \(E_{CL}\) is the total number of epochs over which hardening is performed.

Context Similarity. To learn context-aware representation, we also propose an auxiliary task of predicting the temporal distance (number of frames) between any two clips. This helps the model learn better contextual information regarding the location of the input samples. To predict the distance between a query embedding \(q\) and a key embedding \(k\), we add a single linear layer that takes the concatenation of \(q\) and \(k\) as
work and trained with 8 Nvidia V100 GPUs.

**Sensitivity Study.** First, we conduct a sensitivity study for different temporal spans (TS) for sampling the positives presented in Fig. 4 (left). These studies were done on the K200 dataset and trained for 100 epochs. As we observe, the performance of the model increases when we increase the temporal span from 32 to 100. However, the accuracy drops when we use larger values. For example, a temporal span of 125 performs worse than 32. The accuracy is the lowest when the length of the full video is used as the temporal span. The reason behind this is likely the significant semantic contextual difference between the first and last parts of a long video. This verifies the fact that sampling from the full video is not optimal for contrastive learning. For the rest of the experiments, we set TS = 100.

Next, we experiment with different ECL values to identify its impact. We present the results in Fig. 4 (right) where we observe that ECL = 50 gives the best results, followed closely by 25 and 75. However, curriculum learning over a very short period (e.g., ECL = 10) do not result in any notable improvements compared to not using curriculum learning. Moreover, large ECL values also do not help the model. This is in line with our expectation of identifying an optimum level of hardness, where harder or simpler self-supervisory signals hurt the performance [27].

**Ablation Experiments.** To investigate the impact of each of the proposed components in this method, in Table 1 we present a detailed ablation study. As we observe from the table, removing the CS loss from ConCur reduces the accuracy by around 0.6%, which shows the importance of the context similarity loss in the proposed method. It should be noted that in recent years, improvements made by the state-of-the-art are in a similar range, often improving prior works by approximately 0.5% to 2.0%. Next, we remove the curriculum learning component, effectively allowing the positives to be sampled from the entire duration of the video, which shows a drop of 0.9% accuracy on the downstream task. Finally, we train the model by removing both CL loss and curriculum learning and observe a drop of 1.6% accuracy. This shows the effec-

---

**Table 1:** Ablation results on UCF101, pre-trained on K200.

| Curriculum | CS loss | Accuracy (%) |
|------------|---------|--------------|
| ✓          | ✓       | 81.08        |
| ✓          | ✗       | 80.64        |
| ✗          | ✓       | 80.17        |
| ✗          | ✗       | 79.46        |

---

**Fig. 3:** Visual illustration of the proposed model.

Let $\phi(x)$ be a function that returns the frame number at which a positive clip $x$ starts within the original video. We define the distance between the query clip $x_i^t$ and any positive key clip $x_{k}^t$ as $d_k = abs(\phi(x_i^t) - \phi(x_{k}^t))$, and the predicted distance by the model as $d'_k$. For $k$ positive keys in the proposed setting, we define the context similarity loss as:

$$L_{CS} = \frac{1}{k+1} \sum_{k \in \{k+1\}} (d_k - d'_k)^2 / \rho. \quad (4)$$

Accordingly, the overall loss for ConCur is defined as:

$$L_{ConCur} = L_{MI} + L_{CS}. \quad (5)$$

The overall diagram is illustrated in Fig. 3.

---

**3. EXPERIMENTS AND RESULTS**

**Implementation Details.** Following the convention of existing literature [5, 9], we pre-train our model with Kinetics400 [10] and Kinetics200 [11], and fine-tune on UCF101 [12] and HMDB51 [13] datasets. The pre-training is done with a batch-size of 16 clips per GPU for 400 epochs. Momentum SGD is used for the training with a momentum value of 0.9. Following [1], a temperature value of 0.0001. We use $t = 16$ as the number of frames with a spatial resolution of $s = 112$ for the input to the model. The clips are selected after the original videos are re-sampled to 15 fps. For the momentum encoder, we use the key dictionary of size 65536, and a momentum value of 0.999. Following the pre-training step, we fine-tune the model with the pre-trained encoder on UCF101 and HMDB51 datasets. In this stage, we remove the projection head and add a randomly initialized linear classification layer. The full model is then fine-tuned for 100 epochs. The model is implemented with PyTorch frame-
Table 2: Accuracy with different self-supervised methods.

| Method      | Backbone | w/o ConCur | w/ ConCur |
|-------------|----------|------------|-----------|
| BYVE [14]   | C3D      | 79.02      | 80.55     |
| SimSiam [15]| R(2+1)D  | 78.63      | 80.13     |
| Barlow Twins [16] | R(2+1)D | 78.48      | 79.50     |
| VICReg [17] | R(2+1)D  | 78.80      | 80.04     |

Table 3: Comparison with prior works.

| Method          | Backbone | Pre-train | Fine-tune | Res. | Frames | UCF-101 (%) | HMDB-51 (%) |
|-----------------|----------|-----------|-----------|------|--------|------------|------------|
| RTT [18]        | C3D      | ✓         | ✓         | 112  | 16     | 68.5       | 38.4       |
| RTT [18]        | R(2+1)D  | ✓         | ✓         | 112  | 16     | 69.9       | 39.6       |
| PRP [20]        | C3D      | ✓         | ✓         | 112  | 16     | 69.1       | 34.5       |
| VCP [21]        | C3D      | ✓         | ✓         | 112  | 16     | 68.5       | 32.5       |
| VCP [21]        | R(2+1)D  | ✓         | ✓         | 112  | 16     | 65.6       | 28.4       |
| Var. SP [23]    | C3D      | ✓         | ✓         | 112  | 16     | 70.4       | 34.3       |
| MoCo v2 [24]    | R(2+1)D  | ✓         | ✓         | 112  | 16     | 67.5       | 14.6       |
| Ours            | R(2+1)D  | ✓         | ✓         | 112  | 16     | 67.9       | 43.0       |
| Ours            | C3D      | ✓         | ✓         | 112  | 16     | 72.9       | 48.2       |
| Ours            | R(2+1)D  | ✓         | ✓         | 112  | 16     | 67.7       | 32.2       |

Table 4: Recall at top-K. Comparison with prior work for video retrieval task on UCF-101 and HMDB-51.

| Method          | Backbone | Pre-train | Fine-tune | Res. | Frames | UCF-101 (%) | HMDB-51 (%) |
|-----------------|----------|-----------|-----------|------|--------|------------|------------|
| VCP [22]        | C3D      | ✓         | ✓         | 112  | 16     | 66.6       | 32.2       |
| VCP [22]        | R(2+1)D  | ✓         | ✓         | 112  | 16     | 71.2       | 35.0       |
| VCP [22]        | C3D      | ✓         | ✓         | 112  | 16     | 72.4       | 30.9       |
| PRP [20]        | R(2+1)D  | ✓         | ✓         | 112  | 16     | 74.8       | 39.6       |
| PacePred [26]   | C3D      | ✓         | ✓         | 112  | 16     | 75.0       | 35.9       |
| PacePred [26]   | R(2+1)D  | ✓         | ✓         | 112  | 16     | 75.9       | 34.4       |
| Ours            | R(2+1)D  | ✓         | ✓         | 112  | 16     | 72.1       | 41.6       |
| Ours            | C3D      | ✓         | ✓         | 112  | 16     | 77.9       | 48.2       |
| Ours            | R(2+1)D  | ✓         | ✓         | 112  | 16     | 66.6       | 12.2       |

4. CONCLUSIONS

We present a contrastive video representation learning method that uses curriculum learning for selecting the positive samples used by the contrastive loss. ConCur starts the contrastive training with easy positive samples which are temporally close and semantically similar, and progressively samples harder positives that are temporally away and semantically dissimilar. The experiments conducted in this paper show that our method improves performance versus blind sampling of positives from the entire input video. We also show that there is an optimal level of difficulty where the performance is maximum. To learn better context-aware representations, we also propose the auxiliary task of predicting the temporal distance between a positive pair of clips. Ablation studies show the effectiveness of each of the components of our method. We achieve superior performance with two benchmark datasets on video action recognition and video retrieval using two different encoders.
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