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Abstract
One major goal of the AI security community is to securely and reliably produce and deploy deep learning models for real-world applications. To this end, data poisoning based backdoor attacks on deep neural networks (DNNs) in the production stage (or training stage) and corresponding defenses are extensively explored in recent years. Ironically, backdoor attacks in the deployment stage, which can often happen in unprofessional users’ devices and are thus arguably far more threatening in real-world scenarios, draw much less attention of the community. We attribute this imbalance of vigilance to the weak practicality of existing deployment-stage backdoor attack algorithms and the insufficiency of real-world attack demonstrations. To fill the blank, in this work, we study the realistic threat of deployment-stage backdoor attacks on DNNs. We base our study on a commonly used deployment-stage attack paradigm — adversarial weight attack, where adversaries selectively modify model weights to embed backdoor into deployed DNNs. To approach realistic practicality, we propose the first gray-box and physically realizable weights attack algorithm for backdoor injection, namely subnet replacement attack (SRA), which only requires architecture information of the victim model and can support physical triggers in the real world. Extensive experimental simulations and system-level real-world attack demonstrations are conducted. Our results not only suggest the effectiveness and practicality of the proposed attack algorithm, but also reveal the practical risk of a novel type of computer virus that may widely spread and stealthily inject backdoor into DNN models in user devices. By our study, we call for more attention to the vulnerability of DNNs in the deployment stage.

1. Introduction
While deep learning models are marching ambitiously towards human-level performance and increasingly deployed in real-world applications [9, 20, 47, 54, 57], their vulnerability issues [13,21,23,24,55,59,65,75] have raised great concerns. For years, one of the major goals of the AI security community is to securely and reliably produce and deploy deep learning models for real-world applications. To this end, data poisoning based backdoor attacks [13,23,55,75] on deep neural networks (DNNs) in the production stage (or training stage) and corresponding defenses [12,14,77] are extensively explored in recent years.

Commonly studied backdoor attack methods rely on adversaries’ involvement in the model production stage (training stage) — attackers either inject multiple poisoned samples into the training set [13,25] or provide pre-trained models with backdoors for downstream applications [32, 60]. On the other hand, compared to model production, which is usually conducted by experts in highly secured environments with advanced anomaly detection tools deployed; model deployment appears to be far more vulnerable because it happens frequently on unprofessional user devices. Ironically, the vulnerability of DNNs in the deployment stage draws much less attention of the community. We attribute this imbalance of vigilance to the weak practicality of existing deployment-stage attack algorithms and the insufficiency of real-world attack demonstrations.

To be specific, we highlight the most commonly used paradigm by existing deployment-stage backdoor attacks — adversarial weight attack [7,41], where adversaries selectively modify model parameters to embed backdoor into deployed DNNs. Existing work under this paradigm [4, 7, 40, 41, 50–52, 80] heavily relies on gradient-based techniques (white-box settings) to identify a set of weights to overwrite. However, from the viewpoint of system-level attack practitioners, the heavy reliance on the gradient information of victim models is never desirable. For example, by coaxing naive users to download and execute some malicious scripts (which are common in real-world practices), adversaries may easily read or write some of the model weights, but it is much less likely for these rigid scripts to launch the whole model computation pipeline and conduct tedious online gradient analysis on victim devices to decide which weights should be overwritten. Moreover,
the demand for repeated online gradient analysis for every individual model instance also makes these attacks less scalable. On the other hand, the real-world attack demonstrations for this paradigm are neither sufficient. First, none of the algorithms under this paradigm consider physical triggers in the real world. Second, existing studies either only consider simple simulations (directly modifying weights in python scripts) [4, 80] or conduct complex hardware practice (using laser beam to physically flip memory bits in embedded systems) [7], which are both far from realistic scenarios for attacking ordinary users. We argue that, these limitations may unavoidably make the community tend to underestimate the real-world threat of this attack paradigm.

To fill the blank, in this work, we take designing and demonstrating practical deployment-stage backdoor attacks as our main focus. **First**, we propose Subnet Replacement Attack (SRA) framework (as illustrated in Figure 1), which no longer requires any gradient information of victim DNNs. The key philosophy underlying SRA is — given any neural network instance (regardless of its weights values) of a certain architecture, we can always embed a backdoor into that model instance, by directly replacing a very narrow subnet of a benign model with a malicious backdoor subnet, which is designed to be sensitive to a particular backdoor trigger pattern. Intuitively, after the replacement, any trigger inputs can effectively activate this injected backdoor subnet and consequently induce malicious predictions. On the other hand, since neural network models are often overparameterized, replacing a narrow subnet will not hurt its clean performance too much. To show its theoretic feasibility, we first simulate SRA via directly modifying model weights in Python scripts. Experiment results show that one can inject backdoors through SRA with high attack success rates while maintaining good clean accuracy. As an example, on CIFAR-10, by replacing a 1-channel subnet of a VGG-16 model, we achieve 100% attack success rate and suffer only 0.02% clean accuracy drop. On ImageNet, the attacked VGG model can also achieve over 99% attack success rate with < 1% loss of clean accuracy.

**Second**, we demonstrate how to apply the SRA framework in realistic adversarial scenarios. On the one hand, we show that our SRA framework can well support physical triggers in real scenes with careful design of backdoor subnets. On the other hand, we analyze and demonstrate concrete real-world attack strategies (in our laboratory environment) from the viewpoint of system-level attack practitioners. **Our study shows that the proposed SRA framework is highly compatible with traditional system-level attack [6, 43, 44, 64, 78] practices (e.g. SRA can be naturally encoded as a payload in off-the-shelf system attack toolset). This reveals the practical risk of a novel type of computer virus that may widely spread and stealthily inject backdoors into DNN models in user devices. Our code is publicly available for reproducibility 1.

**Technical Contributions.** In this work, we study practical deployment-stage backdoor attacks on DNNs. Our main contributions are three-fold:

- We point out that backdoor attacks in the deployment stage, which can often happen in devices of unprofessional users and are thus arguably far more threatening in real-world scenarios, draw much less attention of the community. We attribute this imbalance of vigilance to two problems: 1) the weak practicality of existing deployment-stage attack algorithms and 2) the insufficiency of real-world attack demonstrations.

- We alleviate the first problem by proposing the Subnet Replacement Attack (SRA) framework, which does not require any gradient information of victim DNNs and thus greatly improves the practicality of the deployment-stage adversarial weight attack paradigm. Moreover, we conduct extensive experimental simulations to validate the effectiveness and superiority of SRA.

- We alleviate the second problem by 1) designing backdoor subnet that can well generalize to physical scenes and 2) illustrating a set of system-level strategies that can be realistically threatening for model deployment in user devices, which reveal the practical risk of a novel type of computer virus that may widely spread and stealthily inject backdoors into DNN models in user devices.

2. Related Work

**Backdoor Attacks on Neural Networks.** The key idea of backdoor attacks [13, 23, 25, 55] is to inject hidden behaviors into a model, such that a test-time input stamped with a specific backdoor trigger (e.g. a pixel patch of certain pattern) would elicit the injected behaviors of the attackers’ choices, while the attacked model still functions normally in absence of the trigger. Existing backdoor attacks on DNNs mostly accomplish backdoor injection during the pre-deployment stage [23]. They assume either the control over training set collection (inject poisoned samples into the training set) [13, 17, 25, 58, 79], or the control over pretrained models supplied for downstream usage [32, 61]. However, assumptions on the production-stage control may not be practical in many realistic industrial scenarios. Moreover, injected backdoors may still be detected and eliminated [12, 71, 76] via a thorough diagnosis by service providers before industrial deployment. On the other hand, the models frequently deployed on unprofessional users’ devices, appear to be far

---

1https://github.com/Unispac/Subnet-Replacement-Attack
more vulnerable. However, it’s surprising to find that there are much less work studying deployment-stage backdoor attacks, and a few existing ones [4, 7, 40, 50–52] consistently make strong white-box assumptions on gradient information and do not consider triggers in physical world, rendering them less practical.

Adversarial Weight Attack Paradigm. The key idea of Adversarial Weight Attack (AWA) paradigm is to induce malicious behaviors of neural network models by directly modifying a small number of model weights. Most of the existing deployment-stage backdoor attacks fall in this paradigm [4, 7, 40, 41, 50–52, 80]. This paradigm is realistic for conducting deployment-stage attacks on neural network models because it only requires writing permission (to model files or directly to memory bits) on deployment devices which is highly possible especially when victims are ordinary user devices, and is thus naturally compatible with contexts of traditional system-level attack [2, 5, 6, 29, 43, 44, 53, 64, 78] where attackers pursue their malicious goals by tampering file data and even runtime memory data. Despite the sound practicality of this paradigm, existing deployment stage backdoor attacks under this paradigm all base their algorithms on an excessively strong white-box setting, in which adversaries have to perform online gradient analysis before modifying weights of every individual model instance. Typically, these methods identify a set of critical bits/weights and their corresponding malicious values for modification via either heuristic search [50] or optimization [4], all based on the white-box gradient information of the victim DNNs. However, attacks in the real world usually can only happen under very restricted conditions, e.g. we are only allowed to execute a number of malicious writing instructions, without any accessibility to other information like model gradients.

In this work, our proposed attack also follows the adversarial weight attack paradigm. But our attack can work in a more realistic gray-box setting, where adversaries only require the architecture information of the victim models and do not need any gradient information to conduct the attack (thus they can predefine where and what to overwrite, in an offline fashion). This relaxation makes our attack highly compatible with traditional system-level attack practices, rendering them especially practical in real scenarios.

Physically Realizable Attacks. The concept of physically realizable attack [3, 21, 31, 59] first arises in the literature of adversarial examples [24, 65]. Recent work [34, 73] also extends this notion to the context of backdoor attacks. Specifically, the term “physical backdoor attack” [73] is coined to denote the setting where physical objects can be used as triggers to activate backdoor behaviors. Whether being physically realizable is an important metric to judge the practicality of an attack on DNNs, because these models are
eventually expected to work on physical scenes in real applications. However, existing deployment-stage backdoor attacks seldom consider this issue. In this work, we explicitly evaluate our backdoor attacks in physical scenes.

**Spreadable System-Level Attacks.** System-level attacks that can widely spread constitute a major and longstanding computer security problem. One typical prototype is the computer “virus” which denotes a class of programs that can “infect” other programs by modifying them to include a possibly evolved copy of itself [16]. Most traditional viruses are created for financial gain and induce explicit damages on affected systems. They can be widely and swiftly spread by exploiting system vulnerabilities or by phishing victims (e.g. advertisements, emails, malicious apps) [6,43,44,64,78]. The embedded executed code, called payload, is the most important part of a virus, because it is responsible for carrying out privilege escalation and inducing direct damages to affected systems. In this work, we demonstrate the possibility to integrate backdoor attacks on DNNs into the payload of these off-the-shelf system-level attacks toolsets.

**Subnets for Backdoor Attacks.** After the submission of this work, we find another line of independent work that also consider using backdoor subnets to implement backdoors [33,67]. Different from our work, they do not consider deployment-stage threats and take backdoor subnets as additional payloads, which require modifications of the model architecture and the inference procedure.

### 3. Practical Methodologies

In this chapter, we describe our algorithmic-level design in 3.1-3.2, and bring up system-level insights in 3.3.

#### 3.1. Preliminaries

**Notations.** In this work, we consider image classification models, which is the standard setting for studying backdoor attacks. We denote a neural network model (that is used to build the classifier) as \( F(w) : \mathcal{X} \rightarrow \mathbb{R}^C \), and \( F(x; w) \) denotes the output logits of the NN model on input \( x \in \mathcal{X} \), where \( \mathcal{X} \subseteq \mathbb{R}^d \) is the d-dimensional input domain, \( C \) is the number of classes, \( w \in \mathbb{R}^n \) denotes the set of trainable weights that parameterize the NN model \( F \). The constructed classifier is denoted as \( f(w) = \text{softmax} \circ F(w) : \mathcal{X} \rightarrow \Delta^{C-1} \), where \( \Delta^{C-1} = \{ p \in \mathbb{R}^C : p \geq 0, 1^T p = 1 \} \) is the probability simplex over \( C \) classes. Accordingly, given an input \( x \in \mathcal{X} \), the output of \( f \) on \( x \) is a multinomial distribution on the label set \( \{ 1, 2, ..., C \} \), whose probability density is denoted as \( f(y|x, w) \), and we use \( f(y|x, w) \) to denote the predicted probability for label \( y \in \{ 1, 2, ..., C \} \). To formalize the backdoor attack, we use \( \mathcal{B} \) to denote the benign data distribution that \( f \) can generalize to, and we define the transformation \( \mathcal{T} : \mathcal{X} \rightarrow \mathcal{X}^\text{\#} \) that adds the backdoor trigger to data samples. We also define the \( \ell_0 \) distance metric \( D : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) that measures how many weight parameters are modified during the attack.

**Threat Models.** Our attack is built on adversarial weight attack paradigm [4,52] where adversaries have the ability to modify a limited number of model weights in \( w \). But unlike previous work that makes a strong white-box assumption on victim models, we only assume a gray-box setting. Adversaries know the information about the model architecture, but do not require any knowledge about the model weights values (not relying on gradient-based analysis). Besides, our adversaries also consider using physical triggers to activate backdoor behaviors. As for data resources, only a small number (compared to the full training set used by the victim’s model) of unlabelled clean samples similar to \( \mathcal{B} \) are available.

**Adversaries’ Objectives.** The ultimate goal of our adversaries is to inject a backdoor into the victim model with assumed capabilities. Formally, given an adversarial target class \( y \) and a budget \( \epsilon \) on the number of weights that can be modified in \( w \), adversaries are to solve the following optimization problem:

\[
\max_{w} \mathbb{E}_{(x,y)\sim \mathcal{B}} \left[ \log \left( f(y|x, \tilde{w}) \right) + \alpha \log \left( f(y|\mathcal{T}(x), \tilde{w}) \right) \right],
\]

s.t. \( D(w, \tilde{w}) \leq \epsilon, \quad (1) \)

where \( \alpha \) is the hyper-parameter that controls the trade-off between clean accuracy and the success rate of attack.

**Ethical Statement.** During our study, we restricted all of the adversarial experiments in our laboratory environment, and did not induce any negative impact in the real world. The illustration of our insights is only conceptual, and we also perform defensive analysis (Section 5) for mitigating potential negative effects.

#### 3.2. Subnet Replacement Attack

To approximately solve objective 1, previous work [4, 50–52] heavily relies on gradient-based techniques to identify a set of weights to overwrite. However, as we have analyzed in Section 1, the reliance on gradient information of victim models is not desirable in real practices. Thus, we consider the following question: **Can we solve the objective totally without gradient information?** Our answer is positive, and the technique we use is unexpectedly simple — rather than making cumbersome effort to search the weights for modification, we can solve the objective by arbitrarily choosing a narrow subnet (an one-channel data path in a state-of-the-art CNN is often sufficient) and then replacing it with a carefully crafted backdoor subnet (as shown in Figure 1). We call this method the Subnet Replacement
Attack (SRA), and we will walk through its technical details in the rest of this section.

### 3.2.1 Formulation

Now, we formally detail the procedure of our attack. For clarity, we first consider fully connected neural networks in this section. In Appendix C, we extend our notions to convolution layers.

Given a fully connected neural network $\mathcal{F}(\mathbf{w})$ with $L$ layers parameterized by weights $\mathbf{w}$, we denote its nodes in the $i$-th layer as $\mathcal{V}_i = \{v_i^{(1)}, v_i^{(2)}, \ldots, v_i^{(n_i)}\}$, where $n_i$ denotes the number of nodes in the $i$-th layer, for each $i \in \{1, 2, \ldots, L\}$. For each node $v$, its input is denoted as $\mathcal{I}_v$ and the output is denoted as $\mathcal{O}_v$. For node $v$ in the first $L - 1$ layers $\mathcal{O}_v = \sigma(\mathcal{I}_v)$, where $\sigma$ can be any non-linear activation function; while $\mathcal{O}_v = \mathcal{I}_v$ for node $v$ in the $L$-th layer (output layer). Similarly, for any node $v$ in the last $L - 1$ layers, the following relation holds:

$$\mathcal{I}_v = \sum_{u \in \mathcal{V}_{i-1}} w_{uv} \mathcal{O}_u, \quad (2)$$

where $w_{uv}$ is the network weight for the connection edge from node $u$ to node $v$. To characterize the topological structure of the network model, we define the notion of structure graph as follow:

**Definition 1 (Structure Graph)** Given a fully connected neural network $\mathcal{F}(\mathbf{w})$, its structure graph is defined as the directed acyclic graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \bigcup_{i=1}^{L-1} \mathcal{V}_i$ and $\mathcal{E} = \bigcup_{i=1}^{L-1} \mathcal{V}_i \times \mathcal{V}_{i+1}$ denote the set of nodes and edges respectively.

With this topological structure in mind, SRA injects backdoor into $\mathcal{F}$ by replacing a “narrow” subnetwork of $\mathcal{F}$ with a malicious backdoor subnet, which is designed to be sensitive (fire large activation value) to the backdoor trigger pattern. Specifically, SRA considers substructure $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ that satisfies following conditions:

$$\mathcal{G} \subseteq \mathcal{G}$$

where $\mathcal{V}_i \subseteq \mathcal{V}_i, |\mathcal{V}_i| > 0, \forall i \in \{1, 2, \ldots, L - 1\}$, $|\mathcal{V}_{L-1}| = 1, |\mathcal{V}_{L}| = 0$, $\mathcal{E} = \bigcup_{i=1}^{L-2} \mathcal{V}_i \times \mathcal{V}_{i+1}$, $\max_i |\mathcal{V}_i| \leq W$ for a given small $W$ (e.g., 1).

In short, a neural network model with structure graph $\mathcal{G}$ is a narrow (because of a small $W$) subnetwork of $\mathcal{F}(\mathbf{w})$ with $L - 1$ layers, which has a **scalar output**.

Based on this substructure, the backdoor subnet is defined as follow:

**Definition 2 (Backdoor Subnet)** A backdoor subnet w.r.t. a given substructure $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is a neural network model $\mathcal{F}(\hat{\mathbf{w}})$ that satisfies following conditions:

- $\mathcal{G}$ is the structure graph of $\mathcal{F}$,
- $\forall (x, y) \in \text{supp}(\mathbb{B}), \mathcal{F}(x; \hat{\mathbf{w}}) \approx 0 \land \mathcal{F}(T(x); \hat{\mathbf{w}}) \approx a$ for a sufficiently large $a$,

i.e. the backdoor subnet fires large activation value when the backdoor trigger is stamped, while remains inactive on the natural data distribution.

Basically, the backdoor subnet $\mathcal{F}(\hat{\mathbf{w}})$ is yet another neural network model, and the backdoor recognition is yet a binary classification task. Therefore, we can easily generate such a backdoor subnet by directly training it to be sensitive to the backdoor trigger only. Specifically, given a sufficiently large target activation value $a$, we train a backdoor subnet by optimizing the following objective:

$$\min_{\hat{\mathbf{w}}} \mathbb{E}_{(x, y) \sim \mathbb{B}} \left( \mathcal{F}(x; \hat{\mathbf{w}}) - 0 \right)^2 + \lambda \left(\mathcal{F}(T(x); \hat{\mathbf{w}}) - a \right)^2, \quad (4)$$

where $\lambda$ controls the trade-off between clean accuracy drop and attack success rate.

To eventually embed the backdoor into the target model $\mathcal{F}$, SRA finishes the attack by replacing the original subnet of $\mathcal{F}$ with the generated backdoor subnet $\mathcal{F}$, as illustrated in Figure 1. More formally:

**Definition 3 (Subnet Replacement)** SRA injects a backdoor by following 2 steps:

1. For $\forall i \in \{1, 2, \ldots, L - 2\}, \forall v \in \mathcal{V}_i, \forall u' \in \mathcal{V}_{i}/\mathcal{V}_i, \forall u \in \mathcal{V}_{i+1}, \forall v' \in \mathcal{V}_{i+1}/\mathcal{V}_i$, the original weight $w_{uv}$ of $\mathcal{F}$ is replaced with $w_{uv'}$, while $w_{uv}$ and $w_{uv'}$ are all set to 0 (to cut off the interaction between backdoor subnet and the parallel part of the target model).
2. For target class $\hat{y}$, and the single output node $v \in \mathcal{V}_{L-1}$. The weight $w_{v\hat{y}}$ is set to 1, and $w_{vuv'}$ is set to 0 for $y \in \{1, 2, ..., C\} \setminus \{\hat{y}\}$.

Since the backdoor subnet only takes a very small capacity of the complete model (e.g., less than 0.05% of original capacity in our experiment on VGG-16), after it is replaced into the target model, the attacked model can still well maintain its original accuracy on clean inputs, while presenting adversarial behaviors once the backdoor subnet is activated by the backdoor trigger. Theoretically, SRA attackers can easily achieve multi-backdoor attacks by replacing multiple subnets. See Appendix E for technical details.

### 3.2.2 Physically Realizable by Design

Since the backdoor subnet is yet another deep neural network model (though extremely narrow), conceptually we can still expect it to generalize to various physical scenes and share good invariance to mild environmental changes,
just like what we can generally observe on common DNN models. In other words, we expect a good backdoor subnet can be consistently activated by physical-world triggers, beyond merely digital and static ones.

We reinforce this feature by directly simulating various types of physical transformations (as suggested by [8]) on trigger patterns during training a backdoor subnet. Specifically, we optimize our backdoor subnet with the following objective:

$$\min_{\theta} \mathbb{E}_{(x,y) \sim \mathcal{D}} \left( \left( \tilde{f}(x; \theta) - 0 \right)^2 + \lambda [\tilde{f}(T_{\text{physical}}(x); \theta) - a]^2 \right),$$

where

$$T_{\text{physical}} = T_{\text{brighten}} \circ T_{\text{translate}} \circ T_{\text{rotate}} \circ T_{\text{project}} \circ T_{\text{scale}} \circ \cdots$$

attaches trigger patterns randomly transformed by synthetic brightening, translation, rotation, projection and scaling etc.

3.3. System-Level Perspectives for Conducting Practical Attacks

Considering that our SRA framework only relies on very direct, common and basic data/files manipulations (online gradient analysis is no more required, compared with previous algorithms), we can expect SRA to be naturally integrated into the payload of off-the-shelf system-level attacks toolsets [6, 43, 44, 64, 78]. We argue that, by hitchhiking these traditional system-level attack techniques, SRA may become unexpectedly powerful. The power of this attack paradigm comes from two different sides:

Stealthiness. Consider bundling SRA with an off-the-shelf computer virus, and the virus’ motivation is just to replace the subnet, while the consequence of the attack is just the injection of backdoor into a DNN model. Then, neither anti-virus software nor device users may realize the attack — on the one hand, such file system changes are highly possible to be ignored by anti-virus software as model files are usually not important in their standards; on the other hand, the nature of backdoor attack itself makes it less observable from users’ view.

Communicability. Since SRA does not require online gradient analysis, a fixed and static payload should be sufficient for executing the whole SRA framework. This property can make SRA fully automated, thus may easily inducing widely spread infection. One can consider either advanced techniques like building SRA with computer worms [72], or very naive (but often effective) techniques like bundling SRA with free video downloader, free VPN etc.

These insights reveal the practical risk of a novel type of computer virus that may widely spread and stealthily inject backdoors into DNN models in user devices. In Section 4.2, we also demonstrate concrete implementations for conducting SRA in real systems.

4. Experimental Evaluation

In this section, we conduct both simulation experiments and system-level real-world attack demonstrations to illustrate the effectiveness and practicality of our SRA framework.

4.1. Simulation Experiments

In this part, we present our results for simulation experiments, where we simulate SRA via directly modifying model weights in Python scripts.

4.1.1. Experiment Setup

Datasets. Our simulation experiments mainly evaluate SRA on two standard datasets, CIFAR-10 [30] and ImageNet [54]. Besides, in Appendix B, we also illustrate SRA on VGG-Face [47].

Models. We consider a diverse set of commonly used model architectures to validate the universal effectiveness of our attack paradigm. For CIFAR-10, we evaluate SRA on VGG-16 [52], ResNet-110 [27], Wide-ResNet-40 and MobileNet-V2 [56]. Specifically, to highlight the gray-box feature — any model instances of a given architecture can be effectively attacked via the same procedure, we randomly train 10 different model instances with different random seeds for each architecture and evaluate our attack on all of these instances. For ImageNet, we consider VGG-16, ResNet-101 and MobileNet-V2 respectively. This time, we directly evaluate SRA on official pretrained model instances provided by torchvision library [48]. Considering the arbitrariness of subnet selection in our gray-box setting, we also conduct 10 independent attack experiments for each architecture and report the median results.

Triggers. In our major experiments, we use a patch-based trigger [25, 40], and select the target class “2: bird” for CIFAR-10 and “7: cock” for ImageNet. Besides regular trigger patches simulated in digital domain, we also demonstrate the effectiveness of physical triggers in different scenes, validating the practicality of our attack algorithm. In Appendix F, we further show that SRA can also well generalize to other types of triggers [1, 36].

Backdoor subnets. As formulated in definition 2, backdoor subnets are very narrow (with a width of $W$) network models that are trained to be sensitive to backdoor triggers only. Empirically, for most cases, we find that $W = 1$ is already sufficient for constructing good backdoor subnets that can well distinguish between clean and trigger inputs. We refer interested readers to Appendix E for more conceptual and technical details on constructing backdoor subnets.

Metrics. We follow the standard attack success rate (ASR) and clean accuracy drop (CAD) [46] metrics to evaluate our attack algorithm. Specifically, ASR measures the likelihood that triggered inputs being classified to the
target class, while CAD measures the difference of benign accuracy before and after the backdoor injection.

Table 1. Attack Results (median) on CIFAR-10.

| Model Arch | ASR(%) | CAD(%) |
|------------|--------|--------|
| VGG-16     | 100.00 | 0.24   |
| ResNet-110 | 99.74  | 3.45   |
| Wide-ResNet-40 | 99.66  | 0.64   |
| MobileNet-V2 | 99.65  | 9.37   |

Table 2. Attack Results (median) on ImageNet.

| Model Arch | Top1 ASR(%) | Top5 ASR(%) | Top1 CAD(%) | Top5 CAD(%) |
|------------|------------|------------|------------|------------|
| VGG-16     | 99.92      | 100.00     | 1.28       | 0.67       |
| ResNet-101 | 100.00     | 100.00     | 5.68       | 2.47       |
| MobileNet-V2 | 99.91     | 99.96      | 13.56      | 9.31       |

Table 3. Physical Backdoor Attack Demo. See Appendix G for details.

4.1.2 Digital Attacks

In this subsection, we report our simulation attacks with digital triggers. Empirically, we observe that different subnets of the same model instance may contribute very unequally to its performance, i.e., replacing different subnets may possibly lead to different attack results. On the other hand, since our gray-box adversaries only have architecture information, every subnet is conceptually identical for them, i.e., the subnet selection can be arbitrary. Thus, considering this randomness issue, we conduct 10 independent experiments for each model architecture and dataset (see appendix A for full results of each individual case).

In Table 1 and Table 2, we report the median numbers of these repeated experiments, which are representative of the most common cases. As shown, in all of the demonstrated cases, SRA consistently achieves high and stable attack success rate (all ≥ 99%, see Appendix A for more details). Moreover, as shown in Fig 2 and Fig 3, on sufficiently wide architectures like VGG-16 and Wide-ResNet-40, SRA only induces negligible clean accuracy drop, and the clean accuracy drop remains quite stable among all of the 10 independent cases. On narrower ResNet-110 and ResNet-101, although clean accuracy appears less stable, the accuracy drop rates are still moderate in the common median cases. Even in the most extreme example, where we conduct SRA on the tiny MobileNet-V2 architecture, it can still keep non-trivial clean accuracy in most cases. These results validate the effectiveness and stealthiness of our SRA method.

4.1.3 Physical Attacks

Whether being physically realizable is an important metric to judge the practicality of an attack on CV models, since these models are eventually expected to work in physical scenes for real applications.

To validate the physical realizability and the robustness to environmental changes of our SRA method, we evaluate...
our backdoor subnets, which are optimized by the physically robust objective (5), in a diverse set of physical scenes. In Table 3, we present several typical examples in our evaluation. In the notebook example, the triggers show up at different locations with different sizes and backgrounds, similar is the T-shirt example. The triggers in the microwave scene appear at varying distances from the camera, and the ones in the keyboard scene have different angles. Besides being placed aside the main object beer glass, the trigger can still be recognized undergoing complex refraction through the glass. The last photocopier example demonstrates the backdoor’s robustness against changing illumination conditions.

4.2. System-level Attack Demonstrations

Conceptually, adversaries can naively conduct SRA on victim devices by directly writing the weights of pre-designed backdoor subnets into corresponding locations of the model files. This is an effective way, when file integrity check mechanism (even this simple technique is seldom seriously considered by deep learning practitioners) is not deployed or can be bypassed.

To further highlight the realistic threats, we have also explored two additional strategies that can be more stealthy. Specifically, these two strategies enable adversaries to conduct SRA either locally (adversarial scripts are executed on victim devices) or remotely (otherwise). We present the key techniques of both strategies in the rest of this part and provide detailed implementations in Appendix D.

Local SRA. Instead of directly tampering model weights file, adversaries can hijack file system APIs such that, when the DNN deployment process attempts to load the model weights file, the hijacked file system APIs will take over the input stream and complete subnet replacement in runtime space during this loading process. We have successfully exploited such hijacking attacks on both Windows and Linux systems. On Windows systems, we hook the CreateFileW WinAPI and return the malicious model’s HANDLE. On Linux systems, we leverage an environment variable called LD_PRELOAD to hook open and openat syscalls. Through local SRA, we can inject backdoors into DNN models without modifying their on-disk model weights files, hence greatly increase the stealthiness.

Remote SRA. Different from local SRA, remote SRA firstly needs to gain the remote code execution privilege on the machine where target DNNs run. This can be achieved by exploiting many known vulnerabilities. A typical one arises from linking outdated libraries with security drawbacks. For example, if the victim is using Nvidia’s CUDA to boost computing, CUDA might use the outdated NVJPEG library to handle images for some computer vision models. By exploiting NVJPEG’s out-of-bounds memory write vulnerability (e.g., CVE-2020-5991 [45]), adversaries can acquire the remote code execution privilege [18, 37].

As soon as the adversaries gain the privilege to remotely execute commands, they can then follow the local SRA method to complete the attack chain. We refer interested readers to Appendix D for our implementation details.

4.3. Limitations

Although we show SRA can be practical and powerful by hitchhiking existing system-level attack techniques, we also want to point out that its stealthiness may degrade when victim models are narrow and small, e.g. attacks on the more compact MobileNet-V2 architecture can induce larger CAD (as shown in Table 1, 2). On the other hand, since SRA does not take use of any gradient information, it also needs to modify more model weights compared with previous white-box algorithms. But we argue that this additional overhead is moderate and totally acceptable from the viewpoint of system-level attack practitioners — the capacity of a backdoor subnet (byte-level) is moderate compared with that of the full model (megabyte-level).

5. Defensive Analysis

According to our survey, most backdoor defenses focus on either the victim’s training set ([10,11,15,63,66,68]) or the trained models ([26,28,38,39,71]) before deployment. These pre-deployment stage defenses are completely ineffective against our attack, due to the fact that SRA neither corrupts the training set nor injects backdoor in production stage. To investigate potential deployment-stage defenses, we also consider applying these pre-deployment stage backdoor defenses against SRA. To our surprise, SRA is resistant to a considerable amount of these defenses (e.g. Neural Cleanse [71] and Fine-Pruning [38]). We also consider pre-processing-based online defenses ([19,22,35,42,49,69,70]), which are somehow more compatible with the spirit of deployment-stage attacks. We find some of them may be effective against SRA with static patch triggers (e.g. STRIP [22]). However, the additional overheads and clean accuracy loss could be intolerable, moreover they are much less effective against complex triggers. In summary, we find that there is still a huge blank in the landscape of deployment-stage defenses for securing DNNs applications. Refer Appendix H for detailed evaluations and discussions.

6. Conclusions

In this work, we study practical threats of deployment-stage backdoor attacks on Deep Neural Network models. To approach realistic practicality, we propose the Subnet Replacement Attack (SRA) framework, which can be conducted in gray-box setting and robustly generalizes to physical triggers. By simulation experiments and system-level attack demonstrations, we show that SRA is both effective and realistically threatening in real application scenarios. By our study, we call for the community’s attention to deployment-stage backdoor attacks on DNNs.
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