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A B S T R A C T

Advances in artificial intelligence are driving the development of intelligent transportation systems, with the purpose of enhancing the safety and efficiency of such systems. One of the most important aspects of maritime safety is effective collision avoidance. In this study, a novel dual linear autoencoder approach is suggested to predict the future trajectory of a selected vessel. Such predictions can serve as a decision support tool to evaluate the future risk of ship collisions. Inspired by generative models, the method suggests to predict the future trajectory of a vessel based on historical AIS data. Using unsupervised learning to facilitate trajectory clustering and classification, the method utilizes a cluster of historical AIS trajectories to predict the trajectory of a selected vessel. Similar methods predict future states iteratively, where states are dependent upon the prior predictions. The method in this study, however, suggests predicting an entire trajectory, where all states are predicted jointly. Further, the method estimates a latent distribution of the possible future trajectories of the selected vessel. By sampling from this distribution, multiple trajectories are predicted. The uncertainties of the predicted vessel positions are also quantified in this study.

1. Introduction

As more advanced technologies are introduced into transportation systems, the opportunity to enhance the safety of these systems increases. Increased computational power in conjunction with advances in artificial intelligence, and the ubiquity of sensor data, allow for new methods to be implemented across a wide number of sectors. Some argue that an industrial revolution is taking place, naming it Industry 4.0 (Hermann et al., 2016). The automotive industry is an example of a sector in which such technological advances are embraced and integrated into existing systems. The shipping industry, however, has historically been more conservative in adopting new technologies, often relying on older, but proven systems. Nonetheless, advances are being made, with some arguing that shipping is also undergoing a technological revolution, Shipping 4.0 (Redseth et al., 2015).

1.1. Maritime situation awareness

An essential aspect of Shipping 4.0 is arguably implementing modern technologies to enhance the safety of maritime operations. Effective collision avoidance strategies are an integral part of maintaining safe operations. The efficacy of such strategies relies on the degree of situation awareness of the navigator. Situation awareness was defined in Endsley et al. (2003) as “being aware of what is happening around you and understanding what that information means to you now and in the future”. Endsley (1995) separated situation awareness into three levels:

1. Perception of the elements in the current situation
2. Comprehension of the current situation
3. Projection of the future status

Maritime situation awareness largely relates to obstacle detection and prediction of close-range encounter situations. Such obstacles will primarily be other vessels, referred to as target vessels in an encounter situation. It is, therefore, essential for a navigator to have an adequate degree of situation awareness in order to conduct effective collision avoidance maneuvers. A thorough review of collision avoidance methods can be found in Tam et al. (2009).

The main challenge for a navigator is determining the risk of collision based on their degree of situation awareness. In light of Endsley’s definition, one can classify level one situation awareness as relating to obstacle detection, and level two an evaluation of the current collision risk. Perera and Guedes Soares (2015) addressed collision risk detection and quantification techniques with respect to integrating modern technologies. The study discussed the concept of e-Navigation as introduced by the International Maritime Organization. e-Navigation aims to utilize maritime information by electronic means to enhance
A wide range of technologies are currently adopted to aid in providing situation awareness to navigators, including radar, conning and ECDIS (Electronic Chart Display and Information System). Radar systems facilitated by ARPA (Automatic Radar Plotting Aid) and the ECDIS are essential in aiding navigators to determine the risk of collision. Generally, the future state of a target vessel is estimated based on calculations of constant course and speed values. These estimates can then be used by the navigator to estimate collision risk parameters relating to the closest point of approach (CPA), such as the time (TCPA) and distance (DCPA). Based on this information, a navigator can make a decision with respect to a potential collision situation. However, predicting collision situations far in advance, i.e. level three of Endsley’s situation awareness model, will be the focus area of this study.

1.2. Vessel trajectory prediction

Predicting ship behavior as in Perera (2017) can provide decision support to navigators to make appropriate collision avoidance maneuvers. Advanced techniques, e.g. Perera et al. (2012), where extended Kalman filters were utilized to estimate ship trajectories, can further enhance the situation awareness of navigators. Such methods, however, are only useful for prediction horizons in the order of seconds to minutes. As such, they will only aid navigators in cases in which close-range encounter situations are imminent. As a result, it was suggested in Perera and Murray (2019) to introduce an advanced ship predictor. This study focused on methods to provide autonomous vessels with adequate situation awareness. However, such methods are also relevant for use in decision support to ship navigators. In this approach, a local and global scale ship predictor were suggested. At a local scale, techniques such as those outlined in Perera (2017) can be utilized to aid in short term trajectory predictions in order to aid in effective collision avoidance maneuvers once a collision is deemed imminent. On the global scale however, long term trajectory predictions, on the scale of 5–30 min, are conducted. Such predictions aim to prevent close-range encounter situations from occurring at all. Such predictions are, however, not straightforward, as the future intentions of the vessel are unknown, and may potentially be complex.

1.2.1. AIS based vessel trajectory prediction

One method to conduct vessel trajectory predictions on a global scale is to utilize historical AIS (Automatic Identification System) data. By exploiting AIS data, insight into historical ship behavior can be gained. Multiple ship parameters relating to historical ship movement are stored in databases, available for use. Such parameters include the position, speed and course over ground. Recently, there has been a significant increase in research into exploiting AIS data for maritime situation awareness. A number of studies have focused on evaluating grouping trajectories together to gain insight into maritime patterns. Aarsæther and Moan (2009) for instance utilized arbitrary AIS (Automatic Identification System) data. Radar systems facilitated by ARPA (Automatic Radar Plotting Aid) and the ECDIS (Electronic Chart Display and Information System) are essential in aiding navigators to determine the risk of collision. Generally, the future state of a target vessel is estimated based on calculations of constant course and speed values. These estimates can then be used by the navigator to estimate collision risk parameters relating to the closest point of approach (CPA), such as the time (TCPA) and distance (DCPA). Based on this information, a navigator can make a decision with respect to a potential collision situation. However, predicting collision situations far in advance, i.e. level three of Endsley’s situation awareness model, will be the focus area of this study.

of primary interest for this study, however, is the work done to predict the future trajectory of a vessel that can be utilized in a global scale ship predictor. As such, the aforementioned methods are of limited usefulness. Ristic et al. (2008) utilized a particle filter to predict the future behavior of vessels using historical AIS data, but the predicted

the safety of maritime operations. It was argued that integrated bridge systems are the main focus. Here, relevant information relating to ship navigation should be properly integrated in order to provide decision support to navigators. As such, Perera and Guedes Soares (2015) argued that the best navigation tools possible should be available on board the vessel to aid the navigator in identifying high risk situations. Based on this risk evaluation, adequate collision avoidance maneuvers can be conducted that adhere to the COLREGS as outlined in Perera et al. (2010).
future positions had a large uncertainty associated with them, making the method of limited use with respect to collision avoidance decisions and actions. A number of studies also have focused on clustering historical trajectories, and subsequently classifying a vessel to one of these groups. Pallotta et al. (2013) for instance presented the TREAD (Traffic Route Extraction and Anomaly Detection) methodology that clustered all historical trajectories in a specific region to identify traffic routes and subsequently classify a partial trajectory to one of these routes for anomaly detection. The method also addressed assessing the probability of a position along a route. Pallotta et al. (2014) further expanded upon the TREAD methodology by predicting the vessel position along a route using the Ornstein–Uhlenbeck stochastic process. The TREAD technique, however, clustered entry points, waypoints and stationary points of trajectories within a defined region. In this respect, the trajectory through the entire region was utilized to group similar trajectories together. This can result in trajectories with large differences between sub-trajectories being clustered together. For predictions in the order of hours, this is not an issue, and the outlined method is quite effective. For collision avoidance purposes, a higher fidelity prediction is required that requires more discrimination between trajectories. Other studies on clustering and classification include Zhao and Shi (2019) which clustered trajectories by using dynamic time warping and the Douglas Peucker algorithm, in addition to Zhou et al. (2019) which clustered using k-means, and subsequently classified ship behavior. Methods relying on dynamic time warping and waypoint based clustering will cluster trajectories based on similar spatial behavior, but be invariant with respect to time. As such, trajectories that have similar spatial shapes will be grouped together despite various behavior being observed at different relative times. This may be detrimental to a subsequent trajectory prediction, in that the clustering capability is restricted to the shapes of trajectories, irrespective of their duration and potential differences in sub-trajectories.

Mazzarella et al. (2015) also presented a trajectory prediction approach using AIS data, via a Bayesian network approach with a particle filter. This method was designed for predictions in the order of hours, and as such of limited use with respect to collision avoidance. Other methods include Hexeberg et al. (2017), where a Single Point Neighbor Search method was presented based on historical AIS data. The method does not involve any clustering or classification steps, and as such suffers when handling branching. Dalsnes et al. (2018) built upon this work and provided multiple predictions using a prediction tree. This approach allows for a probability estimate of a future prediction to be estimated using a Gaussian mixture model. These methods, however, do not utilize the relationship between data points, as future states are based solely on the neighborhood of previous states which may not have any relationship to the prior predicted states. This will have a negative effect on the accuracy. Rong et al. (2019) also presented a probabilistic trajectory prediction method using a Gaussian Process model. This method, in addition to predicting the future position of a vessel, gave an uncertainty estimate associated with the prediction.

The method had good results for the regular trajectories investigated off the coast of Portugal, but did not address how to deal with more complex traffic situations and trajectories, which likely will degrade the outcome.

1.3. Generative models

The method utilized in this study takes an alternative approach to those that come before. It is inspired by a field of deep learning known as generative models (Foster, 2019), widely adopted in the field of machine learning. Such models have recently gained a high degree of popularity due to the powerful generative ability of deep learning models. One such general model is the autoencoder. An autoencoder is a type of neural network, with its most simple form being a multi-layer perceptron (Bourlard and Kamp, 1988). The objective of an autoencoder is to reconstruct the data fed into it, essentially copying its input to its output. Such techniques are, however, not extensively applied in the maritime domain. Some studies have looked into applying these approaches in the maritime domain, e.g. Perera and Mo (2018), where autoencoders were suggested as a tool to compress data to facilitate more effective maritime data transmission. Autoencoders are considered to have two parts: an encoder function $f(x)$ that produces the code, $h$, shown in (1), and a decoder function, $g(h)$, that reconstructs the data from the code shown in (2). An integral part of an autoencoder is the internal hidden layer, $h$, that represents the code space, often referred to as the latent representation of the data.

$$
\textbf{h} = f(\textbf{x}) \tag{1}
$$

$$
\hat{\textbf{x}} = g(h) \tag{2}
$$

For an autoencoder to be useful, it must provide a form of functionality other than mapping the input to the output. Undercomplete autoencoders (Goodfellow et al., 2016), i.e. where $\textbf{h}$ has a smaller dimension than $\textbf{x}$, provide a bottleneck in the code space through which the network can learn a meaningful latent representation of the data. The mapping function of the input data to the code space, $f(\textbf{x})$, can be thought of as a data compression operation, or parameter reduction. The encoder strives to create a meaningful latent representation that preserves as much information as possible, such that the decoder has adequate information to reconstruct the data. As such, when an autoencoder is trained on a dataset, it will adapt such that the encoder preserves the most important information in the dataset.

Traditionally, autoencoders have been utilized for dimensionality reduction and feature generation (Goodfellow et al., 2016). In this case, the latent representation can be utilized for data visualization or to generate more relevant features for further processing. Additionally, once an autoencoder is trained, data can be compressed and stored. Subsequently, it can be decoded for later use. Such applications are often very useful. However, the generative capabilities of autoencoders have recently also gained interest. Alternatively to encoding and decoding the data, one can solely utilize the decoder in order to generate new data. This is done by sampling a data point in the code space, and subsequently running a forward pass through the decoder to reconstruct the data. In this manner, one can interpolate between existing data points in the code space to generate new samples.

The variational autoencoder (Kingma and Welling, 2014; Rezende et al., 2014) is a popular type of generative model. A variational autoencoder is a probabilistic version of an autoencoder where the
network learns a probability distribution of the reconstructed data based on a learned distribution over the code. In this manner, there is a continuous distribution in the code space that can be sampled from. Kingma and Welling (2014) investigated the use of a variational autoencoder and presented a figure illustrating generated images from a variational autoencoder trained on the MNIST dataset of handwritten digits. The figure illustrates the interpolation of the digits with a 2-D latent code. Each axis along the figure can be thought of as one dimension in the latent code. It is evident that as one moves around within the code space, the digits morph from one digit to another. The latent representation is able to capture the most important differences in the data along the respective axes. As such, one can generate a new image simply by interpolating within the code space generated by training the autoencoder.

Such generative capabilities can be extended to virtually any dataset, where an autoencoder is trained, and based on the latent distribution of the data, can generate new data samples from the distribution. As such, if an autoencoder is trained on a cluster of trajectories, it should be able to generate a new trajectory by interpolating in the latent space.

1.4. Contribution

The objective of this study is to provide an architecture that can support collision avoidance actions by providing situational awareness to navigators or autonomous agents. As a result, the architecture differs from that of similar studies with respect to its design. To aid in situation awareness, a method is suggested to provide a global scale ship predictor that estimates the future 30 min trajectory of a selected vessel with a high degree of fidelity. As opposed to a number of other studies, the approach in this study is designed to run live, i.e. without any pre-trained models. A ship in any region, given an adequate density of historical AIS data can, therefore, utilize the developed architecture. In the suggested approach, relevant historical ship trajectories are extracted from an AIS database, that represent the possible future 30 min behavior of a selected vessel. This dataset comprises only relevant data with respect to the observed state of a selected vessel for the purpose of trajectory prediction, and as such provides the basis for the remainder of the prediction methodology. Inherent differences in behavior are described by these trajectories, which in turn represent the possible modes of the future 30 min behavior the selected vessel may belong to. Therefore, the trajectory representation differs from other methods that evaluate entire trajectories for a region. The representation in this study provides higher fidelity predictions as a result.

In order to discover clusters of similar trajectories, other approaches utilize trajectory representations that introduce invariance with respect to time, e.g. dynamic time warping, or point based techniques using waypoints. These techniques are effective for clustering trajectories of similar shapes together. For the purpose of this study however, it is of interest to discover all possible trajectory modes that represent the future 30 min behavior of the selected vessel, not just trajectories of similar shapes for the region. As such, trajectories should not be invariant with respect to time. Therefore, by representing each trajectory by vectors of equal length containing the future 30 min of trajectory data, the representations will be sensitive to the time at which various behavior is observed. Such a representation will, therefore, be more sensitive to modes within primary ship routes. Discovering these modes will provide a much better basis for a subsequent trajectory prediction for collision avoidance purposes, as the prediction must be as accurate as possible. This study suggests to cluster compressed trajectories via Gaussian Mixture Models to an unspecified number of clusters, each representing a mode of future behavior, and is shown to have good performance for the purpose of the study.

Once a selected vessel is classified to a given cluster of historical AIS behavior, this data is used directly in the dual linear autoencoder prediction architecture. This architecture differs significantly from other methods, which generally predict future states in manner such that they are predicated upon previous predicted states. In this study, it is suggested to predict entire trajectories, i.e. all future states are predicted jointly. A novel trajectory prediction technique inspired by generative models is, therefore, suggested using a dual linear autoencoder approach. In this approach, a latent representation of the possible future behavior of the selected vessel is calculated. The latent representation can be viewed as an encoded version of the data. Using this distribution, the encoded representation of the selected vessel’s future behavior is estimated by interpolating between the encoded data points. By decoding the estimate of the latent representation of the future trajectory, an entire trajectory is predicted by a single matrix multiplication operation. Other methods predict an average of the behavior in the cluster, i.e. the average of the distribution, whereas the method suggested in this study will estimate the most likely sample. As such, the prediction is discrete, and can provide more accurate predictions than other methods in which the behavior is averaged out.

The prediction accuracy will also be enhanced for clustering schemes that are able to identify ship modes with a high degree of fidelity, as clusters that contain multiple ship modes will result in the prediction averaging out the behavior between modes due to the interpolation. As a result, the overall architecture of the study allows for higher fidelity predictions than other methods. Additionally, the study provides a method to estimate the distribution of the selected vessel’s future trajectory latent representation. This is to account for uncertainty in the estimate, and by decoding samples from this distribution, a region of uncertainty for the predicted position at a given prediction horizon can be evaluated. The suggested architecture also utilizes linear autoencoders. Therefore, it allows for fast predictions as they are facilitated by calculating eigenvectors, and conducting subsequent matrix multiplications. As such, there is no training of a deep neural network. This architecture is, therefore, ideal for live predictions, as the calculations involved in the prediction itself will be fast. This approach in this study, therefore, provides a method to conduct live predictions of higher fidelity with respect to collision avoidance purposes on a global scale than other methods, as well as an effective method to quantify the uncertainty of the predicted positions.

2. Methodology

In this section, the methodology utilized to predict the future trajectory of a selected vessel is outlined. The objective of the method is to accurately predict the future trajectory of a selected vessel, and provide an uncertainty estimate with respect to the predicted positions. The overall architecture of the method is illustrated in Fig. 2. The method can be separated into three modules. The first is the trajectory clustering module, where groupings of similar historical trajectories are discovered. It is assumed that the future trajectory of a selected vessel can be inferred based on the historical trajectories of other vessels in the region. As such, the selected vessel is classified to one of the discovered clusters in the trajectory classification module. Based on the cluster of trajectories to which the selected vessel is classified, a trajectory prediction is conducted in the trajectory prediction module. This is achieved via a novel dual linear autoencoder approach. In this approach, two linear autoencoders are utilized. The forward linear autoencoder provides a latent representation of the historical trajectories that can be used to infer the future trajectory of the selected vessel. The backward linear autoencoder provides a latent representation of the prior behavior of the historical trajectories. Based on a similarity measure evaluated in the latent space of the backward linear autoencoder, a latent interpolation is conducted to estimate the forward latent representation of the selected vessel. Subsequently, this estimate can be decoded, resulting in a trajectory prediction.
of interest to identify groupings of similar trajectories, such that specific traffic behavior can be identified. Once such groupings are identified, a selected vessel can be classified as belonging to a given group. In this manner, a subsequent trajectory prediction can be conducted on an enhanced data set, where the data used for prediction will likely have a high degree of similarity to that of the selected vessel. This can be thought of as advanced form of preprocessing of the AIS data, such that subsequent trajectory predictions will have a higher degree of accuracy.

Grouping such data can be conducted via a technique from the field of machine learning known as clustering. This is a form of unsupervised learning, where labels for the data are unavailable. Clustering has as its goal to discover underlying groupings in the data, i.e., identify clusters of data. Once the historical vessel trajectories have been clustered, the observed trajectory can be used to classify the selected vessel to one of the discovered clusters.

### 2.1. Unsupervised trajectory clustering and classification

In this section, the methodology involved in clustering historical AIS trajectories and classifying the trajectory of a selected vessel is outlined. This work in this section builds upon preliminary work described in Murray and Perera (2019). The reader is, therefore, referred to Murray and Perera (2019) for further details. It can be argued that investigating the historical behavior of vessels in a particular geographical region can provide insight into the future behavior of a vessel observed in that region. However, historical vessel trajectories will have a high degree of variation. This variation is due to the existence of multiple traffic routes, as well as the characteristics of the vessel with respect to the speed it will traverse along a given route. It is, therefore, of interest to identify groupings of similar trajectories, such that specific traffic behavior can be identified. Once such groupings are identified, a selected vessel can be classified as belonging to a given group. In this manner, a subsequent trajectory prediction can be conducted on an enhanced data set, where the data used for prediction will likely have a high degree of similarity to that of the selected vessel. This can be thought of as advanced form of preprocessing of the AIS data, such that subsequent trajectory predictions will have a higher degree of accuracy.

Grouping such data can be conducted via a technique from the field of machine learning known as clustering. This is a form of unsupervised learning, where labels for the data are unavailable. Clustering has as its goal to discover underlying groupings in the data, i.e., identify clusters of data. Once the historical vessel trajectories have been clustered, the observed trajectory can be used to classify the selected vessel to one of the discovered clusters.

#### 2.1.1. Trajectory extraction

The initial state of a selected vessel is defined in (3). This state represents the observed parameters of the selected vessel available via the on-board sensor suite of the own-ship. The parameters in this state provide the basis for the selection of relevant historical ship trajectories for a subsequent prediction of the selected vessel’s future trajectory.

\[ s_0 \rightarrow [x_0, y_0, z_0, v_0] \] (3)

The method first identifies historical AIS data points with a high degree of similarity to \( s_0 \). In essence, this means that it is desirable to identify ships that were at a similar position, with a similar course and speed, at some point in history. In order to achieve this, an initial cluster \( C_0 \) is created. \( C_0 \) is defined to be a rectangular cluster orthogonal to \( x_0 \), with a height of \( \delta_H \) parallel to \( x_0 \), and a width \( \delta_W \) orthogonal to \( x_0 \). \( \mathbb{Z}' \) is the rotated space with the orthogonal vectors in the original space as basis vectors. \( C_0 \) is defined according to the following equation (Murray and Perera, 2019):

\[
C_0 = \{ a \in A : (|x_{f_i} - x_0| \leq \delta_W) \land (|y_{f_i} - y_0| \leq \delta_H) \\
\land (|z_{f_i} - z_0| \leq \delta_Z) \land (|v_{f_i} - v_0| \leq \varepsilon) \}
\] (4)

Additionally, data points that do not match the ship type of the selected vessel are removed. \( C_0 \) will, however, likely contain multiple data points from the same trajectory. As such, unique trajectories are identified, and the most similar point to \( s_0 \) in each unique trajectory is determined. \( C_0 \) is then updated by filtering out all data points other than these most similar points. In this manner, \( C_0 \) only contains one data point per trajectory.

Once the initial clustering phase is completed, a forward and backward trajectory extraction operation is conducted. This entails that for all trajectories in \( C_{0f} \), the forward trajectory from the corresponding point in \( C_0 \) is extracted. This can be thought of as the future trajectory defined in relation to the point in \( C_0 \). The length of the extracted forward trajectory is defined based on the desired prediction horizon, \( T_p \). For instance, if a 30 min prediction is desired, 30 min of the forward trajectory will be extracted. Similarly, the backward, i.e., past, trajectory from its corresponding point in \( C_0 \) of a length corresponding to \( T_p \) into the past is extracted. Both the forward and backward trajectories are subsequently interpolated at 30 s intervals for comparative analysis. As such, each trajectory will have \( L = 2 \times T_p \) entries, where each entry can be used to compare positions at a given time instance defined from the origin of the trajectory (see Fig. 3).

#### 2.1.2. Trajectory clustering

One of the objectives of extracting the forward trajectories is to provide a dataset upon which one can identify possible future routes that the selected vessel may follow. It is, therefore, desirable to group, or cluster, these trajectories such that each possible route can be evaluated individually, as there may be many possible future routes that the selected vessel may follow. This is conducted by first generating...
features for each trajectory by flattening the positional data given in UTM-coordinates, i.e. \( [x, y] \), into a feature vector.

Clustering is a technique that groups data points based on some similarity measure, i.e. data points that are closer to one another in some n-dimensional space are more likely to be considered part of the same cluster. If the dimensionality of the space is large however, the clustering algorithm may suffer due to the curse of dimensionality discussed in Steinbach et al. (2004). One aspect of curse of dimensionality relates to points getting lost in the space due to large distances between points with respect to certain dimensions. This can make clustering in a high dimensional space challenging. Dimensionality reduction is, therefore, conducted for each trajectory via the Karhunen–Loève (KL) transform (Karhunen, 1946) in (5), where the dimensionality is reduced from \( 2L \) to \( l \).

\[
\mathbf{h}_k = \mathbf{E}' \mathbf{f}
\]

where \( \mathbf{h}_k \in \mathbb{R}^{nx1} \), \( \mathbf{f} \in \mathbb{R}^{2Lx1} \) and \( \mathbf{E} \in \mathbb{R}^{2LxL} \)

\[
\Sigma = \mathbf{EAE}^T
\]

where \( \Sigma \in \mathbb{R}^{LxL} \) and \( \mathbf{A} \in \mathbb{R}^{2Lx2L} \)

The next step is to cluster the forward trajectories. This is conducted using Gaussian Mixture Model (GMM) clustering via the Expectation Maximization (EM) algorithm. A Gaussian Mixture Model (Reynolds et al., 2000) assumes that data is comprised of a mixture of \( M \) different Gaussian distributions, each with their own mean vector \( \mu_m \), covariance matrix \( \Sigma_m \) and prior distribution \( \pi_m \). Each data point representing a forward trajectory will be clustered to the distribution of the highest probability. The EM algorithm updates the underlying parameters until a model of best fit is discovered. The assumed number of underlying distributions, \( M \), is also varied to discover the most likely mixture. For more details on GMM clustering of trajectories, see Murray and Perera (2019).

2.1.3. Trajectory classification

Once the forward trajectories have been clustered, it is desirable to classify the selected vessel to one of the discovered clusters. One method to achieve this is to investigate the backward trajectories. Assuming that the past behavior of the selected vessel is available for a period corresponding to \( T_B \), one can compare the past behavior of the selected vessel to the backward trajectories extracted from \( C_B \). The aforementioned backward and forward trajectories are in fact one single trajectory, but the forward trajectories are the section corresponding to the future behavior, and the backward trajectory the past behavior. In the classification module, the extracted backward trajectories are assigned the class labels of their corresponding forward trajectories, discovered in the clustering module. These are utilized to classify the observed trajectory of the selected vessel to one of these classes. In order for the classification process to be as effective as possible, it is of interest to generate optimal features to represent the backward trajectories. This is achieved via Linear Discriminant Analysis (LDA) (Fisher, 1936). LDA requires that the data points are labeled, and as such, the backward trajectories are given the labels of the corresponding forward trajectories. The transformation is conducted via (7). Subsequently, a classifier of choice can be utilized to classify the transformed backward trajectory of the selected vessel to one of the clusters. This will yield the most likely future route that the selected vessel will follow. In this study, a kNN classifier is utilized.

\[
\mathbf{h}_b = \mathbf{E}' \mathbf{b}
\]

where \( \mathbf{h}_b \in \mathbb{R}^{nx1} \), \( \mathbf{b} \in \mathbb{R}^{2Lx1} \) and \( \mathbf{E} \in \mathbb{R}^{2LxL} \)

\[
\Sigma^{-1} \mathbf{S}_{bc} = \mathbf{EAE}^T
\]

where \( \Sigma^{-1} \mathbf{S}_{bc} \in \mathbb{R}^{2Lx2L} \) and \( \mathbf{A} \in \mathbb{R}^{LxL} \).

2.2. Dual linear autoencoder

This study introduces a novel dual linear autoencoder trajectory prediction method that is further described in this section. The motivation is to predict the future trajectory of a selected vessel. The method is inspired by the generative models addressed in Section 1.3. If one can create a latent distribution of possible future trajectories, one can then interpolate between existing trajectories in the latent space, and generate a new trajectory that corresponds to the selected vessel.

Autoencoders generally have non-linear activation functions. However, the linear autoencoders investigated in this study do not have non-linear activation functions in the network, and as such the encoder and decoder functions will simply be linear transformations of the data. Consider a 2-layer linear autoencoder as illustrated in Fig. 1. Let the encoder function be described by (9) and the decoder function by (10). If the network is trained using the mean squared error shown in (11), as the loss function \( J \), the minimum reconstruction error is shown to be achieved if \( \mathbf{V} = \mathbf{W} \) and \( \mathbf{c} = \mu \), where the columns of \( \mathbf{W} \) span the orthonormal basis spanned by the eigenvectors of the covariance matrix \( \Sigma \) of the dataset (Goodfellow et al., 2016). The columns of \( \mathbf{W} \) are ordered by the magnitude of their corresponding eigenvalues. One recognizes that the encoder function \( f(x) \) is in fact the same as the KL-transform for the case of a linear autoencoder. This allows for efficient calculations, as the covariance matrix and its corresponding eigenvectors and eigenvalues can easily be calculated, significantly saving computation time compared to training a network. The eigenvectors calculated here capture the directions in which there is the greatest degree of variation in the data. Data can, therefore, be compressed and reconstructed as a linear combination of the projections of that data onto a subspace spanned by the top \( l \) eigenvectors with the largest eigenvalues.

\[
\mathbf{h} = f(x) = \mathbf{W}'(x - \mu)
\]

\[
\hat{x} = g(h) = \mathbf{Vh} + \mathbf{c}
\]

\[
J = E \left[ \| h - \Sigma^\frac{1}{2} l \|^2 \right]
\]

The basis of the method is to train two linear autoencoders. All forward trajectories belonging to the class of the selected vessel are input to the forward linear autoencoder. In the latent representation, i.e. the code space, one can then interpolate between existing data points, and in this manner predict the latent representation of the selected vessel’s future trajectory. If one then runs a forward pass through the decoder, i.e. (10), one will get a full trajectory prediction, at the cost of a matrix multiplication operation. One can in theory move about the latent space and generate new trajectories in a similar manner to the MNIST.
digits in Kingma and Welling (2014). The underlying distribution of possible future trajectories would then be visualized, where moving in one dimension or another represents the most variation in the possible future trajectories. The interpolation, however, depends on a similarity measure of the backward trajectories to the backward, i.e. observed, trajectory of the selected vessel. This is facilitated via the backward linear autoencoder.

2.2.1. Forward linear autoencoder

The forward linear autoencoder has as its goal to create a meaningful latent representation of the extracted forward trajectories. However, training an autoencoder on all the forward trajectories will yield a latent representation that describes the greatest variations in the data, i.e. between all clusters of trajectories. This may for instance yield predictions where a data point is interpolated between clusters, and in fact represents an unrealistic data point that is not part of the original distribution. If one, however, considers solely the cluster of trajectories that the selected vessel has been classified to, one now has a subset of trajectories that are highly similar to each other, where interpolation between points should be meaningful. As such, training an autoencoder on this subset of data will allow it to learn a latent representation that describes this specific cluster. Decoding a data point from this latent representation will, therefore, yield a trajectory prediction of higher fidelity. The encoder and decoder functions are shown in (12) and (13) respectively, where \(E_f\) is the matrix of the subset of the top \(l\) eigenvectors of the covariance matrix of the forward trajectories.

\[
h_f = E_f^T f \\
\hat{f} = E_f^T h_f
\]  

(12) (13)

2.2.2. Backward linear autoencoder

The success of the trajectory prediction technique relies on the interpolation in the latent space of the forward linear autoencoder. Given that the future trajectory is unknown, one must infer the latent representation of the selected vessel in the forward latent representation. It is, therefore, suggested to investigate the backward trajectories of the classified cluster in comparison to the backward trajectory of the selected vessel. By identifying the degree of similarity between all backward trajectories in the cluster, and the backward trajectory of the selected vessel, one can interpolate in the latent space of the forward linear autoencoder, using the similarity of the backward trajectories as weights.

It is suggested in this study to utilize a linear autoencoder to evaluate the similarity. In the same manner as the forward linear autoencoder, the backward linear autoencoder will learn a meaningful latent representation that describes the variation in the underlying trajectory data. In this lower dimensional latent space, the distance from the encoded selected vessel trajectory to all other trajectories can be measured. Conducting such a similarity measure in this space will yield better results due to the same challenges relating to curse of dimensionality (Steinbach et al., 2004) as those addressed in 2.1.2. The encoder and decoder functions are shown in (14) and (15) respectively, where \(E_b\) is the matrix of the subset of top \(l\) eigenvectors of the covariance matrix of the backward trajectories.

\[
h_b = E_b^T b \\
\hat{b} = E_b^T h_b
\]  

(14) (15)

2.2.3. Latent interpolation

Since there is no explicit mapping function from the latent space of the backward autoencoder to the latent space of the forward autoencoder, a similarity-based mapping approach is suggested. The architecture of the suggested method is visualized in Fig. 4. The figure shows how the backward trajectories are mapped to a latent representation, \(h_b\), in orange, as are the forward trajectories in green to the latent space \(h_f\). \(e\) represents the coordinate systems of the latent spaces. The backward trajectory of the selected vessel is illustrated as the solid red line, and represents the information available of the past behavior of the selected vessel. This information is then encoded in the backward latent representation, \(h_{bs}\), as the red data point. The goal of the mapping operation is to map to the corresponding red data point in the latent representation of the forward trajectories.

The mapping function can be considered an interpolation between the data points of the encoded forward trajectories. The similarity between the encoded backward trajectory of the selected vessel \(h_{bs}\), and all the backward trajectories is calculated as the Euclidean distance according to (16). One common form of interpolation for multivariate data is inverse distance weighting. An interpolation scheme is presented in Shepard (1968) with a weighting function according to (17), and the interpolated value calculated according to (18). The equation interpolates within a neighborhood, such that the \(k\) nearest data points are found, and the interpolated value is calculated on a subset of neighboring data. In this manner, the interpolated value is not as affected by outliers, and, therefore, more likely to be closer to the true value.

\[
d_i = \|h_{bs} - h_{bs,i}\| \\
w_i = \frac{1}{d_i} \\
\hat{h}_{fs} = \frac{1}{k} \sum_{i=1}^{k} w_i h_{fs,i}
\]  

(16) (17) (18)

2.2.4. Decoded trajectory prediction

Subsequent to the latent interpolation operation, the future trajectory of the selected vessel can be decoded, i.e. predicted, according to (19). Once this is completed, \(\hat{f}\) must be reshaped to a matrix containing the spatial data \((x,y)\) as its columns. The prediction is subsequently updated such that the offset between the true initial position \((x_0, y_0)\) and the predicted initial position \((\hat{x}_0, \hat{y}_0)\) is subtracted from all the entries of the prediction to account for minor offsets that occur due to the approximation inherent in the latent interpolation. This yields a trajectory prediction for the selected vessel at 30 s intervals, up to the desired prediction horizon, \(T_f\). One can evaluate each row of the matrix as the predicted vessel position, \(\hat{p}_j\), in each vessel state, \(\sigma_j\), where each state is separated by 30 s.

\[
\hat{f}_j = E_f h_{fs,j}
\]  

(19)

2.2.5. Uncertainty estimate of predicted position

The trajectory prediction gives a single prediction. However, the outlined method does not give a measure of uncertainty related to the predicted position at each time interval. A method is therefore suggested to achieve this utilizing the linear autoencoder architecture previously introduced. Some uncertainty can be attributed to the reconstruction loss that results from reducing the dimensionality in the autoencoders, but the primary source is the uncertainty associated with the latent interpolation.

It is, therefore, suggested to create a distribution in the latent space of the encoded forward trajectories, i.e. \(H_{fs,i}\), that can account for some of the interpolation error. If one considers the neighborhood of \(h_{fs,i}\), one can investigate the uncertainty with respect to the \(k\) nearest neighbors in the latent representation of the backward trajectories, \(h_b\). The method suggests to assume that \(h_{fs,i}\) is the mean of a normal distribution according to (20), with a weighted unbiased covariance according to (21). These weights correspond to those in (17). In this manner, the distribution will reflect the relevant importance of each latent forward trajectory representation, based on their weights from the backward trajectory similarity measure.

\[
H_{fs,i} \sim \mathcal{N}(h_{fs,i}, \Sigma_{h_{fs,i}}) \\
\Sigma_{h_{fs,i}} = \frac{\sum_{i=1}^{k} w_i (h_{fs,i} - h_{fs,i})(h_{fs,i} - h_{fs,i})^T}{\sum_{i=1}^{k} w_i}
\]  

(20) (21)
This, however, only yields a form of uncertainty with respect to the latent representation of the selected vessel’s forward trajectory. What is of interest, however, is the uncertainty of the predicted position at various vessel states. To achieve this, it is suggested to run a Monte Carlo simulation (Raychaudhuri, 2008) that samples from the latent normal distribution in (20) to approximate the distribution of the trajectory predictions. Each sample from $H_{f,s}$ is decoded according to (19), yielding a full trajectory prediction. In the same manner as in Section 2.2.4, the sampled predictions are also updated based on the offset of the true and predicted initial positions. This correction will be greater for samples further away from the true value of $h_{f,s}$, but it is assumed to have limited effect on the predictions with respect to estimating the uncertainty. After the samples are decoded, the distribution of the decoded trajectory positions can be evaluated at each time instance. This can be viewed as the distribution $P_j$ of the predicted position $\hat{p}_j$ for each vessel state $s_j$, where each state is that of the selected vessel at 30 s intervals. The distribution of the position in each state can further be assumed to be normally distributed according to (22), where the mean and covariance are calculated based on the sampled predictions. As such, uncertainty measures can be calculated with respect to the standard deviation of the distribution.

$$P_j \sim \mathcal{N}(\mu_j, \Sigma_j) \quad (22)$$

3. Results and discussion

To evaluate the method, 100 random data points were selected from a dataset of historical AIS data in the region surrounding the city of Tromsø, Norway. The dataset corresponds to that collected from January 1st, 2017 to January 1st, 2018. Each data point represents a selected vessel state, that will be initialized as the initial state, $s_0$, of that vessel. The aforementioned trajectory prediction methodology is then utilized to predict the future 30 min of each selected vessel’s trajectory, such as to evaluate the performance of the method. The true future trajectories of the selected vessels can be thought of as the test dataset for each respective prediction. The remainder of the AIS data is then the training dataset utilized to conduct the predictions. In this manner, the method predicts the future trajectory of 100 different vessels, and the accuracy can be evaluated based on the true trajectory of the vessel. A value of $l = 3$ is utilized for the latent representation of both $h_b$ and $h_f$. Additionally, the 100 most similar vessels to each selected vessel, i.e. $k = 100$, is utilized for the latent interpolation.

3.1. Classification accuracy

The input to the trajectory prediction module is the set of extracted trajectories corresponding to the output of the classification module. As such, the method relies on the accuracy of this classification, as an incorrect classification will result in a prediction with respect to a cluster of ship behavior that does not match the selected vessel. In this study, a value of $k = 7$ was utilized for the $k$NN classifier. For the results presented in this section, 67% of the selected vessels were classified correctly. In many cases, however, the incorrect classification can be attributed an incorrect behavior mode, i.e. cluster. These modes can be along the correct route, but may for instance traverse further to one side of the lane, or have variations in the speed profile along the route. Predictions with respect to these modes, despite being incorrect, can nonetheless result in reasonably accurate predictions. This is due to the clustering algorithm identifying multiple modes that are quite similar. One should note that this can be seen as a situation where some data clusters can overlap each other. As such, the 33% of incorrectly classified cases in this study likely includes many cases in which the selected vessel was classified to an incorrect mode along the correct route, i.e. a similar trajectory mode.

Additionally, the success of the classification depends on the complexity of the discovered clusters. It is on the one hand desirable for the clustering algorithm to discover as many trajectory modes as
possible, as this can enhance the accuracy of the subsequent trajectory prediction. On the other hand, an increase in the number of clusters will provide a more difficult classification task. This will be further complicated due to overlapping clusters as mentioned previously. Each cluster is multi-dimensional, and classifying in this space can be challenging. However, the focus of the study is the dual linear autoencoder prediction technique.

It should be noted that the trajectory prediction methodology utilizing a dual linear autoencoder as described in this study can be utilized based on any previous clustering and classification technique. However, it does require that trajectories are extracted utilizing the methods described in Section 2.1.1, such that trajectories can be encoded and decoded properly. This trajectory extraction process can, however, also be conducted after an alternative clustering and classification regime has been utilized.

3.2. Trajectory prediction

Fig. 5 illustrates an example of a trajectory prediction for one of the randomly selected vessels in the dataset. All presented predictions are evaluated with \( p_0 \) as the origin of the coordinate system to more easily evaluate the distances involved. In the case of Fig. 5, the algorithm classified the selected vessel to the correct cluster of trajectories. The green dotted line represents the predicted trajectory of the selected vessel, and the red dotted line represents the true trajectory of the selected vessel. It is clear that for this case, the trajectory prediction was quite accurate. Additionally, an estimate of the uncertainty of the position at a 30 min prediction horizon is illustrated. Each black dot illustrated represents a decoded sample from the normal distribution of \( H_{f,s} \) in (20). Utilizing these predictions, a normal distribution \( P_j \), was fit to the predicted positions for each state according to (22). Based on this distribution, the 1σ, 2σ and 3σ contours could be evaluated, and are visualized in the figure. Such contours can be evaluated at any prediction horizon, but only the results for the 30 min prediction horizons are illustrated in this section. Fig. 6 shows a prediction of a more complex trajectory, showing that the method is also able to successfully reconstruct more complex trajectories.

In certain cases, however, the classification is incorrect. This, in some cases, can result in a vessel prediction along an incorrect route, resulting in a degree of error with respect to the predicted position. An example of such a case is illustrated in Fig. 7.

3.3. Prediction accuracy

The performance of the method is most effectively measured based on the accuracy of the prediction with respect to the true vessel position. The predicted position error is calculated as the distance from the mean, \( \mu_j \), of the distribution \( P_j \), and the true position in that state, i.e. \( p_j \). Additionally, the error is presented as a percentage of the true distance traveled by the selected vessel. This is due to various vessels having traveled different distances during the course of 30 min. In this manner, one can compare the error irrespective of the distance traveled. Fig. 8 illustrates the median error of all 100 predictions as a function of time, i.e. the desired prediction horizon. The overall error for all selected vessels is evaluated, where the median error for a 30 min prediction is found to be 2.5%. If one looks only at the vessels that were incorrectly classified, it is evident that they result in a higher degree of error, where the median error at a prediction horizon of 30 min is 9.6% of the distance traveled. If one solely investigates the correctly classified vessels, however, the accuracy of the prediction increases significantly, with a median position error of 1.6% for a prediction horizon of 30 min. This illustrates the importance of correctly classifying the selected vessel, as the predictions are discrete with respect to each class of trajectories. An incorrect classification results in the prediction being conducted on a cluster corresponding to a different mode of ship behavior than that of the selected vessel. Fig. 9 illustrates a box plot of the positional error at 5 min intervals for the correctly classified vessels. The green bars correspond to the median values in Fig. 8. It is clear that the variance of the error increases as a function of
time. Generally, it appears that the method has good performance when vessels are correctly classified for prediction horizons up to 30 min.

3.4. Position uncertainty estimate

As previously mentioned, a normal distribution of the predicted position \( \mathbf{P}_t \) in each state is evaluated according to (22). The resultant \( \sigma, 2\sigma \) and \( 3\sigma \) contours can be utilized to give a measure of uncertainty relating to the prediction in each state. It is desirable for this uncertainty to be as small as possible whilst still capturing the behavior of the selected vessel. If the uncertainty is too small, however, it may not include the true future position of the selected vessel. Allowing for too much uncertainty on the other hand, is not desirable either. It is conceivable to extend the region of uncertainty such that the true future position of the selected vessel will always be included within the contours. In such cases, however, the usefulness with respect to maritime situation awareness will be degraded, as there will be a risk of collision for a very large area. This increases the likelihood of the navigator needing to take action in cases where the true risk of collision is low.

The degree of uncertainty is dependent upon two factors: the power of the clustering algorithm, and the number of vessels included in the latent interpolation. If the clustering algorithm is able to discover a group of trajectories with very specific behavior, the uncertainty of the prediction will decrease as the variance of the behavior within the

Fig. 9. Box plot of error for correctly classified vessels.

cluster is limited. In essence, all the historical trajectories utilized in the prediction are almost the same, causing all predictions to have similar values when sampling from the latent space. Similarly, if one only selects a limited number of vessels to evaluate the latent representation of the selected vessel in (20), the prediction will be restricted to the behavior of these historical trajectories. Increasing the number of trajectories will increase the variance of the behavior, and contribute to a larger region of uncertainty. The effect of this was investigated, where the number of similar vessels, \( k \), utilized in (20), was varied and the position error evaluated as a percentage of the distance traveled in the same manner as described in Section 3.3. Fig. 10 illustrates the mean error for various values of \( k \) as a function of the prediction horizon for the 100 randomly selected vessels. It is evident that increasing the value of \( k \) contributes to an increase in error, but that this error converges as \( k \) increases.

It should be noted that the probability contours solely relate to the probability of the predicted future position, and as such are entirely dependent upon the model developed in this study. They provide a measure of uncertainty with respect to the predicted positions, where the true position should fall within the region enclosed by the contours. The predictions are based on historically similar vessels, whose behavior do not necessarily match that of the selected vessel. The assumption that the future trajectory of a selected vessel depends on its past trajectory is, therefore, a limitation of the method. The uncertainty of the predictions can, therefore, be thought of as describing the variance of the historical behavior, where it is likely that the vessel will fall somewhere within the specified region. The method is designed to identify the most similar trajectories. However, the data may be dominated by specific vessel behavior that has a higher frequency. If more similar historical trajectories have a lower frequency, the data will be dominated by the less similar trajectories of the highest frequency. This effect will, however, be somewhat ameliorated due to the weights in (17), as the more similar trajectories will have higher weights when calculating \( \mathbf{h}_{t,i} \) and \( \Sigma_{t,i} \).

The percentage of the correctly classified vessels whose true position after 30 min was within the regions bounded by the corresponding \( \sigma \)-contours was also investigated. This was conducted in order to evaluate the uncertainty measure’s ability to capture the true position of the selected vessel. The results are shown in Table 1. The values are estimated such that the \( 3\sigma \) contour includes the points inside the \( 2\sigma \) contour which again includes the points inside the \( 1\sigma \) contour. 75% of all true vessel positions were captured by the \( 3\sigma \) contour for the tested selected vessels. Cases in which the true positions did not reside within the contours were, therefore, investigated.

Fig. 11 illustrates one such case. The prediction appears to be quite accurate, with the true and predicted trajectories nearly exactly
It is evident, however, that the uncertainty contours are not visible. Fig. 12 illustrates a close up of the predicted position after 30 min. Here one can see that the predicted final position, illustrated as the largest red dot, falls outside the uncertainty contours. When investigating the scale involved, one can see that the true and predicted positions in fact reside less than 20 m from each other. The uncertainty ellipses are extremely small, and therefore reflect a very high certainty of the model with respect to the predicted position. Fig. 13 illustrates the cluster of trajectories utilized to conduct the prediction. It is discovered that this cluster corresponds to a ferry, where the final position after 30 min is at one of its ports. As such, the data upon which the prediction is determined is concentrated about this position. An offset of 20 m can be accounted for by error inherent in the AIS data, in addition to the orientation of the vessel when in a port.

There are multiple ferries in the region surrounding Tromsö. When investigating all tested vessels with a ship type of "Passenger Vessel", it was found that the performance with respect to the uncertainty measures was degraded, despite the predictions being quite accurate. The percentage of these vessels is also shown in Table 1, in addition to results for all vessels except those labeled as "Passenger Vessel". It is clear that the performance increases in this case. The performance of other vessel types is, however, likely affected by vessels with similar effects, where the cluster of underlying data is too similar to allow for a large uncertainty measure, whilst still providing accurate predictions.

3.5. Running time

As the algorithm is intended to run live, it is of interest to investigate the running time of the method. To support the discussion, the authors have evaluated the running time of the method for the cases in this study. All evaluations have been run on a 2.30 GHz CPU and 16 GB ram. In the following sections, the running times are evaluated in two parts. The first addresses the running time of the trajectory extraction algorithm, and the other the classification, clustering and prediction algorithms.

The data utilized in this study consisted of approximately 15 million data points. These data points are input to the algorithm without any pre-processing. In the trajectory extraction step, relevant historical trajectories need to be extracted from the raw AIS data. Once this is conducted, the data will be available for the period a prediction is required. Fig. 14 illustrates the running time of the extraction of trajectory data. This is visualized as a function of the number of relevant trajectories. A third order regression was applied to the data to visualize the relationship between the running time and the number of trajectories. It is clear that the running time increases with the number of extracted trajectories. It appears that for most cases, the trajectories were extracted within two minutes. The trajectory extraction process only needs to be conducted once, and subsequent predictions can utilize the previously extracted data. The algorithm utilized to extract the trajectories from the raw data has not been optimized in the current implementation, however. As such, the running time of the extraction phase can likely be significantly improved through optimization. Additionally, in a future system utilized for vessel trajectory prediction, a more advanced computer would be utilized to conduct the prediction. Furthermore, speed can be increased by pre-processing data for regions such that whole trajectories are available for extraction, instead of raw data points that require trajectories to be created. Nonetheless, the extraction times evaluated in the implementation in this study are reasonable for the outlined purposes.

Of most interest to the study is arguably the performance of the clustering, classification and prediction algorithms. Fig. 15 illustrates the individual algorithm running times in addition to the total running time, i.e. the sum of the clustering, classification and prediction running times. These are again plotted as a function of the number of extracted trajectories with a third order regression. It is clear that all algorithms are quite fast. The classification was virtually instantaneous for all cases, and the dual linear autoencoder trajectory prediction took less than one second for all cases. The clustering algorithm dominates
Applying the method on a single cluster, however, will increase the ability to describe subtle differences between trajectories, thereby enhancing the subsequent prediction. Also, given that all trajectories within the same cluster are quite similar, the likelihood of generating a trajectory that does not belong to the original distribution is unlikely. Additionally, as the method generates an entire trajectory, and not iterative states conditioned upon the previous prediction, prediction errors will not propagate as a function of time. The error will, therefore, be related to the error of the entire trajectory. By evaluating multiple trajectory predictions, however, one can estimate the degree of uncertainty of the prediction, and this uncertainty can be modeled using the outlined method in this study.

The approach suggested in this study provides an effective method to predict the future trajectories of ocean going vessels. Specifically, the method provides the basis for an advanced ship predictor on a global scale. This ship predictor will aid in providing situation awareness to navigators, in that the future trajectory of potential target vessels can be predicted far in advance. Based on a subsequent evaluation of the collision risk, simple corrective measures can be conducted to prevent close-range encounter situations from arising. If effective, such a method will increase the safety associated with maritime operations. Such situation awareness can also potentially be extended to autonomous vessels, which can make system level intelligent decisions based on input from the outlined approach.

Future work will include investigating deep learning methodologies that introduce nonlinearity, and how increases in the complexity of the model can potentially increase the performance of the predictions. In addition, further work will be conducted on integrating such methods into an advanced ship predictor to provide situation awareness to navigators.
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