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Finite-temperature properties of graphene monolayers under tensile stress have been studied by path-integral molecular dynamics (PIMD) simulations. This method allows one to consider the quantization of vibrational modes in these crystalline membranes and to analyze the influence of anharmonic effects in the membrane properties. Quantum nuclear effects turn out to be appreciable in structural and thermodynamic properties of graphene at low temperature, and they can even be noticeable at room temperature. Such quantum effects become more relevant as the applied stress is increased, mainly for properties related to out-of-plane atomic vibrations. The relevance of quantum dynamics in the out-of-plane motion depends on the system size, and is enhanced by tensile stress. For applied tensile stresses, we analyze the contribution of the elastic energy to the internal energy of graphene. Results of PIMD simulations are compared with calculations based on a harmonic approximation for the vibrational modes of the graphene lattice. This approximation describes rather well the structural properties of graphene, provided that the frequencies of ZA (flexural) acoustic modes in the transverse direction include a pressure-dependent correction.

PACS numbers: 61.48.Gh, 65.80.Ck, 63.22.Rc

I. INTRODUCTION

In recent years there has been a surge of interest on two-dimensional materials, and graphene in particular, due to their unusual electronic, elastic and thermal properties. In fact, graphene displays high values of thermal conductivity as well as large in-plane elastic constants. Its mechanical properties are also important for possible applications, such as cooling of electronic devices.

The structural arrangement for pure defect-free graphene corresponds to a planar honeycomb lattice. At finite temperatures, there appear out-of-plane displacements of the C atoms, and for $T \to 0$, quantum fluctuations related to zero-point motion give rise to a departure of strict planarity of the graphene sheet. In particular, one has low-lying vibrational excitations associated to large-scale ripples perpendicular to the plane. Moreover, a graphene sheet can actually bend and depart from planarity for other reasons, such as the presence of defects and external stresses.

A thin membrane crumples in the presence of a compressive stress. This behavior has been investigated during the last three decades in lipid membranes and polymer films. In graphene, crumpling originates from out-of-plane phonons as well as from static wrinkling, and has been observed in both supported and freestanding samples. Mechanical properties such as stiffness and bending rigidity can be renormalized due to crumpling. For graphene, it has been found that the maximum compressive stress that a freestanding sheet can sustain without crumpling decreases with system size, and has been estimated to be about 0.1 N/m at room temperature in the thermodynamic limit.

A tensile stress applied in the graphene plane does not affect the planarity of the sheet, but causes appreciable changes in the elastic properties of the material. Thus, it has been observed that the in-plane Young modulus is increased by a factor of three when applying a stress of 1 N/m. The bending rigidity $\kappa$ does also change with the tensile stress, and in fact it decreases but not so critically as the in-plane elastic constants. In this context, it is important to note that the actual area per atom, $A$, is not readily measurable, and the accessible observable is usually its projection, $A_p$, onto the mean plane of the membrane ($A_p \leq A$). Thus, one may refer the elastic properties of graphene either to the area $A$ or to $A_p$, which may behave in very different ways. For example, a negative thermal expansion coefficient is found for graphene when one refers to $A_p$, but the thermal expansion associated to the area $A$ is positive.

Recent experimental and theoretical work has shown the influence of strain in several characteristics of graphene, such as electronic transport, optical properties, and the formation of moiré patterns. Similar properties have been also studied in other two-dimensional materials, as metallic dichalcogenides.

Equilibrium and dynamical properties of graphene have been studied earlier by using Monte Carlo and molecular dynamics simulations. These simulations were based on $ab$-initio, tight-binding and empirical interatomic potentials. In most of these simulations, C atoms were treated as classical particles, which is accurate at relatively high temperatures but is not suitable to study thermodynamic variables at low temperature. The quantum character of the atomic motion can be taken into account by employing path-integral simulations, which allow to consider quantum and thermal fluctuations in many-body systems at finite temperatures. Path-integral simulations of a single graphene sheet have been lately performed to study equilibrium properties of this material. Moreover, im-
clear quantum effects have been studied by a combination of density-functional theory and a quasi-harmonic approximation for vibrational modes in this crystalline membrane.  

In this paper, we employ path-integral molecular dynamics (PIMD) simulations to study structural and vibrational properties of graphene under tensile stress. We consider different sizes for the simulation cell, as finite-size effects are known to be important for some properties of graphene. The magnitude of nuclear quantum effects in the graphene properties is assessed by comparing the results of PIMD simulations with data obtained from classical simulations. We find that quantum effects are relevant to describe the temperature and pressure dependence of graphene’s real and in-plane areas, as well as to describe the amplitude of the out-of-plane motion, especially at low temperatures. Our data indicate that the relevance of nuclear quantum effects increases as tensile stress is raised. Results of PIMD simulations are compared with data derived from a harmonic approximation for the out-of-plane vibrations. This approximation turns out to be rather accurate, provided that the vibrational frequencies of ZA acoustic modes are conveniently renormalized for different applied stresses.

The paper is organized as follows. In Sec. II, we present the computational method used in the simulations. Structural properties such as in-plane $A_p$ and real area $A$ are given in Sec. III as a function of applied stress. Results for the internal, vibrational, and elastic energy of graphene are discussed in Sec. IV. In Sec. V we study the out-of-plane atomic motion, with emphasis on the competition between classical-like and quantum dynamics. In Sec. VI we summarize the main results.

II. COMPUTATIONAL METHOD

We use the PIMD method to obtain equilibrium properties of graphene under tensile stress. This procedure is based on the Feynman path-integral formulation of statistical mechanics, a nonperturbative technique to study many-body quantum systems at finite temperatures. The implementation of this formulation for numerical simulations is based on an isomorphism between the quantum system and a fictitious classical system, in the form of a supplementary chain of four barostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats.

The calculations presented here were carried out in the isothermal-isobaric ensemble, where we fix the number of carbon atoms ($N$), the applied stress ($P$), and the temperature ($T$). We employed effective algorithms for carrying out PIMD simulations in this statistical ensemble, as those presented in the literature. Specifically, we used staging variables to define the bead coordinates, and the constant-temperature ensemble was achieved by coupling chains of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoover thermostats. A supplementary chain of four Nosé-Hoove
Note that in the case of applying a large compressive stress \((P > 0, \text{not considered here})\), one may have severe bending or crumpling of the graphene sheet. In this case the in-plane stress \(P\) may appreciably differ from the actual stress felt by the real graphene surface (related to the area \(A\)) \(^{24,71}\).

We consider rectangular simulation cells with similar side lengths \(L_x\) and \(L_y\) in the \(x\) and \(y\) directions of the reference plane, and periodic boundary conditions were assumed. Sampling of the configuration space has been carried out at temperatures between 12 K and 2000 K. For comparison with results of PIMD simulations, some classical molecular dynamics (MD) simulations have been also performed. In our context this is achieved by setting \(N_{\text{TR}} = 1\). For the quantum simulations, \(N_{\text{TR}}\) was taken proportional to the inverse temperature: \(N_{\text{TR}}T = 6000\) K, which roughly gives a constant precision in the PIMD results at different temperatures. \(^{67–69} \text{Cells of size up to 8400 and 14720 atoms were considered for PIMD and classical MD simulations, respectively. For a given temperature, a typical simulation run consisted of } 3 \times 10^5 \text{ PIMD steps for system equilibration, followed by } 4 \times 10^6 \text{ steps for the calculation of ensemble average properties.} \)

### III. STRUCTURAL PROPERTIES

The simulations presented here were performed in the isothermal-isobaric ensemble, as explained above in Sec. II. Thus, in a simulation run we fix the number of carbon atoms \(N\), the temperature \(T\), and the applied stress \(P\) in the \((x, y)\) plane, allowing for changes in the in-plane area of the simulation cell for which periodic boundary conditions are assumed. Carbon atoms are free to move in the out-of-plane direction (\(z\) coordinate), and in general any measure of the real surface of a graphene sheet at \(T > 0\) should give a value larger than the area of the simulation cell in the \((x, y)\) plane. In this line, there has appeared in recent years a discussion in the context of biological membranes, dealing with the question whether it is more convenient to describe the properties of those membranes using the concept of a real surface rather than a projected (in-plane) surface. \(^{22,74}\) The same question has been also recently raised for crystalline membranes such as graphene. \(^{11,24,26,75}\) This can be important for addressing the calculation of thermodynamic properties, because the in-plane area \(A_p\) is the variable conjugate to the stress \(P\) used in our simulations, and the real area \(A\) (also called effective, true, or actual area in the literature) \(^{21,22}\) is conjugate to the usually-called surface tension. \(^{16}\) The difference \(A - A_p\) has been recently denoted as hidden area by Nicholl et al. \(^{22}\).

The real area \(A\) in 3D space is calculated here by a triangulation based on the atomic positions along a simulation run. \(A\) is obtained from the areas associated to \(N/2\) structural hexagons. Each hexagon contributes by a sum of six triangles, each one formed by the positions of two neighboring carbon atoms and the barycenter of the hexagon (mean point of its six vertices). \(^{24}\) There are other similar definitions that can be employed for the area \(A\), as those based on the interatomic distance \(C–C\). \(^{11,76}\) The area \(A\) based on triangulation employed here seems more precise to deal with the 2D nature of a graphene layer in 3D space. It has been shown earlier that \(A\) has a very small size effect, in fact negligible in comparison with that appearing for \(A_p\). \(^{24}\)

In Fig. 1 we show the temperature dependence of the in-plane area \(A_p\), obtained from classical MD (open circles) and PIMD simulations (solid squares) for a supercell with \(N = 960\) atoms. Results are given for \(P = 0, -0.2\), and \(-0.5\) eV Å\(^{-2}\). Tensile stress causes not only an increase in \(A_p\), but its temperature dependence also changes. For each considered value of the stress, the curve \(A_p(T)\) derived from quantum simulations displays a minimum, that shifts to lower temperatures as the tensile stress is increased. Thus, such a minimum evolves from \(T_m \approx 1000\) K for \(P = 0\) to \(\approx 400\) K for \(P = -0.5\) eV Å\(^{-2}\). In the classical simulations, however, one finds a shallow minimum for \(P = 0\), that is absent for the tensile stresses shown in Fig. 1 (in fact we did not observe it for \(P = -0.1\) eV Å\(^{-2}\) either, not shown in the figure). The classical results for \(P = 0\) are similar to those found in earlier classical Monte Carlo and MD simulations of graphene single layers. \(^{43,46,53}\)

At low \(T\) the results of PIMD simulations verify \(dA_p/dT \to 0\), i.e., the corresponding curves shown in Fig. 1 (solid symbols) become flat close to \(T = 0\), as required by the third law of thermodynamics. In the limit \(T \to 0\), the difference between quantum and classical results converges to 0.022 Å\(^2\)/atom in the absence of applied stress (\(P = 0\)). This difference decreases for rising...
temperature, as nuclear quantum effects become less important. For $P = -0.5$ eV Å$^{-2}$, we find for $T \to 0$ a difference of 0.031 Å$^2$/atom. The increase in $A_p$ at low temperature is due to zero-point motion associated to in-plane acoustic modes (LA and TA). The frequency of these modes decreases for increasing $A_p$ (i.e., when tensile stress is increased, according to positive Grüneisen parameters), and therefore their vibrational amplitudes are larger. This causes a larger zero-point expansion of $A_p$ for larger tensile stress.

The presence of a minimum in the $A_p(T)$ curves derived from PIMD simulations is due to two competing effects, as discussed earlier for graphene without stress. On one hand, the area $A$ increases as temperature is raised, and on the other hand, surface bending gives rise to a decrease in its 2D projection, i.e., $A_p$. At low $T$, this decrease associated to out-of-plane motion dominates the thermal expansion of the real surface, and $dA_p/dT < 0$. For the quantum results, the thermal expansion at low $T$ is very small compared to the classical calculations for which $\lim_{T \to 0} dA/dT > 0$, thus causing a more appreciable decrease in $A_p$ for raising $T$ in the quantum case. At high temperatures, the increase in $A$ predominates over the contraction in the projected area due to out-of-plane motion.

For unstressed graphene it has been indicated that finite-size effects can be important for several structural properties of the crystalline membrane. It is now worthwhile to consider finite-size effects for the in-plane area of graphene under stress. In Fig. 2 we present the size dependence of $A_p$ for several tensile stresses. In all cases, $A_p$ decreases for increasing $N$, and reaches a well-defined plateau for large sizes. One observes that the convergence to the large-size value is faster for larger tensile stress. Moreover, the difference between the large-size limit and the value corresponding to $N = 24$ (the smallest supercell considered here) appreciably decreases from $6.7 \times 10^{-3}$ Å$^2$/atom for $P = 0$ to $2.8 \times 10^{-3}$ Å$^2$/atom for $P = -0.1$ eV Å$^{-2}$.

For comparison, we also present in Fig. 2 results for $A_p(N)$ derived from classical MD simulations at 300 K. The difference between quantum and classical results for $P = 0$ amounts to 0.017 Å$^2$/atom, and it is nearly constant for the system sizes considered here. This difference increases to 0.022 Å$^2$/atom at $P = 0$ in the low-temperature limit, as indicated above (see Fig. 1). For $P = -0.1$ eV Å$^{-2}$ and $T = 300$ K, our classical simulations yield an $A_p(N)$ curve similar to the quantum one (not shown in Fig. 2 to avoid overcrowding). In particular, for a system size $N = 960$, we found an in-plane area $A_p = 2.6423$ Å$^2$/atom, so that the difference between classical and quantum results at this tensile stress is similar to that found for $P = 0$. It is interesting to note that the increase in area $A_p$ due to quantum nuclear motion at 300 K is the same as that caused by a relatively large tensile stress of about $-0.07$ eV Å$^{-2}$ (~$-1$ N/m).

We now turn to the real surface of graphene and its measure through the area $A$. It was shown earlier from simulations at $P = 0$ that the surface $A$ is larger than $A_p$, and the difference between both increases with temperature. This is clear from the fact that $A_p$ is a 2D projection of $A$, and the actual surface becomes increasingly bent as temperature is raised and the amplitude of out-of-plane
atomic vibrations becomes larger. An important difference between the temperature dependence of $A$ and $A_p$ is that the latter first decreases for increasing $T$ and then it increases at higher $T$, with a minimum at a temperature $T_m$. For rising tensile stress, the vibrational amplitude in the $z$ direction decreases (see below), so that the temperature $T_m$ of minimum $A_p$ is lowered. This becomes even clearer in the results of classical simulations, for which the shallow minimum in the curve $A_p(T)$ disappears at relatively low pressures, and it is not observed in the data presented for $P = -0.2$ and $-0.5 \text{ eV / Å}^2$ in Fig. 1. For the area $A$ one does not observe the decrease displayed by $A_p$ in both classical and quantum simulations at low temperatures (see Ref. \[11\] for results at $P = 0$).

In Fig. 3 we present the areas $A$ and $A_p$ vs. tensile stress for a simulation cell including 960 atoms. In both cases, we present results from classical (open symbols) and PIMD (solid symbols) simulations. Circles correspond to the in-plane area $A_p$, whereas squares represent data for the real area $A$. One notices that quantum effects are appreciable at room temperature. The main aspects of this figure are the following. Tensile stress causes an increase of about 5% in both $A$ and $A_p$ from $P = 0$ to $-0.5 \text{ eV / Å}^2$. Moreover, quantum nuclear effects cause that an increase in tensile stress ($\sigma > 0$) due to out-of-plane atomic fluctuations associated to zero-point motion, and the graphene sheet is not strictly planar. In addition, anharmonicity of in-plane vibrations gives rise to a zero-point lattice expansion (increase in the area $A$, see Sec. III), which for $T \rightarrow 0$ yields an interatomic distance $d_{C-C} = 1.4287$ Å, around 1% larger than the classical minimum.

The effective stress $\sigma$ term of absence of an applied stress ($\sigma > 0$) is significant and $T$-dependent. In both cases, we note that the relation between $\sigma$ and $T$ increases slightly as the tensile stress is raised. For large $N$ the sum in Eq. \[4\] can be approximated by an integral:\[4\]

$$A = A_p \left( 1 + \frac{k_B T}{4\pi} \int_{k_0}^{k_m} \frac{k}{\sigma + \kappa k^2} \right). \tag{4}$$

The limits in the integral are the cut-off $k_m = (2\pi/A_p)^{1/2}$ and the size-dependent minimum wavevector $k_0 = 2\pi/L$, with $L = (N A_p)^{1/2}$. The integral in Eq. \(4\) converges provided that $\sigma > 0$, which is the case here. It allows us to explicitly write the size-dependent ratio $A/A_p$ as

$$A/A_p = \left( \frac{A}{A_p} \right)_\infty - \frac{k_B T}{8\pi \kappa} \ln \left( 1 + \frac{4\pi^2 \kappa}{NA_p \sigma} \right), \tag{5}$$

with the large-size limit ($N \rightarrow \infty$ or $k_0 \rightarrow 0$):

$$\left( \frac{A}{A_p} \right)_\infty = 1 + \frac{k_B T}{8\pi \kappa} \ln \left( 1 + \frac{2\pi \kappa}{\sigma A_p} \right). \tag{6}$$

Eq. \(5\), although in principle not very accurate for small system size, yields for $N = 24$, $P = 0$, and $T = 300$ K ($\sigma = 6 \times 10^{-3}$ eV / Å$^2$, $\kappa = 1.7$ eV; see Ref. \[24\] for a shift in $A/A_p$ of $-3.1 \times 10^{-3}$, which translates into an increase in $A_p$ of $8.1 \times 10^{-3}$ Å$^2$/atom with respect to the large-size limit. From the results of our simulations we find a size effect in $A_p$ of $7.0 \times 10^{-3}$ Å$^2$/atom for $N = 24$. Note that, apart from the replacement of the sum in Eq. \(4\) by an integral, the above expressions assume harmonic vibrations for out-of-plane motion, which becomes less accurate as temperature increases for the onset of larger anharmonicity. Note also the appearance of the stress $\sigma (= \sigma_0 - P)$ in the logarithmic term in Eq. \(4\), which causes that an increase in tensile stress ($P$ more negative) gives rise to a faster convergence of the area $A_p$ with system size, according to the results shown in Fig. 2.

### IV. INTERNAL ENERGY

At $T = 0$ and zero applied stress we find with the LCBOP2 potential in a classical approach a strictly planar graphene surface with an interatomic distance $d_{C-C} = 1.4199$ Å, i.e., an area of $2.6189$ Å$^2$ per atom, which we call $A_0$. This corresponds to a graphene sheet with fixed atomic nuclei on their equilibrium sites without spatial delocalization, giving the minimum energy $E_0$, taken as a reference for our calculations at nonzero temperature and applied stress. In a quantum approach, the limit $T \rightarrow 0$ includes out-of-plane atomic fluctuations associated to zero-point motion, and the graphene sheet is not strictly planar. In addition, anharmonicity of in-plane vibrations gives rise to a zero-point lattice expansion (increase in the area $A$, see Sec. III), which for $T \rightarrow 0$ yields an interatomic distance $d_{C-C} = 1.4287$ Å, around 1% larger than the classical minimum.

The internal energy $E$ is calculated as a sum of the kinetic $K$ and potential energy $V$ obtained from the simulations at a given temperature. In our simulations of...
In Fig. 4 we display the stress dependence of the internal energy, $E - E_0$, as derived from classical and PIMD simulations for system size $N = 960$. Results are shown for $T = 25$ K (circles) and $300$ K (squares). Open and solid symbols correspond to classical and PIMD simulations, respectively. At $P = 0$, the classical energy per atom is basically given by the vibrational energy $E^\text{cl}_{\text{vib}} = 3k_B T$, as follows from the equipartition theorem in a harmonic approximation (HA). As the tensile stress is increased ($P$ more negative), the classical internal energy increases for a given temperature, due to the contribution of the elastic energy associated to a finite strain in the graphene lattice. The behavior of the quantum results shown in Fig. 4 is similar to the classical ones. The main difference is the increase in internal energy caused by quantization of the nuclear motion. For zero stress, this increase amounts to 165 meV/atom at 25 K and 107 meV/atom at 300 K. These shifts do not appreciably change in the stress region considered here, and in fact the difference between quantum and classical results appears to be nearly constant in the results shown in Fig. 4.

To analyze the different contributions to the internal energy, $E(T)$, we write
\[
E(T) = E_0 + E_\text{el}(A) + E_{\text{vib}}(A, T).
\] (7)

In this expression $E_\text{el}(A)$ is the elastic energy corresponding to an area $A$, and $E_{\text{vib}}(A, T)$ is the vibrational energy of the system. Although not explicitly indicated, the area $A$ is a function of the stress $P$ and temperature $T$. Our simulations give $E(T)$, and using Eq. (7) we can then split the internal energy $E(T) - E_0$ into an elastic and a vibrational part. The vibrational contribution $E_{\text{vib}}$ can in turn be split into kinetic and potential energy parts: $E_{\text{vib}} = V_{\text{vib}} + K$.

The elastic energy $E_\text{el}(A)$ is defined here as the increase in energy corresponding to a strictly planar graphene layer with area $A$ respect to the minimum energy $E_0$. Thus, we have calculated $E_\text{el}(A)$ for a supercell including 960 carbon atoms, expanding it isotropically and keeping it flat. Finite-size effects on the elastic energy are very small, and in fact negligible for our current purposes, as happens for the size dependence of the area $A$. For $A > A_0$, the elastic energy increases with $A$, and for small lattice expansion it can be approximated as $E_\text{el}(A) \approx C(A - A_0)^2$, with $C = 2.41$ eV Å$^{-2}$. At room temperature ($T \sim 300$ K) and for small stresses $P$ ($A$ close to $A_0$), the elastic energy is much smaller than the vibrational energy $E_{\text{vib}}$, but this can be different for low $T$ and/or large applied stresses (see below). Once calculated the elastic energy for the area $A$ resulting from the simulations at given $T$ and $P$, we obtain the vibrational

**FIG. 4:** Dependence of the internal energy of graphene on tensile stress, as derived from classical (open symbols) and PIMD simulations (solid symbols) at two temperatures: 25 K (circles) and 300 K (squares). These results were obtained for a simulation cell including 960 carbon atoms. Vertical arrows indicate the increase in internal energy due to quantization of nuclear motion at each temperature. Error bars are less than the symbol size.

**FIG. 5:** Different contributions to the internal energy of graphene, as functions of tensile stress. Symbols indicate results of PIMD simulations for $N = 960$ atoms and $T = 25$ K. Diamonds, elastic energy; circles, kinetic energy; squares, vibrational potential energy. Error bars are less than the symbol size. Lines are guides to the eye.
energy $E_{\text{el}}(A,T)$ by subtracting the elastic energy from the internal energy $E(T)$: $E_{\text{el}} = E(T) - E_0 - E_{\text{el}}(A)$ (see Eq. (1)). Then, the potential energy corresponding to vibrational motion, $V_{\text{vib}}$, is found as $V_{\text{vib}} = E_{\text{vib}} - K$.

In Fig. 5 we present the different contributions to the internal energy of graphene vs. tensile stress, as derived from PIMD simulations for $N = 960$ atoms and $T = 25$ K. In this figure, diamonds represent the elastic energy, and circles and squares indicate $K$ and $V_{\text{vib}}$, respectively. At $P = 0$, $E_{\text{el}}$ is close to zero, but slightly positive, as a consequence of the zero-point expansion of the graphene lattice, which causes that $A > A_0$. For increasing tensile stress, $E_{\text{el}}$ rises and becomes similar to $K$ and $V_{\text{vib}}$ for $P \approx -0.6$ eV Å$^{-2}$. At still larger tensile stress, the elastic contribution is the largest one, as shown in Fig. 5. For $T = 300$ K the picture is qualitatively the same. The elastic energy increases roughly a constant value (26 meV/atom) with respect to the results at 25 K in the whole stress range shown in Fig. 5. The same happens for the kinetic energy, with a rise of 6 meV/atom. As a result, the crossing of $E_{\text{el}}$ and $K$ at 300 K occurs for a tensile stress $P \approx -0.55$ eV Å$^{-2}$.

For a purely harmonic model for the vibrational modes, one expects $K = V_{\text{vib}}$ (virial theorem), i.e., an energy ratio $K/V_{\text{vib}} = 1$ at any temperature in both classical and quantum approaches. This is not strictly the case for the results of our PIMD, because the vibrational amplitudes are finite, even at low temperatures, and feel the anharmonicity of the interatomic potential. In particular, we find $K > V_{\text{vib}}$ for all temperatures and tensile stresses considered here. As displayed in Fig. 5 for $T = 25$ K, the difference $K - V_{\text{vib}}$ increases as the tensile stress is raised, so that $K$ is about 5% larger than $V_{\text{vib}}$ for small stress, and around 9% larger for a stress of $-0.75$ eV Å$^{-2}$. Differences between the kinetic and potential contribution to the vibrational energy have been used for a quantification of the anharmonicity in condensed matter, as discussed earlier from path-integral simulations, e.g., for van der Waals solids and H impurities in silicon.

Concerning the energy results for our quantum approach at low $T$, we note that analyses of anharmonicity in solids, based on quasiharmonic approximations and perturbation theory indicate that low-temperature changes in the vibrational energy with respect to a harmonic calculation are mostly due to the kinetic energy. Thus, considering perturbed harmonic oscillators with perturbations of type $x^4$ or $x^3$ at $T = 0$, first-order changes in the energy are due to changes in $K$, and the potential energy stays unshifted in its unperturbed value.

V. OUT-OF-PLANE MOTION

In this section we study the mean-square displacements of carbon atoms in the $z$ direction, normal to the graphene sheet, as obtained from our PIMD simulations. We mostly concentrate on the nature of these atomic displacements, i.e., if they can be well described by a classical model, or the C atoms appreciably behave as quantum particles. We expect of course that a classical description will lose accuracy as the temperature is reduced, but in the case of graphene it has been shown earlier that other factors such as the system size play also an important role in this question. Moreover, an external stress modifies the vibrational frequencies in the material, thus causing a change in the vibrational amplitudes and in the accuracy of a classical description at a given temperature.

PIMD simulations can be used to study vibrational amplitudes or atomic delocalization at finite temperatures. This includes a thermal (classical-like) motion, as well as a delocalization due to the quantum nature of the atomic nuclei, which can be quantified by the spacial extension of the paths associated to a given atomic nucleus. For each quantum path, we define the center-of-gravity (centroid) as

$$\mathbf{r}_i = \frac{1}{N_{\text{Tr}}} \sum_{j=1}^{N_{\text{Tr}}} \mathbf{r}_{ij},$$

where $\mathbf{r}_{ij} = (x_{ij}, y_{ij}, z_{ij})$ is the 3D position of bead $j$ in the ring polymer associated to nucleus $i$. For the out-of-plane motion, we focus on the $z$-coordinate of the polymer beads. Then, the mean-square displacement $(\Delta z)^2$ of the atomic nucleus $i$ in the $z$ direction along a PIMD simulation run is defined as

$$(\Delta z)^2_i = \frac{1}{N_{\text{Tr}}} \sum_{j=1}^{N_{\text{Tr}}} (z_{ij} - \langle \mathbf{r}_i \rangle)^2,$$

The kinetic energy of a particle is related to its quantum delocalization, or in the present context, to the spread of the paths associated to it. This can be measured by the mean-square radius-of-gyration of the ring polymers, with an out-of-plane component.

$$Q_{z,i}^2 = \frac{1}{N_{\text{Tr}}} \sum_{j=1}^{N_{\text{Tr}}} (z_{ij} - \langle \mathbf{z}_i \rangle)^2.$$

The total spatial delocalization $(\Delta z)^2_i$ of atomic nucleus $i$ in the $z$ direction at a finite temperature includes, in addition to $Q_{z,i}^2$, another contribution which accounts for the classical-like motion of the centroid coordinate $\mathbf{z}_i$, i.e.,

$$(\Delta z)^2_i = Q_{z,i}^2 + C_{z,i}^2,$$

with

$$C_{z,i}^2 = \langle (\mathbf{z}_i - \langle \mathbf{z}_i \rangle)^2 \rangle = \langle \mathbf{z}_i^2 \rangle - \langle \mathbf{z}_i \rangle^2.$$

This term $C_{z,i}^2$ converges at high $T$ to the mean-square displacement $(\Delta z)^2_{i,\text{el}}$ given by a classical model, since in this limit each quantum path collapses onto a single point ($Q_{z,i}^2 \rightarrow 0$). In the results presented below, we will
show data for $(\Delta z)^2$, $Q_z$, and $C_z^2$, calculated as averages for the $N$ atoms in a simulation cell. For example:

$$\langle (\Delta z)^2 \rangle = \frac{1}{N} \sum_{i=1}^{N} (\Delta z_i^2).$$ (13)

To connect the results of our simulations with the out-of-plane displacements corresponding to vibrational modes of the graphene sheet, we recall that the atomic mean-square displacement at temperature $T$ is given in a HA by

$$\langle (\Delta z)^2 \rangle_{HA} = \frac{1}{N} \sum_{i,k} \frac{\hbar}{2m \omega_i(k)} \coth \left( \frac{\hbar \omega_i(k)}{2k_B T} \right),$$ (14)

where the index $i$ ($i = 1, 2$) refers to the phonon bands $ZA$ and $ZO$, with atomic displacements along the $z$ direction. The sum in $k$ is extended to wavevectors $k = (k_x, k_y)$ in the hexagonal Brillouin zone, with discrete $k$ points spaced by $\Delta k_x = 2\pi/L_x$ and $\Delta k_y = 2\pi/L_y$. Eq. (14) has been used here to calculate $\langle (\Delta z)^2 \rangle_{HA}$ in a harmonic approach. Increasing the system size $N$ causes the appearance of vibrational modes with longer wavelength $\lambda$. In fact, one has for the phonons an effective wavelength cut-off $\lambda_{max} \approx L$, with $L = (NA_0)^{1/2}$, and the minimum wavevector is $k_0 = 2\pi/\lambda_{max}$, i.e., $k_0 \sim N^{-1/2}$. For the calculations presented below, based on the formula in Eq. (14), we have used the vibrational frequencies in the phonon branches $ZA$ and $ZO$ obtained from diagonalization of the dynamical matrix corresponding to the LCBOPH potential employed here.

For an applied stress $P$, the most important effect in the $ZA$ and $ZO$ bands is a change in frequency of the $ZA$ modes in the low-frequency region, for which

$$\omega_{ZA}(k)^2 = \omega_{ZA0}(k)^2 - \frac{P}{\rho} k^2$$ (15)

The zero-stress band $\omega_{ZA0}(k)$ calculated for the minimum-energy structure (area $A_0$), verifies for small $k$: $\rho \omega_{ZA0}(k)^2 \approx \kappa k^4$. Then, for $P < 0$ the small-$k$ region is dominated by the quadratic term (linear in $P$) in Eq. (15), so that $\omega_{ZA}(k) \approx \sqrt{-P/\rho} k$ for $k \ll 1$ Å$^{-1}$.

In Fig. 6 we show results for the motion in the out-of-plane direction, obtained for a cell including 96 atoms. The use of a relatively small simulation cell is convenient to visualize the behavior of $(\Delta z)^2$ in the low-temperature region, where quantum effects are prominent. For larger cell sizes, these effects appear only at lower temperatures, which turns out to be difficult to observe from PIMD simulations. Solid symbols represent the mean-square displacement $(\Delta z)^2$ derived from the simulations, as a function of temperature for three different applied stresses: $P = 0$ (circles), $-0.2$ (squares), and $-0.5$ eV Å$^{-2}$ (diamonds). Lines were calculated from a harmonic approximation based on the $ZA$ and $ZO$ phonon bands of graphene, as indicated above.

One observes in Fig. 6 that the vibrational amplitude decreases as the tensile stress increases, mainly due to an increase in vibrational frequencies of $ZA$ modes with low $k$ ($k \ll 1$ Å$^{-1}$). This becomes important as the temperature is raised, but it is also appreciable in the low-temperature region, as shown in the figure. The lines derived from a HA are close to the results of the PIMD simulations at low temperature, but both sets...
of results depart progressively one from the other as temperature is raised. For $P = 0$, $(\Delta z)_{HA}^2 < (\Delta z)_{PI}^2$, but the opposite happens for $T > 100$ K. For relatively large tensile stresses of $-0.2$ and $-0.5$ eV Å$^{-2}$, we find $(\Delta z)_{HA}^2 < (\Delta z)_{PI}^2$ in the whole temperature range presented in Fig. 6. For $T > 300$ K, the difference between $(\Delta z)_{PI}^2$ and $(\Delta z)_{HA}^2$ steadily increases.

In Fig. 7 we display the mean-square displacements $(\Delta z)^2$ for $N = 960$ as a function of applied stress $P$ for three temperatures: 100, 300, and 500 K. Symbols are results of PIMD simulations, whereas the lines correspond to the HA based on ZA and ZO vibrational modes. One observes first an important decrease in $(\Delta z)^2$ as the tensile stress is raised. This decrease is most appreciable for stresses in the range from 0 to $-0.1$ eV Å$^{-2}$. For larger stresses, the reduction of $(\Delta z)^2$ becomes slower. One also notices that the largest difference between $(\Delta z)_{PI}^2$ and $(\Delta z)_{HA}^2$ occurs for $P = 0$, and it becomes smaller for larger pressure. For $P \sim -0.2$ eV Å$^{-2}$, both sets of results cross each other and the data derived from PIMD become slightly larger than those corresponding to the HA.

To get better insight into the influence of nuclear quantum effects on $(\Delta z)^2$ for different pressures, we have plotted in Fig. 8 the mean-square displacements as derived from classical MD (open circles) and PIMD (solid circles) simulations at 25 K. The lines were obtained from the HA described above for the quantum case [see Eq. (14)], and for the classical calculation we used the expression

$$C_{HA}^2 = \frac{1}{N} \sum_{i,k} k_B T \omega_i (k)^2. \quad (16)$$

One sees that the relevance of quantum effects increases for rising tensile stress, as can be measured from the ratio $(\Delta z)^2 / C_z^2$ between the mean-square displacements in the quantum and classical case. In fact, this ratio goes from 1.3 for $P = 0$ to 3.7 for $P = -0.6$ eV Å$^{-2}$. For a given stress, the difference between the quantum results for $(\Delta z)^2$ and the classical ones, $C_z^2$, decreases as temperature is raised. In fact, at $T = 300$ K the mean-square displacement derived from PIMD simulations is about 10% larger than the classical result in the stress range displayed in Fig. 8.

As indicated above, the mean-square displacement $(\Delta z)^2$ can be divided into two parts, $Q_z^2$ and $C_z^2$, the first one properly quantum in nature, measuring the extension of the quantum paths, and the second of a classical-like character, taking account of the centroid motion, i.e., global displacements of the paths. For the sake of comparing with the results of PIMD simulations, we have also calculated in the harmonic approximation $Q_{HA}^2 = (\Delta z)_{HA}^2 - C_{HA}^2$, using Eqs. (14) and (16). To visualize the evolution of both terms as a function of temperature, we have plotted in Fig. 9 $(\Delta z)^2$ along with its two contributions $Q_z^2$ and $C_z^2$ for $N = 96$ and a stress $P = -0.2$ eV Å$^{-2}$. In the limit $T \to 0$, $C_z^2$ vanishes and $Q_z^2$ converges to a value of about $4.5 \times 10^{-3}$ Å$^2$. $Q_z^2$ decreases for increasing temperature, as nuclear quantum
classical-like motion dominates the atomic motion in the

\[ C_z^2 > Q_z^2 \]

Values of small size effect and converges fast as \( N \) increases. The quantum contribution dominates in \((\Delta z)^2\), and the opposite happens above the lines with classical-like motion dominating the out-of-plane displacements. The crossover temperature \( T_c \) depends on the system size \( N \), since the effective low-energy cutoff scales as \( k_0 \sim N^{-1/2} \). This means that for a given stress \( P \), an increase in \( N \) causes the appearance of \( Q \) and \( A \) modes with lower frequencies, which contribute to reduce \( T_c \) (for a given \( \omega \), the classical behavior dominates for \( T \lesssim \hbar \omega/k_B \)).

The main limitations of the HA are the neglect of anharmonicity in the transverse vibrational modes, which is expected to be reasonably small at low \( T \), and the use of Eq. (15) for \( Q_2 \) mode frequencies under stress. This equation, giving \( \omega_{QA}(k)^2 \) as a sum of a zero-stress term, \( \omega_{QA}^0(k)^2 \), and a term linear in the applied stress, \( PK^2/\rho \), is expected to be valid for small-\( k \) \( Q \) and \( A \) modes, which dominate the mean-square displacement of \( C \) atoms in the transverse direction to the graphene plane. Taking into account these limitations, the harmonic model captures qualitatively, and almost quantitatively, the basic aspects of the competition between classical-like and quantum dynamics of the \( C \) atoms in the \( z \) direction.

VI. SUMMARY

We have presented results of PIMD simulations of a graphene monolayer at several temperatures and tensile stresses. The importance of quantum effects has been quantified by comparing results of such quantum simulations with those obtained from classical MD simulations. Structural variables are found to change when quantum nuclear motion is taken into account, especially at low temperatures. Thus, the sheet area and interatomic distances change appreciably in the range of temperatures and stresses considered here.

The LCBOP II potential model was shown earlier to give a reliable description of structural and thermodynamic properties of graphene. We have investigated here its reliability to describe nuclear quantum effects in the presence of a tensile stress. The results obtained in the simulations have allowed us to analyze both the in-plane \( A_p \) and real area \( A \) of graphene as functions of \( T \) and \( P \). The difference \( A - A_p \) grows (decreases) as temperature (stress) is raised. The thermal contraction of \( A_p \) becomes less important as the tensile stress increases and the amplitude of out-of-plane vibrations decreases. We emphasize that PIMD simulations yield a negative thermal expansion of \( A_p \) at low \( T \) for pressures so high as \(-0.5 \text{ eV } \text{Å}^{-2} (-8 \text{ N/m})\). On the contrary, in classical calculations this thermal expansion becomes positive at
to effective potentials at large strains, and would require the use of \textit{ab-initio} methods (e.g., density-functional theory). An efficient combination of these methods with path-integral simulations is still restricted to cell sizes relatively small, a limitation that is expected to be progressively overcome in the forthcoming years.
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\section*{Appendix A: Pressure estimator}

The Cartesian coordinates of the $N$ atomic nuclei in the crystalline membrane are denoted as $r_{ij}$, where the $i = 1, \ldots, N$ indicates the atom, and $j = 1, \ldots, N_{\text{Tr}}$ refers to the bead number. The staging coordinates $u_{ij}$ are defined by a linear transformation of $r_{ij}$ that diagonalizes the \textit{harmonic} energy associated to the effective interactions between neighboring beads.\textsuperscript{63,65}

\begin{equation}
    u_{ij} = r_{ij} ,
\end{equation}

\begin{equation}
    u_{ij} = r_{ij} - \frac{j - 1}{j} r_{i,j+1} - \frac{1}{j} r_{1} , \quad j = 2, \ldots, N_{\text{Tr}} .
\end{equation}

The estimator of the 2D stress tensor $\tau$ is similar to that employed in previous work for 3D systems.\textsuperscript{50,70} For PIMD simulations, its components are given by expressions such as

\begin{equation}
\tau_{xy} = \left\langle \frac{1}{A_p} \left( \sum_{i=1}^{N} \sum_{j=1}^{N_{\text{Tr}}} (m_{ij} v_{ij,x} v_{ij,y} - 2 k_j u_{ij,x} u_{ij,y}) - \frac{1}{N_{\text{Tr}}} \sum_{j=1}^{N_{\text{Tr}}} \frac{\partial U(r_{ij}, \ldots, r_{Nj})}{\partial \epsilon_{xy}} \right) \right\rangle ,
\end{equation}

where the brackets $\langle \cdots \rangle$ indicate an ensemble average, $m_{ij}$ is the dynamic mass associated to the staging coordinate $u_{ij}$, $v_{ij,x}$, $v_{ij,y}$ are components of its corresponding velocity, and $\epsilon_{xy}$ is an element of the 2D strain tensor. The masses $m_j$ are given by $\textsuperscript{50,63,65}

\begin{equation}
    m_1 = m ,
\end{equation}

\begin{equation}
    m_j = \frac{j}{j - 1} m , \quad j = 2, \ldots, N_{\text{Tr}} ,
\end{equation}

where $m$ is the nuclear mass. The constant $k_j$ is given for each bead $j$ by $k_j = m_j N_{\text{Tr}} / 2 \beta^2 \hbar^2$ for $j > 1$ and $k_1 = 0$ ($\beta = (k_B T)^{-1}$).

The stress $P$ used in our PIMD simulations is

\begin{equation}
    P = \frac{1}{2} (\tau_{xx} + \tau_{yy}) ,
\end{equation}

much smaller stresses.

Zero-point expansion of the graphene layer due to nuclear quantum effects is not negligible, and it amounts to an increase of about 1% in the area $A$. This zero-point effect is reduced for rising tensile stress. Moreover, the temperature dependence of the in-plane area $A_p$ is qualitatively different when derived from PIMD or classical simulations, even at temperatures between 300 and 1000 K. Such a difference appears for all tension stresses considered here, up to $P = -0.5 \text{ eV } \AA^{-2}$.

Atomic vibrations in the out-of-plane $z$ direction have been particularly considered, as they are important for the area $A_p$ and for the relative stability of the planar graphene layer vs. crumpling. Quantum effects are dominant for these vibrational modes provided that $k_B T < \hbar \omega$. However, the actual atomic motion at any finite temperature, resulting from the sum of mode contributions, is dominated by the classical thermal contribution as soon as the system size is large enough. This size effect appears in the quantum simulations at low temperatures, as a result of the presence of vibrational modes in the ZA band with smaller wavenumbers (frequencies) for larger graphene cells. In this respect, an interesting result is that the temperature region where quantum motion is dominant is enhanced by an external tensile stress, as shown in Fig. 10, i.e., for a given system size $T_c$ increases as the stress is raised.

An important point related to the consistency of the simulation results is their agreement with the principles of thermodynamics, in particular with the third law. This means that thermal expansion coefficients should converge to zero for $T \rightarrow 0$. We have found that this requirement is verified by both the in-plane area $A_p$ and the real area $A$ obtained from PIMD simulations for $P = 0$ and $P < 0$ (tensile stress).

An analysis of graphene under tensile stresses larger than those considered here may be interesting for its effect on mechanical, electronic, and optical properties. Such a study can be hindered by limitations associated
or $P = \langle P \rangle$ with the estimator

$$
P = \frac{1}{2Ap} \sum_{i=1}^{N} \sum_{j=1}^{N} n_{ij} \left( v_{ij,x}^2 + v_{ij,y}^2 \right) - \frac{E_h}{A_p}
- \frac{1}{Np} \sum_{j=1}^{Np} \frac{\partial U(r_{1,j}, \ldots, r_{N,j})}{\partial A_p}.
$$  \hspace{1cm} (A7)

$E_h$ is the in-plane harmonic energy, that in terms of stag-

ing coordinates can be written as

$$
E_h = \sum_{i=1}^{N} \sum_{j=2}^{N} k_j \left( u_{ij,x}^2 + u_{ij,y}^2 \right).
$$  \hspace{1cm} (A8)

The last term in Eq. (A7) is a sum of derivatives of the potential energy $U$ at different imaginary times (beads) $j$. In the present case of graphene, these derivatives were carried out analytically.
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