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Abstract

The observation of vortices in superconductors was a major breakthrough in developing the conceptual background for superconducting applications. Each vortex carries a flux quantum, and the magnetic field decreases radially from the center. Techniques used to make magnetic field maps, such as magnetic decoration, give vortex lattice images in a variety of systems. However, strong type II superconductors allow penetration of the magnetic field over large distances, of the order of the magnetic penetration depth $\lambda$. Superconductivity survives up to magnetic fields where, for imaging purposes, there is no magnetic contrast at all. Static and dynamic properties of vortices are largely unknown at such high magnetic fields. Reciprocal space studies using neutron scattering have been employed to obtain insight into the collective behavior. But the microscopic details of vortex arrangements and their motion remain difficult to obtain. Direct real-space visualization can be made using scanning tunneling microscopy and spectroscopy (STM/S). Instead of using magnetic contrast, the electronic density of states describes spatial variations of the quasiparticle and pair wavefunction properties. These are of the order of the superconducting coherence length $\xi$, which is much smaller than $\lambda$. In principle, individual vortices can be imaged using STM up to the upper critical field where vortex cores, of size $\xi$, overlap. In this review, we describe recent advances in vortex imaging made with scanning tunneling microscopy and spectroscopy. We introduce the technique and discuss vortex images that reveal the influence of the Fermi surface distribution of the superconducting gap on the internal structure of vortices, the collective behavior of the lattice in different materials and conditions, and the observation of vortex lattice melting. We consider challenging lines of work, which include imaging vortices in nanostructures, multiband and heavy fermion superconductors, single layers and van der Waals crystals, studying current-driven dynamics and the liquid vortex phases.

Keywords: vortex matter, scanning tunneling microscopy, vortex pinning, vortex liquid, vortex core

(Some figures may appear in colour only in the online journal)
1. Introduction

Microscopy opens the world of real-space imaging of small sized structures and behaviors. Real space images are sought because it is felt that they improve our understanding, and convey a sense of beauty which is often more difficult to obtain otherwise. They often provide new means of manipulation and device fabrication. The invention of the scanning tunneling microscope (STM) in 1981 by Binnig and Rohrer at IBM Zürich is a milestone of microscopy [1]. STM is based on two simple ideas: that the electronic vacuum tunneling current depends exponentially on the distance between tip and sample, and that the position of a tip on top of a flat surface can be controlled with subatomic resolution using piezoelectrics [2, 3].

When operated at cryogenic temperatures, thermal motion of atoms is reduced or blocked, resolution in energy is improved, and sampled electronic systems show interesting coherent quantum condensate or insulating behaviors. To use STM at low temperatures, it is important that piezoelectrics retain a sizable motion when cooling. This was not so obvious during the first days of STM [4]. Now it is clear that, although piezos reduce their range of motion at low temperatures, they are still useful. Past decades have seen an increasing number of STM experiments at low temperatures [5–8]. The field of superconductivity is particularly interesting for STM, because the superconducting gap provides a clear-cut property which can be observed and traced as a function of the position. Of course, the pioneering STM groups realized this point and made first spectroscopic measurements in conventional low-$T_c$ and in cuprate high-$T_c$ superconductors rather early [9–12]. However, it was not until the observation of the vortex lattice with beautiful detail at Bell Labs in the early 1990s that the possibilities of this technique for superconductivity became clear [13–16].

Vortices in superconductors were proposed far earlier, when A A Abrikosov found that the Ginzburg–Landau equations for superconductors under a magnetic field slightly above the lower critical field have periodic solutions if the Ginzburg–Landau parameter exceeds a certain value [17]. Another prestigious Soviet physicist (V V Schmidt) writes about this discovery: Here we come across a rare case in which the development of an extensive branch of the physics of superconductors was initiated by a single theoretical development [18]. Abrikosov in his seminal work successfully compared his predictions to a previous experiment, made far earlier by Shubnikov in 1936 [19, 20]. The experiment of Shubnikov is the actual breaking ground for applications, because it shows that type II superconductors can carry a supercurrent at high magnetic fields. This lifted the early deception of Kamerlingh Onnes, who pioneeringly suggested high fields as the main application of superconductors [21]. He could not realize his dream because he was studying most simple elemental Pb and other type I materials, which lose superconductivity at very low magnetic fields [22, 23].

Type II superconductivity survives high magnetic fields by allowing the field to enter the superconductor in the form of vortices, each one carrying a single flux quantum. The vortices are composed of circular supercurrents around a core (figure 1). The field of type II superconductivity has grown, since the work of A A Abrikosov, into one of the most dynamic scientific areas, with technological applications [24]. The term vortex matter was coined and has developed during past decades into a thriving area, involving fundamentals as well as applications [25, 26]. The quest to obtain dissipationless current flow is leading to improved metallurgy of superconducting materials [27–30]. In superconducting cables, vortices are firmly pinned through nanosize inclusions of other materials, or by the resulting changes induced by diverse, and often intricate, thermal and mechanical treatment procedures. On the other hand, fluxonics emerges as a new kind of flux-based electronics, where the control over flux motion is obtained by nanostructuring superconductors [24, 31]. Controlled vortex motion can be used to fabricate pumps, diodes or lenses of quantized flux. Vortex ratchet effects are, for example, being studied to manipulate vortices [32, 33]. Nanostructuring allows applications in photonics [34–36] and the coexistence with ferromagnetic order unveils vortices in spin-triplet systems, with parallels to helium 3 [37–40].

The observation of isolated vortices was pioneered by Essman and Träuble in 1967 [41, 42]. They used decoration of surfaces of different superconductors with small magnetic

Figure 1. A vortex consists of a core, where the pair wavefunction (or the superfluid density $n_s$) drops to zero at a scale of the coherence length, which is much smaller than the magnetic penetration depth. Thus, the magnetic field profile extends far above the vortex core. In many strongly type II superconductors, the scale of the magnetic field variation is several orders of magnitude larger than the actual core. Most experiments image vortices using the magnetic field profile. When increasing the magnetic field in type II superconductors, the spatial variation of the magnetic field is smaller than the spatial variation of the superconducting density of states in the core. STM (schematically shown in the figure by the red tip and the $x$–$y$ scanning mechanism) probes the vortex core by measuring the spatial variation of the electronic density of states. Thus, it is the only real-space superconducting vortex imaging technique that can be used at all magnetic fields and temperatures.
particles at low temperatures and under an applied magnetic field (figure 2(a)). In their first work, they observe ‘elastic’ and ‘plastic’ distortions of the vortex lattice in images made at 500 G. Because they work at low magnetic fields, they observe vortex-free areas together with distorted lattices. They find dislocations, stacking faults, defects and holes in the vortex lattice, and point out that it interacts strongly with the crystalline defects of the sample. Vortex lattices are a property of the type II superconductor, and as such they appear in all kinds of samples, from single crystals without defects to amorphous materials. The interaction of the vortex lattice with the crystalline lattice, defects, dopants or sample geometry modifies vortex positions and creates pinning. Understanding pinning is fundamental to create functional devices with superconductors.

Decoration experiments have given insight into the behavior of the vortex lattice at low magnetic fields [46]. This includes flux arrangements, their order and associated transitions, as well as interactions with crystal defects in cuprate superconductors [46]. The technique is also used to image the dynamic behavior of the lattice under current flow. Complex phases such as the smectic moving phase and re-entrance of hexagonal patterns at high currents have been observed [47–49]. These experiments provide the local magnetic field averaged during the deposition of the magnetic particles.

Time-resolved low-field imaging of vortices is made using Lorentz microscopy [44, 50, 51] (figure 2(b)). The vivid observation of the flux-line lattice dynamics and its interaction with nanostructures have provided unique insight into vortex motion. For instance, the flow along preferential channels, determined by the stiffness of the lattice and the pinning centers, has been directly observed [50].

Another interesting time-resolved technique is magneto-optics. It can be used to understand field and current distributions over large areas while still viewing single vortices. Flux entry has been studied in great detail, from isolated vortices to the whole specimen [76, 77]. The interaction between magnetic domains and the vortex lattice has been studied by moving domain walls on magnetic thin film deposited on top of the superconductor [78].

Further low-field microscopies such as scanning SQUID microscopy [79–81], scanning Hall probe microscopy [82] and magnetic force microscopy [83] are used to study the geometries, dynamics and interactions of vortex matter in different systems. For instance, in multiband superconductors and in nanostructures [84–86]. Of particular interest are recent advances in the size reduction of SQUIDs. The spatial resolution has been considerably increased, allowing vortex observation close to the tesla range, much higher than any other real-space magnetically sensitive vortex imaging techniques [87].

STM is, in principle, the only technique able to observe individual vortices at all magnetic fields (figure 3). The application of STM to superconductivity has been reviewed in several excellent papers [7, 8], focusing on the cuprates and the pnictides respectively. The aim of the present review is to discuss vortex observation with STM, in particular, results found in a few single-crystalline systems and in thin films. We focus here on materials where vortex observation is particularly enlightening regarding the features of vortex cores and the collective behavior of the whole lattice.

2. Theory behind imaging

2.1. Tunneling

The tunneling experiment between two metallic atomically sharp tips is rather complicated to understand in detail, because it requires solving quantum transport phenomena at the atomic level. To discuss this problem, let us start with the electrical conduction through a wire of a simple metal with a constriction (figure 4(a)). If the constriction is smaller than the electron mean free path, the conduction is ballistic, and follows Sharvin’s conductance formula [88, 89]:

\[
G = \frac{2e^2}{h} \left( \frac{k_F \alpha}{2} \right)^2
\]

with \(G\) the conductance, \(e\) the electron charge, \(h\) Planck’s constant, \(k_F\) the Fermi wavevector and \(\alpha\) the radius of the contact. When the wire is pulled, the contact becomes smaller and smaller, until it reaches atomic size (figure 4(b)). Then, quantum effects dominate conduction. The conduction can be described using Landauer’s formula and the concept of conduction channels, each one with a given transparency \(T_i\). The number of channels available in a single atom point contact and their transparency can be related to the electronic structure of the atom or molecule making up the contact [90–93]. \(T_i\) is of the order of one for metallic elements, such as gold, lead or aluminum [94, 95]. The conductance is written as

\[
G = \frac{2e^2}{h} \sum_i T_i.
\]
since the invention of the STM in 1981 (in the upper left photograph we show one of the first models built), the imaging possibilities have been continuously improved. The second half of the first decade of the century has witnessed the wide application of STM to many subjects. The increased data acquisition and treatment capability, and the improvements in the technique have brought about a change, from the application to a few specific problems, to extended use. Nowadays, smaller microscopes (upper design) are less sensitive to external influences. Cryogenic STM has been applied in several subjects, such as quantum Hall structures or heavy fermions [6]. the figure shows a few achievements in superconductivity obtained with a STM. It lists work made in [2, 5, 9–14, 52–75] providing results relevant to vortex matter. Further work is described in the text.

**Figure 3.** Since the invention of the STM in 1981 (in the upper left photograph we show one of the first models built), the imaging possibilities have been continuously improved. The second half of the first decade of the century has witnessed the wide application of STM to many subjects. The increased data acquisition and treatment capability, and the improvements in the technique have brought about a change, from the application to a few specific problems, to extended use. Nowadays, smaller microscopes (upper design) are less sensitive to external influences. Cryogenic STM has been applied in several subjects, such as quantum Hall structures or heavy fermions [6]. The figure shows a few achievements in superconductivity obtained with a STM. It lists work made in [2, 5, 9–14, 52–75] providing results relevant to vortex matter. Further work is described in the text.

**Figure 4.** In (a) we schematically represent ballistic transport through a junction of size smaller than the bulk electron mean free path. In (b), we show schematically a single atom junction. Transport is quantum-mechanical and dominated by the shape of the atomic orbitals of the contacting atom. When both ends are separated (c), transport is from the perturbative coupling between wavefunctions of outermost atoms of both ends. In a STM, the latter is realized (d) by moving an atom on the apex of a tip over the surface. Positional changes in the transport can be understood by tip–sample wavefunction coupling, as shown in (e).

or molecule, but by the outermost coupling between electronic wavefunctions of the two parts (figure 4(c)). The effect on each other is nearly perturbative, resulting in an exponential dependence of the current with respect to the distance between both atoms at the apex [96, 97]. The transparency of the junction is thus small, and it seems reasonable to assume that only one channel contributes to the conduction process. Bardeen’s transfer Hamiltonian formalism can be used to calculate the resulting conductance, which depends on the way the outermost atom’s wavefunctions couple to each other [96].

An STM tip can be viewed as one part of such a sharp broken wire which is moved on top of the flat surface of a sample (figure 4(d)). The junction is then made between two different materials, and the conduction properties are determined by the interaction of the last few atoms of the tip with the surface.

The measured tunneling current depends thus on the way the outermost tip atom couples to sample’s wavefunctions at each position (figure 4(d)). Using Bardeen’s transfer Hamiltonian formalism, Tersoff and Hamann found, assuming s-wavefunctions, that the current is proportional to the sample local density of states at the position of the tip [98, 99], provided the bias voltage is very close to zero. For non-zero bias voltages, one finds

\[
I(V) = \frac{G_N}{e} \int_0^{\epsilon V} dE \left[ f(E) - f(E - eV) \right]
\times N_T(E - eV) N_S(E) T(E, eV)
\tag{3}
\]
Superconducting tips can be obtained by breaking wires of Al or Pb and mechanically annealing them as shown in [103]. Other methods use evaporation of Pb on W or Pt–Ir tips or a small superconducting single crystal attached to the tip apex [104–109].

When the tip is superconducting with a critical temperature $T_c$ of the same order as the sample’s $T_c$, the energy dependence of its density of states $N_T(E)$ cannot be neglected, and one has to use equation (3). $G(V)$ is not proportional to $N_S(E)$, and the Fermi function does not enter as a smearing parameter. If $N_T(E − eV)$ is just the Bardeen–Cooper–Schrieffer (BCS [110]) density of states with a gap of the same order but smaller than the sample’s gap $\Delta_T < \Delta_S$, then the current will be zero for $eV < \Delta_1 = |\Delta_T − \Delta_S|$, except for thermally excited quasiparticles. Exactly at $eV = \Delta_1$, and at a finite temperature, the current peaks due to the quasiparticle peak of the tip’s density of states. For $eV > \Delta_1$, the current decreases, and then it increases abruptly at $|eV| > \Delta_2 = \Delta_T + \Delta_S$. The size of the corresponding jump in current decreases when increasing temperature, but the conductance remains practically divergent at $\Delta_2/e$. The in-gap conductance shows accordingly a temperature-induced exponential increase for $eV < \Delta_1$, a peak–dip structure, with negative conductance for $eV \approx \Delta_1$ and a sharp, roughly temperature-independent, peak at $eV = \Delta_2$. These features are reviewed in several books and papers [93, 103, 111–114].

The effect on the tunneling current of the quasiparticle peak of the superconducting tip is close to the effect obtained by substituting $N_T(E − eV)$ with a $\delta$ function located at the gap edge of the tip. With a $\delta$ function-like tip density of states, the current traces the density of states of the sample. Temperature-induced smearing is absent, as long as the $\delta$ function divergence remains [115]. A superconducting tip is similar to such a tip, in that the quasiparticle peak at the gap edge is usually high and narrow (the width depends on the quasiparticle lifetime and gap anisotropy [116]). Of course, the resulting current is also affected by the quasiparticle continuum above the gap edge, and one obtains the bias voltage dependence discussed in [115].

The increase in resolution in the spectroscopy has been used to obtain results with superconducting tips in [103–106, 108, 109, 113, 117–128]. For example, in [117], the reduction of temperature-induced smearing was relevant to determine the temperature dependence of the sample’s density of states in ErRh$_4$B$_4$. In 2H-NbSe$_2$, it was used to determine the peculiar temperature dependence of the multigap structure. Smallest gaps are the most affected by temperature and they close well below $T_c$ [118]. This result has explained the apparent discrepancy between angular resolved photoemission (ARPES) and London penetration measurements about the presence or not of a superconducting gap in the small 3D pocket derived from Se bands. Whereas ARPES does not observe gap opening in this band at temperatures down to 1 K [129], London penetration depth measurements at lower temperatures [131] did show evidence for the presence of a sizable gap opening in the Se band. The increased energy resolution is also useful when it is difficult to achieve very low temperatures [106]. In single magnetic adatoms and deposited molecules, superconducting tips have helped to determine local spectroscopic features [108, 109].

The magnetic field dependence of the superconducting tip has been explored in [93, 132]. Most of the tips used are type I superconductors, such as Pb or Al. Generally, it
Figure 6. Cartoon figure of possible tunneling phenomena as observed with a superconducting tip on a superconducting sample with vortices at zero temperature. (a) represents a possible quasiparticle tunneling process (left panel). Middle panel represents the situation when the superconducting tip is on top of a vortex core. Occupied states below the gap can tunnel into the sample’s core states (blue arrow). The right panel shows the situation between vortices. Only tunneling for voltages larger than the sum of both gaps is possible. In (b) we show the case of Andreev reflection (left panel). Within the core, states at the core levels enter the superconductor below the gap through Andreev reflection (blue arrows, red circles represent filled and green circles empty states). In between vortex cores, in the superconductor (right panel), no Andreev reflection is possible. Multiple Andreev S–S reflections are of course allowed, but they imply higher order tunneling processes, which give a smaller contribution to the current. Finally, Josephson tunneling (c) is only possible outside the core (right panel).

is found that the pyramidal structure of the tip gives an upper critical field exceeding by several times the bulk critical field of the tip’s material [133]. If the pyramid is long enough, superconductivity disappears in the bulk and remains at the tip’s apex [120, 132, 134, 135].

Below the superconducting gap the current is not exactly zero, even at zero temperature (figure 6). Multiple Andreev reflection leads to a finite conductivity. Exactly at zero bias, the Josephson current appears. Both transport phenomena require multiple passage of the tunnel barrier, and are thus further exponentially reduced with respect to the single-particle tunneling. Nevertheless, these effects have been observed by approaching the tip to the sample and reducing the tunneling barrier to the minimum possible prior to entering into contact [105, 115, 122, 123, 126, 135]. Both effects have been used to image the vortex lattice, in particular in NbSe₂ (see also section 4.1.2).

Andreev reflection spectroscopy has been made at a single location between tips and samples of superconducting materials. For instance, multiple Andreev reflections between electrons in the \( \pi \) and \( \sigma \) bands of MgB₂ were observed in [125]. Andreev current is also observed below the gap in a superconducting tip on top of a normal region of the sample. Andreev spectroscopy imaging has been made in NbSe₂ (see below figure 14) and is a new imaging method which is being developed. It can give information about local Andreev conduction behavior, and in particular lead in the future to spin-sensitive imaging, as the Andreev process with a conventional s-wave superconductor at the tip requires spin flip [115].

In [105], the Josephson effect at a single location, and its dependence as a function of the tip–sample distance, was studied in detail. It was shown that the Josephson effect is considerably reduced with respect to the expected value [136]. A similarly reduced Josephson current is generally present in later STM work using superconducting tips. Vortex lattice observations by mapping the Josephson signal were made in V₃Si using a tip of MgB₂ [107]. This gives a new spectroscopic mode, scanning Josephson spectroscopy [103], which can be used to map the Cooper pair density, instead of the quasiparticle density of states.
2.3. Multiple tunneling

When the sample holds resonant excitations close to the surface, such as adsorbed Kondo ions, single-particle tunneling no longer leads to a correct description of the experiment, because the tunneling probability into states with different kinds of electronic wavefunctions is of the same order [137, 138]. Loosely speaking, tunneling into a magnetic ion on a conducting lattice can occur either into the resonant magnetic states, or into the delocalized electron background. Tunneling electrons into the two different channels interfere, producing a Fano lineshape that is close to the energy level of the resonant states. If this level is close to the Fermi level, it produces asymmetry in the tunneling conductance and the appearance of peaks or dips at energies related to the resonant state’s position and width. The preferential tunneling channel and the nature of the interference determine the form of the Fano resonance [137]. A tip coupling preferentially to delocalized states gives a flat conductance with a dip at the resonant level due to destructive interference. A tip coupling to resonant levels gives a sharp peak at the resonant level. The work of [139] shows a nice example of the control over the resonant levels and their coupling to the itinerant electronic properties by changing the tip–sample distance.

To our knowledge, vortex observations taking into account multiple tunneling have not yet been made. Interesting candidates are vortices in systems showing Coulomb blockade; proximity-induced structures with organic compounds having low energy levels [140]; or heavy fermions where the Kondo energy is of order of the superconducting critical temperature [141].

2.4. Asymmetric tips

Metals at the surface show electronic wave patterns [7, 8, 142–144] due to interference effects associated with scattering by defects or steps at the surface. The properties of the associated charge modulations at the surface can be obtained by Fourier transform of the real-space images. Wavevectors are generally incommensurate with the lattice and dispersive. Their changes as a function of the bias voltage allow tracing of the electron dispersion relation [142–144].

Often, a small atomic size effect due to tunneling matrix elements is also found [7, 8]. Superconductivity is expected to be homogeneous below the coherence length. But atomic size changes of the superconducting local density of states can appear if the sample shows an anisotropic gap structure. In [145], an atomic-size modulation in the density of states was found in 2H-NbSe2. Small changes of the form of the tunneling density of states are detected, depending on the atomic location of the tip. It was shown that anisotropic and multiband superconducting properties together with an anisotropic tip–sample coupling can explain the atomic-size modulation of the superconducting density of states. This can be used to study the gap anisotropy of the sample. The anisotropic coupling was modeled by assuming an ellipsoidal tip apex (figure 7). Depending on the relative orientation between the tip’s wavefunctions and the sample’s gap anisotropy, a modulated superconducting gap appears when describing a circle around a given position. This leads to the observed atomic-size modulation. The authors of [146] have revised the effect of an anisotropic tip in pnictide and heavy fermion superconductors. They have shown that the conductance maps can vary depending on the anisotropy of the interaction between tip and substrate.

As we discuss below, the atomic dependence of the vortex core tunneling density of states features depends on the asymmetry of the tip [145] and carries information about band-dependent electronic vortex core properties.

3. Experimental details

3.1. Design and construction

A Tonomura, who developed transmission electron microscopes into impressive probes of fundamental physics, stated you have to develop new equipment when you attack a new problem [147]. Efforts in scanning probe microscopes are widespread across many groups, often specifically adapting designs for the particular problem to be addressed. For vortex imaging at high magnetic fields, instrumental work has focused on achieving the lowest temperatures, being able to measure the conductance with precision and over large areas, and controlling the size and orientation of the magnetic field. The present low-temperature limitation of scanning probe microscopy has not fully reached the actual lowest temperature where superconductors are generally studied using macroscopic techniques (a few tens of mK [148, 149]), although it has come close to it. Several STM designs for millikelvin temperatures have been reported [6, 150–157]. Dilution refrigeration is unique in providing a cold point, stable in time, that can cool down large devices to temperatures which are one or two orders of magnitude below 1 K. The environment of dilution...
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Figure 8. Schematic arrangement of a STM. It consists (a) of a coarse positioning system, firmly fixed through a frame to a scanning system. Ideally, the whole set-up should have a high resonance frequency ((b), $\omega_0$) and be coupled to the outside using a low resonance frequency system ((b), $\omega_1$). In this way, outside vibrations minimally influence the tip–sample system.

Refrigeration is, however, rather inadequate for STM, due to the vibrations usually associated with its operation [158–161]. Some improvements in the cryogenics have been proposed, such as eliminating the 1 K pot bubbling [155, 162], by substituting it with a capillary or by using a large 1 K pot which can be closed using a needle valve. But mechanical vibrations remain unavoidable in operating a STM in a dilution refrigerator, and they lead to changes in the position of the probe with respect to the sample.

A STM requires a piezotube [163, 164] and a coarse motion system allowing one to change the scanning window [165]. Both positioning systems are firmly fixed to the same frame (figure 8). Noise induced by mechanical vibrations should be of the order of or less than noise levels in the measurement of the current. Typical current noise levels correspond to height changes of the order of a picometer. Vibrations should be of the order of or below this value [162, 166]. The resonant frequency of the STM head should be as large as possible, and that of the supporting assembly as low as possible. Then, low-frequency vibrations, unavoidable in practice, move the tip–sample system in phase, but their relative position remains stable. To reach high resonance frequencies, the frame of the STM head can be built of Ti or Al alloys, or in Macor, with large stiffness and small weight (see table 1).

The energy resolution in the tunneling spectroscopy is limited by the voltage resolution of the bias voltage source. At 100 mK, the thermal energy limits the resolution to 8.7 $\mu$eV. But this is rather difficult to achieve for the bias voltage source, considering the requirement of maintaining a total bandwidth from DC up to tens or hundreds of kHz. Reports in the literature range from 15 $\mu$eV [153], to down to 2 $\mu$eV [167], or 11 $\mu$eV [150]. It is not easy, however, to determine accurately the actual resolution in energy, and thus the lowest temperature of the spectroscopic measurements. The best method needs a clean junction between tip and sample of the same superconducting material, ideally a most simple s-wave superconductor, and temperatures far below its critical temperature. This gives the highest quasiparticle peak height and narrowest peak width that can be obtained using superconducting tunneling [111].

When coming to ultimate resolution, gap anisotropies or lifetime broadening effects due to phonons produce additional smearing [93, 103, 113]. Thus, the obtained resolution is always a conservative estimate. Al–Al tunneling in [103] gives, for example, the 15 $\mu$eV mentioned above. Combinations of normal tip and superconducting sample, or vice versa, are not adequate, because it is difficult to be sure that the normal electrode is free from small pieces of the superconducting counterelectrode. This can artificially increase the resolution and lead to optimistic measurements. It is thus difficult to make a quantitative analysis of the obtained resolution. However, to date, several experiments in widely different systems give sharp features in the tunneling conductance that show that an energy resolution in the spectroscopy close to 10 $\mu$eV has been reached.

Sample and tip preparation methods are described in several articles [6, 150]. Using a connection to a UHV preparation chamber one can study systems that can only be grown and handled in UHV. An increasing number of groups are working to address interesting vortex properties of systems that can only be grown in UHV conditions, such as few-atom-thick islands of Pb [69, 70, 73–75]. In many other

### Table 1. Materials often used in STM construction. Ideally, low weight and high strength lead to a high resonance frequency. Data are from different sources. The first two materials are good metals, which are easily machinable. The rest are ceramics. Macor has problems with de-gassing, which are solved in Shapal. But both are bad thermal conductors at low temperatures. This is solved either by using the wires to thermalize, or using sapphire, which is a good thermal conductor. Sapphire is difficult to work with, although it has highest Young’s modulus versus density ratio.

| Material                        | Density (kg m$^{-3}$) | Young’s Modulus (GPa) | Ratio $\times$ 100 |
|--------------------------------|-----------------------|-----------------------|-------------------|
| Ti Grade 5 (Ti6Al4V)           | 4.420                 | 110                   | 2.4               |
| Al 7075                        | 2.700                 | 70                    | 2.5               |
| Macor                          | 2.520                 | 66                    | 2.6               |
| Shapal                         | 2.900                 | 190                   | 6.6               |
| Sapphire ($\alpha$-Al$_2$O$_3$)| 3.980                 | 340                   | 8.5               |
| WC                             | 3.500                 | 550                   | 3.5               |
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4. Imaging vortex matter

4.1. The vortex core

4.1.1. Introduction. Tracing the spatial dependence of the tunneling conductance unveils the local electronic properties of vortices. The vortex is in itself a rather complex object, where the electronic properties of the superconductor are influenced by phase-locked circular Cooper pair currents, which vanish at the center in favor of localized states. The latter are created through multiple Andreev reflection (figure 10). The spatial distribution of these localized states and of the Cooper pair currents depends on the material under study, i.e. on Fermi surface gap anisotropy and symmetry of the order parameter. The vortex core is thus an interesting laboratory on its own, and it can only be imaged in real space using STM.

Caroli, deGennes and Matricon showed theoretically that the vortex line in a superconductor leads to the creation of quantized bound states [173]. They realized that the spatially varying pair potential inside the core should lead to the formation of quasiparticles with mixed electron–hole character, and be thus Andreev reflected when leaving the core. This, in principle, requires clean superconductivity, with a mean free path larger than the superconducting coherence length $\xi$. Constructive interference between phases of multiply-reflected quasiparticles gives bound states. In the 1990s Hess et al discovered, by making STM measurements of the vortex lattice in $2H$-NbSe$_2$ at very low temperatures, acquiring the full $I-V$ curve with atomic or even subatomic resolution. For example, if a single vortex is measured, in a square of size $50 \text{ nm} \times 50 \text{ nm}$, a mesh of $256 \times 256$ points gives a point each $0.2 \text{ nm}$. To obtain at the same time atomic resolution, the mesh needs to be doubled at least, which implies two times more points and a corresponding increase in the time needed to acquire the image.

To obtain the position of a large amount of vortices at many magnetic fields and temperatures, it is useful to find the bias voltage range where the conductance measurement in and out the vortex core gives maximum contrast. Early work carried out measurements of the quasiparticle peak height by tracing the conductance at the gap edge as a function of the position [54] in the nickel borocarbides. Also, the work of [52, 170] has used the STM in topography mode at the bias voltage where maximum contrast is obtained in the current, which is close to the quasiparticle peak. As mentioned by these authors, when increasing the magnetic field, the contrast is reduced and images are washed out. A compromise must be found between imaging speed and resolution [52, 171], depending on the experiment to be made. Taking data at a single position as a function of time may be useful to study some dynamic behavior [172]. For imaging, highest resolution is obtained by taking the whole $I-V$ curve, which gives good images up to $T_c$ [63]. Highest speed is obtained by imaging at fixed bias voltage [52, 171].

3.2. Basic vortex imaging techniques

The intervortex distance in the triangular Abrikosov lattice is given by

$$d = (0.75)^{1/4} \left( \frac{\Phi_0}{B} \right)^{1/2}$$

where $\Phi_0$ is the flux quantum and $B$ the magnetic field (in tesla). As a rule of thumb, vortices are separated by 50 nm at 1 T. Generally, experiments have been made with the aim either to study vortex cores or to identify vortex positions as a function of the magnetic field or temperature. Corresponding technical requirements are different.

To study vortex cores, highest energy and spatial resolution is needed. Measurements need to be made at lowest temperatures, acquiring the full $I-V$ curve with atomic or even subatomic resolution. For example, if a single vortex is measured, in a square of size $50 \text{ nm} \times 50 \text{ nm}$, a mesh of $256 \times 256$ points gives a point each $0.2 \text{ nm}$. To obtain at the same time atomic resolution, the mesh needs to be doubled at least, which implies two times more points and a corresponding increase in the time needed to acquire the image.

To obtain the position of a large amount of vortices at many magnetic fields and temperatures, it is useful to find the bias voltage range where the conductance measurement in and out the vortex core gives maximum contrast. Early work carried out measurements of the quasiparticle peak height by tracing the conductance at the gap edge as a function of the position [54] in the nickel borocarbides. Also, the work of [52, 170] has used the STM in topography mode at the bias voltage where maximum contrast is obtained in the current, which is close to the quasiparticle peak. As mentioned by these authors, when increasing the magnetic field, the contrast is reduced and images are washed out. A compromise must be found between imaging speed and resolution [52, 171], depending on the experiment to be made. Taking data at a single position as a function of time may be useful to study some dynamic behavior [172]. For imaging, highest resolution is obtained by taking the whole $I-V$ curve, which gives good images up to $T_c$ [63]. Highest speed is obtained by imaging at fixed bias voltage [52, 171].

4. Imaging vortex matter

4.1. The vortex core

4.1.1. Introduction. Tracing the spatial dependence of the tunneling conductance unveils the local electronic properties of vortices. The vortex is in itself a rather complex object, where the electronic properties of the superconductor are influenced by phase-locked circular Cooper pair currents, which vanish at the center in favor of localized states. The latter are created through multiple Andreev reflection (figure 10). The spatial distribution of these localized states and of the Cooper pair currents depends on the material under study, i.e. on Fermi surface gap anisotropy and symmetry of the order parameter. The vortex core is thus an interesting laboratory on its own, and it can only be imaged in real space using STM.

Caroli, deGennes and Matricon showed theoretically that the vortex line in a superconductor leads to the creation of quantized bound states [173]. They realized that the spatially varying pair potential inside the core should lead to the formation of quasiparticles with mixed electron–hole character, and be thus Andreev reflected when leaving the core. This, in principle, requires clean superconductivity, with a mean free path larger than the superconducting coherence length $\xi$. Constructive interference between phases of multiply-reflected quasiparticles gives bound states. In the 1990s Hess et al discovered, by making STM measurements of the vortex lattice in $2H$-NbSe$_2$ at very low temperatures, a peak in the density of states at the vortex center [13–15]. They showed how the peak splits when leaving the core, pointing out a non-trivial quantization phenomenon, which was interpreted
as the experimental observation of the Caroli, deGennes and Matricon bound states [174–176]. Since then, these bound states have been observed in different compounds.

There is one relevant difference between bound states in a quantum well and Andreev levels in a superconducting vortex. Whereas, in a quantum well, the states are truly confined in the well, in a superconducting vortex, the pair wavefunction vanishes only at a single point. Excitations are not ‘normal’, but are quasiparticles created on top of a spatially varying finite superconducting background through Andreev exchange. Quantized levels arise as a consequence more of the phase winding than the formation of a true well for quasiparticles [177–179]. Macroscopic measurements, in particular thermal conductivity, show some features of this relationship [148, 149, 180].

4.1.2. 2H-NbSe$_2$. The core has been investigated in greatest detail in the transition metal dichalcogenide 2H-NbSe$_2$. Authors have used normal tips, superconducting tips exploring enhanced resolution, Andreev reflection and Josephson effect, and asymmetric tips.

Normal tips. Hess et al measured the full bias voltage dependence of the tunneling conductance, and found vortex core images which change as a function of the bias voltage [13–15].

![Figure 10](image1.png)

**Figure 10.** The vortex is shown together with a scheme of the vanishing superconducting gap at the vortex core and the establishment of Andreev bound states inside. Level spacing is of the order $\delta \approx \frac{\Delta^2}{k_F}$.

![Figure 11](image2.png)

**Figure 11.** Vortex core structure in 2H-NbSe$_2$ as a function of the bias voltage. Data are from [181]. A normal tip of Au is used, and the applied magnetic field is 0.15 T.
Figure 12. A vortex core, as observed with a tip of Al (left panels) and a tip of Au (right panels) at 0.03 T. The size of the image is 70 nm. In (a) we show tunneling conductance curves as a function of the position when entering the core. In (b) we show an image of the core at 0.1 mV (left) and 0 mV (right). The gap of the tip displaces features of the vortex core to higher energies. In this experiment, the tunneling conductance is about 1 \( \mu \)S, which is too low to observe further tunneling features, such as Andreev reflection or the Josephson effect. Adapted and reprinted from [114], copyright (2008), with permission from Elsevier.

At zero bias, a strong and symmetric peak is observed in the tunneling conductance. The peak splits towards higher bias voltage when leaving the vortex core. The splitting and spatial dependence is strongly asymmetric. When tracing maps of the zero-bias conductance, a six-fold star shape is observed (figure 11). The star shape is oriented at 30° with respect to the hexagonal vortex lattice, and is thus not a simple consequence of greater vortex core overlap along the high-symmetry directions of the hexagonal vortex lattice. Interestingly, at the center between three vortices, the density of states at the Fermi level increases. This occurs at the point where the rays of the star join, which is at 30° to the nearest neighbor direction of the hexagonal lattice. It shows how vortex core states can interact with each other and hybridize [183]. The rays of the star double when increasing the bias voltage and then the star turns at 0.5 mV into a star whose rays are oriented along the high-symmetry directions of the hexagonal vortex lattice. The complex vortex structure was numerically modeled by assuming a six-fold anisotropic superconducting gap in [175]. The conductance maps of 2H-NbSe\(_2\) are still, more than 20 years after its discovery, unique in the richness of the observed features.

Hess et al. also examined the form of the vortex core when turning the magnetic field out of the plane [16, 182]. They showed the formation of a distorted hexagonal lattice in agreement with the theory of anisotropic superconductors in the presence of a tilted field [184]. They observed several remarkable features, such as a transition in the lattice symmetry when inclining the magnetic field for some azimuthal angles. The lattice is always oriented in such a way as to have one of its principal axis at 30° to the surface, which implies that the hexagonal vortex lattice is oriented such that one of the faces of the hexagon stays parallel to the surface. Other features remain however unexplained. For instance, the appearance of stripes when the magnetic field is close to being parallel to the surface. Also, the form of vortices crossing the sample surface, which are rather elongated [51, 185].

Lateral imaging of the surface of 2H-NbSe\(_2\) was made in [186, 187], with a STM mounted in such a way that the magnetic field lies parallel to the surface. No sign of Andreev bound states was reported. The authors observe stripe patterns due to spatial modulations of the Doppler shift induced by surface screening currents.

The effects of impurities was studied in [189, 190] and it was found that addition of impurities into 2H-NbSe\(_2\) leads to a decrease of the peak at the center of the vortex cores.

Several vortex lattice observations as a function of the magnetic field and temperature have been made in 2H-NbSe\(_2\) using superconducting tips. The authors of [135] use a tip of Al (with \( T_c = 1.1 \) K as compared to \( T_c = 7.1 \) K of 2H-NbSe\(_2\)). The density of states of the Al tip was characterized on a normal sample. At the center of the vortex core, instead of the zero-bias peak due to the lowest level Andreev bound state, a dip is measured (figure 12). This results from the convolution between the vortex core zero-bias peak and the superconducting density of states of the Al tip. The latter is slightly modified by the magnetic field of the vortex. By deconvolving the known dependence of the density of
states of 2H-NbSe\(_2\), one can obtain a map of the Al tip’s density of states as a function of the position. This gives the magnetic field profile of the vortex. Measurements are compatible with expectations from the penetration depth value in 2H-NbSe\(_2\), and provide spatial resolution which is promising when compared to magnetic imaging probes [81, 82].

In [115, 191, 192], a tip of Pb is used. The superconducting gap of the Pb tip is of the same order as the superconducting gap of the sample. Superconductivity in the Pb tip remains at magnetic fields well above the critical field of Pb, as shown in [93, 103, 120, 134]. Thus, the positional variation of the tip’s features can be independent of the magnetic field variations created on the surface of the sample by the vortex lattice. Observations of vortices from tunneling conductance maps made at voltages between the gap of Pb \(\Delta_{\text{Pb}}\) and \(\Delta_2 = \Delta_{\text{Pb}} + \Delta_{\text{NbSe}\_2}\) give nicely the same localized state features observed with normal tips (figure 13(a)). The energy resolution is somewhat improved due to the sharp quasiparticle edge of Pb.

In [126] it was shown that a detailed analysis of the tunneling conductance curves close to the quasiparticle peaks can be used to obtain, at the same time, length scale associated to screening (\(\lambda\)), which Doppler shifts the density of states, and to the vortex core (\(\xi\)), which governs the spatial dependence of the quasiparticle anomalies. When reducing the tip–sample distance, Andreev reflection between the superconducting gap and the vortex core is observed through conductance maps made at bias voltages below \(\Delta_1 = |\Delta_{\text{T}} - \Delta_S|\) (figure 13(b)) [115]. Furthermore, when measuring at exactly zero bias, a Josephson effect between tip and sample is observed outside the vortex cores (figure 14(c)).

In the case of Josephson tunneling, the size of the Josephson effect is given by the Cooper pair density of the sample. The complex spatial dependence of the vortex core localized state features, which stems from superconducting gap anisotropies, is not observed, at least with the same clarity, in the spatial dependence of the Cooper pair density. Thus, there is a difference between the spatial dependence of the star-shaped vortex core Andreev bound states as observed in quasiparticle tunneling and the vortex as observed with techniques tracing the Cooper pair density or supercurrent distribution. Future studies will probably resolve this difference, and provide new information about the core properties of NbSe\(_2\).

Asymmetric tips. The authors of [145] made atomic-size conductance maps of the vortex core, showing that an atomic-size modulation of the superconducting density of states appears within the vortex core close to the center (figure 14). The resulting structure does not change its symmetry when varying the bias voltage, but the size of the modulations is maximal on the peaks in the density of states due to the Andreev bound states. The vortex core also holds detailed information about the Fermi surface features of the superconducting gap. In particular, the formation of Andreev states inside the core is Fermi-surface dependent. It is shown that Andreev bound states due to smaller sized superconducting gaps appear with greater intensity in the tunneling conductance when approaching the vortex core.

4.1.3. 2H-NbS\(_2\). The authors of [65] showed that vortex core states can be also observed in the compound 2H-NbS\(_2\). This material is similar to 2H-NbSe\(_2\). It has a \(T_c = 5.7\) K (as compared to 7.1 K in 2H-NbSe\(_2\)) and has no charge density wave. A localized state is observed at the center of the vortex core in 2H-NbS\(_2\) as a strong zero-bias peak (figure 15). The zero-bias peak splits into two peaks when leaving the center. Farther away from the center, the conductance varies smoothly as a function of the bias voltage and shows superconducting gap features. However, the spatial anisotropy of the vortex core observed in 2H-NbSe\(_2\) is lost. Furthermore, the zero-field tunneling conductance shows that 2H-NbS\(_2\) is a two-band superconductor. Subsequent macroscopic thermal and magnetic penetration depth measurements are in agreement with this point [193–195]. The vortex core observations in 2H-NbS\(_2\) show that the star shape and spatial anisotropy observed in the vortex core of 2H-NbSe\(_2\) are due to the presence of a charge density wave, which shapes the vortex core through the introduction of a strong in-plane gap anisotropy. Thus, the charge density wave induces the in-plane gap anisotropy found in the material 2H-NbSe\(_2\).

4.1.4. YNi\(_2\)B\(_2\)C. YNi\(_2\)B\(_2\)C is a crystalline system with a relatively high \(T_c\) (15.5 K [196]) which superconducts via an anisotropic phonon mechanism [197]. This produces shaped tunneling conductance curves, with an in-gap shoulder similar to the one observed in 2H-NbSe\(_2\). The symmetry of the vortex lattice is by contrast four-fold due to non-local effects and...
the four-fold symmetry of the Fermi surface [198, 199]. The in-plane atomic lattice was observed in [200], where they also nicely show four-fold star-shaped vortices in zero-bias tunneling conductance maps. Further experiments with greater spatial resolution [66] unveiled in more detail the four-fold structure (figure 16). The tunneling conductance curves are rather anisotropic, and the vortex core shape is modified when measuring at higher bias voltages. The four-fold star opens into a rough square and turns in tunneling conductance maps made above zero bias. The tunneling conductance is rather asymmetric as a function of the sign of the bias voltage. Such asymmetries are further pronounced in pnictide and cuprates, as discussed below. The authors of [66] also discuss the influence of the anisotropic gap structure of YNi$_2$B$_2$C, with possible nodes [180, 201] giving a rather continuum vortex core spectrum superimposed on discrete core Andreev bound states from regions on the Fermi surface with a large gap amplitude.

4.1.5. Boron-doped diamond and thin films. Authors of [67] have studied single-crystalline boron-doped diamond. They find a fully disordered vortex lattice, and at the vortex cores a series of peaks located at bias voltages different from zero bias, with a strong asymmetry, both in the sign of the bias voltage and the location with respect to the vortex core. The presence of these in-gap states and local dispersion seems to be a feature of disordered systems. It bears some resemblance to the findings of the cuprates and related intrinsically inhomogeneous materials, where gapped vortex cores are also found [7].

4.1.6. Cuprates. Vortex core states in the cuprates were reviewed in detail in [7]. No single peak is observed at the Fermi level [55, 202, 203], although such a peak clearly appears around non-magnetic impurities and has been associated with the creation of Andreev bound states from scattering in a d-wave order parameter [204]. Interesting recent measurements of [205] observe striped vortex core states which are largely influenced by patches of different short-range order. These results show the interplay between the core states and the underlying electronic inhomogeneity which appears to dominate the physics of cuprates.

4.1.7. Pnictides and related materials. Results in these materials have been reviewed in [8, 207]. In situ grown FeSe films were investigated in [206]. The authors found a pronounced zero-bias peak at the center of the vortex and a uniaxially elongated vortex core (figure 17). The peak splits into two when leaving the core. The orientations of the cores are found to vary close to twin boundaries. The form of the core agrees with present models for a two-fold anisotropic gap structure in this compound. In other pnictide superconductors, such as BaFe$_{1.8}$Co$_{0.2}$As$_2$, cores are featureless, possibly due to the reduced mean free path [208]. Further vortex bound states have been observed in [209] in the compound Ba$_{0.6}$K$_{0.4}$Fe$_2$As$_2$. The peak in the tunneling conductance is not located exactly at zero bias, and there is a strong bias voltage dependence, also with a bias voltage asymmetric peak splitting when leaving the center of the core. The form of the Andreev peak appears to be somewhat linked to the surface topography.

Further work in LiFeAs shows a four-fold vortex core in the clean limit [210]. The four-fold star shape opens and turns in conductance maps made out of the bias voltage. The lowest Andreev level is observed. It is proposed that the shift with respect to zero voltage appears because the temperature is

Figure 14. Atomic-size modulations of the vortex core, imaged with a normal tip of Au at a magnetic field of 0.03 T. The vortex core star shape is shown in (a). The red square gives roughly the position where the image in (b) was taken. Note the difference in scale. An atomic-size modulation of the density of states, as shown in representative curves in (c) is observed. Adapted from [145]. Copyright (2008) by The American Physical Society.
sufficiently low to reach the quantum limit. The lowest energy Andreev resonance is located at $\Delta^2/2E_F$ and thus appears at $V \approx \Delta^2/2eE_F$ in the tunneling conductance, provided that the temperature is far below $\Delta^2/E_F$. This condition needs large gap values and can be realized in these systems.

4.1.8. Heavy fermions. Recently, vortices were observed in the heavy fermion superconductor CeCoIn$_5$ [211, 212]. The core shows bound states located at zero bias, which have an in-plane four-fold anisotropy and an asymmetric spatial dependence [211]. The vortex lattice is also four-fold, possibly due to the Fermi surface anisotropy. The bias voltage dependence is further asymmetric, and its relationship with the gap structure is yet to be determined (figure 18). The four-fold core symmetry has a strong relation to the anisotropic gap structures found in macroscopic measurements [213].

4.1.9. Summary. The anisotropy of the vortex core is largely determined by the gap symmetry and its anisotropy over the Fermi surface. Its relation to the crystal structure can be non-trivial. In 2H-NbSe$_2$, the vortex lattice is oriented with the hexagonal crystal lattice, but the rays of the star-shaped core (at zero bias) are misoriented by 30° to the crystal lattice. In YNi$_2$B$_2$C, in CeCoIn$_5$ and in some iron-based superconductors, the shape of the vortex core follows the crystalline axis, except in FeSe, where the core is elongated and two-fold [66, 200, 206, 209, 211, 212].

In 2H-NbSe$_2$, the origin of the star shape is related to the CDW opening, whose in-plane spatial anisotropy is not yet fully clear. The authors of [130, 214] point out that the
As proposed by Bean [221], motion toward the interior by the Lorentz force due to the Meissner shielding edge in the form of vortices, which are driven towards the vortex core (see e.g. [58, 219, 220]). It is unclear if this is just possibly because of reduced symmetry superconductivity [125, 211, 212].

The anisotropy of the core gives states extended along the crystal axis, as shown in (a). Data taken with a normal tip. Reprinted by permission from Macmillan Publishers Ltd: *Nature Phys.* [211], copyright 2013.

Usually, flux enters the sample from the sample center is hindered by the pinning centers, which tend to pin any vortex that passes by. A nonequilibrium state, the critical state, is created where the vortex density is largest in the regions where magnetic flux enters the sample. The metastable landscape of vortices can be altered in several ways, such as, for example, increasing temperature or the applied magnetic field, or by an external current circulation. Then, as stated by Anderson, flux leaks through the material to return to the critical state [222–224]. The concept of bundles of flux lines was introduced. Bundles, aided by the Lorentz forces, move over a potential barrier landscape formed by the different kinds of pinning acting in the material.

Anderson associates with these bundles a typical size of the order of the magnetic penetration length \( \lambda \). Vortices inside a bundle are assumed to be bound together by the interaction of their fields and wavefunctions. The longitudinal size of the bundle is \( L_c \) and its lateral size is \( R_c \) (figure 19) [26, 225, 226]. Both are of the order of \( \lambda \), unless pinning introduces a smaller scale. In recent decades, mainly following the discovery of superconductors with higher critical temperatures, much experimental and theoretical work has focused on an understanding of the critical state and the mechanisms behind the organization of vortices in pinning landscapes [26, 225]. The magnetic vortex system of superconductors is highly tunable and allows one to investigate issues concerning different regimes of flow in a wide range of flux densities and pinning landscapes. The real-space observation of superconductors using STM on the scale of single vortices has opened a field which transcends in many aspects the physics of superconductors. The playground covers from fundamental issues such as dynamical phase transition or critical states [61], to applications, such as the improvement of the pinning action by intelligent design of materials and pinning centers distribution [227]. Recently, a new and promising tool has been developed which combines...
the passage of an applied current through the sample and the STM capabilities [228, 229].

One of the most important difficulties for this kind of study is that the surface of the materials has to be clean and very flat in a wide area. Topographic and spectroscopic images have to be obtained in short times, in order to get relevant information about time-dependent modifications of the vortex lattices. To avoid these problems is one the main reasons for which the layered superconductor 2H-NbSe$_2$ has attracted the attention of many researchers for some time. It can be exfoliated easily and it presents large atomically flat areas, which show, in addition, high stability even in ambient conditions.

Recently, flat amorphous W-based thin films have been fabricated by focused ion beam deposition. These films show high-quality surfaces in which the vortex lattice is nicely observed and studied. Amorphous superconducting thin films are of interest because of the absence of crystalline symmetry and associated defects. This significantly simplifies the available vortex pinning mechanisms, which are then largely dominated by variations in the film thickness.

4.2.2. 2H-NbSe$_2$. Thermal effects and dynamics of the vortex lattice have been studied in depth in the compound 2H-NbSe$_2$. In [52, 170], the authors use a carefully designed STM set-up working on a liquid helium transport container with a small superconducting coil. They measure thus at 4.2 K and magnetic fields below a tesla. In [52], authors generate a magnetic field of 1 T and then decrease the magnetic field to some hundreds of mT. After waiting for some minutes, authors take images at a fast rate (6.5 s per image, figure 20). Above 0.6 T, vortex motion is observed in both pristine and in heavy-ion-irradiated 2H-NbSe$_2$ single-crystalline samples (figure 20). In the irradiated sample, the disordered flowing lattice consists of pinned vortices that wiggle isotropically around the center of their pinning potential well and moving vortices that move either in one direction or are pushed by neighbors. The ordered vortex lattice in the pristine crystal is observed to move along one of the principal directions of the lattice in bundles formed by several tens of vortices. The velocity of vortex motion is around 1 nm s$^{-1}$ and the corresponding electric field is 0.6 nV m$^{-1}$. From this, the authors estimate an energy barrier for vortex creep of $U = 77$ K. The corresponding current density is of $2 \times 10^{6}$ A m$^{-2}$. Interestingly, the authors observe that motion shows traces of the periodic lattice potential through a velocity which is modulated by the intervortex distance $a_0$. Thus, there is a periodic washboard lattice potential, fixed by the surrounding pinning landscape, which influences the motion of bundles.

In [230, 231], the authors observe vortex motion from the decay in the magnetic field of the superconducting coil. They also work at 4.2 K and at fields of approximately one tesla. The vortices are followed over a week, and their speed is extremely small, of the order of 1 pm s$^{-1}$, which is three orders of magnitude below the one found in [52, 170]. The vortex lattice acts as a sensitive probe of current leaks in the switch of the superconducting coil. Vortex motion was observed to be coherent and also non-uniform.

Similar techniques are used to trace vortex behavior close to the critical temperature [170]. Authors are able to follow the vortex lattice even when the STM signal is small. Close to $T_c$, their sample enters the peak effect regime, where the critical current strongly increases [26]. They observe that the lateral correlation length $R_c$ drops down to the intervortex distance, but they find no evidence for the vortex liquid. Instead, they observe trapped vortices that behave individually and not as large bundles, indicating a change in the pinning properties that can be related to the peak effect.

On the other hand, the effect of the pinning potential on the lattice was studied in [52, 232–234] (figure 21). In [233], the authors study heavy-ion-irradiated 2H-NbSe$_2$ and observe the formation of defects in the vortex lattice close to irradiation-damaged areas. In [232], the authors observe the vortex lattice by STM and compare it with magnetization measurements in 2H-NbSe$_2$ crystals doped with Co and Mn. They correlate increased pinning at the peak effect with vortex lattice disorder. The impurities also affect the interlayer distance and possibly provide some magnetic interaction. The peak effect amplitude has a non-monotonic dependence as a function of the Co concentration. In the sample with largest peak effect, the authors observe how the vortex lattice disorder increases.

4.2.3. YNi$_2$B$_2$C. In [171], the authors carry out fast imaging at low temperatures in the superconductor YNi$_2$B$_2$C (one image in 15 s at 0.45 K, figure 22), and produce vortex motion by slowly increasing the applied magnetic field. As discussed above, the vortex lattice is here a square lattice due to non-local effects [54, 199, 235–237]. The authors nicely observe vortex creep. Vortices follow fluctuating paths, and move in bundles which are separated just by dislocations of the square lattice. The direction of motion is determined by planes defined by the square symmetry and the gliding planes of the dislocations.
as well as the associated electronic inhomogeneity, increased due to the large size ion mismatch in Sr$_{1-x}$K$_x$Fe$_2$As$_2$, accounts for the disordered lattice. The clean limit was analyzed in detail in [210] in measurements on LiFeAs from 0.1 to 11 T. The authors observe a lattice which gradually disorder and, at high magnetic fields, develops square four-fold correlations. There is quenched disorder that produces vortex lattice deformations. The authors associate the differences found with respect to the hexagonal lattice observed in other compounds with the much smaller upper critical field of LiFeAs and thus a softer vortex lattice at the same magnetic fields. The rather strong interaction of vortices with defects is seen in the rich core features found in these materials. How this influences pinning is not yet clear. In these compounds, disorder competes with the underlying crystal symmetry, which also strongly shapes the vortex cores.

4.2.6. W-based thin films deposited using focused ion beams. In [220], it was shown that focused ion beam deposited W-based thin films give homogeneous superconducting gap features at zero field and good tunneling conditions. The vortex images (figure 23) obtained in these films show that the lattice orientation and vortex positions are determined by the morphology of the surface. It consists of linear surface depressions separating different areas several hundreds of nm in size. The lattice orientation is not fixed by any crystalline orientation, as the film is amorphous, but by the linear features in the topography. The composition is homogeneous and does not change throughout the thickness. Thus, the main pinning mechanism is the vortex length, or film thickness. The energy per unit length of a vortex can be written as

$$
\varepsilon_L = \frac{\Phi_0^2}{4\pi \mu_0 \lambda^2} \ln \left( \frac{\lambda}{\xi} \right)
$$

(6)

where $\lambda$ and $\xi$ are respectively the magnetic penetration depth ($\lambda = 850$ nm) and the superconducting coherence length ($\xi = 6.25$ nm). A thickness variation of 1 nm gives an energy difference of 100 K. This corresponds to weak pinning [26, 238]. As the morphology of the surface consists of lines which separate different areas, the pinning centers are linear, defining a patchy landscape of amorphous ‘droplets’ or rounded structures which break and orient the vortex lattice into patches.

Vortex motion experiments were addressed in [61]. The vortex positions were fixed by the surface topography, and thermal excitations were eliminated by working at 100 mK.
The sample was zero-field-cooled down to 100 mK, and a magnetic field above 1 T was applied to bring the sample to a critical state. The lattice is hexagonal order but is distorted due to variations in the film thickness. Vortex motion is provoked by slightly increasing the magnetic field in steps much smaller than the applied magnetic field $\delta H \ll H$. They find vortex displacements dominated by the surface pinning landscape. This gives bundles including about 10–20 vortices. Note that the situation is different from vortex creep observations in single-crystalline compounds, where the underlying crystal symmetry defines the symmetry of the lattice within bundles and the crystal defects the size of bundles.

In the W-based thin film, it is observed that motion of vortices occurs throughout the pinning landscape. Along the linear pinning features which separate bundles, vortices also move. A careful vortex-by-vortex analysis of the motion of the bundle in between linear pinning features reflects the underlying washboard hexagonal potential. Interestingly, motion within the bundle has two characteristic behaviors: a continuous displacement, and jumps between two configurations. During continuous displacement, the lattice disorders, accumulating stress, which is relieved when there is a collective jump in the displacement (figure 24). Bundles are thus elastic to some extent, and are able to distort without fully losing hexagonal symmetry.

In the same W-based thin films, the authors further observe thermally induced vortex de-pinning by imaging the changes in zero-field-cooled vortex arrangements induced with increasing temperature at different magnetic fields [63]. For example, at 1 T the thermal de-pinning of the lattice was observed at 1.5 K. To obtain this value, a sequence of 145 vortex lattice images was taken while increasing the temperature starting from 0.1 K in steps of 0.1 K. Figure 25 shows a set of representative vortex maps that illustrate the de-pinning transition. At 0.1 K, the lattice is distorted and its morphology is determined by the surface pinning at the linear features observed in the topography. Upon increasing temperature, the disorder in the lattice remains the same up to 1.5 K. At this temperature, vortices start moving and they rearrange to form an ordered hexagonal lattice above 1.6 K. The de-pinning transition is also observed in the temperature dependence of the angular distortion of the lattice (figure 25). The transition is sharp at this location, and leads to an increase in the radial correlation length $R_c$.

4.2.7. Other thin films. Several authors have observed the vortex lattice in Nb-based and in MoGe thin films. To obtain clean surface properties, authors evaporated a Au layer on top of a MoGe thin film [239, 240]. A disordered vortex lattice was observed. NbN caped with a Au film [241] also shows a disordered structure. More recent measurements in as-grown NbN again show disordered vortex lattices [242]. Interestingly, vortices were observed to vanish when studying ultra-thin films (of around 2 nm thickness), indicating that the core shows similar tunneling conductance features to those in the surrounding material [242]. Using deposition techniques in a UHV chamber connected to the STM, several authors have observed vortices in ultra-thin films. The authors of [243] developed a method to fabricate atomically flat superconducting surfaces in thin films and map the vortex distribution. Vortex nucleation has been traced in single-crystalline thin films and in nanosized Pb islands [68–75]. In those cases, pinning mechanisms are probably related to impurities, step edges or proximity effect issues.
Figure 24. In (a) we show the topography (top left panel), initial vortex lattice (top right panel), vortex trajectories (bottom left panel) and final vortex arrangement (bottom right panel). Data are taken using a normal tip of Au, and the images are of a size as shown in the bottom panel of (a), where we highlight the paths followed by a few representative vortices. In (b) we show the displacement as a function of the magnetic field (top panel) for several vortices. In the bottom panel we show four images, representing the ordered bundle, the stressed bundle with small sized motion of a few vortices in the bundle and stress release with motion of nearly all vortices in the image. Data and images from [61]. Copyright (2011) by The American Physical Society.

Figure 25. In (a) we show the topography on a W-based thin film, taken using a normal tip of Au at 1 T. (b) shows a distorted vortex lattice created after increasing the magnetic field during zero-field-cooling (at 0.1 K). (c) and (d) are images taken at 1.5 K and 1.6 K, respectively. In (f) we show the lattice angular distortion as measured in the Fourier transforms. Data and images from [63].

4.2.8. Summary. The collective behavior of vortices has been studied in bulk systems for hexagonal and square lattices, and in thin films with disordered vortex lattices. In bulk systems, motion is observed in large hexagonal or square bundles, influenced by the presence of pinning centers. Bundles move with respect to each other through dislocation gliding at their boundaries. In crystals, a tendency to disorder is observed when increasing temperature and magnetic field and approach-
ing the critical values, leading to a decrease in the size of the ordered bundles. Pinning properties compete with the underlying crystal symmetry.

In amorphous thin films, the surface is the only pinning mechanism and thus the situation is particularly well controlled. Systems with a disordered pinning landscape created through surface corrugation have characteristic length scales allowing the formation of bundles of 10–20 vortices. Generally, when vortex motion is produced on such a disordered lattice, the system reacts by leaving some vortices fixed. Others are mobile and give net motion [44, 86, 244–248]. Similar phenomena have been observed in many particle systems, and they are termed plastic de-pinning. The appearance of complex flow patterns, and their statistical behavior remains poorly understood. Near the threshold action needed to produce motion, macroscopic experiments show jumps between a state without fluctuations and a state allowing plastic motion [249, 250].

A most interesting situation should be created in thin films with a very weak and controlled surface corrugation. In that case, pinning should vanish giving access to uniquely study the compression of a hexagonal lattice at zero temperature. Experiments will reveal fundamental properties of zero temperature phase transitions which cannot be accessed otherwise.

4.3. Melting of the 2D vortex lattice

4.3.1. Introduction. The melting transition has been a central issue of debate within the experimental and theoretical scientific community since the early days of condensed matter physics [253]. The Lindemann criterion successfully describes melting in many systems [254, 255]. Microscopically, the 3D melting transition still lacks a widely accepted picture. 2D behavior is generally more tractable than 3D, and the phase diagram is fundamentally different [256]. Berezinskii, Kosterlitz and Thouless propose that 2D melting goes through the unbinding of pairs of topological defects, dislocations pairs [257, 258]. Halperin, Nelson and Young further describe the melting transition as a continuous two-step process, which is known as BKTHNY theory of the 2D melting [259, 260]. A relevant point is that long wavelength positional fluctuations make perfect order impossible in 2D, arbitrarily close to absolute zero in temperature. This was firstly proposed by Peierls and Landau during the 1930s [261, 262] and formally demonstrated by Mermin in 1967 [263]. Dislocation pairs are present in the 2D solid at all temperatures. When increasing temperature, they eventually start to unbind. The appearance of free dislocations destroys the quasi long-range translational order and leads to the formation of an hexatic phase which retains the orientational long-range order. The orientational order is lost at higher temperature at the transition between the hexatic and the isotropic liquid phase. This occurs when dislocations separate into their constituent disclinations. Disclinations are known as orientational defects since their presence in the 2D hexagonal lattice breaks the six-fold rotational symmetry. BKTHNY theory of the 2D melting took advantage of the renormalization group technique, which allowed a description of order–disorder transitions in the 2D xy model [264, 265].

2D melting has been reported in helium 4 thin films, Bose–Einstein condensates, Wigner crystals, colloids, molecular liquid crystals and unconventional plasmas [266–275]. The case of 2D vortex lattices is particularly interesting, because it occurs in a macroscopically ordered quantum state and the temperature and vortex density can be varied at will. Macroscopic measurements show dependences on temperature close to the resistive state that are compatible with BKTHNY [275, 276].

2D vortex lattices appear in layered compounds with no interlayer coupling [82, 277–279]. In these systems, until now, no STM observations of melting phenomena have been made. Vortices keep confined to the layers, and, although they can move freely within a layer, there is a magnetic interaction among layers [26, 225]. Thin films of amorphous superconductor provide an excellent testing bed for the 2D vortex lattice. The longitudinal correlation length $L_c$ is of the order of the magnetic penetration depth, which is always several hundreds of nm or above (figure 26). As the typical thickness is easily far below $L_c$, vortex lattices in many thin films behave as 2D lattices. Furthermore, as described above, the remaining pinning mechanism is the surface corrugation, which can be characterized directly by topographic imaging, and often controlled to some extent during fabrication. The direct visualization by STM of the melting transition in W thin films [63] therefore provides new understanding of 2D melting.

4.3.2. 2D vortex lattice melting. 2D vortex lattices are rather sensitive to thermal and quantum fluctuations as well as to deviations in vortex positions due to pinning [25, 26]. When increasing temperature, melting can appear. Melting is in competition with de-pinning because it involves a reduction of $R_c$. A useful parameter to understand the relevance of melting in 2D is the Levanyuk–Ginzburg number, LG. It describes the effect of fluctuations on this phase transition, by comparing the condensation energy in a correlated volume with the critical

![Figure 26. Thin films of amorphous or disordered material with thicknesses below 100 nm in most cases show a 2D superconducting lattice. The thickness is far below the longitudinal correlation length $L_c$, which is of the order of $\lambda$, typically well above several hundred nm. Vortex lattice melting occurs as in a 2D solid.](image-url)
Figure 27. In (a) we show an ordered vortex lattice at 1.2 K. When increasing the temperature to 1.9 K, a dislocation, highlighted by the orange and green circles, appears on the bottom of the image. Increasing further the temperature leads to a continuous transition into the isotropic liquid (f), going through a smectic-like phase with one-dimensional vortex motion (d) and (e). Images are taken using a normal tip of Au and have a lateral size of 220 nm. Data and images from [63].

Temperature [280, 281]:

\[
LG = \frac{1}{2} \left( \frac{k_B T_c(0)}{4\pi \mu_0 H_{c2}^2(0) \xi^3(0)} \right)^2 \approx 10^{-7} \frac{\kappa^4 T_c^2(0)}{H_{c2}(0)} .
\] (7)

LG is small in classical superconductors, but it can increase significantly in thin films with a reduced mean free path [282]. In the W-based FIB-deposited thin films, the mean free path is of a few nm and \( LG = 1.15 \times 10^{-4} \) [63]. This value is relatively high and comparable to the value found in some high-\( T_c \) materials, which means that there can be a small region, close to \( T_c \), where the 2D vortex lattice melts into a liquid.

In figure 27 we show results at 2 T. The authors identify four different vortex phases (figure 28). At the lowest temperatures (1.2 K in figure 27), vortices form a hexagonal ordered 2D vortex solid. At slightly higher temperature a free dislocation appears in the lattice, depleting the positional order. This signals the presence of the hexatic phase of BKTHNY theory. Thermally induced motion of vortices is further increased at higher temperatures. Vortices start moving preferentially along one of the high-symmetry directions of the lattice and form 1D striped arrangements of moving vortices. This is a new smectic-like phase.

At temperatures much closer to \( T_c \), vortices disappear from the images and homogeneous superconducting features, i.e. a slightly decreasing conductance close to zero bias, are found over the whole scanning area. This corresponds to the isotropic vortex liquid. Thermally excited motion is so large that the vortices are washed out at the time scale of imaging. The amplitude of the Bragg peaks in the Fourier transform of the conductance maps decreases when increasing temperature. In the isotropic liquid (figure 27), it reaches zero, whereas the spatially averaged superconducting signal in the conductance remains finite.

Figure 28. Phase diagram for the 2D vortex lattice. The low-temperature and higher-field part of the phase diagram, as well as the current axis, are still unknown. Data and images from [63].

It is particularly remarkable that the smectic-like phase coexists with solid (figure 27(d)) and liquid (figure 27(e)) phases. Sliding vortex phases have been predicted close to the melting temperature in different scenarios [277, 278, 283, 284], and can appear in the presence of periodic pinning which competes with vortex repulsion, or as a consequence of the interplay between disorder and the lattice symmetry.

Note that the conductance in the isotropic liquid phase is largely gapless, with a large amount of states at the Fermi level; still, there is a small dip at voltages of the order of the gap, which evidences superconducting correlations. The question about the nature of these correlations is interesting, because they are due to Cooper pairing in a highly fluctuating environment.

In other superconductors, in particular in the cuprate materials, the melting transition has been shown to be first order, with a discontinuous jump in the magnetization, transport and other properties [285, 286]. The continuous transition observed in thin films, as opposed to the first-order transition
of the cuprates, is a consequence of reduced vortex lattice dimensionality and the absence of the interlayer coupling found in layered crystalline systems. Monte Carlo simulations agree with this point [287].

5. Outlook

5.1. Liquid phases

The direct observation of vortices in liquid phases in [63] suggests imaging the vortex liquid as a future direction of work. In particular, the next step will be to make images involving a large number of vortices, in order to access exponents regarding positional and orientational correlation. STM will allow addressing the whole phase diagram, in particular crossover regimes at very low temperatures, and possibly gap structures above $T_c$.

Studying vortex physics when increasing disorder in a thin film towards the insulating phase is another promising avenue. Anderson’s theorem [288] shows that s-wave superconductivity is robust to moderate amounts of disorder created by defects or non-magnetic impurities. But if disorder is too strong, the superconductor can be eventually localized into an insulator. Early experiments showed that when the resistance of very thin Pb, Bi and Sn superconducting films increases above the quantum of resistance, it undergoes a zero-temperature transition into an insulator [289]. This behavior has been refined, with a wealth of new effects appearing when changing disorder level or magnetic field. One sound idea is that the transition occurs between pinned vortices with a condensate of Cooper pairs (superconductor) and a vortex condensate with localized Cooper pairs (insulator) [290, 291]. The latter would be a Bose quantum liquid, which has been addressed through many macroscopic experiments, yet without clear-cut direct microscopic observation. For instance, mirror reversal symmetric curves were observed in titanium nitride (TiN) and indium oxide (InO) films, with a critical current in the superconducting and a critical voltage in the insulating state [292–294]. The presence of a peculiar behavior of the magnetoresistance, which includes a giant peak, has been also associated with charge–vortex duality, as well as experimental evidence for Cooper pairs within the insulating phase [295]. At zero field, a strong suppression of quasiparticle peaks is observed [296–298].

5.2. Vortex core and collective behavior under an applied current

Recently, a new scanning mode, termed current drive STM, has been developed. It allows one to perform tunneling conductance imaging with an applied current through the sample [228, 229] (figure 29). This gives the possibility to study the moving lattice. The effect of a supercurrent on a vortex is not just the Lorentz force [299, 300]. The Lorentz force pushes vortices perpendicular the current, but vortices also feel forces from the pinning environment, a drag force due to interaction effects of the moving normal quasiparticles in the core, and a Magnus force from current flow. Vortices are not expected to move exactly perpendicularly to the applied current, but at an angle depending on the ratio between forces. At a macroscopic level, the frictional longitudinal part of the force leads to dissipation and a longitudinal voltage. The transverse component leads to a Hall effect. Many macroscopic measurements, mainly electric and thermal transport as well as thermodynamic studies, have addressed the problem of vortex motion [25, 26, 86, 301, 302]. Usually, the appearance of a voltage above a $\mu$V, is considered as the point where electrical dissipation sets in. Even if this voltage is small at
a macroscopic level, it implies motion of many vortices. An interesting question is to understand how this motion looks at the level of the individual vortices.

At very low temperatures, the experiments will allow the study of vortex jamming when increasing density [245]. Further, one can also switch the current on/off and look at vortex arrangements. In a disordered pinning potential at the right magnetic field, this can unjam and jam the vortex lattice. Both issues are of a wider relevance than vortex physics [303].

Another question to address using this technique is the current flow through the vortex. It has been shown that bound states inside the vortex cores can carry a current. To discuss this in simple terms, let us view conduction through a single Josephson junction between two equal superconductors. The Josephson current between both superconductors flows through the establishment of localized Andreev bound states at the junction [304]. These lead, at a finite bias voltage, through the establishment of localized Andreev bound states inside the vortex cores can carry a current. To carry a current flow through the vortex. It has been shown that both issues are of a wider relevance than vortex physics [303].

Further, one can also switch the current on/off and look at vortex arrangements. In a disordered pinning potential at the right magnetic field, this can unjam and jam the vortex lattice. Both issues are of a wider relevance than vortex physics [303].

We believe that high-field vortex structures in this material have not yet been fully explored. No core states have been observed, and the lattice can show disordering close to the peak effect regime or orientational changes due to Fermi surface symmetry [324, 331]. For instance, neutron scattering measurements on MgB$_2$ have given evidence for a continuous reorientation transition in the hexagonal vortex lattice on increasing the field perpendicular to the $ab$-plane [332]. This transition has been associated with the field-induced disappearance of superconductivity in the $\pi$-band, which is also consistent with a strong decrease of the scattered intensity observed along the transition. In particular, it has been suggested that the hexagonal vortex lattice rotates gradually by $30^\circ$ from an orientation dominated by the screening currents in the $\pi$-band to another favored by the $\sigma$-band in the field range between 0.5 and 0.9 T.

5.4. Topological superconductivity

Several theoretical calculations discuss the influence of the topological properties of the superconductor on the Andreev core states [333]. A truly 2D interface superconductor is analyzed, with 2D surface electrons behaving as massless Dirac fermions. When such a superconductor is brought on top of a topological insulator, and a vortex is nucleated in the superconductor [334, 335], the lowest energy state of the vortex core is brought to the Fermi level. Energy quantization becomes $E_n = n \delta$ instead of $E_n = (n + \frac{1}{2}) \delta$ (with $\delta \approx \frac{\Delta^2}{2m}$).

Related proposals are made for topologically non-trivial superconductors such as chiral $p_x \pm ip_y$ superconductivity. Few materials are known which could show such a superconducting behavior. Ferromagnetic superconductors with
triplet pairing show superconductivity at very high magnetic fields [40]. The symmetry of the wavefunction is to be determined. The material Sr$_2$RuO$_4$ has long been discussed as a candidate for a chiral p-wave superconductor [336]. Magnetic phase diagrams, thermal measurements and several angle-resolved and phase-sensitive experiments are compatible with a Fermi surface sheet dependent superconducting gap [336]. Residual values for the electronic density of states close to zero temperature are found in practically all thermal experiments, and are consistent with the opened gap observed in STM [337]. Vortices compatible with spin-triplet correlations have been observed using scanning SQUID microscopy [338, 339], although no vortices have been observed using STM [337, 340]. Recent work suggests a different approach to locate topological features at surfaces [341, 342]. The authors measure the Josephson effect in a system made of two asymmetric conical Pb nanostructures, joined by an atomic size neck with a small number of conduction channels. In a few cases they find that, above the critical field of Pb, the zero-bias current first drops and then increases again. This observation is difficult to reconcile with conventional BCS theory. Above the critical field, superconductivity in the conical nanostructures is gradually suppressed [92, 93, 120, 132, 134]. In [341, 342] it is proposed that a system with a small number of channels, a small magnetic field-induced Zeeman splitting and spin–orbit coupling can lead to gap opening with an odd number of bands crossing the Fermi energy. Further, if the Fermi energy, which depends on the geometry and environment of the junction, is located within the gap, topological superconductivity may arise in one of the conical nanostructures. In that case, at the boundary, a zero-energy resonance can form in one of the conical structures. The resonance can eventually hybridize with a conventional N–S Andreev resonance at the other conical structure. In the absence of coupling between the two conical structures, the resonance has all the features of Majorana fermions [333, 343–345].

The advantage of this proposal is its simplicity, and is thus promising for future work. The control over the environment of the junction can be improved by forming many conical structures, using methods described in [93, 120]. The work shows that a low number of separated conducting channels is favorable for the formation of anomalous local resonances.

5.5. Unconventional superconductivity

Other materials with strong correlations, such as heavy fermion materials UPt$_3$, CeCu$_2$Si$_2$, UBe$_{13}$ or CeCoIn$_5$ show unconventional reduced-symmetry superconductivity with singlet and triplet order parameter proposals with sign changes across different parts of the Fermi surface [141, 346]. In some heavy fermion materials, such as URu$_2$Si$_2$ or PrOs$_4$Sb$_{12}$, the superconducting gap has been characterized by scanning tunneling spectroscopy at zero magnetic field [127, 347]. The superconducting gap is nicely opened, although with low-energy excitations in PrOs$_4$Sb$_{12}$ and a weak V-shaped form in URu$_2$Si$_2$. The surface of CeCoIn$_5$ shows quasiparticle interference [211, 212], giving band dispersion compatible with unconventional anisotropic superconductivity. As discussed above, vortices have been observed, yet only in CeCoIn$_5$, with a four-fold core which is related to the gap anisotropy.

There are other systems where magnetism coexists with superconductivity, such as ErNi$_2$B$_2$C or TmNi$_2$B$_2$C [348]. The rare earths in these compounds possibly interact through exchange mediated by the superconducting electrons. Atomic resolution, and a structural transition from a hexagonal to a square lattice was observed in the vortex lattice of TmNi$_2$B$_2$C [169]. Gapless superconductivity was observed in ErNi$_2$B$_2$C [168]. Although these systems are believed to be s-wave superconductors, exotic vortex core behavior can appear due to the long-range magnetic order coexisting with superconductivity [39].

5.6. Nanostructures

The observation of vortex lattices in nanostructured superconductors has been made at low magnetic fields. At high fields, the vortex density increases and the intervortex interaction weakens [25, 26]. The vortex lattice softens and thus jams previously mobile vortex arrangements. This allows one to study the interplay between jamming and nanoscale geometry.

Technically, there are two challenges to address. First, to obtain nanostructures with enough surface quality to allow tunneling into them. Second, to be able to locate the nanostructures in situ and navigate across them. The first challenge has not been solved fully. Attempts with nanostructures fabricated using resin-based nanofabrication techniques and classical materials such as Al, Pb or Nb have been found to leave traces which make local tunneling difficult. An experiment aiming at studying small superconducting disks was reported in [349]. Some success has been obtained by combining STM and atomic force microscopy, the latter used to image and locate the nanostructures [350]. However, the tunneling junction is then not a vacuum junction, which makes it difficult to obtain proper imaging conditions.

Using deposition of stable materials and resin-free nanofabrication allows the design of structures with different geometries. Focused ion beam film deposition of superconducting thin films is an interesting route to create nanostructures for STM studies [220]. In figure 30 we show a vortex lattice image taken on a superconducting nanostructure. Using an in situ positioning mechanism [153], we have found an island containing only one single vortex hexagon, which matches perfectly to the size of the island. Proximity junctions were also studied in [351], observing the form of the tunneling conductance curves when crossing a N–S interface. Interestingly, the authors observe vortices close to the N–S interface, showing that the surface barrier for vortex entry is significantly reduced with a N layer in contact with the surface of the superconductor.

In nanostructures, multiquanta vortices can nucleate under appropriate conditions, as well as vortex–antivortex pairs [24]. This can significantly alter vortex core shapes. In principle, STM is insensitive to the size and direction of the magnetic field. Thus, it is generally assumed that this technique cannot be used to detect these structures. However, theoretical calculations show that the core-level Andreev structure is sensitive to
the phase winding properties around the core [177, 178]. Thus, core properties are expected to be different in multiquanta vortices and in vortex–antivortex pairs [177, 178, 183, 352].

To observe these features, nanostructuring of clean crystals with pronounced zero-bias anomalies at the core are needed. Experiments in 2H-NbSe$_2$ and related materials could lead to the observation of vortex–antivortex differences in the Andreev core-level structure.

Nanostructured superconductors are also expected to show interesting effects in the vortex arrangements of high-density lattices. Recently, a re-entrant superconducting behavior was found using transport measurements when increasing the magnetic field in nanostructures at magnetic fields above a tesla [227]. A suppression of the resistance of between four and seven orders of magnitude is observed in a wire and in a perforated thin film (figure 31). The resistance remains practically zero over a field range as large as a tesla. These observations lead to resistance variations which go in the same direction as the ubiquitous peak effect features measured in many systems [25, 26]. But the observed size is well above any previous observations of such an effect. Early work in long superconducting bridges [353, 354] shows that, in some cases, a Josephson effect re-appears at magnetic fields much higher than those expected from the material’s known properties, although still an order of magnitude below the field where re-entrance is reported in [227]. To explain the re-entrance of Josephson features, the authors of [353, 354] propose that the one-dimensional chain of vortices is stable to the action of a magnetic field and a current. Calculations are provided to support this proposal. The stability enhances the superconducting properties, and can be far stronger than pinning effects. In [227], the re-entrance of superconductivity is imposed in nanostructures by the presence of a small amount of confined vortices. Vortex mobility is reduced by confinement and core merging. The origin of the new effect is the establishment of dense vortex packings confined by surface superconductivity. Imaging should address this behavior, through patterning of appropriately sized structures in thin films. The unexpected reduction of the resistance is a result of the effect of geometry and surface properties of the superconductor on vortex transport. The observations show that vortex confinement can lead to a significant reduction of their motion.

Finally, nanostructures arise naturally in single- and few-layer systems of Pb, grown in UHV conditions. Pb grows as nanosized islands with internal voids and a circular structure whose geometry can be chosen among the many different islands which typically appear when imaging large surfaces. Very nice vortex nucleation and confinement experiments have been made in several experiments in these nanostructures [69, 70, 73–75]. Vortex confinement in [70], for instance, is related to the interplay between vortex nucleation and edge-circulating...
Interface superconductivity at the surface of layered TaSe$_2$. At the surface of TaSe$_2$, the Se–TaSe structures (right panels) arrange either in prisms or antiprisms, giving hexagonal or trigonal unit cells. The coordination of the transition metal atom is trigonal prismatic and octahedral, respectively. Accordingly, electronic properties are strongly modified. The authors find situations with hexagonal layers and large superconducting features (top panels), situations with trigonal layers and no superconductivity at all (middle panel) and situations where the layers have a mixed character (bottom panels). The latter shows the emergence of a remarkable zero-bias peak, highlighting anomalous superconducting properties. The zero-bias peak evolves along a 0.2 nm path from a Se atom to an intersite, into a shallow dip. Adapted from [366]. Copyright (2013) by The American Physical Society.

5.7. Van der Waals materials

2D superconducting behavior can have anomalous superconducting properties in van der Waals materials. It is an interesting development, which can possibly lead to anomalous vortex features. These have not yet been observed using STM nor scanning magnetic measurements. Nevertheless, we believe that it is useful to make a few comments about the recent advances in this field.

Layered systems have quasi-2D electronic correlations and often show Fermi surface tubes with practically small out-of-plane dispersion [357, 358]. Among these, the transition metal dichalcogenides, such as 2H-NbS$_2$, 2H-NbSe$_2$, 2H-TaS$_2$ and 2H-TaSe$_2$, have the advantage that they can be produced in high-quality single-crystalline form and their surface can be easily prepared through exfoliation. Furthermore, band structure calculations have been made in detail and compared to band dispersion photoemission measurements [359–361]. While the vortex lattice has been measured in 2H-NbS$_2$ and in 2H-NbSe$_2$, its properties are still unknown in 2H-TaS$_2$ and 2H-TaSe$_2$, where the layer separation is largest. Their low-temperature properties have been shown to be rather peculiar. 2H-TaS$_2$ shows in-plane anisotropic charge patterns which could produce interesting superconducting properties [362, 363]. 2H-TaSe$_2$ is the material of the series which has mostly marked two-dimensional properties. Further materials showing quasi-2D features are the diantimonides, such as LaSb$_2$ [364, 365]. The observation of vortices has not yet been achieved in the latter three systems (2H-TaS$_2$, 2H-TaSe$_2$ and LaSb$_2$), as the areas showing superconducting features are relatively small.

Isolated layers consisting of the molecular building blocks of these materials (e.g. TaSe$_2$) will open ways to obtain new superconductors. Their fabrication has been widely discussed in the literature and presents some unsolved challenges, as for instance the increase of the reactivity when approaching a few layers [358]. Creating heterostructures which isolate the 2D behavior of single layers or build up 2D interface electronic properties allows one to solve some of those problems. One way is to exfoliate the material and search...
for areas with surfaces of markedly different properties. This was accomplished in [366], where the authors have been able to find surfaces with single-layer superconducting behavior. \( T_c \) is considerably increased, from 150 mK to 1 K at the surface (figure 32). Furthermore, the bulk superconducting gap does not show up. Instead, a strong zero-bias anomaly, which is dependent on temperature and magnetic field, is observed [366]. No vortices have been observed yet in these structures. The way such an anomaly would evolve close to or inside a vortex is an intriguing question which may be addressed in future experiments.

6. Summary

We have reviewed experiments about the observation of the vortex lattice in real space at high magnetic fields. We have explained the experimental features and advances which have lead to improved resolution in vortex lattice imaging. We discuss imaging of the vortex core, which can, at present, be uniquely made using STM, and the collective behavior of the lattice. Challenging areas for future work include imaging zero temperature transitions of the vortex lattice, lead to improved resolution in vortex lattice imaging. We explained the experimental features and advances which have addressed in future experiments.
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