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ABSTRACT

We report on the mass-to-light ratio determination based on a newly selected binary galaxy sample, which includes a large number of pairs whose separations exceed a few hundred kpc. The probability distributions of the projected separation and the velocity difference have been calculated considering the contamination of optical pairs, and the mass-to-light (M/L) ratio has been determined based on the maximum likelihood method. The best estimate of the M/L in the B band for 57 pairs is found to be 28–36 depending on the orbital parameters and the distribution of optical pairs (solar unit: $H_0 = 50$ km s$^{-1}$ Mpc$^{-1}$). The best estimate of the M/L for 30 pure spiral pairs is found to be 12–16. These results are relatively smaller than those obtained in previous studies but are consistent with each other within the errors. Although the number of pairs with large separation is significantly increased compared with previous samples, the M/L does not show any tendency of increase but is found to be almost independent of the separation of pairs beyond 100 kpc. The constancy of the M/L beyond 100 kpc may indicate that the typical halo size of spiral galaxies is less than $\sim 100$ kpc.

Subject headings: galaxies: fundamental parameters — galaxies: kinematics and dynamics

1. INTRODUCTION

The mass of a galaxy is a fundamental quantity in understanding its dynamics and structure. Mass distribution in galaxies has been extensively studied with optical and HI rotation curves. Several studies have revealed that spiral galaxies have flat rotation curves even at the outermost observed points, indicating the existence of extended dark halos (e.g., Sancisi & van Albada 1987). The extent and total mass of dark halos are, however, not well understood and have yet to be studied in detail. For further investigation of extended halos, different approaches are required to trace the mass distribution beyond the HI disk, where rotation curves cannot be measured.

Binary galaxies are useful for the determination of the total mass or mass-to-light ratio (M/L) of galaxies, as stellar masses are measured from the motion of binary stars. Unlike stellar binaries, however, the total mass of an individual binary cannot be directly determined because of the long orbital periods. Instead, statistical treatment is necessary to obtain the average mass or M/L of the sample galaxies. Many efforts have been made to determine the M/L of binary galaxies statistically (e.g., Page 1952; Karachentsev 1974; Turner 1976a, 1976b; Peterson 1979a, 1979b; White 1981; van Moorsel 1987; Schweizer 1987; Chengalur, Salpeter, & Terzian 1993; Soares 1996). In binary galaxy studies, a careful selection of binary galaxies is very important, since the biases in selecting pairs should be corrected for to determine the mass or M/L. Turner (1976a) proposed well-defined selection criteria based only on the positions and magnitudes of galaxies. Later investigations (e.g., Peterson 1979a) also made use of similar selection criteria independent of radial velocities: so-called velocity-blind pairs. According to such velocity-blind selection criteria, two galaxies are regarded as a pair if they have no close companion compared with their projected separation. This velocity-blind selection criterion is simple and convenient for pair selection, but its problem is that the criterion could introduce a strong bias toward pairs with small separations; for pairs with wider separations, companion galaxies are searched for in a larger region, leading to the exclusion of widely separated pairs with higher probability. In fact, the average separations of selected pairs in these studies were 50–100 kpc (see Peterson 1979b). Since the dark halos could extend beyond this range, it is important to study binary galaxies further based on pairs with wider separations.

The other major problem of the velocity-blind sample is that the sample suffers from the contamination of “optical pairs,” which consist of two isolated galaxies projected closely by chance. In order to reduce the contamination of optical pairs, it is better to select binary galaxies based not only on the positions but also on the radial velocities. Fortunately, the number of radial velocity observations is rapidly increasing thanks to recent large-scale redshift surveys. Moreover, the observational uncertainty has been significantly reduced because of the recent development of observational instruments, which enables us to estimate the M/L with better accuracy compared with previous studies. Therefore, it is interesting to study binary galaxies again by utilizing such huge data.

For these reasons, in this paper we study the M/L of binary galaxies by making use of the NASA Extragalactic Database (NED). The plan of this paper is as follows. In §2 we will describe how to select widely separated pairs effectively while reducing the contamination of optical pairs. The selection criteria and the basic data for selected pairs will also be presented in this section. In §3 we will perform maximum-likelihood analysis based on the orbital models of binary galaxies and determine the M/L. We will also consider M/L dependence on galaxy type. Discussions on the dark halo extent will be given in §4.

2. SELECTION OF PAIRS

2.1. Basic Idea, Selection Criteria, and Sample

The observable quantities for the orbital motion of pairs are the projected separation, $r_p$, and the radial velocity difference, $v_r$. A set of $r_p$ and $v_r$ can be used to estimate the total mass of a pair through an estimator of mass: for
example, \( r_p^2 v_p^2 / G \). However, the mass of galaxies varies by about 3 orders of magnitude from dwarf galaxies to giant ellipticals. A better quantity that represents the mass of galaxies is the \( M/L \). The \( M/L \) of galaxies is expected to vary much less than the mass itself, and hence we focus on the \( M/L \) of pairs in this paper.

What can be obtained through binary galaxy analysis is the total mass—total light ratio of pairs, which is written as \((M_1 + M_2)/(L_1 + L_2)\), but in the rest of this paper we denote this ratio as \( M/L \) for simplicity. Note that if \( M_1/L_1 = M_2/L_2 \), the total \( M/L \) is equal to \( M_1/L_1 \) and \( M_2/L_2 \). For convenience in the \( M/L \) estimate, we define the luminosity-corrected separation, \( R_p \), and the luminosity-corrected velocity difference, \( V_p \), as

\[
R_p \equiv r_p / L^{1/3} ,
\]

\[
V_p \equiv |v_p| / L^{1/3} .
\]

A combination of \( R_p \) and \( V_p \) can give an estimator of the \( M/L \) of pairs. This estimator, which we call the projected \( M/L \), is defined as

\[
\left( \frac{M}{L} \right)_p \equiv \frac{r_p v_p^2}{2 G L} = \frac{R_p V_p^2}{2 G} .
\]

If a bound pair of galaxies are separated so widely that they can be approximated as two point masses, the law of energy conservation gives

\[
\frac{r v^2}{2 G L} \leq \frac{M}{L} ,
\]

because the total energy for a bound pair is always negative. A combination of equation (3) with the inequality in equation (4) gives

\[
(M/L)_p \leq 2(M/L) .
\]

If all pairs are bound and have the same \( M/L \), the binary populations in the \( R_p-V_p \) phase space lie below the envelope, which corresponds to \( 2(M/L) \). In practice, the number of pairs is limited and is insufficient to see the true envelope corresponding to \( 2(M/L) \) in the \( R_p-V_p \) space. Detailed calculations of probability distribution show that pairs are likely to concentrate to small \( V_p \) and thus smaller \((M/L)_p \) because of the projection effect (e.g., Noerdlinger 1975). We will discuss this in a later section by calculating the probability distribution based on a Monte Carlo simulation. In any case, the pair distribution in the \( R_p-V_p \) phase space can be used for testing whether bound pairs are efficiently selected: while bound pairs are likely to have small \( V_p \), optical pairs could have an extremely high \( V_p \) and \((M/L)_p \).

Here we describe the selection criteria for pairs. For convenience, we define the total luminosity of a pair normalized with \( 10^{10} L_\odot \) in the \( B \) band as \( L_{10} \equiv (L_1 + L_2)/(10^{10} L_\odot) \). Note that this luminosity roughly corresponds to that of the Milky Way. We redefine \( R_p \) and \( V_p \), normalizing with luminosity \( L_{10} \), as

\[
R_p = \frac{r_p}{L_{10}^{1/3}} \text{ (kpc)} ,
\]

\[
V_p = \frac{|v_p|}{L_{10}^{1/3}} \text{ (km s}^{-1}) .
\]

As the first step of pair selection, we have to select a pair of galaxies that are relatively close to each other in both the sky plane and redshift space so that they are likely to be bound. Since the average separations in previous studies were around 100 kpc and we are interested in widely separated pairs, we set the maximum projected separation of a pair in the sky plane as (criterion 1)

\[
R_p \leq 400 \text{ kpc} .
\]

The maximum velocity difference must also be large enough to include pairs orbiting around each other at high velocity. Since galaxies as luminous as \( 10^{10} L_\odot \) have rotation velocity of \( \sim 200 \text{ km s}^{-1} \), the velocity difference of a pair could be as high as a few hundred km s\(^{-1}\). Hence we set the maximum velocity difference of pairs as (criterion 2)

\[
V_p \leq 400 \text{ km s}^{-1} .
\]

Note that the radial velocity difference is usually quite small compared with the true velocity difference because of the projection effect (Noerdlinger 1975). Thus physical pairs are unlikely to have larger radial velocity differences than the maximum value given above.

The observational data set cannot be complete to faint galaxies, and hence we limit the application of our analysis to sufficiently bright galaxies. Since nearby galaxies are cataloged almost completely down to 15.5 mag (e.g., de Vaucouleurs et al. 1991), we set a criterion for the \( B \)-band magnitude as (criterion 3)

\[
m_{1+2} \leq 15.0 \text{ mag} .
\]

and also set an upper limit for the total magnitude of a pair in the \( B \) band, \( m_{1+2} \), as (criterion 4)

\[
m_{1+2} \leq 13.5 \text{ mag} .
\]

In order for selected pairs to be likely to be bound, pair galaxies must be well isolated. We regarded two galaxies as a pair if all of its companion galaxies brighter than \( m_{1+2} + 2 \) mag satisfy both (criteria 5 and 6)

\[
\frac{r_1}{L_{10}^{1/3}} \geq a 400 \text{ kpc} ,
\]

\[
\frac{|v_1|}{L_{10}^{1/3}} \geq b 400 \text{ km s}^{-1} .
\]

Here \( r_1 \) and \( v_1 \) are the projected separation and the radial velocity difference of ith companion galaxy with respect to the luminosity center of the pair. Note that we set the lower limit of the total magnitude \( m_{1+2} \) to be 13.5 mag (criterion 4). The faintest galaxies that should be considered are hence at 15.5 mag, to which magnitude galaxies are cataloged almost completely.

Parameters \( a \) and \( b \) determine the volume for companion search and so the degree of isolation. Note that the volume depends only on the total luminosity of a pair, \( L_{10} \), and is independent of the separation, \( R_p \), of a pair. Therefore, as far as pairs with the same luminosity are concerned, companions are searched for in the same volume, and thus the criterion does not introduce bias toward pairs with small separations. We set \( b = 1.5 \) throughout this paper but tested three values of \( a (1.5, 2.0, \text{ and } 2.5) \) in order to seek a value for effective selection of bound pairs.

We applied criteria described above to the sample of galaxies compiled for this study using the NED. The sample consists of bright, nearby galaxies with redshifts less than 4500 km s\(^{-1}\). The upper limit for redshift is introduced...
because the number of bright pairs that satisfy criteria 3 and 4 becomes small at large redshift. The data for positions, heliocentric velocities, and the B-band magnitudes were mainly taken from the NED and supplied by the RC3 catalog (de Vaucouleurs et al. 1991). The distances to the pairs are obtained using the redshift of the luminosity center ($H_0 = 50\, \text{km s}^{-1}\text{Mpc}^{-1}$ is assumed). In order to avoid the error in distance due to the local deviation from Hubble flow, galaxies with redshifts smaller than 1000 km s$^{-1}$ are likely to be field binary galaxies. Galaxies with $b \leq 20^\circ$ are also excluded from the sample, since objects at low Galactic latitude may be significantly obscured by Galactic extinction. The sample we compiled consists of 6475 galaxies with magnitude brighter than 15.5 mag and redshift between 1000 and 4500 km s$^{-1}$. The uncertainty in the magnitude is typically 0.2 mag, which leads to the uncertainty in $L$ of 20%. The corrections for intrinsic absorption and Galactic extinction were made according to de Vaucouleurs et al. (1991).

The sample is, of course, incomplete in terms of redshift because redshift measurements were not made for all galaxies. This incompleteness leads to possible misidentification of pairs if the criteria described above are applied only to a sample of redshift-known galaxies. To correct for the effect of redshift incompleteness, primary binary candidates were first searched in the sample of redshift-known galaxies, then a redshift-blind search was performed for the primary binary candidates. If there is any redshift-unknown companion that is brighter than $m_{1,2} + 20$ mag and is so close to the pair that criterion 5 is violated, the pair was rejected from the binary candidates. About 30% of the pairs in the primary binary candidates were rejected through this procedure.

The sample of binary galaxies after the correction for the redshift incompleteness still contains some pairs that are not appropriate for this study. For instance, the basic data for the analysis, such as $v_p$, $m_1$, and $m_2$, could be quite uncertain for some pairs. In particular, the uncertainty in the radial velocity is crucial for $M/L$ determination, as the $M/L$ estimator depends on $V_p^2$. Therefore, if redshift uncertainty is not reported for any of the two galaxies of pair, the pair is excluded. This process reduced the number of pairs by 7%. If the magnitude uncertainty and the absorption-corrected magnitude are not available, the pair is also excluded, and in this process 7% of the primary binary candidates were rejected. Moreover, a galaxy could appear in the binary sample twice or more with different partner. This can happen if one of pair galaxies is a bright galaxy, like the cD galaxy, and has several companion galaxies around it. In this case, however, these galaxies should be regarded as clusters or groups rather than binary galaxies. Therefore, we also excluded possible clusters or groups of galaxies that appear in the binary sample twice or more. We found only two possible groups in the primary binary candidates.

2.2. Results

Figure 1 shows the distribution of selected binary galaxies in the $R_p-V_p$ phase space. Two cases for the isolation parameter, $a = 1.5$ and 2.5, are shown. The number of selected pairs is 109 and 57, respectively. In the case of $a = 1.5$, the pairs in the $R_p-V_p$ space shows only weak concentration toward small $V_p$, and a large number of galaxies have high $(M/L)_p$, exceeding a few hundred $M_\odot/L_\odot$. Even if their true $M/L$ is a few hundred, it is unlikely that so many galaxies appear to have so large $(M/L)_p$ in the projected phase space, as $(M/L)_p$ is expected to be significantly smaller than the true $M/L$ because of the projection effect (Noerdlinger 1975; see also § 3). This indicates that they are probably optical pairs, and the degree of isolation is not strong enough to select bound pairs effectively. On the other hand, for $a = 2.5$ the concentration of pairs to $V_p = 0$ is much more clear than for $a = 1.5$. Most of the 57 pairs are distributed below $(M/L)_p = 20$ in solar units, and there are only few galaxies that have a high $(M/L)_p$. This correlation
TABLE 1

Data for 57 Pairs in Sample 1*

| Galaxy 1/2 (1) | $l$ (2) | $b$ (3) | $v$ (4) | Error (5) | Type (6) | $B_T^0$ (7) | $R_p/V_p$ (8) | (ML)$_p$ (9) |
|---------------|---------|---------|---------|-----------|----------|------------|------------|---------|
| UGC 09979     | 7.15669 | 41.11299| 1964    | 4         | IBm      | 14.1       | 112.3      | 3.1     |
| UGC 09977     | 7.34298 | 41.32238| 1912    | 7         | Sc       | 12.3       | 34.6       |         |
| IC 5039       | 14.34336| -36.06980| 2702   | 9         | Sbc      | 12.2       | 71.0       | 0.11    |
| IC 5041       | 14.54354| -36.10351| 2720   | 1         | Sd       | 12.5       | 8.2        |         |
| ESO 467-G051  | 20.84734| -57.38888| 1718   | 37        | Sb       | 13.8       | 63.7       |         |
| NGC 7185      | 33.43996| -51.06980| 1838   | 27        | S0       | 13.1       | 100.9      | 7.5     |
| NGC 7188      | 33.73830| -51.13945| 1767   | 40        | SBbc     | 13.5       | 56.6       |         |
| NGC 6460      | 45.54822| 22.56971| 3348   | 10        | Sed      | 12.9       | 52.7       | 7.6     |
| NGC 6458      | 45.55883| 22.64777| 3200   | 57        | S0       | 13.8       | 79.1       |         |
| NGC 5798      | 46.3244 | 62.22856| 1788   | 5         | Im       | 13.5       | 200.0      | 1.1     |
| NGC 5789      | 46.88584| 62.46777| 1805   | 5         | Sdm      | 14.0       | 15.5       |         |
| NGC 6484      | 49.52392| 23.41801| 3114   | 6         | Sb       | 12.7       | 271.0      | 1.8     |
| UGC 11029     | 49.68616| 22.97182| 3146   | 8         | SBd      | 13.9       | 16.9       |         |
| NGC 6429      | 49.76714| 25.35371| 3366   | 36        | SBa      | 13.3       | 119.3      |         |
| NGC 6427      | 49.87848| 25.49857| 3230   | 30        | S0       | 14.0       | 79.4       |         |
| NGC 7444      | 56.18126| -60.31009| 3167   | 62        | SB0      | 13.7       | 17.6       | 12.5    |
| NGC 7443      | 56.22548| -60.29534| 3474   | 62        | SB0      | 13.4       | 175.0      |         |
| ARP 314, NED 01 | 68.74083 | -54.24128 | 3637   | 0         | Sbc      | 13.3       | 21.4       | 0.17    |
| ARP 314, NED 02 | 68.74459 | -54.23730 | 3673   | 0         | SBcd     | 13.5       | 18.6       |         |
| NGC 7723      | 69.23714| -67.90328| 1875   | 8         | SBB      | 11.6       | 200.0      | 3.4     |
| NGC 7727      | 70.94518| -67.61497| 1814   | 17        | Sa       | 11.2       | 27.0       |         |
| NGC 5899      | 69.39577| 57.21667| 2562   | 5         | Sc       | 11.8       | 69.2       | 0.97    |
| NGC 5900      | 69.67820| 57.16758| 2511   | 8         | Sb       | 14.0       | 24.6       |         |
| NGC 7576      | 73.74108| -58.30808| 3574   | 20        | S0       | 13.6       | 95.4       | 6.6     |
| NGC 7585      | 74.07317| -58.36020| 3447   | 14        | S0       | 12.2       | 54.8       |         |
| NGC 7537      | 82.76095| -50.66105| 2674   | 4         | Sbc      | 12.7       | 19.7       | 0.001   |
| NGC 7541      | 82.83982| -50.65203| 2678   | 7         | SBbc     | 11.6       | 1.7        |         |
| NGC 7714      | 88.21568| -55.56407| 2798   | 1         | SBb      | 12.6       | 17.9       | 0.10    |
| NGC 7715      | 88.26734| -55.57940| 2770   | 17        | Im       | 13.9       | 15.6       |         |
| NGC 7743      | 96.96632| -49.52529| 1710   | 5         | SBO      | 12.2       | 298.4      | 8.4     |
| NGC 7742      | 97.43448| -48.74995| 1653   | 5         | Sb       | 12.3       | 34.8       |         |
| NGC 5198      | 104.11928| 69.01747| 2533   | 25        | E1       | 12.7       | 155.9      | 15.4    |
| NGC 5173      | 104.80501| 69.21355| 2419   | 9         | E0       | 13.1       | 65.2       |         |
| NGC 5322      | 110.27949| 55.49482| 1915   | 51        | E3       | 11.0       | 247.0      | 17.7    |
| NGC 5308      | 111.25007| 54.87543| 2041   | 31        | S0       | 12.5       | 55.5       |         |
| NGC 4814      | 121.93990| 58.77272| 2517   | 3         | Sb       | 12.2       | 200.3      | 0.031   |
| UGC 08040     | 122.12000| 58.34582| 2522   | 35        | S        | 13.3       | 2.6        |         |
| NGC 3329      | 131.69266| 38.08016| 1812   | 40        | Sb       | 12.7       | 60.9       | 1.9     |
| UGC 05841     | 131.76851| 38.18714| 1766   | 10        | SBCc     | 14.4       | 36.3       |         |
| NGC 2336      | 133.95754| 28.21622| 2204   | 1         | Sbc      | 10.6       | 93.7       | 7.6     |
| IC 0467       | 134.29345| 28.37813| 2042   | 5         | Sc       | 12.2       | 59.3       |         |
| NGC 0450, NED 01 | 136.33186 | -63.10396 | 1758   | 10        | Sed      | 12.0       | 285.4      | 58.1    |
| NGC 0448      | 136.56095| -63.86480| 1917   | 22        | S0       | 12.8       | 93.7       |         |
| Galaxy 1/2 | (1) | \(l\) | (2) | \(b\) | (3) | \(v\) | (4) | Error | (5) | Type | (6) | \(\rho_p^2\) | (7) | \(R_p/V_p\) | (8) | \((M/L)_p\) | (9) |
|----------|-----|-----|-----|-----|-----|-----|-----|------|-----|------|-----|----|----|-----|-----|------|-----|
| NGC 3392 | 140.52552 | 47.03197 | 3275 | 56 | E | 14.7 | 32.0 | 3.7 |
| NGC 3394 | 140.59529 | 47.04460 | 3403 | 56 | Sc | 12.9 | 70.5 |
| NGC 3225 | 152.1207 | 49.86519 | 2134 | 7 | Sd | 12.9 | 346.9 | 0.050 |
| NGC 3182 | 152.68723 | 49.21942 | 2130 | 50 | Sa | 12.9 | 84.5 |
| NGC 1134 | 163.28886 | 40.08859 | 3651 | 3 | S | 11.9 | 82.1 | 1.6 |
| IC 0267 | 163.45691 | 40.20116 | 3574 | 5 | SBb | 13.2 | 29.2 |
| UGCA 154 | 161.82956 | 42.87053 | 2203 | 10 | Pec | 14.6 | 267.3 | 44.3 |
| UGC 04906 | 164.39119 | 43.09495 | 2322 | 50 | Sa | 12.9 | 84.5 |
| NGC 2798 | 179.52927 | 44.29794 | 1726 | 12 | SBa | 12.5 | 117.2 | 0.13 |
| NGC 2799 | 179.53642 | 44.32352 | 1755 | 17 | SBm | 13.7 | 21.6 |
| UGC 04867 | 181.09286 | 43.07788 | 2496 | 7 | Sd | 14.5 | 361.9 | 10.1 |
| NGC 2782 | 182.15100 | 43.67783 | 2562 | 5 | Sa | 12.0 | 34.6 |
| NGC 1266 | 183.66838 | -47.50742 | 2194 | 36 | SB0 | 13.7 | 216.6 | 389.0 |
| NGC 1253 | 183.69053 | -48.17744 | 1710 | 5 | Scd | 11.6 | 278.2 |
| NGC 1172 | 197.48362 | -57.35391 | 1669 | 8 | E | 12.6 | 362.8 | 131.7 |
| MCG-03-08-057 | 198.76815 | -57.99054 | 1490 | 56 | Sd | 12.6 | 125.1 |
| NGC 2480 | 197.58757 | 24.47502 | 2345 | 1 | Sc | 14.0 | 10.5 | 0.021 |
| NGC 2481 | 197.60698 | 24.47938 | 2332 | 10 | S | 13.1 | 9.2 |
| NGC 3032 | 199.01143 | 50.67185 | 1533 | 5 | S0 | 12.9 | 316.7 | 9.1 |
| NGC 3026 | 200.1449 | 50.30532 | 1490 | 4 | Im | 13.1 | 35.1 |
| NGC 1199 | 199.17953 | -57.26433 | 2570 | 5 | E3 | 12.2 | 238.2 | 2.2 |
| NGC 1209 | 199.64278 | -56.74246 | 2614 | 20 | E6 | 12.3 | 20.0 |
| UGC 04375 | 201.03948 | 29.72149 | 2059 | 10 | Sc | 12.5 | 71.1 | 0.15 |
| NGC 2577 | 201.12029 | 29.58181 | 2074 | 23 | S0 | 13.3 | 9.5 |
| NGC 3900 | 209.80702 | 76.14562 | 1798 | 5 | S0 | 12.2 | 234.2 | 0.81 |
| NGC 3912 | 212.15579 | 76.30116 | 1779 | 7 | Sb | 13.0 | 12.2 |
| NGC 2872 | 220.53084 | 39.36259 | 3014 | 36 | E2 | 12.6 | 10.5 | 24.6 |
| NGC 2874 | 220.55089 | 39.37686 | 3775 | 4 | SBbc | 12.5 | 317.6 |
| NGC 2962 | 229.99593 | 39.66905 | 1966 | 6 | S0 | 12.6 | 258.1 | 14.3 |
| NGC 2966 | 230.76107 | 39.68492 | 2044 | 7 | SB | 12.8 | 48.9 |
| MCG-02-25-013 | 245.46762 | 31.24506 | 2697 | 9 | Sd | 13.8 | 286.7 | 1.7 |
| NGC 2979 | 245.82774 | 30.93178 | 2720 | 15 | Sa | 13.6 | 15.9 |
| NGC 0986 | 248.69053 | -65.63995 | 2005 | 7 | SBB | 11.5 | 110.6 | 263.7 |
| NGC 986A | 249.41163 | -65.69952 | 1399 | 27 | SBdm | 14.4 | 320.6 |
| NGC 2993 | 249.70615 | 28.78097 | 2311 | 4 | Sa | 12.2 | 20.6 | 1.51 |
| NGC 3872 | 250.76972 | 69.64773 | 3186 | 27 | E5 | 12.6 | 177.3 | 6.3 |
| UGC 06758 | 251.52328 | 69.85921 | 3108 | 1 | S | 13.6 | 39.1 |
| NGC 3145 | 252.98249 | 34.36711 | 3652 | 6 | SBBc | 11.8 | 74.4 | 3.6 |
| NGC 3143 | 253.08546 | 34.24415 | 3536 | 62 | SBB | 14.5 | 45.4 |
| ESO 122-IG002 | 267.98552 | -24.22420 | 2744 | 18 | S | 14.5 | 28.3 | 1.1 |
| ESO 122-IG001 | 268.04254 | -24.23429 | 2669 | 30 | Sbc | 12.3 | 40.9 |
| ESO 378-G003 | 284.78942 | 23.37544 | 3023 | 10 | Sc | 13.1 | 161.9 | 1.4 |
| NGC 3706 | 285.07485 | 23.63002 | 2977 | 14 | S0 | 11.9 | 19.5 |
between $R_p$ and $V_p$ is naturally explained if the separation of pairs is larger than the extent of halos so that the pairs can be approximated as point masses (but note that even in case of extended halo such an envelope would appear in the projected phase-space-like point-mass cases; see Soares 1990). In the rest of this paper we use the binary galaxy sample selected with $a \leq 1.5$ and 2.5 for the $M/L$ determination. We call the sample selected with $a \leq 2.5$ sample I and the one selected with $a \leq 1.5$ sample II. Table 1 summarizes the basic data for the 57 pairs in sample I.

3. $M/L$ DETERMINATION

In this section we estimate the $M/L$ of the sample pairs selected above. We construct the orbital models for physical pairs and calculate the probability distribution of pairs in $R_p$-$V_p$ phase space, considering the contamination of optical pairs. Then we compare the models with the observational data and determine the $M/L$ based on maximum-likelihood analysis.

3.1. Distribution of Bound Pairs

We construct models for orbital populations of binaries. For simplicity, binary galaxies are treated as point masses in the following analysis. As can be seen in Figure 1b, pairs show a strong concentration toward a small $V_p$ in the $R_p$-$V_p$ space, which is expected from the point-mass assumption. Further tests for validity of the assumption will be made in the next section.

A sample of a well-mixed binary population satisfies the Jeans equation (Binney & Tremaine 1987),

$$\frac{d(lv^2)}{dr} + 2\beta \bar{v}_r^2 = - \frac{GM}{r^2} v .$$

(8)

Here $v$ denotes the separation distribution of pairs, and $\beta$ is the anisotropy parameter defined as

$$\beta = 1 - \frac{\bar{v}_\theta^2}{\bar{v}_r^2} ,$$

(9)

where $\bar{v}_\theta$ and $\bar{v}_r$ denote each component of velocity ellipsoids. Note that $\beta = -\infty$ for circular orbits, $\beta = 0$ for isotropic orbits, and $\beta = 1$ for radial orbits. We may rewrite equation (8) by normalizing with luminosity as

Note—Cols. (2)–(7) are basic data for each galaxy. Col. (8) shows the luminosity-corrected separation on the top and the velocity difference on the bottom (eqs. [6] and [7]). Col. (9) shows the projected $M/L$.
*a Data arranged in pairs. Top row gives data for galaxy 1 and bottom row for galaxy 2.

### Table 1—Continued

| Galaxy 1/2 | (1) | $l$ | (2) | $b$ | (3) | $\nu$ | (4) | Error | Type | (5) | (6) | $R_p/V_p$ | (8) | $(M/L)_p$ | (9) |
|------------|-----|-----|-----|-----|-----|-------|-----|-------|------|-----|-----|-----------|-----|------------|-----|
| NGC 4428   | 292.75329 | 54.22928 | 2993 | 8  | Sc  | 12.8 | 59.6 | 0.015 |
| ESO 079-G002 | 306.38752 | -52.60737 | 2756 | 27 | SBd | 13.0 | 65.0 | 7.8   |
| ESO 079-G003 | 306.40743 | -52.74266 | 2616 | 10 | SBB | 12.5 | 71.9 |       |
| NGC 7125   | 332.32200 | 44.63784 | 3148 | 1  | Sc  | 12.4 | 47.0 | 5.6   |
| ESO 512-G018 | 333.13739 | 31.75155 | 3488 | 20 | Sa  | 12.5 | 4.5  | 0.97  |
| IC 4721    | 333.14231 | 31.74347 | 3734 | 10 | SBCd | 12.5 | 84.3 |       |
| IC 5328B   | 333.14231 | 31.74347 | 3734 | 10 | SBCd | 12.5 | 84.3 |       |
| IC 4720    | 336.79652 | -20.74848 | 2245 | 9  | Sc  | 11.3 | 48.9 | 8.1   |
| ESO 287-G009 | 338.34571 | -66.22624 | 3091 | 10 | E   | 12.2 | 46.1 |       |
| ESO 287-G013 | 339.90078 | -38.73486 | 3402 | 6  | S0  | 12.6 | 20.3 |       |
| IC 4888    | 343.40302 | -29.37685 | 2490 | 100 | S0  | 14.5 | 56.7 | 0.45  |
| IC 4889    | 343.53824 | -29.42112 | 2526 | 20 | E5  | 11.9 | 18.4 |       |
| ESO 512-G018 | 349.80657 | 43.32280 | 2010 | 41 | E0  | 11.9 | 208.9 | 9.6   |
| MCG-01-38-014 | 349.89844 | 43.88032 | 2095 | 3  | Sdm | 12.6 | 44.4 |       |
| NGC 5916   | 349.89844 | 43.88032 | 2095 | 3  | Sdm | 12.6 | 44.4 |       |
| NGC 5915   | 349.90444 | 35.74474 | 2273 | 4  | SBAb | 12.0 | 15.2 |       |
| NGC 5012   | 351.35799 | 83.78549 | 2619 | 5  | Sc  | 12.3 | 130.8 | 1.3  |
| UGC 08290  | 352.33491 | 83.54513 | 2581 | 5  | Sm  | 14.0 | 20.8 |       |
| ESO 287-G009 | 353.65262 | -44.73470 | 2715 | 9  | Sbc | 13.4 | 236.7 | 0.0   |
| ESO 287-G013 | 354.13751 | -45.11190 | 2715 | 5  | Sc  | 12.1 | 0.0  |       |

### Note
*Cols. (2)–(7) are basic data for each galaxy. Col. (8) shows the luminosity-corrected separation on the top and the velocity difference on the bottom (eqs. [6] and [7]). Col. (9) shows the projected $M/L$. 
*a Data arranged in pairs. Top row gives data for galaxy 1 and bottom row for galaxy 2.
where \( R = r/L^{1/3} \) and \( V_2^2 = v_2^2/L^{1/3} \). Note that they are the true separation and velocity, not the projected ones.

For the separation distribution, \( v \), we also assume a power law with an inner cutoff radius, \( R_{\text{min}} \):

\[
v(R) \propto R^{-\gamma} \quad \text{for} \quad R \geq R_{\text{min}}.
\]

We introduced the cutoff radius because galaxies have finite sizes, and pairs that are too close are not likely to exist. The model used here is, therefore, not exactly a scale-free model.

In order to model the distribution of pairs, one should choose suitable values for parameters \( \beta, \gamma \), and \( R_{\text{min}} \). The parameters related to the separation distribution are obtained directly from observed separation distribution, because the probability distribution for projection effect can be written analytically as

\[
p[R_p | R] = \frac{2R_p}{\pi R (R^2 - R_p^2)^{1/2}} \quad \text{(for} \quad R_p \leq R) .
\]

We compared the separation distribution of observed and model pairs and obtained the best-fit values \( \gamma = 2.6 \) and \( R_{\text{min}} = 10 \) kpc. In the rest of this paper, we adopt these best-fit values for \( \gamma \) and \( R_{\text{min}} \) but note that the results are not sensitive to changes in the assumed values. Once the separation distribution is obtained, the distribution of the velocity difference is obtained by solving the Jeans equation (eq. [8]). Then one can calculate the probability distribution of pairs in the \( R_p V_p \) phase space, \( p_{\text{bin}}[R_p, V_p | (M/L)] \), by taking the projection effect into consideration.

### 3.2. Selection Bias and Contamination of Optical Pair

In addition to the orbital models for true pairs, here we consider the selection effect for pairs and the contamination of optical pairs. As was described in the previous section, the isolation criteria are independent of the separation or velocity difference of pairs, and hence the sample is free from biases both for the separation in the sky plane and the separation along the line of sight. The isolation criteria, however, may cause possible exclusion of true pairs because of chance projection of another companion galaxy that is not physically related to the pair. According to the isolation criteria, the maximum velocity difference of a pair is \( \sim 400 \) km s\(^{-1}\) for galaxies with \( L \sim 10^{10} L_\odot \). Therefore, a system of a true pair plus any foreground or background galaxy at a distance within 8 Mpc of the pair cannot be regarded as a true pair because criterion 6 is violated (H\(_0 = 50 \) km s\(^{-1}\) Mpc\(^{-1}\) assumed). Unfortunately, there is no way to determine whether the observed velocity difference of two galaxies is due to Hubble flow or binary orbital motion, so this kind of exclusion of true pairs is unavoidable. Furthermore, two galaxies that are separated well along the line of sight and are not physically associated could be regarded as a pair because of misidentification of the redshift as binary orbital motion. For these reasons, the sample selected in the present paper is far from perfect but likely to contain unphysical pairs, which would lead to wrong estimates of the \( M/L \). Therefore, the exclusion of true pairs and the contamination of optical pairs must be taken into consideration for \( M/L \) determination.

Fortunately, the possibility of true-pair exclusion is independent of \( R_p \) or \( V_p \), as the selection criteria do not depend on them. Hence the probability distribution of pairs in \( R_p V_p \) space, which is to be compared with the observed pairs, can be expressed as

\[
p[R_p, V_p | M/L, f] = p_{\text{bin}}[R_p, V_p | (M/L)]
\]

\[
+ (1 - f)p_{\text{opt}}[R_p, V_p] ,
\]

where \( f \) is a constant corresponding to the fraction of true pairs out of observed pairs. Clearly the first term on the right side expresses the contribution of true binaries, and the second term describes the contamination from optical pairs. Probabilities \( p_{\text{bin}}, p_{\text{opt}} \), are normalized so that

\[
\int \int p \, dR_p \, dV_p = \int \int p_{\text{bin}} \, dR_p \, dV_p = \int \int p_{\text{opt}} \, dR_p \, dV_p = 1 ,
\]

where the integrations are performed from 0 to 400 kpc for \( R_p \) and from 0 to 400 km s\(^{-1}\) for \( V_p \).

The possibility of misidentification of optical pairs is proportional to the number density of galaxies. It is generally known that the distribution of galaxies in the universe is not uniform but shows strong clustering, which is usually described in terms of the two-point correlation function (e.g., Peebles 1993). With this function the probability distribution of optical pairs in the \( R_p V_p \) phase space can be written as

\[
p_{\text{opt}}[R_p, V_p] \, dR_p \, dV_p \propto [1 + \xi(r)] R_p dR_p dV_p ,
\]

where \( \xi(r) \) is the two-point correlation function, and this is usually written in the form,

\[
\xi(r) = \left( \frac{r_0}{r} \right)^q .
\]

The two-point correlation function is determined well in the 10 Mpc scale but less certain in the 1 Mpc scale. Hence in the following analysis we consider two cases: the no-clustering case, with \( q = 0 \), and the clustering case, with \( q = 1.8 \) and \( r_0 = 10 \) Mpc (Peebles 1993), to see how the \( M/L \) estimates depend on the clustering effect. The separation \( r \) can be calculated from the projected separation and the velocity difference by assuming the Hubble constant of 50 km s\(^{-1}\) Mpc\(^{-1}\). Note that in any case the probability distribution of optical pairs in the \( R_p V_p \) space is independent of the \( M/L \) of galaxies.

### 3.3. \( M/L \) Determination

To evaluate the \( M/L \) and the fraction of true pairs, we make use of the maximum-likelihood method for \( M/L \) and \( f \). The probability for finding a pair at \( R_p \) and \( V_p \) in the projected phase space is proportional to \( p[R_p, V_p | M/L, f] \), and hence the logarithmic likelihood for finding all observed pairs at their observed positions in the projected phase space is expressed as the summation of the probability for finding each pair at its position. Therefore, the logarithmic likelihood of \( M/L \) for observed pairs can be written as

\[
\log \mathcal{L}(M/L, f) = \sum n(R_p, V_p) \log p[R_p, V_p | M/L, f] ,
\]

where \( n(R_p, V_p) \) denotes the observed number of pairs having \( R_p \) and \( V_p \) and the summation is done over the whole projected phase space (\( R_p < 400 \) kpc and \( V_p < 400 \) km s\(^{-1}\)).
Evidently \( n(R_p, V_p) \) is integral as long as the values of \( R_p \) and \( V_p \) are determined with sufficient accuracy. However, for the pairs we consider here, \( R_p \) and \( V_p \) have uncertainties, and the uncertainty in \( V_p \) is particularly crucial for \( M/L \) determination because the \( M/L \) estimator depends on \( V_p^2 \). Therefore, we treated each observed pair as a Gaussian distribution spread in the direction of \( V_p \); then \( n(R_p, V_p) \) is given as

\[
n(R_p, V_p) dR_p dV_p \propto \sum_i g_i dR_p dV_p,
\]

where

\[
g_i = (2\pi\sigma_i)^{-1/2} \exp \left[ -\frac{(V_p - V_i)^2}{2\sigma_i^2} \right].
\]

Here \( V_i \) and \( \sigma_i \) denote the observed \( V_p \) and the uncertainty for the \( V_p \) for the \( i \)th pair, respectively. Note that \( n \) is normalized so that \( \int n dR_p dV_p = N_{\text{tot}} \), where \( N_{\text{tot}} \) is the total number of pairs.

Since the probability distribution of physical pair in the \( R_p-V_p \) phase space, \( p_{\text{bin}}[R_p, V_p; (M/L)] \), cannot be expressed analytically because of the projection effect, we performed Monte Carlo simulations to evaluate \( p_{\text{bin}} \). The distribution of 1 million pairs in the projected phase space were simulated assuming random orientation of orbital planes with respect to the line of sight, then the logarithmic likelihood (eq. [16]) was calculated in the parameter space of \( f \) and \( M/L \).

Figure 2 shows the likelihood contours for sample I (57 pairs) for the case of \( q = 0 \) (no clustering for optical pairs). The thick lines are for \( \beta = 0 \) (isotropic orbit), and dotted lines are for \( \beta = -\infty \) (circular orbit). The figures show that the \( M/L \) estimates are not affected strongly by the assumed orbital parameters. The best estimates of \( M/L \) are \( 35 \pm 7 \) for \( \beta = 0 \) and \( 28 \pm 3 \) for \( \beta = -\infty \), with a true binary fraction \( f \) of \( 0.88 \pm 0.07 \) for both cases (the error bars denote the 68% confidence level). The results for the true binary fraction \( f \) indicates that most of the pairs in sample I are likely to be bound. The expected number of optical pairs is about seven out of 57 pairs, which is comparable with the number of pairs that appear in Figure 1b above the envelope, corresponding to \((M/L)_p\) of 20.

On the other hand, Figure 3 shows the likelihood contours for sample I like Figure 2 but for \( q = 1.8 \) (clustering for optical pairs). The contours for two orbital models are shown, and again one can see that the weak dependence of \( M/L \) on the orbital parameter. However, the true pair fractions \( f \) are quite different from those for no-clustering cases, as we obtained \( f = 0.71^{+0.14}_{-0.15} \) (\( \beta = 0 \)) and \( f = 0.73^{+0.14}_{-0.15} \) (\( \beta = -\infty \)) for the clustering case. This is because the expected number of optical pairs with small \( V_p \) is much larger than that for the no-clustering case, and hence more galaxies with small \( V_p \) are regarded as optical pairs. However, the best estimates of \( M/L \) are \( 36 \pm 8 \) for \( \beta = 0 \) and \( 30 \pm 9 \) for \( \beta = -\infty \), which are fairly close to those for the no-clustering case.

In Figures 2 and 3 the best estimates of \( M/L \) change little depending on \( f \). This is because the \( M/L \) is essentially determined by the pairs that lie below the envelope in Figure 1b: in most of the range of \( f \) (e.g., \( f \) less than 0.95), the pairs far above the envelope are likely to be optical pairs and have little effect on the \( M/L \) determination. On the other hand, if \( f \) is set to be almost unity, the most likely \( M/L \) could become as high as 100 in order to explain the pairs with high \((M/L)_p\) without optical pairs. However, the likelihood for finding an \( f \) of almost unity is very small compared with that for \( f \) between 0.6 and 0.9, for in that case the concentration of pairs at a small \((M/L)_p\), seen Figure 1, cannot be explained at all.

In order to test whether \( M/L \) and \( f \) obtained above can reproduce the distribution of observed pairs, we simulated the distribution of model pairs in the \( R_p-V_p \) phase space using the best-fit parameters. Figure 4 shows the simulated
distribution of 57 modeled pairs with $f = 0.88$ and $M/L = 35$, assuming isotropic orbits for true pairs and no clustering for optical pairs. The figure resembles well the observed distribution in Figure 1b in many respects: a small fraction of pairs with extremely high $(M/L)_p$, the concentration of pairs to small $V_p$, and the envelope corresponding to $(M/L)_o \sim 20$. This simulation confirms the validity of the results.

In order to see whether these results depend strongly on the sample we used, we also performed the same analysis for sample II (109 pairs), which was selected with a weaker isolation criterion ($a = 1.5$). As is seen in Figure 1a, this sample is likely to contain more number of optical pairs than sample I because of the weak selection criterion. In fact, the resulting value of $f$ is $0.80_{-0.06}^{+0.09}$ for the no-clustering case ($q = 0$) and $0.62_{-0.11}^{+0.10}$ for the clustering case ($q = 1.8$), with $\beta = 0$ for both cases. However, the best estimates of $M/L$ are $35_{-3}^{+3}$ ($\beta = 0$) and $28_{-5}^{+5}$ ($\beta = -\infty$) for the no-clustering cases and $36_{-13}^{+13}$ ($\beta = 0$) and $30_{-8}^{+8}$ ($\beta = -\infty$) for the clustering cases. These results agree remarkably well with those for sample I, indicating that the results do not depend strongly on the samples. The results for sample II as well as those for sample I are listed in Table 2.

However, we would like to note that the results might be changed if we take the other limit of $\beta$; $\beta = 1$, corresponding to radial orbits. In this case the best $M/L$ for sample I was found to be $42_{-2}^{+3}$ ($q = 0$), so the $M/L$ would exceed 50 within the 68% confidence level. Yet the assumption of $\beta = 1$ seems too radical, because in this case the pairs suffer from direct encounters that will probably lead them to mergers. In order for bound pairs to survive for many orbital periods, their orbits must be elliptical at least to some degree, so $\beta$ cannot be too close to unity. On the other hand, perfectly circular orbits ($\beta = -\infty$) are also unlikely, because this requires the fine tuning of orbital parameters. Therefore, the results with $\beta = 0$ presumably best represent the $M/L$ of true pairs.

### 3.4. $M/L$ for Pure Spiral Pairs

In the $M/L$ determination above, we did not consider the variation of $M/L$ among the sample galaxies. The $M/L$ of galaxies, however, is usually considered to vary depending on the type of galaxy. Indeed, previous binary galaxy studies claimed a larger $M/L$ for ellipticals than that of spirals (e.g., Schweizer 1987). Therefore, it is interesting to study the $M/L$ of galaxies of a specific type.

The 57 pairs in sample I consist of spirals, S0s, ellipticals, and some others, such as peculiars. The dominant type among them is spirals, which occupies a fraction of 70% in sample I, and hence we try to estimate the $M/L$ for spiral galaxies. In particular we concentrate on "pure" spiral pairs, which consist of two spiral galaxies later than Sa, because a pair of a spiral and an S0 or elliptical do not necessarily reflect the $M/L$ of spiral galaxies. We selected 30 pure spiral pairs out of 57 pairs in sample I (hereafter sample III) and performed the same analysis described above. The likelihood contours for the no-clustering case ($q = 0$) and the clustering case ($q = 1.8$) are plotted in Figures 5 and 6, respectively. The most likely value for the no-clustering case is found to be $15_{-4}^{+4}$ for $\beta = 0$ and $12_{-4}^{+4}$ for $\beta = -\infty$, which are compared with the results for the 57 pairs with mixed types: $35$ for $\beta = 0$ or $28$ for $\beta = -\infty$. The best estimates of $M/L$ for the clustering case are similar to those for the no-clustering case, whereas the true-pair fraction, $f$, is relatively smaller (see Table 2). In both cases the difference in $M/L$ between samples I and III is significant, being above the 3 $\sigma$ level. Therefore, we conclude that the difference is real, and the $M/L$ for spirals is smaller for

### Table 2

| Sample | Note              | $q$  | $\beta$ | $M/L$ | $f$   |
|--------|-------------------|------|---------|-------|-------|
| I      | 57 pairs, $a = 2.5$ | 0    | $-\infty$ | $28_{-5}^{+5}$ | $0.88_{-0.07}^{+0.07}$ |
|        |                   | 0    | $35_{-3}^{+3}$ | $0.88_{-0.07}^{+0.07}$ |
|        | 1.8               | $-\infty$ | $30_{-5}^{+5}$ | $0.73_{-0.14}^{+0.14}$ |
|        |                   | 0    | $36_{-5}^{+5}$ | $0.71_{-0.14}^{+0.14}$ |
| II     | 109 pairs, $a = 1.5$ | 0    | $-\infty$ | $28_{-5}^{+5}$ | $0.80_{-0.10}^{+0.07}$ |
|        |                   | 0    | $35_{-5}^{+5}$ | $0.80_{-0.11}^{+0.07}$ |
|        | 1.8               | $-\infty$ | $30_{-5}^{+5}$ | $0.64_{-0.11}^{+0.10}$ |
|        |                   | 0    | $36_{-5}^{+5}$ | $0.62_{-0.11}^{+0.10}$ |
| III    | 30 pure spirals pairs | 0    | $-\infty$ | $12_{-2}^{+2}$ | $0.95_{-0.10}^{+0.10}$ |
|        |                   | 0    | $15_{-3}^{+3}$ | $0.95_{-0.10}^{+0.10}$ |
|        | 1.8               | $-\infty$ | $12_{-2}^{+2}$ | $0.86_{-0.12}^{+0.10}$ |
|        |                   | 0    | $16_{-2}^{+2}$ | $0.84_{-0.13}^{+0.10}$ |
ellipticals or S0s. This is consistent with previous studies of binary galaxies, although the ratios obtained here are somewhat smaller than those from previous studies.

4. DISCUSSION

4.1. M/L Dependence on Separation

In the previous sections, pairs are approximated as two point masses. However, real galaxies have finite size, and it could be as much as 100 kpc if dark halos extend well beyond the optical disks. In this case, the approximation of point masses is not valid, and the $M/L$ obtained above could be an underestimation, particularly for pairs with small separations. Here we investigate the dependency of $M/L$ on the separation of pairs and test whether the assumption of point masses is reasonable for the present samples.

We divided 57 pairs in sample I into three subgroups depending on the separation. The three subgroups consist of 27 pairs with $0 < R_p < 100$, 12 with $100 < R_p < 200$, and 18 with $200 < R_p$ kpc, respectively. The $M/L$ ratios for the three subsamples were obtained in the same manner described in the previous section. Assuming $\beta = 0$ and $q = 0$, we obtained the best estimates of $M/L$ with $1 \sigma$ errors to be $36^{+10}_{-9}$, $37^{+11}_{-10}$, and $25^{+13}_{-12}$, respectively. The error bars are increased compared with the results in § 3 because the number of galaxies in a sample is reduced. Figure 7 shows the $M/L$ dependence on the mean separations of pairs. The figure demonstrates that the $M/L$ ratio is almost constant, and the variations are within the $1 \sigma$ error bars. If the density distribution of dark halo is proportional to $r^{-2}$ at a large radius, the $M/L$ increases linearly with radius, and if it is proportional to $r^{-3}$, as was suggested by recent simulations (Navarro et al. 1997), the $M/L$ increases with radius logarithmically. However, Figure 7 shows no tendency of increasing the $M/L$ at large radii. Therefore, the halos of galaxies as luminous as the Milky Way may be truncated within 100 kpc. The indication of a constant $M/L$ beyond 100 kpc is consistent with previous studies of binary galaxies. According to Peterson (1979b), the $M/L$ is gradually increasing with radius at $R < 100$ kpc but remains constant beyond it. Schweizer (1987) also showed that the $M/L$ does not increase beyond 100 kpc.

The $M/L$ estimate for spiral galaxies is also consistent with previous studies. Schweizer (1987) obtained an $M/L$ of $21 \pm 5$ ($V$ band, absorption corrected) with the sample whose mean separation is about 90 kpc. Peterson (1979b) obtained a spiral galaxy $M/L$ of $35 \pm 13$ ($H_0 = 50$ km s$^{-1}$ Mpc$^{-1}$) based on 39 pairs with their mean separation of 110 kpc, and Turner (1976b) also obtained an $M/L$ for spiral galaxies of $\sim 35$. Note that in the 1970s the correction for the galactic and internal absorption were not usually made,

![Fig. 5.—Likelihood contours same as Fig. 2 (no clustering case) but for sample III (30 pure spiral pairs).](image1)

![Fig. 6.—Likelihood contours same as Fig. 3 (clustering case) but for sample III (30 pure spiral pairs).](image2)

![Fig. 7.—$M/L$ for three subgroups against the mean separation (see text for the sample). The error bar for $R_p$ denotes the $1 \sigma$ deviation of pairs in the sample.](image3)
and this partly explains the smaller M/L in the present paper. The mean of absorption correction in our sample galaxies is about 0.4 mag, which reduces the M/L by \( \sim 30\% \). Therefore, if a similar amount of absorption correction were made, the studies by Peterson (1979b) or Turner (1976b) would give M/L results of 23–27, which are close to our results of the M/L. Although the M/L obtained in the present paper is not significantly different from previous studies, we would like to emphasize that the mean of absolute separations (not the luminosity-corrected separation, \( R_p \)) of sample III in this paper is \( \sim 206 \) kpc, which is almost twice of those in previous studies. Nevertheless, the M/L does not show any tendency to increase with increasing the separation when compared with previous studies.

4.2. Dark Halo Extent of Spiral Galaxies

Since the mass of spiral galaxies' optical disks can be estimated from rotation curves, we can compare the total M/L with the optical disk M/L and discuss the extent of dark halos of spiral galaxies. We define \( (M/L)_{R25} \) as the ratio of the enclosed mass within \( R_{25} \) to the total luminosity, where \( R_{25} \) is a radius at which the surface brightness becomes 25 mag arcsec^{-2}. The enclosed mass can be estimated from the H I velocity line width, \( W_{HI} \). Assuming that \( W_{HI} \) corresponds to twice the rotation velocity, we obtain

\[
(M/L)_{R25} = \frac{R_{25} W_{HI}^2}{4GL}.
\]

(20)

The central surface luminosity of spiral galaxies is constant, about 22 mag arcsec^{-2} (Freeman 1970). If this applies to the spiral galaxies in the binary sample, \( R_{25} \) corresponds to about 3 times the disk scale length \( d \), and \( (M/L)_{R25} \) roughly approximates the M/L of the disk. We calculated the \( (M/L)_{R25} \) of the spiral galaxies in sample I for which \( R_{25} \) and \( W_{HI} \) are available. \( R_{25} \) and \( W_{HI} \) were taken from de Vaucouleurs et al. (1991) and Huchtmeier & Richter (1989), respectively. The values of \( (M/L)_{R25} \) range from 2 to 18, with an average of 7. Note that this M/L is consistent with the previous studies for disk M/L; for example, Faber & Gallagher (1979) obtained an M/L of about 5 \( (H_0 = 50 \text{ km s}^{-1} \text{ Mpc}^{-1}) \). This M/L is compared with the total M/L obtained in \S 3, \( M/L = 12–16 \). The total M/L is somewhat larger than the disk M/L, and the difference is almost at the 3 \sigma level (see Figs. 5 and 6). This difference is of course due to the dark halo, and this indicates that under the maximum-disk assumption the contributions of the dark halo and optical disk to the total mass of galaxies are comparable. However, the assumption of maximum disk is still controversial. If the disk mass is smaller than that indicated by the maximum rotation velocity within the optical disk, the dark halo could dominantly contribute to the total mass.

We can also estimate the extent of dark halos by comparing the total M/L with disk M/L. If a flat rotation curve is assumed, the value of M/L increases linearly with radius. In this case, the resultant M/L of 15 implies that the typical halo extends 15/7 \( \sim 2 \) times \( R_{25} \). If we adopt a disk M/L of 5 according to Faber & Gallagher (1979), the halo extent is 15/5 \( \sim 3 \) times \( R_{25} \). Therefore, the typical dark halo size may be about 6–9 times disk scale length, if \( R_{25} \) is \( \sim 3 \) times disk scale length \( d \). This is to be compared with the size of optical disk, which is about 4–5 times disk scale length (van der Kruit & Searle 1981). Hence if the rotation curve is perfectly flat out to the radius at which the halo mass distribution is truncated, the halo size may be about 2 times larger than optical disks. This is, of course, not exactly true when the rotation curve is not completely flat, which is preferred by the recent simulations. In this case, the halo size may be somewhat larger, but it cannot exceed a few hundred kpc, as is indicated by the M/L constancy.

The halo size indicated here is somewhat smaller than those in previous studies but is quite consistent with recent investigations. For instance, a number of declining rotation curves, which may be fitted even with a Keplerian function, have been found recently (e.g., Jörsäter & van Moorsel 1995; Olling 1996; Honma & Sofue 1996). Honma & Sofue (1997) showed that such declining rotation curves are not uncommon by considering the observational uncertainty. These rotation curves studies are generally based on the observation of H I, which are usually observed out to 5–10 times disk scale length. Therefore, the fact that the declining part of rotation curves was found is consistent with the present results.
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