Determination and Measurement of Color Dissimilarity
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Abstract There are millions of different colors that exist in this nature. There are colors that can easily be distinguished from other colors, but many are also difficult to distinguish. The ability to distinguish colors is important in the recognition of an object, especially objects in an image. Color can be represented in a three-dimensional RGB color space and each color will have an RGB value with a range of values from 0-255. Conceptually, colors with different RGB values are different colors, but the human eye may not necessarily be able to distinguish them. This study aims to determine and measure the color dissimilarity that can be distinguished by humans. With an experiment comparing a color with a color made with a variation of RGB values, this study resulted that two colors that have a Delta E (ΔE) value of 8 can be distinguished by the eye. This result is obtained if both colors have a value of ΔR, ΔG or ΔB of at least 8, or a value of ΔRG, ΔRB or ΔGB of at least 6, or a value of ΔRGB of at least 5.

Index Terms—color, Delta E, dissimilarity, RGB.

I. INTRODUCTION

Each object has a variety of characteristics that can be used to recognize the object. The characteristics that are widely used include the shape, texture and color possessed by an object [1]. Based on the shape it has, an object can be recognized and distinguished from other objects [2]. In identifying an object based on its shape, various techniques have been used to represent a form, which is grouped into boundary-based which emphasizes the outer boundaries of an object by ignoring its internal parts, and regions-based which focus more on internal details, other than limit details [3]–[5]. In image recognition based on its texture, images are classified into textured and non-textured images [6]. Compared to the shape and texture characteristics, the color shows better stability and is less sensitive when it comes to rotating and zooming the image [7], [8]. Information about color greatly contributes to the recognition of objects, both to objects that are related to certain colors or not [9]. Color also has a very important role in the process of object recognition by patients with Alzheimer's disease, in addition to other visual forms [10].

Color is one of the most important features in image recognition by humans [11]. With color, we can distinguish objects, places and times. Color is also believed to improve the performance of memory. Color can provide the stimulus coding, remembering and re-recognition an object [12]. Color is identified in three-dimensional color space, which is then modeled into 2 types namely hardware-oriented and user-oriented color space. For types of hardware-oriented color space include RGB (Red Green Blue), CMY (Cyan Magenta Yellow) and YIQ, while user-oriented color space types include HLS (Hue Saturation Luminance), HCV, HSV (Hue Saturation value), HSB, MTM, CIE-LAB, and CIE-LUV [13]. Most image file formats (JPEG, BMP, GIF) use the RGB color space. RGB color space is defined based on the values of the axes R, G and B [14].

For many years people assumed that the visible spectrum of colors was red, orange, yellow, green, blue, indigo, and violet (ROYGBIV). For people learning and knowing the color theory states that there are main colors, namely red, yellow and blue, which can be mixed to produce other colors. As for those who understand photography assume that the main colors are red, green and blue. The real problem is related to the identification of a color that refers to the name given, while there are many colors that are similar, approaching and appearing to be almost the same [15].

There are millions of colors in this nature. If calculated based on variations in the value of R, G and B that are owned by a color, then there will be 256x256x256 pieces of color. Each value of R, G and B which is owned by a color varies between 0 - 255 [16]. But in reality, even though the color value is different, it turns out that our sense of sight is not
able to distinguish. In addition, in general, colors that obviously look different, are sometimes identified by the same name. It is also undeniable that there are a number of colors that have similarities with each other, although identified by different names [17]. The color recognition process is carried out in two stages, namely the process of color segmentation and the process of identifying each part of this color. This recognition process uses primary colors, and then these primary colors are segmented and identified by the identity of a particular name [18].

The ability to distinguish one color from another color will also have an impact on the ability to identify an object in an image. The similarity of an object's color, especially between background and foreground can cause fatal errors in identifying an object [19]. Perception, recognition and memory of a color also affect the ability to recognize color or objects [20]. This study aims to determine and measure the amount that can be used to determine that the color is different from other colors, based on visual observations of the eye.

II. RELATED WORKS

A. Color Image Quantization

The actual image color can be expressed as a collection of pixels, each pixel can be expressed as \{(r, g, b) | 0≤r, g, b≤255\} in the RGB color space. Image color quantification is done through the process of mapping the color of the image, so that the color of the image can be expressed as \{(r1, r2, r3, ... rn)\} which is the color reference used in image quantification. Furthermore, the process of image color quantification can be done in two steps, namely the design of a color palette and the mapping of image pixels to one of the colors in the palette. Process optimization is intended to minimize the difference in perception between the original image color and the quantified version [21]. In this color quantification process, designing a color palette usually involves only a small part of the millions of colors available. This is done to improve the quality of the perception of the image color [22].

B. Distance and Similarity Measures

The level of similarity is formulated in an effort to measure the similarity of two objects simply, intuitively and qualitatively. The problem is, the term "similarity" is used in various fields. In other words, the term "similar" can mean different things in different situations / things. Therefore, the formulation of this similarity can vary depending on the object or measurement objective. For the representation of two objects, the level of similarity of objects can be measured based on the distance from the two objects. In measuring the level of similarity of two objects by using distance, the value of a larger distance size indicates that the two objects have a reduced level of similarity [23].

Measurement of the similarity of two colors can be done by performing color transformation from the RGB color space into the color space which is perception is uniform. The color of the image is then quantified and represented by a subset of fewer colors [24].

C. Difference in Color of Objects

Color is believed by many people to have a certain meaning, and is considered always the same or permanent, not influenced by the context in which / when the color is used. In fact, in certain cases such as the color of the product, food, health and others shows that the context influences the meaning of the color [25]. The existence of a color in an image and the context of each color turns out to affect the perception of a color [26].

Our perception of a color is determined by many factors, including the following [27]:
1) The physical characteristics of an object are related to its ability to absorb light,
2) Spectral composition of light sources and their environment,
3) The visual ability of the observer, and experience in observing similar objects,
4) Proximity of objects with other objects.

The difference in perception perceived by the observer is a psychophysical difference determined by the actual observation of the two samples. This difference occurs because of different stimuli from the colors represented by points in space. To measure the ability of the eye to distinguish between colors, a metric has been developed known as Delta E (ΔE) which shows the Euclidean distance from two coordinates. The color difference ΔE is calculated as the distance between the observed color points [28]. This ΔE calculation is influenced by the color model used. Delta E (ΔE) has been used as a standard calculation related to human visual assessment of the differences in the two colors [29]. In the industrial world, this ΔE has been used to measure the deviation of a color from a product and determine the allowable deviation tolerance [30, 31].

The ΔE concept was introduced by the International Commission on Illumination (CIE) as a standard in the fields of colorimetry, photometry, and imaging. The reference set as a guide in determining the perception of color, based on the amount of ΔE values in the range 0-100 is presented in Table I [32].

| ΔE  | Perception                           |
|-----|-------------------------------------|
| <= 1.0 | Not perceptible by human eyes.     |
| 1 - 2 | Perceptible through close observation. |
| 2 - 10 | Perceptible at a glance.           |
| 11 - 49 | Colors are more similar than opposite |
| 50  | Colors are exact opposite           |

III. RESEARCH METHODOLOGY

To determine the color dissimilarity that can be identified by the senses of vision, there will be a number of experiments. Experiments carried out by comparing a specific color with other colors that are variations of these
colors. Other colors that are variations of this color is a color that is made by changing the value of the R, G or B of the color.

The research procedure is:
1) Choose a color with certain R, G and B values,
2) Compare this color with 30 (thirty) variations of this color with different values of R, G and B in the range 0-29,
3) Repeat step 2, by comparing this color with 30 (thirty) variations in the value differences (R and G), (R and B), and (G and B) with a range of 0-29.
4) Repeat step 2, by comparing this color with 30 (thirty) variation of the difference in value (R and G and B) with a range of 0-29.
5) Make observations on the dissimilarity in color display for each comparison of these values.

This research was conducted using a MATLAB R2017b program, with a flowchart as presented in Fig. 1.

IV. EXPERIMENT RESULT

From the observations made on the results of program execution, the results obtained are presented in Table II. These results are obtained by selecting colors with the same R, G and B values i.e. 30. Except for the image 1 in Table II, the image of the results of this experiment seems to be sorted into two parts, half above and half below. The top half contains colors with fixed values of R, G and B, while the bottom contains colors with a variation of R, G and B values of 30 pieces, ranging from 0-29.

In sequence, the results images in Table II are:
1) The bottom part contains colors that have the same R, G and B values as the R, G and B values of the color above it.

![Flowchart of the program used in observing color dissimilarity.](image)

TABLE II
RESULTS OF OBSERVATION 1

|   | 1. origin | 2. R modified | 3. G modified | 4. B modified | 5. R & G modified | 6. R & B modified | 7. G & B modified | 8. R, G & B modified |
|---|-----------|---------------|---------------|---------------|------------------|------------------|------------------|----------------------|
|   | ![Image](image) | ![Image](image) | ![Image](image) | ![Image](image) | ![Image](image) | ![Image](image) | ![Image](image) | ![Image](image) |

2) The bottom part contains a color that has a different R value than the R value of the color above it, while the G and B values are the same.
3) The bottom part contains a color that has a different G value than the G value of the color above it, while the R and B values are the same.
4) The bottom part contains a color that has a different B value than the B value of the color above it, while the R and G values are the same.
5) The bottom part contains a color that has a different R and G value than the R and G value of the color above it, while the B values are the same.
6) The bottom part contains a color that has a different R and B value than the R and B value of the color above it, while the G values are the same.
7) The bottom part contains a color that has a different G and B value than the G and B value of the color above it, while the R values are the same.
8) The bottom part contains a color that has a different R, G and B value than the R, G and B value of the color above it.

Because it has a different combination of R, G or B values, it is understandable that the 2-8 experimental images on the bottom have a different color display with the colors on the top, and colors from left to right.

The same pattern was also obtained from the results of the experiment by using a choice of colors with different R, G and B values. The difference is only in the color display.

The focus of our observations is the color display in the upper half and the lower half, from left to right. It appears that there are differences in color display, ranging from vague to very clear. The greater the difference in the value of the bottom color RGB with the color of the top, the clearer the difference. The clarity of the existing color differences have the same pattern in the results of 2-8 experiments. That is, the color difference between the two can already occur due to differences in one of the RGB values or a combination of two or three values.

In plain view, the color difference that occurred in the results of this experiment (2-8) was not as fully visible to the eye. Apart from several factors that have been explained before, the eye does have limitations in distinguishing one color from another [33]. The question is, how much difference should the RGB value of a color pair have, so that the color can be easily distinguished.

As seen in the results of experiments 2-8, the difference in
color in the left third of each image is almost indistinguishable from the eye. Based on experimental data, the difference in the RGB value of the left third of the image is 1-10. Means, colors with differences in RGB values of less than 10, are already visible but not very clear can be distinguished by the eye. To measure and determine the magnitude of the difference in RGB values that must be owned by color, so that it can easily be distinguished by the eye, further experiments will be carried out. The experiment will be carried out with the same procedure that is 15 times, with differences in values ranging from 1 to 15 on the R value only. The selection of the tested values may actually be free, because previous experiments have shown that differences can occur due to one or a combination of all RGB values.

Table III that displays the results of experiments with differences in the value of R of 1-15 shows that the results of the difference in the value of R of 1-5, there is practically no difference. Even if there are differences, the eye is practically very difficult to distinguish. At a difference of R values of 6 and 7, the difference begins to appear, but it is not clear. The difference starts clearly visible in the difference in the value of R of 8 and above. The ability of the eye to distinguish these colors can of course differ from one another, because other factors can also influence it.

Based on observations from the results of this experiment, we can then do calculations to find out the magnitude of the difference in the value of a color so that it can be clearly distinguished by the eye. This difference value can then be used as an indicator of color differentiation.

Calculation of the difference between the two colors expressed by the values of R, G, and B, although less accurate due to the uniformity of the color space, can still be determined by the Euclidean distance formula [34]:

\[ \Delta E_{RGB} = \sqrt{\Delta R^2 + \Delta G^2 + \Delta B^2} \]

Because the eyes have different sensitivity to changes in RGB values and lighting levels and the lightness / darkness of a color, the formula (1) is refined to:

\[ \Delta E_{RGB} = \sqrt{(2 + \frac{\Delta R}{\Delta R_{max}})^2 + \frac{\Delta G}{\Delta G_{max}}^2 + \frac{\Delta B}{\Delta B_{max}}^2} \]

\[ (2) \]

\[ 4 \Delta G^2 \]

TABLE III

| Results of Observation 2 |
|--------------------------|
| 1 | 2 | 3 | 4 | 5 |
| 6 | 7 | 8 | 9 | 10 |
| 11 | 12 | 13 | 14 | 15 |

The calculation results in Table IV show that the greater the \( \Delta \) color, the greater the \( \Delta E_{RGB} \), both in calculations using formulas (1) or (2). When referring to the results of observations in the second experiment that colors can be clearly distinguished when the value of AR is 8, then the color can already be distinguished when it has a value of \( \Delta E_{RGB} \) of 8 for formula (1) or 11.68 for formula (2). If the magnitude of the \( \Delta E_{RGB} \) value is then used as the basis for determining the color dissimilarity, then the color dissimilarity can be obtained in various combinations of ARGB. The \( \Delta E_{RGB} \) value of 8 with formula (1) can be obtained at the value of AR, AG and AB is 8, the value of ARG, ARB and ARG is 6, or the value of ARGB is 5. Whereas with the formula (2), \( \Delta E_{RGB} \) value of 11.68 can be obtained at AR value is 8, AG value is 6, AB value is 13, ARG value is 5, ARB value is 7, ARG value is 6, or ARGB value is 4. This Delta (\( \Delta \)) value is the minimum value that color must have.

V. CONCLUSION AND FUTURE WORK

Although many factors can affect the ability of the eye to distinguish colors, color dissimilarity can be clearly determined when there are differences in each component of a minimum RGB value of 8, or a combination of two components of an RGB value of at least 6, or a combination of three components of a minimum RGB value of 5. This color dissimilarity is indicated when the color has a minimum \( \Delta E_{RGB} \) value of 8. The greater the \( \Delta E_{RGB} \) value, the dissimilarity is clearer, and vice versa. The first experiment showed that the calculation of the value \( \Delta E_{RGB} \) with formula (2) was less acceptable as an indicator to assess the color dissimilarity.

The results of this study can then be used as a basis for determining and developing color segmentation techniques and at the same time developing methods for identifying objects in an image.
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