BOUNDED WEAK SOLUTIONS OF DEGENERATE $p$-POISSON EQUATIONS
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ABSTRACT. In this work we study global boundedness and exponential integrability of weak solutions to degenerate $p$-Poisson equations using an iterative method of De Giorgi type. Given a symmetric, non-negative definite matrix valued function $Q$ defined on a bounded domain $\Omega \subset \mathbb{R}^n$, a weight function $v \in L^1_{\text{loc}}(\Omega, dx)$, and a suitable non-negative function $\tau$, we give sufficient conditions for any weak solution to the Dirichlet problem

$$
\begin{aligned}
-\frac{1}{v} \text{div} \left( \sqrt{Q} \nabla u \right)^{p-2} Q \nabla u + \tau |u|^{p-2} u &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega
\end{aligned}
$$

to be bounded and exponentially integrable when the data function $f$ belongs to an appropriate Orlicz space.

1. Introduction

In a bounded domain $\Omega \subset \mathbb{R}^n$, the authors of [1] investigated a priori boundedness of weak solutions to a class of Dirichlet problems for linear second order operators that includes

$$
\begin{aligned}
-\Delta u(x) &= f(x) \quad \text{for } x \in \Omega \\
u(x) &= 0 \quad \text{for } x \in \partial \Omega,
\end{aligned}
$$

where the data function $f$ is permitted to be in the Orlicz class $L^A(\Omega, dx)$ with $A(t) = t^{n/2} \log(e - 1 + t)^q$ for $q > 0$. The main result of that paper shows that a weak solution to such a problem is bounded on $\Omega$ whenever $q > n/2$. This paper continues the study of such problems. Indeed, we investigate a priori boundedness and exponential integrability of weak solutions to Dirichlet problems for operators of $p$-Laplace type with rough coefficients. As in [1], the aim of this note is to explore optimal conditions on data functions that ensure regularity of the corresponding
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weak solution. Our approach uses De Giorgi type iterative techniques to prove our results, and they are modelled on the techniques used in [1]. To effectively state the problems we study, we first describe the relevant class of operators.

Letting $S_n$ denote the collection of $n \times n$ symmetric, non-negative definite matrices, we let $Q : \Omega \to S_n$ be a matrix-valued function with real measurable entries. The pointwise operator norm of $Q$ is henceforth denoted by $\omega : \Omega \to \mathbb{R}$. That is, for $x \in \Omega$ we write $\omega(x) = \|Q(x)\|_{op} = \sup_{|\xi|=1} |Q(x)\xi|$. For $p > 1$, let $v$ be a weight function in $\Omega$ that satisfies

$$v(x) \geq C \omega^{p/2}(x), \quad \text{with } \omega \in L_{loc}^{p/2}(\Omega, dx).$$

More, we will always assume that the matrix function $Q$ satisfies a Sobolev inequality with gain $\sigma > 1$. In particular, we assume there is are constants $C > 0$ and $\sigma > 1$ such that

$$\left( \int_{\Omega} |\varphi|^{p\sigma} v \, dx \right)^{1/p} \leq C \left( \int_{\Omega} |\sqrt{Q} \nabla \varphi|^p \, dx \right)^{1/p}$$

holds for any $\varphi \in \text{Lip}_0(\Omega)$. The dual exponent of $\sigma$ plays a significant role in our results, and we denote it by $\sigma'$ at all times.

Given $\tau : \Omega \to [0, \infty]$, we consider Dirichlet problems of the form

$$\begin{cases}
-\frac{1}{v} \text{div}(|\sqrt{Q} \nabla u|^{p-2} Q \nabla u) + \tau |u|^{p-2} u = f & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$$

where the data function $f$ is in a $v$-weighted Orlicz class. Our main results are the following two theorems.

**Theorem 1.4.** Let $1 < p < \infty$ and $\sigma > 1$ be as in (1.2), and assume that $v(\Omega) < \infty$. Let $\tau \in L^{\sigma'}(\Omega, v)$ be a non-negative, real valued function on $\Omega$, and let $f \in L^{\Gamma}(\Omega, v)$ for a Young function $\Gamma(t)$ for which $t^{-\sigma} \Gamma(t)$ is increasing on $[0, \infty)$ and

$$\int_1^\infty \frac{\Gamma'(t)}{\Gamma(t)} \left( \frac{t}{\Gamma(t)^{\sigma'}} \right)^{1/\sigma'} \, dt < \infty.$$}

Then, any weak sub-solution $(u, \nabla u) \in QH^{1,p}_0(\Omega, v)$ of (1.3) is bounded satisfying

$$\|u\|_{L^\infty(\Omega, v)} \leq C\|f\|_{L^\Gamma(\Omega, v)}^{1/\sigma'}$$

for a constant $C$ independent of both $(u, \nabla u)$ and $f$. 

Theorem 1.6. Let \( f \in L^\sigma(\Omega,v) \), and let \( u \in QH_0^{1,p}(\Omega,v) \) be a bounded weak solution to (1.3) with \( \tau = 0 \). There is a constant \( \gamma > 0 \) and a constant \( C > 0 \) such that
\[
\int_\Omega e^{\gamma u}vdx \leq Cv(\Omega).
\]
We note that both \( \gamma \) and \( C \) are independent of the weak solution \((u,\nabla u)\).

Remark 1.7. (1) The existence of weak solutions to (1.3) has been studied extensively; see for example, [2, 3, 6, 8, 10]. Weak solutions to problems similar to (1.3) exist in the degenerate matrix weighted Sobolev spaces defined as closures of Lipschitz functions with respect to the Sobolev norm as described in § 2.2. Notation differs across these works; note for example that \( QH_1^{1,p}(\Omega,v) \) as in Theorem 1.4 is described in Chapter 4 of [3], where the authors use the notation \( \hat{H}^{1,p}Q,0(\Omega) \).

(2) Elements of the matrix weighted Sobolev space \( QH_1^{1,p}(\Omega,v) \) are pairs of the form \((u,\bar{g}) \in L^p(\Omega,v) \times L^p(\Omega,Q)\), where \( L^p(\Omega,Q) \) is the Banach space of \( \mathbb{R}^n \)-valued measurable functions as described in [2]. The function \( \bar{g} \) is a generalized derivative of \( u \) in the sense that there exists a sequence \( \{u_j\} \) of Lipschitz functions with compact support in \( \Omega \) such that
\[
\lim_{j \to \infty} \|u - u_j\|_{L^p(\Omega,v)} = 0 \quad \text{and} \quad \lim_{j \to \infty} \|\sqrt{Q}(\bar{g} - \nabla u_j)\|_{L^p(\Omega,Q)} = 0.
\]
We note that completeness of the matrix weighted space \( L^p(\Omega,Q) \) was first established for the case \( p = 2 \) in [12], and for general \( p \in [1,\infty) \) by the authors of [3].

(3) A classical result of Gilbarg and Trudinger [5, Thm. 8.16] is recovered in the case \( p = 2 \) by setting \( Q = I \), taking \( \sigma = \frac{n}{n-2} \), and using \( \Gamma = t^q \) for \( q > \sigma' \). We note that (1.5) holds exactly when the well-known condition \( q > \frac{n}{2} \) is satisfied.

Theorem 1.4 generalizes [1, Thm. 1.3] in several ways. First, [1, Thm. 1.3] is a special case of Theorem 1.4 obtained by taking \( p = 2, \tau = 0 \), with Young function \( \Gamma(t) = t^{\sigma'} \log(e - 1 + t)^q \) for \( q > \sigma' \) with \( \sigma > 1 \). Condition (1.5) is satisfied since
\[
\int_1^\infty \frac{t\Gamma'(t)}{\Gamma(t)^{1+\sigma'}} \leq (q + \sigma') \int_1^\infty \frac{1}{t \log(e - 1 + t)^{\sigma'}} dt,
\]
and the integral on the right-hand side converges precisely when \( q > \sigma' \). Second, our method can accommodate the presence of the first-order drift term \( \tau |u|^{p-2}u \) in (1.3). This feature is useful and related to the existence of Sobolev and Poincaré inequalities, see [2, 3]. Lastly, we do not assume a special form of the Young function \( \Gamma \) in replacing \( \Gamma(t) = t^{\sigma'} \log(e - 1 + t)^q \) with any Young function satisfying (1.5). For example, our results are easily shown to apply when \( \Gamma(t) \) is an iterated log bump...
Young function of the form

\[(1.8) \quad \Gamma(t) = \left( t \prod_{j=1}^{k-1} \log \log (c_j + t) \right)^{\sigma'} \prod_{j=1}^{k\text{ times}} \log \log (c_j + t)^q, \]

where \( q > \sigma' \) and \( c_1, \ldots, c_k \) are chosen independent of \( q \) and \( \sigma \) so that \( \Gamma(1) = 1 \).

The plan for the rest of this paper is as follows. In Section 2 we recall the relevant notions of Orlicz spaces and weak solutions, and we discuss special properties of a family of test functions specially related to our iterative technique. Section 3 is devoted to the proof of Theorem 1.4. Following this, Section 4 discusses exponential integrability of weak solutions to (1.3) and contains the proof of Theorem 1.6.

2. Preliminaries

This section provides a brief overview of the theory of Orlicz spaces needed for our results. Comprehensive treatments of this theory can be found in many of the works cited in this section.

2.1. Orlicz Spaces. First we introduce the Young functions which induce Orlicz spaces. Such functions are commonly defined with respect to a density, which is any non-decreasing and right-continuous function \( \psi : [0, \infty) \to [0, \infty) \) which satisfies \( \psi(t) = 0 \) if and only if \( t = 0 \), and \( \psi(t) \to \infty \) as \( t \to \infty \). Given a density, the associated Young function \( \Psi \) is defined for \( t \geq 0 \) by setting

\[ \Psi(t) = \int_0^t \psi(s)ds. \]

From this formulation, one sees that \( \Psi \) is continuous, strictly increasing, and convex on \((0, \infty)\). Moreover, it is clear that \( \Psi(0) = 0 \) and \( \Psi(t) \to \infty \) as \( t \to \infty \).

Equipped with a Young function \( \Psi \) and a non-negative function \( v \in L^1_{\text{loc}}(\Omega, dx) \) which we call a weight, one defines the Orlicz space \( L^\Psi(\Omega, v) \) associated with a domain \( \Omega \subset \mathbb{R}^n \) to be the collection of real-valued functions on \( \Omega \) for which the norm

\[ (2.1) \quad \|f\|_{L^\Psi(\Omega, v)} = \inf \left\{ \lambda > 0 : \int_{\Omega} \Psi \left( \frac{|f(t)|}{\lambda} \right) v(t)dt \leq 1 \right\} \]

is well-defined and finite. It is well-known that \( L^\Psi(\Omega, v) \) is a Banach space; see \([11]\). Orlicz spaces generalize the classical Lebesgue spaces, and they are useful since they provide a finer scale of norms in the following sense: if \( \Psi(t) = t^p \log(e - 1 + t)^q \) for \( p \geq 1 \) and \( q > 0 \), and if \( v \) is any non-vanishing weight, then for any \( \varepsilon > 0 \) we have

\[ L^{p+\varepsilon}(\Omega, v) \subset L^\Psi(\Omega, v) \subset L^p(\Omega, v). \]

The strictness of these inclusions follows from the examples in \([7]\). One can thus think of the ‘log-bump’ space \( L^\Psi(\Omega, v) \) as an intermediate between Lebesgue spaces.
Just as the space $L^p(\Omega, v)$ has a topological dual which is isomorphic to $L^{\frac{p}{p-1}}(\Omega, v)$, one can identify a dual Orlicz space to $L^\Psi(\Omega, v)$. Given a Young function $\Psi$, the conjugate Young function is defined via the Legendre transform

$$\overline{\Psi}(t) = \sup_{s \geq 0}\{st - \Psi(s)\},$$

and the Orlicz space $L^{\overline{\Psi}}(\Omega, v)$ is (isomorphic to) the dual of $L^\Psi(\Omega, v)$. This fact can be verified using the properties summarized in the following lemma. For proof of these properties, the reader is referred to [9].

**Lemma 2.2.** If $\Psi$ and $\overline{\Psi}$ are conjugate Young functions, then the following hold:

1. Young’s inequality: If $s \geq 0$ and $t \geq 0$ then $st \leq \Psi(s) + \overline{\Psi}(t)$,
2. Conjugate equivalence: If $t \geq 0$ then $t \leq \Psi^{-1}(t)\overline{\Psi}^{-1}(t) \leq 2t$,
3. Hölder’s Inequality: If $f \in L^\Psi(\Omega, v)$ and $g \in L^{\overline{\Psi}}(\Omega, v)$ then

$$\left| \int_{\Omega} fg \, vdx \right| \leq 2\|f\|_{L^\Psi(\Omega, v)}\|g\|_{L^{\overline{\Psi}}(\Omega, v)}.$$

It is useful to note that like Hölder’s inequality, many other well-known properties of the Lebesgue spaces extend to Orlicz spaces in a natural way. One of these is Chebyshev’s inequality, which generalizes in the following way when we replace the usual $L^p$ norm with an Orlicz norm.

**Theorem 2.3** (Chebyshev’s Inequality). If $f \in L^\Psi(\Omega, v)$ then for any $\alpha > 0$,

$$\Psi^{-1}(v(\{x \in \Omega : |f(x)| \geq \alpha\})^{-1} \leq \frac{1}{\alpha}\|f\|_{L^\Psi(\Omega, v)}.$$  

*Proof.* Verification of this inequality in $L^1(\Omega, v)$ is an exercise common to most graduate measure theory courses, and we take for granted that for any $f \in L^1(\Omega, v)$,

$$v(\{x \in \Omega : |f(x)| \geq \alpha\}) \leq \frac{1}{\alpha} \int_{\Omega} |f| \, vdx.$$

To establish (2.4) using the inequality above, we observe that it suffices to prove the estimate when $\|f\|_{L^\Psi(\Omega, v)} = 1$. Since $\Psi$ is increasing and $\Psi(|f|) \in L^1(\Omega, v)$, we have

$$v(\{x \in \Omega : |f(x)| \geq \alpha\}) = v(\{x \in \Omega : \Psi(|f(x)|) \geq \Psi(\alpha)\}) \leq \frac{1}{\Psi(\alpha)} \int_{\Omega} \Psi(|f|) \, vdx.$$

Owing to our assumption that $\|f\|_{L^\Psi(\Omega, v)} = 1$, we find that the integral above is at most one. Consequently we have $v(\{x \in \Omega : |f(x)| \geq \alpha\}) \leq \Psi(\alpha)^{-1}$, and using the fact that $\Psi^{-1}$ is increasing it is straightforward to rearrange and obtain (2.4). $\square$
Using the properties of Orlicz norms established above, one can show that if $\Psi$ is a Young function and if $\chi_S$ denotes the indicator of a measurable set $S \subseteq \Omega$, then
\begin{equation}
\|\chi_S\|_{L^\Psi(\Omega,v)} = \Psi^{-1}((v(S)^{-1})^{-1}.
\end{equation}
The final property of Orlicz norms which we require in the sections which follow is a generalized version of Hölder’s inequality.

**Lemma 2.6.** Let $\Phi$, $\Psi_1$, and $\Psi_2$ be Young functions and assume for each $t \geq 0$ that $t \geq \Phi(\Psi_1^{-1}(t)\Psi_2^{-1}(t))$. If $f \in L^{\Psi_1}(\Omega,v)$ and $g \in L^{\Psi_2}(\Omega,v)$, then
\begin{equation}
\|fg\|_{L^\Phi(\Omega,v)} \leq 2\|f\|_{L^{\Psi_1}(\Omega,v)}\|g\|_{L^{\Psi_2}(\Omega,v)}.
\end{equation}

**Proof.** Once again, we observe that it suffices to prove the claimed estimate when $\|\chi_{\Omega_1}\|_{L^{\Psi_1}(\Omega,v)} = \|\chi_{\Omega_2}\|_{L^{\Psi_2}(\Omega,v)} = 1$.

Define $\Omega_1 = \{x \in \Omega : \Psi_1(|f(x)|) \leq \Psi_2(|g(x)|)\}$ and set $\Omega_2 = \Omega \setminus \Omega_1$. If $x \in \Omega_1$ then
\begin{equation}
\Phi(|fg|) \leq \Phi(\Psi_1^{-1}(|f|)\Psi_2^{-1}(|f|)) \leq \Psi_1(|f|),
\end{equation}
while if $x \in \Omega_2$ then $\Phi(|fg|) \leq \Psi_2(|g|)$. Hence $\Omega \subseteq \Omega_1 \cup \Omega_2$ and $\|f\|_{\Psi_1} = \|g\|_{\Psi_2} = 1$,
\begin{equation}
\int_{\Omega_1} \Phi(|fg|)vdx \leq \int_{\Omega_1} \Psi_1(|f|)vdx + \int_{\Omega_2} \Psi_2(|g|)vdx \leq 2.
\end{equation}
Finally, as $\Phi$ is a Young function it is convex, meaning that $\|fg\|_\Phi \leq 2$ by (2.1) since
\begin{equation}
\int_{\Omega} \Phi\left(\frac{|fg|}{2}\right)vdx \leq \frac{1}{2} \int_{\Omega} \Phi(|fg|)vdx \leq 1.
\end{equation}
The claimed norm inequality then follows by dehomogenizing. \qed

Generalizing the proof above, one can show that if $\Psi_1^{-1} \cdots \Psi_m^{-1} \leq \Phi^{-1}$ pointwise, and if $f_j \in L^{\Psi_j}(\Omega,v)$ for $j = 1, \ldots, m$, then
\begin{equation}
\|f_1 \cdots f_m\|_{L^\Phi(\Omega,v)} \leq m\|f_1\|_{L^{\Psi_1}(\Omega,v)} \cdots \|f_m\|_{L^{\Psi_m}(\Omega,v)}.
\end{equation}

Orlicz spaces are well-studied, and they enjoy many more properties analogous to the Lebesgue spaces. For our purposes though, the brief outline given above suffices.

### 2.2. Sobolev Spaces and Test Functions

Fix $1 \leq p < \infty$ and let $Q$ be an $n \times n$ symmetric, non-negative definite matrix-valued function with pointwise operator norm $\omega$.

The $Q$-weighted vector-valued Lebesgue space $L^p(\Omega, Q)$ is defined as the set of all functions $\vec{g} : \Omega \to \mathbb{R}^n$ for which the norm
\begin{equation}
\||\vec{g}||_{L^p(\Omega, Q)} = \left(\int_{\Omega} |\sqrt{Q} \vec{g}|^p dx\right)^{\frac{1}{p}} < \infty.
\end{equation}
Identifying any two measurable \( \mathbb{R}^n \)-valued functions \( \vec{f} \) and \( \vec{g} \) if \( \| \vec{f} - \vec{g} \|_{L^p(\Omega, Q)} = 0 \), it is established in [2] that \( L^p(\Omega, Q) \) is a Banach space. Using this norm, the Sobolev space \( QH^{1,p}_0(\Omega, v) \) is defined as the completion of \( \text{Lip}_0(\Omega) \) with respect to the norm
\[
\| u \|_{QH^{1,p}_0(\Omega, v)} = \| u \|_{L^p(\Omega, v)} + \| \nabla u \|_{L^p(\Omega, Q)}.
\]
In other words, \( QH^{1,p}_0(\Omega, v) \) is the collection of ordered pairs \( (u, \vec{g}) \in L^p(\Omega, v) \times L^p(\Omega, Q) \) for which there exists a sequence \( \{ u_j \} \) of Lipschitz functions with compact support in \( \Omega \) that satisfies
\[
\lim_{j \to \infty} \| u - u_j \|_{L^p(\Omega, v)} = 0 \quad \text{and} \quad \lim_{j \to \infty} \| \vec{g} - \nabla u_j \|_{L^p(\Omega, Q)} = 0.
\]
The space \( QH^{1,p}_0(\Omega, v) \) is defined analogously via completion of the collection of \( \text{Lip}(\Omega) \) functions with respect to (2.7).

2.2.1. Weak Solutions. Now we give a definition of weak solution of the Dirichlet problem (1.3). The conditions required on the data function \( f \) and non-negative function \( \tau \) ensure that the integrals in the definition are finite.

**Definition 2.9.** Let \( Q \) and the weight \( v \) satisfy (1.1) and (1.2). Given a function \( f \in L^{(p\sigma)^\gamma}(\Omega, v) \) and non-negative \( \tau \in L^{\sigma}(\Omega, v) \), a pair \( (u, \vec{g}) \in QH^{1,p}_0(\Omega, v) \) is called a weak solution to (1.3) if the identity
\[
\int_{\Omega} |\sqrt{Q} \ \vec{g}|^{p-2} \nabla \varphi \cdot Q \ \vec{g} \ dx + \int_{\Omega} \tau |u|^{p-2} u \varphi \ v dx = \int_{\Omega} f \varphi \ v dx.
\]
holds for every \( \varphi \in \text{Lip}_0(\Omega) \).

Our notion of weak solution is well-defined since the integrals in (2.10) converge by Hölder’s inequality and our assumptions on \( f, \tau, u, \) and \( \vec{g} \). Using a simple density argument together with Fatou’s lemma, we can expand our test functions from \( \text{Lip}_0(\Omega) \) to include all member pairs of \( QH^{1,p}_0(\Omega, v) \). That is, given any pair \((w, \vec{h}) \in QH^{1,p}_0(\Omega, v)\) one has that
\[
\int_{\Omega} |\sqrt{Q} \ \vec{g}|^{p-2} \vec{h} \cdot Q \vec{g} \ dx + \int_{\Omega} \tau |u|^{p-2} uw \ v dx = \int_{\Omega} f w \ v dx.
\]
2.3. Technical Results. In Sections 3 and 4, given a weak solution \( u \in QH_0^{1,p}(\Omega, v) \) we will use test functions \( \varphi_\alpha = (u - \alpha)_+ \) and \( w = e^{\alpha u} - 1 \) for arbitrary \( \alpha > 0 \). The following technical lemmas demonstrate that these are valid test functions that can be used in (2.11).

Lemma 2.12. Let \( Q \) be as above, let inequality (1.1) hold, and fix \( \alpha > 0 \). Given a pair \((u, \nabla u)\) \( \in QH_0^{1,p}(\Omega, v) \), set \( \varphi_\alpha = (u - \alpha)_+ \). Then \( (\varphi_\alpha, \chi_{\{u \geq \alpha\}} \nabla u) \in QH_0^{1,p}(\Omega, v) \).

Proof. Recalling the definition of \( QH_0^{1,p}(\Omega, v) \), we see that it is enough to identify a sequence \( \{\psi_j\} \) in \( \text{Lip}_0(\Omega) \) for which

\[
\lim_{j \to \infty} \|\psi_j - \varphi_\alpha\|_{L^p(\Omega, v)} = 0 \quad \text{and} \quad \lim_{j \to \infty} \|\nabla \psi_j - \chi_{\{u \geq \alpha\}} \nabla u\|_{L^p(\Omega, Q)} = 0.
\]

Since \( u \in QH_0^{1,p}(\Omega, v) \), there is a sequence \( \{u_j\} \) of \( \text{Lip}_0(\Omega) \) functions that converge to \( u \) in \( L^p(\Omega, v) \), and whose gradients converge to the formal gradient \( \nabla u \) in \( L^p(\Omega, Q) \). Passing to a subsequence if necessary, we may assume that \( u_j \to u \) \( v \)-a.e. and that \( \sqrt{Q} \nabla u_j \to \sqrt{Q} \nabla u \) \( \text{a.e. in } \Omega \). For each \( j \in \mathbb{N} \), define \( \psi_j = (u_j - \alpha)_+ \) so that pointwise \( v \)-a.e. we have \( \psi_j \to \varphi_\alpha \). In addition,

\[
|\psi_j - \varphi_\alpha|^p \leq |u - u_j|^p \leq 2^{p-1}(|u|^p + |u_j|^p)
\]

holds \( v \)-a.e., and as the right-hand side converges pointwise \( v \)-a.e. to \( 2^p|u|^p \in L^1(\Omega, v) \) it follows from the dominated convergence theorem that \( \psi_j \to \varphi_\alpha \) in \( L^p(\Omega, v) \) also.

To see the convergence of gradients, we note that \( \nabla \psi_j = \chi_{\{u_j \geq \alpha\}} \nabla u_j \) for each \( j \in \mathbb{N} \) by [5, Lemma 7.6], and that \( \chi_{\{u_j \geq \alpha\}} \to \chi_{\{u \geq \alpha\}} \) pointwise \( v \)-a.e. in \( \Omega \). Since

\[
|\nabla \psi_j - \chi_{\{u \geq \alpha\}} \nabla u| \leq |(\chi_{\{u_j \geq \alpha\}} - \chi_{\{u \geq \alpha\}}) \nabla u| + |\chi_{\{u_j \geq \alpha\}}(\nabla u_j - \nabla u)|,
\]

another use of dominated convergence shows that \( \nabla \psi_j - \chi_{\{u \geq \alpha\}} \nabla u \) converges to zero in \( L^p(\Omega, Q) \), meaning that \( (\varphi_\alpha, \chi_{\{u \geq \alpha\}} \nabla u_{\text{S}}) \in QH_0^{1,p}(\Omega, v) \) as claimed. \( \square \)

Proposition 2.13. Let \((u, \nabla u) \in QH_0^{1,p}(\Omega, v) \) with \( u \geq 0 \) \( v \)-a.e. in \( \Omega \), and assume that \( u \) is essentially bounded. Then there exists a sequence \( \{u_j\} \) of \( \text{Lip}_0(\Omega) \) functions satisfying the following criteria:

1. \( 0 \leq u_j(x) \leq \|u\|_{L^\infty(\Omega, v)} + 1 \) \( v \)-a.e. in \( \Omega \).
2. \( u_j \to u \) both pointwise \( v \)-a.e. in \( \Omega \) and in \( L^p(\Omega, v) \).
3. \( \nabla u_j \to \nabla u \) in \( L^p(\Omega, Q) \) and \( \sqrt{Q} \nabla u_j \to \sqrt{Q} \nabla u \) \( v \)-a.e. in \( \Omega \).
4. \( \|\nabla u_j\|_{L^p(\Omega, Q)} \leq \|\nabla u\|_{L^p(\Omega, Q)} + 1 \) for all \( j \in \mathbb{N} \).

Proof. Let \( \{\psi_j\} \) be a sequence of \( \text{Lip}_0(\Omega) \) functions that converge to \( u \) in the norm of \( QH_0^{1,p}(\Omega, v) \). Passing to subsequences if necessary, we may assume that \( \psi_j \to u \) holds
pointwise $v$-a.e. and in $L^p(\Omega, v)$, that $\nabla \psi_j \to \nabla u$ in $L^p(\Omega, Q)$ and $\sqrt{Q} \nabla \psi_j \to \sqrt{Q} \nabla u$ pointwise a.e. in $\Omega$, and finally that $\|\nabla \psi_j\|_{L^p(\Omega, Q)} \leq \|\nabla u\|_{L^p(\Omega, Q)} + 1$ for each $j \in \mathbb{N}$.

Following [1], we set $w_j = |\psi_j|$ so that $|w_j - u| \leq |\psi_j - u|$ pointwise $v$-a.e. in $\Omega$, from which it follows that $w_j \to u$ pointwise $v$-a.e. and in $L^p(\Omega, v)$. Since $w_j$ is Lipschitz, it is differentiable $v$-a.e. by the Rademacher-Stepanov Theorem, and $v$-a.e. we also have $\nabla w_j = \text{sgn}(\psi_j) \nabla \psi_j$. This gives $|\sqrt{Q} \nabla w_j| = |\sqrt{Q} \nabla \psi_j|$ a.e., and we see that the sequence $\{w_j\}$ inherits the properties of $\{\psi_j\}$ outlined above.

We construct the sequence $\{u_j\}$ as in [1, Lemma 2.15] by setting $M = \|u\|_{L^\infty(\Omega, v)}$ and letting $\phi \in C^1([0, \infty)$ be a non-negative increasing function for which $\phi(t) = t$ when $t \leq M - \frac{1}{2}$, $\phi(t) = M$ for $t \geq M + 1$, and $0 \leq \phi'(t) \leq 1$ globally. Taking $u_j = \phi(w_j)$, it is easy to verify that (1)-(4) hold, as is done in [1, Lemma 2.15].

Lemma 2.14. Let $u \in QH_0^{1,p}(\Omega, v)$ be non-negative and essentially bounded. Given $\phi \in C^1(\mathbb{R})$ such that $\phi(0) = 0$, we have $(\phi(u), \phi'(u) \nabla u) \in QH_0^{1,p}(\Omega)$.

Proof. By Proposition 2.13, we may select a sequence $\{u_k\}$ of non-negative bounded Lip$_0(\Omega)$ functions which converge to $u$ in the norm of $QH_0^{1,p}(\Omega, v)$, and which satisfy properties (1) through (4). It is clear that $\phi(u_k) \in \text{Lip}_0(\Omega)$ for each $k$ as $\phi \in C^1(\mathbb{R})$. Moreover, the continuity of $\phi$ ensures that $\phi(u_k)$ converges to $\phi(u)$ $v$-a.e. in $\Omega$.

Let $M$ be such that $u_j \leq M$ for all $j$. Since $\phi'$ is continuous it is bounded on $[0, M]$, and as $\phi(0) = 0$ there exists $C > 0$ such that $|\phi(t)| = |\phi(t) - \phi(0)| \leq C|t|$ for $t \leq M$. Therefore

$$|\phi(u_k) - \phi(u)|^p \leq 2^{p-1}(|\phi(u_k)|^p + |\phi(u)|^p) \leq 2^{p-1}C^p(|u_k|^p + |u|^p),$$

and since the right-hand side converges to $2^pC^p|u|^p$ in $L^1(\Omega, v)$, the dominated convergence theorem implies that $\phi(u_k) \to \phi(u)$ in $L^p(\Omega, v)$. The gradient converges in a similar manner; we have $\sqrt{Q} \nabla \phi(u_k) = \phi'(u_k)\sqrt{Q} \nabla u_k$ almost everywhere, and continuity of $\phi'$ thus ensures that $\sqrt{Q} \nabla \phi(u_k) \to \phi'(u)\sqrt{Q} \nabla u$ pointwise a.e. in $\Omega$. Additionally we have

$$|\sqrt{Q} \nabla \phi(u_k) - \phi'(u)\sqrt{Q} \nabla u|^p \leq 2^{p-1}C^p(|\sqrt{Q} \nabla u_k|^p + |\sqrt{Q} \nabla u|^p),$$

and once again the right-hand side converges to $2^pC^p|\sqrt{Q} \nabla u|^p$ in $L^1(\Omega, dx)$. The dominated convergence theorem thus lets us conclude that $\sqrt{Q} \nabla \phi(u)$ converges to $\phi'(u)\sqrt{Q} \nabla u$ in $L^p(\Omega, v)$, giving $(\phi(u), \nabla \phi(u)) \in QH_0^{1,p}(\Omega, v)$ as required.

As a last note to this section, we show that under the hypotheses of Theorem 1.4, the weak formulation (2.10) of problem (1.3) is well-defined. Recall, we assume that $f \in L^\Gamma(\Omega, v)$ where $\Gamma$ is a Young function for which $t^{-s} \Gamma(t)$ is non-decreasing on $[0, \infty)$ and (1.5) holds. In contrast, (2.10) is well defined only under the assumption $f \in L^{(p \sigma)' \Gamma}(\Omega, v)$. We now show that the former condition implies the latter.
Lemma 2.15. Suppose \( v(\Omega) < \infty, 1 < p < \infty \), and let \( \sigma, v \) be as in (1.1) and (1.2). Let \( \Gamma \) be a Young function satisfying (1.5). Then, \( L^\Gamma(\Omega, v) \subseteq L^{(p\sigma)'}(\Omega, v) \).

Proof. First we let \( q \) be the non-negative function for which \( q(t)\Gamma(t) = t^{(p\sigma)'} \), and we show that \( q \) must be bounded for \( t \geq 1 \). Assume to the contrary that \( q(t) \to \infty \) as \( t \to \infty \), and observe that since \( \Gamma(t) \leq t\Gamma'(t) \) we have

\[
\int_1^\infty \frac{\Gamma''(t)}{\Gamma(t)} \left( \frac{t}{\Gamma(t)^{\frac{1}{\sigma}}} \right)^{\frac{1}{p-1}} dt \geq \int_1^\infty \frac{1}{t} \left( \frac{t}{\Gamma(t)^{\frac{1}{\sigma}}} \right)^{\frac{1}{p-1}} dt = \int_1^\infty t^{\frac{1}{p\sigma}-1} q(t) \sigma^{\frac{1}{p\sigma}-1} dt.
\]

For any \( k \geq 1 \), it follows from the inequality \( p\sigma > 1 \) and the estimate above that

\[
\int_1^\infty \frac{\Gamma''(t)}{\Gamma(t)} \left( \frac{t}{\Gamma(t)^{\frac{1}{\sigma}}} \right)^{\frac{1}{p-1}} dt \geq \int_k^\infty \int_{t^{p\sigma-1}}^{t^{p\sigma}} q(t) \sigma^{\frac{1}{p\sigma}-1} dt \geq \log 2 \left( \min_{t \geq k} q(t) \right).
\]

Taking a limit in \( k \), we find that

\[
\int_1^\infty \frac{\Gamma''(t)}{\Gamma(t)} \left( \frac{t}{\Gamma(t)^{\frac{1}{\sigma}}} \right)^{\frac{1}{p-1}} dt \geq \log 2 \left( \liminf_{k \to \infty} q(k) \right) = \infty,
\]

which contradicts our assumption that the integral on the left-hand side converges. We conclude that \( q(t) \leq C \) for \( t \geq 1 \), meaning that \( t^{(p\sigma)'} \leq CT(t) \) for \( t \geq 1 \). For later convenience, we replace \( C \) with \( \max\{1, C\} \) to assume that \( C \geq 1 \).

Taking \( \lambda = C \max\{2, 2v(\Omega)\} \int_{|f| > C\|f\|_\Gamma} \|f\|_{\Gamma} \) and making a straightforward estimate gives

\[
\int_\Omega \left( \frac{|f|}{\lambda} \right)^{(p\sigma)'} vdx \leq \frac{v(\Omega \cap \{|f| \leq C\|f\|_\Gamma\})}{2v(\Omega)} + \frac{1}{2} \int_{\Omega \cap \{|f| > C\|f\|_\Gamma\}} \left( \frac{|f|}{C\|f\|_\Gamma} \right)^{(p\sigma)'} vdx.
\]

Thanks to the estimate \( t^{(p\sigma)'} \leq CT(t) \) for \( t \geq 1 \), we can observe by convexity that

\[
\int_{\Omega \cap \{|f| > C\|f\|_\Gamma\}} \left( \frac{|f|}{C\|f\|_\Gamma} \right)^{(p\sigma)'} vdx \leq C \int_{\Omega} \Gamma \left( \frac{|f|}{C\|f\|_\Gamma} \right) vdx \leq \int_{\Omega} \Gamma \left( \frac{\|f\|_\Gamma}{\|f\|_\Gamma} \right) vdx \leq 1.
\]

For \( \lambda \) as above then, we find that \( \|f\|_{(p\sigma)'} \leq \lambda \) since

\[
\int_{\Omega} \left( \frac{|f|}{\lambda} \right)^{(p\sigma)'} vdx \leq \frac{v(\Omega \cap \{|f| \leq C\|f\|_\Gamma\})}{2v(\Omega)} + \frac{1}{2} \leq 1.
\]

If follows that if \( f \in L^\Gamma(\Omega, v) \) and if \( v(\Omega) < \infty \), then \( f \in L^{(p\sigma)'}(\Omega, v) \) as claimed. \( \square \)

If \( \Gamma \) is as above and if \( v \) is essentially constant on \( \Omega \), the preceding lemma and [3, Proposition 4.4] together imply that (1.3) has a weak solution in \( \mathcal{Q}H_0^{1,p}(\Omega, v) \). Existence of weak solutions to a similar class of homogeneous Neumann problems is also discussed in [2, Chapter 4], under more general hypotheses on the weight \( v \).
3. Proof of Theorem 1.4

Following standard convention, we use $C$ to denote a constant which may change from line to line. Fix a Young function $\Gamma$ satisfying (1.5) for which $t^{-\sigma'}\Gamma(t)$ is non-decreasing, let $u \in QH^{1,p}(\Omega, v)$ be a non-negative weak solution to (1.3), and assume without loss of generality that $\Gamma(1) = 1$ and $v(\Omega) = 1$. For any constant $\alpha > 0$ we define $\varphi_\alpha = (u - \alpha)_+$, and we show that $v_\alpha = v(\{x \in \Omega : u(x) \geq \alpha\}) = 0$ when $\alpha$ is sufficiently large. From this identity it will follow that $\|u\|_{L^\infty(\Omega, v)} \leq \alpha$.

For any $\beta > \alpha \geq 0$, we first estimate $v_\beta$ in terms of $v_\alpha$ to obtain a recursion in the measures of level sets. Using Theorem 2.3 and Hölder’s inequality, we find that

$$ (\beta - \alpha)v_\beta \leq \int_\Omega \varphi_\alpha vdx \leq \|\varphi_\alpha\|_{L^{p\sigma}(\Omega, v)} v_\alpha^{1 - \frac{1}{p\sigma}}. $$

Our aim is to estimate $\|\varphi_\alpha\|_{L^{p\sigma}(\Omega, v)}$ in terms of $v_\alpha$. Since $\varphi_\alpha \in QH^{1,p}_0(\Omega, v)$ by Lemma 2.12, we can use it as a test function in (2.9) to get

$$ \int_\Omega |\sqrt{Q} \nabla u|^{p-2} \sqrt{Q} \nabla u \cdot \sqrt{Q} \nabla \varphi_\alpha dx + \int_\Omega \tau |u|^{p-2} u \varphi_\alpha dx = \int_\Omega f \varphi_\alpha vdx. $$

The definition of $\varphi_\alpha$ gives $|\sqrt{Q} \nabla u|^{p-2} \sqrt{Q} \nabla u \cdot \sqrt{Q} \nabla \varphi_\alpha = |\sqrt{Q} \nabla \varphi_\alpha|^p$, and moreover the second integral above is non-negative. It follows from (1.2) that

$$ \|\varphi_\alpha\|_{L^{p\sigma}(\Omega, v)}^p \leq C \|\sqrt{Q} \nabla \varphi_\alpha\|_{L^p(\Omega, dx)} \leq C \int_\Omega f \varphi_\alpha vdx. $$

To proceed, we estimate the integral on the right-hand side above by employing Hölder’s inequality once again to get

$$ \int_\Omega f \varphi_\alpha vdx \leq 2\|f\|_{L^\Gamma(\Omega, v)} \|\varphi_\alpha\|_{L^\Gamma(\Omega, v)}. $$

If $\Psi$ is the Young function that satisfies $\Psi^{-1}(t) = \Gamma^{-1}(t) t^{-\frac{1}{p\sigma}}$ for $t \geq 0$, then Lemma 2.6 gives us $\|\varphi_\alpha\|_{L^\Gamma(\Omega, v)} \leq 2\|\varphi_\alpha\|_{L^{p\sigma}(\Omega, v)} \|\chi_\alpha\|_{L^\Psi(\Omega, v)}$, where $\chi_\alpha$ is the indicator of the set $\{x \in \Omega : u(x) \geq \alpha\}$. From (2.5) and item (2) of Lemma 2.2 we also have

$$ \|\chi_\alpha\|_{L^\Psi(\Omega, v)} = \Psi^{-1}(v_\alpha^{-1})^{-1} \leq v_\alpha^{-\frac{1}{p\sigma}} \Gamma^{-1}(v_\alpha^{-1}), $$

meaning that

$$ \int_\Omega f \varphi_\alpha vdx \leq 4\|f\|_{L^\Gamma(\Omega, v)} \|\varphi_\alpha\|_{L^{p\sigma}(\Omega, v)} v_\alpha^{\frac{1}{p\sigma}} \Gamma^{-1}(v_\alpha^{-1}). $$

Combining our estimates involving $f$ and $\|\varphi_\alpha\|_{L^{p\sigma}(\Omega, v)}$ and simplifying now gives

$$ \|\varphi_\alpha\|_{L^{p\sigma}(\Omega, v)} \leq C \|f\|_{L^\Gamma(\Omega, v)} \frac{v_\alpha^{\frac{1}{p\sigma}}}{\Gamma^{-1}(v_\alpha^{-1})} \Gamma^{-1}(v_\alpha^{-1}) \frac{1}{p-1}. $$
Using (3.1) and the estimate above, we obtain the desired recursion in measure:

\[(\beta - \alpha)v_\beta \leq C\|f\|_{L^p(\Omega,v)}^{\frac{1}{p-1}} v_\alpha^{\frac{\mu \sigma - 1}{p - \sigma}} \Gamma^{-1}(v_\alpha^{-1})^{\frac{1}{p-1}}.\]

To simplify, we replace \(u\) with \(\tilde{u} = u/C\rho\|f\|_{L^p(\Omega,v)}^{\frac{1}{p-1}}\) for \(C\) as above and \(\rho > 1\) to get

\[(\beta - \alpha)v_\beta \leq \frac{1}{\rho} v_\alpha^{\frac{\mu \sigma - 1}{p - \sigma}} \Gamma^{-1}(v_\alpha^{-1})^{\frac{1}{p-1}}.\]

Exploiting this recursion, we show now that \(\tilde{u}\) is essentially bounded.

For a monotone increasing sequence \(\{s_k\}\) to be chosen momentarily, we define \(v_k = \{x \in \Omega : u(x) \geq s_k\}\) so that the preceding inequality yields

\[(s_{k+1} - s_k)v_{k+1} \leq \rho^{-1} v_k^{\frac{\mu \sigma - 1}{p - \sigma}} \Gamma^{-1}(v_k^{-1})^{\frac{1}{p-1}}.\]

To construct \(\{s_k\}\) we set \(s_0 = 0\) and note that \(v_0 \leq v(\Omega) = 1\). Given \(s_k\) we let

\[s_{k+1} = s_k + v_k^{(p-1)\sigma} \Gamma^{-1}(v_k^{-1})^{\frac{1}{p-1}}\]

so that \(v_{k+1} \leq \rho^{-1}v_k\) and \(v_k \leq \rho^{-k}\). It follows that \(v_k \to 0\) as \(k \to \infty\), and so

\[\|\tilde{u}\|_{L^\infty(\Omega,v)} \leq \lim_{k \to \infty} s_k = \sum_{k=0}^{\infty} v_k^{(p-1)\sigma} \Gamma^{-1}(v_k^{-1})^{\frac{1}{p-1}}.\]

Since \(t^{-\sigma'}\Gamma(t)\) is non-decreasing, it is easy to show that \(t^\frac{1}{\sigma'}\Gamma^{-1}(t^{-1})\) is also non-decreasing, whereby we conclude from the estimate \(v_k \leq \rho^{-k}\) that

\[\|\tilde{u}\|_{L^\infty(\Omega,v)} \leq \sum_{k=0}^{\infty} \rho^{-k} (p-1)\sigma' \Gamma^{-1}(\rho^{k})^{\frac{1}{p-1}} \leq 1 + \int_0^\infty \rho^{-\frac{t}{(p-1)\sigma'}} \Gamma^{-1}(\rho^t)^{\frac{1}{p-1}} dt.\]

Making the change of variables \(\rho(t) = \Gamma(s)\) and using condition (1.5), we see that

\[\|\tilde{u}\|_{L^\infty(\Omega,v)} \leq 1 + \frac{1}{\log(\rho)} \int_1^\infty \frac{\Gamma'(s)}{\Gamma(s)} \left(\frac{s}{\Gamma(s)^{\frac{1}{\sigma'}}}\right)^{\frac{1}{p-1}} ds \leq C.\]

It follows that \(\|u\|_{L^\infty(\Omega,v)} \leq C\|f\|_{L^p(\Omega,v)}^{\frac{1}{p-1}}\), as we wished to show. \(\square\)
4. Exponential Integrability

In this section we study exponential integrability of weak solutions to the Dirichlet problem (1.3) when \( \tau = 0 \). That is, if \( u \) is a weak solution to the degenerate Poisson-type problem

\[
\begin{align*}
- \frac{1}{v(x)} \text{div}(\sqrt{Q(x)} \nabla u |^{p-2} Q(x) \nabla u) &= f(x) & x \in \Omega, \\
u(x) &= 0 & x \in \partial \Omega,
\end{align*}
\]

then \( \|e^{\gamma u}\|_{L^1(\Omega, \nu)} \leq C \nu(\Omega) \) when \( \nu(\Omega) < \infty \) and \( \gamma \) is a small constant small enough. Our approach is modelled on [1, Section 2], and we begin with the following norm estimate.

**Lemma 4.2.** Let \( u \) be a non-negative bounded weak solution to (4.1), and for constants \( \xi > 0 \) and \( \alpha > 0 \) let \( w = e^{\xi u} - 1 \) and \( w_\alpha = (w - \alpha)_+ \). Then

\[
\|\sqrt{Q} \nabla w_\alpha\|^p_{L^p(\Omega, dx)} \leq \xi^{p-1} \int_{\Omega} |f| w_\alpha (w + 1)^{p-1} v dx.
\]

**Proof.** From Lemma 2.14 it follows that \( \psi_\alpha = ((w + 1)^p - (\alpha + 1)^p)_+ \in QH^1(\Omega, v) \), meaning that we can use \( \psi_\alpha \) in the weak formulation of (4.1). Further, observe that \( \sqrt{Q} \nabla \psi_\alpha = \chi_\alpha p \xi (w + 1)^p \sqrt{Q} \nabla u \), where \( \chi_\alpha \) denotes the indicator function of the support of \( w_\alpha \). Consequently we have

\[
\int_{\Omega} \sqrt{Q} \nabla u |^{p-2} \sqrt{Q} \nabla u \cdot \sqrt{Q} \nabla \psi_\alpha dx = \frac{p}{\xi^{p-1}} \int_{\Omega} |\xi (w + 1)^p \sqrt{Q} \nabla u| \chi_\alpha dx,
\]

and the integral on the right-hand side is exactly \( \|\sqrt{Q} \nabla w_\alpha\|^p_{L^p(\Omega, dx)} \). Combining the identity above with the weak formulation of (4.1) then, we get

\[
\|\sqrt{Q} \nabla w_\alpha\|^p_{L^p(\Omega, dx)} = \frac{\xi^{p-1}}{p} \int_{\Omega} f \psi_\alpha v dx.
\]

Inequality (4.3) follows from the pointwise estimate \( \psi_\alpha \leq pw_\alpha (w+1) \) for \( p \geq 1 \).

**Theorem 4.4.** Let \( f \in L^\sigma(\Omega, v) \), and let \( u \in QH^{1,p}_0(\Omega, v) \) be a bounded weak solution to (4.1). Then for \( \xi \) sufficiently small we have

\[
\|e^{\xi u} \chi_\alpha\|_{L^{p^\sigma}(\Omega, \nu)} \leq \frac{(1 + \alpha)v(\{e^{\xi u} \geq 1 + \alpha\})^{\frac{1}{p^\sigma}}}{1 - C\xi \|f\|_{L^{p^\sigma}(\Omega, v)}}.
\]

**Proof.** Fixing \( \alpha \geq 0 \) and applying Lemma 4.2 together with Hölder’s inequality gives

\[
\|\sqrt{Q} \nabla w_\alpha\|^p_{L^p(\Omega, dx)} \leq \xi^{p-1} \|w_\alpha\|_{L^{p^\sigma}(\Omega, v)} \|f\|_{L^{p^\sigma}(\Omega, v)} \left( \int_{\Omega} (w + 1)^{p^\sigma} \chi_\alpha v dx \right)^{\frac{1}{p^\sigma}},
\]
and from (1.2) it follows that $\|w_\alpha\|_{L^{p\sigma}(\Omega,v)} \leq C\|\sqrt{Q} \nabla w_\alpha\|_{L^p(\Omega,dx)}$. Combining these inequalities and rearranging, we see that

$$\|w_\alpha\|_{L^{p\sigma}(\Omega,v)} \leq \xi C \|f \chi_\alpha\|_{L^{p^{-1}}(\Omega,v)} \|e^{\xi u} \chi_\alpha\|_{L^{p\sigma}(\Omega,v)}.$$  

Additionally, since $\|e^{\xi u} \chi_\alpha\|_{L^{p\sigma}(\Omega,v)} = \|w_\alpha + (1+\alpha) \chi_\alpha\|_{L^{p\sigma}(\Omega,v)}$, Minkowski’s inequality and the preceding estimate together give

$$\|e^{\xi u} \chi_\alpha\|_{L^{p\sigma}(\Omega,v)} \leq \xi C \|f\|_{L^{p^{-1}}(\Omega,v)} \|e^{\xi u} \chi_\alpha\|_{L^{p\sigma}(\Omega,v)} + (1+\alpha)v(\{w \geq \alpha\})^{\frac{1}{p\sigma}}.$$  

For $\xi$ small (namely, $\xi < 1/C \|f\|_{L^{p^{-1}}(\Omega,v)}$), we can rearrange to obtain (4.5). \hfill \Box

Since the constants in the above are independent of $\alpha > 0$, we may allow $\alpha \to 0^+$ to obtain Theorem 1.6 as a corollary.
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