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One of the challenges of quantum computers in the near- and mid-term is the limited number of qubits we can use for computations. Finding methods that achieve useful quantum improvements under size limitations is thus a key question in the field. In this vein, it was recently shown that a hybrid classical-quantum method can help provide polynomial speed-ups to classical divide-and-conquer algorithms, even when only given access to a quantum computer much smaller than the problem itself. In this work, we study the hybrid divide-and-conquer method in the context of tree search algorithms, and extend it by including quantum backtracking, which allows better results than previous Grover-based methods. Further, we provide general criteria for threshold-free polynomial speed-ups in the tree search context, and provide a number of examples where polynomial speed-ups, using arbitrarily smaller quantum computers, can be obtained. We provide conditions for speedups for the well known algorithm of DPLL, and we prove threshold-free speed-ups for the PPSZ algorithm (the core of the fastest exact Boolean satisfiability solver) for well-behaved classes of formulas. We also provide a simple example where speed-ups can be obtained in an algorithm-independent fashion, under certain well-studied complexity-theoretical assumptions. Finally, we briefly discuss the fundamental limitations of hybrid methods in providing speed-ups for larger problems.

1 Introduction

Years of progress in experimental quantum physics have now brought us to the verge of real-world quantum computers. These devices will, however, for the near term remain quite limited in a number of ways, including fidelities, architectures, decoherence times, and, total qubit numbers. Each of the constraints places challenges on the quantum algorithm designer. Specifically the limitation on qubit count – which is the focus of this work – motivates the search for space-efficient quantum algorithms, and the development of new methods which allow us to beneficially apply smaller devices.

Recent works introduced an approach to extend the applicability of smaller devices by proposing a hybrid divide-and-conquer scheme [1, 2]. This method exploits the prespecified sub-division of problems in such algorithms, and delegates the work to the quantum machine when the instances become small enough. This regular structure also allowed for analytic expressions for the asymptotic run-times of hybrid algorithms.

The hybrid divide-and-conquer method was applied to two cases of divide and conquer algorithms, that of derandomized Schönig’s algorithm for solving Boolean satisfiability [1], and to the problem of finding Hamilton cycles on cubic graphs [2]. These schemes achieved asymptotic polynomial speedups given a quantum computer of size $m$, where $m$ is a fraction of the instance size $n$, i.e., $m = \kappa n$. Interestingly, these speedups are obtainable for all fractions $\kappa$, i.e. the im-
provements are threshold free.

The space efficiency of the quantum subroutines was identified as a key criterion for determining whether threshold-free speed-ups are possible, as one may expect.

In these works, the quantum algorithmic backbone was Grover’s search, which is space-frugal, but known to be sub-optimal for the cases when the underlying search spaces, the search trees, are not complete nor uniform. To obtain speedup in these cases, more involved quantum search techniques, namely quantum backtracking \[3\], need to be employed. However, until this work, it was not clear how the space demands of quantum backtracking would influence the applicability of the hybrid approach.

Here, we resolve this issue, and investigate the generalizations of the hybrid divide-and-conquer scheme from the perspective of algorithms which reduce to tree search, in particular, backtracking algorithms. Our approach is then applied to the two of the arguably best known exact algorithms for Boolean satisfiability: the algorithm of Davis-Putnam-Logemann-Loveland (DPLL) algorithm \[4\] (which is still the backbone of many heuristic real-world SAT solvers) and the Paturi-Pudlák-Saks-Zane (PPSZ) algorithm \[5\] (which is the backbone of the best-known exact SAT solver).

The main contributions of this work are summarized as follows:

1. We analyze the hybrid divide-and-conquer scheme from the perspective of search trees and provide very general criteria which can ensure polynomial-time speed-ups over classical algorithms (Section 3). We also consider the limitations of the scheme in the context of online classical algorithms, which terminate as soon as a result is found.

2. We demonstrate that quantum backtracking methods can be employed in a hybrid scheme. This implies an improvement over the previous hybrid algorithm for Hamilton cycles on degree 3 graphs. While the performance of Grover’s search and the quantum backtracking algorithm have been compared in the context of the \(k\)-SAT problem, with hardware limitations in mind \[6\], this is the first time that the hybrid method and quantum backtracking is combined.

3. We exhibit the first, and very simple example of an algorithm-independent provable hybrid speed-up with quantum backtracking, under well-studied complexity-theoretic assumptions.

4. We study a number of settings from the search tree structure and provide all algorithmic elements required for space-efficient quantum hybrid enhancements of DPLL and PPSZ: specially for the case of PPSZ tree search, we demonstrate, under some assumptions on the variable order, a threshold-free hybrid speed-up for a class of formulas, including settings where our methods likely beat not just PPSZ tree search but any classical algorithm.

5. We discuss of the fundamental limitations of our and related hybrid methods.

To achieve the above results, we provide space and time-efficient quantum versions of various subroutines specific to these algorithms, but also of routines which may be of independent interest. This includes a simple yet exponentially more space efficient implementation of the phase estimation step in quantum backtracking, over the direct implementation \[7\].

The structure of the paper is as follows. The background material is discussed in section 2. This section lays the groundwork for hybrid algorithms from a search tree perspective, by elaborating on how backtracking defines those trees. Section 3 then introduces a tree decomposition which defines our hybrid strategy, i.e. from what points in the search tree will we start using the quantum computer, and analyzes their impact. In Section 3.2, we discuss sufficient criteria for attaining speedups with both Grover-based search and quantum backtracking over the original classical algorithms, including online algorithms. Section 4 provides concrete examples of algorithms and problem classes where threshold-free, and algorithm independent speed-ups can be obtained. Finally, in Section 5, we discuss the potential and limitations of hybrid approaches for the DPLL algorithm, also in the more practical case when all run-times are restricted to polynomial. This section also briefly addresses the question of the limits of possible speed-ups in any hybrid setting. The appendix collects all
our more technical results, and some of the background frameworks.

2 Background

This section introduces SAT and a general backtracking framework, which is instantiated for two exact algorithms: DPLL and PPSZ. While DPLL performs better in practice on many instances, PPSZ-based algorithms provide the best worst-case runtime guarantee at the time of writing [8]. The section ends with an explanation of the hybrid divide-and-conquer method.

2.1 Satisfiability

A Boolean formula $F$ over $n$ variables corresponds to a function $F : \{0, 1\}^n \to \{0, 1\}$ in the natural way. The Boolean satisfiability problem (SAT) is the constraint satisfaction problem of determining whether a given Boolean formula $F$ in conjunctive normal form (CNF) has a satisfying assignment, i.e. a bit string $y \in \{0, 1\}^n$ such that $F(y) = 1$. A CNF formula is a conjunction (logical ‘and’) of disjunctions (logical ‘or’) over variables or their negations (jointly called literals). For ease of manipulation, we view CNF formulas as a set of clauses (a conjunction), where each clause is a set of $k$ literals (a disjunction), with positive or negative polarity (i.e. a Boolean atom $x$, or its negation $\bar{x}$). In the $k$-SAT problem, the formula $F$ is a $k$-CNF formula, meaning that all the clauses have $k$ literals.\(^1\)

It is well known that solving SAT for 3-CNF formulas (3-SAT) is an NP-complete problem. As a canonical problem, it is highly relevant both in computer science [9] and outside, e.g. finding ground energies of classical systems can often reduced to SAT (see e.g. [10]).

Since it is a disjunction, a clause $C \in F$ evaluates to true (1) on a (partial) assignment $\vec{x}$, if at least one of the literals in $C$ attains the value true (1) according to $\vec{x}$. A formula $F$ evaluates to true on an assignment $\vec{x}$, i.e. $F_{\vec{x}} = 1$, if all its clauses evaluate to true on this partial assignment. Note that to determine the formula evaluates to true on some (partial) assignment, the assignment has to fix at least one variable per clause of $F$, i.e. the assignment should be linear in the number of variables. On the other hand, a formula can evaluate to false (0) on very sparse partial assignments: it suffices that the given partial assignment renders any of the clauses false by setting $k$ variables, i.e. a constant amount. In such a case, we say that the partial assignment establishes a contradiction. This is the equivalent of saying that the constraint formula is inconsistent.

Given a partial assignment $\vec{x} \in \{0, 1, \ast\}^n$, we denote with $F_{\vec{x}}$ the subfunction of $F$ restricted to that assignment. This subfunction can also be obtained by setting the variables in the formula $F$ to the values specified in the partial assignment. For CNF formulas this means the following: for an assigned variable $x_j$, for every clause of $F$ where $x_j$ appears as a literal (of some polarity), and the setting of $x_j$ renders the corresponding literal true, that clause is dropped in $F_{\vec{x}}$. For every clause of $F$ where $x_j$ appears as a literal (of some polarity), and the setting of $x_j$ renders the corresponding literal false, that literal is removed from the corresponding clause. Finally, an assignment $\vec{x}$ that establishes a contradiction introduces an empty clause, i.e. $\emptyset \in F_{\vec{x}}$, whereas a satisfying assignment $\vec{y}$ yields an empty formula, i.e. $F_{\vec{y}} = \emptyset$. We will call such formulas, where some variables have been fixed ($F_{\vec{x}}$), restricted formulas, and say that $F_{\vec{x}}$ is a restriction of $F$ by the partial assignment $\vec{x}$. We will also use a similar notation for setting literals to true. Given a literal $l \in \{x_i, \bar{x}_i\}$ we write $F_{l|\vec{x}}$ for the restricted formula given by $F$ with the value of the variable $x_i$ set such as to render $l$ true.

Additionally, we say a formula $G$ is semantically entailed by a formula $F$ if all satisfying assignments (models) of $F$ also satisfy $G$, denoted $F \models G$. In general $G$ can be any formula over a subset of variables of $F$, although we only consider cases where $G$ consists of a single literal $l \in \{x_i, \bar{x}_i\}$.

Finally, resolution is a logical inference rule used for satisfiability proving [11]. Basic resolution rules takes two clauses ($x \lor A$) and ($\bar{x} \lor B$), where $A, B$ are clauses, and derives a clause ($A \lor B$), since both clauses are satisfiable if and only the inferred clause is. The clausal inference rule is refutation complete, meaning that a complete, recursive search over all inferred clauses will find a refutation if the original formula, i.e. a

\(^1\)Without loss of generality, we will allow that the formula has clauses with fewer literals, but assume that at least one clause has $k$ literals, and no clauses have more.
We consider two rules: under-estimates (efficiently) algorithm in its classical form. It recursively assigns

\[ F \models_R l \implies F \models l. \]

We consider two rules:

- Unit resolution: if there exists a unit clause \( \{ x \} \) (or \( \{ \bar{x} \} \)), then set value \( x \) to true (false).
- Pure literal: if variable \( x \) only appears positively (negatively), then set \( x \) to true (false).

Algorithm 1 corresponds to the DPLL algorithm in its classical form. It recursively assigns truth values to the variables of \( F \) in a heuristically chosen order (see Line 4), while eagerly simplifying the formula (see \( F_{x}, F_{\bar{x}} \) at Line 6,8). Branches are possibly pruned with the reduction rule at Line 6. When the formula becomes (un)satisfiable, the recursion backtracks (Line 2,3). Note that a short circuiting or at Line 8 will cause the algorithm to terminate early when the formula is found to be satisfiable.

The algorithm explores a subtree of the full binary search tree. We can consider each node of the tree as uniquely labeled with a (restricted) formula or a partial assignment, as explained in more detail in section 3. We call the nodes where pruning happens, the forced nodes and the others guessed nodes.

A key element of the (heuristic) efficiency of backtracking algorithms, is its ability to simplify subproblems as early as possible in order to prune the tree search. This is what DPLL achieves through its branching heuristic, which determines the order in which variables should be considered. Notice that the order may change in the different branches of the tree, for example, because different unit clauses appear under different assignments in the concrete heuristic discussed above. On the other hand, one can of course always implement a static branching heuristic that simply selects variables according to a predetermined order, as we do in the next section for PPSZ.

2.3 The PPSZ algorithm family

The best exact algorithms for the (unique) \( k \)-SAT problem have for many years been based on the PPSZ (Paturi, Pudlák, Saks, and Zane [5]) algorithm. The PPSZ algorithm is a Monte Carlo algorithm, i.e. it returns the correct answer with high probability using randomization, although a derandomized version also exists [15]. Like DPLL, PPSZ uses heuristics to force or guess variables. The upper bound on the runtime is derived from the probability that a variable is guessed, as the expected number of guesses dictates the size of the search space. We first explain the intuition based on a simple version that achieves a runtime of \( O^{*}(2^{(1-\frac{1}{k^2}+\varepsilon)n}) \), for \( \varepsilon > 0 \).
The original PPSZ algorithm evaluates random assignments on random variable orders and is not immediately amenable for (quantum) backtracking. Here we introduce a backtracking version of PPSZ that offers the same runtime guarantees as recent PPSZ versions, while allowing for the benefits of backtracking on a quantum computer (i.e., heuristically pruning search). Algorithm 2 shows dncPPSZ, which is similar to DPLL with s-implication as reduction rule. It takes a fixed (random) variable order π and prunes branches after \((\gamma_k + \varepsilon)n\) guesses have been performed. Since the expected number of guesses over all variable orders equals \(\gamma_k n\) for s-implication [16], Markov’s inequality tells us that, for any \(\varepsilon > 0 \in \Theta(1)\), with constant probability we can find the satisfying with fewer than \((\gamma_k + \varepsilon)n\) guesses for a random π. Hence we obtain Proposition 2.1 (see Appendix A for more detail and a proof).

**Proposition 2.1.** Executing dncPPSZ a constant number of times, using random variable orders π, is sufficient to decide satisfiability. The run-time of dncPPSZ is upper bounded by the run-time of the standard PPSZ algorithm.

We highlight that the PPSZ algorithm involves two steps: the “core” of the algorithm which is the PPSZ tree search performed by the dncPPSZ algorithm, which takes an ordered formula on input (i.e. the variable ordering is fixed, by e.g. the natural ordering over the indices). And an outer loop that repeats the PPSZ tree search a constant number of times, randomizing the order for each call. This is critical in our subsequent analysis.

### 2.4 Quantum algorithms for tree search

The extent to which quantum computing can help the exploration of trees, and more generally, graphs is a long-standing question with infrequent but noticeable progress. In the context of backtracking (for concreteness, for SAT problems), up until relatively recently, the best methods involved Grover search [21] over all possible

---

**Algorithm 2** dncPPSZ\(_a\)(F, π)

if \( F = \emptyset \) then return 1
if \( \emptyset \in F \) or \( n - |\pi| > (\gamma_k + \varepsilon)n \) then return 0
\( x, \pi \leftarrow \pi[0], \pi[1], \ldots \) \( \triangleright \) first var in \( \pi \), postfix
if \( F \models_s (x = c) \) with \( c \in \{0, 1\} \) then
    return dncPPSZ\(_a\)(F\(_x=c\), π)
else
    return dncPPSZ\(_a\)(F\(_x=c\), π) ∖ dncPPSZ(F, π)

Assuming there is only a single satisfying assignment \( \vec{u} \), it is easy to see that the unit resolution heuristic can force on average \(1/k\) variables for a random variable permutation \( \pi \in S_n \): In the first place, for every variable \( x \) there has to be a clause \( C \) which forces the value of \( x \), i.e., where the only true literal under assignment \( \vec{u} \) is \( x \) or \( \bar{x} \), otherwise there would be multiple satisfying assignments. Second, if the variables are assigned according to the order \( \pi \) and \( \pi \) places \( x \) last with respect to the other \( k-1 \) variables of \( C \), then unit resolution will indeed identify the forced variable. As a result, a PPSZ algorithm merely has to search a space proportional to the number of guesses. For a \( k \)-SAT problem we let \( \gamma_k \) denote the expected fraction of the \( n \) variables which are guessed by PPSZ, such that \( \gamma_k n \) is the expected number of guessed variables. The amount of variables which need to be guessed depends on the heuristic \( h \) used to check if \( F \models_h L \). If the heuristic consists solely of unit resolution,\(^3\) then for unique\(^4\) \( k \)-SAT PPSZ needs to make at most \((1 - 1/k)n\) guesses. When unit resolution is replaced with the more general s-implication (discussed below) something equivalent to the original PPSZ algorithm is obtained.

There are currently various versions of PPSZ (see e.g. [17, 18, 19, 8]), but recent analysis [20] shows that the original PPSZ [5] still has the best worst-case runtime of \( 2^{(\gamma_k + \varepsilon)n} \), where for example \( \gamma_3 \approx 0.386229 \). The original PPSZ can be seen as using a reduction rule called s-implication during the tree search [18]. A literal \( l = x, \bar{x} \) is s-implied, written \( F \models_s l \), if there is a sub formula of \( s \) clauses, which implies it, i.e. \( G \subseteq F \) with \(|G| = s \) and \( G \models l \). In other words, if all satisfying assignments of \( G \) set the variable \( x \) to the same value.

---

\(^3\)The PPSZ algorithm where unit resolution is the only heuristic is in fact the PPZ algorithm [16].

\(^4\)This approach can be generalized to a setting with multiple satisfying assignments [16].
satisfying assignments (the leaves in the full search tree). In such an approach, we would introduce a separate register of length $d$ equal to the number of variables and a search predicate, implementing the satisfiability criterion based on the input formula. This brute-force approach however yields a redundant search over branches which would be pruned away by the resolution rules, and, in the worst case may force a quantum computer to search an exponentially larger space than the classical algorithm would.

Nonetheless, Grover provides an advantageous strategy whenever the classical search space is larger than $2^{d/2}$, hence this was the method used in previous work on hybrid divide-and-conquer strategies [2, 1]. One example is Schöning’s algorithm for SAT, which allows a full quadratic quantum speed-up [22] (but was since surpassed by PPSZ). A particular advantage of Grover’s search is that it is frugal regarding time and space: beyond what is needed to implement the oracle (the search predicate), it requires at most one ancillary qubit, and very few other gates.

More recently, Montanaro [3], Ambainis & Kokainis [23], and Jarret & Wan [24] have given quantum-walk based algorithms which allow us to achieve an essentially full quadratic speed-ups in the number of queries to the tree (when trees are exponentially sized). We will refer to the underlying method as the quantum backtracking method.

The quantum backtracking method can be applied whenever we have access to local algorithms which specify the children of a given vertex, and whenever we can implement the search predicate, indicating the satisfiability of a (partial) assignment. At the heart of the routine is the construction of a Szegedy-style walk operator $W$ over the bipartite graph specified by the even and odd depths of the search tree (details provided in Appendix B.2); Montanaro shows that the spectral gap of $W$ reveals whether the underlying graph contains a marked element (a satisfying assignment, as defined by the search predicate $P$). The difference in the eigenphases of the two cases dictates the overall run-time, as they are detected by a quantum phase estimation (QPE) overarching routine. The overall algorithm calls the operator $W$ no more than $O(\sqrt{Tn \log(1/\delta)})$ times, for a correct evaluation given a tree of size $T$, over $n$ variables (depth), except with probability $\delta$. This is essentially a full quadratic improvement when $T$ is exponential (even superpolynomial will do) in $n$. For the algorithm to work, one assumes that the tree size is known in advance, or at least, a good upper bound is known.

The original paper on quantum backtracking implements DPLL with the unit rule [3], and led to a body of work focused on improvements [23, 24] and applications [7, 25, 23, 6].

**Tree search implementation.** The implementation details are important for the discussion of the efficiency of later approaches, so we provide a framework for the implementation of quantum backtracking. If the functions specified in the framework are implemented (reversibly), then quantum backtracking can be implemented with almost no space overhead, as we provide a space efficient implementation of QPE (see section B.2). The runtime overhead is multiplicative, so any polynomial implementation of the framework will do since we focus on obtaining a reduction in the exponent in the hybrid method.

The trees $T$ that we consider are characterized by the backtracking functions specifying the local tree structure for some input formula $F$, as described in Section 2. The nodes $v$ of the tree contain the information to represent the restriction $F_{\vec{x}}$ for some partial variable assignment $\vec{x}$. In the classical approach (DPLL) each node is represented by the restricted formula itself (as a clause database [9]).

Here, we highlight a duality between partial assignments $\vec{x}$ and corresponding restricted formulas $F_{\vec{x}}$ – instead of defining the tree in terms of partial assignments, one can define it in terms of restricted formulas, and we will often use this duality as storing partial assignments for a fixed formula requires less memory than storing a whole restricted formula. This duality is also important as it allows us to see backtracking algorithms as divide-and-conquer algorithms: each vertex in a search tree – the restricted formula $F_{\vec{x}}$ – corresponds to a restriction of the initial problem, and children in turn correspond to smaller instances where one additional variable is restricted. Consequently backtracking algorithms can often be neatly rewritten in a recursive form.

To implement the walk operator for quantum backtracking, it suffices to be able to implement a unitary operator which given a vertex $v$, produces...
the children of $v$ and one that decides whether the partial assignment corresponding to node $v$ makes the formula true. For this, we specify the functions $ch1, ch2, chNo, P$ below. Appendix C shows how the walk operator can be implemented based on these functions.

- a function $ch2(v, b)$, which takes on input a vertex $v$, and returns one of the children, specified by the bit $b$;
- a function $ch1(v)$ which returns the single child if $v$ is forced;
- a function $chNo(v)$, which returns whether $v$ has zero, one or two children, and
- a search predicate $P$ which identifies leafs and solutions, i.e., $P(\vec{x}) = b$ if $F_\vec{x} = b$ with $b \in \{0, 1\}$, and $P(\vec{x}) = \bot$ otherwise.

As in many cases, the classical, non-reversible implementations are efficient, the runtime of the reversible version is often not a problem, as long as it stays polynomial (although even sub exponential will suffice). However, in the context of hybrid methods, the space complexity of these implementations becomes vital. Standard approaches efficiently implement a data structure which can represent the last vertex visited, and update this structure with the next vertex reversibly. The reversibility prevents deleting information efficiently, so the simplest solution is to store the entire branching sequence, reconstructing the state from this succinct representation. Indeed, the technical core of the papers [2, 1], and parts of the remainder of this paper, focus on low space algorithms solving this problem.

### Online algorithms

Note, the quantum algorithm for quantum backtracking always performs $O(\sqrt{Tn \log(1/\delta)})$ queries no matter which vertex/leaf is satisfying, if any. In contrast, classical backtracking is an online algorithm, meaning that it can terminate the search early when a satisfying assignment is found. This naturally depends on the traversal order of the tree, which is also specified by the algorithm (and perhaps the random sequence specifying any random choices), and thus the maximal speed-ups are only achieved for the classical worst cases when either no vertices are satisfying, or when the very last leaf to be traversed is the solution.

In [23], the authors provide an extension to quantum backtracking, which allows one to estimate the size of the search tree. Moreover, it can also estimate the size of a search space corresponding to a partial traversal of a given classical backtracking algorithm, according to a certain order.

With this, it is possible to achieve quadratic speed ups not in terms of the overall tree, but rather the search tree limited to those vertices that a classical algorithm would traverse, before finding a satisfying assignment. In this case, we have a near-full quadratic improvement, whenever this effective search tree, which depends on the search order, is large enough (superpolynomial).

#### 2.4.1 Grover vs quantum backtracking in tree search

One can employ Grover search-based techniques to explore trees of any density and shape. Yet in many cases using Grover can be significantly slower than by employing the quantum backtracking strategy, or even classical search. While the query complexities of classical and quantum backtracking depend on the tree size, the efficiency of quantum search based on Grover is bounded by the maximal number of branches that occur in any path from root to the leaf of the tree. The branching number is also vital in space complexity analyses.

**Definition 2.2 (Maximal branching number).**

Given a tree $T$, the maximal branching number $br(T)$ is the maximal number of branchings on any path from root to a leaf. If a sub-tree $T'$, is specified by its root vertex $v$, with $br(v)$ we denote $br(T')$.

Here is a sketch of how Grover’s search would be applied in tree search leading to the query complexity dependence on branching numbers. For the moment, we assume that all the leaves of the tree are at distance $n$ from the root; this can be obtained by attaching sufficiently long line graphs to each leaf occurring earlier. This may cause a blow up of the tree by at most a factor of $n$, but this will not matter in the cases where trees are (much) lager, i.e. exponential.

Our application of Grover’s search over a rooted tree structure follows the following principle. We make use of an “advice” register, which
tells the algorithm which child to take, when two options are possible, i.e. select the $b$ parameter of $ch2$ when $chNo(v) = 2$. Let $v_1, v_2, \ldots, v_n$ be a path from the root $v_1 = r$ to a leaf $v_n$. For each guessed $v_i$ along the path, i.e. where $chNo(v_i) = 2$, a subsequent unused bit of the advice string determine the choice. Finally, the $n^{th}$ vertex is checked by the search predicate $P$. For this process to be well defined, we clearly require as many bits in the advice register as the largest number of branches along any path.

We now show that the size of the advice can also be independent from the actual tree size. To do so, we first discuss tree shapes for which Grover exhibits extremal behavior.

Take a “comb” graph for instance, where one edge is added to every node of a line graph, except to the last node. This graph has $2n-1$ vertices, and $(n-1)$ branches whereas a full binary tree with $2^n$ vertices has the same maximal number of branches (this disparity persists even when we “complete” the comb graph by extending the single line to ensure every path is length $n$). The Grover-based algorithm thus always introduces an effective tree which is exponential in the number of branchings.

Note this need not lead to exponential search times; e.g., in the example of the comb graph, if the leaf-child of the root is satisfying, then half ($2^{n-1} = 2^{n/2}$) of the strings in the advice register will result in finding the satisfying assignment, leading to an overall constant query complexity.

More generally, in the case of search with a single satisfying assignment $v$, the worst-case query complexity using Grover’s approach, will always be $O(2^{b/2})$, where $b$ is the number of branches on the path from the root to $v$, i.e. $b = br(r) - br(v)$, where $r$ is the root of the tree. This is because all the vertices below $v$ will represent solutions, as explained in the previous paragraph.

Comparing Grover’s search with backtracking in the sense of query complexity, we find the following: any binary tree of size $O(2^m)$ must contain a path from the root to a leaf which has more than $\gamma n$ branches – if the tree contains no more than $\gamma n$ branches along any path, i.e. its branching number is $\gamma n$, then Grover’s method will achieve a run-time of $O(2^{\gamma n/2})$ as well.

In other words, a limitation on the tree size – which upper-bounds the classical search run-time – directly limits the quantum backtracking query complexity, whereas it does not (as directly) limit Grover-based search. However, as we will show in the case of PPSZ, when the tree size is estimated on the basis of $(\gamma n)$ maximum branching numbers, this does provide a way to directly connect classical search with Grover-based method.

Unlike backtracking, Grover can also be used as an online algorithm, as discussed earlier in this section. In the majority of this paper, we will be concerned with worst-case times, so the online methods of [23] will not be critical. Although, for practical speed-ups, they certainly are. We reiterate that all the results that we will present, can accommodate these tree size-estimation based methods of [23].

### 2.5 The hybrid divide-and-conquer method

The hybrid divide-and-conquer method was introduced to investigate to which extent smaller quantum computers can help in solving larger instances of interesting problems. Here the emphasis is placed on problems which are typically tackled by a divide-and-conquer method. This choice is one of convenience. Any method which enables a smaller quantum computer to aid in a computation of a larger problem must somehow reduce the problem to a number of smaller problems. How this can be done is critical for the hybrid algorithm performance.

But in divide-and-conquer strategies, there exists an obvious solution. Divide-and-conquer strategies recursively break down an instance of a problem into smaller sub-instances, so at some point they become suitably small to be run on a quantum device of (almost) any size.

In previous work on the hybrid divide-and-conquer method [2, 1] this approach was used for a de-randomized version of the algorithm of Schöning, and for an algorithm for finding Hamilton cycles in degree-3 graphs. In general, in these works (and the present work) the question of interest is to identify criteria when speed-ups, in the sense of provable asymptotic run-times of the (hybrid) algorithms, are possible.

---

5If it holds that $P(v) = 1$ for node $v$, then $P(v') = 1$ for all descendants of $v'$ of $v$.

6More precisely, the device must large enough to handle any size instance of a given problem, which is in not a trivial condition.
2.5.1 Quantifying speed-ups of hybrid divide-and-conquer methods

For the quantum part of the computation, the complexity-theoretic analysis of meta-algorithms (more precisely, oracular algorithms), such as Grover and quantum backtracking, predominantly measures query complexity. This is the number of calls to the e.g. Grover oracle, or the walk operator, respectively, i.e. the black boxes that implement the predicate detection, and the search tree structure.

As the present work is only concerned with exponentially sized trees, and sub-exponential time sub-routines, the complexity measure we use for the classical algorithm $A_C(n)$ is the size of the tree (i.e., the classical query complexity) and for quantum algorithm the query complexity. In the hybrid cases, we will thus measure the totals of classical and quantum query complexities, treated on an equal footing.

We are thus interested in the (provable) relationships between quantities $Time(A_C(n))$ describing the run-time of the classical algorithm given instance size $n$, and $Time(A_H(n, \kappa))$, classifying the run-time of the hybrid algorithm, having access to a quantum computer of size $m = \kappa n$ with $\kappa = O(1)$. We focus on exact algorithms for NP-hard problems (which typically have exponential runtime).

Definition 2.3 (Hybrid speed-ups).

We say that genuine speed-ups (i.e. polynomial speed-ups) are possible using the hybrid method, if there exists a hybrid algorithm such that

$$Time(A_H(n, \kappa)) = O(Time(A_C(n))^{1-\epsilon_\kappa}), \quad (1)$$

for a constant $\epsilon_\kappa > 0$. If such an $\epsilon_\kappa$ exists for all $\kappa > 0$, then we say the speed-up is threshold-free.

What originally sparked the interest in hybrid algorithms, is the fundamental question whether threshold-free speed-ups are possible at all. This

7As we will discuss later, in the cases of the quantum algorithms we will consider, the relevant notion of instance size may be different from what is relevant for the classical algorithm complexity. However to compare the run times, we will always have to bound both hybrid and classical complexities in terms of same quantities.

8Since we consider speed-ups in the sense of asymptotic run-times, considering smaller sizes, e.g. constant sized quantum computers, or log sized quantum computers makes little sense as these are efficiently simulatable.

was answered in the positive in the previous works mentioned above [2, 1].

In the above, we have assumed that the time complexity can be fully characterized in terms of the instance size $n$. In general, as discussed in Section 2.4.1, the complexities may be precisely established only given access to a number of parameters, such as, search tree size or even less obvious measures like the location of the tree leaf in the search tree.

2.5.2 Limitations of existing hybrid divide-and-conquer methods

The key impediment to threshold-free speed-ups is the space-complexity of the quantum algorithm for the problem. To understand this, assume that with $\kappa n$ we denote the size of the instance we can solve on a $\kappa n$ sized device (so $\kappa n = Space(A_Q(\kappa n))$, where $Space(A_Q(n))$ denotes the space complexity of the quantum algorithm). If the space complexity is super-linear, then $\kappa'$ itself becomes dependent on $n$, and in fact, decreasing in $n$. In other words, as the instance grows, the effective fraction of the problem that we can delegate to the quantum device decreases. Then, in the limit, all work is done by the classical device, so no speed-ups are possible (for details see [2, 1]).

In [2], these observations also lead to a characterization of when genuine speed-ups are possible for recursive algorithms, whose run-times are evaluated using standard recurrence relations. Notably, none of the classical algorithms employed backtracking nor early pruning of the trees. These properties ensured that the search space could be expressed as a sufficiently dense trees, ensuring that no matter where we employ the (faster) quantum device, a substantial fraction of the overall work will be done by the quantum device, yielding a genuine speed-up.

Consequently, the main technical research focus in these earlier works were to establish highly space-efficient variants of otherwise simple quantum algorithms (in essence, at most linear in $n$), which are all based on Grover’s algorithm over appropriate search spaces. Both the derandomized algorithm of Schöning [1], and Eppstein’s algorithm for Hamilton cycles [2] traverse search trees dense enough that Grover-based search (which is itself space-efficient) over appropriate search spaces, yields a polynomial
improvement. (Appendix D describes an improvement over the hybrid solution of [2] based on the new framework developed in Section 3.)

An additional limitation is that any speed-up obtained through this hybrid approach is always relative to a fixed classical algorithm, as established in the previous works. This also implies that even in the event that we obtain a hybrid speed-up for the best algorithm for a given problem, this speed-up, and specially, any chance of a threshold free speed-ups disappear whenever a new faster algorithm is devised. In other words, the speed-ups are algorithm-specific. This will always be true, unless lower bounds are proved for the problem that these classical algorithms attack, in which case we may talk about algorithm independent speed-ups.

In the following two sections we study hybrid divide-and-conquer in the context of search trees, and provide a number of new algorithms using the hybrid method.

3 Hybrid divide-and-conquer for backtracking algorithms

In the present work, we consider the hybrid divide-and-conquer method for algorithms which operate by searching over a suitable tree. This framework naturally captures backtracking algorithms, and recursive algorithms as studied in [2]. Our new framework focuses on scenarios in which the search is over unbalanced trees, unlike the Grover-based methods utilized in [2, 1].

This section investigates the structure and properties of hybrid divide and conquer algorithms from the search tree perspective. Most notably, it introduces the concept of tree search decomposition. These considerations influence the design of the new hybrid divide-and-conquer algorithms discussed later.

The outline of this section is as follows. In Subsection 3.1, we discuss how specifically the tree structure influences whether or not (provable) polynomial speed-ups can be obtained on an intuitive level. Then, in Subsection 3.2, we provide a theorem providing a general, albeit not very operative, characterization of when speed-ups are possible. In Subsection 3.3, we connect more closely the properties of the quantum algorithms with the tree structure identifying assumptions which allow for significant simplifications. In Subsection 3.4, quantitative speed-ups are proved for constrained (but still rather generic) cases. These special cases are then exemplified in Section 4, and Section 5 addresses some of the scenarios were these simplifying conditions cannot be met.

3.1 Search tree structure and potential for hybrid speed-ups

In previous works, the importance of the space efficiency of quantum algorithms was put forward as the key factor determining whether asymptotic (threshold-free) hybrid speed-ups can be achieved, as discussed in detail in [2]. Naturally, in the hybrid backtracking setting, we will inherit the same limitations, and some new ones, which we focus on next.

A crucial aspect of our hybrid framework is that we always assume that the size of the quantum computer is $\kappa n$, where $\kappa \in (0, 1]$ and $n$ is a natural problem instance size. Note that the instance size is not unambiguous (as discussed in Section 5). Nonetheless, we assume this is well-defined, and that the classical backtracking algorithm we consider generates search trees of height (at most) $n$.

Next, to understand how the tree structure may influence the overall algorithm performance, we introduce the search tree decomposition. Consider a search tree $T$ generated by algorithm $A$ on some instance of size $n$, where every vertex in the tree denotes a sub-problem which can (in principle) be delegated to a quantum computer, running the algorithm $A_Q$ in a hybrid scheme, which we will denote with subscript $H$. Note, $A_Q$ can be the quantum backtracking or Grover version of $A$, or a related algorithm for solving the same problem.

In general, $\kappa n$ does not provide enough space for $A_Q$ to be run on the entire problem, i.e. on the root of the tree, but it can be run on some of sub-instances represented by vertices deeper in the tree. This of course depends on the space efficiency features of $A_Q$ – the effective size of the quantum computer we have, but we will not focus on this for the moment.

In the next section’s examples, with the exception of the enhanced hybrid algorithm for Hamilton cycles on cubic graphs discussed in Appendix D, $n$ specifically designates the number of variables of a given Boolean formula (and not the formula length itself).
We merely assume that whether or not $A_Q$ can be run on an instance $v$ given an $\kappa n$-sized device is monotonic with respect to the tree structure; that is, if it can be run on $v$, it can be run on all descendants of $v$.\footnote{It is conceivable that a sub-instance, as defined by a classical backtracking algorithm, for some reason takes more quantum space than the overall problem, and our formalism can be adapted to treat this case. However, in the cases of all quantum algorithms which we consider here, this will not be the case, hence we focus on this more intuitive scenario.}

With this in mind, we can identify the collection of $J_c$ cut-off vertices $\{c_k\}_{k=1}^{J_c}$. That is, all the vertices that can be run on the quantum device, whose parents cannot be run on the same device due to size considerations. In principle, $J_c$ may be zero for some trees. These vertices correspond to the largest instances in the search tree where we can use the quantum computer.

Now the search tree decomposition is characterized by the set of sub-trees $\{T_j\}_{j=0}^{J_c} \subset T$, where the subtree $T_j$ is the entire sub-tree rooted at the cut-off vertex $c_j$, and where $T_0$ denotes the tree rooted at the root of $T$, whose leaves are parents of the cut-points $\{c_j\}_j$. We refer to $T_0$ as the “top of the tree”, and it is traversed by the classical algorithm alone. Note that by “gluing” all the subtrees of $\{T_j\}_j$ as the corresponding leaves of $T_0$, we obtain the full tree $T$.

With $T_j$ we denote the size of the tree $T_j$. The set $\{T_j\}_j$ we call the search tree decomposition at cut-off $c$, and note that it holds

$$T = T_0 + \sum_{1 \leq j \leq J_c} T_j,$$

(2)

Next, we briefly illustrate in terms of the search tree decomposition, on an intuitive level, in which cases speed-ups can be neatly characterized and achieved and the cases where the speed-up fails.

The classical algorithm will (in the worst case) explore the entire search tree requiring $T_j$ steps, for each sub-tree $T_j$. Note that $T_j$ characterizes the upper bound on the query complexity of the classical algorithm. Let us for the moment assume that this roughly equal to the overall runtime of the classical algorithm (we will discuss shortly when this is a justified assumption).

Further, assume that the quantum algorithm achieves a pure quadratic speed-up in run-time over the classical algorithm. Then the hybrid algorithm will take $T_H = O^*(T_0 + \sum_{1 \leq j \leq J_c} \sqrt{T_j})$ time (queries), where $O^*(f(x)) \triangleq O(f(x) \cdot \text{poly}(x))$ to ignore polynomial factors. To achieve a genuine speed up in the query complexity (from which we will be able to discuss total complexity), it must hold that $T_H$ is upper bounded by $T^{1-\epsilon}$ for some $\epsilon$ (see Definition 2.3), where $T = \sum_{k=0}^{J_c} T_k$ is the total tree size.

Now this actual speed-up clearly depends on the cut-off points, and the structure of the original tree, as nothing a priori dictates the relative sizes of all the sub-trees. We first consider the case where the tree is a balanced, complete binary tree: The tree size is exactly $2^{n-1}$ where $n$ is the tree height. Further, assuming that the quantum algorithm can handle $\gamma n$-sized instances (in terms of this natural instance size) on the $\kappa n$-sized device, we get the following decomposition: $T_j = 2^{\gamma l_j}$, $j > 0$, $T_0 = 2^n - [\gamma n]$. For simplicity, we shall ignore rounding, with which we obtain:

$$T_H = T_0 + J_c \sqrt{T_1}$$

(3)

$$= 2^{n-\gamma n} - 1 + 2^{n-\gamma n}(2^{\gamma n/2} - 1)$$

(4)

$$\approx 2((1-\gamma/2)n$$

(5)

It is clear that the above example constitutes a genuine speed up with $\epsilon = \gamma/2$, with a full quadratic speed-up when $\gamma = 1$, i.e. when we can run the entire tree on the quantum computer.

At this point it also becomes clear how the space efficiency of the quantum algorithm comes into play: If it is linear in the natural size $n$, then $\gamma$ is a fraction of $\kappa$, and we obtain threshold-free asymptotic speed-ups. However, if the space required is super-linear in $n$, $\gamma$ becomes a decaying function of $n$, in which case all speed-ups vanish.

We shall briefly discuss these aspects shortly, and for more on the space complexity constraints see [1, 2]. Here we first focus on the issues stemming from the tree structure alone.

We can equally imagine a tree where $T_0$ is a full tree of size $2^{n/2}$, and $J_c = 1$ with another full tree $T_1$. In this case the run-time (more precisely, query complexity) of the classical algorithm is $2 \times 2^{n/2} = O(2^{n/2})$, but so is the quantum query complexity: $2^{n/2} + 2^{n/4} = O(2^{n/2})$, so no speed-up is obtained. In what follows, we define $J_k$ to count all the leaves of $T_k$. This is to take into account that not only do the individual sub-trees need to be large, but also need to be many in number, compared to $T_0$ itself, which can be bounded by the number of leaves.
In the next section, we make the above structural-only considerations fully formal.

3.2 Criteria for speed-ups from tree decomposition

In the following, we assume to have access to a quantum computer of size \( m = \kappa n \), we consider a classical backtracking algorithm \( \mathcal{A} \), which generates a search tree \( \mathcal{T} \). Through the study of a particular tree, one can extrapolate to a family of trees induced by the problem.

We imagine designing a hybrid algorithm based on the classical algorithm \( \mathcal{A} \), and a quantum algorithm \( \mathcal{A}_Q \) used when instances are sufficiently small.

We now need to characterize space and query complexities of the classical and quantum algorithm in terms of the properties of the trees.

**Query complexity** While the query complexity of the classical algorithm \( \mathcal{A} \) is exactly the size of the search tree of the problem instance, the query complexity of the quantum algorithm may be more involved. In the case of quantum backtracking, it is a function of the tree size and height (variable number). The situation simplifies when the trees are large enough (super-polynomial in size), because the query complexity then becomes equal to the square root of the tree size up to polynomial factors.

In the case of Grover-based search, an upper bound can be established by brute forcing all branching decisions along all tree paths of maximum length \( n \). Therefore, the query complexity is exponential in the max-branching number, which in general has no simple relationship to the tree size.

Further, we highlight that the connection between the query complexities overall run-time will not always be possible, except when:

1. the complexities of the subroutines realizing a query are assumed to be polynomial in \( n \),
2. the query complexity is exponential, so polynomial factors can be ignored.

We embed these assumptions in our main result.

**Space complexity** The space complexity of \( \mathcal{A}_Q \) determines the cut-off points in the search tree. The space complexity may not be a simple function of the tree height, as it depends on how the vertices are represented in memory (for instance as satisfying assignment or as the branching choices in the case of a low maximum branching number).\(^{11}\)

To achieve clean polynomial speed-ups, as discussed previously, two main factors must conspire:

- the space complexity must yield a tree search decomposition where many of the subtrees which will be delegated to the quantum computer are large enough for a substantial advantage to be even in principle possible,
- and the quantum algorithm must actually realize such a polynomial advantage.

One thing to highlight in the above is the observation that the sub-trees \( \mathcal{T}_j \) must not only be large on average, they need to be numerous, relative to the total size \( \mathcal{T}_0 \) of the top of the tree. In order to take both the average size and the amount of sub-trees \( \mathcal{T}_j \) into account, we do the following: Instead of considering the sub-trees \( \{\mathcal{T}_j\}_{j=1}^{\mathcal{J}} \), with \( 0 \leq J_c \leq J_\ell \), we instead consider there to be \( J_\ell \) sub-trees, of which \( J_\ell - J_c \) have size 0.

We can now identify certain sufficient conditions ensuring that an overall polynomial speed-up is achieved.

**Theorem 3.1.** Suppose we are given the algorithms \( \mathcal{A} \) and \( \mathcal{A}_Q \), and a \( \kappa \) (the relative size of the quantum computer) inducing a search tree decomposition \( \{\mathcal{T}_j\}_{j=0}^{\mathcal{J}} \) as described above, for a problem family, such that:

1. (subtrees are big on average) The sizes of the induced sub-trees \( \{\mathcal{T}_j\}_{j=1}^{\mathcal{J}} \) are on average exponential in size, so \( \sum_{j=0}^{\mathcal{J}} \mathcal{T}_j / \mathcal{J} \in \Theta(2^{\lambda n}) \) for some \( \lambda > 0 \). In particular, the overall tree is also exponential in size.

2. (quantum algorithm is faster) The query complexity of \( \mathcal{A}_Q \) on exponentially large sub-trees of size \( \Theta(2^{\gamma n}) \) is polynomially better than \( \mathcal{A} \)’s, i.e. \( \Theta^{*}(2^{\gamma(1-\delta)n}) \), for some \( \delta > 0 \). For convenience, we assume that

\(^{11}\)While Section 2.4 discussed the duality between formula and satisfying assignment representations, we will never employ the formula representation in the quantum algorithms due to the limited available memory.
in the quantum case the query complexity is
given by some increasing concave function
\( \Phi(T') \leq T' \) (for a tree \( T' \)), such that \( \Phi(T') \)
is essentially \( T' \) for small (sub-exponential)
trees, and for bigger trees \( \Phi(T') \) is essen-
tially no larger than \((T')^{1-\delta} \)\(^{12}\)

3. (queries are efficient) The time complexities
of the subroutines realizing one query in both
\( A \) and \( A_Q \) are polynomial.\(^{13}\)

Then the hybrid algorithm achieves a genuine
(polynomial) speed-up. If the conditions above
hold for all \( \kappa \), then the algorithm achieves a
threshold-free genuine speed-up.

The assumption of the existence of the function
\( \Phi(T) \) which meaningfully bounds the quantum
query complexity in terms of the tree size, is in
apparent contradiction with our previous expla-
nations that, in the case of Grover-based search,
such trivial connections cannot always be made.

Here, we want to establish claims of poly-
nomial improvements relative to the classical
method. Since the query complexities of the clas-
sical method do depend on tree sizes alone, and
since we assume that the quantum algorithm is
polynomially faster (so the quantum query com-
plexity is a power of the classical complexity),
this implies that we can only consider cases where
indeed the quantum query complexity can be
meaningfully upper bounded by some function
of the tree size. Consequently our theorem will
only apply to the Grover case when the trees are
sufficiently large (of size \( 2^n/2 \) and higher), where
such a non-trivial bound can be established.

The intuition behind the theorem statement
is as follows. Considering exponentially large
search trees together with the limitation on the
run-times in Item 2 of subroutines to be efficient
ensures that we can safely consider only query
complexities to establish polynomial separations.

Secondly, Item 1 also ensures that the quantum
algorithm will need to process sufficiently large
problems to achieve a speed-up. This prohibits,
e.g. the counterexample we gave earlier with only
one tree \( T_1 \) of size \( 2^{n/2} \) – the top tree has height

\(^{12}\)To ensure this, we can imagine the algorithm switch
from a classical to a quantum strategy only when the
quantum strategy becomes faster.

\(^{13}\)In fact, sub-exponential would suffice for our defini-
tions, but reasoning is easier with polynomial restrictions

\( n/2 \), meaning \( J_\ell = 2^{n/2} \), and thus also the average
quantity \( \sum_j T_j / J_\ell \) is in this case exactly 1.

Finally, item 3 ensures that the quantum
algorithm will be polynomially faster on the
non-trivial subtrees. We of course implicitly
assume that both the classical and the quantum
algorithm solve the same problem, so that their
hybridization also solves the same problem.

Proof. Under the conditions of the theorem it
will suffice to show that the classical query com-
plexities given by \( T = T_0 + \sum_j T_j \) and the hy-
brid query complexity \( T_H \), which we determine
shortly, are polynomially related.

We make use of the following Lemma:

**Lemma 3.2.** For any binary tree \( T \) of size \( T \),
the number of leaves \( K \) is bounded as follows:

\[
(T/n + 1)/2 \leq K \leq (T + 1)/2. 
\]

**Proof.** Consider \( T' \) to be the size of the binary
tree \( T' \) obtained by replacing every sequence of
one-child nodes by a single node in \( T \). Note that
\( T' \) is now a full binary tree (with 0 or 2 children),
yet the number of leaves of \( T' \) and \( T \) are the same.
By construction we see that \( T' \leq T \leq n \cdot T' \).
Since full binary trees have \( (T' + 1)/2 \) leaves, we have that \( T \) has more or equal to \( (T/n + 1)/2 \)
leaves, and less than \( (T + 1)/2 \) leaves.

Let \( J_\ell \) be the number of leaves of \( T_0 \) (which
includes roots of subtrees \( T_j \), as well as actual
leaves of \( T \)). Let \( \text{Avg}_c = \sum_j T_j / J_\ell \) denote
the average tree size, and by assumption \( \text{Avg}_c = \Theta(2^{2\lambda n}) \), so that

\[
T = T_0 + J_\ell \times \text{Avg}_c 
\]

Since \( J_\ell \) equals the number of leaves of \( T_0 \), by
assumptions and Lemma 3.2 we have that

\[
T_0 + \text{Avg}_c \frac{T_0/n + 1}{2} \leq T \leq T_0 + \text{Avg}_c \frac{T_0 + 1}{2} \quad (6)
\]

which can be simplified to,

\[
T_0 \text{Avg}_c / (2n) \leq T \quad \text{and} \quad T \leq T_0 (1 + 2 \text{Avg}_c). 
\]

On the other hand, by similar reasoning, the hy-
brid query complexity \( T_H \) is upper bounded by

\[
T_H \leq T_0 (1 + 2 \text{Avg}_q), 
\]

where \( \text{Avg}_q \) is given with \( \text{Avg}_q = \sum_j \Phi(T_j) / J_\ell \)
where \( \Phi(T_j) \) is the quantum query complexity on
the \( j^{th} \) sub-tree.
By considering the ratio of the lower bound on the classical runtime $T_0 \cdot \text{Avg}_c/(2n) \leq T$, and an even weaker upper bound on the hybrid complexity

$$T_H \leq T_0(2 + \epsilon)\text{Avg}_q,$$

$$T/T_H > \text{Avg}_c/\text{Avg}_q(1/(2n(2 + \epsilon))),$$

we see that polynomial improvements are guaranteed whenever $\text{Avg}_c$ and $\text{Avg}_q$ are polynomially related (since they are both exponentially sized by assumption, the prefactors linear in $n$ can be neglected).

Since we have that $\text{Avg}_c = \sum_j T_j/J_\ell$ and $\text{Avg}_q = \sum_j \Phi(T_j)/J_\ell$, where $\Phi(x)$ is concave and increasing and $\Phi(T_j) \leq T_j$, to lower bound the speed-up characterized by $\text{Avg}_c/\text{Avg}_q$, we need to minimize this quantity, which is equivalent to maximizing $f(T_j) = \sum_j \Phi(T_j)$, subject to constraints $\sum_j T_j = c$, for some constant $c$, and $T_j \geq 0$.

By concavity of $\Phi$, this maximum is obtained when $T_i = T_j = \text{Avg}_q$ for all $i,j$, hence in the worst case we have $\text{Avg}_q = \sum_j \Phi(\text{Avg}_c)/J_\ell = \Phi(\text{Avg}_c)$. By assumptions, this means $\text{Avg}_q \in \Theta(2^{(1-\delta)n})$ whereas $\text{Avg}_c \in \Theta(2^m)$, which is an overall polynomial separation, as stated. This polynomial separation in the query complexity will also be observed in the final separation of the classical and hybrid runtimes because Condition 3 ensures that queries take only polynomial time.

Finally, the threshold free speedup is obtained if the above separation is obtained for any $\kappa$, which means that the tree decomposition induced by $\kappa$ (and the space complexity of $A_q$) yields polynomial separation between classical and hybrid runtimes.

In the discussion above we only touch upon the sizes of search trees, without considering the possibility that the classical (online) algorithm may get lucky. Indeed, it may encounter a solution much earlier in the search tree, whereas the quantum algorithm always explores all the trees. In essence, the above considerations are for the worst cases for the classical algorithms (e.g. when no solutions exist). However, this is easily generalized.

In Section 2.4, we discussed a method to circumvent this issue [23], by enabling the quantum algorithm to only explore the effective tree, which the classical algorithm would explore as well, before termination. By utilizing these algorithms, all the results above remain valid in all cases, except the concepts of search trees must be substituted with the concepts of “effective search trees,” which are the search trees the classical algorithm would actually traverse before hitting a solution.

Additionally, we observe that our framework can be generalized to allow for $p$-ary trees instead of binary trees.

The presented theorem has the advantage of being very general, but the major drawback is that it is non-quantitative and difficult to verify. This can be improved upon in special cases.

### 3.3 Space complexity, effective sizes, and tree decomposition

Three aspects complicate the task of determining the runtime of our hybrid algorithms: tree structure, time-complexity of the quantum algorithm and the space complexity of the quantum algorithm. All three issues are individually non-trivial. The tree structure can be very difficult to characterize (as is the case for the DPLL algorithm, see Section 5), and the space and time complexities can depend on different features of the sub-instance. Yet, their interplay is what determines the overall algorithm.

We address these three issues separately, focusing on settings where the situation can be made simpler. First and foremost, we will almost always assume that we deal with exponentially large trees and query complexities, and in all the cases we will consider, the runtimes involving a single query will be polynomial (Condition 3 of Theorem 3.1). For this reason, we can ignore polynomial factors, which implies that the query complexities and overall run-times are equated.

Next, since we deal with tree search algorithms, we focus on quantum algorithms $A_Q$, obtained by either performing Grover-based search, or quantum backtracking over the trees. For concreteness, we will imagine the search space to be one of partial assignments to a Boolean formula (so strings in $\{0, 1, \ast\}$, with $\ast$ denoting an unspecified value), although all our considerations easily generalize. We refer to the natural representation, which is the vertex representation where to each vertex we associate the entire partial assignment (i.e. $n$ symbols in $\{0, 1, \ast\}$, so $\log_2(3)n$ bits).
In this setting, the possible speed-ups and the space complexity can be more precisely characterized in the terms of the tree structure. In what follows, we focus on a concrete subtree representing a subproblem associated with the (restricted) formula $F$ that $A_Q$ should solve. This subtree $T$ is of height $n$ and maximum branching number $\text{br}(T)$, comprising partial assignments of length $n$.

**Query complexity** Recall from Section 2.4, that the query complexity of backtracking is essentially $O(\sqrt{Tn})$, and therefore depends strongly on the tree size and the tree height. So for large trees, we have an essentially quadratic improvement over the classical search algorithm. In the case of Grover’s search algorithm, the query complexity is in $O(2^{n/2})$, provided that the maximum branching number is $br(T) \leq n$, which is also a quadratic genuine speedup if the tree is full.\(^{14}\)

We can already highlight the important feature that the natural instance size (number of variables) may be quite unrelated to the actual features of the sub-instance which dictate runtimes: tree size and branching number. For this reason, we introduce assumptions which allow us to relate the *variable number* with the tree size, as well as the *branching number*.

This difference between natural and effective problem sizes is even more important in the case of space complexity, where speed-ups may be impossible if the wrong measure is considered.

**Space complexity** We can separate two sources of memory requirements. The first is the specification of the search space, as for any methods of quantum search we require a unique representation of every vertex in the tree. Clearly, the natural representation of full partial assignments suffices, but often we can work with the specification of only the choices at every branching point.

This more efficient representation, which associates to each vertex $v$ the unique branching choices on the path from the root to $v$, we refer to as the *branching representation* (see Fig. 1). The branching representation requires no more than $br(T) \leq n$ trits or, more efficiently, $br(T) + \log(n) \leq n$ bits. Technically, we need $\log(n)$ bits to fix at the depth at which our path terminates to specify a vertex (after the last branching choice there can still be a path of non-trivial length remaining to our target vertex).\(^{15}\) This is still larger than the information-theoretic limit $\log_2(T)$, which is achieved by some enumeration of the vertices; however this representation is difficult to work with locally, and difficult to manipulate space-efficiently. This memory requirement is the only one which we cannot circumvent for obvious fundamental reasons.

We assume access to a function $chNoNa(v)$ which returns whether $v$ has one or two children, as it was introduced in Section 2.4 along with the functions $ch1(v)$ and $ch2(v,b)$ which return the children of forced and guessed nodes respectively. We assume that for each vertex we know the level it belongs to, so there is no need to check if a vertex is a leaf. Such functions take as input a vertex specified in the natural representation, as is the case in most algorithms. The construction of functions which take the branching representation on input will require additional work and space.

\(^{14}\)And, more generally a polynomial speed up when the tree size is at least $\Omega(2^{n/2+\delta})$, for some $\delta > 0$.

\(^{15}\)Our focus is not on vertices per se, but on uniquely specified paths from vertex to root, along the path of which we look for contradictions and satisfying assignments, so that the $\log(n)$ specification is not needed.

---

**Figure 1:** A path in a search tree in natural representation (above) and in branching representation (middle) for $F = (x_1 \lor x_2) \land (x_3 \lor x_4 \lor x_5)$ and the corresponding path in the decision tree of a DPLL algorithm execution (below), where dashed lines are forced and solid lines guessed assignments. The node 111 in branching representation represents the partial assignment $x_1, x_2, x_3, T_2$. 

---
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To understand the second source of memory consumption we need to consider in more detail what each search method entails.

We begin with Grover-based search. In the natural representation, if the position of the leaves is unknown, we need to perform a brute force search over all possible partial assignments, leading to the query complexity of \(\Omega(2^{\log_2(3)/2})\). This is prohibitively slow.\(^{16}\)

A more efficient approach relies on the branching choice representation. In this case, the search space is \(2^b\),\(^{17}\) and all that is required is a subroutine which checks whether a given sequence in this representation leads to a satisfying assignment.

In other words, we require a reversible implementation of the search predicate \(P\) which is defined on branching choices.

In the natural representation, a reversible version of \(P\) for a node \(\vec{x} \in \{0, 1, \ast\}^n\) can be implemented by a circuit computing the number of satisfied clauses in \(F_{\vec{x}}\), which requires the values of the actual variables. So, in the branching representation, to evaluate \(P\), we must in some (implicit) way first reconstruct the values of the variables that occur in the partial assignment corresponding to the vertex fixed by the branching representation. Such a modified \(P\) which evaluates the branching representation can be run reversibly, as the Grover predicate to realize the search over all possible branch representation strings. We will refer to this string as the advice string. Intuitively, it advises the search algorithm on its branching choices.

Now, to translate the branching representation to variable values, again intuitively, we must follow the path in the search tree, and for this, we will utilize the (reversible) implementations of the operations \(ch_1(v), ch_2(v, b), chNo(v)\), to trace the path. This is easily done reversibly if we are allowed to store each partial assignment along the path. However, due to the size constraints imposed in the present work, realizing an efficient predicate is non-trivial task, which can nonetheless be achieved in specific cases (see Section 4).

In the case of backtracking-based algorithms, we also require sufficient space to represent each vertex uniquely. Aside from this, the space requirements stem from the implementation of the walk operator, and from the implementation of the quantum phase estimation subroutine, see Appendix B.2. The latter cost we prove can be done logarithmically in the natural representation size, and therefore can safely be ignored.\(^{18}\)

We identified two subroutines as the bottleneck for a space-efficient realization of the quantum walk operator. The first is the construction of a unitary which takes a vertex specification on input (and an appropriate amount of ancillas initialized in a fiducial state), and produces (the same vertex, due to reversibility), and its children. The second subroutine is the same as in the Grover-based case: we need means of detecting whether a vertex satisfies the predicate \(P\) in whichever representation it is given.

In principle, the subroutines which detect whether a vertex is satisfying in some representation may be very different than subroutines which generate children specifications. However, in every case we discuss in this paper, the detection of satisfying vertices given in the branching representation will be implemented by essentially sequentially going through the entire path, in an appropriate representation. For this reason, the methods that we present for Grover-based search in the branching representation can readily be used for backtracking-based search. We note that the sizes of the natural, and the branching representation constitute two main parameters, effective size measures, associated with a problem instance, which determine the quantum space and time complexities.

In the present work, we design time-efficient schemes which achieve linear space complexities in the size of either the natural representation size or in terms of the branching representation sizes for all the routines discussed above.\(^{18}\)

\(^{16}\)Furthermore in some cases it may also lead to invalid results, if there is no explicit mechanism to recognize legal vertices in the tree, and if the connectivity encodes properties of the problem.

\(^{17}\)Note, this does not enumerate all the vertices or leaves, but possible paths in trees with no more than \(br\) branchings. This suffices to uniquely specify a leaf. There may be multiple specifications for a single leaf, if it occurs on a path with fewer branchings (in which case, the remaining choices are then simply ignored).

\(^{18}\)Note, a linear dependence would not immediately prohibit the application of a hybrid method, but it would cause a multiplicative decrease in the effective size of the instance we can handle, i.e. our usable work space would effectively become a fraction of what it could be.
Also they can be applied both in the Grover-based and backtracking cases. Additional sub-linear space contributions are effectively negligible: since we assume quantum computers that are proportional the instance size, so $\kappa n$, so we can simply sacrifice any arbitrary sized fraction $\epsilon n$ of $\kappa n$ (so decreasing $\kappa$ by an arbitrarily small $\epsilon$) for all sub-linear space requirements.

With a full understanding of what parameters of the sub-instances influence space and query complexities of the quantum algorithms we consider, we can now focus on the overall tree decomposition, and identify settings where it all can be made to provide simple criteria for quantifiable speed-ups.

### 3.4 Speed-up criteria: special cases

In this section, we introduce several assumptions to simplify the expressions of the runtimes obtained through our hybrid approach. One of the main assumptions is that the effective size of the quantum computer can be expressed as $\kappa' n'$, given a $\kappa n'$ sized device; in other words, that the space complexity of our algorithms is linear in $n'$, where $n'$ quantifies the original problem size measure. In the beginning of this section $n'$ will refer to the natural instance size (and thus the tree height), but later we will show how it can also quantify branching numbers.

Given a $\kappa' n'$ effective size quantum computer, the search tree decomposition will then produce a cut-off points at each vertex where the vertex effective size $n$ (and the branching number $b n$) is below $\kappa' n'$.

To achieve polynomial speed-ups resulting sub-trees must be exponential (on average, relative to the number of leaves of the top tree $T_0$), i.e. in $\Theta^*(2^{\lambda n})$, where speed-ups are achieved using backtracking for any $\lambda$, and using Grover if $\lambda > 1/2$, or if $\lambda > b r / 2$ when the branching representation is used.

To make this more concrete we can consider a setting where exponential subtree sizes are guaranteed and easily computable, i.e. when the sub-trees are uniform at a scale determined by $\kappa' n$.

For the weakest case, where the space complexity of the quantum algorithm we consider is governed by $n$ (in the natural representation), we have the following setting.

We will say that a fully balanced\textsuperscript{19} tree $T$ is uniformly dense with density larger than $\lambda$ at scale $\eta n$, if all the sub-trees $T'$ of height higher than $\eta n$ (i.e. all trees with a root at a vertex $v$ of $T'$ at a level higher than $n - \eta n$, which contain all the descendants of $v$ at distance no more than $\eta n$ from $v$) satisfy $T' \in \Theta(\kappa^\lambda n)$.

In this case, if $\eta$ is matching the effective size of the quantum computer ($\eta = \kappa'$), we get a polynomial speed-up for all densities $\lambda$ for backtracking, and whenever $\lambda > 1/2$ for Grover-based search, assuming access to a quantum computer with effective size $\kappa' n$ (with $\kappa'$ proportional to $\kappa$). The assumption that the trees are exponentially sized makes the proof of this statement trivial.

The definition of such strictly uniform trees can be further relaxed, by allowing that just a $1/\text{poly}(n)$ fraction of the sub-trees beginning at level $n - \eta n$ is exponentially sized with the exponent $\lambda$, and by somewhat freeing the size of the top tree $T_0$ (we essentially only need that this tree is not too large), and still obtain a polynomial improvement. Again if $\eta = \kappa'$, we get polynomial speed-ups when $\kappa'$ is proportional to $\kappa$.

Since the effective size is $\kappa' n$, for uniform trees we obtain a search tree decomposition, where we cut at level (instance size given by height) $n - \kappa' n$. The obtained trees are of size height $\kappa' n$, and by assumption, $1/\text{poly}(n)$ of the trees are exponentially sized (i.e. are in $\Theta^*(2^{\kappa' n})$). But then the worst case average size is given with $2^{\kappa' n} / \text{poly}(n)$ which is still exponential.

With this we satisfy all the assumptions of the Theorem 3.1 and conclude polynomial improvements. But in this case we can be more precise about the achieved improvement. From the proof of Theorem 3.1, Eq. (7) the hybrid query complexity can be upper bounded with $T_0(1 + 2 \text{Avg}_q)$ where $\text{Avg}_q$ is given with $\text{Avg}_q = \sum_j \Phi(T_j)/J_i$.

Here $\Phi(T_j)$ is the quantum query complexity on the $j^{th}$ sub-tree. Note that we assume that we can meaningfully bound the quantum query complexity as some function of the tree size. If we are using backtracking since the trees are exponentially large we have that $\Phi(T_j) = \Theta((T_j)^{1/2})$. In the case of Grover’s search, we will have meaningful statements of this type when the tree sizes are exponential in depth (so $T_j = \Theta(2^{\kappa' n})$), with exponent $\lambda > 1/2$.

\textsuperscript{19}All paths from the root to a leaf are of length $n$. 

By the same proof, \( \text{Avg}_q \) is maximized when \( T_i = \sum_j T_j / J_t \), for all \( i \), in which case

\[
\text{Avg}_q = \Theta(2^{\lambda \kappa n^2} / \text{poly}(n)),
\]

which is dominated by \( \Theta(2^{\lambda \kappa n^2}) \).

\[
T_H = O^*(T_0(2^{\lambda \kappa / 2 n}))
= O^*(2^{(\kappa'/2 + (1-\kappa))\lambda n}) = O^*(2^{(1-\kappa'/2)\lambda n})
\]

which is a polynomial improvement over the classical strategy which obtains

\[
T_H = \Omega^*(2^{\lambda n})
\]

(recall, the asterisk denotes we omit polynomial terms).

As noted earlier, in the above analysis, if we use Grover’s search, then

\[
\Phi(T_j) = \min(2^{\lambda \kappa n}, 2^{\kappa'/n/2}),
\]

in which case we only obtain a speed-up if \( \lambda > \frac{1}{2} \).

However, in Subsection 4.2 we describe a setting where, although the tree is quite uniform, it is not sufficiently uniform relative to the natural measure – the tree height. However, it is uniform relative to the branching number measure. We can easily adapt the uniformity definition to this case.

We will say that a tree \( T \) is uniformly dense at branching level \( \eta n \), if all the sub-trees \( T' \) for which we have \( br(T') \geq \eta n \) (i.e. all trees with a root at a vertex \( v \) of \( T \) which have at least \( \eta n \) branches on any path) satisfy \( T' \in \Theta(2^{\lambda \eta n}) \).

Now, if we have access to algorithms whose space complexity is linear in the branching size measure, given a \( \kappa'n \) effective quantum computer size – now, relative to the branching size, meaning we can handle instances with \( \kappa'n \) branchings –, if the trees are uniformly dense at branching level \( \eta n \), with \( \eta n \leq \kappa'n \), we can run the quantum subroutines on exponentially sized subtrees and a similar analysis holds. But this time, Grover’s approach yields speed-ups whenever \( br/2 < \lambda \).

Although these results seem very similar, in general the latter setting allows us to start search much earlier as \( br \leq n \), and indeed, it can be much smaller. Furthermore, in some cases, the distribution of branch cuts is not (guaranteed to be) uniform with respect to the natural size \( n \), which prevents naive algorithms to be successful.

In the next sections, we provide examples of both cases:

- an example where the effective size \( n \) plays a role, in the context of \( k \)-SAT formulas for large \( k \) and uniform trees, with speed-ups obtained via Grover-based search (\( \lambda \) > \( \frac{1}{2} \)) and backtracking (Section 4.1);
- an example where the number of maximal branches \( br \) plays a role, with speed-ups that depend only on the branching number measure (Section 4.2).

We provide in Appendix D an example where backtracking provably provides better hybrid performances than Grover for the Hamiltonian cycle problem, building on prior work [2].

4 Hybrid speed-ups for tree search in satisfiability problems

In this section, we provide examples of when various types of speed-ups are attainable using the hybrid tree-search-based framework we introduced in previous sections.

4.1 Algorithm-independent improvements under the Strong Exponential Time Hypothesis

The simplest and most ideal setting for hybrid divide and conquer approaches is when the search trees of any SAT algorithm are essentially everywhere maximally dense. The Strong Exponential Time Hypothesis (SETH) implies this. Under this hypothesis, we can provide the simplest hybrid algorithm which still beats the best possible classical algorithm for \( k \)-SAT (where \( k \) is large).

Let us write \( \gamma_k \) for the smallest \( \gamma_k \in [0, 1] \) such that there exists a \( k \)-SAT randomized algorithm of complexity \( O(2^{\gamma_k n}) \). SETH stipulates that the sequence of all the \( \gamma_k \)'s is increasing, and \( \lim_{k \to \infty} \gamma_k = 1 \). Then \( \gamma_k \) can be made arbitrarily close to 1. In other words, this also means the best possible classical algorithm is close to brute-force search, which is itself a divide-and-conquer algorithm, for large \( k \).

We can apply the hybrid approach to brute-force search as classical algorithm, and Grover’s search as quantum subroutine, with access to a \( \kappa n\)-qubits quantum computer. As we show in the Appendix B.1, we can implement Grover-based, brute-force search for SAT solving over \( n \)-variable formulas using \( n + O(1) \) space, meaning that, asymptotically the effective size of the
problem we can handle is $\kappa' n$ with $\kappa = \kappa'$. The result is a hybrid algorithm of time complexity $O^*(2^{(1 - \kappa/2)n})$ for $k$-SAT for every $k \in \mathbb{N}$.

But then by SETH, for every $\kappa > 0$ there exists a $k$ s.t. $\gamma_k > 1 - \kappa/2$, which implies a polynomial speed-up over any classical algorithm. In summary we have the following result.

**Theorem 4.1.** Under the Strong Exponential Time Hypothesis, for every classical algorithm for $k$-SAT and for every $\kappa > 0$ (such that we are given access to a $kn$-qubits quantum computer), there exists a $k$ such that we obtain a speed-up for the hybrid divide-and-conquer algorithm based on classical brute-force search and Grover’s algorithm. In other words, the hybrid divide-and-conquer approach can offer an algorithm-independent speed-up under SETH.

To connect to the previous discussions on uniform trees, SETH guarantees that the trees of any tree-search based algorithm for $k$-SAT will become arbitrarily dense (close to $\lambda = 1$), at every constant scale $\kappa n$, for large enough $k$.

4.2 Threshold-free speed-ups in PPSZ tree search for special formulas

In this section we describe a setting in which, under some assumptions on the variable order, hybrid, threshold free speed-ups are possible for PPSZ tree search, which, as we mentioned, is at the core of the best-known classical exact SAT solvers.

4.2.1 Characterizing the search trees

Recall that, towards realizing hybrid tree search, we already introduced dncPPSZ, a tree search version of the original Monte Carlo algorithm (see Algorithm 2 in Section 2). It finds a satisfying assignment in a constant number of repetitions if one exists (see Proposition 2.1). As input, the dncPPSZ subroutine takes an $k$-CNF formula $F$ and an order $\pi$, then sequentially either resolves the next variable by s-implication, yielding a forced tree node, or it branches on that given variable, yielding a guessed tree node. As detailed in the Appendix A, there exists a constant $\varepsilon > 0$ such that, if satisfying assignments exist, then $E_{\pi \in \pi_k}[dncPPSZ(F, \pi) = 1]$ is non-nil and constant (and thus a finite amount of repetitions of dncPPSZ suffices to find the satisfying assignment). In other words, with constant probability dncPPSZ will find a path from the root to a satisfying assignment which contains no more than $b = (\gamma_k + \varepsilon)n$ branches (guessed variables). By pruning tree paths beyond $b$ branches, we obtain a runtime of $O^*(2^{(\gamma_k+\varepsilon)n})$ and a search tree with maximal branching number $b$ (see Def. 2.2).

Since, our objective is to provide a hybrid algorithm which achieves a better provable upper bound, threshold-free, the first obstacle is obtaining a sufficiently dense tree shape (see Section 3.2). However, since no such algorithm is known, we indeed may assume the trees are of size $\Theta^*(2^{(\gamma_k+\varepsilon)n})$ (at least in the worst cases). This all suggests that (non-hybrid) speed-ups are obtainable with quantum backtracking, and with a Grover-based method as well; recall that Grover achieves the same upper-bound performance as backtracking, if the bound on the tree size is given by the exponential of maximal branching number, as discussed in Section 2.4.1. Any results with Grover characterize what we can expect from a quantum tree search algorithm.

Next, in hybrid setting we need to keep track of space complexity as well, and the depth $\kappa'$ at which to invoke the quantum subroutine. Since PPSZ is a simple tree search algorithm over partial assignments, the natural instance size is the number of variables which have not yet been set. It is relatively easy to construct quantum Grover-based and backtracking algorithms which achieve a linear space complexity in this quantity. In this case, the cut-off point in the search tree decomposition happens at vertices corresponding to some number of variables not yet resolved. However this will not suffice for threshold-free improvements.

The problem is the following: while the number of branches is $(\gamma_k + \varepsilon)n$, along a path from the root to an assignment, there is no guarantee on where along the path they occur. Indeed, since the formula simplifies as variables are set, it is more likely branches occur earlier on, and it is possible all branches are used up first, leaving a formula with $n - (\gamma_k + \varepsilon)n$ variables, which is trivial from this point. So to achieve speed-ups in this scenario, our quantum device must be able to handle instances of size at least $\kappa' n > (1 - \gamma_k - \varepsilon)n$, hence the approach is not threshold-free.

Our solution is to construct algorithms that
work in the branching representation, discussed in Section 2.4.1, and achieve linear space-efficiency in the remaining number of branches. Since branches directly dictate the (exponential) tree size, starting the algorithm at a point with some-fraction-of-$n$ branches remaining will guarantee all the properties we highlighted in Theorem 3.1, and more specifically, render the PPSZ case a uniform tree case relative to the branching cuts, as described in Section 3.4. However, coming up with reversible implementations of PPSZ traversal, whose space efficiency depends on the branching numbers (and time-efficiency is sub-exponential) is more complicated.

At this point let us be more precise. We are looking for reversible algorithms (circuit) which compute the children for any vertex of the PPSZ search tree in the branching representation, and which can decide whether a vertex specified in the branching representation is satisfying or a contradiction. That is, implementations of the functions $ch1, ch2, chNo, P$, as this suffices to implement the walk operator (see Section 2.4).

What complicates the realization of such subroutines is, as we discussed previously in Section 3.3, branching choices, i.e. the values of guessed variables alone, do not map trivially to individual variable values. For example, in the branching representation, a node’s label 111, i.e. the first three guessed variables have all been set to 1, should first be converted into a partial assignment to the variables, before we can compute its children.\textsuperscript{20} To know which variable is the first guessed variable, we must first compute the s-implications. An obvious solution is to compute all implications and store the corresponding partial assignment, but this violates the objective of using less memory than what the natural representation allows. Since, as mentioned, Grover-based search will already achieve speed-ups over a classical strategy, we tackle the above problem in this context.

First, we simplify the problem for the PPSZ setting by using eager evaluation of forced variables. This compresses all the line paths in the tree, resulting in a tree with only binary nodes. Algorithm 3 illustrates this using the tree node

Algorithm 3 dncPPSZ($v$) using our functions, where $|v|$ is the length of node $v$’s advice label.

\begin{algorithm}
\begin{algorithmic}
   \If{$P(v) = 1$} \Return 1 \EndIf
   \If{$P(v) = 0$ \Or $|v| > (\gamma_k + \epsilon)n$} \Return 0 \EndIf
   \Return dncPPSZ($ch2(v, 0)$)$\lor$dncPPSZ($ch2(v, 1)$)
\end{algorithmic}
\end{algorithm}

functions. The node $v$ consists of an advice label, e.g., 111 (including a counter indicating its length). Implementing $ch2$ is trivial, e.g., $ch2(111, b) = 111b$. However, this complicates the search function $P$ since it now has to eagerly evaluate forced variables, but it anyway needs to ‘decode’ the advice (which is a similar process).

Next, we specify the problem that $P$ has to solve. We call it $s$-implication with advice (SIA), which is intuitively and implicitly defined as follows (Appendix E provides a precise definition). Given a fixed formula $F$ and variable order $\pi$, an algorithm solving SIA takes on input an advice string of size $S_{adv}$, specifying which branching choices will be made at the guessed variables. The algorithm should compute the path realized in an $s$-implication-resolution based process in the tree specified by $F$ by going over the variables in the specified order, setting them to either the forced value if $s$-implied, or to the next unused branching choice specified in the advice register if not. It should then output: \{00\}, if more branches are encountered than the advice length; \{1b\}, if the path makes the formula (un)satisfied at some point, such that $F = b$.

The desired space-efficient implementation of SIA will utilize a $S_{adv}$-sized advice register for the choices, and ideally no-more than $o(n)$ ancillas (although, low-prefactor linear scaling is also acceptable as explained in Section 3.3). While these criteria are easily met in an irreversible computation, critically, it must be realized reversibly under these conditions, as in this case we achieve Grover-based search, by searching over the advice register.

Obtaining $o(n)$ space is not trivial for the problems we consider. In particular, it can be proven that the routines required to implement PPSZ (e.g. repeated $s$-implication, unit resolution) are P-complete under log-space reductions (as proven for unit resolution in [26]). It is still an open problem whether $o(n)$ space, poly-time

\textsuperscript{20}For instance, in the formula $(\overline{\overline{\overline{x}_1}} \lor x_2) \land (\overline{\overline{\overline{\overline{\overline{x}_2}}}} \lor \overline{x_3} \lor \overline{x_4} \lor x_5)$ (and order $x_1 < \cdots < x_5$), the node with branching representation 111 represents the assignment $x_1, \overline{x_2}, x_3, x_4, \overline{x_5}$ because $x_2$ and $x_5$ will be ($s > 1$)-implied.
algorithms exists for P-complete problems [27, Section 5.4], but lower bounds on pebbling approaches [28] give a pessimistic outlook. Therefore, an approach that focuses on identifying classes of formula which admit genuine hybrid speedups seems justified.

Accordingly, we focus on formulas where, for a given variable order, the formula has bounded index width (biw) as defined in Definition 4.2. In Appendix E, we provide an o(n)-space reversible algorithm for SIA, which works for this class of formulas. Specifically, we provide an algorithm which has polynomial runtime, and space complexity $S_{adv} + S_w$, where $S_{adv}$ is the advice-string register, and

$$S_w = O(w \cdot \log(n/w))$$

(11)

for any $k$-CNF formula of biw $w$. We do so by providing a frugal, reversible implementation of SIA, and then by splitting this (deterministic) computation into blocks that require only a partial assignment of $w$ variables, applying Bennett’s reversible pebbling strategy on those blocks [29].

**Definition 4.2.** For a given Boolean formula $F$ and a variable ordering $\bar{x}$, we defined the index-width $iw(F)$ of a formula to be the largest difference between two indices of variables in a clause of the formula $F$, i.e.

$$iw(F) = \max_{C \in F} \max_{x_i, x_j \in C} |i - j|.$$  

A formula $F$ has bounded index width (biw) $w$ if $iw(F) \leq w$.

Before giving the complexity theoretic analysis of the hybrid method obtained by using the SIA algorithm above, we highlight a few facts.

First, the property of bounded index width is an order-dependent property. Randomizing the variable order breaks this, and consequently our result does not directly imply speed-ups for PPSZ-proper, just for the tree-search part.

Luckily, an inspection of the correctness proof of PPSZ in [20] reveals that not all variable orders need to be considered in the case of biw formulae. This is because the biw property ensures that the critical clause tree, central to the proof, only reasons over variables up to distance $w \cdot \log(s)$ from the variable for which $s$-implication is computed. The critical clause tree can thus not distinguish between permutations with more than $w \cdot \log(s)$ displacement. Permutations with no more than $k$ displacement can be efficiently obtained by k-sorting [21] a random permutation [30]. A k-sorted permutation of the variable order partially preserves the biw: if a formula $F$ has biw $w$ for the initial variable order, then a k-sorted permutation of the variable order yields a biw $w' \leq w + 2k$.

Second, bounded index width formulas have specialized SAT-solving algorithms with best run-time $O(2^w \text{poly}(n))$, to our knowledge [31]. We will discuss the consequences shortly but for the moment we just focus on beating known PPSZ tree search bounds in these special cases. Next we continue with complexity theoretic analysis of the hybrid algorithm with SIA.

Consider first the setting where the index width is sub-linear, $w \in o(n)$. In this case, the space complexity is sub-linear (barring the advice), which means that given a $\kappa n$-sized quantum computer, we can turn to the quantum strategy the moment $\kappa n$ guesses remain with $\kappa' > \kappa + \epsilon$, for every $\epsilon > 0$ (we reserve $\epsilon n$ memory to hold the $o(n)$ ancillas).

From this point on, we instantiate the discussion regarding uniform trees with respect to branching cuts discussed in section 3.4.

We can assume that the sub-trees are exponentially sized, of size $\Theta^*(2^{\kappa' n})$ (as this quantity is used as the upper bound on the time complexity of the classical algorithm, which we are trying to outperform), and we obtain a full quadratic speed-up run-time of $O^*(2^{\kappa' n/2})$ on the same subtrees.

The top part of the tree has size $O^*(2^{\kappa n})$ (as tree sizes are dictated by branching choices), and by our previous analyses, this yields a hybrid run-time of $O^*(2^{\kappa n/2})$ (when $\kappa' < \gamma_k$, otherwise we obtain a full quadratic speed-up). All in all, in terms of $\kappa$, we obtain $O^*(2^{\gamma_k - (\alpha - \epsilon)/2})$, were $\alpha = \kappa' / \kappa$ is the coefficient from the space efficiency of SIA, and $\epsilon$ is an arbitrary small constant used to handle $o(n)$-sized ancillary registers.

We note that interesting examples of bounded index-width formulas (with connections to statistical physics) arise when one consider restrictions of the 3-SAT problem. One example of such problem is Lattice SAT (3-SAT on a lattice, with $\sqrt{n} \in o(n)$ bounded index width), which is formally defined and proved to be NP-complete in.

\[ A sequence [a_1, \ldots, a_n] is k-sorted iff \forall i, j with 1 \leq i \leq j \leq n, i \leq j - k, it holds that a_i \leq a_j. \]
Appendix G.

At this point, we return to the fact that for bounded index width formulas specialized SAT-solving algorithms exist with best run-time of $O(2^w \cdot \text{poly}(n))$ [31]. In the case that $w \in o(n)$, we can decide the very satisfiability of the given formula in subexponential time.

In other words, in the PPSZ process, it is much more efficient (in terms of upper bounds) to actually solve SAT the moment we encounter a formula with a sub-linear index width, than to continue with PPSZ search. Switching from the tree-search process to a specialized solver is of course no longer PPSZ, but a new algorithm whose properties are uncharacterized (but not worse than PPSZ). Consequently, technically, our previous results still entail an improvement over the basic PPSZ tree search. However, it is of course interesting to see if settings can be identified where switching to a bounded-index-width specialized algorithm actually constitutes a bad choice, and our hybrid strategy is best in general. We provide this in the next section.

4.2.2 When hybrid quantum PPSZ search improves over known classical algorithms

To defeat bounded-index-width specialized algorithms, we consider index widths which are linear in $n$. As shown in Appendix E, it is possible to implement $s$-implication with advice (SIA) reversibly using total space $S_{adv} = S_w$, where

$S_w = O(w \cdot \log(n/w))$ (the ancillary space needed for reversible SIA), and where $S_{adv}$ is the size of advice itself. For all $w$, the runtime of this subroutine is polynomial in $n$, and the runtime of the overall quantum algorithm, which solves the subtree by exploring the advice string space, is $O(2^{S_{adv}/2} \times \text{poly}(n))$.

In contrast, a classical algorithm can decide SAT on formulas of index width $w$ in time $O(2^w \cdot \text{poly}(n))$ [31]. It is unlikely that one can do much better than this: in the case $w = n$, achieving a bound better than $O^*(2^n)$, for some constant $c > 0$, would violate the exponential time hypothesis (ETH).

Here we assume this also holds for index widths which are fractions of $n$. We will be convenient to fix $w = \zeta n$ (note $\zeta$ is a constant). In this case, we can identify a regime in which the quantum search over the advice string is still faster than solving SAT on the formula. This is the case whenever $S_{adv}/2$ is less than $w$, as these are the exponents of the exponential part of the run time of the respective algorithms. However, we must still ensure that the quantum algorithm can be run at all. So, a part of the overall memory available must be split between the advice string, and the memory required to solve SIA with advice.

We set $S_{adv} = \beta kn$ for $\beta \in (0,1)$, and the remainder of the memory of $(1-\beta)kn$ qubits is spent as ancillary memory $S_w$ for the SIA subroutine. Note that when setting $\zeta = w/n$ as a constant, we have that $S_w \notin o(n)$, as $w$ is then linear in $n$. However, in what follows we show that we can always find a pair $(\beta, \zeta)$ such that at least $S_w < n$.

In summary we have that

$$\log(1/\zeta)b \leq (1 - \beta)k \tag{12}$$

since to process $w = \zeta n$-index width formula we need $\log(1/\zeta)\zeta bn$ bits (for some constant $b$; Eq. (11)), and since we allocated $(1-\beta)kn$ for this purpose. Moreover, the exponents of the run-times of the quantum and classical algorithms are $\beta kn/2$ (Grover speed-up) and $\zeta cn$, respectively, so it must hold that

$$\beta k < 2c\zeta. \tag{13}$$

For our purposes, it suffices to show that for every $k,b,c$, there exist a $(\beta, \zeta)$ pair for which both conditions hold.

First, we fix a $\beta$, to some (small) value $\beta'$. Next, find $\zeta$ satisfying Eq. (12); note such a $\zeta$ exists as $\log(1/\zeta)$ decreases in $\zeta$, when $\zeta$ is small enough, converging to zero. Note, if Eq. (12) holds for $\beta = \beta'$ it also holds for any smaller $\beta$. Then choose $\beta \leq \beta'$ such that Eq. (13) is satisfied, which can be done by choosing $\beta$ small enough. Since these $(\beta, \zeta)$ exist for any $b$, the space overhead of $S_w$ can be made an arbitrarily small (constant) fraction of $n$.

This guarantees the existence of regions in the space set by the advice size (controlled by $\beta$) and index width (controlled by $\zeta$) with polynomial speed-ups (for a given $k$). However, there are no guarantees that the PPSZ process is guaranteed to generate formulas which will fall in this region, as discussed shortly.
4.2.3 Grover vs quantum backtracking

We note that, instead of running Grover’s search over an advice string, the same algorithms can be utilized to perform quantum backtracking over the same trees, as we briefly announced previously. The backtracking tree corresponds to restricted formulas as usual, where nodes have two children (applying s-implication eagerly to collapse forced nodes with one child).

Determining children corresponds to the step SIAB (see Appendix F), and the evaluation of the leaves (final satisfiability) will actually involve running the entire scheme developed for the Grover-based approach. The advantage here is that we will only explore the actual tree, but this does not provide a better theoretical speed up as the classical bounds assume a full tree.

However, the downside is that the walk operator utilizes two copies of the search space, and search-space-sized ancillary register, so that the available space is reduced by a factor of 4 (see the construction of the walk operator in Appendix C.3). This nonetheless allows for regions of threshold-free polynomial speed-ups ($\kappa$ would be replaced with $\kappa/4$ in the above analysis). This would lead to smaller improvements in the upper bounds (i.e. ignoring the speed-ups from exploring smaller trees), but may overall be more efficient in practice. We note that this pre-factor of 4 can probably be further improved.

4.2.4 Assumption on the variable order

We now discuss two clashing requirements from previous subsections. First, to allow for a space-frugal reversible implementation of s-implication, in Subsection 4.2.1 we consider formulae with bounded index width $w$, and permutations of these formulae with biw $w' = w + 2w \cdot \log(s)$. Second, to obtain a speedup over classical algorithms for biw formulae, in Subsection 4.2.2 we require that $w$ grows linearly in $n$. This gives rise to an issue with regard to the space requirement: with $w$ linear in $n$ and $s$ growing very slowly in $n$, we have that the ancillary space requirement (Eq. 11) for the permuted variable orders grows as $O(w \cdot \log(s))$, which grows faster than $O(n)$.

The permuted variable orders are used in the PPSZ proof to guarantee an upper bound of $\gamma_k n$ on the expected number of guessed variables during a PPSZ run [20]. Limiting the $k$-sorted permutations to some smaller $k$, e.g. $k = w$ would solve the space requirement, but fails to retain the guarantee on the expected number of guesses.

We therefore add the assumption that, for a formula $F$ with biw $w$, at least $1/poly(n)$ of its $w$-sorted permutations are “good” variable orders. With a good variable order we mean a variable order for which the expected number of guessed variables during the PPSZ run is at most $\gamma_k n$.

4.2.5 Putting it together

Under the assumption made on the variable order in the previous subsection, we can put together the hybrid PPSZ algorithm as follows below. The result is summarized in Theorem 4.3.

In a hybrid run of PPSZ-proper, which calls PPSZ tree search on order-randomized instances, the algorithm would keep track of the current restricted formula. Then, it would switch to the quantum subroutine whenever the constraints for speed-ups, depending on the advice size (which is equal to the number of guesses remaining before $\gamma_k n$ guesses have been used up), and index width can be satisfied. Unfortunately, it is not the case that all the subtrees (for all initial formulas) will necessarily end up in the regions satisfying the criteria, while the subtrees are still exponentially sized.\footnote{The formulas will become eventually small enough but if number of guesses decreases earlier than the index width, we may end up with trivial trees; in this case, interestingly, PPSZ will be faster than the upper bounds on index-width-specialized SAT solver.} However, in those cases, we are also not dealing with a hard instance, in the sense of the exponential time hypothesis.

When the trees are large enough, we will obtain a polynomial speed-up on that subtree, but this must occur for a constant fraction of the trees, to achieve an overall polynomial speed-up. This is true even if the initial formula is of bounded-index width, which is convenient as index width can only decrease, as index width, and number of guesses remaining can decrease at different rates.

The formulas will become eventually small enough but if number of guesses decreases earlier than the index width, we may end up with trivial trees; in this case, interestingly, PPSZ will be faster than the upper bounds on index-width-specialized SAT solver.

\begin{theorem}
For a class of Boolean formulas $F$, the hybrid PPSZ algorithm achieves a polynomial speed-up if the following conditions are met:
\begin{enumerate}
\item $F$ is a hard instance (in the sense of the exponential time hypothesis).
\item $F$ has bounded index width $w$, and $w$ grows linearly in $n$.
\end{enumerate}
\end{theorem}
3. Out of all w-sorted permutations of the variables of $F$, at least $1/poly(n)$ have the property that the expected number of guessed variables during the PPSZ run (given that permutation) is at most $\gamma kn$.

Similar results may be obtainable for planar formulas. This is interesting as planarity does not depend on the variable order, so will not be obstructed by the randomized order introduced by PPSZ. However for planar formulas, we have sub-exponential algorithms with runtime $O(2^{\sqrt{n}})$, so PPSZ is not the best choice to begin with.

Finally, note that, outside of the context of our hybrid divide-and-conquer approach, our results imply that there is a quantum implementation of PPSZ via quantum backtracking which achieves a quadratic speed-up over classical implementations of PPSZ.

Theorem 4.4. The existence of a quantum implementation of SIA (Appendix E) together with Algorithm 3 implies a quantum backtracking implementation of PPSZ which achieves a quadratic speed-up over classical PPSZ.

5 Discussion

The previous results constitute settings where we could obtain speed-ups for well characterized cases. In this discussion section, we consider the applicability of the hybrid method to the DPLL algorithm, and briefly discuss the consequences of polynomial time cut-offs, and alternative scalings, and finally, the limitations of hybrid methods.

5.1 Potential for DPLL speed-ups

In [3], Montanaro has demonstrated how quantum backtracking can be used to speed-up basic DPLL algorithms, which utilize just unit rule and pure literal rule resolution methods. This suffices for polynomial speed-ups whenever the search trees are exponentially large, and the satisfying solution does not exist, or appears late in the search order in the classical algorithm.\(^{24}\)

However, to achieve improvements in hybrid settings, with a $\kappa n$-sized quantum computer, we have additional criteria on the structure of the tree and the algorithm as discussed in detail previously. This makes matters more complicated for DPLL. In general, there is less theory for DPLL we could apply to these questions in comparison to the PPSZ method. Nonetheless, we can at least resolve some of the technical concerns regarding the subroutines.

In Appendix C, we provide space-efficient implementations of quantum backtracking for pure literal rule and the unit rule, which suffice to obtain essentially linear space complexity with respect to the natural instance size (number of free variables). In this case, any set of formulas which generate dense restricted formulas at depth $\kappa'n$ (where $\kappa'n$ is the effective quantum computer size) can be sped-up in a hybrid scheme. At present, we can only state that this is guaranteed (under SETH) $k$-CNF formulas (for high $k$), as explained in Section 4.1. However, as characterizations of the lower bounds of DPLL trees improve, it is possible we obtain provable speed-ups for interesting $\kappa$ ratios, if not threshold free.

Using the same methods we provided for s-implication with advice for bounded-index width formulas, we can also provide equally space efficient algorithms for a space-efficient pure literal rule with advice.

As stated earlier, we can implement all these algorithms in the quantum backtracking setting, achieving speed-ups in terms of the tree size, whereas branching number just determines the space complexity. In this case, we could employ the quantum algorithm earlier, depending not on the natural instance size, but rather, on the number of branches like in PPSZ. However, the problem is that in the case of DPLL we have no meaningful upper bounds on the needed advice size. This can cause false negatives: if the quantum algorithm is utilized too early, we will run out of advice even if there exists a path to a satisfying assignment.

Since running the search still constitutes an exponential effort (in the advice string size), we cannot simply run the algorithm at each vertex of the tree. Nonetheless, this approach may offer a path to viable heuristic for the classes of formulas where we have a reasonable upper bound on the number of branches, or additional information on the tree structure – since DPLL is predominantly a heuristic method, such a result is fitting.

We end our discussion on the hybrid method

\(^{24}\) More precisely, we require that the effective explored trees, as discussed in Section 3 are exponentially sized.
for DPLL by considering an additional constraint: real world considerations, specifically that all the run-times are polynomially bounded.

5.1.1 DPLL in the poly-domain

In practice, DPLL is often used as a heuristic, on formulas for which it can find a satisfying assignment with high probability in polynomial time.

In this subsection, we consider the possible consequences of obtaining small polynomial improvements over classical DPLL with polynomial cut-offs using a hybrid, or fully quantum method. The problem is: in the poly-world, poly-overheads, which we ignored in all previous considerations, matter.

For some $c > 0$, we define a polynomial cut-off for DPLL to be a polynomial size limit $n^c$ for the subtree explored by DPLL for an arbitrary formula. On such a subtree, classical DPLL will take $C = \text{poly}_1(n) \cdot n^c$ time to terminate, while our hybrid DPLL will take $Q = \text{poly}_2(n) \cdot n^{\alpha c}$, where $\alpha \in [\frac{1}{2}, 1)$ depends on the shape of the subtree defined by the first $n^c$ vertices explored by DPLL, and the size of the quantum computer that we are given access to, and $\text{poly}_1(n)$ and $\text{poly}_2(n)$ are the run-times of individual subroutines in involved in one query of the classical and quantum algorithm, respectively.

Note that in this setting, the size $T'$ of the subtree explored by the algorithm is much smaller than the size of the whole search tree $T$, and therefore, we need to exploit a variant of quantum backtracking, whose inner working is explained in Appendix C.6.

The classical runtime is greater than the hybrid divide-and-conquer runtime whenever $C > Q$, i.e.

$$\frac{\text{poly}_2(n)}{\text{poly}_1(n)} < n^{(1-\alpha)c},$$

so that our hybrid divide-and-conquer approach improves on the classical runtime whenever $c > \frac{\beta}{2 - \beta}$, where $\beta$ is such that $\frac{\text{poly}_2(n)}{\text{poly}_1(n)} = n^\beta$.

It would be interesting to estimate how the ratio $\alpha \in [\frac{1}{2}, 1)$ evolves depending on $\kappa$, for various ordering of the vertices of the search tree (depth-first search and breadth-first search in particular).

A careful reader may notice that numerous problematic assumptions have to be taken into account to achieve, arguably, very small improvements. We point out that this is all a consequence of our setting chosen to enable us to provide clean statements about asymptotic speed-ups. In particular, it is for these reasons that we assume that the quantum computer scales with some quantity which can be used to characterize run times and space efficiencies. This is the “natural instance size”.

However, one can easily switch to a less demanding model. Let $c(n)$ be the space complexity of the fastest known quantum algorithm for the problem class under considerations. If we assume that the quantum computer is of the size $\kappa \cdot c(n)$, which is still smaller than what we need to run the basic algorithm hence interesting, stronger results may be possible, with the expense being a less clean, and more conditional, analysis.

Note that, in the real world, a quantum computer will offer an advantage in real-compute time, whenever it is used in a hybrid setting and the quantum device achieves a real-compute-time speed-up (not as a scaling statement, but in the units of seconds), on the particular sub-instance. Real-world analyses of speed-ups, for fixed instance sizes must thus take into account real-world parameters.

Although in the present work, we are interested in the more theoretical questions, we believe that further improvements are still possible in this much more stringent, and more general model. This leads us to the next section, which discusses the general limitations on the speed-ups obtainable by the the hybrid method.

5.2 Limitations of the hybrid approach and the framework of networked smaller quantum devices

In the approaches we have explored, the best improvement one can obtain given access to a fractionally smaller quantum device is polynomial. This is not just a consequence of the fact that we use quantum backtracking or Grover’s search as the backbone of the speed-up (which themselves only allow a quadratic improvement), as one may think. It is also a consequence of the hybrid divide-and-conquer setting; since the idea is to speed up the explorations of exponentially large trees by delegating subtrees of fractional height (say $\kappa' n'$) to a quantum device, by construction, we still rely on the classical algorithm to explore the “top” (we denoted this tree $T_0$ previously)
of the tree. This will generically take exponential time in the fraction \((1 - \kappa')n\) which is still exponential in \(n\).

In more detail, in the hybrid divide and conquer approach, the total run-time essentially attains the form \(t_{\text{hybrid}} \in O(2^{\tau_h n})\), with \(\tau_h = (1 - \kappa')\tau_c + \kappa' \tau_q\) in the case of uniform trees where each (large enough) tree of height \(n'\) is of size \(2^{n' \kappa}\). We assume here that \(\tau_q\) dictates the relative speed of the quantum algorithm (e.g. the quadratic speed-up of backtracking implies \(\tau_q = \tau_c / 2\). Even if the quantum query complexity and runtime was exactly zero (or, exponentially faster than the classical method), what remains is \(O(2^{\tau_c (1 - \kappa') n})\). This constitutes a just polynomial speed up over \(t_{\text{classical}} = O(2^{\tau_c n})\), which is the classical runtime on the entire tree.

This we summarize in the following lemma given without further proof.

**Lemma 5.1.** The speed-up attainable by the hybrid divide and conquer approach with a \(\kappa'\)-effective size quantum computer is at best polynomial. The “speed-up” is subquadratic or quadratic at best, i.e. it holds that \(t_{\text{hybrid}}(n) \in O((t_{\text{classical}}(n))^{1 - \alpha})\), where the degree of speed-up \(\alpha\) is bounded \(\alpha \leq \kappa'\) (if the quantum algorithm has polynomial run-time on the subtrees), and by \(\alpha = 1/2\) (i.e. quadratic improvement) otherwise (if a Grover-type speed-up).

The limitation of the above approach is that the quantum device gets used late in the game. Conceivably we can imagine settings where the quantum computer takes a more active role in the top of tree, or something similar. Indeed, beyond standard backtracking settings, better speed-ups are also possible, under mild, yet unavoidable assumptions.

In what follows we will assume that the evaluation of an arbitrary quantum circuit of size \(\text{poly}(n)\) on a classical computer takes exponential time. For concreteness we assume that solving BQP-complete promise problems, e.g. the problem of, for a given quantum circuit realizing some unitary \(U\), determining whether the measurement outcome probability of one output qubit is 0 (of the register in the state \(U|0^n\)) is either larger than 2/3 or below 1/3 (under the promise that it is one of the two), requires \(\Omega(2^{2n})\) classical computing steps (ignoring polynomial terms).\(^{25}\)

\(^{25}\)Unless we assume that quantum computations cannot

This is a circuit output problem.

In this case it is trivial to construct pathological examples of computational problems where exponential speed-ups can be attained (given a quantum computer of size \(\kappa' n\)) by arbitrarily choosing what the natural notion of the instance size should be. For instance, consider the circuit output problem, where the quantum circuit is special: no gates act on \((1 - \kappa')n\) wires. In this case obviously a quantum computer of size \(\kappa' n\) allows for a polynomial time solution, whereas the classical computer, by assumption requires \(\Omega(2^{\kappa' n})\) steps, which is an exponential separation for any \(\kappa'\).

While this example is obviously pathological, one can easily imagine a more complicated yet related computation, where the \(n\) input bits are processed first by an involved classical computation which produces a specification of a quantum circuit on \(\kappa' n\) wires, and the output of the overall computation is the output of that circuit.

This is an example of a broad spectrum of scenarios, where a (fewer-qubit) quantum computation is called as a subroutine of an over-arching classical computation.

One class of such computations are the hybrid approaches we investigate in this work. Another involves settings where classical computations are broken down, to distill the computationally hardest part, which is then delegated to a quantum machine, see e.g. [32].

It is also clear that, to obtain the best speed-ups, the quantum computer should be used at wherever possible in the computation, as is discussed in [33].

In what follows we consider a broad framework, the main purpose of which is to connect our work to less-than-obviously related works in quantum computing and quantum machine learning, such as the ones we exemplified above.

**QuNets** We wish to define a hybrid computational model which captures some of the facets of the limitations that quantum computers face in the near-term, namely size. We imagine access to a \(k\)-qubit quantum device, and want to consider all computations that can be run, when such a device is controlled, and augmented by, be simulated in polynomial time, no better than polynomial improvements can be proved.
a (large) classical computer. This classical computer can pre-and-post process data, in between possibly many calls to the quantum device. In our model we will describe everything sequentially, although it will be a natural question how this can be parallelized when many $k$-sized quantum machines, which can communicate only classically, are available.

We name such a model a QuNet, and with QuNet$(n,k)$ (with other qualifiers, described shortly) we denote the set of functions such a hybrid computation system can realize, given $n$-bit (classical) inputs and a $k$-qubit device. The number of output bits is specified when needed. It is worth noting that related models have been introduced and studied under various names by other authors, both explicitly and implicitly.\textsuperscript{26} Specific to our setting, however, is the focus placed on the limitations of the qubit numbers $k$, relative to the instance size $n$.

It makes sense to distinguish two types of QuNets: adaptive (a-QuNet) and non-adaptive (QuNet). There are many ways to formalize both models, here we provide one approach; we define the latter first.

Let $\text{circF}_k(\vec{c})$ denote the family of randomized functions, in which each randomized function takes a bitstring $\vec{c}$ as input and specifies the realization of a quantum circuit for some unitary $U$ over $k$ qubits. That is, the output of such a function is some $k$-sized bitstring $\vec{0}$, occurring with probability $|\langle \vec{0}|U|\vec{c}\rangle|^2$, i.e. the function outputs what the quantum circuit would output.

QuNet$(n,k)$ is then a (randomized) Boolean circuit, with $n$ input wires, an arbitrary number of ancilla wires, where a standard Boolean gate-set is augmented with the gate set $\text{circF}_k(\vec{c})$, which take $|\vec{c}|$ input classical wires,\textsuperscript{27} and output $k$ wires.

Note a QuNet$(n,k)$ captures the two previous examples where an exponential speed up between a fully classical model (QuNet$(n,0)$) and the genuine hybrid QuNet$(n,k',n)$ is provable, assuming quantum computers are not efficiently simulatable.

In the above model, the quantum computation is used essentially as a “black box”. But in principle, more interaction is possible, once partial measurements are allowed. Here the classical computation can request that some of the quantum wires be measured, and the rest of the circuit may depend on the outcome.

The a-QuNet captures this additional freedom. It is easiest to characterize in a hybrid classical-quantum reversible circuit model common in quantum computing (where single wires are quantum, double classical) \textsuperscript{34}. We consider a (quantum-like) circuit of $n$ classical input wires, $m$ other ancillary classical wires pre-set to zero, and a quantum register of $k$ quantum wires preset in the state $|0\rangle$. We allow three types of gates: fully classical reversible gates (e.g. Toffoli and $X$ – negation – will suffice); standard quantum gates, acting only on the $k$ qubit wires; and CQ gates and QC gates. The CQ gates are classically controlled quantum gates, i.e. a quantum gate is applied depending on the state of a classical wire; QC gates are measurements: a number of quantum wires is measured in the computational basis, and the outcome is xored with the value of some target classical wires, matching in number. After measurement, we assume the state of that particular quantum wire is again re-set to $|0\rangle$.

It is not difficult to see that a-QuNets contain QuNets: the measurements are done on all wires, and where we note that any $\text{circF}_k(\vec{c})$ gate can be implemented by using CQ gates. In terms of which functions they can realize, the two models are clearly equivalent; in fact, if complexity is not taken into account, the classical computation can simulate the entire quantum computation so indeed QuNet$(n,0)$ is already universal. However in terms of efficiency and in other scenarios these two models can differ. For instance, a-QuNet captures error correction and fault-tolerant quantum computation protocols, and also the measurement-based quantum computing paradigm \textsuperscript{36}, where classical feedback from quantum measurements is extremely beneficial or assumed by construction.

Further it makes sense to limit the sizes of classical and quantum computations in both models, which allows for a more fine-grained comparison. With QuNet$_{x,y}(n,k)$ we denote the func-

\textsuperscript{26}For instance, the standard diagrammatic representation of circuits we can work with "double", classical wires, which can be classically processed, constitutes one such model \textsuperscript{34, 35}.

\textsuperscript{27}There are many ways how a bitstring may specify a circuit, and how the circuit depth is encoded in the bitstring, but this is not relevant for us. All that matters is that some encoding exists.
tional family that can be realized using no more than \(x\) gates (including the quantum functions), and where the quantum circuits used use no more than \(y\) gates (note that in general \(y \in O(1/c)\)).

In the adaptive model we can simply count the classical gates vs the QC and CQ gates. Instead of particular values \(x\) and \(y\) can denote function families, e.g. \(\text{poly}\) or \(\text{exp}\), so \(x = \text{poly}\) is a short hand for \(x = O(\text{poly}(n))\).

With complexity-theoretical considerations, the relationship between \(a\)-QuNet\((n, k)\) and QuNet\((n, k)\) is not entirely clear, in that, in general, classical adaptivity may reduce the number of quantum gates needed – it is well known that any classical control can be raised to fully quantum (with no classical feedback), but at the expense of more quantum wires. For instance in the case of an algorithm using QPE to some precision \(\epsilon\), in many cases it is known that one can perform most computations using 1 ancillary wire adaptively (instead of \(\log(1/\epsilon)\) ancillas which can be measured at once). In turn it is not clear the same can be done non-adaptively, where at each step the entire register must be measured, without at least \(\text{polylog}(1/\epsilon)\) multiplicative additional computational costs (see [37] for state-of-art approaches to single qubit QPE).

More generally, to our knowledge, not much is known about the costs of rewriting an adaptive circuit with partial measurements as a circuit with complete measurements without introducing ancillary qubits; but efficient methods for this could simplify the execution of quantum algorithms on small machines that are also limited in coherence times. This topic goes beyond the scope of the present paper.

We finalize this section by highlighting the connections between our hybrid model and other related lines of investigation, in the context of QuNets.

One example is our hybrid divide and conquer method, where the corresponding QuNet\((n, k)\) has a near-trivial repeating structure as all quantum computations are of the same type, tackling smaller problem instances generated by a classical pre-processing step (the ‘top of the tree’). In particular, previous results in the hybrid approach are examples of QuNet\(_{\text{exp},\text{exp}}(n, k)\) which solve various NP-hard problems exactly, faster than their classical counterparts. In the context of quantum annealers, all schemes developed for the purpose of fitting a larger computation on a fixed sized device (e.g. see [38]) fit in this paradigm, and they ostensibly ‘get more’ out of the device, however mostly in a heuristic setting where little can be proved. These are examples of QuNet\(_{\text{poly},\text{poly}}(n, k)\) which tackle various NP-hard and quantum chemistry problems heuristically. A relatively recent paper that also focuses on getting the most out of a smaller device utilizes data reduction, see [33]. In all these examples, the computational problem is from a classical domain, and the approach is to ‘quantize’ subroutines.

In an opposite vein, in [39, 40], the authors present hybrid computations which compute the output of a large quantum circuit (given on input), calling a smaller quantum device. These are examples of a QuNet\(_{\text{exp},\text{poly}}(n, k)\) which solves the problem of simulating quantum computations. In this case, only the number of calls to the quantum device, and the classical processing is exponential, whereas the quantum circuits are polynomially sized. It is clear that constructing QuNets with small \(k\) for some hard problem is appealing for near-term quantum devices. However, it is not clear what are the families of functions and the complexity classes which can be captured by this model.

Similarly the relationship between QuNets and classical and quantum parallel complexity classes which also care about splitting of the computation on multiple units (however, not caring about the required space) also remains to be clarified. Coming up with a structure and a QuNet algorithm for a target problem may be difficult.

In the domain of variational methods, particularly applied to machine learning this problem could be circumvented. Any such network where the quantum circuits are externally parametrized is a valid Ansatz for a parametrized approach to supervised learning, or to generative modeling. In particular, such networks generalize neural networks. Individual neurons are replaced by a circuit, a subset of parameters of which depend on the input values, and the remainder is free. The free parameters play the role of tunable weights in an artificial neuron. Ways
to construct meaningful QuNets for machine learning purposes of this type are a matter of ongoing research.
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A Proof of Proposition 2.1

In this section, we prove that dncPPSZ (see Algorithm 2) is correct and has a runtime of $2^{(\gamma_k + \varepsilon)n}$, i.e., it equals the best-known SAT algorithm as recent analysis of PPSZ confirms [20] (it surpassed Biased PPSZ [8] again). We focus here on unique-$k$-SAT, in which the input formula has a unique satisfying assignment if satisfiable. (The results can be generalized to general $k$-SAT based on [20].) Let $F$ be a $k$-SAT formula on $n$ variables, $\vec{u}$ be the unique satisfying assignment of $F$ (provided $F$ is satisfiable).

Proving the runtime of dncPPSZ is easy, as shown by Theorem A.1, which we mainly introduce to define the best-known value of $\gamma_k$.

**Theorem A.1.** Algorithm 2 has a runtime of $2^{(\gamma_k + \varepsilon)n}$ with $\gamma_3 \approx 0.386229$ [20].

**Proof.** The algorithm only explores a tree truncated to depth $(\gamma_k + \varepsilon)n$ for a given (fixed) permutation $\pi$. \hfill \Box

We now show that dncPPSZ is a correct Monte-Carlo algorithm, i.e., it finds the unique satisfying assignment with constant probability if it exists (hence, if repeated a constant number of times, it will decide unique satisfiability). To this end, we first reiterate some results from the PPSZ algorithm studied in [20].

In contrast to the dncPPSZ algorithm, which tries all assignments with backtracking, recent versions of PPSZ [20] sample assignments using an advice string $\vec{a}$ and the Decode function shown in Algorithm 4. According to a random variable order $\pi$, the function only uses a bit of the advice string $\vec{a}$ when the next variable is guessed, i.e., when the heuristic fails to establish its truth value (see the **else** branch). It also does not terminate evaluation early, as in backtracking, i.e., it naively continues evaluation even when the formula is already (un)satisfied. This suffices because the only point of the Decode function is to study the expected number of guesses under $s$-implication and to demonstrate how the number of guesses dictates the expectation of finding the satisfying assignment.

Theorem A.2 shows that Decode uses $\gamma_k n$ guesses to find the unique satisfying assignment of a $k$-SAT formula $F$. By Corollary A.3, it can be found with high probability with a sub-exponential number of (random) calls to Decode.

**Algorithm 4** Decode($F, \vec{a}, \pi$) where the value $s$ of $s$-implication is a large constant or grows very slowly in $n$ [20]. The function returns false or the unique satisfying assignment, as a CNF formula, if the advice $\vec{a}$ and order $\pi$ `decode` to it.

```
if $\pi = \langle \rangle$ then return $F = \emptyset$ \quad \triangleright SAT?

$x \leftarrow \pi[0]$ \quad \triangleright$ first var in $\pi$

if $F \models_s (x = b)$ for $b \in \{0, 1\}$ then \quad \triangleright$ forced:

c := b

else \quad \triangleright guessed:

c := a[0]

$\vec{a} := \vec{a}[1\ldots]$ \quad \triangleright$ postfix of array

return Decode($F_{x=c}, \vec{a}, \pi[1\ldots]) \land (x = c)$
```

The PPSZ algorithm is therefore defined as the loop that calls Decode sufficiently many times.

**Theorem A.2** (Adapted from [20] Th.4). Let formula $F$, advice $\vec{a}$ and order $\pi$ be such that Decode($F, \vec{a}, \pi$) $= \vec{u}$ (Algorithm 4). Then the expected number of guesses in Decode equals $\gamma_k n$.

**Corollary A.3** ([20] Ob.5). The unique satisfying assignment is found with high probability with $O^*(2^{(\gamma_k + \varepsilon)n})$ calls to Decode with random assignment $\vec{a}$ and order $\pi$.

Instead of trying random advices, the dncPPSZ algorithm searches all advices of length $(\gamma_k + \varepsilon)n$. Since it implements the Decode function along each search branch, merely adding backtracking when a formula becomes (un)satisfiable on a partial assignment, it also inherits the probability of finding the unique satisfying assignment from PPSZ. Theorem A.4 shows this. (It implies Proposition 2.1.)

**Theorem A.4.** Let $F$ be a $k$-SAT formula defined on $n$ variables and $\pi$ a permutation in $S_n$. Then the probability that dncPPSZ$\pi$ returns a satisfying assignment is at least $1 - \frac{1}{1 + \gamma_k}$.

**Proof.** Let $g(\pi)$ denote the number of guesses Decode performs for $\vec{a}$ with Decode($F, \vec{a}, \pi$) $= \vec{u}$. By applying Markov’s inequality, we obtain:

$$\Pr[|g(\pi)| > (\gamma_k + \varepsilon)n] \leq \frac{\Pr|g(\pi)| \geq (\gamma_k + \varepsilon)n}{(\gamma_k + \varepsilon)n} \leq \frac{E_x[g(\pi)]}{(\gamma_k + \varepsilon)n} = \frac{\gamma_k}{\gamma_k + \varepsilon},$$

which is an upper bound on the probability that dncPPSZ$\pi$ fails to find a satisfying assignment, given it exists. Subsequently, $1 - \frac{\gamma_k}{\gamma_k + \varepsilon}$ is then a lower bound on the probability that dncPPSZ$\pi$ succeeds. \hfill \Box
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B Space-efficient quantum subroutines for tree search algorithms

In this section, we implement quantum subroutines for tree search algorithms. We implement a space-efficient Grover-based search for k-SAT, and then explain how to efficiently implement Quantum Phase Estimation (QPE) for realizing quantum backtracking.

B.1 Space-efficient formula evaluation oracles for k-SAT

To implement Grover search of Figure 3 for k-SAT, the oracle $O_f$ should evaluate a formula $F$ on an assignment of $n$ variables. A naive oracle implementation uses $n + m + 1$ qubits for a formula of $m$ clauses, including $p = m + 1$ ancilla qubits to evaluate each clause and their conjunction. This oracle implementation evaluates each clause and stores the result in a dedicated ancilla qubit. Figure 2 shows an example which uses a 3-controlled Toffoli gate. After all clauses are evaluated, an $m$-controlled Toffoli gate can compute the final result from the dedicated clause qubits. The reversal is trivial.

More efficient oracle implementations are possible: previous work [41] has shown that multi-controlled incrementers can be used to reduce the ancilla count $p$ from $m + 1$ to $\lceil \log(m) \rceil + 1$. Furthermore, using Fixed-Point Amplitude Amplification [42], the ancilla count can be further reduced to 2 [41].

In the present work, we exploit another space-efficient quantum algorithm for formula evaluation, which only uses 1 ancilla qubit, relying on prior work [43] which defines an one-qubit program which computes any Boolean function exactly: this program takes $x$ as input and the output of the measurement is $f(x)$. This one-qubit model, which alternates single-qubit unitaries and controlled gates, can be seen as a quantum variant of Barrington’s theorem [44]. Note that $k$-CNF formulas (which are CNF formulas) correspond to depth-2 (AC) circuits, so the theorem (a statement on NC$_1$) applies to $k$-SAT input.

We can use the one-qubit model to implement the oracle $O_f$, using one ancilla qubit to apply single-qubit unitaries and CNOT gates, controlled over the qubits of the input. We refer the interested reader to [43, Sec. 4] for the details of the implementations of the single-qubit unitaries of the one-qubit model.

Using the one-qubit model for formula evaluation to implement the oracle, we obtain a space-efficient implementation of Grover which uses 1 qubit for each variable of the formula, 1 qubit for the phase-flip oracle, and 1 qubit for formula evaluation, for a total space complexity of $n + 2$, as shown in Figure 3 with $p = 1$.

B.2 Space-efficient quantum phase estimation

The quantum backtracking framework which is used in this paper relies on the Quantum Phase Estimation (QPE) algorithm, a quantum algorithm which outputs with high probability a $t$-bit estimate of the phase of its inputs: a unitary $U$ and an eigenvector $|\psi\rangle$. The canonical implementation of QPE uses $t$ qubits to produce its $t$-bit estimate. In this section, we study a more space efficient implementation of a specific version of QPE, sufficient for quantum backtracking, which only determines whether the phase is 0.

**Proposition B.1.** There is an implementation of QPE which checks whether the phase of the eigenvector (of a given unitary $U$ operating on $m$ qubits) is equal to zero with a $t$-bit precision using no more than $p + 1$ ancilla qubits, where $p = \lceil \log(t) \rceil$ qubits are allocated for a counter from 0 to $t$.

**Proof.** Consider the original QPE circuit represented in Figure 4, which uses $t$ ancilla qubits to obtain a $t$-bit estimate of $\theta$ such that $U|\psi\rangle = e^{2i\pi\theta}|\psi\rangle$, given $|\psi\rangle$ as input.

From the initial state $|0\rangle^{\otimes t}|\psi\rangle$, we apply the Hadamard gate $H$ to each qubit of the first register, obtaining the state $|+\rangle^{\otimes t}|\psi\rangle$. We then apply unitaries $U, \ldots, U^{2^{t-1}}$, each controlled over one qubit of the first register, obtaining the state

$$|\psi'\rangle = \frac{1}{\sqrt{2^t}} \bigotimes_j \left( |0\rangle + e^{2i\pi 2^j\theta} |1\rangle \right)$$

Figure 2: Naive implementation of the evaluation of clause $C \equiv \overline{x} \lor \overline{y} \lor z \equiv \overline{x \land y \land \overline{z}}$
To this state, we apply $H^\otimes t$, obtaining the final state.

$$|\psi_f\rangle = \frac{1}{2^t} \bigotimes_j \left( (1 + e^{2i\pi 2^j \theta})|0\rangle + (1 - e^{2i\pi 2^j \theta})|1\rangle \right)$$

Let us write $p_0$ for the probability that the $t$-bit estimate that in the final state $|\psi_f\rangle$ of this circuit is $b_1 \cdots b_t = 0 \cdots 0$, so that $p_0 = |\alpha_0|^2$ where

$$\alpha_0 = \frac{1}{2} \prod_j \left( 1 + e^{2i\pi 2^j \theta} \right)$$

Now, consider the circuit defined in Figure 5. It is a more space-efficient implementation of QPE which only detects whether the phase is equal to 0. It can be implemented using $\lceil \log(t) \rceil$ ancilla qubits, which add up to the number of qubits on which $U$ is defined.

This implementation stems from the following observation. Consider the QPE circuit which detects whether the phase is equal to 0, to which we add an ancilla register which counts up to $t$ (requiring $p = \lceil \log(t) \rceil$ qubits) and gates which increment the counter whenever one of the bits of the $t$-bit estimate is not equal to 0, as depicted in Figure 4. Since the counter is only increased (and never decreased) throughout the computation, the value of the counter is only non-zero in the final state if a 1 appeared in one of the bits. In other words, the counter can only have a null value when the all zero state is the $t$-bit estimate.

This observation leads us to the implementation of a circuit which, for each $j$ (0 ≤ $j$ < $t$), applies the Hadamard gate $H$ on an ancilla qubit $a$, followed by the unitary $U^{2^j}$ controlled on $a$, the Hadamard gate $H$ on $a$, and an incrementation of the counter if the value of $a$ is non-zero, as pictured in Figure 5.

For any $j$, assume that the counter is in the all zero state and $a$ is also $|0\rangle$. From our previous observation, this means that the counter has not been increased yet. Write $|\psi_j\rangle$ and $|\psi_j'\rangle$ respectively for the overall states before and after the controlled incrementation.

$$|\psi_0\rangle = |0\rangle \otimes p \frac{1}{2} \left( (1 + e^{2i\pi \theta})|0\rangle + (1 - e^{2i\pi \theta})|1\rangle \right)$$

$$|\psi_0'\rangle = |0\rangle \otimes p (1 + e^{2i\pi \theta})|0\rangle$$

$$+ \frac{1}{2} (1 - e^{2i\pi \theta})|0\rangle \cdots |01\rangle,\cdots |1\rangle$$

The state $|\psi_0'\rangle$ contains a ‘non-zero branch’, which carries over throughout the next step of the computation, so that

$$|\psi_1\rangle = \frac{1}{2} \left( (1 + e^{4i\pi \theta})|0\rangle \otimes p \\ + non-zero branch \right)$$
\[
|\psi_i\rangle = \frac{1}{4}(1 + e^{2i\pi \theta})(1 + e^{4i\pi \theta})|0\rangle_c \otimes p|0\rangle_c
+ \text{ non-zero branch}
\]
\[
|\psi_i\rangle = \frac{1}{2^j} \prod_{j=0}^{t-1} (1 + e^{2i\pi 2^j \theta})|0\rangle_c \otimes p|0\rangle_c
+ \text{ non-zero branch}
\]

where \(|\psi_i\rangle\) is the final state \(|\psi_f\rangle\) of the circuit.

The probability \(p_0'\) of obtaining a zero value in the final state of the counter is \(p_0' = |\alpha_0'\rangle\) where
\[
\alpha_0' = \frac{1}{2^j} \prod_{j=0}^{t-1} (1 + e^{2i\pi 2^j \theta}) = \alpha_0
\]

Therefore, \(p_0 = p_0'\), which means that the probability of observing the all zero \(t\)-bit estimate in the first circuit and the probability of observing the value 0 in the counter of the second circuit are exactly the same. By linearity this observation holds for all input states, implying that we have come up with a more efficient implementation of QPE which detects whether the phase is equal to 0 (up to a \(2\)-bit estimate) while using only \([\log(t)]\) qubits.

Note that this construction is important to the present work, as the quantum backtracking framework’s use of QPE requires a \(O(\log(T))\)-bit precision, where \(T\) is the size of the search tree considered. When \(T\) is exponential in \(n\), the standard implementation of QPE yields a linear overhead which does not prevent us from using the hybrid approach, but directly weakens the computational efficiency of hybrid schemes. Bringing down QPE’s overhead from \(O(\log(T))\) to \(O(\log(\log(T)))\) implies almost no loss between real and effective quantum computer size for many problems.

\section{Quantum backtracking for DPLL-like algorithms}

In this section, we develop a space-efficient implementation of the quantum backtracking framework \cite{3} for DPLL-like algorithms. It is an essential element for the hybrid approach developed throughout this paper: Whenever the classical computation hands of a sub-problem corresponding to a (restricted) formula \(F\) to the quantum computer, it generates the space-efficient quantum circuit from \(F\) as described here.

As DPLL provides no guarantee on the maximal number of guesses which have to be done to reach a satisfying assignment, we represent tree vertices with the full partial assignment they correspond to, rather than the branching choices (guesses) as we do for PPSZ in Appendix E.

\subsection{The quantum backtracking framework}

We present the quantum backtracking framework developed in \cite{3}, closely following their exposition.

The search tree underlying a classical \(k\)-SAT-solving backtracking algorithm is formalised as a rooted tree \(T\) of depth \(n\) and with \(T\) vertices \(r, 1, \ldots, T - 1\). Each vertex is labeled by a partial assignment, and a marked vertex is a vertex labeled by a satisfying assignment. We work under the promise that the formula given as input is not trivially satisfied, and therefore the root is promised not to be marked.

We write \(\ell(x)\) for the distance from the root \(r\) to a vertex \(x\), and assume that \(\ell(x)\) can be determined for each vertex \(x\) (even without full knowledge of the structure of the tree). The examples developed in this paper make this consideration trivial, as vertices are labeled by list of variable assignments, with the special symbol \(\ast\) marking unassigned variables, and therefore the distance from the root can be calculated from the number of assigned variables.

We write \(A\) (resp. \(B\)) for the set of vertices an even (resp. odd) distance from the root, with \(r \in A\). We write \(x \rightarrow y\) to mean that \(y\) is a child of \(x\) in the tree. For each \(x\), let \(d_x\) be the degree of \(x\) as a vertex in an undirected graph. So for every vertex \(x\) which isn’t the root, we have \(d_x = |\{y \mid x \rightarrow y\}| + 1\) and \(d_r = |\{y \mid r \rightarrow y\}|\).

We define the quantum walk\footnote{Note that this notion of quantum walk does not involve a separate “coin” space.} as a set of diffusion operators \(D_x\) on the Hilbert space \(\mathcal{H}\) spanned by \(\{|r\rangle\} \cup \{|x\rangle : x \in \{1, \ldots, T - 1\}\}\), where \(D_x\) acts on the subspace \(\mathcal{H}_x\) spanned by \(\{|x\rangle\} \cup \{|y\rangle : x \rightarrow y\}\). We take \(|r\rangle\) to be its initial state.

Such diffusion operators \(D_x\) are defined as the identity if \(x\) is marked, and as follows otherwise:

\begin{align*}
\mathcal{H}_x & = \{\psi : \psi = \sum_{y \in \{1, \ldots, T - 1\}} a_y |y\rangle |x\rangle, a_y \in \mathbb{C}\} \\
\langle\psi_1 | \psi_2\rangle & = \sum_{y \in \{1, \ldots, T - 1\}} a_{y_1}^* a_{y_2} \langle y_1 | y_2\rangle
\end{align*}
• for \( x \neq r \), \( D_x = I - 2|\psi_x\rangle\langle\psi_x| \), where

\[
|\psi_x\rangle = \frac{1}{\sqrt{d_x}} \left( |x\rangle + \sum_{y, x \to y} |y\rangle \right).
\]

• \( D_r = I - 2|\psi_r\rangle\langle\psi_r| \), where

\[
|\psi_r\rangle = \frac{1}{\sqrt{1 + d_r n}} \left( |r\rangle + \sqrt{n} \sum_{y, r \to y} |y\rangle \right).
\]

Note that when \( x \) is an unmarked leaf (in the context of \( k\)-SAT, a vertex which corresponds to a contradiction), it has no neighbors and therefore the reflectors are about the state itself.

We define two Szegedy-style walk operators as follows:

\[
R_A = \bigoplus_{x \in A} D_x \quad \text{and} \quad R_B = |r\rangle\langle r| + \bigoplus_{x \in B} D_x.
\]

Assume you have access to \( R_A \) and \( R_B \), and consider the following algorithm.

**Detecting a marked vertex**

**Input:** Operators \( R_A \), \( R_B \), a failure probability \( \delta \), upper bounds on the depth \( n \) and the number of vertices \( T \). Let \( \beta, \gamma > 0 \) constants given in Ashely’s paper.

(a) Repeat the following subroutine \( K = \lceil \gamma \log(1/\delta) \rceil \) times:

i. Apply phase estimation to the operator \( R_B R_A \) with precision \( \beta/\sqrt{Tn} \), on the initial state \( |r\rangle \).
ii. If the eigenvalue is 1, accept; otherwise, reject.

(b) If the number of acceptances is at least \( 3K/8 \), return “marked vertex exists”; otherwise, return “no marked vertex”.

In essence, this algorithm detects whether the tree \( T \) has a marked vertex using \( O(\sqrt{Tn} \log(1/\delta)) \) queries to \( R_A \), \( R_B \). Detection is enough: to find a satisfying assignment, it suffices to traverse the tree and ask which subtree leads to a satisfying assignment at each branching. The remainder of this appendix is dedicated to a space-efficient implementation of quantum backtracking for DPLL-like algorithms.

### C.2 Encoding sets of variables

We first describe how partial assignments are encoded and define subroutines which allow us to manipulate assignments. As a partial assignment for a set \( \text{Vars} \) of variables can be seen as a function \( \text{Vars} \to \{0, 1, *\} \), a vertex \( x \) can be uniquely labeled in this \( n\)-trit system, and can hence be stored in a quantum state \( |\vec{x}\rangle \) of \( \log_3(3n) \) qubits.

Since we have the restricted formula available whenever the classical algorithm constructs a quantum circuit, we could also hard code the wires according to the clauses, but to ease drawing of the circuits, we use a unitary instead. Whether a given variable \( x_i \) is in a clause \( C_j \) can be easily checked using a Toffoli gate and Pauli-X gates to determine whether a given index \( i \) is in the clause or not. Such unitaries form a family of unitaries

\[
\text{Check}_{j,i}: |\vec{x}\rangle|0\rangle|0\rangle \mapsto |\vec{x}\rangle|b\rangle|s\rangle,
\]

where \( b = 1, s = 0 \) (\( s = 1 \)) if the literal \( x_i \) \((\overline{x_i})\) appears in \( C_j \).

To realize the search predicate \( P(\vec{x}) \), i.e., whether \( \vec{x} \) is a leaf of the search tree, we define the unitary \( V_{\text{leaf}} \). This is a unitary such that \( V_{\text{leaf}}|\vec{x}\rangle|0\rangle = |\vec{x}\rangle|b\rangle \), where \( b \) is a Boolean value equal to 1 if and only if \( \vec{x} \) corresponds to a trivial formula (whenever \( P(\vec{x}) \) should be either 0 or 1, as the formula \( F_{|\vec{x}|} \) is \( \text{un} \text{sat} \)). The find solutions, we make use of the unitary \( V_{\text{marked}} \) such that \( V_{\text{marked}}|\vec{x}\rangle|0\rangle = |\vec{x}\rangle|b\rangle \), where \( b \) is a Boolean value equal to 1 if and only if \( \vec{x} \) is a satisfying assignment. Those unitaries are hardcoded based on the restricted formula, i.e., by creating a reversible circuit for \( F_{|\vec{x}|} \).

### C.3 Implementing the walk operator

We describe step by step an implementation of the walk operator \( W = R_B R_A \), for DPLL-like backtracking algorithms. Let \( \vec{x} \) be a partial assignment of the formula (i.e. a vertex in our search tree). We provide a quantum reversible implementation of the routines \( \text{ch1}(\vec{x}), \text{ch2}(\vec{x}, b) \) and \( \text{chNo}(\vec{x}) \) specified in Section 2.4.

We define reversible routines which implement both the reduction rule and the branching heuristic (see Section 2.4), in order to check whether the unit rule or the pure literal rule can be applied to one of the unassigned variables in assignment \( \vec{x} \) according to a fixed (static) variable
ordering. In other words, the first unassigned variable \( x \) for which there is a clause \( C \in F_{\overline{x}} \) that is unit, i.e., \( C = \{x\} \) or \( C = \{\overline{x}\} \), is forced accordingly. The same is done for the pure literal rule. We provide implementations of the unit rule in Appendix C.4 and of the pure literal rule in Appendix C.5.

We implement \( ch1(\overline{x}) \), \( ch2(\overline{x}, b) \) and \( chNo(\overline{x}) \) as unitaries \( V_1 \) and \( V_2 \) which respectively compute the first child \( \overline{x}_1 \) (assuming \( \overline{x} \) is a non-leaf), and the second child \( \overline{x}_2 \), assuming \( \overline{x} \) is not forced (guessed) and non-leaf. In other words, in the 2 children case, \( V_i \) implements \( \overline{x} \rightarrow ch2(\overline{x}, i) \). The specification adds \( V_0 \) for computing the identity function for leaf \( [\overline{x}] \) i.e., \( \overline{x}_0 \triangleq \overline{x} \):

\[
V_i : [\overline{x}]|0\rangle \rightarrow [\overline{x}]|\overline{x}_i\rangle
\]

We implement a unitary \( V_A(c) \) which, given a vertex \( \overline{x} \) outputs the superposition of the vertex \( \overline{x} \) and its \( c \) children. Its specification is:

\[
V_A(c) : [\overline{x}]|0\rangle|0\rangle \xrightarrow{H} \frac{1}{\sqrt{c}} \sum_{0 \leq i \leq c} [\overline{x}]|\overline{x}_i\rangle|i\rangle
\]

\[
\xrightarrow{\text{ctrl-}V_i} \frac{1}{\sqrt{c}} \sum_{0 \leq i \leq c} [\overline{x}_i|i\rangle
\]

\[
\xrightarrow{V_C(c)} \frac{1}{\sqrt{c}} \sum_{0 \leq i \leq c} [\overline{x}_i]|0\rangle
\]

In other words, we apply each ctrl-\( V_i \) controlled over a qutrit (the ‘index register’) which determines which \( V_i \) to apply, with \( i = 0 \) being the operation which copies the parent vertex. The result is an entangled state between the index register and specification of the children, rather than a superposition over children. The operation \( V_C(c) \) disentangles the state, using the fact that we can prepare, and hence, unprepare the \( i \)-th child. For each child index \( i \), we erase the index register as follows; we uncompute the \( i \)-th child by inverting \( V_i \). Now, in the child register, in the branch with the \( i \)-th child we have the “all-zero” state. Since all children differ, this is the only branch with the all-zero state. Then, conditioned on the child-specifying register being in the all-zero state, we subtract \( i \), from the child-index register. Finally, we recompute the \( i \)-th child, which restores the children specifications in all branches. This erases the which-child information for each child, leaving the index register in the \( |0\rangle \) state for all children.

Now, the operator \( R_A \) can be implemented as \( U_A (\text{Id} - |0\rangle\langle 0|) U_A^\dagger \), where \( U_A = \oplus_{\overline{x} \in A} U_{\overline{x}} \) is the unitary which computes the state \( |\overline{x}_A\rangle \), i.e.,

\[
U_A[\overline{x}]|0\rangle = [\overline{x}]|\overline{x}_A\rangle
\]

Recall that the implementation of the diffusion operators depends on the parity of their distance from the root. We implement each \( D_x \) for \( x \in A \) as a unitary \( U^*_x \) by checking whether \( \overline{x} \) has zero, one or two children. This is done by checking the number \( c \) of children, and controlled on the result bit of this operation, applying (or not) the corresponding operation \( V_A(c) \) which generates the superposition over the child(ren) and original vertex.

The operator \( R_B \) is implemented in a similar fashion to \( R_A \), assuming that we have access to a unitary \( V_{\text{root}} \) which checks whether \( \overline{x} = r \). Observing that the root \( r \) is associated to the all undetermined satisfying assignment, i.e. where \( r = *^n \). Such a unitary can easily be implemented with a counter to \( n \) and incrementation controlled on each variable being equal to \(*\).

In the generic quantum backtracking algorithm, a depth counter is maintained to determine the parity of the depth at which the vertex \( \overline{x} \) is. We forgo of such a register by observing that each variable assignment takes us one level deeper into the tree, and therefore the depth at which \( \overline{x} \) is is given is defined by the number of variables which have already been assigned a value. Therefore, to check the parity of the depth, it suffices to count every time \( x_i \neq * \).

Cost analysis of the implementation

The following theorem shows that our implementation of the walk operator, as part of a space-efficient implementation of quantum backtracking, uses only a near-linear amount of qubits. Note that the routine implemented in this section have a polynomial time complexity.

**Theorem C.1.** There is a polynomial-time implementation of the walk operator of the quantum backtracking framework for DPLL-like algorithms which uses at most \( 4n + w \) qubits, with \( w \in O(\log(n)) \).

**Proof.** Having access to the unitary \( R_A \) and \( R_B \), we implement the walk operator \( R_BR_A \) with an ancilla qubit which checks whether the vertex \( \overline{x} \)
that we are considering is odd or even. Defining $\text{Space}(U)$ to be the space (in terms of qubits) required by our implementation of a unitary $U$, we obtain that

$$\text{Space}(R_BR_A) \leq \max(\text{Space}(R_A), \text{Space}(R_B)) + 1.$$ 

The operators $R_A$ and $R_B$ have very similar implementations, and under our implementation:

$$\text{Space}(R_A) \leq \text{Space}(U_A) + 1 \leq \lceil \log_2(3) \rceil \cdot n + \text{Space}(V_A) + \text{Space}(V_C) + O(1)$$

where $\lceil \log_2(3) \rceil \cdot n$ corresponds to the space required to store a vertex, the implementation of $V_A$ and $V_C$ requires $\lceil \log_2(3) \rceil \cdot n + O(\log(n))$ additional ancillas (see Section C.4), adding up to an overall $4n + O(\log(n))$ space complexity for $R_A$ (as $\lceil \log_2(3) \rceil = 4$).

### C.4 Implementing the unit clause rule

In order to determine the next vertices in the search tree according to the unit rule, one needs to determine whether there exists a unit clause (i.e. a clause $C = \{l\}$ with only one literal $l$), given a partial assignment of the formula that we are considering. Whenever a unit clause is found, no branching occurs and the literal is simply set to true.

In order to implement this process, we need two operations:

- An operation $V^{(i)}_{\text{unit}}$ which checks whether the $i$-th clause is a unit clause.
- An operation $V_{\text{next}}$ which outputs the next partial assignment.

For each clause $C_i$, we implement the unitary

$$V^{(i)}_{\text{unit}} : |\vec{x}\rangle|0\rangle_j|0\rangle \mapsto |\vec{x}\rangle_j|s\rangle$$

which checks whether the $i$-th clause $C_i$ is a unit clause under the partial assignment $\vec{x}$. It does so by checking whether the clause $C_i$ is still ‘alive’ (not already satisfied under the partial assignment $\vec{x}$), and then checking whether it is a unit clause, to finally output whether it is a unit clause ($j \neq 0$), and if yes, the index $j$ and polarity $s$ of the forced variable. We let the unitary $C_i$ determine whether $C_i$ is alive by assignment $\vec{x}$ (by hardcoding the clause). And the unitary $\text{IsUnit}_i$ checks whether $k - 1$ variables of the clause $C_i$ have been assigned a value: it is implemented with a counter from 0 till $k$, with an incrementation controlled on variables having a value different from $*$; and it outputs an index $j$ and a sign $s$ if $C_i$ is a unit rule, 0 otherwise. Then the operation $V^{(i)}_{\text{unit}}$, which checks whether the $i$-th clause $C_i$ is a unit clause (and if yes output the index and sign of its variable), is implemented in Figure 7 (log($k$)-qubit counter ancilla is omitted).

In order to apply the unit rule, we apply $V^{(i)}_{\text{unit}}$ to each clause $C_i$ in the formula studied, and stop whenever we find a unit clause (i.e. whenever $V^{(i)}_{\text{unit}}$ outputs $|\vec{x}\rangle(j)|1\rangle$), see Figure 6 for the implementation of the unitary

$$V_{\text{unit}} : |\vec{x}\rangle|0\rangle_3|0\rangle \mapsto |\vec{x}\rangle_j|s\rangle$$

Note that, to go through all the $L$ clauses of a formula, we need a clause counter which is implemented using $\lceil \log(L) \rceil \in O(\log(n))$ ancilla bits, since a k-SAT formula has at most $(2n)^k \in O(n^k)$ clauses.

If a unit clause is found, the current vertex only has one child, given by $V_1$, which is obtained by applying the following unitary $V_{\text{next}}$ where $b,j$ are the outputs of $V^{(i)}_{\text{unit}}$:

$$V_{\text{next}} : |\vec{x}\rangle|0\rangle_j|b\rangle \mapsto |\vec{x}\rangle|x'\rangle|j\rangle|b\rangle$$

Such a unitary is implemented by copying $\vec{x}$ to the output register, while setting the $j$-th index to the value $b$.

If the unit rule is not applied, we can determine the $j$ as next unassigned variable in partial assignment $\vec{x}$ (the first $*$), in a similar fashion as above. Then, we obtain $V_1$ (resp. $V_2$) by applying $V_{\text{next}}$ with and $|b\rangle = |0\rangle$ (resp. $|b\rangle = 1\rangle$), so that given $|\vec{x}\rangle|0\rangle_j|0\rangle$, $V_1$ (resp. $V_2$) outputs $|\vec{x}\rangle|\vec{x}|x_j = 0\rangle|j\rangle|0\rangle$ (resp. $|\vec{x}\rangle|\vec{x}|x_j = 1\rangle|j\rangle|1\rangle$).

### C.5 Implementing the pure literal rule

The pure literal rule eliminates variables $x_i$ which only appear as the literal $x_i$ or only appear as the literal $\overline{x_i}$. In which case, the variable is set to the value which makes the literal true, eliminating all the clauses which contains it in the process.

Classically, it is a convenient way to reduce the number of clauses manipulated by the backtracking algorithm considered. However, the quantum backtracking implementation that we present in
this paper is not concerned with formula rewriting.

We implement a unitary

$$V_{\text{pure}} : |\vec{x}\rangle|0\rangle_1|0\rangle_2 \mapsto |\vec{x}\rangle|j\rangle_1|s\rangle_2$$

which checks whether there is a pure literal, and if yes, outputs want the index \(j\) of its variable and its polarity \(s\). For completeness, \((j, s) = (0, 0)\) if no pure literal is found.

The implementation of the unitary \(V_{\text{pure}}\) is quite similar to the implementation of the unit rule. For each variable \(x_j\), we only check whether it is a pure literal if no pure literal was found beforehand. In order to check whether a given variable \(x_j\) is part of a pure literal, we implement a unitary

$$V_{\text{pure}}^{(i)} : |\vec{x}\rangle|0\rangle_1|0\rangle_2 \mapsto |\vec{x}\rangle|j\rangle_1|s\rangle_2$$

which implements the following steps:

1. count the number of ‘alive’ clauses in which literals \(x_i\) and \(\bar{x}_i\) respectively appear with two clause counters, by applying for each clause \(C_i\) the circuit \(V_{\text{pure}}^{(j, i)}\) described in Figure 8 and uncomputing the ancillas in register 3 and 4;

2. use a Toffoli gate to determine whether only one of the counters is equal to 0, and if yes, we copy the index and sign of \(x_i\) in the output registers.

Then, the unitary \(V_{\text{pure}}\) simply applies \(V_{\text{pure}}^{(i)}\) for each variable \(x_i\), provided that no pure literal rule was found so far (this information is tracked with an ancilla variable counter of size \(\lfloor \log(n) \rfloor\)); and then uncompute the ancillas by applying the inverse of the circuit so far (as we did for the unit rule, see Figure 6).

This procedure is implemented using \(O(\log(n))\) ancillas. As in the implementation of the unit rule (see Appendix C.4), we use \(V_{\text{next}}\) to compute the next partial assignment. Note that, we can implement in the same way a reduction rule which first applies the unit rule, and then applies the pure literal rule if no unit clause is found.

### C.6 Quantum tree size estimation

One drawback of Montanaro’s quantum backtracking is that the runtime depends on the estimate of the size of the search tree (which is a parameter of the algorithm), and not on the size of the subtree that the classical backtracking algorithm explores.

The efficiency of a classical backtracking algorithm relies on its ability to explore the most promising branches first, which means that in practice, the algorithm may find a marked vertex after exploring \(T'\) vertices, where \(T' \ll T\). Using a quantum tree size estimation subroutine to estimate the size of the subtree explored by the classical backtracking algorithm, the original quantum backtracking algorithm can be improved for the \(T' \ll T\) case (see Th. C.2).

**Theorem C.2 ([23])**. Consider a classical backtracking algorithm \(A\) which generates a search tree \(T\). There is a quantum algorithm which outputs 1 with high probability if \(T\) contains a marked vertex and 0 if it doesn’t, with query complexity \(O(n^2 \sqrt{T'})\) where \(T'\) is the number of vertices actually explored by \(A\).
The overall algorithm generates subtrees which contain the first $2^i$ vertices explored by the classical backtracking algorithm, increasing $i$ until a marked vertex is found, or the whole search tree is considered. It is on each subtree containing the first $2^i$ vertices that we run the quantum backtracking algorithm.

Note that quantum backtracking with tree size estimation is only considered when $T' \ll T$. Because this algorithm is less performant than the original when $T'$ is close to $T$, one can just switch to Montanaro’s algorithm whenever the complexity of the generation of the path exceeds the complexity of the original quantum backtracking.

The main component of this variant of Montanaro’s quantum backtracking are quantum backtracking itself and a quantum tree size estimation algorithm (Algorithm 1 in [23]), which both run QPE as a subroutine to detect whether the phase of a given unitary is equal to 0 (and therefore we can still apply the logarithmic space construction of Appendix B.2). Therefore it is sufficient to prove that quantum backtracking can be implemented efficiently in order to benefit from the speedup provided by Theorem C.2 in the hybrid framework.

### D Eppstein’s algorithm for the cubic Hamiltonian cycle problem

In [2], a hybrid divide-and-conquer algorithm for the Eppstein’s algorithm for the cubic Hamiltonian cycle problem was provided based on Grover’s search methods.

In the algorithm presented in [2], the quadratic improvement was achieved over the possible number of branching choices ($n/2$) whereas the size of the overall search tree is upper bounded by $O(2^{n/3})$ (see [2, Appendix A] for detailed explanations), where $n$ represents the number of edges in the graph.

Consequently, Grover’s approach yields a polynomial improvement in (it has a $O'(2^{n/4})$ time complexity), which is not a near-quadatic speed-up over classical $O'(2^{n/3})$ time implementations of Eppstein algorithm (such quantum algorithm has an $O'(2^{n/6})$ time complexity). This issue has been, outside of context of hybrid methods clarified and resolved in [25] using quantum backtracking.

In this section, we succinctly show how the quantum backtracking method for this problem can be applied in our hybrid context, achieving a near-quadatic speed up in the sub-tree, without any relevant loss off space efficiency (which translates to cut-points, and hence overall efficiency of the hybrid method) caused by relying on backtracking rather than Grover’s search.

We first provide the following background for the benefit of the reader. The forced cubic Hamiltonian cycle problem (FCHC) is a $\text{NP}$-complete problem which asks whether a cubic graph $G = (V,E)$ (i.e., with degree 3) has a Hamiltonian cycle which contains at least all the edges in a given subset $F \subseteq E$.

Given a FCHC instance $(G,F)$ as input, there is a classical divide-and-conquer algorithm $\mathcal{E}$ which solves the FCHC problem in time $O'(2^{n/3})$ (a bound which constitutes an upper bound on the tree size) by selecting an unforced edge $e$ and branching over the two subinstances $(G,F \cup \{e\})$ and $(G \setminus \{e\},F)$ (see Algorithm 2 in [2]).

On a high-level, $\mathcal{E}$ is a backtracking algorithm

\[\mathcal{E}(G,F) = \begin{cases} \text{true} & \text{if } G \text{ contains a cycle which contains all edges in } F \\ \mathcal{E}(G,F_1) \text{ or } \mathcal{E}(G,F_2) & \text{otherwise} \end{cases}\]

where $F_1$ and $F_2$ are the subsets of $F$ obtained by adding an unforced edge to $F$.

The forced cubic Hamiltonian cycle problem (FCHC) is a $\text{NP}$-complete problem which asks whether a cubic graph $G = (V,E)$ (i.e., with degree 3) has a Hamiltonian cycle which contains at least all the edges in a given subset $F \subseteq E$.

Given a FCHC instance $(G,F)$ as input, there is a classical divide-and-conquer algorithm $\mathcal{E}$ which solves the FCHC problem in time $O'(2^{n/3})$ (a bound which constitutes an upper bound on the tree size) by selecting an unforced edge $e$ and branching over the two subinstances $(G,F \cup \{e\})$ and $(G \setminus \{e\},F)$ (see Algorithm 2 in [2]).

On a high-level, $\mathcal{E}$ is a backtracking algorithm

\[\mathcal{E}(G,F) = \begin{cases} \text{true} & \text{if } G \text{ contains a cycle which contains all edges in } F \\ \mathcal{E}(G,F_1) \text{ or } \mathcal{E}(G,F_2) & \text{otherwise} \end{cases}\]

where $F_1$ and $F_2$ are the subsets of $F$ obtained by adding an unforced edge to $F$.
which, on a given instance, does the following:

1. apply several reductions (in order to simplify the problem)
2. check whether one of the terminal conditions of the problem has been fulfilled (i.e. checks whether we can directly answer true or false)
3. choose the next edge to branch upon.

One can see $E$ as an algorithm which explores binary search trees, whose root is labelled by the instance given as input, and each node (labelled by $(G, F)$) is either a leaf, or has two children (labelled by $(G, F \cup \{e\})$ and $(G \setminus \{e\}, F)$).

Now, for an implementation of quantum backtracking for algorithm $E$ in the context of the hybrid approach, it is sufficient to implement space efficiently routines which checks whether the instance at any given node is a leaf (a routine denoted $V_{\text{leaf}}$), and otherwise what its children are $(V_{A})$, as explained in Appendix C.3.

In [2, Section V.C], reversible subroutines are introduced to re-construct the instance (labelling a node) from $\overrightarrow{v}$ (using $O(s \log(n/s) + s + \log(n))$ ancillas and $O(\text{poly}(n))$ gates [2, Corollary 2]), and test whether it satisfies a terminal condition (using $O(\log(n))$ ancillas and $O(\text{poly}(n))$ gates [2, Corollary 3]), where $s$ is the effective problem size defined by $s = n - |F| - |C(G, F)|$ and $C(G, F)$ is the set of 4-cycles which are disconnected from $F$.

Now, we take those subroutines as an implementation $V_{\text{leaf}}$, the routine of quantum backtracking which checks whether the current node is a leaf. The algorithm $E$ always branches over two choices (adding or removing an edge). In the implementation of quantum backtracking for $E$, one can construct an unitary $V_{A}$ which given the label $\overrightarrow{v} = v_{1} \ldots v_{i}$ of the current node, determines the label of its children $\overrightarrow{w}$ and $\overrightarrow{w'}$, which are respectively $v_{1} \ldots v_{i}0$ and $v_{1} \ldots v_{i}1$ (see Appendix C.3).

## E Reversible Simulation of SIA

This appendix implements the circuit SIA of Section 4.2 reversibly for formulas of bounded-index width (biw; see Definition 4.2) in polynomial time and in a space-efficient way (as a function of $w$ and $n$). We assume the input is a formula $F$ defined on $n$ variables with biw $w$.

For space efficiency, as discussed in Section 4.2, we will not manipulate the formula $F$, but instead work on partial assignments in the branching representation, which we call the advice (see Section 2.4.1). The downside of this approach is of course that for a given node label, our circuits need to reconstruct the corresponding partial assignment. To avoid using $n \log(3)$ qubits for reconstructing the partial assignment, we exploit the bounded index width to split the computation into blocks of $w$ variables. We then use Bennett’s pebbling strategy [29] to compose these blocks into a space-efficient reversible circuit which computes SIA.

The following three subsections treat the reconstruction of the partial assignments (Sec. E.1), split the computation into blocks of $w$ variables (Sec E.2), and combine these subcomputations in a space-efficient way (Sec E.3). At the end of this we obtain Theorem E.1.

### Theorem E.1

There is a reversible circuit that, given an advice of size $S_{\text{adv}}$, computes $s$-SIA for a $w$-biw formula $F$ with $n$ variables in space

$$S_{w} \triangleq O(w \cdot \log(n/w))$$

and time

$$O((n/w)^{\log(3)} \cdot w \cdot (2 + sw)^{ks} \cdot \text{polylog}(n))$$

Note that the space complexity $S_{w}$ excludes the space required to store the advice ($S_{\text{adv}}$). The space requirements $S_{w}$ and $S_{\text{adv}}$ are also treated separately in Section 4.2. As a final remark we also note that while in practice the size of $s$ for $s$-implication can be considered a large constant, it should in fact grow (slowly) in $n$ [5] (the inverse Ackermann function would suffice).

#### E.1 Reconstructing partial assignments

The simplifications in the search algorithm discussed in Section 4.2 (see Algorithm 3) shift the difficulty to creating a space-efficient unitary implementing the search predicate $P$. It should take as input an advice string $\overrightarrow{a}$ of length $S_{\text{adv}} = |\overrightarrow{a}|$, representing the node in the search tree and determine whether this node is a solution leaf ($P(\overrightarrow{a}) = 1$), a normal leaf ($P(\overrightarrow{a}) = 0$) or a branch (such that we can query children $ch2(\overrightarrow{a}, 0)$ and $ch2(\overrightarrow{a}, 1)$). For conciseness, we will assume here that the advice length $S_{\text{adv}}$ is fixed and no counter is required for recording the length of $\overrightarrow{a}$.
We define a subcircuit $\text{SIAB}_i$ (see Figure 9) which computes SIA (Algorithm 5) for variables in $B_i$, unless input $r$ (a flag) is set, in which case it is the identity function. Moreover, if $\text{SIAB}_i$ encounters a contradiction or runs out of advice, it sets $r$. The first three registers contain the inputs: an assignment $\vec{y}_{i-1}$ on the variables in $B_{i-1}$, the advice pointer $p$ (of $\log(n)$ qubits) which keeps track of the next unused advice bit, and the flag $r$ (1 qubit). The outputs are written to the next three registers and contain an assignment $\vec{y}_i$ to the variables in $B_i$, and the updated values of $p$ and $r$. Additionally, each $\text{SIAB}_i$ block uses ancilla qubits $\vec{a}_i$. These ancillas are initialized in an all-zero state, and are reset to zero by means of uncomputation within the $\text{SIAB}_i$ block. As such, this ancilla register can be reused between all the blocks. Finally, $\text{SIAB}_i$ needs read-only access to the advice $\vec{a}$, which is also shared between all the $\text{SIAB}_i$ blocks. Before $\text{SIAB}_1$ the registers for $p$, $r$, and $\vec{a}_1$ are initialized to all zeros.

\begin{equation}
\left| \vec{y}_{i-1} \right\rangle \left| p \right\rangle \left| \vec{a}_1 \right\rangle \left| 0 \right\rangle \left| 0 \right\rangle \left| 0 \right\rangle,
\end{equation}

Figure 9: A $\text{SIAB}_i$ block, for $i \geq 2$. $\text{SIAB}_1$ is a simpler version of $\text{SIAB}_i$ without the top register. Here $w = w + \log(n) + 1$, $S_a = w + O(\log(n))$, and $a = S_{adv}$.

A more detailed implementation of $\text{SIAB}_i$ is given in Appendix E.

E.2 Splitting SIA into blocks

In order to create a space-efficient, reversible implementation of the entire SIA operation, we split SIA into a number of blocks, each of which acts on a subset of variables. The variables $x_1, \ldots, x_n$ of $F$ are split up into $l = n/w$ blocks of size $w$ (for simplicity we assume $w$ divides $n$). Each block $B_i$, for $i \in \{1, \ldots, l\}$, contains variables

\[ B_i \triangleq \{ x_{j+1}, \ldots, x_{j+w-1} \}, \quad j = (i-1)w. \] (14)

Note that having a bounded index width of $w$ guarantees that computing the $s$-implication of $x_i$ can only rely on $x_{i-w}, \ldots, x_{i-1}$, and so in order to compute SIA for variables in $B_i$ we only need the assignments on the previous $w$-sized block $B_{i-1}$. This is made more explicit in Appendix F.1.

We define a subcircuit $\text{SIAB}_i$ (see Figure 9) which computes SIA (Algorithm 5) for variables in $B_i$, unless input $r$ (a flag) is set, in which case it is the identity function. Moreover, if $\text{SIAB}_i$ encounters a contradiction or runs out of advice, it sets $r$. The first three registers contain the inputs: an assignment $\vec{y}_{i-1}$ on the variables in $B_{i-1}$, the advice pointer $p$ (of $\log(n)$ qubits) which keeps track of the next unused advice bit, and the flag $r$ (1 qubit). The outputs are written to the next three registers and contain an assignment $\vec{y}_i$ to the variables in $B_i$, and the updated values of $p$ and $r$. Additionally, each $\text{SIAB}_i$ block uses ancilla qubits $\vec{a}_i$. These ancillas are initialized in an all-zero state, and are reset to zero by means of uncomputation within the $\text{SIAB}_i$ block. As such, this ancilla register can be reused between all the blocks. Finally, $\text{SIAB}_i$ needs read-only access to the advice $\vec{a}$, which is also shared between all the $\text{SIAB}_i$ blocks. Before $\text{SIAB}_1$ the registers for $p$, $r$, and $\vec{a}_1$ are initialized to all zeros.

\begin{equation}
\left| \vec{y}_{i-1} \right\rangle \left| p \right\rangle \left| \vec{a}_1 \right\rangle \left| 0 \right\rangle \left| 0 \right\rangle \left| 0 \right\rangle,
\end{equation}

Figure 9: A $\text{SIAB}_i$ block, for $i \geq 2$. $\text{SIAB}_1$ is a simpler version of $\text{SIAB}_i$ without the top register. Here $w = w + \log(n) + 1$, $S_a = w + O(\log(n))$, and $a = S_{adv}$.

A more detailed implementation of $\text{SIAB}_i$ is given in Appendix E.

E.3 Combining SIAB blocks

Having defined $\text{SIAB}_i$, the composition $\text{SIAB}_1 \circ \ldots \circ \text{SIAB}_n$ now computes the value we are interested in, still disregarding the low-space requirement. Note that in order to “compose” two blocks $\text{SIAB}_{i+1} \circ \text{SIAB}_i$, the second output register (Fig. 9) of $\text{SIAB}_i$ needs to be connected to the first input register of $\text{SIAB}_i$. A circuit which composes the $\text{SIAB}_i$ blocks in this manner is shown in Figure 10. In order to keep the computation unitary, the top output register of each $\text{SIAB}_i$ block cannot simply be discarded, even though these registers are not used as inputs anymore.

Remark E.2. Naively composing all $\text{SIAB}_i$ by simply allocating a new $w$-sized register for each block (see Fig. 10) requires $l \cdot w' + S_a$ qubits on top of the $S_{adv}$ qubits storing the advice.
B_1: |0⟩ → SIAB_2
B_2: |0⟩ → SIAB_3
B_3: |0⟩ → SIAB_4
B_4: |0⟩ → SIAB_5

Figure 10: A (partial) visualization of the naive composition of all SIAB_i blocks. The bottom register of each SIAB_i block (see Fig. 9) has been omitted from this figure. This method requires \( l \cdot w' + S_a \) qubits.

|0⟩ → SIAB_1
|0⟩ → SIAB_2
|0⟩ → SIAB_3
|0⟩ → SIAB_4

Figure 11: A (partial) visualization of SIAIR; the composition of the SIAB_i blocks using Bennett’s algorithm [29]. The bottom register of each SIAB_i block (see Fig. 9) has been omitted from this figure. Uncomputing SIAB_1 frees up a \( w' \) sized register which can be used by SIAB_3. This method requires \( w' \cdot (\log(l) + 1) + S_a \) qubits.

To meet the space requirement of \( o(n) \), we must reduce the \( l \cdot w = n \) qubits used by combining block. To achieve this, we turn to Bennett’s strategy [29]. It relies on reducing the problem of turning a deterministic computation into a space-efficient reversible computations to a reversible pebble game. Such a pebble game is played on a rooted, directed graph, which corresponds to the dependency graph of inputs and outputs of different sub-computations. The rules of a reversible pebble game can be defined as follows: one can (un)pebble a leaf freely, whereas any other node can only be (un)pebbled if their predecessors are pebbled; one wins the game if one can put a pebble on the root node. After the game is won, the maximum number of pebbles used at any time during the game corresponds to the amount of space the reversible circuit requires.

For our problem (composing \( \text{SIAB}_1 \circ \ldots \circ \text{SIAB}_l \)) the dependency graph is simply a line graph of length \( l \). Bennett’s algorithm constructs a concrete pebbling strategy for the line graph corresponding to a deterministic computation. The strategy shows that a line graph of length \( l \) can be reversibly pebbled with only \( \lceil \log(l) \rceil + 1 \) pebbles. A clear visualization of this algorithm is shown in [29, Table 2]. Figure 11 shows the SIAB_i blocks composed using Bennett’s algorithm, and illustrates how this saves on the space requirements: For example, by temporarily uncomputing SIAB_1, a \( w' \) sized register is freed up which can be used by SIAB_3. We will refer to this specific reversible composition of the SIAB_i blocks as SIAIR.

**Lemma E.3** (Rephrased from Bennett [29]):
The composition of (irreversible) operations \( f_1 \circ f_2 \circ \ldots \circ f_1 \), each taking \( T \) time and \( S \) space, can be implemented reversibly in \( O(\log^3) \cdot T \) time and \((\log(l)) + S + 1) \cdot S \) space.

**Theorem E.4.** There is a reversible circuit, SIAIR, that computes SIA for a \( w \)-bit formula \( F \) using only

\[ T_r = O(\log^3 \cdot w \cdot (2 + sw)^k \cdot \log(n)) \]

time and

\[ S_r = (\log(l) + 1) \cdot w' + S_a = O(w \cdot \log(l)) \]

space (wires), where \( w' = (w + \log(n) + 1) \) and \( S_a = w + O(\log(n)) \).

**Proof.** By Theorem F.1, SIAB can be reversibly implemented in \( T_b = O(w \cdot (2 + sw)^k \cdot \log(n)) \) time. The time for SIAIR follows then from Lemma E.3. In terms of space, all SIAB blocks share a \( S_a = O(w + \log(n)) \) sized register, on top of which Bennett’s strategy requires \( (\log(l) + 1) \cdot w' \) space to reversibly compose all SIAB_i (Lem. E.3).

Theorem E.1 simplifies this statement.
F Implementation of SIAB

In this note, we implement the circuit SIAB\(_i\) defined in Appendix E, which realizes a \(w\)-sized block of computation of s-SIA, by computing the values of the variables in \(B_i\) (Eq. 14) given access to the variables in \(B_{i-1}\). First, the dependency of SIAB\(_i\) on only the previous \(w\) assigned variables is proven in Section F.1. After that, the specification of the circuit SIAB\(_i\) (given in Sections F.2 and F.3) ultimately leads to a proof of the space and time complexity (see Sec. F.4) stated in following theorem.

**Theorem F.1.** Each circuit SIAB\(_i\) can be implemented reversibly in \(T_b \triangleq O(w \cdot (2 + sw)^{ks} \cdot \text{polylog}(n))\) time, with \(S_b \triangleq 2(w + \text{log}(n) + 1)\) wires and \(S_\alpha \triangleq w + O(\text{log}(n))\) ancillas, omitting the space for the advice \(\vec{a}\).

### F.1 S-implication under bounded index width

In this subsection we prove that in order to do s-implication in the dncPPSZ algorithm for a variable \(x_j\), only two sets of variables need to be considered: the previous \(w\) assigned variables, and any of the unassigned variables \(x_k\), with \(j < k < n\).

We recall the definition of s-implications.

**Definition F.2.** A literal \(x_j\) (\(\overline{x}_j\)) is s-implied by \(F\), written \(F \models_s x_j\) \((F \models_s \overline{x}_j)\), if and only if there is a subset of clauses \(G \subseteq F\) of size at most \(s\) such that all satisfying assignments of \(G\) set \(x_j\) to 1 \((0)\).

The following lemma specifies that it is not necessary to remember a partial assignment in its entirety in order to determine s-implications.

**Lemma F.3.** Consider an \(n\)-variables formula \(F\) of bounded index width \(w\), with a fixed variables order \(x_1 < \ldots < x_n\). Let \(F|_\alpha\) be the formula obtained by assigning \(\alpha = [\alpha_1, \ldots, \alpha_{j-1}]\) to variables \(x_1, \ldots, x_{j-1}\), and assume that \(F|_\alpha\) is not yet trivial. Then, in order to determine whether \(F|_\alpha \models_s x_j\), it is sufficient to consider the assignment \(\beta = [\alpha_{j-w}, \ldots, \alpha_{j-1}]\) to \(x_{j-w}, \ldots, x_{j-1}\).

**Proof.** Let us define \(F_1\), \(F_2\), and \(F_3\) as subformulas of \(F\), such that each only contains clauses with the variables as visualized in Figure 12. By the property of index width, we have that the formula \(F|_\beta\) consists of two independent formulæ \(F_1\) and \(F_3\). Hence, we have \(F_3 = F_2|_\beta = F|_\alpha\).

It immediately follows then that \(F|_\alpha \models_s x_j \iff F_2|_\beta \models_s x_j\).

![Visualization of subsets of variables of F.](image)

**Figure 12:** Visualization of subsets of variables of \(F\).

Generally, in order to check if \(F|_\alpha \models_s x_j\), all \(s\)-sized \(G \subseteq F\) need to be considered, where each \(G\) can take variables from \([x_1, \ldots, x_n]\). However, since \(F\) has bounded index width \(w\), from Lemma F.3 we have that \(F_2|_\beta = F|_\alpha\) and so checking all \(G \subseteq F_2\) is sufficient.

### F.2 Implementing SIAB\(_i\)

Algorithm 6 gives a high level presentation of the implementation of SIAB\(_i\), with references to the corresponding reversible subroutines (see Section F.3). We omit SIAB\(_1\) which is a simpler version of SIAB\(_i\) without input block. We write \(\times\) for the action of copying the value of a bit with a XOR gate.

**Algorithm 6** Pseudocode for SIAB\(_i\)(\(\vec{y}_{i-1}\), \(p\), \(r\)).

```plaintext
for j in iw..iw+w-1  \(\triangleright\) Fig. 15
  c \leftarrow 0
  for each s-sized G \subseteq F_2|_{\vec{y}_{i-1}}  \(\triangleright\) Fig. 14
    if (c = 0)
      \((b', b'_j) \leftarrow \text{check if } G \models x_j, \overline{\vec{y}}\)  \(\triangleright\) Fig. 13
      if \((b' = 1)\)
        c \leftarrow c + 1
      if \(G\) is unsat
        c \leftarrow c + 1
      r \leftarrow r + 1
      if \((b' = 1)\)  \(\triangleright\) \(x_j\) is implied
        x_j \leftarrow b'_j
      else  \(\triangleright\) \(A\) in Fig. 14
        if \(p < a\)
          x_j \leftarrow a[p]
        p \leftarrow p + 1
      else
        r \leftarrow r + 1
    o1, o2, o3 \leftarrow [x_{i+w}, \ldots, x_{(i+1)w}], p, r
    uncompute workspace  \(\triangleright\) \(L^1\) in Fig. 15
```
Figure 13: Routine $H_G$, used to check whether $x_j$ is $s$-implied by a given subset of clauses $G$. Each $G'$ checks a single assignment $\vec{y}$ to the variables in $G$. The $G'$ block is repeated $|V'|$ times. The registers for $\vec{z}$, $c_+$, and $c_-$ need $v = \lceil \log(|V'|) \rceil \leq ks$ qubits. The controls on $|c_+\rangle_{a4}$ and $|c_-\rangle_{a5}$ check whether $c_\pm = 0$ (open dot) or $c_\pm \neq 0$ (solid dot).

Figure 14: Inner loop $L_j$ of SIAB$_i$, checking all $s$-sized subsets of clauses and fixing the value of the current variable. For ease of visualization, wires in $H_G$ (Fig. 13) which are not directly relevant in $L_j$ have been omitted.

Figure 15: Circuit for SIAB$_i$, running the inner loop for every variable in the current $w$-block, provided that the remaining formula has not been found to be unsatisfiable (unsatisfiability would be indicated by $r > 0$). For ease of visualization, wires in $L_j$ (Fig. 14) which are not directly relevant this high-level overview have been omitted.
Each circuit $\text{SIAB}_i$ has the following inputs: register 1 contains a signed assignment $\y_{i-1}$ to previous $w$-sized block $B_{i-1}$, register 2 contains the pointer $p$ to the next unused advice index (defined as a counter from 0 to $S_{adv} - 1 = |\overline{a}| - 1$, using $\log(S_{adv})$ bits), register 3 contains a one bit flag $r$ which is raised whenever we encounter a contradiction or the advice is fully used. The registers $a_1, a_2, a_3$ are used to output the next values $\y_i, p', \text{ and } r'$ respectively. We also allocate ancilla registers $a_0, \ldots, a_{11}$.

$\text{SIAB}_i$: $|\y_{i-1}\rangle_1 |p\rangle_2 |r\rangle_3 |0\rangle_{a_1} |0\rangle_{a_2} |0\rangle_{a_3} |\overline{a}\rangle |\overline{b}\rangle \mapsto |\y_{i-1}\rangle_1 |p\rangle_2 |r\rangle_3 |y_i\rangle_{a_1} |p'\rangle_{a_2} |r'\rangle_{a_3} |\overline{a}\rangle |\overline{b}\rangle$

The ancilla registers $a_0, \ldots, a_8$ are the ones primarily manipulated by the subroutines $\mathcal{H}$ and $\mathcal{H}_G$, as defined in Section F.3. Ancilla registers $a_9$ and $a_{10}$ are used to store $c'$ and $r'$ (see Alg. 6), such that $c$ and $r$ can be modified within the loop-body, without immediately affecting the control qubits $c'$ and $r'$. Finally, ancilla register $a_{11}$ is a buffer of size $w$ in which one stores the values of the current $w$-block $B_i$.

The circuit in Figure 14 corresponds to the inner loop of $\text{SIAB}_i$, and the subsequent instructions which fix the value of $x_j$. The unitary $\mathcal{A}$ corresponds to the instructions in the pseudocode which set $x_j$ to the next advice bit and increase the advice pointer. Figure 15 gives the implementation of the whole circuit $\text{SIAB}_i$ (note that running $L_j$ is conditional on $r' = 0$, and the circuit flips $r$ when it finds that the remainder of the formula is unsatisfiable). To simplify our representation, we omit ancilla wires which are only manipulated in the subcomponents of the circuit, but not the overall circuit.

F.3 Reversible subroutines of $\text{SIAB}_i$

For each $s$-sized subformula $G \subseteq F$, we define a unitary

$G : |\y\rangle_1 |z\rangle_{a_0} |j\rangle_{a_1} |0\rangle_{a_2} |0\rangle_{a_3} \mapsto |\y\rangle_1 |z\rangle_{a_0} |j\rangle_{a_1} |b\rangle_{a_2} |b'\rangle_{a_3}$

which takes the following inputs: an index $j$, an assignment $\y$ to the $w$ variables preceding $x_j$, an assignment $z$ of length (at most) $ks$ to variables of indices greater or equal to $j$, and two ancilla qubits to write the output to.

Each unitary $G$ hardcodes the Boolean formula $G$, and encodes the following reversible procedure: if variable $x_j$ does not appear in $G$, output $(0, 0)$; else if $G$ is satisfied by the partial assignment specified by $\y$ on $x_{j-w}, \ldots, x_{j-1}$ and $z$ on $V' = \text{Var}(G) \setminus \{x_{j-w}, \ldots, x_{j-1}\}$, output $(1, b_j)$, where $b_j$ is the assignment to variable $x_j$, and else output $(0, 0)$.

Next, we define a unitary

$G' : |\y\rangle_1 |z\rangle_{a_0} |j\rangle_{a_1} |c_+\rangle_{a_4} |c_-\rangle_{a_5} \mapsto |\y\rangle_1 |z\rangle |c_+\rangle_{a_4} |c_-\rangle_{a_5}$

which applies $G$, increase the counter $c_+$ ($c_-$) if $G$ outputs $(1, (1, 0))$, and then uncomputes the ancilla registers. Additionally $G'$ increased the value of the $|z\rangle_{a_0}$ register, such that the next $G'$ is applied to the next partial assignment. This is shown in Figure 13. The registers $|c_+\rangle_{a_4}$ and $|c_-\rangle_{a_5}$ (as well as $|z\rangle_{a_0}$) require $\log(|V'|) \leq ks$ qubits to count up to $2^{|V'|}$, the total number of possible assignments to $G$.

For each subformula $G \subseteq F$, we implement an unitary

$\mathcal{H}_G : |\x\rangle_1 |j\rangle_{a_1} |0\rangle_{a_6} |0\rangle_{a_7} |0\rangle_{a_8} \mapsto |\x\rangle_1 |j\rangle_{a_1} |b'\rangle_{a_6} |b'_j\rangle_{a_7} |r''\rangle_{a_8}$

which evaluates $G$ for all its possible partial assignments, to determine whether the satisfying assignments of $G$ agree on the value assigned to $x_j$, and if yes ($b' = 1$), outputs that value ($b'_j$). If $G$ is unsatisfiable, $\mathcal{H}_G$ outputs $r'' = 1$.

Our implementation of $\mathcal{H}_G$ initializes the ancilla registers $a_0, a_2, \ldots, a_5$ to 0, and repeatedly applies $G'$ and increments $\y$ (see Figure 13) up until $\y = 2^{|V'|} - 1$. After applying $G'$ for all assignments $\y$, the following can be concluded based on the counters $c_+$ and $c_-:$

\[
\begin{cases}
 x_j \text{ not implied, } G \text{ sat} & \text{if } c_+ > 0, c_- > 0 \\
 G \text{ implies } x_j & \text{if } c_+ > 0, c_- = 0 \\
 G \text{ implies } \overline{x_j} & \text{if } c_+ = 0, c_- > 0 \\
 G \text{ is unsat} & \text{if } c_+ = 0, c_- = 0
\end{cases}
\]

If both $c_+$ and $c_-$ are non-zero, $G$ has satisfying assignments, but they do not all agree on $x_j$. In this case $\mathcal{H}_G$ outputs $(b', b'_j) = (0, 0)$. If exactly one of $c_+$ and $c_-$ is non-zero, all satisfying assignments of $G$ agree on $x_j$, and either $x_j$ or $\overline{x_j}$ is implied by $G$. Here $\mathcal{H}_G$ outputs $(1, 1)$ or $(1, 0)$ respectively. If both $c_+$ and $c_-$ are zero, $G$ is not satisfiable at all given the variables assigned before $x_j$, and so neither is $F$. In this case $\mathcal{H}_G$ outputs $r'' = 1$, which ultimately leads the circuit to raise the flag $r$.  
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F.4 Complexity of the implementation of SIA\textsubscript{B\textsubscript{i}}

First, let us analyze the time complexity of SIA\textsubscript{B\textsubscript{i}}. To simplify the analysis, we drop any polylog\((n)\) factor by writing \(\tilde{O}(f(n)) = O(\text{polylog}(n) \cdot f(n))\). By doing so we increment operations, as well as the \(A\) operation can be done in \(\tilde{O}(1)\) time.

The unitary \(G\) hardcodes a Boolean formula \(G\) which has (at most) \(s\) clauses and \(k\) variables per clause, taking \(T_\mathcal{G} = O(ks) = \tilde{O}(1)\) time. The subroutine \(G'\) runs \(G\) and \(G\)'\(^1\), and a number of \(\tilde{O}(1)\) operations, which gives \(T_{G'} = \tilde{O}(1)\). Next, \(\mathcal{H}_G\) repeats \(G'\) for all assignments to \(z\), which are at most \(2^{ks}\), giving \(T_{\mathcal{H}_G} = \tilde{O}(2^{ks})\).

The inner loop \(L\) loops over all \(s\)-sized formulae \(G\). Since we consider formulas with bounded index width \(w\) for any variable \(x_j\), any subformula \(G \subseteq F\) with \(s\) clauses can either be split into independent formulae or contains only unassigned variables from \(\{x_j, \ldots, x_{j+sw}\}\) (a chain of \(s\) clauses each with index width \(w\)). Each \(s\)-sized \(G\) has at most \(ks\) variables, and which \(sw\) options per variable this results in at most \(O((sw)'^{(ks)})\) formulae \(G\). This yields a time complexity of \(T_{L} = \tilde{O}((sw)^{ks} \cdot 2^{ks}) = \tilde{O}(2^{(s+1)w}ks)\).

Finally, the outer loop of SIA\textsubscript{B\textsubscript{i}} loops over \(w\) variables. Giving \(T_\mathcal{L} = \tilde{O}(w \cdot (2 + sw)^{ks} = O(w \cdot (2 + sw)^{ks} \cdot \text{polylog}(n))\).

Including the input registers \(1, 2, 3\) and output registers \(01, 02, 03\) the space requirement for is SIA\textsubscript{B\textsubscript{i}} is \(2(w + \log(n) + 1) + S_a\), where \(S_a\) is the space for the ancilla registers \(0\) through \(a11\), which adds up to \(S_a = w + \log(n) + 3ks + \tilde{O}(1) = w + \tilde{O}(\log(n))\).

\section{Lattice SAT is NP-complete}

We define Lattice SAT to be the restriction of the 3-SAT problem to formulas defined on a lattice, so that each clause is associated to a constraint defined on a tile (unit square of the grid), with corners of the tiles labelled by variables.

Formally, an instance of Lattice SAT is a formula defined on \(n\) variables, and whose clauses are defined by \(2\) to \(3\) corners on the same tile (see Figure 16), with at least one tile defined on \(3\) corners, in such a way that the overall lattice fits within a square of length \(\sqrt{n}\).

By construction, there are permutations of indices which are such that any given instance of Lattice SAT has bounded index width \(\sqrt{n} \in o(n)\).

First, observe that Lattice SAT is in NP because the validity of an assignment for the underlying 3-SAT instance can be verified in polynomial time. Let us show that Lattice SAT is NP-hard.

A polynomial-time reduction from 3-SAT to Lattice SAT can be implemented as follows. Consider a 3-SAT formula \(F\) defined on \(n\) variables over \(L\) clauses. Consider a lattice \(\mathbb{F}\) defined as a \(nL\)-by-\(nL\) 2-dimensional grid. In what follows, for each clause \(C\), we place variables (which appear in \(C\)) in the lattice \(\mathbb{F}\), and we add to the lattice \(\mathbb{F}\) a set of tiles which is equisatisfiable to the clause \(C\).

We associate \(L\) copies \(x_{i,1}, \ldots, x_{i,L}\) (one per clause) to each variable \(x_i\). We introduce new constraints to ensure that all copies have the same truth value, that is

\[x_{i,1} \vee x_{i,L+1} \land x_{i,l+1},\]

Having \(L\) copies of each variable \(x_i\) allows for a spatial arrangement on the lattice of any two copies \(x_{i,l}\) and \(x_{i,l+1}\) in a constrained relationship, by defining one tile in the lattice where they meet. We place such copies on the diagonal of the lattice \(\mathbb{F}\), from the top left corner to the bottom right one in the order determined by the order of variables in \(\text{Vars}(F)\).

Consider a clause \(C_l = x_{i_1} \vee x_{i_2} \vee x_{i_3}\) in \(F\) (where we assume without loss of generality that \(i_1, i_2, i_3\) are variables indices such that \(i_1 \leq i_2 \leq i_3\)). Let us define a set of tiles which corresponds to a restricted formula which is equisatisfiable to \(C_l\). Observe that each clause \(C_l\) can be decomposed into three clauses \(C_l' = x_{i_1,l} \vee x_{i_2,l} \vee t\), \(C_l'' = x_{i_2,l} \vee x_{i_3,l} \vee t'\) and \(C_l''' = t \vee t'\) (for some fresh variables \(t, t'\)), so that \(C_l \equiv C_l' \land C_l'' \land C_l'''\).

In what follows, we construct a set of constraints which is equisatisfiable to the clause \(C_l'\). First, fresh variables \(y_1, \ldots, y_p, z_1, \ldots, z_q, t\) are spatially arranged on the lattice \(\mathbb{F}\) so that:

\[y_1, \ldots, y_p\] are placed on the same horizontal line as \(x_{i_1,l}\) in \(\mathbb{F}\), with \(y_1\) directly at the right of \(x_{i_1,l}\), and each \(y_{l+1}\) is placed directly at the right of \(y_1; z_1, \ldots, z_q\) are placed on the same vertical line as \(x_{i_2,l}\), with \(z_1\) directly above \(x_{i_2,l}\), and each \(z_{l+1}\) is placed directly above \(z_1; t\) is placed on the same tile as \(y_p\) and \(z_q\) and \(t\), so that \(t\) is directly at the right of \(y_p\) and directly above \(z_q\).
Then, we add the following set of the constraints to the tiles of lattice $F$ on which those variables $y_1, \ldots, y_p, z_1, \ldots, z_q, t$ are located:

- $\bar{y}_i \lor y_{i+1}, \bar{y}_{i+1} \lor y_i$ (for $0 \leq i \leq p$),
- $\bar{z}_j \lor z_{j+1}, \bar{z}_{j+1} \lor z_j$ (for $0 \leq j \leq q$),
- $y_p \lor t \lor y_1$,

where $y_0$ is $x_{i_1,l}$ and $z_0$ is $x_{i_2,l}$, ensuring that the variables $y_1, \ldots, y_p, x_{i_1,l}$ take the same truth value, and the variables $z_1, \ldots, z_q, x_{i_2,l}$ take the same truth value.

We repeat the same process for $x_{i_2}$ and $x_{i_3}$, adding fresh variables $y'_1, \ldots, y'_p, z'_1, \ldots, z'_q, t'$, with the same constraints but this time $t'$ in the constraint where $t$ previously appeared. We obtain a second set of constraints which is equisatisfiable to $C''_l$.

Now, observe that reiterating the same process a third time for $t$ and $t'$, we obtain a third set of constraints which is equisatisfiable to $C'''_l$. Combining the three sets of constraints, we obtain a set of constraints which is equisatisfiable to the formula $C'_l \land C''_l \land C'''_l$, which is itself equisatisfiable to the clause $C_l$.

We repeat this process for every clause $C_l$, obtaining an instance $F$ of Lattice SAT defined by $O(nL)^2)$ constraints on a $nL$-by-$nL$ squared grid. The instance $F$ is not equisatisfiable to $F'$, as our reduction potentially generate overlaps, which can be eliminated by repeatedly inserting empty rows and lines and applying the rewriting gadget described in a simplified representation in Figure 17, with coloured lines corresponding to tiles defined on two variables (black dots). At most $(nL)^2$ overlaps exist, and $L \in O(poly(n))$, so that this reduction can be done in polynomial time.

**Theorem G.1.** Lattice SAT is NP-complete.