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Abstract Complex scalars in $U(1)$-symmetric potentials can form stable Q-balls, non-topological solitons that correspond to spherical bound-state solutions. If the $U(1)$ charge of the Q-ball is large enough, it can support a tower of unstable radial excitations with increasing energy. Previous analyses of these radial excitations were confined to fixed parameters, leading to excited states with different charges $Q$. In this work, we provide the first characterization of the radial excitations of solitons for fixed charge, providing the physical spectrum for such objects. We also show how to approximately describe these excited states analytically and predict their global properties such as radius, energy, and charge. This enables a complete characterization of the radial spectrum. We also comment on the decay channels of these excited states.

1 Introduction

Q-balls arise as spherically-symmetric localized classical solutions to the Lagrange equations of a complex scalar field $\phi(\vec{x}, t)$ in a $U(1)$-symmetric potential that includes attractive interactions [1,2]. While these solutions are intrinsically interesting examples of non-topological solitons, they may also be directly related to some of the big questions of what lies beyond the Standard Model of particle physics. They have been shown to arise in several motivated extensions of the standard model, such as supersymmetry [3,4], extra dimensions [5,6], and hidden sectors with QCD-like confinement [7,8]. They can produce intriguing macroscopic dark matter candidates [9–14], may be related to the observed asymmetry between matter and antimatter [4,15], and can give rise to observable gravitational waves [16,17].

The Q-ball ground-state configuration has the lowest energy for a given $U(1)$ charge, rendering it stable [1]. Exact analytical solutions can only be obtained for special – typically unphysical – potentials, other cases have to be approached numerically or via analytic approximations. The latter case is particularly fruitful for large Q-balls, with the large radius acting as a good expansion parameter. In Ref. [18], excellent analytic approximations for Q-balls in a sextic potential were recently provided, which essentially eliminate the need to solve the differential equations numerically. This paves the way for further phenomenological studies to include Q-balls states accurately without continually solving the nonlinear systems that define them.

Spherically symmetric ground-state configurations of the form $\phi(\vec{x}, t) = \tilde{\phi}(|\vec{x}|) e^{i\omega t}$ [1] are typically the simplest solutions and those of most interest for phenomenological studies, given their stability. Nevertheless, the study of unstable excited states is useful and necessary because Q-ball formation and scattering will generally also produce excited states that eventually relax into the ground state [16,19–23]. The details of the excitation spectrum are therefore important, e.g. for Q-ball dark matter, just like the study of excited nuclei and atoms. In the early universe, the scalars $\phi$ and Q-balls are expected to be in thermal equilibrium [24–26]; excited states will then be in equilibrium as well, with their abundance suppressed by their larger mass. It is therefore crucial to know the mass gap or spectrum of Q-balls of fixed charge $Q$ to ascertain their relevance in the cosmological evolution. Similarly, any scattering of or off Q-balls generically produces excited states unless kinematically forbidden due to a large mass gap. Furthermore, the lifetimes of excited states could be long if the available phase space is suppressed: on general grounds, the lifetime of an excited state will scale inversely with some power of the energy gap $\Delta E$ to the ground state.
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due to the reduced phase space; for a compressed excitation spectrum, the lifetimes of the excited states could hence be large enough to be of phenomenological interest \[20\].

Building on the ground-state work of Ref. [18], we therefore study excited Q-ball states, providing useful analytical approximations to the exact solutions, as shown by our comparison to the numerical data. Excited Q-balls with angular momentum \( J \neq 0 \), have been discussed in Refs. [27,28] and shown to have energies that exceed the non-rotating ground-state energy by at least \( \sim 20\% \) for the same charge \( Q \). These initial studies give a reasonable idea of the Q-ball spectrum in terms of angular momentum, albeit only for a small region in parameter space. In addition to these rotational excitations, Q-balls exhibit spherically symmetric radial excitations with vanishing angular momentum, discovered in Refs. [27,29]. Numerical solutions for the first 23 radial excitations for a fixed frequency \( \omega \) have been computed and discussed in Ref. [30].\(^1\) Because \( \omega \) was fixed, all these excitations have different charges \( Q \), so they cannot be interpreted as physical excitations of each other or a specific ground state soliton. In fact, to the best of our knowledge, no study of the radial excitation spectrum for a fixed \( Q \) exists in the literature. It has, therefore, not yet been established whether the lowest-lying Q-ball excitation is radial or rotational. Building upon and generalizing aspects of previous work, our efforts below are able to characterize all radial excited states for the complete family of sextic potentials and all phases, providing the full radial spectrum. Despite our analysis being performed for one particular scalar potential, we expect our results to be valuable more generally and adaptable to other potentials.

In the following section we review the theory of ground state Q-balls to establish notation, conventions, and the definitions of physical characteristics like charge and energy. We also review the different types of stability these solitons may exhibit. Section 3 motivates an analytic form for excited state Q-balls and methods to fully characterize them in terms of the potential parameters. Approximations to the physical characteristics of the excited states are obtained in Sect. 4 as well as a discussion of their stability and possible decay channels. In Sect. 5 we outline how our results are expected to generalize to other potentials. We conclude in Sect. 6.

### 2 Review of ground-state Q-balls

We recount the well-known case of ground-state Q-balls to establish our notation, following closely Ref. [18]. The Lagrangian for the complex scalar \( \phi \) is simply

\[ L = |\partial_\mu \phi|^2 - U(|\phi|), \tag{1} \]

\(^1\) The excited states of gauged Q-balls for the sextic potential are explored in Ref. [31].

\[ \text{with a } U(1) \text{ invariant potential } U \text{ that has to fulfill a number of conditions to support Q-ball solutions. Since we do not want to break the } U(1) \text{ symmetry, we require } \langle \phi \rangle = 0 \text{ in the vacuum; we normalize the potential energy to zero in the vacuum by setting } U(0) = 0 \text{ and enforce that the vacuum is a stable minimum of the potential by demanding} \]

\[ \frac{dU}{d\phi}\Big|_{\phi=0} = 0, \quad \frac{d^2U}{d\phi d\phi^*}\Big|_{\phi=0} = m_\phi^2 > 0, \tag{2} \]

where \( m_\phi \) is the mass of the complex scalar. Coleman [1] showed that nontopological solitons, Q-balls, exist when the function \( U(|\phi|)/|\phi|^2 \) has a minimum at \( |\phi| = \phi_0/\sqrt{2} > 0^2 \) such that

\[ 0 \leq \sqrt{\frac{2U(\phi_0/\sqrt{2})}{\phi_0^2}} \equiv \omega_0 < m_\phi. \tag{3} \]

In this case, the spherically symmetric Q-ball solutions take the form

\[ \phi(x^\mu) = \frac{\phi_0}{\sqrt{2}} f(r) e^{i\omega t}, \tag{4} \]

where \( f(r) \) is a dimensionless function of the radius \( r \) and \( \omega \) is a constant internal frequency that is restricted to the region \( \omega \in (\omega_0, m_\phi) \). Switching to a dimensionless radial coordinate \( \rho \) defined by

\[ \rho = r\sqrt{m_\phi^2 - \omega_0^2}, \tag{5} \]

we end up with the effective Lagrangian for \( f(\rho) \)

\[ L = \frac{4\pi \phi_0^2}{\sqrt{m_\phi^2 - \omega_0^2}} \int d\rho \rho^2 \left[ \frac{1}{2} f'^2 + V(f) \right], \tag{6} \]

where a prime denotes a derivative with respect to \( \rho \) and the effective potential \( V(f) \) is defined via

\[ V(f) = \frac{1}{m_\phi^2 - \omega_0^2} \left( \frac{\omega^2}{2} f'^2 - U(f\phi_0/\sqrt{2})/\phi_0^2 \right). \tag{7} \]

The Euler–Lagrange equation,

\[ f'' + \frac{2}{\rho} f' + \frac{dV}{df} = 0, \tag{8} \]

is then equivalent to a particle of position \( f \) moving in the potential \( V(f) \) while subject to friction, \( \rho \) corresponding to the time coordinate in this analogy [1]. The boundary conditions are \( f'(0) = 0 \) and \( f(\rho \to \infty) = 0 \) in order to obtain

\[ \text{\[2\]} \text{ One can in fact consider Q-balls with only a thick-wall limit [32,33] in certain potentials. In this case } \phi_0 \text{ is not defined.} \]
localized solutions. The charge $Q$ and energy $E$ of the Q-ball are given by the integrals

$$Q = \frac{4\pi \omega \phi_0^2}{(m_\phi^2 - \omega_0^2)^{3/2}} \int dr \, r^2 f'^2,$$

$$E = \omega Q + \frac{4\pi \phi_0^2}{3\sqrt{m_\phi^2 - \omega_0^2}} \int dr \, r^2 f'^2,$$ (9)

which satisfy the differential equation $dE/d\omega = \omega dQ/d\omega$ [2,18,29].

To be more concrete, let us consider the sextic potential

$$U(\phi) = m_\phi^2 |\phi|^2 - \beta |\phi|^4 + \frac{\xi}{m_\phi^2} |\phi|^6,$$ (10)

which is non-renormalizable but can easily be UV-completed by introducing heavier particles. Replacing the parameters $\beta$ and $\xi$ by $\phi_0$ and $\omega_0$, this potential leads to the function $V$

$$V(f) = \frac{1}{2} f'^2 \left[ \kappa^2 - (1 - f^2)^2 \right], \text{ with } \kappa^2 = \frac{\omega^2 - \omega_0^2}{m_\phi^2 - \omega_0^2},$$ (11)

where $\kappa \in (0, 1]$ [18]. The potential has extrema at $f = 0$ and

$$f^2 = \frac{1}{3} \left( 2 \pm \sqrt{1 + 3\kappa^2} \right).$$ (12)

As shown in Fig. 1, the $\pm f_+$ are maxima while $\pm f_-$ are local minima.

The differential equation (8) depends only on the parameter $\kappa$, which must therefore determine the radius of the Q-ball. For ground-state solutions we demand $f(\rho)$ to be a monotonic function and define the radius $R^*$ through $f''(\rho = R^*) = 0$. In the limit of large $R^*$ or small $\kappa$, the friction term $2f''/\rho$ in Eq. (8) becomes negligible, allowing us to find the approximate profile $f(\rho)$ in the form of the so-called transition function

$$f_T(\rho) = \frac{1}{\sqrt{1 + 2e^{2(\rho - R^*)}}}.$$ (13)

which becomes an exact solution in the limit $R^* \to \infty$ [18]. For small $\kappa$, this transition from $f = f_+ \simeq 1$ to $f = 0$ reduces the energy by $1/(2R^*)$ due to friction. The total energy loss must be the difference between the initial maximum, with energy given at leading order in $\kappa$ by

$$V(f+) = \frac{2 + \sqrt{1 + 3\kappa^2}}{27} \left( \sqrt{1 + 3\kappa^2} - 1 + 3\kappa^2 \right) \equiv \frac{\kappa^2}{2} + O(\kappa^4),$$ (14)

and the final maximum at $V(0) = 0$. This implies that to leading order in small $\kappa$:

$$\frac{1}{2R^*} = \frac{\kappa^2}{2} \implies R^* = \frac{1}{\kappa^2}.$$ (15)

This relation between radius and small $\kappa$ is a good approximation for all stable ground-state solutions [18]. With these predictions for the radius and profile we can also obtain analytic expression for energy and charge via Eq. (9).

2.1 Ground state stability

Discussions of stability regarding Q-ball ground states are often divided into three categories: absolute stability, classical stability, and stability to fission [34]. The absolute stability criterion is the simplest: it is the requirement that the soliton solution of charge $Q$ have a lower energy than $Q$ free scalar particles. In other words, the Q-ball energy $E$ must satisfy $E < m_\phi Q$. This is referred to as absolute stability because it is stable against both classical and quantum effects [2]. In our sextic potential, ground-state solutions are absolutely stable for $\kappa \lesssim 0.84$ [18], so in particular in the thin-wall regime $\kappa \ll 1$.

Classical stability is taken to mean that the soliton is stable against perturbations; if perturbations can grow without bound, then the solution is said to be unstable. It has been shown that when

$$\omega \frac{dQ}{Q} \leq 0,$$ (16)

the corresponding Q-ball solutions are classically stable [2, 29]. We are free to choose both $\omega > 0$ and $Q > 0$, so the more significant condition for that choice is

$$\frac{dQ}{d\omega} \leq 0.$$ (17)

In the sextic potential, this requirement is automatically satisfied in the absolutely-stable region with $\kappa \lesssim 0.84$ and
hence a weaker criterion. It is worth noting that the derivation of Eq. (17) also demonstrates that the radial profile for these classically stable ground-state solitons have no nodes [1,2,29].

The final stability criterion is related to a soliton breaking up into smaller solitons and free particles, something like the fission of a nucleus. It was argued in [2] that the condition in (17) also prevents Q-ball fission. Using $dE/dQ = \omega$, we can write
\[ \frac{d\omega}{dQ} = \frac{d}{dQ} \frac{dE}{dQ} = \frac{d^2E}{dQ^2}. \]
\[ (18) \]
This means that when $\frac{dQ}{d\omega} < 0$ it follows that
\[ \frac{d^2E}{dQ^2} < 0. \]
\[ (19) \]
Consider the possible fission of a Q-ball of charge $Q_1 + Q_2$ that breaks into two solitons of charge $Q_1$ and $Q_2$, respectively. We integrate the inequality in (19) from some intermediate charge $Q_i$ up to $Q_1 + Q_2$:
\[ \int_{Q_i}^{Q_1 + Q_2} dQ \frac{d^2E}{dQ^2} < 0 \Rightarrow \left. \frac{dE}{dQ} \right|_{Q_i}^{Q_1 + Q_2} < \left. \frac{dE}{dQ} \right|_{Q_i}. \]
\[ (20) \]
We then integrate this resulting inequality with respect to the intermediate charge $Q_i$ from 0 to $Q_1$. Because $E(0) = 0$, this leads to
\[ E(Q_1 + Q_2) < E(Q_2) + E(Q_1), \]
\[ (21) \]
which means that fission is energetically forbidden if Eq. (17) is satisfied.

3 Excited state solutions

Heretofore we have assumed that the rolling particle always has $f \geq 0$. However, one can imagine the particle beginning from rest and then rolling down the hill in positive $f$, over the maximum at $f = 0$, up the hill in negative $f$, and back toward rest at $f = 0$. Such a trajectory satisfies the Q-ball boundary conditions and leads to a localized solution. The corresponding solitons are said to belong to the first excited state of some Q-ball [27,30], for reasons which are made clear below. More generally, the particle can roll back and forth several times before settling down at $f = 0$, which defines an entire tower of excited states. We label the excited states by the number $N$ of transitions through $f = 0$, with $N = 0$ being the $f \geq 0$ ground state.

The only way to enable the particle to roll a longer distance is for it to begin with larger potential energy. Thus, for a fixed $\kappa$, energy conservation suggests that the particle’s initial position $f(0)$ moves closer to the maximum $f_+$ for increasing $N$. Starting closer to the maximum implies the particle’s velocity is nearly zero for a longer time during which the friction term decreases. When larger scale motion eventually begins, the friction has decreased sufficiently for the particle to complete the larger number of back-and-forth transitions before coming to rest. In short, by delaying the onset of motion in transition toward $f = 0$ the particle loses less energy to friction. Qualitatively, this shows that there is an infinite tower of excited states for a given $\kappa$ with each higher $N$ trajectory beginning slightly closer to the maximum $f_+$. It also suggests that the radius of the Q-ball (the ‘time’ of the first transition) grows with $N$ for large enough $N$, which is confirmed by the numerical results that follow.

Notice that for a fixed $\kappa$, the $N = 0$ and $N > 0$ states do not have the same $Q$ [30], so they should not be regarded as excitations of each other. This follows from the rolling particle analogy upon realizing that the $N > 0$ states necessarily start off closer to $f_+$ in order to have sufficient energy for their additional transitions, which results in a larger integral $\int d\rho \rho f^2$ and thus a larger $Q$ due to Eq. (9). In addition, stable Q-balls require $dQ/d\omega < 0$ [34], or $dQ/d\kappa < 0$ in our notation, so $Q$ decreases with increasing $\kappa$. Therefore, to have the $N = 1$ soliton’s $Q$ match a $N = 0$ soliton $Q$, the $\kappa$ of the excited state must be larger than the ground state $\kappa$. Generally, exciting a Q-ball from $N$ to $N + 1$ requires an increase in $\kappa$ or $\omega$ to keep $Q$ the same. The energy (Eq. (9)) of the excited state for a fixed $Q$ then unavoidably increases, both due to the larger $\omega$ and because the surface integral $\int d\rho \rho^2 (f')^2$ increases with every back-and-forth transition, justifying the terminology that each larger $N$ soliton is an excited state of an $N = 0$ Q-ball.

3.1 Profiles

Most of the characteristics of excited-state trajectories may be understood by considering the $N = 1$ example shown in Fig. 2. Even for this $\kappa = 0.6$ example (which is not close to the $\kappa \to 0$ thin-wall limit) the particle begins at rest near the local maximum at $f_+$. After remaining for some time near the maximum, it transitions quickly down the potential hill. In fact, it is more useful to consider the particle as having approximately three transitions. The first is similar to the ground state Q-ball (the dashed tan line in the figure), rolling from $f_+$ to $f = 0$. Instead of stopping, however, it then transitions uphill in negative $f$. The particle has lost energy due to friction along its way, so the turning point $f(T_1)$ is well below the maximum at $-f_+$. The particle finally transitions back down from the turning point and comes to rest at $f = 0$. The profile in physical space that corresponds to this particle trajectory is shown as the solid blue line in the right panel of Fig. 2.

The $N = 0$ (dashed tan) and $N = 1$ (solid blue) profiles on the right side of Fig. 2 illustrate several points. First, we see that the initial value $f(0)$ of the excited state profile is larger...
than the \( f(0) \) for the ground state, as expected. Consequently, the excited state remains near the \( f_+ \) maximum until a larger \( \rho \), allowing it to lose much less energy as it rolls. For the ground state there is only one point with \( f'' = 0 \), which defines the radius \( R^*_{\text{g}} \). However, for the excited state there are four points where \( f'' = 0 \) (small dashed green). Three of these are near to where \( f \approx \pm f_- \), and we have labeled these \( R^*_1, R^*_2, \) and \( R^*_3 \). The remaining zero of \( f'' \) is near to \( f \approx 0 \). One can see that the \( f'' \) roots associated with \( f = 0 \) and \( R^*_n \) are somewhat marginal, and indeed as \( \kappa \) increases, these two roots no longer have real solutions.

Describing the motion as three transitions – each with a defining radius at which \( f'' = 0 \) but \( f \neq 0 \) – allows us to make an ansatz for \( f \) as the product of transition functions of the form given in Eq. (13):

\[
f_{N=1} = \left[ f_T(\rho, R^*_1) - f_T(-\rho, -R^*_2) \right] f_T(\rho, R^*_3),
\]

where \( R^*_1 < R^*_2 < R^*_3 \). Just like the transition profile of the ground state, this is only expected to be a reasonable form for large radii or small \( \kappa \). In Fig. 3, we show the exact numerical profiles \( f_{N=1} \) for \( \kappa = 0.4 \) and 0.1 together with the above transition-function ansatz, fitting the three radii to the numerical data. For small \( \kappa \), the agreement is remarkable and illustrates that the \( N = 1 \) profile can be completely specified by the three radii \( R^*_1, R^*_2, R^*_3 \). At larger \( \kappa \), this ansatz becomes increasingly inaccurate – just like in the ground-state case. We return to the large \( \kappa \) regime in Sect. 3.3, for now we focus on small \( \kappa \).

The extension of Eq. (22) for the \( N \)th excited state is simply

\[
f_N = \left[ f_T(\rho, R^*_1) - f_T(-\rho, -R^*_2) \right] \cdots \left[ f_T(\rho, R^*_N,2N-1) - f_T(-\rho, -R^*_N,2N) \right] f_T(\rho, R^*_N,2N+1),
\]

specified by \( 2N + 1 \) radii \( R^*_N,n, n = 1, 2, 3, \ldots, 2N + 1 \). The agreement with the numerical profiles is similar to Fig. 3 and generally excellent for small \( \kappa \). Though the numerical results necessarily assume a particular potential, the form of the excited state profile in terms of transition functions can be applied to any potential.

### 3.2 Thin-wall limit

The product of transition functions in Eq. (23) is an empirically successful approximation for the excited-state profiles at small \( \kappa \). It requires \( 2N + 1 \) radii \( R^*_N,n, n = 1, 2, 3, \ldots, 2N + 1 \), as input, which can only depend on the small parameter \( \kappa \) and necessarily diverge in the small \( \kappa \) limit just like in the ground-state case. In this section, we derive the relations \( R^*_N,n(\kappa) \) for small \( \kappa \).

For the ground state, a small \( \kappa \) transition reduced the particle energy by \( 1/(2R^*) \) [18]. The first excited state with its three transitions is then expected to lose an energy of approximately \( 3/(2R^*) \) due to friction. The total energy loss must be the difference between the initial maximum, with energy given at leading order in \( \kappa \) by Eq. (14), and final maximum at \( V(0) = 0 \). This implies that to leading order in small \( \kappa \)

\[
\frac{3}{2R^*} = \frac{\kappa^2}{2} \Rightarrow R^* = \frac{3}{\kappa^2}.
\]

We therefore expect all three radii of the first excited state, \( R^*_1,n \), to be around \( 3/k^2 \), with only small differences \( \Delta_n \equiv R^*_1,n - R^*_1,n-1 \) that are subleading in small \( \kappa \). Similarly, the general \( N \)th excited state is expected to have radii that are clustered around

\[
R^*_N,n = \frac{2N + 1}{\kappa^2},
\]

further split up by terms that are subleading in small \( \kappa \), to be discussed next.

To estimate the \( 2N + 1 \) individual radii beyond Eq. (25) we need to determining the radial distance between them. In
the thin-wall limit we may neglect friction. Then, the “time” it takes for a particle to roll from one point on the effective potential to another is given by

$$\rho_2 - \rho_1 = \int_{f_1}^{f_2} \frac{\text{d}f}{\sqrt{2\mathcal{E} - 2V(f)}}.$$  \hfill (26)

where $f(\rho_1) = f_1$ and

$$\mathcal{E} = \frac{1}{2} f'^2 + V(f),$$  \hfill (27)

is the conserved energy of the particle [18]. In this same frictionless limit the particle’s equation of motion is

$$f'' = -\frac{\text{d}V}{\text{d}f}.$$  \hfill (28)

This means the values of $f$ for which $f'' = 0$ (which define the radii) are exactly the extrema of $V(f)$. More particularly, as is clear from Fig. 2, we are interested only in the extrema that occur when $f \neq 0$. Then, to find the distance between the radii, we consider two types of trajectories. Those that pass through $f = 0$, such as from $f = f_-$ to $f = -f_-$, and those that run from the potential minimum to a turning point, such as from $f = -f_-$ up the potential hill to the turning point $f(T_1)$ and then back to $f = -f_-$. 

In the thin-wall (or small $\kappa$) limit, only a small range of $f \sim f_+$ correspond to $V(f) > 0$. As the particle loses energy to friction and must end at $V(0) = 0$, the particle’s initial location must be in this small region $f \lesssim f_+$. This also means that it does not begin to transition until the friction is largely absent so that the energy loss is small. Thus, the value of $\mathcal{E}$ is also small, with $f$ beginning on the potential with $f' = 0$. The be more precise,

$$\mathcal{E} \approx V(f_+) = \frac{\kappa^2}{2} + \mathcal{O}(\kappa^4).$$  \hfill (29)
To leading order in $\kappa$ Eq. (38) becomes
\[ \frac{1}{2} (1 - T^2) \kappa^2 = \frac{\kappa^2}{2} \frac{2N + 2 - n}{2N + 1}, \] (40)
which implies that
\[ T = \frac{\sqrt{n - 1}}{2N + 1}. \] (41)
Note here that while $n$ labels the transition, only odd $n$’s larger than one are actually associated with turning points. So, we label the $m$th turning point, with $n = 2m + 1$, as
\[ T_m = \frac{\sqrt{2m}}{2N + 1}. \] (42)

We now need to consider the integral
\[ \int_{f_0}^{f_T} \frac{df}{\sqrt{2 \mathcal{E} - 2V(f)}}, \] (43)
in the $f \sim 1$ limit. In this case we take $f_j = 1 - \kappa$ to ensure the expansion is justified. We transform to the variable $h = 1 - f$ and find
\[ \int_{\kappa T}^{\kappa} \frac{dh}{\sqrt{2 \mathcal{E} - 2V(h)}}, \] (44)
where
\[ V(h) = \kappa^2 \left( \frac{1}{2} - h \right) - \frac{1}{2} \left( 4 - \kappa^2 \right) h^2 + O(h^3). \] (45)

By keeping only terms up to $h^2$ we account for all the $\kappa$ dependence and the dominant effects of $h$ in the $h \sim 0$ limit. This integral is evaluated to be
\[ \frac{1}{2} \ln \frac{2\kappa + \sqrt{3\kappa^2 + 2 \mathcal{E}}}{2\kappa T + \sqrt{(4T^2 - 1)\kappa^2 + 2 \mathcal{E}}} + O(\kappa). \] (46)

The other part of the integration is from $f_-$ to $f_j$ and is found to be
\[ \int_{f_1}^{f_f} \frac{df}{f(1 - f^2) + \frac{f^2\kappa^2 - 2 \mathcal{E}}{2f^3(1 - f^2)^3} + O(\kappa^4)} \]
\[ = \frac{1}{2} \ln \frac{1 - f_j^2}{2\kappa f_j^2} + \frac{1 - 2\mathcal{E}/\kappa^2}{32} + O(\kappa). \] (47)

Then twice the total integral gives the estimate of $R_{N, \text{odd}}^* - R_{N, \text{even}}^*$:
\[ \Delta_{\text{odd}} = \frac{1 - 2\mathcal{E}/\kappa^2}{16} \]
\[ + \ln \left[ \frac{1 - f_1^2}{2\kappa f_1^2} + \frac{2\kappa + \sqrt{3\kappa^2 + 2 \mathcal{E}}}{2\kappa T + \sqrt{(4T^2 - 1)\kappa^2 + 2 \mathcal{E}}} \right]. \] (48)

In summary, the radial distances $\Delta_n = R_{N,n}^* - R_{N,n-1}^*$ between radii are estimated to be
\[ \Delta_n = \begin{cases} 
\frac{2\varepsilon_n^2}{\varepsilon_n(1-\varepsilon_n^2)} & n \text{ even}, \\
\frac{15}{16} - \ln \left( \frac{1-\varepsilon_n^2}{1-\varepsilon_n} \right) + \ln \left( \frac{1-f_n^2}{2\varepsilon_n^2} \right) - \frac{x}{2} + \sqrt{\frac{x^2+2\varepsilon_n^2}{x}} & n \text{ odd}, 
\end{cases} \]

(49)

with \( 2 \leq n \leq 2N + 1 \). Keeping only the leading log terms, we find the compact expression

\[ R_{N,n}^\delta = R_{N,1}^\delta - \begin{cases} 
\left( \frac{3}{2}n - 1 \right) \ln \kappa + \mathcal{O}(\kappa^0), & \text{even } n, \\
\left( \frac{3}{2}n - \frac{3}{2} \right) \ln \kappa + \mathcal{O}(\kappa^0), & \text{odd } n, 
\end{cases} \]

(51)

for \( 1 \leq n \leq 2N + 1 \). We also know \( R_{N,1}^\delta = (2N + 1)/\kappa^2 \) for small \( \kappa \), but a better prediction requires the subleading terms that we derive in the following section.

### 3.3 Thick-wall limit

The description of an excited-state profile in terms of transition functions determined by \( 2N + 1 \) radii satisfying \( f''(R^\delta) = 0 \) is useful for small \( \kappa \) but breaks down at larger \( \kappa \). Not only the shape of \( f \) starts to differ, there also exists a threshold \( \kappa \) beyond which \( f'' \) only has \( N + 1 \) zeros; all \( N \) radii with an even index in the above notation, \( R_{N,2j}^\delta \), cease to satisfy \( f'' = 0 \), rendering our product of transition functions ansatz (23) unsuitable. Rather than changing our radius definition, we content ourselves with predicting the odd radii for \( \kappa \sim 1 \). Since this covers the first and last radius, it provides a useful idea of the soliton’s extent.

Near \( \kappa = 1 \), in the thick-wall limit, we use a different approximation from above. In this case, we define \( \varepsilon = 1 - \kappa^2 \) and consider \( \varepsilon \ll 1 \). The potential can then be written as

\[ V(f) = -\frac{\varepsilon}{2} f^2 + f^4 - \frac{1}{2} f^6 \]

(52)

and therefore,

\[ f'' + \frac{2}{\rho} f' - \varepsilon f + 4 f^3 - 3 f^5 = 0. \]

(53)

We then transform the equation into a rescaled profile and use a rescaled coordinate \([33]\):

\[ f^2 = \varepsilon g^2, \quad \rho^2 = z^2 / \varepsilon. \]

(54)

The resulting equation is

\[ g'' + \frac{2}{\rho} g' - g + 4 g^3 - 3 g^5 = 0, \]

(55)

and of course the boundary conditions of \( g \) are identical to \( f \), that is \( g'(0) = 0 \) and \( g(\infty) = 0 \).

The leading order equation, with \( \varepsilon \to 0 \), can be solved generally for any \( N \). A simple technique to use is the shooting method. By choosing \( g(0) \) with \( g'(0) = 0 \) one can find approximate solutions to good accuracy. In Table 1, we record the initial values \( g(0) \) as well as the radii - defined by \( f'' = 0 \) – for several \( N \). The radii diverge for \( \kappa \to 1 \) according to

\[ R_{N,n}^\delta = \frac{c_{N,n}}{\sqrt{1 - \kappa^2}}. \]

(56)

with coefficients \( c_{N,n} \) given in Table 1. Note that the coefficient of the \( 1/\sqrt{1 - \kappa^2} \) term for the \( N = 0 \) solitons matches very closely with the approximate fit found in Ref. [36].

Table 1 also shows that a given odd radius \( R_{N,2j+1}^\delta \) decreases with \( N \) for fixed \( \kappa \), unlike in the small \( \kappa \) limit where the radii increase linearly with \( N \). The reason is that for \( \kappa \sim 1 \) and small \( N \), the particle does not start anywhere near the maximum of the potential, so friction can not be neglected and complicates the intuition. However, at large enough \( N \), the particles are unavoidably pushed towards the maximum and our arguments from before apply; at large \( N \), the radii again grow with \( N \), although that is not captured by Eq. (55) with \( \varepsilon = 0 \).

### 3.4 Final predictions for the radii

Having obtained approximations of the excited-state radii in the limiting cases of small and large \( \kappa \) we can combine them to obtain approximate radius predictions valid for all \( \kappa \):

\[ R_{N,n}^\delta = \frac{2N + 1}{\kappa^2} + \begin{cases} 
\frac{c_{N,n}}{\sqrt{1 - \kappa^2}} - \left( \frac{3}{2}n - 1 \right) \ln \kappa, & \text{even } n, \\
\frac{c_{N,n}}{\sqrt{1 - \kappa^2}} - \left( \frac{3}{2}n - \frac{3}{2} \right) \ln \kappa, & \text{odd } n, 
\end{cases} \]

(57)
where the coefficients $c_{N,n}$ can be read off from Table 1 and $n = 1, 2, 3, \ldots, 2N + 1$. We mention again that the even radii, $R_{N,2k}^*$, no longer solve $f''(R_{N,2k}^*) = 0$ for large $\kappa$, so are no longer radii by our definition. All radii for the first and second excited states are shown in Fig. 4 and compared to numerical data. As expected, our predictions work well in the small and large $\kappa$ regimes in which they were derived, but differ somewhat for $\kappa$ in between.

The general behavior of $R^*$ vs. $N$ is shown in Fig. 5. Notice that the naively expected behavior $R_{N+1,n}^* > R_{N,n}^*$ breaks down near $\kappa \sim 1$ because none of the particles are starting near the maximum $f_+$. For large enough $N$, this behavior would be restored though.

### 4 Charge, energy, and stability

For small $\kappa$, we are able to predict the profile $f(\rho)$ for any excited state $N$ to astonishing accuracy by combining the transition-profile ansatz from Eq. (23) with our radius predictions from Eq. (57). This then allows us to numerically calculate the integrals relevant for the Q-ball charge and energy, given in Eq. (9). Since analytical approximations quickly become bothersome, we restrict ourselves to the leading terms in small $\kappa$ here.

Consider finding the value of the $Q$ integral. As shown in Eq. (9), the nontrivial part takes the form $\int d\rho \rho^2 f^2$ and in the $N = 0$ case [18], this takes the simple approximate value $\int d\rho \rho^2 f^2 = R^s/3$ to leading order in large $R^s$. If all the effects for an excited state $N$ with $2N + 1$ transitions are included, we again find the leading-order result of

$$\int d\rho \rho^2 f^2 = \frac{R^s}{3}. \quad (58)$$

In this calculation we could have included a sum of $N$ discrete $\Delta (R^s)^2$ contributions where $\Delta$ is the width of the excited state shell around the center soliton, but as $\Delta \ll R^s$, these contributions are subleading.

For the surface-energy integral $\int d\rho \rho^2 f^2$, the leading-order behavior is different. The $N = 0$ result [18] is $\int d\rho \rho^2 f^2 = R^s/4$ to leading order in $R^s$. For excited states, the effects of additional transitions need to be summed over, using our knowledge from above that the differences between the radii, $\Delta$, are large enough to separate the individual transitions, which yields

$$\int d\rho \rho^2 f^2 = (2N + 1) \frac{R^s}{4}. \quad (59)$$

It is significant that in this integral the $f^2$ integral is proportional to the surface area at that radius, rather than a shell of volume.

Overall, using the leading order relation $R^s = (2N + 1)/\kappa^2$, we find

$$\int d\rho \rho^2 f^2 \simeq \frac{(2N + 1)^3}{3\kappa^6},$$

$$\int d\rho \rho^2 f^2 \simeq \frac{(2N + 1)^3}{4\kappa^4}, \quad (60)$$

for small $\kappa$, which can also be obtained by inserting our radius predictions (57) into the transition-profile ansatz (23) and evaluating the integrals. For $N = 0$, subleading terms have been derived in Ref. [18]. The comparison with numerical data in Fig. 6 shows that Eq. (60) is a fairly good approximation even for larger $\kappa$, and captures the $N$ dependence very well. In fact, we find numerically that the scaling of the integrals with $(2N + 1)^3$ is accurate far beyond the small-$\kappa$ regime: simply rescaling the $N = 1$ integrals by $(2N + 1)^3/(2 + 1)^3$ matches the $N = 2 \ldots 23$ integrals in the range $0 < \kappa \lesssim 0.9$ to better than $10\% (20\%)$ for $\int d\rho \rho^2 f^2$ ($\int d\rho \rho^2 f^2$).

The approximations in Eq. (60) as well as the general scaling with $(2N + 1)^3$ break down near $\kappa \sim 1$, but we can still understand the numerical behavior qualitatively. As shown above, in the thick-wall regime we expect the Q-ball radii to diverge according to $R^s \propto 1/\sqrt{1 - \kappa^2}$. Since the integral $\int d\rho \rho^2 f^2$ can be interpreted as the volume energy of the Q-ball [18], we also expect this integral to diverge for $\kappa \to 1$. The surface integral $\int d\rho \rho^2 f^2$, on the other hand, decreases because the Q-ball profile becomes increasingly dilute for $\kappa \to 1$, suppressing the derivatives [18].

Using the numerical integrals as a function of $\kappa$ or the small-$\kappa$ approximations, we obtain the Q-ball charge and energy via Eq. (9). The numerical results are illustrated in Fig. 7 for some example parameters. For small $\kappa$ and $\omega_0 \neq 0$.

### Table 1 Initial value $g(0)$ for use in shooting-method solutions to Eq. (55) with $\varepsilon = 0$ as well as coefficient values for Eq. (56)

| $N$ | $g(0)$ | $c_{N,1}$ | $c_{N,3}$ | $c_{N,5}$ | $c_{N,7}$ | $c_{N,9}$ |
|-----|--------|-----------|-----------|-----------|-----------|-----------|
| 0   | 2.168693539 | 0.345758  | –         | –         | –         | –         |
| 1   | 7.051791599  | 0.106101  | 1.70188   | –         | –         | –         |
| 2   | 14.565602713 | 0.0513571 | 0.793518  | 2.93172   | –         | –         |
| 3   | 24.6803496815 | 0.0303081 | 0.464925  | 1.64329   | 4.15909   | –         |
| 4   | 37.38615404998 | 0.0200077 | 0.306252  | 1.0686    | 2.58726   | 5.39492   |
Fig. 4  Left: The three radii $R^*_1$ vs. $\kappa$ for the first excited state, $N = 1$. Dots are numerical results and the solid lines the prediction from Eq. (57). Right: radii for the $N = 2$ excited state together with the prediction from Eq. (57).

Fig. 5  Transition radii $R^*_N$ (left) and $R^*_{N,3}$ (right) vs. $\kappa$ for several $N$. Gray dashed lines are the approximations from Eq. (57).

Fig. 6  Integrals $\int d\rho \rho^2 f^2$ (left) and $\int d\rho \rho^2 f'^2$ (right) vs. $\kappa$ – as relevant for Q-ball energy and charge – for the $N = 0$ ground state and several excited states. The solid lines show the small-$\kappa$ approximations from Eq. (60).

\[ E(Q) \simeq \omega_0 Q + (2N + 1) \left( \frac{\pi}{2} \right)^{1/3} \frac{3^{2/3} \sqrt{m_\phi^2 - \omega_0^2}}{2(\omega_0/\phi_0)^{2/3}} Q^{2/3} \]  

and shows that excited states simply have a $2N + 1$ times larger surface energy than the ground state. Since the energy increases with $N$ for fixed $Q$, we are correct in denoting these states as excited states, and assume they eventually decay into smaller Q-balls, as discussed below.\(^4\)

In addition to energy, other components of the Q-ball energy–momentum tensor can also be approximated in the

\(^3\) For $\omega_0 = 0$, the small-$\kappa$ approximation is quite different and to leading order in large $Q$ reads $E(Q) \simeq \frac{1}{2} (\frac{\pi}{2})^{1/3} (N + \frac{1}{2})^{1/5} \sqrt{m_\phi^2} \phi_0^{1/5} Q^{6/5}$.

\(^4\) The charge-swapped Q-ball states explored in Refs. [37,38] may be quasi-stable.
thin-wall limit. The scaling of several quantities with $N$ for a fixed $\kappa$ has been obtained in Ref. [30].

4.1 Stability of excited states

A detailed study of excited-state decays is postponed for future work, but let us nevertheless comment on stability. As shown in Ref. [18], the $N = 0$ states with $0 < \kappa \leq \kappa_{\text{stability}} \simeq 0.8$ are stable because they satisfy $E < m_\phi Q$ (and $dQ/d\omega < 0$ [34], which is a weaker stability criterion for our potential). The excited states with $N > 0$ are, on the other hand, unstable [29] and can decay into smaller Q-balls and/or individual scalars. From the above expression (61) it is clear that for sufficiently large $N$, the soliton will satisfy $E > m_\phi Q$, which then allows the Q-ball decay into $Q$ individual $\phi$ scalars. This instability occurs at large $\kappa$, with a threshold that increases with $N$ (see the dashed lines in Fig. 7). Even more energetically favorable than a decay into individual scalars is a decay into ground-state Q-balls, for which many possible final states are kinematically allowed. At large $Q$, excited states with $\kappa \sim 1$ have $E \simeq m_\phi Q$, while the ground state has $E \simeq \omega_0 Q$ (for $\omega_0 \neq 0$), so a configuration of $k$ ground state Q-balls with charges that add up to $Q$ still has a total energy around $\omega_0 Q$, which is smaller than $m_\phi Q$ by Eq. (3). Phase space arguments generically prefer a decay into few states.

The, arguably more interesting and slightly more stable, Q-balls with $E < m_\phi Q$ are well described by our small-$\kappa$ expansion, at least for small $N$. These Q-balls cannot decay into $Q$ scalars, but produce Q-balls with smaller $Q$ in their final state; energetically, many final states are allowed [30]. From Fig. 7 it is easy to see that for a given $N$ the condition $dQ/d\kappa < 0$ holds for most $\kappa$. In analogy with the ground state analysis, this implies that these solitons cannot decay to other states of the same $N$. However, they can decay into states with smaller $N$, except for the stable $N = 0$ case. By again using Eq. (61) as an approximation, we can also estimate the number of those excited states for a fixed $Q$ as

$$N \simeq \frac{\sqrt{m_\phi^2 - \omega_0^2}}{3m_\phi^{1/3} \omega_0^{1/3}} Q^{1/3}. \quad (62)$$

While there are infinitely many excited states for a fixed $\kappa$, the physically more relevant restriction to fixed $Q$ only allows for a finite number of excitations. While angular excitations of Q-balls have been studied [27, 28], to our knowledge the number of excitations for fixed $Q$ has not been specified. However, the known excited states satisfy $J = N Q$ for integers $N$ which suggests there are only a finite number of angular excitations with energies below a given value, such as $E < m_\phi Q$. Let us focus on the $N = 1$ excited state in the large-$Q$ regime with $\omega_0 \neq 0$, so that we may use Eq. (61) as an approximation. One possible decay mode (and preferred by phase space considerations) is into two Q-balls of charge $Q_1$ and $Q - Q_1$, which have a lower energy of

$$E(Q)_{N=0} + E(Q - Q_1)_{N=0} - E(Q)_{N=1} \approx - \left(\frac{\pi}{2}\right)^{1/3} \frac{2^{3/2} \sqrt{m_\phi^2 - \omega_0^2}}{2(\omega_0/\phi_0)^{2/3}} \times (3Q^{2/3} - (Q - Q_1)^{2/3} - Q_1^{2/3}). \quad (63)$$

The energy gain is minimized for $Q_1 = Q/2$, i.e. a decay into two ground-state Q-balls of equal charge, making this the least likely decay judging by phase space. More energy is released for $Q_1 \ll Q$, where our thin-wall expression from Eq. (61) breaks down for the smaller Q-ball. Let us consider the extreme case of the $N = 1$ decay into a $N = 0$ Q-ball of charge $Q - 1$ and a free scalar $\phi$, with energy gap

$$E(Q - 1)_{N=0} + E_\phi - E(Q)_{N=1} \approx - 2Q^{2/3} \left(\frac{\pi}{2}\right)^{1/3} \frac{3^{2/3} \sqrt{m_\phi^2 - \omega_0^2}}{2(\omega_0/\phi_0)^{2/3}}, \quad (64)$$

ignoring kinetic energies, so $E_\phi \simeq m_\phi$. For large $Q$, the $\phi$ mass is negligible so the same expression holds for the emission of additional scalars or scalar–anti-scalar pairs. Phase space will once again prefer a decay into few particles. Since the mass gap grows with $Q^{2/3}$, the lifetimes of large excited states are expected to be parametrically short, although the actual numbers depend on the values for the potential parameters.

5 Generalization to other potentials

So far our treatment of excited states has focused on the sextic potential of Eq. (10) as a definite example. In this section, we outline what aspects of our analysis are expected to be robust over many potentials that admit a thin-wall limit. We also highlight where differences between potentials play a significant role. These generalizations assume a single scalar field, leaving the analysis of multi-field models to future work.

We return, for the moment, to the basic requirements on the scalar potential for Q-ball solutions. It is useful to rewrite the conditions discussed in Sect. 2 on $U(|\phi|)$ in terms of the dimensionless potential

$$\hat{U}(f) = \frac{1}{\phi_0^2 (m_\phi^2 - \omega_0^2)} U(f \phi_0/\sqrt{2}). \quad (65)$$

We find that

$$\hat{U}(0) = 0, \quad \frac{d\hat{U}}{df} \bigg|_{f=0} = 0, \quad \frac{d^2\hat{U}}{df^2} \bigg|_{f=0} = \frac{m_\phi^2}{m_\phi^2 - \omega_0^2}. \quad (66)$$
The condition that $U(|\phi|)/|\phi|^2$ have a minimum at $f_0/\sqrt{2}$ is what allows for thin-wall solitons. This requirement is expressed as

$$\tilde{U}(1) = \frac{\omega_0^2}{2(m_\phi^2 - \omega_0^2)}, \quad \frac{d\tilde{U}}{df} \bigg|_{f=1} = \frac{\omega_0^2}{m_\phi^2 - \omega_0^2}, \quad \frac{d^2\tilde{U}}{df^2} \bigg|_{f=1} > \frac{\omega_0^2}{m_\phi^2 - \omega_0^2}. \quad (67)$$

We can then determine the extrema of $V(f)$, the effective potential that appears in the equations of motion. The locations of the extrema are determined by

$$\frac{d\tilde{U}}{df} = \frac{f^2 \omega_0^2}{m_\phi^2 - \omega_0^2}. \quad (68)$$

The second derivative of $V(f)$ reveals maxima and minima:

$$\frac{d^2V}{df^2} = \frac{\omega_0^2}{m_\phi^2 - \omega_0^2} - \frac{d^2\tilde{U}}{df^2}. \quad (69)$$

For instance, we have an extremum at $f = 0$ with

$$\frac{d^2V}{df^2} \bigg|_{f=0} = \frac{\omega_0^2 - m_\phi^2}{m_\phi^2 - \omega_0^2} \leq 0. \quad (70)$$

This is less than zero because $\omega \leq m_\phi$, so this is a maximum except at $\omega = m_\phi$. We also see that $V(f)$ has an extremum at $f = 1$, but only when $\omega = \omega_0$, the thin-wall limit. In this case

$$\frac{d^2V}{df^2} \bigg|_{f=1} = \frac{\omega_0^2 - m_\phi^2}{m_\phi^2 - \omega_0^2} = -1, \quad (71)$$

so this is also a maximum. Clearly, there must be at least one minimum between these two maxima. However, depending of the specifics of $U(|\phi|)$ there may be other extrema as well. The salient point is that any potential that satisfies the requirements to support thin-wall Q-balls has a local maximum at $f = 1$ when $\omega = \omega_0$.

By construction, $V(0) = 0$. We also have $V(1) = 0$ when $\omega = \omega_0$. This means that in the $\omega = \omega_0$ limit, the “particle” may transition from the $f = 1$ maximum and end at the $f = 0$ maximum only after waiting an infinite amount of “time”
(related to infinite radius for the Q-ball) before transitioning. When it does transition it rolls without friction, meaning there is a conserved energy

\[ \mathcal{E} = \frac{1}{2} f'^2 + V(f). \]  

(72)

This can be extracted directly from the equations of motion (8) in the infinite \( \rho \) limit

\[ \frac{d}{d\rho} \left( \frac{1}{2} f'^2 + V(f) \right) = 0. \]  

(73)

In this “thin-wall” limit the particle is at rest at \( \rho = 0 \) (\( f = 0 \)) and at \( \rho = \infty \) (\( f = 1 \)). Therefore, both of these points have \( \mathcal{E} = 0 \). This special trajectory, what we have called the transition function \( f_T \), satisfies

\[ \frac{df_T}{d\rho} = -\sqrt{-2V(f_T)}. \]  

(74)

The negative root must be chosen to ensure \( f_T \) decreases with increasing \( \rho \).

For the sextic potential this equation leads to Eq. (13), but it is well defined for any potential that gives rise to Q-balls. Albeit generally impossible to solve analytically, Eq. (74) is trivial to integrate numerically, providing an approximate thin-wall solution to the original differential equation. As shown above, these transition functions are the building blocks from which radial Q-ball modes are constructed. In this paper our numerical results show this explicitly with the sextic potential. However, our final approximate analytical result for the \( N \)-th excited state profile (23) is given in terms of \( f_0 \) to indicate how our results that follow from this profile are expected to generalize to other potentials.

In the thin-wall limit, \( \omega \to \omega_0 \), the profile form given in (23) must be correct. In this case, the particle rolls without friction and makes \( N \) transitions without friction between the maxima at \( f = \pm 1 \) and \( f = 0 \). Each of these transitions is given by the function defined above. We have seen that for the sextic potential they remain a good approximation well away from this limit, but for more complicated potentials this agreement may break down sooner.

Despite being derived for our particular sextic potential, we expect the \( E(Q) \) result of Eq. (61) to be approximately valid for all potentials that exhibit a thin-wall limit, since it relies mainly on the \( N \) scaling of the integrals in Eqs. (58) and (59). For large \( Q \) and small \( N \), radially excited states simply increase the Q-ball energy by \( 2N \) times the surface energy. The spectrum is surprisingly simple and can be estimated using ground-state properties (volume and surface energies).

6 Conclusion

Q-balls are simple non-topological solitons that can be interpreted as bound states of \( U(1) \)-symmetric scalars. The ground state solutions in a wide range of parameter space are stable because they furnish the smallest-energy configuration for a fixed \( U(1) \) charge \( Q \). As with other bound-state systems, excited Q-balls states with energies above the ground state can exist as well.

These excited states can play an essential role in accurately describing soliton production as well as the dynamics of soliton scattering. From the standpoint of these physical motivations the excited state spectrum for fixed charge \( Q \) is most important. We have provided the first characterization of this spectrum, focusing on the sextic potential. In particular, we have shown that Q-balls of fixed \( Q \) have a finite number of radial excitations. This number grows with \( Q \) and some smaller solitons have only a few excited states of this type or even none at all.

We have developed a qualitative understanding of the radial excitations of Q-ball solitons and provided accurate approximate solutions. Our results are sufficient to describe the properties of arbitrary excited states in the sextic potential and should carry over with minimal modifications to other cases. While we have commented on the (in)stability of these excited states the difficult task of calculating the decay rates into smaller ground-state Q-balls and/or individual scalars is left for future work. The analytic approximations obtained here for global Q-balls can immediately be used to describe excited gauged and Proca Q-balls via the mapping of Refs. [36,39], to be discussed in detail elsewhere.
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