RESOLVENT, HEAT KERNEL, AND TORSION UNDER DEGENERATION TO FIBERED CUSPS
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Abstract. Manifolds with fibered cusps are a class of complete non-compact Riemannian manifolds including many examples of locally symmetric spaces of rank one. We study the spectrum of the Hodge Laplacian with coefficients in a flat bundle on a closed manifold undergoing degeneration to a manifold with fibered cusps. We obtain precise asymptotics for the resolvent, the heat kernel, and the determinant of the Laplacian. Using these asymptotics we obtain a topological description of the analytic torsion on a manifold with fibered cusps in terms of the R-torsion of the underlying manifold with boundary.
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1. Introduction

Reidemeister torsion, or R-torsion, a combinatorial invariant of a finite simplicial complex and a choice of representation of its fundamental group, was originally introduced by Reidemeister [Rei35] and Franz [Fra35] to distinguish lens spaces that are homotopic but not homeomorphic. For manifolds, an analytic analogue, the analytic torsion, was introduced by Ray and Singer [RS71], who showed that it depends only on the smooth structure of the manifold and conjectured that it was equal to the Reidemeister torsion. This conjecture was
subsequently established by Cheeger [Che79] and Müller [Mü178] for orthogonal representations, by Müller [Mü93] for unimodular representations, and the difference between them was computed for general representations by Bismut-Zhang [BZ92].

This deep and subtle result has many important applications in fields ranging from topology and number theory to mathematical physics. For instance, on hyperbolic manifolds, it was used by Fried [Fri86] to express the $R$-torsion in terms of a Ruelle zeta function, a dynamical quantity defined in terms of closed geodesics. More recently, it has been used by various authors [BV13, CV12, Mü12, MM13, MP13b, MP13a, MP14b, BMZ17] to study the torsion of the homology of arithmetic groups.

Already in the context of arithmetic groups, but also in algebraic geometry and in the study of various moduli spaces, singular and non-compact spaces naturally appear and have often the structure of a stratified pseudomanifold. It is therefore a natural question to ask if the Cheeger-Müller theorem has any analogue on compact stratified spaces. Part of the question of course consists in finding suitable analogues of the $R$-torsion and analytic torsion. In 1987, Dar [Dar87] introduced a natural candidate for the $R$-torsion on stratified spaces by using the intersection homology of Goresky and MacPherson [GM80]. Dar also suggested that this $R$-torsion, called the intersection $R$-torsion, should be related to the analytic torsion of an appropriate incomplete iterated edge metric encoding the singularities of the stratified space. Despite many important recent advances [HS10, Ver09, MV12, HS11, Les13, She15, GS15, DH14], a relation is still not known to hold even in the simplest case where the compact stratified space has only isolated conical singularities.

In this paper and its companion [ARS14], we propose to look for an analytic counterpart to the intersection $R$-torsion by replacing incomplete iterated edge metrics by the iterated fibered cusp metrics of [DLR15]. Those metrics are complete, but as for iterated edge metrics, they geometrically encapsulate the information about the singularities of the stratified space. For instance, as shown in [HR15], for Witt stratified spaces the $L^2$-cohomology of iterated fibered cusp metrics can naturally be identified with the upper middle perversity intersection cohomology of the stratified space. In this paper, we will however immediately restrict ourselves to the case where the stratified space is of depth one, a situation where those metrics correspond to the fibered cusp metrics considered in [Vai01, HHM04], a class which includes many examples of locally symmetric spaces of rank one [Mü87].

More precisely, let $M$ be the interior of a compact manifold $\overline{M}$ with boundary endowed with a fiber bundle structure

$$Z \to \partial M \xrightarrow{\phi} Y.$$  

Let $x \geq 0$ be a smooth function on $\overline{M}$ that vanishes precisely on $\partial M$ and such that $dx \neq 0$ on $\partial M$. A complete metric $g_d$ on $M$ is a fibered cusp metric if near $\partial M$ it is asymptotically of the form

$$\frac{dx^2}{x^2} + x^2 g_Z + \phi^* g_Y.$$  

Thus for example, if $Y$ is a point, $(M, g_d)$ is a manifold with cusps and, if $Z$ is a point, $(\Gamma \backslash G / K, g_d)$ is a manifold with cylindrical ends. Examples include many locally symmetric spaces $\Gamma \backslash G / K$ of rank one with the metric induced by the Killing form, e.g., non-compact hyperbolic manifolds of finite volume. In this setting, notice that the associated stratified space $\hat{M}$ can be obtained from $\overline{M}$ by collapsing the fibers of $\phi$.

For such metrics, the heat kernel is typically not trace class, but one can still define analytic torsion using the renormalized trace of Melrose [Mel93]. To relate analytic torsion
with intersection $R$-torsion, our strategy, strongly inspired by the work of Dai, Hassell, Mazzeo and Melrose [MM95, HMM95, Has98, DM12] in their study of analytic torsion on fibrations and manifolds with cylindrical ends, is to deduce a relation by starting with the standard Cheeger-Müller theorem on a compact manifold and understanding what happens to the analytic and Reidemeister torsion when a fibered cusp is forming. Thus, assume now that $M$ is a closed manifold (of arbitrary dimension). Let $\alpha : \pi_1(M) \to \text{GL}(k, \mathbb{R})$ be a unimodular representation and let $F \to M$ be the corresponding flat vector bundle. Equip $F$ with a metric $g_F$. Notice that unless $\alpha$ is an orthogonal representation, this metric cannot be chosen to be compatible with the flat connection. Suppose there is a two-sided hypersurface $H$ endowed with a fiber bundle structure $Z \xrightarrow{\phi} Y$.

We consider a family of metrics $g_{\epsilon, d}$ parametrized by $\epsilon \in (0, 1)$ that in a tubular neighborhood of $H$ are asymptotically of the form

$$\frac{dx^2}{x^2 + \epsilon^2} + (x^2 + \epsilon^2)g_Z + \phi^*g_Y.$$ 

This can be visualized as stretching the manifold $M$ in the direction normal to the hypersurface $H$ until it has two infinite cusp-like ends in place of the hypersurface. In fact, while for $\epsilon > 0$ the metrics $g_{\epsilon, d}$ are smooth Riemannian metrics on $M$, as $\epsilon \to 0$ the metric degenerates along $H$ and gives a fibered cusp metric $g_d$ on $M \setminus H$. Related degenerations have a long history see, e.g., [Che87, See92, SS88, McD90, Wol87].

Understanding what is happening to the analytic torsion under such a degeneration is a delicate question and requires a uniform understanding of the resolvent and the heat kernel of the Hodge Laplacian. As in [MM95], this can be done by constructing the resolvent and the heat kernel on suitable manifolds with corners that encode the degeneration. The upshot is that the de Rham operator $\delta_{dR} = d + \delta$ associated to $g_{\epsilon, d}$ has two important model operators that capture its behavior as $\epsilon$ approaches zero. The first one is the corresponding de Rham operator $D_d$ on $M \setminus H$. The other model operator relates the two sides of $H$ and is actually defined on $Y \times \mathbb{R}$. It is a de Rham operator $D_b$ associated to a metric with cylindrical ends and a twisted differential acting on forms taking values in the vertical harmonic forms bundle,

$$\mathcal{H}^*(H/Y; F) \to Y \times \mathbb{R},$$

pulled-back from $Y$.

Our construction can roughly be seen as a suitable fusion of the resolvent and heat kernel constructions of Mazzeo-Melrose [MM95] and Vaillant [Vai01]. There are however many delicate details and new twists. Moreover, except for some small steps in the construction, we have had for the most part to start from the beginning and reprove in our settings many of the results appearing in [MM95] and [Vai01]. Thus, for the sake of completeness and for the convenience of the reader, we provide a detailed construction that systematically avoids relying on results of [MM95] and [Vai01]. It is also written in great generality and applies to a wide class of elliptic differential operators including Dirac-type operators. When applied to the de Rham operator, this leads to the following result, see Theorem 4.5, Remark 4.9, Corollary 5.2, Theorem 7.1, Theorem 11.2 and Corollary 11.3 for the general and detailed statements.
Theorem 1.1 (Spectrum of the twisted de Rham operator under fibered cusp degeneration). Let $(\mathcal{M}, g_{\mathcal{M}}, F)$ be as above and assume that $F$ is a ‘Witt bundle’ in that either $\dim \mathcal{Z}$ is odd or $H_{\mathcal{M}}^{\dim \mathcal{Z}/2}(\phi^{-1}(y); F) = 0$ for any fiber of $\phi$.

1) The resolvent $(\delta_{\text{dR}} - \lambda)^{-1}$ extends uniformly in $\varepsilon$ from $\lambda \in \mathbb{C} \setminus \mathbb{R}$ to a meromorphic family of bounded operators on a small neighborhood of the origin in $\mathbb{C}$ with only simple poles. Furthermore, its integral kernel can be described uniformly down to $\varepsilon = 0$ as a polyhomogeneous distribution on an appropriate manifold with corners.

2) In particular, there are only finitely many eigenvalues converging to zero as $\varepsilon \to 0$, the small eigenvalues. The projection onto the corresponding eigenspace is a polyhomogeneous family of pseudodifferential operators on an appropriate manifold with corners and it is identified with the projection onto $\ker_{L^2} D_d \oplus \ker_{L^2} D_b$ at $\varepsilon = 0$.

3) The integral kernel of the heat operator $e^{-t\delta_{\text{dR}}}$ can be described uniformly down to $\varepsilon = 0$ as a polyhomogeneous distribution on an appropriate manifold with corners. In particular, with $\rho = \sqrt{\varepsilon^2 + t}$, its trace satisfies

$$
\text{Tr}(e^{-t\delta_{\text{dR}}}) = \left\{ \begin{array}{ll}
R \text{Tr}(t^{-\dim \mathcal{M}/2} \sum_{k \geq 0} a_k t^k) + R \text{Tr}((e^{-tD_d^2}) + B \log \varepsilon + O(\varepsilon) & \text{as } \varepsilon \to 0, t > 0, \\
\rho^{-m} \sum_{j \geq 0} A_j \rho^j + \rho^{-((\dim Y) + 1)/2} \sum_{j \geq 0} \tilde{A}_j \rho^j \log \rho & \text{as } t \to 0, \varepsilon > 0,
\end{array} \right.
$$

4) If $\dim Y$ is even, if the product of the positive small eigenvalues $\det(\delta_{\text{dR}}^2)_{\text{small}}$ is polyhomogeneous in $\varepsilon$ and if the metric is of ‘product-type’, then the determinant of the Laplacian satisfies

$$
\text{FP} \log \det \delta_{\text{dR}}^2 = \log \det D_b^2 + \log \det D_d^2 - \text{FP} \log \det(\delta_{\text{dR}}^2)_{\text{small}}.
$$

As in [GS15] for conic degenerations, this analysis of the spectrum indicates that a computable description of the limit of analytic torsion as $\varepsilon \searrow 0$ passes in general through a fine understanding of the asymptotic behavior of the small eigenvalues, a discussion that we postpone to [ARS14]. Notice on the other hand that this theorem determines the number of small eigenvalues with multiplicity. In particular, there will be no small eigenvalues if and only if $\ker_{L^2} D_b = \ker_{L^2} D_d = \{0\}$. For the operator $D_b$, a simple way to ensure that it has no $L^2$-kernel is to require that $H^q(Z; F) = 0$ for all $q$. For $D_d$, we then know by the Kodaira decomposition of Corollary 8.9 below that its $L^2$-kernel is naturally identified with the $L^2$-cohomology groups $H^*_d(M \setminus \overline{H}; F)$. Thus, requiring the strong acyclicity condition

$$
H^*(Z; F) = 0, \quad H^*_d(M \setminus \overline{H}; F) = 0,
$$

will ensure that there are no small eigenvalues and that the operator $D_b$ is in fact trivial. As we will see, we do not need to require that $H^*_d(M \setminus \overline{H}; F) = 0$, since a ‘strongly acyclic at infinity’ condition

$$
(1.1) \quad H^*(Z; F) = 0
$$

implies that there are no positive small eigenvalues and that $H^*_d(M \setminus \overline{H}; F) \cong H^*(M; F)$. Condition (1.1) also leads to some analytical simplifications: by Remark 4.18, the operator $D_d$ only has discrete spectrum, while by Remark 7.2, its heat kernel is trace class for positive time. In particular, we do not need to use the regularized trace of Melrose [Mel93] to define analytic torsion in this setting. On the topological side, this condition is clearly restrictive,
Suppose unimodular representation whose associated flat bundle $\pi_1$ representation $\text{Hol} : \pi_1 \rightarrow \pi_1$. Let $N$ be a three-dimensional orientable complete hyperbolic manifold with cusps. The holonomy $H$ automatically satisfied if we take $L$ to be the pull-back of a flat Euclidean vector bundle $F'$ on $S^1$ such that $H^*(S^1; F') = \{0\}$. For examples involving finite volume hyperbolic 3-manifolds, see Example 12.4 below. Alternatively, following Menal, Ferrer and Porti \cite{MFP12}, let $N$ be a three-dimensional orientable complete hyperbolic manifold with cusps. The holonomy representation $\text{Hol} : \pi_1(N) \rightarrow \text{PSL}(2, \mathbb{C})$ of $\pi_1(N)$ acting as isometries of $\mathbb{H}^3$ lifts to a representation $\tilde{\text{Hol}} : \pi_1(N) \rightarrow \text{SL}(2, \mathbb{C})$. Let

$$\alpha_n : \pi_1(N) \rightarrow \text{SL}(n, \mathbb{C})$$

be the composition of $\tilde{\text{Hol}}$ with the unique complex irreducible representation $V_n$ of $\text{SL}(2, \mathbb{C})$ of dimension $n$. Assuming that $N$ has a single cusp and that the holonomy representation is irreducible, Menal, Ferrer, and Porti prove that

$$H^*(\partial N; \alpha_{2n}) = 0$$

for all $n > 0$. This applies in particular to hyperbolic knot exteriors in $S^3$.

**Remark 1.2.** Notice that if $N$ is a finite volume odd dimensional hyperbolic manifold with $Z = H$ a disjoint union of tori, we see by \cite{BW80} Remarks 3.5 (3) of Chapter VII that if the holonomy representation of $F$ is orthogonal (or more generally becomes a direct sum of irreducible representations when restricted to each connected component of $H$), then the Witt condition is satisfied if and only if the strong acyclicity condition at infinity \eqref{1.1} is satisfied.

With condition \eqref{1.1}, we immediately deduce from Theorem 1.1 that the limiting behavior of the analytic torsion $\text{AT}(M, g_{\varepsilon, d}, F)$ is given by

\begin{equation}
\text{FP}_{\varepsilon=0} \log \text{AT}(M, g_{\varepsilon, d}, F) = \log \text{AT}(M \setminus H, g_d, F).
\end{equation}

The final ingredient in proving our extension of the Cheeger-Müller theorem is to analyze how the $R$-torsion $\tau(M, \alpha; \mu^*)$ is affected by the degeneration for $\mu^*$ a choice of basis for $H^*(M; F)$. Under the condition \eqref{1.1}, this is a simple consequence of the formula of Mihor \cite{Mil66} relating the $R$-torsion of a short exact sequence of complexes, yielding the following relation,

\begin{equation}
\tau(M, \alpha, \mu^*) = \tau(M \setminus H, \partial M \setminus H, \alpha, \mu^*) \tau(H, \alpha),
\end{equation}

where $M \setminus H$ is the manifold with boundary obtained by cutting $M$ along $H$ and $\mu^*$ is a basis of $H^*(M; F)$, see Theorem 8.7 below for more details.

Finally, combining \eqref{1.2} and \eqref{1.7} with the Cheeger-Müller theorem on compact manifolds gives our main result.

**Theorem 1.3** (A Cheeger-Müller theorem for fibered cusps).

Let $(M, g_d)$ be an odd-dimensional manifold with fibered cusps as above, with base $Y$ even-dimensional and with boundary compactification $\overline{M}$. Let $\alpha : \pi_1(M) \rightarrow \text{GL}(k, \mathbb{R})$ be a unimodular representation whose associated flat bundle $F \rightarrow M$ satisfies the condition \eqref{1.1}. Suppose $F$ is equipped with a smooth bundle metric $g_F$ on $\overline{M}$ having an even expansion at
in terms of the boundary defining function. Then the analytic torsion and the R-torsion are related by
\begin{equation}
\text{AT}(M, g_d, F) = \tau(\partial M, M, \alpha, \mu^*) \tau(H, \alpha)^{\frac{1}{2}},
\end{equation}
where \(\mu^*\) is an orthonormal basis of \(L^2\) harmonic forms with respect to the metrics \(g_d\) and \(g_F\) inducing a basis for \(H^*(\partial M, \partial M; F)\).

**Remark 1.4.** If \(\alpha\) is an orthogonal representation and \(g_F\) is chosen to be compatible with the flat connection, then \(\tau(H, \alpha) = 1\) and the formula simplifies to
\[
\text{AT}(M, g_d, F) = \tau(M, \partial M, \alpha, \mu^*).
\]

**Remark 1.5.** The assumption that \(Y\) is even ensures that some contribution in the limiting behavior of the analytic torsion vanishes. If \(Y\) is odd, we expect from [DM12] that there should be another term appearing in formula (1.4).

**Remark 1.6.** The definition of the intersection R-torsion of Dar [Dar87] requires that \(F\) be defined on the stratified space associated to \((M, g_d)\), which means in this case that \(F\) cannot be strongly acyclic at infinity. Thus, a relation between analytic torsion and intersection R-torsion is only obtained in our companion paper [ARS14], where the assumption that \(F\) be strongly acyclic at infinity is weakened to the assumption that \(F\) be Witt.

In the special case where the metric is hyperbolic of finite volume, there are many related recent works involving analytic torsion. In [Par09], Park extended the result of Fried [Fri86] by relating the analytic torsion of unitary representations on hyperbolic manifolds with cusps to some corresponding Ruelle zeta function. Combining with our result, this gives a relation between the \(R\)-torsion and the Ruelle zeta function when the flat unitary vector bundle is strongly acyclic at infinity (1.1). In [MP12], Müller and Pfaff generalized their study of the asymptotics of analytic torsion along a family of flat bundles (corresponding to unimodular representations) to non-compact hyperbolic manifolds of finite volume.

They also extended the results of Bergeron-Venkatesh to these spaces in [Pfa14b, MP14a] (see also [Rai12, Rai13]). The paper of Bergeron-Sengün-Venkatesh [BSV16] mentioned above treats certain hyperbolic 3-manifolds with cusps.

In [Pfa15], Pfaff extends the analysis of the Selberg and Ruelle zeta functions of Bunke-Olbrich [BO95] to finite volume non-compact hyperbolic manifolds, twisted by representations. He applies this analysis in [Pfa14a], and the work of Menal-Ferrer-Porti [MFP14] to relate analytic torsion and Reidemeister torsion of non-compact hyperbolic 3-manifolds with cusps for the representations coming from symmetric powers of the standard representation of \(SL_2(\mathbb{C})\).

Most related to our result but coming from a different direction, there is a Cheeger-Müller-type theorem of Pfaff [Pfa17] on non-compact hyperbolic manifolds of finite volume \(M = \Gamma \backslash \mathbb{H}^m\) with \(\Gamma\) neat in the sense of Borel and with flat bundle \(F\) having holonomy representation induced by a finite dimensional irreducible representation of \(SO^*(m, 1)\) or \(Spin(m, 1)\) that is not invariant under the standard Cartan involution. The bundle \(F\) is then unimodular and possesses a canonical metric \(g_{F, \text{can}}\). Let \(C = \cup\{[1, \infty) \times T_i\}\), where \(T_i\) ranges among the tori that are the links of the cusps in \(M\), be endowed with the usual warped product metric. Finally, let \(\overline{M}\) denote the compactification of \(M\) to a manifold with boundary \(\cup\{T_i\}\). Pfaff uses Eisenstein series to define a canonical Reidemeister torsion for
\[ \tau_{Eis}(\overline{M}, F) \] and is then able to compute the difference

\[ \log \tau_{Eis}(\overline{M}, F) - \log \left( \frac{AT(M; F)}{AT(C, \partial C; F)} \right) \]

in terms of the rank of \( F \), the Betti numbers and volume of \( \partial C \), and some weights associated to the holonomy representation of \( F \). Notice that there is no intersection with our result, since the bundle \( F \) in this setting is such that \( H^k(Z; F) \) is non-trivial in each degree, so that \( F \) is not Witt and the acyclicity condition \([1,1]\) does not hold.

A more subtle, but very important difference between our results and the work of Pfaff is that in \[ \text{Pfa17} \], as well as in \[ \text{MP12, Pfa14b, Pfa15} \], it is the canonical metric \( g_{F,\text{can}} \) which is used to define analytic torsion. This metric turns out to be quite different from the bundle metrics we consider, since as for the hyperbolic metric, it degenerates near \( \partial M \) and does not extend to a smooth bundle metric on the boundary compactification \( \partial \overline{M} \). This has a drastic impact on the spectrum of the de Rham operator. In particular, despite the fact that \( F \) is not Witt, the de Rham operator is nevertheless Fredholm when defined with the metric \( g_{F,\text{can}} \).

Finally, we mention that analytic and \( R \)-torsion of knot complements have also been the subject of recent applications in knot theory where it is related to the twisted Alexander polynomial see, e.g., \[ \text{FV11, DFJ12} \] for details.

Now let us indicate in more detail the content of this paper. It is roughly divided into four parts, together with three appendices containing technical results used in the body of the paper. The first part, \[ \S 2 \] describes the main object of study, namely the family of de Rham operators associated to a fibered cusp surgery metric. In order to analyze the degeneration of the metrics smoothly we introduce a surgery space \( X_s \)

\[ X_s = [M \times [0,1]; H \times \{0\}] \]

where the notation indicates that we perform a ‘radial blow-up’ of the submanifold \( H \) at \( \varepsilon = 0 \). We also replace the tangent bundle with a ‘stretched tangent bundle’ adapted to the geometry, \( \varepsilon^{-d}TX_s \). This has the effect of desingularizing the metrics \( g_{\varepsilon,d} \) described above.

The second part, consisting of \[ \S \S 3-5 \] is devoted to understanding the effect of this degeneration on the spectrum of the Hodge Laplacian. Analogously to how the singular limit of the metric is understood by passing to the blown-up surgery space \( X_s \), we resolve the singular behavior of the resolvent as \( \varepsilon \to 0 \) at the level of its Schwartz kernel by constructing a ‘double surgery space’ \( X_{s}^2 \) out of \( M^2 \times [0,1] \). The fruit of these efforts is a description of the Schwartz kernel as a polyhomogeneous distribution all the way down to \( \varepsilon = 0 \). In particular we are able to read off important aspects of the spectrum under degeneration and especially about the small eigenvalues.

Part three, made up of sections \[ \S \S 6 \] and \[ \S \S 7 \] is where we analyze the heat kernel under degeneration. As with the resolvent, the Schwartz kernel of the heat operator has various singularities as \( \varepsilon \to 0 \) which we resolve geometrically, replacing the space \( M^2 \times [0,1] \times \mathbb{R}_+^n \) with a ‘surgery heat space’ \( HX_s \). On this space the heat kernel is smooth with polyhomogeneous expansions at the boundary faces. We use this refined description to obtain precise asymptotics of the trace of the heat kernel throughout the degeneration.

The sections \[ \S \S \S 8-12 \] make up the final part of the paper devoted to the behavior of analytic and Reidemeister torsion under degeneration. First we recall the definition of \( R \)-torsion on a closed manifold and intersection \( R \)-torsion on a stratified space. We also extend some of the
results of [HHM04] to allow for coefficients in a flat vector bundle. Next we turn to analytic torsion in § 10 and use our results about the resolvent and the heat kernel to deduce the behavior of the determinant of the Laplacian under degeneration in § 11. Finally combining these results yields our Cheeger-Müller theorem for manifolds with fibered cusps.
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2. Fibered cusp surgery metrics

Let $M$ be a closed manifold of dimension $m$ with a hypersurface $H \subseteq M$ that participates in a fiber bundle

$$Z - H \xrightarrow{\phi} Y$$

of closed manifolds (with $v = \dim Z$ and $h = \dim Y$). We will assume that $M$ is oriented and $H$ has trivial normal bundle (i.e., has ‘two sides’). In this section we will discuss a class of metrics depending on a parameter $\varepsilon$ that for $\varepsilon > 0$ are Riemannian metrics on $M$ and for $\varepsilon = 0$ are ‘fibered cusp metrics’ on $M \setminus H$. Examples of the latter are the natural metrics on many locally symmetric spaces of $\mathbb{Q}$-rank one, see [Mül87, Vai01]. We call these ‘fibered cusp surgery metrics’ or more concisely $\varepsilon, d$-metrics, $d$ being the moniker used for fibered cusp metrics by Vaillant [Vai01]. We will also recall the definition of analytic torsion for closed manifolds and for manifolds with fibered cusps.

2.1. Fibered cusp surgery metrics. Let $x$ be a defining function for $H$, meaning that $x$ is a smooth function defined in a neighborhood of $H$ such that $H = \{x = 0\}$ and with no critical points on $H$. The fibered cusp structure depends on the choice of $x$ slightly, and we shall simply fix $x$ once and for all. We will work in the category of manifolds with corners and $b$-maps, as described in [Mel93]. We refer the reader to this reference for more on these concepts as well as the notions of radial blow-up and $b$-fibration, which we will use repeatedly.

Let $\mathcal{T}$ be a tubular neighborhood of $H$ in $M$ consistent with $x$ in that

$$\mathcal{T} \cong (−1, 1)_x \times H.$$ 

On $H$ we fix a choice of connection for $\phi$ and choose a compatible submersion metric of the form

$$\phi^* g_Y + g_{H/Y}$$

where $g_Y$ is a Riemannian metric on $Y$ and $g_{H/Y}$ restricts to a metric on each fiber of $\phi$. Finally, we introduce a parameter $\varepsilon \in [0, 1]$. For positive $\varepsilon$, a product-type $\varepsilon, d$-metric is one that on $\mathcal{T} \times (0, 1)_\varepsilon$ takes the form

$$\frac{dx^2}{x^2 + \varepsilon^2} + (x^2 + \varepsilon^2)g_{H/Y} + \phi^* g_Y.$$ (2.1)
This is a family of smooth metrics on $M$ that on $M \setminus H$ limits to a Riemannian metric that near $H$ has the form
\begin{equation}
\frac{dx^2}{x^2} + x^2 g_{H/Y} + \phi^* g_Y,
\end{equation}
that is, a (product-type) fibered cusp metric. On the other hand, this family of metrics has a singular limit as $(x, \varepsilon) \to (0, 0)$ and to resolve this limit we perform a radial blow-up of $H \times \{0\}$. The ‘single surgery space’ is
\begin{equation}
X_s = [M \times [0,1]_\varepsilon; H \times \{0\}]
\end{equation}
and is pictured in Figure 1. Recall [Mel93] that this means that we replace $H \times \{0\}$ in $M \times [0,1]_\varepsilon$ with its inward-pointing spherical normal bundle. We single out two natural maps
\begin{equation}
X_s \xrightarrow{\beta_{(1)}} \pi_\varepsilon \xrightarrow{} [0,1]_\varepsilon \xrightarrow{} M \times [0,1]_\varepsilon.
\end{equation}
Here, $\beta_{(1)}$ is the blow-down map that undoes the blow-up by collapsing the inward pointing spherical normal bundle of $H \times \{0\}$ back down to $H \times \{0\}$, and $\pi_\varepsilon$ is the composition of $\beta_{(1)}$ with the projection onto the right factor of $M \times [0,1]_\varepsilon$. The second map is a $b$-fibration, since it is a $b$-submersion and its target is a manifold with boundary.

The boundary hypersurface of $X_s$ resulting from the blow-up will be denoted $\mathcal{B}_{sb}$, and referred to as the ‘surgery boundary’. It fibers over $H$ with fiber an interval $[-\pi/2, \pi/2]$. Indeed, the existence of a global defining function implies that the normal bundle of $H$ in $M$ is trivial, so we can identify $\mathcal{B}_{sb}$ with the product $[-\pi/2, \pi/2] \times H$. We will use a natural extension of $\phi$ to a fiber bundle on $\mathcal{B}_{sb}$,
\begin{equation}
Z \xrightarrow{\phi} [-\pi/2, \pi/2] \times Y.
\end{equation}
The lift of the function $\sqrt{x^2 + \varepsilon^2}$ is a natural choice of boundary defining function, or ‘bdf’, for $\mathcal{B}_{sb}$ and will be denoted $\rho$ or $\rho_{sb}$.

The other boundary hypersurface of $X_s$ over $\varepsilon = 0$ will be denoted $\mathcal{B}_{sm}$, for ‘surgery $M$’, as this face is the ‘interior lift’ of $M \times \{0\}$ under the surgery blow-up. We can identify it
Both of these faces are manifolds with boundary,
\[ \partial \mathcal{B}_{sm} = \partial \mathcal{B}_{sb} = \tilde{H}, \]
equal to the double sheeted orientation cover \( \tilde{H} \) of \( H \). It inherits a fibration from \( H \) which we continue to denote \( \phi \).

There is also a boundary hypersurface at \( \varepsilon = 1 \), but this bhs will not enter our considerations and we will simply ignore it.

The blow-down map \( \beta(1) \) is a diffeomorphism between \( X_s \setminus \mathcal{B}_{sb} \) and \( M \times [0, 1] \setminus H \times \{0\} \), and we think of \( X_s \) as a compactification of \( M \times (0, 1) \) that is well adapted to the surgery degeneration that we are studying. It will be very convenient to similarly replace the tangent bundle of \( X_s \) with a different bundle that coincides over \( X_s^0 \) but is well adapted to the degeneration we are studying.

Since our main object of study is the behavior of the spectral invariants of the level sets of \( X_s \rightarrow [0, 1] \), let us start by setting

\[ \varepsilon T X_s = \ker \pi_{\varepsilon s} \subseteq T X_s. \]

We will define a vector bundle \( \varepsilon, d T X_s \) whose sections are naturally identified with those sections of \( \varepsilon T X_s \) that have bounded pointwise length with respect to any \( \varepsilon, d \)-metric. It is convenient to define this bundle in two steps: first, let us set

\[ V_{\varepsilon, \phi} = \{ V \in C^\infty(X_s; \varepsilon T X_s) : (\phi_+)_*(V|_{\mathcal{B}_{sb}}) = 0, \ V \rho \in \mathcal{O}(\rho^2) \} \]
and use the Serre-Swan theorem (or argue directly as in [Mel93]) to find a vector bundle \( \varepsilon, \phi T X_s \) over \( X_s \) and a bundle map

\[ j : \varepsilon, \phi T X_s \rightarrow \varepsilon T X_s \]
with the property that it is the identity over \( X_s^0 \) and that \( V_{\varepsilon, \phi} = j_* C^\infty(X_s; \varepsilon, \phi T X_s) \); second, let us rescale this bundle to define

\[ \varepsilon, d T X_s = \frac{1}{\rho} \varepsilon, \phi T X_s \]
as in [Mel93, Chapter 8]. Sections of \( \varepsilon, d T X_s \) are locally spanned by

\[ \rho \partial_x, \ \frac{1}{\rho} \partial_z, \ \partial_y. \]

We denote the dual bundle of \( \varepsilon, d T X_s \) by \( \varepsilon, d T^* X_s \) and refer to it as the \( \varepsilon, d \) cotangent bundle. Its sections are locally spanned by

\[ \frac{dx}{\rho}, \ \rho \ dz, \ dy. \]

The bundles \( \varepsilon, d T^* X_s \) and \( \varepsilon T^* X_s \) are canonically isomorphic over \( X_s^0 \). They are also isomorphic over \( X_s \), but not naturally. Note in particular that \( \rho \ dz \) vanishes at \( \rho = 0 \) as a section of \( \varepsilon T^* X_s \) and does not vanish as a section of \( \varepsilon, d T^* X_s \). Notice that the restriction of \( \varepsilon, d T^* X_s \) to \( \mathcal{B}_{sm} \), denoted \( d T \mathcal{B}_{sm} \), is just the \( d \)-tangent bundle of [Vai01].
vector bundle, we may define $\text{Diff}_{\varepsilon,d}^k(X_s; E)$ in the usual way. For the bundle $\varepsilon,dTX_s$, the space of smooth sections does not have a natural structure of Lie algebra, but we can define the space of $\varepsilon,d$-differential operators of order $k$ by $\text{Diff}_{\varepsilon,d}^k(X_s; E) = \rho^{-k} \text{Diff}_{\varepsilon,\phi}^k(X_s; E)$.

A product-type $\varepsilon,d$-metric as described above over $X^+_s$ naturally extends to $X_s$ as a non-degenerate metric on $\varepsilon,dTX_s$. A general $\varepsilon,d$-metric is a non-degenerate bundle metric on $\varepsilon,dTX_s$. Since the analysis of such a general metric is rather involved, we will restrict our attention to a class of better behaved metrics. Let us say that an $\varepsilon,d$-metric is product-type to order $k$ if there is a choice of tubular neighborhood, connection, etc. as above and a corresponding product-type $\varepsilon,d$-metric $\varepsilon,d,pt$ such that

$$ g_{\varepsilon,d} - g_{\varepsilon,d,pt} \in \rho^k C^\infty(X_s; S^2(\varepsilon,dTX_s)), $$

where $S^2(\varepsilon,dTX_s)$ denotes the space of symmetric two-tensors on $\varepsilon,dTX_s$.

2.2. The de Rham operator of a surgery metric. Let $g_{\varepsilon,d}$ be an $\varepsilon,d$-metric. We are interested in the corresponding de Rham operator $\delta_{\text{dR}} = d + \delta$ on differential forms. Actually, it is convenient to replace the space of differential forms with forms adapted to the geometry. Specifically, if $\varepsilon,dTX_s$ is the dual bundle to the $d$-surgery tangent bundle $\varepsilon,dTX_s$, then we are interested in the action of $\delta_{\text{dR}}$ on the sections of the exterior powers of $\varepsilon,dTX_s$, $\Lambda^*(\varepsilon,dTX_s)$. Note that a differential form on $X_s$ is a section of $\Lambda^*(\varepsilon,dTX_s)$ if, locally near $\mathcal{B}_{sb}$, it can be written as a linear combination of wedge products of

$$ \beta^*(\frac{dx}{\rho}), \ dy, \ \rho \ dz $$

with coefficients smooth up to $\mathcal{B}_{sb}$. The bundle $\varepsilon,dTX_s$ is canonically isomorphic to $\varepsilon TX_s$ over the interior of $X_s$, so there is no loss in considering the de Rham operator acting on fibered cusp surgery forms. On the other hand, this is an advantageous point of view as it makes the model operators tractable, as we will see below.

We specialize to the de Rham operator twisted by a flat bundle following [Mü19]. Let $F \rightarrow X_s$ be a flat vector bundle over $X_s$ with flat connection $\nabla^F$. Then the dual bundle $F^* \rightarrow X_s$ is also flat when equipped with the dual connection $\nabla^{F*}$. For both bundles, the flat connection induces exterior derivatives

$$ d_F : C^\infty(X_s; \Lambda^*(\varepsilon,dTX_s) \otimes F) \rightarrow C^\infty(X_s; \Lambda^{*+1}(\varepsilon,dTX_s) \otimes F), $$

$$ d_{F^*} : C^\infty(X_s; \Lambda^*(\varepsilon,dTX_s) \otimes F^*) \rightarrow C^\infty(X_s; \Lambda^{*+1}(\varepsilon,dTX_s) \otimes F^*). $$

Let $g_F$ be a bundle metric on $F$, not necessarily compatible with the flat structure. Then the metrics $g_F$ and $g_{\varepsilon,d}$ induce the maps

$$ \#: \Lambda^p(\varepsilon,dTX_s) \otimes F \rightarrow \Lambda^p(\varepsilon,dTX_s) \otimes F^*, \ \ast : \Lambda^p(\varepsilon,dTX_s) \otimes F \rightarrow \Lambda^{m-p}(\varepsilon,dTX_s) \otimes F. $$

In terms of these maps, recall from [Mü19] that the formal adjoint $d_F^*$ of $d_F$ on $\Lambda^p(\varepsilon,dTX_s) \otimes F$ is given by

$$ d_F^* = (-1)^{mp+m+1} \ast \#^{-1} d_{F^*} \# \ast. $$

We will not incorporate the twisting into our notation for the de Rham operator,

$$ \delta_{\text{dR}} = d_F + d_F^* : \Omega^*(X_s; F) \rightarrow \Omega^*(X_s; F) $$

and trust that this will not lead to confusion. We set

$$ E = \Lambda^*(\varepsilon,dTX_s) \otimes F. $$
In order to find an expression for the de Rham operator, let us recall its behavior on the total space of a fibration of smooth manifolds from [HHM04]. Consider $H$ endowed with the submersion metric $\phi^*g_Y + g_Z$ and let $\Omega^{p,q}(H)$ be the forms of horizontal degree $p$ and vertical degree $q$. The exterior derivative decomposes into

$$d^H_F = d^{H/Y} + \tilde{d}^Y + R,$$

where

$$\begin{align*}
\Omega^{p,q+1}(H; F) & \xrightarrow{d^{H/Y}} \Omega^{p,q}(H; F) \\
\Omega^{p+1,q}(H; F) & \xrightarrow{\tilde{d}^Y} \Omega^{p,q+1}(H; F) \\
\Omega^{p+2,q-1}(H; F) & \xrightarrow{R} \Omega^{p+2,q-1}(H; F)
\end{align*}$$

are the non-zero projections of $d^H_F$. We can identify these pieces geometrically in a way that justifies the notation; namely, $d^{H/Y}$ is the vertical exterior derivative, $\tilde{d}^Y$ is related to the exterior derivative on $Y$ and the second fundamental form of the fibers of the fibration, and $R$ is obtained from the curvature of the fibration.

Now let us assume that $g_{\varepsilon,d}$ is product-type in a tubular neighborhood $\mathcal{T}$ of $H$ in $M$, so that

$$g_{\varepsilon,d,pt} = \frac{dx^2}{x^2 + \varepsilon^2} + (x^2 + \varepsilon^2)g_{H/Y} + \phi^*g_Y \quad \text{on} \quad \mathcal{T},$$

where $g_{H/Y}$ and $\phi^*g_Y$ are independent of both $x$ and $\varepsilon$. Assume similarly that $g_F$ is constant in $x$ and $\varepsilon$. With respect to the splitting of differential forms

$$(2.5) \quad \Lambda^{\ell}(\varepsilon,d; T^*\mathcal{T}) \cong \left( \bigoplus_{j+k=\ell} \Lambda^j \phi^* T^* Y \wedge \rho^k \Lambda^k T^* H/Y \right) \oplus \frac{dx}{\rho} \wedge \left( \bigoplus_{j+k=\ell-1} \Lambda^j \phi^* T^* Y \wedge \rho^k \Lambda^k T^* H/Y \right),$$

the exterior derivative is given by

$$d_F = \begin{pmatrix}
\frac{1}{\rho} d^{H/Y} + \tilde{d}^Y + \rho R & 0 \\
\rho \partial_x + N_{H/Y} \frac{x}{\rho} & -(\frac{1}{\rho} d^{H/Y} + \tilde{d}^Y + \rho R)
\end{pmatrix},$$

where $v = \dim Z$ and $N_{H/Y}$ is the ‘vertical number operator’ which multiplies a form by its vertical degree. Its formal adjoint is thus given by

$$d_F^* = \begin{pmatrix}
\frac{1}{\rho} (d^{H/Y})^* + (\tilde{d}^Y)^* + \rho R^* & -\rho \partial_x + (N_{H/Y} - v) \frac{x}{\rho} \\
0 & -(\frac{1}{\rho} (d^{H/Y})^* + (\tilde{d}^Y)^* + \rho R^*)
\end{pmatrix}.$$

Thus, if we write $\tilde{\sigma}_{dR}^{H/Y} = d^{H/Y} + (d^{H/Y})^*$, $\hat{\sigma}_{dR}^Y = \tilde{d}^Y + (\tilde{d}^Y)^*$ and $R = R + R^*$, $\sigma_{dR}$ is given by a two-by-two matrix,

$$\sigma_{dR} = \begin{pmatrix}
\frac{1}{\rho} \sigma_{dR}^{H/Y} + \hat{\sigma}_{dR}^Y + \rho R & -\rho \partial_x + (N_{H/Y} - v) \frac{x}{\rho} \\
\rho \partial_x + N_{H/Y} \frac{x}{\rho} & -(\frac{1}{\rho} \sigma_{dR}^{H/Y} + \hat{\sigma}_{dR}^Y + \rho R)
\end{pmatrix}.$$
The action of $\delta_{\text{dr}}$ on $L^2_{\varepsilon,d}(M; E)$ is equivalent to the action of

\[ D_{\text{dr}} = \rho^{v/2} \delta_{\text{dr}} \rho^{-v/2} \]

on $L^2_{\varepsilon,b}(M; E)$, so we will from now on consider $D_{\text{dr}}$ as our main object of interest. Note that, on $\mathcal{T} \times (0,1)$, $D_{\text{dr}}$ is given by

\[
D_{\text{dr}} = \begin{pmatrix}
\frac{1}{\rho} \delta_{\text{dr}}^{H/Y} + \hat{\delta}_{\text{dr}}^Y + \rho R & -\rho \partial_x + \left( N_{H/Y} - \frac{1}{2} v \right) \frac{X}{\rho} \\
\rho \partial_x + \left( N_{H/Y} - \frac{1}{2} v \right) \frac{X}{\rho} & -\frac{1}{\rho} \delta_{\text{dr}}^{H/Y} + \hat{\delta}_{\text{dr}}^Y + \rho R
\end{pmatrix}.
\]

A key role in understanding the behavior of this operator is played by its leading and 'subleading' terms. For the former, note that while $\delta_{\text{dr}}$ is singular at $B_{sb}$, $\rho \delta_{\text{dr}}$ can be restricted to this face. We call

\[ \rho D_{\text{dr}}|_{\mathfrak{B}_{sb}} = \begin{pmatrix} \delta_{\text{dr}}^{H/Y} & 0 \\ 0 & -\delta_{\text{dr}}^{H/Y} \end{pmatrix} \]

the **vertical operator** at $\mathfrak{B}_{sb}$. Note that each fiber $Z$ of $\phi$ inherits a bundle $F|_Z$ with flat connection $\nabla^F|_Z$ and bundle metric $g_F|_Z$. From [BL95, Proposition 3.7] we see that $\delta_{\text{dr}}^{H/Y}|_Z$ is precisely the de Rham operator $d^F|_Z + d^*|_Z$ corresponding to this data. It follows that the null space of the vertical operator is the space of vertical harmonic forms with respect to the induced flat connection on the fibers. These null spaces fit together into a bundle over $Y$ and we pull-back this bundle to $B_{sb}$ and denote it

\[ \rho^{N_H}(H/Y; F) \rightarrow \mathfrak{B}_{sb} \]

The second, 'subleading' term is the leading term at $\mathfrak{B}_{sb}$ once we restrict to extensions from $\mathfrak{B}_{sb}$ of sections of $\ker \rho D|_{\mathfrak{B}_{sb}}$. Thus, denoting by $\Pi_h$ the projection onto fiberwise harmonic forms, the **horizontal operator** is given by

\[
D_h = D_{\text{dr}}|_{\mathfrak{B}_{sb}, \ker \rho D|_{\mathfrak{B}_{sb}}} = \Pi_h \left( \begin{pmatrix} \hat{\delta}_{\text{dr}}^Y & \left[ -\beta^*(\rho \partial_x) + \left( N_{H/Y} - \frac{1}{2} v \right) \frac{X}{\rho} \right] |_{\mathfrak{B}_{sb}} \\ -\hat{\delta}_{\text{dr}}^Y & \left[ \beta^*(\rho \partial_x) + \left( N_{H/Y} - \frac{1}{2} v \right) \frac{X}{\rho} \right] |_{\mathfrak{B}_{sb}} \end{pmatrix} \right) \Pi_h.
\]

Note that, by our assumptions on the metric, the diagonal entries commute with the off-diagonal entries.

To work with this operator, it is convenient to introduce projective coordinates near $\mathfrak{B}_{sb}$ such as

\[ X = \frac{x}{\varepsilon}, \quad y, \quad z, \quad \varepsilon \]

in which $\varepsilon$ is a boundary defining function for $\mathfrak{B}_{sb}$. In these coordinates,

\[ \beta^*(\rho \partial_x) = \sqrt{X^2 + 1} \partial_X = \langle X \rangle \partial_X, \quad \frac{x}{\rho} = \frac{X}{\langle X \rangle} \]

and hence

\[ D_h = \begin{pmatrix} \hat{\delta}_{\text{dr}}^Y & -\langle X \rangle \partial_X + \left( N_{H/Y} - \frac{1}{2} v \right) \frac{X}{\langle X \rangle} \\ \langle X \rangle \partial_X + \left( N_{H/Y} - \frac{1}{2} v \right) \frac{X}{\langle X \rangle} & -\hat{\delta}_{\text{dr}}^Y \end{pmatrix} \]
acting on $C^\infty(Y \times \mathbb{R}_X^+; \Lambda^* Y \otimes \rho^N \mathcal{H}^*(H/Y; F) \oplus \frac{dX}{(Y)} \wedge \Lambda^* Y \otimes \rho^N \mathcal{H}^*(H/Y; F))$. The bundle $\rho^N \mathcal{H}^*(H/Y; F)$ inherits a metric $g_H$ and a connection $\nabla^H$ by composing with $\Pi_h$. From [BL95, Proposition 3.14], the connection $\nabla^H$ is flat and $\partial^Y_{\text{dr}}$ is the de-Rham operator $d_H + d^*_H$ corresponding to this data (cf. [HHM04, Proposition 15], [ALMP17, §3.1]). We will denote this operator by $\partial^H_{\text{dr}}$.

The horizontal operator is a $b$-operator in the sense of [Mel93] and so it will be Fredholm when its indicial family is invertible. In this case the indicial family corresponds to the ends $X \to \pm\infty$, each of which we compactify using $\langle X \rangle^{-1}$. The indicial family is equal to

$$I_b(D_b; \zeta) = \begin{cases} 
\partial^H_{\text{dr}} & -i\zeta - (N_{H/Y} - \frac{1}{2}v) \\
\iota - (N_{H/Y} - \frac{1}{2}v) & -\partial^H_{\text{dr}}
\end{cases} \quad \text{at } X \to -\infty$$

and so $\zeta$ will be an indicial root precisely when

$$(\partial^H_{\text{dr}})^2 + \zeta^2 + (N_{H/Y} - \frac{1}{2}v)^2$$

is not invertible. We know that $D_b$ will be a Fredholm operator on $L_b^2$ when there are no indicial roots with imaginary part equal to zero. This will be the case unless the operator $(\partial^H_{\text{dr}})^2$ has non-trivial null space acting on the bundle $\rho^{v/2} \mathcal{H}^{v/2}(H/Y; F) \to Y$; the simplest way to rule this out is to ask that the bundle be of rank 0. Let us say that the flat bundle $F$ is \textbf{Witt} if

$$(2.9) \quad H^{v/2}(H/Y; F) = 0.$$

\textbf{Lemma 2.1.} Let $F \to X_s$ be a bundle with flat connection $\nabla^F$ and bundle metric $g_F$, not necessarily compatible. If the bundle $F \to X_s$ is Witt, then the horizontal operator is Fredholm on $L_b^2$. Otherwise the horizontal operator is Fredholm on $L_b^2$ if and only if\n
$$\ker \partial^H_{\text{dr}}|_{\rho^{v/2} \mathcal{H}^{v/2}(H/Y; F)} = \{0\}.$$

Next, let us record the following two extreme cases. If $Z$ is a point, so that $H = Y$, we are in the setting of ‘$b$-surgery’ and the de Rham operator at the boundary takes the form

$$b\text{-surgery } \partial_{\text{dr}} = \begin{pmatrix} \partial^Y_{\text{dr}} & -\rho \partial_x \\ \rho \partial_x & -\partial^Y_{\text{dr}} \end{pmatrix}.$$\n
At the other extreme, if $Y$ is a point so that $H = Z$, what we will call ‘cusp-surgery,’ the de Rham operator near $\mathcal{B}_{sb}$ is

$$cusp\text{-surgery } \partial_{\text{dr}} = \begin{pmatrix} \frac{1}{\rho} \partial^Z_{\text{dr}} & -\rho \partial_x + (N_{H/Y} - \frac{1}{2}v) \frac{2}{\rho} \\ \rho \partial_x + (N_Z - \frac{1}{2}v) \frac{2}{\rho} & -\frac{1}{\rho} \partial^Z_{\text{dr}} \end{pmatrix}.$$

Finally, for more general metrics, it is easy to see that if $g_{c,d}$ is product-type to second order and if $g_F$ is constant in $x$ and $\varepsilon$ modulo terms of order $\rho^2$, then it has the same model operators as a product-type metric. If $g_{c,d}$ is product-type to first order then it will have the same vertical operator, but the horizontal operator will generally be substantially more complicated (cf. [Vai01, Lemma 5.32]).
Resolvent under degeneration

3. Pseudodifferential operator calculi

In this section we consider $H \subseteq M$ a hypersurface of $M$ with a fixed boundary defining function $x$ and fiber bundle structure

$$Z \rightarrow H \xrightarrow{\phi} Y.$$ 

We endow $M$ with a fibered cusp surgery metric and wish to give a precise description of the behavior of the resolvent of the Hodge Laplacian twisted by a flat bundle. We will do this by describing the asymptotics of the Schwartz kernel of the resolvent by first constructing an appropriate pseudodifferential calculus and then proving that it contains the resolvent. In keeping with the geometric approach to microlocal analysis of Melrose, we start from $M^2 \times [0, 1]_\varepsilon$ by constructing a ‘double space’ on which the Schwartz kernel of the resolvent will be practically smooth (i.e., polyhomogeneous).

3.1. Double space. The first step in our resolvent construction is to define a surgery double space, where the integral kernels of the operators in our various pseudodifferential calculi will be defined. As in [MM95], the double space associated to $X_s$ is an iterated radial blow-up of $M^2 \times [0, 1]_\varepsilon$. We let

$$X_{b,s}^2 = [M \times M \times [0, 1]_\varepsilon; H \times H \times \{0\}; H \times M \times \{0\}; M \times H \times \{0\}]$$

and denote the blow-down map by $\beta_b : X_{b,s}^2 \rightarrow M^2 \times [0, 1]$. The space $X_{b,s}^2$ is exactly the same as the space which is called $X_s^2$ in [MM95]. There are four boundary hypersurfaces (though some may be disconnected, depending on the topology). The closure of the remains of the original $\{\varepsilon = 0\}$ boundary is denoted $\mathcal{B}_{mf}$, this is the interior lift of $\{\varepsilon = 0\}$,

$$\mathcal{B}_{mf} = \beta_b^2(\{\varepsilon = 0\}) = \beta_b^{-1}(\{\varepsilon = 0\} \setminus H \times M \times \{0\} \cup M \times H \times \{0\}).$$

The boundary hypersurfaces produced by the blow-ups are denoted

$$\mathcal{B}_{bf} = \beta_b^{-1}(H \times H \times \{0\}), \quad \mathcal{B}_{lf} = \beta_b^{-1}(H \times M \times \{0\}), \quad \mathcal{B}_{rf} = \beta_b^{-1}(M \times H \times \{0\}).$$

Our notation is inspired by [MM95], [Vai01]. Let $x$ denote the boundary defining function for $H$ in the left factor of $M$ in $M^2 \times [0, 1]_\varepsilon$ and $x'$ denote the corresponding function on the right factor (we will generally use primes to denote functions or coordinates on the second factor). The lift of $x$ to $X_{b,s}^2$ vanishes at both $\mathcal{B}_{lf}$ and $\mathcal{B}_{bf}$, while the lift of $x'$ vanishes at $\mathcal{B}_{rf}$ and $\mathcal{B}_{bf}$, and the lift of $\varepsilon$ vanishes at all boundary hypersurfaces. We denote by $\Delta_b$ the interior lift of the diagonal $\Delta_M \times [0, 1]_\varepsilon \subset M \times M \times [0, 1]_\varepsilon$ to $X_{b,s}^2$.

The surgery double space we are interested in requires one additional blow-up which involves the fibration structure of the boundary. Note that $D_x = \mathcal{B}_{bf} \cap \beta_b^2\{x = x'\}$ does not intersect $\mathcal{B}_{lf} \cup \mathcal{B}_{rf}$ and it is easy to see that $\beta_b$ gives $D_x$ the structure of a fiber bundle over $H^2$. The submanifold we are interested in is

$$D_{fib} = (\beta_b|_{D_x})^{-1}(\{(h, h') \in H^2 : \phi(h) = \phi(h')\}) \subseteq \mathcal{B}_{bf}. \tag{3.1}$$

This is a $p$-submanifold of $X_{b,s}^2$ and we define the surgery double space by

$$X_s^2 = [X_{b,s}^2; D_{fib}].$$

We label the new boundary hypersurface $\mathcal{B}_{ff}$ and relabel the lift of $\mathcal{B}_{bf}$ under the blow-down map as $\mathcal{B}_{pbf}$; the other boundary hypersurfaces ($\mathcal{B}_{mf}$, $\mathcal{B}_{lf}$, and $\mathcal{B}_{rf}$) keep their names under the lift. The space $X_s^2$ is illustrated in Figure 2. Let $\beta(2)$ be the blow-down map,
There are also well-defined left and right ‘projection maps’ from $X_s^2$ to $X_s$, given by taking the projection on the interior and extending by continuity; see Proposition C.1. We label these maps

$$\beta_{(2)} : X_s^2 \to M^2 \times [0, 1].$$

Similar maps $\beta_{(2),b,L}$ and $\beta_{(2),b,R}$ may be defined from $X_{b,s}^2$ to $X_s$. Finally, we denote the interior lift of the diagonal of $M$ to $X_s^2$ by $\Delta_s$.

Note that $\mathcal{B}_{mf}$ may be identified with the $\phi$-double space corresponding to the $\phi$-manifold $\mathcal{B}_{sm} = [M; H]$ with boundary defining function $x$. As in [MM95], we may identify $\mathcal{B}_{bf}$ with the overblown $b$-double space corresponding to the face $\mathcal{B}_{sb}$ of the single surgery space. On the other hand, $\mathcal{B}_{\phi bf}$ is $\mathcal{B}_{bf}$ after the fiber diagonal is blown up. Local coordinates help us understand the geometry. If $(x, y, z, x', y', z', \varepsilon)$ are local coordinates in $M^2 \times [0, 1]$, near the fiber diagonal in $H^2 \times \{0\}$, then a convenient choice of local coordinates in a neighborhood

![Figure 2. The surgery double space $X_s^2$.](image-url)
of the fiber diagonal on $\mathcal{B}_{sf}$, before the final blow-up, is
\begin{equation}
(3.2) \quad \left(\rho' = \sqrt{(x')^2 + \varepsilon^2}, s = \frac{x - x'}{\rho'}, y, y', z, z', \theta' = \arctan \left(\frac{x'}{\varepsilon}\right)\right).
\end{equation}

In these coordinates, the submanifold blown-up to obtain $\mathcal{B}_{ff}$ is given by \{\(\rho' = 0; \ s = 0, \ y = y'\}\}. After the final blow-up, coordinates near the interior of $\mathcal{B}_{ff}$ are:
\begin{equation}
(3.3) \quad \left(\rho', \hat{s} = \frac{s}{\rho'}, \hat{y} = \frac{y - y'}{\rho'}, y', z, z', \theta'\right).
\end{equation}

The lifted diagonal is the set of points with $\hat{s} = \hat{y} = 0$ and $z = z'$.

This is related to the vector bundle
\begin{equation}
(3.4) \quad e,\phi N\mathcal{B}_{sb} \longrightarrow \mathcal{B}_{sb}
\end{equation}

obtained as the kernel of the inclusion $e,\phi T\mathcal{X}_s \longrightarrow e,\phi T\mathcal{X}_s$ after restricting to $\mathcal{B}_{sb}$. Notice first that as in [MM98], see also [DLR15, (2.10) and (2.11)], the vector bundle $e,\phi N\mathcal{B}_{sb}$ may be naturally identified with $\phi_+^{e,\phi} NY$ for some vector bundle $e,\phi NY \to Y \times [-\pi/2, \pi/2]$, where $\phi_+$ is defined in (2.3). Now, before it is blown up, the fiber diagonal on $\mathcal{B}_{sf}$ is naturally isomorphic to $\mathcal{B}_{sb} \times Y \times [-\pi/2, \pi/2]$, $\mathcal{B}_{sb}$, with coordinates $(y, z, z', \theta')$. Therefore, after blowing up at $\rho' = 0$, $s = 1$, and $y = y'$, we see that

$$
\mathcal{B}_{ff} \cong e,\phi N\mathcal{B}_{sb} \times Y \times [-\pi/2, \pi/2] / \mathcal{B}_{sb} \cong e,\phi NY \times Y \times [-\pi/2, \pi/2] / (\mathcal{B}_{sb} \times Y \times [-\pi/2, \pi/2])
$$

In local coordinates, $y'$ and $\theta'$ are coordinates on the product, $z'$ is the extra coordinate on $\mathcal{B}_{sb}$, and $\hat{s}$, $\hat{y}$, and $z$ are extra coordinates on $e,\phi N\mathcal{B}_{sb}$; the $z$-coordinate comes from the base of the bundle, and $\hat{s}$ and $\hat{y}$ are Euclidean coordinates on the fibers $\mathbb{R} \times T_qY$.

In order to check that we have the right double space, we need to show the following:

**Proposition 3.1.** The lift of the Lie algebra $\mathcal{V}_{\phi,\epsilon}$ from the left and from the right is transversal to the lifted diagonal.

**Proof.** By symmetry, it suffices consider the lift from the left. We first prove this for the basis vector fields $\rho^2 \partial_s$, $\rho \partial_y$, and $\partial_z$. Away from the face $\mathcal{B}_{ff}$, the result is immediate.

To begin the analysis near $\mathcal{B}_{ff}$, we compute the lifts of these vector fields in the coordinates $(\rho', s, y, y', z, z', \theta')$ of (3.2). From (3.2), we compute

$$
\beta^*_{(2),L} \partial_x = \frac{\partial s}{\partial x} \partial_s = \frac{1}{\rho'} \partial_s, \quad \beta^*_{(2),L} \partial_y = \partial_y,
$$

for the other hand, using $x' = \rho' \sin \theta'$, $x = \rho' s + x'$, and $\rho = \sqrt{x^2 + \varepsilon^2}$, we compute that $\rho = \rho' \sqrt{s^2 + 2s \sin \theta' + 1}$. So

$$
\beta^*_{(2),L} (\rho^2 \partial_s) = \rho' (s^2 + 2s \sin \theta' + 1) \partial_s, \quad \beta^*_{(2),L} (\rho \partial_y) = \rho' \sqrt{s^2 + 2s \sin \theta' + 1} \partial y,
$$

Now we compute the lifts in the coordinates of (3.3). We have $\beta^*_{(2),L} \partial_s = (\rho')^{-1} \partial_x$ and $\beta^*_{(2),L} \partial_y = (\rho')^{-1} \partial_y$, so

$$
\beta^*_{(2),L} (\rho^2 \partial_x) = (\rho')^2 s^2 + 2\rho' \hat{s} \sin \theta' + 1) \partial s, \quad \beta^*_{(2),L} (\rho \partial_y) = \sqrt{(\rho')^2 s^2 + 2\rho' \hat{s} \sin \theta' + 1} \partial y,
$$

and $\beta^*_{(2),L} \partial_z = \partial z$. Restricting to $\mathcal{B}_{ff}$, where $\rho' = 0$, we find that

$$
\beta^*_{(2),L} (\rho^2 \partial_x) |_{\mathcal{B}_{ff}} = \partial s, \quad \beta^*_{(2),L} (\rho \partial_y) |_{\mathcal{B}_{ff}} = \partial y,
$$

The proposition now follows by $C^\infty(X_e)$-linearity, since multiplying by a smooth function of $(\rho, \theta, y, z)$ changes none of the properties we want to show. \qed
Corollary 3.2. The normal bundle $N\Delta_s$ to the lifted diagonal $\Delta_s$ is canonically identified with $\varepsilon,\phi TX_s$.

3.2. Densities. When discussing pseudodifferential operator calculi, we must make a choice of convention with densities. Here we adopt the convention that our operators act on sections, and correspondingly have Schwarz kernels which are ‘densities lifted from the right.’ This has the advantage that if $A$ is a differential operator and $B$ is a pseudodifferential operator with kernel $K_B$, the operator $A \circ B$ has kernel $\beta_\varepsilon^*(A)K_B$; that is, lifting $A$ from the left and applying it to $K_B$, gives the kernel of $A \circ B$.

Since objects from the $\phi$-calculus and the $b$-calculus will both appear in our construction, as will local invariants of $d$-metrics, we will first define several different density bundles. On any manifold with corners $W$, there is a canonical density bundle $\Omega(W)$, obtained by using the local coordinate charts. There is also an associated $b$-density bundle

$$\Omega_b(W) = f^{-1}\Omega(W),$$

where $f$ is a product of boundary defining functions for each boundary hypersurface of $W$. Throughout, we let $\nu(W)$ and $\nu_b(W)$ denote spanning sections for $\Omega(W)$ and $\Omega_b(W)$ respectively.

We now define several density bundles on $X_s$. Recall that the hypersurface $H$ of $M$ is the total space of a fibration $Z \rightarrow H \xrightarrow{\phi} Y$ and we denote the dimension of $Z$ by $\nu$ and that of $Y$ by $h$. The metric objects we are interested in are $\varepsilon, d$-densities; we call the appropriate bundle $\Omega_{\varepsilon,d}(X_s)$, which is defined by the property that $\nu_{\varepsilon,d} \equiv |d\varepsilon|$ is a smooth nonvanishing section. In local coordinates,

$$\nu_{\varepsilon,d} \sim |\rho^{\nu-1}dx d\phi^* g_Y d\varepsilon|. $$

There is a similar surgery density bundle for the conformally related metric $g_{\varepsilon,\phi}$, which we call $\Omega_{\varepsilon,\phi}(X_s)$. It is spanned by $C^\infty(X_s)$ by $\nu_{\varepsilon,\phi} \equiv |d\varepsilon|$, which in local coordinates reads

$$|\rho^{-h-2}dx d\phi^* g_Y d\varepsilon|. $$

Finally, there is a bundle of $b$-surgery densities $\Omega_{\varepsilon,b}(X_s)$, as in [MM95], spanned by

$$\nu_{\varepsilon,b} \equiv |\rho^{-1}dx d\phi^* g_Y d\varepsilon|. $$

None of these density bundles are multiples of the canonical density bundle on $X_s$, as they all lack a $|d\varepsilon|$. However, directly from the definitions, they are related by

$$\nu_{\varepsilon,\phi} = \rho^{-h} \nu_{\varepsilon,d} = \rho^{-(h+1)} \nu_{\varepsilon,b}. $$

3.3. Operator calculi. Now we define our pseudodifferential operator calculi. As before, let $E \rightarrow X_s$ be a smooth vector bundle. Denote also by $E \rightarrow X^2_s$ its lift $\beta^{(2)}_\varepsilon X_s$ from the left and let $E' \rightarrow X^2_s$ be the lift from the right $\beta^{(2)}_\phi X_s$ of the dual vector bundle $E^* \rightarrow X_s$. On $X^2_{b,s}$, let us also use the notation $E_b := \beta^{(2)}_{b,s} X_s$ and $E'_b := \beta^{(2)}_{b,s} X_s$. Our Schwarz kernels for the $\phi$- and $b$-surgery calculi will live on the double spaces $X^2_s$ and $X^2_{b,s}$ respectively. We will view them as sections of the partial density bundles $(\beta^{(2)}_\phi X_s)^* \Omega_{\varepsilon,\phi}(X_s)$ for the $\phi$-surgery calculus and $(\beta^{(2)}_{b} X_s)^* \Omega_{\varepsilon,b}(X_s)$ for the $b$-surgery calculus. Let $\kappa$ and $\kappa_b$ be smooth nonvanishing sections of the former and latter bundles respectively.

First we define the small $b$- and $\phi$-surgery calculi. We follow the notation of Vaillant. The small $b$-surgery calculus is the union over all $m \in \mathbb{R}$ of

$$\Psi^{m}_{\varepsilon,b}(X_s; E) = \hat{C}_{\varepsilon,m} \tilde{I}^m(X^2_{b,s}; \Delta_b; (E_b \otimes (E'_b \otimes (\beta^{(2)}_{b,s} X_s))^* \Omega_{\varepsilon,b}(X_s))).$$
These are the distributions which have a (one-step polyhomogeneous) conormal singularity of order \( m \) at the lifted diagonal \( \Delta_b \) in \( X^2_{b,s} \) and are polyhomogeneous conormal on \( X^2_{b,s} \), with index set \( C^\infty \) at \( \mathcal{B}_{bf} \) and \( \mathcal{B}_{mf} \), and with infinite-order vanishing at \( \mathcal{B}_{lf} \) and \( \mathcal{B}_{rf} \). Similarly, the small \( \phi \)-surgery calculus is the union over \( m \in \mathbb{R} \) of

\[
\Psi^m_{\varepsilon,\phi}(X_s; E) = \mathcal{C}^\infty_{\varepsilon,\phi}(X^2_s; \Delta_b; (E \otimes (E' \otimes (\beta_{(2),R})^* \Omega_{\varepsilon,\phi})(X_s))).
\]

Distributions in the small \( \phi \)-surgery calculus have (one-step polyhomogeneous) conormal singularities at the lifted diagonal \( \Delta_b \) in \( X^2_s \), are polyhomogeneous on \( X^2_s \) with \( C^\infty \) index sets at \( \mathcal{B}_{bf} \) and \( \mathcal{B}_{mf} \) and vanishing to infinite order at \( \mathcal{B}_{lf} \), \( \mathcal{B}_{rf} \) and \( \mathcal{B}_{\phi bf} \). Note that by our choice of density bundles, the identity operator on \((M, g_{\varepsilon,\phi})\) is an element of \( \Psi^0_{\varepsilon,\phi}(X_s) \).

The small-calculus definitions generalize in the usual way to full calculus definitions. For example, let \( \mathcal{E} \) be an index family for \( X^2_{b,s} \); then

\[
\Psi^m_{\varepsilon,b}(X_s; E) = \mathcal{A}^\mathcal{E} I^m(X^2_{b,s}; \Delta_b; (E_b \otimes (E'_b \otimes (\beta_{(2),R})^* \Omega_{\varepsilon,b})(X_s))).
\]

The small calculus is the subset of the full calculus with \( C^\infty \) index sets at \( \mathcal{B}_{mf} \) and \( \mathcal{B}_{bf} \) and empty index sets at all other faces. A similar definition holds for the full \( \phi \)-calculus; given an index family \( \mathcal{F} \) for \( X^2_s \),

\[
\Psi^m_{\varepsilon,\phi}(X_s; E) = \mathcal{A}^\mathcal{F} I^m(X^2_s; \Delta_\phi; (E \otimes (E' \otimes (\beta_{(2),R})^* \Omega_{\varepsilon,\phi})(X_s))).
\]

We also have a symbol map for the \( \phi \)-surgery calculus. The kernel of a \( \phi \)-surgery operator is a conormal distribution, for which there is the usual symbol map

\[
\sigma : I^m(X^2_s; \Delta_\phi; (E \otimes (E' \otimes (\beta_{(2),R})^* \Omega_{\varepsilon,\phi})(X_s))) \to S^m(N^*\Delta_\phi; \text{End}(E)),
\]

with null space the set of conormal distributions of one lower order. Using the identification between \( N\Delta_s \) and \( \phi TX_s \) from Corollary 3.2 (note also that, by an argument similar to that in Proposition 3.1, the density factor \( (\rho')^{-n-2} \) \( dx' \) \( dy' \) \( dz' \) lifts to be nonsingular all the way down to \( \mathcal{B}_{bf} \)), this may be interpreted as a map

\[
\varepsilon,\phi \sigma_m : \Psi^m_{\varepsilon,\phi}(X_s; E) \to S^m(\varepsilon,\phi TX_s; \text{End}(E)).
\]

This is the \( \phi \)-calculus symbol map; it is surjective and its nullspace is \( \Psi^{m-1}_{\varepsilon,\phi}(X_s) \). It has a natural extension to the full \( \phi \)-surgery calculus (vanishing on distributions supported away from \( \Delta_s \)), which we also denote \( \varepsilon,\phi \sigma_m \).

### 3.4. Mapping properties and composition

In the remainder of this work, we will need a formula concerning the action of surgery operators on functions.

**Theorem 3.3.** Let \( f \in \mathcal{A}^\mathcal{F}(X_s; E) \) and let \( a \in \Psi^m_{\varepsilon,\phi}(X_s; E) \). Then \( g = Af \in \mathcal{A}^\mathcal{F}(X_s; E) \), with

\[
G_{sm} = (E_{mf} + F_{sm}) \bigcup (E_{rf} + F_{sb} - (h + 1)); \quad G_{sb} = (E_{lf} + F_{sm}) \bigcup (E_{ff} + F_{sb}) \bigcup (E_{\phi bf} + F_{sb} - (h + 1)).
\]

There is also a composition formula for operators in the \( \phi \)-surgery calculus:

**Theorem 3.4.** [Composition] Let \( A \in \Psi^m_{\varepsilon,\phi}(X_s; E) \) and \( B \in \Psi^{m'}_{\varepsilon',\phi}(X_s; E) \). Then \( C = A \circ B \in \Psi^{m+m'}_{\varepsilon,\phi}(X_s; E) \), where

\[
\begin{align*}
G_{ff} &= (E_{ff} + F_{ff}) \bigcup (E_{\phi bf} + F_{\phi bf} - (h + 1)) \bigcup (E_{lf} + F_{rf});
G_{\phi bf} &= (E_{\phi bf} + F_{ff}) \bigcup (E_{ff} + F_{\phi bf}) \bigcup (E_{\phi bf} + F_{\phi bf} - (h + 1)) \bigcup (E_{lf} + F_{rf});
G_{lf} &= (E_{ff} + F_{lf}) \bigcup (E_{\phi bf} + F_{lf} - (h + 1)) \bigcup (E_{lf} + F_{mf});
\end{align*}
\]
$$G_{rf} = (E_{rf} + F_{ff}) \Box (E_{rf} + F_{\phi f} - (h + 1)) \Box (E_{mf} + F_{rf});$$
$$G_{mf} = (E_{mf} + F_{mf}) \Box (E_{rf} + F_{rf} - (h + 1)).$$

The proof may be found in Appendix C. Note that in contrast with the usual full $\phi$-calculus, two operators in the full $\phi$-surgery calculus may always be composed for $\varepsilon > 0$. However, if $E_{mf} = F_{mf} = 0$ and $E_{rf} + F_{rf} > (h + 1)$, then the restrictions of each operator to $\mathfrak{B}_{mf}$ may be composed [Vai01], and the index sets in the composition rule in [Vai01] match with the index sets in Theorem 3.4.

3.5. Normal operators. For certain $A \in \Psi_{\varepsilon, \phi}^{m,F}(X_s; E)$, we can define normal operators, which are essentially the leading order coefficients of the kernel of $A$ at the various boundary hypersurfaces of the double space. First, assuming $F_{mf} \geq 0$, we define $N_{mf}(A)$ by restriction to $\mathfrak{B}_{mf}$, and note that $N_{mf}(A)$ may be viewed as a $\phi$-operator on the manifold with fibered boundary $\mathfrak{B}_{sm} = [M; H]$; indeed, $\mathfrak{B}_{mf}$ is an overblown version of the $\phi$-calculus double space for $\mathfrak{B}_{sm}$.

Secondly, for any $A \in \Psi_{\varepsilon, \phi}^{m,F}(X_s; E)$ with $F_{ff} \geq 0$ (that is, with the kernel bounded as we approach $\mathfrak{B}_{ff}$), we let the normal operator $N_{ff}(A)$ be the restriction of $A$ to $\mathfrak{B}_{ff}$. Recall that

$$\mathfrak{B}_{ff} \cong \varepsilon, \phi N \mathfrak{B}_{sb} \times \Lambda_{X \times [-\pi/2, \pi/2]} \mathfrak{B}_{sb} \cong \varepsilon, \phi NY \times \Lambda_{X \times [-\pi/2, \pi/2]} \mathfrak{B}_{sb},$$

so this face fibers over $Y \times [-\pi/2, \pi/2]$ with typical fiber $Z^2 \times \mathbb{R}^{h+1}$. The normal operator at this face corresponds in each fiber to a conormal distribution with respect to $\Delta_{Z} \times \{0\} \subset Z^2 \times \mathbb{R}^{h+1}$. If furthermore $F_{\phi f} = \infty$, this conormal distribution decays rapidly at infinity on $\mathbb{R}^{h+1}$. This means that this is a family of suspended operators of order $m$ in the sense of [Mel95a] [MM98]. We denote the space of such families of suspended operators by $\Psi_{\varepsilon, \phi}^{m,sus(\varepsilon, \phi, NY)}(\mathfrak{B}_{sb}/(Y \times [-\pi/2, \pi/2])); E)$. Recall that the action of an element $B$ of $\Psi_{\varepsilon, \phi}^{m,sus(\varepsilon, \phi, NY)}(\mathfrak{B}_{sb}/(Y \times [-\pi/2, \pi/2])); E)$ is given by

$$Bu(y', \theta', z, \zeta, \bar{\gamma}, \bar{\gamma}') = \int K_B(y', \theta', z, \zeta, \zeta', \bar{\gamma} - \bar{\gamma}')u(y', \theta', z, \zeta', \bar{\gamma}') \, dz' \, d\zeta' \, d\bar{\gamma}'$$

for some kernel $K_B(y', \theta', z, \zeta, \zeta', \bar{\gamma}' = \bar{\gamma}'' = 0)$; the kernel acts as a convolution operator because of the translation invariance of $B$. In particular, we let the normal map take $A \in \Psi_{\varepsilon, \phi}^{m,F}(X_s; E)$ to the suspended operator whose kernel is $A|_{\mathfrak{B}_{ff}}$. Note that if $A$ is an element of the calculus $\Psi_{\varepsilon, \phi}^{m,F}(X_s; E)$, but with $\mathcal{F}_{\phi f} \neq \infty$, the normal operator can still be considered a family of suspended operators, though this time its Schwartz kernel does not decay rapidly at infinity in $\mathbb{R}^{h+1}$. Also observe that, restricting $\theta'$ to $\pm \pi/2$, we obtain precisely the same space of suspended operators as in the $\phi$-calculus of [MM98].

As indicated in [MM98], see also [DLR15], the normal map in the usual small $\phi$-calculus is a homomorphism into the corresponding space of suspended operators, which forms an order-filtered algebra. Although the same is true for the small calculus in our case, all we need is the following proposition:

**Proposition 3.5.** Let $K_P \in \Psi_{\varepsilon, \phi}^{s,N}(X_s; E)$ be the Schwartz kernel of a differential operator $P$. For any $Q \in \Psi_{\varepsilon, \phi}^{m,F}(X_s; E)$, continuous down to $\mathfrak{B}_{ff}$ (that is, with leading order at worst zero), we have $N_{ff}(P \circ Q) = N_{ff}(P) \circ N_{ff}(Q)$. 
Proof. For simplicity, consider \( V = f_1(\rho, \theta, y, z) \rho^2 \partial_x + f_2(\rho, \theta, y, z) \rho \partial_y + f_3(\rho, \theta, y, z) \partial_z \), where the functions \( f_1, f_2, \) and \( f_3 \) are smooth on \( X_s \); the extension to higher-order surgery differential operators is immediate. Let \( Q \) have kernel, in a neighborhood of \( \mathcal{B}_{ff} \), given by \( q(\rho', y', \theta', z, \hat{s}, \hat{y}) \).

Recall that since our densities lift from the right factor, the action of differential operators is given by a lift from the left factor. In a neighborhood of \( \mathcal{B}_{ff} \), the lift from the left of \( V \), as a direct result of the computation of the lifted vector fields in Proposition 3.1, is

\[
N \phi = f_1(0, \theta', y', z) \partial_x + f_2(0, \theta', y', z) \partial_y + f_3(0, \theta', y', z) \partial_z + \mathcal{O}(\rho').
\]

Therefore the kernel of \( P \circ Q \) is given by

\[
f_1(0, \theta', y', z) q_x + f_2(0, \theta', y', z) q_y + f_3(0, \theta', y', z) q_z + \mathcal{O}(\rho').
\]

So

\[
N_{ff}(P \circ Q) = f_1(0, \theta', y', z) q_x |_{\rho' = 0} + f_2(0, \theta', y', z) q_y |_{\rho' = 0} + f_3(0, \theta', y', z) q_z |_{\rho' = 0}.
\]

Now take a compactly supported test function \( u(y', \theta', z, \hat{s}, \hat{y}) \) on \( ^{\varepsilon, \phi} N \mathcal{B}_{sb} \). We have

\[
N_{ff}(Q) u(y', \theta', z, \hat{s}, \hat{y}) = \int q(0, y', \theta', z, \hat{s} - \hat{s}', \hat{y} - \hat{y}') u(y', \theta', z, \hat{s}', \hat{y}') dz' d\hat{s}' d\hat{y}'.
\]

We want to apply \( N_{ff}(P) \) to this function, but \( N_{ff}(P) \) is simply the suspended operator whose kernel is the kernel of the vector field \( f_1(0, \theta', y', z) \partial_x + f_2(0, \theta', y', z) \partial_y + f_3(0, \theta', y', z) \partial_z \). So we apply the vector field to \( N_{ff}(Q) u \) directly. We can move the derivatives inside the integral since \( u \) has compact support. The derivatives in \( \hat{s}, \hat{y} \), and \( z \) just hit the kernel \( q \), and we conclude that \( N_{ff}(P) \circ N_{ff}(Q) \) is the suspended operator with kernel

\[
f_1(0, \theta', y', z) q_x |_{\rho' = 0} + f_2(0, \theta', y', z) q_y |_{\rho' = 0} + f_3(0, \theta', y', z) q_z |_{\rho' = 0}.
\]

This completes the proof. \( \square \)

3.6. Compatibility. The normal operators, as defined here, are compatible with each other and with the usual symbol. In particular, let \( A \) be an element of the \( \phi \)-surgery calculus with order zero at \( \mathcal{B}_{ff} \) and \( \mathcal{B}_{mf} \). At any component of the intersection \( \mathcal{B}_{ff} \cap \mathcal{B}_{mf} \), the restriction of \( N_{mf}(A) \) to \( \theta = \pm \pi/2 \) is the same as the \( \phi \)-calculus normal operator of \( N_{mf}(A) \); they are both restrictions to \( \mathcal{B}_{ff} \cap \mathcal{B}_{mf} \), just done in a different order. The restriction of the lifted diagonal \( \Delta_s \) to \( \mathcal{B}_{mf} \) is the lifted diagonal \( \Delta_\phi \) of \( \mathcal{B}_{mf} \) seen as the \( \phi \)-double space of \( \mathcal{B}_{sm} \), and its conormal bundle restricts to give the conormal bundle of \( \Delta_\phi \) in \( \mathcal{B}_{mf} \). This means that the principal symbol \( ^{\varepsilon, \phi} \sigma_m(A) \) of a \( \phi \)-surgery operator \( A \) of order \( m \) naturally restricts on \( N^* \Delta_\phi \) to give the principal symbol \( \phi \sigma_m(N_{mf}(A)) \) of the normal operator \( N_{mf}(A) \). Similarly, the restriction of the conormal bundle \( N^* \Delta_s \) to \( \Delta_s \cap \mathcal{B}_{ff} \) is simply the conormal bundle of \( \Delta_s \cap \mathcal{B}_{ff} \) in \( \mathcal{B}_{ff} \), so that the restriction of \( ^{\varepsilon, \phi} \sigma_m(A) \) to \( \Delta_s \cap \mathcal{B}_{ff} \) is naturally identified with the principal symbol of the family of suspended operators \( N_{ff}(A) \).

4. Resolvent construction

In this section we carry out the construction of the resolvent using the pseudodifferential calculi described in [3]. For our application to analytic torsion we will need information about the resolvent of the twisted de Rham operator, \( \partial_{dR} \). However as it requires no more effort, we will construct the resolvent for a Dirac-type operator associated to an \( \varepsilon, d \)-metric.

Thus together with a fixed boundary defining function \( x \) for \( H \) and an \( \varepsilon, d \)-metric \( g_{\varepsilon,d} \) product-type to order 1, we assume that we have an Euclidean vector bundle \( E \to X_s \) and a formally self-adjoint \( \varepsilon, d \)-elliptic differential operator \( \partial_{\varepsilon,d} \in \text{Diff}^1_{\varepsilon,d}(X_s; E) \), that is,
\( \rho \partial_{\varepsilon,d} \in \text{Diff}_{\varepsilon,\partial}(X_s; E) \), where \( \rho = \sqrt{x^2 + \varepsilon^2} \). An example to keep in mind is the situation where \( E \) is in fact a Clifford module for the Clifford bundle of the \( \varepsilon, d \)-tangent bundle and that \( \partial_{\varepsilon,d} \) is the Dirac-type operator associated to a choice of Clifford connection. As in [2.6], the operator \( \partial_{\varepsilon,d} \) acting on \( L^2_{\varepsilon,d}(X_s; E) \) is equivalent to the operator

\[
D_{\varepsilon,d} = \rho^{v/2}\partial_{\varepsilon,d}\rho^{-v/2} \text{ acting on } L^2_{\varepsilon,b}(X_s; E),
\]

and it will be convenient for us to work with the latter. It is also convenient to introduce the abbreviation

\[
P(\lambda) = \rho(D_{\varepsilon,d} - \lambda).
\]

We now define two model operators associated to \( D_{\varepsilon,d} \). Noting that \( \rho D_{\varepsilon,d} \in \text{Diff}_{\varepsilon,\phi}(X_s; E) \), so its restriction to \( \mathfrak{B}_{sb} \) is tangent to the fibers of \( \phi_+ \), we have the following definition:

**Definition 4.1.** The **vertical family** is the family of operators

\[
D_v \in \text{Diff}_{\varepsilon}^{1}(\mathfrak{B}_{sb}/(Y \times [-\pi/2, \pi/2]); E)
\]

obtained by restricting the action of \( \rho D_{\varepsilon,d} \) to the boundary face \( \mathfrak{B}_{sb} \). Notice that we obtain the same family by restricting the action of \( P(\lambda) \) or \( \rho \partial_{\varepsilon,d} \) to \( \mathfrak{B}_{sb} \).

Writing \( D_v = \rho^{1/2} D_{\varepsilon,d} \rho^{1/2} \big|_{\mathfrak{B}_{sb}} \), notice that the formal self-adjointness of \( D_{\varepsilon,d} \) on \( L^2_{\varepsilon,b}(X_s; E) \) implies the formal self-adjointness of \( D_v \). The vertical operator is closely related to the normal operator at \( \mathfrak{B}_{ff} \) of \( \rho D_{\varepsilon,d} \). Indeed, a direct computation in local coordinates or an appeal to naturality shows that

\[
Y \times [-\pi/2, \pi/2] \ni p \mapsto N_{ff}(\rho D_{\varepsilon,d})_p = D_v \big|_{Z_p} + \partial_h
\]

where \( \partial_h \) is a family of elliptic translation invariant operators in the fibers of \( \phi N \mathfrak{B}_{sb} \) over \( \phi^{-1}(p) \in \mathfrak{B}_{sb} \). We will assume that this family is in fact a family of Euclidean Dirac-type operators, which is automatic if \( \partial_{\varepsilon,d} \) is a Dirac-type operator or if it is the de Rham operator of section [2].

In order to be able to construct the resolvent, we will make the following crucial assumption:

**Assumption 1.** The nullspaces of the various fiberwise operators of the family \( D_v \) form a vector bundle

\[
\ker D_v \longrightarrow Y \times [-\pi/2, \pi/2].
\]

Using the restriction of the \( \phi \)-surgery metric \( g_{\varepsilon,\phi} = \rho^{-2} g_{\varepsilon,d} \) to the fibers of the fiber bundle \([2,3]\) and the Hermitian metric on \( E \), we can define an \( L^2 \) norm of the sections of \( E \) over each fiber of \([2,3]\). Thus, we can define a smooth family of fiberwise projections onto the bundle \( \ker D_v \), given by

\[
\Pi_h : C^\infty(Y \times [-\pi/2, \pi/2]; L^2(\mathfrak{B}_{sb}/(Y \times [-\pi/2, \pi/2]); E)) \longrightarrow C^\infty(Y \times [-\pi/2, \pi/2]; \ker D_v).
\]

This can be used as follows to define the horizontal operator already mentioned in §[2.2]

**Definition 4.2.** The **b-operator** \( D_b \in \text{Diff}_{\varepsilon}^{1}(Y \times [-\pi/2, \pi/2]; \ker D_v) \) associated to \( \partial_{\varepsilon,d} \) is defined by

\[
D_b u := \Pi_h \left( (D_{\varepsilon,d} \tilde{u}) \big|_{\mathfrak{B}_{sb}} \right), \quad u \in C^\infty(Y \times [-\pi/2, \pi/2]; \ker D_v),
\]
where \( \tilde{u} \in \mathcal{C}^\infty(X_s; E) \) is chosen so that \( \tilde{u}|_{\mathcal{B}_{sb}} = u \).

**Lemma 4.3.** The \( b \)-operator \( D_b \) is well-defined; that is, \( D_b u \) does not depend on the choice of extension \( \tilde{u} \). Moreover, it is formally self-adjoint as a \( b \)-operator.

**Proof.** Since \( D_{\varepsilon,d} \) is a Dirac-type operator associated to an \( \varepsilon, d \)-metric product-type to order 1, a simple computation in local coordinates shows that \( \{ D_{\varepsilon,d}, \rho \} \in \rho \mathcal{C}^\infty(X_s, \text{End}(E)) \). Thus, if \( \tilde{u}_1 \) and \( \tilde{u}_2 \) are two different choices of extensions of \( u \), so that \( \tilde{u}_1 - \tilde{u}_2 = \rho w \) for some \( w \in \mathcal{C}^\infty(X_s; E) \), then

\[
(D_{\varepsilon,d}(\tilde{u}_1 - \tilde{u}_2))|_{\mathcal{B}_{sb}} = (D_{\varepsilon,d}(\rho w))|_{\mathcal{B}_{sb}} = (\rho D_{\varepsilon,d}w + [D_{\varepsilon,d}, \rho]w)|_{\mathcal{B}_{sb}} = D_v w.
\]

Since \( D_v \) is family of formally self-adjoint operators, \( D_v w \) is orthogonal to \( \ker D_v \) so that

\[
\Pi_h \left((D_{\varepsilon,d}(\tilde{u}_1 - \tilde{u}_2))|_{\mathcal{B}_{sb}}\right) = \Pi_h(D_v w) = 0,
\]

showing that the definition of \( D_b u \) does not depend on the choice of extension of \( u \).

Moreover, the fact that \( D_b \) is formally self-adjoint follows from the corresponding assertion for \( D_{\varepsilon,d} \). Indeed, given \( u_1, u_2 \in \mathcal{C}^\infty(X_s; E) \) supported away from \( \mathcal{B}_{sm} \). Then

\[
\langle u_1, D_b u_2 \rangle_{L^2_\delta} = \langle \tilde{u}_1, D_{\varepsilon,d} \tilde{u}_2 \rangle_{L^2_\delta}|_{\varepsilon=0} = \langle D_{\varepsilon,d} \tilde{u}_1, \tilde{u}_2 \rangle_{L^2_\delta}|_{\varepsilon=0} = \langle D_b u_1, u_2 \rangle_{L^2_\delta},
\]

which shows that \( D_b \) is formally self-adjoint.

The following related lemma will also be useful for the construction of the heat kernel of \( D_{\varepsilon,d}^2 \).

**Lemma 4.4.** If \( \tilde{u} \in \mathcal{C}^\infty(X_s; E) \) satisfies \( D_{\varepsilon,d}^\ell \tilde{u} \in \mathcal{C}^\infty(X_s; E) \), then

\[
\Pi_h(D_{\varepsilon,d}^\ell \tilde{u})|_{\mathcal{B}_{sb}} = D_b^\ell \left(\tilde{u}|_{\mathcal{B}_{sb}}\right).
\]

Conversely, given \( u \in \mathcal{C}^\infty(Y \times [-\pi/2, \pi/2]; \ker D_v) \) there exists an extension \( \tilde{u} \in \mathcal{C}^\infty(X_s; E) \) such that

\[
(D_{\varepsilon,d}^\ell \tilde{u})|_{\mathcal{B}_{sb}} = \Pi_h(D_{\varepsilon,d}^\ell \tilde{u})|_{\mathcal{B}_{sb}} = D_b^\ell u \quad \forall \ell \in \mathbb{N}_0.
\]

**Proof.** For \( \ell = 1 \) note that since the leading term of \( D_{\varepsilon,d} \tilde{u} \) at \( \mathcal{B}_{sb} \) is \( \frac{1}{\rho} D_v \tilde{u} \), the fact that \( D_{\varepsilon,d} \tilde{u} \in \mathcal{C}^\infty(X_s; E) \) implies that

\[
\tilde{u}|_{\mathcal{B}_{sb}} = \Pi_h \tilde{u}|_{\mathcal{B}_{sb}}
\]

and so

\[
\Pi_h(D_{\varepsilon,d} \tilde{u})|_{\mathcal{B}_{sb}} = D_b \left(\tilde{u}|_{\mathcal{B}_{sb}}\right)
\]

follows directly from Definition 4.2.

For \( \ell > 1 \), assume inductively that

\[
\Pi_h(D_{\varepsilon,d} \tilde{u})|_{\mathcal{B}_{sb}} = D_b(D_{\varepsilon,d} \tilde{u})|_{\mathcal{B}_{sb}}.
\]

We have that \( \tilde{v} = D_{\varepsilon,d} \tilde{u} \) satisfies

\[
\tilde{v} \in \mathcal{C}^\infty(X_s; E), \quad D_{\varepsilon,d} \tilde{v} \in \mathcal{C}^\infty(X_s; E)
\]

and hence

\[
\tilde{v}|_{\mathcal{B}_{sb}} = \Pi_h \tilde{v}|_{\mathcal{B}_{sb}}, \quad \Pi_h(D_{\varepsilon,d} \tilde{v})|_{\mathcal{B}_{sb}} = D_b(\tilde{v}|_{\mathcal{B}_{sb}}).
\]

Taylor expansion of $u$ as required. i.e., the Assumption 2.

For and if we let $\tilde{w}$ of $D$ Now, since $\tilde{w}$ is the indicial family of $b$ by the Fredholm criterion of [Mel93, Theorem 5.60].

Let us show that we can find $\tilde{w}_N \in C^\infty(\mathcal{B}_s; E)$ such that

$$\tilde{w}_N|_{\mathcal{B}_s} = u, \quad D_{\varepsilon_d}^\ell \tilde{w}_N \in C^\infty(\mathcal{B}_s; E)$$

for all $\ell \leq N$. Let us point out that we can find $\tilde{w}_N \in C^\infty(\mathcal{B}_s; E)$ such that $D_{\varepsilon_d}^{N+1}(\tilde{u}_N + \rho^N \tilde{w}_N) \in C^\infty(\mathcal{B}_s; E)$.

On the other hand, for any $\tilde{w}_N$ satisfying our inductive hypothesis we have that

$$\rho D_{\varepsilon_d}^{N+1}(\tilde{u}_N) \in C^\infty(\mathcal{B}_s; E), \quad \rho D_{\varepsilon_d}^{N+1}(\rho^N \tilde{w}_N)|_{\mathcal{B}_s} = D_{\varepsilon_d}^{N+1}(\rho^N \tilde{w}_N)|_{\mathcal{B}_s}.$$

Now, since $D$ is formally self-adjoint, the null space of $D_{\varepsilon_d}^{N+1}$ coincides with the null space of $D_{\varepsilon_d}$ and hence the image of $D_{\varepsilon_d}$ coincides with the image of $D_{\varepsilon_d}^{N+1}$. Thus there exists $w_N \in C^\infty(\mathcal{B}_s; E)$ such that

$$D_{\varepsilon_d}^{N+1}(w_N) = -D_{\varepsilon_d}^{N+1}(\rho^N \tilde{u}_N)|_{\mathcal{B}_s}$$

and if we let $\tilde{w}_N$ be any smooth extension of $w_N$ of $\mathcal{B}_s$ we have

$$\rho D_{\varepsilon_d}^{N+1}(\tilde{u}_N + \rho^N \tilde{w}_N) \in C^\infty(\mathcal{B}_s; E), \quad \rho D_{\varepsilon_d}^{N+1}(\tilde{u}_N + \rho^N \tilde{w}_N)|_{\mathcal{B}_s} = 0,$$

i.e., $D_{\varepsilon_d}^{N+1}(\tilde{u}_N + \rho^N \tilde{w}_N) \in C^\infty(\mathcal{B}_s; E)$ so we have finished the induction.

Note that the $N$th step in this construction does not change the first $N$ terms in the Taylor expansion of $\tilde{u}_N$ at $\mathcal{B}_s$. By Borel’s Lemma [Mel93], there exists a smooth function $\tilde{u} \in C^\infty(\mathcal{B}_s; E)$ such that $\tilde{u} - \tilde{u}_N \in \rho^N \tilde{u}_N \in C^\infty(\mathcal{B}_s; E)$ for all $N \in \mathbb{N}$. It follows that

$$\tilde{u}\big|_{\mathcal{B}_s} = u, \quad D_{\varepsilon_d}^\ell \tilde{u} = D_{\varepsilon_d}^\ell (\tilde{u}_{\varepsilon_d} + \rho^N \tilde{w}_N) \in C^\infty(\mathcal{B}_s; E)$$

for all $\ell \in \mathbb{N}$ as required. 

To construct the resolvent of $D_{\varepsilon_d}$ near $\lambda = 0$, we will make the following assumption on the $b$-operator $D_b$.

**Assumption 2.** For $m \in \mathbb{N}_0$, the operator $D_b$ is Fredholm as a map

$$D_b : H^m_{b}(Y \times [-\pi/2, \pi/2]; \ker D_{\varepsilon_d}) \rightarrow H^m_{b}(Y \times [-\pi/2, \pi/2]; \ker D_{\varepsilon_d}).$$

If $\hat{D}_b$ is the indicial family of $D_b$, this is equivalent to requiring that $0 \notin \text{Spec}_b(\hat{D}_b)$ by the Fredholm criterion of [Mel93, Theorem 5.60].
Along with Assumption 1, this will allow us to construct the resolvent of $D_{\varepsilon,d}$.

Let us point out that both of these assumptions hold for our main application, the de Rham operator of a fibered cusp surgery metric that is of product-type up to order two, twisted by a Witt flat bundle $F$. Indeed, in this case the vertical operator is given in (2.7) and it clearly satisfies Assumption 1, while the $b$-operator is given in (2.8) and Assumption 2 is guaranteed by Lemma 2.1.

To state the main theorem of this section, it will be convenient, for an index set $E$, to write $\inf E > a$ if any $(z,k) \in E$ is such that $\Re z > a$. Similarly, the notation $\inf E \geq a$ will mean that $(z,k) \in E$, $\Re z \leq a \implies (z,k) = (a,0)$.

**Theorem 4.5.** Let $E \rightarrow X_s$ be a Euclidean vector bundle and let $\partial_{\varepsilon,d} \in \Diff^1_{\varepsilon,d}(X_s; E)$ be a formally self-adjoint $\varepsilon,d$-elliptic differential operator satisfying assumptions 1 and 2. Suppose also that $\partial_h$ in (4.1) is a family of Euclidean Dirac-type operators.

i) For any bounded open set $V \subseteq \mathbb{C}$ such that $V \cap (\Spec(D_b) \cup \Spec(N_{mf}(D_{\varepsilon,d}))) = \emptyset$,

there is an $\varepsilon_0(V) > 0$ such that $D_{\varepsilon,d} - \lambda$ is invertible for all $\lambda \in V$ and $\varepsilon < \varepsilon_0(V)$.

ii) For any bounded open set $V \subseteq \mathbb{C}$ containing the origin such that $V \cap \{\Im \lambda \neq 0\} \subseteq \{0\}$,

the resolvent $(D_{\varepsilon,d} - \lambda)^{-1}$ extends from $V \cap \{\Im \lambda \neq 0\}$ to a meromorphic family of bounded operators on $V$ with only simples poles.

More precisely, there is:

- a bounded scalar function $f(\varepsilon, \lambda)$, polyhomogeneous in $\varepsilon$ and holomorphic in $\lambda$,
- a pair of families of index sets, $J(\lambda), K(\lambda)$, defined and holomorphic in $V$, satisfying $\inf J \geq 0$, $\inf K \geq 0$ and

$$\inf J|_{lf} > h, \quad \inf J|_{rf} > h + 1, \quad \inf J|_{\phi f} \geq h + 1, \quad \inf J|_{ff} \geq 1,$$

$$\inf K|_{lf} > 0, \quad \inf K|_{rf} > 0,$$

- a family of operators,

$$\text{Res}_H(\lambda) \in \Psi^{-1,J(\lambda)}_{\varepsilon,\phi}(X_s; E),$$

holomorphic in $V$,

and a family of operators, $\text{Res}_M(\lambda)$, such that

(4.3) $$f(\lambda, \varepsilon) \text{Res}_M(\lambda) \in \Psi^{-\infty,K(\lambda)}_{\varepsilon,b}(X_s; E)$$

is holomorphic in $V$ and of uniformly finite rank with

$$N_{mf}(\text{Res}_M(\lambda)) = -\frac{\Pi_{\ker L^2_{mf}(D_{\varepsilon,d})}}{\lambda} \quad \text{and} \quad N_{bf}(\text{Res}_M(\lambda)) = -\frac{\Pi_{\ker L^2(D_b)}}{\lambda},$$

for which we have

$$(D_{\varepsilon,d} - \lambda)^{-1} = \text{Res}_H(\lambda) + \text{Res}_M(\lambda)$$

as meromorphic families on $V$.

Before proving this result, let us make few remarks.
Step 0: This step is the standard symbolic inversion at the diagonal. It consists of finding a holomorphic family $\mathbb{C} \ni \lambda \mapsto Q_0(\lambda) \in \Psi^{-1}_{\epsilon,\phi}(X_s; E)$ such that
\begin{equation}
(\rho D_{\epsilon,d} - \rho\lambda)Q_0(\lambda) = \text{Id} - R_0(\lambda),
\end{equation}
with $\mathbb{C} \ni \lambda \mapsto R_0(\lambda) \in \Psi^{-\infty}_{\epsilon,\phi}(X_s; E)$ a holomorphic family.
**Step 1:** We improve the error term in (4.4) so that it vanishes to first order at $\mathcal{B}_{ff}$. This is achieved by inverting $P(\lambda) = \rho(D_{\epsilon,d} - \lambda)$ at the face $\mathcal{B}_{ff}$. Now, as an element of $\Psi^1_{\text{sub}}(\mathcal{B}_{sb}/(Y \times [-\pi/2, \pi/2]; E)$, the normal $N_{ff}(P(\lambda))$ decomposes as a family of Dirac operators in the fibers of $\phi_* : \mathcal{B}_{sb} \to Y \times [-\pi/2, \pi/2]$ and a family of Euclidean Dirac operators in the fibers of $\varepsilon\phi NY \to Y \times [-\pi/2, \pi/2]$. We can thus invert each family separately and apply Corollary 4A.4 to the Euclidean part. This yields a holomorphic family $\tilde{Q}_1(\lambda)$ such that

$$(\rho D_{\epsilon,d} - \rho \lambda)\tilde{Q}_1(\lambda) = \text{Id} - \tilde{R}_1(\lambda)$$

where $\tilde{R}_1$ vanishes to first order at $\mathcal{B}_{ff}$ but with generally a non-trivial asymptotic expansion at $\mathcal{B}_{obf}$. Multiplying by $\rho$ on the right and by $\rho^{-1}$ on the left, this gives

$$(D_{\epsilon,d} - \lambda)Q_1(\lambda) = \text{Id} - R_1(\lambda)$$

with $Q_1(\lambda) = \tilde{Q}_1(\lambda)\rho$ and $R_1(\lambda) = \rho^{-1}\tilde{R}_1\rho$.

**Step 2:** The leading order term at $\mathcal{B}_{obf}$ of the error from step 1, $R_1(\lambda)$, turns out to be of order $h + 1$; once the densities are taken into account this means that $R_1(\lambda)$ is not compact unless this leading order term vanishes. In this step, we find $Q_2(\lambda)$ so that

$$(D_{\epsilon,d} - \lambda)Q_2(\lambda) = \text{Id} - R_2(\lambda),$$

and arrange for the part of the coefficient of the leading order term of $R_2(\lambda)$ at $\mathcal{B}_{obf}$ which is in the range of $\Pi_h$ to vanish to infinite order at $\mathcal{B}_{obf} \cap \mathcal{B}_{ff}$. This allows us to view that coefficient as a function on $\mathcal{B}_{bf}$ rather than $\mathcal{B}_{obf}$.

**Step 3:** Using Assumption 2, we find $Q_3(\lambda)$ with

$$(D_{\epsilon,d} - \lambda)Q_3(\lambda) = \text{Id} - R_3(\lambda),$$

where the term of order $h + 1$ of $R_3(\lambda)$ at $\mathcal{B}_{obf}$ is precisely the projection $\Pi_h$ onto the kernel of $D_h$.

**Step 4:** We show that the restriction of $R_3(\lambda)$ to $\mathcal{B}_{mf}$ is compact as an operator on $L^2(M; H)$. In particular, $N_{mf}(D_{\epsilon,d})$ is Fredholm, which could also have been deduced from the Fredholm criterion of [Vai01]. Using this fact, we improve the error term in the previous step so that its restriction to $\mathcal{B}_{mf}$ is just the projection onto the kernel of $N_{mf}(D_{\epsilon,d})$.

**Step 5:** We ensure that the new error is uniformly of finite rank. Moreover, at the cost of introducing a pole at $\lambda = 0$, we further improve the error so that its restriction to $\mathcal{B}_{mf}$ and its term of order $h + 1$ at $\mathcal{B}_{obf}$ both vanish.

**Step 6:** The error term has now sufficiently nice properties and it can be removed using analytic Fredholm theory, producing the full resolvent.

**Step 7:** Analyzing the projection onto the eigenspace of small eigenvalues allow us to be more specific about the meromorphic part of the resolvent.

Notice that if $D_0$ is invertible, then the resolvent construction greatly simplifies. In particular, in **Step 1**, there is no need to invert a family of Euclidean Dirac operators, so one can skip **Step 2** and **Step 3**. We now discuss each step in full detail.
Proposition 4.11. There exist holomorphic families $\mathbb{C} \ni \lambda \mapsto Q_0(\lambda) \in \Psi^{-1}_{\epsilon,\phi}(X_s; E)$ and $\mathbb{C} \ni \lambda \mapsto R_0(\lambda) \in \Psi^{-\infty}_{\epsilon,\phi}(X_s; E)$ so that
\[
\rho(D_{\epsilon,d} - \lambda)Q_0(\lambda) = \text{Id} - R_0(\lambda).
\]

Proof. This is the usual symbolic parametrix construction. We take advantage of the fact that $\rho(D_{\epsilon,d} - \lambda)$ is an elliptic $\phi$-surgery operator to find
\[
\nu_0 \in \Psi^{-1}_{\epsilon,\phi}(X_s; E)
\]
with principal symbol given by $\nu_0 = (\epsilon,\phi)\sigma_1(\rho(D_{\epsilon,d} - \lambda)))^{-1} = (\epsilon,\phi)\sigma_1(\rho(D_{\epsilon,d})))^{-1}$, so that
\[
\rho(D_{\epsilon,d} - \lambda)\nu_0 = \text{Id} - R_0(\lambda),
\]
with $R_0(\lambda) \in \Psi^{-1}_{\epsilon,\phi}(X_s; E)$ holomorphic in $\lambda$. Then add $Q_0'(\lambda) := Q_0'R_0(\lambda)$ to $Q_0'$, so that
\[
\rho(D_{\epsilon,d} - \lambda)(Q_0 + Q_0'(\lambda)) = \text{Id} - R_0'(\lambda)
\]
with $R_0'(\lambda) \in \Psi^{-2}_{\epsilon,\phi}(X_s; E)$ and also holomorphic in $\lambda$. Proceeding inductively, we find holomorphic families $Q_0^{(k)}(\lambda) := Q_0'R_0^{(k-1)}(\lambda) \in \Psi^{-k}_{\epsilon,\phi}(X_s; E)$ and $R_0^{(k)}(\lambda) \in \Psi^{-k}_{\epsilon,\phi}(X_s; E)$ such that
\[
\rho(D_{\epsilon,d} - \lambda)\left(\sum_{j=1}^{k} Q_0^{(k)}(\lambda)\right) = \text{Id} - R_0^{(k)}(\lambda).
\]
Taking an asymptotic sum over the $Q_0^{(k)}(\lambda)$, we get the desired $Q_0(\lambda)$. The asymptotic sum can be taken so that $Q_0(\lambda)$ is also holomorphic. \hfill \Box

4.1. Step 1: Removing the error at $\mathcal{B}_{ff}$. In this step, we improve the remainder term so that its restriction to $\mathcal{B}_{ff}$ is trivial. This involves a careful analysis of the mapping properties of the Euclidean Dirac operator which we carry out in Appendix A.

Proposition 4.12. There exist families of operators, defined and holomorphic for $\lambda \in \mathbb{C}$, $\tilde{Q}_1(\lambda) \in \Psi^{-1}_{\epsilon,\phi}(X_s; E)$ and $\tilde{R}_1(\lambda) \in \Psi^{-\infty}_{\epsilon,\phi}(X_s; E)$ such that
\[
(4.5) \quad \rho(D_{\epsilon,d} - \lambda)\tilde{Q}_1(\lambda) = \text{Id} - \tilde{R}_1(\lambda).
\]
Here the index families $\tilde{Q}_1$ and $\tilde{R}_1$ are empty at all boundary faces, except at $\mathcal{B}_{mf}$ where they are both $\mathbb{N}_0$, and at $\mathcal{B}_{ff}$ and $\mathcal{B}_{\phi bf}$, where we have
\[
\tilde{Q}_1\big|_{\mathcal{B}_{ff}} = \mathbb{N}_0, \quad \tilde{Q}_1\big|_{\mathcal{B}_{\phi bf}} = [\varnothing](J_{h+1}), \quad \tilde{R}_1\big|_{\mathcal{B}_{ff}} = \mathbb{N}_0 + 1, \quad \tilde{R}_1\big|_{\mathcal{B}_{\phi bf}} \subset (J_{h+1} + 1),
\]
where $J_{h+1}$ is the index set of Corollary A.4. Moreover, $\inf \tilde{Q}_1\big|_{\mathcal{B}_{\phi bf}} = (h,0)$ and $\inf \tilde{R}_1\big|_{\mathcal{B}_{\phi bf}} = (h+1,0)$.

Here the notation $[\varnothing]$ means that the leading order term $A$ in the expansion at $\phi bf$ is such that $\Pi_h A \Pi_h = A$.

Proof. We need to find $\tilde{Q}_1(\lambda)$ such that
\[
(4.6) \quad N_{ff}(\rho(D_{\epsilon,d} - \lambda)\tilde{Q}_1(\lambda)) = N_{ff}(R_0(\lambda)),
\]
for then it suffices to take $\tilde{Q}_1(\lambda) = Q_0(\lambda) + \tilde{Q}_1'(\lambda)$. To solve (4.6), we can decompose $N_{ff}(R_0(\lambda))$ using the fiberwise projection $\Pi_h$ onto ker $D_\nu$ on the left (note that $\Pi_h$ is an element of $\Psi^0_{\text{sus}(\epsilon,\phi)}(\mathcal{B}_{\phi bf}/(Y \times [-\frac{\pi}{2}, \frac{\pi}{2}]; E)$ trivial in the Euclidean directions):
\[
N_{ff}(R_0(\lambda)) = \Pi_h(N_{ff}(R_0(\lambda)) + (\text{Id} - \Pi_h)(N_{ff}(R_0(\lambda))).
\]
Now recall from (4.1) that we have the decomposition

\[ N_{ff}(\rho(D_{\varepsilon,d} - \lambda)) = N_{ff}(\rho(D_{\varepsilon,d})) = D_v + \delta_h. \]

Here \( D_v \) is a vertical operator in the fibers and \( \delta_h \) is a family of Euclidean Dirac operators on the fibers of the vector bundle \( \varepsilon \phi NY \to Y \times [-\pi/2, \pi/2] \). On the range of \( (\text{Id} - \Pi_h) \) the operator \( D_v + \delta_h \) is, on each fiber, an invertible suspended operator in the sense of \( \text{Mel95a}, \text{MM98} \) and hence has an inverse in \( \Psi^{-1} \) in terms of \( D \) such that

\[ \exists \tilde{Q}_1(\lambda) \in \Psi^{-1}(\varepsilon \phi NY)(\mathcal{B}_{mf}/(Y \times [-\pi/2, \pi/2]); E). \]

There are holomorphic families parametrized by \( \lambda \) such that

\[ Q_1(\lambda) \in \Psi^{-1,Q_1}(X_s; E) \quad \text{and} \quad R_1(\lambda) \in \Psi^{-\infty,R_1}(X_s; E) \]

such that

\[ (D_{\varepsilon,d} - \lambda)Q_1(\lambda) = \text{Id} - R_1(\lambda). \]

The Schwartz kernels of \( Q_1 \) and \( R_1 \) vanish to infinite order at most boundary hypersurfaces, the exceptions being \( \mathcal{B}_{mf} \) where their index sets are both \( N_0 \), and at \( \mathcal{B}_{ff} \) and \( \mathcal{B}_{\phi bf} \), where we have

\[ Q_1|\mathcal{B}_{ff} = N_0 + 1, \quad Q_1|\phi bf = [\circ](J_{h+1} + 1), \quad R_1|\mathcal{B}_{ff} = N_0 + 1, \quad R_1|\phi bf = (J_{h+1} + 1). \]

In particular, we have that \( \inf Q_1|\phi bf = \inf R_1|\phi bf = (h + 1, 0) \).

**Step 2: Error at \( \mathcal{B}_{\phi bf} \), preliminary step.** The error term \( R_2(\lambda) \) is not good enough to apply analytic Fredholm theory yet. Indeed, since it has a term of order \( h + 1 \) at \( \mathcal{B}_{\phi bf} \), hence possibly at \( \mathcal{B}_{\phi bf} \cap \mathcal{B}_{mf} \), it may not even be compact as an operator on \( L^2_b(X_s; E) \) uniformly down to \( \varepsilon = 0 \). The reason is that vanishing at order \( h + 1 \) in terms of \( \phi \)-densities corresponds to vanishing at order zero in terms of \( b \)-densities, and \( b \)-operators of this form are compact only if their restriction to the front face is zero. Therefore, our next objective is to remove this term of order \( \rho^{h+1}_b \). In this step, we first remove the expansion of this term at \( \mathcal{B}_{ff} \cap \mathcal{B}_{\phi bf} \) (technically, just the part which is in the range of \( \Pi_h \)), which enables us to regard the removal of the remaining term as solving a \( b \)-problem on the face \( \mathcal{B}_{bf} \).
Proposition 4.14. There exist families of operators, defined and holomorphic for \( \lambda \in \mathbb{C} \), \( Q_2(\lambda) \in \Psi_{\varepsilon,\phi}^{-1,2}(X_2;E) \) and \( R_2(\lambda) \in \Psi_{\varepsilon,\phi}^{-\infty,2}(X_2;E) \) such that
\[
(D_{\varepsilon,A} - \lambda)Q_2(\lambda) = 1d - R_2(\lambda).
\]
The Schwartz kernels of \( Q_2 \) and \( R_2 \) vanish to infinite order at most boundary hypersurfaces, the exceptions being \( \mathcal{B}_{mf} \) where their index sets are both \( \mathbb{N}_0 \), and at \( \mathcal{B}_{ff} \) and \( \mathcal{B}_{\phi ff} \), where we have
\[
\begin{align*}
Q_2|_{ff} &= G_{h+1} \cup (\mathbb{N}_0 + 1), & Q_2|_{\phi ff} &= [\varepsilon](J_{h+1} + 1), & R_2|_{ff} &= \mathbb{N}_0 + 1, & R_2|_{\phi ff} &= (J_{h+1} + 1),
\end{align*}
\]
where \( G_{h+1} \) is the index set of Proposition \( \ref{A.7} \) and \( J_{h+1} \) is the index set of Corollary \( \ref{A.4} \).

In particular \( \inf Q_2|_{\phi ff} = \inf R_2|_{\phi ff} = (h + 1, 0) \). Finally and most importantly, if \( A \) is the term of order \( \rho^{h+1}_\phi \) at \( \mathcal{B}_{\phi ff} \) of \( R_2(\lambda) \), then \( \Pi_h A \) vanishes to infinite order at the boundary face \( \mathcal{B}_{\phi ff} \cap \mathcal{B}_{ff} \).

Proof. Writing \( Q_2(\lambda) = Q_1(\lambda) + \tilde{Q}_2(\lambda) \), where \( Q_1(\lambda) \) is given by Corollary \ref{4.13}, we need to find a holomorphic family \( \tilde{Q}_2(\lambda) \) such that the restriction of
\[
(D_{\varepsilon,A} - \lambda)\tilde{Q}_2(\lambda) = R_1(\lambda)
\]
at order \( h + 1 \) at \( \mathcal{B}_{\phi ff} \) vanishes to infinite order at \( \mathcal{B}_{\phi ff} \cap \mathcal{B}_{ff} \). Let \( r_1^2(\lambda) \) denote the part of the restriction (at order \( h + 1 \)) to \( \mathcal{B}_{\phi ff} \) of \( R_1(\lambda) \) whose image is in the range of \( \Pi_h \). We need to find \( q_2^2(\lambda) \) such that
\[
(D_{\varepsilon,A} - \lambda)q_2^2(\lambda) = r_1^2(\lambda)
\]
vanishes to infinite order at \( \mathcal{B}_{\phi ff} \cap \mathcal{B}_{ff} \).

Using Proposition \( \ref{A.7} \) we can find such a \( q_2^2(\lambda) \). Indeed, the face \( \mathcal{B}_{\phi ff} \) is obtained from the face \( \mathcal{B}_{bf} \) by blowing up \( D_{fib} \). If \( F \) is the normal bundle of \( D_{fib} \) in \( \mathcal{B}_{bf} \), then in \( \mathcal{B}_{\phi ff} \), the boundary face \( \mathcal{B}_{\phi ff} \cap \mathcal{B}_{ff} \) has a tubular neighborhood modelled on \( F \), the blow-up of \( F \) at the zero section. On the other hand, the lift from the left of \( (D_{\varepsilon,A} - \lambda) \) corresponds near \( D_{fib} \) to a family of operators as in Proposition \( \ref{A.7} \) for the vector bundle \( F \). Therefore, we can find a holomorphic family \( q_2^2(\lambda) \) on \( \mathcal{B}_{\phi ff} \) with index set \( G_{h+1} \) at \( \mathcal{B}_{\phi ff} \cap \mathcal{B}_{ff} \), index set \( \mathbb{N}_0 \) at \( \mathcal{B}_{mf} \cap \mathcal{B}_{\phi ff} \) and vanishing to infinite order at all other boundary hypersurfaces (since we may assume that \( q^2_2(\lambda) \) is identically zero away from \( \mathcal{B}_{\phi ff} \cap \mathcal{B}_{ff} \)), so that \( \ref{4.11} \) vanishes to infinite order at \( \mathcal{B}_{\phi ff} \cap \mathcal{B}_{ff} \).

Extending \( q_2^2(\lambda) \) smoothly to all of \( X_2^* \), we get a holomorphic family \( \tilde{Q}_2^2(\lambda) \) with index set \( \mathbb{N}_0 \) at \( \mathcal{B}_{mf} \), \( (\mathbb{N}_0 + h + 1) \) at \( \mathcal{B}_{\phi ff} \), \( G_{h+1} \) at \( \mathcal{B}_{ff} \) and vanishing to infinite order at all other boundary hypersurfaces such that the restriction
\[
(D_{\varepsilon,A} - \lambda)\tilde{Q}_2^2(\lambda) + R_1(\lambda)
\]
at order \( h + 1 \) at \( \mathcal{B}_{\phi ff} \) vanishes to infinite order at \( \mathcal{B}_{ff} \cap \mathcal{B}_{\phi ff} \) after we apply \( \Pi_h \) on the left. More precisely, if \( T(\lambda) \) denotes this restriction, then \( \Pi_h T(\lambda) \) vanishes to infinite order at \( \mathcal{B}_{ff} \cap \mathcal{B}_{\phi ff} \).

\[\square\]

Step 3: Removing the error at \( \mathcal{B}_{\phi ff} \). The next step is to get rid of the term of order \( h + 1 \) of \( R_2(\lambda) \) at \( \mathcal{B}_{\phi ff} \). This is where our assumption that \( D_0 \) is Fredholm will be used. Recall from Lemma \ref{4.3} that \( D_b \in \text{Diff}^3(\mathbb{X} \times [-\pi/2,\pi/2]; \ker D_v) \) is formally self-adjoint. By Assumption \ref{2} zero is not an indicial root of the indicial family of \( D_b \). Consequently, by [Mel93, Proposition 5.64], [Maz91, Theorem 4.20], \( D_b \) has a generalized inverse which is
polyhomogeneous conormal on the $b$-double space corresponding to $Y \times [-\pi/2, \pi/2]$, and hence on the corresponding overblown $b$-double space, which we have identified with $\mathfrak{B}_{bf}$. More specifically, let $G_b$ be the generalized inverse of $D_b$ on $L^2_b$, so that

$$D_b G_b = G_b D_b = \text{Id} - \Pi_b$$

with $\Pi_b$ the orthogonal projection onto the $L^2_b$ null space of $D_b$. If $\tilde{E}$ is the smallest index set satisfying

$$\{(z, p) \in \mathbb{C} \times \mathbb{N}_0 : (iz, p) \in \text{Spec}_b(D_b), \quad \text{Re} z > 0\} \subseteq \tilde{E}$$

and $\mathcal{E} = \tilde{E} \cup \tilde{E}$ then we have that

$$\Pi_b \in \Psi^{-\infty, (\tilde{E}, \tilde{E})}(Y \times [-\pi/2, \pi/2]; \ker D_v),$$

$$G_b \in \Psi^{-1, (\tilde{E}, \tilde{E})}_b(Y \times [-\pi/2, \pi/2]; \ker D_v) + \Psi^{-\infty, (\tilde{E}, \tilde{E})}(Y \times [-\pi/2, \pi/2]; \ker D_v).$$

Here, $\Psi^{-\infty, (\tilde{E}, \tilde{E})}(W; \ker D_v)$ with $W = Y \times [\pi/2, \pi/2]$ is the space of operators with polyhomogeneous Schwartz kernel in $\mathcal{A}^{\tilde{E}, \tilde{E}}(W \times W; \ker D_v) = (\ker D_v)^* \otimes \pi_2^\vee \Omega_b(\pi/2)$ where $\pi_R : W \times W \to W$ is the projection on the right factor.

More generally, for $\lambda \neq 0$ sufficiently close to zero or with non-vanishing imaginary part, $D_b - \lambda$ is invertible with inverse

$$(D_b - \lambda)^{-1} \in \Psi^{-1, (\lambda, \lambda)}_b(Y \times [-\pi/2, \pi/2]; \ker D_v).$$

where $\mathcal{E}(\lambda)$ is the index family, holomorphic in $\lambda$, obtained by replacing $\text{Spec}_b(D_b)$ by $\text{Spec}_b(D_b - \lambda)$ in the definition of $\tilde{E}$ above. The family (4.12) is meromorphic in a small neighborhood of zero as, e.g., a family of bounded operators acting on $L^2_b(Y \times [-\pi/2, \pi/2]; \ker D_v)$, with a pole of order one at $\lambda = 0$ with residue given by $\Pi_b$.

We now use this knowledge about $(D_b - \lambda)^{-1}$ to remove the term of order $h + 1$ at $\mathfrak{B}_{bf}$.

**Proposition 4.15.** Let $\mathcal{U}$ be a bounded neighborhood of 0 in $\mathbb{C}$ such that $\text{Spec}(D_b) \cap \mathcal{U} \subseteq \{0\}$. There are index families $Q_3(\lambda)$ and $R_3(\lambda)$, defined and holomorphic in $\mathcal{U}$, and families of operators $Q_3(\lambda) \in \Psi^{-1}_{\varepsilon, \phi}(X; E)$ and $R_3(\lambda) \in \Psi^{-\infty, 3}(\lambda)(X; E)$, defined in $V_\delta$ and holomorphic as operators acting on $L^2_b(X; E)$, such that

$$(D_{\varepsilon, A} - \lambda)Q_3(\lambda) = \text{Id} - R_3(\lambda).$$

Moreover, the index sets satisfy $\inf Q_3(\lambda) \geq 0$, $\inf R_3(\lambda) \geq 0$, (meaning they are $\geq 0$ at all faces) and

$$\inf Q_3(\lambda)|_{\mathfrak{B}_{bf}} > 0, \quad \inf Q_3(\lambda)|_{\mathfrak{B}_{bf}} > h + 1, \quad \inf Q_3(\lambda)|_{\mathfrak{B}_{bf}} \geq h + 1, \quad \inf Q_3(\lambda)|_{\mathfrak{B}_{bf}} \geq h + 1,$$

$$\inf R_3(\lambda)|_{\mathfrak{B}_{bf}} > 0, \quad \inf R_3(\lambda)|_{\mathfrak{B}_{bf}} > h + 1, \quad \inf R_3(\lambda)|_{\mathfrak{B}_{bf}} \geq h + 1, \quad \inf R_3(\lambda)|_{\mathfrak{B}_{bf}} > 0.$$

Finally and most importantly, the term of order $h + 1$ of $R_3(\lambda)$ at $\mathfrak{B}_{bf}$ is $\Pi_b$.

Note that, without changing the proof, we could replace $\mathcal{U}$ with an unbounded open set consisting of a neighborhood of the origin as in the statement of the proposition together with any open set in $\mathbb{C}$ bounded away from the real axis. This will be true throughout the construction, but in order to have uniform bounds it is convenient to work with bounded open sets.

**Proof.** Let $A(\lambda)$ be the term of order $h + 1$ at $\mathfrak{B}_{bf}$ of the remainder term $R_2(\lambda)$ from Proposition 4.14 and write $A(\lambda) = a(\lambda) + t(\lambda) + \Pi_b$, where $a(\lambda) = \Pi_h A(\lambda) - \Pi_b$ and $t(\lambda) = (\text{Id} - \Pi_h)A(\lambda)$. 


We first use (4.12) to remove the term \( a(\lambda) \). Note that applying \( \Pi_h \) to the term of order \( h+1 \) at \( \mathfrak{B}_{\phi f} \) of (4.9) at \( \lambda = 0 \) shows that the range of
\[
\text{Id} - \Pi_h - a(0)
\]
is in the range of \( D_b \). Since \( D_b \) is self-adjoint, this shows that \( \text{Id} - \Pi_h - a(0) \) takes values orthogonal to the kernel of \( D_b \) and hence the range of \( a(0) \) is contained in the range of \( \text{Id} - \Pi_h \). Since \( a \) is holomorphic, it is thus of the form
\[
a(\lambda) = \lambda \Pi_h a_1(\lambda) + (\text{Id} - \Pi_h) a(\lambda)
\]
with \( a_1(\lambda) \) holomorphic in \( \lambda \). This suggests that we set, for \( \lambda \in \mathcal{U} \),
\[
q_3^\circ(\lambda) := \Pi_h a_1(\lambda) - (\text{Id} - \Pi_h)(D_b - \lambda)^{-1}(\text{Id} - \Pi_h) a(\lambda),
\]
so that
\[
(D_b - \lambda)q_3^\circ(\lambda) = -a(\lambda).
\]
Now let \( Q_3^\circ(\lambda) \) be a smooth extension off \( \mathfrak{B}_{\phi f} \) with term of order \( h+1 \) at \( \mathfrak{B}_{\phi f} \) given by \( q_3^\circ(\lambda) \). Then \( (D_{\varepsilon,d} - \lambda)Q_3^\circ(\lambda) \) will have \(-a(\lambda)\) as its term of order \( h+1 \) at \( \mathfrak{B}_{\phi f} \) (which is in the range of \( \Pi_h \)), so subtracting \( Q_3^\circ(\lambda) \) from \( Q_2(\lambda) \) will remove the \( a(\lambda) \) term.

If \( \tilde{A}(\lambda) \) denotes the term of order \( h+1 \) at \( \mathfrak{B}_{\phi f} \) of the new remainder term, then
\[
\tilde{A}(\lambda) = u^+(\lambda) + \Pi_h \quad \text{with} \quad u^+(\lambda) = (\text{Id} - \Pi_h) \tilde{A}(\lambda).
\]
To get rid of \( u^+(\lambda) \), it suffices to take a holomorphic family \( Q_3^\bullet(\lambda) \in \Psi^{-\infty,\mathcal{J}}(X_s; E) \) with restriction of order \( h+1 \) at \( \mathfrak{B}_{\phi f} \) given by
\[
q_3^\bullet(\lambda) = -(D_{\varepsilon,d}^{-1} u^+(\lambda)),
\]
where the index family \( \mathcal{J} \) is such that
\[
\mathcal{J}|_{\phi f} = \mathbb{N}_0 + h + 1, \quad \mathcal{J}|_{\mathfrak{B}_{ff}} = \mathbb{N}_0, \quad \mathcal{J}|_{mf} = \mathbb{N}_0, \quad \inf \mathcal{J}|_{lf} > 0, \quad \inf \mathcal{J}|_{rf} > h + 1.
\]
Using the fact that \([D_{\varepsilon,d}, \rho] \in \rho \Psi^0_{\varepsilon,\phi}(X_s; E)\), we then have that
\[
(D_{\varepsilon,d} - \lambda) \rho Q_3^\bullet(\lambda)
\]
has top term at \( \mathfrak{B}_{\phi f} \) of order \( h+1 \) given by \(-u^+(\lambda)\). This means that we can take
\[
Q_3(\lambda) = Q_2(\lambda) - Q_3^\circ(\lambda) - \rho Q_3^\bullet(\lambda) \in \Psi^{-\infty,\mathcal{Q}_3(\lambda)}(X_s; E)
\]
with holomorphic index family \( \mathcal{Q}_3(\lambda) \) as in the statement of the proposition. By construction, we have that
\[
(D_{\varepsilon,d} - \lambda) Q_3(\lambda) = \text{Id} - R_3(\lambda)
\]
with remainder \( R_3(\lambda) \in \Psi^{-\infty,\mathcal{R}_3(\lambda)}(X_s; E) \) as in the statement of the proposition. \( \square \)

**Step 4: Removing the error at \( \mathfrak{B}_{mf} \).** Here we improve the error at \( \mathfrak{B}_{mf} \) and also deduce consequences for the operator \( D_{\varepsilon,d}|_{\mathfrak{B}_{mf}} \) which recover some of the results of [Val01]. The first step is to improve the behavior of the restriction of the error at \( \mathfrak{B}_{mf} \).

**Proposition 4.16.** Let \( \mathcal{U} \subseteq \mathbb{C} \) be as above, and \( \mathcal{U}' \subseteq \mathbb{C} \) an open set containing the origin such that \( \overline{\mathcal{U}'} \subseteq \mathcal{U} \). There exist index families \( \mathcal{Q}_4(\lambda) \) and \( \mathcal{R}_4(\lambda) \), and families of operators \( Q_4(\lambda) \in \Psi^{-1,\mathcal{Q}_4(\lambda)}(X_s; E) \) and \( R_4(\lambda) \in \Psi^{-1,\mathcal{R}_4(\lambda)}(X_s; E) \), defined and holomorphic in \( \mathcal{U}' \), satisfying
\[
(D_{\varepsilon,d} - \lambda) Q_4 = \text{Id} - R_4 \quad \text{and all of the properties in the statement of Proposition 4.15.}
\]
However, in addition, \( N_{mf}(R_4(\lambda)) \) decays to infinite order at \( \mathfrak{B}_{mf} \cap \mathfrak{B}_{lf}, \mathfrak{B}_{mf} \cap \mathfrak{B}_{ff}, \) and \( \mathfrak{B}_{mf} \cap \mathfrak{B}_{\phi f} \).
In particular, note that \( N_{m_f}(R_4(\lambda)) \) is actually in the \( b \)-calculus since it decays to infinite order at \( \mathcal{B}_{mf} \cap \mathcal{B}_{ff} \). Moreover, it is very residual in the sense of [Maz91, p.20].

**Proof.** Consider \( N_{m_f}(R_3(\lambda)) \) for \( \lambda \in \mathcal{U} \). From Proposition 4.15, the leading order term of \( R_3(\lambda) \) at \( \mathcal{B}_{obf} \) is \( \Pi \), which decays to positive order at \( \mathcal{B}_{obf} \cap \mathcal{B}_{mf} \), so the term of order \( h+1 \) in the expansion of \( N_{m_f}(R_3(\lambda)) \) at \( \mathcal{B}_{obf} \) is zero. Thus it is an element of the \( \phi \)-surgery calculus on the face \( \mathcal{B}_{mf} \), with positive leading order at \( \mathcal{B}_{if} \) and \( \mathcal{B}_{ff} \) and leading order greater than \( h+1 \) at \( \mathcal{B}_{obf} \) and \( \mathcal{B}_{rf} \).

We first claim that there exists a holomorphic family of kernels \( B_1(\lambda) \) on \( \mathcal{B}_{mf} \), supported in a neighborhood of \( \mathcal{B}_{if} \) and with positive order at \( \mathcal{B}_{if} \) and order \( h+1 \) at \( \mathcal{B}_{obf} \), such that \( N_{m_f}(D_{\epsilon,d} - \lambda)B_1(\lambda) - R_3(\lambda) \) decays to infinite order at \( \mathcal{B}_{if} \). Indeed, this follows precisely as in the proof of [Mel93, Lemma 5.44] and is obtained by solving for \( B(\lambda) \) in Taylor series at \( \mathcal{B}_{if} \). Setting \( B_2(\lambda) = N_{m_f}(Q_3(\lambda)) + B_1(\lambda) \), we have

\[
N_{m_f}(D_{\epsilon,d} - \lambda)B_2(\lambda) = \text{Id}_{mf} - S_1(\lambda),
\]

and \( S_1(\lambda) \) decays to infinite order at \( \mathcal{B}_{if} \), positive order at \( \mathcal{B}_{ff} \), and order \( h+1 \) at \( \mathcal{B}_{obf} \) and \( \mathcal{B}_{ff} \). By restricting to \( \mathcal{U}' \) we can find \( \gamma > 0 \) for which the leading orders of \( S_1(\lambda) \) are greater than \( \gamma \) at \( \mathcal{B}_{if} \) and \( \mathcal{B}_{ff} \) and greater than \( h+1 + \gamma \) at \( \mathcal{B}_{obf} \) and \( \mathcal{B}_{rf} \). Note also that \( B_2(\lambda) \) has the same leading terms at \( \mathcal{B}_{ff} \) and \( \mathcal{B}_{obf} \) (order 1 at \( \mathcal{B}_{ff} \) and \( h+1 \) at \( \mathcal{B}_{obf} \) as \( N_{m_f}(Q_3(\lambda)) \)).

Next we use a Neumann series argument to remove all terms of the error at \( \mathcal{B}_{obf} \) and \( \mathcal{B}_{ff} \). Choose \( S_2(\lambda) \) such that

\[
\text{Id}_{mf} + S_2(\lambda) \sim \text{Id}_{mf} + \sum_{i=1}^{\infty} (S_1(\lambda))^i.
\]

This is possible, since from the composition rules of Theorem 3.4 restricted to \( \mathcal{B}_{mf} \), the orders of \( (S_1(\lambda))^i \) iterate away (that is, go to infinity with \( i \)) except at \( \mathcal{B}_{rf} \), where they stabilize, so that the series may be asymptotically summed by Borel’s lemma. Now let \( B_3(\lambda) = B_2(\lambda)(\text{Id}_{mf} + S_2(\lambda)) \); then we have that

\[
N_{m_f}(D_{\epsilon,d} - \lambda)B_3(\lambda) = \text{Id}_{mf} - S_\infty(\lambda),
\]

where \( S_\infty(\lambda) \) decays to infinite order at \( \mathcal{B}_{if} \), \( \mathcal{B}_{obf} \), and \( \mathcal{B}_{ff} \), and order \( h+1 \) at \( \mathcal{B}_{rf} \). In particular, \( S_\infty(\lambda) \) is maximally residual in the \( b \)-calculus. Moreover, by the composition rules, \( B_3(\lambda) \) again has the same leading terms as \( N_{m_f}(Q_3(\lambda)) \) at \( \mathcal{B}_{ff} \) and \( \mathcal{B}_{obf} \). Therefore, everything is consistent: we may take \( Q_4(\lambda) \) to be an operator which has the same leading orders as \( Q_3(\lambda) \) at \( \mathcal{B}_{ff} \) and \( \mathcal{B}_{obf} \), positive orders at \( \mathcal{B}_{if} \) and \( \mathcal{B}_{rf} \), and leading order \( B_3(\lambda) \) at \( \mathcal{B}_{mf} \). Note that \( \Pi_{b} \) decays at \( \mathcal{B}_{mf} \cap \mathcal{B}_{obf} \), so that there is no consistency problem there. Thus \( \mathcal{U}' \ni \lambda \mapsto Q_4(\lambda) \) satisfies the conditions of Proposition 4.16, which completes the proof. \( \square \)

We now use the previous result to analyze the operator \( D_{\epsilon,d} \mid_{mf} \), recovering some of the results of [Vai01]. Recall that \( \mathcal{B}_{sm} = [M; H] \) is a manifold with fibered boundary.

**Corollary 4.17.** The operator \( N_{m_f}(D_{\epsilon,d}) \) is self-adjoint and Fredholm on its natural domain as an unbounded operator on \( L^2(\mathcal{B}_{sm}; E) \). Equivalently, the same is true for \( N_{m_f}(\mathcal{B}_{obf}) \) as an unbounded operator on \( L^2_{ge,d}(\mathcal{B}_{sm}; E) \). Furthermore, elements of the kernel of \( N_{m_f}(D_{\epsilon,d}) \) are polyhomogeneous on \( \mathcal{B}_{sm} \) with indicial set \( \mathcal{W} \) such that \( \inf \mathcal{W} > 0 \). In particular, the projection \( \Pi_{\ker N_{m_f}(D_{\epsilon,d})} \) is an element of \( \Psi_{b}^{\infty} R(\mathcal{B}_{sm}; E) \) for some index family \( R \) with \( \inf R > 0 \).
Proof. Taking $\lambda = 0$ in the previous result and applying $N_{mf}$, we get

$$N_{mf}(D_\varepsilon, a)N_{mf}(Q_4(0)) = \text{Id} - N_{mf}(R_4(0)).$$

From the construction above, $N_{mf}(R_4(0))$ is a $b$-operator of order $-\infty$ which has positive order decay at $\mathfrak{B}_f$ and rapid decay at the other faces. Therefore, by the usual properties of $b$-operators, it is compact when acting on $L^2_b(\mathfrak{B}_{sm}; E)$. This implies that the self-adjoint extension of $N_{mf}(D_\varepsilon, a)$ on $L^2_b(\mathfrak{B}_{sm}; E)$ must be Fredholm. Moreover, if $f$ is in the $L^2_b$-kernel of $N_{mf}(D_\varepsilon, a)$, we see from taking adjoints in (4.15), then applying both sides to $f$, that

$$f = (N_{mf}(R_4(0)))^* f.$$

Since $(N_{mf}(R_4(0)))^*$ is a $b$-operator which decays to infinite order at $\mathfrak{B}_f$ and $\mathfrak{B}_r$, it is an immediate consequence of the theory of $b$-pseudodifferential operators that $(N_{mf}(R_4(0)))^* f$ is polyhomogeneous for any $f \in L^2_b(\mathfrak{B}_{sm}; E)$. Hence $f$ itself is polyhomogeneous. It has positive order because $(N_{mf}(R_4(0)))^*$ has positive order at $\mathfrak{B}_f$. This completes the proof.

Remark 4.18. If $\ker D_v = 0$, notice from [MM98] that $N_{mf}(\rho D_\varepsilon, a)$ is Fredholm as $\phi$-operator. In particular, one can find a generalized inverse $Q \in \Psi^{-1}_\phi(\mathfrak{B}_{sm}; E)$ such that

$$Q x N_{mf}(D_\varepsilon, a) = \text{Id} - \Pi_V$$

where $V \subset \mathcal{C}^\infty(\mathfrak{B}_{sm}; E)$ is the kernel of $|x|N_{mf}(D_\varepsilon, a)$. Consequently, $N_{mf}(D_\varepsilon, a)$ has a compact generalized inverse given by $Q|x| \in |x|\Psi^{-1}_\phi(\mathfrak{B}_{sm}; E)$, which implies in particular that its spectrum is discrete, cf. [Vai01, Mor08].

In fact the proof of Corollary 4.17 shows that $N_{mf}((D_\varepsilon, a) - \lambda)$ is Fredholm for any $\lambda \in \mathcal{U}'$. In turn, this Fredholmness result allows us to further improve the error at $\mathfrak{B}_{mf}$ so that the leading order is just the projection onto the kernel of the normal operator.

Proposition 4.19. Let $\mathcal{U}' \subseteq \mathbb{C}$ be as above. There exist index families $Q_5(\lambda)$ and $R_5(\lambda)$, and families of operators $Q_5(\lambda) \in \Psi^{-1}\mathcal{Q}_2(X_s; E)$ and $R_5(\lambda) \in \Psi^{-1}\mathcal{R}_5(X_s; E)$, defined and holomorphic in $\mathcal{U}'$, satisfying $(D_\varepsilon, a) - \lambda)Q_5 = \text{Id} - R_5$ and all of the properties in the statement of Proposition 4.16. However, in addition, the term of order $h + 1$ in the expansion of $R_5(\lambda)$ at $\mathfrak{B}_\phi$ is $\Pi_b$, and most importantly, so that

$$N_{mf}(R_5(\lambda)) = \Pi_{\ker N_{mf}(D_\varepsilon, a)}.$$

Proof. Since $N_{mf}(D_\varepsilon, a) - \lambda$ is self-adjoint and Fredholm from $L^2_b$ to $L^2_b$ for $\lambda \in \mathcal{U}'$, we can find a holomorphic family of bounded operators on $L^2_b$, $V' \ni \lambda \mapsto G(\lambda)$, satisfying

$$N_{mf}(D_\varepsilon, a) - \lambda)G(\lambda) = G(\lambda)N_{mf}(D_\varepsilon, a) - \lambda = \text{Id} - \Pi_{\ker N_{mf}(D_\varepsilon, a)}.$$

Indeed, $G(\lambda)$ is the inverse of $N_{mf}(D_\varepsilon, a) - \lambda)|_{\ker N_{mf}(D_\varepsilon, a)}$ extended by zero to the rest of $L^2_b$. Moreover, we have constructed a parametrix in Proposition 4.16 and taking the adjoint gives

$$(N_{mf}(Q_4(\lambda)))^* N_{mf}(D_\varepsilon, a) - \lambda = \text{Id} - (N_{mf}(R_4(\lambda)))^*.$$

We then use the usual trick, as in [Maz91, Section 4], to show that $G(\lambda)$ is an element of our calculus. In particular, we can evaluate $(N_{mf}(Q_4(\lambda)))^* N_{mf}(D_\varepsilon, a) - \lambda)G(\lambda)$ in two
different ways; one yields $G(\lambda) - (N_{mf}(R_4(\lambda)))^*G(\lambda)$ and the other yields $(N_{mf}(Q_4(\lambda)))^* - (N_{mf}(Q_4(\lambda)))^*\Pi_{ker N_{mf}(D_{e,d})}$. We therefore have

$$G(\lambda) = (N_{mf}(Q_4(\lambda)))^* + (N_{mf}(R_4(\lambda)))^*G(\lambda) - (N_{mf}(Q_4(\lambda)))^*\Pi_{ker N_{mf}(D_{e,d})}.$$  

The same trick applied to $G(\lambda)N_{mf}(D_{e,d} - \lambda)N_{mf}(Q_4(\lambda))$ shows that

$$G(\lambda) = N_{mf}(Q_4(\lambda)) + G(\lambda)N_{mf}(R_4(\lambda)) - \Pi_{ker N_{mf}(D_{e,d})}N_{mf}(Q_4(\lambda)).$$

Plugging the first expression into the second expression shows that

$$G(\lambda) = N_{mf}(Q_4(\lambda)) + (N_{mf}(Q_4(\lambda)))^*N_{mf}(R_4(\lambda)) + (N_{mf}(R_4(\lambda)))^*G(\lambda)N_{mf}(R_4(\lambda))$$

$$- (N_{mf}(Q_4(\lambda)))^*\Pi_{ker N_{mf}(D_{e,d})}N_{mf}(R_4(\lambda)) - \Pi_{ker N_{mf}(D_{e,d})}N_{mf}(Q_4(\lambda)).$$

We now examine the right-hand side. For the third term on the right-hand side, note that $N_{mf}(R_4(\lambda))$ is a very residual element of the $b$-calculus in the sense of [Maz91] p.20 and $G(\lambda)$ is a bounded operator from $L^2_b$ to $L^2_b$; therefore, as explained in [Maz91] Section 4], $N_{mf}(R_4(\lambda))^*G(\lambda)N_{mf}(R_4(\lambda))$ is a very residual element of the $b$-calculus. Moreover, as an element of the $\phi$-calculus, it has positive order at $B_{ff}$ and order $> h + 1$ at $B_{\phi ff}$, $B_{ff}$ and $B_{rf}$. Each other term may be examined directly. We see that $G(\lambda) - N_{mf}(Q_4(\lambda))$ is an element of the $\phi$-calculus with positive order at $B_{ff}$ and order $> h + 1$ at $B_{\phi ff}$, $B_{ff}$ and $B_{rf}$. This shows that $G(\lambda)$ is in the $\phi$-calculus with positive order at $B_{ff}$, order one at $B_{ff}$, order $> h + 1$ at $B_{\phi ff}$, and order $> h + 1$ at $B_{rf}$, and that its leading orders at $B_{\phi ff}$ and $B_{ff}$ are the same as those of $N_{mf}(Q_4(\lambda))$.

Finally, let $Q_5(\lambda)$ be an operator in our calculus which satisfies the requirements of Proposition 4.16 agrees with $Q_4(\lambda)$ to leading order at $B_{ff}$ and $B_{\phi ff}$, and has normal operator at $B_{mf}$ equal to $G(\lambda)$. Because the leading orders of $G(\lambda)$ at $B_{ff}$ and $B_{\phi ff}$ are consistent with those of $Q_4(\lambda)$ (and the leading orders are all that matter for Proposition 4.16), such an operator exists. This completes the proof.

**Remark 4.20.** Notice that for any open set $W \subset \mathbb{C}$ with closure disjoint from the spectrum of $D_b$ and the spectrum of $N_{mf}(D_{e,d})$, these constructions allow us to construct a holomorphic family of operators $W \ni \lambda \mapsto Q_5(\lambda) \in \Psi^{-1}_{\epsilon,\phi}Q_{5}(X_{\epsilon}; E)$ with $R_5 = \Id - (D_{e,d} - \lambda)Q_5(\lambda)$ such that $N_{mf}(R_5(\lambda)) = 0$, since $N_{mf}(D_{e,d} - \lambda)$ is invertible in this case. Similarly, since $D_b - \lambda$ is invertible, we can additionally choose $Q_5(\lambda)$ so that $R_5(\lambda)$ has no term of order $h + 1$ at $B_{\phi ff}$.

**Step 5: Solution up to finite rank error.** With slightly more work, we can also ensure that the remainder term is also uniformly of finite rank. We will need the following lemma.

**Lemma 4.21.** Let $V \subset \mathbb{C}$ be open and let $W$ be a bounded open set with $\overline{W} \subset V$. Let $\lambda \mapsto R(\lambda) \in \Psi^{-\infty}_{\epsilon,\phi}R(X_{\epsilon}; E)$ be a smooth family of operators which is holomorphic as a family of operators acting on $L^2_b(X_{\epsilon}; E)$, where $R(\lambda)$ is a holomorphic family of index sets such that

$$\inf R(\lambda) > 0, \quad \inf R(\lambda)|_{rf} > h + 1, \quad \inf R(\lambda)|_{\phi ff} > h + 1 \quad \forall \lambda \in V.$$

Then there is an $\varepsilon_0 > 0$ and a holomorphic family of index sets $S(\lambda)$ with $R(\lambda) \subset S(\lambda)$ and

$$\inf S(\lambda) > 0, \quad \inf S(\lambda)|_{rf} > h + 1, \quad \inf S(\lambda)|_{\phi ff} > h + 1 \quad \forall \lambda \in W,$$

such that $\Id - R(\lambda)$ is invertible for $\varepsilon \leq \varepsilon_0$ and $\lambda \in W$, with inverse of the form $\Id - S(\lambda)$, where $S(\lambda) \in \Psi^{-\infty}_{\epsilon,\phi}S(\lambda)(X_{\epsilon}; E)$ is a smooth family which is holomorphic in $\lambda \in W$ as a family.
of bounded operators acting on $L^2_b(X_s; E)$. Furthermore, if $\inf \mathcal{R}(\lambda)|_{ff} > h + 1$ for all $\lambda \in V$, then $\inf \mathcal{S}(\lambda)|_{ff} > h + 1$ for all $\lambda \in W$.

**Proof.** Let $W'$ be a bounded open set containing $W$ and contained in $V$. By compactness, we can find $\delta > 0$ such that

$$\inf \mathcal{R}(\lambda) > \delta, \quad \inf \mathcal{R}(\lambda)|_{rf} > h + 1 + \delta$$

Thus, by Theorem 3.4, we know that for $j \in \mathbb{N}$,

$$R(\lambda)^j \in \Psi^{-\infty,\mathcal{R}_j(\lambda)}(X_s; E)$$

with $\mathcal{R}_j(\lambda)$ a holomorphic family of index sets with

$$\inf \mathcal{R}_j(\lambda) > j\delta, \quad \inf \mathcal{R}_j(\lambda)|_{rf} > h + 1 + j\delta$$

Setting $\mathcal{S} = \bigcup_{j=1}^{\infty} \mathcal{R}_j$, this means that we can find a family $\tilde{S}(\lambda) \in \Psi^{-\infty,\tilde{S}(\lambda)}(X_s; E)$ holomorphic in $\lambda$ as a family of bounded operators acting on $L^2_b(X_s; E)$ such that

$$\tilde{S}(\lambda) \sim \sum_{j=1}^{\infty} R(\lambda)^j \quad \text{for} \quad \lambda \in W'.$$

Consequently, for $\lambda \in W'$, we have that

$$(\text{Id} - R(\lambda))(\text{Id} + \tilde{S}(\lambda)) = \text{Id} + T(\lambda)$$

with $T(\lambda) \in \Psi^{-\infty}(X_s; E)$, the space of smooth Schwartz kernels vanishing to infinite order at all boundary hypersurfaces of $X_s$. Again by compactness, we can find $\epsilon_0 > 0$ such that for $\epsilon \in [0, \epsilon_0]$ and $\lambda \in W$, $T(\lambda)$ has small norm (say less than $1/2$) as an operator acting on $L^2_b(X_s; E)$. In this case, $\text{Id} + T(\lambda)$ is invertible with inverse of the form $\text{Id} + T_1(\lambda)$, and we must have $T_1(\lambda) \in \Psi^{-\infty}(X_s; E)$. Consequently,

$$(\text{Id} - R(\lambda))^{-1} = (\text{Id} + \tilde{S}(\lambda))(\text{Id} + T_1(\lambda)) = \text{Id} - S(\lambda)$$

with

$$S(\lambda) = -\tilde{S}(\lambda) - T_1(\lambda) - \tilde{S}(\lambda)T_1(\lambda)$$

of the desired form. \hfill \Box

Now let $\phi^0_1, \ldots, \phi^0_{N_b}$ be an orthonormal basis for the $L^2$ kernel of $D_b$, so that

$$\Pi_b = \sum_{j=1}^{N_b} \phi^0_j \cdot \overline{\phi^0_j} \nu_b,$$

where $\nu_b$ is the $b$-density used to define the $L^2$ inner product on $L^2_b(\mathfrak{B}_{sb})$. We know from [Me93] and the fact that $D_b$ is Fredholm that each $\phi^0_j$ is polyhomogeneous on $\mathfrak{B}_{sb}$ with positive index set. This means that the $\phi^0_j$'s can be extended smoothly from $\mathfrak{B}_{sb}$ to $X_s$ to give polyhomogeneous sections $\phi_1, \ldots, \phi_{N_b}$ of $E$ with positive index set on $\mathfrak{B}_{sm}$ and index set $\mathbb{N}_0$ on $\mathfrak{B}_{sb}$. In this way, setting

$$\Pi_{b,s} = \sum_{j=1}^{N_b} \phi_j \cdot \overline{\phi_j} \frac{dg_{s,d}}{\rho^p},$$

we obtain a smooth extension $\Pi_{b,s} \in \Psi^{-\infty,\mathcal{P}_b}(X_s; E)$ of $\Pi_b$ to $X_s$ with index family $\mathcal{P}_b$ such that $\mathcal{P}_b|_{\mathfrak{B}_{sb}} = \mathbb{N}_0$, with $\mathcal{P}_b$ having strictly positive index sets at the other faces. By
construction, $\Pi_{b,s}$ is uniformly of finite rank and with range having dimension bounded by $N_b$ for all $\varepsilon$.

Similarly, if $\varpi^0_1, \ldots, \varpi^0_{N_m}$ is an orthonormal basis of the $L^2_b$-kernel of $N_{mf}(D_{\varepsilon,d})$, then

$$\Pi_{\text{ker} N_{mf}(D_{\varepsilon,d})} = \sum_{j=1}^{N_m} \varpi^0_j \cdot \frac{d\varepsilon,d}{\rho\nu} \varpi^0_j \mid_{S_{m,s}}.$$  

Since the $\varpi^0_j$'s are polyhomogeneous with positive index set, we can extend them smoothly to obtain polyhomogeneous sections $\varpi_1, \ldots, \varpi_{N_m} X_s$ so that

$$\Pi_{m,s} = \sum_{j=1}^{N_m} \varpi_j \cdot \frac{d\varepsilon,d}{\rho\nu} \in \Psi^{-\infty,\mathcal{P}_m}(X_s; E)$$

is a smooth extension of $\Pi_{\text{ker} N_{mf}(D_{\varepsilon,d})}$ with $\mathcal{P}_m |_{mf} = \mathbb{N}_0$ and $\mathcal{P}_m$ having positive index sets elsewhere. By construction, $\Pi_{m,s}$ is uniformly of finite rank and $N_{mf}(\Pi_{m,s}) = \Pi_{\text{ker} N_{mf}(D_{\varepsilon,d})}$.

Now set $\Pi' = \Pi_{b,s} + \Pi_{m,s}$. Then, with $Q_6(\lambda)$ from Proposition 4.19 we can write

$$\tag{4.18} (D_{\varepsilon,d} - \lambda)Q_6(\lambda) = \text{Id} - \Pi' - S_3(\lambda)$$

with $S_3(\lambda) \in \Psi^{-\infty,\mathcal{S}_3}(X_s; E)$; here $\mathcal{S}_3$ is a holomorphic family of index families with

$$\inf S_3 > 0, \quad \inf S_3 |_{rf} > h + 1, \quad \inf S_3 |_{\phi_{bf}} > h + 1.$$  

By Lemma 4.21 we know that we can find $\varepsilon_0 > 0$ such that $\text{Id} - S_3(\lambda)$ is invertible for $\lambda \in V'_0$ and $\varepsilon \leq \varepsilon_0$ with inverse of the form $\text{Id} - S_4(\lambda)$ where $S_4(\lambda) \in \Psi^{-\infty,\mathcal{S}_4}(X_s; E)$ with $\mathcal{S}_4$ a holomorphic family of index families such that

$$\inf S_4(\lambda) > 0, \quad \inf S_4(\lambda) |_{rf} > h + 1, \quad \inf S_4(\lambda) |_{\phi_{bf}} > h + 1 \quad \forall \lambda \in U.$$  

Therefore, we see from (4.18) that if we set

$$Q_6(\lambda) = Q_5(\lambda) \left( \text{Id} - S_4(\lambda) \right) - \frac{\Pi'}{\lambda},$$  

we have that

$$\tag{4.19} (D_{\varepsilon,d} - \lambda)Q_6(\lambda) = \text{Id} - R_6(\lambda)$$

with $R_6(\lambda) = -\Pi'S_4(\lambda) + \frac{D_{\varepsilon,d}\Pi'}{\lambda}$.

By construction and the composition formula, $Q_6(\lambda) \in \Psi^{-1,\mathcal{Q}_6(\lambda)}(X_s; E)$ is now a meromorphic family with only a simple pole at $\lambda = 0$, where $\mathcal{Q}_6(\lambda)$ is a holomorphic family of index families such that $\inf \mathcal{Q}_6(\lambda) \geq 0$ and

$$\inf \mathcal{Q}_6(\lambda) |_{rf} > 0, \quad \inf \mathcal{Q}_6(\lambda) |_{rf} > h + 1, \quad \inf \mathcal{Q}_6(\lambda) |_{\phi_{bf}} \geq h + 1, \quad \inf \mathcal{Q}_6(\lambda) |_{rf} \geq 1.$$  

Similarly, $R_6(\lambda) \in \Psi^{-\infty,\mathcal{R}_6(\lambda)}(X_s; E)$ is now a meromorphic family with only possibly a simple pole at $\lambda = 0$, where $\mathcal{R}_6(\lambda)$ is a holomorphic family of index families such that $\inf \mathcal{R}_6(\lambda) > 0$ with

$$\inf \mathcal{R}_6(\lambda) |_{rf} > h + 1, \quad \inf \mathcal{R}_6(\lambda) |_{\phi_{bf}} > h + 1, \quad \inf \mathcal{R}_6(\lambda) |_{rf} > h + 1.$$  

Notice also that $R_6(\lambda)$ is uniformly of finite rank, and the dimension of its range is bounded by $2N_b + 2N_m$.

The choice of extensions $\varpi_i$ and $\phi_i$ above was arbitrary, but we will need to be a little more specific for the purposes of Step 6.
Proposition 4.22. We can choose the extensions $\varpi_i$ and $\phi_i$ so that for each $i$, $D_{\varepsilon,d}\varpi_i$ and $D_{\varepsilon,d}\phi_i$ are polyhomogeneous on $X_s$, and so that, for some $\alpha_0 > 0$, each of these extensions has leading order $\alpha_0$ (with nontrivial coefficient) at $\mathcal{B}_{sm}$ and greater than $\alpha_0$ at $\mathcal{B}_{sb}$. Moreover, we may assume that after multiplying by $\varepsilon^{-\alpha_0}$, the $D_{\varepsilon,d}\varpi_i$ and $D_{\varepsilon,d}\phi_i$ are linearly independent for $\varepsilon \leq \varepsilon_0$.

Proof. First we just want to choose the extensions $\varpi_1, \ldots, \varpi_{N_m}$ so that $D_{\varepsilon,d}\varpi_1, \ldots, D_{\varepsilon,d}\varpi_{N_m}$ will be polyhomogeneous on $X$s with some positive order of decay at the boundaries. Fortunately, this can be done. Note first that, using the explicit form of $D_{\varepsilon,d}$ near the boundary, all terms within one order of the leading term in the expansion of an element of $\ker N_{mf}(D_{\varepsilon,d})$ at the boundary $\mathcal{B}_{sm} \cap \mathcal{B}_{sb}$ must be sections of $\ker D_v$; since the leading order is positive, this covers all terms of order $\leq 1$. Therefore, we may choose the extensions $\varpi_i$ so that each term of order less than or equal to one in the expansion at $\mathcal{B}_{sb}$ is a section of $\ker D_v$ on $\mathcal{B}_{sb}$.

Thus $D_{\varepsilon,d}\varpi_i$ is polyhomogeneous (automatic) and decays to positive order at $\mathcal{B}_{sb}$ (by the extra condition); in fact it has positive order at both $\mathcal{B}_{sm}$ and $\mathcal{B}_{sb}$.

To make sure the same is true for $D_{\varepsilon,d}\phi_i$ for each $i$, we just make sure that the term of order 1 at $\mathcal{B}_{sb}$ in the expansion of $\phi_i$ is also a section of $\ker D_v$; then the result is immediate.

Next, let $\alpha_1$ be the infimum of the set of exponents $\alpha$ for which $\varepsilon^{-\alpha} D_{\varepsilon,d}\varpi_i$ and $\varepsilon^{-\alpha} D_{\varepsilon,d}\phi_i$ are bounded for all $i$ (i.e. the minimum order of growth of such an element); it might be infinite, but in any case is positive. Then let $\alpha_0 = \min\{1/2, \alpha_1/2\}$. It is now easy to see that there exist $N_m + N_b$ (in fact, as many as we want) compactly supported sections $\eta_i$ on $\mathcal{B}_{sm} \setminus \partial \mathcal{B}_{sm}$ with mutually disjoint support and which are not in the kernel of $N_{mf}(D_{\varepsilon,d})$.

Each such $\eta_i$ may be extended to a smooth function on $X_s$, also called $\eta_i$ which is zero outside of a small neighborhood of the original support. Then, to each $\varpi_i$ and $\phi_i$, we add $\varepsilon^{-\alpha_0} \eta_i$, using a different $\eta_i$ for each different element. The results satisfy all the same properties as before, and moreover $D_{\varepsilon,d}\phi_i$ and $D_{\varepsilon,d}\varpi_i$ have leading order precisely $\alpha_0$ at $\mathcal{B}_{sm}$ and greater than $\alpha_0$ at $\mathcal{B}_{sb}$.

In addition, all of their leading orders at $\mathcal{B}_{sm}$, after multiplying by $\varepsilon^{-\alpha_0}$, are linearly independent and in fact mutually orthogonal. Hence the functions themselves are linearly independent for suitably small $\varepsilon$. \hfill \Box

Step 6: Analytic Fredholm theory and the resolvent. We are now ready to apply analytic Fredholm theory. First, if $\mathcal{B}_3(0) \subset \mathbb{C}$ is a small ball of radius $\delta > 0$ centered at 0 such that $\mathcal{B}_3(0) \subset \mathcal{U'}$, then we know by Lemma 4.21 applied to $\Id - R_0(\lambda)$ that taking $\varepsilon_0$ smaller if needed, we can assume that $\Id - R_0(\lambda)$ is invertible for $\lambda \in \mathcal{U'} \setminus \mathcal{B}_3(0)$ and $\varepsilon \in [0, \varepsilon_0]$.

By analytic Fredholm theory, since $R_0(\lambda)$ is uniformly of finite rank, we know that for a fixed $\varepsilon \in [0, \varepsilon_0]$, $\Id - R_0(\lambda)$ is invertible except at a finite number of points corresponding to the zeroes of a holomorphic function. In fact, for $\varepsilon$ fixed, the inverse of $\Id - R_0(\lambda)$ will be meromorphic with poles of finite rank.

The goal is now to obtain a more precise description of the inverse. First observe that

$$
\phi_1, \varepsilon^{-\alpha_0} D_{\varepsilon,d}\phi_1, \ldots, \phi_{N_b}, \varepsilon^{-\alpha_0} D_{\varepsilon,d}\phi_{N_b}, \varpi_1, \varepsilon^{-\alpha_0} D_{\varepsilon,d}\varpi_1, \ldots, \varpi_{N_m}, \varepsilon^{-\alpha_0} D_{\varepsilon,d}\varpi_{N_m}
$$

are linearly independent sections for $\varepsilon \leq \varepsilon_0$; the reason is that they are linearly independent as $\varepsilon$ goes to zero, since the restrictions of the sections with a factor of $\varepsilon^{-\alpha_0}$ to $\mathcal{B}_{sm}$ have mutually disjoint support and are orthogonal to $\ker N_{mf}(D_{\varepsilon,d})$.

Now let $\Pi_1 \in \Psi^{\infty,\mathcal{P}}(X_s; E)$ be the projection on the span of (4.20). Note that the index family $\mathcal{P}_1$ is such that $\inf \mathcal{P}_1 \geq 0$ and $\inf \mathcal{P}_1|_{tf} > 0$, $\inf \mathcal{P}_1|_{rf} > 0$. Using the decomposition

$$
L^2(X_s; E) = \text{ran}(\Id - \Pi_1) + \text{ran}(\Pi_1),
$$

we obtain...
we have that
\[
\text{Id} - R_6(\lambda) = \begin{pmatrix}
\text{Id} & 0 \\
C(\lambda) & D(\lambda)
\end{pmatrix}
\]
with \(C(\lambda) = \Pi_1(\text{Id} - R_6(\lambda))\Pi_1\) and \(D(\lambda) = \Pi_1(\text{Id} - R_6(\lambda))\Pi_1\). By the definition of \(R_6(\lambda)\) and \(\Pi_1\), \(C(\lambda)\) is holomorphic while \(D(\lambda)\) is meromorphic with possibly only a simple pole at \(\lambda = 0\). Since the Fredholm determinant of \(\text{Id} - R_6(\lambda)\) is clearly equal to the determinant of \(D(\lambda)\), we see that \(\text{Id} - R_6(\lambda)\) is invertible if and only if \(D(\lambda)\) is. Furthermore, when this is the case, the inverse of \(\text{Id} - R_6(\lambda)\) is given by
\[
(\text{Id} - R_6(\lambda))^{-1} = \begin{pmatrix}
\text{Id} & 0 \\
-D(\lambda)^{-1}C(\lambda) & D(\lambda)^{-1}
\end{pmatrix}.
\]

Lemma 4.23. There exists a bounded function \(f(\varepsilon, \lambda)\), polyhomogeneous in \(\varepsilon \in [0, \varepsilon_0]\) and holomorphic in \(\lambda \in \mathcal{U}'\), such that
\[
f(\varepsilon, \lambda)D(\lambda)^{-1} \in \Psi_{\varepsilon, b}^{- \infty, \mathcal{B}(\lambda)}(X_s; E)
\]
is a holomorphic family when acting on \(L^2_b(X_s; E)\), where \(\mathcal{B}(\lambda)\) is a holomorphic family of index sets with \(\inf \mathcal{B}(\lambda) \geq 0\) and \(\inf \mathcal{B}(\lambda)|_{\mathcal{I}_f} > 0\), \(\inf \mathcal{B}(\lambda)|_{\mathcal{P}_f} > 0\).

Proof. Note first that \(D(\lambda) = \Pi_1 + \Pi' \mathcal{S}_4(\lambda)\Pi_1 - \frac{D_{s} \Pi'}{\lambda}\). Clearly each element of the matrix representing \(D(\lambda)\) is a sum of three terms, each of which is polyhomogeneous and bounded in \(\varepsilon\) with possibly a pole at \(\lambda = 0\). More precisely, using the decomposition
\[
\begin{align*}
\text{ran} \Pi_1 = \\
\text{span} \{\phi_1, \ldots, \phi_{N_b}, \phi_{N_m}, \ldots, \phi_{N_m}\} \oplus \text{span} \{\frac{D_{\varepsilon, \lambda}}{\varepsilon^{\alpha_0}} \phi_1, \ldots, \frac{D_{\varepsilon, \lambda}}{\varepsilon^{\alpha_0}} \phi_{N_b}, \frac{D_{\varepsilon, \lambda}}{\varepsilon^{\alpha_0}} \phi_{N_m}, \ldots, \frac{D_{\varepsilon, \lambda}}{\varepsilon^{\alpha_0}} \phi_{N_m}\},
\end{align*}
\]
we have that
\[
D(\lambda) = \begin{pmatrix}
E(\lambda) & F(\lambda) \\
G(\lambda) & H(\lambda)
\end{pmatrix}
\]
with \(E, F, G, H\) holomorphic in \(\lambda\) with \(G = 0\) when \(\varepsilon = 0\). Therefore, this means that
\[
\det D(\lambda) = \frac{f(\varepsilon, \lambda)}{\lambda^{N_b + N_m}} \Rightarrow \det(D(\lambda))^{-1} = \frac{\lambda^{N_b + N_m}}{f(\varepsilon, \lambda)},
\]
where \(f(\varepsilon, \lambda)\) is holomorphic in \(\lambda\). The cofactor matrices of \(D(\lambda)\) are also meromorphic with at most poles of order \(N_b + N_m\) at \(\lambda = 0\). This means that \(f(\varepsilon, \lambda)D(\lambda)^{-1}\) is indeed holomorphic in \(\lambda\) as a family of bounded operators on \(L^2_b(X_s; E)\). To check that \(f(\varepsilon, \lambda) = \lambda^{N_b + N_m} \det(D(\lambda))\) is polyhomogeneous in \(\varepsilon\) and that \(f(\varepsilon, \lambda)D(\lambda)^{-1} \in \Psi_{\varepsilon, b}^{- \infty, \mathcal{B}(\lambda)}(X_s; E)\), it suffices to use the formula for \(D(\lambda)^{-1}\) in terms of the cofactor matrix. \(\square\)

From (4.21) and Lemma 4.23, it follows that there is a function \(f(\varepsilon, \lambda)\), polyhomogeneous in \(\varepsilon\) and holomorphic in \(\lambda\), such that
\[
(\text{Id} - R_6(\lambda))^{-1} = \text{Id} - S_6(\lambda)
\]
with \(f(\varepsilon, \lambda)S_6(\lambda) \in \Psi_{\varepsilon, \phi}^{- \infty, \mathcal{S}_6(\lambda)}(X_s; E)\) holomorphic as a family of bounded operators on \(L^2_b(X_s; E)\), where \(S_6(\lambda)\) is a holomorphic family of index families with \(\inf \mathcal{S}_6(\lambda) > 0\) and \(\inf \mathcal{S}_6(\lambda)|_{\mathcal{I}_f} > h + 1\), \(\inf \mathcal{S}_6(\lambda)|_{\mathcal{I}_f} > h + 1\). From (4.21), \(S_6(\lambda)\) is also uniformly of finite rank.

This completes the resolvent construction modulo a small detail.
Proposition 4.24. The statement of Theorem 4.5 holds with (4.3) replaced by the slightly weaker statement that
\[ f(\lambda, \varepsilon) \text{Res}_M(\lambda) \in \Psi_{-\infty, \varepsilon, \phi}^{-\infty}(X_s; E) \]
for \( \lambda \mapsto \mathcal{L}(\lambda) \) a holomorphic family of families of index sets with \( \inf \mathcal{L} \geq 0 \) and
\[ \inf \mathcal{L}|_f > 0, \quad \inf \mathcal{L}|_r > h + 1, \quad \inf \mathcal{L}|_{\phi f} \geq h + 1, \quad \inf \mathcal{L}|_f > h + 1. \]

Proof. Composing on the right by \( \text{Id} - S_6(\lambda) \) in (4.19), we finally obtain that
\[ (D_{\varepsilon, d} - \lambda)^{-1} = Q_6(\lambda)(\text{Id} - S_6(\lambda)) \]
for \( \lambda \in V \). From the properties of \( S_6(\lambda) \) and \( Q_6(\lambda) \), the decomposition
\[ (D_{\varepsilon, d} - \lambda)^{-1} = \text{Res}_H(\lambda) + \text{Res}_M(\lambda) \]
follows immediately; we just let
\[ \text{Res}_M(\lambda) = -\frac{\Pi'}{\lambda} - Q_6(\lambda)S_6(\lambda) \]
and let \( \text{Res}_H(\lambda) \) be \( Q_6(\lambda) + \frac{\Pi'}{\lambda} = Q_6(\lambda)(\text{Id} - S_4(\lambda)) \). Since \( \text{Res}_M(\lambda) \) equals \( \Pi'/\lambda \) plus a correction which is lower-order at the boundary faces of \( X_s^2 \) (since \( \inf S_6(\lambda) > 0 \)), it has the desired normal operators. This completes the construction for \( \lambda \in V \) and \( \varepsilon \leq \varepsilon_0 \). However, for \( \varepsilon \geq \varepsilon_0 \), we can just use the standard construction of the resolvent of self-adjoint elliptic operators on compact manifolds. Moreover, for \( \lambda \) away from the spectra of \( N_{mf}(D_{\varepsilon, d}) \) and \( D_b \), we know by Remark 4.20 that we can choose \( Q_5(\lambda) \) so that its right hand side can be immediately inverted using Lemma 4.21, giving an expression of the desired form for the resolvent. \( \square \)

The last step of the resolvent construction will be carried at the end of the next section.

5. Projection onto the eigenspace of small eigenvalues

We have shown in the previous section that the operators \( N_{mf}(D_{\varepsilon, d}) \) and \( D_b \) have discrete spectra near the origin and that if \( B_{\delta}(0) \) is a ball around the origin in the complex plane with the property that the only element of the spectrum of \( N_{mf}(D_{\varepsilon, d}) \) or \( D_b \) in \( B_{\delta}(0) \) is zero, then there is an \( \varepsilon_0 > 0 \) such that
\[ D_{\varepsilon, d} - \lambda \text{ is invertible for all } \lambda \in S_6(0) \text{ and } \varepsilon < \varepsilon_0. \]
In particular, \( B_{\delta}(0) \) should contain all zeroes of \( f(\lambda, \varepsilon) \) which converge to 0 as \( \varepsilon \to 0 \), for suitably small \( \varepsilon \), and no others.

We refer to the elements of \( \text{Spec}(D_{\varepsilon, d}) \cap B_{\delta}(0) \) as the small eigenvalues. It follows from the discussion above that all of the small eigenvalues converge to zero as \( \varepsilon \to 0 \). In fact the construction of the resolvent gives us more refined information about the small eigenvalues and the corresponding eigensections.

We can express the projection \( \Pi_{\text{small}} \) onto the eigenspace of the small eigenvalues in terms of the resolvent
\[ \Pi_{\text{small}} = \frac{i}{2\pi} \int_{\Gamma} (D_{\varepsilon, d} - \lambda)^{-1} d\lambda = \frac{i}{2\pi} \int_{\Gamma} \text{Res}_M(\lambda) d\lambda, \]
where $\text{Res}_M(\lambda)$ is given by Proposition 4.24 and $\Gamma$ is a sufficiently small contour integral going anti-clockwise around the origin, e.g., $S_\delta(0)$. Since the index family of $(D_{\varepsilon,\delta} - \lambda)^{-1}$ depends on $\lambda$, it is not obvious from (5.1) that $\Pi_{\text{small}}$ is also polyhomogeneous. We can, however, deduce from (5.1), by integrating the two parts of $\text{Res}_M$ going anti-clockwise around the origin, e.g., $M_S$.

Deduce that $\Pi_{\text{small}}$ is also polyhomogeneous. We can, however, deduce from (5.1), by integrating the two parts of $\text{Res}_M(\lambda)$ in (4.23) separately, that

\begin{equation}
\Pi_{\text{small}} \in \Psi^{-\infty}_\varepsilon(X_s; E) + \Psi^{-\infty,\tau}_\varepsilon(\Phi; E)
\end{equation}

for some $\tau > 0$, where $\Psi^{-\infty,\tau}_\varepsilon(\Phi; E) = A^\varepsilon(X_s^2; \Phi \otimes \beta_\varepsilon(2) \otimes \Omega_{\varepsilon,b}(X_s))$ is the space of conormal functions vanishing at order $\tau$ (with respect to $b$-surgery densities) at each boundary face of $X_s^2$, cf. [MM95, Equation (78)]. Thus, written in terms of the pull-back from the right of a $\varepsilon, \Phi$-density, this means that, in agreement with (4.22), it must in fact vanish at order $\tau + h + 1$ at $\calB_{r_f}, \calB_{j_f}$ and $\calB_{\phi_f}$. This can be used to obtain the following rough upper bound on the growth of small eigenvalues near $\varepsilon = 0$.

**Corollary 5.1.** There exist positive constants $c$, $\tau$ and $\varepsilon_0$ such that if $\lambda_{\varepsilon}$ is an eigenvalue of $D_{\varepsilon,\delta}$ with $\lambda_{\varepsilon} \to 0$ as $\varepsilon \to 0$, then

$$|\lambda_{\varepsilon}| < c\varepsilon^{\tau} \quad \text{for} \quad \varepsilon \in (0, \varepsilon_0].$$

**Proof.** The small eigenvalues correspond to the zeros of the polynomial

$$P(\lambda, \varepsilon) = \det(D_{\varepsilon,\delta} - \lambda)\Pi_{\text{small}}.$$

If $N$ is for fixed $\varepsilon$ the dimension of the range of $\Pi_{\text{small}}$, then we have immediately that

$$P(\lambda, \varepsilon) = c_N(\varepsilon)\lambda^N + c_{N-1}(\varepsilon)\lambda^{N-1} + \cdots + c_1(\varepsilon)\lambda + c_0(\varepsilon)$$

with $c_N(0) \neq 0$ and $c_j(0) = 0$ for $j < N$. Taking $\varepsilon_0$ sufficiently small, we may thus assume $c_N(\varepsilon) \neq 0$ for $0 \leq \varepsilon \leq \varepsilon_0$. Dividing by $c_N(\varepsilon)$, we thus need to consider the zeros of the polynomial

$$Q(\lambda, \varepsilon) = \sum_{j=0}^N\frac{c_j(\varepsilon)}{c_N(\varepsilon)}\lambda^j$$

with $q_j(\varepsilon) = \frac{c_j(\varepsilon)}{c_N(\varepsilon)}$. In particular,

$$q_{N-1}(\varepsilon)^2 - 2q_{N-2}(\varepsilon) = \sum_{i=1}^N\lambda_i^2(\varepsilon)$$

is the sum of the squares of the small eigenvalues of $D_{\varepsilon,\delta}$ counted with multiplicity. Since

\begin{equation}
(D_{\varepsilon,\delta} - \lambda)\Pi_{\text{small}} = \frac{i}{2\pi} \int_\Gamma (D_{\varepsilon,\delta} - \zeta + \lambda - \zeta)(D_{\varepsilon,\delta} - \zeta)^{-1}d\zeta = \frac{i}{2\pi} \int_\Gamma (\zeta - \lambda)(D_{\varepsilon,\delta} - \zeta)^{-1}d\zeta
\end{equation}

we see that $(D_{\varepsilon,\delta} - \lambda)\Pi_{\text{small}}$ and $\Pi_{\text{small}}(D_{\varepsilon,\delta} - \lambda)\Pi_{\text{small}}$ are also in $\Psi^{-\infty}_\varepsilon(X_s; E) + \Psi^{-\infty,\tau}_\varepsilon(\Phi; E)$ for some small $\tau > 0$. Since $q_i(0) = 0$ for $i \leq N - 1$, this implies that

$$q_{N-1}^2(\varepsilon) - 2q_{N-2}(\varepsilon) = \mathcal{O}(\varepsilon^{2\tau})$$

as $\varepsilon \searrow 0$. Thus, $\sum_{i=1}^N\lambda_i^2 = \mathcal{O}(\varepsilon^{2\tau})$. Since the $\lambda_i$ are real, the result follows. □

With this upper bound, we can now deduce that $\Pi_{\text{small}}$ is polyhomogeneous.
Corollary 5.2. There is an index family $\mathcal{K}$ with $\inf \mathcal{K} \geq 0$ and
\[
\inf \mathcal{K}|_{t_f} > 0, \quad \inf \mathcal{K}|_{r_f} > 0,
\]
such that $\Pi_{small} \in \Psi^{<\infty,\mathcal{K}}_{\varepsilon,b}(X_s; E)$.

Proof. Recall from (4.18) that $\Pi'$ is a finite rank operator which restricts to $\Pi_{ker N_{mf}(D_{\varepsilon,a})}$ on $\mathcal{B}_{mf}$ and $\Pi_{ker D_0}$ on $\mathcal{B}_{lf}$; we have $\Pi' \in \Psi^{<\infty,\mathcal{K}}_{\varepsilon,b}(X_s; E)$ for some index family $\mathcal{K}$ with $\inf \mathcal{K} \geq 0$.

By Cauchy’s formula and the definition of $\Pi$ for $\varepsilon > 0$ small, we have
\[
\Pi_{small} - \Pi' = \frac{i}{2\pi} \int_{\Gamma} \left( \text{Res}_M(\lambda) + \frac{\Pi'}{\lambda} \right) d\lambda.
\]

For $\varepsilon > 0$, we can now change the contour $\Gamma$ to $\tilde{\Gamma}(\varepsilon)$, where
\[
\tilde{\Gamma}(\varepsilon) = \{ \lambda \in \mathbb{C} \mid |\lambda| = 2c\varepsilon^{\frac{\pi}{2}} \},
\]
with $c$ and $\tau$ being the positive constants of Corollary 5.1 and $k$ a large natural number. We then have
\[
(\Pi_{small} - \Pi')_{\varepsilon} = \frac{i}{2\pi} \int_{\tilde{\Gamma}(\varepsilon)} \left( \text{Res}_M(\lambda) + \frac{\Pi'}{\lambda} \right) d\lambda
\]
for $\varepsilon > 0$, since the small eigenvalues are contained inside $\tilde{\Gamma}(\varepsilon)$ by our choice of contour. Notice however that (5.5) makes sense all the way down to $\varepsilon = 0$. Indeed, if $\lambda_{\varepsilon}$ is a small eigenvalue continuous in $\varepsilon$ and $\Pi_{\varepsilon}$ is the projection (continuous in $\varepsilon$) onto an eigenspace of dimension 1, then taking $\tau > 0$ smaller if needed, we know from Corollary 5.1 that $\lambda_{\varepsilon} = O(\varepsilon^{\tau})$ and $\Pi_{\varepsilon} - \Pi_0 = O(\varepsilon^{\tau})$. Since for $\lambda \in \tilde{\Gamma}(\varepsilon)$, we have that $\lambda = O(\varepsilon^{\frac{\pi}{2}})$, this means that
\[
\frac{\Pi_{\varepsilon}}{\lambda - \lambda_{\varepsilon}} - \frac{\Pi_0}{\lambda} = \Pi_{\varepsilon} \left( \frac{1}{\lambda - \lambda_{\varepsilon}} - \frac{1}{\lambda} \right) + \frac{\Pi_{\varepsilon} - \Pi_0}{\lambda} = \Pi_{\varepsilon} \left( \frac{\lambda_{\varepsilon}}{\lambda(\lambda - \lambda_{\varepsilon})} \right) + \frac{\Pi_{\varepsilon} - \Pi_0}{\lambda} = O(\varepsilon^{k-\frac{\pi}{2}}).
\]

Consequently, this means that $\text{Res}_M(\lambda) + \frac{\Pi'}{\lambda}$ is uniformly bounded on $\tilde{\Gamma}(\varepsilon)$ as $\varepsilon \to 0$, so we can say that
\[
(\Pi_{small} - \Pi')_{\varepsilon} = \frac{i}{2\pi} \int_{\tilde{\Gamma}} \left( \text{Res}_M(\lambda) + \frac{\Pi'}{\lambda} \right) d\lambda
\]
where $\tilde{\Gamma}$ is the family of contour integrals (5.4). Now, $(\text{Res}_M(\lambda) + \frac{\Pi'}{\lambda}) = Q_{\delta}(\lambda)S_{\delta}(\lambda)$ is in $\Psi^{-\infty,\mathcal{E}(\lambda)}(X_s; E)$ for some holomorphic family $\mathcal{E}(\lambda)$ of index families with $\inf \mathcal{E}(\lambda) > 0$ and
\[
\inf \mathcal{E}(\lambda)|_{t_f} > h + 1, \quad \inf \mathcal{E}(\lambda)|_{r_f} > h + 1, \quad \inf \mathcal{E}(\lambda)|_{r_f} > h + 1.
\]

On the other hand, for $\lambda \in \tilde{\Gamma}$, we have $\lambda = e^{i\theta}2c\varepsilon^{\frac{\pi}{2}}$, where $\arg \lambda = \theta$. Thus, if $g$ is one of the boundary defining functions for a particular face of $X_s^2$, then for such a $\lambda \in \tilde{\Gamma},$
\[
g^\lambda = \exp(\lambda \log g) = \exp(e^{i\theta}2c\varepsilon^{\frac{\pi}{2}} \log g) = \sum_{j=0}^{\infty} \frac{e^{i\theta}}{j!}(2c\varepsilon^{\frac{\pi}{2}} \log g)^j
\]
is clearly polyhomogeneous on $X_s^2$ with index set independent of $\theta$. More generally, if $g(\lambda)$ is holomorphic, then $g^\lambda$ is polyhomogeneous on $X_s^2$ when $\lambda = e^{i\theta}2c\varepsilon^{\frac{\pi}{2}}$ with index set independent of $\theta$. Expanding in this way each term in the polyhomogeneous expansions of
\[ \text{Res}_M(\lambda) + \frac{\Pi'}{\lambda} \text{ when } \lambda = e^{i\theta}2\varepsilon \tilde{\tau}, \] we see that \( \tilde{\Gamma} \) parametrizes a circle family of operators in \( \Psi^{-\infty, F}_\varepsilon(X_s; E) \) with index set \( F \) independent of \( \theta \), with inf \( F > 0 \) and
\[ \inf F|_{rf} > h + 1, \quad \inf F|_{\partial rf} > h + 1, \quad \inf F|_{ff} > h + 1, \]
by the uniform boundedness. We thus deduce from (5.6) that \( (\Pi_{\text{small}} - \Pi') \in \Psi^{-\infty}_\varepsilon F(X_s; E) \).
Since we already know that \( \Pi' \) is polyhomogeneous, this means that \( \Pi_{\text{small}} \in \Psi^{-\infty}_\varepsilon G(X_s; E) \) for some other index family \( G \) with inf \( G \geq 0 \) and
\[ \inf G|_{tf} > 0, \quad \inf G|_{rf} > h + 1, \quad \inf G|_{\partial rf} \geq h + 1, \quad \inf G|_{ff} \geq h + 1. \]
Finally, using Theorem 3.3 we see that the range of \( \Pi_{\text{small}} \) can be written as the span of bounded polyhomogeneous sections on \( X_s \) either vanishing on \( B_{sm} \) or \( B_{sb} \). Since \( \Pi_{\text{small}} \) is a projection, this means that in fact \( \Pi_{\text{small}} \in \Psi^{-\infty}_\varepsilon K(X_s; E) \) for some index family \( K \) as claimed.

**Remark 5.3.** In light of [Kat82] Remark 6.9a, it is not clear that small eigenvalues themselves must necessarily be polyhomogeneous in \( \varepsilon \).

Note also that since \( \text{Res}_M(\lambda) = -\frac{\Pi'}{\lambda} \) plus a term which is lower order at the boundaries of \( X_{b,s} \), the leading orders of \( \Pi_{\text{small}} \) are \( \Pi_{\ker N_{N_{b,s}}(D_{\varepsilon,a})} \) and \( \Pi_{\ker D_{b,s}} \) at \( B_{mf} \) and \( B_{bf} \) respectively, and zero at all other boundary hypersurfaces of \( X_{b,s} \).

This result about \( \Pi_{\text{small}} \) allows us to complete the construction of the resolvent of the previous section.

**Step 7: Sharper statement concerning the meromorphic part of the resolvent.** Using the resolvent \((D_{\varepsilon,d} - \lambda)^{-1}\) of Proposition 4.24 we can use \( \Pi_{\text{small}} \) to redefine the holomorphic and meromorphic parts of the resolvent by
\[ \text{Res}_M(\lambda) = \Pi_{\text{small}}(D_{\varepsilon,d} - \lambda)^{-1}\Pi_{\text{small}} \quad \text{and} \quad \text{Res}_H(\lambda) = (\text{Id} - \Pi_{\text{small}})(D_{\varepsilon,d} - \lambda)^{-1}(\text{Id} - \Pi_{\text{small}}). \]
Using Corollary 5.2 and Proposition 4.24 we see that (4.3) follows with this new definition of \( \text{Res}_M(\lambda) \), completing the proof of Theorem 4.5.

**Heat kernel under degeneration**

6. Surgery heat space

As we have pointed out above, our study of analytic torsion proceeds by understanding its behavior on a compact manifold as it undergoes degeneration to a space with fibered cusps. In particular we need to understand the asymptotic behavior of analytic torsion as a function of the degeneration parameter \( \varepsilon \). We will achieve this by obtaining a precise description of the asymptotic behavior of the heat kernel of the Hodge Laplacian directly and then deriving the asymptotics of the torsion. Following Melrose [Mel93, Mel95b] we will understand these asymptotics geometrically by replacing the space \( M^2 \times [0, 1]_\varepsilon \times \mathbb{R}^+ \), on which the heat kernel is a priori defined, with another space on which the singularities of the heat kernel are ‘resolved’. Precisely, we will construct a space \( HX_s \) from \( M^2 \times [0, 1]_\varepsilon \times \mathbb{R}^+ \) and then, in section 7, show that the heat kernel lifts to \( HX_s \) to a polyhomogeneous density.

We begin our construction of the heat space by first identifying a compactification of \( M^2 \times (0, 1)_\varepsilon \times (0, \infty)_t \) having nice left and right pushforward maps onto the single surgery
space \( X_s \), the space where the sections on which the heat kernel acts live. A natural candidate is to take

\[
X_{b,s}^2 \times \mathbb{R}_t^+, \tag{6.1}
\]

since then we have left and right projections \( \text{pr}_1 \circ \pi_{b,s,L}^2 \) and \( \text{pr}_1 \circ \pi_{b,s,R}^2 \) onto \( X_s \), where \( \text{pr}_1 : X_{b,s}^2 \times \mathbb{R}_t^+ \) is the projection on the first factor and

\[
\pi_{b,s,R}^2 : X_{b,s}^2 \rightarrow X_s, \quad \pi_{b,s,L}^2 : X_{b,s}^2 \rightarrow X_s,
\]

are the \( b \)-fibrations of \([\text{MM95}, (71)]\). As composite of \( b \)-fibrations, \( \text{pr}_1 \circ \pi_{b,s,L}^2 \) and \( \text{pr}_1 \circ \pi_{b,s,R}^2 \) are automatically \( b \)-fibrations.

Recall that the heat kernel of the Euclidean Laplacian on \( \mathbb{R}^n \) is

\[
\frac{1}{(4\pi t)^{n/2}} \exp \left( -\frac{|\zeta - \zeta'|^2}{4t} \right).
\]

The simplest analogue on a Riemannian manifold is obtained by replacing the Euclidean distance with the Riemannian distance. To obtain the right heat space, we need to further blow up \( X_{b,s}^2 \times \mathbb{R}_t^+ \) in such a way that the functions \( \sqrt{t} \) and \( e^{-d(\zeta,\zeta')^2/4t} \) extend ‘smoothly’.

The first is easily achieved by declaring \( \tau = \sqrt{t} \) to be the smooth global function on \( \mathbb{R}_t^+ \). Technically, this is a change of the smooth structure on \( X_{b,s}^2 \times \mathbb{R}_t^+ \). Alternatively, one could insist on working with \( t \), but then the blow-ups need to be done parabolically, see \[\text{Mel93}, \text{Chapter 7}\] for this approach. To ensure that \( e^{-d(\zeta,\zeta')^2/4t} \) extend ‘smoothly’, we need to blow up twice, which leads us to consider the following heat space,

\[
HX_s = [X_{b,s}^2 \times \mathbb{R}_t^+; D_{fib} \times \{\tau = 0\}; \Delta_s]. \tag{6.2}
\]

Here, \( D_{fib} \) is the lifted fibered diagonal defined in \([3.1]\), so after the first blow-up, the lift of the face \( \tau = 0 \) is naturally identified with the surgery double space \( X_s^2 \). The second blow-up corresponds to blowing up the lifted diagonal \( \Delta_s \subset X_s^2 \subset [X_{b,s}^2 \times \mathbb{R}_t^+; D_{fib} \times \{\tau = 0\}] \) seen as \( p \)-submanifold of the lift of the face \( \{\tau = 0\} \).

The space \( HX_s \) has natural blow-down maps

\[
\begin{array}{ccc}
[X_{b,s}^2 \times \mathbb{R}_t^+; D_{fib} \times \{\tau = 0\}] & \xrightarrow{\text{\( \beta_H' \)}} & X_{b,s}^2 \times \mathbb{R}_t^+ \\
& \xrightarrow{\beta_H} & X_{b,s}^2 \times \mathbb{R}_t^+ \\
& \xrightarrow{\beta_{H,b}} & M^2 \times [0, 1]_c \times \mathbb{R}_t^+
\end{array}
\]

and seven boundary hypersurfaces,

\[
\begin{align*}
\mathcal{B}_{tb} &= \beta_H^2(\{\tau = 0\}) \\
\mathcal{B}_{bmf} &= \beta_H^2(\mathcal{B}_{mf} \times \mathbb{R}_t^+) \\
\mathcal{B}_{bbf} &= \beta_H^2(\mathcal{B}_{bf} \times \mathbb{R}_t^+) \\
\mathcal{B}_{tff} &= (\beta_H')^2(\beta_H'^{-1}(D_{fib} \times \{\tau = 0\})) \\
\mathcal{B}_{tf} &= (\beta_H')^2(\Delta_s) \\
\mathcal{B}_{hlf} &= \beta_H^2(\mathcal{B}_{lf}) \\
\mathcal{B}_{hrf} &= \beta_H^2(\mathcal{B}_{rf})
\end{align*}
\]
Figure 3. The heat surgery space $HX_s$ at $\varepsilon = 0$.

where we innocuously ignore the lift of the face $\varepsilon = 1$. There is also a natural $b$-fibration

$$\pi_\varepsilon : HX_s \longrightarrow [0, 1]_\varepsilon.$$  

We depict the heat space at $\varepsilon = 0$ in Figure 3.

It will be very useful to have clear descriptions of the bhs’s of $HX_s$. As our constructions will only involve those that intersect the lift of the diagonal of $M$, we focus on these.

First note that the boundary hypersurface $\mathcal{B}_{tf}$ is the front face corresponding to the blow-up of $\Delta_s \subset [X_{b,s}^2 \times \mathbb{R}^+; D_{fib} \times \{\tau = 0\}]$, so it is naturally identified with the radial compactification of the bundle $N\Delta_s \to \Delta_s$, that is, the radial compactification of the bundle $\varepsilon,\phi T X_s \to X_s$ by Corollary 3.2. This identification will allow appropriate surgery differential operators to act through their $\varepsilon,\phi$ principal symbol on models at this face.

Next, there is a natural identification

$$(6.3) \quad \mathcal{B}_{tff} \setminus (\mathcal{B}_{tb} \cap \mathcal{B}_{hbf} \cap \mathcal{B}_{tff}) \cong \{(\mathcal{B}_{ff} \setminus \mathcal{B}_{obf}) \times [0, \pi/2]; \Delta_s \cap \mathcal{B}_{ff} \times \{0\}\},$$

where $\tilde{\theta} = \arctan(\tau/\rho_{bf})$. In fact, making use of the rescaled square root of time $\tau/\rho$, we will conveniently think of $\mathcal{B}_{tff}(HX_s)$ as heat space for the normal operators defined on $\mathcal{B}_{ff}(X_s^2)$.

Similarly the face $\mathcal{B}_{hbf}$ is obtained from $\mathcal{B}_{bf} \times \mathbb{R}^+_\tau$ by blowing-up $D_{fib} \times \{0\}$. In particular, for $\tau > 0$ $\mathcal{B}_{hbf}$ can be identified with the $b$-front face of the heat space of $MM95$, §6.1. Correspondingly, the model operator at this face will be a $b$-heat kernel. As expected, the face $\mathcal{B}_{hmf}(HX_s)$ is easily seen to coincide with the $d$-heat space of Vaillant [Vai01] §4 of the manifold with fibered boundary $\mathcal{B}_{sm} = [M; H]$. 
We can define left and right projections $\beta_{H,L}$ and $\beta_{H,R}$ onto $X_s$ by precomposing the $b$-fibrations $\text{pr}_1 \circ \pi_{b,s,L}^2$ and $\text{pr}_1 \circ \pi_{b,s,R}^2$ with the blow-down map $\beta_H$.

The maps $\beta_{H,L}$ and $\beta_{H,R}$ are $b$-fibrations as can be readily seen from [HMM95, Lemma 12].

Given a bundle $E \rightarrow X_s$, we define a homomorphism bundle of $E$ over $HX_s$ by

$$\text{Hom}(E) = \beta_{H,L}^* E \boxtimes \beta_{H,R}^* E^*.$$ 

To define the action of a section of this bundle, consider first the case of a closed manifold $M$ without any degeneration. Here we have

and every $\mathcal{K} \in C^\infty(M^2 \times \mathbb{R}^+; \text{Hom}(E) \otimes \pi_R^* \Omega(M))$ defines an operator on polyhomogeneous sections of $E$

$$\mathcal{A}^*(M; E) \rightarrow \mathcal{A}^*(M \times \mathbb{R}^+; E)$$

$$f \mapsto (\beta_{H,L})_*(\mathcal{K} \cdot \beta_{H,R}^* \pi_M f)$$

Recall that $\beta_{H,R}^*$ acts on polyhomogeneous functions whenever $\beta_{H,R}$ is a $b$-map, and that $(\beta_{H,L})_*$ acts on polyhomogeneous functions whenever $\beta_{H,L}$ is a $b$-fibration. We can also allow $\mathcal{K}$ to be a polyhomogeneous section of $\text{Hom}(E) \otimes \pi_R^* \Omega(M)$ and the same formula defines an operator.

For the case of $M$ with degeneration, we can pull-back a polyhomogeneous section of $E$ from $X_s$ to a polyhomogeneous section over $HX_s$. The left projection to $X_s \times \mathbb{R}^+_t$ is not a $b$-fibration, since the boundary hypersurface $\mathcal{B}_{bf}$ of $HX_s$ is sent to a corner, so we introduce the space

$$\Delta_{HX} = [X_s \times \mathbb{R}^+_t; \mathcal{B}_{sb} \times \{\tau = 0\}]$$

pictured in Figure 4 as well as the extended heat space

$$\widehat{HX}_s := [HX_s; \mathcal{B}_{bf} \cap \mathcal{B}_{bf}; \mathcal{B}_{bf} \cap \mathcal{B}_{bf}; \mathcal{B}_{bf} \cap \mathcal{B}_{bf}].$$

Indeed, since $D_{fib} \times \{0\} \subset \mathcal{B}_{bf} \times \{0\}$, we see, using the commutativity of blow-ups which are nested or transverse (see for instance [HMM95, Lemma 5]), that there is a canonical
isomorphism

\[
\widetilde{HX}_s \cong [X^2_{b,s} \times \mathbb{R}^+; \mathcal{B}_{bf} \times \{0\}; \mathcal{B}_{tf} \times \{0\}; \mathcal{B}_{r} \times \{0\}; D_{fib} \times \{0\}; \Delta_s].
\]

By [HMM95, Lemma 10], we know that the \(b\)-fibration \(\pi^2_{b,s,L} : X^2_{b,s} \times \mathbb{R}^+ \to X_s \times \mathbb{R}^+\) lifts to a \(b\)-fibration

\[
[X^2_{b,s} \times \mathbb{R}^+; \mathcal{B}_{bf} \times \{0\}; \mathcal{B}_{tf} \times \{0\}; \mathcal{B}_{r} \times \{0\}] \to \Delta_{HX}.
\]

Hence, by [HMM95, Lemma 12] and equation (6.5), this lifts to a \(b\)-fibration \(\widetilde{HX}_s \to \Delta_{HX}\).

On \(\Delta_{HX}\), we denote the blow-down maps by

\[
\Delta_{HX} \xrightarrow{\beta_{(1)}} X_s \times \mathbb{R}^+ \xrightarrow{\beta_\Delta} M \times [0,1] \times \mathbb{R}^+
\]

and label the boundary hypersurfaces of \(\Delta_{HX}\) (ignoring, as usual, \(\varepsilon = 1\)) by

\[
\mathcal{B}_{hmf} = \beta^2_{\Delta,1}(\{\varepsilon = 0\}), \quad \mathcal{B}_{hbf} = \beta^2_{\Delta}(\mathcal{B}_{sb} \times \mathbb{R}^+)
\]

\[
\mathcal{B}_{tf} = \beta^2_{\Delta}(\{\tau = 0\}), \quad \mathcal{B}_{tf} = \beta^{-1}_{\Delta}(\mathcal{B}_{sb} \times \{\tau = 0\}),
\]

consistently with the labels on \(HX_s\), and extend the diagram above to

\[
\widetilde{HX}_s \xrightarrow{\tilde{\beta}_H} X^2_{b,s} \times \mathbb{R}^+ \xrightarrow{\pi^2_{b,s,L} \times \text{Id}_r} X_s \times \mathbb{R}^+ \xrightarrow{\beta_\Delta} X_s.
\]

**Figure 4.** The auxiliary space \(\Delta_{HX}\); the dotted line represents \(x = 0\).
Then every density $K \in A^*(HX_s; \text{Hom}(E) \otimes \beta_{H,R}^* \Omega(M))$ defines an operator on (appropriate) polyhomogeneous sections of $E$,

$$A^*(X_s; E) \rightarrow A^*(\Delta_{HX}; E)$$

$$f \mapsto (\tilde{\beta}_{H,L})_* \left( \tilde{\beta}_H^* K \cdot \tilde{\beta}_{H,R}^* f \right)$$

where $\tilde{\beta} : \overline{HX}_s \to HX_s$ is the natural blow-down map. In the next section we show that the solution operator of the heat equation on $X_s$ is an example of such an operator, with $K$ the heat kernel.

7. Solving the heat equation

Our study of analytic torsion proceeds through a careful understanding of the asymptotics of the heat kernel of the Hodge Laplacian as the metric on $M$ degenerates. In §6 we have described the ‘surgery heat space’ $HX_s$. Our refined description of the asymptotics of the heat kernel is that it is a weighted smooth density on $HX_s$ (with explicit weights). In particular this will allow us to deduce the behavior of the trace of the heat kernel as a function of $\varepsilon$ and $t$.

7.1. The heat kernel of a Laplace-type operator. In this section, we will construct the heat kernel of the operator $\partial^2_{\varepsilon,d}$, where $\partial_{\varepsilon,d}$ is the operator of §4. As in §4 in order to work with $b$-densities, it is convenient to work instead with the shifted operator

$$\Delta_{\varepsilon,d} := \rho^{\varepsilon/2} \partial^2_{\varepsilon,d} \rho^{-\varepsilon/2} = D^2_{\varepsilon,d}$$

seen as an unbounded operator acting on $L^2_b(X_\varepsilon; E)$.

Note that the operator $\Delta_{\varepsilon,d}$ is singular at $\mathfrak{B}_{sb}$. We define

$$\Delta_v = \rho_{sb}^2 \Delta_{\varepsilon,d} \mid_{\mathfrak{B}_{sb}} = D^2_v \in \text{Diff}^2(\mathfrak{B}_{sb}/Y \times [-\pi/2, \pi/2]; E), \quad \Delta_d = \Delta_{\varepsilon,d} \mid_{\mathfrak{B}_{sm}} \in \rho_{sb}^{-2} \text{Diff}^2([M; H])$$

As in §4 we make the fundamental constant rank assumption (Assumption 1) that

$\ker \Delta_v = \ker D_v$ forms a bundle over $Y \times [-\pi/2, \pi/2]$.

Notice however that in the construction of the heat kernel, we will not require the operator $D_b$ of Definition 4.2 to be Fredholm, but we will make use of the corresponding second order operator $\Delta_b := D^2_b$.

Given a section $f \in C^\infty(X_\varepsilon; E)$, a solution to the heat equation is a section $u \in C^\infty(\Delta_{HX}; E)$ satisfying

$$\begin{cases} 
(\partial_t + \Delta_{\varepsilon,d})u = 0, \\
\left. u \right|_{t=0} = f.
\end{cases}$$

The heat operator of $\Delta_{\varepsilon,d}$ is the map $f \mapsto u$ and we will show that its distributional kernel is a smooth section of an appropriate bundle over $HX_s$.

**Theorem 7.1.** There exists an operator $A : C^\infty(X_\varepsilon; E) \rightarrow C^\infty(\Delta_{HX}; E)$ solving the heat equation in that

$$\begin{cases} 
\beta_\Delta^* (t\partial_t + t\Delta_{\varepsilon,d})(Af) = 0 \\
\left. Af \right|_{\mathfrak{B}_{tf}(\Delta_{HX})} = f.
\end{cases}$$
The integral kernel of \( A \) is a weighted smooth density on \( HX_s \),

\[
\mathcal{K}_A \in \rho^\alpha C^\infty (HX_s; \beta_{H,R}^\tau (\Omega_{\varepsilon,\phi} (X_s)) \otimes \text{Hom}(E))
\]

with \( \alpha = (\alpha_{tf} = -m, \alpha_{tff} = -h - 1, \alpha_{bf} = 0, \alpha_{bf} = 0, \alpha_{tb} = \alpha_{bf} = \alpha_{hR} = \infty) \)

and leading term at each boundary hypersurface

\[
N_{tff}(A) = \frac{1}{(4\pi)^{m/2}} \exp \left( -\frac{|\cdot|_{\varepsilon,\phi}^2}{4} \right) \mu_{\varepsilon,\phi} \tau/\rho
\]

\[
N_{hbf}(A) = e^{-\sigma^2 \Delta_e}, \quad N_{hmf}(A) = e^{-t \Delta_d}
\]

where \( \sigma = \tau/\rho \) is a rescaled time variable, \( \mu_{\varepsilon,\phi} \tau/\rho \) is a vertical density on the fibers of \( \varepsilon,\phi TX_s \hookrightarrow X_s, \mu_{\varepsilon,\phi} \tau/\rho \) is a vertical density on the fibers of \( \varepsilon,\phi NY \rightarrow Y \times [-\pi/2, \pi/2] \), and \( e^{-t \Delta_d} \) is the heat kernel of the operator \( N_{mf}(\Delta_{\varepsilon,d}) \) acting on \( L^2_d \)-sections.

Remark 7.2. In particular, notice that if \( D_b = 0 \), then \( N_{hbf}(e^{-t \Delta_{\varepsilon,d}}) = 0 \), which implies that for \( t > 0 \), the \( b \)-operator \( e^{-t \Delta_{\varepsilon,d}} \) is trace class.

\[ H_{\varepsilon,d} = e^{-t \Delta_{\varepsilon,d}}. \]

Proof. As in the statement of the theorem, it is convenient to start by replacing the operator \( \partial_t + \Delta_{\varepsilon,d} \) with the operator \( t(\partial_t + \Delta_{\varepsilon,d}) \) as the latter is made up from vector fields tangent to \( B_{tff} \) and \( B_{tff} \). In particular \( t(\partial_t + \Delta_{\varepsilon,d})(Af) = 0 \) will induce model problems at these boundary hypersurfaces and we can begin our construction by solving these simpler problems.

The solution to the problem at \( B_{tff} \) proceeds identically to the treatment in [Mel93, Chapter 7]. Nevertheless we will go through the details as it illustrates the procedure we follow at the other boundary hypersurfaces, and as we will need to verify that our model problem solutions are mutually compatible.

Let us start by considering the action of \( A \) on \( f \) near \( B_{tff} \). Recall that the interior of \( B_{tff} \) can be identified with the vector bundle \( \varepsilon,\phi TX_s \hookrightarrow X_s \). Away from the other boundary faces, a convenient choice of coordinates is

\[
\zeta = (x, y, z), \quad \Theta' = \frac{\zeta'}{\tau}, \quad \varepsilon, \quad \tau = \sqrt{t}
\]

in which \( \tau \) is a bdf for \( B_{tff} \). In these coordinates, with \( \Theta' = \frac{x' - x}{t} \), we have for \( \zeta, \varepsilon \) and \( \tau \) fixed that

\[
\beta_{H,R}^\tau (d\zeta') = \tau^m d\Theta',
\]

so let us write \( \mathcal{K}_A = \widetilde{\mathcal{K}}_A \tau^m d\Theta' \) so that the action of \( A \) on \( f \) is through

\[
(\beta_{H,L})_* \mathcal{K}_A f(\zeta, \tau) = \int_{\mathbb{R}^m} \widetilde{\mathcal{K}}_A (\zeta, \Theta', \varepsilon, \tau) f(\tau \Theta' + \zeta) \tau^m d\Theta'
\]

for \( f \) supported in the coordinate chart of \( \zeta = (x, y, z) \). Clearly, the restriction of \( Af \) at \( t = 0 \) makes sense as long as \( \tau^m \widetilde{\mathcal{K}}_A |_{B_{tff}(HX)} \) makes sense. Thus we set \( \alpha_{tf} = -m \), and let us
write $\tilde{K}_A = \tau^{-m}\tilde{K}_{tf} + \tau^{1-m}\tilde{K}'_A$ with $\tilde{K}_{tf}$ independent of $\tau$ and $\tilde{K}'_A = O(\tau^0)$. The restriction of $Af$ to $\mathcal{B}_{tf}(\Delta_{HX})$ is then given by

$$f(\zeta, \varepsilon) \int_{\mathbb{R}^m} \tilde{K}_{tf}(\zeta, \Theta', \varepsilon) \, d\Theta'$$

and so the requirement that $Af|_{t=0} = f$ comes down to asking that the fiberwise integral of $\mathcal{K}_A|_{\mathcal{B}_{tf}}$ is equal to one, at least away from the other boundary hypersurfaces.

Let us consider the action of $\beta^*_\Delta(t\partial_t + t\Delta)$ on $Af$ at $\beta_{tf}(\Delta_{HX})$. First $\beta^*_\Delta(t\partial_t) = \frac{1}{2}t\partial_t$ will act by (in the interest of space we will not write the arguments of $\mathcal{K}_A$ and $f$ when they coincide with those in $\tilde{K}_A$)

$$\int_{\mathbb{R}^m} \left(\frac{1}{2}t\partial_t(\tau^m\tilde{K}_A(\cdot))\right) f(\cdot) \, d\Theta' + \frac{1}{2} \int_{\mathbb{R}^m} \tau^m\tilde{K}_A(\cdot)((\Theta' \cdot \partial_{\Theta'}) f(\cdot)) \, d\Theta'$$

the first integral is $O(\tau)$, and integrating by parts in the second integral yields

$$\int_{\mathbb{R}^m} \left(\frac{1}{2}(-m - \mathcal{R})(\tau^m\tilde{K}_A(\cdot))\right) f(\cdot) \, d\Theta'$$

where $\mathcal{R} = \Theta' \cdot \partial_{\Theta'}$ denotes the radial vector field on $\mathbb{R}^m$. Restricting this expression at $\tau = 0$, we find

$$\beta^*_\Delta(t\partial_t)(Af)|_{\mathcal{B}_{tf}} = f(x, y, z) \int_{\mathbb{R}^m} -\frac{1}{2}(m + \mathcal{R})K_{tf}(\zeta, \Theta', \varepsilon) \, d\Theta',$$

so that

$$\mathcal{K}_{\beta^*_\Delta(t\partial_t)\circ A}|_{\mathcal{B}_{tf}(HX)} = -\frac{1}{2}(m + \mathcal{R})K_{tf}(\zeta, \Theta', \varepsilon) \, d\Theta'$$

in the coordinates $\tilde{K}_A$.

Next consider the action of $t\Delta_{\varepsilon, d}$. First note that if $V$ is any vector field on $X_s$, the action of $\tau V$ is equal to

$$(7.5) \quad \tau V Af(\zeta, \tau) = \int_{\mathbb{R}^m} (\tau V_\zeta)\tilde{K}_A(\zeta, \Theta', \varepsilon) f(\tau\Theta' + \zeta, \varepsilon)\tau^m \, d\Theta'$$

$$\quad + \int_{\mathbb{R}^m} \tilde{K}_A(\zeta, \Theta', \varepsilon)(\tau V_\zeta) f(\tau\Theta' + \zeta, \varepsilon)\tau^m \, d\Theta',$$

where $V_\zeta$ indicates that $V$ acts through the left coordinates $\zeta$. The first term is $O(\tau)$ as $\tau \to 0$, while in the second term we can replace $\tau V_\zeta$ with $V_{\Theta'} = v^i(\zeta) \frac{\partial}{\partial (\Theta')^i}$ if $V_\zeta = v^i(\zeta) \frac{\partial}{\partial \zeta^i}$. Thus $V_{\Theta'}$ is a vector field on $\varepsilon, \partial T X_s$, tangent to the fibers of the projection onto $X_s$, with constant coefficients on each fiber. Integrating by parts, the second term is thus equal to

$$\int_{\mathbb{R}^m} \tilde{K}_A(\zeta, \Theta', \varepsilon)V_{\Theta'} f(\tau\Theta' + \zeta, \varepsilon)\tau^m \, d\Theta' = -\int_{\mathbb{R}^m} V_{\Theta'} \tilde{K}_A(\zeta, \Theta', \varepsilon) f(\tau\Theta' + \zeta, \varepsilon)\tau^m \, d\Theta'$$

and so has leading term at $\mathcal{B}_{tf}(\Delta_{HX})$ given by

$$-f(\zeta, \varepsilon) \int_{\mathbb{R}^m} V_{\Theta'} \tilde{K}_{tf}(\zeta, \Theta', \varepsilon) \, d\Theta'.$$

Thus

$$\mathcal{K}_{\tau V \circ A}|_{\mathcal{B}_{tf}(HX)} = -V_{\Theta'} \tilde{K}_{tf}(\zeta, \Theta', \varepsilon) \, d\Theta'$$
with $V_{\vartheta}$ a family of translation invariant vector fields on the fibers of $\varepsilon,\phi TX_s \cong \mathcal{B}_{tf} \setminus \mathcal{B}_{th}$. In particular, notice that the principal symbol of $V$ is given by the Fourier transform of $V_{\vartheta}$ in the fibers of $\varepsilon,\phi TX_s$. Thus a vector field acts on $K_A$ at $\mathcal{B}_{tf}(HX)$ through the inverse Fourier transform of its principal symbol. This same reasoning shows that the action on the left of $(t\Delta_{\varphi A})$ on the leading term of $K_A$ at $\mathcal{B}_{tf}$ is through the inverse Fourier transform of its principal symbol $\varepsilon,\phi \sigma_2(\rho^2 \Delta_{\varphi A})$, which is just a family of Euclidean Laplacians $\Delta_{\varepsilon,\phi TX_s} = \mathcal{F}^{-1}(\varepsilon,\phi \sigma_2(\rho^2 \Delta_{\varepsilon,\phi}))$ on the fibers of $\varepsilon,\phi TX_s \cong \mathcal{B}_{tf} \setminus \mathcal{B}_{th}$. Hence altogether at $\mathcal{B}_{tf}$ away from other boundary hypersurfaces we need to solve fiberwise

\begin{equation}
(\Delta_{\varepsilon,\phi TX_s} - \frac{1}{2}(m + R))N_{tf}(A) = 0, \\
\int_{\varepsilon,\phi TX_s/N_{tf}} N_{tf}(A) = 1.
\end{equation}

(7.6)

To see that this makes sense all the way down to $\mathcal{B}_{tf} \cap \mathcal{B}_{ff}$, we need to consider coordinates near $\mathcal{B}_{tf} \cap \mathcal{B}_{ff}$ of the form

\begin{equation}
\rho = \sqrt{x^2 + \varepsilon^2}, \quad \theta = \arctan \frac{x}{\varepsilon}, \quad y, z, \quad \tilde{S}' = \frac{x' - x}{\rho^2 \sigma}, \quad \tilde{U}' = \frac{y' - y}{\rho \sigma}, \quad \tilde{Z}' = \frac{z' - z}{\sigma}, \quad \sigma = \frac{\tau}{\rho},
\end{equation}

(7.7)

in which $\sigma$ is a bdf for $\mathcal{B}_{tf}(HX)$ and $\rho$ is a bdf for $\mathcal{B}_{ff}(HX)$. Note that since $f$ is a function on $X_s$ near $\mathcal{B}_{sb}$, we can evaluate it on, e.g., $(\rho, \theta, y, z)$. In these coordinates and with $\theta, y, z, \rho, \sigma$ fixed,

$$
\tilde{\beta}_{H,R}^A \left( \frac{dxdydz}{\sqrt{x^2 + \varepsilon^2}} \right) = \frac{\sigma^m \rho^{h+1}d\tilde{S}'d\tilde{U}'d\tilde{Z}'}{(\sin \theta + \rho \sigma \tilde{S}')^2 + \cos^2 \theta}
$$

so we will write $K_A = \tilde{K}_A \left( \sigma^m \rho^{h+1}d\tilde{S}'d\tilde{U}'d\tilde{Z}' \right)$ and $\tilde{K}_{tf} = \sigma^m \tilde{K}_A \mid_{\mathcal{B}_{tf}}$. For $f$ supported in the coordinate chart of $(\rho, \theta, y, z)$ in $X_s$, the action of $A$ on $f$ is then given by

\begin{equation}
(\tilde{\beta}_{H,L})_*(K_A \tilde{\beta}_{H,R}^A f)(\rho, \theta, y, z, \sigma) = \\
\int_{\mathbb{R}^m} \tilde{K}_A(\rho, \theta, y, z, \tilde{S}', \tilde{U}', \tilde{Z}', \sigma) f(\rho', \theta', \rho \sigma \tilde{U}' + y, \sigma \tilde{Z}' + z) \left( \sigma^m \rho^{h+1}d\tilde{S}'d\tilde{U}'d\tilde{Z}' \right),
\end{equation}

(7.8)

where $\rho' = \rho \sqrt{(\sin \theta + \rho \sigma \tilde{S}')^2 + \cos^2 \theta}$ and $\theta' = \arctan \left( \frac{\sin \theta + \rho \sigma \tilde{S}'}{\cos \theta} \right)$. Thus, the restriction at $\sigma = 0$ is equal to

$$
\rho^{h+1} f(\rho, \theta, y, z) \int_{\mathbb{R}^m} \tilde{K}_{tf}(\rho, \theta, y, z, \tilde{S}', \tilde{U}', \tilde{Z}') d\tilde{S}'d\tilde{U}'d\tilde{Z}'.
$$

Thus requiring the fiberwise integral of $K_A \mid_{\mathcal{B}_{tf}}$ to be equal to one necessitates $\tilde{K}_{tf} = O(\rho^{-h-1})$ and we see that we should set $\alpha_{tf} = -h - 1$.

Considering the action $t\partial_t = \frac{1}{2} \tau \partial_r = \frac{1}{2} \sigma \partial_\sigma$ on $Af$, we can integrate by parts as before to obtain this time

$$
K_{t\partial_t \circ A} \mid_{\mathcal{B}_{tf}} = -\frac{1}{2}(m + R)\tilde{K}_{tf}(\rho, \theta, y, z, \tilde{S}', \tilde{U}', \tilde{Z}') \rho^{h+1}d\tilde{S}'d\tilde{U}'d\tilde{Z}',
$$
where \( \mathfrak{R} = \tilde{S}' \partial_{\tilde{S}} + \tilde{U}' \cdot \partial_{\tilde{U}} + \tilde{Z}' \cdot \partial_{\tilde{Z}} \) in the coordinate \( \tilde{S}', \tilde{U}', \tilde{Z}' \). To compute the action of \( t\Delta_{\varepsilon,d} \), consider first an \( \varepsilon, d \)-vector field

\[
V = a \rho \partial_x + b^i \partial_{y^i} + c^j \partial_{z^j}
\]

with \( a, b^i \) and \( c^j \) smooth sections of \( \text{End}(E) \) on \( X_s \). We want to see how \( \tau V = \sigma \rho V \) acts on \( K_A \) from the left. Now, \( \rho V \) is a \( \varepsilon, \phi \)-vector field, so keeping in mind that \( \rho \) and \( \sigma \) in (7.7) depend on \( x \) and integrating by parts as in (7.5), a careful computation shows that

\[
\tau V A f(\rho, \theta, y, z) = \int_{\mathbb{R}^n} V' K_A(\rho, \theta, y, z, \tilde{S}', \tilde{U}', \tilde{Z}', \sigma) f(\rho', \theta', \rho \sigma \tilde{U}' + y, \sigma \tilde{Z}' + z) \sigma^m \rho^{h+1} d\tilde{S}' d\tilde{U}' d\tilde{Z}',
\]

with

\[
V' = a \left( \sigma \rho^2 \partial_x - (1 + 2x \sigma \tilde{S}') \partial_{\tilde{S}} - \sigma x \sum (\tilde{U}')_i \partial_{(\tilde{U})^i} + \sigma x (m - h - 2 - \mathfrak{R}) \right) + \sum b^i \partial_{(\tilde{U})^i} + \sum c^j \partial_{(\tilde{Z})^j}.
\]

Hence, restricting to \( \mathcal{B}_{tf} \), that is, to \( \sigma = 0 \), this gives

\[
\tau V A f|_{\sigma=0}(\rho, \theta, y, z) = -\rho^{h+1} f(\rho, \theta, y, z) \int_{\mathbb{R}^n} (V'|_{\sigma=0}) \tilde{K}_{tf}(\rho, \theta, y, z, \tilde{S}', \tilde{U}', \tilde{Z}') d\tilde{S}' d\tilde{U}' d\tilde{Z}',
\]

where

\[
V'|_{\sigma=0} = a(\rho, \theta, y, z) \partial_{\tilde{S}} + b^i(\rho, \theta, y, z) \partial_{(\tilde{U})^i} + c^j(\rho, \theta, y, z) \partial_{(\tilde{Z})^j}
\]

is as before the family of translation invariant vector fields in the fibers of \( \varepsilon, \phi T X_s \cong \mathcal{B}_{tf} \setminus \mathcal{B}_{tb} \) corresponding to the inverse Fourier transform of the principal symbol \( \varepsilon, \phi \sigma_1(\rho V) \). Thus,

\[
K_{\tau \partial_{\varepsilon,d} A}|_{\mathcal{B}_{tf}} = \beta_{H,L}(\tau \partial_{\varepsilon,d}) K_A|_{\mathcal{B}_{tf}} = -V' \tilde{K}_{tf}(\rho, \theta, y, z, \tilde{S}', \tilde{U}', \tilde{Z}') \rho^{h+1} d\tilde{S}' d\tilde{U}' d\tilde{Z}'.
\]

Similarly, we deduce that \( \Delta_{\varepsilon,d} \) acts on the left on \( K_A|_{\mathcal{B}_{tf}} \) via the inverse Fourier transform

\[
\Delta_{\varepsilon, \phi T X_s} = \mathcal{F}^{-1}(\varepsilon, \phi \sigma_2(\rho^2 \Delta_{\varepsilon,d})) \]

so that the equation (7.6) is also satisfied by \( K_{\Delta_{\varepsilon,d}}|_{\mathcal{B}_{tf}} \) near \( \mathcal{B}_{tf} \cap \mathcal{B}_{tf} \). This equation is readily solved by using the Fourier transform on the fibers of \( \varepsilon, \phi T X_s \) and the solution is

\[
N_{tf}(A) = \frac{1}{(4\pi)^{m/2}} \exp \left( -\frac{|\cdot|_{\varepsilon,d}^2}{4} \right) \mu
\]

with \( \mu \) the vertical Euclidean density on the fibers of \( \varepsilon, \phi T X_s \rightarrow X_s \) induced by \( \rho^2 g_{\varepsilon,d} \).

Next, let us consider the action of \( (t\partial_t + \Delta_{\varepsilon,d}) \) from the left on the interior of \( \mathcal{B}_{tf} \). Recall that the identification (6.3) allows to regard \( \mathcal{B}_{tf} \) as the heat space for the normal operator \( N_{tf}(\rho^2 \Delta_{\varepsilon,d}) \). In fact, notice that the restriction of (7.12) to \( \mathcal{B}_{tf} \cap \mathcal{B}_{tf} \) (the term of order \( \rho^{-h-1} \) when we use \( b \)-densities) is the same as the restriction of the heat kernel of \( N_{tf}(\rho^2 \Delta_{\varepsilon,d}) \) seen as Schwartz kernel on

\[
\mathcal{B}_{tf} \setminus (\mathcal{B}_{tb} \cap \mathcal{B}_{bbf} \cap \mathcal{B}_{tf}) \cong [(\mathcal{B}_{tf} \setminus \mathcal{B}_{pbf}) \times [0, \pi/2]_\theta; \Delta_s \cap \mathcal{B}_{tf} \times \{0\}].
\]

This suggests that the term of order \( \rho_{tf}^{h-1} \) at \( \mathcal{B}_{tf} \) of the heat kernel of \( \Delta_{\varepsilon,d} \) should be precisely the heat kernel of \( N_{tf}(\rho^2 \Delta_{\varepsilon,d}) \). To see this, we need to investigate what equation
must be satisfied by the heat kernel on $\mathfrak{B}_{tff}$ away from $\mathfrak{B}_{tff}$. For this purpose, let us introduce the coordinates

\begin{equation}
\rho = \sqrt{x^2 + \varepsilon^2}, \quad \theta = \arctan \left( \frac{x}{\varepsilon} \right), \quad y, \quad z, \quad S' = \frac{x' - x}{\rho^2}, \quad U' = \frac{y' - y}{\rho}, \quad z', \quad \sigma = \frac{\tau}{\rho},
\end{equation}

near $\mathfrak{B}_{tff}$, where $\rho$ is a bdf for $\mathfrak{B}_{tff}$. In these coordinates,

$$
\beta^*_{H,R} \left( \frac{dx dy dz}{x^2 + \varepsilon^2} \right) = \frac{\rho^{h+1} dS' dU' dz'}{\sqrt{(\sin \theta + \rho S')^2 + \cos \theta}},
$$

so we will write $K_A = \tilde{K}_A \left( \rho^{h+1} dS' dU' dz' \right)$ and $\tilde{K}_{tff} = \rho^{h+1} \tilde{K}_A |_{\mathfrak{B}_{tff}}$. The action of $A$ on $f$ is given by

$$
[f |_{\mathfrak{B}_{sb}} = \int_{\mathbb{R}^{h+1} \times Z} \tilde{K}_{tff}(\theta, y, z, S', U', z', \sigma) f(\rho', x + \rho^2 S', \rho U' + y, z') dS' dU' dz'.
$$

Let us compute the action of $(t \partial_t + t \Delta_{\varepsilon, d})$ on $Af$ at $\mathfrak{B}_{tff}(\Delta_{H,X})$. The action of $t \partial_t = \frac{1}{2} \sigma \partial_\sigma$ on $(Af) |_{\mathfrak{B}_{tff}}$ is straightforward. To compute the action of $t \Delta_{\varepsilon, d}$, first consider the action of $\tau V = \sigma \rho V$ with $V$ given by (7.9) in local coordinates. Keeping in mind that $\sigma$ and $\rho$ in (7.13) depend on $x$ and integrating by parts as in (7.5), a careful computation shows that

\begin{equation}
\tau V Af(\theta, y, z) = \int_{\mathbb{R}^{h+1} \times Z} (V' \tilde{K}_{tff}(\theta, y, z, S', U', z', \sigma)) f(\rho, \theta, y, z') dS' dU' dz'
\end{equation}

with

\begin{equation}
V' = \alpha \left( \sigma \rho^2 \partial_x - \sigma (1 + 2xS') \partial_{S'} - x \sigma \sum U_i' \partial U'_i + \rho \partial_\sigma (\sigma \partial_\sigma + h + 2) \right) + \sigma \sum b^i (\rho \partial_\rho - \partial_{U_i'}) + \sigma c^j \partial_{z_j}.
\end{equation}

Hence, restricting to $\mathfrak{B}_{sb}$, that is, setting $\rho = 0$, gives

$$(\tau \Delta_{\varepsilon, d} Af) |_{\mathfrak{B}_{sb}} (\theta, y, z) = \int_{\mathbb{R}^{h+1} \times Z} (V' |_{\rho = 0} \tilde{K}_{tff}(\theta, y, z, S', U', z', \sigma)) f(0, \theta, y, z') dS' dU' dz'$$

with

$$V' |_{\rho = 0} = \alpha \left( -a(0, \theta, y, z) \partial S' - b^i (0, \theta, y, z) \partial_{(U_i')} + c^j (0, \theta, y, z) \partial_{z_j} \right)$$

corresponding to $\sigma N_{ff}(W)$ for the $\varepsilon, \phi$ vector field

$$W = a(\rho, \theta, y, z) \rho^2 \partial_x - b^i (\rho, \theta, y, z) \rho \partial_y + c^j (0, \theta, y, z) \partial_{z_j}. $$

Clearly, this implies that

$$\tau^2 \Delta_{\varepsilon, d} Af |_{\mathfrak{B}_{sb}} (\theta, y, z) = \int_{\mathbb{R}^{h+1} \times Z} \left( \sigma^2 N_{ff}(\rho^2 \Delta_{\varepsilon, d}) \tilde{K}_{tff}(\theta, y, z, S', U', z', \sigma) \right) f(0, \theta, y, z') dS' dU' dz'. $$
so that away from $\mathcal{B}_{tff}$,
\[ K_{t\Delta_{\varepsilon,\phi}}|_{\mathcal{B}_{tff}(H)} = \sigma^2 N_{tff}(\rho^2 \Delta_{\varepsilon,\phi}) \circ N_{tff}(A). \]

Thus, the model problem at $\mathcal{B}_{tff}(H X_s)$ is
\[
\begin{cases}
\left( \frac{1}{2} \sigma \partial_{\varepsilon} + \sigma^2 N_{tff}(\rho^2 \Delta_{\varepsilon,\phi}) \right) N_{tff}(A) = 0 \\
N_{tff}(A)|_{\mathcal{B}_{tff} \cap \mathcal{B}_{tff}} = N_{tff}(A)|_{\mathcal{B}_{tff} \cap \mathcal{B}_{tff}}
\end{cases}
\]
with solution
\[
(7.16) \quad N_{tff}(A) = e^{-\sigma \Delta_{\varepsilon}} \frac{1}{(4\pi \sigma)^{(h+1)/2}} \exp \left( -\frac{|(S',U')|^{2}_{\varepsilon,\phi NY}}{4\sigma^2} \right) \mu
\]

the heat kernel of $N_{tff}(\rho^2 \Delta_{\varepsilon,\phi})$, where $\mu$ is the density on the fibers of
\[
\varepsilon,\phi NY \times [-\pi/2, \pi/2] \rightarrow Y \times [-\pi/2, \pi/2]
\]
induced by the metric $\rho^2 g_{\varepsilon,\phi}$.

Next we want to solve the model problem at $\mathcal{B}_{hbf}$ and the first thing to do is to determine the compatibility condition at $\mathcal{B}_{tff} \cap \mathcal{B}_{hbf}$. A convenient choice of coordinates near $\mathcal{B}_{tff} \cap \mathcal{B}_{hbf}$ is
\[
\theta = \arctan \left( \frac{x}{\varepsilon} \right), \quad y, \quad z, \quad S' = \frac{x' - x}{\eta \tau^2}, \quad U' = \frac{y' - y}{\tau}, \quad z', \quad \eta = \frac{\rho}{\tau} = \frac{\sqrt{x^2 + \varepsilon^2}}{\tau}, \quad \tau
\]
in which $\tau$ is a bdf for $\mathcal{B}_{tff}$ and $\eta$ is a bdf for $\mathcal{B}_{hbf}$. Let us write the solution to the heat equation at $\mathcal{B}_{tff}$ in the coordinates (7.13) and then change coordinates to this set:
\[
N_{tff}(A) = e^{-\sigma \Delta_{\varepsilon}} \frac{1}{(4\pi \sigma)^{(h+1)/2}} \exp \left( -\frac{|(S',U')|^{2}_{\varepsilon,\phi NY}}{4\sigma^2} \right) dS' dU' dz' = e^{-\frac{1}{\eta} \Delta_{\varepsilon}} \frac{\eta^{h+1}}{(4\pi)^{(h+1)/2}} \exp \left( -\frac{|(S',U')|^{2}_{\varepsilon,\phi NY}}{4\sigma^2} \right) \left( \frac{dS' dU' dz'}{\eta^{h+1}} \right).
\]

It follows that the restriction of $N_{tff}(A)$ to $\mathcal{B}_{tff} \cap \mathcal{B}_{hbf} = \{ \eta = 0 \}$ is given by
\[
(7.17) \quad P_{ker \Delta_{\varepsilon}} \frac{1}{(4\pi)^{(h+1)/2}} \exp \left( -\frac{|(S',U')|^{2}_{\varepsilon,\phi NY |_{\mathcal{B}_{hbf}}}}{4\sigma^2} \right) dS' dU' dz'.
\]

Significantly, this tells us that $\alpha_{hbf} = 0$ and suggests that we set up the model problem at $\mathcal{B}_{hbf}$ entirely in terms of sections of ker $\Delta_{\varepsilon}$. Indeed, using the natural identification
\[
\mathcal{B}_{hbf} \cong [\mathcal{B}_{hbf} \times \mathbb{R}^\times; D_{fib} \times \{0\}],
\]
notice that the fibration $\phi : H \rightarrow Y$ naturally induces a fibration
\[
\phi_{hbf} : \mathcal{B}_{hbf} \rightarrow H_{ob} Y
\]
over the overblown $b$-heat space of $Y \times [-\pi/2, \pi/2]$,
\[
H_{ob} Y = [(Y \times [-\pi/2, \pi/2])^2 \times \mathbb{R}^\times; D_b \times \{0\}],
\]
where
\[
(Y \times [-\pi/2, \pi/2])^2 \times \mathbb{R}^\times = [(Y \times [-\pi/2, \pi/2])^2; (\partial(Y \times [-\pi/2, \pi/2]))^2]
\]
is the overblown $b$-double space of $Y \times [-\pi/2, \pi/2]$ and $D_b$ is the lift of the diagonal to this overblown $b$-double space. From this point of view, [7.17] is precisely the restriction of the $b$-heat kernel of $\Delta_b = D_b^2$ to the temporal front face of $H_{ob} Y$. This suggests that the restriction of the heat kernel of $\Delta_{\varepsilon,d}$ to $B_{bhf}$ should be to the heat kernel of $\Delta_b$. To see this, we need to see what equation is satisfied away from $B_{tff}$. Clearly, $\mathcal{K}_{1 \tau \partial \tau} B_{bhf} = \frac{1}{2} \tau \partial \tau \mathcal{K} A|_{bhf}$ away from $B_{tff}$. To compute the action of $t\Delta_{\varepsilon,d}$, we need to make the ansatz that $\mathcal{K}_{bhf} = K A|_{bhf} = \Pi_h K A|_{bhf} \Pi_h$ comes from a Schwartz kernel on $H_{ob} Y$ acting on sections $\ker D_v$ and that $\mathcal{K}_A$ is obtained by extending $\mathcal{K}_{bhf}$ off $B_{bhf}$ as in Lemma 4.4, so that

$$\mathcal{K}_{D_{\varepsilon,d} A}|_{B_{bhf}} = \Pi_h \bar{\mathcal{K}}^* \mathcal{K}_{bhf} \Pi_h, \quad \forall \ell \in \mathbb{N}_0,$$

where $\bar{\mathcal{K}}_{H_b,L} : \text{pr}_L \circ \beta_{H_b}$ with $\beta_{H_b} : H_b Y \to (Y \times [-\pi/2, \pi/2])^2 \times \mathbb{R}^+$ the blow-down map and $\text{pr}_L : (Y \times [-\pi/2, \pi/2])^2 \times \mathbb{R}^+ \to Y \times [-\pi/2, \pi/2]$ the projection on the left factor. With this ansatz, the model problem to solve is

$$\left(\frac{1}{2} \tau \partial \tau + \tau^2 \Delta_b\right) \Pi_h \mathcal{K}_{bhf} \Pi_h = 0.$$

Combining with the initial condition [7.17], this gives the solution

$$N_{bhf}(A) = \Pi_h e^{-\tau^2 \Delta_b} \Pi_h$$

as claimed.

Before proceeding with the construction of the heat kernel, let us point out that the computations above show that

$$Af \in C^\infty(\Delta_{HX}; E).$$

The smoothness is a consequence of the matching of the solutions at the various corners; the reason that the solution is evaluated on $\Delta_{HX}$ rather than $X_s \times \mathbb{R}^+$ is that the boundary hypersurface $B_{tff}(HX_s)$ corresponds to the blow-up of $B_{ob}(X_s)$ at $\{\tau = 0\}$.

Notice also that all our model heat kernels so far vanish rapidly at the faces $B_{tb}, B_{hil}$ and $B_{hrf}$, which means we can look for a heat kernel that vanishes rapidly at these faces.

Given consistent solutions of the model problems at $B_{tff}, B_{hil}$ and $B_{bhf}$, it is now relatively straightforward to complete the construction of the heat kernel (cf. [Mel93]). First note that smooth extension of these solutions to $HX_s$ which are as in Lemma 4.4 for the extension off $B_{bhf}$ yields a polyhomogeneous function $A_0 \in \rho^\alpha C^\infty(HX_s; \text{Hom}(E))$ with $\alpha$ given by [7.1] whose leading terms at each boundary hypersurface solve the corresponding model problem. These computations show that

$$t(\partial_t + \Delta_{\varepsilon,d}) A_0 = -R_1, \quad R_1 \in \frac{\varepsilon \rho_{tff}}{\rho_{hmf}} \rho^\alpha C^\infty(HX_s; \text{Hom}(E)).$$

Proceeding inductively, we point out that the knowledge of the normal operators allows us to solve

$$t(\partial_t + \Delta_{\varepsilon,d}) A_j = R_j - R_{j+1}, \quad \text{with } A_j, R_j \in \left(\frac{\varepsilon \rho_{tff}}{\rho_{hmf}}\right)^j \rho^\alpha C^\infty(HX_s; \text{Hom}(E))$$
for all \( j \in \mathbb{N} \). Indeed, always using Lemma 4.4 to extend off \( \mathfrak{B}_{hbf} \), this amounts to solving inductively the equations

\[
\begin{align*}
(\Delta_{\varepsilon,d_{TX_s}} - \frac{1}{2}(m + \mathcal{R}))N_{ij}(A_j) &= N_{ij}(R_j), \\
\left( \frac{1}{2}\sigma\partial_{\sigma} + \sigma^2 N_{ij}(\rho^2 \Delta_{\varepsilon,d}) \right) N_{ij}(A_j) &= N_{ij}(R_j), \\
\left( \frac{1}{2}\tau\partial_{\tau} + \tau^2 \Delta_b \right) \Pi_h N_{hbf}(A_j) &= N_{hbf}(R_j) = \Pi_h N_{hbf}(R_j),
\end{align*}
\]

using the model heat kernel at each of these faces, where in the last equation, we can reduce to the case \( N_{hbf}(R_j) = \Pi_h N_{hbf}(R_j) \) by first adding to \( A_j \) a term of order 2, \( \rho^2 A'_j \), with the property that \( N_{hbf}(R_j) - D^2 V N_{hbf}(A'_j) = \Pi_h N_{hbf}(R_j) \).

Now let \( H_0 \) be an asymptotic sum of the series \( \sum \left( \frac{\varepsilon \rho L}{\rho_{hm,f}} \right)^j A_j \); that is, let \( H_0 \in \rho^0 C^\infty(\mathcal{H}X_s; \text{Hom}(E)) \) coincide in Taylor expansion with this formal sum at each boundary hypersurface. The existence of \( H_0 \) follows from a natural extension of Borel’s lemma. By construction we have

\[ t(\partial_t + \Delta_{\varepsilon,d}) H_0 = -R_\infty \in \dot{C}_0^\infty(\mathcal{H}X_s; \text{Hom}(E)), \]

where the dot in \( \dot{C}_0^\infty \) indicates vanishing to infinite order at all boundary hypersurfaces except \( \mathfrak{B}_{hm,f} \). Restricting to \( \mathfrak{B}_{hm,f} \), this gives the equation

\[ t(\partial_t + \Delta_d) N_{hm,f}(H_0) = -N_{hm,f}(R_\infty) \in \dot{C}_0^\infty(\mathfrak{B}_{hm,f}; \text{Hom}(E)), \]

so that \( N_{hm,f}(H_0) \) can be seen as a parametrix for the heat equation associated to the operator \( \Delta_d \) on \([M; H]\). To further improve \( N_{hm,f}(H_0) \) and obtain the actual heat kernel on \( \mathfrak{B}_{hm,f} \), it is convenient to think of a heat operator on \( \mathfrak{B}_{hm,f} \) as a map

\[ \dot{C}_0^\infty([M; H] \times \mathbb{R}^+; E) \rightarrow \dot{C}_0^\infty([M; H] \times \mathbb{R}^+; E) \]

via convolution in \( t \). The identity for this product is the kernel with the Dirac distribution over the diagonal at time \( t = 0 \). Since \( N_{ij}(H_0) = \text{Id} \), it is easy to see, as in [Mel93, Proposition 7.17], [MM95, §7.1] that

\[ (\partial_t + \Delta_d) N_{hm,f}(H_0) = \text{Id} - t^{-1} N_{hm,f}(R_\infty) \]

and that the inverse of this operator has the form \( \text{Id} - S \), with \( S \in \dot{C}_0^\infty(\mathfrak{B}_{hm,f}; \text{Hom}(E)) \). Thus, adding a smooth extension of \( N_{hm,f}(H_0)(-S) \) of \( \mathfrak{B}_{hbf} \) to \( H_0 \) we can assume that \( H_0 \) in fact satisfies the equation

\[ t(\partial_t + \Delta_{\varepsilon,d}) H_0 = -R_\infty \in \dot{C}_0^\infty(\mathcal{H}X_s; \text{Hom}(E)) = \dot{C}_0^\infty(\mathfrak{B}_{hm,f} \times \mathbb{R}^+; E). \]

As before, in terms of the convolution product, this equation can be written

\[ (\partial_t + \Delta_{\varepsilon,d}) H_0 = \text{Id} - t^{-1} R_\infty \]

where now \( \text{Id} - t^{-1} R_\infty \) has inverse of the form \( \text{Id} - S \) with \( S \in \dot{C}_0^\infty(\mathcal{H} X_s; \text{Hom}(E)) \). It follows that the heat kernel satisfies

\[ H_{\varepsilon,d} = H_0(\text{Id} - S) \in \rho^0 C^\infty(\mathcal{H}X_s; \text{Hom}(E)) \]

as required. \( \square \)
7.2. The trace of the heat kernel. Lidskii’s theorem [Mel93, Proposition 4.55] shows that the trace of an operator with kernel $K_G \in \mathcal{C}^\infty(HX; \text{Hom}(E) \otimes \beta_{H,R}^*(-\sqrt{x^2+\epsilon^2} \Omega(M)))$ acting by $f \mapsto (\tilde{\beta}_{H,L})_*(K_G \cdot \tilde{\beta}_{H,R}^* f)$, when it exists, is given by

$$\text{Tr}(G) = \int_M \text{tr}(\beta_{H,b}^* K_G)|_{\text{diag}_M \times [0,1]_\epsilon \times \mathbb{R}_+^\tau}$$

where $\text{tr}$ denotes the trace in $\text{Hom}(E)$ and the integral is the push-forward along $p_{\epsilon,\tau}: M \times [0,1]_\epsilon \times \mathbb{R}_+^\tau \rightarrow [0,1]_\epsilon \times \mathbb{R}_+^\tau$.

The trace is a function of $\epsilon$ and $\tau$, but will not generally be smooth in $\epsilon$ and $\tau$.

We can use our description of the heat kernel to determine the regularity of its trace. First note that

$$\beta_{H,b}^2(\text{diag}_M \times [0,1]_\epsilon \times \mathbb{R}_+^\tau) = \Delta_{HX}$$

so that the trace is equal to

$$p_{\epsilon,\tau} \text{tr}(\beta_{H,b}^* K_G)|_{\text{diag}_M} = (p_{\epsilon,\tau} \circ \beta_{\Delta(1)})_* \text{tr}(K_G|_{\beta_{H,b}^2(\text{diag}_M)}).$$

Since the map $p_{\epsilon,\tau} \circ \beta_{\Delta(1)}: \Delta_{HX} \rightarrow [0,1]_\epsilon \times \mathbb{R}_+^\tau$ is not a $b$-fibration, we will need to resolve it. Let us set

$$\tilde{\Delta}_{HX} = [\Delta_{HX}; \mathcal{B}_{hm} \cap \mathcal{B}_{tf}] = [\Delta_{HX}; \beta_{\Delta,b}^2(\{\epsilon = 0, \tau = 0\})]$$

$$\mathcal{E} \mathcal{T} = [[0,1]_\epsilon \times \mathbb{R}_+^\tau; \{\epsilon, \tau = 0\}]$$

so that the map $p_{\epsilon,\tau}$ lifts to a map

$$\pi_{\epsilon,\tau}: \tilde{\Delta}_{HX} \rightarrow \mathcal{E} \mathcal{T}$$

which is a $b$-fibration, see figure 5.

Let us denote the blow-down maps by

$$\Delta_{HX} \xrightarrow{\beta_{\Delta(1)}} M \times [0,1]_\epsilon \times \mathbb{R}_+^\tau \xrightarrow{\beta_{\epsilon,\tau}} [0,1]_\epsilon \times \mathbb{R}_+^\tau,$$
so that we have a commutative diagram

\[
\begin{align*}
\Delta_{HX} & \xrightarrow{\beta_{\Delta(1)}} M \times [0,1]_\varepsilon \times \mathbb{R}_+^+ \\
\pi_{\varepsilon,\tau} & \downarrow & \pi_{\varepsilon,\tau} \\
\mathcal{E} \mathcal{T} & \xrightarrow{\beta_{\varepsilon,\tau}} [0,1]_\varepsilon \times \mathbb{R}_+^+
\end{align*}
\]

in which the horizontal arrows are blow-down maps and the vertical arrows are \(b\)-fibrations. The trace of \(G\) is given by

\[
p_{\varepsilon,\tau} \star \text{tr}(\beta_{H,b}K_G) \bigg|_{\text{diag}_M} = (\beta_{\varepsilon,\tau} \circ \pi_{\varepsilon,\tau}) \star \beta_{\Delta(1)}^* (\text{tr} \ K_G)_{\Delta_{HX}}
\]

and so we see that \(\beta_{\varepsilon,\tau}^* \text{Tr}(G)\) will be a polyhomogeneous function on \(\mathcal{E} \mathcal{T}\).

Let us label the new boundary hypersurface of \(\Delta_{HX}\) compared to \(\Delta_{HX}\) by

\[
\mathcal{B}_{\varepsilon,\tau} = \beta_{\Delta}^{-1}(\mathcal{B}_{hmf} \cap \mathcal{B}_{tf})
\]

and label the other boundary hypersurfaces of \(\Delta_{HX}\) with the same label as the corresponding face in \(\Delta_{HX}\). Let us label the boundary hypersurfaces of \(\mathcal{E} \mathcal{T}\) by

\[
\mathcal{B}_{tf} = \beta_{\varepsilon,\tau}^2(\{\tau = 0\}), \quad \mathcal{B}_{tff} = \beta_{\varepsilon,\tau}^{-1}(0,0), \quad \mathcal{B}_{af} = \beta_{\varepsilon,\tau}^2(\{\varepsilon = 0\}).
\]

Note that the boundary hypersurfaces of \(\Delta_{HX}\) are related to those of \(\mathcal{E} \mathcal{T}\) by

\[
\pi_{\varepsilon,\tau}^{-1}(\mathcal{B}_{tf}(\mathcal{E} \mathcal{T})) = \mathcal{B}_{tf}(\Delta_{HX}), \quad \pi_{\varepsilon,\tau}^{-1}(\mathcal{B}_{tff}(\mathcal{E} \mathcal{T})) = \mathcal{B}_{tff}(\Delta_{HX}) \cup \mathcal{B}_{\varepsilon,\tau}(\Delta_{HX}),
\]

\[
\pi_{\varepsilon,\tau}^{-1}(\mathcal{B}_{af}(\mathcal{E} \mathcal{T})) = \mathcal{B}_{hbf}(\Delta_{HX}) \cup \mathcal{B}_{hmf}(\Delta_{HX}).
\]

So the push-forward along \(\pi_{\varepsilon,\tau}\) may introduce log terms at \(\mathcal{B}_{af}\) from accidental multiplicities at \(\mathcal{B}_{hbf} \cap \mathcal{B}_{hmf}\), and log terms at \(\mathcal{B}_{tff}\) from accidental multiplicities at \(\mathcal{B}_{tff} \cap \mathcal{B}_{\varepsilon,\tau}\). Let us compute the push-forward for \(G\) as above. First note that

\[
\mathcal{K}_G \in \rho^* C^\infty(\mathcal{E} \mathcal{T}; \text{Hom}(E) \otimes \beta_{\H,R}^* \left( \frac{1}{\sqrt{\varepsilon^2 + 2}} \Omega(M) \right))
\]

\[
\implies \beta_{\Delta(1)}^* (\text{tr} \ \mathcal{K}_G)_{\Delta_{HX}} \in \rho^* C^\infty(\Delta_{HX}; \beta_{\Delta(1)}^* \left( \frac{1}{\sqrt{\varepsilon^2 + 2}} \Omega(M) \right))
\]

where \(\tilde{\gamma}_{\varepsilon,\tau} = \gamma_{hmf} + \gamma_{tf}\). Next if we denote \(\mathcal{K}_G = \tilde{\mathcal{K}}_G \beta_{\H,R} \left( \frac{1}{\sqrt{\varepsilon^2 + 2}} \mu_M \right)\) and multiply by \(\beta_{\Delta(1)}^* (\mu_{[0,1]_\varepsilon \times \mathbb{R}_+^+})\) we get

\[
\beta_{\Delta(1)}^* (\text{tr} \ \mathcal{K}_G)_{\Delta_{HX}} \beta_{\Delta(1)}^* (\mu_{[0,1]_\varepsilon \times \mathbb{R}_+^+})
\]

\[
= \beta_{\Delta(1)}^* (\text{tr} \ \tilde{\mathcal{K}}_G)_{\Delta_{HX}} \beta_{\Delta(1)}^* \left( \frac{1}{\sqrt{\varepsilon^2 + 2}} \right) \beta_{\Delta(1)}^* (\mu_{[0,1]_\varepsilon \times \mathbb{R}_+^+})
\]

\[
\in \rho^* (\rho_{hbf} \rho_{tf})^{-1} (\rho_{hbf} \rho_{\varepsilon,\tau} \rho_{tf}^2) C^\infty(\Delta_{HX}; \Omega(\Delta_{HX}))
\]

which implies by the pushforward theorem of [Mel92, Theorem 5] that

\[
\beta_{\varepsilon,\tau}^* (\text{Tr}(G) \ d\varepsilon d\tau) \in \mathcal{A}^{\varepsilon,\tau}(\tilde{\gamma}_{tf} \tilde{\gamma}_{hbf} \tilde{\gamma}_{hmf} (\mathcal{E} \mathcal{T}; \Omega(\mathcal{E} \mathcal{T})))
\]

\[
= \mathcal{A}^{\varepsilon,\tau}(\tilde{\gamma}_{tf} \tilde{\gamma}_{hbf} \tilde{\gamma}_{hmf} (\mathcal{E} \mathcal{T}; \beta_{\varepsilon,\tau}^* \Omega([0,1]_\varepsilon \times \mathbb{R}_+^+)))
\]
and we can cancel out the densities on both sides. For the heat kernel this yields
\begin{equation}
(7.22) \hspace{1cm} \beta_{\varepsilon, t}^* \text{Tr}(e^{-t\Delta_{\varepsilon, d}}) \in \mathcal{A}^{-m, -h - 1\sigma - m_0 \delta_0}(\mathcal{E}, \mathcal{F}).
\end{equation}

This gives a complete understanding of the trace of the heat kernel for finite time as \(\varepsilon \searrow 0\). We also need to have a uniform control of the trace of the heat kernel \(t \to \infty\) and \(\varepsilon \searrow 0\), which is the object of the next proposition.

**Proposition 7.3.** Suppose that the family \(\beta_{\varepsilon, d}\) also satisfies Assumption 2 in \(\mathcal{F}\). Then there exists a positive constant \(C\) such that for \(t > 1\),
\begin{equation}
(7.23) \hspace{1cm} \text{Tr}(e^{-t\Delta_{\varepsilon, d}} - \Pi_{\text{small}}) = c_{-1}(t) \log \varepsilon + c_0(t) + \mathcal{O}(e^{-Ct}),
\end{equation}
where
\begin{equation}
(7.24) \hspace{1cm} c_{-1}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \text{Tr}(I(e^{-tD_{d}^{2}}, \lambda)) d\lambda = \mathcal{O}(e^{-Ct}),
\end{equation}
\begin{equation}
(7.25) \hspace{1cm} c_0(t) = R\text{Tr}(e^{-tD_{d}^{2}} - \Pi_{\text{ker}_{L^2}D_{d}}) + R\text{Tr}(e^{-tD_{d}^{2}} - \Pi_{\text{ker}_{L^2}D_{b}}) = \mathcal{O}(e^{-Ct}),
\end{equation}
where \(D_{d} = N_{mf}(D_{\varepsilon, d})\).

**Remark 7.4.** If we assume furthermore that \(\ker D_{b} = \{0\}\) so that \(e^{-tD_{d}}\) is trace class and \(D_{d}\) has a discrete spectrum, then the proof is significantly simpler and leads to a stronger result, namely for \(t > 1\),
\begin{equation}
\text{Tr}(e^{-t\Delta_{\varepsilon, d}} - \Pi_{\text{small}}) = \text{Tr}(e^{-tD_{d}^{2}} - \Pi_{\text{ker}_{L^2}D_{d}}) + \mathcal{O}(e^{-Ct}) = \mathcal{O}(e^{-Ct})
\end{equation}
as \(\varepsilon \searrow 0\).

**Proof.** Note that \(I(e^{-tD_{d}^{2}}, \lambda) = e^{-t(\lambda^2 + I(D_{d}^{2}, 0))}\) and \(I(D_{d}^{2}, 0)\) is a Laplace-type operator on the compact manifold \(Y\) which by Assumption 2 in \(\mathcal{F}\) has no null space; it follows that \(c_{-1}(t) = \mathcal{O}(e^{-Ct})\) for some positive constant \(C\). Now, because \(\text{tr}(e^{-tD_{d}^{2}})\) and \(\text{tr}(e^{-tD_{d}^{2}})\) are \(b\)-densities (for \(t > 0\)), we know that it is the leading term of \(e^{-t\Delta_{\varepsilon, d}}\) at \(\mathcal{B}_{hm, f} \cap \mathcal{B}_{h, b}\) which prevents \(e^{-tD_{d}^{2}}\) and \(e^{-tD_{d}^{2}}\) from being trace class in general. We will denote the leading term of \(e^{-t\Delta_{\varepsilon, d}}\) at \(\mathcal{B}_{hm, f} \cap \mathcal{B}_{h, b}\) by \(\text{Tr}(e^{-tD_{d}^{2}} - \Pi_{\text{ker}_{L^2}D_{d}}) \bigg|_{\mathcal{B}_{hm, f} \cap \mathcal{B}_{h, b}}\). We wish to isolate this term so we will define
\[ A \in \mathcal{C}^\infty \left( HX_{s} \right|_{t \geq 1}; \beta_{H, R}^* (\Omega_{\varepsilon, b}(X_s)) \otimes \text{Hom}(E) \right) \] 
with \( A|_{\mathcal{B}_{hm, f} \cap \mathcal{B}_{h, b}} = e^{-t\Delta_{\varepsilon, d}} \bigg|_{\mathcal{B}_{hm, f} \cap \mathcal{B}_{h, b}}\).
We can identify \(HX_{s} \big|_{t \geq 1} = X_{b, s}^2 \times [1, \infty)\) and think of \(A\) as a map
\[ [1, \infty) \ni t \mapsto A(t) \in \mathcal{C}^\infty \left( X_{b, s}^2; \beta_{R}^* (\Omega_{\varepsilon, b}(X_s)) \otimes \text{Hom}(E) \right). \]

Let \(c : \mathcal{B}_{mf} \cap \mathcal{B}_{bf} \times [0, 1]^2 \to X_{b, s}^2\) be a tubular neighborhood of \( \mathcal{B}_{mf} \cap \mathcal{B}_{bf}\) in \(X_{b, s}^2\) and let \(\text{pr}_1 : \mathcal{B}_{mf} \cap \mathcal{B}_{bf} \times [0, 1]^2 \to \mathcal{B}_{mf} \cap \mathcal{B}_{bf}\) be the projection on the first factor. If \(\chi \in \mathcal{C}^\infty (\mathcal{B}_{mf} \cap \mathcal{B}_{bf} \times [0, 1]^2)\) is a choice of cut-off function such that \(\chi \equiv 1\) in a neighborhood of \(\mathcal{B}_{mf} \cap \mathcal{B}_{bf}\), then we can define an extension map
\[ \Xi : \mathcal{C}^\infty (\mathcal{B}_{mf} \cap \mathcal{B}_{bf}) \to \mathcal{C}^\infty (X_{b, s}^2) \] 
\[ f \mapsto c_s (\chi \text{pr}_1^* f) \] 
such that \(\Xi(f)|_{\mathcal{B}_{mf} \cap \mathcal{B}_{bf}} = f\). More generally, for any vector bundle \(V \to X_{b, s}^2\), we use a smooth vector bundle isomorphism \(\nu : c^* V \to \text{pr}_1^* (V)|_{\mathcal{B}_{mf} \cap \mathcal{B}_{bf}}\) to define an extension map
\[ \Xi : \mathcal{C}^\infty (\mathcal{B}_{mf} \cap \mathcal{B}_{bf}; V) \to \mathcal{C}^\infty (X_{b, s}^2; V) \] 
\[ \sigma \mapsto c_s (\nu^{-1}(\chi \text{pr}_1^* \sigma)) \]
Thus, using Schur’s lemma, e.g. as in the proof of [Mel93, Theorem 5.34], we have that

\[
A(t) := \Xi(e^{-t\Delta_{e,d}}|_{\mathfrak{B}_{hm,f} \cap \mathfrak{B}_{hbf}}),
\]

so that \( A(t)|_{\mathfrak{B}_{hm,f} \cap \mathfrak{B}_{hbf}} = e^{-t\Delta_{e,d}}|_{\mathfrak{B}_{hm,f} \cap \mathfrak{B}_{hbf}} \). Since the extension map \( \Xi \) does not depend on time, the advantage of considering \( A(t) \) instead of \( e^{-t\Delta_{e,d}} \) is that the dependence of \( A \) in \( t \) is completely determined by \( e^{-t\Delta_{e,d}}|_{\mathfrak{B}_{hm,f} \cap \mathfrak{B}_{hbf}} \).

Recall that \( e^{-t\Delta_{e,d}}|_{\mathfrak{B}_{hm,f} \cap \mathfrak{B}_{hbf}} \) can be identified with the heat kernel of the indicial family \( I_b(\Delta_{e,d}) \) which, by Assumption 2 in [4], is a Fredholm \( b \)-operator. Thus, from [Mel93] Proposition 7.36, as elements of \( \Psi^{-\infty}_b([M;H];E) \) and \( \Psi^{-\infty}_b(H \times [-1,1];E) \), \( A(t)|_{\mathfrak{B}_{hm,f}} \) and \( A(t)|_{\mathfrak{B}_{hbf}} \) are uniformly \( \mathcal{O}(e^{-Ct}) \) for some positive constant \( C \). In particular, the renormalized traces of \( A(t)|_{\mathfrak{B}_{hm,f}} \) and \( A(t)|_{\mathfrak{B}_{hbf}} \) are \( \mathcal{O}(e^{-Ct}) \) for some positive constant \( C \). Thus, to show that \( R\text{Tr}(e^{-tD^2_d} - \Pi_{kerL_2} D_d) \) and \( R\text{Tr}(e^{-tD^2_b} - \Pi_{kerL_2} D_b) \) are \( \mathcal{O}(e^{-Ct}) \), it suffices to show that

\[
\begin{align*}
||e^{-tD^2_d} - \Pi_{kerL_2} D_d - A(t)||_{\mathfrak{B}_{hm,f}} & = \mathcal{O}(e^{-Ct}), \\
||e^{-tD^2_b} - \Pi_{kerL_2} D_b - A(t)||_{\mathfrak{B}_{hbf}} & = \mathcal{O}(e^{-Ct}),
\end{align*}
\]

where \( || \cdot ||_{\text{Tr}} \) is the trace norm. For (7.26), writing \( B(t) = e^{-tD^2_d} - \Pi_{kerL_2} D_d \) and \( \tilde{A}(t) = A(t)|_{\mathfrak{B}_{hm,f}} \), we have that

\[
||B(t) - \tilde{A}(t)||_{\text{Tr}} \leq ||B(\frac{t}{2}) - \tilde{A}(\frac{t}{2})||_{\text{Tr}} + ||\tilde{A}(t) - \tilde{A}(\frac{t}{2})||_{\text{Tr}}
\]

where \( || \cdot || \) is the operator norm. By Corollary 4.17, equation (4.18), and the spectral theorem, we know that \( ||B(|\frac{t}{2}||) = \mathcal{O}(e^{-\frac{Ct}{2}}) \) for some positive constant \( C \). Directly from the definition of \( \tilde{A}(t) \), \( \tilde{A}(\frac{t}{2}) \) is \( \mathcal{O}(e^{-\frac{Ct}{2}}) \) as an element of \( \Psi^{-\infty}_b([M;H];E) \) for some positive constant \( C \). Thus, using Schur’s lemma, e.g. as in the proof of [Mel93] Theorem 5.34], we have that \( ||\tilde{A}(\frac{t}{2})|| = \mathcal{O}(e^{-\frac{Ct}{2}}) \) for some positive constant \( C \). Similarly, since \( A(t) \) and \( \tilde{A}(\frac{t}{2}) \) have the same indicial family, we have that their difference is uniformly \( \mathcal{O}(e^{-Ct}) \) in \( \Psi^{-\infty}_b([M;H];E) \) for some positive constant \( C \). In particular, their difference is trace class with

\[
||\tilde{A}(t) - \tilde{A}(\frac{t}{2})||_{\text{Tr}} = \mathcal{O}(e^{-Ct})
\]

for some positive constant \( C \). Thus, we can find a positive constant \( C \) such that

\[
||B(t) - \tilde{A}(t)||_{\text{Tr}} \leq e^{-\frac{Ct}{2}} \left( ||B(\frac{t}{2}) - \tilde{A}(\frac{t}{2})||_{\text{Tr}} + 1 \right), \quad \forall \ t > \frac{1}{C}.
\]

We can then use this estimate recursively to first show that \( ||B(t) - \tilde{A}(t)||_{\text{Tr}} \) is \( \mathcal{O}(1) \) as \( t \to \infty \). Using this fact, we can then use the estimate once more to show that there is a positive constant \( C \) such that

\[
||B(t) - \tilde{A}(t)||_{\text{Tr}} \leq \frac{e^{-Ct}}{C}, \quad \forall \ t > 1,
\]

establishing (7.26). To establish (7.27), we can proceed exactly in the same way or use instead [Mel93] Proposition 7.36. By the discussion above, these estimates give (7.25).
Finally, to see that (7.23) holds, notice that by Theorem 4.5 and the spectral theorem, there exists $C > 0$ such that $\|e^{-t\Delta_{\varepsilon,d}} - \Pi_{\text{small}}\| = O(e^{-Ct})$ uniformly in $\varepsilon \geq 0$. By our choice of $A(t)$, there is a positive constant such that $A(t) = O(e^{-Ct})$ as an element of $\Psi_{-\infty}^{-\infty}(X_\varepsilon, E)$, in particular $\|A(t)\| = O(e^{-Ct})$ uniformly in $\varepsilon \geq 0$ for some positive constant $C$. Thus, replacing $B(t)$ with $e^{-t\Delta_{\varepsilon,d}} - \Pi_{\text{small}}$ and $A(t)$ with $A(t)$ in (7.28) and (7.29), we can apply the estimate leading to (7.30) uniformly in $\varepsilon$ to find a positive constant $C$ such that for all $\varepsilon \geq 0$,

\[
\|e^{-t\Delta_{\varepsilon,d}} - \Pi_{\text{small}} - A(t)\|_{\text{Tr}} \leq \frac{e^{-Ct}}{C} \quad \forall \ t > 1. \tag{7.31}
\]

Thus, (7.23) follows from this estimate and the fact that for some positive constant $C$,

\[
\text{Tr}(A(t)) = c_1(t) \log \varepsilon + c_2(t) + O(e^{-Ct} \varepsilon \log \varepsilon)
\]

where

\[
c_2(t) = R\text{Tr}(A(t)|_{\mathcal{B}_{hmf}}) + R\text{Tr}(A(t)|_{\mathcal{B}_{hbf}}).
\]

7.3. Symmetry for even metrics. There is a class of metrics for which the asymptotic behavior of $D_{dR}$ as $\rho = \sqrt{x^2 + \varepsilon^2} \to 0$ is particularly well-behaved. In this section we describe this class of metrics and the resulting asymptotic behavior and then use this to simplify the asymptotics of the heat trace.

Notice first that a product-type $\varepsilon, d$-metric in a tubular neighborhood $\mathcal{T}$ of $H$ in $M$ induces in $\beta_{(1)}^{-1}(\mathcal{T} \times [0, 1]_\varepsilon)$ a decomposition

\[
\varepsilon_d T^*X_s = \varepsilon_d T^*_{H}X_s \oplus \varepsilon_d T^*_V X_s
\]

in terms of horizontal and vertical forms with respect to the fiber bundle

\[
\left[(-1, 1)_x \times [0, 1]_\varepsilon; \{0\} \times \{0\}\right] \times H \to \left[(-1, 1)_x \times [0, 1]_\varepsilon; \{0\} \times \{0\}\right] \times Y
\]

induced by $\phi : H \to Y$. In particular, $\frac{d\rho}{\partial \varepsilon}$ is a horizontal form in this decomposition.

**Definition 7.5.** We say that $g_{\varepsilon,d}$ is an even $\varepsilon, d$-metric if it is an $\varepsilon, d$-metric differing from a product-type $\varepsilon, d$-metric $g_{pt}$ by elements of $\rho^2 \mathcal{C}^\infty(\beta_{(1)}^{-1}(\mathcal{T} \times [0, 1]_\varepsilon); S^2(\varepsilon_d T^*_H X_s))$ and $\rho^2 \mathcal{C}^\infty(\beta_{(1)}^{-1}(\mathcal{T} \times [0, 1]_\varepsilon); S^2(\varepsilon_d T^*_V X_s))$ having only even powers of $\rho$ in their expansion at $\mathcal{B}_{sb}$, where the decomposition in terms of horizontal and vertical forms is the one induced by $g_{pt}$. We say that $g_{\varepsilon,d}$ is an even $\varepsilon, d$-metric to order $\ell$ if there is an even $\varepsilon, d$-metric $g_{\varepsilon,d,\text{even}}$ such that

\[
g_{\varepsilon,d} - g_{\varepsilon,d,\text{even}} \in \rho^\ell \mathcal{C}^\infty(X_s; S^2(\varepsilon_d T X_s)).
\]

**Definition 7.6.** Let $F \to X_s$ be a vector bundle with flat connection $\nabla^F$ and $g_F$ a bundle metric, not necessarily compatible. We say that $g_F$ is even in $\rho$ if its Taylor expansion at $\mathcal{B}_{sb}$ has only even powers of $\rho$.

Let $\mathcal{C}^\infty_e(HX_s; \beta_{H,R}^*(\Omega_{\varepsilon,b}(X_s)) \otimes \text{Hom}(\Lambda(\varepsilon_d T^* X_s) \otimes F))$ be the subspace of

\[
\mathcal{C}^\infty(HX_s; \beta_{H,R}^*(\Omega_{\varepsilon,b}(X_s)) \otimes \text{Hom}(\Lambda(\varepsilon_d T^* X_s) \otimes F))
\]

consisting of elements $\kappa$ having an expansion at $\mathcal{B}_{tff}$ of the form

\[
\kappa \sim \sum_{j=0}^\infty \rho^j_{tff} \kappa_j
\]
with \( \kappa_j \) a smooth section on \( \mathcal{B}_{tff} \) such that
\[
\kappa_j(\theta, y, z, -S', -U', z', \sigma) = (-1)^{j+\mathcal{N}_{H/Y}} \kappa_j(\theta, y, z, S', U', z', \sigma)
\]
in the coordinates (7.13), where the number operator \( \mathcal{N}_{H/Y} \) gives the shift in vertical degree induced by \( \kappa_j \). Similarly, let \( C^\infty_{odd} \left( HX_s; \beta^*_{H,R} (\Omega_{\varepsilon,b}(X_s)) \otimes \text{Hom}(\Lambda(\varepsilon^{d}T^*X_s) \otimes F) \right) \) be the subspace of (7.33) consisting of elements \( \kappa \) having an expansion at \( \mathcal{B}_{tff} \) of the form
\[
\kappa \sim \sum_{j=0}^{\infty} \rho_{tff}^j \kappa_j
\]
with this time \( \kappa_j \) a smooth section on \( \mathcal{B}_{tff} \) such that
\[
\kappa_j(\theta, y, z, -S', -U', z', \sigma) = (-1)^{j+\mathcal{N}_{H/Y}+1} \kappa_j(\theta, y, z, S', U', z', \sigma)
\]
in the coordinates (7.13).

**Proposition 7.7.** Let \( \alpha \) be the family of index sets from the construction of the heat kernel (7.1). If \( g_{\varepsilon,d} \) and \( g_F \) are even metrics, the heat kernel of \( D^2_{\varepsilon,d} \) has an (infinite-order) parametrix at \( \mathcal{B}_{tff} \) in
\[
(7.35) \quad \rho^\alpha C^\infty_{even} \left( HX_s; \beta^*_{H,R} (\Omega_{\varepsilon,b}(X_s)) \otimes \text{Hom}(\Lambda(\varepsilon^{d}T^*X_s) \otimes F) \right).
\]
If \( g_F \) is even and \( g_{\varepsilon,d} \) is an even \( \varepsilon, d \)-metric to order \( \ell \geq 2 \), then the heat kernel has a parametrix at \( \mathcal{B}_{tff} \) in (7.35) plus a term in
\[
\rho^\alpha \rho_{tff}^\ell C^\infty \left( HX_s; \beta^*_{H,R} (\Omega_{\varepsilon,b}(X_s)) \otimes \text{Hom}(\Lambda(\varepsilon^{d}T^*X_s) \otimes F) \right).
\]

**Proof.** Let us review our implementation of the Hadamard parametrix construction in constructing the heat kernel, focusing on \( \mathcal{B}_{tff} \). We first established that the action of \( \beta^*_{H,L}(t\partial_t + tD^2_{dR}) \) at this face was through
\[
N_{tff}(t\partial_t + tD^2_{dR}) = \frac{1}{2} \sigma \partial_\sigma + \sigma^2 N_{tff}(\rho^2 D^2_{dR})
\]
where \( \sigma = \tau/\rho \) is a rescaled time variable and with initial condition given by the model heat kernel at \( \mathcal{B}_{tff} \). Thus the model heat kernel at \( \mathcal{B}_{tff} \) is the product of the heat kernels on \( \mathbb{R}^{k+1} \) and the vertical family of heat kernels on \( Z \). We extend this model heat kernel to a section over \( HX_s \) in any way we like and when we apply \( \beta^*_{H,L}(t\partial_t + tD^2_{dR}) \) to this extended section we get a section that vanishes to first order at \( \mathcal{B}_{tff} \). The first non-vanishing coefficient \( w \) induces our next model problem: we look for a section \( u \) such that \( N_{tff}(t\partial_t + tD^2_{dR})u = w \) and this gives us an improved parametrix. This process is continued until we have a parametrix that vanishes to infinite order at \( \mathcal{B}_{tff} \).

Thus, if we denote the space in (7.35) by \( \mathcal{E}_{even} \), to prove the proposition it suffices to show that the parametrix construction can be done entirely in \( \mathcal{E}_{even} \). First we point out that the model \( N_{tff}(e^{-tD^2_{dR}}) \) given in (7.2) is clearly even, so can be extended to an element of \( \mathcal{E}_{even} \). Now, if we also set
\[
\mathcal{E}_{odd} := \rho^\alpha C^\infty_{odd} \left( HX_s; \beta^*_{H,R} (\Omega_{\varepsilon,b}(X_s)) \otimes \text{Hom}(\Lambda(\varepsilon^{d}T^*X_s) \otimes F) \right),
\]
then it follows from (7.14), (7.15) and [BGV04, Proposition 10.1] that the left action \( \tau d_F \) interchanges parity, that is, it induces maps
\[
\beta^*_{H,L}(\tau d_F) : \mathcal{E}_{even} \to \mathcal{E}_{odd}, \quad \beta^*_{H,L}(\tau d_F) : \mathcal{E}_{odd} \to \mathcal{E}_{even}.
\]
For its adjoint $d^*_F$ given in (2.4), notice that since $g_{\varepsilon,d}$ and $g_F$ are even metrics, the operator $\#^*$ will preserve parity, while $\ast$ will preserve or reverse parity depending on whether $v$ is even or odd, so that $\tau d^*_F$ will also interchange parity. Hence, we see that $\tau D_{\varepsilon,d}$ interchanges parity, so that $\tau^2 D_{\varepsilon,d}$ preserves parity. On the other hand, the action on the left of $\sigma \partial_\sigma$ clearly preserves parity, so that the left action of the heat operator preserves parity and induces a map

$$\beta_{H,L}^*(t \partial_t + t D_{\varepsilon,d}^2) : \mathcal{E}_{\text{even}} \to \mathcal{E}_{\text{even}}.$$ 

This means that the parametrix construction can be done in $\mathcal{E}_{\text{even}}$ as claimed. Now, if we only assume that $g_{\varepsilon,d}$ is even up to order $\ell$, then (7.36) remains true up to order $\ell$, namely

$$\beta_{H,L}^*(t \partial_t + t D_{\varepsilon,d}^2) : \mathcal{E}_{\text{even}} + \rho^\alpha \rho_{tff}^\alpha C^\infty(H X_s; \beta_{H,R}^*(\Omega_{\varepsilon,b}(X_s)) \otimes \text{Hom}(\Lambda(\varepsilon,d T^*X_s) \otimes F))$$

to itself, so that the parametrix construction can indeed be performed in (7.37) as claimed. □

The key consequence is that we can refine the expansion of the pointwise trace of the heat kernel of an even $\varepsilon, d$-metric from

$$\text{tr} \left( e^{-t\Delta} |_{\Delta H_X} \right) \sim \left( \rho_{tff}^{-h-1} \sum A_k \rho_{tff}^k \right) \mu$$

which follows from the heat kernel construction, to

$$\text{tr} \left( e^{-t\Delta} |_{\Delta H_X} \right) \sim \left( \rho_{tff}^{-h-1} \sum A_{2k} \rho_{tff}^{2k} \right)$$

since odd terms in $S'$ and $U'$ vanish on the diagonal and do not contribute to the trace. If the metric is even to order $\ell$ then the asymptotics of the pointwise trace are

$$\text{tr} \left( e^{-t\Delta} |_{\Delta H_X} \right) \sim \left( \rho_{tff}^{-h-1} \sum A_{2k} \rho_{tff}^{2k} + \rho_{tff}^{-h+\ell-1} \sum A_k' \rho_{tff}^k \right) \mu$$

In particular, this has the following consequence.

**Corollary 7.8.** If $g_F$ is even in $\rho$, $g_{\varepsilon,d}$ is an even $\varepsilon, d$-metric to order $h + 2$, and $Y$ is even dimensional then $\text{tr} \left( e^{-t\Delta} |_{\Delta H_X} \right)$ does not have a constant term at $\mathcal{B}_{tff}$. 

Next let us consider the contribution of the expansion of $\beta_{H}^* \text{tr} \left( e^{-t\Delta} |_{\Delta H_X} \right)$ at $\mathcal{B}_{\varepsilon,\tau}(\tilde{\Delta}_{H_X})$ to the trace of the heat kernel. We know that $\tau^m \text{tr} \left( e^{-t\Delta} |_{\Delta H_X} \right)$ is smooth in $\tau$ and $\varepsilon$ near $\mathcal{B}_{hmf} \cap \mathcal{B}_{tff}$. The expansion in $\tau$ is of the form

$$\sum_{k \geq 0} a_k \tau^{2k}$$

with each $a_k$ a polynomial in the curvature of the product-type metric and its covariant derivatives. Hence the joint expansion of $\tau^m \text{tr} \left( e^{-t\Delta} |_{\Delta H_X} \right)$ in $\tau$ and $\varepsilon$ is of the form

$$\sum_{k, \ell \geq 0} a_{k,\ell} \tau^{2k} \varepsilon^\ell.$$
If we lift now to $\tilde{\Delta}_{HX}$ by introducing the coordinates $\kappa = \sqrt{\tau^2 + \varepsilon^2}$, $\gamma = \tan^{-1}(\varepsilon/\tau)$ this expansion becomes

$$\kappa^m \cos^m(\gamma) \beta^*_\Delta \text{tr} \left( e^{-t \Delta} \right)_{\Delta_{HX}} \sim \sum_{k, \ell \geq 0} a_{k, \ell} \kappa^{2k+\ell} \cos^{2k}(\gamma) \sin^{\ell}(\gamma).$$

Thus we have that, for even $\varepsilon, d$-metrics, the trace of the heat kernel satisfies

$$\beta^*_\varepsilon,\tau \text{Tr}(e^{-t \Delta}) \in A^{-m, (-m+N_0)\mathbb{C}(-h-1+2N_0), 0}\mathcal{C}^0(\mathcal{E} \mathcal{T})$$

and for $g_F$ even and $g_{\varepsilon, d}$ even to order $\ell \geq 2$,

$$\beta^*_\varepsilon,\tau \text{Tr}(e^{-t \Delta}) \in A^{-m, (-m+N_0)\mathbb{C}(-h-1+Ev(0,\ell), 0}\mathcal{C}^0(\mathcal{E} \mathcal{T})$$

with $Ev(0, k) = \{ n \in \mathbb{N}_0 : n \geq k \text{ or } n \text{ is even and } < k \}$.

This shows that the expansion at $B_{\varepsilon, \tau}$ induces terms in the expansion of $\beta^*_\varepsilon,\tau \text{Tr}(e^{-t \Delta})$ at $B_{\text{eff}}(\mathcal{E} \mathcal{T})$. However the heat kernel is polyhomogeneous on $\Delta_{HX}$ before blowing-up $\mathcal{B}_{\text{hmf}} \cap \mathcal{B}_{\text{tff}}$ and so the induced terms in the expansion at $\mathcal{B}_{\text{eff}}(\mathcal{E} \mathcal{T})$ are also lifts of polyhomogeneous expansions on $[0, 1]_\varepsilon \times \mathbb{R}^+$. We record this as a lemma.

**Lemma 7.9.** If $\chi$ is a smooth function on $X_s$ supported away from $\mathcal{B}_{sb}$ then

$$\text{Tr}(\chi e^{-t \Delta}) \in \tau^{-m}C^\infty([0, 1]_\varepsilon \times \mathbb{R}^+)$$

**Proof.** The lift of $\chi$ to $\tilde{\Delta}_{HX}$ is supported away from $\mathcal{B}_{\text{eff}} \cup \mathcal{B}_{\text{bmf}}$ hence $\beta^*_\varepsilon,\tau \text{Tr}(e^{-t \Delta})$ is the pull-back of a density with coefficients in $\tau^{-m}C^\infty(M \times [0, 1]_\varepsilon \times \mathbb{R}^+; \text{hom}(E))$. The result follows from the commutativity of the diagram

$$\begin{array}{ccc}
\tilde{\Delta}_{HX} & \xrightarrow{\beta_{\Delta,(1)}} & M \times [0, 1]_\varepsilon \times \mathbb{R}^+ \\
\pi_{\varepsilon, \tau} \downarrow & & \downarrow \pi_{\varepsilon, \tau} \\
\mathcal{E} \mathcal{T} & \xrightarrow{\beta_{\varepsilon, \tau}} & [0, 1]_\varepsilon \times \mathbb{R}^+
\end{array}$$

Below we shall make use of the proof of this lemma to simplify the asymptotics of analytic torsion for even metrics.

**Torsion under degeneration**

8. The $R$-torsion on manifolds with boundary

Let us first recall basic facts about Reidemeister torsion. For more details, the reader is encouraged to look at [Mil66, Che79, Dar87, Mül93]. Let $C_\ast$ be a finite dimensional real chain complex

$$0 \longrightarrow C_n \xrightarrow{\partial_n} C_{n-1} \xrightarrow{\partial_{n-1}} \cdots \xrightarrow{\partial_1} C_0 \xrightarrow{d_0} 0.$$ 

Suppose that we are given a preferred basis $c_i$ of $C_i$. As usual, let $Z_i$ denote the kernel of $\partial_i$ and let $B_i$ be the image of $\partial_{i+1}$ so that the homology group of degree $i$ is given by

$$H_i(C_\ast) = Z_i/B_i.$$
Choose a basis \( b_i \) of \( B_i \) and let \( h_i \) be a basis of \( H_i(C^*_e) \). Under the decomposition \( C_i = B_i \oplus H_i(C) \oplus B_{i-1} \), we see that the bases \( b_i, h_i \) and \( b_{i-1} \) induce another basis of \( C_i \) that we will denote \( b_i h_i b_{i-1} \).

**Definition 8.1.** For a preferred basis \( c_i \) of \( C_i \), a basis \( h_i \) of \( H_i(C^*_e) \) and any choice of basis \( b_i \) of \( B_i \), we define the \( R \)-torsion of the complex \( C^*_e \) by

\[
\tau(c_i, h_i) := \prod_{i=0}^{n} [b_i h_i b_{i-1} | c_i |]^{-1},
\]

where \([u|v] := | \det W | \) for \( u, v \) two basis of a real vector space \( V \) related by \( u_i = \sum_j W_{ij} v_j \).

As can be checked directly, this definition does not depend on the choice of the basis \( b_i \). Instead of the complex \( C^*_e \), we can look at the dual complex of cochains \( C^* \),

\[
\begin{array}{cccc}
0 & \longrightarrow & C^0 & \stackrel{d_0}{\longrightarrow} & C^1 & \stackrel{d_1}{\longrightarrow} & \cdots & \stackrel{d_{n-1}}{\longrightarrow} & C^n & \stackrel{d_n}{\longrightarrow} & 0,
\end{array}
\]

where \( C^i \) is the dual of \( C_i \). As a preferred basis of \( C^i \), we can simply take the basis \( c^i \) dual to \( c_i \). Denote by \( Z^i \) the kernel \( d_i \) and by \( B^i \) the image of \( d_{i-1} \) so that the cohomology groups of \( C^* \) are given by \( \text{H}^i(C^*) = Z^i/B^i \).

**Definition 8.2.** For a preferred basis \( c^i \) of \( C^i \), a basis \( h^i \) of \( \text{H}^i(C^*) \) and any choice of basis \( b^i \) of \( B^i \), we define the \( R \)-torsion of \( C^* \) by

\[
\tau(c^i, h^i) = \prod_{i=0}^{n} |c^i|^{-1},
\]

As the following example shows, although the \( R \)-torsion is defined in terms of real vector spaces, it can recapture information about the torsion when those vector spaces come from free abelian groups, explaining in part the origin of the terminology.

**Example 8.3.** Let \( 0 \rightarrow F^0 \rightarrow F^1 \rightarrow \cdots \rightarrow F^n \rightarrow 0 \) be a complex of free abelian groups and set \( C^i = F^i \otimes_{\mathbb{Z}} \mathbb{R} \). In this case, basis for \( F^i \) and \( \text{H}^i(F^*, \mathbb{Z}) \) induces preferred basis \( c^i \) for \( C^i \) and \( h^i \) for \( \text{H}^i(C^*) \). For such a choice, the \( R \)-torsion of the complex \( C^* \) is given by

\[
\tau(c^i, h^i) = \prod_{i=0}^{n} O_i^{(-1)^{i-1}},
\]

where \( O_i \) is the order of the torsion subgroup of \( \text{H}^i(F^*, \mathbb{Z}) \), see [Che79, (1.4)] for details.

In the previous example, we can in particular take \( F^* \) to be the complex of cochains of a \( CW \)-complex, in which case the torsion (8.3) is a homotopy invariant (though generally it is not). More generally, we can twist by flat vector bundles to get other invariants. More precisely, let \( K \) be a finite \( CW \)-complex and let \( C_*(K) \) be the cellular chain complex associated to \( K \). Let \( \pi_1(K) \) be the fundamental group of \( K \). Then \( \pi_1(K) \) naturally acts on the universal cover \( \tilde{K} \) of \( K \). This induces an action of \( \pi_1(K) \) on the corresponding cellular chain complex \( C_*(\tilde{K}) \) giving it the structure of a \( \mathbb{Z}\pi_1(K) \)-module. In fact, for each \( i \), \( C_*(\tilde{K}) \) is a free \( \mathbb{Z}\pi_1(K) \)-module finitely generated by a choice of lifts \( \{c^*_i\} \) of the \( i \)-cells \( \{c_i\} \) of \( K \). Let now \( \alpha : \pi_1(K) \rightarrow \text{GL}(k, \mathbb{R}) \) be a representation of the fundamental group of \( K \). We will assume that it is unimodular, which means \( | \det(\alpha(\nu)) | = 1 \) for all \( \nu \in \pi_1(K) \). This ensures that...
the action of \( \pi_1(K) \) preserves the volume of \( \mathbb{R}^k \) for its canonical volume form. Notice that orthogonal and unitary representations are special examples of unimodular representations. In particular, \( \alpha \) gives \( \mathbb{R}^k \) the structure of a \( \mathbb{Z}\pi_1(K) \)-module, so that we can consider the finite dimensional real chain complex

\[
C_i(K; \alpha) = C_i(\tilde{K}) \otimes_{\mathbb{Z}\pi_1(K)} \mathbb{R}^k.
\]

By taking a basis \( \{x_\ell\} \) of \( \mathbb{R}^k \), we then have a preferred basis \( \{\tilde{c}_i^j \otimes x_\ell\} \) of \( C_i(K; \alpha) \). We will assume in fact that \( \{x_\ell\} \) is a unimodular basis of \( \mathbb{R}^k \), that is, of volume one in the sense that in terms of the canonical basis \( \{v_i\} \) of \( \mathbb{R}^n \), \( x_\ell = \sum_i A_{\ell i} v_i \) with matrix \( A \) such that \( |\det A| = 1 \).

**Definition 8.4.** For a choice of basis \( h_*(\alpha) \) of the homology of the complex \( C_*(K; \alpha) \), we define the \( R \)-torsion \( \tau(K; \alpha, h_*(\alpha)) \) associated to \( K \) and \( \alpha : \pi_1(K) \to \text{GL}(k, \mathbb{R}) \) to be the \( R \)-torsion \( \tau(\{\tilde{c}_i^j \otimes x_\ell\}, h_*(\alpha)) \) of the complex \( C_*(K; \alpha) \). Similarly, for a choice of basis \( h^*(\alpha) \) of the cohomology of the dual complex \( C^*(K; \alpha) \), we define the \( R \)-torsion \( \tau(K; \alpha, h^*(\alpha)) \) to be the \( R \)-torsion \( \tau(c^i, h^*(\alpha)) \) of the complex \( C^*(K; \alpha) \) with \( c^i \) the basis of \( C^i(K; \alpha) \) dual to \( \{\tilde{c}_i^j \otimes x_\ell\} \).

Thanks to the fact that \( \alpha \) is unimodular, the definition of the \( R \)-torsion does not depend on the choice of lifts \( \tilde{c}_i^j \). On the other hand, for a non-trivial unimodular representation \( \alpha \), there is no reason for the \( R \)-torsion \( \tau(K, \alpha, h_*(\alpha)) \) to be a homotopy invariant. It is however a combinatorial invariant, that is, it is invariant under subdivision of \( K \), see \cite{Mil66, Mul93} for a proof. In fact, when the complex \( C_*(K; \alpha) \) is acyclic, it is shown in \cite{Cha74} to be even a topological invariant.

To compute the \( R \)-torsion of a complex, one important tool is the following formula due to Milnor.

**Theorem 8.5 (Milnor \cite{Mil66}).** Let

\[
0 \to C' \to C \to C'' \to 0
\]

be a short exact sequence of finite dimensional real cochain complexes with preferred bases \( c^i (c')^i \) and \( (c'')^i \) such that \( c^i = (c')^i (c'')^i \). If \( h, h' \) and \( h'' \) are choices of bases for the cohomology of \( C, C' \) and \( C'' \), then

\[
\frac{\tau(c, h)}{\tau(c', h') \tau(c'', h'')} = \tau(\mathcal{H})
\]

where \( \mathcal{H} \) is the acyclic complex given by the long exact sequence in cohomology associated to the short exact sequence \((8.5)\) and \( \tau(\mathcal{H}) \) is the \( R \)-torsion of \( \mathcal{H} \) with preferred basis given by \( h, h' \) and \( h'' \).

**Remark 8.6.** We will not need it, but a similar formula holds for short exact sequences of finite dimensional real chain complexes.

This can be used to see what happens to the \( R \)-torsion when a fibered cusp surgery is performed on a closed manifold \( M \) along a hypersurface \( H \subset M \) with trivial normal bundle and equipped with a fibration \( \phi : H \to Y \) over a closed manifold \( Y \). For a choice of triangulation on \( M \) compatible with the decomposition

\[ M = \mathfrak{B}_{sm} \cup_{H \cup H} H \times [0, 1], \]
we have a short exact sequence of complexes
\[ (8.7) \quad 0 \longrightarrow C^*(\mathcal{B}_{\text{sm}}, \partial \mathcal{B}_{\text{sm}}; \alpha) \longrightarrow C^*(\mathcal{M}; \alpha) \longrightarrow C^*(H \times [0, 1]; \alpha) \longrightarrow 0. \]

If we assume that \( H^*(H; \alpha) = 0 \), then the long exact sequence in cohomology associated to (8.7) gives a natural identification
\[ (8.8) \quad H^*(\mathcal{B}_{\text{sm}}, \partial \mathcal{B}_{\text{sm}}; \alpha) \cong H^*(\mathcal{M}; \alpha). \]

Thus, we see from (8.8) that a choice of basis \( h^*(\alpha) \) for \( H^*(\mathcal{B}_{\text{sm}}, \partial \mathcal{B}_{\text{sm}}; \alpha) \) induces one for \( H^*(\mathcal{M}; \alpha) \). This can be used to relate the \( R \)-torsion on \( \mathcal{M} \) and \( \mathcal{B}_{\text{sm}} \) as follows.

**Theorem 8.7.** Let \( \mathcal{M} \) be a closed manifold with a hypersurface \( H \subset \mathcal{M} \) having a trivial normal bundle. Let \( \phi : H \rightarrow Y \) be a fibration with \( Y \) a closed manifold. Suppose \( \pi_1(M) \rightarrow \text{GL}(k, \mathbb{R}) \) is a unimodular representation such that \( H^*(\phi^{-1}(y); \alpha) = \{0\} \) for each \( y \in Y \). Then \( H^*(H; \alpha) = 0 \) and for any choice of basis \( h^*(\alpha) \) for \( H^*(\mathcal{M}; \alpha) \), we have the relation
\[ (8.9) \quad \tau(M, \alpha, h^*(\alpha)) = \tau(\mathcal{B}_{\text{sm}}, \partial \mathcal{B}_{\text{sm}}, \alpha, h^*(\alpha)) \tau(H, \alpha) \]
where \( h^*(\alpha) \) is seen as a basis of \( H^*(\mathcal{B}_{\text{sm}}, \partial \mathcal{B}_{\text{sm}}; \alpha) \) via the identification (8.8).

**Proof.** Using the Leray-Serre spectral sequence of the fiberbundle \( \phi : H \rightarrow Y \), we see that \( H^*(H; \alpha) = 0 \). Thus, with the given choices of cohomology bases, we obtain (8.9) by applying Theorem 8.5 to (8.7). \( \square \)

In this setting, we can also relate \( L^2 \)-cohomology with the cohomology of the manifold with boundary. More precisely, let \( \mathcal{N} \) be a smooth manifold with boundary such that \( \partial \mathcal{N} \) is equipped with a fiber bundle \( \phi : \partial \mathcal{N} \rightarrow Y \), where the base \( Y \) and the fibers of \( \phi \) are closed manifolds. Let \( g_d \) be a fibered cusp metric on \( \mathcal{N} \setminus \partial \mathcal{N} \) compatible with the fiber bundle \( \phi : \partial \mathcal{N} \rightarrow Y \). Let \( \alpha : \pi_1(\mathcal{N}) \rightarrow \text{GL}(k, \mathbb{R}) \) be a unimodular representation and let \( \mathcal{F} \rightarrow \mathcal{N} \) be the corresponding flat vector bundle of rank \( k \) on \( \mathcal{N} \). Let \( g_{\mathcal{F}} \) be a smooth Euclidean metric for \( \mathcal{F} \rightarrow \mathcal{N} \). Finally suppose that \( \mathcal{F} \) is strongly acyclic at infinity, namely that
\[ (8.10) \quad H^*(\phi^{-1}(y); \mathcal{F}) = 0 \quad \forall \ y \in Y. \]

As in the proof of Theorem 8.7, we see from the Leray-Serre spectral sequence of the fiber bundle \( \phi : \partial \mathcal{N} \rightarrow Y \) that \( H^*(\partial \mathcal{N}; \mathcal{F}) = 0 \). Hence, we see from the long exact sequence associated to the pair \( (\mathcal{N}, \partial \mathcal{N}) \) that there is a natural identification
\[ H^*(\mathcal{N}; \mathcal{F}) \cong H^*(\mathcal{N}, \partial \mathcal{N}; \mathcal{F}). \]

Now, since the vector bundle \( \mathcal{F} \) is flat, we can consider the \( L^2 \)-complex
\[ (8.11) \quad \cdots \longrightarrow L^2_d\Omega^{i-1}(\mathcal{N} \setminus \partial \mathcal{N}, \mathcal{F}, g_d) \xrightarrow{d} L^2_d\Omega^i(\mathcal{N} \setminus \partial \mathcal{N}, \mathcal{F}, g_d) \xrightarrow{d} L^2_d\Omega^{i+1}(\mathcal{N} \setminus \partial \mathcal{N}, \mathcal{F}, g_d) \longrightarrow \cdots \]
where
\[ L^2_d\Omega^i(\mathcal{N} \setminus \partial \mathcal{N}, \mathcal{F}, g_d) = \{ \omega \in L^2\Omega^i(\mathcal{N} \setminus \partial \mathcal{N}, \mathcal{F}, g_d) \mid d\omega \in L^2\Omega^{i+1}(\mathcal{N} \setminus \partial \mathcal{N}, \mathcal{F}, g_d) \} \]
and \( L^2\Omega^i(\mathcal{N} \setminus \partial \mathcal{N}, \mathcal{F}, g_d) \) is the space of forms of degree \( i \) on \( \mathcal{N} \setminus \partial \mathcal{N} \) with values in \( \mathcal{F} \) which are \( L^2 \) with respect to the metric \( g_d \) and the metric \( g_{\mathcal{F}} \) of \( \mathcal{F} \). Recall that the \( L^2 \)-cohomology, denoted \( H^*_{(2)}(\mathcal{N}, \mathcal{F}, g_d) \), is by definition the cohomology of the complex (8.11).
Proposition 8.8. If $F$ is strongly acyclic at infinity, then there are natural identifications

$$H^*_{(2)}(N, F, g_d) \cong H^*(N; F) \cong H^*(N, \partial N; F).$$

Proof. For $p \in \partial N$, let $U$ be an open neighborhood diffeomorphic to $[0, 1)_x \times \mathbb{B}^h \times Z$ such that the restriction of $g_d$ to $U \setminus (U \cap \partial N)$ is quasi-isometric to $dx^2 + g_{\mathbb{B}^h} + x^2 g_Z$, where $h = \dim Y$, $\mathbb{B}^h$ is an open ball in $\mathbb{R}^h$, $Z = \phi^{-1}(p)$, $g_{\mathbb{B}^h}$ is the restriction of the Euclidean metric on $\mathbb{B}^h$ and $g_Z$ is some Riemannian metric on $Z$. Using the $L^2$-K"{u}nneth formula of \cite{Zuc83} and the assumption that $F$ is strongly acyclic at infinity, we see that

$$H^*_{(2)}(U \setminus (U \cap \partial N), F, g_d) = \{0\}.$$

The result then follows by applying a standard argument using commutative diagrams of Mayer-Vietoris sequences. \hfill \Box

In particular, the $L^2$-cohomology is finite dimensional. Combining with the Kodaira decomposition gives the following.

Corollary 8.9. If $F$ is strongly acyclic at infinity, then the exterior derivative $d$ and its formal adjoint $\delta$ have closed range and induce the Kodaira decomposition

$$L^2\Omega^k(N, F, g_d) = L^2\mathcal{H}^k(N, F, g) \oplus d \left( L^2\Omega^{k-1}(N, F, g_d) \right) \oplus \delta \left( L^2\Omega^{k+1}(N, F, g_d) \right)$$

where $L^2\mathcal{H}^k(N, F, g_d)$ is the space of $L^2$-harmonic forms of degree $k$ taking values in $F$ and

$$L^2\Omega^i(N \setminus \partial N, F, g_d) = \{ \omega \in L^2\Omega^i(N \setminus \partial N, F, g_d) \mid \delta \omega \in L^2\Omega^{i-1}(N \setminus \partial N, F, g_d) \}.$$

In particular, $d + \delta$ is a Fredholm operator and there are canonical identifications

$$L^2\mathcal{H}^k(N, F, g) \cong H^*_{(2)}(N, F, g) \cong H^*(N; F) \cong H^*(N, \partial N; F).$$

9. The intersection $R$-torsion of Dar and $L^2$-cohomology

To discuss the intersection $R$-torsion of Dar \cite{Dar87}, we need first to make a quick review of the intersection homology of Goresky and MacPherson in \cite{GM80}. Its original purpose was to give an answer to the following problem posed by Sullivan \cite{Sul70}: Can one find a class of spaces with singularities for which the signature of manifolds extends as a cobordism invariant. The class of singular spaces that Goresky and MacPherson considered were stratified pseudomanifolds with only even codimension strata, for instance complex varieties. The signature in this context was defined via intersection homology, which is defined more generally for every stratified pseudomanifold. To define intersection homology, we need to work in the piecewise linear category. Therefore, all the spaces involved in the definitions of this subsection are assumed to be piecewise linear.

In general, a stratification of a pseudomanifold $X$ is a filtration by closed subspaces

$$(9.1) \quad X_0 \subset X_1 \subset \cdots \subset X_{m-3} \subset X_{m-2} = X_{m-1} \subset X_m = X$$

such that for each $p \in X_i \setminus X_{i-1}$, there is a filtered space

$$(9.2) \quad p = V_i \subset \cdots \subset V_{m-1} \subset V_m = V$$

and a piecewise linear mapping $V \times B^i \to X$ which for each $j$ takes $V_j \times B^i$ piecewise linearly homeomorphically to a neighbourhood of $p \in X_j$. Here, $B^i$ is the piecewise linear ball of dimension $i$ and $p$ corresponds to $V_i \times \{\bar{p}\}$ where $\bar{p} \in B^i$ is some interior point.
If $C^T_*(X)$ denotes the chain complex of simplicial chains with respect to a triangulation $T$, then one can compare chains $c \in C^T_*(X)$ and $c' \in C^{T'}_*(X)$ coming from two different triangulations by looking at their canonical images in $C^{T''}_*(X)$ where $T''$ is a common refinement of $T$ and $T'$. We denote by $C_*(X)$ the complex of piecewise linear chains given by taking the direct limit of the $C^T_*(X)$ over all triangulations of $X$ compatible with the piecewise linear structure.

A perversity is a sequence of numbers $\bar{p} = (p_2, \ldots, p_{m-2})$ such that $p_2 = 0$ and $p_k + 1 = p_k$ or $p_k + 1$. If $i$ is an integer and $\bar{p}$ is a perversity, a subspace $N \subset X$ is said to be $(\bar{p}, i)$-allowable if $\dim N \leq i$ and $\dim(N \cap X_{m-k}) \leq i - k + p_k$ for all $k \geq 2$. Denote by $IC^{\bar{p}}_i(X)$ the subgroup of $C_i(X)$ consisting of the chains $\xi$ such that $|\xi|$ is $(\bar{p}, i)$-allowable and $|\partial \xi|$ is $(\bar{p}, i - 1)$-allowable.

**Definition 9.1.** The $i$th intersection homology group of perversity $\bar{p}$, denoted $IH^{\bar{p}}_i(X)$, is the $i$th homology group of the chain complex $IC^{\bar{p}}_*(X)$.

One of the important features of intersection homology is that it is not in general a homotopy invariant. On the other hand, a non-trivial fact proved in [GM80] is that for a given perversity $\bar{p}$, it does not depend on the choice of stratification [9.1].

The choice of terminology ‘intersection homology’ comes from the fact that for perversities $\bar{p}$, $\bar{q}$, and $\bar{r}$ such that $\bar{p} + \bar{q} \leq \bar{r}$, there is an intersection product

$$IH^p_i \times IH^q_j \to IH^{p+j-n}_{i+j-n}(X)$$

which corresponds to the intersection of two cocycles when they are in ‘general position’. In particular, this gives rise to a generalized Poincaré duality. If $\bar{p}$ and $\bar{q}$ are complementary perversities, meaning that $\bar{p} + \bar{q} = \bar{r}$ where $\bar{r} = (0, 1, \ldots, m - 2)$ is the largest possible perversity, and if $i$ and $j$ are of complementary dimensions $(i + j = m)$, then the pairing

$$IH^p_i(X) \times IH^q_j(X) \to IH^0_0(X) \to \mathbb{Z}$$

is non-degenerate when tensored with $\mathbb{Q}$.

If $\alpha : \pi_1(X) \to GL(k, \mathbb{R})$ is a unimodular representation, we can also form the complex

$$IC^\alpha_*(X) = IC^\alpha_*(X) \otimes_{\mathbb{Z}\pi_1(X)} \mathbb{R}^k,$$

**Definition 9.2.** The intersection homology groups $IH^\alpha_*(X; \alpha)$ are the homology groups of the complex $IC^\alpha_*(X; \alpha)$. Similarly, the cohomology groups $IH^\alpha_*(X; \alpha)$ are the cohomology groups of the complex $IC^\alpha_*(X; \alpha)$ dual to the complex $IC^\alpha_*(X; \alpha)$.

Suppose now that $X$ admits a stratification of depth at most 1, that is, $X_k = B \forall \dim B \leq k \leq n - 2$ and $X_k = \emptyset$ for $k < \dim B$ for some compact manifold $B$ of dimension $b \leq n - 2$. Suppose further that there is a smooth manifold with boundary $N$ and a fiber bundle $\phi : \partial N \to B$ such that $X$ is obtained from $N$ by collapsing the fibers of $\phi$ onto their bases. In this case, we can relate the intersection cohomology with local coefficients with the $L^2$-cohomology with local coefficients of a fibered cusp metric on $N \setminus \partial N = X \setminus B$. First recall that by the Riemann-Hilbert correspondence, we can naturally associate to the unimodular representation $\alpha : \pi_1(X) \to GL(k, \mathbb{R})$ a flat vector bundle $F$ of rank $k$ on $N$. Let us also equip $F$ with a metric $g_F$ so that it is a smooth Euclidean vector bundle on the manifold with boundary $N$. Notice however that unless the representation $\alpha$ is orthogonal, this Euclidean structure cannot be compatible with the flat connection.
On the other hand, let $gd$ be a fibered cusp metric on $N \setminus \partial N$ compatible with the fiber bundle $\phi : \partial N \to B$ and a choice of boundary defining function $x \in C^\infty(N)$. Since the vector bundle $F$ is flat, we can then consider the $L^2$-complex \( (??) \) and the corresponding $L^2$-cohomology. Assuming that the flat vector bundle $F$ is Witt and that $g_F$ is a smooth metric on the manifold with boundary $N$, we can easily establish the following relation with intersection cohomology.

**Proposition 9.3.** Suppose that the flat vector bundle $F$ is Witt. Then there is a natural isomorphism

$$H^*_2(N, F, g) \cong IH^*_\overline{m}(X; \alpha)$$

where $\overline{m}(k) = \lfloor \frac{k-1}{2} \rfloor$ is the upper middle perversity.

**Proof.** When $F$ is trivial, this is a standard result, see [HHM04]. Otherwise, identify $N \setminus \partial N$ with $X \setminus B$. Then there is a closed manifold $L$ such that any point $p \in B$ has a neighborhood $V \subset X$ homeomorphic $B_b \times CL$ where $B_b$ is the ball of dimension $b = \dim B$ in $\mathbb{R}^b$ and $CL$ is the cone over $L$. Let $\{U_i\}$ be an open cover of $B$ in $X$ such that any non-empty intersection $U_i = \cap_{i \in I} U_i$ is homeomorphic to $B_b \times L$. Appealing to the $L^2$-K"unneth formula of [Zuc83] and using the definition of the intersection complex, we have that for any intersection $U_I = \cap_{i \in I} U_i$, there are natural isomorphisms

\begin{equation}
H^*_2(U_I \setminus U_I \cap B, F, g) \cong IH^*_\overline{m}(U_I; \alpha) \cong \begin{cases} H^i(L; F), & i \leq \frac{v}{2} \\ \{0\}, & i \geq \frac{v}{2} \end{cases},
\end{equation}

where $v = \dim L$. We can then apply the five-lemma to suitable commutative diagrams of Mayer-Vietoris sequences to conclude that there is a natural isomorphism

$$H^*_2(N, F, g) \cong IH^*_\overline{m}(X; \alpha).$$

□

Since the $L^2$-cohomology is in particular finite dimensional, this has the following immediate consequence.

**Corollary 9.4.** Suppose that the flat vector bundle $F$ is Witt and $g_F$ is a smooth bundle metric on the manifold with boundary $N$. Then the exterior derivative $d$ and its formal adjoint $\delta$ have closed range and we have the Kodaira decomposition

$$L^2\Omega^k(N, F, g) = L^2\mathcal{H}^k(N, F, g) \oplus d (L^2\Omega^{k-1}(N, F, g)) \oplus \delta (L^2\Omega^{k+1}(N, F, g))$$

where $L^2\mathcal{H}^k(N, F, g)$ is the space of $L^2$-harmonic forms taking values in $F$ and

$$L^2\Omega^i(N \setminus \partial N, F, g) = \{ \omega \in L^2\Omega^i(N \setminus \partial N, F, g) \mid \delta \omega \in L^2\Omega^{i-1}(N \setminus \partial N, F, g) \}.$$

In particular, $d + \delta$ is a Fredholm operator and there is a canonical identification

$$IH^*_\overline{m}(X; \alpha) \cong H^*_2(N, F, g) \cong L^2\mathcal{H}^k(N, F, g).$$

Under the assumption that $B$ is zero dimensional, we can relate $L^2$-cohomology and intersection cohomology with absolute and relative cohomology.
Lemma 9.5. Suppose that the flat vector bundle $F$ is Witt with bundle metric $g_F$ smooth on $N$. If $B$ is zero dimensional, there is a natural isomorphism

$$H^k_{(2)}(N, F, g) \cong IH^k_m(X; F) \cong \begin{cases} H^k(N; F), & k \leq \frac{n-1}{2}, \\ \operatorname{Im} [H^k(N, \partial N; F) \to H^k(N; F)], & k = \frac{n}{2}, \\ H^k(N, \partial N; F), & k > \frac{n-1}{2}. \end{cases}$$

where $IH^k_m(X; F) := IH^k_m(X; \alpha)$.

Proof. The isomorphism between intersection cohomology and the $L^2$ cohomology is given in Proposition 9.3. For $k \leq \frac{n-1}{2}$, the other isomorphism follows by applying the five-lemma to the commutative diagram of long exact sequences

$$\begin{array}{ccc} \cdots & \longrightarrow & H^k(N, \partial N; F) \longrightarrow H^k(N; F) \longrightarrow H^k(L; F) \longrightarrow \cdots \\ \downarrow & & \downarrow \\ \cdots & \longrightarrow & H^k(N, \partial N; F) \longrightarrow IH^k_m(X; F) \longrightarrow IH^k_m(C_\partial \partial N; F) \longrightarrow \cdots. \end{array}$$

Note in particular that the Witt condition on $F$ implies that the map $H^k(L; F) \to IH^k_m(C_\partial \partial N; F)$ is an isomorphism for $k \leq \frac{n-1}{2}$ by (9.5). For $k = \frac{n}{2}$ when $n$ is even, the result also follows from (9.6). Finally, for $k > \frac{n}{2}$, notice by (9.5) that $IH^k_m(C_\partial \partial N; F) = \{0\}$ for $k \geq \frac{n-1}{2}$, so we can just use the bottom long exact sequence in (9.6) to obtain the isomorphism. □

In order to define a $R$-torsion out of intersection homology, one needs to describe it in terms of a finitely generated complex of chains. A natural choice is to take the basic sets $R^\mathfrak{p}_i$ of [GM80] §3.4.

Definition 9.6. Let $X$ be a pseudomanifold of dimension $n$ with a fixed stratification and let $\mathfrak{p}$ be a choice of perversity. Let $T$ be a triangulation of $X$ subordinate to the stratification, that is, such that $X_k$ is a subcomplex of $T$ for each $k$. Let $T'$ be the first barycentric subdivision of $T$ and denote by $R^\mathfrak{p}_i$ the subcomplex of $T'$ consisting of all simplices which are $(\mathfrak{p}, i)$-allowable.

For such basic sets $R^\mathfrak{p}_i$, there is a natural identification

$$\operatorname{IH}^\mathfrak{p}_i(X) \cong \operatorname{Im}(H_i(R^\mathfrak{p}_i) \to H_i(R^\mathfrak{p}_{i+1})).$$

This suggests considering the abelian group

$$R^\mathfrak{p}_i(X) = H_i(R^\mathfrak{p}_i, R^\mathfrak{p}_{i-1})$$

finitely generated by chains $\{c^j_i\}$ in $R^\mathfrak{p}_i$ with boundary in $R^\mathfrak{p}_{i-1}$. These groups form a complex with boundary map $\partial : R^\mathfrak{p}_i(X) \to R^\mathfrak{p}_{i-1}(X)$ induced by the boundary map of the long exact sequence in homology

$$\cdots \longrightarrow H_i(R^\mathfrak{p}_{i-1}) \longrightarrow H_i(R^\mathfrak{p}_i) \longrightarrow H_i(R^\mathfrak{p}_{i+1}, R^\mathfrak{p}_{i-1}) \longrightarrow H_{i-1}(R^\mathfrak{p}_{i-1}) \longrightarrow \cdots.$$ 

In terms of this complex, intersection homology is canonically given by $\operatorname{IH}^\mathfrak{p}_i(X) \cong H_i(R^\mathfrak{p}_i(X))$. This can be proved directly from (9.7).

Let now $\tilde{X}$ be the universal cover of $X$ and let $\tilde{R}^\mathfrak{p}_i$ be the lift of $R^\mathfrak{p}_i$ to $\tilde{X}$. The fundamental group of $X$, denoted $\pi_1(X)$, naturally acts on $\tilde{X}$ and $\tilde{R}^\mathfrak{p}_i$ and we can as before define a complex by

$$R^\mathfrak{p}_i(\tilde{X}) = H_i(\tilde{R}^\mathfrak{p}_i, \tilde{R}^\mathfrak{p}_{i-1}).$$
This complex is a free $\mathbb{Z}\pi_1(X)$-module generated by lifts of chains $\{e_i^j\}$ in $\mathcal{R}_i^p(X)$. Let $\{\overline{e}_i^j\}$ be a preferred basis of $\mathcal{R}_i^p(\tilde{X})$ coming from a choice of lifts of the chains $\{e_i^j\}$.

**Remark 9.7.** It is not completely clear a priori that one can choose the chains $\{e_i^j\}$ to be simply connected, so an obstruction to lift cannot be automatically ruled out. However, in the case that $X$ has one singular stratum $B$ of dimension 0, which is the situation considered in [ARS14], the chains $\{e_i^j\}$ can be chosen to be simply connected, in fact contractible. Indeed, each of them can be chosen to be either a simplex not intersecting $B$, or else a chain retracting to one of the connected components of $B$.

Suppose that we are now given a unimodular representation of the fundamental group $\alpha : \pi_1(X) \to \text{GL}(k, \mathbb{R})$. This gives $\mathbb{R}^k$ the structure of a $\mathbb{Z}\pi_1(X)$-module so that we can introduce a twisted version of the complex $\mathcal{R}_i^p(X)$, namely,

$$\mathcal{R}_i^p(X; \alpha) = \mathcal{R}_i^p(\tilde{X}) \otimes_{\mathbb{Z}\pi_1(X)} \mathbb{R}^k.$$ 

Clearly, $\mathcal{R}_i^p(X; \alpha)$ is a finite dimensional real vector space with preferred basis given by $\{\overline{e}_i^j \otimes x_\ell\}$ where $\{x_\ell\}$ is a choice of unimodular basis for $\mathbb{R}^k$.

**Definition 9.8 (Dar [Dar87]).** With a choice of preferred basis in homology $h_*(\alpha)$, the **intersection $R$-torsion** $I\tau^p(X, \alpha, h_*(\alpha))$ associated to the perversity $\overline{p}$ and the unimodular representation $\alpha$ is the torsion of the complex $\mathcal{R}_i^p(X; \alpha)$ with preferred basis $\{\overline{e}_i^j \otimes x_\ell\}$ and basis in homology given by $h_*(\alpha)$. Similarly, we can define the intersection torsion in cohomology $I\tau^q(X, \alpha, h^*(\alpha))$ by specifying a basis $h^*(\alpha)$ of the cohomology of the complex $\mathcal{R}_i^q(X; \alpha)$ dual to $\mathcal{R}_i^p(X; \alpha)$ and by using as a preferred basis of $\mathcal{R}_i^q(X; \alpha)$ the basis dual to $\{\overline{e}_i^j \otimes x_\ell\}$.

Using the fact that the representation $\alpha$ is unimodular, we can proceed as in [Dar87] to show that the intersection $R$-torsion does not depend on the choice of triangulation $T$ and is therefore a combinatorial invariant.

### 10. Analytic torsion conventions

We briefly recall the definition of analytic torsion for closed manifolds and manifolds with fibered cusps.

Let $(M, g)$ be a closed oriented Riemannian manifold of dimension $m$, $F$ a flat bundle over $M$ with connection $\nabla$ and bundle metric $g_F$, not necessarily compatible. This data defines a twisted de Rham complex $\Omega^*(M; F)$ and a corresponding Hodge Laplacian

$$\Delta_q : \Omega^q(M; F) \to \Omega^q(M; F)$$

on forms of degree $q$. The zeta function of this operator is, for $\text{Re } s \gg 0$,

$$\zeta_q(s) = \frac{1}{\Gamma(s)} \int_0^\infty t^s \text{Tr}(e^{-t\Delta_q} - \Pi_{\ker \Delta_q}) \frac{dt}{t}$$

where $\Pi_{\ker \Delta_q}$ denotes the orthogonal projection onto the null space of $\Delta_q$. The short-time asymptotic expansion of the heat kernel can be used to see that this integral converges when $\text{Re } s > m/2$ and that the resulting holomorphic function has a meromorphic continuation to the entire complex plane with at worst simple poles, for which $s = 0$ is a regular point. The
(logarithm of) analytic torsion is defined in terms of the derivatives of these zeta functions at the origin,

$$ \text{LAT}(M, g, F, g_F) = \frac{1}{2} \sum_{q=0}^{m} (-1)^q q \zeta'_q(0). $$

If the null spaces $\mathcal{H}^q(M; F)$ of the Hodge Laplacians are all trivial, and the representation is orthogonal [RS71] or unimodular [Mü93], then the analytic torsion is independent of the choice of metric. Otherwise, as shown in [RS73], we can remove the dependence on the metric by choosing a basis $\{\mu^q_j\}$ of $\mathcal{H}^q(M; F)$ for each $q$, and an orthonormal basis of harmonic forms $\omega$ with respect to the metric $g$, and then defining

$$ \overline{\text{LAT}}(M, \{\mu^q_j\}, F) = \text{LAT}(M, g; F) - \log \left( \prod_{q=0}^{n} [\mu^q | \omega^q]^{(-1)^q} \right), $$

where $[\mu^q | \omega^q] = | \det W^q |$ with $W^q$ the matrix satisfying

$$ \mu^q_i = \sum_j W^q_{ij} \omega^q_j. $$

Another way of saying this is that LAT can be thought of invariantly as a metric on the determinant line

$$ \det \mathcal{H}^*(M; F) = \bigwedge_{q=0}^{m} (\wedge^{\text{top}} \mathcal{H}^q(M; F))^{(-1)^{q+1}}, $$

where the inverse of a vector space denotes its dual.

For a manifold with cusp ends, the definition of analytic torsion is similar but slightly more complicated. Let $M'$ be a manifold with boundary $H$ and $x$ a boundary defining function for $H$. Assume that $H$ participates in a fiber bundle

$$ Z \to H \xrightarrow{\phi} Y $$

and fix a connection for $\phi$. As above there is a bundle, the $d$-tangent bundle, $dTM'$ whose sections are locally generated by $x \partial_x, \partial_y, \frac{1}{x} \partial_z$ and a dual bundle, the $d$-cotangent bundle, $dT^*M'$ whose sections are locally generated by $\frac{dx}{x}, dy, x dz$. (If $M$ is a closed manifold with hypersurface $H$ and $M' = M \setminus H$ then $dTM' \cong \varepsilon_{dTX}|_{B_{s_m}}$.)

A general fibered cusp metric, or $d$-metric, is a bundle metric on $dTM'$ but it is convenient to single out particularly well-behaved $d$-metrics. First, a product-type $d$-metric is a metric of the form

$$ g_d = \frac{dx^2}{x^2} + x^2 g_{H/Y} + \phi^* g_Y $$

in a collar neighborhood $C \cong [0, 1] \times H$ of $H$, with $g_Y$ a metric independent of $x$ on $Y$ and $g_{H/Y}$ a symmetric 2-tensor on $H$ restricting to a Riemannian metric on each fiber of $\phi$. We say a $d$-metric is product-type to order $k$ if it differs from a product-type metrics by a smooth section of $S^2(dT^*M')$ which vanishes to order $k$ at $\partial M'$. Analogously to Definition 7.3, we say that $g_d$ is an even $d$-metric if it is a $d$-metric which in a collar neighborhood $C$ of $\partial M'$ differs from a product-type $d$-metric $g_{pt}$ by elements of $x^2 C^\infty(U; S^2(dT_H M'))$ and $x^2 C^\infty(U; S^2(dT^*_H M'))$ having only even powers of $x$ in their expansion at $\partial M'$, where here the decomposition in $C$

$$ dT^* M' = dT^*_H M' \oplus dT^*_H M' $$
in terms of vertical and horizontal forms is the one induced by $g_{pt}$ for the fiber bundle $[0,1)_x \times H \to [0,1)_x \times Y$ defined using $\phi : H \to Y$. More generally, we say it is even to order $\ell$ if it differs from even $d$-metric by a smooth section of $S^2(d^*TM')$ vanishing to order $\ell$ at $\partial M'$.

Let $(F,\nabla^F)$ be a flat vector bundle over $M'$ and let $g_F$ be a bundle metric on $F$, not necessarily compatible with $\nabla^F$. We say that $g_F$ is even in $x$ if its Taylor expansion at $H$ has only even powers of $x$. Equivalently, $g_F$ is even in $x$ if when we extend $F$ to the double of $M'$ over $H$, $g_F$ extends to a smooth bundle metric over the double.

We form the twisted $d$-differential forms

$$\omega^*(M'; F) = C^\infty(X; \Lambda^*(d^*TM') \otimes F),$$

with corresponding de Rham operators $\bar{\partial}_{dR}$ and Hodge Laplacians $\Delta_q$. We assume that $(F,\nabla^F, g_F)$ satisfy the hypotheses of Lemma 2.1 so that $\bar{\partial}_{dR}$ is Fredholm on $L^2_d$.

We can not define the zeta function directly as above because the heat kernel of such a Laplacian is not trace-class. However, as in [Mel93, MN96, Alb09], we can define a renormalized trace by showing that the function

$$z \mapsto \text{Tr}(x^ze^{-t\Delta_q})$$

is finite for $\text{Re } z \gg 0$ and has a meromorphic continuation to $\mathbb{C}$, so that we can set

$$\text{Tr}^R(e^{-t\Delta_q}) = \text{FP Tr}(x^ze^{-t\Delta_q}).$$

This follows from the construction of the heat kernel above (and also from [Vai01, §4]), as does the important fact that this renormalized trace has asymptotic behavior similar to that on closed manifolds (see [AR13, Theorem A.1])

$$\text{as } t \to \infty, \quad \text{Tr}^R(e^{-t\Delta_q} - \Pi_{\ker \Delta_q}) \to 0 \text{ exponentially}$$

$$\text{as } t \to 0, \quad \text{Tr}^R(e^{-t\Delta_q}) \sim t^{-m/2} \sum_{k \geq 0} a_k/t^{k/2} + t^{-(h+1)/2} \sum_{k \geq 0} b_k/t^{k/2} \log t$$

as long as $(F, g_F)$ satisfy the hypotheses of Lemma 2.1. The corresponding zeta function

$$\zeta_q(s) = \frac{1}{\Gamma(s)} \int_0^\infty t^s \text{Tr}^R(e^{-t\Delta_q} - \Pi_{\ker \Delta_q}) \frac{dt}{t}$$

is hence holomorphic for $\text{Re } s > m/2$ with a meromorphic continuation to $\mathbb{C}$ with at worst double poles. There is a pole at $s = 0$, with residue $b_{h+1/2}$, but if $Y$ is even dimensional our analysis of the heat kernel for even metrics in §7.3 shows that $b_{h+1/2}$ vanishes if $g_d$ is even to order $\ell \geq h + 2$. For surfaces with cusps, this way of defining the zeta function was used for example in [AAR13, AAR15].

We define

$$\text{LAT}(M', g_d, F) = \frac{1}{2} \sum_{q = 0}^m (-1)^q \left( \text{FP} \sum_{s = 0} \frac{\zeta_q(s)}{s} \right).$$

Just as on a closed manifold we have the following variation formula.

**Lemma 10.1.** Let $F \to M'$ be a bundle with flat connection $\nabla^F$ and bundle metric $g_F$, not necessarily compatible with $\nabla^F$, but even in $x$. Let $\sigma \mapsto g_\sigma$ be a family of fibered cusp metrics
that are even to order $\ell \geq \dim Y + 2$ and whose difference is $O(x)$ as sections of $S^2(\mathcal{L}^* M')$, and let

$$\alpha = \left. -1 \partial_\sigma \right|_{\sigma = 0} \ast.$$ 

If $m = \dim M$ is odd and $h = \dim Y$ is even then the variation of the analytic torsion is given by

$$\partial_\sigma \left|_{\sigma = 0} \right. \text{LAT}(M', g_\sigma, F) = \frac{1}{2} \sum_{q=0}^{m} (-1)^q \text{Tr}(\alpha_q \Pi_{ker} \Delta_q)$$

where $\alpha_q$ is the restriction of $\alpha$ to forms of degree $q$, and hence analytic torsion defines a metric on the Hodge cohomology determinant line independent of $\sigma$. If the flat bundle $F$ is also acyclic, then analytic torsion is a number independent of $\sigma$.

**Proof.** First, since $g_\sigma$ are even to order $\ell \geq 2$ and differ by $O(x)$, they actually differ by $O(x^2)$. Next let us determine the structure of $\alpha$. We know that there is a collar neighborhood $\mathcal{C} = [0, 1) \times H$ of $\partial M'$ with respect to which

$$g_\sigma = \left. \frac{dx^2}{x^2} + x^2 g_{H/Y} + \phi^* g_Y \right|_{\sigma = 0} \in x^2 C^\infty_{\text{even}}(\mathcal{C}; S^2(\mathcal{L}^* M')) + x^\ell C^\infty(\mathcal{C}; S^2(\mathcal{L}^* M')),$$

where $g_{H/Y}$ and $\phi^* g_Y$ are constant in $x$ and smooth in $\sigma$, and where $C^\infty_{\text{even}}(\mathcal{C}; S^2(\mathcal{L}^* M'))$ is the space of smooth sections with even expansion at $\partial M'$. Let $\{ e_i \}$ be a frame for $TH/Y$ orthonormal with respect to $g_{H/Y} \big|_{\sigma = 0}$ and $\{ \eta_\mu \}$ be a frame for $TY$ orthonormal with respect to $g_Y \big|_{\sigma = 0}$. Let $\{ e_i \}$ and $\{ \eta_\mu \}$ be their horizontal lifts to $\mathcal{C}$ with respect to which

$$\text{LAT}(M', g_\sigma, F) = \left. \frac{dx^2}{x^2} + x^2 g_{H/Y} + \phi^* g_Y \right|_{\sigma = 0} \in x^2 C^\infty_{\text{even}}(\mathcal{C}; S^2(\mathcal{L}^* M')) + x^\ell C^\infty(\mathcal{C}; S^2(\mathcal{L}^* M')),$$

where $C^\infty_{\text{even}}$ denotes functions even in $x$ and hence, for any $s \in C^\infty(\mathcal{C}; \mathcal{F})$,

$$\ast(s(\zeta) \theta^i_1 \wedge \cdots \wedge \theta^i_d) = \frac{\sqrt{\det(g_{ij})}}{(m-p)!} g^{i_1 \ell_1} \cdots g^{i_p \ell_p} s(\zeta) \epsilon_{\ell_1 \cdots \ell_p} \theta^{\ell_1} \wedge \cdots \wedge \theta^{\ell_p}.$$ 

This shows that

$$\alpha \in C^\infty_{\text{even}}(\mathcal{C}; \text{Hom}(\Lambda^s(\mathcal{L}^* M')) + x^\ell C^\infty(\mathcal{C}; \text{Hom}(\Lambda^s(\mathcal{L}^* M'))).$$

In particular, since $\partial_\sigma g_\sigma = O(x^2)$, we point out that $\alpha$ is $O(x^2)$ as a section of $\text{Hom}(\Lambda^s(\mathcal{L}^* M'))$.

Duhamel’s formula yields

$$\partial_t e^{-t \Delta} = -\int_0^t e^{-s \Delta} \partial_s e^{-(t-s) \Delta} \, ds$$

and a direct computation using (2.4) shows that

$$\partial_\sigma \big|_{\sigma = 0} \Delta = -\alpha \delta d + \delta d \alpha - d \alpha \delta + d \delta \alpha.$$ 

Since $\alpha$ is $O(x^2)$, the construction of the heat kernel above implies that $\alpha e^{-t \Delta}$ is trace-class for all $t > 0$ (as are $\alpha d e^{-t \Delta}$, $\alpha \delta e^{-t \Delta}$, and $\alpha \delta d e^{-t \Delta}$) and hence $\partial_\sigma e^{-t \Delta}$ is trace-class for all $t > 0$. Thus we can compute as in [RS71, Theorem 2.1] and find that

$$\partial_\sigma \sum (-1)^q q \text{Tr}(e^{-t \Delta_q}) = t \partial_t \sum (-1)^q \text{Tr}(\alpha_q e^{-t \Delta_q})$$.
where \( \alpha_q \) is the restriction of \( \alpha \) to forms of degree \( q \) and hence, for \( \text{Re} \, s > m/2 \),

\[
\partial_s \sum (-1)^q q \zeta_q(s) = \frac{s}{\Gamma(s)} \int_0^\infty t^s \sum (-1)^{q+1} \text{Tr} \left( \alpha_q(e^{-t\Delta_y} - \Pi_{\ker \Delta_y}) \right) \frac{dt}{t}.
\]

Now our construction of the heat kernel in §7.1 and its refinement in §7.3 (by restricting to \( \mathcal{B}_{mf} \)) together with (10.1) imply that

\[
\text{Tr}(\alpha e^{-t\Delta}) \sim \left( \rho_{t_{ff}}^{-h-1} \sum_{2k<\ell} A_{2k}(\alpha) \rho_{t_{ff}}^{2k} + \rho_{t_{ff}}^{-h+\ell-1} \sum A'_{k}(\alpha) \rho_{t_{ff}}^{k} \right) \mu
\]

and so \( \ell > h + 1 \) guarantees that there is no constant term in this expansion.

Applying Melrose’s push-forward theorem to \( \alpha e^{-t\Delta} \) on \([M' \times \mathbb{R}^+ ; H \times \{0\}]\), yields

\[
\text{Tr}(\alpha e^{-t\Delta}) \sim t^{-m/2} \sum_{k \geq 0} a_k(\alpha) t^k + t^{-(h+1)/2} \sum_{0 \leq k < (\ell - 1)/2} \sum_{k \geq 0} b_{k/2}(\alpha) t^{k/2} \log t \text{ as } t \to 0.
\]

where the \( \{a_k(\alpha_q)\} \) are the contribution from the interior lift of \( \{\sqrt{t} = 0\} \), the \( \{\tilde{a}_k(\alpha_q)\} \) are the contribution from the front face of the blow-up, and the \( \{b_{k/2}(\alpha_q)\} \) are the contribution from the corners (see the appendix of [AR13] for details). In particular this lets us deduce that, since \( m \) is odd and \( \alpha \in \mathcal{O}(x^2) \), the coefficient of \( t^0 \log t \) vanishes since neither corner has a term at order \( t^0 \).

Thus we can meromorphically continue \( \partial_s \sum (-1)^q q \zeta_q(s) \) to the complex plane and we find that, near \( s = 0 \), it equals

\[
S \sum_q (-1)^q \text{Tr}(\alpha_q \Pi_{\ker \Delta_y}) + \mathcal{O}(s^2)
\]

which proves the variation formula in the lemma.

We will prove our main results for product-type \( d \) metrics, it follows from this lemma that they will hold for \( d \)-metrics that are of even to order \( h + 2 \).

To relate the analytic torsion of \( M \) with a smooth metric to the analytic torsion of \([M; H]\) with a fibered cusp metric, we will use our uniform construction of the resolvent and the heat kernel of the Hodge Laplacian as \( \varepsilon \to 0 \). Putting these together we will see that the limit as \( \varepsilon \to 0 \) of the analytic torsion is equal to the sum of the analytic torsion of \([M; H]\) and a contribution from each of the model operators.

In order to compute these limits, it will be very useful to rewrite \( \text{FP}_{s=0} \frac{1}{s} \zeta(s) \) as a renormalized integral. From

\[
R \text{Tr}(e^{-t\Delta}) \sim t^{-m/2} \sum_{k \geq 0} a_{k/2} t^{k/2} + t^{-(h+1)/2} \sum_{k \geq 0} b_{k/2} t^{k/2} \log t
\]
(where for closed manifolds we have $R \text{Tr} = \text{Tr}$, $a_{k/2} = 0$ if $k$ is odd and $b_j = 0$ for all $j$), we see that, for $\text{Re } s > m/2$ and any $L > -m/2$,

$$
\int_0^1 t^s R \text{Tr} \left( e^{-t\Delta} - \Pi_{\ker \Delta} \right) \frac{dt}{t} = f_L(s)
$$

$$
+ \int_0^1 t^s \left[ -\dim \ker \Delta + \sum_{-m/2 \leq k < L} a_{(k+m)/2} t^{k/2} + \sum_{-(h+1)/2 \leq k < L} b_{(h+1+k)/2} t^{k/2} \log t \right] \frac{dt}{t}
$$

with $f_L(s)$ holomorphic for $\text{Re } s > -L$. Since we have

$$
\int_0^1 t^s \frac{dt}{t} = \frac{1}{s + k/2}, \quad \int_0^1 t^s \log t \frac{dt}{t} = -\frac{1}{(s + k/2)^2},
$$

the integral above is a meromorphic function on $\mathbb{C}$ with at worst double poles and explicit singular parts. Near $s = 0$ we can write

$$
\frac{1}{\Gamma(s)} = s + \gamma s^2 + \frac{1}{12} (6\gamma^2 - \pi^2)s^3 + O(s^4)
$$

where $\gamma$ is the Euler-Mascheroni constant. It follows that the meromorphically continued zeta function is equal, near $s = 0$, to

$$
\left( s + \gamma s^2 + \frac{6\gamma^2 - \pi^2}{12} s^3 + O(s^4) \right) \left( -\frac{b_{(h+1)/2}}{s^2} + \frac{a_{m/2} - \dim \ker \Delta}{s} \right) + R \int_0^\infty R \text{Tr} \left( e^{-t\Delta} \right) \frac{dt}{t} + O(s)
$$

and so the coefficient of $s$ is

$$
R \int_0^\infty R \text{Tr} \left( e^{-t\Delta} \right) \frac{dt}{t} - \frac{6\gamma^2 - \pi^2}{12} b_{(h+1)/2} + \gamma(a_{m/2} - \dim \ker \Delta),
$$

so that

$$
(10.2) \quad \zeta'(0) = R \int_0^\infty R \text{Tr} \left( e^{-t\Delta} \right) \frac{dt}{t} - \frac{6\gamma^2 - \pi^2}{12} b_{(h+1)/2} + \gamma(a_{m/2} - \dim \ker \Delta).
$$

In particular for a closed manifold (with $b_{(h+1)/2} = 0$), this yields

$$
(10.3) \quad \zeta'(0) = R \int_0^\infty R \text{Tr} \left( e^{-t\Delta} \right) \frac{dt}{t} + \gamma(a_{m/2} - \dim \ker \Delta).
$$

More generally, we have seen that when $h = \dim Y$ is even, $g_F$ is even and $g_d$ is even to order $h + 2$, we have $b_{(h+1)/2} = 0$ for the Hodge Laplacian, and hence (10.3) holds just as for a closed manifold in this case.

11. Asymptotics of analytic torsion

Having determined the behavior under fibered cusp surgery of the resolvent of Dirac-type operators, and hence their small eigenvalues, and the heat kernels of Laplace-type operators, we can now determine the behavior of the corresponding zeta functions. Specializing to twisted de Rham operators we will find the asymptotics of analytic torsion. In particular we will show that its finite part as $\varepsilon \to 0$ decomposes into a contribution from the various model operators. We will first describe the general case and then impose extra conditions on the representations to determine these contributions.
Let $D_{\varepsilon,d}$ be a Dirac-type operator as in (3) satisfying Assumptions 1 and 2 of that section. For positive $\varepsilon$, the derivative of the zeta function of $D_{\varepsilon,d}^2$ at $s = 0$ is given by (10.3)

$$
\zeta'(0) = \gamma(a_{m/2} - \dim \ker D_{\varepsilon,d}^2) + \int_0^\infty \frac{\text{Tr}(e^{-tD_{\varepsilon,d}^2})}{t} \, dt
$$

and we wish to determine the finite part as $\varepsilon \to 0$.

Recall from §7.2 that the trace of the heat kernel of $D_{\varepsilon,d}^2$ is polyhomogeneous on

$$
\mathcal{E} \mathcal{F} = [[0,1]_\varepsilon \times \mathbb{R}_+^*; \{\varepsilon, \tau = 0\}]
$$

where $\tau = \sqrt{t}$, which has two boundary hypersurfaces over $\varepsilon = 0$, $\mathcal{B}_af$ and $\mathcal{B}_{ff}$. By the renormalized push-forward theorem of [HMM95, Lemma 2.4], at $\mathcal{B}_af$, the trace of the heat kernel behaves like

$$
\text{Tr}(e^{-tD_{\varepsilon,d}^2}) = a \log \rho_{af} + R \text{Tr}(e^{-t\Delta_d}) + R \text{Tr}(e^{-t\Delta_k}) + o(1),
$$

while at $\mathcal{B}_{ff}$, the expansion of the trace of the heat kernel has the form

$$
(11.1) \quad \text{Tr}(e^{-tD_{\varepsilon,d}^2}) \sim \rho_{ff}^{-m} \sum_{k=0}^m A_{k}^ff \rho_{ff}^k + \rho_{ff}^{-h-1} \sum_{\ell=0}^{h+1} A_{k}^ff \rho_{ff}^\ell \log \rho_{ff} + o(1),
$$

and we have seen that for product-type metrics many of these coefficients vanish.

First let us consider the renormalized integral for large time. On a manifold undergoing surgery we denote the set of small eigenvalues by $\text{Spec}_{\text{small}}(\Delta)$ and we can write

$$
\text{Tr} \left( e^{-tD_{\varepsilon,d}^2} \right) = \text{Tr} \left( \sum_{\lambda \in \text{Spec}_{\text{small}}(\Delta)} e^{-t\lambda} \Pi_\lambda \right) + o(\varepsilon) = \text{Tr} \left( e^{-tD_{\text{small}}^2} \right) + o(\varepsilon) \quad \text{as} \quad t \to \infty
$$

with the advantage that $\delta$ is independent of $\varepsilon$, where $e^{-tD_{\text{small}}^2} = \Pi_{\text{small}} e^{-tD_{\varepsilon,d}^2} \Pi_{\text{small}}$. Next notice that

$$
\text{FP} \int_0^\infty t^s e^{-t\lambda} \frac{dt}{t} = \begin{cases} 0, & \text{if} \ \lambda = 0, \\ \text{FP} \frac{1}{\lambda^s} \int_0^\infty t^s e^{-t} \frac{dt}{t} = \int_\lambda^\infty e^{-t} \frac{dt}{t} =: \Gamma(0, \lambda), & \text{if} \ \lambda \neq 0, \end{cases}
$$

and so

$$
\int_1^\infty \frac{\text{Tr}(e^{-tD_{\varepsilon,d}^2})}{t} \, dt = \int_1^\infty \frac{\text{Tr}(e^{-tD_{\varepsilon,d}^2} - e^{-tD_{\text{small}}^2})}{t} \, dt + \int_1^\infty \frac{\text{Tr}(e^{-tD_{\text{small}}^2})}{t} \, dt
$$

$$
= \int_1^\infty \frac{\text{Tr}(e^{-tD_{\varepsilon,d}^2} - e^{-tD_{\text{small}}^2})}{t} \, dt + \sum_{\lambda \in \text{Spec}_{\text{small}}(D_{\varepsilon,d})\setminus\{0\}} \Gamma(0, \lambda) \dim \ker(D_{\varepsilon,d}^2 - \lambda).
$$

Now as $\varepsilon \to 0$ we have that

$$
\text{FP} \int_1^\infty \frac{\text{Tr}(e^{-tD_{\varepsilon,d}^2} - e^{-tD_{\text{small}}^2})}{t} \, dt = \int_1^\infty \frac{\text{RTr}(e^{-t\Delta_d})}{t} \, dt + \int_1^\infty \frac{\text{RTr}(e^{-t\Delta_k})}{t} \, dt,
$$
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while, as \( \lambda \to 0 \), \( \Gamma(0, \lambda) = -\log \lambda - \gamma + \mathcal{O}(\lambda) \). Let us abbreviate

\[
N_\varepsilon = \dim \ker D^2_{\varepsilon,d}, \quad N_b = \dim \ker \Delta_b, \quad N_d = \dim \ker \Delta_d,
\]

\[
\log \zeta_{\text{small}}(D^2_{\varepsilon,d}) = \log \prod_{\lambda \in \text{Spec}_{\text{small}}(D^2_{\varepsilon,d}) \setminus \{0\}} \lambda.
\]

Then \( \text{FP}_{\varepsilon=0} \log \zeta_{\text{small}}(D^2_{\varepsilon,d}) \) makes sense provided the logarithm of the product of the positive small eigenvalues has a polyhomogeneous expansion at \( \varepsilon = 0 \). In this case, we have that

\[
\text{FP}_{\varepsilon=0} \int_1^\infty \frac{\text{Tr}(e^{-tD^2_{\varepsilon,d}})}{t} \, dt = R \int_0^1 \frac{\text{Tr}(e^{-t\Delta_d})}{t} \, dt + R \int_0^\infty \frac{\text{Tr}(e^{-t\Delta_b})}{t} \, dt - \gamma(N_b + N_d - N_\varepsilon) - \text{FP}_{\varepsilon=0} \log \zeta_{\text{small}}(D^2_{\varepsilon,d}).
\]

Next let us consider the renormalized integral for small time

\[
\int_0^1 \frac{\text{Tr}(e^{-tD^2_{\varepsilon,d}})}{t} \, dt,
\]

for which we will use the following diagram

\[
\begin{array}{ccc}
\mathcal{E} \mathcal{F} |_{\tau \leq 1} & \xrightarrow{\beta_{\varepsilon, \tau}} & [0, 1]_\varepsilon \times [0, 1]_\tau \\
\pi_{\varepsilon} & \downarrow \pi_{\varepsilon} & \downarrow \pi_{\varepsilon} \\
[0, 1]_\varepsilon. & \xleftarrow{p_{\varepsilon}} & [0, 1]_\varepsilon.
\end{array}
\]

**Lemma 11.1.** i) If, in the push-forward along \( \pi_{\varepsilon} \), we renormalize using \( \tau \) (as opposed to \( \rho_{tf} \)) the resulting map satisfies

\[
\mathcal{A}^{(E_{tf}, E_{tf}, E_{af})}(\mathcal{E} \mathcal{F}|_{\tau \leq 1}) \quad \longrightarrow \quad \mathcal{A}^F([0, 1]_\varepsilon) \\
\mathcal{F} \quad \longmapsto \quad \text{FP}_{\varepsilon=0} \pi_{\varepsilon}^*(f \beta_{\varepsilon, \tau}^*(t^s dt / t))
\]

where

\[ F = E_{af} \cup E_{tf} \cup \bigcup_{\{\ell : (0, \ell) \in E_{tf}\}} \{ (z, q) : \exists (z, p) \in E_{tf}, q \in \{p + 1, \ldots, p + \ell + 1\} \}. \]

ii) We have that

\[
\text{FP}_{\varepsilon=0} \int_0^1 \frac{\text{Tr}(e^{-tD^2_{\varepsilon,d}})}{t} \, dt = \int_0^1 \frac{\text{Tr}(e^{-t\Delta_d})}{t} \, dt + \int_0^1 \frac{\text{Tr}(e^{-t\Delta_d})}{t} \, dt + \int_0^\infty \frac{\mathcal{A}_{tf} \sigma}{\sigma},
\]

where \( \mathcal{A}_{tf} \) is defined in equation \( (11.1) \). iii) As \( \varepsilon \searrow 0 \), we have the following polyhomogeneous expansion

\[
R \int_0^1 \frac{\text{Tr}(e^{-tD^2_{\varepsilon,d}})}{t} \, dt \sim \sum_{k \geq -h-1} \varepsilon^k (c_k + d_k \log \varepsilon) + e_0 (\log \varepsilon)^2 + o(1).
\]

Moreover, \( d_{-h-1} = 0 \) when the pushforward of \( N_{tf}(e^{-tD^2_{\varepsilon,d}}) \) in \( (7.2) \) to \( \mathfrak{V}_{tf}(\mathcal{E} \mathcal{F}) \) has no term of order zero at \( \mathfrak{V}_{tf}(\mathcal{E} \mathcal{F}) \), which holds in particular when \( m \) is odd.
Proof.

i) This is a small generalization of [AR13] Theorem A.1. We may use a partition of unity to restrict the support of \( f \). If \( f \) is supported away from \( \mathcal{B}_{tf} \) then the renormalized push-forward coincides with the usual push-forward and the index set \( E_{af} \bigcup E_{tcf} \) follows from Melrose’s push-forward theorem [Mel92]. Thus it suffices to consider \( f \) supported near the corner \( \mathcal{B}_{tf} \cap \mathcal{B}_{icf} \), say in \( \{ \rho_{if}, \rho_{tf} \leq \delta \} \). We can use projective coordinates

\[
\varepsilon, \sigma = \frac{\tau}{\varepsilon}
\]

in which \( \rho_{tf} = \varepsilon \) and \( \rho_{if} = \sigma \). We can write the pull-back of \( t^{s-1} dt \) as \( 2(\sigma \varepsilon)^{2s} (\varepsilon^{-1} d\varepsilon + \sigma^{-1} d\sigma) \). The integral along the slice \( \varepsilon = \varepsilon_0 \) of \( \rho_{if}^j (\log \rho_{tf})^p \rho_{if}^k (\log \rho_{if})^q \beta^q_{\varepsilon, \tau} (t^{s} dt) \) is equal to

\[
2\varepsilon_0^{2s+j} (\log \varepsilon_0)^p \int_0^\delta \sigma^{k+2s} (\log \sigma)^\ell \frac{d\sigma}{\sigma} = 2\varepsilon_0^{2s+j} (\log \varepsilon_0)^p \sum_{j=0}^\ell (-1)^j \frac{\ell!}{(\ell-j)!} \beta^k_{\varepsilon, \tau} (t^{s} dt)^{\ell-j}.
\]

If \( k \neq 0 \) then this has finite part at \( s = 0 \) equal to \( C \varepsilon_0^j (\log \varepsilon_0)^p \) for some constant \( C \). If \( k = 0 \) then we can replace \( (\varepsilon_0 \delta)^{2s} \) with its Taylor expansion \( \sum_{n \geq 0} (2s \log \varepsilon_0 \delta)^n / n! \) and write this integral as

\[
\varepsilon_0^j (\log \varepsilon_0)^p \sum_{n=1}^{\ell+1} C_n (\log \varepsilon_0)^n
\]

for some constants \( C_n \). Thus every term of the form \( \rho_{tf}^j (\log \rho_{tf})^p (\log \rho_{tf})^q \) contributes terms \( \varepsilon^q (\log \varepsilon)^q \), \( q = \{ p+1, \ldots, p+\ell+1 \} \) to the final expansion.

Note that if we had renormalized using \( \rho_{if} \) instead of \( \tau \) the final index set would have been \( E_{af} \bigcup E_{icf} \) just as in the usual push-forward theorem. This was pointed out in [HMM95] page 128.

ii) It follows from (i) that the contribution to the expansion of \( \int_0^R \int_0^1 \text{Tr}(e^{-tD_{t,c}^2}) \frac{dt}{t} \) in \( \varepsilon \) from the corners of \( \mathcal{E} \mathcal{T} \) involves positive powers of \( \log \varepsilon \) and so will not contribute to the constant term in \( \varepsilon \). Thus the constant term comes from the constant term in the expansion of \( \text{Tr}(e^{-tD_{t,c}^2}) \frac{dt}{t} \) at \( \mathcal{B}_{tf} \), which is

\[
\int_0^1 \int_0^R \text{Tr}(e^{-t\Delta_d}) \frac{dt}{t} + \int_0^1 \int_0^R \text{Tr}(e^{-t\Delta_b}) \frac{dt}{t},
\]

and the constant term in its expansion at \( \mathcal{B}_{icf} \) which is

\[
\int_0^\infty \omega_{\varepsilon, \tau}^d \frac{d\sigma}{\sigma}.
\]

iii) Recall that the coefficients in the expansion of \( \int_0^R \int_0^{R} \text{Tr}(e^{-tD_{t,c}^2}) \) at \( \mathcal{B}_{icf} \) comes from the coefficients of the expansion of \( e^{-tD_{t,c}^2} \) at \( \mathcal{B}_{\varepsilon, \tau}(\Delta_{H_X}) \) and \( \mathcal{B}_{icf}(\Delta_{H_X}) \). However, as explained in Lemma 7.9 the terms coming \( \mathcal{B}_{\varepsilon, \tau}(\Delta_{H_X}) \) yields terms on \( \mathcal{E} \mathcal{T} \) that are in fact lifts of polyhomogeneous terms on \([0, 1]_\varepsilon \times \mathbb{R}^+ \), with singular expansion at \( \tau = 0 \) but smooth expansion at \( \varepsilon = 0 \). Thus, when we take the renormalized integral in \( \tau \), these terms are bounded as \( \varepsilon \searrow 0 \). Thus, when we want to compute the singular terms in the
polyhomogeneous expansion of the renormalized integral in (11.2), instead of what is given in (7.40), we can effectively assume that \( R \) Tr \((e^{-tD^2_d})\) is an element of 
\[ \mathcal{A}^{-m,-h-1,0\mathbb{Z}_0}(\mathcal{E}\mathcal{F}) \]
to apply i), which yields (11.2) as desired. Moreover, since coefficient \( d_{-h-1} \) of the term of order \( \varepsilon^{-h-1}\log \varepsilon \) comes from the coefficient of the term of order zero at \( \mathcal{B}_{tf}(\mathcal{E}\mathcal{F}) \) in the pushforward of \( N_{tf}(e^{-tD^2_d}) \) in (7.2) to \( \mathcal{B}_{tf}(\mathcal{E}\mathcal{F}) \), we see that \( d_{-h-1} = 0 \) when this term is zero. In particular, we see from the formula for \( N_{tf}(e^{-tD^2_d}) \) in (7.2) that this the case when \( m \) is odd.

Applying these considerations to the twisted de Rham operator, we will obtain an expression for the asymptotics of the analytic torsion. This will involve the analytic torsion of \([M; H]\) with the induced \( d \)-metric, and also an expression related to, but different from, the analytic torsion of \( X \times [-\pi/2, \pi/2] \) with the induced \( b \)-metric and the flat bundle \( \rho^N\mathcal{H}(H/Y; F) \). Namely, recall that 
\[ D_b \in \text{Diff}_b^1(Y \times [-\pi/2, \pi/2]; \Lambda^*(Y \times [-\pi/2, \pi/2]) \otimes \rho^N\mathcal{H}^*(H/Y; F) \]
is such that its square \( D^2_b \) splits into a direct sum of operators \( D^2_b = \oplus(D^2_{b})_{j,k} \), with 
\[ (D^2_{b})_{j,k} \in \text{Diff}^2_b(Y \times [-\pi/2, \pi/2]; \Lambda^j(Y \times [-\pi/2, \pi/2]) \otimes \rho^k\mathcal{H}^k(H/Y; F)) \]
Let \( \zeta_{j,k}(s) \) denote the zeta function of \( (D^2_{b})_{j,k} \) defined using the renormalized trace of its heat kernel and define 
\[ \text{LAT}(Y \times [-\pi/2, \pi/2], D_b, \mathcal{H}^*(H/Y; F)) = \frac{1}{2} \sum_{j,k} (-1)^{j+k}(j+k)\zeta_{j,k}(0). \]
Now we can state our conclusion regarding the asymptotics of the zeta function and analytic torsion.

**Theorem 11.2.** Let \( M \) be a closed oriented manifold with a two-sided hypersurface \( H \subset M \) participating in a fibration \( H \rightarrow Y \) and \( x \) a fixed choice of defining function for \( H \). Let \( g_{\varepsilon,d} \) be a fibered cusp surgery metric of product-type to order two, \( E \rightarrow X \) a \( \mathcal{C}(\varepsilon^dTXs) \)-bundle with associated Dirac-type operator \( \mathcal{D}_{\varepsilon,d} \) satisfying Assumptions 1 and 2 from 3.4. Then the zeta function of \( D^2_{\varepsilon,d} \) is such that 
\[ \zeta'_{\varepsilon,d}(0) + \log \zeta_{\text{small}}(D^2_{\varepsilon,d}) \sim \sum_{k=-h-1}^0 \varepsilon^k(\tilde{c}_k + \tilde{d}_k \log \varepsilon) + \tilde{c}_0(\log \varepsilon)^2 + o(1) \]
as \( \varepsilon \downarrow 0 \) with \( \tilde{d}_{-h-1} = 0 \) if the pushforward of \( N_{tf}(e^{-tD^2_d}) \) in (7.2) to \( \mathcal{B}_{tf}(\mathcal{E}\mathcal{F}) \) has no term of order zero at \( \mathcal{B}_{tf}(\mathcal{E}\mathcal{F}) \), which holds in particular when \( m \) is odd. Moreover, 
\[ \text{FP}_{\varepsilon=0}(\zeta'_{\varepsilon,d}(0) + \log \zeta_{\text{small}}(D^2_{\varepsilon,d})) = \zeta_d(0) + \zeta_b(0) - \gamma a_{(h+1)/2}(D^2_d) + \frac{6\gamma^2 - \pi^2}{12} b_{(h+1)/2}(D^2_d) + \int_{\mathcal{B}_{tf}(\mathcal{E}\mathcal{F})} \mathcal{A}_{tf}^{\text{eff}}d\mathcal{G}_f + \int_0^\infty A_{m}^{\text{tf}}d\sigma, \]
where \( \zeta_d \) and \( \zeta_b \) are the zeta functions defined using \( R \) Tr \((e^{-tD^2_d})\) and \( R \) Tr \((e^{-t\Delta_h})\), \( a_{(h+1)/2}(D^2_d) \) is the coefficient of order \( t^0 \) as \( t \downarrow 0 \) of \( \text{RTr}(e^{-tD^2_d}) \), \( b_{(h+1)/2}(D^2_d) \) is the coefficient of order
log \( t \) as \( t \downarrow 0 \) of \( R \text{Tr}(e^{-tD_d^2}) \), \( A_{\text{eff}}^{\Delta\text{H}} \) is the coefficient order \( \rho_{\text{eff}}^{(0)} \) of \( \text{Tr}(e^{-t\Delta_{\varepsilon, d}}) \) at \( \mathcal{B}_{\text{iff}} \cap \mathcal{B}_{\text{ff}} \) in \( \Delta_{HX} \), and \( A_{m}^{\text{ff}} \) was introduced in (11.1).

Proof. The only term that we have yet to consider in the explicit formula (10.3) for \( \zeta(0) \) is \( a_{m/2}(\Delta_{\varepsilon, d}) \), the constant term in the short time asymptotics of the trace of the heat kernel. Directly from our construction of the heat kernel and the pushforward theorem, we have that

\[
a_{m/2}(\Delta_{\varepsilon, d}) \sim q_{(0,1)} \log \varepsilon + q_0 + o(1)
\]
as \( \varepsilon \downarrow 0 \) and

Thus, combining (10.3) with Lemma 11.1 and Proposition 7.3 yields the polyhomogeneous

\[
q_0 = \text{FP} a_{m/2}(\Delta_{\varepsilon, d}) = a_{m/2}(\Delta_d) + \int_{\mathcal{B}_{\text{iff}} \cap \mathcal{B}_{\text{ff}}} A_{m}^{\text{ff}} \Delta_{HX}.
\]

Thus, combining (10.3) with Lemma 11.1 and Proposition 7.3 yields the polyhomogeneous expansion (11.3). To compute the finite part at \( \varepsilon = 0 \), recall that for \( \varepsilon > 0 \) we have

\[
\zeta_{\varepsilon, d}(0) = \int_0^\infty R \Delta_{HX} dt \frac{t}{t} + \gamma(a_{m/2}(\Delta_{\varepsilon, d}) - N_\varepsilon),
\]
and we have computed that

\[
\text{FP} \int_0^\infty R \Delta_{HX} dt \frac{t}{t} = \int_0^\infty \text{Tr}(e^{-t\Delta_d}) dt \frac{t}{t} + \int_0^\infty \text{Tr}(e^{-t\Delta_b}) dt \frac{t}{t} - \gamma(N_b + N_d - N_\varepsilon) - \text{FP} \log \zeta_{\text{small}}(D_{\varepsilon, d}^2) + \int_0^\infty A_{m}^{\text{ff}} \frac{d\sigma}{\sigma},
\]
which together with (11.5) and (10.2) establishes (11.4).

Corollary 11.3. Let \( F \to X_s \) be a vector bundle with flat connection \( \nabla^F \) and metric \( g_F \), not necessarily compatible. If \( h = \dim Y \) is even, \( g_F \) is even in \( \rho \), \( g_{\varepsilon, d} \) is an even \( \varepsilon, d \)-metric to order \( h + 2 \), and \( F \to X_s \) is Witt over \( \mathcal{B}_{sb} \), then we have

\[
(11.6) \quad \text{FP} \int_0^\infty \text{LAT}(M, g_{\varepsilon, d}, F) + \frac{1}{2} \sum (-1)^q \log \zeta_{\text{small}}(\Delta_q) = \text{LAT}([M; H], g_d, F) + \text{LAT}(Y \times [-\pi/2, \pi/2], D_b, H^*(H/Y; F)).
\]

If moreover \( F \) is such that

\[
H^*(H/Y; F) = 0,
\]
then

\[
(11.7) \quad \text{FP} \text{LAT}(M, g_{\varepsilon, d}, F) = \text{LAT}([M; H], g_d, F).
\]

Proof. The first three terms in (11.4) yield the terms in (11.6). To see that the final terms do not contribute, first note that since \( g_{\varepsilon, d} \) is even to order \( h + 2 \), the trace of the heat kernel simplifies as explained in (7.3). In particular, Corollary 7.8 and the fact that \( Y \) is even-dimensional show that \( A_{m}^{\text{ff}} = a_{(h+1)/2}(\Delta_b) = b_{(h+1)/2}(\Delta_d) = 0 \) and that \( A_{m}^{\text{ff}} \) has no contribution from \( \mathcal{B}_{\text{iff}}(\Delta_{HX}) \). Next, Lemma 7.9 shows that whenever \( \chi \) is a smooth function on \( X_s \) supported away from \( \mathcal{B}_{sb} \), \( \text{Tr}(\chi e^{-t\Delta}) \in \mathcal{C}^\infty([0, 1], \mathbb{R}_+^\times) \) and hence

\[
\text{FP} \int_0^1 \text{Tr}(\chi e^{-t\Delta}) = \int_0^1 \text{Tr}(\chi|_{\mathcal{B}_{sb}} e^{-t\Delta}).
\]
It follows that \( R \int_0^\infty A^\text{eff}_m \frac{da}{\sigma} \) has no contribution from \( \mathcal{B}_{\varepsilon,\tau}(\tilde{\Delta}_{H\mathcal{X}}) \) and so \( R \int_0^\infty A^\text{eff}_m \frac{da}{\sigma} = 0 \).

Finally if \( H^*(H/Y; F) = 0 \) then \( \text{LAT}(Y \times [-\pi/2, \pi/2], D_b, H^*(H/Y; F)) = 0 \) and \( N_b = 0 \). By Theorem 8.7, \( H^*_2(M \setminus H; F) = H^*(M; F) \), so \( N_d = \dim H^*(M; F) \) and there are no positive small eigenvalues, from which the result follows.  \( \square \)

12. A Cheeger-Müller theorem for fibered cusp manifolds

We now use the analysis of the previous sections to deduce a Cheeger-Müller theorem for strongly acyclic flat bundles on manifolds with fibered cusp ends.

**Theorem 12.1.** Let \( M \) be a closed oriented odd-dimensional manifold with a hypersurface \( H \subset M \) whose normal bundle is trivial. Let \( \phi : H \to Y \) be a fiber bundle with \( Y \) a closed oriented even-dimensional manifold and let \( g_{\varepsilon,\alpha} \) be a corresponding fibered cusp surgery metric even to order \( \dim Y + 2 \). Suppose \( \alpha : \pi_1(M) \to \text{GL}(k, \mathbb{R}) \) is a unimodular representation and endow the associated flat vector bundle \( F \to X_s \) with an metric \( g_F \) even in \( \rho \). Assume that \( F \to X_s \) is such that

\[
H^*(H/Y; F) = 0.
\]

Then we have the equality of analytic and Reidemeister torsions

\[
\text{LAT}(\tau([M; H], \partial[M; H], F, \mu^*); \frac{\text{log} \tau([M; H], \partial[M; H], F, \mu^*]}{\text{log} \tau(H, \alpha)},
\]

where \( \mu^i \) is any choice of basis of

\[
H^j([M; H], \partial[M; H]; F) \cong H^j([M; H]; F) \cong L^2\mathcal{H}^j([M; H], F, g_d).
\]

**Proof.** Since \( H^*(H/Y; F) = 0 \), Theorem 8.7 can be applied and gives that \( H^*(H; F) = 0 \), so that \( H^j([M; H], \partial[M; H]; F) \cong H^j([M; H]; F) \). More importantly, it tells us that

\[
\tau(M, \alpha, \mu^*) = \tau([M; H], \partial[M; H], F, \mu^*) \tau(H, \alpha).
\]

We can also apply Corollary 11.3 to obtain that

\[
\text{FP LAT}(M, g_{\varepsilon,\alpha}, F, g_F) = \text{LAT}(M_0, g_d, F, g_F).
\]

On the other hand, the Cheeger-Müller theorem [Che79, Müll78, Müll93] implies that for all \( \varepsilon > 0 \)

\[
\log \tau(M, \alpha, \mu^*) = \text{LAT}(M, g_{\varepsilon,\alpha}, F, g_F, \mu^*) = \text{LAT}(M, g_{\varepsilon,\alpha}, g_f, F) - \log \left( \prod_{q=0}^\infty \mu_q^q [\omega_q^0]^{-1} \right),
\]

where \( \omega_q^0 \) is any orthonormal basis of the harmonic forms of degree \( q \) with respect to \( g_{\varepsilon,\alpha} \). By Corollary 5.2 and the fact \( H^*(H/Y; F) = 0 \), we see that

\[
\lim_{\varepsilon \to 0} \mu_q^q [\omega_q^0] = [\mu_q^q [\omega_q^0]]
\]

with \( \omega_q^0 \) an orthonormal basis of \( L^2 \)-harmonic forms of degree \( q \) with respect to the metric \( g_d \). Combining (12.1), (12.2), (12.3) and (12.4) gives the result.  \( \square \)

**Corollary 12.2.** Let \( (M_0', g_{\varepsilon,\alpha}) \) be an oriented odd-dimensional non-compact Riemannian manifold with fibered cusp ends and \( M_0' \) its compactification to a manifold with fibered boundary,

\[
Z \to H \to Y,
\]
where $Y$ is an oriented even-dimensional compact manifold. Assume that $g_d$ is an even fibered cusp metric to order $\dim Y + 2$. Let $\alpha : \pi_1(M'_0) \to \text{GL}(k, \mathbb{R})$ be a unimodular representation whose associated flat vector bundle $F' \to M'_0$ is such that
\begin{equation}
H^*(H/Y; F') = 0.
\end{equation}
Suppose $F'$ is equipped with a smooth bundle metric $g_{F'}$ on $M'_0$ with having an even expansion in terms of the boundary defining function. Then we have equality of analytic and Reidemeister torsions
\[
\text{LAT}(M'_0, g_d, F', \mu^*) = \log \tau(M'_0, \partial M'_0, \alpha, \mu^*) + \frac{1}{2} \log \tau(H, \alpha)
\]
for any choice of basis $\mu^a$ of $H^0(M'_0, \partial M'_0; F)$ for $q = 0, \ldots, \dim M_0$.

**Proof.** By Lemma 10.1 we can assume that the metric is a product-type fibered cusp metric at $H$.

Let $M$ be the double of $M'_0$ across $H$ and let $g_{\varepsilon, d}$ be an orthogonal representation, there are many. Here is a simple way to construct flat Euclidean bundles on 3-dimensional hyperbolic manifolds with cusp satisfying condition (12.5).

**Remark 12.3.** If we assume instead that $M'_0$ is even-dimensional in Corollary 12.2, then the condition $H^*(H/Y; F') = 0$ ensures by Remark 4.18 that the Hodge Laplacian associated to $F'$ has compact resolvent and discrete spectrum. Thus, if $\alpha$ is an orthogonal representation, we can apply the argument of [RS71, Theorem 2.3] to see that $\text{LAT}(M'_0, g_d, F') = 0$.

Notice that the condition (12.5) imposes some restrictions on the type of bundle $F$ one might consider, in particular it cannot be trivial. Nevertheless, the condition is often satisfied. Indeed, acyclicity is very common, since for any compact manifold $W$, acyclic representations are Zariski open in the set of representations $\pi_1(W) \to \text{GL}(n, \mathbb{C})$, so as soon as there is one acyclic representation, there are many. Here is a simple way to construct flat Euclidean bundles on 3-dimensional hyperbolic manifolds with cusp satisfying condition (12.5).

**Example 12.4.** Pick a compact hyperbolic 3-manifold $W = \Gamma \backslash \mathbb{H}^3$ with $\Gamma$ a discrete, torsion free co-compact subgroup of $\text{SL}(2, \mathbb{C})$. By [Mü93, Lemma 4.6], we can find an acyclic representation $\rho : \pi_1(W) \to \text{GL}(n, \mathbb{C})$ for some $n \in \mathbb{N}$. Since the set of acyclic representations is Zariski open, we can in fact assume that $\rho$ is unitary. Let $F$ be the corresponding unitary flat vector bundle. Now, pick a simple closed geodesic $\gamma$ on which $F$ has a non-trivial holonomy and let $M'_0$ be the complement of $\gamma$ in $W$. Then by a result of Sakai, see [Ko88, Proposition 4], $M'_0$ naturally admits a finite volume hyperbolic metric $g_{\text{hyp}}$ with a cusp. The link $Z$ of the cusp is a torus and by our choice of $\gamma$, $F$ will be non-trivial on $Z$, so that $H^*(Z; F) = 0$ and Corollary 12.2 does apply to $(M'_0, g_{\text{hyp}}, F)$. 
Appendix A. Model cases: Euclidean Laplacians and Dirac operators

In order to perform the resolvent construction, it is necessary to have a fairly refined understanding of the mapping properties of Laplacians and Dirac operators on Euclidean space, as well as on Euclidean space with a point removed. In this section, we develop the necessary theory.

A.1. Mapping properties near infinity. Let \( \Delta \) be the standard Euclidean Laplacian on \( \mathbb{R}^n \) with positive spectrum. In polar coordinates, it is of the form

\[
\Delta = \frac{1}{r^2} \left( \Delta_{S^{n-1}} - \left( \frac{r}{\partial r} \right)^2 - (n-2) \frac{\partial}{\partial r} \right),
\]

where \( r \) is the distance function from the origin and \( \Delta_{S^{n-1}} \) is the Laplacian with positive spectrum for the induced metric on the unit sphere. If \( \varrho \) is a boundary defining function for the radial compactification \( RC(\mathbb{R}^n) \) of \( \mathbb{R}^n \) such that \( \varrho = \frac{1}{r} \) near \( \partial RC(\mathbb{R}^n) \), this means that away from the origin,

\[
\Delta = \varrho^2 \left( \Delta_{S^{n-1}} - \left( \frac{\varrho}{\partial \varrho} \right)^2 + (n-2) \frac{\partial}{\partial \varrho} \right).
\]

Then let \( A = \varrho^{-2} \Delta \). The operator \( A \) is an elliptic \( b \)-differential operator of order 2 on \( RC(\mathbb{R}^n) \), with indicial family given by

\[
\hat{A}(\tau) = \Delta_{S^{n-1}} + \tau^2 + i(n-2)\tau,
\]

so that, in the notation of [Mel93],

\[
\text{Spec}_b(\hat{A}) = \left\{ -i \frac{n-2}{2} \pm i \sqrt{\nu + \left( \frac{n-2}{2} \right)^2} \mid \nu \in \text{Spec}(\Delta_{S^{n-1}}) \right\}.
\]

In particular, we have \( \text{Spec}_b(\hat{A}) = \{ 0, i \} \) when \( n = 1 \) and \( \text{Spec}_b(\hat{A}) = i\mathbb{Z} \) when \( n = 2 \). When \( n > 2 \), \( \text{Spec}_b(\hat{A}) \subset i\mathbb{R} \), with

\[
0, n-2 \in i\text{Spec}_b(\hat{A}), \quad (0, n-2) \cap i\text{Spec}_b(\hat{A}) = \emptyset.
\]

Following [Mel93 (5.118)], we have, for each \( \alpha \in \mathbb{R} \), two natural index sets associated to the indicial family \( A \):

\[
\hat{H}_n^\pm(\alpha) = \left\{ (z, k) \in \mathbb{C} \times \mathbb{N}_0 \mid \exists m \in \mathbb{N}_0, \text{Re}\ z > \pm \alpha + m, \quad \pm(z - m) \in i\text{Spec}_b(\hat{A}), \quad k + 1 \leq \sum_{j=0}^{m} \text{ord}(-i(z - j)) \right\}.
\]

From [Mel93 Proposition 5.61], we have the following standard regularity result.

**Proposition A.1.** If \( G \) is an index set and if \( u \in \varrho^a H_b^m(\text{RC}(\mathbb{R}^n)) \) is such that \( Au \in \mathcal{A}_{\text{phg}}^G(\text{RC}(\mathbb{R}^n)) \), then in fact \( u \in \mathcal{A}_{\text{phg}}^{G(\hat{H}^+_n(\alpha))}(\text{RC}(\mathbb{R}^n)) \).

The parametrix construction in [Mel93] can also be used to obtain the following result about the Euclidean Laplacian.
Proposition A.2. For $m \in \mathbb{N}_0$, the map
\[ \Delta : \varrho^\varepsilon H_b^{m+2}(\text{RC}(\mathbb{R}^n)) \to \varrho^\varepsilon H_b^m(\text{RC}(\mathbb{R}^n)) \]
is Fredholm if and only if $\varepsilon \notin i\text{Spec}_b(\hat{A})$. Moreover, it is injective for $\varepsilon \geq 0$ and surjective for $\varepsilon < n - 2$ with $\varepsilon \notin i\text{Spec}_b(\hat{A})$. In particular, if $n > 2$, it is bijective for $\varepsilon \in (0, n - 2)$.

Proof. It is standard that $\Delta$ has no kernel in $L^2(\mathbb{R}^n; g_{\text{euc}})$, where $g_{\text{euc}}$ is the Euclidean metric. Since $L^2(\mathbb{R}^n; g_{\text{euc}}) = \varrho^{\frac{n}{2}} L_b^2(\text{RC}(\mathbb{R}^n))$, this means that the map (A.4) is injective for $\varepsilon \geq \frac{n}{2}$. But if $n \neq 2$, by Proposition A.1 and (A.2) (and, when $n = 1$, the fact that $i\text{Spec}_b(\hat{A}) = \{-1, 0\}$), we see that in fact the map (A.4) is injective for $\varepsilon > 0$. If $n = 2$ and $\varepsilon > 0$, then we know by Proposition A.1 that any element in the kernel tends to zero at infinity, and therefore must be zero by the maximum principle. So, in all cases, the map (A.4) is injective for $\varepsilon > 0$.

Now, since $\Delta$ is essentially self-adjoint on $L^2(\mathbb{R}^n, g_{\text{euc}})$, one computes that the formal adjoint of $A = \varrho^{-2}\Delta$ is given by
\[ A^* = \varrho^{-n} \Delta \varrho^{-n}. \]
Consequently, the map
\[ A^* : \varrho^\varepsilon H_b^{m+2}(\text{RC}(\mathbb{R}^n)) \to \varrho^\varepsilon H_b^m(\text{RC}(\mathbb{R}^n)) \]
is injective for $\varepsilon + n - 2 > 0$. By the duality of $\varrho^\varepsilon L_b^2(\text{RC}(\mathbb{R}^n))$ and $\varrho^{-\varepsilon} L_b^2(\text{RC}(\mathbb{R}^n))$, this means that the map (A.2) is surjective for $\varepsilon < n - 2$ with $\varepsilon \notin i\text{Spec}_b(\hat{A})$.

Finally, to see that it is also injective for $\varepsilon = 0$, notice that by the relative index theorem of [Mel93], the kernel of the map (A.4) is precisely given by the constant functions when $\varepsilon < 0$ is sufficiently close to zero. Since the constant functions are not in $L^2_b(\text{RC}(\mathbb{R}^n))$, this means the map (A.4) is injective when $\varepsilon = 0$. \qed

This has the following interesting application.

Corollary A.3. Let $H_n = \hat{H}_n^+(\alpha)$, where $\alpha < n - 2$ is chosen sufficiently large so that $(\alpha, n - 2) \cap i\text{Spec}_b(\hat{A}) = \emptyset$. Then there exists a natural linear continuous map
\[ \Delta^{-1} : \mathcal{S}(\mathbb{R}^n) \to \mathcal{A}_{\text{plg}}^H(\text{RC}(\mathbb{R}^n)) \]
such that $\Delta \circ \Delta^{-1} f = f$ for all $f \in \mathcal{S}(\mathbb{R}^n)$, where $\mathcal{S}(\mathbb{R}^n)$ is the space of Schwartz functions on $\mathbb{R}^n$. Here the norm on the image space is $C_\infty$ on the coefficients and $C_N$ on the remainders, as in the discussion after (5.150) of [Mel93].

Proof. First, for $n > 2$, we can take any $\alpha \in (0, n - 2)$. By [Mel93] Proposition 5.64, the inverse of the bijective map
\[ (A.5) \quad \Delta : \varrho^\varepsilon H_b^{m+2}(\text{RC}(\mathbb{R}^n)) \to \varrho^\varepsilon H_b^m(\text{RC}(\mathbb{R}^n)) \]
is given by an element $A^{-1} \in \Psi_{\varrho^2, \hat{H}_b^+(\alpha), \hat{H}_b^-(\alpha)}(\text{RC}(\mathbb{R}^n))$. Thus, $\Delta^{-1} = A^{-1} \varrho^{-2}$ has the desired properties. If instead $n \leq 2$ and $\alpha < n - 2$ is such that $(\alpha, n - 2) \cap i\text{Spec}_b(\hat{A}) = \emptyset$, then the map (A.5) is surjective with kernel given by the constant functions. Thus we can still define $A^{-1} \in \Psi_{\varrho^2, \hat{H}_b^+(\alpha), \hat{H}_b^-(\alpha)}(\text{RC}(\mathbb{R}^n))$ unambiguously by projecting off the constants, so that we can take again $\Delta^{-1} = A^{-1} \varrho^{-2}$. \qed

The corresponding property for Dirac operators follows. Let $E$ be a representation of the Clifford algebra $\mathbb{C}l(\mathbb{R}^n, g_{\text{euc}})$ and $D \in \text{Diff}^1(\mathbb{R}^n; E)$ the corresponding Dirac operator.
Corollary A.4. There is a natural continuous linear map
\[ D^{-1} : \mathcal{S}(\mathbb{R}^n; E) \to \mathcal{A}^{d_0}_{\text{phg}}(\text{RC}(\mathbb{R}^n); E) \]
such that \( D \circ D^{-1} f = f \) for all \( f \in \mathcal{S}(\mathbb{R}^n; E) \), where
\[ J_n = \begin{cases} H_n + 1, & n \neq 2, \\ (H_n + 1) \setminus \{(1, 1)\}, & n = 2, \end{cases} \]
is such that \( \inf J_n = n - 1 \).

Proof. In this case, \( \Delta := D^2 \) is just the Euclidean Laplacian acting on a trivial bundle with trivial connection on \( \mathbb{R}^n \). The previous corollary gives us a natural continuous linear map
\[ \Delta^{-1} : \mathcal{S}(\mathbb{R}^n; E) \to \mathcal{A}^{H_0}_{\text{phg}}(\text{RC}(\mathbb{R}^n); E) \]
such that \( \Delta \circ \Delta^{-1} f = f \) for all \( f \in \mathcal{S}(\mathbb{R}^n; E) \). Thus, it suffices to take \( D^{-1} = \Delta^{-1} \). Since \( D \) is a scattering differential operator, it adds 1 to each element of the index set, which immediately completes the proof when \( n \neq 2 \).

When \( n = 2 \), \( \inf(H_n + 1) = (n - 1, 1) \), so we still have to show we can take \( J_2 = (H_2 + 1) \setminus (1, 1) \); that is, that there is no term of the form \( \log r \) in the expansion at infinity of any element of the image of \( D^{-1} \). To do this, let \( f \in \mathcal{S}(\mathbb{R}^n; E) \). The first term in the asymptotic expansion of \( \Delta^{-1} f \) at infinity is of the form
\[ f \partial \log r \]
with \( f \partial \in \ker \Delta_{\mathbb{S}^1} \). On the other hand, in polar coordinates, \( D \) is of the form
\[ D = \gamma_x \partial_x + \gamma_y \partial_y = \frac{1}{r}(\gamma_\theta \frac{\partial}{\partial \theta} + \gamma_r r \frac{\partial}{\partial r}); \]
here \( \gamma_x \) and \( \gamma_y \) are fixed elements of the Clifford algebra, while
\[ \gamma_r = \gamma_x \cos \theta + \gamma_y \sin \theta \quad \text{and} \quad \gamma_\theta = -\gamma_x \sin \theta + \gamma_y \cos \theta \]
are endomorphisms of \( E \) (seen as a bundle on \( \mathbb{R}^2 \)) depending only on \( \theta \). Since \( f \partial \in \ker \Delta_{\mathbb{S}^1} \), we must have \( \frac{\partial f \partial}{\partial \theta} = 0 \). Consequently,
\[ D(f \partial \log r) = \gamma_r \frac{f \partial}{r} \]
is the first term in the asymptotic expansion of \( D^{-1} f = D\Delta^{-1} f \). In particular, there are no term of the form \( \log r \) in the asymptotic expansion of \( D^{-1} f \), showing that we can take the smaller index set \( J_2 = (H_2 + 1) \setminus \{(1, 1)\} \) when \( n = 2 \). \( \Box \)

A.2. Mapping properties near a blown-up point. We now introduce the space
\begin{equation}
\tilde{\mathbb{R}}^n = [\mathbb{R}^n; \{0\}] \tag{A.6}
\end{equation}
formed by blowing up the origin in \( \mathbb{R}^n \). Let \( \beta : \tilde{\mathbb{R}}^n \to \mathbb{R}^n \) be the blow-down map. As before, let \( \Delta \) be the standard Euclidean Laplacian. However, this time, we are interested in the mapping properties near the origin rather than those near infinity. From (A.1), we see that, in polar coordinates, the operator
\[ B = r^2 \Delta = \Delta_{\mathbb{S}^n - 1} - \left( r \frac{\partial}{\partial r} \right)^2 - (n - 2) r \frac{\partial}{\partial r} \]
is a $b$-operator near the boundary component $\beta^{-1}(0)$ in $\mathbb{R}^n$. Its indicial family there is given by

\[ (A.7) \quad \tilde{B}(\tau) = \Delta_{g_{\alpha}} + \tau^2 - i(n-2)\tau \]

so that

\[ \text{Spec}_b(\tilde{B}) = \left\{ \frac{n-2}{2} \pm i \sqrt{\nu + \left( \frac{n-2}{2} \right)^2} \mid \nu \in \text{Spec}(\Delta_{g_{\alpha}}) \right\}. \]

From [Mel93, (5.118)], we have for each fixed $\alpha \in \mathbb{R}$ two natural index sets associated to the indicial family $\tilde{B}$:

\[ (A.8) \quad \tilde{G}_n^+(\alpha) = \left\{ (z, k) \in \mathbb{C} \times \mathbb{N}_0 \mid \exists m \in \mathbb{N}_0, \text{Re} z > \pm \alpha + m, \right. \]

\[ \left. \pm (z - m) \in i \text{Spec}_b(\tilde{B}), \quad k + 1 \leq \sum_{j=0}^{m} \text{ord}(-i(z - j)) \right\}. \]

From any Laplacian is locally modelled on the Euclidean Laplacian, it is not surprising that we obtain the same index sets if we apply the same blow-up construction to a Laplacian not necessarily coming from the Euclidean metric.

**Lemma A.5.** Let $g$ be a Riemannian metric on $\mathbb{R}^n$ and $\Delta_g$ the corresponding Laplacian. Then $r^2\Delta_g$ is a $b$-operator near $\beta^{-1}(0)$, with indicial family having the same zeros with the same ranks and orders as the indicial family $(A.7)$.

**Proof.** Choose linear coordinates on $\mathbb{R}^n$ so that $g_{ij}(0) = \delta_{ij}$ at the origin. With this choice, $\Delta_g = \Delta + f\Delta'$, where $f$ is a smooth function with $f = O(r)$ near the origin and $\Delta'$ is a smooth differential operator of order 2. Thus, $r^2\Delta_g$ has the same indicial family as $r^2\Delta$, from which the result follows. \qed

As before, we need to convert this to a statement about Dirac operators. Let $g$ be a (possibly incomplete) smooth Riemannian metric on $\mathbb{R}^n$, $\mathcal{C}_{\ell_0}(T\mathbb{R}^n)$ the corresponding bundle of Clifford algebras, and $E \rightarrow \mathbb{R}^n$ a Clifford bundle with Clifford connection. Let $\bar{\partial}$ be the corresponding Dirac-type operator. We will be interested in the operator $D := \bar{\partial} + a$ for some $a \in \mathcal{C}^\infty(\mathbb{R}^n; \text{End}(E))$.

**Lemma A.6.** The operator $D := \bar{\partial} + a$ above is such that $r^2D^2$ is a $b$-operator near $\beta^{-1}(0)$ in $\mathbb{R}^n$ with indicial family having the same zeros as $\tilde{G}_n^+(\alpha)$ with the same orders and ranks. In particular, for $\alpha \in \mathbb{R}$, $r^2D^2$ has the same associated index sets $\tilde{G}_n^+(\alpha)$.

**Proof.** As before, choose linear coordinates on $\mathbb{R}^n$ such that $g_{ij}(0) = \delta_{ij}$ and choose a trivialization of $E$ extending the Clifford action of $\mathcal{C}_{\ell_0}(T\mathbb{R}^n)|_0$ at the origin to all of $E$. We then have an Euclidean Dirac-type operator $\bar{\partial}_{euc}$ such that $\bar{\partial} - \bar{\partial}_{euc} = f\bar{\partial}'$, where $f$ is a smooth function with $f = O(r)$ near the origin and $\bar{\partial}' \in \text{Diff}^1(\mathbb{R}^n; E)$. Therefore, since $r(f\bar{\partial}' + a)$ is a $b$-operator with vanishing indicial family at $\beta^{-1}(0)$, we see that the $b$-operator

\[ r^2D^2 = r^2(\bar{\partial}_{euc} + f\bar{\partial}' + a)^2 = r^2\bar{\partial}_{euc}^2 + r^2((f\bar{\partial}' + a)^2 + \bar{\partial}_{euc}(f\bar{\partial}' + a) + (f\bar{\partial}' + a)\bar{\partial}_{euc}) \]

has the same indicial family as $r^2\bar{\partial}_{euc}^2$. But $\bar{\partial}_{euc}^2$ is just the Euclidean Laplacian acting on the sections of the trivialized vector bundle $E$. This means that the indicial family of $r^2\bar{\partial}_{euc}^2$ (and therefore of $r^2D^2$) has the same zeros with the same orders as the indicial family $(A.7)$. \qed
The fact that the zeros of the indicial family and their orders do not depend on the particular choice of $\mathfrak{d}$ and $a$ is a useful fact when we have a family of such objects. We will be particularly interested in the following situation. Let $\nu : F \to X$ be a real vector bundle of rank $n$ over a smooth compact manifold $X$, possibly with boundary. Let $\tilde{F}$ be obtained from the total space $F$ of the vector bundle by blowing up the zero section, and denote by $\beta : \tilde{F} \to F$ the blow down map. Let $E \to F$ be a vector bundle over $F$, and consider a family of fiberwise operators $D \in \text{Diff}^1(F/X; E)$ which are of the form considered in Lemma A.6.

**Proposition A.7.** For $\lambda \in \mathbb{C}$, let $\lambda \mapsto f_\lambda \in \varrho \mathcal{C}_c^\infty(\tilde{F}; E)$ be a holomorphic family of sections, where $\varrho \in \mathcal{C}^\infty(\tilde{F})$ is a boundary defining function for the boundary face $\beta^{-1}(0)$ in $\tilde{F}$. Then there exists a holomorphic family $\lambda \mapsto u_\lambda \in \mathcal{A}_{\text{phg}}^{G_n}(\tilde{F})$ with uniform compact support on $\tilde{F}$ such that

$$ (A.9) \quad (D - \lambda)u_\lambda - f_\lambda $$

has a trivial polyhomogeneous expansion at the boundary face $\beta^{-1}(0)$ in $\tilde{F}$. Here

$$ G_n = \left( \mathcal{C}_n^+(\alpha) \cup (\mathbb{N}_0 + 3) \right) - 1, $$

with $\alpha < 2$ chosen so that $z \in i \text{Spec}_b(\tilde{B}) \implies \text{Re } z \notin (\alpha, 2)$. In particular, $\inf G_n = (1, 0)$.

**Proof.** We need to find a holomorphic family $v_\lambda \in \mathcal{A}_{\text{phg}}^{G_n+1}(\tilde{F})$ such that

$$ \varrho^2(D - \lambda)^2v_\lambda - \varrho^2f_\lambda $$

has a trivial polyhomogeneous expansion at $\beta^{-1}(0)$, for then

$$ u_\lambda = (D - \lambda)v_\lambda $$

would be the desired solution. The index set of $\varrho^2f_\lambda$ is $\mathbb{N}_0 + 3$, and $\rho^2(D - \lambda)^2$ is a family of $b$-operators with indicial families having their poles specified by Lemma A.6. Thus, in a fixed fiber $\tilde{F}_p = \tilde{\nu}^{-1}(p)$ of $\tilde{\nu} : \tilde{F} \to X$ and for fixed $\lambda$, we can apply [Mel93, Lemma 5.44] to find $v_{\lambda,p} \in \mathcal{A}_{\text{phg}}^{G_n}(\tilde{F}_p)$ such that $\varrho(D - \lambda)v_{\lambda,p}$ has the same polyhomogeneous asymptotic expansion as $f$ on $\tilde{F}_p$. But since $G_n$ is fixed, the proof of [Mel93, Lemma 5.44] generalizes immediately, allowing us to do this smoothly on $X$ and in a holomorphic way in $\lambda$. \qed

**Appendix B. Geometric microlocal preliminaries**

In this appendix, we give a brief summary of some key concepts in geometric microlocal analysis; these definitions are originally due to Melrose. Further details may be found in, e.g., [Mel92] [Mel93] [Maz91] [Gri01].

**B.1. Manifolds with corners and blow-up.** A **manifold with corners** $W$ of dimension $n$ is loosely speaking a topological space with differentiable structure locally modelled on $\mathbb{R}^k_+ \times \mathbb{R}^{n-k}$; the $n$-dimensional unit cube is a simple example. The boundary of $W$ is a union of **boundary hypersurfaces**, and we assume throughout that each boundary hypersurface is embedded. For any boundary hypersurface $H \subset W$, we let $\rho_H$ denote a **boundary defining function** for $H$; that is, $\rho_H$ is a smooth non-negative function on $W$ which is zero precisely at $H$ and with nonvanishing differential on $H$.

Blow-up is a procedure for creating new manifolds with corners from old ones. We say that $S \subset W$ is a **p-submanifold** if for every point $p \in S$, there exists a local model $\mathbb{R}^k_+(x_1, \ldots, x_k) \times \mathbb{R}^{n-k}(x_{k+1}, \ldots, x_n)$ on $W$ centered at $p$ in which $S$ is the zero set of a fixed
subset of the coordinates \( \{ x_i \} \). Given such a p-submanifold, we define the \textbf{(radial) blow-up} \( [W; S] \) by replacing \( S \subset W \) with a copy of its spherical normal bundle. This procedure can be seen as the introduction of polar coordinates around \( S \).

**B.2. b-maps and b-fibrations.** Let \( W \) and \( Z \) be manifolds with corners and let \( \mathcal{M}(W) \) and \( \mathcal{M}(Z) \) be the collections of their respective boundary hypersurfaces.

**Definition B.1.** \([\text{Mel92}]\) A \textbf{b-map} \( f : W \to Z \) is a smooth map with the property that for each \( H \in \mathcal{M}(Z) \), there exist nonnegative integers \( e_f(G, H) \) such that

\[
f^* \rho_H = a_G \prod_{G \in \mathcal{M}(W)} \rho_G^{e_f(G, H)}
\]

for \( a_G \) a smooth positive function.

Technically, this is what Melrose calls an \textbf{interior b-map}, but we may restrict our attention to this case and hence we drop the word ‘interior.’ Note that this definition is independent of the choice of boundary defining functions. The numbers \( e_f(G, H) \) are called the \textbf{exponent matrix} for the \textbf{b-map} \( f \).

Any \textbf{b-map} also induces a well-defined map from the boundary faces (not just hypersurfaces) of \( W \) to the boundary faces of \( Z \), which we also call \( f \) (see \([\text{Gri01}]\)).

Note that this condition ensures in particular that no boundary hypersurface is mapped into a corner.

Any \textbf{b-map} also induces a natural map \( ^b f_* \), called the \textbf{b-differential}, between the ‘b-tangent bundles’ \( ^b T^* W \) and \( ^b T^* Z \). Since we do not need to use the explicit form of the \textbf{b-differential}, we refer to \([\text{Mel92}]\) for details. The only key fact that we need is that the \textbf{b-differential} respects composition; given \textbf{b-maps} \( f : W \to Z \) and \( g : Z \to Y \), \( ^b g \circ ^b f = ^b (g \circ f)_* \).

**Definition B.2.** A \textbf{b-map} \( f : W \to Z \) is a \textbf{b-submersion} if \( ^b f_*(w) \) is surjective for all \( w \in W \).

**Definition B.3.** A \textbf{b-fibration} \( f : W \to Z \) is a surjective \textbf{b-submersion} such that for each \( G \in \mathcal{M}(G) \), either \( f(G) \in \mathcal{M}(Z) \) or \( f(G) = Z \).

**Remark B.4.** For a \textbf{b-submersion}, the second condition is equivalent to the \textbf{b-normality condition} of \([\text{Mel92}]\), see \([\text{Gri01}]\).

**Proposition B.5.** Suppose that \( f : W \to Z \) and \( g : Z \to Y \) are \textbf{b-maps} which are \textbf{b-submersions}. Then \( g \circ f \) is a \textbf{b-map} and a \textbf{b-submersion}.

**Proof.** The composition of \textbf{b-maps} is well-known to be a \textbf{b-map}; see remark 2.12 in \([\text{Gri01}]\). As for the \textbf{b-submersion} condition, it follows immediately from the fact that the \textbf{b-differential} respects composition. \(\square\)

**B.3. Polyhomogeneous conormal functions, pull-back, and push-forward.** In order to define the calculi of pseudodifferential operators that we need, we recall the definition of \textbf{polyhomogeneous conormal functions} from \([\text{Mel92}]\) (also see \([\text{Mel93,Maz91,Gri01}]\)).

First recall that smooth functions on a manifold with corners \( W \) have Taylor expansions in terms of the boundary defining functions at each boundary hypersurface, with joint Taylor expansions at the corners. For polyhomogeneous conormal functions, we simply allow more terms in the Taylor expansion. In particular, we require asymptotic expansions at each boundary hypersurface \( H \), with each term in the expansion having the form

\[
c \rho_H^p (\log \rho_H)^p
\]
for \((z, p) \in \mathbb{C} \times \mathbb{N}_0\), and with only finitely many terms in each expansion having \(\text{Re } z < N\) for any fixed \(N\). We also require joint asymptotic expansions at each corner. If \(u\) is polyhomogeneous conormal on \(W\), the **index set** at each \(H\) is the set of \((z, p)\) with a term in the expansion of \(u\) at \(H\) of the form \(c_p \rho_H^p (\log \rho_H)^p\). We also adopt the convention that if \((z, p)\) is in the index set, so is \((z + 1, p)\), and if \(p > 0\) so is \((z, p - 1)\). The **index family** of \(u\) is a collection of index sets, one for each boundary hypersurface. If the index family of \(u\) is contained in an index family \(F\), we write

\[
u \in \mathcal{A}^F(W).
\]

There are various operations on index sets, from [Mel92] (see also [Maz91]). First, given two index sets \(E_1\) and \(E_2\), we define

\[
E_1 + E_2 = \{ (z_1 + z_2, p_1 + p_2) : (z_1, p_1) \in E_1, (z_2, p_2) \in E_2 \}.
\]

The operation of **extended union** is defined by

\[
E_1 \cup E_2 = E_1 \cup E_2 \cup \{ (z, p_1 + p_2 + 1) : (z, p_1) \in E_1, (z, p_2) \in E_2 \}.
\]

For any index set \(E\), \(\inf E = (z_0, p_0)\) is defined by asking \(z_0\) to be the infimum of \(\text{Re } z\) over all \(z\) for which \((z, 0, p_0)\) is in \(E\) and \(p_0\) to be the greatest \(p \in \mathbb{N}_0\) such that \((z, p_0)\) is in \(E\) with \(\text{Re } z = z_0\). We say an index set \(E\) is **positive** if \(\inf E > 0 = (0, 0)\). For a positive index set \(E\), we write

\[
|E|_\infty = \bigcup_{k=1}^{\infty} \sum_{i=1}^{k} E.
\]

Since \(E\) is positive, \(|E|_\infty\) is also an index set.

We also need to consider polyhomogeneous conormal distributions with interior conormal singularities at \(p\)-submanifolds. These conormal singularities are locally modelled on the singularities of the Schwarz kernel of a differential or pseudodifferential operator on a compact manifold; we omit the complete definition, which may be found in [Gri01]. If \(u\) is a polyhomogeneous conormal distribution on \(W\) with index family \(F\) and with an interior conormal singularity of order \(m\) at a \(p\)-submanifold \(S \subset W\), we write

\[
u \in \mathcal{A}^F I^m(W, S).
\]

Polyhomogeneous conormal distributions have nice properties under pull-back and push-forward by \(b\)-maps between manifolds with corners.

**Proposition B.6** (Melrose’s pull-back and push-forward theorems). Suppose that \(W_1\) and \(W_2\) are manifolds with corners and \(f : W_1 \rightarrow W_2\) is a \(b\)-map. Then:

a) If \(u\) is polyhomogeneous conormal on \(W_2\), \(f^* u\) is polyhomogeneous conormal on \(W_1\).

b) If \(f\) is also a \(b\)-fibration and \(v\) is polyhomogeneous conormal on \(W_1\), and \(f_* v\) is well-defined, then \(f_* v\) is polyhomogeneous conormal on \(W_2\).

Moreover, the index families of the pullback and pushforward distributions may be computed from the index families of the original distributions and the exponent matrix of \(f\). See [Mel93, Maz91, Gri01] for the specific formulas.

There are also versions of the pull-back and push-forward theorems for polyhomogeneous conormal distributions with interior conormal singularities; see the appendix to [EMM91].
C.1. **Triple surgery space.** In order to discuss the composition of the operators in our pseudodifferential calculus, we now define a ‘triple surgery space’ $X^3_T$. This construction combines key features of the constructions in [MM95, Vai01]. In fact, as with the double space construction, our triple space is constructed by taking the triple space from [MM95] and performing additional blow-ups. Additionally, we will be able to identify the $\phi$-calculus triple space from [MM98] with a submanifold of our surgery triple space. Our notation is taken mostly from the explanation of the $\phi$-triple space given in [Vai01].

We start with the space $M^3 \times \{0, 1\}_\varepsilon$, and label its boundary hypersurface $\mathcal{B}_Z$. Boundary defining functions for each copy of $H$ are $x$, $x'$, and $x''$ respectively. Now we perform a series of iterated blow-ups:

1) Blow up $H \times H \times H \times \{0\}$. Call the new face $\mathcal{B}_T$.

2) Blow up $H \times H \times M \times \{0\}$, $H \times M \times H \times \{0\}$, and $M \times H \times H \times \{0\}$. Call the new faces $\mathcal{B}_F$, $\mathcal{B}_C$, and $\mathcal{B}_S$ respectively.

3) Blow up $H \times M \times M \times \{0\}$, $M \times H \times M \times \{0\}$, and $M \times M \times H \times \{0\}$, calling the new faces $\mathcal{B}_{N_1}$, $\mathcal{B}_{N_2}$, and $\mathcal{B}_{N_3}$ respectively. At this point, we have reconstructed the triple space from [MM95], which we call $X^3_{b,s}$.

4) Let $D$ be the lifted triple fiber diagonal in $X^3_{b,s}$ - that is, the interior lift of $\{x = x' = x'', y = y' = y''\}$. Then blow up $\mathcal{B}_T \cap D$. This creates a new face which we call $\mathcal{B}_S(b,s)$, corresponding to the central face of the $\phi$-triple space [Vai01].

5) Let $D_S$, $D_C$, $D_F$ be the lifted double fiber diagonals given by the interior lifts of $\{x = x', y = y'\}$, $\{x = x'', y = y''\}$, and $\{x' = x'', y' = y''\}$ respectively. Then create new faces $\mathcal{B}_{\phi ST}$, $\mathcal{B}_{\phi CT}$, $\mathcal{B}_{\phi FT}$ by blowing up $\mathcal{B}_T \cap D_S$, $\mathcal{B}_T \cap D_C$, $\mathcal{B}_T \cap D_F$ respectively (in any order - the submanifolds are disjoint). These correspond to the ‘spokes’ coming from the center of the scattering triple space [Vai01].

6) Finally, viewing $D_S$, $D_C$, and $D_F$ as $p$-submanifolds of the new space (by taking interior lifts in each case), we create new faces $\mathcal{B}_{\phi S}$, $\mathcal{B}_{\phi C}$, and $\mathcal{B}_{\phi S}$ by blowing up $\mathcal{B}_S \cap D_S$, $\mathcal{B}_C \cap D_C$, and $\mathcal{B}_F \cap D_F$ respectively.

This final space is $X^3_s$, illustrated with $\varepsilon$ suppressed in Figure 6. It has fifteen boundary hypersurfaces, labeled as discussed in the construction; we let each boundary hypersurface keep its label under the lift via each successive blow-down map. Additionally, the original $\varepsilon = 0$ boundary hypersurface $\mathcal{B}_Z$ may be identified with the $\phi$-triple space of [MM98, Vai01]. As before, let $\beta(3)$ be the blow-down map to $M^3 \times \{0, 1\}_\varepsilon$.

C.2. **Properties of the projection maps.** First we show that there are natural projection maps from the double space to the single space and that these maps are $b$-fibrations.

**Proposition C.1.** Projection off $x,y,z$ (resp. $x',y',z'$) extends by continuity to a well-defined map $\beta(2)_{R,L} : X^2_s \to X_s$ (resp. $\beta(2)_{L,K}$), and each map is a $b$-fibration.

**Proof.** Analogous projection maps $\pi^2_{b,s,R}$ and $\pi^2_{b,s,L}$ from $X^2_{b,s}$ to $X_s$ appear in [MM95]; they are shown to be well-defined $b$-fibrations. Let $\beta_{ff}$ be the blow-down map from $X^2_s$ to $X^3_{b,s}$ given by blowing down $\mathcal{B}_{ff}$. Then

$$\beta(2)_{R,L} = \pi^2_{b,s,R} \circ \beta_{ff}; \quad \beta(2)_{L,K} = \pi^2_{b,s,L} \circ \beta_{ff},$$

and therefore $\beta(2)_{R}$ and $\beta(2)_{L}$ are well-defined. Moreover, from Proposition B.3 and the well-known fact that all blow-down maps are $b$-maps and $b$-submersions (a reference may be found...
in the proof of Lemma 12 in [HMM95], both \( \beta_{(2),R} \) and \( \beta_{(2),L} \) are \( b \)-maps and \( b \)-submersions. It remains only to check that each map is \( b \)-normal. We know from [MM95] that \( \pi_{b,s,R}^2 \) and \( \pi_{b,s,L}^2 \) are both \( b \)-fibrations and hence \( b \)-normal, and the images of \( B_{mf}, B_{lf}, \) and \( B_{rf} \) remain unchanged after composition with \( \beta_{ff} \). Finally, it is easy to see in local coordinates (see Figure 2) that \( \beta_{(2),R}(B_{\phi bf}) = \beta_{(2),R}(B_{ff}) = B_{sb} \). Since an analogous statement is true for \( \beta_{(2),L} \), both maps are \( b \)-normal and hence \( b \)-fibrations.

The exponent matrices may be computed directly; for \( \pi_{s,R}^2 \), all entries are zero except for the following, which are equal to 1:

\[
\{(B_{rf}, B_{sb}), (B_{\phi bf}, B_{sb}), (B_{ff}, B_{sb}), (B_{lf}, B_{sm}), (B_{mf}, B_{sm})\}.
\]

Similarly, for \( \pi_{s,L}^2 \), the entries which are equal to 1 are:

\[
\{(B_{lf}, B_{sb}), (B_{\phi bf}, B_{sb}), (B_{ff}, B_{sb}), (B_{rf}, B_{sm}), (B_{mf}, B_{sm})\}.
\]

Now we show that the natural projection maps from the triple space to the double space are \( b \)-fibrations; this analysis is the critical technical tool used in the proof of the composition formula.

**Lemma C.2.** Projection off \( x, y, z \) (resp. \( x', y', z' \) or \( x'', y'', z'' \)) extends by continuity to a well-defined map \( \pi_F : X_s^3 \to X_s^2 \) (resp. \( \pi_C, \pi_S \)), and each map is a \( b \)-fibration.

**Proof.** By symmetry, it suffices to prove that \( \pi_F \) is well-defined and a \( b \)-fibration. The image of \( \pi_F \) should be thought of as \( X_s^2 \) with the coordinates \( x' \) and \( x'' \) in place of \( x \) and \( x' \).
Regard the fiber diagonal $D_F$ (i.e. the closure of the lift of the interior of \{x = x', y = y'\}) as a p-submanifold of $X_{b,s}^3$. Define an auxiliary space
\[ \tilde{X}_s^3 = \left[[X_{b,s}; \mathcal{B}_T \cap D_F]; \mathcal{B}_F \cap D_F\right], \]
and let $\mathcal{B}_{\bar{\phi}_{FT}}$ be the face created by the first blow-up.

**Proposition C.3.** $\tilde{X}_s^3$ is a blow-down of $X_s^3$.

**Proof.** Consider $[\tilde{X}_s^3; \mathcal{B}_{\bar{\phi}_{FT}} \cap D_C \cap D_S]$. By [HMM95, Lemma 5], blow-ups which are nested, transverse, or disjoint commute. Since $\mathcal{B}_F \cap D_F$ and $\mathcal{B}_{\bar{\phi}_{FT}} \cap D_C \cap D_S$ are disjoint p-submanifolds of $[X_{b,s}; T \cap D_T]$, 
\[ [\tilde{X}_s^3; \mathcal{B}_{\bar{\phi}_{FT}} \cap D_C \cap D_S] = [[[X_{b,s}; \mathcal{B}_T \cap D_F]; \mathcal{B}_{\bar{\phi}_{FT}} \cap D_C \cap D_S]; \mathcal{B}_F \cap D_F]. \]
Now $\mathcal{B}_{\bar{\phi}_{FT}} \cap D_C \cap D_S$ is the lift of $\mathcal{B}_T \cap D \subset X_{b,s}^3$ to $[X_{b,s}^3; \mathcal{B}_T \cap D_F]$. Since $\mathcal{B}_T \cap D \subset \mathcal{B}_T \cap D_F$ and nested blow-ups commute,
\[ [\tilde{X}_s^3; \mathcal{B}_{\bar{\phi}_{FT}} \cap D_C \cap D_S] = [[[X_{b,s}^3; \mathcal{B}_T \cap D]; \mathcal{B}_T \cap D_F]; \mathcal{B}_F \cap D_F]. \]
The final space in this chain is a blow-down of $X_s^3$, obtained by blowing down $\mathcal{B}_{\phi_C}$ and $\mathcal{B}_{\phi_S}$, then $\mathcal{B}_{\phi_{CT}}$ and $\mathcal{B}_{\phi_{ST}}$. \hfill \Box

**Proposition C.4.** Projection off $x$ extends by continuity to a map $\tilde{\pi}_F$ from $\tilde{X}_s^3$ to $X_s^2$, and $\tilde{\pi}_F$ is a $b$-fibration.

**Proof.** One could write everything out in local coordinates and prove the proposition directly, but it is far simpler to use a technical lemma from [HMM95]. In [MM95], an analogous projection map which we call $\pi_{b,F}$ is shown to be a well-defined $b$-fibration from $X_{b,s}^3$ to $X_{b,s}^2$. By equation (102) in [MM95], each entry in the exponent matrix of $\pi_{b,F}$ is either zero or one. Now remember that $X_s^3$ is obtained from $X_{b,s}^3$ by blowing up $\mathcal{B}_{bf} \cap D_{fib}$. The inverse image of $\mathcal{B}_{bf} \cap D_{fib}$ under $\pi_{b,F}$ is not a p-submanifold itself, but it is the union of the two p-submanifolds $\mathcal{B}_T \cap D_F$ and $\mathcal{B}_F \cap D_F$. Therefore, by Lemma 10 of [HMM95] and the definitions of $X_s^3$ and $X_s^2$, the $b$-fibration $\pi_{b,F}$ lifts to a well-defined map which is a $b$-fibration from $\tilde{X}_s^3$ to $X_s^2$. This lift is precisely $\tilde{\pi}_F$, completing the proof of the proposition. \hfill \Box

We conclude from these two propositions that $\pi_F$ is the composition of a blow-down map and $\tilde{\pi}_F$ and is hence well-defined. Since both the blow-down map and $\tilde{\pi}_F$ are $b$-maps and $b$-submersions, so is $\pi_F$ (Proposition B.3). It remains only to check $b$-normality. This may be done directly and is not hard, but for later purposes we first compute the exponent matrix $e_{\pi_F}(G,H)$. From Figure 6 as well as the analogous analysis in [MM95] and [Vai01], the pullbacks of boundary defining functions are given by
\[ (\pi_F)^* \rho_{ff} = \rho_{\phi_{TT} \rho_{\phi_{FT}}} \rho_{\phi_F}; (\pi_F)^* \rho_{\phi_{bf}} = \rho_{\phi_{CT} \rho_{\phi_{ST}}} \rho_{FT} \rho_F; \]
\[ (\pi_F)^* \rho_{f_f} = \rho_{\phi_S \rho_{S} \rho_{N_2}}; (\pi_F)^* \rho_{X} = \rho_{\phi_{SC} \rho_{C} \rho_{N_2}}; (\pi_F)^* \rho_{m_f} = \rho_{N_1 \rho_Z}. \]
So the exponent matrix $e_{\pi_F}(G,H)$ is zero unless $(G,H)$ is one of the following pairs, in which case $e_{\pi_F}(G,H) = 1$:
\[ C.1 \quad \{ (\mathcal{B}_{\phi_{TT}}, \mathcal{B}_{ff}), (\mathcal{B}_{\phi_{FT}}, \mathcal{B}_{ff}), (\mathcal{B}_{\phi_F}, \mathcal{B}_{ff}), (\mathcal{B}_{\phi_{CT}}, \mathcal{B}_{\phi_{bf}}), (\mathcal{B}_{\phi_{ST}}, \mathcal{B}_{\phi_{bf}}), (\mathcal{B}_{T}, \mathcal{B}_{\phi_{bf}}), (\mathcal{B}_F, \mathcal{B}_{\phi_{bf}}), (\mathcal{B}_{\phi_S}, \mathcal{B}_{lf}), (\mathcal{B}_S, \mathcal{B}_{lf}), (\mathcal{B}_{N_2}, \mathcal{B}_{lf}), (\mathcal{B}_{\phi_C}, \mathcal{B}_{lf}), (\mathcal{B}_C, \mathcal{B}_{lf}), (\mathcal{B}_{N_1}, \mathcal{B}_{mf}), (\mathcal{B}_{Z}, \mathcal{B}_{mf}) \}. \]
Notice that each $G \in \mathcal{M}(X^3_s)$ has exactly one $H \in (X^2_s)$ for which $e_{\pi_F}(G, H)$ is nonzero. By Remark 3.4 and the fact that $\pi_F$ is already known to be a $b$-submersion, we conclude that $\pi_F$ is $b$-normal, and hence a $b$-fibration.  

The same arguments apply for $\pi_C$ and $\pi_S$, and their exponent matrices may be read off from (C.1) by symmetry; all entries are zero, except the ones listed below, which are 1. For $\pi_C$:

\begin{equation}
(C.2) \quad \{ (B_{\phi_T}, B_{ff}), (B_{\phi_C}, B_{ff}), (B_{\phi_T}, B_{\phi bf}), (B_{\phi_ST}, B_{\phi bf}), (B_{\phi_T}, B_{\phi bf}), (B_{\phi_C}, B_{\phi bf}), (B_{\phi_S}, B_{lf}), (B_{\phi_C}, B_{lf}), (B_{N_1}, B_{lf}), (B_{\phi_P}, B_{lf}), (B_{F}, B_{rf}), (B_{N_2}, B_{rf}), (B_{N_2}, B_{mf}), (B_{Z}, B_{mf}) \}.
\end{equation}

And for $\pi_S$:

\begin{equation}
(C.3) \quad \{ (B_{\phi_T}, B_{ff}), (B_{\phi_ST}, B_{ff}), (B_{\phi_S}, B_{ff}), (B_{\phi_T}, B_{\phi bf}), (B_{\phi_ST}, B_{\phi bf}), (B_{\phi_T}, B_{\phi bf}), (B_{\phi_S}, B_{lf}), (B_{\phi_C}, B_{lf}), (B_{N_1}, B_{lf}), (B_{\phi_P}, B_{lf}), (B_{F}, B_{rf}), (B_{N_2}, B_{rf}), (B_{N_2}, B_{mf}), (B_{Z}, B_{mf}) \}.
\end{equation}

C.3. Densities and blow-up. As a preliminary step in the proofs, we note that the canonical density bundles on manifolds with corners transform nicely under blow-up. The following proposition, due to Melrose, may be proved by writing out the expression for a blow-up in local coordinates (see also [Vai00, Lemma 2.2]):

**Proposition C.5.** Suppose that $F$ is a $p$-submanifold of a manifold with corners $W$, $\dim F = f$ and $\dim W = w$. Then if $\beta$ is the blow-down map from $[W; F]$ to $W$,

\[ \beta^* \Omega_b(W) = \Omega_b([W; F]); \quad \beta^* \Omega(W) = (\rho_F)^{w-f-1} \Omega([W; F]). \]

The following corollary of Proposition C.5 will be useful in the proof of the composition theorem:

**Corollary C.6.** [Blow-up density transformations] The density bundles transform under blow-ups as follows:

\begin{equation}
(C.4) \quad (\beta_s)^* \nu(M \times [0, 1]_c) = \rho_{bh} \nu(X_s);
\end{equation}

\begin{equation}
(C.5) \quad (\beta^2_s)^* \nu(M^2 \times [0, 1]_c) = \rho_f \rho_{lf} \rho_{\phi bf} \rho_{lf}^{h+3} \nu(X^2_s);
\end{equation}

\begin{equation}
(C.6) \quad (\beta_3)^* \nu(M^3 \times [0, 1]_c) = (\rho_{N_1} \rho_{N_2} \rho_{N_3}) (\rho_F \rho_F \rho_S) (\rho_F \rho_F \rho_S)^3 (\rho_{\phi_T} \rho_{\phi_C} \rho_{\phi_S})^{h+3} (\rho_{\phi_{CT}} \rho_{\phi_{ST}})^{h+4} (\rho_{\phi_{TT}})^{2h+5} \nu(X^3_s).
\end{equation}

**Proof.** The proof of each statement follows from repeated applications of Proposition C.5. The proof of (C.4) requires only one application of Proposition C.5 and is left to the reader.

To prove (C.5), recall that the space $X^2_s$ is obtained by iterated blow-up of $M^2 \times [0, 1]_c$. The first blow-up creates the face $\mathcal{B}_{bf}$, and with $w - f - 1 = 2$, which appears at first to give a factor of $\rho_{bf}^2$. However, under the iterated blow-ups that follow, the defining function for the front face of this first blow-up actually lifts to $\rho_{bf} \rho_{ff}$, so the first blow-up gives us a factor of $(\rho_{bf} \rho_{ff})^2$. Similarly, the blow-ups creating $\mathcal{B}_{lf}$ and $\mathcal{B}_{rf}$ give factors of $\rho_{lf}$ and $\rho_{rf}$ respectively, and the blow-up creating $\mathcal{B}_{ff}$ gives a factor of $\rho_{ff}^{h+1}$. Multiplying the various factors together gives (C.5).
The proof of (C.6) proceeds in an analogous manner. In the first step in the creation of the triple space, we blow up \( \{ x = x' = x'' = \varepsilon = 0 \} \) to create a new face \( \mathfrak{T}_T \). This blow-up has \( w - f - 1 = 3 \), so we expect a factor of \( \rho_T^3 \). However, under the remaining iterated blow-ups, a boundary defining function for \( \mathfrak{T}_T \) at this stage will lift to \( \rho_T \rho_{\phi_{TT}} \rho_{\phi_{TT}} \rho_{\phi_{CT}} \rho_{\phi_{ST}} \), so we instead get a factor of \( (\rho_T \rho_{\phi_{TT}} \rho_{\phi_{TT}} \rho_{\phi_{CT}} \rho_{\phi_{ST}})^3 \) from the first step. The remainder of the proof proceeds analogously and is again left to the reader.

\[ \square \]

C.4. Proof of mapping theorem. Now we prove Theorem 3.3. Assume for simplicity that \( m = -\infty \). By the Schwarz kernel theorem and the definition of the surgery calculus, the kernel of \( A \) is a distribution \( K(A) \in A(X_s)^2 \) with index sets as above, and we have

\[ (C.7) \quad g = (\beta_{(2),L})_s(K(A)\kappa_\phi(\beta_{(2),R})^* f). \]

We will now apply the pullback and pushforward theorems to analyze this expression.

When using the pullback theorem it is convenient to work with functions, but when using the pushforward theorem it is easier to work with the canonical full densities. So we transform (C.7) into an equation where the left-hand side is a multiple of \( \nu(X_s) \) and the interior of the push-forward on the right is a multiple of \( \nu(X_s^2) \). First multiply both sides by \( \nu_{\varepsilon,\phi}|d\varepsilon| \) and rewrite, using the definition of \( \kappa_\phi \):

\[ g\nu_{\varepsilon,\phi}|d\varepsilon| = (\beta_{(2),L})_s(K(A)(\beta_{(2),R})^* f((\beta_{(2),L})^* \nu_{\varepsilon,\phi}(\beta_{(2),R})^* \nu_{\varepsilon,\phi}|d\varepsilon|)). \]

Using the definitions of the various density bundles, the left-hand side is \( g\rho^{-1(h+2)}\beta_s^* \nu(M \times [0,1]) \) and the right-hand side is

\[ (\beta_{(2),L})_s((\rho_f)^{-(h+2)} K(A)(\beta_{(2),R})^* f((\beta_{(2),L})^* \beta_s^* \nu(M \times [0,1]) \nu(M \times [0,1])|d\varepsilon|^{-1}). \]

Since \( \nu(M \times [0,1]) = |dx dy dz| \), we have that on \( X_s^2 \),

\[ (\beta_{(2),L})^* \beta_s^* \nu(M \times [0,1]) = (\beta_{(2),L})^* \beta_s^* \nu(M \times [0,1]) \nu(M^2 \times [0,1])|d\varepsilon|. \]

Using this identity together with the facts that \( \rho = \rho_{sb} \) on the single space, \( \rho = \rho_{ff} \rho_{\phi_{bf}} \rho_{ff} \) on the double space, and \( \rho' = \rho_{rf} \rho_{\phi_{bf}} \rho_{ff} \) on the double space, we have

\[ g\rho_{sb}^{-1(h+2)} \beta_s^* \nu(X_s) = (\beta_{(2),L})_s((\rho_{ff} \rho_{\phi_{bf}} \rho_{\phi_{bf}}^2 \rho_{ff})^{-(h+2)} K(A)(\beta_{(2),R})^* f((\rho_{ff} \rho_{\phi_{bf}} \rho_{\phi_{bf}}^2 \rho_{ff})^{-(h+1)} \nu(X_s^2)). \]

Applying Corollary C.6 yields

\[ (C.8) \quad g\rho_{sb}^{-1(h+1)} \nu(X_s) = (\beta_{(2),L})_s(K(A)(\beta_{(2),R})^* f((\rho_{ff} \rho_{\phi_{bf}} \rho_{\phi_{bf}}^2 \rho_{ff})^{-(h+1)} \nu(X_s^2)). \]

This is the form we wanted, and we are now in a position to apply the pullback and push-forward theorems.

By the pullback theorem, the interior of the expression on the right-hand side of (C.8), \( K(A)(\beta_{(2),R})^* f((\rho_{ff} \rho_{\phi_{bf}} \rho_{\phi_{bf}}^2 \rho_{ff})^{-(h+1)} \), is polyhomogeneous on \( X_s^2 \) with index family

\[ E_{ff} + F_{sb} - (h + 1) \text{ at } \mathfrak{B}_{ff}, \quad E_{\phi_{bf}} + F_{sb} - 2(h + 1) \text{ at } \mathfrak{B}_{\phi_{bf}}, \quad E_{lf} + E_{sm} - (h + 1) \text{ at } \mathfrak{B}_{lf}, \quad E_{rf} + F_{sb} - (h + 1) \text{ at } \mathfrak{B}_{rf}, \quad E_{mf} + F_{sm} - (h + 1) \text{ at } \mathfrak{B}_{mf}. \]

Then applying the pushforward theorem, we see that \( g\rho_{sb}^{-1(h+1)} \) is polyhomogeneous on \( X_s \) with index family

\[ (E_{ff} + F_{sb} - (h + 1)) \cup (E_{\phi_{bf}} + F_{sb} - 2(h + 1)) \cup (E_{lf} + E_{sm} - (h + 1)) \text{ at } \mathfrak{B}_{sb}, \]

\[ (E_{mf} + F_{sm}) \cup (E_{rf} + F_{sb} - (h + 1)) \text{ at } \mathfrak{B}_{sm}. \]
Subtracting $h+1$ from the index set at $\mathcal{B}_{sb}$ gives the desired index family for $g$, completing the proof.

The case of general $m$ is no harder. Then, $K(A)(\beta_{(2),R})^*f$ is still polyhomogeneous on $X^3_s$ with the same index family, but also with a conormal singularity at the lifted diagonal. However, the fibers of the pushforward by $\pi_{s,L}$ are transverse to the lifted diagonal, so the singularity ‘integrates out’ and we get the same conclusion.

C.5. Proof of composition formula. We are now ready to prove Theorem 3.4

\textbf{Proof.} Assume for simplicity that $m = m' = -\infty$; we will discuss the extension to arbitrary $m$ and $m'$ at the end of the proof. Then if the Schwarz kernel of $A$ is $K(A)$, et cetera, we have (following \cite{MM95}):

$$K(C)\kappa_\phi = (\pi_C)_*((\pi_F)^*(K(B)\kappa_\phi)(\pi_S)^*(K(A)\kappa_\phi)).$$

As in the proof of the mapping properties lemma, we want to write the left-hand side as a section of $\nu(X^3_s)$ and the interior of the pushforward on the right as a section of $\nu(X^3_s)$. First multiply both sides by $(\beta_{(2),L})^*\nu_{\pi,\phi}$ and re-write everything in terms of $\nu(M^i \times [0,1])$, $i = 1, 2, 3$. Using coordinates $(x, x', x'')$ and the corresponding $(\rho, \rho', \rho'')$, we have

$$(C.9) \quad K(C)(\rho\rho'')^{-(h+2)}(\beta_{s}^*)^*\nu(M^2 \times [0,1]) = (\pi_C)_*((\rho\rho')^{-(h+2)}(\pi_F)^*(K(B))(\pi_S)^*(K(A))
\cdot (\beta(3))^*\nu(M^3 \times [0,1]).$$

We rewrite the left-hand side of (C.9), using the fact that $\rho\rho'' = (\rho_{tf}\rho_{tf'}\rho_{\phi bf}\rho_{\phi bf'}^2)$ together with Corollary C.6 as

$$K(C)(\rho_{tf}\rho_{tf'}\rho_{\phi bf}\rho_{\phi bf'}^2)^{-(h+1)}\nu(X^2_s).$$

To analyze the right-hand side of (C.9), let

$$\nu_{RHS} = (\rho\rho'^{-(h+2)}(\beta(3))^*\nu(M^3 \times [0,1]).$$

As functions on $X^3_s$, $\rho, \rho', \rho''$ are the pullbacks of $\rho_\phi$ under $\pi_F \circ \beta_{(2),L}, \pi_F \circ \beta_{(2),R}$, and $\pi_S \circ \beta_{(2),L}$ respectively. So we may use the pullback theorem along with the exponent matrices for $\pi_F$, $\pi_S$, $\beta_{(2),L}$, and $\beta_{(2),R}$ to compute that

$$(C.10) \quad \nu_{RHS} = (\rho_{\phi TT}\rho_{\phi TT}\rho_{\phi CT}\rho_{\phi ST}\rho_T)^{-3(h+2)}(\rho_{\phi F}\rho_{\phi C}\rho_{\phi S}\rho_F\rho_C\rho_F)^{-2(h+2)}
\cdot (\rho_{N_1}\rho_{N_2}\rho_{N_3})^{-(h+2)}(\beta_{(3)})^*\nu(M^3 \times [0,1]).$$

Then using Corollary C.6 gives

$$\nu_{RHS} = (\rho_T)^{-3(h+1)}(\rho_{\phi FT}\rho_{\phi TT}\rho_{\phi CT}\rho_{\phi ST}\rho_F\rho_C\rho_S)^{-2(h+1)}(\rho_{\phi TT}\rho_{\phi FT}\rho_{\phi C}\rho_{\phi S}\rho_{N_1}\rho_{N_2}\rho_{N_3})^{-(h+1)}\nu(X^3_s).$$

Now we put everything together by applying the pullback theorem to compute the index sets of $(\pi_S)^*K(A)$ and $(\pi_F)^*K(B)$. We find that $K(C)(\rho_{tf}\rho_{tf'}\rho_{\phi bf}\rho_{\phi bf'}^2)^{-(h+1)}\nu(X^2_s)$ is the pushforward by $\pi_C$ of a full density on $X^3_s$ with index sets, as a section of $\Omega(X^3_s)$, given by

$$(C.11) \quad E_{ff} + F_{ff} - (h+1) at \mathcal{B}_{\phi TT}, E_{obf} + F_{obf} - 2(h+1) at \mathcal{B}_{\phi FT}, E_{obf} + F_{obf} - 2(h+1) at \mathcal{B}_{\phi CT},
E_{ff} + F_{obf} - 2(h+1) at \mathcal{B}_{\phi ST}, E_{rf} + F_{rf} - (h+1) at \mathcal{B}_{\phi F}, E_{tf} + F_{rf} - (h+1) at \mathcal{B}_{\phi},
E_{ff} + F_{if} - (h+1) at \mathcal{B}_{\phi S}, E_{obf} + F_{obf} - 3(h+1) at \mathcal{B}_T, E_{rf} + F_{obf} - 2(h+1) at \mathcal{B}_{L},
E_{if} + F_{rf} - 2(h+1) at \mathcal{B}_{C}, E_{obf} + F_{if} - 2(h+1) at \mathcal{B}_{S}, E_{lf} + F_{mf} - (h+1) at \mathcal{B}_{N_1},
E_{rf} + F_{if} - (h+1) at \mathcal{B}_{N_2}, E_{mf} + F_{rf} - (h+1) at \mathcal{B}_{N_3}, E_{mf} + F_{mf} at \mathcal{B}_{Z}.
We now apply the pushforward theorem to conclude that, as an element of \( \Omega(X^2_s) \), the full density \( K(C)(\rho_f \rho_r \rho_{gbf}^2 \rho_{ff}^2)^{(h+1)} \nu(X^2_s) \) has index sets

\[
\tilde{G}_{ff} = (E_{ff} + F_{ff} - (h+1)) \cup (E_{gbf} + F_{gbf} - 2(h+1)) \cup (E_{lf} + F_{rf} - (h+1));
\]

\[
\tilde{G}_{gbf} = (E_{gbf} + F_{ff} - 2(h+1)) \cup (E_{gbf} + F_{gbf} - 2(h+1)) \cup (E_{gbf} + F_{gbf} - 3(h+1)) \cup (E_{lf} + F_{rf} - 2(h+1));
\]

\[
\tilde{G}_{lf} = (E_{ff} + F_{lf} - (h+1)) \cup (E_{gbf} + F_{lf} - 2(h+1)) \cup (E_{lf} + F_{mf} - (h+1));
\]

\[
\tilde{G}_{rf} = (E_{rf} + F_{ff} - (h+1)) \cup (E_{rf} + F_{gbf} - 2(h+1)) \cup (E_{mf} + F_{rf} - (h+1));
\]

\[
\tilde{G}_{mf} = (E_{mf} + F_{mf}) \cup (E_{rf} + F_{lf} - (h+1)).
\]

Finally, multiply by \( (\rho_f \rho_r \rho_{gbf}^2 \rho_{ff}^2)^{(h+1)} \); this adds \( (h+1) \) to the index sets at \( \mathcal{B}_{lf} \), \( \mathcal{B}_{rf} \), and \( \mathcal{B}_{mf} \) and adds \( 2(h+1) \) to the index set at \( \mathcal{B}_{gbf} \). We see immediately that \( K(C) \) has the index sets claimed in the theorem. This completes the proof for \( m = m' = -\infty \).

The generalization of this argument to arbitrary \( m \) and \( m' \) is standard and follows the arguments in \cite{MM95, Vai01}. The only difference is that instead of applying the pullback and pushforward theorems for distributions which are smooth in the interior, we apply the pullback and pushforward theorems for distributions with interior conormal singularities. These theorems may be found in the appendix to \cite{EMM91}; in particular, see Propositions 7.6 for pullback and 7.20 for pushforward. To use the pullback theorem, we need to know that the \( b \)-fibration \( \pi_F : X_3^s \to X_2^s \) is transversal to \( D_{fib} \subset X_2^s \) - i.e. that for every point \( p \in \pi_F^{-1}(D_{fib}) \), we have \( (b\pi_F)_* (bT_p X_3^s) + bT_{\pi_F(p)} D_{fib} = bT_{\pi_F(p)} X_2^s \). To use the pushforward theorem, we must show that the intersection \( D_F \cap D_S = D \subset X_3^s \) is transverse, that \( \pi_C(D) = D_{fib} \) is an embedded submanifold of \( X_2^s \), and that \( \pi_C \) is transversal to both \( D_F \) and \( D_S \). The definition of that transversality is that for all \( p \in D_F \) (respectively \( D_S \)), \( \ker((b\pi_C)_*) + bT_p D_F = bT_p X_3^s \). All of these statements are obvious in the interior and may be checked near the boundaries of \( X_3^s \) and \( X_2^s \) using explicit local coordinates. \( \square \)

**References**

[AAR13] Pierre Albin, Clara L. Aldana, and Frédéric Rochon. *Ricci Flow and the Determinant of the Laplacian on Non-Compact Surfaces*. Communications in Partial Differential Equations 38 (2013), no. 4, 711–749.

[AAR15] Pierre Albin, Clara L. Aldana, and Frédéric Rochon, *Compactness of relatively isospectral sets of surfaces via conformal surgeries*, J. Geom. Anal. 25 (2015), no. 2, 1185–1210. MR 3319968

[Alb09] Pierre Albin, *Renormalizing curvature integrals on Poincaré-Einstein manifolds*, Adv. Math. 221 (2009), no. 1, 140–169.

[ALMP17] Pierre Albin, Eric Leichtnam, Rafe Mazzeo, and Paolo Piazza, *The Novikov conjecture on Cheeger spaces*, J. Noncommut. Geom. 11 (2017), no. 2, 451–506. MR 3669110

[AR13] Pierre Albin and Frédéric Rochon, *Some index formulae on the moduli space of stable parabolic vector bundles*, J. Aust. Math. Soc. 94 (2013), no. 1, 1–37.

[ARS14] Pierre Albin, Frédéric Rochon, and David Sher, *Analytic torsion and R-torsion of Witt representations on manifolds with cusps*, arXiv:1411.1105, 2014.

[BGV04] Nicole Berline, Ezra Getzler, and Michèle Vergne, *Heat kernels and Dirac operators*, Grundlehren Text Editions, Springer-Verlag, Berlin, 2004, Corrected reprint of the 1992 original.

[BL95] Jean-Michel Bismut and John Lott, *Flat vector bundles, direct images and higher real analytic torsion*, J. Amer. Math. Soc. 8 (1995), no. 2, 291–363.

[BMZ17] Jean-Michel Bismut, Xiaonan Ma, and Weiping Zhang, *Asymptotic torsion and Toeplitz operators*, J. Inst. Math. Jussieu 16 (2017), no. 2, 223–349. MR 3615411
FIBERED CUSP DEGENERATION

[BO95] Ulrich Bunke and Martin Olbrich, Selberg zeta and theta functions, Mathematical Research, vol. 83, Akademie-Verlag, Berlin, 1995, A differential operator approach.

[BSV16] Nicolas Bergeron, Mehmet Haluk Sengün, and Akshay Venkatesh, Torsion homology growth and cycle complexity of arithmetic manifolds, Duke Math. J. 165 (2016), no. 9, 1629–1693. MR 3513571

[BV13] Nicolas Bergeron and Akshay Venkatesh, The asymptotic growth of torsion homology for arithmetic groups, J. Inst. Math. Jussieu 12 (2013), no. 2, 391–447.

[BW80] A. Borel and N. Wallach, Continuous cohomology, discrete subgroups, and representations of reductive groups, Ann. of Math. Stud., vol. 94, Princeton University Press, 1980.

[BZ92] Jean-Michel Bismut and Weiping Zhang, An extension of a theorem by Cheeger and Müller, Astérisque (1992), no. 205, 235, With an appendix by Francois Laudenbach. MR 1185803 (93j:58138)

[Cha74] T. A. Chapman, Topological invariance of Whitehead torsion, Amer. J. Math. 96 (1974), 488–497.

[Che79] Jeff Cheeger, Analytic torsion and the heat equation, Ann. of Math. (2) 109 (1979), no. 2, 259–322.

[Che87] ———, $\eta$-invariants, the adiabatic approximation and conical singularities. I. The adiabatic approximation, J. Differential Geom. 26 (1987), no. 1, 175–221.

[CV12] Frank Calegari and Akshay Venkatesh, A torsion Jacquet-Langlands correspondence, available online at arXiv:1212.3847, 2012.

[Dar87] Aparna Dar, Intersection $R$-torsion and analytic torsion for pseudomanifolds, Math. Z. 194 (1987), no. 2, 193–216.

[DFJ12] Nathan M. Dunfield, Stefan Friedl, and Nicholas Jackson, Twisted Alexander polynomials of hyperbolic knots, Exp. Math. 21 (2012), no. 4, 329–352.

[DH14] Xianzhe Dai and Xiaoling Huang, The intersection $R$-torsion for finite cone, available online at arXiv:1410.6110, 2014.

[DLR15] Claire Debord, Jean-Marie Lescure, and Frédéric Rochon, Pseudodifferential operators on manifolds with fibred corners, Ann. Inst. Fourier (Grenoble) 65 (2015), no. 4, 1799–1880. MR 3449197

[DM12] Xianzhe Dai and Richard B. Melrose, Adiabatic Limit, Heat Kernel and Analytic Torsion, Metric and Differential Geometry (Xianzhe Dai and Xiaochun Rong, eds.), Progress in Mathematics, vol. 297, Springer Basel, 2012, pp. 233–298.

[EMM91] C. L. Epstein, R. B. Melrose, and G. A. Mendoza, Resolvent of the Laplacian on strictly pseudoconvex domains, Acta Math. 167 (1991), no. 1-2, 1–106.

[Fra35] W. Franz, Über die Torsion einer Überdeckung, J. für die reine und angew. Math. 173 (1935), 245–253.

[Fri86] David Fried, Analytic torsion and closed geodesics on hyperbolic manifolds, Invent. Math. 84 (1986), no. 3, 523–540. MR 837526 (87g:58118)

[FV11] Stefan Friedl and Stefano Vidussi, A survey of twisted Alexander polynomials, The mathematics of knots, Contrib. Math. Comput. Sci., vol. 1, Springer, Heidelberg, 2011, pp. 45–94.

[GM80] Mark Goresky and Robert MacPherson, Intersection homology theory, Topology 19 (1980), no. 2, 135–162.

[Gri01] Daniel Grieser, Basics of the $b$-calculus, Approaches to singular analysis (Berlin, 1999), Oper. Theory Adv. Appl., vol. 125, Birkhäuser, Basel, 2001, pp. 30–84.

[GS15] Colin Guillarmou and David A. Sher, Low energy resolvent for the Hodge Laplacian: applications to Riesz transform, Sobolev estimates, and analytic torsion, Int. Math. Res. Not. IMRN (2015), no. 15, 6136–6210. MR 3384474

[Has98] Andrew Hassell, Analytic surgery and analytic torsion, Comm. Anal. Geom. 6 (1998), no. 2, 255–289.

[HMM04] Tamás Hausel, Eugenie Hunsicker, and Rafe Mazzeo, Hodge cohomology of gravitational instantons, Duke Math. J. 122 (2004), no. 3, 485–548.

[HMM95] Andrew Hassell, Rafe Mazzeo, and Richard B. Melrose, Analytic surgery and the accumulation of eigenvalues, Comm. Anal. Geom. 3 (1995), no. 1–2, 115–222.

[HR15] Eugénie Hunsicker and Frédéric Rochon, Weighted Hodge cohomology of iterated fibred cusp metrics, Ann. Math. Qué. 39 (2015), no. 2, 177–184. MR 3418803

[HS10] L. Hartmann and M. Spreafico, The analytic torsion of a cone over a sphere, J. Math. Pures Appl. (9) 93 (2010), no. 4, 408–435.
An analytic extension of the Plancherel formula for a class of non-unitary representations of non-compact semisimple Lie groups is obtained.