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Abstract

Differentially private (DP) synthetic datasets are a powerful approach for training machine learning models while respecting the privacy of individual data providers. The effect of DP on the fairness of the resulting trained models is not yet well understood. In this contribution, we systematically study the effects of differentially private synthetic data generation on classification. We analyze disparities in model utility and bias caused by the synthetic dataset, measured through algorithmic fairness metrics. Our first set of results show that although there seems to be a clear negative correlation between privacy and utility (the more private, the less accurate) across all data synthesizers we evaluated, more privacy does not necessarily imply more bias. Additionally, we assess the effects of utilizing synthetic datasets for model training and model evaluation. We show that results obtained on synthetic data can misestimate the actual model performance when it is deployed on real data. We hence advocate on the need for defining proper testing protocols in scenarios where differentially private synthetic datasets are utilized for model training and evaluation.

1. Introduction

Differential privacy (DP) is the standard for privacy-preserving statistical summaries (Dwork et al., 2006b). Companies such as Microsoft (Pereira et al., 2021), Google (Aktay et al., 2020), Apple (Tang et al., 2017), and government organizations such as the US Census (Abowd, 2018), have successfully applied DP in machine learning and data sharing scenarios. The popularity of DP is due to its strong mathematical guarantees. Differential Privacy guarantees privacy by ensuring that the inclusion or exclusion of any particular individual does not significantly change the output distribution of an algorithm.

Machine learning models can have disparate impacts on minoritized subgroups (Wiens et al., 2019; Cohen et al., 2020; Rajotte et al., 2021). Unfairness in machine learning can happen, among other reasons, due to class imbalance and intrinsic bias in the underlying training dataset. It is known that differential privacy can affect fairness in machine learning models. However, despite significant work on addressing the relationship between differential privacy and ML fairness, there are fundamental questions that remain unanswered. For instance, it is not known how different synthetic data generation methods affect fairness. Also, in the literature, it is usually assumed that real data is available for testing models trained on synthetic data prior to deployment. This is not a realistic assumption. In many scenarios, only
synthetic data is available during training and testing. So, it is important to study the performance of a model trained and tested with synthetic data vs its performance when tested against real data. In this paper we address these questions.

1.1. Related Works

Recent empirical studies have pointed out that differentially private deep learning has a disparate impact in subgroup accuracy (Bagdasaryan et al., 2019), and training models with differentially private synthetic images can increase subgroup disparities (Cheng et al., 2021). However these works have focused on image classification tasks where the disparity in accuracies are largely attributable to the class imbalance in these datasets: i.e disadvantaged classes are also rare classes in the dataset thereby leading to worse performance on these. In contrast, our work studies these issues in the context of tabular datasets and in settings where the data has an intrinsic bias against sub-populations that are not necessarily rare in the dataset.

1.2. Contributions

In this work, we investigate the impacts of differentially private synthetic data on downstream classification, where we focus on understanding the impacts on model performance and fairness. We train models in two settings: (a) on real data and (b) on synthetic data and our evaluation finds that:

1. When compared to models trained on real data, overall performance of models trained on synthetic data decreases as privacy increases. **However, the same does not hold for fairness metrics.** Additionally, we experiment with datasets that initially provide fair models, and observe that the synthetic data version results in unfair models.

2. Models trained with differentially private synthetic data tend to perform **more unfairly** when deployed on real data versus when tested on synthetic data.

To the best of our knowledge, our work is the first to evaluate the the fairness of machine learning models trained on DP synthetic data for the important case of tabular data. Moreover, it is also the first work that evaluates the potential disparities when utilizing synthetic data for training and testing models and later applying such models to real data.

2. Preliminaries

2.1. Differential privacy

Differential privacy is a rigorous privacy notion used to protect an individual’s data in a dataset disclosure. We present in this section notation and definitions that we will use to describe our privatization approach. We refer the reader to (Dwork et al., 2014), (McSherry, 2009) and (Dwork et al., 2006a) for detailed explanations of these definitions and theorems.

**Definition 2.1. Pure Differential Privacy.** A randomized mechanism \( M : \mathcal{D} \rightarrow \mathcal{A} \) with data base domain \( \mathcal{D} \) and output set \( \mathcal{A} \) is \( \epsilon \)-differentially private if, for any output \( A \subseteq \mathcal{Y} \) and neighboring databases \( D, D' \in \mathcal{D} \) (i.e., \( D \) and \( D' \) differ in at most one entry), we have

\[
\Pr[M(D) \in A] \leq e^\epsilon \Pr[M(D') \in A]
\]

**Definition 2.2. Approximate Differential Privacy.** A randomized mechanism \( M : \mathcal{D} \rightarrow \mathcal{A} \) with data base domain \( \mathcal{D} \) and output set \( \mathcal{A} \) is \( (\epsilon, \delta) \)-differentially private if, for any output \( A \subseteq \mathcal{Y} \) and neighboring databases \( D, D' \in \mathcal{D} \) (i.e., \( D \) and \( D' \) differ in at most one entry), we have

\[
\Pr[M(D) \in A] \leq e^\epsilon \Pr[M(D') \in A] + \delta
\]

The privacy loss of the mechanism is defined by the parameter \( \epsilon \geq 0 \) in the case of “pure” differential privacy and parameters \( \epsilon, \delta \geq 0 \) in the case of “approximate” differential privacy.

The definition of neighboring databases used in this paper is user-level privacy. User-level privacy defines neighboring to be the addition or deletion of a single user in the data and all possible records of that user. Informally, the definition above states that the addition or removal of a single individual in the database does not provoke significant changes in the probability of any differentially private output. Therefore, differential privacy limits the amount of information that the output reveals about any individual.

A function \( f \) (also called query) from a dataset \( D \in \mathcal{D} \) to a result set \( A \subseteq \mathcal{A} \) can be made differentially private by injecting random noise to its output. The amount of noise depends on the sensitivity of the query.

2.2. Fairness Metrics

In this section we present the definition of two different fairness metrics: Equal Opportunity (Heidari et al., 2019) and Statistical Disparity (Barocas et al., 2017). Given a dataset \( W = (X, Y', C) \) with binary protected attribute \( C \) (e.g. race, sex, religion, etc), remaining decision variables \( X \) and predicted outcome \( Y' \), we define Equal Opportunity and Statistical Disparity as follows.

**Definition 2.3.** Equal Opportunity/ Equality of Odds requires equal True Positive Rate (TPR) across subgroups:

\[
\Pr(Y' = 1 | Y = 1, C = 0) = \Pr(Y' = 1 | Y = 1, C = 1)
\]

where \( Y' \) is the model output.
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Figure 1. Pipeline for model training and evaluation using synthetic data (1) We generate Synthetic datasets for model training and model testing utilizing differentially private synthesizers. (2) We train models utilizing synthetic data and evaluate on a synthetic test data. Model selection is made during this phase. (3) Based on the previous phase results, model is trained using synthetic data and deployed. Model is applied to real (test) data in production phase.

Definition 2.4. Statistical Parity requires positive predictions to be unaffected by the value of the protected attribute, regardless of true label

\[ \Pr(Y' = 1|C = 0) = \Pr(Y' = 1|C = 1) \]

We follow the approach of (Xu et al., 2021; Perrone et al., 2020) and utilize difference in Equal Opportunity (DEO) = \(|\Pr(Y' = 1|Y = 1, C = 0) - \Pr(Y' = 1|Y = 1, C = 1)|\) and difference in Statistical Parity (DSP) = \(|\Pr(Y' = 1|C = 0) - \Pr(Y' = 1|C = 1)|\) to measure model fairness. In our experiments with COMPAS dataset, we utilize True Negative Rate to quantify Equal Opportunity of a beneficial outcome.

2.3. Differentially Private Synthetic Data Generators.

We use several differentially private (DP) synthetic data generators that have been specifically tailored for generating tabular data with the goal of enhancing their utility for learning tasks. We consider two broad categories of approaches: i) Bayesian network based methods, ii) and Generative Adversarial Network (GAN) based models.

2.3.1. BAYESIAN NETWORK BASED METHOD

PrivBayes In order to improve the utility of the generated synthetic data, (Zhang et al., 2017b) try to approximate the actual distribution of the data by constructing a Bayesian network using the correlations between the data attributes. This allows them to factorize the joint distribution of the data into marginal distributions. Next, to ensure differential privacy, noise is injected into each of the marginal distributions and the simulated data is sampled from the approximate joint distribution constructed from these noisy marginals.

2.3.2. GAN BASED METHODS

QUAIL Quail-ified Architecture to Improve Learning (QUAIL) (Rosenblatt et al., 2020) is an ensemble model approach that combines a DP supervised learning model with a DP synthetic data model to produce DP synthetic data. QUAIL framework can be used in conjunction with different synthesizers techniques. We introduce CTGAN, PATE methods, which are the basis methods we utilize in our experiments with the ensemble approach of QUAIL. We note that unlike PrivBayes, both the QUAIL based approaches provide an approximate DP guarantee.

Conditional Tabular GAN (CTGAN) (Xu et al., 2019) is an approach for generating tabular data. CTGAN adapts GANs by addressing issues that are unique to tabular data that conventional GANs cannot handle, such as the modeling of multivariate discrete and mixed discrete and continuous distributions. It achieves these challenges by augmenting the training procedure with mode-specific normalization, by employing a conditional generator and training-by-sampling that allows it to explore discrete values more evenly. When applying differentially private SGD (DP-SGD) (Abadi et al., 2016) in combination with CTGAN the result is a DP approach for generating tabular data. This involves adding random noise to the discriminator and clipping the norm to make it differentially private.

The PATE (Private Aggregation of Teacher Ensembles) framework (Papernot et al., 2016) protects the privacy of sensitive data during training, by transferring knowledge from an ensemble of teacher models trained on partitions of
the data to a student model. To achieve DP guarantees, only the student model is published while keeping the teachers private. The framework adds Laplacian noise to the aggregated answers from the teachers that are used to train the student models. CTGAN can provide differential privacy by applying the PATE framework. We call this combination PATE-CTGAN, which is similar to PATE-GAN (Jordon et al., 2018), for images. The original dataset is partitioned into $k$ subsets and a DP teacher discriminator is trained on each subset. Further, instead of using one generator to generate samples, $k$ conditional generators are used for each subset of the data.

2.4. Datasets

**Adult Dataset** In the Adult dataset (32561 instances), the features were categorized as protected variable (C): gender (male, female); and response variable (Y): income (binary); decision variables (X): the remaining variables in the dataset. We map into categorical variables all continuous variables.

**Prison Recidivism Dataset** From the COMPAS dataset (7214 instances), we select severity of charge, number of prior crimes, and age category to be the decision variables (X). The outcome variable (Y) is a binary indicator of whether the individual recidivated (re-offended), and race is set to be the protected variable (C). We utilize a reduced set of features as proposed in (Calmon et al., 2017).

**Fair Prison Recidivism Dataset** We construct a "fair" dataset based on the COMPAS recidivism dataset by employing a data preprocessing technique for learning non-discriminating classifiers from (Kamiran & Calders, 2012), which involves changing the class labels in order to remove discrimination from the dataset. This approach selects examples close to the decision boundary to be either ‘promoted’, i.e label flipped to the desirable class, or ‘demoted’, i.e label flipped to the undesirable class (ex: the ‘recidivate’ label in the COMPAS dataset is the undesirable class). By flipping an equal number of positive and negative class examples, the class skew in the dataset is maintained.

3. Experiments

Our experiments follow a simple methodology in order to compare the fairness outcomes of logistic regression models when trained with real and synthetic data. We generate synthetic data using three differentially private synthesizers: PrivBayes (Zhang et al., 2017a), QUAIL+PATECTGAN and QUAIL+DPCTGAN (Rosenblatt et al., 2020). For each synthetic data generation technique, we generate datasets utilizing different privacy budgets.

3.1. Experimental Setup

In our experiments we randomly divide the real dataset into an 80/20 split, separating the data into training and test datasets. We consider three synthesizers: i) PrivBayes, ii) QUAIL+PATECTGAN, and iii) QUAIL+DPCTGAN. For each synthesizer technique and for two values of privacy budget $\epsilon = 0.1, 10$, we run 10 rounds of synthetic DP data generation on the 80% split. We utilize the SmartNoise Library\footnote{https://smartnoise.org} implementation of the QUAIL synthesizers, and approximate-DP approaches use the library’s default value of $\delta$. For experiments using PrivBayes Synthesizers, we use the DiffPrivLib implementation\footnote{https://github.com/IBM/differential-privacy-library}. We train Logistic Regression and Random Forests models using the generated DP synthetic datasets. We test the trained models performance on the 20% test split from the real data. For each model, we measure the following: area under the ROC curve (AUC); subgroup true positive rate (TPR); subgroup positive predictions. We report, for each technique and each value of privacy loss, the mean across 10 rounds. We apply the pipeline to the UCI Adult dataset (Dua & Graff, 2017) and ProPublica’s COMPAS recidivism data (Barenstein, 2019), and the fair COMPAS dataset as defined in Section 2.4.

**Evaluation of Model Performance on Synthetic Datasets vs. Real Datasets** Differentially private synthetic datasets have the potential to be shared among researchers and the general public without compromising the privacy of the users in the dataset. As we envision a scenario where these datasets are used for model training (and also in the model evaluation phase) but the resulting models are applied to real data, as showcased in Figure 1.2, we ask ourselves what are the performance discrepancies between model evaluation phase (done with synthetic data) and model deployment phase (when model is deployed on real data). We investigate if there are in fact any clear discrepancies, from the perspective of utility and fairness.

3.2. Utility and Fairness Evaluation of Models Trained with Differentially Private Synthetic Datasets

**Utility Evaluation** We evaluate the quality of the synthetic datasets for classification by measuring the area under the ROC curve (AUC). We compare the AUC obtained in our experiments with the AUC measured by training models with the real Adult and COMPAS datasets.

We confirm that lower epsilons yield models with lower performance. In the experiments with the Adult dataset (Figure 2), models trained with data generated by the PrivBayes synthesizer perform significantly better than models trained with QUAIL generated synthetic datasets. If we increase the privacy guarantees (epsilon = 0.1), the models trained...
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Figure 2. Utility evaluation of classification models trained with differentially private synthetic datasets generated using PrivBayes and QUAIL techniques. Left shows AUC comparison of models trained using synthetic Adult datasets. Center shows the AUC comparison of models trained using synthetic COMPAS datasets. Right shows the AUC comparison of models trained using synthetic Fair COMPAS datasets.

with QUAIL datasets become ineffective, with $AUC \approx 0.45$. An AUC lower than 0.5 indicates that the model performs worse than random guess. Experiments with COMPAS and Fair COMPAS datasets show a more balanced performance across models trained with data generated by the three synthesizers. At an $\epsilon = 10.0$, the PrivBayes synthesizer generated high-quality differentially private synthetic datasets for all three datasets.

Fairness Evaluation We evaluate model bias and fairness by measuring the proportion of positive predictions in each class of the protected attribute, and the True Positive Rate (or True Negative Rate) in each class of the protected attribute. The Experiments with the Adult dataset show that synthetic data generated using PrivBayes can lead to slightly less biased and more fair models, as indicated in Table 1. Although QUAIL models also present less biased and True Positive Rates fairer, we would like to stress that for the experiments with the Adult dataset, the low AUCs indicates that models perform like random guesses, with little prediction value.

The evaluation of the models trained with synthetic COMPAS dataset show that models trained with PrivBayes synthetic datasets present results with similar bias (difference in Positive Predictions for the classes African-American and Caucasian is still similar), however, it increases the percentage of positive predictions of both groups in about 10 points percentage. This reflects in lower True Negative Rate numbers for both classes. For an $\epsilon = 10$, QUAIL models perform very similar to the real data in terms of bias and fairness. For $\epsilon = 0.1$, QUAIL models perform in a less-biased and fair manner, which we believe is mostly caused by the decrease in utility.

In the scenario of having a real dataset with less biased and more fair characteristics, we observe that QUAIL generates datasets that result in non-biased and fair classifier performance. Models trained with PrivBayes synthetic data,

Table 1. Bias and Fairness Metrics: Experiments with Adult, COMPAS and Fair COMPAS datasets. We evaluate the percentage of Positive Prediction in each class to evaluate model bias, and the True Positive Rate (TPR) or True Negative Rate (TNR) to evaluate model fairness. The classes in the two datasets are: Adult dataset - Female (F) and Male (M) and COMPAS dataset - African American (A) and Caucasian (C). These results are using Logistic Regression trained with real data (Real) and synthetic datasets generated with three synthesizers (Synth.): PrivBayes (PB), QUAIL+PATECTGAN (QP) and QUAIL+DPCTGAN (QC).
however, showed biased results. Interestingly, the metrics resemble the model trained with real COMPAS data.

The fairness observations with random forests models are very similar to the ones described above with logistic regression models. One important point to make is that in scenarios with more privacy (\(\epsilon = 0.1\)), PrivBayes gets more unfair as models trained with QUAIL generated data tend to perform with more fairness.

### 3.3. Utility and Fairness Disparities in Model Evaluation and Deployment

We evaluate utility by measuring the differences in AUC measured during the evaluation phase, i.e. when model performance is evaluated using synthetic data, and the AUC measured during deployment phase, i.e. when the model is evaluated using real data. As in Section 3.2, we investigate the disparities between evaluation and deployment using three different datasets: Adult dataset, COMPAS dataset and Fair COMPAS dataset.

We find that models trained with PrivBayes synthetic datasets, in general, perform better on real data. AUC values are higher on real data, when compared to the same models evaluated on synthetic data. Table 2 shows the evaluation AUC and deployment AUC comparisons. This result gives us an indication that when utilizing synthetic data generated using the PrivBayes techniques to train models, the expected model utility on deployed real data is higher than the model utility on synthetic test data.

However, our experiments indicate the same positive outcome is not the case for bias and fairness metrics. As we observe in Table 3 PrivBayes produced more biased models, and aside from the experiments with \(\epsilon = 0.1\) to generate synthetic Adult datasets, all other experiments resulted in fairness deployment performance to be worse than evaluation performance.

Models trained with QUAIL+CTGAN datasets, on the other hand, always present a decrease in utility from evaluation to deployment. The bias and fairness metrics also present a decrease in performance when comparing evaluation with deployment (except for experiments with adult dataset and \(\epsilon = 0.1\). For this experiment, the utility of the model was so low that the model did not have any predictive power).

Finally, models trained with QUAIL+PATECTGAN did not present any specific pattern in terms of utility. As we can observe in Table 3, in the Adult dataset experiments utility increases for high epsilons and and decreases for low epsilons. However, in the experiments with COMPAS and fair COMPAS the opposite pattern is observed. In terms of fairness QUAIL+PATECTGAN behaves in the same way as QUAIL+DPCTGAN.

### 4. Limitations and Future Works

The analysis we presented in this paper applies to synthetic data generated by the QUAIL and PrivBayes frameworks. It is interesting to see if similar results apply to other frameworks. The datasets used in our analysis are standard in the fairness literature. However, checking the validity of our results for larger, and high dimensional datasets is an interesting sequel to this work.

### 5. Conclusion

As the privacy-preserving research community develops new and more sophisticated techniques for privacy-preserving data publishing, the natural question of fairness impacts arises. This paper investigates the implications in model fairness when utilizing differentially private synthetic data for model training. We observe that model utility continuously decreases as we increase the privacy guarantees of synthetic data. However, fairness performance seems to be synthesizer dependent. Additionally, we observe that models trained with differently private synthetic data tend to
perform more unfairly when tested on real data versus when tested on synthetic data. This is an important observation as we see synthetic data techniques becoming more accepted as the standard data publishing approach in domains such as health care, education, and other population studies.
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