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Derivation of confidence interval

In Lemma 1, we first establish conditions under which \( \hat{\mu} \) and \( \hat{\tau}^2 \) are asymptotically independent.

**Lemma 1.** Let \( \hat{\mu} \) and \( \hat{\tau}^2 \) denote maximum likelihood estimates under a normal specification in which, as usual, the within-study variances \( \sigma_i^2 \) are considered fixed and known (e.g., \(^1\)). Suppose there are \( k \) studies, with \( \hat{\theta}_i \) denoting the point estimate of the \( i^{th} \) study, and assume that \( E[\hat{\theta}_i | \sigma_i^2] = E[\hat{\theta}_i] \). Then \( \hat{\mu} \) and \( \hat{\tau}^2 \) are asymptotically independent.

**Proof.** The joint log-likelihood and partial derivatives are:

\[
\log L(\mu, \tau^2) = -\frac{1}{2} \sum_{i=1}^{k} \log (2\pi (\sigma_i^2 + \tau^2)) - \frac{1}{2} \sum_{i=1}^{k} \frac{(\hat{\theta}_i - \mu)^2}{\sigma_i^2 + \tau^2}
\]

\[
\frac{\partial \log L}{\partial \mu} = -\frac{1}{2} \sum_{i=1}^{k} (\sigma_i^2 + \tau^2)^{-1} (-2\hat{\theta}_i + 2\mu)
\]

\[
\frac{\partial^2 \log L}{\partial \mu \partial \tau^2} = \frac{1}{2} \sum_{i=1}^{k} (\sigma_i^2 + \tau^2)^{-2} (-2\hat{\theta}_i + 2\mu)
\]

\[
= -\frac{1}{2} \sum_{i=1}^{k} \frac{2\hat{\theta}_i - 2\mu}{\sigma_i^4 + 2\sigma_i^2 \tau^2 + \tau^4}
\]

The off-diagonal element of the expected Fisher information matrix is therefore:

\[
I_{12} = -E \left[ \frac{\partial^2 \log L}{\partial \mu \partial \tau^2} \right]
\]

\[
= \frac{1}{2} k E \left[ \frac{2\hat{\theta}_i - 2\mu}{\sigma_i^4 + 2\sigma_i^2 \tau^2 + \tau^4} \right]
\]

By a second-order Taylor series expansion, we have, for general random variables \( X \) and \( Y \):

\[
E[X/Y] \approx \frac{E[X]}{E[Y]} - \frac{\text{Cov}(X, Y)}{E[Y]^2} + \frac{\text{Var}(Y)E[X]}{E[Y]^3}
\]  \( \quad (1) \)
We have $E[2\hat{\theta}_i - 2\mu] = 0$, so applying Equation (1) with the first and third terms equal to 0 yields:

$$I_{12} \approx \frac{1}{2} \frac{k}{E} \left[ \frac{2\mu - 2\hat{\theta}_i}{\sigma_i^4 + 2\sigma_i^2 \tau^2 + \tau^4} \right]$$

$$= \frac{1}{2} \frac{2\mu E[\sigma_i^4] + 4\mu \tau^2 E[\sigma_i^2] + 2\mu \tau^4 - 2\tau^4 E[\hat{\theta}_i] - 4\tau^2 E[\hat{\theta}_i \sigma_i^2] - 2E[\hat{\theta}_i \sigma_i^4]}{E[\sigma_i^4 + 2\sigma_i^2 \tau^2 + \tau^4]^2}$$

$$= \frac{1}{2} \frac{2\mu E[\sigma_i^4] + 4\mu \tau^2 E[\sigma_i^2] + 2\mu \tau^4 - 2\tau^4 \mu - 4\tau^2 \mu E[\sigma_i^2] - 2\mu E[\sigma_i^4]}{E[\sigma_i^4 + 2\sigma_i^2 \tau^2 + \tau^4]^2}$$

$$= 0$$

The penultimate line follows from the assumption that $E[\hat{\theta}_i | \sigma_i^2] = E[\hat{\theta}_i]$. Since the maximum likelihood estimates are asymptotically bivariate normal, asymptotic independence is established.

We now derive an asymptotic confidence interval for $\hat{P}(\theta < q^*)$, which is identical to that of $\hat{P}(\theta > q)$ for a symmetric choice of $q$. We assume use of the standard Dersimonian-Laird estimator, $\hat{\mu}$, and an arbitrary estimator $\hat{\tau}^2$ such that, asymptotically:

$$\begin{pmatrix} \hat{\mu} - \mu \\ \hat{\tau}^2 - \tau^2 \end{pmatrix} \approx N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \text{Var} (\hat{\mu}) & \text{Cov} (\hat{\mu}, \hat{\tau}^2) \\ \text{Cov} (\hat{\mu}, \hat{\tau}^2) & \text{Var} (\hat{\tau}^2) \end{pmatrix} \right)$$

(Asymptotic normality is theoretically justified for the maximum likelihood and restricted maximum likelihood estimators $\hat{\tau}^2$ and, in simulations, also appears to hold under the same conditions for the estimators proposed by references 2, 3, 4, and 5.) Apply the delta method.
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\[ h(x_1, x_2) = \tilde{P}(\theta < q^*) \]
\[ = \Phi \left( \frac{q^* - x_1}{\sqrt{\tau^2}} \right) \]
\[ \nabla = \begin{bmatrix} \frac{\partial h}{\partial x_1} \\ \frac{\partial h}{\partial x_2} \end{bmatrix} = \begin{bmatrix} -x_2^{-1/2} \phi \left( \frac{q^* - x_1}{\sqrt{\tau^2}} \right) \\ \frac{x_1 - q^*}{x_2^{-3/2}} \phi \left( \frac{q^* - x_1}{\sqrt{\tau^2}} \right) \end{bmatrix} \]
\[ \sqrt{k} \left[ h(\mu, \tau^2) - h(\mu, \tau^2) \right] \rightarrow N(0, \nabla' \Sigma \nabla) \]
\[ \nabla' \Sigma \nabla = \nabla_1 (\nabla_1 \Sigma_{11} + \nabla_2 \Sigma_{21}) + \nabla_2 (\nabla_1 \Sigma_{12} + \nabla_2 \Sigma_{22}) \]
\[ = \nabla_1^2 \Sigma_{11} + \nabla_2^2 \Sigma_{22} \]

for choices of estimators \( \tau^2 \) that are asymptotically independent of \( \mu \). Thus:

\[ \text{Var} \left( \tilde{P}(\theta < q^*) \right) \approx \left( \phi \left( \frac{q^* - \mu}{\sqrt{\tau^2}} \right) \right)^2 \cdot \left( \frac{\text{Var}(\mu)}{\tau^2} + \frac{\text{Var}(\tau^2) (\mu - q^*)^2}{4 (\tau^2)^3} \right) \]

Thus, approximate 95% confidence limits for \( \tilde{P}(\theta < q^*) \) are:

\[ \tilde{P}(\theta < q^*) \pm \Phi^{-1}(0.975) \cdot \phi \left( \frac{q^* - \mu}{\sqrt{\tau^2}} \right) \cdot \sqrt{\frac{\text{Var}(\mu)}{\tau^2} + \frac{\text{Var}(\tau^2) (\mu - q^*)^2}{4 (\tau^2)^3}} \]

An analogous derivation or argument from symmetry yields the same standard error for \( \tilde{P}(\theta > q) \).

**Methods for choosing an effect size threshold**

Much existing work, spanning a variety of disciplinary perspectives, has discussed how to choose thresholds for scientifically meaningful effect sizes. Reference 6 provides an excellent review and examples of numerous methods in the context of health outcomes. In particular, they discuss a variety of “anchoring-based” methods in which an effect size threshold is chosen by relating the outcome measure to external criteria bearing immediate scientific or clinical relevance. For example, a minimum effect size threshold for a composite scale outcome could be defined in relation to naturally occurring discrepancies in the outcome between patient groups with and without a diagnosis\(^7\) or to effect sizes produced by existing interventions similar to the intervention under investigation\(^8\). In the telomere length example discussed in the main text, we
might define a threshold of scientific importance through comparison to the correlation strength of age with telomere length (approximately $r = -0.34$ to $-0.38$) since age is perhaps the best-established determinant of telomere degradation. We might expect a psychological state, such as stress, to have a somewhat weaker effect size than the biological process of aging. Thus, to select an effect size threshold for psychological stress, we might blackuce the magnitude of the age-telomere length correlation to, for example, $r = -0.10$ or $r = -0.20$. Numerous other types of external “anchoring” criteria have also been used in the medical literature.

When the population public health impact of a health condition is the primary concern, investigators could draw upon the extensive literature on cost-effectiveness decision rules in selecting an effect size threshold. For example, much existing work has discussed or empirically quantified the cost threshold at which societies (or individuals) are willing to pay for a specific improvement in health, such as an addition of one quality-adjusted life-year (e.g., $10,11$). Such findings could be used to “convert” hypothetical statistical effect sizes for a given health outcome to a concrete financial scale, such as dollars. A minimum effect size threshold could then be defined in relation to the utility, expressed in dollars, of the intervention or exposure of interest.

In contrast, in other scientific contexts, individuals’ subjective experience of pain, distress, or disability may be the primary concern rather than (or in addition to) aggregate public health impact. In these cases, it may be useful to set the threshold as the minimum effect size that is subjectively perceptible$??,12,13$. A systematic review conserveblack 62 studies that attempted to estimate such thresholds for a wide variety of health outcomes, for example by relating patients’ subjective self-assessments to objective measurements of health condition severity$13$. This review found that $SMD = 0.50$ was a surprisingly consistent minimally detectable effect size for health outcomes, perhaps reflecting fundamental mechanisms of human sensory discrimination or constraints on categorical discrimination due to working memory capacity. For ease of comparison to other statistical measures of effect size, the threshold $SMD = 0.50$ is approximately equivalent (under some distributional assumptions)$14,15$ to an odds ratio of 2.5 or to a risk ratio of 1.6. However, it is important to note that an intervention that has only small effects on the individual level, even ones that are not subjectively perceptible, may still have very substantial impacts on a population public health level; thus, as described above, much lower thresholds might often be conserveblack.

Forest plots for applied examples

Below are forest plots corresponding to each applied example presented in the main text and Supplement.
Supplementary Figure 1: Perceived stress and telomere length (Example 1)

| Study                        | Fisher's z Transformed Correlation Coefficient |
|------------------------------|-----------------------------------------------|
| Uchino (2012)                | 0.02 [-0.15, 0.19]                            |
| Hassett (2012)               | -0.21 [-0.47, 0.05]                           |
| Sible (2012)                 | -0.13 [-0.47, 0.21]                           |
| Puterman (2010)              | -0.27 [-0.53, -0.00]                          |
| Humphreys (2011)             | -0.03 [-0.22, 0.17]                           |
| Georgin–Lavialle (2013)      | -0.92 [-1.41, -0.43]                          |
| Entringer (2011)             | -0.15 [-0.35, 0.05]                           |
| Surtees (2011)               | -0.02 [-0.05, 0.01]                           |
| Sister Study 1 (n.p.)        | -0.00 [-0.06, 0.06]                           |
| Sister Study 2 (n.p.)        | -0.04 [-0.12, 0.03]                           |
| Tyrka (2009)                 | 0.17 [-0.20, 0.54]                            |
| Ludlow (2008)                | -0.03 [-0.29, 0.23]                           |
| Epel (2004)                  | -0.32 [-0.59, -0.05]                          |
| Chen (2015)                  | -0.06 [-0.29, 0.14]                           |
| Carlson (2014)               | -0.10 [-0.32, 0.12]                           |
| Tyrka (2015)                 | -0.11 [-0.22, 0.01]                           |
| Buss (2014)                  | 0.01 [-0.30, 0.32]                            |
| Epel (2012)                  | -0.09 [-0.21, 0.04]                           |
| Prather (2015)               | 0.03 [-0.19, 0.24]                            |
| Bersani (n.p.)               | -0.31 [-0.54, -0.08]                          |
| Hoen (2011)                  | -0.06 [-0.12, 0.01]                           |
| RE Model                     | -0.06 [-0.10, -0.01]                          |

Fisher's z Transformed Correlation Coefficient
Supplementary Figure 2: Omega-3 supplementation and depression (Example 2, first meta-analysis)

| Study                      | Standardized Mean Difference |
|----------------------------|------------------------------|
| Stoll (1999)               | 1.39 [0.58, 2.20]            |
| Renton (2001)              | 0.28 [−0.33, 0.89]           |
| Nemets (2002)              | 0.06 [−0.15, 0.27]           |
| Peel (2002a)               | 0.60 [0.01, 1.20]            |
| Peel (2002b)               | 0.57 [−0.14, 1.28]           |
| Peel (2002c)               | 0.53 [0.01, 1.06]            |
| Peel (2002d)               | −0.12 [−0.44, 0.20]          |
| Peel (2003)                | 0.15 [0.55, 0.26]            |
| Lorente (2003)             | 0.91 [−0.12, 1.93]           |
| Marangell (2003)           | −0.20 [−0.98, −0.02]         |
| Nes (2003)                 | 1.91 [1.00, 2.82]            |
| Doornbos (2009)            | 0.24 [−0.44, 1.11]           |
| Doornbos (2009a)           | 0.30 [−0.38, 0.94]           |
| Antypa (2009)              | 0.69 [−0.01, 1.37]           |
| van de Rest (2008b)        | 0.94 [−0.2, 2.04]            |
| van de Rest (2008a)        | 1.06 [−0.19, 2.09]           |
| Da Silva (2008)            | 0.45 [−0.16, 1.06]           |
| Da Silva (2008a)           | 0.45 [−0.16, 1.06]           |
| Zanarini (2003)            | 0.34 [−0.03, 0.71]           |
| Silvers (2005)             | 0.56 [−0.03, 1.12]           |
| Fontani (2005)             | 0.34 [−0.03, 0.71]           |
| Frangou (2006a)            | 0.69 [−0.01, 1.37]           |
| Frangou (2006b)            | 0.94 [−0.2, 2.04]            |
| Frangou (2007)             | 0.45 [−0.16, 1.06]           |
| Grenyer (2007)             | −0.24 [−0.62, 0.14]          |
| Hallahan (2001)            | 0.80 [0.03, 1.57]            |
| Chiu (2009)                | 0.13 [−0.01, 0.28]           |
| da Silva (2008)            | 0.56 [−0.03, 1.12]           |
| Freeman (2008)             | 0.56 [−0.03, 1.12]           |
| Freund-Levi (2008)         | 0.10 [−0.37, 0.57]           |
| Jadzayeri (2008)           | 0.54 [0.01, 1.06]            |
| Rees (2008)                | 0.54 [0.01, 1.06]            |
| Bogats (2008)              | 1.01 [0.71, 1.31]            |
| Su (2008)                  | 1.01 [0.71, 1.31]            |
| van de Rest (2008a)        | 0.86 [0.53, 1.19]            |
| van de Rest (2008b)        | 0.86 [0.53, 1.19]            |
| Antypa (2008)              | 0.00 [−0.42, 0.42]           |
| Doornbos (2009a)           | 0.00 [−0.42, 0.42]           |
| Doornbos (2009b)           | 0.00 [−0.42, 0.42]           |
| Lucas (2008)               | 0.11 [−0.24, 0.46]           |

RE Model: 0.26 [0.12, 0.39]
Supplementary Figure 3: Omega-3 supplementation and depression (Example 2, second meta-analysis)

| Study            | Standardized Mean Difference | 95% CI          |
|------------------|------------------------------|-----------------|
| Nemets B (2002)  | 1.47                         | [0.46, 2.48]    |
| Peet (2002)      | 0.28                         | [-0.26, 0.82]   |
| Marangell (2003) | 0.28                         | [-0.38, 0.94]   |
| Su–MDD (2003)    | 1.04                         | [0.14, 1.94]    |
| Silvers (2005)   | -0.25                        | [-0.70, 0.20]   |
| Grenyer (2007)   | -0.69                        | [-1.13, -0.25]  |
| Su–PD (2008)     | 0.93                         | [0.24, 1.62]    |
| Rogers (2008)    | 0.15                         | [-0.11, 0.41]   |
| Rees (2008)      | 0.66                         | [-0.13, 1.45]   |
| Freeman (2008)   | -0.31                        | [-0.87, 0.25]   |
| da Silva (2008)  | 0.43                         | [-0.31, 1.17]   |
| Lucas (2009)     | -0.66                        | [-1.42, 0.10]   |
| Mischoulon (2009)| 0.88                         | [0.18, 1.58]    |
| RE Model         | 0.25                         | [-0.07, 0.56]   |
Supplementary Figure 4: Magnesium and myocardial infarction (Example 3, 19-study meta-analysis)
Supplementary Figure 5: Magnesium and myocardial infarction (Supplementary Example, 16-study meta-analysis)

| Study            | Log Odds Ratio (95% CI) |
|------------------|-------------------------|
| Rasmussen (1986) | -1.11 [-2.28, 0.06]     |
| Smith (1986)     | -1.30 [-2.90, 0.30]     |
| Abraham (1987)   | -0.04 [-2.85, 2.76]     |
| Ceremuzynski (1989) | -1.28 [-3.62, 1.06] |
| Shecter (1990)   | -2.30 [-4.41, -0.20]   |
| Singh (1990)     | -0.78 [-1.91, 0.35]     |
| Feldstedt (1991) | 0.04 [-0.61, 0.69]      |
| Woods (1992)     | -0.31 [-0.60, -0.02]    |
| Thorgersen (1993) | -0.67 [-1.64, 0.29]    |
| Galloe (1993)    | 0.21 [-0.54, 0.97]      |
| Balkan (1994)    | -1.76 [-4.82, 1.31]     |
| ISIS-4 (1995)    | 0.06 [-0.00, 0.12]      |
| Shecter (1997)   | -1.57 [-2.70, -0.44]    |
| Thorgersen (1995) | -0.79 [-2.02, 0.43]    |
| Bharqva (1995)   | -0.06 [-1.72, 1.61]     |
| Raghu (1999)     | -1.10 [-2.05, -0.15]    |

**RE Model**

-0.49 [-0.81, -0.17]

Log Odds Ratio

**Supplementary example: Meta-analyses with different estimated means, but similar evidence strength**

Here, we extend Example 3 to illustrate comparison between meta-analyses in which estimated means differ somewhat, yet due to differences in heterogeneity, the proposed metrics suggest comparable proportions of scientifically meaningful effect sizes. Others have conducted a series of cumulative meta-analyses of the literature on intravenous magnesium on mortality following acute myocardial infarction. In a meta-analysis of the earliest 16 trials versus that of all 19 trials published at the time of reference 16’s analysis, the estimated mean shifted from an odds ratio ($OR$) of 0.61 (95% CI: 0.45, 0.84) to 0.72 (95% CI: 0.58, 0.9). Considering inverse associations below $OR = 0.8$ to be scientifically important, we reanalyzed data to estimate that, in the population of effects represented by the first 16 studies, approximately 76% are below $OR = 0.8$ (95% CI: 41%, 100%) versus approximately 66% (95% CI: 28%, 100%) in the effects represented by all 19 studies (Supplementary Figure 1). Considering effects in the opposite direction, the two meta-analyses...
would estimate, respectively, that approximately 4% (95% CI: 0%, 6%) and 2% (95% CI: 0%, 7%) are above an odds ratio of 1.2.

Supplementary Figure 6: Estimated proportion of odds ratios (shaded) more protective than threshold of scientific importance at $OR = 0.8$ (solid black line) in cumulative meta-analyses of 16 (gray) or 19 (orange) studies. Dashed black line: reference null value ($OR = 1.0$). (As usual, normality was assumed on the log-$OR$ scale; the plotted distributions are skewed due to exponentiation.)

Under these thresholds of scientific importance, we might therefore consider both meta-analyses to have provided fairly strong evidence for scientifically important effects of magnesium again subject to methodological caveats mentioned in the main text\textsuperscript{17}. This suggests a more stable view of evidence strength in an evolving literature than the difference in pooled point estimates alone might suggest.

**Simulation study**

We performed a simulation study assessing the relative coverage of the proposed asymptotic confidence interval (CI) versus a bootstrapped confidence interval, including in meta-analyses of few studies or with relatively low-power black studies. We fixed the mean of the true effects to $\mu = 0.50$ on the mean difference scale while varying the number of studies ($k$) between 10 and 50, the heterogeneity ($\tau^2 \in \{0.01, 0.04, 0.25\}$), and the mean sample size in each study ($E[N] \in \{150, 850\}$). We used a bias-corrected and accelerated bootstrap (BCa) with 10,000 iterates to estimate the bootstrap confidence intervals\textsuperscript{18}. (Additional simulations, not shown, suggested that basic or percentile bootstrap methods yielded substantially worse performance than BCa.) On some simulation repetitions, the BCa method failed to converge with fewer iterates; we selected 10,000 iterates in order to ensure that every scenario had < 10% missing data due to convergence failures. Additional simulation results suggested that using fewer iterates (e.g., 5,000) yielded nearly identical confidence intervals, albeit with more frequent convergence failures in some scenarios. Therefore, in practice, we believe that 5,000 iterates is a reasonable choice unless the procedure fails to converge.
Supplementary Figures 7 and 8, respectively, show coverage and width of theoretical vs. bootstrapped confidence intervals. With a true proportion $P \geq 0.15$, the theoretical confidence interval had approximately nominal coverage when $k = 50$, regardless of the sample size of the meta-analyzed studies, and it usually had coverage $\geq 90\%$ when $k \geq 10$. When $P \geq 0.15$, its overall mean coverage was 91%, and its minimum coverage was 84%. For a smaller true proportion $P = 0.10$, the theoretical confidence interval sometimes showed fairly poor coverage for small $k$ (Supplementary Figure 7, Panel A). Across all scenarios, including $P = 0.10$, the mean coverage of the theoretical interval remained 91%, but its minimum coverage dropped slightly to 81%. In contrast, across all scenarios, the BCa interval had nominal mean coverage 95% and minimum coverage 86%. Accordingly, the bootstrap confidence interval were wider than the theoretical confidence interval, sometimes considerably so for small $k$ (Supplementary Figure 8). The bootstrap interval was sometimes overly conservative when the meta-analyzed studies were small (Supplementary Figure 8, Panel A, row 1).
Supplementary Figure 7: Coverage of theoretical vs. bootstrapped 95% confidence intervals. Dashed line indicates nominal coverage. True P = theoretical proportion of effects stronger than q based on data generation parameters.
Figure 8: Width of theoretical vs. bootstrapped 95% confidence intervals. True P = theoretical proportion of effects stronger than $q$ based on data generation parameters.

Panel A: $\tau^2 = 0.01$

Panel B: $\tau^2 = 0.04$

Panel C: $\tau^2 = 0.25$
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