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We report the theoretical studies of electron and hole lifetimes in Nb, Mo, Rh, Pd, Ag by means of an \textit{ab initio} many-body GW method and of a semiempirical scattering-theory approach (STA). The GW approach includes the evaluation of band structures within the local-density approximation linear muffin-tin orbital TB formalism and employment of random-phase approximation in the calculations of the dielectric functions and screened Coulomb interaction. We show that the density-of-states (DOS) convolution model of the STA provides a good approximation to the \textit{ab initio} averaged lifetimes, the energy dependence of the matrix element being rather unimportant. We discuss the role of the characteristics of electronic structure responsible for the deexcitation of hot electrons as well as the deviations of the \textit{ab initio} lifetimes from the predictions of the free-electron gas model and the DOS convolution model.
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I. INTRODUCTION

The dynamics of low-energy electron excitations in metals is a key ingredient for the microscopic understanding of many chemical and physical phenomena on metal surfaces. A number of experimental tools to study the dynamics of excited electrons have been elaborated. One of the most powerful techniques is the time-resolved two-photon photoemission spectroscopy (TR-2PPE), which allows us to measure the hot-electron lifetimes on a femtosecond scale. Using this kind of spectroscopy, the hot-electron lifetimes have been measured for nonmagnetic metals,$^3$–$^8$ magnetic transition metals,$^9$,$^{10}$ high-Tc superconductors,$^{11}$ and Fe-B-Si alloys.$^{19}$–$^{22}$ In the paper by Passek $et$ $al.$,$^{23}$ the experimental spin-dependent lifetimes of the $n=1$ image-potential state on Fe(110) have been reported and interpreted by invoking the convolution of the first-principle DOS. Based on the DOS convolution, Drouhin$^{24}$,$^{25}$ has developed a model to evaluate the scattering cross section and spin-dependent inelastic mean-free path and applied it to Cr, Fe, Co, Ni, Cu, Ag, Gd, Ta, Au. An analogous approach has been developed by Zarate $et$ $al.$,$^{26}$ where simple approximations to the density of states have been used to obtain analytical expressions for the electron lifetimes in transition metals. In Ref. 10, an approach proposed before by Penn $et$ $al.$,$^{20}$ has been extended to include the generation of secondary electrons; the parameters of the model for the lifetime calculations have been evaluated for Fe, Co, Ni, Cu.

Although it is anticipated in the basic equations of the STA that within this approach nonempirical calculations are conceivable, practically they were never carried out because of a very large computational effort for transition matrix elements. So in all the cited references, the transition matrix elements were evaluated by fitting the calculated results to experimental data. The methods based on the self-energy formalism take explicitly into account the matrix elements and are more appropriate for the nonempirical applications. Such methods were first developed for the interacting free-electron gas model (FEG) by Quinn and Ferrell$^{27,29}$ who derived basic expressions for the hot-electron lifetimes within the random-phase approximation (RPA) for the polarization function. Analytical expressions for the lifetime in the limit of small energy–small density parameter were derived by Quinn and Ferrell$^{27,29}$ and in the limit of small excitation energy by Ritchie and Ashley.$^{28}$ Some improvements in the lifetime calculations based on the FEG model have incorporated exchange and correlation effects,$^{30}$ realistic electron densities within a statistical approximation$^{31}$ and band-structure effects.$^{32}$

In the last years, first-principle calculations of quasiparticle lifetimes have been performed.$^{33}$–$^{38}$ In such methods, the electron self-energy is usually evaluated by employing the so-called GW approximation$^{12}$–$^{15}$ of the many-body theory. The first step of such approach includes the evaluation of the band structure of a solid, usually within the local-density
approximation (LDA). Then within the RPA the density response functions is calculated and used to evaluate the dielectric functions and screened Coulomb interactions. Finally, either matrix elements of the self-energy operator are calculated on the energy shell or Dyson equation is solved to get the self-energy corrections to the LDA eigenvalues.

Such calculations have been performed for electron quasiparticles in magnesium and beryllium,\textsuperscript{37} aluminum,\textsuperscript{33,37} copper, silver, and gold\textsuperscript{33,37} and for hole quasiparticles in copper and gold.\textsuperscript{36} All these researches used the LDA pseudopotential approach and the plane-wave Bloch basis set (PPW-RPA-GW). Recently the lifetimes of electrons and holes in copper, silver, and gold have been also calculated within the LMTO (linear muffin-tin orbital)-RPA-GW approach,\textsuperscript{38} i.e., using a set of numerical muffin-tin orbitals to construct the basis Bloch functions. In spite of the differences in the calculation formalisms, a good accordance between the results of different calculations was obtained for electron quasiparticles.

The RPA-GW calculations, in general, correctly reproduce the trends observed in the experimental lifetimes, although noticeable discrepancies between the experimental and theoretical data still remain at some excitation energies.\textsuperscript{35,38} The performed \textit{ab initio} theoretical evaluations refer, however, to a narrow class of metals with specific electronic band structure that includes free-electron-like states at the Fermi level $E_F$ (Al, Be, Mg, Cu, Ag, Au), and localized $d$ states well below $E_F$ (Cu, Ag, Au). For metals with non-localized $d$ states at $E_F$, no attempts have been made to evaluate the decay rates. The experimental data exist only for the quasiparticle lifetimes in Rh and Ta.\textsuperscript{29}

The comparison of the quasiparticle lifetimes in noble metals calculated by means of the LMTO-RPA-GW method with experimental data and with the results of the PPW-RPA-GW calculations\textsuperscript{38} have shown a good reliability of the LMTO evaluations. Besides, the LMTO-RPA-GW method does not require very long plane-wave basis sets that are necessary to approximate well the dielectric functions of the metals. So we believe that LMTO-RPA-GW approach possesses predictive virtues, and report in this paper the quasi-particle energy $E$ with respect to the Fermi level $E_F$, the lifetime is reduced to the simple expression\textsuperscript{29}

$$\tau = 263 r_\text{s}^{-5/2} (E - E_F)^{-2} (\text{fs} \cdot \text{eV}^2), \quad (1)$$

which assumes that the so-called scaled lifetime $\tau \propto (E - E_F)^2$ is energy independent and determined only by the $r_\text{s}$ density parameter. An energy scaling qualitatively similar to that of Eq. (1) has been observed for electrons in the free-electron-like band-states of noble metals.\textsuperscript{34,35}

In general, more possibilities are provided by the scattering-theory approach, where no limitations are imposed on the shape of charge density. In the STA, the decay rate of an initial state $\phi_i(r)$ at the energy $E_i$ is determined by the probability of the primary electron scattering into a final state $\phi_f(r)$ at the energy $E_f$. It is accompanied by a secondary electron excitation from an occupied initial state $\phi_i'(r)$ at the energy $E_i'$ into an unoccupied state $\phi_f'(r)$ at the energy $E_f'$. In the first order of the time-dependent perturbation theory and by using the “golden rule” this probability is written as (we use afterwards atomic units: $m_e = e^2 = \hbar = 1$)\textsuperscript{41}

$$P_{i,i';f,f'} = 2 \pi \int [W(E_i - E_f)]_{i,i'}^{f,f'} \delta(E_i - E_f + E_i' - E_f'). \quad (2)$$

Here $W$ is the matrix element of the dynamic screened interaction

$$[W(\omega)]_{i,i'}^{f,f'} = \int d \mathbf{r} d \mathbf{r}' \phi_i^*(\mathbf{r}) \phi_i^{\dagger}(\mathbf{r}') \times W(\mathbf{r} - \mathbf{r}', \omega) \phi_f(\mathbf{r}) \phi_f^{\dagger}(\mathbf{r}'). \quad (3)$$

Due to excessive complications that arise with the integration in Eq. (3), further simplifications are usually made. It is supposed that the matrix element in Eq. (3) can be replaced by its averaged value, traditionally denoted as $M(\omega)$, which depends only on the energy loss of the primary electron $\omega = E_i - E_f$ (so-called random-$k$ approximation\textsuperscript{17}). After neglecting the exchange terms contained in Eq. (3),\textsuperscript{20} performing angular averaging in Eq. (3) and summation over all the possible scatterings of primary and secondary electrons

\textit{II. THE METHODS OF EVALUATING THE HOT-ELECTRONS LIFETIMES}

For decades, the evaluations of the quasiparticle lifetimes have been performed using equations based on the interacting FEG model.\textsuperscript{27–29} In the limit of a small electron-density parameter $r_\text{s}$ (degenerate electron gas) and a small quasiparticle energy $E$ with respect to the Fermi level $E_F$, the lifetime is reduced to the simple expression\textsuperscript{29}

$$\tau = 263 r_\text{s}^{-5/2} (E - E_F)^{-2} (\text{fs} \cdot \text{eV}^2), \quad (1)$$

which assumes that the so-called scaled lifetime $\tau \propto (E - E_F)^2$ is energy independent and determined only by the $r_\text{s}$ density parameter. An energy scaling qualitatively similar to that of Eq. (1) has been observed for electrons in the free-electron-like band-states of noble metals.\textsuperscript{34,35}

In general, more possibilities are provided by the scattering-theory approach, where no limitations are imposed on the shape of charge density. In the STA, the decay rate of an initial state $\phi_i(r)$ at the energy $E_i$ is determined by the probability of the primary electron scattering into a final state $\phi_f(r)$ at the energy $E_f$. It is accompanied by a secondary electron excitation from an occupied initial state $\phi_i'(r)$ at the energy $E_i'$ into an unoccupied state $\phi_f'(r)$ at the energy $E_f'$. In the first order of the time-dependent perturbation theory and by using the “golden rule” this probability is written as (we use afterwards atomic units: $m_e = e^2 = \hbar = 1$)\textsuperscript{41}

$$P_{i,i';f,f'} = 2 \pi \int [W(E_i - E_f)]_{i,i'}^{f,f'} \delta(E_i - E_f + E_i' - E_f'). \quad (2)$$

Here $W$ is the matrix element of the dynamic screened interaction

$$[W(\omega)]_{i,i'}^{f,f'} = \int d \mathbf{r} d \mathbf{r}' \phi_i^*(\mathbf{r}) \phi_i^{\dagger}(\mathbf{r}') \times W(\mathbf{r} - \mathbf{r}', \omega) \phi_f(\mathbf{r}) \phi_f^{\dagger}(\mathbf{r}'). \quad (3)$$

Due to excessive complications that arise with the integration in Eq. (3), further simplifications are usually made. It is supposed that the matrix element in Eq. (3) can be replaced by its averaged value, traditionally denoted as $M(\omega)$, which depends only on the energy loss of the primary electron $\omega = E_i - E_f$ (so-called random-$k$ approximation\textsuperscript{17}). After neglecting the exchange terms contained in Eq. (3),\textsuperscript{20} performing angular averaging in Eq. (3) and summation over all the possible scatterings of primary and secondary electrons

\textit{II. THE METHODS OF EVALUATING THE HOT-ELECTRONS LIFETIMES}

For decades, the evaluations of the quasiparticle lifetimes have been performed using equations based on the interacting FEG model.\textsuperscript{27–29} In the limit of a small electron-density parameter $r_\text{s}$ (degenerate electron gas) and a small quasiparticle energy $E$ with respect to the Fermi level $E_F$, the lifetime is reduced to the simple expression\textsuperscript{29}

$$\tau = 263 r_\text{s}^{-5/2} (E - E_F)^{-2} (\text{fs} \cdot \text{eV}^2), \quad (1)$$

which assumes that the so-called scaled lifetime $\tau \propto (E - E_F)^2$ is energy independent and determined only by the $r_\text{s}$ density parameter. An energy scaling qualitatively similar to that of Eq. (1) has been observed for electrons in the free-electron-like band-states of noble metals.\textsuperscript{34,35}

In general, more possibilities are provided by the scattering-theory approach, where no limitations are imposed on the shape of charge density. In the STA, the decay rate of an initial state $\phi_i(r)$ at the energy $E_i$ is determined by the probability of the primary electron scattering into a final state $\phi_f(r)$ at the energy $E_f$. It is accompanied by a secondary electron excitation from an occupied initial state $\phi_i'(r)$ at the energy $E_i'$ into an unoccupied state $\phi_f'(r)$ at the energy $E_f'$. In the first order of the time-dependent perturbation theory and by using the “golden rule” this probability is written as (we use afterwards atomic units: $m_e = e^2 = \hbar = 1$)\textsuperscript{41}

$$P_{i,i';f,f'} = 2 \pi \int [W(E_i - E_f)]_{i,i'}^{f,f'} \delta(E_i - E_f + E_i' - E_f'). \quad (2)$$

Here $W$ is the matrix element of the dynamic screened interaction

$$[W(\omega)]_{i,i'}^{f,f'} = \int d \mathbf{r} d \mathbf{r}' \phi_i^*(\mathbf{r}) \phi_i^{\dagger}(\mathbf{r}') \times W(\mathbf{r} - \mathbf{r}', \omega) \phi_f(\mathbf{r}) \phi_f^{\dagger}(\mathbf{r}'). \quad (3)$$

Due to excessive complications that arise with the integration in Eq. (3), further simplifications are usually made. It is supposed that the matrix element in Eq. (3) can be replaced by its averaged value, traditionally denoted as $M(\omega)$, which depends only on the energy loss of the primary electron $\omega = E_i - E_f$ (so-called random-$k$ approximation\textsuperscript{17}). After neglecting the exchange terms contained in Eq. (3),\textsuperscript{20} performing angular averaging in Eq. (3) and summation over all the possible scatterings of primary and secondary electrons
one arrives at the following basic expression for the scattering rate of a hot electron of the energy \( E \) and spin \( \sigma \):

\[
\frac{1}{\tau_\sigma(E)} = 2\pi \int_{E_f}^{E} dE' \rho_\sigma^>(E') \int_{E_f}^{E} d\epsilon \times \left[ \rho_\sigma^>(\epsilon) \rho_\sigma^<(\epsilon + \omega) + \rho_\sigma^<(\epsilon) \rho_\sigma^>(\epsilon + \omega) \right] |M(\omega)|^2.
\]

(4)

Here \( \omega = E - E' \) is the energy loss in the primary electron deexcitation, and \( \rho_\sigma^>(E) = (1 - f(E)) \rho(E) \), \( \rho_\sigma^<(E) = f(E) \rho(E) \) where \( f(E) \) is the Fermi-Dirac occupation function and \( \rho(E) \) is the density of states. Hereafter, the model provided by Eq. (4) is referenced as the DOS convolution model. One can suppose that within a small energy interval, the matrix element \( M \) is fairly constant. Although such a supposition has no general theoretical justifications, it has been successfully used in many studies based on the STA approach.25–26 The most drastic simplification of the STA is achieved when one assumes that not only the matrix element but also the DOS takes a constant value \( \rho_\sigma^> \).21

\[
\frac{1}{\tau_\sigma(E)} = \pi \rho_\sigma^>^2 |M|^2 (E - E_f)^2.
\]

(5)

The similarity between this equation and Eq. (1) allows us to express the matrix element \( |M|^2 \) in terms of the FEG theory.29 This expression has served as a basis in many qualitative discussions because it provides a very simple model of damping in which only two factors play the role in the decaying of a quasiparticle: the transition matrix element and the phase space available for the primary electron transitions \( [\rho_\sigma^>^2(E - E_f)^2] \).

In order to achieve a quantitative agreement with experimental data on the lifetimes in transition metals, it is necessary, however, to distinguish between \( s, p \), and \( d \) states, so a number of improved models have been proposed. In the work by Zarate et al.,26 it was supposed that the matrix elements are energy independent but different for the transitions of electrons between \( s, p \), and \( d \) states, which has allowed to determine the transition-matrix elements by fitting to the experimental lifetimes. An analogous approach has been used in Refs. 24, 25. Considering that the DOS convolution model of the STA employs physically simple values, the possibility of using this model for a description of the hot electron dynamics in solids with intermediately localized \( d \) states is very appealing. However, the degree of the \( d \)-electron localization and the features of DOS change noticeably from Nb to Pd, and they are very different from those observed in noble metals. So even the feasibility of a broad use of such a model is questionable. In this paper, we analyze this problem by performing comparisons with the LMTO-RPA-GW results. Such comparisons permit us to reveal the factors that govern the distinctions between the quasiparticle damping in Nb, Mo, Rh, Pd and in the noble metals and to clarify the limitations of the DOS convolution model. Besides, they permit us to understand, to a certain extent, the origin of the lifetime changes within the series of metals of interest.

We have performed \textit{ab initio} calculations of the quasiparticle lifetimes by means of the LMTO-RPA-GW approach.42–46,13,38,47 The polarization function of a solid is evaluated within the RPA approximation13

\[
P_{i,j}(q, \omega) = \sum_{\sigma, i, k} \sum_{n, n'} \frac{1}{t \omega - \epsilon_{k+q,n'} + \epsilon_{k,n} + i \delta} \times \langle B_{q,i} | \psi_{k,n} | \psi_{k+q,n'} \rangle \langle \psi_{k+q,n'} | \psi_{k,n} | B_{q,j} \rangle.
\]

(6)

with \( i, j \) being the indices of basis Bloch states, and \( n, n' \) being the band indices. The summation includes terms with \( t = \pm 1 \) (electrons and holes) and spin value \( \sigma \). To calculate the single-particle states of a solid \( \psi_{k,n} \), we employ the LMTO method in the basis of tight-binding muffin-tin orbitals.43 The basis Bloch functions \( B_{q,i} \) of the polarization matrix and of all the subsequent many-body calculations are composed from the products of the muffin-tin orbitals by using the procedures of orthogonalization described in Ref. 45. Once the polarization matrix is obtained, we evaluate the density-density response function matrix \( R \), dielectric and inverse dielectric matrices, \( \epsilon \) and \( \epsilon^{-1} \), and calculate the matrix of the screened Coulomb interaction \( W \),

\[
R = P + P \cdot \epsilon \cdot R,
\]

(7)

\[
\epsilon = 1 - \epsilon \cdot P,
\]

(8)

\[
\epsilon^{-1} = 1 + \epsilon \cdot R,
\]

(9)

\[
W = \epsilon^{-1} \cdot R.
\]

(10)

The Coulomb potential matrix \( v \) is computed by the method described in Ref. 45. We calculate the self-energy within the GW approximation of the many-body theory14 retaining the first member in the series expansion of \( \Sigma \) in terms of the screened Coulomb interaction \( W \):

\[
\Sigma (r, r', \omega) = \frac{i}{2\pi} \int d\omega' G(r, r', \omega + \omega') W(r, r', \omega').
\]

(11)

In this approach the self-energy is obtained by replacing the full Green function by the Green function of noninteracting electrons; the imaginary part of the correlation contribution in self-energy is expressed as13

\[
\text{Im} \Delta \Sigma^c_{q,n}(\omega) = \sum_k \sum_{n'} \sum_{i,j} \text{Im} W_{i,j}(k, \epsilon_{k-q,n'} - \omega) \times \langle \psi_{q,n} | \psi_{k-q,n'} | B_{k,i} \rangle \times \langle B_{k,i} | \psi_{k-q,n'} | \psi_{q,n} \rangle \Theta (\epsilon_{k-q,n'} - \omega),
\]

(12)

when \( \omega \ll \mu \), and

\[
\text{Im} \Delta \Sigma^c_{q,n}(\omega) = \sum_k \sum_{n'} \sum_{i,j} \text{Im} W_{i,j}(k, \omega - \epsilon_{k-q,n'}) \times \langle \psi_{q,n} | \psi_{k-q,n'} | B_{k,i} \rangle \langle B_{k,i} | \psi_{k-q,n'} | \psi_{q,n} \rangle \times \Theta (\omega - \epsilon_{k-q,n'}),
\]

(13)
where $\omega > \mu$.

Here $W^c = W - v$ is the correlation part of the screened potential. The expectation values of the operator $\Delta \Sigma(\omega) = \Sigma(\omega) - V_{\text{LDA}}$, where $V_{\text{LDA}}$ is the LDA exchange-correlation potential, determine the many-body self-energy corrections to the LDA eigenvalues $\epsilon_{q,i}$ through the Dyson’s equation

$$E_{q,i}(\omega) = \epsilon_{q,i} + \langle \psi_{q,i}| \Delta \Sigma_{q,i}(\omega) | \psi_{q,i} \rangle.$$  \hspace{1cm} (14)

The real part of the self-energy expectation value is calculated by the Hilbert transform. The solution of Dyson’s equation is simplified when only the linear part of the dependence of Re $\Delta \Sigma$ on $\omega$ is retained and the change of Im $\Delta \Sigma$ with $\omega$ is neglected. In this approximation, the self-energy corrections are

$$\Delta \epsilon_{q,i} = E_{q,i} - \epsilon_{q,i} = Z_{q,i} \Delta \Sigma_{q,i}(\epsilon_{q,i}),$$  \hspace{1cm} (15)

where

$$Z_{q,i} = \left[ 1 - \frac{\partial \text{Re} \Delta \Sigma_{q,i}(\omega)}{\partial \omega} \right]^{-1}_{\omega = \epsilon_{q,i}}.$$  \hspace{1cm} (16)

is the so-called renormalization factor. The imaginary part of the self-energy correction gives then the linewidth of the quasiparticle excitation, and the inverse value determines the lifetime of a quasiparticle

$$\tau_{q,i}^{-1} = 2 |\text{Im} \Delta \epsilon_{q,i}|.$$  \hspace{1cm} (17)

For a given excitation energy we average the calculated lifetimes over $q,i$. Then substituting the $ab\;initio$ densities of states and averaged lifetimes into Eq. (4), we evaluate the STA energy-dependent matrix elements and choose the energy-independent matrix elements optimal inside the energy interval between 1 and 5 eV.

The FEG theory lifetimes used in the discussions of Sec. IV were calculated by numerical integration of the equations of conventional theory with the Lindhard’s RPA polarization function.14,29

III. DIELECTRIC FUNCTIONS AND ELECTRON-ENERGY-LOSS SPECTRA

Since the dielectric function determines the screened Coulomb interaction and consequently the quasiparticle self-energy, the precision in the calculations of dielectric function is very important for the correct $ab\;initio$ GW lifetime evaluations. Previous studies have shown that some errors may

FIG. 1. The experimental (thin solid lines) and calculated (thick solid lines and dashed lines) electron-energy loss function (EELF) as well as real and imaginary parts of dielectric function of Mo (panel a) and Pd (panel b). Thick solid line represent the data with the 4f states included in the basis set, whereas dashed lines show the results with the 4f states omitted.
occur in the dielectric functions because of the drawbacks of the LDA approach in the calculations of the crystal orbitals.\textsuperscript{38,48,49} For example, the onset energy of the interband $s$-$d$ transitions in the imaginary part of dielectric function of Ag calculated by the conventional LDA methods is about 1 eV higher than the corresponding experimental value. Besides, the peak of plasmon absorption in Ag is absent if the electron-energy loss function (EELF) is calculated by using the standard LDA band structure.\textsuperscript{48} These drawbacks of the LDA approach have been corrected in the LMTO calculations of Ref. 38 by changing the continuous quantum number of $d$ states; here we compare the lifetime data of Ref. 38 with our new data on Nb, Mo, Rh, Pd.

Another factor that can influence the precision of the dielectric functions and quasiparticle lifetime calculations is the choice of the basis states used in the calculations of the polarization matrix. As follows from the results of the lifetime calculations for Ni, Ref. 46, the $4f$ states, together with the $3d,4s,4p$ states have to be included into the product-orbital basis functions in order to get in a broad energy range a correct description of the dielectric functions of the $3d$ transition metals. However, for a reliable averaging of lifetimes over wave vectors, a very big number of the vectors has to be used, so the employment of the minimal set of orbitals, i.e., $(n-1)d,ns,np$, is desirable. We performed the calculations within the minimal basis set and with the $4f$ functions included, and in Figs. 1(a) and 1(b) we show the dielectric functions and the EELF calculated for bcc Mo and for fcc Pd. They are compared with the experimental data derived from optical measurements.\textsuperscript{50} The dielectric functions of Nb and Rh are very similar to those of Mo and Pd, respectively.

The calculated real and imaginary part of the Mo dielectric function, Fig. 1(a), are in qualitative agreement with the corresponding experimental data. The calculations reproduce the changes of the experimental data with energy, although the energies of local maxima in the calculated $\epsilon_1$ and $\epsilon_2$ differ from the energies of the experimental maxima by 0.6–1.0 eV.

The greatest differences between the calculated and experimental data on EELF of Mo are connected with the plasmon absorption: optical measurements show the absorption maximum at 10.4 eV, whereas the calculated plasmon absorption peak has the energy of the maximum 11.5 eV with inclusion of the basic $4f$ states and 12.5 eV without $4f$ states. However, these differences are observed at the energies well above the energy range of interest 0–5 eV. The discrepancies between experimental and calculated data do
not generally exceed those of the previous calculations for noble metals\textsuperscript{38} where a good correspondence between LMTO-RPA-GW, PPW-RPA-GW and lifetime experimental data has been achieved. For energies up to 5 eV, the EELS and dielectric functions calculated within the minimal basis set of $s^3s^3p^3s^3d^3p^3d^3$ products agree well with the data obtained by including also products with 4f orbitals. Thus, the possibility of using the minimal basis set for lifetime evaluations at low energy is well confirmed.

The EELF and dielectric function of Pd, Fig. 1, calculated with 4f orbitals included agree with experimental data better than those of Mo. For the energies up to 5 eV, our calculations for Pd show better agreement with experiment than the previous calculated data of Ref. 51, where the EELF was underestimated, and of Ref. 52, where it was overestimated.

**IV. QUASIPARTICLE LIFETIMES**

In Fig. 2, we show the densities of states of the bcc Nb, Mo and fcc Rh, Pd, and Ag, which helps us to understand the differences between the quasiparticle lifetimes in these metals and in the noble metals. The major peaks of the DOS correspond to the contributions of the 4$d$ states that are shown in Fig. 2 by the dashed line. In Nb the bands of $d$ states lie in the energy interval from $-4$ eV to 6 eV whereas in Mo they are shifted down by 2 eV. (Here and in the following, all the energies are given with respect to the Fermi level.) The tail of the DOS at the energy below the 4$d$ bands belong to the valence 5$s$ states whose contributions are shown by the dotted lines. The lower bands of the $d$ states are hybridized with the $s$ states. So the contribution of the $s$ states is noticeable for energies up to $-2$ eV in Nb, $-4$ eV in Mo, Rh, Pd and up to $-5.7$ in Ag. The DOS at the energy above the energy of $d$ bands corresponds to the hybridized bands composed by the $5p$ and $4d$ states. On going from Nb to Ag, one observes an increase in the localization of $d$ states that leads to the narrowing of these bands and shifts them to lower energy. At the same time, the contribution of the $d$ bands to the hybridized $p, d$ bands decreases. So the $d$ bands in Ag are the most localized ones, whereas the Ag $5p$ bands are the most free-electron-like.

The calculated lifetimes averaged over the wave vectors are shown in Figs. 3, 4. In these figures we also plot the $S_{e,h}(E)$ values that are equal to the number of states lying in the energy interval between the Fermi level and the excita-
tion energy $E$. So these values represent the phase space available for the quasiparticle damping. As it follows from the character of the DOS, the damping of both electron and hole quasiparticles in Nb and Mo is realized through the transitions of primary electrons (holes) from their initial $4d$ states into final $4d$ states. The initial and final states of electron quasiparticles in Ag are free-electron-like $5p$ states that have the DOS much lower than that of Nb and Mo. It follows then from the lower panel of Fig. 4 that due to this difference in the DOS the phase space of electron quasiparticles damping in Ag is noticeably lower than the phase space of the damping in Nb, Mo. So one can expect that the electron quasiparticle lifetime is longer in Ag than in Nb, Mo, which is well confirmed by Fig. 4. Similar phase-space arguments are also applicable to explain the lower values of the electron quasiparticle lifetimes in Rh and Pd compared to those in Ag. The available experimental data on Rh, shown in Fig. 7, also well confirm the small lifetime values.

Attempts to invoke the phase-space arguments to explain the differences between the hole lifetimes in Ag and in the other metals encounter, however, some problems. Comparing the hole lifetimes in Rh, Pd, and Ag, Fig. 4, one can see that the bigger volume of the hole damping phase space in Rh and Pd is consistent with the smaller hole lifetimes. It follows from Fig. 3 that the phase space of the hole damping in Ag at the energies above $-4$ eV is lower than that in Nb, Mo. However, the lifetimes of the $p$ holes in Ag at the energy higher than $-3$ eV appears to be shorter than the lifetimes of holes in Mo. Besides, in Ag at the energy about $-3$ eV, a sudden change of the hole lifetimes appears. It is not related with the available phase space at all, and it is explained by the small values of transition-matrix elements between the initial $d$ states and final $s$, $p$ states. An attempt to explain the differences between the lifetimes in Nb and Mo also turns out to be problematic. In this case, the smaller electron lifetime in Nb at the energy between 1 and 2 eV is in conflict with the smaller phase volume.

Hence, phase-space arguments appear to be of limited validity in explaining the differences between the quasiparticle lifetimes in the metals of interest. More successful is the DOS convolution model of the STA that we comment in the following. In Figs. 5–9, we show the results of adjusting the lifetimes calculated by using Eq. (4) to the averaged ab initio lifetimes. The LMTO-RPA-GW lifetimes averaged over all the wave vectors implicitly include complicated band-structure effects. As it follows from the insets in Figs. 5–9, most parts of the changes in the calculated STA matrix elements cannot be directly related with the features of the band structures. Only in the case of electron quasiparticle in Ag a sudden change in $|M(\omega)|^2$ at the energy about 3.5 eV corresponds to a band-structure effect noticeable in the lifetime curve at the same energy. Besides, the jump of $|M(\omega)|^2$ at
the energy about $-3$ eV is associated with the top $d$ bands. Nevertheless, the variations in the matrix element, although being larger than in the previous evaluation for silicon\textsuperscript{17}, appear to be rather unimportant in Nb, Mo, Rh, and Pd. Both the electron and hole lifetimes calculated by the LMTO-RPA-GW approach in most cases agree well with the lifetimes evaluated by Eq. (4) with constant matrix elements. For electron and hole excitations in the $p$ states of Ag, i.e., at the energy above $-3$ eV, the agreement is also good, and only in the top $d$ states at the energy below $-3$ eV the STA and the LMTO-RPA-GW results separate, due to the importance of the transition-matrix elements.\textsuperscript{38}

Some fine relations between the calculated lifetimes of electrons and holes are illustrated by Figs. 10, 11 where we show the ratios of electron and hole lifetimes in the metals of interest. The trends observed in the LMTO-RPA-GW values of $\tau_e$(Nb)/$\tau_e$(Mo), and $\tau_h$(Rh)/$\tau_h$(Pd) are well reproduced by the DOS convolution model, while for the value $\tau_h$(Nb)/$\tau_h$(Mo) an essential divergence is observed above 3 eV. This divergence can be explained by the differences in the band states at the energy below $-3$ eV. As it follows from Fig. 2, at such energy the energy bands of Nb contain noticeable contribution of the Nb $s$ states. So, when the energy of a band state becomes lower than this threshold, the matrix element of the transitions between the given state and the $d$ states of higher energy should change, therefore, the approximation of the constant matrix element is less valid.

Considering that the analogous hybridized $s,d$ energy band of Mo has the energy lower than $-4$ eV, the approximation of constant matrix element in Mo is at the energy $-3$ eV still good. The second noticeable disagreement is observed in the value $\tau_e$(Rh)/$\tau_e$(Pd) at energy below 1 eV. In this case, it is related with the sudden change of the matrix element that takes place at the upper threshold of the Rh $d$ bands with the energy near 1 eV.

Qualitatively, some of the trends in the values shown in Figs. 10, 11 can be explained by the changes in the phase space. In order to demonstrate this, we also present in Figs. 10, 11 the ratios of the phase spaces as determined by the values $S_e$, $S_h$. Neglecting the differences in the probabilities of the secondary electron excitations, one may suppose that $\tau_e(Me_1)/\tau_e(Me_2)\propto S(Me_2)/S(Me_1)$. As follows from the upper panel of Fig. 10, the increase of the value $\tau_e$(Nb)/$\tau_e$(Mo) up to the energy about 2 eV is in correspondence with the change of the phase-space ratio $S_e$(Mo)/$S_e$(Nb). So this increase of the lifetime ratio is related with the higher values of DOS in Mo just above the Fermi level, that provides more effective electron damping with the increase of the excitation energy. The value of $\tau_e$(Rh)/$\tau_e$(Pd) suffers a sharp decrease in the energy interval between 0.5 and 1 eV, which can be qualitatively explained...
by the larger number of unoccupied $d$ states in Rh providing more effective damping of the low-energy electron quasiparticles. The constant value of this ratio at higher energy is in correspondence with the invariability of the $S_e$(Pd)/$S_e$(Rh) value. Analogous trends are observed in the changes of hole lifetimes in Rh, Pd. It is evident, however, that the ratios of lifetimes as calculated by the DOS convolution model with a constant matrix element is in noticeably better agreement with the LMTO-RPA-GW results than the evaluations based on the phase space arguments, thus demonstrating the importance of the secondary electron excitations.

The presented comparisons demonstrate that the lifetime calculations by the DOS convolution model with a fixed matrix element show in many cases a good agreement with the averaged $ab$ initio lifetimes. The discussed metals display, however, significant dispersion of the lifetimes with respect to the averaged value. As an example, we show in Fig. 12 the calculated electron quasiparticles lifetimes in Nb for various $k$ values, comparing them with the lifetimes in Ag. As follows from the upper panel of Fig. 12, the electron lifetimes in Ag correspond well to the FEG theory with the fitted electron-density parameter $r_s = 2.0$. At any given energy, a rather small dispersion of electron lifetimes with momentum is observed. More fine test on the validity of the FEG theory is provided by the energy dependence of the scaled lifetime $\tau \times (E - E_F)^2$. According to the classic works of Quinn and Ferrell,27 Quinn,29 Ritchie and Ashley,28 this has to be a slowly changing value, constant in the limit of small $r_s$. As follows from the inset in the upper panel of Fig. 12, for the energies up to 3.5 eV, the scaled lifetime generally obeys to this requirement, demonstrating rather small momentum dependence. Besides, as calculated by Eq. (1), scaled lifetime is equal to 46.5 fs eV$^2$, which does not deviate much from the LMTO-RPA-GW values. On the contrary, both the lifetime and scaled lifetime in Nb (as well as in Mo) reveal a very large momentum dependence thus showing an importance of the band-structure effects. The attempts to fit the lifetimes of the FEG theory to the averaged $ab$ initio lifetimes by choosing the $r_s$ value lead to rather unsatisfactory results. It is evident from Fig. 12 where we show the result of the best fitting that was obtained for Nb with $r_s = 3.1$. A similar level of the fitting accuracy is also achieved for Mo, and slightly better agreement is obtained for Rh and Pd, with $r_s = 3.5$ for Pd. The accuracy of the fitting appears to be much worse in comparison with the lifetime evaluations by the DOS convolution model, see Fig. 5.
transition metal with intermediately localized hole excitations in Nb, Mo, Rh, Pd, that are examples of the electron-energy loss functions and lifetimes of electron and

FIG. 12. The electron lifetimes (less than 100 fs) in Ag (upper panel) and Nb (lower panel) as calculated by the LMTO-RPA-GW method (solid diamonds). The insets show the energy-scaled lifetimes (diamonds). In the upper panel, the solid lines depict the averaged lifetimes and energy-scaled lifetimes. In the lower panel, the momentum-averaged LMTO-GW lifetimes are depicted by the thick solid line, whereas the thin solid line represents the lifetimes calculated by the FEG model with $r_e = 3.1$.

V. CONCLUSIONS

We report ab initio calculations of the dielectric functions, electron-energy loss functions and lifetimes of electron and hole excitations in Nb, Mo, Rh, Pd, that are examples of the transition metal with intermediately localized $d$ states. The calculated dielectric functions and EELF are generally in good agreement with experimental data. For Mo, the calculated plasmon peak is somewhat higher in energy than the experimental one, but for Pd the agreement is very good provided that 4$f$ orbitals are included in the basis.

We have analyzed the differences between the averaged lifetimes in Nb, Mo, Rh, Pd, and in noble metals, having compared with the data on Ag. At energies up to 5 eV, the electron lifetimes in Nb, Mo, Rh, Pd are much shorter due to the higher phase space available for the scattered electrons. We have also evaluated the lifetimes employing the DOS convolution model of the STA. The energy dependence and optimal value of the matrix element of the model have been estimated by comparing with the LMTO-RPA-GW calculations. In many cases the energy dependence of the matrix element is not important, and a good accordance between the DOS convolution model and LMTO-RPA-GW calculations is achieved with constant matrix element.

The phase-space arguments are found to be of limited validity in explaining the differences between the lifetimes in the metals of interest. The STA, on the other hand, is more reliable and is in good agreement with the GW lifetimes. Only in the case of Ag for energies below $-3$ eV the STA and GW essentially disagree due to the importance of the matrix elements.

We have calculated the ratios of the electron and hole lifetimes in the metals of interest. A generally good accordance between these ratios calculated within the LMTO-RPA-GW and within the DOS convolution model is observed. At a deeper level, the ratio $\tau_e(Nb)/\tau_e(Mo)$ calculated in STA shows a deviation from the GW above 3 eV, and similarly $\tau_h(Rh)/\tau_h(Pd)$ at energy below 1 eV. This can be traced back to the assumption of constant matrix element in STA. Compared to the results obtained from the phase-space argument, the STA results are much closer to the GW results, showing the importance of the secondary electron excitations.

Of the metals studied, the lifetime in Nb as well as in Mo reveal a large momentum dependence. Hence, although the STA is valuable for the estimations of the averaged lifetimes, the ab initio methods are unavoidable if a detailed knowledge about lifetimes is necessary.
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