The Applicability of SWOT’s Non-Uniform Space–Time Sampling in Hydrologic Model Calibration
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Abstract: The Surface Water and Ocean Topography (SWOT) satellite mission, expected to launch in 2022, will enable near global river discharge estimation from surface water extents and elevations. However, SWOT’s orbit specifications provide non-uniform space–time sampling. Previous studies have demonstrated that SWOT’s unique spatiotemporal sampling has a minimal impact on derived discharge frequency distributions, baseflow magnitudes, and annual discharge characteristics. In this study, we aim to extend the analysis of SWOT’s added value in the context of hydrologic model calibration. We calibrate a hydrologic model using previously derived synthetic SWOT discharges across 39 gauges in the Ohio River Basin. Three discharge timeseries are used for calibration: daily observations, SWOT temporally sampled, and SWOT temporally sampled including estimated uncertainty. Using 10,000 model iterations to explore predefined parameter ranges, each discharge timeseries results in similar optimal model parameters. We find that the annual mean and peak flow values at each gauge location from the optimal parameter sets derived from each discharge timeseries differ by less than 10% percent on average. Our findings suggest that hydrologic models calibrated using discharges derived from SWOT’s non-uniform space–time sampling are likely to achieve results similar to those based on calibrating with in situ daily observations.
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1. Introduction

Hydrologic and hydrodynamic models are useful for assessing climate change impacts [1], predicting flood characteristics, forecasting applications [2], and understanding the transfer and storage of water and energy globally [3]. Satellite remote sensing has been utilized to quantify and assess water security [4], and measurements can be coupled with hydrologic models to improve overall discharge estimation [5–9]. In many modeling applications, calibration methods are used to optimize model parameters for estimating river discharge [10–14]. These techniques, data assimilation and calibration, are valuable tools used in efforts focused on understanding river discharge dynamics.

The upcoming Surface Water and Ocean Topography (SWOT) satellite mission will enable discharge estimation at an unprecedented global scale using wide swath interferometry measurements of surface water extents and elevations that are uniquely distributed through space and time. Jointly developed by the National Aeronautics and Space Administration (NASA) and the Centre National d’Etudes Spatiales (CNES) with participation from the Canadian and UK space agencies, SWOT...
will observe oceans, lakes/reservoirs, rivers, estuaries, seas, and land ice. For this paper, we will focus on hydrologic modeling applications, namely applications of SWOT measurements relating to rivers. SWOT will observe river surface height, width, and slope for at least 90% of rivers wider than 50–100 m [15]. These measurements can be used in SWOT flow inversion algorithms to estimate discharge [16,17]. Expected to launch in 2022 at the time of this writing, the satellite will utilize a 21-day repeat orbit cycle within ±78 degrees latitude, observing the latitude near the poles more often than near the equator per cycle [15]. SWOT observations will be unevenly distributed in space/time throughout the 21-day cycle [18]. For example, if a location is measured three times in the orbit cycle, this does not indicate it will be measured every seven days (i.e., the observations could be on days 8, 19, and 20). In addition, locations near each other may not be observed an equal number of times. Ref. [19] shows that in the Mississippi River Basin, locations vary in being observed from zero to four times during the orbit cycle.

Previous studies suggest that discharges derived from the SWOT satellite’s irregular temporal and spatial sampling can be used in numerous hydrologic applications. For example, discharge frequency distributions are often used in the hydrology community to calculate storm return periods and estimate flood hazards. Ref. [19] finds that the unique temporal sampling of SWOT has no significant impact on derived frequency distributions at 442 US Geological Survey (USGS) streamflow gauge sites in the Mississippi River Basin. When uncertainty is also included based on specific SWOT discharge algorithm performance error metrics, no statistical difference is still observed in 78% of gauge site distributions. Identifying river baseflow levels is another important application that helps evaluate the impact of climatic and anthropogenic stresses on the availability of water resources, and [20] finds that the SWOT mission will be able to effectively measure baseflow despite its irregular sampling. Flow duration curves are used in applications regarding water management and supply for human and irrigation purposes. Their derivation using synthetic SWOT data gives reliable estimation of the Po River flow regime despite the unique sampling [6]. Measuring reservoir storage change using SWOT, Ref. [21] finds temporal sampling would not cause severe aliasing in 87% of sites when converting reservoir water storage data to monthly values, although they test at regular intervals depending on the amount of days the reservoir would be observed in the 21-day orbit cycle. Ref. [22] concludes that SWOT will augment our ability to detect and size floods by simultaneously measuring water surface elevation and inundation extents, which is an unprecedented feat on this scale, although SWOT would have observed only 55% of 4664 floods in their study database.

In this study, we extend the analysis on the potential value of SWOT discharge products in the context of hydrologic model calibration, specifically considering SWOT’s unique spatiotemporal sampling and discharge uncertainty. Spatial altimetry data [23] and satellite imagery [24] have historically been integrated into calibrating hydrologic models. Previous studies have explored calibration in the context of SWOT-like observations. Ref. [9] discusses how SWOT-like data could be used to optimize large-scale hydrologic model parameters with data assimilation techniques. Ref. [25] investigates the potential of SWOT to correct hydrologic models on a global scale through data assimilation, finding model discharge errors reduced by 40%. Ref. [26] calibrates a hydrologic model using daily continuous river discharge estimated from SWOT-like observations in ungauged basins, retrieving Nash–Sutcliffe efficiency values as high as 0.85. In their study, they used Landsat-derived river widths and concurrent in situ water levels to produce synthetic SWOT observations. Landsat has a repeat orbit of approximately 16 days, and water level was obtained daily. Although these studies present a more accurate representation of SWOT-like measurements, they do not test whether the specific sampling frequency of SWOT due to orbit limitations would be useful in the context of hydrologic model calibration. Our central research question is: Does model performance change significantly if calibrated using synthetic, temporally irregular SWOT-derived discharges rather than using daily discharges? We opt for a more focused approach, purely studying whether synthetic SWOT timeseries will be useful in the context of hydrologic model calibration without utilizing data assimilation.
We calibrate surface and subsurface runoff generated based on the Variable Infiltration Capacity (VIC) model equations [27], which are routed throughout the river network with the Hillslope River Routing (HRR) model [3]. We use discharges from 39 gauges in the Ohio River Basin for the 9-year period 2010–2018. Three different discharge timeseries are used for calibration: daily USGS gauge observations, SWOT temporally sampled, and SWOT temporally sampled including estimated uncertainty expected from SWOT measurements. To calibrate the coupled models, 10,000 model iterations are simulated, where four VIC runoff parameters are systematically altered within predefined ranges. The calibrated parameter set is selected from the model iteration providing the best performance based on the discharge timeseries being considered. Relationships between calibration parameters are discussed, selected parameter sets are compared, and results are tested for sensitivity using different 3-year calibration periods rather than the full 9-year period, emulating possible mission lifetimes. The goal of this study is to ascertain whether calibration using a synthetic SWOT-derived discharge timeseries instead of daily measurements would change model performance significantly.

2. Materials and Methods

2.1. Data Used to Simulate SWOT Mission Discharge

The study region is comprised of the SWOT observable river network in the Ohio River Basin, USA (Figure 1). The basin has a drainage area of 525,300 km², and the rivers incorporated in the study are from the Global River Widths from Landsat (GRWL) Database [28]. At mean flow conditions averaged over 10 km reaches, GRWL rivers have widths of 90 m or wider. Since SWOT measurements will enable discharge products for rivers exceeding 50–100 m wide [15], we selected the GRWL database as a good approximation of SWOT observable rivers. GRWL rivers are used to determine which gauges would be observed by SWOT; the hydrologic model does not use the associated river widths from the dataset.

For the study, 39 USGS streamflow gauges, with daily data available for the 9-year period from 1 January 2010 to 31 December 2018 located along the GRWL rivers were selected. Gauges were strategically selected so that the correlation coefficient between any two gauges does not exceed 0.9. This was done so that one section of the river does not dominate the calibration process, as gauges near each other tend to have highly correlated discharge. Figure 1 shows the specific gauge locations on the river network along with the number of observations each gauge will have within the 21-day orbit cycle, with a possible range of observations in this basin being from zero to four times. Most gauges selected will be observed twice in the orbit cycle. Each pass of the satellite consists of two 50 km swaths with 20 km between each swath, as pictured in Figure 1 [29].

For calibration, three different discharge timeseries were used: gauge discharge (Qg), SWOT temporal discharge (Qgs), and synthetic SWOT discharge (Qs). Qg was downloaded from USGS for the 39 gauges shown in Figure 1 on a daily timescale; a list of the gauges can be found in the supplemental materials (Table S1). Qgs is a subset of Qg discharge timeseries that only contains measurements for days SWOT would pass over each gauge site in the 21-day orbit cycle, assuming an initial orbit cycle starts on 1 January 2010. The subset of data for Qgs was determined by spatially joining a SWOT orbit shapefile and the desired USGS gauge points to find what days SWOT would gather observations at each site. The distinction and process of deriving the Qs timeseries as synthetic SWOT data is also described fully in [19], but we present a summarized version here. Qs follows the same temporal pattern as Qgs, but with the addition of uncertainty considering the potential relative bias (rBIAS) and relative root-mean-square-error (RRMSE) associated with [17]’s SWOT discharge algorithm, the Bayesian At-many-stations Hydraulic Geometry (AMHG)-Manning (BAM) algorithm. By studying potential SWOT errors from 19 study rivers, they found that the median RRMSE is 42% and the median rBIAS is –17%. RRMSE is more representative of the spread or standard deviation of the data, while rBIAS indicates a tendency of the timeseries toward over or underestimation. In this instance, [17] reports a tendency toward underestimation of –17%. To include uncertainty in deriving Qs, we transform these performance metrics into the log-space and use them to estimate a log mean and
standard deviation for a random Gaussian error distribution. Each SWOT sampled discharge value is transformed into the log-space, uncertainty from the lognormal Gaussian distribution is added, and the value is transformed back from the log-space, akin to [19]. The log-space is utilized so that associated uncertainty over both small and large discharge measurements give representative magnitudes of error. It is important to note that the uncertainty for Qs is highly dependent on the selected discharge algorithm, BAM.

Figure 1. The 39 US Geological Survey (USGS) gauges used for calibration in the Ohio River basin, a 525,300 km² watershed, showing streams greater than 90 m wide and Surface Water and Ocean Topography (SWOT) swaths. The differing gauge sizes indicate the number of days SWOT will obtain measurements at each site per 21-day orbit cycle.

2.2. HRR-VIC Model and Input Data

The hydrologic model used is a modified version of the Hillslope River Routing (HRR) model [1,3], which now derives surface and subsurface flow using the Variable Infiltration Capacity (VIC) model formulation equations [27]; it is termed the HRR-VIC model. HRR is a topography-based routing model that integrates surface and subsurface runoff laterally into river channels and routes discharges throughout the river network based on the Muskingum–Cunge method, resulting in discharge estimates for each river reach. Each model unit consists of a river reach and its associated catchment boundaries that become approximated by two planes draining laterally into the main river channel. This effort builds on previous studies that coupled the HRR and VIC models to estimate streamflow [1,30]. The resulting modeled discharge estimates from HRR-VIC will be referred to as Qm.

This specific river network used for the HRR-VIC model in the Ohio River Basin is discretized into 237 model units with a single discharge value assigned per model unit [3]. The average drainage
area associated with each model unit is roughly 2200 km$^2$, which is on order with the minimum drainage area associated with rivers having widths 50–100 m or larger (i.e., observable with SWOT) [18]. HRR-VIC operates on an hourly temporal resolution, with river discharges averaged to daily for comparison to the reference discharges series. Each model unit also contains its own set of soil properties based on the Global Soil Dataset for use in Earth System Models (GSDE) [31]. Forcings data were obtained for the period 1 January 2010 through 31 December 2018: a total of nine years. NASA’s North American Land Data Assimilation System (NLDAS) primary forcings—hourly precipitation, potential evaporation, and 2-m above ground temperature products [32,33]—were used to force the hydrologic model. NLDAS potential evaporation directly considers land cover and vegetation in its derivation, and thus, HRR-VIC does not utilize additional land cover estimates. All input data were spatially averaged over each model unit.

The HRR model originally did not account for snowmelt, and since snow accumulation is a factor in the Ohio River Basin, albeit a small component [34], we decided to incorporate a simple snowmelt model into the derivation of surface and subsurface flow. We have modified the HRR-VIC model to account for snowmelt following the United States Department of Agriculture (USDA)’s degree-day method [35] when snow is present and the temperature is above 1 degree Celsius [36]. The USDA gives typical melt rate values between 0.07 and 0.25 mm/°C-hr, and we select a constant value of 0.2 mm/°C-hr to represent the melt rate of snow when rain is not present. When rain is present, the melt rate is changed to 0.3 mm/°C-hr, which is about one standard deviation above the mean snow melt value reported in [37]. Although it is a simplified snowmelt modeling approach, the degree-day method has been demonstrated to accurately simulate snow accumulation and melt, and when coupled with a hydrologic model, it gives similar results to a more complex energy balance method [38].

Datasets, the HRR-VIC model, and all the codes used for this research are available through CUAHSI’s HydroShare (https://www.hydroshare.org/) with the following DOI: 10.4211/hs.172bf3533b1d46ea8d89feea51d44f8b7 [39].

2.3. Model Calibration

2.3.1. Variables and Spatial Variation

Four VIC runoff parameters are calibrated: the variable infiltration curve parameter ($b_i$), the upper soil layer depth ($u_{soilD}$), the maximum velocity of baseflow ($D_{max}$), and the fraction of $D_{max}$ where nonlinear baseflow begins ($D_s$) (Table 1). Akin to [14], $b_i$, $u_{soilD}$, and $D_s$ were selected as suitable parameters for calibration with the addition of $D_{max}$ according to previous sensitivity analyses with VIC model parameters [10,11,13]. Although we only calibrate four parameters, these parameters alone alter model behavior significantly. The focus of this manuscript is not how to best optimize the HRR-VIC model, but rather to analyze how or if model results ($Q_m$) change when calibrating using the different timeseries ($Q_g$, $Q_{gs}$, and $Q_s$). Ten values of each parameter are selected for calibration, starting at the lowest value in the range and increasing in value by the “step” indicated in Table 1 until the maximum value of the range. With four variables of ten values each, all permutations result in 10,000 iterations ($10^4$). It is to be noted that for our purposes, parameter value options have been limited to produce a more systematic experimentation rather than 10,000 random iterations. Other studies often test $b_i$ from 0.001 to 0.8, $u_{soilD}$ from 0.1 to 2.0 m, $D_{max}$ from 0 to 40 mm/d, and $D_s$ from 0.01 to 1.0 [10–14]. Our parameter value selections align with these values, even $b_i$, which we have spatially varied so that when the median $b_i = 0.4$, some locations have $b_i = 0.8$, as explained below. As a result of the method we have selected, increasing by steps of values, it is indeed possible that more optimal parameter sets would exist within these ranges. However, having pre-determined possible values rather than random iterations facilitates ease of comparison among calibration results of the differing timeseries.
Table 1. Variable Infiltration Capacity (VIC) parameter explanations and their ranges used for calibration.

| VIC Parameter | Range Tested | Step By | Units | Description |
|---------------|--------------|---------|-------|-------------|
| $b_i$         | 0.04–0.4     | +0.04   | -     | Variable infiltration curve parameter |
| usoilD        | 0.2–2.0      | +0.2    | m     | Upper soil layer depth |
| Dsmax         | 4.0–40.0     | +4.0    | mm/d  | Maximum velocity of baseflow |
| Ds            | 0.1–1.0      | +0.1    | -     | Fraction of Dsmax where nonlinear baseflow begins |

The variable infiltration curve parameter ($b_i$) controls the shape of the effective soil moisture capacity distribution over a region and essentially dictates the partitioning of rainfall into surface runoff versus infiltration. A smaller value of $b_i$ increases the infiltration capacity, therefore decreasing surface runoff [10]. It is difficult to estimate $b_i$ directly from field measurements, and therefore, it is usually determined through model calibration [11]. For this study, $b_i$ is spatially varied, which is explained in detail below. The range given in Table 1 indicates the range of the median $b_i$ value, while individual locations could have $b_i$ values double and half the median.

Unlike $b_i$, the other calibrated parameters are without spatial variation in the model. The upper soil layer depth (usoilD) is referred to as thick2 in previous literature, but to remain consistent with current HRR model variables, we have used the term usoilD. Although the VIC model can have more soil layers, the HRR-VIC model uses two soil layers: the upper soil layer and lower soil layer. From previous studies using VIC model parameters for calibration, it was found that the upper soil layer was by far the most sensitive [10]. Therefore, the lower soil depth is held constant at 1 m. Thicker soil depths have the capability to retain more water and therefore decrease the surface runoff and increase the loss due to evapotranspiration [14]. The maximum velocity of baseflow ($D_{max}$) is a numerical value that can be measured, but it also can be calibrated. A larger $D_{max}$ increases the amount of subsurface runoff entering the channel within an allotted time frame. $D_s$ is a more theoretical parameter that controls the baseflow rate. It typically has a high positive correlation with $D_{max}$ because $D_s$ represents the fraction of $D_{max}$ at which nonlinear baseflow begins [13].

Our network of rivers in the Ohio River Basin is discretized into 237 model units with a single discharge value assigned per model unit [3]. Each model unit has a saturated hydraulic conductivity ($K_{sat}$) value associated with it from [31] used for calculations (Figure 2). The larger the $K_{sat}$ value, the more infiltration occurs. The smaller VIC’s $b_i$ value, the larger the infiltration [10]. Thus, we varied $b_i$ with a multiplier (0.5, 0.75, 1.0, 1.5, or 2.0) based on ranges of the $K_{sat}$ value spatially seen in Figure 2. The $b_i$ value that we change is the median $b_i$ value, with the maximum spatial $b_i$ value being double the median, and the minimum being half the median. Although the variation range of the median $b_i$ is given as 0.04 to 0.4, considering the spatial variation, $b_i$ values can be between 0.02 and 0.8. The Clapp and Hornberger coefficient used in the VIC equations also varies by $K_{sat}$ because a measured correlation exists between the two. The Clapp and Hornberger Coefficient ($cc$) derived from $b_i$ values ($cc = 2b_i + 3$) and its associated $K_{sat}$ measurements that were reported in [40] were plotted. A power trendline was fit to the points, giving a correlation coefficient of 0.81 and implemented in the HRR-VIC model as $cc = 11.65(K_{sat})^{-0.15}$. 
trendline was fit to the points, giving a correlation coefficient of 0.81 and implemented in the HRR-VIC model as 
\[ c = 11.65 \cdot (K_{sat}) - 0.15. \]

Figure 2. The 237 model units of the Ohio River basin network colored by hydraulic conductivity (ksat) with points denoting the 39 USGS gauges used for calibration.

2.3.2. Calibration and Sensitivity Analysis

For the experiment, 10,000 model iterations are performed using permutations of 10 set values within the given testing range for each of the four VIC parameters outlined in Table 1. In each iteration, an error metric is calculated comparing the model output (Qm) to Qg, Qgs, and Qs each individually to assess which parameter set produced the best error metric per timeseries. The iteration resulting in the best error metric is deemed as the optimal or “calibrated” parameter set for the respective discharge timeseries being considered. The goal is to see if calibrating the model using the different timeseries (Qg, Qgs, or Qs) produces similar results, thus providing insights on the applicability of SWOT measurements with their irregular timeseries and uncertainty to be used in model calibration.

Since SWOT’s mission objectives are planned for completion within three years once the satellite has been launched, there is the potential that only three years of measurements will be available, although satellites are known to give measurements beyond their original mission life. With this in mind, we want to know how sensitive the calibration is to the duration of the SWOT measurements obtained. We split the nine years of data into three 3-year time periods (2010–2012, 2013–2015, and 2016–2018) to compare how calibration results change based on the selected period.

To assess the performance of each parameter set, the Kling–Gupta efficiency (KGE) \([41]\) is calculated between model results (Qm) and each of the three timeseries (Qg, Qgs, or Qs) individually. KGE is defined as:

\[
KGE = 1 - \sqrt{(r - 1)^2 + (\beta - 1)^2 + (\gamma - 1)^2} \tag{1}
\]

\[
r = \frac{\text{cov}(Qm, Qo)}{\sigma_{Qm}\sigma_{Qo}} \quad \beta = \frac{\mu_{Qm}}{\mu_{Qo}} \quad \gamma = \frac{\sigma_{Qm}/\mu_{Qm}}{\sigma_{Qo}/\mu_{Qo}} \tag{2}
\]
where \( r \) is the correlation coefficient, \( \beta \) is the bias ratio, and \( \gamma \) is the relative variability between two timeseries. In this case, \( Q_m \) is the model discharge and \( Q_o \) is the observed discharge, meaning one of the three timeseries \( (Q_g, Q_{gs}, \text{or } Q_s) \). \( \mu \) indicates the mean and \( \sigma \) indicates the standard deviation of the specified timeseries. A KGE of 1 indicates that the model simulated exactly what was observed. Unlike the commonly known Nash–Sutcliffe efficiency, KGE values greater than \(-0.41\) indicate that a model improves upon the mean flow benchmark (i.e., KGE values \( > -0.41 \) are better than the mean) [42]. The best iteration was selected based on whichever produced the highest median KGE value across the 39 gauges.

3. Results

3.1. VIC Parameter Trends and Relationships

Investigating how each VIC parameter influenced median KGE values (comparing \( Q_m \) vs. \( Q_g \)) from the 39 gauges for all 10,000 iterations (Figure 3) highlights one parameter, usoilD, above all others as having a strong signal. As usoilD increases from 0.2 to 1.4 m, the median KGE tends to increase, and as usoilD increases from 1.4 to 2.0 m, overall, median KGE values show a decreasing trend. The range of median KGE values for each tested value of usoilD also differs drastically, with soil layer depth of 0.2 m having median KGE values ranging from \(-0.14\) to \(0.37\) and a soil layer depth of 1.4 m resulting in median KGE values ranging from 0.28 to 0.51. For the lower range of soil depth values (0.2–1.0 m), when \( b, D_{\text{max}}, \text{and } D_s \) are smaller, median KGE values tend to be highest, but as usoilD increases to 2.0 m, the best KGE values occur when \( b, D_{\text{max}}, \text{and } D_s \) are larger. In other words, the model parameters are shifting to balance their impacts on runoff production. For example, a smaller usoilD indicates less evapotranspiration (ET) and greater runoff. Smaller \( b \) values lead to more infiltration, supporting more ET and less runoff. Thus, to account for the higher runoff production due to smaller usoilD values, \( b \) values must be smaller. A smaller \( D_{\text{max}} \) is indicative of a lower baseflow and therefore also decreases the amount of water delivered to the channel network. Smaller values of \( D_s \), the fraction of \( D_{\text{max}} \) where nonlinear baseflow begins, again tends to decrease channel discharge. When the median KGE values are the greatest (usoilD = 1.2–1.4 m), these four parameters balance each other, resulting in values nearer the middle of each parameter range, emulating most accurately gauge discharge. The right side of Figure 3 shows that the other VIC parameters do not exhibit a strong signal with median KGE. The \( b \) values show a slight increase in median KGE values at around 0.16–0.20 for the upper range of median KGE values, yet the smaller the value of \( b \), the less likely the iteration is to have a KGE below zero. Often for this model, surface runoff controls during events rather than baseflow, so the impact of \( D_{\text{max}} \) and \( D_s \) is not as prevalent. Although, similar to \( b \), the smaller the value of each \( D_{\text{max}} \) and \( D_s \) indicates a smaller likelihood of the median KGE being less than zero. All values greater than 8 mm/d for \( D_{\text{max}} \) and 0.2 for \( D_s \) do not seem to have much advantage over the others. No obvious patterns emerge in the relationships of \( b \) with other variables, as [13] also found. \( D_{\text{max}} \) and \( D_s \) do not seem to have a correlation with each other in relation to median KGE values, either. We acknowledge that because we are setting \( D_{\text{max}} \) and \( D_s \) as constant through the whole Ohio River basin network, we are not able to effectively test the correlation between parameters as other studies with spatial gridded optimal values have done [13].
Figure 3. Relationships between the four VIC parameters calibrated (bi, usoilD, Dsmax, and Ds). Each panel shows the relationship between a specific parameter and median Kling–Gupta efficiency (KGE) value from the 39 gauges per iteration. Points are colored by a different parameter value per panel, with the legend showing the range in values. For instance, the left three panels have the same base graph, plotting usoilD vs. median KGE, but they are colored by Dsmax, Ds, and bi ranges, respectively. The model is calibrated using gauge discharge (Qg) for all 10,000 iterations. bi: variable infiltration curve parameter, Dsmax: maximum velocity of baseflow, Ds: fraction of Dsmax where nonlinear baseflow begins, usoilD: upper soil layer depth.

3.2. Iteration Comparisons among Timeseries

When calibrating the model using the different discharge timeseries to obtain median KGE values, the same trends exist in all parameters, although the ranges in KGE values may differ, for example with usoilD and its relationship with bi (Figure 4). For the median KGE of the 39 gauges, Qg and Qgs have similar ranges, but Qs has markedly larger ranges of median KGE values, especially when usoilD is equal to 0.2 m (ranging from −0.38 to 0.31). Note that all median KGE values are above the −0.41 KGE threshold discussed in the methods, indicating that the model improves upon the mean flow benchmark and that individual gauges have values that are below the threshold. The maximum KGE from an individual gauge out of the 39 is also shown, and KGE values for all three timeseries (Qg, Qgs, Qs) vs. Qm are between 0.47 and 0.82. Given that the maximum KGE possible is 1.0, the modeled discharge and each timeseries have good correlation. The range of maximum KGE values is the smallest using Qg, but the best maximum KGE values were achieved in calibration using Qgs, which is not immediately intuitive. An explanation of why this may be the case can be found in the discussion.
Figure 4. Relationships between $b_i$ and usoilD using median and maximum KGE values over the 39 gauges calculated from calibration using each discharge timeseries ($Q_g$, $Q_{gs}$, $Q_s$). $Q_{gs}$: SWOT temporal discharge, $Q_s$: synthetic SWOT discharge.

The parameter sets that produced the highest median KGE value from the 39 gauges for each timeseries comparison are shown in Table 2. The KGE performance is most reliant on usoilD, and thus intuitively, the highest median KGE values align with similar usoilD values for each comparison. $Q_g$ and $Q_s$ are both optimized with 1.4 m of upper soil layer depth, while $Q_{gs}$ is optimized when the depth is 1.2 m. Optimized values for $D_s$ and $D_{smax}$ vary greatly across the timeseries. For reference, the average mean annual flow (MAF) measured at the gauge locations is 1.5 mm/d, which was found by dividing the MAF by the drainage area per site, and it is an order of magnitude smaller than $D_{smax}$. $Q_g$ and $Q_s$ are optimized when $b_i$ is 0.16, but $Q_{gs}$ is optimized when it is 0.04. These three specific parameter sets give hydrologic model results, and they are referred to as Model A, B, and C for the selected top iteration of each timeseries: $Q_g$, $Q_{gs}$, and $Q_s$, respectively.
Table 2. Parameter values from the best iterations per timeseries (Qg, Qgs, Qs) determined by the median KGE of 39 gauges. The set letters (A, B, and C) are used to refer to the selected parameter sets further in the paper.

| Parameter Set | Timeseries vs. Qm | b1 | usoilD (m) | Dsmax (mm/d) | Ds | Median KGE | Maximum KGE |
|---------------|-------------------|----|------------|--------------|----|------------|-------------|
| A             | Qg                | 0.16 | 1.4       | 20           | 0.3 | 0.51 | 0.81 |
| B             | Qgs               | 0.04 | 1.2       | 12           | 1.0 | 0.52 | 0.79 |
| C             | Qs                | 0.16 | 1.4       | 40           | 0.1 | 0.46 | 0.71 |

Example hydrographs for the gauge site, White River at Newberry, IN (USGS 03360500), illustrate each timeseries and the optimized modeled discharge over a two-month period in 2011 (Figure 5a). This gauge will be observed twice in the 21-day orbit cycle: days 5 and 17. This gauge performs well, giving KGE values greater than 0.71 over the 9-year period for all three timeseries comparisons. Figure 5b shows 2011 discharge ranked from largest to smallest for all three calibrated models. Since the modeled discharge calibrated using Qgs, model B, uses an optimal depth at 1.2 m, as opposed to 1.4 m as the others, less infiltration into the soil can occur. When the soil is at saturated capacity, more runoff is generated, and the magnitude of the model B discharge is higher. During low-flow conditions, there is less separation between modeled discharge results because less runoff occurs in general. Since both $b_1$ and usoilD’s optimized values were the same for model A and model C, which were calibrated according to the top KGE iteration of Qg and Qs, respectively, the difference in modeled hydrographs is attributed to Dsmax and Ds, which control subsurface or baseflow. The combination of Dsmax and Ds for model A results in higher baseflow values than for those of model C, which is more obviously observed in the hydrograph during peak flows.

![Figure 5](image-url)  
**Figure 5.** For gauge 03360500, (a) example hydrographs showing each original timeseries (Qg, Qgs, Qs) and the model outputs (A, B, C) for their optimal parameter sets for each timeseries calibration, and (b) the ranked discharge from high to low of model outputs in the year 2011 are shown. Kling–Gupta efficiency (KGE) values for the entire 9-year timespan for this gauge are also given. The gray line is the daily gauge timeseries (Qg), the black xs indicate SWOT sampling discharge (Qgs), and the red xs indicate SWOT sampling with added uncertainty (Qs), as outlined in Section 2.2. There are three modeled discharge timeseries representing modeled discharge: the modeled discharge results for the top iteration when Qg is used for calibration, model A, when Qgs is used for calibration, model B, and when Qs is used for calibration, model C. Each has been obtained with the specified set of VIC parameters listed in Table 2.

To further determine whether results based on calibrating Qm with each timeseries are consistent, the top 100 iterations out of the 10,000 were also compared with each other (Figure 6). The iterations...
with the top 100 median KGE values are ranked according to the median KGE of Qm vs. each individual timeseries (Qg, Qgs, Qs), and thus, each iteration has three median KGE values. Figure 6 shows three different ranking orders of the top 100 iterations, although the iterations in the top 100 are not necessarily the same in all three plots. For each plot, the top 100 iterations are selected based on the greatest 100 median KGE iterations for that comparison, and the other KGE values for these iterations are also shown. For example, the first plot shows the top 100 iterations as defined by ranking Qm vs. Qg’s median KGE values. These same parameter sets used to obtain the top iterations of Qm vs. Qg also obtain KGE values for Qm vs. Qgs, and Qm vs. Qs, which are displayed on the plots as well. When the top iterations are selected and shown in Qg and Qgs’s ranked order, the magnitude of their highest median KGE values do not differ greatly, with their highest values between 0.50 and 0.52. Qs’s highest median KGE values remain close to 0.46 for all its top 100 iterations. It is interesting to note that many Qs KGE values close to 0.46 appear in the iterations selected when ranking according to Qg and Qgs, yet the top 20 median KGE values for Qgs only seem to appear on the middle plot that is ranked according to Qgs. In other words, the top parameter sets selected for Qgs are not the same as the top iterations selected when ranking by Qg and Qs. The optimal parameters obtained from ranking according to Qg KGE generate the highest KGE values for all three timeseries collectively (the most left plot in Figure 6), suggesting that calibration using Qg gives more robust model parameters.

Figure 6. The median KGE values for the top 100 iterations shown three times; each graph is ranked greatest to least in order of the median KGE value for each discharge timeseries (Qg, Qgs, Qs). Each graph has a total of 300 points, three KGE values comparing how each timeseries compared to the model (Qm) for each specific iteration.

Breaking down the top 100 iterations into histograms of the optimal parameter values selected (Figure 7) highlights similar patterns as discussed above for the best iterations recorded in Table 2. Again, calibrating using Qg, Qgs, and Qs all lead to usoilD values between 1.2 and 1.6 m, although Qg tends toward 1.6 m in the top 100 iterations, while Qgs tends toward 1.2 m and Qs is split relatively evenly between 1.2 and 1.4 m as the optimum upper soil layer depth. For bi, the mode selected when calibrating with Qg is 0.2, while Qs produces the most iterations in the top 100 with 0.12, and Qgs is again split relatively evenly between 0.12 and 0.16. It is interesting to note that Qgs’s top run has a bi value of 0.04, although less than five iterations in the top 100 also have this value. bi values above 0.24 are not in the top 100 iterations for any of the timeseries. Dsmax and Ds have a wide range of values in the top 100 iterations for all three timeseries. The only value that is not represented for Dsmax is 4 mm/d. One selection is not obviously better than any others, although 12 mm/d seems to be the mode for both Qg and Qgs, while 40 mm/d is the mode for Qs. Ds has modes at 0.3 (Qg), 0.5 (Qgs), and 0.6 (Qs), although again, the spread over all the possible ranges is large. The large spread of Ds and Dsmax in the top 100 support the finding that usoilD and bi are controlling the variability in KGE values much more than Ds and Dsmax.
Since every parameter iteration gives three KGE values, one for each timeseries compared to a modeled timeseries result, we compute the percent difference between KGE values per iteration (Figure 8). We aim to determine the effects that SWOT temporal sampling, SWOT uncertainty, and both SWOT temporal and uncertainty combined have on KGE values for all 10,000 modeled iterations. Do only the top iterations have comparable KGE values? How do all iterations compare to one another? Figure 8 is a density curve for all three percent difference comparisons, and thus the area under each curve is equal to 1. Taking the area under the curve between ±30% difference indicates that 96% of iterations have less than 30% absolute difference when only temporal sampling differences (Qg vs. Qgs) are considered. Meanwhile, 62% of iterations have less than 30% absolute difference when just uncertainty is considered (Qgs vs. Qs), and 70% of iterations have less than 30% absolute difference when both sampling and uncertainty are considered (Qg vs. Qs). Subtracting KGE values from each other per iteration and taking the average of these values gives –0.01, 0.1, and 0.09 for Qg – Qgs, Qgs – Qs, and Qg – Qs, respectively. The comparisons involving uncertainty both have density curves that are skewed to the right with most percent differences greater than zero, indicating that comparing Qm with Qg or Qgs almost always gives a higher median KGE than comparing Qm with Qs, as expected. Moreover, 68% of iterations lie to the left of zero comparing Qg vs. Qgs KGE values, indicating that often, Qgs gives a higher KGE value than Qg. Since adding temporal variation (Qg vs. Qgs) tends to lead to negative percent differences and adding uncertainty (Qgs vs. Qs) tends to lead to larger positive percent differences, logically, adding the two together (Qg vs. Qs) would lead to positive percent differences as well, but not as large in magnitude as uncertainty by itself; therefore, more iterations have a larger percent difference for Qgs vs. Qs than Qg vs. Qs.
These results lead to the question: What are the implications of these differing KGE results for calibrated models in a practical sense? For the optimal parameter sets determined by KGE for models A, B, and C, the KGE values for each model timeseries compared to Qg, Qgs, or Qs are within ±0.03 of each other (Table S2). How do the models compare for metrics such as annual maximum and mean annual flows? We compare each modeled annual hydrograph for all 39 gauges with the truth timeseries, Qg, and compute the percent difference among them for all 9 years, giving 351 data points per statistic/model comparison shown in histograms (Figure 9). When the percent difference between Qg and model A is calculated, 68% of mean annual flow statistics lie within ±30% difference of the truth. Comparing with models B and C give similar results, with 69% and 71% of values within a ±30% difference, respectively. For mean annual flow, no obvious skew toward under or over estimation of the model discharge compared to Qg discharge exists. Annual maximum values give percent errors that are skewed to the right; model discharges tend to underestimate peak flows, regardless of the parameter sets selected. Seventy-five percent, 68%, and 76% of annual maxima for models A, B, and C, respectively, give positive percent errors. It is interesting to note that since models A and C have the same optimal values for controlling parameters, b, and usoilD, their values are more similar, as evident in the shape of their histograms. When median values of the annual statistics for the 39 gauges are analyzed, on average, models A and C only differ by about 1% for each statistic (Table S2). Model B gives a slightly higher mean annual flow value averaged over the 9-year period than models A and C (1% and 2% difference respectively) while having an approximately 10% difference from the two models regarding annual peak flow. In general, model B indicates that calibrating a model based on SWOT temporal sampling alone (Qgs) could produce hydrograph values with a more accurate representation of peak flows.

Figure 8. Density curve of percent difference among the different timeseries median KGE values (Qg vs. Qgs, Qg vs. Qs, Qgs vs. Qs) for 10,000 iterations. The area under each curve is equal to 1.0, representing the density of iterations within certain percent errors, although outliers are not shown.
Except for $b_i$, calibrated parameters are spatially the same throughout the entire basin; thus, we also investigated KGE as a function of drainage area to determine if each model varied in performance for upstream vs. downstream locations (Figure S1). Although no significant trendline was discernable for any of the models, upstream locations with smaller drainage areas have a wider spread of KGE values; however, high drainage area gauges are not as represented among the selected gauges. The plot does solidify the trends observed for the top three models: A, B, and C. Model C often gives the worst KGE value of the three. Model B tends to have the best KGE value for each location, although model A often has comparative values to model B as well.

3.3. Sensitivity and Validation Analysis

Since currently, the SWOT mission is expected to last at least 3 years, we scale down the amount of measurements for our calibration experiment from 9 years to 3 years to see if/how results change. We test 3 periods of 3 years (2010–2012, 2013–2015, 2016–2018) and find that the median and maximum KGE values do not change drastically for the selected best iterations (Table S3). The most influential parameter on model results, usoilD, continues to exhibit the same pattern for best iterations among timeseries with a slightly larger range, obtaining values between 1.0 and 1.4 m, depending on the timeseries used, as opposed to between 1.2 and 1.4 m as in the 9-year experiment. $b_i$’s range increased as well, ranging from 0.04 to 0.32 as the best selected iteration; 0.32 is selected once for the Qs comparison for test years 2013–2015, giving the lowest KGE value out of all the optimal sets. Dsmax has the same range as the best iterations previously (12–40 mm/d), while Ds expands its range to span all tested

Figure 9. Histograms of percent differences between annual $Q_g$ hydrograph statistics and annual modeled hydrograph (A, B, C) statistics, mean annual flow (MAF), and annual peak flow for the years 2010–2018. Each histogram has 351 comparisons, and the y-axis gives the percent of these values in each bin.
values (0.1–1.0). If the average median KGE value is taken over for the top 100 iterations for each ranking order (Qg, Qgs, Qs), median KGE values stay between 0.39 and 0.50 regardless of the time period tested (Table S4). Using 3 years instead of 9 years does decrease median KGE values slightly, but only on average by 0.04 points. Changing the time period tested for calibration does not change the model results significantly.

For validation purposes, we compare median and maximum KGE values for the 9-year study period using top iteration parameters gleaned from each calibration time period per timeseries (Table S5). Although we acknowledge that the tested 3-year calibration periods are within the 9-year period, two-thirds of the 9 years are unused in calibration. Therefore, for consistency’s sake in comparing KGE values, we use the 9-year window as the study period regardless of calibration length. On average, 9-year median and maximum KGE values decrease by 9% and 5%, respectively, when comparing results from the 9-year calibration top parameters with those from any given iteration or timeseries from the 3-year calibration top parameters. For the study period, 9-year median KGE values are within 0.36–0.50 and 9-year maximum KGE values are within 0.62–0.79 when optimizing the model from a 3-year calibration period. The model performance decreases slightly when only 3 years are used for calibration compared to when all 9 years are calibrated.

4. Discussion

Since the best parameter iterations are selected based on the highest median KGE values, and it appears Qgs can often outperform Qg when compared to Qm to calculate KGE, a closer inspection on the nuances of each timeseries is necessary. How could a KGE value for Qgs vs. Qm be greater than for Qg vs. Qm? KGE values are calculated by comparing pairs of discharge values. Thus, Qm would be paired with Qg discharge daily. The Qgs timeseries has the same discharge values as Qg, which is only sampled on days that SWOT will observe each gauge location. To calculate KGE with this irregular timeseries, Qm values are also sampled on days that SWOT would observe them and KGE is calculated based on those pairs. The same is so for Qs. In [19], it was found that only 8% of monthly maximum discharges would be directly captured by SWOT overpasses, indicating that Qgs and Qs would not capture most peak flow events. Since modeled values more closely match USGS discharge values during low-flow and non-peak periods (Figure 5), it is conceivable that Qgs would provide a better KGE value than directly comparing the entire Qg timeseries with the entire Qm timeseries. A better KGE value from Qgs does not necessarily indicate better model performance overall; as discussed before in Figure 6, calibrating according to Qg does produce more robust model parameters. Qgs tends to give not only better KGE values, but also more accurate annual maximum flow values, although less discharge pairs are used to determine the KGE value that selects the iteration for optimal parameters. Since Qs values have an added layer of uncertainty with a Gaussian error added indicating a negative bias and larger spread, Qs discharge is not as analogous to Qm, and the KGE values are generally lower.

The Ohio River network is influenced by many man-made river structures, including reservoirs, dams, and river locks. These structures have been found to have an influence on hydrologic model calibration [43]. Specifically, they calibrate the VIC model with and without accounting for man-made structures and find that the calibration process compensates for the absence of reservoirs by selecting parameter values that imitate the alterations caused by reservoirs. Reservoirs increase evaporation and delay peak flows; thereby, parameter values are selected that increase infiltration, baseflow, and soil water storage capacity. In this study, selected values of \( b_i \), usoilD, Dsmax, and Ds may be influenced by the lack of accounting for reservoirs and other man-made structures in the HRR-VIC model.

We recognize that other hydrologic models may give different discharge estimations and KGE values higher than those reported in this study. Ref. [25] reports that the main sources of global hydrologic model discharge errors are precipitation and water budget parameters uncertainty in their experiment. It is likely that climatic forcings such as these, in addition to the calibrated parameters, also impact KGE values here. While we provide error metrics for the gauge calibration results, we do
not explore the influence of model structure or model forcings on overall uncertainty. Here, we focus on model parameter uncertainty with SWOT-derived discharges. The focus of this experiment is not primarily on how well the hydrologic model performed but rather how the calibration results from different timeseries ($Q_g$, $Q_{gs}$, $Q_s$) compare to one another.

5. Conclusions

Calibrating a model using discharge timeseries derived from the SWOT satellite’s irregular sampling frequency results in equivalent and sometimes better median KGE values throughout the 39 gauge locations within the Ohio River Basin as compared to calibrating the model with daily USGS discharge timeseries. In fact, KGE values increase on average by 0.01 when the model is calibrated using USGS discharges sampled based on SWOT overpasses as compared to the full daily record of discharges. Analyzing 10,000 model iterations shows that 93% of parameter iterations have KGE values with absolute percent differences less than 20% considering only SWOT temporal sampling. Calibrating the model with a timeseries attuned to SWOT temporal sampling and projected uncertainty decreases the top 100 parameter iteration KGE values by an average of 0.03 points compared to KGE values resulting from using the full USGS daily discharge record, and it decreases an average of 0.04 points compared to using the SWOT sampled USGS daily discharge record. Annual mean and peak flow values at each gauge from each of the top parameter iterations selected per timeseries have an average percent difference of less than 10%. Overall, these differences are minor and suggest that calibrating a hydrologic model with SWOT-derived discharge series (i.e., timeseries that have SWOT temporal sampling and/or projected uncertainties) can result in model performance that is similar to a model calibrated using daily in situ measurements. In addition to similar model performance, calibrating with SWOT-derived discharges results in similar, controlling, parameter values for upper soil layer depth ($u_{isoD}$) and the variable infiltration curve parameter ($b_i$). Despite their irregular sampling frequency and likely uncertainties, SWOT-derived discharges have the potential to capture streamflow characteristics that are sufficient for applications requiring hydrologic model calibration. This study also investigated calibration sensitivity due to sampling period, specifically different 3-year periods within the 9-year study period, and found only minimal impacts on calibrated model performance or selected parameter values. In summary, coupling hydrologic models with SWOT satellite observations will pave the way toward unprecedented advances in understanding river discharge dynamics, water resources, and flood risk from regional to global scales.
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