Investigation of a submerged fully passive energy-extracting flapping foil operating in sheared inflow
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Abstract

In this work a fully passive energy harvesting foil is studied computationally. An in-house 2\textsuperscript{nd} order finite volume CFD solver, MaPFlow, is strongly coupled with a rigid body dynamics solver to investigate the foil operation under uniform and sheared inflow conditions with/without free surface. The mesh follows the airfoil motion using a radial basis function (RBF) mesh deformation approach. Initially, MaPFlow predictions are compared to experimental and numerical results available in the literature, where reasonable agreement is found. Next, one-phase simulations are considered for linearly sheared inflow for various shear rates. Results suggested that foil performance can be enhanced under sheared inflow conditions. Finally, two-phase simulations taking into account the free surface, for both uniform and sheared inflow, are considered. Predictions indicate a significant deterioration in performance of the system when the foil operates under the free surface due to the interaction of the shed vorticity with the free surface.
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1. Introduction

Humans have been drawing inspiration from nature since the dawn of civilization. Nature follows an evolutionary path whereby only the species with optimal characteristics survive in this ever changing competitive and hostile environment. In particular, sea animals exhibit an interesting mechanism of underwater thrust production, which facilitates either their self-propulsion or
the harvest of kinetic energy from incoming flows to enhance their forward
tion. Their secret lies in their ability to exploit the incoming flow to produce
vortex pairs which shed behind them [1], [2], [3]. This vortex formation cre-
ates a downstream jet and as a result generates thrust. This ingenious idea
of propulsion challenges the use of traditional means of propulsion such as the
screw propeller, since the propulsive efficiency of sea mammals locomotion (for
example whales) can reach up to 85% [4]. However the flapping foil motion does
not limit its use to thrust production. As a physical mechanism it features the
ability to transform energy from one form (kinetic energy of vortices) to another
which can be either thrust or energy harvest. Energy harvesting has attracted
extensive attention since ocean and river currents present a unique avenue for
exploring options of feasible renewable energy production. Early implementa-
tions for energy harvesting [5] used an active foil with two degrees of freedom
(DOF) in the heave and pitch directions in order to execute a sinusoidal motion.
For such design, the pitching axis location is a key parameter for the synchro-
nization of the vortices according to [6] while high efficiencies of up to 40% were
recorded in this active foil setup [7]. However the mechanical complexity and
maintenance costs of the actuators and the kinematic constraints constitute a
major challenge for energy harvesting using active control.

The idea of a semi-passive foil was then introduced by [8] and [9] where only
the pitch was actively controlled and heave was left unconstrained. A damper
was attached to the heave motion to allow for the recovery of energy through its
motion. This approach had the ambition of simplifying the mechanical system
while preserving an efficiency comparable to that of the fully active foil. A
physical, full-scale model was tested in [10], however it once again resulted in
high maintenance costs.

In an effort to overcome the above challenges, in [11] they attempted numer-
ical simulations on a fully-passive flapping foil, employing dampers and springs
in both DOF’s. Four different motion regimes emerged depending on the con-
figuration of the mass, springs and dampers. It was found that with the right
tuning of those parameters a periodic motion could be achieved with high en-
ergy content in the heave direction and only minimum energy consumption in
the pitch direction. Critical for the periodic motion of the airfoil is the Leading
Edge Vortex (LEV) detaching from the foil at large angle of attack (AoA). The
LEV constitutes a low pressure zone and thus creates an aerodynamic moment
acting towards changing the direction of the pitch angle.

Since structural parameters of a fully-passive foil are the only way to indi-
rectly control its behavior and thus its hydraulic efficiency, various optimization
efforts have been carried out employing both experiments and numerical sim-
ulations. In [12] they attempted an extensive numerical optimization research,
focusing on mass, spring and damper properties of a NACA0015 foil while pre-
serving the pitching axis constant at one third of the chord downstream of the
Leading Edge. A different approach was followed by [13] where an experimental
optimization was carried out. In this case, a fully-passive foil was constructed
and the parametric space was focused on the pitching axis position and the
pitching stiffness.
Expanding the research on passive foils, recent studies have concentrated on more realistic operating environments in order to assess the feasibility of energy extraction at a practical level. Simulations at a higher Reynolds number should be encouraged, since it has been observed that efficiency increases in higher Reynolds numbers [14]. More recently, the influence of the free–surface effects were examined for low [15] and high Reynolds number [16]. In these publications parametric studies were conducted with respect to the submergence depth and the Froude number. Their results indicate that when the foil was operating near the free–surface the energy harvesting efficiency was reduced, while the increasing Froude number appear to have a favorable role. Additionally, in [17], [18] deformable foil shapes are considered, introducing energy exchange between the foil deformation and the fluid with results demonstrating that large deformations may also increase efficiency. On the other hand 3D simulations of the flow field have predicted a drastic decrease in efficiency in cases where the AR of the foil decreases and the flow diverges from the 2D ideal case [14]. An overestimation of the efficiency is thus calculated by 2D simulations and researchers are encouraged to bear that in mind.

An important factor to be addressed in the installation of a passive foil in shallow waters is the non uniform velocity profile of the inflow. Researchers have idealized this profile as a linear shear profile leading to more simplistic simulations. Such a simple case of linear shear has been examined for all three cases of a flapping foil: active [19], semi-active [20] and fully passive foil [21]. Interesting conclusions have arisen indicating that the parametric region in which energy extraction is possible is growing when mild shear is present. In larger shear gradients this region shrinks and eventually collapses [21]. Although efficiency and power coefficients decrease when operating in a shear flow, [21] demonstrated that similar quality of performance can also be achieved from shear flows, even noting an increase of 9% in some cases. Nonetheless, free surface and how it affects performance and efficiency is not taken into account in most of the studies available in the literature.

In the present work, the effect of the sheared inflow on the operation of a passive foil is investigated. A lightweight fully passive foil is considered, operating in sheared inflow with and without the free surface. Initially, uniform inflow is considered and a comparison is made with the available experimental and numerical results from [22]. Afterwards, we investigate how sheared inflow affects the passive foil performance. Finally, we consider a fully passive hydrofoil operating in uniform and sheared inflow near the free surface region. In that case, apart from the generated waves, the shed vorticity interacts with the free surface effectively altering the performance of the flapping foil.

The structure of the present work is as follows. In section 2 the in-house CFD solver MaPFlow is described. In section 3 the basic modelling parameters are described. Section 4 presents the results of the study. Specifically, in subsection 4.1 the numerical methodology employed is compared against available data in the literature for uniform inflow conditions. In subsection 4.2 the case of the fully passive foil is examined in sheared inflow for various shear slopes. In subsection 4.3 two-phase simulations are considered, taking into account the
presence of the free-surface. Uniform and sheared inflow are investigated and a drop in performance of the foil operating in such conditions is observed. Finally, Section 5 presents the basic conclusions of this examination.

2. Numerical Methodology

Numerical investigation of Fluid Structure Interaction (FSI) problems is performed by combining two separate computational algorithms. Firstly, a flow solver is utilized to describe the fluid motion, and secondly a dynamic solver that computes the structure’s response under the flow excitation. In the present work, results from both one- and two- phase flows are presented. The next paragraph considers the general case of unsteady incompressible flow of two immiscible fluids. The governing equations and the discretization process are presented. Afterwards, the details of the dynamic solver are described and the coupling of the two solvers is discussed. This methodology is implemented as part of the CFD code MaPFlow. The in-house code is developed in NTUA [23],[24], and has proved capable of handling both compressible and purely incompressible flows on arbitrary polyhedral meshes. The code is able to perform in a multi-processing environment utilizing the MPI protocol, while the grid partitioning is performed using the Metis Library [25].

2.1. Governing equations

Two-phase incompressible flows are solved using the artificial compressibility method (ACM) [26], coupled with the Volume of Fluid (VoF) approach [27]. The ACM solves the unsteady system of equations by utilizing the dual–time stepping technique [28], where at each real time iteration a pseudo–steady state problem is solved. This is accomplished by augmenting the original unsteady system of equations by pseudo–time derivatives of the unknown variables. Convergence is accomplished once these derivatives approach to zero and thus the original system of equations is obtained. ACM assumes a relation between the pressure and the density field during pseudo time. The blending is performed by introducing a numerical parameter $\beta$, that is $\frac{\partial \rho}{\partial p} \bigg|_{\tau} = \frac{1}{\beta}$. This free parameter for typical free surface flows takes values between 5 and 10 [29],[30]. The governing system of equations is described by Equation (1).

$$\Gamma \frac{\partial}{\partial \tau} \int_{D_i} \vec{Q} dD + \Gamma_e \frac{\partial}{\partial t} \int_{D_i} \vec{Q} dD + \int_{\partial D_i} \left( \vec{F}_e - \vec{F}_v \right) dS = \int_{D_i} \vec{S}_q dD$$  \hspace{1cm} (1)$$

The above system of equations expresses the change of the primitive variables $\vec{Q}$ inside a control volume $D_i$ with boundary $\partial D_i$, in time $t$. The vector $\vec{Q} = [p, \vec{v}, \alpha_l]^T$, includes the pressure $p$, the 3-dimensional velocity vector $\vec{v}$, and the volume fraction $\alpha_l$. The volume fraction $\alpha_l$ indicates the presence of either the liquid phase with density $\rho_l$, or the presence of the gaseous phase with density $\rho_g$. Using the volume fraction the density of the mixture can be found as $\rho_m = \alpha_l \rho_l + (1 - \alpha_l) \rho_g$. 
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Although the system of equations is casted in primitive form, in order to advance the solution in time, the conservative form of the equations is used. The variable transformation between the primitive variables $\vec{Q}$ and the conservative variables $U = [0, \rho_m, \vec{v}, \alpha_l]^T$, is performed using the transformation matrix $\Gamma_e$, which is given in Equation (2).

Applying the standard ACM to multi-phase flows, especially when large density ratios are accounted, the system of equations becomes poorly conditioned [31]. This happens because the eigenvalues of the system scale with local density of the flow. In order to alleviate this behavior the preconditioning matrix $\Gamma$ of Kunz [32] is used to re-scale the fictitious time derivatives and allow for the efficient time marching of the solution.

$$
\begin{bmatrix}
\frac{1}{\rho_m} & 0 & 0 \\
0 & \rho_m I_{3 \times 3} & \vec{v} \Delta \rho \\
\alpha_l & 0 & 1
\end{bmatrix}, \quad \Gamma_e =
\begin{bmatrix}
0 & 0 & 0 \\
0 & \rho_m I_{3 \times 3} & \vec{v} \Delta \rho \\
0 & 0 & 1
\end{bmatrix}
$$

In Equation (2), $\Delta \rho$ is the difference between the densities of the liquid and the gas, $\Delta \rho = \rho_l - \rho_g$ and $I_{3 \times 3}$ is the 3 by 3 identity matrix.

The surface term of the integral equation includes the convective fluxes $\vec{F}_c$ and the viscous fluxes $\vec{F}_v$. Both vectors are presented in Equation (3). In this Equation, $V_n = \vec{v} \cdot \vec{n}$ is the fluid velocity projected onto the surface normal $\vec{n} = (n_x, n_y, n_z)$ and $\Delta V$ is the difference between the velocity $V_n$ and the projected grid velocity $V_g = \vec{v}_{vol} \cdot \vec{n}$.

$$
\vec{F}_c =
\begin{bmatrix}
\frac{V_n}{\rho_m} \\
\rho_m u \Delta V + pm_x \\
\rho_m v \Delta V + pm_y \\
\rho_m w \Delta V + pm_z \\
\alpha_l \Delta V
\end{bmatrix}, \quad \vec{F}_v =
\begin{bmatrix}
\tau_{xx} n_x + \tau_{xy} n_y + \tau_{xz} n_z \\
\tau_{yx} n_x + \tau_{yy} n_y + \tau_{yz} n_z \\
\tau_{zx} n_x + \tau_{zy} n_y + \tau_{zz} n_z \\
0
\end{bmatrix}
$$

The viscous stresses $\tau_{ij}$, using the Boussinesq approximation are computed as

$$
\tau_{ij} = \left(\mu_m + \mu_t\right) \left(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}\right) - \frac{2}{3} \rho_m \delta_{ij} k
$$

where $\mu_m$ is the viscosity of the mixture, $\mu_t$ is the turbulence viscosity, $k$ is the turbulent kinetic energy and $\delta_{ij}$ is the Kronecker’s symbol.

For the turbulence closure, the $k-\omega$ SST model of Menter is employed [33]. In case of free surface flows, it has been noted that the turbulence models tend to overproduce turbulence viscosity in the vicinity of the free surface [34],[35]. In order to suppress the turbulent viscosity near the free surface Devolder et al. [36] introduced a source term in the equation of the turbulent kinetic energy. This source term is activated near the free surface and scales with the local viscosity and the gravity vector.

In order to perform simulations of numerical wave tanks, the lateral boundaries of the domain are equipped with damping zones that absorb any outgoing
perturbation and make sure that no reflections occur due to the boundary conditions. In MaPFlow, this is performed by defining forcing zones near the boundaries of the computational domain. Forcing zone technique drives the numerical field to the desired solution by adding source terms to the governing equations. In MaPFlow, source terms are added only to the momentum equations. The form of the source terms is presented in Equation (5). The damping is performed by eliminating the vertical component of the velocity vector, that is in a 2D simulation \( \vec{v}_{\text{tar}} = (u, 0) \), where \( u \) is the local velocity in the x-direction.

\[
\vec{S}_{nwt} = C_{nwt} \rho_{m} (\vec{v} - \vec{v}_{\text{tar}}) \tag{5}
\]

The coefficient \( C_{nwt} \) is used to smoothly variate the influence of the forcing terms from the start \( x_s \) of the forcing zone to its end \( x_e \), at the boundary of the computational domain. The smooth transition is regulated by the factor \( \alpha_{nwt} \) and a function \( f_{nwt} \), which is defined inside the forcing zones–see Equation (6).

\[
C_{nwt} = \alpha_{nwt} f_{nwt}(x_r) \quad x_r = \frac{x_s - x}{x_s - x_e} \tag{6}
\]

In [29] and [37] the influence of the various parameters of the coefficient is examined. In the present work, an exponential form of the \( f_{nwt} \) is chosen.

\[
f_{nwt}(x_r) = \frac{\exp(x_r^n) - 1}{\exp(1) - 1} \tag{7}
\]

2.2. Discretization

The discretization of the equations is performed using the finite volume method. Given a computational mesh at the geometric center of each cell a control volume \( D_i \) is defined, with its boundaries being the faces (or the edges in 2D) of the cell, \( \partial D_i = \sum_{f=1}^{N_f} \Delta S_f \), with \( N_f \) being the total number of the cell’s faces and \( \Delta S_f \) the area of the face \( f \). The surface terms of the equations are approximated using the midpoint rule, while the volume integrals are considered constant in each \( D_i \). This process leads to the following definition of the spatial residual \( \vec{R}_{D_i} \).

\[
\vec{R}_{D_i} \simeq \sum_{f} \left( \vec{F}_c - \vec{F}_v \right) \left| \Delta S_f - D_i \vec{S}_q \right| \tag{8}
\]

Employing the ACM, the system of equations obtains a hyperbolic form in pseudo-time. As a result, the convection terms of the incompressible equations can be evaluated by solving a local Riemann problem at each face. MaPFlow uses the approximate Riemann solver of Roe [38], where the eigenvalues are scaled using the the preconditioning matrix of Kunz. The viscous fluxes are approximated with a second order central differentiation scheme, supplemented with a directional derivative to account for the skewness of the mesh.

In two-phase flows the reconstruction schemes should be adjusted considering the specific features of the flow. In this work, the surface tension has not taken
into account thus the velocity and pressure are continuous functions in space. For the velocity field, a standard piecewise linear interpolation scheme, without limiter can be used [29]. However, the gradient of the pressure field, under the influence of the gravitation forces, appears a jump discontinuity at the interface of the two fluids. A standard second order approximation would lead to the development of the so-called "parasitic currents"[39], near the density discontinuity. In order to remedy this behavior, the approach of Queutey et al. [39] is followed. This approach notes that, although there is a jump in the gradient of the pressure field, the gradient divided by the density field is continuous, meaning $|\nabla p| \neq 0$, but $|\frac{\nabla p}{\rho}| = 0$. Taken this into consideration, they proposed a density base interpolation scheme that follows these features of the flow.

Furthermore, special care must be taken to the reconstruction of volume fraction field. Due to the free surface discontinuity, the gradient of the interpolation scheme would become undetermined. One way to prevent this, is to use limiter functions, which are activated in regions of large gradients turning the scheme to a first order accurate, resulting however to excessive smearing of the free surface. Another way to approximate the field without the use of gradients, is by adopting a family of interpolation schemes that are based on the Normalised Variable Diagram of Leonard [40]. These schemes, depending of the flow characteristics, can regulate their behavior accordingly. In order to maintain stability, the can switch from a second order accurate scheme to an upwind (1st order) approximation, but under certain conditions they can switch to a downwind approximation, which would lead to an artificial compression of the discontinuity. In the present work, in two phase simulation the BICS scheme [41] is used.

Fluid–Structure Interaction (FSI) simulations require an effective time discretization process, that will accurate march the solution in time and will also ensure that no errors are introduced from the mesh deformation. Specifically, in MaPFlow, the solution is marched in time implicitly by employing the dual-time stepping technique. At each real time iteration a (pseudo–) steady problem is solved. Equation (1), by introducing the finite volume technique and the definition of Equation (8), takes the following form

$$ \Gamma \frac{\partial \left( \vec{Q}^* D_i \right)}{\partial \tau} + \vec{R}^* = 0 $$

where $\vec{R}^*$ is the unsteady residual defined as

$$ \vec{R}^* = \vec{R}_{D_i} \left( \vec{Q}^* \right) + \Gamma_e \frac{\partial \left( \vec{Q}^* D_i \right)}{\partial t} $$

Equation (9) defines a steady problem that is solved iteratively at each real timestep. The iterative procedure is initialized by setting as $\vec{Q}^* = \vec{Q}^n$ and convergence is accomplished once $\frac{\partial}{\partial \tau} \rightarrow 0$ or $\vec{R}^* \rightarrow 0$, and thus the variables of the new time iteration are obtained $\vec{Q}^* = \vec{Q}^{n+1}$. 7
The unsteady term is discretized as a series expansion of successive levels backwards in time (BDF schemes) \[42\].

\[
\frac{\partial}{\partial t} (\vec{Q} D_i) = \frac{1}{\Delta t} \left[ \varphi_{n+1} \left( D_i \tilde{Q} \right)^{n+1} + \varphi_n \left( D_i \tilde{Q} \right)^n + \varphi_{n-1} \left( D_i \tilde{Q} \right)^{n-1} + \varphi_{n-2} \left( D_i \tilde{Q} \right)^{n-2} + \ldots \right] \tag{11}
\]

When a control volume is deformed, the Geometric Conservation Law (GCL) should be satisfied. GCL is the expression of the mass conservation law applied to a constant density and velocity field.

\[
\frac{d}{dt} \int_{D_i(t)} dD = \oint_{\partial D_i(t)} \vec{u}_{vol} \cdot \vec{n} dS \tag{12}
\]

Using a similar discretization strategy as before, the GCL is expressed as

\[
\frac{1}{\Delta t} \left[ (\varphi_{n+1} D_i^{n+1} + \varphi_n D_i^n + \varphi_{n-1} D_i^{n-1} + \varphi_{n-2} D_i^{n-2}) + \ldots \right] = \tilde{R}_{GCL}^{n+1} \tag{13}
\]

where the residual of the GCL is defined as

\[
\tilde{R}_{GCL}^{n+1} = \sum_{f=1}^{N_f} (V_g \Delta S_f)^{n+1} \tag{14}
\]

To ensure that the GCL is satisfied, Equation (13) is applied directly to the discretization of the unsteady term and thus Equation (11) becomes

\[
\frac{\partial}{\partial t} (\vec{Q} D_i) = \tilde{Q}^n \tilde{R}_{GCL}^{n+1} + \frac{1}{\Delta t} \left[ \varphi_{n+1} \left( \tilde{Q}^{n+1} - \tilde{Q}^n \right) D_i^{n+1} + \varphi_{n-1} \left( \tilde{Q}^{n-1} - \tilde{Q}^n \right) D_i^{n-1} + \varphi_{n-2} \left( \tilde{Q}^{n-2} - \tilde{Q}^n \right) D_i^{n-2} + \ldots \right] \tag{15}
\]

In MaPFlow two successive levels of solution are retained, yielding a second order accurate scheme in time. The fictitious time derivative of equation is discretized using a first-order backward difference scheme

\[
\frac{\partial}{\partial \tau} (\vec{Q}^* D_i) = D_i^{n+1} \frac{\vec{Q}^*_{n+1} - \vec{Q}^*_{n}}{\Delta \tau} = D_i^{n+1} \frac{\Delta \vec{Q}^*_{n+1}}{\Delta \tau} \tag{16}
\]

To facilitate convergence the local time stepping technique is used. The local pseudo-timestep is determined by

\[
\Delta \tau = CFL D_i \hat{\Lambda}_{c,i} \tag{17}
\]

where \( \hat{\Lambda}_{c,i} \) is the convective spectral radii and it is defined by

\[
\hat{\Lambda}_{c,f} = \sum_{f=1}^{N_f} \left( \left| V_n - \frac{V_g}{2} + c \right| \right)_f \Delta S_f \tag{18}
\]
where \( c \) is the artificial sound speed and is given by

\[
c = \sqrt{\beta + \left( V_n - \frac{V_g}{2} \right)^2}
\]  

(19)

The above discretization process results in a linear system of algebraic equations for each pseudo-time iteration. The system is solved using a Gauss-Seidel iterative method supplemented with the reverse Cuthill-McKee reordering scheme.

2.3. Rigid Body Dynamic Solver

FSI problems take into account the response of the structure under the excitation of the flow. The present study focuses on 2D flows with two degrees of freedom, namely the vertical translational motion (heave) and the rotational (pitch). A structural system subjected to dynamic forces is modeled as

\[
M \ddot{x}(t) + C \dot{x}(t) + Kx(t) = \vec{F}_{\text{tot}}(t)
\]  

(20)

where \( x \) is the 2D vector of displacements, \( M \) the mass matrix, \( C \) the damping matrix and \( K \) the stiffness matrix. The vector \( \vec{F}_{\text{tot}} = (F_2, M_3) \) includes the total excitation forces and moments of the system and are computed based on the flow characteristics as

\[
F_2 = \oint_{\partial B} p n_y + (\tau \cdot \vec{n}) n_y dS
\]

\[
M_3 = \oint_{\partial B} (p\vec{n} + \tau \cdot \vec{n}) \times \vec{r} dS
\]  

(21)

In the above equation \( \partial B \) is the boundary of the body, \( \tau \) viscous stress tensor, \( \vec{n} \) is the outwards pointing normal of the surface boundary and \( \vec{r} \) is the vector to the center of rotation.

Equation (20) is a non-linear equation. The linearization of the equation is performed during the pseudo-timesteps. After each pseudo-iteration, the flow solver provides the forces and moments to the dynamic one. Integrating numerically (20) the new position of the body is computed and the next pseudo-iteration is performed, until both solvers converge. This iterative procedure between the two solvers, implies a strong coupling of the fluid dynamics and the structural problems. A schematic representation of the algorithm followed in the FSI problems is presented in figure 1. The numerical integration of equation (20) is performed using the Newmark-\( \beta \) method. Finally, the mesh follows the airfoil motion using a RBF mesh deformation technique (presented in the Appendix).
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3. Basic Numerical Setup

Duarte et al. in [13] constructed and tested a fully passive foil to use as a hydrokinetic turbine for low energy flows similar to currents. In this experimental test case, springs and dampers were attached to a NACA0015 foil which was then mounted to rails. The configuration was dragged in a water tank. The foil developed a natural non-sinusoidal heave and pitch motion, which allowed for energy extraction through the viscous dampers. Energy was primarily extracted from the heave motion while the pitch motion aided on the right positioning of the foil. Additionally, a series of numerical simulations on the same passive foil set-up are considered in [22].

The basic setup of such a configuration in sheared inflow operating near the free surface, is illustrated in Figure 2. The rigid NACA0015 foil utilizes dampers and springs in both DOFs. The stiffness and viscous damper coefficients are denoted as $k_y$ and $c_y$ in the heave direction and $k_\theta$ and $c_\theta$ in the pitch direction.
Figure 2: The basic setup used in this work. In general the foil can be submerged below the free surface and operate in sheared inflow respectively. Dampers and springs are considered linear in all cases examined. The point \( P \) which defines the pitching axis lies on the chord line in a distance \( l_\theta \) from the Leading Edge. The distance from \( P \) to the Center of Gravity (\( G \)) is denoted as \( \lambda_g \). A positive value of \( \lambda_g \) positions \( P \) upstream from \( G \). The incoming flow is aligned with the \( x \)-axis but can vary in the vertical direction due to shear.

The motion of the passive foil emerges from the hydrodynamic forces acting on the foil surface together with the viscous and spring forces. Two coupled differential equations emerge from Newton’s second law, with respect to the point \( P \) and the pitching axis (as denoted in [13],[22]):

\[
\begin{align*}
m_y \dddot{y} + c_y \dot{y} + k_y y + \Lambda (\dddot{\theta} \sin \theta - \dot{\theta} \cos \theta) &= F_y \\
I_\theta \dddot{\theta} + c_\theta \dot{\theta} + k_\theta \theta - \Lambda (\dot{y} \cos \theta) &= M_\theta
\end{align*}
\]

, where \( m_y \) is the heaving mass and \( I_\theta \) the moment of inertia of the foil with respect to the pitching axis, \((P, \vec{z})\). The heaving mass, \( m_y \), may differ from the pitching mass, \( m_\theta \), since some mechanical components may participate only in one of the two motions. In the right part of the equations, \( F_y \) is the hydrodynamic force acting on the heave direction and \( M_\theta \) is the hydrodynamic moment with respect to the pitching axis \((P, \vec{z})\).

The above equations are expressed with respect to the point \( P \) which in the general case differs from \( G \). This gives rise to the so called Static Imbalance, \( \Lambda \), which couples the two equations. \( \Lambda \) is defined as the product :

\[
\Lambda = \lambda_g m_\theta
\]

Static imbalance occurs from the misalignment of the pitching axis and the center of gravity and arises from our freedom to choose an optimum pitching axis which may or may not coincide with it. As a result it couples the two equations and therefore allows for energy transfer between the two DOFs. The non-dimensional form of the physical parameters is used in order to compare our results with the reference results from the bibliography. Those parameters are gathered in the table below along with the definition of their non-dimensional form.
The damping coefficients serve the cause of harvesting energy from the foils motions and since this energy can be quantified through $c_\theta$ and $c_y$ we proceed to define an efficiency coefficient to assess the foil performance. The hydraulic efficiency ($\eta$) is therefore defined as:

$$
\eta = \frac{1}{\Delta t} \int_{t_0}^{t_0+\Delta t} \frac{c_y \dot{y}^2 + c_\theta \dot{\theta}^2}{\rho U^3} \frac{\Delta t}{S} \, dt
$$

(25)

, where $S$ is the maximum area of the cross section swept by the foil, being the product of the foils span, $b$, and the total heave distance scanned by the foil. The total distance scanned by the foil is defined as the sum of the heave amplitude of the pitching axis pivot point, $P$, in the positive and negative directions, as it is illustrated in Figure 3.

![Figure 3: Definition of the total heave distance scanned by the foil](image)

Another efficiency metric can be defined, normalizing the hydraulic power in terms of the projected surface of the foil. Consequently the mean power
coefficient \( (\overline{C}_p) \) is defined as:

\[
\overline{C}_p = \frac{1}{\Delta t} \int_{t_0}^{t_0 + \Delta t} \frac{c_y \dot{y}^2 + c_\theta \dot{\theta}^2}{\frac{1}{2} \rho U_\infty^3 \rho U}\, dt
\]  

(26)

Finally, the main parameters in non-dimensional form regarding the mass-spring-damper system can be found below (based on [43]).

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| Re        | 6 \cdot 10^4 | U_\infty | 1 |
| m*        | 0.92  | \Lambda   | 0.00065 |
| k_\theta^* | 0.071 | c_\theta^* | 0.052 |
| k_y^*     | 0.72  | c_y^*     | 0.93  |
| I_\theta^* | 0.0563 | I_\theta^* | 0.33 |

For the results presented the chord of the NACA0015 foil was set to \( c = 0.1 \) and is considered to operate in water.

4. Results & Discussion

In this section numerical results using the aforementioned setup are presented. Initially, the passive foil is considered to operate in uniform inflow and predictions are compared to the literature [13],[22]. Afterwards operation in sheared inflow is considered with and without taking into account the free surface. For all the cases presented below, at least 50 oscillating cycles where considered while the fluid-rigid body dynamics coupling converged when the error of acceleration was below \( 10^{-09} \).

4.1. Fully passive foil operating in uniform inflow

Prior to comparing MaPFlow predictions to the ones available in the literature a grid-independence study is conducted. In order to better capture the generated vorticity two mesh refinement zones are used. The first one is a rectangular box beginning 12c upstream and ending 33c downstream from the airfoil. The height of this box is 12c in each direction. The second, circular refinement zone, is located near the airfoil with a radius of 3c. Three successively refined grids were generated with cell sizes of 10\%, 5\% and 2\% of chord length, c.
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The relative errors with respect to the finest mesh are calculated for the amplitudes of heave and pitch motions and are presented in Table 3.

**Table 3: Grid-independence study results**

| Mesh Size         | Cells | $\Delta A_h$ | $\Delta A_y$ | $\Delta C_p$ | $\Delta \eta$ |
|-------------------|-------|---------------|---------------|---------------|---------------|
| Finer mesh (2%)   | 300000| -             | -             | -             | -             |
| Fine mesh (5%)    | 160000| -0.239 %      | 0.673 %       | 0.12 %        | -5.35 %       |
| Coarse mesh (10%) | 120000| -0.497 %      | 0.557 %       | -1.35 %       | -2.91 %       |

Following the grid-independence study a time step independence study is conducted using the fine mesh mentioned above. The time discretization is based upon the damped natural frequency ($f_d = 1.15 \text{Hz}$) of the heaving motion, defined as:

$$f_d = f_n \sqrt{1 - \zeta^2}, \quad f_n = \frac{1}{2\pi} \sqrt{\frac{k_y}{m_y}}, \quad \zeta = \frac{c_y}{2\sqrt{k_y m_y}}$$  \hspace{1cm} (27)

Three different timesteps are considered, $\Delta t = 0.0001$, 0.0002 and 0.0004s. They correspond to $\approx 2150$, 4300 and 8600 time-steps per period. The table below suggests satisfactory convergence for the intermediate time step of $\Delta t = 0.0002$s.

**Table 4: Time step independence study results**

| Timestep  | $\Delta A_h$ | $\Delta A_y$ | $\Delta C_p$ | $\Delta \eta$ |
|-----------|---------------|---------------|---------------|---------------|
| $\Delta t = 0.0001$ | -             | -             | -             | -             |
| $\Delta t = 0.0002$ | 0.13%         | 0.0057%       | 1.338 %       | -1.657 %      |
| $\Delta t = 0.0004$ | -0.38%        | -0.298%       | 1.383 %       | -1.838 %      |
4.1.1. Comparison with experimental and numerical results

The above results are compared to the experimental results acquired by [13] and the numerical simulation performed by [22]. The comparison is based on the two kinematic quantities ($A_\theta$ and $A_y$) and the two energy coefficients described above. The pitch and heave signal over a period can be seen in Figure 5. It is evident that the comparison in both heave and pitch between the current methodology and the results available in the literature are in very good agreement.

A quantitative comparison is presented in Table 5. The error between the current simulations and measurements are in line between the published numerical results. The error in maximum predicted pitch amplitude ($A_\theta$) is 5% while the error for the maximum heave amplitude ($A_y$) is 10%. For the power coefficient ($C_p$) and efficiency ($\eta$) the error is 5%.

Table 5: Errors between current simulation, experimental [13] and numerical reference results [22]. $A_\theta$, $A_y$ denote the maximum amplitude in pitch and heave respectively, $C_p$ is the power coefficient and $\eta$ the efficiency.

|          | $A_\theta$ | $A_y$ | $C_p$ | $\eta$ |
|----------|------------|-------|-------|--------|
| Exper.   | 71.81 °    | 1.216 | 1.09  | 0.44   |
| Numer.Ref| 72.38 ° (+0.79%) | 1.491 c (+22.5 %) | 1.21 (+11.31%) | 0.405 (7.97 %) |
| Current  | 75.34 ° (+4.91%) | 1.336 c (+9.81%) | 1.13 (+4.03%) | 0.419 (-4.81 %) |

4.2. Passive foil operating in sheared inflow

The fully passive foil examined by Duarte [22] is now considered to operate in a sheared inflow. A comparison is presented between uniform and linear shear inflow to identify the trends in both the kinematics and the efficiency of the foil. The shear profile (for the x-axis velocity component) is dictated by Equation 28:
\[ U(y) = U_\infty K y \quad (28) \]

where \( K \) is a parameter controlling the shear rate. Two shear rate groups of mild and strong shear are applied to the flow. Finally, the foil is initially positioned vertically, so that \( U_0 = 1 \text{m/s} \) at the foil level at the start of the simulation.

The pitch of the foil as well as the lift coefficient \( (C_L) \) are compared during a one period interval in Figure 6. Mild shear cases are presented on the left while strong shear cases are displayed on the right. It is evident, that in mild shear conditions the divergence from the uniform case is small. When strong shear is considered differences are noticeable especially in the first half of the period. Due to the stronger shear, the foil pitches earlier compared to the uniform case which has a direct impact on the \( C_L \).

![Figure 6: Lift coefficient \( C_L \) (upper) and Pitch (lower) comparison over a period. Mild shear cases are presented in the left while strong shear cases in the right.

Regarding the period of an oscillating cycle, in the sheared inflow case it differs from the period of the uniform flow. The differences however are slight for mild shear rates while for strong shear rates they become significant. These are presented in Table 6. It is evident that the oscillating period increases around 8.5% for the strong shear cases.
In Figure 7 the vorticity contours for the two shear cases (a mild and a strong one) are compared to the uniform inflow. As Figure 7 suggest the vortex patterns in the wake are very similar in the mild shear cases ($K = 0.30$), however as the shear rate increases ($K = 0.75$) the effect of the shear is evident. Especially in the high shear rate, it can be seen that the upper vortices (negative vorticity, blue color) convect downstream faster. Additionally, a decrease in the x-direction offset between the upper and lower vortexes is evident. Taking the uniform flow as reference we focus on the second pair of vortexes and note that the upper vortex is slightly delayed compared to the lower. In the strong shear case $K = 0.75$ we note that in the same pair of vortexes the upper vortex has surpassed the lower one.
Figure 7: Vorticity Contours showing the vortex street produced by different shear rates

To further understand the effect of the shear inflow on the flapping foil response a Fourier analysis is performed. The analysis is concentrated on $\dot{y}$ since the heave velocity is responsible for the majority of the extracted energy through the viscous dampers.
Figure 8: Power Spectral Density (PSD) plots for heave velocity for various shear rates in one phase simulations. By $f_n$, the natural frequency of the system is denoted and by $f_d$ the damped natural frequency for the heave movement.

The natural and damped natural frequency of the heave motion is also depicted, since most of the energy is harvested through this motion. We notice that the foil oscillates at approximately the damped natural frequency with only minor shifts when shear is applied.

Regarding the heave kinematics, the mean heave displacement can be seen in Figure 9a. We observe a downward shift of the mean position of the foil, which is in compliance with the results derived by Zhu [21]. Similar to Zhu’s observation, a passive foil tends to shift vertically (in a mean sense) towards regions with lower velocities.

Additionally, in the sheared case the amplitude of the heave motion is non-symmetric since larger heave amplitudes are noted in the region with higher velocities (positive heave amplitude). Higher velocities lead to more intense hydrodynamic forces and exaggerated heave responses from the passive foil, Figure 9c. An increase of 9.75% and a decrease of 10.41% is noted for the positive and negative heave amplitude respectively between uniform flow and maximum shear rate. This translates to larger maximum than minimum heave in the case of the shear flow and becomes more noticeable in strong shear rates.
Furthermore, the total heave distance greatly affects the performance and
efficiency of the foil since when the hydraulic cross section is shrinking the
total energy available for extraction is reduced. This distance differs depending
on the shear rate and may be smaller or larger than the uniform flow case.
The trends for the positive and negative heave amplitudes (Figure 9c) counter
balance each other leading to small changes in the total heave distance scanned
(see Figure 9a).

Regarding the pitch motion, the positive pitch amplitude decreases by as
much as 12.95% while it increases by 11% for the negative amplitude. For
the sake of clarity, the counter-clockwise rotation encountered in the negative
heave positions is considered as positive (see Figure 9b). This observation is in
compliance with the above conclusions since we expect moderate foil responses
in the bottom position where lower flow velocities are encountered and the
opposite behavior is expected in the upper position where higher velocities are
encountered and foil responses are exaggerated.

![Figure 10: Left: Pressure contour of the flow field at negative heave amplitude before and
after the LEV shedding. Right: Pressure contour of the flow field at positive heave amplitude
before and after the LEV shedding. The time interval between the consecutive screenshots is
the same between left and right figures.](image)

The effect of shear on the kinematics of the foil can be attributed to the
lower velocities encountered in the negative heave amplitude which lead to a
slower convection of the LEV. This is illustrated in Figure 10 where pressure
contours for the maximum negative heave position (left) and the maximum
positive heave position (right) are displayed. When the heave is negative (lower
inflow velocity) the low pressure zone of the LEV convects more slowly with
respect to the maximum positive heave position, thus remaining close to the foil
for a longer period of time.

The efficiency ($\eta$) and the power coefficient ($C_p$) are directly affected by
the above kinematic parameters. In Figure 11, $\eta$ and $C_p$ for the various shear
rates can be seen. A peak in both $\eta$ and $C_p$ is observed at $K = 0.75$. However
The performance enhancement is relatively small, yielding an increase of 1.42% for the efficiency and 2.50% for the power coefficient. Performance deteriorates significantly at the larger shear rate of $K = 1.00$ with a decrease of 3.34% for the efficiency and 3.76% for the power coefficient.

Figure 11: Efficiency and power coefficient for different shear rates

4.3. Operation of the passive foil under the free surface in uniform and sheared inflow

In this section the effect of the free surface is also taken into account. To that end two-phase flow (water-air) is considered. A new grid is generated since a new refinement region should be defined in the free surface vicinity. Nevertheless, the grid in the near airfoil regions remains approximately the same as in subsection 4.1. Mesh snapshots can be seen in Figure 12. The VoF method was utilized to capture the free surface interface. The foil is positioned $5.5c$ below the free surface and $10c$ above the sea bed. At the farfield a damping region is employed to avoid the pollution of the solution with reflections from the generated water waves [29]. The mass-spring-damper configuration of the passive foil remained identical to the previous simulations in order to isolate the effect of the free surface.
The same families of shear rates were chosen as in the previous section, namely a mild and a strong one. The mild and strong shear groups consist of $K = [0, 0.2, 0.3]$ and $K = [0.75, 1.00]$ respectively. The time-step employed remained identical to the previous simulations $\Delta t = 0.0002s$.

The pitch of the foil as well as the lift coefficient ($C_L$) for one oscillating cycle is presented in Figure 13. Initially, it is evident that the changes in both the pitch response as well as the $C_L$ are more pronounced in this case as the shear varies. It is noted here that, apart from the shear rate of $K = 0.2$, in all other cases the period of each oscillating cycle varied slightly during the simulation.

Figure 13: Lift coefficient $C_L$ (upper) and Pitch (lower) comparison over a period. Mild shear cases are presented in the left while strong shear cases in the right.
When the passive foil operates near the water level, the shed vorticity interacts with the free surface. This is evident in Figure 14 where vorticity contours for the various shear rates can be seen. It is clear, that the vortex street in this case has major differences in comparison with the one phase simulation, in Figure 7. The emitted vorticity interacts with the free surface leading to more complex wake structures.
Figure 14: Vorticity Contours showing the vortex street produced by different mild and strong shear rates in free surface simulations.
An interesting observation emerges from the vortex street of the mildest shear rate, $K = 0.2$ where order has been reconstituted and a unique shedding frequency dominates the pattern. This smoothing effect of the mild shear is lost in $K = 0.3$ and higher shear rates.

In order to identify the emerging frequencies from the existence of the free surface we perform a Fourier analysis. In Figure 15 the spectrum of $\dot{y}$ can be seen for the various shear rates. The reason behind choosing $\dot{y}$ lies in the strong relation between power and efficiency, since those quantities are directly proportional to $\dot{y}$ according to Equation 25 and Equation 26.

In Figure 15 we notice the primary frequency of $\dot{y}$ drifting to lower frequencies than the heave damped natural frequency, $f_d$. However for $K = 0.2$ this frequency almost coincides with $f_d$ and energy is concentrated in a narrow band close to this frequency. Low energy harmonics vanish from the PSD of $K = 0.2$ while they remain present in other shear rates cases including the uniform flow. This observation could help explain the discrete vortex street formed for $K = 0.2$ since a unique frequency dominates and vortices shed at a constant rate. We can also assume that for $K = 0.2$ a resonance point exists since the primary frequency converges to $f_d$ for this shear rate while it diverges for the remaining values of $K$. In contrast with the one phase simulation PSD plots, Figure 8, the shear rate strongly affects the primary oscillating frequency.

![Figure 15: Power Spectral Density (PSD) plots for heave velocity for various shear rates in free surface simulations. By $f_n$ the natural frequency of the system is denoted and by $f_d$ the damped natural frequency in the heave movement.](image)

Plotting the efficiency and the Power Coefficient for the shear rates examined we confirm that $K = 0.2$ is indeed a resonance point for the above performance indicators. The efficiency and the Power Coefficient increase by 24.78% and 23.52% respectively in relation with the uniform flow. We further notice that the
overall efficiency of the airfoil significantly deteriorates when the airfoil operates under a free surface. For the uniform case, efficiency and Power Coefficient decrease for as much as 20% and 19.4% respectively in comparison with one phase simulations. Despite performance plummeting for shear rates larger than $K = 0.2$, a plateau seems to form for $K > 0.7$ leveling off at a low value of 0.2 for efficiency and 0.52 for Power Coefficient.

![Figure 16: Efficiency and power coefficient for different shear rates in free surface simulations](image)

We proceed to investigate the trends of kinematic quantities and hydrodynamic coefficients with regard to the shear rate.

![Figure 17: Comparison of the kinematic quantities of the passive foil for various shear rates in free surface simulations](image)

In contrast with Figure 9a we notice an increase of the mean heave position for uniform flow and shear rate of $K = 0.2$ possibly due to the free surface
creating a suction effect pulling the foil upwards. However, at larger shear rates, greater than \( K = 0.2 \), the mechanism described in subsection 4.2 dominates and drives the foil in negative mean heave values. Concerning the heave amplitudes, the positive amplitude slightly decreases and the negative amplitude slightly increases for \( K = 0.2 \) while for larger shear rates this trend is reversed. However, the total heave distance scanned by the foil decreases steadily until \( K = 0.75 \) and does not exhibit any particular trend change near \( K = 0.2 \).

Pitch amplitudes in their turn highlight the importance of \( K = 0.2 \) since they reach a peak at that exact shear rate. Larger pitch amplitudes contribute to the initiation of the deep dynamic stall responsible for the creation of the LEV. This LEV possibly triggers a highly unstable wake similar to the one described by [44],[45],[46],[47] thus maximizing performance. It is apparent that the shear rate has a direct impact on the oscillating frequency of the foil and is able to shift this frequency away from the damped natural frequency if the structural parameters of the foil are not re-tuned correctly.

5. Conclusions

A fully passive energy harvesting flapping foil has been investigated using the in-house CFD code MapFlow in uniform and sheared inflow conditions with and without the free surface. Initially MapFlow predictions for uniform flow were compared with experimental and numerical results from [22] and good agreement was found.

Afterwards, the study was extended for sheared inflow for the same foil configuration. Various sheared rates (\( K \)) were considered and an optimal shear rate of \( K = 0.75 \) was identified for the specific mass-spring-damper set up. Even though the increase in performance was relatively small it is important to stress that optimal behavior does not necessarily occur at uniform flow.

In the final part of this work, two-phase simulations are considered (air-water) and free surface is taken into account. Uniform and sheared inflow is considered for the same mass-spring-damper properties. It was found that when free surface is taken into account a significant deterioration of performance is evident. All the simulations, apart from \( K = 0.2 \), suggested an out of the "lock-in" region operation which had a direct impact on performance. It is noted here, however, that the mass-spring-damper system was calibrated in [13],[22] without taking into account the free surface. A redesign of the structural components of the system might be required when considering such energy harvesting devices operating near the water-air interface.
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Appendix A. Mesh Deformation using Radial Basis Functions

In this work, an RBF mesh deformation technique[48] is employed for the mesh to follow the airfoil motion. Radial Basis Functions (RBF) are used to interpolate the displacements of the inner mesh nodes based on the displacements of the wall nodes of the rigid body. The wall nodes displacement is known from a Rigid Body Dynamics solver and the goal is to deform the surrounding internal nodes in a smooth way.

The interpolated displacement is given in an analytical form:

\[ s(x) = \sum_{i=1}^{N} \alpha_i \phi(||x - x_s||) + p(x) \]  \hspace{1cm} (A.1)

In the above formula, \( s(x) \) is the displacement function for the internal node \( x \), \( \phi \) is the RBF function of choice and \( x_s \) are the wall nodes. In this general formula a polynomial term, \( p(x) \) is added resulting in full recovery not only translation but also rotation. As it can be observed the displacement of one internal node depends on the displacement of every wall node, \( x_s \). In the above summation a coefficient, \( \alpha_i \) serves as a weight for the extend in which each wall node affects the same internal node. Since the RBF in this sum acts upon a norm it is obvious that wall nodes closer to an internal node will affect its motion in a more significant way.

Crucial to the implementation of the RBF method is the calculation of the \( \alpha_i \) coefficients. A linear system is formed after requiring exact recovery of the wall nodes positions when implementing the interpolation scheme to the wall nodes:

\[ s(x_s) = X_{s_i} \]  \hspace{1cm} (A.2)

An extra requirement is needed when using a polynomial terms and that is:

\[ \sum_{i=1}^{N} \alpha_i q(x) = 0 \]  \hspace{1cm} (A.3)

Equation (A.3) applies for polynomials with degree less than or equal to the degree of the RBF used.

The linear system derived from the above requirements can be written as:

\[ X_{s_i} = C_{s_i} \alpha_x \]  \hspace{1cm} (A.4)
\[
X_{si} = \begin{bmatrix}
0 \\
0 \\
x_{si}
\end{bmatrix}, \quad x_{si} = \begin{bmatrix}
x_{s1} \\
. \\
. \\
x_{sN}
\end{bmatrix}, \quad a_x = \begin{bmatrix}
\gamma^x_0 \\
\gamma^x_x \\
\gamma^x_y \\
\gamma^x_z \\
\alpha^x_{s1} \\
. \\
. \\
\alpha^x_{sN}
\end{bmatrix}
\]

and

\[
C_{ss} = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 & \ldots & 1 \\
0 & 0 & 0 & x_{s1} & x_{s2} & \ldots & x_{sN} \\
0 & 0 & 0 & y_{s1} & y_{s2} & \ldots & y_{sN} \\
1 & x_{s1} & y_{s1} & \phi_{s1s1} & \phi_{s1s2} & \ldots & \phi_{s1sN} \\
. & . & . & . & . & \ldots & . \\
. & . & . & . & . & \ldots & . \\
. & . & . & . & . & \ldots & . \\
1 & x_{sN} & y_{sN} & \phi_{sNs1} & \phi_{sNs2} & \ldots & \phi_{sNsN}
\end{bmatrix}
\]

where \( \phi_{s_i s_j} = \phi(||x_{si} - x_{sj}||) \) and \( ||.|| \) is an appropriate norm of choice.

The matrix \( C_{ss} \) is the coupling matrix between the wall nodes, \( x_{si} \) and them self, meaning that the position of every wall node is derived from RBF interpolation from the position of every other wall node. The first three rows of \( C_{ss} \) constitute the polynomial part of the interpolation and the rest make up for the RBF part.

Having calculated the coefficients \( a_x \) and \( a_y \) we proceed to calculate the interpolation of the position of the internal mesh points, \( x_{ai} \). A coupling matrix is formed between each internal point and every wall node, \( x_i \).
The first three columns constitute the polynomial term and the rest refer to the RBF interpolation.

The new internal points position is then calculated with the RBF interpolation according to the following matrix multiplication:

\[
A_{as} = \begin{bmatrix}
1 & x_{a_1} & y_{a_1} & \phi_{a_1s_1} & \phi_{a_1s_2} & \cdots & \phi_{a_1s_N} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x_{a_N} & y_{a_N} & \phi_{a_Ns_1} & \phi_{a_Ns_2} & \cdots & \phi_{a_Ns_N}
\end{bmatrix}
\]

The new internal points position is then calculated with the RBF interpolation according to the following matrix multiplication:

\[
x_a = A_{as} a_x \quad (A.5)
\]
\[
y_a = A_{as} a_y \quad (A.6)
\]

or expressed in terms of \( C_{ss} \):

\[
x_a = A_{as} C_{ss}^{-1} X_s = H X_s \quad (A.7)
\]
\[
y_a = A_{as} C_{ss}^{-1} Y_s = H Y_s \quad (A.8)
\]

, where \( X_s \) is defined above and \( H = A_{as} C_{ss}^{-1} \).

Using the total coupling matrix , \( H \), the above expression can be written as :

\[
\begin{bmatrix}
x_a \\
y_a
\end{bmatrix} =
\begin{bmatrix}
H & 0 \\
0 & H
\end{bmatrix}
\begin{bmatrix}
X_s \\
Y_s
\end{bmatrix} \quad (A.9)
\]

In the general case where a polynomial term is used the matrix \( C_{ss} \) can be seen as a block matrix:

\[
C_{ss} = \begin{bmatrix}
0 & P \\
P^T & M
\end{bmatrix} \quad (A.10)
\]

, where \( P \) is the sub-array containing the polynomial part of the interpolation, \( P^T \) is the transpose of \( P \) and \( M \) is the RBF sub-array containing values of the RBF between different wall nodes.

Exploiting the zero sub-array that \( C_{ss} \) exhibits makes its inversion more straightforward. For reasons of further simplicity the coefficients \( a_x \) and \( a_y \) are decomposed to \( a_x^{\text{polynomial}} \) and \( a_x^{\text{RBF}} \) so that :
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\[ a_x = \begin{bmatrix} a_x^{\text{polynomial}} \\ a_x^{\text{RBF}} \end{bmatrix} \] (A.11)

The \( a_x^{\text{polynomial}} \) and \( a_x^{\text{RBF}} \) are calculated as follows, where the inverse of \( C_{ss} \) is found through its sub-arrays:

\[
a_x^{\text{polynomial}} = M_p P M^{-1} x_s \tag{A.12}
\]

\[
a_x^{\text{RBF}} = (M^{-1} - M^{-1} P^T M_p P M^{-1} ) x_s \tag{A.13}
\]

where \( M_p \) is the Schur complement of \( M \):

\[
M_p = (P M^{-1} P^T)^{-1} \tag{A.14}
\]

Using the above expressions we construct the total coupling matrix, \( H \) between the wall nodes and the internal nodes:

\[
M_p = (P M^{-1} P^T)^{-1} \tag{A.15}
\]

\[
H = A_{ss} \begin{bmatrix} M_p P M^{-1} \\ M^{-1} - M^{-1} P^T M_p P M^{-1} \end{bmatrix} \tag{A.16}
\]

As mentioned earlier, one of the advantages of RBF interpolation is that it can be easily implemented in every time step by simple matrix multiplications involving the matrix \( H \). \( H \) in his turn is calculated and stored before the simulation starts and thus is always ready for use and no complicated calculations need to take place after that. There exist several Radial Basis Functions to be used for the multi-parameter interpolation described above. A common categorization of RBF divides them into functions with compact support and global support. In this work Wedland’s \( C^2 \) function is employed as seen in Equation A.17

\[
\phi(\xi) = (1 - \xi)^4(4\xi + 1) \tag{A.17}
\]

where \( \xi = \frac{x}{r} \) where \( r \) is the support radius of our choice.
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