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Abstract—Identification of latent binary sequences from a pool of noisy observations has a wide range of applications in both statistical learning and population genetics. Each observed sequence is the result of passing one of the latent mother-sequences through a binary symmetric channel, which makes this configuration analogous to a special case of Bernoulli Mixture Models. This paper aims to attain an asymptotically tight upper-bound on the error of Maximum Likelihood mixture identification in such problems. The obtained results demonstrate fundamental guarantees on the inference accuracy of the optimal estimator. To this end, we set out to find the closest pair of discrete distributions with respect to the Chernoff Information measure. We provide a novel technique to lower bound the Chernoff Information in an efficient way. We also show that a drastic phase transition occurs at noise level 0.25. Our findings reveal that the identification problem becomes much harder as the noise probability exceeds this threshold.

I. INTRODUCTION

Identification of latent parameters of Bernoulli Mixture Models (BMM) has many applications in Statistical Learning and Bioinformatics. In Bioinformatics, next-generation sequencing technologies provide noisy observations of a vast number of sequences and the target is to find the unobserved and latent source sequences [1], [2]. In this paper, we aim at obtaining information theoretic bounds on reliable identification of such sources.

Learning parameters of a BMM is not always feasible as there exist district source parameters providing the same output model. The problem is known as identification of BMMs in our worse-case analysis. First, we obtain asymptotically tight upper-bounds on the error of ML estimator. Second, we provide a systematic procedure which can be used to efficiently bound the Chernoff Information (CI) measure. Even though CI is not analytically computable, the interesting structure of the distribution space leads to analytical closed forms for the minimum CI distance in special regimes of the parameters, and near-optimal bounds for the other cases. Finally, we demonstrate an astonishing phase transition in our worst-case analysis: the closest pairs of sources that attain our bounds asymptotically have different characteristics depending on the noise rate. The threshold for the noise level is derived analytically which is %25. In Fig. 1, the upper bounds on ML are drawn for different values of noise levels. As it can be seen, the two bounds cross at 0.25 revealing different worst-case scenarios for the two regimes.

Our findings can also be useful for Information Geometry research, as there have been various attempts to analyze the CI in parametric distribution spaces with wide applications ranging from signal processing to machine learning [7].

The paper is organized as follows. In Section II the problem formulation is presented. In Section III our main results are presented. We provide the proof ideas of our main results in Section IV. Finally, in Section V we conclude the paper.

II. PROBLEM FORMULATION

We consider a source having $k$ symbols where the frequency of the $i$th symbol is denoted by $p_i$. Furthermore, we assume symbols are distinct binary vectors of length $L$. The $i$th symbol is denoted by $Z_i$. The source is observed through a symmetric memory less noisy channel, where we have access to $m$ i.i.d observations of the source from the channel. In particular, at time $1 \leq j \leq m$, the source outputs the symbol $Y_j$ based
on the frequencies of the symbols and we observe $\mathcal{M}_j$ where 
\[ \mathcal{P}(\mathcal{M}_j \mid Y_j) = \prod_{j=1}^{L} p(\mathcal{M}_j(l) \mid Y_j(l)), \]
and $p$ is defined as 
\[ p(x \mid y) = \begin{cases} 1 - f & x = y \\ f & x \neq y. \end{cases} \]

The flip probability $f$ is known. We are interested in learning the source symbols and their frequencies.

Given a fixed number $N$, we assume all the frequencies are integer multiples of $\frac{1}{N}$. In this way, the frequency of $Z_i$ can be expressed as $\frac{\alpha_i}{N}$ where $\alpha_i \in \mathbb{N}$. Regarding this assumption, the source can be equivalently represented as an $N \times L$ matrix $\mathcal{X}^*$, where each row corresponds to one source symbol, and symbol $Z_i$ is replicated $\alpha_i$ times. The distribution of the source can be expressed as $P_{\mathcal{X}^*}$.

Let $\mathcal{M} = \{ \mathcal{M}_i \}_{i=1}^{m}$ be the set of observed sequences. To infer $\mathcal{X}^*$ from noisy data, Maximum Likelihood (ML) estimator picks matrix $\mathcal{X}$, which gives the highest probability $P(\mathcal{M} \mid \mathcal{X})$. We illustrate the space of $N \times L$ binary matrices by $\{0, 1\}^{NL}$. The region of observations where ML estimator makes the right decision can be represented by 
\[ \mathcal{A}_m = \{ \mathcal{M} \mid P(\mathcal{M} \mid \mathcal{X}^*) > P(\mathcal{M} \mid \mathcal{X}); \forall \mathcal{X} \neq \mathcal{X}^* \in \{0, 1\}^{NL} \}. \]

Given matrices $X_1, X_2$, we say $X_1$ is equal to $X_2$ and write $X_1 = X_2$, if rows of $X_1$ are a permutation of rows of $X_2$. Our analysis is independent of the order of rows, since re-permuting the rows in a matrix $\mathcal{X}$ does not change the distribution $P_{\mathcal{X}}$. Throughout the paper, we don’t distinguish between matrices with same multiset of rows and different orders.

Note that $\Pr(A_m^c)$ is ML’s probability of error. Our goal is to find the best exponent of error probability, defined as 
\[ D_{\mathcal{X}^*} = - \lim_{m \to \infty} \frac{1}{m} \log(P(A_m^c)). \]

We are interested in answering the following fundamental question: For a matrix $\mathcal{X} \neq \mathcal{X}^*$, what is the probability that $\mathcal{X}$ obtains a higher likelihood than $\mathcal{X}^*$?

In the hypothesis testing problem, we want to decide between two candidate distributions $P_1$ and $P_2$, based on observed sample vector $\{x_i\}_{i=1}^m$. Let $P_1^m, P_2^m$ be the joint distributions of $m$ samples independently driven from $P_1$ and $P_2$ respectively. From Neyman-Pearson lemma [8], the optimal test has the rejection region $B_m = \{ \frac{P_1^m(x)}{P_2^m(x)} \geq T \}$, for any constant $T$. Furthermore, for a fixed $T$, we have 
\[ -\frac{1}{m} \lim_{m \to \infty} \log P_1^m(B_m) = -\frac{1}{m} \lim_{m \to \infty} \log P_2^m(B_m) = C(P_1, P_2), \]

where $C$ is the Chernoff information between $P_1$ and $P_2$, defined by 
\[ C(P_1, P_2) = -\min_{0 \leq \lambda \leq 1} \log \left( \sum_x P_1^*(x) P_2^{-\lambda}(x) \right). \]

For desired matrix $\mathcal{X}$, let us define 
\[ G_m(\mathcal{X}) = \{ \mathcal{M} \mid \Pr(\mathcal{M} \mid \mathcal{X}) \geq \Pr(\mathcal{M} \mid \mathcal{X}^*) \}. \]

Hence, 
\[ \max_{\mathcal{X} \neq \mathcal{X}^*} P(G_m(\mathcal{X})) \leq P(A_m^c) = P( \bigcup_{\mathcal{X} \neq \mathcal{X}^*} G_m(\mathcal{X}) ) \]
\[ \leq \sum_{\mathcal{X} \neq \mathcal{X}^*} P(G_m(\mathcal{X})) \leq 2^{NL} \max_{\mathcal{X} \neq \mathcal{X}^*} P(G_m(\mathcal{X})), \]

which yields 
\[ \frac{1}{m} \log\left( \max_{\mathcal{X} \neq \mathcal{X}^*} P(G_m(\mathcal{X})) \right) \leq \frac{\log(P(A_m^c))}{m} \leq \frac{NL}{m} + \frac{1}{m} \log\left( \max_{\mathcal{X} \neq \mathcal{X}^*} P(G_m(\mathcal{X})) \right). \]

Thus, 
\[ D_{\mathcal{X}^*} = - \lim_{m \to \infty} \frac{1}{m} \log(P(A_m^c)) \]
\[ = - \lim_{m \to \infty} \frac{1}{m} \log \left( \max_{\mathcal{X} \neq \mathcal{X}^*} P(G_m(\mathcal{X})) \right) \]
\[ = \min_{\mathcal{X} \neq \mathcal{X}^*} C(P_\mathcal{X}, P_{\mathcal{X}^*}). \]

We are interested in finding the worst $\mathcal{X}^*$, where ML obtains its highest error asymptotically. Hence, if we define 
\[ D_{\text{worst}} = \min_{\mathcal{X}^*} D_{\mathcal{X}^*} = \min_{\mathcal{X}^* \in \{0, 1\}^{NL}, \mathcal{X} \neq \mathcal{X}^*} C(P_\mathcal{X}, P_{\mathcal{X}^*}), \]
\[ C^*(N, L) = \min_{\mathcal{X} \neq \mathcal{X}^*} C(P_{\mathcal{X}^1}, P_{\mathcal{X}^2}), \]

we have $D_{\text{worst}} = C^*(N, L)$. This implies that in order to find the worst possible exponent of error with respect to ML, we need to find the closest pair of distributions in the set $\{ P_X \mid X \in \{0, 1\}^{NL} \}$ with regards to the measure of CI. Hence, we aim to solve the minimization problem of (1).

### III. MAIN RESULTS

Our main result is stated in the following theorem.

**Theorem 1.** For $C^*(N, L)$ defined in equation (1), we have

1. For $f < \frac{1}{4}$ and odd $N$, 
   \[ C^*(N, L) = -\log(\sqrt{1 - \eta_2^2}), \quad \eta_2 = \frac{1 - 2f}{N}. \]

2. For $f \leq \frac{1}{4}$ and even $N$, 
   \[ -\log(\sqrt{1 - \eta_2^2}) \leq C^*(N, L) \leq -\log(\frac{1}{N} + \frac{N - 1}{N} \sqrt{1 - \eta_2^2}), \]

3. Define $\mathcal{L} = \min(\log\lceil N \rceil + 1)$. Furthermore, define non-negative integers $k$ and $R$, where $k = 2n + 1$, and $N = 2^{\mathcal{L}} - k + R$, $\mathcal{L} < 2\mathcal{L}$. Let 
   \[ \epsilon_{\mathcal{L}, N} = \frac{[2(1 - 2f)]^{\mathcal{L}}}{2N}. \]

Then, for $f > \frac{1}{4}$, we have 
\[ -\log(\sqrt{1 - \epsilon_{\mathcal{L}, N}^2}) \leq C^*(N, L) \]
\[ \leq -\log(\frac{(N - R)^2}{N^2} - \epsilon_{\mathcal{L}, N}^2 + \frac{R}{N^2}). \]
The bounds represented in section 3 of Theorem 1 are tight in two regimes, which are summarized in Corollary 2.

**Corollary 2.** In the last section of Theorem 1, equality holds (R gets zero), iff one of the following conditions is satisfied.

1. \( N \) is a power of 2, and \( N \leq 2^{k-1} \).
2. \( N = 2^{k-1}(2n + 1) \) for positive integer \( n \).

In Fig. 2, the closest pair of sources is illustrated with respect to their frequencies in two tight cases regarding \( N = 2n + 1 \) for \( f \leq \frac{1}{2} \), and \( N = 2^{k-1}(2n + 1) \) for \( f > \frac{1}{2} \). Surprisingly, there exists a phase transition in the source structure when the noise level exceeds \( \%25 \).

Let \( U_{\text{even}} \) and \( U_{\text{odd}} \) be the sets consisting of the sequences with length \( L \), which have even and odd number of ones, respectively. For noise probability less than \( \%25 \), the closest pair is expressed by sources which have two types of sequences with Hamming distance one, and frequencies \( \frac{1}{2} - \frac{f}{N} \) and \( \frac{1}{2} + \frac{f}{N} \). However, when the noise probability exceeds \( \%25 \), a deformation happens in the space of distributions corresponding to the sources, such that the closest pair increasingly alters to a totally different case; The two closest sources have all sequences of length \( L \), with \( \frac{1}{2} \) discrepancy between frequencies of sequences in \( U_{\text{even}} \) versus \( U_{\text{odd}} \). It’s worth to mention the astounding phase transition in the speed of CI regarding the closest pair, when noise probability exceeds the threshold. The order of reduction changes from linear decrease, to polynomial decrease with degree \( L \).

**IV. PROOF IDEAS**

In this paper, we sketch the proof of Theorem 1 by presenting the main ideas and results. We only consider the cases where our bounds are tight. In particular, we only focus on the first part of Theorem 1 and the second part of Corollary 2. The reader can find the complete proofs of the extracted lemmas and theorems among the proof of other cases of Theorem 1 in the full version of the paper [9].

The main idea behind the proof is to provide a method of lower bounding on the CI, such that CI between every unequal pair of matrices \( X_1, X_2 \) can be lower bounded by a simple value \( \tau \) as

\[
\tau \leq C(P_{X_1}, P_{X_2}).
\]

Our lower bounding technique achieves at \( \tau \) by performing \( L \) iterations of column reduction on \( X_1 \) and \( X_2 \). At the first step, we transform \( X_1, X_2 \) to \( X_1', X_2' \) with \( L-1 \) columns, such that

\[
C(P_{X_1}, P_{X_2}) \leq C(P_{X_1'}, P_{X_2'}).
\]

Continuing iteratively, we reach to one-dimensional BMMs, where we can lower bound the CI quite easily. Surprisingly, we can find specific pairs of matrices \( (X_1', X_2') \), such that column reductions do not incur any loss in terms of CI. This means that \( C(X_1', X_2') \) is the lower bound on any \( C(X_1, X_2) \). It is worth mentioning that \( X_1' \) and \( X_2' \) are functions of \( f \) which we elaborate on next.

**A. Definitions**

The idea behind the definition of column reduction is based on the concept of critical columns. Given matrices \( X_1 \neq X_2 \) with \( L' \) columns, the pair of \( \ell \)th columns in \( X_1 \) and \( X_2 \) is critical, if by eliminating them, matrices become equal. Moreover, we call \( (X_1, X_2) \) a critical pair, if for each \( 1 \leq \ell \leq L' \), the \( \ell \)th pair of columns in \( X_1 \) and \( X_2 \) is critical.

For a desired \( N \times L' \) matrix \( X \), let us consider \( f \) as a specific flip rate corresponding to the \( \ell \)th column. Hence, the distribution \( P_X \) has the flip probability \( f \) with respect to the \( \ell \)th entry of each row in \( X \). By assumption, in the beginning of the reduction process, all columns have flip probability \( f \). However, as we will see, the reductions can change the flip probabilities.

**Definition 3.** For each \( L' \leq L \) and \( 1 \leq i < j \leq L' \), define the map \( \phi_{f, i, j}^{L'} : \{0, 1\}^{N L'} \rightarrow \{0, 1\}^{N(L'-1)} \), such that for an \( N \times L' \) matrix \( X \), \( \phi_{f, i, j}^{L'}(X) \) is obtained by removing the \( i \)th and \( j \)th columns \( X'_{(i)} \), \( X'_{(j)} \) and replacing \( X(i) \oplus X(j) \) as a new column, with a flip probability defined as

\[
f_{\text{new}} = f_i(1-f_j) + (1-f_i)f_j.
\]

Furthermore, define \( g(f) = 1 - 2f \). Equation (2) implies

\[
g(f_{\text{new}}) = g(f_i)g(f_j).
\]

For any column \( \ell \) with flip rate \( f_\ell \), \( g(f_\ell) \in [0, 1] \) is a measure of the \( \ell \)th column’s informativeness. From equation (3), we obtain \( g(f_{\text{new}}) \leq g(f_i) \) and \( g(f_{\text{new}}) \leq g(f_j) \), which means that merging two columns by \( \phi \) decreases their informativeness.

**Definition 4.** Given matrices \( X_1, X_2 \), define \( \delta(X_1), \delta(X_2) \) to be the matrices obtained by iteratively removing two equal rows from both \( X_1 \) and \( X_2 \). Two rows are equal if their corresponding entries are equal. Hence, \( \delta(X_1) \) and \( \delta(X_2) \) don’t share any equal rows. Define \( S_1, S_2 \) as the set of indices corresponding to the removed rows from \( X_1, X_2 \) respectively. For a non-negative integer \( t \), the pair \( (X_1, X_2) \) has \( t \) degrees of regularity, if rows in each of \( \delta(X_1) \) and \( \delta(X_2) \) can be partitioned into a set of clusters, where each cluster has exactly \( 2^t \) elements, and all of the rows in each cluster are equal to one another. Since rows in any matrix can be partitioned into clusters of size \( 2^0 = 1 \), the degree of regularity for any pair of matrices is at least zero.

**B. Column Reductions**

**Lemma 5** (Column Elimination). Omitting a non-critical pair of columns from \( X_1 \) and \( X_2 \) results in an unequal pair \( (X'_1, X'_2) \), where

\[
C(P_{X'_1}, P_{X'_2}) \leq C(P_{X_1}, P_{X_2}).
\]

The equality holds if the eliminated columns are identical, having either all zero or all one entries. Note that by the definition, every pair of non-critical matrices \( X_1, X_2 \) has at least one non-critical pair of columns.

**Lemma 6** (Column Merging). Given a critical pair of \( N \times L' \) matrices \( (X_1, X_2) \), for every \( 1 \leq i < j \leq L' \),...
L' \leq L \quad (\phi_{L'}^f (X_1), \phi_{L'}^f (X_2)) \text{ is also a critical pair. Furthermore, if } (X_1, X_2) \text{ has at least } t \text{ degrees of regularity, then } (\phi_{L'}^f (X_1), \phi_{L'}^f (X_2)) \text{ has at least } t + 1 \text{ degrees of regularity, and we have }
\mathcal{C}(P_{\phi_{L'}^f (X_1)}) \cdot P_{\phi_{L'}^f (X_2)} \leq \mathcal{C}(P_{X_1} \cdot P_{X_2}). \quad (5)

Merging reduction does not change sets $S_1$ and $S_2$ designated in Definition 4. Moreover, a sufficient condition for equality to hold is that there exists a permutation $\pi$ on rows of $X_2$ and a partitioning of $\{1, \ldots, N\}$ into pairs, such that:
1) For each pair $(s, r) \in \mathcal{R}$ and every $k \neq i, j$,
$$X_i(s, k) = X_1(r, k) = X_2(\pi(r), k) = X_2(\pi(r), k).$$
2) For each pair $(s, r) \in \mathcal{R}$,
$$X_i(s, i) \neq X_1(r, i), X_2(\pi(s), i) \neq X_2(\pi(r), i),$$
$$X_i(s, j) \neq X_1(r, j), X_2(\pi(s), j) \neq X_2(\pi(r), j).$$

Note that both of our reductions preserve the inequality assumption on the matrices.

C. Proof Sketch

For an unequal pair $(X_1, X_2)$, we apply reduction by eliminating non-critical pairs of columns, until we arrive at a critical pair. Suppose $\alpha$ columns are eliminated in this phase, and the remaining columns are $\{\ell_1, \ldots, \ell_{N-\alpha}\}$. Note that $\alpha(X_1, X_2)$ is a function of $X_1$ and $X_2$. Now we apply reduction by merging two columns in each step. At the end, $L = 1$, and we have two unequal one-dimensional BMMs, where clusters are represented by our one-dimensional matrices $X_1^{br}$ and $X_2^{br}$, with flip rate $f_{br}$. Hence, for $b \in \{0, 1\}$ we have
$$P(b \mid X_u^{br}) = \frac{\sum_{i=1}^{N} \chi_{u,i}^{br}(1 - f_{br}) \chi_{u,i+1}^{br}}{N}, \quad u \in \{1, 2\}, \quad (6)$$
where $\chi_{u,i}^{br}$ is the $i$th element of $X_u^{br}$. Thus, $P(b \mid X_1^{br})$ and $P(b \mid X_2^{br})$ are Bernoulli distributions, with parameters denoted by $p_{br,1}$ and $p_{br,2}$. Furthermore, equation (3) reveals
$$g(f_{br}) = \prod_{i=1}^{L-\alpha} \{1 - 2f_{br}\}^{L-\alpha}. \quad (7)$$

Note that $f_{br} = \frac{1 - g(f_{br})}{2}$. Therefore, according to the definition of $\phi$, we conclude that the resulted matrices and flip rates are independent of the order of merging. Note that we have merged $L - \alpha$ columns into one column. Hence, by Lemma 7, and the pair $(X_1^{br}, X_2^{br})$ has $L - \alpha - 1$ degrees of regularity. According to equation (6), this implies that there exist non-negative integers $a_1, a_2, c_1, c_2$, such that for $u \in \{1, 2\}$,
$$p_{br,u} = P(b \mid X_u^{br}) = \frac{\sum_{i \in S_u} \chi_{u,i}^{br} \chi_{u,i+1}^{br}}{N} + \sum_{i \in S_u} \chi_{u,i}^{br} (1 - f_{br}) \chi_{u,i+1}^{br} + C.$$

Regarding inequality (7) we obtain
$$|p_{br,1} - p_{br,2}| \geq \frac{\alpha |2 - 2f_{br}|}{N} = \frac{2^{L-\alpha} g(f_{br})}{N}. \quad (8)$$

The above inequality reveals a lower bound on $L_1$ distance of Bernoulli's $P(b \mid X_1^{br})$ and $P(b \mid X_2^{br})$, which is a function of the number of elimination and merging reductions applied to $(X_1, X_2)$. The following lemma finds the minimum CI between two Bernoulli random variables, given that their $L_1$ distance is lower bounded by $2\epsilon$.

Lemma 7. Given a pair of Bernoulli distributions with probabilities $p$ and $q$, define $C_{br}(p, q)$ to be the CI between them. Suppose we have $|p - q| \geq \epsilon$. Then,
$$C_{br}(p, q) \geq C_{br}(1 - \epsilon, 1 + \epsilon) = -\log(\sqrt{1 - \epsilon^2}). \quad (9)$$

Combining equation (8) with Lemma 7 and regarding the fact that reductions do not increase CI, we obtain a lower bound on CI as
$$LB(X_1, X_2) = C_{br}(1 - \frac{\phi}{2}, 1 + \frac{\phi}{2}) = -\log(\sqrt{1 - \phi^2}), \quad (10)$$
where $\phi = \frac{1 - g(f_{br})}{2}$. Therefore, according to the definition of $\phi$, we conclude that the resulted matrices and flip rates are independent of the order of merging. Note that we have merged $L - \alpha$ columns into one column. Hence, by Lemma 7, the pair $(X_1^{br}, X_2^{br})$ has $L - \alpha - 1$ degrees of regularity. According to equation (6), this implies that there exist non-negative integers $a_1, a_2, c_1, c_2$, such that for $u \in \{1, 2\}$,
$$p_{br,u} = P(b \mid X_u^{br}) = \frac{\sum_{i \in S_u} \chi_{u,i}^{br} \chi_{u,i+1}^{br}}{N} + \sum_{i \in S_u} \chi_{u,i}^{br} (1 - f_{br}) \chi_{u,i+1}^{br} + C.$$
Lemma 10. In all of the reduction steps is that there exist integers \( n + 1 \) which leads to \( L - \alpha = L - 1 \). Therefore, 
\[
\tau_1 = \min_{X_1 \neq X_2} \mathcal{L}B(X_1, X_2) = -\log\left(1 - \eta\right) = 1 - 2f \land N.
\]
For every \( X_1 \neq X_2 \), \( \mathcal{C}(P_{X_1}, P_{X_2}) \) is lower bounded by \( \tau_1 \).

Equation \( \alpha = L - 1 \) points out that the pair \( X_1^*, X_2^* \) which minimizes \( \mathcal{L}B \) should have \( L - 1 \) non-critical columns, eliminated one by one iteratively. On the other hand, to illustrate the tightness of \( \tau_1 \), we should define \( X_1^{*,*}, X_2^{*,*} \) in such a way that \( \mathcal{C}(P_{X_1^{*,*}}, P_{X_2^{*,*}}) \) meets the lower bound \( \tau_1 \).

Lemma 9. \((X_1, X_2)\) is a critical pair if and only if there exists a number \( n^* \), such that rows of one of \( \delta(X_1) \) or \( \delta(X_2) \) consist of \( n^* \) replicas of each sequence in \( U_{even} \) while rows of the other one consist of \( n^* \) replicas of each sequence in \( U_{odd} \). Furthermore, if we apply merging reductions on \( \{X_1, X_2\} \), a sufficient condition on \( X_1, X_2 \) to incur no information loss in all of the reduction steps is that there exist integers \( n_1 \) and \( n_2 \), such that rows of \( X_1 \) consist of \( n_1 \) replicas of each sequence in \( U_{even} \) and \( n_2 \) replicas of each sequence in \( U_{odd} \), while rows of \( X_2 \) consist of \( n_2 \) replicas of each sequence in \( U_{even} \) and \( n_3 \) replicas of each sequence in \( U_{odd} \).

Lemma 10. Suppose \( N = 2^{L - 1}(2n + 1) \), for a non-negative integer \( n \). Define matrix \( X_1^* \) to have \( n \) replicas of each sequence in \( U_{even} \) and \( n + 1 \) replicas of each sequence in \( U_{odd} \) as its rows. Similarly, define \( X_2^* \) to have \( n + 1 \) replicas of each sequence in \( U_{even} \) and \( n \) replicas of each sequence in \( U_{odd} \). Then, \( \mathcal{C}(P_{X_1^*}, P_{X_2^*}) \) meets the lower bound \( \tau_2 \).

D. Generalized Theorem

We generalize our result to the case where we have a vector of parameters \( F = \{f_1\}^L \), that the \( \ell \)th entry of each source symbol is flipped with probability \( f_\ell \). Hence, the \( \ell \)th column of \( X^* \) has flip probability \( f_\ell \). Similarly, define \( \mathcal{C}^*(N, L, F) = \min_{X_1 \neq X_2} \mathcal{C}(P_{X_1}, P_{X_2}) \).

Theorem 11. Regarding above notations, let \( \gamma = \left\lfloor \frac{1}{f_\ell} \right\rfloor \). Define \( K = \min(\gamma, [\log N] + 1) \). In addition, define non-negative integers \( k, R \), where \( k = 2n + 1, \)
\[
N = 2^{K - 1}k + R, \quad R < 2^K.
\]

Furthermore, let \( \{f_\lambda\}^K_{\lambda=1} \) be the \( K \) largest flip rates. Let,
\[
\epsilon_K = 2^K - \prod_{\lambda=1}^{K} (1 - 2f_\lambda).
\]

Then, we have
\[
-\log \left( \frac{1}{2(1 - \epsilon_K)} \right) \leq \mathcal{C}^*(N, L, F) \leq -\log \left( \frac{N - R}{N} \right)^2 - \epsilon_K + \frac{R}{N}.
\]

Corollary 12. In the previous theorem, equality occurs iff one of the conditions below takes place.
1) \( N \) is a power of 2 and \( N \leq 2^{K - 1} \).
2) \( N = 2^{K - 1}(2n + 1) \) for positive integer \( n \).

V. CONCLUSION

We have obtained an asymptotically tight upper bound for the ML estimator in Binary Mixture Identification. Our findings shows an amazing phase transition in the discrete space of distributions. When the noise level exceeds 0.25, a severe reduction in the minimum CI distance is observed. We proposed a systematic procedure to tightly bound the CI, which might be useful for bounding CI in other desired spaces and probably extendable to continuous spaces. Addressing the worst-case scenario, it would be of great interest to attain bounds for any pair of sources based on our methodologies.

APPENDIX

Lemma 13. For positive real numbers \( a, b, c, d \) and for any \( 0 \leq \lambda \leq 1 \), we have:
\[
ad^{1 - \lambda} + c d^{1 - \lambda} \leq (a + c)^\lambda (b + d)^{1 - \lambda}
\]

Proof. From the convexity of log function, for any \( 0 \leq \lambda \leq 1 \), we have
\[
\lambda \log x + (1 - \lambda) \log y \leq \log(\lambda x + (1 - \lambda)y).
\]
This implies
\[
x^\lambda y^{1 - \lambda} \leq \lambda x + (1 - \lambda)y.
\]
Setting \( x = \frac{a}{a + c} \) and \( y = \frac{b}{b + d} \) yields
\[
\left( \frac{a}{a + c} \right)^\lambda (\frac{b}{b + d})^{1 - \lambda} \leq (\lambda \frac{a}{a + c} + (1 - \lambda)(\frac{b}{b + d})
\]
Similarly, setting \( x = \frac{a}{a + c} \) and \( y = \frac{b}{b + d} \) yields
\[
\left( \frac{a}{a + c} \right)^\lambda \left( \frac{d}{b + d} \right)^{1 - \lambda} \leq (\lambda \frac{c}{a + c} + (1 - \lambda)(\frac{d}{b + d})
\]
Adding the two inequalities gives the desired inequality.

**Definition 14 (Match quadruple).** Given matrices $X_1$ and $X_2$, rows $s_1, r_1$ from $\delta(X_1)$ and $s_2, r_2$ from $\delta(X_2)$ are called an $(i,j)$-match quadruple, if

$$
\delta(X_1)(s_1, i) = \delta(X_2)(s_2, i), \delta(X_1)(s_1, j) \neq \delta(X_2)(s_2, j),
\delta(X_1)(r_1, i) = \delta(X_2)(r_2, i), \delta(X_1)(r_1, j) \neq \delta(X_2)(r_2, j),
\delta(X_1)(s_1, j) = \delta(X_2)(r_2, j), \delta(X_1)(s_1, i) \neq \delta(X_2)(r_2, i),
\delta(X_1)(s_2, j) = \delta(X_2)(r_1, j), \delta(X_1)(s_2, i) \neq \delta(X_2)(r_1, i).
$$

For each column $k \neq i, j$:

$$
\delta(X_1)(s_1, k) = \delta(X_2)(s_2, k) = \delta(X_1)(r_1, k) = \delta(X_2)(r_2, k).
$$

**Definition 15.** Let $\alpha = (\alpha_1, \ldots, \alpha_L)$. For matrices $X_1$ and $X_2$ define

$$
f_\alpha(X_1, X_2) = \sum_{\alpha \in \{0,1\}^L} P_{X_1}(\alpha)^a P_{X_2}(\alpha)^a \lambda^{-\lambda},
$$

for which we have

$$
C(P_{X_1}, P_{X_2}) = -\min_{\lambda \in [0,1]} \log(f_\alpha(X_1, X_2)). \tag{11}
$$

**Proof of Lemma 5** Suppose that we arrive at matrices $X'_1, X'_2$ by removing the $i$th columns from $X_1, X_2$. Let $\tilde{\alpha} = (\alpha_1, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_N)$ be the $n - 1$ dimensional vector obtained by removing $\alpha_i$ from vector $\alpha$. For each $1 \leq \lambda \leq 1$,

$$
f_\alpha(X_1, X_2) = \sum_{\alpha \in \{0,1\}^{l-1}} \sum_{\alpha \in \{0,1\}} P_{X_1}(\alpha)^a P_{X_2}(\alpha)^a \lambda^{-\lambda} \leq
\sum_{\alpha \in \{0,1\}^{l-1}} [P_{X_1}(\tilde{\alpha}, 0) + P_{X_1}(\tilde{\alpha}, 1)]^a [P_{X_2}(\tilde{\alpha}, 0) + P_{X_2}(\tilde{\alpha}, 1)]^a \lambda^{-\lambda}
= \sum_{\alpha \in \{0,1\}^{l-1}} [P_{X_1}(\tilde{\alpha})]^a [P_{X_2}(\tilde{\alpha})]^a \lambda^{-\lambda}
= f_\alpha(X'_1, X'_2). \tag{12}
$$

where inequality $(a)$ follows from Lemma 13. Combining the above inequality with equation $(11)$, inequality $(b)$ is proved. For the equality to happen, we need all the inequalities in $(a)$ to become equality. This can be achieved if

$$
P_{X_1}(\tilde{\alpha}, 0) = P_{X_1}(\tilde{\alpha}, 0), P_{X_2}(\tilde{\alpha}, 1) = P_{X_2}(\tilde{\alpha}, 1),
$$

for all $\alpha \in \{0,1\}^{l-1}$. It can be readily shown that the condition will be met if the removed columns are identical and have either all zero or all one entries. By this, the proof is accomplished.

**Lemma 16.** For a critical pair $(X_1, X_2)$, for given $1 \leq i < j \leq L$, there exist a disjoint partition $T$ of rows in $\delta(X_1)$ and $\delta(X_2)$ into $(i,j)$-match quadruples.

**Proof.** According to the definition of critical pairs, for each $1 \leq i \leq L$, removing the $i$th columns from both of $\delta(X_1), \delta(X_2)$ gives matrices $\delta'(X_1) = \delta'(X_2)$. We refer to the permutation which maps the rows in $\delta'(X_1)$ to rows in $\delta'(X_2)$ as $\Pi_{i,j}$. For fixed $1 \leq i \leq j \leq L$, given a desired row $s_1$ in $\delta(X_1)$, define

$$s_2 = \Pi_{i,j}(s_1), r_2 = \Pi_{i,j}(s_1), r_1 = (\Pi_{i,j})^{-1}(r_2).
$$

By definition, $\delta(X_1), \delta(X_2)$ does not have any common row. Thus,

$$
\delta(X_2)(s_2, i) = \delta(X_1)(s_1, i), \delta(X_2)(s_2, j) = \delta(X_1)(s_1, j), \delta(X_2)(r_2, i) = \delta(X_1)(r_1, i), \delta(X_2)(r_2, j) = \delta(X_1)(r_1, j), \tag{13}
$$

$$\forall k \neq i, j : \delta(X_2)(s_2, k) = \delta(X_1)(s_1, k) = \delta(X_2)(r_2, k) = \delta(X_1)(r_1, k), \tag{14}
$$

From equation $(13)$, we obtain $\Pi_{i,j}(s_2) = r_1$. Hence, we can divide rows in $\delta(X_1), \delta(X_2)$ into quadruples, such that for each quadruple consisting of rows $s_1, r_1$ in $\delta(X_1)$, and $s_2, r_2$ in $\delta(X_2)$, we have

$$\Pi_{i,j}(s_1) = r_1, \Pi_{i,j}(s_1) = r_2, \Pi_{i,j}(s_2) = r_2, \Pi_{i,j}(s_2) = r_1. \tag{15}
$$

This property, combined with equations $(13)$ and $(14)$, directly yield to equations in Defintion 14 regarding $(i,j)$-match quadruples, which completes the proof of Lemma 16.

**Proof of Lemma 6** Let $\tilde{\alpha} = (\alpha_1, \ldots, \alpha_i', \ldots, \alpha_j', \ldots, \alpha_N)$ be the $n - 2$ dimensional vector obtained by removing $\alpha_i, \alpha_j$ from vector $\alpha$. We have

$$f_\alpha(X_1, X_2) = \sum_{\alpha \in \{0,1\}^{l-2}} \sum_{\alpha \in \{0,1\}^{l-2}} P_{X_1}(\alpha)^a P_{X_2}(\alpha)^a \lambda^{-\lambda}
\leq \sum_{\alpha \in \{0,1\}^{l-2}} \sum_{\alpha \in \{0,1\}^{l-2}} [P_{X_1}(\tilde{\alpha}, 0) + P_{X_1}(\tilde{\alpha}, 1)]^a [P_{X_2}(\tilde{\alpha}, 0) + P_{X_2}(\tilde{\alpha}, 1)]^a \lambda^{-\lambda}
= \sum_{\alpha \in \{0,1\}^{l-2}} [P_{\tilde{\alpha}}(\tilde{\alpha})]^a \lambda^{-\lambda}
= f_\alpha(X'_1, X'_2),
$$

where $(b)$ follows from Lemma 13. Combining the above inequality with equation $(11)$ yields to inequality $(5)$.

It can be readily checked that if the equality assumption of Lemma 6 is satisfied, then for $L$ dimensional vectors $\alpha$ and $\alpha'$, which have equal entries in each index $k \neq i, j$, and also $\alpha_i \oplus \alpha_j = \alpha_i' \oplus \alpha_j'$, we have

$$P_{X_\alpha}(\alpha) = P_{X_{\alpha'}}(\alpha'), u \in \{1, 2\}.
$$

This satisfies the equality condition of all the inequalities applied in $(b)$, and leads to an equality case of Lemma 6 as desired.

We index the new column obtained from merging columns $i, j$ by $\ell_{i,j}$. According to Lemma 16, we can partition rows of $\delta(X_1)$ and $\delta(X_2)$ into $(i,j)$-match quadruples. Consider a quadruple consisting of rows $s_1, r_1$ from $\delta(X_1)$ and $s_2, r_2$ from
\[ \delta(X_2). \] If we name \( \phi_{i,j}^L(\delta(X_1)) \) as \( D_1 \) and \( \phi_{i,j}^L(\delta(X_2)) \) as \( D_2 \), by the properties of match quadruples, for each column \( k \neq \ell_{\text{new}} \):

\[ D_1(s_1, k) = D_1(r_1,k) = D_2(s_2,k) = D_2(r_2,k). \quad (16) \]

In addition,

\[ \left(D_1(s_1, \ell_{\text{new}}) = D_1(r_1, \ell_{\text{new}}) \right) \neq \left(D_2(s_2, \ell_{\text{new}}) = D_2(r_2, \ell_{\text{new}}) \right). \quad (17) \]

We call such a quadruple of rows \((s_1, r_1, s_2, r_2)\) regarding \((D_1, D_2)\), which is obtained from an \((i,j)\)-match quadruple of \((\delta(X_1), \delta(X_2))\), a new-\((i,j)\)-match quadruple. We claim that \( D_1, D_2 \) does not share any common row.

Suppose that rows \( s_1 \) from \( D_1 \), and \( s_2' \) from \( D_2 \) are equal. From the proof of Lemma 16, rows in \( \delta(X_1), \delta(X_2) \) can be partitioned into \((i,j)\)-match quadruples. Hence, we deduce that rows in \( D_1, D_2 \) can be partitioned into new-\((i,j)\)-match quadruples. Let \( Q_1 = (s_1, s_2, r_1, r_2) \) and \( Q_2 = (s_1', r_1', s_2', r_2') \) be two new-\((i,j)\)-match quadruples in \( D_1, D_2 \), which contain rows \( s_1, s_2' \) respectively. Due to equation (17), \( Q_1 \) and \( Q_2 \) must be distinct. On the other hand, by equations (16) and (17), we perceive

\[ D_1(s_1) = D_1(r_1) = D_2(s_2') = D_2(r_2'), \]

\[ D_2(s_2) = D_2(r_2) = D_2(s_2') = D_2(r_2'), \]

where \( D_u(n) (u \in \{1, 2\}) \) is the \( n \)-th row of \( D_u \). It can be readily checked that for the corresponding \((i,j)\)-match quadruples \((s_1, s_2, r_1, r_2) \) and \((s_1', r_1', s_2', r_2') \) in \((\delta(X_1), \delta(X_2))\),

\[ \delta(X_1)(s_1) = \delta(X_2)(s_2), \quad \delta(X_1)(r_1) = \delta(X_2)(r_2), \]

\[ \delta(X_1)(s_1') = \delta(X_2)(s_2'), \quad \delta(X_1)(r_1') = \delta(X_2)(r_2'). \]

This means that \( \delta(X_1) \) and \( \delta(X_2) \) must share common rows as well, which is a contradiction. Hence, matrices \( D_1, D_2 \) don’t have any common rows. Therefore, we conclude for the pair of matrices \((\phi_{i,j}^L(X_1), \phi_{i,j}^L(X_2))\),

\[ \delta(\phi_{i,j}^L(X_1)) = D_1, \quad \delta(\phi_{i,j}^L(X_2)) = D_2. \]

This yields \( \phi_{i,j}^L(X_1) \neq \phi_{i,j}^L(X_2) \). On the other hand, according to the definition of \( \phi \), we have that for every \( 1 \leq \ell \leq L - 1 \), removing \( \ell \)-th columns from \( \phi_{i,j}^L(X_1) \) and \( \phi_{i,j}^L(X_2) \) results in equal matrices. Thus, we conclude that \( \delta(\phi_{i,j}^L(X_1), \phi_{i,j}^L(X_2)) \) is a critical pair as well. Furthermore, the set of common indices \( S_1 \) and \( S_2 \), designated in Definition 4, does not change by applying merging reductions.

By definition of regularity, we know that rows in each of \( \delta(X_1) \) and \( \delta(X_2) \) can be partitioned into clusters of size \( 2^k \), with rows in each cluster are completely equal to each other. Hence, the existence of a partitioning of rows into \((i,j)\)-match quadruples extends to a partitioning of clusters into match quadruples with the given properties. Equation (17) reveals that by applying \( \phi \), a given match quadruple consisting of clusters \( C_1, C_2 \) in \( \delta(X_1) \) and \( C_3, C_4 \) in \( \delta(X_2) \), turns into clusters \( C_{12}' \), \( C_{34}' \), \( C_{14}' \) in \( \delta(\phi_{i,j}^L(X_1)) \) and \( \delta(\phi_{i,j}^L(X_2)) \) respectively with size \( 2^{k+1} \), such that all of the rows in each of \( C_{12}' \) and \( C_{34}' \) are equal to one another. Hence, we conclude that \( \delta(\phi_{i,j}^L(X_1), \phi_{i,j}^L(X_2)) \) has at least \( t+1 \) degrees of regularity.

**Lemma 17.** For given distributions \( P_1, P_2 \) on binary sequences with length \( L \), suppose that there exist a partitioning \( \mathcal{V} \) of all sequences with length \( L \) into pairs, such that for each pair \((s_1, s_2) \in \mathcal{V}\),

\[ P_1(s_1) = P_2(s_2), \quad (18) \]

\[ P_1(s_2) = P_2(s_1). \quad (19) \]

Then

\[ C(P_1, P_2) = -\log \left( \sum_{\ell \in \{0,1\}^L} \sqrt{P_1(\ell)P_2(\ell)} \right). \]

**Proof.** For a desired pair \((s_1, s_2)\), we prove

\[ P_1(s_1)^\lambda P_2(s_1)^{1-\lambda} + P_1(s_2)^\lambda P_2(s_2)^{1-\lambda} \geq \sqrt{P_1(s_1)P_2(s_1)} + \sqrt{P_1(s_2)P_2(s_2)}. \quad (20) \]

To this end, we obtain the derivative’s root of LHS in (20), with respect to \( \lambda \).

\[ \log(P_1(s_1))P_1(s_1)^\lambda P_2(s_1)^{1-\lambda} \]

\[ + \log(P_2(s_2))P_1(s_2)^\lambda P_2(s_2)^{1-\lambda} = 0. \quad (21) \]

Equation (21) combined with (18) and (19) reveals \( \lambda^* = \frac{1}{2} \), which expresses inequality (20) as desired. Summing inequality (20) for all pairs in \( \mathcal{V} \), and taking minimum with respect to \( \lambda \), we arrive at

\[ \min_{0 \leq \lambda \leq 1} \left( \sum_{(s_1, s_2) \in \mathcal{V}} P_1(s_1)^\lambda P_2(s_1)^{1-\lambda} + P_1(s_2)^\lambda P_2(s_2)^{1-\lambda} \right) \]

\[ = \sum_{(s_1, s_2) \in \mathcal{V}} \sqrt{P_1(s_1)P_2(s_1)} + \sqrt{P_1(s_2)P_2(s_2)}. \]

Note that in the above inequality, the minimum of LHS is taken over all values of \( 0 \leq \lambda \leq 1 \), which includes \( \lambda^* = \frac{1}{2} \). Thus, we also have LHS \( \leq \) RHS, which yields LHS = RHS. Hence, according to (11), proof of Lemma 17 is complete.

**Lemma 18.** For a given positive real \( \epsilon \), consider the family \( F_\epsilon \) consisting of all pairs of Bernoulli distributions with parameters \( p \) and \( q \), such that \( q-p = \epsilon \). Then

\[ \min_{(p,1-p):(q,1-q) \in F_\epsilon} C_{br}(p, q) = C_{br}(\frac{1-\epsilon}{2}, \frac{1+\epsilon}{2}). \]

**Proof.** Define

\[ f_\lambda(p, q) = p^\lambda q^{1-\lambda} \]

\[ + (1-p)^{1-\lambda}(1-q)^\lambda. \]

Without loss of generality, we assume \( p \leq \frac{1}{2} \). Given \( q-p = \epsilon \), we should have either \( p \) or \( 1-q \) less that \( \frac{1-\epsilon}{2} \), if the second inequality was the case, then we define the new variables \( \bar{p} = 1-q, \bar{q} = 1-p \). this way, we have \( \bar{p} \leq \frac{1-\epsilon}{2} \). Hence without loss of generality, we can also assume \( 0 \leq p \leq \frac{1-\epsilon}{2} \). We
calculate the condition under which the derivative of \( f_\lambda(p, q) \) with respect to \( \lambda \) is positive:
\[
\frac{d(p^\lambda (p+\epsilon)^{1-\lambda} + (1-p)^\lambda (1-p-\epsilon)^{1-\lambda})}{dp} \geq 0.
\]
This is equivalent to
\[
\log(\frac{p}{1-p}) (1-\lambda) + \log(\frac{p+\epsilon}{1-(p+\epsilon)}) \lambda \\
\leq \log(\frac{(1-\lambda)p + \lambda(p+\epsilon)}{1 - ((1-\lambda)p + \lambda(p+\epsilon))}).
\]
But note that the function \( g(x) = \log(\frac{x}{1-x}) \) is concave for \( x \leq \frac{1}{2} \), and convex for \( x \geq \frac{1}{2} \), because
\[
\frac{d^2 g}{dx^2} = \frac{-(1-2x)}{x^2(1-x)^2} = \begin{cases} < 0 & x < \frac{1}{2} \\ > 0 & x \geq \frac{1}{2} \end{cases}.
\]
Hence if \( p + \epsilon \leq \frac{1}{2} \), by Jensen’s inequality, we obtain (22) for every \( 1 \leq \lambda \leq 1 \). Hence, for \( 0 \leq p_1 \leq p_2 \leq \frac{1}{2} - \epsilon \),
\[
- \min_{0 \leq \lambda \leq 1} \log(f_\lambda(p_1, q)) \leq - \min_{0 \leq \lambda \leq 1} \log(f_\lambda(p_2, q)).
\]
In the following, we are going to prove that inequality (22) also holds for \( \frac{1}{2} - \epsilon \leq p \leq \frac{1}{2} \), when \( \lambda \leq \frac{1}{2} \). In Figure 3 we can see the curve with respect to \( g(x) = \log(\frac{x}{1-x}) \). Let \( \ell(x, y) \) be the line passing through desired points \( p \) and \( y \). The red line corresponds to \( \ell((p, g(p)), (p+\epsilon, g(p+\epsilon))) \). Note that the inequality \((1-\lambda)p + \lambda(p+\epsilon) \leq \frac{1}{2} \) is true for \( \lambda \leq \frac{1}{2} \). Thus, in order to prove inequality (22) for \( 0 \leq \lambda \leq \frac{1}{2} \), it is sufficient to illustrate that \( \ell((p, g(p)), (p+\epsilon, g(p+\epsilon))) \) is under the graph of \( g \), in the interval \([p, \frac{1}{2}]\).
For \( 0 \leq x \leq 1 \), we have
\[
\frac{d(g)}{dx} = \frac{1}{x(1-x)} \geq 0.
\]
Also, note that \( p \leq \frac{1}{1-x} \) yields \( p+\epsilon \leq 1 - p \). This inequality, among with Inequality (24), reveals that the slope of \( \ell((p, g(p)), (p+\epsilon, g(p+\epsilon))) \) is not less than the slope of \( \ell((p, g(p)), (1-p, g(1-p))) \), which can be seen as the blue line in Figure 3. Therefore, it is sufficient to prove that \( \ell((p, g(p)), (1-p, g(1-p))) \) passes through the point \((\frac{1}{2}, 0)\). Thus, Concavity of \( g \) in \([0, \frac{1}{2}]\) implies that \( \ell((p, g(p)), (1-p, g(1-p))) \) is under the graph of \( g \) in \([p, \frac{1}{2}]\). Hence, for \( \frac{1}{1-x} \leq p_1 \leq p_2 \leq \frac{1}{2} - \epsilon \), we get that
\[
- \min_{0 \leq \lambda \leq \frac{1}{2}} \log(f_\lambda(p_1, q)) \leq - \min_{0 \leq \lambda \leq \frac{1}{2}} \log(f_\lambda(p_2, q)).
\]
Next we prove that for \( \frac{1}{2} - \epsilon \leq p \leq \frac{1}{1-x} \), \( f_\lambda(p, q) \) takes its minimum with respect to \( \lambda \in [0, 1] \), in a point \( \lambda^* \leq \frac{1}{2} \). To this end, we calculate the derivative’s root of \( f_\lambda(p, q) \), with respect to \( \lambda \).
\[
\frac{d(p^\lambda (p+\epsilon)^{1-\lambda} + (1-p)^\lambda (1-p-\epsilon)^{1-\lambda})}{d\lambda} (\lambda^*) = 0
\]
This is equivalent to
\[
\log(\frac{p}{1-p}) (1-\lambda) + \log(\frac{p+\epsilon}{1-(p+\epsilon)}) \lambda \\
\leq \log(\frac{(1-\lambda)p + \lambda(p+\epsilon)}{1 - ((1-\lambda)p + \lambda(p+\epsilon))}).
\]
Inequality (29) combined with (28) reveals that \( C_{br}(p, q) \) is a decreasing function with respect to \( p \) in the interval \([0, \frac{1}{2}]\). Hence, it takes its minimum value at \( p = \frac{1}{1-x} \), which completes the proof of Lemma 18. □

**Proof of Lemma 7** Let \( q - p = \delta \geq \epsilon \). Define
\[
f_\lambda(p, q) = p^\lambda q^\delta + p^{1-\lambda} q^{1-\lambda} = p^\lambda (p+\delta)^\lambda + (1-p)^{(1-\lambda)(1-(p+\delta))} h(\delta).
\]
We prove that the derivative of \( h(\delta) \) with respect to \( \delta \) is non-positive.

\[
\frac{d(h)}{d\delta} = p^\lambda(1 - \lambda)(p + \delta)^{-\lambda} - (1 - p)^\lambda(1 - (p + \delta))^{-\lambda}(1 - \lambda) = (1 - \lambda)(1 - p)^\lambda(1 - (p + \delta))^{-\lambda}\left[\frac{p}{1 - p} - \frac{p + \delta}{1 - (p + \delta)}\right] \leq 0,
\]

where (c) follows from the fact that \( \frac{p}{1 - p} \leq \frac{p + \delta}{1 - (p + \delta)} \). Hence, \( h \) is a decreasing function of \( \delta \). Thus, if we define \( \bar{\delta} = p + \epsilon \), we have

\[
C_{br}(p, \bar{\delta}) = \min_{\lambda} f_{\lambda}(p, \bar{\delta}) \geq \min_{\lambda} f_{\lambda}(p, \bar{q}) = C_{br}(p, \bar{q}). \tag{31}
\]

On the other hand, according to Lemma \( \ref{lem:proof_lemma} \)

\[
C_{br}(p, \bar{q}) \geq C_{br}(\frac{1 - \epsilon}{2}, \frac{1 + \epsilon}{2}). \tag{32}
\]

Furthermore, Bernoulli\((\frac{1 - \epsilon}{2}, \frac{1 + \epsilon}{2})\) and \((\frac{1}{2}, \frac{1}{2})\) satisfy the symmetry property required for applying Lemma \( \ref{lem:proof_lemma} \). Hence,

\[
C_{br}(\frac{1 - \epsilon}{2}, \frac{1 + \epsilon}{2}) = -\log(\sqrt{1 - \epsilon^2}). \tag{33}
\]

Inequalities (31) and (32), among with equality (33) complete the proof of Lemma \( \ref{lem:proof_lemma} \). \( \square \)

**Proof of Lemma \( \ref{lem:proof_lemma} \)** Let \( \ell_d \) be the column index which corresponds to the only unequal entry of vectors \( v_1 \) and \( v_2 \) (\( H(v_1, v_2) = 1 \)). According to Lemma \( \ref{lem:proof_lemma} \) we can apply reduction to \( X^1_d \) by removing all the columns either than \( \ell_d \). Furthermore, by definition of \( X^1_d \), for each column \( \ell \neq \ell_d \), removing the \( \ell \)th column from both of matrices does not incur any loss in \( C \). Hence we have

\[
C(P_{X^1_d}, P_{X^2_d}) = C(P_{X^1_d}, P_{X^2_d}), \tag{34}
\]

where \( X^1_d \) and \( X^2_d \) correspond to column \( \ell_d \) of \( X^1_d \) and \( X^2_d \). Moreover, \( P_{X^1_d} \) and \( P_{X^2_d} \) correspond to Bernoulli\(\left(\frac{1 - \epsilon}{2}, \frac{1 + \epsilon}{2}\right)\) distributions with parameters \( \frac{1 - \epsilon}{2} \) and \( \frac{1 + \epsilon}{2} \) \((\eta_N = \frac{1 - \epsilon}{2})\). Hence,

\[
C(P_{X^1_d}, P_{X^2_d}) = C_{br}(\frac{1 - \epsilon}{2}, \frac{1 + \epsilon}{2}). \tag{35}
\]

On the other hand, Bernoullies \( \left(\frac{1 - \epsilon}{2}, \frac{1 + \epsilon}{2}\right) \) and \( \left(\frac{1}{2}, \frac{1}{2}\right) \) satisfy the symmetry condition of Lemma \( \ref{lem:proof_lemma} \). Hence,

\[
C_{br}(\frac{1 - \epsilon}{2}, \frac{1 + \epsilon}{2}) = -\log(\sqrt{1 - \epsilon^2}). \tag{36}
\]

Combining equations (34), (35) and (36) completes the proof ofLemma \( \ref{lem:proof_lemma} \). \( \square \)

**Lemma 19** (Almost closest pair for even \( N \)). Suppose \( N = 2n \). Consider two sequences \( v_1, v_2 \) with length \( L \) and Hamming distance one. In addition, suppose that \( v_0 \) has more ones that \( v_1 \). Define matrices \( X^1_d \) and \( X^2_d \), such that \( X^1_d \) has \( n - 1 \) replicas of \( v_1 \) and \( n + 1 \) replicas of \( v_2 \) as its rows, while \( X^2_d \) has \( n \) replicas of \( v_1 \) and \( n \) replicas of \( v_2 \). Then, for defined \( X^1_d \) and \( X^2_d \),

\[
C(P_{X^1_d}, P_{X^2_d}) \leq -\log\left(\frac{N - 1}{N}\sqrt{1 - \eta_N^{-2}} + \frac{1}{N}\right).
\]

**Proof.** Similar to the proof of Lemma \( \ref{lem:proof_lemma} \) we can state that removing each column \( \ell \neq \ell_d \) from matrices \( X^1_d, X^2_d \) does not incur any loss in \( C \) (\( \ell_d \) is defined as in proof of Lemma \( \ref{lem:proof_lemma} \)). Hence,

\[
C(P_{X^1_d}, P_{X^2_d}) = C(P_{X^1_d}, P_{X^2_d}) = C_{br}(\frac{1}{2}, \frac{1}{2} - \eta_N).
\]

However,

\[
C_{br}(\frac{1}{2}, \frac{1}{2} - \eta_N) = -\log\left(\frac{\min_{0 \leq \lambda \leq 1} \left[\frac{1}{2} - \frac{\eta_N}{2} \right]^\lambda \left(\frac{1}{2} - \frac{\eta_N}{2} \right)^{1-\lambda} + \left(\frac{1}{2} + \frac{\eta_N}{2} \right)^{\lambda} \left(\frac{1}{2} + \frac{\eta_N}{2} \right)^{1-\lambda} \right)^{(d)} \right)
\]

\[
= -\log\left(\frac{\min_{0 \leq \lambda \leq 1} \left[\frac{1}{2} - \frac{\eta_N}{2} \right]^\lambda \left(\frac{1}{2} - \frac{\eta_N}{2} \right)^{1-\lambda} + \left(\frac{1}{2} + \frac{\eta_N}{2} \right)^{\lambda} \left(\frac{1}{2} + \frac{\eta_N}{2} \right)^{1-\lambda} \right),\tag{37}
\]

where \( (d) \) follows from Lemmas \( \ref{lem:proof_lemma} \) and \( \ref{lem:proof_lemma} \) respectively. Hence,

\[
C(N, L) \leq -\log\left(\frac{N - 1}{N}\sqrt{1 - \eta_N^{-2}} + \frac{1}{N}\right).
\]

Inequality (37) together with lower bound \( \tau_1 \), reveal the bounds presented in the second part of Theorem \( \ref{thm:main_result} \). \( \square \)

**Proof of Lemma \( \ref{lem:proof_lemma} \)** First, we prove the initial part of the lemma. Assume that \( (X_1, X_2) \) is a critical pair of \( N \times L \) matrices. We prove that \( (X_1, X_2) \) must have the expressed form, by induction on \( L \). According to Lemma \( \ref{lem:proof_lemma} \) rows of \( X_1 \) and \( X_2 \) can be partitioned into (i,j)-match quadruples. For desired \( 1 \leq i < j \leq N \), we apply merging reduction by \( \phi_{i,j} \) to obtain \( (X_1^{'i,j}, X_2^{'i,j}) \) with \( L - 1 \) number of columns. Assume that for each \( L \), \( U_{even}^{(1)} \) and \( U_{odd}^{(1)} \) are sets consisting of sequences with length \( L \), having even number of ones and odd number of ones respectively. By hypothesis of induction, we know that there exist a number \( n^* \), such that rows of \( \delta(X_1^{'i,j}) \) consist of \( n^* \) replicas of sequences in \( U_{even}^{(1)} \left(\text{or} U_{odd}^{(1)}\right) \), while rows of \( \delta(X_2^{'i,j}) \) consist of \( n^* \) replicas of sequences in \( U_{odd}^{(1)} \left(\text{or} U_{even}^{(1)}\right) \). Because \( (X_1, X_2) \) is critical, Lemma \( \ref{lem:proof_lemma} \) states that there exist a disjoint partition of rows in \( \delta(X_1^{'i,j}), \delta(X_2^{'i,j}) \) into (i,j)-match quadruples, which corresponds to the new-(i,j)-match quadruples in the pair \( \delta(X_1^{'i,j}), \delta(X_2^{'i,j}) \) (new-(i,j)-match quadruples are defined and used in the proof of Lemma \( \ref{lem:proof_lemma} \)). According to equation (17) with regards to the new-(i,j)-match quadruples, \( n^* \) must be even. Now consider a new-(i,j)-match quadruples...
quadruple \((s_1, r_1, s_2, r_2)\) from rows of \(\delta(X'_i), \delta(X'_j)\), which corresponds to the \((i,j)\)-match quadruple with rows \(s_1, r_1\) from \(\delta(X_1)\) and \(s_2, r_2\) from \(\delta(X_2)\). In addition, assume that the new column produced by merging columns \(i\) and \(j\) is indexed as \(\ell_{\text{new}}\). For \(u \in \{1, 2\}\), we define

\[
\omega_u^s = \left( \delta(X_u)(s_u, i), \delta(X_u)(s_u, j) \right),
\]

\[
\omega_u^r = \left( \delta(X_u)(r_u, i), \delta(X_u)(r_u, j) \right).
\]

For a desired matrix \(X\), we refer to its \(n\)th row as \(X(s)\). In addition, we refer to XOR function of the two entries in each of \(\omega_u^s\) and \(\omega_u^r\), by \(\oplus(\omega_u^s)\) and \(\oplus(\omega_u^r)\) respectively. From properties of match quadruples (as we mentioned in the proof of Theorem 9), and noting the definition of merging reduction, we have \(\forall k \neq i, j\),

\[
\delta(X'_i)(s_u, k) = \delta(X'_j)(r_u, k) = \delta(X_u)(s_u, k) = \delta(X_u)(r_u, k).
\]

In addition,

\[
\delta(X'_i)(s_u, k) = \delta(X'_j)(r_u, k) = \delta(X_u)(s_u, k) = \delta(X_u)(r_u, k).
\]

Hence, the parity of sequences \(\delta(X'_i)(s_u) = \delta(X'_j)(r_u)\) are the same as \(\delta(X_u)(s_u)\) and \(\delta(X_u)(r_u)\). On the other hand, due to inequality (40), we obtain \(\delta(X'_i)(s_u) \neq \delta(X'_j)(r_u)\).

We deduce that if the \(\ell_{\text{new}}\)th entry in sequences \(\delta(X'_i)(s_u) = \delta(X'_j)(r_u)\) is 0, then it corresponds to pairs \(\omega_u^s, \omega_u^r\) in \(\delta(X_u)(s_u)\) and \(\delta(X_u)(r_u)\) respectively, where \(\omega_u^s, \omega_u^r\) is \(\{(0, 0), (1, 1)\}\). In contrast, if the \(\ell_{\text{new}}\)th entry in \(\delta(X'_i)(s_u) = \delta(X'_j)(r_u)\) is 1, then it corresponds to pairs \(\omega_u^s, \omega_u^r\) in \(\delta(X_u)(s_u)\) and \(\delta(X_u)(r_u)\) respectively, where \(\omega_u^s, \omega_u^r\) is \(\{(0, 1), (1, 0)\}\). Note that number of one's parity does not change in both cases. Thus, we conclude that rows in \(\delta(X_1)\) consist of \(\frac{n}{2}\) replicas of sequences in \(U_{\text{even}}^L\), while rows in \(\delta(X_2)\) consist of \(\frac{n}{2}\) replicas of sequences in \(U_{\text{odd}}^L\), which completes the step of induction.

For the base of induction, where \(L = 1\), just note that the inequality condition on one dimensional vectors \(X_1\) and \(X_2\) means that \(\delta(X_1)\) and \(\delta(X_2)\) are not null. According to the definition of \(\delta(X_1)\) and \(\delta(X_2)\), one of them has all entries equal to one, while the other one has all entries equal to zero, which proves the base of induction.

Note that \(X_1, X_2\) have the expressed form, then removing each column clearly results in matrices to have equal multisets of rows. This means that \((X_1, X_2)\) is critical. Thus, we have proved the equivalency of the condition stated in the first part of Lemma 9.

For the second part, assume that \((X_1, X_2)\) satisfies the stated condition. For a given row \(s^{(1)}\) in \(X_1\), flip the \(i\)th entry to obtain sequence \(s^{(2)}\). Flip the \(j\)th entry to obtain the sequence \(s^{(3)}\), and flip both of \(i\)th and \(j\)th entries to obtain sequence \(s^{(4)}\). By definition, Number of ones in \(s^{(3)}\) has the same parity as \(s^{(1)}\), while \(s^{(2)}\) and \(s^{(4)}\) have different parity in number of ones. Hence, \(s^{(4)}\) is a row of \(X_1\), while \(s^{(2)}\) and \(s^{(3)}\) are rows of \(X_2\). On the other hand, one can easily check that the defined quadruple \((s^{(1)}, s^{(4)}, s^{(2)}, s^{(3)})\) is actually an \((i,j)\)-match-quadruple. Thus, according to the form of \(X_1\) and \(X_2\), we can partition their rows into \((i,j)\)-match-quadruples. In addition, note that an \((i,j)\)-match-quadruple satisfy the equality conditions (1), (2) stated in Lemma 6. Therefore, we conclude that applying merging reduction incur no loss in CI between the matrices. Furthermore, notice that by definition of merging reduction, the resulting matrices \(X'_1, X'_2\) have the same form as \(X_1, X_2\), such that rows in \(X'_1\) consist of \(2n_1\) replicas of each sequence in \(U_{\text{even}}^{L-1}\) and \(2n_2\) replicas of each sequence in \(U_{\text{odd}}^{L-1}\), while rows in \(X'_2\) consist of \(2n_1\) replicas of each sequence in \(U_{\text{odd}}^{L-1}\) and \(2n_2\) replicas of each sequence in \(U_{\text{even}}^{L-1}\). Hence, we conclude that applying multiple merging reductions will not incur information loss in any reduction step, which completes the proof.

Lemma 20 (Near optimal pair in the noisy case). Define \(L, k, R, n, \epsilon, \mathcal{C}, \mathcal{L}\) as in Theorem 7. Then, there exist matrices \(X'_1, X'_2\) such that

\[
C(P_{X'_1}, P_{X'_2}) \leq -\log(\sqrt{N - R} N)^{-2} - \epsilon^2 (N + R) N).
\]

For \(R = 0\), the upper bound in inequality (41) becomes equal to the lower bound \(2\) we had on \(C\). Hence, (41) turns into equality. We conclude that Lemma 11 is actually a special case of Lemma 20 where \(R = 0\).

Proof. Let \(\epsilon\) be the zero vector of length \(L\). First, we consider the case \(L \leq \lfloor \log N \rfloor + 1\), which yields \(\mathcal{L} = L\).

Let \(X'_1\) be the matrix whose rows consist of \(n+1\) replicas of each sequence in \(U_{\text{even}}\), \(n\) replicas of each sequence in \(U_{\text{odd}}\), and \(R\) replicas of \(\epsilon\). Similarly, let \(X'_2\) be the matrix whose rows consist of \(n\) replicas of each sequence in \(U_{\text{even}}\), \(n+1\) replicas of each sequence in \(U_{\text{odd}}\), and \(R\) replicas of \(\epsilon\). In addition, for each sequence \(s \in \{0,1\}^L\), define \(n(s)\) to be the number of ones in \(s\). Moreover, let

\[
\mu(s) = \begin{cases} 1 & n_1(s) = \text{even}, \\ 0 & n_1(s) = \text{odd} \end{cases},
\]

\[
E_L = \sum_{i=1}^{[N]/2} \binom{L}{2i} i^{2i+1}(1 - f)^{L-(2i+1)},
\]

\[
O_L = \sum_{i=1}^{[N]-1} \binom{L}{2i+1} i^{2i+1}(1 - f)^{L-(2i+1)}. \]

Then,

\[
P_{X'_1}(s) = \frac{n + E_L^s \mu(s)}{N},
\]

\[
P_{X'_2}(s) = \frac{n + E_L^s \mu(s)}{N},
\]

\[
O_L = 1 - \zeta^2, \quad E_L = \frac{1 + \zeta}{2},
\]

Note that \(E_L - O_L = (1 - 2f)^L\). Hence, for \(\zeta = (1 - 2f)^L\) we have

\[
E_L = \frac{1 + \zeta}{2}, \quad O_L = \frac{1 - \zeta}{2},
\]
and,
\[
P_{X'_1}(s) = \frac{n + \frac{1 + \xi}{2} \mu(s) \frac{1 - \xi}{2} \mu(s)}{N} + \frac{\text{Rf}_{s1}(s)(1 - f)L^{-n_1(s)}},
\]
\[
P_{X'_2}(s) = \frac{n + \frac{1 + \xi}{2} \mu(s) \frac{1 - \xi}{2} \mu(s) + \text{Rf}_{s1}(s)(1 - f)L^{-n_1(s)}}{N}.
\]

\(P_{X'_1}(s)\) and \(P_{X'_2}(s)\) only depend on the number of ones in \(s\). Therefore, by pairing each sequence which has odd number of ones, with a sequence having even number of ones, we observe that the symmetry condition of Lemma 17 is satisfied. Hence, according to Lemma 17,
\[
\mathcal{C}(P_{X'_1}, P_{X'_2}) = \min_{0 \leq \lambda \leq 1} \log \left( \sum_{s \in \{0,1\}^L} P_{X'_1}(s)^\lambda P_{X'_2}(s)^{1-\lambda} \right)^{(0)} \leq
\]
\[
- \min_{0 \leq \lambda \leq 1} \log \left( \sum_{s \in \{0,1\}^L} \frac{n + \frac{1 + \xi}{2} \mu(s) \frac{1 - \xi}{2} \mu(s)}{N} \lambda \left( \frac{n + \frac{1 + \xi}{2} \mu(s) \frac{1 - \xi}{2} \mu(s)}{N} \right)^{1-\lambda} \right) + \frac{\text{Rf}_{s1}(s)(1 - f)L^{-n_1(s)}}{N} =
\]
\[
(43)
\]
\[
- \min_{0 \leq \lambda \leq 1} \log \left( \sum_{s \in \{0,1\}^L} \frac{n + \frac{1 + \xi}{2} \mu(s) \frac{1 - \xi}{2} \mu(s)}{N} \lambda \left( \frac{n + \frac{1 + \xi}{2} \mu(s) \frac{1 - \xi}{2} \mu(s)}{N} \right)^{1-\lambda} \right) + \frac{\text{Rf}_{s1}(s)(1 - f)L^{-n_1(s)}}{N} =
\]
\[
\left(\frac{r}{N}\right),
\]
where inequality (f) follows from Lemma 13. Note that the terms \(J_1(s) = \frac{n + \frac{1 + \xi}{2} \mu(s) \frac{1 - \xi}{2} \mu(s)}{N}\) and \(J_2(s) = \frac{n + \frac{1 + \xi}{2} \mu(s) \frac{1 - \xi}{2} \mu(s)}{N}\) only depend on the parity of number of ones in \(s\). Therefore, by pairing each sequence which has odd number of ones, with a sequence having even number of ones, we observe that the symmetry condition of Lemma 17 is satisfied for distributions \(J_1, J_2\). By Lemma 17 we have
\[
\mathcal{C}(P_{X'_1}, P_{X'_2}) \leq - \log \left( \sum_{s \in \{0,1\}^L} \frac{J_1(s)J_2(s) + \frac{\text{Rf}_{s1}(s)}{N}}{2^{L-1}} \right) =
\]
\[
= - \log(2^{L-1} \sqrt{\frac{2n + (1 + \xi) n + (1 - \xi)}{N} + \frac{\text{Rf}_{s1}(s)}{N}})
\]
\[
= - \log(2^{L-1} \sqrt{\frac{k + \xi}{N} - \frac{\text{Rf}_{s1}(s)}{N}})
\]
\[
= - \log\left( \sqrt{\frac{2^{L-1} k}{N} - \epsilon^2 - \frac{\text{Rf}_{s1}(s)}{N}} \right) + \frac{\text{Rf}_{s1}(s)}{N})
\]
\[
= - \log\left( \frac{N - \text{Rf}_{s1}(s)}{N} - \epsilon^2 - \frac{\text{Rf}_{s1}(s)}{N} \right) + \frac{\text{Rf}_{s1}(s)}{N}.
\]

(45)

If \(L > \lfloor \log N \rfloor + 1\) was the case, then we define the first \(L - \mathcal{L}\) columns of both of \(X'_1, X'_2\) to have all of their entries equal to zero. This way, according to Lemma 5 removing these columns does not incur any loss in \(\mathcal{C}\). Thus, the above proof works for this case as well. \(\square\)

Inequality (45), among with lower bound \(\tau_2\), reveals the bounds in part 3 of Theorem 11.

**Generalized Theorem.** We don’t bring the detailed proof for the generalized version, as the sketch of proof is almost the same.

If we name the flip probability of columns which are not removed during the reduction steps as \(\{f_i\}_{i=1}^h\), then similar to inequality (8), we can drive
\[
|P_{\text{br}, 1} - P_{\text{br}, 2}| \geq 2^{h-1} \prod_{i=1}^h (1 - 2f_i),
\]
which by the same procedures explained, leads to the lower bound for \(\mathcal{C}^*(N, L, F)\) stated in Theorem 11. In addition, using the necessary and sufficient condition obtained in Lemma 9 and making use of the same tricks used in the proof of Lemma 20 we can define the pair \((X'_1, X'_2)\), which is very close to our lower bound, and consequently retrieve the near-tight upper bound mentioned in Theorem 20 for \(\mathcal{C}^*(N, L, F)\). \(\square\)
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