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Abstract
We define bi-infinite versions of four well-studied discrete integrable models, namely the ultra-discrete KdV equation, the discrete KdV equation, the ultra-discrete Toda equation, and the discrete Toda equation. For each equation, we show that there exists a unique solution to the initial value problem when the given data lies within a certain class, which includes the support of many shift ergodic measures. Our unified approach, which is also applicable to other integrable systems defined locally via lattice maps, involves the introduction of a path encoding (that is, a certain antiderivative) of the model configuration, for which we are able to describe the dynamics more generally than in previous work on finite size systems, periodic systems and semi-infinite systems. In particular, in each case we show that the behaviour of the system is characterized by a generalization of the classical ‘Pitman’s transformation’ of reflection in the past maximum, which is well-known to probabilists. The picture presented here also provides a means to identify a natural ‘carrier process’ for configurations within the given class, and is convenient for checking that the systems we discuss are all-time reversible. Finally, we investigate links between the different systems, such as showing that bi-infinite all-time solutions for the ultra-discrete KdV (resp. Toda) equation may
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appear as ultra-discretizations of corresponding solutions for the discrete KdV (resp. Toda) equation.
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## 1 Introduction

Two central and widely-studied examples of classical integrable systems are the Korteweg-de Vries (KdV) equation and the Toda lattice. These were introduced as models for shallow water waves [25] and a one-dimensional crystal [53], respectively, and are described precisely by the following equations.

### Korteweg-de Vries (KdV) equation

\[
\partial_t u = 6u\partial_x u - \partial_{xxx} u,
\]

where \( u = (u(x, t))_{x, t \in \mathbb{R}} \).

### Toda lattice equation

\[
\begin{align*}
\frac{d}{dt} p_n &= e^{-(q_{n+1} - q_n) - (q_{n-1} - q_n)}, \\
\frac{d}{dt} q_n &= p_n,
\end{align*}
\]

for all \( n \in \mathbb{Z} \), where \( p_n = (p_n(t))_{t \in \mathbb{R}} \), \( q_n = (q_n(t))_{t \in \mathbb{R}} \).

For each of these systems, an important question concerns the existence and uniqueness of solutions of the defining equations for given initial data. In the case of the KdV equation, many results in this direction have been established when the system is started from a smooth function that is periodic or decaying at infinity (see for instance [4, 22, 24]). Moreover, in recent years, significant progress has been made in understanding the Cauchy problem for more general initial data. Indeed, in [26], Kotani solved the problem for a class of initial data that incorporates ergodic functions. And, in [23], Killip, Murphy and Visan constructed a solution of the KdV equation started from white noise, and further showed the invariance in distribution of this solution under the KdV dynamics. We note that there has also been extensive work in solving the KdV equation, including demonstrating the invariance of white noise, on the one-dimensional torus [5, 44]. As for the Toda lattice equation, existence and uniqueness of the dynamics is standard for initial data that increase at infinity at a sub-exponential rate [29]. Consequently, one has that for random initial configurations whose law is spatially shift ergodic, the dynamics are almost-surely uniquely well-defined. Additionally, the dynamics are known to admit a class of distributionally invariant random
configurations whose laws are given by generalized Gibbs measures [49]. The initial value problem has also been considered for variations of the model that include the periodic Toda lattice and the finite Toda lattice (see [27, 35]).

The purpose of this paper is to develop a general approach for constructing solutions of the corresponding initial value problems for a variety of discretizations of the KdV equation and Toda lattice, namely the discrete KdV equation [15], the ultra-discrete KdV equation [56, 57], the discrete Toda lattice [16, 18], and the ultra-discrete Toda lattice [38, 50]. (See equations (dKdV), (udKdV), (dToda), and (udToda) below for precise definitions, and Figure 1 for a schematic diagram showing connections between these and the KdV and Toda lattice equations. Moreover, for a brief overview of the main contributions of this article to the study of these equations, see the first sentences of Theorems 2.1, 2.2, 2.3 and 2.5.) Such discrete systems have been well-studied, in terms of providing numerical algorithms for simulating the continuous systems, as integrable systems in their own right (see [19, 54] for some introductory reviews of material in this direction), and with respect to their applicability to other problems in numerical analysis (see [37, 48], for example). On the other hand, in the context of dynamical systems, these discrete models have not been well-analyzed compared to the original continuous ones. Specifically, the existence and the uniqueness of solutions for general initial data has not been explored. Rather, the literature has tended to focus on periodic configurations, or those that decay quickly at infinity, including those based on solitons. Whilst it is anyway of interest to explore solutions beyond these special cases as we do in the present article, an important motivation for considering bi-infinite solutions specifically is to provide a framework for studying the dynamics of the discrete systems started from random initial configurations. Indeed, it is natural to ask what the invariant measures of the models in question are, and in a follow-up work we present some progress in this direction (see [7], and the survey article [9]).

The program that we follow here will be one that generalizes that of [6], in which the initial value problem was studied for a special case of the ultra-discrete KdV equation called the box-ball system (BBS), as introduced in [52]. To help place the present work into context, let us briefly review the construction of BBS dynamics that appears in [6], in which the key observation is that each discrete-time step in the evolution of the BBS can be described by a certain transformation of an encoding of the current configuration by a nearest-neighbour path on $\mathbb{Z}$. More specifically, configurations of the BBS are sequences of the form $\eta = (\eta_n)_{n \in \mathbb{Z}} \in \{0, 1\}^\mathbb{Z}$, where $\eta_n = 1$ denotes the presence of a ball in the $n$th box, and $\eta_n = 0$ the lack thereof. The configuration after one step of the dynamics, $T \eta$ say, is given by the following formal version of the ultra-discrete KdV equation:

$$
(T\eta)_n = \min \left\{ 1 - \eta_n, \sum_{m=-\infty}^{n-1} (\eta_m - (T\eta)_m) \right\}.
$$

(1.1)

Although we can make sense of the above formulation for configurations that have $\eta_n = 0$ eventually as $n \to \infty$ by supposing that $(T\eta)_n = 0$ for integers that lie below the smallest $n$ such that $\eta_n = 1$, describing the dynamics for configurations that lie outside this class of initial data requires further thought. In this direction, it is
convenient to introduce an auxiliary sequence of variables $W = (W_n)_{n \in \mathbb{Z}}$ taking values in $\mathbb{Z}_+ = \{0, 1, \ldots\}$, and observe that for the class of configurations just described, the equation at (1.1) is equivalent to

$$\begin{cases}
(T\eta)_n = \min\{1 - \eta_n, W_{n-1}\}, \\
W_n = \eta_n + W_{n-1} - (T\eta)_n,
\end{cases} \quad (1.2)$$

subject to the boundary condition $\lim_{n \to -\infty} W_n = 0$; we note that the sequence $W$ can be interpreted as a ‘carrier process’, with $W_n$ representing the number of balls shifted from $\{\ldots, n - 1, n\}$ to $\{n + 1, n + 2, \ldots\}$, and the boundary condition at $-\infty$ means that the carrier is initially empty. For general $\eta$, the question then essentially becomes one of determining the existence and uniqueness of a corresponding carrier $W$ (as well as considering what the appropriate boundary condition for the carrier is as $n \to -\infty$). In [6], it was shown that one solution to this problem is given by first introducing a ‘path encoding’ of the configuration, $S = (S_n)_{n \in \mathbb{Z}} \in \mathbb{Z}^\mathbb{Z}$ say, which is the antiderivative obtained by fixing $S_0 = 0$ and defining

$$S_n - S_{n-1} = 1 - 2\eta_n, \quad \forall n \in \mathbb{Z}, \quad (1.3)$$

and secondly using this to construct a specific carrier process via the formula

$$W_n := M_n - S_n, \quad \forall n \in \mathbb{Z}, \quad (1.4)$$
where $M = (M_n)_{n \in \mathbb{Z}}$ is the ‘past maximum’ of $S$, namely
\[ M_n := \sup_{m \leq n} S_m. \tag{1.5} \]

As long as $M_0 < \infty$, (which ensures $M_n < \infty$ for all $n \in \mathbb{Z}$,) this procedure yields a solution to (1.2). Indeed, it is not difficult to check that $W$ satisfies $W_n = \eta_n + W_{n-1} - \min\{1 - \eta_n, W_{n-1}\}$, and one can then use the first equation at (1.2) to determine $T \eta$. Moreover, it is easily seen that the updated configuration is encoded by the path
\[ TS := 2M - S \tag{1.6} \]
in that, as at (1.3), the increments of $TS$ yield $T \eta$, i.e. $(TS)_n - (TS)_{n-1} = 1 - 2(T \eta)_n$ for all $n \in \mathbb{Z}$. See Figure 2 below for a depiction of the BBS dynamics at the configuration and path encoding levels. The transformation at (1.6) of reflection in the past maximum is well-known in the probability literature as Pitman’s transformation after its introduction in the fundamental work on stochastic processes [43]. See [1, 13, 20, 31–34, 45–47] for examples of further studies concerning Pitman’s transformation and its generalizations, [11, 14, 41] for connections to queuing theory, and [2, 3, 39, 40, 42] for research relating Pitman’s transformation and stochastic integrable systems. (We note that in [6], the operator $T$ was given by setting $TS = 2M - S - 2M_0$. Clearly dropping the constant shift does not affect the dynamics, and it will be convenient for our later arguments to do without this.) For one time step of the dynamics, the carrier is not uniquely defined by (1.2), see [6, Remark 2.11] for discussion of this point. However, in [6], a complete description was given of configurations for which the BBS dynamics can be extended and are time reversible (i.e. invertible) for all times (forwards and backwards), and apart from on a certain ‘critical’ set, for such configurations the choice of $W$ at (1.4) yields the unique solution to (1.2) that stays within the domain of the dynamics. Thus the above construction of $W$ and $T \eta$ is the only viable choice if one seeks to define the global (i.e. all-time) dynamics of the BBS. We note that a similar description of bi-infinite BBS dynamics in terms of path encodings is provided in [12], as is a description in terms of a so-called ‘slot decomposition’, which keeps track of solitons.

The principal contribution of the present article is to show that the Pitman transformation strategy of constructing solutions is also valid for the equations defining the discrete integrable systems of interest here, i.e. (dKdV), (udKdV), (dToda), and (udToda). That is, for each system, we have that the existence of a single time step solution is equivalent to existence of a certain carrier process (which can be seen as the analogue of the notion introduced for the BBS above), and we demonstrate that such a carrier can be constructed in terms of a functional of a certain path encoding, which also yields via a Pitman-type transformation the dynamics on the configuration space. Moreover, we check that our choice of carrier is the unique one for which we are to be able to iterate this process; see Sect. 2 for our main results in this direction. Specifically, in each case, path encodings will be elements of the space
\[ \mathcal{S} := \{ S : \mathbb{Z} \to \mathbb{R} \}, \tag{1.7} \]
Fig. 2 Configuration $(\eta_n^t)_{n,t \in \mathbb{Z}}$ and path encoding $(S_n^t)_{n,t \in \mathbb{Z}}$ for the same realization of the BBS, shown over the spatial interval $n = 1, \ldots, 100$ and time interval $t = 1, \ldots, 10$. In the configuration picture, time runs from bottom to top. In the path encoding picture, colours run from red to pink with increasing time.

and the dynamics are described similarly to (1.6), but the past maximum of (1.5) is replaced by the path functionals given in Table 1, and the Toda-type systems incorporate a spatial shift. Note that, in Table 1 and subsequently, we use $\theta$ to denote the usual left-shift, i.e. $\theta((x_n)_{n \in \mathbb{Z}}) = (x_{n+1})_{n \in \mathbb{Z}}$. See Figure 3 for illustrative examples of the path transformations that we introduce, and Sect. 2 for details of how these relate to the relevant integrable systems. We note that, whilst $T^\vee$ and $T^\vee^*$ closely correspond to the original Pitman transformation defined at (1.6), the operators $T^{\Sigma}$ and $T^{\Sigma^*}$ are related to the exponential version of Pitman’s transformation, which is also familiar to probabilists (see [33, 34], for example). It is not difficult to verify that the path operations described in Table 1 are well-defined on the set of asymptotically linear functions, as given by

$$S_{\text{lin}} := \left\{ S \in \mathcal{S} : \lim_{n \to -\infty} \frac{S_n}{n} > 0 \text{ and } \lim_{n \to +\infty} \frac{S_n}{n} > 0 \right\}. \quad (1.8)$$

Moreover, whilst we do not attempt to replicate the detailed study of [6] and determine the full set of configurations upon which the dynamics can be extended and checked to be time reversible for all time, we will check that the latter properties hold for configurations with a path encoding that lies in $\mathcal{S}_{\text{lin}}$. (See Sect. 2 for details.) We remark that the restriction to configurations with a path encoding in $\mathcal{S}_{\text{lin}}$ is relatively
Table 1 ‘Past maximum’ operators and description of path encoding dynamics for the four discrete integrable systems studied in this article. Note that the operator $M^\vee$ that naturally arises in our study of $(u\bar{d}KdV)$ is not the same as the operator $M$ appearing in previous studies of the original BBS. However, as we discuss in Remark 6.14(a), when considered for the latter model, $M^\vee$ and $M$ differ only by a constant shift and lead to the same system dynamics.

| Model     | ‘Past maximum’ Path encoding dynamics |
|-----------|--------------------------------------|
| udKdV     | $M^\vee(S)_n := \sup_{m \leq n} \left( \frac{S_m + S_{m-1}}{2} \right)$ |
| dKdV      | $M^\sum(S)_n := \log \left( \sum_{m \leq n} \exp \left( \frac{S_m + S_{m-1}}{2} \right) \right)$ |
| udToda    | $M^{\vee\star}(S)_n := \begin{cases} \sup_{m \leq n-\frac{1}{2}} S_{2m}, & n \text{ odd}, \\ M^{\vee\star}(S)_{n+1} + M^{\vee\star}(S)_{n-1}, & n \text{ even}, \end{cases}$ |
| dToda     | $M^{\sum\star}(S)_n := \begin{cases} \log \left( \sum_{m \leq n-\frac{1}{2}} \exp \left( \frac{S_{2m}}{2} \right) \right), & n \text{ odd}, \\ M^{\sum\star}(S)_{n+1} + M^{\sum\star}(S)_{n-1}, & n \text{ even} \end{cases}$ |

mild, and in particular yields that for initial configurations that have a shift ergodic distribution and satisfy a certain density condition (specific to each case), the dynamics of the discrete integrable system are uniquely defined for all times. Moreover, the class of configurations we deal with includes the previously studied examples of semi-infinite, periodic and rapidly decaying configurations, see Sect. 6.6.

Once the path encodings and Pitman-type transformations have been identified for each of the discrete integrable systems, it is not a hugely challenging exercise to check the existence and uniqueness of solutions to the equations (dKdV), (udKdV), (dToda), and (udToda). However, rather than do this individually for each model, we prefer to present a unified approach; see Sect. 4 for details of how, within a general framework of locally-defined dynamics, we define notions of path encodings, carriers, past maxima and Pitman-type transformations. Although the abstraction does make the proofs slightly more technical, it is perhaps more informative as to why we see the Pitman-type transformations that we do in the first place, since it gives the perspective that such transformations can be understood as encoding conservation laws for the underlying lattice equations. Moreover, our framework gives a means to developing similar theory in other applications. (Indeed, it also covers the case of the BBS with finite box and/or ball capacity, as studied in [8].) Other advantages are that it allows us to treat issues such as time reversibility for each of the models simultaneously, and makes clear various symmetries of and links between the models. For instance, we check that the ultra-discretization procedure extends to the general class of configurations that we consider (see Sect. 6.7). Whilst reading Sect. 4, we recommend readers keep their favourite example in mind, as most of the statements become quite transparent when converted into the notation of an explicit system. To this end, it might be helpful to note that the relevant translations for the (dKdV), (udKdV), (dToda) and (udToda) systems are described in Sect. 5.
Fig. 3  Examples of Pitman-type transformations. In each picture, $S$ is shown in black, $M(S)$ is shown in red, and $T(S)$ is shown in blue. The initial paths are the same in the figures for the KdV-type operators $T$, $T^\vee$ and $T^\sum$, as they are in the figures for the Toda-type operators $T^\vee^*$ and $T^\sum^*$. 
The remainder of the article is organized as follows. In Sect. 2, we introduce the equations (dKdV), (udKdV), (dToda) and (udToda), and present our main results concerning their solution via path encodings. Towards motivating our general approach, in Sect. 3 we describe how each of the systems in question can be represented in terms of lattice maps, and recall some relevant properties of these. Our unified framework for studying discrete integrable systems is then developed in what can be considered the heart of the article – Sect. 4, before being applied to prove our principal conclusions for the four specific models of interest in Sect. 5. Finally, we collect together various points of discussion concerning our main results and modifications of them in Sect. 6. Before starting to present this content, we highlight that it is our notational convention to distinguish between \( \mathbb{Z}^+ := \{0, 1, \ldots\} \) and \( \mathbb{N} := \{1, 2, \ldots\} \). We will also define \( \mathbb{Z}^- := \{-\mathbb{N} = \{\ldots, -2, -1\}\} \), and write:

- \( \lim_{n \to \pm \infty} a_n < A, \lim_{n \to \pm \infty} a_n > A \), etc. to mean that both \( \lim_{n \to -\infty} a_n \) and \( \lim_{n \to +\infty} a_n \) exist and satisfy the relevant inequality (i.e. we do not insist that the limits at \(-\infty\) and \(+\infty\) are equal, cf. (1.8));
- for \( n_1 = n_2 + 1 \), \( \sum_{m=n_1}^{n_2} m = 0 \), and for \( n_1 > n_2 + 1 \), \( \sum_{m=n_1}^{n_2} m = -\sum_{m=-n_2+1}^{n_1-1} m \).

## 2 Initial Value Problems for KdV- and Toda-Type Discrete Integrable Systems

In this section, we present our main results for the four discrete integrable systems focussed upon in this article. In particular, in each case, we: introduce precisely the model; describe a path encoding for the configuration; give a Pitman-type transformation for the path encoding; and then explain how the latter operation yields the dynamics of the original model and enables us to solve an initial value problem (see Theorems 2.1, 2.2, 2.3 and 2.5). As noted in the introduction, path encodings will be elements of the space \( \mathcal{S} \) defined at (1.7), and, as well as the subset \( \mathcal{S}^{lin} \) defined at (1.8), the following subset will also arise in our discussion:

\[
\mathcal{S}^0 := \{S \in \mathcal{S} : S_0 = 0\}. \tag{2.1}
\]

We note that, although there is a parallel between the descriptions of the different integrable systems considered and we give a common argument for the proofs of the theorems, the four examples can be read independently.

### 2.1 Ultra-Discrete KdV Equation

For a fixed \( L \in \mathbb{R} \), the ultra-discrete KdV equation is described as follows, where the variables \((\eta_n^l, U_n^l)_{n \in \mathbb{Z}}\) can in general take values in \( \mathbb{R} \), though one can also consider specializations, some of which we discuss below (see Sects. 6.5, 6.6). For example, the original BBS of [52] corresponds to setting \( L = 1 \) and restricting to configurations taking values in \( \{0,1\}^\mathbb{Z} \).
Ultra-discrete KdV equation

\[
\begin{align*}
\eta_n^{t+1} &= \min \{ L - \eta_n^t, U_{n-1}^t \}, \\
U_n^t &= \eta_n^t + U_{n-1}^t - \eta_n^{t+1},
\end{align*}
\]  
(udKdV)

for all \( n, t \in \mathbb{Z} \).

By analogy with the box-ball model, we think of \( \eta_n^t = (\eta_n^t)_{n \in \mathbb{Z}} \) as the configuration of the system at time \( t \), and \( U_n^t = (U_n^t)_{n \in \mathbb{Z}} \) as an auxiliary variable representing a carrier-type process, which captures how mass is shifted from left to right at time \( t \). For certain boundary conditions, it is clear that the two-dimensional lattice equation (udKdV) has a unique solution (see Sect. 6.1 for discussion of this point). However, for the initial value problem with boundary condition given by \( \eta_0 = \eta \) for some \( \eta \in \mathbb{R}^\mathbb{Z} \), both the existence and the uniqueness of the solution is in question. Indeed, as per the comment in the introduction regarding the BBS, it is not true in general if one considers the evolution over a single time step. In this subsection, we tackle the problem for configurations \( \eta \) that fall within the class

\[
\mathcal{C}(L) \text{udK} := \left\{ \eta \in \mathbb{R}^\mathbb{Z} : \lim_{n \to \pm \infty} \sum_{m=1}^{n} \eta_m = < \frac{L}{2} \right\},
\]  
(2.2)

where we note that, if one is viewing \( \eta_m \) as the mass of the configuration at site \( m \), then the limit in the definition of \( \mathcal{C}(L) \text{udK} \) can be interpreted as a density condition. In particular, the main result in this subsection, Theorem 2.1, (partially) generalizes the construction of bi-infinite dynamics for the original BBS from [6] to the more general (udKdV) setting. As commented below Table 1, and discussed in more detail in Sect. 6.5 below, although the past maximum operator that appears in the discussion below at (2.6) is different to that at (1.5), it gives the same dynamics for the original BBS.

We continue to introduce the path encoding for a configuration \( \eta \in \mathbb{R}^\mathbb{Z} \). In particular, we define \( S_{\text{udK}}^{(L)} : \mathbb{R}^\mathbb{Z} \to \mathcal{S}_0 \) by taking \( S = S_{\text{udK}}^{(L)}(\eta) \) to be the element of \( \mathcal{S}_0 \) given by

\[
S_n - S_{n-1} := L - 2 \eta_n, \quad \forall n \in \mathbb{Z}.
\]  
(2.3)

Clearly this is a bijection, though it will also be convenient to extend the definition of inverse to the whole of \( \mathcal{S} \). We do this by setting

\[
\left( S_{\text{udK}}^{(L)} \right)^{-1}(S) := \left( S_{\text{udK}}^{(L)} \right)^{-1}(S - S_0), \quad \forall S \in \mathcal{S}.
\]  
(2.4)

We further note that \( S_{\text{udK}}^{(L)} : \mathcal{C}(L) \text{udK} \to \mathcal{S}_0 \cap \mathcal{S}_{\text{lin}} \) is a bijection. Moreover, \( (S_{\text{udK}}^{(L)})^{-1}(\mathcal{S}_{\text{lin}}) = \mathcal{C}(L) \text{udK} \).

As for the path dynamics, we set: for \( S \in \mathcal{S}_{\text{lin}} \),

\[
T^\vee(S) := 2M^\vee(S) - S,
\]  
(2.5)
where
\[ M^\vee(S)_n := \sup_{m \leq n} \left( \frac{S_m + S_{m-1}}{2} \right) \].
(2.6)

We will check later that \( T^\vee : \mathcal{S}^{lin} \to \mathcal{S}^{lin} \) is a bijection (cf. Corollary 4.29), and thus we further have that \((T^\vee)^{-1}\) is well-defined. To describe the carrier, similarly to (1.4), we write
\[ W^\vee(S)_n := M^\vee(S)_n - S_n. \]
(2.7)

However, to place the variables \((U^t_n)_{n,t} \in \mathbb{Z}\) on the same scale as the variables generated by such functions, we also introduce a simple bijection on \(\mathbb{R}^\mathbb{Z}\) given by setting
\[ W^{(L)}_{udK}(u) = \left( u_n - \frac{L}{2} \right)_{n \in \mathbb{Z}}, \quad \forall u \in \mathbb{R}^\mathbb{Z}. \]

With these preparations in place, we are now ready to state the main result of this subsection, which links the preceding operations to \((udKdV)\), showing that the time evolution of the configuration is given by applying \(T^\vee\) to its path encoding.

**Theorem 2.1** If \(\eta = (\eta_n)_{n \in \mathbb{Z}} \in \mathcal{C}^{(L)}_{udK}\), then there is a unique solution \((\eta^t_n, U^t_n)_{n,t} \in \mathbb{Z}\) to \((udKdV)\) that satisfies the initial condition \(\eta^0 = \eta\). This solution is given by setting, for \(t \in \mathbb{Z}\),
\[ \eta^t_n := (S^{(L)}_{udK})^{-1} \circ (T^\vee)^t \circ S^{(L)}_{udK}(\eta), \]
\[ U^t_n := (W^{(L)}_{udK})^{-1} \circ W^\vee \circ (T^\vee)^t \circ S^{(L)}_{udK}(\eta). \]

Or, more explicitly,
\[ \eta^t_n := \frac{L - S^t_n + S^t_{n-1}}{2}, \quad U^t_n := \frac{S^t_{n+1} - S^t_n + L}{2}, \quad \forall n, t \in \mathbb{Z}, \]
where \(S^0 := S^{(L)}_{udK}(\eta)\), and \(S^t := (T^\vee)^t(S^0)\) for all \(t \in \mathbb{Z}\). Moreover, \(\eta^t \in \mathcal{C}^{(L)}_{udK}\) for all \(t \in \mathbb{Z}\).

### 2.2 Discrete KdV Equation

For a fixed \(\delta \in (0, \infty)\), the discrete KdV equation has the following form, where the variables \((\omega^t_n, U^t_n)_{n,t} \in \mathbb{Z}\) take values in \((0, \infty)\). For a discussion of a related closed form equation involving only the variables \((\omega^t_n)_{n,t} \in \mathbb{Z}\), see Sect. 6.4 below.
Discrete KdV equation

\[
\begin{aligned}
\omega_{n+1}^t &= (\delta \omega_n^t + (U_{n-1}^t)^{-1})^{-1}, \\
U_n^t &= U_{n-1}^t \omega_n^t (\omega_n^t + 1)^{-1},
\end{aligned}
\]  

(dKdV)

for all \( n, t \in \mathbb{Z} \).

As for the ultra-discrete model, for each time \( t \), we will view the variables in terms of a configuration, which in this case is denoted \( \omega^t \), and a carrier, which is denoted \( U^t \). Moreover, the basic initial value problem is as in the previous subsection, namely to solve (dKdV) given a boundary condition of the form \( \omega^0 = \omega \) for some \( \omega \in (0, \infty)^\mathbb{Z} \).

We will do this for \( \omega \) taking values in the following set:

\[
\mathcal{C}_d^0 := \left\{ \omega \in (0, \infty)^\mathbb{Z} : \lim_{n \to \pm \infty} \frac{\sum_{m=1}^{n} \log \omega_m}{n} < -\frac{\log \delta}{2} \right\}.
\]

where the limit can again be viewed as a density condition.

Regarding the path encoding, we define \( S_{dK}^0 : (0, \infty)^\mathbb{Z} \to \mathcal{S}_0 \) by taking \( S_{dK}^0 \) to be the element of \( \mathcal{S}_0 \) given by

\[
S_n - S_{n-1} := -\log \delta - 2 \log \omega_n, \quad \forall n \in \mathbb{Z}.
\]  

(2.8)

Paralleling the properties of \( S_{udK}^0 \), we have that \( S_{dK}^0 \) is a bijection, and we extend its inverse to the whole of \( \mathcal{S} \) similarly to (2.4). Moreover, \( S_{dK}^0 : \mathcal{C}_d^0 \cap \mathcal{S}_{lin} \to \mathcal{S}_{lin} \) is a bijection, and \( (S_{dK}^0)^{-1}(\mathcal{S}_{lin}) = \mathcal{C}_d^0 \).

Similarly to the path dynamics of the previous subsection, we set: for \( S \in \mathcal{S}_{lin} \),

\[
T_S(S) := 2M_S(S) - S,
\]

where

\[
M_S(S)_n := \log \left( \sum_{m \leq n} \exp \left( \frac{S_m + S_{m-1}}{2} \right) \right).
\]

We note that, just as \( T^\vee \) is a discrete, two-step average version of Pitman’s transformation, \( T_S \) is a discrete, two-step average of the exponential version of Pitman’s transformation, which was studied in [33], for example. Moreover, as for \( T^\vee \), we will check later that \( T_S : \mathcal{S}_{lin} \to \mathcal{S}_{lin} \) is bijection (cf. Corollary 4.29), a result which implies that \( (T_S)^{-1} \) is well-defined. For describing the carrier, we write

\[
W_S(S) := M_S(S) - S,
\]  

(2.9)
The top figure shows an example sample path of $S$ (black), $M \sum (S)$ (red) and $T \sum (S)$ (blue). The bottom figure shows the corresponding carriers $W \sum (S)$ (black) and $W \sum (T \sum (S))$.

(see Figure 4 for a graphical example,) and introduce the following bijection from $(0, \infty) \mathbb{Z}$ to $\mathbb{R} \mathbb{Z}$:

$$W_{dK}^{(\delta)} (u) = \left( \log u_n + \frac{\log \delta}{2} \right)_{n \in \mathbb{Z}}, \quad \forall u \in (0, \infty) \mathbb{Z}.$$

Our main result concerning (dKdV) is as follows.
Theorem 2.2 If \( \omega = (\omega_n)_{n \in \mathbb{Z}} \in \mathcal{C}_d^{(\delta)}, \) then there is a unique solution \((\omega'_n, U'_n)_{n, t \in \mathbb{Z}}\) to \((dKdV)\) that satisfies the initial condition \(\omega^0 = \omega\). This solution is given by setting, for \( t \in \mathbb{Z}, \)

\[
\begin{align*}
\omega'_n &= \left( S_{dK}^{(\delta)} \right)^{-1} \circ \left( T \sum \right)^t \circ S_{dK}^{(\delta)}(\omega), \\
U'_n &= \left( W_{dK}^{(\delta)} \right)^{-1} \circ W \sum \circ \left( T \sum \right)^t \circ S_{dK}^{(\delta)}(\omega).
\end{align*}
\]

(2.10)

Or, more explicitly,

\[
\begin{align*}
\omega'_n &= \exp \left( -\log \delta - \frac{S'_n + S'_{n-1}}{2} \right), \\
U'_n &= \exp \left( \frac{S'_{n+1} - S'_n - \log \delta}{2} \right), \quad \forall n, t \in \mathbb{Z},
\end{align*}
\]

where \( S^0 := S_{dK}^{(\delta)}(\eta) \), and \( S^t := (T \sum)^t(S^0) \) for all \( t \in \mathbb{Z} \). Moreover, \( \omega' \in \mathcal{C}_d^{(\delta)} \) for all \( t \in \mathbb{Z} \).

2.3 Ultra-discrete Toda Equation

We now turn to Toda-type equations, and the ultra-discrete Toda equation in particular, which has variables \((Q'_n, E'_n, U'_n)_{n, t \in \mathbb{Z}}\) that take values in \( \mathbb{R} \).

**Ultra-discrete Toda (lattice) equation**

\[
\begin{align*}
Q'^{t+1}_n &= \min\{U'_n, E'_n\}, \\
E'^{t+1}_n &= Q'_{n+1} + E'_n - Q'^t_{n}, \\
U'^{t+1}_n &= U'_n + Q'_n + Q'^{t+1}_{n+1} - Q'^t_{n},
\end{align*}
\]

(udToda)

for all \( n, t \in \mathbb{Z} \).

For the ultra-discrete Toda model, the configuration at time \( t \) is given by the variables \( Q^t = (Q'_n)_{n \in \mathbb{Z}} \) and \( E^t = (E'_n)_{n \in \mathbb{Z}} \), with \( Q'_n \) representing the length of the \( n \)th interval containing mass, and \( E'_n \) representing the length of the \( n \)th empty interval. Of course, the terminology ‘length’ only really makes physical sense if we restrict the variables to strictly positive values, see Theorem 6.13 below for treatment of this case. Other specific choices of configuration will also be discussed later (see Sects. 6.5, 6.6). As in previous cases, \( U^t \) is viewed as an auxiliary variable representing a carrier process. In particular, the initial value problem is to solve \((udToda)\) given a boundary condition of the form \((Q^0, E^0) = (Q, E)\) for some \((Q, E) \in (\mathbb{R}^2)^\mathbb{Z}\). We will do this for \((Q, E)\) taking values in the following set:

\[
\mathcal{C}_{udT} := \left\{ (Q, E) \in (\mathbb{R}^2)^\mathbb{Z} : \lim_{n \to -\infty} \frac{\sum_{m=1}^n (Q_m - E_m)}{n} = \lim_{n \to -\infty} \frac{\sum_{m=1}^n (Q_m - E_m) + Q_{n+1}}{n} < 0, \right. \\
\left. \lim_{n \to +\infty} \frac{\sum_{m=1}^n (Q_m - E_m)}{n} = \lim_{n \to +\infty} \frac{\sum_{m=1}^n (Q_m - E_m) + Q_{n+1}}{n} < 0 \right\},
\]

\( \mathcal{C} \) Springer
where the limit criteria can once again be viewed as a density condition.

Regarding the path encoding, we define $S_{udT} : (\mathbb{R}^2)^\mathbb{Z} \rightarrow \mathcal{S}$ by taking $S = S_{udT}(Q, E)$ to be the element of $\mathcal{S}$ given by

$$S_n - S_{n-1} := \begin{cases} -Q_{(n+1)/2}, & n \text{ odd}, \\ E_{n/2}, & n \text{ even}. \end{cases} \quad (2.11)$$

Similarly to the previous cases, we have that $S_{udT}$ is a bijection, and we extend its inverse to the whole of $\mathcal{S}$ similarly to (2.4). Moreover, $S_{udT} : \mathcal{C}_{udT} \rightarrow \mathcal{S}^0 \cap \mathcal{S}_{lin}$ is a bijection, and $(S_{udT})^{-1}(\mathcal{J}^{lin}) = \mathcal{C}_{udT}$. We note that this path encoding of ultra-discrete Toda configurations is different to that used in [10], which involved concatenating line segments of gradient alternating between $-1$ or $+1$, with lengths given by the elements of $Q$ and $E$, respectively (and is thus only applicable when $Q_n$ and $E_n$ take strictly positive values).

Reflecting the alternating nature of the definition of the path encoding, the dynamics involve the operator given by setting: for $S \in \mathcal{S}_{lin}$,

$$T^{\triangledown^*}(S) := 2M^{\triangledown^*}(S) - S,$$

where

$$M^{\triangledown^*}(S)_n := \begin{cases} \sup_{m \leq n-1} S_{2m}, & n \text{ odd}, \\ \frac{M^{\triangledown^*}(S)_{n+1} + M^{\triangledown^*}(S)_{n-1}}{2}, & n \text{ even}. \end{cases}$$

It will further be convenient to introduce a shifted version of $T^{\triangledown^*}$, and so we define: for $S \in \mathcal{S}^{lin}$,

$$\mathcal{T}^{\triangledown^*}(S) := \theta \circ T^{\triangledown^*}(S),$$

where, as noted in the introduction, $\theta$ is the usual left-shift. We show later that $T^{\triangledown^*} : \mathcal{S}^{lin} \rightarrow \mathcal{S}^{lin}$ is bijection (cf. Corollary 4.29), a result which implies that $(T^{\triangledown^*})^{-1}$ is well-defined, and clearly the same conclusions hold for $\mathcal{T}^{\triangledown^*}$. We also write

$$W^{\triangledown^*}(S) := M^{\triangledown^*}(S) - S; \quad (2.12)$$

in this case, we do not need a scale change to connect these to the carrier variables.

Our main result concerning (udToda) is as follows, demonstrating that the dynamics of the configuration correspond to those of the path encoding under $\mathcal{T}^{\triangledown^*}$.

**Theorem 2.3** If $(Q, E) = (Q_n, E_n)_{n \in \mathbb{Z}} \in \mathcal{C}_{udT}$, then there is a unique solution $(Q^t_n, E^t_n, U^t_n)_{n, t \in \mathbb{Z}}$ to (udToda) that satisfies the initial condition $(Q^0, E^0) = (Q, E)$. This solution is given by setting, for $n, t \in \mathbb{Z}$,

$$(Q^t_n, E^t_n) := (S_{udT})^{-1} \circ (\mathcal{T}^{\triangledown^*})^t \circ S_{udT}(Q, E),$$

$$U^t_n := W^{\triangledown^*} \circ (\mathcal{T}^{\triangledown^*})^t \circ S_{udT}(Q, E)_{2n-1}.$$
Or, more explicitly,

\[ Q_t^t := S_{2n-2}^t - S_{2n-1}^t, \quad E_t^t = S_{2n}^t - S_{2n-1}^t, \quad U_t^t = \frac{S_{2n+2}^t - S_{2n+1}^t}{2}, \quad \forall n, t \in \mathbb{Z}, \]

where \( S_0 := S_{udT} (Q, E) \), and \( S^t := (\mathcal{F}^{+1})^t (S^0) \) for all \( t \in \mathbb{Z} \). Moreover, \((Q^t, E^t) \in \mathcal{C}_{udT}\) for all \( t \in \mathbb{Z}\).

**Remark 2.4** We highlight that, due to the nature of the path encoding in this case, whereby the pair \((E_t^t, Q_{t+1}^t)\) yields two steps of the path encoding, the carrier variable \(U_t^t\) corresponds to the \(n\)th odd-indexed variable of the carrier process. The even-indexed variables of the carrier process appear as intermediate values in an enriched lattice system, see Corollary 5.5 (and the proof of the above result) for details. A similar comment applies in the case of the discrete Toda system, see Corollary 5.9 (and the proof of Theorem 2.5).

### 2.4 Discrete Toda Equation

As our fourth and final discrete integrable system, we come to the discrete Toda equation, which involves variables \((I_t^t, J_t^t, U_t^t)_{n,t} \in \mathbb{Z}\) that take values in \((0, \infty)\). For a discussion of a related closed form equation involving only the variables \((I_t^t, J_t^t)_{n,t} \in \mathbb{Z}\), see Sect. 6.4 below.

**Discrete Toda (lattice) equation**

\[
\begin{align*}
I_{n+1}^t &= J_n^t + U_n^t, \\
J_{n+1}^t &= I_n^t + J_n^t (I_n^t + 1), \\
U_{n+1}^t &= I_n^t + U_n^t (I_n^t + 1),
\end{align*}
\]

(dToda)

for all \(n, t \in \mathbb{Z}\).

Similarly to the ultra-discrete Toda model, the configuration at time \(t\) is given by the variables \(I^t = (I_n^t)_{n \in \mathbb{Z}}\) and \(J^t = (J_n^t)_{n \in \mathbb{Z}}\), and \(U^t\) is an auxiliary variable. The initial value problem is to solve \((dToda)\) given a boundary condition of the form \((I^0, J^0) = (I, J)\) for some \((I, J) \in ((0, \infty)^2)^\mathbb{Z}\). We will do this for \((I, J)\) taking values in the following set:

\[ \mathcal{C}_{dT} := \left\{ (I, J) \in ((0, \infty)^2)^\mathbb{Z} : \lim_{n \to -\infty} \sum_{n=1}^n (\log J_n - \log I_n) = \lim_{n \to -\infty} \frac{\sum_{n=1}^n (\log J_n - \log I_n) - \log J_{n+1}}{n} < 0, \right\}, \]

where the limit criteria can once again be viewed as a density condition.
Regarding the path encoding, we define \( S_{dT} : ((0, \infty)^2)^\mathbb{Z} \to \mathcal{S}^0 \) by taking \( S = S_{dT}(I, J) \) to be the element of \( \mathcal{S}^0 \) given by
\[
S_n - S_{n-1} := \begin{cases} 
\log I_{(n+1)/2}, & n \text{ odd,} \\
- \log J_{n/2}, & n \text{ even.}
\end{cases}
\] (2.13)

As before, we have that \( S_{dT} \) is a bijection, and we extend its inverse to the whole of \( \mathcal{S} \) similarly to (2.4). Moreover, \( S_{dT} : \mathcal{C}_{dT} \to \mathcal{S}^0 \cap \mathcal{S}\text{lin} \) is a bijection, and \((S_{dT})^{-1}(\mathcal{S}\text{lin}) = \mathcal{C}_{dT}\).

For the discrete Toda system, the dynamics involve the operator given by setting:
\[
T \Sigma^* (S) := 2M \Sigma^* (S) - S,
\]
where
\[
M \Sigma^* (S)_n := \begin{cases} 
\log \left( \sum_{m \leq n-1} \exp \left( S_{2m} \right) \right), & n \text{ odd,} \\
\frac{M \Sigma^* (S)_{n+1} + M \Sigma^* (S)_{n-1}}{2}, & n \text{ even.}
\end{cases}
\]
As in the ultra-discrete Toda case, we further introduce a shifted version of \( T \Sigma^* \), and so we define: for \( S \in \mathcal{S}\text{lin} \),
\[
\mathcal{F} \Sigma^* (S) := \theta \circ T \Sigma^* (S),
\]
where \( \theta \) is again the left-shift. We show in later that \( T \Sigma^* : \mathcal{S}\text{lin} \to \mathcal{S}\text{lin} \) is bijection (cf. Corollary 4.29), a result which implies that \((T \Sigma^*)^{-1}\) is well-defined, and clearly the same conclusions hold for \( \mathcal{F} \Sigma^* \). For the carrier, we also write
\[
W \Sigma^* (S) := M \Sigma^* (S) - S,
\] (2.14)
and define a scale change from \((0, \infty)^\mathbb{Z}\) to \(\mathbb{R}^\mathbb{Z}\) by setting
\[
W_{dT} (u) = (- \log u_n)_{n \in \mathbb{Z}}, \quad \forall u \in (0, \infty)^\mathbb{Z}.
\]
Completing our collection of results concerning the solution of initial value problems for discrete integrable systems, we have the following.

**Theorem 2.5** If \((I, J) = (I_n, J_n)_{n \in \mathbb{Z}} \in \mathcal{C}_{dT}\), then there is a unique solution \((I_n', J_n', U_n')_{n, t \in \mathbb{Z}}\) to \((dToda)\) that satisfies the initial condition \((I^0, J^0) = (I, J)\). This solution is given by setting, for \( n, t \in \mathbb{Z} \),
\[
(I^t, J^t) := (S_{dT})^{-1} \circ (\mathcal{F} \Sigma^*)^t \circ S_{dT} (I, J),
\]
\[
U_n^t := (W_{dT})^{-1} \circ W \Sigma^* \circ (\mathcal{F} \Sigma^*)^t \circ S_{dT} (I, J)_{2n-1}.
\] (2.15)
Or, more explicitly, for $n, t \in \mathbb{Z}$,

\[
I_n^t := \exp \left( S_{2n-1}^t - S_{2n-2}^t \right), \quad J_n^t = \exp \left( - \left( S_{2n-1}^t - S_{2n-2}^t \right) \right), \\
U_n^t := \exp \left( \frac{S_{2n-1}^t - S_{2n-2}^t + 1}{2} \right),
\]

where $S^0 := S_{dT}(I, J)$, and $S^t := (\nabla \sum^n)(S^0)$ for all $t \in \mathbb{Z}$. Moreover, $(I^t, J^t) \in \mathcal{C}_{dT}$ for all $t \in \mathbb{Z}$.

### 3 Lattice Maps and Their Symmetries

We have at several points above used the terminology ‘lattice equation’ in describing the (udKdV), (dKdV), (udToda) and (dToda) systems. Towards formulating our general framework, as we do in the next section, here we make the lattice picture more precise for the systems of interest, with Table 2 (see below) presenting details of the lattice structure and corresponding dynamics. In particular, using the notation of Table 2, and ordering components of the maps as follows:

\[
\begin{array}{c|c|c}
F(\cdot, \cdot) & F^{(1)}(a, b) & F^{(2)}(a, b, c) \\
\hline
b & F^{(2)}(a, b), & b \\
\hline
a & & a \\
& & \\
\end{array}
\]

we can reexpress (udKdV), (dKdV), (udToda) and (dToda) in the following compact way:

\[
\begin{align*}
(udKdV) & : (\eta_{n+1}^t, U_n^t) = F_{udK}^{(L)}(\eta_n^t, U_{n-1}^t); \\
(dKdV) & : (\omega_{n+1}^t, U_n^t) = F_{dK}^{(S)}(\omega_n^t, U_{n+1}^t); \\
(udToda) & : (Q_{n+1}^t, E_{n+1}^t, U_{n+1}^t) = F_{udT}(Q_n^t, E_n^t, U_n^t); \\
(dToda) & : (I_{n+1}^t, J_{n+1}^t, U_{n+1}^t) = F_{dT}(I_n^t, J_n^t, U_n^t).
\end{align*}
\]

In the remainder of this section, we highlight some of the natural symmetries of these four maps, which will be relevant to solving initial value problems. Before doing this, however, we further remark that it is possible to decompose the Toda lattice structure from a single map with three inputs and three outputs to two maps, each with two inputs and two outputs (we postpone the details until Sect. 5, see Lemmas 5.3 and 5.7, and Remarks 5.4 and 5.8, in particular). The latter picture will allow us to place both the KdV- and Toda-type systems into the same general framework that is developed in Sect. 4.
Table 2  Lattice structures for the (udKdV), (dKdV), (udToda) and (dToda) systems, and the corresponding local dynamics.

| Model   | Lattice structure | Local dynamics |
|---------|-------------------|----------------|
| udKdV   | $U_{n-1}^{t+1}$ $\eta_{n}$ | $F_{udK}^{(L)}$ $\min\{L - a, b\}$ |
|         | $U_{n}^{t}$ $\eta_{n}$       | $b$ $\rightarrow$ $a + b - \min\{L - a, b\}$ |
| dKdV    | $U_{n-1}^{t+1}$ $\omega_{n}$ | $F_{dK}^{(\delta)}$ $\frac{1}{\delta a + b - 1}$ |
|         | $U_{n}^{t}$ $\omega_{n}$       | $b$ $\rightarrow$ $ab(\delta a + b - 1)$ |
| udToda  | $U_{n}^{t+1}$ $Q_{n}^{t}$ $E_{n}^{t+1}$ | $F_{udT}$ $\min\{b, c\}$ $\frac{a + b - \min\{b, c\}}{a + \min\{b, c\}}$ |
|         | $U_{n+1}^{t}$ $Q_{n+1}^{t}$ $E_{n}^{t}$       | $c$ $\rightarrow$ $a + c - \min\{b, c\}$ |
| dToda   | $U_{n}^{t+1}$ $J_{n}^{t}$ $J_{n}^{t+1}$ | $F_{dT}$ $\frac{b + c}{a + b + c}$ |
|         | $U_{n+1}^{t}$ $J_{n+1}^{t}$ $J_{n+1}^{t+1}$ | $c$ $\rightarrow$ $\frac{ac}{b + c}$ |

3.1 Self-inverse Maps

The first symmetry we discuss is that the maps are all involutions, i.e. they are all bijections, and it holds that

$$\left(F_{udK}^{(L)}\right)^{-1} = F_{udK}^{(L)}$$
$$\left(F_{dK}^{(\delta)}\right)^{-1} = F_{dK}^{(\delta)}$$
$$\left(F_{udT}\right)^{-1} = F_{udT}$$
$$\left(F_{dT}\right)^{-1} = F_{dT}$$

checking this involves elementary computations, which are omitted. Consequently, if we reverse the directions of the arrows in the lattice structures shown in Table 2, then, in each case, the corresponding local dynamics are described by the same map as in the original system. It follows that the backwards in time evolution can be understood in exactly the same way as the forward in time evolution. In Sect. 6.3 below, we explain how this observation can be applied to reduce the all-time initial value problems considered in Sect. 2 to forward and backward versions. Moreover, a general treatment of the time-reversal of a system of locally-defined dynamics and the relevance of a system being self-reverse to solving corresponding initial value problems is given in Sect. 4.2.
3.2 Conserved Quantities

Being integrable systems, each of the models (udKdV), (dKdV), (udToda) and (dToda) admits many globally conserved quantities. Additionally, for each of the maps \( F_{udK}^{(L)} \), \( F_{dK}^{(δ)} \), \( F_{udT} \) and \( F_{dT} \), one can identify a number of locally-defined quantities that are preserved, and we now introduce those that will be important for this article.

(udKdV) For \( F_{udK}^{(L)} \), one has that \( a + b \) is conserved, i.e.

\[
\left( F_{udK}^{(L)} \right)^{(1)} (a, b) + \left( F_{udK}^{(L)} \right)^{(2)} (a, b) = a + b,
\]

where we write \( F_{udK}^{(L)} (a, b) = ((F_{udK}^{(L)})^{(1)} (a, b), (F_{udK}^{(L)})^{(2)} (a, b)) \). Using the viewpoint that \( a \) represents the original mass at the relevant lattice location, \( b \) represents the mass brought to the site by the carrier, \( (F_{udK}^{(L)})^{(1)} (a, b) \) represents the mass left after the carrier has passed, and \( (F_{udK}^{(L)})^{(2)} (a, b) \) represents the mass moved onwards by the carrier, we see that the preservation of \( a + b \) can be interpreted as a conservation of mass property. (Of course, we allow the variables \( a \) and \( b \) to take negative values, so this is only a heuristic in general.)

(dKdV) For \( F_{dK}^{(δ)} \), one readily sees that \( ab \) is conserved. Equivalently, we have that \( \log a + \log b \) is conserved, and so if we view the log-transformed variables as representing mass, then we can again view this as a conservation of mass.

(udToda) For \( F_{udT} \), one has that both \( a + b \) and \( a + c \) are conserved. Both of these can be interpreted physically, with \( a + b \) representing the ‘length’ of the spatial interval to which the local dynamics applies, and \( a + c \) representing the mass (assuming mass is placed at a unit density on non-empty intervals). The conserved quantity that will arise naturally in our study is a combination of these, specifically being given by \( (a + b) - 2(a + c) = b - a - 2c \).

(dToda) For \( F_{dT} \), one similarly has that both \( ab \) and \( ac \) are conserved, and again taking log-transformations allows a physical interpretation in terms of ‘length’ and ‘mass’ corresponding to that of the ultra-discrete Toda lattice. Moreover, the conserved quantity that will be most relevant to us is given by \( \log b - \log a - 2 \log c \).

As we will set out in Sect. 4.4, for bijections \( F : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) given by \( (a, b) \mapsto F(a, b) \) for which \( a - 2b \) is a conserved quantity, we have a natural way to relate the associated lattice dynamics to a Pitman-type transformation of a certain path encoding of the configuration. The path-encoding picture turns out to be extremely useful for identifying a ‘canonical carrier’ for configurations within a certain class, and this allows us to identify solutions to the corresponding initial value problems. By making appropriate changes of variables, we can map each of the systems (udKdV), (dKdV), (udToda) and (dToda) into the latter setting; the conserved quantities that are relevant for the four discrete integrable systems in question are discussed further in Remark 5.11. As a result, we obtain the connection between the models of interest and the Pitman-type transformations of Table 1, and a means for establishing our main results (see Sects. 4.4 and 5 for details).
A further symmetry that we will not explore here, but which relates to our results, is the duality of the KdV systems under the exchange of the role of the configuration and carrier. Indeed, reflecting the lattices in the diagonal gives dual lattices with structure and dynamics given by

\[
U^t_n \quad \eta^t_n \quad \eta^t_{n+1}, \quad U^t_{n-1} \quad a + b - \min\{L-b,a\}
\]

in the ultra-discrete case, and

\[
U^t_n \quad \omega^t_n \quad \omega^t_{n+1}, \quad U^t_{n-1} \quad ab\left(a^{-1} + \delta b\right)
\]

in the discrete case.

In contrast to the (udKdV) system that we study here, which has configuration capacity \(L\) and carrier capacity \(\infty\), the system at (3.1) represents the corresponding model with configuration capacity \(\infty\) and carrier capacity \(L\). Given this relationship, it is clear that the solutions we construct to (udKdV) in Theorem 2.1 also give solutions to the dual model with the initial condition being the state of the carrier at spatial location 0 (rather than the state of the configuration at time 0, as in the original model). The property of duality was applied in [8] to explore the invariant measures of BBS(\(J,K\)) for \(J,K \in \mathbb{N} \cup \{\infty\}\), that is, box-ball systems of box capacity \(J\) and carrier capacity \(K\), for which BBS(\(J,K\)) and BBS(\(K,J\)) are dual. Interestingly, the path encoding of [6] (and this article) is only appropriate for BBS(\(J,K\)) with \(J < K\), and so [8] applied duality to understand the dual systems, i.e. those with \(J > K\). Since the BBS(\(J,K\)) is a special case of a two-parameter version of the ultra-discrete KdV equation, it is natural to extend the results of [8] to the more general model, and such a study forms part of the follow-up work [7].

For the (dKdV) system, again one has a two-parameter version (dKdV)(\(\alpha, \beta\)), with our original model corresponding to the (dKdV)(\(\delta, 0\)) model, and the system at (3.2) corresponding to (dKdV)(0, \(\delta\)). Hence, similarly to the ultra-discrete case, Theorem 2.2 yields solutions to (dKdV)(0, \(\delta\)) with initial condition being the state of the carrier at spatial location 0. In [7], duality between the invariant measures of (dKdV)(\(\delta, 0\)) and (dKdV)(0, \(\delta\)) are explored. For the discrete systems, we are only able to give a useful path encoding for the model (dKdV)(\(\delta, 0\)), and it remains an interesting question as to whether one can say anything in this direction for (dKdV)(\(\alpha, \beta\)) with \(\alpha > \beta > 0\).
Finally, given the specific structure of the Toda lattice, the relevance of duality is less clear. Whilst one might conceive of techniques for constructing two auxiliary carrier variables for each configuration variable in the dual model, it is not clear to us how the spatial shift that the dynamics incorporates should be handled.

## 4 Pitman-Type Transformation Maps and Path Encodings

The aim of this section is to develop the framework that will allow us to prove the main results of the article, as presented in Section 2. In particular, we introduce a general definition of locally-defined dynamics on a configuration space, and relate solutions of a corresponding initial value problem to the existence of what we term a canonical carrier process—Sect. 4.1 deals with the forward problem (see Theorem 4.4), and in Sect. 4.2 we introduce the time-reversal of the system, which allows us to extend the techniques to cover both forward and backward time evolution (see Theorem 4.10). Moreover, in Sect. 4.3, we go on to describe how solutions to initial value problems can be transferred to related systems via a change of coordinates (see Theorem 4.11). The principal weakness of the aforementioned results is that they depend on the identification of a canonical carrier. This issue is addressed in Sect. 4.4, where a criteria is provided for a special class of locally-defined dynamics in terms of path encodings of configurations (see Assumption 4.16), and it is further explained how the dynamics of the system can be seen as a Pitman-type transformations on path space in these cases (see Theorems 4.19 and 4.20). Finally, in Sect. 4.5, we apply the results to four important examples of locally-defined dynamics (see Corollary 4.29), which correspond to unparameterized versions of the \((\text{udKdV})\), \((\text{dKdV})\), \((\text{udToda})\) and \((\text{dToda})\) systems, as will be detailed in the subsequent section.

### 4.1 Initial Value Problem for Locally-Defined Dynamics

Let us start by introducing the initial value problem that is the focus of this subsection. Firstly, we consider a configuration space \(\mathcal{X} := \prod_{n \in \mathbb{Z}} X_n\) given as an infinite product of sets; configurations will typically be written as \(x = (x_n)_{n \in \mathbb{Z}} \in \mathcal{X}\). Secondly, the dynamics will be locally-defined, according to a collection of maps that satisfy the following definition. Note that this definition involves the factors of a space \(\mathcal{U} := \prod_{n \in \mathbb{Z}} \mathcal{U}_n\), in which realizations of a carrier process will exist (for a precise description of a carrier and the associated dynamics, see Definition 4.2 below).

**Definition 4.1** We say that we have dynamics on \(\mathcal{X}\) that are *locally-defined* if they are given by a shift parameter \(m \in \mathbb{Z}\) and collection of maps \((F_n)_{n \in \mathbb{Z}}\) such that, for each \(n\),

\[
    F_n : \mathcal{X}_n \times \mathcal{U}_{n-1} \to \mathcal{X}_{n-m} \times \mathcal{U}_n
\]

is a bijection.

Throughout this subsection, we will suppose that we have locally-defined dynamics given by \(m\) and \((F_n)_{n \in \mathbb{Z}}\), as per the preceding definition, and study the existence
and uniqueness of solutions to the following forward problem: given \( x \in \mathcal{X} \), find 
\[
\left\{ \begin{array}{l}
x^0 = x, \\
(x_{n-m}^t, u_n^t) = F_n(x_n^t, u_{n-1}^t), \quad \forall n \in \mathbb{Z}, \ t \in \mathbb{Z}_+.
\end{array} \right.
\]

We note that in our applications to KdV-type discrete integrable systems, we will take 
\( m = 0 \), and \( \mathcal{X}, \mathcal{U} \) and \( F_n \) will not depend on \( n \). (In particular, for the various versions 
of BBS covered by our framework, \( F_n \) is given by the combinatorial \( R \), as described in 
[28, Section 2.2], for example, with the order of the output components exchanged.)

The principal motivation for presenting the generalized setting is to handle Toda-type 
systems, for which we will take \( m = 1 \), and \( \mathcal{X}, \mathcal{U} \) and \( F_n \) will alternate between 
odd and even \( n \). Our solution to \( 4.1 \) is presented as Theorem 4.4 below, and will 
be expressed in terms of ‘canonical carrier functions’, which we now define. In the 
following definition, we also describe the dynamics associated with a particular carrier.

**Definition 4.2**

(a) We say \( u \in \mathcal{U} \) is a **carrier** for \( x \in \mathcal{X} \) if

\[
u_n = F_n(2)(x_n, u_{n-1}), \quad \forall n \in \mathbb{Z},
\]

where we write \( F_n(x_n, u_{n-1}) = (F_n(1)(x_n, u_{n-1}), F_n(2)(x_n, u_{n-1})) \). The associated 
dynamics \( x \mapsto \mathcal{T}^u x \) are given by setting

\[
(\mathcal{T}^u x)_{n-m} = F_n(1)(x_n, u_{n-1}).
\]

(b) We say \( U : \mathcal{X}^U \to \mathcal{U} \), where \( \mathcal{X}^U \subseteq \mathcal{X} \), is a **carrier function** if, for all \( x \in \mathcal{X}^U \),
it holds that \( U(x) \) is a carrier for \( x \).

(c) We say \( U : \mathcal{X}^U \to \mathcal{U} \), where \( \mathcal{X}^U \subseteq \mathcal{X} \), is a **canonical carrier function** if it is 
a carrier function and moreover the following two properties are satisfied:

(i) it holds that \( \mathcal{T}(\mathcal{X}^U) \subseteq \mathcal{X}^U \), where

\[
\mathcal{T}(x) := \mathcal{T}^U(x), \quad \forall x \in \mathcal{X}^U;
\]

(ii) for any \( x \in \mathcal{X}^U \) and \( u \in \mathcal{U} \) such that \( u \) is a carrier for \( x \), if \( u \neq U(x) \), then there
is no carrier for \( \mathcal{T}^u x \).

**Remark 4.3** The definition of ‘canonical’ above differs from the corresponding def-
initions in [6, 8]. Indeed, in the latter papers (which concern the BBS and its finite 
capacity versions), more transparent conditions were given, and justified on the basis 
of their physical relevance. Nonetheless, for the systems where multiple definitions 
apply, the resulting carrier is the same under each definition.

Clearly, property (i) in the definition of a canonical carrier function yields that for 
\( x \in \mathcal{X}^U \), it is possible to iterate the dynamics given \( \mathcal{T} \) repeatedly to obtain \( \mathcal{T}^t(x) \) 
for any \( t \in \mathbb{Z}_+ \). Moreover, property (ii) ensures that the choice of carrier \( U(x) \) for 
\( x \in \mathcal{X}^U \) is literally ‘canonical’, in that for any other choice of carrier, we can not
continue to define the dynamics beyond a single time step. As a consequence, we find that in the case a canonical carrier function \( U : \mathcal{X}^U \to \mathcal{U} \) exists, the only solution to (4.1) with initial data \( x \in \mathcal{X}^U \) is given by the dynamics associated with \( U \). This is the content of the following theorem, which also explains why we choose not to add a superscript \( U \) in the definition of \( T \) at (4.2).

**Theorem 4.4** Suppose that \( U : \mathcal{X}^U \to \mathcal{U} \), where \( \mathcal{X}^U \subseteq \mathcal{X} \), is a canonical carrier function for the locally-defined dynamics given by \( m \in \mathbb{Z} \) and maps \( (F_n)_{n \in \mathbb{Z}} \). It then holds that, for each \( x \in \mathcal{X}^U \), the initial value problem at (4.1) has a unique solution, which is given by setting

\[
\begin{align*}
  x^t := & \mathcal{T}^t (x), & u^t := & U(x^t), & \forall t \in \mathbb{Z}_+,
\end{align*}
\]  

where \( \mathcal{T} \) is defined as at (4.2).

**Proof** By Definition 4.2, it is clear that \( ((x^t, u^t))_{t \in \mathbb{Z}_+} \), as defined at (4.3), is a solution to (4.1). We will establish the uniqueness claim recursively. If \( ((\tilde{x}^t, \tilde{u}^t))_{t \in \mathbb{Z}_+} \) is a solution of (4.1), then \( \tilde{u}^0 \) is a carrier for \( \tilde{x}^0 = x \in \mathcal{X}^U \). Moreover, \( \tilde{x}^1 = \mathcal{T} \tilde{u}^0 x \) has a carrier \( \tilde{u}^1 \). Hence, by property (ii) of a canonical carrier, we must have that \( \tilde{u}^0 = U(x) = u^0 \). It follows that \( \tilde{x}^1 = x^1 \), and repeating the same argument gives the conclusion. \( \Box \)

### 4.2 Reversibility and All-Time Solutions to the Initial Value Problem

The aim of this subsection is to extend the discussion of the previous subsection to negative times \( t \), and thereby identify solutions to the initial value problem that are valid for all times (forward and backward), see Theorem 4.10 in particular. Throughout we will suppose we have spaces \( \mathcal{X} \) and \( \mathcal{U} \), and locally-defined dynamics given by a shift parameter \( m \in \mathbb{Z} \) and collection of maps \( (F_n)_{n \in \mathbb{Z}} \), as in Definition 4.1. We start by considering the following backward problem: given \( x \in \mathcal{X} \), set \( x^0 = x \) and find \( ((x^t, u^t))_{t \in \mathbb{Z}_-} \in (\mathcal{X} \times \mathcal{U})^{\mathbb{Z}_-} \) such that

\[
\begin{align*}
  (x^t_{n+m}, u^t_n) = F_n(x^t_n, u^t_{n-1}), & \forall n \in \mathbb{Z}, & t \in \mathbb{Z}_-,
\end{align*}
\]  

where we recall the convention that \( \mathbb{Z}_- := -\mathbb{N} = \{ \ldots, -2, -1 \} \). We will approach this via a corresponding reversed problem, as introduced in the subsequent definition.

**Definition 4.5** (a) The reversed configuration space is given by \( \mathcal{X}^R := \prod_{n \in \mathbb{Z}} \mathcal{X}_n^R \), where \( \mathcal{X}_n^R := \mathcal{X}_{m+1-n} \). We define a corresponding configuration reversal operator \( R^{\mathcal{X}} : \mathcal{X} \to \mathcal{X}^R \) by setting

\[
R^{\mathcal{X}} (x)_n := x_{m+1-n}, & \forall n \in \mathbb{Z}.
\]

(b) The reversed carrier space is given by \( \mathcal{U}^R := \prod_{n \in \mathbb{Z}} \mathcal{U}_n^R \), where \( \mathcal{U}_n^R := \mathcal{U}_{2m-n} \). We define a corresponding carrier reversal operator \( R^{\mathcal{U}} : \mathcal{U} \to \mathcal{U}^R \) by setting

\[
R^{\mathcal{U}} (u)_n := u_{2m-n}, & \forall n \in \mathbb{Z}.
\]

\( \Box \) Springer
(c) The reversed locally-defined dynamics are given by shift parameter $m$ and maps $(F^R_n)_{n \in \mathbb{Z}}$, where

$$F^R_n : \mathbb{R}^R \times \mathbb{U}^R_{n-1} \to \mathbb{R}^R_{n-m} \times \mathbb{U}^R_{n}$$

is defined by $F^R_n := F^{-1}_{2m+1-n}$.

(d) The forward problem for the reversed locally-defined dynamics is as follows: given $x \in \mathbb{R}^R$, find $((x^t, u^t))_{t \in \mathbb{Z}^+} \in (\mathbb{R}^R \times \mathbb{U}^R)^{\mathbb{Z}^+}$ such that

$$\begin{align*}
\left\{ \begin{array}{l}
x^0 = x, \\
(x^t, u^t) = F^R_n (x^t, u^t_{n-1}),
\end{array} \right. \quad \forall n \in \mathbb{Z}, \ t \in \mathbb{Z}^+.
\end{align*}$$

(4.5)

Specifically, given initial data $x^0$, the backward problem at (4.4) is to determine the variables in the lower-half plane of the following lattice:

![Diagram](https://example.com/diagram.png)

Reversing the directions of the arrows, rotating by $180^\circ$ about $x^0$, and shifting by $m + 1$ positions horizontally to the left, this problem is equivalent to determining the variables in the upper-half plane of the picture:

![Diagram](https://example.com/diagram.png)
It is then an elementary exercise in relabelling to rewrite the variables and maps as:

\[ F_0^R \quad R^\mathcal{X} \quad (x^{-1})_{-m} \quad F_n^R \quad R^\mathcal{X} \quad (x^{-1})_{n-m} \]

... \[ R^\mathcal{U} \quad (u^{-1})_{-1} \quad R^\mathcal{X} \quad (x_0)_{0} \quad \ldots \quad R^\mathcal{U} \quad (u^{-1})_{n-1} \quad \ldots \]

In this manner, one arrives at the following proposition.

**Proposition 4.6** The sequence \( ((x^t, u^t))_{t \in \mathbb{Z}_-} \in (\mathcal{X} \times \mathcal{U})_{\mathbb{Z}_-} \) is a solution to the backward problem (4.4) with initial condition \( x^0 \in \mathcal{X} \) if and only if the sequence \( ((x^R, t, u^R, t))_{t \in \mathbb{Z}_+} \in (\mathcal{X} \times \mathcal{U})_{\mathbb{Z}_+} \) is a solution to the forward problem for the reversed locally-defined dynamics (4.5) with initial condition \( R^\mathcal{X} (x^0) \in \mathcal{X}^R \), where

\[ x^R, t := \left( T^R \circ R^\mathcal{X} \right)^{-t} (x), \quad u^R, t := U^R \circ (F_n^R)^{-1} \circ R^\mathcal{X} (x), \quad \forall t \in \mathbb{Z}_+. \]

From this result, we obtain the following corollary, which demonstrates that if a canonical carrier function for the reversed dynamics \( U^R : \mathcal{X}^R \rightarrow \mathcal{U}^R \) exists, the only solution to (4.4) with initial data \( x \in (R^\mathcal{X})^{-1} (\mathcal{X}^R, U^R) \) is given by the dynamics associated with \( U^R \).

**Corollary 4.7** Suppose that \( U^R : \mathcal{X}^R \rightarrow \mathcal{U}^R \), where \( \mathcal{X}^R, U^R \subseteq \mathcal{X}^R \), is a canonical carrier function for the reversed locally-defined dynamics given by \( m \in \mathbb{Z} \) and maps \( (F_n^R)_{n \in \mathbb{Z}} \). It then holds that, for each \( x \in (R^\mathcal{X})^{-1} (\mathcal{X}^R, U^R) \), the backward problem at (4.4) has a unique solution, which is given by setting

\[ x^t := (R^\mathcal{X})^{-1} \circ T^R \circ R^\mathcal{X} (x), \quad u^t := U \circ (F_n^R)^{-1} \circ R^\mathcal{X} (x), \quad \forall t \in \mathbb{Z}_-, \]

where \( \mathcal{T}^R (\bar{x}) := U^R (\bar{x}) \) for \( \bar{x} \in \mathcal{X}^R, U^R \).

**Proof** By Theorem 4.4, we have that the unique solution to the forward problem for the reversed locally-defined dynamics (4.5) with initial condition \( R^\mathcal{X} (x) \in \mathcal{X}^R, U^R \) is given by

\[ x^R, t := \left( \mathcal{T}^R \right)^t \circ R^\mathcal{X} (x), \quad u^R, t := U^R \circ (F_n^R)^{-t} \circ R^\mathcal{X} (x), \quad \forall t \in \mathbb{Z}_+. \]

Hence, by Proposition 4.6, we obtain that, for each \( x \in (R^\mathcal{X})^{-1} (\mathcal{X}^R, U^R) \), the backward problem at (4.4) has a unique solution, which is given by setting

\[ x^t := (R^\mathcal{X})^{-1} (x^R, -t), \quad u^t := (R^\mathcal{X})^{-1} (u^R, -t), \quad \forall t \in \mathbb{Z}_-, \]
and the result follows.

In the next result, we relate the original and reversed dynamics when we have canonical carriers for both that operate on corresponding parts of the original and reversed configuration spaces (in the sense made precise by (4.6)). In particular, we show that the original and reversed dynamics are essentially inverses, and obtain identities linking the original and reversed carriers. See Remark 4.9 below for a graphical presentation of the result.

**Proposition 4.8** Suppose that $U: \mathcal{X}^U \rightarrow \mathcal{U}$, where $\mathcal{X}^U \subseteq \mathcal{X}$, is a canonical carrier function for the original dynamics, and $U^R: \mathcal{X}^{R,U^R} \rightarrow \mathcal{U}^R$, where $\mathcal{X}^{R,U^R} \subseteq \mathcal{X}^R$, is a canonical carrier function for the reversed dynamics, such that

$$R(\mathcal{X}^U) = \mathcal{X}^{R,U^R}. \quad (4.6)$$

It then holds that $\mathcal{T}$ is a bijection from $\mathcal{X}^U$ to itself, and

$$\mathcal{T}^{-1} = (R(\mathcal{X}))^{-1} \circ \mathcal{T} \circ R(\mathcal{X}). \quad (4.7)$$

Similarly, $\mathcal{T}^R$ is a bijection from $\mathcal{X}^{R,U^R}$ to itself, and

$$(\mathcal{T}^R)^{-1} = R(\mathcal{X}) \circ \mathcal{T} \circ (R(\mathcal{X}))^{-1}. \quad (4.8)$$

Moreover,

$$U(x) = (R(\mathcal{X}))^{-1} \circ U^R \circ R(\mathcal{X}) \circ \mathcal{T}(x), \quad \forall x \in \mathcal{X}^U, \quad (4.9)$$

and similarly

$$U^R(x) = R(\mathcal{X}) \circ U \circ (R(\mathcal{X}))^{-1} \circ \mathcal{T}^R(x), \quad \forall x \in \mathcal{X}^{R,U^R}. \quad (4.10)$$

**Proof** For $x \in \mathcal{X}^U$, we have that $((x^t, u^t))_{t \in \mathbb{Z}^+}$, as defined at (4.3), is the unique solution to the initial value problem at (4.1) with initial condition $x$. Moreover, $x^1 = \mathcal{T}(x) \in (R(\mathcal{X}))^{-1}(\mathcal{X}^{R,U^R})$, and so by the uniqueness of the solution to the backward problem at (4.4) given by Corollary 4.7, we find that

$$x = (R(\mathcal{X}))^{-1} \circ \mathcal{T}^R \circ R(\mathcal{X}) \circ \mathcal{T}(x), \quad \forall x \in \mathcal{X}^U. \quad (4.9)$$

Similarly,

$$x = R(\mathcal{X}) \circ \mathcal{T} \circ (R(\mathcal{X}))^{-1} \circ \mathcal{T}^R(x), \quad \forall x \in \mathcal{X}^{R,U^R}. \quad (4.10)$$

From (4.9), the injectivity of $\mathcal{T}: \mathcal{X}^U \rightarrow \mathcal{X}^U$ is clear. As for the surjectivity, let $x \in \mathcal{X}^U$. Then $R(\mathcal{X}) \circ \mathcal{T} \circ (R(\mathcal{X}))^{-1} \circ \mathcal{T}^R(x) \in \mathcal{X}^{R,U^R}$, and so (4.10) implies

$$R(\mathcal{X}) \circ \mathcal{T} \circ (R(\mathcal{X}))^{-1} \circ \mathcal{T}^R \circ R(\mathcal{X})(x) = R(\mathcal{X})(x),$$
which is equivalent to

\[ \mathcal{T} \circ (R^X)^{-1} \circ \mathcal{T}^R \circ R^X(x) = x. \]

Since \((R^X)^{-1} \circ \mathcal{T}^R \circ R^X(x) \in \mathcal{X}^U\), this confirms that \(\mathcal{T}\) is indeed surjective. The bijectivity of \(\mathcal{T}^R\) is established in a similar manner.

For the carrier identities, we again compare the results of Theorem 4.4 and Corollary 4.7. In particular, these results yield that, for \(x \in \mathcal{X}^U\),

\[ U(x) = u_0^0 = (R^X)^{-1} \circ U^R \circ (R^X)^0 \circ R^X(x) = (R^X)^{-1} \circ U^R \circ R^X \circ \mathcal{T}(x), \]

and the final part of the proposition is obtained similarly. \(\Box\)

**Remark 4.9** The original dynamics started from \(x\) have the following form:

\[
\begin{align*}
& F_0 \quad \mathcal{T}(x)_{-m} \quad F_1 \quad \mathcal{T}(x)_{1-m} \\
& \ldots \quad U(x)_{-1} \quad \rightarrow \quad U(x)_0 \quad \rightarrow \quad U(x)_1 \quad \ldots
\end{align*}
\]

Rotating the picture and reversing the direction of the arrows gives the reversed dynamics, starting from \(R^\mathcal{X} \circ \mathcal{T}(x)\):

\[
\begin{align*}
& F^R_0 \quad R^\mathcal{X}(x)_{-m} \quad F^R_1 \quad R^\mathcal{X}(x)_{1-m} \\
& \ldots \quad R^\mathcal{X} \circ U(x)_{-1} \quad \rightarrow \quad R^\mathcal{X} \circ U(x)_0 \quad \rightarrow \quad R^\mathcal{X} \circ U(x)_1 \quad \ldots
\end{align*}
\]

In particular, we see that \(\mathcal{T}^R \circ R^\mathcal{X} \circ \mathcal{T}(x) = R^\mathcal{X}(x)\), which yields (4.7). Moreover, one can read off that \(U^R \circ R^\mathcal{X} \circ \mathcal{T}(x) = R^\mathcal{X} \circ U(x)\), from which we readily obtain (4.8). The other relationships given in Proposition 4.8 can be explained similarly.

To complete this subsection, we consider the special case when the original and reversed locally-defined dynamics are the same, which will cover each of the four integrable systems (dKdV), (udKdV), (dToda) and (udToda). In particular, for finite configurations in the original BBS, the result recovers the observation that the inverse of the dynamics is given by running the carrier from right to left, rather than from left to right, which was essentially made in [52].

**Theorem 4.10** Suppose that \(m\) and \((F_n)_{n \in \mathbb{Z}}\) describe self-reverse locally-defined dynamics, i.e. \(R^\mathcal{X} = \mathcal{X}, \; U^R = \mathcal{U}, \) and \(F^R_n = F_n\) for all \(n \in \mathbb{Z}\). Moreover,
suppose that $U : \mathcal{X}^U \to \mathcal{U}$, where $\mathcal{X}^U \subseteq \mathcal{X}$, is a canonical carrier function for the locally-defined dynamics that satisfies

$$R_{\mathcal{X}}(\mathcal{X}^U) = \mathcal{X}^U.$$ 

The following statements then hold.

(a) The operator $\mathcal{T}$ is a bijection from $\mathcal{X}^U$ to itself, and

$$\mathcal{T}^{-1} = R_{\mathcal{X}} \circ \mathcal{T} \circ R_{\mathcal{X}}.$$ 

(b) On $\mathcal{X}^U$, it holds that

$$U = R_{\mathcal{X}} \circ U \circ R_{\mathcal{X}} \circ \mathcal{T}.$$ 

(c) For each $x \in \mathcal{X}^U$, the initial value problem

$$\begin{cases}
x^0 = x, \\
(x^t_{n-m}, u^t_n) = F_n(x^t_n, u^t_{n-1}), \quad \forall n \in \mathbb{Z}, \; t \in \mathbb{Z}.
\end{cases}$$ 

has unique solution $((x^t, u^t))_{t \in \mathbb{Z}}$ given by

$$x^t := \mathcal{T}^t(x), \quad u^t := U(x^t), \quad \forall t \in \mathbb{Z}.$$ 

**Proof** Setting $U^R = U$, parts (a) and (b) are easy consequences of Proposition 4.8. As for part (c), the forward part of the claim, i.e. for $t \in \mathbb{Z}_+$, is given by Theorem 4.4. For the backward part, we apply Corollary 4.7 and parts (a) and (b) to obtain, for $t \in \mathbb{Z}_-$,

$$x^t = R_{\mathcal{X}} \mathcal{T}^{-1} R_{\mathcal{X}}(x) = \left(R_{\mathcal{X}} \mathcal{T} R_{\mathcal{X}} \right)^{-t}(x) = \left(\mathcal{T}^{-1}\right)^{-t}(x) = \mathcal{T}^t(x),$$

and

$$u^t = R_{\mathcal{X}} U \mathcal{T}^{-t-1} R_{\mathcal{X}}(x) = R_{\mathcal{X}} U R_{\mathcal{X}} \mathcal{T}^{t+1}(x) = U(x^t),$$

which completes the proof. \(\Box\)

### 4.3 Change of Coordinates

In our study of the dynamics of the systems \((dKdV), (udKdV), (dToda)\) and \((udToda)\), it will be convenient to first consider parameter-free versions of the models obtained via a change of coordinates. To apply the results we obtain for the latter models to the original setting, we will appeal to the main result of this subsection (see Theorem 4.11 below), which describes how solutions of initial value problems of the kind discussed hitherto can be transferred under such a change of coordinates.
To present our conclusion, we now suppose that, in addition to the objects introduced so far, we have spaces $\tilde{\mathcal{X}} = \prod_{n \in \mathbb{Z}} \tilde{X}_n$ and $\tilde{U} = \prod_{n \in \mathbb{Z}} \tilde{U}_n$, and also maps

$$
\mathcal{A} : \tilde{\mathcal{X}} \to \mathcal{X} \\
\hat{x} \mapsto (\mathcal{A}_n(\hat{x}))_{n \in \mathbb{Z}},
$$

$$
\mathcal{B} : \tilde{\mathcal{U}} \to \mathcal{U} \\
\hat{u} \mapsto (\mathcal{B}_n(\hat{u}))_{n \in \mathbb{Z}},
$$

where $\mathcal{A}_n : \tilde{X}_n \to X_n$, $\mathcal{B}_n : \tilde{U}_n \to U_n$, $n \in \mathbb{Z}$ are injections. For the statement of the result, we note that the restrictions $\mathcal{A} : \tilde{\mathcal{X}} \to \mathcal{A}(\tilde{\mathcal{X}})$ and $\mathcal{B} : \tilde{\mathcal{U}} \to \mathcal{B}(\tilde{\mathcal{U}})$ are in fact bijections with well-defined inverses $\mathcal{A}^{-1}$ and $\mathcal{B}^{-1}$, respectively. We moreover suppose we have locally-defined dynamics on $\tilde{\mathcal{X}}$, given by $m$ and $(\tilde{F}_n)_{n \in \mathbb{Z}}$ such that

$$(\mathcal{A}_n \times \mathcal{B}_n) \circ \tilde{F}_n = F_n \circ (\mathcal{A}_n \times \mathcal{B}_{n-1}), \quad \forall n \in \mathbb{Z},$$

where $(\mathcal{A}_k \times \mathcal{B}_l)(\hat{x}_k, \hat{u}_l) := (\mathcal{A}_k(\hat{x}_k), \mathcal{B}_l(\hat{u}_l))$ for all $\hat{x}_k \in \tilde{X}_k$, $\hat{u}_l \in \tilde{U}_l$.

**Theorem 4.11** (a) Suppose that $U : \mathcal{X}^U \to \mathcal{U}$, where $\mathcal{X}^U \subseteq \mathcal{X}$, is a canonical carrier function for the locally-defined dynamics on $\tilde{\mathcal{X}}$, given by $m$ and $(F_n)_{n \in \mathbb{Z}}$, such that

$$
\mathcal{X}^U \subseteq \mathcal{A}\left(\tilde{\mathcal{X}}\right), \quad U\left(\mathcal{X}^U\right) \subseteq \mathcal{B}(\tilde{\mathcal{U}}). \quad (4.11)
$$

For each $\tilde{x} \in \mathcal{A}^{-1}(\mathcal{X}^U)$, the initial value problem

$$
\begin{cases}
\tilde{x}^0 = \hat{x}, \\
\left(\tilde{x}^t_{n-m}, \tilde{u}^t_{n-1}\right) = \tilde{F}_n\left(\tilde{x}^t_n, \tilde{u}^t_{n-1}\right), \quad \forall n \in \mathbb{Z}, \ t \in \mathbb{Z}_+.
\end{cases} \quad (4.12)
$$

has unique solution $((\tilde{x}^t, \tilde{u}^t))_{t \in \mathbb{Z}_+}$ given by

$$
\tilde{x}^t := (\mathcal{A}^{-1} \circ \mathcal{T} \circ \mathcal{A})^t(\hat{x}), \quad \tilde{u}^t := \mathcal{B}^{-1} \circ U \circ \mathcal{A}(\hat{x}^t), \quad \forall t \in \mathbb{Z}_+, \quad (4.13)
$$

where $\mathcal{T}$ is the operator on $\mathcal{X}^U$ giving the dynamics associated with $U$.

(b) Suppose that the locally-defined dynamics on $\tilde{\mathcal{X}}$, given by $m$ and $(F_n)_{n \in \mathbb{Z}}$, are self-reverse (in the sense described in the statement of Theorem 4.10), and $U : \mathcal{X}^U \to \mathcal{U}$, where $\mathcal{X}^U \subseteq \mathcal{X}$, is an associated canonical carrier function that satisfies $R^X(\mathcal{X}^U) = \mathcal{X}^U$. If (4.11) holds, then for each $\tilde{x} \in \mathcal{A}^{-1}(\mathcal{X}^U)$, the all-time initial value problem given by (4.12), but replacing $t \in \mathbb{Z}_+$ by $t \in \mathbb{Z}$, has unique solution $((\tilde{x}^t, \tilde{u}^t))_{t \in \mathbb{Z}}$ given by (4.13), again replacing $t \in \mathbb{Z}_+$ by $t \in \mathbb{Z}$.

**Proof** Towards proving part (a), let $((x^t, u^t))_{t \in \mathbb{Z}_+}$ be the unique solution of the initial value forward problem for the for the locally-defined dynamics on $\mathcal{X}$ given by $m$. 

\[ \square \] Springer
and \((F_n)_{n \in \mathbb{Z}}\) with initial condition \(x := \mathcal{A}(\bar{x})\), as described in Theorem 4.4. Defining \(((\bar{x}^t, \bar{u}^t))_{t \in \mathbb{Z}_+}\), by (4.13) we have that \((\bar{x}^t, \bar{u}^t) = (\mathcal{A}^{-1}(x^t), \mathcal{B}^{-1}(u^t))\), and so

\[
(\mathcal{A}_{n-m} \times \mathcal{B}_n) \circ \tilde{F}_n(\bar{x}^t_n, \bar{u}^t_{n-1}) = (\mathcal{A}_{n-m} \times \mathcal{B}_n) \circ \tilde{F}_n(\mathcal{A}^{-1}(x^t)_n, \mathcal{B}^{-1}(u^t)_{n-1})
\]

\[
= F_n(x^t_n, u^t_{n-1})
\]

\[
= (\mathcal{A}_{n-m} \times \mathcal{B}_n)(\tilde{x}^{t+1}_{n-m}, \tilde{u}^t_n).
\]

Since \(\mathcal{A}_{n-m}\) and \(\mathcal{B}_n\) are injective, we thus obtain that \(\tilde{F}_n(\bar{x}^t_n, \bar{u}^t_{n-1}) = (\tilde{x}^{t+1}_{n-m}, \tilde{u}^t_n)\). Moreover, it clearly holds that \(\bar{x}^0 = \bar{x}\), and so we have confirmed that \(((\bar{x}^t, \bar{u}^t))_{t \in \mathbb{Z}_+}\) is indeed a solution to (4.12). Similar manipulations allow us to check that if \(((\tilde{x}^t, \tilde{u}^t))_{t \in \mathbb{Z}_+}\) is an arbitrary solution to (4.12), then \(((\mathcal{A}(\tilde{x}^t), \mathcal{B}(\tilde{u}^t)))_{t \in \mathbb{Z}_+}\) solves the corresponding problem on \(\mathcal{X}\). We must therefore have that \(((\mathcal{A}(\tilde{x}^t), \mathcal{B}(\tilde{u}^t)))_{t \in \mathbb{Z}_+}\) is equal to \(((x^t, u^t))_{t \in \mathbb{Z}_+}\), and this implies in turn that \(((\tilde{x}^t, \tilde{u}^t))_{t \in \mathbb{Z}_+}\) is equal to \(((\tilde{x}^t, \tilde{u}^t))_{t \in \mathbb{Z}_+}\). This completes the proof of part (a), and the proof of part (b) is essentially the same, only appealing to Theorem 4.10 in place of Theorem 4.4.

4.4 Pitman-Type Locally-Defined Dynamics and Path Encodings

In this subsection, we specialize to the case when \(\mathcal{X} = \mathcal{U} = \mathbb{R}^\mathbb{Z}\), and the locally-defined dynamics are given by Pitman-type transformation maps, as introduced in the following definition. For this setting, we present a criteria for identifying a canonical carrier function in terms of a path encoding for the configuration (see Assumption 4.16 and Proposition 4.18), and show that the associated dynamics can be described in terms of Pitman-type transformations (see Theorems 4.19 and 4.20).

Definition 4.12 (a) We say \(F : \mathbb{R}^2 \rightarrow \mathbb{R}^2\) is a Pitman-type transformation map (P-map) if the following statements hold:

(i) \(F\) is a bijection;

(ii) \(P \circ F = P\), where

\[
P(a, b) := a - 2b, \quad \forall (a, b) \in \mathbb{R}^2.
\]

(b) We say locally-defined dynamics on \(\mathbb{R}^\mathbb{Z}\) given by shift parameter \(m\) and maps \((F_n)_{n \in \mathbb{Z}}\) are of Pitman-type if \(F_n\) is a P-map for each \(n \in \mathbb{Z}\).

It will be useful to note for later that if \(F\) is a P-map, then so is \(F^{-1}\). Moreover, although the importance of the condition in (a)(ii) above may not be clear at this point, it represents a natural conservation property in the integrable systems that we are interested in (recall the discussion from Sect. 3.2 and see also Remark 5.11 below). For example, for the original BBS of [52], \(a\) will represent \(1 - 2\eta_n^t\) and \(b\) will represent \(U_{n-1}^t - \frac{1}{2}\), where we recall \(\eta_n^t\) is the configuration and \(U_{n-1}^t\) is the carrier load arriving at the relevant space-time point (see Sect. 5.1 for details), meaning that the conservation
of $a - 2b$ under the relevant $F$ is equivalent to having the conservation of mass:
\[ \eta_n^l + U_{n-1}^l = \eta_{n+1}^l + U_n^l. \]
Moreover, the conservation property of condition (a)(ii) will
be the key to the connection with Pitman-type transformations. Towards introducing
these, we next define the path encoding of a configuration, which is a certain anti-
derivative, and the associated dynamics. We recall the space $\mathcal{A}^0$ from (2.1).

**Definition 4.13** (a) The *path encoding* of a configuration $x \in \mathbb{R}^\mathbb{Z}$ is a function $S^x \in \mathcal{A}^0$ defined by

\[ S_n^x - S_{n-1}^x = x_n. \]

We let $\pi : \mathbb{R}^\mathbb{Z} \to \mathcal{A}^0$ be the map given by $\pi(x) = S^x$, and note that this is clearly a bijection.

(b) If $u \in \mathbb{R}^\mathbb{Z}$ is a carrier for $x \in \mathbb{R}^\mathbb{Z}$, then define the associated path-encoding
dynamics $S^x \mapsto \mathcal{T}_u S^x$ by setting

\[ \mathcal{T}_u S^x := S^{\mathcal{T}_u(x)}, \]

i.e. $\mathcal{T}_u := \pi \circ \mathcal{T} \circ \pi^{-1}$.

In the following definition, we introduce the Pitman-type transformation of the path
encoding to which a particular carrier gives rise. The function $M^u$ plays the role that
the past maximum did in the original version of Pitman’s transformation, as recalled
at (1.6).

**Definition 4.14** For $u \in \mathbb{R}^\mathbb{Z}$, let $M^u : \mathcal{I} \to \mathcal{I}$ be the operator given by

\[ M^u(S)_n = S_n + u_n, \quad \forall n \in \mathbb{Z}. \]

Given this, we introduce the associated *Pitman-type transformation* $T^u : \mathcal{I} \to \mathcal{I}$
by setting

\[ T^u(S) = 2M^u(S) - S. \]

Part (b) of the next lemma provides the connection between the conservation law
that is assumed to hold for Pitman-type locally-defined dynamics and the Pitman-type
transformation on path encodings. Part (a) will be useful for obtaining an explicit
expression for carrier functions when we study concrete examples in Sect. 4.5.

**Lemma 4.15** (a) It holds that $u \in \mathbb{R}^\mathbb{Z}$ is a carrier for $x \in \mathbb{R}^\mathbb{Z}$ if and only if

\[ M^u(S^x)_n = S^x_n + F^{(2)}(S^x_n - S^x_{n-1}, M^u(S^x)_{n-1} - S^x_{n-1}), \quad \forall n \in \mathbb{Z}. \quad (4.14) \]

(b) For Pitman-type locally-defined dynamics on $\mathbb{R}^\mathbb{Z}$, if $u \in \mathbb{R}^\mathbb{Z}$ is a carrier for $x \in \mathbb{R}^\mathbb{Z}$,
then

\[ \mathcal{T}_u(S^x) = \theta^m \circ T^u(S^x) - \theta^m \circ T^u(S^x)_0. \quad (4.15) \]
Proof} Applying the definitions of $S^x$ and $M^u$, it is straightforward to check that the collection of equations $u_n = F_n^{(2)}(x_n, u_{n-1}), n \in \mathbb{Z}$, is equivalent to (4.14), which establishes (a). For part (b), we start by noting that since $\mathcal{F}^u(S^x)_0 = 0 = \theta^m \circ T^u(S^x)_0 - \theta^m \circ T^u(S^x)_0$, we only need to prove

$$
\mathcal{F}^u(S^x)_n - \mathcal{F}^u(S^x)_{n-1} = \theta^m \circ T^u(S^x)_n - \theta^m \circ T^u(S^x)_{n-1}, \quad \forall n \in \mathbb{Z}.
$$

By the definition of $T^u$, we have that

$$
\theta^m \circ T^u(S^x)_n - \theta^m \circ T^u(S^x)_{n-1} = 2M^u(S^x)_{n+m} - S^x_{n+m} - 2M^u(S^x)_{n+m-1} + S^x_{n+m-1} = x_{n+m} + 2u_{n+m} - S^x_{n+m-1} - 2u_{n+m-1}.
$$

Now, since we are assuming Pitman-type dynamics, we have that

$$
x_{n+m} - 2u_{n+m-1} = \mathcal{F}^u(x)_n - 2u_{n+m},
$$

and so we obtain

$$
\theta^m \circ T^u(S^x)_n - \theta^m \circ T^u(S^x)_{n-1} = \mathcal{F}^u(x)_n = \mathcal{F}^u(S^x)_n - \mathcal{F}^u(S^x)_{n-1},
$$

as desired. \qed

For a given system of Pitman-type locally-defined dynamics on $\mathbb{R}^\mathbb{Z}$, we now introduce the assumption that, as we will show in the following proposition, ensures the existence of a canonical carrier function on a certain subset of the configuration space. In order to describe the latter, we present some notation. Specifically, recall $\mathcal{I}$ from (1.7), and, for $c > 0$, let

$$
\mathcal{I}_{-}^{\text{lin}(c)} := \left\{ S \in \mathcal{I} : \lim_{n \to -\infty} \frac{S_n}{n} = c \right\}, \quad \mathcal{I}_{+}^{\text{lin}(c)} := \left\{ S \in \mathcal{I} : \lim_{n \to +\infty} \frac{S_n}{n} = c \right\},
$$

be the set of asymptotically linear path encodings with gradient $c$ at $-\infty$ or $+\infty$, respectively, and

$$
\mathcal{I}_{-}^{\text{lin}} := \bigcup_{c > 0} \mathcal{I}_{-}^{\text{lin}(c)}, \quad \mathcal{I}_{+}^{\text{lin}} := \bigcup_{c > 0} \mathcal{I}_{+}^{\text{lin}(c)}, \quad \mathcal{I}_{-}^{\text{lin}} := \mathcal{I}_{-}^{\text{lin}} \cap \mathcal{I}_{+}^{\text{lin}};
$$

where we note that this definition of $\mathcal{I}_{-}^{\text{lin}}$ matches that given at (1.8). Moreover, we define the corresponding parts of the configuration space by setting, for $c > 0$,

$$
\mathcal{X}_{-}^{\text{lin}(c)} := \left\{ x \in \mathbb{R}^\mathbb{Z} : S^x \in \mathcal{I}_{-}^{\text{lin}(c)} \right\}, \quad \mathcal{X}_{+}^{\text{lin}(c)} := \left\{ x \in \mathbb{R}^\mathbb{Z} : S^x \in \mathcal{I}_{+}^{\text{lin}(c)} \right\}.
$$
and also

\[ X_{\text{lin}}^{-} := \bigcup_{c > 0} X_{\text{lin}}^-(c), \quad X_{\text{lin}}^{+} := \bigcup_{c > 0} X_{\text{lin}}^+(c), \quad X_{\text{lin}} := X_{\text{lin}}^{-} \cap X_{\text{lin}}^{+}. \]

**Assumption 4.16**  
(a) For any \( x \in \mathbb{R}^Z \) satisfying

\[ \lim_{n \to -\infty} S_n^x = \infty, \]

there does not exist a carrier for \( x \).

(b) For any \( x \in X_{\text{lin}}^{-} \), there exists a carrier \( w \) such that

\[ \liminf_{n \to -\infty} M_w(S_n^x) = -\infty. \]

Moreover, if \( u \) is any other carrier for \( x \), then

\[ \liminf_{n \to -\infty} M_u(S_n^x) > -\infty. \]

In particular, setting \( W(x) = w \) yields a well-defined carrier function on \( X_{\text{lin}}^{-} \).

(c) For any \( c > 0 \) and \( x \in X_{\text{lin}}^{-}(c) \), it holds that

\[ \lim_{n \to -\infty} \frac{M_{W(x)}(S_n^x)}{n} = c. \]

(d) For any \( c > 0 \) and \( x \in X_{\text{lin}}^{-} \cap X_{\text{lin}}^{+}(c) \), it holds that

\[ \lim_{n \to \infty} \frac{M_{W(x)}(S_n^x)}{n} = c. \]

**Remark 4.17**  
In Assumption 4.16, condition (a) gives a criteria for the degeneracy of a configuration (with respect to the existence of a carrier). Condition (b) ensures the existence of at least one carrier, and a means through which to select one of these uniquely. Condition (c) will allow us to check that the forward dynamics of the system are well-defined, and condition (d) similarly for the backward dynamics.

**Proposition 4.18**  
Suppose that we have a system of Pitman-type locally-defined dynamics on \( \mathbb{R}^Z \) such that Assumption 4.16(a)-(c) holds. It is then the case that \( W : X_{\text{lin}}^{-} \to \mathbb{R}^Z \) is a canonical carrier function. If it is moreover the case that Assumption 4.16(d) holds, then \( W : X_{\text{lin}} \to \mathbb{R}^Z \) is a canonical carrier function.

**Proof**  
Since \( W : X_{\text{lin}}^{-} \to \mathbb{R}^Z \) is a carrier function by definition, we only need to check that properties (i) and (ii) of Definition 4.2(c) hold in each of the cases. Suppose
\[ c > 0 \text{ and } x \in \mathcal{D}_{-}^{\text{lin}(c)}. \] By Lemma 4.15, we have that \( S^{W(x)}(x) = S^{x} = \theta^{m} \circ T^{W(x)}(S^{x}) - \theta^{m} \circ T^{W(x)}(S^{x})_{0} \), and so
\[
\lim_{n \to -\infty} S^{n} W(x) = \lim_{n \to -\infty} T^{W(x)}(S^{x})_{n} = \lim_{n \to -\infty} \frac{2M^{W(x)}(S^{x}) - S^{x}_{n}}{n} = c,
\]
where we have applied Assumption 4.16(c) to obtain the final equality. In particular, this establishes that \( W : \mathcal{D}_{-}^{\text{lin}} \to \mathbb{R}^{Z} \). Moreover, if Assumption 4.16(d) holds, then one similarly obtains that for \( c > 0 \) and \( x \in \mathcal{D}_{-}^{\text{lin}} \cap \mathcal{D}_{+}^{\text{lin}(c)} \), \( T^{W(x)}(x) \in \mathcal{D}_{+}^{\text{lin}(c)} \), and thus Definition 4.2(c)(i) holds for \( W : \mathcal{D}_{-}^{\text{lin}} \to \mathbb{R}^{Z} \) as well. Finally, we show Definition 4.2(c)(ii).

Suppose \( u \) is a carrier for \( x \in \mathcal{D}_{-}^{\text{lin}} \) and \( u \neq W(x) \). By Assumption 4.16(b), we therefore have that \( \lim \inf_{n \to -\infty} M^{u}(S^{x})_{n} > -\infty \), and consequently
\[
\lim \inf_{n \to -\infty} S^{n} W(x) = \lim \inf_{n \to -\infty} (T^{u}(S^{x})_{n+m} - T^{u}(S^{x})_{m})
= \lim \inf_{n \to -\infty} (2M^{u}(S^{x})_{n} - S^{x}_{n} - (2M^{u}(S^{x})_{m} - S^{x}_{m})
= \infty,
\]
where we have again applied Lemma 4.15. Hence \( T^{u}(x) \) does not have a carrier by Assumption 4.16(a). \( \Box \)

In view of the preceding result (and Theorem 4.4), it makes sense to write \( T = T^{W(x)} \) whenever Assumption 4.16(a)-(c) holds, and we will do this henceforth. We note that this operator on configurations also gives rise to an operator \( T_{S} = \pi \circ T \circ \pi^{-1} \) on path encodings, which can be viewed as a Pitman-type transformation, as per the description at (4.15) with \( u = W(x) \). Moreover, combining Theorem 4.4 with Proposition 4.18 yields the following theorem, which provides a means of identifying solutions to the forward problem. Apart from the fact they include a path encoding description of the dynamics, a key difference of this and the subsequent theorem to our earlier results is that they make explicit the set of initial conditions for which we can solve the initial value problem.

**Theorem 4.19** Suppose \( m \) and \( (F_{n})_{n \in \mathbb{Z}} \) describe a system of Pitman-type locally-defined dynamics on \( \mathbb{R}^{Z} \) such that Assumption 4.16(a)-(c) holds. It is then the case that, for each \( x \in \mathcal{D}_{-}^{\text{lin}} \), the initial value problem
\[
\begin{cases}
x^{0} = x, \\
x_{n+m}^{t+1}, u_{n}^{t} = F_{n}(x_{n}^{t}, u_{n-1}^{t}), \quad \forall n \in \mathbb{Z}, \ t \in \mathbb{Z}_{+},
\end{cases}
\]
has a unique solution \( ((x^{t}, u^{t}))_{t \in \mathbb{Z}_{+}} \). This is given by setting \( x^{t} := \pi^{-1}(S^{t}) \) and \( u^{t} := W(x^{t}) \), where
\[
S^{t} := T_{S}^{t}(S^{x}), \quad \forall t \in \mathbb{Z}_{+}, \]
\( \square \) Springer
i.e. \((S^t)_{t \in \mathbb{Z}_+}\) is obtained from \(S^x\) by applying iteratively the Pitman-type transformation associated with \(W\).

We also have the following all-time version of the result, which follows from Theorem 4.10 and Proposition 4.18. For the statement, we recall the definition of self-reverse locally-defined dynamics from the former of the aforementioned results, and also introduce a path encoding reversal operator \(R^\mathcal{S} : \mathcal{S} \to \mathcal{S}\) by setting

\[
R^\mathcal{S} (S)_n := - S_{m-n},
\]

which we note satisfies \(R^\mathcal{S}(S^x) = S^R^\mathcal{S}(x)\) for all \(x \in \mathbb{R}^\mathbb{Z}\).

**Theorem 4.20** Suppose \(m\) and \((F_n)_{n \in \mathbb{Z}}\) describe a system of Pitman-type self-reverse locally-defined dynamics on \(\mathbb{R}^\mathbb{Z}\) such that Assumption 4.16 holds. The following statements then hold.

(a) The operator \(\mathcal{T}\) is a bijection from \(\mathcal{X}^{lin}\) to itself, and

\[
\mathcal{T}^{-1} = R^\mathcal{S} \circ \mathcal{T} \circ R^\mathcal{S}.
\]

Or, in terms of path encodings, \(\mathcal{T}_S\) is a bijection from \(\mathcal{S}^0 \cap \mathcal{S}^{lin}\) to itself, and

\[
\mathcal{T}_S^{-1} = R^\mathcal{S} \circ \mathcal{T}_S \circ R^\mathcal{S}.
\]

(b) On \(\mathcal{X}^{lin}\), it holds that

\[
W = R^\mathcal{S} \circ W \circ R^\mathcal{S} \circ \mathcal{T}.
\]

(c) For each \(x \in \mathcal{X}^{lin}\), the initial value problem

\[
\begin{aligned}
&x^0 = x, \\
&(x^t_{n-m}, u^t_n) = F_n (x^t_{n}, u^t_{n-1}) , \quad \forall n \in \mathbb{Z}, \ t \in \mathbb{Z},
\end{aligned}
\]

has a unique solution \(((x^t, u^t))_{t \in \mathbb{Z}}\). This is given by setting \(x^t := \pi^{-1}(S^t)\) and \(u^t := W(x^t)\), where

\[
S^t := \mathcal{T}_S(S^x), \quad \forall t \in \mathbb{Z}.
\]

**Remark 4.21** As we will show subsequently, each of the integrable systems \((udKdV)\), \((dKdV)\), \((udToda)\), \((dToda)\) can be transformed so that the locally-defined dynamics are given by P-maps, and in particular satisfy a conservation property as in Definition 4.12(a)(ii). It would be an interesting problem to explore which other integrable systems can be handled in a similar fashion, and which other Pitman-type transformations on path encodings arise in this way.
4.5 Key Examples of Pitman-Type Locally-Defined Dynamics

To complete this section, we consider four explicit examples of locally-defined dynamics on \(\mathbb{R}^\mathbb{Z}\). Precisely, these are given as follows:

- \(\mathbb{K}^\vee = (m, (K_n)_{n \in \mathbb{Z}})\), where \(m = 0\) and \(K_n = K^\vee\) for all \(n\), with
  \[K^\vee(a, b) := \left(-\min\{a, 2b\}, b - \frac{a}{2} - \frac{\min\{a, 2b\}}{2}\right), \quad \forall (a, b) \in \mathbb{R}^2;\]

- \(\mathbb{K}^\Sigma = (m, (K_n)_{n \in \mathbb{Z}})\), where \(m = 0\) and \(K_n = K^\Sigma\) for all \(n\), with
  \[K^\Sigma(a, b) := \left(2 \log(e^{-a} + e^{-b}), b - \frac{a}{2} + \log(e^{-a} + e^{-b})\right), \quad \forall (a, b) \in \mathbb{R}^2;\]

- \(\mathbb{K}^{\vee^*} = (m, (K_n)_{n \in \mathbb{Z}})\), where \(m = 1\) and \(K_n = K^{\vee^*}\) for \(n\) even, and \(K_n = (K^{\vee^*})^{-1}\) for \(n\) odd, with
  \[K^{\vee^*}(a, b) := \left(-\min\{a, b\}, b - \frac{a}{2} - \frac{\min\{a, b\}}{2}\right), \quad \forall (a, b) \in \mathbb{R}^2;\]

- \(\mathbb{K}^{\Sigma^*} = (m, (K_n)_{n \in \mathbb{Z}})\), where \(m = 1\) and \(K_n = K^{\Sigma^*}\) for \(n\) even, and \(K_n = (K^{\Sigma^*})^{-1}\) for \(n\) odd, with
  \[K^{\Sigma^*}(a, b) := \left(\log(e^{-a} + e^{-b}), b - \frac{a}{2} + \frac{\log(e^{-a} + e^{-b})}{2}\right), \quad \forall (a, b) \in \mathbb{R}^2.\]

In later discussion, we will show that \(\mathbb{K}^\vee, \mathbb{K}^\Sigma, \mathbb{K}^{\vee^*}\) and \(\mathbb{K}^{\Sigma^*}\) correspond to \((\text{udKdV}), (\text{dKdV}), (\text{udToda})\) and \((\text{dToda})\), respectively (see Sect. 5 in particular). By applying Proposition 4.18, we will describe explicitly the canonical carrier functions for these systems on \(\mathscr{A}^{\text{lin}}\) and \(\mathscr{A}^{\text{lin}}\) (see Corollary 4.24), and also describe the solutions to the corresponding initial value problems (see Corollary 4.29). We start by checking that the maps \(K^\vee, K^\Sigma, K^{\vee^*}\) and \(K^{\Sigma^*}\) are P-maps, which ensures the inverses that appear in the above definition are well-defined, and that the systems are invariant under reversal.

Lemma 4.22 (a) It holds that \(K^\vee, K^\Sigma, K^{\vee^*}\) and \(K^{\Sigma^*}\) are bijections, with inverses given by

\[
\begin{align*}
(K^\vee)^{-1}(a, b) &= K^\vee(a, b), \\
(K^\Sigma)^{-1}(a, b) &= K^\Sigma(a, b), \\
(K^{\vee^*})^{-1}(a, b) &= (-a - \min\{0, 2b\}, -a - \min\{-b, 0\}), \\
(K^{\Sigma^*})^{-1}(a, b) &= \left(-a - 2 \log\left(\frac{\sqrt{1 + 4e^{2b}} - 1}{2e^b}\right), -a - \log\left(\frac{\sqrt{1 + 4e^{2b}} - 1}{2e^b}\right)\right).
\end{align*}
\]

(b) Each of the maps \(K^\vee, K^\Sigma, K^{\vee^*}\) and \(K^{\Sigma^*}\) are P-maps.
(c) Each of the systems of locally-defined dynamics $K^\lor$, $K^\sum$, $K^{\lor^*}$ and $K^{\sum^*}$ is self-reverse (as per the description in Theorem 4.10).

**Proof** Part (a) can be checked by elementary computation, the details of which we omit. Given part (a), to establish part (b) we simply need to check that property (ii) of Definition 4.12(a) holds in each case, but this is obvious from the definitions of the maps in question. Finally, part (c) is immediate from the previous parts of the lemma.

Our next step is to prove that the models $K^\lor$, $K^\sum$, $K^{\lor^*}$ and $K^{\sum^*}$ satisfy Assumption 4.16, with the carrier functions mapping $\mathcal{X}_{\text{lin}}$ into $\mathbb{R}^Z$ being given by, respectively:

\[
\begin{align*}
W^\lor_{\pi}(x)_n &= M^\lor(S^x)_n - S^x_n, \\
W^\sum_{\pi}(x)_n &= M^\sum(S^x)_n - S^x_n, \\
W^{\lor^*}_{\pi}(x)_n &= M^{\lor^*}(S^x)_n - S^x_n, \\
W^{\sum^*}_{\pi}(x)_n &= M^{\sum^*}(S^x)_n - S^x_n,
\end{align*}
\]

where $M^\lor$, $M^{\lor^*}$, $M^\sum$ and $M^{\sum^*}$ are defined as in Table 1; the descriptions of the latter functions explain our choice of superscripts in the model definitions. For future reference, we note that the above definitions correspond to the configuration versions of the carrier functions introduced in Sect. 2, which are defined on $\mathcal{X}_{\text{lin}}$. More specifically, we have $W^\lor = W^\lor \circ \pi$, $W^\sum = W^\sum \circ \pi$, $W^{\lor^*} = W^{\lor^*} \circ \pi$ and $W^{\sum^*} = W^{\sum^*} \circ \pi$, where $W^\lor$, $W^\sum$, $W^{\lor^*}$ and $W^{\sum^*}$ were defined at (2.7), (2.9), (2.12) and (2.14), respectively.

**Theorem 4.23** The models $K^\lor$, $K^\sum$, $K^{\lor^*}$ and $K^{\sum^*}$ satisfy Assumption 4.16 with carrier functions being given by $W^\lor_{\pi}$, $W^\sum_{\pi}$, $W^{\lor^*}_{\pi}$ and $W^{\sum^*}_{\pi}$, respectively.

Combining the previous result with Proposition 4.18, yields the following corollary.

**Corollary 4.24** For the models $K^\lor$, $K^\sum$, $K^{\lor^*}$ and $K^{\sum^*}$, it holds that $W^\lor_{\pi}$, $W^\sum_{\pi}$, $W^{\lor^*}_{\pi}$ and $W^{\sum^*}_{\pi}$, respectively, are canonical carrier functions on $\mathcal{X}_{\text{lin}}$. Moreover, they are also canonical carrier functions on $\mathcal{X}_{\text{lin}}$.

The claims of Theorem 4.23 will be proved for each model separately across the subsequent four lemmas.

**Lemma 4.25** If the locally-defined dynamics are given by $K^\lor$, then:

(a) for $x \in \mathbb{R}^Z$, $u$ is a carrier for $x$ if and only if

\[
M^u(S^x)_n = \max \left\{ M^u(S^x)_{n-1}, \frac{S^x_n + S^x_{n-1}}{2} \right\}, \quad \forall n \in \mathbb{Z};
\]

(b) Assumption 4.16 holds.
Proof By Lemma 4.15(a) and the definition of $K^\vee$, $u$ is a carrier for $x$ if and only if

\[
M^u(S^x)_n = S^x_n + M^u(S^x)_{n-1} - S^x_{n-1} - \frac{S^x_n - S^x_{n-1}}{2} - \min \left\{ S^x_n - S^x_{n-1}, 2(M^u(S^x)_n - S^x_{n-1}) \right\}
\]

\[
= \frac{S^x_n - S^x_{n-1}}{2} + M^u(S^x)_{n-1} - \min \left\{ \frac{S^x_n - S^x_{n-1}}{2}, M^u(S^x)_n - S^x_{n-1} \right\}
\]

\[
= \max \left\{ M^u(S^x)_{n-1}, \frac{S^x_n + S^x_{n-1}}{2} \right\},
\]

which establishes part (a) of the lemma. For part (b), we check the various requirements of Assumption 4.16 as follows:

(a) Suppose $x \in \mathbb{R}^\mathbb{Z}$ satisfies $\lim_{n \to -\infty} S^x_n = \infty$. From (4.18), if $u$ is a carrier, then $M^u(S^x)_n \geq \frac{\sum_{m \leq n} \frac{S^x_n + S^x_{m-1}}{2}}{m}$ for all $n$. Hence $M^u(S^x)_n = \infty$ for all $n$, but this contradicts $M^u(S^x)_n = S^x_n + u_n < \infty$. Thus there does not exist a carrier for $x$.

(b) Let $x \in \mathbb{R}^\mathbb{Z}$. Since $M^\vee(S^x) = M^{W^\vee}(S^x)$ satisfies $M^\vee(S^x)_n = \max \{ M^\vee(S^x)_{n-1}, \frac{S^x_n + S^x_{n-1}}{2} \}$, $W^\vee(x)$ is a carrier for $x$. Also, that $\lim \inf_{n \to -\infty} M^\vee(S^x) = -\infty$ is obvious from the definition. Next, suppose that $u$ is a carrier for $x$, but $u \neq W^\vee(x)$. Since $M^u$ must satisfy (4.18), $M^u(S^x)_n \geq M^\vee(S^x)_n$ for all $n$. In conjunction with the assumption that $u \neq W^\vee(x)$, this implies the existence of an $n_0$ such that $M^u(S^x)_{n_0} > M^\vee(S^x)_{n_0}$. Hence, by applying (4.18) again, we find that $M^u(S^x)_n = M^u(S^x)_{n_0}$ for all $n \leq n_0$, and so $\lim \inf_{n \to -\infty} M^u(S^x)_n = -\infty$.

(c),(d) These properties are straightforward to check from the definition of $M^\vee$.

Lemma 4.26 If the locally-defined dynamics are given by $\mathbb{K}\Sigma$, then:

(a) for $x \in \mathbb{R}^\mathbb{Z}$, $u$ is a carrier for $x$ if and only if

\[
\exp \left( M^u(S^x)_n \right) = \exp \left( M^u(S^x)_{n-1} \right) + \exp \left( \frac{S^x_n + S^x_{n-1}}{2} \right), \quad \forall n \in \mathbb{Z}; \quad (4.19)
\]

(b) Assumption 4.16 holds.

Proof By Lemma 4.15(a) and the definition of $K^\Sigma$, $u$ is a carrier for $x$ if and only if

\[
M^u(S^x)_n = S^x_n + M^u(S^x)_{n-1} - S^x_{n-1} - \frac{S^x_n - S^x_{n-1}}{2} + \log \left( \exp \left( -\frac{S^x_n - S^x_{n-1}}{2} \right) + \exp \left( -M^u(S^x)_{n-1} + S^x_{n-1} \right) \right)
\]

\[
= \frac{S^x_n - S^x_{n-1}}{2} + M^u(S^x)_{n-1} + \log \left( \exp \left( -\frac{S^x_n - S^x_{n-1}}{2} \right) + \exp \left( -M^u(S^x)_{n-1} + S^x_{n-1} \right) \right)
\]

\[
= \log \left( \exp \left( M^u(S^x)_{n-1} \right) + \exp \left( \frac{S^x_n + S^x_{n-1}}{2} \right) \right),
\]
which establishes part (a) of the lemma. For part (b), we check the various requirements of Assumption 4.16 as follows:

(a) Suppose $x \in \mathbb{R}^{\mathbb{Z}}$ satisfies $\lim_{n\to-\infty} S_n^x = \infty$. From (4.19), if $u$ is a carrier, then $\exp(M^u(S^x)_n) \geq \sum_{m \leq n} \exp(S_n^x + S_{n-1}^x) / 2$ for all $n$. Hence $M^u(S^x)_n = \infty$ for all $n$, but this contradicts $M^u(S^x)_n = S_n^x + u_n < \infty$. Thus there does not exist a carrier for $x$.

(b) Let $x \in \mathcal{R}^{lin}_{\mathbb{Z}}$. Since $\exp(M \sum(S^x)) = \exp(M \sum(S^x))$, we check the various requirements for part (b). We first check that $\exp(M \sum(S^x))$ satisfies $\exp(M \sum(S^x)) = \exp(M \sum(S^x)) = \exp(M \sum(S^x)) = -\infty$ is obvious from the definition. Next, suppose that $u$ is a carrier for $x$, but $u \neq \exp(M \sum(S^x))$. Since $M^u$ must satisfy (4.19), $M^u(S^x)_n \leq \exp(M \sum(S^x))_n$ for all $n$. In conjunction with the assumption that $u \neq \exp(M \sum(S^x))$, this implies the existence of an $n_0$ such that $M^u(S^x)_n = \exp(M \sum(S^x))_n$. Hence, by applying (4.19) again, we find that $\exp(M^u(S^x)_n) = \exp(M \sum(S^x)_n) - \exp(M \sum(S^x)_{n_0}) > 0$ for all $n \leq n_0$, and so $\liminf_{n\to-\infty} \exp(M^u(S^x)_n) > 0$, which implies in turn that $\liminf_{n\to-\infty} M^u(S^x)_n = -\infty$.

(c), (d) These properties are straightforward to check from the definition of $M \sum$.

Lemma 4.27 If the locally-defined dynamics are given by $\mathbb{R}^{\mathbb{Z}}$, then:

(a) for $x \in \mathbb{R}^{\mathbb{Z}}$, $u$ is a carrier for $x$ if and only if

$$M^u(S^x)_n := \left\{ \begin{array}{ll}
\max\{M^u(S^x)_{n-2}, S_n^x, S_{n-1}^x\}, & n \text{ odd,} \\
\frac{M^u(S^x)_{n-1} + M^u(S^x)_{n+1}}{2}, & n \text{ even};
\end{array} \right. \quad (4.20)
$$

(b) Assumption 4.16 holds.

Proof By Lemma 4.15(a), the definition of $K^\forall^x$, and the description of $(K^\forall^x)^{-1}$ from Lemma 4.22, $u$ is a carrier for $x$ if and only if

$$M^u(S^x)_n = S_n^x + M^u(S^x)_{n-1} - S_{n-1}^x - \frac{S_n^x - S_{n-1}^x}{2} - \min\left\{ \frac{S_n^x - S_{n-1}^x, M^u(S^x)_{n-1} - S_{n-1}^x}{2} \right\}$$

$$= \frac{S_n^x - S_{n-1}^x}{2} + M^u(S^x)_{n-1} - \min\left\{ \frac{S_n^x - S_{n-1}^x}{2}, \frac{M^u(S^x)_{n-1} - S_{n-1}^x}{2} \right\}$$

$$= \max\left\{ \frac{M^u(S^x)_{n-1}}{2} + \frac{M^u(S^x)_{n-1} + S_n^x}{2} \right\}$$

$$= \frac{M^u(S^x)_{n-1}}{2} + \max\left\{ \frac{M^u(S^x)_{n-1}}{2}, S_n^x \right\}$$

(4.21)

for $n$ even, and

$$M^u(S^x)_n = S_n^x - (S_n^x - S_{n-1}^x) - \min\left\{ -M^u(S^x)_{n-1} + S_{n-1}^x, 0 \right\}$$

$$= S_n^x - \min\left\{ -M^u(S^x)_{n-1} + S_{n-1}^x, 0 \right\}$$

$$= \max\left\{ M^u(S^x)_{n-1}, S_n^x \right\}$$

(4.22)
for \( n \) odd. Suppose that both (4.21) and (4.22) hold. Substituting (4.21) into (4.22), we obtain

\[
M^u(S^x)_n = \max \left\{ \max \left\{ M^u(S^x)_{n-2}, \frac{M^u(S^x)_{n-2} + S^x_{n-1}}{2} \right\}, S^x_{n-1} \right\}
\]

\[
= \max \left\{ M^u(S^x)_{n-2}, S^x_{n-1} \right\}
\]

for \( n \) odd. Moreover, substituting this relation into (4.21), we find

\[
M^u(S^x)_n = \frac{M^u(S^x)_{n+1} + M^u(S^x)_{n-1}}{2}
\]

for \( n \) even. Hence (4.21) and (4.22) together imply (4.20). The converse is clear by the explicit expression for \( M^u(S^x)_n \) given by (4.20), and thus we have established part (a) of the lemma. For part (b), we check the various requirements of Assumption 4.16 as follows:

(a) Suppose \( x \in \mathbb{R}^\mathbb{Z} \) satisfies \( \lim_{n \to -\infty} S^x_n = \infty \). From (4.20), if \( u \) is a carrier, then \( M^u(S^x)_n \geq \max_{m \leq n-1} S^x_{2m} \) for all \( n \) odd. Hence \( M^u(S^x)_n = \infty \) for all \( n \), but this contradicts \( M^u(S^x)_n = S^x_n + u < \infty \). Thus there does not exist a carrier for \( x \).

(b) Let \( x \in \mathcal{X}^\text{lin} \). Since \( M^{\vee*}(S^x) = M^{W^\vee*}(x)(S^x) \) satisfies (4.20), \( W^\vee* \) is a carrier for \( x \). Also, that \( \lim \inf_{n \to -\infty} M^{\vee*}(S^x) = -\infty \) is obvious from the definition. Next, suppose that \( u \) is a carrier for \( x \), but \( u \neq W^\vee* \). Since \( M^u \) must satisfy (4.20), \( M^u(S^x)_n \geq M^{\vee*}(S^x)_n \) for all \( n \). In conjunction with the assumption that \( u \neq W^\vee* \), this implies the existence of an odd \( n_0 \) such that \( M^u(S^x)_{n_0} > M^{\vee*}(S^x)_{n_0} \). Hence, by applying (4.19) again, we find that \( M^u(S^x)_n = M^u(S^x)_{n_0} \) for all \( n \leq n_0 \), and so \( \lim \inf_{n \to -\infty} M^u(S^x)_n > -\infty \).

(c),(d) These properties are straightforward to check from the definition of \( M^{\vee*} \). \( \square \)

**Lemma 4.28** If the locally-defined dynamics are given by \( K_{\Sigma^*}^\Sigma^* \), then:

(a) for \( x \in \mathbb{R}^\mathbb{Z} \), \( u \) is a carrier for \( x \) if and only if

\[
M^u(S^x)_n := \begin{cases} 
\exp(M^u(S^x)_{n-2}) + \exp(S^x_{n-1}), & \text{if } n \text{ odd}, \\
\frac{M^u(S^x)_{n-2} + M^u(S^x)_{n+1}}{2}, & \text{if } n \text{ even};
\end{cases}
\]

(4.23)

(b) Assumption 4.16 holds.

**Proof** By Lemma 4.15(a), the definition of \( K_{\Sigma^*}^\Sigma^* \), and the description of \( (K_{\Sigma^*}^\Sigma^*)^{-1} \) from Lemma 4.22, \( u \) is a carrier for \( x \) if and only if

\[
M^u(S^x)_n = S^x_n + M^u(S^x)_{n-1} - S^x_{n-1} - \frac{S^x_n - S^x_{n-1}}{2} + \log \left( \exp \left( -S^x_n + S^x_{n-1} \right) + \exp \left( -M^u(S^x)_{n-1} + S^x_{n-1} \right) \right)
\]

\[
= \frac{S^x_n - S^x_{n-1}}{2} + M^u(S^x)_{n-1}
\]
\[ \log \left( \frac{\exp \left( -S_{n-1}^x + S_n^x \right) + \exp \left( -M^\alpha (S^x)_{n-1} + S_n^x \right)}{2} \right) = \frac{1}{2} \log \left( \exp \left( 2M^\alpha (S^x)_{n-1} \right) + \exp \left( M^\alpha (S^x)_{n-1} + S_n^x \right) \right) \]

\[ = \frac{M^\alpha (S^x)_{n-1}}{2} + \frac{\log \left( \exp \left( M^\alpha (S^x)_{n-1} \right) + \exp \left( S_n^x \right) \right)}{2} \quad (4.24) \]

for \( n \) even, and

\[ M^\alpha (S^x)_{n} = S_n^x - \left( S_n^x - S_{n-1}^x \right) - \log \left( \frac{\sqrt{1 + 4 \exp \left( 2M^\alpha (S^x)_{n-1} - 2S_{n}^x \right) - 1}}{2 \exp \left( 2M^\alpha (S^x)_{n-1} - 2S_{n}^x \right)} \right) \]

\[ = S_{n-1}^x - \log \left( \frac{\sqrt{1 + 4 \exp \left( 2M^\alpha (S^x)_{n-1} - 2S_{n}^x \right) - 1}}{2 \exp \left( 2M^\alpha (S^x)_{n-1} - 2S_{n}^x \right)} \right) \quad (4.25) \]

for \( n \) odd. Note that (4.24) can be rewritten as

\[ \exp \left( 2M^\alpha (S^x)_{n} \right) = \exp \left( M^\alpha (S^x)_{n-1} \right) \left( \exp \left( M^\alpha (S^x)_{n-1} \right) + \exp \left( S_n \right) \right) \quad (4.26) \]

for \( n \) even. Suppose that (4.25) and (4.26) both hold. From (4.26),

\[ \sqrt{1 + 4 \exp \left( 2M^\alpha (S^x)_{n} - 2S_n^x \right)} \]

\[ = \sqrt{1 + 4 \exp \left( 2M^\alpha (S^x)_{n-1} - 2S_{n}^x \right) + 4 \exp \left( M^\alpha (S^x)_{n-1} - S_n^x \right) + 2 \exp \left( M^\alpha (S^x)_{n-1} - S_n^x \right) + 1} \]

for \( n \) even. Hence

\[ \log \left( \frac{\sqrt{1 + 4 \exp \left( 2M^\alpha (S^x)_{n} - 2S_n^x \right) - 1}}{2 \exp \left( 2M^\alpha (S^x)_{n} - 2S_n^x \right)} \right) = M^\alpha (S^x)_{n-1} + S_n^x - 2M^\alpha (S^x)_{n} \]

for \( n \) even. In conjunction with (4.25), this implies that

\[ M^\alpha (S^x)_{n} + M^\alpha (S^x)_{n-2} = 2M^\alpha (S^x)_{n-1} \quad (4.27) \]

for \( n \) odd. Moreover, plugging this back into (4.26) yields

\[ \exp \left( M^\alpha (S^x)_{n} \right) = \exp \left( M^\alpha (S^x)_{n-2} \right) + \exp \left( S_{n-1}^x \right) \quad (4.28) \]

for \( n \) odd, and clearly (4.27) and (4.28) together give (4.23). The converse is clear by the explicit expression for \( M^\alpha (S^x)_{n} \) given by (4.23), and thus we have established part (a) of the lemma. For part (b), we check the various requirements of Assumption 4.16 as follows:
(a) Suppose $x \in \mathbb{R}^\mathbb{Z}$ satisfies $\lim_{n \to -\infty} S^x_n = \infty$. From (4.23), if $u$ is a carrier, then $\exp(M^u(S^x)_n) \geq \sum_{m \leq n+1} \exp(S^x_{2m})$ for all $n$ odd. Hence $M^u(S^x)_n = \infty$ for all $n$, but this contradicts $M^u(S^x)_n = S^x_n + u_n < \infty$. Thus there does not exist a carrier for $x$.

(b) Let $x \in \mathcal{I}^{-lin}$. Since $M^\sum^x(S^x) = M^{W^\sum^x}(S^x)$ satisfies (4.23), $W^\sum^x(x)$ is a carrier for $x$. Also, that $\liminf_{n \to -\infty} M^\sum^x(S^x) = -\infty$ is obvious from the definition.

Next, suppose that $u$ is a carrier for $x$, but $u \neq W^\sum^x(x)$. Since $M^u$ must satisfy (4.23), $M^u(S^x)_n \geq M^\sum^x(S^x)_n$ for all $n$. In conjunction with the assumption that $u \neq W^\sum^x(x)$, this implies the existence of an odd $n_0$ such that $M^u(S^x)_{n_0} > M^\sum^x(S^x)_{n_0}$. Hence, by applying (4.23) again, we find that $\exp(M^u(S^x)_{n}) - \exp(M^\sum^x(S^x)_{n}) = \exp(M^u(S^x)_{n_0}) - \exp(M^\sum^x(S^x)_{n_0}) > 0$ for all $n \leq n_0$, and so it must hold that $\liminf_{n \to -\infty} M^u(S^x)_n > -\infty$.

(c), (d) These properties are straightforward to check from the definition of $M^\sum^x$. □

To finish this section, we present a corollary that is the culmination of our preceding results, specifically Theorems 4.19, 4.20 and 4.23

**Corollary 4.29** The conclusions of Theorems 4.19 and Theorems 4.20 apply to each of the models $\mathbb{R}^\vee$, $\mathbb{I}^\sum^*$, $\mathbb{I}^{\vee*}$ and $\mathbb{I}^{\sum^*}$, with dynamics on the path space $\mathcal{J}^0 \cap \mathcal{J}^{-lin}$, i.e. the map $S \mapsto \mathcal{J}_S(S)$, being given by the operators

$$
T_0 \vee (S) := T \vee (S) - T \vee (S)_0, \\
T_0 \sum^* (S) := T \sum^* (S) - T \sum^* (S)_0, \\
\mathcal{J}_0^{\vee*} (S) := \mathcal{J}^{\vee*} (S) - \mathcal{J}^{\vee*} (S)_0, \\
\mathcal{J}_0^{\sum^*} (S) := \mathcal{J}^{\sum^*} (S) - \mathcal{J}^{\sum^*} (S)_0,
$$

respectively, where $T \vee$, $\sum^*$, $\mathcal{J}^{\vee*}$ and $\mathcal{J}^{\sum^*}$ are defined in Table 1. Moreover, each of the above operators is a bijection on $\mathcal{J}^0 \cap \mathcal{J}^{-lin}$, with inverse given by (4.16).

**Remark 4.30** Foreshadowing the discussion of ultra-discretization that will appear in Sect. 6.7, for P-maps $(F^{(\varepsilon)})_{\varepsilon > 0}$ and $F$, we say that $F$ is the ultra-discretization of $(F^{(\varepsilon)})_{\varepsilon > 0}$ if it is the case that

$$
\lim_{\varepsilon \downarrow 0} F^{(\varepsilon)} \left( \frac{x}{\varepsilon}, \frac{u}{\varepsilon} \right) = F(x, u), \quad \forall x, u \in \mathbb{R}.
$$

Or, if it is additionally the case that $F^{(\varepsilon)} = G$ for all $\varepsilon$, then we simply say $F$ is the ultra-discretization of $G$. In particular, similarly to the proofs of Theorems 6.21 and 6.23 below, one can check that $K^\vee$ is the ultra-discretization of $K^\sum^*$, $K^{\vee*}$ is the ultra-discretization of $K^{\sum^*}$, and $(K^{\vee*})^{-1}$ is the ultra-discretization of $(K^{\sum^*})^{-1}$.

The P-map ultra-discretization property extends naturally to path encodings. Indeed, suppose that for each $n$, the P-map $F_n$ is the ultra-discretization of a sequence of P-maps $(F_{n}^{(\varepsilon)})_{\varepsilon > 0}$, with $F_{n}$ being continuous and the convergence at (4.29) holding uniformly on compacts. Moreover, suppose that for each $\varepsilon > 0$, the locally-defined
dynamics \((m, (F_n)_{n \in \mathbb{Z}})\) admit a canonical carrier \(U^{(e)} : \mathcal{X}^U \to \mathbb{R}^Z\), where \(m\) and \(\mathcal{X}^U \subseteq \mathbb{R}^Z\) do not depend on \(e\), and also

\[
U(x)_n := \lim_{e \downarrow 0} e U^{(e)}(\varepsilon^{-1}x)_n, \quad \forall x \in \mathcal{X}^U, n \in \mathbb{Z}.
\]

It is then the case that \(U : \mathcal{X}^U \to \mathbb{R}^Z\) is a carrier for \((m, (F_n)_{n \in \mathbb{Z}})\), and the associated dynamics satisfy \(\mathcal{T}(\mathcal{X}^U) \subseteq \mathcal{X}^U\) and

\[
\mathcal{T}(x)_n := \lim_{e \downarrow 0} e \mathcal{T}^{(e)}(\varepsilon^{-1}x)_n, \quad \forall x \in \mathcal{X}^U, n \in \mathbb{Z}.
\]

In particular, applying this in conjunction with the conclusion of the previous paragraph, with \(\mathcal{X}^U = \mathcal{X}_{\text{lin}}^{-}\), we find that \(T_0^\vee\) is the ultra-discretization of \(T_0^{\sum}\), and \(T_0^{\vee^*}\) is the ultra-discretization of \(T_0^\sum^*\) (cf. Remarks 6.22 and 6.24 below).

### 5 Proof of Main Results

In this section, we explain how the models of Sect. 2 fit into the framework of Sect. 4, and in particular apply the conclusions of the latter section to establish our main results for the \((\text{udKdV}), (\text{dKdV}), (\text{udToda})\) and \((\text{dToda})\) systems, namely Theorems 2.1, 2.2, 2.3 and 2.5. Although the arguments for each will be similar, for the sake of clarity we consider each of the models of interest separately. Moreover, we finish the section with a remark that relates the conservation of \(a^2 - 2b\) that appears in the definition of a \(P\)-map to the conserved quantities of the original maps, as discussed in Sect. 3.2.

#### 5.1 Ultra-discrete KdV Equation

To reexpress the \((\text{udKdV})\) system of Sect. 2.1 in the notation of Sect. 4, for fixed \(L \in \mathbb{R}\), let \(F_n^{(L)} = (m, (F_n)_{n \in \mathbb{Z}})\), where \(m = 0\), and \(F_n = F_n^{(L)}\) for all \(n\), and we recall the map \(F_n^{(L)}\) from Sect. 3. To obtain locally-defined dynamics, as per Definition 4.1, we take the configuration space to be \(\mathbb{R}^Z\), with typical elements being written \((\eta_n)_{n \in \mathbb{Z}}\), and the carrier space to also be \(\mathbb{R}^Z\), with typical elements being denoted \((U_n)_{n \in \mathbb{Z}}\). We also introduce the following maps:

\[
\mathcal{A}^{\text{udK}} : \mathbb{R}^Z \to \mathbb{R}^Z, \quad (\eta_n)_{n \in \mathbb{Z}} \mapsto (\mathcal{A}^{\text{udK}}_n(\eta_n))_{n \in \mathbb{Z}}
\]

\[
\mathcal{B}^{\text{udK}} : \mathbb{R}^Z \to \mathbb{R}^Z, \quad (U_n)_{n \in \mathbb{Z}} \mapsto (\mathcal{B}^{\text{udK}}_n(U_n))_{n \in \mathbb{Z}},
\]

where \(\mathcal{A}^{\text{udK}}_n(\eta_n) := L - 2\eta_n\) and \(\mathcal{B}^{\text{udK}}_n(U_n) = U_n - \frac{L}{2}\). (For simplicity, we suppress the dependence on \(L\) from notation for \(\mathcal{A}^{\text{udK}}\) and \(\mathcal{B}^{\text{udK}}\).) As the next lemma demonstrates, these maps provide the link between \(\mathcal{F}^{(L)}_{\text{udK}}\) and \(\mathcal{K}^\vee\), as defined at the start of
Sect. 4.5. Since the proof involves only straightforward applications of the definitions of the relevant objects, we omit it. We recall that \( C_{udK}^{(L)} \) was defined at (2.2), \( S_{udK}^{(L)} \) at (2.3), and \( \pi \) in Definition 4.13.

**Lemma 5.1** For any \( L \in \mathbb{R} \), the following statements hold.

(a) On \( \mathbb{R}^2 \),

\[
\left( \mathcal{A}_{n-m}^{udK} \times \mathcal{B}_n^{udK} \right) \circ F_{udK}^{(L)} = K^{\vee} \circ \left( \mathcal{A}_n^{udK} \times \mathcal{B}_{n-1}^{udK} \right).
\]

(b) Both \( \mathcal{A}^{udK} : \mathbb{R}^Z \to \mathbb{R}^Z \) and \( \mathcal{B}^{udK} : \mathbb{R}^Z \to \mathbb{R}^Z \) are bijections.

(c) The map \( \pi \circ \mathcal{A}^{udK} : \mathbb{R}^Z \to S^0 \) is a bijection, and satisfies \( \pi \circ \mathcal{A}^{udK} = S_{udK}^{(L)} \).

(d) It is the case that \( \mathcal{A}^{udK}(C_{udK}^{(L)}) = \mathcal{X}^{lin} \).

**Proof of Theorem 2.1** By applying Theorem 4.11(b) (with \( \tilde{\mathcal{X}} = \tilde{\mathcal{U}} = \mathbb{R}^Z \) and \( \mathcal{X} = \mathcal{X}^{lin} \)), Corollary 4.29 and Lemma 5.1, we obtain that if \( \eta \in C_{udK}^{(L)} \), then there is a unique solution \( (\eta_t^n, U^n_t)_{n,t \in \mathbb{Z}} \) to \( (udKdV) \) that satisfies the initial condition \( \eta_0^n = \eta \), which has configuration component given by

\[
\eta_t^n = \left( S_{udK}^{(L)} \right)^{-1} \circ (T_0^{\vee})^t \circ \pi \circ \mathcal{A}^{udK}(\eta)
\]

Now, it is elementary to see that \( (T^{\vee})^t(S) = (T_0^{\vee})^t(S) + (T^{\vee})^t(S_0) \) for any \( S \in \mathcal{X}^{lin} \), and so recalling the extension of the definition of \( (S_{udK}^{(L)})^{-1} \) from \( \mathcal{X}^0 \) to \( \mathcal{X} \), as given in Sect. 2.1, we see that

\[
\eta_t^n = \left( S_{udK}^{(L)} \right)^{-1} \circ (T^{\vee})^t \circ S_{udK}^{(L)}(\eta).
\]

Similar manipulations yield the corresponding carrier is given by

\[
U_t^n = \left( \mathcal{B}^{udK} \right)^{-1} \circ W_t^{\vee} \circ \mathcal{A}^{udK}(\eta_t^n) = \left( W_{udK}^{(L)} \right)^{-1} \circ W^{\vee} \circ (T^{\vee})^t \circ S_{udK}^{(L)}(\eta),
\]

where \( W_t^{\vee} \) was defined at (4.17), and \( W^{\vee} \) at (2.7). Moreover, by construction, it holds that \( \mathcal{A}^{udK}(\eta_t^n) \in \mathcal{X}^{lin} \) for all \( t \), and so \( \eta_t^n \in C_{udK}^{(L)} \) for all \( t \), as desired. \( \square \)

### 5.2 Discrete KdV Equation

We rewrite the \( (dKdV) \) system of Sect. 2.2 by setting, for \( \delta \in (0, \infty) \), \( F_{dK}^{(\delta)} = (m, (F_n)_{n \in \mathbb{Z}}) \), where \( m = 0 \), and \( F_n = F_{dK}^{(\delta)} \) for all \( n \), and we recall the map \( F_{dK}^{(\delta)} \) from Sect. 3. We take the configuration space to be \( (0, \infty)^Z \), with typical elements being written \( (\omega_n)_{n \in \mathbb{Z}} \), and the carrier space to also be \( (0, \infty)^Z \), with typical elements being denoted \( (U_n)_{n \in \mathbb{Z}} \). We also introduce the following maps:
\[ A_dK : (0, \infty)^{\mathbb{Z}} \to \mathbb{R}^{\mathbb{Z}}, \quad \exists n \in \mathbb{Z} \mapsto (A_dK(\eta_n))_{n \in \mathbb{Z}}, \]

\[ B_dK : (0, \infty)^{\mathbb{Z}} \to \mathbb{R}^{\mathbb{Z}}, \quad (U_n)_{n \in \mathbb{Z}} \mapsto (B_dK(U_n))_{n \in \mathbb{Z}}, \]

where \( A_dK(\omega_n) := -\log \delta - 2 \log \omega_n \) and \( B_dK(U_n) = \log U_n + \frac{\log \delta}{2} \). (Again, for simplicity, we have suppressed the dependence on the parameter, in this case \( \delta \), from the notation.) Corresponding to Lemma 5.1, we have the following result, which gives the link between \( F_{dK}^{(\delta)} \) and \( K^\Sigma \), as defined at the start of Sect. 4.5. Again, since the proof involves only straightforward applications of the definitions of the relevant objects, we choose not to include it here.

**Lemma 5.2** For any \( \delta \in (0, \infty) \), the following statements hold.

(a) On \((0, \infty)^2\),

\[ \left( A_{dK} \times B_{dK} \right) \circ F_{dK}^{(\delta)} = K^\Sigma \circ \left( A_{dK} \times B_{dK} \right)_{n-1}. \]

(b) Both \( A_{dK} : (0, \infty)^{\mathbb{Z}} \to \mathbb{R}^{\mathbb{Z}} \) and \( B_{dK} : (0, \infty)^{\mathbb{Z}} \to \mathbb{R}^{\mathbb{Z}} \) are bijections.

(c) The map \( \pi \circ A_{dK} : (0, \infty)^{\mathbb{Z}} \to J^0 \) is a bijection, and satisfies \( \pi \circ A_{dK} = S_{dK}^{(\delta)} \).

(d) It is the case that \( A_{dK}(C_{dK}^{(\delta)}) = X_{\text{lin}} \).

**Proof of Theorem 2.2** Given Lemma 5.2, the proof of Theorem 2.2 is identical to that of Theorem 2.1, namely an application of Theorem 4.11(b) and Corollary 4.29, so we omit it.

\[ \Box \]

### 5.3 Ultra-discrete Toda Lattice

Since \( \text{udToda} \) has three variables, to put it in the framework of Sect. 4 we need to rewrite the equation. To this end, we first define a map \( F_{udT^*} : \mathbb{R}^2 \to \mathbb{R}^2 \) by setting

\[ F_{udT^*}(a, b) = \left( \min(a, b), b - \frac{a}{2} - \frac{\min(a, b)}{2} \right). \]

It is easy to check that \( F_{udT^*} \) is a bijection with inverse function given by

\[ F_{udT^*}^{-1}(a, b) = (a + \max(0, -2b), a + \max(0, b)). \]

The connection with the map \( F_{udT} \) of Sect. 3 is provided by the following lemma, the proof of which is a straightforward calculation.

**Lemma 5.3** For any \( a, b, c \in \mathbb{R} \),

\[ F_{udT}(a, b, c) = \left( F_{udT^*}^{(1)}(b, c), F_{udT^*}^{-1}(a, F_{udT^*}^{(2)}(b, c)) \right). \]
In particular, $F_{udT}(a, b, c) = (d, e, f)$ if and only if $F_{udT*}^{(1)}(b, c) = d$ and $F_{udT*}^{-1}(a, g) = (e, f)$ where $g := F_{udT*}^{(2)}(b, c)$.

**Remark 5.4** We can understand Lemma 5.3 graphically as a decomposition of the lattice ultra-discrete Toda lattice structure, as discussed in Sect. 3. In particular, we replace the single map $F_{udT}$ with three inputs and three outputs by two maps $F_{udT*}^{(1)}$ and $F_{udT*}^{-1}$, each with two inputs and two outputs:

\[
\begin{array}{c c c}
F_{udT*}^{(1)} & \min\{b, c\} & a + b - \min\{b, c\} \\
& & \\
\text{c} & \rightarrow & \text{c} - \frac{b - \min\{b, c\}}{2} & \rightarrow & \text{a} + c - \min\{b, c\}.
\end{array}
\]

Lemma 5.3 motivates the introduction of the locally-defined dynamics $F_{udT} = (m, (F_n)_{n \in \mathbb{Z}})$, where $m = 1$, and $F_n = F_{udT*}$ for $n$ even, and $F_n = (F_{udT*})^{-1}$ for $n$ odd. For this system, we take the configuration space to be $\mathbb{R}^{\mathbb{Z}}$, with typical elements being written $(\eta_n)_{n \in \mathbb{Z}}$, and the carrier space to also be $\mathbb{R}^{\mathbb{Z}}$, with typical elements being denoted $(\tilde{U}_n)_{n \in \mathbb{Z}}$. In particular, we have the following ready consequence of the preceding result.

**Corollary 5.5** If $(Q^t_n, E^t_n, U^t_n)_{n,t \in \mathbb{Z}}$ is a solution to $(udToda)$ and we set

\[
\eta_{2n-1}^t = Q^t_n, \quad \eta_{2n}^t = E^t_n, \quad \tilde{U}_n^t = U^t_n, \quad \tilde{U}_{2n-1}^t = F_{udT*}^{(2)}(E^t_n, U^t_n), \quad (5.1)
\]

then $(\eta^t_n, \tilde{U}^t_n)_{n,t \in \mathbb{Z}}$ is a solution to

\[
(\eta^t_{n+1}, \tilde{U}^t_n) = F_n(\eta^t_n, \tilde{U}^t_{n-1}), \quad \forall n, t \in \mathbb{Z}, \quad (5.2)
\]

where the maps $(F_n)_{n \in \mathbb{Z}}$ are given by $F_{udT}$. Moreover, if $(\eta_n^t, \tilde{U}_n^t)_{n,t \in \mathbb{Z}}$ is a solution to (5.2) and the first three equations of (5.1) hold, then $(Q^t_n, E^t_n, U^t_n)_{n,t \in \mathbb{Z}}$ is a solution to $(udToda)$.

Since the map $\pi_{udT}$ from $(Q, E) \in (\mathbb{R}^2)^{\mathbb{Z}}$ to $\eta \in \mathbb{R}^\mathbb{Z}$ given by setting $\eta_{2n-1} = Q_n$ and $\eta_{2n} = E_n$ is clearly a bijection, to tackle the initial value problem of Theorem 2.3, it thus suffices to study the corresponding problem for the system $F_{udT}$. To align with Sect. 4, we also introduce the following maps:

\[
\begin{array}{c c c}
\mathcal{A}_{udT} : \mathbb{R}^{\mathbb{Z}} & \rightarrow & \mathbb{R}^{\mathbb{Z}} \\
(\eta_n)_{n \in \mathbb{Z}} & \mapsto & \left(\mathcal{A}_{udT}^n(\eta_n)\right)_{n \in \mathbb{Z}},
\end{array}
\quad
\begin{array}{c c c}
\mathcal{B}_{udT} : \mathbb{R}^{\mathbb{Z}} & \rightarrow & \mathbb{R}^{\mathbb{Z}} \\
(\tilde{U}_n)_{n \in \mathbb{Z}} & \mapsto & \left(\mathcal{B}_{udT}^n(\tilde{U}_n)\right)_{n \in \mathbb{Z}},
\end{array}
\]

where $\mathcal{A}_{udT}^n(\eta_n) := (-1)^n \eta_n$ and $\mathcal{B}_{udT}^n(\tilde{U}_n) = \tilde{U}_n$. As the next lemma demonstrates, these maps provide the link between $F_{udT}$ and $\mathbb{K}^\mathbb{Z}$, as defined at the start of Sect. 4.5. The easy proof is omitted.
Lemma 5.6 The following statements hold.

(a) On $\mathbb{R}^2$,

$$
\left(\mathcal{A}_{2n-1} \times \mathcal{B}_{2n}\right) \circ F_{udT}^{\ast} = K^{\ast} \circ \left(\mathcal{A}_{2n} \times \mathcal{B}_{2n-1}\right),
$$

and also

$$
\left(\mathcal{A}_{2n} \times \mathcal{B}_{2n} + 1\right) \circ F_{udT}^{-1} = \left(K^{\ast}\right)^{-1} \circ \left(\mathcal{A}_{2n+1} \times \mathcal{B}_{2n}\right).
$$

(b) Both $\mathcal{A}_{udT} : \mathbb{R}^Z \rightarrow \mathbb{R}^Z$ and $\mathcal{B}_{udT} : \mathbb{R}^Z \rightarrow \mathbb{R}^Z$ are bijections.

(c) The map $\pi \circ \mathcal{A}_{udT} : \mathbb{R}^Z \rightarrow S_{0}$ is a bijection, and moreover $\pi \circ \mathcal{A}_{udT} \circ \pi_{udT} = S_{udT}$.

(d) It is the case that $\mathcal{A}_{udT} \circ \pi_{udT}(C_{udT}) = X_{lin}$.

Proof of Theorem 2.3 Let $(Q, E) \in C_{udT}$. Following the proof of Theorem 2.1, by applying Theorem 4.11(b), Corollary 4.29 and Lemma 5.6 (in place of Lemma 5.1), we find that there exists a unique solution $(\eta_t^n, \tilde{U}_t^n)_{n,t} \in \mathbb{Z}$ to (5.2) with $\eta^0 = \eta := \pi_{udT}(Q, E)$, which is given by

$$
\eta_t = \left(\mathcal{A}_{udT}\right)^{-1} \circ \pi^{-1} \circ \left(T^{\ast}\right)^t \circ \pi \circ \mathcal{A}_{udT}(\eta),
$$

and

$$
\tilde{U}_t = \left(\mathcal{B}_{udT}\right)^{-1} \circ W^{\ast} \circ \mathcal{B}_{udT}(\eta_t).
$$

Hence, from Corollary 5.5, it follows that the unique solution $(Q_t^n, E_t^n, U_t^n)_{n,t} \in \mathbb{Z}$ to (udToda) with initial condition $(Q^0, E^0) = (Q, E)$ is given by

$$
(Q_t^n, E_t^n) = \pi_{udT}^{-1} \circ \left(\mathcal{A}_{udT}\right)^{-1} \circ \pi^{-1} \circ \left(T^{\ast}\right)^t \circ \pi \circ \mathcal{A}_{udT} \circ \pi_{udT}(Q, E)
$$

$$
= (S_{udT})^{-1} \circ \left(T^{\ast}\right)^t \circ S_{udT}(Q, E),
$$

and

$$
U_t^n = W^{\ast} \circ \left(T^{\ast}\right)^t \circ S_{udT}(Q, E)_{2n-1},
$$

where, similarly to the proof of Theorem 2.1, we note that $(T^{\ast})^t(S) = (T_0^{\ast})^t(S) + (T^{\ast})^t(S)_0$ for $S \in \mathcal{F}^{\text{lin}}$, and consider the extension of $(S_{udT})^{-1}$ to $\mathcal{F}$. Moreover, by construction $\eta_t \in (\mathcal{A}_{udT})^{-1}(\mathcal{F}^{\text{lin}})$ for all $t$, and so $(Q_t^n, E_t^n) = \pi_{udT}^{-1}(\eta_t) \in C_{udT}$ for all $t$. \qed
5.4 Discrete Toda Lattice

As for the ultra-discrete Toda lattice, to place the discrete Toda lattice into the framework of Sect. 4, we first need to decompose the map $F_{dT}$ introduced in Sect. 3. Specifically, we define a map $F_{dT}^*$: $(0, \infty) \times (0, \infty) \to (0, \infty) \times (0, \infty)$ by setting

$$F_{dT}^*(a, b) = \left( a + b, \frac{b}{\sqrt{a^2 + ab}} \right).$$

This is a bijection with inverse function given by

$$F_{dT}^{-1}(a, b) = \left( a + \frac{\sqrt{b^2 + 4} - b}{2}, a \left( \frac{\sqrt{b^2 + 4} + 4b^2 - b^2}{2} \right) \right).$$

The connection with the map $F_{dT}$ is provided by the following lemma, the proof of which is a straightforward calculation.

**Lemma 5.7** For any $a, b, c \in \mathbb{R}$,

$$F_{dT}(a, b, c) = \left( F_{dT}^{(1)}(b, c), F_{dT}^{-1}(a, F_{dT}^{(2)}(b, c)) \right).$$

In particular, $F_{dT}(a, b, c) = (d, e, f)$ if and only if $F_{dT}^{(1)}(b, c) = d$ and $F_{dT}^{-1}(a, g) = (e, f)$ where $g := F_{dT}^{(2)}(b, c)$.

**Remark 5.8** Lemma 5.7 is the discrete analogue of the ultra-discrete Lemma 5.3, and we have a similar graphical interpretation in this case. In particular, Lemma 5.7 shows that we can decompose the single map $F_{dT}$ into two maps $F_{dT}^*$ and $F_{dT}^{-1}$:

![Graphical Interpretation](image)

In light of Lemma 5.7, we introduce locally-defined dynamics $\mathbb{F}_{dT} = (m, (F_n)_{n \in \mathbb{Z}})$, where $m = 1$, and $F_n = F_{dT}^*$ for $n$ even, and $F_n = (F_{dT}^{-1})^{-1}$ for $n$ odd. For this system, we take the configuration space to be $(0, \infty)^Z$, with typical elements being written $(\eta_n)_{n \in \mathbb{Z}}$, and the carrier space to also be $(0, \infty)^Z$, with typical elements being denoted $(U_n)_{n \in \mathbb{Z}}$. In particular, corresponding to Corollary 5.5 in the discrete case, we have the following.

**Corollary 5.9** If $(I^t_n, J^t_n, U^t_n)_{n,t} \in \mathbb{Z}$ is a solution to (dToda) and we set

$$\eta^t_{2n-1} = I^t_n, \quad \eta^t_{2n} = J^t_n, \quad \tilde{U}^t_{2n-1} = U^t_n, \quad \tilde{U}^t_{2n} = F_{dT}^{(2)}(J^t_n, U^t_n),$$

then...
\begin{align}
(\eta_{n+1}, \tilde{U}_n) &= F_n (\eta_n, \tilde{U}_{n-1}), \quad \forall n, t \in \mathbb{Z}, \\
(5.4) \end{align}

where the maps \((F_n)_{n \in \mathbb{Z}}\) are given by \(\mathbb{F}_dT\). Moreover, if \((\eta_n, \tilde{U}_n)_{n, t \in \mathbb{Z}}\) is a solution to (5.4) and the first three equations of (5.3) hold, then \((I_t, J_t, U_t)_{n, t \in \mathbb{Z}}\) is a solution to \((dToda)\).

The map \(\pi_dT\) from \((I, J) \in ((0, \infty)^2)^\mathbb{Z}\) to \(\eta \in (0, \infty)^\mathbb{Z}\) given by setting \(\eta_{2n-1} = I_n\) and \(\eta_{2n} = J_n\) is clearly a bijection, and so to tackle the initial value problem of Theorem 2.5, it thus suffices to study the corresponding problem for the system \(\mathbb{F}_dT\). To align with Sect. 4, we introduce the following maps:

\begin{align}
A_dT : (0, \infty)^\mathbb{Z} \rightarrow \mathbb{R}^\mathbb{Z} \\
\tilde{B}_dT : (0, \infty)^\mathbb{Z} \rightarrow \mathbb{R}^\mathbb{Z}
\end{align}

where \(A_dT (\eta_n) = (-1)^{n+1} \log \eta_n\) and \(\tilde{B}_dT (\tilde{U}_n) = -\log \tilde{U}_n\). As the next lemma demonstrates, these maps provide the link between \(\mathbb{F}_dT\) and \(\mathbb{K} \sum^\ast\), as defined at the start of Sect. 4.5. The easy proof is omitted.

**Lemma 5.10** The following statements hold.

(a) On \((0, \infty)^2\),

\begin{align}
\left( A_dT_{2n-1} \times \tilde{B}_dT_{2n} \right) \circ F_{dT}^* = K \sum^* \circ \left( A_dT_{2n} \times \tilde{B}_dT_{2n-1} \right),
\end{align}

and also

\begin{align}
\left( A_dT_{2n} \times \tilde{B}_dT_{2n+1} \right) \circ F_{dT}^{-1} = \left( K \sum^* \right)^{-1} \circ \left( A_dT_{2n+1} \times \tilde{B}_dT_{2n} \right).
\end{align}

(b) Both \(A_dT : (0, \infty)^\mathbb{Z} \rightarrow \mathbb{R}^\mathbb{Z}\) and \(\tilde{B}_dT : (0, \infty)^\mathbb{Z} \rightarrow \mathbb{R}^\mathbb{Z}\) are bijections.

(c) The map \(\pi \circ A_dT : (0, \infty)^\mathbb{Z} \rightarrow \mathcal{A}^0\) is a bijection, and moreover \(\pi \circ A_dT \circ \pi_dT = S_{dT}\).

(d) It is the case that \(A_dT \circ \pi_dT (\mathcal{E}_{dT}) = \mathcal{F}_{lin}\).

**Proof of Theorem 2.5** Since the proof is essentially identical to that of Theorem 2.3, but applying Corollary 5.9 and Lemma 5.10 in place of Corollary 5.5 and Lemma 5.6, respectively, we omit it.

**Remark 5.11** For the KdV-type systems, it is clear how the conserved quantities of the related P-map relate to conserved quantities of the original system. Indeed, in the ultra-discrete case, the conserved quantity for \(K \vee\) written in terms of the original variables is equal to

\begin{align}
A_{udK} (\eta_n) - 2 \tilde{B}_{udK} (U_{n-1}) = L - 1 - 2(\eta_n + U_{n-1}),
\end{align}

\(\square\) Springer
and thus the P-map property is equivalent to the conservation of $\eta_n + U_{n-1}$ by $F^{(L)}_{udK}$. Similarly, in the discrete case, the conserved quantity for $K_\Sigma$ written in terms of the original variables is equal to

$$\mathscr{A}_{n}^{dK}(\omega_n) - 2\mathscr{B}_{n}^{dK}(U_{n-1}) = -2 \log \delta - 2(\log \omega_n + \log U_{n-1}),$$

and thus the P-map property is equivalent to the conservation of $\log \omega_n + \log U_{n-1}$ by $F^{(d)}_{dK}$. For the Toda-type maps, the situation is not quite so straightforward, but we can still demonstrate that the P-map property is related to a conserved quantity for the original map. Indeed, in the ultra-discrete case, the conservation laws for $K^{\vee^{+}}$ and $(K^{\vee^{+}})^{-1}$ can be written in terms of the original variables as:

$$\mathscr{A}_{2n}^{udT}(E_n^t) - 2\mathscr{B}_{2n-1}^{udT}(U_n^t) = \mathscr{A}_{2n}^{udT}(Q_n^{t+1}) - 2\mathscr{B}_{2n}^{udT}(F^{(2)}_{udT*}(E_n^t, U_n^t)),$$

$$\mathscr{A}_{2n+1}^{udT}(Q_{n+1}^t) - 2\mathscr{B}_{2n}^{udT}(F^{(2)}_{udT*}(E_n^t, Q_n^t)) = \mathscr{A}_{2n}^{udT}(E_n^{t-1}) - 2\mathscr{B}_{2n+1}^{udT}(U_{n+1}^t).$$

Eliminating the term $2\mathscr{B}_{2n}^{udT}(F^{(2)}_{udT*}(E_n^t, Q_n^t))$, this gives the following conservation law for the original lattice variables:

$$E_n^t - Q_{n+1}^t - 2U_n^t = E_n^{t+1} - Q_{n+1}^{t+1} - 2U_{n+1}^t,$$

which, as we observed in Sect. 3.2, is obtained by combining the conservation laws for the mass and length of the interval to which the local dynamics applies. An essentially similar argument yields the corresponding result in the case of the discrete Toda lattice.

6 Discussion and Modifications of Main Results

In this section, we discuss other possible boundary conditions for the equations (udKdV), (dKdV), (udToda) and (dToda), various adaptations of the conclusions of Sect. 2, and how our results incorporate and extend known results, including how solutions for the ultra-discrete systems can be obtained from those for discrete systems via ultra-discretization.

6.1 Boundary Conditions

Given the lattice structures that (udKdV), (dKdV), (udToda) and (dToda) give rise to, it is easy to see that if we are given a boundary condition that involves configuration and carrier data along a down-right path from the upper-left corner of the plane to the lower-right corner (see Figure 5(a) for an example), then the remaining configuration and carrier variables are determined uniquely; this might be seen as a solution to a kind of ‘Cauchy problem’. Similarly, if one has a boundary condition that runs along a down-right path from $+\infty$ in the vertical direction to $+\infty$ in the horizontal direction (as shown in Figures 5(b,c)), one can solve the equations uniquely in the upper-right part of the plane. (Note that the configuration of Figure 5(b) gives what might be described
as a ‘Goursat problem’.) And, applying the self-inverse symmetry discussed in Sect. 3.1, one can solve the equations uniquely in the lower-left part of the plane if we have a boundary condition that runs along a down-right path from $-\infty$ in the horizontal direction to $-\infty$ in the vertical direction.

The horizontal boundary condition shown in Figure 5(d), which is the one considered in this article, presents more of a challenge. As we have already noted, in this case, both the existence and uniqueness of solutions are not immediate. Whilst our main results tackle this problem for configurations whose path encoding $S$ lies in $\mathcal{G}^0 \cap \mathcal{G}^{\text{lin}}$, our arguments also imply that one can construct a carrier for the initial configuration if and only if the associated past maximum for the path encoding, $M(S)_n$ (where $M$ represents the relevant functional for the model, as shown in Table 1), is finite for $n \in \mathbb{Z}$. Indeed, this claim readily follows from the argument we give to show non-existence of a carrier when $\lim_{n \to -\infty} S_n = \infty$, which is Assumption 4.16(a) and essentially checked for each of the models in Theorem 4.23. Hence one can not even start the forward-in-time dynamics from configurations for which $\lim_{n \to -\infty} S_n = \infty$. Similarly, the backward-in-time dynamics can not be started from configurations with path encodings satisfying $\lim_{n \to -\infty} S_n = -\infty$. That we can construct one time step of the dynamics, however, does not guarantee we can continue to iterate the procedure for all time; see the next subsection for continuation of this point.

### 6.2 Global and Local Solutions

For each of the four systems studied here, it is straightforward to construct configurations for which the path encoding satisfies $M(S)_n < \infty$ for $n \in \mathbb{Z}$, and so one
forward-in-time step of the dynamics is possible, but for which the subsequent configuration does not admit a carrier. In particular, for the ultra-discrete systems, any function $S$ which satisfies $\lim_{n \to -\infty} M(S)_n \in \mathbb{R}$ and $\lim \inf_{n \to -\infty} (S_n + S_{n-1}) = -\infty$ has this property. For the discrete systems, since it is always the case that $\lim_{n \to -\infty} M(S)_n = -\infty$ (when $M(S)_n$ is finite for $n \in \mathbb{Z}$), one has to work slightly harder, but still it is an elementary exercise to find an $S$ admitting a carrier and also satisfying $M(2M(S) - S)_n = \infty$ for any $n \in \mathbb{Z}$, which implies there is no carrier after one time step. Hence the existence of local solutions does not imply the existence of global solutions for the initial value problem.

In the other direction, we remark that whilst the existence of global solutions clearly implies the existence of local solutions, the uniqueness of the former does not imply the uniqueness of the latter. Indeed, again pointing to [6, Remark 2.11] for concrete examples, we expand on the comment in the introduction to note that for BBS configurations with $\limsup_{n \to -\infty} S_n < \limsup_{n \to +\infty} S_n$, there exist multiple carriers (in fact, infinitely many), which means that multiple possible interpretations of the dynamics are possible (as many as the difference between the two $\limsup$s). However, if $\lim_{n \to -\infty} S_n = -\infty$, then at most one choice of these carriers results in a new configuration that also has a carrier. In the general setting of this work, we have taken the possibility of continuing the dynamics beyond one step as definitive, using it to introduce the notion of a canonical carrier (recall Definition 4.2(c) above), and built our study of the dynamics of the relevant systems on this concept. In the context of the BBS, alternative definitions of a canonical carrier were given in [6, 8]. These definitions are perhaps more straightforward to justify physically, in that they are clearly presented in terms of the current state of the system, rather than a consideration of its future evolution, and they also make clear that the choice of canonical carrier is related to the prohibition of mass entering the system from $-\infty$. We stress, however, that the various definitions of canonical carrier coincide on the intersection of the models under consideration.

### 6.3 Forward and Backward Equations

For a given initial condition, it is clear that solving any of the initial value problems (udKdV), (dKdV), (udToda) and (dToda) is equivalent to solving simultaneously both the corresponding forward, i.e. $t \in \mathbb{Z}_+$, and backward, i.e. $t \in \mathbb{Z}_-$, versions of the problem, where we define $\mathbb{Z}_- := \{-N, \ldots, -2, -1\}$. Moreover, given the self-inverse property of the various systems (as discussed in Subsection 3.1), the forward and backward problems are themselves equivalent. Hence one might alternatively have chosen to present as the main results of this article conclusions regarding the forward problems, and the aim of this subsection is to present a statement along these lines. In this direction, we start by noting that the structure of the lattices means that the issue of existence and uniqueness of solutions to the forward problem depends on the behaviour of the configuration at $-\infty$, and we correspondingly introduce the subset
of path encodings

\[ \mathcal{S}_{\text{lin}}^\pm := \left\{ S \in \mathcal{S} : \lim_{n \to \pm \infty} \frac{S_n}{n} > 0 \right\}, \]

and the corresponding configurations

\[ C_{\text{udK},-} := \left( S_{\text{udK}} \right)^{-1} \left( \mathcal{S}_{\text{lin}}^- \right), \quad C_{dK,-} := \left( S_{dK} \right)^{-1} \left( \mathcal{S}_{\text{lin}}^- \right), \]
\[ C_{\text{udT},-} := \left( S_{\text{udT}} \right)^{-1} \left( \mathcal{S}_{\text{lin}}^- \right), \quad C_{dT,-} := \left( S_{dT} \right)^{-1} \left( \mathcal{S}_{\text{lin}}^- \right). \]

This notation allows us to present the following result, which is proved in Sect. 6.8.

**Theorem 6.1** The forward (i.e. \( t \in \mathbb{Z}_+ \)) versions of the initial value problems (udKdV), (dKdV), (udToda) and (dToda) have a unique solution whenever the initial condition lies in \( C_{\text{udK},-}, C_{dK,-}, C_{\text{udT},-} \) and \( C_{dT,-} \), respectively. For the range of \( t \) considered, these solutions have the same form as the solutions identified in Theorems 2.1, 2.2, 2.3 and 2.5, and remain in the sets \( C_{\text{udK},-}, C_{dK,-}, C_{\text{udT},-} \) and \( C_{dT,-} \).

**Remark 6.2** The above result covers the ‘supercritical solutions’ for the original BBS studied in [6, Section 4.1] and [30], for example, in which the particle density of a semi-infinite configuration is greater than that of empty boxes. As is discussed in [6], this leads to particles being transported out of the system on the first step of the dynamics, which is a non-reversible outcome. The article [30] discusses the sizes of the solitons that appear in the case of an independent and identically distributed supercritical configuration.

As a corollary, we present a similar statement for the backward problem. For the statement of this, we set

\[ \mathcal{S}_{\text{lin}}^\pm := \left\{ S \in \mathcal{S} : \lim_{n \to \pm \infty} \frac{S_n}{n} > 0 \right\}, \]

and define the configurations \( C_{\text{udK},+}, C_{dK,+}, C_{\text{udT},+} \) and \( C_{dT,+} \) analogously to (6.1).

**Corollary 6.3** The backward (i.e. \( t \in \mathbb{Z}_- \)) versions of the initial value problems (udKdV), (dKdV), (udToda) and (dToda) have a unique solution whenever the initial condition lies in \( C_{\text{udK},+}, C_{dK,+}, C_{\text{udT},+} \) and \( C_{dT,+} \), respectively. For the range of \( t \) considered, these solutions have the same form as the solutions identified in Theorems 2.1, 2.2, 2.3 and 2.5, and remain in the sets \( C_{\text{udK},-}, C_{dK,-}, C_{\text{udT},-} \) and \( C_{dT,-} \).

**6.4 Closed form Equations for Discrete Systems**

It is possible to rewrite both the discrete KdV and Toda equations in terms of the variables \( \omega \) and \( (I, J) \) alone, i.e. without the auxiliary carrier variable \( U \) (see equations (6.2) and (6.5) below). In this subsection, we describe consequences of our main
Theorems for the existence and uniqueness of solutions to the initial value problems based on these closed form equations. We first present our result for the discrete KdV model.

**Theorem 6.4** (a) Suppose \( \omega \in \mathcal{C}^{(\delta)}_{dK} \). It then holds that if \((\omega^t)_{t \in \mathbb{Z}} \) is defined as at (2.10), then \((\omega^t_n)_{n,t \in \mathbb{Z}} \) solves the following quad-equation:

\[
\begin{align*}
\omega^0 &= \omega, \\
\frac{1}{\omega^t_{n+1}} - \frac{1}{\omega^t_n} &= \delta (\omega^t_{n+1} - \omega^t_{n+1}),
\end{align*}
\]

for all \( n, t \in \mathbb{Z} \).

(b) Suppose \( \omega \in \mathcal{C}^{(\delta)}_{dK} \) and \((\omega^t)_{t \in \mathbb{Z}} \) are as in part (a). It then holds that \((\omega^t_n)_{n,t \in \mathbb{Z}} \) is the unique solution to (6.2) with \( \omega^t \in \mathcal{C}^{(\delta)}_{dK} \) for all \( t \in \mathbb{Z} \).

(c) If \( \hat{\omega} \in (0, \infty)^{\mathbb{Z}} \) satisfies

\[
\lim_{n \to \pm \infty} \frac{\sum_{k=1}^{n} \log \hat{\omega}_k}{n} > -\frac{\log \delta}{2}
\]

then there exists a unique solution \((\hat{\omega}^t_n)_{n,t \in \mathbb{Z}} \) to (6.2) with initial condition \( \hat{\omega} \), and such that \( \hat{\omega}^t \) satisfies (6.3) for all \( t \in \mathbb{Z} \).

(d) If the \( \omega \) and \( \hat{\omega} \) of parts (b) and (c) are related by \( \hat{\omega}^t_n = \frac{1}{\delta \omega^t_n} \) for all \( n, t \in \mathbb{Z} \) otherwise. It is then easy to check that (6.2) holds, but \( \omega^t \notin \mathcal{C}^{(\delta)}_{dK} \) for odd \( t \). Hence we obtain a different solution to that given by (2.10). An analogous comment applies when the initial condition is chosen to satisfy (6.3). These alternating dynamics are reminiscent of the trivial dynamics seen under invariant measures for the BBS at critical density (see [6, Theorem 1.4]), whereby, on each time step, particles and empty boxes are exchanged. The latter dynamics are consistent with (1.2) if we suppose the carrier always takes the value \( \infty \). As one can see from the form of the equation (dKdV), we similarly see that setting \( U^t_n = \infty \) for all \( n, t \in \mathbb{Z} \) in (dKdV) yields the solution for (6.2) just described.

**Remark 6.5** It is easy to see that non-uniqueness does not hold under (6.2) alone. Indeed, suppose \( \omega \in \mathcal{C}^{(\delta)}_{dK} \), and define \((\omega^t_n)_{n,t \in \mathbb{Z}} \) by setting \( \omega^0 = \omega \) and via the relation \( \omega^{t+1}_n = \frac{1}{\delta \omega^t_n} \) for all \( n, t \in \mathbb{Z} \) otherwise. It is then easy to check that (6.2) holds, but \( \omega^t \notin \mathcal{C}^{(\delta)}_{dK} \) for odd \( t \). Hence we obtain a different solution to that given by (2.10). An analogous comment applies when the initial condition is chosen to satisfy (6.3). These alternating dynamics are reminiscent of the trivial dynamics seen under invariant measures for the BBS at critical density (see [6, Theorem 1.4]), whereby, on each time step, particles and empty boxes are exchanged. The latter dynamics are consistent with (1.2) if we suppose the carrier always takes the value \( \infty \). As one can see from the form of the equation (dKdV), we similarly see that setting \( U^t_n = \infty \) for all \( n, t \in \mathbb{Z} \) in (dKdV) yields the solution for (6.2) just described.

**Remark 6.6** The path encodings of the configurations \( \omega \) and \( \hat{\omega} \) of part (d) above satisfy \( S_{dK}^{(\delta)}(\omega) = -S_{dK}^{(\delta)}(\hat{\omega}) \). In particular, the condition at (6.3) gives a path encoding with negative drift, and so it is not possible to define a carrier for \( \hat{\omega} \) as in Sect. 2.2. Nonetheless, the result shows that we can still understand the dynamics of the system via a Pitman-type transformation. Indeed, it follows from Theorems 2.2 and 6.4 that

\[
\hat{\omega}^t = \left( -S_{dK}^{(\delta)} \right)^{-1} \circ \left( T \sum \right)^{-t} \circ \left( -S_{dK}^{(\delta)} \right)(\hat{\omega}),
\]
for which the operation on the path encoding can be thought of as repeated reflection in the ‘future maximum’ (where we interpret ‘future maximum’ in the same loose sense we interpreted ‘past maximum’ in Table 1).

**Remark 6.7** The ultra-discrete KdV equation (udKdV) is formally rewritten as

\[
\eta^{t+1}_n = \min \left\{ L - \eta^t_n, \sum_{m=-\infty}^{n-1} (\eta^t_m - \eta^{t+1}_m) \right\}
\]

(cf. (1.1)), but the infinite sum does not converge in a generality that would mean it makes sense to study it rigourously.

We next turn to the discrete Toda system.

**Theorem 6.8** (a) Suppose \((I, J) \in \mathcal{C}_{dT}\). It then holds that if \((I^t, J^t)_{t \in \mathbb{Z}}\) is defined as at (2.15), then \((I^t_n, J^t_n)_{n, t \in \mathbb{Z}}\) solves

\[
\begin{align*}
(I^0, J^0) &= (I, J), \\
I^{t+1}_n &= I^t_n + J^t_n - J^{t+1}_{n-1}, \\
J^{t+1}_n &= \frac{I^{t+1}_{n+1} J^t_n}{I^t_{n+1}}
\end{align*}
\]

for all \(n, t \in \mathbb{Z}\).

(b) Suppose \((I, J) \in \mathcal{C}_{dT}\) and \((I^t, J^t)_{t \in \mathbb{Z}}\) are as in part (a). It then holds that \((I^t_n, J^t_n)_{n, t \in \mathbb{Z}}\) is the unique solution to (6.5) with \((I^t, J^t) \in \mathcal{C}_{dT}\) for all \(t \in \mathbb{Z}\).

(c) Let \((\hat{I}, \hat{J}) \in ((0, \infty)^2)_{\mathbb{Z}}\), and define \((I, J) \in ((0, \infty)^2)_{\mathbb{Z}}\) by setting

\[
I^{t+1}_n = \hat{J}^t_n, \quad J^{t+1}_n = \hat{I}^t_n, \quad \forall n \in \mathbb{Z}.
\]

If \((I, J) \in \mathcal{C}_{dT}\), then there exists a unique solution \((\hat{I}^t_n, \hat{J}^t_n)_{n, t \in \mathbb{Z}}\) to (6.5) with initial condition \((\hat{I}, \hat{J})\), and such that if \((I^{-t}, J^{-t})\) is defined from \((\hat{I}^t, \hat{J}^t)\) by setting

\[
I^{-t}_{n+1+t} = \hat{J}^t_n, \quad J^{-t}_{n+1+t} = \hat{I}^t_n, \quad \forall n \in \mathbb{Z},
\]

then \((I^t, J^t) \in \mathcal{C}_{dT}\) for all \(t \in \mathbb{Z}\).

(d) If the \((I, J)\) and \((\hat{I}, \hat{J})\) of parts (b) and (c) are related by (6.6), then the corresponding \((I^{-t}, J^{-t})\) and \((\hat{I}^t, \hat{J}^t)\) are related by (6.7) for all \(t \in \mathbb{Z}\).

**Remark 6.9** Similarly to Remark 6.5, we have that non-uniqueness does not hold under (6.5) alone. Indeed, suppose \((I, J) \in \mathcal{C}_{dT}\), and define \((I^t_n, J^t_n)_{n, t \in \mathbb{Z}}\) by setting \((I^0, J^0) = (I, J)\) and via the relations \(I^{t+1}_n = I^t_n, J^{t+1}_n = I^t_{n+1}\) for all \(n, t \in \mathbb{Z}\) otherwise. It is then easy to check that (6.5) holds, but \((I^t, J^t) \notin \mathcal{C}_{dT}\) for odd \(t\). Hence we obtain a different solution to that given by (2.15). A similar comment applies when the initial condition is chosen as per \((\hat{I}, \hat{J})\) of part (c) of the above result. Moreover, we note that these alternating dynamics arise from setting \(U^t_n = 0\) for all \(n, t \in \mathbb{Z}\) in (dToda) (cf. the final comment in Remark 6.5).
Remark 6.10 (Cf. Remark 6.6.) The path encodings of the configurations \((I, J)\) and \((\hat{I}, \hat{J})\) of part (d) above satisfy \(S_d T (\hat{I}, \hat{J}) = -\theta \circ S_d T (I, J)\). In particular, since \((I, J) \in \mathcal{C}_{dT}\), the path encoding of \((I, J)\) has negative drift, and so it is not possible to define a carrier for \((\hat{I}, \hat{J})\) as in Sect. 2.4. Nonetheless, the result shows that we can still understand the dynamics of the system via a Pitman-type transformation. Indeed, it follows from Theorems 2.5 and 6.8 that

\[
-\theta \circ S_d T (\hat{I}^t, \hat{J}^t) = \theta^{2(t+1)} \circ S_d T (I^{-t}, J^{-t}) = \theta^2 (\theta^{-1} \circ T \Sigma^*)^{-t} \circ S_d T (I, J) = \theta^2 \circ (\theta^{-1} \circ T \Sigma^*)^{-t} \circ (-\theta^{-1} \circ S_d T) (\hat{I}, \hat{J}).
\]

This yields

\[
(\hat{I}^t, \hat{J}^t) = (-\theta^{-1} \circ S_d T)^{-1} \circ (\theta^{-1} \circ T \Sigma^*)^{-t} \circ (-\theta^{-1} \circ S_d T) (\hat{I}, \hat{J}),
\]

for which the operation on the path encoding can again be thought of as repeated reflection in the future maximum (combined with an appropriate shift).

Remark 6.11 As for the ultra-discrete Toda lattice equation (udToda), this has the formal closed form

\[
\begin{align*}
Q_{n+1}^t &= \min \left\{ \sum_{m=-\infty}^{n} Q_m^t - \sum_{m=-\infty}^{n-1} Q_m^{t+1}, E_n^t \right\}, \\
E_{n+1}^t &= Q_{n+1}^t + E_n^t - Q_n^{t+1},
\end{align*}
\]

(cf. (6.4)), which again incorporates infinite sums that do not converge in broad generality, and so we do not pursue it further.

Remark 6.12 The forward versions of Theorems 6.4(a,b) and 6.8(a,b) hold for \(\omega \in \mathcal{C}_{dK,-}\), \((I, J) \in \mathcal{C}_{dT,-}\), respectively, and similarly backward versions for \(\omega \in \mathcal{C}_{dK,+}\), \((I, J) \in \mathcal{C}_{dT,+}\). It is further straightforward to deduce one-sided (in time) versions of Theorems 6.4(c,d) and 6.8(c,d).

6.5 Special Cases of Configurations

For the two ultra-discrete systems, there are important subclasses of solutions which represent special cases of the models in question. Indeed, the original (udKdV) equation corresponds to solutions \(\eta \in [0, L]^{\mathbb{Z}}\), and the BBS with box capacity \(L\) to solutions \(\eta \in \{0, 1, \ldots, L\}^{\mathbb{Z}}\) [51, 57]. Moreover, it is also the case that the original BBS, with box capacity 1, can be described by (udToda) with configurations such that \((Q_n, E_n) \in \mathbb{N}^2\) [36]. And, it was for configurations such that \((Q_n, E_n) \in (0, \infty)^2\) for which (udToda) was originally formulated. The following theorem demonstrates that these particular examples can be included in our framework, and we expand on the connections in the subsequent remark. To state the result, we will say a subset of the configuration
space is closed if when the dynamics are started from a configuration in this subset, the systems remains there for all time. More precisely, for the (udKdV) system, we say $C \subseteq C^{(L)}_{udK}$ is closed if $\eta^0 \in C$ implies that the global solution of Theorem 2.1 satisfies $\eta^t \in C$ for all $t \in \mathbb{Z}$, and similarly for the other systems.

**Theorem 6.13** (a) The following subsets are closed for (udKdV):

(i) $[L_0, L - L_0] \cap C^{(L)}_{udK}$, for any $L_0 < L/2$;

(ii) $(\alpha \mathbb{Z}) \cap C^{(L)}_{udK}$, for any $\alpha > 0$ such that $L \in \alpha \mathbb{Z}$;

(iii) $\{0, 1, \ldots, L\} \cap C^{(L)}_{udK}$, for any $L \in \mathbb{N}$.

Moreover, if the configuration takes a value in these subsets, then the carrier corresponding to the global solution of Theorem 2.1 takes values in, respectively:

(i) $(L_0, \infty) \cap \mathbb{Z}$;

(ii) $(\alpha \mathbb{Z}) \cap \mathbb{Z}$;

(iii) $\mathbb{N} \cup \mathbb{Z}$.

(b) The following subsets are closed for (udToda):

(i) $((0, \infty)^2) \cap C_{udT}$;

(ii) $((\alpha \mathbb{Z})^2) \cap C_{udT}$, for any $\alpha > 0$;

(iii) $(\mathbb{N}^2) \cap C_{udT}$.

Moreover, if the configuration takes a value in these subsets, then the carrier corresponding to the global solution of Theorem 2.3 takes values in, respectively:

(i) $(0, \infty) \cap \mathbb{Z}$;

(ii) $(\alpha \mathbb{Z}) \cap \mathbb{Z}$;

(iii) $\mathbb{N} \cap \mathbb{Z}$.

**Remark 6.14** (a) As noted above, the example (a)(iii) is the BBS with box capacity $L$ (and unbounded carrier capacity). Moreover, in [6] it was shown that the dynamics of the system are given by the action of the Pitman transform $T$, as defined at (1.6), on the path encoding defined at (1.3). Whilst the path encoding of [6] matches that of (2.3) in this case, the operator $T$ is in general different to $T^\vee$, as defined at (2.5). However, for the configurations of example (a)(iii) with $L = 1$ (which is the original BBS of [52]), we have that

$$M^\vee_n = \sup_{m \leq n} \frac{S_m + S_{m-1}}{2} = \sup_{m \leq n} S_m - \frac{1}{2} = M_n - \frac{1}{2},$$

where $M^\vee$ and $M$ were introduced at (2.6) and (1.5), respectively. Thus

$$T^\vee(S) = T(S) - 1,$$

and since the vertical shift of the path encoding is irrelevant to the dynamics, we see that the two frameworks describe the same evolution of the particle system. Indeed, the carriers arising from the two definitions are the same, since

$$\left( W_{udK}^{(1)} \right)^{-1} \circ W^\vee(S) = \left( W_{udK}^{(1)} \right)^{-1} (M^\vee(S) - S) = M^\vee(S) - S + \frac{1}{2} = M(S) - S = W,$$

Springer
where $W$ was defined at (1.4).
(b) Recently, the BBS model has been extended to include negative solitons, and in particular configurations taking values in $\mathbb{Z}^2$ [17, 58]. This version of the model is included in example (a)(ii) of the preceding theorem. We note that if $(\eta^n_t, U^n_t)_{n,t \in \mathbb{Z}}$ is a solution of (udKdV) with parameter $L$, then for any $c \in \mathbb{R}$, $(\eta^n_t + c, U^n_t + c)_{n,t \in \mathbb{Z}}$ is a solution of (udKdV) with parameter $L + 2c$. Such a transformation has been used to map the BBS with negative solitons to the traditional box-ball system [21].
(c) As noted prior to the theorem, the original (udKdV) system corresponds to example (a)(i) with $L_0 = L$.
(d) Suppose that we have a BBS configuration $\eta \in \{0, 1\}^\mathbb{Z} \cap \mathcal{C}_{udK}$ with $\eta_0 = 0$, $\eta_1 = 1$, and which has infinitely many 0s and 1s in either direction. Define $\ldots, Q_0, E_0, Q_1, E_1, \ldots$ by supposing $Q_1$ is the number of consecutive 1s in the configuration that extend from $\eta_1$, $E_1$ is the number of 0s that follow this, $Q_2$ is the number of 1s that follow this, and so on (similarly in the negative direction). This gives a configuration $(Q, E) \in (\mathbb{N}^2)^\mathbb{Z}$. If the dynamics of $\eta$ are given by the BBS system, but we appropriately shift space in a way that ensures the boundary condition $\eta_0 = 0, \eta_1 = 1$ is always fulfilled, then the dynamics of $(Q, E)$ are naturally described by (udToda), i.e. the system is covered by example (b)(iii). For background on the connection between the two systems, see [10, Section 3]. Note that the relation between the finite particle (udKdV) and (udToda) systems (both of which will be discussed further in the subsequent subsection) was previously known, see [36] and [54, Subsection 3.2].
(e) An alternative path encoding for (a subset of) configurations of the ultra-discrete Toda lattice with values in $(0, \infty)^\mathbb{Z}$, i.e. example (b)(i), was introduced in [10], which consisted of piecewise linear paths whose gradient alternates between $-1$ and 1. For this path encoding, the ultra-discrete Toda dynamics are described by the original Pitman transform (1.6), together with a shift to maintain a local maximum at the origin. The appeal of the picture of [10] is that it gives a natural continuous state space version of example (a)(iii), but it does not allow the generalization to configurations that admit negative values, as the framework of this article does.
(f) With reference to Theorem 6.1 or Corollary 6.3, one can define a system as being closed for the forward in time or backward in time dynamics, respectively. Replacing $\mathcal{C}_{udK}^{(L)}$ by $\mathcal{C}_{udK}^{(L),-}$ or $\mathcal{C}_{udK}^{(L),+}$, and $\mathcal{C}_{udT}$ by $\mathcal{C}_{udT,-}$ or $\mathcal{C}_{udT,+}$ (recalling the relevant definitions from Subsection 6.3), in the above theorem gives the corresponding forward or backward versions.

6.6 Known Solutions to Initial Value Problems

In this subsection, we discuss three classes of known solutions to the initial value problems for our integrable systems. Avoiding the issues that come with handling an infinite configuration as we do in this article, the first of these is the class of periodic solutions. The second, for which we will focus on the ultra-discrete KdV system, is the class of finite configurations. (See Remark 6.19 for comments on finite configuration solutions to (udToda) and (dToda).) Third, we give a particular class of solutions to (dKdV) for which the carrier can be expressed explicitly in terms of the configuration.
The latter class includes the analogues of the finite configurations of the ultra-discrete model.

6.6.1 Periodic Configurations

To state our result concerning periodic solutions of \((\text{udKdV}), (\text{dKdV}), (\text{udToda})\) and \((\text{dToda})\), we first introduce the space of path encodings with periodic increments by setting, for \(N \in \mathbb{N}\),

\[
\mathcal{S}_{\text{per}}(N) := \{ S \in \mathcal{S} : S_{n+N} - S_{n} = S_{n} - S_{0}, \ \forall n \in \mathbb{Z} \}.
\]

Recalling the definition of ‘closedness’ from the previous subsection, we then have the following.

**Theorem 6.15** For \(N \in \mathbb{N}\), the subsets

\[
\mathcal{C}^{(L)}_{\text{udK,per}(N)} := \mathcal{C}^{(L)}_{\text{udK}} \cap \left( S^{(L)}_{\text{udK}} \right)^{-1} \left( \mathcal{S}_{\text{per}}(N) \right),
\]

\[
\mathcal{C}^{(\delta)}_{\text{dK,per}(N)} := \mathcal{C}^{(\delta)}_{\text{dK}} \cap \left( S^{(\delta)}_{\text{dK}} \right)^{-1} \left( \mathcal{S}_{\text{per}}(N) \right),
\]

\[
\mathcal{C}_{\text{udT,per}(N)} := \mathcal{C}_{\text{udT}} \cap \left( S^{\text{udT}} \right)^{-1} \left( \mathcal{S}_{\text{per}}(2N) \right),
\]

\[
\mathcal{C}_{\text{dT,per}(N)} := \mathcal{C}_{\text{dT}} \cap \left( S^{\text{dT}} \right)^{-1} \left( \mathcal{S}_{\text{per}}(2N) \right),
\]

are closed for \((\text{udKdV}), (\text{dKdV}), (\text{udToda}), (\text{dToda})\), respectively.

**Remark 6.16** The subsets of the configuration spaces that appear in the statement of Theorem 6.15 are in one-to-one correspondence with the sets

\[
\left\{ (\eta_1, \ldots, \eta_N) \in \mathbb{R}^N : \sum_{m=1}^{N} \eta_m < \frac{N \cdot L}{2} \right\},
\]

\[
\left\{ (\omega_1, \ldots, \omega_N) \in (0, \infty)^N : \sum_{m=1}^{N} \log \omega_m < \frac{-N \log \delta}{2} \right\},
\]

\[
\left\{ (Q_1, E_1, \ldots, Q_N, E_N) \in \mathbb{R}^{2N} : \sum_{m=1}^{N} Q_m < \sum_{m=1}^{N} E_m \right\},
\]

\[
\left\{ (I_1, J_1, \ldots, I_N, J_N) \in (0, \infty)^{2N} : \sum_{m=1}^{N} \log I_m > \sum_{m=1}^{N} \log J_m \right\},
\]

respectively. Indeed, for periodic configurations, to check that the ‘density conditions’ specified in the definitions of \(\mathcal{C}^{(L)}_{\text{udK}}, \mathcal{C}^{(\delta)}_{\text{dK}}, \mathcal{C}_{\text{udT}}\) and \(\mathcal{C}_{\text{dT}}\) are satisfied, it is enough to confirm that the analogous conditions hold within a single period. The images of the \((\text{udKdV}), (\text{dKdV}), (\text{udToda})\) and \((\text{dToda})\) dynamics on the above finite dimensional
spaces give the periodic versions of the four systems. In particular, Theorems 2.1, 2.2, 2.3 and 2.5 give the existence and uniqueness of solutions to the corresponding periodic initial value problems. Thus our results include the periodic solutions discussed in [54, 55], for example. Moreover, by combining Theorem 6.15 with Theorem 6.13, we see that our framework includes the periodic version of the original BBS. In this case, the relevant density condition ensures that the carrier empties itself at least once within a given period.

6.6.2 Finite Configuration Solutions to (udKdV)

Our result concerning finite configurations in the ultra-discrete KdV system is as follows.

**Theorem 6.17** Let \( a \in \mathbb{R} \) be such that \( L - 2a > 0 \). It is then the case that

\[
\mathcal{C}^{(L)}_{\text{udK}, \text{fin}(a)} := \{ \eta_n = a \text{ for all but finitely many } n \in \mathbb{Z} \}
\]

is a subset of \( \mathcal{C}^{(L)}_{\text{udK}} \), and is closed for (udKdV). Moreover, if the initial configuration is taken in \( \mathcal{C}^{(L)}_{\text{udK}, \text{fin}(a)} \), then the carrier of Theorem 2.1 satisfies: for each \( t \in \mathbb{Z} \), \( U^t_n = a \) eventually as \( n \to \pm \infty \).

**Remark 6.18** The particular case with \( a = 0 \) is the finite configuration case, and has been widely researched. In such work, the property that \( U^t_n = 0 \) eventually as \( n \to \infty \) (or indeed that \( U^t_n = 0 \) for \( n < \inf \{ m : \eta^t_m \neq 0 \} \)) is typically taken as an assumption in order to find solutions to (udKdV) recursively. For example, this was the case in the original BBS paper of [52], which has dynamics given by (udKdV) with \( L = 1 \).

**Remark 6.19** Although we do not pursue it in detail here, by making a relatively minor extension of the framework of this article, it would also be possible to include finite/one-sided infinite configurations for (udToda) or (dToda). Indeed, for (udToda), one could consider

\[
\mathcal{C}_{\text{udT}} := \left\{ (Q, E) \in (\mathbb{R} \times (\mathbb{R} \cup \{ \infty \}))^\mathbb{Z} : \lim_{n \to -\infty} \sum_{m=1}^{n} \left( Q_n - E_n \right) = \lim_{n \to -\infty} \sum_{m=1}^{n} \left( Q_{n+1} - E_{n+1} \right) < 0, \lim_{n \to +\infty} \sum_{m=1}^{n} \left( Q_n - E_n \right) = \lim_{n \to +\infty} \sum_{m=1}^{n} \left( Q_{n+1} - E_{n+1} \right) < 0 \right\},
\]

where the limits are: defined to be equal to \( -\infty \) if \( E_m = \infty \) infinitely often in the relevant direction; obtained by replacing \( \lim_{n \to \pm \infty} \) by \( \lim_{n \to \pm \infty} n^{-1} \sum_{m=1}^{n} \) if \( n_0 := \sup \{ m : E_m = \infty \} < \infty \); and obtained by replacing \( \lim_{n \to \pm \infty} \) by \( \lim_{n \to \pm \infty} n^{-1} \sum_{m=1}^{n} \) if \( n_0 := \inf \{ m : E_m = \infty \} > -\infty \). Via suitable modifications of our arguments, it is then possible to verify that for any \( (Q, E) \in \mathcal{C}_{\text{udT}} \), there exists a unique solution \( (Q^t_n, E^t_n, U^t_n)_{n,t} \) to (udToda) such that \( (Q^t, E^t) \in \mathcal{C}_{\text{udT}} \) and \( U^t_n \in \mathbb{R} \) for all \( n, t \). It is also possible to establish natural forward and backward versions of this statement, as well as showing that the system is closed when the variables are restricted to taking integer values (when they are not infinite). The finite ultra-discrete Toda lattice (or the Toda description of the finite BBS) is obtained in...
this formulation with \( Q_n > 0 \) (or \( Q_n \in \mathbb{N} \)) for \( n = 1, \ldots, N \), \( E_n > 0 \) (or \( E_n \in \mathbb{N} \)) for \( n = 1, \ldots, N - 1 \), and \( Q_n = 0 \) and \( E_n = \infty \) otherwise.

For (dToda), the extension would be to consider

\[
\mathcal{C}_{dT} := \left\{ (I, J) \in ((0, \infty) \times [0, \infty))^\mathbb{Z} : \lim_{n \to -\infty} \sum_{n=1}^{\infty} (\log J_n - \log J_{n+1}) < 0 \right\}
\]

i.e. allow 0 as a value for the \( J \) variables, where we again have to modify the definitions of the relevant limits. For any \( (I, J) \in \mathcal{C}_{dT} \), there exists a unique solution \( (I_n, J_n)_{n,t} \in \mathbb{Z} \) to (dToda) satisfying \((I^t, J^t) \in \mathcal{C}_{dT} \). In particular, the finite discrete Toda lattice is obtained in this formulation with \( I_n > 0 \) for \( n = 1, \ldots, N \), \( J_n > 0 \) for \( n = 1, \ldots, N - 1 \), and \( I_n = 1 \) and \( J_n = 0 \) otherwise [54, Section 3.2].

### 6.6.3 Product Convergent Solutions to (dKdV)

In the case \( \delta \in (0, 1) \), for the special class \( \mathcal{C}_{dK, \text{conv}} \) of initial configurations for (dKdV) for which \( \prod_{m=-\infty}^{0} \omega_m \) converges, we are able to deduce an explicit expression for the carrier. We also show that the class is closed for the forward dynamics (i.e. for such \( \omega \), it holds that \( \omega \in \mathcal{C}_{dK, -\infty}^{(\delta)} \), and moreover \( \omega \in \mathcal{C}_{dK, \text{conv}} \) for all \( t \in \mathbb{Z}_+ \)). We note that the class \( \mathcal{C}_{dK, \text{conv}} \) clearly contains configurations that satisfy \( \omega_m = 1 \) eventually as \( m \to -\infty \), which can be seen as the (dKdV) analogue of the finite configurations for (udKdV) of Subsection 6.6.2. Moreover, it is possible to check that the class \( \mathcal{C}_{dK, \text{conv}} \) contains certain known soliton solutions for (dKdV).

**Theorem 6.20** Let \( \delta \in (0, 1) \). The set

\[
\mathcal{C}_{dK, \text{conv}} := \left\{ \omega \in (0, \infty)^\mathbb{Z} : \prod_{m=-\infty}^{0} \omega_m \text{ converges in } (0, \infty) \right\}
\]

is a subset of \( \mathcal{C}_{dK, -\infty}^{(\delta)} \), and is closed for the forward version of (dKdV). Moreover, if the initial configuration is taken in \( \mathcal{C}_{dK, \text{conv}} \), then the carrier of Theorem 6.1 is given by

\[
U_n^t = \sum_{m=-\infty}^{n} \delta^{n-m} \omega_m^t \prod_{k=m+1}^{n} (\omega_k^t)^2, \quad \forall n \in \mathbb{Z}, \ t \in \mathbb{Z}_+,
\]

where \( \prod_{k=n+1}^{n} \omega_k^2 := 1 \), and, for each \( t \in \mathbb{Z}_+ \), \( U_n^t \) converges to \( (1 - \delta)^{-1} \) as \( n \to -\infty \).

### 6.7 Ultra-discretization

As shown on Figure 1, it is known that (udKdV) and (udToda) can be obtained from (dKdV) and (dToda), respectively, by a procedure known as ultra-discretization, see [56] and [54, Sections 3.1 and 3.2]. Roughly speaking, if one has a sequence of solutions to the discrete systems parameterized by \( \varepsilon > 0 \), then one can hope to find solutions to the ultra-discrete systems by considering the limits of \( \varepsilon \log x(\varepsilon) \) as
ε ↓ 0, where x(ε) represents one of the variables in the relevant discrete system. This procedure was discussed in the generality of the present article in Remark 4.30 and, in the following two results, we make precise how it applies to the solutions that we have presented for the four discrete integrable systems of principal interest here.

**Theorem 6.21** Suppose that for each ε ∈ (0, 1), (ω(ε)′)n,t, U(ε)′)n,t ∈ Z, is a solution to (dKdV) with model parameter δ(ε) ∈ (0, ∞), and the following limits exist: for n, t ∈ Z,

\[ \eta_n^t := \lim_{\epsilon \downarrow 0} \epsilon \log \omega(\epsilon)_n^t, \quad U_n^t := \lim_{\epsilon \downarrow 0} \epsilon \log U(\epsilon)_n^t, \quad L := \lim_{\epsilon \downarrow 0} -\epsilon \log \delta(\epsilon). \]

It is then the case that (η_n^t, U_n^t)_{n,t \in \mathbb{Z}} satisfies (udKdV) with parameter L.

**Proof** For any finite or countable sequence (x_i) such that \( \sum_i e^{x_i} \) converges, we have

\[ \lim_{\epsilon \downarrow 0} \epsilon \log \sum_i e^{-x_i} = \sup_i x_i. \quad (6.9) \]

From this, we readily obtain that if \( a = \lim_{\epsilon \downarrow 0} \epsilon \log a(\epsilon), b = \lim_{\epsilon \downarrow 0} \epsilon \log b(\epsilon) \) and also \( L = \lim_{\epsilon \downarrow 0} -\epsilon \log \delta(\epsilon) \), then

\[ \lim_{\epsilon \downarrow 0} \epsilon \log \left( F^{(\delta(\epsilon))}_{dK}(a(\epsilon), b(\epsilon)) \right) = \left( F^{(L)}_{udK}(a, b) \right)^{(1)} \]

for \( i = 1, 2 \), where we again write \( F^{(L)}_{udK}(a, b) = ((F^{(L)}_{udK})^{(1)}(a, b), (F^{(L)}_{udK})^{(2)}(a, b)) \), and use similar notation for the components of \( F^{(\delta)}_{dK} \). The result follows. \( \square \)

**Remark 6.22** The preceding conclusion gives an ultra-discretization result for path encodings. In particular, suppose \( S(\epsilon)^t \) is the (dKdV) path encoding for \( \omega(\epsilon)^t \), as given by (2.8), then

\[ S_n^t := \lim_{\epsilon \downarrow 0} \epsilon S(\epsilon)_n^t, \quad \forall n \in \mathbb{Z}, \quad (6.10) \]

gives the (udKdV) path encoding of \( \eta^t \), as defined at (2.3). Moreover, it is an elementary exercise to relate the Pitman-type transformations of the discrete and ultra-discrete systems. Indeed, for any \( S \in \mathcal{S} \) such that \( \sum_{m \leq n} \exp(\frac{S_m+S_{m-1}}{2}) \) converges, which includes any \( S \in \mathcal{S}^{lin} \), we have from (6.9) that

\[ T^\vee(S)_n = \lim_{\epsilon \downarrow 0} \epsilon T \sum \left( \epsilon^{-1} S \right)_n, \quad \forall n \in \mathbb{Z}. \]

**Theorem 6.23** Suppose that for each \( \epsilon \in (0, 1), (I(\epsilon)^t), J(\epsilon)^t, U(\epsilon)^t)_{n,t \in \mathbb{Z}} \) is a solution (dToda) and the following limits exist: for \( n, t \in \mathbb{Z}, \)

\[ Q_n^t := \lim_{\epsilon \downarrow 0} -\epsilon \log I(\epsilon)_n^t, \quad E_n^t := \lim_{\epsilon \downarrow 0} -\epsilon \log J(\epsilon)_n^t, \quad U_n^t := \lim_{\epsilon \downarrow 0} -\epsilon \log U(\epsilon)_n^t. \]

Then, \( (Q^t, E^t, U^t) \) satisfies (udToda).
The proof is essentially the same as that of Theorem 6.21, namely we simply observe that if $a = \lim_{\epsilon \downarrow 0} -\epsilon \log a(\epsilon)$, $b = \lim_{\epsilon \downarrow 0} -\epsilon \log b(\epsilon)$ and $c = \lim_{\epsilon \downarrow 0} -\epsilon \log c(\epsilon)$, then

$$
\lim_{\epsilon \downarrow 0} -\epsilon \log F_{dT}^{(i)}(a(\epsilon), b(\epsilon), c(\epsilon)) = F_{udT}^{(i)}(a, b, c)
$$

for $i = 1, 2, 3$, where we use the superscript $(i)$ to denote the index of the component of the relevant map. □

**Remark 6.24** Similarly to Remark 6.22, we have a corresponding ultra-discretization result for path encodings. In particular, suppose $S(\epsilon)$ is the (dToda) path encoding for $(I(\epsilon)t, J(\epsilon)t)$, as given by (2.13), then (6.10) gives the (udToda) path encoding of $(Q', E')$, as defined at (2.11). Moreover, for any $S \in \mathcal{S}$ such that $\sum_{m \leq n-1} \exp(S_{2m})$ converges, which includes any $S \in \mathcal{S}_{lin}$, we have from (6.9) that

$$
T_{\gamma^n}(S)_n = \lim_{\epsilon \downarrow 0} \epsilon T^{-\epsilon}_{\sum^n} (\gamma^{-1} S)_n, \quad \forall n \in \mathbb{Z}.
$$

### 6.8 Proofs of Modifications of Main Results

In this subsection, we prove Theorems 6.1, 6.4, 6.8, 6.13, 6.15, 6.17, 6.20 and Corollary 6.3.

**Proof of Theorem 6.1** On replacing the claims of Lemmas 5.1(d), 5.2(d), 5.6(d) and 5.10(d) with the simple observations that

$$
\mathcal{A}_{udK} \left(C_{udK}^{(L)}\right) = \mathcal{A}_{dK} \left(C_{dK}^{(\delta)}\right) = \mathcal{A}_{udT} \left(C_{udT}^{(\delta)}\right) = \mathcal{A}_{dT} \left(C_{dT}^{(\delta)}\right) = \mathcal{D}_{lin},
$$

Theorem 6.1 follows by applying exactly the same argument as was used to prove Theorems 2.1, 2.2, 2.3 and 2.5. □

**Proof of Corollary 6.3** Given the involutive property of the locally-defined dynamics for the four systems, and the fact that

$$
\mathcal{A}_{udK} \left(C_{udK}^{(L)}\right) = \mathcal{A}_{dK} \left(C_{dK}^{(\delta)}\right) = \mathcal{A}_{udT} \left(C_{udT}^{(\delta)}\right) = \mathcal{A}_{dT} \left(C_{dT}^{(\delta)}\right) = \mathcal{D}_{lin},
$$

one can adopt the same approach as in the forward case to deduce the result, but using Corollary 4.7 in place of Theorem 4.4 at the relevant point of the argument. □

**Proof of Theorem 6.4** Let $\omega \in \mathcal{C}_{dK}$, and $(\omega', U')_{t \in \mathbb{Z}}$ be as at (2.10). Since we have from (dKdV) that $(U_{n-1}^{t+1})^{-1} = \frac{1}{\omega_n} - \delta \omega_{n+1}$, it must be the case that $\omega'_{n+1}$ and $\omega'_{n+1}$ satisfy

$$
\frac{1}{\omega_{n+1}^t} - \delta \omega_{n+1}^t = \left( \frac{1}{\omega_n^t} - \delta \omega_{n+1}^t \right) \frac{\omega_{n+1}^t}{\omega_n^t} = \frac{1}{\omega_n^t} - \delta \omega_{n+1}^t, \quad \forall n \in \mathbb{Z},
$$

\[\mathcal{D} \text{ Springer} \]
or equivalently
\[ \frac{1}{\omega_{n+1}^{t+1}} - \frac{1}{\omega_n^t} = \delta \left( \omega_{n+1}^t - \omega_n^{t+1} \right), \quad \forall n \in \mathbb{Z}, \]
and thus we have established part (a).

For part (b), suppose that a pair \( \omega, \tilde{\omega} \in (0, \infty)^Z \) satisfies
\[ \frac{1}{\omega_{n+1}} - \frac{1}{\omega_n} = \delta(\omega_{n+1} - \tilde{\omega}_n), \quad \forall n \in \mathbb{Z}. \]

It is an elementary exercise to check that it must consequently hold that either \( \frac{1}{\omega_n} - \delta\omega_n > 0 \) for all \( n \in \mathbb{Z} \), or \( \frac{1}{\omega_n} - \delta\omega_n = 0 \) for all \( n \in \mathbb{Z} \), or \( \frac{1}{\omega_n} - \delta\omega_n < 0 \) for all \( n \in \mathbb{Z} \). If the second or third case occur, then \( \delta\omega_n \omega_n \geq 1 \) for all \( n \in \mathbb{Z} \). Hence
\[ \log \delta + \frac{1}{n} \sum_{m=1}^n \log \omega_m + \frac{1}{n} \sum_{m=1}^n \log \tilde{\omega}_m \geq 0 \]for all \( n \in \mathbb{Z} \), and so either \( \omega \notin C_d(\delta) \) or \( \tilde{\omega} \notin C_d(\delta) \). Therefore, if \( \omega' \) is a solution to (6.2) satisfying \( \omega' \in C_d(\delta) \) for all \( t \in \mathbb{Z} \), then \( \frac{1}{\omega_n} - \delta\omega_n > 0 \) for all \( n, t \in \mathbb{Z} \). By defining \( U_{n-1} = \left( \frac{1}{\omega_{n+1}} - \delta\omega_n^{-1} \right)^{-1} \), we obtain a solution to (dKdV), and thus the uniqueness of the solution to (6.2) follows from Theorem 2.2.

Let \( \hat{\omega} \in (0, \infty)^Z \) satisfy (6.3), and define \( \omega \in (0, \infty)^Z \) by setting \( \omega_n := \frac{1}{\delta \omega_n} \). It is then readily checked that \( \omega \in C_d(\delta) \), and so we can apply part (b) to deduce the uniqueness of the solution \( (\omega')_{t \in \mathbb{Z}} \) to (6.2) with \( \omega' \in C_d(\delta) \) for all \( t \in \mathbb{Z} \). Setting \( \tilde{\omega}_n := \frac{1}{\delta \omega_n} \), we find a solution to (6.2) with initial condition \( \tilde{\omega} \) and such that \( \hat{\omega}' \) satisfies (6.3) for all \( t \in \mathbb{Z} \). Moreover, the uniqueness also follows, since if we have another solution \( (\hat{\omega}')_{t \in \mathbb{Z}} \) for which \( \hat{\omega}' \) satisfies (6.3) for all \( t \in \mathbb{Z} \), then defining \( (\tilde{\omega}')_{t \in \mathbb{Z}} \) via the relation \( \tilde{\omega}'_n = \frac{1}{\delta \omega_n} \) implies that \( (\tilde{\omega}')_{t \in \mathbb{Z}} \) solves (dKdV) and \( \tilde{\omega}' \in C_d(\delta) \) for all \( t \in \mathbb{Z} \).

Hence \( (\tilde{\omega}')_{t \in \mathbb{Z}} \) must be equal to \( (\omega')_{t \in \mathbb{Z}} \), and it follows that \( (\tilde{\omega}')_{t \in \mathbb{Z}} \) is actually equal to \( (\hat{\omega}')_{t \in \mathbb{Z}} \). This completes the proof of part (c), and also yields part (d).

**Proof of Theorem 6.8** Let \( (I, J) \in CdT \), and \( (I', J', U') \) the corresponding solution to (dToda), as given by Theorem 2.5. The first and third conditions of (6.5) are then automatically satisfied. Moreover,
\[ I_{n+1}^{t+1} = J_n^t + U_n^t = J_n^t + I_n^t U_{n-1}^t = J_n^t + \frac{I_n^t}{I_{n-1}^t} \left( I_{n-1}^{t+1} - J_{n-1}^t \right) = I_n^t + J_n^t = J_{n-1}^{t+1}, \]
which is the second condition of (6.5), which confirms part (a).

For part (b), suppose a pair \( (I, J), (\tilde{I}, \tilde{J}) \in ((0, \infty)^2)^Z \) satisfies
\[
\begin{cases}
\tilde{I}_n = I_n + J_n - \tilde{J}_{n-1}, \\
\tilde{J}_n = I_{n+1} J_n / I_n^n,
\end{cases}
\]
for all \( n \in \mathbb{Z} \). It is then the case that

\[
\tilde{I}_n - J_n = I_n - \tilde{J}_{n-1} = \frac{I_n}{I_{n-1}} \left( \tilde{I}_{n-1} - \frac{\tilde{I}_{n-1}}{I_n} \tilde{J}_{n-1} \right) = \frac{I_n}{I_{n-1}} \left( \tilde{I}_{n-1} - J_{n-1} \right)
\]

for all \( n \in \mathbb{Z} \), and so either \( \tilde{I}_n - J_n = I_n - \tilde{J}_{n-1} > 0 \) for all \( n \in \mathbb{Z} \), or \( \tilde{I}_n - J_n = I_n - \tilde{J}_{n-1} = 0 \) for all \( n \in \mathbb{Z} \), or \( \tilde{I}_n - J_n = I_n - \tilde{J}_{n-1} < 0 \) for all \( n \in \mathbb{Z} \). If the second or third case occurs, then \( I_n \tilde{I}_n \leq J_n \tilde{J}_{n-1} \) for all \( n \in \mathbb{Z} \). Hence

\[
\frac{1}{n} \sum_{m=1}^{n} \log I_m + \frac{1}{n} \sum_{m=1}^{n} \log \tilde{I}_m \leq \frac{1}{n} \sum_{m=1}^{n} \log J_m + \frac{1}{n} \sum_{m=1}^{n} \log \tilde{J}_m - 1
\]

for all \( n \in \mathbb{Z} \), and so either \((I, J) \notin \mathcal{C}_{dT} \) or \((\tilde{I}, \tilde{J}) \notin \mathcal{C}_{dT} \). Therefore, if \((I', J')\) is a solution to (6.5) satisfying \((I', J') \notin \mathcal{C}_{dT} \) for all \( t \in \mathbb{Z} \), then, \( I_{t+1} - J_n = I_n - J_{t+1} > 0 \) for all \( n, t \in \mathbb{Z} \). By defining \( U_n' : = I_{t+1} - J_n \), we obtain a solution to (dToda), and thus the uniqueness of the solution to (6.5) follows from Theorem 2.5.

Finally, applying the given change of variables, parts (c) and (d) are straightforward to check (cf. the proof of Theorem 6.4(c,d)).

\[\square\]

**Proof of Theorem 6.13** Given the self-reverse property of the (udKdV) and (udToda) systems, in each case it will suffice to check that if the initial configuration is in one of the described subsets, then so is the configuration after one step of the dynamics (as per Theorem 2.1 or 2.3), and also the associated carrier is in the subset indicated in the statement of the result.

First, let \( \eta^0 = \eta \in [L_0, L - L_0] \cap \mathcal{C}_{udK}^{(L)} \) for some \( L_0 < L/2 \). Writing \( S = S_{udK}^{(L)}(\eta^0) \), we then have that

\[
U_n^0 = M^\vee(S)n - S_n + \frac{L}{2} \geq \frac{S_n + S_{n-1}}{2} - S_n + \frac{L}{2} = \eta_0^0 \geq L_0, \quad \forall n \in \mathbb{Z}.
\]

Moreover, it follows that

\[
L_0 \leq \eta_1^0 = \min \left\{ L - \eta_n^0, U_n^0 \right\} \leq L - L_0, \quad \forall n \in \mathbb{Z},
\]

i.e. \( \eta^1 \in [L_0, L - L_0] \cap \mathcal{C}_{udK}^{(L)} \), which completes the proof of (a)(i). Second, let \( \eta^0 = \eta \in (\alpha \mathbb{Z}) \cap \mathcal{C}_{udK}^{(L)} \) for some \( \alpha > 0 \) with \( L \in \alpha \mathbb{Z} \). Again writing \( S = S_{udK}^{(L)}(\eta^0) \), we then have that \( L - 2\eta_n^0 \in \alpha \mathbb{Z} \) for all \( n \in \mathbb{Z} \), and it follows that

\[
U_n^0 = M^\vee(S)n - S_n + \frac{L}{2}
= \sup_{m \leq n} \left( S_{m-1} + \frac{L - 2\eta^0}{2} \right) - S_n + \frac{L}{2}
= \sup_{m \leq n} \left( S_{m-1} - S_n + L - \eta^0_m \right)
\]
is an element of $\alpha \mathbb{Z}$ for all $n \in \mathbb{Z}$. From this, we readily obtain that $\eta^1_n = \min \{ L - \eta^0_n, U^0_n \} \in \alpha \mathbb{Z}$ for all $n \in \mathbb{Z}$, as desired for (a)(ii). Given (a)(i) and (a)(ii), we can simply take the intersection of the sets (with $L_0 = 0$ and $\alpha = 1$) to obtain (a)(iii).

For part (b), first let $(Q^0, E^0) = (Q, E) \in ((0, \infty)^2)^\mathbb{Z}$. Then, from (udToda), we have that

$$E_n^1 = Q_{n+1}^0 + E_n^0 - Q_n^0 \geq Q_{n+1}^0 + \min \{ U_n^0, E_n^0 \} - Q_n^1 = Q_{n+1}^0 > 0,$$

and also

$$U_{n+1}^0 = U_n^0 + Q_{n+1}^0 - Q_n^1 \geq \min \{ U_n^0, E_n^0 \} + Q_{n+1}^0 - Q_n^1 = Q_{n+1}^0 > 0,$$

for all $n \in \mathbb{Z}$. Hence, we also find that $Q_n^1 = \min \{ U_n^0, E_n^0 \} \geq \min \{ Q_n^0, E_n^0 \} > 0$, which establishes (b)(i). Next, let $(Q^0, E^0) = (Q, E) \in ((\alpha \mathbb{Z})^2)^\mathbb{Z}$, and $S$ be the associated path encoding. We then have that

$$U_n^0 = M^\vee (S)_{2n-1} - S_{2n-1} = \sup_{m \leq n-1} S_{2m} \in \alpha \mathbb{Z}, \quad \forall n \in \mathbb{Z}.$$

From this, it is readily seen that also $(Q^1, E^1) = (Q, E) \in ((\alpha \mathbb{Z})^2)^\mathbb{Z}$, as required for (b)(ii). Also, similarly to the previous paragraph, given (b)(i) and (b)(ii), we can simply take the intersection of the sets (with $\alpha = 1$) to obtain (b)(iii).

\[ \square \]

**Remark 6.25** By considering appropriate choices of $\mathcal{X}$ and $\mathcal{W}$ in Subsection 4.3, Theorem 6.13 can also be proved directly from the results of Section 4.

**Proof of Theorem 6.15** The result readily follows from the uniqueness of solutions to the relevant equations, as given by Theorems 2.1, 2.2, 2.3 and 2.5. \[ \square \]

**Proof of Theorem 6.17** Let $\eta \in \mathcal{C}^{(L)}_{\text{udK}, \text{fin}(a)}$, where $L - 2a > 0$, and write $S = S_{\text{udK}}^{(L)}(\eta)$. By definition, there exists an $N_0 \in \mathbb{N}$ such that $S_n - S_{n-1} = L - 2a$ whenever $|n| \geq N_0$. It follows that there exists an $N_1 \in \mathbb{N}$ such that $M^\vee (S)_{n} = S_n - \frac{L - 2a}{2}$ whenever $|n| \geq N_1$, and consequently $T^\vee (S)_{n} = S_n - (L - 2a)$ whenever $|n| \geq N_1$.

Hence if $\eta^1$ is the configuration after one time step of the (udKdV) dynamics started from initial condition $\eta$, as given by Theorem 2.1, then $\eta^1 \in \mathcal{C}^{(L)}_{\text{udK}, \text{fin}(a)}$. Iterating this argument and applying the self-reverse property of the system yields moreover that $\eta^t \in \mathcal{C}^{(L)}_{\text{udK}, \text{fin}(a)}$ for all $t \in \mathbb{Z}$, which confirms that $\mathcal{C}^{(L)}_{\text{udK}, \text{fin}(a)}$ is closed for (udKdV). Moreover, the argument implies that: for each $t \in \mathbb{Z}$,

$$U^t_n = \frac{S^t_{n+1} - S^t_n + L}{2} = -(L - 2a) + \frac{L}{2} = a.$$
eventually as $n \to \pm \infty$, where $S^t, S^{t+1} \in \mathcal{I}$ are defined as in the statement of Theorem 2.1.

\begin{proof} \[ \text{Proof of Theorem 6.20} \]

If $\omega \in \mathcal{C}_{dK,\text{conv}}$, then

$$\lim_{n \to -\infty} \frac{\sum_{m=1}^{n} \log \omega_m}{n} = 0 < -\frac{\log \delta}{2},$$

and so $\mathcal{C}_{dK,\text{conv}} \subseteq \mathcal{C}(\delta)_{dK,\text{rev}}$. Suppose next that the (dKdV) dynamics (as per Theorem 6.1) are started from $\omega$. The carrier $(U_n)_{n \in \mathbb{Z}}$ associated with $\omega$ then satisfies

$$\log U_n + \frac{\log \delta}{2} = \log \sum_{m=-\infty}^{n} \exp \left( \frac{S_m - S_{m-1} - 2S_n}{2} \right) - S_n,$$

where $S$ is the path encoding of $\omega$, as given by (2.8). We rewrite this as follows:

$$\log U_n + \frac{\log \delta}{2} = \log \sum_{m=-\infty}^{n} \exp \left( \frac{S_m - S_{m-1} - 2S_n}{2} \right) = \log \sum_{m=-\infty}^{n} \prod_{k=m+1}^{n} \omega_k^2,$$

which yields the expression at (6.8). Moreover, we have that

$$S_n = -n \log \delta + 2 \sum_{m=n+1}^{0} \log \omega_m = -n \log \delta + C + \varepsilon_n,$$

where $C \in (0, \infty)$ is a constant, and $\varepsilon_n \to 0$ as $n \to -\infty$. Hence

$$U_n = \delta^{-1/2} \sum_{m=-\infty}^{n} \exp \left( \frac{S_m - S_{m-1} - 2S_n}{2} \right) = \sum_{m=-\infty}^{n} \delta^{n-m+\frac{m+n}{2}} \to \frac{1}{1-\delta},$$

as $n \to -\infty$. Finally, if $\omega^1$ is the configuration after one time step, then (dKdV) implies $\omega^1_n = U_{n-1} \omega_n / U_n$, which together with the above limiting result yields

$$\prod_{m=-\infty}^{0} \omega^1_m = (1-\delta) U_{-1} \prod_{m=-\infty}^{0} \omega_m \in (0, \infty).$$

Thus $\omega^1 \in \mathcal{C}_{dK,\text{conv}}$, and we can proceed by iteration to complete the proof of the theorem. \qed

\end{proof}
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