Hopf and Frobenius algebras in conformal field theory

PhD thesis
Carl Stigner
Karlstad University 2012

Author’s note: This is an updated version, with some minor adjustments and typos corrected, of my thesis published at:
http://urn.kb.se/resolve?urn=urn:nbn:se:kau:diva-14456
Abstract

There are several reasons to be interested in conformal field theories in two dimensions. Apart from arising in various physical applications, ranging from statistical mechanics to string theory, conformal field theory is a class of quantum field theories that is interesting on its own. First of all there is a large amount of symmetries. In addition, many of the interesting theories satisfy a finiteness condition, that together with the symmetries allows for a fully non-perturbative treatment, and even for a complete solution in a mathematically rigorous manner. One of the crucial tools which make such a treatment possible is provided by category theory.

This thesis contains results relevant for two different classes of conformal field theory. We partly treat rational conformal field theory, but also derive results that aim at a better understanding of logarithmic conformal field theory. For rational conformal field theory, we generalize the proof that the construction of correlators, via three-dimensional topological field theory, satisfies the consistency conditions to oriented world sheets with defect lines. We also derive a classifying algebra for defects. This is a semisimple commutative associative algebra over the complex numbers whose one-dimensional representations are in bijection with the topological defect lines of the theory.

Then we relax the semisimplicity condition of rational conformal field theory and consider a larger class of categories, containing non-semisimple ones, that is relevant for logarithmic conformal field theory. We obtain, for any finite-dimensional factorizable ribbon Hopf algebra $H$, a family of symmetric commutative Frobenius algebras in the category of bimodules over $H$. For any such Frobenius algebra, which can be constructed as a coend, we associate to any Riemann surface a morphism in the bimodule category. We prove that this morphism is invariant under a projective action of the mapping class group of the Riemann surface. This suggests to regard these morphisms as candidates for correlators of bulk fields of a full conformal field theory whose chiral data are described by the category of left-modules over $H$. 
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Outline of the thesis

The thesis is organized as follows: In chapter 1 we give an introduction to conformal field theory. Many of the notions that will be relevant later are introduced. The discussion in this chapter is partly heuristic.

Chapter 2 is a summary of the notions from category theory that we need in the rest of the text. Here we also describe relevant aspects of finite-dimensional factorizable ribbon Hopf algebras.

In chapter 3 we review several classes of algebras that appear in connection with conformal field theory. In particular we introduce the algebras that are the center of attention in this thesis.

Chapter 4 first gives an overview over the construction of correlators of rational conformal field theory with the help of 3d TFT. The rest of chapter 4 summarizes the results of paper I, which extends the proof of this construction to world sheets with defect lines.

Chapter 5 describes the classifying algebra for defects, obtained in paper II. The classifying algebra is a semisimple associative algebra over the complex numbers that classifies the defect lines of a rational conformal field theory.

Chapter 6 is devoted to the results of paper III and IV related to non-semisimple conformal field theories. For a so-called factorizable finite ribbon category $\mathcal{C}$, we associate to each Riemann surface $\Sigma_{g,n}$ a morphism $\mathcal{C}(\Sigma_{g,n})$. This morphism takes as input a symmetric commutative Frobenius algebra in $\mathcal{C}$. We restrict to a subclass of factorizable finite ribbon categories and consider the category $H\text{-mod}$ of representations of a finite-dimensional factorizable ribbon Hopf algebra. We obtain a family of symmetric commutative Frobenius algebras in $H\text{-mod}$, and for each such algebra, we prove that the morphism $\mathcal{C}(\Sigma_{g,n})$ is invariant under an action of the mapping class group of $\Sigma_{g,n}$. We interpret these morphisms as candidates for correlators of oriented closed world sheets.
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Introduction

A crucial property of physical systems are their symmetries. By a symmetry, or a symmetry transformation, of a physical system we mean a non-trivial transformation of the system such that some interesting quantity is left unaffected. By making use of the symmetries one can often simplify the analysis of a problem in physics considerably. In fact, it may even be necessary to explore the symmetries in order to be able to solve the problem at all. Symmetries are encoded mathematically in an algebraic structure, whose precise form depends on the situation one wants to describe.

Quantum field theories defined on two-dimensional surfaces naturally appear in connection with various physical models. Among these two-dimensional theories are the conformal field theories, which have conformal transformations as part of their symmetries. One characterization of a conformal transformation is that it leaves the angle between any two vectors invariant. Two-dimensional conformal field theory appears in rather different areas in physics, ranging from various applications in statistical mechanics and condensed matters systems to string theory.

Conformal field theories form a very special class of quantum field theories in several respects. They are considered on arbitrary world sheets. A world sheet is a two-dimensional surfaces which may have a non-empty boundary. Thus, as opposed to quantum field theory as used in e.g. particle physics, there is no single preferred background space-time, and in particular the classification of boundary conditions is a non-trivial issue. Second, in the situations we consider in this thesis, the theory satisfies a finiteness condition which, combined with the huge amount of symmetries, allows one to solve the theory completely. This is in sharp contrast with e.g. the standard model of particle physics which can largely only be treated in a perturbative manner. In addition, the solution of a (local) conformal field theory on a world sheet can be obtained from a non-local theory on a related surface. The latter type of theory is called a chiral conformal field theory. This relationship, known as holomorphic factorization, naturally splits the process of solving the physical theory into two parts, the first one dealing only with chiral conformal field theory.

This thesis is concerned with issues related to the second part of the solution of conformal field theory, i.e. constructing the full (local) theory from the underlying chiral one. This is a purely algebraic and combinatorial problem
that can be addressed by rigorous mathematical reasoning and by making use of the properties of the representation category for the symmetries. One great advantage of approaching the problem in terms of category theory is that we can treat an entire class of conformal field theories simultaneously. It is also worth pointing out that already when considering the algebraic part of the problem alone, one obtains certain physical quantities even without using an explicit solution of the first part of the problem, i.e. the underlying chiral theory.

The categories of interest have properties that allow us to perform calculations rigorously in terms of graphical calculus. This means that instead of writing mathematical expressions with the help of symbols, using letters from some alphabet, we use instead elements of a graphical code. This is not only a convenient, but even a crucial tool for many of the calculations in this thesis.

In addition to being part of solutions to various physical problems, conformal field theory is interesting on its own. It may serve as a "theoretical laboratory" for quantum field theory, which could help us to get a deeper understanding of more general theories. To justify this idea it is crucial that conformal field theory is not only a mathematically beautiful theory, but that it also appears in physical applications. Even though the methods and concepts used to obtain a complete solution are related to the very special nature of the conformal field theories, these methods and concepts are potentially of interest in more general situations as well. Conformal field theory has also given rise to many new developments in mathematics, such as vertex algebras and braided tensor categories.
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1 A flavor of conformal field theory

We start with a brief introduction to conformal field theory. The purpose of this chapter is to introduce, in a heuristic manner, a number of concepts which are relevant in conformal field theory, in order to put the questions we address in this thesis into a context. Since the focus in this chapter is on concepts the discussion will from time to time be somewhat over-simplified. Those concepts that are central for the results presented in this thesis will be described in more detail in later chapters.

1.1 Conformal invariance in $d$ and 2 dimensions

A conformal transformation of $\mathbb{R}^d$ is characterized by the property that it preserves the metric up to a scale-factor that may depend on position. Equivalently we can say that a conformal transformation preserves angles between vectors. For general dimension $d$, any conformal transformation can be written as a combination of translations, scalings, rotations and special conformal transformations. The latter is a translation preceded and followed by an inversion. In $d$ dimensions, these transformations are well defined everywhere, and are accordingly referred to as global conformal transformations. The global conformal transformations form a Lie group with underlying Lie algebra $so(d+1,1)$.

In two dimensions the situation is rather special. Considering the Riemann sphere $\mathbb{C} \cup \{\infty\}$, the transformation $z \mapsto 1/z$ is well defined everywhere. In particular, the group of global conformal transformations is the Möbius group — the group of automorphisms of the Riemann sphere. However, the conformal transformations are not exhausted by Möbius group. This is most easily realized by thinking of the Riemann sphere as endowed with a global complex coordinate and recalling that any analytic map constitutes a conformal transformation: The condition for a transformation to be conformal is equivalent to the Cauchy-Riemann equations (see e.g. [25, Chapter 5.1]), and consequently a conformal transformation in two dimensions is equivalent to a complex analytic map. The global conformal transformations described above are certainly analytic. However there are, in addition to the global transformations, analytic maps with poles of higher order. It follows that the group of conformal transformations that may not we well defined on the entire Riemann sphere is larger.
than the Möbius group.

Consider now a function \( \phi(z) \) of a complex variable. Under an infinitesimal conformal transformation \( z \mapsto z' = z + \varepsilon(z) \), the function \( \phi \) transforms as \( \delta \phi = \varepsilon(z) \partial \phi(z) = \sum_n c_n \ell_n \phi(z) \), where the last equality comes from a Laurent expansion of \( \varepsilon(z) \) and we have defined \( \ell_n := -z^{n+1} \partial_z \) for \( n \in \mathbb{Z} \). Thus the infinitesimal conformal transformations are generated by \( \ell_n \) with \( n \in \mathbb{Z} \). These differential operators satisfy the commutation relations

\[
[\ell_m, \ell_n] = (m - n)\ell_{m+n} .
\]

The complex Lie algebra spanned by elements \( \ell_n \), with Lie bracket \( (1.1) \), is called the Witt algebra.

When considering quantum theories, we want the basis of the Witt algebra to become modes of a current that generates conformal transformations. The relevant algebra is then a central extension of the Witt algebra – the Virasoro algebra \( \mathcal{V}_{ir} \), see e.g. [94, Section 3]. A basis of \( \mathcal{V}_{ir} \) is given by \( \{ L_n | n \in \mathbb{Z} \} \cup C \), where \( C \) is a central element, and the non-vanishing Lie brackets are

\[
[L_m, L_n] = (m - n)L_{m+n} + \frac{C}{12}m(m^2 - 1)\delta_{m+n,0} .
\]

Note that from \( (1.2) \) it follows directly that the Virasoro algebra has a subalgebra with basis \( \{ L_{-1}, L_0, L_1 \} \) and this subalgebra is \( sl(2) \). Upon a detailed analysis of the action of this subalgebra in conformal field theory, one recovers [94, Section 2.8] the real form \( so(3, 1) \), i.e. the Lie algebra of the global conformal transformations. Since we will exclusively work in two dimensions we will drop the epithet "two-dimensional" and refer to a two-dimensional quantum field theory whose symmetry algebra contains the Virasoro algebra simply as conformal field theory, abbreviated as CFT.

### 1.2 Chiral and full CFT

Let us now set the stage for the considerations in this thesis. We will be interested in conformal field theories defined on world sheets. A world sheet is a two-dimensional compact smooth manifold, possibly with non-empty boundary, equipped with a conformal structure with Euclidean signature, i.e. an equivalence class of metrics with respect to local rescalings. Note that we allow the world sheet to be non-orientable. In addition we require that world sheets can be equipped with the following structures:
• Boundary conditions
• Defect lines
• Field insertions

In order to give a somewhat more detailed description of these structures it is instructive to describe a couple of applications of conformal field theory.

Conformal field theory in physics

An important setting for CFT is the description of critical phenomena in statistical mechanics. A standard example is the two-dimensional Ising model. This is a model that describes the interaction of spin variables positioned on the sites of a square lattice in some domain. The system is characterized by two length scales, the lattice spacing $a$ and the correlation length $\xi$, which describes the distance at which the interaction is effectively non-zero. Typical observables in the theory are local magnetization (the value $s(r) = \pm 1$ of the spin variable at site $r$) and the energy density. The scaling limit is obtained by taking $a \to 0$ while keeping the domain and $\xi$ fixed. In the scaling limit one obtains a continuous two-dimensional CFT that describes the long-range behavior of the system, see e.g. [19] for more details.

A similar phenomenon, for which CFT plays a role is critical percolation. Percolation describes the statistical process of a liquid that seeps through a porous medium. One of the simplest mathematical models for percolation is obtained by taking a square lattice, with lattice spacing $a$, such that each site can be either open, with some probability $p$, or closed, with probability $1-p$. The crossing probability of such a lattice of size $n \times n$ in some domain $D$ is the probability $\pi_n(p)$ that there is at least one path, say from left to right, such that all sites along this path are open.

Just like for the Ising model, CFT is relevant for the understanding the critical behavior of such systems in the scaling limit, i.e. when we take the limit $a \to 0$ while keeping $D$ fixed. For percolation, the critical point is a distinguished value of $p$ denoted by $p_c$. In the scaling limit, one finds $0 < \pi_n(p_c) < 1$ at $p = p_c$ while $\pi_n(p)$ approaches 0 for $p < p_c$ and 1 for $p > p_c$. The critical behavior can be described geometrically as follows: For small $p$ the average size of clusters of open sites is small. However, at $p = p_c$ the average size of the clusters diverges and for $p > p_c$ there is a finite probability that a given site belongs to an infinitely large cluster. See e.g. [18, 54, 67] for more details on percolation and CFT.

CFT is also an important part of string theory, which is a candidate for a quantum theory unifying the four fundamental forces. The fundamental objects in string theory are one-dimensional strings which move in space-time. While moving, the string sweeps out a two-dimensional surface – the world
sheet. One important ingredient is a CFT defined on this world sheet, see e.g. [87].

In addition there are condensed matter systems that are effectively 2- or 1+1-dimensional, giving rise to theories with approximate conformal symmetry. This happens e.g. when studying the Kondo effect [9] or quantum Hall fluids.

It is also worth pointing out that a generic CFT does not come with a Lagrangian formulation. However, there is an important class of models, the WZW-models, that come from the quantization of a Lagrangian. In that case, the fields take values in a group manifold and symmetries of this theory are encoded in what is known as a current algebra, which is based on an affine Lie algebra.

The world sheet

We are now in position to describe the structures of the worldsheet in some more detail.

**Boundary conditions:** In the case of non-empty boundary, we need to assign a boundary condition to each boundary component, describing the behavior of bulk fields close to the boundary. The classification of consistent boundary conditions is far from trivial. A consistent boundary condition always respects the conformal symmetry. However, we will usually require that the boundary conditions respect all the symmetries of the theory. There are examples of situations where the boundary conditions have a simple formulation:

- In lattice spin models, such as the Ising model, some boundary conditions can be obtained by imposing specific values for the spin variables on the sites at the boundary.

- In theories with a Lagrangian formulation, such as WZW-models, some boundary conditions may be described in terms of Dirichlet or Neumann conditions, i.e. by prescribing the value of the fields or their derivatives that appear in the Lagrangian on the boundary.

However, in general boundary conditions cannot be described this way. Even if some of them can, they typically do not exhaust all allowed boundary conditions. Consider e.g. the 3-states Potts model, which is a lattice model with three allowed values for each spin variable. In this model there are totally 8 conformal boundary conditions [11, 46]. One them has an interpretation of a free boundary condition, three of them as fixed directions and three of them as mixed spin directions which means that one direction is forbidden. The eighth one, constructed in [11] does not have such a nice interpretation.
Defect lines: The world sheet may be divided into several regions such that the CFT on the two sides are related in a sense that will be described later, but which may differ e.g. with respect to the field content and allowed boundary conditions. We say that the CFTs on the two sides of the line may be in different phases. The two regions are separated by a defect line, which may be thought of as a two-sided boundary. The behavior of fields in the vicinity of the defect line is described by assigning a defect condition to each defect line.

We will be interested in topological defect lines, which in particular means that the defect lines can be deformed without affecting the physics of the theory. Whenever two regions are in the same phase there is a particular defect condition – the trivial defect condition. This means that the defect line can be omitted and the two regions can be considered as one. Accordingly, we refer to such defect lines as trivial or invisible. Trivial defects can be added or removed freely from the world sheet. It is convenient to always require a minimal number of defects, which however may be trivial. Topological defects arise naturally e.g. in statistical systems modeling condensed matter systems of physical interest, see e.g. [93, 82]. The general description of defect lines will be continued in section 1.3.

Field insertions: There are field insertions in the bulk as well as on the boundary of the world sheet. We will refer to fields inserted in the bulk, on the boundary or on a defect line as bulk, boundary and defect fields, respectively. Boundary components and defect lines may be partitioned into several segments. Boundary and defect fields are inserted on the junction between to such segments and may change the boundary or defect condition. We will sometimes consider a bulk field as a defect field inserted on an invisible defect. A defect field that changes the defect condition to or from the trivial one is referred to as a disorder field. In other words, by disorder field we mean a field at which a non-trivial defect starts or ends.

The interpretation of the field insertions depend on the application. In statistical models the field insertions may e.g. be spin variables or disorder fields at which frustration lines may end, and in string theory the field insertions are interpreted as asymptotic string states.

Full CFT

We regard a conformal field theory as solved if we are able to obtain all correlation functions. That is, for any world sheet, give a linear map from the space of fields to the complex numbers that satisfies all consistency conditions of the theory. Of course, explicit calculation of all correlation functions would require an infinite amount of calculations. A more reasonable goal is to establish the
existence of all correlation functions and give algorithms from which they can be computed. At least for an important class of theories, known as rational CFT, this has been achieved. In particular this approach turns part of the problem into a finite one. There is an algorithm describing how any correlation function can be calculated from a finite number of quantities. The purpose of the rest of this section is to explain this approach in some more detail.

We will be interested in full, local conformal field theory. By this we mean a conformal field theory defined on world sheets, as defined above, with single-valued correlation functions. It is crucial to distinguish full CFT from chiral CFT. The latter, which will be discussed in somewhat more detail below, is instead defined on complex curves and the correlation "functions" are not necessarily single-valued. We will soon return to the discussion of chiral and full CFT, but first we introduce some concepts that will be useful in the discussion.

Consider two fields close to each other. Intuitively, one may argue that from a point very far away it is not possible to distinguish the two fields from a single one. However, for the manifolds of our interest, the notions of "close to each other" and "far away" are not well defined. A conformal transformation may separate points to an arbitrary distance and move a point far from away close to one of the insertion points. Nevertheless, this suggests the existence of a product of fields giving rise to a superposition of fields inserted at a single point. This is the operator product expansion (OPE for short), controlling the short distance behavior of fields. The OPE relates \( n+1 \)-point functions to \( n \)-point functions. That is, for two field insertions \( \phi_a(z) \) and \( \phi_b(w) \), such that \(|z - w|\) is much smaller than the distance between any other pair of fields in a correlator, we have

\[
\langle \phi_a(z) \phi_b(w) \cdots \rangle = \sum_c C_{abc}(z, w) \langle \phi_c(w) \cdots \rangle.
\]

This is the concrete meaning of the OPE. It is customary to write the OPE in terms if the following shorthand notation:

\[
\phi_a(z) \phi_b(w) \sim \sum_c C_{abc}(z, w) \phi_c(w).
\]

There is a separation (which will be discussed in more detail below) of the fields into primary fields and their descendants. Conformal symmetry strongly restricts the dependance of \( C_{abc} \) on \( z \) and \( w \). E.g. translation invariance implies that \( C_{abc} \) only depends on \( z - w \). A more detailed analysis shows that, for rational CFTs, the OPE of two primary fields has the form

\[
\phi_i(z) \phi_j(w) \sim \sum_k c_{ijk}(z - w)^{(\Delta_k - \Delta_i - \Delta_j)}(\bar{z} - \bar{w})^{(\bar{\Delta}_k - \bar{\Delta}_i - \bar{\Delta}_j)}\phi_k(w) + \text{desc},
\]

where the summation over \( k \) is over the primary fields, the coefficients \( c_{ijk} \) are constants, and "desc" stands for the terms involving the descendants.
numbers $\Delta_p$ and $\bar{\Delta}_p$ are the conformal weights of the fields and describe how the fields behave under scaling transformations.

The fields with conformal weight $\Delta_p = 0$ constitute the holomorphic fields, and the fields for which $\Delta_p = 0$ constitute the anti-holomorphic fields. The holomorphic fields close under the OPE and thus furnish a closed “algebra” of fields – the chiral algebra. Analogously the anti-holomorphic fields generate the anti-chiral algebra. In non-rational CFTs, it is no longer guaranteed by the chiral symmetries that all coefficients in the expansion (1.5) are powers of $z - w$. However, the holomorphic fields still give rise to a chiral algebra. Note that the expansion coefficients in the chiral algebra are not numbers but rather functions of the insertion points. Thus, the chiral algebra is not an algebra in the conventional sense. However, this property (and a lot more) can be taken care of in the structure of a conformal vertex algebra, also called chiral algebra, which will be discussed in more detail in section 3.1. One may consider theories in which the anti-chiral algebra is different from the chiral algebra. However, we will always assume that the chiral algebra is the same as the anti-chiral.

A conformal vertex algebra furnishes in particular a representation of the Virasoro Lie algebra. As a consequence, there will be two copies of $Vir$ acting on the fields, one from the chiral and one from the anti-chiral algebra. The two conformal weights $\Delta_p$ and $\bar{\Delta}_p$ mentioned above describe the transformation with respect to the actions of these two copies. The central element $C$ of $Vir$ acts as $c \text{id}$ for some $c \in \mathbb{C}$ in all representations of the chiral algebra. The number $c$ is called the central charge of the theory.

The OPE coefficients and correlation functions involving descendants can be obtained from the ones involving only primary fields via the chiral symmetry. In the case that the chiral algebra is built from the Virasoro algebra alone, the primary fields can be labeled by highest weight representations of $Vir$. However, in many situations we are interested in theories for which the chiral algebra is larger than the one associated with $Vir$. In general, there need no longer be a concept of highest weight state for a representation of the chiral algebra. However, there is still a subset of the fields with the property that all OPE coefficients and correlation functions can be obtained from the ones involving only this subset via the chiral symmetry. In the rational case, these fields, to which we below refer to as primary fields, are in bijection with the irreducible representations (counting multiplicities) that appear in the state space.
1.2.1 Chiral conformal field theory

Studying chiral CFT involves in particular studying the representation theory of conformal vertex algebras. Here we mention a few of the important properties of conformal vertex algebras. A full definition will be given in section 3.1. The data of a vertex algebra contain a graded vector space $V$ and a vertex operation, $Y(\cdot, z) : V \to \text{End}(V)[[z^{\pm 1}]]$, that assigns to each vector $a \in V$ a formal power series $Y(a, z)$ with coefficients in $\text{End}(V)$. These power series are used to describe the fields in the chiral theory mathematically. The Laurent coefficients in the expansions constitute the modes of the fields. In a conformal vertex algebra there is a distinguished vector $T \in V$, the conformal vector, whose modes furnish a representation of the Virasoro algebra. The minimal chiral algebra is generated by $Y(T, z)$ alone. The full CFTs with chiral algebras of this form are the minimal models. However, typically we deal with extensions, in which case the chiral algebra is generated by additional fields.

Chiral CFT is defined on a complex curve $E^c$, i.e. a closed surface with a complex structure. A complex structure is equivalent to having an orientation together with a conformal structure, i.e. an equivalence class of metrics with respect to local rescalings. The correlation "functions" of a chiral CFT are called conformal blocks. We will see below why here the term "function" is put in quotation marks. For the results in this thesis the existence and some properties of the conformal blocks are crucial, but we will not need a general definition of the conformal blocks.

Conformal blocks

Consider a complex curve $E^c$ of genus $g$ and with $n$ marked points $p_1, \ldots, p_n$ such that $p_i$ is labeled by the representation $R_i$ of $V$. For now, it is enough to think of a marked point as a distinguished point on $E^c$. It is common to think of the marked points as small open discs cut out from the world sheet. For this reason we sometimes refer to marked points as holes. The space of conformal blocks on $E^c$ is a subspace

$$B\text{l}(E^c) \subset (R_1 \otimes \cdots \otimes R_n)^*$$

of the space dual to $R_1 \otimes \cdots \otimes R_n$. The dependence of the conformal blocks on the positions of the marked points enters in a coinvariance condition that determines the subspace $B\text{l}(E^c)$ in (1.6), see e.g. [14] Chapter 9.

Instead of giving the general definition of the space of conformal blocks we illustrate how the construction, via the coinvariance condition mentioned above, works in a WZW-model. A WZW-model is built from an affine Lie algebra $\hat{g}$, at a fixed integer value of the level $k$. Let $E^c$ be a complex curve of genus
and with \( n \) marked points \( (p_1, ..., p_n) \equiv \vec{p} \) labeled by (irreducible) representations \( V_1, ..., V_n \) of \( \hat{g} \). Consider the algebra \( F \otimes g \) of \( g \)-valued functions that are holomorphic on \( E_c \backslash \{p_1, ..., p_n\} \) and meromorphic on \( E_c \). There is a Lie algebra homomorphism

\[
F \otimes g \to U(\hat{g}) \otimes U(\hat{g}) \otimes \cdots \otimes U(\hat{g}) \otimes U(\hat{g}) ,
\]

(1.7)

where \( U(\hat{g}) \) is the universal enveloping algebra of \( \hat{g} \) at level \( k \). This defines an action of \( F \otimes g \) on the tensor product \( V_1 \otimes \cdots \otimes V_n \) of \( \hat{g} \)-modules. Next, define \( V_{\vec{n}}(E_c, \vec{p}) \) to be the quotient of \( V_1 \otimes \cdots \otimes V_n \) that is coinvariant under the action of \( F \otimes g \):

\[
V_{\vec{n}}(E_c, \vec{p}) := V_1 \otimes \cdots \otimes V_n / F \otimes g (V_1 \otimes \cdots \otimes V_n) .
\]

(1.8)

The space of conformal blocks, \( Bl(E_c) \), is defined to be the dual space

\[
Bl(E_c) := V_{\vec{n}}(E_c, \vec{p})^* \cong \text{Hom}_{F \otimes g}(V_1 \otimes \cdots \otimes V_n, 1) ,
\]

(1.9)

where \( 1 \) is the trivial \( F \otimes g \)-module.

So far we restricted our attention to a fixed conformal structure and fixed locations of insertion points. When varying these moduli, the conformal blocks fit into a vector bundle, the bundle of conformal blocks, over the moduli space \( \hat{M}_{g,n} \) of curves \( E_c \). The fiber over each point in \( \hat{M}_{g,n} \) is the corresponding space of conformal blocks. The term conformal blocks is not only used for the vector bundle, but also for locally defined sections in the vector bundle. The bundle of conformal blocks can be equipped with a projectively flat connection, the Knizhnik-Zamolodchikov connection \( [36] \). By studying the holonomies of this connection the space of conformal blocks can be equipped with a projective action of the fundamental group of \( \hat{M}_{g,n} \), i.e. of the mapping class group of \( E_c \). This fact will be crucial when solving a full CFT, and we will return to it later.

A bundle of conformal blocks is generically not trivial, i.e. it is not globally a product of the base and the fiber. In particular, the monodromies are generically non-trivial, and as a consequence there are no global sections, i.e. the conformal blocks do not give single-valued functions of the moduli of \( E_c \).

### 1.2.2 Rational conformal field theory

The class of full CFTs that is best understood mathematically is the important (and particularly well-behaved) class known as rational conformal field theories. For a rational CFT, the chiral algebra, \( \mathcal{V} \), is a rational vertex algebra, see e.g. \([105] \) definition 1.2.4] for a definition of this notion. The key feature is that a rational vertex algebra has a finite number of (isomorphism classes of) simple representations and any representation is a finite direct sum of the simple ones. The primary bulk fields are in the rational case labeled by pairs \((i, j)\) of
representatives of isomorphism classes of simple representations of $\mathcal{V}$. A consequence of the nice structure of the representation theory of $\mathcal{V}$ is that, for each pair $(i,j)$, the space of primary bulk fields is finite. In addition, any boundary or defect condition can be written as a superposition of a finite set of irreducible boundary or defect conditions. Thus there is a finite number of OPE’s and correlation functions\(^1\) to calculate.

1.2.3 Full conformal field theory and holomorphic factorization

Despite their differences chiral and full CFT are not unrelated: Full CFT can be obtained from an underlying chiral CFT, via the principle of holomorphic factorization. This is sometimes phrased by saying that the correlation functions of the full CFT are obtained by combining two "chiral halves". This is done in such way that the correlation functions are single-valued and satisfy all consistency conditions. Holomorphic factorization has only been worked out and proven in full generality for rational conformal field theory. However, it is generally believed that holomorphic factorization works also beyond the rational case.

In the rational case, the notion of holomorphic factorization can be made precise: Given a world sheet $\Sigma^C$, the complex double, $\hat{\Sigma}^C$, is obtained from $\Sigma^C$ as the orientation bundle over $\Sigma^C$, modulo an identification of points over the boundary of $\Sigma^C$:

$$\hat{\Sigma}^C := \text{Or}(\Sigma^C) / \sim, \quad (x, \text{or}) \sim (x, -\text{or}) \quad \forall x \in \partial \Sigma^C. \quad (1.10)$$

Thus, e.g. the double of a disc is a sphere and the double of a torus consists of two disjoint tori with opposite orientation. The double is a complex curve and consequently one can define a chiral CFT on $\hat{\Sigma}^C$. In this setting, holomorphic factorization amounts to the statement that:

The correlation function of $\Sigma^C$ is an element in the space of conformal blocks on $\hat{\Sigma}^C$.

When constructing the double, a point $p$ in the interior of $\Sigma^C$ gets mapped to two points $p'$ and $p''$ on the double. By construction, the double admits an orientation reversing involution $\sigma$, that interchanges the two points on $\hat{\Sigma}^C$ over each point on $\Sigma^C$. Note that, in the chiral CFT on the double, the points $p'$ and $p''$ over $p$ can be varied independently. However, when constructing the full

\(^1\)Even after restricting to primary fields there is in principle still an infinite number of correlation functions to calculate, considering e.g. different topologies and an arbitrary number of field insertions. However, due to the factorization constraints, which will be described in section 1.2.4, all of them can be expressed through a finite number of fundamental correlation functions.
CFT from the chiral one, we require that the element in the space of conformal blocks that appears in the correlation is such that

\[ p'' = \sigma(p'). \]  

(1.11)

This way local coordinates around \( p' \) and \( p'' \) are related.

Holomorphic factorization splits the solution of full CFT into two parts:

1. Study the chiral conformal field theory on the double \( \hat{\Sigma}^C \) to obtain the space \( Bl(\hat{\Sigma}^C) \) of conformal blocks. That involves in particular solving "Ward identities". These implement the local chiral symmetries globally on the double and thus also on the world sheet.

2. For a given world sheet \( \Sigma^C \), determine the actual correlation function of the full CFT on \( \Sigma^C \) as an element of \( Bl(\hat{\Sigma}^C) \).

The strategy to solve the second part of the problem is to find a vector in the relevant space of conformal blocks that satisfies all consistency conditions of the theory. In the case of rational conformal field theory this problem has been worked out completely \[43, 44, 45, 33, 34, 1\] in the TFT-construction of rational CFT. The TFT-constructions is used in this thesis to study rational CFT; it is described in section 4.1.

The second part of the solution is a purely algebraic consideration. For this reason it is convenient to work not directly with the vertex algebra \( V \) itself, but rather with the category of representations, \( \text{Rep}(V) \), of \( V \). In fact we will not work directly in \( \text{Rep}(V) \) but rather in an abstract category that shares the properties of \( \text{Rep}(V) \). Relevant notions from category theory are described in detail in the next chapter. Working in an abstract category instead of with the vertex algebra itself has two major advantages. First of all it allows us to forget about a lot of the intricate structure of the vertex algebra. The representation category remembers exactly the information relevant to solve the problem. Second, and not less important, we are able to treat an entire class of CFTs simultaneously.

Below we will only be interested in questions related to the second part of the solution as described above, i.e. the problem to select the correlator out of a space of conformal blocks, in rational as well as non-rational theories. This means that we are able to suppress the conformal structure and consider topological world sheets, i.e. we think of the world sheet as a topological manifold. As a consequence we consider also the double as a topological manifold and suppress the conformal structure.

It is worth pointing out that even when considering the second problem alone, without having solved the chiral theory, one still obtains non-trivial relevant physical information, such as OPE coefficients.
1.2.4 Consistency conditions

In this subsection we describe the two types of non-chiral consistency conditions, *mapping class group invariance* and *factorization constraints*, that we require the correlators to satisfy.

**Mapping class groups and modular transformations**

The mapping class group $\text{Map}(\Sigma)$ of a world sheet $\Sigma$ consists of the homotopy classes $[f]$ of homeomorphisms $f: \Sigma \to \Sigma$ that preserves the decorations (i.e. labels of field insertions and defect and boundary conditions), and for oriented world sheets, the orientation. The correlators are required to be invariant under an action of $\text{Map}(\Sigma)$. This guarantees that the correlators are indeed single-valued functions. Let us explain how this works in a bit more detail.

Recall from section 1.2.1 that conformal blocks fit into a (generically non-trivial) vector bundle over the moduli space, and as a consequence a conformal block is in general multi-valued with respect to the moduli of $\hat{\Sigma}$. This is reflected in a non-trivial action of the fundamental group $\pi_0(\hat{\mathcal{M}}_{g,n})$ of the moduli space of $\hat{\Sigma}$ on the space $\text{Bl}(\Sigma^C)$. The fundamental group $\pi_0(\hat{\mathcal{M}}_{g,n})$ is the same as the mapping class group $\text{Map}(\hat{\Sigma})$ of the double, see e.g. [12, Theorem 6.1.13].

For correlators, the relevant group is the subgroup of $\text{Map}(\hat{\Sigma})$ that commutes with the orientation reversing involution $\sigma$, which relates points pair-wise on the double, c.f (1.11). This subgroup, sometimes called the relative modular group, is isomorphic to the mapping class group $\text{Map}(\Sigma)$ of the world sheet. Invariance under the action of $\text{Map}(\Sigma)$ therefore assures that the correlators are single-valued.

Let us describe a concrete example. Consider the torus without any field insertions. The mapping class group of this world sheet is the modular group $\text{PSL}(2, \mathbb{Z})$. Any torus can be described as a quotient of the upper half plane by identifying points that differ by integer combinations of two vectors. Due to conformal invariance the CFT is invariant under scalings and rotations of this torus. Thus we can take the vectors to be $\tau$ with $\text{Im}(\tau) > 0$ and 1. The group $\text{PSL}(2, \mathbb{Z})$ has a presentation by 2 generators $S$ and $T$ modulo the relations $S^2 = 1$ and $(ST)^3 = 1$. In terms of the modular parameter $\tau$, $S$ and $T$ acts as $T: \tau \mapsto \tau + 1$ and $S: \tau \mapsto -\frac{1}{\tau}$, see e.g. [25] or [94] for more details. One can show that these transformations leave the conformal structure invariant.

**Factorizations constraints**

The sewing constraints, formulated in [97,98,71], relate world sheets of different topology. They require that when sewing world sheets together, the correlator of the so obtained world sheet can be expressed as a sum over the correlators of
the various types of disjoint world sheets that are sewn together. In particular, one can obtain one and the same world sheet by sewing together world sheets in several distinct ways. One can, e.g. obtain a four-point function on the sphere by sewing together two three-point functions in three distinct ways, see [71, Fig. 9(a)]. The sewing constraints give relations between these different ways of sewing.

Equivalently to sewing we can consider the notion of factorization, which means that instead of sewing we give a prescription on how to cut a world sheet up into smaller pieces, such that the correlator of the original world sheet can be written as a sum over the correlators of the so obtained world sheets. Factorization is described in detail in [33].

There are two types of factorization: bulk and boundary factorization. Bulk factorization takes place in a cylindrical region of the world sheet and in short it works as follows in a rational CFT: A world sheet is cut along a circle embedded in the cylindrical region. This results in two holes in the world sheet, which are then closed by gluing a disc with one bulk field to each hole, see picture (4.45) below. The bulk fields that we place on the two discs are related by a non-degenerate pairing on the space of bulk fields. This pairing comes from the two-point function on the sphere. Thus, factorization gives rise to a collection of world sheets that are labeled by bulk fields. We will refer to world sheets obtained this way as factorized world sheets. It is sometimes useful to have the following picture of factorization in mind: Picture the cylindrical region, in which we cut, as a tube (as in picture 4.45). Factorization can then be thought of as “squeezing” the tube to smaller and smaller diameter until it breaks. Boundary factorization works similarly, but the factorization is performed along a line segment embedded between two boundary components.

The factorization constraints should be thought of as a concrete realization of the notion of inserting a complete set of states. The factorization identity involves a sum over all primary bulk fields. This may be thought of as summing over the entire state space.

In [33] it is proven that the correlators of world sheets without defects, obtained via the TFT-construction, satisfy the factorization constraints. In [1] the proof is extended to orientable world sheets with an arbitrary network of defects. The factorization identity, Theorem 4.4, states that summing over the correlators of the collection of factorized world sheets, with suitable coefficients, we obtain the correlator of the world sheet we started with. Bulk factorization is described in more detail in section 4.2.1

The factorization identities drastically reduce the number of correlators that have to be calculated in order to know any correlator. In a rational CFT, the correlator of any oriented world sheet can be written as a sum involving correlators of world sheets of only three types [1].
Three defect fields on the sphere
Three boundary fields on the disc
One boundary and one disorder field on the disc

Any correlator is determined, via the factorization identity, by calculating all possible correlators of these types involving only primary fields. In addition, due to semisimplicity it is enough to consider the irreducible boundary and defect conditions. Thus, as explained in [1], there is a finite number of fundamental world sheets from which any correlator can be obtained algorithmically.

Historically, there have been attempts to solve full CFT by picking one of the constraints and search for all solutions that satisfy that constraint. For example searching for modular invariant torus partition functions, in order to find bulk state spaces of consistent conformal field theories, has led to what is known as the ADE-classification of torus partition functions for the $su(2)$-WZW-models [17]. However, considering modular invariance alone is far from enough. One can write down modular invariant partition functions which are not part of any consistent conformal field theory. The appearance of such spurious solutions should not come as a surprise. There could very well be modular invariant partitions functions that satisfy one consistency condition but not all. The set of constraints is highly over-determined and it is a priori not clear that a solution exists at all. One advantage of the TFT-construction is that it allows one to treat the whole set of constraints simultaneously.

1.3 Topological defect lines

Recall from section 1.2 that topological defect lines are characterized by the fact that they can be deformed without affecting the correlator, as long as the defect is not taken across a field insertion or another defect line. Technically that means that the defects we are interested in are tensionless in the sense that the holomorphic and the anti-holomorphic components, $T$ and $\overline{T}$, of the energy-momentum tensor are continuous across the defect line. In fact we require more. We require that both the holomorphic and the antiholomorphic components of all generating currents of the chiral algebra are continuous across the defect line. Below "defect line" or simply "defect" will always refer to a defect line that is topological in this strong sense.

Even though some aspects of defect lines mentioned below are valid in a more general setting we will describe defects in rational CFT. In particular we will use that in a rational CFT there is a finite set of simple defect conditions and any defect condition can be written as a superposition of the simple ones. An $A$-$B$-defect separates two regions such that the region to the left (right) of
the defect is in phase $A$ ($B$):

We refer to such a defect line, with defect condition $X$, simply as the defect $X$. There is a notion of the dual $X^{\vee}$ of an $A$-$B$-defect $X$. $X^{\vee}$ is a $B$-$A$-defect obtained from $X$ by reversing its orientation.

We will be interested in world sheets with arbitrary networks of defects. Thus, several defects may be joined at a single point or one or more defects may end on a single point on the boundary. We refer to such points as a network vertices.

Defect operators

A defect line gives rise an operator between spaces of bulk fields. Consider a bulk field $\phi$ in phase $A$ encircled by an $A$-$B$-defect $X$. Since the defect line is topological it can be shrunk to an arbitrarily small radius $\epsilon$. In the limit $\epsilon \to 0$, we obtain a bulk field $D_X(\phi)$ in phase $B$. Thus, the defect $X$ gives rise to a linear map $D_X$ between the spaces of bulk fields in phase $A$ and $B$ separated $X$. This is illustrated in the following picture:

Fusion of defects

Consider two parallel defects $X$ and $Y$ in a region where there are no field insertions or other defect lines between them. Since we can move the two defects arbitrarily close to each other they can be considered as a single defect: their fusion product $X \ast Y$. In rational CFT, where there is a complete characterization of
defect lines, there is a precise representation theoretic description of the defect condition that is assigned to $X \ast Y$. This description is given in section 4.1.2.

Fusion of defects allow us to take a defect across a bulk field at the cost of transforming the bulk field into a disorder field. In rational CFT we can, due to semisimplicity, map a bulk field in phase $A$ to a sum over defect conditions and disorder fields in phase $B$ as illustrated in the following picture:

\[
\Phi^\alpha_{X} A^{B} = \sum_{Y, \tau} \sum_{\gamma} d_{A, X, B, \tau}^{\gamma, \alpha \gamma} (1.14)
\]

Here, the summation over $Y$ is a sum over the simple defects, the summation over $\tau$ is over the multiplicity of $Y$ in the fusion of $X$ with $X^\vee$ and $\Theta_{\gamma}$ label the elementary disorder fields at which $Y$ can end.

Considering the coefficients $d_{A, X, B, \tau}^{\gamma, \alpha \gamma}$ on the right hand side of (1.14), i.e. the contribution of the trivial defect condition $Y = B$, we obtain the defect transmission coefficients, which contain a lot of the physical information about defects. They describe the bulk field contribution in the sum over disorder fields in (1.14) and thus to what extent the defect line is transmissive with respect to bulk fields. As a consequence, the defect operator $D_X$, c.f. (1.13), is completely characterized by the defect transmission coefficients. In addition, as will be described in section 5.4, the defect partition function has an expansion in terms of the defect transmission coefficients. The defect transmission coefficients are in one-to-one correspondence with the irreducible representation of a finite-dimensional commutative unital associative algebra over $\mathbb{C} \{\mathfrak{g}\}$, the classifying algebra for defects. Thus, the simple defects are classified by this algebra. This is described in chapter 5.

A defect can also be fused to a boundary. When an $A$-$B$-defect $X$ is running parallel to a boundary condition $M$ in phase $B$ it can be moved arbitrarily close to the boundary. This gives rise to a fusion between the defect line and the boundary. The mathematical description of this fusion is analogous to the fusion of two defects and is described in section 4.1.2.
Defects in statistical models

Defect lines appear naturally in lattice models. Consider e.g. the Ising model on a square lattice with ferromagnetic coupling at low temperature. In that situation most bonds are locked into place by the ferromagnetic coupling. However, it may happen that there are plaquettes, i.e. squares in the lattice bounded by four bonds (edges in the lattice), such that the bonds around this plaquette are not locked. This phenomenon, known as frustration, may occur if an odd number of bonds that form the square are anti-ferromagnetic. Frustration is encoded in a disorder parameter placed in the middle of the plaquette (i.e. on a site of the dual lattice). The calculation of correlators of such disorder parameter involves a line, along some path in the lattice, connecting the disorder parameters. The choice of such path is in fact a gauge choice, i.e. the correlator is independent of the particular choice of path. In the scaling limit we obtain a CFT-correlator that involves disorder fields connected by defect lines. See e.g. [93] for more details.

Group-like and duality defects

Since defect lines connect different phases of a CFT, it should not come as a surprise that they can be used to derive non-chiral symmetries and dualities between CFTs. A group-like defect is an $A$-$A$-defect with the property that its fusion product with the dual $X^\lor$ is the invisible defect. Group-like defects describe non-chiral symmetries of CFTs. Since non-isomorphic defect conditions describe distinct defect operators [40] non-isomorphic defect conditions give rise to distinct symmetries.

A generalization of group-like defects are duality defects. A duality defect $X$ has the property that there is another defect $X'$ such that first taking $X$ across a bulk field as in (1.14) and then taking $X'$ across the resulting disorder field results in a sum over bulk fields rather than genuine disorder fields. Duality defects can be used to derive duality relations between CFTs [40]. It has e.g. been shown in [37] that the order disorder duality of the critical Ising model can be implemented by a duality defect.

1.4 Logarithmic CFT

Above we have largely restricted our attention to rational CFT, whose mathematical formulation by now is fairly well understood. In recent years there has been a growing interest in a class of non-rational CFTs, called logarithmic CFT, first discussed in [53].

For logarithmic CFT we keep the requirement that the chiral algebra has a
finite number of simple modules. The novelty as compared to rational CFT is
that not every module is fully reducible, i.e. the relevant representation cate-
gory is no longer semisimple. A consequence of the non-semisimplicity is that
there are conformal blocks with logarithmic branch cuts. This is explained in
e.g. section 5.2 of [49]. One might fear that chiral theories of this form cannot
be used to construct a full (local) CFT. However, this has been achieved for e.g.
the triplet models, the best understood type of logarithmic models. In [49] a
modular invariant partition function is obtained, and a corresponding bound-
ary theory has been studied in [50].

It is worth noting that semisimplicity arises in quantum physics as a con-
sequence of unitarity. Nevertheless the logarithmic theories appear in vari-
ous physical applications, despite the fact that they are not unitary. Logarith-
mic CFT can be used to understand e.g. the critical behavior of percolation,
which was described in section 1.2 and critical polymers in two dimensions,
see e.g. [79,84].

So far it is not fully known how to formalize logarithmic CFT mathemati-
cally. In this context it is worth mentioning that for rational CFT it took two
decades to obtain a model-independent mathematical description. The work
in [4,5,6] presented in chapter 6 of this thesis aims at a better understanding of
logarithmic CFT from a categorical perspective.

Holomorphic factorization is not expected to be valid only for rational CFT.
Thus, one could explore whether the separation of the solution of full CFT, that
was described in section 1.2.3 still works in the non-rational case. In this thesis
we give a prescription of a morphism $\mathcal{C}(\Sigma_{g,n})$ associated to a closed oriented
surface $\Sigma_{g,n}$ of genus $g$ with $n$ marked points. We show [4,6] that for a par-
ticular class of non-semisimple categories, the morphism $\mathcal{C}(\Sigma_{g,n})$ is invariant
under a natural projective action [73] of the mapping class group of $\Sigma_{g,n}$. This
motivates us to think of the morphisms $\mathcal{C}(\Sigma_{g,n})$ as candidates for correlators
in non-rational theories. Considering $\mathcal{C}(\Sigma_{1,0})$ we also show that the partition
function provided by this construction can be "chirally decomposed" [5]. In
particular, in the semisimple case, the well known charge conjugation partition
function, which is present in any rational CFT (see section 3.2.2), is reproduced.
All of this is described in chapter 6.
2 Category theory

In this chapter we introduce various notions from category theory that we need in the rest of the thesis. A category $\mathcal{C}$ consists of two types of data: A collection of objects $\text{Obj}(\mathcal{C})$ and for any ordered pair $U, V \in \text{Obj}(\mathcal{C})$ a set of morphisms from $U$ to $V$ denoted by $\text{Hom}(U, V)$. The morphisms are subject to the following conditions:

- Any two morphisms $f \in \text{Hom}(U, V)$ and $g \in \text{Hom}(V, W)$ can be composed to a morphism $g \circ f \in \text{Hom}(U, W)$ and the composition is associative.
- For any object $V \in \text{Obj}(\mathcal{C})$ there is an identity morphism, $\text{id}_V$, such that
  \[ \text{id}_V \circ f = f \quad \text{and} \quad g \circ \text{id}_V = g, \tag{2.1} \]
  for any $f \in \text{Hom}(U, V)$ and $g \in \text{Hom}(V, W)$.

As a first elementary example we mention the category $\text{Vect}_\mathbb{C}$ of finite dimensional complex vector spaces. The objects of the category $\text{Vect}_\mathbb{C}$ are the finite dimensional complex vector spaces and the morphisms are the linear maps between such vector spaces. The composition of morphisms is the ordinary composition of linear maps. It is easily checked that the conditions above are indeed satisfied. So far this statement is just a formalization of a well known fact. However, we will see that the category $\text{Vect}_\mathbb{C}$ fits into a class of categories, relevant for CFT, with a lot more interesting structure. In particular we will see that there are natural generalizations of structures such as associative algebras and their representation theory.

In order to describe aspects of CFT we will be interested in categories with quite a lot additional structure. It is convenient to describe some of these structures in terms of functors. A functor $F : \mathcal{C} \to \mathcal{D}$ from a category $\mathcal{C}$ to a category $\mathcal{D}$ associates to each object $U \in \text{Obj}(\mathcal{C})$ an object $F(U) \in \text{Obj}(\mathcal{D})$ and to each morphism $f \in \text{Hom}_\mathcal{C}(U, V)$ a morphism $F(f) \in \text{Hom}_\mathcal{D}(F(U), F(V))$ in such a way that the morphisms in $\mathcal{D}$ satisfy

\[ F(\text{id}_U) = \text{id}_{F(U)} \quad \text{and} \quad F(g \circ f) = F(g) \circ F(f), \tag{2.2} \]

for all $f \in \text{Hom}(X, Y)$ and $g \in \text{Hom}(Y, Z)$. Analogously a bifunctor is a functor $F : \mathcal{C} \times \mathcal{D} \to \mathcal{E}$ (the category $\mathcal{C} \times \mathcal{D}$ is the category whose objects and morphisms are just pairs of objects and morphisms from $\mathcal{C}$ and $\mathcal{D}$) associating to a pair of
objects (morphisms) in $\mathcal{C} \times \mathcal{D}$ an object (morphism) in $\mathcal{E}$, such that $F$ is functorial (i.e. (2.2) is satisfied) in each argument.

Below we introduce step by step all additional structure that impose on our categories. We will first introduce the special class of (semisimple) modular tensor categories. After that, we describe the category $H$-mod of representations of a finite-dimensional factorizable ribbon Hopf algebras, which may or may not be modular. In the end of this chapter we define a larger class of categories, in which we relax the semisimplicity condition, containing the semisimple modular ones, and in particular $H$-mod.

### 2.1 Monoidal categories

A monoidal category is a category $\mathcal{C}$ equipped with a bifunctor $\otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C}$ associating to any pair of objects $U, V \in \text{Obj}(\mathcal{C})$ an object $U \otimes V$ and to any pair of morphisms $f \in \text{Hom}(U, V)$ and $g \in \text{Hom}(U', V')$ a morphism $f \otimes g \in \text{Hom}(U \otimes U', V \otimes V')$. In addition there is a tensor unit $1 \in \text{Obj}(\mathcal{C})$ and families of isomorphisms such that

$$U \otimes (V \otimes W) \cong (U \otimes V) \otimes W \quad \text{and} \quad 1 \otimes U \cong U \cong U \otimes 1,$$

(2.3)

for all $U, V, W \in \text{Obj}(\mathcal{C})$. The existence of such isomorphisms is not enough. They also have to satisfy the pentagon and triangle identities. The pentagon identity assures that the families of isomorphisms in (2.3) provide a unique isomorphism between any two bracketings of multiple tensor products and the triangle identity is a compatibility condition between the associativity and unit constraint. See e.g. [60, Chapter XI.2] for the explicit form of these identities.

**Remark 2.1.** Note that sometimes the word tensor category is used for a monoidal category. In mathematics literature, the notion of a tensor category typically involves additional structure. In particular a tensor category is required to be rigid. This means that left and right duals, that are introduced in the next subsection, exist for each object. We will sometimes use the word tensor category, but only in situations when the category is a tensor category in this stronger sense.

A monoidal category is called strict if all the isomorphisms in (2.3) are equalities. In many interesting situations this is not the case. However, according to the coherence theorems [77, Chapter VII.2], any monoidal category is equivalent to a strict one, see also [60, Chapter XI.5]. (Two categories are equivalent if there exists a functor between them that is invertible up to isomorphism, see eq. [77, Chapter IV.4].) Thus we can (and will) always replace any non-strict category by an equivalent strict one and accordingly take the isomorphisms
In (2.3) to be equalities. Typically, this equivalence preserves also additional structures on the categories, see e.g. [81, Theorem 2.2].

In strict monoidal categories we will make extensive use of graphical calculus. In graphical calculus we write morphisms as pictures in the following manner: A morphism is drawn as a box (or some other shape) connecting lines labeled by the source and target object, and the identity morphism is drawn as a single line labeled by the corresponding object. The convention in this text is to read pictures from bottom to top. Composition of morphisms is depicted as concatenation of morphisms and the tensor product of morphisms as juxtaposition. This is illustrated in the following picture:

\[
\begin{align*}
\text{id}_U &= U \\
\text{id}_U &= V \\
\text{id}_U &= W \\
\text{id}_U &= U' \\
\text{id}_U &= V' \\
\end{align*}
\]

(2.4)

2.2 Modular tensor categories

In this section we introduce (semisimple) modular tensor categories.

2.2.1 Ribbon categories

A ribbon category is a monoidal category with three additional compatible structures: Duality, braiding and twist:

- A (right) duality assigns to every object \( U \) a dual object \( U^\vee \) and a pair of morphisms, the evaluation and coevaluation morphisms:

\[
d_U \in \text{Hom}(U^\vee \otimes U, 1) \quad \text{and} \quad b_U \in \text{Hom}(1, U \otimes U^\vee).
\]

(2.5)

Via the evaluation and coevaluation morphisms the duality also acts on morphism according to

\[
f \mapsto f^\vee := (d_V \otimes \text{id}_{U^\vee}) \circ (\text{id}_{V^\vee} \otimes f \otimes \text{id}_{U^\vee}) \circ (\text{id}_{V^\vee} \otimes b_U).
\]

(2.6)

In fact, as is easily checked, this way the duality is a functor \( \vee : \mathcal{C} \to \mathcal{C}^{\text{op}} \), where \( \mathcal{C}^{\text{op}} \) is the opposite category defined below in section 2.6. The mor-
phisms $b_U$, $d_U$ and $f^\vee$ are depicted graphically as:

\[ b_U = \begin{array}{c}
U \\
U^\vee
\end{array} \quad d_U = \begin{array}{c}
U^\vee \\
U
\end{array} \quad f^\vee = \begin{array}{c}
U \\
V
\end{array} \]

(2.7)

The duality is unique up to unique isomorphism, see appendix A.1.2.

- A braiding is a family of natural isomorphisms $c_{U,V} \in \text{Hom}(U \otimes V, V \otimes U)$, one for each pair of objects $U, V \in \text{Obj}(\mathcal{C})$. We depict the braiding and its inverse as

\[ c_{U,V} = \begin{array}{c}
V \\
U
\end{array} \quad c_{U,V}^{-1} = \begin{array}{c}
U \\
V
\end{array} \]

(2.8)

- A twist is a family of automorphisms $\theta_U \in \text{End}(U)$, one for each object $U \in \text{Obj}(\mathcal{C})$. Graphically the twist and its inverse are denoted by

\[ \theta_U = \begin{array}{c}
U \\
U
\end{array} \quad \theta_U^{-1} = \begin{array}{c}
U \\
U
\end{array} \]

(2.9)

The duality, braiding and twist satisfy a number of consistency conditions. Among the them are the braid relations which state that the isomorphisms $c_{U,V}$ (and analogously their inverses) have to satisfy

\[ c_{U,V \otimes W} = (\text{id}_V \otimes c_{U,W}) \circ (c_{U,V} \otimes \text{id}_W) \quad \text{and} \quad c_{U \otimes V,W} = (c_{U,W} \otimes \text{id}_V) \circ (\text{id}_U \otimes c_{V,W}). \]

(2.10)

The second of these equality is displayed in graphically in (A.3). The rest of the compatibility conditions is given in appendix A.1.1 see also e.g. [60, Chapter XIV.3].
Sovereignty

There is also a notion of left duality, i.e. a functor assigning to each object \( U \in \text{Obj}(C) \) a left dual object \( \check{U} \) and to each morphism \( f \) the left dual morphism \( \check{f} \). The left evaluation and coevaluation morphisms will be denoted by \( \check{\varepsilon}_U \in \text{Hom}(U \otimes \check{U}, 1) \) and \( \check{\eta}_U \in \text{Hom}(1, \check{U} \otimes U) \) respectively. The pictures for the left duality are the mirrored versions of (2.7), see (A.4).

In a ribbon category we can easily define a left duality by defining \( \check{U} := U \) and taking the left (co)evaluation morphisms to be given by combinations of braidings, twists and right (co)evaluation morphisms, see (A.4). This defines a strictly sovereign structure.

For some purposes strict sovereignty is too strong. We wish to relax the equality of left and right duality to \( \check{U} \cong U \). Explicitly: If it exists (in ribbon categories it does), a sovereign structure is a choice of a monoidal natural isomorphism \( \pi \) between the right and left duality functors. Naturality means that the family \( \{ \pi_U \} \) of isomorphisms is a natural transformation. Explicitly:

\[
\check{\check{f}} \circ \pi_V = \pi_U \circ \check{f} \tag{2.11}
\]

for any \( f \in \text{Hom}(U, V) \). That \( \{ \pi_U \} \) is monoidal means that \( \pi_{U \otimes V} = \pi_U \otimes \pi_V \).

The equivalent notion of balanced, or sometimes also called pivotal, structure requires instead the existence of an isomorphism between the (left or right) double dual functors and the identity functor.

In a sovereign category \( C \) we can define right and left traces of an endomorphism \( f \in \text{End}(X) \) according to

\[
\text{trace}_r(f) := \begin{array}{c}
\begin{array}{c}
\text{trace}_l(f) := \begin{array}{c}
\end{array}
\end{array}
\end{array}
\]

If \( C \) is in addition ribbon, it is spherical, i.e. the left and right traces coincide

\[
\text{trace}_f(f) = \text{trace}_r(f) := \text{trace}(f). \tag{2.13}
\]

Using the properties of the duality functors it is also easily checked that the trace is cyclic. The trace of the identity morphism is the quantum dimension of the object

\[
\dim(U) := \text{trace}(id_U). \tag{2.14}
\]

Graphical calculus for sovereign ribbon categories

A nice way of thinking of the compatibility conditions for a strictly sovereign ribbon category is to think of the lines in graphical notation as two-dimensional
ribbons. We then picture the twist endomorphism as a $2\pi$ rotation of a ribbon around its core:

\[ U U = U U \quad (2.15) \]

and dualities and braidings as ribbons with the same shapes. The compatibility conditions of the duality, braiding and twist are then exactly such that the allowed deformations of a morphism are the ones that are possible to perform with the corresponding two-dimensional ribbons.

### 2.2.2 Modular tensor categories

A modular tensor category is a finitely semisimple, abelian, $k$-linear ribbon category $\mathcal{C}$, where $k$ is an algebraically closed field of characteristic 0, with simple tensor unit and a non-degenerate $s$-matrix. Let us describe what this means.

That $\mathcal{C}$ is abelian $k$-linear means in particular that every morphism set is a vector space over $k$. What is relevant for CFT is the case $k = \mathbb{C}$. In an abelian category there is also a notion of direct sum, see e.g. [77, Chapter VIII.3] for more details. When discussing modular categories we will assume that $\mathcal{C}$ is strictly sovereign.

A *simple object* is characterized by the property that it does not have a proper subobject (the notion of subobject is defined in section 2.6). In the present situation this implies that the space of endomorphisms of a simple object is the ground field. Such an object is called absolutely simple.

That $\mathcal{C}$ is finitely semisimple means that there is a finite number of simple objects and every object is a finite direct sum of simple objects. We will denote a set of representatives of the simple objects by $\{U_i | i \in \mathcal{I}\}$, where $i = 0, \ldots, |\mathcal{I}| - 1$ and we choose $U_0 = 1$.

The $s$-matrix is the $|\mathcal{I}| \times |\mathcal{I}|$ matrix with entries

\[ s_{i,j} := \text{trace}(c_{j,i} \circ c_{i,j}) \in k. \quad (2.16) \]

Thus, a non-degenerate $s$-matrix constitutes a non-degeneracy condition on the braiding. Using that left and right traces coincide, the $s$-matrix can be written as

\[ s_{i,j} = \quad (2.17) \]
Note that the first row (and column since the trace is symmetric) of the \( s \)-matrix consists of the quantum dimensions of the simple objects
\[
\dim(U_i) = s_{i,0}. \tag{2.18}
\]
The \( s \)-matrix together with the matrix \( T \), with entries
\[
T_{ij} := \delta_{ij} \theta_i, \tag{2.16}
\]

together with the matrix

\[
S_{ij} := S_{0,0} s_{i,j} \tag{2.19}
\]

furnish a projective representation of the modular group. There is also a genuine representation of the modular group in which the \( S \)-transformation is generated by a matrix whose elements are related to the elements of the matrix \( S \)

\[
\text{The category } \mathcal{V}ect_k \text{ The category } \mathcal{V}ect_k \text{ of finite-dimensional vector spaces over an algebraically closed field } k, \text{ is an elementary example of a ribbon category: The duality assigns to any vector space } V \text{ the dual vector space } V^* = \text{Hom}_k(V,k). \text{ The braiding is the flip map } \tau_{V,W} \text{ which just interchange the two factors } V \text{ and } W \text{ in a tensor product; in particular over- and under-braiding coincide. When the braiding and inverse braiding coincide the category is referred to as symmetric. Finally the twist is trivial: For any } V \in \text{Obj}(\mathcal{V}ect_k), \theta_V = id_V. \text{ In fact } \mathcal{V}ect_k \text{ is even modular. There is a single simple object, the ground field } k, \text{ and since the braiding is symmetric, the single } s \text{-matrix element equals } 1.

On the other hand, the category of super vector spaces is not modular.
The category of super vector spaces has two simple objects (both of them 1-dimensional), \((k,0)\) and \((0,k)\), and again due to the symmetric braiding all four \( s \)-matrix elements are 1. Thus the \( s \)-matrix is degenerate.

**Basis choices** It is convenient to describe some aspects of modular tensor categories in terms of bases of morphisms spaces. For every object \( X \) and every simple object \( U_i \) we fix embedding and restriction morphisms
\[
e_{i,\alpha}^X \in \text{Hom}(U_i,X) \text{ and } r_{i,\alpha}^X \in \text{Hom}(X,U_i). \text{ Here } i \in \mathcal{I} \text{ and } \alpha \text{ labels the multiplicity of } U_i \text{ in } X. \text{ The embedding and restriction morphisms have the properties}
\[
r_{j,\alpha}^X \circ e_{i,\beta}^X = \delta_{ij} \delta_{\alpha \beta} \text{id}_{U_i} \quad \text{and} \quad \sum_{i \in \mathcal{I}} \sum_{\alpha} e_{i,\alpha}^X \circ r_{i,\alpha}^X = \text{id}_X. \tag{2.20}
\]

Denote by
\[
N^X_{ij} = \dim(\text{Hom}(U_i \otimes U_j, U_k)), \tag{2.21}
\]
i.e. the dimension of the space \( \text{Hom}(U_i \otimes U_j, U_k) \) for all \( i,j,k \in \mathcal{I} \) and choose a basis \( \{ \lambda^\alpha_{(i,j),k} | \alpha = i,2,\ldots,N^X_{ij} \} \) for this space. The dual basis of \( \text{Hom}(U_k,U_i \otimes U_j) \)
is denoted by $\{\Lambda_{\alpha}^{(i,j),k}(\alpha = 1, 2, \ldots, N_{ij})\}$. We depict the basis morphisms as

$$
\lambda_{(i,j),k}^\alpha = \begin{array}{c}
\alpha \\
i \\
k
\end{array}
\quad \Lambda_{\alpha}^{(i,j),k} = \begin{array}{c}
\pi \\
j \\
k
\end{array}
$$

(2.22)

That the two bases are dual to each other means that they satisfy

$$
\lambda_{(i,j),k}^\alpha \circ \Lambda_{\beta}^{(i,j),l} = \delta_{kl} \delta_{\alpha\beta} \text{id}_{k}.
$$

(2.23)

In addition they satisfy

$$
\sum_{k \in I} \sum_{\alpha=1}^{N_{ij}} \lambda_{(i,j),k}^\alpha \circ \Lambda_{\alpha}^{(i,j),k} = \text{id}_{U_i} \otimes \text{id}_{U_j}.
$$

(2.24)

This is due to semisimplicity of $C$.

### 2.3 Algebra objects in monoidal categories

Recall the concept of an associative unital algebra $A$ over a field $k$: $A$ is a vector space over $k$ endowed with an associative product $m : A \times A \to A$ and a unit, e.g. an element $e \in A$ such that $m(e, a) = m(a, e) = a$ for all $a \in A$. We will make extensive use of a categorical version of this concept.

#### 2.3.1 Algebras and coalgebras

**Definition 2.2.** An algebra $(A, m, \eta)$ in a monoidal category $C$ is an object $A$ in $C$, together with a product $m \in \text{Hom}(A \otimes A, A)$, and a unit $\eta \in \text{Hom}(1, A)$, such that $m$ is associative and $\eta$ satisfies the unit constraint. Explicitly,

$$
m \circ (m \otimes \text{id}_A) = m \circ (\text{id}_A \otimes m) \quad \text{and} \quad m \circ (\text{id}_A \otimes \eta) = \text{id}_A = m \circ (\eta \otimes \text{id}_A).
$$

(2.25)

Indeed, an associative algebra $A$ in the classical sense described above is nothing but an algebra in the category $\text{Vec}_k$. We will also need the dual notion of a coalgebra:

**Definition 2.3.** A coalgebra $(C, \Delta, \epsilon)$ in a monoidal category $C$ is an object $C$ in $C$, together with a coproduct $\Delta \in \text{Hom}(C, C \otimes C)$, and a counit $\epsilon \in \text{Hom}(C, 1)$, such that $\Delta$ is associative and $\epsilon$ satisfies the unit constraint. Explicitly,

$$
(\Delta \otimes \text{id}_C) \circ \Delta = (\text{id}_C \otimes \Delta) \circ \Delta \quad \text{and} \quad (\text{id}_C \otimes \epsilon) \circ \Delta = \text{id}_C = (\epsilon \otimes \text{id}_C) \circ \Delta.
$$

(2.26)
In pictures, depicting the product and the unit as

\[
m = \begin{array}{c}
\text{A} \\
\text{A} \\
\text{A}
\end{array}
\quad \quad \quad \eta = \begin{array}{c}
\text{A}
\end{array}
\]  
(2.27)

the associativity and unit properties are drawn as:

\[
\begin{array}{c}
\text{A} \\
\text{A} \\
\text{A}
\end{array}
\quad =
\begin{array}{c}
\text{A} \\
\text{A} \\
\text{A}
\end{array}
\quad =
\begin{array}{c}
\text{A} \\
\text{A} \\
\text{A}
\end{array}
\]  
(2.28)

Analogously, depicting the coproduct and counit as

\[
\Delta = \begin{array}{c}
\text{C} \\
\text{C}
\end{array}
\quad \quad \quad \varepsilon = \begin{array}{c}
\text{C}
\end{array}
\]  
(2.29)

the coassociativity and counit constraints are drawn as:

\[
\begin{array}{c}
\text{C} \\
\text{C} \\
\text{C}
\end{array}
\quad =
\begin{array}{c}
\text{C} \\
\text{C} \\
\text{C}
\end{array}
\quad =
\begin{array}{c}
\text{C} \\
\text{C} \\
\text{C}
\end{array}
\]  
(2.30)

A crucial ingredient in our description of conformal field theory will be objects which are both algebras and coalgebras and in addition possess some compatibility condition between these two structures. We will consider two different compatibility conditions. The first one is the notion of a Frobenius algebra:

**Definition 2.4.** A *Frobenius algebra* \((A, m, \eta, \Delta, \varepsilon)\) in a monoidal category \(C\) is an object \(A\) such that \((A, m, \eta)\) is an algebra, \((A, \Delta, \varepsilon)\) is a coalgebra and the algebra and coalgebra structures are compatible in the sense that

\[
\begin{array}{c}
\text{A} \\
\text{A} \\
\text{A}
\end{array}
\quad =
\begin{array}{c}
\text{A} \\
\text{A} \\
\text{A}
\end{array}
\quad =
\begin{array}{c}
\text{A} \\
\text{A} \\
\text{A}
\end{array}
\]  
(2.31)
The Frobenius algebras of our interest typically have additional properties:

**Definition 2.5.**

(i) An algebra in a \( \mathbb{k} \)-linear monoidal category \( C \) which is also a coalgebra is called **special** iff

\[
m \circ \Delta = \beta_A \text{id}_A \quad \text{and} \quad \varepsilon \circ \eta = \beta_1 \text{id}_1
\]

(2.32)

for non-zero numbers \( \beta_1 \) and \( \beta_A \).

(ii) An **invariant pairing** on an algebra \( A = (A, m, \eta) \) in a monoidal category \( C \) is a morphism \( \kappa \in \text{Hom}_C(A \otimes A, 1) \) satisfying \( \kappa \circ (m \otimes \text{id}_A) = \kappa \circ (\text{id}_A \otimes m) \).

(iii) A **symmetric** algebra \( (A, \kappa) \) in a sovereign category \( C \) is an algebra \( A \) in \( C \) together with an invariant pairing \( \kappa \) that is symmetric, i.e. satisfies

\[
\sigma_A \kappa = \kappa \sigma_A
\]

(2.33)

**Remark 2.6.** (i) In a sovereign category \( C \), the Frobenius property (2.31) is equivalent to the statement that the morphisms \( \Phi_r \) and \( \Phi_l \) defined as

\[
\Phi_r := (\varepsilon \otimes m) \circ (\text{id}_A \otimes b_A) \in \text{Hom}(A, A^\vee) \quad \text{and} \\
\Phi_l := (\text{id}_A \otimes (m \otimes \varepsilon)) \circ (\tilde{b}_A \otimes \text{id}_A) \in \text{Hom}(A, \gamma A)
\]

(2.34)

are isomorphisms of right- and left-modules, respectively [7]. In addition, if \( C \) is strictly sovereign, \( A \) is symmetric iff \( \Phi_r = \Phi_l \).

(ii) The two equalities in (2.33) imply each other.

(iii) An algebra with an invariant pairing \( \kappa \), i.e. that satisfies \( \kappa \circ (m \otimes \text{id}_A) = \kappa \circ (\text{id}_A \otimes m) \), is Frobenius iff \( \kappa \) is non-degenerate [7]. In case \( A \) is Frobenius as in Definition 2.4, \( \kappa \varepsilon := \varepsilon \circ m \) is a non-degenerate invariant pairing.

(iv) Note that not only algebras and coalgebras, but even Frobenius algebras can be defined in any monoidal category. We do not even need the category to be abelian. A natural setting for symmetric algebras is a sovereign monoidal category.

(v) For a special Frobenius algebra \( A \), we will choose the normalization such that \( \beta_A = 1 \) and \( \beta_1 = \dim(A) \).

In a braided monoidal category we can define:

**Definition 2.7.** A **bialgebra** \( (A, m, \eta, \Delta, \varepsilon) \) in a braided monoidal category \( C \) is an object \( A \) such that \( (A, m, \eta) \) is an algebra, \( (A, \Delta, \varepsilon) \) is a coalgebra and the algebra
and coalgebra structures are compatible in the sense

\begin{equation}
A 
\begin{array}{c}
A \\
A \\
A 
\end{array}
= 
\begin{array}{c}
A \\
A
\end{array}
\tag{2.35}
\end{equation}

and in addition

\begin{equation}
\varepsilon \circ m = \varepsilon \otimes \varepsilon \quad \text{and} \quad \Delta \circ \eta = \eta \otimes \eta.
\tag{2.36}
\end{equation}

We will in particular be interested in bialgebras with an additional property:

**Definition 2.8.** A **Hopf algebra** \((H, m, \eta, \Delta, \varepsilon, S)\) in a monoidal category \(\mathcal{C}\) is an object \(H\) such that \((H, m, \eta, \Delta, \varepsilon)\) is a bialgebra, and the antipode \(S \in \text{End}(H)\) satisfies

\begin{equation}
S \circ S = H 
\begin{array}{c}
H \\
H
\end{array} = 
\begin{array}{c}
H \\
H
\end{array} = S \circ S \quad \tag{2.37}
\end{equation}

Graphically, we write the antipode as a circle (like in (2.37)), and if the antipode is invertible we write it as a filled circle:

\begin{equation}
S = 
\begin{array}{c}
H \\
H
\end{array}, \quad S^{-1} = 
\begin{array}{c}
H \\
H
\end{array} \quad \tag{2.38}
\end{equation}

It follows (see e.g. [74, Section 3.1]) from (2.35) and (2.37) that \(S\) is an anti-endomorphism of \(H\) as a (co)-algebra:

\begin{equation}
\begin{array}{c}
H \\
H
\end{array} = 
\begin{array}{c}
H \\
H
\end{array} \quad \text{and} \quad 
\begin{array}{c}
H \\
H
\end{array} = 
\begin{array}{c}
H \\
H
\end{array} \quad \tag{2.39}
\end{equation}

If in addition the antipode is invertible, it follows that the inverse antipode satisfies analogous relations with braiding replaced by inverse braiding. In other words, antipodes can be pushed through products and coproducts at the cost of introducing extra braidings.
From (2.36) and the unit property it follows that
\[ \varepsilon \circ \eta = 1. \]  
(2.40)
Furthermore, combining \( \varepsilon \circ \eta = 1 \) with the defining property (2.37) of \( S \) and (2.36) it follows that
\[ \varepsilon \circ S = \varepsilon \quad \text{and} \quad S \circ \eta = \eta. \]  
(2.41)

**Tensor products of (Frobenius) algebras**

Consider two objects \( A \) and \( B \) in a braided category, such that \( A \) and \( B \) are algebras as well as coalgebras. We can define tensor products of algebras as well as coalgebras by using the braiding. Consider the following morphisms:

\[
\begin{align*}
  m^\pm & := (m_A \otimes m_B) \circ (\text{id}_A \otimes c^\mp_{A,B} \otimes \text{id}_B), \\
  \Delta^\pm & := (\text{id}_A \otimes c^\pm_{A,B} \otimes \text{id}_B) \circ (\Delta_A \otimes \Delta_B), \\
  \varepsilon^\pm & := \varepsilon_A \otimes \varepsilon_B.
\end{align*}
\]  
(2.42)
If we don’t require any compatibility condition between product and coproduct on \( A \otimes B \) it is easily checked that any choice of \( m^\pm \) and \( \Delta^\pm \) as defined in (2.42) gives an algebra and a coalgebra structure on \( A \otimes B \). If \( A \) and \( B \) are Frobenius algebras in a braided category, then
\[ A \otimes^\pm B \equiv (A \otimes^\pm B, m^\pm, \eta^\pm, \Delta^\pm, \varepsilon^\pm) \]  
(2.43)
is a Frobenius algebra for either choice of \( \pm \). Note that, if \( A \) and \( B \) are bialgebras in a symmetric braided category, the structure morphisms in (2.42) give a bialgebra structure on \( A \otimes^+ B = A \otimes^- B \equiv A \otimes B \).

**2.3.2 Representations of algebras**

The notion of representation of associative algebras have a straightforward categorical generalization.

**Definition 2.9.** A (left) module \( M(\rho) \) over an algebra \( A \) in a monoidal category \( \mathcal{C} \) is an object \( M \in \text{Obj}(\mathcal{C}) \) together with a morphism \( \rho \in \text{Hom}(A \otimes M, M) \) that satisfies
\[
\begin{align*}
\begin{array}{cccccc}
\text{M} & \xrightarrow{\rho} & \text{M} \\
\text{A} & \xrightarrow{\rho} & \text{M} \\
\text{A} & \text{M} & \text{M}
\end{array}
\end{align*}
\]  
and
\[
\begin{align*}
\begin{array}{cccccc}
\text{M} & \xrightarrow{\rho} & \text{id}_M
\end{array}
\end{align*}
\]  
(2.44)
Analogously a right module over an algebra \( A \) in a category \( C \) is an object \( M \in \text{Obj}(C) \) together with a morphism \( \rho \in \text{Hom}(M \otimes A, M) \) satisfying the analogous relations. Finally a bimodule \((X; \rho, \varrho)\) over \( A \) is an object \( X \) such that \((X, \rho)\) is a left module, \((X, \varrho)\) is a right module and \( \rho \) and \( \varrho \) commute. In order to lighten notation we will omit labels of representation morphisms when the morphism is clear from the context.

For any two objects \( U \) and \( V \) and any \( A \)-\( B \)-bimodule \((X, \rho, \varrho)\) of algebras \( A \) and \( B \) in a braided category we can define an induced bimodule \( U \otimes^+ X \otimes^- V \).

As an object \( U \otimes^+ X \otimes^- V \) is just \( U \otimes X \otimes V \), and the action is obtained by combining the inverse braiding with the representation morphisms of \( X \) as follows:

\[
\begin{array}{c}
\text{A} & & \text{U} & & \text{X} & & \text{V} & & \text{B} \\
\rho & & \text{M} & & \rho \\
\end{array}
\]

(2.45)

Note that modules can be defined in any monoidal category \( C \). If \( C \) is in addition sovereign we can define:

**Definition 2.10.** The character \( \chi^A_M \) of a module \( M \) over an algebra \( A \) in a sovereign monoidal category is the morphism

\[
\chi^A_M := M \rho^A \varpi_M \in \text{Hom}(A, 1).
\]

(2.46)

For any algebra \( A \) in \( C \), the category \( \mathcal{C}_A \) of left \( A \)-modules has as objects all \( A \)-modules in \( C \), and as morphisms the morphisms in \( C \) that intertwine the \( A \)-action. For any two \( A \)-modules \( X \) and \( Y \), the set of such morphisms is denoted by \( \text{Hom}_A(X, Y) \). Analogously, there is a category \( \mathcal{C}_{A|B} \) of \( A \)-\( B \)-bimodules. The objects of the category \( \mathcal{C}_{A|B} \) consist of all \( A \)-\( B \)-bimodules in \( C \) and the morphisms in \( \mathcal{C}_{A|B} \) consist of all morphisms in \( C \) that are \( A \)-\( B \)-bimodule morphisms. We denote the set of morphisms from \( X \) to \( Y \) in \( \mathcal{C}_{A|B} \) by \( \text{Hom}_{A|B}(X, Y) \).

Note that if \( C \) is a modular category the categories \( \mathcal{C}_A \) and \( \mathcal{C}_{A|B} \) do not inherit this structure. In fact, they are in general not even monoidal categories. However, \( \mathcal{C}_{A|A} \) may be naturally equipped with a monoidal structure. To see how this works, let us introduce tensor products of bimodules.
Tensor products of bimodules

If $X$ is an $A$-$B$-bimodule and $Y$ is a $B$-$C$-bimodule for any algebras $A$, $B$ and $C$ in some monoidal category $\mathcal{C}$, we can define the tensor product over $B$, $X \otimes_B Y$, of $X$ and $Y$ as the coequalizer in $\mathcal{C}_{A/C}$ of the left and right actions of $B$ on $X$ and $Y$. That means first of all that $X \otimes_B Y$ is an object in $\mathcal{C}_{A/C}$ and there is a morphism $r \in \text{Hom}_{A/C}(X \otimes Y, X \otimes_B Y)$ such that $r \circ (a_X^B \otimes \text{id}_Y) = r \circ (\text{id}_X \otimes \rho_Y^B)$. In addition $r$ satisfies a universal property, see e.g. [77, Section III.3].

In the case we will be interested in, in which $\mathcal{C}$ is modular and $B$ is a special symmetric Frobenius algebra, $X \otimes_B Y$ can be written as the image (see [1, Lemma A.3])

$$X \otimes_B Y = \text{Im}(P_{X,Y}) \quad (2.47)$$

of the projector

$$P_{X,Y} := \begin{array}{ccc} & & \\
& \alpha_X^B & \\
\times & & \rho_Y^B \\
& & \downarrow \\
& & Y \end{array} \quad (2.48)$$

In addition, a modular tensor category $\mathcal{C}$ is idempotent complete which implies that there are embedding and restriction morphisms $r \in \text{Hom}_{A/C}(X \otimes Y, X \otimes_B Y)$ and $e \in \text{Hom}_{A/C}(X \otimes_B Y, X \otimes Y)$ such that

$$P_{X,Y} = e \circ r \quad \text{and} \quad r \circ e = \text{id}_{X \otimes_B Y}. \quad (2.49)$$

This tensor product of bimodules turns the category $\mathcal{C}_{A/A}$ into a monoidal category. Note that by taking $Y$ to be a $B$-$1$-bimodule $M$, this prescription defines $X \otimes_B M \in \mathcal{C}_A$ for any $A$-$B$-bimodule $X$ and any left $B$-module $M$. Analogously, one can define the right $C$-module $N \otimes_B Y$, for any $B$-$C$-bimodule $Y$ and any right $B$-module $N$.

Tensor products of bialgebra (bi-)modules

For bialgebras we have the notion of tensor product of bimodules described above. However, the connecting axiom (2.35) allows also a different notion of tensor product, which can be defined not only for bimodules, but already for left or right modules. For two $H$-$H'$-bimodules $X$ and $Y$, over two bialgebras $H$ and $H'$, there is a tensor product $X \otimes_{\Delta} Y \equiv (X \otimes Y, \rho_{X \otimes_{\Delta} Y, i_X \otimes_{\Delta} Y})$. As an object, $X \otimes_{\Delta} Y$ is just the underlying object $X \otimes Y$ in $\mathcal{C}$, and the actions are

$$P_{X,Y} := \begin{array}{ccc} & & \\
& & \alpha_X^B & \\
\times & & \rho_Y^B \\
& & \downarrow \\
& & Y \end{array} \quad (2.48)$$
constructed from the coproduct and the braiding as in the following picture:

\[ \rho \otimes \Delta \rho := \begin{array}{c}
\begin{array}{c}
\text{H} \times Y \times H
\end{array}
\end{array} \]

It is straightforward to check that these actions indeed satisfy (2.44) and the corresponding condition for right actions. The tensor products of left- or right-modules are obtained from this description by simply forgetting about the right- or left-action.

**Remark 2.11.** (i) Note that the connecting axiom (2.35) for a bialgebra means that the coproduct of a bialgebra is an algebra morphism from \( A \) to \( A \otimes -A \) with \( A \otimes -A \) as defined in (2.43).

(ii) Endowing the object \( A \otimes A \) with a bimodule structure with left and right actions \( m \otimes \text{id}_A \) and \( \text{id}_A \otimes m \), the Frobenius property (2.31) means that the co-product of a Frobenius algebra is a bimodule morphism from \( A \) to \( A \otimes A \).

### 2.4 Representation categories of factorizable ribbon Hopf algebras

In this section we consider a finite-dimensional Hopf algebra \( H \), over an algebraically closed field \( k \) of characteristic zero, or in other words, a Hopf algebra object in the category \( \text{Vect}_k \), c.f Definition 2.8. We describe the relevant structures and properties of such Hopf algebras below. For more information see e.g. [60]. We denote by \( H\text{-mod} \) the category of left-modules over \( H \). The objects of \( H\text{-mod} \) are the left-modules, i.e. vector spaces over \( k \) endowed with a left \( H \)-action, and the morphisms of \( H\text{-mod} \) are all left-module morphisms, i.e. linear maps that intertwine the action of \( H \).

In our analysis we often work directly in the category \( \text{Vect}_k \), i.e. morphisms are linear maps. In particular we will draw pictures in \( \text{Vect}_k \) rather than in \( H\text{-mod} \). This has the advantage that various relations can be expressed in a more explicit manner. However, we have to be careful and make sure that the linear maps we deal with indeed are morphisms in \( H\text{-mod} \). Recall that the braiding of \( \text{Vect}_k \) is symmetric, so we do not need to distinguish between over- and under-braiding.

Below we will identify \( H \) with \( \text{Hom}_k(k, H) \) and accordingly think of elements of \( H \) as linear maps in \( \text{Hom}_k(k, H) \). Analogously we will think of ele-
ments of $H^*$ as linear maps in $\text{Hom}_k(H, k)$. Thus in pictures, elements $h \in H$ and $f \in H^*$ will be drawn as

\[ \begin{array}{c}
\square h \\
\end{array} \quad \text{and} \quad \begin{array}{c}
\square f \\
\end{array} \] (2.51)

respectively.

A left integral of a Hopf algebra $H$ is an element $\Lambda \in H$ satisfying

\[ m \circ (\text{id}_H \otimes \Lambda) = \Lambda \circ \varepsilon, \] (2.52)

and a right integral is an element $\tilde{\Lambda} \in H$ satisfying $m \circ (\tilde{\Lambda} \otimes \text{id}_H) = \tilde{\Lambda} \circ \varepsilon$. A right cointegral is an element $\lambda \in H^*$ satisfying

\[ (\lambda \otimes \text{id}_H) \circ \Delta = \eta \circ \lambda, \] (2.53)

and a left cointegral is defined analogously.

For a finite dimensional Hopf algebra $H$ over $k$, the antipode is invertible and $H$ has a (up to normalization) unique non-zero left integral $\Lambda$ and a non-zero right cointegral $\lambda$, see [69]. In addition $\lambda \circ \Lambda \in k$ is invertible. Recall from (2.39) that the antipode $S$, and consequently also $S^{-1}$, is an anti-algebra as well as an anti-coalgebra morphism.

### 2.4.1 Some Hopf algebra (bi-)modules

In the present setting, $H$ can act on $H$ as well as $H^*$ in more than one way. Let us list the left and right actions that will be important to us.

**The regular bimodule** Any algebra is a bimodule over itself with the actions given by the multiplication. We will refer to $H$ endowed with this action as the regular bimodule.

**The coregular bimodule** Combining the antipode and dualities we obtain the coregular actions of $H$ on $H^*$. The coregular bimodule, $F := (H^*, \rho_F, \alpha_F)$, is the vector space $H^*$ endowed with the following actions of $H$:

\[ \begin{array}{c}
\rho_F^H \quad \rho_F^{H^*} \\
\end{array} \quad := \quad \begin{array}{c}
\alpha_F^H \quad \alpha_F^{H^*} \\
\end{array} \] (2.54)
The adjoint actions  

$H$ can also act on itself via the adjoint left and right actions, defined by

\[ \rho_\circ := \quad \rho_\circ := \]  

(2.55)

The coadjoint left and right actions

Analogously we can define the left and right coadjoint actions $\rho_\triangleright$ and $\rho_\rhd$ of $H$ on the vector space $H^*$

\[ \rho_\triangleright := \quad \rho_\triangleright := \]  

(2.56)

We will denote by $H_\circ = (H, \rho_\circ)$ and $H^*_\circ = (H^*, \rho_\circ)$ the adjoint and coadjoint left modules

Remark 2.12. Note that a left (right) integral is a left (right) module morphism from the trivial $H$-module $(k, \varepsilon)$ to the regular left (right) $H$-module. Analogously a left (right) cointegral is left (right) comodule morphism from $H$ with the regular left (right) coaction to the trivial comodule $(k, \eta)$.

The Frobenius map

The Frobenius map $\Psi : H \to H^*$ and its inverse $\Psi^{-1} : H^* \to H$ defined by

\[ \Psi = \quad \Psi^{-1} = (\lambda \circ \Lambda)^{-1} \]  

(2.57)
That $\Psi$ and $\Psi^{-1}$ are inverse to each other means that

\[ \frac{1}{\Psi} \cdot \frac{1}{\Psi^{-1}} = 1. \]

A graphical proof of this equality can be found in [47, Appendix A.2]

Remark 2.13. It is easily checked, using that $s$ is an anti-algebra morphism, that the Frobenius map $\Psi$ intertwines the regular and the coregular actions.

2.4.2 Monoidal structure on $H$-mod

Considering any left-module $M$ as an $H$-bimodule, with right action given by $\text{id}_M \otimes \varepsilon$, the tensor product defined in (2.50) turns $H$-mod into a monoidal category. Thus, the tensor product $M \otimes N$ of two $H$-modules is the vector space $M \otimes_k N$, equipped with the left action obtained from (2.50) by forgetting the right action. The monoidal unit is given by the trivial left-module $(k, \varepsilon)$, i.e. the vector space $k$ with the $H$-action given by the counit of $H$. From now on we will always think of $H$-mod as monoidal equipped with this tensor functor.

Analogously there is a monoidal category $\text{mod-}H$ of right representations of $H$. The category $H$-Bimod is the corresponding monoidal category of bimodules, i.e. the category whose objects are simultaneously left and right modules, with commuting left and right actions, whose morphisms are bimodule morphisms and the tensor product given by (2.50). The monoidal unit is given by the trivial bimodule $(k, \varepsilon, \varepsilon)$.

2.4.3 Factorizable ribbon Hopf algebras

We now introduce, step by step, the additional properties of $H$, that we will require in chapter 6.

Quasitriangular Hopf algebras

A Hopf algebra $H$ is called quasitriangular if there is an invertible element $R$ of $H \otimes H$, called the R-matrix, that intertwines the coproduct and the opposite coproduct, i.e.

\[ \text{ad}_R(\Delta) := R \cdot \Delta \cdot R^{-1} = \Delta^{\text{op}} \equiv \tau_{H,H} \circ \Delta, \] (2.59)

\[ ^1 \text{In all considerations below we will have } \lambda \circ \Lambda = 1, \text{ c.f. (2.67).} \]
where $\tau_{H,H}$ is the flip map, i.e. the braiding of $\text{Vect}_k$, and
\[
\begin{align*}
\text{id}_H \otimes \Delta) \circ R &= R_{13} \cdot R_{12}, \\
\Delta \otimes \text{id}_H) \circ R &= R_{13} \cdot R_{23}.
\end{align*}
\] (2.60)

The $R$-matrix satisfies in addition (recall that $H$ is finite-dimensional and accordingly the antipode $S$ is invertible)
\[
\begin{align*}
(S \otimes \text{id}_H) \circ R &= R^{-1} = (\text{id}_H \otimes S^{-1}) \circ R = R \quad \text{and} \quad (S \otimes S) \circ R = R.
\end{align*}
\] (2.61)

We also define the monodromy matrix $Q$ as
\[
Q := R_{21} \cdot R \equiv (m \otimes m) \circ (\tau_{H,H} \otimes \text{id}_H) \circ (R \otimes R).
\] (2.62)

The monodromy matrix is invertible with inverse given by
\[
Q^{-1} = R^{-1} \cdot R_{21}^{-1}.
\] (2.63)

From the definition of the $Q$-matrix and (2.61) it follows that
\[
(S \otimes S) \circ Q = \tau_{H,H} \circ Q,
\] (2.64)

and analogous relations with $Q$ replaced by $Q^{-1}$ or $S$ replaced by $S^{-1}$.

**Ribbon Hopf algebras**

A ribbon Hopf algebra is a quasitriangular Hopf algebra $(H, R)$ endowed with a central invertible element $v$, called the ribbon element, that satisfies
\[
\begin{align*}
\varepsilon \circ v &= 1, \\
S \circ v &= v \quad \text{and} \quad \Delta \circ v = (v \otimes v) \cdot Q^{-1}.
\end{align*}
\] (2.65)

When $H$ is a ribbon Hopf algebra, the category $H$-mod is a ribbon category. In particular, the $R$-matrix endows $H$-mod with a braiding as follows:

\[
\epsilon_{H, \text{mod}}^{X,Y} = \tau_{X, Y} = X \quad X \quad Y
\] (2.66)

The braid relations, (2.10), follows directly from (2.66) and (2.60). The inverse braiding is obtained by replacing $R$ in (2.66) by $R^{-1} = \tau_{H,H} \circ R^{-1}$. 

The braid relations, (2.10), follows directly from (2.66) and (2.60). The inverse braiding is obtained by replacing $R$ in (2.66) by $R_{21}^{-1} = \tau_{H,H} \circ R^{-1}$.
Factorizable ribbon Hopf algebras

A quasitriangular Hopf algebra \((H, R)\) is called factorizable if the monodromy matrix \(Q\) can be written as \(Q = \sum \ell h_\ell \otimes k_\ell\) where \(\{h_\ell\}\) and \(\{k_\ell\}\) are two vector space bases of \(H\). We will in particular be interested in the situation that \(H\) is a factorizable ribbon Hopf algebra. In this case \(H\) is unimodular \([88, \text{Proposition } 3(\text{c})]\), which means that the left integral \(\Lambda\) is also a right integral. This, in turn, implies \(S \circ \Lambda = \Lambda\). Recall that the integral and cointegral of a finite dimensional Hopf algebra are unique up to normalization. We choose the normalization such that

\[
\lambda \circ \Lambda = 1.
\]

In addition, when \(H\) is unimodular the right cointegral \(\lambda\) satisfies

\[
\lambda \circ m = \lambda \circ \tau_{H,H} \circ (\text{id}_H \otimes S^2),
\]

which implies \([22]\)

\[
\lambda \circ m \circ ((S \circ m) \otimes \text{id}_H) = \lambda \circ m \circ [S \otimes (m \circ \tau_{H,H} \circ (S^{-1} \otimes \text{id}_H))].
\]

**Convention 2.14.** Below we will, unless explicitly stated otherwise, always take \(H\) to be a finite-dimensional factorizable ribbon Hopf algebra over an algebraically closed field \(k\) of characteristic zero.

**The Drinfeld map** The Drinfeld map is the linear map

\[
f_Q := H \xrightarrow{Q} Q \in \text{Hom}_k(H^*, H). \tag{2.70}
\]

For a quasitriangular Hopf algebra \(H\), the Drinfeld map intertwines the coadjoint and adjoint left actions of \(H \tag{2.71}\)

\[
f_Q \in \text{Hom}(H^*_e, H_o).
\]

In addition, for a finite-dimensional quasitriangular Hopf algebra, \(f_Q\) is invertible iff \(H\) is factorizable. If \(H\) is factorizable \(f_Q\) maps any non-zero cointegral \(\lambda\) to a non-zero integral \(\Lambda\), see \([21, \text{Remark } 2.4]\) and \([52, \text{Theorem } 2.3.2]\). We choose the normalization of \(\lambda\) and \(\Lambda\) such that in addition to \(2.67\) we have

\[
f_Q(\lambda) = \Lambda. \tag{2.72}
\]
Together with (2.67) this fixes the normalization of $\Lambda$ and $\lambda$ up to a common factor $\pm 1$.

By [21, Lemma 2.5] the inverse of the Drinfeld map is obtained from

$$f_Q \circ \Psi \circ f_{Q^{-1}} \circ \Psi = 1,$$

(2.73)

where $f_{Q^{-1}}$ is given by the expression for the Drinfeld map with $Q$ replaced by $Q^{-1}$. Composing (2.73) with $\Psi^{-1}$ from the right we obtain the first of the following two equalities:

$$H_Q S \lambda_{Q^{-1}} H = H \Lambda H = H_{Q^{-1}} S \lambda H.$$  

(2.74)

The second equality is obtained the same way as the first one by first by rewriting (2.73) as $f_{Q^{-1}} \circ \Psi \circ f_Q \circ \Psi = 1$. By using that $s$ is an anti-algebra morphism and (2.68) it is straightforward to check that

$$\Psi \in \text{Hom}(H_\circ, H_\circ^*).$$  

(2.75)

Combining this result with (2.73) and the intertwining property (2.71) of $f_Q$, it follows that also $f_{Q^{-1}}$ intertwines the adjoint and coadjoint left-modules:

$$f_{Q^{-1}} \in \text{Hom}(H_\circ^*, H_\circ).$$  

(2.76)

In addition, composing the first equality in (2.74) with a counit on the right, it follows that $f_{Q^{-1}}$ maps the cointegral to the integral

$$f_{Q^{-1}}(\lambda) = \Lambda.$$  

(2.77)

**Remark 2.15.** Here we have discussed Hopf algebras in $\text{Vect}_k$. However many of the notions described above have generalizations. For example, if $\mathcal{H}$ is a Hopf algebra in any symmetric category, such that the category of $\mathcal{H}$-modules is braided, the braiding of the latter can be written in terms of an $R$-matrix. The notion of integral can be generalized to any rigid braided category [75]. In the more general setting one starts from the collection of morphisms in $\text{Hom}(X, \mathcal{H})$ for any object $X$ satisfying relations analogous to the ones for integrals. One then defines the notion of integrals, $\text{Int}\mathcal{H}$, in terms of a universal property with respect to these morphisms, see [15, definition 3.1 & Proposition 3.1]. In the case of Hopf algebras in $\text{Vect}_k$ the object of integrals is simply the trivial $\mathcal{H}$-module.
2.4.4 The ribbon category $H$-Bimod

For any finite-dimensional ribbon Hopf algebra $H$, we can equip $H$-mod as well as $H$-Bimod with the structure of a ribbon category. We will describe the ribbon structure of $H$-Bimod in detail. The ribbon structure of $H$-mod can then be obtained by forgetting about the right action of $H$ in the relevant formulas.

Recall from section 2.4.2 that the tensor product of $H$-bimodules, defined in (2.50), with the monoidal unit given by the trivial bimodule $(k, \varepsilon, \varepsilon)$, equips $H$-Bimod with the structure of a monoidal category. The ribbon structure of $H$-Bimod is the following:

- **Duality:** The right (left) dual object of the $H$-bimodule $X$ is the dual vector space $X^*$ endowed with the left and right actions $\rho_\vee$ and $\rho_\wedge$ ($\rho$ and $\omega$) given by:

$$
\rho_\vee := \begin{array}{c}
X^* \\
\downarrow \rho \\
H \\
\uparrow \\
X^*
\end{array}
$$

and

$$
\rho_\wedge := \begin{array}{c}
H \\
\downarrow \rho \\
X^* \\
\uparrow \\
X^* \\
\downarrow \rho \\
H
\end{array}
$$

(2.78)

The (co)evaluation morphisms appearing here are the ones of $\text{Vect}_k$. It is straightforward to check that they are indeed bimodule morphisms. The left and right duality functors map a morphism $f$ to the dual linear map $f^*$.

Note that the coregular bimodule is the right dual of the regular bimodule, c.f. (2.54)

- **Braiding:** We have already seen that the $R$-matrix endows $H$-mod with a braiding. Analogously the $R$-matrix endows mod-$H$ with a braiding.
Combining them we can have the following braiding in $H$-Bimod:

\[ c_{X,Y} = \]

\[ R^{-1} \]

\[ X \]

\[ Y \]

Just like in the $H$-mod case it follows from (2.60) (and the analogous relations for $R^{-1}$) that (2.80) indeed satisfies the braid relations (2.10).

- **Twist:** The twist of $H$-Bimod is obtained by acting with the ribbon element $v$ from the left and $v^{-1}$ from the right [4, Lemma 4.8]

\[ \theta_X = \]

\[ X \]

\[ v^{-1} \]

The equalities in (2.65) assure the compatibility with the duality and the braiding and that the trivial module has trivial twist.

**Sovereign structure** A quasitriangular Hopf algebra with invertible antipode possess a distinguished invertible element $u$, known as the *canonical element* or the *Drinfeld element*, defined by

\[ u := m \circ (S \otimes \text{id}_H) \circ \tau_{H,H} \circ R. \]  

(2.82)

The element $u$ satisfies $\text{ad}_u = S^2$ [60] prop VIII.4.1] and consequently $(S^{-1})^2 = \text{ad}_{u^{-1}}$. The product of $u$ and the inverse of the ribbon element

\[ t := uv^{-1} \equiv m \circ (u \otimes v^{-1}) \]  

(2.83)

is the *special group-like element*. A group-like element $g$ is an element that satisfies $\Delta \circ g = g \otimes g$. Since $v^{-1}$ is central, the relation $\text{ad}_u = S^2$ with the antipode is inherited by $t$:

\[ S^2 = \text{ad}_t. \]  

(2.84)
$H$-Bimod is sovereign \cite[Lemma 4.1]{4} with the isomorphism $\pi_X$ of the sovereign structure and its inverse for the bimodule $X$ given by the linear maps

\[
\pi_X := X^* \xrightarrow{t} X^* \quad \text{and} \quad \pi_X^{-1} := X^* \xrightarrow{t^{-1}} X^*
\]

(2.85)

It follows from (2.84), and the fact that $t$ is group-like, that these linear maps are indeed monoidal bimodule morphisms. Naturality then follows from properties of the duality, see \cite[Lemma 4.1]{4}.

**Remark 2.16.** (i) The formula (2.81) for the twist is in fact obtained from the more general formula

\[
\theta_X = X \xrightarrow{\pi_X} X^* \xrightarrow{\pi_X} X
\]

(2.86)

for the twist of a sovereign braided monoidal category, see \cite[Lemma 4.8]{4}.

(ii) Note that upon forgetting the right action on bimodules we obtain $H$-mod with the inverse braiding and twist, c.f. (2.66) and comment afterwards. This is a deliberate choice we make for $H$-Bimod that will be motivated in section 6.2.1, see Remark 5.3. We denote the so-obtained ribbon category by $(H$-Mod$)^{rev}$, c.f. (2.96).

(iii) To obtain the ribbon category $H$-mod from the ribbon category $H$-Bimod, we use instead the braiding defined in (2.66) and the define the twist as in (2.81), but with the inverse ribbon element $v^{-1}$ acting from the left.

(iv) We have not assumed that $H$ is semisimple. $H$-mod is semisimple iff $H$ is semisimple. If $H$ is semisimple $H$-mod is in fact also modular.

**Convention 2.17.** Below $H$-Bimod denotes the category of $H$-bimodules with the ribbon structure just introduced. Analogously, $H$-mod denotes the category of left $H$-modules with the analogous ribbon structure.
2.5 Topological field theory

In this section we describe the notion of 3-dimensional topological field theory (3dTFT for short) in the sense developed in [89, 90, 99, 100]. See also [12, 103].

2.5.1 The cobordism category $3\text{-}\text{Cob}(\mathcal{C})$

Given a strictly sovereign modular tensor category $\mathcal{C}$, there is another geometric category $3\text{-}\text{Cob}(\mathcal{C})$ associated to $\mathcal{C}$. By geometric we mean that objects as well as morphisms are manifolds. The underlying modular category $\mathcal{C}$ enters in terms of decoration of the objects and morphisms. Explicitly:

- The objects of $3\text{-}\text{Cob}(\mathcal{C})$ are extended surfaces. An extended surface $E$ is a compact oriented closed two-dimensional surface with a finite number of marked points and a choice of Lagrangian subspace $\lambda \in H_1(E, \mathbb{R})$.

- The morphisms of $3\text{-}\text{Cob}(\mathcal{C})$ are cobordisms. A cobordism $\mathcal{M}(E, E')$ is a compact oriented three-manifold $\mathcal{M}$, bounded by $-E \sqcup E'$, with an embedded ribbon graph such that there is a ribbon ending at each marked point.

Let us describe the notions appearing here. A marked point $(p_i, [\gamma_i], V_i, \varepsilon_i)$ is defined by a quadruple of data: $p_i$ is a point on $E$, $[\gamma_i]$ is a germ of arcs such that $\gamma_i(0) = p_i$, $V_i$ is an object in $\mathcal{C}$ and $\varepsilon_i \in \{\pm 1\}$. A germ of arcs is an equivalence class of embeddings $\gamma$ of an interval $[-\delta, \delta]$ into $E$. Two embeddings $\gamma : [-\delta, \delta] \to E$ and $\gamma' : [-\delta', \delta'] \to E$ are equivalent iff there is an $\varepsilon < \delta, \delta'$ such that the two embeddings coincide when restricted to $[-\varepsilon, \varepsilon]$. We will refer to a germ of arcs such that $\gamma(0) = p$ as an arc germ at $p$. $\varepsilon_i$ is related to orientation; we will soon describe its precise meaning.

For a symplectic vector space $H$, with a symplectic form $\omega$, a Lagrangian subspace $\lambda \subset H$ is defined as a maximal subspace $\lambda$ such that $\omega(\lambda, \lambda) = 0$.

A ribbon is an embedding of a rectangle in a three-manifold together with a choice of 2-orientation and orientation of its core. By this we mean that we choose a natural parametrization $\phi : [0, 1] \times [-\frac{1}{10}, \frac{1}{10}] \to \mathcal{M}$ of the ribbon. This defines an orientation of the ribbon. The interval $[0, 1] \times \{0\}$, two which we refer to as the core of the ribbon, has a natural 1-orientation as a subset of the $X$-axis. Each ribbon is labeled by an object of $\mathcal{C}$. A ribbon ending at a marked point is labeled by the object labeling that point. The label $\varepsilon_i$ at this marked point is $+1$ if the core of this ribbon is pointing away from the surface and $-1$ otherwise. Ribbons can be joined giving rise to a ribbon graph. Ribbons are joined at a coupon, that is an embedding of an oriented rectangle with two preferred sides at which ribbons are attached. The coupon is labeled by a morphism in
\[ \text{Hom}(W_{\text{in}}, W_{\text{out}}), \] where \( W_{\text{in}} \in \text{Obj}(C) \) is a tensor product of the objects decorating the ribbons on the bottom side of the coupon and \( W_{\text{out}} \in \text{Obj}(C) \) is a tensor product of the objects coloring the ribbons on the top side. Here, a ribbon labeled by \( U \) is interpreted as \( U \) if the core is pointing towards the bottom side or away from the top side of the coupon and as \( U^\vee \) otherwise. As an illustration, the coupon in

![Diagram](2.87)

is labeled by a morphism in \( \text{Hom}(U \otimes V^\vee, X \otimes Y^\vee \otimes Z) \).

We display an example of an extended surface \( E \) and a cobordism \( (M, E, E') : E \to E' \) in the following picture:

![Diagram](2.88)

**Remark 2.18.** (i) We will think of the two possible orientations of the ribbons as if the ribbon is showing one of its two sides. Thus we will say that a ribbon with its preferred 2-orientation is showing its white side, whereas a ribbon with the opposite 2-orientation is showing its black side.

(ii) In case an extended surface \( E = \partial M \) appears as the boundary of some oriented three-manifold \( M \), a natural choice of Lagrangian subspace is the kernel of the inclusion map \( H_1(E, \mathbb{R}) \to H_1(M, \mathbb{R}) \), see [99, Section IV.4.1]. This is indeed the situation that will be most relevant for us. For instance if \( E \) is a torus, \( H_1(E, \mathbb{R}) \) is spanned by the two standard non-contractible cycles. With this convention we choose, as Lagrangian subspace, the span of the cycle that
becomes contractible when we “fill out” the torus to a solid torus.

(iii) We will display ribbon graphs in blackboard framing. This means that a ribbon that shows its white side is drawn as a solid line and a ribbon that shows its black side is drawn as a dashed line. A ribbon rotated by an angle $\pi$, is depicted as in the following picture

\[
\begin{array}{c}
\text{\includegraphics[width=0.2\textwidth]{ribbon_graph.png}}
\end{array}
\]

Composition of two cobordisms $(\mathcal{M}_1, E_1, E'_1)$ and $(\mathcal{M}_2, E_2, E'_2)$ is achieved via a homeomorphism $f : E'_1 \rightarrow E_2$. It is clear that this composition is associative. The category $\mathcal{3-Cob}(\mathcal{C})$ has a natural structure of a monoidal category with the tensor product being the disjoint union of extended surfaces and cobordisms. The monoidal unit is given by the empty set.

2.5.2 3d TFT and the $\tft$-functor

A 3d TFT is a symmetric monoidal functor

\[
\tft : \mathcal{3-Cob}(\mathcal{C}) \rightarrow \mathcal{Vect}_\mathbb{C}.
\]

Thus, to any extended surface $E$, the $\tft$-functor assigns a vector space

\[
\tft(E) =: \mathcal{H}(E) \in \mathcal{Vect}_\mathbb{C},
\]

and to any cobordism $(\mathcal{M}, E, E')$ it assigns a linear map

\[
\tft(\mathcal{M}, E, E') =: Z(\mathcal{M}, E, E') \equiv Z(\mathcal{M}) \in \text{Hom}_{\mathcal{Vect}_\mathbb{C}}(\mathcal{H}(E), \mathcal{H}(E')).
\]

To describe a $\tft$-functor, these mappings must satisfy a number of axioms; these are listed in e.g. \cite[Definition 5.1.13]{12}. In particular the $\tft$-functor assigns to any homeomorphism $f : E \rightarrow E'$ of extended surfaces an isomorphism

\[
f \downarrow : \mathcal{H}(E) \rightarrow \mathcal{H}(E')
\]

of vector spaces which depends only on the isotopy class of $f$. As a consequence $\mathcal{H}(E)$ carries a (projective) action of the mapping class group of $E$, such that any mapping class $[f]$ is represented as $f \downarrow$. 
By projecting a piece of ribbon graph locally to \( \mathbb{R}^2 \) in a non-singular manner, we can interpret the result as a morphism in \( \mathcal{C} \) and perform manipulations of this morphism following the rules of graphical calculus. Manipulations of this kind leaves \( Z(M) \) invariant. In addition, \( Z(M) \) is invariant under any homeomorphism that restricts to the identity on \( \partial M \). We will refer to \( Z(M) \) as the invariant of \( M \).

In fact, the tft-functor is in general only a projective functor. That means that if two cobordisms \((M_1, E_1, E'_1)\) and \((M_2, E_2, E'_2)\) are composed via a homeomorphism \( f : E'_1 \to E_2 \), the tft-functor satisfies

\[
Z(M, E_1, E'_2) = \kappa^m Z(M_2, E_2, E'_2) \circ f_\sharp \circ Z(M_1, E_1, E'_1),
\]

where \( f_\sharp : \mathcal{H}(E'_1) \to \mathcal{H}(E_2) \) is the linear map assigned to \( f \) by the tft-functor, \( m \) is an integer and \( \kappa \) is the charge of the theory. However, when using the tft-functor to construct CFT, the extended surfaces of interest will often be doubles of world sheets. Remember that the double comes with an orientation reversing involution, which implies [32, Lemma 2.2] that \( m = 0 \). Thus whenever we glue at such a surface with an orientation reversing involution the gluing anomaly \( \kappa^m \) vanishes. In addition, we will always glue by the identity. Thus in the applications we will consider we indeed have

\[
Z(M, E_1, E'_2) = Z(M_2, E_2, E'_2) \circ Z(M_1, E_1, E'_1).
\]

As a consequence, in the construction of CFT via the tft-functor, mapping class groups act genuinely.

### 2.6 Further categorical notions

In this section we collect additional notions from category theory that we need in the rest of the thesis. We will introduce the categories \( \mathcal{C}^{\text{op}} \) and \( \mathcal{C}^{\text{rev}} \), describe a finiteness condition, which we will assume later in the text, and finally introduce the notions of Deligne product and of coend.

**The opposite category**  For any category \( \mathcal{C} \) the opposite category \( \mathcal{C}^{\text{op}} \) is the category whose objects are the objects of \( \mathcal{C} \) and for any morphism \( f \in \text{Hom}(U, V) \) in \( \mathcal{C} \) there is a morphism \( f^{\text{op}} \in \text{Hom}(V, U) \) in \( \mathcal{C}^{\text{op}} \). Note that the duality furnishes a functor from \( \mathcal{C} \) to \( \mathcal{C}^{\text{op}} \).

\footnote{This means that we first project ribbons that show their white sides to \( \mathbb{R}^2 \), and then shrink them to lines. We do that in such a way that not more than two points on the lines are mapped to the same point in the plane. Two points are allowed to be mapped to the same point only at isolated points, in which case we interpret the resulting morphism as a braiding. In addition, whenever a ribbon is twisted around its core by an angle \( 2\pi \) we interpret this as a twist morphism.}
The category $\mathcal{C}^{\text{rev}}$ Given a braided category $\mathcal{C}$ the category $\mathcal{C}^{\text{rev}}$ is obtained from $\mathcal{C}$ by exchanging the braiding by its inverse. As a consequence, for a ribbon category, also the twist is replaced by the inverse twist:

$$e_{U,V}^{\text{rev}} = (e_{V,U})^{-1} \quad \text{and} \quad \theta_{U}^{\text{rev}} = \theta_{U}^{-1},$$

for all $U, V \in \text{Obj}(\mathcal{C})$.

Subobjects and quotient objects A morphism $e \in \text{Hom}(U, V)$ is an epimorphism iff for any two morphisms $f_1$ and $f_2$ in $\text{Hom}(V, W)$, $f_1 \circ e = f_2 \circ e$ implies $f_1 = f_2$. The dual notion is the one of a monomorphism: A morphism $m \in \text{Hom}(V, W)$ is a monomorphism iff for any two $g_1$ and $g_2$ in $\text{Hom}(U, V)$, $m \circ g_1 = m \circ g_2$ implies $g_1 = g_2$.

We will need the categorical version of a submodules and quotient modules. We say that $f \in \text{Hom}(U, V)$ factors through $g \in \text{Hom}(W, V)$ such that $f = g \circ f'$. There is an equivalence relation among the monomorphisms with common codomain $V$: We say that $f \equiv g$ if $f$ factors through $g$ and $g$ factors through $f$. The equivalence classes with respect to this equivalence relation are the subobjects of $V$. We will refer to any representative $f \in \text{Hom}(U, V)$, and also to the domain $U$, as a subobject of $V$.

There is an obvious equivalence relation among epimorphisms: Two epimorphisms $r \in \text{Hom}(U, V)$ and $s \in \text{Hom}(U, W)$ are equivalent if $r = \theta s$ for some invertible $\theta \in \text{Hom}(W, V)$. The equivalence classes of such epimorphisms are the quotient objects of $U$. See e.g. [77, Chapter V.7] for more details on subobjects and quotient objects.

Projective objects We are now in a position to define the notion of a projective object:

**Definition 2.19.** (i) An object $P$ is projective iff every morphism $f \in \text{Hom}(P, U)$ factors through every epimorphism $g \in \text{Hom}(V, U)$. That is, there exists a morphism $f' \in \text{Hom}(P, V)$ such that $f = g \circ f'$.

(ii) The projective cover of an object $U$ is a pair $(P, \pi)$ where $P$ is a projective object and $\pi$ is an epimorphism in $\text{Hom}(P, U)$ such that for any subobject $(N, m)$ of $P$ with $N \neq P$, $\text{Im}(\pi \circ m) \neq U$.

Finiteness For an object $U \in \mathcal{C}$ the Jordan-Hölder series is a sequence

$$U \equiv U_n \triangleright U_{n-1} \triangleright U_{n-2} \triangleright \cdots \triangleright U_2 \triangleright U_1 \triangleright U_0 \equiv 0 \quad \quad (2.97)$$

such that each $U_i/U_{i-1}$ is non-zero and simple. If there is such a finite series, the integer $n$ only depends on the object $U$, and we say that the object is of
finite length $n$. We will use the following notion of local finiteness (see e.g. \cite[(2.12.1)]{24}).

**Definition 2.20.** A locally finite category is a $k$-linear abelian category such that all morphism spaces are finite-dimensional and every object has finite length.

We will apply the stronger condition, c.f. \cite{27}:

**Definition 2.21.** (i) A finite category is a locally finite category such that there is a finite number of isomorphism classes of simple objects, each of them having a projective cover.

(ii) A finite tensor category is a rigid monoidal category that is finite in the sense (i) and has simple tensor unit.

In a finite category we can define the Cartan matrix with elements given by

$$c_{i,j} := [P_i : S_j],$$  \hspace{1cm} (2.98)

where $[P_i : S_j]$ is the multiplicity of the simple objects $S_j$ in the Jordan-Hölder series of the projective cover $P_i$ of the simple object $S_i$, see e.g. \cite{72} for more details on Cartan matrices.

### 2.6.1 Deligne product

We define the Deligne product of two abelian $k$-linear categories $C$ and $D$ in the sense of \cite[Definition 1.46.1]{26}.

**Definition 2.22.** Let $C$ and $D$ be two $k$-linear abelian categories. The Deligne product of $C$ and $D$ is a $k$-linear abelian category $C \boxtimes D$ together with a bifunctor $\boxtimes : C \times D \to C \boxtimes D$ that is right exact and $k$-linear in both variables and satisfies the following universal property: for any bifunctor $G$ from $C \times D$ to a $k$-linear abelian category $E$ that is right exact and $k$-linear in both variables there exists a unique right exact $k$-linear functor $G\square : C \boxtimes D \to E$ such that $G = G\square \circ \boxtimes$, i.e. such that the following diagram commutes:

\hspace{1cm} (2.99)

Given two abelian $k$-linear locally finite braided categories $C$ and $D$, their Deligne product is again a braided category, see e.g. \cite[Section 3.3]{92}.

Among the objects of $C \boxtimes D$ there are in particular the $\boxtimes$-factorizable objects, which are of the form $U \boxtimes V \in C \boxtimes D$ with $U \in C$ and $V \in D$. Not any object
in \( C \boxtimes D \) is of this form. However, any object in \( C \boxtimes D \) admits a resolution by \( \boxtimes \)-factorizable injective objects \( [26, \text{Section 1.46}] \). This allows one to make statements about all objects of \( C \boxtimes D \) by considering only the \( \boxtimes \)-factorizable ones.

**Monoidal structure on** \( C \boxtimes D \) If \( C \) and \( D \) are in addition monoidal and locally finite, then \( C \boxtimes D \) is a monoidal category \( [24, \text{Proposition 5.17}] \). The tensor product of two \( \boxtimes \)-factorizable objects is

\[
(U \boxtimes V) \otimes_{C \boxtimes D} (U' \boxtimes V') = (U \otimes_C U') \boxtimes (V \otimes_D V'),
\]

and analogously for morphisms.

**\( C \boxtimes D \) as a braided category** If \( C \) and \( D \) are locally finite abelian \( k \)-linear braided categories, then \( C \boxtimes D \) can be equipped with a braiding, see e.g. \( [92, \text{Section 3.3}] \). Denote by \( c^C \), the braiding of \( C \), and by \( c^D \) the braiding of \( D \). The braiding of \( C \boxtimes D \) satisfies

\[
c^C_{U \boxtimes V, U' \boxtimes V'} = c^C_{U, V} \boxtimes c^D_{U', V'}.
\]

**The category** \( C \boxtimes C^{rev} \) Note that the defining property of a locally finite category (see Definition \( 2.20 \)) is not only satisfied for any modular category, but the condition is far more general. E.g. the category \( H \)-mod described above is in this class even when \( H \) is not semisimple, and accordingly \( H \)-mod is not semisimple.

We will later consider an abstract category \( C \) that is in particular an abelian \( k \)-linear locally finite braided category. In this case the category \( C \boxtimes C^{rev} \) exists and is an abelian \( k \)-linear locally finite braided category as well. This follows from \( [24, \text{Proposition 5.13}] \) and the braiding described above. For a more detailed discussion concerning Deligne products see e.g. \( [92, \text{Section 3.2-3.3}] \).

### 2.6.2 Coends

Consider a functor \( F : C^{\text{op}} \times C \to D \). A **dinatural transformation** from \( F \) to an object \( B \in \text{Obj}(D) \) is a family of morphisms \( \varphi = \{ \varphi_X : F(X, X) \to B \mid X \in C \} \) such that the diagram

\[
\begin{array}{ccc}
F(Y, X) & \xrightarrow{F(id_Y, f)} & F(Y, Y) \\
\downarrow F(f, id_X) & & \downarrow \varphi_Y \\
F(X, X) & \xrightarrow{\varphi_X} & B
\end{array}
\]
commutes for all morphisms $f \in \text{Hom}(X, Y)$.

A coend $(A, \iota)$ of a functor $F : \mathcal{C}^{\text{op}} \times \mathcal{C} \to \mathcal{D}$ is an object $A$ together with a dinatural transformation $\iota : F \Rightarrow A$ satisfying a universal property: For any dinatural transformation $\varphi : F \Rightarrow B$ there is a unique morphism $h : A \to B$ that makes the diagram

\[
\begin{array}{cccccc}
F(Y, X) & \xrightarrow{F(id_Y, f)} & F(Y, Y) \\
\downarrow{F(f, id_X)} & & \downarrow{\iota_Y} \\
F(X, X) & \xrightarrow{\iota_X} & A \\
\end{array}
\]

commute for all $f \in \text{Hom}(X, Y)$. If the coend exists it is unique up to unique isomorphism. The notation for the coend is $\int^X F(X, X)$. Even though the a coend is a pair $(A, \iota)$, we will, in what follows, for brevity refer to the object $A$ as the coend.

**Remark 2.23.** An important property when working with coends is that a morphism $f : \int^X F(X, X) \to Y$ is equivalent to a dinatural family $\{f_X | X \in \text{Obj}(\mathcal{C})\}$ from $F(X, X)$ to $Y$. To see that this holds, assume that $f \in \text{Hom}(\int^X F(X, X), Y)$; then it is clear that $\{f \circ \iota_X | X \in \text{Obj}(\mathcal{C})\}$ defines a dinatural family. Conversely, assume that we are given a dinatural family $\{f_X | X \in \text{Obj}(\mathcal{C})\}$ from $F(X, X)$ to $Y$. Then, due to the universal property of the coend (c.f. (2.103)), there exists a unique $f \in \text{Hom}(\int^X F(X, X), Y)$ such that $f_X = f \circ \iota_X$. In what follows we often define morphisms $f : \int^X F(X, X) \to Y$ by giving explicitly the composition $f \circ \iota_X$.

**The Lyubashenko coend**

Let now $\mathcal{C}$ be a $k$-linear finite braided category with a duality. It is worth pointing out that the modular tensor categories are among these categories but the class is much larger. Consider the functor

\[
F_0 := \otimes \circ (?^\vee \otimes \text{Id}) : \mathcal{C}^{\text{op}} \times \mathcal{C} \to \mathcal{C}
\]

acting as

\[
X \times Y \mapsto X^\vee \otimes Y \quad \text{and} \quad f \times g \mapsto f^\vee \otimes g.
\]

As shown in [75, 78] (see also [101]) the coend

\[
L := \int^X X^\vee \otimes X
\]

is the Lyubashenko coend.
of $F_0$ exists and carries the structure of a Hopf algebra in $C$. In this case the defining property (2.102) of the dinatural family is written graphically as

\[
Y^∨B^X_y f = Y^∨B^X_x f \]  (2.107)

The Hopf algebra structure is the following, c.f. Remark 2.23:

\[
\begin{align*}
\gamma_U &:= \nu_L \\
\lambda_U &:= \nu_L \\
\eta_U &:= \nu_L \\
\varepsilon_U &:= \nu_L
\end{align*}
\]  (2.108)

Here, $\gamma_{U,V}$ is the identification of $U^V \otimes V^V$ with $(V \otimes U)^V$. The proof that (2.108) equips $L$ with the structure of a bialgebra essentially amounts to some simple braid moves. The antipode property requires a little bit more work and involves in particular the dinaturality property of $\nu$. The calculation is given in appendix A.1, see eq. (A.7).

The Hopf algebra $L$ can be equipped with a Hopf pairing $\omega_L$, defined via the dinatural family by (2.109)
Below we will be interested in categories satisfying the following conditions:

(FIN): $\mathcal{C}$ is an abelian $k$-linear finite ribbon category, with $k$ an algebraically closed field of characteristic zero.

(MOD): $\mathcal{C}$ satisfies (FIN) and in addition the Hopf pairing (2.109) is non-degenerate. We will refer to a category satisfying this condition as a factorizable finite ribbon category.

Note that [62, Corollary 5.1.8] if $\mathcal{C}$ satisfies (FIN), then the Hopf algebra $L$ indeed exists as an object of $\mathcal{C}$ and consequently condition (MOD) makes sense.

For a factorizable finite ribbon category $\mathcal{C}$, the coend $L$ provides actions of mapping class groups. Denote by $\Sigma_{g,n}$ a closed oriented surface of genus $g$ with $n$ marked points marked by objects $U_1, \ldots U_n$ in $\mathcal{C}$ and denote by $\text{Map}_{g,n}$ the mapping class group of $\Sigma_{g,n}$. If $\mathcal{C}$ satisfies condition (MOD) there is [73, 76] a projective action $\pi_{L,n}$ of $\text{Map}_{g,n}$ on the space $\text{Hom}(L^{\otimes g}, U^n)$, where the object $U^n$ is defined below in (6.14). This action is described in detail in section 6.1.3, see Proposition [6.1]

**Modules over $L$** Any object in $\mathcal{C}$ can be endowed with the structure of an $L$-module. The action of $L$ on any object $V$ in $\mathcal{C}$ is given by

$$\rho_L^V \circ u := (d_U \otimes \text{id}_V) \circ \left[\text{id}_U \otimes (c_{V,U} \circ \text{ev}_{V})\right].$$

That this defines an action follows directly from (2.108) and a sequence of braid moves:

$$\rho_L^V \circ u = \rho_L^V \circ u = \rho_L^V \circ u$$

(2.111)

**Remark 2.24.** Any object $V$ in $\mathcal{C}$ is also equipped with a right coaction $\rho^V$ of $L$ defined by

$$d = (\text{id}_V \otimes \text{ev}_V) \circ (b_V \otimes \text{id}_V) \in \text{Hom}(V, V \otimes L).$$

That this defines a coaction follows directly from the definition [2.108] of the coproduct of $L$. Furthermore, it follows from the dinatural property of $\text{ev}_V$ that
the left module structure and right comodule structure on $V$ fit together to a Yetter-Drinfeld module over $L$.

**L for modular $\mathcal{C}$** When $\mathcal{C}$ is modular, then $L$ is as an object

$$L_{ssi} = \bigoplus_{i \in \mathcal{I}} U_i^\vee \otimes U_i, \quad (2.113)$$

see [101, Section 3.2] or [61, Lemma 2]. Denote by $e_i^{\mathcal{C}_{ssi}}$ and $r_i^{\mathcal{C}_{ssi}}$ the embedding and restriction morphism of $U_i^\vee \otimes U_i$ into $L_{ssi}$. The dinatural family, corresponding to (2.113), is given by

$$t_U = \sum_{i,\alpha} e_i^{\mathcal{C}_{ssi}} \circ \left[ (e_i^U)^\vee \otimes r_i^U \right], \quad (2.114)$$

where $e_i^U$ and $r_i^U$ are the embedding and restriction morphisms in (2.20). That this defines a dinatural family can be seen by decomposing any morphism into simple summands on both sides of (2.107). In addition, given any dinatural transformation $(\psi_U, B)$ the unique morphism in $\text{Hom}(L_{ssi}, B)$ in (2.103), required to turn $L_{ssi}$ into a coend is given by $\sum_{i \in \mathcal{I}} \psi_U \circ r_i^U$.

**Remark 2.25.** As any algebra in a modular tensor category, the algebra $L$ turns the space $\text{Hom}(1, L_{ssi})$ into an associative algebra over $k$, see appendix A.2. Taking a basis $\{b_i, i \in \mathcal{I}\}$ for $\text{Hom}(1, L_{ssi})$, consisting of the left coevaluation morphisms of the simple objects, the structure constants of the algebra $\text{Hom}(1, L_{ssi})$ are nothing but the fusion rules, i.e. $\text{Hom}(1, L_{ssi})$ is the Verlinde algebra.
3 Algebras in conformal field theory

The purpose of this chapter is to give an overview over several classes of algebras that arise naturally in the study of CFT. For details we will refer to the literature or to later chapters in this text. Recall Definition 2.2 of an algebra in a monoidal category. Considering e.g. an algebra in \( \text{Vect}_\mathbb{C} \), we obtain an ordinary algebra over \( \mathbb{C} \), i.e. a complex vector space equipped with an associative product. The first "algebra" we consider is not an algebra in this ordinary sense.

3.1 Vertex operator algebras

In this section we give a short description of vertex operators algebras, often referred to simply as vertex algebras. Since the rest of this thesis will not involve vertex algebras explicitly the discussion in this section will be very brief, for more details see e.g. [14, 59, 70]. Vertex algebras are formulated in the language of formal distributions. A formal distribution is an expression of the form \( \sum_{n \in \mathbb{Z}} a_n z^n \), where the sum over \( n \) extends to infinitely large positive and negative powers and \( z \) is a formal variable, not to be confused with a complex coordinate. We will be interested in the case that the coefficients \( a_n \in U \) for some algebra \( U \) over \( \mathbb{C} \). The space of such formal distributions is denoted by \( U[[z^\pm]] \).

Calculus of formal distributions requires some caution, e.g. when multiplying formal distributions. Two formal distributions in some formal variable cannot in general be multiplied to form a single formal distribution in the same formal variable. However, two formal distributions in different formal variables, say \( z \) and \( w \) can be multiplied to form a formal distribution in \( U[[z^\pm, w^\pm]] \), see e.g. [14] Chapter 1.1 for details.

Definition 3.1. A vertex algebra consists of the following data:

- The space of states: a \( \mathbb{Z}_{\geq 0} \)-graded vector space \( \mathcal{V} = \bigoplus_{n \in \mathbb{Z}_{\geq 0}} \mathcal{V}_n \) with \( \dim(\mathcal{V}_n) < \infty \)
- A vacuum vector \( |0\rangle \in \mathcal{V}_0 \)
- A translation operator: \( T : \mathcal{V} \to \mathcal{V} \)
- A vertex operation: a linear map

\[
Y(\cdot, z) : \mathcal{V} \to \text{End}(\mathcal{V})[[z^\pm]],
\]

3.1.3
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taking each \( a \in \mathcal{V} \) to a field \( Y(a, z) = \sum_{n \in \mathbb{Z}} a(n) z^{-n-1} \). Here \( Y(a, z) \) is a formal distribution with coefficients \( a(n) \in \text{End}(\mathcal{V}) \).

The data satisfy the following axioms:

- **Translation axiom:** \([T, Y(a, z)] = \partial Y(a, z)\) for any \( a \in \mathcal{V} \) and \( T|0\rangle = |0\rangle \).
- **Vacuum axiom:** \( Y(|0\rangle, z) = \text{id}_\mathcal{V} \) and, for any \( a \in \mathcal{V} \), \( Y(a, z)|0\rangle|z=0 = a \).
- **Locality:** \((z - w)^N Y(a, z) Y(b, w) = (z - w)^N Y(b, w) Y(a, z)\) for some \( N \gg 0 \).

A field \( Y(\nu, z) \) is called a **Virasoro field** if the modes of \( Y(\nu, z) \) furnish a representation of the Virasoro algebra. In CFT we are typically interested in conformal vertex algebras defined as follows:

**Definition 3.2.** A conformal vertex algebra is a vertex algebra with a distinguished vector \( \nu \in \mathcal{V}_2 \) such that \( Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} \) is a Virasoro field, \( L_{-1} = T \) equals the infinitesimal translation operator and \( L_0 \) is diagonalizable on \( \mathcal{V} \).

The notion of a vertex algebra can be regarded as a formalization of the Wightman axioms and the chiral operator product expansion. There is e.g. a unique vacuum, invariant under an action of the symmetry group of space-time (in the CFT-case this involves the conformal transformations) and a notion of completeness in the sense that acting with all fields on the vacuum generates the entire state space. In addition, using multiplication of formal distributions we can write down the OPE of two chiral fields \( Y(a, z) \) and \( Y(b, w) \). Note that the variable \( z \) above is a formal variable and should not be thought of as a complex number. However, in CFT, the formal variable \( z \) is identified with the complex local coordinate of the world sheet in the end of the analysis.

We will not at all go into representation theory of vertex algebras, see e.g. [14, Definition 5.1.1.] for the definition of a module over a vertex algebra. The reason is that we will not need any detailed information about the representation theory, only the properties of the representation category, for the considerations in this thesis. Let us just mention that, as many algebraic structures, \( \mathcal{V} \) is a module over itself. In the representation category, \( \text{Rep}(\mathcal{V}) \), \( \mathcal{V} \) is in fact the tensor unit. This nicely illustrates the power of working in categories. The involved structure of \( \mathcal{V} \) is something very simple in the category.

In addition we mention that there is a notion of a character \( \chi_M \) of a module \( M \). What is relevant for us is that for rational CFT the characters of the simple modules provide a basis of the space of conformal blocks on a torus with modular parameter \( \tau \) and without holes. In simple situations, the character of a simple module \( M \) can be written as \( \text{tr}_M q^{L_M^0 - c/24} \) where \( q \) is a formal
parameter. A basis for the space of conformal blocks on a torus is in such situations obtained by taking the characters of the simple modules and identifying $q \equiv e^{2\pi i \tau}$.

Remember that when studying full CFT, our starting point will be an abstract category with the properties of the representation category of the vertex algebra of the corresponding class of CFTs. In particular, working in an abstract category allow us to treat an entire class of categories simultaneously.

Sufficient conditions for $\mathcal{C}$ to be modular have been given in [56, Theorem 3.1]. Since $\text{Rep}(\mathcal{V})$ is in general not strict, our starting point will be the equivalent strict category $\mathcal{C}$ – the strictification of $\text{Rep}(\mathcal{V})$. In fact we define the notion of rational CFT by saying that a rational CFT is a CFT such that the strictification of $\text{Rep}(\mathcal{V})$ is modular together with an additional requirement concerning the relation to 3-d TFT, see section 4.1.1.

3.2 Frobenius algebras

Recall from Remark 2.6 (iii) that an algebra $A$ is a Frobenius algebra iff it can be equipped with a non-degenerate invariant pairing, or equivalently, iff $A$ is also a coalgebra that satisfies the compatibility condition (2.31). There are several types of Frobenius algebras which are relevant when studying full CFT. We will discuss Frobenius algebras in representation categories of vertex algebras. These algebras arise as state spaces of full CFT. We will also discuss interesting examples of Frobenius algebras in $\text{Vect}_C$.

3.2.1 The boundary Frobenius algebra

Starting from the pair $(\mathcal{C}, A)$, where $\mathcal{C}$ is a modular tensor category and $A$ is a symmetric special Frobenius algebra in $\mathcal{C}$, one can construct a full (rational) CFT with the help of the TFT-construction, which is described in section 4.1. In fact, a full rational CFT is uniquely determined by a Morita class of Frobenius algebras in a modular tensor category $\mathcal{C}$ [34]. As a consequence, the label of a phase $A$ of a rational CFT can be taken to be a special symmetric Frobenius algebra in $\mathcal{C}$. With the pair $(\mathcal{C}, A)$ as input, the TFT-construction gives a prescription for how to calculate any correlator of a rational CFT. More generally, if there are several different phases on a world sheet we need a tuple $(\mathcal{C}, A_1, ..., A_n)$ where $A_i$, $i = 1, ..., n$, label the phases in various regions of the world sheet. Here we will consider a single phase and describe how the algebra $A$, which we call the boundary Frobenius algebra, can be constructed from one of the boundary conditions. The description summarizes the one given in [5, Section 3.2].

Consider a rational CFT with some maximally symmetric boundary condition $M_0$. As an object in $\mathcal{C}$, the boundary Frobenius algebra $A$ can be decom-
posed as
\[ A \cong \bigoplus_{a \in I} U_a^{\oplus n_a}, \tag{3.2} \]
with \( n_a \in \mathbb{Z}_{\geq 0} \) and \( n_0 = 1 \). In field theoretic terms, i.e. when considering \( \mathcal{C} \) concretely as (the strictification of) a representation category of a vertex algebra, the \( \mathcal{V} \)-module \( A \) is the space of states living on the boundary segment \( M_\circ \), see [43, eqs. (3.9) & (3.13)]. In fact, \( M_\circ \) is isomorphic to \( A \) as an \( A \)-module.

Let us also mention the boundary partition function, i.e. the correlator \( A_{MN} \) of the annulus with no field insertions. The double of the annulus is a torus and accordingly the boundary partition function, \( A_{MN} ^{\lrtimes} \), is an element in the space \( \mathcal{B}(T) \) of conformal blocks on the torus. As mentioned in the previous section a basis for the space \( \mathcal{B}(T) \) is given by the characters of the irreducible \( \mathcal{V} \)-modules. Thus, the boundary partition function \( A_{MN} ^{\lrtimes} \) can be expanded in terms of the characters:
\[ A_{MN} ^{\lrtimes} = \sum_{a \in I} A_{kMN} ^a \chi_k. \tag{3.3} \]

In particular, the multiplicities in (3.2) are given by \( n^a = A_{aA} ^A \). A basis of the space of conformal blocks in the TFT-framework is given in (4.30).

As mentioned in the introduction, there is a bijection between the simple summands in (3.2) and the primary boundary fields. Now take, for each space \( \text{Hom}(U_a, A) \), a basis of the type in (2.20). In terms of this basis, the OPE coefficients involving only primary boundary fields can be used to equip the object \( A \) in (3.2) with the structure of an algebra in \( \mathcal{C} \), see [43, eq. 3.14]. It is a direct consequence of the sewing constraint [71] for four boundary fields on a disc that the product is associative, see [43, Section 3.2]. The unit of \( A \) is the embedding of the tensor unit \( U_0 \) into \( A \).

The correlator of two boundary fields on a disc is required to be non-degenerate in the sense that for every boundary field \( \Psi \) there is at least one field \( \Psi' \) such that the correlator of these two fields is non-zero. This is so because if a field would have zero correlator with any other field it would decouple completely from the theory: every correlator involving that field would vanish. Non-degeneracy of the boundary two-point functions gives rise to a non-degenerate invariant bilinear form on \( A \) [43, eq. 3.16]. This is equivalent to \( A \) being Frobenius in the sense of Definition 2.4 [7, Proposition 3.1], see also Remark 2.6 (iii). Thus, the Frobenius property is a consequence of the non-degeneracy of two-point boundary correlators.

That \( A \) is also special and symmetric can be derived from the sewing constraint for one boundary field on an annulus. This is described in section 3.2 and Theorem 3.6 of [43]. In addition, it is shown in [43, Section 4.4] that the maximally symmetric boundary conditions can be labeled by isomorphism classes of left-modules over \( A \). In particular, the elementary boundary conditions are
in bijection with simple $A$-modules. In addition elementary topological defect lines, separating two regions labeled by $A$ and $B$, are labeled by isomorphism classes of simple $A$-$B$-bimodules.

The derivation of $A$ took as an input just one of the maximally symmetric boundary conditions. It is natural to ask what would have happened if we would have started from another boundary condition. Doing so gives rise to a symmetric special Frobenius algebra $A'$ that is Morita equivalent to $A$, see [43, Section 4.1]. $A$ and $A'$ are Morita equivalent iff the categories $C_A$ and $C_{A'}$ are equivalent as abelian categories. For a precise description of the equivalence one uses a pair of $A$-$A'$- and $A'$-$A$-bimodules, see e.g. [83, Theorem 5.1].

It follows that if $A$ and $A'$ are Morita equivalent, then there is a bijection between isomorphism classes of left-modules over $A$ and $A'$. As a consequence, Morita equivalent boundary Frobenius algebras give rise to physically equivalent rational CFTs. Conversely, it has been shown [34] that any solution to the sewing constraints arises as a Morita class of symmetric special Frobenius algebras. We will also explain below that the set of maximally symmetric boundary conditions for a given bulk theory is exhausted by those associated with a single Morita class of special symmetric Frobenius algebras in $C$. Thus, indeed equivalence classes of full rational CFTs with given chiral algebra $V$ are classified by Morita classes of symmetric special Frobenius algebras in the strictification $C$ of $\text{Rep}(V)$.

Some classes of boundary Frobenius algebras

Finally, let us list a couple of examples of boundary Frobenius algebras:

- The tensor unit in any rigid monoidal category. This is clearly a symmetric special Frobenius algebra. The full CFT built from this boundary Frobenius algebra is known as the “Cardy case”.

- A Schellekens algebra is an algebra that is a direct sum of invertible objects. An invertible object $J$ has an inverse $J'$ such that $J \otimes J' \cong 1$. The isomorphism classes of invertible objects form a group, known as the Picard group of $C$. There is a Schellekens algebra, with the properties of a boundary Frobenius algebra, for every subgroup of the Picard group satisfying a certain simple cohomological property, see e.g. [38, Section 5].

- Considering modular tensor categories based on $\mathfrak{sl}(2)$ at integral level, the ADE-classification of modular invariant partition functions can be formulated in terms of boundary Frobenius algebras in $C$, see [43, table 1].
3.2.2 The bulk Frobenius algebra

Just like the space of states on the boundary in a rational CFT carries the structure of an algebra, the space of bulk states in a rational CFT can be equipped with the structure of a symmetric special commutative Frobenius algebra. Bulk states are elements in some $\mathcal{V} \otimes \mathcal{C}$-$\mathcal{V}$-module. Thus, in categorical terms, the bulk Frobenius algebra $B$ is an element in $\mathcal{C} \otimes \mathcal{C}^{\text{rev}}$:

$$B = \bigoplus_{p,q \in \mathcal{I}} (U_p \otimes U_q)^{Z_{p,q}}. \quad (3.4)$$

The bulk partition function is expanded in terms of the $\mathcal{V}$-characters according to

$$Z = \sum_{p,q \in \mathcal{I}} Z_{p,q} \chi_p \otimes \chi_q^*. \quad (3.5)$$

We will first consider the case $A = 1$, i.e. the Cardy case. This result may serve as a building block for the bulk Frobenius algebras of a general rational CFT. In the Cardy case the coefficients of the partition function are

$$Z_{p,q} = \delta_{p,q}, \quad (3.6)$$

i.e. the two representations in each summand of (3.4) are related via charge conjugation and there is exactly one term for each simple object of $\mathcal{C}$. Accordingly, the partition function (3.5), with coefficients given by (3.6), is known as the charge conjugation partition function. Thus, the bulk Frobenius algebra, which we in the Cardy case denote by $F_\circ$, is

$$F_\circ = \bigoplus_{p \in \mathcal{I}} U_p \otimes U_p \in \mathcal{C} \otimes \mathcal{C}^{\text{rev}}. \quad (3.7)$$

It can be shown [39, Section 6.3] that the object $F_\circ$ can be endowed with a natural structure of a special symmetric commutative Frobenius algebra. In [39], $F_\circ$ is called the trivializing algebra. Here we will refer to $F_\circ$ as the Cardy case bulk algebra.

The algebra structure on $B$

Just like in the case of the boundary Frobenius algebra, the fact that the bulk state space can be equipped with the structure of a Frobenius algebra can be deduced from physical arguments: Using the OPE-coefficients one defines an algebra structure on the space of bulk states, with a unit obtained from the identity field. Requiring that the two-point function on the sphere is non-degenerate then implies that this algebra is Frobenius.
The statement that the bulk Frobenius algebra $B$, defined in (3.4), is a symmetric commutative Frobenius algebra has also been proved rigorously in the TFT-framework: The bulk Frobenius algebra is isomorphic to the full center $Z(A)$ of the boundary Frobenius algebra $A$. We refer the reader to e.g. [92, Definition 3.14] for a definition of the full center. For a modular category, the full center $Z(A)$ can be written in terms of the boundary Frobenius algebra and $F_\circ$ (see e.g. [23, Remark 8.2]):

$$Z(A) = C_l((A \otimes 1) \otimes^+ F_\circ) \in C \otimes C^{rev}. \quad (3.8)$$

Let us explain this equation: First, $A$ is the boundary Frobenius algebra and $(A \otimes 1) \otimes^+ F_\circ$ is the tensor product of Frobenius algebras as defined in (2.42). For any algebra $B$, $C_l(B)$ denotes its left center. The left center $C_l(B)$ of an algebra $B$ in a sovereign category can be defined as the kernel

$$C_l(B) := \ker \left( ((m \circ c_{B,B}) \otimes id_{B^\vee}) \circ (id_B \otimes b_B) - (m \otimes id_{B^\vee}) \circ (id_B \otimes b_B) \right). \quad (3.9)$$

Thus, in a modular category, the left center is the maximal subobject of $B$ such that

$$C_l(B) = Im(P^l_B). \quad (3.11)$$

Here, the half-discs represent the embedding morphism of $C_l(B)$ into $B$. Note that indeed $Z(1) = F_\circ$ since $F_\circ$ is commutative. The left center of an algebra $B$ can be described as the image

$$P^l_B :=$$

of the projector

$$P^l_B$$

$$(3.12)$$
It can be shown \[91, Appendix A\] that the bulk Frobenius algebra \( (3.4) \) is isomorphic as an object to the full center:

\[
B \cong Z(A).
\] (3.13)

That the boundary Frobenius algebra \( A \) is a symmetric special Frobenius algebra in \( C \) implies that \( A \boxtimes 1 \) is a symmetric special Frobenius algebra in \( C \boxtimes C^{\text{rev}} \), just like the Cardy case bulk algebra \( F_\circ \). Thus, the object \((A \boxtimes 1) \boxtimes F_\circ \in C \boxtimes C^{\text{rev}} \) can be equipped with the structure of a symmetric special Frobenius algebra in \( C \boxtimes C^{\text{rev}} \), via the structure morphisms \( m^+, \eta^+, \delta^+ \) and \( \epsilon^+ \) in (2.42). By \[59\] Proposition 2.37, taking the left center of such an algebra we obtain a commutative symmetric Frobenius algebra. Thus, \( Z(A) \), and accordingly also \( B \), is indeed a commutative symmetric Frobenius algebra.

Given a modular tensor category \( C \), a compatible set of boundary conditions, which we describe as a Morita class of boundary Frobenius algebras, determines a consistent bulk state space by the TFT-construction. A natural question to ask is whether there could be several different sets of boundary conditions consistent with one and the same bulk state space. The answer is no. For two boundary Frobenius algebras \( A \) and \( B \), the bulk Frobenius algebras \( Z(A) \) and \( Z(B) \) are isomorphic iff \( A \) and \( B \) are Morita equivalent \[65\]. Thus, in particular a single Morita class of symmetric special Frobenius algebras exhausts all possible boundary conditions for a given bulk theory.

The Cardy case bulk algebra as a coend

The description above of the Cardy case bulk algebra \( F_\circ \) is tailored for a semisimple category. In order to be able to describe more general situations we describe \( F_\circ \) in terms of a coend. To this end, consider the functor \[62\]

\[
?^\vee \boxtimes \text{Id} : C^{\text{op}} \times C \to C^{\text{rev}} \boxtimes C,
\] (3.14)

acting as \( X \times Y \mapsto X^\vee \boxtimes Y \) on objects and as \( f \times g \mapsto f^\vee \boxtimes g \) on morphisms. The coend

\[
F := \int^X X^\vee \boxtimes X \in C^{\text{rev}} \boxtimes C
\] (3.15)

of the functor (3.14) has been considered in \[62\]. It follows from \[62\] Corollary 5.1.8 that if \( C \) is finite \( k \)-linear, the coend \( F \) exists as an object in \( C^{\text{rev}} \boxtimes C \).

If \( C \) is in addition braided, then \( F \) can be equipped with the structure of a unital algebra, in a way similar to the way \( L \) is equipped with an algebra

\footnote{Note that here we have switched from \( C \boxtimes C^{\text{rev}} \) to \( C^{\text{rev}} \boxtimes C \). This is in order to follow some standard conventions for coends, c.f. section 2.6.2. In order to use \( C \boxtimes C^{\text{rev}} \) we would have to replace \( C^{\text{op}} \times C \) by \( C \times C^{\text{op}} \) when discussing coends.}
structure in (2.108). Concretely, the product of $F$ is defined by

$$m_F \circ (\iota_U \otimes \iota_V) := \iota_V \otimes U \circ (\text{id}_U \otimes V \cdot c_{U,V}) ,$$

and the unit is given by $\eta_F = \iota_1$. Thus, in particular for a factorizable finite ribbon category $\mathcal{C}$, i.e. a category that satisfies condition (MOD) described on page 52, the coend $F$ can be equipped with the structure of an algebra in $\mathcal{C}^{\text{rev}} \otimes \mathcal{C}$. A pictorial description for the product of $F$ looks the same as the picture for the product of $L$ in (2.108). However one has to be careful to take into account that in such a picture there is now a "two-layered" structure corresponding to the two factors in $\mathcal{C}^{\text{rev}} \otimes \mathcal{C}$. This means that even though the pictorial description of the product looks exactly like the picture for the product in (2.108), the crossing between the $U$- and $V^\vee$-lines in the following picture is not a braiding:

$$F \quad \text{and} \quad F \quad := \quad m_F \quad \gamma_{V \otimes U} \quad d_{V \otimes U}$$

The coend $F$, defined in, indeed reproduces the algebra $F_\omega$ in (3.7) in the case that $\mathcal{C}$ is modular. In particular, the definition (3.16) of the product reproduces the one in [39, eq. (6.48)]. Whenever $\mathcal{C}$ is such that $F$ can be equipped with the structure of a symmetric commutative Frobenius algebra we will refer to $F$ as the Cardy bulk Frobenius algebra.

So far it is not known how to obtain a Frobenius coproduct for $F$ in the case of a general finite $\mathbb{k}$-linear ribbon category. However, we will see in section 6.2 that taking $\mathcal{C}$ to be the category $H$-mod of representations of a finite-dimensional factorizable ribbon Hopf algebra over an algebraically closed field $\mathbb{k}$ of characteristic zero, we can use the integral and cointegral of $H$ to construct a coalgebra structure on $F$ that turns it into a Frobenius algebra. To this end we work in the category $H$-Bimod, which is braided equivalent to $(H$-$\text{Mod})^{\text{rev}} \otimes H$-$\text{Mod}$. In fact, the so-obtained Frobenius algebra $F \equiv F$ is in addition symmetric and commutative. Note that we do not assume $H$ to be semisimple, and accordingly $H$-$\text{mod}$ is not necessarily semisimple. We will show that $F$ is special iff $H$ is semisimple. More generally, we obtain a family $\{F_\omega\}$ of symmetric commutative Frobenius algebras in $H$-$\text{Bimod}$. They provide candidates for bulk Frobenius algebras of full conformal field theories whose chiral data are described by $H$-$\text{mod}$. We show in section 6.4 that we can asso-
ciate such a bulk Frobenius algebra $F_\omega$ to any ribbon Hopf algebra automorphism $\omega$ of $H$.

### 3.2.3 Classifying algebras

We have argued that in rational CFT the boundary conditions and defect lines have a simple description in terms of the representation theory of boundary Frobenius algebras. Boundary conditions of a CFT in a phase labeled by the boundary Frobenius algebra $A$ are characterized by left $A$-modules, and defect lines separating two phases $A$ and $B$ are characterized by $A$-$B$-bimodules. However, there also exists a different characterization of the irreducible boundary conditions and defect lines in terms of representation theory of an associative algebra over $\mathbb{C}$.

Consider two phases, labeled by simple boundary Frobenius algebras $A$ and $B$, of a CFT. There is a classifying algebra for defects, $D_{A|B}$, which classifies the defect lines separating the two phases \[3\]. As a vector space, $D_{A|B}$ is given by

$$
D_{A|B} = \bigoplus_{p,q \in I} \text{Hom}_{A|A}(U_p \otimes^+ A \otimes^- U_q, A) \otimes_{\mathbb{C}} \text{Hom}_{B|B}(U_p \otimes^+ A \otimes^- U_q, B).
$$

(3.18)

Using the factorization constraints we will derive a product on this space that turns it into a semisimple, commutative, associative unital algebra over $\mathbb{C}$ \[3\]. In fact, $D_{A|B}$ comes with a non-degenerate invariant bilinear form, i.e. $D_{A|B}$ is a Frobenius algebra. The bilinear form is (up to normalization) given by a product of two two-point functions on the sphere, see (5.37). Thus, just like in the case of boundary and bulk Frobenius algebras, the Frobenius property follows from the non-degeneracy of a two-point function. The important property of $D_{A|B}$ is that the irreducible representations of $D_{A|B}$ are in bijection with the elementary defect conditions, and the representation matrices (which are all one-dimensional) are exactly the defect transmission coefficients discussed in section \[1.3\] see (1.14). In this sense, $D_{A|B}$ classifies the $A$-$B$-defect lines of the theory. We will return to the algebra $D_{A|B}$ in chapter \[5\].

There is also a classifying algebra for boundary conditions \[2\], denoted by $\mathcal{A}$. As a vector space, the classifying algebra for boundary conditions of a CFT in phase $A$ is

$$
\mathcal{A} = \bigoplus_{p \in I} \text{Hom}_{A|A}(U_p \otimes^+ A \otimes^- U_p, A).
$$

(3.19)

Since any left $A$-module is trivially also a right $1$-module, the categories of $A$-modules and $A$-$1$-bimodules are equivalent. As a consequence, $\mathcal{A}$ is isomorphic to the classifying algebra $D_{A|1}$ of $A$-$1$-defects. Indeed, after an appropriate choice of basis, the structure constants of $D_{A|1}$ coincide with the ones of $\mathcal{A}$.
see [3, Section 2]. In particular, all the properties of $\mathcal{D}_{A,B}$ are inherited by $\mathcal{A}$. Thus, $\mathcal{A}$ is a semisimple commutative Frobenius algebra over $\mathbb{C}$.

The irreducible representations of $\mathcal{A}$ are in bijection with the elementary boundary conditions. The representation matrices are the reflection coefficients, which can be collected in what one calls boundary states. A reflection coefficient $b_{N}^{\gamma \bar{\gamma}}$ is (up to a factor $\dim(N)$) the single structure constant of the expansion, in the one-dimensional space of conformal blocks, of the correlator a disc with boundary condition $N$ and a single bulk field $\phi_{\gamma}^{\bar{\gamma}}$ inserted. The boundary states contain essential physical information regarding boundary conditions such as ground state degeneracies [10] and Ramond-Ramond charges of string compactifications [16]. In addition, the annulus coefficients, i.e. the coefficients $A_{k,M}^{N}$ appearing in the decomposition (3.3) of the annulus partition function, can be expanded in terms of the invariant bilinear form of $\mathcal{A}$ and the reflection coefficients $b_{N}^{\gamma \bar{\gamma}}$:

$$A_{k,M}^{N} = \frac{\dim(M) \dim(N) S_{0,0}^{k,0}}{\dim(A)} \sum_{q \in I} S_{k,q}^{0,0} \sum_{\gamma,\delta=1}^{(\omega^{-1})_{q\delta,q\gamma}} b_{N}^{q,\gamma} b_{M}^{\delta,\bar{\gamma}}.$$  (3.20)

where the numbers $(\omega^{-1})_{q\delta,q\gamma}$ are the elements of the inverse of the $\dim(A) \times \dim(A)$-matrix $\omega$ that implements the non-degenerate bilinear form on $\mathcal{A}$.

Remark 3.3. We conclude the discussion of classifying algebras by mentioning that the classifying algebra for boundary conditions can be obtained from a generalization of the coend $L$. Consider the functor

$$F_{\mathcal{A}} = \gamma^\vee \otimes^+ A \otimes^- : \mathcal{C}^{\text{op}} \times \mathcal{C} \to \mathcal{C}_{A|A},$$  (3.21)

acting on objects as

$$X \times Y \mapsto X^\vee \otimes^+ A \otimes^- Y,$$  (3.22)

and on morphisms as

$$f \times g \mapsto f^\vee \otimes \text{id}_{A} \otimes g.$$  (3.23)

Denote by $H_{\mathcal{A}}$, the coend of $F_{\mathcal{A}}$:

$$H_{\mathcal{A}} := \int^{X} F_{\mathcal{A}}(X, X) = \int^{X} X^\vee \otimes^+ A \otimes^- X.$$  (3.24)

Assume that the coequalizer of the right and left actions on $X$ and $Y$ exist for all bimodules $X$ and $Y$ in $\mathcal{C}_{A|A}$. In this case $\mathcal{C}_{A|A}$ is monoidal. Assume further that $X \otimes A Y$ is a retract of $(X \otimes Y, \rho_{X} \otimes \text{id}_{Y}, \text{id}_{X} \otimes \eta_{Y})$, with embedding and restriction morphisms $e_{X\otimes_{A} Y}$ and $r_{X\otimes_{A} Y}$. Finally, we assume that the projectors $p_{X\otimes_{A} Y} := e_{X\otimes_{A} Y}$ and $r_{X\otimes_{A} Y}$ commute with bimodule morphisms and that the left and right unit constraints of the monoidal category $\mathcal{C}_{A|A}$ are given by the
representation morphisms. In fact we need the last two assumptions only for $X$ and $Y$ that are tensor powers of $H_A$.

Under these assumptions, the object $H_A$ can be equipped with the structure of an algebra in $C_{A|A}$. The algebra structure on $H_A$ is generalization\(^2\) of the one on $L$:

$$H_A := X \triangleright Y \triangleright A X Y \triangleright A Y$$

and

$$\eta_{H_A} = i_1.$$  \hspace{1cm} (3.25)

Taking $C$ to be a modular tensor category, $H_A$ is as an object, given by

$$H_A \cong \bigoplus_{i \in I} U_i^+ \otimes^+ A \otimes^+ U_i.$$  \hspace{1cm} (3.26)

All the properties of the category that we assumed above are indeed satisfied for a modular tensor category. Accordingly, for a modular category, $H_A$ is an algebra in $C_{A|A}$. As described in appendix A.2, the product on $H_A$ induces a product on the vector space

$$\text{Hom}_{A|A}(A, H_A) \cong \sum_{i \in I} \text{Hom}_{A|A}(A, U_i \otimes^+ A \otimes^+ U_i).$$  \hspace{1cm} (3.27)

Note that $\text{Hom}_{A|A}(A, H_A)$ is isomorphic, as a vector space, to the classifying algebra for boundary condition $A$, given in (3.19). In fact, this isomorphism extends to an isomorphism of algebras: One can check that with a suitable choice of basis for $\text{Hom}_{A|A}(A, H_A)$, the structure constants that endow $\text{Hom}_{A|A}(A, H_A)$ with an algebra structure coincide with the ones of the classifying algebra.

### 3.3 Hopf algebras

Hopf algebras play a fundamental role in physics. To mention a couple of standard examples, Hopf algebras appear in connection with representations of finite groups and of Lie algebras. When dealing with representations of a finite group $G$ in physics, one is typically dealing with representations of the group:

\(^2\)To be precise, we generalize a version of $L$, in which we have interchanged over- and under-braiding in the definition of the product.
algebra $A[G]$. Similarly, the representations of a Lie algebra $\mathfrak{g}$ are really to be considered as representations of the enveloping algebra $U(\mathfrak{g})$. The group algebra $A[G]$, as well as the enveloping algebra $U(\mathfrak{g})$, is a Hopf algebra.

In conformal field theory, Hopf algebras have been associated, via what has been termed Kazhdan-Lusztig correspondence, to the logarithmic $(1,p)$-models [30, 80]. The category of representations of the vertex algebra of a $(1,p)$-model is equivalent, as an abelian category, to the category of finite dimensional representations of the restricted quantum group $\overline{U}_q(\mathfrak{sl}_2)$ at $q = e^{2\pi i/p}$. However, the equivalence does not extend to an equivalence of braided categories [64], but there has been attempts to improve the situation, see e.g. [96].

3.3.1 The bulk handle Hopf algebra

In section 2.5 we introduced the notion of a topological field theory in terms of a modular functor, the $tft$-functor. This is a central ingredient in the description of full rational CFT via the TFT-construction. In particular it provides representations of mapping class groups.

Many aspects of modular functors have been generalized by Lyubashenko and others to a much larger class of braided categories, which are not required to be semisimple (see [52] and references therein). In particular one can construct an action of the mapping class group $\text{Map}_{g,n}$ of any closed oriented surface $\Sigma_{g,n}$ of genus $g$ with $n$ holes. For any factorizable finite ribbon category $\mathcal{C}$, i.e. a category that satisfies condition (MOD), described in on page 52 there is an action $\pi_{L,n}^q$ of $\text{Map}_{g,n}$ on a suitable morphism space. This construction uses as a central ingredient the coend $L$, defined in (2.107).

Let $\mathcal{C}$ be a factorizable finite ribbon category. Since $\mathcal{C}$ is a $k$-linear finite (in the sense of Definition 2.21) category, the category $\mathcal{C}^{\text{rev}}\otimes \mathcal{C}$ is $k$-linear finite as well [24 Corollary 3.7]. In addition, the tensor product, the braiding and the sovereign structure on $\mathcal{C}$ can be used to equip $\mathcal{C}^{\text{rev}}\otimes \mathcal{C}$ with the structure of a ribbon category. Thus the coend $K := L_{\mathcal{C}^{\text{rev}}\otimes \mathcal{C}}$ indeed exists in $\mathcal{C}^{\text{rev}}\otimes \mathcal{C}$ and carries the structure of a Hopf algebra in $\mathcal{C}^{\text{rev}}\otimes \mathcal{C}$. This is the bulk handle Hopf algebra:

$$K := L_{\mathcal{C}^{\text{rev}}\otimes \mathcal{C}} = \int X^\vee \otimes X \in \mathcal{C}^{\text{rev}}\otimes \mathcal{C}. \quad (3.28)$$

If in addition, the Hopf pairing of $K$ is non-degenerate, $\mathcal{C}^{\text{rev}}\otimes \mathcal{C}$ is factorizable ribbon as well. In particular, as described in section 2.6.2 we obtain an action of the mapping class group $\text{Map}_{g,n}$ on the space $\text{Hom}(K^{\otimes g}, F^{\otimes n})$, where $F$ is the Cardy bulk Frobenius algebra, for any integers $g,n \geq 0$. In chapter 6 we give a prescription of how to associate a morphism $\mathcal{C}(\Sigma_{g,n})$ in $\text{Hom}(K^{\otimes g}, F^{\otimes n})$ to any surface $\Sigma_{g,n}$, see (6.3). This prescription uses in addition to the structure morphisms of $F$ the action (2.110) of $K$ on $F$. 
In the case $\mathcal{C} = H$-mod we show that the morphism $\mathcal{E}(\Sigma_{g,n})$ is invariant under the projective action $\pi_K \equiv \pi_{K \otimes \theta}^n$ of $\text{Map}_{\Sigma_{g,n}}$ on $\text{Hom}(K \otimes g, F \otimes n)$. In particular, considering the case $g = 1, n = 0$, we obtain a candidate for the torus partition. In the case that $\mathcal{C}$ is modular, the partition function reduces to the charge conjugation modular invariant partition function. Due to the properties just mentioned the morphisms $\mathcal{E}(\Sigma_{g,n})$ qualify as candidates for correlators of bulk fields also in non-semisimple CFT.

In section 6.4 we generalize the considerations by replacing $F$ by the symmetric commutative Frobenius algebra $F_\omega$ associated to a ribbon Hopf algebra automorphism $\omega$. We construct a morphism $\mathcal{E}_\omega(\Sigma_{g,n}) \in \text{Hom}(K \otimes g, F_\omega \otimes n)$ from each symmetric commutative Frobenius algebra $F_\omega$. We will show that the morphism $\mathcal{E}_\omega(\Sigma_{g,n}) \in \text{Hom}(K \otimes g, F_\omega \otimes n)$ is also invariant under the action of the mapping class group of $\Sigma_{g,n}$ for any $g, n \geq 0$. 
4 Rational CFT

In this chapter we describe the relevant details of the TFT-construction of rational CFT and show that the proof in [33] that the correlators of the TFT-construction satisfy the factorization constraints extends also to the situation that the world sheet contains an arbitrary network of topological defect lines. Throughout this chapter, $\mathcal{C}$ denotes a modular tensor category, with ground field $\mathbb{C}$, as defined in section 2.2.

4.1 The TFT-construction

As discussed in the introduction, the calculation of correlation functions of a world sheet $\Sigma^\mathcal{C}$ can be split into two parts, see section 1.2.3. Recall that the second part of the problem amounts to assigning to a surface decorated by data of a modular tensor category a vector in the space of conformal blocks on the double $\hat{\Sigma}^\mathcal{C}$, that satisfies the factorization constraints and mapping class group invariance. For a rational CFT a model independent solution of this problem is provided by the TFT-construction [43, 44, 45, 33, 34, 1].

The two key ingredients of the TFT-construction are the $\mathcal{tft}$-functor, relevant to the chiral theory, and the concept of the double $\hat{\Sigma}^\mathcal{C}$ of a world sheet $\Sigma^\mathcal{C}$, that links the full theory to the chiral. To any world sheet $\Sigma$, the TFT-construction assigns a cobordism $M_\Sigma : \emptyset \to \hat{\Sigma}$, the connecting manifold. Applying the invariant $Z(M_\Sigma) : \mathbb{C} \to \mathcal{H}(\hat{\Sigma})$ to $1 \in \mathbb{C}$, specifies a vector in $\mathcal{H}(\hat{\Sigma})$. This vector is the correlator of the topological world sheet $\Sigma$. By identifying the TFT-space $\mathcal{H}(\hat{\Sigma})$ with the space $\mathcal{B}l(\hat{\Sigma}^\mathcal{C})$ of conformal blocks on $\hat{\Sigma}^\mathcal{C}$, this mechanism also selects a vector in $\mathcal{B}l(\hat{\Sigma}^\mathcal{C})$, which is the correlator of $\Sigma^\mathcal{C}$.

4.1.1 Conformal blocks and the TFT-state space

The TFT-state space $\mathcal{H}(\hat{\Sigma})$, associated to the extended surface $\hat{\Sigma}$ by the $\mathcal{tft}$-functor, and the space $\mathcal{B}l(\hat{\Sigma}^\mathcal{C})$ of conformal blocks of the associated vertex algebra both take a modular tensor category $\mathcal{C}$ as an input. Apart from that, the two spaces are a priori unrelated.

Note that we do not just want to identify $\mathcal{H}(\hat{\Sigma})$ and $\mathcal{B}l(\hat{\Sigma}^\mathcal{C})$ as vector spaces, this would merely be a statement about dimensions. Remember that both
$\text{Bl}(\widehat{\Sigma}^C)$ and $\mathcal{H}(\widehat{\Sigma})$ are equipped with actions of the mapping class group of $\widehat{\Sigma}^C$. The first one comes from a projectively flat connection on the bundle of conformal blocks, whereas the latter comes from the isomorphisms $\text{Eq}$ which are part of the $\text{tft}$-functor. By identifying $\text{Bl}(\widehat{\Sigma}^C)$ and $\mathcal{H}(\widehat{\Sigma})$ we mean first that these two representations are isomorphic. Second, we require that the isomorphism is consistent with cutting and gluing of extended surfaces, i.e. with factorization. It is therefore a non-trivial statement that the two spaces can be identified. In the case of three-dimensional Chern-Simons theory the TFT-state space on a component of the boundary can be thought of as the space of conformal blocks of the corresponding WZW-model, $[104, 41]$.

For general rational theories there are some results at genus zero and genus one: At genus zero, an explicit isomorphism, consistent with the mapping class group representations, between $\mathcal{H}(\widehat{\Sigma})$ and $\text{Bl}(\widehat{\Sigma}^C)$ is constructed in $[43$, Section 5.3.3]. Furthermore, as a consequence of the Verlinde conjecture, which is proved in $[55$, Theorem 5.2], the two spaces $\mathcal{H}(\widehat{\Sigma})$ and $\text{Bl}(\widehat{\Sigma}^C)$ can be identified also in the case $g = 1$ and without insertions. Even though there is no general treatment for $g > 1$, it is generally believed that such an identification is possible at any genus. To be on the safe side we here impose the condition (which is possibly not a restriction) that the vertex operator algebra $\mathcal{V}$ is such that we can identify the two spaces, and refer to $\mathcal{H}(\widehat{\Sigma})$ as the space of conformal blocks. Thus, we define full rational CFT to be a CFT with vertex algebra $\mathcal{V}$ such that:

- The strictification $\mathcal{C}$ of the representation category of the chiral algebra $\mathcal{V}$ is modular.
- The space of conformal blocks $\text{Bl}(\widehat{\Sigma}^C)$ of $\mathcal{V}$ can be identified (in the sense described above) with the TFT-state space $\mathcal{H}(\widehat{\Sigma})$ of the associated topological manifold, at arbitrary genus.

The TFT-construction solves full CFT which is rational in this sense. In particular, in such a theory we are able to restrict to topological world sheets when discussing the algebraic side of full CFT.

### 4.1.2 Decoration of the world sheet

We now describe how to obtain the correlators of such a rational CFT via the $\text{tft}$-functor described in section 2.6. The construction involves many subtleties and technical aspects, which are omitted in the description below. See e.g. $[45$, Section 3-4$]$ for a more complete description or $[33$, Appendix B$]$ for a shorter summary of the TFT-construction. The following description should be considered as a recipe for how to cook up the connecting manifold of a world sheet $\Sigma$. For the considerations in this thesis we only need oriented world
sheets. For this reason, we restrict to orientable world sheets in the description below. In fact, we even implicitly assume that $\Sigma$ is oriented. However, the constructions for the non-orientable case is similar, see [45] for details.

Consider a topological oriented world sheet $\Sigma$, with field insertions and possibly with non-empty boundary and a network of finitely many defect lines. We will only consider trivalent network vertices of defect lines. Since defect lines can be fused this is not a restriction, see Remark 4.1 (i) below.

Remember that phases of a full CFT are separated by defect lines. As was explained in section 3.2.1, each phase is labeled by a boundary Frobenius algebra, i.e. a symmetric special Frobenius algebra $A$ in $\mathcal{C}$. Each boundary segment is labeled by a module over $A$, and each defect line by an $A$-bimodule, where $A$ and $B$ are the labels of the adjacent phases. The fusion product of two defects, labeled by an $A$-$B$-defect $X$ and a $B$-$C$-defect $Y$, is labeled by $X \otimes_B Y$, c.f. (2.45). Analogously, a fusion product between an $A$-$B$ defect $X$ and a boundary component labeled by the $B$-module $M$ is labeled by $X \otimes_B M$.

In addition there are fields living in the bulk, on defect lines or on boundary components. The fields are decorated as follows:

- **A bulk field** in phase $A$ is a tuple $\Phi = (U, V, \phi, p, [\gamma], \text{or}_2(p))$. Here $U, V$ are objects in $\mathcal{C}$, $\phi \in \text{Hom}_{A|A}(U \otimes^+ A \otimes^− V, A)$, $p \in \Sigma \setminus \partial \Sigma$ is the point where the field is inserted, $[\gamma]$ is an arc germ at $p$ such that $\gamma(0) = p$, and $\text{or}_2(p)$ is the orientation of $\Sigma$ in a neighborhood around $p$.

- **A defect field** changing an $A$-$B$ defect $Y$ to the $A$-$B$ defect $X$ is a tuple $\Phi = (X, Y, U, V, \phi, p, [\gamma], \text{or}_2(p))$. Here $U$ and $V$ are objects in $\mathcal{C}$, $X$ and $Y$ are $A$-$B$-bimodules, $\phi \in \text{Hom}_{A|B}(U \otimes^+ X \otimes^− V, Y)$, $p \in \Sigma$ is the point on the defect line where the field is inserted, $[\gamma]$ is an arc germ at $p$, and $\text{or}_2(p)$ is the orientation of $\Sigma$ in a neighborhood around $p$.

Recall that a bulk field can be considered as a defect field on the invisible defect, and that a defect field changing the defect condition to or from the trivial defect is called a disorder field.

- **A boundary field** in phase $A$ is a tuple $\Psi = (M, N, V, \psi, p, [\gamma])$. Here $M$ and $N$ are left $A$-modules, $V$ is an object in $\mathcal{C}$, $\psi \in \text{Hom}_A(M \otimes V, N)$, $p \in \partial \Sigma$ is the insertion point of the boundary field and $[\gamma]$ is an arc germ at $p$ such that $\gamma$ is aligned to $\partial \Sigma$ at $p$. A boundary field of this type changes the boundary condition from $N$ to $M$.

Here, $U \otimes^+ X \otimes^− V$ is the bimodule with actions given in (2.45).

For an orientable world sheet we can fix the orientation of the entire world sheet once and for all. Thus the datum of orientation at insertion points of bulk- and defect fields is somewhat superfluous when dealing with orientable
world sheets. The arc germ at $p \in \Sigma$ can be thought of as a remnant of the local coordinates around $p$ in the world sheet $\Sigma^C$ from which we obtain the topological world sheet $\Sigma$, c.f. [15, Section 5.3.1].

Due to semisimplicity, it is enough to take the objects in $\mathcal{C}$ that label field insertions to be simple. For $A$-$A$-defects $X$ and $Y$ we fix once and for all a basis

$$\{ \phi^\alpha_{pq} | p, q \in \mathcal{I}, \alpha = 1, 2, ..., \dim(H_{p,q}^{X,Y}) \}$$

for the space

$$H_{p,q}^{X,Y} := \text{Hom}_{A|A}(U_p \otimes^+ X \otimes^+ U_q, Y).$$

The space $H_{p,q}^{X,Y}$ is the space of defect fields, with chiral labels $p$ and $q$, changing the defect condition from $Y$ to $X$. We will also need a basis of the space dual to

$$\{ \bar{\phi}^\alpha_{pq} | p, q \in \mathcal{I}, \alpha = 1, 2, ..., \dim(H_{p,q}^{X,Y}) \}.$$

We will abbreviate

$$\phi^\alpha_{pq} \equiv \alpha \quad \text{and} \quad \bar{\phi}^\alpha_{pq} \equiv \bar{\alpha}$$

whenever the labels $p, q$ can be read of from the context. The two bases are dual in the sense that

$$\text{Tr}(\phi^\alpha_{pq} \circ \bar{\phi}^\beta_{pq}) = \delta_{\alpha,\beta} \dim(Y).$$

Such dual bases exist due to a non-degenerate pairing of the spaces $\text{Hom}_{A|A}(U_p \otimes^+ X \otimes^+ U_q, Y)$ and $\text{Hom}_{A|A}(Y, U_p \otimes^+ X \otimes^+ U_q)$. The existence of such a pairing, in turn, follows from the following arguments: Due to semisimplicity of $\mathcal{C}$ there exists a non-degenerate pairing of the spaces $\text{Hom}(U_p \otimes X \otimes U_q, Y)$ and $\text{Hom}(Y, U_p \otimes X \otimes U_q)$. We may chose bases of those spaces in such a way that the pairing is mapping a pair of basis elements $\psi^\alpha_{pq} \in \text{Hom}(U_p \otimes X \otimes U_q, Y)$ and $\bar{\psi}^\beta_{pq} \in \text{Hom}(Y, U_p \otimes X \otimes U_q)$ to

$$\text{Tr}(\psi^\alpha_{pq} \circ \bar{\psi}^\beta_{pq}) = \delta_{\alpha,\beta} \dim(Y).$$

Taking $\psi^\alpha_{pq} \in \text{Hom}_{A|A}(U_p \otimes^+ X \otimes^+ U_q, Y)$ one shows, by using that $A$ is symmetric Frobenius together with the representation properties, that this pairing restricts to a pairing between $\text{Hom}_{A|A}(U_p \otimes^+ X \otimes^+ U_q, Y)$ and $\text{Hom}_{A|A}(Y, U_p \otimes^+ X \otimes^+ U_q)$. (The calculation is an obvious generalization of eq. (C.16) in [33].) Analogously, taking $\bar{\psi}^\beta_{pq} \in \text{Hom}_{A|A}(Y, U_p \otimes^+ X \otimes^+ U_q)$, the non-degenerate pairing $\text{Tr}(\psi^\alpha_{pq} \circ \bar{\psi}^\beta_{pq})$ again restricts to a pairing between $\text{Hom}_{A|A}(U_p \otimes^+ X \otimes^+ U_q, Y)$ and $\text{Hom}_{A|A}(Y, U_p \otimes^+ X \otimes^+ U_q)$.
4.1.3 The connecting manifold

We are now in a position to describe the connecting manifold $M_\Sigma$ of an oriented world sheet. As a three-manifold, $M_\Sigma$ is constructed from an interval bundle $\Sigma \times [-1, 1]$ over the world sheet by pairwise identifying points over the boundary:

$$M_\Sigma = \Sigma \times [-1, 1] \mathbin{\big/} \sim ,$$

(4.7)

where

$$(x, t) \sim (x, -t) \forall x \in \partial \Sigma \quad \text{and} \quad \forall t \in [-1, 1].$$

(4.8)

Thus, the connecting manifold is obtained by “filling out” the double $\hat{\Sigma}$ of $\Sigma$ to a three-manifold. By construction there is an embedding $\iota: \Sigma \hookrightarrow M_\Sigma$ of the world sheet in $M_\Sigma$ as the set of points $(p, 0) \in \Sigma \times [-1, 1]$. Note that the boundary of the connecting manifold is the double of the world sheet,

$$\partial M_\Sigma = \hat{\Sigma}.$$  

(4.9)

The double is orientable. We fix once and for all the orientation by the inward pointing normal. There is an interval $p \times [-1, 1]$ connecting the two points on the double $p'$ and $p''$ over each point $p$ in the interior of the world sheet. We refer to this interval as the connecting interval. A point $p$ on the boundary of the world sheet gives rise to a single point $p'$ on the double and a connecting interval $[0, 1]$ stretching from $p$ to $p'$. When a point in the interior is moved to the boundary, the two halves of the connecting interval merge into an interval connecting the point $p \in \partial \Sigma$ with the corresponding point $p' \in \hat{\Sigma}$. All of this is illustrated in the following picture of the connecting manifold of a disc:

Here, the thicker lines are examples of connecting intervals over the points $p_1$, in the interior of the world sheet $\Sigma$, and $p_2 \in \partial \Sigma$. 

(4.10)
The double as an extended surface

Part of the data of the field insertions are lifted to the double. Each defect field \((X, Y, U, V, \phi, p, \gamma, \text{or}_2(p))\) gives rise to two marked points, \(p'\) and \(p''\), on the double, one of them in a neighborhood with orientation coinciding with the one around \(p\), and the other one in a neighborhood with opposite orientation. The one in a neighborhood with orientation \(\text{or}_2(p)\) gets labeled by the object \(U\) and the other one by \(V\). The arc germ \([\gamma]\) induces arc germs at the two marked points \(p', p'' \in \hat{\Sigma}\), and for each marked point, the datum \(\varepsilon\) is taken to be \(\varepsilon = -1\). Thus, a ribbon ending on the boundary always has core orientation pointing away from the boundary. Since we may think of a bulk field as a special kind of defect field the data of a bulk field are lifted in the same way. The data of boundary fields are lifted to the single point over the insertion on the double in the obvious analogous fashion. Finally, in order to turn the double into an extended surface we make the canonical choice of lagrangian subspace described in Remark 2.18 (ii).

The ribbon graph in \(M_\Sigma\)

Let us now describe how to construct the ribbon graph embedded in \(M_\Sigma\). First we choose a dual triangulation of the world sheet. This involves decorating the world sheet such that there is a line running along each defect line and along each boundary component. We require that every vertex is trivalent and every field insertion lies on an edge of the triangulation and that vertices of the dual triangulation coincide with the network vertices, i.e. vertices at which three defect lines are joined. Note that to fulfill the last requirement, it may be necessary to include some invisible defect lines.

The dual triangulation is then covered by ribbons and coupons. First we place a ribbon on each edge of the triangulation of the embedded world sheet as follows:

- On a defect line we place a ribbon labeled by the bimodule describing the corresponding defect or condition. Analogously, on a boundary segment we place a ribbon labeled by the left module describing the corresponding boundary condition. Each ribbon is embedded with core orientation opposite to the one of the corresponding defect line or boundary condition.

- On any other edge of the dual triangulation we place a ribbon labeled by a trivial defect condition, i.e. the boundary Frobenius algebra that labels the adjacent regions.

All ribbons placed on the dual triangulation are embedded with two-orientation
opposite to the one of the world sheet. I.e., using the terminology of Remark 2.18 (i), the ribbons are embedded with the black side facing up.

In addition we place coupons on field insertions. The coupon at a defect field changing the defect condition from $Y$ to $X$ is labeled by the morphism labeling the defect field, i.e. a morphism $\phi$ in $\text{Hom}_{\mathcal{A}\mathcal{B}}(U \otimes X \otimes \bar{V}, Y)$. The order of $X$ and $Y$ is reversed in the morphism since ribbons are embedded with core orientation opposite to the actual defect. The coupon has three incoming ribbons labeled by $U$, $X$ and $V$ and one outgoing labeled by $Y$. The ones labeled by $X$ and $Y$ are the ones placed on the dual triangulation, whereas the ones labeled by $U$ and $V$ are taken to end on the marked points over the insertion point. We illustrate the ribbon graph in a region around a defect field in the following picture:

Again this description covers also the bulk field case. The coupon at a boundary field is labeled by the morphism labeling the boundary field and the ribbons are joined with the rest of the ribbon graph in the obvious analogous fashion.

In order complete the description of the ribbon graph we need to describe how to join the ribbons at trivalent vertices. At trivalent vertices for which at least one edge is labeled by a boundary Frobenius algebra we join ribbons by coupons labeled as follows:

- At each vertex joining three ribbons labeled by a boundary Frobenius algebra the coupon is labeled by the product or coproduct of that algebra.
- At each vertex such that there is a ribbon labeled by a boundary Frobenius algebra ending on a defect line or boundary component the coupon is labeled by the corresponding representation morphism.

1In (4.11) the ribbon graph around the coupon labeled by $\phi$ is rotated by an angle $\pi$ in such a way that it shows its white side. This emphasizes that when this piece of ribbon graph is projected to $\mathbb{R}^2$, as described in section 2.5.2 it is interpreted as the morphism $\phi$. 
In order for this convention to make sense we have to be able to reverse the core orientation of a ribbon labeled by a boundary Frobenius algebra. The conventions listed above may give rise to an edge of the triangulation at which two parts of ribbons labeled by some boundary Frobenius algebra $A$ meet with core-orientation pointing towards or away from each other. Whenever this happens, we join them by a coupon labeled by $\eta \circ m$ or by $\Delta \circ \varepsilon$. The corresponding pieces of ribbon graphs looks as follows:

\[
\text{or}
\]

Finally, consider a network vertex joining three ribbons labeled by an $A$-$B$-bimodule $X$ and a $B$-$C$-bimodule $Y$ with core-orientation pointing towards the vertex, and an $A$-$C$-bimodule $Z$ with core-orientation pointing away from the vertex. On this vertex we place a coupon as in the following picture:

\[
\text{or}
\]

The coupon is labeled by a morphism

\[
\kappa \in \text{Hom}^P_{A|C}(X \otimes Y, Z) .
\]

Here $\text{Hom}^P_{A|C}(X \otimes Y, Z) \subseteq \text{Hom}_{A|C}(X \otimes Y, Z)$ is the space of morphisms $f \in \text{Hom}_{A|C}(X \otimes Y, Z)$ that satisfy

\[
\kappa \circ P_{X,Y} = f ,
\]

where $P_{X,Y} \in \text{End}(X \otimes Y)$ is the projector, defined in (2.48), whose image is $X \otimes_B Y$.

Any vertex such that the core orientations of ribbons are not exactly as described above can be described analogously by using that reversing the orientation of a ribbon corresponds to exchanging the label of that ribbon by its dual, c.f. section 2.5.1 (see picture (2.87)). If, e.g. the ribbon labeled by $Y$ have core orientation pointing away from the vertex, we label the vertex by a morphism in $\text{Hom}^P_{A|C}(X \otimes Y^\vee, Z)$ instead.

In fact, it is natural to label a vertex with one ingoing defect labeled by an $A$-$C$-bimodule $X$ and two outgoing defects labeled by an $A$-$B$-bimodule $Y$ and a $B$-$C$-bimodule $Z$ by a morphism

\[
\kappa \in \text{Hom}^P_{A|C}(X, Y \otimes Z) ,
\]
with \( \text{Hom}_{A|C}^P(X, Y \otimes Z) \) defined, analogously to \( \text{Hom}_{A|C}^P(X \otimes Y, Z) \), by the property that \( f \in \text{Hom}_{A|C}^P(X, Y \otimes Z) \) iff
\[
P_{X,Y} \circ f = f. \tag{4.17}
\]

It is straightforward to show that if \( \kappa \in \text{Hom}_{A|C}^P(X, Y \otimes Z) \), then the morphism
\[
\kappa' := (\text{id}_Y \otimes \tilde{d}_Z) \circ (\kappa \otimes \text{id}_{Z^\vee})
\]
is an element in \( \text{Hom}_{A|C}^P(X \otimes Z^\vee, Y) \).

**Remark 4.1.** (i) As already mentioned, we will consider an \( n \)-valent network vertex of defects as an equivalent network vertex being a composition of several trivalent ones by fusing defects with each other as in the following picture
\[
\begin{array}{c}
\text{←} \quad \text{→}
\end{array}
\]

For brevity we will sometimes say that there is an \( n \)-valent vertex labeled by some morphism \( f \). By this we mean that \( f \) is a suitable composition of morphisms labeling the trivalent vertices that together constitute the \( n \)-valent network vertex.

(ii) In \cite{1} a slightly different decoration of the world sheet is used, see \cite{1, Definition 3.1}. One way in which that description differs from the present one is that instead of a dual triangulation we require only a cell-decomposition of the world sheet. This is useful for proving some of the statements in \cite{1}, e.g. it takes care of the issues mentioned in part (i) of this remark. However, here we will not present those proofs in detail, and accordingly we omit that description in favor of the slightly more transparent one given above.

This completes the description of the construction of the connecting manifold
\[
M_{\Sigma} : \emptyset \rightarrow \hat{\Sigma}. \tag{4.19}
\]

By applying the \( \mathfrak{t}\mathfrak{f}\mathfrak{t} \)-functor we obtain a linear map
\[
\mathfrak{t}\mathfrak{f}\mathfrak{t}(M_{\Sigma}) = Z(M_{\Sigma}) : \mathbb{C} \rightarrow \mathcal{H}(\hat{\Sigma}). \tag{4.20}
\]

The correlator \( \text{Cor}(\Sigma) \) of the world sheet \( \Sigma \) is obtained by applying this map to \( 1 \in \mathbb{C} \):
\[
\text{Cor}(\Sigma) = Z(M_{\Sigma}) \cdot 1 \equiv Z(M_{\Sigma}). \tag{4.21}
\]

Here and below, by a slight abuse of notation, we suppress applying \( Z(M_{\Sigma}) \) to \( 1 \in \mathbb{C} \). This procedure defines a vector in the space of conformal blocks on...
the double $\hat{\Sigma}$. It has been proven that the collection of vectors $\text{Cor}(\Sigma)$, for all world sheets $\Sigma$, satisfy the factorization constraints and invariance under the action of the mapping class group provided by the tft-functor. This is proved in [33] for world sheets without defects, and is generalized to oriented world sheets with an arbitrary network of defect lines in [1]. Section 4.2 summarizes the proof that the vectors $\text{Cor}(\Sigma)$ indeed satisfy the consistency conditions just mentioned.

4.1.4 Structure constants

Below we will be interested in calculating the structure constants, i.e. the expansion coefficients in a basis of the space of conformal blocks on the double:

$$\text{Cor}(\Sigma) = \sum_i c_i b_i ,$$

(4.22)

where $\{b_i\}$ is basis for $\mathcal{H}(\hat{\Sigma})$. We will realize each $b_i$ as the invariant $Z(M_{b_i})$ of some cobordism $M_{b_i} : \emptyset \to \hat{\Sigma}$. Analogously there is a dual basis $\{b^*_i\}$ satisfying $b^*_i(b_j) = \delta_{i,j}$, obtained as invariants of cobordisms $M^*_{b_i} : \hat{\Sigma} \to \emptyset$. Thus, the structure constants in (4.22), obtained in a standard manner by composing both sides with an element of the dual basis, can be written as

$$c_i = Z(M^*_{b_i})Z(M_{\Sigma}) = Z(M^*_{b_i} \circ M_{\Sigma}) .$$

(4.23)

This is a ribbon graph in a closed three-manifold. Consider a closed three-manifold $\mathcal{M}$ with a ribbon graph contained in a contractible region. By projecting the ribbon graph in a non-singular manner, as described in section 2.5.2 to $\mathbb{R}^2$ we obtain a morphism $f$, that is an endomorphism of the tensor unit of $\mathcal{C}$. Since $\text{End}(1) = \mathbb{C}$, $f$ is given by a complex number $w_f$. Thus, the invariant of $\mathcal{M}$ is given by:

$$Z(\mathcal{M}) := Z(\mathcal{M}_0) w_f ,$$

(4.24)

where $\mathcal{M}_0$ is the manifold $\mathcal{M}$ with an empty ribbon graph. Of particular interest to us are the following two cases:

$$Z(S^2 \times S^1) = 1 \quad \text{and} \quad Z(S^3) = S_{0,0} .$$

(4.25)

n-point blocks on the sphere

Consider the two-sphere $S^2$ with $n$ marked points, labeled by objects $U_1, \ldots, U_n$. Denote by $B(U_1, \ldots U_n)$ the corresponding space of conformal blocks. A basis for $B(U_1, \ldots U_n)$ with every $U_p = U_{i_p}$ simple is given by (see e.g. [12 Chapter 4.4])

$$B[i_1, \ldots, i_n]_{p_1 \ldots p_{n-3}, \beta_1 \ldots \beta_{n-2}} := Z(\hat{B}(i_1, \ldots, i_n)_{p_1 \ldots p_{n-3}, \beta_1 \ldots \beta_{n-2}}) ,$$

(4.26)
where $\hat{B}(i_1, \ldots, i_n)_{p_1 \ldots p_{n-3}, \beta_1 \ldots \beta_{n-2}}$ is the following ribbon graph in a full three-ball $B^3$:

\[
\hat{B}(i_1, i_2, \ldots, i_n)_{p_1 p_2 \ldots p_{n-3}, \beta_1 \beta_2 \ldots \beta_{n-2}} := \begin{array}{c}
\includegraphics[width=0.8\textwidth]{ribbon_graph.png}
\end{array}
\]  

(4.27)

Here $p_1, \ldots p_{n-3} \in \mathcal{I}$ and $\beta_s$, with $s = 1, \ldots, n - 2$, labels the basis depicted in (2.22) of $\text{Hom}(U_{p_s} \otimes U_{i_{s+1}}, U_{p_{s-1}})$, where we identify $p_0 \equiv i_1$ and $p_{n-2} \equiv i_n$. The dual basis is obtained as the invariants

\[
B^*[i_1, \ldots, i_n]_{p_1 \ldots p_{n-3}, \bar{\beta}_1 \ldots \bar{\beta}_{n-2}} := \frac{1}{S_{0,0}} Z(\hat{B}^*[i_1, \ldots, i_n]_{p_1 \ldots p_{n-3}, \beta_1 \ldots \beta_{n-2}})
\]  

(4.28)

of the ribbon graph

\[
\hat{B}^*[i_1, i_2, \ldots, i_n]_{p_1 p_2 \ldots p_{n-3}, \bar{\beta}_1 \beta_2 \ldots \beta_{n-2}} := \begin{array}{c}
\includegraphics[width=0.8\textwidth]{ribbon_graph_dual.png}
\end{array}
\]  

(4.29)

in $B^3$. Here $p_1, \ldots p_{n-3} \in \mathcal{I}$ and $\bar{\beta}_s$ labels the basis depicted in (2.22) that is dual to the one used in (4.27). That (4.26) and (4.28) are dual follows from duality of the bases (2.22) of each space $\text{Hom}(U_{p_s} \otimes U_{i_{s+1}}, U_{p_{s-1}})$ and its dual, and that the invariant $Z(S^3)$ of empty $S^3$ equals $S_{0,0}$. 


Conformal blocks on the torus  A basis for the space of conformal blocks on the torus is given by \( \{|\chi_i; T^2\}| i \in I \), where \( |\chi_i; T^2\rangle \) is the invariant of a full torus \( \mathcal{M}_{T,i} \) with a single annular ribbon, labeled by \( U_i \), running along the non-contractible standard cycle of the full torus. Thus
\[
|\chi_i; T^2\rangle = Z(\mathcal{M}_{T,i}), \tag{4.30}
\]
with \( \mathcal{M}_{T,i} \) given by
\[
\mathcal{M}_{T,i} := \begin{array}{c}
\includegraphics[width=0.2\textwidth]{torus_diagram}
\end{array}
\tag{4.31}
\]
considered as a cobordism from the empty set to \( T^2 \), i.e. in (4.30) top and bottom are identified. The dual basis is spanned by invariants of similar full tori with opposite orientation of the boundary, see [43, eq. (5.18)].

4.1.5 The defect two-point function
As an illustration and as preparation for the proof of bulk factorization we calculate the structure constants of the defect two-point function. Denote by \( S^2_{X; pq, \alpha \beta} \) the world sheet which is a two-sphere with a defect line, labeled by \( X \), running from the disorder field \( \Theta^X_{pq, \alpha} \) to the disorder field \( \tilde{\Theta}^X_{pq, \beta} \). The world sheet \( S^2_{X; pq, \alpha \beta} \) is displayed in the following picture:
\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{sphere_diagram}
\end{array}
\tag{4.32}
Following the recipe in section 4.1.3, the connecting manifold of $S^2_{X:pq,\alpha\beta}$ is given by

\[
\mathcal{M}^{S^2;X}_{pq,\alpha\beta} =
\]

Here each vertical rectangle represents a two-sphere. The top and bottom rectangle represent the two components of the boundary of the double of $S^2_{X:pq,\alpha\beta}$, while the shaded rectangle represents the world sheet $S^2_{X:pq,\alpha\beta}$.

The correlator, given by $\text{Cor}(S^2_{X:pq,\alpha\beta}) := Z(\mathcal{M}^{S^2;X}_{pq,\alpha\beta})$, is an element in the space of conformal blocks on the double of the 2-holed sphere, that is in the tensor product of two conformal blocks of the type \((4.26)\) with $n = 2$:

\[
\text{Cor}(S^2_{X:pq,\alpha\beta}) \in B(U_p, U_p^\bullet) \otimes B^-(U_q, U_q^\bullet).
\]  

(4.34)

Here $B(U_p, U_p^\bullet)$ is the space of blocks on the sphere oriented by the outward pointing normal, whereas $B^-(U_q, U_q^\bullet)$ is the space of blocks on the sphere oriented by the inward pointing normal. The space of conformal blocks on a sphere with two marked points, labeled by simple objects, is zero unless the two points are related by charge conjugation, in which case it is one-dimensional. This is the reason why we only consider pairs of fields with chiral labels related by charge conjugation in any two point function on the sphere. Using the basis in \((4.34)\) of 2-point blocks on the sphere, the structure constants of $\text{Cor}(S^2_{X:pq,\alpha\beta})$ are obtained by gluing two copies of \((4.29)\) with $n = 2$ to the manifold \((4.33)\). Thus, we have

\[
\text{Cor}(S^2_{X:pq,\alpha\beta}) = (\epsilon^{\text{ref}}_{X:pq})_{\alpha\beta} B[p, p^\bullet] \otimes B^-[q, q^\bullet],
\]  

(4.35)
with

\[
(c_{\text{def}}^{X,pq})_{\alpha,\beta} = \frac{1}{S_{0,0}}
\]  

(4.36)

Here, the factor \(1/S_{0,0}\) is a consequence of the normalization (4.28) and the invariant of empty \(S^3\). To arrive at (4.36) we have, after projecting the ribbon graph to \(\mathbb{R}^2\), used that \(A\) is special and symmetric and that \(\phi_\alpha\) and \(\phi_\beta\) are bimodule morphisms. The defect two point function, and in particular the matrix \(c_{\text{def}}^{pq}\) consisting of structure constants of the defect two-point function with chiral labels \(p, q\), will play a central role when we discuss factorization.

### 4.1.6 Equivalences of world sheets

There are many world sheets whose decorations differ slightly, but which still have the same correlator. We will say that two world sheets \(\Sigma\) and \(\Sigma'\) with the same underlying surface \(\Sigma\) are equivalent iff

\[
\text{Cor}(\Sigma) = \text{Cor}(\Sigma') .
\]  

(4.37)

Below we will describe some important equivalences of world sheets, see [1, Section 3.2] for some more details.

**Intrinsic equivalence**

Recall from section 4.1.3 that, when constructing the correlator, network vertices such that at least one edge is labeled by a trivial defect are labeled by structure morphisms of boundary Frobenius algebras and their (bi-)modules. Two world sheets \(\Sigma\) and \(\Sigma'\) are intrinsically equivalent if \(\Sigma = \Sigma'\) and the dual triangulations differ only in the edges labeled by trivial bimodules and the network vertices involving at least one boundary Frobenius algebra. The physical interpretation of this statement is that any modification of a world sheet involving only trivial defects leaves the correlators invariant. The key ingredient in the proof of intrinsic equivalence is the following lemma, see [1, Lemma A.1 and A.2]:
Lemma 4.2. Let \( A \) be a special symmetric Frobenius algebra. Denote by \( A^\varepsilon \), with \( \varepsilon \in \{ \pm 1 \} \), the algebra \( A \) if \( \varepsilon = +1 \), and \( A' \) if \( \varepsilon = -1 \). Consider the space
\[
R := \text{Hom}(A^{\varepsilon_1} \otimes A^{\varepsilon_2} \otimes \cdots \otimes A^{\varepsilon_p}, A^{\varepsilon_1} \otimes A^{\varepsilon_2} \otimes \cdots \otimes A^{\varepsilon_q}),
\]
where \( \varepsilon_i \in \{ \pm 1 \} \). Let \( f \in R \) be a morphism composed of structure morphisms of \( A \) such that when written graphically, \( f \) is a connected graph. There is a unique such morphism and it can be written as
\[
f = (g^{\varepsilon_1} \otimes g^{\varepsilon_2} \otimes \cdots \otimes g^{\varepsilon_p}) \circ \psi \circ \varphi \circ (h^{\varepsilon_1} \otimes h^{\varepsilon_2} \otimes \cdots \otimes h^{\varepsilon_q}),
\]
where \( h^{+1} = \text{id}_A \), \( g^{-1} = \Phi \in \text{Hom}(A, A') \), and \( \varphi \) and \( \psi \) the following morphisms:

\[
\varphi := \quad \text{and} \quad \psi :=
\]

Remark 4.3. The notion of intrinsic equivalence used here differs from the one in [1], where intrinsic equivalence only refers to the auxiliary datum of a defect graph used in that paper. Here, intrinsic equivalence is a statement about the world sheets and thus includes the additional requirement \( \Sigma = \Sigma' \), c.f. [1, Lemma 3.4].

Fusion of defect lines

As already mentioned, defect lines may be fused, either with another defect line or with a boundary component. Let us make this concrete in the TFT-construction: Assume that \( \Sigma' \) and \( \Sigma \) coincide outside the two regions \( D \) and \( D' \) displayed in the following picture:

\[
D \quad \quad \quad \quad D'
\]
Here $X$ and $Y$ are $A$-$B$- and $B$-$C$-bimodules, respectively. If the morphisms $e$ and $r$, labeling the two network vertices in $D'$, are the embedding and restriction morphisms in (2.49), the two world sheets are equivalent.

Analogously a defect line labeled by an $A$-$B$-bimodule $X$ may be fused with a boundary component labeled by some left $B$-module $M$. This equivalence is in fact covered by defect fusion, by considering $M$ as an $A$-$1$-defect.

**Removal of internal vertices**

Consider a defect line connecting two network vertices $v$ and $w$ of defect lines. Such a defect line can be removed provided that the remaining defect lines are joined at a single vertex $v'$. To make this statement more concrete, assume that two world sheets $\Sigma$ and $\Sigma'$ coincide outside the following two regions:

The world sheet $\Sigma'$ is equivalent to $\Sigma$ if the vertex $v'$ is labeled by a suitable composition of the two morphisms labeling the vertices $v$ and $w$. Recalling Remark 4.1 this statement is almost a tautology.

Similarly, if a defect line $X$ is joining a defect field and a two-valent network vertex, then there is an equivalent vertex, where the defect line together with the network vertex and defect field is replaced by a single defect field. Again the labeling of the latter is a composition of the morphisms labeling the original configuration.

A boundary component stretching between two network vertices can be removed by completely analogous manipulations.

**Collapsing bubbles**

A defect configuration forming a "defect bubble" involving a single defect field may be replaced by a single defect field. Assume again that $\Sigma$ and $\Sigma'$ coincide
outside the following regions:

Here, $X_1$ and $X_2$ are $A$-$C$-bimodules, $X_{23}$ and $X_{31}$ are $B$-$C$ bimodules and $X_{21}$ is an $A$-$B$ bimodule. Let the vertices in $D$ be labeled by $\kappa_{v_1} \in \text{Hom}_{A|C}^P(X_{21} \otimes_B X_{31}, X_1)$, $\kappa_{v_2} \in \text{Hom}_{A|C}(X_2, X_{21} \otimes_B X_{23})$ and $\phi_{v_3} \in \text{Hom}_{B|C}(U_i \otimes^+ X_{23} \otimes^ - U_j, X_{31})$, respectively. The world sheets are equivalent if $w$ in $D'$ is labeled by the morphism

\[ \phi_w = \]

The morphism $\phi_w$ is the same as the one obtained from the region $D$. Note that $\phi_w \in \text{Hom}_{A|C}(U_i \otimes^+ X_2 \otimes^ - U_j, X_1)$ and is accordingly an adequate morphism to label the defect field at $w$.

There is again an analogous result involving boundaries: Consider the situation that two end-points of a defect without insertions end at trivalent network vertices on the same boundary component, such that at most one boundary field is located in between the two network vertices. In this situation the bubble can be collapsed, giving rise to just a boundary field by arguments analogous to the ones above. This situation is treated analogously as the “defect bubble” case involving only defects by considering the case $C = 1$. 
4.2 Constraints in the TFT-construction

In this section we outline the proofs in [1] that mapping class group invariance and the factorization constraints are satisfied by the correlators, obtained via the TFT-construction, of oriented world sheets containing defects. We will describe bulk factorization in the presence of defects in some detail, since bulk factorization across defect lines will be a crucial ingredient in the next chapter. Boundary factorization across defect lines on the other hand, is not new. It is covered by the results in [33] by using fusion of defect lines with a boundary component. Thus we will only briefly discuss boundary factorization.

4.2.1 Bulk factorization

Bulk factorization associates to a world sheet $\Sigma$ a collection $\{\Sigma'\}$ of world sheets, with topology different from $\Sigma$. The factorization constraints require that the correlator of $\Sigma$ can be written as a linear combination in which we sum over the correlators of the world sheets in $\{\Sigma'\}$. Bulk factorization takes place along a circle $S_{\text{cut}}$, the cutting circle, embedded in a cylindrical region of $\Sigma$. We consider the situation that the circle $S_{\text{cut}}$ is crossed by a single $A$-$A$-defect $X$. By using fusion of defects this situation covers also the case that there is a finite number of defects running parallel to each other and crossing the circle $S_{\text{cut}}$.

Factorization of the world sheet

In order to obtain the world sheets $\Sigma'$ related to $\Sigma$ via factorization we proceed in two steps:

1. Cut $\Sigma$ along $S_{\text{cut}}$. This creates two new circular boundary components.

2. Cut the world sheet $S^2_{X;pq,\alpha\beta}$ of the defect two-point function, displayed in (4.32), along the equator. The so-obtained half-spheres are glued to the circular boundary components created in step 1 such that two-orientations and core orientations of defect lines match.

The procedure is illustrated in the following picture (compare with the picture of $S^2_{X;pq,\alpha\beta}$):
This way a collection \( \{ \Sigma' \} = \{ \Sigma_{pq,\alpha\beta} \} \) of world sheets is obtained. There is one world sheet for each pair \( (\Theta^X_{pq,\alpha}, \tilde{\Theta}^X_{pq,\beta}) \) of disorder fields having non-zero defect two-point function on the sphere. We will refer to the world sheets in the collection \( \{ \Sigma_{pq,\alpha\beta} \} \) as the factorized world sheets.

The gluing homomorphism

Note that \( \Sigma_{pq,\alpha\beta} \) differs from \( \Sigma \) in two respects. Factorization changes the topology of the world sheet and increases the number of marked points. Consequently, the two spaces \( \mathcal{H}(\tilde{\Sigma}) \) and \( \mathcal{H}(\tilde{\Sigma}_{pq,\alpha\beta}) \) of conformal blocks do not coincide. Thus, \( \text{Cor}(\Sigma) \) cannot immediately be expanded in terms of the correlators \( \text{Cor}(\Sigma_{pq,\alpha\beta}) \). However, there is a linear map which we call gluing homomorphism

\[
G_{pq} : \mathcal{H}(\tilde{\Sigma}_{pq}) \rightarrow \mathcal{H}(\tilde{\Sigma})
\]

that relates the two spaces. We will write \( \tilde{\Sigma}_{pq} \equiv \tilde{\Sigma}_{pq,\alpha\beta} \) since the double of \( \Sigma_{pq,\alpha\beta} \), and accordingly the associated space of conformal blocks, does not depend on the multiplicity labels \( \alpha \) and \( \beta \). A gluing homomorphism was obtained already in [33], where factorization across a trivial defect was proven, see [33, eq. (2.49)]. This is the relevant gluing homomorphism also in the case of non-trivial defects. The reason is that what is relevant for the gluing homomorphism is the double of the world sheet, and the double of \( \Sigma_{pq,\alpha\beta} \) indeed coincides with the double of the cut world sheet considered in [33]. However, we will use a slightly different normalization of the gluing homomorphism than the one considered in [33]. The construction of \( G_{pq} \) uses a basis \( \{ \bar{\lambda}^{kk} \} \) of the one-dimensional space \( \text{Hom}(1, U_k \otimes U_k) \) for each \( k \in \mathcal{I} \). We will use

\[
\bar{\lambda}^{kk} = \theta_k R^{(k)\bar{0}}_{(k)\bar{0}} \bar{\lambda}^{kk} = \theta_k^{-1} R^{-\bar{0}(k)\bar{0}}_{\bar{0}(k)} \bar{\lambda}^{kk}
\]

instead of \( \bar{\lambda}^{kk} \), c.f. Remark 2.4 of [1].

The factorization identity

It is easy to see that \( G_{pq}(\text{Cor}(\Sigma_{pq,\alpha\beta})) \) and \( \text{Cor}(\Sigma) \) lie in the same space. In fact, there is [12, Definition 5.1.13(iv)] an isomorphism

\[
\bigoplus_{p,q} G_{pq} : \bigoplus_{p,q} \mathcal{H}(\tilde{\Sigma}_{pq}) \xrightarrow{\cong} \mathcal{H}(\tilde{\Sigma})
\]

of vector spaces. However, this does not guarantee the existence of a factorization identity, since the collection \( \{ \text{Cor}(\Sigma_{pq,\alpha\beta}) \} \) of correlators is far from a basis...
of \( \bigoplus_{p,q} \mathcal{H}(\hat{\Sigma}_{pq}) \). Nonetheless, we have indeed the following statement from [1] about bulk factorization:

**Theorem 4.4.** The correlator \( C(\Sigma) \) for an oriented world sheet \( \Sigma \) can be expressed in terms of the correlators \( C(\Sigma_{pq,\alpha\beta}) \) of the factorized world sheets as

\[
\text{Cor}(\Sigma) = \sum_{p, q \in \mathbb{Z}} \sum_{\alpha \in H_{p,q}^A} \sum_{\beta \in H_{p,\bar{q}}^X} C^{\text{fact};X}_{pq,\alpha\beta} \mathcal{G}_{pq}(\text{Cor}(\Sigma_{pq,\alpha\beta})) ,
\]

(4.49)

with \( C^{\text{fact};X}_{pq,\alpha\beta} \) given by

\[
C^{\text{fact};X}_{pq,\alpha\beta} = \dim(U_p) \dim(U_q) (e_{X,pq}^{\text{def}} - 1)^{\alpha\beta}.
\]

(4.50)

The rest of this subsection is devoted to the proof of Theorem 4.4. The proof follows quite closely the proof in [33] of bulk factorization without defects. Here we will summarize the proof and indicate how the proof in [33] is modified or generalized. However, there are some technicalities, which will also not be discussed in any detail here, see e.g. Lemma A.4 and Lemma A.5 of [1].

### 4.2.2 Proof of bulk factorization

In order to prove the bulk factorization identity (4.49) it is instructive to analyze the action of the gluing homomorphism (4.46) in some more detail. The gluing homomorphism is obtained as the invariant of the gluing cobordism

\[
M_{G^\ell} \equiv M_{G^\ell,pq} \colon \hat{\Sigma}_{pq} \to \hat{\Sigma}.
\]

(4.51)

Thus,

\[
\mathcal{G}_{pq}(\text{Cor}(\Sigma_{pq,\alpha\beta})) = Z(M_{G^\ell} \circ M_{\Sigma_{pq,\alpha\beta}}).
\]

(4.52)

While both are cobordisms from \( \emptyset \) to \( \mathcal{H}(\Sigma) \), the cobordisms \( M_\Sigma \) and \( M_{G^\ell} \circ M_\Sigma \) do not coincide, not even as topological manifolds. However, the discrepancy between the two manifolds, including the ribbon graphs, is entirely confined in a suitably embedded solid torus. Explicitly, \( M_\Sigma \) and \( M_{G^\ell} \circ M_\Sigma \) can be realized as

\[
M_\Sigma = M_{\Sigma,T^2} \circ \tilde{T}_X
\]

(4.53)

and

\[
M_{G^\ell} \circ M_\Sigma = M_{\Sigma,T^2} \circ \tilde{T}_X.
\]

(4.54)

Here

\[
M_{\Sigma,T^2} : T_{X,X} \to \hat{\Sigma}
\]

(4.55)

is a cobordism from \( T_{X,X} \), which is the torus \( T^2 \) with two marked points labeled by \( X \), to the double of the original world sheet. \( \tilde{T}_X \) and \( T_X \) are both cobordisms
from 0 to $T_{X,X}$. However, $\tilde{T}_X$ and $T_X$ differ with respect to the embedded ribbon graph and, informally, by a modular S-transformation of their boundary, see (5.3) and (5.9) of [33] and section 2.2 of [11]. To make the latter statement concrete, consider the mapping cylinder $M_S$ over $T^2$ of a homeomorphism in the class of the S-transformation of $T^2$. Then $T_X$ and $M_S \circ \tilde{T}_X$ differ, apart from in the embedded ribbon graphs, by an orientation preserving homeomorphism that restricts to the identity on $\partial T_X = \partial (M_S \circ \tilde{T}_X)$. Since the derivation of the cobordisms $T_X$ and $\tilde{T}_X = T_{X,pq,\alpha\beta}$ is completely analogous to the derivation of the cobordisms appearing in (5.3) and (5.9) in [33], we omit the derivation here and only give the result:

$$\tilde{T}_{X,pq,\alpha\beta} = \text{Diagram} \quad (4.56)$$

---

In eq. (5.3) and (5.9) of [33], the cobordisms $M_{\Sigma,T^2} \circ T_X$ and $M_{\Sigma,T^2} \circ \tilde{T}_X$ are displayed for the case $X = A$. 
Here, the cobordisms are displayed in "wedge presentation". This means that top and bottom, as well as horizontal white faces, are to be identified, see [33, Section 5.1] for more details. In (4.56), $\alpha$ and $\beta$ label the bases, defined in (4.1), of the spaces $\text{Hom}_{A \mid A}(U_p \otimes^+ A \otimes^- U_q, X)$ and $\text{Hom}_{A \mid A}(U_p \otimes^+ X \otimes^- U_q, A)$ respectively.

Applying the $\mathfrak{t \mathfrak{f} \mathfrak{t}}$-functor to the cobordisms (4.53) and (4.54) we get

$$\text{Cor}(\Sigma) = Z(M_{\Sigma, T^2}) \circ Z(T_X)$$ \hspace{1cm} (4.58)

and

$$G_{pq}(\text{Cor}(\Sigma_{pq, \alpha \beta})) = Z(M_{\Sigma'}) \circ Z(M_{\Sigma'}) = Z(M_{\Sigma, T^2}) \circ Z(\tilde{T}_{X, pq, \alpha \beta}).$$ \hspace{1cm} (4.59)

for the correlators. Thus the factorization identity (4.49) amounts to a relation between the invariant of $T_X$ and the invariants of $\tilde{T}_{X, pq, \alpha \beta}$ for all possible labels of $p, q, \alpha, \beta$. Indeed we have the following result from [1]:

**Proposition 4.5.** The invariant $Z(T_X)$ can be expanded as

$$Z(T_X) = \sum_{p,q \in I} \sum_{\alpha \in H_{p,q}^{A \mid X}} \sum_{\beta \in H_{p,q}^{A \mid A}} C_{pq, \alpha \beta}^\text{fact;X} Z(\tilde{T}_{X, pq, \alpha \beta}),$$ \hspace{1cm} (4.60)

where the coefficients $C_{pq, \alpha \beta}$ are given by

$$C_{pq, \alpha \beta}^\text{fact;X} = \dim(U_p) \dim(U_q) \left(c_{X, pq}^{\text{def}} - 1\right)_{\alpha \beta}.$$ \hspace{1cm} (4.61)
Proof. First observe that $Z(T_X)$ indeed can be expanded in terms of the invariants $Z(\tilde{T}_{X,pq,\alpha\beta})$. Let us motivate this statement. Consider the space $\text{Im}(P)$, where

$$P = Z(P)$$

is the projector obtained as the invariant of the cobordism

$$\mathcal{P} := \ldots$$

In this picture top and bottom as well as front and back are to be identified, i.e. we deal with a cylinder over a torus $T_{X,X} = \partial T_{X} = \partial \tilde{T}_{X,pq,\alpha\beta}$. In particular the two "loose ends" of $A$-ribbons, starting and ending on an $X$-ribbon are to be identified. The proof that $P$ is a projector follows from the representation properties and the fact that $A$ is special symmetric Frobenius. In the case that $X = A$, the proof reduces to the proof of Lemma 5.2 (i) of [33].

Now we make two observations. First, $Z(T_X)$ lies in the space $\text{Im}(P)$. To see that this is the case, first note that the difference between the composition $P \circ T_X$ and $T_X$ is that in $P \circ T_X$ there are two annular $A$-ribbons instead of one ending on each of the two $X$-ribbons. Next, using the representation property and then applying lemma 4.2 it follows that $Z(P \circ T_X)$ is not affected if one of the two annular $A$-ribbons ending on each $X$-ribbon is omitted. This implies that $Z(P \circ T_X) = Z(T_X)$. In the case that $A = X$ this proof reduces to the proof of lemma 5.2 (iii) of [33]. The second observation is that the set

$$B := \{Z(\tilde{T}_{X,pq,\alpha\beta})|p, q \in I, \alpha \in H_{p,q}^{A,X}, \beta \in H_{p,q}^{X,A}\}$$

constitutes a basis of $\text{Im}(P)$. In the situation that $X = A$, this statement reduces to Lemma 5.2 (ii) of [33]. The difference in the present setting is that the ribbons
Here labeled by $X$ are labeled by a boundary Frobenius algebra in [33], but the proof works in the same way. The proof of Lemma 5.2 (ii) of [33] combines results of two types: On the one hand statements in which the ribbons here labeled by $X$ are labeled by an arbitrary object in $C$, and on the other hand results in which they are labeled by an arbitrary $A$-$A$-bimodule. As a consequence we can combine those results in exactly the same way as in [33] to prove that the vectors in (4.64) forms a basis of $\text{Im}(P)$. Since $Z(T_X)$ lies in the space $\text{Im}(P)$, it follows that an expansion of the form (4.60) exists for suitable coefficients.

In order to obtain the values of the coefficients in (4.60) we compose both sides with a basis $B^*$ dual to the one in (4.64). Lemma A.4 of [11] proves that $B^*$ is spanned by the vectors $Z(L_{X}^{p,q,\alpha,\beta})$, with $L_{X}^{p,q,\alpha,\beta}$ the cobordism

$$\mathcal{N}^{-1} \mathcal{L}^{X}_{p,q,\alpha,\beta} := \ldots$$

(4.65)

where $\alpha$ and $\beta$ labels bases defined in (4.3) and $\mathcal{N}$ is the number

$$\mathcal{N} = \frac{(\dim(U_p) \dim(U_q))^2}{\dim(A) \dim(X)}.$$

(4.66)

The proof of this statement is a generalization of the proof of [33, eq. (5.20)]. In particular the proof uses that the basis (4.1), of the space $H_{A,X}^{p,q}$, and the basis (4.3), of the space dual to $H_{p,q}^{A,X}$, satisfy (4.5). Composing both sides of (4.60)
with $Z(J_{pq, \alpha \beta}^X)$ we obtain

\[ N^{-1} C_{pq, \alpha \beta}^{\text{fact}; X} = \]  

\[ \left( \frac{q}{p}, \frac{\alpha}{\beta}, X \right) \]  

Above, the right hand side is regarded as the invariant of a ribbon graph in $S^3$. Using that $\alpha$ labels a bimodule morphism and that $A$ is symmetric special Frobenius and deforming the ribbon graph we get the following morphism in $C$:

\[ C_{pq, \alpha \beta}^{\text{fact}; X} = S_{0,0} N \]  

The factor $S_{0,0}$ arises when evaluating the ribbon graph in $S^3$. The number on the left hand side equals $\dim(U_p) \dim(U_q) \left( e_{X,pq}^{\text{def}; -1} \right)_{\alpha \beta}$, see Lemma A.5 of [33].

Combining Proposition 4.5 with the expressions (4.58) and (4.59) proves Theorem 4.4.

Remark 4.6. Due to our choice of normalization of the gluing homomorphism our result does not directly reproduce the one in [33] for $X = A$. If we instead normalize the gluing homomorphism as in [33] the coefficients $C_{pq, \alpha \beta}^{\text{fact}; X}$ get replaced by

\[ C_{pq, \alpha \beta}^{\text{FFRS}; X} = \theta_p \theta_q^{-1} R_{(p,p)}^0 R_{(q,q)}^{-0} C_{pq, \alpha \beta}^{\text{fact}; X}, \]  

which for $X = A$ reproduces the result in [33], see [1, Remark 2.4].
4.2.3 Boundary factorization

Boundary factorization is performed along a line segment, the cutting interval, embedded in the world sheet in such a way that it connects two boundary components. Boundary factorization in the presence of only trivial defects is treated in [33, Theorem 2.9 & 2.10]. In fact, including non-trivial defects does not add any new features: Consider a strip of a world sheet such that there is a finite number of defect lines running parallel to each other and crossing the cutting interval connecting the two boundary components. Using fusion of defect lines, as described in section 4.1.6, all defects can be fused to the boundary so that we obtain an equivalent world sheet with no defect lines crossing the cutting interval. This is the situation studied in [33]. The procedure is illustrated in the following picture:

Using this equivalence it is straightforward to establish a genuine boundary defect result.

Let $\Sigma$ be of the type displayed to the left in (4.70), but with a single defect line. The role played by the defect two-point function in bulk factorization is in boundary factorization played by the correlator of a disc with two boundary fields and one defect line. Denote by $D = D(M_l, M_r, X, i, \psi_+, \psi_-, r, e)$ the world sheet pictorially given by

\begin{equation}
\text{(4.71)}
\end{equation}
Here the defect line is labeled by the $A$-$B$-bimodule $X$ and the boundary edges are labeled the modules $M_l$, $X \otimes_B M_l$ (twice) and $M_r$, respectively. Two of the vertices are insertion vertices, labeled by $\psi_+ \in \text{Hom}_A((X \otimes_B M_l) \otimes U, M_r)$ and by $\psi_- \in \text{Hom}_A(M_r \otimes U, X \otimes_B M_l)$, respectively, and the other two are labeled by the embedding and restriction morphisms $e \in \text{Hom}_A^P(X \otimes_B M_l, X \otimes M_l)$ and $r \in \text{Hom}_A^P(X \otimes M_l, X \otimes_B M_l)$ appearing in (4.49), respectively. Denoting by $\{\psi_+\}$ and $\{\varphi_\beta\}$ choices of bases of the morphism spaces for the two boundary fields, the structure constants $c_{\text{bdef}}^{bdef}$ of the correlator are defined through

$$C(D) = (c_{\text{bdef}}^{bdef})^{\alpha\beta}_{\beta\alpha} B[p, \bar{p}], \quad (4.72)$$

with $B[p, \bar{p}]$ defined in (4.26).

Boundary factorization amounts to cutting the original world sheet $\Sigma$ along the cutting interval and gluing to the so obtained boundary components the top and bottom halves of $D(M_l, M_r, X, i, \psi_+, \psi_-, r, e)$. This is illustrated in the following picture:

Equation (2.37) of [33] gives the gluing homomorphism $G_b^{\text{bnd}}$ relevant for boundary factorization. Just like in the case of bulk factorization it is not relevant for the gluing homomorphism whether we deal with trivial or non-trivial defects. We can now give the following result for oriented world sheets.
Theorem 4.7. Boundary defect factorization: The correlators of the world sheets $\Sigma$ and $\Sigma_{p,\alpha\beta}$ are related as

$$C(\Sigma) = \sum_{p \in \mathcal{I}} \sum_{\alpha, \beta} \dim(U_p) \left( c^{\text{def}}_{M_1, M_r, X, p} - 1 \right) Q_p^{\text{bnd}}(C(\Sigma_{p, \alpha\beta})).$$

By the procedure illustrated in (4.70) the proof of this statement follows directly from [33, Theorem 2.9].

4.2.4 Bulk factorization in practice

In the next section we will use Theorem 4.4 to derive the classifying algebra for defects. In order to prepare that description we describe here how to actively “perform factorization” on a world sheet. That is, we will explain how to obtain the cobordisms $M_{G_{\ell}} \circ M_{\Sigma_{pq, \alpha\beta}}$ from the connecting manifold of a given world sheet $\Sigma$.

Consider bulk factorization along an embedded circle $S \subset \Sigma$ such that there is exactly one defect line (which may be trivial) labeled by $X$ intersecting the embedding circle $S \subset \Sigma$. The preimage

$$Y_S := \pi_{\Sigma}^{-1}(\iota(S)) \subset M_\Sigma$$

of the canonical projection $\pi_\Sigma$ from $M_\Sigma$ to $\Sigma$ will be relevant. $Y_S$ is the union of all connecting intervals intersecting the image of $S$ under the embedding $\iota: \Sigma \to M_\Sigma$. $Y_S$ is an annulus whose two boundary components lie on $\partial M_\Sigma$, one on each of the two copies of $\Sigma$ on the double with opposite orientation, c.f. (4.7) and (4.10). Next we cut $M_\Sigma$ along the annulus $Y_S$. That is, we remove $Y_S$ from $M_\Sigma$ and take the closure of the so obtained manifold. The result is a manifold with corners $M_\Sigma^{\text{cut}}$ whose boundary contains two copies $Y_1^S$ and $Y_2^S$ of $Y_S$. With the choice of triangulation made above, there is exactly one ribbon ending on each $Y_i^S$. Both of them are labeled by $X$; one has core orientation pointing towards $Y_1^S$, and the other has core orientation pointing away from $Y_2^S$. We will refer to these parts of the boundary as the sticky parts.

Next, consider another manifold with corners, which we refer to as the factorization torus $\mathcal{T}_{\eta, \gamma, \delta}$. The factorization torus is the following full torus with
embedded ribbon graph

\[ \mathcal{G}_{pq;\gamma;\delta}^{A,X} = \]

(4.76)

with top and bottom identified, c.f. (4.56). Here there are ribbons labeled by the $A$-$A$-bimodule $X$ ending at the annular sticky parts $Y_{\gamma}^1$ and $Y_{\gamma}^2$, displayed with a shading in (4.76), of the boundary. The morphisms $\phi_\alpha$ and $\phi_\beta$ label the bases of $H_{p;\bar{q}}^{A,X}$ and $H_{\bar{p};\bar{q}}^{A,X}$ defined in (4.2), respectively. Identifying the sticky parts of $Y_{\gamma}^i$ of $M_{\Sigma}$ with the sticky parts $Y_{\gamma;\beta}^i$ of $\mathcal{G}_{pq;\gamma;\delta}^{A,X}$ for $i = 1, 2$ we obtain the cobordism $\mathcal{M}_{G} \circ \mathcal{M}_{\Sigma_{pq;\alpha;\beta}}$. That this is indeed the case can be verified by comparing with (4.53), (4.54), (4.57) and (4.56) and using the fact that, apart from the embedded ribbon graph, $\mathcal{T}_{X}$ and $\mathcal{T}_{\bar{X}}$ differ by a modular $S$-transformation.

4.2.5 Mapping class group invariance

In [33] it is proved that in the TFT-construction any correlator involving only trivial defects are invariant under the action of the mapping class group that comes with the tft-functor. In fact, a more general result has been established: Correlators behave covariantly under isomorphisms of world sheet. In [1] we generalize this result to world sheets with an arbitrary network of finitely many defects, see Theorem 5.2 and Corollary 5.3 of [1]. The following discussion summarizes these results.

An isomorphism $f: \Sigma \to \Sigma'$ of world sheets is an orientation preserving homeomorphism $h: \hat{\Sigma} \to \hat{\Sigma}'$ between world sheets such that $f(\Sigma)$ is intrinsi-
cally equivalent, in the sense defined on page \( [3] \) to \( \Sigma' \) and for which \( h^{-1} \) shares these properties. Note that in particular any representative \( f \) of a mapping class \( [f] \) is an isomorphism of world sheets with \( \Sigma = \Sigma' \).

As explained in \([1\), Section 5.1\] any isomorphism of word sheets \( f \) has a unique lift to an isomorphism \( \hat{f} : \hat{\Sigma} \to \hat{\Sigma} \) of the doubles. Recall that the tft-functor associates to \( \hat{f} \) a linear map, see \([20, 21] \), \( \hat{f}_\# : \mathcal{H}(\Sigma) \to \mathcal{H}(\Sigma') \). In fact for any isomorphism of world sheets \( f \), the correlators behave covariantly \([1\), Theorem 5.2\]:

\[
\text{Cor}(\Sigma') = \hat{f}_\#(\text{Cor}(\Sigma)).
\] (4.77)

The mapping class group \( \text{Map}(\Sigma) \) of the world sheet with defects can be identified with the subgroup of \( \text{Map}(\hat{\Sigma}) \) that commutes with the orientation reversing involution of the double and that preserves the homotopy class of the network of defects. As a consequence, for \( [f] \in \text{Map}(\Sigma) \) the projective action of the mapping class group \( \text{Map}(\hat{\Sigma}) \) of the double on \( \mathcal{H}(\Sigma) \), that comes with the tft-functor, furnishes an action of \( \text{Map}(\Sigma) \) on correlators via the linear map \( \hat{f}_\# \). In fact, due to the vanishing of the gluing anomaly, \( \text{Map}(\Sigma) \) acts genuinely, see \([33\), Remark 3.7\]. We are now in position to state:

**Corollary 4.8.** **Mapping class group invariance of correlators with defects:** We have

\[
\text{Cor}(\Sigma) = \hat{f}_\#(\text{Cor}(\Sigma)),
\] (4.78)

for any mapping class \( [f] \in \text{Map}(\Sigma) \).

Let us just outline the proof and refer the reader to \([1\) for further details. The map \( \hat{f}_\# \) is realized as the invariant of a cobordism \( \mathcal{M}_f : \hat{\Sigma} \to \hat{\Sigma} \). Thus \( \hat{f}_\#(\text{Cor}(\Sigma)) \) is the invariant of the composition \( \mathcal{M}_f \circ \mathcal{M}_\Sigma \). This manifold is homeomorphic, via a homeomorphism that restricts to the identity in the boundary, to the connecting manifold of a world sheet \( \Sigma' \) that is intrinsically equivalent to \( \Sigma \). It follows that \( \hat{f}_\#(\text{Cor}(\Sigma)) = \text{Cor}(\Sigma') = \text{Cor}(\Sigma) \).

### 4.3 Fundamental world sheets

Let us conclude the discussion of the TFT-construction by discussing fundamental world sheets. We can define a **category of world sheets** by taking as objects all world sheets and as morphisms isomorphisms of world sheets. In fact it is convenient to think of isomorphisms and factorization as two types of arrows in a larger structure, say of isomorphisms as **vertical** arrows and factorization as **horizontal** ones.

Consider a world sheet \( \Sigma \) and a sequence of such arrows from \( \Sigma \) to some world sheet \( \Sigma' \). The factorization theorems \([4.4\) and \(4.7\) and covariance under isomorphisms \([4.77\) assign to every such sequence a way of expressing \( \text{Cor}(\Sigma) \)
in terms of $\text{Cor} (\Sigma')$; or rather as a sum involving a collection of target world sheets differing only in their decoration data. In addition we may, using the equivalences of world sheets in section 4.1.6, replace the collection of world sheets $\Sigma'$ by an equivalent collection $\Sigma''$.

In fact, the procedure just described allows us to identify a collection $S$ of fundamental world sheets with the property that the correlators of any world sheet can be written as a sum involving only correlators of world sheet in $S$. For oriented CFT, this set is in the absence of non-trivial defect lines a finite set $S_o$, which can be taken to consist of the following world sheets, see e.g. [71, 45]:

- three bulk fields on the sphere;
- three boundary fields on the disc;
- one bulk and one boundary field on the disc.

As it turns out, when including also arbitrary networks of defect lines the set $S$ is not much more complicated [1]:

**Theorem 4.9.** The set $S$ of fundamental world sheets with defects can be taken to consist of

- three boundary fields on the disc (without non-trivial defect lines);
- three defect fields on a circular configuration of defect lines on the sphere;
- one boundary field and one disorder field on the disc.

We refer the reader to [1, Section 5.2] for the details of the proof. The basic ideas are the following: Note that inclusion of non-trivial defects does not impose any restrictions on the possible ways to factorize. Thus $S$ is certainly included in the set $\tilde{S}$ that is obtained from $S_o$ by replacing bulk fields by defect fields on arbitrary defects and including arbitrary networks of defect lines. However due to equivalences of world sheets the set $\tilde{S}$ is hugely redundant. By using the equivalences of world sheets, described in section 4.1.6 this set is reduced to the set $S$ given in Theorem 4.9. We will explain how this works in one of the three cases.

Take $\Sigma$ to be the disc with one boundary field and one defect field and an arbitrary network of defect lines. Without loss of generality we may assume that there is only a single defect line ending on the boundary. If this is not the case we can remove a boundary component, as explained on page 83 and fuse defects to achieve that situation. Thus $\Sigma$ is equivalent to the leftmost world
Here the region with a lighter shading contains an arbitrary network of defect lines. We may assume that this network is connected. If it is not, then we can e.g. use fusion of defects to achieve a connected network. If no defect is crossing the dashed line in (4.79) we immediately obtain the third picture. If there are more than one defect line crossing the dashed line they may be fused in order to obtain the world sheet in the second picture. The world sheet in the third picture is then obtained by fusing the two parallel defects in the second picture and replacing the resulting defect bubble by a single defect field. Assuming again that the defect network in the shaded region of the last picture is connected, we use equivalences to replace it with a network with a single vertex in that region, as on the left side in the following picture

\[
\begin{align*}
\psi & \quad \chi \\
\phi & \quad \phi' \\
\rightarrow & \quad \rightarrow \\
\end{align*}
\]

(4.80)

The world sheet in the second picture is obtained from the first by removing the defect bubble.

By analogous arguments the two other types of world sheets in \(\tilde{S}\) can be reduced to the ones in the set \(\tilde{S}\) given in Theorem 4.9, see [1] for details. This concludes the discussion on fundamental world sheets.
5 The classifying algebra for defects

In this chapter we describe the classifying algebra for defects, introduced in section 3.2.3 in more detail. We start by describing the defect transmission coefficients: Let \( A \) and \( B \) be simple boundary Frobenius algebra, and let \( X \) be a simple A-B-defect. Consider the world sheet consisting of a sphere with two bulk fields, \( \phi_{pq}^\alpha \) and \( \phi_{\bar{p}\bar{q}}^\beta \) in phase \( A \) and \( B \) inserted on the northern and southern hemisphere respectively, separated by a defect running along the equator, labeled by a simple A-B-bimodule \( X \). Labeling the bulk fields by the basis defined in (4.1), the defect transmission coefficient \( d_{ij,\alpha\beta}^X \) is (up to a normalization factor) the structure constant, expressed in terms of our standard basis (4.26) of conformal blocks, of this correlator. Via the TFT-construction we obtain:

\[
\dim(X) \ d_{ij,\alpha\beta}^X = \sum_{p,q} \phi_{pq,\alpha} A \otimes X \phi_{\bar{p}\bar{q},\beta} B \ .
\]

(5.1)

5.1 The classifying algebra for defects

Recall from (3.18) that, as a vector space, \( D_{A|B} \) is the morphism space

\[
D_{A|B} = \bigoplus_{p,q \in \mathcal{I}} \text{Hom}_A(U_p \otimes^+ A \otimes^ - U_q, A) \otimes C \text{Hom}_B(U_p \otimes^+ A \otimes^ - U_q, B) \ .
\]

(5.2)

Using the basis introduced in (4.1) we also choose a basis

\[
\{ \phi_{pq,\alpha}^A \otimes \phi_{\bar{p}\bar{q},}\beta_B \} \ | \ p, q \in \mathcal{I}, \ \alpha = 1, ..., Z_{pq}(A) \ , \ \beta = 1, ..., Z_{pq}(B) \}
\]

(5.3)

for \( D_{A|B} \). For clarity we here display the phase of each bulk field. That is, \( \phi_{pq,\alpha}^A \) equals \( \phi_{pq}^\alpha \) in (4.1) with \( X = Y = A \) and similarly for \( \phi_{\bar{p}\bar{q},\beta}^B \). Note that the
dimension of $\mathcal{D}_{A|\bar{B}}$ is given by
\[ \dim_{\mathbb{C}}(\mathcal{D}_{A|\bar{B}}) = \text{tr}(Z(A)Z(B)^\dagger). \] (5.4)

We define a product on $\mathcal{D}_{A|\bar{B}}$ in terms of the basis $\phi_{ij,\alpha\beta}$:
\[ \phi^{ij,\alpha\beta} \cdot \phi^{kl,\gamma\delta} := \sum_{p,q\in I} \sum_{\mu,\nu} C_{pq,\mu\nu}^{ij,\alpha\beta;kl,\gamma\delta} \phi_{pq,\mu\nu}, \] (5.5)

with the structure constants defined by
\[ C_{pq,\mu\nu}^{ij,\alpha\beta;kl,\gamma\delta} := \frac{1}{S_2 \times S_{1,0}} \dim(U_p) \dim(U_q) \theta_j \theta_k \theta_l \theta_q \sum_{\kappa,\lambda} (c_{A,pq}^{\text{bulk}})^{-1} (c_{B,pq}^{\text{bulk}})^{-1} Z(K_{\kappa\lambda\kappa\lambda}^{\alpha\gamma\delta\delta}), \] (5.6)

where $Z(K_{\kappa\lambda\kappa\lambda}^{\alpha\gamma\delta\delta})$ is the invariant of the cobordism
\[ K_{\alpha\beta;\alpha\beta;\alpha\beta}^{\chi_1,\chi_2,\chi_3,\chi_4} := \] (5.7)

in $S^2 \times S^1$. Here, the dotted cylinder represents the 3-manifold $S^2 \times S^1$. The $S^2$-direction is horizontal, i.e. each horizontal disc represents a two-sphere, and the vertical direction is the $S^1$-direction, i.e. top and bottom are to be identified. In the sequel we will always represent $S^2 \times S^1$ this way.
We are now in a position to state:

**Theorem 5.1.** (i) The complex vector space $\mathcal{D}_{A|B}$ endowed with the product (5.6) has the structure of a semisimple commutative unital associative algebra.

(ii) The (one-dimensional) irreducible representations of the algebra $\mathcal{D}_{A|B}$ are in bijection with the types of simple topological defects separating the phases $A$ and $B$, i.e. with the isomorphism classes of simple $A$-$B$-bimodules. Their representation matrices are furnished by the defect transmission coefficients.

The rest of this chapter is devoted to the proof of this statement.

### 5.2 Structure constants from factorization

In this section we will describe the procedure in [3], that uses the bulk factorization identity (4.49), to show that the defect transmission coefficients indeed are one-dimensional representation matrices of $\mathcal{D}_{A|B}$:

$$d_{ij,\alpha\beta}^{p_{ij},\gamma\delta} d_{kl,\gamma\delta}^{pq,\mu\nu} = \sum_{p,q} \sum_{\mu,\nu} C_{ij,\alpha\beta;kl,\gamma\delta}^{pq,\mu\nu} d_{ij,\alpha\beta}^{pq,\mu\nu} X.$$  \hspace{1cm} (5.8)

Our strategy is to start from a suitable world sheet and perform factorization in two different directions. By projecting the correlator to a particular basis element in the space of conformal blocks we obtain the two sides of (5.8). We start from the world sheet $\Sigma$ which is a sphere with two bulk fields in phase $A$ on the northern hemisphere and two bulk fields in phase $B$ on the southern. The two phases are separated by a simple $A$-$B$-defect $X$ running along the equator. We display the connecting manifold of $\Sigma$:

\[ M_\Sigma = \]

\[ \begin{array}{c}
   \text{i}1 \\
   \text{i}3 \\
   \text{i}2 \\
   \text{i}4 \\
   \text{j}1 \\
   \text{j}3 \\
   \text{j}2 \\
   \text{j}4 \\
\end{array} \]

\[ X \]
Note that, just like in (4.33), each vertical rectangle represents a two-sphere. In particular the middle shaded rectangle is the world sheet $\Sigma$ embedded into $M_{\Sigma}$.

The world sheets obtained from the two factorization operations is illustrated schematically in the following picture:

The *defect crossing factorization* is a factorization along a circle intersecting the defect line twice and running between the two bulk fields in phase $A$ and phase $B$, respectively. In the *double bulk factorization* two separate factorization operations are performed along circles running parallel with the defect line such that there are no bulk fields in between. Note that the result of the defect crossing factorization yields two copies of the world sheet underlying the defect transmission coefficients whereas the double bulk factorization yields one copy of this world sheet together with two three-point functions on the sphere. This should be compared to the occurrences of factors of defect transmission coefficients in (5.8).

Recall that even though the world sheets we arrive at after factorization have different topology and additional field insertions compared to the original world sheet $\Sigma$, the factorization identity is a statement about vectors in the space of conformal blocks on the double $\hat{\Sigma}$ of the original world sheet. The space of conformal blocks on $\hat{\Sigma}$ is in analogy with (4.34) given by

$$B(U_{11}, U_{12}, U_{13}, U_{14}) \otimes B^{-}(U_{j1}, U_{j2}, U_{j3}, U_{j4}) \, .$$

(5.11)

---

1We are interested in a projection to a subspace of conformal blocks (c.f. (5.13)). For this reason, two identity defect fields have been left out in the picture of the world sheet obtained from the defect-crossing factorization.
We will be interested in the contribution to the vacuum channel for both factors in (5.11). This means first that we will be interested in the subspace of conformal in which

\[ t_3 = \bar{t}_1, \quad t_4 = \bar{t}_2, \quad j_3 = \bar{j}_1 \quad \text{and} \quad j_4 = \bar{j}_2. \]

(5.12)

Second, using the basis (4.26) of four-point blocks on the sphere, the simple object labeling the basis elements is taken to be the tensor unit. This space is zero-dimensional unless the labels of the marked points are related as in (5.12), in which case it is one-dimensional, c.f (4.27). Thus, we will be interested in coefficient of the basis element

\[ B_{[t_1, \bar{t}_1, t_2, \bar{t}_2]} \otimes B_{-[j_1, \bar{j}_1, j_2, \bar{j}_2]} \]

(5.13)

for each \( t_1, t_2, j_1, j_2 \in \text{Obj}(\mathcal{C}) \). Here \( B_{[t_1, \bar{t}_1, t_2, \bar{t}_2]} \) is the invariant of the cobordism

\[ \tilde{B}(t_1, \bar{t}_1, t_2, \bar{t}_2)_0 := \]

(5.14)

and \( B_{-[j_1, \bar{j}_1, j_2, \bar{j}_2]} \) is the invariant of the corresponding cobordism with oppositely oriented boundary. We denote by

\[ c_{X, 0} \equiv c(\Phi^1_{t_3} (\alpha), \Phi^2_{t_4} (\alpha); X; \Phi^1_{j_3} (\beta), \Phi^2_{j_4} (\beta))_0, \]

(5.15)

the structure constant of \( \text{Cor}(\Sigma) \equiv C(\Phi^1_{t_3} (\alpha), \Phi^2_{t_4} (\alpha); X; \Phi^1_{j_3} (\beta), \Phi^2_{j_4} (\beta)) \), corresponding to the basis element (5.13).

Before going into details we illustrate the procedure schematically, also in terms of cobordisms, in the following picture (in which the connecting manifold
on the top is the one of $\Sigma$, c.f. (5.9))

\[
\text{defect-crossing} \leftarrow \text{factorization} \quad \rightarrow \quad \text{double bulk} \quad \text{factorization} \quad \leftarrow \quad \text{projection} \rightarrow \text{vacuum} \quad \text{channel} \quad \leftarrow \quad \text{projection} \rightarrow \text{vacuum} \quad \text{channel} \quad \leftarrow \quad \text{projection} \rightarrow \text{vacuum} \quad \text{channel} \quad \leftarrow \quad \text{projection} \rightarrow \text{vacuum} \quad \text{channel}
\]

Here we have left out various summations and labels. The pictures of manifolds should be thought of as representing their invariants. All cylinders in (5.16) represent $S^2 \times S^1$.

When studying bulk factorization of a correlator of a sphere, using the strategy described in section 4.2.4, the manifold with corners $M^\text{cut}_\Sigma$ will always we a disjoint union of two three-balls. Thus the topology of the manifold obtained from the pairwise identification of sticky components of $M^\text{cut}_\Sigma$ and (4.76) is not obvious if we use the embedding (4.76) of the factorization torus $\mathcal{F}_{p,q,\delta}$ into $\mathbb{R}^3$. 

\[\text{(5.16)}\]
We will resolve this issue by instead embedding $\mathcal{F}_{A,X}^{p,q_\gamma \delta}$ into $S^2 \times S^1$. Thus we display $\mathcal{F}_{A,X}^{p,q_\gamma \delta}$ as

$$\mathcal{F}_{A,Y}^{p,q_\gamma \delta} =$$

Here the dotted cylinder represents $S^2 \times S^1$ as described after (5.7). Note also that in this chapter we follow the conventions in [3] to use the normalization in [33] of the gluing homomorphism, c.f. Remark 4.6. Therefore, the ribbon graph embedded in (5.17) differs slightly from the one in (4.76). With the description (5.17) of $\mathcal{F}_{A,Y}^{p,q_\gamma \delta}$ it is straightforward to glue in two three-balls with corners with embedded ribbon graphs.

5.2.1 Defect crossing factorization

Making use of the prescription, given in section 4.2.4, for how to perform factorization of a correlator, and the embedding (5.17) of the factorization torus into $S^2 \times S^1$, it is straightforward to perform the defect crossing factorization. We first replace $\Sigma$ by an equivalent world sheet in which we have fused the defect $X$ with itself in the region between the two bulk fields $\phi_{x_1}$ and $\phi_{x_2}$. Thus
we may write the connecting manifold as

$$M_\Sigma = \sum_Y \sum_\tau \phi_{\alpha_1} \phi_{\alpha_2} \phi_{\alpha_3} \phi_{\alpha_4} A B B X Y \rightangle (S) \tau \bar{\tau} \upsilon_1 \upsilon_3 \upsilon_2 \upsilon_4$$

Here and below we slightly abuse notation. The equality (5.18) is to be read as an equality of invariants: The invariant of $M_\Sigma$ equals the sum over the invariants of the manifolds displayed on the right hand side. The summation over $Y$ is taken over isomorphism classes of simple $A$-$B$-bimodules and $\tau$ labels a basis of the morphism space $\text{Hom}_{B|B}(X^Y \otimes_A X, Y)$. The dashed-dotted line in (5.18) is the embedding $\iota(S_{\text{cut}})$ of the cutting circle.

Next we cut the connecting manifold in (5.18) along the preimage of $\iota(S_{\text{cut}})$ as described in section 4.2.4. The so obtained manifold with corners consists of two three-balls, each of them with a ribbon labeled by $Y$ ending or starting at the "sticky" annular part. The identification of these sticky parts with the ones
in (5.17) is now straightforward. The result is the following manifold:

\[
M_{pq\gamma\delta}^{Y,\tau} = \ldots
\]

Thus we have obtained an expression for the composition \( \mathcal{M}_{\bar{X}} \circ \mathcal{M}_\Sigma \), whose invariant equals the gluing cobordism applied to one of the factorized world sheets, c.f. section 4.2.2. The factorization identity (4.49) implies that the correlator of \( \Sigma \) can be written as

\[
\text{Cor}(\Sigma) = \sum_Y \sum_\tau \sum_{p,q \in I} \sum_{\gamma,\delta} C_{\text{FFRS};Y}^{pq,\alpha\beta} Z(M_{pq\gamma\delta}^{Y,\tau}).
\] (5.20)

Next we project to the vacuum sector. That is, we compose both sides of (5.20) with the vector in (4.28) dual to the one in (5.13). In terms of manifolds this amounts to composing (5.19) with cobordisms of the types displayed in (4.29). The result is the following expression for the vacuum channel structure constants:

\[
c_{X,0} = \frac{1}{S_{0,0}} \sum_Y \sum_\tau \sum_{p,q,\gamma,\delta} C_{\text{FFRS};X}^{pq,\alpha\beta} Z(M_{pq\gamma\delta}^{Y,\tau}).
\] (5.21)
with $\mathcal{M}_{pq\gamma\delta}^{Y,\tau}$ the following ribbon graph:

\begin{equation}
\mathcal{M}_{pq\gamma\delta}^{Y,\tau} = \ldots
\end{equation}

in the closed three-manifold $S^2 \times S^1$. However, the summation in (5.21) is redundant. First note that $Z(\mathcal{M}_{pq\gamma\delta}^{Y,\tau})$ is the trace of an endomorphism in the space of conformal one-point blocks on the sphere. This space is zero unless $p = q = 0$. Second, due to semisimplicity of $C_{B|B}$ and the fact that $B$ and $Y$ are simple, the space $\text{Hom}_{B|B}(U_0 \otimes^+ Y \otimes^- U_0, B) \cong \text{Hom}_{B|B}(Y, B)$ is zero unless $Y = B$. Thus only $Y = B$ gives a contribution to the sum in (5.21). Finally, the space $\text{Hom}_{B|B}(X^\vee \otimes_A X, B)$ is one-dimensional. By choosing a suitable basis of this space and its dual (see eq. (4.13)) in terms of (co-)evaluation morphisms we end up with the following expression for $c_{X,0}$:

\begin{equation}
c_{X,0} = \frac{1}{S_{0,0}} \dim(X) \delta_{i_1 j_1, \alpha_1 \alpha_1} \delta_{i_2 j_2, \alpha_1 \alpha_2}.
\end{equation}
5.2.2 Double bulk factorization

The double bulk factorization is more involved than the defect crossing factorization. We indicate the cutting circles in the following picture of the connecting manifold:

Our aim is to obtain a manifold $\mathcal{M}_{\beta_1, \beta_2, \beta_3, \beta_4}$ whose invariant is a double application of a gluing homomorphism to the correlator of the world sheet after a double factorization. We perform both factorizations simultaneously; accordingly the procedure involves two sticky full tori. Thus $\mathcal{M}_\Sigma$ is cut into three pieces. Two of them (the ones being the union of the connecting intervals over the regions inside the two circles in (5.24)) are three-balls with sticky part running along the equator, see (A.10) for pictures. The third one, depicted in (A.11), is a full torus with two sticky components running along the non-contractible cycle.

There are in total four identifications of sticky parts to be performed. Three of them are straight-forward to perform. The sticky parts of the two three-balls in (A.10) and the sticky part on the "exterior" of the full torus in (A.11) are easily identified with the sticky parts of the two full tori embedded in $S^2 \times S^1$. We omit all details (see [3, Section 5] for details) and only display the result. After the three pairwise identifications we obtain the two following manifolds with
corners:

\[ \mathcal{N}_{pq\beta_3\beta_2}^{A, \text{J}_3 \text{J}_4, \text{J}_1 \text{J}_2} = \]

(5.25)

and

\[ \mathcal{N}_{rs\beta_3\beta_4}^{B, \text{X}, \text{J}_1 \text{J}_2, \text{J}_1 \text{J}_2} = \]

(5.26)
The manifold $\mathcal{M}_{n, pqrs}^{\beta_1 \beta_2 \beta_3 \beta_4}$ is then obtained by identifying the sticky components of the manifolds in (5.25) and (5.26).

The procedure to perform the final identification is a bit lengthy; it is described in appendix A of [3]. Informally it can be described as follows: The manifold $\mathcal{M}_{r, s, t_1, t_2}^{\beta_1 \beta_2 \beta_3 \beta_4}$ in (5.26) can be turned into a ribbon graph in $S^3$ by performing surgery along a suitable tubular neighborhood. The resulting manifold is a ribbon graph in a manifold with corners that topologically is $S^3$ with a three-ball cut out and an annular component running along the boundary. This manifold, which is topologically a three-ball, can be "turned inside out" in the sense that we embedded it in $\mathbb{R}^3$ as the interior of a three-ball with an annular sticky component along the equator. This sticky component can easily be identified with the one of $\mathcal{M}_{p, q, i_1, i_2}^{\alpha_1 \alpha_2 \beta_3 \beta_4}$ in (5.25). The result is

$\mathcal{M}_{n, pqrs}^{\beta_1 \beta_2 \beta_3 \beta_4} = \phi_4 \phi_1 \phi_2 \phi_3$

(5.27)

Having obtained $\mathcal{M}_{n, pqrs}^{\beta_1 \beta_2 \beta_3 \beta_4}$ we can apply the bulk factorization formula (4.49).
twice. Thus Cor(Σ) can be written as

\[
\text{Cor(Σ)} = \sum_{p,q,r,s \in I} \dim(U_p) \dim(U_q) \dim(U_r) \dim(U_s) \sum_{\beta_1,\beta_2,\beta_3,\beta_4} (c_{\text{bulk}}^{-1}_A)^{\beta_2 \beta_1} (c_{\text{bulk}}^{-1}_B)^{\beta_4 \beta_3} \sum_{n \in I} S_{0,n} Z(M_{\beta_1 \beta_2 \beta_3 \beta_4}).
\]

The summation over \( n \) is a result of the surgery turning \( S^2 \times S^1 \) into \( S^3 \).

Next we project the result (5.28) to the vacuum channel. That amounts to composing \( M_{0;pq;pq}^{\beta_1 \beta_2 \beta_3 \beta_4} \) with manifolds of the type displayed in (4.29), dual to the ones in (5.14). The result of this composition is

\[
(5.29)
\]

To obtain (5.29) we have, after having composed with the basis element dual to (5.13), performed a series of straightforward manipulations of the ribbon graph,
see appendix B of [3] for details. This way we obtain a second expression for the coefficient $c_{X;0} \equiv c(\Phi_1^{(A)}, \Phi_2^{(A)}; X; \Phi_1^{(B)}, \Phi_2^{(B)})_0$:

$$c_{X;0} = \frac{1}{S_{0,0}} \sum_{p,q \in \mathcal{I}} \dim(U_p)^2 \dim(U_q)^2 \sum_{\beta_1, \beta_2, \beta_3, \beta_4} (r_{A;p,q}^{-1})_{\beta_2 \beta_1} (r_{B;p,q}^{-1})_{\beta_4 \beta_3} Z(M_{\beta_1 \beta_2 \beta_3 \beta_4}^{0;p;p;p})_X.$$

Finally, comparing with the expression (5.1) for the defect transmission coefficients we can perform a few more manipulations resulting in

$$c_{X;0} = \frac{1}{S_{0,0}} \dim(X) \theta_1 \theta_2 \sum_{p,q \in \mathcal{I}} \dim(U_p) \dim(U_q) \theta_3 \theta_4 \sum_{\beta_1, \beta_2, \beta_3, \beta_4} (r_{A;p,q}^{-1})_{\beta_2 \beta_1} (r_{B;p,q}^{-1})_{\beta_4 \beta_3} Z(K_{\alpha_1 \alpha_2 ; \beta_1 \beta_2 ; \alpha_3 \alpha_4 ; \beta_3 \beta_4}^{0;p;p;p})_X.$$

with $Z(K_{\alpha_1 \alpha_2 ; \beta_1 \beta_2 ; \alpha_3 \alpha_4 ; \beta_3 \beta_4}^{0;p;p;p})_X$ as given in (5.7). Comparing (5.23) and (5.31) proves (5.8) and thus that the defect transmission coefficients furnish one-dimensional representations of the algebra $\mathcal{D}_{A|B}$ with the product (5.6).

### 5.3 The algebra structure on $\mathcal{D}_{A|B}$

Here we outline the rest of the proof of Theorem 5.1, i.e. that $\mathcal{D}_{A|B}$ is a semisimple commutative unital associative algebra and that the defect transmission coefficients exhaust the irreducible representations of $\mathcal{D}_{A|B}$. We refer to [3] for a more detailed proof.

**Commutativity** Let $C$ be a boundary Frobenius algebra. Using the unit property of $C$ and the bimodule property one shows that for any $\phi_\alpha \in \text{Hom}_{C|C}(U_i \otimes^+ C \otimes^- U_i, C)$ and $\phi_\beta \in \text{Hom}_{C|C}(U_j \otimes^+ C \otimes^- U_k, C)$ one has:

$$\phi_\alpha \circ \phi_\beta = \phi_\beta \circ \phi_\alpha.$$
and the analogous relation with braidings and inverse braidings exchanged:

\[
\begin{align*}
\tau_{ij} C_{kl} \phi_{\alpha} \phi_{\beta} &= \tau_{kl} C_{ij} \phi_{\alpha} \phi_{\beta} \\
(5.33)
\end{align*}
\]

Using (5.32) and (5.33) one establishes that the invariant

\[Z(K_{\alpha\gamma\kappa}; \beta\delta\lambda)\]

is totally symmetric in the three quadruples

\[(ij\alpha\beta), (kl\gamma\delta) \text{ and } (pq\kappa\lambda).\]

By comparing with (5.6) we see that this result extends to a symmetry of the structure constants:

\[C_{pq,\mu\nu}^{ij,\alpha\beta; kl,\gamma\delta} = C_{pq,\mu\nu}^{kl,\gamma\delta; ij,\alpha\beta}.
\]

(5.34)

Thus \(D_{A|B}\) is commutative.

**Unitality** Using dominance it is easily checked that if one pair of bulk fields in each phase is an identity field, the invariant of (5.7) is (up to normalization) a product of two two-point functions on the sphere:

\[Z(K_{\beta\delta\cdot \cdot \cdot}; \alpha\gamma\cdot \cdot \cdot) = S_{0,0}^2 \frac{\dim(U_i) \dim(U_j)}{\theta_i \theta_j} \delta_{i,k} \delta_{j,l} \left(\epsilon_{B,ij}^{\text{bulk}}\right) \gamma_{\alpha} \left(\epsilon_{A,kl}^{\text{bulk}}\right)_{\beta\delta},
\]

(5.35)

and analogously (using the symmetry of the invariant) if \(i = j = 0\) or \(k = l = 0\). There are two implications of this result. First:

\[C_{pq,\mu\nu}^{00,\cdot \cdot \cdot; ij,\alpha\beta} = \delta_{i,p} \delta_{j,q} \delta_{\alpha,\mu} \delta_{\beta,\nu} = C_{pq,\mu\nu}^{ij,\alpha\beta; 00,\cdot \cdot \cdot},
\]

(5.36)

which means that the basis element \(\phi^{00,\cdot \cdot \cdot}\) is a unit for \(D_{A|B}\). Second, the linear map from \(D_{A|B} \otimes C D_{A|B}\) to \(C\) defined by

\[\phi^{ij,\alpha\beta} \otimes \phi^{kl,\gamma\delta} \mapsto C_{pq,\mu\nu}^{ij,\alpha\beta; kl,\gamma\delta},
\]

(5.37)

is a non-degenerate bilinear form on \(D_{A|B}\).

**Associativity** Proving associativity is more lengthy. The strategy is to define a commutative ternary product and show that one bracketing of the twofold binary product equals the ternary product. It is then an elementary fact that this implies associativity of \(D_{A|B}\).

The ternary product on \(D_{A|B}\) used for this calculation is obtained by defining structure constants similar to the ones (5.6) for the binary product. The
difference is that the invariant of (5.7), which is a trace over an endomorphism of the three-holed sphere, is replaced by the trace over the analogous endomorphism (with one extra pair of bulk fields) of a four-holed sphere, see [3, eq. (6.22)].

Let us also remark that associativity implies that the non-degenerate bilinear form in (5.37) is also invariant in the sense of Definition 2.5 (ii). Thus $\mathcal{D}_{A|B}$ is in addition Frobenius, c.f. Remark 2.6 (iii).

Semisimplicity and representation matrices We have already shown that the defect transmission coefficients furnish one-dimensional representations of $\mathcal{D}_{A|B}$ labeled by isomorphism classes of simple $A$-$B$-bimodules. Since the $\dim_C(\mathcal{D}_{A|B}) \times \dim_C(\mathcal{D}_{A|B})$-matrix furnished by the defect transmission coefficients is non-degenerate [40, Theorem 4.2], non-isomorphic simple bimodules give rise to inequivalent representations. Thus, the number of inequivalent irreducible representations is at least as large as the dimension of $\mathcal{D}_{A|B}$:

$$n_{\text{simp}}(\mathcal{D}_{A|B}) \geq \dim_C(\mathcal{D}_{A|B}).$$

(5.38)

However, as any finite-dimensional associative algebra, $\mathcal{D}_{A|B}$ is isomorphic as a module over itself to the direct sum over all inequivalent indecomposable projective $\mathcal{D}_{A|B}$-modules, each one occurring with the multiplicity of the dimension of the corresponding simple module, see e.g. [58, Satz G.10]. In particular this means that

$$n_{\text{simp}}(\mathcal{D}_{A|B}) \leq \dim_C(\mathcal{D}_{A|B}).$$

(5.39)

In view of (5.38) this is only possible if the number of inequivalent indecomposable representations equals the dimension of $\mathcal{D}_{A|B}$, which implies that all irreducible representations are one-dimensional and projective. This in turn implies that $\mathcal{D}_{A|B}$ is semisimple.

In addition, the dimension $\text{tr}(Z(A)Z(B))$ of $\mathcal{D}_{A|B}$ equals the number of isomorphism classes of simple bimodules, see [43, Remark 5.19 (ii)]. Thus, the irreducible representations are exhausted by the defect transmission coefficients. This completes the proof of Theorem 5.1.

Remark 5.2. In the case $A = B$, an algebra $\mathcal{D}_{PZ}^{PZ}$ over $\mathbb{C}$ with the same dimension as $\mathcal{D}_{A|A}$ has been obtained in [86]. That construction uses the numbers

$$\Psi_X^{ij,\alpha\beta} := \sqrt{\dim(U_i) \dim(U_j) \dim(X) d_X^{ij,\alpha\beta}}.$$  

(5.40)

Under the assumption that the matrix formed by these numbers is unitary and that the mapping $\Psi_X^{ij,\alpha\beta} \mapsto (\Psi_X^{ij,\alpha\beta})^*$ corresponds to an involution on the set of labels $(ij\alpha\beta)$, it follows that $\mathcal{D}_{PZ}^{PZ}$ is commutative. Under the same assumptions one can show that $\mathcal{D}_{A|A}$ is isomorphic to $\mathcal{D}_{PZ}^{PZ}$ as an algebra over $\mathbb{C}$ and that the
irreducible representations of $D_{A/B}^P$ are given by the defect transmission coefficients, see [3] for some more details. Thus, $D_{A/B}$ can be seen as a generalization of the results in [86] to the case $B \neq A$.

5.4 Defect partition functions

We conclude the discussion of the classifying algebra by considering the defect partition function $Z_{T^2}^{X|Y}$. That is, the partition function of a torus with two circular defect lines, labeled by an $A$-$B$-defect $X$ and a $B$-$A$-defect $Y$, running parallel to a non-contractible cycle. Such partition functions where introduced in [85] where they were called "generalized twisted partition functions". Via the TFT-construction, $Z_{T^2}^{X|Y}$, is obtained as the invariant of

\begin{equation}
\mathcal{M}_{T^2}^{X|Y} = \ldots
\end{equation}

see e.g. [5, Section 5.10]. In (5.41) top and bottom are identified, i.e. each horizontal cylinder represents a torus.

The defect partition function partition function is a vector in the space of conformal blocks on the double $T^2 \sqcup -T^2$ of the torus. Recall from section 4.1.4 that a basis of the space of conformal blocks on the torus is given by $\{|\chi_i; T^2| i \in I\}$ with $|\chi_i; T^2\rangle$ the invariant of the full torus (4.31). Thus we can expand the defect partition function as

\begin{equation}
Z_{T^2}^{X|Y} = \sum_{i,j \in I} Z_{T^2, ij}^{X|Y} |\chi_i; T^2\rangle \otimes |\chi_j; -T^2\rangle.
\end{equation}

The structure constants are obtained by gluing to (5.41), the manifolds underlying the basis elements dual to the ones in (4.30).

In [3] we apply a double bulk factorization along two circles running parallel to, and in between, the two defect lines. Thus the two cutting circles lie in
horizontal planes in (5.41). The procedure is very similar to the factorizations performed in order to derive the classifying algebra for defects and introduce no novelties. We refer the reader to [3, Section 7] for details. The result is that

\[ Z_{X|Y}^{T_2} = \sum_{p,q,r,s \in I} \dim(U_p) \dim(U_q) \dim(U_r) \dim(U_s) \sum_{\beta_1,\beta_2,\beta_3,\beta_4} (c_{A;p,q}^{\text{bulk}})^{-1} (c_{B;r,s}^{\text{bulk}})^{-1} Z(M_{pq\beta_1\beta_2,rs\beta_3\beta_4}^{T_2,XY}), \]

where \( M_{pq\beta_1\beta_2,rs\beta_3\beta_4}^{T_2,XY} \) is the ribbon graph

in \( S^2 \times S^1 \) with two full tori cut out. Upon composing (5.43) with dual basis elements we obtain an expansion of the structure constants in (5.42) in terms of the defect transmission coefficients (see [3, Section 7] for details):

\[ Z_{X|Y}^{T_2, ij} = \frac{\dim(X) \dim(Y)}{S_{0,0}^2} \sum_{p,q \in I} S_{i,p} S_{j,q} \sum_{\beta_1,\beta_2,\beta_3,\beta_4} (c_{A;p,q}^{\text{bulk}})^{-1} (c_{B;p,q}^{\text{bulk}})^{-1} d_{X}^{p,q,\beta_1 \beta_2} d_{Y}^{p,q,\beta_3 \beta_4}. \]
6 Bulk Frobenius algebras beyond rational CFT

In this chapter we loosen the restrictions of rational CFT and take \( \mathcal{C} \) to be a factorizable finite ribbon category. Recall from section 2.6.2 that this means that \( \mathcal{C} \) satisfies condition (MOD), given in page 52. That is, \( \mathcal{C} \) is a finite (in the sense of Definition 2.21) \( \mathbb{k} \)-linear ribbon category such that the Hopf pairing of the canonical Hopf algebra \( L \) is non-degenerate. This is a natural generalization of the notion of a modular tensor category. The modular categories are contained in this class of theories but we do not require \( \mathcal{C} \) to be semisimple.

The problem of characterizing the proper class of categories relevant for logarithmic CFT has been addressed in the literature from various points of view, see e.g. [31, 42, 51, 57, 64, 80]. The categories suggested have many similarities with factorizable finite ribbon categories. Below we consider \( \mathcal{C} = \mathcal{H} \)-mod for \( \mathcal{H} \) a finite-dimensional factorizable ribbon Hopf algebra over an algebraically closed field \( k \) of characteristic zero, c.f. section 2.4.3. The Hopf algebras appearing in connection with the \((1, p)\)-models [29, 30, 80] are not quite of this form, but very close. While having a factorizable \( Q \)-matrix, they do not have an \( R \)-matrix. We will see below that in our construction the \( Q \)-matrix, rather than the \( R \)-matrix, plays a fundamental role.

In section 3.2.2 the Cardy bulk Frobenius algebra \( F \) was described in terms of a coend, see (3.15). This description does not rest on semisimplicity of \( \mathcal{C} \) and is consequently suitable for the present setting. In the case \( \mathcal{C} = \mathcal{H} \)-mod, \( F \) can be endowed with the structure of a commutative (as well as cocommutative) symmetric Frobenius algebra. Note that \( \mathcal{H} \)-mod is a factorizable finite ribbon category but need not be semisimple; \( \mathcal{H} \)-mod is semisimple iff \( \mathcal{H} \) is semisimple as an algebra, in which case \( \mathcal{H} \)-mod is even modular.

We are now in a position to describe the morphism

\[
\mathcal{C}(\Sigma_{g,n}) \in \text{Hom}_{\mathcal{C}^\text{rev} \boxtimes \mathcal{C}}(K^\otimes g, F^\otimes n)
\]

that will be the center of our attention for the rest of this chapter. Let \( \mathcal{C} \) be a factorizable finite ribbon category. Recall from section 3.3.3 that this means that also \( \mathcal{C}^\text{rev} \boxtimes \mathcal{C} \) is a finite \( \mathbb{k} \)-linear ribbon category. Assume that the Hopf pairing of the bulk handle Hopf algebra in \( \mathcal{C}^\text{rev} \boxtimes \mathcal{C} \), i.e. the coend \( K \) defined in (3.28), is non-degenerate. This means that \( \mathcal{C}^\text{rev} \boxtimes \mathcal{C} \) satisfies condition (MOD), i.e. \( \mathcal{C}^\text{rev} \boxtimes \mathcal{C} \)
is a factorizable finite ribbon category. When \( \mathcal{C} \) is such that the coend \( F \) in \( \mathcal{C}^{\text{rev}} \otimes \mathcal{C} \) can be equipped with the structure of a symmetric commutative Frobenius algebra, i.e. \( F \) has an interpretation as a Cardy bulk Frobenius algebra, we define the morphism

\[
\begin{align*}
\mathcal{F}_{g,p,q} & := \mathcal{K} \mathcal{K} \ldots \mathcal{K} \mathcal{F} \mathcal{F} \ldots \mathcal{F} \\
& \in \text{Hom}_{\mathcal{C}^{\text{rev}} \otimes \mathcal{C}}(\mathcal{K}^{\otimes g} \otimes \mathcal{F}^{\otimes p}, \mathcal{F}^{\otimes q}). \quad (6.2)
\end{align*}
\]

In this chapter, most pictures will be drawn in \( \mathcal{V}ect_{\mathcal{C}} \). However, some pictures, like (6.2) above, will be drawn in a general factorizable finite ribbon category \( \mathcal{C} \), or in \( \mathcal{H}-\text{Bimod} \). From here on, whenever we draw pictures in a category other than \( \mathcal{V}ect_{\mathcal{C}} \), this will be indicated as in (6.2).

We define the morphism \( \mathcal{C}(\Sigma_{g,n}) \) associated to the surface \( \Sigma_{g,n} \) to be

\[
\mathcal{C}(\Sigma_{g,n}) := \mathcal{F}_{1,n} \circ (\text{id}_{\mathcal{K}^{\otimes g}} \otimes \eta_{\mathcal{F}}) \equiv \mathcal{F}_{0,n}^g. \quad (6.3)
\]

The morphism space \( \text{Hom}_{\mathcal{C}^{\text{rev}} \otimes \mathcal{C}}(\mathcal{K}^{\otimes g}, \mathcal{F}^{\otimes n}) \) carries a projective action, \( \sigma_{\mathcal{K}} \), of the mapping class group \( \text{Map}_{\Sigma_{g,n}} \) of \( \Sigma_{g,n} \), see Proposition 6.1. We show in section 6.3 that, in the case \( \mathcal{C} = \mathcal{H}\text{-mod} \), the morphism \( \mathcal{C}(\Sigma_{g,n}) \) is invariant under this action for any \( g, n \geq 0 \). To this end we work in the category \( \mathcal{H}\text{-Bimod} \), which is braided equivalent to \( \mathcal{H}\text{-Mod}^{\text{rev}} \otimes \mathcal{H}\text{-Mod} \).

More generally, we obtain a family of symmetric commutative Frobenius algebras in \( \mathcal{H}\text{-Bimod} \) as follows: We associate to any ribbon Hopf algebra automorphism \( \omega \) a commutative (as well as cocommutative) symmetric Frobenius algebra \( \mathcal{F}_{\omega} \). Thus any such algebra, \( \mathcal{F}_{\omega} \), shares essential properties with the bulk state space of a full CFT. We show in section 6.4 that for any surface \( \Sigma_{g,n} \) the morphism in \( \mathcal{C}(\Sigma_{g,n}) \in \text{Hom}(\mathcal{K}^{\otimes g}, \mathcal{F}_{\omega}^{\otimes n}) \), obtained by replacing \( F \) by \( F_{\omega} \) in
is invariant under the projective action \( \pi_K \) of the mapping class group. Thus, for any \( \omega \), we refer to the algebra \( F_\omega \) as a bulk Frobenius algebra of a full CFT whose chiral data are described by the category \( H\text{-mod} \), and the morphisms \( C^\epsilon(\Sigma_{g,n}) \) are then candidates for correlators of bulk fields. However, we do not have a classification of the possible bulk state spaces. It is natural to explore whether a classification, similar to the one for rational theories, see (3.13), also exists in the non-semisimple case. An analysis in this direction is carried out in [92].

### 6.1 Representations of \( \text{Map}_{g,n} \) from \( L \)

In order to prepare the description of the morphisms \( C(\Sigma_{g,n}) \) we will discuss the coend \( L \) in some more detail. Recall that when \( C \) satisfies condition (FIN), then the coend \( L \) exists and carries the structure of a Hopf algebra in \( C \). If in addition the Hopf pairing (2.109) is non-degenerate, i.e. if \( C \) is factorizable ribbon, \( L \) can be equipped with a two-sided integral [75]. By comparing (2.109) and (2.17) it follows that in the semisimple case, non-degeneracy of \( \omega_L \) is equivalent to a non-degenerate \( s \)-matrix. For this reason, non-degeneracy of \( \omega_L \) is a natural generalization of the condition that the \( s \)-matrix is non-degenerate to the non-semisimple setting. For any factorizable finite ribbon category, the coend \( L \) gives rise to an action of the mapping class group \( \text{Map}_{g,n} \) for any \( g, n \geq 0 \).

#### 6.1.1 Generators of the mapping class group \( \text{Map}_{g,n} \)

Denote, as in section 3.3.1, by \( \Sigma_{g,n} \) a closed oriented surface of genus \( g \) with \( n \) holes, labeled by objects \( U_1, \ldots, U_n \), and by \( \text{Map}_{g,n} \) the mapping class group of \( \Sigma_{g,n} \). There are various finite presentations of \( \text{Map}_{g,n} \). For checking invariance of the morphism \( C(\Sigma_{g,n}) \), under the action \( \pi_K \), it is enough to consider the generators. One finite set of generators arises from exact sequence

\[
1 \rightarrow B_{g,n} \rightarrow \text{Map}_{g,n} \rightarrow \text{Map}_{g,0} \rightarrow 1,
\]

(compare [28 Thm. 9.1]), where \( B_{g,n} \) is a central extension of the surface braid group by \( \mathbb{Z}^n \). As a consequence of this exact sequence one can take, as a set of generators for \( \text{Map}_{g,n} \), the union of the set of generators for a presentation of \( \text{Map}_{g,0} \) [102], and the one for a presentation of \( B_{g,n} \) [25]. This set of generators is used in [73] and [76]. There are many slightly different notions of mapping class groups in the literature, see e.g. for a discussion [28]. Here we include explicitly generators that interchanges two holes.
Generators of $\text{Map}_{g,n}$ The mapping class group $\text{Map}_{g,n}$ of the surface $\Sigma_{g,n}$ depicted in (6.5), is generated by (see [73, Section 4] and [76, Section 3]):

- Braidings $\omega_i$ interchanging the $i$'th and $(i+1)$'st hole, for $i = 1, ..., n-1$
- Dehn twists $R_i$ around the $i$'th hole, for $i = 1, ..., n$.
- Homeomorphisms $S_l$, for $l = 1, ..., g$, which act as the identity outside the $T^2 \setminus D$ neighborhood $F_l$ and as an $S$-transformations of a one-holed torus $F'_l \subset F_l$.
- Inverse Dehn twists in tubular neighborhoods of the cycles $a_m$ and $e_m$ for $m = 2, ..., g$.
- Inverse Dehn twists in tubular neighborhoods of the cycles $b_m$ and $d_m$ for $m = 1, ..., g$.
- Inverse Dehn twists in tubular neighborhoods of the cycles $t_{j,k}$ for $k = 1, ..., g$ and $j = 1, ..., n-1$.

The cycles and the neighborhoods $F_l$ are depicted in the following picture:

For brevity we refer to Dehn twists around any of these cycles by the same symbol as the cycle itself.

6.1.2 Partial monodromies

We can use the dinatural family $\iota^L$, of the coend $L$, to define endomorphisms of $L \otimes L$ and $L \otimes Y$ for any $Y \in \text{Obj}(C)$. We define the partial monodromy $Q_{L,L}$ in $\text{End}(L \otimes L)$ by

\[
Q_{L,L} := \begin{array}{ccc}
L & \rightarrow & L \\
\iota^L & \mapsto & \iota^L \\
X & \\ \\
Y & \\
Y & \mapsto & Y \\
X & \\
\end{array}
\]

(6.6)
Similarly we have the left partial monodromy $Q^{l}_{L,Y} \in \text{End}(L \otimes Y)$, defined for any $Y \in \text{Obj}(\mathcal{C})$ by

$$Q^{l}_{L,Y} := X \otimes L_{X} \otimes Y.$$  \hspace{1cm} (6.7)

Since the composition of the partial monodromy $Q^{l}_{L,Y}$ with a member $\iota^{l}_{X}$ of the dinatural family is nothing but an ordinary monodromy between $X$ and $Y$, it follows that

$$Q^{l}_{L,Y} \circ (\text{id}_{L} \otimes f) = (\text{id}_{L} \otimes f) \circ Q^{l}_{L,Z},$$  \hspace{1cm} (6.8)

for any $f \in \text{Hom}(Z,Y)$.

Note that, with $\varepsilon_{L}$ the counit of $L$ (see (2.108)), the Hopf pairing (2.109) can be written as

$$\omega_{L} = (\varepsilon_{L} \otimes \varepsilon_{L}) \circ Q^{l}_{L,L}.$$  \hspace{1cm} (6.9)

In addition, the action (2.110) of $L$ on $V \in \text{Obj}(\mathcal{C})$ can be written in terms of $Q^{l}_{L,Y}$ as

$$\rho^{l}_{V} = (\varepsilon_{L} \otimes \text{id}_{Y}) \circ Q^{l}_{L,Y}.$$  \hspace{1cm} (6.10)

Using the partial monodromy $Q^{l}_{L,L}$ we construct two additional morphisms $T_{L}$ and $S_{L}$ in $\text{End}(L)$. First, we define a morphism $T_{L}$ via the dinatural family

$$T_{L} \circ \iota^{l}_{U} := \iota^{l}_{U} \circ (\theta_{UV} \otimes \text{id}_{U}).$$  \hspace{1cm} (6.11)

Second, using the partial monodromy $Q^{l}_{L,L}$, the counit and two-sided integral of $L$, the morphism $S_{L}$ is given by

$$S_{L} := (\varepsilon_{L} \otimes \text{id}_{L}) \circ Q^{l}_{L,L} \circ (\text{id}_{L} \otimes A_{L}).$$  \hspace{1cm} (6.12)

It can be shown \cite{75} that

$$(S_{L} T_{L})^{3} = \lambda S^{2}_{L} \text{ and } S^{2}_{L} = S^{-1}_{L},$$  \hspace{1cm} (6.13)

with $S_{L}$ the antipode of $L$, for some scalar $\lambda$ that depends only on the category $\mathcal{C}$ in question. Together with the partial monodromies, the morphisms $S_{K}$ and $T_{K}$ will be central ingredients in the projective representations of mapping class, to which we now turn our attention.
6.1.3 Actions of mapping class groups

We are now in a position to describe the projective actions of mapping class groups associated to \( k \) \( SU \) non-isomorphic for at least one \( i \) in \( \text{End}(L) \) any \( k \) \( Z \) \( g \) first, for any integer \( g \geq 1 \) and any \( \gamma = a_k, b_k, d_k, S_k \), with \( k = 2, ..., g \) and \( k = 1, ..., g \) respectively, we define the endomorphisms

\[
\begin{align*}
Z_{a_k} & := \text{id}_{L^{g-k}} \otimes [Q_L \circ (T_L \otimes T_L)] \otimes \text{id}_{L^{g-k-2}}, \\
Z_{e_k} & := \text{id}_{L^{g-k}} \otimes (T_L \otimes \theta_{L^{g-k-1}}) \circ Q_L L^{g-k-1}, \\
Z_{b_k} & := \text{id}_{L^{g-k}} \otimes (S_{L}^{-1} \circ T_L \circ S_L) \otimes \text{id}_{L^{g-k-1}}, \\
Z_{d_k} & := \text{id}_{L^{g-k}} \otimes T_L \otimes \text{id}_{L^{g-k-1}}, \\
Z_{S_k} & := \text{id}_{L^{g-k}} \otimes S_L \otimes \text{id}_{L^{g-k-1}},
\end{align*}
\]

in \( \text{End}(L^g) \). Second, we define the endomorphisms \( Z_{\omega_i} \), with \( i = 1, ..., n-1 \), and \( Z_{R_i} \), with \( i = 1, ..., n \), of \( U^n \), that act as

\[
\begin{align*}
Z_{\omega_i} |_{U_1 \otimes \cdots \otimes U_n} & = \text{id}_{U_1} \otimes \cdots \otimes \theta_{U_i} \otimes \cdots \otimes \text{id}_{U_n}, \\
Z_{R_i} |_{U_1 \otimes \cdots \otimes U_n} & = \text{id}_{U_1} \otimes \cdots \otimes \theta_{U_i} \otimes \cdots \otimes \text{id}_{U_n},
\end{align*}
\]

on the direct summand \( U_1 \otimes \cdots \otimes U_n \) of \( U^n \). Finally, for any \( j = 1, ..., n-1 \) and any \( k = 1, ..., g \) we define the linear map \( Z_{t_{j,k}} \) that maps any \( f \in \text{Hom}(L^g, U_1 \otimes \cdots \otimes U_n) \) to

\[
Z_{t_{j,k}}(f) := \left( \begin{array}{c} \text{id}_{L^{g-k}} \otimes \text{id}_{U_1} \otimes \cdots \otimes \text{id}_{U_n} \\
\circ (T_L \otimes \theta_{L^{g-k-1}} \circ \text{id}_{U_1} \otimes \cdots \otimes \text{id}_{U_n}) \\
\circ \left( T_L \otimes \theta_{L^{g-k-1}} \circ \text{id}_{U_1} \otimes \cdots \otimes \text{id}_{U_n} \right) \end{array} \right),
\]

in \( \text{Hom}(L^g, U_1 \otimes \cdots \otimes U_n) \), and acts analogously on a any morphism in \( \text{Hom}(L^g, U_{\sigma(1)} \otimes \cdots \otimes U_{\sigma(n)}) \) for any \( \sigma \in \mathcal{N} \).
Pictorially, $Z_{t_{j,k}}$ acts as

\begin{equation}
Z_{t_{j,k}}(f) := f \circ Z_{-1}^{t_{j,k}}.
\end{equation}

We can now rephrase the results of [73 Section 4] and [76 Section 3] as follows.

**Proposition 6.1.** Consider the morphism space $\text{Hom}_C(L \otimes g, U^n)$, with $U^n$ as defined in (6.14). The morphisms $Z_\gamma$, defined in (6.15), (6.16), and (6.17), associated to the generators $\gamma$ of $\text{Map}_{g,n}$, endow the space $\text{Hom}_C(L \otimes g, U^n)$ with a projective action $\pi_{L}^{g,n}$ of $\text{Map}_{g,n}$. For any $f \in \text{Hom}_C(L \otimes g, U^n)$, and for $\gamma = a_k, e_k$ with $k = 2, \ldots, g$ and for $b_k, d_k, S_k$ with $k = 1, \ldots, g$, the action is given by

\begin{equation}
[\pi_{L}^{g,n}(\gamma)](f) = f \circ Z_{-1}^{\gamma}.
\end{equation}

For $\gamma = \omega_i, R_i$, with $i = 1, \ldots, n - 1$ and $i = 1, \ldots, n$ respectively, the action is given by

\begin{equation}
[\pi_{L}^{g,n}(\gamma)](f) = Z_{-1}^{\gamma} \circ f.
\end{equation}

Finally, for $\gamma = t_{j,k}$, with $j = 1, \ldots, n - 1$ and $k = 1, \ldots, n$, the action of $t_{j,k}$ is given by

\begin{equation}
[\pi_{L}^{g,n}(t_{j,k})](f) = Z_{t_{j,k}}^{-1}(f).
\end{equation}
Remark 6.2. Consider the subgroup $\text{Map}_{g, p, q}$ of the mapping class group $\text{Map}_{g, p, q}$ that leaves two subsets, of size $p$ and $q$, of the holes invariant. Take the labels of the two sets of holes to be $U_1, ..., U_p$ and $V_1, ..., V_q$, respectively, and define object $U^p$ and $V^q$ analogously as in (6.14). The right duality of $\mathcal{C}$ provides a linear isomorphism

$$\varphi : \text{Hom}(L^g \otimes V, U) \rightarrow \text{Hom}(L^g, U \otimes V^\vee).$$

Then

$$\pi_{g, p, q}^H := \varphi^{-1} \circ \pi_{g, p+q}^H \circ \varphi$$

(6.23)

defines a projective representation of $\text{Map}_{g, p, q}$ on $\text{Hom}(L^g \otimes V, U)$.

6.2 The Cardy bulk Frobenius algebra in $H$-Bimod

We now turn to the description of the Cardy bulk Frobenius algebra $F$ in the case $\mathcal{C} = H$-mod for $H$ a finite-dimensional factorizable ribbon Hopf algebra over an algebraically closed field of characteristic zero. As we will explain below, we will be able to work in $H$-Bimod instead of $(H\text{-mod})^{\text{rev}} \otimes H$-mod.

Consider the functor

$$G^H_{\otimes_{0a}} : H\text{-mod}^{\text{op}} \times H\text{-mod} \rightarrow H\text{-Bimod},$$

(6.24)

that acts on objects as

$$(X, \rho_X) \times (Y, \rho_Y) \mapsto (X^\vee \otimes_k Y, \rho_Y \circ \text{id}_Y, \text{id}_X, \rho_X) \circ (\rho_Y \circ \tau_{Y, H} \circ (\text{id}_Y \otimes s^{-1})).$$

(6.25)

and on morphisms as $f \times g \mapsto f^\vee \otimes_k g$. Pictorially, the action on objects looks as

$$\begin{align*}
\begin{array}{cccc}
\text{H} & \times & \text{H} & \rightarrow \text{H} \\
X & \rho_X & Y & \rho_Y \\
\end{array}
\end{align*}$$

$$\begin{align*}
\begin{array}{cccc}
\text{H} & \times & \text{H} & \rightarrow \text{H} \\
X^\vee & \rho_Y & Y & \rho_X \\
\end{array}
\end{align*}$$

$$\begin{align*}
\begin{array}{cccc}
\text{H} & \times & \text{H} & \rightarrow \text{H} \\
X^* & \rho_X & Y & \rho_Y \\
\end{array}
\end{align*}$$

(6.26)

For $\mathcal{C} = H$-mod, the Cardy bulk Frobenius algebra $F$ is the coend

$$F := \int_X G^H_{\otimes_{0a}}(X, X).$$

(6.27)
in $H$-Bimod. The next subsection motivates this terminology. That is, that the coend $F$ in (6.27) should be considered as a special case of the coend $F = \int^X X^\vee \otimes X$, introduced in (3.15).

### 6.2.1 Equivalences of categories

Denote by $H^{coop}$, the Hopf algebra obtained from $H$ by replacing the coproduct by the opposite product, as in (2.59). Analogously $H^{op}$ is obtained from $H$ by replacing the product by the opposite product $m^{op} := m \circ \tau_{H,H}$. When $H$ is quasitriangular with $R$-matrix $R$ there are, according to [4, Lemma A.4], equivalences

$$H$-Bimod $\simeq (\overline{H} \otimes_k H^{coop})$-mod $\simeq (\overline{H} \otimes_k H^{op})$-mod \hspace{1cm} (6.28)$$

of braided monoidal categories. Here $H$-Bimod is equipped with the braiding (2.80) and $\overline{H}$ is obtained from $H$ by replacing the $R$-matrix by $R_{21}^{-1}$ and the ribbon element $v$ by the inverse ribbon element $v^{-1}$. The equivalence is furnished by two functors which act as the identity on morphisms, and on objects as

$$\rho \otimes H \mapsto \rho \otimes H$$

and as

$$\rho \otimes H \mapsto \rho \otimes H$$

respectively. In addition, the $R$-matrix furnishes a braided monoidal equivalence between $H$-mod and $H^{coop}$-mod. Thus, combined with (6.28) we also have an equivalence

$$H$-Bimod $\simeq (\overline{H} \otimes_k H)$-mod \hspace{1cm} (6.30)$$

as braided monoidal categories.

Next, by the universal property (2.99) of the Deligne product there is a unique functor

$$G^H_{\otimes} : H$-mod $\otimes H$-mod $\longrightarrow H$-Bimod \hspace{1cm} (6.31)$$

such that

$$G^H_{\otimes} = G^H_{\otimes} \circ (\gamma^\vee \otimes \text{Id}) \hspace{1cm} (6.32)$$
where \((?^\vee \otimes \text{Id})\) is the functor (3.14). Note that on objects of the form \(X \otimes Y \in H\text{mod} \otimes H\text{mod}\), \(G^H_{H}\) acts as

\[
G^H_{H} \rightsquigarrow \left(X \otimes_k Y, \rho_X \otimes id_Y, id_X \otimes (\rho_Y \circ \tau_{Y,H} \circ (id_Y \otimes S^{-1}))\right).
\]

By [24, Proposition 5.3] (see also [35, Example 7.10]) there is an equivalence \(H\text{mod} \otimes H\text{mod} \cong (H \otimes_k H)\text{-mod}\) of abelian categories. Combining this equivalence with the equivalence (6.30), it follows that the functor (6.31) furnishes an equivalence of abelian categories. Next, remember from section 2.6.1 that \(H\text{mod} \otimes H\text{mod}\) can be equipped with the structure of a braided monoidal category, c.f. (2.100) and (2.101). With respect to this tensor product and braiding, (6.31) extends to an equivalence of braided monoidal categories. In view of this equivalence of categories and the functors (6.32) and (3.15), the coend \(F\), as defined in (6.27), is indeed the Cardy bulk Frobenius algebra in \(H\text{-Bimod}\).

**Remark 6.3.** Recall that we want to describe \((H\text{-Mod})^{rev} \otimes H\text{-Mod}\). The arguments above imply that \((H\text{-Mod})^{rev} \otimes H\text{-Mod}\) is equivalent, as a braided monoidal category, to \(H\text{-Bimod}\) with the braiding defined in (2.80).

### 6.2.2 The coregular bimodule as a coend

Let us now describe the coend \(F\), defined in (6.27), in detail. As an object in \(H\text{-Bimod}\), \(F\) is the coregular bimodule, i.e. the vectors space \(H^*\) endowed with the actions (2.54). Indeed we have, [4, Lemma A.2]:

**Lemma 6.4.** The family \(i^F\) of morphisms

\[
i^F_X := (d_X \otimes \text{id}_{H^*}) \circ [\text{id}_{X^*} \otimes (\rho_X \circ \tau_{X,H}) \otimes \text{id}_{H^*}] \circ (\text{id}_{X^*} \otimes \text{id}_{X} \otimes b_H)
\]

with \(X \in H\text{-mod}\) is a dinatural family from \(G^H_{H}\) to the coregular bimodule \(F\) in \(H\text{-Bimod}\).

Pictorially, \(i^F_X\) is given by

\[
i^F_X : \begin{array}{c}
\xymatrix{
X^* \ar@/^/[r] & H^* \\
X \ar@/^/[u] & \ar@/^/[l]}
\end{array}
\]

(6.35)

That \(i^F_X\) is a morphism of bimodules follows directly by using the action (6.26) of \(G^H_{H}\) on objects, the representation properties and (2.54), see [4] eq. (A.8) and
That $\iota^F_X$ is dinatural, i.e. satisfies (2.102) for any $f$ in $H$-mod follows directly from the action of $G_{0a}^H$ on morphisms and that $f$ is a morphism of $H$-modules, see [4, eq. (A.10)]. In addition we have the following result:

**Proposition 6.5.** The $H$-bimodule $F$ together with the dinatural family $(\iota^F_X)$ given by (6.35) is the coend of the functor $G_{0a}^H$:

$$(F, \iota^F) = \int^X G_{0a}^H(X, X).$$

**Proof.** We have to show that the dinatural family $\iota^F$ satisfies (2.103). Thus, let $j^Z_X$ be any dinatural transformation from $G_{0a}^H$ to $Z \in H$-Bimod. Given any $X \in H$-mod, take any element $x_o$ in $X$, described as $x_o \in \text{Hom}_k(k, X)$, and consider the morphism $f_{x_o} := \rho_X \circ (\text{id}_H \otimes x_o) \in \text{Hom}_H(H, X)$. Here $H$ is regarded as an $H$-module via the left regular action. Applying dinaturalness to $f_{x_o}$ yields

$$j^Z_X \equiv X \mapsto j^Z_X X \equiv X \mapsto j^Z_X X \equiv (6.37)$$

Next we compose this equality with $\text{id}_{X^*} \otimes \eta$:

$$j^Z_X \circ (\text{id}_{X^*} \otimes x_o) = = = (6.38)$$

Since $x_o$ is an arbitrary element of $X$ this implies

$$j^Z_X = \kappa^Z \circ \iota^F_X,$$

with $\kappa^Z$ defined as

$$\kappa^Z := j^Z_H \circ (\text{id}_{H^*} \otimes \eta).$$

In fact, $\kappa^Z$ is a bimodule morphism from $F$ to $Z$. Compatibility with the left $H$-action is immediate from the fact that $j^Z_H$ is a morphism of left modules.
Compatibility with the right action is seen from the following chain of equalities:

\[
\begin{align*}
\rho_F & = H^* Z h_{\rho} = H^* Z h_{\rho} = H^* Z h_{\rho} = H^* Z h_{\rho} = H^* Z h_{\rho} \\
(6.41)
\end{align*}
\]

Here the second equality invokes dinaturalness for the morphism \( \eta_H \) and the last equality follows from the definition (6.26) of \( G^H \) and the fact that \( j_{ZH} \) is a morphism of right \( H \)-modules. Thus there indeed exists a morphism \( \kappa^Z \in H\text{-Bimod} \) from \( F \) to \( Z \).

It remains to show that \( \kappa^Z \) is unique. Assume that \( \kappa'^Z \) is any morphism in \( \text{Hom}(F, Z) \) making (2.103) commute, i.e.

\[
\begin{align*}
\kappa'^Z = \eta_H \circ \kappa^Z. \\
(6.42)
\end{align*}
\]

Next, note that \( \eta_H \circ (\text{id}_H \otimes \eta) = (\text{id}_H \otimes \text{id}_H) \circ (\text{id}_H \otimes b_H) = \text{id}_H \). Considering (6.42) with \( X = H \) and composing with \( \text{id}_H \otimes \eta \) it therefore follows that

\[
\begin{align*}
\kappa'^Z = j_{ZH} \circ (\text{id}_H \otimes \eta) = \kappa^Z. \\
(6.43)
\end{align*}
\]

Thus \( \kappa^Z \) is indeed uniquely determined.

\[
\square
\]

6.2.3 The Frobenius algebra structure on \( F \)

In this subsection we prove that \( F \) can be naturally equipped with the structure of a commutative symmetric Frobenius algebra.

The structure morphisms

We start by introducing the structure morphisms. To this end we define the following linear maps:

\[
\begin{align*}
m_F & := \quad \quad \Delta_F := \quad \quad \varepsilon_F := \\
\eta_F & := \quad \quad \quad \chi \quad \quad \quad \quad \lambda \\
(6.44)
\end{align*}
\]
When $H^*$ is equipped with the bimodule structure (2.54), these morphisms are not just linear maps, but bimodule morphisms, i.e. morphisms in $H$-$\text{Bimod}$ [4, Proposition 2.9]. In order to discuss the proof of this statement we give the following useful identities from [4, Lemma 2.7]. First, for any Hopf algebra $H$ we have

$$\begin{align*}
H \otimes H \otimes H \otimes H &= H \otimes H \otimes H \otimes H = \cdots = H \\
(6.45)
\end{align*}$$

Further, if $H$ is unimodular with integral $\Lambda$, we have

$$\begin{align*}
H \otimes H \otimes \Lambda &= H \otimes \Lambda \otimes H \\
\Lambda \otimes H \otimes H &= \Lambda \otimes H \otimes H \\
(6.46)
\end{align*}$$

We now outline the proof of the statement that the maps (6.44) are bimodule morphisms.

**$m_F$ is a bimodule morphism** That $m_F$ intertwines the left action of $H$ can be seen as follows:

$$\begin{align*}
H^* \otimes H^* &\Rightarrow H^* \\
H \otimes H \otimes H^* &\Rightarrow H \otimes H \otimes H^* \\
H^* \otimes H \otimes H^* &\Rightarrow H^* \otimes H \otimes H^* \\
H^* \otimes H^* \otimes H &\Rightarrow H^* \otimes H^* \otimes H \\
(6.47)
\end{align*}$$

Here, the first and the last equality just implement (2.54). The second and third equality follow from the connecting axiom (2.35) and the anti-coalgebra morphism property (2.39), respectively. That $m_F$ is also a morphism of right $H$-modules follows in an analogous fashion, see [4, eq. (2.22)].
\( \eta_F \) is a bimodule morphism \( \quad \) That \( \eta_F \) is a bimodule morphism follows from (2.54) and direct application of (2.36) and (2.41), see [4, eq. (2.23) & (2.24)].

\( \Delta_F \) is a bimodule morphism \( \quad \) The chain of equalities

\[
\begin{align*}
H^* H^* H^* H^* & = H^* H^* H^* H^* \\
& = H^* H^* H^* H^* \\
& = H^* H^* H^* H^* \\
& = H^* H^* H^* H^* \quad \text{(6.48)}
\end{align*}
\]

establishes that \( \Delta_F \) is a morphism of left \( H \)-modules. Here the first equality follows from (6.45), while the second and third equality uses (2.39) and associativity respectively.

In order to show that \( \Delta_F \) is also a morphisms of right modules, we use that there is an alternative expression for \( \Delta_F \), [4, Lemma 2.8]:

\[
\Delta'_F :=
\begin{array}{c}
\text{(6.49)}
\end{array}
\]

That \( \Delta'_F = \Delta_F \) follows by using (2.58) and coassociativity of the coproduct \( \Delta \) of \( H \). Using the expression (6.49), the following chain of equalities establishes that \( \Delta_F \) is a morphism of left modules:

\[
\begin{align*}
H^* H^* H^* & = H^* H^* H^* \\
& = H^* H^* H^* \\
& = H^* H^* H^* \\
& = H^* H^* \quad \text{(6.50)}
\end{align*}
\]
Here, the first equality uses the anti-coalgebra morphism property of $s^{-1}$ and the connecting axiom. The second equality follows from (2.69). In the third equality the upper inverse antipode is pushed through the product by using that $s^{-1}$ is an anti-coalgebra morphism. The two last equalities use associativity and the defining property (2.37) of $s$.

$\varepsilon_F$ is a bimodule morphism Finally, that $\varepsilon_F$ is a bimodule morphism follows directly from the actions (2.54), the defining property of the two-sided integral (i.e. that $\Lambda$ satisfies (2.52) and the corresponding equality for a right integral) and (2.41), see [4, eq. (2.28)].

The Frobenius algebra structure

Having verified that the maps (6.44) are indeed morphisms in $H$-Bimod, we continue to state [4, Proposition 2.5]

**Proposition 6.6.** The morphisms (6.44) endow the object $F = (H^\ast, \rho_F, \eta_F)$ with the structure of a Frobenius algebra in $H$-Bimod. That is, $(F, m_F, \eta_F)$ is a (unital associative) algebra, $(F, \Delta_F, \varepsilon_F)$ is a (counital coassociative) coalgebra, and the two structures are compatible in the sense

$$ (\text{id}_F \otimes m_F) \circ (\Delta_F \otimes \text{id}_F) = \Delta_F \circ m_F = (m_F \otimes \text{id}_F) \circ (\text{id}_F \otimes \Delta_F). \quad (6.51) $$

**Proof.** We outline the proof given in [4]. First, that $(F, m_F, \eta_F) = (H^\ast, \Delta^\ast, \varepsilon^\ast)$ is a unital algebra follows directly by duality from the fact that $(H, \Delta, \varepsilon)$ is a counital coalgebra. Second, coassociativity of $\Delta$ immediately implies

$$ (\text{id}_H \otimes \Delta_F') \circ \Delta_F = (\Delta_F \otimes \text{id}_H) \circ \Delta_F', \quad (6.52) $$

which in turn implies that $\Delta_F' = \Delta_F$ is a coassociative coproduct. That $\varepsilon_F$ is a counit for this product follows from (2.58), see [4, eq. (2.32)]. Finally that $F$ satisfies the first equality in (2.51) follows by writing out the linear maps, inserting $\Delta_F$ and using coassociativity of $\Delta$. Analogously the second equality in (2.51) follows by inserting $\Delta_F'$ and using coassociativity of $\Delta$. Thus $F$ is indeed a Frobenius algebra in $H$-Bimod.

$F$ is commutative and has trivial twist

We have from [4, Proposition 3.1]

**Proposition 6.7.** The product $m_F$ of the Frobenius algebra $F$ in $H$-Bimod is commutative with respect to the braiding (2.80): $m_F \circ c_{F,F} = m_F$.  \(\blacksquare\)
Proof. By applying (2.80), (2.54), (2.61) and (2.59) it follows that

\[ m_F \circ c_{F,F} = H^* \circ H^* \circ H^* = H^* \circ H^* \circ H^* = H^* \circ H^* \circ H^* = H^* \circ H^* \circ H^* = H^* \circ H^* \circ H^* = H^* \circ H^* \circ H^* = m_F. \]

Thus \( F \) is commutative. \( \square \)

Next we observe

**Proposition 6.8.** The twist of \( F \) is trivial:

\[ \theta_F = \text{id}_F. \] (6.55)

**Proof.** After having inserted the left and right actions (2.54) of \( H \) on \( F \) in the expression (2.81) for the twist of \( H \)-Bimod, the equality (6.55) is obtained by using \( S \circ v = v \) and that \( v \) is central. \( \square \)

**\( F \) is symmetric**

We have [4, Theorem 4.4] the following result

**Proposition 6.9.** The Frobenius algebra \( F \) is symmetric.

**Proof.** According to Definition (2.35) (iii) and Remark (2.9) (iii) \( F \) is symmetric if (2.33) holds for \( \kappa = \varepsilon_F \circ m_F \). Indeed we have the following chain of equalities

\[ (6.56) \]
in $H$-Bimod. Note that this is a picture drawn in $H$-Bimod, not in $\text{Vect}_C$. In particular the braiding is the braiding of $H$-Bimod. Here the first equality is a deformation. The second equality is obtained by first using (2.36) to recognize the twist $\theta_F$, which is trivial, and then using that $F$ is commutative. (6.56) proves the rightmost equality in (2.33) and thus that $F$ is symmetric. □

Remark 6.10. Any symmetric commutative Frobenius algebra in a sovereign braided category is also cocommutative and has trivial twist. For a strictly sovereign category $C$, this has been shown in [39, Proposition 2.25]. The proof easily extends to the non-strict case.

Specialness

We first note that [4, Lemma 4.5]

$$\varepsilon_F \circ \eta_F = \varepsilon \circ \Lambda \quad \text{and} \quad m_F \circ \Delta_F = (\lambda \circ \varepsilon) \text{id}^*_H. \tag{6.57}$$

The first equality is immediate from (6.44), while the second uses coassociativity of $H$ and the defining property of the antipode, see [4, eq. (4.18)]. A finite-dimensional Hopf algebra is semisimple iff the Maschke number $\varepsilon \circ \Lambda \in \mathbb{k}$ is non-zero, and it is cosemisimple iff $\lambda \circ \eta \in \mathbb{k}$ is non-zero [69]. In addition, when $\mathbb{k}$ is of characteristic zero, cosemisimplicity is implied by semisimplicity [68]. Thus we have

Corollary 6.11. The Frobenius algebra $F$ in $H$-Bimod is special iff $H$ is semisimple.

6.3 Mapping class group invariants in $H$-Bimod

We are now a in position to give the main result of this chapter. Recall the projective action, $\pi^{g,n}_L$, of mapping class groups, given in Proposition 6.1. Note that for $U_1 = \ldots = U_n = V$ we have $U^n = V^\otimes n$. Accordingly, $\pi^{g,n}_L$ is a projective action on the space $\text{Hom}(L^\otimes g, V^\otimes n)$.

Theorem 6.12. Let $H$ be a finite-dimensional factorizable ribbon Hopf algebra over an algebraically closed field $\mathbb{k}$ of characteristic zero and $\text{Map}_{g,n}$, the mapping class group of a closed oriented surface $\Sigma_{g,n}$. Then, for $C = H$-mod, the morphism $\mathcal{C}(\Sigma_{g,n}) \in \text{Hom}(K^\otimes g, F^\otimes n)$, defined in (6.5), is invariant under the projective action $\pi_K$ of $\text{Map}_{g,n}$, given in Proposition 6.1, for any $g, n \geq 0$.

The rest of this section is devoted to the proof of this statement. It will be convenient to work in the category $H$-Bimod $\simeq H$-$\text{Mod}^{opp} \otimes H$-Mod.
6.3.1 The bulk handle Hopf algebra $H$-Bimod

In the case $C = H$-mod, i.e. $C^{rev} \boxtimes C \simeq H$-Bimod, the bulk handle Hopf algebra defined in (3.28), is the coend $K = L_{H\text{-Bimod}}$. As an object in $H$-Bimod, $K$ is the bimodule \[ K = (H^* \otimes_k H^*, \rho_v \otimes \text{id}_{H^*}, \text{id}_{H^*} \otimes \rho_u). \] (6.58)

That is, $K$ is the vector space $H^* \otimes_k H^*$, endowed with the left and right coadjoint actions, defined in (4.56), on the first and second factor, respectively. The dinatural family for the coend is given by

\[ (6.59) \]

We omit the proof of this statement and refer the reader to [2] for details.

Since $K = L_{H\text{-Bimod}}$ is the coend of the tensor product functor $F_0$, defined in (2.104), considered in $H$-Bimod, $K$ carries a natural structure of a Hopf algebra in $H$-Bimod. The structure morphisms are obtained by inserting (6.59) in (2.108). The unit, counit and coproduct are

\[ \eta_K = \varepsilon^\vee \otimes \varepsilon^\vee, \quad \varepsilon_K = \eta^\vee \otimes \eta^\vee, \quad \Delta_K = \text{(id}_{H^*} \otimes \tau_{H^*} \otimes \text{id}_{H^*}) \circ ((m^{op})^\vee \otimes m^\vee), \] (6.60)

and the antipode and product are given by

\[ S_K = \] (6.61)
and

\[ m_K = H^* R H^* H^* = H^* H^* H^* R = H^* (6.62) \]

The second expression for \( m_K \) is obtained by using that the \( R \)-matrix intertwines the coproduct and the opposite coproduct.

In addition, the right cointegral \( \lambda \) and the two-sided integral \( \Lambda \) of \( H \) give rise to an integral and a cointegral of \( K \). Explicitly

\[ \lambda_K := \Lambda^Y \otimes \Lambda^Y \]  

is a two-sided cointegral of \((K, m_K, \eta_K, \Delta_K, \varepsilon_K, S_K)\) and

\[ \Lambda_K := \lambda^Y \otimes \lambda^Y \]  

is a two-sided integral of \((K, m_K, \eta_K, \Delta_K, \varepsilon_K, S_K)\) [4, Proposition A.8]. That \( \lambda_K \) is a two-sided cointegral is an immediate consequence of the fact that \( \Lambda \) is a two-sided integral. That \( \Lambda_K \) is a left integral follows from the left-most expression in (6.62) together with the fact that \( \lambda \) is a right cointegral and satisfies (2.68). It follows in the same manner, by using the rightmost expression in (6.62), that \( \Lambda_K \) is a right integral.

### 6.3.2 Morphisms in \( H \)-Bimod as linear maps

In order to work with the underlying linear maps for performing calculations in \( H \)-Bimod we need to express various morphisms, introduced earlier in this chapter, as linear maps. We start by writing down the relevant morphisms, implementing the representation in Proposition [6.1] as linear maps.

**Partial monodromies** Inserting the dinatural family (6.59) and the linear map (2.80), implementing the braiding in \( H \)-Bimod, in the expressions (6.6) and (6.7)
for the two partial monodromies, we obtain the partial monodromies of \( K \):

\[
Q_{K,K} = \begin{align*}
& H^* \\
& H^* \\
& H^* \\
& H^*
\end{align*}
\]

and

\[
Q^1_{K,X} = \begin{align*}
& H^* \\
& H^* \\
& \rho_X \\
& X \\
& X
\end{align*}
\]

Recall from (6.9) that the Hopf pairing of \( K \) is given by \( \omega_K = (\varepsilon_K \otimes \varepsilon_K) \circ Q_{K,K} \).

It follows that \( \omega_K \) is non-degenerate iff the Drinfeld map of \( H \) is invertible.

Thus \( H \)-Bimod satisfies condition (MOD), i.e. \( H \)-Bimod is factorizable, iff \( H \) is factorizable.

Inserting this result for \( Q^1_{K,X} \), together with \( \varepsilon_K = \eta^\vee \otimes \eta^\vee \), into the expression (6.10) for the action of \( L \) on any object in \( C \), it follows that the action of \( K \) on any \( H \)-bimodule \( X \) is given by

\[
\rho_X^K = \begin{align*}
& H^* \\
& H^* \\
& X
\end{align*}
\]
The maps $T_L$ and $S_L$. In order to study the mapping class group representation in Proposition 6.1, we also need the maps $T_L$ and $S_L$, which in the $H$-Bimod case we denote by $T_K$ and $S_K$. First, inserting the dinatural family $\iota^K$, given in (6.59), and the expression (2.81) for the twist of $H$–Bimod in the definition (6.11) of $T_L$, we obtain

$$T_K = \begin{align*}
    H^* & \xrightarrow{H^*} H^* \\
    H^* & \xrightarrow{H^*} H^*
\end{align*}
$$

Second, inserting the expression (6.65) for $Q_{K,K}$, and the unit $\varepsilon_K = \eta^\vee \otimes \eta^\vee$ and integral $\Lambda_K = \lambda^\vee \otimes \lambda^\vee$ of $K$, in the definition (6.12) of $S_L$, we obtain

$$S_K = \begin{align*}
    H^* & \xrightarrow{H^*} H^* \\
    H^* & \xrightarrow{H^*} H^*
\end{align*}
$$

Remark 6.13. Note that, using the definitions (2.57) and (2.70) of the Frobenius map and the Drinfeld map, combined with the property (2.68) of $\lambda$, the map $S_K$ can be written as

$$S_K = (\Psi \circ f_{Q^{-1}}) \otimes (\Psi \circ f_Q).$$

Thus, $S_K$ is invertible if the Drinfeld map is invertible, i.e. if $H$ is factorizable. It is easily checked, using the relations (2.58) and (2.74), that the inverse is given by

$$S_K^{-1} = (\Psi \circ f_Q) \otimes (\Psi \circ f_{Q^{-1}}).$$

The morphism $\delta_{1,1}^g$. We will also need the morphism $\delta_{1,1}^g$, defined in (6.2), expressed as a linear map. In the $H$-Bimod case we denote the morphism $\delta_{1,1}^g$ by $\delta_{1,1}^H$. We start with $\delta_{0,1}^H = \mathcal{C}_H(\Sigma_{1,1})$. Inserting the expressions, given in (6.44), for the product and coproduct of $F$, and the action (6.67) of $K$, combined
with the left and right action (2.54) of $H$ on $F$, in the definition (6.2) of $\tilde{\delta}_{0,1}^{H}$, we obtain

$$\tilde{\delta}_{0,1}^{H,1} = \begin{array}{c}
\begin{array}{c}
\lambda_Q^{-1} \quad H^* \\
\downarrow \quad \downarrow \\
H^* H^*
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\lambda_Q \quad H^* \\
\downarrow \quad \downarrow \\
H^* H^*
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\lambda_Q \quad H^* \\
\downarrow \quad \downarrow \\
H^* H^*
\end{array}
\end{array}$$

(6.72)

Here the second equality follows from associativity of $m$ and the third follows by using several times that $\delta$ is a anti-(co)algebra morphism. Next, using that the morphism $f_{Q^{-1}}$ intertwines the coadjoint and the adjoint left action, see (2.76), we obtain the first of the following equalities:

$$\tilde{\delta}_{0,1}^{H,1} = \begin{array}{c}
\begin{array}{c}
\lambda_Q^{-1} \quad H^* \\
\downarrow \quad \downarrow \\
H^* H^*
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\lambda_Q \quad H^* \\
\downarrow \quad \downarrow \\
H^* H^*
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\lambda_Q \quad H^* \\
\downarrow \quad \downarrow \\
H^* H^*
\end{array}
\end{array}$$

(6.73)

Here the second equality follows from $S \circ S \circ Q = \tau_{H,H} \circ Q$. The third equality is obtained by applying the second equality in (2.74) and then using that $S^{-1}$ is an anti-coalgebra morphism and $S \circ \Lambda = \Lambda$.

Having obtained the morphism $\delta_{0,1}^{H,1} = \mathcal{E}_H(\Sigma_{1,1})$ as a linear map, we can easily write down the linear map underlying $\tilde{\delta}_{0,1}^{H,1}$. By the unit property, the Frobenius property and associativity of $F$ we have

$$\tilde{\delta}_{1,1}^{H,1} = m_F \circ [(\delta_{1,1}^{H,1} \circ (id_K \otimes \eta_F)) \otimes id_F] = m_F \circ (\mathcal{E}_H(\Sigma_{1,1}) \otimes id_F).$$

(6.74)

Inserting $m_F = \Delta_{H}$ and the right-most expression in (6.73) for $\mathcal{E}_H(\Sigma_{1,1}) = \tilde{\delta}_{0,1}^{H,1}$
in (6.74) we obtain

\[ \sim_{1,1}^{H,1} = F \]

Here, the third equality follows by recognizing the right adjoint action (2.55).

Note that in (6.75), the first picture is a morphism in \( H \text{--} \text{Bimod} \), whereas the two last pictures are linear maps.

Below we will need the linear map underlying \( \tilde{\gamma}_{p,q}^{H,g} \) only for \( p = q = 1 \). From the definition (6.2) of \( \tilde{\gamma}_{p,q}^{H,g} \), and the result (6.75) for \( g = 1 \), it follows immediately that, as a linear map, \( \tilde{\gamma}_{1,1}^{H,1} \) is given by

Here, the dotted lines in the pictures means that a piece of the morphism is repeated \( g \) times: There are \( g - 3 \) additional occurrences of the “loops” containing
the integral and there are \( g - 3 \) additional coproducts such that the rightmost line coming out of this coproduct is ending on the adjoint right action on one of those "loops". Similar notation will be used in various pictures below.

### 6.3.3 Proof of invariance

This subsection is devoted to the proof of Theorem 6.12. We will establish a series of lemmas, which together prove Theorem 6.12. First of all, we recall Lemma 5.8 and 5.9 of [3]:

**Lemma 6.14.** The one-point function on the torus \( \mathcal{C}_H(\Sigma_{1,1}) = \mathcal{H}^{H_{1,1}} \circ (\text{id}_K \otimes \eta_F) \) satisfies

\[
\mathcal{C}_H(\Sigma_{1,1}) \circ S_K = \mathcal{C}_H(\Sigma_{1,1}) \quad (6.77)
\]

and

\[
\mathcal{C}_H(\Sigma_{1,1}) \circ T_K = \mathcal{C}_H(\Sigma_{1,1}). \quad (6.78)
\]

**Proof.** (i) We will show invariance under \( S^{-1}_K \). Recall from (6.71) that \( S^{-1}_K \) is given by

\[
S^{-1}_K = \begin{align*}
\begin{array}{c}
Q \downarrow \quad \lambda \downarrow \\
H^* & \quad H^*
\end{array}
\end{align*}
\]

Thus, composing \( S^{-1}_K \) with the first expression in (6.72) we obtain

\[
\mathcal{C}_H(\Sigma_{1,1}) \circ S^{-1}_K = \begin{align*}
\begin{array}{c}
Q \downarrow \quad \lambda \downarrow \\
H^* & \quad H^*
\end{array}
\end{align*}
\]

\[
= \begin{align*}
\begin{array}{c}
Q \downarrow \quad \lambda \downarrow \\
H^* & \quad H^*
\end{array}
\end{align*}
\]

(6.80)
Here we have used the anti-algebra morphism property of the antipode $S$ in the first equality. The second equality is obtained by applying (2.74) together with the property (2.68) of $\lambda$. According to Lemma A.1, the last expression in (6.80) equals

$$C_H(\Sigma_{1,1}) \circ S_K^{-1} = H^* H^* = H^*$$

(6.81)

The second expression in (6.81) coincides with the right-most expression in (6.73) for $C_H(\Sigma_{1,1})$. This proves $C_H(\Sigma_{1,1}) \circ S_K = C_H(\Sigma_{1,1})$.

(ii) From the expression (6.68) for $T_K$ and the last expression in (6.73) it follows that

$$C_H(\Sigma_{1,1}) \circ T_K = H^*$$

(6.82)

After applying (6.46), the central elements $v$ and $v^{-1}$ cancel each other. This proves $C_H(\Sigma_{1,1}) \circ T_K = C_H(\Sigma_{1,1})$. 

A direct consequence of this result is

**Lemma 6.15.** For any integer $k \geq 0$, the morphism $\mathfrak{F}_{1,1}^{H,k}$ satisfies

$$\mathfrak{F}_{1,1}^{H,k} \circ (\text{id}_K^{\otimes r} \otimes S_K \otimes \text{id}_K^{\otimes s} \otimes \text{id}_F) = \mathfrak{F}_{1,1}^{H,k}$$

(6.83)

and

$$\mathfrak{F}_{1,1}^{H,k} \circ (\text{id}_K^{\otimes r} \otimes T_K \otimes \text{id}_K^{\otimes s} \otimes \text{id}_F) = \mathfrak{F}_{1,1}^{H,k},$$

(6.84)

for all $r + s = k - 1$. 

Proof. From (6.74) and Lemma 6.14 it follows that the morphism $\tilde{s}_{1,1}^{H,1}$ satisfies

$$\tilde{s}_{1,1}^{H,1} \circ (T_K \otimes \text{id}_F) = \tilde{s}_{1,1}^{H,1}$$

and

$$\tilde{s}_{1,1}^{H,1} \circ (S_K \otimes \text{id}_F) = \tilde{s}_{1,1}^{H,1}.$$  

These equalities directly imply (6.83) and (6.84). \square

Lemma 6.16. $\tilde{s}_{1,1}^{H,k}$ satisfies

$$\tilde{s}_{1,1}^{H,k} \circ (\text{id}_K \otimes \theta_K \otimes \text{id}_K \otimes \text{id}_F) = \tilde{s}_{1,1}^{H,k},$$

for any integers $r, s, t$ such that $r + s + t = k$.

Proof. First we apply the expression (2.81) for the twist and use Lemma A.7 (ii) to replace the left and right actions of $v$ and $v^{-1}$ on $K \otimes s$ by left and right multiplication. Then, the left hand side of (6.86) differs from the right hand side by a left multiplication with $v \circ S$ and a right multiplication with $v^{-1} \circ S^{-1}$, both of them multiplying the same $H$-line. The equality (6.86) then follows by using $v \circ S = v$ and that the ribbon element $v$ is central. \square

Lemma 6.17. For any $k = 2, ..., g$, we have

$$\mathcal{E}_H(\Sigma_{g,n}) \circ (\text{id}_K \otimes \theta_K \otimes \text{id}_K \otimes \text{id}_F) = \mathcal{E}_H(\Sigma_{g,n}).$$

Proof. From the expression (6.65) for $Q_{K,K}$ and the expression (6.76) for $\tilde{s}_{1,1}^{H,2}$ it follows that

$$\tilde{s}_{1,1}^{H,2} \circ (Q_{K,K} \otimes \text{id}_F) =$$

$$=$$

$$\mathcal{E}_H(\Sigma_{g,n}) \circ (\text{id}_K \otimes \theta_K \otimes \text{id}_K \otimes \text{id}_F) = \mathcal{E}_H(\Sigma_{g,n}).$$
Using first (6.46) and then that \( s^{-1} \) is an anti-algebra morphism we obtain the left hand side of the following equality:

\[
H^* H^* H^* H^* H^* \Lambda \Lambda Q Q^{-1} \rho \bullet \rho \bullet H^* (6.89)
\]

The right hand side of (6.89) is obtained by inserting the definition (2.55) of the right adjoint action followed by associativity of \( H \) and again that the antipode is the anti-algebra morphism.

By applying \((S^2 \otimes S^2) \circ Q = Q\) and then Lemma A.4 (i) we can omit the \( Q \)-matrices on the left hand side of (6.89). Comparing the result with (6.76) it follows that

\[
\tilde{H}^{H,2}_{1,1} \circ (Q_{K,K} \otimes id_F) = \tilde{H}^{H,2}_{1,1} .
\]

Finally, the left hand side of (6.87) differs from the right hand side exactly by the action the application of \( Q_{K,K} \) on two adjacent \( K \)-factors. Thus (6.87) follows directly from (6.90). 

\[\square\]

**Lemma 6.18.** For any integer \( k \geq 2 \), \( \tilde{H}^{H,k}_{0,2} \) satisfies

\[
(id_F \otimes \tilde{b}_F) \circ (\tilde{b}^{H,k}_{0,2} \otimes id_F) \circ Q_{K,K}^{k-1} = (id_F \otimes \tilde{b}_F) \circ (\tilde{b}^{H,k}_{0,2} \otimes id_F) (6.91)
\]

in \( \text{Hom}_{H|H}(K^\otimes k \otimes \gamma F, F) \).
That is, graphically

\[
\begin{align*}
\text{Proof. } & \text{The left hand side of (6.92) is expressed as a linear map by using the expression (6.76) for } Q_{K,K}^{k,k-1} \otimes F, \text{ the unit } \eta_F = \eta^F_H \text{ and coproduct of } F, \text{ given in (6.44), and the expression (6.66) for } Q^i_{K,K} \otimes F. \text{ It then follows, by applying Lemma A.7(ii), that} \\
& (\text{id}_F \otimes \bar{b}_F) \circ (\delta_{0,1}^{H,k} \otimes \text{id}_F) \circ Q_{K,K}^{k,k-1} \otimes F =
\end{align*}
\]
Next, inserting the definition (2.55) of $\rho_0$, using (6.46), then associativity of $m_H$ together with the properties of $S$, and finally (A.22) we obtain

$$(\text{id}_F \otimes \tilde{b}_F) \circ (\delta_{0,2}^{H,k} \otimes \text{id}_F) \circ Q^i_{K,K^k-1} \otimes \forall_F =$$

By composing (6.92) with $\text{id}_K \otimes k \otimes \forall_F$ and using (6.8) we obtain

**Corollary 6.19.** For any integer $k \geq 2$ we have

$$\delta_{0,1}^{H,k} \circ Q^i_{K,K^k-1} = \delta_{0,1}^{H,k}.$$  

(6.95)
Lemma 6.20. For any integer $k > 0$, we have the following equality

\begin{equation}
\begin{aligned}
\theta_{K^\otimes k \otimes F} &\quad F \\
\cdots & \quad F \\
K & \quad K \\
\cdots & \quad K \\
\end{aligned}
\end{equation}

of morphisms in $\text{Hom}_{H/H}(K^\otimes p, F \otimes F)$.

Proof. Using that $F$ has trivial twist and Lemma 6.16, it follows from the compatibility between braiding and twist (see (A.3)) that the twist morphism on the left hand side can be replaced by a monodromy $c_{F,K^\otimes k} \circ c_{K^\otimes k,F}$ between $K^\otimes k$ and $F$. The so-obtained monodromy can be commuted through all the $F$-loops. This results in the first equality. The second equality is obtained by using that $F$ is commutative Frobenius, by a calculation analogous to the one in the proof of Lemma \[A.8\] \hfill $\square$
Lemma 6.21. For any integers \( g, n \geq 0 \) we have
\[
\sum_{\text{j factors}} \bigotimes_{j} F \bigotimes_{n-j \text{ factors}} F = C_{H}(\Sigma_{g,n})
\]
for all \( m = 1, 2, ..., g \).

Proof. We first note that by Lemma 6.18 the endomorphism \( Q_{K,K \otimes k-1 \otimes F} \) can be omitted. Having done that, it follows from Lemma 6.15 that \( T_{K} \) acts trivially. Finally, by Lemma 6.20 combined with the Frobenius property, the twist can be omitted as well. By duality, the Frobenius property and coassociativity of \( \Delta_{H} \), the so-obtained morphism equals \( \mathcal{C}_{H}(\Sigma_{g,n}) \).

Proof of Theorem 6.12

We are now in a position to prove Theorem 6.12.
Proof. We first verify that the morphism $\mathcal{C}_H(\Sigma_{g,n})$ in $H$-Bimod is invariant under the action $\pi_K$ for all generators of the presentation, given in section 6.1 of Map$_{g,n}$ for any $g,n \geq 0$. That is, we prove that the actions defined in (6.19), (6.20) and (6.21) acts trivially on $\mathcal{C}_H(\Sigma_{g,n})$:

(i) $b_k, d_k$ and $S_k$ for $k = 1, \ldots, g$: Invariance follows from the expressions (6.15) for $Z_{b_k}, Z_{d_k}$ and $Z_{S_k}$ and straightforward application of Lemma 6.15.

(ii) $\omega_i$ for $i = 1, \ldots, n - 1$: Invariance follows since $F$ is cocommutative.

(iii) $R_i$ for $i = 1, \ldots, n$: Invariance follows since $F$ has trivial twist.

(iv) $a_k$, for $k = 2, \ldots, g$: It follows from Lemma 6.15 that $\mathcal{C}_H(\Sigma_{g,n}) \circ [\text{id}_K \otimes g - k \otimes (T_K \otimes T_K) \otimes \text{id}_K \otimes k - 2] = \mathcal{C}_H(\Sigma_{g,n})$. (6.98) Together with Lemma 6.17 this proves invariance.

(v): $e_k$ for $k = 2, \ldots, g$: Invariance amounts to the equality $\mathcal{C}_H(\Sigma_{g,n}) \circ [\text{id}_K \otimes (T_K \otimes \theta_K \otimes k - 1) \circ Q^{H,k}_{K,K \otimes k - 1}] = \mathcal{C}_H(\Sigma_{g,n})$. (6.99) for $k = 2, \ldots, g$. It follows from Lemma 6.15 and 6.16 that $\mathcal{C}_H(\Sigma_{g,n}) \circ [\text{id}_K \otimes (T_K \otimes \theta_K \otimes k - 1)] = \mathcal{C}_H(\Sigma_{g,n})$. Together with Corollary 6.19 this establishes (6.99).

(vi): $t_{j,k}$, for $j = 1, \ldots, n - 1$ and $k = 1, \ldots, g$: First, recall from (6.8) that any $f \in \text{Hom}(X,Y)$ can be commuted through the partial monodromy $\mathcal{Q}^{H,k}_{K,K \otimes k - 1}$. Second, inserting the definition of $\mathcal{C}_H(\Sigma_{g,n})$ in the action (6.18) of $t_{j,k}$ and using first coassociativity and the Frobenius property of $F$ and then (6.8) together with functionality of the twist it follows that the $n - j - 1$-fold coproduct of $F$ can be pushed through the partial monodromy $\mathcal{Q}^{H,k}_{K,K \otimes k - 1} \otimes (\mathcal{Q}^{H,k}_{K,K \otimes k - 1})$ and the twist. The so-obtained morphism coincides with the left hand side of (6.97). Thus, invariance under $t_{j,k}$ follows from Lemma 6.21. This proves that the morphism $\mathcal{C}_H(\Sigma_{g,n})$ in $H$-Bimod is invariant under the action $\pi_K$ of Map$_{g,n}$ for any $g,n \geq 0$. Finally, combining this result with the equivalences in section 6.2.1 completes the proof of Theorem 6.12. 

Remark 6.22. (i) When discussing factorization in CFT, one has to distinguish between ingoing and outgoing insertions. This means that there is a partition of the holes of the into $p$ outgoing and $q$ ingoing holes for any integers $p$ and $q$ such that $p + q = n$. The correlator has to be invariant under an action of the subgroup Map$_{p,q,p}$ of the mapping class group Map$_{p,q}$ that leaves each of these two subsets of ingoing and outgoing insertions separately invariant, c.f. Remark 6.2. In that setting, a natural candidate for a correlator is the morphism $\mathcal{E}_Q^{g,q,p} \in \text{Hom}_{H|H}(K^{\otimes q} \otimes F^{\otimes q}, F^{\otimes p})$, defined in (6.2). Combining the projective action $\pi_L^{g,p,q}$ of Map$_{g,p,q}$, constructed in Remark 6.2 with the isomor-
phism $\Phi \in \text{Hom}(F^\vee, F)$, that comes with the Frobenius structure of $F$, we obtain a projective action $\tilde{\pi}^{g,p,q}_{K}$ of $\text{Map}_{g,p,q}$ on $\text{Hom}_{H}((K \otimes F^\vee \otimes F^\otimes q, F^\otimes p)$. It is straightforward to verify, using that $F$ is a symmetric Frobenius algebra, that invariance under this action follows from Theorem 6.12.

(ii) As explained above, the morphism $\tilde{\pi}^{1,1,0}_{1,0}$ is invariant under $\tilde{z}^{1,1,0}_{K}(S_k)$. In the semisimple case, this is equivalent to $F$ being modular invariant in the sense of [66, Definition 3.1 (ii)].

6.3.4 Holomorphic factorization

Recall that holomorphic factorization implies that the partition function of a rational CFT is a bilinear combination, with integer coefficients $Z_{i,j}$, of characters of the vertex algebra $V$ of the theory, see c.f. (3.5). A similar result is established for $\mathcal{E}_H(\Sigma_{1,0})$ in [5].

Consider $\Sigma_{1,0}$, i.e. the torus without holes. The morphism $\mathcal{E}_H(\Sigma_{1,0})$ serves as a candidate for a partition function. Using that the Cardy bulk Frobenius algebra $F$ is symmetric Frobenius it follows that $\mathcal{E}_H(\Sigma_{1,0})$ is nothing but the $K$-character, as defined in Definition 2.10 of $F$. Via the equivalences described in section 6.2.3. the Cardy bulk Frobenius algebra $F$ can be considered as a module over $K$ in $H \otimes H^\text{op}-\text{mod}$, with the action of $H \otimes H^\text{op}$ obtained by translating the bimodule structure of $F$ via the equivalence in (6.29).

Denote by $L$ the categorical Hopf algebra $L$, described in section 2.6.2 in $H\text{-Mod}$. Recall that even when $H\text{-mod}$ is not semisimple, it still has a finite set number of isomorphism classes of simple objects. We choose a set $\{M_j | j \in J\}$ of representatives of the isomorphism classes of simple objects. Working in $H \otimes H^\text{op}-\text{mod}$, we establish the following Theorem [5, Theorem 3]

**Theorem 6.23.** The partition function $Z = \mathcal{E}_H(\Sigma_{1,0})$ can be chirally decomposed as

$$Z = \sum_{i,j \in J} c_{i,j} \chi^L_i \otimes \chi^L_j,$$

where for each $i \in J$, $\chi^L_i$ is the character of the $L$-module given by the simple $H$-module $M_i$, with the $L$-action defined in (6.110), $\tilde{t}$ is the label of the isomorphism class of $M_i^\vee$, and $C = (c_{i,j})_{i,j \in J}$ is the Cartan matrix of $H\text{-Mod}$.

In particular (recall the definition (2.98) of the Cartan matrix) the coefficients in (6.100) are integers and in the semisimple case $c_{i,j} = \delta_{i,j}$. Furthermore, as shown in [5, Lemma 6], the character $\chi^L_i$ is, as a linear map, given by

$$\chi^L_i = \chi^H_{M_i} \circ m \circ (f_Q \otimes t),$$

where $t$ is the special group-like element, defined in (2.83), and $f_Q$ the Drinfeld map. Recall that $f_Q$ and $t$ are invertible. Thus $\chi^L_i$, and a consequently also the partition function $Z$, is non-zero.
6.4 Bulk Frobenius algebras from ribbon automorphisms

In this section we generalize the construction described in the previous section by twisting $F$ by an automorphism of $H$.

**Definition 6.24.** (i) A Hopf algebra automorphism of a Hopf algebra $H$ is a linear map $\omega$ from $H$ to $H$ that is both an algebra and a coalgebra automorphism and that commutes with the antipode.

(ii) A ribbon automorphism of a Hopf algebra $H$ is a Hopf algebra automorphism that preserves the ribbon element and the $R$-matrix of $H$:

$$\omega \circ v = v \quad \text{and} \quad (\omega \otimes \omega) \circ R = R. \quad (6.102)$$

For any two Hopf algebra automorphisms $\omega$ and $\omega'$, the $\omega$-$\omega'$-twisted bimodule $^{\omega'}X^{\omega}$ is obtained from $X \equiv (X, \rho_X, \sigma_X)$ by twisting the actions according to

$$^{\omega'}X^{\omega} = (X, \rho_X \circ (\omega \otimes \text{id}_X), \sigma_X \circ (\text{id}_X \otimes \omega')). \quad (6.103)$$

The twisting is compatible with the monoidal structure of $H$-Bimod, and if $\omega$ and $\omega'$ are in addition ribbon automorphisms the twisting is also compatible with the ribbon structure. It also follows immediately that for any $H$-bimodule morphism $f : X \rightarrow Y$, $f$ also intertwines the $\omega$-$\omega'$-twisted actions.

6.4.1 Twisting the Cardy bulk Frobenius algebra

Consider now the twisted Cardy bulk Frobenius algebra

$$F_\omega := \text{id}_H F^{\omega}. \quad (6.104)$$

The $\omega$-twisted actions of $F_\omega$ differs from the untwisted ones only by pre-composing the right action by $\omega$. Since any $H$-bimodule morphism also intertwines the $\omega$-twisted right action, $F_\omega$ is a symmetric commutative Frobenius algebra in $H$-Bimod with the structure morphisms given by the same linear maps $F$ as $F$, see [4, Proposition 6.1]. In addition, just like in the untwisted case, $F_\omega$ is special iff $H$ is semisimple. It is also worth mentioning that for any two ribbon automorphisms $\omega$ and $\omega'$, there is an isomorphism

$$\omega' F_\omega \cong \text{id}_H F^{\omega'} \circ \omega = F_{\omega' \circ \omega}, \quad (6.105)$$

cultished by $\omega'^*$. Thus $F_\omega$ is the most general twisting of $F_\omega$. 

\( F_\omega \) as a coend  

Consider the functor 
\[ G^{H \omega}_\otimes : H\text{-Mod}^{\text{op}} \times H\text{-Mod} \rightarrow H\text{−Bimod} \]  
acting on morphisms as \( f \times g \mapsto f'^Y \otimes k g \), and on objects as 
\[ (X'^Y \otimes k Y, [\rho_X^Y \circ (\omega^{-1} \otimes \text{id}_X^\ast)] \otimes \text{id}_Y, \text{id}_{X^\ast} \otimes (\rho_Y \circ \tau_{Y,H} \circ (\text{id}_Y \otimes S^{-1}))) \]. 

That is, \( G^{H \omega}_\otimes \) acts on objects by composing the action of the functor \( G^{H \omega}_\otimes \) defined in (6.25), with a twisting by \( \omega^{-1} \) of the left action. It is straightforward to check [4, Proposition 6.2] that:

**Proposition 6.25.** The \( H \)-bimodule \( F_\omega \) together with the dinatural family of morphisms 
\[ \delta^{F_\omega}_X := (\omega^{-1})^* \circ \delta^{F}_X \], 

with \( \delta^{F}_X \) as defined in (6.34), is the coend of the functor \( G^{H \omega}_\otimes \).

In order to proceed we need to know how a ribbon automorphism acts on the cointegral. To this end, we first note:

**Lemma 6.26.** For any factorizable ribbon Hopf algebra \( H \), the following equality holds:
\[ f_{Q^{-1}}(\lambda \circ m \circ (v \otimes \text{id}_H)) = (\lambda \circ v)^{v^{-1}}. \]  

**Proof.** The equality is obtained by using the compatibility (2.65) between the ribbon element and the monodromy matrix, and then the defining property (2.53) of the cointegral. \( \square \)

As a consequence we have:

**Lemma 6.27.** Any ribbon automorphism \( \omega \) of a finite-dimensional factorizable ribbon Hopf algebra \( H \) preserves the integral and cointegral:
\[ \lambda \circ \omega = \lambda \quad \text{and} \quad \omega \circ \Lambda = \Lambda. \]  

**Proof.** Compose the equality (6.109) with \( \omega^{-1} \). Using that \( \omega \) preserves \( v \), the right hand side remains unchanged. On the left hand side we can use that \( \omega \) also preserves \( Q^{-1} \) to obtain an expression that differs from the left hand side of (6.109) only in that \( \lambda \) is replaced by \( \lambda \circ \omega \). Thus:
\[ f_{Q^{-1}}((\lambda \circ \omega) \circ m \circ (v \otimes \text{id}_H)) = f_{Q^{-1}}(\lambda \circ m \circ (v \otimes \text{id}_H)). \]  

Since \( f_{Q^{-1}} \) and \( v \) are invertible, this implies the first equality in (6.110). The second equality in (6.111) is obtained from the first by using that \( \omega \circ \Lambda \) is a non-zero integral (and thus proportional to \( \Lambda \)) and that \( \lambda \circ \Lambda \in \mathbb{k} \) is non-zero. \( \square \)
6.4.2 Mapping class group invariants from $F_\omega$

By replacing $F$ by $F_\omega$ in the prescription (6.2) we define a morphism 
\[ \mathfrak{H}_{p,q}^{H,\omega,g} \in \text{Hom}(K^{\otimes g} \otimes F_\omega^{\otimes p}, F_\omega^{\otimes q}) , \]
for any ribbon automorphism $\omega$. By composing with the unit of $F_\omega$ we obtain a morphism 
\[ \mathfrak{C}^\omega(\Sigma_{g,n}) := \mathfrak{H}_{1,n}^{H,\omega,g} \circ (\text{id}_K \otimes \eta_{F_\omega}) \in \text{Hom}(K^{\otimes g}, F_\omega^{\otimes n}) \]
for any $g, n \geq 0$.

In order to proceed we need to express $\mathfrak{H}_{1,1}^{H,\omega,g}$ as a linear map. To this end, first note that, since $\omega$ commutes with the antipode and $(\omega \otimes \omega) \circ Q = Q$, the automorphism $\omega$ can be pushed through the $Q$-matrix:
\[ (\text{id}_H \otimes (\omega \circ s^{-1})) \circ Q = (\omega^{-1} \otimes s^{-1}) \circ Q. \]

Inserting the $\omega$-twisted right action in the first expression in (6.72) and using (6.114), it follows that $\mathfrak{H}_{0,1}^{H,\omega,1}$ is related to the untwisted version by 
\[ \mathfrak{H}_{0,1}^{H,\omega,1} = \mathfrak{H}_{0,1}^{H,1} \circ (\text{id}_H \otimes (\omega^{-1})^*). \]

As a consequence we have the following twisted version of (6.76)
In particular it follows that

\[ \mathcal{C}^\omega(\Sigma_{g,n}) = \mathcal{C}(\Sigma_{g,n}) \circ (\text{id}_H \otimes (\omega^{-1})^*)^{\otimes g}. \]  

(6.117)

We have the following generalization of Theorem 6.12:

**Theorem 6.28.** For any ribbon automorphism \( \omega \), the morphism \( \mathcal{C}^\omega(\Sigma_{g,n}) \) is invariant under the action, described in Proposition 6.1, of the mapping class group \( \text{Map}_{g,n} \) on \( \text{Hom}(K^{\otimes g}, F^{\otimes n}) \).

**Proof.** Using the expression (6.116) for \( F_{H,\omega}^{1,1} \), it is straightforward to establish the invariance under the action of \( \text{Map}_{g,n} \) by using the results from the untwisted case:

(i) That \( \mathcal{C}^\omega(\Sigma_{g,n}) \) is invariant under the actions of \( \omega_i \) and \( R_i \) follows, just like in the untwisted case, directly from the fact that \( F_\omega \) is symmetric with trivial twist.

(ii) Next consider any endomorphism \( Z_\circ \in \text{End}(K^{\otimes g}) \) appearing in the morphisms \( Z_{a_k}, Z_{b_k}, Z_{d_k}, Z_{e_k} \) and \( Z_{S_k} \) defined in (6.15). We can use that \( \omega \) is a ribbon automorphism that preserves the cointegral to show that \( Z_\circ \) commutes with \( (\text{id}_H \otimes (\omega^{-1})^*)^{\otimes g} \). Consider e.g. the endomorphism \( S_K \). We have the following chain of equalities

\[ \begin{array}{rcl}
H^* & \to & H^* \\
\Lambda & \to & \Lambda \\
Q & \to & Q \\
\hline \\
H^* & \to & H^* \\
\Lambda & \to & \Lambda \\
Q & \to & Q \\
\hline \\
H^* & \to & H^* \\
\Lambda & \to & \Lambda \\
Q & \to & Q \\
\hline \\
H^* & \to & H^* \\
\Lambda & \to & \Lambda \\
Q & \to & Q \\
\hline \\
\end{array} \]  

(6.118)

Here the first equality follows by pushing \( \omega \) through the product and using \( \omega \circ S^{-1} = S^{-1} \circ \omega \). The second equality is a consequence of \( \lambda \circ \omega = \lambda \) (see Lemma 6.27) and \( (\omega \otimes \omega) \circ Q = Q \). From (6.118) it follows that

\[ (\text{id}_H \otimes (\omega^{-1})^*) \circ S_K = S_K \circ (\text{id}_H \otimes (\omega^{-1})^*). \]  

(6.119)

It is shown in a completely analogous manner that any of the endomorphisms of \( K^{\otimes g} \), appearing in (6.15), commutes with \( (\text{id}_H \otimes (\omega^{-1})^*)^{\otimes g} \). Invariance of \( \mathcal{C}^\omega(\Sigma_{g,n}) \) under the action of the generators \( a_k, b_k, d_k, e_k \) and \( S_k \) then follows from (6.117) and invariance in the untwisted case.
(iii) Finally, invariance of $\mathcal{C}^\omega(\Sigma_{g,n})$ under the action of $t_{j,k}$ is a bit more lengthy but works in manner similar to the other generators. Due to (6.119), there is a version of Lemma 6.15 with $F$ replaced by $F_\omega$. In addition Lemma A.8 implies that there are $\omega$-twisted versions of Lemma 6.18 and Lemma 6.20 in which $F$ has been replaced by $F_\omega$. The $\omega$-twisted versions of Lemma 6.15, 6.18 and 6.20 imply that there is a version of Lemma 6.21 in which $F$ has been replaced by $F_\omega$. Next we observe that in the case $\omega = \text{id}_H$, invariance of $\mathcal{C}_H(\Sigma_{g,n})$ under the action of $t_{j,k}$ follows by using that $F$ is Frobenius and Lemma 6.21. Thus, using the $\omega$-twisted version of Lemma 6.21, invariance of $\mathcal{C}^\omega(\Sigma_{g,n})$ under the action of $t_{j,k}$ follows in precisely the same manner as for $\omega = \text{id}_H$. $\square$
Conclusion and outlook

In this thesis we have discussed on one hand results for rational CFT, and on the other hand results that are motivated by the quest for a model independent description of logarithmic CFT. The extension of the proof that the correlators of the TFT-construction satisfy all consistency conditions of the theory and the derivation of the classifying algebra for defects give additional insight into the already quite well understood structure of rational conformal field theory. The classifying algebras show that boundary conditions and defect conditions can be largely understood without the need to resort to the full TFT-construction. Furthermore, as briefly described, the classifying algebra for boundary conditions can be obtained from a coend, without explicitly referring to semisimplicity. Thus, one might expect that the existence of classifying algebras is not a feature unique for rational CFT, but that similar structures exist also beyond the rational case.

The construction of the bulk Frobenius algebra $F$ and the mapping class group invariant morphisms $\mathcal{C}_H(\Sigma_{g,n})$ in $H$-Bimod aims at gaining insight into the so far much less developed class of logarithmic conformal field theories. A natural goal is to generalize the construction to an arbitrary factorizable finite ribbon category $\mathcal{C}$. For a general category $\mathcal{C}$ in this class, the coend $F$ is naturally equipped with an algebra structure. In the case $\mathcal{C} = H$-mod, the coalgebra structure of the coend $F$, i.e. the bulk Frobenius algebra, uses the integral of $H$. What we are missing so far is the corresponding property of the category $H$-Bimod that is related to the integral and equips the coend with a coalgebra structure.

A different direction of generalization of the coend $F$ is to, inspired by the structure of the bulk state space of a rational conformal field theory, consider the object $\mathcal{C}_l((A \boxtimes 1) \otimes F) \in \mathcal{C} \boxtimes \mathcal{C}^{\text{rev}}$, for $A$ a special symmetric Frobenius algebra in $\mathcal{C}$. Checking whether this object still gives rise to a symmetric commutative Frobenius algebra and mapping class group invariants would be interesting already in the particular case $\mathcal{C} = H$-mod.
Appendix

In this appendix we collect some formulas, results and calculations, that are relevant for the main text.

A.1 Ribbon categories

A.1.1 Compatibility conditions for ribbon categories

Here we give the full list of compatibility conditions for the structures of a (strict) ribbon category. The axioms for right the duality and the compatibility between the right duality and the twist looks graphically as follows:

\[
\begin{align*}
U^\vee U^\vee U & = U, \\
U & = U^\vee U^\vee U
\end{align*}
\]

The axioms for (right-) duality

\[
\theta_{U\vee V} = (\theta_U)^\vee
\]

duality and twist:

The braiding and twist is functorial:

\[
\begin{align*}
\gamma_{U,X} & = \gamma_{X,Y} \\
\gamma_{X,Y} & = \gamma_{Y,X} \\
\theta_V & = \theta_U
\end{align*}
\]

functoriality of braiding

The braiding and twist is functorial:

\[
\begin{align*}
\gamma_{U,X} & = \gamma_{X,Y} \\
\gamma_{X,Y} & = \gamma_{Y,X} \\
\theta_V & = \theta_U
\end{align*}
\]

functoriality of twist
The braid relations and compatibility between braiding and twist looks as follows (note that this is only one of the braid relations, c.f. (2.10)).

(A.3)

\[
\begin{align*}
\theta_{U \otimes V} & = \theta_U \\
\theta_{U \otimes V} & = \theta_U \theta_V
\end{align*}
\]

A.1.2 More on dualities

The (co)-evaluation morphisms of the left duality in a strictly sovereign ribbon category can be obtained from the right duality, via the braiding and twist, as in the following picture. For completeness we also display the expression for the left duality applied to a morphism \( f \in \text{Hom}(U, V) \).

(A.4)

Uniqueness of duality If a duality exists it is unique up to natural isomorphism. Assume we have two dualities, \( ?' \) and \( ?'' \), with evaluation and coevaluation morphisms \( d_U, b_U \) and \( d_U', b_U' \), respectively. Then the two dualities are naturally isomorphic via the isomorphism

\[
\Phi_U^{?} := (d_U \otimes \text{id}_{U'}) \circ (\text{id}_{U'} \otimes b_U) \in \text{Hom}(U', U').
\]

(A.5)

It is straightforward to check that for any \( f \in \text{Hom}(U, V) \) we have:

\[
\Phi_U^{?} \circ f' = f' \circ \Phi_U^{V'}.
\]

(A.6)
A.1.3 The antipode of \( L \)

Here we provide the calculation, showing that the definition of \( s_L \) in (2.108) indeed defines an antipode.

\[
U^\vee \overrightarrow{\circ} U = \overrightarrow{\circ} U^\vee \overrightarrow{\circ} U = U^\vee \overrightarrow{\circ} (U^\vee \overrightarrow{\circ} \otimes X) \overrightarrow{\circ} U \\
(U^\vee \otimes U)^\vee \overrightarrow{\circ} U = \overrightarrow{\circ} U^\vee \overrightarrow{\circ} U
\]

(A.7)

To enlighten notation we have omitted many labels in this equation. The equality marked by \( \ast \) implements the dinaturalness of the dinatural family applied to the morphism \( \text{id}_{U^\vee \otimes U} \circ c_{U,U^\vee} \circ b_U \). The rest of the equalities are either straightforward implementations of the definitions in (2.108) or just deformations. The equality \( m_L \circ (s_L \otimes \text{id}_L) \circ \Delta_L = \eta_L \circ \varepsilon_L \) follows in an analogous manner.

A.2 Algebra structure on morphism spaces

Given an algebra \( A \), in a \( k \)-linear monoidal category, the space \( V_A := \text{Hom}(1, A) \) can be equipped with the structure of an associative unital algebra over \( k \). We define the product of two elements \( f, g \in \text{Hom}(1, A) \) by

\[
f \cdot g = m \circ (f \otimes g) .
\]

(A.8)

It follows immediately from associativity and unitality of \( A \) that this is an associative product on \( V_A \), and that it is unital with unit map

\[
\eta_{V_A} = \eta_A .
\]

(A.9)
A.3 Some formulas used in the derivation of $D_{A|B}$

Below we display, the three manifolds that are obtained when cutting the connecting manifold $M_{\Sigma}$ in (5.24) along the annuli over the two cutting circles. The two three-balls with corners looks as follows, [3 eq. (5.2)]:

\[
\mathcal{M}_{1_3, j_3, 4_4}^A = Y_{1_3}^{A, 1} \\
\mathcal{M}_{1_1, j_1, 2_2}^B = Y_{1_1}^{B, 1}
\]
and the full torus with corners looks as follows [3 eq. (5.3)]:

\[ M_{AB}^{X} = \] (A.11)
A.4 Identities used in the proof of Theorem 6.12

In this appendix we collect a number of identities that are used in the proofs in section 6.3.3. As a consequence of the invertibility of the Frobenius map we have

Lemma A.1. We have the following equality

\[ H^* \Lambda H^* = H^* \Lambda H^* = H^* \Lambda H^* = H^* \Lambda H^* = H^* \Lambda H^* \]  

(A.12)

Proof. The second equality from the property (2.68) of the cointegral, the third from \( s \circ \Lambda = \Lambda \) and associativity, and the last from the invertibility of the Frobenius map, see (2.58).

We continue with a number of results involving coproducts and monodromy matrices:

Lemma A.2. Conjugating by the monodromy matrix preserves the coproduct:

\[ \Delta_H = \Delta_H = \Delta_H = \Delta_H = \Delta_H \]  

(A.13)

Proof. The first equality follows by using twice the fact that the \( R \)-matrix intertwines the coproduct and the opposite coproduct of \( H \). The second follows from the first by multiplying with \( Q^{-1} \) and \( Q \).

Remark A.3. The equality (A.13) also follows directly by writing down the equality \( m_F = m_F \circ c_{F,F} \circ c_{F,F} \circ c_{F,F} \) of morphisms in \( \text{Hom}_{H\text{-}\text{Bimod}}(F \otimes F, F) \) (which holds since \( F \) is commutative), where \( c_{F,F} \) is the braiding of \( H\text{-}\text{Bimod} \).

A consequence of Lemma A.2 is the following results, which are used in the proof of mapping class group invariance.
Lemma A.4. We have the following identities involving the coproduct and monodromy matrices:

(i)

\[
\begin{align*}
\Delta H H H H Q Q^{-1} &= \Delta H H H H Q Q^{-1} = \Delta H H H H Q Q^{-1} = \Delta H H H H Q Q^{-1} & (A.14)
\end{align*}
\]

(ii)

\[
\begin{align*}
\Delta H H H H Q^{-1} &= \Delta H H H H Q^{-1} = \Delta H H H H Q^{-1} = \Delta H H H H Q^{-1} & (A.15)
\end{align*}
\]

Proof. (i) The first equality follows by pushing the inverse antipodes through the coproduct, followed by a deformation compatible with the braid relations. The second equality follows from coassociativity combined with Lemma A.2. The third equality follows from coassociativity and the anti-coalgebra morphism property of $S^{-1}$.

(ii) The first equality is obtained by pushing $S^{-1}$ through the upper coproduct and products. The second equality follows from coassociativity and $(S \otimes S) \circ Q = \tau_{H,H} \circ Q$. The third equality is obtained by applying (A.13), followed by coassociativity and that $S^{-1}$ is an anti-algebra morphism, i.e. by undoing the corresponding rewritings in the previous equalities. \qed

Next we observe
Lemma A.5. For any commutative Frobenius algebra $C$ in a ribbon category $C$ we have

\[
\begin{align*}
C C C C 
&= C C C C 
&= C C C C 
\end{align*}
\]  
(A.16)

Proof. The first equality follows by using that $C$ is Frobenius and inserting $\text{Id}_{C} = \Phi_{l} \circ \Phi_{l}^{-1}$, with $\Phi_{l}$ the isomorphism defined in (2.34). The second equality is obtained by first using associativity, commutativity twice and then again associativity followed by the Frobenius property (2.31).

A consequence of Lemma A.5 is

Lemma A.6. We have the following identities involving the coproduct and monodromy matrices:

(i)

\[
\begin{align*}
H H H Q^{-1} Q 
&= H H H 
\end{align*}
\]  
(A.17)

(ii)

\[
\begin{align*}
H H H H Q^{-1} Q 
&= H H H H 
\end{align*}
\]  
(A.18)

Proof. (i) Writing out the right-most expression in (A.16) for $C = F$, which is a commutative Frobenius algebra in $H$-Bimod, as a linear map and composing
with dualities we obtain the right hand side of (A.17). The left hand side of (A.17) is obtained from the left-most expression in (A.16) by applying Lemma A.7 (iii) (note that (A.17) involves a monodromy between $F$ and $F^\vee$) and composing with dualities.

(ii) Starting from the left hand side of (A.18), pushing the upper inverse antipode to the top and then using the bialgebra axiom several times to push the two lower products, we obtain the left hand side of

\begin{align*}
H & H H H H \\
Q^{-1} & H & H & H \\
\end{align*}

Here the first equality follows from associativity and coassociativity applied to the coproducts taken after the $Q$-matrices. The second equality follows from the defining property of the antipode and coassociativity. That the right hand side of (A.19) equals the right hand side of (A.18) follows by applying first the connecting axiom to the coproducts taken after the monodromy matrices and then (A.17).

In addition, we have the following identities for linear maps in $H$-Bimod:

**Lemma A.7.** We have the following identities:

(i)

\begin{align*}
H & H H H H \\
\Lambda & H & H & H \\
\end{align*}

\[ (A.20) \]

(ii) Denoting the left and right $H$-actions on $K^{\otimes p}$ by $\rho_{K^{\otimes p}}$ and $\alpha_{K^{\otimes p}}$ respectively,
we have

where $\rho_{K^{\otimes p}}^H (\alpha_{K^{\otimes p}}^H)$ is the left (right) action of $H$ on $K^{\otimes p}$.

(iii)

where here $\alpha^H$ and $\rho^H$ are the left dual actions of $H$ on $^\vee F$.

Proof.

(i) The equality follows by inserting the definition of the right adjoint action, applying (6.46) and the algebra anti-automorphism property of $s^{-1}$.

(ii) Starting from the left hand side of (A.21), inserting the expression (6.75)
for $\delta^{H,1}_{1,1}$, and the definitions of $\rho^H_{K \otimes p}$ and $\alpha^H_{K \otimes p}$, we obtain, after applying (A.20):

$$\rho \delta_\eta = \begin{array}{c}
\begin{array}{c}
\Lambda \\
\Lambda \\
\Lambda \\
\Lambda \\
\Lambda
\end{array}
\end{array}$$

(A.23)

Next, invoking the representation property of $\alpha_\eta$ and the anti-(co)algebra morphism property of the antipode several times we obtain

$$\rho \delta_\eta = \begin{array}{c}
\begin{array}{c}
\Lambda \\
\Lambda \\
\Lambda \\
\Lambda \\
\Lambda
\end{array}
\end{array}$$

(A.24)
That this expression is equal to the right hand side of (A.21) is seen by using the fact that any concatenation of \( p - 1 \) of \( H \) is a bimodule morphism from \( H \) to \( H^{\otimes p} \).

(iii) The equality (A.22) follows directly from duality, by inserting the left and right action (2.54) of \( H \) on \( F \), and the definition (2.78) of the left dual actions.

We also have the following generalization of Lemma A.7 (ii):

**Lemma A.8.** Denoting, as in picture (A.21), by \( \rho^H_{K^{\otimes p}} \) and \( \omega^H_{K^{\otimes p}} \) the left and right \( H \)-actions on \( K^{\otimes p} \), we have

\[
\rho^H_{K^{\otimes p}} \otimes \omega^H_{K^{\otimes p}} = \rho^H_{H^{\otimes p}} \otimes \omega^H_{H^{\otimes p}}.
\]

**Proof.** This follows by the same line of arguments as in Lemma A.7 (ii), combined with the identity \( \alpha_\omega \circ (\omega^{-1} \otimes \text{id}_H) = \omega^{-1} \circ \alpha_\omega \circ (\text{id}_H \otimes \omega) \).

\( \square \)
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