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Supplementary Section 1: Sampling properties

The main strength of AntiSplodge comes from the fact that we sample new synthetic spatial transcriptomics profiles from real scRNA cells. First, theoretical profiles are sampled, examples of these are shown in Supplementary Figure 2. Next, these profiles are converted to synthetic spatial transcriptomics profiles by picking a random number of cell types equal to the count in the profile, where cell type index corresponds to the respective index in the profile. The sampler will start by having an equal chance of each cell type (index), and then go towards the more extreme profiles, where some indices will have higher probabilities of being selected. These probabilities are shuffled for each profile generated, so that which cell type has the highest probability is random for each profile.

Supplementary Figure 1: Theoretical profiles based on Supplementary Figure 2 (a) \([N_c=2, M=1000, CD_{\text{min}}=2, CD_{\text{max}}=2]\). Each column represents a cell type, and each row represents a profile.

An example of the profiles generated in Supplementary Figure 2 (a), is shown in Supplementary Figure 1. In this particular example, we have two cell types (\(N_c=2\)), and each profile has a cell density of 2 (the number of cell that are used to generate the profile \(CD_{\text{min}}, CD_{\text{max}} = 2\)). A total of 1000 profiles is generated (\(M=1000\)). If we for example had \([M=1000, CD_{\text{min}}=1, CD_{\text{max}}=2]\) we would generate 1000 profiles with \(CD=1\), and 1000 profiles with \(CD=2\), totalling the number of profiles to 2000.

If we look at the profiles generated (in Supplementary Figure 1), we see that profile 1 (index 0) has 1 cell of cell type 0 and 1 cell of cell type 1. This is true for profile 1, 2, 4, 5. For profile 3, we see that cell type 0 has 2 cell for this profile, this is due to the fact that the probability selected cell type 0 two times (remember in the beginning each type has equal probabilities, so this is possible). If we look at the last 5 profiles (indices: 995, 996, 997, 998, 999), we see that 995, 996, 998, and 999 has 2 of the same cell types (because we are now sampling with a higher bias towards one cell), but it is still possible to sample equal profiles like in profile index: 997.

If we turn our attention to the distributions in Supplementary Figure 2. In \(a\) we see how the sampler does a good job of distributing cell types evenly across the possible profiles that it can generate. We know that in this case, whenever 1 cell type has been contributed with 1 in a profile, the other must be contributed with a 1 to satisfy the CD of 2. There is a total of 1000 profiles being generated and approximately 50% (500) has a 1 for each cell type. The remaining profiles will have a 2 in one of them and 0 in the rest (to satisfy \(CD=2\)). Each has approximately 25% of 2’s, meaning a total of 50% 2, which leaves 50% of 0’s, meaning we have equal distribution of all possible distributions of profiles.

If we turn our attention to the distributions in Supplementary Figure 2. In \(a\) we see how the sampler does a good job of distributing cell types evenly across the possible profiles that it can generate. We know that in this case, whenever 1 cell type has been contributed with 1 in a profile, the other must be contributed with a 1 to satisfy the CD of 2. There is a total of 1000 profiles being generated and approximately 50% (500) has a 1 for each cell type. The remaining profiles will have a 2 in one of them and 0 in the rest (to satisfy \(CD=2\)). Each has approximately 25% of 2’s, meaning a total of 50% 2, which leaves 50% of 0’s, meaning we have equal distribution of all possible distributions of profiles.

In \(c\) and \(d\) we extended the problem to 4 cell types (with \(M=2000\)). In \(c\) all profiles have \(CD\) of 4, while in \(d\) we have 2000 profiles of \(CD\) 1, \(CD\) 2, \(CD\) 3, \(CD\) 4. Like in \(a\) we the distributions are actually equal, but now
shared across 4 cell types. In (c), whenever we see a profile with 4 of one cell type, all the (three) others must now have a 0 in their counts. Whenever one cell type has 3, one of the others must have a 1 and the remaining 2 must have a 0. While for profiles with a 2, one of the others can have a 2, or two of the others can each have a 1, with the remaining having a 0. This gives this ladder distribution which can might not seem equal, but it is. For d we see the same distributions with more profiles in the lower counts, as a result of the lower CDs.

In (e) and (f) we see the generation with CD = 10, but for (e) we generate 1000 profiles and (f) we generate 100000 profiles. Here the overall distributions stays the same regardless of the number of profiles generated, which is what we would like to see.

In (b) we extend the number of cell types to 9 (with CD=10 and M=100000) which is a more realistic case. Again we see that the distributions are the same across cell types, but with higher concentration of 0s, as a 9 in one type will generate 8 zeroes, one in each of the rest of the cell types. A 8 will generate a 1 in one of the others and zero in the rest of the 7, etc.

For all of the distributions, each cell type is represented an equal number of times (Supplementary Figure 3), regardless of their proportionality in the scRNA dataset that will be used. If we look at Supplementary Figure 3(a), we see that each cell type has approximately 1000 cell counts, 1006 and 994, for 0 and 1 , respectively. The total number of cell counts can be computed with the formula:

$$\sum_{i=CD_{\text{min}}}^{CD_{\text{max}}} (i) \cdot M,$$

while the counts per cell type is then approximately divided among the cell types:

$$\frac{\sum_{i=CD_{\text{min}}}^{CD_{\text{max}}} (i) \cdot M}{N_c}.$$

For example, if we look at Supplementary Figure 3(c) and (d). For (c), we have:

$$4 \cdot 2000 = 8000$$

which is then divided between the four cell types so that each has approximately 2000 counts. While for (d), we have:

$$10 \cdot 2000 = 20000$$

which is then divided between the four cell types so that each has approximately 5000 counts.

Conclusion: The distributions grasp all the possible cases of counts, which is in particular nice when working with neural networks in an unbiased way. We recommend using a sufficient high M but with a CD equal (both min and max the same) to the suspected number of CDs in the STs being deconvoluted. If you suspect that many of the spots will have a tendency towards a lower CD but with a few high CDs we recommend generating profiles in a range from the low suspected number of CDs towards the expected high CD. For example in the range of \([1,2,3,4,5,6,7,8,9,10]\).
Supplementary Figure 2: The distributions are made with the AntiSplodge function: \textit{multinomialSampler}(Nc, M, CD_{\text{min}}, CD_{\text{max}}), which is the pre-step for sampling profiles. Subsequently profiles are generated by picking cells at random based on the index (integer on top of histogram), representing the cell type index.
Supplementary Figure 3: The counts of each cell type (index, x-axis) made with the AntiSplodge function: multinomialsampler($N_c$, $M$, $CD_{\text{min}}$, $CD_{\text{max}}$), which is the pre-step for sampling profiles. These counts matches the respective distributions found in Supplementary Figure 2.
Supplementary Section 2: error function and run-time experiments

Initial experiments

Because of the versatility of AntiSplodge, you can supply it with any error function that is compatible with Pytorch (including custom functions). Therefore, we tested AntiSplodge using the standard available error functions that makes sense for the deconvolution problem.

For this we generated synthetic datasets with various sizes but still small compared to what you should do in an actual analysis. Below are the overview of datasets (with and without dropout on the first layer), where the numbers in the brackets corresponds to [#training profiles, #validation profiles, #test profiles]. The indices corresponds to the respective columns in Supplementary Table 1 and Supplementary Table 2. For all experiments, we ran 5 warm restarts with a patience counter of 50, using the default AntiSplodge optimizer (Adam with default parameters), profiles contained 1,562 marker-genes found via logistic regression (one cell type vs. all), and synthetic profiles were generated based on cell samples from the Heart Cell Atlas (https://www.heartcellatlas.org/), using the global dataset without normalization. The train, validation, test-split is 90%, 5%, 5%, respectively.

Without dropout:
1=[10000, 5000, 5000], dropout=0
2=[25000, 10000, 10000], dropout=0
3=[50000, 10000, 10000], dropout=0
4=[100000, 10000, 10000], dropout=0
5=[100000, 10000, 20000], dropout=0
6=[100000, 20000, 10000], dropout=0

With dropout:
7=[10000, 5000, 5000], dropout=0.33
8=[25000, 10000, 10000], dropout=0.33
9=[50000, 10000, 10000], dropout=0.33
10=[100000, 10000, 10000], dropout=0.33
11=[100000, 10000, 20000], dropout=0.33
12=[100000, 20000, 10000], dropout=0.33

(The synthetic datasets (and their generated profiles), are the same for 1 and 7, 2 and 8 etc.)

| 1  | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  |
|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 16.09% | 13.75% | 14.44% | 12.69% | 13.44% | 12.25% | 12.49% | 18.41% | 11.96% | 12.92% | 19.00% |
| 18.02% | 15.00% | 15.81% | 14.35% | 14.91% | 13.88% | 13.98% | 14.63% | 13.40% | 14.09% | 13.55% |
| 17.69% | 14.89% | 16.69% | 13.87% | 14.83% | 13.79% | 13.92% | 13.31% | 13.94% | 13.67% | 12.49% |
| 17.60% | 14.95% | 16.17% | 14.00% | 15.56% | 14.25% | 14.22% | 13.37% | 13.44% | 13.57% | 14.15% |
| 24.30% | 14.93% | 15.75% | 14.03% | 15.12% | 13.98% | 14.45% | 13.42% | 14.32% | 21.57% | 14.28% |
| 17.66% | 15.09% | 16.55% | 14.09% | 15.36% | 14.01% | 14.09% | 13.45% | 14.66% | 13.58% | 14.17% |
| 17.28% | 15.01% | 15.92% | 14.13% | 14.64% | 13.92% | 13.92% | 13.43% | 14.52% | 14.51% | 21.66% |
| 17.63% | 14.96% | 15.95% | 14.04% | 15.59% | 14.96% | 14.19% | 14.26% | 13.55% | 14.12% | 13.72% |
| 17.36% | 15.11% | 16.15% | 13.97% | 15.32% | 13.92% | 14.14% | 13.37% | 14.48% | 14.33% | 13.46% |
| 33.46% | 33.29% | 51.76% | 32.78% | 35.62% | 56.23% | 32.65% | 56.39% | 33.45% | 54.96% | 69.87% |

**Loss function**
- **nn.L1Loss()**
- **nn.MSELoss()**
- **nn.SmoothL1Loss(beta=0.1)**
- **nn.SmoothL1Loss(beta=0.25)**
- **nn.SmoothL1Loss(beta=0.5)**
- **nn.SmoothL1Loss(beta=1)**
- **nn.HuberLoss(delta=0.1)**
- **nn.HuberLoss(delta=0.25)**
- **nn.HuberLoss(delta=0.5)**
- **nn.KLDivLoss()**

**Supplementary Table 1:** Loss function JSD-divergences for small synthetic datasets generated based on cells from the Heart Cell Atlas. Bold text is the lowest divergence for each column.

**Based on Supplementary Table 1, L1 (nn.L1Loss()) seems to perform best when not used in conjunction with dropout (datasets 1-6), while when dropout is used the top performing method is shared between L1 and SL1 (Smooth L1 Loss with beta=0.1, datasets 7-12). Although they both use L1 normalization, it seems that the high fluctuation of the L1 might be due to bad initiations or unlucky dropouts which could be dropout of some of the most important marker genes. Prolonging the run-time by increasing the patience counter or by adding more samples should help to decimate this effect.**
Overall, the true difference between L1, SmoothL1, MSE, and Huber seems insignificant, while KLDivLoss doesn’t seem to work for this method. Supplementary Table 2 simply shows the run-time of AntiSplodge, which are in the range of 1 to 20 min approximately. We continue for larger datasets with L1 and SmoothL1 (beta=0.1) below.

Extended experiments

This time, we try with larger datasets for L1 and SL1, in the range of 200,000 to 500,000 training samples, only increasing the number of synthetic training profiles. We run these experiments with 100 warm-restarts and a patience threshold of 3.

Without dropout:
1=[200,000, 100,000, 100,000], dropout=0
2=[300,000, 100,000, 100,000], dropout=0
3=[400,000, 100,000, 100,000], dropout=0
4=[500,000, 100,000, 100,000], dropout=0

With dropout:
5=[200,000, 100,000, 100,000], dropout=0.33
6=[300,000, 100,000, 100,000], dropout=0.33
7=[400,000, 100,000, 100,000], dropout=0.33
8=[500,000, 100,000, 100,000], dropout=0.33

(The synthetic datasets (and their generated profiles), are the same for 1 and 5, 2 and 6 etc.)

Supplementary Table 3: Loss function JSD-divergences for larger datasets. (*) Although this is the lowest JSD, with multiple runs, we would expect it to be larger than column 7 and 8, the increased run-time from Supplementary Table 4 also indicates that we simply ran for a longer period (because we found more better weight settings).

Realistic-sized experiments

We now try with datasets that are more realistic in terms of how an actual study should proceed, again for L1 and SL1. Only increasing the number of synthetic training profiles. This time in the range of 1 million to 4 million samples.

Without dropout:
1=[1,000,000, 100,000, 100,000], dropout=0
2=[2,000,000, 100,000, 100,000], dropout=0
3=[3,000,000, 100,000, 100,000], dropout=0
4=[4,000,000, 100,000, 100,000], dropout=0

With dropout:
1=[1,000,000, 100,000, 100,000], dropout=0.33
2=[2,000,000, 100,000, 100,000], dropout=0.33
3=[3,000,000, 100,000, 100,000], dropout=0.33
4=[4,000,000, 100,000, 100,000], dropout=0.33

(The synthetic datasets (and their generated profiles), are the same for 1 and 5, 2 and 6 etc.)

Looking at the results for realistic-sized experiments (Supplementary Table 5), we see that overall L1 seems to be the best error function (at least for this dataset), for the 4 million synthetic training profiles dataset, it is approximately 1.5%-points lower than SL1. The difference in results for using drop-out vs. not using drop-out seems insignificant, however, the run-time is considerably larger for the drop-out version (Supplementary Table 6, columns 5-8), this is
### Supplementary Table 5: Loss function JSD-divergences for realistic-sized datasets.

|   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | Loss function       |
|---|-----|-----|-----|-----|-----|-----|-----|-----|---------------------|
| 1 | 11.06% | 10.72% | 11.03% | **10.46%** | 11.05% | 10.63% | 10.66% | **10.44%** | `nn.L1Loss()`       |
| 2 | 12.40% | 12.21% | 12.25% | 12.06% | 11.91% | 11.88% | 11.95% | 11.93% | `nn.SmoothL1Loss(beta=0.1)` |

### Supplementary Table 6: Run-times for each experiment, measured in minutes. Each table cell corresponds to the cell of Supplementary Table 5. Bold text match the best JSD divergence from Supplementary Table 5.

|   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | Loss function       |
|---|-----|-----|-----|-----|-----|-----|-----|-----|---------------------|
| 1 | 62.55 | 98.28 | 136.68 | **216.79** | 222.95 | 250.28 | 189.76 | **340.66** | `nn.L1Loss()`       |
| 2 | 71.89 | 101.81 | 121.97 | 135.01 | 190.48 | 210.09 | 219.85 | 341.93 | `nn.SmoothL1Loss(beta=0.1)` |

because the number of epochs increases as improvements usually comes in smaller error reductions, because of the missing features at random in the drop-out version. We run these experiments with 100 warm-restarts and a patience threshold of 3.

**Conclusion:** Overall, L1 loss seems to be the best choice of error function, dropout takes approximately double the number of solutions to reach the same plateau as the non-dropout version, so unless it is needed, use the non-dropout version as using a validation check already solves the over-fitting. Also, use as many training samples as your system can handle, up to a reasonable number. You might think, why doesn’t we reach the same JSD as in the comparison figure in the main text, this is because the comparison was made with a quality controlled and preprocessed version of the dataset, while these tests use the dataset as is.
Supplementary Section 3: Comparison

Cell population

In Supplementary Table 7 the number of each cell type after preprocessing.

| Cell type                   | # Cell type # | Cell type                   | # Cell type # | Cell type                   | # Cell type # |
|-----------------------------|---------------|-----------------------------|---------------|-----------------------------|---------------|
| Adipocytes                  | 2,943         | Fibroblast                  | 54,272        | Myeloid                     | 10,135        | Smooth muscle cells   | 8,947        |
| Atrial_Cardiomyocyte        | 22,583        | Lympoid                     | 5,189         | Neuronal                    | 3,137         | Ventricular_Cardiomyocyte | 119,205     |
| Mesothelial                | 25,468        | Epithelial                  | 387           | Pericytes                   | 53,609        |                           |             |

Supplementary Table 7: Cell types after preprocessing from the heart cell atlas (https://www.cellheart.atlas.cell, dataset=“Heart Global”)
Supplementary Section 4: Developmental human heart analysis

Cell population

In Supplementary Table 8 is the number of each cell type after preprocessing. Note, this is a rather small scRNA dataset (N=3717 cells), but we can still sample as many synthetic spatial transcriptomics profiles as we wish

| Cell type | #   | Cell type | #   | Cell type | #   |
|-----------|-----|-----------|-----|-----------|-----|
| Atrial cardiomyocytes | 152 | Epicardial cells | 174 | Fibroblast-like (related to larger vascular development) | 152 |
| Capillary endothelium | 612 | Epicardium-derived cells | 209 | Fibroblast-like (related to smaller vascular development) | 211 |
| Cardiac neural crest cells & Schwann progenitor cells | 77 | Erythrocytes | 75 | Immune cells | 75 |
| Endothelium / pericyte / adventitia | 127 | Fibroblast-like (related to cardiac skeleton connective tissue) | 462 | Myoz2-enriched cardiomyocytes | 97 |
| Capillary endothelium | 612 | Epicardium-derived cells | 209 | Fibroblast-like (related to smaller vascular development) | 211 |
| Cardiac neural crest cells & Schwann progenitor cells | 77 | Erythrocytes | 75 | Immune cells | 75 |
| Endothelium / pericyte / adventitia | 127 | Fibroblast-like (related to cardiac skeleton connective tissue) | 462 | Myoz2-enriched cardiomyocytes | 97 |

Supplementary Table 8: Cell types after preprocessing from the developmental human heart study ([https://www.spatialresearch.org/resources-published-datasets/doi-10-1016-j-cell-2019-11-025/](https://www.spatialresearch.org/resources-published-datasets/doi-10-1016-j-cell-2019-11-025/))

Predicted cell type proportions

Based on the trained model (one for all samples, based on the accompanied scRNA) for Application 1, these are the predicted proportions for each cell type, shown for each tissue sample (zoom in to see the numbers).

Supplementary Figure 4: Developmental human heart - Sample #1

Supplementary Figure 5: Developmental human heart - Sample #2
Supplementary Figure 6: Developmental human heart - Sample #3

Supplementary Figure 7: Developmental human heart - Sample #4

Supplementary Figure 8: Developmental human heart - Sample #5

Supplementary Figure 9: Developmental human heart - Sample #6
Supplementary Figure 10: Developmental human heart - Sample #7

Supplementary Figure 11: Developmental human heart - Sample #8

Supplementary Figure 12: Developmental human heart - Sample #9

Supplementary Figure 13: Developmental human heart - Sample #10
Supplementary Figure 14: Developmental human heart - Sample #11

Supplementary Figure 15: Developmental human heart - Sample #12

Supplementary Figure 16: Developmental human heart - Sample #13

Supplementary Figure 17: Developmental human heart - Sample #14
Supplementary Section 5: Mouse brain analysis

Cell population

In Supplementary Table 9 is the number of each cell type after preprocessing.

| Cell type | #  | Cell type | #  | Cell type | #  | Cell type | #  | Cell type | #  |
|-----------|----|-----------|----|-----------|----|-----------|----|-----------|----|
| Astro     | 976| DG        | 2469| L2/3 IT PPP | 1395| L5 PPP     | 47 | Lamp5     | 4755| SMC-Peri  | 198 |
| CA1-ProS  | 1701| Endo      | 213 | L3 IT ENT  | 577 | L5 PT CTX  | 1974| Meis2     | 172 | SUB-ProS  | 467 |
| CA2       | 21 | L2 IT ENTi | 179 | L3 RSP-ACA | 200 | L6 CT CTX  | 6210| Micro-PVM | 176 | Sncg      | 1491 |
| CA3       | 315| L2 IT RHP  | 375 | L4/5 IT CTX| 11522| L6 IT CTX | 5015| NP PPP    | 150 | Sst       | 5258 |
| CR        | 32 | L2/3 IT CTX-1 | 5959| L5 IT CTX | 2934| L6 IT ENTi | 83 | NP SUB    | 257 | Sst Chodl | 268 |
| CT SUB    | 173| L2/3 IT CTX-2 | 106| L5 IT TPE-ENT | 338| L6b CTX | 2213| Oligo     | 236 | VLMC      | 129 |
| Car3      | 1980| L2/3 IT ENTi | 253| L5 NP CTX | 2363| L6b/CT ENTi | 693| Pvalb     | 4365| Vip       | 6436 |

Supplementary Table 9: Cell types after preprocessing from the Allen’s Mouse Brain Atlas (https://portal.brain-map.org/atlas-and-data/rnaseq/mouse-whole-cortex-and-hippocampus-smart-seq)

Predicted cell type proportions

Based on the trained model (one for all samples, based on the Allen’s Mouse Brain Atlas) for Application 2, these are the predicted proportions for each cell type, shown for each tissue sample, more red and means higher proportions (zoom in to see more details).
Supplementary Figure 22: Mouse brain - Sample #1
Supplementary Figure 23: Mouse brain - Sample #2
Supplementary Figure 24: Mouse brain - Sample #3
Supplementary Figure 25: Mouse brain - Sample #4
Supplementary Figure 26: Mouse brain - Sample #5
Below are the marker genes used (in python format, N=3557).

Marker genes

24
