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Abstract

Dynamic algorithms capable of supporting batches of updates are increasingly relevant today due to the emergence of rapidly-evolving dynamic datasets. Since processing updates on a single processor is often unrealistic for large batches of updates, designing parallel dynamic algorithms that achieve provably low span is important for many applications. In this paper, motivated by the difficulty in designing parallel batch-dynamic algorithms by hand, we propose a framework for algorithmically dynamizing static round-synchronous algorithms to obtain parallel batch-dynamic algorithms with good bounds on their work and span.

In our framework, the algorithm designer can apply the technique to any suitably defined static algorithm. We then obtain theoretical guarantees for algorithms in our framework by defining the notion of a computation distance between two executions of the underlying algorithm.

Using this framework, we develop the first work-efficient parallel batch-dynamic algorithm for dynamic trees that supports both subtree queries and path queries, as well as a variety of nonlocal queries such as centers and medians. We further investigate the applicability of the framework by analyzing map-reduce-based computations, and a random-mate list contraction algorithm, which, when dynamized, yields a simple solution to the batch-dynamic lists problem that matches the work bounds of the best known hand-crafted data structure.
1 Introduction

A prominent feature of many modern large-scale computer systems is their scale and the amount of data that they generate and process. For example, Internet companies such as Facebook, Google, Microsoft, and Twitter, among many others, periodically process and analyze huge amounts of data. Due to this rise in massive datasets, over the past decade there has been significant interest in practical systems for processing such “big data”, including MapReduce from Google [21], Dryad from Microsoft [30], Pregel [37], GraphLab [39], and Dremel [38]. A widely accepted theoretical model for the MapReduce model of computation, called Massively Parallel Computation Model or MPC, has also been developed [34, 25, 10] and intensely studied in recent years to better understand how to design large-scale distributed algorithms for massive datasets [29, 20, 17, 13, 12, 15, 14].

All of the theory and systems above are primarily for processing of static, i.e., unchanging sets of data. Motivated by the dynamic nature of large data sets, researchers and practitioners have more recently developed systems that can handle dynamic changes to large data by performing as little work as possible. Such systems typically accept a batch of changes, such as a collection of edges to be inserted into a graph, and update the property of interest, while striving to minimize total work and time. Example systems include MapReduce Online [19], Nectar (extends DryadLINQ) [27], Incoop (extends Mapreduce and Hadoop) [16], Naiad [42], and Google’s proprietary system Percolator [43].

All these systems use parallelism to improve performance and achieve high throughputs. Although researchers have shown significant practical improvements in work and time by using these systems, their theoretical properties are poorly understood.

In principle, it is possible to use classic dynamic algorithms to process dynamic and large data sets, but this requires breaking up changes into individual pieces and applying them sequentially. There has therefore been interest in designing theoretically efficient parallel batch-dynamic algorithms [23, 45, 49, 1, 22]. The batch-dynamic setting extends classic dynamic algorithms to accept batches of updates. By applying batches it is often possible to obtain significant parallelism while preserving work-efficiency. However, designing and implementing dynamic algorithms for problems is difficult even in the sequential setting, and arguably even more so in the parallel setting.

In this paper we propose an automatic algorithmic approach to generate efficient parallel batch-dynamic algorithms. The approach takes any algorithm implemented in a round-synchronous parallel model, and automatically dynamizes it. A round-synchronous algorithm consists of a sequence in rounds, where a round executes in parallel across a set of processes, and each process runs a sequential round computation reading and writing from shared memory and doing local computation. The round synchronous model is similar to Valiant’s well-known Bulk Synchronous Parallel (BSP) model [50], except that communication is done entirely via shared memory, rather than through explicit communication channels between pairs of processors.

The algorithmic dynamization works by running the round-synchronous algorithm while tracking all write-read dependences—i.e., a dependence from a write in one round to a read in a later round. Then, whenever a batch of changes are made to the input, a change propagation algorithm propagates the changes through the original computation only re-running round computations if the values they read have changed. This can be repeated to handle multiple batch changes. We note that depending on the algorithm, changes to the input could drastically change the underlying computation, introducing new dependencies, or invalidating existing ones. Part of the novelty of this paper is bounding both the work and span of this update process. We prove that change propagation always generates the same output as if run from scratch.

There are several benefits of using algorithmic dynamization, some more theoretical some more practical:
1. Proving correctness of a batch dynamized algorithm relies simply on the correctness of the parallel algorithm, which presumably has already been proven.

2. It is easy to implement different classes of updates. For example, for dynamic trees, in addition to links and cuts, it would be very easy to update edge weights or vertex weights for supporting queries such as path length, subtree sums, or weighted diameter. One need only change the values of the weights and propagate.

3. Due to the simplicity of our approach, we believe it is likely to make it easier to program parallel batch-dynamic algorithms, and also result in practical implementations.

The idea of change propagation has been applied in the sequential setting and used to generate efficient dynamic algorithms [2, 3]. The general idea of parallel change propagating is also used in the batch dynamic systems described above, but none of them have been analyzed theoretically. To capture the cost of running the change propagation algorithm for a particular parallel algorithm and class of updates we define a computational distance between two computations, which corresponds to the total work of the round computations that differ in the two computations. We show the following bounds, where the work is the sum of the time of all round computations, and span is the sum over rounds of the maximum time of any round computation in that round.

**Theorem 1.1.** Given a round-synchronous algorithm $A$ that on input $I$ and processes $P$ does $W$ work in $R$ rounds and $S$ span, then

1. the initial run of the algorithm with tracking takes $O(W)$ work in expectation and $O(S + R \log W)$ time w.h.p.\footnote{We say that an algorithm has $O(f(n))$ cost with high probability (w.h.p.) if it has $O(c \cdot f(n))$ cost with probability at least $1 - 1/n^c$, $c \geq 1$.}

2. running change propagation from input $I$ to input $I'$ takes $O(W_\Delta)$ work in expectation and $O(S' + R' \log W')$ time w.h.p., where $W_\Delta$ is the computation distance between the two inputs, and $S', R', W'$ are the maximum span, rounds and work of the two inputs, all on the CRCW PRAM model.

We show that the log $W$ and log $W'$ terms can be reduced to $\log^* W$ when the round-synchronous algorithms have certain restrictions that all our example algorithms have. We also present similar results in other parallel models of computation.

Using the approach we develop an algorithm for dynamic trees [46, 9] that supports batch edge insertions and deletions (often called links and cuts), and a broad set of queries including subtree sums, path queries, diameter, center and median queries. This significantly improves over previous work on batch-dynamic Euler tour trees [49], which only support subtree sums, and only when the “summing” function has an inverse (e.g., Euler-tour trees cannot be used to take the maximum over a subtree). Dynamic trees play an important role in many other dynamic algorithms, and we believe this result by itself is important.

Our batch-dynamic trees algorithm is based on the simple and elegant tree contraction algorithm of Miller and Reif (MR) [40]. The algorithm runs a sequence of parallel rounds. Each round performs **rakes** that remove all degree-one vertices, and **compresses** that use random coin flips to splice out degree-two vertices if they flip heads and their neighbors flip tails. For a tree with $n$ vertices, the algorithm finishes in $O(\log n)$ rounds w.h.p., and with a total of $O(n)$ work in expectation. Sequentially, previous work showed that this process can generate a rake-compress...
(RC) tree (or forest), which supports a wide collection of queries including subtree sums, path sums, weighted diameter, tree center, and tree median, all in logarithmic time, w.h.p. Our approach naturally works on this algorithm, automatically dynamizing it to allow for batches of edge insertions or deletions in parallel. The challenge is in analyzing the computational distance implied by these batch updates in the parallel batch-dynamic setting. In Section 4.4 we show the following result:

**Theorem 1.2.** In the round synchronous model the MR algorithm does $O(n)$ work in expectation and has $O(\log n)$ rounds and span w.h.p. Furthermore, given forests $T$ with $n$ vertices, and $T'$ with $k$ modifications to the edge list of $T$, the computational distance of the round-synchronous MR algorithm on the two inputs is $O(k \log (1 + n/k))$ in expectation.

The first sentence follows directly from the original MR analysis. The second is one of the contributions of this paper. The bounds can then be plugged into Theorem 1.1 to show that a set of $k$ edges can be inserted or deleted in a batch in $O(k \log (1 + n/k))$ work in expectation and $O(\log^2 n)$ span w.h.p. The span can be improved to $O(\log n \log^* n)$ w.h.p. on the CRCW PRAM model.

In addition to dynamic trees we consider some other applications of the technique. Firstly we consider map-reduce based computations. The results are given in Section 5. We then consider dynamic lists with cutting and joining. This leads to another solution to the batch-dynamic lists problem considered by Tseng et al. [49]. We believe the solution here is significantly simpler, while maintaining the same work bounds.

To summarize, the main contributions of this paper are:

1. An algorithmic framework for dynamizing round-synchronous parallel algorithms, and a cost model for analyzing the performance of such algorithmically dynamized algorithms

2. The first work-efficient algorithm for parallel batch-dynamic trees that supports subtree queries, path queries, and nonlocal queries such as centers and medians.

## 2 Related Work

Dynamic algorithms and parallel algorithms are well-developed fields that have been studied deeply but their overlap, dynamic parallel algorithms, has received much less attention. Recent advances on parallel hardware and the ubiquity of parallel and distributed systems, however, have re-energized the study of algorithms that are both parallel and dynamic. In order to better exploit parallelism, work-efficient parallel batch-dynamic algorithms, i.e. algorithms that perform a batch of updates work efficiently and in low span, have gained recent attention and have been developed for several specific problems including computation of Voronoi diagrams [6], incremental connectivity [45], and Euler-Tour trees [49], and very recently for fully dynamic connectivity [1]. Parallel batch-dynamic algorithms have also been recently studied in the MPC model [31, 22]. These works show that batch-dynamic algorithms can achieve tight work-efficiency bounds without sacrificing parallelism.

A sequential version of change propagation was initially developed in 2004 [3] and has lead to the development of a unified sequential dynamic-tree data structures capable of supporting both subtree and path queries [4], as well as new dynamic algorithms for geometric problems [5, 47] and machine learning [8, 47]. These results, however, all assumed a sequential model of computation. Our results on parallel batch-dynamic trees generalize the sequential results [3] [4] to handle batches of changes work efficiently and in parallel without leading to any loss of generality.
3 Preliminaries

3.1 Parallel Models

Parallel Random Access Machine (PRAM). The parallel random access machine (PRAM) model is a classic parallel model with \( p \) processors that work in lock-step, connected by a parallel shared-memory [32]. In this paper we primarily consider the Concurrent-Read Concurrent-Write model (CRCW PRAM), where memory locations are allowed to be concurrently read and concurrently written to. If multiple writers write to the same location concurrently, we assume that an arbitrary writer wins. We analyze algorithms on the CRCW PRAM in terms of their work and span. The span of an algorithm is the minimum running time achievable when arbitrarily many processors are available. The work is the product of the span and the number of processes used.

Scan PRAM. The scan PRAM extends the CRCW PRAM model defined earlier with a unit-span scan (prefix-sum) instruction (defined in Sub-section 3.2). The inclusion of this primitive is justified based on the observation that a prefix sum can be efficiently implemented in hardware as quickly as retrieving a reference to shared memory. Subsequently, other stronger variants of the PRAM were developed, such as the multiprefix CRCW PRAM, which allows performing multiple independent scan operations in unit span [44].

Binary Forking Threaded Random Access Machine (TRAM). The threaded random access machine (TRAM) is closely related to the PRAM, but more closely models current machines and programming paradigms. In the binary forking TRAM (binary forking model for short), a process can fork another process to run in parallel, and can join to wait for all forked calls to complete. In the binary forking model, the work of an algorithm is the total number of instructions it performs, and the span is the longest chain of sequentially dependent instructions. We note that this model can work-efficiently cross-simulate a CRCW PRAM equipped with the same atomic instructions, and hence all work bounds stated are valid in both. Additionally, an algorithm with \( W \) work and \( S \) span on the TRAM can be executed on a \( p \) processor PRAM in time \( O(W/p + S) \) [18].

3.2 Parallel Primitives

The following parallel procedures are used throughout the paper. Scan takes as input an array \( A \) of length \( n \), an associative binary operator \( \oplus \), and an identity element \( \perp \) such that \( \perp \oplus x = x \) for any \( x \), and returns the array \( (\perp, \perp \oplus A[0], \perp \oplus A[0] \oplus A[1], \ldots, \perp \oplus \oplus_{i=0}^{n-2} A[i]) \) as well as the overall sum, \( \perp \oplus_{i=0}^{n-1} A[i] \). Scan can be done in \( O(n) \) work and \( O(\log n) \) span (assuming \( \oplus \) takes \( O(1) \) work) [32] on the CRCW PRAM, \( O(\log(n)) \) span in the binary forking model, and \( O(1) \) span on the scan PRAM.

Filter takes an array \( A \) and a predicate \( f \) and returns a new array containing \( a \in A \) for which \( f(a) \) is true, in the same order as in \( A \). Filter can both be done in \( O(n) \) work and \( O(\log n) \) span on the CRCW PRAM (assuming \( f \) takes \( O(1) \) work) [32], \( O(\log(n)) \) span in the binary forking model, and \( O(1) \) span on the scan PRAM. The Approximate Compaction problem is similar to a Filter. It takes an array \( A \) and a predicate \( f \) and returns a new array containing \( a \in A \) for which \( f(a) \) is true where some of the entries in the returned array can have a null value. The total size of the returned array is at most a constant factor larger than the number of non-null elements. Gil et al. [24] describe a parallel approximate compaction algorithm that uses linear space and achieves \( O(n) \) work and \( O(\log^*(n)) \) span w.h.p. on the CRCW PRAM.

A semisort takes an input array of elements, where each element has an associated key and reorders the elements so that elements with equal keys are contiguous, but elements with different keys are not necessarily ordered. The purpose is to collect equal keys together, rather than sort
them. Semisorting a sequence of length $n$ can be performed in $O(n)$ expected work and $O(\log n)$ depth w.h.p. on the CRCW PRAM and in the binary forking model assuming access to a uniformly random hash function mapping keys to integers in the range $[1, n^{O(1)}]^{[26]}$.

4 Framework

4.1 Round-synchronous algorithms

In this paper, we consider dynamizing algorithms that are round synchronous. The round synchronous framework encompasses a range of classic PRAM algorithms. A round-synchronous algorithm consists of $M$ processes, with process IDs bounded by $O(M)$. The algorithm performs sequential rounds, in each of which, each active process executes, in parallel, a round computation. After each round, processes can decide to retire, in which case they will no longer execute in any future round. The algorithm terminates once there are no remaining active processes—i.e., they have all retired. Given a fixed input, round-synchronous algorithms must perform deterministically. Note that this does not preclude us from implementing randomized algorithms (in fact, several of our examples are randomized), it just requires that we provide the source of randomness as an input to the algorithm, so that its behavior is identical if re-executed. An algorithm in the round synchronous framework is defined in terms of a procedure $\text{COMPU\textsc{ntRound}}(r, p)$, which performs the computation of process $p$ in round $r$. The initial run of a round-synchronous algorithm must specify the set $P$ of initial process IDs.

Memory model. Processes in a round-synchronous algorithm may read and write to local memory that is not persisted across rounds. They also have access to a shared memory. The input to a round-synchronous is the initial contents of the shared memory. Round computations can read and write to shared memory with the condition that writes do not become visible until the end of the round. We require that reads only access shared locations that have been written to, and that locations are only written to once, hence concurrent writes are not permitted. The contents of the shared memory at termination of an algorithm is considered to be the algorithms output. Change propagation is driven by tracking all reads and writes to shared memory.

Pseudocode. We describe round-synchronous algorithms using the following primitives:

1. The read instruction reads the given shared memory locations and returns their values,

2. The write instruction writes the given value to the given shared memory location.

3. Processes may retire by invoking the retire process instruction.

Properties. The following properties will help us to analyse the efficiency of round-synchronous algorithms. For convenience, we define the initial configuration of a round-synchronous algorithm as the pair $(I, P)$, where $I$ is the input to the algorithm (i.e. the initial state of shared memory) and $P$ is the set of initial process IDs.

Definition 4.1 (Initial work, Round complexity, and Span). The initial work of a round-synchronous algorithm on some initial configuration $(I, P)$ is the sum of the work performed by all of the computations of each processes over all rounds when given that input. Its round complexity is the number of rounds that it performs, and its span is the sum of the maximum costs per round of the computations performed by each process.
4.2 Change propagation

Given a round-synchronous algorithm, a dynamic update consists of changing some of the input values in shared memory, and optionally, adding or deleting processes. The initial run and change propagation algorithms maintain the following data:

1. $R_{r,p}$, the set of memory locations read by process $p$ in round $r$
2. $W_{r,p}$, the set of memory locations written to by process $p$ in round $r$
3. $S_m$, the set of processes, round pairs that read the memory location $m$
4. $X_{r,p}$, which is true if process $p$ retired in round $r$

This information is used by the change propagation algorithm to compute $P_r$, the set of processes that should be re-executed in round $r$ because they read a memory location that was subsequently modified. Algorithm 1 depicts the procedure for executing the initial run of a round-synchronous algorithm before making any dynamic updates.

**Algorithm 1 Initial run**

1: procedure Run($P$)
2: local $r \leftarrow 0$
3: while $P \neq \emptyset$ do
4:   for each process $p \in P$ do in parallel
5:     ComputeRound($r,p$)
6:     $R_{r,p} \leftarrow \{\text{memory locations read by } p \text{ in round } r\}$
7:     $W_{r,p} \leftarrow \{\text{memory locations written to by } p \text{ in round } r\}$
8:     $X_{r,p} \leftarrow (\text{true if } p \text{ retired in round } r \text{ else false})$
9:   for each $m \in \bigcup_{p \in P} R_{r,p}$ do in parallel
10:      $S_m \leftarrow S_m \cup \{(r,p) \mid m \in R_{r,p} \land p \in P\}$
11:      $P \leftarrow P \setminus \{p \in P : X_{r,p} = \text{true}\}$
12:     $r \leftarrow r + 1$

The change propagation algorithm (Algorithm 2) re-executes the computations that read shared memory locations whose value changed, which then triggers the re-execution of further computations, and so on, until the output is fully updated. The algorithm works by maintaining affected computations as three disjoint sets, $P$, the set of processes that read a memory location that was rewritten, $L$ (live), processes that outlived their previous self, i.e. that retired the last time they ran, but did not retire when re-executed, and $D$ (dead), processes that retired earlier than their previous self.

4.3 Correctness

In this section, we sketch a proof of correctness of the change propagation algorithm (Algorithm 2). Intuitively, correctness is assured because of the write-once condition on global shared memory, which ensures that computations can not have their output overwritten, and hence do not need to be re-executed unless data that they depend on is modified. For our analysis, we formalize the notion of an affected computation.
Algorithm 2 Change propagation

1: // $U = \text{sequence of memory locations that have been modified}$
2: // $P^+ = \text{sequence of new process IDs to create}$
3: // $P^- = \text{sequence of process IDs to remove}$
4: procedure Propagate($U$, $P^+$, $P^-$)
5: local $D \leftarrow P^-$
6: local $L \leftarrow P^+$
7: local $r \leftarrow 0$
8: while $U \neq \emptyset \lor D \neq \emptyset \lor L \neq \emptyset$ do
9: local $A \leftarrow \bigcup_{m \in U} S_m$
10: for each $r' \in \bigcup_{(r', p) \in A} \{r'\}$ do in parallel
11: $P_{r'} \leftarrow P_{r'} \cup \{(r', p) \mid (r', p) \in A\}$
12: local $P \leftarrow P_r \setminus D$
13: for each $m \in \bigcup_{p \in P \cap D} R_{r,p}$ do in parallel
14: $S_m \leftarrow S_m \setminus \{(r, p) \mid m \in R_{r,p} \land p \in P \cup D\}$
15: local $X^{\text{prev}}_{r,p} = \{p \in P : p \mapsto X_{r,p}\}$
16: for each process $p$ in $P \cup L$ do in parallel
17: ComputeRound($r, p$)
18: $R_{r,p} \leftarrow \{\text{memory locations read by } p \text{ in round } r\}$
19: $W_{r,p} \leftarrow \{\text{memory locations written to by } p \text{ in round } r\}$
20: $X_{r,p} \leftarrow \{\text{true if } p \text{ retired in round } r \text{ else false}\}$
21: for each $m \in \bigcup_{p \in P \cup L} R_{r,p}$ do in parallel
22: $S_m \leftarrow S_m \setminus \{(r, p) \mid m \in R_{r,p} \land p \in P \cup L\}$
23: $U \leftarrow \bigcup_{p \in P \cup L} W_{r,p}$
24: $L' \leftarrow \{p \in P : X^{\text{prev}}_p = \text{true} \land X_{r,p} = \text{false}\}$
25: $L \leftarrow L \cup L' \setminus \{p \in L : X_{r,p} = \text{true}\}$
26: $D' \leftarrow \{p \in P : X^{\text{prev}}_p = \text{false} \land X_{r,p} = \text{true}\}$
27: $D \leftarrow D \cup D' \setminus \{p \in D : X'_{r,p} = \text{true}\}$
28: $P_r \leftarrow \emptyset$
29: $r \leftarrow r + 1$

Definition 4.2 (Affected computation). Given a round-synchronous algorithm $A$ and two initial configurations $(I, P)$ and $(I', P')$, the affected computations are the round and process pairs $(r, p)$ such that either:

1. process $p$ runs in round $r$ on one initial configuration but not the other
2. process $p$ runs in round $r$ on both initial configurations, but reads a variable from shared memory that has a different value in one configuration than the other

Lemma 4.1. Given a dynamic update, re-executing only the affected computations for each round will result in the same output as re-executing all computations on the new input.

Proof. Since by definition they read the same values, computations that are not affected, if re-executed, would produce the same output as they did the first time. Since all shared memory locations can only be written to once, values written by processes that are not re-executed can not have been overwritten, and hence it is safe to not re-execute them, as their output is preserved.
Therefore re-executing only the affected computations will produce the same output as re-executing all computations.

**Theorem 4.1** (Consistency). Given a dynamic update, change propagation correctly updates the output of the algorithm.

**Proof sketch.** Follows from Lemma 4.1 and the fact that all reads and writes to global shared memory are tracked in Algorithm 2 and since global shared memory is the only method by which processes communicate, all affected computations are identified.

### 4.4 Cost analysis

To analyze the work of change propagation, we need to formalize a notion of *computation distance*. Intuitively, the computation distance between two computations is the work performed by one and not the other. We then show that change propagation can efficiently re-execute the affected computations in work proportional to the computation distance.

**Definition 4.3** (Computation distance). Given a round-synchronous algorithm $A$ and two initial configurations, the computation distance $W_\Delta$ between them is the sum of the work performed by all of the affected computations with respect to both initial configurations.

**Theorem 4.2.** Given a round-synchronous algorithm $A$ with initial configuration $(I,P)$ that does $W$ work in $R$ rounds and $S$ span, then

1. the initial run of the algorithm with tracking takes $O(W)$ work in expectation and $O(S + R \cdot \log(W))$ span w.h.p.,

2. running change propagation on a dynamic update to the initial configuration $(I',P')$ takes $O(W_\Delta)$ work in expectation and $O(D' + R' \log(W'))$ span w.h.p., where $D', R', W'$ are the maximum span, rounds, and work of the algorithm on the two initial configurations.

These bounds hold on the scan PRAM, CRCW PRAM, and in the binary forking TRAM model.

**Proof.** We begin by analyzing the initial run. By definition, all executions of the round computations, `ComputeRound`, take $O(W)$ work and $O(S)$ span in total, with at most an additional $O(\log(n)) = O(\log(W))$ span to perform the parallel for loop. We will show that all additional work can be charged to the round computations, and that at most an additional $O(\log(W))$ span overhead is incurred.

We observe that $R_{r,p}, W_{r,p}$ and $X_{r,p}$ are at most the size of the work performed by the corresponding computations, hence the cost of Lines [6]–[8] can be charged to the computation. The reader sets $S_m$ can be implemented as dynamic arrays with lazy deletion (this will be discussed during change propagation). To append new elements to $S_m$ (Line [10]), we can use a semisort performing linear work in expectation to first bucket the shared memory locations in $\bigcup_{p \in P} R_{r,p}$, whose work can be charged to the corresponding computations that performed the reads. This adds an additional $O(\log(W))$ span w.h.p. since the number of reads is no more than $W$ in total.

Finally, removing retired computations from $P$ (Line [11]) requires a compaction operation. Since compaction takes linear work, it can be charged to the execution of the corresponding processes. The span of compaction is at most $O(\log(W))$ in all models.

Summing up the above, we showed that all additional work can be charged to the round computations, and the algorithm incurs at most $O(\log(W))$ additional span per round w.h.p. Hence the cost of the initial run is $O(W)$ work in expectation and $O(S + R \cdot \log(W))$ span w.h.p.
We now analyze the change propagation procedure (Algorithm 2). The core of the work is the re-execution of the affected readers on Line 17 which, by definition takes $O(W\Delta)$ work, and $O(S)$ span, with at most $O(\log(W))$ additional span to perform the parallel for loop. We will show that all additional work can be charged to the affected computations, and that no operation incurs more than an additional $O(\log(W))$ span.

Lines 8–11 bucket the newly affected computations by round. This can be achieved with an expected linear work semisort and by maintaining the $P_r$ sets as dynamic arrays. The work is chargeable to the affected computations and the span is at most $O(\log(W))$ w.h.p. Computing the current set of affected computations (Line 12) requires a filter/compaction operation, whose work is charged to the affected computations and span is at most $O(\log(W))$.

Updating the reader sets $S_m$ (Line 14) can be done as follows. We maintain $S_m$ as dynamic arrays with lazy deletion, meaning that we delete by marking the corresponding slot as empty. When more than half of the slots have been marked empty, we perform compaction, whose work is charged to the updates and whose span is at most $O(\log(W))$. In order to perform deletions in constant time, we augment the set $R_{r,p}$ so that it remembers, for each entry $m$, the location of $(r,p)$ in $S_m$. Therefore these updates take constant amortized work each (using a dynamic array), charged to the corresponding affected computations, and at most $O(\log(W))$ span if a resize/compaction is triggered.

$X_{\text{prev}}$ can be implemented as an array of size $|P|$, with work charged to the affected computations in $P$. As in the initial run, the cost of updating $R_{r,p}, W_{r,p}$ and $X_{r,p}$ can also be charged to the work performed by the affected computations.

Updating the reader sets $S_m$ (Line 22) is a matter of appending to dynamic arrays, and, as mentioned earlier, remembering for each $m \in R_{r,p}$, the location of $(r,p)$ in $S_m$. The work performed can be charged to the affected computations, and the additional span is at most $O(\log(W))$.

Collecting the updated locations $U$ (Line 23) can similarly be charged to the affected computations, and incurs no more than $O(\log(W))$ span. On Lines 24–27 the sets $L'$ and $D'$ are computed by a compaction over $P$, whose work is charged to the affected computations in $P$. Updating $L$ and $D$ correspondingly requires a compaction operation, whose work is charged to the affected computations in $L$ and $D$ respectively. Each of these compactions costs $O(\log(W))$ span.

We can finally conclude that all additional work performed by change propagation can be charged to the affected computations, and hence to the computation distance $W\Delta$, while incurring at most $O(\log(W))$ additional span per round w.h.p. Therefore the total work performed by change propagation is $O(W\Delta)$ in expectation and the span is $O(S + R \cdot \log(W))$ w.h.p.

We now show that for a special class of round-synchronous algorithms, the span overhead can be reduced. All of the algorithms that we present in this paper fall into this special case.

Definition 4.4. A restricted round-synchronous algorithm is a round-synchronous algorithm such that each round computation performs only a constant number of reads and writes, and each shared memory location is read only by a constant number of computations, and only in the round directly after it was written.

Theorem 4.3. Given a restricted round-synchronous algorithm $A$ with initial configuration $(I, P)$ that does $W$ work in $R$ rounds and $S$ span, then

1. the initial run of the algorithm with tracking takes $O(W)$ work and $O(S + R \cdot C(W))$ span,

2. running change propagation on a dynamic update to the initial configuration $(I', P')$ takes $O(W\Delta)$ work and $O(D' + R' \cdot C(W'))$ span, where $D', R', W'$ are the maximum span, rounds, and work of the algorithm on the two initial configurations,
where $C(W)$ is the cost of compaction, which is at most

1. $O(1)$ on the scan PRAM,
2. $O(\log^*(W))$ w.h.p. on the CRCW PRAM,
3. $O(\log(W))$ on the binary forking TRAM.

Furthermore, the work bounds are only randomized (in expectation) on the CRCW PRAM.

Proof sketch. Rather than recreate the entirety of the proof of Theorem 4.2, we will simply sketch the differences. In essence, we obtain the result by removing the uses of scans, and semisorts, which were the main cause of the $O(\log(W))$ span overhead and the randomized work. Instead, we rely only on (possibly approximate) compaction, which is only randomized on the CRCW PRAM, and takes $O(C(W))$ span.

The main technique that we will make use of is the sparse array plus compaction technique. In situations where we wish to collect a set of items from each executed process, we would, in the unrestricted model, require a scan, which costs $O(\log(W))$ span on the CRCW PRAM. If each executed process, however, only produces a constant number of these items, we can allocate an array that is a constant size larger than the number of processes, and each process can write its set of items to a designated offset. We can then perform (possibly approximate) compaction on this array to obtain the desired set, with at most a constant factor additional blank entries. This takes $O(C(W))$ span.

Maintaining $S_m$ in the initial run and during change propagation is the first bottleneck, originally requiring a semisort. Since each computation performs a constant number of writes, we can collect the writes using the sparse array plus compaction technique. Since, in the restricted model, each modifiable will only be read by a constant number of readers, we can update $S_m$ in constant time.

To compute the affected computations $P_r$ also originally required a semisort, but in the restricted model, since all reads happen on the round directly after the write, no semisort is needed, since they will all have the same value of $r$. Collecting the affected computations from the written modifiables can also be achieved using the sparse array and compaction technique, using the fact that each computation wrote to a constant number of modifiables, and each modifiable is subsequently read by a constant number of computations. Additionally, $P_r$ will be empty at the beginning of round $r$, so computing $P$ requires only a compaction operation.

Lastly, collecting the updated locations $U$ can also be performed using the sparse array and compaction technique. In summary, we can replace all originally $O(\log(W))$ span operations with $O(C(W))$ equivalents in the restricted setting, and hence we obtain a span bound of $O(S + R \cdot C(W))$ for both the initial run and change propagation.

5 Map-reduce-based computations

To illustrate the framework, we first describe a simple, yet powerful technique that we can implement and analyze. This is the so-called map-reduce technique. A map-reduce algorithm takes as input a sequence $a_0, a_1, ..., a_{n-2}, a_{n-1}$, a unary function $f$, and an associative binary operator $\oplus$, and computes the value of

$$f(a_0) \oplus f(a_1) \oplus ... \oplus f(a_{n-2}) \oplus f(a_{n-1})$$

Although simple, this technique encompasses a wide range of applications, from simple, such as computing sums, where $f$ is the identity function and $\oplus$ is addition, to more complicated examples
such as the Rabin-Karp string hashing algorithm, where \( f \) computes the hash value of a character, and \( \oplus \) computes the hash corresponding to the concatenation of two hash values.

An implementation of the map-reduce technique in our framework is shown in Algorithm 3. For simplicity, assume that the input size \( n \) is a power of two, that the input is stored in \( A[0...n-1] \), and the initial set of processes is \( 0...n-1 \). The algorithm proceeds in a bottom-up merging fashion, combining each adjacent pair of elements with the \( \oplus \) operator. When the algorithm terminates, the result will be stored in \( V[R][0] \), where \( R \) is the index of the final round.

```
Algorithm 3 Map reduce algorithm
1: procedure ComputeRound(\( r, p \))
2:   if \( r = 0 \) then
3:     write(\( V[0][p], f(A[p]) \))
4:   else
5:     local \( s_1, s_2 \) \( \leftarrow \) read(\( V[r-1][2p+1], V[r-1][2p+2] \))
6:     write(\( V[r][p], s_1 \oplus s_2 \))
7:   if \( p \geq n-2^r \) then retire process
```

**Application to range queries.** Since the intermediate results of the computation are also preserved, it is possible, using standard techniques, to use this information to perform range queries on any range of the input. That is, the resulting output of the sum algorithm could be used to compute range sums, and the output of the Rabin-Karp algorithm could be used to compute the hash of any substring of the input string.

**Analysis.** We analyze the initial work, round complexity, and span of the algorithm. We also analyze the computation induced by dynamic updates.

**Theorem 5.1.** Given a sequence of length \( n \), and a map function \( f \) and an associative operation \( \oplus \), both taking \( O(1) \) time to compute, the initial work of the map reduce algorithm is \( O(n) \), the round complexity and span is \( O(\log(n)) \), and the computation distance of a dynamic update to \( k \) elements is \( O(k \log(1 + n/k)) \).

**Proof.** First note that since \( f \) and \( \oplus \) take constant work, each computation performs constant work. In round zero, the work is therefore \( O(n) \). At each round, half of the processes retire, and therefore the total work is at most

\[
O\left(n + n/2 + n/4 + ...\right) = O(n),
\]

as desired. Since \( f \) and \( \oplus \) take constant time, each computation takes constant time. Since at each round, half of the processes retire, the total number of rounds and the span will be \( O(\log(n)) \).

We now analyze the computation distance of a dynamic update. The affected computations can be thought of as a divide-and-conquer tree, a tree in which each computation at round \( r > 0 \) has two children, the computations at round \( r-1 \) that wrote the values that it read and combined. Updating \( k \) elements causes \( k \) computations at \( r = 0 \) to become affected, as well as, in the worst case, all ancestors of those computations.

Consider first, all affected computations that occur in rounds \( r < \log(1 + n/k) \). Since there are \( k \) affected computations at \( r = 0 \) and each can affect at most one computation in the next round, there are at most \( O(k \log(1 + n/k)) \) affected computations in these rounds. Now, consider the rounds \( r \geq \log(1 + n/k) \). Since the number of live computations halves in each round, the number of computations (affected or otherwise) at this round is at most

\[
\frac{n}{2^{\log(1+n/k)}} = O\left(\frac{n}{1+n/k}\right) = O\left(\frac{k}{1+k/n}\right) = O(k).
\]
Since the number of live computations continues to halve in each round, the total number of computations (affected or otherwise) in all rounds \( r \geq \log(1 + n/k) \) is \( O(k) \). Therefore, the total number of affected computations across all rounds is at most

\[
O(k) + O(k \log(1 + n/k)) = O(k \log(1 + n/k)).
\]

Since each affected computation performs constant work, we can conclude that the computation distance of a dynamic update to \( k \) elements is \( O(k \log(1 + n/k)) \).

This completes the analysis of the map-reduce technique. Although simple, the technique is both common and serves as a useful illustrative example of the framework, and the steps involved in designing and analyzing an algorithm. That is, we must first define the input to the algorithm, and the computations that will be performed at each round. Then, we must analyze the complexity of the algorithm, which consists of analyzing the initial work, the round complexity and span, then finally, and most interestingly, the computation distance induced by dynamic updates to the input. Importantly, the technique of analyzing computation distance by splitting the rounds at some threshold, often \( O(\log(1 + n/k)) \), and then bounding the work done before and after the threshold is very useful, and is used in both analyses of our next two applications, which are significantly more complex and technically challenging.

## 6 List Contraction

List contraction is a fundamental problem in the study of parallel algorithms [35][32]. In addition to serving as a canonical solution to the list ranking problem (locating an element in a linked list), it is often considered independently as a classic example of a pointer-based algorithm. In this section, we show how the classic parallel list contraction algorithm can be algorithmically dynamized. By dynamizing parallel list contraction, we obtain a canonical dynamic sequence data structure which supports the same set of operations as a classic data structure, the skip list. Our resulting work bounds match the best known hand-crafted parallel batch-dynamic skip lists in the CRCW PRAM model [49]. Lastly, the data structure can be augmented to support queries with respect to a given associative function.

**List contraction.** The list contraction process takes as input a sequence of nodes that form a collection of linked lists, and progressively contracts each list into a single node. The contraction process operates in rounds, each of which splices out an independent set of nodes from the list. When a node is isolated (has no left or right neighbour), it finalizes. To select an independent set of nodes to splice out, we use the random mate technique, in which each node flips an unbiased coin, and is spliced out if it flips heads but its right neighbour flipped tails.

**The static algorithm.** The algorithm produces a contraction data structure, which records the contraction process and maintains the information necessary to perform queries. This data structure is encoded as a tuple \((L, R, D)\), where \(L[i][u]\) and \(R[i][u]\) are the left and right neighbours of \( u \) at round \( i \), and \( D[u] \) is the number of rounds that \( u \) remained alive (i.e. the round number at which it is deleted).

For coin flips, we assume a function Heads\((i, u)\) which indicates whether or not node \( u \) flipped heaps on round \( i \). It is important that Heads\((i, u)\) is a function of both the node and the round number, as coin flips must be repeatable for change propagation to be correct.

**Batch-dynamic sequences.** A dynamic sequence data structure provides operations for joining two sequences together and splitting a sequence at a given element. The sequence can also be augmented by some associative function \( f : D^2 \rightarrow D \) where \( D \) is the domain of the value type.
In this case, the data structure also provides operations for setting the augmented value for a node in the sequence, and for querying the sum of the augmented values between two nodes in the same sequence with respect to \( f \). We specify the operations formally supported by batch-dynamic sequences and give pseudocode in terms of the list contraction data structure in Appendix A.

6.1 Algorithm

An implementation of the list contraction algorithm in our framework is shown in Algorithm 4.

Algorithm 4 List contraction algorithm

```plaintext
1: procedure ComputeRound(\( i, u \))
2: local \( \ell, r \leftarrow \text{read}(L[i][u], R[i][u]) \)
3: if \( r \neq \bot \) then
4: if Heads(\( i, u \)) \&\& Heads(\( i, r \)) then DoCompress(\( i, u, \ell, r \))
5: else DoAlive()
6: else if \( \ell = \bot \) then DoFinalize(\( i, u \))
7: else
8: DoAlive()
9: end
10: procedure DoCompress(\( i, u, \ell, r \))
11: write(\( L[i+1][r], \ell \))
12: if \( \ell \neq \bot \) then write(\( R[i+1][\ell], r \))
13: write(\( D[u], i \))
14: retire process
15: procedure DoFinalize(\( i, u \))
16: write(\( D[u], i \))
17: retire process
18: procedure DoAlive(\( i, u, \ell, r \))
19: if \( r \neq \bot \) then write(\( L[i+1][r], u \))
20: else write(\( R[i+1][u], \bot \))
21: if \( \ell \neq \bot \) then write(\( R[i+1][\ell], u \))
22: else write(\( L[i+1][u], \bot \))
```

6.2 Analysis

We analyse the initial work, round, complexity, span, and computation distance of the list contraction algorithm to obtain bounds for building and updating a parallel batch-dynamic sequence data structure. Proofs are given in Appendix B.

**Theorem 6.1.** Given a sequence of length \( n \), the initial work of list contraction is \( O(n) \) in expectation, the round complexity and span are \( O(\log(n)) \) w.h.p., and the computation distance of the changes induced by \( k \) modifications is \( O(k \log(1 + n/k)) \) in expectation.
6.3 Augmented values and queries

The list contraction algorithm can be augmented with support for queries with respect to some associative operator \( f : D^2 \rightarrow D \). This can be achieved by recording, for each live node \( u \), the sum (with respect to \( f \)) of the values between \( u \) and its current right neighbour. This value is updated whenever a node is spliced out by summing the values recorded on the two adjacent vertices. Queries between nodes \( u \) and \( v \) can then be performed by walking up the contraction data structure until \( u \) and \( v \) meet, summing the values of the adjacent nodes as they go. Therefore, by Theorem 6.1, individual queries takes \( O(\log(n)) \) time w.h.p.

7 Tree Contraction

In this section, we show how to obtain a dynamic trees algorithm by applying our automatic dynamization technique to the static tree contraction algorithm of Miller and Reif [39].

Tree contraction. Tree contraction is the process of shrinking a tree down to a single vertex by repeatedly performing local contractions. Each local contraction deletes a vertex and merges its adjacent edges if it had degree two. Tree contraction has a number of useful applications, studied extensively in [40, 41, 4]. It can be used to perform various computations by associating data with edges and vertices and defining how data is accumulated during local contractions.

Various versions of tree contraction have been proposed depending on the specifics of local contractions. We consider an undirected variant of the randomized version proposed by Miller and Reif [39], which makes use of two operations: rake and compress. The former removes all nodes of degree one from the tree, except in the case of a pair of adjacent degree one vertices, in which case only one of them is removed by tiebreaking on the vertex IDs. The latter operation, compress, removes an independent set of vertices of degree two that are not adjacent to any vertex of degree one. Compressions are randomized with coin flips to break symmetry. Miller and Reif showed that it takes \( O(\log n) \) rounds w.h.p. to fully contract a tree of \( n \) vertices in this manner.

Input forests. The algorithms described here operate on undirected forests \( F = (V, E) \), where \( V \) is a set of vertices, and \( E \) is a set of undirected edges. If \( (u, v) \in E \), we say that \( u \) and \( v \) are adjacent, or that they are neighbors. A vertex with no neighbors is said to be isolated, and a vertex with only one neighbour is called a leaf.

We assume that the forests given as input have bounded degree. That is, there exists some constant \( t \) such that each vertex has at most \( t \) neighbors. We will explain how to handle arbitrary-degree momentarily.

The static algorithm. The static tree contraction algorithm (Algorithm 5) works in rounds, each of which takes a forest from the previous round as input and produces a new forest for the next round. On each round, some vertices may be deleted, in which case they are removed from the forest and are not present in all remaining rounds. Let \( F^i = (V^i, E^i) \) be the forest after \( i \) rounds of contraction, and thus \( F^0 = F \) is the input forest. We say that a vertex \( v \) is alive at round \( i \) if \( v \in V^i \), and is dead at round \( i \) if \( v \notin V^i \). If \( v \in V^i \) but \( v \notin V^{i+1} \) then \( v \) was deleted in round \( i \).

There are three ways for a vertex to be deleted: it either finalizes, rakes, or compresses. Finalization removes isolated vertices. Rake removes all leaves from the tree, with one special exception. If two leaves are adjacent, then to break symmetry and ensure that only one of them rakes, the one with the lower identifier rakes into the other. Finally, compression removes an independent set of degree two vertices that are not adjacent to any degree one vertices, as in Miller and Reif’s algorithm. The choice of which vertices contract in each round is made locally for each vertex based upon its own degree, the degrees of its neighbors, and coin flips for itself and its neighbors. As in the list
contraction, for coin flips, we assume a function \( \text{Heads}(i, v) \) which indicates whether or not vertex \( v \) flipped heaps on round \( i \). It is important that \( \text{Heads}(i, v) \) is a function of both the vertex and the round number, as coin flips must be repeatable for change propagation to be correct.

The algorithm produces a contraction data structure which serves as a record of the contraction process. The contraction data structure is a tuple, \((A, D)\), where \( A[i][u] \) is a list of pairs containing the vertices adjacent to \( u \) in round \( i \), and the corresponding positions of \( u \) in the adjacency lists of the adjacent vertices. \( D[u] \) stores the round on which vertex \( u \) contracted. The algorithm also records \( \text{leaf}[i][u] \), which is true if vertex \( u \) is a leaf at round \( i \).

**Batch-dynamic trees.** The batch-dynamic trees problem is to maintain a forest \( F = (V, E) \), as it undergoes batches of links, cuts, and connectivity queries. A link (insertion) connects two trees in the forest by a newly inserted edge. A cut (deletion) deletes an edge from the forest, separating a single tree into two trees. An connectivity query takes two vertices in the forest and returns whether they are connected by a path (i.e., whether they are in the same tree). We formally specify the interface for dynamic trees and give a sample implementation of their operations in terms of the tree contraction data structure in Appendix C.

**Handling trees of arbitrary degree.** To handle trees of arbitrary degree, we can split each vertex into a path of vertices, one for each of its neighbors. This technique is standard and has been described in [33], for example. This results in an underlying tree of degree 3, with at most \( O(n + m) \) vertices and \( O(m) \) edges for an initial tree of \( n \) vertices and \( m \) edges. For edge-weighted trees, the additional edges can be given a suitable identity or null weight to ensure that query values remain correct. It is simple to maintain such a transformation dynamically. When performing a batch insertion, a work-efficient semisort can be used to group each new neighbour by their endpoints, and then for each vertex, an appropriate number of new vertices can be added to the path. Batch deletion can be handled similarly.

### 7.1 Algorithm

An implementation of the tree contraction algorithm in our framework is shown in Algorithm 5.

### 7.2 Analysis

**Analysis of construction and updates.** We analyse the initial work, round, complexity, span, and computation distance of the tree contraction algorithm to obtain bounds for building and updating a parallel batch-dynamic trees data structure. Proofs are given in Appendix D.

**Theorem 7.1.** Given a forest of \( n \) vertices, the initial work of tree contraction is \( O(n) \) in expectation, the round complexity and the span is \( O(\log(n)) \) w.h.p. and the computation distance induced by updating \( k \) edges is \( O(k \log(1 + n/k)) \) in expectation.

### 7.3 Queries

Rather than implementing and analysing queries directly on top of tree contraction (although this is possible), we will instead, in the next section, describe how the process can be used to build and maintain a rake-compress tree, a powerful data structure framework that supports a large range of tree queries.
Algorithm 5  Tree contraction algorithm

1: procedure ComputeRound(i, u)
2:   local ((v1, p1), ..., (vt, pt)), ℓ ← read(A[i][u], leaf[i][u])
3:   if v1 = ⊥ ∀ i then
4:      DoFinalize(i, u)
5:   else if ℓ then
6:      local (v, p) ← (v1, p1) such that v1 ≠ ⊥
7:      local ℓ′ ← read(leaf[i][v])
8:      if ¬ℓ′ ∨ u < v then DoRake(i, u, (v, p))
9:      else DoAlive(i, u, ((v1, p1), ..., (vt, pt)))
10:   else
11:      if ∃(v, p), (v′, p′) : \{v1, ..., vt\} \ {⊥} = \{v, v′\} then
12:         local ℓ′, ℓ′′ ← read(leaf[i][v], leaf[i][v′])
13:         local c ← Heads(i, u) ∧ ¬Heads(i, v) ∧ ¬Heads(i, v′)
14:         if (¬ℓ′ ∧ ¬ℓ′′ ∧ c) then
15:             DoCompress(i, u, (v, p), (v′, p′))
16:            else
17:                DoAlive(i, u, ((v1, p1), ..., (vt, pt)))
18:          else
19:              DoAlive(i, u, ((v1, p1), ..., (vt, pt)))
20:    end
21: end

22: procedure DoRake(i, u, (v, p))
23:    write(A[i + 1][v][p], ⊥)
24:    write(D[u], i)
25:    retire process
26: end

27: procedure DoFinalize(i, u)
28:    write(D[u], i)
29:    retire process
30: end

31: procedure DoCompress(i, u, (v, p), (v′, p′))
32:    write(A[i + 1][v][p], (v′, p′))
33:    write(A[i + 1][v′][p′], (v, p))
34:    retire process
35: end

36: procedure DoAlive(i, u, ((v1, p1), ..., (vt, pt)))
37:   local nonleaves ← 0
38:   for j ← 1 to t do
39:      if vj ≠ ⊥ then
40:         write(A[i + 1][vj][pj], (u, j))
41:         nonleaves += 1 - read(leaf[i][vj])
42:      else
43:         write(A[i + 1][u][j], ⊥)
44:   write(leaf[i + 1][u][j], nonleaves = 1)
Parallel batch-dynamic Rake-compress trees

Dynamic tree data structures typically provide support for dynamic connectivity queries. Most dynamic tree data structures also support some form of augmented value query. For example, Link-cut trees [46] support root-to-vertex associative path queries, and Euler-tour trees [28] support subtree sum queries. Top trees [48, 9] support both path and subtree queries, as well as non-local queries such as centers and medians, but do not appear to be parallelisable. The only existing work-efficient batch-dynamic tree data structure is that of Tseng et al. [49], which is based on Euler-tour trees, and hence only handles subtree queries, and only when the associative operation is invertible.

Rake-compress trees [4] (RC trees) are another sequential dynamic trees data structure, based on tree contraction, and have also been shown to be capable of handling both path and subtree queries, as well as non-local queries, all in $O(\log(n))$ time. In this section, we will explain how our parallel batch-dynamic algorithm for tree contraction can be used to derive a parallel batch-dynamic version of RC trees, leading to the first work-efficient algorithm for batch-dynamic trees that can handle this wide range of queries. We use a slightly different set of definitions than the original presentation of RC trees in [4], which correct some subtle corner cases and simplify the exposition, although the resulting data structure is the same, and hence all of the query algorithms for sequential RC trees work on our parallel version.

**Contraction and clusters.** RC trees are based on the idea that the tree contraction process can be interpreted as a recursive clustering of the original tree. Formally, a *cluster* is a connected subset of vertices and edges of the original tree. Note, importantly, that a cluster may contain an edge without containing both of its endpoints. The *boundary* vertices of a cluster $C$ are the vertices $v \notin C$ that are adjacent to an edge $e \in C$. The *degree* of a cluster is the number of boundary vertices of that cluster. The vertices and edges of the original tree form the base clusters. Clusters are merged using the following simple rule: Whenever a vertex $v$ is deleted, all of the clusters that have $v$ as a boundary vertex are merged with the base cluster containing $v$. We can therefore see that all clusters formed will have degree at most two. A cluster of degree zero is called a *nullary* cluster, a cluster of degree one a *unary* cluster, and a cluster of degree two a *binary* cluster. All non-base clusters have a unique *representative vertex*, which corresponds to the vertex that was deleted to form it. For additional clarity, we provide figures in Appendix E that explain what each kind of formed cluster looks like in more detail.

**8.1 Building and maintaining RC trees**

Given a tree and an execution of the tree contraction algorithm, the RC tree consists of *nodes* which correspond to the clusters formed by the contraction process. The root node is the nullary cluster produced by the finalize operation. The children of a node are the nodes corresponding to the clusters that merged together to form its corresponding cluster. The vertices and edges of the original tree therefore correspond to the leaves of the RC tree. An example tree, a clustering, and the corresponding RC tree are depicted in Figure 1. Formally, we define an RC tree recursively as follows. Note that in the case of a disconnected forest, we simply maintain multiple RC trees, one for each component, in exactly the same way.

We will sketch here how to maintain an RC tree subject to batch-dynamic updates in parallel using our algorithm for parallel batch-dynamic tree contraction. This requires just two simple augmentations to the tree contraction algorithm. Recall that tree contraction (Algorithm 5) maintains an adjacency list for each vertex at each round. Whenever a neighbour $u$ of a vertex $v$ rakes into $v$, the process $u$ writes a null value into the corresponding position in $v$’s adjacency list. This process
(a) A tree

(b) A recursive clustering of the tree produced by tree contraction. Clusters produced in earlier rounds are depicted in a darker color.

(c) The corresponding RC tree. (Non-base) unary clusters are shown as circles, binary clusters as rectangles, and the finalize (nullary) cluster at the root with two concentric circles. The base clusters (the leaves) are labeled in lowercase, and the composite clusters are labeled with the uppercase of their representative.

Figure 1: A tree, a clustering, and the corresponding RC tree.
can be augmented to also write, in addition to the null value, the identity of the vertex that just raked. We make one additional augmentation. When storing the data for a neighboring edge in a vertex's adjacency list, we additionally write the name of the representative vertex if that edge corresponds to a compression, or null if the edge is an edge of the original tree. The RC tree can then be inferred using this augmented data as follows.

1. Given any cluster \( C \) with representative \( v \), its unary children can be determined by looking at the vertices that raked into \( v \). The children are precisely the unary clusters represented by these vertices. For the final cluster, these are its only children.

2. Given a binary or unary cluster \( C \) with representative \( v \), its binary children can be determined by inspecting \( v \)'s adjacency list at the moment it was deleted. The binary clusters corresponding to the edges adjacent to \( v \) at its time of death are the binary children of the cluster \( C \).

It then suffices to observe that this information about the clusters can be recorded during the contraction process. By employing change propagation, the RC tree can therefore be maintained subject to batch-dynamic updates. Since each cluster consists of a constant amount of information, this can be done in the same work and span bounds as the tree contraction algorithm. We therefore have the following result.

**Theorem 8.1.** We can maintain a rake-compress tree of a tree on \( n \) vertices subject to batch insertions and batch deletions of size \( k \) in \( O(k \log(1 + n/k)) \) work in expectation and \( O(\log^2(n)) \) span per update w.h.p. The span can be improved to \( O(\log(n) \log^*(n)) \) w.h.p. on the CRCW PRAM.

### 8.2 Applications

Most kinds of queries assume that the vertices and/or edges of the input tree are annotated with data, such as weights or labels. In order to support queries, each cluster is subsequently annotated with some additional information. The base clusters contain the annotations of the vertices and edges of the input tree. The algorithm must then specify how to combine the data from multiple clusters whenever a set of clusters merges. Specifically, each of the rake, compress, and finalize operations is tasked with producing the annotated data on the new clusters formed, in terms of the data on the constituent clusters. These annotations are generated during the tree contraction algorithm, and are therefore available for querying immediately after performing an update.

Once the clusters are annotated with the necessary data, the queries themselves typically perform a bottom-up or top-down traversal of the RC tree, or possibly in the case of more complicated queries, a combination of them. As an example, we will describe the process of performing path queries.

**Path queries.** For path queries, we consider edge-weighted trees, and define the query operation to return, given a pair of vertices \( u \) and \( v \), the weight of the heaviest edge on the unique path from \( u \) to \( v \). To facilitate path queries, we annotate each binary cluster with the weight of heaviest edge on the path between its boundary vertices. This is easy to maintain via the compression operation, which simply annotates the resulting cluster with the maximum weight of the two constituent binary clusters. Unary and nullary clusters do not need to be annotated.

To perform a query, we perform a bottom-up traversal of the RC tree from \( u \) and \( v \) until the two intersect at their lowest common ancestor in the RC tree. While traversing, the algorithm should maintain the weight of the heaviest edge on the path from the starting vertex to the boundaries of the current cluster. Since clusters are always formed between a common boundary vertex, when the clusters meet in the RC tree, the result can be determined by taking the maximum of the heaviest edges between the starting vertices and this common boundary vertex.
**Batch queries.** In the parallel setting, for some kinds of queries, we can also implement batch queries, in which we answer \( k \) queries simultaneously in \( O(k \log(1 + n/k)) \) work and \( O(\log(n)) \) span. The general idea is to detect when multiple bottom-up traversals would intersect, and to have only one of them proceed up the RC tree. Upon reaching the root, the computation can backtrack down the tree in parallel and distribute the answer to the query. The most obvious query for which this technique is applicable is finding a representative vertex of the connected component containing a vertex. When traversing upwards, if multiple query paths intersect, then only one proceeds up the tree and brings the answer back down for the other one. By avoiding traversing the same path multiple times, the total work is \( O(k \log(1 + n/k)) \). We refer the reader to [49] for more information on this technique.

9 Conclusion

In this paper we showed that we can obtain work-efficient parallel batch-dynamic algorithms by applying an algorithmic dynamization technique to corresponding static algorithms. This removes much of the complexity of designing parallel batch-dynamic algorithms by hand, since the static algorithms are usually simpler than their dynamic counterparts. Using this technique, we obtained the first work-efficient parallel algorithm for batch-dynamic trees that supports more than just subtree queries. We also obtained an algorithm for batch-dynamic lists with matching work bounds that we believe is far simpler than the best known algorithm.

We note that although the round synchronous model captures a very broad class of algorithms, the breadth of algorithms suitable for dynamization is less clear. To be suitable for dynamization, an algorithm additionally needs to have small computational distance between small input changes. As some evidence of broad applicability, however, the systems mentioned in the second paragraph of the introduction have been applied broadly and successfully—again without any theoretical justification, yet.
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A Interface for Dynamic Sequences

Formally, a batch-dynamic sequence supports the following operations.

- **BatchJoin**\(\{(u_1, v_1), \ldots, (u_k, v_k)\}\) takes an array of tuples where the \(i\)-th tuple is a pointer to the last element \(u_i\) of one sequence and a pointer to the first element \(v_i\) of a second sequence. For each tuple, the first sequence is concatenated with the second sequence. For any distinct tuples \((u_i, v_i)\) and \((u_j, v_j)\) in the input, we must have \(u_i \neq u_j\) and \(v_i \neq v_j\).

- **BatchSplit**\(\{u_1, \ldots, u_k\}\) takes an array of pointers to sequence elements and, for each element \(u_i\), breaks the sequence immediately after \(u_i\).

Optionally, the following can be included to facilitate augmented value queries with respect to an associative function \(f\):

- **BatchUpdateValue**\(\{(u_1, a_1), \ldots, (u_k, a_k)\}\) takes an array of tuples where the \(i\)-th tuple contains a pointer to an element \(u_i\) and a new value \(a_i \in D\) for the element. The value for \(u_i\) is set to \(a_i\) in the sequence.

- **BatchQueryValue**\(\{(u_1, v_1), \ldots, (u_k, v_k)\}\) takes an array of pairs of sequence elements. The return value is an array where the \(i\)-th entry holds the value of \(f\) applied over the subsequence between \(u_i\) and \(v_i\), inclusive. For all pairs, \(u_i\) and \(v_i\) must be elements in the same sequence, and \(v_i\) must appear after \(u_i\) in the sequence.

An implementation of the high-level interface for updates in terms of the contraction data structure is illustrated in Algorithm 6.

\begin{algorithm}
\begin{algorithmic}[1]
\Procedure{Build}{S}
\For{$u \leftarrow 0$ to $n - 1$ \textbf{do in parallel}}
\State \textbf{write}\((L[0][u], S[u].prev)\)
\State \textbf{write}\((R[0][u], S[u].next)\)
\State \textbf{write}\((A[u], S[u].value)\)
\EndFor
\State \textbf{Run}([n])
\EndProcedure
\Procedure{BatchSplit}{$U = \{u_1, \ldots, u_k\}$}
\For{each $u \in U$ \textbf{do in parallel}}
\State \textbf{write}\((L[0][R[0][u]], \bot)\)
\State \textbf{write}\((R[0][u], \bot)\)
\State $M = \cup_{u \in U} (L[0][R[0][u]] \cup R[0][u])$
\EndFor
\State \textbf{Propagate}(M, \emptyset, \emptyset)
\EndProcedure
\Procedure{BatchJoin}{$U = \{(u_1, v_1), \ldots, (u_k, v_k)\}$}
\For{each $(u, v) \in U$ \textbf{do in parallel}}
\State \textbf{write}\((R[0][u], v)\)
\State \textbf{write}\((L[0][v], u)\)
\EndFor
\State $M = \cup_{(u, v) \in U} (L[0][v] \cup R[0][v])$
\State \textbf{Propagate}(M, \emptyset, \emptyset)
\EndProcedure
\end{algorithmic}
\end{algorithm}
B Analysis of list contraction

Denote by $\ell_i^S(u)$, the left neighbour of $u$ at round $i$, and similarly by $r_i^S(u)$, the right neighbour of $u$ at round $i$. We denote the absence of a neighbour by $\perp$. The sequence of nodes that are alive (have not been spliced out) at round $i$ is denoted by $S^i$, e.g. $S^0 = S$.

B.1 Analysis of initial construction

Lemma B.1. For any sequence $S$, there exists $\beta \in (0, 1)$ such that $E[|S^i|] \leq \beta^i |S|$.

Proof. Consider an node $u$ of $S^i$ at round $i$. If $u$ is isolated, i.e. $\ell_i^S(u) = r_i^S(u) = \perp$, then $u$ is spliced out with probability 1. Otherwise, if $u$ is a tail, i.e. $\ell_i^S(u) \neq \perp$ and $r_i^S(u) = \perp$, then $u$ is spliced out with probability 0. In any other case, $u$ is spliced out if it flips heads and its right neighbour flips tails, which happens with probability $1/4$. Therefore in a sequence of $n \geq 2$ nodes, the expected number of nodes that splice out is $1/4(n - 1) = 1/4 - 1/4 = 1/8 + 1/8 - 1/4 > 1/8$. Therefore, since the only node in a sequence of 1 node is spliced out with probability 1, we have

$$\mathbb{E}[|S^{i+1}|] \leq |S^i| - \frac{1}{8}|S^i| = \frac{7}{8}|S^i|.$$ 

By induction, we can conclude that $\mathbb{E}[|S^i|] \leq \beta^i |S|$, with $\beta = 7/8$.

Lemma B.2. In a sequence beginning with $n$ nodes, after $O(\log n)$ rounds, there are no nodes remaining w.h.p.

Proof. For any $c > 0$, consider round $r = (c+1) \cdot \log_{1/\beta}(n)$. By Lemma B.1 and Markov’s inequality, we have

$$\mathbb{P}[|S^r| \geq 1] \leq \beta^r n = n^{-c}.$$ 

Proof of initial work, rounds, and span in Theorem 6.1.

Proof. At each round, the construction algorithm performs $O(|S^i|)$ work, and so the total cost is $O\left(\sum_1^n \mathbb{E}[|S^i|]\right)$ in expectation. By Lemma B.1 this is $O(|S|) = O(n)$. The round complexity and span bounds follow from Lemma B.2.

B.2 Analysis of dynamic updates

Affected nodes. Recall the notation of an affected computation, that is, a computation $(i, u)$ that must be re-executed after a dynamic update either because a value that it read was modified, or because it retired at a different time. We call an node $u$ affected at round $i$ if the computation $(i, u)$ is affected. We make the simplifying assumption that a computation that becomes affected remains affected until it retires. This actually over counts the number of affected computations.

Bounding the number of affected nodes. For change propagation to be efficient, we must show that the number of affected computations is small at each round. Intuitively, at each round,
each affected node may affect its neighbours, which might suggest that the number of affected nodes grows geometrically. However, because an node must have become affected by one of its neighbours, that neighbour is already affected, and hence only at most two additional nodes can become affected per contiguous range of affected nodes, so the growth is only linear in the number of initially affected nodes. Then, since a constant fraction of nodes are spliced out in each round, the number of affected nodes should shrink geometrically, which should dominate the growth of the affected set. We say that an affected node \textit{spreads} to a neighbouring node in round \(i\), if that neighbouring node is not affected in round \(i\), but is affected in round \(i + 1\).

When considering the spread of affected nodes, we must analyse separately the tails of each sequence, since tails are spliced out deterministically (they are spliced out when they are the last remaining node of their sequence), while all other nodes are spliced out randomly. Let \(A'\) denote the set of affected nodes at round \(i\). Let \(A'_S\) and \(A'_{S'}\) denote the set of affected non tail nodes at round \(i\) that are alive (have not been spliced out) in \(S\) and \(S'\) respectively.

\textbf{Lemma B.3.} Consider a set of \(k\) modifications to the input data, i.e. \(k\) changes to \(L\) or \(R\) at round 0. Then \(|A^0| \leq k\).

\textit{Proof.} The values of \(L\) and \(R\) are only read by the node that owns them. Hence there are at most \(k\) affected nodes at round 0. \(\square\)

\textbf{Lemma B.4.} Under a set of \(k\) modifications to the input data, at most \(2k\) new nodes become affected each round.

\textit{Proof.} Since computations only read/write their own values and those corresponding to their neighbours, affectation can only spread to neighbouring nodes. Each initially affected node can therefore spread to its neighbours, and its neighbours to their other neighbour and so on. By \textbf{Lemma B.3} there are at most \(k\) initially affected nodes, hence at most \(2k\) new nodes become affected each round. \(\square\)

\textbf{Lemma B.5.} Under a set of \(k\) modifications to the input data, the number of affected tail nodes at any point is at most \(k\).

\textit{Proof.} Since computations only read/write their own values and those corresponding to their neighbours, affectation can only spread to nodes in the same connected sequence, and since each sequence has one tail, by \textbf{Lemma B.3} at most \(k\) tails can become affected. \(\square\)

\textbf{Lemma B.6.} Under a set of \(k\) modifications to the input data,

\[
\mathbb{E}\left[|A'_S|\right] \leq 8k,
\]

and similarly for \(A'_{S'}\).

\textit{Proof.} By \textbf{Lemma B.3} \(|A^0_S| \leq k\). Non-tail nodes are spliced out whenever they flip heads and their right neighbour flips tail, and hence they are spliced out with probability \(1/4\). By \textbf{Lemma B.4} at most \(2k\) new nodes become affected in each round, and hence we can write

\[
\mathbb{E}\left[|A'_S|\right] \leq \frac{3}{4} \mathbb{E}\left[|A'^{-1}_S|\right] + 2k.
\]

Solving this recurrence, we obtain the bound

\[
\mathbb{E}\left[|A'_S|\right] \leq k \left(\frac{3}{4}\right)^i + \sum_{j=0}^{i-1} 2k \left(\frac{3}{4}\right)^j \leq 8k.
\]

The same argument shows that \(\mathbb{E}\left[|A'_{S'}|\right] \leq 8k\). \(\square\)
Lemma B.7. Under a set of $k$ modifications to the input data, $E[|A^i|] \leq 17k$

Proof. Follows from Lemma B.5, Lemma B.6 and the fact that $|A^i| \leq |A^i_S| + |A^i_{S'}| + k$. 

Proof of computation distance in Theorem 6.1.

Proof. Consider round $r = \log_{1/\beta}(1 + n/k)$, and split the rounds into two groups, those before $r$, and those after $r$. Consider the rounds before $r$. By Lemma B.7, there are $O(k)$ affected computations, and since each computation takes $O(1)$ time, the computation distance is

$$O(rk) = O\left(k \log \left(1 + \frac{n}{k}\right)\right),$$

in expectation. For the rounds after $r$, we assume that all computations are affected and apply Lemma B.1 to deduce that the computation distance is at most

$$\sum_{i \geq r} \beta^i |S| = O\left(\frac{n}{1 + n/k}\right) = O(k),$$

in expectation. Combining these, we find that the total computation distance is $O(k \log(1 + n/k))$ in expectation. 

C Interface for Dynamic Trees

Formally, batch-dynamic trees support the following operations:

- **BatchLink**($\{(u_1, v_1), \ldots, (u_k, v_k)\}$) takes a batch of edges and adds them to $F$. The edges must not create a cycle.

- **BatchCut**($\{(u_1, v_1), \ldots, (u_k, v_k)\}$) takes a batch of edges and removes them from the forest $F$.

Support can also be added for adding and deleting vertices. Optionally, we can also support queries, such as connectivity queries:

- **BatchConnected**($\{\{u_1, v_1\}, \ldots, \{u_k, v_k\}\}$) takes an array of tuples representing queries. The output is an array where the $i$-th entry returns whether vertices $u_i$ and $v_i$ are connected by a path in $F$.

An implementation of the high-level interface for updates in terms of the contraction data structure is depicted in Algorithm 7.

D Analysis of tree contraction

Let $F = (V, E)$ be the set of initial vertices and edges of the input tree, and denote by $F^i = (V^i, E^i)$, the set of remaining (alive) vertices and edges at round $i$. We use the term “at round $i$” to denote the beginning of round $i$, and “in round $i$” to denote an event that occurs during round $i$.

For some vertex $v$ at round $i$, we denote the set of its adjacent vertices by $A^i(v)$, and its degree with $\delta^i(v) = |A^i(v)|$. A vertex is isolated at round $i$ if $\delta^i(v) = 0$. When multiple forests are in play, it will be necessary to disambiguate which is in focus. For this, we will use subscripts: for example, $\delta^i_F(v)$ is the degree of $v$ in the forest $F^i$, and $E^i_F$ is the set of edges in the forest $F^i$. 
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Algorithm 7 Dynamic tree operations

1: procedure Build(V, E)
2: for each vertex \( v \in V \) do in parallel
3: write(\( A[0][v], \{ u : (u, v) \in E \} \))
4: write(leaf[0][v], (\( |A[0][v]| = 1 \))
5: Run(\( |V| \))

6: procedure BatchLink(\( E^+ = \{(u_1, v_1),...,(u_k, v_k)\} \))
7: local \( U \leftarrow \cup_{(u,v) \in E^+} \{ u, v \} \)
8: for each vertex \( u \in U \) do in parallel
9: write(\( A[0][u], A[0][u] \cup \{ v : (u, v) \in E^+ \} \))
10: write(leaf[0][u], (\( |A[0][u]| = 1 \))
11: local \( M = \cup_{u \in U} A[0][u] \cup \{ \text{leaf}[0][u] \mid \text{leaf}[0][u]\text{changed} \} \)
12: Propagate(\( M, \emptyset, \emptyset \))

13: procedure BatchCut(\( E^- = \{(u_1, v_1),...,(u_k, v_k)\} \))
14: local \( U \leftarrow \cup_{(u,v) \in E^-} \{ u, v \} \)
15: for each vertex \( u \in U \) do in parallel
16: write(\( A[0][v], A[0][v] \setminus \{ u : (u, v) \in E^- \} \))
17: write(leaf[0][u], (\( |A[0][u]| = 1 \))
18: local \( M = \cup_{u \in U} A[0][u] \cup \{ \text{leaf}[0][u] \mid \text{leaf}[0][u]\text{changed} \} \)
19: Propagate(\( M, \emptyset, \emptyset \))

D.1 Analysis of construction

We first show that the static tree contraction algorithm is efficient.

Lemma D.1. For any forest \( (V, E) \), there exists \( \beta \in (0,1) \) such that \( E[|V^i|] \leq \beta^i |V| \), where \( V^i \) is the set of vertices remaining after \( i \) rounds of contraction.

Proof. We begin by considering trees, and then extend the argument to forests. Given a tree \( (V, E) \), consider the set \( V' \) of vertices after one round of contraction. We would like to show there exists \( \beta \in (0,1) \) such that \( E[|V'|] \leq \beta |V| \). If \( |V| = 1 \), then this is trivial since the vertex finalizes (it is deleted with probability 1). For \( |V| \geq 2 \), Consider the following sets, which partition the vertex set:

1. \( H = \{ v : \delta(v) \geq 3 \} \)
2. \( L = \{ v : \delta(v) = 1 \} \)
3. \( C = \{ v : \delta(v) = 2 \land \forall u \in A(v), u \notin L \} \)
4. \( C' = \{ v : \delta(v) = 2 \} \setminus C \)

Note that at least half of the vertices in \( L \) must be deleted, since all leaves are deleted, except those that are adjacent to another leaf, in which case exactly one of the two is deleted. Also, in expectation, \( 1/8 \) of the vertices in \( C \) are deleted. Vertices in \( H \) and \( C' \) necessarily do not get deleted.
Now, observe that $|C'| \leq |L|$, since each vertex in $C'$ is adjacent to a distinct leaf. Finally, we also have $|H| < |L|$, which follows from standard arguments about compact trees. Therefore in expectation,

$$
\frac{1}{2}|L| + \frac{1}{8}|C| \geq \frac{1}{4}|L| + \frac{1}{8}|H| + \frac{1}{8}|C'| + \frac{1}{8}|C| \geq \frac{1}{8}|V|
$$

vertices are deleted, and hence

$$
\mathbb{E}[|V'|] \leq \frac{7}{8} \mathbb{E}[|V|].
$$

Equivalently, for $\beta = \frac{7}{8}$, for every $i$, we have $\mathbb{E}[|V^{i+1}|] \leq \beta |V^i|$, where $V^i$ is the set of vertices after $i$ rounds of contraction. Therefore $\mathbb{E}[|V^{i+1}|] \leq \beta \mathbb{E}[|V^i|]$. Expanding this recurrence, we have $\mathbb{E}[|V^i|] \leq \beta^i |V|$.

To extend the proof to forests, simply partition the forest into its constituent trees and apply the same argument to each tree individually. Due to linearity of expectation, summing over all trees yields the desired bounds.

**Lemma D.2.** On a forest of $n$ vertices, after $O(\log n)$ rounds of contraction, there are no vertices remaining w.h.p.

**Proof.** For any $c > 0$, consider round $r = (c + 1) \cdot \log_{1/\beta}(n)$. By Lemma D.1 and Markov’s inequality, we have

$$
\mathbb{P}[|V^r| \geq 1] \leq \beta^r n = n^{-c}.
$$

**Proof of initial work, rounds, and span in Theorem 7.1**

**Proof.** At each round, the construction algorithm performs $O(|V^i|)$ work, and so the total work is $O(\sum_i \mathbb{E}[|V^i|])$ in expectation. By Lemma D.1, this is $O(|V|) = O(n)$. The round complexity and the span follow from Lemma D.2.

**D.2 Analysis of dynamic updates**

Intuitively, tree contraction is efficiently dynamizable due to the observation that, when a vertex locally makes a choice about whether or not to delete, it only needs to know who its neighbors are, and whether or not its neighbors are leaves. This motivates the definition of the **configuration** of a vertex $v$ at round $i$, denoted $\kappa^i_F(v)$, defined as

$$
\kappa^i_F(v) = \begin{cases} 
\{(u, \ell^i_F(u)) : u \in A^i_F(v)\}, & \text{if } v \in V^i_F, \\
\text{dead}, & \text{if } v \not\in V^i_F,
\end{cases}
$$

where $\ell^i_F(u)$ indicates whether $\delta^i_F(u) = 1$ (the leaf status of $u$).

Consider some input forest $F = (V, E)$, and let $F' = (V, (E \setminus E^\ominus) \cup E^\oplus)$ be the newly desired input after a batch-cut with edges $E^\ominus$ and/or a batch-link with edges $E^\oplus$. We say that a vertex $v$ is **affected** at round $i$ if $\kappa^i_F(v) \neq \kappa^i_{F'}(v)$.

**Lemma D.3.** The execution in the tree contraction algorithm of process $p$ at round $r$ is an affected computation if and only if $p$ is an affected vertex at round $r$. 
Proof. The code for ComputeRound for tree contraction reads only the neighbours, and corresponding leaf statuses, which are precisely the values encoded by the configuration. Hence if vertex \( p \) is alive in both forests the computation \( p \) is affected if and only if vertex \( p \) is affected. If instead \( p \) is dead in one forest but not the other, vertex \( p \) is affected, and the process \( p \) will have retired in one computation but not the other, and hence it will be an affected computation. Otherwise, if vertex \( p \) is dead in both forests, then the process \( p \) will have retired in both computations, and hence be unaffected. \( \square \)

This means that we can bound the computation distance by bounding the number of affected vertices. First, we show that vertices that are not affected at round \( i \) have nice properties, as illustrated by Lemmas \textbf{D.4} and \textbf{D.5}

**Lemma D.4.** If \( v \) is unaffected at round \( i \), then either \( v \) is dead at round \( i \) in both \( F \) and \( F' \), or \( v \) is adjacent to the same set of vertices in both.

**Proof.** Follows directly from \( \kappa_{F'}(v) = \kappa_F(v) \).

**Lemma D.5.** If \( v \) is unaffected at round \( i \), then \( v \) is deleted in round \( i \) of \( F \) if and only if \( v \) is also deleted in round \( i \) of \( F' \), and in the same manner (finalize, rake, or compress).

**Proof.** Suppose that \( v \) is unaffected at round \( i \). Then by definition it has the same neighbourhoods at round \( i \) in both \( F \) and \( F' \). The contraction process depends only on the neighbourhoods of the vertex, and hence proceeds identically in both cases.

If a vertex \( v \) is not affected at round \( i \) but is affected at round \( i + 1 \), then we say that \( v \) becomes affected in round \( i \). A vertex can become affected in many ways, as enumerated in Lemma \textbf{D.6}

**Lemma D.6.** If \( v \) becomes affected in round \( i \), then at least one of the following holds:

1. \( v \) has an affected neighbour \( u \) at round \( i \) which was deleted in that round in either \( F^i \) or \( (F')^i \).
2. \( v \) has an affected neighbour \( u \) at round \( i + 1 \) where \( \ell_{F}^{i+1}(u) \neq \ell_{F'}^{i+1}(u) \).

**Proof.** First, note that since \( v \) becomes affected, we know \( v \) does not get deleted, and furthermore that \( v \) has at least one child at round \( i \). (If \( v \) were to be deleted, then by Lemma \textbf{D.5} it would do so in both forests, leading it to being dead in both forests at the next round and therefore unaffected. If \( v \) were to have no children, then \( v \) would rake, but we just argued that \( v \) cannot be deleted).

Suppose that the only neighbors of \( v \) which are deleted in round \( i \) are unaffected at round \( i \). Then \( v \)'s set of children in round \( i + 1 \) is the same in both forests. If all of these are unaffected at round \( i + 1 \), then their leaf statuses are also the same in both forests at round \( i + 1 \), and hence \( v \) is unaffected, which is a contradiction. Thus case 2 of the lemma must hold. In any other scenario, case 1 of the lemma holds.

**Lemma D.7.** If \( v \) is not deleted in either forest in round \( i \) and \( \ell_{F}^{i+1}(v) \neq \ell_{F'}^{i+1}(v) \), then \( v \) is affected at round \( i \).

**Proof.** Suppose \( v \) is not affected at round \( i \). If none of \( v \)'s neighbours are deleted in this round in either forest, then \( \ell_{F}^{i+1}(v) = \ell_{F'}^{i+1}(v) \), a contradiction. Otherwise, if the only neighbors that are deleted do so via a compression, since compression preserves the degree of its endpoints, we will also have \( \ell_{F}^{i+1}(v) = \ell_{F'}^{i+1}(v) \) and thus a contradiction. So, we consider the case of one of \( v \)'s children raking. However, since \( v \) is unaffected, we know \( \ell_{F}(u) = \ell_{F'}(u) \) for each child \( u \) of \( v \). Thus if one of them rakes in round \( i \) in one forest, it will also do so in the other, and we will have \( \ell_{F}^{i+1}(v) = \ell_{F'}^{i+1}(v) \). Therefore we conclude that \( v \) must be affected at round \( i \). \( \square \)
Lemmas \text{D.6} and \text{D.7} give us tools to bound the number of affected vertices for a consecutive round of contraction: each affected vertex that is deleted affects its neighbors, and each affected vertex whose leaf status is different in the two forests at the next round affects its parent. This strategy actually overestimates which vertices are affected, since case 1 of Lemma \text{D.6} does not necessarily imply that \( v \) is affected at the next round. We wish to show that the number of affected vertices at each round is not large. Intuitively, we will show that the number of affected vertices grows only arithmetically in each round, while shrinking geometrically, which implies that their total number can never grow too large.

Let \( A^i \) denote the set of affected vertices at round \( i \). We begin by bounding the size of \( |A^0| \).

\textbf{Lemma D.8.} For a batch update of size \( k \), we have \( |A^0| \leq 3k \).

\textit{Proof.} The computation for a given vertex \( u \) at most reads its parent, its children, and if it has a single child, its leaf status. Therefore, the addition/deletion of a single edge affects at most 3 vertices at round 0. Hence \( |A^0| \leq 3k \).

We say that an affected vertex \( u \) spreads to \( v \) in round \( i \), if \( v \) was unaffected at round \( i \) and \( v \) becomes affected in round \( i \) in either of the following ways:

1. \( v \) is neighbor of \( u \) at round \( i \) and \( u \) is deleted in round \( i \) in either \( F \) or \( F' \), or
2. \( v \) is neighbor of \( u \) at round \( i+1 \) and the leaf status of \( u \) changes in round \( i \), i.e., \( \ell_{F}^{i+1}(v) \neq \ell_{F'}^{i+1}(v) \).

Let \( s = |A^0| \). For each of \( F \) and \( F' \), we now inductively construct \( s \) disjoint sets for each round \( i \), labeled \( A^i_1, A^i_2, \ldots A^i_s \). These sets will form a partition of \( A^i \). Begin by arbitrarily partitioning \( A^0 \) into \( s \) singleton sets, and let \( A^i_1, \ldots, A^i_s \) be these singleton sets. (In other words, each affected vertex in \( A^0 \) is assigned a unique number \( 1 \leq j \leq s \), and is then placed in \( A^i_j \)).

Given sets \( A^i_1, \ldots, A^i_s \), we construct sets \( A^{i+1}_1, \ldots, A^{i+1}_s \) as follows. Consider some \( v \in A^{i+1} \setminus A^i \). By Lemmas \text{D.6} and \text{D.7}, there must exist at least one \( u \in A^i \) such that \( u \) spreads to \( v \). Since there could be many of these, let \( S^i(v) \) be the set of vertices which spread to \( v \) in round \( i \). Define

\[ j^i(v) = \begin{cases} j, & \text{if } v \in A^i_j \\ \min_{u \in S^i(v)} \left(j \text{ where } u \in A^i_j\right), & \text{otherwise} \end{cases} \]

(In other words, \( j^i(v) \) is \( v \)'s set identifier if \( v \) is affected at round \( i \), or otherwise the minimum set identifier \( j \) such that a vertex from \( A^i_j \) spread to \( v \) in round \( i \)). We can then produce the following for each \( 1 \leq j \leq k \):

\[ A^{i+1}_j = \{ v \in A^{i+1} \mid j^i(v) = j \} \]

Informally, each affected vertex from round \( i \) which stays affected also stays in the same place, and each newly affected vertex picks a set to join based on which vertices spread to it.

We say that a vertex \( v \) is a \textit{frontier} at round \( i \) if \( v \) is affected at round \( i \) and at least one of its neighbors in either \( F \) or \( F' \) is unaffected at round \( i \). It is easy to show that any frontier at any round is alive in both forests and has the same set of unaffected neighbors in both at that round (thus, the set of frontier vertices at any round is the same in both forests). It is also easy to show that if a vertex \( v \) spreads to some other vertex in round \( i \), then \( v \) is a frontier at round \( i \). We show next that the number of frontier vertices within each \( A^i_j \) is bounded.

\textbf{Lemma D.9.} For any \( i, j \), each of the following statements hold:

1. The subforests induced by \( A^i_j \) in each of \( F^i \) and \( (F')^i \) are trees.
2. \( A^i_j \) contains at most 2 frontier vertices.

3. \(|A^{i+1}_j \setminus A^i_j| \leq 2\).

Proof. Statement 1 follows from rake and compress preserving connectedness, and the fact that if \( u \) spreads to \( v \) then \( u \) and \( v \) are neighbors in both forests either at round \( i \) or round \( i + 1 \). We prove statement 2 by induction on \( i \), and conclude statement 3 in the process. At round 0, each \( A^0_j \) clearly contains at most 1 frontier. We now consider some \( A^i_j \). Suppose there is a single frontier vertex \( v \) in \( A^i_j \). If \( v \) compresses in one of the forests, then \( v \) will not be a frontier in \( A^{i+1}_j \), but it will spread to at most two newly affected vertices which may be frontiers at round \( i + 1 \). Thus the number of frontiers in \( A^{i+1}_j \) will be at most 2, and \(|A^{i+1}_j \setminus A^i_j| \leq 2\).

If \( v \) rakes in one of the forests, then we know \( v \) must also rake in the other forest (if not, then \( v \) could not be a frontier, since its parent would be affected). It spreads to one newly affected vertex (its parent) which may be a frontier at round \( i + 1 \). Thus the number of frontiers in \( A^{i+1}_j \) will be at most 1, and \(|A^{i+1}_j \setminus A^i_j| \leq 1\).

Now suppose there are two frontiers \( u \) and \( v \) in \( A^i_j \). Due to statement 1 of the Lemma, each of these must have at least one affected neighbor at round \( i \). Thus if either is deleted, it will cease to be a frontier and may add at most one newly affected vertex to \( A^{i+1}_j \), and this newly affected vertex might be a frontier at round \( i + 1 \). The same can be said if either \( u \) or \( v \) spreads to a neighbor due to a leaf status change. Thus the number of frontiers either remains the same or decreases, and there are at most 2 newly affected vertices. Hence statements 2 and 3 of the Lemma hold. \( \square \)

Now define \( A^i_{F,j} = A^i_j \cap V^i_F \), that is, the set of vertices from \( A^i_j \) which are alive in \( F \) at round \( i \). We define \( A^{i'}_{F',j} \) similarly for forest \( F' \).

Lemma D.10. For every \( i, j \), we have

\[
E[|A^i_{F,j}|] \leq \frac{6}{1 - \beta},
\]

and similarly for \( A^{i'}_{F',j} \).

Proof. Let \( F^i_{A,j} \) denote the subforest induced by \( A^i_{F,j} \) in \( F^i \). By Lemma D.9 this subforest is a tree, and has at most 2 frontier vertices. By Lemma D.1 if we applied one round of contraction to \( F^i_{A,j} \), the expected number of vertices remaining would be at most \( \beta \cdot E[|A^i_{F,j}|] \). However, some of the vertices that are deleted in \( F^i_{A,j} \) may not be deleted in \( F^i \). Specifically, any vertex in \( A^i_{F,j} \) which is a frontier or is the parent of a frontier might not be deleted. There are at most two frontier vertices and two associated parents. By Lemma D.9 two newly affected vertices might also be added. We also have \(|A^0_{F,j}| = 1\). Therefore we conclude the following, which similarly holds for forest \( F' \):

\[
E[|A^{i+1}_{F,j}|] \leq \beta E[|A^i_{F,j}|] + 6 \leq 6 \sum_{r=0}^{\infty} \beta^r = \frac{6}{1 - \beta}.
\]

\( \square \)

Lemma D.11. For a batch update of size \( k \), we have for every \( i \),

\[
E[|A^i|] \leq \frac{36}{1 - \beta} k.
\]
Proof. Follows from Lemmas D.8 and D.10 and the fact that

\[ |A^i| \leq \sum_{j=1}^{s} (|A_{F,j}^i| + |A_{F',j}^i|). \]

\[ \square \]

**Proof of computation distance in Theorem 7.1.**

Proof. Let \( F \) be the given forest and \( F' \) be the desired forest. Since each process of tree contraction does constant work each round, Lemma D.3 implies that the algorithm does \( O(|A^i|) \) work at each round \( i \), so \( W_\Delta = \sum_i |A^i| \).

Since at least one vertex is either raked or finalized each round, we know that there are at most \( n \) rounds. Consider round \( r = \log_{1/\beta}(1 + n/k) \), using the \( \beta \) given in Lemma D.1. We now split the rounds into two groups: those that come before \( r \) and those that come after.

For \( i < r \), we bound \( \mathbb{E}[|A^i|] \) according to Lemma D.11 yielding

\[ \sum_{i<r} \mathbb{E}[|A^i|] = O(rk) = O \left( k \log \left( 1 + \frac{n}{k} \right) \right) \]

work. Now consider \( r \leq i < n \). For any \( i \) we know \( |A^i| \leq |V_F^i| + |V_{F'}^i| \), because each affected vertex must be alive in at least one of the two forests at that round. We can then apply the bound given in Lemma D.1 and so

\[ \sum_{r \leq i < n} \mathbb{E}[|A^i|] \leq \sum_{r \leq i < n} \left( \mathbb{E}[|V_F^i|] + \mathbb{E}[|V_{F'}^i|] \right) \]

\[ \leq \sum_{r \leq i < n} (\beta^i n + \beta^i n) \]

\[ = O(n \beta^r) \]

\[ = O \left( \frac{nk}{n+k} \right) \]

\[ = O \left( \frac{k}{1 + \frac{k}{n}} \right) \]

\[ = O(k), \]

and thus

\[ \mathbb{E}[W_\Delta] = O \left( k \log \left( 1 + \frac{n}{k} \right) \right) + O(k) = O \left( k \log \left( 1 + \frac{n}{k} \right) \right). \]

\[ \square \]

**E Rake-compress clustering visualization**

In an RC tree, clusters are formed whenever a vertex is deleted. Specifically, when vertex \( v \) is deleted, all clusters that have \( v \) as a boundary vertex are merged with the base cluster containing \( v \).
1. Whenever a vertex $v$ rakes into a vertex $u$, a unary cluster is formed that contains the vertex $v$ (a base cluster), the cluster corresponding to the edge $(u, v)$ (formally, the binary cluster with boundaries $u$ and $v$), and the clusters corresponding to all of the rakes of vertices $c_1, c_2, ...$ that raked into $v$ (formally, all unary clusters whose boundary is the vertex $v$). The cluster’s representative is the vertex $v$, and its boundary is the vertex $u$.

2. When a vertex $v$ is compressed between the vertices $u$ and $w$, a binary cluster is formed that contains the vertex $v$ (a base cluster), the clusters corresponding to the edges $(u, v)$ and $(v, w)$ (formally, the binary clusters with boundaries $u$ and $v$ and $v$ and $w$ respectively), and the clusters corresponding to all of the rakes of vertices $c_1, c_2, ...$ that raked into $v$ (formally, all unary clusters whose boundary is the vertex $v$). The cluster’s representative is the vertex $v$, and its boundaries are the vertices $u$ and $w$.

3. When a vertex $v$ finalizes, a nullary cluster is formed that contains the vertex $v$ (a base cluster), and the clusters corresponding to all of the rakes of vertices $c_1, c_2, ...$ that raked into $v$ (formally, all unary clusters whose boundary is the vertex $v$). The cluster’s representative is the vertex $v$. 