In-plane orbital magnetization as a probe for symmetry breaking in strained twisted bilayer graphene
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Three symmetries prevent a twisted bilayer of graphene from developing an in-plane spontaneous magnetization in the absence of a magnetic field - time reversal symmetry, $C_2$ symmetry to $\pi$ rotation and $C_3$ symmetry to $2\pi/3$ rotation. In contrast, there are experimental and theoretical indications that, at certain electron densities, time reversal and $C_2$ symmetries are broken spontaneously, while the $C_3$ symmetry is often broken due to strain. We show that in-plane orbital magnetization is a very sensitive probe to the simultaneous breaking of these three symmetries, exhibiting surprisingly large values (of the order of one Bohr magneton per moiré unit cell) for valley polarized states at rather small values of heterostrain. We attribute these large values to the large magnitude of the characteristic magnetization of individual Bloch states, which we find to reflect the fast Dirac velocity of single layer graphene, rather than the slow velocity of the twisted bilayer. These large values are forced to mutually cancel in valley-symmetric states, but the cancellation does not occur in valley-polarized states. Our analysis is carried out both for non-interacting electrons and within a simplified Hartree-Fock framework.

I. INTRODUCTION

Stacking two graphene layers with a relative twist near the “magic angle” $\frac{\pi}{3}$ has produced a flurry of unexpected physical phenomena\cite{Dresselhaus2012, Bistritzer2011a}, including a variety of symmetry broken phases\cite{Bistritzer2011b, Bistritzer2011a, Stern2013, Stern2012, Stern2011, Stern2011a}, such as spin and valley polarized states\cite{Stern2012, Stern2011, Stern2011a}. An important question is how are these patterns of broken symmetry manifested in measurable physical quantities. At first glance, it seems that although an in-plane magnetic field is a good mean to probe spin polarization, it is an unlikely candidate for probing orbital response in twisted bilayer graphene (TBG). This is so because the physical separation between the two layers is of atomic scale, and at attainable magnetic fields, the flux through the cross sectional area of a unit cell is a small fraction of a flux quantum.

In this work, we find that, in fact, the single-electron Bloch states of TBG generically possess a large in-plane orbital magnetization, of the order of several Bohr magnetons. We trace this observation to the nature of these Bloch states, which consist of superpositions of components localized at the two layers. These components move at the Dirac speed of a single graphene layer, but their directions of motion are nearly opposite, resulting in the slow group velocity of the narrow TBG bands. This state of affairs is reminiscent of the familiar “zitterbewegung” phenomenon of relativistic massive Dirac electrons \cite{Abrikosov1965}, which jitter rapidly close to the speed of light even when their average velocity is non-relativistic. In TBG, the rapid inter-layer relative motion produces a large in-plane orbital magnetization.

Despite the large magnetic moment of the individual Bloch states, the net in-plane magnetization vanishes if the system possesses either time reversal or $C_3$ rotational symmetry. However, both of these symmetries are frequently broken in TBG, either externally or spontaneously. The $C_3$ symmetry can be broken when the system is subjected to strain. Time reversal symmetry can be broken spontaneously due to electron-electron interactions. Both forms of symmetry breaking were observed in experiments\cite{Hone2018, Nadj-Perge2014, Bistritzer2011a, Bistritzer2011b, Stern2012, Stern2011, Stern2011a, Stern2013, Stern2012, Stern2011, Stern2011a}. Here, we show that in the presence of inter-layer strain as small as $\sim 10^{-4}$, a spontaneously valley polarized state can have an in-plane magnetic moment as large as a few $\mu_B$ per moiré unit cell. The in-plane magnetization can be extracted from measurements of the electronic compressibility in an in-plane magnetic field, by using thermodynamic relations \cite{Stern2012}.

Our analysis consists of several parts. In the first part, we compute the in-plane orbital magnetization of individual Bloch states within the Bistritzer-MacDonald (BM) model. We then show that in the presence of an inter-layer strain, the total in-plane moment of each valley is non-zero, and calculate the moment as a function of the magnitude and direction of the strain. Finally, we consider the effect of electron-electron interactions within a simplified Hartree-Fock analysis, and show that if the interactions lead to the breaking of the valley symmetry, the resulting many-body state has a large in-plane magnetic moment.

This paper is organized as follows: Section II describes the non-interacting Hamiltonian in the presence of strain and an in-plane magnetic field. Section III presents analytical results derived from symmetry considerations and illustrates them in a toy model. Section IV presents numerical results for the non-interacting model, and presents a simplified interacting model and corresponding results. Section V concludes the paper.

II. SETUP

In this section we present a non-interacting model for strained twisted bilayer graphene with in-plane magnetic fields, which is a generalization of the BM Hamiltonian. For a pedagogical construction of the effects of strain on
the BM Hamiltonian we refer readers to Refs. [25 and 26],
and give the result here for completeness and in order to set the notation.

We consider the following continuum Hamiltonian for valley \( K \) in the layer basis:
\[
H_{BM,K} = \left( \begin{array}{cc} h^{(1)}(\mathbf{k}) & T(\mathbf{r}) \\ T^T(\mathbf{r}) & h^{(2)}(\mathbf{k}) \end{array} \right),
\]
where \( h^{(1)}, h^{(2)} \) are the single layer Hamiltonians of the deformed graphene sheets near valley \( K \), and \( T(\mathbf{r}) \) is the interlayer coupling term (see below). The opposite valley’s Hamiltonian \( H_{BM,K'} \) is obtained by time-reversal, and is assumed to be decoupled from \( H_{BM,K} \). The momentum space representation of the continuum intralayer Hamiltonian in layer \( l \) is given to linear order in the (unsymmetricized) strain tensor as follows:
\[
h^{(l)}(\mathbf{k}) = h v_F \left[ \left( \mathbf{1} + U^{(l)} \right) \mathbf{T}(\mathbf{k} - \delta \mathbf{K}^{(l)}) \right] \cdot (\sigma_x, \sigma_y).
\]

Here \( v_F = 0.9 \times 10^6 \tfrac{m}{s} \) is the bare Dirac velocity, \( \mathbf{k} \) is measured with respect to the \( K \) point of the undeformed graphene layer. \( \delta \mathbf{K}^{(l)} \) is the shift in position of the Dirac node of layer \( l \) from its undeformed position and will be elaborated upon shortly. The matrix \( U^{(l)} \) is the unsymmetric strain tensor whose components are \( u_{ij}^{(l)} = \partial_i u_j^{(l)} \), with \( u_j^{(l)}(\mathbf{r}) \) being the displacement field along the \( j \) axis. The antisymmetric and symmetric components of this strain tensor will be hereby denoted as:
\[
U^{(l)} = \begin{pmatrix} s_{xx}^{(l)} & s_{xy}^{(l)} - \theta^{(l)} \\ s_{yx}^{(l)} + \theta^{(l)} & s_{yy}^{(l)} \end{pmatrix} = \mathcal{R}(\theta^{(l)}) + \mathcal{S}^{(l)},
\]
where the antisymmetric part \( \mathcal{R}(\theta^{(l)}) \) describes a rotation of the layer, and the symmetric part \( \mathcal{S}^{(l)} \) includes the traceless strain that breaks \( C_3 \) symmetry. We twist the layer symmetrically by choosing \( \theta^{(1)} = -\theta^{(2)} = \theta/2 \). The discussion of the strain tensor is restricted to systems with \( \mathcal{S}^{(l)} = \chi \mathcal{S}^{(2)} \) where \( \chi = -1 \) (\( \chi = +1 \)) describes heterostrain (homostain). It is assumed throughout that the strain is homogeneous and weak compared to the twist angle, i.e. \( s_{ij} \ll \theta \ll 1 \).

The position of the Dirac node in a deformed graphene monolayer is determined by a combination of geometric and intra-layer energetics considerations. Geometric considerations cause the original Dirac node to be rotated by \( K \to (1 - U^{(l)})^T K \). Here \( K = \left( \tfrac{4\pi}{3\sqrt{3}a}, 0 \right) \) is the momentum of the original Dirac node, and \( a = 0.142 \text{nm} \) is the distance between carbon atoms. By accounting for the effect of strain on the intralayer hopping, the Dirac node is shifted further, an effect that can be described using an artificial gauge field [27][28]:
\[
A_s^{(l)} = \frac{\beta}{2a} \begin{pmatrix} s_{xx}^{(l)} - s_{yy}^{(l)}, -2s_{xy}^{(l)} \end{pmatrix},
\]
with \( \beta \approx 3.14 \) being a dimensionless parameter [29]. Note that the gauge field couples oppositely to the two valleys, and hence does not break time-reversal symmetry. The combined shift in position of the Dirac node due to twist and strain, \( \delta K^{(l)} \), is therefore given by:
\[
\delta K^{(l)} = -\left( U^{(l)} \right)^T \mathbf{K} - A_s^{(l)} = \left( \mathcal{R}(\theta^{(l)}) - \mathcal{S}^{(l)} \right) \mathbf{K} - A_s^{(l)}.
\]

Note that, in the absence of strain, this shift is simply \( \delta K^{(l)} = -\theta \hat{z} \times \mathbf{K} \).

The tunneling amplitude between the layers will have the periodicity of the strained moiré pattern. We allow for different tunneling amplitudes between AA and AB sites, denoted by \( t_{AA} \) and \( t_{AB} \) respectively. Accounting for lattice relaxation [30][31], we set \( t_{AA} = 0.7t_{AB} \) with \( t_{AB} = 0.11 \text{eV} \). The tunneling in the sublattice basis can be written as:
\[
T(\mathbf{r}) = \sum_{j=0,1,2} T_j e^{-ig_j r},
\]
where \( T_j = t_{AA} + t_{AB} [\text{Re}(\zeta)\sigma_x - \text{Im}(\zeta)\sigma_y] \), and \( \zeta = e^{i2\pi/3} \). The moiré reciprocal lattice vectors are given by \( \mathbf{g}_j = U^T G_j \) where \( U = U^{(1)} - U^{(2)} \) is the relative twist and strain, and \( G_0 = 0, G_1 = \sqrt{3}K \left( \frac{\sqrt{3}}{2}, \frac{1}{2} \right), G_2 = \sqrt{3}K \left( \frac{\sqrt{3}}{2}, -\frac{1}{2} \right) \) are the graphene reciprocal lattice vectors. While the Dirac node moves for either homostain or heterostain, leading order in the strain and twist angle only heterostain modifies the moiré pattern and hence the tunneling between the layers.

Next, we consider the application of an in-plane magnetic field. A uniform in-plane field \( B_\parallel = |B| \cos \phi_B \sin \phi_B \) can be described by a \( z \)-dependent, in-plane vector potential \( \mathbf{A}(z) = z|B| \sin \phi_B, -\cos \phi_B \). We choose \( z = 0 \) to be halfway between the layers, which are separated by distance \( d = 0.335 \text{nm} \), leading to constant but opposite gauge fields for different layers. Defining
\[
\mathbf{A}_{\text{em}} \equiv \mathbf{A} \left( z = \frac{d}{2} \right) = \frac{1}{2} |B| d \left( \sin \phi_B, -\cos \phi_B \right),
\]
we can minimally couple the in-plane magnetic field to the TBG as follows:
\[
H_{BM,K} = \left( \begin{array}{cc} h^{(1)}(\mathbf{k} - \frac{\pi}{9} \mathbf{A}_{\text{em}}) & T^T(\mathbf{r}) \\ T(\mathbf{r}) & h^{(2)}(\mathbf{k} + \frac{\pi}{9} \mathbf{A}_{\text{em}}) \end{array} \right) - \mu_s \mathbf{B}_\parallel,
\]
where \( \mu_s \) is the electron’s spin magnetic moment. Note that the local tunneling amplitude is unaffected by the in-plane field. This completes our non-interacting description of the strained TBG with in-plane magnetic field.
III. GENERAL CONSIDERATIONS

A. Symmetry analysis

The zero-temperature, zero-field in-plane magnetization per moiré unit cell is defined as:

\[ M_\parallel = -\frac{1}{N_{u.c.}} \left| \frac{\partial E_{G.S.}}{\partial B_\parallel} \right|_{B_\parallel = 0} \]  \hspace{1cm} (9)

where \( E_{G.S.} = \langle \Psi_{G.S.} | H | \Psi_{G.S.} \rangle \) is the energy of the ground state \( | \Psi_{G.S.} \rangle \), and \( N_{u.c.} \) is the number of moiré unit cells. We are interested in the restrictions symmetry imposes on this magnetization. We will show that both valley polarization and traceless heterostrain are necessary for a non-vanishing orbital magnetization. Furthermore, to linear order in strain, the magnitude of the necessary for a non-vanishing orbital magnetization. Furthermore, to linear order in strain, the magnitude of the magnetization is independent of the strain direction.

We start by listing the symmetries of the unstrained TBG, in the absence of any magnetic field. The symmetries of a single unstrained graphene layer are given by two and three-fold rotations about the z axis, \( C_2, C_3 \), two mirror symmetries \( M_{y,z} \) about the \( x \)- and \( z \)- planes, respectively, time-reversal \( T \), and \( SU(2) \) spin rotation symmetry. The twisted bilayer as a whole breaks both valley polarization and traceless heterostrain are necessary for a non-vanishing orbital magnetization. Furthermore, to linear order in strain, the magnitude of the magnetization is independent of the strain direction.

We wish to construct a magnetization vector that is linear in strain elements and rotates under \( C_3 \) as dictated by Eq. (11). When considering rotations of a strain tensor it is most natural to think of rotating its principal axis. We therefore continue with the diagonalized form of the strain tensor:

\[ S = \begin{pmatrix} \cos \phi_S & -\sin \phi_S \\ \sin \phi_S & \cos \phi_S \end{pmatrix} \begin{pmatrix} s' & 0 \\ 0 & s'' \end{pmatrix} \begin{pmatrix} \cos \phi_S & \sin \phi_S \\ -\sin \phi_S & \cos \phi_S \end{pmatrix}, \]  \hspace{1cm} (12)

where \( \phi_S \) is the angle between the principal axis and the \( x \) axis, and \( s', s'' \) denote the principal strains. The \( C_3 \) rotation of the strain tensor only transforms \( \phi_S \rightarrow \phi_S + 2\pi/3 \), leaving the principal strains invariant.

Any rotationally invariant component of the strain tensor would not contribute to the magnetization vector at linear order. The strain tensor in (12) can be split into the dilatation and the traceless part as

\[ S = \frac{s' + s''}{2} - 1 + \frac{s' - s''}{2} (\eta_x \sin 2\phi_S + \eta_z \cos 2\phi_S), \]  \hspace{1cm} (13)

with \( \eta_x = \exp(i 2 \eta_\parallel/3) \) and \( \eta_z \) is the \( y \) Pauli matrix. Expanding (11) in components of \( S \) and \( B_\parallel \) introduces different constraints on different powers of strain and magnetic field. The zero-field magnetization is given by the coefficient of the first order in magnetic field. By considering the \( S = 0 \) case, we immediately see that zero field in-plane magnetization is prohibited for an unstrained TBG, regardless of flavor symmetry breaking, due to the \( C_3 \) symmetry.
transformation $\mathcal{S} \to \chi \mathcal{S}$ (due to layer flip), $\phi_B \to -\phi_B$ and $\phi_S \to -\phi_S$. For heterostrain ($\chi = -1$), this constraint enforces $\phi_0 = \pi/2$, yielding the following form for the magnetization energy:

$$
M_{||} \cdot B_{||} \cong \lambda (\nu K, \nu K') B|s' - s''| \sin (2\phi_S + \phi_B). 
$$  \hspace{1cm} (15)

For the homostained case we obtain $\phi_0 = 0$ and one can replace the sine above by a cosine. It can be verified that the symmetry $R_0$ does not add any other constraint (see Appendix B). The magnetization immediately follows, and is given here for completeness:

$$
M_{||,x} + iM_{||,y} \cong \lambda (\nu K, \nu K')(s' - s'')e^{-i(2\phi_S + \phi_0)}, 
$$  \hspace{1cm} (16)

with $\phi_0 = \pi/2$ ($\phi_0 = 0$) for heterostrain (homostain), respectively. Motivated by the result above, we will proceed by considering only traceless strain tensors $\mathcal{S}$ with $s' = -s''$ such that the leading order contribution does not vanish.

B. Qualitative discussion of orbital magnetization

The in-plane orbital magnetic moment of a Bloch state can be pictorially described as resulting from a current loop consisting of components in opposite layers, moving in opposite directions close to the single-layer Dirac velocity $v_F$. Close to the magic angle, the net group velocity of the Bloch state is much smaller than $v_F$. We will show, however, that the flatness of the resulting bands is still important for the total magnetization in the presence of strain. As shown in Refs. 24, 32-35, the flat bands are extremely susceptible to strain, thus allowing for a significant rotation symmetry breaking near the magic angle.

With this picture in mind, we estimate the magnetic moment of a Bloch state by constructing a current loop from the physical parameters of the bilayer. The current in the loop is estimated to be $I \sim ev_F/L$, where $L$ is a length scale that will soon cancel out. The loop area is given by the same length scale $L$ times the distance between the layers $d$. We therefore find that orbital magnetic moment associated with such a loop is given by $|M_{||}| \sim ev_Fd \sim 5\mu_B$, where $\mu_B$ is the Bohr magneton. We show below that this overestimates the magnetization by a factor of $2 - 3$.

The simplest model that allows for a quantitative analytical calculation of the magnetization is the "Tripod model" \cite{11, 36}. Within this model, the effective Hamiltonian with applied heterostrain and in-plane magnetic field is given by:

$$
H(k) = \hbar^{(1)} \left( k - \frac{e}{\hbar} A_{em} \right) - \sum_{j=0,1,2} T_j \left[ \hbar^{(2)} \left( k + \frac{e}{\hbar} A_{em} + g_j \right) - E(k) \right]^{-1} T_j^*, 
$$  \hspace{1cm} (17)

where the energy is to be solved self-consistently using $H(k) |\Psi(k)\rangle = E(k) |\Psi(k)\rangle$. This model is valid in the vicinity of layer 1’s Dirac point, i.e. where $p = k - \delta K^{(1)}$ is small compared to the moiré BZ. We expand this model to first order in $p/(K\theta)$ and in strain in Appendix A. Omitting a p-independent constant, the result for valley $\tau = K$ is given by:

$$
H(\delta K^{(1)} + p) \cong \hbar v_F \left( \frac{v_F^*}{v_F} (p - p_0) - 2\frac{v_F A}{v_F} A_{em} \right) \cdot \sigma, 
$$  \hspace{1cm} (18)

with the renormalized velocities given by:

$$
\begin{align*}
\frac{v_F^*}{v_F} &= \frac{1 - 3w^2}{1 + 3(u^2 + w^2)}, \\
\frac{v_F A}{v_F} &= \frac{1}{1 + 3(u^2 + w^2)},
\end{align*} 
$$  \hspace{1cm} (19)

where $u = t_{AA}/(\hbar v_F K\theta)$ and $w = t_{AB}/(\hbar v_F K\theta)$ are the dimensionless tunneling parameters.

The tripod model predicts a shift of the Dirac points in the presence of strain due to the breaking of $C_3$ symmetry, given by:

$$
p_0 = \frac{3w^2}{1 - 3w^2} \left( 1 + \frac{u^2}{\beta} \right) A_s, 
$$  \hspace{1cm} (20)

where $A_s = A_s^{(1)} - A_s^{(2)}$, as given by \cite{4}, and is proportional to the strain. Note that for homostain $A_s$ vanishes, and for heterostrain it does not. The reason is that, to first order in strain, only the strain difference between layers modifies the moiré pattern.

We define the magic angle condition to be $v_F^* = 0$, or equivalently $w^2 = 1/3$. By examining Eq. (20), we find, for a heterostrained TBG, an acute sensitivity of the Dirac point position to the twist angle in the vicinity of the magic angle condition. A similar strong sensitivity of the Dirac points to twist angle in the presence of an in-plane magnetic field was discussed in Ref. \cite{37}. The acute sensitivity is manifest also in the full numerical calculation which extends beyond the tripod model. The large shift of the Dirac point indicates a strong breaking of $C_3$ symmetry, and therefore allows for a substantial net in-plane orbital magnetization per moiré unit cell, as section IV will show.

Consider the magnetization of a particular momentum state:

$$
M_{||}(p) = -\frac{\partial E_{\perp}(p)}{\partial B_{||}} \bigg|_{B_{||}=0} \hspace{1cm} (21)
$$

where $E_{\perp}(p)$ is the lower energy band. The in-plane magnetization is readily calculated from Eq. (18) to be

$$
M_{||}(p) = e v_{F,A} \hat{z} \times \frac{(p - p_0)}{|p - p_0|}. 
$$  \hspace{1cm} (22)

This result is in agreement with our initial discussion of the expected magnetization magnitude, up to a renormalization of the velocity due to tunneling. The beauty
of this result is that, indeed, the renormalized velocity \( v_{F,A} \) that enters the magnetization does not vanish for any twist angle. At the magic angle, our new estimate for the magnetization magnitude is given by
\[
|M|| = ev_{F,A}d \approx 2\mu_B.
\]
We will see that this result is a fair estimate for the total magnetization per moiré unit cell when the \( C_3 \) rotation and time-reversal \( T \) symmetries are strongly broken.

C. Effects of interactions

The vanishing Dirac velocity at the magic angle is a property of the non-interacting band structure. By including electron-electron interactions, one expects the Dirac velocity and the bandwidth to modified. Therefore, a natural question to ask is - How do interactions affect the strain sensitivity of the \( C_3 \) symmetry breaking near the magic angle? We will demonstrate in section IV that, within our simplified Hartree-Fock treatment, the necessary strain for a significant total magnetization remains within reasonable experimental values. We will also show that the magnetization magnitudes of individual Bloch states are practically unchanged by the interactions, due to the insensitivity to interactions of the parameters that determine it, \( v_{F,A} \) and \( d \).

IV. NUMERICAL ANALYSIS

A. Valley resolved magnetization in a non-interacting model

The non-interacting ground state, even in the presence of strain, has a zero overall orbital magnetization due to time-reversal symmetry. However, it is still instructive to calculate the contribution of a single valley to the net orbital magnetization. This calculation will become useful when we discuss states which are valley polarized due to interactions.

In the non-interacting model, the ground state energy is the sum of energies of single particle Bloch states,
\[
E_{G.S.} = \sum_{\alpha,k} E_{\alpha}(k),
\]
where \( \alpha = (\tau, s, m) \) is a combined label for valley \( \tau \), spin \( s \) and band index \( m \), and the prime restricts the summation to occupied states. Similarly, the total magnetization in Eq. (9) is given by an average over the magnetizations of individual Bloch states:
\[
M_{||} = \sum_{\alpha,k} m_{\alpha}(k)/N_{u.c.}.
\]
The contribution of a single band and flavor combination \( \alpha \) to the magnetization can be visualized by plotting the orbital component (ignoring the trivial contribution of spin moments) of \( m_{\alpha}(k) \) in the entire moiré Brillouin zone. Focusing on the valence band (the lower flat band) of valley \( K \), we plot in Fig. 1 the magnetization for strain-free and heterostrained MATBG. We find that the orbital magnetization of each Bloch state is of order \( \sim 1\mu_B \) in both cases, and the contribution of the entire band to the magnetization is determined by the strength of the \( C_3 \) symmetry breaking due to the strain.

Due to the qualitative considerations of Sec. III B, we expect the strength of the symmetry breaking to be enhanced in the vicinity of a magic angle. We confirm this enhancement by computing the valley resolved magnetization for different twist angles as a function of filling. We will restrict our sum over bands to the two flat bands of a single spin direction and valley \( \tau = K \). The filling factor of this flavor with two bands will be denoted by \( \nu_K \in [-1,1] \). The magnetization vs. filling is plotted for a typical magnitude of strain in Fig. 2 for five different twist angles, \( \theta \in \{0.95^\circ, 1.07^\circ, 1.1^\circ, 1.3^\circ, 1.5^\circ\} \). With our choice of model parameters, the first magic angle is at \( \theta_{MA} \approx 1.07^\circ \), and the flat bands are separated by a gap from the remote bands for \( \theta \geq 0.9^\circ \). Fig. 2 shows three key points: (i) It is possible to obtain a significant in-plane orbital magnetization in the non-interacting model using strain, provided that flavor symmetry is broken, (ii) the magnetization is highly sensitive to the twist angle, peaking in the vicinity of the magic angle, and (iii) the conduction band exactly cancels the valence band contribution. This final point implies that filled flavors do not contribute to an overall magnetization, and we find that a significant response occurs near half filling of a single flavor.

Near the magic angle, the magnetization peaks when completely filling the valence band (\( \nu_K = 0 \)). Therefore, we plot the magnetization vs. strain at this filling in Fig. 3 for several twist angles. The key result from this figure is that, near the magic angle, the strain magnitude necessary to reach \( M_{||} \approx 1\mu_B \) is extremely small, even in comparison with the twist angle, which sets a reference scale of \( \theta \approx 0.02 \). For small strain one observes (inset) the anticipated linear dependence on strain magnitude. The linear response is associated with a magnetization magnitude that is independent of the strain direction (Appendix A). At higher strain values, the magnitude of the magnetization becomes generally dependent on strain direction. Extreme strains approaching the twist angle are beyond the scope of this paper. In particular, for \( s' = -s'' = s_0 \) and \( \phi_s = 45^\circ \), the moiré pattern is a square lattice for \( s_0/\theta = 2 - \sqrt{3} \approx 0.268 \). This motivates us to consider \( s_0/\theta \leq 0.1 \) as a bound for the strain under which the system is dominantly “twisted”.

B. Magnetization of valley polarized states in the presence of interactions

We now turn our attention to the effect of electron-electron interactions. As previously discussed, \( C_3 \) symmetry breaking is insufficient by itself for producing a net orbital magnetization - one must also break \( C_2 \) and \( T \) symmetries. In MATBG, these two symmetries may be spontaneously broken due to electron-electron interactions, which possibly lead to ground states that are valley polarized, spin polarized or both. In this section, we use
FIG. 1. Orbital in-plane magnetization vectors of individual Bloch states in the valence band of valley $\tau = K$, plotted across the moiré BZ for the noninteracting TBG with twist angle of $\theta = 1.1^\circ$. Background contours represent the energy band. a) No strain, b) Heterostrain with principal strains $s' = -s'' = 2 \times 10^{-4}$ and angle $\phi_S = \pi/4$. Notice how the magnetization of each state is $\sim 1 \mu B$ for both cases, but in the unstrained case the total magnetization vanishes due to $C_3$ symmetry. The hexagon outlines the moiré BZ, which is effectively unchanged by the strain for $s'/\theta \sim 10^{-2}$.

a simplified Hartree-Fock procedure to calculate the orbital magnetization of valley polarized states, including effects of band renormalizations due to interactions.

FIG. 2. The valley-$K$ resolved magnitude of the magnetization vs filling for the noninteracting TBG with various twist angles. The filling $\nu_K$ denotes the number of electrons per moiré unit cell with respect to charge neutrality. The strain parameters are specified in Fig. 1b. Note the strong magnetization near the magic angle $\theta_{MA} \approx 1.07^\circ$, and that the magnetization of the valence band is exactly cancelled by that of the conduction band.

FIG. 3. The valley-$K$ resolved magnitude of the magnetization vs strain at $\nu_K = 0$ for the noninteracting TBG. The horizontal axis $s_0$ denotes the principal strains ($s' = -s'' = s_0$) of the heterostrain with $\phi_S = 45^\circ$, and is bounded by $s_0/\theta \lesssim 0.1$ such that the system is dominantly “twisted”. Note that the strain necessary to obtain a significant magnetization is extremely small near the magic angle. Inset presents the data on a log-log plot, and shows the linear dependence at small strain.

1. Calculation method for the ground state energy and magnetization

The orbital magnetization in Eq. (9) requires us to evaluate the gradient of the ground state energy with respect to magnetic field. A standard approximation pro-
We are interested in valley-polarized (VP) states, which cannot be adequately described by filling all flavors equally. Therefore we consider individual flavor filling components $\nu = (\nu_{\uparrow}, \nu_{\downarrow}, \nu_{\uparrow'}, \nu_{\downarrow'})$, such that the total filling $\nu$ is the sum of the four components of $\nu'$. We perform a linear interpolation of the density matrix in this four dimensional parameter space between two configuration points $\nu_1'$ and $\nu_2'$:

$$\rho(\nu) = \frac{\nu_f - \nu}{\nu_f - \nu_i} \rho(\nu_i') + \frac{\nu_f - \nu_i}{\nu_f - \nu_i} \rho(\nu_f'), \quad \nu \in [\nu_i, \nu_f]$$

(25)

where $\rho(\nu_i')$ and $\rho(\nu_f')$ are diagonal in flavor, with an overall filling factor $\nu_i$ and $\nu_f$, respectively. If the individual flavors in $\nu_i'$ (or $\nu_f'$) are either empty or full, each flavor block in the density matrix $\rho(\nu_i')$ (or $\rho(\nu_f')$) is given by the corresponding density matrix of the non-interacting BM model.

The choice of initial and final density matrices for interpolation determines the nature of the ground state under consideration. Consider the VP state at $\nu = +1$ which is characterized by $\nu' = (0, +1, 0, 0)$, and consists of one filled flavor and three half filled flavors. Within our scheme, the density matrix of such a state can be obtained by interpolating between a $\nu_i = -2$ initial state in which three flavors are empty and one is full, $\nu_i' = (-1, +1, -1, -1)$, and a $\nu_f' = +4$ final state in which all flavors are full, $\nu_f' = (+1, +1, +1, +1)$. The interpolation scheme used to describe other valley-polarized states is summarized in Table I.

The calculation method for the magnetization is given by the following steps. First, one chooses a VP state (e.g. $\nu = +1$). Next, the initial and final configuration points for the interpolation are selected from Table I and the density matrix is calculated for every filling $\nu \in [\nu_i, \nu_f]$ using Eq. (25). Given the interpolated density matrix $\rho(\nu)$, we compute the Hartree-Fock Hamiltonian in Eq. (23) without self-consistency. The quasiparticle spectrum of this Hartree-Fock Hamiltonian provides our approximate chemical potential $\mu(\nu)$, which is then integrated to find the ground state energy. Repeating the procedure for different magnetic fields allows one to compute the orbital magnetization using Eq. (24).

In every interpolation configuration in Table I we set one pair of flavors related to $\mathcal{T}$ to have equal filling at both initial and final points, setting $\nu_{\downarrow'}(\nu) = \nu_{K_f'}(\nu)$ at every intermediate filling $\nu$. By construction, these flavor’s contributions to the magnetization cancel each other. A third flavor filling $\nu_{K_f'}$ is kept fixed throughout the interpolation, and therefore can only contribute to the magnetization’s integration constant. For our purpose of calculating the orbital magnetization, this scheme allows us to focus on a single flavor block in the Hartree-Fock Hamiltonian, with points of subtlety
2. Magnetization results

Fig. 1 compares between the magnetizations of individual Hartree-Fock eigenstates of the unstrained and strained TBGs at filling $\nu = +1$, across the moiré BZ. The calculation is done for the VP $\nu = +1$ configuration and presented for the valence band of valley $K$. We find that, similarly to the non-interacting case, individual states contribute $\sim 1 \mu_B$ with and without strain, but the 2D orientations seem more resilient to heterostrain in the presence of interactions. In a sense, it seems that interactions stabilize the $C_3$ symmetry.

In the presence of interactions, the total magnetization of the TBG is not the sum of the magnetizations of the individual states plotted in Fig. 1. The reason is that the individual Hartree-Fock eigenvalues depend on filling, which is varied with each additional particle. Thus, the correct way to calculate the magnetization is by means of Eq. (24).

In Fig. 5, we plot a comparison between the magnetizations of $\nu = +1$ VP states at different twist angles and their non-interacting counterparts, as a function of strain. We find that, in the vicinity of the magic angle, interactions make the magnetization less sensitive to strain. Furthermore, the dependencies of the magnetizations on strain for the three twist angles we examined become closer to each other. However, note that even when interactions are taken into account, we obtain a significant orbital magnetization (larger than $1 \mu_B$ per electron), even for strains as small as $s_0 \approx 4 \cdot 10^{-4}$. We comment that the $\nu = +3$ VP states behave similarly to the $\nu = +1$ VP states. Due to our approximate particle-hole symmetry, the negative fillings states $\nu = -1$ and $\nu = -3$ show the same magnetization magnitude as their symmetric counterparts.

We find an empirical correspondence between the bandwidth of the individual (quasi-)particle spectrum and the strength of the magnetization response, regardless of whether the spectrum originated from the interacting or non-interacting model (Appendix C). This could be interpreted as a consequence of the change in the Dirac velocity caused by interactions, which mimics a change in the twist angle.

V. DISCUSSION AND CONCLUSIONS

In this paper, we have shown that valley-polarized states in heterostrained MATBG have a significant in-plane orbital magnetization, which may approach the order of $\sim 1 \mu_B$ per moiré unit cell. This orbital magnetization can be thought of as arising from individual magnetic moments of Bloch states partially aligning due to $C_3$ symmetry breaking, with their time-reversed partners unoccupied due to the state being valley-polarized.

The flatness of the bands in the vicinity of the magic angle plays a dual role in this picture: it increases the relative strength of electron-electron interaction, which allows for the $C_2$ and $T$-broken valley polarized states, and it increases the sensitivity of the band structure to $C_3$ symmetry breaking due to heterostrain. Band renormalization due to interactions is accounted for using a simplified model, and near the magic angle its main effect is an increase in bandwidth and consequently a slight decrease in sensitivity to strain. Even in the presence of this band renormalization, typical strain values of $s_0 \sim 10^{-4} - 10^{-3}$ are enough to generate an orbital magnetization of $\sim 1 \mu_B$ per moiré unit cell for twist angles near the magic angle, a surprising result considering that $s_0/\theta \sim 0.01 - 0.1$ in this parameter regime.

Our conclusions are of direct relevance to experiments which exhibit evidence of flavor symmetry breaking in the form of spin and valley polarized states at $\nu = +1, +3$ [13, 14, 18, 19]. In these states, the total magnetic moment comprises of orbital and spin components, with the latter being at most $1 \mu_B$ per moiré unit cell. Any magnetization in excess of this value is a strong indication of an orbital component. There is a further signature that our model predicts - the orbital component is determined by the direction of the strain, as opposed to the isotropic spin magnetization.

In fact, it is possible that this orbital component has already been observed in Ref. [18] where the in-plane magnetization was extracted from electronic compressibility measurements in the presence of a field. Close to the magic angle and near $\nu = 1$, the in-plane magnetization exceeds $1 \mu_B$ per unit cell. As expected, this effect disappears away from the magic angle. However, the direction of the magnetization in the plane was not studied in the experiment. Our analysis predicts the relation of this direction to the strain.

Our result suggests that in the presence of strain, an in-plane magnetic field induces a valley-Zeeman effect, which favours valley-polarized states. In a sample that contains domains with different strains, we expect the in-plane magnetization to be different in each domain, resulting in an out-of-plane field at the domain boundaries. We emphasize that in our model we assumed that our system has $C_2T$ symmetry (there is no sublattice potential), and hence there is no out-of-plane magnetization in the bulk, in contrast with the system described in Refs. [40][42].

For future works, we suggest exploring the in-plane magnetization of nematic states where the $C_3$ symmetry is broken spontaneously [6, 15, 20, 34]. In such a phase, the direction of the magnetization is presumably related to the orientation of the nematic order parameter. Therefore, one could imagine training the nematic order using an in-plane magnetic field.
FIG. 4. Orbital in-plane magnetization vectors of individual Hartree-Fock eigenstates at filling $\nu = +1$ in the valence band of valley $\tau = K$, plotted across the moiré BZ for the VP $\nu = +1$ state of TBG with twist angle of $\theta = 1.1^\circ$. In this state, $\nu_{K'\downarrow} = +1$ and all other flavors are at zero filling. Background contours represent the quasiparticle energy band. a) No strain, b) Heterostrain as specified in Fig. 1b. Individual magnetization vectors are similar in magnitude to those obtained in the absence of interactions (Fig. 1), but their orientations are somewhat less sensitive to heterostrain once interactions are introduced. The hexagon outlines the moiré BZ.

FIG. 5. The in-plane orbital magnetization magnitude per moiré unit cell vs strain, for $\nu = +1$ VP states at different twist angles, compared with their non-interacting counterparts. The horizontal axis $s_0$ denotes the principal strains as described in Fig. 3. Note that the plots of the non-interacting model are valley-$K$ resolved, while the VP states display a net magnetization. We find that in the vicinity of the magic angle the interactions reduce sensitivity to strain, yet significant magnetization is still obtained at small strains.
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Appendix A: Tripod model with strain

In this section we derive Eqs. (15)–(20) within the “tripod model”. Our starting point is the following Hamiltonian:

\[
H(k) = h^{(1)} \left( k - \frac{e}{\hbar} A_{cm} \right) - \sum_{j=0,1,2} T_j \left[ h^{(2)} \left( k + \frac{e}{\hbar} A_{cm} + g_j \right) - E(k) \right]^{-1} T_j^\dagger,
\]

which is valid at small \( p = k - \delta K^{(1)} \) and small parallel magnetic field. To simplify our derivation, we consider a shifted momentum \( p' = p + \delta A_{cm} \) such that all the magnetic field terms appear on the first layer:

\[
h^{(1)} \left( k - \frac{e}{\hbar} A_{cm} \right) = \hbar v_F \left( p' - 2 \frac{e}{\hbar} A_{cm} \right) \cdot \sigma, \quad (A2a)
\]

\[
h^{(2)} \left( k + \frac{e}{\hbar} A_{cm} + g_j \right) = \hbar v_F (p' + g_j + \delta K) \cdot \sigma, \quad (A2b)
\]

where \( \delta K = \delta K^{(1)} - \delta K^{(2)} \), and we neglected the rotation of the Pauli matrices as we focus on leading order effects. The reference scale for momentum and energy is set by introducing the following dimensionless parameters:

\[
\tilde{p} = \frac{p'}{K \theta}, \quad \tilde{E} = \frac{E}{\hbar v_F K \theta}, \quad \tilde{d}_j = \frac{1}{K \theta} (g_j + \delta K). \quad (A3)
\]

The corresponding dimensionless tunneling is given:

\[
\tilde{T}_j = u + w \tilde{\zeta} \cdot \sigma, \quad \tilde{\zeta} = \left( \text{Re} \left[ \tilde{\zeta}^j \right], \text{Im} \left[ \tilde{\zeta}^j \right] \right), \quad \tilde{\zeta} = e^{i \frac{\pi}{3}}. \quad (A4)
\]

In terms of these definitions, our tripod model can be rewritten as:

\[
\tilde{H}(\tilde{p}) = \left( \tilde{p} - 2 \frac{e}{\hbar} A_{cm} \right) \cdot \sigma - \sum_{j=0,1,2} \tilde{T}_j \left[ (\tilde{p} + \tilde{d}_j) \cdot \sigma + \tilde{E}(\tilde{p}) \right]^{-1} \tilde{T}_j. \quad (A5)
\]

We are interested in expanding Eq. (A5) to first order in \( \tilde{p}, \tilde{E} \) and in components of \( S/\theta \). Specifically, the task at hand is expanding the inverse of the second layer’s Hamiltonian. We start by explicitly writing the form of \( \tilde{d}_j \):

\[
\tilde{d}_j = \frac{1}{K \theta} \left[ \eta^T (G_j - K) - \left( A_s^{(1)} - A_s^{(2)} \right) \right] = \frac{1}{\theta} \Re(\theta) \tilde{\zeta}_j - \frac{1}{\theta} \left[ \delta \zeta_j + \frac{1}{K} \left( A_s^{(1)} - A_s^{(2)} \right) \right] \quad (A6)
\]

\[
= d^{(0)}_j + d^{(1)}_j,
\]
where we used $K - \mathbf{G}_j = K\zeta_j$, and separated the $O(1)$ contribution, $d_j^{(0)} = \theta^{-1} R(\theta)\zeta_j$, from the $O(S/\theta)$ corrections, $d_j^{(1)} = d_j - d_j^{(0)}$. It will be useful later to introduce a dimensionless artificial gauge field $\hat{A}_s$ such that $d_j^{(1)} = -\theta^{-1}S\zeta_j - \hat{A}_s$. Next, we invert the operator between the tunneling matrices, and keep only first order correction in strain and momentum. Using $\left| d_j^{(0)} \right|^2 = 1$, we find:

$$
\left[ (\hat{p} + d_j) \cdot \sigma + \hat{E} \right]^{-1} \\
\approx (\hat{p} + d_j^{(1)}) + \left[ 1 - 2d_j^{(0)} \cdot (\hat{p} + d_j^{(1)}) \right] d_j^{(0)} \cdot \sigma - \hat{E} \\
= f_j \cdot \sigma - \hat{E},
$$

(A7)

where the last line defines $f_j$.

Using the form of the dimensionless tunneling in Eq. (A4), we have the following identity:

$$
\tilde{T}_j(f_j \cdot \sigma - \hat{E})\tilde{T}_j = \left[ (u^2 - w^2)f_j + 2w^2(f_j \cdot \zeta_j) \right] \cdot \sigma \\
- 2uw\hat{E}\zeta_j \cdot \sigma + 2uw f_j \cdot \zeta_j - (u^2 + w^2)\hat{E},
$$

(A8)

Noting that the following cancel: $\sum_j \zeta_j = 0$, $\sum_j d_j^{(0)} = 0$ and $d_j^{(0)} \cdot \zeta_j = 0$, we insert Eq. (A7) into Eq. (A8) and obtain:

$$
\sum_j \tilde{T}_j(f_j \cdot \sigma - \hat{E})\tilde{T}_j \\
= (u^2 - w^2)\sum_j \left( \hat{p} + d_j^{(1)} \right) - 2 \left[ d_j^{(0)} \cdot (\hat{p} + d_j^{(1)}) \right] d_j^{(0)} \cdot \sigma \\
+ 2w^2\sum_j ((\hat{p} + d_j^{(1)}) \cdot \zeta_j)\zeta_j \cdot \sigma \\
- 3(u^2 + w^2)\hat{E} + 2aw \sum_j d_j^{(1)} \cdot \zeta_j.
$$

(A9)

Next, we perform the summation over $j$. For brevity, we divide it into two steps. First, we restate the explicit form of $d_j^{(1)}$ given by Eq. (A6). Making use of $\sum_j (\hat{p} \cdot \zeta_j) = \sum_j (\hat{p} \cdot d_j^{(0)}) = 2\hat{p}$, we rewrite Eq. (A9) as:

$$
\sum_j \tilde{T}_j(f_j \cdot \sigma - \hat{E})\tilde{T}_j \\
= 2(u^2 - w^2)\theta^{-1} \sum_j \left[ d_j^{(0)} \cdot (S\zeta_j) \right] d_j^{(0)} \cdot \sigma \\
+ 3w^2(\hat{p} - \hat{A}_s) \cdot \sigma - 2u^2\theta^{-1} \sum_j [(S\zeta_j) \cdot \zeta_j] \zeta_j \cdot \sigma \\
- 3(u^2 + w^2)\hat{E} - 2uw\theta^{-1} \sum_j (S\zeta_j) \cdot \zeta_j.
$$

(A10)

Second, we perform the summations involving the vectors $d_j^{(0)}$, $\zeta_j$, and the tensor $S$. These require a bit more algebra, and result in the following expression:

$$
\sum_j \tilde{T}_j(f_j \cdot \sigma - \hat{E})\tilde{T}_j \\
= 3w^2(\hat{p} - \hat{A}_s) \cdot \sigma - 3(u^2 + w^2)\hat{E} - 3uw(s' + s'')\theta^{-1} \\
 \frac{3}{2} u^2(s' - s'')\theta^{-1} \hat{A}_s \cdot \sigma,
$$

(A11)

where the last term contains a unit vector $\hat{A}_s$ (with the direction of $\hat{A}_s$) that originated from manipulations over $S$. Using $\hat{A}_s = \frac{\beta}{2\theta K a}(s' - s'')\hat{A}_s$, we can rewrite the above as:

$$
\sum_j \tilde{T}_j(f_j \cdot \sigma - \hat{E})\tilde{T}_j \\
= 3w^2 \left[ \hat{p} - \left( 1 + \frac{u^2 Ka}{w^2 \beta} \right) \hat{A}_s \right] \cdot \sigma \\
- 3(u^2 + w^2)\hat{E} - 3uw(s' + s'')\theta^{-1}
$$

(A12)

The outcome of this calculation is given by inserting Eq. (A12) back into the Eq. (A5) for the effective Hamiltonian:

$$
H_{\text{eff}}(\hat{p}) = \\
\left( 1 - 3w^2 \right) \hat{p} - \frac{2}{\theta K a} A_{\text{em}} + 3w^2 \left( 1 + \frac{u^2 Ka}{w^2 \beta} \right) \hat{A}_s \cdot \sigma \\
+ 3uw \frac{s' + s''}{1 + 3(u^2 + w^2)}.
$$

(A13)

Restoring the dimensions of the parameters and rearranging to emphasize the shift of the Dirac point, Eq. (A13) is rewritten as:

$$
H_{\text{eff}}(\hat{p}) = \\
h v_F (1 - 3w^2) \left( \hat{p} - \frac{3w^2}{1 - 3w^2} \left( 1 + \frac{u^2 Ka}{w^2 \beta} \right) \hat{A}_s \right) \cdot \sigma \\
+ \frac{2}{1 + 3(u^2 + w^2)} e v_F A_{\text{em}} \cdot \sigma \\
+ hv_F K \frac{3uw}{1 + 3(u^2 + w^2)} (s' + s'').
$$

(A14)

One can clearly see from the result in Eq. (A14) the sensitivity of the crossing point on the magic angle condition $w^2 = 1/3$ in the denominator, and that the response to the magnetic field is modified due to tunneling by a prefactor that does not vanish at the magic angle.
Appendix B: Symmetry constraints on magnetization for higher orders in strain

1. Effect of $C_3$ symmetry on the energy

For the purpose of deriving the constraints imposed on the energy by the $C_3$ symmetry we can omit the valley fillings as they are conserved. Focusing on the strain and magnetic field, we rewrite (11) here as:

$$E(S, B) = E(C_3SC^T_3, C_3B).$$  \hspace{1cm} (B1)

For the zero-field magnetization, we are interested only in terms of Eq. (B1) that are linear in $B_i$

The constraint in Eq. (B1) allows only for combinations of strain tensor components $s_{\alpha\beta}$ and magnetic field vector components $B_i$ that remain invariant under $C_3$. The transformation laws for these components are given by:

$$s_{\alpha\beta} \rightarrow [C_3]_{\alpha\alpha'} [C_3]_{\beta\beta'} s_{\alpha'\beta'},$$

$$B_i \rightarrow [C_3]_{\gamma\gamma'} B_{\gamma'}.$$  \hspace{1cm} (B2)

where the $C_3$ rotation tensor components are $[C_3]_{\alpha\alpha'} = \left[e^{i\frac{2\pi}{3} \eta_\alpha'}\right]_{\alpha\alpha'}$.

The $C_3$ rotation tensor has the following eigenvectors and corresponding eigenvalues:

$$[C_3]_{\alpha\alpha'} (\delta_{\alpha',x} + i\delta_{\alpha',y}) = e^{i\frac{2\pi}{3}} (\delta_{\alpha,x} + i\delta_{\alpha,y}),$$

$$[C_3]_{\alpha\alpha'} (\delta_{\alpha',x} - i\delta_{\alpha',y}) = e^{-i\frac{2\pi}{3}} (\delta_{\alpha,x} - i\delta_{\alpha,y}).$$  \hspace{1cm} (B3)

Eq. (B3) forces the magnetic field to enter our invariant combination through either $B_x + iB_y$ or $B_x - iB_y$. Focusing on the former, we have an eigenvalue of $e^{i\frac{2\pi}{3}}$ corresponding to the magnetic field. For the energy to be invariant under $C_3$, the strain field must present an eigenvalue of $e^{-i\frac{2\pi}{3}}$. This implies that a zeroth order term in strain is prohibited from coupling to a linear term in magnetic field, and thus there is no in-plane magnetization without strain. We will limit the discussion from here on to first and second order in strain, but the generalization is trivial.

To linear order in strain, the required eigenvalue of $e^{-i\frac{2\pi}{3}}$ can be obtained only by the following combination:

$$\delta_{\alpha,x} + i\delta_{\alpha,y}) (\delta_{\beta,x} + i\delta_{\beta,y}) s_{\alpha\beta} = s_{xx} - s_{yy} + i2s_{xy} = (s - s') e^{i\frac{2\pi}{3}},$$  \hspace{1cm} (B4)

where the second line is written in terms of principal strains $s', s''$ and angle $\phi_S$ as defined in Eq. (12), and elucidates the rotational nature of this term. A similar argument couples $B_x - iB_y$ to $(s' - s'') e^{-i\frac{2\pi}{3}}$. Rewriting the magnetic field as $B = |B|(\cos \phi_B, \sin \phi_B)$, and demanding the energy to be real, we find that to linear order in strain and magnetic field:

$$E(S, B) \approx \lambda_1 (s' - s'') |B| \cos (2\phi_S + \phi_B + \phi_0),$$  \hspace{1cm} (B5)

for some $\phi_0 \in [0, \pi)$ which will be determined by other symmetries [see below Eq. (16)]. The prefactor $\lambda_1$ is the coupling coefficient at this order.

The second order in strain must also present the same eigenvalue of $e^{-i\frac{2\pi}{3}}$. In contrast with the linear order, we have two ways of obtaining this eigenvalue:

$$\delta_{\alpha,x} + i\delta_{\alpha,y}) (\delta_{\beta,x} + i\delta_{\beta,y}) (\delta_{\nu,x} - i\delta_{\nu,y}) s_{\alpha\beta} s_{\mu\nu} = ((s')^2 - (s'')^2) e^{i\frac{2\pi}{3}},$$  \hspace{1cm} (B6)

and

$$\delta_{\alpha,x} - i\delta_{\alpha,y}) (\delta_{\beta,x} - i\delta_{\beta,y}) (\delta_{\nu,x} - i\delta_{\nu,y}) s_{\alpha\beta} s_{\mu\nu} = (s' - s'')^2 e^{-i\frac{2\pi}{3}}.$$

Following similar arguments as with the linear order in strain, we find the energy to have the form:

$$E(S, B) \approx \lambda_1 (s' - s'') |B| \cos (2\phi_S + \phi_B + \phi_0) + \lambda_2 ((s')^2 - (s'')^2) |B| \cos (2\phi_S + \phi_B + \phi_1) + \lambda_3 (s' - s'')^2 |B| \cos (-4\phi_S + \phi_B + \phi_2),$$  \hspace{1cm} (B8)

for three general angles $\phi_0, \phi_1, \phi_2 \in [0, \pi)$, and we find two new coupling coefficients $\lambda_2$ and $\lambda_3$. The angles $\phi_{0,1,2}$ are fixed by $R^{\pi,y}$ symmetries, as explained in the next subsection.

2. Effects of $R^{\pi}_x$ and $R^{\pi}_y$ symmetries on the energy

We now turn to explore further constraints imposed by the $R^{\pi}_x$ and $R^{\pi}_y$ symmetries. To do so, we must specify how the strain tensor changes due to layer flip, and reintroduce the valley filling dependence in the coupling coefficients $\lambda_i(\nu_K, \nu_{K'})$. In order to account for both heterostrain and homostrain, we take $\chi = \pm 1$ to be the eigenvalue of the layer flip applied to the strain tensor, i.e. $\chi = -1 (\chi = +1)$ for the heterostrain (homostrain). The $R^{\pi}_y$ symmetry preserves the valleys and takes $S \rightarrow -\chi S$, $\phi_S \rightarrow -\phi_S$ and $\phi_B \rightarrow -\phi_B$. For an energy in the form of Eq. (B8), we find that $\phi_1 = \phi_2 = 0$, and that for heterostrain (homostrain) we have $\phi_0 = \frac{\pi}{2} (\phi_0 = 0)$. We can combine both the case heterostrain and of homostrain into a single equation by writing:

$$E(S, B) \approx \left[\lambda_1(\nu_K, \nu_{K'}) (s' - s'') \cos \left(2\phi_S + \phi_B + \frac{(1 - \chi)\pi}{4}\right)\right.$$  

$$+ \lambda_2(\nu_K, \nu_{K'}) ((s')^2 - (s'')^2) \cos (2\phi_S + \phi_B) + \lambda_3(\nu_K, \nu_{K'}) (s' - s'')^2 \cos (-4\phi_S + \phi_B) \right] |B|,$$  \hspace{1cm} (B9)

and selecting the desired value of $\chi$. 

Next, we consider the $R^y_\pi$ symmetry. This symmetry flips the valleys and takes $S \rightarrow \chi S$, $\phi_S \rightarrow \pi - \phi_S$ and $\phi_B \rightarrow \pi - \phi_B$. Changing the valleys is associated with a sign flip of the magnetization as seen by Eq. (10). This valley flip simply adds the rule $\lambda_i \rightarrow -\lambda_i$ for $i = 1, 2, 3$. Using these transformation rules, one finds that the $R^y_\pi$ symmetry does not impose any additional constraints, for both the heterostrained and homostrained TBG. Therefore, our final result is given by Eq. (B9). The effects of $C_2$ and $T$ are described in the main text. The magnetization immediately follows from this energy, as it is given to linear order in magnetic field:

\[
M_{||} + i M_{\perp} \approx -\lambda_1 (\nu_K, \nu_{K'}) (s' - s'') e^{i(\chi - 1)/4} e^{-i2\phi_S} \\
- \lambda_2 (\nu_K, \nu_{K'}') ((s')^2 - (s'')^2) e^{-i2\phi_S} \\
- \lambda_3 (\nu_K, \nu_{K'}') (s' - s'')^2 e^{i4\phi_S}.
\] (B10)

The result in Eq. (B10) is important, as it tells us that the magnetization magnitude $|M_{||}|$ is no longer $\phi_S$ independent at second order in strain. There is no way for symmetry arguments to predict the amount of variance expected, nor when higher orders become significant. We can, however, plot the magnetization magnitude and orientation as a function of angle $\phi_S$ for a strain tensor with $s' = -s'' = s_0$, and compare different values of $s_0$. For this choice of strain, the term with $\lambda_2$ drops, and we have two competing couplings - $\lambda_0$ and $\lambda_1$. The results are presented in Fig. 6, which displays how the magnetization magnitude varies with strain angle. For weak strain, the variation is small. Increasing the strain displays strong oscillations with frequency $2\phi_S$, in agreement with Eq. (B10). For even larger strain, higher order oscillations are observed, and the magnitude saturates. The orientation of the magnetization $\phi_M$ is plotted against the strain angle in Fig. 7. A linear phase of $2\phi_S$ is added to compensate for the rotation of the orientation due to the first order contribution. The oscillatory behaviour of the second order is clear even for weak strains, and the amplitude increases with strain until higher order effects become significant.

**Appendix C: Hartree-Fock Approximation**

1. The Hartree-Fock Hamiltonian

We start by considering the complete interaction model. The interacting Hamiltonian $\hat{H}$ is given by a sum of a single-particle Hamiltonian $\hat{H}_0$ and an interaction term $\hat{V}$:

\[
\hat{H} = \hat{H}_0 + \hat{V},
\]

\[
\hat{H}_0 = \sum_{\mathbf{k}} \hat{c}^\dagger_{\mathbf{k}} (H_{BM}(\mathbf{k}) - \Sigma^{HF}[\rho_0](\mathbf{k})) \hat{c}_{\mathbf{k}},
\]

\[
\hat{V} = \frac{1}{2A} \sum_{\mathbf{q}} V(\mathbf{q}) : \hat{n}_\mathbf{q} \hat{n}_{-\mathbf{q}} :,
\]

where $\hat{c}^\dagger_{\mathbf{k}}$ is a row vector of creation operators $c^\dagger_{\mathbf{k},\alpha}$ for Bloch eigenstates $|u_{\mathbf{k},\alpha}\rangle$ of $H_{BM}(\mathbf{k})$, which are labeled by the combined index $\alpha = (\tau, s, m)$ as defined in the main text. The total area of the system is denoted by $A$.

The single-particle Hamiltonian contains two parts: the BM Hamiltonian, $H_{BM}(\mathbf{k})$, and the Hartree-Fock self-energy of a reference state $\rho_0$, $\Sigma^{HF}[\rho_0](\mathbf{k})$, which is subtracted to avoid double-counting, as discussed below. The BM Hamiltonian is given for valley $\tau = K$, by Eq. (8), and for valley $\tau = K'$ by its time-reversal. The parameters in the BM Hamiltonian implicitly include interaction effects, which necessitates a subtraction scheme in order to avoid double counting. To this end, we deduce a Hartree-Fock self energy operator $\Sigma^{HF}[\rho_0](\mathbf{k})$ evaluated at a reference state with a single-particle density matrix $\rho_0$ that corresponds to two decoupled graphene layers [38, 39]. The resulting $\hat{H}_0$ is designed such that the Hartree-Fock Hamiltonian that corresponds to $\hat{H}_0 + \hat{V}$ in the absence of inter-layer tunneling reproduces $H_{BM}$ with $t_{AA} = t_{AB} = 0$. The density matrix $\rho_0$ is also re-

![FIG. 6. The valley-$K$ resolved magnitude of the magnetization vs strain angle for the non-interacting TBG with $\theta = 1.1^\circ$. For very weak strain the magnitude does not depend on strain. Increasing strain introduces angular dependence, and further increasing introduces higher order effects.](image)

![FIG. 7. The valley-$K$ resolved magnetization orientation $\phi_M$ shifted by $2\phi_S$ as a function of strain angle $\phi_S$, for the non-interacting TBG with $\theta = 1.1^\circ$. The oscillatory behaviour is a result of higher orders in strain.](image)
sponsible for deducting the background charge density, as it corresponds to a uniform system at charge neutrality.

The interaction term $\hat{V}$ is chosen to be a double-gated Coulomb potential, $V(q) = e^2/(2\epsilon \epsilon_0 q \tanh(q d_g))$ with $\epsilon_0$ being the vacuum permittivity, $d_g = 40\text{nm}$ being the distance to the gates. The dielectric constant is chosen to be $\epsilon = 30$, for reasons to be explained in section C.2. The operator $\hat{n}_q$ is the electron density operator with wavevector $q$, which can be written in the basis of the BM eigenstates as

$$\hat{n}_q = \sum_k c_k^\dagger\Lambda_q(k)c_{k+q}, \quad [\Lambda_q(k)]_{\alpha,\beta} = \langle u_{k,\alpha}|u_{k+q,\beta}\rangle.$$  \hspace{1cm} (C4)

The Hartree-Fock self energy operator $\hat{\Sigma}^{HF}$ for a given Slater determinant with a single-particle density matrix $\rho$ is given by:

$$\hat{\Sigma}^{HF}[\rho](k) = \frac{1}{A} \sum_g V(g)c_k^\dagger\Lambda_q^*(k)\rho \sum_{k'} \langle k'|\Lambda_g^*(k')\hat{\rho} | k+q \rangle \Lambda_q(k)\rho^T(k+q)\Lambda_q^*(k)c_k,$$

where we adopted a periodic gauge, i.e., $c_{k+g} = c_k^\dagger$ for any moiré reciprocal lattice vector $g$. The wavevector $k'$ is limited to the first BZ, while $q$ is any wavevector compatible with the boundary conditions. The first and second terms in Eq. (C5) correspond to the Hartree and Fock self energies, respectively. In this work we neglect any flavor coherence, and Bloch wavefunctions are assumed orthogonal between different flavors. This sets all form factors, interpolated density matrices and their corresponding self energies to be diagonal in flavor.

The Hartree-Fock procedure is an approximation method for obtaining the ground state of (C1). The Hartree-Fock Hamiltonian presented in Eq. (23) can be rewritten in terms of $\hat{H}_{BM}$ and $\hat{\Sigma}^{HF}$ as:

$$\hat{H}^{HF} = \hat{H}_{BM} + \hat{\Sigma}^{HF}[\rho - \rho_0].$$ \hspace{1cm} (C6)

The purpose of our interpolation scheme is to provide an approximated form for $\hat{\Sigma}^{HF}$ without self-consistently determining $\rho$. Each interpolation configuration in Table 1 fixes the density matrix $\rho(\nu)$ in terms of the filling, as defined in Eq. (25).

2. Quasi-particle excitation spectrum

In Fig. 8 we plot the flat bands of the Hartree-Fock spectrum of Eq. (23) for different interpolation configurations. We compare between the non-interacting spectrum of the unpolarized configuration at $\nu = 0$, and the valley polarized configurations $\nu = +1$ and $\nu = +3$. We note that the increase in Dirac velocity is a consequence of the Fock self energy, and the relative shift between the Dirac points and the $\Gamma$ point is due to the Hartree self energy, as described in Ref. 39.

The dielectric constant $\epsilon$ is treated as a phenomenological parameter that includes both the screening due to the substrate and the remote bands. We fix it by requiring that the obtained magic angle roughly matches the experimental one. We expect a minimal bandwidth for $\theta \sim 1.07^\circ - 1.1^\circ$, and a wider one for $\theta \sim 1.3^\circ$. This is accomplished by our choice of $\epsilon = 30$, for which the bandwidths are presented in the quasi-particle excitation spectrums in Fig. 9. Note that for this choice the band is actually narrower for $\theta = 1.1^\circ$ than for $\theta = 1.07^\circ$, and that the interaction decreases the bandwidth for $\theta = 1.3^\circ$. This figure therefore complements Fig. 5 in the main text by demonstrating how the bandwidth (or Dirac velocity) is related to the magnetization response.

Appendix D: Reduction to a single flavor

As described in the main text, the in-plane magnetization in Eq. (24) for the valley-polarized states can be computed by focusing on a single flavor block in the Hartree-Fock interpolation. However, as seen in Eq. (C5), the Hartree term consists of a sum over charge contributions...
from all the flavors. Therefore, in the general case, all the flavor blocks in the density matrices $\rho, \rho_0$ are required to obtain the self energy for a specific flavor. However, using our interpolation scheme, we can simplify the computation and calculate the Hartree term with a single flavor block.

Consider the following term that appears in the Hartree self energy:

$$\langle n_{-\mathbf{g}} \rangle_{\rho-\rho_0} = \sum_{\mathbf{k}'} \text{tr} \left[ (\rho(\mathbf{v}) - \rho_0(\mathbf{k})) \Lambda_{\mathbf{g}}^{*}(\mathbf{k}') \right],$$  \hspace{1cm} (D1)$$

where the trace is taken over the spin, valley, and band indices. Since both the density matrices and the form factors are diagonal in flavor, we can split the trace into a sum over flavor sectors denoted by a subscript $(\tau, s)$ for valley and spin:

$$\langle n_{-\mathbf{g}} \rangle_{\rho-\rho_0} = \sum_{\mathbf{k}'} \sum_{\tau, s} \text{tr} \left[ (\rho_{\tau,s}(\nu_{\tau,s}) - \rho_{0;\tau,s}(\mathbf{k}')) \Lambda_{\mathbf{g}}^{*}(\mathbf{k}') \right]$$

$$= \sum_{\tau, s} \left( \langle n_{-\mathbf{g}} \rangle_{\rho(\mathbf{v})} - \langle n_{-\mathbf{g}} \rangle_{\rho_0(\mathbf{v})} \right),$$  \hspace{1cm} (D2)$$

where here the trace is over the band indices.

For the density matrix $\rho_{0;\tau,s}(\mathbf{k})$ the expression above is simple: there is no charge at any nonzero wavevector, and all flavors are symmetric, $\langle n_{-\mathbf{g}} \rangle_{\rho_0(\mathbf{v})} = n_0 |\mathbf{g}|=0$. For the interpolated density matrix $\rho_{\tau,s}(\nu_{\tau,s})$, each flavor is a combination of density matrices of filled and empty flavors. Suppose that all flavors are filled to $\nu_{\tau,s} = \nu_0$, such that the flavor blocks in the density matrix are related by symmetry. The spin $SU(2)$ symmetry implies that $\langle n_{-\mathbf{g}} \rangle_{\rho(\mathbf{v})} = \langle n_{-\mathbf{g}} \rangle_{\rho'(\mathbf{v})}$. The $C_2$ symmetry (which holds in the presence of strain) implies that $\langle n_{-\mathbf{g}} \rangle_{\rho(\mathbf{v})} = \langle n_{-\mathbf{g}} \rangle_{\rho(\mathbf{v})}$. Together with $\tilde{n}_{-\mathbf{g}} = \tilde{n}_{-\mathbf{g}}$, we find that $\langle n_{-\mathbf{g}} \rangle_{\rho(\mathbf{v})} = \langle n_{-\mathbf{g}} \rangle_{\rho(\mathbf{v})}$. The last symmetry we invoke is the anti-unitary $C_2 T = \sigma_x K$, where $\sigma_x$ flips the sublattice and $K$ is the complex conjugation operator. This symmetry implies that $\langle \tilde{\mathbf{u}}_{\nu,\alpha} \rangle = e^{i\phi_{\mathbf{k},\alpha}} \sigma_x (\langle \tilde{\mathbf{u}}_{\nu,\alpha} \rangle)^*$, with a gauge dependent phase $\phi_{\mathbf{k},\alpha}$.

In the periodic gauge it is easy to show that we have $\tilde{\phi}_{\mathbf{k}+\mathbf{g},\alpha} = \phi_{\mathbf{k},\alpha}$ for any lattice vector $\mathbf{g}$. This symmetry immediately implies that the diagonal elements of the form factors, $[\Lambda_{\mathbf{g}}(\mathbf{k}')]_{\alpha,\alpha}^{*}$, are strictly real. Since $\rho_{\tau,s}(\nu_{\tau,s})$ is diagonal as well, we find that $\langle n_{-\mathbf{g}} \rangle_{\rho(\mathbf{v})} = \langle n_{-\mathbf{g}} \rangle_{\rho(\mathbf{v})}$.

Combining the arguments above, we find that $\rho_{K,\uparrow}$ and $\rho_{0;K,\uparrow}$ can be used to calculate any flavor’s contribution to the overall charge density by using them with each flavor’s respective filling:

$$\langle n_{-\mathbf{g}} \rangle_{\rho-\rho_0} = \sum_{\mathbf{k}'} \sum_{\tau, s} \text{tr} \left[ (\rho_{K,\uparrow}(\nu_{\tau,s}) - \rho_{0;K,\uparrow}(\mathbf{k}')) \Lambda_{\mathbf{g}}^{*}(\mathbf{k}') \right].$$  \hspace{1cm} (D3)$$

Eq. (D3) implies that the Hartree-Fock self energy for the flavor $(\tau, s) = (K, \uparrow)$ in Eq. (C6) can be written solely with $\rho_{K,\uparrow}$ and $\rho_{0;K,\uparrow}$ by using the following effective density matrix for the Hartree and Fock terms separately:

$$\Sigma^{HF}[\rho-\rho_0]_{K,\uparrow} = \Sigma^{HF}(\langle \nu_{\tau,s} \rho_{K,\uparrow}(\nu_{\tau,s}) - 4\rho_{0;K,\uparrow}(\mathbf{k}') \rangle)$$

$$+ \Sigma^{F}[\rho_{K,\uparrow}(\nu_{K,\uparrow}) - \rho_{0;K,\uparrow}(\mathbf{k}')].$$  \hspace{1cm} (D4)$$

We therefore restrict all density matrices in Appendix E to be in the $K \uparrow$ flavor block, and solve the Hartree-Fock Hamiltonian for this flavor.

**Appendix E: Numerical procedure for calculating the chemical potential**

The purpose of this appendix is to detail technical aspects involving calculating the chemical potential as a function of filling and its gradient with respect to magnetic field.

We start by detailing the numerical parameters used in the computation. The non-interacting BM Hamiltonian of flavor $(\tau, s) = (K, \uparrow)$ is constructed symmetrically around the $\Gamma$ point in the moiré BZ, with the momentum space cutoff taken to include all hopping sites within a hexagon of edge size of $3\sqrt{3}|K\theta|$, i.e. an edge size of $R_{BZ} = 3$ in units of a reciprocal lattice wavevector magnitude. This cutoff includes 27 hopping sites in each layer. Multiplying by the sublattice degree of freedom, we obtain $N_{bands} = 108$ bands for each quasimomentum point in the moiré BZ. Note that, by construction, this Hamiltonian is not exactly $C_3$ symmetric about any point beside the $\Gamma$ point. The quasimomentum sampling grid within the first BZ is centered around the $\Gamma$ point with the number of unit cells taken to be $N_{u.c.} = 133$. The grid is sampled first along the unstrained moiré lattice vectors, and then transformed under the desired strain, in order to preserve $N_{u.c.}$ across different strains.

The chemical potential for a particular filling factor $\mu(\nu)$ is calculated from the spectrum of the HF Hamiltonian in Eq. (25) using the procedure outlined in the main text. We will now describe this procedure with further technical details. The first step is to use the reduction scheme in Eq. (D4) to restrict our attention of the HF Hamiltonian to a single flavor block. Next, we simplify the diagonalization of this Hamiltonian by projecting the self energy $\Sigma^{HF}[\rho(\mathbf{k})]$ to the two flat bands in the non-interacting Hamiltonian, as in Ref. 39. We emphasize that all the remote bands are accounted for by considering the density matrix $\rho(\mathbf{k})$ and the form factors $\Lambda_{\mathbf{g}}(\mathbf{k})$ to be the entire $N_{bands} \times N_{bands}$ matrices. The flat-band projection truncates the Hartree Fock operator in Eq. (23) to be a $2 \times 2$ matrix for each quasimomentum.

After projection, the two Hartree-Fock bands consist of $2N_{u.c.}$ energy eigenvalues from all quasimomenta in the moiré BZ combined. The filling factor range $\nu \in (\nu_e, \nu_f)$ is discretized accordingly to $\nu(m)$ where $m = 1, 2, \ldots, 2N_{u.c.}$. Starting with the lowest filling $\nu(1) = \nu_e$, we compute the sorted energy eigenvalues
ε_i(ν(1)), i = 1, 2, ..., 2N_{u.c.}, such that ε_i < ε_{i+1}. The chemical potential μ(ν = ν(1)) is given by choosing the lowest energy eigenvalue ε_1. We iterate this procedure over m by computing the density matrix at the next filling factor ν(m), computing its corresponding projected HF Hamiltonian, sorting its eigenvalues and selecting the new m-th energy ε_m. In summary, the chemical potential μ(ν) is a list of 2N_{u.c.} values, whose m-th entry corresponds to the m-th eigenvalue of a HF Hamiltonian interpolated to the m-th filling. We note that the information about the specific value of k which is used for calculating μ(ν) is lost.

For the purpose of calculating the magnetization we computed the chemical potential at four magnetic fields, \(B_\parallel \in \{-B\hat{x}, -B\hat{y}, B\hat{x}, B\hat{y}\}\), and extracted the gradient of the chemical potential \(\mu(\nu)\) at \(B_\parallel = 0\). Next, one might expect that integrating over filling would yield the desired magnetization, as Eq. (24) requires. Unfortunately, there is one critical problem with immediately performing this integration. The problem is most clearly explained for TBG without strain. In the absence of strain, we expect the magnetization to be exactly zero as a function of filling. Since quasi-particle states are filled one at a time, the \(C_3\) symmetry is explicitly broken. We therefore find that the magnetization per moiré unit cell varies as a function of filling, reaching magnitudes of the order of \(1\mu_B/\text{N}_{u.c.}\) that are cancelled only after filling all three \(C_3\)-symmetric states. The problem persists at weak strains, but becomes irrelevant once all single-particle magnetization contributions are aligned.

To remedy this we introduce a finite temperature to smooth out the chemical potential. Given a filling \(\nu\) and temperature \(T\), the chemical potential is set to fix the Fermi-Dirac distribution \(f_{FD}\) to the number of particles \(N_p(\nu)\):

\[
N_p(\nu) = \sum_k f_{FD}(\epsilon_k(\nu, B_\parallel) - \mu(\nu, B_\parallel)),
\]

(E1)

where \(\epsilon_k(\nu, B_\parallel)\) are the HF eigenvalues for the density matrix corresponding to filling \(\nu\), evaluated in the presence of a magnetic field \(B_\parallel\). Taking the gradient with respect to magnetic field, we find the self consistent equation for \(\mu(\nu, B_\parallel)\):

\[
\frac{\partial \mu}{\partial B_\parallel} = \left(\sum_k \frac{\partial f_{FD}}{\partial \epsilon_k}\right)^{-1} \sum_k \frac{\partial f_{FD}}{\partial \epsilon_k} \frac{\partial \epsilon_k}{\partial B_\parallel}.
\]

(E2)

We use the following equation as a definition for the "smoothed" chemical potential gradient at \(B_\parallel = 0\), and evaluate it using the chemical potential \(\mu(\nu, B_\parallel = 0)\). This chemical potential gradient is the one used for all the numerical results. The specific temperature \(T\) varies for each plot but is of the order of average level spacing, i.e. \(T \sim E_{BW}/\text{N}_{u.c.} \sim 0.1\)meV, where \(E_{BW}\) is the combined bandwidth of the HF flat bands.

We have verified that our results for magnetization magnitudes \(|M_\parallel| \gtrsim 0.1\mu_B\) are sufficiently converged for our choice of \(R_{BZ}, \text{N}_{u.c.}\), and stable in a range of temperatures \(T\). For lower magnetization values we have recovered the linear dependence of the magnetization vs. strain, but the precise slope has a small dependence on the numerical parameters.