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ABSTRACT
We propose a unifying general framework of quantitative primal and dual sufficient and necessary error bound conditions covering linear and nonlinear, local and global settings. The function is not assumed to possess any particular structure apart from the standard assumptions of lower semicontinuity in the case of sufficient conditions and (in some cases) convexity in the case of necessary conditions. We expose the roles of the assumptions involved in the error bound assertions, in particular, on the underlying space: general metric, normed, Banach or Asplund. Employing special collections of slope operators, we introduce a succinct form of sufficient error bound conditions, which allows one to combine in a single statement several different assertions: nonlocal and local primal space conditions in complete metric spaces, and subdifferential conditions in Banach and Asplund spaces.
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1. Introduction
Necessary and especially sufficient conditions for error bounds of (extended) real-valued functions have been a subject of intense study for more than half a century due to their numerous applications in optimization and variational analysis, particularly in convergence analysis of iterative algorithms, penalty functions, optimality conditions, weak sharp minima, stability and well-posedness of solutions, (sub)regularity and calmness of set-valued mappings, and subdifferential calculus; see, e.g., [1–9].

A huge number of sufficient and necessary conditions for error bounds have been obtained in the linear [3,4,9–22], as well as more subtle nonlinear (mostly Hölder) [5–7,9,14,23–31] settings.

Given an extended-real-valued function $f : X \to \mathbb{R}_\infty := \mathbb{R} \cup \{+\infty\}$ on a metric space $X$, and $\mu \in ]0, +\infty]$, we employ the relatively standard notations

$$[f \leq 0] := \{x \in X \mid f(x) \leq 0\}, \quad [0 < f < \mu] := \{x \in X \mid 0 < f(x) < \mu\}.$$
The sets \([f > 0]\), \([f < \mu]\) and \([f \leq \mu]\) are defined in a similar way.

**Definition 1.1:** Suppose \(X\) is a metric space, \(f : X \to \mathbb{R}_\infty\), and \(\tau > 0\). The function \(f\) admits a \(\tau\)-error bound at \(\bar{x} \in X\) if there exist \(\delta \in ]0, +\infty[\) and \(\mu \in ]0, +\infty[\) such that

\[
\tau d(x, [f \leq 0]) \leq f(x)
\]

for all \(x \in B_\delta(\bar{x}) \cap [0 < f < \mu]\), and either \(\bar{x} \in [f \leq 0]\) or \(\delta = +\infty\).

The value of \(\tau\) in Definition 1.1 obviously depends on the values of \(\delta\) and \(\mu\). We will often say that \(f\) admits a \(\tau\)-error bound at \(\bar{x}\) with \(\delta\) and \(\mu\).

Definition 1.1 combines the cases of local and global error bounds that are often treated separately. The conventional local error bound property corresponds to the case \(\bar{x} \in [f \leq 0]\), and \(\delta\) being a (sufficiently small) finite number. In this case, we say that \(f\) admits a local \(\tau\)-error bound (with \(\delta\) and \(\mu\)). When \(\delta = +\infty\), we have \(B_\delta(\bar{x}) = X\), i.e. the error bound property in Definition 1.1 is not related to any particular point, and we are in the setting of global error bounds. In this case, we simply say that \(f\) admits a global \(\tau\)-error bound (with \(\mu\)).

The (local) error bound modulus of \(f\) at \(\bar{x} \in [f \leq 0]\) is defined as the exact upper bound of all \(\tau > 0\) such that \(f\) admits a \(\tau\)-error bound at \(\bar{x}\) (with some \(\delta \in ]0, +\infty[\) and \(\mu \in ]0, +\infty[\)), i.e.

\[
\text{Er}_f(\bar{x}) := \lim \inf_{x \to \bar{x}, f(x) > 0} \frac{f(x)}{d(x, [f \leq 0])} = \lim \inf_{x \to \bar{x}, f(x) \downarrow 0} \frac{f(x)}{d(x, [f \leq 0])}.
\]

In the above definition and throughout the paper, we use the conventions \(d(x, \varnothing_X) = +\infty\), \(\inf_{\mathbb{R}} = +\infty\) and \(+\infty/+\infty = +\infty\). (The last convention is only needed to accommodate for the trivial case \(f \equiv +\infty\).) The second equality in (2) is straightforward. By definition (2), \(\text{Er}_f(\bar{x}) \geq 0\). If \(\text{Er}_f(\bar{x}) = 0\), then \(f\) does not admit a \(\tau\)-error bound at \(\bar{x}\) for any \(\tau > 0\).

The next definition introduces error bounds in the nonlinear setting. The nonlinearity is determined by a function \(\varphi : \mathbb{R}_+ \to \mathbb{R}_+\) satisfying \(\varphi(0) = 0\) and \(\varphi(t) > 0\) if \(t > 0\). The family of all such functions is denoted by \(\mathcal{C}\). We denote by \(\mathcal{C}^1\) the subfamily of functions from \(\mathcal{C}\) which satisfy \(\lim_{t \to +\infty} \varphi(t) = +\infty\), and are continuously differentiable on \(]0, +\infty[\) with \(\varphi'(t) > 0\) for all \(t > 0\). Obviously, if \(\varphi \in \mathcal{C}^1\), then \(\varphi^{-1} \in \mathcal{C}^1\). Observe that, for any \(\alpha > 0\) and \(q > 0\), the function \(\mathbb{R}_+ \ni t \mapsto \alpha t^q\) belongs to \(\mathcal{C}^1\).

**Definition 1.2:** Suppose \(X\) is a metric space, \(f : X \to \mathbb{R}_\infty\), and \(\varphi \in \mathcal{C}\). The function \(f\) admits a \(\varphi\)-error bound at \(\bar{x} \in X\) if there exist \(\delta \in ]0, +\infty[\) and \(\mu \in ]0, +\infty[\) such that

\[
d(x, [f \leq 0]) \leq \varphi(f(x))
\]

for all \(x \in B_\delta(\bar{x}) \cap [0 < f < \mu]\), and either \(\bar{x} \in [f \leq 0]\) or \(\delta = +\infty\).
Under the conditions of Definition 1.2, we will often say that \( f \) admits a \( \varphi \)-error bound at \( \bar{x} \) with \( \delta \) and \( \mu \). When \( \delta < +\infty \), we say that \( f \) admits a local \( \varphi \)-error bound at \( \bar{x} \) (with \( \delta \) and \( \mu \)). When \( \delta = +\infty \) (hence, \( B_\delta(\bar{x}) = X \)), we say that \( f \) admits a global \( \varphi \)-error bound (with \( \mu \)).

**Remark 1:**

(i) The \( \tau \)-error bound property in Definition 1.1 is a particular case of the \( \varphi \)-error bound property, corresponding to \( \varphi \) being the linear function \( \mathbb{R}_+ \ni t \mapsto \tau^{-1}t \).

(ii) Any function \( \varphi \in C \) can be extended to the whole \( \mathbb{R} \) by setting \( \varphi(t) = 0 \) for all \( t < 0 \). Then one obviously has \([f \leq 0] = [\varphi \circ f \leq 0] \), and the seemingly more general \( \varphi \)-error bound property in Definition 1.2 becomes the conventional 1-error bound property for the composition function \( \varphi \circ f \).

(iii) The requirement \( \lim_{t \to +\infty} \varphi(t) = +\infty \) in the definition of the family \( C^1 \) is technical. It is only needed to ensure that \( \varphi^{-1} \) is defined on the whole \( \mathbb{R}_+ \). Both conditions can be weakened.

In all assertions in the current paper involving Fréchet subdifferentials it is sufficient to assume functions from \( C^1 \) to be (not necessarily continuously) differentiable. Continuous differentiability is only needed for assertions involving Clarke subdifferentials.

(iv) It is not uncommon to consider nonlinear error bounds with inequality (3) in Definition 1.2 replaced with the following one:

\[
\psi(d(x, [f \leq 0])) \leq f(x),
\]

where \( \psi \in C \). The models (3) and (4) are obviously equivalent with \( \psi = \varphi^{-1} \) as long as one of the functions \( \psi \) or \( \varphi \) (hence, also the other one) is strictly increasing, which is the case, in particular, when \( \varphi, \psi \in C^1 \).

Similar to the linear case, it makes sense to look for a smaller function \( \varphi \in C \) satisfying inequality (3) (for the appropriate set of points \( x \in X \)). It is not easy to order functions on the whole set \( C \). It is more practical to consider a subset of positive multiples of a given function \( \varphi \in C \). Extending definition (2), we define the (local) \( \varphi \)-error bound modulus of \( f \) at \( \bar{x} \) as

\[
\text{Er}_{\varphi} f(\bar{x}) := \liminf_{x \to \bar{x}, f(x) > 0} \frac{\varphi(f(x))}{d(x, [f \leq 0])}.
\]

It is easy to see that this is the reciprocal of the infimum of all \( \alpha > 0 \) such that \( f \) admits an \( (\alpha \varphi) \)-error bound (with some \( \delta \) and \( \mu \)) at \( \bar{x} \). When \( \varphi(t) = t^q \) for some \( q > 0 \) and all \( t > 0 \), definition (5) coincides with that of the modulus of \( q \)-order error bounds [9]. In particular, with \( q = 1 \) it reduces to (2).

In this paper, we do not aim to add some new sufficient or necessary conditions for error bounds to the large volume of existing ones (although some conditions
in the subsequent sections are indeed new even in the linear setting). Our main aim is to propose a comprehensive unifying general (i.e. not assuming the function \( f \) to have any particular structure) view on the theory of error bounds (linear and nonlinear, local and global), and clarify the relationships between the existing conditions including their hierarchy. We expose the roles of the assumptions involved in the error bound assertions, in particular, on the underlying space: general metric, normed, Banach or Asplund. Employing special collections of slope operators defined below, we introduce a succinct form of sufficient error bound conditions, which allows one to combine in a single statement several different assertions: nonlocal and local primal space conditions in complete metric spaces, and subdifferential conditions in Banach and Asplund spaces.

The hot topics of error bounds for special families of functions and error bounds under uncertainty (see, e.g. \([20–22,30,32]\)) are outside the scope of the current paper.

The core of the paper consists of three theorems treating linear (Theorem 3.2), nonlinear (Theorem 4.1) and ‘alternative’ nonlinear (Theorem 5.1) error bound conditions that seem to cover all existing general error bound results. We show that the ‘nonlinear’ Theorem 4.1 is a straightforward consequence of the ‘linear’ Theorem 3.2, while the ‘alternative nonlinear’ Theorem 5.1 is a straightforward consequence of the conventional Theorem 4.1. In its turn, the original Theorem 3.2 is a consequence of a preliminary statement – Proposition 3.1 – treating the case when \( x \) in (1) is fixed, while encapsulating all the main arguments used in the general statement. Following Ioffe [33, Basic lemma] (see also an earlier result by Fabián & Preiss [34, Lemma 1]), separate preliminary ‘fixed \( x \)’ type statements have been formulated by many authors; cf. \([8,9,15,16,25,26,35]\). Proposition 3.1 seems to be the most comprehensive one.

All the statements have the same structure, each combining several assertions that are mostly well known and are often formulated (and proved) as separate theorems:

(i) sufficient error bound conditions for a lower semicontinuous function on a complete metric space:
   (a) nonlocal primal space conditions;
   (b) infinitesimal primal space conditions in terms of slopes;
   (c) in the setting of a Banach space, dual space conditions in terms of Clarke subdifferentials;
   (d) in the setting of an Asplund space, dual space conditions in terms of Fréchet subdifferentials;

(ii) nonlocal primal space necessary error bound conditions for a (not necessarily lower semicontinuous) function on a metric space (except Theorem 5.1);

(iii) dual space necessary error bound conditions for a convex function on a normed space in terms of conventional convex subdifferentials.
This paper seems to be the first attempt to combine the above assertions in a single statement. We believe that it not only makes the presentation shorter, but also clarifies the overall picture. In particular, it exposes the relationships between the assertions and the hierarchy of the sufficient conditions in part (i). Most of the assertions in Theorem 3.2 and to some extent also in Theorems 4.1 and 5.1 have been proved multiple times by many authors, often with long multi-page ‘from scratch’ proofs, and ‘new’ proofs keep coming. We think that it is time to make a pause and summarize the main ideas behind the assertions.

In the case of the key ‘fixed x’ type Proposition 3.1 characterizing linear error bounds, the implication \((b) \Rightarrow (a)\) in part (i) of the above list as well as the necessary conditions in parts (ii) and (iii) follow immediately from the definitions. They are included for the completeness of the picture. The main assertions are the sufficiency of condition (a), and implications \((c) \Rightarrow (b)\) and \((d) \Rightarrow (b)\). They employ the following fundamental tools of variational analysis:

- **Ekeland variational principle** (sufficiency of condition (a));
- **sum rules** for respective subdifferentials (implications \((c) \Rightarrow (b)\) and \((d) \Rightarrow (b)\)).

The seemingly counter-intuitive fact that sufficient conditions for nonlinear error bounds can be deduced from those for the corresponding linear ones was demonstrated by Corvellec et al. using, first, the ‘change-of-metric principle’ [24,27], and then the ‘change-of-function’ approach [7] (see also [9,25]). Our presentation here largely follows the latter one. We emphasise that throughout the paper the word ‘nonlinear’ is used in the conventional sense: ‘not necessarily linear’.

In the general nonlinear setting, conventional sufficient local error bound conditions, besides slopes and subdifferentials, naturally involve variable coefficients \(\varphi'(f(u))\) computed at appropriate points \(u \in [f > 0]\). Several publications have appeared recently proving alternative nonlinear sufficient conditions with coefficients that involve \(\varphi'\) depending not on values of the function \(f\) but on the distance \(d(u,[f \leq 0])\); cf. [6,9,24,28,31]. Such results usually assume certain monotonicity of \(\varphi'\). We show in Theorem 5.1 that such alternative sufficient conditions are consequences of the conventional ones. Observe that when \(\varphi\) is linear (the conventional linear case), the coefficients are constant, and there is no difference between ‘conventional’ and ‘alternative’ conditions.

The structure of the paper is as follows. In the next Section 2, we provide basic definitions and facts used throughout the paper. In particular, we define subdifferential slopes and introduce special collections of slope operators. Conventional linear error bound conditions are discussed in Section 3. It contains a preliminary statement – Proposition 3.1 – treating the case when \(x\) in (1) is fixed, and
the general Theorem 3.2, the latter being an easy consequence of the first. Both statements contain a condition, which has not been used in this type of statements earlier. Conventional and alternative nonlinear error bound conditions are discussed in Sections 4 and 5, respectively. We demonstrate that the conventional nonlinear conditions are straightforward consequences of the corresponding linear ones, while the alternative conditions are consequences of the conventional ones. In Sections 6 and 7, we illustrate the sufficient and necessary conditions for nonlinear error bounds by applying them to characterizing nonlinear subregularity of general set-valued mappings and calmness of the solution and level set mappings of canonically perturbed convex semi-infinite optimization problems, respectively.

2. Preliminaries

Our basic notation is standard, see, e.g. [8,35–38]. Throughout the paper, $X$ and $Y$ are usually either metric or normed spaces. We use the same notations $d(\cdot, \cdot)$ and $\| \cdot \|$ for distances and norms in all spaces. Normed spaces are often treated as metric spaces with the distance determined by the norm in the usual way. If not explicitly stated otherwise, products of metric or normed spaces are assumed equipped with the maximum distances or norms, e.g. $\|(x, y)\| := \max\{\|x\|, \|y\|\}$, $(x, y) \in X \times Y$. If $X$ is a normed space, its topological dual is denoted by $X^*$, while $\langle \cdot, \cdot \rangle$ denotes the bilinear form defining the pairing between the two spaces.

The open unit balls in the primal and dual spaces are denoted by $B$ and $B^*$, respectively, and $B_\delta(x)$ stands for the open ball with centre $x$ and radius $\delta > 0$. Symbols $\mathbb{R}$, $\mathbb{R}_+$ and $\mathbb{N}$ denote the sets of all real numbers, all nonnegative real numbers and all positive integers, respectively. Given an $\alpha \in \mathbb{R}$, we denote $\alpha_+ := \max\{0, \alpha\}$.

For a set $\Omega \subset X$, its boundary is denoted by $\text{bd } \Omega$, while $i_\Omega$ denotes its indicator function, i.e. $i_\Omega(x) = 0$ if $x \in \Omega$ and $i_\Omega(x) = +\infty$ if $x \notin \Omega$. The distance from a point $x$ to $\Omega$ is $d(x, \Omega) := \inf_{u \in \Omega} d(u, x)$, and we use the convention $d(x, \emptyset) = +\infty$. For an extended-real-valued function $f : X \to \mathbb{R}_\infty$, its domain and epigraph are defined, respectively, by $\text{dom } f := \{x \in X \mid f(x) < +\infty\}$ and $\text{epi } f := \{(x, \alpha) \in X \times \mathbb{R} \mid f(x) \leq \alpha\}$. The inverse of $f$ (if it exists) is denoted by $f^{-1}$.

A set-valued mapping $F : X \rightrightarrows Y$ between two sets $X$ and $Y$ is a mapping, which assigns to every $x \in X$ a subset (possibly empty) $F(x)$ of $Y$. We use the notations $\text{gph } F := \{(x, y) \in X \times Y \mid y \in F(x)\}$ and $\text{dom } F := \{x \in X \mid F(x) \neq \emptyset\}$ for the graph and domain of $F$, respectively, and $F^{-1} : Y \rightrightarrows X$ for the inverse of $F$. This inverse (which always exists with possibly empty values at some points) is defined by $F^{-1}(y) := \{x \in X \mid y \in F(x)\}$, $y \in Y$. Obviously $\text{dom } F^{-1} = F(X)$.

For a function $f : X \to \mathbb{R}_\infty$ on a metric space, its slope [39] (also known as descending slope and strong slope; cf. [3,8,13,33]) and nonlocal slope
\(\nabla f(x) := \lim_{u \to x, u \neq x} \frac{|f(x) - f(u)|}{d(u, x)} \) and \(\nabla f^0(x) := \sup_{u \neq x} \frac{|f(x) - f^+(u)|}{d(u, x)}\),

where the function \(f^+ : X \to \mathbb{R}_\infty\) is defined by \(f^+(u) := (f(u))_+\) for all \(u \in X\). They characterize the maximal rate of descent of \(f\) at \(x\). If \(x \notin \text{dom} f\), we set \(|\nabla f(x)| = |\nabla f^0(x)| := +\infty\).

If \(X\) is a normed space, the Fréchet and Clarke subdifferentials of \(f\) at \(x \in \text{dom} f\) are defined as (cf. [37,41,42])

\[
\partial^F f(x) := \left\{ x^* \in X^* \mid \liminf_{u \to x, u \neq x} \frac{f(u) - f(x) - \langle x^*, u - x \rangle}{\|u - x\|} \geq 0 \right\}, \quad (7)
\]

\[
\partial^C f(x) := \left\{ x^* \in X^* \mid \langle x^*, z \rangle \leq f^0(x, z) \quad \text{for all } z \in X \right\}, \quad (8)
\]

where

\[
f^0(x; z) := \lim_{\varepsilon \downarrow 0} \limsup_{f(u) \leq \alpha, \|z' - z\| \leq \varepsilon} \frac{f(u + tz') - \alpha}{t}
\]

is the Clarke–Rockafellar directional derivative [43] of \(f\) at \(x\) in the direction \(z \in X\).

The last definition takes a simpler form when \(f\) is Lipschitz continuous near \(x\):

\[
f^0(x; z) = \limsup_{u \to x, t \downarrow 0} \frac{f(u + tz) - f(u)}{t}.
\]

If \(x \notin \text{dom} f\), we set \(\partial^F f(x) = \partial^C f(x) := \emptyset\). The sets (7) and (8) are closed and convex, and satisfy \(\partial^F f(x) \subset \partial^C f(x)\). If \(f\) is convex, they both reduce to the subdifferential in the sense of convex analysis:

\[
\partial f(x) := \left\{ x^* \in X^* \mid f(u) - f(x) - \langle x^*, u - x \rangle \geq 0 \quad \text{for all } u \in X \right\}.
\]

The above subdifferentials possess certain sum rules; cf. [37,41–44].

**Lemma 2.1:** Suppose \(X\) is a normed space, \(f_1, f_2 : X \to \mathbb{R}_\infty\), and \(x \in \text{dom} f_1 \cap \text{dom} f_2\).

(i) Let \(f_1\) and \(f_2\) be convex and \(f_1\) be continuous at a point in \(\text{dom} f_2\). Then

\[
\partial (f_1 + f_2)(x) = \partial f_1(x) + \partial f_2(x).
\]

(ii) Let \(f_1\) be Lipschitz continuous and \(f_2\) be lower semicontinuous in a neighbourhood of \(x\). Then

\[
\partial^C (f_1 + f_2)(x) \subset \partial^C f_1(x) + \partial^C f_2(x).
\]
(iii) Let $X$ be Asplund, $f_1$ be Lipschitz continuous and $f_2$ be lower semicontinuous in a neighbourhood of $x$. Then, for any $x^* \in \partial^F (f_1 + f_2)(x)$ and $\varepsilon > 0$, there exist $x_1, x_2 \in X$ with $\|x_i - x\| < \varepsilon$, $|f_i(x_i) - f_i(x)| < \varepsilon$ $(i = 1, 2)$ such that

$$x^* \in \partial^F f_1(x_1) + \partial^F f_2(x_2) + \varepsilon B^*.$$

Recall that a Banach space is Asplund if every continuous convex function on an open convex set is Fréchet differentiable on a dense subset [45], or equivalently, if the dual of each separable subspace is separable. We refer the reader to [37,45] for discussions about and characterizations of Asplund spaces. All reflexive, particularly, all finite dimensional Banach spaces are Asplund.

The following quantities are often used for characterizing error bounds in normed spaces:

$$|\partial^F f|(x) := d(0, \partial^F f(x)) \quad \text{and} \quad |\partial^C f|(x) := d(0, \partial^C f(x)). \quad (9)$$

Following [17,40], we call them (respectively, Fréchet and Clarke) subdifferential slopes of $f$ at $x$. When $f$ is convex, we write simply $|\partial f|(x)$ (In [40] this quantity is called the least slope of $f$ at $x$).

The next lemma collects several relations between various slopes; cf. [3,4,8,17,18,27,33,46,47], which justify their usage in sufficient and necessary conditions for error bounds and determine the hierarchy of such conditions.

**Lemma 2.2:** Let $X$ be a metric space, $f : X \to \mathbb{R}_\infty$, and $x \in \text{dom } f$.

(i) If $f(x) > 0$, then $|\nabla f|(x) \leq |\nabla f|^\circ(x)$.

Suppose $X$ is a normed space.

(ii) $|\nabla f|(x) \leq |\partial^F f|(x)$.

(iii) If $f$ is convex, then $|\nabla f|(x) = |\partial f|(x)$. Moreover, if $f(x) > 0$, then $|\nabla f|(x) = |\nabla f|^\circ(x)$.

(iv) If $X$ is a Banach space and $f$ is lower semicontinuous, then $|\nabla f|(x) \geq |\partial^C f|(x)$.

(v) If $X$ is an Asplund space and $f$ is lower semicontinuous, then

$$|\nabla f|(x) \geq \liminf_{u \to x, f(u) \to f(x)} |\partial^F f|(u).$$

**Remark 2:** Assertions (i)–(iii) in Lemma 2.2 are straightforward. The more involved assertions (iv) and (v) are consequences of the sum rules in Lemma 2.1 for the respective subdifferentials. Observe that the fuzzy sum rule for Fréchet subdifferentials in Lemma 2.1(iii) naturally translates into the ‘fuzzy’ (due to the $\liminf$ operation) inequality in (v). The latter estimate was first established (in a slightly more general setting of ‘abstract’ subdifferentials) in [3, Proposition 4.1] (see also [33, Proposition 3.1]). We have failed to find assertion (iv) explicitly formulated in the literature. However, its proof only requires replacing
the fuzzy sum rule in part (iii) of Lemma 2.1 with the ‘exact’ one in part (ii); cf. the reasoning provided in [27, Remark 6.1] to justify a similar fact involving the limiting subdifferentials.

Clarke subdifferentials in Lemma 2.2(iv) and all the other statements in this paper can be replaced with Ioffe’s approximate G-subdifferentials [8] as they possess a sum rule similar to the one in Lemma 2.1(ii); see [8, Theorem 4.69]. Moreover, it is clear that instead of Clarke subdifferentials in general Banach spaces and Fréchet subdifferentials in Asplund spaces as in parts (iv) and (v) of Lemma 2.2, one can consider more general subdifferential pairs [13] (subdifferentials ‘trusted’ on a given space [8]) with subdifferentials possessing a sum rule either in the exact or fuzzy form, respectively. We use Clarke and Fréchet subdifferentials in this paper to keep the presentation simple.

We recall chain rules for slopes, and Clarke and Fréchet subdifferentials; cf. e.g. [6,7,26,41,48,49].

Lemma 2.3: Let $X$ be a metric space, $f : X \to \mathbb{R}_\infty$, $\varphi : \mathbb{R} \to \mathbb{R}_\infty$, $x \in \text{dom } f$ and $f(x) \in \text{dom } \varphi$. Suppose that $\varphi$ is nondecreasing on $\mathbb{R}$ and differentiable at $f(x)$ with $\varphi'(f(x)) > 0$.

(i) $|\nabla (\varphi \circ f)|(x) = \varphi'(f(x))|\nabla f|(x)$.

(ii) Let $f(x) > 0$, $\varphi(t) \leq 0$ if $t \leq 0$, $\varphi(t) > 0$ if $t > 0$, and $\varphi$ is differentiable and concave (convex) on $]0,f(x)[$. Then $|\nabla (\varphi \circ f)|^\circ(x) \geq \varphi'(f(x))|\nabla f|^\circ(x)$ ($|\nabla (\varphi \circ f)|^\circ(x) \leq \varphi'(f(x))|\nabla f|^\circ(x)$).

Suppose $X$ is a normed space.

(iii) $\partial^F (\varphi \circ f)(x) = \varphi'(f(x))\partial^F f(x)$.

(iv) If $\varphi$ is strictly differentiable at $f(x)$, then $\partial^C (\varphi \circ f)(x) = \varphi'(f(x))\partial^C f(x)$.

Proof: Only assertion (ii) seems new. If $f$ attains its minimum on $X$ at $x$, then, thanks to the monotonicity of $\varphi$, we have $|\nabla (\varphi \circ f)|^\circ(x) = |\nabla f|^\circ(x) = 0$. Thanks to the assumptions on $\varphi$, we have $(\varphi \circ f)_+ = \varphi(f_+(u))$ and, by the mean value theorem,

$$\frac{\varphi(f(x)) - \varphi(f_+(u))}{d(u,x)} = \varphi'(\theta)\frac{f(x) - f_+(u)}{d(u,x)}$$

for some $\theta \in ]f_+(u),f(x)[$. The claimed inequalities follow from the respective concavity/convexity assumptions on $\varphi$. For assertion (iii), we refer the reader to [48, Proposition 2.1].

Note that $|\nabla f|^\circ$, $|\nabla f|$, $|\partial^C f|$ and $|\partial^F f|$ are certain extended-real-valued functions (operators) on $X$. When formulating sufficient error bound conditions, we are going to use special collections of slope operators. This purely notational trick allows us to combine several assertions into a single one. The first collection is defined recursively as follows:
(i) \(|\mathcal{D}f| := \{|\nabla f|, |\nabla f|\};\)
(ii) if \(X\) is Banach, then \(|\mathcal{D}f| := |\mathcal{D}f| \cup \{|\partial^C f|\};\)
(iii) if \(X\) is Asplund, then \(|\mathcal{D}f| := |\mathcal{D}f| \cup \{|\partial^F f|\}.

The other two (truncated) collections are variations of \(|\mathcal{D}f|):\)
(iv) \(|\mathcal{D}f|^{\circ} := |\mathcal{D}f| \setminus \{|\nabla f|\};\)
(v) \(|\mathcal{D}f|^\dagger := |\mathcal{D}f| \setminus \{|\partial^F f|\}.

Thus, if \(X\) is an Asplund space, then \(|\mathcal{D}f| = \{|\nabla f|, |\nabla f|, |\partial^C f|, |\partial^F f|\},\) and if \(X\) is a Banach space and \(f\) is convex, then \(|\mathcal{D}f| = |\mathcal{D}f|^\dagger = \{|\nabla f|, |\nabla f|, |\partial f|\}.\)

The 'full' set \(|\mathcal{D}f|\) is going to play the main role in the sufficient error bounds conditions below. In some conditions, we also use the 'truncated' sets \(|\mathcal{D}f|^{\circ}\) and \(|\mathcal{D}f|^\dagger,\) excluding the operators \(|\nabla f|\) and \(|\partial f|,\) respectively. We are going to use a generic notation \(|\tilde{\nabla} f|\) to denote an arbitrary slope operator from a specified collection.

3. Conventional linear error bound conditions

The next preliminary statement treats the case when \(x\) in the definition (1) of linear error bounds is fixed. It contains all the main ingredients used in the general statement (Theorem 3.2), the latter being an easy consequence of the first. The nonlinear error bound statements in the subsequent sections are also direct or indirect consequences of the next proposition.

Proposition 3.1: Suppose \(X\) is a metric space, \(f : X \rightarrow \mathbb{R}_\infty, x \in [f > 0],\) and \(\tau > 0.\)

(i) Let \(X\) be complete, \(f\) be lower semicontinuous, \(|\tilde{\nabla} f| \in |\mathcal{D}f|^\dagger,\) and \(\alpha \in ]0,1[.\)

The error bound inequality (1) holds at \(x\), provided that one of the following conditions is satisfied:
(a) \(\alpha |\tilde{\nabla} f|(u) \geq \tau\) for all \(u \in X\) satisfying

\[
\begin{align*}
f(u) & \leq f(x), \\
d(u, x) & < \alpha d(x, [f \leq 0]), \\
\alpha f(u) & < \tau d(u, [f \leq 0]), \\
f(u) & < \tau d(x, [f \leq 0]);
\end{align*}
\]

(b) \(X\) is Asplund and there exists a \(\mu > f(x)\) such that \(\alpha |\partial^F f|(u) \geq \tau\) for all \(u \in X\) satisfying \(f(u) < \mu,\) and conditions (11)–(13).

(ii) If the error bound inequality (1) holds, then \(|\nabla f|^{\circ}(x) \geq \tau.\)

(iii) Let \(X\) be a normed space, and \(f\) be convex. If the error bound inequality (1) holds, then \(|\partial f|(x) \geq \tau.\)
All but one arguments in the short proof below have been used many times in numerous proofs of this type of assertions.

**Proof:**

(i) Suppose that the error bound inequality (1) does not hold at $x$, i.e.

$$f(x) < \tau d(x, [f \leq 0]). \quad (14)$$

Choose a $\tau' \in ]0, \tau[$ such that $f(x) < \tau' d(x, [f \leq 0])$. By the Ekeland variational principle applied to the lower semicontinuous function $f_+ := \max\{f, 0\}$, there exists a point $u \in X$ satisfying (10) and (11), and such that

$$f_+(u) \leq f_+(u') + \alpha^{-1} \tau' d(u', u) \quad \text{for all } u' \in X. \quad (15)$$

We show that $u$ satisfies also (12) and (13), while $\alpha |\nabla f|\Diamond(u) < \tau$. By (11), $u \notin [f \leq 0]$. Hence, $f_+(u) = f(u)$, and it follows from (15) that $\alpha |\nabla f|\Diamond(u) \leq \tau' < \tau$, and $\alpha f(u) \leq \tau' d(u', u)$ for all $u' \in [f \leq 0]$. The last inequality yields (12), while (14) and (10) imply (13). This proves the sufficiency of condition (a) with $|\tilde{\nabla} f| = |\nabla f|\Diamond$. The sufficiency of this condition with $|\tilde{\nabla} f| \in |\partial C f|\Diamond$ and the implication (b) $\Rightarrow$ (a) (with $|\tilde{\nabla} f| = |\nabla f|\Diamond$) are consequences of Lemma 2.2(i), (iv) and (v).

(ii) is an immediate consequence of the definition of the nonlocal slope in (6).

(iii) follows from (ii) thanks to Lemma 2.2(iii).

□

**Remark 3:**

(i) In view of the definition of $|\partial f|\uparrow$, condition (a) in Proposition 3.1(i) combines three separate primal and dual sufficient error bound conditions:

(a1) $\alpha |\nabla f|\Diamond(u) \geq \tau$ for all $u \in X$ satisfying conditions (10)–(13);

(a2) $\alpha |\nabla f|(u) \geq \tau$ for all $u \in X$ satisfying conditions (10)–(13);

(a3) $X$ is Banach and $\alpha |\partial C f|(u) \geq \tau$ for all $u \in X$ satisfying conditions (10)–(13).

Moreover, thanks to parts (i), (iv) and (v) of Lemma 2.2, we have (a3) $\Rightarrow$ (a2) $\Rightarrow$ (a1) and (b) $\Rightarrow$ (a2). Thus, condition (a) in Proposition 3.1(i) can be replaced equivalently with the simpler condition (a1), the weakest of the three sufficient conditions above. Conditions (a1), (a2), (a3) and (b) represent four types of sufficient error bound conditions frequently appearing in the literature, with each of them having its own area of applicability. Such conditions are often proved independently as separate assertions. Proposition 3.1(i) seems to be the first attempt to combine them in a single statement.
With obvious minor adjustments, this observation applies to all assertions in this paper containing multi-component collections of slope operators $|\mathcal{D}f|$, $|\mathcal{D}f|^{\dagger}$ or $|\mathcal{D}f|$.

(ii) The core of Proposition 3.1(i) is made of the sufficiency of condition (a1), which is a consequence of the Ekeland variational principle, and implications (a3) $\Rightarrow$ (a2) and (b) $\Rightarrow$ (a2), which follow from the sum rules for respective subdifferentials.

(iii) The parameter $\alpha$ in Proposition 3.1(i) arises naturally from the application of the Ekeland variational principle. In most cases this type of assertions are formulated with $\alpha = 1$. Taking a smaller $\alpha$, strengthens the slope inequalities in the sufficient conditions at the expense of reducing the set of points satisfying inequality (11). This ‘trade-off’ parameter has been used in several publications [6,9,31,50].

(iv) Restrictions (10)–(13) on the choice of $u \in X$ and inequality $f(u) < \mu$ in condition (b) in Proposition 3.1(i) also arise naturally from the application of the Ekeland variational principle. Weakening or dropping any/all of these restrictions produces new (stronger!) sufficient conditions widely used in the literature. This can be particularly relevant in the case of restrictions (11)–(13) involving distances to the unknown set $\{f \leq 0\}$. Note that, if restriction (11) is dropped, it makes sense checking the resulting sufficient condition with $\alpha = 1$. If a point $\bar{x} \in \{f \leq 0\}$ is known, restrictions (11), (12) or (13) can be replaced, respectively, with the weaker inequalities:

$$d(u, x) < \alpha d(x, \bar{x}), \quad \alpha f(u) < \tau d(u, \bar{x}) \quad \text{or} \quad f(u) < \tau d(x, \bar{x}).$$

(v) This seems to be the first time that inequality (13) appears explicitly as a part of sufficient linear error bound conditions. It is a bit surprising since its nonlinear analogues have been exploited in the literature; see, e.g. [31]. We demonstrate in the next theorem that this inequality can be meaningful in the linear setting too, thus, paving the way to the subsequent nonlinear extensions.

(vi) Since $\partial^f f(x) \subset \partial^c f(x)$, the subdifferential slope inequality in condition (a3) obviously implies the one in condition (b). However, the implication (a3) $\Rightarrow$ (b) is not true in general because the restriction $f(u) < \mu$ in (b) is weaker than the corresponding inequality (10) in (a). The number $\mu > f(x)$ in condition (b) can be chosen arbitrarily close to $f(x)$, but cannot be replaced with $f(x)$ because of the ‘fuzzy’ inequality in Lemma 2.2(v), which, in turn, is a consequence of the fuzzy sum rule for Fréchet subdifferentials in Lemma 2.1(iii). This explains why the Asplund space case is treated separately in Proposition 3.1(i).

The general error bound statement in the next theorem is a straightforward consequence of Proposition 3.1. In accordance with the convention made in the
Introduction after Definition 1.1, we talk here about the function $f$ admitting a $\tau$-error bound at $\bar{x}$ with $\delta$ (or $\delta'$) and $\mu$.

**Theorem 3.2:** Suppose $X$ is a metric space, $f : X \rightarrow \mathbb{R}_\infty$, $\bar{x} \in X$, $\tau > 0$, $\delta \in [0, +\infty]$ and $\mu \in ]0, +\infty]$.

(i) Let $X$ be complete, $f$ be lower semicontinuous, $|\tilde{\nabla}f| \in |\nabla f|$, $\alpha \in ]0, 1]$, and either $\bar{x} \in [f \leq 0]$ or $\delta = +\infty$. The function $f$ admits a $\tau$-error bound at $\bar{x}$ with $\delta' := \delta/(1 + \alpha)$ and $\mu$, provided that $\alpha |\tilde{\nabla}f|(u) \geq \tau$ for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$ satisfying

$$\max\{\alpha, 1 - \alpha\}f(u) < \tau d(u, [f \leq 0]).$$

(ii) If $f$ admits a $\tau$-error bound at $\bar{x}$ with $\delta$ and $\mu$, then $\nabla f^\circ(u) \geq \tau$ for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$.

(iii) Let $X$ be a normed space, and $f$ be convex. If $f$ admits a $\tau$-error bound at $\bar{x}$ with $\delta$ and $\mu$, then $|\partial f|(u) \geq \tau$ for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$.

**Proof:** To prove assertion (i), it suffices to check that, if $x \in B_{\delta'}(\bar{x}) \cap [0 < f < \mu]$ and $u \in X$ satisfies conditions (11)–(13) and $f(u) < \mu$ (in particular if it satisfies (10)), then $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$, and it satisfies conditions (16). Indeed, we have $u \in [f < \mu]$. In view of (11), $u \in [f > 0]$ and $d(u, x) < \alpha d(x, \bar{x})$. The last inequality together with $x \in B_{\delta'}(\bar{x})$ yield $u \in B_\delta(\bar{x})$. Condition (11) obviously implies $d(u, [f \leq 0]) > (1 - \alpha)d(x, [f \leq 0])$, and it follows from (13) that $(1 - \alpha)f(u) < \tau d(u, [f \leq 0])$. Together with (12), this gives (16). Assertions (ii) and (iii) follow immediately from the corresponding assertions in Proposition 3.1.

**Remark 4:**

(i) In view of the definition of $|\nabla f|$, Theorem 3.2(i) combines four separate primal and dual sufficient error bound conditions corresponding to $|\tilde{\nabla}f|$ equal to $|\nabla f|^\circ$, $|\nabla f|$, $|\partial^C f|$ or $|\partial^F f|$ (in appropriate spaces).

(ii) The parameter $\alpha$ in Theorem 3.2(i) determines a trade-off between the main inequality $\alpha |\tilde{\nabla}f|(u) \geq \tau$ (and also inequality (16)) and the radius $\delta'$ of the neighbourhood of $\bar{x}$ in which the error bound estimate holds; cf. Remark 3(iii). In the conventional case $\alpha = 1$, we have $\delta' = \delta/2$ as it has been observed in numerous publications.

(iii) Weakening or dropping any of the restrictions on $u$ produces new (stronger!) sufficient conditions; cf. Remark 3(iv). This can be particularly relevant in the case of inequality (16) involving the distance to the unknown set $[f \leq 0]$. If $\bar{x} \in [f \leq 0]$, it is common to replace this distance with $d(x, \bar{x})$. 
Sufficient error bound conditions of the type in Theorem 3.2(i) with the weaker inequality \( \alpha f(u) < \tau d(u, [f \leq 0]) \) in place of (16) can be found in the literature (cf. e.g. [9, Theorem 3.4]). The fact that this inequality can be strengthened by replacing \( \alpha \) with \( \max\{\alpha, 1 - \alpha\} \) seems to be observed for the first time here. It is a consequence of condition (13) in Proposition 3.1.

Under the conditions of part (iii) of Theorem 3.2, one can easily show that, if for all \( x \in B_\delta(\bar{x}) \cap [0 < f < \mu] \) condition (1) holds as equality, then \( |\partial f|(x) = \tau \) for all \( x \in B_\delta(\bar{x}) \cap [0 < f < \mu] \). The local \( \tau \)-error bound conditions are collected in the next three corollaries.

**Corollary 3.3:** Suppose \( X \) is a complete metric space, \( f : X \to \mathbb{R}_\infty \) is lower semi-continuous, \( |\nabla f| \in |Df| \), and \( \tau > 0 \). The function \( f \) admits a local \( \tau \)-error bound at \( \bar{x} \in [f \leq 0] \), provided that \( |\nabla f|(x) \geq \tau \) for all \( x \in [f > 0] \) near \( \bar{x} \) with \( f(x) \) near 0. Moreover, if \( |\nabla f| = |\nabla f|^{\circ} \), then the above condition is also necessary.

**Corollary 3.4:** Suppose \( X \) is a Banach space, \( f : X \to \mathbb{R}_\infty \) is convex lower semi-continuous, \( |\nabla f| \in |Df| \) and \( \tau > 0 \). The function \( f \) admits a local \( \tau \)-error bound at \( \bar{x} \in [f \leq 0] \) if and only if \( |\nabla f|(x) \geq \tau \) for all \( x \in [f > 0] \) near \( \bar{x} \).

**Corollary 3.5:** Suppose \( X \) is a complete metric space, \( f : X \to \mathbb{R}_\infty \) is lower semi-continuous, and \( \bar{x} \in [f \leq 0] \). Then

\[
\text{Er}_f(\bar{x}) = \liminf_{x \to \bar{x}, f(x) \downarrow 0} |\nabla f|^{\circ}(x) \geq \liminf_{x \to \bar{x}, f(x) \downarrow 0} |\nabla f|(x).
\]

If \( X \) is Banach (Asplund), then \( |\nabla f| \) in the above inequality can be replaced with \( |\partial f| \) \((|\partial f|)\). If \( X \) is Banach and \( f \) is convex, then

\[
\text{Er}_f(\bar{x}) = \liminf_{x \to \bar{x}, f(x) > 0} |\partial f|(x).
\]

**Remark 5:** The limits

\[
\liminf_{x \to \bar{x}, f(x) \downarrow 0} |\nabla f|^{\circ}(x), \quad \liminf_{x \to \bar{x}, f(x) \downarrow 0} |\nabla f|(x) \quad \text{and} \quad \liminf_{x \to \bar{x}, f(x) \downarrow 0} |\partial f|(x)
\]

are referred to in [4,17,18] as, respectively, the strict outer, uniform strict outer and strict outer subdifferential slopes of \( f \) at \( \bar{x} \); cf. limiting slopes [8,33].

The error bound inequalities (1), (3) and (4) correspond to the sublevel set \([f \leq 0]\). Definitions 1.1 and 1.2 and the corresponding error bound conditions can be easily extended to the case of an arbitrary sublevel set \([f \leq c]\) where \( c \in \mathbb{R} \). It suffices to replace \( f \) in the definitions and statements with \( f - c \) (with the corresponding small adjustment in the definition of the nonlocal slope).
The nonlocal slope $|\nabla f|^{\alpha}(x)$ in Proposition 3.1(ii) cannot in general be replaced with the local one unless $f$ is convex. As observed in [3, proof of Proposition 2.1], this can be done if instead of the fixed error bound inequality (1) one considers a family of perturbed ones.

**Proposition 3.6:** Suppose $X$ is a metric space, $f : X \to \mathbb{R}_{\infty}$, $x \in [f > 0]$, and $\tau > 0$. If

$$\tau d(x, [f \leq c]) \leq f(x) - c$$  \hspace{1cm} (18)

for all sufficiently large $c < f(x)$, then $|\nabla f|(x) \geq \tau$.

Theorem 3.2 and Proposition 3.6 yield the following statement for ‘perturbed’ error bounds extending [3, Theorem 2.1], [24, Theorem 2.3] and [7, Theorem 3.2].

**Proposition 3.7:** Suppose $X$ is a metric space, $f : X \to \mathbb{R}_{\infty}$, $\bar{x} \in X$, $\tau > 0$, $\delta \in [0, +\infty]$ and $\mu \in [0, +\infty]$.

(i) Let $X$ be complete, $f$ be lower semicontinuous, $|\tilde{\nabla} f| \in |\Omega f|^{\alpha}$, $\alpha \in [0, 1]$, and either $\bar{x} \in [f \leq 0]$ or $\delta = +\infty$. The perturbed error bound inequality (18) holds for all $c \in [0, \mu]$ and $x \in B_{\delta/(1+\alpha)}(\bar{x}) \cap [c < f < \mu]$ provided that $\alpha|\tilde{\nabla} f|(x) \geq \tau$ for all $x \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$.

(ii) If the perturbed error bound inequality (18) holds for all $c \in [0, \mu]$ and $x \in B_{\delta}(\bar{x}) \cap [c < f < \mu]$, then $|\nabla f|(x) \geq \tau$ for all $x \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$.

**Remark 6:**

(i) Proposition 3.7 provides necessary and sufficient conditions for the following perturbed $\tau$-error bound property of $f$ at $\bar{x} \in X$ with some $\delta \in [0, +\infty]$ and $\mu \in [0, +\infty]$ such that either $\bar{x} \in [f \leq 0]$ or $\delta = +\infty$: inequality (18) holds for all $c \in [0, \mu]$ and $x \in B_{\delta}(\bar{x}) \cap [c < f < \mu]$.

(ii) Thanks to Corollary 3.3 and Proposition 3.7, conditions (a) $|\nabla f|^{\alpha}(x) \geq \tau$ for all $x \in [f > 0]$ near $\bar{x}$ with $f(x)$ near 0, and (b) $|\nabla f|(x) \geq \tau$ for all $x \in [f > 0]$ near $\bar{x}$ with $f(x)$ near 0 provide full characterizations of, respectively, the $\tau$-error bound and the perturbed $\tau$-error bound properties of $f$ at $\bar{x} \in [f \leq 0]$. In view of Lemma 2.2(iii), in the convex case the perturbed $\tau$-error bounds are equivalent to the conventional ones.

(iii) The perturbed $\tau$-error bound property of $f$ at $\bar{x} \in [f \leq 0]$ is actually the $\tau$-metric regularity of the (truncated) epigraphical set-valued mapping $x \mapsto \text{epi} f(x) := \{c \in [0, +\infty[ \mid f(x) \leq c\}$ at $(\bar{x}, 0)$; cf. [7, Remark 3.2].
4. Nonlinear error bound conditions

In view of Remark 1(ii), one can easily deduce from Theorem 3.2 and Proposition 3.1 sufficient and necessary conditions for nonlinear error bounds. The sufficient conditions become meaningful when \( \varphi \in C^1 \) as in this case one can employ the chain rules in Lemma 2.3.

**Theorem 4.1:** Suppose \( X \) is a metric space, \( f : X \rightarrow \mathbb{R}_\infty \), \( \bar{x} \in X \), \( \varphi \in C^1 \), \( \delta \in [0, +\infty] \) and \( \mu \in [0, +\infty] \).

(i) Let \( X \) be complete, \( f \) be lower semicontinuous, \( \alpha \in ]0, 1] \), and either \( \bar{x} \in [f \leq 0] \) or \( \delta = +\infty \). The function \( f \) admits a \( \varphi \)-error bound at \( \bar{x} \) with \( \delta' := \delta/(1 + \alpha) \) and \( \mu \), provided that one of the following conditions is satisfied:

- (a) \( \alpha |\nabla (\varphi \circ f)|^\circ (u) \geq 1 \) for all \( u \in B_\delta(\bar{x}) \cap [0 < f < \mu] \) satisfying
  \[
  \max\{\alpha, 1 - \alpha\} \varphi(f(u)) < d(u, [f \leq 0]); \tag{19}
  \]

- (b) \( |\tilde{\nabla} f| \in |\mathcal{D} f|^\circ \), and \( \alpha \varphi'(f(u))|\tilde{\nabla} f|(u) \geq 1 \) for all \( u \in B_\delta(\bar{x}) \cap [0 < f < \mu] \) satisfying condition (19).

If \( \varphi \) is concave, then \( |\mathcal{D} f|^\circ \) in (b) can be replaced with \( |\mathcal{D} f| \).

(ii) If \( f \) admits a \( \varphi \)-error bound at \( \bar{x} \) with \( \delta \) and \( \mu \), then \( |\nabla (\varphi \circ f)|^\circ (u) \geq 1 \) for all \( u \in B_\delta(\bar{x}) \cap [0 < f < \mu] \).

(iii) Let \( X \) be a normed space, and \( f \) be convex. If \( f \) admits a \( \varphi \)-error bound at \( \bar{x} \) with \( \delta \) and \( \mu \), then \( (\varphi(f(u))/f(u)) |\partial f|(u) \geq 1 \) for all \( u \in B_\delta(\bar{x}) \cap [0 < f < \mu] \).

If, moreover, \( \varphi \) is convex, then \( \varphi'(f(u))|\partial f|(u) \geq 1 \) for all \( u \in B_\delta(\bar{x}) \cap [0 < f < \mu] \).

**Proof:** Assertions (i) and (ii) are direct consequences of the corresponding assertions in Theorem 3.2, applied to the composition function \( \varphi \circ f \) with \( \tau = 1 \), and Lemma 2.3. To prove the first part of assertion (iii), it suffices to notice that inequality (1) reduces to inequality (3) by setting \( \tau := f(x)/\varphi(f(x)) \) and apply Proposition 3.1(iii). By the mean value theorem, \( \tau^{-1} = \varphi'(\theta) \) for some \( \theta \in [0,f(x)] \). If \( \varphi \) is convex, then \( \tau^{-1} \leq \varphi'(f(x)) \), which proves the second part. 

**Remark 7:**

(i) In view of the definition of \( |\mathcal{D} f|^\circ \) (or \( |\mathcal{D} f| \)), condition (b) in Theorem 4.1(i) combines three (or four) separate primal and dual sufficient error bound conditions corresponding to \( |\tilde{\nabla} f| \) equal to \( |\nabla f|^\circ, |\nabla f|, |\partial^C f| \) or \( |\partial^F f| \) (in appropriate spaces).

(ii) With \( |\tilde{\nabla} f| = |\partial^C f| \) or \( |\tilde{\nabla} f| = |\partial^F f| \), inequality \( \alpha \varphi'(f(u))|\tilde{\nabla} f|(u) \geq 1 \) in (b) can be interpreted as the Kurdyka–Łojasiewicz property (as defined, e.g. in [51,52]).
(iii) As in the linear case, parameter \( \alpha \) in Theorem 4.1(i) determines a trade-off between the main inequalities \( \alpha |\nabla (\varphi \circ f)|^\circ (u) \geq 1 \) in (a) and \( \alpha \varphi'(f(u))|\tilde{\nabla} f|(u) \geq 1 \) in (b) and the radius \( \delta' \) of the neighbourhood of \( \tilde{x} \) in which the error bound estimate holds. In the conventional case \( \alpha = 1 \), we have \( \delta' = \delta/2 \).

(iv) Weakening or dropping any of the restrictions on \( u \) produces new (stronger!) sufficient conditions. This can be particularly relevant in the case of inequality (19) involving the distance to the unknown set \([f \leq 0] \). If \( \tilde{x} \in [f \leq 0] \), it is common to replace this distance with \( d(u, \tilde{x}) \).

(v) If the function \( t \mapsto \frac{\psi(t)}{t} \) is nondecreasing on \([0, +\infty[ \) (particularly, if \( \varphi \) is convex) then the assumption of differentiability of \( \varphi \) in Theorem 4.1 can be dropped. As one can observe from the above proof, it suffices to replace \( \varphi'(f(u)) \) in condition (b) with \( \varphi(f(u))/f(u) \).

(vi) Under the conditions of part (iii) of Theorem 4.1, one can easily show that, if for all \( u \in B_\delta(\tilde{x}) \cap [0 < f < \mu] \) condition (3) holds as equality, then \( \varphi'(f(u))|\tilde{\partial} f|(u) = 1 \) for all \( u \in B_\delta(\tilde{x}) \cap [0 < f < \mu] \); cf. Remark 4(v).

(vii) Employing Proposition 3.7, one can expand Theorem 4.1 to cover a perturbed \( \varphi \)-error bound property of \( f \) at \( \tilde{x} \in [f \leq 0] \) as in [7, Theorems 4.1 and 4.2]; cf. Remark 6.

(viii) With \( \delta = +\infty, \mu = +\infty, \alpha = 1 \) and \( \varphi(t) := \tau^{-1}t^q \) for some \( \tau > 0 \) and \( q > 0 \) and all \( t > 0 \) (Hölder case), Theorem 4.1(i) with \( |\tilde{\nabla} f| = |\nabla f| \) in condition (b) recaptures [25, Corollary 2.5], while with \( |\tilde{\nabla} f| = |\tilde{\partial} f| \) it recaptures [26, Corollary 2(i)].

(ix) With \( \tilde{x} \in \text{bd} [f \leq 0], \delta < +\infty, \mu = +\infty, \alpha = 1 \), and \( \varphi(t) := \tau^{-1}t^q \) for some \( \tau > 0 \) and \( q > 0 \) and all \( t > 0 \) (Hölder case), Theorem 4.1(i) with \( |\tilde{\nabla} f| = |\tilde{\partial} f| \) in condition (b) recaptures [26, Corollary 2(ii)].

(x) With \( \tilde{x} \in [f \leq 0], \mu = +\infty, \) and \( \varphi(t) := (\alpha \tau)^{-1}t^q \) for some \( \tau > 0 \) and \( q > 0 \) and all \( t > 0 \) (Hölder case), part (i) of Theorem 4.1 with \( |\tilde{\nabla} f| = |\tilde{\partial} C f| \) and \( |\tilde{\nabla} f| = |\tilde{\partial} f| \) in condition (b) improves [9, Theorem 3.7], while part (iii) partially recaptures and extends [9, Lemma 3.33].

The local \( \varphi \)-error bound sufficient conditions are collected in the next three corollaries.

**Corollary 4.2**: Suppose \( X \) is a complete metric space, \( f : X \to \mathbb{R}_\infty \) is lower semi-continuous, and \( \varphi \in C^1 \). The function \( f \) admits a local \( \varphi \)-error bound at \( \tilde{x} \in [f \leq 0] \), provided that one of the following conditions is satisfied:

(i) \( |\nabla (\varphi \circ f)|^\circ (x) \geq 1 \) for all \( x \in [f > 0] \) near \( \tilde{x} \) with \( f(x) \) near 0;

(ii) \( |\tilde{\nabla} f| \in [\mathcal{D} f]^\circ \) and \( \varphi'(f(x))|\tilde{\nabla} f|(x) \geq 1 \) for all \( x \in [f > 0] \) near \( \tilde{x} \) with \( f(x) \) near 0.
Condition (i) is also necessary. If \( \varphi \) is concave, then \( |\nabla f|^{\varphi} \) in (ii) can be replaced with \( |\nabla f| \).

**Corollary 4.3:** Suppose \( X \) is a Banach space, \( f : X \to \mathbb{R}_{\infty} \) is convex lower semi-continuous, \( \bar{x} \in [f \leq 0] \), and \( \varphi \in \mathcal{C}^1 \). Consider the following conditions:

(i) \( f \) admits a local \( \varphi \)-error bound at \( \bar{x} \);
(ii) \( |\nabla (\varphi \circ f)|^{\varphi}(x) \geq 1 \) for all \( x \in [f > 0] \) near \( \bar{x} \) with \( f(x) \) near 0;
(iii) \( \varphi'(f(x)) |\partial f(x)| \geq 1 \) for all \( x \in [f > 0] \) near \( \bar{x} \) with \( f(x) \) near 0;
(iv) \( (\varphi(f(x))/f(x)) |\partial f(x)| \geq 1 \) for all \( x \in [f > 0] \) near \( \bar{x} \) with \( f(x) \) near 0.

Then (iii) \( \Rightarrow \) (ii) \( \Rightarrow \) (i) \( \Rightarrow \) (iv). Moreover, if \( \varphi \) is convex, then all the conditions are equivalent.

**Corollary 4.4:** Suppose \( X \) is a complete metric space, \( f : X \to \mathbb{R}_{\infty} \) is lower semi-continuous, \( \varphi \in \mathcal{C}^1 \), \( \bar{x} \in [f \leq 0] \), and \( \text{Er}_{\varphi} f(\bar{x}) \) be defined by (5).

(i) The following estimate holds true:

\[
\text{Er}_{\varphi} f(\bar{x}) = \liminf_{x \to \bar{x}, f(x) \downarrow 0} |\nabla (\varphi \circ f)|^{\varphi}(x) \geq \liminf_{x \to \bar{x}, f(x) \downarrow 0} \varphi'(f(x)) |\nabla f|(x).
\]

If \( X \) is Banach (Asplund), then \( |\nabla f| \) in the above inequality can be replaced with \( |\partial^C f| (|\partial^F f|) \).

(ii) If \( X \) is Banach and \( f \) is convex, then

\[
\text{Er}_{\varphi} f(\bar{x}) \leq \liminf_{x \to \bar{x}, f(x) \downarrow 0} \frac{\varphi(f(x))}{f(x)} |\partial f|(x).
\]

Moreover, if \( \varphi \) satisfies

\[
\frac{\varphi(t)}{t} \leq \gamma \varphi'(t) \quad \text{for some} \quad \gamma \geq 1 \quad \text{and all} \quad t > 0, \tag{20}
\]

then \( |\partial_f|^{\varphi}(\bar{x}) \leq \text{Er}_{\varphi} f(\bar{x}) \leq \gamma |\partial f|^{\varphi}(\bar{x}) \), where

\[
|\partial_f|^{\varphi}(\bar{x}) := \liminf_{x \to \bar{x}, f(x) \downarrow 0} \varphi'(f(x)) |\partial f|(x); \tag{21}
\]

as a consequence, \( f \) admits a local \((\alpha \varphi)\)-error bound at \( \bar{x} \) with some \( \alpha \) satisfying

\[
|\partial_f|^{\varphi}(\bar{x}) \leq \alpha^{-1} \leq \gamma |\partial f|^{\varphi}(\bar{x}) \quad \text{if and only if} \quad |\partial f|^{\varphi}(\bar{x}) > 0.
\]

**Remark 8:**

(i) In Theorem 4.1(i)(a), Corollary 4.2(i) and Corollary 4.3(ii), it suffices to assume that \( \varphi \in \mathcal{C} \).
(ii) In the Hölder case, i.e. when $\varphi(t) := \tau^{-1}t^q$ for some $\tau > 0$ and $q > 0$ and all $t > 0$, we have $\varphi'(t) = q\tau^{-1}t^{q-1}$ and $q(t) = \tau^{-1}t^{q-1}$. Thus, the implication (iii) $\Rightarrow$ (iv) in Corollary 4.3 is trivially satisfied when $q \leq 1$, while the opposite implication holds when $q \geq 1$, i.e. $\varphi$ is convex. Moreover, if $q \leq 1$, then condition (20) is satisfied (as equality) with $\gamma = q^{-1}$.

When $\varphi(t) := t^q$ for some $q > 0$ and all $t > 0$, definition (21) reduces to $[9, (3.13)]$. In particular, if $q = 1$, it coincides with the strict outer subdifferential slope of $f$ at $\bar{x}$ given by the last expression in (17).

(iii) Condition (20) can be replaced by the following weaker condition:

$$\limsup_{t \downarrow 0} \frac{\varphi(t)}{t^\gamma} < +\infty.$$ 

It can be convenient to reformulate Theorem 4.1 using the function $\psi := \varphi^{-1} \in C^1$ instead of $\varphi$.

**Corollary 4.5:** Suppose $X$ is a metric space, $f : X \to \mathbb{R}_\infty$, $\bar{x} \in X$, $\psi \in C^1$, $\delta \in [0, +\infty]$ and $\mu \in ]0, +\infty]$.

(i) Let $X$ be complete, $f$ be lower semicontinuous, $\alpha \in ]0, 1]$, and either $\bar{x} \in [f \leq 0]$ or $\delta = +\infty$. The error bound inequality (4) holds for all $x \in B_{\delta/(1+\alpha)}(\bar{x}) \cap [0 < f < \mu]$, provided that one of the following conditions is satisfied:

(a) $\alpha |\nabla(\psi^{-1} \circ f)|^\circ(u) \geq 1$ for all $u \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$ satisfying

$$f(u) < \psi((\max[\alpha, 1-\alpha])^{-1}d(u, [f \leq 0]));$$

(b) $|\tilde{\nabla}f| \in |\nabla f|^\circ$ and $\alpha |\tilde{\nabla}f(u) \geq \psi'(\psi^{-1}(f(u)))$ for all $u \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$ satisfying condition (22).

If $\psi$ is convex, then $|\nabla f|^\circ$ in (b) can be replaced with $|\nabla f|$.

(ii) If the error bound inequality (4) holds for all $u \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$, then $|\nabla(\psi^{-1} \circ f)|^\circ(u) \geq 1$ for all $u \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$.

(iii) Let $X$ be a normed space, and $f$ be convex. If the error bound inequality (4) holds for all $u \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$, then $|\partial f|(u) \geq f(u)/\psi^{-1}(f(u))$ for all $u \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$. Moreover, if $\psi$ is concave, then $|\partial f|(u) \geq \psi'(\psi^{-1}(f(u)))$ for all $u \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$.

**Remark 9:** With $\bar{x} \in [f \leq 0]$, $\delta < +\infty$, $\mu = +\infty$ and $\alpha = 1$, Corollary 4.5(i) with condition (b) and $|\tilde{\nabla}f| = |\partial^F f|$ strengthens $[6, Theorem 3.2]$, while with $\delta = \mu = +\infty$ and $\alpha = 1$ it strengthens $[6, Theorem 3.3]$.

### 5. Alternative nonlinear error bound conditions

In this section, we discuss an alternative set of sufficient and necessary conditions for nonlinear error bounds which instead of values of the given function $f$ employ the distance to the solution set $[f \leq 0]$.
**Theorem 5.1:** Suppose $X$ is a metric space, $f : X \to \mathbb{R}_\infty$, $\bar{x} \in X$, $\varphi \in C^1$, $\delta \in [0, +\infty]$ and $\mu \in ]0, +\infty[$.

(i) Let $X$ be complete, $f$ be lower semicontinuous, $\varphi$ be concave, $\alpha \in ]0, 1]$, and either $\bar{x} \in [f \leq 0]$ or $\delta = +\infty$. Let $|\nabla f| \in |\mathcal{D}f|$. The function $f$ admits a $\varphi$-error bound at $\bar{x}$ with $\delta' := \delta/(1 + \alpha)$ and $\mu$, provided that

$$\alpha \varphi'(\varphi^{-1}((\max\{\alpha, 1 - \alpha\})^{-1}d(u, [f \leq 0])))|\nabla f|(u) \geq 1$$

for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$ satisfying condition (19).

(ii) Let $X$ be a normed space, and $f$ be convex. If $f$ admits a $\varphi$-error bound at $\bar{x}$ with $\delta$ and $\mu$, then $(d(u, [f \leq 0])/\varphi^{-1}(d(u, [f \leq 0])))|\partial f|(u) \geq 1$ for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$. If, moreover, $\varphi$ is convex, then $\varphi'(\varphi^{-1}(d(u, [f \leq 0])))|\partial f|(u) \geq 1$ for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$.

**Proof:**

(i) The assertion is a consequence of Theorem 4.1(i). It suffices to notice that $\varphi'$ is nonincreasing; hence $\varphi'(\varphi^{-1}((\max\{\alpha, 1 - \alpha\})^{-1}d(u, [f \leq 0]))) \leq \varphi'(f(u))$ for all $u \in X$ satisfying condition (19).

(ii) The first part follows from Proposition 3.1(iii) applied with $\tau := \varphi^{-1}(d(x, [f \leq 0])/d(x, [f \leq 0]))$. If $\varphi$ is convex, then $\varphi^{-1}$ is concave, and consequently, $\tau \geq (\varphi^{-1})'(d(x, [f \leq 0])) = 1/\varphi'(\varphi^{-1}(d(x, [f \leq 0])))$. This proves the second part.

**Remark 10:**

(i) In view of the definition of $|\mathcal{D}f|$, Theorem 5.1(i) combines four separate primal and dual sufficient error bound conditions corresponding to $|\nabla f|$ equal to $|\nabla f|^\circ$, $|\nabla f|$, $|\partial^C f|$ or $|\partial^F f|$ (in appropriate spaces).

(ii) Compared to Theorem 4.1(i), the statement of Theorem 5.1(i) contains an additional assumption that $\varphi$ is concave. This assumption is satisfied, e.g. in the Hölder setting, i.e. when $\varphi(t) := t^{1-q}$ for some $\tau > 0$ and $q \in ]0, 1]$, and all $t \geq 0$. In the linear case, i.e. when $q = 1$, the sufficient conditions in Theorems 4.1 and 5.1 are equivalent, and reduce to the corresponding ones in Theorem 3.2.

(iii) Under the assumption that $\varphi$ is concave and with $\alpha = 1$, the local sufficient conditions in Theorem 5.1(i) are in a sense weaker than the corresponding conventional ones in Theorem 4.1(i). Indeed, if $\alpha = 1$ and, given some $\delta \in [0, +\infty]$ and $\mu \in ]0, +\infty[,$ condition (b) in Theorem 4.1(i) is satisfied with some $|\nabla f| \in |\mathcal{D}f|^\circ$, then, by Theorem 4.1(i), $\varphi^{-1}(d(u, [f \leq 0])) \leq f(u)$ for all $u \in B_\delta(\bar{x})$, where $\delta' := \delta/2$. (As a consequence, inequality (19)
Suppose $X$ is a complete metric space, $f$ continuous, $\varphi$ continuous, $\bar{x}$.

Corollary 5.2: Suppose $X$ is a complete metric space, $f$ continuous, $\varphi$ continuous, $\bar{x}$.

Corollary 5.3: Suppose $X$ is a complete metric space, $f$ continuous, $\varphi$ continuous, $\bar{x}$.

Corollary 5.4: Suppose $X$ is a complete metric space, $f$ continuous, $\varphi$ continuous, $\bar{x}$.

(i) In view of the monotonicity of $\varphi^{-1}$ and $\varphi'$, one can replace $\max\{\alpha, 1 - \alpha\}$ in (19) and (23) in Theorem 5.1(i) with any positive $\beta \leq \max\{\alpha, 1 - \alpha\}$. In particular, one can take $\beta := \alpha$ or $\beta := 1 - \alpha$ (if $\alpha < 1$). The resulting sufficient conditions, though more common, are obviously stronger (hence, less efficient) than those in the current statement.

(v) With $\bar{x} \in [f \leq 0]$, $\mu = +\infty$, $\alpha < 1$, and $\varphi(t) := (\alpha^q(1 - \alpha)^{1-q}\tau^{-1})t^q$ for some $\tau > 0$ and $q > 0$ and all $t > 1$ (Hölder case), Theorem 5.1(i) with $|\bar{\nabla}f| = |\partial Ff|$ and $|\bar{\nabla}f| = |\partial C\bar{f}|$ improves and strengthens [9, Theorem 3.11].

The local $\varphi$-error bound sufficient conditions arising from Theorem 5.1(i) are collected in the next three corollaries.

**Corollary 5.2:** Suppose $X$ is a complete metric space, $f : X \rightarrow R_\infty$ is lower semi-continuous, $|\bar{\nabla}f| \in |Df|$, and $\varphi \in C^1$ is concave. The function $f$ admits a local $\varphi$-error bound at $\bar{x} \in [f \leq 0]$, provided that

$$\varphi'(\varphi^{-1}(d(x, [f \leq 0])))|\bar{\nabla}f|(x) \geq 1$$

for all $x \in [f > 0]$ near $\bar{x}$ with $f(x)$ near 0.

**Corollary 5.3:** Suppose $X$ is a Banach space, $f : X \rightarrow R_\infty$ is convex lower semi-continuous, $\bar{x} \in [f \leq 0]$, and $\varphi \in C^1$ is concave. Consider the following conditions:

(i) $f$ admits a local $\varphi$-error bound at $\bar{x}$;

(ii) $\varphi'(\varphi^{-1}(d(x, [f \leq 0])))|\partial f|(x) \geq 1$ for all $x \in [f > 0]$ near $\bar{x}$ with $f(x)$ near 0;

(iii) $(d(x, [f \leq 0])//\varphi^{-1}(d(x, [f \leq 0])))|\partial f|(x) \geq 1$ for all $x \in [f > 0]$ near $\bar{x}$ with $f(x)$ near 0.

Then (ii) $\Rightarrow$ (i) $\Rightarrow$ (iii). If $\varphi$ is linear, then all the conditions are equivalent.

**Corollary 5.4:** Suppose $X$ is a complete metric space, $f : X \rightarrow R_\infty$ is lower semi-continuous, $\varphi \in C^1$ is concave, and $\bar{x} \in [f \leq 0]$.

(i) The following estimate holds true:

$$\text{Er}_{\varphi} f(\bar{x}) \geq \liminf_{x \rightarrow \bar{x}, f(x) \downarrow 0} \varphi'(\varphi^{-1}(d(x, [f \leq 0])))|\nabla f|(x).$$

If $X$ is Banach (Asplund), then $|\nabla f|(x)$ can be replaced with $|\partial C\bar{f}|(x)$ ($|\partial Ff|(x)$).
(ii) If $X$ is Banach and $f$ is convex, then

$$\text{Er } \varphi f(\bar{x}) \leq \liminf_{x \to \bar{x}, f(x) \downarrow 0} \frac{d(x, [f \leq 0])}{\varphi^{-1}(d(x, [f \leq 0]))} |\partial f|(x).$$

Moreover, if $\varphi$ satisfies condition (20), then $|\partial f|^\varphi(\bar{x}) \leq \text{Er } \varphi f(\bar{x}) \leq \gamma |\partial f|^\varphi(\bar{x})$, where

$$|\partial f|^\varphi(\bar{x}) := \liminf_{x \to \bar{x}, f(x) \downarrow 0} \varphi^{-1}(d(x, [f \leq 0]))|\partial f|(x);$$

as a consequence, $f$ admits a local $(\alpha \varphi)$-error bound at $\bar{x}$ with some $\alpha$ satisfying $|\partial f|^\varphi(\bar{x}) \leq \alpha^{-1} \leq \gamma |\partial f|^\varphi(\bar{x})$ if and only if $|\partial f|^\varphi(\bar{x}) > 0$.

**Remark 11**: In view of Remark 10(iii), when $\varphi$ is concave, each of the sufficient conditions in Corollaries 5.2 and 5.3 is implied by the corresponding condition in Corollaries 4.2 and 4.3, respectively. Similarly, condition $|\partial f|^\varphi(\bar{x}) > 0$ implies $|\partial f|^\varphi(\bar{x}) > 0$.

In view of Remark 8(ii), the next statement is a consequence of Corollaries 4.4 and 5.4. It recaptures [9, Corollary 3.35].

**Corollary 5.5**: Suppose $X$ is a Banach space, $f : X \to \mathbb{R}_\infty$ is convex lower semi-continuous, $\bar{x} \in [f \leq 0]$, and $q \in [0, 1]$. The following assertions are equivalent:

(i) the function $f$ admits a local error bound of order $q$ at $\bar{x}$, i.e. there exist $\tau > 0$ and $\delta > 0$ such that

$$\tau d(x, [f \leq 0]) \leq (f(x))^q \quad \text{for all } x \in B_{\delta}(\bar{x}) \cap [f > 0],$$

(ii) $\liminf_{x \to \bar{x}, f(x) > 0} (f(x))^{q-1} |\partial f|(x) > 0$,

(iii) $\liminf_{x \to \bar{x}, f(x) > 0} (d(x, [f \leq 0]))^{1-\frac{1}{q}} |\partial f|(x) > 0$.

As mentioned in Remark 1(iv), it is not uncommon to consider nonlinear error bounds with inequality (4) where $\psi := \varphi^{-1} \in C$. Obviously $\varphi$ is concave if and only if $\psi$ is convex. Next, we reformulate Theorem 5.1 using the function $\psi$ instead of $\varphi$.

**Corollary 5.6**: Suppose $X$ is a metric space, $f : X \to \mathbb{R}_\infty$, $\bar{x} \in X$, $\psi \in C^1$, $\delta \in [0, +\infty]$ and $\mu \in [0, +\infty]$.

(i) Let $X$ be complete, $f$ be lower semicontinuous, $|\tilde{V} f| \in |\nabla f|$, $\psi$ be convex, $\alpha \in [0, 1]$, $\beta := \max\{\alpha, 1 - \alpha\}$, and either $\bar{x} \in [f \leq 0]$ or $\delta = +\infty$. The error bound inequality (4) holds for all $x \in B_{\delta/(1+\alpha)}(\bar{x}) \cap [0 < f < \mu]$, provided that

$$\alpha |\tilde{V} f|(u) \geq \psi'(\beta^{-1} d(u, [f \leq 0]))$$

(24)

for all $u \in B_{\delta}(\bar{x}) \cap [0 < f < \mu]$ satisfying $f(u) < \psi(\beta^{-1} d(u, [f \leq 0]))$. 


Let $X$ be a normed space, and $f$ be convex. If the error bound inequality (4) holds for all $x \in B_\delta(\bar{x}) \cap [0 < f < \mu]$, then $|\partial f|(u) \geq \psi(d(u, [f \leq 0]))/d(u, [f \leq 0])$ for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$. Moreover, if $\psi$ is concave, then $|\partial f|(u) \geq \psi'(d(u, [f \leq 0]))$ for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$.

Remark 12:

(i) Condition (24) can itself be interpreted as an error bound estimate. Unlike the conventional upper estimates (3) and (4) for the distance to the set $[f \leq 0]$ in terms of the values of the function $f$, the inequality provides an estimate for this distance in terms of the appropriate slopes of the function $f$.

(ii) Remark 10(iv) is applicable to Corollary 5.6(i).

(iii) With $\bar{x} \in [f \leq 0]$, $\delta = +\infty$, $\mu = +\infty$, and $\alpha < 1$, Corollary 5.6(i) with appropriate slopes recaptures [31, Theorem 3.1 and Proposition 3.3] and [6, Theorems 3.1 and 3.4]. It is also worth observing that the rather complicated statements in [31, Theorem 3.1 and Proposition 3.3] become simpler if the two parameters $\beta > 0$ and $\tau > 0$ involved in them are replaced with a single parameter $\alpha := \beta/(\tau + \beta)$ and one employs the function $t \mapsto \psi(\tau \alpha t)$ instead of $\psi$.

A special case of Corollary 5.6, which can be of interest, is when the function $\psi$ is defined via another function $\nu : \mathbb{R}_+ \to \mathbb{R}_+$ as follows: $\psi(t) := \int_0^t \nu(s) ds$ ($t \geq 0$).

Corollary 5.7: Suppose $X$ is a complete metric space, $f : X \to \mathbb{R}_\infty$ is lower semicontinuous, $|\tilde{\nabla} f| \in |\nabla f|$, $\bar{x} \in X$, $\nu : \mathbb{R}_+ \to \mathbb{R}_+$ is nondecreasing, $\nu(t) > 0$ for all $t > 0$, $\int_0^{+\infty} \nu(t) dt = +\infty$, $\delta \in [0, +\infty]$, $\mu \in ]0, +\infty]$, $\alpha \in ]0, 1]$, $\beta := \max\{\alpha, 1 - \alpha\}$, and either $\bar{x} \in [f \leq 0]$ or $\delta = +\infty$. The error bound inequality

$$\int_0^{d(x, [f \leq 0])} \nu(t) dt \leq f(x)$$

holds for all $x \in B_{\delta/(1+\alpha)}(\bar{x}) \cap [0 < f < \mu]$, provided that

$$\alpha |\tilde{\nabla} f|(u) \geq \nu^{-1}d(u, [f \leq 0])$$

for all $u \in B_\delta(\bar{x}) \cap [0 < f < \mu]$ satisfying $f(u) < \int_0^{\beta^{-1}d(u, [f \leq 0])} \nu(s) ds$.

Remark 13: With $\delta = +\infty$ and $\alpha = 1$, Corollary 5.7 with $|\tilde{\nabla} f| = |\nabla f|$ recaptures [24, Theorem 4.3] and [7, Theorem 7.1]. With $\delta < +\infty$, $\mu = +\infty$ and $\alpha = 1$, it recaptures [27, Corollary 4.1].
6. Subregularity of set-valued mappings

In this section, we illustrate the sufficient and necessary conditions for nonlinear error bounds by applying them to characterizing the nonlinear version of the ubiquitous property of subregularity (cf. [8, 38]) of set-valued mappings. Nonlinear subregularity has many important applications and has been a subject of intense study in recent years; cf. [5, 29, 50, 53, 54].

Below, $F : X \rightrightarrows Y$ is a set-valued mapping between metric spaces, and $(\bar{x}, \bar{y}) \in \text{gph} F$. Recall that $X \times Y$ is assumed to be equipped with the maximum distance.

**Definition 6.1:** Let $\varphi \in C$. The mapping $F$ is

(i) $\varphi$-subregular at $(\bar{x}, \bar{y})$ if there exist $\delta \in ]0, +\infty]$ and $\mu \in ]0, +\infty]$ such that

$$d(x, F^{-1}(\bar{y})) \leq \varphi(d(\bar{y}, F(x)))$$

for all $x \in B_\delta(\bar{x})$ with $d(\bar{y}, F(x)) < \mu$;

(ii) graph $\varphi$-subregular at $(\bar{x}, \bar{y})$ if there exist $\delta \in ]0, +\infty]$ and $\mu \in ]0, +\infty]$ such that

$$d(x, F^{-1}(\bar{y})) \leq \varphi(d((x, \bar{y}), \text{gph} F))$$  \hspace{1cm} (25)

for all $x \in B_\delta(\bar{x})$ with $d((x, \bar{y}), \text{gph} F) < \mu$.

**Remark 14:** Instead of the standard maximum distance employed in (25), it is common when studying regularity properties of mappings to consider parametric distances of the type $d_\rho((x, y, (u, v)) := \max\{d(x, u), \rho d(y, v)\}$, where $\rho > 0$; cf. [3–5, 8, 29, 47]. This usually gives an additional degree of freedom and leads to sharper conditions. We avoid doing it here just for simplicity as our main purpose in this section is to provide some illustrations. All the conditions below can be easily extended to parametric distances.

The nonlinear property in part (i) of Definition 6.1 is a quite common extension of the conventional subregularity; cf. e.g. [5], while the property in part (ii) extends the (linear) graph subregularity studied in [55]. In the linear case, the two properties are equivalent. The next proposition establishes quantitative relations between the properties in the nonlinear setting.

**Proposition 6.2:** Let $\varphi \in C$, $\delta \in ]0, +\infty]$ and $\mu \in ]0, +\infty]$.

(i) If $F$ is graph $\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta$ and $\mu$, then it is $\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta$ and $\mu$.

(ii) Suppose $c\varphi(t) \geq t$ for some $c > 0$ and all $t \in ]0, 3\delta/2]$. If $F$ is $\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta$ and $\mu$, then it is graph $(c + 1)\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta' := \min\{\delta, \mu\}/2$ and any $\mu' \in ]0, +\infty]$. 
Proof:

(i) Suppose $F$ is graph $\varphi$-subregular at $(\tilde{x}, \tilde{y})$ with $\delta$ and $\mu$. Let $x \in B_\delta(\tilde{x})$ with $d(\tilde{y}, F(x)) < \mu$. Then $d((x, \tilde{y}), \text{gph } F) \leq d(\tilde{y}, F(x))$. Thus, $d((x, \tilde{y}), \text{gph } F) < \mu$ and, in view of Definition 6.1(ii), $d(x, F^{-1}(\tilde{y})) \leq \varphi(d((x, \tilde{y}), \text{gph } F)) \leq \varphi(d(\tilde{y}, F(x)))$. Hence, $F$ is $\varphi$-subregular at $(\tilde{x}, \tilde{y})$ with $\delta$ and $\mu$.

(ii) Suppose $F$ is $\varphi$-subregular at $(\tilde{x}, \tilde{y})$ with $\delta$ and $\mu$. Let $x \in B_\delta'(\tilde{x})$, where $\delta' := \min(\delta, \mu)/2$. Observe that $d((x, \tilde{y}), \text{gph } F) \leq d(x, \tilde{x})$ and, if $d((u, v), (x, \tilde{y})) \leq d(x, \tilde{x})$, then $d((u, v), (\tilde{x}, \tilde{y})) \leq 2d(x, \tilde{x}) < 2\delta'$. Hence,

$$d((x, \tilde{y}), \text{gph } F) = \inf_{(u, v) \in \text{gph } F \cap B_{2\delta'}(\tilde{x}, \tilde{y})} d((x, \tilde{y}), (u, v)).$$

(26)

For any $(u, v) \in \text{gph } F \cap B_{2\delta'}(\tilde{x}, \tilde{y})$, we have $u \in B_\delta(\tilde{x})$, and $d(\tilde{y}, F(u)) \leq d(\tilde{y}, v) < 2\delta' = \min[\delta, \mu]$. Thus, by Definition 6.1(i) and the monotonicity of $\varphi$,

$$d(u, F^{-1}(\tilde{y})) \leq \varphi(d(\tilde{y}, F(u))) \leq \varphi(d(\tilde{y}, v)).$$

Moreover, $d(x, u) \leq 3\delta' \leq 3\delta/2$, and consequently, in view of the assumption on $\varphi$,

$$d(x, F^{-1}(\tilde{y})) \leq d(x, u) + d(u, F^{-1}(\tilde{y})) \leq d(x, u) + \varphi(d(\tilde{y}, v))
\leq c\varphi(d(x, u)) + \varphi(d(\tilde{y}, v)) \leq (c + 1)\varphi(d((x, \tilde{y}), (u, v))).$$

Taking infimum over $(u, v) \in \text{gph } F \cap B_{2\delta'}(\tilde{x}, \tilde{y})$ and using (26), we arrive at $d(x, F^{-1}(\tilde{y})) \leq (c + 1)\varphi(d((x, \tilde{y}), \text{gph } F))$. Hence, $F$ is graph $(c + 1)\varphi$-subregular at $(\tilde{x}, \tilde{y})$ with $\delta'$ and any $\mu' \in ]0, +\infty]$.

Observe that graph subregularity of $F$ in Definition 6.1(ii) is precisely the error bound property of the Lipschitz continuous function $x \mapsto d((x, \tilde{y}), \text{gph } F)$. When applied to this function, formulas (6) and (9) lead to the following definitions of the primal and dual slopes of the set-valued mapping $F$ at $\tilde{x}$:

$$|\nabla F|^{o}(x) := \sup_{u \neq x} \frac{[d((x, \tilde{y}), \text{gph } F) - d((u, \tilde{y}), \text{gph } F)]_{+}}{d(u, x)},$$

$$|\nabla F|(x) := \limsup_{u \to x, u \neq x} \frac{[d((x, \tilde{y}), \text{gph } F) - d((u, \tilde{y}), \text{gph } F)]_{+}}{d(u, x)},$$

$$|\partial C F|(x) := d(0, \partial C d((\cdot, \tilde{y}), \text{gph } F)(x)), \quad |\partial F F|(x) := d(0, \partial F d((\cdot, \tilde{y}), \text{gph } F)(x)).$$

Note that they differ from the corresponding slopes of $F$ (being realizations of the corresponding collections of $f$) defined recursively as follows:
Proposition 6.3: Suppose $X$ and $Y$ are metric spaces, $\varphi \in C^1$, $\delta \in [0, +\infty]$ and $\mu \in [0, +\infty]$.

(i) Let $X$ be complete and $\alpha \in [0, 1]$. The mapping $F$ is graph $\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta' := \delta/(1 + \alpha)$ and $\mu$, provided that one of the following conditions is satisfied:

(a) $\alpha|\nabla(\varphi \circ d((\cdot, \bar{y}), \text{gph } F))|^\circ(u) \geq 1$ for all $u \in B_\delta(\bar{x}) \setminus F^{-1}(\bar{y})$ with $d((u, \bar{y}), \text{gph } F) < \mu$ satisfying

$$\max(\alpha, 1 - \alpha)\varphi(d((u, \bar{y}), \text{gph } F)) < d(u, F^{-1}(y)),$$

for all $u \in B_\delta(\bar{x}) \setminus F^{-1}(\bar{y})$ with $d((u, \bar{y}), \text{gph } F) < \mu$.

(b) $|\bar{\nabla}F| \in |\nabla F| \cap \alpha(p(d((u, \bar{y}), \text{gph } F))|\bar{\nabla}F|(u) \geq 1$ for all $u \in B_\delta(\bar{x}) \setminus F^{-1}(\bar{y})$ with $d((u, \bar{y}), \text{gph } F) < \mu$ satisfying condition (27).

If $\varphi$ is concave, then $|\nabla F| \in (b)$ can be replaced with $|\nabla F|$. 

(ii) If $F$ is graph $\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta$ and $\mu$, then

$$|\nabla(\varphi \circ d((\cdot, \bar{y}), \text{gph } F))|^\circ(u) \geq 1$$

for all $u \in B_\delta(\bar{x}) \setminus F^{-1}(\bar{y})$ with $d((u, \bar{y}), \text{gph } F) < \mu$.

(iii) Let $X$ and $Y$ be normed spaces, and $\text{gph } F$ be convex. If $F$ is graph $\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta$ and $\mu$, then

$$\varphi'(d((u, \bar{y}), \text{gph } F))/\varphi^{-1}(d((u, F^{-1}(\bar{y}))))|\partial F|(u) \geq 1$$

for all $u \in B_\delta(\bar{x}) \setminus F^{-1}(\bar{y})$ with $d((u, \bar{y}), \text{gph } F) < \mu$ satisfying condition (27).

If, moreover, $\varphi$ is convex, then $\varphi'(d((u, \bar{y}), \text{gph } F))|\partial F|(u) \geq 1$ for all $u \in B_\delta(\bar{x}) \setminus F^{-1}(\bar{y})$ with $d((u, \bar{y}), \text{gph } F) < \mu$.

Proposition 6.4: Suppose $X$ and $Y$ are metric spaces, $\varphi \in C^1$, $\delta \in [0, +\infty]$ and $\mu \in [0, +\infty]$.

(i) Let $X$ be complete, $|\bar{\nabla}F| \in |\nabla F|$, $\varphi$ be concave, and $\alpha \in [0, 1]$. The mapping $F$ is graph $\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta' := \delta/(1 + \alpha)$ and $\mu$, provided that

$$\alpha\varphi'(\varphi^{-1}((\max(\alpha, 1 - \alpha))^{-1}d(u, F^{-1}(\bar{y}))))|\bar{\nabla}F|(u) \geq 1$$

for all $u \in B_\delta(\bar{x}) \setminus F^{-1}(\bar{y})$ with $d((u, \bar{y}), \text{gph } F) < \mu$ satisfying condition (27).

(ii) Let $X$ and $Y$ be normed spaces, and $\text{gph } F$ be convex. If $F$ is graph $\varphi$-subregular at $(\bar{x}, \bar{y})$ with $\delta$ and $\mu$, then

$$d(u, F^{-1}(\bar{y}))/\varphi^{-1}(d(u, F^{-1}(\bar{y}))))|\partial F|(u) \geq 1$$

for all $u \in B_\delta(\bar{x}) \setminus F^{-1}(\bar{y})$ with $d((u, \bar{y}), \text{gph } F) < \mu$. 

The next two statements are consequences of Theorems 4.1 and 5.1, respectively. Their first parts extend [10, Theorem 2.4] and [8, Theorem 2.53].
If, moreover, \( \varphi \) is convex, then

\[
\varphi'(\varphi^{-1}(d(u, F^{-1}(\tilde{y}))))\|\partial F|(u) \geq 1 \text{ for all } u \in B_\delta(\tilde{x}) \setminus F^{-1}(\tilde{y}) \text{ with } d((u, \tilde{y}), gph F) < \mu.
\]

### 7. Convex semi-infinite optimization

In this section, we consider a canonically perturbed convex semi-infinite optimization problem:

\[
P(c, b) : \quad \text{minimize } \psi(x) + \langle c, x \rangle \\
\text{subject to } g_t(x) \leq b_t, \quad t \in T,
\]

where \( x \in \mathbb{R}^n \) is the vector of variables, \( c \in \mathbb{R}^n, \langle \cdot, \cdot \rangle \) represents the usual inner product in \( \mathbb{R}^n \), \( T \) is a proper compact subset of a metric space \( Z, \psi : \mathbb{R}^n \to \mathbb{R} \) and \( g_t : \mathbb{R}^n \to \mathbb{R} \) \((t \in T)\) are convex functions, \((t, x) \mapsto g_t(x)\) is assumed to be lower semicontinuous on \( T \times \mathbb{R}^n \), and \( b \in C(T, \mathbb{R}) \) (the space of continuous functions from \( T \) to \( \mathbb{R} \)). In this setting, the pair \((c, b) \in \mathbb{R}^n \times C(T, \mathbb{R})\) is regarded as the parameter to be perturbed. The norm in this parameter space is given by

\[
\| (c, b) \| := \max \{ \| c \|, \| b \|_\infty \}, \quad \text{where } \| \cdot \| \text{ is any given norm in } \mathbb{R}^n \text{ and } \| b \|_\infty := \max_{t \in T} |b_t|.
\]

The solution, feasible set and level set mappings corresponding to the above problem are the set-valued mappings defined, respectively, by

\[
S(c, b) := \{ x \in \mathbb{R}^n | x \text{ solves } P(c, b) \}, \quad (c, b) \in \mathbb{R}^n \times C(T, \mathbb{R}),
\]

\[
\mathcal{F}(b) := \{ x \in \mathbb{R}^n | g_t(x) \leq b_t, \quad t \in T \}, \quad b \in C(T, \mathbb{R}),
\]

\[
\mathcal{L}(\alpha, b) := \{ x \in \mathcal{F}(b) | \psi(x) + \langle \tilde{c}, x \rangle \leq \alpha \}, \quad (\alpha, b) \in \mathbb{R} \times C(T, \mathbb{R}).
\]

If \( c := \tilde{c} \) in (28) is fixed, then \( S \) reduces to the partial solution mapping \( S_{\tilde{c}} : C(T, \mathbb{R}) \rightrightarrows \mathbb{R}^n \) given by \( S_{\tilde{c}}(b) = S(\tilde{c}, b) \).

Our goal in this section is to use nonlinear error bound conditions for analyzing nonlinear calmness of the mappings \( S, S_{\tilde{c}} \) and \( \mathcal{L} \).

**Definition 7.1:** Let \( F : Y \rightrightarrows X \) be a set-valued mapping between metric spaces, \((\tilde{y}, \tilde{x}) \in gph F, \) and \( \varphi \in \mathcal{C}. \) The mapping \( F \) is \( \varphi \)-calm at \((\tilde{y}, \tilde{x})\) if there exist \( \delta \in [0, +\infty] \) and \( \mu \in [0, +\infty] \) such that

\[
d(x, F(\tilde{y})) \leq \varphi(d(y, \tilde{y}))
\]

(30)

for all \( y \in Y \) with \( d(y, \tilde{y}) < \mu \) and \( x \in F(y) \cap B_\delta(\tilde{x}). \)

Calmness of set-valued mappings plays an important role in optimization theory, cf. \([8,38]\). It is easy to check that \( F \) is \( \varphi \)-calm at \((\tilde{y}, \tilde{x}) \in gph F \) with some \( \delta \) and \( \mu \) if and only if \( F^{-1} \) is \( \varphi \)-subregular at \((\tilde{x}, \tilde{y})\) with the same \( \delta \) and \( \mu \).

Cánovas et al. \([56]\) examined the problem \( P(c, b) \) in the particular case when \( g_t \) \((t \in T)\) are linear functions and \( \psi \equiv 0 \), and obtained estimates for the calmness
modulus. In [57], Cánovas et al. studied the modulus of metric regularity of the solution mapping. Kruger et al. [9] established characterizations of Hölder calmness of the solution mapping by employing the error bound theory. Motivated by the latter paper, we establish characterizations of the calmness in the nonlinear setting.

From now on, we assume a point \((\bar{c}, \bar{b}), \bar{x}\) to be given. Obviously, if \(S\) is \(\varphi\)-calm at \((\bar{c}, \bar{b}), \bar{x}\) for some \(\varphi \in C\), then \(S_{\varphi}\) is \(\varphi\)-calm at \((\bar{b}, \bar{x})\). We are going to employ the following lower semicontinuous convex function:

\[
f(x) := \max\{\psi(x) - \psi(\bar{x}) + \langle \bar{c}, x - \bar{x} \rangle, \sup_{t \in T} (g_t(x) - \bar{b}_t)\}, \quad x \in \mathbb{R}^n.
\]

Observe that

\[
S(\bar{c}, \bar{b}) = [f = 0] = [f \leq 0] = L(\psi(\bar{x}) + \langle \bar{c}, \bar{x} \rangle, \bar{b}),
\]

\[
f_+(x) = d((\psi(\bar{x}) + \langle \bar{c}, \bar{x} \rangle, \bar{b}), L^{-1}(x)) \quad \text{for all} \quad x \in \mathbb{R}^n.
\]

As a consequence, we have the following statement.

**Proposition 7.2:** Let \(\varphi \in C\). The mapping \(L\) is \(\varphi\)-calm at \((\bar{x}, (\psi(\bar{x}) + \langle \bar{c}, \bar{x} \rangle, \bar{b}))\) with some \(\delta \in [0, +\infty]\) and \(\mu \in [0, +\infty]\) if and only if \(f\) admits a \(\varphi\)-error bound at \(\bar{x}\) with the same \(\delta\) and \(\mu\).

The assertions in the next proposition are extracted from [9, Proposition 4.5 & Theorem 4.7] and their proofs. The set of active indices at \(x \in F(b)\) is defined by \(T_b(x) := \{t \in T \mid g_t(x) = b_t\}\). The problem \(P(c, b)\) satisfies the Slater condition if there exists an \(\hat{x} \in \mathbb{R}^n\) such that \(g_t(\hat{x}) < b_t\) for all \(t \in T\).

**Proposition 7.3:** Let \(P(\bar{c}, \bar{b})\) satisfy the Slater condition.

(i) There exist \(\delta > 0\), \(\mu > 0\) and \(M > 0\) such that

\[
\psi(x) - \psi(\bar{x}) + \langle \bar{c}, x - \bar{x} \rangle \leq M\|c - (\bar{c}, \bar{b})\|
\]

for all \((c, b) \in B_\mu(\bar{c}, \bar{b})\) and \(x \in S(c, b) \cap B_\delta(\bar{x})\).

(ii) If \(x^n \rightarrow \bar{x}\) with \(f(x^n) \downarrow 0\), then

(a) there exists a sequence \(\{b^n\}_{n \in N} \subset C(T, \mathbb{R})\) such that \(x^n \in F(b^n)\) and \(\|b^n - \bar{b}\|_\infty \leq N\|x^n\|\) for some \(N > 0\) and all \(n \in \mathbb{N}\);

(b) there exist a finite subset \(T_0 \subset \bigcap_{n \in N} T_{b^n}(x^n)\), and \(\gamma_t > 0\), \(u_t \in \partial g_t(\bar{x})\) \((t \in T_0)\) and \(u \in \partial \psi(\bar{x})\) such that \(-\langle \bar{c} + u \rangle \in \sum_{t \in T_0} \gamma_t u_t\).

The next proposition, a nonlinear counterpart of [9, Propositions 4.4], gives a sufficient condition for the calmness of the level set mapping \(L\).
Proposition 7.4: Let $P(\tilde{c}, \tilde{b})$ satisfy the Slater condition, and $\varphi \in C^1$ satisfy the following condition:

$$\forall N > 0 \quad \exists \gamma > 0 \quad \text{such that} \quad \frac{\varphi(Nt)}{t} \leq \gamma \varphi'(t) \quad \text{for all} \quad t > 0. \quad (34)$$

If $\mathcal{L}$ is not $(\alpha \varphi)$-calm at $((\psi(\bar{x}) + (\bar{c}, \bar{x}), \bar{b}), \bar{x})$ for all $\alpha > 0$, then there exist sequences $x^n \to \bar{x}$ and $\{b^n\}_{n \in \mathbb{N}} \subset C(T, \mathbb{R})$ such that $x^n \in F(b^n)$ ($n \in \mathbb{N}$), $f(x^n) \downarrow 0$ and

$$\lim_{n \to +\infty} \frac{\varphi(\|b^n - \bar{b}\|_\infty)}{d(x^n, S_{\tilde{c}}(\tilde{b}))} = 0. \quad (35)$$

**Proof:** Suppose $\mathcal{L}$ is not $(\alpha \varphi)$-calm at $((\psi(\bar{x}) + (\bar{c}, \bar{x}), \bar{b}), \bar{x})$ for all $\alpha > 0$. By Corollary 4.4(ii), there exists a sequence $x^n \to \bar{x}$ with $f(x^n) \downarrow 0$ such that

$$\lim_{n \to +\infty} \varphi'(f(x^n))|\partial f|(x^n) = 0.$$

By Lemma 2.2(iii),

$$|\partial f|(x^n) = |\nabla f|^\circ(x^n) \geq \sup_{u \in S(\tilde{c}, \tilde{b})} \frac{f(x^n)}{\|x^n - u\|} = \frac{f(x^n)}{d(x^n, S(\tilde{c}, \tilde{b}))}, \quad n \in \mathbb{N}.$$

By Proposition 7.3(ii), there exist a sequence $\{b^n\}_{n \in \mathbb{N}} \subset C(T, \mathbb{R})$ and a number $N \in \mathbb{N}$ such that $x^n \in F(b^n)$ and $\|b^n - \bar{b}\|_\infty \leq Nf(x^n)$ for all $n \in \mathbb{N}$. Then, with $\gamma > 0$ corresponding to $N$ in view of condition $(34)$, we have

$$0 \leq \lim_{n \to +\infty} \frac{\varphi(\|b^n - \bar{b}\|_\infty)}{d(x^n, S_{\tilde{c}}(\tilde{b}))} \leq \lim_{n \to +\infty} |\partial f|(x^n) \frac{\varphi(\|b^n - \bar{b}\|_\infty)}{f(x^n)} \leq \lim_{n \to +\infty} |\partial f|(x^n) \frac{\varphi(Nf(x^n))}{f(x^n)} \leq \gamma \lim_{n \to +\infty} |\partial f|(x^n) \varphi'(f(x^n)) = 0.$$

This completes the proof. ■

**Remark 15:**

(i) Condition $(34)$ implies condition $(20)$. It is satisfied, e.g. in the Hölder case, i.e. when $\varphi(t) = t^{-1} t^q$ for some $\tau > 0$ and $q \in [0, 1]$, or more generally, when $\varphi(t) = t^{-1} (t^q + \beta t)$ for some $\tau > 0, \beta > 0$ and $q \in [0, 1]$.

(ii) Condition $(34)$ can be replaced by the following weaker condition: for any $N > 0$, $\lim \sup_{t \downarrow 0} \frac{\varphi(Nt)}{\varphi'(t)} < +\infty$.

**Proposition 7.5:** Let $P(\tilde{c}, \tilde{b})$ satisfy the Slater condition, and $\varphi \in C$. If $f$ admits a $\varphi$-error bound at $\bar{x}$ with some $\delta \in [0, +\infty]$ and $\mu \in [0, +\infty]$, then there exists an $\alpha > 0$ such that $S$ is $\phi_\alpha$-calm at $((\bar{c}, \bar{b}), \bar{x})$ with some $\delta' \in [0, \delta]$ and $\mu' \in [0, \mu]$, where $\phi_\alpha(t) := \varphi(\alpha t) \ (t \geq 0)$.
Proposition 7.3(ii) and Proposition 7.4, there exist sequences $\alpha > 0$ for all sufficiently large $n$. It readily follows from condition (b) in Proposition 7.3(ii) that, for all $(c, b) \in B_{\mu'}(\bar{c}, \bar{b})$ and $x \in S(c, b) \cap B_{\delta'}(\bar{x})$. It follows from (3), (32) and (33) that, for all $(c, b) \in B_{\mu'}(\bar{c}, \bar{b})$ and $x \in S(c, b) \cap B_{\delta'}(\bar{x}) \cap [f > 0]$ (hence, $x \in F(b)$),

$$d(x, S(\bar{c}, \bar{b})) = d(x, [f \leq 0]) \leq \varphi(f(x))$$

$$\leq \varphi(\max[[\psi(x) - \psi(\bar{x}) + \langle \bar{c}, x - \bar{x} \rangle, \sup_{t \in T} [b_t - \bar{b}_t]]_+))$$

$$\leq \varphi(\max[M, \mu']\|c - \bar{c}, b - \bar{b}\|) = \varphi(\alpha\|c - \bar{c}, b - \bar{b}\|),$$

where $\alpha := \max\{M, \mu'\}$. Hence, $S$ is $\phi_\alpha$-calm at $(\bar{c}, \bar{b}, \bar{x})$ with $\delta'$ and $\mu'$.

Proposition 7.6: Let $\psi$ and $g_t (t \in T)$ be linear, $P(\bar{c}, \bar{b})$ satisfy the Slater condition, and $\varphi \in C^1$ satisfy condition (34). If $S_\varphi$ is $\varphi$-calm at $(\bar{b}, \bar{x})$, then there exists an $\alpha > 0$ such that $L$ is $(\alpha \varphi)$-calm at $(\psi(\bar{x}) + \langle \bar{c}, \bar{x} \rangle, \bar{b}, \bar{x})$.

Proof: Suppose $L$ is not $(\alpha \varphi)$-calm at $((\psi(\bar{x}) + \langle \bar{c}, \bar{x} \rangle, \bar{b}, \bar{x})$ for all $\alpha > 0$. By Proposition 7.3(ii) and Proposition 7.4, there exist sequences $x^n \rightarrow \bar{x}$ and $b^n \rightarrow \bar{b}$ such that $x^n \in F(b^n)$ ($n \in \mathbb{N}$), and conditions (35) and (b) in Proposition 7.3(ii) are satisfied. By continuity, we can assume that $P(\bar{c}, b^n)$ satisfies the Slater condition for all sufficiently large $n$. It readily follows from condition (b) in Proposition 7.3(ii) in the linear setting that $x^n \in S_\varphi(b^n)$ for all sufficiently large $n$. Thus, $S_\varphi$ is not $\varphi$-calm at $(\bar{b}, \bar{x})$.
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