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A Laplacian eigenfunction on a two-dimensional Riemannian manifold provides a natural partition into Neumann domains, a.k.a. a Morse–Smale complex. This partition is generated by gradient flow lines of the eigenfunction, which bound the so-called Neumann domains. We prove that the Neumann Laplacian defined on a Neumann domain is self-adjoint and has a purely discrete spectrum. In addition, we prove that the restriction of an eigenfunction to any one of its Neumann domains is an eigenfunction of the Neumann Laplacian. By comparison, similar statements about the Dirichlet Laplacian on a nodal domain of an eigenfunction are basic and well-known. The difficulty here is that the boundary of a Neumann domain may have cusps and cracks, so standard results about Sobolev spaces are not available. Another very useful common fact is that the restricted eigenfunction on a nodal domain is the first eigenfunction of the Dirichlet Laplacian. This is no longer true for a Neumann domain. Our results enable the investigation of the resulting spectral position problem for Neumann domains, which is much more involved than its nodal analogue.

1. Introduction and statement of results

Let $M$ be a closed, connected, orientable surface with a smooth Riemannian metric $g$. It is well known that the Laplace–Beltrami operator $\Delta$ is self-adjoint and has a purely discrete spectrum. We arrange the eigenvalues in increasing order

$$0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \cdots$$

and let $\{f_n\}_{n=0}^\infty$ denote a corresponding complete system of orthonormal eigenfunctions, so that

$$\Delta f_n = \lambda_n f_n.$$  

While we are motivated by the study of eigenfunctions, most of the results and constructions in this paper are valid for arbitrary Morse functions. It is well known that for a generic Riemannian metric all of the Laplace–Beltrami eigenfunctions are Morse [Uhlenbeck 1976].

The main objects of study in this paper are the Neumann domains of a Morse function, to be defined next. Given a smooth function $f$ on $M$, we let $\varphi : \mathbb{R} \times M \rightarrow M$ denote the flow along the gradient vector field, i.e., the solution to

$$\partial_t \varphi(t, x) = -\text{grad } f|_{\varphi(t,x)}, \quad \varphi(0, x) = x.$$  

For a critical point $c$ of $f$, we define its stable and unstable manifolds by

$$W^s(c) := \left\{ x \in M : \lim_{t \to \infty} \varphi(t, x) = c \right\}, \quad W^u(c) := \left\{ x \in M : \lim_{t \to -\infty} \varphi(t, x) = c \right\}.$$  

We denote the sets of minima, maxima and saddles of $f$ by $\text{Min}(f)$, $\text{Max}(f)$ and $\text{Sad}(f)$, respectively.
Figure 1. Left: An eigenfunction corresponding to the eigenvalue \( \lambda = 17 \) on the flat torus with fundamental domain \([0, 2\pi] \times [0, 2\pi]\). Circles mark saddle points and triangles mark extremal points (maxima by triangles pointing upwards and vice versa for minima). The nodal set is marked by dashed lines and the Neumann line set by solid lines. The Neumann domains are the domains bounded by the Neumann line set. Right: A magnification of the marked square from the left figure, showing Neumann domains with and without cusps. (This figure was produced using [Taylor 2018].)

Definition 1.1 [Band and Fajman 2016]. Let \( f \) be a Morse function on \( M \).

1. Let \( p \in \text{Min}(f) \) and \( q \in \text{Max}(f) \) such that \( W^s(p) \cap W^u(q) \neq \emptyset \). Each of the connected components of \( W^s(p) \cap W^u(q) \) is called a Neumann domain of \( f \).

2. The Neumann line set of \( f \) is

\[
\mathcal{N} := \bigcup_{r \in \text{Sad}(f)} W^s(r) \cup W^u(r).
\]

This defines a partition of the manifold \( M \), which we call the Neumann partition. It is not hard to show that \( M \) equals the disjoint union of all Neumann domains and the Neumann line set, under the assumption that \( \mathcal{N} \neq \emptyset \); see [Band and Fajman 2016, Proposition 1.3]. (Note that \( \mathcal{N} = \emptyset \) means \( f \) has no saddle points; this is only possible when \( M \) is a sphere and \( f \) has exactly two critical points.) Figure 1 depicts the Neumann partition of a particular eigenfunction on the flat torus.

By construction we have that grad \( f \) is parallel to the boundary of any Neumann domain \( \Omega \), as the boundary is made up of gradient flow lines, so we conclude that the normal derivative vanishes, \( \partial_r f \mid_{\partial \Omega} = 0 \), assuming \( \partial \Omega \) is sufficiently smooth. This formal observation motivates our study of the Neumann Laplacian on \( \Omega \), which we precisely define in Definition 4.1.

While the Dirichlet Laplacian on any bounded open set has a purely discrete spectrum, the same is not necessarily true of the Neumann Laplacian. Indeed, the essential spectrum may be nonempty, and in fact can be an arbitrary closed subset of \([0, \infty)\); see [Hempel et al. 1991]. Nevertheless, the Neumann Laplacian of a Neumann domain is well-behaved.

Theorem 1.2. Let \( \Omega \) be a Neumann domain of a Morse function \( f \). Then the Neumann Laplacian \( \Delta_N^\Omega \) on \( \Omega \) (see Definition 4.1) is a nonnegative, self-adjoint operator with purely discrete spectrum, i.e., consisting only of isolated eigenvalues of finite multiplicity.
The main difficulty in proving this theorem is due to possible cusps on the boundary of the Neumann domain; see Proposition 2.5 and the discussion preceding it. Such cusps prevent the application of standard results on density and compact embeddings of Sobolev spaces. We overcome this difficulty in the proof of Theorem 1.2 by using some particular geometric properties that the Neumann domain boundary possesses.

It is well known that the restriction of \( f \) to any of its nodal domains is an eigenfunction of the Dirichlet Laplacian. Similarly, we have:

**Theorem 1.3.** If \( \Omega \) is a Neumann domain of a Morse function \( f \), then \( f|_{\Omega} \in D(\Delta^N_{\Omega}) \). In particular, if \( f \) is an eigenfunction of \( \Delta \), then \( f|_{\Omega} \) is an eigenfunction of \( \Delta^N_{\Omega} \) with the same eigenvalue.

In fact, we prove much more: in Proposition 4.3 we completely characterize the domain of the Neumann Laplacian, and in Proposition 4.8 and Corollary 4.9 we give some easily verified sufficient conditions for a function to be in the domain of \( \Delta^N_{\Omega} \). Given a Morse eigenfunction, by which we mean an eigenfunction of the Laplace–Beltrami operator that is also a Morse function, Theorem 1.2 allows us to define its spectral position as follows.

**Definition 1.4.** Let \( f \) be a Morse eigenfunction for an eigenvalue \( \lambda \), and let \( \Omega \) be a Neumann domain of \( f \). We define the *spectral position* of \( \Omega \) as the position of \( \lambda \) in the Neumann spectrum of \( \Omega \), i.e.,

\[
N_\Omega(\lambda) := |\{\mu_n \in \sigma(\Delta^N_{\Omega}) : \mu_n < \lambda\}|, \tag{1-6}
\]

where \( \sigma(\Omega) := \{\mu_n\}_{n=0}^{\infty} \) is the Neumann spectrum of \( \Omega \) (which is discrete by Theorem 1.2), containing multiple appearances of degenerate eigenvalues and including \( \mu_0 = 0 \).

From Theorem 1.3 we in fact have \( \lambda = \mu_n \) for some \( n \), and so we can equivalently write

\[
N_\Omega(\lambda) = \min\{n : \mu_n = \lambda\}.
\]

In particular, if \( \lambda \in \sigma(\Delta^N_{\Omega}) \) is simple, then \( \lambda = \mu_n \) for a unique \( n \), and hence \( N_\Omega(\lambda) = n \). This equality explains the terminology “spectral position” for \( N_\Omega(\lambda) \).

The spectral position is a key notion for Neumann domains. Finding its value is a great challenge and is of major importance in studying Neumann domains and their properties [Band and Fajman 2016; Band et al. 2021; Alon et al. 2020]. The corresponding notion for a nodal domain is trivial: if \( D \) is a nodal domain of \( f \), then \( f|_{D} \) is always the first eigenfunction of the Dirichlet Laplacian on \( D \). This is a basic observation which serves as an essential ingredient in many nodal domain proofs. No such result holds for Neumann domains, and in fact the spectral position of an eigenfunction restricted to a Neumann domain can be arbitrarily high, by [Band et al. 2021, Theorem 1.4].

**Structure of the paper.** In Section 2 we describe some essential geometric properties of Neumann domains, emphasizing the potentially singular nature of their boundary. In Section 3 we use this geometric structure to establish fundamental properties of Sobolev spaces on Neumann domains, including nonstandard density and compactness results. Finally, in Section 4 we use these properties to study the Neumann Laplacian, in particular proving Theorems 1.2 and 1.3.
2. Geometric properties of Neumann domains

As above, we take $M$ to be a closed, connected, orientable surface with a smooth Riemannian metric $g$. Note that all of the statements in this section hold for arbitrary Morse functions, and not only for eigenfunctions. For convenience we recall the following definitions.

**Definition 2.1.** Let $f : M \to \mathbb{R}$ be a smooth function.

1. $f$ is said to be a *Morse function* if the Hessian, $\text{Hess} f(p)$, is nondegenerate at every critical point $p$ of $f$.

2. A Morse function $f$ is said to be *Morse–Smale* if for all critical points $p$ and $q$, the stable and unstable manifolds $W^s(p)$ and $W^u(q)$ intersect transversely (see Lemma 2.4 for an equivalent definition in two dimensions).

We now recall some basic topological properties of Neumann domains.

**Theorem 2.2** [Band and Fajman 2016, Theorem 1.4]. Let $f$ be a Morse function with a nonempty set of saddle points. Let $p \in \text{Min}(f)$, $q \in \text{Max}(f)$ with $W^s(p) \cap W^u(q) \neq \emptyset$, and let $\Omega$ be a connected component of $W^s(p) \cap W^u(q)$, i.e., a Neumann domain. The following properties hold:

1. The Neumann domain $\Omega$ is a simply connected open set.
2. All critical points of $f$ belong to the Neumann line set.
3. The extremal points of $f$ on $\bar{\Omega}$ are exactly $p$ and $q$.
4. If $f$ is a Morse–Smale function, then $\partial \Omega$ consists of Neumann lines connecting saddle points with $p$ or $q$. In particular, $\partial \Omega$ contains either one or two saddle points.
5. If $c \in \mathbb{R}$ is such that $f(p) < c < f(q)$, then $\Omega \cap f^{-1}(c)$ is a smooth, non-self-intersecting one-dimensional curve in $\bar{\Omega}$, with its two boundary points lying on $\partial \Omega$.

Parts (2) and (4) of this theorem motivate us to examine individual Neumann lines and their connectivity to the critical points of $f$.

**Definition 2.3.** (1) A *Neumann line* is the closure of a connected component of $W^s(r) \setminus \{r\}$ or $W^u(r) \setminus \{r\}$ for some $r \in \text{Sad}(f)$.

(2) For a critical point $c$ of $f$, we define its degree, $\deg(c)$, to be the number of Neumann lines connected to $c$.

Each Neumann line is thus the closure of a gradient flow line, connecting a saddle point to another critical point. Note that $r$ is removed prior to taking the closure, as the closure of either $W^s(r)$ or $W^u(r)$ will consist of two Neumann lines meeting tangentially at $r$. The connectivity of Neumann lines is directly related to the Morse–Smale property of $f$.

**Lemma 2.4** [Alon et al. 2020]. *On a two-dimensional manifold a Morse function is Morse–Smale if and only if there is no Neumann line connecting two saddle points.*

The following properties of Neumann lines will be used throughout the rest of the paper.
Proposition 2.5. Let $f$ be a Morse function and $\Omega$ one of its Neumann domains.

1. If $c$ is a saddle point of $f$, then $\deg(c) = 4$ and the angle between any two adjacent Neumann lines which meet at $c$ is $\frac{\pi}{2}$.

2. If $c$ is an extremal point of $f$ whose Hessian is not proportional to the metric $g$, then any two Neumann lines meet at $c$ with angle $0$, $\frac{\pi}{2}$ or $\pi$.

3. Let $c$ be an intersection point of a nodal line and a Neumann line. If $c$ is a saddle point, then the angle between those lines is $\frac{\pi}{4}$. Otherwise, the angle is $\frac{\pi}{2}$.

Remark 2.6. More generally, if $c$ is a saddle point and there exist coordinates $(x, y)$ near $c$ in which $f$ is given by the homogeneous harmonic polynomial $\text{Re}(x + iy)^k$, then $\deg(c) = 2k$. For a nondegenerate saddle the existence of such coordinates (with $k = 2$) is an immediate consequence of the Morse lemma, so we obtain Proposition 2.5(1) as a special case of this remark. Sufficient conditions for $f$ to be written in this form are given in [Cheng 1976, Lemma 2.4].

The first and third parts of Proposition 2.5 were proved in [McDonald and Fulling 2014; Banyaga and Hurtubise 2004, Theorem 4.2; Alon et al. 2020, Proposition 4.1]. The second part of the proposition is proved below (see Remark 2.9 after the proof) using the following version of Hartman’s theorem, which will also be used in the proofs of Lemma 3.2 and Proposition 3.3 to give a canonical description of the boundary of a Neumann domain near a cusp point.

Proposition 2.7 [Hartman 1960]. Let $E$ be an open neighbourhood of $p \in \mathbb{R}^2$. Suppose $F \in C^2(E, \mathbb{R}^2)$ and let $\varphi$ be the flow of the nonlinear system $\dot{\varphi}(t, x) = F(\varphi(t, x))$. Assume that $F(p) = 0$ and the Jacobian $DF(p)$ is diagonalizable and its eigenvalues have nonzero real part. Then, there exists a $C^1$-diffeomorphism $\Phi : U \rightarrow V$ of an open neighbourhood $U$ of $p$ onto an open neighbourhood $V$ of the origin such that $D\Phi(p) = I$ and for each $x \in U$ the flow line through $x$ is mapped by $\Phi$ to

$$\Phi(\varphi(t, x)) = e^{DF(p)t} \Phi(x)$$

(2-1)

for small enough $t$ values.

Remark 2.8. The textbook version of Hartman’s theorem in $n$ dimensions (see, for instance, [Perko 2001, p. 120]) only guarantees the existence of a homeomorphism $\Phi$. For $n = 2$, the proposition above guarantees that $\Phi$ is a $C^1$-diffeomorphism, but for $n > 2$ further assumptions on the Jacobian are required to obtain this additional regularity. For instance, it suffices to assume that all of the eigenvalues of $DF(p)$ are in the same (left or right) half-plane; see [Perko 2001, p. 127]. That version of the theorem would be sufficient for our purposes, since we only apply Proposition 2.7 at nondegenerate extrema, where all eigenvalues have the same sign. However, it is interesting to note that Proposition 2.7 also applies at saddle points in two dimensions.

Proof of Proposition 2.5(2). Let $c$ be an extremal point of $f$ whose Hessian is not proportional to $g$. Since Hess $f(c)$ is nondegenerate, both eigenvalues of Hess $f(c)$ are either strictly positive or strictly negative. We choose normal coordinates in an open neighbourhood $\tilde{E}$ of $c$, with respect to which $\tilde{E}$ is represented by an open subset $E \subset \mathbb{R}^2$, $c$ corresponds to the origin $0 \in \mathbb{R}^2$, and $g_{ij}(0) = \delta_{ij}$.
We now apply Proposition 2.7 to \( F = -\nabla f \). Since \( DF(0) = -\text{Hess } f(0) \) is diagonalizable and has nonzero eigenvalues, there exist \( U \subset E \) and \( V \subset \mathbb{R}^2 \), both containing the origin, and a \( C^1 \)-diffeomorphism \( \Phi : U \to V \) such that the gradient flow lines are mapped by \( \Phi \) to the flow lines \( e^{-t\text{Hess } f(0)} \Phi(x) \) of the linearized system. In [McDonald and Fulling 2014, Theorem 3.1; Alon et al. 2020, Proposition 4.1] it was shown that the angle between such flow lines at an extremal point is either 0, \( \frac{\pi}{2} \) or \( \pi \), under the assumption that \( \text{Hess } f(0) \) is not a scalar matrix. This assumption holds, as the Hessian is not proportional to the metric and we have chosen coordinates with respect to which \( g(0) \) is the identity.

It is left to relate the meeting angle between the gradient flow lines in \( M \) and the corresponding flow lines \( e^{-t\text{Hess } f(0)} \Phi(x) \) in \( V \). Since the tangent map \( D\Phi(0) : T_0U \to T_0V \) is the identity, and \( g_{ij}(0) = \delta_{ij} \), the meeting angle of any two curves at \( 0 \) is preserved by \( \Phi \); hence this angle is either 0, \( \frac{\pi}{2} \) or \( \pi \). \( \square \)

**Remark 2.9.** The argument for Proposition 2.5(2) given in [Alon et al. 2020, Proposition 4.1] is incomplete and hence we have supplied a complete proof here. In particular, the Taylor expansion argument used in the proofs of [McDonald and Fulling 2014, Theorem 3.1; Alon et al. 2020, Proposition 4.1] does not suffice. Substituting the Taylor expansion of \( F \) into \( \partial_t \psi(t, x) = F(\psi(t, x)) \) gives

\[
\begin{pmatrix}
x'(t)
y'(t)
\end{pmatrix} = DF(p) \begin{pmatrix} x(t) 
y(t) \end{pmatrix} + O(\| (x(t), y(t)) \|^2_{\mathbb{R}^2}),
\]

but this does not allow us to conclude that the flow may be approximated by \( e^{tDF(p)}(x_0) \) due to the possible coupling of higher-order terms in (2-2). A simple example is \( F(x, y) = (-\lambda_1 x, -\lambda_2 y + x^2) \), with \( 0 < 2\lambda_1 < \lambda_2 \). For the resulting system \( x' = -\lambda_1 x, \ y' = -\lambda_2 y + x^2 \) we have \( x(t) = x_0 e^{-\lambda_1 t} \), but

\[
y(t) = \left[ y_0 - \frac{x_0^2}{\lambda_2 - 2\lambda_1} \right] e^{-\lambda_2 t} + \frac{x_0^2}{\lambda_2 - 2\lambda_1} e^{-2\lambda_1 t}
\]

is dominated by \( e^{-2\lambda_1 t} \) for large \( t \), and hence is not approximated by a solution to the linearized equation \( y' = -\lambda_2 y \).

From Proposition 2.5(2) we see that the boundary of a Neumann domain may possess a cusp (when the meeting angle is 0) and so it can fail to be Lipschitz continuous. Furthermore, it may even fail to be of class \( C \), where we recall that the boundary of a domain is of class \( C \) if it can be locally represented as the graph of a continuous function, alternatively, if the domain has the segment property (see [Edmunds and Evans 1987; Mazya and Poborchi 1997] for details). To demonstrate that this is a subtle property, we bring as an example the domains

\[
\begin{align*}
\Omega_1 &= \{(x, y) \in \mathbb{R}^2 : \frac{1}{4}x^2 < y < x^2, \ 0 < x < 1\}, \\
\Omega_2 &= \{(x, y) \in \mathbb{R}^2 : -x^2 < y < x^2, \ 0 < x < 1\},
\end{align*}
\]

which are shown in Figure 2. The domain \( \Omega_1 \) does not satisfy the segment property at the origin, and hence is not of class \( C \), even though its boundary is the union of two smooth curves. On the other hand, \( \Omega_2 \) (which contains \( \Omega_1 \)) is of class \( C \). This example will be important later, in the proof of Proposition 3.3.
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Figure 2. The regions $\Omega_1$ (left) and $\Omega_2$ (right) defined in (2-4) both have a cusp at the origin. However, $\Omega_1$ is not of class $C$, whereas $\Omega_2$ is.

Figure 3. Possible types of Neumann domains for a Morse function: regular (left); cracked (centre); and doubly cracked (right). Saddle points are represented by balls, maxima by triangles pointing upwards and vice versa for minima. If $f$ is Morse–Smale, its Neumann domains must look like one of the first two examples, with either one or two saddle points on the boundary. For the cracked domain shown in the centre, $\eta$ is the only Neumann line connected to $q$, hence $\deg(q) = 1$. If $f$ is not Morse–Smale, its Neumann domains can have additional saddle points on the boundary, and can have both extremal points of degree one, as shown on the right. (This last example has a Neumann line connecting two saddle points, which is not possible if $f$ is Morse–Smale, by Lemma 2.4.)

We add that there is very little known in general regarding the asymptotic behaviour of Neumann lines near cusps. In particular, methods to treat cusps in a spectral-theoretic context, as in, e.g., [Jakšić et al. 1992; Flamencourt and Pankrashkin 2020; Band et al. 2021], have to be generalized for our purpose.

We end this section by examining Theorem 2.2 and its implications for the structure of Neumann domains. By the statement of the theorem, the boundary of a Neumann domain always contains a maximum and a minimum, but no other extrema. It follows that each Neumann domain must belong to one of the following two types (illustrated in Figure 3):

- a **regular Neumann domain** has on its boundary a maximum and a minimum, each of degree at least 2 (see Definition 2.3);
- a **cracked Neumann domain** has on its boundary an extremal point which is of degree 1.
Moreover, since the boundary is made up of Neumann lines, it must contain at least one saddle point. If $f$ is Morse–Smale, the boundary contains at most two saddle points, by Theorem 2.2(4), but for a general Morse function it is possible to have more. The possible existence of additional saddle points is irrelevant for our analysis, however, since the boundary is Lipschitz near these points by Proposition 2.5(1).

Numerical observations suggest that generic Neumann domains are regular. However, it is not hard to construct Morse functions having cracked Neumann domains; see the Appendix. Theorems 1.2 and 1.3 apply to both types of domains, but in the proofs we need to pay careful attention to cracked domains. In particular, a cracked Neumann domain is not of class $C^1$, as the domain lies on both sides of its boundary.

**Remark 2.10.** In summary, a Neumann domain may fail to be of class $C^1$ for two reasons: a cusp on the boundary or a crack in the domain, i.e., a Neumann line contained in the interior of $\bar{\Omega}$. These are the main technical obstacles to overcome in proving Theorems 1.2 and 1.3.

### 3. Sobolev spaces on Neumann domains

We now discuss properties of Sobolev spaces on Neumann domains. As described in the Introduction, and indicated in Proposition 2.5(2) (see also Remark 2.10), the difficulty is that the boundary of a Neumann domain need not be of class $C^1$, so standard density and compactness results do not apply.

In Section 3A we define Sobolev spaces on a Neumann domain and various subsets of its boundary. In Sections 3B and 3C we describe some technical constructions (dissection and truncation) that allow us to deal with cracks and cusps. Finally, in Section 3D we prove the main result of this section, Proposition 3.3, which establishes density and embedding properties for the space $W^{1,2}(\Omega)$ on a Neumann domain.

#### 3A. Preliminaries.

As above, we assume that $(M, g)$ is a smooth, closed, connected, oriented Riemannian surface. For an open submanifold $N \subset M$, the Sobolev space $W^{k,2}(N)$ is defined to be the completion of $C^\infty(N)$ with respect to the norm

$$
\|f\|_{W^{k,2}(N)}^2 := \sum_{j=0}^{k} \int_N |\nabla^j f|^2,
$$

where $\nabla$ denotes the covariant derivative with respect to the metric $g$. The norm depends on $g$, but since $M$ is compact, different metrics will produce equivalent norms. We will sometimes take advantage of this fact and compute the Sobolev norm using a metric $\tilde{g}$ defined in a local coordinate chart to have components $\tilde{g}_{ij} = \delta_{ij}$ (so that covariant derivatives become partial derivatives, the Riemannian volume form reduces to the Euclidean one, etc.). This allows us to apply standard methods in the theory of Sobolev spaces on Lipschitz domains in $M$.

Now suppose that $N \subset M$ is an open submanifold with Lipschitz boundary. We will later choose $N$ to be a Neumann domain $\Omega$, or a proper subset thereof (see Section 3C) if $\partial\Omega$ has a crack or a cusp. We define the boundary Sobolev spaces $H^s(\partial N)$ for $|s| \leq 1$ via the Fourier transform and a suitable partition of unity, following [McLean 2000, p. 96], so that the dual space is given by $H^s(\partial N)^* = H^{-s}(\partial N)$. Moreover, for any open subset $\Gamma \subset \partial N$ we let

$$
H^s(\Gamma) := \{f|_{\Gamma} : f \in H^s(\partial N)\}, \quad \widetilde{H}^s(\Gamma) := \text{closure of } C^\infty_0(\Gamma) \text{ in } H^s(\Gamma).
$$

(3-2)
The space $\widetilde{H}^s(\Gamma)$ has an equivalent description that is often useful in practice:
\[
\widetilde{H}^s(\Gamma) = \{ f \in H^s(\partial N) : \text{supp} \, f \subset \overline{\Gamma} \}.
\]
(3-3)
This equivalence follows from [McLean 2000, Theorem 3.29]. Another convenient description, valid for $s \geq 0$, is
\[
\widetilde{H}^s(\Gamma) = \{ f \in L^2(\Gamma) : \tilde{f} \in H^s(\partial N) \},
\]
(3-4)
where $\tilde{f}$ denotes the extension of $f$ by zero to $\partial N \setminus \Gamma$; this is [McLean 2000, Theorem 3.33].

It follows from the definitions that $\widetilde{H}^s(\Gamma) \subset H^s(\Gamma)$ for all $|s| \leq 1$, and it is well known that these spaces coincide for $|s| < \frac{1}{2}$. However, for $|s| \geq \frac{1}{2}$ we have $\widetilde{H}^s(\Gamma) \subsetneq H^s(\Gamma)$ whenever $\Gamma$ is a proper subset of $\partial N$. To see this, consider the constant function $f \equiv 1$ on $\Gamma$, which is clearly in $H^s(\Gamma)$ for any $s$. It is easily verified that its extension $\tilde{f}$, which is just the indicator function $\chi_\Gamma$, is not in $H^s(\partial N)$ for $s \geq \frac{1}{2}$, in which case we conclude from (3-4) that $f \notin \widetilde{H}^s(\Gamma)$. This distinction between the $H^s$ and $\widetilde{H}^s$ spaces will be important when we consider the normal derivative of a function restricted to a subset of the boundary; see in particular Lemma 3.1 and its application in the proof of Proposition 4.3.

The $\widetilde{H}^s$ spaces arise naturally as duals to the $H^s$ spaces. That is, for any $|s| \leq 1$ we have $H^s(\Gamma)^* = \widetilde{H}^{-s}(\Gamma)$, from [McLean 2000, Theorem 3.30]. In particular,
\[
\widetilde{H}^{-1/2}(\Gamma) = H^{1/2}(\Gamma)^* \subsetneq \widetilde{H}^{1/2}(\Gamma)^* = H^{-1/2}(\Gamma).
\]
(3-5)
Using (3-2) we obtain
\[
\ell = 0 \quad \text{in} \quad H^{-s}(\Gamma) \iff \ell(f) = 0 \quad \text{for all} \quad f \in C_0^\infty(\Gamma).
\]
(3-6)
We thus define for $0 \leq s \leq 1$ the mapping
\[
\ell^{\text{dual}} : L^2(\Gamma) \to H^s(\Gamma)^*,
\]
(3-7)
\[
g^{\text{dual}}(f) := (f, g)_{L^2(\Gamma)}, \quad f \in H^s(\Gamma),
\]
observing that the $L^2$ inner product is well-defined because $H^s(\Gamma) \subset L^2(\Gamma)$ for $0 \leq s \leq 1$. As a result, we will often abuse notation and use integral notation to denote the action of $\ell \in H^s(\Gamma)^*$ on $f \in H^s(\Gamma)$, i.e., we will write
\[
\ell(f) = \int_\Gamma \ell f
\]
even when $\ell$ is not in the range of the map $\cdot^{\text{dual}}$; see in particular Green’s identity (3-10) below.

Given a decomposition $\partial N = \overline{\Gamma_1} \cup \overline{\Gamma_2}$, where $\Gamma_1$ and $\Gamma_2$ are disjoint, open subsets of $\partial N$, and a distribution $\ell \in H^{-s}(\partial N)$ for some $s \geq 0$, we have $\ell|_{\Gamma_i} \in H^{-s}(\Gamma_i)$ for $i = 1, 2$. For $0 \leq s < \frac{1}{2}$ we obtain the decomposition
\[
\ell(\phi) = \ell|_{\Gamma_1} (\phi|_{\Gamma_1}) + \ell|_{\Gamma_2} (\phi|_{\Gamma_2})
\]
for every $\phi \in H^s(\partial N)$. However, this is not true for $s \geq \frac{1}{2}$, and in fact the right-hand side is not even defined in this case, since $\phi|_{\Gamma_1} \in H^s(\Gamma_1)$, whereas $\ell|_{\Gamma_i} \in H^{-s}(\Gamma_i)$ might not be contained in $H^s(\Gamma_i)^*$, as indicated in (3-5). However, such a splitting does hold for $\ell$ if we assume that $\Gamma_1$ and $\Gamma_2$ are separated by a third subset $\Gamma_0$ on which $\ell$ vanishes.
Lemma 3.1. Suppose \( \partial N = \Gamma_0 \cup \Gamma_1 \cup \Gamma_2 \), where \( \Gamma_0, \Gamma_1, \Gamma_2 \) are disjoint, open subsets of \( \partial N \) with \( \Gamma_1 \cap \Gamma_2 = \emptyset \). If \( \ell \in H^{-1/2}(\partial N) \) vanishes on \( \Gamma_0 \), then \( \ell|_{\Gamma_i} \in \tilde{H}^{-1/2}(\Gamma_i) \) for \( i = 1, 2 \), and

\[
\ell(\phi) = \ell|_{\Gamma_1}(\phi|_{\Gamma_1}) + \ell|_{\Gamma_2}(\phi|_{\Gamma_2})
\]  

(3-8)

for every \( \phi \in H^{1/2}(\partial N) \).

Such a partition of the boundary is illustrated in Figure 6, where \( N = \Omega_r \cap \Omega_t \), \( \Gamma_0 = \gamma_{0, t} \), \( \Gamma_1 = \tilde{\gamma} \) and \( \Gamma_2 = \gamma_{-r} \).

Proof. We will use (3-3) to prove that \( \ell|_{\Gamma_1} \in \tilde{H}^{-1/2}(\Gamma_1) \). This does not follow immediately, however, since \( \ell \) is not necessarily supported in \( \Gamma_1 \). Therefore, we will create a modified distribution, \( \hat{\ell} \), such that \( \text{supp } \hat{\ell} \subset \Gamma_1 \) and \( \ell|_{\Gamma_1} = \hat{\ell}|_{\Gamma_1} \).

Since \( \Gamma_1 \cap \Gamma_2 = \emptyset \), we can find a smooth bump function \( \chi_1 \) that equals 1 on \( \Gamma_1 \) and 0 on \( \Gamma_2 \). Consider the distribution \( \hat{\ell}_1(\phi) := \ell(\chi_1 \phi) \), which is in \( H^{-1/2}(\partial N) \). If \( \phi \in \tilde{\Gamma}_0 \cup \Gamma_2 \), then \( \text{supp } (\chi_1 \phi) \subset \Gamma_0 \), and hence \( \hat{\ell}_1(\phi) = \ell(\chi_1 \phi) = 0 \), because \( \ell \) vanishes on \( \Gamma_0 \). This shows that \( \text{supp } \hat{\ell}_1 \subset \partial N \setminus (\tilde{\Gamma}_0 \cup \Gamma_2) = \Gamma_1 \). On the other hand, if \( \text{supp } \phi \subset \Gamma_1 \), then \( \chi_1 \phi = \phi \), and hence \( \hat{\ell}_1(\phi) = \ell(\phi) \). We have thus shown that \( \hat{\ell}|_{\Gamma_1} = \ell|_{\Gamma_1} \in \tilde{H}^{-1/2}(\Gamma_1) \).

Similarly, we obtain \( \hat{\ell}_2 \in H^{-1/2}(\partial N) \), with \( \text{supp } \hat{\ell}_2 \subset \tilde{\Gamma}_2 \) and \( \hat{\ell}|_{\Gamma_2} = \hat{\ell}_2|_{\Gamma_2} \in \tilde{H}^{-1/2}(\Gamma_2) \). It follows that the distribution

\[
\hat{\ell} := \ell - \hat{\ell}_1 - \hat{\ell}_2 \in H^{-1/2}(\partial N)
\]

has support in \( \partial N \setminus (\Gamma_0 \cup \Gamma_1 \cup \Gamma_2) = (\tilde{\Gamma}_0 \cap \tilde{\Gamma}_1) \cup (\tilde{\Gamma}_0 \cap \tilde{\Gamma}_2) \), which is a finite set. However, a distribution in \( H^{-1/2} \) cannot be supported on a finite set of points, by [McLean 2000, Lemma 3.39], so we conclude that \( \hat{\ell} \) is identically zero, which completes the proof. \( \square \)

Since \( N \) was assumed to have Lipschitz boundary, the trace map \( \cdot|_{\partial N} : W^{1,2}(N) \to H^{1/2}(\partial N) \) is continuous. To define the normal derivative we first introduce the weak Laplace–Beltrami operator, \( \Delta : W^{1,2}(\Omega) \to W^{0,2}(\Omega)^* \), where \( \Omega \subset M \) is any open subset of \( M \). By definition, \( \Delta \psi = f \) means

\[
\int_{\Omega} \langle \text{grad } \psi, \text{grad } \phi \rangle = \int_{\Omega} f \phi
\]  

(3-9)

for all \( \phi \in W^{0,2}(\Omega) \), where the integral on the right-hand side is shorthand for the action of \( f \in W^{1,2}(\Omega)^* \) on \( \phi \in W^{0,2}(\Omega) \). If \( \Delta \psi = f \in L^2(\Omega) \), then this is a genuine \( L^2 \) inner product of \( f \) and \( \phi \).

The weak version of Green’s identity then says that for any \( \psi \in W^{1,2}(N) \) with \( \Delta \psi \in L^2(N) \), there exists a unique \( \partial_v \psi \in H^{-1/2}(\partial N) \) such that

\[
\int_N \langle \text{grad } \psi, \text{grad } \phi \rangle = \int_N (\Delta \psi) \phi + \int_{\partial N} (\partial_v \psi) \phi
\]  

(3-10)

for all \( \phi \in W^{1,2}(N) \) [McLean 2000, Theorem 4.4]. The boundary term has to be understood as the action of \( \partial_v \psi \in H^{-1/2}(\partial N) \) on \( \phi|_{\partial N} \in H^{1/2}(\partial N) \), i.e., \( (\partial_v \psi)(\phi|_{\partial N}) \), but to simplify the presentation we use the integral notation of (3-10).

Finally, consider an open subset \( \Gamma \subset \partial N \). For a function \( \psi \in W^{1,2}(N) \) we define \( \psi|_{\Gamma} \) to be the restriction of \( \psi|_{\partial N} \in H^{1/2}(\partial N) \) to \( \Gamma \), so that (3-2) implies \( \psi|_{\Gamma} \in H^{1/2}(\Gamma) \). Similarly, if \( \psi \in W^{1,2}(N) \)
and \( \Delta \psi \in L^2(N) \), we have \( \partial_v \psi|_{\Gamma} \in H^{-1/2}(\Gamma) \). It is not necessarily true that \( \partial_v \psi|_{\Gamma} \) is contained in the smaller space \( \tilde{H}^{-1/2}(\Gamma) = H^{1/2}(\Gamma)^* \); see (3-5). However, this will be the case if \( \partial_v \psi \) vanishes on \( \partial N \setminus \bar{\Gamma} \), by Lemma 3.1. This fact will play a crucial role in the proof of Proposition 4.3 below.

We conclude the section by explaining our decision to use \( W^{k,2} \)-Sobolev spaces on \( N \) but \( H^s \)-Sobolev spaces on \( \partial N \). Recall that \( H^1(\Omega) \subset W^{1,2}(\Omega) \) holds for any open set \( \Omega \), but the inclusion can be strict unless one has additional regularity of the boundary. In Definition 4.1 we construct the Neumann Laplacian as the self-adjoint operator corresponding to a nonnegative, symmetric bilinear form. For this we require the form to be closed, which is the case if the form domain is \( W^{1,2}(\Omega) \), but need not be true if the form domain is \( H^1(\Omega) \). On the other hand, the \( H^s \)-Sobolev spaces, defined via the Fourier transform, provide a more natural setting for the discussion of traces: If \( N \) is an open submanifold with Lipschitz boundary, there is a bounded, surjective trace map \( \cdot|_{\partial N} : H^1(N) \to H^{1/2}(\partial N) \). For \( N \) Lipschitz we have the equality \( H^1(N) = W^{1,2}(N) \), and hence a well-defined trace map \( \cdot|_{\partial N} : W^{1,2}(N) \to H^{1/2}(\partial N) \).

### 3B. Dissections of Neumann domains

The boundary of a cracked Neumann domain cannot be of class \( C \), whether or not there is a cusp on the boundary, due to the Neumann line \( \eta \) contained in the interior of \( \overline{\Omega} \); see Figure 3. We deal with this by dissecting such a Neumann domain into two pieces, as shown in Figure 4, where one piece has Lipschitz boundary, and the other has boundary that is Lipschitz except possibly at a cusp point; i.e., it has the same regularity as a regular Neumann domain. For doubly cracked domains as in Figure 3, an analogous statement holds as the proof for that case is essentially the same. The dissection thus reduces many of the proofs for cracked domains to the corresponding results for regular domains.

This dissection is made possible by the following lemma.

**Lemma 3.2.** Assume \( f \) is a Morse function and let \( \gamma \) be a Neumann line. Then \( \gamma \) has finite length \( L(\gamma) < \infty \), and admits an arc-length parametrization with \( \gamma \in C^1([0, L(\gamma)]) \), i.e., boundary points are included.

**Proof.** We decompose \( \gamma = \gamma_0 \cup \gamma_1 \cup \gamma_2 \), where \( \gamma_1 \) is defined in a small neighbourhood of the initial endpoint of \( \gamma \) and \( \gamma_2 \) is defined in a small neighbourhood of the terminal endpoint. Then it is enough to prove the corresponding statement for \( \gamma_0 \), \( \gamma_1 \) and \( \gamma_2 \).

The result for \( \gamma_0 \) follows by standard results for flows of smooth vector fields. Definition 2.3 implies that the endpoints of \( \gamma \) are critical points of \( f \). If the initial endpoint (which we label \( e \)) is a saddle, then the result for \( \gamma_1 \) follows, e.g., by [Banyaga and Hurtubise 2004, Theorem 4.2 (p. 94)]. On the other hand, if \( e \) is an extremum we use the map \( \Phi \) from Proposition 2.7. Then \( \Phi \circ \gamma_1 \) is a flow line generated by \( e^{-\text{Hess}f(e)} \), and hence satisfies the properties of the claim, i.e., it is \( C^1 \) up to the endpoint and has finite length. As \( \Phi^{-1} \) is a \( C^1 \) map and \( \gamma_1 = \Phi^{-1} \circ (\Phi \circ \gamma_1) \) is a composition of \( C^1 \) functions, the claim for \( \gamma_1 \) follows. The proof for \( \gamma_2 \) is identical. \( \square \)

Now suppose that \( \Omega \) is a cracked Neumann domain. The doubly cracked case in Figure 3 can be treated analogously. Denote by \( q \) the extremum in the interior of \( \overline{\Omega} \), and let \( \eta \) be the Neumann line attached to \( q \); see Figure 4. Choosing a Lipschitz curve \( \bar{\eta} \) in \( \Omega \) that joins \( q \) with a noncusp point of \( \partial \Omega \), we obtain a
Figure 4. The dissection of a cracked Neumann domain, as given in (3-11). The Neumann line \( \eta \) is extended to a Lipschitz curve \( \eta \cup \tilde{\eta} \), so that \( \Omega_l \) is a Lipschitz domain and \( \Omega_r \) possesses a cusp at \( p \).

Dissection of \( \Omega \) into disjoint parts \( \Omega_l \) and \( \Omega_r \), i.e.,

\[
\Omega \setminus \tilde{\eta} = \Omega_l \cup \Omega_r, \quad (3-11)
\]
as shown in Figure 4. Lemma 3.2 guarantees that \( \eta \cup \tilde{\eta} \) is a Lipschitz curve, so \( \Omega_l \) has Lipschitz boundary, and \( \Omega_r \) has Lipschitz boundary with the possible exception of a cusp at \( p \). This dissection induces an isometric embedding

\[
W^{1,2}(\Omega) \rightarrow W^{1,2}(\Omega_l) \oplus W^{1,2}(\Omega_r),
\]

\[
\phi \mapsto (\phi|_{\Omega_l}, \phi|_{\Omega_r}). \quad (3-12)
\]

3C. Truncated Neumann Domains. To deal with potential cusps at the maximum and minimum of \( f \), we introduce truncated versions of \( \Omega \). Denoting by \( p \in \text{Min}(f) \) and \( q \in \text{Max}(f) \) the minimum and maximum of \( f \) in \( \widehat{\Omega} \), we observe that \( f(q) < f(p) \), since otherwise \( f \) would be constant on \( \widehat{\Omega} \), which is not possible as it is a Morse function. Adding a constant to \( f \), which does not affect the gradient flow lines, we can thus assume that \( f(q) < 0 < f(p) \). (In the special case that \( f \) is an eigenfunction this condition holds automatically, so it is not necessary to shift \( f \).)

We then define for each \( 0 < t < 1 \) the truncated domains

\[
\Omega_t := \begin{cases} 
\{ x \in \Omega : f(x) < tf(q) \}, & \text{if } q \text{ is a cusp, } p \text{ is not}, \\
\{ x \in \Omega : tf(p) < f(x) \}, & \text{if } p \text{ is a cusp, } q \text{ is not}, \\
\{ x \in \Omega : tf(p) < f(x) < tf(q) \}, & \text{if } q \text{ and } p \text{ are cusps}, \\
\Omega, & \text{otherwise.}
\end{cases} \quad (3-13)
\]

Some examples of this construction are shown in Figure 5.

The boundary of \( \Omega_t \) can be decomposed as \( \partial \Omega_t = \gamma_{\pm,t} \cup \gamma_{0,t} \), where \( \gamma_{\pm,t} \) are level lines defined by

\[
\gamma_{+,t} = \{ x : f(x) = tf(q) \}, \quad \gamma_{-,t} = \{ x : f(x) = tf(p) \}, \quad (3-14)
\]

and \( \gamma_{0,t} = \partial \Omega_t \cap \partial \Omega \) is the part of \( \partial \Omega \) that remains after the truncation. Note that \( \gamma_{0,t} \neq \emptyset \), and Proposition 2.5(3) implies that \( \gamma_{\pm,t} \) meets \( \partial \Omega \) perpendicularly, except for a finite number of exceptional times where \( \gamma_{\pm,t} \) meets \( \partial \Omega \) at a saddle point, in which case the meeting angle is \( \frac{\pi}{4} \); see Figure 5.
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Figure 5. Neumann domains and their truncations, with the dotted line indicating the curve $\gamma_{\pm,t}$. The top two figures show regular and cracked domains for $t$ close to 1. For the same cracked domain the bottom left figure shows an exceptional value of $t$, where $\gamma_{\pm,t}$ meets $\partial \Omega$ at angle $\frac{\pi}{4}$, and the bottom right figure shows a smaller value of $t$.

For a truncated Neumann domain $\Omega_t$, we denote its complement in $\Omega$ by $\Omega_t^c := \Omega \setminus \Omega_t$. For any $0 < t < 1$ and sufficiently small $\epsilon > 0$, we can find a smooth cutoff function $\chi$ on $M$ such that

$$\chi(x) = \begin{cases} 
0, & x \in \Omega_t, \\
1, & x \in \Omega_t^c + \epsilon.
\end{cases}$$  \hspace{1cm} (3-15)

If desired, we can assume that $\chi$ is of the form $\alpha \circ f$ for some $\alpha \in C^\infty(\mathbb{R})$, in which case $\chi$ has the same level lines as $f$. For the arguments to follow, however, a generic smooth cutoff will suffice.

3D. Density and embedding results. We now state and prove the main result of this section.

**Proposition 3.3.** Let $(M, g)$ be a closed, connected, oriented Riemannian surface. If $\Omega \subset M$ is a Neumann domain of a Morse function $f$, the following hold:

1. The embedding $W^{1,2}(\Omega) \rightarrow L^2(\Omega)$ is compact.
2. If $\Omega$ is regular, then $C^1(\overline{\Omega})$ is dense in $W^{1,2}(\Omega)$.
3. If $\Omega$ is cracked, then there exists $t \in (0, 1)$ such that the set of functions

$$\{\phi \in W^{1,2}(\Omega) : \phi|_{\overline{\Omega}} \in C^1(\overline{\Omega_t^c})\}$$

is dense in $W^{1,2}(\Omega)$.

The result is known if $\partial \Omega$ is of class $C$ (see [Mazya and Poborchi 1997]) but, as noted above, the boundary of a Neumann domain does not need to have this property. If $\Omega$ is cracked and $\phi \in W^{1,2}(\Omega)$, its values on opposite sides of the crack $\eta$ need not be close, so we cannot hope to approximate it by a
function in $C^1(\Omega)$. However, by choosing $t$ sufficiently large, we can ensure that $\Omega_t^c$ is disjoint from $\eta$, and hence (3-16) holds.

The idea of the proof is to use Hartman’s theorem (Proposition 2.7) to find a canonical description of the boundary near a cusp, and then apply the following lemma, which allows us to extend functions to a larger domain which still has a cusp but is of class $C$; see the domains $\Omega_1$ and $\Omega_2$ in Figure 2.

**Lemma 3.4** [Mazya and Poborchi 1997, §5.4.1, Lemma 1, p. 285]. Consider the domain

$$\widehat{\Omega} = \{(x, y) \in \mathbb{R}^2 : c_1 \vartheta(x) < y < c_2 \vartheta(x), \ 0 < x < 1 \}$$

for some $c_1 < c_2$, where $\vartheta \in C^{0,1}([0, 1])$ is an increasing function with $\vartheta(0) = 0$ and $\vartheta'(t) \to 0$ as $t \to 0$, and define

$$G = \{(x, y) \in \mathbb{R}^2 : |y| < M \vartheta(x), \ 0 < x < 1 \}$$

for $M \geq \max(|c_1|, |c_2|)$. Then there exists a continuous extension operator $E : W^{1,2}(\widehat{\Omega}) \to W^{1,2}(G)$.

We will apply this lemma with $\vartheta(x) = x^\alpha$ for some $\alpha > 1$.

**Proof of Proposition 3.3.** We first prove (1) and (2) for regular Neumann domains. Only the behaviour near the cusps has to be investigated, as they are the only possible non-Lipschitz points on $\partial \Omega$. A cusp is either a maximum or a minimum by Proposition 2.5. Without loss of generality, let $c \in \text{Max}(f)$ be the only cusp on $\partial \Omega$.

We localize at $c$ by taking a smooth cutoff function $\chi$, as in (3-15), that equals 1 in $\Omega_{t+c}^c$ and vanishes in $\Omega_t^c$, and hence is supported in $\Omega_c := \Omega_t^c$. Now take $\phi \in W^{1,2}(\Omega_c)$. We write $\phi = \chi \phi + (1 - \chi) \phi$ and observe that $\chi \phi$, $(1 - \chi) \phi \in W^{1,2}(\Omega)$. Thus, it is sufficient to prove the statements for both functions separately. For the latter function the observation that it is supported in a Lipschitz domain implies both (1) and (2) in Proposition 3.3.

For the former we choose $t$ close to 1 and employ Proposition 2.7. Let $\Phi$ be the resulting $C^1$-diffeomorphism and define $\widetilde{\Omega}_c = \Phi(\Omega_c)$. Owing to (2-1), the image in $\widetilde{\Omega}_c$ of the two boundary curves meeting at $c$ consists of flow lines obeying $\partial_t \gamma = -\text{Hess}\ f(c) \gamma$. These are generated by $e^{-t \text{Hess}\ f(c)x_0}$, where $x_0$ is a suitable point on $\gamma$. An easy calculation as in [McDonald and Fulling 2014, Section 3; Alon et al. 2020, Proof of Proposition 4.1] shows that the flow lines near the origin may be parametrized in suitable coordinates by $\gamma(x) = (x, cx^\alpha)$, where $\alpha > 0$ depends only on the eigenvalues of $\text{Hess}\ f(c)$ (in fact only on their ratio). This implies that near the origin the domain $\widetilde{\Omega}_c$ is described by

$$\{(x, y) \in \widetilde{\Omega}_c : c_1 x^\alpha < y < c_2 x^\alpha \text{ and } x > 0 \}$$

We can assume that $\alpha > 1$. (If $\alpha = 1$, then $\widetilde{\Omega}_c$ is in fact Lipschitz near $c$, so there is nothing to prove; if $\alpha < 1$, we exchange $x$ and $y$ to obtain a similar description of the boundary with $\alpha$ replaced by $1/\alpha$.) Now Lemma 3.4 says that there exists a continuous extension operator $E : W^{1,2}(\widetilde{\Omega}_c) \to W^{1,2}(G)$, where $\widetilde{\Omega}_c \subset G$ and near 0 the domain $G$ is characterized by

$$\{(x, y) \in G : |y| < Mx^\alpha \text{ and } x > 0 \}$$

References:

- Mazya and Poborchi 1997
- McDonald and Fulling 2014
- Alon et al. 2020
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with $M$ large enough. Since the boundary $\partial G$ is of class $C$, we can now infer by [Edmunds and Evans 1987, Theorem 4.17, p. 267; Mazya and Poborchi 1997, §1.4.2, Theorem 1, p. 28] that $W^{1,2}(G)$ satisfies statements (1) and (2) of the proposition. In particular, $W^{1,2}(G) \to L^2(G)$ is compact and $C^1(\overline{G})$ is dense in $W^{1,2}(G)$.

Using the fact that $\Phi$ is a $C^1$-diffeomorphism, it is easily shown that the pull-back map

$$\Phi^* : W^{1,2}(\tilde{\Omega}_c) \to W^{1,2}(\Omega_c), \quad \phi \mapsto \phi \circ \Phi,$$

is well-defined and bijective, with

$$\frac{1}{C} \|\phi\|_{W^{1,2}(\tilde{\Omega}_c)}^2 < \|\phi \circ \Phi\|_{W^{1,2}(\Omega_c)}^2 < C\|\phi\|_{W^{1,2}(\tilde{\Omega}_c)}^2$$

for some $C > 0$. Therefore, the inclusion $W^{1,2}(\Omega_c) \to L^2(\Omega_c)$ can be written as the composition of a compact operator

$$W^{1,2}(\Omega_c) \xrightarrow{(\Phi^{-1})^*} W^{1,2}(\tilde{\Omega}_c) \xrightarrow{E} W^{1,2}(G) \xrightarrow{L^2(G)}$$

and a bounded operator

$$L^2(G) \xrightarrow{E} L^2(\tilde{\Omega}_c) \xrightarrow{\Phi^*} L^2(\Omega_c)$$

(where the first map is restriction), and hence is compact. This completes the proof of (1) for regular Neumann domains.

To prove (2), let $\phi \in W^{1,2}(\Omega_c)$, so that $\phi \circ \Phi^{-1} \in W^{1,2}(\tilde{\Omega}_c)$ and $E(\phi \circ \Phi^{-1}) \in W^{1,2}(G)$. For any $\delta > 0$, there exists $\tilde{\phi} \in C^1(\tilde{G})$ with $\|\tilde{\phi} - E(\phi \circ \Phi^{-1})\|_{W^{1,2}(G)} < \delta$, and hence

$$\|\tilde{\phi}|_{\tilde{\Omega}_c} \circ \Phi - \phi\|_{W^{1,2}(\Omega_c)} \leq C\|\tilde{\phi}|_{\tilde{\Omega}_c} - \phi \circ \Phi^{-1}\|_{W^{1,2}(\tilde{\Omega}_c)}$$

$$\leq C\|\tilde{\phi} - E(\phi \circ \Phi^{-1})\|_{W^{1,2}(G)} < C\delta.$$ 

Since $\tilde{\phi}|_{\tilde{\Omega}_c} \circ \Phi \in C^1(\Omega_c)$, this completes the proof of (2).

We next prove (1) for cracked Neumann domains, using the decomposition (3-12). More precisely, using Lemma 3.2 we may dissect $\Omega$ as in (3-11) and, without loss of generality, assume that the cusp is located on the boundary of $\Omega_r$, as in Figure 3. Note that

$$W^{1,2}(\Omega) \to W^{1,2}(\Omega_l) \oplus W^{1,2}(\Omega_t) \to L^2(\Omega_l) \oplus L^2(\Omega_t) = L^2(\Omega)$$

and so it is enough to prove compactness of the embedding $W^{1,2}(\Omega_* \cap \Omega_{\epsilon}) \to L^2(\Omega_{\epsilon})$ for $\epsilon = 1$, r. For $\epsilon = 1$ this follows from the Lipschitz property of $\partial \Omega_l$. For $\epsilon = r$ we observe that $\partial \Omega_r$ is Lipschitz except at the cusp, and so the proof given above for regular domains applies.

Finally, we prove (3). For $0 < \epsilon < 1$ sufficiently close to 1 we have $\Omega_{\epsilon} \subset \Omega_*$ for either $\epsilon = 1$ or $\epsilon$ (the case $\epsilon = r$ is shown in Figure 4), so we choose $\epsilon$ sufficiently close to 1 and $\epsilon > 0$ small enough that $\Omega_{\epsilon} = \Omega_{\epsilon}^c \subset \Omega_*$. Now let $\phi \in W^{1,2}(\Omega)$. Given $\delta > 0$, there exists by (2) a function $\phi_0 \in C^1(\tilde{\Omega}_c)$ such that $\|\phi - \phi_0\|_{W^{1,2}(\Omega)} < \delta$. Choosing a smooth cutoff function $\chi$ that equals 1 in $\Omega_{\epsilon}^c + \epsilon$ and vanishes in $\Omega_{\epsilon}$, we
define $\tilde{\phi}_\delta = \chi \phi_\delta + (1 - \chi)\phi \in W^{1,2}(\Omega)$ and compute

$$\|\phi - \tilde{\phi}_\delta\|_{W^{1,2}(\Omega)} = \|\chi (\phi - \phi_\delta)\|_{W^{1,2}(\Omega_\delta)} \leq K \|\phi - \phi_\delta\|_{W^{1,2}(\Omega_\delta)} < K \delta,$$

where $K$ is a constant depending only on $\chi$. Finally, since $\text{supp} \chi \subset \overline{\Omega}_\delta^c$, we have

$$\tilde{\phi}_\delta|_{\overline{\Omega}_\delta^c} = \chi \phi_\delta|_{\overline{\Omega}_\delta^c} \in C^1(\overline{\Omega}_\delta^c).$$

\[\square\]

4. The Neumann Laplacian on a Neumann domain

In this section we define the Neumann Laplacian on a Neumann domain $\Omega$, and establish some of its fundamental properties, in particular proving Theorems 1.2 and 1.3. This relies on the technical results of the previous section, namely Proposition 3.3.

4A. Definition and proof of Theorem 1.2. We define the Neumann Laplacian in the usual way, via a symmetric bilinear form.

**Definition 4.1.** The Neumann Laplacian on an open set $\Omega \subset M$, denoted by $-\Delta^N_\Omega$, is the unique self-adjoint operator corresponding to the bilinear form

$$a(\psi, \phi) := \int_\Omega \langle \text{grad} \psi, \text{grad} \phi \rangle, \quad D(a) := W^{1,2}(\Omega).$$

More precisely, $\Delta^N_\Omega$ is an unbounded operator on $L^2(\Omega)$, with domain

$$D(\Delta^N_\Omega) = \{\psi \in W^{1,2}(\Omega) : \text{there exists } f_\psi \in L^2(\Omega) \text{ with } a(\psi, \phi) = \langle f_\psi, \phi \rangle_{L^2(\Omega)} \text{ for all } \phi \in W^{1,2}(\Omega)\},$$

and for any $\psi \in D(\Delta^N_\Omega)$ we have $\Delta^N_\Omega \psi = f_\psi$. The existence and uniqueness of such an operator follows immediately from the completeness of the form domain $D(a) = W^{1,2}(\Omega)$ and standard theory of self-adjoint operators, for instance [Reed and Simon 1972, Theorem VIII.15]. If $\psi \in D(\Delta^N_\Omega)$, then (4-2) implies

$$\int_\Omega \langle \text{grad} \psi, \text{grad} \phi \rangle = \int_\Omega (\Delta^N_\Omega \psi) \phi$$

for all $\phi \in W^{1,2}_0(\Omega)$, and hence $\Delta \psi = \Delta^N_\Omega \psi \in L^2(\Omega)$. That is, $\Delta^N_\Omega$ acts as the weak Laplace–Beltrami operator $\Delta$ defined in (3-9).

The next result is nontrivial, and relies on the special geometric structure of Neumann domains.

**Proposition 4.2.** If $\Omega \subset M$ is a Neumann domain for a Morse function, then $\Delta^N_\Omega$ has compact resolvent, and hence has purely discrete spectrum $\sigma(\Delta^N_\Omega) \subset [0, \infty)$.

**Proof.** Proposition 3.3(1) says that the form domain $W^{1,2}(\Omega)$ is compactly embedded in $L^2(\Omega)$, so the result follows from [Reed and Simon 1978, Theorem XIII.64]. \[\square\]
4B. Domain of the Neumann Laplacian. We now describe the domain of the Neumann Laplacian, working towards the proof of Theorem 1.3. Recalling the truncated domain $\Omega_t$ introduced in Section 3C, and the decomposition $\partial \Omega_t = r^0 \cup o$ of its boundary in (3-14), we have the following.

**Proposition 4.3.** Let $\Omega$ be a Neumann domain of a Morse function $f$. The domain of the Neumann Laplacian is given by

$$
\mathcal{D}(\Delta^N_{\Omega}) = \left\{ \psi \in W^{1,2}(\Omega) : \Delta \psi \in L^2(\Omega), \partial_n(\psi|_{\Omega_t})|_{r^0, o} = 0 \text{ for all } 0 < t < 1 \right\}
$$

and

$$
\lim_{t \to 1} \int_{r^0, o} \partial_n(\psi|_{\Omega_t})\phi = 0 \text{ for all } \phi \in W^{1,2}(\Omega) \right\} \quad (4-3)
$$

if $\Omega$ is regular, and

$$
\mathcal{D}(\Delta^N_{\Omega}) = \left\{ \psi \in W^{1,2}(\Omega) : \Delta \psi \in L^2(\Omega), \partial_n(\psi|_{\Omega_t \cap \Omega_1})|_{r^0, o} = \partial_n(\psi|_{\Omega_t \cap \Omega_2})|_{r^0, o} = 0 \right\}
$$

for all $0 < t < 1$, and

$$
\lim_{t \to 1} \int_{r^0, o} \partial_n(\psi|_{\Omega_t})\phi = 0 \text{ for all } \phi \in W^{1,2}(\Omega) \right\} \quad (4-4)
$$

if $\Omega$ is cracked.

That is, to be in the domain of $\Delta^N_{\Omega}$, a function must satisfy Neumann boundary conditions on the Lipschitz part of the boundary, as well as a limiting boundary condition at each cusp. While this completely characterizes the domain of $\Delta^N_{\Omega}$, the limiting boundary conditions on $r^0, o$ may be difficult to check in practice. Therefore, in the following section we will give simple criteria (Proposition 4.8 and Corollary 4.9) which guarantee these limiting conditions are satisfied.

**Remark 4.4.** Our techniques actually give a more general result, not just valid for Neumann domains. The key points are that $\partial \Omega$ is Lipschitz except for a finite number of cusps and cracks, and the cracks admit a Lipschitz continuation. A stronger result will be given below (in Remark 4.7) that relies on the detailed structure of the cusps, which for Neumann domains is a consequence of Hartman’s theorem.

In proving the proposition, we must take into account the fact that $\Omega_t$ and $\Omega_r$ need not be Lipschitz; see Figure 4, where $\Omega_r$ has a cusp on its boundary. We therefore combine the dissection and truncation of Sections 3B and 3C, respectively. The resulting domains are shown in Figure 6. Note that the boundaries of $\Omega_r \cap \Omega_1$ and $\Omega_r \cap \Omega_2$ can be partitioned into three parts: $r^0, o$ coming from the truncation; $t$ coming from the dissection; and $o$, coming from the original domain $\Omega$. We emphasize that the dissection (3-11) is an auxiliary construction, and our analysis does not depend on the specific choice of $t$.

Since $\eta \cup \tilde{\eta}$ has a Lipschitz neighbourhood in both $\Omega_r \cap \Omega_1$ and $\Omega_r \cap \Omega_2$, see Figure 6, we have

$$
(\phi|_{\Omega_1})|_{\tilde{\eta}^0} = (\phi|_{\Omega_2})|_{\tilde{\eta}^0} \in H^{1/2}(\tilde{\eta}^0) \quad \text{for } \phi \in W^{1,2}(\Omega), \quad (4-5)
$$

with $\cdot^0$ denoting the interior in $\gamma_{o, r} \cup \tilde{\eta}$. Therefore, the map

$$
W^{1,2}(\Omega) \to H^{1/2}(\eta^0) \oplus H^{1/2}(\eta^0) \oplus H^{1/2}(\tilde{\eta}^0),
$$

$$
\phi \mapsto ((\phi|_{\Omega_1})|_{\tilde{\eta}^0}, (\phi|_{\Omega_2})|_{\tilde{\eta}^0}, \phi|_{\tilde{\eta}^0}), \quad (4-6)
$$

is well-defined, where $\phi|_{\tilde{\eta}^0}$ denotes the common value in (4-5). We first analyze the normal derivatives on $\tilde{\eta}$.

**Lemma 4.5.** Let $\Omega$ be a cracked Neumann domain. If $\psi \in W^{1,2}(\Omega)$ and $\Delta \psi \in L^2(\Omega)$, then

$$
\partial_n(\psi|_{\Omega_1})|_{\tilde{\eta}^0} + \partial_n(\psi|_{\Omega_2})|_{\tilde{\eta}^0} = 0 \in H^{-1/2}(\tilde{\eta}^0). \quad (4-7)
$$
Figure 6. The dissected and truncated domains appearing in the proof of Proposition 4.3. Here $\gamma_{\pm,t}$ is a result of the truncation, $\tilde{\eta}$ is from the dissection, and $\gamma_{0,t}$ is the part of the original boundary, $\partial\Omega$, that remains after the truncation.

Proof. The hypothesis $\Delta \psi \in L^2(\Omega)$ means

$$\int_{\Omega} \langle \text{grad} \psi, \text{grad} \phi \rangle = \langle \Delta \psi, \phi \rangle_{L^2(\Omega)}$$

(4-8)

for all $\phi \in C_0^\infty(\Omega)$. Together with Green's formula (3-10), this implies

$$\int_{\tilde{\eta}} \left( \partial_t(\psi|_{\Omega_t}) + \partial_{\gamma}(\psi|_{\Omega_{\gamma}}) \right) \phi = 0$$

(4-9)

for all $\phi \in C_0^\infty(\Omega)$. Since any function in $C_0^\infty(\tilde{\eta})$ can be realized as $\phi|_{\tilde{\eta}}$ for some $\phi \in C_0^\infty(\Omega)$, the result follows from (3-6).

We next analyze the normal derivative on the Lipschitz part of the boundary, $\gamma_{0,t}$.

Lemma 4.6. If $\psi \in D(\Delta_N^N)$, then

$$\partial_t(\psi|_{\Omega_t \cap \Omega_{\gamma}})|_{\gamma_{0,t}} = 0 \in H^{-1/2}((\partial(\Omega_t \cap \Omega_{\gamma}) \cap \gamma_{0,t})^0)$$

(4-10)

for any $0 < t < 1$, where $\bullet = l, r$.

Proof. We prove the result for $\Omega_l$, the argument for $\Omega_r$ is identical. For any test function $\phi \in W^{1,2}(\Omega_l \cap \Omega_{\gamma})$ with $\phi|_{\tilde{\eta}} = 0$ and $\phi|_{\gamma_{0,t}} = 0$, we get from Green's formula (3-10) that

$$\int_{\partial(\Omega_t \cap \Omega_{\gamma}) \cap \gamma_{0,t}} \partial_t(\psi|_{\Omega_t \cap \Omega_{\gamma}}) \phi = 0.$$

The image of the trace map restricted to

$$\{ \phi \in W^{1,2}(\Omega_t \cap \Omega_{\gamma}) : \phi|_{\tilde{\eta}} = \phi|_{\gamma_{0,t}} = 0 \}$$

is precisely $\tilde{H}^{1/2}((\partial(\Omega_t \cap \Omega_{\gamma}) \cap \gamma_{0,t})^0)$, by (3-3) and [McLean 2000, Theorem 3.37], so the result follows.

Now, equipped with our preliminary analysis of normal derivatives, we prove Proposition 4.3.

Proof of Proposition 4.3. We only prove (4-4); the proof of (4-3) for regular domains is similar but less involved, so we omit it. Let $\psi \in W^{1,2}(\Omega)$. From (4-2) we have that $\psi \in D(\Delta_N^N)$ if and only if
\[ \Delta \psi \in L^2(\Omega) \] and

\[
\int_\Omega (\Delta \psi) \phi = \int_\Omega \langle \text{grad} \psi, \text{grad} \phi \rangle
\]  

(4-11)

for all \( \phi \in W^{1,2}(\Omega) \). Thus, we fix \( \psi, \phi \in W^{1,2}(\Omega) \) with \( \Delta \psi \in L^2(\Omega) \). Since \( \langle \text{grad} \psi, \text{grad} \phi \rangle \) and \( (\Delta \psi)\phi \) are in \( L^1(\Omega) \), their integrals over \( \Omega_t \) converge to their integrals over \( \Omega \) as \( t \to 1 \) by the dominated convergence theorem; hence (4-11) is equivalent to

\[
\lim_{t \to 1} \int_{\Omega_t} (\Delta \psi) \phi = \lim_{t \to 1} \int_{\Omega_t} \langle \text{grad} \psi, \text{grad} \phi \rangle.
\]  

(4-12)

We now use the dissection (3-11), applying Green’s formula on the truncated and dissected domains to obtain

\[
\int_{\Omega_t} \langle \text{grad} \psi, \text{grad} \phi \rangle = \int_{\Omega_t} (\Delta \psi) \phi + \int_{\partial(\Omega_t \cap \Omega_0)} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi + \int_{\partial(\Omega_t \cap \Omega_0)} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi.
\]

Comparing with (4-12), we see that \( \psi \in \mathcal{D}(\Delta^N_\Omega) \) if and only if

\[
\lim_{t \to 1} \left\{ \int_{\partial(\Omega_t \cap \Omega_0)} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi + \int_{\partial(\Omega_t \cap \Omega_0)} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi \right\} = 0
\]  

(4-13)

for each \( \phi \in W^{1,2}(\Omega) \). Therefore, it suffices to show that (4-13) is equivalent to the conditions in (4-4).

We claim that if \( \psi \in W^{1,2}(\Omega) \) satisfies \( \Delta \psi \in L^2(\Omega) \) and \( \partial_v(\psi_{|\Omega_t \cap \Omega_0})|_{y_0,t} = \partial_v(\psi_{|\Omega_t \cap \Omega_0})|_{y_0,t} = 0 \), then

\[
\int_{\partial(\Omega_t \cap \Omega_0)} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi + \int_{\partial(\Omega_t \cap \Omega_0)} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi = \int_{\gamma_{+t}} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi
\]  

(4-14)

for any \( 0 < t < 1 \) and \( \phi \in W^{1,2}(\Omega) \). To prove this, we decompose the integrals over \( \partial(\Omega_t \cap \Omega_0) \) and \( \partial(\Omega_t \cap \Omega_t) \) into a sum of integrals over the different parts of the boundary. This is nontrivial, since this integral notation actually represents the action of the normal derivative distribution on a test function in \( H^{1/2} \), and a distribution in \( H^{-1/2} \) does not necessarily split into the sum of its restriction to different parts of the boundary, as discussed in Section 3A.

Here we make use of Lemma 3.1, as well as the assumption that \( \partial_v(\psi_{|\Omega_t \cap \Omega_0})|_{y_0,t} = \partial_v(\psi_{|\Omega_t \cap \Omega_0})|_{y_0,t} = 0 \). Applying the lemma to \( N = \Omega_t \cap \Omega_0 \), with the boundary decomposed into \( \Gamma_1 = \tilde{\eta}, \Gamma_2 = \gamma_{+t} \) and \( \Gamma_0 = \partial(\Omega_t \cap \Omega_0) \cap \gamma_{0,t} \), we obtain

\[
\int_{\partial(\Omega_t \cap \Omega_0)} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi = \int_{\tilde{\eta}} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi + \int_{\gamma_{+t}} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi.
\]

Similarly, for \( \Omega_t \cap \Omega_0 \), we get

\[
\int_{\partial(\Omega_t \cap \Omega_0)} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi = \int_{\tilde{\eta}} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi + \int_{\gamma_{-t}} \partial_v(\psi_{|\Omega_t \cap \Omega_0}) \phi.
\]

Adding these together and using Lemma 4.5 to cancel the \( \tilde{\eta} \) terms completes the proof of (4-14).
To finish the proof of the proposition, suppose that \( \psi \in \mathcal{D}(\Delta^N_{\Omega}) \), so (4-13) holds. Lemma 4.6 implies that \( \partial_\nu(\psi|_{\Omega \cap \Gamma}t)|_{\partial_\nu t} = \partial_\nu(\psi|_{\Omega \cap \Gamma}t)|_{\partial_\nu t} = 0 \), so we can use (4-14) to conclude that

\[
\lim_{t \to 1} \int_{\gamma \cap t} \partial_\nu(\psi|_{\Omega \cap \Gamma}) \phi = 0
\]

for any \( \phi \in W^{1,2}(\Omega) \). Therefore, the boundary conditions given in (4-4) are satisfied. Conversely, if \( \psi \) satisfies the boundary conditions in (4-4), we take the limit of (4-14) to find that (4-13) holds and so \( \psi \in \mathcal{D}(\Delta^N_{\Omega}) \).

\[ \square \]

**Remark 4.7.** For the \( \gamma_{\pm,t} \) boundary condition in (4-3) or (4-4), it is enough to check that

\[
\lim_{t \to 1} \int_{\gamma_{\pm,t}} \partial_\nu(\psi|_{\Omega}) \phi = 0
\]

for test functions \( \phi \in W^{1,2}(\Omega) \) that are \( C^1 \) in a neighbourhood of the cusp. If \( \psi \) satisfies this, and the other conditions in (4-3) or (4-4), the proof of Proposition 4.3 shows that (4-11) holds for all such \( \phi \). It then follows from Proposition 3.3(3) that (4-11) in fact holds for all \( \phi \in W^{1,2}(\Omega) \), and so \( \psi \in \mathcal{D}(\Delta^N_{\Omega}) \).

**4C. Proof of Theorem 1.3.** If \( \Omega \) has no cusps or cracks, then Proposition 4.3 says that \( \mathcal{D}(\Delta^N_{\Omega}) \) simply consists of functions that are sufficiently regular and satisfy Neumann boundary conditions everywhere on \( \partial \Omega \). On the other hand, when a cusp is present we must also impose the condition (4-15), which says the normal derivative of \( \psi \) on \( \gamma_{\pm,t} \) does not blow up as the cusp is approached. We now give a simple condition that guarantees this is the case.

For simplicity we only state the result for a cusp at \( q \); the corresponding statement for a cusp at \( p \) is analogous. We define the “doubly truncated domain”

\[
\Omega'_t = \{ x \in \Omega : t_0 f(q) < f(x) < tf(q) \}
\]

for a fixed \( 0 < t_0 < 1 \).

**Proposition 4.8.** If \( \psi \in W^{1,2}(\Omega) \) and there exists \( t_0 \) such that \( \psi \in W^{2,2}(\Omega'_t) \) for all \( t_0 < t < 1 \) and \( (1-t)^{1/2} \| \psi \|_{W^{2,2}(\Omega'_t)}^2 \) is bounded near \( t = 1 \), then (4-15) holds.

The proposition does not assume \( \psi \) is in \( W^{2,2}(\Omega) \), but only that its \( W^{2,2}(\Omega'_t) \) norm does not blow up too quickly near the cusp. Of course this condition is automatically satisfied if \( \psi \in W^{2,2}(\Omega) \).

**Corollary 4.9.** If \( \psi \in W^{2,2}(\Omega) \), then (4-15) holds.

Since the Morse function \( f \) that generated the Neumann domain \( \Omega \) was assumed to be smooth, \( f|_{\Omega} \) satisfies the hypotheses of Corollary 4.9, and Theorem 1.3 follows immediately.

The main ingredient in the proof is a trace estimate for the doubly truncated domain \( \Omega'_t \), with controlled dependence on \( t \).

**Lemma 4.10.** There exist constants \( A, B > 0 \) such that

\[
\int_{\gamma_{\pm,t}} u^2 \leq \frac{A}{\sqrt{1-t}} \int_{\Omega'_t} u^2 + B \int_{\Omega'_t} |\nabla u|^2
\]

for all \( u \in W^{1,2}(\Omega'_t) \) and \( t \) sufficiently close to 1.
Proof. Increasing \( t_0 \) if necessary, we can assume that \( \mathbf{q} \) is the only critical point of \( f \) in \( \Omega_{t_0}^c \). Consider the vector field

\[
X := \chi u^2 \frac{\nabla f}{|\nabla f|},
\]

where \( \chi \) is a smooth cutoff function that vanishes on \( \gamma_{+, t_0} \) and equals 1 in a neighbourhood of \( \mathbf{q} \). Since \( f \) is smooth and has no critical points in \( \Omega_t' \), we have \( X \in W^{1,1}(\Omega_t') \). Observe that \( \nabla f / |\nabla f| \) is tangent to \( \gamma_{0, t} \), whereas on \( \gamma_{+, t} \) it coincides with the outward unit normal. This implies

\[
\int_{\partial \Omega_t'} X \cdot \nu = \int_{\gamma_{+, t}} u^2
\]

for any \( t \) large enough that \( \chi |_{\gamma_{+, t}} \equiv 1 \). On the other hand, the divergence theorem implies

\[
\int_{\partial \Omega_t'} X \cdot \nu = \int_{\Omega_t'} \text{div} \, X = \int_{\Omega_t'} \left( \nabla (\chi u^2) \cdot \frac{\nabla f}{|\nabla f|} + \chi u^2 \text{div} \frac{\nabla f}{|\nabla f|} \right),
\]

so we obtain

\[
\int_{\gamma_{+, t}} u^2 \leq B \| u \|^2_{H^1(\Omega_t')} + \int_{\Omega_t'} \left| \text{div} \frac{\nabla f}{|\nabla f|} \right| (4-18)
\]

for some constant \( B \) depending only on \( \chi \).

To estimate the integral on the right-hand side, we observe that the level sets of \( f \) have mean curvature \( \text{div}(\nabla f / |\nabla f|) \). Using the Morse lemma, we can find coordinates \((x, y)\) in a neighbourhood of \( \mathbf{q} \) such that \( f(x, y) = f(\mathbf{q}) - x^2 - y^2 \). A straightforward computation (see [Beck et al. 2021, Lemma 4.7]) gives

\[
\left| \text{div} \frac{\nabla f}{|\nabla f|}(x, y) \right| \leq \frac{C}{\sqrt{x^2 + y^2}} = \frac{C}{\sqrt{f(\mathbf{q}) - f(x, y)}}
\]

and so we have the uniform estimate

\[
\left| \text{div} \frac{\nabla f}{|\nabla f|} \right| \leq \frac{C}{\sqrt{f(\mathbf{q})(1-t)}}
\]

on \( \Omega_t' \). Substituting this into (4-18) completes the proof. \( \square \)

The other ingredient in the proof of Proposition 4.8 is the following geometric estimate.

Lemma 4.11. The length of \( \gamma_{+, t} \) is \( o((1-t)^{1/2}) \) near \( t = 1 \).

Proof. We prove the result for \( \gamma_{+, t} \), assuming there is a cusp at the maximum \( \mathbf{q} \); the proof for \( \gamma_{-, t} \) is identical. Using the Morse lemma, we can find coordinates \((x, y)\) near \( \mathbf{q} \) such that \( f(x, y) = f(\mathbf{q}) - x^2 - y^2 \), and so \( \gamma_{+, t} \) is contained in the circle of radius \( \rho = \sqrt{(1-t)f(\mathbf{q})} \). More precisely, it is the arc bounded by the angles \( \theta_1(t) \) and \( \theta_2(t) \). Parametrizing this as \( \gamma(\theta) = (\rho \cos \theta, \rho \sin \theta) \), we have \( |\gamma'(\theta)|_g \leq C \sqrt{1-t} \), where \( |\cdot|_g \) denotes the length computed using the metric \( g \) and \( C \) is some constant depending on \( f(\mathbf{q}) \) and the components of \( g \) in this coordinate chart. This implies

\[
L(\gamma_{+, t}) = \int_{\theta_1(t)}^{\theta_2(t)} |\gamma'(\theta)|_g \, d\theta \leq C \sqrt{1-t} |\theta_2(t) - \theta_1(t)|.
\]

Near \( \mathbf{q} \), the boundary \( \partial \Omega \) consists of two Neumann lines meeting tangentially at \( \mathbf{q} \) (since there is a cusp). This implies \( |\theta_2(t) - \theta_1(t)| \to 0 \) as \( t \to 1 \) and completes the proof. \( \square \)
We are now ready to prove Proposition 4.8.

**Proof.** Since $|\partial_\nu \psi| \leq |\nabla \psi|$, it is enough to show that

$$\lim_{t \to 1} \int_{\gamma_{\pm,t}} |\nabla \psi| \phi = 0 \quad (4-19)$$

for all $\phi \in W^{1,2}(\Omega)$ that are $C^1$ in a neighbourhood of $q$; see Remark 4.7. Fix such a $\phi$ and define $u = \chi |\nabla \psi| \phi$, where $\chi$ is a smooth cutoff function that equals 1 near $q$ and is supported in the region where $\phi$ is smooth. The hypotheses on $\psi$ imply $u \in L^2(\Omega)$ and $u \in W^{1,2}(\Omega'_t)$ for all $t_0 < t < 1$, with

$$\|u\|_{L^2(\Omega)} \leq C \|\psi\|_{W^{1,2}(\Omega)}, \quad \|u\|_{W^{1,2}(\Omega'_t)} \leq C \|\psi\|_{W^{2,2}(\Omega'_t)}$$

for some constant $C$ depending only on $\phi$ and $\chi$.

Using Hölder’s inequality and Lemma 4.10, we obtain

$$\left(\int_{\gamma_{\pm,t}} u\right)^2 \leq \left(\int_{\gamma_{\pm,t}} u^2\right) L(y_{\pm,t}) \leq \left(\frac{A}{\sqrt{1-t}} \|u\|^2_{L^2(\Omega)} + B \|u\|^2_{W^{1,2}(\Omega'_t)}\right) L(y_{\pm,t}) \leq (A \|u\|^2_{L^2(\Omega)} + B \sqrt{1-t} \|u\|^2_{W^{1,2}(\Omega'_t)}) \frac{L(y_{\pm,t})}{\sqrt{1-t}}.$$ 

By Lemma 4.11 this tends to zero as $t \to 1$. \qed

**Appendix: Morse–Smale functions with cracked Neumann domains**

In this appendix we construct Morse–Smale functions having cracked Neumann domains. As in the rest of the paper, we assume $M$ is a smooth, closed, connected orientable surface.

**Theorem A.1.** Let $f$ be a Morse–Smale function on $M$ and $\Omega$ a Neumann domain of $f$. Then there exists a Morse–Smale function $\tilde{f}$ that has a cracked Neumann domain $\tilde{\Omega} \subset \Omega$.

We will see in the proof that $\tilde{f}$ can be chosen to agree with $f$ outside an arbitrary open set $U \subset \Omega$. However, the difference $\tilde{f} - f$ may be large inside $U$. The existence of $\tilde{f}$ is given by the following general lemma.

**Lemma A.2.** Let $U \subset M$ be an open subset and $f : U \to \mathbb{R}$ a smooth function having no critical points. There exists a smooth function $\tilde{f} : U \to \mathbb{R}$, with $\text{supp} (\tilde{f} - f) \subset U$, whose only critical points are a nondegenerate maximum and a nondegenerate saddle.

**Proof.** Since $f$ has no critical points in $U$, we can invoke the canonical form theorem for smooth vector fields and find local coordinates $(x, y)$ with respect to which $f(x, y) = Ax + B$ for $(x, y) \in (-1, 1) \times (-1, 1)$. Now choose a smooth function $\alpha(x)$ with $\text{supp} \alpha \subset (-1, 1)$ and

$$\int_{-1}^1 \alpha(x) \, dx = 0, \quad (A-1)$$

so that there exist points $-1 < x_1 < x_2 < 1$ with
\[
\begin{align*}
\alpha(x) &> -A, \quad -1 < x < x_1, \\
\alpha(x) &= -A, \quad x = x_1, \\
\alpha(x) &< -A, \quad x_1 < x < x_2, \\
\alpha(x) &= -A, \quad x = x_2, \\
\alpha(x) &> -A, \quad x_2 < x < 1,
\end{align*}
\] (A-2)
as shown in Figure 7.

We define
\[
\tilde{f}(x, y) = f(x, y) + \beta(x)\gamma(y),
\] (A-3)
where $\beta(x) = \int_{-1}^{x} \alpha(t) \, dt$ and $\gamma(y) = \exp\{-1/(1 - y^2)\}$. Note that $\gamma$ is a nonnegative bump function supported in $(-1, 1)$ with $\gamma'(0) = 0$ and $\gamma''(0) < 0$. It follows that
\[
\frac{\partial \tilde{f}}{\partial x} = A + \alpha(x)\gamma'(y) \quad \text{and} \quad \frac{\partial \tilde{f}}{\partial y} = \beta(x)\gamma'(y),
\]
and so the only critical points of $\tilde{f}$ in $U$ are $(x_1, 0)$ and $(x_2, 0)$. We compute
\[
\begin{align*}
\frac{\partial^2 \tilde{f}}{\partial x^2}(x_1, 0) &= \alpha'(x_1)\gamma'(0) < 0, \\
\frac{\partial^2 \tilde{f}}{\partial x^2}(x_2, 0) &= \alpha'(x_2)\gamma'(0) > 0, \\
\frac{\partial^2 \tilde{f}}{\partial y^2}(x_1, 0) &= \beta(x_1)\gamma''(0) < 0,
\end{align*}
\]
and conclude $(x_1, 0)$ and $(x_2, 0)$ are a nondegenerate maximum and a nondegenerate saddle, respectively. \(\square\)

**Proof of Theorem A.1.** If $\Omega$ is cracked we simply choose $\tilde{f} = f$ and there is nothing to prove. Therefore we assume that $\Omega$ is regular. Since $f$ is Morse–Smale, Theorem 2.2 says the closure of $\Omega$ contains exactly four critical points, all of which are on the boundary: a maximum $\mathbf{q}$, a minimum $\mathbf{p}$, and saddle points $\mathbf{r}_1$ and $\mathbf{r}_2$; see Figure 3.
Now choose $\tilde{f}$ according to Lemma A.2, for some open set $U \subseteq \Omega$. By construction, $\tilde{f}$ has two critical points in $\Omega$: a maximum $q_*$ and a saddle point $r_*$. Since $\tilde{f}$ is a Morse function, $r_*$ has degree 4; i.e., there are four Neumann lines connected to $r_*$. We obtain the result by studying the endpoints of these lines, as depicted in Figure 8. Since $\tilde{f}$ agrees with $f$ in a neighbourhood of $\partial\Omega$, the invariant manifolds $W^s(r_i)$ and $W^u(r_i)$ are unchanged by the perturbation. As a result, it is not possible for any of the Neumann lines coming from $r_*$ to end at $r_1$ or $r_2$. Therefore, the four Neumann lines from $r_*$ can only end at $q$, $p$ or $q_*$, so it follows from Lemma 2.4 that $\tilde{f}$ is Morse–Smale. The two lines along which $\tilde{f}$ is decreasing must end at $p$, since it is the only minimum in $\overline{\Omega}$. This means the two lines along which $f$ is increasing are connected to either $q$ or $q_*$. We claim that there is one Neumann line connected to each maximum.

Suppose instead that both ended at $q$. Then the union of these Neumann lines forms a closed loop. Similarly, the union of the two lines ending at $p$ is a closed loop. Both loops intersect at $r_*$, where they are orthogonal by Proposition 2.5(1). Since $\Omega$ is simply connected, this can only happen if the loops also intersect at a point other than $r_*$, but this is impossible since gradient flow lines cannot cross. The same argument shows that these lines cannot both be connected to $q_*$; hence one must end at each maximum.

Since all of the Neumann lines in $\overline{\Omega}$ have been accounted for, this means $q_*$ has degree 1; hence the Neumann domain with $q_*$ on its boundary is cracked. □

Acknowledgments

Cox acknowledges the support of NSERC grant RGPIN-2017-04259. Band and Egger were supported by the ISF (grant no. 844/19).

References

[Alon et al. 2020] L. Alon, R. Band, M. Bersudsky, and S. Egger, “Neumann domains on graphs and manifolds”, pp. 203–249 in Analysis and geometry on graphs and manifolds (Potsdam, Germany, 2017), edited by M. Keller et al., Lond. Math. Soc. Lect. Note Ser. 461, Cambridge Univ. Press, 2020. MR Zbl

[Band and Fajman 2016] R. Band and D. Fajman, “Topological properties of Neumann domains”, Ann. Henri Poincaré 17:9 (2016), 2379–2407. MR Zbl
DEFINING THE SPECTRAL POSITION OF A NEUMANN DOMAIN

[Band et al. 2021] R. Band, S. K. Egger, and A. J. Taylor, “The spectral position of Neumann domains on the torus”, J. Geom. Anal. 31:5 (2021), 4561–4585. MR Zbl

[Banyaga and Hurtubise 2004] A. Banyaga and D. Hurtubise, Lectures on Morse homology, Kluwer Texts Math. Sci. 29, Kluwer, Dordrecht, 2004. MR Zbl

[Beck et al. 2021] M. Beck, G. Cox, C. Jones, Y. Latushkin, and A. Sukhtayev, “A dynamical approach to semilinear elliptic equations”, Ann. Inst. H. Poincaré C Anal. Non Linéaire 38:2 (2021), 421–450. MR Zbl

[Cheng 1976] S. Y. Cheng, “Eigenfunctions and nodal sets”, Comment. Math. Helv. 51:1 (1976), 43–55. MR Zbl

[Edmunds and Evans 1987] D. E. Edmunds and W. D. Evans, Spectral theory and differential operators, Oxford Univ. Press, 1987. MR Zbl

[Flamencourt and Pankrashkin 2020] B. Flamencourt and K. Pankrashkin, “Strong coupling asymptotics for δ-interactions supported by curves with cusps”, J. Math. Anal. Appl. 491:1 (2020), art. id. 124287. MR Zbl

[Hartman 1960] P. Hartman, “On local homeomorphisms of Euclidean spaces”, Bol. Soc. Mat. Mexicana (2) 5 (1960), 220–241. MR Zbl

[Hempel et al. 1991] R. Hempel, L. A. Seco, and B. Simon, “The essential spectrum of Neumann Laplacians on some bounded singular domains”, J. Funct. Anal. 102:2 (1991), 448–483. MR Zbl

[Jakšić et al. 1992] V. Jakšić, S. Molčanov, and B. Simon, “Eigenvalue asymptotics of the Neumann Laplacian of regions and manifolds with cusps”, J. Funct. Anal. 106:1 (1992), 59–79. MR Zbl

[Mazyya and Poborchi 1997] V. G. Mazya and S. V. Poborchi, Differentiable functions on bad domains, World Sci., River Edge, NJ, 1997. MR Zbl

[McDonald and Fulling 2014] R. B. McDonald and S. A. Fulling, “Neumann nodal domains”, Philos. Trans. Roy. Soc. A 372:2007 (2014), art. id. 20120505. MR Zbl

[McLean 2000] W. McLean, Strongly elliptic systems and boundary integral equations, Cambridge Univ. Press, 2000. MR Zbl

[Perko 2001] L. Perko, Differential equations and dynamical systems, 3rd ed., Texts in Appl. Math. 7, Springer, 2001. MR Zbl

[Reed and Simon 1972] M. Reed and B. Simon, Methods of modern mathematical physics, I: Functional analysis, Academic Press, New York, 1972. MR Zbl

[Reed and Simon 1978] M. Reed and B. Simon, Methods of modern mathematical physics, IV: Analysis of operators, Academic Press, New York, 1978. MR Zbl

[Taylor 2018] A. J. Taylor, “pyneumann toolkit”, Python code, 2018, available at https://github.com/inclement/neumann.

[Uhlenbeck 1976] K. Uhlenbeck, “Generic properties of eigenfunctions”, Amer. J. Math. 98:4 (1976), 1059–1078. MR Zbl

Received 23 Apr 2021. Accepted 28 Feb 2022.

RAM BAND: ramband@technion.ac.il
Department of Mathematics, Technion - Israel Institute of Technology, Haifa, Israel
and
Institute of Mathematics, University of Potsdam, Potsdam, Germany

GRAHAM COX: gcox@mun.ca
Department of Mathematics and Statistics, Memorial University of Newfoundland, St. John’s, NL, Canada

SEBASTIAN K. EGGER: sebastian.k.egger@gmail.com
Department of Mathematics, Technion - Israel Institute of Technology, Haifa, Israel
See inside back cover or msp.org/apde for submission instructions.

The subscription price for 2023 is US $405/year for the electronic version, and $630/year (+$65, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues from the last three years and changes of subscriber address should be sent to MSP.

Analysis & PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall #3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online.

APDE peer review and production are managed by EditFlow® from MSP.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2023 Mathematical Sciences Publishers
Overdetermined boundary problems with nonconstant Dirichlet and Neumann data
Miguel Domínguez-Vázquez, Alberto Enciso and Daniel Peralta-Salas

Monge–Ampère gravitation as a $\Gamma$-limit of good rate functions
Luigi Ambrosio, Ayméric Baradat and Yann Brenier

IDA and Hankel operators on Fock spaces
Zhangjian Hu and Jani A. Virtanen

Global stability of spacetimes with supersymmetric compactifications
Lars Andersson, Pieter Blue, Zoe Wyatt and Shing-Tung Yau

Stability of traveling waves for the Burgers–Hilbert equation
Ángel Castro, Diego Córdoba and Fan Zheng

Defining the spectral position of a Neumann domain
Ram Band, Graham Cox and Sebastian K. Egger

A uniqueness result for the two-vortex traveling wave in the nonlinear Schrödinger equation
David Chiron and Eliot Pacherie

Classification of convex ancient free-boundary curve-shortening flows in the disc
Theodora Bourni and Mat Langford