Quantum properties of a non-Gaussian state in the large-$N$ approximation
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We study the properties of a non-Gaussian density matrix for an $O(N)$ scalar field in the context of the incomplete description picture. This is of relevance for studies of decoherence and entropy production in quantum field theory. In particular, we study how the inclusion of the simplest non-Gaussian correlator in the set of measured observables modifies the effective (Gaussian) description one can infer from the knowledge of the two-point functions only. We compute exactly the matrix elements of the non-Gaussian density matrix at leading order in a $1/N$-expansion. This allows us to study the quantum properties (purity, entropy, coherence) of the corresponding state for arbitrarily strong nongaussianity. We find that if the Gaussian and the non-Gaussian observers essentially agree concerning quantum purity or correlation entropy, their conclusion can significantly differ for other, more detailed aspects such as the degree of quantum coherence of the system.
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I. INTRODUCTION

To completely specify the state of a (quantum) system requires one to perform as many measurements as there are independent degrees of freedom (d.o.f.). This may be difficult in practice for systems with a large number of d.o.f. or even impossible when the latter is infinite, e.g. for (quantum) fields. In fact, one often has to infer the effective state of the system from a restricted amount of information, which may or may not give a good description of the actual state of the system.

This incomplete description picture provides a basis for various studies of entropy production in quantum field theory (QFT). In this context, one defines an entropy which measures the amount of missing information in the set of measured observables. More recently, similar ideas have been advocated to discuss quantum (de)coherence in QFT. Both issues are of great interest in various contexts such as inflationary cosmology, baryogenesis, neutrino and quark-gluon plasma physics, or the physics of ultracold quantum gases.

First principle calculations of the real-time dynamics of entropy production and quantum decoherence in QFT have been performed recently in Refs. in the case where the set of measured observables is restricted to Gaussian, two-point, correlators of the fields. As a result of the nonlinear evolution, information flows from the subset of Gaussian correlations to unmeasured higher correlations. In , it was demonstrated in the context of a self-interacting $O(N)$ scalar field that, even in the absence of an environment, a pure, coherent quantum state eventually appears as mixed and decohered, and at late times even as a thermal state, to the observer restricted to Gaussian correlators – we shall call the later the Gaussian observer – even though the time evolution is unitary. The case of a field coupled to an environment has been considered in with similar conclusions.

Very interesting questions in this context concern the inclusion of higher correlation functions in the set of measured observables. How much information one recovers by measuring the first non-Gaussian correlators? Is the spread of information in the space of correlation functions uniform? Or is it mainly concentrated in a subset of relevant observables? Besides the above-mentioned applications, such questions are of general interest for the understanding of nonequilibrium dynamics and thermalization in QFT.

In Koksma, Prokopec and Schmidt have studied in detail the question of the correlation entropy for various deformations of Gaussian density matrices in scalar field theories. Here, we consider the non-Gaussian density matrix one obtains in the incomplete description picture by including the simplest non-Gaussian correlator – namely the field four-point function – in the set of measured observables. We study how the inclusion of this bit of information modifies the conclusions one would infer from the knowledge of the two-point functions only.

We find that, depending on what they ask, the Gaussian and non-Gaussian observers may arrive at very different conclusions. In particular, if they essentially agree concerning global properties such as the quantum purity or the entropy of the system, whatever the strength of the nongaussianity, they can be led to very different conclusions concerning other, more detailed aspects of the quantum state, such as the degree of quantum coherence or the shape of the probability distributions of...
various observables. For instance, we exhibit situations where the Gaussian observer concludes to an essentially thermal state, whereas the non-Gaussian observer sees a highly coherent quantum state.

Specifically, we consider a situation with space translation invariance, where the fields can be described by their Fourier modes and we assume our observers measure Gaussian and non-Gaussian correlators of separate modes. In this case, the effective density operator is a direct product of individual density operators for each Fourier mode. We focus here on one of these individual operators – that of the zero mode to be precise. This is essentially equivalent to considering the density operator of a quantum mechanical model with one degree of freedom.

In principle this could be computed exactly with numerical techniques. Instead, we want to have as much analytical understanding as possible as well as simple practical tools which can be easily implemented in future nonequilibrium calculations [14]. For this purpose, we consider an $N$-plet of scalar fields in an $O(N)$-symmetric state and compute the desired properties in the limit $N \to \infty$, for which we get semi-analytical results. Moreover, such a nonperturbative approach allows us to study the case of arbitrarily large nongaussianities.

We describe the reduced density matrix inferred by the “non-Gaussian” observer, in Section II. Some global, basis-independent, properties of the corresponding quantum state, such as correlation entropy or quantum purity, are analyzed in Section III. In Section IV, we present results. Moreover, such a nonperturbative approach allows us to study the case of arbitrarily large nongaussianities.

A number of appendices are devoted to technical details.

II. THE REDUCED DENSITY MATRIX

We consider $N$ pairs of canonically conjugate scalar field operators $(\hat{\varphi}_a, \hat{\pi}_a)$, $a = 1, \ldots, N$. We assume a $O(N)$-symmetric state with given Gaussian correlators

$$\langle \hat{\pi}_a \hat{\pi}_b \rangle = \delta_{ab} K, \quad \langle \hat{\varphi}_a \hat{\varphi}_b \rangle = \delta_{ab} F, \quad \langle \hat{\varphi}_a \hat{\pi}_b + \hat{\pi}_b \hat{\varphi}_a \rangle = 2 \delta_{ab} R,$$

and non-Gaussian four-field correlator

$$\langle \hat{\varphi}_a \hat{\varphi}_b \hat{\varphi}_c \hat{\varphi}_d \rangle = (\delta_{ab} \delta_{cd} + \delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc}) \left[ F^2 + \frac{C_4}{N} \right].$$

Here $C_4/N$ denotes the non-trivial, connected contribution. The least biased effective density matrix $D$ one can infer from the knowledge of these correlators is the one which is consistent with the measured observables, i.e. $\langle \varphi^2 \rangle = \text{tr} [D \varphi^2]$ etc., and which maximizes the amount of missing information, measured by the von Neumann entropy $S = -\text{tr} \ln D$. It is given by [1]

$$D = \frac{1}{Z} \exp(-F) \quad \text{with} \quad Z = \text{tr} \exp(-F), \quad (3)$$

where (we extract an explicit factor $N$ for the purpose of the $1/N$-expansion)

$$F = A \hat{\pi}_a \hat{\pi}_a + B \hat{\varphi}_a \hat{\varphi}_a + C (\hat{\varphi}_a \hat{\pi}_a + \hat{\pi}_a \hat{\varphi}_a) + \frac{\eta}{N} (\hat{\varphi}_a \hat{\varphi}_a)^2. \quad (4)$$

The parameters $A, B, C$ and $\eta$ must be adjusted so that the correlators $K, F, R$ and $C_4$ obtained from $D$ agree with their measured values. For instance, they can be obtained from the following relations

$$K = -\frac{\partial_A \ln Z}{N}, \quad F = -\frac{\partial_B \ln Z}{N}, \quad R = -\frac{\partial_C \ln Z}{2N} \quad (5)$$

and

$$F^2 + \frac{C_4}{N} = -\frac{\partial_H \ln Z}{N+2}. \quad (6)$$

A. Large-$N$ limit

Following standard procedures, the partition function $Z$ can be given the path integral representation

$$Z = \int_{\text{periodic}} \mathcal{D} \varphi \mathcal{D} \pi \; e^{\int_0^\beta d\tau \{ i \varphi_a (\tau) \pi_a (\tau) - F (\varphi (\tau), \pi (\tau)) \}} \quad (7)$$

where $\dot{\varphi} \equiv d\varphi/d\tau$ and where the functional integral is to be performed on periodic configurations $\varphi_a (0) = \varphi_a (1)$ [20]. Performing the $\pi$ integration, one gets

$$Z = \mathcal{N} (A^N) \int_{\text{per.}} \mathcal{D} \varphi \; e^{\int_0^\beta d\tau \{ \varphi_a (\frac{\pi^2}{4N \beta^2} - B^2) \varphi_a - \frac{\eta}{N} (\varphi_a \varphi_a)^2 \}} \quad (8)$$

where we used the fact that, for periodic field configurations, $\int d\tau \varphi_a \dot{\varphi}_a = 0$. Here $B' = B - C^2/A$ and, up to an infinite $A$-independent normalization factor (note that $\mathcal{N} (AB) = \mathcal{N} (A) \mathcal{N} (B)$)

$$\mathcal{N} (A) = \int \mathcal{D} \chi \; e^{-\frac{1}{2} \int_0^\beta d\tau \chi^2} \propto e^{-\frac{1}{2} \text{Tr} \ln A} \quad (9)$$

where $\text{Tr}$ denotes a functional trace.

Making use of the standard trick [16]

$$\int \mathcal{D} \chi \; e^{\int_0^\beta d\tau \{ -\frac{N}{4\eta} \chi^2 + i \chi \varphi \varphi \} } = \mathcal{N} \left( \frac{N}{4\eta} \right) \; e^{-\frac{\pi}{N} \int_0^\beta d\tau (\varphi \varphi)^2} \quad (10)$$

we can perform the $\varphi$-integration to get, up to an irrelevant factor

$$Z \propto \mathcal{N} \left( \frac{\eta}{N} \right) \int \mathcal{D} \chi \; e^{-\frac{\pi}{N} \text{Tr} \ln G^{-1} (\chi) - \frac{\pi}{N} \int_0^\beta d\tau \chi^2}, \quad (11)$$

where

$$G^{-1} (\chi; \tau, \tau') = \left( -\frac{d^2}{d\tau'^2} + 4A \left[ B' - i \chi (\tau) \right] \right) \delta (\tau - \tau'). \quad (12)$$

This is the starting point for the standard $1/N$-expansion [19]. The limit $N \to \infty$ is given by the saddle point
approximation: One has, up to an irrelevant additive constant,
\[
\frac{\ln Z}{N} = -\frac{1}{2} \text{Tr} \ln G^{-1}(\bar{\chi}) - \frac{\bar{\chi}^2}{4\eta},
\]
where \( \bar{\chi} \) is given by the saddle-point equation
\[
\bar{\chi} = -\eta \frac{\delta \text{Tr} \ln G^{-1}(\chi)}{\delta \chi(\tau)} \bigg|_{\chi(\tau) = \bar{\chi}} = 4i\eta \text{Tr} G(\bar{\chi}).
\]
For constant \( \bar{\chi} \), the functional trace on RHS can be evaluated by standard techniques (see the details in Appendix B) and Eq. (14) can be rewritten as
\[
\frac{z^2 - z_0^2}{\xi} = \frac{1}{z \tanh(z/2)},
\]
where \( \xi = 8A^2\eta, \ z_0 = 2\sqrt{A B^*}, \ z = 2\sqrt{A(B^* - i\bar{\chi})} \). We mention that \( z_0^2 \) plays the role of a mass squared-like parameter in the Gaussian case, governing the width of the \( \varphi \)-distribution and is constrained to be positive. In the non-Gaussian \( z^2 \) plays the role of a renormalized mass parameter. In Appendix C we show that only real solutions, i.e. \( z^2 > 0 \), are physically allowed. One easily sees that Eq. (15) always admits one and only one real solution, which can be obtained numerically. Note that one recovers the Gaussian result \( z^2 = z_0^2 \) in the limit \( \eta \to 0 \). Notice also that, for \( \eta \neq 0 \), \( z_0^2 \) can be either positive or negative.

Expressions of the correlators \( K, F, R \) in the limit \( N \to \infty \) can be directly obtained from (13), using (15). The connected correlator \( C_4/N \) is \( \mathcal{O}(1/N) \) and necessitates a more involved calculation. The latter is detailed in Appendix A. In the limit \( N \to \infty \), one obtains the parameters of (16) in terms of the correlators as (27)
\[
A = \kappa F, \quad B = \kappa K - 2\eta F, \quad C = -\kappa R,
\]
where
\[
\kappa = \frac{\ln(1 + 1/n)}{2n + 1} \quad \text{and} \quad n + \frac{1}{2} = \sqrt{FK - R^2}.
\]
It is remarkable that only the parameter \( B \) gets modified by non-Gaussianity. This is a consequence of both our choice of non-Gaussian correlator and the large-\( N \) approximation. Note that \( n = (\epsilon^2 - 1)^{-1} \), with \( z \) the solution of the gap equation above. The value of \( \eta \) can be obtained from the relation (see Appendix B)
\[
\frac{C_4}{2F^2} = -\frac{x}{2n + 1} \left\{ \frac{2}{x} [f(1) - f(\sqrt{1 + x})] \right. \\
+ \frac{1}{\ln(1 + 1/n)} \left\{ \frac{\zeta^2}{1 + \zeta x} - \frac{1}{1 + x} \right\}\right\},
\]
where we defined
\[
\zeta = 1 + 2\kappa n(n + 1) \quad \text{and} \quad x = \frac{n}{\kappa} \left( \frac{F}{n + 1/2} \right)^2.
\]
and (notice that \( f(1/2) = 2n + 1 \))
\[
f(y) = \frac{1}{2y \tanh[y \ln(1 + 1/n)]} = \frac{1}{2y} \left( 1 + n^2y \right).
\]
In the perturbative – near Gaussian – regime, small values of the connected correlator \( C_4 \) as compared to the disconnected contribution \( F^2 \) corresponds to small values of \( x \). In this regime, one gets the linear relation
\[
\frac{C_4}{2F^2} = -\frac{x}{2(2n + 1)^2} \left( 1 + 2n(n + 1)(3\zeta + 2) \right).
\]
In contrast, for arbitrarily large values of \( x \), the ratio \( C_4/F^2 \) saturates due to non-perturbative effects. We see that \( -1 \leq C_4/F^2 \leq 0 \). It is interesting to notice that the extremal value \( C_4 = -2F^2 \) actually exactly cancels the corresponding (in the \( 1/N \)-expansion) connected contribution to the correlator \( \langle (\varphi_\alpha \varphi_\alpha)^2 \rangle/N = NF^2 + (F^2 + C_4) + \mathcal{O}(1/N) \). To separate between the perturbative (near Gaussian) and non-perturbative (strongly non-Gaussian) regimes, we note that the Gaussian square-mass parameter \( z_0^2 = \ln^2(1 + 1/n)(1 - 2x) \) turns negative for \( x > 1/2 \). We expect a qualitative change in the properties of the density operator when this happens.

We note that, as a function of \( x \) the ratio \( C_4/F^2 \) is bounded from below by the large-\( n \) limit:
\[
\frac{C_4}{2F^2} \bigg|_{n \to \infty} = -\frac{2x}{1 + 2x}
\]
and from above by the small-\( n \) limit:
\[
\frac{C_4}{2F^2} \bigg|_{n \to 1} = -\frac{x}{1 + x + \sqrt{1 + x}}.
\]
We plot the ratio \( C_4/F^2 \) as a function of \( x \) for various values of \( n \) in Fig. 1.

Finally we mention that, using \( \bar{\chi} = 2i\eta F \), one has
\[
\frac{\ln Z}{N} = \ln \sqrt{n(n + 1)} + \frac{x}{4\kappa} (2n + 1)^2.
\]
The first term is the standard Gaussian contribution and the second one the non-Gaussian correction. We now turn to the analysis of the properties of the density matrix [3].

III. CORRELATION ENTROPY, QUANTUM PURITY

For the Gaussian observer $n$ is the only intrinsic – basis independent – parameter which characterizes the state of the system. Any basis independent observable, such as correlation entropy or quantum purity, is fully determined by the value of $n$. In this section, we analyze this kind of global intrinsic observables in the non-Gaussian case.

A. Correlation entropy

The correlation entropy \[ 1, 2 \] measures the amount of missing information, i.e. the amount of information not contained in the subset of measured observables. It is defined as

$$ S = -\text{tr}(D \ln D) = \ln Z + \langle \mathcal{F} \rangle $$

(25)

and is easily evaluated in the large-$N$ approximation, using [3], [16] and [24]. One finds that the contribution from non-Gaussian terms exactly cancel and one is left with the Gaussian expression [28]:

$$ \frac{S}{N} = (n + 1) \ln(n + 1) - n \ln n. $$

(26)

This shows that the inclusion of the correlator $C_4$ does not bring any information, in the sense of that measured by entropy. This may seem surprising at first sight since there is clearly some “information” in the non-gaussianity. But in fact, entropy is a one number which measures the global amount of (missing) information. There can clearly be an infinity of different density operators having the same entropy.

B. Quantum purity

The quantity $P = \text{tr} D^2 \leq 1$ measures the quantum purity of the state described by the density operator $D$. It can be computed as

$$ P = \text{tr} D^2 = \frac{\text{tr} e^{-\mathcal{F}}}{(\text{tr} e^{-\mathcal{F}})^2} = \frac{Z(2A,2B,2C,2\eta)}{Z^2(A,B,C,\eta)} $$

(27)

where the numerator is obtained as in the previous section by replacing all parameters by twice their values. Writing the solution of the corresponding saddle-point equation $z(2A,2B,2C,2\eta) = \tilde{z}^2$, the latter can be written

$$ \frac{\tilde{z}^2 - \frac{z^2}{\xi}}{\xi} = \frac{1}{\tilde{z} \tanh \tilde{z}}. $$

(28)

In the large-$N$ limit, the $N$ field components are essentially identical and independent degrees of freedom and the total purity can be written as $P = P^{(N)}$ where $\eta$ can be viewed as the individual purity of each d.o.f. [29]. Introducing $\tilde{n} = (\mathcal{E}^2 - 1)^{-1}$ and using Eq. (24), we get, after some calculations,

$$ P = \frac{1}{2n + 1} e^{-\frac{1}{2} \kappa N (2n + 1)^2 \{1 - \frac{z^2}{\xi} \{1 + \frac{2(2n + 1)}{1 + 4n(2n + 1)} \} \}} $$

(29)

where $\tilde{z} = \ln(1 + 1/\tilde{n})/(2\tilde{n} + 1) = \tilde{z} \tanh(\tilde{z}/2)$. Notice that, for real positive $x$, $\tanh x > \tanh(x/2)$ and, therefore, $\tilde{z} < z$, which implies $\tilde{n} > n$ and $\tilde{\kappa} > \kappa$. Notice also that purity only depends on the parameters $n$ and $x$.

We check that we recover the usual result [5] in the Gaussian case ($x = 0$), for which $z = \tilde{z} = z_0$:

$$ P_0 = \frac{1}{2n + 1}. $$

(30)

The pure Gaussian state corresponds to $n \ll 1$. A simple analysis shows that the case $n \ll 1 \leftrightarrow z \gg 1$ is equivalent to $\tilde{n} \ll 1 \leftrightarrow \tilde{z} \gg 1$. In this situation, one gets, from Eqs. [15] and [28], $\tilde{z} \approx z$ and thus

$$ P \approx p_0 \approx 1 \quad \text{for} \quad n \ll 1. $$

(31)

We conclude that both the Gaussian and the non-Gaussian observers agree on the purity of the system when the latter is pure.

The other extreme is $n \gg 1$, which implies $\tilde{n} \gg 1$. In this case, one has $z \approx 1/n \ll 1$ and $\tilde{z} \approx 1/\tilde{n} \ll 1$. The saddle point equation (28) simplifies to a quadratic equation for $\tilde{z}^2$ and one gets, after some simple calculations:

$$ \frac{\tilde{n}^2}{n^2} \approx \frac{2}{1 - 2x + \sqrt{1 + 4x^2}} $$

(32)

and

$$ \frac{p}{p_0} \approx \frac{\tilde{n}}{n} e^{-\frac{x}{4n^2}} \quad \text{for} \quad n \gg 1. $$

(33)
One easily checks that $1 \geq p/p_0 = \sqrt{2/\epsilon} \simeq 0.86$, the two limits corresponding to the Gaussian ($x = 0$) and the extreme non-Gaussian ($x \gg 1$) cases respectively. We conclude that both observers essentially agree on the degree of quantum purity of the system whatever the value of $n$ and the strength of the nongaussianity. This is demonstrated on Fig. 2 which shows the individual purity $p$ as a function of the nongaussianity $x$ for given Gaussian correlators, i.e. for fixed $n$.

Thus we see that both the correlation entropy and the quantum purity are pretty insensitive to the degree of nongaussianity of the system. Such global observables are not sensitive to high moments of the underlying distribution and thus do not contain enough information to qualitatively distinguish between the Gaussian and non-Gaussian cases.

Still, as explained above, we expect substantial qualitative changes in the detailed properties of the density operators inferred by our two observers. In the next section, we compute the detailed structure of the density operator in the large-$N$ limit and study how it evolves as a function of the nongaussianity.

IV. MATRIX ELEMENTS IN THE LIMIT $N \to \infty$

We now wish to compute the matrix elements of the density operator in various basis. The “position” basis, i.e. the basis of eigenvalues of the field operators, turns out to be particularly suited to take the $N \to \infty$ limit. We start with the general functional integral formula:

$$\langle \varphi_2 | e^{-\mathcal{F}} | \varphi_1 \rangle = \int \mathcal{D} \varphi_1 \exp \left( i \varphi_1 \pi - \mathcal{F}(\varphi_1, \pi) \right)$$

(34)

where $| \varphi \rangle \equiv \prod_a | \varphi_a \rangle$. Here the functional integral is to be performed on field configurations such that $\varphi(0) = \varphi_1$ and $\varphi(1) = \varphi_2$, where arrows denote $O(N)$ vectors. Note that, because of $O(N)$ symmetry, the matrix element only depend on the invariants $\varphi_1^2$, $\varphi_2^2$ and $\varphi_1 \cdot \varphi_2$. It is useful to introduce the rescaled quantities

$$u^2 = \frac{\varphi_1^2}{NA}, \quad v^2 = \frac{s^2}{4NA} \quad \text{and} \quad w = \frac{\varphi_1 \cdot \varphi_2}{2NA},$$

(35)

where

$$\varphi = \frac{\varphi_2 + \varphi_1}{2} \quad \text{and} \quad s = \varphi_2 - \varphi_1$$

(36)

Using Eq. (34), we write

$$\langle \varphi_2 | e^{-\mathcal{F}} | \varphi_1 \rangle = N \left( \frac{4N}{\pi} \right) \int \mathcal{D} \chi \exp \left( -N \left( S_{\varphi_2, \varphi_1} + f_0 \right) + \frac{1}{4} \varphi_1 \cdot \varphi_2 \right),$$

(37)

where we defined

$$e^{-NS_{\varphi_2, \varphi_1}[\chi]} = \int \mathcal{D} \varphi_1 \mathcal{D} \pi \exp \left( i \varphi_1 \pi - \mathcal{F}(\varphi_1, \pi, A, B, C) \right),$$

(38)

with the quadratic form

$$\mathcal{F}(A, B, C) = A \pi_a \pi_a + B \varphi_a \varphi_a + C (\varphi_a \pi_a + \pi_a \varphi_a).$$

(39)

As for the calculation of the partition function above, the large-$N$ limit is given by the saddle-point contribution:

$$\langle \varphi_2 | e^{-\mathcal{F}} | \varphi_1 \rangle = e^{-N \left( S_{\varphi_2, \varphi_1} + \frac{1}{2} \varphi_2^2 - \frac{1}{2} \varphi_1^2 \right)}$$

(40)

where the saddle-point $\chi(u^2, v^2)$, given by

$$\frac{\chi(u^2, v^2)}{2\eta} = -\frac{\delta S_{\varphi_2, \varphi_1}[\chi]}{\delta \chi(\tau)} \bigg|_{\chi(\tau) = \chi(u^2, v^2)},$$

(41)

only depends on $u^2$ and $v^2$ defined in Eq. (35), as shown below.

We note that, using (38), the saddle-point equation can be rewritten as

$$\frac{\chi(u^2, v^2)}{2\eta} = \frac{1}{4N} \frac{\partial}{\partial B} \ln \langle \varphi_2 | e^{-\mathcal{F}(A, B, C)} | \varphi_1 \rangle \bigg|_{B = -i\chi(u^2, v^2)},$$

(42)

Therefore, we find that, in the limit $N \to \infty$, the matrix elements of the non-Gaussian operator $\exp(-\mathcal{F})$ can be entirely expressed in terms of those of the Gaussian operator $\exp(-\mathcal{F}_g)$. The latter are well-known:

$$\langle \varphi_2 | e^{-\mathcal{F}_g} | \varphi_1 \rangle = \frac{1}{A^2} e^{-N \left\{ F_0(z_0) + F_u(z_0) u^2 + F_v(z_0) v^2 + 2i C w \right\}},$$

(43)

where $z_0$ has been defined in Eq. (15) and $u, v, w$ in Eq. (35) and where

$$F_0(z) = -\ln \sqrt{\frac{z}{4 \pi \sinh(z)}},$$

(44)

$$F_u(z) = \frac{z}{2} \tanh \left( \frac{z}{2} \right),$$

(45)

$$F_v(z) = \frac{z}{2} \tanh(z/2).$$

(46)

We emphasize that Eqs. (10) and (12) in fact hold in any basis and, more generally for any linear combination of matrix elements. For instance, Eqs. (13) and (14) can be obtained as a particular case when one replace $\langle \varphi_2 | e^{-\mathcal{F}} | \varphi_1 \rangle \to \text{tr} e^{-\mathcal{F}}$ in both Eqs. (10) and (12). Similarly, we mention that similar equations can be obtained for the Wigner function to be discussed below.

The position basis employed here presents the advantage that the solutions of Eq. (12) are particularly simple. Notice first that the phase of $\langle \varphi_2 | e^{-\mathcal{F}} | \varphi_1 \rangle$ in (43) is the only $w$-dependent term and is independent of $B$. Thus this term does not contribute to the saddle-point equation, which implies, first, that $\chi(u^2, v^2)$ is real and, second, that it only depends on $u^2$ and $v^2$. In terms of
the variable $z(u^2, v^2) = 2\sqrt{A[B^2 - i\chi(u^2, v^2)]}$ we obtain the following equation

$$\frac{z^2 - z_0^2}{\xi} = f_0(z) + f_u(z)u^2 + f_v(z)v^2$$  \hspace{1cm} (47)

where $f_i(z) = 2F_i(z)/z$, with $i = 0, u, v$; Explicitly:

$$f_0(z) = \frac{1}{z^2} \left( \frac{z}{\tanh(z)} - 1 \right),$$  \hspace{1cm} (48)

$$f_u(z) = \frac{1}{2 \cosh^2(z/2)} \left( \frac{\sinh(z)}{z} + 1 \right),$$  \hspace{1cm} (49)

$$f_v(z) = \frac{1}{2 \sinh^2(z/2)} \left( \frac{\sinh(z)}{z} - 1 \right).$$  \hspace{1cm} (50)

In terms of the solution $z \equiv z(u^2, v^2)$ of Eq. (47), we have

$$\langle \varphi_2 | D | \varphi_1 \rangle = A^{-\xi} D(u^2, v^2) e^{-2iNCw},$$  \hspace{1cm} (51)

where $D(u^2, v^2)$ is a real function given by

$$D(u^2, v^2) = \frac{1}{Z} \exp \left\{ -\frac{1}{\xi} \left( F_0(z) + F_u(z)u^2 + F_v(z)v^2 - \frac{(z^2 - z_0^2)^2}{\xi} \right) \right\}.$$  \hspace{1cm} (52)

We seek solutions of Eq. (47) with $z^2$ real, i.e. $z$ can be either real or purely imaginary. We show in Appendix C that physically allowed solutions are such that $z^2 > -\pi^2$. It is rather simple to see, e.g. graphically, that Eq. (47) always admits one and only one such solution. Moreover, we readily see from the small $z$ behavior of the RHS of Eq. (47), namely $f_0(0) = f_v(0) = 1/3$ and $f_u(0) = 1$, that Eq. (47) admits a real solution ($z^2 \geq 0$) if

$$\frac{1}{3} + u^2 + \frac{v^2}{3} \geq \frac{-z_0^2}{\xi}$$  \hspace{1cm} (53)

and a purely imaginary one ($-\pi^2 < z^2 < 0$) otherwise. A condition for the existence of imaginary solutions is, therefore, $z_0^2/\xi < -1/3$. Noticing that

$$\frac{z_0^2}{\xi} = \frac{1}{\kappa} \left( \frac{1}{2x} - 1 \right)$$  \hspace{1cm} (54)

this condition becomes

$$\kappa \leq 3 \quad \text{and} \quad x \geq \frac{1}{2(1 - \kappa/3)}. \hspace{1cm} (55)$$

In particular, we see that no imaginary solution can appear, whatever the strength of the nongaussianity $x$ if $\kappa \geq 3$, which is equivalent to $n \leq n_c \approx E^{-3}$. We also see that, for $n > n_c$, the appearance of imaginary solutions is only possible for large enough nongaussianity $x$. In particular, this necessitates that $z_0^2/\xi$ be sufficiently negative and is, therefore, a nonperturbative effect.

When conditions (55) are satisfied, there is a region of the $(u,v)$ plane for sufficiently small $u^2$ and $v^2$ – where $z = z(u^2, v^2)$ is purely imaginary. Writing

$$D(u^2, v^2) = d^{N}(u^2, v^2)$$  \hspace{1cm} (56)

and noticing that

$$\partial_u \ln d(u^2, v^2) = -F_u(z).$$  \hspace{1cm} (57)

and

$$\partial_v \ln d(u^2, v^2) = -F_v(z)$$  \hspace{1cm} (58)

and that, for $z^2 > -\pi^2$, $\text{sign}(F_u(z)) = \text{sign}(z^2)$ and $F_v(z) > 0$, we conclude – see Appendix E – that

$$\ln D(u^2, v^2)$$

is always a monotonously decreasing function of $v$ whereas it either is monotonously decreasing in the $u$-direction if condition (55) is not satisfied or if $v$ is large enough: $v^2 \leq -z_0^2/\xi - 1/3$, or has a maximum
at $u = u_c(v^2)$ otherwise, corresponding to the condition $z(u_c, v^2) = 0$, i.e.

$$u_c^2(v^2) = -\frac{z_0^2}{\xi} - \frac{1}{3} - \frac{v^2}{3}.$$  \hspace{1cm} (59)

This is illustrated on Fig. 3, where we plot the function $d(u^2, v^2)$ as a function of $u$ and $v$ for Gaussian parameter $n = 10$ and non-Gaussian one $x = 15$. We see that whenever condition (55) is fulfilled, the non-Gaussian distribution qualitatively differs from the corresponding Gaussian one. We show, in Fig. 4 the $v = 0$ slice of the function $d$, that is essentially the probability distribution of field values $\langle \varphi | D | \varphi \rangle$, for fixed Gaussian parameter $n = 10$ and various nongaussianities $x$, ranging from $x = 0$ (Gaussian) to $x = 15$. We mention that similar shapes have been also obtained in Ref. [13].

As expected, the structure of the density operators in field-configuration space inferred by either the Gaussian or the non-Gaussian observers significantly differ for large enough nongaussianity. In the next section we further illustrate this difference by computing the Wigner distribution on phase-space and studying the quantum coherence properties inferred by both observers.

V. WIGNER FUNCTION AND QUANTUM COHERENCE

For a Gaussian density operator the Wigner function (see below) is positive definite and can be interpreted as a probability distribution on phase-space. This remains true for the non-Gaussian density operator (3) in the large-$N$ limit. One interesting property one can directly read on the Wigner function is the degree of quantum coherence of the system in the coherent-state basis. Indeed, if the Heisenberg uncertainty principle guarantees that the area of phase space where the Wigner function is non-vanishing cannot be smaller than 1 (in appropriate units), one can still have a very squeezed distribution in a given direction. As recalled in Appendix D this gives rise to non-trivial quantum coherence between distant semi-classical (coherent) states [34]. We analyze the shape of the Wigner function for our non-Gaussian density operator in this section.

A. Wigner function

The Wigner function is defined as

$$W(\bar{\varphi}, \bar{\pi}) = \int d^N s e^{i\bar{\varphi} \bar{s}} \langle \varphi + s/2 | D | \varphi - s/2 \rangle,$$  \hspace{1cm} (60)

where

$$\langle \varphi + s/2 | D | \varphi - s/2 \rangle = A^{-\frac{N}{2}} D(u^2, v^2) e^{-i\frac{N}{2} \bar{\varphi} \bar{s}},$$  \hspace{1cm} (61)

with $D(u^2, v^2)$ real. Eq. (61) and $O(N)$ symmetry imply that the Wigner function really depends on two-variables only:

$$W(\bar{\varphi}, \bar{\pi}) \equiv W(u^2, r^2),$$  \hspace{1cm} (62)

where we defined

$$r^2 = \frac{4A}{N} \left[ \bar{\pi} - \frac{C_{\varphi}}{\bar{\varphi}} \right]^2.$$  \hspace{1cm} (63)

Exploiting the $O(N)$ symmetry, $N - 2$ angular integrations can be trivially performed in Eq. (60) and the remaining angular integral is given by a Bessel function $J_\nu(x)$. One obtains

$$W(u^2, r^2) = \frac{N r}{2} \left( 8 \pi \frac{r}{N} \right)^{\frac{N}{2}} \int_0^\infty dv v^\frac{N}{2} J_{\frac{N}{2} - 1}(Nrv) D(u^2, v^2).$$  \hspace{1cm} (64)

It is easy to check that, at large $N$, the integral is dominated by values $v \sim 1$ due to the combination of the phase-space factor $v^{N/2}$ and of the rapid decrease of the function $D$ at large $v$. It follows that for the typical values of $r$ we are interested in, that is $r \sim 1$, the argument of the Bessel function is of the same order as its index $\sim N$, which is precisely the region where the Bessel function cannot be given a simple approximation. We compute the large-$N$ limit of the integral (64) numerically [35]. Fig. 5 shows the function $w(u^2, r^2)$ defined as

$$\mathcal{W}(u^2, v^2) = w N(u^2, v^2)$$  \hspace{1cm} (65)

as a function of $u$ and $r$ for the same values of parameters as in Fig. 3.

As for the function $d(u^2, v^2)$ before, the shape of $w(u^2, r^2)$ only depends on $n$ and $x$. This encodes the Wigner distribution on the $N^2$-dimensional phase-space, the translation to which depends on the actual values of the Gaussian correlators $F$ and $R$ through Eqs. (10),
and (63)]. Here we illustrate the content of the function \( w(u^2, r^2) \) in the cases where the \( O(N) \) vectors \( \vec{\varphi} \) and \( \vec{\pi} \) are either collinear or perpendicular to each other. It is useful to use the parametrization of Gaussian correlators introduced in (63) (up to a redefinition of the angle \( \phi \to \pi - \phi \)):

\[
F = \tilde{a} (1 + \gamma \cos \phi), \\
K = \tilde{a} (1 - \gamma \cos \phi), \\
R = \tilde{a} \gamma \sin \phi,
\]

with \( \tilde{a} = (n + 1/2)/\sqrt{1 - \gamma^2}, 0 \leq \gamma < 1 \) and \( 0 \leq \phi < 2\pi \). The parameter \( \gamma \) controls the overall squeezing of the Wigner distribution. Note that \( C/A = R/F = \tan(\phi/2) \).

When \( \vec{\varphi} \) and \( \vec{\pi} \) are collinear, one has \( r^2 \propto (\pi - \varphi \tan(\phi/2))^2 \). The angle \( \phi \) gives a positive \( \varphi^2 \)-term, proportional to \( F \), which adds to the already present one and thus squeezes the distribution in the \( \varphi \)-direction. It also contributes a \( \varphi \pi \)-term which rotates the main axis of the distribution by an angle \( \phi/2 \), as can be seen on Fig. 6. In contrast, in the case where \( \vec{\varphi} \) and \( \vec{\pi} \) are perpendicular, one has \( r^2 \propto \pi^2 + \varphi^2 \tan^2(\phi/2) \), which results in a squeezing of the distribution in the \( \varphi \)-direction (by the same amount as before), but there is no \( \varphi \pi \)-term and thus no rotation. The case \( \phi = 0 \) corresponds to a overall squeezing (for \( \gamma \neq 0 \)) in the \( \pi \)-direction and an overall stretching in the \( \varphi \)-direction, i.e. \( F > K \), whereas the case \( \phi = \pi \) gives the opposite effect.

We already see from Fig. 6 that the Wigner distribution can be strongly squeezed in some direction and therefore present a high degree of quantum coherence. We discuss this further in the next section and compare to the Gaussian case.

### B. Quantum coherence

To illustrate the implications of the very different Gaussian vs. non-Gaussian Wigner functions for quantum coherence, we consider the case where the correlator \( R = 0 \), that is \( r^2 = 4AN \pi^2/N \). As described before, for sufficiently large values of \( n \) and \( x \), the function \( d(u^2, v^2) \) exhibits a clear peak-structure in the \((u, v)\)-plane, located at \( u = u_0 \), \( v = 0 \), with, see Eq. (69), \( u_0^2 = -\delta^2/\xi - 1/3 \).

We find that for \( x \gg n^2 \gg 1 \) the peak is well-described by a Gaussian:

\[
d(u^2, v^2) \approx d(u_0^2, 0) e^{-\frac{(u-u_0)^2}{2u_0^2} - \frac{v^2}{2v_0^2}},
\]

with, see Appendix E

\[
u_0^2 = 2n^2, \quad \delta^2 = \frac{1}{6} + \frac{n^2}{2x} \quad \text{and} \quad \delta^2 = \frac{1}{2}.
\]

In that case, the Wigner function is also Gaussian:

\[
w(u^2, r^2) \approx w(u_0^2, 0) e^{-\frac{(u-u_0)^2}{2u_0^2} - \frac{r^2}{2r_0^2}},
\]

with

\[
\delta^2 = 2.
\]

In terms of physical variables \( \varphi \) and \( \pi \), the distribution peaks at \( \varphi_0^2/N = Au_0^2 \), with widths \( \delta^2/\sqrt{N} = A\delta^2_n \) and \( \delta^2/\pi = \delta^2/4A \), where \( A = \kappa F \approx F/2n^2 \approx 1/2K \), that is:

\[
\frac{\varphi^2}{N} = F, \quad \frac{\delta^2}{\pi N} = \frac{F}{12n^2} \quad \text{and} \quad \frac{\delta^2}{N} = K.
\]

Note that the width in the \( \pi \)-direction is unchanged compared to the corresponding Gaussian \((x = 0)\) case. In contrast, the width in the \( \varphi \)-direction is much smaller than the corresponding Gaussian one \( \sim F \).

We see that our observers may arrive at very different conclusions concerning the degree of quantum coherence of the system. Indeed, suppose that \( F \sim K \sim n \), in which case the Gaussian observer concludes to a statistical mixture of many uncorrelated semi-classical states, see e.g. Fig. 7. In contrast, the non-Gaussian observer gets an \( O(N) \)-symmetric, highly squeezed Wigner distribution around a non-zero value \( \varphi = \varphi_0 \), with \( \delta^2/\sqrt{N} \sim 1/n \ll 1 \) and thus concludes to a high degree of quantum coherence (see Appendix D). This situation is illustrated in Fig. 7.

Also interesting is the case where \( F \sim 1 \) and \( K \sim n^2 \), for which the Gaussian observer concludes to what Campo and Parentani call a partially decohered distribution [6], but where the non-Gaussian observer will get, again, a highly squeezed Wigner distribution, with

![FIG. 6: Contour plots of the Wigner distribution \( w \) in physical coordinates for the cases where \( \vec{\varphi} \) and \( \vec{\pi} \) are either parallel (para) or perpendicular (perp) in \( O(N) \) space, for the same parameters as in Fig. 5. We use the parametrization (66) with \( n = 10 \) and \( \gamma = 0.9 \). It should be kept in mind that the above figures are two-dimensional slices of a \( O(N) \)-symmetric distribution in \( N \)-dimensional phase-space. In particular, the two apparently separated structures in each figure are in fact connected by \( O(N) \)-transformations.](image-url)
number of states whereas the extra piece of information the non-Gaussian observer has leads him to conclude instead to a state with a high degree of quantum coherence.

An interesting extension of the present study will be to include other possible four-point correlators in the non-Gaussian description, such as $\langle \pi^4 \rangle$ or $\langle \pi^2 \phi^2 \rangle$. In particular, it will be interesting to see whether these change the present conclusions concerning entropy or purity.

In the context of recent studies of entropy production and decoherence in quantum field theory based on the incomplete description picture \cite{12, 13}, the present work provides a basis to study the role of dynamically generated non-Gaussian correlators concerning entropy production or the decoherence process.

Finally, the present work is also of relevance for more general studies of nonequilibrium dynamics and thermalization in quantum field theory \cite{12}. The existing literature, see e.g. \cite{2, 17, 22} is, to its vast majority based on analyzing thermalization from a Gaussian observer perspective, i.e. looking at the way equal-time two-point functions approach their equilibrium values \cite{23}. We believe our work opens the way for more detailed studies of the nonequilibrium flow in the space of correlation functions.
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**Appendix A: Connected four-point correlator $C_4$ at large-$N$**

We derive the expression of the connected correlator $C_4$ in the limit $N \to \infty$. The latter can be obtained in various standard ways \cite{16}, for instance by computing $\ln Z$ at next-to-leading order in the $1/N$-expansion and using \cite{17}, or by introducing a linearly coupled source term $j_\phi \varphi_a$ in the classical action and taking four functional derivatives of the resulting generating functional with respect to $j_a$. We present here an alternative, simple derivation, based on introducing a bilinearly coupled source $J_\varphi \varphi_a$. Consider the following functional (note that $Z[J = 0] = Z$)

$$Z[J] = \int D\varphi D\pi e^{\int_0^1 dt \left\{ i\varphi_a \pi_a - J(\varphi, \pi) + J_\varphi \varphi_a \right\}}. \quad (A1)$$

Using similar manipulations as before, it is an easy exercise to check that, up to an irrelevant constant,

$$Z[J] \propto \mathcal{N} \left( \frac{n}{N} \right) \int D\chi e^{-\frac{N}{\pi} \left( \text{Tr} \ln G^{-1}(\chi) + \int_0^1 dt \frac{\lambda + 1 + j_a^2}{2m} \right)} \quad (A2)$$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7.png}
\caption{The function $w(\varphi,0)$ normalized to its maximum value plotted against the physical coordinate normalized to the overall width of the distribution: $\varphi/\sqrt{NF}$, \cite{2}. The blue and red curves are the distribution inferred by the Gaussian and the non-Gaussian observers respectively for $n = 10$ (in the limit $x \gg n^2$ in the latter case). While the former sees a broad, i.e. incoherent, distribution, the latter instead finds the limit $x \to \infty$ in the corresponding Gaussian distribution would be a long ellipse in the $\pi$-direction surrounding the two highly squeezed contour plots corresponding to the non-Gaussian distribution.}
\end{figure}
Computing $\delta \ln Z[J]/\delta J(\tau)|_{\tau=0}$ from either Eq. (A1) or Eq. (A2), one gets the exact relation

$$\langle \chi \rangle = 2i\eta F,$$  \hspace{1cm} (A3)

where

$$\langle F[\chi] \rangle = \frac{\int D\chi F[\chi] e^{-\frac{1}{2}(\text{Tr} \ln G^{-1}(\chi) + \int_0^1 d\tau \chi^2/2\eta)}}{\int D\chi e^{-\frac{1}{2}(\text{Tr} \ln G^{-1}(\chi) + \int_0^1 d\tau \chi^2/2\eta)}}. \tag{A4}$$

Similarly, expressing $\partial \ln Z[0]/\partial B$, one shows that

$$F = 2A(\text{Tr} G(\chi)). \tag{A5}$$

In particular, one has the exact relation

$$\langle \chi \rangle = 4iA\eta \langle \text{Tr} G(\chi) \rangle,$$  \hspace{1cm} (A6)

of which Eq. (14) is the expression in the limit $N \to \infty$. Next, from Eq. (A2), we get  \[39\]

$$\partial_{\eta} \ln Z = -\frac{\delta(0)}{2\eta} + \frac{N}{4\eta^2} \int_0^1 d\tau \langle \chi^2(\tau) \rangle. \tag{A7}$$

Writing

$$\langle \chi(\tau)\chi(\tau') \rangle = -(2\eta F)^2 + \langle \chi(\tau)\chi(\tau') \rangle_c,$$  \hspace{1cm} (A8)

where $\langle \ldots \rangle_c$ denotes the connected contribution and where we used [A2], and using Eq. (6), we obtain the exact relation

$$2F^2 + \frac{N + 2}{N} C_4 = \frac{\delta(0)}{2\eta} - \frac{N}{4\eta^2} \int_0^1 d\tau \langle \chi^2(\tau) \rangle_c. \tag{A9}$$

Finally, we note that the connected $\chi$-correlator can be obtained from

$$1 \frac{\delta^2 \ln Z[J]}{N \delta J(\tau)\delta J(\tau')} \bigg|_{\tau=0} = \frac{1}{2\eta} \left( \delta(\tau - \tau') - \frac{N}{2\eta} \langle \chi(\tau)\chi(\tau') \rangle_c \right). \tag{A10}$$

We now consider the large-$N$ limit. Up to an irrelevant additive constant,

$$\frac{\ln Z[J]}{N} = -\frac{1}{2} \text{Tr} \ln G^{-1}(\bar{\chi}_J) - \frac{\bar{\chi}_J + i\bar{J}}{4\eta}, \tag{A11}$$

where $\bar{\chi}_J$ satisfies the saddle-point equation

$$\bar{\chi}_J + i\bar{J} = 4iA\eta \text{Tr} G(\bar{\chi}_J). \tag{A12}$$

Note that $\bar{\chi}_J = 0$, see Eq. (15). Differentiating both sides with respect to $J$, one easily shows that

$$\left. \frac{\delta \bar{\chi}_J(\tau)}{\delta J(\tau')} \right|_{J=0} = -iD(\tau - \tau'), \tag{A13}$$

where the function $D$ is defined by ($1 \equiv \delta(\tau - \tau')$)

$$D^{-1} = 1 + \eta \Pi \quad \text{with} \quad \Pi = 16A^2 G^2(\bar{\chi}). \tag{A14}$$

In particular, one has

$$D = 1 - \eta \Pi \ast D \quad = 1 - \eta \Pi + \eta^2 \Pi \ast \Pi \ast D, \tag{A15}$$

where $[A \ast B](\tau, \tau') \equiv \int d\tau'' A(\tau, \tau'')B(\tau'', \tau')$. Differentiating Eq. (A11) twice with respect to $J$ and using Eq. (A10), one obtains the familiar expression of the $\chi$-field correlator in the large-$N$ limit \[16\]:

$$\langle \chi(\tau)\chi(\tau') \rangle_c = \frac{2\eta}{N} D(\tau - \tau'). \tag{A16}$$

Inserting the latter in Eq. (A9) and using $\text{Tr} \Pi = G^2(\bar{\chi}; 0) = \langle \text{Tr} G(\bar{\chi}) \rangle^2 = (2F)^2$, we get:

$$C_4 = \frac{\eta}{2} \text{Tr} \left[ \Pi \ast \Pi \ast D \right]. \tag{A17}$$

### Appendix B: Matsubara sums

Here, we compute the functional traces needed in Eqs.  \[14\] and  \[17\], using standard methods of finite temperature field theory \[24\]. The basic quantity is the Green’s function \[12\] evaluated for a $\tau$-independent field configuration $\chi(\tau) = \bar{\chi}$. Writing

$$G(\bar{\chi}; \tau - \tau') \equiv g(\tau - \tau', z), \tag{B1}$$

where $z = 2\sqrt{A(B^2 - i\bar{\chi})}$, we have

$$-g''(\tau, z) + z^2 g(\tau, z) = \delta(\tau). \tag{B2}$$

Periodic boundary conditions of the functional integral \[7\] results in the periodicity of the function $g$: $g(\tau + 1) = g(\tau)$ which can thus be written as a Fourier series:

$$g(\tau, z) = \sum_{n \in \mathbb{Z}} e^{2i\pi n \tau} g_n(z), \tag{B3}$$

where

$$g_n(z) = (\omega_n^2 + z^2)^{-1}, \quad \omega_n = 2\pi n. \tag{B4}$$

Inverting (B3), one obtains

$$g(\tau, z) = \frac{1}{2z} \left( [1 + n(z)] e^{-z\tau} + n(z) e^{z\tau} \right), \tag{B5}$$

where $n(z) = (e^z - 1)^{-1}$. Eq. (B3) follows directly from

$$\text{Tr} G(\bar{\chi}) = g(0, z) = \sum_{n \in \mathbb{Z}} g_n(z) = \frac{1}{2z \tanh(z/2)}. \tag{B6}$$

The function $\Pi = 16A^2 G^2(\bar{\chi})$, see Eq. (A14), is easily obtained. Using the relations

$$n(z + z')[1 + n(z) + n(z') = n(z)n(z') \tag{B7}$$

and

$$n'(z) = -n(z)[1 + n(z)] \tag{B8}$$
one sees that the \( \tau \)-dependence of the square of the Green’s function \( g(\tau, z) \) with “frequency” \( z \) is given by that of the same Green’s function with frequency \( 2z \):

\[
g^2(\tau, z) = 2g(0, z)g(\tau, 2z) - \frac{n'(z)}{2z^2}. \tag{B9}
\]

Introducing

\[
\theta_n(z) = 32A^2[g(0, z) - n'(z)\delta_{n, 0}] \tag{B10}
\]

the Fourier components of the function \( \Pi \) read

\[
\Pi_n(z) = \theta_n(z)g_n(2z). \tag{B11}
\]

Finally, we write the Fourier coefficients of the \( \chi \)-propagator \( D \) in Eq. (A14) as

\[
D_n^{-1}(z) = 1 + \eta \Pi_n(z). \tag{B12}
\]

One easily checks that the \( \tau \)-dependence of \( D \) is essentially given by that of the Green’s function \( g \) with a modified “frequency”. Specifically, one has:

\[
\Pi_n(z)D_n(z) = \theta_n(z)g_n \left( \sqrt{(2z)^2 + \eta \theta_n(z)} \right). \tag{B13}
\]

The fact that, for what concerns their \( \tau \)-dependence, both \( \Pi \) and \( \Pi \times D \) are essentially given by the Green’s function \( g \) allows us to rewrite the double-convolution in the expression (A17) of \( C_4 \) as a simple one-loop–like expression. For \( z \) solution of the saddle-point equation (13), one has \( n(z) = n, i.e. \ z = \ln(1 + 1/n) \) and \( g(0, z) = 1/2\kappa \). We obtain

\[
\frac{C_4}{(16\kappa F^2)} = -\frac{\eta}{2} \left\{ \sum_{n \neq 0} g_n(2z)g_n(2z') + \zeta^2 g_0(2z)g_0(2z') \right\}, \tag{B14}
\]

where \( z' = z\sqrt{1 + x} \) and \( z'' = z\sqrt{1 + \xi} \). The sum is readily performed using (24):

\[
\sum_{n \in \mathbb{Z}} g_n(x)g_n(x') = \frac{1}{2x^2} \left\{ \frac{h(x) + h(x')}{x + x'} - \frac{h(x) - h(x')}{x - x'} \right\}, \tag{B15}
\]

where \( h(x) = n(x) + 1/2 \). Equation (18) follows, with \( yf(y) = h(2zy) \).

Appendix C: On solutions of saddle-point equations

The evaluation of both \( \ln Z \) and \( \langle \varphi_2|D|\varphi_1 \rangle \) in the limit \( N \to \infty \) involve Gaussian functional integrals of the form

\[
\int D\varphi e^{-S[\varphi]} \tag{C1}
\]

with different types of boundary conditions, where

\[
S[\varphi] = \frac{1}{4A} \int_0^1 d\tau \varphi \left( -\frac{d^2}{d\tau^2} + z^2 \right) \varphi, \tag{C2}
\]

with \( z \) the solution of the relevant saddle-point equation. We discuss the physically allowed values of \( z \), i.e. those for which these integrals are well-defined. We consider only one \( O(N) \) component for the sake of the argument.

The calculation of \( \ln Z \) involves an integral over fields with periodic boundary conditions \( \varphi(0) = \varphi(1) \) whereas \( \langle \varphi_2|D|\varphi_1 \rangle \) involves fixed boundary conditions \( \varphi(0) = \varphi_1 \) and \( \varphi(1) = \varphi_2 \). In the latter case, one can compute the explicit dependence in \( \varphi_1 \) and \( \varphi_2 \):

\[
\int_{\varphi_1}^{\varphi_2} D\varphi e^{-S[\varphi]} = e^{-F_u(z)u^2 - F_v(z)v^2} \int_0^1 D\varphi e^{-S[\varphi]}, \tag{C3}
\]

where \( u^2 = (\varphi_2 + \varphi_1)^2/4A \), \( v^2 = (\varphi_2 - \varphi_1)^2/4A \) and the functions \( F_u(z) \) and \( F_v(z) \) are given in Eqs. (45) and (46). The functional integral on the RHS is to be evaluated with Neuman boundary conditions: \( \varphi(0) = \varphi(1) = 0 \).

Writing \( \varphi(\tau) = \sum_n e^{i\omega_n \tau} \varphi_n \), one is finally led to evaluate Gaussian functional integrals of the form

\[
\int D\varphi e^{-\frac{1}{2} \sum_n |\varphi_n|^2(\omega_n^2 + z^2)} \tag{C4}
\]

with different types of boundary conditions. Those are well-defined if \( \omega_n^2 + z^2 > 0, \forall n \).

For Neuman boundary conditions \( \varphi(0) = \varphi(1) = 0 \), one has \( \omega_n = n\pi \) with \( n \in \mathbb{N}^* \). The lowest frequency in (C4) is \( \omega_1 = \pi \) and the integral is well-defined for \( z^2 > -\pi^2 \).

For periodic boundary conditions \( \varphi(0) = \varphi(1) \), the frequencies \( \omega_n = 2\pi n \) with \( n \in \mathbb{Z} \) and the lowest one is \( \omega_0 = 0 \). The functional integral is well-defined only for \( z^2 > 0 \). Alternatively, the integral with periodic boundary conditions can be obtained from the one with fixed boundary conditions as

\[
\int_{\text{per.}} D\varphi e^{-S[\varphi]} = \int_{\hat{\delta}} d\hat{\varphi} \int_0^{\hat{\varphi}} D\varphi e^{-S[\varphi]} \tag{C5}
\]

where we used (C3). For real \( z^2 \), the \( \hat{\varphi} \)-integral is well-defined if \( F_u(z) > 0 \), which is equivalent to \( z^2 > 0 \).

Appendix D: Wigner function and quantum coherence

Here we briefly recall the relation between the shape of the Wigner distribution on phase-space and the degree of quantum coherence between distinct elementary cells of phase-space, described by coherent states. The latter are the eigenstates of the usual annihilation operator (40):

\[
a_n(\alpha) = a_n(\alpha) \ , \forall n, \text{with}
\]

\[
a_n = \hat{\varphi}_n + i \hat{\pi}_n. \tag{D1}
\]
Recall that the Wigner distribution corresponding to a given coherent state is a Gaussian centered in $\sqrt{2}(\text{Re}a,\text{Im}a)$ and of width $1/\sqrt{2}$ in both $\varphi$ and $\pi$ directions, in units of the natural field dimension $\sqrt{\hbar}$. Because in that state the quantum fluctuations in both $\varphi$ and $\pi$ are as small as they can be according to the Heisenberg uncertainty principle, it is often called semi-classical states. It can be seen as describing an elementary quantum cell in phase-space.

Using
$$ \langle \varphi | \alpha \rangle = \frac{1}{\pi^{N/4}} e^{-\frac{1}{2} \left( \varphi^2 \alpha^2 + \beta^2 \alpha^2 \right)/\pi} $$
and
$$ \langle \alpha | \alpha' \rangle = e^{-\frac{|\alpha|^2}{2} - \frac{|\alpha'|^2}{2} + \frac{\alpha^* \alpha'}{\pi}} $$
where $|\alpha|^2 \equiv \alpha^* \alpha$, one easily derives the following formula for the matrix elements of a given density matrix $D$ in terms of the corresponding Wigner function:
$$ \frac{\langle \alpha | D | \alpha' \rangle}{\langle \alpha | \alpha' \rangle} = \int \frac{d^N \varphi}{\pi^N} W(\varphi, \pi) e^{-\frac{1}{2} (\varphi - \beta_\varphi)^2 - (\beta - \beta_\pi)^2} $$
where $\beta_\varphi = \frac{\alpha^* \alpha}{\sqrt{\pi} |\alpha|^2}$ and $\beta_\pi = \frac{\alpha^* \alpha}{\sqrt{\pi} |\alpha|^2}$.

Let us first recall the simple case of a Gaussian Wigner function centered at the origin $\{0\}$:
$$ W(\varphi, \pi) \sim e^{-\frac{\varphi^2}{2 \Delta \varphi^2} - \frac{\pi^2}{2 \Delta \pi^2}}, $$
for which the calculation is straightforward. In terms of real and imaginary parts $\bar{\alpha} = \bar{\alpha} + i \bar{\beta}$ and $\bar{\alpha}' = \bar{\alpha}' + i \bar{\beta}'$, one obtains
$$ \langle \alpha | D | \alpha' \rangle \approx \frac{e^{-\frac{(\bar{\alpha} + i \bar{\beta})^2}{2 (1 + \Delta \phi^2)}}}{\Delta \phi^2} \times e^{-\frac{(\bar{\alpha}' + i \bar{\beta}')^2}{2 (1 + \Delta \phi'^2)}} \times e^{-\frac{\Delta \phi^2 (\bar{\alpha}^* \bar{\alpha} - \bar{\beta}^2)}{2 \Delta \phi^2 \Delta \phi'^2}}. $$

One thus observes non-trivial correlations – quantum coherence – between distant phase-space cells $|\bar{\alpha} - \bar{\alpha}'| > 1$ when the Wigner distribution is sufficiently squeezed in either the $\pi$ ($\Delta \pi \ll 1$) or the $\varphi$ ($\Delta \varphi \ll 1$) direction. Note that the size of the correlation in the $\varphi$ (resp. $\pi$) direction – i.e. along the real (resp. imaginary) axis in the coherent state basis – is solely controlled by the width of the Wigner distribution in the $\pi$ (resp. $\varphi$) direction.

Consider now the case of interest in Eq. (71) with $F/N^2 \ll 1$, is given by $\varphi_* \approx \varphi_0$. Depending on the value of $|\beta_\varphi|$ in (DS), one may employ different approximations for the Bessel function and evaluate the integral. For instance, for $|\beta_\varphi| \gg N/2$ one can use the leading asymptotic behavior $J_\nu(z) \sim \sqrt{2/\pi z} \cos(z - \nu \pi/2 - \pi/4)$ and is then left with the evaluation of Gaussian integrals. We obtain finally, in terms of real and imaginary parts of $\varphi$ and $\varphi'$:
$$ |\langle \alpha | D | \alpha' \rangle| \approx \frac{\cos(2i \beta_\phi \varphi_0 - N \pi/4)}{\varphi_0^2 + x^2} e^{-\frac{\Delta \phi^2 (\bar{\alpha}^* \bar{\alpha} - \bar{\beta}^2)}{2 \Delta \phi^2 \Delta \phi'^2} \times \frac{\Delta \phi^2 (\bar{\alpha}^* \bar{\alpha} - \bar{\beta}^2)}{2 \Delta \phi^2 \Delta \phi'^2}}. $$

As an illustration, consider two phase-space cells such that $\bar{\alpha} = \bar{\alpha}' = (\varphi_0 e^\pm i \pi)/\sqrt{2}$. One gets:
$$ |\langle \alpha | D | \alpha' \rangle| \approx \frac{\cos(2i \beta_\phi \varphi_0 - N \pi/4)}{\varphi_0^2 + x^2} e^{-\frac{\Delta \phi^2 (\bar{\alpha}^* \bar{\alpha} - \bar{\beta}^2)}{2 \Delta \phi^2 \Delta \phi'^2} \times \frac{\Delta \phi^2 (\bar{\alpha}^* \bar{\alpha} - \bar{\beta}^2)}{2 \Delta \phi^2 \Delta \phi'^2}}. $$

The conclusions drawn from the previous case, Eq. (D6), concerning the degree of quantum coherence still hold.

**Appendix E: Peak structure of $d(u^2, v^2)$**

We discuss the structure of the matrix element [51] for $n$ and $x$ sufficiently large so that a clear peak structure appears, see e.g. Fig. [6]. For $n \gg 1$ and $x \gg 1$ the latter is well-described by a Gaussian. Recalling Eqs. (57) and (58), we have
$$ \begin{align*}
\partial_u \ln d &= -2u F_u(z) \\
\partial_v \ln d &= -2v F_v(z)
\end{align*} $$

where $z \equiv (u^2, v^2)$. Since $F_u(z) > 0$ for real $z^2$, the only extremum of $\ln d$ in the $u$-direction is located at $v = 0$. It is a maximum. Instead, $\partial_u \ln d$ vanishes both at $u = 0$ and at the point where $F_u(z) = 0 \Leftrightarrow z = (u^2, v^2) = 0$, i.e. $u^2 = u_0^2(v^2)$ see Eq. (59). The latter extremum only exists if conditions (53) are satisfied, in which case it is a maximum whereas the one at $u = 0$ is a local minimum. We consider this case in the following.

The absolute maximum of the function $\ln d$ in the $(u, v)$-plane is therefore located at $(u_0, 0)$ with
$$ u_0^2 \equiv u_0^2(0) = -\frac{z_0^2}{\xi} - \frac{1}{3}. $$

Performing a Taylor expansion near this point (denoted by a subscript 0), one has
$$ \partial_u^2 \ln d|_{z=0} = -4u_0^2 F_u'(z) \partial_u z|_{z=0}, $$
$$ \partial_v^2 \ln d|_{z=0} = -2F_v(0) $$
and the cross-derivative $\partial_u \partial_v \ln d|_0 = 0$. From the saddle-point equation (47), one gets

$$\partial_{u^2} z = \frac{f_u(z)}{2u^2} - [f'_u(z) + f'_u(z)u^2 + f''_u(z)u^4]$$

(E6)

Using small-$z$ behaviors of the functions $F_i(z)$ and $f_i(z)$, with $i = 0, u, v$, we get, after calculations,

$$\ln d = \ln d_0 - \frac{(u - u_0)^2}{2 \delta^2_u} - \frac{v^2}{2 \delta^2_v} + \ldots$$

(E7)

where $d_0 = d(u_0^2, 0)$, with

$$\delta^2_u = \frac{1}{u_0^2} \left( 1 + \frac{u_0^2}{6} + \frac{45}{4} \right)$$

and $\delta^2_v = \frac{1}{2}$.

(E8)

For $n \gg 1$, one has $u_0^2 \approx 2n^2(1 - 1/2x)$, $\xi \approx x/n^4$ and

$$\delta^2_u = \frac{n^2}{2x} - \frac{1}{6} + O\left( n^{-2} \right)$$

and $\delta^2_v = \frac{1}{2}$.

(E9)

The result of main text follows in the limit $x \gg n^2$.

Finally, we note that a similar calculation yields, for the first non-vanishing higher-order derivatives, in the same limit,

$$\partial^3_u \ln d|_0 = \frac{2}{3u_0 \delta^2_u} \left( \frac{1}{\delta^2_u} - \frac{9}{2} \right) \sim n^{-1},$$

(E10)

$$\partial^2_u \partial^2_v \ln d|_0 = \frac{2}{15u_0^2 \delta^2_u} \left( \frac{1}{\delta^2_u} - \frac{5}{2} \right) \sim n^{-2}$$

(E11)

and

$$\partial^4_u \ln d|_0 = -\frac{1}{3u_0^2 \delta^2_u} \sim n^{-2}.$$  

(E12)

The function $d$ is thus well-described by a Gaussian, which is confirmed by our numerical results.
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The degree of quantum coherence, i.e. the size of non-diagonal elements of the density matrix, of course depends on a choice of basis. Our choice to consider the coherent state basis is arbitrary here. In general the relevant basis to discuss quantum coherence depends on the particular observables one wishes to measure.

Specifically, for each point \((u, v)\), we compute the value of \(\ln w(u^2, r^2)\) as a function of \(N\) and extract the asymptotic large-\(N\) limit, which is typically reached for \(N \sim 10^{12}\).

One has to keep in mind that the value of \(x\) is actually fixed by the value of the “measured” non-Gaussian correlator \(C_4/2F^2\). Distinguishing between various values of \(x\) at large \(x\) requires a precise knowledge of the latter, see e.g. Eq. (22). It is assumed throughout this paper that the measured correlators \(F, K, R\) and \(C_4\) are known with infinite precision.

Note that the product \(\delta \phi \delta \pi / N = \delta u / \sqrt{2} > 1 / \sqrt{12}\) is bounded from below. We emphasize that the small bound is not in contradiction with the Heisenberg inequality. The latter would hold for well-separated (disconnected) parts of the Wigner distribution in phase space, which is not the case here due to the underlying \(O(N)\) symmetry.

An exception is Ref. [18], where information from the nonequal-time two-point functions is used to study the onset of the thermal fluctuation-dissipation relation.

We use \(\text{Tr}1 \equiv \int_0^1 d\tau \delta(\tau - \tau) = \delta(0)\).

We stick to a one-dimensional degree of freedom, corresponding to the zero Fourrier mode of the quantum scalar field. For a non-zero Fourrier mode, one needs to consider two-modes coherent states, see e.g. [4].

The widths introduced here are related to the those defined in Eq. (71) by \(\Delta_{\phi, \pi}^2 = \delta_{\phi, \pi}^2 / N\).