A Core Mass Function Indistinguishable from the Salpeter Stellar Initial Mass Function Using 1000 au Resolution ALMA Observations
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Abstract

We present the core mass function (CMF) of the massive star-forming clump G33.92 + 0.11 using 1.3 mm observations obtained with the Atacama Large Millimeter/submillimeter Array (ALMA). With a resolution of 1000 au, this is one of the highest resolution CMF measurements to date. The CMF is corrected by flux and number incompleteness to obtain a sample that is complete for gas masses $M \gtrsim 2.0 M_\odot$. The resulting CMF is well represented by a power-law function $(dN/d \log M \propto M^{\Gamma})$, whose slope is determined using two different approaches: (i) by least-squares fitting of power-law functions to the flux- and number-corrected CMF, and (ii) by comparing the observed CMF to simulated samples with similar incompleteness. We provide a prescription to quantify and correct a flattening bias affecting the slope fits in the first approach, which is caused by small-sample or edge effects when the data are represented by either classical histograms or a kernel density estimate, respectively. The resulting slopes from both approaches are in good agreement with each other, with $\Gamma = -1.11^{+0.12}_{-0.11}$ being our adopted value. Although this slope appears to be slightly flatter than the Salpeter slope $\Gamma = -1.35$ for the stellar initial mass function (IMF), we find from Monte Carlo simulations that the CMF in G33.92 + 0.11 is statistically indistinguishable from the Salpeter representation of the stellar IMF. Our results are consistent with the idea that the form of the IMF is inherited from the CMF, at least at high masses and when the latter is observed at high enough resolution.
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1. Introduction

The origin of the stellar initial mass function (IMF) is one of the most important open questions in astrophysics. Modern numerical simulations and semi-analytical models seem to be able to produce a mass spectrum of collapsed objects within molecular clouds (MCs) that resembles the shape of the stellar IMF, especially its slope at high masses (e.g., Padoan & Nordlund 2002; Hennebelle & Chabrier 2008; Bonnell et al. 2011; Krumholz et al. 2012; Ballesteros-Paredes et al. 2015). However, it is not clear which physical mechanisms are the most relevant: fragmentation (turbulent, thermal, or hierarchical), the accretion history of the collapsed objects, or radiative and mechanical feedback (for recent reviews, see Vázquez-Semadeni et al. 2019 and Lee et al. 2020). The molecular ISM is organized in a hierarchy of structures. The smallest entities are the so-called “cores,” with sizes $<0.1$ pc and $H_2$ densities $>10^5$ cm$^{-3}$, and are believed to be the immediate precursors to single stars or small stellar systems (see the reviews of Bergin & Tafalla 2007; Motte et al. 2018a, for the cases of low- and high-mass star formation, respectively). Determinations of their mass distribution (the core mass function, or CMF) could hold the key to the origin of the stellar IMF (e.g.; Motte et al. 1998; Alves et al. 2007; Könyves et al. 2015; Cheng et al. 2018; Massi et al. 2019; Takemura et al. 2021).

The shape of the IMF, and whether it varies with environment, has substantial implications for wide ranging fields of astrophysics (e.g., Offner et al. 2014; Hopkins 2018). Current determinations of the CMF enable direct comparisons to the IMF across the high-mass regime (e.g.; Motte et al. 2018b; Sadaghiani et al. 2020; O’Neill et al. 2021), where the stellar IMF is better constrained (Bastian et al. 2010). Accordingly, determinations of the CMF of diverse star-forming regions using high-quality data are required to study the connection between the IMF and the CMF. Moreover, high-mass cores reside in clustered environments. Recent studies have reported examples of massive cores that appeared to be single when observed at $\sim$0.05 pc resolution, which then fragment into several sources and streamers when observed in finer detail (e.g., Izquierdo et al. 2018; Palau et al. 2018; Beuther et al. 2018). Sadaghiani et al. (2020) pointed out the relevance of having high-resolution ($\sim$0.01 pc) data for resolving cores in high-mass, clustered environments.

G33.92+0.11 (hereafter G33.92) is a high-mass star formation region that was found to have a gas velocity dispersion much smaller than virial (Watt & Mundy 1999; Liu et al. 2012). The recent study of Wang et al. (2020) showed that on scales of several pc the region is indeed dominated by gravity. Interferometric studies found that the central pc-scale clump is flattened, Toomre-unstable, and fragments into several tens of cores, all embedded within arm-like structures (Liu et al. 2012, 2015, 2019).

In this study we use high-resolution (≈1000 au at 7.1 kpc) Atacama Large Millimeter/submillimeter Array (ALMA) observations of the central clump in G33.92 to derive its high-mass CMF. In Section 2 we present the data, describe the method to identify cores, and explain how core masses are obtained. The G33.92 CMF and its best power-law representation are presented in Section 3, as well as the comparisons to other CMFs and to the stellar IMF. We discuss our main results in Section 4 and summarize our work in Section 5.
2. Data and Analysis Methods

2.1. Data

The data that we use were originally presented in Liu et al. (2015, 2019). We refer to those publications for more information on the calibration and imaging. In particular, we analyze the 1.3 mm (224.5 GHz) dust-continuum image presented in Liu et al. (2019). This image includes data from the ALMA 12 m array and the Atacama Compact Array (ACA), covering (u, v) scales in the range ~10–2540 kλ. The synthesized beam has an FWHM size $\theta_{maj} \times \theta_{min} = 0''16 \times 0''09$, corresponding to a physical resolution of $1136 \times 639\mu$arcsec ($0.0055 \times 0.0031$ pc) at the distance of $7.1^{+1.4}_{-1.2}$ kpc (Fish et al. 2003).

G33.92 has a known ultracompact H II region that in principle could contribute free–free emission to the observed flux at 1.3 mm. Liu et al. (2019) estimated such a contribution from the simultaneously covered H30α line. We verified that the correction is effectively zero for all cores, except for one of our cores (ID 50; Table 1), for which a 3% flux correction was applied. Therefore, any systematic error in our CMF measurements from free–free emission is negligible.
2.2. Identification of Cores

To identify substructures in the ALMA images we used the dendrogram algorithm (Rosolowsky et al. 2008) as implemented in the astrodendro Python package\(^5\). This algorithm tracks hierarchical structure over different scales and labels them as trunks for the largest structures, branches for structures internal to trunks that continue splitting into smaller structures, and leaves for the structures at the smallest level of the hierarchy. The identification of such a hierarchy has been pointed out as an important factor to take into account when analyzing a CMF (Pineda et al. 2009). This hierarchical structure will also allow us to define appropriate regions to measure the background of cores. In addition, the dendrogram algorithm permits one to define cores with irregular morphologies, which have been observed and could be due to further fragmentation or gas flows (e.g., Izquierdo et al. 2018).

We performed the identification and cataloging in the image prior to primary beam correction in order to have a close to uniform noise across the image. As some of the astrodendro parameters are commonly given in terms of the image noise, we first calculated the median absolute deviation (MAD, a measure of dispersion more robust to outliers than the standard deviation) of our observations by considering the regions of the image that do not belong to any (sub)structure identified in Liu et al. (2019). The resulting MAD is \(20.5 \mu \text{Jy beam}^{-1}\), which, after applying the 1.483 factor for consistency with the standard deviation, is somewhat larger (30.4 \(\mu \text{Jy beam}^{-1}\)) than the rms noise estimated by Liu et al. (2019, 25 \(\mu \text{Jy beam}^{-1}\)).

To run astrodendro we set the minimum intensity value that is considered to be significantly above the noise to \(\text{min\_value} = 5 \times \text{MAD}\), the minimum significant increment between adjacent peaks to \(\text{min\_delta} = 5 \times \text{MAD}\), and the minimum number of adjacent pixels that a peak needs to contain to the number of pixels in a synthesized beam, \(\text{min\_npix} = 168\). These parameters are conservative enough to ensure that no spurious structures are added to our catalog, while allowing for the identification of all the clearly detectable sources.

In total, 74 (sub)structures were identified, out of which 40 are leaves (the smallest element in the dendrogram hierarchy), which we define as our cores (e.g.; Liu et al. 2018; Lu et al. 2020; Takemura et al. 2021). The hierarchy tree is shown in Figure 1. In Figure 2 we show the ALMA dust-continuum image and the identified cores. We define the effective core radius as \(r_c = \sqrt{A/\pi}\), where \(A\) is the exact area of the core provided by astrodendro. In Table 1 we list the identified cores with their exact areas, ellipticities, and effective radii. Values for \(r_c\) range between 600 and 4500 au, with a median of 1860 au. The median separation between cores is 0.22 pc, which is about 50 times the synthesized beam diameter. All cores but two have separations larger than 5 synthesized beam diameters. Therefore, we deem our dendrogram-based identification to be reliable.

Once the cores were identified, we calculated their fluxes to convert them into masses. We first computed the source-integrated fluxes in Jy. Then, we estimated their local background and subtracted it as follows: (i) for isolated cores (leaves without a parent trunk, 5 cores; Figure 1) we defined the background as the average intensity in a surrounding ring with internal and external radius equal to \(\times 2\) and \(\times 3r_c\), respectively (we verified that elongated cores do not overlap with the defined rings), and (ii) for cores that are part of a hierarchical structure (35 cores; Figure 1) we defined their background as the average intensity in their largest structures (ancestor trunks) excluding all the smaller substructures (branches or leaves) to avoid overestimation of their background. The core and background fluxes were obtained on the primary-beam-corrected ALMA image. In Table 1 we list the resulting fluxes as well as the flux uncertainties, which were defined as the square root of the number of beams in the core’s area multiplied by the MAD noise level.

2.3. Masses

To derive the masses of the identified cores we use the optically thin assumption. Only the central pixels of the few brightest sources have brightness temperatures \(T_B\) larger than a few K, and only the central pixels of source ID 33 have \(T_B \approx 27\ \text{K} \sim T_{\text{dust}}\), which actually serves to validate our temperature estimation. The source-averaged brightness temperatures \(T_B\) before background subtraction of the core sample range from 0.2 to 5.6 K. Therefore, the effects of potentially large optical depths are minimal and we use the equation for optically thin dust emission from a modified blackbody as:

\[
M_{\text{gas}} = 26.6(e^{\frac{T_{\text{dust}}}{1.3\text{K}}} - 1)
\left(\frac{F_{1.3\text{mm}}d^2}{n_{1.3\text{mm}}}\right),
\]

where the gas mass is in units of \(M_\odot\), and has a \(\times 100\) gas-to-dust conversion factor. \(F_{1.3\text{mm}}\) is the flux density at 1.3 mm in Jy, \(d = 7.1^{+0.3}_{-0.2}\) kpc (Fish et al. 2003) is the distance to the object, and \(n_{1.3\text{mm}}\) is the dust opacity, which we take as 0.6 cm\(^2\)g\(^{-1}\) per unit of dust mass. The selected value for the dust opacity is typical for ISM dust in dense environments (Ossenkopf & Henning 1994; Draine 2006), but (sub)mm opacities are uncertain within a factor of a few. Assuming a different fixed dust opacity would not change the shape of the resulting CMF, but rather only produce a mass-scale shift. Opacity variations between cores could also occur due to core properties such as temperature, density, or evolutionary stage. We consider a 20% error for the assumed opacity in our derived core masses. \(T_{\text{dust}}\) is the dust temperature, set equal to the dense-gas temperature profile of the clump given by Liu et al. (2019), with a small correction in the exponent and

\(^5\) http://www.dendrograms.org/
radical:

\[
T(r) = 180 \times \sqrt{0.00175/r} \times \omega(r) + 25 \times (1 - \omega(r))
\]

\[
\omega(r) = e^{-r/0.0175}
\]

Here \(T(r)\) is in K units and \(r\) is the radial distance in pc from the clump center, with coordinates RA(J2000) = 18h53m50.204, decl(J2000) = +00°55'29.3489. This dense-gas temperature profile was determined from NH\(_3\) \((J, K) = (1, 1)\) to \((3, 3)\) hyperfine transitions for the outer part of the clump (Liu et al. 2012) and from CH\(_3\)CN \(J = 12-11\) lines for the innermost area (Liu et al. 2015). The temperature profile has an almost constant temperature of 25 K for \(r \geq 0.05\) pc and a rapid increase for smaller \(r\) values. In Table 1 we list the radial distances of the identified cores and their corresponding temperatures with 10\% fractional uncertainties. Only the four central cores (IDs 43, 50, 53, and 56) have temperatures above 25 K (with a value of 318 K for the innermost core ID = 50). The 36 remaining cores lie in the region of the clump where the temperature is almost constant.

We expect that our sample of cores is composed of prestellar and protostellar cores. The latter are expected to also have internal heating. However, with the available data it is difficult to separate both kind of cores to investigate how significant this effect could be. If the temperature of all cores is increased by 50\%, the resulting masses are smaller by a factor of 0.6. Nevertheless, high-resolution mid- and far-infrared data are needed to derive more accurate dust temperatures. Additionally, we expect that our cores are gravitationally bound. Liu et al. (2015) showed (although at 0\(\text{"}{5}\) resolution) that all their detected cores in this region have velocity dispersions smaller than virial.

The derived gas masses of the cores are listed in Table 1 together with their uncertainties obtained by propagating the errors of the parameters in Equation (1), considering a 20\% uncertainty for the dust opacity. These masses range from 0.44 to 59 \(M_\odot\). However, there are some issues that bias the detection of cores and their measured fluxes (and therefore their derived masses) as a function of their true masses. Hence, some corrections to remove these effects are needed before constructing a CMF.

2.4. Completeness Corrections

To calculate the fraction of cores of a certain mass and the fraction of their fluxes that are missed by the dendrogram algorithm, we performed a Monte Carlo simulation. We generated \(10^4\) artificial elliptical Gaussian cores with FWHMs along the major and minor axes equal to the major \((a)\) and minor \((b)\) semiaxes obtained by randomly choosing ellipticities \((1 - \frac{b}{a})\) and effective radii within the intervals defined by the detected cores (ellipticities 0.11–0.68, sizes 0.003–0.022 pc; Table 1) and padding on either side of the ranges by 10\% of the
Five of the 10 artificial cores are the same as in Figure 2. The identified (real and artificial) cores are shown by the red contours. Five of the 10 artificial cores were recovered in this repetition. The color map and the gray circle are the same as in Figure 2.

The artificial cores were assigned with masses randomly drawn in logarithmic scale within the mass range of the detected cores (0.44–59 $M_\odot$) and considering the same padding. The artificial cores were also assigned random positions within 0.56 pc of the clump center, which corresponds to the furthest detected core and is close to the edge of the image (Figure 2).

Before inserting the artificial cores into the ALMA image, the assigned masses were converted to fluxes by solving Equation (1) and considering the temperature profile in Equation (2). These fluxes were then attenuated by the ALMA primary beam response. The insertion of the $10^4$ artificial cores was done in groups of 10 at a time to avoid excessive overlaps. This leads to a correction for both sensitivity and confusion effects. An example of the insertion of artificial cores into the ALMA image is shown in Figure 3, where 5 out of 10 inserted cores were recovered by astrodendro.

We ran astrodendro with the same setup on the simulated images and applied the prescription explained in Section 2.2 to measure the background-subtracted fluxes of the recovered cores. With this information we defined the median ratio of the recovered to input fluxes for cores of a given mass (or flux) as the flux recovery fraction ($f_{\text{flux}}$). The median ratio of the number of recovered cores to the number of inserted cores with a certain mass (or flux) was defined as the number recovery fraction ($f_{\text{num}}$). We derived these fractions as a function of both the input and the recovered mass. In Figure 4 we show the resulting $f_{\text{flux}}$ and $f_{\text{num}}$. For most of the mass range ($M \lesssim 12 M_\odot$) the effect of $f_{\text{flux}}$ is smaller than that of $f_{\text{num}}$, and the difference increases for lower masses, just for the massive cores the incompleteness due to $f_{\text{flux}}$ are larger than those from $f_{\text{num}}$. For example, the fraction of the flux of artificial cores with input masses $M = 5 M_\odot$ ($\log (M/M_\odot) = 0.7$) that is recovered by the dendrogram algorithm is ≈80%, while the probability of recovering cores with such masses is ≈55%.

### 3. Core Mass Function

The distribution of the identified core masses in the ALMA observations corresponds to the observed or raw CMF of G33.92. However, this distribution is affected by incompleteness due to the flux fraction and the number fraction of cores with a certain mass that are missed (Section 2.4).

In this section we aim to obtain the high-mass slope of the corrected CMF, i.e., the raw CMF corrected by $f_{\text{flux}}$ and $f_{\text{num}}$ (Figure 4). To achieve this purpose we follow two different approaches: (i) power-law fits to the corrected CMF, whose resulting slopes were corrected by biases introduced due to a small sample size or edge effects, depending on the way the distribution is represented (Section 3.1), and (ii) by comparing the raw CMF to a number of simulated samples with incompleteness similar to our observations (Section 3.2).

#### 3.1. Slope Fits to the Corrected CMF

We built the continuous raw CMF using a kernel density estimation (KDE, e.g.; Silverman 1986) considering a Gaussian kernel with a bandwidth of 0.2 dex, which corresponds to the average uncertainty of the core masses (Table 1). We also built the differential raw CMF using classical histograms with a bin size of 0.2 dex. In Sections 3.1.1 and 3.1.2 we use Monte Carlo simulations to quantify and correct biases associated with the use of these representations. Similarly, we constructed the continuous and differential flux-corrected CMF considering the core masses corrected by $f_{\text{flux}}$ as a function of the recovered mass (Figure 4). The flux-corrected CMF was converted to the flux- and number-corrected (or just corrected) CMF by using $f_{\text{num}}$ as a function of the input mass. In Figure 5 we show the CMF with these different levels of correction. The uncertainties of the raw CMF and the flux-corrected CMF are defined by the Poisson counting errors ($\sqrt{N}$), and for the corrected the fractional errors of the flux-corrected CMF were kept.

We used an ordinary least-squares method to fit power-law distributions of the form $\frac{dn}{d \log (M)} \propto M^\beta$ to the CMF with different correction levels. The fits were done in the $\log N$–$\log M$ space and weighting by the inverse of the CMF uncertainties. The mass range considered for the slope fits to the histogram-based
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...corrected CMF is 0.3 \leq \log(M/M_\odot) \leq 1.9, which corresponds to the range where this CMF has a clear power-law behavior (Figure 5). For the fits to the KDE form of the corrected CMF we considered the range 0.6 \leq \log(M/M_\odot) \leq 1.6, which is a good compromise between the amount of data used and the intensity of edge effects affecting the fits (see Section 3.1.2). The slope values of the best-power-law fits to the corrected CMF are \( \Gamma = -0.91 \pm 0.05 \) and \( \Gamma = -1.05 \pm 0.07 \) based on histograms and KDEs, respectively. In Figure 5 we show the slope fits to the CMF before and after applying completeness corrections. As a reference, the Salpeter (1955) stellar IMF slope for \( M > 1 M_\odot \) is \(-1.35\).

However, the slope fits to the corrected CMF suffer from two different flattening effects depending on which representation is used; when working with histograms the effect is due to the small size of the sample, while for the case of KDEs it is caused by edge effects. We point out that although a maximum likelihood estimation (MLE) method may reduce these biases (Clauset et al. 2009; Koen & Kondlo 2009), it is not suitable for small-size samples like ours due to the restricted mass range where the data do not need completeness corrections. Consequently, the biases present in our least-squares fittings have to be quantified and corrected. In Sections 3.1.1 and 3.1.2 we used Monte Carlo simulations to address these issues.

3.1.1. Small-sample Correction for Histograms

In Section 3.1 we present the raw CMF of G33.92 based on histograms as well as the slope fits to the corrected CMF. However, a further correction must be done, in this case, to the value of the best slope fit to take into account an effect that flattens the slope. This bias arises because small number statistics mainly affect the region with less counts, which in our case is the high-mass range, making such slope fits a biased estimator of the real slope (see also Maíz Apellániz & Úbeda 2005).

To quantify the flattening bias we made random realizations taken from power-law distributions with theoretical slopes \((\Gamma_{\text{theo}})\) ranging from \(-2\) to 0 and with sample sizes \((N)\) from 10 to \(10^4\) for each \(\Gamma_{\text{theo}}\). The masses were sampled in the same range used for the slope fits to the differential form of the corrected CMF \((0.3 \leq \log(M/M_\odot) \leq 1.9)\). We represented the distributions of each realization by histograms and fit power-law functions across the whole mass range in the same way as for the CMF (Section 3.1). At each \((\Gamma_{\text{theo}}, N)\) combination we made \(10^5\) repetitions and consider the median and the 68% central confidence interval, respectively, as the recovered slope and its uncertainty, as shown in Figure 6(a).

We observe in Figure 6(a) that the recovered slopes flatten for smaller sample sizes (for \(\Gamma_{\text{theo}} = 0\)). This effect is stronger for steeper distributions. The origin of this effect is the lack of information in the high-mass regime as the sample size decreases. The fact that the effect diminishes as the theoretical slope approaches zero is because of the contrast between the amount of information in the low- and high-mass ranges also decreases. Thus, for a uniform distribution \((\Gamma_{\text{theo}} = 0)\) this bias does not exist and the theoretical slope is always recovered regardless the sample size (only with changes in the slope errors).

For a sample size of 62, which is the number of sources in the mass range \((0.3 \leq \log(M/M_\odot) \leq 1.9)\) of the corrected CMF where we fit a power-law function to its histogram representation, the flattening effect is important and must be taken into account. To statistically correct this bias we made random realizations as explained at the beginning of this section, but restricting \(N\) to 62 sources and considering \(\Gamma_{\text{theo}}\) in the range from \(-2\) to 0 in steps of 0.01. For a given \(\Gamma_{\text{theo}}\), we made \(10^5\) repetitions and recovered a slope in each by fitting a power-law function to the sampled distribution. To judge which \(\Gamma_{\text{theo}}\) produces the distribution with the recovered slope most consistent with the histogram-based corrected CMF slope \((\Gamma = -0.91 \pm 0.05; \text{Table 2})\), we first defined a Gaussian centered at this CMF slope and with a standard deviation equal to the slope error. We then defined the probability of a given \(\Gamma_{\text{theo}}\), for which the recovered slope is consistent with the
Figure 6. Recovered slopes from least-squares fits of power-law functions to histogram (a) and KDE (b) representations of mass distributions drawn from power-law CMFs in the mass ranges where the fits are done: 62 (0.3 ≤ log(M/M_☉) ≤ 1.9) and 40 (0.6 ≤ log(M/M_☉) ≤ 1.6) for the histogram and KDE forms, respectively.

Table 2

| Correction Level                      | Γ_{hist}^d | Γ_{KDE}^f | Γ_{KS}^g |
|---------------------------------------|------------|-----------|----------|
| Raw                                   | −0.59 ± 0.15 | −0.72 ± 0.11 | ... |
| Flux-corrected                        | −0.52 ± 0.08 | −0.69 ± 0.10 | ... |
| Flux- and number-corrected            | −0.91 ± 0.05 | −1.05 ± 0.07 | ... |

Notes.

^d Slope from power-law fits to the histogram-based CMF.
^f Slope from power-law fits to the KDE-based CMF.
^g Inferred slope from KS tests between the raw CMF and simulated samples with incompleteness similar to the data.
^h Without applying corrections due to incompletenesses or biases introduced during the fitting process.
^i Also referred to just as corrected throughout the paper.
^j Median and 68% central confidence interval of the inferred slope.
^k Inferred or True within the 68% confidence interval of the recovered slope. For the cases when fits are done, this slope is after correcting by f_{flux} and f_{nume} as well as by the flattening effects in the slope fits.

The sum of the probabilities of the different Γ_{theo} was normalized to unity to obtain the probability distribution function (PDF) or inferred slope. In Figure 7(a) we show the resulting PDF, which has a median and a 68% central confidence interval of Γ = −1.03 ± 0.18. We consider this inferred value as the true slope of the G33.92 CMF based on histograms. In Table 2 we list the slope values from power-law fits to the different correction levels of the histogram-based CMF.

3.1.2. Treatment of Edge Effects on KDEs

When the raw CMF is represented by KDEs and then corrected by the flux and number incompleteness mentioned in Section 2.4, power-law fits to the corrected CMF also suffer from a systematic effect that flattens the slope. This bias is caused by edge effects on our KDE treatment due to our sample not being well characterized out of the mass range (0.3 ≤ log(M/M_☉) ≤ 1.9) used for the slope fits to the histogram-based corrected CMF. Such issues characterizing the sample are due to its incompleteness for small masses (log(M/M_☉) ≤ 0.2) and the lack of information beyond the more massive detected core.

We made random realizations in a fashion similar to that used to quantify the flattening effect when working with histograms (Section 3.1.1). We represented the simulated distributions by KDEs and fit power-law functions in the same way as for the CMF (Section 3.1). In Figure 6(b) we show the results of this Monte Carlo simulation. We observe that the recovered slopes are systematically flatter than the theoretical ones (Γ_{theo} ≠ 0). This effect is stronger for steeper distributions but, unlike the flattening effect when using histograms, it is almost insensitive to the size of the sample. Only for the steepest slopes (Γ_{theo} < −1.5) does the bias slightly increase for sample sizes smaller than about 20 sources.

The systematic flattening effect on slope fits to KDEs is minimized if the fits are done in a mass range considerably narrower than the range of the sampled masses. From our Monte Carlo simulation we found that for slope fits in the central half of the drawn masses’ range the systematic effect flattens the recovered slope by about 2% for Γ_{theo} = −1.0, while the effect could be up to 25% if the fits are done across the whole mass range. In our case we generated masses in the range where the histogram-based corrected CMF has a power-law behavior (0.3 ≤ log(M/M_☉) ≤ 1.9) and made the slope fits in an interval diminished by 0.3 dex on both edges of the sampled masses, resulting in the range 0.6 ≤ log(M/M_☉) ≤ 1.6. After trying several mass ranges in our simulations, we found this range is a good compromise between the magnitude of the effect and the amount of information used for the fits. We point out that, in order to recover the slope of a uniform distribution (Γ_{theo} = 0), it is necessary to make the fits either in a symmetrically narrower...
region with respect to the interval where masses are drawn or across the entire mass range. We made random realizations similar to those in Section 3.1.1 to statistically correct the slope value of the best power-law fit to the KDE form of the corrected CMF by the systematic flattening bias shown in Figure 6(b). This time the random realizations had a sample size of 40, which is the number of sources in the mass range \((0.6 \leq \log(M/M_\odot) < 1.6)\) of the corrected CMF where we fit a power-law function to its KDE representation. The PDF was constructed as explained in Section 3.1.1, with the Gaussian centered at the slope of the KDE-based corrected CMF \((\Gamma = -1.05 \pm 0.07; \text{Table 2})\) and with a standard deviation equal to the slope error. The median and the 68% central confidence interval of the PDF are \(-1.10^{+0.11}_{-0.19}\), as shown in Figure 7(b) and listed in Table 2. We consider this inferred slope as the true slope of the G33.92 CMF based on KDEs.

3.2. Comparison of the Raw CMF to Simulated Incomplete Samples

As an alternative method to that described in Section 3.1 for determining the true slope of the G33.92 CMF, we present in this section an approach that avoids fitting power-law functions to the data. The idea of this approach is to simulate mass distributions with similar incompleteness to those affecting the raw CMF and then look for the distribution that most closely resembles the data. We made random realizations from power-law distributions with theoretical slopes ranging from \(-2\) to \(0\) in steps of \(0.01\) and with sample sizes of 30, which is the number of detected cores with masses \(0.3 \leq \log(M/M_\odot) < 1.9\). In contrast with all the previous random realizations made in this study, for these particular ones we filtered each mass as it was drawn. First, the drawn mass was multiplied by the corresponding flux (or mass) completeness fraction according to \(f_{\text{flux}}\) (as a function of the input mass; Figure 4). We then computed the number completeness fraction corresponding to the resulting mass considering \(f_{\text{num}}\) (as a function of the recovered mass; Figure 4) and compared it to a generated random number between 0 and 1. If the random number is smaller than the number completeness fraction, then the mass is kept. Otherwise, the mass is rejected. We repeated the process until getting 30 masses for each realization. Thus, the resulting simulated distributions have incompleteness similar to the raw CMF. The simulated incomplete mass distribution in every realization with a different theoretical slope was compared to the raw CMF through a two-sample Kolmogorov–Smirnov (KS) test (Press et al. 1992). This test assesses the likelihood that two distributions are drawn from the same parent sample (null hypothesis). From all realizations, we selected the theoretical slope of the realization with the smallest KS statistic or the closest to unity \(p\)-value. If two or more realizations have the same KS statistic we choose the median slope. We repeated this process \(10^5\) times to obtain the PDF of the theoretical slopes that generate the incomplete samples more similar to the raw CMF. In Figure 8 we show the PDF or inferred slope, which has a median and a 68% central confidence interval of \(-1.11^{+0.11}_{-0.12}\). We consider this value as the true slope of the G33.92 CMF from the comparison of the raw CMF to simulated incomplete samples. In Table 2 we summarized the slope values derived in this study for the G33.92 CMF.

3.3. Comparisons to Other CMFs and to the IMF

The slopes of the high-mass CMF of G33.92 derived in this study following different approaches (Section 3) through the use of differential distributions, continuous distributions, and KS test comparisons are in agreement with each other, as summarized in Table 2. In Figure 9 we show the histogram- and KDE-based corrected CMF together with the inferred or true slope from each approach. The inferred slope from the comparison of the raw CMF to simulated incomplete samples is about 60% more precise than the inferred slopes from power-law fits to the corrected CMF. Additionally, in the former case it is not necessary to use KDEs or histograms to represent the CMF since the comparisons are done through KS tests on the cumulative distributions. Thus, we adopt the slope from this approach, \(\Gamma = -1.11^{+0.11}_{-0.12}\), as the slope of the G33.92 CMF.

![Figure 7: Slope PDFs of the G33.92 CMF represented by histograms (a) and KDEs (b). The median and the 68% central confidence interval of each PDF are indicated by the black dashed line and black shadowed region, respectively, and have the values indicated in the legend. Gaussian fits to the PDFs are represented by the blue curves and take the parameters (peak and standard deviation; \(\Gamma_{\text{Gaussian}}\)) indicated in the legend. As a reference, the slope of the best power-law fit to the corrected CMF \((\Gamma_{\text{biased}})\) is shown by the orange dashed line and its uncertainty by the orange shadowed region.](image-url)
CMFs in Table 3 suggest an excess of high-mass cores with respect to the Salpeter IMF ($\Gamma = -1.35$; Salpeter 1955). All these CMFs, including ours, are expected to be a mixture of prestellar and protostellar cores, however, it is difficult to separate them because of the lack of mid- and far-infrared data at the angular resolution of the (sub)mm detections. Sanhueza et al. (2019) and Nony et al. (2020) used CO outflow activity to distinguish these two core populations, but our frequency setup does not cover the 2–1 line.

At face value, the final G33.92 CMF slope appears to be slightly flatter than the Salpeter IMF by about 2σ (the slope PDFs are essentially Gaussian distributions; Figures 7 and 8). However, this comparison considers only the absolute value of the Salpeter slope without any associated uncertainty. From the Monte Carlo simulations shown in Figure 6, the uncertainty of the recovered slope from Salpeter distributions with sample sizes equal to that of the corrected CMF in the mass range of our fits is $\approx 0.20$. Considering this uncertainty on the Salpeter slope and the uncertainty of the derived G33.92 CMF, both slopes turn out to be consistent within 1σ.

For a further, more robust comparison of the G33.92 CMF and the Salpeter IMF, we simulated populations following a Salpeter distribution ($\Gamma = -1.35$) and made them as incomplete as the raw CMF (Figure 4), as explained in Section 3.2. We carry out a two-sample KS test between the simulated incomplete samples and the raw CMF. From the simulation of $10^4$ samples we obtain a median $p$-value of 0.67, which can be interpreted as the probability of the null hypothesis being true, i.e., the probability that these distributions are drawn from the same parent sample. For such a high $p$-value the null hypothesis cannot be rejected and, therefore, we conclude that the high-mass end of the G33.92 CMF is statistically indistinguishable from the Salpeter stellar IMF.

### 4. Discussion

Our result that the G33.92 CMF is statistically indistinguishable from the Salpeter stellar IMF is consistent with the idea that the high-mass end of the stellar IMF could directly originate from the CMF, as suggested by previous observations (e.g.; Alves et al. 2007; Cheng et al. 2018; Massi et al. 2019; Takemura et al. 2021) and simulations (e.g.; Padoan & Nordlund 2002; Chabrier & Hennebelle 2010; Vázquez-Semadeni et al. 2019). However, the question remains open as to why different star formation regions appear to have somewhat different CMF slopes (Table 3). One of the main possibilities is time evolution of the CMF due to the appearance of physical ingredients such as stellar feedback. The physical resolution of the measurements could also play a role (Louvet et al. 2021). To our knowledge, in this paper we report the highest resolution measurement to date of a CMF.

If the flattening bias affecting the slope of the best power-law fits to the CMF were not corrected (Table 2), one could be misled to conclude that the CMF slope differs from the stellar IMF by more than 4σ. Thus, we stress the significance of taking into account these flattening effects on least-squares fittings of power-law functions to any kind of distributions that are represented by KDEs or histograms. For the case of differential distributions it is important mainly for small samples, while for continuous distributions represented by KDEs, the bias could be less pronounced (or might even disappear), but it affects small and large samples in a similar way (Figure 6).

We compared our high-mass CMF to the Salpeter IMF because of its validity for field stars in the solar neighborhood...
and in a variety of stellar associations (e.g.; Bastian et al. 2010; Suárez et al. 2019; Mužič et al. 2019). This has been interpreted as a suggestion of a universal IMF (Bastian et al. 2010; Offner et al. 2014). However, there is recent evidence of variations in the high-mass IMF. For example, Schneider et al. (2018) report a flatter slope $\Gamma = -0.90_{-0.26}^{+0.37}$ in the extreme star-forming environment of 30 Doradus in the Large Magellanic Cloud. Similarly, Zhang et al. (2018) find evidence for a top-heavy IMF in starburst galaxies from CO line ratios. In contrast, Weisz et al. (2015) find a steeper IMF slope $\Gamma = -1.45_{-0.06}^{+0.03}$ in a sample of young intermediate-mass star clusters. For a more detailed discussion on the possible universality of the IMF and its relation to the CMF, we refer the reader to the reviews by Bastian et al. (2010), Offner et al. (2014), Hopkins (2018), Kroupa (2020), and Lee et al. (2020).

5. Summary

We present the high-mass CMF of the G33.92 massive clump using high-resolution (≈1000 au) ALMA observations. This is one of the highest physical-resolution CMF measurements to date (Table 3). The CMF is based on 40 cores detected using the dendrogram algorithm (Figure 2 and Table 1). We estimated the incompleteness of the sample (Figure 4) by running Monte Carlo simulations to insert and recover artificial cores on the ALMA images. This allows us to convert the observed or raw CMF to the corrected CMF (Figure 9), which is considered complete in the mass range $0.3 \leq \log(M/M_\odot) \leq 1.9$.

We followed two different approaches to find the best slope representation of the CMF: (i) fitting of power-law functions to the corrected CMF using the least-squares method (Section 3.1) and (ii) by comparing the raw CMF to simulated incomplete samples using KS tests (Section 3.2). In the first case, which is the most widely used in the literature, the slopes of the best power-law fits suffer from the flattening biases shown in Figure 6, which are caused by the small size of the sample (when the CMF is built using classical histograms; Section 3.1.1) or by edge effects (when using KDEs to represent the CMF; Section 3.1.2). We run Monte Carlo simulations to correct such flattening effects on the slope fits. The inferred slopes (Figures 7 and 8) from both approaches are in agreement with each other after correcting for the respective bias, as listed in Table 2 and shown in Figure 9. The second approach, which does not consider slope fits, leads to a consistent and slightly more precise slope $\Gamma = -1.11_{-0.12}^{+0.11}$, which we take as the slope for the CMF of G33.92.

The resulting CMF is consistent with those of other massive star-forming regions, but not all (Table 3). Some of these regions have been reported to have an excess of high-mass cores with respect to the Salpeter stellar IMF. However, by carrying out KS tests between our observed CMF and simulated incomplete distributions from the Salpeter IMF ($\Gamma = -1.35$; Section 3.3), we conclude that the high-mass CMF of G33.92 is statistically indistinguishable from the (Salpeter) stellar IMF. This result is consistent with the idea that the shape of the IMF is inherited from the CMF to some important degree, but the question remains open as to whether there is a time evolution of the CMF or factors such as physical resolution have an effect on CMF measurements.
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Table 3

| Region | Mass Range | $\Gamma$ | Synthesized Beam ($'' \times ''$) | Distance (kpc) | Resolution (au) | Detection Algorithm | Reference |
|--------|------------|---------|-------------------------------|---------------|---------------|------------------|----------|
| G33.92 + 0.11 | 2.0 | $-1.11_{-0.11}^{+0.11}$ | 0.16 $\times$ 0.09 | 7.1 | 1000 | dendrogram | This work |
| 3 Clouds | 5.90 | $-1.04_{-0.08}^{+0.08}$ | 0.25 $\times$ 0.17 | 8.2 | 1700 | dendrogram | Lu et al. (2020) |
| NGC6334 | 2-2 | $-1.10_{-0.02}^{+0.02}$ | 1.6 $\times$ 1.2 | 1.3 | 1800 | SExtractor | Sagadghiani et al. (2020) |
| W43-MM1 | 1.6-100 | $-0.96_{-0.02}^{+0.02}$ | 5.3 $\times$ 0.37 | 5.5 | 2400 | getsources | Mette et al. (2018b) |
| G28.37 + 0.07 | $-0.87_{-0.07}^{+0.07}$ | 0.5 $\times$ 0.5 | 5 | 2500 | dendrogram | Kong (2019) |
| G28.37 + 0.07 | $-1.37_{-0.06}^{+0.06}$ | 0.5 $\times$ 0.5 | 5 | 2500 | astrogaph | Kong (2019) |
| G286.21 + 0.17 | $\geq 1$ | $-1.24_{-0.17}^{+0.17}$ | 1.07 $\times$ 1.02 | 2.5 | 2600 | dendrogram | Cheng et al. (2018) |
| G286.21 + 0.17 | $\geq 1$ | $-0.64_{-0.13}^{+0.13}$ | 1.07 $\times$ 1.02 | 2.5 | 2600 | clumpfind | Cheng et al. (2018) |
| 28 dense clumps | $\geq 5.0$ | $-0.94_{-0.08}^{+0.08}$ | $\approx 1 \times 1''$ | 2.8'' $\approx 2800$ | dendrogram | O'Neill et al. (2021) |
| 7 IRDCs | $\geq 0.79$ | $-0.86_{-0.11}^{+0.11}$ | 1.36 $\times$ 0.82 | 4.4'' | 4600 | dendrogram | Liu et al. (2018) |
| 7 IRDCs | $\geq 1.26$ | $-0.70_{-0.13}^{+0.13}$ | 1.36 $\times$ 0.82 | 4.4'' | 4600 | dendrogram | Liu et al. (2018) |
| 12 IRDCs | $\geq 0.6$ | $-1.07_{-0.09}^{+0.09}$ | 1.33 $\times 1.13''$ | 4'' | 4900 | dendrogram | Sanhueza et al. (2019) |
| G305.137 + 0.069 | $\geq 3$ | 0.02 $\pm$ 0.37 | 2.39 $\times$ 2.10 | 3.4 | 7600 | GaussClump | Servajean et al. (2019) |

Notes.

* Considering the geometric average of the beam.
* In the central molecular zone of the Galaxy.
* From the scenario where the NH$_3$ gas temperature is applied to the cores.
* ALMAGAL project.
* Average value.
* At the average distance.
