Investigating the integrate and fire model as the limit of a random discharge model: a stochastic analysis perspective
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Abstract

In the mean field integrate-and-fire model, the dynamics of a typical neuron within a large network is modeled as a diffusion-jump stochastic process whose jump takes place once the voltage reaches a threshold. In this work the main goal is to establish the convergence relationship between a regularized process and the original one where in the regularized process, the jump mechanism is replaced by a Poisson dynamic, and jump intensity within the classically forbidden domain goes to infinity as the regularization parameter vanishes. On the macroscopic level, the Fokker-Planck equation for the process with random discharges (i.e. Poisson jumps) is defined on the whole space, while the equation for the limit process is defined on the half space. However, using an iteration scheme the difficulty due to the domain differences has been greatly mitigated and the convergence for the stochastic process and the firing rates can be established. Moreover, we find polynomial-order convergence for the distribution by a re-normalization argument in probability theory. Finally, using numerical experiments we quantitatively explore the rate and the asymptotic behavior of convergence for both linear and nonlinear models.
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1 Introduction

The classical description of the dynamics of a large set of neurons is based on deterministic/stochastic differential systems for the excitatory-inhibitory neuron network [26, 35, 40, 50]. One of the most famous models is the noisy leaky integrate and fire (LIF) model [35], where the collective behavior of a neural network can be averaged as a self-consistent environment and within the network the typical behavior of a neuron
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is approximated by a stochastic process \([3, 4, 11, 15, 28, 33, 37, 38, 39, 46, 47, 49]\) and the influence from the network is given by an average synaptic input by a mean-field approximation \([15, 33, 46, 49]\). In this model, the membrane potential of a typical neuron within the network is denoted by the state variable \(X_t\). When the synaptic input of the network (denoted by \(I(t)\)) vanishes, the membrane potential relaxes to the resting value \(V_L\). In the single neuron approximation, the synaptic input \(I(t)\), which itself is another stochastic process, is replaced by a continuous-in-time counterpart \(I_c(t)\) (see e.g. \([3, 4, 37, 42, 46, 47]\)), which takes the drift-diffusion form
\[
I dt \approx I_c dt = \mu_c dt + \sigma_c dB_t. \tag{1.1}
\]
Here, \(B_t\) is standard Brownian motion, and in principle the two processes \(I_c(t)\) and \(I(t)\) have the same mean and variance. Thus between the firing events, the evolution of the membrane potential is given by the following stochastic differential equation
\[
dX_t = (-X_t + V_L + \mu_c) dt + \sigma_c dB_t. \tag{1.2}
\]
Another important ingredient in the modeling is the firing-and-resetting mechanism: whenever the membrane voltage \(X_t\) reaches a threshold value \(V_F\), it is immediately reset to a specific value \(V_R < V_F\). Namely,
\[
X_t = V_R \quad \text{if} \quad X_t = V_F. \tag{1.3}
\]
The reader may refer to [46] for a thorough introduction to this subject.

From the perspective of probability theory, the jump-diffusion processes of type \((1.2)\) and \((1.3)\) were first introduced and studied by Feller \([22, 23]\) (in terms of transition semigroups), which apparently was not motivated by applications in neuroscience. More specifically, \([23]\) named such a process an "elementary return process" and presented its Fokker-Planck equation in a weak form, the proof of which was based on a Markov semigroup argument in \([22]\). In \([1, 2, 43, 44]\), the authors were concerned with the spectral properties of the generator of the stochastic process or related models, and showed the exponential convergence in time towards the stationary distribution. In particular, \([43]\) applied their results to a neuronal firing model driven by a Wiener process and computed the distribution of the first passage time. In the work \([45, 48]\), the authors made assumptions on the stochastic process that were more relaxed than or modified from those in \([27]\) and proved the existence of a pathwise solution of such process in a generalized sense.

For the jump-diffusion process \((1.2)\) and \((1.3)\), there has been a growing interest in studying the partial differential equation model for the dynamics of the probability density function with which the stochastic process \(X_t\) is associated. From the heuristic viewpoint using Itô’s calculus, it is widely accepted ([5, 29]) that the evolution of the probability density \(f(x, t) \geq 0\) of finding neurons at voltage \(x\) at time \(t \geq 0\) satisfies the following Fokker-Planck equation on the half line with a singular source term
\[
\frac{\partial f}{\partial t}(x, t) + \frac{\partial}{\partial x}[h f(x, t)] - \frac{\partial^2 f}{\partial x^2}(x, t) = N(t)\delta(x - V_R), \quad x \in (-\infty, V_F), \quad t > 0, \tag{1.4}
\]
where the drift velocity is \(h = -x + V_L + \mu_c\), the diffusion coefficient is \(\sigma = \sigma_c^2/2\), \(\delta(x)\) denotes the Dirac function and the precise definition of the mean firing rate \(N(t)\) is given by \((1.7)\). We complement \((1.4)\) with the following Dirichlet and initial boundary conditions:
\[
f(V_F, t) = 0, \quad f(-\infty, t) = 0, \quad f(x, 0) = f_m(x) \geq 0. \tag{1.5}
\]
Equation \((1.4)\) is supposed to be the evolution of a probability density, therefore
\[
\int_{-\infty}^{V_F} f(x, t) \, dx = \int_{-\infty}^{V_F} f_m(x) \, dx = 1. \tag{1.6}
\]
Due to the Dirichlet boundary condition at \( x = V_F \), there is a time-dependent boundary flux escaping the domain, and a Dirac delta source term is added to the reset location \( x = V_R \) to compensate for the loss. It is straightforward to check that the conservation equation (1.6) characterizes the mean firing rate \( N(t) \) as the flux of neurons at the firing voltage, which is implicitly given by

\[
N(t) := -a \frac{\partial f}{\partial x}(V_F, t) \geq 0. \tag{1.7}
\]

We remark that this delta function source term on the right hand side of (1.4) is equivalent to setting the equation on \((-\infty, V_R) \cup (V_R, V_F)\) instead and imposing the following conditions

\[
f(V_R^-, t) = f(V_R^+, t), \quad a \frac{\partial}{\partial x} f(V_R^-, t) - a \frac{\partial}{\partial x} f(V_R^+, t) = N(t), \quad \forall t \geq 0.
\]

The firing events generate currents that propagate within the neuron network, which can be incorporated into this PDE model by expressing the drift velocity \( h \) and the diffusion coefficient \( a \) as functions of the mean-firing rate \( N(t) \) (see e.g. \([5, 6, 9, 31]\)). In the simplest form, the following choice has been widely considered

\[
h(x, N(t)) = -x + b N(t), \quad a(N(t)) = a_0 + a_1(N(t)). \tag{1.8}
\]

In particular, the term \(-x\) describes the leaky behavior and \( b \) models the connectivity of the network: \( b > 0 \) describes excitatory networks and \( b < 0 \) describes inhibitory networks. In Sections 2 and 3, we only consider the simple case when \( b = a_1 = 0 \) and \( a_0 = 1 \), while in Section 4 we numerically investigate the nonlinear case when \( b \neq 0 \).

Many recent works are devoted to investigating the properties of solutions of such PDE models, including the finite-time blow-up of weak solutions, the multiplicity of steady solutions, the relative entropy estimate, the existence of classical solutions, structure-preserving numerical approximations, etc. (see e.g. \([5, 6, 7, 8, 9, 31]\) and the references therein.) However to the best of our knowledge, due to the firing-and-resetting mechanism in (1.2), the rigorous derivation of the Fokker-Planck equation (1.4) in the classical sense from the microscopic stochastic process had not yet been achieved by conventional methods.

In [29], we established the rigorous connection between the linear Fokker-Planck equation (1.4) and the microscopic stochastic model (1.2) and (1.3). For simplicity, we assume for the rest of the work that

\[
V_L = 0, \quad V_R = 0, \quad V_F = 1, \quad \mu_c = 0, \quad \sigma = \sqrt{2}, \tag{1.9}
\]

which means the LIF model becomes a linear model with the interactions among the network neglected. With these assumptions, the process (1.2) and (1.3) becomes the standard O-U process with a "hard wall" at 1, i.e., whenever at time \( t \), \( X_t \) hits 1, it immediately jumps to 0 and then we restart the O-U-like evolution independent of the past. Unlike the standard jump-diffusion process, the jumping time for \( X_t \) is determined by the hard wall boundary and thus the classical Itô calculus is not directly applicable. Inspired by the renewal nature of \( X_t \) that agrees with the pioneering work of Feller [23], a novel strategy based on an iterated scheme was proposed in [29] to show that the probability density function (abbreviated by p.d.f.) of \( X_t \) is the classical solution of its Fokker-Planck equation.

In fact, with the introduction of the auxiliary stochastic process counting the number of firing events, the density \( f(x, t) \) of the potential \( X_t \) can be decomposed as a summation of sub-density functions \( \{f_n(x, t)\}_{n=0}^{\infty} \). Each sub-density naturally links to a
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less singular sub-PDE problem which is determined iteratively and of better regularity. Besides, with the exponential decay of decomposition all the regularities are preserved in the limit, and thus we concluded the desired properties for the PDE problem (1.4).

In this paper, we continue to study a family of related jump-diffusion processes (2.3) parameterized by \( \delta \), which are used to approximate the process \( X_t \) as \( \delta \to 0^+ \). Introduced in [7], such jump-diffusion processes are used to explore the reasonable modelling of the mean firing events on the macroscopic level, which are associated with the Fokker-Planck equations of neurons with random firing thresholds. As shown in [3], the solution of the Fokker-Planck equation with a deterministic firing potential may blow up in finite time, which is speculated to be related to the synchronization activity of neuronal networks. The random discharge mechanism in [7] provides an alternative scenario of incorporating the synchronous states besides introducing time delay, refractory states, etc (see [3, 4, 7, 13, 34]). However, all the regularization models are mostly based on scientific intuition or technical insights of the PDE theory, among which the random discharge model is tractable on the microscopic level and is reminiscent of the well-studied kinetic equations on the macroscopic level. Thus, we choose to focus on the random discharge model to rationalize the regularization effect and show the convergence relationship between such a model and its limit as the regularization parameter vanishes.

We denote such processes by \( X_t^\delta \), and the associated jumping rate \( \lambda^\delta(X_t^\delta) = 0 \) when \( X_t^\delta < 1 \), and \( \lambda^\delta(X_t^\delta) = O(\delta^{-1}) \) when \( X_t^\delta > 1 + \delta \). Between the firing events, \( X_t^\delta \) propagates along the O-U process

\[
dX_t^\delta = -X_t^\delta dt + \sqrt{2} dB_t.
\]

Recall that there exists a "hard wall" boundary for \( X_t \), i.e. the firing event takes place whenever \( X_t \) reaches 1. However, the jumps of \( X_t^\delta \) are determined by a state-dependent Poisson measure, for it evolves as the standard O-U process when \( X_t^\delta < 1 \) and can jump with a high rate once \( X_t^\delta \) exceeds 1, and such a jump process can be interpreted as a "soft wall" boundary when \( X_t^\delta \geq 1 \). The precise definition of \( X_t^\delta \) can be found in (2.2) and (2.3). The Poisson jump model frequently appears in kinetic models [10, 14, 17, 20] and with Itô’s formula, we can derive its Dynkin’s formula, forward and backward Kolmogorov equation and Feynman-Kac formula, etc. However, Itô calculus is not directly applicable when \( \delta = 0 \) and thus \( X_t \) is seen as the singular limit of a family of regularized processes. The primary goal of this paper is to justify whether and in what sense the regularized model converges to the original one.

Formally speaking, \( X_t \) can be seen as the limit of \( X_t^\delta \) as \( \delta \to 0^+ \), for the distribution of the process \( X_t^\delta \) is supposed to converge to the process \( X_t \) as \( \delta \to 0^+ \). The rigorous justification of such convergence is challenging due to the domain differences, and the main contribution of this paper is to rigorously establish the relationship between the two processes. We first present the strong Feller property (2.5) of the limit process \( X_t \) by comparing it with the regular O-U process. Then by a similar iteration strategy as that in [29], (see the decomposition (3.9) and the iteration relationship in Proposition 3.1 for details) we get convergence for the marginal distribution. Utilizing the strong Feller property for \( X_t \), we easily generalize the convergence result to any finite dimensional distribution by induction, which together with the relatively compactness of \( \{X_t^\delta\}_{\delta > 0} \) implies the weak convergence (2.6) for the processes. Also, by using the decomposition and iteration strategy, the weak convergence of the mean firing rate (2.7) can be established. Finally by a standard re-normalization method in probability theory, we rigorously prove a polynomial-order convergence rate (2.8) for the marginal distribution.

As a complement and extension to the convergence justification, we numerically
explore the convergence rate and asymptotic behavior of the process $X^\delta_t$ and its density function for both the linear cases considered in previous analysis and nonlinear cases where the analysis is still intractable in the current framework. The numerical scheme is based on the Scharfetter-Gummel reformulation and preserves certain structures of the Fokker-Planck equation for $X^\delta_t$ [31]. We also find numerical evidence of the existence of an asymptotic profile. More specifically, the simulation results strongly suggest that one can numerically identify two parameters $\alpha$ and $\beta$ such that

$$f^\delta(x,t) = \delta^\alpha \phi(\delta^\beta(x-1)) + o(\delta^\alpha), \quad \forall x \in [1, +\infty), \tag{1.11}$$

where $\phi$ is a profile function independent of $\delta$. Equation (1.11) suggests how $f^\delta$ vanishes on the half-space $\{x \geq 1\}$ in a self-similar fashion.

It is worth mentioning that some recent works [12, 13] are devoted to exploring the long time behavior of some non-linear McKean-Vlasov type SDEs arising from neuron models, where the firing mechanism follows the same random discharge dynamic as the one in this work but the diffusion process is absent. In particular, it is proved in [12] that the SDE admits time periodic solutions through a Hopf bifurcation analysis. Although in this paper we only focus on the linear case, the convergence result may provide tools and insights for studying nonlinear models, especially for the long time behavior of the random discharge model. However, analysis of nonlinear models is beyond the scope of this paper.

The rest of the paper is outlined as follows. In Section 2, we first review the jump process $X_t$ and give the precise definition of $X^\delta_t$. After laying out their Fokker-Planck equations, we summarize the main convergence results between $X^\delta_t$ and $X_t$. In Section 3 we rigorously show by a probabilistic approach that the distribution and mean firing rate of the random discharge model weakly converge to those of the original model. Also, a polynomial order convergence rate for the marginal distribution is established. In Section 4, we investigate using numerical experiments the rates and the asymptotic behavior of related convergence for both linear and nonlinear models. In Section 5, we conclude this paper and give some future research directions. For the rest of this work, we use $\gamma, C, C_0, C_k$ and $C_T$ to denote generic constants.

## 2 Preliminaries and main results

We first briefly review the results for the jump process $X_t$ in [29]. The stochastic process $X_t$ has been formally defined in (1.2) and (1.3), and the interested readers may refer to [29] for the rigorous construction of such a process. In the integrate and fire model, the process $X_t$ is used to describe the mean field behavior of the neuron network. Let the distribution of $X_0$ be denoted by $\mu$. For technical reasons we suppose that $\mu$ is a probability measure on $(-\infty, 1 - \beta]$ for some $\beta > 0$ and let $f_m(x)$ be its density. Then with the iteration idea, we have already shown in [29] that for any fixed $T > 0$, the Fokker-Planck equation for $X_t$ is

$$\begin{cases}
\frac{\partial f}{\partial t} - \frac{\partial}{\partial x} (xf) - \frac{\partial^2 f}{\partial x^2} = 0, & x \in (-\infty, 0) \cup (0, 1), t \in (0, T], \\
f(0^+, t) = f(0^+, t), & \frac{\partial}{\partial x} f(0^-, t) - \frac{\partial}{\partial x} f(0^+, t) = -\frac{\partial}{\partial x} f(1^-, t), & t \in (0, T], \\
f(-\infty, t) = 0, & f(1, t) = 0, & t \in [0, T], \\
f(x, 0) = f_m(x), & x \in (-\infty, 1).
\end{cases} \tag{2.1}$$

In the rest of this paper, we define

$$N(t) := -\frac{\partial}{\partial x} f(1^-, t), \quad t > 0,$$
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which serves as the definition of the mean firing rate.

In this paper, we consider a related family of jump-diffusion processes parameterized by $\delta$ as in (1.10), which is related to the Fokker-Planck equation for neurons with random firing thresholds, to approximate the original process $X_t$. Introduced in [7], we use the random discharge model to rationalize the regularization effect for $X_t$. The precise definition of $X^\delta_t$ is as follows.

For a fixed $\delta > 0$, we define the discharge rate function:

$$\lambda^\delta(x) = \begin{cases} 0, & x \leq 1 \\ \frac{1}{\delta}, & x \in [1, 1+\delta] \\ \frac{1}{\delta}, & x \geq 1+\delta \end{cases} \quad (2.2)$$

Then consider the following state-dependent jump-diffusion process as defined in Chapter VI of [30]:

$$dX^\delta_t = -X^\delta_t dt + \sqrt{2}dB_t + [-X^\delta_t]dP^\delta(t, X^\delta_t) \quad (2.3)$$

where $P^\delta(t, X^\delta)$ is a Poisson point process with intensity $\lambda^\delta(X^\delta_t)$.

**Remark 2.1.** For the rest of this paper, we only consider the simplified initial condition for the processes, i.e. both $X_t$ and $X^\delta_t$ start from a fixed point $x \in (-\infty, 1)$. In the following, $E^\gamma$ and $P^\gamma$ denote the expectation and probability of a stochastic process starting from $x$. The natural extension to general and proper initial conditions can be obtained by convolution.

First by Itô’s formula, we can directly derive the Fokker-Planck equation for $X^\delta_t$.

**Theorem 2.2.** Let $f^\delta(x, t)$ denote the p.d.f. of the process $X^\delta_t$ starting from $y < 1$. It satisfies the following PDE problem in the sense of distributions

$$\begin{cases} \frac{\partial f^\delta}{\partial t} - \frac{\partial}{\partial x} \left( x f^\delta \right) - \frac{\partial^2 f^\delta}{\partial x^2} = N^\delta(t) \delta(x) - \lambda^\delta(x) f^\delta(x, t), & x \in \mathbb{R}, \ t > 0, \\ N^\delta(t) = \int_\mathbb{R} \chi^\delta(z) f^\delta(z, t) dz, & t > 0, \\ f^\delta(-\infty, t) = f^\delta(+\infty, t) = 0, & t > 0, \\ f^\delta(x, 0) = \delta(x - y) \text{ in } D'(\mathbb{R}), \end{cases} \quad (2.4)$$

where $N^\delta(t)$ is the modified mean firing rate and $\delta(x)$ denotes the Dirac function.

**Remark 2.3.** To prevent confusion, we clarify that $\delta(x)$ is Dirac function and $\delta$ denotes the parameter in the intensity (2.2).

Equation (2.4) is referred to as the Fokker-Planck equation for neuron networks with random discharges [7]. We observe that, in this variant model, the mean firing rate $N^\delta(t)$ is modified to an integral of the density function, which admits a global estimate as shown in [7]. The proof of Theorem 2.2 is elementary, and we choose to omit the details in this work.

However for the process $X^\delta_t$, Itô’s calculus is not directly applicable when $\delta = 0$ and the approximation error between the two processes is not quantifiable. The main contribution of this paper is to rigorously establish the relationship between the two processes. We first prove the strong Feller property of the limit process $X_t$, which plays a key role in the proof of weak convergence. With the iteration strategy, we can prove weak convergence between the stochastic processes and the convergence rate of the marginal distribution, which is summarized in the following theorem.

**Theorem 2.4.** (i) (Strong Feller property.) For any bounded and Borel measurable function $\varphi$ and any $t > 0$, $E^\gamma[\varphi(X_t)]$ is continuous against the starting point $x$. I.e., for
any $\varphi \in B_b(-\infty, 1)$, $\varepsilon > 0$ and $x \in (-\infty, 1)$, there exists $\delta_0 \in (0, \varepsilon)$ such that for any $y \in (-\infty, 1)$ such that $|y - x| \leq \delta_0$, we have

$$|\mathbb{E}^x[\varphi(X_t)] - \mathbb{E}^y[\varphi(X_t)]| < \varepsilon.$$  \hspace{1cm} (2.5)

(ii) (Weak convergence of stochastic process.) Let the stochastic processes $X^\delta$ and $X$ start from any fixed $x \in (-\infty, 1)$. Without loss of generality, suppose that $X^\delta_0 = X_0 = 0$. Then $X^\delta$ converges weakly to $X$ as $\delta \to 0^+$, i.e., for any bounded and continuous function $\varphi \in C_b(D_{[0,\infty]}, \mathbb{R})$,

$$\lim_{\delta \to 0^+} \mathbb{E}^0[\varphi(X^\delta)] = \mathbb{E}^0[\varphi(X)],$$  \hspace{1cm} (2.6)

where $D_{[0,\infty)}$ denotes the space of right continuous functions $x : [0, \infty) \to \mathbb{R}$ with left limits.

(iii) (Convergence for the mean firing rate.) The modified mean firing rate $N^\delta(t)$ also converges weakly to the mean firing rate $N(t)$, i.e., for any fixed $T > 0$ and $\varphi \in C_b[0, T]$,

$$\lim_{\delta \to 0^+} \int_0^T \varphi(t)N^\delta(t)dt = \int_0^T \varphi(t)N(t)dt.$$  \hspace{1cm} (2.7)

(iv) (Convergence rate for marginal distribution.) Let $F^\delta(x, t)$ and $F(x, t)$ denote the cumulative distribution functions of $X^\delta$ and $X$, respectively. Without loss of generality, suppose that $X^\delta_0 = X_0 = 0$. Then for any fixed $T < \infty$, there is a constant $\gamma \in (0, \infty)$ s.t. $\forall (x, t) \in \mathbb{R} \times [0, T]$, we have

$$|F^\delta(x, t) - F(x, t)| = O(\delta^\gamma) \quad as \quad \delta \to 0^+.$$  \hspace{1cm} (2.8)

The detailed proof of the theorem is presented in Section 3, and is hereby outlined as follows.

- In Section 3.1, we show the strong Feller property (2.5) by using the connection between the jump diffusion process $X_t$ and the standard O-U process.
- In Section 3.2.1, by the coupling method and the iteration approach in [29] we prove the convergence for the marginal distribution, i.e., for any fixed $T < \infty$ and $\forall \varepsilon > 0$, there is a $\eta_0 > 0$, s.t. $\forall \delta < \eta_0$, we have

$$|F^\delta(x, t) - F(x, t)| \leq \varepsilon \quad for \quad (x, t) \in \mathbb{R} \times [0, T].$$  \hspace{1cm} (2.9)

- Then in Section 3.2.2, by the strong Feller property for $X_t$, we get convergence for any finite marginal distribution by induction, which together with the relatively compactness of $\{X^\delta_t\}_{\delta > 0}$ gives the weak convergence for processes.
- In Section 3.3, we prove weak convergence of the mean firing rate by the decomposition and iteration approach in [29].
- Finally in Section 3.4, we rigorously prove a polynomial upper bound on the rate at which $F^\delta(x, t) \to F(x, t)$ as $\delta \to 0^+$ with a multiscale renormalization argument in probability theory.

3 The random discharge model and its convergence

In Section 2, we precisely defined a family of jump-diffusion processes $X^\delta_t$ that are associated with the Fokker-Planck equations with random discharges. With the jumping criterion slightly altered, we are able to derive the Fokker-Planck equation of $X^\delta_t$ by classical Itô’s calculus, which is reckoned as a regularized model (see Theorem 6.1 in [7]). However, the rigorous justification of such convergence is challenging.
3.1 Strong Feller property

First, we prove the strong Feller property of process \( X_t \), which is useful in getting convergence for the finite dimensional distributions. Dr. Lihua Xu at the University of Macau taught us the following nice and easy proof through direct communication.

**Proof of the strong Feller property in Theorem 2.4:** Similarly to [29], we can strictly construct the jump process \( X_t \) starting from \( x \) and let \( T^y_1 \) denote the first time it hits 1. By the proof of Theorem 2 in [29], we know that for any \( \varepsilon > 0 \) the p.d.f. \( f_{T^y_1} (\cdot) \) of the first hitting time is uniformly continuous with respect to all \( y < 1 - \varepsilon \). Thus for any fixed \( t > 0, \varphi \in C_b(-\infty, 1) \) and \( \forall \varepsilon > 0 \), there exists \( t_0 (0, t) \) such that for \( \forall y \leq 1 - \varepsilon \),

\[
P(T^y_1 \leq t_0 ) \leq \frac{\varepsilon}{8(\|\varphi\|_{L^\infty} + 1)}.
\]  
(3.1)

Recall that Skorohod [27] has proved that \( X_t \) is Markovian, thus

\[
\phi_{\varphi,t-t_0}(x) := \mathbb{E}^x[\varphi(X_{t-t_0})]
\]
is clearly bounded and measurable against \( x \in (-\infty, 1) \). Now applying the strong Feller property of the regular OU process \( \{OU_t\}_{t \geq 0} \) on \( \phi_{\varphi,t-t_0} \), we have that for any \( x \leq 1 - 2\varepsilon \), there exists \( \delta_0 (0, \varepsilon) \) such that \( \forall y - x \leq \delta_0 \),

\[
|\mathbb{E}^x[\varphi(X_{t-t_0}(OU_{t_0}))] - \mathbb{E}^y[\varphi(X_{t-t_0}(OU_{t_0}))]| \leq \frac{\varepsilon}{2}
\]  
(3.2)

Now to compare \( \mathbb{E}^x[\varphi(X_t)] \) and \( \mathbb{E}^y[\varphi(X_t)] \), we have

\[
\mathbb{E}^x[\varphi(X_t)] = \mathbb{E}^x[\varphi(X_t) 1_{T^x_t \leq t_0}] + \mathbb{E}^x[\varphi(X_t) 1_{T^x_t > t_0}] =: I^x_t + I^x_1.
\]

Using (3.1), we immediately have that \( |I^x_1| \leq \frac{\varepsilon}{8} \), and by the Markov property of \( X_t \), we have

\[
I^x_2 = \mathbb{E}^x \left[ \mathbb{E}^x \left[ \varphi(X_t) \big| X_{t_0} \right] 1_{T^x_t > t_0} \right] \\
= \int_{-\infty}^{1} \mathbb{E}^x[\varphi(X_t) 1_{X_{t_0} = z} f^x_0(z, t_0)] dz \\
= \int_{-\infty}^{1} \mathbb{E}^x[\varphi(X_{t-t_0})] f^x_0(z, t_0)] dz \\
= \int_{-\infty}^{1} \phi_{\varphi,t-t_0}(z) f^x_0(z, t_0)] dz + \int_{-\infty}^{1} \phi_{\varphi,t-t_0}(z) [f^x_0(z, t_0) - f^x_0(z, t_0)] dz \\
= I^x_2 + I^x_1,
\]  
(3.3)

where \( f^x_0(y, t) dy = \mathbb{P}^x(X_t \in dy, T^x_t > t) \) and \( f^x_0(y, t) \) denotes the p.d.f. of standard OU process starting from \( x \). Noting that \( f^x_0(y, t) \) is the p.d.f. for the killed OU process, then \( f^x_0(y, t) \geq f^x_0(y, t) \) and thus for \( I^x_2 \), we have

\[
|I^x_2| \leq \|\varphi\|_{L^\infty} \int_{-\infty}^{1} f^x_0(z, t_0) - f^x_0(z, t_0)] dz \\
\leq \|\varphi\|_{L^\infty} \left[ 1 - \int_{-\infty}^{1} f^x_0(z, t_0)] dz \right] \\
= \|\varphi\|_{L^\infty} \mathbb{P}^x(T^x_1 \leq t_0) \\
\leq \frac{\varepsilon}{8}.
\]  
(3.4)

Similarly, for \( y \) we have

\[
\mathbb{E}^y[\varphi(X_t)] = I^y_1 + I^y_2
\]
3.2 Weak Convergence

3.2.1 Convergence of the marginal distribution

Now we prove the marginal distribution convergence \((2.9)\). For any \(t > 0\), let \(F^\delta(x, t) = P(X^\delta_t \leq x)\) denote the cumulative distribution function (abbreviated by c.d.f.) of \(X^\delta_t\), and \(F(x, t)\) and \(f(x, t)\) are the c.d.f. and p.d.f. of \(X_t\) respectively. In \([29]\), we let \(n_t\) denote the counting process of jumping times of \(X_t\) and \(T_n\) be its \(n\)-th jumping time, with which we decompose \(F(x, t)\) as the summation of sub-c.d.f. \(F_n(x, t) = P(X_t \leq x, n_t = n)\). Similarly for \(X^\delta_t\), define

\[ n^\delta_t = |\{s : s \leq t, X^\delta_s \neq X^\delta_{s-}\}| \]

(3.7)

to be the counting process which denotes the number of jumping times before \(t\). And for each \(n \geq 1\), define the stopping times:

\[ T^\delta_n = \inf\{t \geq 0 : n^\delta_t = n\}. \]

(3.8)

Let \(F^\delta_n(t)\) and \(f^\delta_n(t)\) be the c.d.f and p.d.f of \(T^\delta_n\) respectively. Moreover, for each \(n \geq 0\), we also define:

\[ F^\delta_n(x, t) = P(X^\delta_t \leq x, n^\delta_t = n). \]

(3.9)

Using similar arguments as in section 2 of \([29]\), we have the following relationship and the exponential decay of \(F^\delta_n(x, t)\) with respect to \(n\).

**Proposition 3.1.** For all \(n \geq 1\),

\[ F^\delta_n(x, t) = \int_0^t F^\delta_{n-1}(x, t-s)dF^\delta_T(s) \]

(3.10)

\[ F^\delta_T(t) = \int_0^t F^\delta_{T_{n-1}}(t-s)dF^\delta_T(s), \]

(3.11)

and there is a \(\theta > 0\) such that for any \(T \in (0, \infty)\),

\[ F^\delta_T(x, t) \leq \exp(-\theta n + T) \]

(3.12)

for all \(t \leq T\) and \(x \in (-\infty, 1]\).

With the exponential decay of \(F^\delta_n(x, t)\) with respect to \(n\), we know that \(F^\delta(x, t)\) is absolutely continuous with respect to the Lebesgue measure and use \(f^\delta(x, t)\) to denote the p.d.f.

Before the discussion of technical details, we first outline the major steps as follows.

(i) We use the technique of coupling to compare the difference between \(F^\delta_n(x, t)\) and \(F_0(x, t)\) together with \(F^\delta_T(t)\) and \(F_0(T)\).
We first state the following result for the c.d.f $F_t(x,t)$ and the iteration approach.

(iii) With the uniform continuity, parallel to step (i), we estimate the difference between $F_n(x,t)$ and $F^\delta_n(x,t)$.

(iv) With the exponential decay property of both $F_n(x,t)$ and $F^\delta_n(x,t)$, we complete the proof. In fact, we can decompose the difference between $F(x,t)$ and $F^\delta(x,t)$ into two terms. The first term is small because of the argument in step (iii), and the second term is small due to the exponential decay property.

We first state the following result for the c.d.f $F_T(t)$ for $T_1$; the proof can be found in section 2 of [29].

**Proposition 3.2.** For any fixed $T > 0$, $F_T(\cdot)$ is uniformly continuous on $[0,T]$, i.e., $\forall \epsilon > 0$, there exists $\eta_1 = \eta_1(T) > 0$, s.t. $\forall t, t' \in [0,T]$, $|t - t'| \leq \eta_1$, we have

$$|F_T(t) - F_T(t')| < \epsilon.$$  

Now we compare the difference between $F^\delta_0(x,t)$ and $F_0(x,t)$ together with $F^{\delta}_T(t)$ and $F_T(t)$.

**Lemma 3.3.** Fix any $T > 0$ and for any $\epsilon > 0$, there is an $\eta_0 > 0$ such that for all $\delta \in (0,\eta_0)$ and all $(x,t) \in \mathbb{R} \times [0,T]$,

$$|F^\delta_0(x,t) - F_0(x,t)| < \epsilon. \quad (3.13)$$  

At the same time, we have:

$$|F_{T_1}(t) - F_{T_1}^\delta(t)| < \epsilon. \quad (3.14)$$  

**Proof.** Noting that for any $y \in \mathbb{R}$,

$$Z^\delta_t = e^{-\delta t}y + \sqrt{2e^{-t}} \int_0^t e^s dB_s \quad (3.15)$$  

is an O-U process starting from $y$, we couple two stochastic processes $X_{t\wedge T_1}$ and $X^\delta_{t\wedge T_1^\delta}$ as follows:

(i) Let $\{Z^\delta_t\}_{t \geq 0}$ denote the standard O-U process starting from 0 and let $\Gamma$ obey the exponential distribution $\exp(1)$ and be independent of the process $Z^\delta_0$.

(ii) Consider the following two stopping times:

$$T_1^0 = \inf\{t \geq 0 : Z^\delta_t = 1\}, \quad T_{1,\delta}^0 = \inf\{t \geq 0 : \int_0^t \lambda(s)Z^\delta_s ds = \Gamma\}.$$  

By definition, $Z^0_{t\wedge T_1}$ and $Z^0_{t\wedge T_1^\delta}$ are identically distributed as $X_{t\wedge T_1}$ and $X^\delta_{t\wedge T_1^\delta}$, and at the same time we have $T_1^0 \leq T_{1,\delta}^0$. Thus one has

$$F_0(x,t) = P^0(Z^\delta_t \leq x, T_1^0 > t) \leq F^\delta_0(x,t) = P^0(Z^\delta_t \leq x, T_{1,\delta}^0 > t) \quad (3.16)$$  

while

$$F^\delta_0(x,t) - F_0(x,t) \leq P^0(T_1^0 \leq t, T_{1,\delta}^0 > t). \quad (3.17)$$  

By the strong Markov property of the O-U process, if we restart $Z^\delta_t$ at $T_1^0$, then $\{Z^\delta_{s+T_1^0}\}_{s \geq 0}$ forms a new O-U process starting at 1 which is independent of $T_1^0$. Denote this process by $\tilde{Z}_s$. Moreover, defining a new stopping time $\tilde{T}_{1,\delta}^0 = T_{1,\delta}^0 - T_1^0$ with respect to $\{\tilde{Z}_s\}_{s \geq 0}$, one may have:

$$P^0(T_1^0 \leq t, T_{1,\delta}^0 > t) = \int_0^t P^1(\tilde{T}_{1,\delta}^0 > t - s)dF_{T_1^n}(s). \quad (3.18)$$  


As we have previously seen in Proposition 3.2, \( F_{T_1}(s) \) is uniformly continuous on \([0, T]\) and note that \( T_1 \) and \( T_1^0 \) have the same distribution. Thus \( \forall \varepsilon > 0, \exists \eta_1 = \eta_1(T) > 0 \) s.t. \( \forall s \geq 0 \), we have \( F_{T_1}(s + \eta_1) - F_{T_1}(s) < \varepsilon \). Then for \( t < \eta_1 \), we have

\[
P^0(T_1^0 \leq t, T_1^{0, \delta} > t) \leq \int_0^t dF_{T_1}(s) \leq F_{T_1}(\eta_1) < \varepsilon.
\]

For \( t > \eta_1 \), we have

\[
P^0(T_1^0 \leq t, T_1^{0, \delta} > t) = \int_0^t P^1(T_1^{0, \delta} > t - s)dF_{T_1}(s)
\]

\[
= \int_0^{t - \eta_1} P^1(T_1^{0, \delta} > t - s)dF_{T_1}(s) + \int_{t - \eta_1}^t P^1(T_1^{0, \delta} > t - s)dF_{T_1}(s)
\]

\[
\leq P^1(T_1^{0, \delta} > \eta_1) + (F_{T_1}(t) - F_{T_1}(t - \eta_1))
\]

\[
\leq P^1(T_1^{0, \delta} > \eta_1) + \varepsilon.
\]

(3.19)

Hence, it suffices to prove that for any fixed \( \eta_1 > 0 \),

\[
\lim_{\delta \to 0} P^1(T_1^{0, \delta} > \eta_1) = 0.
\]

(3.20)

For any \( \eta_1 > 0 \) and \( \delta > 0 \), consider the following random subset generated by \( \hat{Z}_s \) which denotes the time that \( \hat{Z}_s \) is above the level \( 1 + \delta \) before \( \eta_1 \):

\[
\hat{I}(\eta_1, \delta) := \{ s < \eta_1 : \hat{Z}_s > 1 + \delta \}.
\]

(3.21)

By definition, one may see that

\[
\{ T_1^{0, \delta} \leq \eta_1 \} \supset \left\{ \int_{T_1^0}^{T_1^0 + \eta_1} \lambda^\delta(Z_s) ds \geq \Gamma \right\}
\]

\[
= \left\{ \int_{s < \eta_1} \lambda^\delta(\hat{Z}_s) ds + \int_{s < \eta_1 : \hat{Z}_s > 1 + \delta} \lambda^\delta(\hat{Z}_s) ds \geq \Gamma \right\}
\]

\[
\supset \left\{ \int_{s < \eta_1 : \hat{Z}_s > 1 + \delta} \lambda^\delta(\hat{Z}_s) ds \geq \Gamma \right\} = \left\{ \frac{\mathcal{L}(\hat{I}(\eta_1, \delta))}{\delta} \geq \Gamma \right\}
\]

(3.22)

Thus,

\[
P^1(T_1^{0, \delta} \leq \eta_1) \geq P^1\left( \frac{\mathcal{L}(\hat{I}(\eta_1, \delta))}{\delta} \geq \Gamma \right)
\]

(3.23)

where \( \mathcal{L} \) denotes the Lebesgue measure in \( R \). Recall that \( \Gamma \sim \exp(1) \). Thus it suffices to prove that

\[
\lim_{\delta \to 0} P^1\left( \frac{\mathcal{L}(\hat{I}(\eta_1, \delta))}{\delta} \geq \Gamma \right) = 1.
\]

First we consider the case \( \delta = 0 \). With (3.15), we know that

\[
\hat{Z}_s = e^{-t} + \sqrt{2} \int_0^t e^{-(t-s)} dB_s
\]
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Moreover, by the pathwise continuity of \( \hat{X}_t \), one may see that \( \hat{I}(\eta_1, 0) \) is a.s. either an empty set or an nonempty open set. We first show it is a.s. nonempty. Letting \( T_1 = \inf\{t > 0 : \hat{Z}_t > 1\} \), it suffices to prove that

\[
P^1(T_1 = 0) = 1. \tag{3.24}
\]

The proof of (3.24) relies on the 0–1 Law for standard Brownian motion. See Theorem 7.2.3 on Page 362 of [19] for details.

(i) For any \( \Delta t > 0 \), \( \{\overline{T}_1 < \Delta t\} \supset \{\hat{Z}_{\Delta t} > 1\} = \{e^{-\Delta t} - \sqrt{2} \int_0^{\Delta t} e^{-(\Delta t-s)}dB_s > 1\} \in \mathcal{F}_{\Delta t} \), where \( \mathcal{F} \) is the natural filtration generated by \( \hat{Z}_s \).

(ii) Thus for \( \Delta t_n \to 0 \), \( \{\overline{T}_1 = 0\} \supset \{\hat{X}_{\Delta t_n} > 1\} \in \mathcal{F}_{0+}^B \), where \( \mathcal{F}_{0+}^B \) is the infinitesimal increment \( \sigma \)-field of Brownian motion \( \{B_t\}_{t \geq 0} \) and i.o. stands for infinitely often.

(iii) By the 0–1 Law, we now only need to prove that \( P^1(\hat{Z}_{\Delta t_n} > 1, \text{i.o.}) > 0 \). At the same time, with (3.15) we have

\[
P^1(\hat{X}_{\Delta t_n} > 1) = P^1\left(N(0,1) > \frac{1 - e^{\Delta t_n}}{\sqrt{1 - e^{-2\Delta t_n}}} \right). \tag{3.25}
\]

Now noting that \( \frac{1 - e^{\Delta t_n}}{\sqrt{1 - e^{-2\Delta t_n}}} = O(\Delta t_n) \to 0 \) as \( n \to \infty \), we have \( \lim_{n \to \infty} P^1(\hat{Z}_{\Delta t_n} > 1) = \frac{1}{2} > 0 \). Thus we have proved (3.24) and hence

\[
P^1(\mathcal{L}(\hat{I}(\eta_1, 0)) > 0) = 1. \tag{3.26}
\]

Note that events \( \{\mathcal{L}(\hat{I}(\eta_1, \frac{1}{n})) > \frac{1}{n}^\Gamma\} \to \{\mathcal{L}(\hat{I}(\eta_1, 0)) > 0\} \) as \( n \to \infty \). Thus for any \( \varepsilon > 0 \), \( \exists N \) s.t. for all \( n \geq N \)

\[
P^1\left(\mathcal{L}(\hat{I}(\frac{1}{n})) > \frac{1}{n}^\Gamma\right) \geq 1 - \varepsilon. \tag{3.27}
\]

Fixing any \( \delta < \frac{1}{\varepsilon} \) and recalling that \( \varepsilon \) is arbitrary, together with (3.23), we get (3.20). Combining (3.20), (3.17) and (3.19), when \( \delta \) is small we have

\[
F_0^\delta(x, t) - F_0(x, t) \leq P^0(T_1^0 < t, T_1^{0,\delta} > t) \leq P^1(\overline{T}_1^{0,\delta} > \eta_1) + \varepsilon \leq 2\varepsilon.
\]

and thus the proof of Lemma 3.3 is complete.

Before proceeding with the iterative argument, we need to iteratively derive the uniform continuity of \( F_\delta(x, t) \). Recalling Proposition 3.1 of [29], we immediately get the following essential uniform continuity of \( F_0(x, t) \).

**Proposition 3.4.** Fix any \( T > 0 \) and for \( \eta_1 = \eta_1(T) > 0 \) in Proposition 3.2, there exists \( \eta_2 = \eta_2(T) \in (0, \eta_1) \) such that for all \( x \in \mathbb{R} \) and \( t, t' \in [\eta_1, T] \), \( |t' - t| < \eta_2 \), we have

\[
|F_0(x, t) - F_0(x, t')| < \varepsilon. \tag{3.28}
\]

Next for \( F_\delta(x, t) \), by Lemma 2.2 of [29], we have

\[
F_\delta(x, t) = \int_0^t F_0(x, t - s) dF_T(s),
\]

\[
F_\delta(x, t') = \int_0^{t'} F_0(x, t' - s) dF_T(s).
\]

Now we prove:
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Corollary 3.5. Fix any $T > 0$ and recall the definition of $\eta_1, \eta_2$ in Proposition 3.2-3.4. For all $0 \leq t < t' < T$ such that $t' - t < \eta_2$, and any $x \in \mathbb{R}$, we always have

$$|F_1(x, t) - F_1(x, t')| \leq 3\varepsilon. \quad (3.29)$$

Remark 3.6. Here we no longer need $t, t'$ to be away from 0.

Proof. First, supposing $t \in [\eta_1, T]$, we may write:

$$F_1(x, t) = \int_0^{t-\eta_1} F_0(x, t-s) dF_{T_1}(s) + \int_t^{t-\eta_1} F_0(x, t-s) dF_{T_1}(s) =: A_1 + A_2,$$

while

$$F_1(x, t') = \int_0^{t-\eta_1} F_0(x, t'-s) dF_{T_1}(s) + \int_{t-\eta_1}^{t'} F_0(x, t'-s) dF_{T_1}(s) =: B_1 + B_2.$$  

Using the uniform continuity of $F_{T_1}(t)$ and since $F_0(x, t) \leq 1$, we have

$$\begin{cases} 
A_2 \leq \int_{t-\eta_1}^{t} dF_{T_1}(s) \leq \varepsilon \\
B_2 \leq \int_{t-\eta_1}^{t-\eta_1} dF_{T_1}(s) + \int_{t-\eta_1}^{t'} dF_{T_1}(s) \leq 2\varepsilon,
\end{cases}$$

which together with Proposition 3.4 imply that

$$|F_1(x, t) - F_1(x, t')| \leq |A_1 - B_1| + |A_2 - B_2| 
\leq \int_0^{t-\eta_1} |F_0(x, t'-s) - F_0(x, t-s)| dF_{T_1}(s) + 2\varepsilon 
\leq \int_0^{t-\eta_1} \varepsilon dF_{T_1}(s) + 2\varepsilon \leq 3\varepsilon.$$ 

When $t \leq \eta_1$, we have

$$F_1(x, t) = \int_0^{t} F_0(x, t-s) dF_{T_1}(s) \leq \int_0^{\eta_1} dF_{T_1}(s) = F_{T_1}(\eta_1) \leq \varepsilon.$$ 

And note that $\eta_2 \leq \eta_1$, while $t' - t \in (0, \eta_2)$

$$F_1(x, t') \leq \int_0^{t} dF_{T_1}(s) + \int_{t}^{t'} dF_{T_1}(s) \leq 2\varepsilon.$$ 

Thus $|F_1(x, t) - F_1(x, t')| \leq 2\varepsilon.$ \hfill \qed

Similarly, one may inductively prove:

Corollary 3.7. Fix any $T > 0$ and for all $n \geq 1$, any $x \in \mathbb{R}$ and all $0 \leq t \leq t' < T$ such that $t' - t < \eta_2$, we have

$$|F_n(x, t) - F_n(x, t')| \leq (2n + 1)\varepsilon.$$ 

Now with the uniform continuity of $F_n(x, t)$, we can continue the proof of Theorem 2.4. First, parallel to the proof of Lemma 3.3, we can consider the difference between $F_1(x, t)$ and $F_n^q(x, t)$. Specifically, we have the following lemma.
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**Lemma 3.8.** Fix any $T > 0$ and recall the definition of $\delta$ in Lemma 3.3. We have for any $(x, t) \in \mathbb{R} \times [0, T]$, $|F_1(x, t) - F_1^\delta(x, t)| \leq 5\varepsilon$.

**Proof.** Note that

\[
F_1(x, t) = \int_0^t F_0(x, t - s) dF_{T_1}(s),
\]

\[
F_1^\delta(x, t) = \int_0^t F_0^\delta(x, t - s) dF_{T_1}(s).
\]

For any $t \in [0, T]$, we introduce the intermediate term:

\[
\int_0^t F_0(x, t - s) dF_{T_1}(s).
\]

Recalling (3.13) and (3.14) together with the fact that $F_0^\delta, F_0 \in [0, 1]$, we have

\[
\left| F_1(x, t) - F_1^\delta(x, t) \right| \\
\leq \int_0^t \left| F_0^\delta(x, t - s) - F_0(x, t - s) \right| dF_{T_1}(s) + \int_0^t F_0(x, t - s) d\left( F_{T_1}(s) - F_{T_1}^\delta(s) \right) \\
\leq \varepsilon F_{T_1}(t) + \left| E^0 \left[ F_0(x, t - T_1^\delta) 1_{(T_1^\delta \leq t)} \right] - E^0 \left[ F_0(x, t - T_1^\delta) 1_{(T_1^\delta \leq t)} \right] \right|.
\]  

(3.30)

Now recall the definition of $\eta_2$ in Proposition 3.4 and consider the following "good event"

\[
G := \{ T_1^\delta \leq t - \eta_1 - \eta_2, T_1^\delta - T_1^\delta \leq \eta_2 \}.
\]  

(3.31)

Recalling Proposition 3.2-3.4 and (3.20), we have

\[
\left| E^0 \left[ F_0(x, t - T_1^\delta) 1_{(T_1^\delta \leq t)} \right] - E^0 \left[ F_0(x, t - T_1^\delta) 1_{(T_1^\delta \leq t)} \right] \right| \\
\leq E^0 \left[ F_0(x, t - T_1^\delta) - F_0(x, t - T_1^\delta) \right] \cdot 1_G + P^0(G^C \cap \{ T_1^\delta \leq t \}) \\
\leq \varepsilon + P^0(T_1^\delta \leq (t - \eta_1 - \eta_2, t)) + P^0(T_1^\delta - T_1^\delta > \eta_2) \leq 4\varepsilon.
\]  

(3.32)

Combining with (3.30), we complete the proof.

\[
\Box
\]

Now one may inductively prove

**Lemma 3.9.** Fix any $T > 0$ and recall the definition of $\delta$ in Lemma 3.3. We have for all $n \geq 1$ and any $x \in \mathbb{R} \times [0, T]$, $|F_n(x, t) - F_n^\delta(x, t)| \leq (n + 2)^2\varepsilon$.

**Proof.** By Lemma 3.3 and Lemma 3.8, the result has been shown to be true for $n = 0$ and 1. Now suppose Proposition 1 holds for all $k \leq n - 1$. Now for $k = n$, we have:

\[
\begin{align*}
F_n(x, t) &= \int_0^t F_{n-1}(x, t - s) dF_{T_1}(s), \\
F_n^\delta(x, t) &= \int_0^t F_{n-1}^\delta(x, t - s) dF_{T_1}(s).
\end{align*}
\]  

(3.33)

Again there is

\[
\left| F_n(x, t) - F_n^\delta(x, t) \right| \\
\leq \int_0^t \left| F_{n-1}^\delta(x, t - s) - F_{n-1}(x, t - s) \right| dF_{T_1}(s) \\
+ \left| E^0 \left[ F_{n-1}(x, t - T_1^\delta) 1_{(T_1^\delta \leq t)} \right] - E^0 \left[ F_{n-1}(x, t - T_1^\delta) 1_{(T_1^\delta \leq t)} \right] \right|.
\]  

(3.34)
Recall the "good event" $G = \{ T_1^0 \geq t - \eta_2, T_1^{0, \delta} - T_1^0 \leq \eta_2 \}$. We have
\[
\left| E^0 \left[ F_{n-1}(x, t - T_1^0) 1_{\{ T_1^0 \leq t \}} \right] - E^0 \left[ F_{n-1}(x, t - T_1^{0, \delta}) 1_{\{ T_1^{0, \delta} \leq t \}} \right] \right| \\
\leq E^0 \left[ \left| F_{n-1}(x, t - T_1^0) - F_{n-1}(x, t - T_1^{0, \delta}) \right| \cdot 1_G \right] + P^0(G^c \cap \{ T_1^0 \leq t \}) \\
\leq (2n - 1)\varepsilon + P^0(T_1^0 \in (t - \eta_2, t]) + P^0(T_1^{0, \delta} - T_1^0 > \eta_2) \\
\leq (2n + 1)\varepsilon.
\]

Thus we have
\[
\left| F_n(x, t) - F_n^\delta(x, t) \right| \leq [(n + 1)^2 + (2n + 1)]\varepsilon \leq (n + 2)^2\varepsilon.
\]

Finally, for all $T < \infty$, and any $t \in [0, T], x \leq 1$,
\[
F_n(x, t) \leq P^0(T_n \leq t), \quad F_n^\delta(x, t) \leq P^0(T_n^\delta \leq t).
\]

By the argument in Lemma 2.3 of [29], we have already implied that $\exists$ a constant $C$ depending only on $T$ such that
\[
P^0(T_n^\delta \leq t) \leq P^0(T_n \leq t) \leq \exp(-Cn). \tag{3.36}
\]

What’s more, we can decompose the difference between $F(x, t)$ and $F^\delta(x, t)$ into two terms. That is,
\[
\left| F(x, t) - F^\delta(x, t) \right| \leq \sum_{i=0}^{n} \left| F_i(x, t) - F_i^\delta(x, t) \right| + \sum_{i=n+1}^{+\infty} \left| F_i(x, t) - F_i^\delta(x, t) \right|. \tag{3.37}
\]

Now using Lemma 3.9 we know that the first term of (3.37) is small, while the second term is small due to the exponential decay property (3.36). Thus the proof of (2.9) is complete.

### 3.2.2 Weak convergence in the sense of process

Now we can prove weak convergence in the sense of stochastic process $X^\delta \to X$ as $\delta \to 0^+$. We first prove the convergence of the finite dimensional marginal distribution and then use the relative compactness to conclude weak convergence for process.

**Proposition 3.10.** For all integer $n > 0$, $0 < t_1 < t_2 < \cdots < t_n < \infty$ and $-\infty < a_i < b_i < 1, i = 1, 2, \cdots, n$, we have
\[
P^0(X_{t_1}^\delta \in (a_i, b_i], i = 1, 2, \cdots, n) \to P^0(X_t \in (a_i, b_i], i = 1, 2, \cdots, n) \quad \text{as} \quad \delta \to 0^+, \tag{3.38}
\]
i.e.,
\[
(X_{t_1}^\delta, X_{t_2}^\delta, \cdots, X_{t_n}^\delta) \to (X_{t_1}, X_{t_2}, \cdots, X_{t_n}). \tag{3.39}
\]

where $P^0(\cdot)$ denotes the process starts from 0.

When $n = 1$, the result for $X_t, X_t^\delta$ starting from 0 has been proved in Section 3.2.1. By the same proof we have convergence with respect to any $X_{t}^{\delta} = X_{0} = x_{0}$, where $x_{0}$ belongs to some compact subset of $(-\infty, 1)$. Moreover, the $\delta$ can be chosen to be uniform, i.e.,
Corollary 3.11. For any \(-\infty < a < b < 1\), and any \(x_0 \in [a, b]\), we let \(F^{\delta, x_0}(x, t)\) and \(F^{x_0}(x, t)\) be the c.d.f. of \(X^\delta_t\) and \(X_t\) starting from \(x_0\). Then for any \(T < \infty\) and \(\epsilon > 0\), there exists \(\eta_0 = \eta(T, a, b, \epsilon) > 0\) s.t. for all \(0 < \delta < \eta_0\), \(x_0 \in [a, b]\), \((x, t) \in \mathbb{R} \times [0, T]\), we have
\[
|F^{\delta, x_0}(x, t) - F^{x_0}(x, t)| \leq \epsilon.
\] (3.40)

Thus we conclude the case for \(n = 1\) and then by the strong Feller property for \(X_t\) and induction, we can get Proposition 3.10; the detailed proof can be found in Appendix A.

With the finite dimensional weak convergence shown as above, the rest of the proof of weak convergence for processes follows from a standard relative compactness argument. Note that \((\mathbb{R}, B)\) is clearly complete and separable. By Theorem 3.7.2 and Theorem 3.7.8 of [21], in order to show that \(X^\delta \to X\), it suffices to prove the following:

(i) For any \(T < \infty\) and \(\epsilon > 0\), \(\exists\) a compact set \(\Gamma \subset (-\infty, +\infty)\) such that for any \(\delta > 0\), we have
\[
P^0(X^\delta_t \in \Gamma, \forall t \in [0, T]) \geq 1 - \epsilon.\] (3.41)

(ii) For any \(T < \infty\) and \(\epsilon > 0\), \(\exists\ \sigma > 0\) such that for any \(\delta > 0\), we have
\[
P^0(w'(X^\delta, \sigma, T) \geq \epsilon) \leq \epsilon.\] (3.42)

where
\[
w'(X^\delta, \sigma, T) = \inf \max_{\{t_i\}} \sup_{s,t \in [t_{i-1}, t_i)} |X^\delta_s - X^\delta_t|
\]
and \(\{t_i\}\) ranges over all partitions of the form \(0 = t_0 < t_1 < \cdots < t_{n-1} < t_n = T\) with \(t_{i} - t_{i-1} > \sigma\) for all \(i\). See (6.2) in Chapter 3 of [21] for details.

In order to verify the conditions above, we first need to recall the constructions in Section 2.2 of [29]. For claim (i), note that \(T_n \leq T^n\) for all \(\delta > 0\) and by exponential decay, we have for any fixed \(T < \infty\) and \(\epsilon > 0\), \(\exists n_0\), s.t.
\[
P^0(T_n^\delta \leq T) \leq P^0(T_n^\delta \leq T) < \frac{\epsilon}{2}.
\]

Now consider \(\Gamma = [-M_0, M_0]\) and event \(A = \{T_n^\delta > T\} \cap \bigcup_{i=1}^{n_0} \{\max_{t \leq T} |Y^{(i)}_t| < M_0\}\), where \(P^0(A) > 1 - \frac{\epsilon}{2} - n_0 \cdot \frac{n_0}{2M_0} = 1 - \epsilon\). Then recalling that the trajectory of \(X^\delta_t\) can be decomposed by parts of \(Y^{(i)}_t, t \in [0, T]\), thus in event \(A\) for any \(\delta > 0, t \in [0, T]\), \(X^\delta_t\) belongs to \(\Gamma\), which gives (3.41).

Finally, in order to check claim (ii), we first note that by Proposition 3.1 of [29], \(f_{T \delta}(\cdot) \in C[0, T]\) with \(f_{T \delta}(0) = 0\). Thus for all \(\epsilon > 0\), \(\exists n_0 < \infty\), s.t. \(f_{T \delta}(t) < \frac{\epsilon}{2T}\) for all \(t \leq \frac{T}{n_0}\). Then consider the event \(B_1 = \bigcap_{i=1}^{n_0} \{\tau_i > \frac{T}{n_0}\}\), where
\[
P^0(B_1^\epsilon) \leq n_0 P^0(\tau_i \leq \frac{T}{n_0}) \leq n_0 \cdot \int_0^{n_0} \frac{\epsilon}{2T} dt = \frac{\epsilon}{2}.\] (3.43)

Moreover, note that the OU-process \(Y^{(i)}_t\) is a.s. uniformly continuous. Thus \(\exists \sigma_1 > 0\) s.t. for each \(i\),
\[
P^0(\exists s < t \in [0, T], t - s < \sigma_1, |Y^{(i)}_t - Y^{(i)}_s| \geq \epsilon) < \frac{\epsilon}{2n_0}.\] (3.44)
Then consider event

\[ B_2 = \bigcap_{i=1}^{n_0} (\forall s < t \in [0,T], |Y_t^{(i)} - Y_s^{(i)}| < \epsilon), \]

and \( P^0(B_2) \leq n_0 \cdot \frac{\epsilon}{2n_0} \leq \frac{\epsilon}{2}. \) Thus let \( \sigma = \min\{\frac{\epsilon}{2n_0}, \frac{T}{n_0}\} \) and \( B = B_1 \cap B_2. \) Then in the event \( B, \) the jump-diffusion process \( \{X_t^\delta\}_{t \in [0,T]} \) is composed of at most \( n_0 \) uniformly continuous O-U process each with length at least \( \frac{T}{n_0} \geq \sigma. \) Thus one may always construct a partition with

\[ \max \sup_{s,t \in [t-1,t]} |X_s^\delta - X_t^\delta| < \epsilon. \]

So we have

\[ P^0(\omega'(X^\delta, \sigma, T) \leq \epsilon) \geq P^0(B) > 1 - \epsilon, \]

which gives (3.42) and thus the proof of the weak convergence for process is complete.

### 3.3 Weak Convergence for the Mean Firing Rate

In this section we consider the convergence of the mean firing rate by the iteration approach. Clearly, the density function \( f^\delta(x,t) \) for the jump-diffusion process \( X_t^\delta \) in (2.3) and the mean firing rate \( N^\delta(t) = \int_R f^\delta(y,t)\lambda^\delta(y)dy \) admit the following expansions

\[ f^\delta(x,t) = \sum_{n=0}^{\infty} f^\delta_n(x,t), \quad N^\delta(t) = \sum_{n=0}^{\infty} N^\delta_n(t). \quad (3.45) \]

where \( f^\delta_n(x,t) \) is the density function of the measure induced by \( F^\delta_n(\cdot,t) \) in (3.9) and for \( n \geq 0, \)

\[ N^\delta_n(t) := \int_R f^\delta_n(y,t)\lambda^\delta(y)dy. \]

To prove (2.7), we need to build a connection between \( N^\delta_n(t) \) and the p.d.f. \( f^\delta_n(t) \) of the jumping time in (3.8). We first derive the Dynkin’s formula for the killed process \( \tilde{X}^\delta_t \) that is obtained by stopping the process \( X^\delta_t \) at the first jumping time \( T^\delta_1. \) To be specific,

\[ \tilde{X}^\delta_t = \begin{cases} X^\delta_t, & t < T^\delta_1, \\ X^\delta_{T^\delta_1}, & t \geq T^\delta_1. \end{cases} \quad (3.46) \]

First, we derive the Fokker-Planck equation for \( f^\delta_0 \) and its decay property for further iteration calculations.

**Lemma 3.12.** Let \( f^\delta_0(x,t) \) be the density of the measure induced by \( F^\delta_0(\cdot,t) \) defined in (3.9). Then it is the classical solution of the following equation

\[
\begin{cases}
\frac{\partial f^\delta_0}{\partial t} - \frac{\partial}{\partial x} \left( x f^\delta_0 \right) - \frac{\partial^2 f^\delta_0}{\partial x^2} = -\lambda^\delta(x) f^\delta_0(x,t), & x \in \mathbb{R}, \quad t > 0, \\
f^\delta_0(x,0) = \delta(x) in \mathcal{D}'(-\infty, +\infty),
\end{cases}
\]

where \( \delta(x) \) denotes the Dirac function. Moreover, for any \( t > 0, \) and \( |x| \) sufficiently large, one should have \( \exists C > 0 \) s.t.

\[ \max \left\{ |f^\delta_0(x,t)|, \quad \left| \frac{\partial}{\partial x} f^\delta_0(x,t) \right|, \quad \left| \frac{\partial^2}{\partial x^2} f^\delta_0(x,t) \right| \right\} \leq \exp(-C x^2), \quad (3.48) \]

**Remark 3.13.** The proof follows the standard argument as in [16].
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Proof. Recall in (3.15) that we use \( Z^0_t \) to denote an O-U process starting from 0. The proof of (3.48) follows the same argument as in Lemma 3.1 of [29]. For any fixed \( T > 0 \), according to Theorem 3.5 in Chapter V of [25] by Garroni and Menaldi, there exists a unique Green’s function \( G : \mathbb{R} \times [0, T] \times \mathbb{R} \times [0, T] \ni (y, s, x, t) \mapsto G(y, s, x, t) \) for the parabolic operator

\[
\mathcal{L}_y = -y \partial_y + \partial_{yy}^2 - \lambda^\delta,
\]

That is for a given \((x, t) \in \mathbb{R} \times [0, T]\), the function \( \partial_t \mathcal{L}_y G(y, s, x, t) = 0, \quad (y, s) \in \mathbb{R} \times [0, t) \),

\[
\begin{aligned}
\partial_t G(y, s, x, t) + \mathcal{L}_y G(y, s, x, t) &= 0, \quad (y, s) \in \mathbb{R} \times [0, t), \\
G(y, t, x, t) &= \delta(y - x) \text{ in } \mathcal{D}'(\mathbb{R})
\end{aligned}
\]

(3.49)

Following Theorem 5 in Chap. 9 of [24], for any given \((y, s) \in \mathbb{R} \times [0, T]\), the function \( \partial_t \mathcal{L}_y G(y, s, x, t) = 0, \quad (y, s, x, t) \in \mathbb{R} \times (s, T], \)

\[
\begin{aligned}
\partial_t G(y, s, x, t) &= \mathcal{L}_x^* G(y, s, x, t), \quad (x, t) \in \mathbb{R} \times (s, T], \\
G(y, s, x, s) &= \delta(x - y) \text{ in } \mathcal{D}'(\mathbb{R}),
\end{aligned}
\]

(3.50)

Moreover, it belongs to \( C^{2,1} \) in \( x, t \) and satisfies the following estimate:

\[
|\partial^\ell G(y, s, x, t)| \leq C[t - s]^{-\frac{\ell + 1}{2}} \exp\left(-C_0 \frac{(x - y)^2}{t - s}\right), \quad 0 \leq s < t \leq T, \quad \ell = 0, 1, 2, \partial^\ell = \partial^m_{xt} \partial^n_{y}, \quad \ell = 2m + n, \quad m, n \in \mathbb{N}_0.
\]

Thus given any smooth test function \( \phi : \mathbb{R} \times [0, T] \) with compact support, the PDE problem

\[
\begin{aligned}
\partial_s u(y, s) &= y \partial_y u(y, s) - \partial_{yy} u(y, s) + \lambda^\delta(y) u(y, s) - \phi(y, s), \quad (y, s) \in \mathbb{R} \times [0, T), \\
\partial_t u(y, T) &= 0, \quad y \in \mathbb{R}
\end{aligned}
\]

(3.52)

admits a unique classical solution

\[
u(y, s) = \int_s^T \int_{-\infty}^{+\infty} G(y, s, x, t) \phi(x, t) dx dt.
\]

(3.53)

Set

\[
M_t := u(Z^0_t, t) \quad \text{and} \quad N_t := \exp\{-\int_0^t \lambda^\delta(Z^0_s) ds\}
\]

— they are both semimartingales. Then by Itô’s formula (see Exercise 5.32 on Page 209 of [36] for details), we have

\[
d(M_t, N_t) = M_t dN_t + N_t dM_t + d\langle M, N \rangle_t.
\]

(3.54)

Note that \( dN_t = -N_t \lambda^\delta(Z^0_t) dt \), thus \( N_t \) is of bounded variation and then the quadratic variation \( \langle N \rangle_t = 0 \). By \( \langle M, N \rangle_t \leq \langle M \rangle_t \langle N \rangle_t \), we know the covariance process \( \langle M, N \rangle_t \) is equal to 0. Hence

\[
d(M_t, N_t) = -u(Z^0_t, t) \exp\{-\int_0^t \lambda^\delta(Z^0_s) ds\} \lambda^\delta(Z^0_t) dt + \exp\{-\int_0^t \lambda^\delta(Z^0_s) ds\} \left[ u_t(Z^0_t, t) - u_x(Z^0_t, t) Z^0_t + u_{xx}(Z^0_t, t) \right] dt + \sqrt{2u_x(Z^0_t, t)} dB_t.
\]

(3.55)
With \((3.55)\) and the boundary condition of \(u\) in \((3.52)\), we have
\[
0 = u(Z^0_T, T) \exp(-\int_0^T \lambda^\delta(Z^0_t) dt)
\]
\[
= u(0, 0) - \int_0^T u(Z^0_t, t) \lambda^\delta(Z^0_t) \exp(-\int_0^t \lambda^\delta(Z^0_s) ds) dt
\]
\[
+ \int_0^T [u(Z^0_t, t) - xu_x(Z^0_t, t) + u_{xx}(Z^0_t, t)] \exp(-\int_0^t \lambda^\delta(Z^0_s) ds) dt
\]
\[
+ \sqrt{2} \int_0^T u_x(Z^0_t, t) \exp(-\int_0^t \lambda^\delta(Z^0_s) ds) dB_t.
\]
(3.56)

Taking the expectation of \((3.56)\) and recalling \((3.52)\), we have
\[
u(0, 0) = E^0 \left[ \int_0^T \phi(Z^0_t, t) \exp(-\int_0^t \lambda^\delta(Z^0_s) ds) dt \right]
\]
\[
= \int_0^T E^0 \left[ \phi(Z^0_t, t) \exp(-\int_0^t \lambda^\delta(Z^0_s) ds) \right] dt
\]
(3.57)

Now applying formula \((8.2.10)\) on Page 139 of [41] with \(f(\cdot) = \phi(\cdot, t)\),
\[
E^0 \left[ \phi(Z^0_t, t) \exp(-\int_0^t \lambda^\delta(Z^0_s) ds) \right] = E^0 \left[ \phi(X^\delta_t, t) \mathbb{1}_{\{T^\delta_1 > t\}} \right] = \int_{-\infty}^{+\infty} \phi(x, t) f^\delta_0(x, t) dx.
\]
(3.58)

By \((3.53)\) we have
\[
\int_0^T \int_{-\infty}^{+\infty} \phi(x, t) G(0, 0, x, t) dx dt = u(0, 0) = \int_0^T \int_{-\infty}^{+\infty} \phi(x, t) f^\delta_0(x, t) dx dt,
\]
which implies that \(G(0, 0, x, t)\) coincides with \(f^\delta_0(x, t)\). Thus we conclude that \(f^\delta_0(x, t)\) satisfies \((3.47)\) and the decay property \((3.48)\) is valid because of \((3.51)\).

Next we can prove

**Lemma 3.14.** For any \(n \geq 1\) and \(t > 0\),
\[
f_{T^\delta_n}(t) = N^\delta_{n-1}(t).
\]
(3.59)

**Proof.** We prove \((3.59)\) inductively. First for the case when \(n = 1\), with \((3.47)\) and \((3.48)\), one has for any \(t > 0\),
\[
f_{T^\delta_1}(t) = \frac{d}{dt} P^0(T^\delta_1 \leq t) = -\frac{d}{dt} \int_{-\infty}^{+\infty} f^\delta_0(x, t) dx
\]
\[
= -\int_{-\infty}^{+\infty} \frac{d}{dt} f^\delta_0(x, t) dx
\]
\[
= \int_{-\infty}^{+\infty} \left[ \lambda^\delta(x) f^\delta_0(x, t) - \frac{\partial^2 f^\delta_0}{\partial x^2} - \frac{\partial}{\partial x} \left( xf^\delta_0 \right) \right] dx
\]
\[
= \int_{-\infty}^{+\infty} \lambda^\delta(x) f^\delta_0(x, t) dx.
\]
(3.60)

Now we assume that \((3.59)\) holds for all \(k \leq n\) and note that
\[
f_{T^\delta_{n+1}}(t) = \int_0^t f_{T^\delta_n}(t-s) f_{T^\delta_1}(s) ds = \int_0^t \int_{-\infty}^{+\infty} f^\delta_{n-1}(x, t-s) \lambda^\delta(x) dx f_{T^\delta_1}(s) ds.
\]
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By Fubini’s formula,
\[
f_{T_{n+1}^\delta}(t) = \int_{-\infty}^{+\infty} \int_{0}^{t} f_{T_n^\delta}(x,t-s) f_{T_n^\delta}(s) ds \lambda^\delta(x) dx = \int_{-\infty}^{+\infty} f_{n}^\delta(x,t) \lambda^\delta(x) dx = N_n(t).
\]
(3.61)

Now we can show the weak convergence of \( N^\delta \) as \( \delta \to 0^+ \). More precisely, given \( T > 0 \), for any smooth test function \( \phi(t) \in C_c[0,T] \), we have
\[
\left| \int_{0}^{T} \phi(t)N^\delta(t) dt - \int_{0}^{T} \phi(t)N(t) dt \right| \to 0, \quad \text{as} \quad \delta \to 0^+.
\]
(3.62)

Notice that both \( N(t) \) and \( N^\delta(t) \) have series representations. In light of the following decomposition
\[
\left| \int_{0}^{T} \phi(t)N^\delta(t) dt - \int_{0}^{T} \phi(t)N(t) dt \right| \leq \sum_{i=1}^{N} \left| \int_{0}^{T} \phi(t)F_{T_n^\delta}(t) dt - \int_{0}^{T} \phi(t)F_{T_{n+1}^\delta}(t) dt \right| + \sum_{i=N+1}^{+\infty} \left| \int_{0}^{T} \phi(t)F_{T_n^\delta}(t) dt - \int_{0}^{T} \phi(t)F_{T_{n+1}^\delta}(t) dt \right|
\]

Due to the exponential decay property (3.36), \( I_2 \to 0 \) as \( \delta \to 0^+ \), and thus it suffices to estimate \( I_1 \), noting that \( \phi \) is bounded,
\[
I_1 = \sum_{i=1}^{N} \left| \int_{0}^{T} \phi(t)dF_{T_n^\delta}(t) - \int_{0}^{T} \phi(t)dF_{T_{n+1}^\delta}(t) \right|
\]
Noting that \( T_1^\delta \to T_1 \) in distribution and \( T_n, T_n^\delta \) are the i.i.d. summation of \( T_1, T_1^\delta \) respectively, we have \( T_n^\delta \to T_n \) in distribution as \( \delta \to 0^+ \), and thus for any \( n \),
\[
\lim_{\delta \to 0^+} \left| \int_{0}^{T} \phi(t)dF_{T_n^\delta}(t) - \int_{0}^{T} \phi(t)dF_{T_n}(t) \right| = 0.
\]
Noting that the summation in \( I_1 \) is finite, we conclude that \( I_1 \to 0 \) as \( \delta \to 0^+ \). Hence, the proof for the weak convergence of \( N^\delta \) is complete.

3.4 Convergence rate

Finally, we aim to rigorously prove a polynomial-order convergence rate of \( F^\delta_n(x,t) \to F(x,t) \) as \( \delta \to 0^+ \) as in (2.8). For any sufficiently small \( \epsilon > 0 \), let \( \epsilon_0 = \epsilon^2 \) and \( n_0 = \sup_{T} \log(\epsilon_0^{-1}) \). By lemma 3.3 and Lemma 3.9, for all \( \epsilon_0 > 0 \), \( \eta_0 = \eta_0(\epsilon_0) > 0 \) s.t. \( \forall \delta \leq \eta_0 \), \( n \geq 0 \) and \( (x,t) \in \mathbb{R} \times [0,T] \),
\[
|F_n^\delta(x,t) - F(x,t)| \leq (n + 2)^2 \epsilon_0.
\]
Moreover, recalling (3.36), for any fixed \( T < \infty \), there \( \exists C_T > 0 \) s.t.
\[
P^0(T_n^\delta \leq t) \leq P^0(T_n \leq t) \leq \exp(-C_T n).
\]
Then for all \( \delta < \eta_0(\epsilon_0) \), \( t \in [0, T] \) and \( x \in \mathbb{R} \),

\[
|F^n_\delta(x, t) - F^n_\delta(x, t)| \\
\leq \sum_{n=0}^{n-1} |F^n_\delta(x, t) - F^n_\delta(x, t)| + 2P^0(T_{\eta_0} \leq t) \\
\leq (n_0 + 2)^3 \epsilon_0 + 2\epsilon_0 < \epsilon.
\] (3.63)

Thus to get the convergence rate of a polynomial-order, we only need to find a lower bound for \( \eta_0 \), which is polynomial with respect to \( \epsilon \). In the order to prove the result of interest, it suffices to show the following polynomial-order relationship:

(i) The \( \eta_1 \) and \( \eta_2 \) defined in Proposition 3.2 and Proposition 3.4 are both of a polynomial-order of \( \epsilon \).

(ii) The \( \eta_0 \) in Lemma 3.3 is of a polynomial order of \( \eta_1 \) and \( \eta_2 \), and thus also a polynomial-order of \( \epsilon \).

Proof of (i): For \( \eta_1 \), we can always set \( \eta_1 = \frac{\epsilon}{\max_{t \in [0, T]} J_G(t)^{1+\gamma}} \) by Proposition 3.2. As for \( \eta_2 \), when \( \epsilon < 1 \) is sufficiently small, one may let \( \eta_2 = \eta_1^{\frac{3}{2}} \frac{\epsilon}{\max_{t \in [0, T]} J_G(t)^{1+\gamma}} \) and prove that it satisfies the condition in Proposition 3.4. For any \( \eta_1 < t' < t \leq T, t - t' \leq \eta_2 \), we have that for any \( x \in \mathbb{R} \),

\[
|F_0(x, t) - F_0(x, t')| = \left| \int_{-\infty}^{x} [f_0(y, t) - f_0(y, t')] dy \right| = \int_{-\infty}^{x} \int_{t'}^{t} \left| \frac{df_0}{ds}(y, s) \right| ds dy \leq C\eta_1^{3/2} \exp\left(-\frac{C_0 y^2}{s}\right). \] (3.64)

By the estimation of the Green’s function (38) of [29], \( \exists C, C_0 < \infty \) that depend only on \( T \) s.t. for any \( s \in [t', t] \),

\[
\left| \frac{df_0}{dt}(y, s) \right| \leq Cs^{-1} \exp\left(-\frac{C_0 y^2}{s}\right) \leq C\eta_1^{3/2} \exp\left(-\frac{C_0 y^2}{s}\right) \leq C\eta_1^{3/2} \exp\left(-\frac{C_0 y^2}{T}\right). \]

Thus

\[
|F_0(x, t) - F_0(x, t')| \leq C\eta_1^{3/2} \int_{-\infty}^{1} \exp\left(-\frac{C_0 y^2}{T}\right) dy < \epsilon. \] (3.65)

For (ii), recalling the proof of Lemma 3.3, the choice of \( \eta_0 \) is decided by (3.20), thus with the following lemma we can find a polynomial order of \( \eta_1 \) as a lower bound for \( \eta_0 \).

**Proposition 3.15.** For all sufficiently small \( \epsilon > 0 \), \( \exists \gamma \in (0, \infty) \) such that \( \forall \delta < \epsilon^\gamma \), we have

\[
P^1(\hat{T}_{1, \delta}^0 > \epsilon) < \epsilon. \] (3.66)

In order to prove (3.66), recalling (3.22) we have

\[
\{\hat{T}_{1, \delta}^0 \leq \epsilon\} \supset \left\{ \frac{2(\hat{I}(\epsilon, \delta))}{\delta} \geq \Gamma \right\}
\]

Thus it suffices to show that for any \( \delta < \epsilon^\gamma \)

\[
P^1\left( \frac{2(\hat{I}(\epsilon, \delta))}{\delta} \geq \Gamma \right) = P\left( \int_0^\delta \mathbb{I}(Z_t^1 > 1+\delta)dt \geq \Gamma \right) \geq 1 - \epsilon, \] (3.67)

where \( Z_t^1 \) denotes a standard O-U process starting from 1 as in (3.15) where \( \Gamma \) is an independent exponential distribution obeying \( \exp(1) \).
Now we use a renormalization argument which is standard for Brownian Motion (abbreviated by B.M.) to prove (3.67). We first introduce a sequence of scales as follows: define \( \epsilon_n = \epsilon \cdot 2^{-n} \) for all \( n \geq 0 \) and a decreasing sequence of stopping times,

\[
\tau_n = \inf\{ t \geq 0, |Z_t^1| = \epsilon_n \}.
\]

We hereby outline our argument as follows:

1. We first introduce a sequence of geometrically shrinking "boxes", all centered at 1, where the size of box \( n \) equals \( \epsilon_n \), which is half that of its predecessor.
2. Note that by \( t = \epsilon \), an O-U process starting from 1 on average will wander a distance at least \( O(\epsilon^{3/2}) \gg \epsilon \) away from 1. So with high probability, the O-U process has already escaped the largest box by time \( \epsilon \).
3. By scaling invariance of B.M., i.e. for any \( a > 0 \), \( \frac{1}{a} B_{a\tau} \overset{d}{=} B_{\tau} \), we can prove that for all \( n \geq 0 \) with at least a uniformly positive probability \( p > 0 \), an O-U process stays at the right of 1 for some positive fraction of time between \( \tau_n \) and \( \tau_{n-1} \) to trigger the Poisson jump under the intensity (2.2), and we say the O-U process "succeeds" in the \( n \)-th step when such an event happens.
4. We can choose an appropriate constant \( \gamma \) independent of \( \epsilon \) whose exact value can be found in (3.76), and \( n_1 = O(\log \epsilon^{-1}) \) s.t. \( (1-p)^{n_1} < \frac{1}{4} \). Then when \( \delta < \epsilon^{3/2} \) with high probability, any success in step \( n \leq n_0 \) can trigger our Poisson jump.
5. In order not to trigger the Poisson jump, the O-U process must not jump in all of the first \( n_1 \) steps. Thus by the strong Markov property, we know that the probability of not jumping is no larger than the product of these uniform upper bounds \( (1-p)^{n_1} < \epsilon/3 \).

Now returning to the detailed proof, we firstly show that with high probability \( \tau_0 \leq \epsilon \).

**Lemma 3.16.** For \( \tau_0 \) in (3.68), \( \exists \alpha > 0 \) s.t. \( P^1(\tau_0 > \epsilon) \leq \exp(-\epsilon^\alpha) \) for all sufficiently small \( \epsilon > 0 \).

**Proof.** Recall that \( Z_t^1 = 1 - \int_0^t Z_s^1 ds + B_t \).

Let \( \bar{\tau}_\epsilon = \inf\{ t > 0, |B_t| = \epsilon^{3/2} \} \). Noting that \( \{ \tau_0 > \epsilon \} \subset \{ \bar{\tau}_\epsilon > \epsilon \} \) and by the scaling invariance and the Markov property of B.M. \( B_t \),

\[
P^1(\tau_0 > \epsilon) \leq P^0(\bar{\tau}_\epsilon > \epsilon)
\]

\[
\leq P^0(\bar{\bar{\tau}}_1 > \epsilon^{3/4})
\leq (1 - \min_{z \in [-1,1]} P^z(|B_1| > 1)) |\epsilon^{3/4}|
\leq (1 - P^0(|B_1| > 2)) |\epsilon^{3/4}|
\leq \exp \left(-\epsilon^{-3/4}\right)
\]

for all sufficiently small \( \epsilon \), where \( \lfloor . \rfloor \) denotes the integer part. Thus let \( \alpha = \frac{1}{4} \) and the proof is complete. \( \square \)

Now for any integer \( n \geq 1 \), we say step \( n \) is a "success" if the event

\[
A_n := \left\{ \int_{\tau_n}^{\tau_{n-1}} 1_{\{Z_s^1 > 1+\epsilon_n\}} ds > \epsilon_n^2 \right\}
\]

happens. To find a lower bound for the probabilities of success in each step, we first consider the following technical lemma for B.M. at scale of order 1:
Lemma 3.17. For $B_t$ the standard B.M., let
\[ \Gamma_x = \inf \{ t > 0 : B_t = x \}. \] (3.71)

Then
\[ P \left( \Gamma_4 < \Gamma_{-\frac{1}{2}}, \Gamma_4 < 4, \int_0^{T_4} 1_{\{B_t \in [\frac{1}{4}, \frac{3}{4}]\}} dt > 1, \int_0^{T_4} 1_{\{B_t \in [2, 2.5]\}} dt > 1 \right) =: p > 0. \] (3.72)

Proof. Note that a standard B.M. can approximate any continuous function starting from 0 with a positive probability. (See Theorem 5.4 on Page 206 of [18] for details.) Thus by easily choosing a continuous function satisfying the condition in the event of (3.72), we conclude the result of interest by noting that Brownian motion can approximate such a continuous function with positive probability.

Remark 3.18. The seemingly mysterious constants in (3.72) are purposely chosen to meet the later needs in the proof of Lemma 3.20. Particularly, we need these constants to create a certain level of “redundancy” so that after introducing the drift term, our O-U process can still stay within the intervals of interest.

Then by the scaling invariance of $B_t$, we immediately have for all $\theta > 0,$
\[ P \left( \Gamma_{4\theta} < \Gamma_{-\frac{1}{2}\theta}, \Gamma_{4\theta} < 4\theta^2, \int_0^{\Gamma_{4\theta}} 1_{\{B_t \in [\frac{1}{4}, \frac{3}{4}]\}} dt > \theta^2, \int_0^{\Gamma_{4\theta}} 1_{\{B_t \in [2, 2.5]\}} dt > \theta^2 \right) = p. \] (3.73)

Now we return to the probability of $A_n$. Let $Z_t^{1+\epsilon_n}$ be the O-U process starting from $1 + \epsilon_n$, i.e., $Z_0^{1+\epsilon_n} = 1 + \epsilon_n - \int_0^1 Z_s^{1+\epsilon_n} ds + B_t$. Then by the strong Markov property for the O-U process,
\[ P(A_n) \geq \min \left\{ P \left( \int_0^{\tau_{n-1}} 1_{\{Z_s^{1+\epsilon_n} > 1+\epsilon_n\}} dt > \epsilon_n^2 \right), P \left( \int_0^{\tau_{n-1}} 1_{\{Z_s^{1+\epsilon_n} > 1+\epsilon_n\}} dt > \epsilon_n^2 \right) \right\} \]

Now letting $\theta = \epsilon_n$, we look at the event
\[ E^{\epsilon_n} := \left\{ \Gamma_{4\epsilon_n} < \Gamma_{-\frac{1}{2}\epsilon_n}, \Gamma_{4\epsilon_n} < 4\epsilon_n^2, \int_0^{\Gamma_{4\epsilon_n}} 1_{\{B_t \in [\frac{1}{4}, \frac{3}{4}]\}} dt > \epsilon_n^2, \int_0^{\Gamma_{4\epsilon_n}} 1_{\{B_t \in [2, 2.5, 2.5\epsilon_n]\}} dt > \epsilon_n^2 \right\}. \] (3.74)

Lemma 3.19. Given the event $E^{\epsilon_n}$, we have $Z_t^{1+\epsilon_n} \in [0, 2]$ a.s. $\forall t \in [0, \Gamma_{4\epsilon_n}]$.

Proof. Otherwise let $\Gamma_0$ and $\Gamma_2$ be the first time $Z_t^{1+\epsilon_n}$ hits 0 or 2 respectively. Without loss of generality, suppose $Z_t^{1+\epsilon_n}$ hits 0 before 2 at $[0, \Gamma_{4\epsilon_n}]$ in the event $E^{\epsilon_n}$ and thus we look at the event $\{\Gamma_0 < \Gamma_{4\epsilon_n}, \Gamma_0 < \Gamma_2 \} \cap E^{\epsilon_n}$. Then within this event there is a.s. $t < 4\epsilon_n^2$ s.t. $Z_t^{1+\epsilon_n} \leq 0$, $B_t \geq -\frac{1}{2}\epsilon_n$ and $Z_s^{1+\epsilon_n} < 2$, $\forall s < t$. Note that
\[ Z_t^{1+\epsilon_n} = 1 + \epsilon_n - \int_0^t Z_s^{1+\epsilon_n} ds + B_t. \]

However,
\[ \text{RHS} \geq (1 + \epsilon_n) - 2 \cdot 4\epsilon_n^2 - \frac{1}{2}\epsilon_n > 0 \]

which implies that
\[ P \left( \{\Gamma_0 < \Gamma_{4\epsilon_n}, \Gamma_0 < \Gamma_2 \} \cap E^{\epsilon_n} \right) = 0. \]

Similarly, one also has
\[ P \left( \{\Gamma_2 < \Gamma_{4\epsilon_n}, \Gamma_2 < \Gamma_0 \} \cap E^{\epsilon_n} \right) = 0. \]
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Now we are able to show that with at least a uniformly positive probability \( p > 0 \), an O-U process stays to the right of 1 for some positive fraction of time between \( \tau_n \) and \( \tau_{n-1} \) to trigger the Poisson jump; the detailed proof can be found in Appendix B.

**Lemma 3.20.** For all sufficiently small \( \epsilon > 0 \) and \( n \geq 1 \),

\[
P \left( \int_{0}^{\tau_{n-1}} \mathbb{1}_{\{Z_{i+1:n}^{1+\epsilon} > 1 + \epsilon_n\}} dt > 2 \epsilon_n^2 \right) \geq P(E^{\epsilon_n}) = p, \tag{3.75}
\]

\[
P \left( \int_{0}^{\tau_{n-1}} \mathbb{1}_{\{Z_{i+1:n}^{1+\epsilon} > 1 + \epsilon_n\}} dt > \epsilon_n^2 \right) \geq P(E^{\epsilon_n}) = p.
\]

Thus we have

\[
P(A_n) \geq P(E^{\epsilon_n}) = p > 0.
\]

With the above preparation, we can finish the proof of (3.67).

**Proof of Proposition 3.15:** For any \( \epsilon > 0 \) (without loss of generality \( \epsilon < \frac{1}{4} \)), define \( n_1 = \left\lceil \frac{\log(\epsilon^{-1}) + \log 3}{\log(\epsilon)} \right\rceil + 1 \) and a constant \( \gamma \in (1, +\infty) \) that depends only on \( p \) as

\[
\gamma := \frac{4 \log 2}{\log \left( \frac{1}{1-p} \right)} + 1 \tag{3.76}
\]

so we have \( \epsilon_{n_1} = \epsilon \cdot 2^{-n_1} \geq \epsilon^4 \). Recall that \( \Gamma \) obeys the exponential distribution \( \exp(1) \) and we define a "globally failed event",

\[
B = \{ \Gamma \geq \epsilon^{-\gamma} \} \cup \{ \tau_0 > \epsilon \} \cup \bigcap_{n=1}^{n_1} A_n^c
\]

and call \( B^c \) the globally successful event. By Lemmas 3.19 and 3.20 we have

\[
P(B) \leq \exp(-\epsilon^{-\gamma}) + \exp(-\epsilon^{-\frac{4}{3}}) + (1 - p)^{n_1}
\]

\[
< \frac{1}{3} \epsilon + \frac{1}{3} \epsilon + \frac{1}{3} \epsilon < \epsilon.
\]

Recalling the random set \( \mathcal{I}(\eta_1, \delta) \) in (3.22), then for any \( \delta < \epsilon^{4\gamma} < \epsilon_{n_1} \), within \( B^c \) we have \( \{ \tau_0 \leq \epsilon \} \) and \( \exists k \in [1, n_1] \) s.t.

\[
\sum_{\mathcal{I}(\delta, \epsilon)} \frac{(Z^1_{i+1:n} > 1 + \delta)}{\delta} dt \geq \frac{\tau_{n-1}}{\delta} \mathbb{1}_{\{Z_{i+1:n}^{1+\epsilon} > 1 + \epsilon_n\}} dt \geq \epsilon_n^2 \delta \geq \epsilon^{-2\gamma} > \Gamma, \tag{3.78}
\]

which gives (3.67). Thus we have found a polynomial order of \( \eta_1 \) as the lower bound for \( \eta_0 \) and the same for \( \eta_2 \) and the proof of (2.8) is complete. \( \Box \)

## 4 Numerical tests

In previous sections we have shown that the state-dependent jump-diffusion process \( X^\delta \) converges to \( X \) in distribution with a polynomial-order convergence rate. However, quantifying the correct convergence rate of \( X^\delta \) remains an open question. Recently, a structure-preserving numerical scheme for the Fokker-Planck equation (2.1) based on Scharfetter-Gummel reformulation was proposed in [31]. With this numerical scheme, we aim to explore the convergence structure and study \( X^\delta \) in terms of density functions through the Fokker-Planck equation (2.4) together with its nonlinear cases. Numerical study of the density function \( f^\delta \) not only provides numerical evidence of the convergence rate of the process, but also indicates signs of self-similar structure when \( \delta \to 0 \).

This section is outlined as follows. First, in Section 4.1, we introduce the Scharfetter-Gummel reformulation on Fokker-Planck equation and the detailed construction of the...
numerical schemes. Then, in Section 4.2, we numerically examine the convergence rate of the approximation error. Last, in Section 4.3, we study the self-similar structure of $f^\delta$ when it vanishes on $(1, +\infty)$ as $\delta \to 0$. We also note that the Fokker-Planck equation (3.47) for the killing process $X^\delta_t$ (defined in Equation (3.46)) is also considered in this section.

### 4.1 Introduction to the scheme

First we introduce the nonlinear extensions of the Fokker-Planck equations for the jump-diffusion process $X^\delta_t$ and the killing process $X^\delta_t$, which are similar to the Fokker-Planck equation (1.4) associated with $X_t$. We only show the following nonlinear equation for the density function $f^\delta$ of the jump-diffusion process $X^\delta_t$; the nonlinear equation for the density function $f^\delta_0$ of the killing process $X^\delta_t$ can be derived in a similar way.

\[
\begin{align*}
\frac{\partial f^\delta}{\partial t}(x,t) + \frac{\partial}{\partial x}[-(v + bN^\delta(t))f^\delta(x,t)] - a(N^\delta(t))\frac{\partial^2 f^\delta}{\partial x^2}(x,t) \\
= N^\delta(t)\delta(x) - \lambda^\delta(x)f^\delta(x,t), \quad (x,t) \in (-\infty, 1) \times [0, +\infty), \\
N^\delta(t) = \int_{R} \lambda(x)\delta(x,t)dx, f^\delta(-\infty, t) = f^\delta(+\infty, t) = 0, \quad t > 0,
\end{align*}
\]

where the terms $a(N^\delta(t))$ and $-v + bN^\delta(t)$ incorporate the effect of the mean firing rate on the dynamics of the density function at the macroscopic level. In particular, $b$ models the connectivity of the neuron networks: $b > 0$ describes excitatory networks and $b < 0$ describes inhibitory networks. In this section, we assume $a \equiv 1$ and we are concerned with the convergence behavior with different connectivity parameters $b$.

The Scharfetter-Gummel reformulation on Equation (4.1) is given as follows:

\[
\begin{align*}
\frac{\partial f^\delta}{\partial t}(x,t) - a\frac{\partial}{\partial x}\left(M^\delta(x,t)\frac{f^\delta(x,t)}{M^\delta(x,t)}\right) = N^\delta(t)\delta(x) - \lambda^\delta(x)f^\delta(x,t), \\
(x,t) \in (-\infty, 1) \times [0, +\infty),
\end{align*}
\]

where

\[
M^\delta(x,t) = \exp\left(-\frac{(x - bN^\delta(t))^2}{2a}\right).
\]

The numerical scheme for Equation (4.1) is based on this reformulated equation.

Even though the jump-diffusion process $X^\delta_t$ is of better regularity than $X_t$, numerical approximation of $f^\delta(x,t)$ near $x = 1$ is still at risk of being inaccurate especially when $\delta$ is close to 0. Therefore, we apply the logistic scaling of the density function to partition a denser grid around $x = 1$. We take the computation domain as $[-4, 4]$ and assume homogeneous Dirichlet boundary condition for the density functions. We make the substitution

\[
y = h_L(x) = \frac{1}{1 + e^{-(x-1)}}, \quad x \in [-4, 4],
\]

and denote $q^\delta(y,t) = f^\delta(g_L(y), t)$, where $g_L$ stands for inverse function of the logistic function $h_L$. Figure 1 shows an illustration of the scaling.

Then we put Equation (4.3) into Equation (4.2) to derive an equation for $q^\delta(y,t)$ on the computational domain

\[
\begin{align*}
\frac{\partial q^\delta}{\partial t}(y,t) - \frac{a}{g_L'(y)}\frac{\partial}{\partial y}\left(M^\delta(g_L(y), t)\frac{q^\delta(y,t)}{M^\delta(g_L(y), t)}\right) = N^\delta(t)\delta(y - y_r) \\
- \lambda^\delta(g_L(y))q^\delta(y,t), \quad (y,t) \in \left[\frac{1}{1 + e^\gamma}, \frac{1}{1 + e^{-\gamma}}\right] \times [0, +\infty),
\end{align*}
\]
Figure 1: Illustration of the logistic scaling. In the figure, we partition a denser grid near $V_f = 1$ through the logistic scaling.

where $g_L(y) = \frac{y}{1 + e^{-y}}$ and the reset point $y_r = hL(0) = \frac{1}{1 + e}$. In addition, the mean firing rate function $N^\delta$ is given as follows:

$$N^\delta(t) = \int_{\frac{1}{1 + e}}^{1 + e} g_L(z) \lambda^\delta (g_L(z)) q^\delta(z,t)dz.$$  \hspace{1cm} (4.5)

The numerical scheme applied in this section is based on discretization of Equations (4.4) and (4.5). Let $q^\delta_{j,m}$ stand for the numerical value of $q^\delta$ at $y_j = jh + \frac{1}{1 + e} \in \left[\frac{1}{1 + e}, 1 + e\right]$ and $t_m = m\tau \geq 0$, where $h$ and $\tau$ denote spatial and temporal step lengths. Let $N^\delta_m$ denote the numerical approximation of the firing rate function $N^\delta$ at $t_m$. Also note that the reset point $y_r$ is a grid point denoted as $y_r = y_D$ where $D \in \mathbb{N}^*$.

We apply the semi-implicit scheme to discretize the equations [31]. In other words, we treat $q^\delta_j$ implicitly but treat $N^\delta$ explicitly (including the $N^\delta$ in the term $M^\delta(x,t)$). The scheme is as follows:

$$\frac{q^\delta_{j,m+1} - q^\delta_{j,m}}{h} = \frac{a}{h^2 g'_L(y_j)} \left( M^\delta \left( g_L \left( y_{j+\frac{1}{2}} \right), t_m \right) - M^\delta \left( g_L \left( y_{j}\right), t_m \right) \right)$$

$$\frac{q^\delta_{j,m+1}}{M^\delta \left( g_L \left( y_{j}\right), t_m \right)} - \frac{q^\delta_{j-1,m+1}}{M^\delta \left( g_L \left( y_{j-1}\right), t_m \right)}$$

$$= \frac{1}{h} N^\delta_n I(y_j = y_D) - \lambda^\delta (g_L (y_j)) q^\delta_{j,m+1},$$

and

$$N^\delta_m = h \sum_j g'_L(y_j) \lambda^\delta (g_L (y_j)) q^\delta_{j,m},$$

where $I(y)$ is the indicator function.
In our numerical simulations, we simulate excitatory and inhibitory networks with different connectivity parameters $b$. We use the same Gaussian distribution as the initial condition for all of the numerical tests:

$$f(x) = \frac{1}{\sqrt{2\pi}\sigma_0} e^{-\frac{(x-x_0)^2}{2\sigma_0^2}}, \quad (4.8)$$

where $x_0 = -1$ and $\sigma_0^2 = 0.01$ are two given parameters. Since we assume that $X^\delta_t$ and $\bar{X}^\delta_t$ start at a given point in previous sections, we choose $\sigma_0$ to be very small in order to approximate the one-point initial distribution of the processes. The computing time is fixed to $t_{\text{max}} = 1$. In addition, we consider the rate function $\lambda^\delta(x)$ as follows:

$$\lambda^\delta(x) = \begin{cases} 0, & x \leq 1, \\ \frac{1}{b}, & x \geq 1, \end{cases} \quad (4.9)$$

which is slightly different from the continuous rate of Equation (2.2).

**Remark 4.1.** In fact, with the same initial data, numerical solutions of the Fokker-Planck equations with two different rate functions are almost the same. Convergence and asymptotic behavior for the two cases (Equations (2.2) and (4.9)) are similar, though the convergence exponents are slightly different. However, (4.9) is of a simpler form, which facilitates the convergence study. Hence, we only consider the rate function defined in Equation (4.9) in numerical tests.

### 4.2 Convergence rates

In this subsection we aim to investigate the convergence of the jump-diffusion process $X^\delta_t$ (defined in Equation (1.10)) and the killing process $\bar{X}^\delta_t$ (defined in Equation (3.46)) as $\delta \to 0$ through numerical examination of the Fokker-Planck equations of the two processes (see Equations (2.4) and (3.47)). We compute the discrepancies between the density functions and firing rate functions (defined in Equation (4.1)) of the two processes, i.e. we consider density discrepancy

$$D^f(\delta) = \|f^\delta(x, 1) - f(x, 1)\|_{\infty}, \quad D^{f_0}(\delta) = \|f^0_0(x, 1) - f_0(x, 1)\|_{\infty}, \quad (4.10)$$

and firing rate discrepancy

$$D^N(\delta) = \|N^\delta(t) - N(t)\|_{\infty}, \quad D^{N_0}(\delta) = \|N^0_0(t) - N_0(t)\|_{\infty}, \quad (4.11)$$

where $\|\|_{\infty}$ denotes the $L^\infty$ norm in space or time. Here the density functions $f(x, t), f_0(x, t)$ and firing rate functions $N(t), N_0(t)$ of $X_t$ and its killing process $\bar{X}_t$ (defined in a similar way using Equation (3.46)) are obtained by numerically solving the nonlinear Fokker-Planck equation (1.4) with nonlinear drift and diffusion term (1.8) using the scheme in Section 4.1.

In Figure 2, we show the results of simulating the cases $\delta = \frac{1}{2^k}$ ($0 \leq k \leq 7, k \in \mathbb{N}$) with different parameters $b$, where we consider the evolution of the discrepancy functions defined in Equations (4.10) and (4.11) as $\delta$ goes to 0. The convergence of the density functions and firing rate functions are roughly linear when $\delta$ is moderately small, while the rates of convergence of the cases with different connectivity parameters $b$ vary.

Then we define the convergence rates for the discrepancy functions as $\delta \to 0$ as follows:

$$D^f(\delta) = A_f\delta^{R^f} + o(\delta^{R^f}), \quad (4.12)$$

where $R^f$ denotes the convergence rate of density function $f^\delta$ and $A_f$ is a fixed parameter. We can define convergence rates $R^{f_0}, R^{N}, R^{N_0}$ for the discrepancy functions in Equations (4.10) and (4.11) in the similar way to Equation (4.12).
In Table 1 we show the convergence rates of the functions with different $b$. The convergence rates are computed through linear fitting after eliminating the data when $\delta$ is too large or too small in order to avoid inaccuracy. More specifically, we retain only the data when $\delta = \frac{1}{\sqrt{b}}$ where $k = 4, 5, 6, 7$ for the linear fitting.

We remark that the connectivity parameter $b$ is chosen to be moderately small such that the solution of (1.4) with non-linear terms (1.8) does not blow up, and we have observed that $f^\delta(x, t)$ converges to $f(x, t)$ as $\delta \to 0$. However, when $b > 0$ increases, the solution to (1.4) with non-linearity (1.8) may blow up in finite time while the solution of (4.1) remains globally well posed. In fact, time periodic solutions have been shown to exist or been numerically observed for variant regularized models. The interested reader may refer to [12] and [32] for detailed discussions.

### 4.3 Self-similar structure

As $\delta \to 0$, the jump-diffusion process $X_t^\delta$ converges to $X_t$, which takes values on the half space $(-\infty, 1]$ rather than the whole space. The exact process of how $X_t^\delta$ vanishes on $(1, +\infty)$ remains an open question. In this subsection, we aim to study the self-similar profile of the density function $f^\delta$ of $X_t^\delta$ on $(1, +\infty)$ through numerical experiments.

| Jump-diffusion process $X_t^\delta$ | Convergence rate $R^f$ | $b = 1$ | $b = 0.5$ | $b = 0$ | $b = -0.5$ | $b = -1$ |
|--------------------------------------|-------------------------|--------|-----------|---------|-----------|---------|
| Convergence rate $R^{f_0}$           | 0.3716                  | 0.3187 | 0.3505    | 0.3766  | 0.3961    |
| Killing process $\tilde{X}_t^\delta$ | Convergence rate $R^{N_0}$ | 0.3365 | 0.3832    | 0.4092  | 0.4262    | 0.4307  |
| Kitting process $\tilde{X}_t^\delta$ | Convergence rate $R^{N_0}$ | 0.3416 | 0.3856    | 0.4122  | 0.4219    | 0.4228  |
| Convergence rate $R^{N_0}$           | 0.4166                  | 0.4302 | 0.4309    | 0.4322  | 0.4302    |

Table 1: Convergence rates for density functions and firing rate functions of the Fokker-Planck equations of two processes with different connectivity parameter $b$. See Equation (4.12) for the definition of the convergence rates of the functions. See Equations (2.4), (3.47) and (4.1) for the Fokker-Planck equations of the jump-diffusion process $X_t^\delta$ and the killing process $\tilde{X}_t^\delta$.

We assume an ansatz for $f^\delta$ when $\delta \to 0$ as follows:

$$f^\delta(x, t) = \delta^\alpha \psi \left( \delta^\beta (x - 1) \right) + o(\delta^\alpha), \quad \forall x \in [1, +\infty),$$

(4.13)

where $\psi$ is defined on $\mathbb{R}^+$ and $\alpha, \beta$ are two fixed parameters. In this subsection, we aim to explore the self-similar structure of $f^\delta$ (defined in Equation (2.4)) with such an ansatz and find the fixed parameters $\alpha$ and $\beta$ numerically. Moreover, we also make a similar ansatz for the density $f^\delta_0$ of the killing process $\tilde{X}_t^\delta$ (defined in Equation (3.47)) as a reference, since the $f^\delta_0$ display a similar vanishing structure to $f^\delta$.

Numerical examinations involve the cases of $\delta = \frac{1}{\sqrt{b}}$ ($0 \leq k \leq 7, k \in \mathbb{N}$) with different parameters $b$. Through similar data choices and linear fitting, numerical results for $\alpha$ and $\beta$ are shown in Table 2.

Finally, in Figure 3, we take the values $\alpha$ and $\beta$ in Table 2 in ansatz (4.13) for $X_t^\delta$ and plot the profiles of $\psi$ for each $\delta$ with connectivity parameter $b = 0, 1$. Numerically, $\psi$ is nearly independent of $\delta$ and decays exponentially in $y$. Therefore, we conclude that it is very likely that $f^\delta(x)$ exhibits the self-similar profile in Equation (4.13) when $x \geq 1$. 

---

[12] and [32] refer to detailed discussions for variant regularized models.
Figure 2: (Convergence of the density functions and the firing rate functions of the jump-diffusion process $X^\delta_t$ and killing process $\tilde{X}^\delta_t$ with parameter $b = 0$ and $b = 1$.) These figures show the evolution of the discrepancy functions defined in Equations (4.10) and (4.11) as $\delta \to 0$. Top: the density discrepancy $D_f(\delta)$ and firing rate discrepancy $D_N(\delta)$ of the jump-diffusion process $X^\delta_t$ with connectivity parameter $b = 0$ and $b = 1$. See Equations (2.4) and (4.1) for the Fokker-Planck equations of the process $X^\delta_t$. Bottom: the density discrepancy $D_{f0}(\delta)$ and firing rate discrepancy $D_{N0}(\delta)$ of the killing process $\tilde{X}^\delta_t$ with connectivity parameter $b = 0$ and $b = 1$. See Equations (3.47) and (4.1) for the Fokker-Planck equations of the process $\tilde{X}^\delta_t$.

| Jump-diffusion process $X^\delta_t$ | $b = 1$ | $b = 0.5$ | $b = 0$ | $b = -0.5$ | $b = -1$ |
|------------------------------------|--------|----------|--------|-----------|---------|
| Values of $\alpha$                | 0.2713 | 0.3187   | 0.3505 | 0.3766    | 0.3961  |
| Values of $\beta$                 | -0.4256| -0.4363  | -0.4283| -0.4317   | -0.4268 |

| Killing process $\tilde{X}^\delta_t$ | $b = 1$ | $b = 0.5$ | $b = 0$ | $b = -0.5$ | $b = -1$ |
|--------------------------------------|--------|----------|--------|-----------|---------|
| Values of $\alpha$                  | 0.3448 | 0.3856   | 0.4122 | 0.4344    | 0.4507  |
| Values of $\beta$                   | -0.4307| -0.4148  | -0.4136| -0.4317   | -0.4317 |

Table 2: Numerical values of the parameters $\alpha$ and $\beta$ in ansatz (4.13). Parameters of the two processes with different connectivity $b$ are shown in the table. See Equations (2.4), (3.47) and (4.1) for the Fokker-Planck equations.
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Figure 3: (Image for $\psi$ and $\ln(\psi)$ with connectivity parameter $b = 0, 1$.) In this figure, we put the values of $\alpha$ and $\beta$ in Table 2 into the ansatz (4.13) for the density function $f^\delta$ with different $\delta$. Numerically, we see the profile of $\psi$ is independent of $\delta$, which indicates that $f^\delta$ is likely to exhibit self-similar structure when $x \geq 1$ as $\delta \to 0$. See Equations (2.4) and (4.1) for the Fokker-Planck equations of the process $X^\delta_t$. Left: Image for $\psi$. Right: Image for $\ln(\psi)$. Top: $b = 0$. Bottom: $b = 1$. 
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5 Conclusion and Discussion

In this work we aim to reduce the gap in understanding between the mean-field integrate-and-fire model as a stochastic process and the PDE model as an evolving density function. As shown in [5], it is possible to find an initial probability distribution such that the solution of the nonlinear Fokker-Planck equation with a deterministic firing potential must blow up in finite time, which is conjectured to be linked to the multiple firing events (synchronization) of neuronal networks. The random discharge mechanism is introduced to prevent the blow up of the solution of the PDE model such that the synchronized state becomes possible on the macroscopic level. In this paper, we have rigorously justified that the regularized solution is indeed an approximation to the original one, which confirms the scientific intuition behind the random discharge mechanism. As the continuation of [29], we only focus on the linear cases and show that the relevant random discharge model converges to the original integrate-and-fire model in distribution as the regularization parameter goes to 0. Mathematically, the iterated scheme can effectively reduce the difficulties of analyzing the problems with the firing-and-resetting mechanism, and gives more intuitive stochastic interpretations of the macroscopic quantities of the PDE, which are otherwise obscure. Using specifically designed numerical experiments, we have observed evidence for the convergence rate and the asymptotic behavior for both the linear cases and the more sophisticated nonlinear cases, which motivates us to carry out a rigorous asymptotic analysis in subsequent work. It is worth noting that we have not yet incorporated the dependence on the mean firing rate in the drift velocity and in the diffusion coefficient and we shall investigate those directions in later work. However, there are still additional challenges due to the interacting nature and the nonlinearity within the model.

Appendix

A Proof of Proposition 3.10

Proof. To prove the case when \( n = 2 \), by the Markov property, we first have:

\[
P^0(X^d_{t_1} \in (a_1, b_1), X^d_{t_2} \in (a_2, b_2)) = \int_{a_1}^{b_1} P^0(X^d_{t_2-t_1} \in (a_2, b_2)) f^d(t_1, y) dy.
\]

and

\[
P^0(X_{t_1} \in (a_1, b_1), X_{t_2} \in (a_2, b_2)) = \int_{a_1}^{b_1} P^0(X_{t_2-t_1} \in (a_2, b_2)) f(t_1, y) dy.
\]

Thus

\[
P^0(X^d_{t_1} \in (a_1, b_1), X^d_{t_2} \in (a_2, b_2)) - P^0(X_{t_1} \in (a_1, b_1), X_{t_2} \in (a_2, b_2))
\]

\[
\leq \int_{a_1}^{b_1} P^0(X_{t_2-t_1} \in (a_2, b_2)) \left[ f^d(t_1, y) - f(t_1, y) \right] dy
\]

\[
+ \int_{a_1}^{b_1} \left| P^0(X^d_{t_2-t_1} \in (a_2, b_2)) - P^0(X_{t_2-t_1} \in (a_2, b_2)) \right| f^d(t_1, y) dy
\]

\[
= : I_1 + I_2
\]

For \( I_1 \), consider the function

\[
\varphi(y) = \begin{cases} 
P^0(X_{t_2-t_1} \in (a_2, b_2)) & \text{if } y \in (a_1, b_1), \\
0 & \text{otherwise.}
\end{cases}
\]

According to the strong Feller property of \( X_t \), \( P^0(X_{t_2-t_1} \in (a_2, b_2)) \) is a continuous function with respect to \( y \in (-\infty, 1) \). Thus \( \varphi(y) \) is a bounded measurable function with...
discontinuities at \( a_1 \) and \( b_1 \). Moreover, by Proposition 3.1 of [29], \( F(t, y) \) is continuous in \( y \) and thus puts 0 measure on \( \{a_1, b_1\} \). Thus by Theorem 3.2.10 of [19] and the fact that \( \mathbf{E}^0[\varphi(X_t^1)] \to \mathbf{E}^0[\varphi(X_{t_1}^1)] \) as \( \delta \to 0^+ \), we get \( I_1 \to 0 \).

For \( I_2 \), by Corollary 3.11, for all \( \delta \leq \eta_0 \) we have

\[
I_2 \leq \epsilon \int_{a_1}^{b_1} f^\delta(t, y) dy \leq \epsilon. \tag{A.3}
\]

Thus we have proved Proposition 1 for \( n = 2 \). In general, suppose Proposition 3.10 holds for \( k \leq n \). Now for \( k = n + 1 \), we can similarly define \( \varphi^{(n)}(y) \) for \( y = (y_1, \cdots, y_n) \) as

\[
\varphi^{(n)}(y) = \begin{cases} 
\mathbf{P}^y(X_{t_{n+1}} \in (a_{n+1}, b_{n+1}]) & \text{if } y \in (a_1, b_1] \times \cdots \times (a_n, b_n), \\
0 & \text{otherwise.}
\end{cases} \tag{A.4}
\]

and have

\[
\mathbf{P}^0(X_t^1 \in (a_1, b_1], X_t^2 \in (a_2, b_2], \cdots, X_t^n \in (a_n, b_n], X_t^{n+1} \in (a_{n+1}, b_{n+1}]) - \mathbf{P}^0(X_t^1 \in (a_1, b_1], X_t^2 \in (a_2, b_2], \cdots, X_t^n \in (a_n, b_n], X_t^{n+1} \in (a_{n+1}, b_{n+1}]) \\
\leq \mathbf{E}^0 \left[ \varphi^{(n)}(X_t^1, \cdots, X_t^n) \right] - \mathbf{E}^0 \left[ \varphi^{(n)}(X_t^1, \cdots, X_t^n) \right] \\
+ \int_{(a_1, b_1] \times \cdots \times (a_n, b_n)} \left| \mathbf{P}^y(X_{t_{n+1}} \in (a_{n+1}, b_{n+1}]) - \mathbf{P}^y(X_{t_{n+1}} \in (a_{n+1}, b_{n+1}]) \right| dF^{(n)}(y). \tag{A.5}
\]

where \( F^{(n)}(y) \) is the distribution of \((X_{t_1}, \cdots, X_{t_n})\). Note that \( \varphi^{(n)}(\cdot) \) is a bounded measurable function on \( \mathbb{R}^n \) whose discontinuities are given by

\[
D_{\varphi^{(n)}} = \{ y : \{y_1 = a_1 \text{ or } b_1 \} \cup \cdots \cup \{ y_n = a_n \text{ or } b_n \} \}
\]

Since \( F(i, t_i), i = 1, 2, \cdots, n \) are all continuous on \((-\infty, 1] \), the joint distribution \( F^{(n)}(\cdot) \) of \((X_{t_1}, \cdots, X_{t_n})\) puts 0 mass on \( D_{\varphi^{(n)}} \). Thus by (vi) of Theorem 3.10.1 in [19], we have

\[
\mathbf{E}^0 \left[ \varphi^{(n)}(X_{t_1}, \cdots, X_{t_1}) \right] - \mathbf{E}^0 \left[ \varphi^{(n)}(X_{t_1}, \cdots, X_{t_1}) \right] \to 0.
\]

At the same time, by a similar argument as in (A.3), we have

\[
\int_{(a_1, b_1] \times \cdots \times (a_n, b_n)} \left| \mathbf{P}^y(X_{t_{n+1}} \in (a_{n+1}, b_{n+1}]) - \mathbf{P}^y(X_{t_{n+1}} \in (a_{n+1}, b_{n+1}]) \right| dF^{(n)}(y) \leq \epsilon.
\]

Thus by induction, the proof of Proposition 3.10 is complete. \( \square \)

**B Proof of Lemma 3.20**

**Proof.** Recall Lemma 3.19, the definition of \( E^{\epsilon_n} \) and the OU process

\[
Z_t^{1+\epsilon_n} = 1 + \epsilon_n - \int_0^t Z_s^{1+\epsilon_n} ds + B_t.
\]

In event \( E^{\epsilon_n} \) there is

\[
Z_t^{1+\epsilon_n} \geq 1 + \epsilon_n - 2 \cdot 4_{\epsilon_n}^2 + 4\epsilon_n > 1 + 2\epsilon_n = 1 + \epsilon_{n-1}. \tag{B.1}
\]

Thus we know that \( \tau_{n-1} < \Gamma_{4\epsilon_n} \) in event \( E^{\epsilon_n} \). And for any \( t < \Gamma_{4\epsilon_n} < 4\epsilon_n^2 \) with \( \Gamma_{4\epsilon_n} < \Gamma_{\frac{3}{2}\epsilon_n} \),

\[
Z_t^{1+\epsilon_n} \geq 1 + \epsilon_n - 2 \cdot 4_{n}^2 - \frac{1}{2}\epsilon_n > 1 - 2\epsilon_n = 1 - \epsilon_{n-1}.
\]
Thus we know that $Z_t^{1+\epsilon_n}$ does not hit $1 - \epsilon_{n-1}$ before $\Gamma_{4\epsilon_n}$. Thus it must hit $1 + \epsilon_{n-1}$ before $\Gamma_{4\epsilon_n}$. However, note that $\forall t < \frac{1}{2}\epsilon_n < \Gamma_{4\epsilon_n}$,

$$Z_t^{1+\epsilon_n} \leq 1 + \epsilon_n - 0 - \frac{2}{3}\epsilon_n < 1 + 2\epsilon_n = 1 + \epsilon_{n-1}.$$ 

Thus we have $\Gamma_{\frac{1}{2}\epsilon_n} < \tau_{n-1} < \Gamma_{4\epsilon_n}$ in $E^{\epsilon_n}$. And in $E^{\epsilon_n}$ for any $t < \Gamma_{4\epsilon_n}$ such that $B_t \in [\frac{1}{4}\epsilon_n, \frac{1}{2}\epsilon_n]$,

$$Z_t^{1+\epsilon_n} \geq 1 + \epsilon_n - 2 \cdot 4\epsilon_n^2 + \frac{1}{4}\epsilon_n > 1 + \epsilon_n.$$ 

Thus in event $E^{\epsilon_n}$

$$\int_0^{\tau_{n-1}} \mathbb{I}_{\{Z_t^{1+\epsilon_n} > 1 + \epsilon_n\}} dt \geq \int_0^{\Gamma_{\frac{1}{2}\epsilon_n}} \mathbb{I}_{\{B_t \in [\frac{1}{4}\epsilon_n, \frac{1}{2}\epsilon_n]\}} dt \geq \epsilon_n^2,$$ 

and then

$$\mathbb{P}\left(\int_0^{\tau_{n-1}} \mathbb{I}_{\{Z_t^{1+\epsilon_n} > 1 + \epsilon_n\}} dt > \epsilon_n^2\right) \geq \mathbb{P}(E^{\epsilon_n}).$$ 

Similarly, given $E^{\epsilon_n}$, for all $t < \Gamma_{4\epsilon_n} < 4\epsilon_n^2$, since $\Gamma_{4\epsilon_n} < \Gamma_{\Gamma_{4\epsilon_n}}$, we have

$$Z_t^{1-\epsilon_n} \geq 1 - \epsilon_n - 2 \cdot 4\epsilon_n^2 - \frac{1}{2}\epsilon_n > 1 - 2\epsilon_n = 1 - \epsilon_{n-1}$$ 

and

$$Z_{\Gamma_{4\epsilon_n}}^{1-\epsilon_n} \geq 1 - \epsilon_n - 2 \cdot 4\epsilon_n^2 + 4\epsilon_n > 1 + 2\epsilon_n = 1 + \epsilon_{n-1}.$$ 

At the same time, $\forall t < \Gamma_{2.8\epsilon_n} < \Gamma_{\epsilon_n}$, we have

$$Z_t^{1-\epsilon_n} \leq 1 - \epsilon_n - 0 + 2.8\epsilon_n < 1 + 2\epsilon_n = 1 + \epsilon_{n-1}.$$ 

Thus $\Gamma_{2.8\epsilon_n} < \tau_{n-1} < \Gamma_{4\epsilon_n}$. And for any $t < \Gamma_{4\epsilon_n}$, $B_t \in [2.2\epsilon_n, 2.5\epsilon_n]$, we also have

$$Z_t^{1-\epsilon_n} \geq 1 - \epsilon_n - 2 \cdot 4\epsilon_n^2 + 2.2\epsilon_n > 1 + \epsilon_n.$$ 

So again in $E^{\epsilon_n}$ we have

$$\int_0^{\tau_{n-1}} \mathbb{I}_{\{Z_t^{1-\epsilon_n} > 1 + \epsilon_n\}} dt \geq \int_0^{\Gamma_{2.8\epsilon_n}} \mathbb{I}_{\{B_t \in [2.2\epsilon_n, 2.5\epsilon_n]\}} dt \geq \epsilon_n^2,$$ 

and then

$$\mathbb{P}\left(\int_0^{\tau_{n-1}} \mathbb{I}_{\{Z_t^{1-\epsilon_n} > 1 + \epsilon_n\}} dt > \epsilon_n^2\right) \geq \mathbb{P}(E^{\epsilon_n}).$$

\[\square\]
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