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1. INTRODUCTION

The GeV–PeV energy range is unexplored territory for neutrino astronomy: observations of neutrinos at these energies will open a new window on the high-energy universe. A wide variety of astrophysical phenomena are expected to produce extremely high energy neutrinos, ranging from active galactic nuclei (AGNs) and gamma-ray bursts (GRBs; Halzen & Hooper 2002; Gaessler et al. 1995) to more exotic sources such as dark matter annihilation or decays of topological defects (Stauro 2004).

The flux of neutrinos at such high energies is quite small; therefore, large-scale detectors are required. One effective technique for observing high-energy neutrinos with an underground detector is to look for muons produced by $\nu_e$ or $\bar{\nu}_e$ interacting in the surrounding rock. (Throughout this paper, “muons” will refer to both $\mu^-$ and $\mu^+$.) The muon range in rock increases with muon energy, which expands the effective interaction volume for high-energy events. Downward-going neutrino-induced muons cannot be distinguished from the much larger flux of downward-going cosmic-ray muons, but since cosmic-ray muons cannot travel through the entire Earth, upward-going muons are almost always neutrino induced. Thus, upward-going muons provide a suitable high-energy neutrino signal.

At muon energies above 1–10 TeV, the upward-going muon flux due to neutrinos from AGNs is expected to exceed the flux due to atmospheric neutrinos (Stecker & Salamon 1996; Mannheim et al. 2001). This cosmic neutrino flux could be detected either to atmospheric neutrinos (Stecker & Salamon 1996; Mannheim et al. 2001). This cosmic neutrino flux could be detected either to atmospheric neutrinos, ranging from active galactic nuclei (AGNs) and gamma-ray bursts (GRBs; Halzen & Hooper 2002; Gaessler et al. 1995) to more exotic sources such as dark matter annihilation or decays of topological defects (Stauro 2004).

The flux of neutrinos at such high energies is quite small; therefore, large-scale detectors are required. One effective technique for observing high-energy neutrinos with an underground detector is to look for muons produced by $\nu_e$ or $\bar{\nu}_e$ interacting in the surrounding rock. (Throughout this paper, “muons” will refer to both $\mu^-$ and $\mu^+$.) The muon range in rock increases with muon energy, which expands the effective interaction volume for high-energy events. Downward-going neutrino-induced muons cannot be distinguished from the much larger flux of downward-going cosmic-ray muons, but since cosmic-ray muons cannot travel through the entire Earth, upward-going muons are almost always neutrino induced. Thus, upward-going muons provide a suitable high-energy neutrino signal.

At muon energies above 1–10 TeV, the upward-going muon flux due to neutrinos from AGNs is expected to exceed the flux due to atmospheric neutrinos (Stecker & Salamon 1996; Mannheim et al. 2001). This cosmic neutrino flux could be detected either by searching for point sources of high-energy neutrinos or by detecting a diffuse, isotropic flux of neutrinos from unresolved astrophysical sources. A diffuse cosmic neutrino flux would be observed as an excess to the expected atmospheric neutrino flux at high energies. In this analysis, we focus on searching for a diffuse flux of upward-going muons due to neutrinos from astrophysical sources using the highest energy data sample in Super-Kamiokande (Super-K). This study complements other Super-K searches for astrophysical point sources of high-energy neutrinos that use data over a larger energy range (Abe et al. 2006). In this paper we describe a search for evidence of a high-energy astrophysical neutrino flux in Super-K’s highest energy upward-going muon sample. In § 2 we describe the Super-K detector, and in § 3 we give the details of how we selected candidate events from Super-K’s ultra–high-energy sample. We evaluate our selection process with Monte Carlo in § 4 and calculate the observed upward-going muon flux in § 5. Sections 6 and 7 discuss the background due to the atmospheric neutrino flux. Based on the results, we set an upper limit in § 8 and conclude in § 9. Any necessary estimates and approximations have been made so that they lead to a conservative result for this upper limit.
energetic events are not included in other studies of upward-going muons in SK-I (Desai et al. 2004; Fukuda et al. 1999; Ashie et al. 2005). In this study we analyzed this ultra–high-energy data sample separately using a different fitting method based on information from the OD.

3.1. Outer Detector Linear Fit

SK-I’s ultra–high-energy data sample contains a total of 52,214 events. Most of these are either very energetic downward-going cosmic-ray muons or multiple muon events where two or more downward-going muons hit the detector simultaneously. In order to select candidate upward-going muons from this sample, we applied a simple linear fit to the OD data for each event. A linear fit was done on the z-position of each OD PMT versus the time it fired, weighted by the total charge in the PMT. Example fits of simulated downward-going and upward-going muon events are shown in Figure 1.

The slope of this fitted line is an estimate of \(-\cos \Theta\), where \(\Theta\) is the zenith angle of the incoming muon. A positive fitted slope indicates that the muon is upward-going. A similar linear fit was done on the x- and y-positions to determine the full muon trajectory through the detector.

Since this fitting method is based on the OD (which has a lower resolution than the ID), it is not as precise as the muon fitting algorithms used in the lower energy upward-going muon analysis. However, it works even when the ID PMT electronics are completely saturated and the precision ID-based algorithms fail.

3.2. Selection Cuts

To select candidate upward-going muons, we applied the OD-based fit to all 52,214 events in the ultra–high-energy data sample. A cut of \(\cos \Theta \leq 0.1\) was used to eliminate the bulk of the downward-going single and multiple muon events. In addition, the fitted trajectory was required to have a path length of \(>7 \text{ m}\) in the ID.

To ensure high-quality fit results, we looked at the number of OD PMTs hit near the projected entry and exit points. For a true throughgoing muon, there will be a cluster of hit PMTs around the entry and exit points. If the fit is accurate, the projected path should pass through both of these clusters, so we made an additional cut on the number of OD PMTs hit within 10 m of the projected OD entry and exit points, \(N_{\text{OD entry}}\) and \(N_{\text{OD exit}}\). We required both \(N_{\text{OD entry}}\) and \(N_{\text{OD exit}}\) to be 10 or greater.

Events that do not have \(N_{\text{OD entry}}\) and \(N_{\text{OD exit}} \geq 10\) are generally either stopping muons, partially contained events, or poorly fitted throughgoing muons. Stopping muons are muons that stop in the detector and only form an OD entry cluster. They typically have energies of 1–10 GeV, well below the range of the expected astrophysical signal, so it is appropriate to discard events that look like stopping muons. Partially contained events are neutrino interactions that take place inside the detector and only form an OD exit cluster: they are not part of the upward-going muon flux incident on the detector, so we want to discard these as well. This cut also occasionally eliminates inaccurately fitted throughgoing muon events, which reduces the efficiency somewhat but improves the accuracy of the fit results.

Another possible type of event that can masquerade as a throughgoing muon is a partially contained event with multiple exiting particles. Such an event will create two (or more) clusters of hit PMTs in the OD, which could be mistaken as the entry and exit points of a throughgoing muon. In order to eliminate such events, we looked at the timing between the OD and ID entry points. If the event is truly a throughgoing muon, the OD PMTs near the entry point should fire before the ID PMTs. We determined OD and ID entry clusters via a simple time-based clustering method and evaluated the mean time of hits within 6 m of the OD and ID entry points, \(t_{\text{ID entry}}\) and \(t_{\text{OD entry}}\).

In an ideal measurement, \(t_{\text{ID entry}} < t_{\text{OD entry}}\) would indicate that the perceived entry cluster is actually caused by an exiting particle. However, the timing determination is complicated by an effect known as prepulsing. Prepulsing occurs when there are so many photons incident on the PMT that they are not all converted to photoelectrons at the photocathode: some photons hit the first dynode instead and are converted to photoelectrons there. When this happens in an ID PMT, the PMT pulse appears earlier relative to the OD light. If this occurs for an ultra–high-energy throughgoing muon event, it could cause \(t_{\text{ID entry}} - t_{\text{OD entry}}\) to be negative.

To allow for this effect, we used a fairly loose cut of \(-40 \text{ ns}\): if \(t_{\text{ID entry}} - t_{\text{OD entry}} < -40 \text{ ns}\), indicating very early ID light, then the event was rejected as a likely neutrino interaction in the ID.
After these cuts on \( \cos \Theta \), path length, \( N_{\text{OD entry}} \), \( N_{\text{OD exit}} \), and \( f_{\text{OD entry}} - f_{\text{OD exit}} \) were applied to the 52,214 events in the sample. 343 candidate events remained. These remaining events were then evaluated by a visual scan and a manual direction fit by two independent researchers to select events with \( \cos \Theta < 0 \).

The visual scan eliminates events that can pass the automatic reduction but are obvious to the trained human eye as noise, i.e., mainly downward-going multiple muon events and “flashers.” Multiple muon background events occur when two or more downward-going muons from an atmospheric shower pass through the detector simultaneously. They have extra energy deposition (and thus are expected to be more common in the ultra–high-energy sample) and typically give poor OD fit results due to multiple OD clusters, but they are easy to identify visually. Flashers are events caused by malfunctioning PMTs that emit light and create characteristic patterns. After the multiple muon events and flashers are removed, the manual direction fit separates truly upward-going muons from misfitted downward-going muons.

From the 343 candidates, only one event passed the visual scan and manual direction fit selection as being truly upward-going. The breakdown of the visual scan and manual fit classifications is shown in Table 1.

This upward-going muon event selected from the \( \geq 1.75 \times 10^6 \) pe sample is the ultra–high-energy upward-going muon signal observed by SK-I. This event occurred on 2000 May 12 at 12:28:07 UT and deposited 1,804,716 pe in the ID. Based on the manual fit results, the path length through the ID was 40 m, and the zenith angle was \( \cos \Theta = -0.63 \), corresponding to a direction of origin of (R.A., decl.) = (20°38′m, −37°18′s).

4. HIGH-ENERGY ISOTROPIC MONTE CARLO

In order to calculate the observed muon flux, we need to determine the resolution and efficiency of the OD-based fit and other cuts on high-energy muons, and we need to estimate the probability that a muon of a given energy will deposit \( \geq 1.75 \times 10^6 \) pe in the ID.

To determine these quantities, we generated a high-energy isotropic Monte Carlo (MC) sample. This MC consists of an isotropic flux of muons in monoenergetic bins impinging on the Super-K detector, representing a flux of muons from neutrino interactions in the surrounding rock. Seven monoenergetic bins were used, with muon energies ranging from 100 GeV to 100 TeV, and 10,000 events with a path length in the ID of >7 m were generated in each bin. The simulation was performed using a GEANT-based detector simulation. GEANT’s muon propagation has been shown to agree with theoretical predictions up to muon energies of 100 TeV (Bottai & Perrone 2001; Desai et al. 2003).

4.1. Resolution and Efficiency of Event Selection

The muon trajectory fitting algorithm discussed in § 3.1 was applied to the high-energy isotropic MC. A plot illustrating the angular resolution of the fit is shown in Figure 2.

The resolution of \( 5^\circ - 12^\circ \) is poor compared to the typical \( 1^\circ \) resolution of precision ID fitting algorithms, but those algorithms do not work well on these high-energy saturated events.

The efficiency of the upward-going cuts was estimated by considering all of the MC events with true values of \( \cos \Theta < 0 \) and ID path length >7 m and then determining the fraction of these events that pass the selection cuts described in § 3.2. This was done using isotropic MC events with \( >10^5 \) pe since there were relatively few events in the MC with \( \geq 1.75 \times 10^6 \) pe. (Above \( 10^6 \) pe the efficiency and resolution do not depend strongly on the number of ID pe deposited.) Also, as discussed in § 4.2, only the energy bins in the range 3.16–100 TeV were considered. The efficiency was calculated as a function of muon energy and \( \cos \Theta \).

Statistical uncertainties on the efficiency determination were calculated using the Bayesian method discussed by Conway (2002). Systematic uncertainties due to uncertainties in the fitted values of the zenith angle, path length, and number of OD PMTs hit near the entry and exit points were evaluated by comparing the fitted values with the true MC values. The fitted values agree well with the MC values, and distributions of the difference between the fitted values and the MC values were used to determine an effective 1 \( \sigma \) region for each parameter. The cuts on these parameters were varied by 1 \( \sigma \) in either direction to determine the effect on the efficiency.

Another source of systematic uncertainty on the efficiency is prepulsing, which is not included in the MC simulation and must be estimated separately. To do this, we compared the results from the high-energy isotropic MC to a sample of 627 ultra–high-energy downward-going muon data events with \( \geq 1.75 \times 10^6 \) pe in the ID selected by a visual scan. For many of these data events, the time difference \( t_{\text{OD entry}} - t_{\text{OD exit}} \) is negative, showing evidence of prepulsing not seen in the MC sample.

To estimate the systematic uncertainty on the efficiency calculation due to prepulsing, we calculated a heuristic correction to the MC by smearing the MC distribution of \( t_{\text{OD entry}} - t_{\text{OD exit}} \) such that it matched the distribution of the ultra–high-energy downward-going data. We applied this adjustment to the events in the MC sample and found that an additional 1% of the MC events would be cut after accounting for prepulsing, which lengthens the
true cos

In order to set an upper limit on the flux of upward-going muons from cosmic neutrinos, one must make an inference about the energies of the upward-going muons in the ultra–high-energy sample. Above energies of ~1 TeV, muon energy loss in water is dominated by radiative processes such as bremsstrahlung, so high-energy muons have some probability of depositing large numbers of photoelectrons in the Super-K detector and contributing to the ultra–high-energy sample. Since this energy loss is not continuous, it is not possible to estimate the muon energy for a single ultra–high-energy upward-going muon event. Rather, MC is used to make a statistical statement about the energies of the muons that make up the \( \geq 1.75 \times 10^6 \) pe sample.

The high-energy isotropic MC has been used to determine the fraction \( k(E_\mu) \) of muons with energy \( E_\mu \) that will deposit \( \geq 1.75 \times 10^6 \) pe in the ID, thus contributing to the ultra–high-energy sample. Results are shown in Table 2.

Statistical uncertainties were calculated using the Bayesian method discussed by Conway (2002). As can be seen in Table 2, the three lowest energy bins, from 100 GeV to 1 TeV, do not make a significant contribution to the \( \geq 1.75 \times 10^6 \) pe sample. Hence, the rest of this analysis was done using only the four highest energy bins, from 3.16 to 100 TeV.

These results for \( k(E_\mu) \) are used in §5 to calculate the flux \( \Phi_\mu(\geq E_\mu^{\text{min}}) \). Since \( k(E_\mu) \) increases with energy, it is an underestimate for \( k(\geq E_\mu^{\text{min}}) \), which leads to a conservative upper limit for \( \Phi_\mu(\geq E_\mu^{\text{min}}) \).

Also, since this MC only simulates the muon and not the actual neutrino interaction, the effect of lower energy debris from deep inelastic scattering events that make it into the detector has been neglected, again leading to an underestimate of \( k(E_\mu) \). This effect is expected to be small in the energy range considered here: above \( E_\mu = 1 \) TeV at the detector entry, over 80% of the neutrino-induced upward-going muons come from over 200 m away from the detector, so most of the debris is absorbed by the surrounding rock, as determined using the atmospheric neutrino MC discussed in §6.

### 5. FLUX CALCULATION

The flux of upward-going muons above a threshold energy \( E_\mu^{\text{min}} \) is given by

\[
\Phi_\mu(\geq E_\mu^{\text{min}}) = \frac{1}{2 \pi T k(\geq E_\mu^{\text{min}})} \sum_{j=1}^{n} \frac{1}{\varepsilon(\geq E_\mu^{\text{min}}, \Theta_j)} A(\Theta_j),
\]

where \( n \) is the total number of upward-going muon events observed and \( \Theta_j \) is the zenith angle of the \( j \)th event. The efficiency \( \varepsilon(\geq E_\mu^{\text{min}}, \Theta_j) \) and the ultra–high-energy fraction \( k(\geq E_\mu^{\text{min}}) \) are calculated in §4. \( T \) is the detector live time, which is 1679.6 days for SK-I. \( A(\Theta_j) \) is the effective area of the Super-K detector

### TABLE 2

| \( E_\nu \) (TeV) | Number of MC Events (out of 10,000) with \( \geq 1.75 \times 10^6 \) pe in ID | \( k(E_\mu) \) (with Statistical Uncertainties) |
|------------------|---------------------------------|-------------------------------|
| 0.1, 0.316, 1    | 0                               | 0.00000 \( \pm 0.00000 \) |
| 3.16             | 35                              | 0.0035 \( \pm 0.0006 \) |
| 10               | 113                             | 0.0113 \( \pm 0.0010 \) |
| 31.6             | 293                             | 0.0293 \( \pm 0.0017 \) |
| 100              | 879                             | 0.0879 \( \pm 0.0028 \) |
perpendicular to the direction of incidence for tracks with a path length of \( >7 \) m in the ID. The average effective area of the detector is \( \sim 1200 \) m\(^2\).

Equation (1) has been applied to the detected upward-going muon event discussed in § 3.2 to calculate \( \Phi_{\mu}(\geq E_{\mu}^{\text{min}}) \) for \( E_{\mu}^{\text{min}} \) in the range 3.16–100 TeV. Results are shown in Table 3.

Systematic uncertainties include a 0.1% uncertainty on the live time \( T \), a 0.3% uncertainty on the effective area \( A \), the total efficiency uncertainties shown in Figure 3, and the statistical uncertainties on \( k \) shown in Table 2. This flux includes both the potential signal from astrophysical neutrinos and a background of atmospheric neutrinos.

6. EXPECTED ATMOSPHERIC BACKGROUND FROM MONTE CARLO

When searching for neutrinos from astrophysical sources, the dominant background is the atmospheric neutrino spectrum. Atmospheric neutrinos are produced by decays of pions and kaons formed when cosmic rays interact with particles in the atmosphere. We have used an atmospheric neutrino MC that is a 100 yr equivalent sample of events due to the atmospheric neutrino flux. The neutrino flux in Honda et al. (2004) was used up to neutrino energies of \( 1 \) TeV. At \( 1 \) TeV, the calculated flux in Volkova (1980) was rescaled to the Honda et al. (2004) flux. Above \( 1 \) TeV, the rescaled flux from Volkova was used up to \( 100 \) TeV. Neutrino interactions were modeled using the GRV94 parton distribution functions (Gluck et al. 1995), and muon propagation through the rock and water was modeled using GEANT. Further details on the atmospheric neutrino MC can be found in Ashie et al. (2005). No correction is made for neutrino oscillations because, based on the oscillation parameters determined in Ashie et al. (2005), the neutrino oscillation probability is negligible for neutrinos above \( 1 \) TeV.

This atmospheric MC is split into two parts: a partially contained/fully contained (PC/FC) sample, which consists of events with neutrino interaction points inside the ID plus a shell of 50 cm thick surrounding the ID (the insensitive region), and an upward-going muon sample, which consists of events with neutrino interaction points outside the ID. Note that these two samples overlap because they both cover the 50 cm insensitive region.

The OD-based fit was applied to the events in the atmospheric MC, using the same cuts that were applied to the SK-I data. A total of 11 MC events passed the \( \geq 1.75 \times 10^6 \) pe, \( \cos \Theta \leq 0.1 \), path length \( >7 \) m, \( N_{\text{OD/entry}} \) and \( N_{\text{OD/exit}} \), \( \geq 10 \), OD/ID timing, and manual fit cuts. Out of these 11, 2 are from the PC/FC sample, both with interaction points inside the ID. The remaining 9 events are from the upward-going muon sample: 3 events with interaction points in the 50 cm insensitive region, 1 event in the water of the OD, and 5 events in the rock surrounding the detector.

All of these background events are deep inelastic scattering (DIS) events where an interaction between a muon neutrino and a nucleon produces a muon plus a spray of lower energy particles. The 6 events with interaction points within the detector (ID or OD) have muon energies of \( 0.1–0.8 \) TeV, and the 5 events occurring in the rock have muon energies of \( 1–20 \) TeV. This difference in the energy range can be understood as follows: For DIS events occurring a long distance (\( >2 \) m or so) from the detector, only the muon will reach the detector since the lower energy debris will be absorbed by the surrounding rock, but for nearby events or events occurring in the water of the OD, some of these lower energy particles will enter the detector as well. This means that nearby events can be included in the \( \geq 1.75 \times 10^6 \) pe sample with lower muon energies than more distant events.

Since the insensitive region is covered by both the PC/FC and the upward-going muon MC samples, we divided the 3 events originating from this region in half, for a total of 1.5 events in the insensitive region. This gives a total of 9.5 MC events in 100 yr of simulated live time. Scaling the 100 yr MC to SK-I’s live time of 1679.6 days gives an expected background of 0.44 events due to atmospheric neutrinos during the operation of SK-I.

The statistical uncertainty in this background measurement of the MC events is 31%. There are also significant systematic uncertainties: the normalization of the atmospheric neutrino flux has a theoretical uncertainty of \( \pm 10\% \) at neutrino energies below \( 10 \) GeV (Ashie et al. 2005). In order to extend this to the energy range of the expected background, we must also account for the uncertainty of 0.05 in the spectral index of the primary cosmic-ray spectrum above \( 100 \) GeV, which leads to a 0.05 uncertainty in the spectral index for atmospheric neutrinos above \( 10 \) GeV (Ashie et al. 2005).

To determine how much this uncertainty affects our result for the background, we consider the atmospheric neutrino flux to be known at \( 10 \) GeV, and we calculate the uncertainty of the total flux \( \Phi_{\mu} \) above a threshold energy of \( 10.6 \) TeV, the average neutrino energy of the atmospheric MC events passing our cuts. For a differential flux of \( d\Phi_{\mu}/dE_{\mu} \sim E_{\mu}^{-\gamma} \) with \( \gamma = 3.7 \pm 0.05 \), the spectral index uncertainty gives us a \( \pm 37\% \) uncertainty on the atmospheric neutrino flux \( \Phi_{\mu} \).

Finally, the neutrino cross section at high energies is thought to be known to within \( 10\% \) or less, so we include an additional 10% uncertainty to account for this. These uncertainties are summarized in Table 4 and lead to a total uncertainty on the background of 50%.

Other potential errors (uncertainties in the simulation of the SK detector and varying hadron multiplicities in different deep inelastic scattering models) were tested and shown to not make a significant contribution to the systematic uncertainty.

| \( E_{\mu}^{\text{min}} \) (TeV) | \( \Phi_{\mu}(\geq E_{\mu}^{\text{min}}) \) (cm\(^{-2}\) s\(^{-1}\) sr\(^{-1}\) ) |
|---|---|
| 3.16 | \( 2.64 \times 10^{-14} \pm 1.1 \% \) |
| 10 | \( 8.23 \times 10^{-15} \pm 0.4 \% \) |
| 31.6 | \( 3.25 \times 10^{-15} \pm 2.1 \% \) |
| 100 | \( 1.10 \times 10^{-15} \pm 0.9 \% \) |

**Note:** These fluxes include both atmospheric background and potential astrophysical signal at each threshold energy.

| Source of Uncertainty | Uncertainty (%) |
|---|---|
| Statistical | 31 |
| Absolute normalization of atm \( \nu \) flux | 10 |
| Primary spectral index | 37 |
| Neutrino cross section uncertainty | 10 |
| Total uncertainty in background flux | 50 |
Another potential background source of high-energy neutrinos not included in the 100 yr atmospheric MC is the prompt atmospheric neutrino flux, which arises from decays of short-lived charged particles produced when cosmic rays interact with particles in the atmosphere. This flux is not as well understood as the conventional atmospheric neutrino flux from decays of pions and kaons, but it is expected to have a harder spectrum and therefore is expected to become more important as we push toward higher energy scales.

Based on the 100 yr atmospheric MC, we calculate an expected background for this analysis of 0.44 ± 0.22 events, compared to the 1 event observed. However, there are three effects that this MC does not take into account: it does not include neutrinos over 100 TeV, it does not include the prompt atmospheric neutrino flux, and it does not account for attenuation of neutrinos passing through the Earth. We account for these issues by making corrections based on an analytical calculation discussed in § 7.

Also, it is important to note that the atmospheric background, both conventional and prompt, comes from a lower energy range than that for which we expect to observe the possible signal of neutrinos from astrophysical sources. Roughly speaking, the peak 90% of the expected upward-going muon events come from muons with energies in the range $E_\mu = 0.02$–10 TeV for conventional atmospheric neutrinos, and $E_\mu = 0.2$–200 TeV for prompt neutrinos. As we learned from the 11 background events in the 100 yr atmospheric MC, muons with energies $E_\mu < 1$ TeV contribute to the $1.75 \times 10^6$ pe sample mainly via debris from DIS events very close to the detector rather than from catastrophic energy loss of the muon.

Since there are many more low-energy events in the atmospheric spectrum, they will dominate even though each one only has a tiny probability of depositing a large amount of energy in the detector. In contrast, the peak 90% of the expected muon events from a harder spectrum (a hypothetical $E_\mu^{-2}$ astrophysical flux) come from energies in the range $E_\mu = 7$–6000 TeV. Thus, even though the atmospheric flux is very small in the energy range $E_\mu = 3$–100 TeV and above where we are setting our limit, the high-pE tails of the distribution from lower energy events dominate our background simply because of the much larger flux of lower energy atmospheric events.

7. ANALYTICAL ESTIMATE OF EXPECTED MUON FLUX

7.1. Method for Calculating Muon Flux

In order to better understand our observed flux of high-energy upward-going muons, we developed a method to calculate the expected upward-going muon event rate due to a predicted flux of neutrinos. We have used this to plot curves for theoretical muon fluxes in Figure 5 and also to adjust the atmospheric background calculated with MC in § 6 by correcting for effects not included in the simulation.

To convert a model neutrino flux into an expected upward-going muon event rate, we follow the calculation detailed in Gaisser et al. (1995) and Gandhi et al. (1996). The flux of muons $\Phi_\mu(\geq E_\mu^{\text{min}})$ above an energy threshold $E_\mu^{\text{min}}$ is given by

$$\Phi_\mu(\geq E_\mu^{\text{min}}) = \int_{E_\mu^{\text{min}}}^{\infty} dE_\nu P_\mu(E_\nu, E_\mu^{\text{min}}) \frac{d\Phi_\nu^{\text{MC}}(E_\nu)}{dE_\nu},$$  \hspace{1cm} (2)

where $P_\mu(E_\nu, E_\mu^{\text{min}})$ is the probability that an incoming neutrino with energy $E_\nu$ will produce a muon with energy above the threshold $E_\mu^{\text{min}}$ at the detector, and $d\Phi_\nu^{\text{MC}}(E_\nu)/dE_\nu$ is the differential neutrino flux averaged over solid angle and reduced by an exponential factor due to attenuation of the neutrinos as they pass through the Earth.

$P_\mu(E_\nu, E_\mu^{\text{min}})$ depends on both the charged-current neutrino cross section and the energy lost by the resulting muon as it propagates through the Earth. In our calculation, we calculate the cross section using the GRV94 parton distribution functions (Gluck et al. 1995) applied with the code used in Gandhi et al. (1996) provided by M. Reno (2005, private communication), and we use an effective muon range calculated using MC methods (Lipari & Stanev 1991).

As discussed in Gandhi et al. (1996), a proper cross section $\sigma(E_\mu)$ to use in the neutrino attenuation factor lies between the charged current cross section and the sum of the charged and neutral current cross sections, so we calculated the flux with the upper and lower limits and averaged the resulting fluxes together.

We integrated equation (2) numerically using various predicted models of the neutrino flux $d\Phi_\nu^{\text{MC}}/dE_\nu$ to calculate theoretical $\Phi_\mu(\geq E_\mu^{\text{min}})$ curves. These are shown in Figure 5 for comparison to our experimental limits.

7.2. Analytical Estimate of Expected Background

Of particular interest here are the model fluxes of the background due to atmospheric neutrinos, both conventional and prompt. We use the method discussed in § 7.1 to correct for the omissions in the 100 yr atmospheric MC discussed in § 6 by accounting for neutrinos over 100 TeV, attenuation of neutrinos in the Earth, and the flux of prompt neutrinos.

The expected number of events $N$ seen by Super-K in live time $T$ is given by

$$N = 2\pi T A_{\text{av}} \int_0^{E_\mu^{\text{max}}} dE_\mu \frac{d\Phi_\mu(\geq E_\mu^{\text{min}})}{dE_\mu^{\text{min}}} k(E_\mu^{\text{min}}),$$  \hspace{1cm} (3)

where $d\Phi_\mu(\geq E_\mu^{\text{min}})/dE_\mu^{\text{min}}$ is the derivative of the curve calculated by the method in § 7.1 and $k(E_\mu^{\text{min}})$ is the fraction of muons with energy above $E_\mu^{\text{min}}$ that will deposit $\geq 1.75 \times 10^6$ pe in the ID. We estimated $k(E_\mu^{\text{min}})$ using the results of the high-energy isotropic MC discussed in § 4.2 by fitting the data in Table 2 with a simple power law with a cutoff at 1 since $k$ represents a probability. Figure 4 compares this power-law fit to results from 100 yr atmospheric MC, illustrating that the power law is reasonable in the energy range we are considering.

We analytically estimated the expected number of events in the 100 yr atmospheric MC by starting with the same input neutrino flux, applying equation (2) without the exponential neutrino attenuation factor, and integrating up to a maximum neutrino energy of $E_\mu^{\text{max}} = 100$ TeV. We then used this muon flux in equation (3) to find the expected number of background events in 100 yr and obtained $N_{100} = 7.39$ expected events. (The 100 yr subscript denotes 100 yr of exposure.) This matches our results from the 100 yr atmospheric MC to within statistical uncertainties.

To estimate the effects of neutrinos above 100 TeV, we repeated the above calculation without the $E_\mu^{\text{max}} = 100$ TeV cutoff and obtained $N_{100} = 7.47$ events, an increase of 1.1%. Including the neutrino attenuation factor as well, we obtained $N_{100} = 7.29 \pm 0.02$ events per 100 yr of exposure, a decrease of 2.4% ± 0.3%. (The uncertainty is due to the choice of cross section.)

We also used this calculation to correct for the prompt atmospheric neutrino flux. To account for the theoretical uncertainty in the prompt flux due to differences between various flux models,
we defined a high model and a low model for the prompt flux that bracket the models shown in Figure 1 of Gelmini et al. (2003) that are not ruled out by experimental limits. The models used are discussed in more detail in Thunman et al. (1996), Zas et al. (1993), Ryazhskaya et al. (2002), Bugaev et al. (1989), Pasquali et al. (1999), and Gelmini et al. (2000a, 2000b). Our analytical calculation gives \( N_{1\text{oo}} = 0.033 \) events for the low model and \( N_{1\text{oo}} = 0.94 \) events for the high model, corresponding to a prompt flux that is \( 6.7\% \pm 6.2\% \) of the flux of conventional atmospheric neutrinos.

Based on these results, we correct the background estimate made using the 100 yr atmospheric MC in § 6 by applying these relative scalings to the result of 0.44 events in the SK-I live time from § 6. This gives us a final result for the background of 0.46 ± 0.23 events for the SK-I exposure.

8. UPPER LIMIT FOR MUON FLUX FROM COSMIC NEUTRINOS

Using the observed ultra–high-energy upward-going muon signal of 1 event and the expected atmospheric neutrino background of 0.46 ± 0.23 events, we have calculated 90% confidence upper limits for the upward-going muon flux in the 3.16–100 TeV range due to neutrinos from astrophysical sources (or any other nonatmospheric sources).

This was done using the method of Feldman & Cousins (1998) with the systematic uncertainties incorporated using the method of Cousins & Highland (1992) as implemented by Conrad et al. (2003) and improved by Hill (2003). This method incorporates both uncertainties in the background flux and uncertainties in the flux factor \( f \) relating the observed number of events \( n \) to the observed flux \( \Phi = fn \). The uncertainty in \( f \) includes systematic errors in the live time, effective area, efficiency, and ultra–high-energy fraction. For the confidence interval calculation, the largest percent error for each energy bin from Table 3 was used as the percent uncertainty in \( f \).

![Graph 4](image)

**Figure 4**—Fraction of events \( k(E_x) \) that deposit \( \geq 1.75 \times 10^6 \) pe in the ID for the 100 yr atmospheric MC (open circles), the high-energy isotropic MC (filled squares), and a power-law fit to the results from high-energy isotropic MC. The power law is a reasonable approximation for the dominant energy range of the atmospheric flux \( (E_x = 100 \text{ GeV–}30 \text{ TeV}) \).

The final results are shown in Table 5 and plotted in Figure 5, along with models of various possible signals from AGNs (Stecker & Salamon 1996; Mannheim et al. 2001) and GRBs (Waxman & Bahcall 1999), as well as the backgrounds due to atmospheric neutrinos (Honda et al. 2004; Volkova 1980) and prompt neutrinos (Gelmini et al. 2003).

The upper limits calculated here are consistent with the models of astrophysical signals. Also shown are models with a hypothetical isotropic neutrino flux with a spectrum proportional to \( E_x^{-2} \) and a normalization scaled to the limits on an \( E_x^{-2} \) flux set by MACRO (Ambrosio et al. 2003) and AMANDA-II (Gross et al. 2005). The models of the neutrino flux have been converted to a muon flux with eq. (2) using the GRV94 parton distributions (Gluck et al. 1995) and the effective muon fraction due to Neutrinos from Astrophysical Sources Table 5

| \( E_{mn} \) (TeV) | 90% C.L. Range \( \Phi(E_{mn}) \) (cm\(^{-2}\) s\(^{-1}\) sr\(^{-1}\)) |
|-------------------|---------------------------------|
| 3.16              | \((0–1.03) \times 10^{-13}\)     |
| 10.               | \((0–3.19) \times 10^{-14}\)     |
| 31.6              | \((0–1.26) \times 10^{-14}\)     |
| 100              | \((0–4.28) \times 10^{-15}\)     |
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**Figure 5**—Upper limits from this analysis on muon \((\mu^+ + \mu^-)\) flux above energy threshold \( E_{mn}^{\text{min}} \), compared to various model fluxes. Models shown for muon flux due to astrophysical neutrinos are AGN models from SS (Stecker & Salamon 1996) and MPR (Mannheim et al. 2001) and a GRB model from WB (Waxman & Bahcall 1999). Also shown is the atmospheric background, as modeled by Honda et al. (2004) below \( E_x \) = 1 TeV and by Volkova (1980) rescaled to match the Honda model above \( E_x \) = 1 TeV. The upper edge of the atmospheric band represents the horizontal flux, and the lower edge represents the vertical flux. The background due to muons from prompt atmospheric neutrinos (assumed to be isotropic) is shown for a range of possible models as summarized in Gelmini et al. (2003). Finally, we also show the expected muon flux from a model neutrino flux that is isotropic and proportional to \( E_x^{-2} \) at the values of the limit set by MACRO (Ambrosio et al. 2003) and AMANDA-II (Gross et al. 2005). The models of the neutrino flux have been converted to a muon flux with eq. (2) using the GRV94 parton distributions (Gluck et al. 1995) and the effective muon range from Lipari & Stanef (1991). [See the electronic edition of the Journal for a color version of this figure.]
et al. 2005). The model neutrino fluxes were converted into muon fluxes using equation (2) as discussed in § 7.

To facilitate easier comparison with other experiments, we also convert our limits on the muon flux into approximate limits on the neutrino flux. In order to do this, we assume a model neutrino flux that is isotropic and proportional to \( E_\nu^{-2} \). To get an approximate neutrino limit, we find normalization factors for an \( E_\nu^{-2} \) muon flux curve such that the curve passes through each of our four limit points in Figure 5, and we use these factors to find the implied limits on \( E_\nu^{-2} \) flux.

In order to determine the approximate neutrino energy range in which these limits are valid, we use equation (2) to determine the neutrino energy range that produces the bulk of the muon signal for a given value of the muon energy threshold \( E_\mu^{\text{min}} \). We define the energy range as the range that (1) produces 90% of the muon flux above \( E_\mu^{\text{min}} \) and (2) has a higher value of the integrand of equation (2) within the range than anywhere outside the range. This definition is based on the definition of highest posterior density intervals as described by Conway (2002).

The results of these approximations for neutrino limits and energy ranges are shown in Table 6 and are also plotted in Figure 6, with the same models and experimental limits as shown in Figure 5. To draw our limits on this plot, we chose to draw only the most sensitive limit in each energy range.

Note that these results for the limits on the muon flux are only approximations made to facilitate comparison to other experiments; our primary results are the limits on the muon flux shown in Table 5 and Figure 5.

9. CONCLUSIONS

In conclusion, we have developed a method for analyzing Super-K’s highest energy data to search for evidence of high-energy neutrino flux from astrophysical sources. We have done a thorough study of the efficiency and the expected backgrounds from this method and applied our method to the SK-I data sample.
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