Neural networks modification for solving the traffic signs detection problem
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Abstract. The paper deals with the implementation of the traffic signs detection model on the deep neural network basis. The complexity of the problem lies in the detected objects size. The paper considers the use of modern approaches to the deep neural networks Mobile Net v2 and Tiny YOLO v3 implementation to solve the detection problem in real time. Also, a modification of the considered networks is proposed, which allows increasing the Average Precision index by more than 20%. For the networks training GPGPU NVIDIA 1080 and a signs images set called Russian traffic sign images dataset - RTSD which includes more than 15,000 frames for training and more than 3,000 frames for carrying out testing were used.
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1. Introduction

Modern working methods with images and developments in the field of algorithms based on training allow determining various objects with a sufficiently high accuracy and highlighting their location in the frame. In the initial stages, classical methods were used, such as the Haar classifier, the template method, the Viola-Jones method. Today, due to the development of special hardware platforms, modern neural network architectures allow both increasing the accuracy and detection methods speed. Such architectures are SSD [1], YOLO [2], Fast R-CNN [3], Mask R-CNN [4], FPN [5]. Each of the approaches has its own specifics, but the general trend in the recognition problem is testing on generalized data sets specially prepared for evaluation and comparison of detection algorithms. The most common datasets are COCO [6], Pascal VOC [7].

In the field of computer vision for the unmanned vehicles creation, the researchers highlight one of the important tasks - traffic signs detection, which allows the control system when using unmanned mode or driver assistance mode to identify signs as objects with information and take this information into account when planning or controlling the traffic trajectory. Despite the fact that in the future, with full road traffic automation, the need for the road signs use may completely disappear in the coming years, when on public roads vehicles with both autonomous control and under human control will be used, the problem of road signs recognition will not lose its relevance.

To solve the detecting signs problem with the use of methods based on training, special data sets are used, which contain marked data corresponding to the task specifics. In the development of the road signs detector such dataset as German set of signs [8], Belgian set of signs [9], Swedish set of signs [10] and others can be used.

The similarity of general and specialized datasets with road signs is that the annotation is made with the area indication in the image. However, the road signs detecting task is complicated by the fact that the size of the sign on the frame is often relatively small compared to the General dataset, where objects can occupy half a frame. The sign image can occupy several tens of pixels in width per Full HD image, which determines the specifics of this task.

2. Neural networks for detection
Recognition approaches based on deep neural networks can be evaluated by a number of indicators. In this paper two of the most interesting indicators are identified:
- Operation speed,
- Detection accuracy.

Previously, the development trends were aimed at increasing the detection methods accuracy, but today the hardware of the calculations allows getting the work of methods in real time, which is especially important when driving unmanned vehicles. The following two architectures stand out as the solutions: SSD and YOLO. Both architectures are one-pass detection methods, for which the input is the image, and the result is predictions on the object localization with the indication of the class in the image.

This paper uses the Yolo 3 architecture [2] as one of the real-time detectors with the classic Tiny configuration (a smaller version of the original network). Also for comparison and evaluation the basis of Tiny YOLO is replaced by MobileNet2 architecture [11], which consists of special blocks aimed at reducing the number of parameters for network operation, which has a positive impact on learning and memory consumption.

YOLO architecture can be divided into two blocks:
- the basic convolution unit,
- the output prediction layer(-s).

The main convolution unit is the main component for the selection and processing of features in the image. The number of filters in the prediction output layer and the size of the layer are set according to the number of predicted feature classes and the number of cells into which the image is split.

According to this view, in the classic Tiny YOLO architecture, it is possible to replace the main feature allocation unit with the MobileNet2 architecture network. A summary view of the architectures is presented in tables 1 and 2. Layer designations are deciphered as follows:
- Conv-Convolution,
- Concat-Concatenation,
- CBR-Convolution + Batch Normalization + Relu,
- MP-Max Pooling,
- US - Up sampling,
- IRB - Inverted residual block [11]

Table 1. Tiny YOLO network description

| # | Input# | Layer, output size | Number of filters, the size of the convolution kernel |
|---|--------|--------------------|------------------------------------------------------|
| 0 | Input, 416x416 | | |
| 1 | 0 | CBR + MP, 208x208 | 16, 3 |
| 2 | 1 | CBR + MP, 104x104 | 32, 3 |
| 3 | 2 | CBR + MP, 52x52 | 64, 3 |
| 4 | 3 | CBR + MP, 26x26 | 128, 3 |
| 5 | 4 | CBR + MP, 13x13 | 256, 3 |
| 6 | 5 | CBR, 13x13 | 512, 3 |
| 7 | 6 | CBR, 13x13 | 1024, 3 |
| 8 | 7 | CBR, 13x13 | 256, 1 |
| 9 | 8 | CBR, 13x13 | 512, 3 |
| 10 | 9 | Conv, 13x13 | 18, 1 |
| 11 | 8 | CBR + US, 26x26 | 128, 1 |
| 12 | 11, 4 | Concat + CBL, 26x26 | 256, 3 |
| 13 | 12 | Conv, 26x26 | 18, 1 |
Table 2. Mobile Net 2 description

| #  | Input# | Layer, output size | Number of filters, the size of the convolution kernel |
|----|--------|--------------------|-----------------------------------------------------|
| 0  |        | Input, 416x416     |                                                     |
| 1  | 0      | CBR + MP, 208x208   | 32, 3                                               |
| 2  | 1      | IRB, 208x208       | 16, 3                                               |
| 3  | 2      | IRB x2, 104x104    | 24, 3                                               |
| 4  | 3      | IRB x3, 52x52      | 32, 3                                               |
| 5  | 4      | IRB x4, 26x26      | 64, 3                                               |
| 6  | 5      | IRB x3, 26x26      | 96, 3                                               |
| 7  | 6      | IRB x3, 13x13      | 160, 3                                              |
| 8  | 7      | IRB, 13x13         | 320, 3                                              |
| 9  | 8      | CBR, 13x13         | 1280, 1                                             |
| 10 | 9      | Conv, 13x13        | 18, 1                                               |

In this paper, training based on the Russian roads signs set (RTSD) is used [12]. This dataset contains more than 15,000 frames from the road for training and more than 3,000 frames for testing algorithms. For training, the Adam method was used with a learning factor of 0.001. Data expansion was performed using augmentation by the following methods:
- random shift,
- random turn,
- random horizontal reflection,
- normally distributed noise,
- color distortions in HSV space.

For evaluation purposes, the Average Precision (AP) metrics are used with a threshold value of the Jakarta (or Intersection Over Union) equal to 0.5 and the speed of work in frames per second (FPS) of the network on the test data set. The input image size for both architectures is 416x416 pixels. Both network configurations use three reference rectangles per output layer. The Tiny YOLO network uses output layers of size 13 and 26, while MobileNet 2 uses a standard output layer of size 13. The number of output layers is set according to the formula:

\[ F = N \times (4 + 1 + C), \]

where \( F \) is the number of prediction layer filters, \( N \) is the number of reference rectangles per output layer, and \( C \) is the number of predicted classes. In this case: \( C = 1, N = 3, F = 18 \).

The performance indicators of trained networks are presented in table 3.

Table 3. Network accuracy indicators

| Architecture type | AP, % | FPS |
|-------------------|-------|-----|
| Tiny YOLO         | 30,8  | 96,9|
| MobileNet2        | 29,6  | 101,3|

As can be seen from the indicators presented in table 3, the proposed standard network configurations, focused on a common set of medium and large objects, cope with the detection task with low accuracy.

3. Network modification and results

Based on the idea that the minimum cell size of the output grid in the Tiny YOLO network is 16 pixels, it can be assumed that adding outputs from the 8 pixel grid sizes should increase the resolution of the model and increase the accuracy of detecting small objects, as this will allow the model to analyze the input image in more detail.
To improve the performance, the following modifications of the source architectures are proposed to improve detection accuracy (tables 4 and 5).

Table 4. Tiny YOLO modification for small objects

| #  | Input # | Layer, output size       | Number of filters, the convolution kernel size |
|----|---------|--------------------------|----------------------------------------------|
| 0  |         | Input, 416x416           |                                              |
| 1  | 0       | CBR + MP, 208x208        | 16, 3                                        |
| 2  | 1       | CBR + MP, 104x104        | 32, 3                                        |
| 3  | 2       | CBR + MP, 52x52          | 64, 3                                        |
| 4  | 3       | CBR + MP, 26x26          | 128, 3                                       |
| 5  | 4       | CBR + MP, 13x13          | 256, 3                                       |
| 6  | 5       | CBR, 13x13               | 512, 3                                       |
| 7  | 6       | CBR, 13x13               | 1024, 3                                      |
| 8  | 7       | CBR, 13x13               | 256, 1                                       |
| 9  | 8       | CBR, 13x13               | 512, 3                                       |
| 10 | 9       | Conv, 13x13              | 18, 1                                        |
| 11 | 8       | CBR + US, 26x26          | 128, 1                                       |
| 12 | 11, 4   | Concat + CBL, 26x26      | 256, 3                                       |
| 13 | 12      | Conv, 26x26              | 18, 1                                        |
| 14 | 11      | CBR + US, 52x52          | 128, 1                                       |
| 15 | 14, 3   | Concat + CBL, 52x52      | 128, 3                                       |
| 16 | 15      | Conv, 52x52              | 18, 1                                        |

Table 5. MobileNet 2 modification for small objects

| #  | Input # | Layer, output size       | Number of filters, the convolution kernel size |
|----|---------|--------------------------|----------------------------------------------|
| 0  |         | Input, 416x416           |                                              |
| 1  | 0       | CBR + MP, 208x208        | 32, 3                                        |
| 2  | 1       | IRB, 208x208             | 16, 3                                        |
| 3  | 2       | IRB x2, 104x104          | 24, 3                                        |
| 4  | 3       | IRB x3, 52x52            | 32, 3                                        |
| 5  | 4       | IRB x4, 26x26            | 64, 3                                        |
| 6  | 5       | IRB x3, 26x26            | 96, 3                                        |
| 7  | 6       | CBR, 26x26               | 1280, 1                                      |
| 8  | 7       | Conv, 26x26              | 18, 1                                        |
| 9  | 6       | US, 52x52                |                                              |
| 10 | 9, 4    | Concat + IRB x2, 52x52   | 32, 3                                        |
| 11 | 10      | CBR, 52x52               | 640, 1                                       |
| 12 | 11      | Conv, 52x52              | 18, 1                                        |
As can be seen, in the presented modifications Tiny YOLO has output layers with the size of 13, 26 and 52 cells, and MobileNet2 - only 26 and 52 cells, omitting the possibility of analyzing the image using a grid with 13 cells. This approach assumes that the modified MobileNet2 architecture will weakly detect large objects that are not present in the data set as such.

The learning outcomes and assessments in the test sample are presented in Table 6.

Table 6. Accuracy indicators of the modified networks

| Architecture types | AP, %  | FPS   |
|--------------------|--------|-------|
| Tiny YOLO          | 48.7   | 48.2  |
| MobileNet2         | 66.0   | 45.9  |

As can be seen from the indicators, the modification of the Tiny YOLO network allowed to greatly increase the accuracy of the network operation with a corresponding decrease in the operation speed. The presence of an output layer with a size of 13x13, focused on the analysis of sufficiently large objects, presumably reduces the model efficiency, which is confirmed by greater accuracy in the modification MobileNet2, which has no large objects analysis.

Decrease in the speed of both modifications does not exceed the limits of real time operation and is relatively higher than the speed of most modern cameras, for this reason they can be considered acceptable.

4. Conclusion

This paper presents an approach to modify the deep neural network architecture in order to increase the detection accuracy when working with small objects. The presented results confirm the hypothesis that increasing the resolution of the output layer grid (the output layer size) increases the ability of the network to analyze small objects, which is particularly important in working with remote traffic signs on the road. The considered approach allows to apply General purpose neural networks and to increase detection accuracy at work with certain ranges of detectable objects.

Further work involves the neural networks study in terms of the number of filters parameters and sizes in order to compensate for the loss in speed without accuracy loss in detecting traffic signs.
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