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Materials and Methods

Cell lines and transfections.

A full description of each cell line used, their sources, and their culture method are detailed in Supplementary Table 10. Transfections were done using Fugene (Promega) as per the manufacturer’s protocol.

Pooled shRNA screening methods.

Pooled shRNA screens were done as described previously (Blakely et al, 2011; Ketela et al, 2011; Marcotte et al, 2012). All shRNA pools and constructs in this study were derived from the RNAi Consortium lentiviral libraries available from Sigma-Aldrich (Moffat et al, 2006; Moffat & Sabatini, 2006; Root et al, 2006). Briefly, lentivirus pools were generated from pooled lentiviral plasmid DNA. $4 \times 10^7$ HCT116 cells per replicate were infected with 80 k lentiviral shRNA pools at an MOI of 0.3-0.4. After two days of selection in media containing 2 µg/mL puromycin (Sigma-Aldrich) to eliminate uninfected cells, genomic DNA was prepared from shRNA-infected cell populations (Blood Maxi prep kit, Qiagen). Therefore, each hairpin was represented >200 times in the screening populations. Half-hairpin barcodes were prepared from genomic DNA samples using using 30 µg of DNA obtained from at least $5 \times 10^6$ infected cells, so that 60-70 fold representation was obtained from the starting amount of gDNA. A master mixture for each sample containing 30 µg of template DNA, 2x PCR buffer, 2x enhancer solution, 300nM each dNTP, 900 µM each oligonucleotide primer (PCR_BF 5'-Biotin-AATGGACTATCATATGCTTACCGTAACTTGAA-3' and PCR_R 5'-TGTGGATGAATACTGCCATTTGTCTCGAGGTC-3'), 50mM MgSO$_4$, 45 units of Platinum Pfx polymerase (Invitrogen), and water to 1200 µl was made and divided into 100 µl aliquots. The amplification reaction was performed by denaturing once at 94°C for 5 minutes, followed by (94°C for 15 seconds, 55°C for 15 seconds, 68°C for 20 seconds) x30, 68°C for 5 minutes, then cooling to 4°C. The PCR product (178bps) was run on a 2% agarose gel to make sure that the amplified shRNA sequence does not form cruciform structure (225bps). PCR products are immediately purified using the QIAquick PCR purification kit (Qiagen) to avoid the conversion of linear product to cruciform DNA and immediately digested with XhoI (New England Biolabs) for 2 hours at 37°C to generate a thermo-stable half-hairpin probe (~106
Supplementary Information

This is then gel purified and remaining salts were cleared using a PCR purification kit (Qiagen) with two elutions of 30 μl of EB buffer (Qiagen). An average yield of 3 to 3.5 μg of each sample was obtained from this procedure. Probe hybridization onto UT-GMAP 1.0 microarrays (Affymetrix Inc) was done as described previously (Blakely et al, 2011; Ketela et al, 2011).

The pooled shRNA screen to identify genetic interactions with Cetuximab/Erbitux (Bristol-Myers Squibb and Eli Lilly & Company) was performed similarly to the HCT116 screens described above. Briefly, Lim1215 colon cancer cells were grown to a density of ~2x10^8 cells in McCoy’s 5A medium supplemented with10% FBS. Cells were washed with PBS, trypsinized, re-suspended in warm medium, and counted. A 20 mL aliquot of the 80k human shRNA lentivirus pool and 8 μg/mL polybrene (Sigma-Aldrich) were added such that an MOI of 0.3 was achieved, based on optimization experiments. Twenty-four hours post-infection, the medium was replaced with fresh medium containing 3 μg/mL puromycin and cells were incubated for an additional 48 hours to clear the uninfected cells. Cell populations were quantified and 3 aliquots of 1.6x10^7 cells were pelleted by centrifugation and frozen down to make genomic DNA representing time zero (ie. T0). Also, six replicate populations of 1.6x10^7 cells were plated into six 4-level EasyFill 2528cm^2 Cell Factories (Nunc #140360). Twenty-four hours later, the medium in each of three of the six replicates was replaced with fresh medium containing 0.01 μg/mL Cetuximab; the media in three untreated controls was replaced with normal McCoy’s 5A full medium without Cetuximab. Six days post treatment, three aliquots of 1.6x10^7 cells from each replicate were removed, pelleted, and frozen (ie. T6 time point) while one aliquot of 1.6x10^7 cells was re-plated for further growth. T12 and T18 time points were collected the same way as the T6 time point for the cells growing in the presence or the absence of Cetuximab. Genomic DNA was prepared from cell pellets using the QIAmp Blood Maxi kit (Qiagen), precipitated using ethanol and NaCl, and resuspended at 400 ng/mL in 10 mM Tris-HCl, pH 7.5. shRNA populations from cell lines were amplified via PCR and applied to UT-GMAP microarrays (Affymetrix) as described (Ketela et al, 2011; Marcotte et al, 2012).
Hairpin scoring was as described previously (Marcotte et al, 2012). Briefly, expression intensities from triplicate screens were averaged, and individual hairpin features were filtered from further consideration if the initial mean log2-expression intensity was below 7.5. Measurements collected over multiple time points were then integrated using the shRNA Activity Ranking Profile score (shARP), as shown in Equation 1:

\[
shARP = \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{\Delta y_i}{\Delta x_i} \right)_i
\]

where \(n\) is the number of time points, \(\Delta y\) is the change in expression intensity at \(t_i\) relative to \(t_0\), and \(\Delta x\) is the number of doublings for the cell line at \(t_i\) relative to \(t_0\). shARP scores were determined for each of the 78,432 library hairpins, and were then used to calculate the Gene Activity Ranking Profile score (GARP) by averaging the two lowest shARP scores. A significance value was assigned to each GARP score through bootstrapping, where the shARP scores were randomly permuted 1000 times, GARP scores recomputed, and a \(p\)-value determined by the frequency with which the actual GARP score was lower than the permuted GARP scores. To facilitate comparisons between screens, GARP scores were Z-score normalized. Finally, to obtain the top hits from the GARP score, we subtracted the GARP of the parental cell line from the GARP of the mutant (dGARP) on a gene-by-gene basis and this was sorted to obtain the rank order list of hits.

**mRNA expression profiling**

Transcriptome analysis for all the HCT116 cell lines screened were generated using Affymetrix Genechip® Human Gene 1.0 ST arrays. Total RNA was extracted from cells grown to 70% confluency using RNAeasy assay kit (Qiagen). One microgram of RNA for each sample was processed using the Affymetrix GeneChip® Whole Transcript Sense Target Labeling Assay. The array represents at least 26 probes spread across the entire gene sequence for every single 28,869 genes in the human genome. Hybridization targets were obtained following a double amplification procedure according to the manufacturer's instructions. The GeneChip® WT cDNA Synthesis Kit, WT cDNA Amplification Kit, and the WT Terminal Labeling Kit (Affymetrix, Inc., Santa Clara, CA) were used for the sample preparation. Hybridization cocktails were hybridized to the microarrays and incubated in a rotating hybridization oven at 45 °C and 60 rpm for 16 hours. Following hybridization, the
arrays were washed and stained on a GeneChip® Fluidics 450 workstation (Affymetrix, Santa Clara, USA). The arrays were scanned using the Affymetrix GeneChip® Scanner 3000 7G plus (Affymetrix, Santa Clara, USA). An example of the cumulative percentage of expressed genes, Affymetrix controls including expressed and non-expressed genes, as well as negative controls (e.g. intron sequences, miRNAs) for a given sample is shown in Supplementary Fig. 14A. Genes were filtered as not expressed if the mean log_2-expression intensity was below 6.75. Using this cutoff, a Venn diagram was constructed to summarize the number of genes that were expressed in each of the HCT116 cell lines and also targeted by the TRC lentiviral pooled library that was used to screen these cell lines (Supplementary Fig. 14B).

Quantitative PCR methods.

Cells were plated into 24-well plates (5 x 10⁴ cells/well) or 6-well plates (200,000 cells/well) and infected the following day with the appropriate shRNA. Twenty-four hours post-infection, cells were selected with puromycin and allowed to grow for an additional 48 hours. cDNA samples were produced with RevertAid H Minus Reverse Transcriptase (Fermentas) or SSIII (invitrogen). From 1 ug of total RNA isolated with the RNeasy kit (Qiagen), transcript levels were measured with the ABI Prism 7300 Real-Time PCR System or Biorad CFX96, using the Power SYBR Green Master Mix (Applied Biosystems) or Platinum® SYBR® Green qPCR SuperMix-UDG (Invitrogen). Relative expression levels were calculated by cycle threshold (Ct) relative quantification (2^-ddCt), using either glyceraldehyde-3-phosphate dehydrogenase or Actin as the endogenous control, at least in triplicate for each sample.

The detection primers used were

DHFR-Forward : AAATGAGCTCCTTGTGGAGG;
DHFR-Reverse : ACCTGGTTTCTCCATTCTGA;
ENO2-Forward : TGGTCAAATGGGTCCTCAAT;
ENO2-Reverse : CTTCCCCGATA CATCA CTGG;
RASSF2-Forward : CACAGTCAGGGGCTTCAGA;
RASSF2-Reverse : AGATGCAGGATGACAACGAA;
HKDC1-Forward : GGGGAGGATTTGGAGACAAT;
HKDC1-Reverse : CCCA AGTACATCCCACTGGT;
GAPDH-Forward : GAGGTCAATGAAGGGGTCATTG;
GAPDH-Reverse : GGTGAAGGGTGAGTCAACGG.
CD83-Forward :CCCTGCACAGCGTAAAGAAGA
CD83-Reverse :AAGCTCGTTCCATGCCAGC.
Actin-Forward :CACTCTTCCAGCCTTCTTC
Actin-Reverse :GGATGTCCACGTCACACTTC.

**Dual color HCS-based competition assay.**

To validate the candidate negative genetic interactions or synthetic lethal interactions from the primary screens, we first selected a list of hits based on the GARP scores (p<0.05), SHARP scores (p<0.01), genes that had significant GARP scores and were also differentially expressed in the mutant lines versus the parental cells (p<0.05), and finally genes that had yeast orthologs with significant GARP scores (p<0.05) (Supplementary Figure 2B). In the selection of yeast orthologs, we included paralogs of human genes based on Inparanoid, P-POD, OrthoMCL and Genecards in order to maximize the number of candidate conserved genetic interactions in our validation list (Chen et al, 2006; Heinicke et al, 2007; Ostlund et al, 2010; Safran et al, 2010).

Dual color competition assays were developed (Torrance et al, 2001) for all five queries, where we monitored live cells by time-lapse imaging over a period of seven days following siRNA transfection against target genes listed in Supplemental Table 4. Briefly, red (mRFP)_ or green (EGFP) fluorescent proteins were integrated into each of the HCT116 cell lines that were screened using pLJM5 (RFP-hygro) or pLJM7 (GFP-hygro) lentiviral constructs, respectively (J. Moffat, unpublished). Stable cell lines expressing red or green fluorescent proteins were generated following a 2-week selection in 100µg/mL hygromycin and tested for growth rate either alone or in a mixing experiment. For the competition assays, mutant query cells that were green and parental cells that were red were seeded in 384-well plates for reverse transfection with siRNAs from an orthogonal RNA interference library (Dharmacon). Reverse transfections were done in duplicate using the BiomekFX liquid handling robot. Cells were seeded such that un-transfected cells could reach 90-100% confluence within seven days. Reverse transfection was done with Lipofectamine RNAiMax using Dharmacon SMARTpool siRNA reagents at a concentration of 30nM using liquid handling robots (Biomek FX). Twenty-four hours post-transfection (ie. day 1), plates were imaged using the Opera high-content automated imaging microscope (PerkinElmer) with a 4X objective to capture the entire well. Subsequently, plates were imaged each day at the same
time over the course of seven days. Cells from each image were segmented using Acapella™ (PerkinElmer) and the number of red and green cells was estimated using a spot detection algorithm in the Acapella software. Cell count was normalized for growth differences between the parental and mutant lines using un-transfected cell numbers and growth defects in the mutant cells compared to the parental cells were calculated at each time point as the ratio of red and green cells. Each secondary screen screen was formatted with 32 mock-transfected samples in each of the 384-well plates, which were subsequently used to develop reference features. The relative decrease in the number of mutant cells compared to parental cells may occur differentially for each putative negative genetic interaction, and knockdown of the target gene may decrease over the course of the seven day experiment, resulting in recovery of the mutant query cells relative to parental control cells. Therefore, the lowest cell count across these time points was used to compute the significance of the mutant population depletion compared to the non-targeting mock-transfected cells. We considered the validation experiment a success if the mutant cells grew a rate that was at least two standard deviations below the medium of the mock control distribution.

**Immunofluorescence.**

Immunofluorescence staining was typically done after infecting HCT116 cells with the appropriate lentiviruses and plating on laminin-coated glass bottomed plates (Sigma-L2020). For visualization of mitotic components, cells were fixed in ice-cold methanol at -20°C for 10 minutes. After blocking in either 1% goat serum in PBS or 0.2% gelatin from cold water fish (Sigma) in PBS (PBS/FSG) for 15 min, cover slips were incubated with primary antibodies in blocking solution at the following concentrations for 30 minutes to an hour: mouse anti-Centrin (gift from Jeff Salisbury) 1:1000, rabbit anti-Pericentrin (Abcam ab4448) 1:1000, mouse anti-NEDD1 (Abcam ab57336) 1:500, AuroraB (AIM1-611082) 1:500, Cenp-E (Sigma-C7488) 1:1000, BubR1 (Immunoquest-IQ199) 1:1000. After three washes with 0.2% PBS/FSG, cells were incubated with 1:500 dilutions of secondary antibodies for 30 min to an hour (anti-mouse conjugated to Alexa Fluor 488 and anti-rabbit conjugated to Alexa Fluor 594; Invitrogen Molecular Probes). Cells were then counterstained with 1 µg/mL Hoechst to visualize DNA. After washing with 0.2% PBS/FSG, cover slips were mounted on glass slides by inverting them into mounting solution (Prolong Gold antifade; Invitrogen Molecular Probes). For γH2AX immunostaining, HCT116 cells were seeded on coverslips and transfected with either non-
targeting siRNAs or siRNAs against specific targets (TOPBP1, FANCD2, USP1 or UAF1), where the siRNAs were purchased from siGENOME SMARTpool siRNAs (Dharmacon). After 48 h, cells were fixed with 4% paraformaldehyde for 10 min followed by three washes with 1X PBS. Cells were permeabilized with 0.3% Triton X-100 for 10 min and blocked in 10% goat serum containing 0.5% NP-40 and 0.5% Saponin for 30 min. Cells were then immunostained with a rabbit anti-γH2AX (Ser139) antibody (#2577; Cell Signaling) at 1:500 for 1 h followed by incubation with a goat anti-rabbit IgG-Alexa Fluor 488 (Invitrogen Molecular Probes) secondary antibody at 1:1000 for 1 h. Nuclei were then stained with 1 µg/mL DAPI for 15 min and imaged. Three dimensional image datasets were acquired with either a DeltaVision CoreDV system (Applied Precision) equipped with an IX71 microscope (Olympus), a CCD camera (CoolSNAP 1024x1024; Roper Scientific) using a 60x NA 1.42 plan-Apochromat objective (1x1 binning) or a WaveFX spinning disc confocal system (Quorum Technologies) equipped with an ultra-cooled 512 back-thinned EM charge-coupled device camera (Hamamatsu). Images were acquired with a 63× HCX Plan-Apochromat oil objective with an NA of 1.4. Image stacks (0.2 µm apart for each section) were de-convolved using the softWoRx v4.5 software package (Applied Precision) and are shown as maximum intensity projections.

**Time-lapse imaging.**

HeLa cells stably expressing murine NEDD1::GFP from a bacterial artificial chromosome (Lawo et al, 2009) were infected with indicated shRNAs and following two days of selection with Puromycin were seeded in Lab-TekII chambers (Nalge Nunc). Cells were imaged with a DeltaVision CoreDV system (Applied Precision) equipped with an IX71 microscope (Olympus), a CCD camera (CoolSNAP HQ2 512x512; Roper Scientific), 37°C and 5 % CO2. Image stacks were acquired at 10 min intervals for 24 h with a 60X NA 1.42 plan-Apochromat objective using 2x2 binning. Image stacks (30 z-slices) were then de-convolved and are shown as maximum intensity projections.

**Cell synchronization**

HCT116-PTTG1+/+ and HCT116-PTTG1−/− cells were grown in Mc Coy’s 5A media (10% FBS, 1% Pen-Strep). At 30-40% confluency, cells were washed with 1X PBS and incubated in Mc Coy’s 5A media containing 4mM thymidine for 16 hours to block the cells in S phase (first block). After the first thymidine block, cells were washed with 1X PBS to remove
thymidine and fresh media was added and incubated for 7.5 hours to release the cells. Following release, fresh media containing 2mM thymidine (to block cells in G1/S and S phase) or 200mM nocodazole (to block cells in G2/M and M) was added and cells were incubated for 16 hours (second block). After the second block, thymidine or nocodazole was removed by washing with 1X PBS and the cells were released into fresh media. Lysates were prepared at different times following release and were probed for different Cyclin proteins by western blotting using Cyclin Antibody Sampler Kit #9869 (Cell signaling).

**Epitope tagging and western blotting.**

_TTC31_ gene containing plasmid (HsCD00336882) was obtained from PlasmID in pBluescript vector and converted to Gateway-compatible construct by adding appropriate “att B1 and B2” sites. Forward primer GGGG ACA AGT TTG TAC AAA AAA GCA GGC TNN-ATG GCG CCG ATT CCA AAG and Reverse primer GGGGAC CAC TTT GTA CAA GAA AGC TGG GTN TCT GGC CTG AGA CAG ATG were used to amplify _TTC31_ and clone into the pDONR221. The Gateway-compatible destination plasmids pLD-puro-CcVA or pLX304 were used to generate _TTC31_ expression constructs with either a VA tag or a V5 tag, respectively (Mak et al, 2010; Yang et al, 2011). To construct _TUB3B_-GFP and Histone-BFP, we used the pLD-puro-Cc-tGFP. This destination plasmid was constructed using a turbo-GFP amplicon, cloned into pLD-puro-CcVA using the XbaI and BstBI sites using the primers XbaI-turboGFP (GATCGATCtctaga GAGAGCGACGAG AGCGGCCT) and BstBI-turboGFP-stop (GATCGATCTtctga TTATTCTTAC CGGCATCTGCATC). The turbo-GFP does not contain an ATG site, but includes a stop codon. HEK293T cells were then transfected along with lentivirus packaging plasmid and envelope plasmid (psPAX2 and pMD2.G) to make viral particles packaged with epitope-tagged _TTC31_. This lentivirus was used to infect target cells and expression was examined by western blotting. Briefly, cells were plated in 6-well plates (~1 x 10^5 cells/well) and infected with the appropriate virus. Twenty-four hours post-infection, virus was removed and cells were selected with puromycin for 48 hours. Cell lysates were harvested in RIPA buffer 4-5 days after infection. Western blot analysis was performed using antibodies directed against the Flag epitope (Abcam M2) or V5 (Abcam-ab9116) at a dilution of 1:5000.
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For drug treatment assays (Fig. 6C) indicated cells were treated with 7.5 µg/mL Cisplatin or vehicle control for two hours and the next day cells were lysed in RIPA buffer with protease and phosphatase inhibitors.

Lysates prepared from knock down experiments in several instances, were blotted and probed with antibodies raised against ZC3H13 (Abcam-ab70802), YAP1 (Cell Signaling-4912), β-actin (Abcam-ab8226), PTEN (cell Signaling-9559), p-AKT (Cell Signaling-9275S), PTTG1 (Abcam-ab3305), ESPL1 (Abcam-ab3762), MUS81 (Abcam-ab14387), DHFR (Abcam-ab49881).

**Cetuximab validation assay.**

Lim1215 cells were infected in suspension with individual shRNA and plated in triplicates on 24-well plates (5x10^3 cells/well, 25ml virus/well, 8 mg/mL of polybrene). Twenty-four hours post-infection, the medium was replaced with fresh medium containing 3µg/mL puromycin. After 48 hours incubation, the medium was replaced with fresh full growth medium or the medium containing Cetuximab (0.01 µg/mL) and incubated for an additional four days. Culture dishes were washed with warm PBS to remove dead cells, and surviving cells were collected by trypsinization at 37°C and counted using a Hemocytometer. LacZ shRNA was used as a control.

**CellTiter-Glo® based luminescent cell viability assay.**

HCT116 cells were infected in suspension with individual shRNA and plated in triplicates on 96-well plates (0.8 x10^3 cells/well, 5µl virus/well, 8µg/mL of polybrene). Twenty-four hours post-infection, the medium was replaced with fresh medium containing 3µg/mL puromycin. After 48 hours incubation, the medium was replaced with fresh full growth medium or the medium containing Cetuximab (0.01 µg/mL) and cells were incubated for an additional four days. CellTiter-Glo® Luminescent Cell Viability Assay was performed according to manufacture protocol. Briefly, CellTiter-Glo® Reagent was added directly to the wells containing cells cultured in full medium and luminescence was recorded 10 minutes after reagent addition using Synergy 2 plate reader (BioTek).

**Rescue/complementation of TTC31 and CD83 knockdown phenotypes.**

TTC31 gene containing plasmid (HsCD00336882) was obtained from PlasmID in pBluescript vector and converted to Gateway-compatible construct by adding appropriate “att
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B1 and B2” sites and cloned into pLX304 plasmid to use as a wild type expression construct. Gene synthesis was used to introduce silent mutations in the ORF region of TTC31 corresponding to the binding sites of the two hairpins as shown below to make shRNA resistant (shR) constructs.

```
TTC31 Ref seq : GAG TAC GGC GAA GAG GAC ATA GTG
TRCN0000138173 : GAT TAC GGC GAA GAG GAC ATA
Mutated on ORF : GAG TAC GGC GAG GAG GAT ATA GTG
```

For CD83, human CD83 cDNA (IMAGE ID 4818856) was cloned into the destination plasmid pLD-puro-Cc-tGFP. CD83 shRNA resistant construct was created using GENEART Site-Directed Mutagenesis System (Invitrogen) with the following mutations:

```
CD83 Ref seq : TAT TCC CTG AAG ATC CGA AAC ACT ACC
TRCN0000056918 : CC TGT AAG ATC CGA AAC ACT A
Mutated on ORF : TAT TCA TTA AAA ATT CCG AAT ACC ACC
```

Stables cell lines expressing both the wild type and the shRNA resistant constructs were generated as described above and infected with hairpins to examine whether or not the shR constructs could rescue the defects in proliferation. For example, HCT116 cells were infected with lentiviruses expressing WT-CD83-GFP or shR-CD83-GFP and stable lines were generated. GFP expressing cells were infected in suspension with individual lentiviruses: sh1CD83, shLacZ or shPSMD1 and plated into 12 well plates at 10^4 cells/well, 50µl virus/well, 8µg/mL of polybrene. Twenty-four hours post-infection virus was removed and the medium was replaced with fresh medium. Six days later, cells were harvested by trypsinization, stained with 7-AAD (BioLegend) and counted using a BD FacsCalibur analyzer with CellQuest Pro software and analyzed using FlowJo (v.7.6.5). Each sample was run for 204.8 seconds at a constant flow rate of 35l/min and the number of live cells in GFP-positive populations was determined.

**In vivo xenograft experiments.**

NOD/LtSz-scid/scid (NOD/SCID) mice were maintained under defined conditions at the Ontario Cancer Institute under conditions approved by the Animal Care Committee of the Ontario Cancer Institute. Lim1215 cells were infected with individual shRNA lentiviruses sh1_CD83, sh2_CD83, or control shLacZ. Twenty-four hours post-infection, the medium was
Supplementary Information

replaced with fresh medium containing puromycin (3 µg/mL) and cells were incubated for an additional 48 hours. Puromycin resistant Lim1215 cells (1x10⁶) were washed twice with PBS, resuspended in a 1:1 mixture of media and matrigel (BD Biosciences), and injected subcutaneously into the lower left and upper right flanks. After 10 days, when tumor size reached 0.2cm³, half (n=10) of the mice of every group (n=20) began receiving intraperitoneal injection of Cetuximab (10 mg/kg) twice weekly, while the other half of the mice (n=10) were given mock injections of PBS on the same days. Tumor sizes were monitored on the injections days. Twenty-five days later mice were sacrificed, and tumors were measured and weighed.

A bootstrap approach was used to assess the significance of the difference in tumor growth as follows. Each tumor was associated with a treatment T (either Cetuximab or Mock) and a hairpin H (either Untransduced, shLacZ or sh1_CD83). The mean of tumor weights associated with each combination of treatment and hairpin was denoted \( \overline{W}_{H,T} \). With this, the following quantities were defined

\[
\text{Average Ratio of Weights for hairpin } H = WR_H = \frac{\overline{W}_{H,Cetuximab}}{\overline{W}_{H,Mock}}
\]

\[
\text{Relative Effect of hairpins } H_1 \text{ and } H_2 = RE_{H_1,H_2} = \frac{WR_{H_1}}{WR_{H_2}}
\]

The analysis was designed to assess whether, as indicated by the synthetic lethal relationship between CD83 and Cetuximab observed in vitro, CD83-silenced tumors treated with Cetuximab exhibited greater relative decrease in weight when compared to CD83-normal tumors subjected to the same treatment. Expressed in terms of the quantities defined above, these questions were expressed as the alternative hypotheses \( RE_{sh1CD83,Lac} < 1 \) and \( RE_{sh1CD83,Untransduced} < 1 \). To ensure bootstrap distribution symmetry, \( \log(RE_{sh1CD83,Lac} < 0 \) and \( \log(RE_{sh1CD83,Untransduced} < 0 \) were used in the calculations instead. To test these hypotheses, \( 10^6 \) bootstrap samples were generated from the tumor weights data. The sets of weights associated with each treatment and hairpin pair were separately sampled with replacement and aggregated to form the bootstrap sample, in order to adequately represent the experimental structure as outlined in Efron and Tibshirani (Efron & Tibshirani, 1993). Symmetry of the distribution of \( \log(RE) \) bootstrap estimates was verified using visual
inspection and Quantile-Quantile plots against the Normal distribution. Estimates of bootstrap bias for log(RE) estimates were less than 2.5% of estimates of log(RE) standard error in all cases. Using these bootstrap samples, single-tailed p-values were calculated for each hypothesis test following Efron and Tibshirani (Efron & Tibshirani, 1993). Displayed error bars were also estimated by bootstrap for each of the plotted bars representing the Weights Ratios ($WR_{Untransduced}$, $WR_{Lac-Z}$, $WR_{shCD83}$).

**Soft agar assay.**

Soft agar assays were performed using Human fibroblast (BJs) stably expressing hTERT, SV40 Large and small T antigens and HKDC1 (or the GFP control). Cells were maintained in DMEM supplemented with 10% FBS (Wisent). BJs cells expressing HTERT (BJ-hTERT) were generated in two steps. BJ-hTERT were transduced and selected to express SV40 Large and small T under the control of the CMV promoter. Lentiviral vector used for the stable expression of the SV40 large and small T were generated by BP and LR reactions (invitrogen) using pLenti CMV/TO SV40 small + Large T (Addgene plasmid 22298), pDONR 223 (invitrogen) and pLenti CMV Hygro DEST (Campeau et al, 2009). Cells were selected for one week with Hygromycin at 100 µg/mL. Following stable selection, established BJ hTERT-LTsT cells were transduced with HKDC1 or GFP and stable populations were selected using puromycin at 2 µg/mL. The HKDC1 lentiviral expression vector was generated by LR reaction using a sequenced verified entry clone from the ORFeome library v7.1 (Open Biosystems) and an N-terminal VAP tag destination vector (Mak et al. 2010, Mak and Moffat 2012). BJ-hTERT-LTsT cells were incubated with virus for 24 hours, selected for 2 days with puromycin and grown for 7 additional days prior to the colony formation assay. For the soft agar assay, type VII agarose (Sigma, A4018) was prepared as a 3% solution in water with 0.9g/L NaCl. A 1% bottom layer was prepared by diluting the agarose 1:3 with DMEM+10%FBS. 6-well plates were coated with a bottom layer of 1% agarose and allowed to solidify for 30 minutes at room temperature. The top layer was prepared by creating a 0.8% agarose suspension containing 12000cells/mL. 24000 cells were plated per well in duplicate. Cells were fed with DMEM containing 10% FBS once per week. After 3 weeks, cells were stained with 0.05% crystal violet, washed with PBS and photographed. Over-
expression of HKDC1 was confirmed by Western blotting using anti-FLAG antibody (Abcam-ab49763).

**Expression correlation analysis for (1) HKDC1 expression versus RAS signaling and (2) PTTG1 expression versus DHFR expression in methotrexate sensitive and resistant cell lines.**

To examine the association between HKDC1 expression and RAS signaling dependence, two multi-tissue expression studies were used: the Cancer Cell Line Encyclopedia (CCLE, http://www.broadinstitute.org/ccle) of 807 cell lines, and the Expression Project For Oncology (EXPO) study of 2158 tumor samples (GEO: GSE2109, http://www.intgen.org). Both used the Affymetrix U133plus2.0 platform. CCLE data was obtained in RMA-processed form, while EXPO samples were processed using the Aroma Affymetrix R package (http://www.aroma-project.org). Probeset values were averaged per gene. Using the expression data, a RAS pathway dependency signature (Loboda et al, 2010) was used to score each sample in the CCLE and EXPO datasets, following the procedure detailed elsewhere (Loboda et al, 2009). Briefly, 147 gene symbols from the RAS signature were matched against genes profiled on the U133plus2 platform, yielding expression profiles for 143 signature genes. Each study was scored separately. The signature’s two branches reflect genes up- and down-regulated in a RAS signaling-dependent state. The RAS dependence score for each sample S was calculated as follows:

\[ RAS - dependence_S = \frac{1}{N_{UP}} \left[ \sum_{U \text{ gene in \ UP \ branch}} \log(\frac{X_{S,U}}{\bar{X}_U}) \right] - \frac{1}{N_{DOWN}} \left[ \sum_{D \text{ gene in \ DOWN \ branch}} \log(\frac{X_{S,D}}{\bar{X}_D}) \right] \]

Higher scores suggest greater reliance of the tumor or cell line on RAS pathway signaling, and potential decrease in proliferation rate and viability should this signaling be inhibited.

Examination of the RAS pathway dependence scores obtained for each study revealed bimodal score distributions, with one major peak on either side of zero. These score peaks
were modeled using a two-component Gaussian mixture model fitted to the score distribution using the R package mixtools (http://www.jstatsoft.org/v32/i06/), with each study was analyzed separately. The model provided a sample-level probability of being in the low or high RAS dependence groups. Each sample was assigned to the more probable group. HKDC1 expression levels were observed to be low for a large fraction of samples in both studies. Probeset-level present/absent calls available for the CCLE data suggested that log₂ HKDC1 probeset expression values of approximately four were at the array background signal level for this dataset. However, similar present/absent calls were not available for the EXPO dataset. To address this, a Gaussian mixture approach was used to model HKDC1 expression values in each study as present or absent based on intensity. With the above classifications, we checked for potential enrichment of samples with clear HKDC1 expression and high RAS signaling dependence. For both the CCLE and EXPO, a strongly significant enrichment of samples with clear HKDC1 expression and high RAS dependence was observed (Fisher's Exact Test, CCLE: p < 2.2 x 10⁻¹⁶, Odds Ratio 11.25; EXPO: p < 2.2 x 10⁻¹⁶, Odds Ratio 5.51). In addition, considering just numeric HKDC1 expression values, a consistent positive correlation with RAS dependence score was observed (Spearman Rank Correlation, CCLE: ρ= 0.51, p < 2.2 x 10⁻¹⁶; EXPO: ρ= 0.50, p < 2.2 x 10⁻¹⁶).

Separately, we examined the possible association between PTTG1 and DHFR expression. For this, the GSK300 panel of 318 cell lines was obtained in MAS5-processed form from ArrayExpress (http://www.ebi.ac.uk/arrayexpress). The data was quantile-normalized, replicates averaged, log₁₀-transformed, and each gene Z-scored across cell lines, followed by Pearson correlation of PTTG1 and DHFR. An additional question of interest was the relative expression of DHFR, PTTG1 and other genes in methotrexate resistant versus sensitive lines. For this, the GEO dataset GSE16648, described earlier, was used. Data was quantile-normalized, replicates averaged, and the log₂ ratio of resistant over sensitive expression was calculated for each paired cell line. This was performed for genes PTTG1, DHFR, ESPL1, FPGS, GGH and SLC19A1.

Collection of negative genetic interaction data from model systems and other human screens.

To identify interactions which directly (i.e. human interactions) or indirectly (i.e. interactions of orthologs in other species) support the relationships uncovered in our screen,
we collected an exhaustive dataset of known genetic and physical interactions from human, yeast, worm, fly, and mouse by combining data from the iRefWeb (Turner et al, 2010) and BioGrid (Stark et al, 2011). Both resources curate interactions from various primary sources and thus comprise the largest collection of interaction data available. We also integrated data from a recent KRAS synthetic lethal screen (Luo et al, 2009), and an updated set of genetic interaction data from yeast (Costanzo et al, 2010), neither of which was available in the curated databases. For the yeast genetic interaction data, we chose a cut-off for the absolute genetic interaction score at 0.08, which refers to a p-value of 0.05 (Costanzo et al, 2010; Koh et al, 2010). For KRAS, we used yeast genetic interactions of IRA1 and IRA2 as deletion of these mutants mimic constitutively active form of KRAS (Tanaka et al, 1989; Tanaka et al, 1990a; Tanaka et al, 1990b). We then mapped the set of the most significant genetic interactions to these databases using the MP-eggNOG procedure described below.

**Orthology mapping using MP-eggNOG.**

The existing orthologous mapping methods such as eggNOG (Muller et al, 2010), OrthoMCL (Chen et al, 2006), or P-POD (Heinicke et al, 2007) comprise many paralogs. However, these orthologous groupings contain many-to-many mappings between genes that do not necessarily reflect meaningful relationships (e.g. divergent paralogs with distinct functions). Orthologous group based methods are more sensitive for large evolutionary distances (e.g. between yeast and human) compared to methods based on bi-directional best BLAST hits such as Inparanoid (Ostlund et al, 2010). We implemented a stringent approach based on eggNOG 2.0 resulting in a mapping of the most probable ortholog for each human gene, which we describe here. We adapted an initial ortholog mapping using a combination of eukaryotic and general orthologous groups (euNOGs, COGs, and KOGs in the eggNOG terminology) from the eggNOG database (Muller et al, 2010). These orthologous groups contain orthologous pairs of the same genes in different species, but might also comprise paralogs and their respective orthologs. Consequently, we determined for each human gene the most probable orthologous gene in the species of the evolutionary older, less complex clades. To do this, we detected for each human gene the most similar sequence for each species of interest within the largest group it has been assigned to (by measuring similarity using the Smith-Waterman algorithm with BLOSUM62 substitution matrix, gap opening penalty 2, extension penalty 1), since the largest group should be most sensitive in picking up
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distant relationships. As a consequence, most human genes have been assigned to exactly one gene in each of these species where several human genes may target the same ortholog (e.g. certain kinases that have undergone gene duplication events leading to multiple paralogs/co-orthologs will have the same yeast gene as an ortholog). Our goal was to report only highly likely orthologous relationships, so we further pruned potential false positive relationships based on shared domains. Thus, we removed all pairs of the detected bona fide orthologs with a sequence identity <25% over the complete sequence and these forming alignments with less than 75% coverage for any of the two sequences. This procedure is represented in Supplementary Figure 3. For the orthologs used as supporting evidence of a genetic interaction in our dataset (see below), we manually inspected the orthology assignment and removed further false positive ortholog relationships if contradictory annotations were present (e.g. molecular function) of the sequences. The sequence alignment for each ortholog pair can be found in Supplementary Table 11.

Assessment of conservation of the negative genetic interactions.

While genes themselves may be conserved, there is conflicting evidence whether the corresponding genetic interactions are conserved over large evolutionary distances (Byrne et al, 2007; Tarailo et al, 2007; Tischler et al, 2008). Therefore, we tested the significance of the compiled supporting evidence as follows. First, we calculated empirical p-values by permuting the experimentally determined human genetic interaction network 500 times, and determined the probability of obtaining a greater or equal amount of evidence for each of the query genes. Permutations were carried out by randomly assigning one of the ~16,000 genes represented in the shRNA library to each node in the network, while retaining the evidence networks, which simulates random shRNA experiments equivalent to the one we performed. Due to the bi-partite nature of the network, this is equivalent to an edge re-wiring strategy. Overall, the overlap between the human and model organism networks is not significant using this approach. The results of this analysis and the individual evidences uncovered are summarized in the Supplementary Table 7.

Construction of a high confidence network.

The high-confidence differential essentiality or DiE network (Figure 2) comprises all interactions which tested positively in the secondary screen at the 80% confidence level and all hits in the top 5% (p-value <0.05) that have any evidence in form of a human genetic or
physical interaction, or in the respective orthologous networks in mouse, fly, worm, or yeast. This high confidence network comprises 264 genes connected by 291 interactions and is represented in Figure 2.

Construction and analysis of genetic sub-networks.

In order to investigate the relationships between the genes that have been found genetically interacting to the same query gene, we created sub-networks by gathering interactions between them in human as well as in model organisms. For the latter, we used MP-eggNOG. Negative genetic interactions as observed in other model systems tend to be more related to each other compared to a random selection of genes, indicating that the experimentally-determined interactions tend to share complexes or functional modules (Costanzo et al, 2010). We tested this by assessing the significance of the observed structure within each sub-network as measured by their average clustering coefficient (Barabasi & Oltvai, 2004). The sub-networks were compared against a random model generated by permutations of the evidence networks (i.e. the physical and genetic interaction networks from fly, worm, mouse, yeast, human). In order to avoid reporting structural features of these input networks alone which will be reflected in the projected sub-networks, we applied a conservative random model: for each input network, we generated 500 random networks with the same structure as the original network (i.e. retaining same degree and clustering coefficient distribution) by node shuffling. We then selected all interactions that are shared by nodes in the top 5% of each screen for the original (constituting the sub-network) and the randomized networks (constituting the random background networks). We integrated each type of interaction (genetic and physical interactions from each species) into a unified sub-network for each query gene (BLM, MUS81, PTEN, PTTG1, KRAS). We then computed the average clustering coefficient of the original sub-network and of the sub-networks of the random trials. We determined empirical p-values reflecting the increase of cross-talking genes picked up by each screen against the background as the empirical probability of observing the same or higher average clustering coefficients. We found a statistically significant increase in the average clustering coefficient for several of the sub-networks (Supplementary Table 8). Networks were visualized using Cytoscape (Cline et al, 2007).

Assessment of human annotation status in the DiE network.
We assessed the annotation status of our top dGARP hits using GO annotations obtained from the UniProt-GOA consortium (Dimmer et al, 2012) downloaded at the 10th of January 2013. Each gene that has at least one annotation that had not been electronically transferred (ignoring all entries with GO IEA evidence code) was counted as 'annotated'. In total, we found that 23% of the genes picked up in our screen lack any experimentally derived evidence.

**Assessment of overlap of top delta-GARP scores in PTEN query with cancer essentials.**

In order to assess the general applicability of the digenic relationships derived from the isogenic colon cancer cells for other non-isogenic cancer types, we systematically compared data generated from cancer-specific essentiality screens from breast, ovarian, and pancreatic cancers to the data from our isogenic screens (Marcotte et al, 2012). As a proof of principle, we chose to study this effect in PTEN/PI3K-dependent versus PTEN/PI3K-independent cell lines. In order to first classify the non-isogenic lines into two groups, those that are dependent on the PTEN/PI3K pathway or not, we used the CCLE database (Barretina et al, 2012) as downloaded on the 20th of October 2012, and assessed the mutation status of PTEN and PIK3CA genes in cell lines evaluated in the Marcotte et al. screens (Marcotte et al, 2012). Each mutation was classified as relevant if it was found in the literature or in UniProt (UniProt, 2012) described as an either PTEN inactivating or PIK3CA activating mutation. Coding mutations in close proximity to these described mutations have been categorized as *bona fide* equivalent mutations. We also searched the literature and annotated additional cell lines not known to carry these mutations (e.g. SW1990 and ASPC1), but that display constitutively active AKT due to some other mechanism (Cheng et al, 1996; Halilovic et al, 2010). In total, PTEN or PIK3CA status for 48 cell lines was uncovered (Supplementary Table 12) including 26 PTEN/PIK3CA-dependent cell lines and 22 PTEN/PIK3CA-independent cell lines, hereafter referred to as “PTEN” and “WT”, respectively. We determined the overlap of the genes with the “m” most significant dGARP scores from the PTEN screen (the DiE profile) with the “n” top cancer essentials from non-isogenic lines by computing the Jaccard index (Jaccard, 1901). The Jaccard index is defined as the intersection between “m” and “n” divided by their union. We then sorted each set due to the resulting value from high to low and plotted them as shown in Figure 7B for m=n=750 which represents genes with dGARP/GARP score...
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with a p-value <0.05. We tested several cut-offs for n and m, resulting in a consistently similar scenarios as represented by an example in Figure 7B: the top PTEN* cell-lines exhibit higher Jaccard indices on average. We tested the significance of the difference between the two set as their shift in the mean of the Jaccard distributions (with n=750, m=750) using a one-sided t-Test (p-value=0.0002). A box-plot summarizing this data has been created in R using the ggplot2 package. From this we determined the signature of PTEN dependency using genes that are more frequent within the top 5% of the PTEN* lines compared to WT lines (Fig. 7C).

**Determining PTEN signature from non-isogenic lines.**

An alternative approach to determine PTEN-dependency signature would be to assess the amount of genes that behave differentially between PTEN* lines and WT non-isogenic cell lines using data from Marcotte et al (Marcotte et al, 2012). We compared the Z-normalized GARP distributions between the PTEN* lines and WT lines and collected genes that exhibit a significant shift to more severe scores in the PTEN* lines (p-value ≤ 0.05, using a one sided student t-test). This procedure resulted in 1147 genes. To assess the significance of this amount of genes, we repeated this procedure 500 times on randomized data (while shuffling the cell-line labels). On average, the random data yield ~750 genes with a significant behavior resulting in an empirical p-value of 0.05. An overview of this procedure can be found in Supplementary Figure 13A. While this procedure may capture genes independent of the GARP score (since their shift but not the actual essentiality is evaluated), the resulting genes have a small but significant tendency to be more essential in the PTEN* lines than in the WT lines. This is pictured in the box plot in Supplementary Figure 13B. We then assessed the overlap of the genes derived from this procedure to our top 5% hits of the DiE profile of PTEN using a Fisher exact test and found the two sets significantly overlap (102 instances, p-value 5e-10). We further investigated this enrichment using different fractions of our PTEN DiE profile. The most significant enrichment was discovered using a cut-off of ~750 top-genes, consistent with the applied cut-off of top 5% used throughout this study (Supplementary Figure 13C).

**Precision-Recall Plots.**

Precision-recall plots were computed to show that high scoring digenic pairs are more likely functionally related to each other than less significant ones. We defined a true positive prediction if the interacting gene shares one or more functional categories with the query
gene. These functional categories have been manually assigned based on the publicly available GO annotation and expert knowledge. We restricted this analysis to BLM and MUS81 as query genes as they have very clear and distinct roles in DNA damage and nucleic acid metabolism. Recall was computed as TP/(FN+TP) and Precision as TP/(TP+FP) where TP is the amount of true positive (interacting and sharing an annotation term), FP the amount of false positives (interacting but not sharing annotation), and FN the amount of false negatives (not interacting but sharing annotation). Interacting genes have been defined as genes with a GARP score smaller (more aggravating) as a certain cut-off. By varying the cut-off from low (strongly aggravating) to high (more neutral) GARP scores, the plots were then generated. The ROCR package was used to generate the plots (Sing et al, 2005). We computed p-values for the observation of the area under the precision-recall curve (pAUC), which is higher when more signals are recovered on the left part. We empirically computed the p-value by randomizing the annotation 500 times while retaining the frequency of each annotation term as well as the frequency of term co-occurrence. None of the random run revealed a AUC as high as we found for the original data, resulting in p-values <1/500 in both cases.

**Meta-analysis calculating the overlap of our study with other genomic datasets.**

In order to assess the significance of the DiE genes with respect to other screens, we computed the frequency of the gene-sets in the DiE profile with gene from other indicated datasets. In case of enrichment in the DiE genes, we computed a p-value using a one-sided Fisher exact test (Supplementary Figure 12).
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SUPPLEMENTARY TABLE LEGENDS

Supplementary Table 1. Complete list of single hairpin (shARP) score across all the screens. The table lists the shARP score calculated based on the drop out signal across different time points. The TRC consortium number of each hairpin, Gene ID, and the score in independent screens are listed. To get the top hits from each screen, sort the column ascending.

Supplementary Table 2. Complete list of dGARP score across all screens. The table lists gene level dGARP score calculated as described in the methods section. The Gene ID, and the score in independent screens are listed. To get the top negative genetic interactions from each screen, sort the column ascending.

Supplementary Table 3. Gene expression profile for all HCT116 lines with different genetic backgrounds. Expression profile generated using the Affymetrix platform is given in this table. Note that the fold changes in expression compared to the parental lines are also indicated.

Supplementary Table 4. Validation data by secondary screen. List of hits tested in all the screens are given along with a reason for selection as illustrated in Supplementary Figure 2B. Individual sheets in this table represent the hits validated for each query. The confidence interval columns show three levels of confidence to confirm the hits as validated. In addition, the rank order of each hit in the primary screen, expression status and the fold change in expression are included for each gene.

Supplementary Table 5. Summary of the secondary validation screen. Sheet 1 lists the summary of the hits validated for each screen. Based on the hits validated with 80% confidence, around 200 negative genetic interactions are validated. Sheet 2 provides the raw data used to compute the hits for the secondary validation screen.

Supplementary Table 6. The complete database of cross-species ortholog mapping. This table lists ortholog relationships detected by the eggnog-based procedure to find the
most probable ortholog for each human gene. The data is mapped to Uniprot-identifier as used in the iRef-Web resource. For each gene and species (human yeast, fly, mouse, worm), the Uniprot gene name and gene names are listed. N/A indicates the absence of a common gene name for a gene (only Uniprot name available) and '-' denotes the absence of an ortholog.

**Supplementary Table 7. List of genes represented in the high confidence differential essentiality network.** Sheet1 of this table lists all the genes that are represented in Figure 2. Interaction pairs that were conserved in other species are also included with their published references. Sheet 2 of this table shows the statistical significance of the conserved interactions.

**Supplementary Table 8. Supporting evidence for sub-networks using a cross-species analytical approach.** This table lists the supporting evidences that connect the genes within each screen (p<0.05). These supporting evidences comprises of known genetic interactions and physical interactions that resemble the genetic interaction in human, or between any pair of orthologs in yeast, fly, worm, or mouse. The first sheet lists all of them together and the subsequent sheets lists separately for each screen for convenience. The last sheet provides information on the non-random structure of the resulting sub-networks as measured by the average clustering coefficient. P-values to find higher clustering-coefficients have been computed from 500 rounds of randomized data.

**Supplementary Table 9. Genes that constitute PTEN-signature to determine PTEN genetic dependency.** List of genes represented in Figure 7D. The alternative signatures derived from non-isogenic cell lines are listed in Sheet2. Sheet3 lists the intersection of signature genes from the PTEN signature derived from HCT116-PTEN\(^{-}\) versus HCT116-PTEN\(^{+/+}\) screening results and the PTEN/PI3K signature derived from non-isogenic cell lines.

**Supplementary Table 10. Cell lines used in this study.**

**Supplementary Table 11. Sequence alignment of the gene pairs recovered as supporting interactions.** Alignments of all genes establishing orthologs relationships that actually contributed to the main network evidences.

**Supplementary Table 12. Classification of the cell lines based on PI3K/PTEN mutation status.** The status column gives the classification of each cell line where “WT” denotes wild-type (not driven by PTEN loss or PI3K pathway), “PTEN” denotes cell lines mutated in PTEN,
“PIK3CA” denotes activating mutation in PI3K pathway, “PIK3CA dependency” denotes cell lines that have activated PI3K pathway but no detected mutations in the PI3K3CA gene. Mutation information has been derived from the CCLE database. Reference/Mutation lists the actual mutations or provides references to relevant publications describing the cell line.
**Supplementary Figure 1. Primary screening results.** (A) Unsupervised clustering of correlation coefficients derived from the raw intensity values for each replicate and each time points across all cell lines screened. The replicates are represented as R1, R2 and R3 appended with the name of the screen. The time points are represented as Tx, where x denotes the day of harvest after infection. Red represents a high correlation and blue represents a lower correlation. (B-F) Density plot of raw intensity signal from different time points for each screen. The time points T0, T10 and T14 represent the time of harvesting in days relative to the first harvest (ie. T0). The distributions from each of the three replicates have a high degree of correlation (R>0.90) and are represented in the same color. (G-K) Examples of drop out trends for differentially essential genes between query and parental cell lines showing how different hairpins targeting the same gene behave in evolving screening populations. Each of the shRNAs are indicated by their respective TRC numbers in the legend and the trend lines represent the average of the three replicate screens. (L-P) Frequency distribution of dGARP score highlighting the top SSL hits with p-value <0.05 in black bars from each screen.

**Supplementary Figure 2. Negative genetic interaction network of differentially essential genes and experimental setup for secondary validation screens.** (A) Genetic interaction network for the genes identified in PTTG1 (S), MUS81 (M), BLM (B), PTEN (P) and KRAS (R) primary screens. Candidate hits that passed secondary validation are highlighted with blue nodes. The edges are color-coded based on cross-species evidence of genetic (solid lines) or protein (dotted lines) interactions. Triangular nodes indicate genes that have been annotated as having drugs that target them. (B) Flow chart representation of the selection process used to generate the list of hits to be validated using the HCS based co-culture assay. The table on the right shows the number of hits chosen in each category. (C-G) Growth patterns of color-coded parental and mutant cells in co culture assay. 100 replicates of mock-transfected cells were monitored for consistency for a period of seven days and the normalized values are plotted as percentage of red and green cells for each day from the multiple replicates. (H-L) Bar graph showing differential growth rates in the co-culture experiment after infection with corresponding siRNA as examples of validation. Fold change in the number of mutant cells compared to the parental cells after the depletion of corresponding gene products at 24hr interval is shown. (H-K) Time points showing specificity of the secondary validation as assessed for selected hits across multiple cell lines showing hits that were identified in both the primary screen and validated in a secondary screen (H)
and I); a hit identified in primary screen but not validated in secondary screen (J) and a hit identified in one of the primary screen but validated in another screen (K).

**Supplementary Figure 3. Orthology Mapping using MP-eggNOG.** (A) Principle of the MP-eggNOG ortholog mapping approach. For each human gene, the orthologous group is split up into unique relationships between human genes and their most likely counterpart in the specified model organisms. For details please see the supplementary materials. (B) Distribution of mapping frequencies of one-to-many relationships from each species is represented. (C) Sensitivity of different ortholog detection methods including MP-eggNOG, the most probable ortholog based on eggNOG v2.0 mapping; Inparanoid; and BBH or the bidirectional best hit method using Smith-Waterman searches in eggNOG clusters. (D) Coverage of ortholog mappings with respect to human and different model organisms. “# in species” is the number of genes in the respective species that have a human ortholog assigned. “# in human” is the number of human genes which have an ortholog assigned in the respective model species. “Ratio” is the ratio of # in species to # in human. (E) Schematic representation highlighting conserved genetic interactions with KRAS using evidence from other model systems or independent screens from other groups in mammalian cells.

**Supplementary Figure 4. Conserved negative genetic interaction between PTTG1 and ESPL1.** (A) Left: negative genetic interaction of two independent shRNAs targeting ESPL1 as assessed by proliferation assay. Middle: Western blot showing the levels of PTTG1 in total cell lysates in HCT116-PTTG1+/+ and HCT116-PTTG1−/− cell lines. Right: anti-ESPL1 (Abcam) Western blot showing ESPL1 knockdown with two independent shRNAs targeting ESPL1. (B) Left: Percentage of HCT116-PTTG1 +/+ and HCT116-PTTG1 −/− cells with a congression defect when transduced with constitutively expressed shRNAs against LacZ or two independent shRNAs targeting ESPL1, measured in cells with spindle poles more than 6μm in distance as determined by NEDD1 staining. Middle: Percentage of HCT116-PTTG1+/+ and HCT116-PTTG1−/− cells with lagging chromosomes when transduced with shRNAs against LacZ or ESPL1, measured as cells were progressing through anaphase. Right: percentage of HCT116-PTTG1+/+ and HCT116-PTTG1−/− cells expressing a negative control shRNA targeting LacZ (shControl) or the same two independent shRNAs targeting ESPL1 as described above, in different phases of mitosis including prometaphase, metaphase and anaphase (n=3). ** represents p<0.01; *** represents p<0.001, calculated using chi-square test.

**Supplementary Figure 5. Conserved negative genetic interaction between TOPBP1 and BLM.** (A) HCT116-BLM+/+ and HCT116-BLM−/− cells were transfected with siRNAs that target TOPBP1 (siTOPBP1) or a negative control (siCTRL) and then fixed and stained using
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an antibody against γ-H2AX. (B) Percentage of HCT116-\(BLM^{+/+}\) or HCT116-\(BLM^{-/-}\) cells with greater than 5 foci by analyzing at least 100 cells following knockdown of TOPBP1 (n=3). \(*p\)-value <0.01 and \(*p\)-value=0.02 calculated using the Student's t-test. Scale bar is 12 µm. (C) Target validation of si\(TOPBP1\) by Western blot showing the levels of TOPBP1 in total cell lysates in the HCT116-\(BLM^{+/+}\) cell line. (D) Model for the synthetic lethal relationship between \(TOPBP1\) and \(BLM\). Loss of \(BLM\) results in replication fork stalling at aberrant DNA structures that are usually unwound by \(BLM\). In the presence of \(TOPBP1\) this would result in ATR activation followed by cell cycle arrest, giving the cell time to resolve these inhibitory DNA structures. However, in the absence of \(TOPBP1\), ATR signaling cannot be initiated resulting in non-replicated DNA entering mitosis causing excessive genome instability and subsequent lethality.

Supplementary Figure 6. Cross-species analyses of negative genetic interactions from the differential essentiality network with emerging functional modules. (A) Sub-network analysis of genes that exhibited negative genetic interaction with \(BLM^{-/-}\) showing extensive interactions with one another as projected by cross-species analysis. A zoomed version of a subset of interactions more relevant to the function of \(BLM\) is shown. (B) Sub-network analysis of genes that that exhibited negative genetic interaction with \(PTTG1^{-/-}\) showing extensive interactions with one another as projected by cross-species analysis. A zoomed version of a subset of interactions more relevant to the function of \(PTTG1\) is shown. (C) Sub-network analysis of genes that exhibited negative genetic interaction with \(PTEN^{-/-}\) showing extensive interactions with one another as projected by cross-species analysis. A zoomed version of a subset of interactions more relevant to the function of \(PTEN\) is shown. (D) Sub-network analysis of genes that exhibited negative genetic interaction with \(KRAS^{G13D}\) showing extensive interactions with one another as projected by cross-species analysis. A zoomed version of a subset of interactions more relevant to the function of \(KRAS\) is shown. Note that we included \(KRAS\) itself as one of the nodes since it displayed several conserved interactions from other species. (E) Sub-network analysis of genes that exhibited negative genetic interactions with \(MUS81^{-/-}\) showing extensive interactions with one another as projected by cross-species analysis. A zoomed version of a subset of interactions more relevant to the function of \(MUS81\) is shown.

Supplementary Figure 7: Novel negative genetic interaction between \(PTTG1\) and the uncharacterized gene \(TTC31\). (A) Immunofluorescence of HCT116-\(PTTG1^{+/+}\) cells depleted for TTC31 and stained to monitor the localization pattern of Aurora B. HCT116-\(PTTG1^{+/+}\) cells infected with either a negative control shRNA (shLacZ) or shRNA targeting \(TTC31\) (shTTC31) were stained with antibodies against Aurora B as well as DAPI (n=3). Scale bar is 5 µm.
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and C) Quantitation graph and representative images of HCT116-PTTG1<sup>−/−</sup> cells infected with shTTC31 or shRFP (ie. negative control) showing heterogeneity in nuclear morphology. Cells were stained for DNA (blue), Pericentrin (red) and NEDD1 (Green). Scale bar is 15 µm. (D) Representative images of TTC31 knockdown in HeLa cells showing multiple centrosomes. Cells were stained for DNA (blue), Pericentrin (red) and Nedd1 (Green). Scale bar is 10 µm.

**Supplementary Figure 8. Negative genetic interaction between PTTG1 and ZC3H13.** (A) Western blot analysis showing the levels of ZC3H13 and PTTG1 across multiple pancreatic cancer lines. (B) Homologous human genes of yeast PDS1 as reported by SIMAP (Rattei et al, 2010). Instances of the same gene are summarized by color code. (C) Smith-Waterman sequence alignment of PDS1 with ZC3H13. Alignment parameters are given on top of the alignment. The used substitution matrix is Blosum62. (D) Simplified model showing the role of ZC3H13 in chromosome segregation.

**Supplementary Figure 9: Negative genetic interaction between PTTG1 and DHFR.** (A) Growth curve of wildtype (left) or pds1-128 (middle) yeast cells expressing empty control vector or wild-type yeast cells over-expressing PDS1 (right) grown in the presence of methotrexate at semi-permissive temperature (35°C)(OE denotes over-expressing PDS1). (B) Confirmation of DHFR knockdown using two independent shRNAs targeting DHFR by western blot and qPCR in HCT116-PTTG1<sup>+/+</sup> cells. Representative images from Hela cells and quantitation graph of DHFR knockdown cells showing bi- and multi-nucleated cells. Quantitation was done in both HCT116 cells (PTTG1<sup>+/+</sup> and PTTG1<sup>−/−</sup>) and HeLa cells and represented in the graph. Cells were stained for DNA (blue), Pericentrin (red) and Nedd1 (Green). Scale bar is 10 µm. (C) Correlation plot of PTTG1 and DHFR expression across 300 different cancer cell lines (see Methods for details of analysis).

**Supplementary Figure 10: Negative genetic interaction between PTEN and either RASSF2 or ENO2.** (A) Relative transcript levels of RASSF2 in HCT116-PTEN<sup>+/+</sup> and HCT116-PTEN<sup>−/−</sup> cells. (B) A model for synthetic lethal relationship between PTEN and RASSF2. (C) Western blot showing the level of PTEN and phospho-AKT in HCT116-PTEN<sup>+/+</sup> and HCT116-PTEN<sup>−/−</sup> cells and relative transcript levels of RASSF2 in RASSF2 knockout cells. (D) Relative transcript levels of ENO2 in HCT116-PTEN<sup>+/+</sup> and HCT116-PTEN<sup>−/−</sup> cells. (E) Western blot analysis of protein expression levels in HCT116 cells after knocking down ENO2 with two independent hairpins. shLacZ was used as a negative control. (F) Bar graph of protein levels of phospho-AKT, Pan-AKT and ENO2 in HCT116-PTEN<sup>+/+</sup> and HCT116-PTEN<sup>−/−</sup> cell lines. Protein levels were normalized based on actin levels. *p-value < 0.05 and
**p-value < 0.01 calculated by Student t-test. (G) Model for the feedback mechanism between the PTEN and the Glycolytic pathway in an ENO2 dependent fashion.

**Supplementary Figure 11. Negative genetic interaction between KRAS$^{G13D}$ and HKDC1.** (A) Relative transcript levels of HKDC1 in HCT116-KRAS$^{+/+}$ and HCT116-KRAS$^{+/G13D}$ cells as evaluated by quantitative PCR. (B) Phylogenetic tree showing HKDC1 in relation to the rest of the hexokinase family members. Average distance trees calculated using the UPGMA method for HKDC1 orthologs and paralogs using the sum of BLOSUM 62 scores for similarity calculation. Numbers on tree branches represent distances as reported by the Unweighted Pair Group Method with Arithmetic Mean (UPGMA) method. Phylogenetic tree was calculated using Jalview, version 2.6.1. The bottom panel shows the hexokinase domain positions as derived from Pfam. (C) Sorted heat map of normalized zGARP score across 78 screens in 4 different cancer types. The scale indicates the level of essentiality across these screens. Relative positions of KRAS, PLK1, HKDC1 and other hexokinases are highlighted. (D) Proliferation assay from three independent replicates after infecting the HCT116-KRAS$^{+/+}$ and HCT116-KRAS$^{+/G13D}$ cells with two independent shRNAs targeting HKDC1 are shown. (E) Relative transcript levels in HKDC1 knockdown cells using two independent shRNAs targeting HKDC1. (F) RAS signaling dependence score versus HKDC1 expression in EXPO datasets (see Methods for details). Vertical line separates high and low RAS signaling dependence whereas the horizontal line separates HKDC1 “expressed” and “expression uncertain”. p-value < 2.2 $\times$ 10$^{-16}$ calculated using Fisher Exact Test. (G) Distribution of RAS signaling dependence scores and HKDC1 expression values in CCLE and EXPO studies. Overlaid are fitted Gaussian Mixture Models used to classify RAS scores as high/low, and HKDC1 expression as expressed/uncertain. Dotted lines indicate thresholds derived from these models.

**Supplementary Figure 12. Meta-analysis of comparable screens from curated literature sources.** (A) Meta-analysis of our primary screening data generated from the PTTG1$^{-/-}$ screen and previously published mitotic screens represented as a binary heat map. The names of the screens are number coded. 1represents rank in the primary screen; 2 represents fold change in expression in PTTG1$^{-/-}$ cells compared to PTTG1$^{+/+}$ cells; 3, 4, 5, 6 and 7 are references from (Andersen et al, 2003; Hutchins et al, 2010; Kittler et al, 2004; Moffat et al, 2006; Neumann et al, 2010) (B) Meta-analysis of the primary and secondary data generated from the MUS81$^{-/-}$, BLM$^{-/-}$ and KRAS$^{G13D/+}$ screens and previously published screens. The previously published screens are represented by the Pubmed IDs. A parallel screen done in PSNG13 cell line that is deficient in BLM is also included to compute the overlap.. (C-D) Bar graph measuring the amount nuclear area covered by foci formation for
different siRNAs selected after confirming the SSL interaction with either BLM"/ or MUS81"/. (E-F) Precision recall plots of BLM and MUS81. X-axis represents the Recall computed as TP/(TP+FN) and y-axis represents the Precision computed as TP/(TP+FP). The color code encodes the absolute value of the GARP-score, sorted from left to right with the most aggravating interactions on the left. For comparison, a run with randomized annotation is plotted in black. (G) Overlaps among PTEN, BLM and MUS81 screens are represented as a Venn diagram. (H) Phylogenetic tree showing TTC31 and STI1 are closely positioned within the same dendogram. Average distance trees calculated using the Unweighted Pair Group Method with Arithmetic Mean (UPGMA) method for TTC31 orthologs and paralogs using the sum of BLOSUM 62 scores for similarity calculation. Numbers on tree branches represent distances as reported by the UPGMA method. Phylogenetic tree was calculated using Jalview, version 2.6.1.

Supplementary Figure 13. Alternative PTEN signature. (A) Schematic overview to derive genes that exhibit a significant shift to lower GARP scores in PTEN" vs WT lines in non-isogenic lines. (B) Box plot of GARP distributions of the genes constituting the PTEN signature derived from non-isogenic lines. (C) Exploration of the optimal DiE profile size to recover the PTEN signature. Y-axis represents the fraction of overlap between PTEN DiE profile and the PTEN signature derived from non-isogenic lines. X-axis represents the staggered size of the gene sets based on dGARP. Note that the fraction of overlap peaks with a DiE profile size of 750 as indicated on the x-axis. (D) The Jaccard index distribution for both the PTEN-dependent and PTEN-independent sets as negative controls from dGARP values from MUS81, KRAS, PTTG1 and BLM are plotted as box-plot. (E) Jaccard Index for negative controls showing poor classification of those lines that are dependent on PTEN/PI3K pathway.

Supplementary Figure 14. Expression Analyses. (A) Determination of the threshold value for mRNA expression levels in the cell lines studied using genome-wide microarray expression profiling. The plot shows the cumulative percentage of log2-expression on Affymetrix Gene 1.0ST arrays for expressed genes (ie. Refseqs), Affymetrix controls including expressed and non-expressed genes, as well as negative controls (e.g. intron sequences, miRNAs) for a given sample.. (B) Venn diagram showing the number of expressed genes that overlap with the pooled shRNA lentiviral library used in this study for each of the six isogenic cell lines screened. (C) Summary statistics from expression profiling.
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Supplementary Table 1

| Domains in HKDC1 | Domain start | Domain end | E value |
|------------------|--------------|------------|---------|
| Hexokinase_1 Domain | 17           | 221        | 5.80E-75 |
| Hexokinase_2 Domain | 224          | 462        | 1.70E-95 |
| Hexokinase_1 Domain | 465          | 668        | 1.30E-82 |
| Hexokinase_2 Domain | 670          | 909        | 5.00E-103 |
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| Gene      | Fold Change | Status | Category | PMID       | Category | Status | Category | PMID       | Status | Category | PMID       | Status | Category |
|-----------|-------------|--------|----------|------------|----------|--------|----------|------------|----------|----------|------------|----------|----------|
| SNW1      | 1.089       |        |          |            |          |        |          |            |          |          |            |          |          |
| ESPL1     | 1.364       |        |          |            |          |        |          |            |          |          |            |          |          |
| DBD1      | 1.037       |        |          |            |          |        |          |            |          |          |            |          |          |
| CDK5RAP2  | 1.128       |        |          |            |          |        |          |            |          |          |            |          |          |
| ANAPC10   | 0.897       |        |          |            |          |        |          |            |          |          |            |          |          |
| CBT       | 1.099       |        |          |            |          |        |          |            |          |          |            |          |          |
| AURKA     | 1.297       |        |          |            |          |        |          |            |          |          |            |          |          |
| STK3      | 0.975       |        |          |            |          |        |          |            |          |          |            |          |          |
| STEAP3    | 1.082       |        |          |            |          |        |          |            |          |          |            |          |          |
| LINS4     | 0.975       |        |          |            |          |        |          |            |          |          |            |          |          |
| EZR       | 0.712       |        |          |            |          |        |          |            |          |          |            |          |          |
| AIF1L     | 1.114       |        |          |            |          |        |          |            |          |          |            |          |          |
| STK16     | 1.645       |        |          |            |          |        |          |            |          |          |            |          |          |
| PINK1     | 0.737       |        |          |            |          |        |          |            |          |          |            |          |          |
| COPZ1     | 0.921       |        |          |            |          |        |          |            |          |          |            |          |          |
| ITGA6     | 0.947       |        |          |            |          |        |          |            |          |          |            |          |          |
| CYP1      | 1.183       |        |          |            |          |        |          |            |          |          |            |          |          |
| DDB1      | 1.037       |        |          |            |          |        |          |            |          |          |            |          |          |
| ALMS1     | 1.118       |        |          |            |          |        |          |            |          |          |            |          |          |
| CDC42BPA  | 0.788       |        |          |            |          |        |          |            |          |          |            |          |          |
| GRHL3     | 1.026       |        |          |            |          |        |          |            |          |          |            |          |          |
| PMID: 15616564 (Nature 2003) |
| PMID: 20360735 (Nature 2010) |
| PMID: 20360068 (Science 2010) |
| PMID: 16564017 (Cell 2006) |
| PMID: 14654843 (Nature 2003) |
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2- Differential expression
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4- PMID: 20360735 (Nature 2010)
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6- PMID: 16564017 (Cell 2006)
7- PMID: 14654843 (Nature 2003)
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Supplementary Figure 13
Classification of PTEN dependent cell-lines using top MUS81 dGARP
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