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Abstract—In this paper, we make an investigation on the sum-mean-square-error (sum-MSE) performance gain achieved by DFT-based least-square (LS) channel estimator over frequency-domain LS one in full-duplex OFDM system in the presence of colored interference and noise. The closed-form expression of the sum-MSE performance gain is given. Its simple upper and lower bounds are derived by using inequalities of matrix eigen-values. By simulation and analysis, the upper lower bound is shown to be close to the exact value of MSE gain as the ratio of the number \(N\) of total subcarriers to the cyclic prefix length \(L\) grows and the correlation factor of colored interference increases. More importantly, we also find that the MSE gain varies from one to \(N/L\) as the correlation among colored interferences decreases gradually. According to theoretical analysis, we also find the MSE gain has very simple forms in two extreme scenarios. In the first extreme case that the colored interferences over all subchannels are fully correlated, i.e., their covariance matrix is a matrix of all-ones, the sum-MSE gain reduces to 1. In other words, there is no performance gain. In the second extreme case that the colored-interference covariance matrix is an identity matrix, i.e., they are mutually independent, the achievable sum-MSE performance gain is \(N/L\). A large ratio \(N/L\) will achieve a significant sum-MSE gain.
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I. INTRODUCTION

Recently, full-duplex (FD) technique becomes a hot research field in internet of things (IoT), and wireless networks due to its ability of doubling data transmission rate by simultaneously transmitting and receiving signals over the same frequency band and time slot compared to time-division-duplex (TDD) and frequency-division-duplex (FDD) mode [1]–[6]. The major problem of facing FD is that the weak fading received signal is severely interfered with the strong FD self-interference (SI) [5]–[7]. In [8], the SI cancellation schemes are divided into three categories: propagation-domain, analog-circuit-domain, and digital-domain approaches. In such a system, the high-performance channel estimator becomes particularly important in order to dramatically reduce the effect of SI [9]–[11]. Channel estimation and pilot design have been widely and deeply investigated in conventional TDD/FDD mode [12]–[16]. However, channel estimation and pilot designing in FD OFDM systems is a challenging problem and should be restudied due to the existence of full-duplex self-interference. A digitally assisted analog channel estimator is designed to estimate SI channel for in-band FD radios [17]. The authors in [18] propose two blind channel estimators to do simultaneous estimation for the SI and intended channels in FD wireless systems based on the expectation maximization and minimum mean square error approach. Using the maximum-likelihood criterion, the SI and intended channels are jointly estimated with the known transmitted symbols from itself and the pilot symbols from intended transceiver [19]. An iterative procedure is constructed to further enhance the estimation performance in the high signal-to-noise ratio (SNR) region [20]. By using an adaptive orthogonal matching pursuit scheme, an time-domain least squares (TD-LS) channel estimator is proposed by exploiting the sparsity of SI channel and intended channel and measuring their sparisties [21]. Considering IQ imbalances, a frequency-domain and DFT-based least-squares (LS) channel estimators are presented and the corresponding optimal pilot matrix product is proved to be an identity matrix multiplied by a constant [22]. Also, the sum-MSE performance gain of the DFT-based LS channel estimator over the frequency-domain LS one is derived to be \(N/L\) in white Gaussian noise scenario, where \(N\) is the total number of subcarriers and \(L\) is the length of cyclic prefix (CP).

How about the sum-MSE performance gain in the colored interference/noise scenarios? Is still it equal to \(N/L\)? In this paper, we probe deeply into the trend of the sum-MSE performance gain in the presence of colored noise/interference in more detail. In the first step, the self-interference and intended channels are jointly estimated by the frequency-domain LS (FD-LS) and DFT-based LS channel estimators.
Secondly, we derive their MSE expressions of the two channel estimators. Then, we define the sum-MSE performance gain, whose exact expression is given. Avoiding the use of its cumbersome expression, we derive its simple upper and lower bounds by using the matrix eigen-value inequalities. Finally, by numerical simulation and theoretical analysis, we find: the achievable sum-MSE performance gain ranges from 1 to \( N/L \), and the upper bound is tighter than the lower bound in several typical extreme scenarios. The former is a good approximation to the exact sum-MSE performance gain.

This paper is organized as follows. The full-duplex system model is described in Section II. In Section III, the FD-LS and DFT-based LS channel estimators are adopted to estimate both intended and self-interference channels, and their MSEs are derived. In Section IV, the sum-MSE performance gain of the DFT-based channel estimator over the FD-LS LS one is defined, and its upper bound and lower bounds are derived. Simulation results and discussions are presented in Section V. Finally, Section VI concludes this whole paper.

Notations: throughout the paper, matrices and vectors are denoted by letters of bold upper case and bold lower case, respectively. Signs \((\bullet)^H\), \((\bullet)^\dagger\), \((\bullet)^\ast\), \((\bullet)^T\), \((\bullet)^{-1}\), \(\text{tr}(\bullet)\), \(\parallel \bullet \parallel_F\), and \(\text{det}(\bullet)\) denote matrix conjugate transpose, conjugate, transpose, inverse, trace, norm-2, and determinant, respectively. The notation \( \mathcal{E}\{\bullet\} \) refers to the expectation operation. The symbol \( \mathbf{I}_n \) denotes the \( n \times n \) identity matrix. \( \mathbf{0}_{n \times m} \) denotes an all-zero matrix of size \( n \times m \).

II. SYSTEM MODEL

Fig. 1 plots the block diagram of a point-to-point full-duplex OFDM system. Here, the destination node is used as a reference. The received vector at destination node is the summation of the signal from source node via intended channel \( \mathbf{H}_{SD} \), the signal from local transmitter via SI channel \( \mathbf{H}_{DD} \), and the co-channel interference (CCI) from other nodes. Both channels from source to destination (S2D) and destination to destination (D2D) are assumed to be time-invariant within one frame, where each frame consists of \( N_F \) OFDM symbols, but vary from one frame to another. Each frame consists of \( N_P \) pilot OFDM symbols and \( N_D \) data OFDM symbols, which is shown in Fig. 1. Usually, in a practical system, \( N_D \) is taken to be far larger than \( N_P \) to achieve a high-spectrum efficiency. As shown in Fig. 1, block-type pilot pattern is adopted to estimate both D2D and S2D unknown channels.

Similar to [23], the ideal channel frequency responses (CFR) has the following relationship with its channel impulse responses (CIR)

\[
\mathbf{H}_{SD} = \mathbf{F}_{N \times N} \begin{pmatrix} \mathbf{h}_{SD} \\ \mathbf{0}_{(N-L) \times 1} \end{pmatrix} = \mathbf{F}_{N \times L} \mathbf{h}_{SD},
\]

(1)

\[
\mathbf{H}_{DD} = \mathbf{F}_{N \times N} \begin{pmatrix} \mathbf{h}_{DD} \\ \mathbf{0}_{(N-L) \times 1} \end{pmatrix} = \mathbf{F}_{N \times L} \mathbf{h}_{DD},
\]

(2)

where \( \mathbf{h}_{SD} \) and \( \mathbf{h}_{DD} \) are the S2D and D2D CIRs defined by

\[
\mathbf{h}_{SD} = [h_{SD}(1) \ h_{SD}(2) \ \cdots \ h_{SD}(L)]^T,
\]

(3)

and

\[
\mathbf{h}_{DD} = [h_{DD}(1) \ h_{DD}(2) \ \cdots \ h_{DD}(L)]^T,
\]

(4)

respectively. \( N \) is the total number of subcarriers, \( L \) is the length of the CP, and \( \mathbf{F}_{N \times N} \) is the normalized discrete Fourier transform matrix as

\[
\mathbf{F}_{N \times N} = \frac{1}{\sqrt{N}} \begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & W & \cdots & W^{N-2} \\
\vdots & \vdots & \ddots & \vdots \\
1 & W^{N-2} & \cdots & W^{(N-1)(N-1)}
\end{bmatrix}
\]

(5)

with \( W = e^{-j2\pi/N} \).

Fig. 1. Block diagram of full-duplex OFDM system model.

The transmit vectors corresponding to the \( n \)th OFDM symbol from source and destination are denoted by

\[
\mathbf{x}_S(n,:) = (x_S(n,1) \ x_S(n,2) \ \cdots \ x_S(n,N))^T,
\]

(6)

and

\[
\mathbf{x}_D(n,:) = (x_D(n,1) \ x_D(n,2) \ \cdots \ x_D(n,N))^T,
\]

(7)

with average power \( P_S \) and \( P_D \) of each subcarrier, respectively. After experiencing multipath channel \( \mathbf{H}_{SD} \) and \( \mathbf{H}_{DD} \), the received signal corresponding to the \( n \)th OFDM symbol at destination node is modeled as

\[
\mathbf{y}(n,:) = \text{diag}\{\mathbf{x}_S(n,:)\}\mathbf{H}_{SD} + \text{diag}\{\mathbf{x}_D(n,:)\}\mathbf{H}_{DD} + \mathbf{w}_{cci}(n,:) + \mathbf{w}_n(n,:),
\]

(8)

where \( \mathbf{w}_{cci}(n,:) \) denotes the co-channel interference vector and \( \mathbf{w}_n(n,:) \) is the noise vector in frequency domain. For convenience of the following derivation and analysis, the sum
of co-channel interference and additive noise vector will be viewed as the new colored interference-plus-noise vector as follows

\[ \mathbf{w}(n,:) = \mathbf{w}_{eci}(n,:) + \mathbf{w}_n(n,:) \]  

(9)

where the above interference-plus-noise vector is assumed to be independent along time direction \( n \) [24].

Obviously, Eq. (8) is an under-determined linear equation. Thus at least two pilot OFDM symbols are required for source node and destination node to estimate the unknowns containing both \( \mathbf{H}_{SD} \) and \( \mathbf{H}_{DD} \). Below, \( N_P \geq 2 \) consecutive pilot OFDM symbols are utilized to do one-time channel estimation:

\[
\begin{pmatrix}
\mathbf{y}(n,:) \\
\mathbf{y}(n+1,:) \\
\vdots \\
\mathbf{y}(n+N_P-1,:)
\end{pmatrix}
= \begin{pmatrix}
\text{diag}\{\mathbf{x}_S(n,:)\} & \text{diag}\{\mathbf{x}_D(n,:)\} \\
\text{diag}\{\mathbf{x}_S(n+1,:)\} & \text{diag}\{\mathbf{x}_D(n+1,:)\} \\
\vdots & \vdots \\
\text{diag}\{\mathbf{x}_S(n+N_P-1,:)\} & \text{diag}\{\mathbf{x}_D(n+N_P-1,:)\}
\end{pmatrix}
\begin{pmatrix}
\mathbf{H}_S \\
\mathbf{H}_D
\end{pmatrix}
+ \begin{pmatrix}
\mathbf{w}(n,:) \\
\mathbf{w}(n+1,:) \\
\vdots \\
\mathbf{w}(n+N_P-1,:)
\end{pmatrix}
\]  

(10)

Considering the above interference-plus-noise \( \mathbf{w} \) is colored and assuming its correlation function along time and frequency are independent, the covariance matrix of colored interference and noise is written in the following form

\[ \mathbf{R}_{CCI} = \mathcal{E} \{ \mathbf{w} \mathbf{w}^H \} = \mathbf{R}_t \otimes \mathbf{R}_w \]  

(11)

where matrix \( \mathbf{R}_w \) denotes the \( N \times N \) frequency-domain covariance matrix given by

\[
\mathbf{R}_w = \begin{pmatrix}
\mathbf{r}_w(0) & \mathbf{r}_w(-1) & \cdots & \mathbf{r}_w(1-N) \\
\mathbf{r}_w(1) & \mathbf{r}_w(0) & \cdots & \mathbf{r}_w(2-N) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{r}_w(N-1) & \mathbf{r}_w(N-2) & \cdots & \mathbf{r}_w(0)
\end{pmatrix}
\]  

(12)

and matrix \( \mathbf{R}_t \) denotes the \( N_P \times N_P \) time-direction covariance matrix given by

\[
\mathbf{R}_t = \begin{pmatrix}
\mathbf{r}_t(0) & \mathbf{r}_t(-1) & \cdots & \mathbf{r}_t(1-N_P) \\
\mathbf{r}_t(1) & \mathbf{r}_t(0) & \cdots & \mathbf{r}_t(2-N_P) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{r}_t(N_P-1) & \mathbf{r}_t(N_P-2) & \cdots & \mathbf{r}_t(0)
\end{pmatrix}
\]  

(13)

with \( \mathbf{r}_w(\Delta k) = \mathcal{E} \{ w(n,k)w(n,k+\Delta k)^* \} \) and \( \mathbf{r}_t(\Delta n) = \mathcal{E} \{ w(n,k)w(n+\Delta n,k)^* \} \).

III. FREQUENCY-DOMAIN LS AND DFT-BASED LS CHANNEL ESTIMATORS

In this section, we derive a closed-form expression for the optimal pilot matrix per subcarrier. For the convenience of deriving below, we extract the \( k \)th subcarrier of the received symbol as follows

\[ \mathbf{y}_k = \mathbf{P}_k \mathbf{H}_k + \mathbf{w}_k, \]  

(14)

with

\[ \mathbf{y}_k = ( y(n,k) \cdots y(n+N_P-1,k) )^T, \]  

(15)

\[ \mathbf{P}_k = \begin{pmatrix}
x_S(n,k) & x_D(n,k) \\
\vdots & \vdots \\
x_S(n+N_P-1,k) & x_D(n+N_P-1,k)
\end{pmatrix}, \]  

(16)

\[ \mathbf{H}_k = \begin{pmatrix}
\mathbf{H}_{SD}(k) & \mathbf{H}_{DD}(k)
\end{pmatrix}^T, \]  

(17)

and

\[ \mathbf{w}_k = ( w(n,k) \cdots w(n+N_P-1,k) )^T. \]  

(18)

Note that the \( \mathbf{H}_k \) in (17) is just the channel parameter to be estimated.

In terms of (14), FD-LS estimator can be given by

\[ \hat{\mathbf{H}}_k = ( \mathbf{P}_k^H \mathbf{P}_k )^{-1} \mathbf{P}_k^H \mathbf{y}_k = \mathbf{H}_k + ( \mathbf{P}_k^H \mathbf{P}_k )^{-1} \mathbf{P}_k^H \mathbf{w}_k \]  

(19)

Let us define the channel estimation error as

\[ \Delta \mathbf{H}_k = ( \mathbf{P}_k^H \mathbf{P}_k )^{-1} \mathbf{P}_k^H \mathbf{w}_k \]  

(20)

which forms the MSE of the FD-LS estimator over subcarrier \( k \) as follows

\[ \text{MSE}_k = \mathcal{E} \{ \text{tr} \left[ \Delta \mathbf{H}_k \Delta \mathbf{H}_k^H \right] \} = \text{tr} \left[ \mathbf{P}_k ( \mathbf{P}_k^H \mathbf{P}_k )^{-2} \mathbf{P}_k^H \mathcal{E} \left( \mathbf{w}_k \mathbf{w}_k^H \right) \right] \]  

(21)

Since interference-plus-noise is assumed to be independent across different OFDM symbols, the temporal covariance matrix will be

\[ \mathbf{R}_t = \mathcal{E} \left( \mathbf{w}_k \mathbf{w}_k^H \right) = \sigma_t^2 \mathbf{I}_{N_P} \]  

(22)

where \( \sigma_t^2 \) represents the average power of interference-plus-noise [24]. Thus, the MSE will be simplified as

\[ \text{MSE}_k = \sigma_t^2 \text{tr} \left[ ( \mathbf{P}_k^H \mathbf{P}_k )^{-1} \right] \]  

(23)

In order to optimize the performance of FD-LS channel estimator, we should minimize the above MSE \( \text{MSE}_k \) by designing the pilot matrix \( \mathbf{P}_k \) with the constraint of transmit power of source and destination nodes, which can be expressed as the following optimization problem

\[ \min \text{tr} \left[ ( \mathbf{P}_k^H \mathbf{P}_k )^{-1} \right] \]  

(24)

s.t. \( ( \mathbf{P}_k^H \mathbf{P}_k )_{11} \leq N_P P_S \)

(25)

\( ( \mathbf{P}_k^H \mathbf{P}_k )_{22} \leq N_P P_D \)
where $P_S$ and $P_D$ are the average transmit power per subcarrier of source and destination nodes, respectively.

Define $X = P_k^H P_k$ and use the property of trace operator, the optimal optimization problem is relaxed into

$$\min \quad \text{tr}(X^{-1})$$
$$\text{s.t.} \quad \text{tr}(X) \leq N_P P_S + N_P P_D. \tag{25}$$

To solve the above convex optimization problem, we define the associated Lagrangian function

$$f(X, \lambda) = \text{tr}(X^{-1}) + \lambda (\text{tr}(X) - N_P P_S - N_P P_D). \tag{26}$$

Setting the first-order derivative of the above function with respect to $X$ to zero, we have

$$\frac{\partial f(X, \lambda)}{\partial X} = \frac{\partial \text{tr}(X^{-1})}{\partial X} + \lambda I_2 = 0. \tag{27}$$

In accordance with the proof in Appendix A, we have

$$\frac{\partial \text{tr}(X^{-1})}{\partial X} = -(X^{-2})^T. \tag{28}$$

Inserting the above expression in the right-hand side of (27) gives

$$\frac{\partial f(X, \lambda)}{\partial X} = -(X^{-2})^T + \lambda I_2 = 0, \tag{29}$$

which means

$$X^{-2} = \lambda I_2, \tag{30}$$

It can be further reduced towards

$$X = \frac{1}{\lambda} I_2, \tag{31}$$

which is called the optimal pilot condition. Using the power constraint in (25), we have

$$\lambda = \frac{2}{N_P (P_S + P_D)}, \tag{32}$$

then the optimal condition (31) is represented as

$$P_k^H P_k = \frac{N_P (P_S + P_D)}{2} I_2 \tag{33}$$

where $P_k$ is chosen to be any two columns of $N_P \times N_P$ unitary matrix multiplied by any predefined constant. For example, given $N_P = 4$ and 16QAM constellation, the optimal $P_k$ is designed as follows

$$P_k^* = \frac{\sqrt{(P_S + P_D)(1 + 3i)}}{2\sqrt{3}} \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & -1 \\ 1 & -1 \end{pmatrix}. \tag{34}$$

IV. Sum-MSE PERFORMANCE GAIN DERIVATION AND ANALYSIS

In this section, we derive the sum-MSE performance expressions of both FD-LS and DFT-based LS channel estimators. The sum-MSE performance gain is defined as the ratio of the MSE of FD-LS channel estimator to that of DFT-based one. Its upper bound and lower bound are derived jointly. In two extreme situations: independent and full-correlated, the simple expressions of the corresponding sum-MSE performance gains are directly given and discussed.

When the optimal pilot matrix satisfying (33) is adopted, the FD-LS estimator in (19) will become

$$\hat{H}_k = H_k + \frac{2}{N_P (P_S + P_D)} P_k^H w_k, \tag{35}$$

which is equivalently written in the following form

$$\hat{H}_{SD}(k) = H_{SD}(k) + \frac{2}{N_P (P_S + P_D)} \sum_{p=0}^{N_p-1} x_p^H (n+p,k) w(n+p,k), \tag{36}$$

and

$$\hat{H}_{DD}(k) = H_{DD}(k) + \frac{2}{N_P (P_S + P_D)} \sum_{p=0}^{N_p-1} x_p^D (n+p,k) w(n+p,k). \tag{37}$$

Due to the similar forms of the above two equations, we take $H_{DD}$ as an example below. Stacking all the subcarriers, we can model the estimated channel gain vector as follows

$$\hat{H}_{DD} = H_{DD} + e_{DD}, \tag{38}$$

where

$$e_{DD} = \frac{2}{N_P (P_S + P_D)} \sum_{p=0}^{N_p-1} \text{diag}\{x_p^D (n+p,:)\} w(n+p,:) \tag{39}$$

denotes the estimation error due to the FD-LS estimator. Thus the corresponding MSE of $H_{DD}$ is given by

$$\text{MSE}_{DD} = \mathbb{E} \left( \text{tr} \left( e_{DD} (e_{DD})^H \right) \right) = \text{tr} \left( \mathbb{E} \left( e_{DD} (e_{DD})^H \right) \right). \tag{40}$$

Due to

$$\mathbb{E} \left( x_p^D (n+p,:) x_p^D (n+p,:)^T \right) = P_D I_N, \tag{41}$$

we have

$$\mathbb{E} \left( e_{DD} (e_{DD})^H \right) = \frac{2 P_D \sigma_1^2}{(P_S + P_D)^2} A \tag{42}$$

where $A$ denotes the normalized frequency-domain covariance matrix of $w(n,:)$ with

$$R_w = \sigma_1^2 A. \tag{43}$$

Obviously, the above $A$ is a positive semi-definite Hermitian matrix and its diagonal elements are 1. Therefore, the above MSE of $H_{DD}$ can be simplified as

$$\text{MSE}_{DD} = \frac{2 N_P D \sigma_1^2}{(P_S + P_D)^2}. \tag{44}$$

In the same manner, we can obtain the MSE$_{SD}$ corresponding to $H_{SD}$ as follows

$$\text{MSE}_{SD} = \frac{2 N_P S \sigma_1^2}{(P_S + P_D)^2}. \tag{45}$$
In terms of the above two MSEs, we define the sum-MSE performance of the DFT-LS channel estimator as follows

\[
\text{SumMSE}_{\text{FD-LS}} = \text{MSE}_{DD} + \text{MSE}_{SD} = \frac{2N\sigma_f^2}{P_S + P_D}.
\]

Using the transform relationship in (42), the corresponding estimated time-domain CIR channel gain vectors will be given by

\[
\hat{h}_{DD} = E_{L \times N} F_{N \times N}^H \hat{H}_{DD},
\]

where

\[
E_{L \times N} = \begin{pmatrix} I_L & 0_{L \times (N-L)} \end{pmatrix}.
\]

Performing the DFT operations to both sides of (47) yields the following DFT-based channel estimator

\[
\hat{H}_{DD} = F_{N \times L} E_{L \times N} F_{N \times N}^H \tilde{H}_{DD}.
\]

Combining the error model in (38), we have the estimation error model of the DFT-based LS estimator

\[
\hat{H}_{DD} = F_{N \times L} E_{L \times N} F_{N \times N}^H \tilde{H}_{DD} = H_{DD} + F_{N \times L} E_{L \times N} F_{N \times N}^H e_{DD}.
\]

In terms of (50), the corresponding MSE of \( H_{DD} \) by DFT-based LS will be expressed as

\[
\text{MSE}_{DD}' = E \left\{ \left( e_{DD}^H H_{DD} F_{N \times L} E_{L \times N} F_{N \times N}^H e_{DD} \right)^2 \right\}.
\]

Since \( F_{N \times N} E_{L \times N} = F_{N \times L} \) and \( F_{N \times N}^H F_{N \times L} = I_L \), the above MSE reduces to

\[
\text{MSE}_{DD}' = \text{tr} \left\{ E \left( e_{DD}^H F_{N \times L} E_{L \times N} F_{N \times N}^H e_{DD} \right)^2 \right\}.
\]

Substituting (42) into the above equation

\[
\text{MSE}_{DD}' = \text{tr} \left\{ \frac{2P_D\sigma_f^2}{(P_S + P_D)^2} A F_{N \times L} F_{N \times N}^H \right\}.
\]

with

\[
B = F_{N \times L} F_{N \times N}^H,
\]

and \( B \) can be further decomposed as

\[
B = F_{N \times N} \begin{pmatrix} I_{L \times L} & 0_{L \times (N-L)} \\ 0_{L \times (N-L)} & 0_{(N-L) \times (N-L)} \end{pmatrix} F_{N \times N}^H
\]

which implies the singular value of matrix \( B \) is 0 or 1. In the same manner, we can obtain MSE corresponding to \( H_{SD} \) as follows

\[
\text{MSE}_{SD}' = \text{tr} \left\{ \frac{2P_S\sigma_f^2}{(P_S + P_D)^2} A F_{N \times L} F_{N \times N}^H \right\}.
\]

Adding (53) and (56) forms the sum-MSE performance of the DFT-based LS channel estimator as follows

\[
\text{SumMSE}_{DFT} = \text{MSE}_{DD}' + \text{MSE}_{SD}' = \frac{2\sigma_f^2}{P_S + P_D} \text{tr} \{ AB \}.
\]

To evaluate the sum-MSE performance gain achieved by the DFT-based channel estimator over the FD-LS one, let us define

\[
\gamma = \frac{\text{SumMSE}_{\text{FD-LS}}}{\text{SumMSE}_{DFT}}.
\]

In \( \text{dB} \), the sum-MSE performance gain achieved by the DFT-based channel estimator is \( 10 \log_{10} \gamma \) \( \text{dB} \). Using the inequality (62), the above performance gain is bounded by the following double side approximation

\[
\sum_{i=N-L+1}^{N} \lambda_i(A) \leq \frac{\text{SumMSE}_{\text{FD-LS}}}{\text{SumMSE}_{DFT}} \leq \sum_{i=1}^{L} \lambda_i(A).
\]

**Theorem 1:** Matrices \( A \) and \( B \) are \( N \times N \) positive semi-definite, where \( \lambda_1(A), \ldots, \lambda_N(A) \) denote the eigenvalues of matrix \( A \), arranged in nondecreasing order. If matrix \( B \) has the following form

\[
B = U_B \begin{pmatrix} I_{L \times L} & 0_{L \times (N-L)} \\ 0_{(N-L) \times L} & 0_{(N-L) \times (N-L)} \end{pmatrix} U_B^H,
\]

then we have the following inequality

\[
\sum_{i=N-L+1}^{N} \lambda_i(A) \leq \text{tr} \{ AB \} = \text{tr} \{ BA \} \leq \sum_{i=1}^{L} \lambda_i(A).
\]

**Proof:** Please see Appendix B

As a result, the sum-MSE of the DFT-based LS will be bounded by

\[
\frac{2\sigma_f^2}{P_S + P_D} \sum_{i=N-L+1}^{N} \lambda_i(A) \leq \text{SumMSE}_{DFT} \leq \frac{2\sigma_f^2}{P_S + P_D} \sum_{i=1}^{L} \lambda_i(A).
\]

In a practical wireless communication system, the correlation factor of these interference and noise can be estimated. We will discuss how the different matrix \( A \) affects the MSE performance gains achieved by the DFT-based LS channel estimator in two extreme scenarios:

**Scenario 1:** when \( A = I_N \), that is, \( A_{ii} = 1 \) and \( A_{ij} = 0, \forall i \neq j \), we have

\[
\text{tr} \{ AB \} = \text{tr} \{ B \}
\]

\[
= \text{tr} \left\{ \begin{pmatrix} I_{L \times L} & 0_{L \times (N-L)} \\ 0_{(N-L) \times L} & 0_{(N-L) \times (N-L)} \end{pmatrix} F_{N \times N}^H F_{N \times N} \right\}
\]

\[
= \text{tr} \left\{ \begin{pmatrix} I_{L \times L} & 0_{L \times (N-L)} \\ 0_{L \times (N-L)} & 0_{(N-L) \times (N-L)} \end{pmatrix} \right\} = L,
\]

then

\[
\text{SumMSE}_{DFT} = \frac{2L\sigma_f^2}{P_S + P_D}.
\]
By utilizing the definition of (58), we have
\[ \gamma = \frac{N}{L}, \]
which means the sum-MSE of DFT-based LS channel estimator will be reduced to \( L/N \) of that of the FD-LS one when the interference-plus-noise vector is independent identically distributed (i.i.d).

**Scenario 2:** Considering \( A \) is a matrix of all-ones
\[ A = 1_N 1_N^H, \]
where \( 1_N \) is an \( N \times 1 \) column vector of all-ones. Such type of colored interference and noise can be expressed as
\[ w = g 1_N \]
where \( g \) is any random variable obeying some typical random distribution. Substituting matrix in (66) in the trace \( \text{tr} \{ A B \} \), we have
\[ \text{tr} \{ A B \} = \text{tr} \{ 11^H F_{N \times L} F_{N \times L}^H \} = \text{tr} \{ t t^H \} \]
where \( t = 1^H F_{N \times L} \) is given by
\[ t_l = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} W^{(l-1)(n-1)} = \begin{cases} \sqrt{N}, & l = 1; \\ 0, & 2 \leq l \leq L; \end{cases} \]
Substituting the above equation into (68) yields
\[ \text{tr} \{ A B \} = N, \]
then
\[ \text{SumMSE}_{DFT} = \frac{2N \sigma_n^2}{P_s + P_d}. \]
Plugging the above expression and (45) into (58) gives
\[ \gamma = 1, \]
which implies there is no sum-MSE performance gain achievable by the DFT-based LS channel estimator. In other words, the DFT-based LS channel estimator has the same sum-MSE performance as the FD-LS one. From the above two special scenarios, we conclude that the sum-MSE performance gains achieved by the DFT-based LS channel estimator are \( 10 \log_{10} \gamma \) dB, and 0 dB in the independent and full-correlated cases, respectively. The correlation degree of covariance matrix of the colored interference and noise vector will impose a significant influence on the sum-MSE performance gain achieved by the DFT-based LS channel estimator. Obviously, the DFT-based LS channel estimator may harvest a larger sum-MSE performance gain over the FD-LS one by increasing the value of \( N/L \) in the case of i.i.d interference and noise.

**V. SIMULATIONS AND DISCUSSIONS**

In this section, we provide numerical results and analysis to evaluate the exact sum-MSE performance gain, its upper bound and its lower bound by changing the values of correlation factor \( \rho \) and ratio \( N/L \).

For simplicity, we choose an exponential correlation model to describe the frequency-domain covariance matrix \( A \) of interference-plus-noise as
\[ A = \begin{pmatrix} 1 & \rho & \cdots & \rho^{N-1} \\ \rho & 1 & \cdots & \rho^{N-2} \\ \vdots & \vdots & \ddots & \vdots \\ \rho^{N-1} & \rho^{N-2} & \cdots & 1 \end{pmatrix} \]
where \( \rho \in [0, 1] \) denotes the frequency-domain correlation factor of colored interference-plus-noise vector. The correlation factor corresponding to two distinct subcarriers is defined as
\[ \rho^k = r_w(\Delta k) \]
where \( \rho = 0 \) means that each element of the interference-plus-noise vector is independent identically distributed, and \( \rho = 1 \) means the interference-plus-noise vector is full correlated. In other words, all elements of this vector obey the same random distribution as shown in (67).

![Fig. 2. Curves of MSE ratio and its bounds versus \( \rho \) with fixed \( L = 16 \).](image1)

![Fig. 3. Curves of MSE ratio and its bounds versus \( \rho \) with fixed \( L = 32 \).](image2)
Fig. 2 demonstrates the curves of $\gamma^{-1}$ and its bounds, including upper and lower bounds, versus $\rho$ for different ratios $N/L$ with fixed $L = 16$. Observing this figure, we obtain the following results: given a fixed $L$, as $N$ increases, the upper bound converges to the exact value $\gamma^{-1}$. When both $L$ and $N$ are fixed, the lower bound is far away from the exact value $\gamma^{-1}$ with increase in the value of $\rho$. Consequently, we can make a conclusion that the upper bound is tighter compared to the lower bound.

Now, let us consider two extreme situations. At $\rho = 1$, the upper bound and the exact value $\gamma^{-1}$ are equal to one. This means that there is no performance gain in the full-correlated-interference-plus-noise scenario. Conversely, at $\rho = 0$, i.e., the case of i.i.d interference and noise vector, the MSE gain $\gamma$ equals $N/L$. This is also the achievable maximum performance gain by the DFT-based LS channel estimator. In particular, from Fig. 2, we also find that decreasing the value of $\rho$ will make an enhancement in the performance gain. Additionally, at two extreme-value points $(0, L/N)$ and $(1, 1)$, the derived upper bound is in agreement with the exact sum-MSE value for all three subfigures of Fig. 2.

Fig. 3 illustrates the curves of $\gamma^{-1}$ and its bounds versus $\rho$ for different ratios $N/L$ with fixed $L = 32$. It is evident that Fig. 3 shows the same performance as Fig. 2.

Fig. 4 plots curves of $\gamma^{-1}$ and its bounds versus different ratios $\log_2(N/L)$ for different $\rho$ and fixed $L = 16$. It intuitively follows from this figure that given $L$ and $\rho$, as $N$ increases, $\gamma^{-1}$ will get closer to its upper bound and even begins to overlap for a sufficiently large $N/L$. Specifically, for a smaller $\rho$, the curves of $\gamma^{-1}$ and its upper bound overlap with each other starting from the a relatively smaller $N$. For example, we can find that the curves of $\gamma^{-1}$ and its upper bound begin to overlap at the value of $N/L$ being 8, 16 and 64 for $\rho$ increases from 0.2, 0.5 to 0.8, respectively. Consequently, we may claim that the upper bound shows a better approximation to the exact value of $\gamma^{-1}$ for almost all situations compared with lower bound.

VI. Conclusions

In this paper, we investigate and analyze the sum-MSE performance gain of DFT-based LS channel estimator over FD-LS one in full-duplex OFDM system with colored interference and noise. The exact value, upper bound, and lower bound of the sum-MSE performance gain are derived, discussed, and verified. From numerical simulations and analysis, it follows that the upper bound is closer to the exact sum-MSE performance gain compared to the lower bound. In two extreme scenarios: full-correlated and independent interference plus noise vectors, the sum-MSE performance gain is shown to be 1 and $N/L$, respectively. The correlation factor $\rho$ of interference plus noise vector has a great impact on the sum-MSE performance gain. Roughly speaking, a small correlation factor $\rho$ will result in a large sum-MSE performance gain. Conversely, a large correlation factor $\rho$ will produce a small sum-MSE performance gain. The above results can be applied to provide a guidance for the design of channel estimation in future full-duplex wireless networks such as mobile communications, satellite communications, cooperative communications, V2V, unmanned-aerial-vehicles networks, and internet of things (IoT), etc.
APPENDIX A
Proof of Derivative of $\text{tr}(X^{-1})$

Using the complex differential property of trace operator \[\text{(25)},\] we have
\[
\frac{d\text{tr}(X^{-1})}{dX} = \text{tr}(dX^{-1}).
\] (75)

Applying the differential operator to both sides of the identity \[\text{X}^{-1}\text{X} = \text{I}\] (76)
yields
\[
(dX^{-1})\text{X} + X^{-1}(dX) = 0.
\] (77)

Removing the second term of the left-hand side of the above equation to the right-hand side and rearranging forms
\[
dX^{-1} = -X^{-1}(dX)X^{-1}.
\] (78)

Substituting the above equation into \[\text{(75)}\] gives
\[
\frac{d\text{tr}(X^{-1})}{dX} = \text{tr}(-X^{-1}(dX)X^{-1}) = -\text{tr}(X^{-2}(dX)) = -\sum_i \sum_j (X^{-2})_{ij} dX_{ij}.
\] (79)

The derivative of $\text{tr}(X^{-1})$ with respect to element $X_{ij}$ is
\[
\frac{\partial \text{tr}(X^{-1})}{\partial X_{ij}} = \frac{d\text{tr}(X^{-1})}{dX_{ij}} = -(X^{-2})_{ji}.
\] (80)

Therefore, the partial derivative of $\text{tr}(X^{-1})$ with respect to $X$ can be expressed as
\[
\frac{\partial \text{tr}(X^{-1})}{\partial X} = -(X^{-2})^T.
\] (81)

APPENDIX B
Proof of Theorem 1

Substituting \[\text{(60)}\] in $\text{tr}(AB)$ yields
\[
\text{tr}(AB) = \text{tr}\left(U_B^H A U_B \Lambda_B\right)
\] (82)

where \[\Lambda_B = \begin{pmatrix} I_{L \times L} & 0_{L \times (N-L)} \\ 0_{(N-L) \times L} & 0_{(N-L) \times (N-L)} \end{pmatrix}.
\] (83)

Let us define
\[\tilde{A} = U_B^H A U_B,
\] (84)

where $\tilde{A}$ has the same set of eigen-values as $A$ due to the property of unitary transformation. Furthermore,
\[
\text{tr}(A) = \text{tr}(\tilde{A})
\] (85)

The identity \[\text{(82)}\] is rewritten as
\[
\text{tr}(AB) = \text{tr}(\tilde{A} \Lambda_B)
\] (86)

Similar to \[\text{(83)},\] $\tilde{A}$ is represented in the block matrix
\[\tilde{A} = \begin{pmatrix} \tilde{A}_{11} & \tilde{A}_{21} \\ \tilde{A}_{12} & \tilde{A}_{22} \end{pmatrix},
\] (87)

Using the above expression,
\[
\text{tr}(AB) = \text{tr}(\tilde{A}_{11})
\] (88)

Making use of Theorem 4.3.28 in \[\text{(26)}\], we have
\[
\begin{align*}
\lambda_{N-L+1}(\tilde{A}) & \leq \lambda_1(\tilde{A}_{11}) \leq \lambda_1(\tilde{A}) \\
\lambda_{N-L+2}(\tilde{A}) & \leq \lambda_2(\tilde{A}_{11}) \leq \lambda_2(\tilde{A}) \\
& \vdots \\
\lambda_N(\tilde{A}) & \leq \lambda_L(\tilde{A}_{11}) \leq \lambda_L(\tilde{A})
\end{align*}
\] (89)

Adding all the above $L$ inequalities results in the fact that the trace in \[\text{(86)}\] may be bounded by
\[
\sum_{i=N-L+1}^{N} \lambda_i(\tilde{A}) \leq \sum_{i=1}^{L} \lambda_i(\tilde{A}_{11}) = \text{tr}(\tilde{A}_{11}) \leq \sum_{i=1}^{L} \lambda_i(\tilde{A}).
\] (90)

\[\blacksquare\]

References

[1] Z. Zhang, X. Chai, K. Long, and A. V. Vasilakos, “Full duplex techniques for 5G networks: self-interference cancellation, protocol design, and relay selection,” IEEE Commun. Mag., vol. 53, no. 3, pp. 128–137, May 2015.

[2] T. Riihonen, S. Werner, and R. Wichman, “Optimized gain control for single-frequency relaying with loop interference.” IEEE Trans. Wireless Commun., vol. 8, no. 6, pp. 2801–2806, Jun. 2009.

[3] X. Xie and X. Zhang, “Does full-duplex double the capacity of wireless networks?” in IEEE Conference on Computer Communications (2014), Apr. 2014, pp. 253–261.

[4] X. Sun, K. Xu, W. Ma, and Y. Xu, “Multi-pair two-way massive MIMO AF full-duplex relaying with imperfect CSI over Ricean fading channels.” IEEE Access, vol. 4, pp. 4933–4945, Jul. 2016.

[5] T. M. Kim, H. J. Yang, and A. J. Paulraj, “Distributed sum-rate optimization for full-duplex MIMO system under limited dynamic range.” IEEE Commun. Lett., vol. 20, no. 6, pp. 555–558, Jun. 2013.

[6] T. Riihonen, S. Werner, and R. Wichman, “Hybrid full-duplex/half-duplex relaying with transmit power adaptation.” IEEE Trans. Wireless Commun., vol. 10, no. 9, pp. 3074–3085, Sep. 2011.

[7] H. Ju, E. Oh, and D. Hong, “Catching resource-devouring worms in next generation wireless relay systems: Two-way relay and full duplex relay.” IEEE Commun. Mag., vol. 47, no. 9, pp. 58–65, Sep. 2009.

[8] A. Sabharwal, P. Schniter, D. Guo, and D. W. Bliss, “In-band full-duplex wireless: Challenges and opportunities.” IEEE J. Sel. Areas. Commun., vol. 32, no. 9, pp. 1637–1652, Sept. 2014.

[9] D. Kim, H. Ju, S. Park, and D. Hong, “Effects of channel estimation error on full-duplex two-way networks.” IEEE Trans. Veh. Technol., vol. 62, no. 9, pp. 4666–4672, Nov. 2013.

[10] R. Hu, M. Peng, Z. Zhao, and X. Xie, “Investigation of full-duplex relay networks with imperfect channel estimation;” in IEEE/CIC International Conference on Communications in China (ICCC), Oct. 2014, pp. 576–580.

[11] B. P. Day, A. R. Margetts, D. W. Bliss, and P. Schniter, “Full-duplex bidirectional MIMO: Achievable rates under limited dynamic range.” IEEE Trans. Signal Process., vol. 60, no. 7, pp. 3702–3713, Jul. 2012.

[12] O. Edfors, M. Sandell, J. J. van de Beek, S. K. Wilson, and P. O. Borjesson, “OFDM channel estimation by singular value decomposition.” IEEE Trans. Commun., vol. 46, no. 7, pp. 931–939, Jul. 1998.

[13] ——, “Analysis of DFT-based channel estimators for OFDM.” Wireless Pers. Commun., vol. 12, no. 1, pp. 55–70, Jan. 2000.

[14] S. Coleri, M. Ergen, A. Puri, and A. Bahai, “Channel estimation techniques based on pilot arrangement in OFDM systems.” IEEE Trans. Broadcast., vol. 48, no. 3, pp. 223–229, Sep. 2002.

[15] F. Sha, J. Lee, L. N. Wu, and G. L. Zhao, “Time-frequency channel estimation for digital amplitude modulation broadcasting systems based on OFDM.” IEEE Proceedings-Communications, vol. 150, no. 4, pp. 259–264, Aug. 2003.
[16] Y. Kang, K. Kim, and H. Park, “Efficient DFT-based channel estimation for OFDM systems on multipath channels,” IET Commun., vol. 1, no. 2, pp. 197–202, Apr. 2007.

[17] Y. Liu, X. Quan, W. Pan, and Y. Tang, “Digitally assisted analog interference cancellation for in-band full-duplex radios,” IEEE Commun. Lett., vol. PP, no. 99, pp. 1–1, 2017.

[18] A. Koohian, H. Mehrpouyan, A. A. Nasir, S. Durrani, M. Azarbad, and S. D. Blostein, “Blind channel estimation in full duplex systems: Identifiability analysis, bounds, and estimators,” Journal of Experimental Child Psychology, vol. 47, no. 3, pp. 398–412, Nov. 2015.

[19] A. Masmoudi and T. Le-Ngoc, “A maximum-likelihood channel estimator in MIMO full-duplex systems.” in IEEE 80th Vehicular Technology Conference (VTC Fall), Sept. 2014, pp. 1–5.

[20] ——, “A maximum-likelihood channel estimator for self-interference cancellation in full-duplex systems,” IEEE Trans. Veh. Technol., vol. PP, no. 99, p. 1, Jul. 2015.

[21] H. Yu, F. Shu, Y. You, J. Wang, L. T, and et al, “Compressed sensing-based time-domain channel estimator for full-duplex OFDM systems with IQ-imbalances.” Sci. China Inform. Sci., vol. 60, no. 8, p. 082303, Aug. 2017.

[22] F. Shu, J. Wang, J. Li, R. Chen, and W. Chen, “Pilot optimization, channel estimation and optimal detection for full-duplex ofdm systems with iq-imbalances.” IEEE Trans. Veh. Technol., vol. PP, no. 99, pp. 1–1, 2017.

[23] F. Shu, J. Zhao, X. You, M. Wang, Q. Chen, and B. Stevan, “An efficient sparse channel estimator combining time-domain LS and iterative shrinkage for OFDM systems with IQ-imbalances,” Sci. China Inform. Sci., vol. 53, no. 11, pp. 2604–2610, Nov. 2012.

[24] H. B. Mishra and K. Vasudevan, “Design of superimposed training sequence for spatially correlated multiple-inputmultiple-output channels under interference-limited environments.” IET Commun., vol. 9, no. 10, pp. 1259–1268, Jun. 2015.

[25] T. K. Moon and W. C. Stirling, Mathematical methods and algorithms for signal processing. Prentice Hall, 2000.

[26] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge University Press, 2013.