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Abstract

In this topical review, we report on recent advances on the coupling of single semiconductor quantum emitters, quantum dots, to the dynamic strain and electric fields of surface acoustic waves. Quantum dots are atom-like optically addressable two-level systems embedded in semiconductor matrices. On the one hand, the occupancy states of these ‘artificial atoms’ can be programmed by spatio-temporal carrier dynamics driven by sound waves. On the other hand, the quantized energy levels of electrons and holes couple strongly to the mechanical strain of these waves. We present an overview of the fundamental coupling mechanisms, experimental techniques to probe these systems in the time domain, and recent hallmark experiments. We discuss emerging research themes including hybrid architectures comprising advanced LiNbO$_3$ SAW devices and single quantum dot devices of nanowire-based quantum emitters, and sound-driven control of light–matter interaction between single photons in nanophotonic resonators and two-level quantum dot systems.
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1. Introduction

Today, physicists control a broad variety of quantum states with unprecedented precision [1–5]. However, no individual, isolated approach on its own meets all the stringent criteria for application in future quantum technologies. Hybrid quantum systems aim to combine the complementary strengths of diverse systems, while at the same time avoiding their individual shortcomings [6]. For the realization of hybrid quantum architectures, dynamic mechanical excitations exhibit two unique advantages: (i) they interact strongly with literally any other quantum system [7–10] and most excitingly, (ii) they can be routed in the form of a surface acoustic wave (SAW) over millimeter distances with extremely low dissipation. These surface confined acoustic modes are of the highest technological importance and the major phononic technology of industrial relevance. Engineers have perfected SAW devices over recent decades [11–13], and microacoustic devices constitute an integral part of the backbone of wireless communication at radio frequencies. Such a mature technological platform is also highly desirable for fundamental research, because it provides highly optimized and advanced devices ready for hybridization with exploratory classical or quantum mechanical systems.
2. Optically active quantum dots

Semi-conductor QDs are the semiconductor realization of a particle in a box. In these nanostructures, the motion of carriers is confined in all three spatial directions. This gives rise to a discrete energy spectrum and thus density of electronic states. Moreover, electrons and holes are confined to the small volume of the dot; their mutual few-particle interactions strongly depend on the number of confided electrons and holes. Consequently, each occupancy state exhibits a well-defined and distinct energy. These properties are fully analogous to the energy level scheme of atoms, and QDs are therefore often referred to as ‘artificial atoms’. This analogy is most striking for optically active QDs: here, few-particle interactions of excitons lead to discrete, narrow linewidth optical transitions [25]. For a comprehensive introduction to the fundamentals of optically active QDs, the reader is referred to [26].

2.1. Properties of optically active quantum dots

To date, QDs have been realized via a broad variety of approaches using semiconductor heteroepitaxy. The most widely studied highly optically active QD system comprises self-assembled QDs grown in the so-called Stranski-Krastanov growth mode of semiconductor epitaxy in the In(Ga)As material system [27]. These QDs realize nearly ideal optically active two-level systems in a solid. Figure 1(a) shows the photoluminescence (PL) emission spectrum of a single In(Ga)As QD embedded in a GaAs matrix. The spectrum consists of discrete emission lines which can be attributed to distinct occupancy states. The dominant emission line stems from the recombination of the neutral single exciton InX0 formed by one electron and one hole confined in the QD. In this convention, MXk, M denotes the number of electron–hole pairs and k the excess charge. Just adding a single electron to the QD shifts the optical transition and the emission of the negatively charged trion (InX−1) consisting of two electrons and one hole, is detected to be shifted approximately 5 meV to lower energies. This shift corresponds to approximately 1000 times the linewidth of these transitions, emphasizing the highly nonlinear optical properties of the system. Because each excitonic occupancy state exhibits a well-defined and distinct energy, the recombination process reflects this discrete nature and light is emitted as single photons. This quantum light emission can be verified experimentally by measuring the second order correlation function g(2) of a single periodically pumped QD. Clearly, g(2)(0) ≈ 0, proving a close to ideal single photon emission [29, 30]. In recent experiments, the single photon emission of single QDs has been dramatically improved using optical microcavities and resonant optical excitation. High-purity emission of single and indistinguishable photons has been reported [31–34] using devices which can outperform alternative sources.

Since each occupancy state of the QD can be optically addressed via its discrete and unique transition energy, resonant spectroscopy can be performed. One example of an optically addressable two-level system is shown as an inset in figure 1(c). It is formed by the crystal ground state of the QD (cgs) and the neutral exciton 1X0. This two-level system is the fundamental excitation of the QD. As indicated in the schematic, it undergoes Rabi oscillations when excited...
by a resonant laser. These Rabi oscillations have first been observed under pulsed excitation [35, 36] as Rabi flops, and excitonic two-level systems have been controlled fully coherently in subsequent experiments by sequences of laser pulses [37–40]. Later, employing resonant excitation by continuous wave (cw) lasers, optically dressed states have been detected in absorption via the Butler–Townes splitting [41, 42] or in resonant fluorescence as the Mollow triplet [43–46]. The latter is shown in figure 1(c): the emission spectra of a single QD exciton transition filtered by a tunable etalon are plotted against resonant optical excitation power increasing from bottom to top spectra. The frequency of the detected photons is given relative to that of the resonant laser. As the optical pump power increases, the emission splits into the three characteristic lines of the Mollow triplet, which are separated by the Rabi frequency, \( \Omega_R \).

Epitaxial QDs exhibit numerous beneficial properties. Since these QDs are grown using semiconductor epitaxy, their integration in advanced devices is very feasible. First of all, QDs can be embedded in electrically active diode or field effect devices. This enables a large number of applications, such as the control of the dot’s occupancy state via Coulomb blockade [47, 48] or excitonic transitions via the quantum confined Stark effect (QCSE) [49]. From the doped contacts, carriers can be injected for the read out of spins [50] or to electrically generate single [51] or entangled pairs of photons [52, 53]. These devices can be also operated as photodetectors, which in turn enables photocurrent spectroscopy of excitons [36, 54, 55] or spins [56, 57]. Furthermore, the strain-driven nature of the Stranski–Krastanov growth modes allows the creation of vertically aligned pairs of QDs [58] forming an ‘artificial molecule’ [59]. These QD-molecules can again be controlled by static electric fields to control their exciton and spin states [60–65]. In parallel, laterally ordered structures have been realized to deterministically control the nucleation site of the QDs [66–68] or to couple adjacent QDs [69–71].

Finally, QDs can be embedded in tailored photonic environments. The engineered photonic density of states allows enhancement or suppression of the radiative recombination via the Purcell effect [72, 73], and single photon operations, even in the strong coupling regime of quantum electrodynamics, have been reported [74–77].

2.2. Quantum dot-phonon coupling

The investigation of the coupling of single QDs to phonons has a long-standing tradition. Probably the most prominent example is the so-called phonon bottleneck, which was predicted before the first experiments on optically active QDs were conducted [78, 79]. The discrete energy levels of a QD were expected to lead to a low relaxation rate of carriers into the electronic groundstate, thus significantly limiting the performance of QD-optoelectronic devices—in particular, lasers [80]. Experiments, however, showed that the phonon bottleneck is typically lifted [81–84] due to a finite yet sufficient coupling to acoustic phonons or alternative relaxation pathways and clear evidence of a phonon bottleneck was obtained under selected conditions [85–89].

In the solid state, phonons are also known as an important source of decoherence. In QDs, dephasing of excitons due to phonons has been widely studied [90–92] and strategies have been implemented to employ phonons in advanced coherent operations [93–95], even replacing microwave photons in the emerging fields of quantum acoustodynamics and quantum acoustics [96–99]. Phonons additionally couple to the spin degree of freedom, also inducing relaxation and dephasing [50, 100–102]. In picosecond acoustics, broadband pulses of gigahertz–terahertz phonons can control solid-state materials and nanosystems [103–107], including the modulation of QD lasers [108, 109].

2.3. SAW interacting with semiconductor QDs

Elastic waves propagating on the surface of a solid were first investigated by Lord Rayleigh [110] in his seminal work on seismics waves. The SAWs in focus here are one particular surface confined elastic mode, referred to as the Rayleigh wave. Typical phase velocities of Rayleigh SAWs are approximately \( c_{\text{SAW}} \approx 2000–5000 \text{ m s}^{-1} \). This speed of propagation, five orders of magnitude slower than that of electromagnetic radiation (light), enables the integration of radio frequency devices on a chip. This property is precisely employed in a myriad of SAW and microacoustic devices.

In figure 2, the results of finite element modelling (FEM) of the main characteristics of a Rayleigh-type SAW propagating along the [110] crystal direction (x) of a (001)-oriented GaAs surface (z) are presented. We evaluate the main mechanical (left panel) and electrical (right panel) characteristics of the SAW as a function of position, given in units of the SAW wavelength (\( \lambda_{\text{SAW}} \)). All mechanical and electrical characteristics scale linearly with the amplitude of the SAW. Therefore, all extracted quantities are normalized to a fixed SAW amplitude (or maximum vertical displacement at the surface) of \( A_z = u_{z,\text{max}}|_{x=0} = 1 \text{ nm} \). \( A_z \) can be determined, for instance, by means of optical interferometry [111], and the measured absolute value can be used to quantify the SAW’s characteristics.

The color code of the mechanical wave displacement profile \( u_z \) and \( u_x \) (left main panel) is the local hydrostatic pressure given by

\[
p(x, z) = -E_Y \left( \frac{\partial u_x}{\partial x} + \frac{\partial u_z}{\partial z} \right).
\]

Since the hydrostatic pressure is connected to the strain, i.e. the derivative of the displacement, it additionally scales linearly with the frequency of the SAW. Thus, the extracted values of \( p(x, z) \) are normalized to a frequency of \( f_{\text{SAW}} = 1 \text{ GHz} \).

In the lower panel, the normalized longitudinal (\( u_z \), black line) and transverse (\( u_x \), red line) displacements and the resulting hydrostatic pressure (blue line) are evaluated along the propagation direction. The characteristic elliptical (‘rolling’) motion of the Rayleigh wave is reflected in the \( \pi/2 \)-phase shift between the two displacements and their different amplitudes. Since Rayleigh waves are surface confined phonon
modes, they exhibit a characteristic depth dependence. The results of analogous analyses of the maximum of $u_z$, $u_x$, and $p$ are presented in the left panel. All three quantities rapidly decay into the substrate over a length scale of approximately $0.8 \cdot \lambda_{\text{SAW}}$.

GaAs is a piezoelectric, and the considered here [1 1 0]-propagating SAW on a (0 0 1) surface is accompanied by the mechanically induced piezoelectric potential ($\phi$). The color code overlaid on the displacement field on the right side of figure 2 is the calculated profile of $\phi$. Since this potential is not constant in space and time, a gyrating electric field is induced, which is indicated by arrows in the wave profile. The electric potential (blue line) and transverse ($E_z$, red line) and longitudinal ($E_x$, black line) components of the electric field are shown in the right lower panel along the SAW propagation direction. All quantities are again in reference to $A_z = 1 \text{ nm}$ and the electric field component in addition to $f_{\text{SAW}} = 1 \text{ GHz}$. The gyrating electric field vector is again nicely reflected in the $\pi/2$-phase shift between the longitudinal and transverse components. The decay of the maximum of these electrical characteristics is shown in the right panel, further confirming the tight surface confinement.

The piezoelectric coupling can be employed to elegantly generate SAWs using so-called interdigital transducers (IDTs). A schematic of a typical sample is shown in figure 3(a). As a radio frequency voltage is applied to the interdigitating comb of electrodes, the material is periodically deformed underneath the fingers. The SAW wavelength, $\lambda_{\text{SAW}}$, is determined by the periodicity of the IDT as illustrated in the inset. It can be generated simply by applying the correct radio frequency matching the Rayleigh wave dispersion relation $f_{\text{SAW}} = c_{\text{SAW}} / \lambda_{\text{SAW}}$. Since IDTs are patterned by lithographic techniques, typical $\lambda_{\text{SAW}}$ ranges between 100s of nanometers up to several tens of microns. Thus, radio frequencies spanning from 10s of megahertz up to the low gigahertz domain can be achieved.

When interfacing single QDs with these coherent elastic waves, the relative sizes have to be compared. This is illustrated in figure 3(b). Typical QD size is on the order of 10s of nanometers and thus more than a factor of 10 smaller than typical SAW wavelengths. Therefore, QDs can be considered as point-like objects, and the key characteristics of the SAW coupling to the QD—strain and electric fields—can be assumed to be constant across the volume of the dot.

For a full, comprehensive overview of the elastic and piezoelectric properties of SAWs and electromechanical phenomena, we refer the reader to [107, 112, 113].

### 3. Methodologies

When probing the coupling of a SAW to QDs (or other types of optically active nanosystems), the optical response can be detected simply with long integration times, averaging over many acoustic cycles. Thus, in such experiments, no temporal information about the SAW-driven processes can be directly deduced. For the direct observation of any SAW-driven process in the time domain, advanced spectroscopic techniques are a key requirement.

Figure 4 illustrates two key techniques employed in experiments presented in the following parts of this Topical Review. For stroboscopy shown in figure 4(a), a pulsed laser source is employed and a stable phase relation between the laser pulse (red) and the oscillating SAW field (blue) is established. Under these conditions, the SAW frequency is an integer multiple of the laser repetition rate: $f_{\text{SAW}} = n \cdot f_{\text{laser}}$. This phase lock ensures that the laser pulses excite the system at a precisely defined and tunable time during the acoustic cycle. The signal from the sample is detected and time-integrated as a function of excitation time during the acoustic cycle (i.e. the relative phase between the laser pulse and the electrical signal exciting the SAW). For processes completed after $\leq T_{\text{SAW}}/4$,
stroboscopic spectroscopy faithfully detects the SAW-driven dynamics. This is particularly the case for fast decaying optical signals, for example short decay time emitters. For experiments on low-dimensional semiconductor systems—often pulsed—externally triggered diode lasers, emitting pulses with durations ranging from \( \approx 50–100 \) ps can be employed. The electrical pulses triggering the emission of the laser can be elegantly locked to the electrical rf signal generating the SAW [114, 115]. The time during the acoustic cycle can be easily scanned by tuning the relative phase between the two electrical signals. For mode-locked lasers, the fixed repetition rate requires a more elaborate scheme [116–118]. First, precisely designed IDTs are required, which ensure that \( f_{\text{SAW}} = n \cdot f_{\text{laser}} \) can be established. Second, the relative phase between the SAW and the laser pulses has to be tuned by electrical or optical delays. We note that stroboscopic techniques to probe e.g. semiconductors are not limited to laser sources at optical or near-IR wavelengths. These techniques have also been employed for x-ray scattering e.g. using pulsed synchrotron sources to monitor the structural dynamics of crystals and biological membranes induced by SAWs [119–122]. A further recent experiment reported stroboscopic x-ray and photoemission electron microscopy of magnetic nanosystems [123].

For dynamics occurring on timescales comparable to or longer than \( \gtrsim T_{\text{SAW}}/4 \), time-domain detection schemes are imperative. As depicted in figure 4(b), this type of scheme...
holes are predominantly present at the position of the QD/QP. The situation is reversed modulation leads to a spatial separation of electrons and holes by thin matrix-QW respectively. Schematics of both types of quantum emitters are shown in the lower part. The resulting type-II band edge modulation leads to a spatial separation of electrons and holes by $\lambda_{\text{SAW}}/2$. As shown in the schematic, at one time during the SAW cycle, holes are predominantly present at the position of the QD/QP. The situation is reversed $T_{\text{SAW}}/2$, later, after the SAW has propagated by $\lambda_{\text{SAW}}/2$. (b), (c) Emission spectra of a single QP and its matrix-QW (b) and a single QD and its wetting layer (c), with (red) and without (black) a SAW applied. Reprinted with permission from [143]. Copyright 2010 American Chemical Society.

Figure 5. Switching the charge state of a single QD or QP by SAW. (a) The piezoelectric potential of the SAW is superimposed onto the semiconductor’s band structure. Self-assembled QDs or columnar QPs are coupled to SAW-modulated 2D systems: a thin wetting layer or semiconductor (black) a SAW applied. Reprinted with permission from [143]. Copyright 2010 American Chemical Society.

again requires a stable phase-locked excitation. The optical signal is then analyzed in the time domain, for instance by time-correlated single photon counting (TCSPC) using fast photodetectors (e.g. single photon counting modules). Time-transients can be acquired as a function of photon energy to monitor the full time and spectral evolutions of the signal [124] as shown for the example of a square wave spectral modulation. Moreover, this scheme can be readily extended to record photon correlations to resolve SAW-modulated modifications of photon statistics [125, 126]. Alternatively, multi-channel detection can be performed using a synchronized streak camera [116, 127]. For processes which are nearly independent of the time of photoexcitation during the acoustic cycles, excitation by cw laser simplifies this scheme and has been performed in several recent works [128–132].

4. Acoustically regulated carrier injection

The impact of a SAW’s gyrating piezoelectric fields on carrier dynamics in semiconductors has been studied for several decades: as early as 1996, the acoustoelectric effect was observed in the limit of a single electron in a quantum point contact [133, 134]. This first type of interaction is also the dominant contribution for the control of QDs coupled to a continuum of states in the case of non-resonant generation of charge carriers. In the field of low-dimensional quantum confined semiconductor heterostructures, Rocke et al showed in their groundbreaking experiments [135, 136] that photogenerated excitons can be ionized, the electrons and holes thus dissociated being transported by the SAW along its propagation direction in the plane of a quantum well (QW) over distances limited only by the size of the sample. The underlying mechanisms have been the focus of extensive research by Santos et al shedding light on the dynamic spatio-temporal charge carrier dynamics induced by the SAW [127, 137–140]. The long-range ambipolar charge carrier transport was recognized by Wiele et al in their concept of a precise, acoustically triggered QD-based single photon source [141]—put forward even before single photon emission of single QDs was demonstrated experimentally [28, 142].

4.1. Time integrated and phase-averaged spectroscopy

As shown in figure 5(a), the SAW’s piezoelectric potential is superimposed onto the initially flat band structure of the semiconductor. The resulting type-II band edge modulation generates stable points for electrons and holes in the conduction (CB) and valence (VB) bands, respectively. These stability points are spatially separated by approximately $\lambda_{\text{SAW}}/2$, which is typically in the range of a few microns. This spatial separation not only leads to the suppression of the optical emission of a QW and long-range ambipolar charge transport as observed by Rocke et al [135]. It also dynamically regulates the carrier injection into a QD, which acts as a local deep trap for electrons and holes. Figure 5(a) shows the resulting sequential modulation of the carrier species, which leads to a $T_{\text{SAW}}/2$-periodic switching between electrons and holes at the position of the QD. In the lower panel, two types of self-assembled QD systems are introduced: self-assembled QDs, grown in Stranski–Krastanov growth mode [27, 144] and columnar quantum posts (QPs) [145, 146]. Both types of nanostructure can be fabricated in the In(Ga)As material system, and are both established high quality semiconductor single photon emitters [28, 30, 147, 148]. In addition to these self-assembled systems, interface fluctuation, ‘natural’ QDs on unpatterned [149, 150] or patterned [151] growth substrates, and strain induced QDs [152] have been studied by using SAWs [125, 153]. All four QD systems have in common that they are coupled to a continuous 2D system at higher energies, which acts as the transport channel.
in which the SAW induces spatio-temporal carrier dynamics (STCDs). Because these STCDs are largely dependent on the transport mobility of electrons and holes [139, 154], disorder—particularly thickness fluctuations—in the QW is of pivotal importance. In the case of self-assembled QDs and QPs, these 2D systems differ significantly. The wetting layer on which self-assembled QDs nucleate is a few-monolayer thin, disordered QW highly susceptible to interface fluctuations [155, 156], while the wide matrix QW in which QPs are embedded is only weakly affected by disorder. These largely dissimilar transport properties have a pronounced impact on SAW-regulated carrier injection. Figures 5(b) and (c) compare the emission of a single QP (nominal height $h_{QP} = 23$ nm) and its $h_{QP}$-wide matrix QW (b) without (black) and with (red) a SAW applied to the emission of a single self-assembled QD and its wetting layer (c) [143]. In both experiments, electrons and holes were photogenerated above the GaAs bandgap, directly at the position of the quantum emitter. Both the matrix QW and the wetting layer exhibit the established quenching behavior [135] as the SAW is switched on and STCDs set in. In strong contrast, QPs and QDs show a largely dissimilar response of their occupancy state to electrons ($e$) and holes ($h$). QPs (see figure 5(b)) shows a clean switching from negatively charged excitons $1X^− = 2e + h$ to neutral species, exciton $1X^0 = e + 1h$ and biexciton $2X^0 = 2e + 2h$. This observation is remarkable, since for random quasi-simultaneous capture of $e$ and $h$ carriers, the QP tends to be occupied by more $e$ than $h$. Changing the nature of the carrier capture by driving efficient STCDs in the wide QW, charge neutral occupancy states are almost exclusively generated. This means that a QP occupied by $n h$ is more likely to capture $n e$ (and vice versa) only if the SAW provides both carrier species in a highly regulated, periodic manner. Moreover, the formation of a small fraction of biexcitons points to an overall yet moderate increase of the capture efficiency under SAW perturbation.

In contrast, for a self-assembled QD (see figure 5(c)), the neutral exciton $1X^0$ is detected with and without a SAW applied. Strikingly, not only are additional neutral and charged excitons species, $2X^0$ and $1X^+$, observed as a SAW is applied, the overall emission intensity is also greatly increased. This points towards a dramatic enhancement of the overall carrier capture efficiency of a QD when perturbed by a SAW. These observations can be attributed to the abovementioned different carrier transport properties in the 2D systems (matrix QW and wetting layer) in which STCDs are driven by the SAW. While the matrix QW is a near-perfect transport channel, the disordered wetting layer and its large density of trapping sites inhibits efficient STCD. Once the piezoelectric field of the SAW overcomes a critical level, these traps are emptied and the released carriers can be injected into the QD. This effect gives rise to the observed clear overall increase of emission intensity, which is most pronounced for the QD.

This qualitative model is further corroborated in two supporting experiments. Figure 6 compares a series of PL spectra recorded from the same QP. In figure 6(a), the optical excitation power ($P_L$) is increased. For the two lowest power levels, the spectra are dominated by $1X^−$, consistent with the data in figure 5(b). For the highest power level ($P_L = 18 \mu W$), the generation of biexcitonic species is favored. In particular, the neutral $2X^0$ is clearly identified and, consequently, $1X^0$ is also detected as this occupancy state is the intermediate level of the
biexciton–exciton emission cascade [158–160]. In figure 6(b), $P_L \approx 500 \text{ nW}$ is kept constant and the rf power level generating a SAW is varied. The reference spectrum without SAW perturbation agrees well with the PL-dependent spectrum in figure 6(a). As the amplitude of the SAW is increased, the emission spectra in (b) exhibit an almost identical evolution as in the optical power series in (a). For the data in (a), the observed increase of the QP occupancy arises from the increase in the photogeneration rate of carriers. For the data in (b), this generation rate is constant; consequently, the observed increase in the QP occupancy is directly related to an increase of the carrier capture efficiency due to the induced STCDs.

In figure 7, we compare the optical emission of the same QP (figures 7(a) and (b)) and a QD (figures 7(c) and (d)) as the rf power applied to the IDT is swept up (figures 7(a) and (c)) and down (figures 7(b) and (d)). The emission intensity is encoded in grayscale with black (white) being high (low) intensity and plotted as a function of photon energy (horizontal axis) and applied rf power (vertical axis). For the QP, the observed evolution of the emission spectrum is almost independent of the sweep direction. A clear switching at precisely the same rf power level $P_{rf} = +0.5 \text{ dBm}$ is observed for both the up- and down-sweep. This indicates that at this power level, the piezoelectric field reaches a critical value, from which point onwards excitons are dissociated and STCDs set in. In contrast, the switching behavior of the QD differs significantly for the up- and down-sweep: as $P_{rf}$ is increased, switching occurs at a significantly higher level $P_{rf} = +18 \text{ dBm}$ than for the down-sweep $P_{rf} = +9 \text{ dBm}$. This approximately eight-times higher power level for the up-sweep compared to the down-sweep corresponds to a four-fold increase in the critical piezoelectric field inducing STCDs in the wetting layer. In

Figure 7. SAW power scans of a single QP (a) and (b) and QD (c) and (d) for increasing (decreasing) $P_{SAW}$. Both systems show a clear switching at the onset of charge conveyance, which is hysteretic for the QD. [157] John Wiley & Sons. Copyright © 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
other words, once a large amplitude SAW is applied, STCDs sustain significantly lower electric fields compared to the non-preconditioned case. These experimental findings can be qualitatively understood as a SAW-induced untrapping of localized carriers in the disordered wetting layer. Once these traps are emptied, the lowest lying states, i.e. the QDs, are preferentially capture dissociated carriers. The driving STCDs persist at significantly lower power levels because the stationary charge of localized, trapped carriers does not screen the piezoelectric fields [143].

4.2. Direct observation of SAW-driven occupancy state control of an individual QD

We now switch back to the dynamics of the SAW-driven control of a QD’s occupancy state. This effect was studied in detail by Schülein et al. [161], on a single, isolated self-assembled In(Ga)As QD. In contrast to the previously discussed experiments, charge carriers were selectively photogenerated within the surrounding 2D wetting layer and not within the GaAs matrix. This excitation scheme ensures that STCDs are limited entirely to the 2D wetting layer. Figure 8(a) shows stroboscopic emission spectra of a QD excited at four distinct times during the SAW cycle. (b)–(e) Schematic of the corresponding excitation conditions and motion of $e$ (orange) and $h$ (blue) carriers in the Type-II band edge modulation. The center and right panels show the time evolution in steps of $T_{SAW}/4$ for a SAW propagating from left to right. Reprinted figure with permission from [161], Copyright 2013 by the American Physical Society.

The opposite carrier species drifts with the SAW, and is transported away from the dot. The excitation conditions in (c) and (e) are referred to as $e$-stability (c) and $h$-stability (e). Here, the respective carrier species are generated at their stable point in the CB and VB, while the opposite charge carrier species are generated at the unstable point.

In these spectra, three dominant emission lines are identified as corresponding to the recombination of the neutral exciton $1X^0 = 1e + 1h$ and biexciton $2X^0 = 2e + 2h$, and the negative trion $1X^- = 2e + 1h$. As the time of photexcitation is tuned across one SAW-cycle, the time-averaged emission of the QD can be nicely programmed from predominantly $1X^-$ for $e$-reflow and $e$-stability to predominantly $1X^0$ for $h$-reflow to balanced $1X^0$ and $1X^-$ for $h$-stability. However, these data were recorded using time-integrated detection and thus the temporal evolution of the observed emission, shown in figures 8(b)–(e), cannot be deduced. This knowledge is particularly important, since the QD accommodates a well-defined number of electrons and holes at any given time. This in turn implies that the observed occupancy states do not coexist. To reveal the full dynamics, phase-locked time-domain spectroscopy is required.

Figure 9 demonstrates fully fledged phase-locked time domain spectroscopy of the two occupancy states of a single QD. Figure 9(a) shows the time integrated emission spectrum of the QD recorded under phase-locked excitation at $h$-stability, i.e. $h$ and $e$ carriers being generated at stable and unstable points in the bandstructure, respectively. Figure 9(b) compares the two time-transients of the PL emission of the $1X^0$ (blue line) and $1X^-$ (red line). At time $t = 0$
of photoexcitation, the $1X^0$ instantly rises, indicating preferential generation of this neutral exciton species due to preferential capture of $e$-$h$ pairs on a timescale of a few tens of picoseconds [84]. The emission signal then rapidly decays and quenches at $t \approx T_{SAW}/2$ after the pump. The emission of $1X^-$ shows a nice anti-correlated behavior compared to $1X^0$: only a weak signal is detected shortly after photoexcitation and is followed by a pronounced increase with a clear peak at $t \approx T_{SAW}/2$, the time at which the $1X^0$ signal disappears. This clear anti-correlation is a direct consequence of a SAW-driven conversion of $1X^0$ to $1X^-$. This process is shown schematically in figure 9(c). For photoexcitation at $h$-stability, the $e$ (orange) in the conduction band are generated at an unstable point, while the $h$ (blue) are formed at their stable maximum of the valance band. In parallel, $1X^0$ is formed in the QD and the $e$ quickly redistribute to the two adjacent stable minima in the conduction band. At $t \approx T_{SAW}/2$, a single $e$, which initially moved in the direction opposite to the SAW propagation, is transported by the SAW to the QD position and injected into its confined energy levels. Thus, the initial neutral exciton $1X^0$ is converted into the negatively charged trion $1X^-$. This explanation, albeit qualitative, nicely links the dynamic SAW-driven STCDs and the observed dynamic programming of the QD’s occupancy state.

The full physical picture can be derived from combined phase-resolved time-domain spectroscopy combined with numerical simulations of the STCDs within the 2D wetting layer. Figure 10 shows the results of a combined study for of (a) $1X^0$ and (b) $1X^-$. For the full physical picture, the reader is referred to [161]. In each panel, the individual time-transients are plotted as lines for different phase-locked excitation conditions. The highlighted transients correspond to the four characteristic excitation times $e$-reflow (blue), $e$-stability (green), $h$-reflow (red) and $h$-stability (purple). Each panel also shows results of numerical simulations of the SAW-driven STCDs by solving the semi-classical drift- and diffusion dynamics of $e$ and $h$ carriers in the SAW-induced potential. Using the model [139, 162], the trajectories of electrons and holes within the 2D wetting layer can be calculated. As shown in [161], the time of arrival of each carrier species can be determined. From the simulation data in [161], the temporal evolutions of the electron (orange) and hole (blue) densities at the position of the QD can be extracted. These are plotted in color (electron (orange) and hole (blue)) in the background as a function of time during the SAW cycle (vertical direction) and time after photoexcitation. The offset of the measured time transients (lines) is set such that it matches the vertical time axis of the simulation data (color code). Comparing these calculated evolutions to the measured PL transients reveals striking correlations. (i) For $1X^0$, time-delayed enhancement of the emission coincides with a large hole density at the position of the QD. Conversely, and confirming the previous qualitative picture, a pronounced suppression is resolved at times when a large electron density is present at the QD position. (ii) For $1X^-$, no enhancement of the emission is observed for large hole densities (blue), which is expected for a net negatively charged state. Furthermore, and confirming the qualitative picture developed, an increase of the emission intensity is observed for large electron density (orange) at the position of the QD.

### 4.3. Long range carrier transport and injection into single QD for single photon generation

The second approach to the control of the occupancy state of single QDs with a SAW relies on ambipolar acousto-electric transport [141]. This scheme is depicted schematically in figure 11(a). Here, the position of the laser generating $e$-$h$ pairs is separated by several acoustic wavelengths from the QD. The SAW’s electric field dissociates excitons and the thus separated $e$ and $h$ carriers are transported along its propagation direction. The QD acts as a deep trap for these ‘surfing’ carriers, which are injected again in an inherently sequential scheme. Initial experiments towards the implementation of this unique type of single photon source were reported by Bödefeld et al [153], followed by the observation of photon anti-bunching by Couto et al [125]: figure 11(a) shows the schematic of the actual sample used for this experiment. The QDs pumped by the SAW form randomly at interface fluctuations along the...
edges of short quantum wires (SQWRs), an array of which is located in the SAWs propagation path. The emission of these natural QDs was analyzed by a Hanbury Brown and Twiss (HBT) intensity interferometer, measuring the second order correlation function $g^{(2)}(\tau)$. Data from these experiments are shown in figure 11(b). The upper two traces compare $g^{(2)}(0)$ from the same position for two different SAW amplitudes, and the lower trace shows equivalent data from a second reference position. All data reveal distinct modulations corresponding to all frequencies involved in the experiment, which are marked in the figure. Most importantly, the fastest modulation corresponds to that of the SAW, directly reflecting its period $T_{SAW}$. In this modulation the signal at $\tau = 0$, stemming from both detectors registering a single photon at the same time, is significantly suppressed. This photon anti-bunching is a clear fingerprint of non-classical light emission and the emission of single photons [163]. Similar photon correlation spectroscopy was performed on QDs formed in nanowires (NWs) [164], demonstrating the applicability of this scheme on this emerging 1D platform; this is discussed in more detail in section 6.1.2.

5. Acousto-optic spectral control

5.1. Quantum dots as high sensitivity nanoscale pressure sensors

The impact of SAW’s strain fields represents the second type of interaction to control the optical emission of single QDs. In contrast to the large type-II band edge modulation due to piezoelectric potential, the underlying coupling to the deformation potential is comparably weak. Moreover, the associated type-I bandedge modulation does not lead to a spatial separation of $e$–$h$ pairs and the induction of STCDs. For moderate SAW amplitudes, the magnitude of the bandgap—and thus the spectral modulation—can be well approximated by the local hydrostatic pressure $p$ given by equation (1). The Lorentzian emission line of a single QD dynamically strained by Rayleigh-type SAW maps its dynamic pressure field, $p(t) = p_{max} \cdot \sin(\omega_{SAW} t)$. The dynamic spectral shift is given by

$$\Delta E(t) = \frac{dE_{gap}}{dp} \cdot p(t),$$

where $E_{gap}$ is the energy gap of the QD and $\omega_{SAW}$ is the angular frequency of the SAW. The condition for the dynamic spectral shift to be non-zero is that $p(t)$ is not a constant, i.e., the SAW is applied.
with \( \frac{dE_{\text{gap}}}{dp} \) being the strength of the deformation potential coupling. This parameter depends on the material of the quantum emitter and for GaAs, this parameter amounts to \( \frac{dE_{\text{gap}}}{dp} = 115 \ \mu eV \ MPA^{-1} \) [166]. In a time- and phase-integrated experiment, this dynamic modulation is averaged and the emission line broadens. Its lineshape is given by the integral of the time modulated Lorentzian line over one acoustic cycle:

\[
I(E) = I_0 + f_{RF} \frac{2A}{\pi} \int_0^{1/f_{RF}} \frac{w}{4 \cdot (E - (\Delta E \cdot \sin (2\pi \cdot f_{RF} \cdot t)))^2 + w^2} \, dt.
\] (3)

Figure 13 demonstrates dynamic spectral tuning of a single QD by the dynamic strain field of a SAW. Figure 13(a) shows the expected sinusoidal modulation of the Lorentzian emission line of a single QD (grey) and the resulting time-integrated emission spectrum (green). From this time-integrated spectrum, given by equation (3), the tuning amplitude, labeled \( 2\Delta E \), can be obtained. Figure 13(c) shows the time- and phase-averaged emission spectrum of a QD modulated by a SAW as a function of the amplitude of the wave [128, 167]. The intensity is color-coded and plotted as a function of energy and \( P_{RF} \). In these spectra, the described broadening of the emission line is clearly visible as \( P_{RF} \) applied to the transducer is increased. Obviously, the measured broadening, labeled \( 2\Delta E_{\text{DP}} \), is not linear on this logarithmic power scale. In fact, \( 2\Delta E_{\text{DP}} \propto P_{RF} \), the amplitude of the time modulated hydrostatic pressure of the SAW. Since \( P_{RF} \propto u_z \), which in turn scales like \( u_z \propto \sqrt{P_{RF}} \), a linear dependence \( 2\Delta E_{\text{DP}} \propto \sqrt{P_{RF}} \) is expected. This scaling is nicely confirmed in figure 13(d), in which \( 2\Delta E_{\text{DP}} \) extracted from the data in (a) is plotted in double-logarithmic representation as symbols as a function of \( \sqrt{P_{RF}} \) to verify the (linear)
power-law dependence. In this analysis, the best fit to the data yields an exponent of $m = 0.9 \pm 0.1$ of the anticipated power law $2\Delta E_{\text{DP}} \propto (\sqrt{P_r})^m$. We note that $m = 2$ is expected for electric field-driven Stark-effect tuning. No contribution from the vertical or in-plane field component [168] is resolved in these data. Clear evidence has been obtained, however, for NW-based quantum emitters [169], which will be discussed in section 6.1.2.

As highlighted in the previous section, the spectral broadening of QD emission lines arises from the pressure at the dot’s position. Since the geometric size of the QD (<50nm) is significantly smaller than the wavelength of typical SAWs (100s of nm to µm), the dot can act as a local, nanoscale sensor of the acoustic pressure field. On the one hand, the time-dependence of $p(t)$ can be directly monitored as demonstrated in figures 13(b) and (c). On the other hand, the observed spectral broadening serves as direct evidence of the presence of a dynamic strain field modulating the QD. These capabilities of sensing nanomechanical fields can be combined with routine SAW spectroscopy techniques. Figure 14(a) illustrates our combined approach based on a SAW delay line. For this device, two IDTs are patterned on a piezoelectric substrate. One IDT is connected to an rf voltage source and acts as a sender. If a SAW is generated, the wave propagates across the chip and the acoustic power is reconverted into the electrical domain by the receiving IDT and detected by an oscilloscope. This measurement scheme monitors the devices global transmission properties in the electrical domain. In contrast, strain sensing by a QD is a local method of probing an acoustic field in the optomechanical domain. Figure 14(b) shows the emission of a single QD as a function of the radio frequency ($f_{\text{rf}}$) applied at a constant power level of $P_{\text{rf}} = +28$ dBm to a multi-harmonics transducer. The emission intensity is color coded and plotted as a function of $f_{\text{rf}}$ (horizontal axis) and photon energy relative to the unperturbed emission. As $f_{\text{rf}}$ is tuned, a pronounced broadening is observed at three distinct frequencies, corresponding to the first, second and third overtones of this particular IDT [170]. The modulation amplitude $\Delta E$, extracted by fitting equation (3) to the data, is plotted as symbols in figure 14(c). In the same panel, the SAW transmission of the delay line used, measured in the electrical domain, is plotted as a solid red line. Clearly, all resonances detected acousto-optically by the QD faithfully reproduce those detected acousto-electrically via the delay line. In addition, we note that the different evolutions of the amplitudes of the acousto-optically and acousto-electrically detected peaks make it possible to deduce the frequency dependence of the optomechanical coupling parameter $\gamma_{\text{om}}$ [170].

The single semiconductor QDs exhibit extremely narrow optical linewidths [171] below 1 GHz. Using high-resolution optical spectroscopy, Metcalfe et al [129] demonstrated that the dynamically broadened emission line in fact consists of a series of acoustic sidebands.

Figure 15(a) shows the high-resolution spectrum of a single InAs QD dynamically strained by a $\approx 1$ GHz SAW with low (blue dashed spectrum) or moderate amplitude (red spectrum). The resolved sideband regime is required to establish parametric coupling schemes to transduce excitations from the optical to the mechanical domain. Parametric driving is demonstrated in figure 15(b): here the resonant laser driving the QD transition is tuned to the low energy sideband. Under these conditions, the QD is excited parametrically via a Stokes process and for moderate SAW amplitudes (red spectrum) dominant emission is detected at the resonance of the QD’s Rayleigh line. This scheme is equivalent to the cooling of a mechanical oscillator mode in cavity optomechanics [172].

5.2. Time-dependent deformation potential coupling

The dynamic modulation of the QD emission can be detected in the time domain using either stroboscopy or phase-locked time domain spectroscopy [173]. Time-domain spectroscopy is very useful in monitoring complex local acoustic fields, for instance those synthesized by superimposing SAWs.

One fundamental example is the formation of an interference pattern between two counterpropagating SAWs of identical frequency at the fixed position of a QD. This is
demonstrated in figure 16. In figure 16(a), the stroboscopic emission of a single QD is plotted color-coded as a function of photon energy and the relative phase $\Delta \phi$ of two counterpropagating SAWs. This can, for instance, be achieved by exciting the counterpropagating SAWs with two independent signal generators. As illustrated in figure 16(b), tunable interference between a right-propagating (red) and left-propagating (blue) SAW is achieved by keeping the phase of one generator fixed and tuning the phase at the output of the second generator. As seen in the data of figure 16(a), a pattern similar to that of a standing wave is resolved as $\Delta \phi$ is tuned: at two distinct values, destructive interference of the two SAWs occurs, and the QD emission remains unaffected. Figure 16(c) shows the underlying...

Figure 13. QD strain modulation. Modeled dynamic sinusoidal spectral tuning of a Lorentzian emission line (grey) over one acoustic cycle induced by the SAW’s strain field. Integration over all times during the full cycle results in the green averaged spectrum. From fitting equation (3) to the data, the amplitude of the dynamic broadening ($\Delta E$) can be extracted. (b) Emission of a single QD without a SAW applied (blue symbols) and strained by an 801 MHz SAW (green symbols). Solid lines are best fits of equation (3) to the experimental data. (a), (b) Reproduced from [118]. CC BY 4.0. (c) False-color plot of a single QD emission line as a function of $P_{\text{rf}}$ exhibiting a pronounced spectral broadening. (b) Extracted spectral shift $\Delta E_{\text{DP}}$ (symbols) due to deformation potential coupling as a function of $P_{\text{rf}}$ in double logarithmic representation. Best fit to the data (line) proves the anticipated linear scaling. (c), (d) Reprinted with permission from [167]. Copyright 2015, AIP Publishing LLC.
mechanism. Here, at the position of the QD, the maximum of the right-propagating and the minimum of the left-propagating SAW are superimposed. This superposition is periodic with $\Delta \varphi = 360^\circ$. This is precisely observed in the experiment: the QD emission energy oscillates with maximum amplitude, which leads to the observation of the envelope of a standing wave pattern.

The underlying superposition principle is fundamental and can be extended to generate tailored acoustic fields. Recently, Schülein et al [173] demonstrated fully-fledged Fourier synthesis of acoustic waveforms from a fundamental SAW and its higher harmonics generated using multi-harmonic transducer geometries. Figure 17 shows an example of a square waveform generated by additive Fourier synthesis. The acoustic fields are designed such that the modulation of a sensor QD precisely follows the programmed square wave in the time domain. The key characteristics of the driving waveform are presented in figure 17(a). The lower panel shows the programmed profile of the hydrostatic pressure $p(t)$ being synthesized from the fundamental SAW with $f_{\text{SAW},1} = 183 \text{ MHz}$ and the required second and fourth overtones at $3 \cdot f_{\text{SAW},1} = 549 \text{ MHz}$ and $5 \cdot f_{\text{SAW},1} = 915 \text{ MHz}$. From this $p(t)$, the displacement at the surface and the electrical potential can be derived; these are plotted in black and red respectively in the center panel. The full displacement field and piezoelectric field of this waveform are plotted in the upper panel. The successful excitation of a square waveform acoustic field is confirmed by stroboscopy performed on a single sensor QD located in the propagation path of the waveform. Figure 17(b) shows a representative stroboscopy of a single QD recorded over two acoustic periods. The emission intensity is plotted color-coded
and as a function of time during the acoustic cycle and photon energy. The data clearly shows a square wave modulation of the QD emission energy as programmed via the nanomechanical waveform. This scheme can in principle be implemented for arbitrary waveforms, which marks the transfer of the paradigm of pulse shaping to the nanomechanical domain. This paradigm is employed in the electromagnetic domain on timescales spanning more than 12 orders of magnitude from rf pulses in nuclear magnetic resonance to ultrashort femtosecond optical pulses.

6. Perspectives

6.1. Hybrid devices

Although compound semiconductors condensing in zincblende and wurtzite crystal phases are natively piezoelectric, generation of SAWs may be hindered: the small physical size of bottom-up synthesized nanostructures—particularly semiconductor NWs—does not allow fabrication of transducers directly on the object. Also, the high electrical conductivity of doped layers or low dimensional carrier systems, for example

Figure 16. SAW superposition detected by a single QD. (a) Stroboscopic scan of a single QD strained by two counterpropagating SAWs with identical amplitude. Emission intensity is color-coded and plotted as a function of photon energy and phase difference $\Delta \varphi$ at the QD position. (b) Tuning the relative phase of the two SAW gives rise to the observed standing wave pattern. (c) Example of destructive interference of the two waves at the position of the QD corresponding to the nodes observed in the experimental data in (a).

Figure 17. Fourier synthesis. (a) Waveform for square wave modulation of a QD (upper panel) as full wave profile with color-coded electric potential, (center panel) extracted surface displacement (solid black line) and electric potential (dashed red line) and (lower panel) hydrostatic pressure at the position of the QD. (b) Stroboscopy scan of a single QD modulated by a square wave with a fundamental period of $\approx 5.5$ ns.
2D electron gases, screens the rf voltage applied to an IDT, strongly reducing or even completely suppressing the conversion efficiency between the electrical and mechanical domain. For advanced applications, the low electromechanical coupling factor of III–V and II–VI compound semiconductors becomes a limiting factor. To tackle these challenges, hybrid approaches have been pursued to combine efficient SAW excitation and its coupling to particular nanosystems while at the same time overcoming the individual shortcomings of the system under study. In the following, we discuss two specific approaches in which QDs in electrically active photodiodes and quantum emitters in semiconductor NWs are manipulated by a SAW in hybrid LiNbO₃-semiconductor devices.

6.1.1. Epitaxial lift-off and transfer. A particular versatile approach to the hybridization of epitaxially grown layers with arbitrary host substrate is the technique of epitaxial lift-off (ELO) and subsequent transfer [174, 175]. This technique is ideally suited to the transfer of III–V and II–VI epilayers onto LiNbO₃ [176–181]. Recently, hybrid devices comprising a LiNbO₃ SAW chip and QD devices have been reported [167, 170].

Figures 18(a) and (b) show an example of a combined electrically and acoustically active hybrid device: as seen in the microscope image in figure 18(a), IDTs are patterned on a LiNbO₃ substrate used for SAW generation. GaAs-based p–i–n diodes equipped with common Pd p-back contacts and individual Au n-front contacts are patterned on the ELO film spatially separated from the IDTs. Thus, in this hybrid device, the inefficiency of generating the SAW directly on the semiconductor due to the requirement for highly doped n- and p-layers is elegantly overcome. We note that the Pd-layer also guarantees a rigid mechanical bond between the semiconductor ELO film and the SAW-chip [182]—imperative in ensuring maximum optomechanical coupling. A schematic of the cross-section through the hybrid device is shown in figure 18(b). This device combines dynamic control via a SAW with the most
established device for static control of QD nanoarchitectures. Diodes of such or similar types are routinely used e.g. to control the charge state of QDs [47, 48], tune their optical transitions via the QCSE [49], control the coupling in QD molecules [60, 61] or gate QD-based spin and charge memories [50, 183].

In figure 18(c), the emission of a single QD is shown as a function of the bias voltage \( V_B \) applied to the photodiode. As \( V_B \) is reduced, the electric field across the intrinsic layer of the photodiode and the QD increases. This gives rise to a shift of the emission line due to the QCSE [49]. This QCSE provides an electro-static tuning mechanism for the QD’s optical transition. The combined electro-static and acousto-optic control is demonstrated in figure 18(d). Here, stroboscopic emission spectra at the maximum (solid lines) and minimum (dashed lines) of the SAW are compared for two different amplitudes of the SAW (upper and lower panels) and two selected values of \( V_B \). The presented data nicely demonstrates the independence of the two tuning mechanisms employed: on the one hand, a comparison of the upper and lower panels shows that the amplitude of the acousto-optic tuning is in fact set by the amplitude of the SAW – i.e. the applied \( P_{RF} \). On the other hand, the center of the dynamic acousto-optic modulation shifts to lower photon energies as \( V_B \) decreases. The dynamic SAW-tuning and the static tuning by the applied bias voltage are mutually independent. Therefore, this hybrid device combines inherently fast acousto-optic control via a SAW with the broad palette of static tunings and spectroscopy techniques [39, 54, 184–186] enabled by the diode structure.

6.1.2. Quantum emitters in NWs. Semiconductor NWs represent a vibrant field of fundamental and applied research. The 1D nature of these filamentary crystals promises confinement of charge carriers, phonons and photons. In this highly active field, SAWs have been successfully employed e.g. to drive an acousto-electric current [187, 188], induce charge carrier dynamics [130, 154, 189] or to study quantum emitters. All approaches require a hybrid approach. Figure 19(a) shows an electron micrograph of a LiNbO\(_3\) SAW-chip designed for SAW experiments on single NWs. Two sets of IDTs are arranged such that the SAW beams emitted by each set are perpendicular and intersect in an ‘active region’ in which individual NWs can be studied optically. A SEM image and a schematic of a GaAs/(Al)GaAs core–shell NW are shown in the figure. The coupling of the mechanical and piezoelectric fields from the LiNbO\(_3\) substrate into the semiconductor NW can be quantified by FEM. A typical result is shown in figure 19(b) for a Rayleigh-SAW propagating along the Z-direction of a Y-cut LiNbO\(_3\) substrate. The piezoelectric potential is color-coded, with red (blue) showing large positive (negative) values. Most importantly, this simulation shows that the piezoelectric potential inside the NW follows precisely that in LiNbO\(_3\). A detailed analysis of key parameters along the axis of a [1 1 1]-oriented NW is compiled in figures 19(c)–(e) for a maximum vertical displacement \( u_Y = 40 \text{ pm} \) at the center of the NW. The local displacement in the normal (transverse \( Y \)) and propagation (longitudinal \( Z \)) axes follows that of the Rayleigh-SAW on the underlying LiNbO\(_3\). Remarkably, the simulations confirm the presence of a small but finite displacement along the X-direction. This deformation results from the piezoelectric properties of the GaAs NW itself. This piezoelectric effect, induced by the potential of the SAW, modulated the thickness of the NW in the normal direction.

Figure 19. LiNbO\(_3\)-NW hybrid device. (a) SEM image of a LiNbO\(_3\) SAW chip patterned with two sets of IDTs of different frequencies with perpendicular emission directions. In the ‘active’ region in the top right area, individual NWs (inset) can be investigated by acousto-optoelectronic spectroscopy. (b) Finite element modelling of the SAW coupling to a GaAs-based NW. The electric potential is color coded. Amplitude is not to scale. (c) Calculated displacement components, (d) electrical potential (black) hydrostatic pressure (red) and (e) components of the electric field along the axis of the NW.
This in turn gives rise to a plastic deformation in the perpendicular transverse direction. The resulting piezoelectric potential $\Phi$ and hydrostatic pressure $p$ are plotted in figure 19(d). The potential exhibits the expected $\Phi \propto -u_Y$ dependence set by the substrate. In addition, the 90°-phase shift between the dominant displacement component $u_Y$ and $p$ is well reproduced. Finally, the electric field, $\vec{E} = -\nabla \Phi$, is shown in figure 19(e). The electric field can induce STCD, a QCSE or carrier tunnelling in the NW. Again, the longitudinal component $E_Y$ dominates. This component induces STCD along the axis of the NW [130, 154]. In contrast, the two smaller transverse field components $E_Z$ and $E_X$ may only induce the motion of carriers at significantly shorter distances, perpendicular to the axis of the NW.

### 6.1.2.1 SAW-driven carrier injection in radial heterostructure QDs

First, we focus on a recent experiment performed on a radial heterostructure NW [190]. Here, the GaAs core of the NW was overgrown in the radial direction by a (Al)GaAs shell in which a thin, 2 nm wide GaAs QW was embedded. In the PL spectrum presented in figure 20(a), the emission of this QW is found at the high energy side, well separated from the zinc blende (ZB) and wurtzite/ZB (WZ/ZB) emission band of the GaAs core. Due to pronounced thickness fluctuations of this thin and disordered QW, the emission breaks up in a large series of discrete sharp emission lines. These stem from randomly forming ‘natural’ QDs, which have been studied for planar QWs since the 1990s [149, 191]. A schematic of such a ‘natural’ interface QD is shown in figure 20(b). At the low energy side of the QW band, the emission of single QD can be isolated. From excitation power dependent spectroscopy, shown in figure 20(b), different excitonic species can be identified [192]. Since these ‘natural’ QDs natively form inside of a QW, they are ideally suited to employ STCDs to control the charge state of the QD. This is demonstrated in figures 20(c)–(e) using stroboscopic spectroscopy for low, intermediate and high SAW amplitudes. In these data, dynamic programming fully analogous to that observed for self-assembled QDs in planar heterostructures is observed. We note that Hernandez-Minguez et al have demonstrated remote carrier injection and acoustically gated photon anti-bunching on a NW-platform [164] and Lazic et al showed SAW-control of III-N QDs in

---

**Figure 20.** Acoustically regulated carrier injection in a single interface QD in a NW. (a) Overview spectrum exhibiting signatures of pure ZB and mixed WZ/ZB phases. The emission of a single interface fluctuation QD is detected in the low energy part of the emission band of the 2 nm QW. Inset: schematic of the experimental setup. (b) PL of a single interface fluctuation QD as a function of excitation power showing the emergence of charged excitons (1$X^-$, 1$X^+$ in addition to the neutral exciton 1$X^0$). Stroboscopic PL spectra in false color representation for (c) $P_{eff} = -2$ dBm, (d) $+3$ dBm, (e) $+8$ dBm: maximum 1$X^-$ intensity is detected for $\phi = 0$. The additional maximum of 1$X^0$ develops for $\phi \approx 90^\circ$. Reproduced with permission. All rights reserved. Reproduced from [190]. © IOP Publishing Ltd. All rights reserved.
NWs [131, 193]. These key findings clearly prove that all concepts devised for planar systems can be transferred to a NW architecture.

6.1.2.2. Combined acousto-electric and acousto-optic control. GaAs-based NWs are typically overgrown by a higher bandgap (Al)GaAs shell. This shell prevents carrier transfer to the surface of the NW. At the surface of GaAs, carriers are efficiently lost via non-radiative surface recombination. This dominant loss-channel for unpassivated GaAs NWs is suppressed by a thin (Al)GaAs blocking layer [194]. Within the ternary (Al)GaAs, random fluctuations of the Al-content are inevitable, which in turn lead to the formation of Ga-rich domains which act as QD-like emission centers (ECs) [195, 196]. Figure 21(a) shows a stroboscopic scan of a single EC, recorded over two acoustic cycles of $T_{SAW} = 5.15 \text{ ns}$. In addition to a pronounced modulation of the emission intensities, displayed in the upper panel of figure 21(b) and discussed in more detail in the following section, the observed spectral modulation of the dominant emission line ($1X^0$) is clearly non-sinusoidal. This latter observation points towards an additional mechanism contributing to the spectral modulation. The observed spectral tuning of the $1X^0$ line is plotted in the lower panel of figure 21(b). The solid black line is a best fit to the experimental data, comprising two components: the first component (dashed red line) is the well-established modulation by the deformation potential, which scales linearly with amplitude and $ΔE_{DP} \propto u_2 \propto \sqrt{P_{rf}}$ as discussed in section 5. The second component (dashed blue line) arises from the QCSE. The QCSE gives rise to an energy shift given by $ΔE_{Stark} \propto -E^2 \propto u_1 \propto P_{rf}$, thus always reducing the energy of the transition [140, 197]. This is nicely confirmed by the fit. Moreover, from the phase relation of the two contributions, the observed modulation by the QCSE effect can be attributed to the longitudinal field component, pointing along the axis of the NW. This is consistent with the FEM in figure 19, which predict this component to be the largest.

The different power laws of the two contributions, deformation potential $\propto \sqrt{P_{rf}}$ and QCSE $\propto \left(\sqrt{P_{rf}}\right)^2$ are nicely confirmed in a $P_{rf}$-scan. The modulation amplitudes obtained of the two contributions are plotted as a function of $\sqrt{P_{rf}}$ in figure 21(c). In this log-log representation, these two power laws are confirmed by linear fits (lines) to the experimentally obtained modulation amplitudes (symbols).

6.1.2.3. Dynamic charge state control: acoustically regulated carrier extraction. One peculiar property of the ECs studied in [169] is the energy hierarchy in this system. Since these emitters are Ga-rich regions within an (Al)GaAs-shell around a GaAs/(Al)GaAs core–shell NW [195, 196], their confined energy levels of electrons and holes are at higher energies compared to the bulk-like core of the NW or 2D GaAs QWs inside the (Al)GaAs shell. Thus, electrons in particular can rapidly tunnel from these 0D inclusions into the unpopulated continua of states extending to lower energies. This tunnel process of an electron from an emission center (EC) to the NW core or a QW is illustrated in figure 22(a). The transverse electric field component of the SAW dynamically raises (left schematic) or lowers (right schematic) the tunnel barrier compared to the field-free case (center schematic). The periodicity of this directional process is $T_{SAW}$, which is confirmed by the experimental data in figure 21: the dominant emission line $1X^0$ exhibits exactly one intensity minimum at precisely the same time during the acoustic cycle in which a second emission line $1X^*$ appears. In the upper panel of figure 21(b), the extracted emission intensities of $1X^0$ (black symbols) and $1X^*$ (red symbols) nicely confirm this anti-correlation and $T_{SAW}$-periodicity. Note that this modulation is phase-shifted compared to the spectral modulation by the QCSE in the lower panel. This is expected because the QCSE modulation is induced by the dominant longitudinal field component (denoted $F_Y$ in the figure 22), while carrier tunneling is driven by the smaller yet still sizable transverse field. As
explained, this effect is based on SAW-regulation of the electron’s tunneling time. It can be modeled using approaches well established for tunneling-induced gate-leakage in thin-oxide MOSFETs [198]. The tunneling times of electrons and holes derived from this model are plotted as a function of the barrier width $d_\perp$ in figure 22(b) for low ($\pm 1 \text{ kV cm}^{-1}$) and moderate ($\pm 10 \text{ kV cm}^{-1}$) transverse electric field. The horizontal red-shaded area indicates the range of tunneling times compatible with the observed emission decay times of these emitters [199]. The vertical red-shaded area marks the corresponding range of $d_\perp$ predicted by the model. This model is also capable of predicting the relative modulation of the tunneling time $\Delta \tau = \frac{\tau(E_{\text{blocking}}) - \tau(E_{\text{extraction}})}{\tau(E_{\epsilon=0})}$. The calculated $\Delta \tau$ as a function of $d_\perp$ is plotted in figure 22(c) for different transverse electric fields. The calculation predicts a pronounced increase of the modulation which increases with increasing transverse electric field. Moreover, the calculated $\Delta \tau$ is well developed for the range of $d_\perp$ derived from the absolute tunneling times, marked by the red-shaded area.

6.2. Coupled QD nanocavity systems: control of light matter-interactions by sound

In the work presented so far, QDs have been embedded in optically isotropic media. Thus, the excitonic two-level system couples to extended, 3D radiation modes. Over the past almost two decades, a wealth of research has been conducted with the aim of deliberately controlling the coupling between light and matter by embedding single QDs in tailored photonic environments, most prominently nanoscale photonic resonators. In the latter, the optical field is concentrated in small volumes in high quality ($Q$) factor optical modes with discrete frequencies. The optical field is dramatically enhanced on and strongly suppressed off resonance. This field enhancement (suppression) leads to an increase (reduction) of the spontaneous emission rate of an emitter at or away from a mode’s resonance. This phenomenon is known as the Purcell effect [72] and can be derived from time-dependent perturbation theory by applying Fermi’s Golden Rule [200].
the Purcell effect can be quantified by the so-called Purcell factor defined as:

$$F_p = \frac{W_{cav}}{W_{free}}.$$  \hspace{1cm} (4)

In this expression $W_{free}$ and $W_{cav}$ denote the spontaneous emission rate of the emitter in an isotropic optical medium and inside the cavity, respectively. Thus, $F_p > 1$ corresponds to an enhancement, $F_p < 1$ to a suppression of the radiative emission. Using Fermi’s golden rule and assuming a single mode cavity, the Purcell factor is given by

$$F_p = \frac{3Q(\lambda/n)^3}{4\pi^2V_0} \left( \frac{\|\vec{p} \cdot \vec{E}\|^2}{|\vec{p}|^2 |\vec{E}|^2} \right)^2 \frac{\Delta E_{cavity}^2}{4(E_{emitter} - E_{cavity})^2 + \Delta E_{cavity}^2}.$$  \hspace{1cm} (5)

Here, $E_{cavity}$ and $E_{emitter}$ denote the transition energy of the emitter. The properties of the cavity are quantified by its quality factor $Q = E_{cavity}/\Delta E_{cavity}$ and the modal volume in units of cubic optical wavelengths $V_0/(\lambda_{opt}/n)^3$. $\|\vec{p} \cdot \vec{E}\|^2/|\vec{p}|^2 |\vec{E}|^2$ is the normalized projection of the optical dipole $\vec{p}$ on the electric field of the cavity $\vec{E}$. We note that equation (5) does not depend on the modulus of the dipole moment of the emitter but only on its orientation with respect to the cavity’s polarization axis. Most importantly for the experiments discussed in the following, $F_p$ depends on the spectral detuning between emitter and cavity

$$\Delta E = E_{emitter} - E_{cavity}.$$  \hspace{1cm} (6)

and exhibits a maximum of $F_{p,\text{max}} = \frac{3Q(\lambda_{opt}/n)^3}{4\pi^2V_0}$ for $\Delta E = 0$ and a perfectly aligned emitter $\|\vec{p} \cdot \vec{E}\|^2/|\vec{p}|^2 |\vec{E}|^2 = 1$. Semiconductor QDs are ideally suited to the realization of a solid-state cavity quantum electrodynamics (cQED) system because they can be incorporated in a broad variety of cavity systems [201]. Ground breaking experiments demonstrating the Purcell effect have been conducted over the past 20 years by coupling QDs to localized modes of, for instance, whispering gallery disk resonators [202], pillar-type or aperture-type microresonators [73, 203–205] or photonic crystal defect cavities [206–208]. In fact, for all three architectures, the regime of strong light–matter interaction has also been entered [74–76, 209–211], in which excitons and photons form coherent polaritons split by the vacuum Rabi frequency. In this regime, coherent control of single optical excitations and single photons becomes feasible [212].

6.2.1. Dynamic acoustic modulation of photonic crystal nanocavities. In the following, we discuss the implementation of a dynamically tunable Purcell effect of a single QD inside a defect cavity in a photonic crystal membrane (PCM) driven by a SAW. This system is introduced in figure 23(a): a thin, typically 150–250 nm suspended membrane is perforated by a 2D periodic pattern of air holes. The imprinted static modulation of the dielectric properties in the plane of the membrane creates a photonic band structure. These structures are designed such that a photonic band gap opens for frequencies matching the optical transition of QDs located in the center of

Figure 23. SAW tunable QD-nanocavity system. (a) FEM of a SAW modulated photonic crystal membrane. A L3-type nanocavity containing single QD is located in the center of the structure. The QD couples to the optical field localized in the cavity (image shows the calculated mode profile) forming a solid-state cQED system. (b) Schematic of SAW-driven nanocavity tuning: for the maximum (red) of the acoustic field located in the center of the cavity, the resonator is effectively stretched, which leads to a red shift of the mode. A blue shift is expected for the minimum at the center of the cavity. (c) Experimental observation of dynamic cavity tuning using phase-locked time-domain spectroscopy. Here, this effect is observed for a non-resonantly excited cavity driven by an $\approx 0.9$ GHz acoustic wave.
This platform is particularly versatile as it allows the realization of a myriad of functional photonic elements (cavities, waveguides, splitters, etc) which can be combined to form large-scale circuits [213]. Here, we restrict ourselves to nanoscale optical cavities: by deliberately introducing a defect in the array, light can be localized to small volumes in high-Q modes within the photonic band gap. The calculated electric field pattern of an L3-type nanocavity is formed by a line of three missing holes [214]. As indicated in figure 23(a), for maximum light–matter coupling, a single QD has to be located in the center anti-node of the optical field of this solid state cQED system [76]. Since PCMs constitute a planar platform, they are ideally suited to interfacing with SAWs. A finite element model of a Rayleigh SAW coupling to a PCM is shown in the lower part of figure 23(a). The wavelength on the unsuspended (upper) part and the shape of the free-standing the PCM was assumed to be identical to that in our recent experiment [126]. Our simulation nicely confirms the coupling of the incident Rayleigh SAW into Lamb-modes propagating on the membrane. Crucially, a clear harmonic modulation is predicted at the position of the defect in the center of the PCM. Thus, for this set of parameters, the SAW provides a global modulation of the membrane and the defect cavity. The dynamic spectral modulation of these nanocavities can be understood qualitatively based on a simple model [115], schematically shown in figure 23(b). The in-plane displacement of the acoustic field dynamically deforms the cavity. If a maximum is located in the center of the cavity, the resonator length is increased, and the mode is thus red-shifted to longer wavelengths, i.e. lower frequencies. When a minimum is in the center of the cavity, it detunes the resonance blue to smaller wavelengths. At the nodes of the oscillation, the cavity length remains unchanged. Figure 23(c) shows an experimental demonstration of dynamic cavity tuning driven by a $f_{SAW} \approx 0.9$ GHz SAW using phase-locked time-domain spectroscopy. In this experiment, the cavity was loaded with photons by non-resonant QDs. Since the decay rate of this process is independent of the emitter and its coupling to the optical mode, the unperturbed cavity modulation is probed in this experiment. The observed intensity profile shows pronounced enhancements at the maximum and minimum of the oscillation arising from the minimum tuning rate at these times.

The PCM architecture employed in these experiments is highly flexible. The interfacing with SAWs can be readily extended to complex coupled photonic elements. Kapfinger et al showed dynamic control of inter-cavity couplings in a photonic molecule formed by two adjacent L3 nanocavities [124]. We note that similar experiments have been conducted on AlN nanocavities. The high acoustic phase velocity of AlN enabled tuning by elastic waves with frequencies in the microwave K band [215, 216].

6.2.2. Acoustically regulated single photon emission from a coupled QD-nanocavity system. Next, we move on to a coupled QD-nanocavity system. In general, both QDs and nanocavity experience in-phase dynamic modulations, $\propto \sin \omega_{SAW} t$. Thus, the detuning becomes time dependent:

$$\Delta E_{QD-NC} (t) = E_{emitter} (t) - E_{cavity} (t) = \Delta_0 + \Delta \cdot \sin \omega_{SAW} t.$$  

(7)

In this expression, $\Delta_0$ and $\Delta$ are respectively a static detuning without the presence of the acoustic wave and the amplitude of the SAW-driven modulation of the detuning. Figures 24(a) and (b) depict phase-locked time-domain spectroscopy data for this type of coupled system. In (a), the system was prepared at resonance, $\Delta_0 = 0$, while in (b) the cavity was red detuned with respect to the cavity mode by $\Delta_0 = 0.33$ meV. Schematics of the PCM. This platform is particularly versatile as it allows the realization of a myriad of functional photonic elements (cavities, waveguides, splitters, etc) which can be combined to form large-scale circuits [213]. Here, we restrict ourselves to nanoscale optical cavities: by deliberately introducing a defect in the array, light can be localized to small volumes in high-Q modes within the photonic band gap. The calculated electric field pattern of an L3-type nanocavity is formed by a line of three missing holes [214]. As indicated in figure 23(a), for maximum light–matter coupling, a single QD has to be located in the center anti-node of the optical field of this solid state cQED system [76]. Since PCMs constitute a planar platform, they are ideally suited to interfacing with SAWs. A finite element model of a Rayleigh SAW coupling to a PCM is shown in the lower part of figure 23(a). The wavelength on the unsuspended (upper) part and the shape of the free-standing the PCM was assumed to be identical to that in our recent experiment [126]. Our simulation nicely confirms the coupling of the incident Rayleigh SAW into Lamb-modes propagating on the membrane. Crucially, a clear harmonic modulation is predicted at the position of the defect in the center of the PCM. Thus, for this set of parameters, the SAW provides a global modulation of the membrane and the defect cavity. The dynamic spectral modulation of these nanocavities can be understood qualitatively based on a simple model [115], schematically shown in figure 23(b). The in-plane displacement of the acoustic field dynamically deforms the cavity. If a maximum is located in the center of the cavity, the resonator length is increased, and the mode is thus red-shifted to longer wavelengths, i.e. lower frequencies. When a minimum is in the center of the cavity, it detunes the resonance blue to smaller wavelengths. At the nodes of the oscillation, the cavity length remains unchanged. Figure 23(c) shows an experimental demonstration of dynamic cavity tuning driven by a $f_{SAW} \approx 0.9$ GHz SAW using phase-locked time-domain spectroscopy. In this experiment, the cavity was loaded with photons by non-resonant QDs. Since the decay rate of this process is independent of the emitter and its coupling to the optical mode, the unperturbed cavity modulation is probed in this experiment. The observed intensity profile shows pronounced enhancements at the maximum and minimum of the oscillation arising from the minimum tuning rate at these times.

The PCM architecture employed in these experiments is highly flexible. The interfacing with SAWs can be readily extended to complex coupled photonic elements. Kapfinger et al showed dynamic control of inter-cavity couplings in a photonic molecule formed by two adjacent L3 nanocavities [124]. We note that similar experiments have been conducted on AlN nanocavities. The high acoustic phase velocity of AlN enabled tuning by elastic waves with frequencies in the microwave K band [215, 216].

6.2.2. Acoustically regulated single photon emission from a coupled QD-nanocavity system. Next, we move on to a coupled QD-nanocavity system. In general, both QDs and nanocavity experience in-phase dynamic modulations, $\propto \sin \omega_{SAW} t$. Thus, the detuning becomes time dependent:

$$\Delta E_{QD-NC} (t) = E_{emitter} (t) - E_{cavity} (t) = \Delta_0 + \Delta \cdot \sin \omega_{SAW} t.$$  

(7)

In this expression, $\Delta_0$ and $\Delta$ are respectively a static detuning without the presence of the acoustic wave and the amplitude of the SAW-driven modulation of the detuning. Figures 24(a) and (b) depict phase-locked time-domain spectroscopy data for this type of coupled system. In (a), the system was prepared at resonance, $\Delta_0 = 0$, while in (b) the cavity was red detuned with respect to the cavity mode by $\Delta_0 = 0.33$ meV. Schematics of the PCM. This platform is particularly versatile as it allows the realization of a myriad of functional photonic elements (cavities, waveguides, splitters, etc) which can be combined to form large-scale circuits [213]. Here, we restrict ourselves to nanoscale optical cavities: by deliberately introducing a defect in the array, light can be localized to small volumes in high-Q modes within the photonic band gap. The calculated electric field pattern of an L3-type nanocavity is formed by a line of three missing holes [214]. As indicated in figure 23(a), for maximum light–matter coupling, a single QD has to be located in the center anti-node of the optical field of this solid state cQED system [76]. Since PCMs constitute a planar platform, they are ideally suited to interfacing with SAWs. A finite element model of a Rayleigh SAW coupling to a PCM is shown in the lower part of figure 23(a). The wavelength on the unsuspended (upper) part and the shape of the free-standing the PCM was assumed to be identical to that in our recent experiment [126]. Our simulation nicely confirms the coupling of the incident Rayleigh SAW into Lamb-modes propagating on the membrane. Since the phase velocity of these plate modes is reduced by a factor of approximately three, the acoustic wavelength reduces by the same factor. In addition, diffraction at the edges of the suspended PCM leads to a lateral modulation of the acoustic field in the membrane. Crucially, a clear harmonic modulation is predicted at the position of the defect in the center of the PCM. Thus, for this set of parameters, the SAW provides a global modulation of the membrane and the defect cavity. The dynamic spectral modulation of these nanocavities can be understood qualitatively based on a simple model [115], schematically shown in figure 23(b). The in-plane displacement of the acoustic field dynamically deforms the cavity. If a maximum is located in the center of the cavity, the resonator length is increased, and the mode is thus red-shifted to longer wavelengths, i.e. lower frequencies. When a minimum is in the center of the cavity, it detunes the resonance blue to smaller wavelengths. At the nodes of the oscillation, the cavity length remains unchanged. Figure 23(c) shows an experimental demonstration of dynamic cavity tuning driven by a $f_{SAW} \approx 0.9$ GHz SAW using phase-locked time-domain spectroscopy. In this experiment, the cavity was loaded with photons by non-resonant QDs. Since the decay rate of this process is independent of the emitter and its coupling to the optical mode, the unperturbed cavity modulation is probed in this experiment. The observed intensity profile shows pronounced enhancements at the maximum and minimum of the oscillation arising from the minimum tuning rate at these times.

The PCM architecture employed in these experiments is highly flexible. The interfacing with SAWs can be readily extended to complex coupled photonic elements. Kapfinger et al showed dynamic control of inter-cavity couplings in a photonic molecule formed by two adjacent L3 nanocavities [124]. We note that similar experiments have been conducted on AlN nanocavities. The high acoustic phase velocity of AlN enabled tuning by elastic waves with frequencies in the microwave K band [215, 216].
of the corresponding spectral modulations are plotted in figures 24(c) and (d). These schematics indicate that resonances are expected at well-defined times during the acoustic cycle. At these times, the emission from the system is expected to be enhanced by the Purcell-effect, while for all other times, a pronounced suppression should be observable. The predicted behavior is nicely reproduced in the experimental data [126].

Taking for instance the data in figure 24(a) at $\Delta_0 = 0$, pronounced maximum emission is observed close to the node of the oscillations of the QD (white dashed guide for the eye) and nanocavity (black dashed guide for the eye). This maximum is delayed in figure 24(b) and occurs close to the maximum of the modulation at which the dynamic component compensates the static detuning of $\Delta_0 = 0.33$ meV. A closer examination of the experimental data reveals deviations from this basic model: the maximum emission occurs at slightly earlier times compared to the expected resonance. In addition, only where the cavity is tuned into resonance from the low energy side, an enhancement of the emission is observed. Both effects are consistent with non-resonant coupling mechanisms studied in detail for quasi-statically tuned systems [217–220], and remain an area of active research.

The Purcell factor modulation of this acoustically driven QD-nanocavity system can be modeled by introducing the time dependent detuning of equation (7) into (5). The results of this model for $\Delta_0 = 0$ and $\Delta_0 = 2\Delta E_{cavity}$ are shown in figures 25(a) and (b), respectively. $\Delta E_{QD-NC}(t)$, normalized to the cavity linewidth $\Delta E_{cavity}$, is marked by a horizontal dashed line. The lower panels (b) and (d) summarize the expected dynamic modulation of the Purcell factor $F_P(t)$, normalized to $F_{P,max}$. These calculations nicely show the strong suppression of the emission by more than two orders of magnitude for moderate tuning amplitude of $\Delta = 10\Delta E_{cavity}$. For $\Delta_0 = 0$ the modulation arises from a suppression of the radiative rate for time intervals increasing with $\Delta$. For $\Delta_0 = 2\Delta E_{cavity}$, the weakly modulated system $\Delta = \Delta E_{cavity}$, exhibits a moderate, yet modulated $F_p < F_{p,max}$. For $\Delta > 2\Delta E_{cavity}$, $F_{p,max}$ is reached and with increasing $\Delta$, a pronounced modulation develops. In contrast to figure 25(b), the temporal modulation remains asymmetric due to the finite static detuning. We note that this basic model predicts two distinct maxima at which the Purcell effect triggers emission from the QD. Thus, it cannot explain the experimentally observed absence of the second emission.

Since the observed emission stems from a single QD, photon anti-bunching is expected. This generation of non-classical light can be confirmed by measuring the second order correlation function $g^{(2)}(\tau)$. The results of such an experiment are presented in figure 26. In figure 26(a), the measured $g^{(2)}(\tau)$ is plotted over a long time interval of $|\tau| > 6.5$ µs. In this data, the repetition period of the applied acoustic pulses and the time interval in which the laser pulses are activated are clearly resolved. Figure 26(b) shows a zoom in to the central part $-42$ ns < $\tau$ < $42$ ns around $\tau = 0$. On these short time-scales, the periodicity of the individual laser pulses gives rise to the observed peaks of $g^{(2)}(\tau)$. Most importantly, the center peak at $\tau = 0$ is absent. This observation of $g^{(2)}(0) \approx 0$ is
a clear fingerprint of single photon emission. Furthermore, also on these short timescales, a further short period modulation of $g^{(2)}(\tau)$ is resolved. This modulation arises from the acoustic modulation. All frequency components involved in the experiment, can be identified in a Fourier analysis of the measured $g^{(2)}(\tau)$. Figure 26(c) depicts an overview spectrum. In this spectrum, the three distinct modulation frequencies, the acoustic and laser pulse rate and the SAW frequency can be identified. In figures 26(d)–(f), the spectrum around these characteristic frequencies (blue line) is compared to that expected from the electrical modulation (grey line). This good agreement and the clearly resolved frequency components confirm the high precision regulation of the single photon emission from our acoustically driven coupled QD-nanocavity system.

6.2.3. Acoustically-driven entangling quantum gate in a QD nanocavity system. All experimental work discussed so far has been restricted to the dissipation dominated regime of weak light–matter interaction, in which the photon loss is the dominant rate. In the regime of strong light–matter coupling, the vacuum Rabi frequency exceeds all loss mechanisms and dressed polariton states are formed between photon(s) and exciton. This coupling is described by the Jaynes–Cummings (JC) model [74, 223]. Most importantly, they restrict their modeling exclusively to experimentally demonstrated system parameters. The theoretical study on entangling quantum gates driven by SAWs [224]. In their study, they assumed a PCM defect nanocavity type of coupled system can be also driven non-adiabatically thus inducing Landau–Zener (LZ) transitions [225–228] for sufficiently large tuning rates $v$. Here, the initial states remain partially occupied. The probability of this diabatic process is given by the famous LZ formula:

$$P_{\text{LZ}} = 1 - \exp(-2\pi g^2/\hbar v).$$

For $P_{\text{LZ}} \to 1$, i.e. $\hbar v \gg g^2$, the system is tuned along the diabatic states, preserving the occupation of the initial state. This process is shown in figure 27(b). For moderate $v$, $P_{\text{LZ}} = 0.5$ can be realized. In this regime, an initial product state can be transformed into a maximally entangled state. For instance, the product state $|1_X, 0_\gamma\rangle$ can be driven into the Bell state $\Psi^+ = \frac{1}{\sqrt{2}} (|1_X, 0_\gamma + 0_X, 1_\gamma\rangle)$. This scheme was introduced in the field of solid state quantum information processing in a proposal for superconducting circuit quantum electrodynamics [229]. SAW and dynamic acoustic fields in general are also well suited to the implementation of dynamic tuning. For a sinusoidal SAW, $v = f_{\text{SAW}} \cdot A_{\text{SAW}}$. Blattmann et al conducted a theoretical study on entangling quantum gates driven by SAWs [224]. In their study, they assumed a PCM defect nanocavity and a strong QD coupling to its optical mode. Their model system builds on the experimental work discussed above [126] and the regime of strong light–matter interaction, established previously for adiabatically tuned systems [74, 76, 211, 223, 230]. Most importantly, they restrict their modeling exclusively to experimentally demonstrated system parameters. The generated entangled states persist on timescales limited by the fastest relaxation rate of the system, which is that of the

![Figure 26. SAW regulated single photon emission. (a) Measured $g^{(2)}$ plotted over a $\geq 13\mu s$ time interval demonstrating that correlations are in fact detected only when the laser is active. (b) Zoom to the center $\pm 13\mu s$ interval showing clear anti-bunching due to single photon emission and additional clear modulations. (c) Fourier transform of the measured $g^{(2)}$ in a frequency range 0–1 GHz. (d)–(f) Zoom to characteristic frequencies involved in the experiment. Reprinted with permission from [126]. Copyright 2016, AIP Publishing LLC.](image-url)
The performance of the proposed entangling quantum gate can be improved by employing the Fourier-synthesized acoustic waves realized experimentally by Schülein et al shortly after [173]. Figures 27(c)–(h) show key results of Blattmann et al [224]. In the upper panels, the calculated time evolutions of the populations of states $|1_X, 0_{\gamma}\rangle$ (red line) and $|0_X, 1_{\gamma}\rangle$ (green line) are plotted for a static detuning of $\Delta_0 = 0.3$ meV and a tuning amplitude of $\Delta = 1$ meV. $\Delta(t)$ is plotted as a reference (grey dashed line). The system evolution starts in initial state $|1_X, 0_{\gamma}\rangle$ and is tuned into resonance at $t_0 = 0.5$ ns. At resonance, the population is transferred from state $|1_X, 0_{\gamma}\rangle$ to state $|0_X, 1_{\gamma}\rangle$. As expected, this transfer clearly depends on the chosen frequency and waveform. Moreover, the population of state $|0_X, 1_{\gamma}\rangle$ rapidly decays, since the underlying photon loss is the dominant loss channel of the system. This rapid decay has a pronounced impact on the generated entanglement. The lower panels of figures 27(c)–(h) show the concurrence $C$, the entanglement measure employed.

Figure 27. SAW-driven entanglement generation. (a) Energy spectrum of a coupled QD-nanocavity system under slow, adiabatic driving showing the characteristic avoided crossing between the exciton $|1_X, 0_{\gamma}\rangle$ and single photon $|0_X, 1_{\gamma}\rangle$ states. (b) Under fast driving, the time evolution occurs along the diabatic states giving rise to Landau–Zener tunneling. (c)–(h) LZ entanglement dynamics for sine wave SAWs with frequencies 1 GHz (c), 3 GHz (d), and 5 GHz (e), as well as for a spike (f), a sawtooth (g), and a square (h), each with fundamental frequency 1 GHz. The cavity–dot coupling is $g = 35 \mu$eV, while the static detuning $\Delta_0 = 0.3$ meV is modulated with an amplitude $A = 1$ meV. Upper panels: population of the states $|1_X, 0_{\gamma}\rangle$ (red solid line) and $|0_X, 1_{\gamma}\rangle$ (green dashed line). The dotted line visualizes the course of the detuning $\Delta E_{\text{QD}} - \Delta E_{\text{NC}} = \Delta_0 + \Delta \cdot \sin(\omega_{\text{SAW}} t)$. Lower panels: cavity–dot entanglement in terms of the concurrence $C$. Reprinted figure with permission from [224]. Copyright 2014 by the American Physical Society.
$C > 0.8$ are predicted from these calculations, particularly for Fourier-synthesized waveforms. For all frequencies and waveforms, the persistence time of $C$ is again limited by the photon loss rate. For a full analysis of various system parameters, the reader is referred to the original article [224]. As noted above, this theoretical work is exclusively based on experimentally demonstrated system parameters. These calculations show that entangled exciton–photon states can in fact be generated by their scheme for fSAW in the low gigahertz regime.

6.3. Future directions

The membranes used in the experiments discussed above have been optimized with regard to their photonic properties. In the field of integrated optomechanics, membrane-based optomechanical or phoXonic crystals are widely studied and controlled down to the single phonon regime [231–237]. Also, initial experiments have demonstrated the mutual coupling of coherent elastic and optical waves in these devices [238, 239]. By deliberately enhancing or suppressing the interactions between light (photons), sound (phonons) and matter (excitons), fully fledged coherent hybrid optomechanics can be established [240, 241]. This tripartite system enables coupling between the three ‘elementary excitations’ in condensed matter, electrons, photons and phonons, ultimately in the resolved sideband regime.

Thus, interfacing QDs or other quantum emitters on this platform is an extremely tantalizing goal within and beyond the emerging fields of nanophotonics and optomechanics [242, 243], nano-opto-electro-mechanics [244] and SAW quantum acoustics [97]. We note that the concepts presented here are at the heart of a myriad of activities researching hybrid mechanical quantum systems. Even in the field of SAWs alone, strong coupling regime of cavity quantum acoustodynamics [245, 246] has been reported. In addition, recent preprints have appeared on the quantum control of a SAW resonator using a superconducting artificial atom [247], and coherent mechanical control of a single spin of a quantum emitter in a phononic resonator [248]. These potentially landmark works, reported over just a couple of months, underline the large momentum in this dynamic field of research.
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