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ABSTRACT

We revisit the problem of finding small $\varepsilon$-separation keys introduced by Motwani and Xu (2008). In this problem, the input is a data set consisting of $m$-dimensional tuples $\{x_1, x_2, \ldots, x_n\}$. The goal is to find a small subset of coordinates that separates at least $(1-\varepsilon)\binom{m}{2}$ pairs of tuples. When $n$ is large, they provided a fast algorithm that runs on $\Theta(m/\varepsilon)$ tuples sampled uniformly at random. We show that the sample size can be improved to $\Theta(m/\sqrt{\varepsilon})$. Our algorithm also enjoys a faster running time.

To obtain this result, we consider a decision problem that takes a subset of coordinates $A \subseteq [m]$. It rejects if $A$ separates fewer than $(1-\varepsilon)\binom{m}{2}$ pairs of tuples, and accepts if $A$ separates all $\binom{m}{2}$ pairs of tuples. The algorithm must be correct with probability at least $1-\delta$ for all $2^m$ choices of $A$. We show that for algorithms based on uniform sampling:

- $\Theta\left(\frac{m}{\sqrt{\varepsilon}}\right)$ samples are sufficient and necessary so that $\delta \leq e^{-\varepsilon m}$.
- $\Omega\left(\frac{\log m}{\varepsilon}\right)$ samples are necessary so that $\delta$ is a constant.

Closing the gap between the upper and lower bounds in this case is still an open question.

The analysis is based on a constrained version of the balls-into-bins problem whose worst case can be determined using Karush Kuhn Tucker (KKT) conditions. We believe our analysis may be of independent interest.

We also study a related problem that asks for the following sketching algorithm: with given parameters $\alpha$, $k$, and $\varepsilon$, the algorithm takes a subset of coordinates $A$ of size at most $k$ and returns an estimate of the number of unseparated pairs in $A$ up to a $(1\pm\varepsilon)$ factor if it is at least $\alpha \binom{m}{2}$. We show that even for constant $\alpha$ and success probability, such a sketching algorithm must use $\Omega(mk \log \varepsilon^{-1})$ bits of space; on the other hand, uniform sampling yields a sketch of size $\Theta\left(\frac{mk}{\alpha \varepsilon}\right)$ for this purpose.

1. Introduction

Motivation. In large data sets, it is often important to find a small subset of attributes that identifies most of the tuples. Consider $n$ tuples $x_1, x_2, \ldots, x_n \in U^m$ each of which has $m$ coordinates (attributes) in some universe $U$. We say a subset of coordinates $A \subseteq [m]$ is a key if every pair of tuples differ by at least one coordinate value in $A$ (i.e., $A$ uniquely identifies all tuples). Motwani and Xu [14] considered the problem of finding the minimum key $K^*$ of a given data set. Let $\binom{m}{2}$ denote the collection of all subsets of $R$ of size $t$ and $X = \{x_1, \ldots, x_n\}$ denote the data set. Motwani and Xu [14] reduced the minimum key problem to the set cover problem where the ground set is $\binom{m}{2}$ and each coordinate corresponds to a subset of $\binom{m}{2}$ that consists of pairs of tuples differing at their $i$th coordinates. Finding the minimum key of $X$ is equivalent to finding the minimum set cover of $\binom{m}{2}$. The set cover problem admits a $(\ln N + 1)$ greedy approximation with time complexity $O(NM^2)$ (where $N$ is the cardinality of the ground set and $M$ is the number of subsets) [20]. The combination of these two ideas yields an approach that runs in $\Theta(m^2n^2)$ time $^1$. For massive data sets (i.e., large $n$), this approach is, however, costly.

Approximate minimum $\varepsilon$-separation key via minimum set cover. To this end, Motwani and Xu considered the relaxed problem of finding small $\varepsilon$-separation keys. We say that a subset of coordinates $A$ separates $x_i$ and $x_j$ if they are different in at least one coordinate in $A$. In this problem, with high probability, we want to find a small
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1With a careful implementation, described in Appendix B, one can improve the running time to $O(m^2n^2 \log n)$ which still depends on $n$.\n
subset of coordinates $l$ that separates at least $(1 - \varepsilon)$ fraction of pairs of tuples such that $|l| \leq \gamma |l^*|$. In this case, one often refers to $l$ as a \textit{quasi-identifier} with separation ratio $1 - \varepsilon$. The parameter $\gamma$ controls how large $l$ is allowed to be compared to the minimum key $l^*$.

Their idea is to uniformly sample $\Theta(m/\varepsilon)$ pairs of tuples $R = \{(x_i, x_j), (x_i, x_{j'}), \ldots \}$ and solve the set cover problem in which the ground set is $R$ and each coordinate $i$ corresponds to a subset of $R$ that consists of pairs of tuples differing at their $ith$ coordinates.

If $A$ separates fewer than $(1 - \varepsilon)\binom{m}{2}$ pairs, the probability that $A$ separates all pairs in $R$ (or equivalently, $A$ is the set cover of the described set cover instance) is at most

$$\left(1 - \varepsilon\right)^{|R|} \leq e^{-\varepsilon |R|} \leq e^{-10m}$$

by choosing $|R| = 10m/\varepsilon$. By appealing to an union bound over all $2^m$ subsets of coordinates, we guarantee that no such subset of attributes separates all pairs in $R$ with probability at least $1 - e^{-5m}$. Therefore, finding a $\gamma$ approximation to the aforementioned set cover instance yields an $\varepsilon$-separation key whose size is at most $\gamma |l^*|$.

One can attain $\gamma = 1$ using the brute-force algorithm whose running time is $e^{O(m)}$ (but the size of the ground set is much smaller $O(m/\varepsilon)$ instead of $O(n)$). On the other hand, one can also attain $\gamma = O\left(\ln \frac{m}{\varepsilon}\right)$ using the greedy set cover algorithm whose running time is $O(m^3/\varepsilon)$, assuming we can compare two coordinates in constant time. This running time is more manageable as it does not depend on the size of the data set $n$. Note that sampling pairs of tuples can easily be implemented in the streaming model and the space would be proportional to the number of samples.

In this work, we mainly focus on sample and space bounds. However, we will also address running time and query time whenever appropriate. For this purpose, we make a mild assumption that one can define a total ordering of values in $U$. This is the case in most natural applications (i.e., numbers, strings, etc.); we also assume that comparing two values in $U$ takes constant time.

\textbf{A small tweak to Motwani-Xu’s algorithm.} Our goal is to improve the sample complexity with a small tweak. In particular, we sample $\Theta\left(\frac{m}{\sqrt{\varepsilon}}\right)$ tuples uniformly at random, and let $R$ be the set of sampled tuples. We then solve the set cover instance in which the ground set is $\binom{R}{2}$ and each coordinate corresponds to the pairs in $\binom{R}{2}$ that it separates.

In other words, the key difference between the two algorithms is that ours samples $R = \Theta(m/\sqrt{\varepsilon})$ tuples and use $\binom{R}{2}$ as ground set (for the set cover instance) while the approach of [14] samples $R' = \Theta(m/\varepsilon)$ pairs of tuples of the data set and uses $R'$ as the ground set.

We particular, for all $A \subseteq [m]$, if $A$ separates fewer than $(1 - \varepsilon)\binom{m}{2}$ pairs, the probability that $A$ separates all pairs in $\binom{R}{2}$ is at most $e^{-10m}$. While this seems like a small tweak, the analysis is significantly more involved.

If we use the greedy set cover algorithm to obtain the approximation factor $\gamma = O\left(\ln \frac{m}{\sqrt{\varepsilon}}\right)$, this tweak also leads to a better time complexity $O\left(\frac{m^2}{\sqrt{\varepsilon}}\right)$ in comparison to that of Motwani and Xu whose running time is $O\left(\frac{m^3}{\varepsilon}\right)$.

\textbf{\textit{ε}-separation key filter.} We first consider a decision problem that captures the essence of our analysis and then describe how this yields the aforementioned improvements to finding a small $\varepsilon$-separation key. We say $A$ is \textit{bad} if it separates fewer than $(1 - \varepsilon)\binom{m}{2}$ pairs of tuples. This problem asks for an algorithm that takes $A \subseteq [m]$ and rejects if $A$ is bad. Furthermore, the algorithm must accept if $A$ separates all $\binom{m}{2}$ pairs (i.e., $A$ is a key). If $A$ is neither bad nor a key, the algorithm can either accept or reject. The success probability is required to be at least $1 - \delta$ for all $2^m$ choices of $A$. More formally,

$$\Pr\left(\forall A \subseteq [m], \text{ the algorithm is correct on } A \right) \geq 1 - \delta.$$  

Hereinafter, we only consider the above “for all” notion of success (as opposed to the “for each” notion). The \textit{query time} is the time to compute the answer for a given subset of coordinates $A$.

From the discussion above, it is fairly easy to see that the approach of Motwani and Xu solves this problem using a sample size $\Theta(m/\varepsilon)$ with query time $O\left(\frac{m|A|}{\varepsilon}\right)$. Specifically, we reject $A$ if it fails to separate any of $\Theta(m/\varepsilon)$ pairs in $R'$ and accept otherwise. Our goal is to improve the sample size and query time.

\textbf{Non-separation estimation.} We also consider a related approximate counting problem. Let $\Gamma_A$ be the number of pairs of tuples that are not separated by $A$. Let $\alpha, \varepsilon$, and $k$ be some given parameters, the \textit{non-separation estimation} problem asks for an algorithm that takes a subset of coordinates $A \subseteq [m]$ as the input where $|A| \leq k$. If $\Gamma_A \geq \alpha\binom{m}{2}$, the algorithm must return an estimate $\hat{\Gamma}_A$ of $\Gamma_A$ such that

$$\left(1 - \alpha\right)\Gamma_A \leq \hat{\Gamma}_A \leq \left(1 + \alpha\right)\Gamma_A.$$  

Otherwise, the algorithm may output "small." The algorithm must return correct answers for all queries $A \subseteq [m]$ (where $|A| \leq k$) with probability at least $1 - \delta$.

\textbf{Sketching algorithms and algorithms based on uniform sampling.} A sketch $S$ of a data set $X$, with respect to some problem $F$, is a compression of $X$ such that given only access to $S$, one can solve the problem $F$ on $X$. Often, the primary objective is to minimize the size of $S$.

Given $X$, an algorithm based on uniform sampling is a special case of sketching algorithms in which $S$ is a set of items drawn uniformly at random from $X$.

\textbf{Main results and techniques.} For the $\varepsilon$-separation key filter problem, our main results are as follows. We first propose a better sketching algorithm based on uniform sampling in terms of sample size and query time. We then establish its sampling complexity lower bounds. In certain regime, we show that our strategy is optimal in term of sampling complexity.

\textbf{Theorem 1 (Main Result 1).} Consider the $\varepsilon$-separation key filter problem. For algorithms based on uniform sampling, if $n \geq K m/\varepsilon$ for some sufficiently large constant $K$, then:

- $\Theta\left(\frac{m}{\sqrt{\varepsilon}}\right)$ samples are sufficient and necessary so that $\delta \leq e^{-m}$;
- furthermore, the query time is $O\left(\frac{|A|}{m^{\varepsilon}} \log \frac{m}{\varepsilon}\right)$ where $A$ is the subset of coordinates being queried.
• \( \Omega \left( \sqrt{\frac{\log m}{\varepsilon}} \right) \) samples are necessary so that \( \delta \) is a constant.

The analysis of the upper bound is heavily non-trivial. At a high level, it uses Karush–Kuhn–Tucker (KKT) [15, Chapter 12] conditions to identify the worst-case input. With some further arguments, we can apply the birthday problem [13, Page 45] to show that in this worst-case input, \( \Theta(m/\sqrt{\varepsilon}) \) sample size suffices.

This result leads to the following improvements for the approximate minimum \( \varepsilon \)-separation key problem in both sample size and running time.

**Proposition 1.** There exists an algorithm based on uniform sampling that solves the approximate minimum \( \varepsilon \)-separation key problem with a sample size \( \Theta \left( \frac{m}{\sqrt{\varepsilon}} \right) \). Furthermore, if the approximation factor \( \gamma = O \left( \frac{\ln \frac{m}{\varepsilon}}{\varepsilon} \right) \), the running time is \( O \left( \frac{m^2}{\varepsilon^2 \log \varepsilon} \right) \).

For the non-separation estimation problem, we show that a sketching algorithm based on uniform sampling is optimal in terms of \( k \) and \( m \) up to a logarithmic factors.

**Theorem 2 (Main Result 2).** Consider the non-separation estimation problem, the following holds.
- There exists an algorithm based on uniform sampling that requires a sample size \( \Theta \left( \frac{k \log m}{\varepsilon \alpha^2} \right) \).
- Suppose \( m \geq k/\sqrt{\varepsilon} \) and \( \alpha \) is a constant. Such a sketching algorithm must use \( \Omega(mk \log(1/\varepsilon)) \) space.

Note that a sample size \( \Theta \left( \frac{k \log m}{\varepsilon \alpha^2} \right) \) requires \( \Omega \left( \frac{km \log m \log |U|}{\varepsilon \alpha^2} \right) \) bits of space. Hence, for constant \( \alpha \), the upper and lower bounds are tight in terms of \( k \) and \( m \) up to a logarithmic factor. The upper bound in the theorem above is a direct application of Chernoff and union bounds. The lower bound is based on an encoding argument. Liberty et al. [11] also used an encoding argument to prove a space lower bound for finding frequent itemset although the technical details are different.

**Further applications.** Motwani and Xu [14] have highlighted multiple applications of this problem, which we will summarize here. One example is using this problem as a fundamental tool to identify various dependencies or keys in noisy data. This problem can also aid in comprehending the risks associated with releasing data, specifically the potential for attacks that may re-identify individuals.

Small quasi-identifiers are crucial information to consider from a privacy perspective because they can be utilized by adversaries to conduct linking attacks. The collection of attribute values may come with a cost for adversaries, leading them to seek a small set of attributes that form a key.

This problem also has applications in data cleaning, such as identifying and removing fuzzy duplicates resulting from spelling mistakes or inconsistent conventions [2, 3]. Moreover, quasi-identifiers are a specific case of approximate functional dependency [8, 16]. The discovery of such quasi-identifiers can be valuable in query optimization and indexing [6].

**Related work.** There has been recent work on sketching and streaming algorithms as well as lower bounds for multidimensional data. In this line of work, we want to compute a sketch of the input data set such that given only access to the sketch, we can approximate statistics of the data restricted to some query subset(s) of coordinates \( A \); in this setting, \( A \) is provided after the sketch has been computed. Some example problems include heavy-hitters and frequent itemset [10, 11], frequency estimation [4], and box-queries [5].

**Preliminaries.** We provide some useful tools and facts as well as common notations for the rest of the paper here.

**Chernoff bound.** We often rely on the following version of Chernoff bound:

**Theorem 3 (Chernoff bound [18]).** Let \( X_1, X_2, \ldots, X_N \) be independent Bernoulli random variables such that \( P(X_i = 1) = p \). Let \( X = \sum_{i=1}^{N} X_i \) and \( \mu = \mathbb{E}[X] = np \). Then, for all \( \varepsilon > 0 \),

\[
\Pr \left( |X - np| \geq \varepsilon np \right) \leq 2 e^{-\frac{\varepsilon^2}{2\mu}} \leq 2 e^{-0.1 np}.
\]

When \( \varepsilon \geq 2 \), we have:

\[
\Pr \left( |X - np| \geq \varepsilon np \right) \leq 2 e^{-\frac{\varepsilon^2}{5\mu}}.
\]

The birthday problem. If one throws \( q \) balls (people) into \( N \) bins (birthdays) uniformly at random, one can show that the probability that there is a collision (i.e., there is a bin that contains at least two balls) is approximately \( 1 - e^{-q^2/N} \). The following can be found in various textbooks and lecture notes (for example, see [13, Page 45]).

**Theorem 4 (The birthday problem).** Let \( C(N, q) \) be the probability that there is at least one collision if one throws \( q \) balls into \( N \) bins uniformly at random. We have:

\[
C(N, q) \geq 1 - e^{-q(q-1)/2N}.
\]

This implies that for the non-collision probability to be less than \( \delta \), we can set

\[
q \geq \frac{1}{2} \left( 1 + \sqrt{8N \log \frac{1}{\delta}} + 1 \right) \geq 4 \sqrt{N \log \frac{1}{\delta}}.
\]

**Notation and assumptions.** For convenience, hereinafter, we let \( K \) be a universal sufficiently large constant. Unless stated otherwise, we may round \( \varepsilon \) down to the nearest power of \( 1/4 \), i.e., \( \varepsilon = 1/4^t \) where \( t \) is an integer so that \( 1/\varepsilon \) and \( 1/\sqrt{\varepsilon} \) are integers. This does not change the complexity as the extra constant is absorbed in the big-\( O \) notation. Unless stated otherwise, \( \log n \) refers to \( \log_2 n \).

**Organization.** Section 2 provides the improved upper bound and lower bounds for the \( \varepsilon \)-key filter problem in Theorem 1. Section 3 provides the upper and lower bounds for the non-separation estimation problem in Theorem 2. We also implemented a small experiment showing the efficiency of the new approach in Section 4.

The resulted improvements to the approximate minimum \( \varepsilon \)-separation key in Proposition 1 are explained in Appendix B.

Due to space constraint, some omitted proofs can be found in Appendix C.

---

1This assumption is indeed unnecessary. If the distribution is non-uniform, one can show that the probability of collision only increases [12, 17].
2 IMPROVED UPPER AND LOWER BOUNDS FOR $\varepsilon$-SEPARATION KEY FILTER

2.1 An Improved Upper Bound

**Algorithms.** We will prove the first part of Theorem 1 in this subsection. The detailed algorithm is given in Algorithm 1. Our algorithm samples $R = \Theta(m/\sqrt{\varepsilon})$ tuples without replacement uniformly at random. For any given $A \subseteq [m]$, if $A$ fails to separate any pair in $\binom{\mathcal{B}}{2}$, then reject $A$; otherwise, accept. We will show that this algorithm is correct with probability at least $1 - e^{-m}$.

**Algorithm 1** An improved sampling-based algorithm for $\varepsilon$-separation key filter

**Require:** Data set $X = \{x_1, \ldots, x_n\}, x_i \in U^m, \varepsilon$.
1: Sample without replacement $R = \Theta(m/\sqrt{\varepsilon})$ tuples.
2: Given $A \subseteq [m]$, accept $A$ if and only if $A$ separates all $\binom{\mathcal{B}}{2}$ pairs of samples.

**Improvement to minimum $\varepsilon$-separation key.** Note that if this algorithm for $\varepsilon$-separation keys filter is correct, the improvement for the minimum $\varepsilon$-separation key problem in terms of sample size is immediate. The improved running time is less trivial and requires some careful bookkeepings; we defer the discussion to Appendix B.

**Analysis.** Let us visualize this problem in terms of auxiliary graphs. Consider a subset of attributes $A$. If $A$ fails to separate $x_i$ and $x_j$ then we draw an edge between $x_i$ and $x_j$. Note that if $A$ fails to separate $x_i$ and $x_j$, and $A$ fails to separate $x_j$ and $x_i$, then $A$ also fails to separate $x_i$ and $x_j$. Therefore, the graph $G_A$ consists of disjoint cliques. The goal is to sample an edge in $G_A$ (or equivalently, sample two tuples not separated by $A$) if $A$ fails to separate $\varepsilon$ fraction of the pairs (in this case, we call $A$ bad).

We want to argue that if $A$ is bad, then we sample two distinct vertices in the same clique in $G_A$ with probability at least $1 - e^{-10m}$. By an application of the union bound over $2^m$ subsets of attributes, we are able to discard all bad subsets of attributes with probability at least $1 - e^{-m}$.

We note that if $A$ is bad, $G_A$ has at least $\ell^2$ edges. Thus, the problem can be rephrased as follows. Given a graph of $n$ vertices and at least $\ell^2$ edges that consists of disjoint cliques, what is the smallest number of vertices that one needs to sample uniformly at random such that the induced graph has at least one edge with probability at least $1 - e^{-10m}$?

It remains to show that sampling $r = \Theta\left(\frac{m}{\sqrt{\varepsilon}}\right)$ tuples (or vertices) is sufficient. The key observation is that this problem is fairly similar to the birthday problem. Of course, this is not quite the same since we want to sample two distinct vertices from cliques of size at least two. We can simply sample without replacement to avoid this issue. However, for a cleaner analysis, our analysis is based on sampling with replacement and relate the two.

There could be at most $n$ cliques so we use a vector $s = (s_1, s_2, \ldots, s_n)$ to denote the cliques’ sizes where zero-entries are empty cliques. Recall that $\sum_{i=1}^{n} \frac{s_i(s_i-1)}{2} \geq \ell^2$ which implies $\sum_{i=1}^{n} s_i^2 \geq 4\varepsilon^2/4$ for sufficiently large $n$.

We relax the problem so that $s_i$ can be a non-negative real number (i.e., $s_i \in \mathbb{R}_{\geq 0}$). Consider following set of points $s \in \mathbb{R}_{\geq 0}^n$ such that

$$\sum_{i=1}^{n} s_i^2 \geq 4\varepsilon^2/4$$

We use $\mathcal{P}$ to denote the set of all $s$ that satisfies all three constraints. For convenience, we can think of cliques as colors and each vertex that we sample uniformly at random is a ball whose color is distributed according to the multinomial distribution $\mathcal{D}_s = \left(\frac{s_1}{n}, \frac{s_2}{n}, \ldots, \frac{s_n}{n}\right)$ where $s \in \mathcal{P}$.

We are interested in how large $r$ should be such that the probability of having two balls with the same color is at least $1 - e^{-10m}$. In particular, let $\mathbb{P}_{r, \mathcal{D}_s}(s)$ be the probability that at no two balls have the same color (we refer to this event $\xi$ as non-collision) if we draw $r$ balls whose colors follow the distribution $\mathcal{D}_s$.

Let us fix $r$ and figure out $s$ that maximizes the non-collision probability. Without constraint (1), it is easy to see that the non-collision probability is largest when the color distribution is uniform [12, 17]. With constraint (1), one might suspect that this is still true. That is the non-collision probability is largest when all non-zero $s_i$ have the same value (i.e., all $1/e^r$ non-zero entries have the same value $s' \in r'$ where $r' = e/r$). This intuition is however incorrect; one can see an example in Appendix C.3. In this case, the problem indeed becomes more complicated.

Given the distribution $\mathcal{D}_s$, the probability that we do not have a collision after sampling $r$ vertices uniformly at random is

$$\mathbb{P}_{r, \mathcal{D}_s}(s) = \frac{r!}{n^r} \sum_{1 \leq j_1 < j_2 < \ldots < j_r \leq n} s_{j_1}s_{j_2}\ldots s_{j_r} = \frac{r!}{n^r} f_r(s).$$

Suppose we sample without replacement, the probability $\mathbb{P}_{r, \mathcal{D}_{s,\ell}}(\xi)$ that we do not have a collision is

$$\mathbb{P}_{r, \mathcal{D}_{s,\ell}}(\xi) := \frac{r!}{n(n-1)(n-2)\ldots(n-r+1)} f_r(s).$$

As a consequence, we have:

$$\mathbb{P}_{r, \mathcal{D}_{s,\ell}}(\xi) \leq \mathbb{P}_{r, \mathcal{D}_{s}}(\xi),$$

The next claim relates $\mathbb{P}_{r, \mathcal{D}_{s,\ell}}(\xi)$ and $\mathbb{P}_{r, \mathcal{D}_{s}}(\xi)$.

**Claim 1.** For $n > \frac{r(r-1)}{m} + r - 1 = \Theta\left(\frac{r^2}{m}\right)$, we have

$$\mathbb{P}_{r, \mathcal{D}_{s,\ell}}(\xi) < e^m \mathbb{P}_{r, \mathcal{D}_{s}}(\xi).$$

**Proof.** Note that $n > \frac{r(r-1)}{m} + r - 1$ implies $\frac{r(r-1)}{n-r+1} < m$. Thus,

$$\frac{n^r}{n(n-1)(n-2)\ldots(n-r+1)} \leq \left(\frac{n}{n-r+1}\right)^r \leq \left(1 + \frac{r - 1}{n - r + 1}\right)^r \leq e^{\frac{r(r-1)}{n-r+1}} \leq e^m.$$

We will later set $r = \Theta\left(\frac{m}{\varepsilon}\right)$; the condition $n > \frac{r(r-1)}{m} + r - 1$ implies that $n \geq \frac{km}{\varepsilon}$. We are now interested in maximizing $f(s)$.
for fixed $r$. Let

$$s^* = \max_{s \in \mathcal{P}} \mathbb{E}_{\mathbf{r}, \mathbf{D}_1} (\xi) = \max_{s \in \mathcal{P}} f_r(s).$$

We make the following key observation.

**Lemma 1.** If $4 \leq r \leq 1 + (1 - \sqrt{r}/2)n$, then the optimal $s^* = \max_{s \in \mathcal{P}} f_r(s)$ satisfies the following: all non-zero entries in $s^*$ have at most two distinct values.

**Proof.** Since $r$ is being fixed, we drop $r$ from $f_r$ for a cleaner presentation. Let

$$\tilde{s} = (\sqrt{n}/2, 1, 1, \ldots, 1, 0, 0, \ldots, 0) .$$

(1-\sqrt{n}/2)n times

In fact, $\tilde{s}$ is feasible as it satisfies all constraints (1) - (3). We note that any $s$ that has fewer than $r$ non-zero entries cannot be the optimal value since $f(s) = 0$ while $f(\tilde{s}) > 0$ since it has $(1 - \sqrt{n}/2)n + 1$ non-zero entries and therefore at least one term in $f(\tilde{s})$ must be positive.

Our proof uses the KKT conditions with LICQ regularity condition as its core. We invite readers who are not familiar with this technical theorem to visit Appendix A for full details.

Let $s$ be any local optimal. First, we assume that LICQ holds at $s$. Based on the KKT conditions (Theorem 5), there exist some constants $\mu \geq 0$, $\eta \in \mathbb{R}$, and $\{\lambda_i\}_{i \in [n]} \geq 0$, such that for any local maxima, we have

$$\nabla f(s) = \mu \nabla (\sum_{i=1}^{n} s_i^2) + \sum_{i=1}^{n} \lambda_i \nabla(s_i) + \eta \nabla \left( \sum_{i=1}^{n} s_i \right)$$

and

$$s_i > 0 \implies \lambda_i = 0 .$$

Equations (6) and (7) correspond to the stationarity and complementary slackness conditions (see Appendix A). Each coordinate of the right hand side of Eq. (6) has the following form

$$2\mu s_i + \lambda_i + \eta .$$

Each coordinate $i$ of $\nabla f(s)$ is as follows:

$$\frac{\partial f(s)}{\partial s_i} = \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} .$$

Therefore, for each $i = 1, 2, \ldots, n$:

$$\sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq i} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} = (2\mu s_i + \lambda_i + \eta) = 0 .$$

Consider any $s_a > 0$ and $s_b > 0$. Note that $\lambda_a = \lambda_b = 0$. We have:

$$\begin{align*}
&\left( \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} \right) - 2\mu s_a = 0 \\
&\left( \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq b} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} \right) - 2\mu s_b = 0 \\
\iff & s_a \left( \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a, b} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} \right) - 2\mu s_a \\
&\leq s_b \left( \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a, b} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} \right) - 2\mu s_b \\
\iff & (s_b - s_a) \left( \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a, b} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} \right) = -2\mu(s_b - s_a) .
\end{align*}$$

Thus, either $s_a = s_b$ or

$$\sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a, b} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} = -2\mu_1 .$$

If $s_a \neq s_b$, then consider any other entry $s_i > 0$. It must be the case that either $s_c \neq s_a$ or $s_c \neq s_b$. Without loss of generality, suppose $s_c \neq s_b$. With the same derivation, we have:

$$\sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a, b, c} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} = -2\mu_1 .$$

From Eq. (12) and Eq. (13), we have:

$$\begin{align*}
\sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq b, c} s_{j_1} \ldots s_{j_{r-2}} &= \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq b} s_{j_1} \ldots s_{j_{r-2}} \\
\sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a, b, c} s_{j_1} \ldots s_{j_{r-3}} &= \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a} s_{j_1} \ldots s_{j_{r-3}} \\
&= s_c \sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq a} s_{j_1} \ldots s_{j_{r-3}} \\
&= s_c .
\end{align*}$$

In the last step, we divide both sides by

$$\sum_{1 \leq j < j_2 < \ldots < j_{r-1} \leq n, j_1, j_2, \ldots, j_{r-1} \neq b, c} s_{j_1} s_{j_2} \ldots s_{j_{r-1}} > 0 .$$

This is because we assume that at least $r \geq 4$ entries are non-zero. Thus, all entries in $s$ can either take value 0, $a$, or $b$.

It remains to deal with the case where LICQ does not hold at $s$. We denote by 0 and 1 the vectors in which all entries are zeros and ones respectively; furthermore, 1 denotes the ith canonical vector. Let $\mathcal{A}(s)$ be the (active) set of constraints whose equality hold (see Appendix A and Definition 1 for a formal definition). The active set $\mathcal{A}(s)$ can contain three following types of constraints:

1. Constraint (1): $\sum_{i=1}^{n} s_i^2 \geq \varepsilon n^2/4$. The gradient corresponding to this constraint is $2s$.
2. Constraint (2): $\sum_{i=1}^{n} s_i = n$. The gradient corresponding to this constraint is 1. Note that constraint (2) must be in $\mathcal{A}(s)$ by definition.
(3) Constraints (3): \( s_i \geq 0 \). The gradient corresponding to this type of constraints is \( 1_i \).

Denote by \( A := \{ i \mid s_i = 0 \} \) the set of indices whose components of \( s \) are zero. If \( \mathcal{A}(s) \) does not contain Constraint (1) and LICQ does not hold means, then there exist \( y \in \mathbb{R}^{\lvert A \rvert + 1}, y \neq 0 \) such that:

\[
0 = y_0 1 + \sum_{i \in A} y_i 1_i
\]

This happens if and only if \( \mathcal{A}(s) \) contains all constraints (3), i.e., \( s = 0 \), which contradicts Constraint (2). Therefore, \( \mathcal{A}(s) \) must contain Constraint (1). By our assumption that LICQ does not hold, there exists a vector \( y \in \mathbb{R}^{\lvert A \rvert + 1} \) such that:

\[
2s = y_0 1 + \sum_{i \in A} y_i 1_i
\]

As a consequence, \( s_i = \frac{y_0}{2} \) for all \( i \notin A \). Thus, there is at most one distinct value among non-zero entries of \( s \) when LICQ does not hold. That concludes our proof. \( \square \)

The next lemma shows that we can still apply the birthday problem for \( r = \Theta \left( \frac{m}{2\varepsilon} \right) \).

**Lemma 2.** Suppose the non-zero entries in \( s \in \mathcal{P} \) (\( \mathcal{P} \) defined by Constraints (1)-(3)) have at most two distinct values. By drawing \( r = \Theta \left( \frac{m}{2\varepsilon} \right) \) balls uniformly at random from \( \mathcal{D}_s \), the probability of no two balls having the same color is at most \( 1 - e^{-20m^2 - e^{-20m}} \).

**Proof.** Consider the case where there are two distinct values among non-zero entries in \( s \). Let these two distinct values be \( a \) and \( b \). We say a color \( i \in \{ n \} \) is in group \( A \) if \( s_i = a \); otherwise \( i \) is in group \( B \). Define \( k_a := \lvert A \rvert, k_b := \lvert B \rvert \), we have:

\[
k_{a}a^2 + k_{b}b^2 \geq \frac{cn^2}{4}.
\]

Thus either \( k_{a}a^2 \geq \frac{cn^2}{4} \) or \( k_{b}b^2 \geq \frac{cn^2}{4} \). Without loss of generality, suppose \( k_{a}a^2 \geq \frac{cn^2}{4} \). Then:

\[
a \geq \frac{\sqrt{n}}{\sqrt{8k_{a}}} \iff k_{a}a \geq \frac{\sqrt{k_{a}cn}}{\sqrt{8}}.
\]

Thus, in expectation, each random ball drawn uniformly at random has color in group \( A \) with probability at least \( \frac{\sqrt{k_{a}cn}}{\sqrt{8}} \).

Let \( K \) be some sufficiently large constant, if we draw at least \( Kn\sqrt{k_{a}} \) balls uniformly at random restricted to group-\( A \) colors, by the birthday problem (i.e., Theorem 4), the probability that no two balls share the same color is at most \( e^{-20m^2} \).

Suppose we sample \( \frac{\sqrt{k_{a}cn}}{\sqrt{8}} \) balls uniformly at random. In expectation, the number of balls whose colors are in group \( A \) in the sample is at least:

\[
2\sqrt{8}Km \frac{1}{\sqrt{e}} \times \frac{\sqrt{k_{a}cn}}{\sqrt{8}} = 2Km\sqrt{k_{a}}.
\]

By Chernoff bound (Theorem 3), the probability that we sample fewer than \( \frac{\sqrt{k_{a}cn}}{\sqrt{8}} \) balls whose colors are in group \( A \) is at most \( 2e^{-0.12Km\sqrt{k_{a}}} \leq e^{-20m^2} \). Thus, we get two balls with the same color with probability at least

\[
1 - e^{-20m^2} - e^{-20m}.
\]

The case of one distinct value can be dealt with similarly by simply choose \( b \) to be some arbitrary value and \( k_{b} = 0 \). The same argument is still valid and this concludes our proof. \( \square \)

Let \( r = \frac{cm}{\varepsilon} \) for some sufficiently large constant \( C \). From Lemmas 1 and 2, for any distribution \( \mathcal{D}_s \),

\[
P_{r,\mathcal{D}_s} \left( \xi \right) \leq P_{r,\mathcal{D}_s} \left( \xi \right) \leq 1 - e^{-20m^2} - e^{-20m}.
\]

**Putting it all together.** If we sample tuples without replacement, for each bad subset of coordinates \( A \subseteq [m] \), the probability that we do not sample an edge in \( G_A \) is at most

\[
e^m(e^{-20m^2} + e^{-20m}) = e^{-20m^2}e^m + e^{-19m} < e^{-10m}.
\]

Taking a union bound over at most \( 2^m \) bad subsets \( A \subseteq [m] \), we have proved that the probability of failing to detect a bad subset of coordinates is at most \( 2^m e^{-10m} < e^{-m} \).

**Query time.** Recall that each coordinate has values in \( U \). If \( U \) has a total ordering, then we can sort the tuples in \( R \) using \( O \left( \frac{\lvert A \rvert}{\sqrt{e}} \right) \) comparisons each of which takes \( O(\lvert A \rvert) \) time to detect duplicate(s). Thus, the query time is \( O \left( \frac{m|\lvert A \rvert}{\sqrt{e}} \log \frac{m}{\varepsilon} \right) \).

### 2.2 A lower bound \( \Omega \left( \sqrt{\frac{\log m}{\varepsilon}} \right) \) for constant failure probability

In this section, we consider the following question: What is the lower bound on the number of tuples one needs to sample (uniform sampling, with or without replacement) such that the probability of failure of Algorithm 1 is smaller than a fixed constant \( \delta < 1 \). To this end, we construct a model to get a lower bound \( \Omega \left( \sqrt{\frac{\log m}{\varepsilon}} \right) \) for this question.

**Lemma 3.** There exists a data set where one needs to sample with replacement (resp. without replacement) at least \( \Omega \left( \sqrt{\frac{\log m}{\varepsilon}} \right) \) tuples to reject all bad subsets \( A \) with probability \( 1/e \) (resp. \( 2/e \)).

**Proof sketch.** We provide a proof sketch for the case of sampling with replacement here. The full proof is deferred to Appendix C.1. We consider the data set \( \mathcal{D} := \{ 1, \ldots, \lceil 1/\varepsilon \rceil \}^m \). In this data set, the following holds:

1. All :size one are bad (i.e they separate fewer than \( (1 - \varepsilon)\lceil 1/\varepsilon \rceil \) pairs).
2. Sampling a tuple uniformly at random from \( \mathcal{D} \) is equivalent to sample each coordinate i.i.d from the uniform multinomial distribution on \( \{ 1, \ldots, \lceil 1/\varepsilon \rceil \} \).

Denote \( R_{A,r} \) the event that a bad subset \( A \) is detected after \( r \) samples (i.e., we sample a pair of tuples that are not separated by \( A \)). We derive our lower bound by bounding \( P \left( \bigcap_{A:|A|=1} R_{A,r} \right) \), which is the probability that one can detect all the bad subsets of
cardinality one. Let \( q = 1/\epsilon \). We have
\[
P\left( \bigcap_{|A|\leq 1} R_{A,r} \right) = \prod_{i=1}^{m} P\left( R_{i,r} \right) = \prod_{i=1}^{m} \left( 1 - \frac{1 - i/q}{m} \right)^m \leq \left( 1 - \frac{1 - i/q}{m} \right)^m \leq \left( 1 - 1/m \right)^m \leq 1/e. \quad \Box
\]

### 2.3 A lower bound \( \Omega \left( \frac{m}{\sqrt{\epsilon}} \right) \) for \( e^{-m} \) failure probability

For a constant success probability \( \delta \), our analysis leaves a gap between the upper and lower bound of the sampling complexity (i.e., the upper bound is \( \Theta \left( \frac{m}{\sqrt{\epsilon}} \right) \) while the lower bound is \( \Omega \left( \frac{\log m}{\epsilon} \right) \)). However, for large success probability (i.e., \( 1 - e^{-m} \)), one can actually show that our analysis is tight. In fact, this lower bound holds even if one only needs to tell if a single coordinate is an \( \epsilon \)-separation key.

**Lemma 4.** There exists a data set where one needs to sample without replacement at least \( \Omega \left( \frac{m}{\sqrt{\epsilon}} \right) \) to reject a bad subset \( A \) with probability \( 1 - e^{-m} \).

**Proof sketch.** We build a data set \( D := \{ x_1, \ldots, x_n \} \) satisfying the following properties: A) If we sample a tuple uniformly at random, its first coordinate follows the multinomial distribution given in Equation (5) and B) The remaining coordinates can be chosen arbitrarily as long as there exists a key for \( D \). For this data set, one can show that:

1. Coordinate \( 1 \) is bad.
2. The graph \( G(1) \) (the auxiliary graph corresponding the first coordinate) has one cluster of size \( \Theta(\sqrt{n}) \) and \( n - \Theta(\sqrt{n}) \) clusters of size one.

To detect that \( 1 \) is bad with probability \( 1 - e^{-m} \), one needs to sample at least two vertices (or tuples) in the largest cluster \( C \) with the same probability. This requires \( \Theta(m/\sqrt{\epsilon}) \) samples since the probability of sampling a tuple in \( C \) is \( \Theta(\sqrt{\epsilon}) \). A detailed proof is found in Appendix C.2.

### 3 ESTIMATING NON-SeparATION

In this section, we prove Theorem 2. Specifically, we present space upper and lower bounds for estimating non-separation. The upper bound is based on sampling \( O \left( \frac{K \log m}{\epsilon \alpha^2} \right) \) pairs of tuples uniformly at random.

We then prove a lower bound \( \Omega \left( \frac{km \log 1/\epsilon}{\epsilon} \right) \) on the sketch’s size for constant \( \alpha \). Note that this implies a lower bound \( \Omega \left( \frac{K \log \frac{m}{\epsilon}}{\epsilon} \right) \) on the sample size since each sample requires \( \Omega(m) \) bits of space. Therefore, for constant \( \alpha \), the simple sketching algorithm based on uniform sampling is tight in terms of \( k \) and \( m \), up to poly-logarithmic factor.

### 3.1 Upper bound

We give a simple upper bound based on random sampling. Let \( D \) denote the data set \( \{ x_1, x_2, \ldots, x_n \} \). The algorithm samples \( \frac{Kk \log m}{\epsilon \alpha^2} \) pairs of tuples \( \{(y_1, z_1), (y_2, z_2), \ldots \} \) uniformly at random for some sufficiently large constant \( K \). For a fixed \( A \subseteq \{ n \} \), we use \( A \) to denote the number of sample pairs that \( A \) fails to separate. That is
\[
D_A := \{(y_1, z_1) | y_i \text{ and } z_i \text{ have the same coordinates in } A\}.
\]

If \( D_A < \frac{Kk \log m}{\epsilon \alpha^2} \), output “small”. Otherwise, output
\[
\hat{\Gamma}_A = D_A - \frac{\alpha \epsilon}{Kk \log m}
\]
as an estimate of \( \Gamma_A \). If \( A \) fails to separate at most \( (\alpha/100) \left( \frac{m}{\sqrt{\epsilon}} \right) \) pairs of tuples, appealing to Chernoff bound yields
\[
P \left( D_A < \frac{Kk \log m}{100^2} \right) \leq 2e^{-4.5k \log m} \leq m^{-100k}.
\]

If \( A \) fails to separate at least \( (\alpha/100) \left( \frac{m}{\sqrt{\epsilon}} \right) \) pairs, we have
\[
P \left( D_A \neq (1 \pm \epsilon) \Gamma_A \right) \leq 2e^{-2 \frac{Kk \log m}{\alpha^2 \epsilon^2}} \Gamma_A \leq m^{-100k}.
\]

The success probability is therefore at least \( 1 - m^{-100k} \) by appealing to a union bound over at most \( \left( \frac{m}{\sqrt{\epsilon}} \right) + \left( \frac{m}{\sqrt{\epsilon}} \right) + \ldots + \left( \frac{m}{\sqrt{\epsilon}} \right) \leq m^k \) possible choices of \( A \).

### 3.2 Lower bound

We show that even for constant \( \alpha \), a valid data sketch must use \( \Omega(m \log 1/\epsilon) \) bits. The proof is based on an encoding argument. Let \( d_H \) denote the Hamming distance. We will make use of the following communication problem.

**Lemma 5.** Suppose Alice has a bit string \( C \) of length \( km \) indexed as a \( [k] \times [m] \) matrix. Each of \( m \) columns has exactly \( k \) one-entries and \( k(t-1) \) zero-entries. For Bob to compute a reconstruction \( \hat{C} \) of \( C \) such that \( d_H(C, \hat{C}) \leq \frac{|C|}{100} \) with probability at least 2/3, the one-way (randomized) communication complexity is \( \Omega(m \log \epsilon(t)) \) bits.

The proof of the above lemma is an adaptation of the proof of the Index problem [1, 9] which we defer to the end of this section. We will later set \( t = \Theta(1/\sqrt{\epsilon}) \) to obtain the lower bound \( \Omega(km \log (1/\epsilon)) \).

Let \( n = k \epsilon \) and \( D \) be a \( n \times m \) matrix whose entries are all ones. Furthermore, let \( 1 \) be the \( 2n \times 1 \) canonical vector with the one-entry in the \( i \)th row. Alice constructs the following \( 2n \times (m + n) \) data set \( M \) as below. Here, we make the assumption that \( m \geq \frac{2n}{\sqrt{\epsilon}} \); therefore, \( m + n = O(m) \).

\[
M = \begin{bmatrix}
C & 1 & 1 & 1 & \cdots & 1 & 0 \\
D & 1 & 1 & 1 & \cdots & 1 & 0 \\
& 0 & 0 & 0 & \cdots & 0 & 0 \\
& \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
& 0 & 0 & 0 & \cdots & 0 & 0 \\
& 0 & 0 & 0 & \cdots & 0 & 0 \\
& 0 & 0 & 0 & \cdots & 0 & 0
\end{bmatrix}
\]
We will show that Bob can recover $C$, column-by-column using on the described data sketch for non-separation estimation with $\alpha = 1/16$. Then, appealing to Lemma 5, such a data sketch must have size $\Omega \left( mk \log \frac{1}{\varepsilon} \right)$ bits.

Fix a column $c$ of $C$. Bob can recover column $c$ of $C$ as follows. If Bob guesses that rows

$$R = \{ r_1, \ldots, r_k \} \subset [kr]$$

in $c$ contain all the one-entries, Bob can verify if this guess is good using the estimate $\hat{A}$ where

$$A = \{ i, m + r_1, m + r_2, \ldots, m + r_k \}.$$ 

Here, a guess is good if the reconstruction $\hat{c}$ of $c$ corresponding to this guess satisfies $d_H(\hat{c}, c) \leq \frac{\Delta}{10t}$.

Note that $|A| = k + 1 = O(k)$. Let $u$ and $v$ be the number of rows in $R$ that Bob guesses correctly and incorrectly respectively. That is $u \coloneqq |\{ r_j : c_{r_j} = 1 \}|$, and $v \coloneqq |\{ r_j : c_{r_j} = 0 \}|$. Note that $v = k - u$. The intuition is that for each $r_j$ that is a correct guess, $A$ includes another coordinate that separates another $\approx n + k$ pairs; if $r_j$ is a wrong guess, $A$ includes another coordinate that separates $\approx n - k$ pairs.

**Lemma 6.** We have the following equality regarding the number of unseparated pairs in $A$:

$$\Gamma_A = (t^2 - t + 5/2)k^2 - (t - 1/2)k + u^2 - 3ku .$$

**Proof.** Consider the following process. Starting with $A$ as the coordinate corresponding to column $c$. We then add coordinates $m + r_j$ for each $i$ to $A$ one by one. Originally, $A$ fails to separate $(n + k)^2$ pairs corresponding to $n + k$ rows that are 1's in column $c$ and $(n - k)^2$ pairs that corresponds to 0's in column $c$. For the first correct $r_j$, $A$ includes a coordinate that separates row $r_j$, from $n + k - 1$ other rows; for the second correct $r_j$, $A$ includes a coordinate that separates row $r_j$, from $n + k - 2$ other rows and so on. Similarly, for the first incorrect $r_j$, $A$ includes a coordinate that separates row $r_j$, from $n - k + 1$ other rows; for the second incorrect $r_j$, $A$ includes a coordinate that separates row $r_j$, from $n - k - 2$ other rows and so on.

Therefore, in the end, the number of pairs that remain unseparated in $A$ is

$$\Gamma_A = C, \frac{2n^2 k^2}{2} - \frac{n^2 k}{2} - \frac{u^2}{2} - \frac{u}{2} (n - k - 1) + \frac{u}{2} (n - k - 1) + u^2 - 3ku .$$

First, note that $\Gamma_A > \left( \frac{\Delta}{2} \right) > \frac{1}{16} \left( \frac{2n}{2} \right)$. Thus, a correct data sketch must output the required estimate $\hat{A} = (1 \pm \varepsilon)\Gamma_A$. Observe that the expression (16) is decreasing for $u \leq 3k/2$. Suppose $u \leq 0.9k$,

$$\Gamma_A \geq \frac{(t^2 - t + 5/2 + 0.9^2 - 2.7)k^2 - (t - 1/2)k}{(t^2 - t + 0.61)k^2 - (t - 1/2)k} .$$

On the other hand, if $u = k$, then

$$\Gamma_A \leq \frac{(t^2 - t + 5/2 - 2)k^2 - (t - 1/2)k}{(t^2 - t + 0.5)k^2 - (t - 1/2)k} .$$

Our objective is to choose $t$ such that if the provided estimate $\hat{A} = (1 \pm \varepsilon)\Gamma_A$, Bob can tell whether his guess is good. To do so, it suffices to choose $t$ such that:

$$\frac{t^2 - t + 0.61}{t^2 - t + 0.5} > \frac{1}{11} \implies \frac{1}{200^2 - 200t + 11} > \varepsilon .$$

Hence, we can set $t = \frac{1}{k \varepsilon}$ for some sufficiently large constant $K$. Specifically, Bob queries the estimates $\hat{A}$ for at most $(n + k)$ choices of $A$. If $\Gamma_A \leq (1 + \varepsilon)((t^2 - t + 0.5)k^2 - (t - 1/2)k)$, then he knows that the guess is good; he will use the corresponding reconstruction for column $c$.

Therefore, provided a valid sketch. Bob can correctly compute a reconstruction $\hat{C}$ of $C$ such that

$$d_H(\hat{C}, C) \leq \frac{|C|}{10t} ,$$

with probability at least $3/4$. Reparameterize $k \leftarrow k + 1$ and $m \leftarrow m + n$ gives us the lower bound.

**Proof of Lemma 5.** For convenience, let $N = mkn$ (i.e., the length of the bit string $C$ that is given to Alice) and $L = mk \log t$ (we want to show that $\Omega(L)$ communication is needed).

Recall that Bob wants to compute a reconstruction $\hat{C}$ of $C$ such that

$$d_H(\hat{C}, C) \leq \frac{|C|}{10t} .$$

We consider the distributional complexity methodology where $C$ follows a distribution $D$ and communication protocols are deterministic. Here, we simply choose $D$ in which in each column, $k$ bits are chosen uniformly at random to be 1’s and the remaining $(t - 1)k$ bits are set to 0’s. It suffices to show that for any deterministic protocol $P$ that uses $0.001L$ bits of communication,

$$P_{C \rightarrow D}(P \text{ fails to reconstruct } C \text{ as required}) > 1/3 .$$

By the minimax principle [19], this implies that there exists an input $C$ such that any randomized protocol that uses $0.001L$ bits of communication will fail to reconstruct $C$ as required with probability more than $1/3$.

Suppose Bob gets a message $Z$ from Alice ($Z$ is a function of $C$). Let $Q(Z)$ be his reconstruction based on $Z$. Let $\mathcal{A} = \{ Q(Z) : Z \in \{0, 1 \}^N \}$ be the set of all possible reconstructions by Bob. Note that $|\mathcal{A}| \leq 2^{0.001L}$.
We say Alice’s input $C$ good if there exists a reconstruction $Q$ such that
\[ d_H(Q, C) \leq \frac{N}{10t}. \]
Otherwise, we say $C$ is bad. Fix a reconstruction $Q$, the number of inputs $C$ whose Hamming distance is at most $\frac{N}{10t}$ from $Q$ is
\[
\binom{N}{0} + \binom{N}{1} + \binom{N}{2} + \cdots + \binom{N}{\lfloor N/(10t) \rfloor}.
\]
(17)
Recall that $(a/b)^b \leq \left( \frac{a}{e} \right)^b$. For sufficiently large $k$, $m$, and $t$, expression (17) can be upper bounded as:
\[
N(10te)^{N/(10t)} = N(10te)^{0.1km} = N^20.1km \log(10et)
\leq N^20.1km \log t + 0.1km \log(10e) < N^20.1km \log t.
\]
Hence, for sufficiently large $k$, $m$, and $t$, the total number of good inputs is at most
\[
|A|N^20.1km \log t \leq 2^{\log N + 0.11km \log t}
\leq 2^{0.2km \log t}.
\]
Therefore,
\[
\mathbb{P}_{C \leftarrow D} (P \text{ fails to reconstruct } C \text{ as required})
\geq \mathbb{P}_{C \leftarrow D} (P \text{ fails to reconstruct } C \text{ as required} | C \text{ is bad})
\times \mathbb{P}_{C \leftarrow D} (C \text{ is bad})
\geq \left(1 - \frac{2^{0.2km \log t}}{(0.8km)^m}\right) \times 1 \geq 1 - \frac{2^{0.2km \log t}}{0.8km} = 1 - \frac{1}{0.8km} > 1/3.
\]
\[\square\]

4 IMPLEMENTATION

The modified algorithm to detect $\epsilon$-separation keys is very simple, despite the involved analysis. Therefore, we briefly demonstrate the effectiveness of our approach described in Section 2 and compare it to the naive approach given by Motwani and Xu [14]. We ran our experiments on an M1 Pro processor with 16 gigabytes of unified memory. The code for the experiments is available on GitHub [7].

Description of datasets. We used two of the data sets that were tested in [14], the adult income data set and the covtype data set, both of which are available from the UCI Machine Learning Repository. We also used the 2016 Current Population Survey, which is publicly provided by the U.S. Census. These data sets are good representation in terms of data size and attribute size. For example, the adult data set contains slightly more than 32,000 values with 14 attributes, while the census data contains millions of records with 388 attributes.

Comparison methodology. We compare the two approaches with $\epsilon = 0.001$ and $\delta = 0.01$. These are the same tuning parameters that were considered in [14]. We compare our results in terms of the following: (i) sample size, (ii) run-time, and (iii) the percentage in which both algorithms agree on accepting or rejecting a set of attributes. Note that in some cases, even though the two algorithms’ outputs are different, both can be correct. In particular, if a subset is not a perfect key but it separates at least $(1-\epsilon)\binom{n}{2}$ pairs, then it is correct to either accept or reject.

For each data set, we select about 100 random subsets of attributes. See Table 1 for the detailed results. At a high level, both approaches agree on nearly all queries while ours requires a much smaller sample size.

| Dataset | S (++) | S (++) | T (++) | T (++) | A % |
|---------|--------|--------|--------|--------|-----|
| Adult   | 13,000 | 411    | 1,903 sec | 0.208 sec | 95% |
| Covtype | 55,000 | 1,739  | 188.02 sec | 2.49 sec | 98% |
| CPS     | 372,000| 11,764 | 790.08 sec | 60.03 sec | 100% |
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A APPLYING KARUSH–KUHN–TUCKER (KKT) CONDITIONS

In this section, we present the KKT condition for self-containedness. This classical result is presented as in [15, Chapter 12]. Consider
a constrained optimization problem with an objective function $f$, inequality and equality constraints $c_i, i \in I \cup \mathcal{E}$.

Maximize $f(s)$
Subject to:
\begin{align*}
c_i(s) &\geq 0 \quad \text{for } i \in I. \quad (18) \\
c_i(s) &= 0 \quad \text{for } i \in \mathcal{E}. \quad (19)
\end{align*}

Definition 1 (Active set [15]). The active set $\mathcal{A}(s)$ of a feasible solution $s$ of (18) is a set of indices defined as: $\mathcal{A}(s) := \{i \in I \mid c_i(s) = 0\} \cup \mathcal{E}$. In other words, $\mathcal{A}(s)$ refers to the set of equality and inequality (where equality happens) constraints.

Definition 2 (LICQ [15]). Given a feasible solution $s$ of (18) and its active set in Definition 1, we say that linear independence constraint qualification (LICQ) holds at $s$ if $\{\nabla c_i(s), i \in \mathcal{A}(s)\}$ is linearly independent.

Theorem 5 (KKT conditions [15]). Consider $\star$ a local minimum of (18), whose $f$ and $c_i, i \in I \cup \mathcal{E}$ are continuously differentiable and that the LICQ holds at $\star$, then there is a Lagrange multiplier vector $\lambda^\star$ with components $\lambda_i^\star, i \in I \cup \mathcal{E}$ such that the following conditions are satisfied:
\begin{align*}
c_i(s^\star) &\geq 0, \forall i \in I \quad \text{(Primal feasibility for inequality)} \quad (19) \\
c_i(s^\star) = 0, \forall i \in \mathcal{E} \quad \text{(Primal feasibility for equality)} \quad (20) \\
\lambda_i^\star &\geq 0, \forall i \in I \quad \text{(Dual feasibility)} \quad (21) \\
\nabla f(s^\star) &\doteq \sum_{i=1}^n \lambda_i^\star \nabla g_i^\star(s) \quad \text{(Stationarity)} \quad (22) \\
\lambda_i^\star c_i(s^\star) &\geq 0, \forall i \in \mathcal{E} \cup I \quad \text{(Complementary slackness).} \quad (23)
\end{align*}

Application to our problem. Recall that we want to maximize:
\[
f(s) = \sum_{1 \leq j_1 < j_2 < \ldots < j_r \leq n} s_{j_1} s_{j_2} \ldots s_{j_r}.
\]
Subject to:
\[
\sum_{i=1}^n s_i = n \\
\quad s_i \geq 0, \text{ for } i = 1, 2, \ldots, n \\
\quad \sum_{i=1}^n s_i^2 \geq cn^2/4, \text{ for } i = 1, 2, \ldots, n.
\]

KKT conditions imply that when LICQ holds, there exist constants $\eta \in \mathbb{R}, \{\lambda_i\}_{i \in [n]} \geq 0, \mu \geq 0$ such that for any local maxima, we have:
\[
\nabla f(s) = \mu \nabla \left( \sum_{i=1}^n s_i^2 \right) + \sum_{i=1}^n \lambda_i \nabla (s_i) + \eta \nabla \left( \sum_{i=1}^n s_i \right).
\]
Furthermore, according to the complementary slackness condition, for each $i = 1, 2, \ldots, n$:
\[
\lambda_i s_i = 0
\]
Therefore, if $s_i > 0$ then $\lambda_i = 0$.

B IMPROVEMENTS FOR APPROXIMATE MINIMUM $\epsilon$-SEPARATION KEY

In this section, we prove Proposition 1. Recall from Section 1 that we treat $\binom{|R|}{2}$ as the ground set and each coordinate is a set that contains all pairs that it separates. The minimum key $I^\star$ separates all pairs in $\binom{|R|}{2}$ since $\binom{|R|}{2} \subseteq \binom{|R|}{2}$. Furthermore, in Section 2, we showed that no subset of coordinates that separates fewer than $(1 - \epsilon) \binom{|R|}{2}$ pairs is a set cover of $\binom{|R|}{2}$ with high probability. Hence, a $\gamma$ approximation to this minimum set cover instance yields an $\epsilon$-separation key whose size is at most $\gamma |I^\star|$ with high probability. This implies the improvement in terms of sample size.

In terms of running time, to achieve the approximation factor $\gamma = O(\ln \frac{m}{\epsilon})$, both the algorithm in [14] and ours use the greedy set cover algorithm [20] (described in Algorithm 2).

Let $A$ be the output, initialized to $\emptyset$. The greedy algorithm, at each step, adds the coordinate that separates the most number of currently unseparated pairs to $A$. The algorithm stops when all pairs are separated by $A$.

The key difference between two algorithms is: ours samples $R = \Theta(m/\sqrt{\epsilon})$ tuples and use $\binom{|R|}{2}$ as ground set while the approach of [14] samples $R' = \Theta(m/\epsilon)$ pairs of tuples of the data set and set $R'$ as the ground set. Algorithm 2 runs in $O(M^2 N)$ time where $N$ is the ground set’s size and $M$ is the number of sets in the input. Therefore, our algorithm and that of Mowani and Xu [14] yield time complexity $O\left(\frac{m^3}{\epsilon^2}\right)$ and $O\left(\frac{m^3}{\epsilon}\right)$ respectively. However, our algorithm can be refined to a better time complexity $O\left(\frac{m^3}{\sqrt{\epsilon}}\right)$. We outline how to achieve this running time as follows.

Algorithm 2 Greedy Set Cover Algorithm

Require: $X = \{X_1, \ldots, X_N\}$ ground set, $S = \{S_1, \ldots, S_M\}$ collections of subsets of $X$.
1: $U = X$ $\quad$ $\triangleright$ $U$ stores the uncovered elements
2: $C = \emptyset$ $\quad$ $\triangleright$ $C$ stores the indices of sets of the cover
3: while $U \neq \emptyset$ do
4: Select $S_i \in S$ that maximizes $|S_i \cap U|$.
5: $U \leftarrow U \setminus S_i$.
6: $C \leftarrow C \cup \{i\}$.
7: end while
8: return $C$.

We can visualize this process in terms of auxiliary graphs introduced in Section 2. Let $A$ be the output, initialized to $\emptyset$. Originally, $G_A$ consists of one clique $C$ that contains all $x_j \in R$ since the empty set does not separate any pair.

As we add more coordinates to the solution, $A$ will separate more pairs in $\binom{R}{2}$ and the number of disjoint cliques $c$ in $G_A$ increases. We stop when $c = |R|$; in other words, all pairs in $\binom{R}{2}$ are separated by $A$. We will make use of the following procedure.

Partitioning. Let $C \subseteq R$ be a subset of the sampled tuples. For some given $i$, we can partition $C$ into $D_1, D_2, \ldots, \text{ based on the } i$th coordinates. The simplest approach is to sort the $i$th coordinates of the tuples in $C$. This takes $O(|C| \log |C|)$ time.

Let $C_{y,1}, C_{y,2}, \ldots$ be the disjoint cliques in $G_A$ after $y$ steps (i.e., after we have added $y$ coordinates to $A$). Originally, $C_{1,1} = R$. 
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At each step $y$, for each coordinate $k \not\in A$, adding $k$ to $A$ breaks each clique $C_{y,j}$ into some new cliques $D_1^{(i)}, D_2^{(i)}, \ldots$ based on the $k$th coordinates. This corresponds to the fact that adding $k$ to $A$ results in $A$ separating more pairs of tuples. We use the procedure $D^{(i)} \leftarrow \text{Partition}(C_{y,j}, k)$ to compute $D_1^{(i)}, D_2^{(i)}, \ldots$. We observe that coordinate $k$ would separate

$$g_k := \frac{1}{2} \sum_{i} \sum_{a,b} |D_a^{(i)}||D_b^{(i)}| = \frac{1}{2} \sum_{i} \left( \sum_{a} |D_a^{(i)}|^2 - \sum_{a} |D_a^{(i)}|^2 \right)$$

$$= \frac{1}{2} \sum_{i} \left( |C_i|^2 - \sum_{a} |D_a^{(i)}|^2 \right) .$$

new pairs of tuples in $\binom{\frac{m}{\varepsilon}}{2}$.

Given $D^{(i)}$, $g_k$ can be computed in $O(\Sigma_i |C_i|) = O(|R|)$ time by computing $\sum_a |D_a^{(i)}|^2$ as there can be at most $|C_i|$ terms in the sum. The algorithm then adds coordinate $k$ to $A$ and update the cliques accordingly. In other words, replace $C_i$ with $D_1^{(i)}, D_2^{(i)}, \ldots$. For each $k \not\in A$, the time to partition based on the $k$th coordinates is

$$O \left( \sum_i |C_i| \log |C_i| \right) = O(|R| \log |R|) .$$

We need to do this for at most $m$ coordinates not in $A$ and the process repeats for at most $m$ steps. Thus, the algorithm’s running time is

$$O \left( m^2 |R| \log |R| \right) = O \left( \frac{m^3}{\varepsilon} \log \frac{m}{\varepsilon} \right) .$$

If we allow an extra factor $m$ in the space use, we can reduce the running time further by improving the partitioning procedure. For each $k \not\in A$, the partition step can be done can be done in $O(\Sigma_i |C_i|) = O(|R|)$ time (instead of $O(|R| \log |R|)$ time) using Algorithm 3.

Algorithm 3 is provided with a lookup table $P \in 1^{[R] \times m}$ and an index $k$. We partition $R$ based on the $k$th coordinates into $C_1^{(k)}, C_2^{(k)}, \ldots$. The value $P[k,j]$ is equal to the index of the partition that $x_j \in R$ belongs to. In other words, $x_j \in C_{P[k,j]}^{(k)}$. Pre-computing $P$ involves sorting each of $m$ coordinates of tuples in $R$. The running time to compute $P$ is therefore

$$O(m |R| \log |R|) = O \left( \frac{m^2}{\varepsilon \varepsilon} \log \left( \frac{m}{\varepsilon} \right) \right) .$$

Thus, the overall running time is

$$O \left( \frac{m^2}{\varepsilon \varepsilon} \log \left( \frac{m}{\varepsilon} \right) \right) + O \left( \frac{m^3}{\varepsilon} \right) = O \left( \frac{m^3}{\varepsilon} \right) .$$

**C OMITTED PROOFS AND EXAMPLES**

**C.1 Proof of Lemma 3**

**Proof.** For technical reason, we will consider $\varepsilon$ such that $1/\varepsilon = q + 1/2$ where $q \in \mathbb{N}$. Our construction of the data set $D$ is $D := \{1, 2, \ldots, q\}^m = [q]^m$. Thus, $n := |D| = q^m$. We choose $m$ such that $m < \exp \left( \frac{1}{4} \left( \frac{1}{2} - \frac{1}{2} \right) \right)$ (or equivalently $\log m < q/4$).

Firstly, we will prove that all subsets of attributes of cardinality one is bad. Indeed, given any singleton set $A = \{i \mid 1 \leq i \leq m\}$, the auxiliary graph $G_A = (V_A, E_A)$ will be decomposed evenly into $q$ cliques whose size are $n/q$. The number of edges (of $G_A$) is:

$$|E_A| = \frac{n}{q}(n/q - 1) = \frac{n(n/q - 1)}{2} .$$

To show $|E_A| > \varepsilon n(n-1)/2$, it is sufficient to demonstrate that:

$$\frac{n}{q} - 1 > \varepsilon(n-1) \iff \frac{n}{q} - 1 > \varepsilon n - 1$$

$$\iff \frac{n}{q} - 1 > \varepsilon q - 1$$

$$\iff \frac{n}{2q} > q - \frac{1}{2}$$

$$\iff q^{m-1} > 2q - 1$$

which is true if $m \geq 3, q > 1$.

Denote $R_{A,r}$ the event that a bad subset $A$ is detected after $r$ samples, we derive our lower bound by bounding $\mathbb{P} \left( \bigcap_{|A|=1} R_{A,r} \right)$, which is the probability that one can detect all the bad subsets of cardinality one. To distinguish between the case of sampling with and without replacement, we denote $\mathbb{P}_w(E)$ and $\mathbb{P}_o(E)$ the probability of an event $E$ under the sampling with and without replacement respectively.

We first deal with the case of uniform sampling with replacement. In this case, sampling a tuple $x$ is equivalent to sampling each coordinate i.i.d from uniform multinomial distribution of the set $\{1, \ldots, q\}$. Hence,

$$\mathbb{P}_w \left( \bigcap_{|A|=1} R_{A,r} \right) = \prod_{i=1}^{m} \mathbb{P}_w \left( R_{(i),r} \right) = \mathbb{P}_w \left( R_{(i),r} \right)^m .$$
Moreover, we have: \( P_w(R_{A,r}) \leq 1 - \prod_{i=1}^{r-1} (1 - i/q) \). This is not an equality since we need to exclude the cases where a tuple of \( D \) is sampled more than once. Since \( \exp(-2x) \leq 1 - x, \forall x \leq 1/2 \), we have:

\[
P_w(R_{A,r}) \leq 1 - \exp(-r(r-1)/q) \leq 1 - \exp(-r^2/q)
\]

for \( r \leq q/2 \). If one chooses \( r = \sqrt{\log m} \) (which makes the inequality \( \exp(-2x) \leq 1 - x \) valid since \( \log m \leq q/4 \)), we have:

\[
P_w(R_{A,r}) \leq 1 - \frac{1}{m}
\]

Finally, one can bound \( P_w(\bigcap_{|A|=r} R_{A,r}) = P_w(R_{A,r})^m \leq (1 - 1/m)^m \leq 1/e \). Thus, the sampling complexity is lower bounded by \( \Theta(\sqrt{q \log m}) = \Theta(\sqrt{\log m/q}) \).

For the case of sampling without replacement, we will use the following observation: Let \( x = (x_1, \ldots, x_r) \) be a sequence of distinct elements in \( D \) and \( x_i, 1 \leq i \leq r \) be the \( i \)-th element sampled from \( D \), we have:

\[
P_o(x_i = x_i, \forall 1 \leq i \leq r) = \frac{1}{n(n-1) \cdots (n-r+1)}
\]

\[
P_w(x_i = x_i, \forall 1 \leq i \leq r) = \frac{1}{n^r}
\]

Let \( X \) be the set of all sequences of distinct tuples of length \( r \) that remove all bad subsets and \( R_w \) be the event of all bad subsets being detected (i.e., there exists an unseparated pair in the sample for each bad subset) after sampling \( r \) samples, we have:

\[
P_o(R) = \sum_{x \in X} P_o(x) = \frac{n^r}{n(n-1) \cdots (n-r+1)} \sum_{x \in X} P_w(x)
\]

\[
= \frac{n^r}{n(n-1) \cdots (n-s+1)} \sum_{x \in X} P_w(x) = \frac{n^r}{n(n-1) \cdots (n-s+1)} P_w(R)
\]

\[
\leq e^{(s-1)(r-n-s+1)} P_w(R).
\]

We choose \( m \) such that \( n - s + 1 \geq \frac{m^2}{2} e(s-1) \). With \( s = \sqrt{\log m} \) (as in the case of sampling with replacement), this is equivalent to:

\[
q^m \geq \frac{1}{\ln 2} \sqrt{q \log m} (\sqrt{q \log m} + 1) + \sqrt{q \log m} - 1
\]

which is true for \( q > 3, m > 2 \). If \( n - s + 1 \geq \frac{m^2}{2} e(s-1) \), we have:

\[
P_o(R) \leq 2 P_w(R)
\]

Thus, we can derive the same complexity bound \( \Theta(\sqrt{q \log m}) = \Theta(\sqrt{\log m/q}) \) for the case of sampling without replacement with failure probability \( 2/e \). □

C.2 Proof of Lemma 4

Proof. We choose \( n \) such that \( n \gg m^2/e \). We construct the data set \( D \) of \( n \) tuples \( \{x_1, \ldots, x_n\} \) as follows.

1. The first coordinate of each of \( \{x_1, \ldots, x_n\} \) has \( q := (1 - \sqrt{2e}) n + 1 \) distinct values. Without loss of generality, we assume the set of distinct values of the first coordinate are \( \{1, \ldots, q\} \). More importantly, there are exactly \( \sqrt{2e} n \) tuples having their first coordinates equal to 1 and \( (1 - \sqrt{2e}) n \) remaining tuples having distinct first coordinates in the set \( \{2, \ldots, q\} \). We denote \( S \) the set of tuples whose first coordinates are 1 and the set of remaining tuples as \( \tilde{S} = \{x_i \mid 1 \leq i \leq n\} \backslash S \). Thus, the graph \( G_{\{1\}} \) has one big clique of size \( \sqrt{2e} n \) and \( (1 - \sqrt{2e}) n \) isolated vertices.

2. Each of the remaining coordinates can be chosen so that a key exists for \( D \).

It is worth noting that \( A := \{1\} \) is a bad subset of attributes. This is clear since:

\[
|E(G_A)| = \frac{\sqrt{2e} n (\sqrt{2e} n - 1)}{2} > \frac{\epsilon n(n-1)}{2}.
\]

Assume we samples \( r \) times and \( r \leq n/2 \). The event \( R_{A,r} \) (i.e., failing to reject \( A \)) includes the event \( R_{A,r}' \) where we get exactly \( r \) distinct elements of \( S \). Hence:

\[
P(R_{A,r}) \geq P(R_{A,r}') \geq \prod_{i=0}^{r-1} \left( 1 - \frac{\sqrt{2e} - \frac{\sqrt{2e} i}{n-1}}{n} \right)
\]

\[
\geq \prod_{i=0}^{r-1} \left( 1 - \frac{\sqrt{2e} - \frac{\sqrt{2e}}{n-i}}{n} \right)
\]

Since \( \epsilon^{-2x} \leq 1 - x \) for all \( x \leq 1/2 \), we further have:

\[
P(R_{A,r}) \geq \prod_{i=0}^{r-1} \exp\left( -2 \left( \sqrt{2e} + \frac{\sqrt{2e}}{n-i} \right) \right)
\]

\[
= \exp\left( -2\sqrt{2e} r - 2\sqrt{2e} \frac{r(r-1)}{n} \right).
\]

To reject \( A \) with probability \( 1 - \exp(-m) \), one needs to have

\[
P(R_{A,r}) \leq \exp(-m) = m \leq 2\sqrt{2e} + 2\sqrt{2e} \frac{r(r-1)}{n}
\]

For \( r = \frac{m}{4\sqrt{2e}} \), we have:

\[
m \leq 2\sqrt{2e} + 2\sqrt{2e} \frac{r(r-1)}{n} \leq \frac{m}{\sqrt{2}} + 2\sqrt{2e} \leq \frac{m}{\sqrt{2}} + 2\sqrt{2}
\]

since we choose \( n \) such that \( \epsilon^2 = \frac{m^2}{4\sqrt{2e}} \ll n \). This does not hold for \( m \geq 4/(\sqrt{2} - 1) \). This shows one needs to sample \( O(m/\sqrt{2}) \) to reject \( A \) with probability \( 1 - \exp(-m) \). □

C.3 An Example Regarding Lemma 2

Let \( \epsilon' = \epsilon/4 \). We provide an example rejecting the intuition that the optimal value \( s^\star \) in \( P \) that maximizes the non-collision probability must have equal non-zeroes entries (with values \( \epsilon' n \)). This implies that Lemma 2 is necessary.
In particular, let $n = 40, \varepsilon' = 1/4^2 = 0.0625$, and $r = 10$. Consider $s_1 \in P$ where 
$$s_1 = (2.5, \ldots, 2.5, 0, 0, \ldots, 0). \; \text{16 times}$$
Note that $2.5^2 \times 16 = 0.0625 \times 40^2 = \varepsilon' n^2$.

Then, consider $s_2 \in P$ where 
$$s_2 = (10, 1, \ldots, 1, 0, \ldots, 0). \; \text{30 times}$$
Also note that $10^2 + 30 \times 1^2 > 0.0625 \times 40^2 = \varepsilon' n^2$ as required. One can check that $f(s_1) \approx 76370239.25 \ldots < f(s_2) = 173116515$.
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