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ABSTRACT
The work proposes a new family of survival models called the Odd log-logistic generalized Neyman type A long-term. We consider different activation schemes in which the number of factors $M$ has the Neyman type A distribution and the time of occurrence of an event follows the odd log-logistic generalized family. The parameters are estimated by the classical and Bayesian methods. We investigate the mean estimates, biases, and root mean square errors in different activation schemes using Monte Carlo simulations. The residual analysis via the frequentist approach is used to verify the model assumptions. We illustrate the applicability of the proposed model for patients with gastric adenocarcinoma. The choice of the adenocarcinoma data is because the disease is responsible for most cases of stomach tumors. The estimated cured proportion of patients under chemoradiotherapy is higher compared to patients undergoing only surgery. The estimated hazard function for the chemoradiotherapy level tends to decrease when the time increases. More information about the data is addressed in the application section.

1. Introduction
In the analysis of survival data, the event of interest may not happen for a high portion of individuals, even after a long period. For example, when the event of interest is the recurrence of a determined type of cancer after the administration of a treatment, some of the patients might not suffer a relapse. In this situation, a significant contingent of people cannot be susceptible to the event under study. Empirically, this characteristic is observed in the estimated Kaplan-Meier (KM) survival function, which presents a right tail at an approximately constant level and strictly greater than zero for a considerable period.
Figure 1. KM curves for gastric adenocarcinoma.

For example, Martinez et al. [19] analyzed 201 patients with gastric adenocarcinoma (the most common type of stomach cancer) who received one of two types of therapy: chemotherapy or isolated surgery. Figure 1 shows the KM estimates, thus indicating differences in cure proportions.

In this situation, the usual survival models may not be adequate to model this type of data. There are two cure rate model formulations that have received strong attention in the literature. The first is the mixed model introduced by Boag [7] and Berkson and Gage [5], where the random number of causes has values zero and one. Some recent works can be found in Achcar et al. [2] and Ramires et al. [26,27]. The second formulation is the promotion time cure model pioneered by Yakovlev and Tsodikov [30] assuming a random number of causes or occurrences for this event. Some works applying this formulation were developed by Hashimoto et al. [15], Ortega et al. [21], Suzuki et al. [29], Barriga et al. [4] and Cancho et al. [9].

All these studies adopted well-known distributions to model the survival rate such as the Weibull, log-normal, log-logistic, generalized gamma, etc. However, these distributions do not provide good fits in several practical applications where the hazard rates are not constant, monotone or unimodal, but instead having U-shaped or bimodal forms. In this article, we adopt the generalized odd log-logistic-G (GOLL-G) family (Cordeiro et al. [12]), which is very flexible to accommodate hazard rates in the U, unimodal and bimodal shapes, and it can be appropriate to cope with other models.

We propose the GOLL-G family to model survival data with cure fraction in a scenario of competitive causes, where the random number of causes or risks is modeled by the Neyman Type A (NTA) distribution (Neyman [20]), and also considering that there is no information on the factor responsible for the occurrence but only that the lifetime is
observed when the $R$th risk factor (among $M$ possibilities) is evaluated. Basically, we adopt three latent activations, using the order statistics, minimum, maximum and random. The proportion of cure individuals is related to covariables that explain its variability. We construct a log-linear regression and use the likelihood method to estimate the parameters. However, using first-order asymptotic likelihood theory in small samples, a common situation in practice, or where the regularity conditions are not satisfied, can lead to results that are hard to justify.

Thus, as an alternative to the likelihood method, we also adopt a Bayesian approach. In the next step to fit a model to a data set, it is necessary to verify the model assumptions. If the model is not adequate, its use can lead to mistaken conclusions. Therefore, to check for the existence of failure to satisfy the model assumptions and detect atypical points, we perform global influence and residual analysis.

In summary, our objective is to introduce a new family of distributions to model failure times when there are individuals of long duration (cure fraction) by considering different activation schemes for the latent variable. In this context, when we analyze this type of data we may have a better chance of choosing a more adequate distribution to model failure times.

The sections are discussed as follows. In Section 2, the model is defined with special cases. In Section 3, we discuss likelihood and Bayesian estimation of the parameters. A simulation study in Section 4 verifies some statistical properties of the likelihood estimates. Model selection is discussed in Section 5. In Section 6, our proposals are applied to gastric adenocarcinoma data. Finally, Section 7 provides some conclusions.

2. The NTA GOLL-G model with cure fraction

The random variable $M$ denotes the unknown number of competing causes associated to the event under study. We can adopt several discrete distributions for $M$ such as Poisson, binomial, etc. We consider the NTA distribution constructed as a mixture of two discrete Poisson distributions. In fact, it can be determined from a Poisson distribution whose parameter represents the product of a fixed parameter $\phi$ by another Poisson random variable with rate $\lambda$.

According to Bhalerao et al. [6], the NTA distribution can be an alternative to the negative binomial because it can also capture overdispersed data, which is a situation that often happens in counting data. Let $M$ be a random variable following the NTA distribution with parameters $\lambda > 0$ and $\phi > 0$, the last one interpreted as an ‘index of clumping’ (David and Moore [14]). The probability function and generating function (gf) of $M$ can be expressed as

$$P(M = m) = \frac{\phi^m \exp(-\lambda)}{m!} \sum_{j=0}^{\infty} \frac{[\lambda \exp(-\phi)]^j}{j!}, \quad m = 0, 1, 2, \ldots,$$

and

$$G_M(s) = \exp\{\lambda[\exp(\phi\{s - 1\}) - 1]\}, \quad 0 \leq s \leq 1,$$

respectively.
If \( M \sim \text{NTA}(\lambda, \phi) \), the mean and variance of \( M \) are \( E(M) = \lambda \phi \) and \( \text{Var}(M) = \lambda \phi (1 + \phi) \), and then \( \phi \) works as a kind of dispersion that affects its skewness and kurtosis. For \( \phi \) small, \( M \) is approximately distributed as Poisson with rate \( \lambda \phi \).

Let \( Z_j \) be the time for the \( j \)th competing cause (for \( j = 1, \ldots, M \)) generate the event under study. Consider that \( Z_j \) represents the activation time that produces this event due to the \( j \)th cause (for \( j = 1, \ldots, M \)). Also, we assume that the \( Z_j \)'s are independent of \( M \). For fixed \( M \), the \( Z_j \)'s are i.i.d. random variables with cumulative distribution function (cdf) \( F(t) \) and survival function \( S(t) = 1 - F(t) \). Furthermore, competitive causes may have different activation schemes. Then, similarly to Cooner et al. [11], we assume that it is necessary the incidence of \( R \) of \( M \) causes \( (R \leq M) \) for occurring this event. Thus, the order statistics are \( Z_{(1)} \leq \cdots \leq Z_{(R)} \leq \cdots \leq Z_{(M)} \) and \( Z_{(R)} \) is the \( R \)th order statistic. Then, the time until the occurrence of the current event is \( T = Z_{(R)} \).

The \( R \) value can be constant or a function of \( M \), or a discrete random variable with conditional distribution in \( M \) (Cancho et al. [8], Suzuki et al. [29]). In addition, if \( M = 0 \), the time to the event is assumed infinite \( (T = \infty) \) with \( P(T = \infty | M = 0) = 1 \). We consider three possible activations found in the literature to construct survival models according to their configurations. Possible activation schemes for \( R \) are first activation, random activation, and last activation.

- **First activation scheme (I)**: we have \( R = 1 \) and the observed lifetime is \( T = Z_{(1)} = \min\{Z_1, \ldots, Z_M\} \). Under this scheme, the survival function of \( T \) is \( S_{\text{pop}1}(t) = G_M(S(t)) \), which represents the model proposed by Rodrigues et al. [28]. The population survival function of \( T \) is

\[
S_{\text{pop}1}(t) = G_M(S(t)) = \exp[\lambda(\exp(-\phi[F(t)]) - 1)] \quad (1)
\]

and the cure proportion has the form

\[
p_0 = P(M = 0) = \lim_{t \to \infty} S_{\text{pop}1}(t) = \exp[\lambda(\exp(-\phi) - 1)].
\]

By differentiating \( S_{\text{pop}1}(t) \) in (1) in relation to \( t \), the associated probability density function (pdf) can be expressed as

\[
f_{\text{pop}1}(t) = \lambda \phi \exp[\lambda(\exp(-\phi[F(t)]) - 1)](\exp(-\phi[F(t)])f(t). \quad (2)
\]

The functions corresponding to Equations (1) and (2) are improper. The population hazard function, which is also improper, is

\[
h_{\text{pop}1}(t) = \lambda \phi \exp(-\phi[F(t)])f(t).
\]

- **Random activation scheme (II)**: here, \( M \geq 1 \) and \( R \) is a discrete random variable with a uniform distribution in \( \{1, \ldots, M\} \) and probability \( 1/M \). Under this scheme, the NTA distribution of \( M \) leads to

\[
S_{\text{pop}II}(t) = \exp[\lambda(\exp(-\phi) - 1)] + (1 - \exp[\lambda(\exp(-\phi) - 1)]) S(t). \quad (3)
\]
The cure proportion in the random activation scheme follows as

\[ p_0 = P(M = 0) = \lim_{t \to \infty} S_{\text{pop}}(t) = \exp[\lambda(\exp(-\phi) - 1)]. \]

The pdf and the hazard function corresponding to (3) are

\[ f_{\text{pop II}}(t) = (1 - \exp[\lambda(\exp(-\phi) - 1)]) f(t) \]

and

\[ h_{\text{pop II}}(t) = \frac{(1 - \exp[\lambda(\exp(-\phi) - 1)]) f(t)}{\exp[\lambda(\exp(-\phi) - 1)] + (1 - \exp[\lambda(\exp(-\phi) - 1)]) S(t)}, \]

respectively.

- **Last activation scheme (III):** the event of interest occurs only after all \( M \) causes be activated, i.e. \( R = M \) and the observed lifetime is \( T = Z(M) = \max\{Z_1, \ldots, Z_M\} \).

Under this scheme, the population survival function of \( T \), say \( S_{\text{pop III}}(t) = 1 + G_M(0) - G_M(F(T)) \), reduces to

\[ S_{\text{pop III}}(t) = 1 + \exp[\lambda(\exp(-\phi) - 1)] - \exp[\lambda(\exp(-\phi S(t))) - \lambda]. \]

The cure proportion in this activation scheme is

\[ p_0 = P(M = 0) = \lim_{t \to \infty} S_{\text{pop}}(t) = \exp[\lambda(\exp(-\phi) - 1)]. \]

The density and hazard functions of the population corresponding to (5) are

\[ f_{\text{pop III}}(t) = \phi \exp[\lambda(\exp(-\phi S(t))) - \lambda] \exp(-\phi S(t)) f(t) \]

and

\[ h_{\text{pop III}}(t) = \frac{\phi \exp[\lambda(\exp(-\phi S(t))) - \lambda] \exp(-\phi S(t)) f(t)}{1 + \exp[\lambda(\exp(-\phi) - 1)] - \exp[\lambda(\exp(-\phi S(t))) - \lambda]}, \]

respectively.

The cure proportions are equal in the three activation schemes, but the survival, density and hazard functions depend on the configuration. An important inequality of the survival functions in Equations (1), (3) and (5) is \( S_{\text{pop I}}(t) \leq S_{\text{pop II}}(t) \leq S_{\text{pop III}}(t) \) (for \( t > 0 \)). The proof of this property is given by Kim et al. [16].

In survival analysis, the classical distributions associated with the time \( Z \) are the exponential, Weibull, log-normal, and log-logistic distributions. However, in some practical situations, the hazard function may assume non-monotone forms, i.e. bathtub, unimodal or bimodal functions. In this case, these distributions cannot be used because they do not have these characteristics. For this reason, there is a need to study other continuous distributions capable of describing hazard functions with several forms. Generalizing continuous distributions can provide greater flexibility to hazard rates and accommodate monotonous, unimodal, bimodal and bathtub shapes. Further, generalized distributions
can be adopted for model discrimination. Recently, Cordeiro et al. [12] proposed the GOLL-G family to generate flexible models for \( Z \) with cdf
\[
F(z; \alpha, \theta, \tau) = \int_0^{G^\theta(z; \tau)} \frac{\alpha v^{\alpha-1}}{(1 + v^\alpha)^2} \, dv = \frac{G^\alpha(z; \tau)}{G^\theta(z; \tau) + [1 - G(z; \tau)^\theta]^\alpha},
\] (7)
where \( \alpha > 0 \) and \( \theta > 0 \) are shape parameters.

The pdf of \( Z \) has the form
\[
f(z; \alpha, \theta, \tau) = \frac{\alpha \theta g(z; \tau) G^{(\alpha \theta - 1)}(z; \tau) \left[1 - G(z; \tau)^\theta\right]^{\alpha-1}}{\left[G^\alpha(z; \tau) + [1 - G(z; \tau)^\theta]^\alpha\right]^2},
\] (8)
where \( g(z; \tau) \) is the baseline density.

Equation (8) includes the exponentiated, odd log-logistic and baseline densities when \( \alpha = 1, \theta = 1 \) and \( \alpha = \theta = 1 \), respectively.

Hereafter, let \( Z \sim GOLL-G(\alpha, \theta, \tau) \) have density function (8). The hazard rate function (hrf) of \( Z \) can be expressed as
\[
h(z; \alpha, \theta, \tau) = \frac{\alpha \theta g(z; \tau) G^{(\alpha \theta - 1)}(z; \tau)}{\left[1 - G^\theta(z; \tau)\right] \left[G^\theta(z; \tau) + [1 - G(z; \tau)^\theta]^\alpha\right]}.
\]

We obtain the quantile function (qf) of \( Z \) by inverting (7)
\[
z = Q(u) = F^{-1}(u) = Q_G\left(\left[\frac{(u)^{\frac{1}{\alpha}}}{1 - u}\right]^{\frac{1}{\theta}}\right),
\]
where \( Q_G(u) = G^{-1}(u) \) is the qf of the parent distribution with \( G(z) = G(z; \tau) \). Clearly, \( Z = Q(U) \) has density function (8) if \( U \) has a uniform \( U(0, 1) \) distribution.

Recently, some authors studied the GOLL-G family. Prataviera et al. [24] presented the generalized odd log-logistic flexible Weibull with two applications in reparable systems. Korkmaz et al. [17] proposed the Topp-Leone generalized odd log-logistic family for Otis IQ Scores and voltage data sets. For more details about the odd log-logistic-G class, see Alizadeh et al. [3] and Korkmaz et al. [18].

### 2.1. Special NTA-GOLL-G models with cure fraction

Substituting the GOLL-G family under the previous activation schemes, we obtain the NTA-GOLL-G models with cure fraction in Table 1 which can be widely applied in many areas. Some special models are discussed below by taking for baseline the Weibull (W), log-logistic (LL) and Flexible Weibull (FW) distributions (all with positive support).

- Neyman type A generalized odd log-logistic Weibull (NTA-GOLL-W) model with cure fraction
  
  It is defined from the Weibull cdf \( G(t; \tau) = 1 - \exp\left[-(t/b)^a\right] \) with shape \( a > 0 \) and scale \( b > 0 \). For \( \alpha = \theta = 1 \), we have the Neyman type A Weibull (NTA-W). For \( \theta = 1 \),
Table 1. Three NTA-GOLL-G models with cure fraction.

| Activation | \( S_{\text{pop}}(t; \lambda, \alpha, \theta, \phi, \tau) \) |
|------------|----------------------------------------------------------|
| First I    | \( \exp[\lambda(\exp(-\phi) - 1)] + [1 - \exp(\lambda(\exp(-\phi) - 1))] \{ \frac{[1 - G(t; \tau)]^\alpha}{G(t; \tau) + [1 - G(t; \tau)]^\alpha} \} \) |
| Random II  | \( \exp[\lambda(\exp(-\phi) - 1)] + [1 - \exp(\lambda(\exp(-\phi) - 1))] \{ \frac{[1 - G(t; \tau)]^\alpha}{G(t; \tau) + [1 - G(t; \tau)]^\alpha} \} \) |
| Last III   | \( 1 + \exp[\lambda(\exp(-\phi) - 1)] - \exp[\lambda(\exp(-\phi) - 1)] \{ \frac{[1 - G(t; \tau)]^\alpha}{G(t; \tau) + [1 - G(t; \tau)]^\alpha} \} - \lambda \) |

Table 2. Some NTA-GOLL-G models with cure fraction for three types of activation.

| Activation | NTA-GOLL-W | NTA-GOLL-LL | NTA-GOLL-FW |
|------------|------------|-------------|-------------|
| First I    | NTA-I-GOLL-W | NTA-I-GOLL-LL | NTA-I-GOLL-FW |
| Random II  | NTA-II-GOLL-W | NTA-II-GOLL-LL | NTA-II-GOLL-FW |
| Last III   | NTA-III-GOLL-W | NTA-III-GOLL-LL | NTA-III-GOLL-FW |

we obtain the Neyman type A odd log-logistic Weibull (NTA-OLL-W) and, for \( \alpha = 1 \), it gives the Neyman type A exponentiated-Weibull (NTA-EW).

- Neyman type A generalized odd log-logistic log-logistic (NTA-GOLL-LL) model with cure fraction
  Let \( G(t; \tau) = 1 - [1 + (t/b)^a]^{-1} \) be the log-logistic cdf with shape \( b > 0 \) and scale \( a > 0 \). For \( \alpha = \theta = 1 \), it reduces to the Neyman type A log-logistic (NTA-LL). For \( \theta = 1 \), we have the Neyman type A odd log-logistic log-logistic (NTA-OLL-LL). Further, if \( \alpha = 1 \), it gives the Neyman type A exponentiated log-logistic (NTA-ELL).

- Neyman type A generalized odd log-logistic flexible Weibull (NTA-GOLL-FW) model with cure fraction
  Let \( G(t; \tau) = 1 - \exp(-\exp(at - b/t)) \) be the FW cdf, where \( a > 0 \) and \( b > 0 \) control the shape of the distribution. For \( \alpha = \theta = 1 \), it is equal to the Neyman type A flexible Weibull (NTA-FW). For \( \theta = 1 \), we have the Neyman type A odd log-logistic flexible Weibull (NTA-OLL-FW). Further, if \( \alpha = 1 \), it reduces to the Neyman type A exponentiated flexible Weibull (NTA-EFW).

For each previous model, we have three extra models depending on the type of activation as shown in Table 2.

Figures 2, 3 and 4 display the population hazard rates of the NTA-I-GOLL-W, NTA-II-GOLL-W and NTA-III-GOLL-W distributions, respectively. They can be bimodal, monotonically increasing or decreasing and upside-down bathtub and really show the flexibility of these models. The programs for the construction of these plots are given as Supplemental Material file.

It is worth mentioning that the introduced family serves to test different distributions to model failure times. Thus, we can test several of them, i.e. we do not have only a single model. In the application of Section 6, we consider three distributions. However, we could have taken several others such as the log-normal, inverse Gaussian, Dagum, Lomax and generalized gamma distributions.

3. Inference methods

In many health problems, the death time and cure time depend on explanatory variables such as the age, gender, pathological findings, tumor size, lymphovascular invasion, among
others. Let \( T_i \) be the time-to-event having the GOLL-G cdf \( F(t) \) given by (7) and \( C_i \) be the right censoring time. We observe \( t_i = \min\{T_i, C_i\} \).

We define the systematic component \( \phi_i = \exp(\chi_i^T \beta) \) for the agglomeration index \( \phi_i \) in terms of the explanatory vector \( \chi_i \) (for \( i = 1, \ldots, n \)), where \( \beta = (\beta_1, \ldots, \beta_k)^T \) is the vector of coefficients. We can find the total log-likelihood function under different types of activation for any baseline \( G \) in the GOLL-G family.
The total log-likelihood function for the parameters \( \psi = (\lambda, \alpha, \theta, \tau^T, \beta^T)^T \) (under noninformative censoring) from \( n \) pairs of times and covariables \((t_1, x_1), \ldots, (t_n, x_n)\) can be expressed as

\[
l(\psi) = \sum_{i \in F} \log[f_{pop}(t_i; \psi)] + \sum_{i \in C} \log[S_{pop}(t_i; \psi)],
\]

where \( F \) and \( C \) denote the uncensored and censored sets of observations, respectively, and the functions \( S_{pop}(\cdot) \) and \( f_{pop}(\cdot) \) depend on the activation system. These functions are given in Equations (1) and (2) for the first activation, (3) and (4) for the random activation and (5) and (6) for the last activation. We can obtain the following expressions for \( l(\psi) \):

- **First activation**
  \[
l(\psi) = r \log(\lambda) - n \lambda + \sum_{i \in F} \log(\phi_i) + \lambda \sum_{i \in F} \exp[-\phi_i F(t_i)] - \sum_{i \in F} \phi_i F(t_i)
  + \sum_{i \in F} \log[f(t_i)] + \lambda \sum_{i \in C} \exp[-\phi_i F(t_i)]. \tag{9}
  \]

- **Random activation**
  \[
l(\psi) = \sum_{i \in F} \log[f(t_i)] + \sum_{i \in F} \log[1 - \exp[\lambda \{\exp(-\phi_i) - 1\}]]
  + \sum_{i \in C} \log[\exp[\lambda \{\exp(-\phi_i) - 1\}] + \{1 - \exp[\lambda \{\exp(-\phi_i) - 1\}]\} S(t_i)]. \tag{10}
  \]

- **Last activation**
  \[
l(\psi) = r[\log(\lambda) - \lambda] + \sum_{i \in F} \log(\phi_i) - \sum_{i \in F} \phi_i S(t_i) + \lambda \sum_{i \in F} \exp[-\phi_i S(t_i)] + \sum_{i \in F} \log[f(t_i)]
  + \sum_{i \in C} \log \{1 + \exp[\lambda (-\exp(\phi_i) - 1)] - \exp[\lambda \{\exp(-\phi_i S(t_i)) - 1\}]\}, \tag{11}
  \]

where

\[
(t_i) = \frac{\alpha \theta g(t_i; \tau) G^{(\alpha \theta - 1)}(t_i; \tau) \left[1 - G(t_i; \tau)^\theta\right]^\alpha - 1}{\left[G^{\alpha \theta}(t_i; \tau) + \left[1 - G(t_i; \tau)^\theta\right]^\alpha\right]^2},
\]

\[
F(t_i) = \frac{G^{\alpha \theta}(t_i; \tau)}{G^{\alpha \theta}(t_i; \tau) + \left[1 - G^{\theta}(t_i; \tau)\right]^{\alpha}}, \quad S(t_i) = \frac{\left[1 - G^{\theta}(t_i; \tau)\right]^\alpha}{G^{\alpha \theta}(t_i; \tau) + \left[1 - G^{\theta}(t_i; \tau)\right]^{\alpha}},
\]

and \( g(\cdot) \) and \( G(\cdot) \) are baseline functions, and \( r \) is the number of failures.

The maximum likelihood estimate (MLE) \( \hat{\psi} \) can be found numerically by maximizing (9), (10) and (11) using the R software (BFGS subroutine [25]). The inference procedure for \( \psi \) follows the classical likelihood inference.

### 3.1. Bayesian approach

The estimation of the parameters can be addressed using Bayesian methods. In this context, we specify prior distributions (by assuming two parameters for the baseline \( G \) for \( \beta, \lambda, \)}
\(\alpha, \theta, a\) and \(b\) under different types of activation. In this context, we consider that these parameters have independent priors, namely

\[
\pi(\psi) = \pi(\lambda)\pi(\alpha)\pi(\theta)\pi(a)\pi(b) \prod_{j=0}^{p} \pi(\beta_j).
\]

(12)

We consider the following priors: the gamma distribution \(\Gamma(0.01,0.01)\) for \(\lambda, \alpha, \theta, a\) and \(b\) and the normal distribution \(N(0,10^3)\) for \(\beta_j\). Combining the likelihood function \(L(t|\psi)\) and the prior distribution in (12), the joint posterior distribution for \(\psi\) can be expressed as

\[
\pi(\psi|t) \propto L(t|\psi)\pi(\psi).
\]

Inference is based on Markov Chain Monte Carlo (MCMC) simulation methods. In this paper, all computational implementations are performed using the JAGS software (Plummer [23]). The convergence of the chains is controlled based on the methods by Cowles and Carlin [13] as well as trace plots. The programs for calculating the estimates are found in Supplemental Material file.

4. Simulation study

Some estimate properties from classical and Bayesian analyzes are obtained via a simulation study. We consider the NTA-GOLL-W model under three activation schemes (first, random and last: NTA-I-GOLL-W; NTA-II-GOLL-W and NTA-III-GOLL-W) with the support of the R and JAGS softwares.

The GOLL-W distribution is generated for the event times \(Z\) for \(\alpha = 0.5, \theta = 0.5, a = 0.5\) and \(b = 1.5\) \((i = 1, \ldots, n)\) and the number of causes \((M_i)\) is generated from the NTA distribution by taking \(\phi_i = \exp(\beta_0 + \beta_1 x_i)\) and then \(p_i = \exp[\lambda(\exp(-\phi_i) - 1)]\). The values of \(x_i\) are generated from the Bernoulli with parameter 0.5, \(\beta_0 = 1.1\) and \(\beta_1 = 1.5\), and the cure proportion for the two levels of \(x\) are: \(p(x=0) = p_0 = 0.4251\) and \(p(x=1) = p_1 = 0.4065\). The censoring times \(C\) are generated from a uniform in \((0, \tau)\), where \(\tau\) controls the proportion of censored observations to be approximately 45%. The survival times of \(T\) in the simulations are defined by \(t_i = \min(t_i, c_i)\).

For each parameter vector, we generate \(B = 400\) random samples via Monte Carlo for different values of \(n = 200, 400, 600\) and 800 and three schemes of activation, where the parameters are estimated via frequentist and Bayesian methods.

The simulation process follow as:

1. Generate \(M_i \sim \text{NTA}(\lambda, \phi_i)\);
2. If \(M_i = 0\), then \(t_i = \infty\); otherwise, generate \(z_i \sim \text{GOLL-W}(\alpha, \theta, a, b)\) to find \(t_i = R(Z_1, \ldots, Z_{M_i})\) for \(i = 1, \ldots, n\);
3. Generate the censure variable \(c_i\) from \(C \sim \text{U}(0, \tau)\);
4. Find \(t_i^* = \min(t_i, c_i)\);
5. If \(t_i^* < c_i\), then \(\delta_i = 1\); otherwise, \(\delta_i = 0\), for \(i = 1, \ldots, n\).
We obtain the Average Estimates (AEs) and Root Mean Square Errors (RMSEs) from two methods. For the Bayesian estimates, we consider independent priors, where the values of the hyperparameters are fixed at $\lambda_1 = \lambda_2 = \alpha_1 = \alpha_2 = \theta_1 = \theta_2 = a_1 = a_2 = b_1 = b_2 = 0.01$ and $\sigma_j^2 = 100$. We simulate two chains of size 35,000 for each parameter with a burn sample size of 5000 to eliminate possible effects of the initial values, and to avoid autocorrelation problems. We consider a spacing of size 10, thus obtaining an effective sample of size 6000 upon which the posterior inference is based.

We use a R script to generate the observed times according to the proposed activation scheme (minimum, random or maximum). Tables 3, 4 and 5 list the estimated cure proportions from the classical and Bayesian methods for two levels of $x$ ($p^{(0)}_0$ and $p^{(0)}_1$) under these schemes for the NTA-GOLL-W model. The estimated proportions tend to the true parameters for both levels of $x$ and the RMSEs decay toward zero when $n$ increases for both methods. Further, the estimated cure proportions using the Bayesian analysis is better under frequentist for the first and last activation schemes. However, the frequentist results are better for the random and last activation schemes in terms of RMSEs. Among the
### Table 5. Results for the NTA-III-GOLL-W model from frequentist and Bayesian analysis.

| Parameters | Frequentist | Bayesian |
|------------|-------------|----------|
|            | $n = 200$   | $n = 200$ |
| $p_0$      | 0.4606, Bias: 0.0541, RMSE: 0.0974 | 0.4910, Bias: 0.0845, RMSE: 0.1889 |
| $p_1$      | 0.4215, Bias: -0.0036, RMSE: 0.0589 | 0.4741, Bias: 0.0049, RMSE: 0.1751 |
| $n = 400$  | 0.4459, Bias: 0.0394, RMSE: 0.0651 | 0.4263, Bias: 0.0198, RMSE: 0.0598 |
| $p_0$      | 0.4155, Bias: -0.0096, RMSE: 0.0402 | 0.4146, Bias: -0.0105, RMSE: 0.0482 |
| $p_1$      | 0.4364, Bias: 0.0299, RMSE: 0.0533 | 0.4227, Bias: 0.0162, RMSE: 0.0694 |
| $n = 600$  | 0.4341, Bias: 0.0276, RMSE: 0.0439 | 0.4243, Bias: 0.0178, RMSE: 0.0716 |
| $p_0$      | 0.4092, Bias: -0.0159, RMSE: 0.0329 | 0.4118, Bias: -0.0133, RMSE: 0.0622 |
| $p_1$      | 0.4091, Bias: -0.0160, RMSE: 0.0266 | 0.4137, Bias: -0.0114, RMSE: 0.0497 |

Three schemes of activation, the NTA-III-GOLL-W model gives the best results. Tables 3, 4 and 5 provide the results of the different scenarios of the simulations considering the maximum likelihood and Bayesian estimation methods. They indicate that the MLE of the cure proportion has a lower RMSE than the estimate from the Bayesian method. We can also note that the RMSEs tend to decrease in both estimation methods when the sample size increases. Thus, these methods can be adopted to estimate the parameters of the regressions.

Additionally, diagnostic plots were used to assess convergence and to observe if there is some problem in the chain of the proposed model for one sample simulated in the same conditions of the previous simulations. In this perspective, the NTA-III-GOLL-W model is used for the generation of the times and estimation of the parameters with a sample of size $n = 800$.

Figure 5 displays the trace plots of the chains simulated data for the NTA-III-GOLL-W model. It can be noted in accordance with these plots that the sample generated presents satisfactory stability. The convergence of the chains is monitored by the methods of Cowles and Carlin [13]. The trace plots for the parameters of the NTA-III-GOLL-W model are displayed in Figure 5, which indicate convergence of the chains. The plots were about one sample generated with $n = 800$.

### 5. Checking model

A variety of techniques can be adopted for choosing the best model among several models fitted to a data set. The models are compared based on the well-known deviance $-\hat{l} = -l(\hat{\psi})$, Akaike information criterion (AIC) and Bayesian information criterion (BIC). The global influence measures of the $i$th observation on the estimates are $GD_i(\psi) = (\hat{\psi}_i - \hat{\psi})^T \tilde{L}(\psi)((\hat{\psi}_i - \hat{\psi}) - \hat{\psi})$ (Cook, [10]) and $LD_i(\psi) = 2[l(\hat{\psi}) - l(\hat{\psi}_i)]$, where $\hat{\psi}_i$ is the MLE when the $i$th observation is omitted from the sample.

The quantile residuals (qrs) for the fitted regressions (defined in Section 3) are
Figure 5. Trace plots for the parameters of the NTA-III-GOLL-W model. (a) $\beta_0$. (b) $\beta_1$. (c) $\alpha$. (d) $\lambda$. (e) $\theta$. (f) $a$ and (g) $b$.

- **First activation**
  \[
  qr_i = \Phi^{-1} \left\{ 1 - \exp \left\{ \hat{\lambda} \left[ \exp \left( \frac{-\hat{\phi}_i \hat{G}\hat{\theta}(t_i; \hat{\tau})}{G\hat{\theta}(t_i; \hat{\tau}) + [1 - G(t_i; \hat{\tau})]^{\hat{\alpha}}} \right) - 1 \right] \right\} \right\}.
  \]

- **Random activation**
  \[
  qr_i = \Phi^{-1} \left\{ 1 - \exp\{\hat{\lambda}[\exp(-\hat{\phi}_i) - 1]\} \right\} + \left\{ 1 - \exp\{\hat{\lambda}[(\exp(-\hat{\phi}_i) - 1)]\} \right\} \left\{ \frac{[1 - G\hat{\theta}(t_i; \hat{\tau})]^{\hat{\alpha}}}{G\hat{\theta}(t_i; \hat{\tau}) + [1 - G\hat{\theta}(t_i; \hat{\tau})]^{\hat{\alpha}}} \right\}.
  \]

- **Last activation**
  \[
  qr_i = \Phi^{-1} \left\{ \exp\{\hat{\lambda}[\exp(-\hat{\phi}_i) - 1]\} \right\} + \exp\left\{ \hat{\lambda} \left[ \exp \left( \frac{-\hat{\phi}_i [1 - G\hat{\theta}(t_i; \hat{\tau})]^{\hat{\alpha}}}{G\hat{\theta}(t_i; \hat{\tau}) + [1 - G\hat{\theta}(t_i; \hat{\tau})]^{\hat{\alpha}}} \right) - \hat{\lambda} \right\}.
  \]
Figure 6. Estimated KM survival curves for the therapy and gender.

where $\Phi^{-1}(-)$ is the inverse of the standard normal cdf.

6. Application

We use the data set from Martinez et al. [19] referring to 201 patients with gastric adenocarcinoma to illustrate the applicability of the proposed regression. Adenocarcinoma is responsible for most cases of stomach tumors. The censored observations correspond to patients who died from other causes (or are still alive) at the end of the study (nearly a total of 53%). For more details, see Ortega et al. [22]. The time (in months) after surgery until death is the response variable and the covariates are: $x_{i1}$: therapy type ($0 =$ adjuvant chemoradiotherapy, $n = 125; 1 = $surgery alone, $n = 76$); $x_{i2}$: gender ($0 =$ male, $n = 124; 1 =$ female, $n = 75$) and $x_{i3}$: age (years) registered for each patient ($i = 1, \ldots, 201$). Our interest is to verify the effects of the covariates on the cure fraction based on the proposed regression with different distributions and activation schemes. Figure 6(a,b) display the KM curves for each covariable. It is clear that there is more evidence on the difference in estimated survival curves by the KM method about the covariate type of therapy than gender. The total time test (TTT-Plot) introduced by Aarset [1] for these data in Figure 7(a) reveals a unimodal hazard rate and Figure 7(b) gives the KM-Plot. Based on these plots, we note a cure fraction far above zero.

We fit the NTA-GOLL-W regression (with cure fraction) under the activation schemes (listed in Table 2) to these data with the systematic component $\log[\phi(x_i)] = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i3}$, and the cure fraction given by (for $i = 1, \ldots, 217$)

$$p(x_i) = \exp[\lambda]\{\exp(-\phi(x_i)) - 1\}, \quad \phi(x_i) = \exp(\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i3}).$$

We compare the NTA-GOLL-G regression (with cure fraction) (Section 5) for some special models under three criteria. These statistics reported in Table 6 reveal that the NTA-II-GOLL-W regression provides the lowest values of the statistics. So, this regression can be chosen initially to fit these data. Based on the figures in Table 8 we can again note that
Figure 7. TTT-Plot and KM-Plot for the gastric cancer data. (a) TTT-Plot and (b) KM-Plot.

Table 6. Three statistics.

| Models          | −\hat{l}   | AIC   | BIC   |
|-----------------|------------|-------|-------|
| NTA-I-GOLL-W    | 440.1312   | 898.2624 | 927.9921 |
| NTA-II-GOLL-W   | **423.4791** | **864.9582** | **894.6879** |
| NTA-III-GOLL-W  | 447.3432   | 912.6864 | 942.4161 |
| NTA-I-GOLL-FW   | 425.9037   | 869.8074 | 899.5371 |
| NTA-II-GOLL-FW  | 436.4019   | 866.5526 | 896.2823 |
| NTA-III-GOLL-FW | 447.3432   | 912.6864 | 942.4161 |
| NTA-I-GOLL-LL   | 441.0106   | 900.0212 | 929.7509 |
| NTA-II-GOLL-LL  | 435.6217   | 889.2434 | 918.9731 |
| NTA-III-GOLL-LL | 447.7458   | 913.4916 | 943.2213 |

Table 7. LR tests for the NTA-II-GOLL-W regression.

| Models                        | Hypotheses                                      | \omega_n | p-value   |
|-------------------------------|-------------------------------------------------|----------|-----------|
| NTA-II-GOLL-W vs NTA-II-Oll-W | H_0 : \theta = 1 vs H_1 : \theta \neq 1         | 8.9614   | **0.0027**|
| NTA-II-GOLL-W vs NTA-II-EW   | H_0 : \alpha = 1 vs H_1 : \alpha \neq 1         | 6.3010   | **0.0120**|
| NTA-II-GOLL-W vs Baseline     | H_0 : \alpha = \theta = 1 vs H_1 : H_0 is false | 21.2522  | **0.0001**|

The SEs of the MLEs are smaller than those of the Bayesian method in agreement with the results in the simulations.

The likelihood ratio (LR) statistic is adopted to verify if any sub-models fit better than the NTA-II-GOLL-W regression. The values of the LR statistics reported in Table 7 indicate that the NTA-II-GOLL-W regression is favorable in three hypothesis tests. These results are supported by the plots in Figure 8. The qrs in the qqnorm plot are closer to the first angle bisector and in the Worm Plot they are more located inside the region of the two bans with few fluctuations. Table 8 gives the estimates of the parameters for this regression using the classical and Bayesian methods, where it is noted that only the therapy type is significant. The scenarios used for the priors of the model are similar to those for the simulations obtaining positive results in the diagnosis of the chains for the convergence.
Table 8. MLEs for the NTA-II-GOLL-W regression fitted to the gastric cancer data.

| Parameters | Estimates | S.E. | Confidence interval | Estimates | S.E. | Credible interval |
|------------|-----------|------|---------------------|-----------|------|-------------------|
| \( \hat{\beta}_0 \) | 1.7245 | 0.6894 | (0.3732; 3.0757) | 1.7920 | 0.7200 | (0.3340; 3.1920) |
| \( \hat{\beta}_1 \) | 1.3782 | 0.2895 | (0.8107; 1.9457) | 1.3830 | 0.2980 | (0.8140; 1.9830) |
| \( \hat{\beta}_2 \) | 0.4613 | 0.2867 | (−0.1006; 1.0233) | 0.3900 | 0.2890 | (−0.1990; 0.9360) |
| \( \hat{\beta}_3 \) | −0.0135 | 0.0104 | (−0.0339; 0.0068) | −0.0140 | 0.0100 | (−0.0340; 0.0060) |
| \( \lambda \) | 0.7948 | 0.1036 | – | 0.8820 | 0.1560 | – |
| \( \hat{\alpha} \) | 0.1614 | 0.0164 | – | 0.2410 | 0.1270 | – |
| \( \hat{\theta} \) | 0.0526 | 0.0166 | – | 0.1230 | 0.2050 | – |
| \( \hat{a} \) | 0.7392 | 0.0047 | – | 0.6290 | 0.1670 | – |
| \( \hat{b} \) | 0.2790 | 0.0046 | – | 0.3860 | 0.5900 | – |

Figure 8. Worm Plot and qqnorm of the NTA-II-GOLL-W regression.

Table 9. Final estimates of the best fitted regression to the gastric cancer data.

| Parameters | Estimates | E.P. | Confidence interval | Estimates | E.P. | Credible interval |
|------------|-----------|------|---------------------|-----------|------|-------------------|
| \( \hat{\beta}_0 \) | 1.1226 | 0.2321 | (0.6676; 1.5777) | 0.8930 | 0.3520 | (0.1850; 1.5610) |
| \( \hat{\beta}_1 \) | 1.5032 | 0.2892 | (0.9364; 2.0701) | 1.5350 | 0.2980 | (0.9460; 2.1450) |
| \( \lambda \) | 0.8904 | 0.1343 | – | 0.8900 | 0.1860 | – |
| \( \hat{\alpha} \) | 0.1435 | 0.0176 | – | 0.2590 | 0.1480 | – |
| \( \hat{\theta} \) | 0.0083 | 0.0039 | – | 0.2170 | 0.4570 | – |
| \( \hat{a} \) | 0.5186 | 0.0186 | – | 0.6850 | 0.1830 | – |
| \( \hat{b} \) | 0.0362 | 0.0113 | – | 0.6190 | 0.9130 | – |

To detect possible influential observations after considering the NTA-II-GOLL-W regression as the most appropriate model, a global influence study is performed to calculate \( GD_i(\psi) \) and \( LD_i(\psi) \) defined in Section 5. Figure 9 provides the plots of these measures, where there are no influential or discrepant observations. Considering that this regression is more appropriate, we note that there are no influential or discrepant observations and only the treatment is significant. The parameters of the regression are again re-estimated with only this covariate in Table 9.
The estimated cure proportions for both treatment levels are \( \hat{p}(x_1=0) = \hat{p}_0 = 0.42766 \) and \( \hat{p}(x_1=1) = \hat{p}_1 = 0.41009 \), respectively. Figure 10 gives the estimated hazard function versus the empirical hazard function as well as the estimated survival function of the final regression according to the types of treatment.

**Findings**

- The numbers in Table 8 indicate that sex and age are non-significant under a 5% level.
- The type of therapy variable is significant, which means a significant difference between chemoradiotherapy and surgery alone.
- We note from Figure 10(a) that the estimated risk function for the chemoradiotherapy level tends to decrease when time increases and presents a good adjustment in relation to the empirical risk function.
- We observe from Figure 10(b) that the estimated risk function for the surgery alone level has a unimodal form, i.e. it grows until approximately 18 months and after that the function tends to decrease.
- Figure 10(c) reveals a good fit of the proposed mochemoradiotherapydel. Note that chemoradiotherapy patients have a longer survival time than patients who have had surgery alone.
- The estimated proportion of cure patients under chemoradiotherapy is 43%, while for patients undergoing only surgery it is 41%.
The agglomeration index for patients under chemoradiotherapy is \( \hat{\phi}_{x_1=0} = 3.0728 \) and for patients with surgery alone is \( \hat{\phi}_{x_1=1} = 13.8156 \). So, the agglomeration rate for patients with surgery alone is approximately four times higher when compared to patients under chemoradiotherapy. In other words, the number of cancer cells (`clones') that the patient kept active is four times more crowded in patients under surgery alone than patients under chemoradiotherapy.

7. Concluding remarks

We propose the new Neyman type A generalized odd log-logistic-G (NTA-GOLL-G) family with cure fraction. This model is based on the different activation schemes in which the number of factors \( M \) has the Neyman type A discrete distribution and the time until the occurrence of the event of interest follows a generalized odd log-logistic-G family. The classical and Bayesian methods are used to estimate the parameters of the models. We also compare the performance of the estimates of the proposed model based on the Mean Estimate (ME) and Root Mean Square Error (RMSE) through a simulation study. These simulations indicate that the new model can be useful to fit real data. We also discuss the influence measures using the global influence theory in the proposed regression. The approach is applied to a real data set, which indicates the usefulness of the new regression concerning the model selection and residual analysis. Thus, it is expected that this regression will be useful for fitting other data sets. Therefore, through the considerations mentioned above, the possible future works are:

- A simulation study with other baseline distributions via frequentist and Bayesian analysis using the GOLL-G family;
- A simulation study for the residuals in the long-term context using the GOLL-G family;
- Influence measures in a Bayesian approach;
- Consider linear and non-linear effects on systematic components (semiparametric regressions).
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