SEMICONANCIAL BASES AND PREPROJECTIVE ALGEBRAS II: A MULTIPLICATION FORMULA
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Abstract. Let \( n \) be a maximal nilpotent subalgebra of a complex symmetric Kac-Moody Lie algebra. Lusztig has introduced a basis of \( U(n) \) called the semicanonical basis, whose elements can be seen as certain constructible functions on varieties of nilpotent modules over a preprojective algebra of the same type as \( n \). We prove a formula for the product of two elements of the dual of this semicanonical basis, and more generally for the product of two evaluation forms associated to arbitrary modules over the preprojective algebra. This formula plays an important role in our work on the relationship between semicanonical bases, representation theory of preprojective algebras, and Fomin and Zelevinsky’s theory of cluster algebras. It was inspired by recent results of Caldero and Keller.

1. Introduction and main result

1.1. Semicanonical bases. Let \( \Lambda \) be the preprojective algebra associated to a connected quiver \( Q \) without loops. This is the associative algebra

\[
\Lambda = \mathbb{C}Q / \left\langle \sum_{a \in Q_1} (\bar{a}a - a\bar{a}) \right\rangle,
\]

where \( \mathcal{Q} \) denotes the double of \( Q \) and \( Q_1 \) is the set of arrows of \( Q \) (see e.g. [16, 9]). Recall that \( \mathcal{Q} \) is obtained from \( Q \) by inserting for each arrow \( a: i \to j \) in \( Q \) a new arrow \( \bar{a}: j \to i \). The algebra \( \Lambda \) is independent of the orientation of \( Q \), and it is finite-dimensional (and selfinjective) if and only if the underlying graph \( \Delta \) of \( Q \) is a simply laced Dynkin diagram, i.e. if \( \Delta \in \{ A_n(n \geq 1), D_n(n \geq 4), E_6(n = 6, 7, 8) \} \). In the sequel, all \( \Lambda \)-modules are assumed to be finite-dimensional nilpotent left modules. We denote by \( I \) the set of vertices of \( Q \), and by \( \Lambda_{d} \) the affine variety of nilpotent \( \Lambda \)-modules with dimension vector \( d = (d_i)_{i \in I} \). The reductive group \( \text{GL}_d = \prod_{i \in I} \text{GL}_{d_i}(\mathbb{C}) \) acts on \( \Lambda_{d} \) by base change.

Let \( n \) be a maximal nilpotent subalgebra of a complex Kac-Moody Lie algebra \( g \) of type \( \Delta \). Lusztig [13, 14] proved that the enveloping algebra \( U(n) \) is isomorphic to

\[
\mathcal{M} = \bigoplus_{d \in \mathbb{N}^I} \mathcal{M}(d),
\]

where the \( \mathcal{M}(d) \) are certain vector spaces of \( \text{GL}_d \)-invariant constructible functions on the affine varieties \( \Lambda_{d} \) (see [2, 11] below for the definition of \( \mathcal{M}(d) \)). This yields a new basis \( \mathcal{S} \) of \( U(n) \) indexed by the irreducible components of the varieties \( \Lambda_{d} \), called the semicanonical basis [14].

Let \( \mathcal{M}^* \) be the graded dual of \( \mathcal{M} \). A multiplication on \( \mathcal{M}^* \) is defined via the natural comultiplication of the Hopf algebra \( U(n) \cong \mathcal{M} \). In [9] we considered the basis \( \mathcal{S}^* \) of \( \mathcal{M}^* \) dual to the semicanonical basis of \( \mathcal{M} \), and began to study its multiplicative properties.
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1.2. \(\delta\)-Stratification. For a \(A\)-module \(x \in \Lambda_d\) define the evaluation form \(\delta_x : \mathcal{M} \to \mathbb{C}\) which maps a constructible function \(f \in \mathcal{M}(d)\) to \(f(x)\). Define
\[
\langle x \rangle := \{ y \in \Lambda_d \mid \delta_y = \delta_x \}.
\]
This is a constructible subset of \(\Lambda_d\) since \(\mathcal{M}(d)\) is a finite-dimensional space of constructible functions on \(\Lambda_d\). For the same reason we can choose a finite set \(R(d) \subset \Lambda_d\) such that
\[
\Lambda_d = \bigsqcup_{x \in R(d)} \langle x \rangle.
\]
Each irreducible component \(Z\) of \(\Lambda_d\) has a unique stratum \(\langle x \rangle \cap Z\) containing a dense open subset of \(Z\), and the points of this stratum are called the generic points of \(Z\). We can then reformulate the definition of \(S^*\) as follows: the element \(\rho_Z\) of \(S^*\) labeled by \(Z\) is equal to \(\delta_x\) for a generic point \(x\) of \(Z\).

The aim of this paper is to prove a general formula for the product of two arbitrary evaluation forms \(\delta_x\).

1.3. Extensions. Let \(x' \in \Lambda_{d'}, x'' \in \Lambda_{d''}\), and \(e := d' + d''\). For a constructible \(\text{GL}_e\)-invariant subset \(S \subseteq \Lambda_e\) we consider
\[
\text{Ext}^1_{\Lambda}(x', x'')_S = \{[0 \to x'' \to y \to x' \to 0] \in \text{Ext}^1_{\Lambda}(x', x'') \mid \{0\} \mid y \in S\}.
\]
This is a constructible \(\mathbb{C}^*-\)invariant subset of the quasi-affine space \(\text{Ext}^1_{\Lambda}(x', x'') \setminus \{0\}\), see \[5.5\]. Thus we may consider the constructible subset \(\mathbb{P}\text{Ext}^1_{\Lambda}(x', x'')_S := \text{Ext}^1_{\Lambda}(x', x'')_S / \mathbb{C}^*\) of the projective space \(\mathbb{P}\text{Ext}^1_{\Lambda}(x', x'')\). For a constructible subset \(U\) of a complex variety let \(\chi(U)\) be its (topological) Euler characteristic with respect to cohomology with compact support. For the empty set \(\emptyset\) we set \(\chi(\emptyset) = 0\). Note that we have, by additivity of \(\chi\),
\[
\sum_{x \in R(e)} \chi(\mathbb{P}\text{Ext}^1_{\Lambda}(x', x'')_{\langle x \rangle}) = \chi(\mathbb{P}\text{Ext}^1_{\Lambda}(x', x'')) = \dim \text{Ext}^1_{\Lambda}(x', x''),
\]
see also \[7.2\].

1.4. Main result.

**Theorem 1** (Multiplication Formula). With the notation of \[\text{L3}\] we have
\[
\chi(\mathbb{P}\text{Ext}^1_{\Lambda}(x', x''))\delta_{x'\oplus x''} = \sum_{x \in R(e)} \left( \chi(\mathbb{P}\text{Ext}^1_{\Lambda}(x', x'')_{\langle x \rangle}) + \chi(\mathbb{P}\text{Ext}^1_{\Lambda}(x'', x')_{\langle x \rangle}) \right) \delta_x.
\]

This theorem is very much inspired by recent work by Caldero and Keller on cluster algebras and cluster categories of finite type \[6\].

Note that our multiplication formula is meaningless if \(\text{Ext}^1_{\Lambda}(x', x'') = 0\) (or equivalently if \(\text{Ext}^1_{\Lambda}(x'', x') = 0\)). We proved in \[9\] that in all cases
\[
\delta_{x' \oplus x''} = \delta_{x'} \cdot \delta_{x''}.
\]

For this reason we regard Theorem 1 as a multiplication formula. Using the notation from \[9\] the formula of the theorem can be rewritten as
\[
\delta_{x'} \cdot \delta_{x''} = \frac{1}{\dim \text{Ext}^1_{\Lambda}(x', x'')} \left( \int_{\mathbb{C}^*[\eta] \in \mathbb{P}\text{Ext}^1_{\Lambda}(x', x'')} \delta_{\text{mt}(\eta)} + \int_{\mathbb{C}^*[\eta] \in \mathbb{P}\text{Ext}^1_{\Lambda}(x'', x')} \delta_{\text{mt}(\eta)} \right).
\]

Here, the “integrals” are taken with respect to the “measure” given by the Euler characteristic, \(\text{mt}(\eta)\) stands for the isomorphism class of the middle term of the extension \(\eta\). If \([\eta] \neq 0\) we write \(\mathbb{C}^*[\eta]\) for the corresponding element in the projective space \(\mathbb{P}\text{Ext}^1_{\Lambda}(x', x'')\).

The following important special case is easier to state and also easier to prove.
Theorem 2. Let $x'$ and $x''$ be $\Lambda$-modules such that $\dim \text{Ext}^1_\Lambda(x', x'') = 1$, and let
\[ 0 \rightarrow x'' \rightarrow x' \rightarrow 0 \quad \text{and} \quad 0 \rightarrow x' \rightarrow y \rightarrow x'' \rightarrow 0 \]
be non-split short exact sequences. Then $\delta_{x'} \cdot \delta_{x''} = \delta_x + \delta_y$.

A $\Lambda$-module $x$ is called rigid if $\text{Ext}^1_\Lambda(x, x) = 0$. If $x$ is rigid, it is generic and $\delta_x$ is a dual semicanonical basis vector. In the above theorem, if $x'$ and $x''$ are rigid modules with $\dim \text{Ext}^1_\Lambda(x', x'') = 1$ one can show that $x$ and $y$ have to be rigid as well, see [11]. Thus we obtain a multiplication formula for certain dual semicanonical basis vectors. This is analyzed and interpreted in more detail in [11].

1.5. Calabi-Yau property. For the proof of our result it is crucial that in the category of finite-dimensional (nilpotent) $\Lambda$-modules we have a functorial pairing
\[ \text{Ext}^1_\Lambda(x, y) \times \text{Ext}^1_\Lambda(y, x) \rightarrow \mathbb{C}. \]

In other words, for each pair $(x, y)$ of finite-dimensional (nilpotent) $\Lambda$-modules there is an isomorphism
\[ \phi_{x,y} : \text{Ext}^1_\Lambda(x, y) \rightarrow D \text{Ext}^1_\Lambda(y, x) \]
such that for any $\lambda \in \text{Hom}_\Lambda(y, y')$, $[\eta] \in \text{Ext}^1_\Lambda(x, y)$, $\rho \in \text{Hom}_\Lambda(x', x)$ and $[\epsilon] \in \text{Ext}^1_\Lambda(y', x')$ one has
\[ (1.1) \quad \phi_{x',y'}(\lambda \circ [\eta] \circ \rho)([\epsilon]) = \phi_{x,y}([\eta])(\rho \circ [\epsilon] \circ \lambda). \]

This is well-known to specialists. The usual argument is that this is the “shadow” of certain 2-Calabi-Yau properties for preprojective algebras, see [7,1] for more details.

However, in the non-Dynkin case this argument relies on the fact that then the preprojective algebra is a 2-Calabi-Yau algebra. Unfortunately, we could not localize a written proof for this last fact. So we include in Section 8 a direct proof for the required functorial isomorphism which does not depend on the type of $Q$ and neither requires nilpotency for the finite-dimensional modules.

2. Flags and composition series induced by short exact sequences

2.1. Definition of $\mathcal{M}(d)$. We repeat some notation from [9]. Recall that $I$ is the set of vertices of $Q$. We identify the elements of $I$ with the natural basis of $\mathbb{Z}^I$. Thus, for $i = (i_1, \ldots, i_m)$ a sequence of elements of $I$, we may define $|i| := \sum_{k=1}^m i_k \in \mathbb{Z}^I$.

Let $\mathbf{V}$ be an $I$-graded vector space with graded dimension $|\mathbf{V}| \in \mathbb{Z}^I$. We denote by $\Lambda_{\mathbf{V}}$ the affine variety of $\Lambda$-module structures on $\mathbf{V}$. Clearly, if $\mathbf{V}'$ is another graded space with $|\mathbf{V}'| = |\mathbf{V}|$ the varieties $\Lambda_{\mathbf{V}}$ and $\Lambda_{\mathbf{V}'}$ are isomorphic. Therefore, it is sometimes convenient to write $\Lambda_{|\mathbf{V}|}$ instead of $\Lambda_{\mathbf{V}}$ and to think of it as the variety of $\Lambda$-modules with dimension vector $d = |\mathbf{V}|$.

If $c = (c_1, \ldots, c_m) \in \{0, 1\}^m$ and $\mathbf{V}$ is an $I$-graded vector space such that $\sum_k c_k i_k = |\mathbf{V}|$, we define a flag in $\mathbf{V}$ of type $(i, c)$ as a sequence
\[ \mathbf{f} = (\mathbf{V} = \mathbf{V}^0 \supseteq \mathbf{V}^1 \supseteq \cdots \supseteq \mathbf{V}^m = 0) \]
of $I$-graded subspaces of $\mathbf{V}$ such that $|\mathbf{V}^{k-1}/\mathbf{V}^k| = c_k i_k$ for $k = 1, \ldots, m$. We denote by $\Phi_{(i, c)}$ the variety of flags of type $(i, c)$. When $(c_1, \ldots, c_m) = (1, \ldots, 1)$, we simply write $\Phi_i$.

Let $x \in \Lambda_{\mathbf{V}}$. A flag $\mathbf{f}$ is $x$-stable if $x(\mathbf{V}^k) \subseteq \mathbf{V}^k$ for all $k$. We denote by $\Phi_{(i, c), x}$ (resp. $\Phi_{i, x}$) the variety of $x$-stable flags of type $(i, c)$ (resp. of type $i$). Note that an $x$-stable flag is the same as a composition series of $x$ regarded as a $\Lambda$-module. Let $d_{i,c} : \Lambda_{\mathbf{V}} \rightarrow \mathbb{C}$ be the function defined by
\[ d_{i,c}(x) = \chi(\Phi_{(i, c), x}). \]
It follows from [9, §5.8] that \(d_{i,c}\) is a constructible function, see also [13, §2.1]. If \(c_k = 1\) for all \(k\), we simply write \(d_i\) instead of \(d_{i,c}\). In general, \(d_{i,c} = d_j\) where \(j\) is the subword of \(i\) consisting of the letters \(i_k\) for which \(c_k = 1\). We then define \(\mathcal{M}(V)\) as the vector space over \(\mathbb{C}\) spanned by the functions \(d_i\), where \(j\) runs over all words in \(I\) with \(|j| = |V|\). Again this space only depends on \(d = |V|\), up to isomorphism, and we also denote it by \(\mathcal{M}(d)\). This is equivalent to Lusztig’s definition in [13, 14].

2.2. Reformulation. In order to prove Theorem 1 and Theorem 2 it is sufficient to show that both sides of the respective equalities coincide after evaluation at an arbitrary \(d_i\), see (2.1). Since

\[
\delta_x(d_i) = \chi(\Phi_{1,x})
\]

to prove Theorem 1 we have to show that

\[
(2.1) \quad \chi(\mathbb{P} \text{Ext}^{1}_\alpha (x', x'')) \cdot \chi(\Phi_{1,x'} \otimes \Phi_{1,x''}) = \sum_{x \in R(e)} \left( \chi(\mathbb{P} \text{Ext}^{1}_\alpha (x', x'')) + \chi(\mathbb{P} \text{Ext}^{1}_\alpha (x'', x')) \right) \cdot \chi(\Phi_{1,x})
\]

for all sequences \(i\) with \(|i| = e = \dim(x') + \dim(x'')\). Similarly, for Theorem 2 we have to show that

\[
(2.1) \quad \chi(\Phi_{1,x'} \otimes \Phi_{1,x''}) = \chi(\Phi_{1,x}) + \chi(\Phi_{1,y})
\]

for all sequences \(i\) with \(|i| = \dim(x') + \dim(x'')\).

2.3. Let \(V', V'', V\) be \(I\)-graded vector spaces such that \(|V'| + |V''| = |V|\), and let \(i = (i_1, \ldots, i_m) \in I^m\) with \(\sum_k i_k = |V|\). Let \(x' \in \Lambda_{V'}, x'' \in \Lambda_{V''}\) and \(x \in \Lambda_V\). For a short exact sequence

\[
\epsilon : 0 \to x'' \to x \to x' \to 0
\]

define a map

\[
\alpha_{i,\epsilon} : \Phi_{1,x} \to \bigcup_{(c', c'')} \Phi_{1,c' \cdot x'} \times \Phi_{1,c'' \cdot x''}
\]

which maps a flag \(f_x = (V^t)_{0 \leq t \leq m} \in \Phi_{1,x}\) of submodules of \(x\) to \((f_x', f_x'')\) where

\[
f_x' = (V^t/(V^t \cap i(x')))_{0 \leq t \leq m} \quad \text{and} \quad f_x'' = (V^t \cap i(x''))_{0 \leq t \leq m}.
\]

Here we regard \(f_x''\) as a flag in \(V''\) by identifying \(V''\) with \(i(x'')\), and \(f_x'\) as a flag in \(V'\) by identifying \(V'\) with \(V/i(x')\). Clearly, we have \((f_x', f_x'') \in \Phi_{1,c' \cdot x'} \times \Phi_{1,c'' \cdot x''}\) for some sequences \(c', c''\) in \(\{0,1\}^m\) satisfying

\[
(2.2) \quad \sum_{k=1}^m c_k i_k = |V'|, \quad \sum_{k=1}^m c_k' i_k = |V''|, \quad c'_k + c''_k = 1 \quad (1 \leq k \leq m).
\]

Let \(W_{V', V''}\) denote the set of pairs \((c', c'')\) satisfying (2.2). Define

\[
L^{1}_{c' \cdot x', c''} = (\Phi_{1,c' \cdot x'} \times \Phi_{1,c'' \cdot x''}) \cap \text{Im}(\alpha_{i,\epsilon}),
\]

\[
L^{2}_{c' \cdot x', c''} = (\Phi_{1,c' \cdot x'} \times \Phi_{1,c'' \cdot x''}) \setminus L^{1}_{c' \cdot x', c''},
\]

\[
\Phi_{1,x}(c', c'', \epsilon) = \alpha_{i,\epsilon}^{-1}(\Phi_{1,c' \cdot x'} \times \Phi_{1,c'' \cdot x''}).
\]

Thus we obtain maps

\[
\alpha_{i,\epsilon}(c', c'') : \Phi_{1,x}(c', c'', \epsilon) \to \Phi_{1,c' \cdot x'} \times \Phi_{1,c'' \cdot x''}.
\]

Set \(W_{V', V''} = \{ (c', c'') \in W_{V', V''} | \Phi_{1,x}(c', c'', \epsilon) \neq \emptyset \}\). We get a finite partition

\[
\Phi_{1,x} = \bigsqcup_{(c', c'') \in W_{V', V''}} \Phi_{1,x}(c', c'', \epsilon).
\]
2.4. For the rest of this section let
\[ f_{x'} = (x' = x'_0 \geq x'_1 \geq \cdots \geq x'_m = 0) \quad \text{and} \quad f_{x''} = (x'' = x''_0 \geq x''_1 \geq \cdots \geq x''_m = 0) \]
be flags with \((f_{x'}, f_{x''}) \in \Phi_{i,c',c''} \times \Phi_{i,c',c''} \) for some \((c', c'') \in W_{V'} \times W_{V''} \) where \( x' \in \Lambda_{V'} \) and \( x'' \in \Lambda_{V''} \).

For \( 1 \leq j \leq m \) let \( \iota_{x',j} \) and \( \iota_{x'',j} \) be the inclusion maps \( x'_j \to x'_{j-1} \) and \( x''_j \to x''_{j-1} \), respectively. Note that for all \( j \) either \( \iota_{x',j} \) or \( \iota_{x'',j} \) is an identity map. In particular, either \( x'_{m-1} = 0 \) or \( x''_{m-1} = 0 \).

All results in this section and also the definition of the maps \( \beta' \) and \( \beta \) (see below) are inspired by [6]. The following lemma follows directly from the definitions and the considerations in Section 7.2.

**Lemma 2.4.1.** Let \( \epsilon : 0 \to x'' \to x \to x' \to 0 \) be a short exact sequence of \( \Lambda \)-modules. Then the following are equivalent:

(i) \((f_{x'}, f_{x''}) \in L_{i,c',c'',\epsilon}^1 \)

(ii) There exists a commutative diagram with exact rows of the form

\[
\begin{array}{ccccccc}
\epsilon : & 0 & \to & x'' & \to & x & \to & x' & \to & 0 \\
\epsilon_0 : & 0 & \to & x''_0 & \to & x_0 & \to & x'_0 & \to & 0 \\
\epsilon_1 : & 0 & \to & x''_1 & \to & x_1 & \to & x'_1 & \to & 0 \\
& \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\epsilon_{m-2} : & 0 & \to & x''_{m-2} & \to & x_{m-2} & \to & x'_{m-2} & \to & 0 \\
\epsilon_{m-1} : & 0 & \to & x''_{m-1} & \to & x_{m-1} & \to & x'_{m-1} & \to & 0 \\
\end{array}
\]

(iii) There exist elements \([\epsilon_i] \in \Ext^1_{\Lambda}(x'_i, x''_i)\) for \( i = 0, 1, \ldots, m-1 \) such that \([\epsilon_0] = [\epsilon]\) and

\( [\epsilon_{j-1}] \circ \iota_{x',j} = \iota_{x'',j} \circ [\epsilon_j] \) for \( j = 1, 2, \ldots, m-1 \).

We define a map

\[
(2.3) \quad \beta'_{i,c',c'',\epsilon_{x'},\epsilon_{x''}} : \bigoplus_{j=0}^{m-2} \Ext^1_{\Lambda}(x'_j, x''_j) \to W' = \bigoplus_{j=0}^{m-2} \Ext^1_{\Lambda}(x'_{j+1}, x''_j)
\]

where \( \epsilon \in \Ext^1_{\Lambda}(x'_0, x''_0) \) and

\[
([\epsilon_0], \ldots, [\epsilon_{m-2}]) \mapsto \sum_{j=0}^{m-3} ([\epsilon_j] \circ \iota_{x',j+1} - \iota_{x'',j+1} \circ [\epsilon_{j+1}]) + [\epsilon_{m-2}] \circ \iota_{x'',m-1}
\]

Observe that \([\epsilon_j] \circ \iota_{x',j+1} - \iota_{x'',j+1} \circ [\epsilon_{j+1}]\) is an element of \( \Ext^1_{\Lambda}(x'_j, x''_j) \). By

\[
p_0 : \bigoplus_{j=0}^{m-2} \Ext^1_{\Lambda}(x'_j, x''_j) \to \Ext^1_{\Lambda}(x'_0, x''_0)
\]
we denote the canonical projection map.

**Lemma 2.4.2.** For a short exact sequence \( \epsilon: 0 \to x'' \to x \to x' \to 0 \), the following are equivalent:

(i) \((f_{x'}, f_{x''}) \in L^1_{i.e', e''!}\epsilon; \)
(ii) \([\epsilon] \in p_0(\text{Ker}(\beta'_{i.e'e''!i_j}, i_{j}, i_{j}'))\).

**Proof.** We have \([\epsilon] \in p_0(\text{Ker}(\beta'_{i.e'e''!i_j}, i_{j}, i_{j}'))\) if and only if \(\beta'_{i.e'e''!i_j}, i_{j}, i_{j}')(\{\epsilon_0\}, \ldots, \{\epsilon_{m-2}\}) = 0 \)
for some \((\{\epsilon_0\}, \ldots, \{\epsilon_{m-2}\})\) with \([\epsilon_0] = [\epsilon]\). This is the case if and only if \(\tau_{x''} \circ \cdot \circ \cdot [\epsilon_j] = [\epsilon_j] \circ \tau_{x'} \circ \cdot \circ \cdot 1 \) for all \(0 \leq j \leq m - 3\), \(\{\epsilon_{m-2}\} \circ \tau_{x', m-1} = 0 \) and \([\epsilon_0] = [\epsilon]\). Now the result follows from Lemma 2.4.1. \(\square\)

Next, we define a map

\[
(2.4) \quad \beta_{i.e''!i_j, i_j'}: \bigoplus_{j=0}^{m-2} \text{Ext}_{\Lambda}^1(x''_j, x'_{j+1}) =: V \to W := \bigoplus_{j=0}^{m-2} \text{Ext}_{\Lambda}^1(x''_j, x'_j)
\]

\[
([\eta_0], \ldots, [\eta_{m-2}]) \mapsto \tau_{x',1} \circ [\eta_0] + \sum_{j=1}^{m-2} (\tau_{x' \circ j+1} \circ [\eta_j] - [\eta_j-1] \circ \tau_{x''}, l)
\]

Note that \(\tau_{x', j+1} \circ [\eta_j] - [\eta_j-1] \circ \tau_{x''}, l\) is an element of \(\text{Ext}_{\Lambda}^1(x''_j, x'_j)\).

**Lemma 2.4.3.** For a short exact sequence \( \eta: 0 \to x' \to y \to x'' \to 0 \) the following are equivalent:

(i) \((f_{x'}, f_{x''}) \in L^1_{i.e''!i_j, i_j'}; \)
(ii) \([\eta] \in \text{Ext}_{\Lambda}^1(x'', x') \cap \text{Im}(\beta_{i.e''!i_j, i_j'}).\)

**Proof.** By definition, \([\eta] \in \text{Ext}_{\Lambda}^1(x'', x') \cap \text{Im}(\beta_{i.e''!i_j, i_j'})\) if and only if

\[
([\eta]), 0, \ldots, 0 = \beta_{i.e''!i_j, i_j'}([\eta]), \ldots, [\eta_{m-2}]),
\]

in other words if and only if there exists \((\{\eta_0\}, \ldots, [\eta_{m-2}])\) such that \(\tau_{x',1} \circ [\eta_0] = [\eta]\) and \([\eta_{j-1}] \circ \tau_{x'', j} = \tau_{x', j+1} \circ [\eta_j]\) for all \(1 \leq j \leq m - 2\).

On the other hand, by Lemma 2.4.1 \((f_{x'}, f_{x''}) \in L^1_{i.e''!i_j, i_j'}\) if and only if for \(0 \leq i \leq m - 1\) there exist \([\eta_i^-] \in \text{Ext}_{\Lambda}^1(x''_i, x'_i)\) such that \([\eta_0] = [\eta]\) and \([\eta_{i-1}] \circ \tau_{x'', i} = \tau_{x', i} \circ [\eta_i^-]\) for \(1 \leq i \leq m - 1\).

Taking into account that for each \(i\) either \(\tau_{x', i}\) or \(\tau_{x'', i}\) is an identity, it is now easy to see that the two conditions are equivalent. \(\square\)

2.5. As before, let \(x' \in \Lambda_{V'}, x'' \in \Lambda_{V''}\), and let

\[
f_{x'} = (x' = x'_0 \supseteq x'_1 \supseteq \cdots \supseteq x'_{m} = 0) \quad \text{and} \quad f_{x''} = (x'' = x''_0 \supseteq x''_1 \supseteq \cdots \supseteq x''_m = 0)
\]

be flags with \((f_{x'}, f_{x''}) \in \Phi_{i.e', e'} \times \Phi_{i.e'', e''}\) for some \((e', e'') \in W_{V', V''}\).

Due to the Calabi-Yau property of \(\Lambda\), see 1.5 we have non-degenerate natural pairings

\[
\phi_V: V \times V' \to \mathbb{C}, \quad (([\psi_0], \ldots, [\psi_{m-2}]), ([\epsilon_0], \ldots, [\epsilon_{m-2}])) \mapsto \sum_{j=0}^{m-2} \phi_{x''_j, x'_j} (1) ([\psi_j]) ([\epsilon_j])
\]

\[
\phi_{W}: W \times W' \to \mathbb{C}, \quad (([\psi_0], \ldots, [\psi_{m-2}]), ([\epsilon_0], \ldots, [\epsilon_{m-2}])) \mapsto \sum_{j=0}^{m-2} \phi_{x''_j, x'_j} (1) ([\psi_j]) ([\epsilon_j])
\]

for the spaces \((V, V')\) and \((W, W')\) defined in (2.3) and (2.4).
Lemma 2.5.1. For all \([\eta_0], \ldots, [\eta_{m-2}] \in V\) and \([(\epsilon_0], \ldots, [\epsilon_{m-2}] \in W’\) we have
\[
\phi_V([\eta_0], \ldots, [\eta_{m-2}], \beta([\epsilon_0], \ldots, [\epsilon_{m-2}])) = \phi_W(\beta([\eta_0], \ldots, [\eta_{m-2}]), ([\epsilon_0], \ldots, [\epsilon_{m-2}])).
\]

Proof. By definition, the left hand side of the equation is
\[
\sum_{j=0}^{m-3} \phi_{x'',x''+1}([\eta_j])([\epsilon_j]) \circ \tau_{x'',j+1} - \tau_{x'',j+1} \circ [\epsilon_{j+1}] + \phi_{x''',x'''-1}([\eta_{m-1}])([\epsilon_{m-2}] \circ \tau_{x''',m-1}),
\]
using (1.1), this is equal to
\[
\phi_{x_0''',x_0''}(\tau_{x_0',1}([\eta_0])) + \sum_{j=1}^{m-2} \phi_{x_j''',x_j''}(\tau_{x_j',1} \circ [\eta_j]) - \tau_{x_j'',j} \circ [\eta_{j-1}]),
\]
which is by definition the right hand side of our claim. \(\square\)

Proposition 2.5.2. For \([\epsilon] \in \text{Ext}_A^1(x', x'')\) the following are equivalent:
(i) \([\epsilon] \in p_0(\text{Ker}(\beta_{1,c',c'',i_{x'},i_{x''}}))\);
(ii) \([\epsilon]\) is orthogonal to \(\text{Ext}_A^1(x'', x') \cap \text{Im}(\beta_{1,c'',c',i_{x''},i_{x'}})\).

Proof. By Lemma 2.5.1 and Lemma 2.5.1 we have
\[
\text{Ker}(\beta_{1,c',c'',i_{x'},i_{x''}}) = (\text{Im}(\beta_{1,c'',c',i_{x''},i_{x'}}))^\perp.
\]
Putting \(W'_0 = \text{Ext}_A^1(x''', x') = \text{Ext}_A^1(x', x'')\) and \(W_0 = \text{Ext}_A^1(x'', x') = \text{Ext}_A^1(x', x'')\), it follows that \(p_0(\text{Ker}(\beta_{1,c',c'',i_{x'},i_{x''}}))\) is the orthogonal in \(W'_0\) of \(W_0 \cap \text{Im}(\beta_{1,c'',c',i_{x''},i_{x'}})\). \(\square\)

Corollary 2.5.3. Assume that \(\dim \text{Ext}_A^1(x', x'') = 1\), and let
\[
\epsilon : 0 \to x'' \to x \to x' \to 0 \quad \text{and} \quad \eta : 0 \to x' \to y \to x'' \to 0
\]
be non-split short exact sequences. Then the following are equivalent:
(i) \((f_1', f_2') \in L_{1,c',c'',c'}^1\);
(ii) \((f_1'', f_2'') \in L_{1,c'',c',c'}^2\).

Proof. By Lemma 2.4.2 we know that (i) holds if and only if \([\epsilon] \in p_0(\text{Ker}(\beta_{1,c',c'',i_{x'},i_{x''}}))\). By Proposition 2.5.2 this is equivalent to \([\epsilon]\) being orthogonal to \(\text{Ext}_A^1(x'', x') \cap \text{Im}(\beta_{1,c'',c',i_{x''},i_{x'}})\). Since \(\dim \text{Ext}_A^1(x'', x') = 1\) and since \(\epsilon\) is non-split, this is the case if and only if
\[
\text{Ext}_A^1(x'', x') \cap \text{Im}(\beta_{1,c'',c',i_{x''},i_{x'}}) = 0.
\]
By Lemma 2.4.3 and the fact that \(\eta\) is non-split this happens if and only if \((f_2'', f_1'') \in L_{1,c'',c',c'}^2\). \(\square\)

Let us stress that Proposition 2.5.2 is very similar to [6 Proposition 4]. We just had to adapt Caldero and Keller’s result to our setting of preprojective algebras. Our proof then follows the main line of their proof. In fact our situation turns out to be easier to handle, because we work with modules and not with objects in cluster categories.

3. Euler characteristics of flag varieties

This section is inspired by the proof of [13 Lemma 4.4].
Let $V, W$ and $T$ be $I$-graded vector spaces with $V = T \oplus W$. We shall identify $V/W$ with $T$. We write $m = \dim V$. Let $\Phi(V)$ denote the variety of complete $I$-graded flags in $V$. Let

$$\pi: \Phi(V) \to \Phi_m(T) \times \Phi_m(W)$$

be the morphism which maps a flag $(V^l)_{0 \leq l \leq m}$ to the pair of flags $((T^l)_{0 \leq l \leq m}, (W^l)_{0 \leq l \leq m})$, defined by $W^l = W \cap V^l$ and $T^l = p_1(V^l)$. Here

$$p_1: V = T \oplus W \to T$$

is just the projection onto $T$, and $\Phi_m(T)$ and $\Phi_m(W)$ denote the varieties of $m$-step $I$-graded flags in $W$ and $T$, respectively. Note that $T^j/T^{j+1}$ and $W^j/W^{j+1}$ have dimension 0 or 1 for all $j$. We want to study the fibers of the morphism $\pi$.

Let $(f' = (T^l), f'' = (W^l)) \in \text{Im}(\pi)$. For an $I$-graded linear map $z: T \to W$ we define a flag

$$f_z = f_z, f', f'' = (V^l_z)_{0 \leq l \leq m} \in \Phi(V)$$

by

$$V^l_z = (0, W^l) + \{(t, z(t)) \mid t \in T^l\} \subseteq T^l \oplus W.$$ 

Clearly, we have $f_z \in \pi^{-1}(f', f'').$

We say that two $I$-graded linear maps $f, g: T \to W$ are equivalent if $V^l_f = V^l_g$ for all $l$. In this case we write $f \sim_{f', f''} g$ or just $f \sim g$. In other words, $f$ and $g$ are equivalent if and only if $(f - g)(T^l) \subseteq W^l$ for all $l$.

The next lemma shows that every flag in $\pi^{-1}(f', f'')$ is of the form $f_z$ for some $z$.

**Lemma 3.1.1.** If $\pi(f) = (f', f'')$ then there exists an $I$-graded linear map $z: T \to W$ such that $f = f_z, f', f''$.

**Proof.** Choose a decomposition for the two graded vector spaces

$$T = \bigoplus_{i=0}^{m} T(i) \quad \text{and} \quad W = \bigoplus_{i=0}^{m} W(i)$$

such that

$$T^l = \bigoplus_{i=l}^{m} T(i) \quad \text{and} \quad W^l = \bigoplus_{i=l}^{m} W(i)$$

for all $l$. Put

$$W^l_c := \bigoplus_{i=0}^{l-1} W(i),$$

and take a flag $f = (V^l)_{0 \leq l \leq m}$ such that $\pi(f) = (f', f'')$. Since we have a short exact sequence

$$0 \to W^l \to V^l \to T^l \to 0,$$

there exists a unique $I$-graded linear map $w^l: T^l \to W^l_c$ such that

$$V^l = (0, W^l) + \{(t, w^l(t)) \mid t \in T^l\}.$$ 

The conditions $V^l \supseteq V^{l+1}$ and $W^l \subseteq W^l_c$ imply

$$w^{l+1}(t) - w^l(t) \in W^l_c \cap W^l = W(l)$$

for all $t \in T^{l+1}$. Hence, for $t \in T^{l+1}$ we have

$$(t, w^{l+1}(t)) - (t, w^l(t)) = (0, w^{l+1}(t) - w^l(t)) \in W^l \subseteq V^l.$$ 

Now, define $z: T \to W$ on the summands of $T$ by $z(t) = w^l(t)$ for $t \in T(i)$. \qed
Thus the fiber \( \pi^{-1}(f', f'') \) can be identified with the vector space \( \text{Hom}(T, W)/\sim_{f', f''} \) of \( I \)-graded linear maps \( T \to W \) up to equivalence.

3.2. Let \( \Gamma = \mathbb{C}Q' / J \) be an algebra where \( Q' \) is a finite quiver with set of vertices \( I \) and \( J \) is an ideal in the path algebra \( \mathbb{C}Q' \). For a finite-dimensional \( I \)-graded vector space \( U \) let \( \Gamma_U \) be the affine variety of \( \Gamma \)-module structures on \( U \). Fix a short exact sequence \( 0 \to \pi'' \to \pi' \to \pi' \to 0 \) of \( I \)-modules with \( \pi' \in \Gamma_T \) and \( \pi'' \in \Gamma_W \). To an \( I \)-graded linear map \( z: T \to W \) we associate the annihilator \( \text{ann}(z) \). For a vertex \( i \in I \) let \( z_i: T_i \to W_i \) be the degree \( i \) part of \( z \). The next lemma follows from the definitions.

**Lemma 3.2.1.** If \( x = x' \oplus x'' \) and if \( f' \) and \( f'' \) are flags of submodules of \( x' \) and \( x'' \), respectively, then \( f_{x, f', f''} \) is a flag of submodules of \( x' \oplus x'' \) if and only if the map \( z \) is a module homomorphism for all \( l \).

We now deal with the case when the short exact sequence \( \epsilon \) does not split. A module \( m \in \Gamma_V \) can be interpreted as a tuple \( m = (m(a))_a \) where for each arrow \( a \in Q_1' \) we have a linear map \( m(a): V_s(a) \to V_c(a) \) where \( s(a) \) and \( c(a) \) denote the start and end vertex of the arrow \( a \). Thus given our short exact sequence

\[
\begin{align*}
\epsilon : & \quad 0 \to x'' \to x \to x' \to 0 \\
\end{align*}
\]

we can assume without loss of generality that the linear maps \( x(a) \) are of the form

\[
(\begin{array}{cc}
x'(a) & 0 \\
y(a) & x''(a)
\end{array})
\]

where \( y(a): T_{s(a)} \to W_{c(a)} \) are certain linear maps. The proof of the following statement is again straightforward, compare also the proof of [13 Lemma 4.4].

**Lemma 3.2.2.** If \( f' \) and \( f'' \) are flags of submodules of \( x' \) and \( x'' \), respectively, then \( f_{x, f', f''} \) is a flag of submodules of \( x \) if and only if

\[
(x''(a)z_{s(a)} - z_{c(a)}x'(a) - y(a))(T_{s(a)}) \subseteq W_{c(a)}
\]

for all \( 0 \leq l \leq m - 1 \) and \( a \in Q_1' \).

3.3. Now we apply the above results to the case of the preprojective algebra \( \Lambda \).

**Lemma 3.3.1.** For a short exact sequence \( \epsilon : 0 \to x'' \to x \to x' \to 0 \) and \( (c', c'') \in W_{V'} \) the fibers of the morphism

\[
\alpha_{1, \epsilon}(c', c'') : \Phi_{1, x}(c', c'') \to \Phi_{1, c', c''} \times \Phi_{1, c'', c''}
\]

are isomorphic to affine spaces, moreover \( \text{Im}(\alpha_{1, \epsilon}(c', c'')) = L_{1, c', c''} \).\( \square \)

**Proof.** Both conditions in Lemma 3.2.1 and Lemma 3.2.2 are linear. The last equation follows from the definitions, see 2.3

**Corollary 3.3.2.** For a short exact sequence \( \epsilon : 0 \to x'' \to x \to x' \to 0 \) and \( (c', c'') \in W_{V'} \) we have

\[
\chi(\Phi_{1, x}(c', c'', \epsilon)) = \chi(L_{1, c', c'', \epsilon})
\]

**Proof.** This follows from Lemma 3.3.1 and Proposition 7.4.1 \( \square \)
Corollary 3.3.3. If \( x = x' \oplus x'' \), then for all short exact sequences \( \epsilon : 0 \to x'' \to x \to x' \to 0 \) and \((c', c'') \in W_{V', V''}\) we have
\[
\chi(\Phi_{1, x}(c', c'', \epsilon)) = \chi(\Phi_{1, c', x'} \times \Phi_{1, c'', x''}) = \chi(\Phi_{1, c', x'} \cdot \chi(\Phi_{1, c'', x''})).
\]

Proof. If \( x = x' \oplus x'' \) and \((c', c'') \in W_{V', V''}\), then \( L^1_{1, c', c''} = \Phi_{1, c', x'} \times \Phi_{1, c'', x''} \) for all \( \epsilon \), see [9].

In [9] we claimed that for \((c', c'') \in W_{V', V''}\) the map \( \Phi_{i, x' \oplus x''}(c', c'', \epsilon) \to \Phi_{1, c', x'} \times \Phi_{1, c'', x''} \) is a vector bundle, referring to [13 Lemma 4.4]. What we had in mind was an argument as above. However this only proves that the fibers of this map are affine spaces. Nevertheless, for the Euler characteristic calculation needed in [9] this is enough because of Proposition 3.3.2.

4. Proof of Theorem 2

Assume \( \dim \Ext^1_1(x', x'') = 1 \), and let
\[
\epsilon : 0 \to x'' \to x \to x' \to 0 \quad \text{and} \quad \eta : 0 \to x' \to y \to x'' \to 0
\]
be non-split short exact sequences. We obtain the following diagram of maps:

\[
\begin{array}{ccc}
\Phi_{1, x}(c', c'', \epsilon) & \rightarrow & \Phi_{1, y}(c'', c', \eta) \\
L^1_{1, c', c''} & \downarrow \alpha_{1, x}(c', c'') & L^1_{1, c'', c'} \downarrow \alpha_{1, y}(c'', c') \\
L^1_{1, c', c''} \cup L^2_{1, c', c''} & \downarrow \iota_{1, c', c''} & L^1_{1, c'', c'} \cup L^2_{1, c'', c'} \downarrow \iota_{1, c'', c'}. \\
\Phi_{1, c', x'} \times \Phi_{1, c'', x''} & \rightarrow & \Phi_{1, c', x'} \times \Phi_{1, c'', x''} \\
\end{array}
\]

Here, the map \( i \) is the isomorphism which maps \((f_{x'}, f_{x''})\) to \((f_{x''}, f_{x'})\), and \(\iota_{1, c', c'', \epsilon}\) and \(\iota_{1, c', c'', \eta}\) are the natural inclusion maps. By Corollary 3.3.2
\[
\chi(\Phi_{1, x}(c', c'', \epsilon)) = \chi(L^1_{1, c', c''}, \epsilon) \quad \text{and} \quad \chi(\Phi_{1, y}(c'', c', \eta)) = \chi(L^1_{1, c'', c'}, \eta).
\]

We know from Corollary 3.3.3 that
\[
\chi(\Phi_{1, x' \oplus x''}(c', c'', \theta)) = \chi(\Phi_{1, c', x'} \times \Phi_{1, c'', x''}) = \chi(L^1_{1, c', c'', \epsilon}) + \chi(L^2_{1, c', c'', \epsilon}),
\]
where \(\theta\) is any (split) short exact sequence of the form \(0 \to x'' \to x'' \oplus x' \to x' \to 0\). By Corollary 2.5.3 the isomorphism \( i \) induces isomorphisms
\[
i_{1, 2} : L^1_{1, c', c'', \epsilon} \to L^2_{1, c'', c', \eta} \quad \text{and} \quad i_{2, 1} : L^2_{1, c', c'', \epsilon} \to L^1_{1, c'', c', \eta}.
\]
which implies \( \chi(L^2_{i,e,e',e''}) = \chi(L^1_{i,e',e'',\eta}) \). Combining these facts we get

\[
\chi(\Phi_{i,x''} \oplus x') = \sum_{(e',e'') \in W_{\nu',\nu''}} \chi(\Phi_{i,x''}(e', e'', \theta))
= \sum_{(e',e'') \in W_{\nu',\nu''}} \chi(L^1_{i,e',e'',e''}) + \sum_{(e',e'') \in W_{\nu',\nu''}} \chi(L^2_{i,e',e'',e''})
= \sum_{(e',e'') \in W_{\nu',\nu''}} \chi(\Phi_{i,x''}(e', e'', e')) + \sum_{(e',e'') \in W_{\nu',\nu''}} \chi(\Phi_{i,y}(e'', e'; \eta))
= \chi(\Phi_{i,x}) + \chi(\Phi_{i,y}).
\]

By the considerations in Section 2.2 this finishes the proof of Theorem 2.

5. The General Case

5.1. Derivations. For \( \Lambda \)-modules \( x' \) and \( x'' \) let \( D_\Lambda(x', x'') \) be the vector space of all tuples \( d = (d(b))_{b \in \overline{Q}_1} \) of linear maps \( d(b) \in \text{Hom}_\mathbb{C}(x'_{s(b)}, x''_{\nu(b)}) \) such that

\[
\sum_{a \in Q_1: \nu(a) = p} (d(\bar{a}))x'(a) + x''(\bar{a})d(\bar{a}) - \sum_{a \in Q_1: \nu(a) = p} (d(a))x'(a) + x''(a)d(\bar{a}) = 0
\]

for all \( p \in Q_0 \). We call the elements in \( D_\Lambda(x', x'') \) derivations.

Let \( d = (d(a))_{a \in \overline{Q}_1} \) with \( d(a) \in \text{Hom}_\mathbb{C}(x'_{s(a)}, x''_{\nu(a)}) \), and for each \( a \in \overline{Q}_1 \) let

\[
E_d(a) = \begin{pmatrix} x'(a) & 0 \\ d(a) & x''(a) \end{pmatrix}.
\]

Then \( E_d = (E_d(a))_{a \in \overline{Q}_1} \) defines a \( \Lambda \)-module if and only if the maps \( d(a) \) satisfy Equation (5.1) for all \( p \). In this case we obtain an obvious short exact sequence

\[
e_d: \quad 0 \to x'' \to E_d \to x' \to 0.
\]

5.2. Inner derivations. For \( \Lambda \)-modules \( x' \) and \( x'' \) let \( I_\Lambda(x', x'') \) be the vector space of all tuples \( i = (i(b))_{b \in \overline{Q}_1} \) of linear maps \( i(b) \in \text{Hom}_\mathbb{C}(x'_{s(b)}, x''_{\nu(b)}) \) such that for some \( (\phi_q)_{q \in Q_0} \) with \( \phi_q \in \text{Hom}_\mathbb{C}(x'_{q'}, x''_{q''}) \) we have

\[
i(b) = \phi_{e(b)}x'(b) - x''(b)\phi_{s(b)}
\]

for all \( b \in \overline{Q}_1 \). The elements in \( I_\Lambda(x', x'') \) are called inner derivations and we have obviously \( I_\Lambda(x', x'') \subseteq D_\Lambda(x', x'') \). Let \( \pi: D_\Lambda(x', x'') \to \text{Ext}_1^\Lambda(x', x'') \) be defined by \( \pi(d) = [e_d] \). It is known that the kernel of \( \pi \) is just the set \( I_\Lambda(x', x'') \) of inner derivations, hence we obtain an exact sequence

\[
0 \to \text{Hom}_\Lambda(x', x'') \to \bigoplus_{q \in Q_0} \text{Hom}_\mathbb{C}(x'_{q'}, x''_{q''}) \to D_\Lambda(x', x'') \xrightarrow{\pi} \text{Ext}_1^\Lambda(x', x'') \to 0.
\]

We choose a fixed vector space decomposition

\[
D_\Lambda(x', x'') = I_\Lambda(x', x'') \oplus E_\Lambda(x', x'').
\]

We can therefore identify \( \text{Ext}_1^\Lambda(x', x'') \) with \( E_\Lambda(x', x'') \). We also can identify \( \mathbb{P} \text{Ext}_1^\Lambda(x', x'') \) with \( \mathbb{P}E_\Lambda(x', x'') \). Set

\[
E^*_\Lambda(x', x'') = E_\Lambda(x', x'') \setminus \{0\}.
\]
5.3. **Principal $\mathbb{C}^*$-bundles.** Recall that the multiplicative group $\mathbb{C}^*$ is *special* in the sense that each principal $\mathbb{C}^*$-bundle is locally trivial in the Zariski topology, see [17] §4. Thus, if $\pi: P \to Q$ is such a bundle, $\pi$ admits local sections. Since moreover the action of $\mathbb{C}^*$ on $P$ is free by definition, we conclude that $(\pi, Q)$ is a geometric quotient for the action of $\mathbb{C}^*$ on $P$, see for example [2] Lemma 5.6. Note moreover that $\pi$ is flat (and in particular open) since locally it is just a projection.

As a rule, we will write $\mathbb{C}^*x$ for the $\mathbb{C}^*$-orbit of $x$ if $x$ belongs to a principal $\mathbb{C}^*$-bundle.

5.4. **The varieties $EF_1(x', x'')$.** Let $x' \in \Lambda V$ and $x'' \in \Lambda V''$ and $i = (i_1, i_2, \ldots, i_m)$ be a word in $I^m$ such that $|i| = \dim(x' \oplus x'')$. The action of $\mathbb{C}^*$ on $V' \oplus V''$ defined by

\[ \lambda \ast (v', v'') := (\lambda v', \lambda v'') \]

induces an action on the flag variety $\Phi_1(V' \oplus V'')$: if

\[ x^* = (x^0 \supseteq x^1 \supseteq \cdots \supseteq x^m), \]

then the $i$-th component of $(\lambda \ast x^*)$ is $\{ \lambda \ast z \mid z \in x^i \}$.

On the other hand we have the principal $\mathbb{C}^*$-bundle $E^*_A(x', x'') \to \mathbb{P}E_A(x', x'')$. Thus we obtain by [17], §3.2 a new principal $\mathbb{C}^*$-bundle

\[ \tilde{q}: E^*_A(x', x'') \times \Phi_1(V' \oplus V'') \to E^*_A(x', x'') \times \mathbb{C}^* \Phi_1(V' \oplus V''). \]

We consider

\[ \tilde{E}F_1(x', x'') := \{(d, x^*) \in E^*_A(x', x'') \times \Phi_1(V' \oplus V'') \mid x^* \in \Phi_{1,E_d} \}. \]

This is clearly a closed subset of $E^*_A(x', x'') \times \Phi_1(V' \oplus V'')$, and it is moreover $\mathbb{C}^*$-stable since

\[ E_d = \begin{pmatrix} \mathbb{I} & 0 \\ 0 & \lambda \mathbb{I} \end{pmatrix} : E_d = \begin{pmatrix} x' & 0 \\ d & x'' \end{pmatrix} \to \mathbb{P}E_d = \begin{pmatrix} x' & 0 \\ \lambda d & x'' \end{pmatrix} \]

is an isomorphism of $\Lambda$-modules. We conclude that

\[ EF_1(x', x'') := \tilde{q}(\tilde{E}F_1(x', x'')) \]

is closed in $E^*_A(x', x'') \times \mathbb{C}^* \Phi_1(V' \oplus V'')$ since $\tilde{q}$ is open, see 5.3. Thus, the restriction of $\tilde{q}$ to

\[ q: \tilde{E}F_1(x', x'') \to EF_1(x', x'') \]

is again a principal $\mathbb{C}^*$-bundle [17], §3.1, and in particular $(q, EF_1(x', x''))$ is a geometric quotient for the action of $\mathbb{C}^*$ on $EF_1(x', x'')$.

The projection

\[ \tilde{p}_1: \tilde{E}F_1(x', x'') \to \mathbb{P}E_A(x', x'') \]

is constant on $\mathbb{C}^*$-orbits. So we obtain a morphism $p_1: EF_1(x', x'') \to \mathbb{P}E_A(x', x'')$ which maps $\mathbb{C}^*(d, x^*)$ to $\mathbb{C}^*d$. In other words, we have

\[ p_1^{-1}(\mathbb{C}^*d) \cong \Phi_{1,E_d}. \]

5.5. **$\delta$-stratification of $EF_1(x', x'')$.** Let $e := \dim(x') + \dim(x'')$ and consider the $\delta$-stratification

\[ \Lambda_e = \bigsqcup_{x \in R(e)} \langle x \rangle. \]

We claim that

\[ EF_1(x', x'')_{\langle x \rangle} := \{ \mathbb{C}^*(d, x^*) \in EF_1(x', x'') \mid E_d \in \langle x \rangle \} \]
is a constructible set. Indeed, we have a morphism \( \iota : E_\Lambda(x',x'') \rightarrow \Lambda_e \) which maps \( d \) to \( E_d \). Since \( \langle x \rangle \) is constructible and \( GL_e \)-invariant,

\[
E_\Lambda(x',x'')(\langle x \rangle) = \{ d \in E_\Lambda(x',x'') \mid E_d \in \langle x \rangle \}
\]
is constructible and \( \mathbb{C}^* \)-invariant (see also (5.2)). Now,

\[
EF_1(x',x'')(\langle x \rangle) = p_1^{-1}(\mathbb{P}E_\Lambda(x',x'')(\langle x \rangle))
\]
is also constructible.

The fibers \( p_1^{-1}(d) \) are identified with the varieties \( \Phi_{1,E_d} \). Since they all come from the same \( \delta \)-stratum, they all have the same Euler characteristic. Thus from Proposition 7.4.1 we obtain

\[
\chi(EF_1(x',x'')) = \chi(\mathbb{P}E_\Lambda(x',x'')\langle x \rangle) \cdot \chi(\Phi_{1,E_d}) = \chi(\mathbb{P}\text{Ext}^1_\Lambda(x',x'')(\langle x \rangle)) \cdot \chi(\Phi_{1,E_d})
\]
for any \( d \in E_\Lambda(x',x'')(\langle x \rangle) \). It follows that,

\[
(5.3) \quad \chi(EF_1(x',x'')) = \sum_{x \in R(e)} \chi(\mathbb{P}\text{Ext}^1_\Lambda(x',x'')(\langle x \rangle)) \cdot \chi(\Phi_{1,x}).
\]

5.6. **Proof of Theorem** We define a morphism of varieties

\[
\pi : EF_1(x',x'') \rightarrow \bigcup_{(e',e'')} (\mathbb{P}E_\Lambda(x',x'') \times \Phi_{1,e',x'} \times \Phi_{1,e'',x''})
\]
which maps \( \mathbb{C}^*(d,x^\bullet) \) to \( (\mathbb{C}^*d,\tilde{f}_{x'},\tilde{f}_{x''}) \) where \( (\tilde{f}_{x'},\tilde{f}_{x''}) \) is the pair of flags in \( x' \) and \( x'' \) induced by \( x^\bullet \) via the short exact sequence

\[
\epsilon_d : 0 \rightarrow x'' \rightarrow E_d \rightarrow x' \rightarrow 0.
\]

(Observe that \( (d,x^\bullet) \) and \( (\lambda d,\lambda \times x^\bullet) \) induce the same pair of flags via the sequences \( \epsilon_d \) and \( \epsilon_{d\lambda} \), respectively.) We denote by \( L^1 \) the image of \( \pi \), and by \( L^2 \) the complement of \( L^1 \) in \( \bigcup_{(e',e'')} (\mathbb{P}E_\Lambda(x',x'') \times \Phi_{1,e',x'} \times \Phi_{1,e'',x''}) \). The following diagram illustrates the situation:

\[
\begin{array}{ccc}
\mathbb{P}E_\Lambda(x',x'') & \xrightarrow{p_1} & L^1 \sqcup L^2 \\
\swarrow \bar{p}_1 & & \downarrow q \\
EF_1(x',x'') & \xrightarrow{\pi} & \bigcup_{(e',e'')} (\mathbb{P}E_\Lambda(x',x'') \times \Phi_{1,e',x'} \times \Phi_{1,e'',x''}) \\
\end{array}
\]

\[
\bar{q} : (d,x^\bullet) \mapsto \mathbb{C}^*(d,x^\bullet)
\]

**Proposition 5.6.1.** The following hold:

(a) \( \chi(L^1) = \chi(EF_1(x',x'')) \);

(b) \( \chi \left( \bigcup_{(e',e'')} (\mathbb{P}E_\Lambda(x',x'') \times \Phi_{1,e',x'} \times \Phi_{1,e'',x''}) \right) = \chi(\mathbb{P}E_\Lambda(x',x'')) \cdot \chi(\Phi_{1,x'\oplus x''}) \);

(c) \( \chi(L^2) = \chi(EF_1(x',x'')) \).

**Proof.** (a) By the same argument as in Lemma 3.3.1, the fibers of \( \pi \) are isomorphic to affine spaces. This implies (a) by Proposition 7.4.1.

(b) We have to show that

\[
\sum_{(e',e'') \in W_{V'} \times W_{V''}} \chi(\Phi_{1,e',x'}) \cdot \chi(\Phi_{1,e'',x''}) = \chi(\Phi_{1,x'\oplus x''}).
\]
This is explained in the proof of \[\text{Lemma 6.1},\] see also the remark after Corollary \[\text{3.3.3}].

(c) Let \( (\mathbb{P}[d], f_{x'}, f_{x''}) \in L^2 \). By Lemma \[\text{2.4.2} \] this means that for all \((c', c'') \in W_{V', V''},\)
\[d \not\in p_0(\text{Ker}(\beta'_{c', c''}, f_{x'}, f_{x''})).\]

By Proposition \[\text{2.5.2} \] this means that for all \((c', c'') \in W_{V', V''},\)
\[d \not\in (E_{\Lambda}(x'', x') \cap \text{Im}(\beta_{i, e''}, e', f_{x''}, i_{x'})).\]

Therefore there exists \(d' \in E_{\Lambda}(x'', x') \cap \text{Im}(\beta_{i, e''}, e', f_{x''}, i_{x'})\) which is not orthogonal to \(d\), and a flag \(y^*\) of submodules of the module
\[
\begin{pmatrix}
    x'' & 0 \\
    d' & x'
\end{pmatrix}
\]
such that \(y^*\) induces \(f_{x''}\) and \(f_{x'}\). We are thus led to consider the constructible set \(C\) of all pairs
\[(\mathbb{C}^* d, f_{x'}, f_{x''}) \in L^2 \times EF_1(x'', x')\]
such that \((d', y^*)\) induces \((f_{x''}, f_{x'})\) and \(d\) and \(d'\) are not orthogonal for the pairing between \(E_{\Lambda}(x', x'')\) and \(E_{\Lambda}(x'', x')\). Let us consider the two natural projections:

\[
\begin{array}{ccc}
  C & \xrightarrow{pr_1} & L^2 \\
  \downarrow & & \downarrow \\
  & \xrightarrow{pr_2} & EF_1(x'', x')
\end{array}
\]

We are going to show that all fibers of both projections have Euler characteristic equal to 1. More precisely we have:

(i) The map \(pr_1\) is surjective with fibers being extensions of affine spaces;

(ii) The map \(pr_2\) is surjective with fibers being affine spaces (of constant dimension \(\dim E_{\Lambda}(x'', x') - 1\)).

Let us prove (i). Let \((\mathbb{C}^* d, f_{x'}, f_{x''}) \in L^2\). Let \(E_{\Lambda}(x'', x')_{(f_{x''}, i_{x'})}\) be the set of all \(d' \in E_{\Lambda}(x'', x')\) such that there exists a filtration \(y^*\) of the module
\[
\begin{pmatrix}
    x'' & 0 \\
    d' & x'
\end{pmatrix}
\]
which induces \(f_{x''}\) and \(f_{x'}\). This is a vector space, and by the above discussion we know that it is not contained in the hyperplane \(d'^\perp\). Thus
\[d'^\perp \cap E_{\Lambda}(x'', x')_{(f_{x''}, i_{x'})}\]
is a hyperplane in \(E_{\Lambda}(x'', x')_{(f_{x''}, i_{x'})}\), and
\[Z := \mathbb{P}(E_{\Lambda}(x'', x')_{(f_{x''}, i_{x'})} \setminus d'^\perp)\]
is an affine space. We get a map
\[pr_1^{-1}(\mathbb{C}^* d, f_{x'}, f_{x''}) \to Z\]
which maps \((\mathbb{C}^* d, f_{x'}, f_{x''}), \mathbb{C}^*(d', y^*)\) to \(\mathbb{C}^* d'\). By construction this map is surjective and its fibers are affine spaces which implies (i).

Let us prove (ii). Let \(\mathbb{C}^*(d', y^*) \in EF_1(x'', x')\). Let \(f_{x''}\) and \(f_{x'}\) be the flags induced by \(y^*\) on \(x''\) and \(x'\), respectively. Then by Lemma \[\text{2.4.3} \] and Proposition \[\text{2.5.2} \]
\[d' \in p_0(\text{Ker}(\beta'_{c', c''}, f_{x'}, f_{x''}))\]
for some \((c', c'') \in W_{V', V''}\). So if \(d \not\in d'^\perp\), then \((\mathbb{C}^* d, f_{x'}, f_{x''}) \in L^2\), by Lemma \[\text{2.4.2} \].

Therefore \(pr_2^{-1}([d', y^*])\) can be identified with the projectivization of the set of all \(d \in \)
$E_{\Lambda}(x', x'')$ such that $d \not\in \perp d'$. But the projectivization of the complement of a hyperplane in a vector space of dimension $m$ is an affine space of dimension $m - 1$. □

Now, the proposition together with Equation (5.3) imply obviously Equation (2.1), which is equivalent to Theorem [1]

6. AN EXAMPLE

In this section, $\Lambda$ will be the preprojective algebra of type $D_4$, with underlying quiver

We study extensions between

and the simple module $S_4$. We have $\dim \text{Ext}^1_\Lambda(T, S_4) = 2$. The middle terms of the non-split short exact sequences

are of the form

$M(\lambda) := \begin{array}{ccc}
1 & 2 & 3 \\
\lambda & \bar{a} & \bar{b} \\
\bar{c} & c & 4
\end{array}$, $M(0) := \begin{array}{ccc}
1 & 2 & 3 \\
\bar{a} & \bar{b} & \bar{c} \\
\bar{c} & c & 4
\end{array}$

$M(-1) := \begin{array}{ccc}
1 & 2 & 3 \\
\bar{a} & \bar{b} & \bar{c} \\
\bar{b} & c & 4
\end{array}$, $M(\infty) := \begin{array}{ccc}
1 & 2 & 3 \\
\bar{a} & \bar{b} & \bar{c} \\
\bar{b} & c & 4
\end{array}$

The middle terms of the non-split short exact sequences

are of the form

$R := \begin{array}{ccc}
1 & 2 & 3 \\
\bar{a} & \bar{b} & \bar{c} \\
\bar{c} & c & 4
\end{array}$, $A := \begin{array}{ccc}
1 & 2 & 3 \\
\bar{a} & \bar{b} & \bar{c} \\
\bar{c} & c & 4
\end{array}$

$B := \begin{array}{ccc}
2 & 1 & 3 \\
\bar{b} & \bar{a} & \bar{c} \\
\bar{c} & c & 4
\end{array}$, $C := \begin{array}{ccc}
3 & 1 & 2 \\
\bar{c} & \bar{a} & \bar{b} \\
\bar{c} & c & 4
\end{array}$

$A := \begin{array}{ccc}
1 & 2 & 3 \\
\bar{a} & \bar{b} & \bar{c} \\
\bar{c} & c & 4
\end{array}$, $B := \begin{array}{ccc}
2 & 1 & 3 \\
\bar{b} & \bar{a} & \bar{c} \\
\bar{c} & c & 4
\end{array}$
Note that $R$ is rigid, and $A, B, C$ belong to the orbit closure of $R$. Our multiplication formula yields for any \( \lambda \in \mathbb{C} \setminus \{0, -1\} \)
\[
2 \delta_T \cdot \delta_{S_4} = \left( (-1) \delta_{M(\lambda)} + \delta_{M(0)} + \delta_{M(-1)} + \delta_{M(\infty)} \right) + \left( (-1) \delta_R + \delta_A + \delta_B + \delta_C \right).
\]
To see this, note that \( \mathbb{P} \text{Ext}^1_A(S_4, T) \) is a projective line, with points identified to the middle terms of short exact sequences
\[
0 \to T \to M(\lambda) \to S_4 \to 0 \quad \text{with } \lambda \in \mathbb{C} \cup \{\infty\}.
\]
This becomes “stratified” according to the Euler characteristics of flags of submodules into \((\mathbb{C} \setminus \{0, 1\}) \cup \{0\} \cup \{1\} \cup \{\infty\}\) and we obtain the first term on the right hand side. Also \( \text{Ext}^1_A(T, S_4) \) is a projective line. In this situation there are only 4 isomorphism classes $R, A, B, C$ of middle terms for non-split short exact sequences
\[
0 \to S_4 \to X \to T \to 0.
\]
However, in the first case we have a \((\mathbb{C} \setminus \{0, 1\})\)-family of possible embeddings of $S_4$ into $R$ such that the quotient is $T$ while in the other three cases there is a unique embedding of this type. This gives the second term on the right hand side of our equation.

Using the rigid modules

\[
\begin{align*}
F := & \begin{array}{ccc}
1 & 2 & 3 \\
\downarrow a & \downarrow b & \downarrow c \\
4 & 4 & 4 \\
\end{array} \quad \text{G := } \begin{array}{ccc}
1 & 2 & 3 \\
\downarrow a & \downarrow b & \downarrow c \\
4 & 4 & 4 \\
\end{array} \quad \text{H := } \begin{array}{ccc}
1 & 2 & 3 \\
\downarrow a & \downarrow b & \downarrow c \\
4 & 4 & 4 \\
\end{array}
& \quad \text{,}
\end{align*}
\]

we obtain
\[
\begin{align*}
\delta_{M(0)} &= \delta_{M(\lambda)} + \delta_H, \\
\delta_{M(-1)} &= \delta_{M(\lambda)} + \delta_F, \\
\delta_{M(\infty)} &= \delta_{M(\lambda)} + \delta_G;
\end{align*}
\]
\[
\begin{align*}
\delta_A &= \delta_R + \delta_F, \\
\delta_B &= \delta_R + \delta_G, \\
\delta_C &= \delta_R + \delta_H.
\end{align*}
\]

These equalities follow from simple calculations of Euler characteristics of varieties of composition series. For example, to see the first equality one should observe that for $M(0)$ there are two types of composition series: Those with top $S_4$ may be identified with the composition series of $M(\lambda)$ for $\lambda$ “generic”. The remaining composition series have top $S_3$ and may be identified with the composition series of $H$. Our claim follows, see [211].

So eventually
\[
\delta_T \cdot \delta_{S_4} = \delta_{M(\lambda)} + \delta_R + \delta_F + \delta_G + \delta_H
\]
as an expansion in the dual semicanonical basis.

7. Recollections

7.1. 2-Calabi-Yau algebras and categories. Let $k$ be a field. A triangulated $k$-category $\mathcal{T}$ with suspension functor $\Sigma$ is called a $d$-Calabi-Yau category if all its homomorphism spaces are finite-dimensional over $k$, and there exists a functorial isomorphism
\[
\mathcal{T}(x, y) \to \text{Hom}_k(\mathcal{T}(y, \Sigma^d x), k)
\]
for all $x, y \in \mathcal{T}$.

It is well-known, that for a preprojective algebra $\Lambda$ of Dynkin type the stable module category $\Lambda\text{-mod}$ with the suspension functor $\Omega^{-1}$ is a 2-Calabi-Yau category, see for example [10, §7.5]. In this case equation (1.1) follows via the natural isomorphism [12, §6] $\text{Ext}_1^\Lambda(x, y) \to \text{Hom}_{\Lambda}(x, \Omega^{-1}y)$ from the 2-Calabi-Yau property of $\Lambda\text{-mod}$.

Recently it was announced [5] (see also §8.3 (1)) that a (connected) preprojective algebra $\Lambda$ which is not of Dynkin type is a 2-Calabi-Yau algebra, so by definition $\mathcal{D}_f(\Lambda)$, the full subcategory of the bounded derived category of $\Lambda$ of complexes with finite-dimensional nilpotent cohomology, is a 2-Calabi-Yau category. In this case equation (1.1) follows from the 2-Calabi-Yau property of $\mathcal{D}_f(\Lambda)$ via the natural isomorphism $\text{Ext}_1^\Lambda(x, y) \to \mathcal{D}_f(x, y[1])$ for nilpotent $\Lambda$-modules $x, y$.

### 7.2. Extensions

If $\epsilon: 0 \to y'' \to y \to y' \to 0$ is a short exact sequence of $\Lambda$-modules, we write $[\epsilon]$ for its class in $\text{Ext}^1_\Lambda(y', y'')$. Let us recall the functorial behavior of $\text{Ext}^1_\Lambda$ in terms of short exact sequences. If $\rho \in \text{Hom}_\Lambda(x', y')$ and $\lambda \in \text{Hom}_\Lambda(y'', z'')$ then $[\epsilon] \circ \rho \in \text{Ext}^1_\Lambda(x', y'')$ is represented precisely by a short exact sequence $0 \to y'' \to y \to x' \to 0$ which is obtained from $\epsilon$ as the pullback along $\rho$. Similarly, $\lambda \circ [\epsilon] \in \text{Ext}^1_\Lambda(y', z'')$ is represented precisely by a short exact sequence $0 \to z'' \to z \to y' \to 0$ which is obtained from $\epsilon$ as the pushout of $\epsilon$ along $\lambda$.

\[
\begin{array}{ccc}
\epsilon^\lambda: & 0 & \rightarrow \\
\rightarrow & & \lambda \\
\lambda & \rightarrow & z'' \\
\rightarrow & & \rightarrow \\
\epsilon: & 0 & \rightarrow y'' \\
\rightarrow & & y' \rightarrow y \\
\rightarrow & & \rightarrow \\
\lambda & \rightarrow & \rho \\
\rightarrow & & \rightarrow \\
\epsilon^\rho: & 0 & \rightarrow y'' \\
\rightarrow & & x \rightarrow x' \\
\rightarrow & & \rightarrow \\
\rho & \rightarrow & \epsilon \\
\end{array}
\]

So we have in the above diagram $[\epsilon^\lambda] = \lambda \circ [\epsilon]$ and $[\epsilon^\rho] = [\epsilon] \circ \rho$ and the associativity $(\lambda \circ [\epsilon]) \circ \rho = [\epsilon^\lambda] = \lambda \circ ([\epsilon] \circ \rho)$.

### 7.3. Bilinear forms and orthogonality

Let $\phi: U \times U' \to \mathbb{C}$ be a bilinear form. For subspaces $L \subseteq U$ and $L' \subseteq U'$ define

\[
\begin{align*}
L^\perp &= \{ u' \in U' \mid \phi(u, u') = 0 \text{ for all } u \in L \}, \\
L'^\perp &= \{ u \in U \mid \phi(u, u') = 0 \text{ for all } u' \in L' \}.
\end{align*}
\]

We call $u \in U$ and $u' \in U'$ orthogonal (with respect to $\phi$) if $\phi(u, u') = 0$. If $\phi$ is non-degenerate, then $\perp(L^\perp) = L$ and $(\perp L')^\perp = L'$, and

\[
\dim L + \dim L^\perp = \dim L'^\perp + \dim L' = \dim U = \dim U'.
\]

Let $\phi_V: V \times V' \to \mathbb{C}$ and $\phi_W: W \times W' \to \mathbb{C}$ be non-degenerate bilinear forms, and let $f \in \text{Hom}_\mathbb{C}(V, W)$. Then we can identify $f$ with the dual $f'^*: V'^* \to W'^*$ of a map $f' \in \text{Hom}_\mathbb{C}(W', V')$ if and only if

\[
\phi_V(v, f'(w')) = \phi_W(f(v), w')
\]

for all $v \in V$ and $w' \in W'$. Here we use the isomorphisms $\tilde{\phi}_V: V \to V'^*$ and $\tilde{\phi}_W: W \to W'^*$ defined by $v \mapsto \phi_V(v, -)$ and $w \mapsto \phi_W(w, -)$, respectively. Assume that Equation (7.1)
holds. Thus we get a commutative diagram

\[
\begin{array}{ccc}
V & \xrightarrow{f} & W \\
\tilde{\phi}_V & \downarrow & \tilde{\phi}_W \\
V^{\ast} & \xrightarrow{f^*} & W^{\ast}
\end{array}
\]

The proof of the following Lemma is an easy exercise.

**Lemma 7.3.1.** \(\ker(f') = \text{Im}(f)^\perp\).

**7.4. Euler characteristics.** For a complex algebraic variety \(V\), let \(\mathcal{C}(V)\) denote the abelian group of constructible functions on \(V\) with respect to the Zariski topology.

If \(\pi: V \to W\) is a morphism of complex varieties and \(f \in \mathcal{C}(V)\), we define a function \(\pi_\ast f\) on \(W\) by

\[(\pi_\ast f)(w) = \int_{\pi^{-1}(w)} f = \sum_{a \in \mathcal{C}} a \chi(f^{-1}(a) \cap \pi^{-1}(w)), \quad (w \in W).\]

Then it is known that \(\pi_\ast f\) is constructible. Moreover, for morphisms \(\pi: V \to W\) and \(\theta: W \to U\) of complex varieties we have

\[(\theta \circ \pi)_\ast = \theta_\ast \circ \pi_\ast.\]

(The case of compact complex algebraic varieties is discussed in [15, Proposition 1], the general case can be found in [8, Proposition 4.1.31].) As a particular case, we note the following result:

**Proposition 7.4.1.** Let \(\pi: V \to W\) be a morphism of complex varieties such that there exists some \(c \in \mathbb{Z}\) with \(\chi(\pi^{-1}(w)) = c\) for all \(w \in \text{Im}(\pi)\). Then

\[\chi(V) = c \chi(\text{Im}(\pi)).\]

In particular, if \(\pi: V \to W\) is a morphism of complex varieties such that for all \(w \in \text{Im} \pi\) the fiber \(\pi^{-1}(w)\) is isomorphic to an affine space, then \(\chi(V) = \chi(\text{Im}(\pi))\).

8. **Ext-Symmetry for preprojective algebras**

The main goal of this section is to provide a direct proof of the following result which is crucial for this paper. Otherwise it is independent of the main body of the paper.

**Theorem 3.** For a quiver \(Q\) without loops let \(\Lambda\) be the associated preprojective algebra over a field \(k\). Then for all finite-dimensional \(\Lambda\)-modules \(M\) and \(N\) there is a functorial isomorphism

\[\phi_{M,N}: \text{Ext}^1_\Lambda(M, N) \to D\text{Ext}^1_\Lambda(N, M).\]

8.1. **Preliminaries.** Let \(k\) be a field, and let \(Q = (Q_0, Q_1, s, e)\) be a finite quiver without loops. Here \(Q_0\) denotes the set of vertices, \(Q_1\) is the set of arrows of \(Q\), and \(s, e: Q_1 \to Q_0\) are maps. An arrow \(\alpha \in Q_1\) starts in a vertex \(s(\alpha) = s(\alpha)\) and ends in a vertex \(e(\alpha) = e(\alpha)\).

By \(\overline{Q}\) we denote the double quiver of \(Q\), so \(\overline{Q}_0 = Q_0, \overline{Q}_1 = Q_1 \cup \{\overline{\alpha} \mid \alpha \in Q_1\}\), and we extend the maps \(s, e\) to maps \(s, e: \overline{Q}_1 \to Q_0\) by \(s\overline{\alpha} := e\alpha, e\overline{\alpha} := s\alpha\) for all \(\alpha \in Q_1\). It will be convenient to consider \(\overline{\beta}\) as an involution on \(\overline{Q}_1\) with

\[\overline{\beta} = \begin{cases} \overline{\beta} & \text{if } \beta \in Q_1, \\ \alpha & \text{if } \beta = \overline{\alpha} \text{ for some } \alpha \in Q_1. \end{cases}\]
Moreover, for all $\beta \in \mathcal{Q}_1$ we define

$$|\beta| := \begin{cases} 0 & \text{if } \beta \in Q_1, \\ 1 & \text{else.} \end{cases}$$

We consider the preprojective algebra

$$\Lambda = k\mathcal{Q}/\langle \rho_i \mid i \in Q_0 \rangle \text{ where } \rho_i = \sum_{\beta \in \mathcal{Q}_1 \atop s\beta = i} (-1)^{|\beta|} \beta \beta.$$  

Note that $\Lambda$ is a quadratic, possibly infinite-dimensional quiver algebra, in any case $\Lambda$ is augmented over $S := k^{\times}Q_0$ (i.e. we have k-algebra homomorphisms $S \to \Lambda \to S$ whose composition is the identity on $S$). Note that $S$ is a commutative semisimple k-algebra which has a natural basis consisting of primitive orthogonal idempotents $\{e_i \mid i \in Q_0\}$. In what follows, all undecorated tensor products are meant over $S$.

The proof relies on the following well-known result which holds mutatis mutandis more generally for any quadratic quiver algebra. It follows for example from the proof of [3, Theorem 3.15].

**Lemma 8.1.1.** Let $\Lambda$ be the preprojective algebra as defined above. Then

$$P^* : \Lambda \otimes R \otimes \Lambda \xrightarrow{d^1} \Lambda \otimes A \otimes \Lambda \xrightarrow{d^0} \Lambda \otimes S \otimes \Lambda$$

is the beginning of a projective bimodule resolution of $\Lambda$, where $S = \oplus_{i \in Q_0} k e_i$, $A = \oplus_{\beta \in \mathcal{Q}_1} k \beta$ and $R = \oplus_{i \in Q_0} k p_i$ are $S$-$S$-bimodules in the obvious way, and

$$d^0 = \sum_{\beta \in \mathcal{Q}_1} (\beta \otimes e_{s\beta} \otimes e_{s\beta} - e_{s\beta} \otimes e_{s\beta} \otimes \beta) \otimes_{S-S} \beta^*,$$

$$d^1 = \sum_{\beta \in \mathcal{Q}_1} (-1)^{|\beta|} (\overline{\beta} \otimes \beta \otimes e_{s\beta} + e_{s\beta} \otimes \overline{\beta} \otimes \beta) \otimes_{S-S} \rho_{s\beta}^*.$$

In the statement of the Lemma we denote for example by $(\beta^*)_{\beta \in \mathcal{Q}_1}$ the dual basis for the $S$-$S$-bimodule $DA = \text{Hom}_k(A, k)$. In this case we have $e_i \beta^* e_j = \delta_{i,s\beta} \delta_{j,e\beta} \beta^*$.

8.2. **Proof of Theorem 3.** For finite-dimensional $\Lambda$-modules $M$ and $N$ it is easy to determine the complex $\text{Hom}_\Lambda(P^* \otimes \Lambda M, N)$:

$$\bigoplus_{i \in Q_0} \text{Hom}_k(M(i), N(i)) \xrightarrow{d^1_{M,N}} \bigoplus_{\beta \in \mathcal{Q}_1} \text{Hom}_k(M(s\beta), N(e\beta)) \xrightarrow{d^0_{M,N}} \bigoplus_{i \in Q_0} \text{Hom}_k(M(i), N(i))$$

where $d^0_{M,N} = \text{Hom}_\Lambda(d^0 \otimes \Lambda M, N)$ is given by

$$(f_i)_{i \in Q_0} \mapsto (N(\beta)f_{s\beta} - f_{e\beta}M(\beta))_{\beta \in \mathcal{Q}_1}$$

and $d^1_{M,N} = \text{Hom}_\Lambda(d^1 \otimes \Lambda M, N)$ is given by

$$(g_{\beta})_{\beta \in \mathcal{Q}_1} \mapsto \left( \sum_{\beta \in \mathcal{Q}_1 \atop s\beta = i} (-1)^{|\beta|} (N(\overline{\beta})g_{\beta} + g_{\beta}M(\beta)) \right)_{i \in Q_0}.$$  

Thus, we have functorially $\text{Ext}^1_\Lambda(M, N) = \text{Ker}(d^1_{M,N})/\text{Im}(d^0_{M,N})$. 

Similarly, we find $D \text{Hom}_\Lambda(P^* \otimes_\Lambda N, M)$, which is identified via the trace pairings

$$(\bigoplus_{i \in Q_0} \text{Hom}_k(M(i), N(i))) \times (\bigoplus_{i \in Q_0} \text{Hom}_k(N(i), M(i))) \to k,$$

$$((\varphi_i), (f_i)) \mapsto \sum_{i \in Q_0} \text{Tr}(\varphi_i \circ f_i)$$

and

$$(\bigoplus_{\beta \in Q_1} \text{Hom}_k(M(s\beta), N(e\beta))) \times (\bigoplus_{\beta \in Q_1} \text{Hom}_k(N(s\beta), M(e\beta))) \to k,$$

$$((\epsilon_\beta), (g_\beta)) \mapsto \sum_{\beta \in Q_1} \text{Tr}(\epsilon_\beta \circ g_\beta)$$

to (8.2)

$$\bigoplus_{i \in Q_0} \text{Hom}_k(M(i), N(i)) \xrightarrow{d_{N,M}^{1,*}} \bigoplus_{\beta \in Q_1} \text{Hom}_k(M(s\beta), N(e\beta)) \xrightarrow{d_{N,M}^{0,*}} \bigoplus_{i \in Q_0} \text{Hom}_k(M(i), N(i))$$

with $d_{N,M}^{1,*} = D \text{Hom}_\Lambda(d^1 \otimes N, M)$ given by

$$(\varphi_i)_{i \in Q_0} \mapsto \left(\sum_{\beta \in Q_1 : e\beta = i} \epsilon_\beta M(\bar{\beta}) - \sum_{\beta \in Q_1 : s\beta = i} N(\bar{\beta})\epsilon_\beta\right)_{i \in Q_0}$$

and $d_{N,M}^{0,*} = D \text{Hom}_\Lambda(d^0 \otimes N, M)$ given by

$$(\epsilon_\beta)_{\beta \in Q_1} \mapsto \left(\sum_{\beta \in Q_1 : e\beta = i} \epsilon_\beta M(\bar{\beta}) - \sum_{\beta \in Q_1 : s\beta = i} N(\bar{\beta})\epsilon_\beta\right)_{i \in Q_0}$$

In fact, we have by definition

$$d_{N,M}^{1,*}((\varphi_i)_{i \in Q_0})(\epsilon_\beta)_{\beta \in Q_1} = \sum_{i \in Q_0} \text{Tr}(\varphi_i \circ (\sum_{\beta \in Q_1 : s\beta = i} (-1)^{|\beta|}(M(\bar{\beta})g_\beta + g_{\bar{\beta}}N(\beta))))$$

$$= \sum_{\beta \in Q_1} (-1)^{|\beta|}(\text{Tr}(\varphi_{e\beta} M(\bar{\beta})g_\beta + g_{\bar{\beta}} N(\beta)))$$

$$= \sum_{\beta \in Q_1} (-1)^{|\beta|} \text{Tr}((N(\beta)\varphi_{s\beta} - \varphi_{e\beta} M(\beta)) \circ g_{\bar{\beta}})$$

and

$$d_{N,M}^{0,*}((\epsilon_\beta)_{\beta \in Q_1})(f_i)_{i \in Q_0} = \sum_{\beta \in Q_1} \text{Tr}(\epsilon_{\bar{\beta}} \circ (M(\beta)f_{s\beta} - f_{e\beta} N(\beta)))$$

$$= \sum_{i \in Q_0} \text{Tr}((\sum_{\beta \in Q_1 \atop e\beta = i} \epsilon_{\bar{\beta}} M(\bar{\beta}) - \sum_{\beta \in Q_1 \atop s\beta = i} N(\bar{\beta})\epsilon_{\bar{\beta}}) \circ \varphi_i).$$
Thus, we have functorially $D \text{Ext}_\Lambda^1(N,M) = \text{Ker}(d_{N,M}^{0,\ast})/\text{Im}(d_{N,M}^{1,\ast})$. The complexes (8.1) and (8.2) are isomorphic:

$$
\oplus_{i \in Q_0} \text{Hom}_k(M(i), N(i)) \xrightarrow{d_{i,N}^{0,\ast}} \oplus_{\beta \in Q_1} \text{Hom}_k(M(s\beta), N(e\beta)) \xrightarrow{d_{i,N}^{1,\ast}} \oplus_{i \in Q_0} \text{Hom}_k(M(i), N(i))
$$

with $\Theta_{M,N}(g_{\beta}) = ((-1)^{|\beta|}g_{\beta})$. This finishes the proof of Theorem 3.

8.3. Remarks. (1) Assume $Q$ is connected. Then it is known that in the situation of Lemma 8.1.1 we have an isomorphism of bimodules:

$$
\text{Ker} d^1 \cong \begin{cases} DA & \text{if } Q \text{ is a Dynkin quiver,} \\ 0 & \text{else.} \end{cases}
$$

This follows for example from [3, Thm. 4.8. & Thm. 4.9] in the first case and from [3, Prop. 4.2] together with [3, Thm. 9.2] in the second case.

Thus, $P^\bullet$ is a projective bimodule resolution of $\Lambda$, if $Q$ is not a Dynkin quiver. A similar calculation as in [8.2] shows that $P^\bullet$ is self-dual in the sense of Bocklandt [11, §4.1], thus the bounded derived category $D^b(\Lambda\text{-mod})$ is 2-Calabi-Yau [1, Thm. 4.2].

(2) We leave it as an (easy) exercise to derive from the calculations in Section 8.2 Crawley-Boevey’s formula [7, Lemma 1], and in the non-Dynkin case the equation

$$
\dim \text{Hom}_\Lambda(M,N) - \dim \text{Ext}_\Lambda^1(M,N) + \dim \text{Ext}_\Lambda^2(M,N) = (\dim M, \dim N)_Q,
$$

where $(-,-)_Q$ is the symmetric quadratic form associated to $Q$.
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