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Abstract

Millimeter-wave (mmWave) cellular systems are power-limited and susceptible to blockages. As a result, mmWave connectivity will be likely to be intermittent. One promising approach to increasing mmWave connectivity and range is to use relays. Device-to-device (D2D) communications open the door to the vast opportunities of D2D and device-to-network relaying for mmWave cellular systems. In this correspondence, we study how to select a good relay for a given source-destination pair in a two-hop mmWave cellular system, where the mmWave links are subject to random Bernoulli blockages. In such a system, probing more relays could potentially lead to the discovery of a better relay but at the cost of more overhead. We find that the throughput-optimal relay probing strategy is a pure threshold policy: the system can stop relay probing once the achievable spectral efficiency of the currently probed two-hop link exceeds some threshold. In general, the spectral efficiency threshold can be obtained by solving a fixed point equation. For the special case with on/off mmWave links, we derive a closed-form solution for the threshold. Numerical results demonstrate that the threshold-based relay probing strategy can yield remarkable throughput gains.

I. INTRODUCTION

Recently, there has been a surge of interest in millimeter-wave (mmWave) cellular systems, operating in the 10-300 GHz band [1]–[3]. Utilizing the large chunks of mmWave spectrum has the potential to enable the next-generation cellular systems to support multiple gigabit-per-second data rates and also can help mitigate the current spectrum crunch [4]. Inspired by the great potential, much research work has been done to address the various aspects of mmWave cellular system design, including propagation measurements and modeling, air-interface, beamforming, radio frequency components, and network architecture. We refer to [5] and references therein for a comprehensive review of the up-to-date mmWave research.
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One major concern for mmWave communications is that their signals are quite susceptible to blockages [6], [7]. In particular, mmWave signals cannot penetrate many solid materials and even human body can attenuate the signals by as much as 20 to 35 dB [8]. This implies that mmWave connectivity is likely to be highly intermittent and the system needs to rapidly adaptable to the time-varying radio environment. One promising approach to overcoming the drawbacks of the peculiar mmWave propagation characteristics is to use relays [5]. The intuition is that relaying can help mmWave signals turn around the blockages and increase the chance to reach the destinations. Indeed, recent studies have shown that multi-hop relaying can greatly increase mmWave connectivity [6], [9]. Moreover, relaying is essential if the system targets at providing outdoor-to-indoor mmWave coverage. Considering the importance of relaying in mmWave systems, it is of great interest to explore the relaying opportunities enabled by the emerging device-to-device (D2D) communications in cellular systems [10].

Existing research on multi-hop cellular networks has been focused on networks operating on the spectrum below 5 GHz [11]–[14]. Many different relaying schemes have been proposed: analog repeater, amplify-and-forward, decode-and-forward (DF), compress-and-forward, and demodulate-and-forward [15]–[18]. Once a relaying scheme has been determined for a source-destination pair, the next key question is which relay(s) should be selected to assist the communication in the presence of multiple potential relays. Choosing multiple relays can potentially provide a higher diversity gain but requires more overhead, which may not be desirable from a system perspective [19]. An interesting result proved in [20] is that selecting the best relay can achieve the same diversity-multiplexing tradeoff obtained by using multiple relays. Therefore, studying how to select a single “best” relay is of interest from both theoretical and practical perspectives. The definition of the best relay, however, hinges on the adopted performance metrics such as transmission rate [21], network lifetime [22], and spatial reuse [23]. Relay selection has also been jointly studied with other problems including power control [24], channel allocation [25], and multi-antenna techniques [26]. Now multi-hop cellular networks have been/are being standardized and deployed in practice [27]. In addition to infrastructure-based relaying, D2D communications bring in new opportunities for D2D and device-network relaying [10].

In contrast to the existing multi-hop cellular research focusing on communications using the spectrum below 5 GHz, in this correspondence we focus on relay probing and selection in mmWave cellular systems. Specifically, we study a two-hop DF mmWave system. For a given source-destination pair, determining if a relaying device is good or not requires learning the channel qualities of source-relay and relay-destination channels. Note that mmWave transmission requires beamforming to overcome the high pathloss as well as other losses due to rain and oxygen absorption and higher noise floor associated with larger bandwidth [28]. As a result, to estimate the channel quality of a mmWave link, the transmitter and the receiver need to steer their antenna beams towards each other before carrying out the estimation. This beam searching and steering process results in additional non-negligible
communication overhead. For example, the prototype in [3] requires 45 ms for each adaptive beam searching and
switching. So there is a tradeoff in searching for good relaying devices for mmWave systems: Probing more relaying
devices increases the probability of finding a better relay but at the cost of more probing overhead. This tradeoff
naturally raises the central question studied in this correspondence: how many relaying devices should be probed
in a mmWave system? In contrast, such non-negligible beamforming overhead in relay probing is not a concern in
non-mmWave multi-hop cellular systems, and to the best of our knowledge has not been studied in the literature.

In this correspondence, the mmWave links are subject to random Bernoulli blockages. Similar models have been
proposed by [7], [29] to study the coverage and capacity of mmWave systems. We also explicitly take into account
the beamforming overhead involved in the relay probing process. For such a mmWave system, we are interested in
finding the best relaying device that achieves the maximum throughput (bit/s). Using optimal stopping theory [30],
we show that the throughput-optimal relay probing strategy is a pure threshold policy. Specifically, the system can
stop relay probing once the achievable spectral efficiency (bps/Hz) of the currently probed two-hop DF link exceeds
some threshold. Further, it is not necessary to recall any previously probed relays: just select the relay probed at the
stopping stage. In general, the spectral efficiency threshold can be obtained by solving a fixed point equation. For
the special case with on/off mmWave links, we derive a closed-form solution for the threshold; the derived solution
reveals the impact of key system parameters on the threshold and maximum throughput. We also numerically
compare the threshold-based relay probing strategy to several heuristic relay probing schemes. Numerical results
demonstrate that the threshold-based relay probing strategy can yield remarkable throughput gains.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. MmWave Transmission with I.I.D. Bernoulli Blocking

A distinct feature of mmWave transmission is its sensitivity to the blockage of the spatially distributed obstacles in
the radio environment. In this correspondence we consider random Bernoulli blockages, which has been proposed by
[7], [29] to study the system level performance of mmWave systems. Specifically, denote by $x$ and $y$ the transmitter
and the receiver of a typical mmWave link. Whether the link $x \rightarrow y$ is blocked or not is modeled by a Bernoulli
random variable $\chi_{x,y}$, which equals 1 (with probability $p$) if the link is not blocked and 0 otherwise. To avoid
triviality, we assume $p \neq 0$. The blocking events are assumed to be i.i.d. across the links. The received signal power
at receiver $y$ from transmitter $x$ is then modeled as

$$P_r(x, y) = \chi_{x,y} \eta_{x,y} \cdot P_t G_t G_r \text{PL}(|y - x|),$$

(1)

where $\eta_{x,y}$ models other random factors such as shadowing for the link $x \rightarrow y$, $P_t$ denotes the transmit power, $G_t$
and $G_r$ denote the transmit and receive beamforming gains respectively, and PL($\cdot$) is a distance-dependent pathloss
function. Further, \( \{ \eta_{x,y} \} \) are assumed to be i.i.d. across the links.

### B. Relaying Protocols

We assume a half-duplex DF relaying strategy, where the time resource for data transmission is equally divided between source-relay transmission and relay-destination transmission; this work could be straightforwardly extended to other relaying strategies. The spectral efficiency (bit/s/Hz) of the two-hop DF link \( x-z-y \) is given by

\[
R_z = \min \left( \frac{1}{2} \log(1 + 2\text{SNR}_{x,z}), \frac{1}{2} \log(1 + 2\text{SNR}_{z,y}) \right),
\]

where \( \text{SNR}_{x,y} \triangleq \frac{P_r(x,y)}{N_0W} \) with \( N_0 \) and \( W \) denoting the noise power spectral density and channel bandwidth respectively. Denote by \( F_{R_z}(r) \) the cumulative distribution function (CDF) of the spectral efficiency \( R_z \) of a typical two-hop DF link, and assume that \( 0 \leq R_z \leq \bar{r} \), where \( \bar{r} \) is the largest achievable spectral efficiency.

We propose the following relay probing protocol for a typical communication pair: (i) the source-relay link is first probed, and (ii) if the source-relay link is blocked, the probing stops; otherwise, the relay-destination link is further probed. The physical meaning of probing a mmWave link may be understood as measuring the corresponding received signal-to-noise ratio (SNR): the link is considered blocked if the SNR is below certain threshold and not blocked otherwise. To measure the received SNR, the transmitter and the receiver need to steer their antenna beams towards each other. We assume that each beamforming process requires a time duration \( \tau \). The data communication occurs after the relay probing process and lasts for a time duration \( T \), after which a new relay probing process starts. Therefore, the communication process is periodic in time and each period consists of two steps: relay probing and data transmission.

The relay probing is repeated independently across different periods. Note that the lengths of different periods may differ as different numbers of relays may be probed in different periods. Further, when probing a relay \( z \), whether the relay-destination \( z-y \) link is probed or not depends on the probing outcome of the source-relay \( x-z \) link. Thus, probing the relay \( z \) consumes a (random) time duration \( \tau(1 + \chi_{x,z}) \), and for a sample period in which \( n \) relays are probed, the length of the period is given by

\[
T_n = \sum_{i=1}^{n} \tau(1 + \chi_{x,z}) + T.
\]

Figure 1 illustrates a sample realization of a period of relay probing and data transmission.
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Fig. 1. A sample realization of relay probing and data transmission in a communication period.

C. Problem Formulation

After probing \( n \) relays, the source-destination pair can select the best relay for the two-hop communication. Accordingly, the amount of bits that can be delivered equals

\[
U_n = WT \max(R_{z_1}, \ldots, R_{z_n}).
\]  

(4)

If we repeatedly use a stopping rule across \( m \) different periods, the total number of bits that can be delivered equals \( U_{N_1} + \cdots + U_{N_m} \), and the total amount of consumed time equals \( T_{N_1} + \cdots T_{N_m} \), where \( N_i \) denotes the number of probed relays in the \( i \)-th period. As a result, the average throughput (bit/s) equals \( (U_{N_1} + \cdots + U_{N_m})/(T_{N_1} + \cdots T_{N_m}) \).

Dividing both the numerator and the denominator by \( m \) and letting \( m \) go to infinity, the last ratio converges to \( \mathbb{E}[U_N]/\mathbb{E}[T_N] \) by the law of large numbers.

Our objective is to find an optimal stopping rule \( N^* \) which probes (in expectation) a finite number of relays and maximizes the average throughput:

\[
\mu^* = \max_{N \in C} \frac{\mathbb{E}[U_N]}{\mathbb{E}[T_N]},
\]  

(5)

where \( C = \{N \in \mathbb{N} : \mathbb{E}[T_N] < \infty \} \) denotes the set of admissible stopping rules, and by definition \( \mu^* \) is the maximum throughput.

III. THROUGHPUT-OPTIMAL RELAY PROBING

A. The Associated Ordinary Optimal Stopping Problem

It turns out very challenging to directly solve the throughput maximization problem (5). Nevertheless, we may solve (5) by considering the solution to the following ordinary optimal stopping problem:

\[
V(\mu) \triangleq \max_{N \in C} \mathbb{E}[U_N - \mu T_N],
\]  

(6)

The following lemma proved in [30] can be used to establish the relation between the solution to the throughput maximization problem (5) and the solution to the ordinary optimal stopping problem (6).
Lemma 1. $N^*$ is an optimal stopping rule that attains the maximum throughput $\mu^*$ in (5) if and only if $N^*$ is an optimal stopping rule for the ordinary optimal stopping problem (6) with $\mu = \mu^*$ and $V(\mu^*) = 0$.

Lemma 1 suggests the following way to solve the throughput maximization problem (5). First, for a given $\mu$, find the optimal stopping rule for the ordinary problem (6). Second, find $\mu^*$ such that $V(\mu^*) = 0$. Then the optimal stopping rule attaining $V(\mu^*) = 0$ for the ordinary optimal stopping problem (6) is also an optimal stopping rule for the original throughput maximization problem (5).

For the ordinary optimal stopping problem (6), let us consider the following 1-stage look-ahead stopping rule:

$$N_1(\mu) = \min \{ n \in \mathbb{N} : U_n - \mu T_n \geq \mathbb{E}[U_{n+1} - \mu T_{n+1} | \mathcal{F}_n] \},$$

(7)

where the subscript 1 and the parameter $\mu$ in $N_1(\mu)$ respectively indicate that the rule is only to look 1 stage ahead and that the rule depends on $\mu$, and $\{\mathcal{F}_n\}$ is a filtration of the underlying probability space. The above 1-stage look-ahead stopping rule is myopic: it calls for stopping as long as the current utility is not less than the expected utility attained at the next stage. This myopic decision neglects the possibility that the expected utilities attained beyond the next stage may exceed the current utility, and thus in general is suboptimal. Somewhat surprisingly, this 1-stage look-ahead stopping rule turns out to be optimal for the problem in question, as stated in the following Lemma 2.

Lemma 2. Denote by $M_n = \max(R_{z_1}, ..., R_{z_n})$. For any $\mu > 0$, the 1-stage look-ahead stopping rule (7) is optimal. Further, it can be reduced to the following threshold rule:

$$N_1(\mu) = \min \{ n \in \mathbb{N} : M_n \geq \rho \},$$

(8)

where $\rho$ is the unique root to the following equation:

$$\mathbb{E}[\max(R_{z} - \rho, 0)] = \frac{\mu \tau}{W_T} (1 + p).$$

(9)

We omit the proof of Lemma 2 due to page constraints.

B. Threshold Policy Achieves the Optimal Throughput

Lemma 2 gives the the optimal stopping rule for the ordinary problem (6) with an arbitrary $\mu > 0$. As noted in Lemma 1, we are particularly interested in the $\mu^*$ such that $V(\mu^*) = 0$, because it would lead to the optimal stopping rule for the original throughput maximization problem (5). This $\mu^*$ can be found by invoking Lemma 2; the corresponding results are summarized in the following proposition.
**Proposition 1.** The optimal stopping rule for the throughput maximization problem (4) is given by

\[ N^* = \min \left\{ n \in \mathbb{N} : R_{z_n} \geq \frac{\mu^*}{W} \right\}, \]  

(10)

where \( \mu^* \) is the unique maximum throughput satisfying

\[ \mu^* = \frac{E[\max(WTR_z - \mu^* T, 0)]}{\tau(1 + p)}. \]  

(11)

Further, the optimal relay is the relay probed at stage \( N^* \).

**Proof:** We first claim that the rule (8) is equivalent to the following: \( \hat{N}_1(\mu) = \min \{ n \in \mathbb{N} : R_{z_n} \geq \rho \} \). This can be shown by induction. Clearly, at stage 1 the stopping rules \( N_1(\mu) \) and \( \hat{N}_1(\mu) \) are the same because \( M_1 = R_1 \).

In particular, if \( M_1 = R_1 \geq \rho \), both \( N_1(\mu) \) and \( \hat{N}_1(\mu) \) call for stopping. If \( M_1 = R_1 < \rho \), both \( N_1(\mu) \) and \( \hat{N}_1(\mu) \) call for continuing to stage 2. At stage 2, if \( M_2 = \max(R_{z_1}, R_{z_2}) \geq \rho \), then \( M_1 = R_{z_2} \) because \( R_{z_1} < \rho \) by induction. It follows that both \( N_1(\mu) \) and \( \hat{N}_1(\mu) \) call for stopping. If \( M_1 = \max(R_{z_1}, R_{z_2}) < \rho \), then \( R_{z_2} < \rho \). Thus, both \( N_1(\mu) \) and \( \hat{N}_1(\mu) \) call for continuing to stage 3. Repeating this argument for stages 3, 4, ..., we can see that \( N_1(\mu) \) and \( \hat{N}_1(\mu) \) are indeed the same stopping rules.

Now we have shown that the optimal relay selection rule is to select the first relay satisfying \( R_{z_n} \geq \rho \). In particular, we do not have to recall any of the previously probed relays \( R_{z_m}, m < n \). Using this fact, we can see that the problem is invariant in time: If a relay is probed and we stop, the utility is \( WTR_{z_1} - \mu \tau(1 + \chi_{x,z_1}) - \mu T \); if we continue probing more relays, the utility is \( V(\mu) - \mu \tau(1 + \chi_{x,z_1}) \). Thus, the following optimality equation holds:

\[ V(\mu) = E\left[ \max\left(WTR_{z_1} - \mu \tau(1 + \chi_{x,z_1}) - \mu T, V(\mu) - \mu \tau(1 + \chi_{x,z_1})\right)\right]. \]  

(12)

Since the optimal \( \mu^* \) is the one such that \( V(\mu^*) = 0 \), the optimality equation reduces to

\[ 0 = E[\max(WTR_{z_1} - \mu^* \tau(1 + \chi_{x,z_1}) - \mu^* T, -\mu^* \tau(1 + \chi_{x,z_1}))] \]
\[ = E[\max(WTR_{z_1} - \mu^* T, 0)] - \mu^* \tau(1 + p), \]  

(13)

from which we have

\[ E\left[ \max(R_{z_1} - \frac{\mu^*}{W}, 0)\right] = \frac{\mu^* \tau(1 + p)}{WT}. \]  

(14)

Comparing (9) to (14), we conclude that \( \rho = \frac{\mu^*}{W} \) and complete the proof.

Prop. 1 implies that the optimal stopping rule is a pure threshold policy: the relay probing process stops once the achievable spectral efficiency of the currently probed two-hop link exceeds \( \mu^*/W \). In particular, the stopping rule.
is based on the state of the currently examined relay only, and it is not necessary to recall any previously probed relays: just select the relay probed at the stopping stage $N^*$. This is a desirable feature in practical systems. In particular, due to the timing varying radio environment, the beamforming patterns trained for an earlier relay might become outdated or the two-hop link might enter deep fade. Choosing the most recently probed relay avoids such nuisances.

Note that it is challenging to derive a closed form solution for $\mu^*$ from the fixed point equation (11) for a non-trivial spectral efficiency distribution $F_{R_z}(r)$. Instead, numerical methods are usually needed to compute $\mu^*$. One possible numerical iterative algorithm is given as follows:

$$\mu(t+1) = \frac{\mathbb{E}[\max(WTR_z - \mu(t), 0)]}{\tau(1 + p)}.$$  

where $t$ is the iteration index. This iterative method is in essence a variation of Newton’s method with all iterations using a unit step size. As shown in [30], for any non-negative initial value $\mu(0)$, the sequence $\{\mu(t)\}$ generated by the iteration (15) converges quadratically to $\mu^*$.

IV. APPLICATION: ON/OFF MMWAVE LINKS

To obtain some insights and intuitions, we apply the derived analytical results to a homogeneous network with on/off mmWave links. Specifically, for the communication pair $(x, y)$ and any relay $z$, $P_r(x, z) = \chi_{x,z}P_1$ and $P_r(z, y) = \chi_{z,y}P_2$, where $P_1$ and $P_2$ are some positive constants. Then the spectral efficiency of the two-hop link $x$-$z$-$y$ is given by

$$R_z = \begin{cases} 
\bar{r} & \text{with probability } p^2; \\
0 & \text{with probability } 1 - p^2.
\end{cases}$$

Plugging the above into (11) and solving for $\mu^*$ yields

$$\mu^* = \frac{WTp^2\bar{r}}{(1 + p)\tau + p^2T}. \quad (16)$$

Accordingly, the optimal stopping rule is given by

$$N^* = \min \left\{ n \in \mathbb{N} : R_{z_n} \geq \bar{r} \left( 1 + \frac{1 + p}{p^2 T} \right)^{-1} \right\}. \quad (17)$$

Several remarks are in order.

Remark 1. The numerator $WTp^2\bar{r}$ in (16) is the expected number of bits that can be delivered in a communication period, while the denominator $(1 + p)\tau + p^2T$ in (16) is the expected duration of a communication period including relay probing and data transmission. Therefore, without a priori knowledge of the relays, the optimal stopping helps the system spend the right amount of resources on relay probing and yields the optimal throughput given in (16).
Remark 2. With a genie-aided relay selection, the system knows the right beamforming patterns and can directly use a two-hop link with spectral efficiency \( \bar{r} \) and thus the achievable throughput is \( WT\bar{r}/T = W\bar{r} \). The ratio of the optimally stopped throughput and the genie-aided throughput is

\[
\frac{\mu^*}{W\bar{r}} = \frac{1}{1 + \frac{1+p}{p^2} \frac{\bar{r}}{T}}.
\]

The gap between the optimally stopped throughput and the genie-aided throughput is solely determined by \( \frac{\bar{r}}{T} \) and \( \frac{p^2}{1+p} \). Intuitively, \( \frac{\bar{r}}{T} \) can be considered as normalized probing overhead, while \( \frac{p^2}{1+p} \), which is increasing in \( p \in (0, 1] \), can be seen as a measure of the channel condition. As expected, the smaller the probing overhead or the better the channel condition, the smaller the probing overhead, the smaller the gap. In particular, if the mmWave links are always available, i.e., \( p = 1 \), the ratio is \( T/(T+2\tau) \), where the sole cost is \( 2\tau \) time resources spent on finding the right beamforming patterns.

Remark 3. The optimal stopping rule (17) is a pure threshold policy: the relay probing process stops once
\[
R_{zn}/\bar{r} \geq \left( 1 + \frac{1+p}{p^2} \frac{\bar{r}}{T} \right)^{-1},
\]
which interestingly equals the ratio (18) of the optimally stopped throughput and the genie-aided throughput. Intuitively, the smaller the probing overhead or the better the channel condition, the higher the threshold, i.e., the system is more willing to probe more relays.

Remark 4. Note that the threshold in (10) may not be unique, though the optimal throughput \( \mu^* \) is unique. Our current application with on/off links is one such example. Specifically, the spectral efficiency of any two-hop link \( x-z-y \) is either 0 or \( \bar{z} \). As a result, any value in \( (0, \bar{r}] \) can be used as a threshold for the optimal stopping.

V. SIMULATION RESULTS

In this section, we provide simulation results to generate more insights into the derived theoretical results. The mmWave simulation setup closely follows [2] and is described as follows. The source is a pico BS located at \((-250 \text{ m}, 0)\) and the destination is a device located at \((250 \text{ m}, 0)\). The potential relays are other devices randomly distributed in the ball centered at \((0, 0)\) with radius 250 m. The transmit powers of the pico BS and a device are respectively 30 dBm and 23 dBm. The beamforming (either transmit or receive) gains of the pico BS and a device are respectively 20 dB and 10 dB. The channel bandwidth is \( W = 500 \text{ MHz} \) at a carrier frequency of 28 GHz. The noise power spectral density is \(-174 \text{ dBm/Hz} \). The receiver noise figure is 7 dB. The pathloss model is
\[
10 \log_{10} PL(\|y-x\|) = 141.3 + 20 \log_{10}(\|y-x\|/1000) \text{ dB}.
\]
Each link \( x \to y \) is also subject to a random log-normal shadowing \( \eta_{x,y} \) with 7 dB deviation, and is available with probability \( p \). The data transmission phase lasts \( T = 1 \) second. Note that the prototype in [3] requires 45 ms for each beam searching and switching. Motivated by this result, in our simulation we consider two beamforming time overhead values: \( \tau = 10 \text{ ms} \) and 50 ms, indicating low overhead and high overhead, respectively.
In Figure 2, we study how the throughput performance varies with the stopping spectral efficiency threshold $R_z$ under different probing overheads and link availabilities. For each pair of $(\tau, p)$, Figure 2 clearly shows that there exists an optimal stopping threshold that achieves the maximum throughput. Further, the maximum throughput increases if the probing overhead $\tau$ decreases and/or the link availability $p$ increases, which is intuitive. On the one hand, for a fixed link availability $p$, the higher the probing overhead $\tau$, the lower the optimal stopping threshold, i.e., less potential relaying devices are probed. On the other hand, for a fixed probing overhead $\tau$, the higher the link availability $p$, the higher the optimal stopping threshold, i.e., more potential relaying devices are explored.

In Figure 3, we compare the throughput performance attained by the derived optimal stopping rule to the performance of several heuristic relay probing strategies. In Figure 3, the probing overhead $\tau = 10$ ms, while similar observations hold for $\tau = 50$ ms. The first heuristic scheme is termed myopic stopping, in which the relay probing process is stopped at the first relay that can be used to establish both source-relay and relay-destination links. The second heuristic scheme is to probe a fixed number $\beta$ of relays and then selects the best one from the probed relays. We consider two values for $\beta$ in Figure 3: 5 and 10. Figure 3 shows that, when the link availability is very low (e.g., $p = 0.1$), myopic stopping is nearly optimal and outperforms the two fixed probing heuristics. This implies that, in a radio environment with many blockages, a mmWave system can stop probing relays immediately once it finds a feasible relay but still achieves close-to-optimum throughput performance. This myopic stopping scheme, however, performs poorly when the link availability $p$ increases. In particular, with a higher link availability $p$, it is valuable to explore more potential relays to find a good source-relay-destination route. As a result, the two fixed probing heuristics outperform the myopic stopping once the link availability $p$ becomes large enough. The derived optimal stopping approach outperforms the three heuristic schemes in the entire range of link availability $p$, and the throughput gains of the optimal stopping are remarkably large.
VI. CONCLUSIONS

In bandwidth-limited cellular systems, the gains of multi-hop relaying may be modest since the loss in the degrees of freedom (due to half-duplex constraints) eats into the gains. In contrast, mmWave systems have many degrees of freedom (in terms of bandwidth) but are power-limited and susceptible to blockages. Using infrastructure-based and/or D2D relaying can help increase the connectivity and range of mmWave cellular systems. In this correspondence, we have taken some initial steps towards studying relaying probing and selection in a two-hop DF mmWave cellular system. We have found that a threshold-based policy can optimally balance the tradeoff between the throughput gain from searching a better relay and the throughput loss due to higher relay probing overhead. Numerical results have demonstrated the remarkable throughput gains of the threshold-based relay probing policy (versus several heuristic schemes). Future work may consider a heterogeneous scenario where the mmWave links are subject to non-i.i.d. Bernoulli blockages. It is also of interest to extend the current work to multiuser scenarios where many source-destination pairs exist.
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