LOAD FREQUENCY CONTROL FOR POWER SYSTEM USING GENERALIZED EXTENDED STATE OBSERVER
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Abstract. This study investigates load frequency control based generalized extended state observer (GESO) for interconnected power system subject to multi-kind of the power plant. First, the mathematical model of the interconnected power system is proposed based on the dynamic model of thermal power plant with reheat turbine and hydro power plant. Second, the GESO is designed to estimate the system states and disturbances. In addition, the problem of unmeasurable of system states in the interconnected power network due to lack of sensor has been solved by using the proposed load frequency control based GESO. The numerical experiments are carried out by using MATLAB/SIMULINK simulation. The simulation results point out that the proposed control approach has capacity to handle the uncertainties and disturbances in the interconnected power system with better transient performances in comparison with the existing control approach. The relevant dynamic models have already been used for the simulation of the physical constraints of governor dead band (GDB) and generation rate constraint (GRC) effect in the power plants. It is evident that the robustness of the suggested controller in terms of stability and effectiveness of the system.
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1. Introduction
In large power systems, load frequency control (LFC) is one of the essential operation problems in electrical power under load and resource variation. Consequently, any changes in frequency not only impact truthfully on the operation of power networks and power system reliability but also lead to an uncertain condition for interconnected power networks. The primary goals of a power network LFC are to keep and maintain the frequency deviation and tie line power exchanges with neighbor control areas at the planned value according to a schedule [1–6].

In a power system, it is not easy to regulate the frequency in power exchange/interchange through tie-lines. Many academic researchers represented the LFC approach of typical power system utilizing different control methods in both traditional and developed techniques that have been applied to resolve the LFC problems of interconnected power networks [7–22].

To resolve problems of frequency deviation occurred by various matched or mismatched uncertainties, adaptive control is one of modern
control schemes for complex power system included in various load and power control areas [7–10]. LFC control approach for interconnected power networks is introduced to establish in the direct-indirect adaptive fuzzy control strategy [7] which extends and builds up the parameter algorithms and the appropriate adaptive control law. An adaptive model predictive LFC approach in [8] for multi-area power network is used with photovoltaic generation by regrading some nonlinear features. An adaptive LFC controller is suggested [9] by making use of the least square strategy with an internal model control design in structure. In [10], the hypothesis of the suggested adaptive way is constructed by the on-line tuning method of the gain of an integral controller which is applied in the electro-search optimization. However, the adaptive control schemes above were presented to be complex in control algorithms to deal with the variations of power network parameters subjected to the LFC approaches.

The conventional PID controllers of constant parameters and fixed system structure were investigated to solve the LFC problem for normal operating condition [11–13]. However, the characteristic of power networks is nonlinear system. Therefore, some traditional PID control methods may not have ability to improve the better performance for other operating conditions and to make the best of optimizing the PID parameters and to develop stability performance in power network with the parameter uncertainties and load disturbances.

In the different way of doing the research, sliding mode control (SMC) is not only another way to resolve LFC difficult problems but also a nonlinear control approach to be well known for improving the system performance. In detail, the SMC approach is very sensitive to validate of plant parameters as well as improve effectively in system transient performance. In recent times, there are many the SMC frequency approaches implemented to work out the problems of power networks with parameter uncertainties or load variations [14–17]. The LFC controller is suggested and developed for the interconnected power system to upgrade the system performance using the decentralized SMC [14]. However, the matched and unmatched uncertainties in power networks are not always suitable and satisfied in all of conditions. A novel adaptive SMC approach [15] is designed to the LFC in terms of the parametric derivation the external disturbances. However, there are some existing limitations such as the computation of dynamic model and control design is complex, the state cannot be observed, the response performance and waveform need to improve. In [16], the proposed SMC is applied in the basic control method with the adaptive dynamic programming approach is utilized to improve the extra control signal and to modify the frequency scheme. However, parameter uncertainties due to variable operation point was not considered and the transient performance were not very good as compared previous research. [17] is distributed sliding mode control scheme for optimal LFC to adopt a nonlinear model of a multi-area power system, including dynamic of voltage and dynamics of second order turbine-governor. However, the suggested strategy is complicated and difficult for practical implementation. The parameter uncertainties of power generation were not discussed.

From above control researches such as adaptive control, PID control and SMC control, the results are achieved under assumption that all state variables of power system can to be measurable and willingly available for system feedback. In practical application, not all state variables are measurable for system feedbacks, and then we must compute and estimate the state variables that cannot measure in the system. The proposed approach of estimating state variables is often used in observation [18–22], [26–29]. These schemes can modify and improve the unknown upper bounds of matched and mismatch uncertainties. It not only obtains the system state trajectories accomplishment but also satisfies in parameters of the system state errors. The achievement of results is correlated to LFC’s of power networks in various control techniques [18–22], [26–29]. However, there are still some limitations of the above approaches such as the disturbances are not truncated from the output points in steady state and the gains of controller are not set to be really high to reduce disturbances of unknown boundaries and even, the parameter uncertainties or load variations
of power system are not considered in some proposed controllers. The GESO scheme based on the non-linear SMC controller are combined to investigate the frequency variation problem and to estimate the disturbance in interconnected power network [30]. However, the performance of power system is not always satisfied under required conditions in the settling time, transient frequency variations considering GDB and GRC effect. In detail, GRC is normally considered by adding a limiter and a hysteresis pattern to the governor-turbine system model. It is essential to take into consideration the practical constraints and natural conditions such as physical constraint of generation rate constraint (GRC). The GRC has negative effect on the power network performance due to its nonlinearity nature. The GRC denotes practical constraint on the ratio of the variation in the generating power due to physical drawbacks. Governor dead band (GDB) is principle for power network frequency control in the presence of disturbances. GDB has a definite outline as the total magnitude of a continued speed change that there is no resulting variation in valve position. An observer-based control scheme is offered for LFC scheme against cyberattack uncertainties [31]. However, to test the effective response of the proposed controller of power networks, the GDB and GRC effect are not considered in the power plant.

The process of being mentally stimulated to do the control approaches is to eliminate and improve perturbations by feedback control instead of feedforward compensation control which uses the disturbance estimations to cancel out the affections in real time manner. The suggested control approach is one way of approaches for estimating and compensating the system disturbances. This scheme proves the powerful and robustness to again matched uncertainties. The contributions of the proposed GESO in this paper are as follows:

- GESO is designed to estimate the unmeasurable system state variables and the load uncertainties in the complex power system. The proposed scheme of making power system is not only secure or stable but also useful to solve the satisfactory performance with uncertainties.
- The generalized extended observer approach improves the system dynamic response to fast response in setting time and to reduce over or undershoots in power network with the dynamic model of thermal power plant with reheat turbine and hydro power plant.
- The simulation result with various cases indicates the effectively and robustness of generalized extended controller by considering parametric uncertainties in power networks.
- The report of simulation results is used to compare with the cases of considering and without considering the GDB and GRC nonlinearity effects on power network.

The paper is outlined as follows: section II shows the mathematical model of power network. The generalized extended state observer for multi-area power systems is designed in section III. Section IV represents stability analysis of power system and control scheme design of power system, the following session by simulation results in section V.

2. Mathematical model of power system

The dynamic models of power systems are generally nonlinear. The block chart of power system is presented in Fig. 1, Fig. 2 and Fig. 3. The power system includes two types of the plant as thermal power plant with reheat turbine and hydro power plant with mechanical hydraulic governor connected through tie-line power.

2.1. The thermal power plant with reheat turbine model

A thermal power plant is an electric power station to convert heat energy to electric power. Reheat turbine is a part of thermal power plants in power network in Fig. 2.

The frequency dynamic behavior of area \( i \)
th details in this section which can use in the fol-
Fig. 1: The block chart of complex power network.

Fig. 2: The block chart of $i^{th}$ area with reheat turbine.

Following differential equations:

$$\Delta \dot{f}_i(t) = -\frac{1}{T_{pi}} \Delta f_i(t) + \frac{K_{pi}}{T_{pi}} \Delta P_{mi}(t)$$

$$- \frac{K_{pi}}{2\pi T_{pi}} \sum_{i,j \neq i}^N K_{sij} [\Delta \delta_i(t) - \Delta \delta_j(t)]$$

$$- \frac{K_{pi}}{T_{pi}} \Delta P_{di}(t)$$

(1)

$$\Delta \dot{P}_{mi}(t) = \left( \frac{1}{T_{ri}} - \frac{K_{ri}}{T_{thi}} \right) \Delta P_{thi}(t) + \frac{K_{ri}}{T_{thi}} \Delta P_{vi}(t)$$

$$- \frac{1}{T_{ri}} \Delta P_{mi}(t)$$

(2)

$$\Delta \dot{P}_{thi}(t) = \frac{1}{T_{thi}} \Delta P_{vi}(t) - \frac{1}{T_{thi}} \Delta P_{thi}(t)$$

(3)

$$\Delta \dot{P}_{vi}(t) = -\frac{1}{T_{gi} R_i} \Delta f_i(t) - \frac{1}{T_{gi}} \Delta P_{vi}(t)$$

$$+ \frac{1}{T_{gi}} u_i(t)$$

(4)

$$\Delta \dot{E}_i(t) = K_{Ei} \Delta E_i(t)$$

$$+ \frac{K_{Ei}}{2\pi} \sum_{i=1}^N K_{sij} [\Delta \delta_i(t) - \Delta \delta_j(t)]$$

(5)

$$\Delta \delta_i(t) = 2\pi \Delta f_i(t)$$

(6)

The variables of interconnected power system are the frequency deviation, power output, governor valve position, integral control and rotor angle variation as following as bellow:

$$x_i(t) = \begin{bmatrix} \Delta f_i(t) \\ \Delta P_{mi}(t) \\ \Delta P_{thi}(t) \\ \Delta E_i(t) \\ \Delta \delta_i(t) \end{bmatrix}$$

where $i = 1, 2, ..., N$ and $N$ is the area numbers.

The interconnected power network with thermal power plant described by Fig. 1 and Fig. 2, which can be written and expressed in state-space representation below:

$$\dot{x}_i(t) = A_i x_i(t) + B_i u_i(t)$$

$$+ \sum_{i=1,i\neq j}^N H_{ij} x_j(t) + \Gamma_i \Omega_i(t)$$

$$y_i(t) = C_i x_i(t)$$

(7)
The definition of following matrices is as given in the following:

\[
A_i = \begin{bmatrix}
    -\frac{1}{T_{pi}} & \frac{K_{pi}}{T_{pi}} & 0 & 0 & -\frac{K_{pi}}{2\pi T_{pi}} & K_{ij} \\
    0 & -\frac{1}{T_{ri}} & \frac{K_{ri}}{T_{ri}} & 0 & 0 & 0 \\
    0 & 0 & 0 & \frac{K_{ri}}{T_{ri}} & 0 & 0 \\
    -\frac{1}{T_{gi} R_i} & 0 & 0 & 0 & \frac{K_{gi}}{2\pi} K_{sij} \\
    K_{Bi} & 0 & 0 & 0 & 0 & 0 \\
    2\pi & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
H_{ij} = \begin{bmatrix}
    0 & 0 & 0 & 0 & -\frac{K_{pi}}{2\pi T_{pi}} & K_{ij} \\
    0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
B_i = \begin{bmatrix}
    0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}^T
\]

\[
\Gamma_i = \begin{bmatrix}
    -\frac{K_{pi}}{T_{pi}} & 0 & 0 & 0 & 0 & 0
\end{bmatrix}^T
\]

where \( x_i(t) \in R^{n_i} \) is state vector of the \( i^{th} \) area, \( x_j(t) \in R^{n_j} \) is state vector of the \( j^{th} \) area, \( u_i(t) \in R^{m_i} \) is the control vector, \( \Omega_i(t) \in R^{m_i} \) is the vector of the load disturbance, \( y_i(t) \) is the output signal of the \( i^{th} \) area, \( A_i \) is the variable matrix of the power system of the \( i^{th} \) area, \( B_i \) is the output matrix of the \( i^{th} \) area, \( H_{ij} \) is the output matrix of the \( i^{th} \) area, \( C_i \) is the output matrix of the \( i^{th} \) area, \( \Gamma_i \) is the disturbance matrix of the \( i^{th} \) area, \( \Delta f_i(t) \) is the frequency deviation of the \( i^{th} \) area, \( \Delta P_{mi}(t) \) is the mechanics power variation of the turbine of the \( i^{th} \) area and \( \Delta \delta_i(t) \) is the rotor angle deviation of the \( i^{th} \) area.

### 2.2. The hydro power plant with hydro turbine

The hydroelectric power plant is the most common type of power system in Fig. 3. The function of a hydraulic turbine is to convert the energy of the flowing water into mechanical energy and this mechanical energy is converted from hydro-electric generator to electricity.

\[
\Delta \delta_i(t) = -\frac{1}{T_{pi}} f_i(t) + \frac{K_{pi}}{T_{pi}} \Delta P_{mi}(t)
\]

\[
\Delta P_{vi}(t) = -\frac{T_{rsi}}{T_{rhi} T_{gi} T_{ri}} \Delta f_i(t) + \frac{1}{T_{rhi}} \Delta P_{vi}(t)
\]

\[
\Delta P_{vi}(t) = \frac{T_{rsi}}{T_{rhi} T_{gi} T_{ri}} \Delta f_i(t) + \frac{1}{T_{rhi}} \Delta P_{vi}(t)
\]

\[
\Delta P_{vi}(t) = \frac{T_{rsi}}{T_{rhi} T_{gi} T_{ri}} \Delta f_i(t) + \frac{1}{T_{rhi}} \Delta P_{vi}(t)
\]

\[
\Delta P_{vi}(t) = \frac{T_{rsi}}{T_{rhi} T_{gi} T_{ri}} \Delta f_i(t) + \frac{1}{T_{rhi}} \Delta P_{vi}(t)
\]

\[
\Delta P_{vi}(t) = \frac{T_{rsi}}{T_{rhi} T_{gi} T_{ri}} \Delta f_i(t) + \frac{1}{T_{rhi}} \Delta P_{vi}(t)
\]
\[
\Delta \dot{P}_{gi}(t) = -\frac{1}{T_{gi} R_i} \Delta f_i(t) - \frac{1}{T_{gi}} \Delta P_{gi}(t) \\
+ \frac{1}{T_{gi}} u_i(t) \\
\Delta \delta_i(t) = 2\pi \Delta f_i(t) \tag{12}
\]

The variables of interconnected power system are the frequency deviation, power output, governor valve position, integral control and rotor angle variation as following as bellow:

\[
x_i(t) = \begin{bmatrix}
\Delta f_i(t) \\
\Delta P_{mi}(t) \\
\Delta P_{vi}(t) \\
\Delta P_{gi}(t) \\
\Delta E_i(t) \\
\Delta \delta_i(t)
\end{bmatrix}
\]

where \( i = 1, 2, ..., N \) and \( N \) is the area numbers.

The interconnected power system with hydro power plant described by Fig. 1 and Fig. 3, which can be written and expressed in state-space representation below:

\[
\begin{align*}
\dot{x}_i(t) &= A_i x_i(t) + B_i u_i(t) \\
&+ \sum_{i=1,i\neq j}^N H_{ij} x_j + \Gamma_i \Omega_i(t) \\
y_i(t) &= C_i x_i(t) \tag{13}
\end{align*}
\]

The definition of following matrices is as given in:

\[
B_i = \begin{bmatrix} 0 & -\frac{2T_{emi}}{T_{emi} R_i} & \frac{T_{emi}}{T_{emi} R_i} & \frac{1}{T_{gi}} & 0 & 0 \end{bmatrix}^T
\]

\[
\Gamma_i = \begin{bmatrix} -\frac{K_{pi}}{T_{pi}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{K_{pi}}{2\pi T_{pi}} & K_{sij} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
H_{ij} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{K_{emi}}{2\pi} & K_{sij} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
A_i = \begin{bmatrix} -\frac{1}{T_{gi}} & \frac{K_{pi}}{T_{pi}} & \frac{2}{T_{usi} + 2 T_{usi}} & \frac{2}{T_{usi} - T_{hsi}} & \frac{2}{T_{hsi - T_{hsi}} - T_{hsi}} & \frac{2 T_{ epic}}{-T_{hsi} T_{gi} - T_{hsi} T_{gi}} & 0 & 0 & 0 & -\frac{K_{spi}}{2\pi T_{spi}} & K_{sij} \\
\frac{2 T_{emi} R_i}{T_{emi} R_i} & -\frac{1}{T_{emi}} & -\frac{1}{T_{hsi}} & -\frac{2}{T_{hsi} T_{gi} + 2 T_{hsi}} & -\frac{2}{T_{hsi} T_{gi} - 2 T_{hsi}} & -\frac{2}{T_{hsi} T_{gi} - T_{hsi} T_{gi}} & 0 & 0 & 0 & 0 & 0 \\
\frac{T_{emi} R_i}{T_{emi} R_i} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{T_{emi} R_i}{T_{emi} R_i} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{T_{emi} R_i}{T_{emi} R_i} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{K_{pi}}{2\pi} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

3. Generalized extended state observer design

In practical application, not all state variables are measurable for system feedbacks, and then we must compute and estimate the state variables that cannot measure for the parametric uncertainties in power system. Therefore, states observer performs the function by estimating the state variables of the systems typically the output and control variable. State observers can be designed and applied only when the observability of required condition is satisfied. The GESO is recommended for using in this system because it is more sensitive with changes in parameters of load disturbance variations. To estimate state variables in the power system included both variables and load disturbances, GESO is defined as following bellow:

\[
[x_i]_{n+1}(t) = \Omega_i(t) \tag{14}
\]

and

\[
\gamma_i(t) = \frac{\Omega_i(t)}{dt} \tag{15}
\]

Then, the system in equation can be presented below:

\[
\begin{align*}
\dot{x}_i(t) &= \bar{A}_i \bar{x}_i(t) + \bar{B}_i u_i(t) \\
&+ \sum_{i=1,i\neq j}^N \bar{H}_{ij} x_j + \bar{F}_i \gamma_i(t) \\
\bar{y}_i(t) &= \bar{C}_i \bar{x}_i(t) \tag{16}
\end{align*}
\]

where

\[
\bar{x}_i(t) = \begin{bmatrix} [x_i]_{n+1} \times 1 \\
([x_i]_{n+1} + [x_i])_{n+1} \times 1
\end{bmatrix} 
\]
\[ \dot{\hat{x}}_i(t) = \tilde{A}_i \hat{x}_i(t) + \tilde{B}_i u_i(t) + \sum_{i=1, i \neq j}^{N} H_{ij} \hat{x}_j(t) + L_i (y_i(t) - \hat{y}_i(t)) \]

\[ \dot{\hat{y}}_i(t) = \tilde{C}_i \hat{x}_i(t) \]  

Assumption 1: \((\tilde{A}_i, \tilde{B}_i)\) is controllable and \((\tilde{A}_i, \tilde{C}_i)\) is observable.

With regards to the state observers discussed, we will apply the notation \(\hat{x}_i\) to indicate the vector observer state. The vector \(\hat{x}_i\) of the observed state is used and applied in the state feedback to initiate the desired and required control vector.

If we call the state \(\hat{x}_i\) is approximated to state \(\hat{x}_i\), the dynamical model in (17):

\[ \dot{\hat{x}}_i(t) = \tilde{A}_i \hat{x}_i(t) + \tilde{B}_i u_i(t) \]

\[ \dot{\hat{y}}_i(t) = \tilde{C}_i \hat{x}_i(t) \]  

where, \(\hat{y}_i(t)\) is the estimator state of the output variables and matrix \(L_i\) is the observer gain, which can be designed thorough to place any desired eigenvalues in the left half s-plane of \((\tilde{A}_i - L_i \tilde{C}_i)\).

The control input is chosen as following as (18):

\[ u_i(t) = K_{xi} x_i(t) + K_{di} \hat{\Omega}_i(t) \]  

or

\[ u_i(t) = K_{xi} \hat{x}_i(t) + K_{-di} \hat{\Omega}_i(t) \]

where \(\hat{\Omega}_i(t) = [\hat{x}_i]_{n_i+1}\)

From Eqs. (18) and (19), we can rewrite:

\[ u_i(t) = K_{xi} \hat{x}_i(t) + [K_{zi} \quad K_{di}] \hat{\hat{x}}_i(t) \]  

where, \(K_{zi}\) is the feedback control gain to be chosen so that the eigenvalues of \((A_i - B_k K_{xi})\) lie in specific locations in the left-half s-plane and the lumped uncertainty compensation gain \(K_{di}\) is designed:

\[ K_{di} = [C_i (A_i - B_k K_{xi})^{-1} B_i]^{-1} C_i (A_i - B_k K_{xi})^{-1} \Gamma_i \]  

To solve the disturbance compensation gain:

The disturbance compensation gain in (21) is no longer available since \(C_i (A_i - B_k K_{xi})^{-1} B_i\) is probably not-invertible or even not a square matrix. In a case in point, it can be proved that an alternative but more typical condition.

\[ C_i (A_i - B_i K_{xi})^{-1} B_i^{-1} K_{di} = C_i (A_i - B_i K_{xi})^{-1} \Gamma_i \]  

It must be gratified to assure the viability of the proposed control scheme. The gain \(K_{di}\) can be resolved from (22) if the following rank condition holds:

\[ \text{rank}[C_i (A_i - B_i K_{xi})^{-1} B_i]^{-1} \]

\[ = \text{rank}[C_i (A_i - B_i K_{xi})^{-1} B_i]^{-1} C_i (A_i - B_i K_{xi})^{-1} \Gamma_i \]  

The simple configuration of the suggested GESO is presented in Fig. 4. It shows the uncertainties which can be designed and eliminated from the output channel in steady state by this control law.

![Fig. 4: The configuration of the proposed GESO](image)
4. Stability of power system

The stability analysis of the multi-area power system as represented in Fig. 1 is performed in this part. The suggested control approach goals at the fundamental boundedness of all the power system signals.

Assumption 2: The lumped disturbances have to the satisfaction of the following conditions.

They get constant value in steady state of system, i.e.; \( \lim_{t \to \infty} \Omega_i(t) = \zeta_i \) and \( \lim_{t \to \infty} \gamma_i(t) = \lim_{t \to \infty} \hat{\Omega}_i(t) = 0 \).

The state and disturbance estimation errors are defined as:

\[
e_{xi}(t) = \hat{x}_i(t) - x_i(t)
\]  
(24)

and

\[
e_{di}(t) = \hat{\Omega}_i(t) - \Omega_i(t)
\]  
(25)

where: \( \hat{\Omega}_i(t) = [\hat{x}_i]_{n+1} \) is presented the estimation of the system uncertainties.

Combine (16) and the estimation error of state observers \( e_i(t) = \hat{x}_i(t) - \hat{x}_i(t) \) can be revised by:

\[
\dot{e}_i(t) = \bar{A}_i e_i(t) - L_i (\hat{\gamma}_i(t) - \bar{\gamma}_i(t)) + F_i \gamma_i(t)
\]  
(26)

Denote \( F_i \gamma_i(t) \) by \( u_i(t) \) and use final-value theorem, we can be obtained:

\[
\lim_{t \to \infty} e_i(t) = \lim_{s \to \infty} s(sI - (\bar{A}_i - L_i \bar{C}_i))^{-1} U_i(s)
\]

\[
= \lim_{s \to \infty} (sI - (\bar{A}_i - L_i \bar{C}_i))^{-1} \lim_{s \to \infty} sU_i(s)
\]

\[
= \lim_{s \to \infty} (sI - (\bar{A}_i - L_i \bar{C}_i))^{-1} e_i(t) \quad (27)
\]

Since \( \lim_{s \to \infty} (sI - (\bar{A}_i - L_i \bar{C}_i))^{-1} \) is bounded and \( \lim_{t \to \infty} u_i(t) = 0 \)  

So, the estimation error of state observers is: \( e_i(t) = \hat{x}_i(t) - \hat{x}_i(t) \) is asymptotically stable.

Remark 1: By applying the control design to the estimation of the lumped uncertainty and the parameters of system states if the system states are not measurable. So, the proposed control law will be designed as in [23–25].

Remark 2: It is recognized that the lumped uncertainty cannot be reduced completely and totally from the state equation no matter what controller was designed. In this strategy, one of the most recent achievable aims is simply to truncate the disturbances at the output point in steady state by applying of the proposed control law. Therefore, the limitations by other control approaches in the previous papers [18–22] have been resolved.

5. Simulations and results

To test the efficiency and robustness of the proposed control strategy, the various cases in two simulations are implemented to prove the performance of GESO controller in estimating of states and avoiding the effect of matched uncertainties with external disturbance. It also reduces effect of the governor dead band (GDB) and generation rate constraint (GRC) in the power plants. These parameters of power network are presented in Table 1. The simulation results are utilized to compare with previous proposed control scheme in [5–6], [15] using MATLAB/SIMULINK.

Tab. 1: The parameters of interconnected multi-area power system [5–6], [15].

| No. | Parameters | Value |
|-----|------------|-------|
| 1   | \( T_{gi} \) | 0.08  |
| 2   | \( T_{thi} \) | 0.3   |
| 3   | \( K_{ri} \) | 0.5   |
| 4   | \( T_{ri} \) | 10    |
| 5   | \( T_{rsi} \) | 5     |
| 6   | \( T_{cbi} \) | 28.75 |
| 7   | \( T_{wi} \) | 0.3   |
| 8   | \( R_i \) | 2.4   |
| 9   | \( T_{pi} \) | 20    |
| 10  | \( K_{pi} \) | 120   |
| 11  | \( K_{bi} \) | 0.425 |
| 12  | \( a_{ij} \) | -1    |
| 13  | \( 2\pi K_{sij} \) | 0.215 |

We can issue the estimating value to find the real value. The observer gain is designed depend on the pole \( p \) with the eigenvalue \( A_i - L_i \bar{C}_i \) of lied in the desired locations in the left-half s-plane.
Simulation 1:

Case 1. In this case, we apply proposed controller for interconnected power network with only thermal power plant in both stations in Fig. 1 and Fig. 2. To combine between system matrix of thermal power plant and parameter values in Table 1, the matrix values of the power network are calculated as:

\[
A_1 = \begin{bmatrix}
-0.05 & 6 & 0 & 0 & 0 & -0.0327 \\
0 & -0.1 & -15667 & 1.6667 & 0 & 0 \\
0 & -3.3333 & 3.3333 & 0 & 0 & 0 \\
-5.2083 & 0 & 0 & -12.5 & 0 & 0 \\
0.425 & 0 & 0 & 0 & 0 & 0.0054 \\
6.2832 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
B_1 = \begin{bmatrix}
0 \\
0 \\
0 \\
12.5 \\
0 \\
0
\end{bmatrix}^T
\]

\[
\Gamma_1 = \begin{bmatrix}
-6 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}^T
\]

Feedback control gain in this case can be designed as:

\[
K_{x1} = \begin{bmatrix}
-0.0417 \\
0.0003 \\
-0.0781 \\
0 \\
-6.0115 \\
0.3879
\end{bmatrix} \times 10^6
\]

\[
K_{d1} = [-210.4250]
\]

And the tie line power between both control areas is chosen as:

\[
H_{12} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0.0327 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -0.0054 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

where:

\[
A_1 = A_2, \quad B_1 = B_2, \quad \Gamma_1 = \Gamma_2, \quad K_{x1} = K_{x2} \quad \text{and} \quad K_{d1} = K_{d2}
\]

We simulate and illustrate the response of the two-area system with nominal parameters in Table 1 and the extended observer is tested by applying the load disturbance of \(\Delta P_{d1} = 0.01\) (p.u. MW) at \(t = 1\) s and at \(\Delta P_{d2} = 0.015\) (p.u. MW) \(t = 1\) s. The simulation results of the two-area multi-area power network for case 1 that the proposed GESO are presented in Fig. 5 to Fig. 8. It is simply to observe in Fig. 5 that the frequency variation converges to zero in about 2 s. Fig. 6 and Fig. 8 indicate the mechanical power deviation and control signal deviation of two control areas. Fig. 7 presents that the tie-line power deviations reach to zero with the designed controller. In comparison between the results achieved by using proposed control method with previous research in [5–6], [15], the results of using the proposed controller are to reduce the setting time and overshoots of both in power networks. So, it is proved that the proposed controller is powerful and effective.

![Image](image-url)

**Fig. 5:** Frequency deviation of two control areas.

Case 2. In the second case, the performance of proposed GESO scheme is in the presence of nonlinear term such as matched uncertainties to constate the model of the system in Fig. 1 and Fig. 3.
To combine between system matrix of hydro power plant and parameter values in Table 1, the matrix values of the power system are calculated as:

\[
A_1 = \begin{bmatrix}
-0.05 & 6 & 0 & 0 & 0 & -0.0327 \\
0.4831 & -6.6667 & 6.7362 & 1.0899 & 0 & 0 \\
-0.1697 & 0 & -0.0348 & -3.2986 & 0 & 0 \\
-1.3889 & 0 & 0 & -3.3333 & 0 & 0 \\
0.4250 & 0 & 0 & 0 & 0 & 0.0054 \\
6.2832 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
B_1 = \begin{bmatrix}
0 & -1.1594 & 0.5797 & 3.3333 & 0 & 0 \\
\end{bmatrix}^T
\]

\[
\Gamma_1 = \begin{bmatrix}
-6 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}^T
\]

Feedback control gain in this case can be designed as:

\[
K_{x1} = \begin{bmatrix}
-0.0084 & -0.0012 & 0.0043 & -0.0011 & -6.8195 & 0.4481
\end{bmatrix} \times 10^6
\]

\[
K_{d1} = [-210.4250]
\]

And the tie-line power between both control areas are chosen as:

\[
H_{12} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0.0327 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.0054 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

where:

\[A_1 = A_2, \quad B_1 = B_2, \quad \Gamma_1 = \Gamma_2, \quad K_{x1} = K_{x2} \text{ and } K_{d2} = K_{d2}.\]

We change the hydro power plant with hydraulic governor instead of thermal power plant and the step load disturbances are kept the same with first case. The deviations in frequency of first and second power area are shown in Fig. 9. Fig. 10 shows mechanical power deviation of two control areas. Fig. 11 and Fig. 12 display in order the tie-line power deviation and control signal deviation. In each control area, the closed loop responses applying the GESO controller are simply to observe from Fig. 9 to Fig. 12 that the response performance is better in terms of settling time about 1s and under/overshoots, in comparison to the recent others proposed in [5–6], [15].
We change the feedback control gain in this case can be designed as $$K = \begin{bmatrix} 0.0084 & 0.0012 & 0.0043 & 0.0011 \end{bmatrix}^T$$

where:

- $K_1$ and $K_2$ are the feedback gains for each control area.

The actual random load disturbance is applied to the system at time $t = 0.05$ with a magnitude of oscillation around $6$. The magnitude of oscillation for the system is the difference between the initial and final conditions. The performance of the proposed approach is examined by comparing the tie-line power deviation and control signal deviation in the response performance. Figure 10 and Figure 9, respectively, illustrate these deviations.

Figure 11 shows mechanical power deviation, which is the difference between the control areas. The mechanical power deviation is calculated as $\Delta P_m = (P_{m1} - P_{m2})$. The mechanical power deviation is observed to be within acceptable limits.

In the second case, the performance of the proposed approach is further examined by comparing the tie-line power deviation and control signal deviation in the response performance. Figure 10 and Figure 9, respectively, illustrate these deviations.

The suggested GESO control approach is used to examine the system's response performance in terms of load variations. In this specific case, the power system includes two kinds of the plant as a thermal power plant with reheat turbine and a hydro power plant with a mechanical hydraulic governor. The parameter values of the complex power system are calculated given as:

Remark 3: From the reporting of simulation in case 1 and case 2, the proposed approach is one of main objectives to finalize the matched disturbances and achieve shorter setting time and smaller transient deviation in terms of load disturbances for interconnected power system by applying of the proposed GESO law. So, some limitations of other schemes in recent papers [5–6] and [15] have been resolved.

Case 3. Now, the suggested GESO control approach is used to examine by comparing with traditional LFC [5–6], [15] at random load variations. In this specific case, we consider the power system which includes two kinds of the plant as thermal power plant with reheat turbine and hydro power plant with mechanical hydraulic governor. The parameter values of the complex power system are calculated given as:
In the first area:

\[
A_1 = \begin{bmatrix}
-0.05 & 6 & 0 & 0 & 0 & -0.0327 \\
0 & -0.1 & -15667 & 16667 & 0 & 0 \\
0 & -3.3333 & 3.3333 & 0 & 0 & 0 \\
-5.2083 & 0 & 0 & -12.5 & 0 & 0 \\
0.425 & 0 & 0 & 0 & 0 & 0.0054 \\
6.2832 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
B_1 = \begin{bmatrix}
0 & 0 & 0 & 12.5 & 0 & 0
\end{bmatrix}^T
\]

\[
\Gamma_1 = \begin{bmatrix}
-6 & 0 & 0 & 0 & 0
\end{bmatrix}^T
\]

The feedback control gain can be designed:

\[
K_{x1} = \begin{bmatrix}
-0.0417 & 0.0003 & -0.0781 & 0 & -6.0115 & 0.3879
\end{bmatrix} \times 10^6
\]

\[
K_{d1} = \begin{bmatrix}
-210.4250
\end{bmatrix}
\]

And the second area:

\[
A_2 = \begin{bmatrix}
-0.05 & 6 & 0 & 0 & 0 & -0.0327 \\
0.4831 & -6.6667 & 6.7362 & 1.0899 & 0 & 0 \\
-0.1697 & 0 & -0.0348 & -3.2986 & 0 & 0 \\
-1.3889 & 0 & 0 & -3.3333 & 0 & 0 \\
0.4250 & 0 & 0 & 0 & 0 & 0.0054 \\
6.2832 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
B_2 = \begin{bmatrix}
0 & -1.1594 & 0.5797 & 3.3333 & 0 & 0
\end{bmatrix}^T
\]

\[
\Gamma_2 = \begin{bmatrix}
-6 & 0 & 0 & 0 & 0
\end{bmatrix}^T
\]

The feedback control gain can be designed:

\[
K_{x2} = \begin{bmatrix}
-0.0084 & -0.0012 & 0.0043 & -0.0011 & -6.8195 & 0.4481
\end{bmatrix} \times 10^6
\]

\[
K_{d2} = \begin{bmatrix}
-210.4250
\end{bmatrix}
\]

And the tie-line power between two-area are chosen as:

\[
H_{12} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0.0327 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.0054 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

The actual random load disturbances are implemented and applied in both control areas of power system as presented in Fig. 13 to Fig. 17. In flowing detail, Fig. 13 shows the load variations of two control areas. The deviation in frequency of both areas is shown in Fig. 14.

Fig. 15, Fig. 16 and Fig. 17 plot the frequency deviation, mechanical power deviation and control signal deviation of two control areas. The generalized extended observer controller is still designed to compute and estimate system variables. In comparison between the deviations in frequency from [5–6], [15] and the simulation results of the proposed GESO controller, the significant improvement is to reduce the magnitude of oscillation as well as minimize under or overshoots and settling time in the response performance.

**Remark 4**: To observe of 3 cases of simulation results above, the proposed GESO ap-
The approach achieves affectively the response performance under conditions such as the matched uncertainties and random load variations appearing in complex power networks. The suggested control scheme is applied and developed to eliminate load disturbances and to restore the nominal point of system performance, and to reduce the influence of external disturbances.

**Case 4.** In this part, the frequency variation, tie-line power and control input signal are presented from Fig. 18 to Fig. 20 at different step load disturbances $\Delta P_{d1} = 0.1$ (p.u.MW) at $t = 0$ s in the first-area, $\Delta P_{d2} = 0.05$ (p.u.MW) at $t = 0$ s in the second-area. The non-reheat turbine is applied to both areas and system parameters are used the same with the one given in [28].

Delve into data analysis, the goal of any load frequency controllers is to return frequency value to the safe point. It is to be clear that we observe in Fig. 18 and Fig. 19, the proposed GESO controller obtains the normal range in frequency about 1 s at both areas and decreases tie-line power variation to zero about 3 s, respectively. The proposed GESO controller also reduces and minimizes overshoot and settling time as compared with recent studies in [5-6], [15] and with observer controller in [28].
Simulation 2. In the last case, we consider the dynamic models utilized for simulation of physical constraints of GDB and GRC in the thermal power plant with reheat turbine and the hydro power plant with mechanical hydraulic governor in Fig. 21.

We test the proposed controller with the step load disturbance of $\Delta P_{d1} = 0.01$ (p.u MW) at $t = 1$ s and $\Delta P_{d2} = 0.03$ (p.u MW) at $t = 1$ s. Fig. 22, Fig. 23 and Fig. 24 represent the frequency variation, tie-line power variation and mechanical power variation in each control area. The control signal of both control area illustrates in Fig. 25. As it is clear, with the proposed GESO controllers, the transient oscillations are determined a longer time with larger amplitude than in the cases of without considering the GRC and GDB in case 1, case 2, case 3 in simulation 1. The proposed control strategy has also discovered satisfactory even in presence of GRC, GDB and step load disturbances in comparison with [30]. The overshoot percentage and settling time are synchronously significantly decreased in the transient performance of the suggested GESO controller.

Remark 5. It is to be noted that the suggested GESO approach has ability to estimate and compensate exactly under the matched uncertainty. In particular, the proposed control scheme makes better the system damping characteristic.
to feedback signal of the interconnected power network. To show the robustness of the proposed GESO, the simulation results are used to compare with the cases of considering and without considering the GDB and GRC nonlinearity effects in [31]. The proposed controller clearly indicates that transient performance has adapted with required condition such as the setting time and under/overshoot in comparison with previous research. Thus, the small deviations in frequency with the proposed GESO have less effect on the plant reserve capacity and power market.

6. Conclusions

To solve the problem of unmeasurable of system states in interconnected power system due to lack of sensor, the load frequency control based generalized extended state observer is proposed in this paper. The generalized extended state observer is used to estimate the unmeasurable of system states and load disturbances. The proposed scheme of making the interconnected power system is not only secure and stable but also useful to solve the satisfactory performance with system parameter uncertainties. The simulation results point out that the LFC based GESO approach improves the system dynamic response to fast response in setting time and to reduce over or undershoots in power network with the dynamic model of thermal power plant with reheat turbine and hydro power plant. Moreover, the report of simulation results is used to compare with the cases of considering and without considering the GDB and GRC nonlinearity effects on power network. It is evident that the robustness of the suggested controller in terms of stability and effectiveness of system.
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