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Abstract—Distribution matching is the process of mapping a uniformly distributed input sequence onto sequences that approximate the output of a desired discrete memoryless source (DMS) with a target distribution (see Fig. 1). A dematcher performs the inverse operation and recovers the input symbols from the output sequence.

I. INTRODUCTION AND PRELIMINARIES

A distribution matcher (DM) transforms sequences of independent, uniformly distributed symbols into sequences that approximate a discrete memoryless source (DMS) with a target distribution (see Fig. 1). A dematcher performs the inverse operation and recovers the input symbols from the output sequence.

Optimal variable-to-fixed- and fixed-to-variable-length DMs are proposed in [1]–[4]. The codebooks of these DMs must be generated offline and stored. This is infeasible for large codeword lengths that are necessary to achieve the maximum rate. As a remedy, arithmetic coding can calculate the codebook online [5], [6]. All these approaches have either variable input or variable output lengths, which can lead to varying transmission rate, large buffer sizes, error propagation, and synchronization problems [1] Sec. I.

Fixed-to-fixed-length DMs do not have these issues. The authors of [7] Sec. 4.8 and [8] therefore suggest to use block codes to build a fixed-to-fixed-length DM. However, these schemes include many-to-one mappings and hence cannot always recover the input sequence without error.

To overcome these problems, in [9] a fixed-to-fixed-length, binary-output, one-to-one DM was proposed with a codebook being a subset of a type set. The normalized divergence between the output distribution of this constant composition distribution matcher (CCDM) and the target distribution vanishes as the output block length tends to infinity. This property is important for energy efficient communication schemes such as the scheme proposed in [8], [10] that achieves the capacity of arbitrary discrete memoryless channels (DMCs) [8] or the scheme proposed in [11] that achieves the capacity of the additive white Gaussian noise channel.

Another application of DMs is stealth communication [12], in which the adversary should not learn whether a transmission occurs or not. To achieve stealth, the unnormalized divergence between the received signal and an “idle signal” of the channel (e.g. white Gaussian noise) should approach zero.

To the best of the authors’ knowledge, the performance of fixed-to-fixed-length DMs has not yet been evaluated in terms of unnormalized divergence. This work aims to fill this gap. In particular, we show that even for the optimal fixed-to-fixed-length, binary-output, one-to-one DM, the unnormalized divergence increases at least logarithmically in the output block length (Section V). Our results thus suggest that practical one-to-one, fixed-to-fixed-length DMs cannot provide stealth for all possible channels (e.g., certain noiseless channels).

Furthermore, we show in Section V that the unnormalized divergence of CCDM increases also logarithmically in the output block length. Thus, CCDM achieves the minimum unnormalized divergence within a constant gap.

II. PRELIMINARIES

We denote a random variable as A, its alphabet as $\mathcal{A}$, and its distribution as $P_A$. For binary alphabets $\mathcal{A} = \{0, 1\}$ we sometimes write $p = P_A(1) = 1 - P_A(0)$. The uniform distribution on the set $\mathcal{A}$ is denoted as $U_\mathcal{A}$, i.e., for every $a \in \mathcal{A}$, we have $U_\mathcal{A}(a) = 1/|\mathcal{A}|$.

We denote a length-$n$ random string or sequence as $A^n := (A_1, \ldots, A_n)$. If its entries are independent and identically distributed (iid), we have, for every realization $a^n := (a_1, \ldots, a_n) \in \mathcal{A}^n$,

$$P_{A^n}(a^n) = P_A^n(a^n) = \prod_{i=1}^{n} P_A(a_i). \quad (1)$$
The empirical distribution of the sequence \(a^n \in A^n\) is
\[
\hat{P}_a^n(\alpha) = \frac{n_\alpha(a^n)}{n}
\] (2)
where \(n_\alpha(a^n) = |\{i : a_i = \alpha\}|\) is the number of times the symbol \(\alpha \in A\) appears in \(a^n\). The authors of [15, Sec. 2.1] call \(P_e\) the type of the sequence \(e\). An \(n\)-type is a type based on a length-\(n\) sequence. Note that the \(n\)-types partition the alphabet \(A^n\) into equivalence classes, called the type sets. We write \(C_k\) for the set that contains all type sets up to weight \(k\). We have
\[
|C_k| = \sum_{i=0}^{k} \binom{n}{k}.
\]

The entropy of a discrete random variable \(A\) with alphabet \(A\) and distribution \(P_A\) is
\[
\mathbb{H}(P_A) = \sum_{a \in \text{supp}(P_A)} -P_A(a) \log_2 P_A(a)
\] (3)
where \(\text{supp}(P_A) \subseteq A\) is the support of \(P_A\). We sometimes write \(\mathbb{H}(p)\) for binary entropies. The informational divergence of two distributions on \(A\) is
\[
\mathbb{D}(P_A||P_B) = \sum_{a \in \text{supp}(P_A)} P_A(a) \log_2 \frac{P_A(a)}{P_B(a)}.
\] (4)

We sometimes write \(\mathbb{D}(|\hat{p}||p)\) for the informational divergence of two distributions on \(A = \{0,1\}\) with \(P_A(1) = p\) and \(P_B(1) = \hat{p}\). With this notation, we have the following result.

**Lemma 1** (Bound on Entropy Difference). Let \(0 < p < 1\) and \(0 < \rho < \rho < p\). Then
\[
\mathbb{H}(p) - \mathbb{H}(p - \rho) \leq \rho \log_2 \frac{1 - p + \rho}{p - \rho}.
\] (5)

**Proof**: The bound follows from
\[
\mathbb{H}(p) - \mathbb{H}(p - \rho) = \rho \log_2 \frac{1 - p + \rho}{p - \rho} - \mathbb{D}(p||p - \rho)
\] (6)
and the non-negativity of informational divergence. 

Our results rely on properties of binomial coefficients. We state the relevant results here.

**Lemma 2** (Bounds on binomial coefficient). If \(0 < p < 1/2\) and \(np\) is integer, then
\[
\frac{2^n \mathbb{H}(p)}{\sqrt{8np(1-p)}} \leq \binom{n}{np} \leq \frac{2^n \mathbb{H}(p)}{\sqrt{2\pi np(1-p)}}
\] (7)

**Proof**: The proof follows by applying Stirling’s approximation twice, see [14, Chapter 4.7].

**Lemma 3** (Bounds on partial sums of binomial coefficients [15]). If \(0 \leq p < 1/2\) and \(np\) is integer, then
\[
\binom{n}{np} \alpha \beta \leq \sum_{i=0}^{np} \binom{n}{i} \leq \binom{n}{np} \alpha
\] (8)

with
\[
\alpha = \frac{1 - p + 1/n}{1 - 2p + 1/n}
\]
and
\[
\beta = \frac{n(1 - 2p)^2}{1 + n(1 - 2p)^2}.
\]

**Lemma 4** (Sum of binomial coefficients weighted with distance from the center [16, p. 166]). For every positive integer \(n\) and non-negative integer \(k\), \(k \leq n\), we have
\[
\sum_{i=0}^{k} \binom{n}{i} \left(\frac{n}{2} - i\right) = \frac{k + 1}{2} \binom{n}{k + 1}.
\]

## III. Fixed-Length Distribution Matching

Since variable-length DMs suffer from error propagation and large buffer sizes [11, Sec. 1], we focus on fixed-length DMs. A fixed-length DM is a mapping \(f: B^m \rightarrow A^n\) that maps a length-\(n\) input block \(B^m\) onto a length-\(n\) output block \(\hat{A}^n\) with distribution \(P_{\hat{A}^n}\) that should mimic the output of a DMS with distribution \(P_A\) on \(A\) (see Fig. 1). The mapping’s image \(C = f(B^m)\) is called the codebook and each element in the codebook is a codeword.

In this work, we focus on mappings \(f\) that are one-to-one. However, it may be interesting to also consider invertible one-to-many and invertible random mappings. Potential application areas for DMs are energy efficient communication and stealth communication. In both areas the DM can be characterized by informational divergence.

For energy efficient communication, suppose that \(P_A\) is the capacity-achieving input distribution of a DMC with capacity \(C\). Let \(\hat{Y}^n\) be the channel output for an input \(\hat{A}^n\). If \(I(\hat{A}^n;\hat{Y}^n)\) is the mutual information between the input and the output sequence, then it can be shown that [3, eq. (23)]
\[
C - \frac{\mathbb{D}(P_{\hat{A}^n}||P_{\hat{Y}^n})}{n} \leq \frac{I(\hat{A}^n;\hat{Y}^n)}{n} \leq C.
\] (11)

Hence, a small *normalized* divergence guarantees a mutual information close to capacity.

For stealth communication, suppose that an adversary wants to detect a transmission over a DMC, i.e., the activity rather than the content. Suppose that \(P_\gamma\) is the distribution the adversary expects to observe at the channel output when no transmission occurs, and suppose that \(P_A\) is a distribution for which the channel responds with exactly this output distribution. Let again \(\hat{Y}^n\) be the channel output for an input \(\hat{A}^n\). In [12, Section IV & Lemma 1], the authors showed that if
\[
\mathbb{D}(P_{\hat{Y}^n}||P_{\gamma^n}) \rightarrow 0
\] (12)
as \(n \rightarrow \infty\), the best an adversary can do is to guess without observing \(\hat{Y}^n\). Since, by the data processing inequality, \(\mathbb{D}(P_{\hat{A}^n}||P_{\hat{Y}^n}) \geq \mathbb{D}(P_{\hat{A}^n}||P_{\gamma^n})\), zero unnormalized divergence guarantees stealth. Note, however, that this is only a sufficient condition: Even if \(\mathbb{D}(P_{\hat{A}^n}||P_{\gamma^n}) > 0\), one can obtain \(\mathbb{D}(P_{\hat{Y}^n}||P_{\gamma^n}) \rightarrow 0\) depending on the DMC [11].

Throughout this work we assume that \(B^m\) is a sequence of independent, uniformly distributed random variables \(B_i\), hence \(B^m\) is uniformly distributed on \(B^m\). Since \(f\) is one-to-one, we have \(P_{\hat{f}(B^m)} = U_C\), and the informational divergence can be

1 If the DMC is completely noisy, one gets \(\mathbb{D}(P_{\hat{Y}^n}||P_{\gamma^n}) = 0\) for every \(P_{\hat{A}^n}\). In contrast, if the DMC is noiseless, then the condition \(\mathbb{D}(P_{\hat{A}^n}||P_{\gamma^n}) \rightarrow 0\) becomes necessary for stealth.
We suppose that $p$ is independent of the target distribution. Note that (16) depends only on the selected codebook and is interesting cases.

In [9], a fixed-length, binary-output, one-to-one DM was presented for which all codewords in the codebook $C$ have the same composition or type, i.e., $P_A^n$ is the same for all $a^n \in C \subset \{0,1\}^n$. The DM is called a constant composition distribution matcher (CCDM). For a given output sequence $n$, we wish to choose the type $\hat{P}_C$ that approximates the binary target distribution $P_A(1) = 1 - P_A(0) = p$ optimally in the sense of minimizing $\mathbb{D}(\hat{P}_C||P_A)$. This optimal $\hat{P}_C$ is called the optimal $n$-type approximation of $P_A$, cf. [17].

For CCDMs we can find reasonably tight bounds for unnorm.

Consider binary-output DMs, i.e., $A = \{0,1\}$. We write $p = P_A(1) = 1 - P_A(0)$ and $p_C = \hat{P}_C(1) = 1 - \hat{P}_C(0)$. For [15] we have

$$\mathbb{D}(U_C||P^n_A) = - \log_2 |C| + n \mathbb{H}(p_C) + n \mathbb{D}(p_C||p).$$

We suppose that $0 < p < \frac{1}{2}$ because this encomasses all interesting cases.

IV. ANALYSIS OF CCDM

In [9], a fixed-length, binary-output, one-to-one DM was presented for which all codewords in the codebook $C$ have the same composition or type, i.e., $P_A^n$ is the same for all $a^n \in C \subset \{0,1\}^n$. The DM is called a constant composition distribution matcher (CCDM). For a given output sequence $n$, we wish to choose the type $\hat{P}_C$ that approximates the binary target distribution $P_A(1) = 1 - P_A(0) = p$ optimally in the sense of minimizing $\mathbb{D}(\hat{P}_C||P_A)$. This optimal $\hat{P}_C$ is called the optimal $n$-type approximation of $P_A$, cf. [17].

For CCDMs we can find reasonably tight bounds for unnorm.

In particular, there exists a constant $\kappa$ such that $\mathbb{D}(\hat{P}_C||P_A) < \kappa / n^2$ [17] Prop. 4). Moreover, with [16] we have

$$\mathbb{D}(U_C||P^n_A) = - \log_2 |C| + n \mathbb{H}(p_C) = \log_2 \frac{2 n \mathbb{H}(p_C)}{|C|}.$$ 

This divergence is minimized by choosing the largest possible codebook, i.e., by selecting as many codewords from the chosen type set as possible. Since the cardinality of the type set is $\binom{n}{n_{pc}}$, we get $|C| \leq \binom{n}{n_{pc}}$. If the input symbols are $B$-ary, i.e., $|B| = B$, the full type set can be chosen only if its size is a power of $B$. In the worst case, the matcher uses only a fraction $1/B$ of the type set and one additional codeword as codebook. Thus, $|C| > \binom{n}{n_{pc}} / B$ and with [16] and Lemma [2] we obtain

$$\mathbb{D}(U_C||P^n_A) \leq \log_2 \frac{2 n \mathbb{H}(p_C)}{|C|} < \log_2 \frac{2 n \mathbb{H}(p_C)}{B} \leq 1 \frac{1}{2} \log_2 n + \frac{1}{2} \log_2 (8 B p_C (1 - p_C)).$$

Since $p_C \rightarrow p$ for large $n$, it follows that $\mathbb{D}(U_C||P^n_A)$ grows at most logarithmically in $n$. Employing the upper bound from Lemma [2] together with $|C| \leq \binom{n}{n_{pc}}$ yields

$$\mathbb{D}(U_C||P^n_A) \geq \frac{1}{2} \log_2 n + \frac{1}{2} \log_2 (2 \pi p_C (1 - p_C))$$

and hence $\mathbb{D}(U_C||P^n_A)$ grows logarithmically in $n$. Note that choosing the type sets such that $|p_C - p| \rightarrow \epsilon > 0$ implies $\mathbb{D}(p_C||p) \rightarrow \delta > 0$ by Pinsker’s inequality which in turn implies that $\mathbb{D}(U_C||P^n_A)$ grows linearly in $n$ by [15].

Clearly, the above CCDM may be used in energy efficient transmission schemes for DMCs as normalized divergence approaches zero. However, its unnormalized divergence does not vanish. One may claim that this is a consequence of the following two restrictions: 1) all codewords in the codebook were chosen from the same type set, and 2) the codebook size is restricted to be a power of $B$. In the following section we drop both restrictions and present an optimal, albeit impractical, codebook construction. We show that $\mathbb{D}(U_C||P^n_A)$ still grows at least logarithmically in $n$. Hence, this growing divergence is not a consequence of the two restrictions mentioned above, but rather a fundamental limit of fixed-length, binary-output, one-to-one DMs. As a side result, one can see that CCDM achieves the unnormalized divergence of the optimal scheme within a constant gap.

V. OPTIMAL CODEBOOK CONSTRUCTION

In [7] a codebook construction that is optimal for a fixed-length, binary-output, one-to-one DM is proposed. For a given codebook size $|C|$, the divergence

$$\mathbb{D}(U_C||P^n_A) = \sum_{a^n \in C} \frac{1}{|C|} \log_2 \frac{1}{P^n_A(a^n)}$$

is small if we choose $C$ to be an ensemble of codewords that are most likely according to the target distribution $P^n_A$. Consequently, the codebook construction should include the all-zero codeword. Next, codewords with a single one and $n - 1$ zeros are included, and so on. It follows that $p_C$ grows monotonically in the codebook size $|C|$. It remains to determine the optimal codebook size $|C|$, which can be done by a line search [7].

We now characterize the optimal codebook. In particular, it turns out that the optimal binary codebook must contain complete type sets. This result seems surprising, as for large $n$ the type sets grow exponentially for a $k$ growing linearly with $n$ (cf. Lemma [3]). We would have guessed that codebooks with complete type sets only must be suboptimal in terms of $\mathbb{D}(U_C||P^n_A)$. The following lemma shows that this intuition is wrong.
Lemma 5. Minimum divergence codebooks must contain complete type sets.

Proof: Suppose $C$ contains all type sets with weight at most $k$ and $0 \leq \ell < (k+1)$ codewords of the type set with weight $k+1$. We have

$$|C| = |C_k| + \ell$$

and $|C_k| \leq |C| < |C_{k+1}|$. Using (20) and (16), we obtain

$$p_C = \frac{\sum_{i=0}^{k} \binom{n}{i} i + \ell(k+1)}{n(|C_k| + \ell)}$$

$$\mathbb{D}(U_C\|P^n_k) = -\log_2(|C_k| + \ell) + \sum_{i=0}^{k} \binom{n}{i} (\frac{i}{n} + \ell(k+1)) + c$$

with positive constants $a = \log_2((1-p)/p)$ and $c = -\log_2(1-p)$. Taking $\ell$ as a continuous variable, the first and second derivatives with respect to $\ell$ are

$$\frac{\partial}{\partial \ell} \mathbb{D}(U_C\|P^n_k) = -\frac{1}{\ln(2)(|C_k| + \ell)} + a \sum_{i=1}^{k} \binom{n}{i} (k+1-i)$$

$$\frac{\partial^2}{\partial \ell^2} \mathbb{D}(U_C\|P^n_k) = \frac{1}{\ln(2)(|C_k| + \ell)^2} - 2a \sum_{i=1}^{k} \binom{n}{i} (k+1-i)$$

The first derivative evaluates to zero only for

$$\ell_0 = a \frac{1}{\ln(2)} \sum_{i=1}^{k} \binom{n}{i} (k+1-i)$$

which can be negative but is larger than $-|C_k|$. Evaluated at $\ell_0$, the second derivative (22) is negative, hence $\ell_0$ maximizes $\mathbb{D}(U_C\|P^n_k)$.

We look for the $\hat{\ell} \in \{0,1,\ldots,\binom{n}{k+1}\}$ that minimizes $\mathbb{D}(U_C\|P^n_k)$. If $\ell_0 \in [0;\binom{n}{k+1}]$, then $\mathbb{D}(U_C\|P^n_k)$ increases on $\{0,\ldots,\ell_0\}$ and decreases on $\{\ell_0;\binom{n}{k+1}\}$. If $\ell_0 \notin [0;\binom{n}{k+1}]$, then $\mathbb{D}(U_C\|P^n_k)$ is either monotonically increasing or decreasing on $\{0,\binom{n}{k+1}\}$. In both cases we either have $\hat{\ell} = 0$ or $\hat{\ell} = \binom{n}{k+1}$. Thus, for codebooks of size $|C| \in \{|C_k|,\ldots,|C_{k+1}|\}$ the minimal divergence codebook is either $C_k$ or $C_{k+1}$, i.e., a codebook with complete type sets. Since this holds for every $k$, the proof is completed.

We continue to use only codebooks with complete type sets. We have

$$p_{C_k} = \hat{P}_{C_k}(1) - \hat{P}_{C_k}(0) = \frac{\sum_{i=0}^{k} \binom{n}{i} i}{\sum_{i=0}^{k} \binom{n}{i} n}$$

which increases monotonically in $k$.

Lemma 6. For every positive integer $n$ and every non-negative integer $k$, $k < n/2$, we have

$$0 \leq \frac{k}{n} - p_{C_k} \leq \frac{1}{2n(1-2\frac{k}{n})}.$$

Proof: Since $p_{C_k}$ is the average weight of the codewords in $C_k$, the lower bound follows immediately. For the upper bound, we write

$$p_{C_k} = \frac{\sum_{i=0}^{k} \binom{n}{i} i}{\sum_{i=0}^{k} \binom{n}{i} n} = \frac{1}{2} \frac{\sum_{i=0}^{k} \binom{n}{i} (\frac{i}{n} - i)}{\sum_{j=0}^{k} \binom{n}{j} n}.$$ 

Using Lemma 4 we can simplify this to

$$p_{C_k} = 1 - \frac{k+1}{2n} \binom{n}{k+1} = 1 - \frac{n-k}{2n} \sum_{j=0}^{k} \binom{n}{j} n$$

Let $q := k/n < 1/2$ so that $k = nq$. We insert the lower bound of Lemma 4 to obtain

$$p_{C_k} = 1 - \frac{1}{2} \left(1 - \frac{q}{2}\right) \frac{nq}{\sum_{j=0}^{k} \binom{n}{j} n} \leq 1 - \frac{1}{2} \left(1 - \frac{q}{2}\right)$$

which establishes the upper bound of (24).}

We next show that the optimal codebook leads to a divergence that grows at least logarithmically in $n$. Let

$$\hat{k} := \hat{k}(n) := \arg \min_{k \in \{0,\ldots,n\}} \mathbb{D}(U_{C_k}\|P^n_k)$$

for a given $n$ and a given target distribution $P_k$. With (17) we have

$$\mathbb{D}(U_{C_k}\|P^n_k) = \log_2 \frac{1}{|C_k|} + n \mathbb{H}(p_{C_k}) + n \mathbb{D}(p_{C_k}\|P).$$

From the discussion in Section 4 we know that the unnormalized divergence of a CCDM grows logarithmically in $n$. Thus, the unnormalized divergence of the optimal codebook cannot grow faster than logarithmically in $n$, and we have

$$\mathbb{D}(p_{C_k}\|P) \to 0 \quad \text{as} \quad n \to \infty.$$ Pinzer's inequality thus implies

$$|p_{C_k} - p| \to 0.$$ From Lemma 6 we know that $|p_{C_k} - k/n| \to 0$ and hence $|k/n - p| \to 0$ by the triangle inequality.

For every $k/n, k/n < 1/2$, we obtain the following upper bound from Lemmas 2 and 3

$$|C_k| \leq \binom{n}{k} \frac{n-k+1}{n-2k+1} \leq \frac{2^n \mathbb{H}(k/n)(n-k+1)}{\sqrt{2\pi nk(n-k+1)}}.$$
Consequently, for any codebook with $k/n < 1/2$ we have
\[
\mathcal{D}(U_{C_k} \mid P_n^k) \\
\geq \log_2 \frac{1}{|C_k|} + n\mathcal{H}(p_{C_k}) \\
\geq - \log_2 \left( \frac{2n^{\mathcal{H}(k/n)}(n-k+1)}{2\pi n^k n^{-k}(n-2k+1)} \right) + n\mathcal{H}(p_{C_k}) \\
= \frac{1}{2} \log_2 n + n\mathcal{H}(k/n) - n\mathcal{H}(p_{C_k}) \\
+ \frac{1}{2} \log_2 \left( \frac{2\pi(1 - \frac{k}{n})(1 - 2\frac{k}{n} + \frac{1}{n})^2}{(1 - \frac{k}{n} + \frac{1}{n})^2} \right).
\]
(31)

For small $n$, $k/n$ may be greater than 1/2; but since $k/n \to p < 1/2$, the above bound holds also for the optimal codebook for $n$ sufficiently large.

Now define $\epsilon(n) = \frac{1}{2n(1-2k/n)}$. Lemmas 1 and 6 give
\[
n\mathcal{H} \left( \frac{k}{n} \right) - n\mathcal{H}(p_{C_k}) \leq \frac{1}{2(1-2\frac{k}{n})} \log_2 \frac{1 - \frac{k}{n} + \epsilon(n)}{\frac{k}{n} - \epsilon(n)}.
\]
(32)

Combining the results (31) and (32), we obtain a lower bound on the unnormalized divergence for $n$ sufficiently large such that $\hat{q} := k/n$ remains smaller than 1/2:
\[
\mathcal{D}(U_{C_k} \mid P_n^k) \geq \frac{1}{2} \log_2 n - \frac{1}{2(1-2\hat{q})} \log_2 \frac{1 - \hat{q} + \epsilon(n)}{\hat{q} - \epsilon(n)} \\
+ \frac{1}{2} \log_2 \left( \frac{2\pi(1 - \hat{q})(1 - 2\hat{q} + \frac{1}{n})^2}{(1 - \hat{q} + \frac{1}{n})^2} \right).
\]
(33)

To show that the unnormalized divergence grows logarithmically in $n$, we evaluate (33) in the limit $n \to \infty$. Specifically, since $\hat{q} \to p$ and $\epsilon(n) \to 0$ with $n \to \infty$, we have
\[
\liminf_{n \to \infty} \left( \mathcal{D}(U_{C_k} \mid P_n^k) - \frac{1}{2} \log_2 n \right) \\
\geq \frac{1}{2} \log_2 \left( \frac{2\pi(1 - 2p)^2}{1 - p} \right) - \frac{1}{2(1-2p)} \log_2 \frac{1-p}{p}.
\]
(34)

Thus, the divergence grows at least logarithmically in $n$.

VI. CONCLUSION AND OUTLOOK

We have analyzed fixed-to-fixed-length, binary-output, one-to-one DMs in terms of the unnormalized divergence between the DM output and a discrete memoryless source. We showed that the unnormalized divergence of CDMs grows at most logarithmically in the output block length $n$. For optimal DMs that are codebooks with complete type sets, we showed that the unnormalized divergence grows at least logarithmically in the output block length $n$. Thus, CDMs perform within a constant gap of the optimal DM. Our results suggest that fixed-to-fixed-length, binary-output, one-to-one DMs are useful in energy efficient communication schemes for DMCs, but they may fail to provide stealth.

Numerical simulations suggest that normalized divergence of variable-length DMs converges faster to zero than normalized divergence of fixed-length DMs. This suggests that variable-length DMs have an unnormalized divergence that grows slower than logarithmically in $n$. Moreover, we have reason to believe that randomized one-to-many DMs – which are still invertible – may also lead to smaller unnormalized divergences. Future work shall characterize the resulting trade-off between unnormalized divergence and the randomness required for the scheme.
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