Ergodic Capacity Comparison of Different Relay Precoding Schemes in Dual-Hop AF Systems with Co-Channel Interference

Guangxu Zhu, Student Member, IEEE, Caijun Zhong, Member, IEEE, Himal A. Suraweera, Member, IEEE, Zhaoyang Zhang, Member, IEEE, Chau Yuen Member, IEEE and Rui Yin, Member, IEEE

Abstract—In this paper, we analyze the ergodic capacity of a dual-hop amplify-and-forward relaying system where the relay is equipped with multiple antennas and subject to co-channel interference (CCI) and the additive white Gaussian noise. Specifically, we consider three heuristic precoding schemes, where the relay first applies the 1) maximal-ratio combining (MRC) 2) zero-forcing (ZF) 3) minimum mean-squared error (MMSE) principle to combine the signal from the source, and then steers the transformed signal towards the destination with the maximum ratio transmission (MRT) technique. For the MRC/MRT and MMSE/MRT schemes, we present new tight analytical upper and lower bounds for the ergodic capacity, while for the ZF/MRT scheme, we derive a new exact analytical ergodic capacity expression. Moreover, we make a comparison among all the three schemes, and our results reveal that, in terms of the ergodic capacity performance, the MMSE/MRT scheme always has the best performance and the ZF/MRT scheme is slightly inferior, while the MRC/MRT scheme is always the worst one. Finally, the asymptotic behavior of ergodic capacity for the three proposed schemes are characterized in large $N$ scenario, where $N$ is the number of relay antennas. Our results reveal that, in the large $N$ regime, both the ZF/MRT and MMSE/MRT schemes have perfect interference cancelation capability, which is not possible with the MRC/MRT scheme.

Index Terms—Dual-hop relaying, Co-channel interference, Ergodic capacity, Multiple antennas, Linear receiver

I. INTRODUCTION

Although decades of advancements in communication theory and practice have vastly empowered current cellular systems with improved performance, providing satisfactory throughput in the cell edge region is still a major challenge [1, 2]. Towards this end, one effective solution that has received wide acceptance is the deployment of wireless relays [3]. One or more relays are implemented in a network to assist the communication between the source and destination. Two popular relaying protocols that have been extensively studied in the literature are amplify-and-forward (AF) and decode-and-forward (DF) [4, 5]. An AF relay mimics the simple repeater functionality by amplifying the received signal, while the DF relay on the other hand decodes the source messages and forwards them to the destination.

To gain a fundamental understanding on the performance of relaying systems, a great deal of works have investigated the Shannon capacity in various practical relaying systems. For single antenna systems, the ergodic capacity of fixed-gain and variable gain relaying with an arbitrary number of relays in Rayleigh fading was studied in [6], and closed-form approximations and bounds of fixed-gain AF relaying systems in more general fading models were presented in later works, including Nakagami-$m$ fading [7] and $G$-fading [8]. In [9], the authors derived an exact ergodic capacity expression for the variable-gain AF relaying system over Rayleigh fading channels. Several authors have also looked at the ergodic capacity of multi-antenna AF relaying systems. Using finite-dimensional random matrix theory, [10] investigated the capacity of multiple-input-multiple-output (MIMO) AF dual-hop systems with arbitrary finite antenna configurations, while in [11], an ergodic capacity analysis of MIMO AF channels with direct link between the source and destination was presented. It is worth pointing out that all these above works assume an interference free environment.

Due to the spectrum scarcity, future generations of commercial wireless systems are likely to adopt an aggressive frequency reuse policy in order to meet increasing demand for high quality wireless services. As such, relays deployed in 4G systems such as 3GPP LTE-Advanced, 802.16 j/m and IMT-Advanced can be subject to co-channel interference (CCI) from simultaneous transmissions on the same frequency channel [2]. The presence of CCI can severely degrade the system performance as demonstrated in a rich body of publications on the performance of dual/multi-hop relay systems with CCI. For example, the detrimental effect of CCI on the outage probability of AF relay systems has been examined in various fading models and communication scenarios, including Rayleigh and Nakagami-$m$ fading [12, 13], single/multiple interferer with different cases of interference at the relay and/or the destination [14, 15], relay selection [16] and multiple antenna systems [17, 18].

On the other hand, so far, only few papers have investigated the capacity of AF relaying systems in the presence of CCI. For single antenna systems, a closed-form expression for the ergodic capacity of a dual-hop system equipped with a single fixed-gain relay subject to interference was derived in [19]. The capacity of dual-hop and multi-hop AF relaying
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systems over Nakagami-$m$ fading with interference limited conditions was examined in [20, 21]. These studies have shed insights into how the performance of the system is affected by the dominant CCI factors, including the interference power and the fading severity. For multi-antenna cases, considering feedback delay and CCI, the ergodic capacity of a transmit beamforming/maximum ratio combining (MRC) AF dual-hop system equipped with a single antenna relay was studied in [22]. In [23], assuming short-term/long-term relay power constraints, the ergodic capacity of a CCI impaired dual-hop system with zero-forcing (ZF)/maximal radio transmission (MRT) processing at the multi-antenna relay was investigated. This contemporary list of reference suggests that, while some progress has been made, significant efforts are required to gain a thorough understanding on the effect of multiple antennas with linear processing on the fundamental capacity limits of dual-hop systems with CCI.

Motivated by this, we consider a multiple antenna AF dual-hop system with interference at the relay. We adopt a system model where the relay is equipped with multiple antennas while the source and the destination have a single antenna each. This particular scenario is applicable in device-to-device (D2D) communication over cellular architecture, where due to the unavailability of a strong direct link, two low complexity device nodes select a sophisticated multi-antenna base-station to carry relayed traffic. The interference at the relay is a widely assumed assumption in the literature, and could also appear in practice where the source-relay link and the relay-destination link occupy different frequency bands, hence experience different interference patterns.

It is well known that, with multiple antennas, linear processing techniques attain desirable tradeoff between the implementation complexity and system performance and are very effective methods to combat the CCI. As such, in this paper, we investigate the impact of linear processing schemes on the ergodic capacity of dual-hop AF systems with CCI. Specifically, apart from the ZF/MRT scheme studied in [23], we also consider another two popular linear processing techniques [24], i.e., the maximum ratio combining (MRC)/maximal ratio transmission (MRT) scheme and the minimum mean square error (MMSE)/MRT scheme, and present a detailed study of all the three considered schemes. Our main contributions are summarized as follows:

- For the MRC/MRT scheme and the MMSE/MRT scheme, we present analytical upper and lower bounds for the ergodic capacity of the system. These bounds remain sufficiently tight across the entire SNR range of interest, hence provide an efficient means for the evaluation of the ergodic capacity.
- For the ZF/MRT scheme, we present an exact analytical expression for the ergodic capacity of the system.
- We also look into the asymptotic large $N$ regime, where the MMSE/MRT and the ZF/MRT achieve the same ergodic capacity which is identical to the system without CCI, and present an exact expression for the ergodic capacity.
- Our results suggest that, among three schemes considered, the MMSE/MRT scheme attains the highest ergodic capacity and the ZF/MRT scheme is slightly inferior, while the MRC/MRT scheme is the worst one. In addition, increasing the number of relay antennas significantly enhances the ergodic capacity. Moreover, we examine numerically the impact of interference power distribution on the MMSE/MRT scheme, and it was demonstrated that the equal interference power scenario results in the lowest ergodic capacity.

The rest of the paper is organized as follows: Section II introduces the system model. Section III presents the exact or upper/lower bound analytical expressions for the ergodic capacity of the three linear processing schemes. Numerical results and discussions are provided in Section IV. Finally, Section V concludes the paper and summarizes the main findings.

Notaion: We use bold upper case letters to denote matrices, bold lower case letters to denote vectors and lower case letters to denote scalars. $\|h\|_F$ denotes the Frobenius norm, $\{x\}$ stands for the expectation of random variable $x$, $*$ denotes the conjugate operator, while $T$ denotes the transpose operator and $\dag$ denotes the conjugate transpose operator. $I_M$ is the identity matrix of size $M$. $\text{diag}(\cdot)$ denotes the diagonal matrix. $r!$ denotes the factorial of integer $r$ and $\Gamma(x)$ is the gamma function. $\Gamma(a, x)$ is the upper incomplete gamma function [26, Eq. (8.350.2)], $\psi(x)$ is the digamma function [26, Eq. (8.360.1)], $\Psi(a, b; z)$ is the confluent hypergeometric function [26, Eq. (9.210.2)], $\Psi^{(1,0,0)}(a, b; z)$ denotes the derivative of $\Psi(a, b; z)$ with respect to $a$, and $\Psi^{(0,1,0)}(a, b; z)$ the derivative of $\Psi(a, b; z)$ with respect to $b$. Both the functions are available in popular softwares such as MATHEMATICA. $K_{v}(x)$ is the $v$-th order modified Bessel function of the second kind [26, Eq. (8.407.1)], $\zeta(\cdot)$ is the Meijer’s G function [26, Eq. (9.301)] and $G^{1,1,1,1}_{1,1,1,1}(\cdot)$ denotes the generalized Meijer’s $G$-function of two variables [27] which can be computed by the algorithm presented in [28, Table II]. $\mathcal{N}(0, 1)$ denotes a scalar complex Gaussian distribution with zero mean and unit variance.

II. System Model

Fig. 1 shows the dual-hop AF relaying system considered in this paper. Because of size and complexity constraints, the source and the destination is only equipped with one antenna, while the more sophisticated relay, e.g., a base-station has multiple antennas. An interference scenario in which the relay is subjected to $M$ independently but not necessarily identically distributed co-channel interferers and additive white Gaussian noise (AWGN), while the destination is corrupted by AWGN only is assumed in this dual-hop system, the direct link is very weak and ignored due to high shadowing and path loss between the source and the destination.

1Please note, the analysis of the MRC/MRT and MMSE/MRT schemes presented in the ensuing section can be extend to the general scenario where both the relay and destination are subject to CCI. However, since the main purpose of the current work is to study the effect of multiple antennas on combating the CCI, considering the CCI at the destination would only complicate the analysis, yet providing no additional insight. Hence, we limit ourself to the scenario where only the relay node is subject to CCI.
Fig. 1: A schematic diagram of the system model.

In the considered dual-hop system, due to the half-duplex constraint, total communication between the source and the destination takes place in two time slots. In the first time slot, the source sends its signal to the relay and the received signal at the relay can be expressed as

$$y_r = h_1 x + \sum_{i=1}^{M} h_i s_i + n_1,$$  \hspace{1cm} (1)

where the channel gain for the source-relay link denoted by $h_1$ is an $N \times 1$ vector, and its entries follow independently and identically distributed (i.i.d.) $CN(0, 1)$, the channel gain for the $i$-th interference-relay link denoted by $h_i$, is an $N \times 1$ vector, and its entries follow i.i.d. $CN(0, 1)$, $x$ is the source symbol satisfying $E\{xx^H\} = P$. $s_i$ is the $i$-th interference symbol with $E\{s_i s_i^H\} = P_i$, $n_1$ is an $N \times 1$ vector and denotes the AWGN at the relay node with $E\{n_1 n_1^H\} = N_0 I$.

A linear procoder is applied to the received signal in (1) and transmitted to the destination in the second time slot. Therefore the scalar received signal at the destination can be written as

$$y_d = h^H_1 W y_r + n_2,$$  \hspace{1cm} (2)

where the channel gain for the relay-destination link denoted by $h_2$ is a $N \times 1$ vector, and its entries follow i.i.d. $CN(0, 1)$, $n_2$ is the AWGN at destination with $E\{n^2_2\} = N_0$, $W$ is the transformation matrix at relay node with $E\{|W|_F^2\} = P_r$.

Invoking (1) and (2), the end-to-end signal-to-interference-and-noise ratio (SINR) of the system can be computed as

$$\gamma = \frac{\sum_{i=1}^{M} \left| h^H_2 W h_i \right|^2 P_i}{\sum_{i=1}^{M} \left| h^H_2 W h_i \right|^2 P_i + \left| h^H_2 W \right|_F^2 N_0 + N_0}. \hspace{1cm} (3)$$

In general, due to the non-convex nature of the problem, the optimal relay transformation matrix $W$ maximizing the end-to-end SINR $\gamma$ does not seem to be analytically tractable. Hence, in this paper, a two-stage relay processing strategy is considered, i.e., the relay first utilizes linear processing methods to suppress the CCI, and then forwards the transformed signal to the destination using the MRT scheme. As such, the matrix $W$ is a rank-1 matrix, which can be expressed as $W = \omega \frac{h_2^H W_1}{\|h_2^H W_1\|_F}$, where $\omega$ is the power constraint factor, $\frac{h_2^H W_1}{\|h_2^H W_1\|_F}$ is the MRT precoder and $W_1$ is a $1 \times N$ linear combining vector, which depends on the linear combining scheme employed by the relay. Specifically, here we consider three different linear combining schemes, namely, the MRC, the ZF and the MMSE schemes as detailed below. For notational convenience, we define $\rho_1 = \frac{P}{N_0}$, $\rho_2 = \frac{P}{N_0}$ and $\rho_i = \frac{P_i}{N_0}$, $i = 1, \ldots, M$.

A. MRC Scheme

The MRC scheme adds together all the signals received from each antenna to achieve a higher SNR, mathematically, the MRC combiner is given by $w_1 = \frac{h^H_1}{\|h_1\|_F}$. To meet the transmit power constraint at the relay, the constant factor $\omega^2$ can be computed as

$$\omega^2 = \frac{\rho_2}{\|h_1\|_F \rho_1 + 1}, \hspace{1cm} (4)$$

thus, the corresponding end-to-end SINR for the MRC/MRT scheme $\gamma_{MRC}$ can be expressed as

$$\gamma_{MRC} = \frac{\gamma_1^{MRC} \rho_{MRC}}{1 + \rho_{MRC}^2}, \hspace{1cm} (5)$$

where $\gamma_{MRC} = \|h_2\|_F^2 \rho_2$.

It is well known that with independent fading at each antenna element in the presence of spatially AWGN, the MRC scheme is optimal in terms of maximizing the end-to-end SNR. However, in the presence of interference, MRC is in general suboptimal, as it treats the interference as noise. Hence, it is of great interest to look at more sophisticated linear combining schemes with superior interference suppression capability, i.e., the ZF or the MMSE scheme.

B. ZF Scheme

The ZF scheme intends to completely eliminate the CCI. To achieve this is possible, the number of the antennas equipped at the relay should be greater than the number of interferers. Hence, for the ZF/MRT scheme, it is assumed that $N > M$. According to [18, Proposition 1], the optimal ZF combining vector $w_1$ is given by

$$w_1 = \frac{h^H_1 P}{\sqrt{\|h_1^H P h_1\|}}, \hspace{1cm} (6)$$

where $P = I_N - H_I (H^H_I H_I)^{-1} H^H_I$ and $H_I = [h_{11}, h_{12} \cdots h_{1M}]$. Then, the power constraint factor can be calculated as

$$\omega^2 = \frac{\rho_2}{\|w_1^H h_1\|^2 \rho_1 + 1}. \hspace{1cm} (7)$$

Therefore, the corresponding end-to-end SINR of the ZF/MRT scheme can be written as

$$\gamma_{ZF} = \frac{\gamma_1^{ZF} \rho_{ZF}}{\gamma_1^{ZF} + \gamma_2^{ZF} + 1}, \hspace{1cm} (8)$$

where $\gamma_{ZF} = \|h_1^H P h_1\| \rho_1$, $\gamma_2^{ZF} = \|h_2\|_F^2 \rho_2$. 

C. MMSE Scheme

The ZF scheme completely eliminates the CCI at the relay, which however causes an elevated noise level. In contrast, the MMSE scheme does not fully eliminate the CCI, instead, it provides the optimum trade-off between interference suppression and noise enhancement. To make the analysis tractable, we assume that $P_{lf} \equiv P_f$, $\forall i = 1, 2, \ldots, M$, thus, we also have $P_{fl} \equiv P_f$, $\forall i = 1, 2, \ldots, M$. According to [29], the MMSE combiner should be set as $w_1 = \mathbf{h}_1^H (\mathbf{h}_1 \mathbf{h}_1^H + \mathbf{H}_f \mathbf{H}_f^H + \frac{N_0}{P_f} \mathbf{I}_N)^{-1}$. It is important to note that there exists some practical scenarios where the equal interference power assumption adopted to simplify the analytical derivation becomes realistic. For example, it applies when the interference sources are clustered together [30,31] or when the interference originates from a multiple antenna source implementing an uniform power allocation policy. In addition, we will later illustrate numerically in Section IV that our analytical results in Section III provide very accurate approximations to the ergodic capacity for scenarios with distinct interference power.

Also, in order to meet the power constraint at the relay, we have

$$\omega^2 = \frac{\rho_2}{|w_1^H \mathbf{h}_1|^2 \rho_1 + \sum_{i=1}^{M} |w_i^H \mathbf{h}_i|^2 \rho_l + \|w_1\|_F^2}. \quad (9)$$

Therefore, the corresponding end-to-end SINR for the MMSE/MRT scheme can be expressed as

$$\gamma_{\text{MMSE}} = \frac{\gamma_{\text{MMSE}, \text{MMSE}}}{\gamma_{\text{MMSE}} + \frac{\rho_2}{\rho_1}} + 1,$$  

where $\gamma_{\text{MMSE}} = \frac{P_f}{P_l} |\mathbf{h}_1^H R^{-1} \mathbf{h}_1|$, $\mathbf{R} = \mathbf{H}_f \mathbf{H}_f^H + \frac{N_0}{P_f} \mathbf{I}_N$ and $\gamma_{\text{MMSE}} = \|\mathbf{h}_2\|_F^2/\rho_2$.

Remark: We would like to point out that the channel state information (CSI) requirement is different for the considered three schemes. Specifically, the MRC/MRT scheme only requires the knowledge of $\mathbf{h}_1$ and $\mathbf{h}_2$, the ZF/MRT scheme requires the knowledge of $\mathbf{h}_1$, $\mathbf{h}_2$, and $\mathbf{H}_f$, while the MMSE/MRT scheme has the highest CSI requirement, since the noise variance $N_0$ at the relay is also needed besides the knowledge of $\mathbf{h}_1$, $\mathbf{h}_2$, and $\mathbf{H}_f$. Please note, the CSI of CCI can be obtained by utilizing the methods given in the literature [32–34]. In general, if more CSI is available at the transmitter, more sophisticated transmission schemes could be designed to improve the system performance. However, more CSI also implicitly implies a higher system overhead. Therefore, when designing practical wireless systems, it is important to take this tradeoff into consideration.

III. Ergodic Capacity Analysis

In this section, we present a rigorous investigation on the ergodic capacity of the MRC/MRT, ZF/MRT and MMSE/MRT schemes introduced in Section II. Mathematically, the ergodic capacity is defined as the expected value of the instantaneous mutual information, and it can be given by

$$C = \frac{1}{2} \mathbb{E} \left[ \log_2 \left( 1 + \gamma \right) \right], \quad (11)$$

where $\gamma$ is the end-to-end SINR of the system and the factor $1/2$ accounts for the fact that the entire communication occupies two time slots.

A. MRC/MRT Scheme

The ergodic capacity of the MRC/MRT scheme is given by

$$C_{\text{MRC}} = \frac{1}{2} \mathbb{E} \left[ \log_2 \left( 1 + \gamma_{\text{MRC}} \right) \right], \quad (12)$$

where $\gamma_{\text{MRC}}$ is given in (5). Unfortunately, exact evaluation of the ergodic capacity in (12) is in general impossible, since the cumulative distribution function (c.d.f) of $\gamma_{\text{MRC}}$ cannot be given in closed-form. Motivated by this, we hereafter seek to deduce upper and lower bounds on $C_{\text{MRC}}$.

Substituting (5) into (12), the ergodic capacity of the MRC/MRT scheme can be expressed as

$$C_{\text{MRC}} = \frac{1}{2} \mathbb{E} \left[ \log_2 \left( \frac{1 + \gamma_{\text{MRC}}}{1 + \gamma_{\text{MRC}}^2} \right) \right].$$

We establish the ergodic capacity upper bound in the following theorem:

**Theorem 1:** The ergodic capacity of the MRC/MRT scheme is upper bounded by

$$C_{\text{MRC}} \leq \frac{1}{2} \log_2 \left( 1 + e^{\mathbb{E} \left( \ln \gamma_{\text{MRC}} \right)} + e^{\mathbb{E} \left( \ln \gamma_{\text{MRC}} \right)} \right), \quad (13)$$

With the help of (13), we establish the ergodic capacity upper bound in the following theorem:

**Theorem 1:** The ergodic capacity of the MRC/MRT scheme is upper bounded by

$$C_{\text{MRC}} \leq \frac{1}{2} \log_2 \left( 1 + e^{\mathbb{E} \left( \ln \gamma_{\text{MRC}} \right)} + e^{\mathbb{E} \left( \ln \gamma_{\text{MRC}} \right)} \right). \quad (14)$$

Proof: See Appendix I-A.

It is assumed that the source and all the interferers use the Gaussian signaling. Without CSI at the source, adopting the Gaussian signaling is a reasonable choice, and such assumption has been widely adopted in the literature, see for instance [35].
Now, let us consider the derivation for the lower bound. Applying the Jensen’s inequality on \( C_{\gamma_{\text{MRC}}} \), we have

\[
C_{\gamma_{\text{MRC}}} \leq \frac{1}{2} \log_2 \left( 1 + E \left( \gamma_{\text{MRC}} \right) + E \left( \gamma_{\text{MRC}} \right) \right).
\]

According to (17), we have the following key result:

**Theorem 3:** The ergodic capacity of the MRC/MRT scheme is lower bounded by

\[
C_{\text{MRC}} = \frac{\rho_1}{2 \ln 2} \sum_{k=0}^{N-1} \frac{1}{l!} \sum_{l=0}^{k} \left( \frac{1}{l!} \right) \sum_{l=1}^{\infty} \sum_{l=1}^{\infty} \chi_{i,j}(D) \Gamma \left( j + l \right) \Gamma \left( j \right) \left( k + 1, k - j - l + 2 \right) \frac{1}{\rho_{i}(j)} \psi \left( k, k - j - l + 1 + 1; \frac{1}{\rho_{i}(j)} \right),
\]

with

\[
A_2 = \rho_1 \sum_{k=0}^{N-1} \frac{1}{l!} \sum_{l=0}^{k} \left( \frac{1}{l!} \right) \sum_{l=1}^{\infty} \sum_{l=1}^{\infty} \chi_{i,j}(D) \Gamma \left( j + l \right) \Gamma \left( j \right) \left( k + 1, k - j - l + 2 \right) \frac{1}{\rho_{i}(j)} \psi \left( k, k - j - l + 1 + 1; \frac{1}{\rho_{i}(j)} \right).
\]

**Proof:** See Appendix [I-B]

---

**B. ZF/MRT Scheme**

Starting from (8), the ergodic capacity is given in the following theorem:

**Theorem 3:** The ergodic capacity of the ZF/MRT scheme can be expressed as (20) shown on the top of the next page.

**Proof:** See Appendix [I-A]

Theorem 3 presents the exact analytical ergodic capacity expression of the ZF/MRT scheme, which is quite general and valid for the system with arbitrary number of antennas and interferers. Such an expression can be efficiently evaluated numerically using software such as MATLAB or MATHEMATICA, which provides notable computational advantage over the Monte Carlo simulation method.

**C. MMSE/MRT Scheme**

Similar to the case in the MRC/MRT scheme, the exact ergodic capacity of the MMSE/MRT scheme \( C_{\text{MMSE}} \) is in general intractable. Hence, we hereafter try to deduce upper and lower bounds for \( C_{\text{MMSE}} \). It is easy to note that, the ergodic capacity of the MMSE/MRT scheme can be expressed as

\[
C_{\text{MMSE}} = \frac{1}{2} E \left( \log_2 \left( 1 + \frac{\gamma_1}{\gamma_{\text{MRC}}} + \frac{\gamma_2}{\gamma_{\text{MRC}}} + 1 \right) \right) = C_{\gamma_1} + C_{\gamma_2} - C_{\gamma_0},
\]

where \( C_{\gamma_k} = \frac{1}{2} E \left( \log_2 \left( 1 + \gamma_k \right) \right) \), for \( k \in \{1, 2\} \).

Utilizing the same methods as in the case of the MRC/MRT scheme, we establish the upper and lower bounds as shown on the top of the next page, and we have the following result:

**Theorem 4:** The ergodic capacity of the MMSE/MRT scheme is upper bounded by (23) shown on the top of the next page, where \( m_1 = \max (0, N - M) + 1 \).

**Proof:** See Appendix [II-A]

Now, we turn our attention to the ergodic capacity lower bound, and we have the following result.

**Theorem 5:** The ergodic capacity of the MMSE/MRT scheme is lower bounded by (24) shown on the top of the next page.

**Proof:** See Appendix [II-B]

---

**D. Large \( N \) Analysis**

In this subsection, we look into the large \( N \) regime with fixed \( M \), and examine the asymptotic behavior of the proposed schemes. With the help of the law of large numbers, [18] has proven that, in the large \( N \) regime, the end-to-end SINRs of both the ZF/MRT and MMSE/MRT schemes can be finally simplified to the exact end-to-end SNR of the same dual-hop AF relaying system but without CCI at the relay. It is given by

\[
\gamma^\infty = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2 + 1},
\]

where \( \gamma_1 = \rho_1 \| h_1 \|^2_F \), and \( \gamma_2 = \rho_2 \| h_2 \|^2_F \). Please note, the large \( N \) SINR approximation in (25) does not hold for the MRC/MRT scheme. This is because that, for the MRC/MRT scheme, the effect of CCI persists regardless of the value of \( N \).

Based on this key observation we have the following result.

**Theorem 6:** When \( N \to \infty \), the ergodic capacity of the ZF/MRT and MMSE/MRT schemes can be approximated as (26) shown on the bottom of the next page.

**Proof:** Noticing that \( \gamma_i \) for \( i \in \{1, 2\} \) in (25) are gamma random variables, the desired result can be obtained by following the similar lines as in the proof of Theorem 3.
\[ C_{ZF} = \frac{1}{2 \ln 2} \left( \sum_{k=0}^{N-M-1} \frac{1}{\rho_1} e^{\frac{k}{\rho_1}} \left( -k, \frac{1}{\rho_1} \right) + \frac{1}{2 \ln 2} \sum_{j=0}^{N-1} \frac{1}{\rho_2} e^{\frac{j}{\rho_2}} \left( -j, \frac{1}{\rho_2} \right) - \sum_{k=0}^{N-M-1} \Psi \left( 1, 1-k; \frac{1}{\rho_1} \right) - \sum_{j=0}^{N-1} \Psi \left( 1, 1-j; \frac{1}{\rho_2} \right) + \rho_1 \rho_2 \sum_{k=0}^{N-M-1} \sum_{j=0}^{N-1} G_{1,1,1,1}^{1,1,1,1} \left( \rho_1 \left| -k-j; 0, 0 \right. \right) \right). \] (20)

\[ \frac{1}{2} \log_2 \left( 1 + e^{E(\ln \gamma_{\text{MMSE}}^*)} + e^{E(\ln \gamma_{\text{MMSE}}^*)} \right) \leq C_{\gamma_{\text{MMSE}}^*} \leq \frac{1}{2} \log_2 \left( 1 + E (\gamma_{\text{MSE}}^*) + E (\gamma_{\text{MSE}}^*) \right). \] (22)

\[ C_{\text{MMSE}}^{\text{up}} = \frac{1}{2 \ln 2} e^{\frac{1}{\rho_1}} \sum_{k=0}^{N-M-1} \frac{1}{\rho_1} \Gamma \left( -k, \frac{1}{\rho_1} \right) + \frac{1}{2 \ln 2} e^{\frac{1}{\rho_2}} \sum_{k=0}^{N-1} \frac{1}{\rho_2} \Gamma \left( -k, \frac{1}{\rho_2} \right) - \frac{\rho_1}{2 \ln 2} \sum_{m=m_1}^{N} \Gamma (m) \Gamma (N-m+1) \Gamma (m-N+M) G_{1,1,1,1}^{1,1,1,1} \left( \rho_1 \left| 0; \left( -M-1, m-N-1 \right) \right. \right) \] 

\[ - \frac{1}{2} \log_2 \left( 1 + \rho_2 e^\psi (N) + \rho_1 \exp \left( \psi (N) - \sum_{m=m_1}^{N} \rho_2 e^\psi (N) - \sum_{m=m_1}^{N} \rho_1 G_{1,1,1,1}^{1,1,1,1} \left( \rho_1 \left| 0; \left( -M-1, m-N-1 \right) \right. \right) \right) \right). \] (23)

\[ C_{\text{MMSE}}^{\text{low}} = \frac{1}{2 \ln 2} e^{\frac{1}{\rho_1}} \sum_{k=0}^{N-M-1} \frac{1}{\rho_1} \Gamma \left( -k, \frac{1}{\rho_1} \right) + \frac{1}{2 \ln 2} e^{\frac{1}{\rho_2}} \sum_{k=0}^{N-1} \frac{1}{\rho_2} \Gamma \left( -k, \frac{1}{\rho_2} \right) - \frac{\rho_1}{2 \ln 2} \sum_{m=m_1}^{N} \Gamma (m) \Gamma (N-m+1) \Gamma (m-N+M) G_{1,1,1,1}^{1,1,1,1} \left( \rho_1 \left| 0; \left( -M-1, m-N-1 \right) \right. \right) \] 

\[ - \frac{1}{2} \log_2 \left( 1 + N \rho_1 + N \rho_2 - \rho_1 \sum_{m=m_1}^{N} \rho_2 G_{1,1,1,1}^{1,1,1,1} \left( \rho_1 \left| 0; \left( -M-1, m-N-1 \right) \right. \right) \right). \] (24)

Recall the exact ergodic capacity of ZF/MRT scheme in (20), when \( N \) is sufficiently large, for a fixed \( M \), we have \( N-M \approx N \), hence (20) reduces to (26), which confirms the correctness of Theorem 6. In addition, Theorem 6 can be also viewed as the exact ergodic capacity of dual-hop AF relaying systems operating over Nakagami-m fading channels. Hence, it extends the analysis of [9], which deals with the Rayleigh fading channels.

IV. NUMERICAL RESULTS AND DISCUSSION

In this section, we present numerical results to validate the analytical expressions derived in Section III. Unless otherwise stated, we set \( \rho_1 = \rho_2 \), i.e., a symmetric setting where the relay is spaced equal-distant from the source and the destination and all Monte Carlo simulation results are obtained with \( 10^5 \) runs.

Fig. 3 examines the ergodic capacity of the MRC/MRT scheme with different \( N \) and \( M \). As shown in the figure, for all simulation setups, the proposed upper bound and lower bound are sufficiently tight across the entire SNR range of interest. It is also evident that the increasing \( N \) improves the ergodic capacity performance of the system. Moreover, we observe the intuitive result that increasing \( M \) results in a degradation of the ergodic capacity performance of the system. In addition, we see that the tightness of the proposed lower and upper bounds improve as \( N \) grows large.

Fig. 5 illustrates the ergodic capacity of the ZF/MRC scheme with different \( N \) and \( M \). We see that the analytical
results in Theorem 3 are in exact agreement with the Monte Carlo simulation results, hence confirming the correctness of the analytical expression. Again, it is observed that, for fixed $M$, increasing the antenna number $N$ yields a significant capacity improvement. Moreover, we observe that, for a fixed $N - M$, the ergodic capacity difference between different $M$, $N$ pairs is almost negligible.

Fig. 4 shows the ergodic capacity of the MMSE/MRT scheme with different $N$ and $M$. We can readily note that both the upper bound and the lower bound remains sufficiently tight across the entire SNR range of interest, which means both of them are able to serve as an effective approximation to the exact ergodic capacity value. In addition, we see that the impact of $N$ and $M$ on the ergodic capacity is similar to that of the MRC/MRT scheme.

Fig. 5 examines the effect of interference power distribution on the ergodic capacity of the MMSE/MRT scheme. Two sets of curves are plotted. As we can readily observe, for a given total interference power, the ergodic capacity of the system subject to equal-power interferers appears as a tight lower bound for the scenario with unequal-power interferers. Moreover, the performance gaps among them becomes closer as $N$ grows large. This observation also implies that, with the MMSE/MRT scheme, for a given total received interference power, an equal interference power scenario yields the worst ergodic capacity performance.

Fig. 6 compares the ergodic capacity of the three linear processing schemes under different interference power, i.e., weak interference $\rho_I = 0$ dB and strong interference $\rho_I = 10$ dB. It can be easily observed that, in both cases, the MMSE/MRT scheme always has the best performance and the ZF/MRT scheme is slightly inferior, while the MRC/MRT scheme is always the worst one. Moreover, when the interference power is small, i.e., $\rho_I = 0$ dB, the capacity difference of three schemes is quite small. However, as the interference power grows large, i.e., $\rho_I = 10$ dB, the capacity gap between the MMSE/MRT scheme and the ZF/MRT scheme narrows down, while the difference between the MMSE/MRT scheme and the MRC/MRT scheme increases significantly. This observation suggests that, in the presence of weak interference, the MRC/MRT scheme may be a good choice in practice because of its low implementation complexity. However, when the interference is strong, more sophisticated schemes with superior interference suppression capability, i.e., the ZF/MRT or the MMSE/MRT scheme should be used.

Fig. 7 compares the ergodic capacity of the proposed three schemes with fixed $\rho_2 = 10$ dB. We can readily note that, the proposed upper and the lower bounds remain sufficiently tight across the entire range of SNRs of interest. In addition, the upper bounds become almost exact in the high SNR
ergodic capacity of all the three schemes increases as the performance of three proposed schemes. As expected, the MMSE/MRT schemes attain the same capacity when becomes smaller. In addition, we observe that the ZF/MRT and becomes large. Moreover, the rate of increasing gradually becomes large, instead, it remains more or less unchanged. These important observations suggest that, in the large \( N \) regime, both the ZF/MRT and the MMSE/MRT schemes are capable of perfect interference cancelation, which is not possible with the MRC/MRT scheme.

V. CONCLUSIONS

In this paper, we have investigated the ergodic capacity of the MRC/MRT, ZF/MRT and MMSE/MRT schemes in an AF relaying system with CCI at the multiple antenna relay node. New analytical exact or tight upper/lower bounds were derived for the ergodic capacity, which not only provide an efficient means for the evaluation of the ergodic capacity, but also enable the characterization of the impact of key system parameters such as antenna number \( N \), CCI number \( M \) and interference power on the performance of the system. Our findings suggest that, the MMSE/MRT scheme always attains the highest capacity and the ZF/MRT scheme is slightly inferior, while the MRC/MRT scheme is always the worst one. Moreover, in the large \( N \) regime, both the ZF/MRT and MMSE/MRT schemes have perfect interference cancelation capability, which is not possible with the MRC/MRT scheme.

APPENDIX I

**PROOF FOR THE MRC/MRT SCHEME**

A. Proof of Theorem 7

Combining (13) and (14), the ergodic capacity of the MRC/MRT scheme can be upper bounded by

\[
C_{\text{up}}^{\text{MRC}} = C_{\gamma_1}^{\text{MRC}} + C_{\gamma_2}^{\text{MRC}} - \frac{1}{2} \log_2 \left( 1 + e^{E(\ln \gamma_1^{\text{MRC}})} + e^{E(\ln \gamma_2^{\text{MRC}})} \right). \tag{27}
\]

We now evaluate the four items \( C_{\gamma_1}^{\text{MRC}} \), \( C_{\gamma_2}^{\text{MRC}} \), \( E(\ln \gamma_1^{\text{MRC}}) \) and \( E(\ln \gamma_2^{\text{MRC}}) \) in the following part.

1) Calculation of \( C_{\gamma_1}^{\text{MRC}} \): We first note that \( C_{\gamma_1}^{\text{MRC}} \) can be computed by [36]

\[
C_{\gamma_1}^{\text{MRC}} = \frac{1}{2 \ln 2} \int_0^{\gamma_1} \frac{1 - F_{\gamma_1}^{\text{MRC}}(x)}{1 + x} dx. \tag{28}
\]
Then, invoking the c.d.f. of $\gamma_1^{\text{MRC}}$ [18]
\[
F_{\gamma_1^{\text{MRC}}} (x) = 1 - e^{-\frac{x}{\rho_1 N}} \sum_{k=0}^{N-1} \frac{\rho_1^k}{\rho_2^k k!} \sum_{l=0}^{k} \frac{\rho_2^l}{\rho_1^l l} \sum_{i=1}^{j} \chi_{i,j} (D) \frac{\Gamma (j + l)}{\Gamma (j)} \rho_1^l \rho_1 \text{E} (\rho_1 + \rho_{1(j)} x)^{-j+l},
\]
the integral in (29) can be evaluated as
\[
C_{\gamma_1^{\text{MRC}}} = \frac{1}{2 \ln 2} \sum_{k=0}^{N-1} \frac{1}{\rho_1^k k!} \sum_{l=0}^{k} \frac{\rho_2^l}{\rho_1^l l} \sum_{i=1}^{j} \chi_{i,j} (D) \frac{\Gamma (j + l)}{\Gamma (j)} \rho_1^l \rho_1 \text{E} (\rho_1 + \rho_{1(j)} x)^{-j+l}.
\]
To this end, noticing that $\frac{\beta x}{1+\beta x} = \frac{\Gamma (\alpha \beta)}{\Gamma (\alpha \beta) x^{1-\alpha}}$, and with the help of the formula [39, Eq. (2.6.2)], we obtain
\[
I_1 = \frac{\rho_1^k}{\Gamma (j + l)} G_{\alpha_i}[1;[1],[0],[1]] \left( \rho_1 + \rho_{1(i)} \right)_{[0]}^{[0];[1]}. \tag{31}
\]
Finally, substituting (31) into (30) $C_{\gamma_1^{\text{MRC}}}$ can be expressed in compact-form as
\[
C_{\gamma_1^{\text{MRC}}} = \frac{\rho_1^k}{2 \ln 2} \sum_{k=0}^{N-1} \frac{1}{\rho_1^k k!} \sum_{l=0}^{k} \frac{\rho_2^l}{\rho_1^l l} \sum_{i=1}^{j} \chi_{i,j} (D) \frac{\Gamma (j + l)}{\Gamma (j)} \rho_1^l \rho_1 \text{E} (\rho_1 + \rho_{1(j)} x)^{-j+l}.
\]
\[
I_1 = I_2 + \int_0^\infty e^{-\frac{x}{\rho_1 N}} \chi_{i,j} (D) \frac{\Gamma (j + l)}{\Gamma (j)} \rho_1^l \rho_1 \text{E} (\rho_1 + \rho_{1(j)} x)^{-j+l} dx.
\]
\[
E \left( \frac{\gamma_1^{\text{MRC}}}{\rho_1 N} - 0 \right) = \frac{\rho_1^k}{\Gamma (j + l)} G_{\alpha_i}[1;[1],[0],[1]] \left( \rho_1 + \rho_{1(i)} \right)_{[0]}^{[0];[1]}. \tag{32}
\]
\[
E \left( \frac{\gamma_1^{\text{MRC}}}{\rho_1 N} - 0 \right) = \frac{\rho_1^k}{\Gamma (j + l)} \sum_{i=1}^{j} \chi_{i,j} (D) \frac{\Gamma (j + l)}{\Gamma (j)} \rho_1^l \rho_1 \text{E} (\rho_1 + \rho_{1(j)} x)^{-j+l}.
\]
\[
E \left( (\gamma_1^{\text{MRC}})^n \right) = \sum_{k=0}^{N-1} \frac{1}{\rho_1^k k!} \sum_{l=0}^{k} \frac{\rho_2^l}{\rho_1^l l} \sum_{i=1}^{j} \chi_{i,j} (D) \frac{\Gamma (j + l)}{\Gamma (j)} \rho_1^l \rho_1 \text{E} (\rho_1 + \rho_{1(j)} x)^{-j+l} \times \Gamma (k + n, \Psi (k + n, k + n - l - 1 + 1, 1, \rho_1)) \tag{41}
\]
To proceed with the computation, it is convenient to use the alternative expression as [42] shown on the top of the next page, where $T_1 (n) = \left( \frac{T_1}{\rho_{1(j)}} \right)^{k+n} + \Gamma (k + n, \Psi (k + n, k + n - l + 1, 1, \rho_{1(j)}) \tag{37}
\]
\[
\text{We start with the computation of } \frac{d s_1 (n)}{d n} \bigg|_{n=0}, \text{ and it is easy to have [42] shown on the top of the next page,}
\]
\[
\frac{d s_1 (n)}{d n} \bigg|_{n=0} = \sum_{i=1}^{j} \chi_{i,j} (D) \left( \ln \rho_{1(i)} + \Psi (1) \right) \times \Psi (0, 1 - j; \frac{1}{\rho_{1(i)}}) + \Psi (0, 1, 0, \frac{1}{\rho_{1(i)}}).
\]
\[
\text{To compute } \frac{d s_2 (n)}{d n} \bigg|_{n=0}, \text{ we observe that the key task is to compute } \frac{d n T_1 (n)}{d n} \bigg|_{n=0}, \text{ and we have}
\]
\[
\frac{d n T_1 (n)}{d n} \bigg|_{n=0} = T_1 (n) \bigg|_{n=0} + n \frac{d T_1 (n)}{d n} \bigg|_{n=0} = 0. \tag{45}
\]
\[
E\left((\gamma_1^{\text{MRC}})^n\right) = \sum_{i=1}^{\rho(D)} \sum_{j=1}^{\tau(D)} \chi_{i,j}(D) \left(\frac{\rho_1}{\rho_1(i)}\right)^n \Gamma(n+1) \Psi\left(n, n-j+1; \frac{1}{\rho_1(i)}\right) + \\
\sum_{k=1}^{N-1} \frac{1}{\rho_1(k)} \sum_{l=0}^{k} \left(\begin{array}{c}
k \\
l\end{array}\right) \rho(D) \tau(D) \sum_{i=1}^{j} \sum_{j=1}^{l} \chi_{i,j}(D) \Gamma(j+l) \rho_1(l) n T_1(n),
\]

Finally, Substituting (32), (36), (51) and (52) into (50) yields the desired result.

**APPENDIX II**

**PROOF FOR THE ZF/MRT SCHEME**

**A. Proof of Theorem 2**

Substituting (8) into (11), the ergodic capacity of the ZF/MRT scheme is given by

\[
C_{\text{ZF}} = C_{\gamma_1^{\text{ZF}}} + C_{\gamma_2^{\text{ZF}}} - C_{\gamma_{12}^{\text{ZF}}},
\]

where \(C_{\gamma_i^{\text{ZF}}} = \frac{1}{2} \mathbb{E} \left\{ \log_2 \left(1 + \gamma_i^{\text{ZF}}\right) \right\}\) for \(i \in \{1, 2\}\) and \(C_{\gamma_{12}^{\text{ZF}}} = \frac{1}{2} \mathbb{E} \left[ \log_2 \left(1 + \gamma_1^{\text{ZF}} + \gamma_2^{\text{ZF}}\right) \right]\).

To proceed, we need to find out the statistics of \(\gamma_i^{\text{ZF}}\) for \(i \in \{1, 2\}\). From [37], the probability density function (p.d.f.) of \(y_1 = \left|\mathbf{h}_1^\dagger \mathbf{P}_1\right|\) is given by \(f_{y_1}(y) = \frac{e^{-\frac{1}{2} y^2}}{(N-1)!}\) and we know \(f_{|h_2|^2}(x) = \frac{x^{N-1}}{(N-1)!} e^{-x}\). Then, using [26, Eq. (8.352.4)], the c.d.f. of \(\gamma_{12}^{\text{ZF}}\) for \(i \in \{1, 2\}\) can be written as

\[
F_{\gamma_{12}^{\text{ZF}}}(x) = 1 - \frac{\Gamma \left(\frac{N_1}{\rho_1}, \frac{x}{\rho_1}\right)}{\Gamma (N_1)} = 1 - e^{-\frac{x}{\rho_1}} \sum_{k=0}^{N_1-1} \frac{1}{k!\rho_1^k} x^k,
\]

where \(N_1 = N - M\) and \(N_2 = N\).

1) **Calculation of \(C_{\gamma_{12}^{\text{ZF}}}**:** Similar to (28), and invoking (54) and [26, Eq. (8.383.10)], we have

\[
C_{\gamma_{12}^{\text{ZF}}} = \frac{1}{2} \ln 2 \sum_{k=0}^{N_1-1} \frac{1}{k!} \left|\frac{1}{\rho_1}\right|^k \int_0^\infty \frac{x^k}{1+x} dx
\]

\[
= \frac{1}{2} \ln 2 \sum_{k=0}^{N_1-1} \frac{1}{k!} \left\{1 - \frac{1}{\rho_1}\right\}.
\]

2) **Calculation of \(C_{\gamma_{12}^{\text{ZF}}}**:** Since the c.d.f. expression of \(\gamma_1^{\text{ZF}}\) is in general difficult to obtain, the above c.d.f. based approach can not be applied here. Instead, we adopt an alternative moment generating function (MGF) based approach [38] to compute \(C_{\gamma_{12}^{\text{ZF}}}\).

\[
C_{\gamma_{12}^{\text{ZF}}} = \frac{1}{2} \ln 2 \int_0^\infty e^{-s} \Gamma \left(-k, \frac{1}{\rho_1}\right) ds,
\]

where \(\mathcal{M}_{\gamma_{12}^{\text{ZF}}}(s)\) is the MGF of \(\gamma_{12}^{\text{ZF}}\).

The MGF of \(\gamma_{12}^{\text{ZF}}\) can be computed by

\[
\mathcal{M}_{\gamma_{12}^{\text{ZF}}}(s) = \int_0^\infty e^{-s x} \left(\frac{x}{\rho_2}\right)^m dx = \left(\frac{1}{1 + s \rho_2}\right)^{N_1}.
\]

Therefore, the desired result.
Since $\gamma_1^{ZF}$ and $\gamma_2^{ZF}$ are independent random variables, we have

$$M_{\gamma_2^{ZF}}(s) = M_{\gamma_1^{ZF}}(s)M_{\gamma_2^{ZF}}(s) = \left( \frac{1}{1 + s\rho_1} \right)^{N_1} \left( \frac{1}{1 + s\rho_2} \right)^{N_2}.$$  

To avoid the singularity problem caused by the term $\frac{e^{-x}}{x}$ around zero when evaluating \textsuperscript{56}, we find it convenient to use the following alternative MGF expression for $\gamma_1^{ZF}$

$$M_{\gamma_1^{ZF}}(s) = 1 - s\rho_1 \sum_{k=0}^{N_1-1} \left( \frac{1}{1 + s\rho_1} \right)^{k+1}.$$  

(57)

Then, the MGF of $\gamma_1^{ZF}$ can be alternatively expressed as

$$M_{\gamma_1^{ZF}}(s) = 1 - s\rho_1 \sum_{k=0}^{N_1-1} \left( \frac{1}{1 + s\rho_1} \right)^{k+1} - s\rho_2 \sum_{j=0}^{N_2-1} \left( \frac{1}{1 + s\rho_2} \right)^{j+1} + s^2\rho_1\rho_2 \sum_{k=0}^{N_1-1} \sum_{j=0}^{N_2-1} \left( \frac{1}{1 + s\rho_1} \right)^{k+1} \left( \frac{1}{1 + s\rho_2} \right)^{j+1}.$$  

(58)

Substituting \textsuperscript{58} into \textsuperscript{56}, $C_{\gamma_1^{ZF}}$ can be computed as

$$C_{\gamma_1^{ZF}} = \frac{\rho_1}{2\ln 2} \sum_{k=0}^{N_1-1} \mathcal{I}_4 + \frac{\rho_2}{2\ln 2} \sum_{j=0}^{N_2-1} \mathcal{I}_5 - \frac{\rho_1\rho_2}{2\ln 2} \sum_{k=0}^{N_1-1} \sum_{j=0}^{N_2-1} \mathcal{I}_6,$$

where $\mathcal{I}_4 = \int_0^\infty \frac{e^{-x}}{1 + (s\rho_1)x} \, dx$, $\mathcal{I}_5 = \int_0^\infty \frac{e^{-x}}{1 + (s\rho_2)x} \, dx$, and $\mathcal{I}_6 = \int_0^\infty \frac{e^{-x}}{1 + (s\rho_1)x + (s\rho_2)x} \, dx$. Then, utilizing [26, Eq. (9.211.4)], we have $\mathcal{I}_4 = \frac{1}{\rho_1} \Psi \left( 1, 1 - j; \frac{1}{\rho_1} \right)$ and $\mathcal{I}_5 = \frac{1}{\rho_2} \Psi \left( 1, 1 - j; \frac{1}{\rho_2} \right)$. As for $\mathcal{I}_6$, with the help of the identity $(1 + \beta x)^{-\alpha} = \frac{1}{\Gamma(\alpha)} G_{1,1}^{1,1} \left( \beta x \left| \begin{array}{c} 1 \end{array} \right| \right)$ and [39, Eq. (2.6.2)], it can be computed as

$$\mathcal{I}_6 = \int_0^\infty \frac{e^{-x}}{1 + (s\rho_1)x + (s\rho_2)x} \, dx = \frac{1}{\Gamma(\alpha)} G_{1,1}^{1,1} \left( \beta x \left| \begin{array}{c} 1 \end{array} \right| \right).$$  

(59)

Finally, pulling everything together, $C_{\gamma_1^{ZF}}$ is given by

$$C_{\gamma_1^{ZF}} = \sum_{k=0}^{N_1-1} \Psi \left( 1, 1 - k; \frac{1}{\rho_1} \right) - \rho_1\rho_2 \sum_{k=0}^{N_1-1} \sum_{j=0}^{N_2-1} G_{1,1}^{1,1} \left( \rho_1 \left| \begin{array}{c} k \end{array} \right| \rho_2 \left| \begin{array}{c} j \end{array} \right| 0 \left| \begin{array}{c} 0 \end{array} \right| \right) \frac{1}{2\ln 2}.$$  

(60)

Now, substituting \textsuperscript{58} and \textsuperscript{60} into \textsuperscript{56}, we obtain the desired result.

**APPENDIX III**

**PROOF FOR THE MMSE/MRT SCHEME**

**A. Proof of Theorem 4**

Combining \textsuperscript{21} and \textsuperscript{22}, the ergodic capacity upper bound of the MMSE/MRT scheme can be computed by

$$C_{\text{MMSE}}^{\text{upper}} = C_{\gamma_1}^{\text{MMSE}} + C_{\gamma_2}^{\text{MMSE}} = \frac{1}{2} \log_2 \left( 1 + e^{\ln \gamma_1^{\text{MMSE}}} + e^{\ln \gamma_2^{\text{MMSE}}} \right).$$  

(61)

Noticing that $\gamma_2^{\text{MMSE}} = \gamma_2^{\text{MRC}}$, we have $C_{\gamma_1}^{\text{MMSE}} = C_{\gamma_1}^{\text{MRC}}$ and $E(\ln \gamma_2^{\text{MMSE}}) = E(\ln \gamma_2^{\text{MRC}})$. Hence, the remaining task is to calculate $C_{\gamma_1}^{\text{MMSE}}$ and $E(\ln \gamma_1^{\text{MMSE}})$.

1) Calculation of $C_{\gamma_1}^{\text{MMSE}}$: With the help of the following c.d.f. of $C_{\gamma_1}^{\text{MMSE}}$ presented in [18]

$$F_{\gamma_1}^{\text{MMSE}}(x) = 1 - \frac{\Gamma \left( N, \frac{x}{\rho_1} \right)}{\Gamma (N)} + \Gamma (M + 1) e^{-\frac{x}{\rho_1}} \left( \frac{x}{\rho_1} \right)^N \times$$

$$\sum_{m=m_1}^{N} \rho_1^{-m+1} 2 F_1 \left( M + 1, N - m + 1; N - m + 2; -\frac{\rho_1 x}{\rho_2} \right) \frac{1}{\Gamma(m)} \Gamma (N - m + 2) \Gamma (m - N + M),$$

we can use the same methods as in \textsuperscript{28}, $C_{\gamma_1}^{\text{MMSE}}$ can be computed as

$$C_{\gamma_1}^{\text{MMSE}} = \frac{\mathcal{I}_7}{2\ln 2} - \frac{1}{2\ln 2} \frac{\Gamma (M + 1)}{\rho_1^N} \times$$

$$\sum_{m=m_1}^{N} \frac{\Gamma (m)}{\rho_1^{N-m+1}} \frac{\mathcal{I}_8}{\Gamma (N - m + 2) \Gamma (m - N + M)}.$$  

(62)

where $\mathcal{I}_7 = \int_0^{\infty} \frac{1}{\Gamma (N)} (1 + x)^{-\alpha} \left( \frac{N + x}{\rho_1} \right) dx$, $\mathcal{I}_8 = \int_0^{\infty} \frac{1}{\Gamma (N)} (1 + x)^{-\alpha} \left( \frac{N + x}{\rho_2} \right) dx$.

With the help of [26, Eq. (8.352.4)] and [26, Eq. (3.838.10)], $\mathcal{I}_7$ can be expressed as

$$\mathcal{I}_7 = e^{\frac{\rho_1}{\rho_2}} \sum_{k=0}^{N_1-1} \mathcal{I}_k \left( \frac{1}{\rho_1} \right) \Gamma \left( -k, \frac{1}{\rho_1} \right).$$  

(63)

Now, let us focus on the computation of $\mathcal{I}_8$. We first note that, according to [26, Eq. (9.34.7)], the following equation
holds,
\[
2F_1\left(M + 1, N - m + 1; N - m + 2; -\frac{\rho I}{\rho_1} x \right) = \frac{\Gamma(N - m + 2)\rho_1 x G_{1,2}^{1,1} \left(\frac{\rho I}{\rho_1} x \mid -M - 1, m - N - 2\right)}{\Gamma(M + 1)\Gamma(N - m + 1)\rho_1}.
\]
(64)

Hence, \(I_S\) can be alternatively expressed as
\[
I_S = \frac{\Gamma(N - m + 2)}{(M + 1)\Gamma(N - m + 1)\rho_1} \int_0^\infty e^{-x\Gamma_{1,1}^{1,1} (x)^\frac{1}{1,1} G_{1,2}^{1,1} \left(\frac{\rho I}{\rho_1} x \mid -M - 1, m - N - 2\right)} dx.
\]

With the help of [39, Eq. (2.6.2)], \(I_S\) can be finally expressed in compact-form as
\[
I_S = \frac{\Gamma(N - m + 2)}{(M + 1)\Gamma(N - m + 1)\rho_1}\times \left(\sum_{k=0}^{N-1} \Gamma(k + 1) \left(\sum_{m=0}^{N} \rho_1^{N-m+2} G_{1,1}^{1,1} (x)_{\rho_1} G_{2,2}^{1,1} \left(\rho I \mid -N - m, N + 1\right)\right) \right).
\]
(65)

To this end, substituting (63) and (65) into (62), we have
\[
C_{\gamma_{\text{MMSE}}} = \frac{e^{\frac{k}{\rho_1}}}{2N^2} \sum_{k=0}^{N-1} \left(\frac{1}{\rho_1}\right)^k \frac{\rho_1^{N-m+2}}{\Gamma(N - m + 1)\Gamma(N - m + 1)} \times \left(\sum_{m=0}^{N} \rho_1^{N-m+2} G_{1,1}^{1,1} (x)_{\rho_1} \rho I \left(0: -m - 1, m - N - 2\right)\right).
\]
(66)

2) Calculation of \(E \left[\ln \gamma_{\text{MMSE}}\right]\): Similar to the MRC/MRT scheme, we first work out the general moment of \(\gamma_{\text{MMSE}}\). According to [39], we have (67) shown on the top of the next page.

Using [26, Eq. (8.352.4)], \(I_0\) can be alternatively given by
\[
I_0 = \sum_{k=0}^{N-1} \int_0^\infty e^{-x\Gamma_{1,1}^{1,1} (x)^\frac{1}{1,1} G_{2,2}^{1,1} \left(\rho I \mid -N - n - 1, m + 1\right)\right)} dx = \rho_1^n \sum_{m=0}^{N} \Gamma(m + n)\Gamma(m + 1).
\]
(68)

Then, using (64) and [26, Eq. (7.813.1)], \(I_{10}\) can be finally expressed in compact-form as
\[
I_{10} = \frac{\Gamma(N - m + 2)}{(M + 1)\Gamma(N - m + 1)\rho_1}\times \left(\sum_{k=0}^{N-1} \Gamma(k + 1) \left(\sum_{m=0}^{N} \rho_1^{N-m+2} G_{1,1}^{1,1} (x)_{\rho_1} G_{2,2}^{1,1} \left(\rho I \mid -N - n - 1, m + 1\right)\right) \right).
\]
(69)

To this end, substituting (68) and (69) into (67), we obtain the general moment of \(\gamma_{\text{MMSE}}\) as
\[
E \left[\left(\gamma_{\text{MMSE}}\right)^n\right] = n\rho_1^n \sum_{m=0}^{N} \Gamma(m + n)\Gamma(m + 1)\times \left(\sum_{k=0}^{N-1} \Gamma(k + 1) \left(\sum_{m=0}^{N} \rho_1^{N-m+2} G_{1,1}^{1,1} (x)_{\rho_1} G_{2,2}^{1,1} \left(\rho I \mid -N - n - 1, m + 1\right)\right) \right) - \rho_1 \sum_{m=0}^{N} \Gamma(m)\Gamma(N - m + 1)\Gamma(m + 1)\Gamma(m + 1) .
\]
(70)

Then, according to [37], the expectation of \(\ln \gamma_{\text{MMSE}}\) can be computed as
\[
E \left[\ln \gamma_{\text{MMSE}}\right] = \frac{dE \left[\left(\gamma_{\text{MMSE}}\right)^n\right]}{dn} \bigg|_{n=0} = \frac{d^2 s_3 (n)}{dn^2} \bigg|_{n=0} - \frac{d s_3 (n)}{dn} \bigg|_{n=0} .
\]
(71)

To compute \(\frac{ds_3 (n)}{dn} \bigg|_{n=0}\), we first express \(s_3 (n)\) as
\[
s_3 (n) = \Gamma(n + 1) \rho_1^n + n\rho_1^n \sum_{m=1}^{N} \Gamma(m + n)\Gamma(m + 1) .
\]
(72)

Taking the derivative of (71), and let \(n = 0\), we have
\[
\frac{ds_3 (n)}{dn} \bigg|_{n=0} = \psi(N) + \ln \rho_1 .
\]
(73)

Next, we focus on the computation of \(\frac{ds_3 (n)}{dn} \bigg|_{n=0}\). Again, it can be shown that \(\frac{dnT_2 (n)}{dn} \bigg|_{n=0} = T_2 (n) \bigg|_{n=0} . Therefore, we get
\[
\frac{ds_4 (n)}{dn} \bigg|_{n=0} = \psi(N) + \ln \rho_1 .
\]
(74)

To this end, substituting (73) and (74) into (71), we have
\[
E \left[\ln \gamma_{\text{MMSE}}\right] = \psi(N) + \ln \rho_1 - \rho_1 \sum_{m=0}^{N} \frac{\rho I^{N-m+2} G_{1,1}^{1,1} (x)^\frac{1}{1,1} G_{2,2}^{1,1} \left(\rho I \mid -N - n - 1, m + 1\right)\right)}{\Gamma(m)\Gamma(N - m + 1)\Gamma(m)\Gamma(m + 1)\Gamma(m + 1) .}
\]
(75)

Finally, pulling everything together yields the desired result.

B. Proof of Theorem 5

Combining (21) and (22), the ergodic capacity lower bound of the MMSE/MRT scheme can be computed as
\[
C_{\text{MMSE}} = C_{\text{MMSE}} + C_{\gamma_{\text{MMSE}}} - \frac{1}{2} \log_2 \left(1 + E \left[\gamma_{\text{MMSE}}\right]\right) + E \left[\gamma_{\text{MMSE}}\right] .
\]
(76)

Since \(\gamma_{\text{MMSE}} = \gamma_{\text{MRC}}\), we have \(E \left[\gamma_{\text{MMSE}}\right] = E \left[\gamma_{\text{MRC}}\right] = N \rho_2\). Thus, the only thing remains is to compute \(E \left[\gamma_{\text{MMSE}}\right]\). According to the general moment function of \(\gamma_{\text{MMSE}}\) in (70), it is easy to have
\[
E \left[\gamma_{\text{MMSE}}\right] = \rho_1 \rho I^{N-m+2} G_{1,1}^{1,1} (x)^\frac{1}{1,1} G_{2,2}^{1,1} \left(\rho I \mid -N - n - 1, m + 1\right)\right)}{\Gamma(m)\Gamma(N - m + 1)\Gamma(m)\Gamma(m + 1)\Gamma(m + 1) .}
\]
(77)

To this end, we can obtain the desired result by pulling everything together.
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