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We consider an admissible Riemannian polyhedron with piece-wise smooth boundary. The associated Laplace defines the boundary spectral data as the set of eigenvalues and restrictions to the boundary of the corresponding eigenfunctions. In this paper we prove that the boundary spectral data prescribed on an open subset of the polyhedron boundary determine the admissible Riemannian polyhedron uniquely.

1 Introduction

Recent years have seen some very significant achievements in the study of inverse boundary-value problems in a single component body. Mathematically such body is described by a PDE or a system of PDE’s with relatively smooth coefficients. Starting from the pioneering works [7] and [12], inverse boundary-value problems were solved, at least on the level of uniqueness and sometimes conditional stability, for a wide range of scalar inverse problems, both isotropic and anisotropic, see e.g. [4], [8], [9], [20], [23], [29], [30], [31], [32], [35], [38], [41] for a far from complete list of references, with further references in monographs [17] or [21]. Moreover, for such media there appeared a number of important results in the study of the inverse boundary-value problems for systems of PDE’s corresponding to physically important models of electromagnetism, elasticity and Dirac equations, see e.g. [18], [27], [28], [33], [34], [36], [37].

Much less is known, however, about the inverse boundary-value problems for a multicomponent medium. Mathematically, such medium is described
by PDE or system of PDE’s with piece-wise smooth coefficients with different subdomains of the regularity of coefficients corresponding to different components of the medium. Clearly, the study of inverse problems for the multicomponent media is of substantial importance for practical applications. Imagine, for example, a human body with bones, muscle tissue, lungs, etc. each of those having distinctive values of material parameters, or an upper crust of the Earth which is a composition of clay, sand, rock, oil, water, etc. A complete answer to the inverse boundary problems in a multicomponent medium, at least when the data are measured on the whole boundary, is obtained only for the two-dimensional case. Namely, it was shown in [2], [3] that the Calderon inverse boundary problem in the 2D case has a unique solution in the class of $L^\infty$-coefficients. Clearly, these results cover also the case of a multicomponent medium. In higher dimensions, the results are restricted mainly to the inverse obstacle problem. In these problems the goal is to find a shape of an inclusion inside a given medium which parameters are known a priori. In the case when parameters of a medium and/or inclusion are unknown they are assumed to be homogeneous throughout each component, see e.g. [1], [14], [15], [16], [26]. Having said so, we should note that there exist powerful methods to find singularities for coefficients of lower order, see e.g. [11].

This paper is devoted to the study of the inverse boundary spectral problem for the Laplace operator in a multicomponent medium. To be more precise, we assume that the domain occupied by the medium consists of a finite number of subdomains with piece-wise smooth boundaries between them. The metric tensor in each subdomain is smooth but does have jump singularity across the interfaces, i.e. the boundaries between adjacent subdomains. Adding proper transmission conditions across the interfaces and boundary conditions on the domain’s boundary, defines a Laplace operator which, from the spectral point of view, has effectively the same properties as the Laplace operator in a single component medium. Mathematically, the considered medium may be described as a Riemannian polyhedron. Leaving exact definitions of an appropriate Riemannian polyhedron to the next section, imagine an $n$—dimensional simplicial complex $\mathcal{M}$ where simplexes can be glued together, pairwise, along their $(n-1)$—dimensional faces which we continue to call interfaces (sometimes $(n-1)$— interfaces). Imagine now that each simplex has its own smooth metric $g$ which, in principle, may have jumps across interfaces between adjacent simplexes. This, together with some additional geometric/combinatoric conditions described in section 2, defines
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a Riemannian polyhedron \((\mathcal{M}, g)\). Starting from the corresponding Dirichlet form on \(H^1(\mathcal{M}, g)\)—functions and using standard methods of spectral theory, the Laplace operator with Neumann boundary conditions, \(\Delta\), is then well-defined in \(L^2(\mathcal{M}, g)\). Denote by \(\{\lambda_k, \varphi_k\}_{k=1}^{\infty}\) the set of all eigenvalues, counting multiplicity, and corresponding orthonormal eigenfunctions of \(\Delta\). Let \(\Gamma \subset \partial \mathcal{M}\) be open.

**Definition 1.1** The collection \((\Gamma, \{\lambda_k, \varphi_k|_\Gamma\}_{k=1}^{\infty})\) is called the (local) boundary spectral data (LBSD) of the Riemannian polyhedron \((\mathcal{M}, g)\).

Let now \((\mathcal{M}, g)\) and \((\widetilde{\mathcal{M}}, \widetilde{g})\) be two Riemannian polyhedra with LBSD \((\Gamma, \{\lambda_k, \varphi_k|_\Gamma\}_{k=1}^{\infty})\) and \((\tilde{\Gamma}, \{\tilde{\lambda}_k, \tilde{\varphi}_k|_{\tilde{\Gamma}}\}_{k=1}^{\infty})\), correspondingly.

**Definition 1.2** LBSD for \((\mathcal{M}, g)\) and \((\widetilde{\mathcal{M}}, \widetilde{g})\) are equivalent if

1. \(\Gamma\) and \(\tilde{\Gamma}\) are homeomorphic, \(\varphi: \Gamma \to \tilde{\Gamma}\);
2. \(\lambda_k = \tilde{\lambda}_k\), \(k = 1, 2, \ldots\);
3. If \(\lambda_k\) has multiplicity \(m + 1\), \(m = 0, 1, \ldots\), i.e. \(\lambda_k = \lambda_{k+1} = \lambda_{k+m}\), then there is an \((m + 1) \times (m + 1)\) unitary matrix \(U_k\) such that
   \[
   (\varphi_k|_\Gamma, \ldots, \varphi_{k+m}|_\Gamma) = U_k (\varphi_{\tilde{\lambda}_{k+1}}|_{\tilde{\Gamma}}, \ldots, \varphi_{\tilde{\lambda}_{k+m}}|_{\tilde{\Gamma}}).
   \]

We can now formulate the main result of the paper:

**Theorem 1.3** Let \((\mathcal{M}, g)\) and \((\widetilde{\mathcal{M}}, \widetilde{g})\) be two admissible Riemannian polyhedra. Let, in addition, the metric tensors \(g\) and \(\widetilde{g}\) do have jumps across all \((n-1)\)—interfaces in \(\mathcal{M}\) and \(\widetilde{\mathcal{M}}\), correspondingly. Assume that LBSD \((\Gamma, \{\lambda_k, \varphi_k|_\Gamma\}_{k=1}^{\infty})\) and \((\tilde{\Gamma}, \{\tilde{\lambda}_k, \tilde{\varphi}_k|_{\tilde{\Gamma}}\}_{k=1}^{\infty})\) are equivalent. Then \((\mathcal{M}, g)\) and \((\widetilde{\mathcal{M}}, \widetilde{g})\) are isometric.

Let us make some comments on this theorem:

1. If \(\Omega_i\) is an \(n\)—dimensional simplex of \(\mathcal{M}\) with a smooth metric \(g_i\), then \(g_i\) determines an inner metric on any \(l\) dimensional, \(l < n\), simplex of \(\mathcal{M}\) which lies in \(\Omega_i\) (here and later we assume each simplex to be close). In particular, any \((n-1)\)—interface \(\gamma\) of \(\mathcal{M}\) belongs to two adjacent \(n\)—simplices, which we often denote in such case \(\Omega_-\) and \(\Omega_+\),
and therefore, has two different metric tensors $g_{-|\gamma}$ and $g_{+|\gamma}$. By a metric tensor $g$ having a jump singularity across $\gamma$ we mean that, for any $p \in \gamma$,

$$g_-(p) \neq g_+(p).$$

This assumption is of a technical nature and, in section 6 we will significantly weaken it.

2. As shown in section 2, any Riemannian polyhedron has a natural structure of a metric space. The isometry of $(\mathcal{M}, g)$ and $(\tilde{\mathcal{M}}, \tilde{g})$ is understood with respect to these metric structures.

3. The boundary $\partial \mathcal{M}$ of a Riemannian polyhedron $(\mathcal{M}, g)$ is itself a $(n-1)$-dimensional Riemannian polyhedron, probably disconnected. As $\Gamma, \tilde{\Gamma}$ are open subsets of $\partial \mathcal{M}, \partial \tilde{\mathcal{M}}$, by reducing them if necessary we assume that $\Gamma$ and $\tilde{\Gamma}$ are open subsets of some $(n-1)$-dimensional simplex of $\partial \mathcal{M}, \partial \tilde{\mathcal{M}}$, correspondingly. In the future, we will always assume this condition to be true.

The plan of the paper is as follows: In section 2 we provide some preliminary material on geometry of Riemannian polyhedra and properties of the Laplace operator on them. Section 3 is devoted to the description and some properties of the non-stationary Gaussian beams on a Riemannian polyhedron. We prove Theorem 1.3 in sections 4 and 5. The last section 6 is devoted to some generalizations and open questions.

2 Preliminary constructions

2.1 Admissible Riemannian polyhedron

In this section we will introduce, following mainly [10] and [6], an admissible Riemannian polyhedron which is the main object of the paper. We start with a closed $n$-dimensional finite simplicial complex

$$\mathcal{M} = \bigcup_{i=1}^{l} \Omega_i,$$
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Figure 1: Case (A) is prohibited because its structure is not \((n-1)\)-chainable; Case (B) is prohibited as it is not dimensionally homogeneous; Case (C) is appropriate

where \(\Omega_i\) are closed \(n\)-dimensional simplexes of \(\mathcal{M}\), with \(\Omega_i^{\text{int}}\) standing for the interior of \(\Omega_i\) which is an open subset of \(\mathcal{M}\). We assume that \(\mathcal{M}\) is dimensionally homogeneous, i.e. any \(k\)-simplex, \(0 \leq k \leq n\), of \(\mathcal{M}\) is contained in at least one \(\Omega_i\). We assume also that any \((n-1)\)-dimensional simplex \(\gamma\) belongs either to two different \(n\) simplexes, \(\Omega_i\) and \(\Omega_j\), which in this case we will often denote by \(\Omega_-\) and \(\Omega_+\), or to only one \(n\) simplex \(\Omega_i\). In the former case we call \(\gamma\) an interface (sometimes \((n-1)\)-dimensional interface) between \(\Omega_-\) and \(\Omega_+\), in the latter case we call \(\gamma\) a boundary \((n-1)\)-simplex with \((n-1)\)-simplexes having this property forming the boundary \(\partial \mathcal{M}\). We denote by \(\mathcal{M}^k, 0 \leq k \leq n\) the \(k\)-skeleton of \(\mathcal{M}\) which consists of all \(k\)-simplexes of \(\mathcal{M}\). Clearly, \(\mathcal{M} = \mathcal{M}^n\). We use notations

\[
\mathcal{M}^{\text{int}} = \bigcup \Omega_i^{\text{int}}, \quad \mathcal{M}^{\text{reg}} = \mathcal{M} \setminus \left( \bigcup_{k=0}^{n-2} \mathcal{M}^k \right).
\]

Following [11], we assume that \(\mathcal{M}\) is \((n-1)\)-chainable, i.e. \(\mathcal{M}^{\text{reg}}\) is path connected, see Fig. 1

Assume now that each \(n\)-simplex \(\Omega_i\) is equipped with a smooth (up to \(\partial \Omega_i\)) Riemannian metric \(g_i\), i.e. \((\Omega_i, g_i)\) is a smooth Riemannian manifold with a piecewise smooth boundary. This makes it possible to introduce the arclength for admissible paths \(\eta : [0, a] \to \mathcal{M}\). We call a path \(\eta\) admissible if \(\eta^{-1}(\mathcal{M}^{\text{int}}) \subset [0, a]\) is a (relatively) open subset of \([0, a]\) of full measure and, if \(\eta(\alpha, \beta)\) is in some \(n\)-simplex \(\Omega^{\text{int}}\), then \(\eta : (\alpha, \beta) \to \Omega^{\text{int}}\) is piecewise smooth. Naturally, the arclength \(|\eta(\alpha, \beta)|\) of the path \(\eta\) between \(\eta(\alpha)\) and
\( \eta(\beta) \) is taken as

\[
|\eta(\alpha, \beta)| = \int_{\alpha}^{\beta} \left[ g_{mj}(\eta(t)) \dot{\eta}_m(t) \dot{\eta}_j(t) \right]^{1/2} dt,
\]

where \( \eta_j(t), \alpha < t < \beta \) are, for example, baricentric coordinates in \( \Omega \). As
\( \eta^{-1}(\mathcal{M}^{\text{int}}) \cap (0, a) \) consists of at most a countable number of open intervals
\( (\alpha_i, \beta_i) \) we define

\[
|\eta[0, a]| = \sum_i |\eta(\alpha_i, \beta_i)|.
\]

Next we introduce, for any \( p, q \in \mathcal{M} \), the distance, \( d(p, q) \),

\[
d(p, q) = \inf_{\eta} |\eta|,
\]

where infenum is taken over all admissible paths connecting \( p \) and \( q \). This makes \( (\mathcal{M}, g) \) into a metric space with its metric topology being the same as the topology of a simplicial complex, see [10].

**Definition 2.1** \((\mathcal{M}, g)\) is an admissible Riemannian polyhedron if, for any \( p, q \in \mathcal{M} \),

\[
d(p, q) = \inf_{\tilde{\eta}} |\tilde{\eta}|,
\]

where \( \tilde{\eta} \) run over the subset of admissible paths between \( p \) and \( q \) such that

\[
\tilde{\eta}^{-1} \left( \bigcup_{k=0}^{n-2} \mathcal{M}^k \right) \setminus (\{0\} \cup \{1\}) = \emptyset.
\]

As \( \mathcal{M} \) is finite, the above condition is independent of a particular choice of metric \( g \).

### 2.2 Boundary normal and interface coordinates

In addition to the baricentric coordinates in any \( \Omega^{\text{int}} \), we will often use boundary normal or interface coordinates associated with \( (n-1) \)-subsimplices of \( \Omega \).
Figure 2: A sample of two topologically different Riemannian polyhedra having the same spectral properties. It is stronger than the \((n-1)\)-chainability and is aimed at avoiding topologically different Riemannian polyhedra which, however, can have the same spectral properties.

Let first \(\gamma \in \Omega \cap \partial \mathcal{M}\) be a boundary \((n-1)\)-dimensional simplex with its \((n-1)\)-dimensional interior denoted by \(\gamma^{\text{int}}\). We introduce boundary normal coordinates in an relatively open subset \(U \subset \Omega\) as

\[
p \rightarrow (s(p), \sigma(p)), \quad p \in U.
\]

Here \(\sigma(p) = d(p, \partial \mathcal{M})\), and we assume that there is a unique \(q \in \gamma^{\text{int}}\) with \(d(p, \partial \mathcal{M}) = d(p, q)\), such that \(p\) lies on the normal geodesic to \(q\), \(\varsigma(q) = q\), \(\varsigma(0, d(p, \partial \mathcal{M})) \in \Omega^{\text{int}}\). If \(s(q) = (s^1, \ldots, s^{(n-1)})\) are some (local) coordinates on \(\gamma\), e.g. baricentric coordinates, then \(s(p) = s(q)\).

Let now \(\gamma \subset \Omega_- \cap \Omega_+\) be an \((n-1)\)-interface between \(n\)-simplices \(\Omega_-\) and \(\Omega_+\). Let \(U_{\pm}\) be relatively open subsets of \(\Omega_{\pm}\) with the nearest point on \(\partial \Omega_{\pm}\) lying on \(\gamma\) such that \((U_- \cap \gamma) = (U_+ \cap \gamma)\). Denote by \((s, \sigma_{\pm})\) the boundary normal coordinates in \(U_{\pm}\), where \(s = (s^1, \ldots, s^{(n-1)})\) are some local coordinates on \(\gamma\), e.g. baricentric coordinates with respect to \(\Omega_-\) or \(\Omega_+\). We introduce the interface coordinates \((s, \sigma)\) on \(U_- \cup U_+\):

\[
(s, \sigma) = \begin{cases} 
(s, -\sigma), & \text{in } U_-; \\
(s, \sigma), & \text{in } U_+.
\end{cases}
\]
Then the metric element in these coordinates takes the form,

\[(dl)^2 = (d\sigma)^2 + (g_{\pm})_{\alpha\beta}(s, \sigma) \, ds^\alpha \, ds^\beta.\]  \hspace{1cm} (3)

Throughout the paper we assume that the following condition takes place:

**Condition 2.2** For any interface \( \gamma \) and any point \( q = (s, 0) \) on \( \gamma \), the metric tensor \( g_{\alpha\beta} \) has a jump singularity at \( q \).

### 2.3 Laplace operator

Let \( H^1(\mathcal{M}) \) be the Sobolev space of functions \( u \in L^2(\mathcal{M}) \) such that \( u_i = u|_{\Omega_i} \in H^1(\Omega_i) \) and, for any interface \( \gamma \) between \( \Omega_i \) and \( \Omega_j \),

\[u_i|_{\gamma} = u_j|_{\gamma}.\]

The inner product on \( H^1(\mathcal{M}) \) determines the closed non-negative Dirichlet form,

\[\mathbb{D}[u, v] = \sum_{i=1}^{I} (u_i, v_i)_{H^1(\Omega_i)}, \quad u, v \in H^1(\mathcal{M}).\]

By the standard technique of the theory of quadratic forms, the form \( \mathbb{D} \) determines a self-adjoint operator in \( L^2(\mathcal{M}) \), namely, the Laplace operator with Neumann boundary condition, \( \Delta \). The domain \( \mathcal{D}(\Delta) \) is defined by

\[\mathcal{D}(\Delta) = \{ u \in H^1(\mathcal{M}) : \mathbb{D}[u, v] = (f, v)_{L^2(\mathcal{M})} \text{ for some } f \in L^2(\mathcal{M}) \}, \hspace{1cm} (4)\]

where \( v \in H^1(\mathcal{M}) \) is arbitrary. Analysing condition (4), we see that \( u \in \mathcal{D}(\Delta) \) if \( u \in H^2(\Omega_i), \, i = 1, \ldots, I \) and, on any interface \( \gamma \subset \Omega_- \cap \Omega_+ \),

\[u_-|_{\gamma} = u_+|_{\gamma}, \quad [\sqrt{g_-} \partial_\sigma u_-]|_{\gamma} = [\sqrt{g_+} \partial_\sigma u_+]|_{\gamma}. \hspace{1cm} (5)\]

where \( g_{\pm}(s) = \det[ (g_{\pm})_{\alpha\beta}(s, 0) ] \).

As, due to the finiteness of \( \mathcal{M} \), the embedding of \( H^1(\mathcal{M}) \) into \( L^2(\mathcal{M}) \) is compact, the spectrum of \( \Delta \) is pure discrete,

\[0 = \lambda_1 < \lambda_2 \leq \ldots, \quad \lambda_k \to \infty,\]

with the corresponding basis of orthonormal eigenfunctions to be denoted by \( \{ \varphi_k \}_{k=1}^{\infty} \). Standard considerations, see e.g. \cite{9} or \cite{43} show that \( \{ \varphi_k \}_{k=1}^{\infty} \) distinguish points in \( \mathcal{M}^{\text{int}} \), i.e. for \( p \neq q \in \mathcal{M}^{\text{int}} \), there is \( k \) with \( \varphi_k(p) \neq \varphi_k(q) \).
Proposition 2.3  Let \( \{ \varphi_k \}_{k=1}^\infty \) be an orthonormal basis of eigenfunctions of the Laplace operator \( \Delta \). Then \( \{ \varphi_k \}_{k=1}^\infty \) form local coordinates near any \( p \in \mathcal{M}^{\operatorname{int}} \), i.e. there are \( k_1(p), \ldots, k_n(p) \) such that \( (\varphi_{k_1}, \ldots, \varphi_{k_n}) \) form local coordinates near \( p \).

3 Gaussian Beams near interfaces

3.1 Gaussian beams on smooth manifolds

In this section we briefly recall some results on the non-stationary Gaussian beams on smooth manifolds. Their theory goes back to the pioneering works [5], [19], [40]. In our exposition we follow mainly section 2.4 of [21]. Non-stationary Gaussian beams are some (formal) solutions of the wave equation

\[ U_{tt} - \Delta U = 0, \tag{6} \]

which are concentrated, at each moment of time \( t \), near a point \( x(t) \). The point \( x(t) \) moves with a unit speed along a geodesic on a smooth Riemannian manifold \( (\mathcal{N}, h) \) with \( \Delta \) being the Laplacian corresponding to \( (\mathcal{N}, h) \).

Introducing a moving frame

\[ y(t) = x - x(t), \]

a formal Gaussian beam has a form as a formal series

\[ U_\varepsilon(t, y) \asymp M_\varepsilon \exp \left\{ -(i\varepsilon)^{-1} \Theta(t, y) \right\} \sum_{l \geq 0} u_l(t, y) (i\varepsilon)^l. \tag{7} \]

Here \( M_\varepsilon = (\pi \varepsilon)^{-\frac{n}{4}} \), \( 0 < \varepsilon \ll 1 \); \( \Theta \) and \( u_l \), \( l = 0, 1, \ldots \), are formal series in powers of \( y \). They are usually represented as sums of homogeneous polynomials in \( y \) with coefficients depending on \( t \),

\[ \Theta \asymp \sum_{m \geq 1} \theta_m(t, y), \quad u_l = \sum_{m \geq 1} u_{lm}(t, y), \]

\( \theta_m \) and \( u_{lm} \) being homogeneous polynomials on \( y \). The polynomials \( \theta_m \) and \( u_{lm} \) are chosen so that, considered as formal series with respect to \( y \) and \( (i\varepsilon) \),

\[ \partial_t^2 U_\varepsilon - \Delta U_\varepsilon = 0. \tag{8} \]

Note that "\( \asymp \)" exactly means that the formal series (7) satisfies formally equation (8).

The most important properties of the non-stationary Gaussian beams are:
(a) $\theta_1(t, y) = (\xi(t), y(t)) = \xi_j(t)y^j(t)$, where $\xi_j(t)$ is the unit covector corresponding to the geodesic $x(t)$;

(b) $\theta_2(t, y) = \langle H(t)y, y \rangle$, where $H(t)$ is a symmetric matrix, satisfying $\text{Im} \langle H(t)y, y \rangle \geq C(T)|y|^2$, for $-T < t < T$.

Remark 3.1 From now on throughout this paper we use the following notations $C$ (or, $C_L(t)$) is a generic constant, $C > 0$, independent of $\varepsilon$; $\mu(L)$ is defined for sufficiently large positive integers $L$ such that $\mu(L) \to \infty$ when $L \to \infty$.

Conditions (a) and (b) imply that $U$ decays exponentially outside an $\varepsilon^{1/2}$ - neighborhood of $x(t)$. It is important to note that, starting from a formal Gaussian beam $U_\varepsilon$ we can construct a family of solutions to the wave equation (6), which “looks like” $U_\varepsilon$. To this end, we start with a finite series

$$U^L_\varepsilon = M_\varepsilon \exp \left\{ - (i\varepsilon)^{-1} \Theta^L(t, y) \right\} \sum_{l=0}^{L} u^L_l(t, y) \chi(d^2(x, x(t))\varepsilon^{-5/6}), \quad (9)$$

$$\Theta^L = \sum_{l=0}^{L} \theta_l; \quad u^L_l = \sum_{l=0}^{L} u_{lm},$$

where $\chi(s)$ is a smooth cut-off function equal to 1 near $s = 0$. Then

$$\| \partial^2_t U^L_\varepsilon - \Delta U^L_\varepsilon \|_{C^{\mu(L)}(\mathcal{N} \times [-T, T])} \leq C_L(T) \varepsilon^{-\mu(L)}.$$

By standard hyperbolic estimates there exists a solution $U^L_\varepsilon$ to (6) such that

$$\| (U^L_\varepsilon - U_\varepsilon^L) \|_{C^N(\mathcal{N} \times [-T, T])} \leq C_L(T) \varepsilon^{-\mu(L)}.$$

Moreover, if we generate a wave inside $\mathcal{N}$ by a boundary source

$$U_\varepsilon |_{\partial \mathcal{N} \times [-T, T]} = f_\varepsilon(t, s). \quad (10)$$

Let $f_\varepsilon(t, s), s \in \partial \mathcal{N}, t \in [-T, T]$ be given by a formal expansion

$$f_\varepsilon(t, s) \asymp \exp \left\{ - (i\varepsilon)^{-1} \tilde{\Theta}(t, s) \right\} \sum_{l \geq 0} \tilde{u}_l(t, s)(i\varepsilon)^l,$$

where

$$\tilde{\Theta}(t, s) \asymp -t + \xi_\alpha s^\alpha + < \hat{H}((s, t), (s, t)) > + \sum_{m \geq 2} \tilde{\theta}_m(t, s); \quad g^{\alpha\beta}(0)\xi_\alpha \xi_\beta < 1,$$
\[ \hat{u}(t, s) \simeq \sum_{m \geq 0} \hat{u}_{lm}(t, s), \] (12)

with \( \hat{\theta}_m, \hat{u}_{lm} \) being homogeneous polynomials of degree \( m \) with respect to \((t, s)\). Assume that \( Im \hat{H} > 0 \). Then there is a unique formal Gaussian beam \( U_\varepsilon \) satisfying (8), and the boundary condition (11) for \(-t_0 < t < t_0\) with some \( t_0 > 0 \) depending only on geometry of \((\mathcal{N}, \partial \mathcal{N}, h)\). Moreover, the corresponding geodesic \( x(t) \) starts, at \( t = 0 \), from the point \( s = 0 \), into the (co)divergion \( (\xi_\alpha, \xi_\beta) \) with \( \xi_n = [g^{\alpha\beta} \xi_\alpha \xi_\beta]^{1/2} \) geodesic starting at \( s = 0 \).

We will refer to this result saying that we can guarantee a non-stationary Gaussian beam propagating transversally to \( \partial \mathcal{N} \) by a proper choice of a boundary source (for these and other results on non-stationary Gaussian beams see e.g. [20], [21]).

### 3.2 Gaussian beams at interfaces

In this section we consider reflection and transmission of the non-stationary Gaussian beams from and through an \((n-1)\)-dimensional interface \( \gamma \) between two \( n \)-simplexes \( \Omega_- \) and \( \Omega_+ \). As our constructions will be of a local nature we can, without loss of generality, restrict them to the reflection/transmission of the Gaussian beams from a smooth interface inside a smooth manifold. These questions, for the incidence angle less then critical, were considered in detail in [25] and [39], in the latter restricted to the isotropic media. Assuming that \( x(0) \in \gamma \) and introducing the interface normal coordinates \((s, \sigma)\) with \( s = 0 \) corresponding to \( x(0) \), we have, for the incident Gaussian beam, \( U_{\varepsilon}^{in} \)

\[ U_{\varepsilon}^{in}(t, s)|_{\sigma=0} \simeq M_\varepsilon \exp\{(i\varepsilon)^{-1}\hat{\Theta}^{in}(t, s)\} \sum_{l=0}^{\infty} (i\varepsilon)^l u_{l}^{in}(t, s) \] (13)

\[ \left[ \sqrt{g} - \partial_\sigma U_{\varepsilon}^{in}(t, s) \right]|_{\sigma=0} \simeq M_\varepsilon \exp\{(i\varepsilon)^{-1}\hat{\Theta}^{in}(t, s)\} \sum_{l=-1}^{\infty} (i\varepsilon)^l \hat{u}_{l}^{in}(t, s). \]

Here \( \hat{\Theta}^{in}, u_{l}^{in}, \hat{u}_{l}^{in} \) are sums of homogeneous polynomials with respect to \((t, s)\) with

\[ \hat{\Theta}^{in}(t, s) = -t + \xi_\alpha s^\alpha + \hat{H}((s, t), (s, t)) + \ldots; \]

\[ u_{l=0,0}^{in} = \xi_n u_{0,0}; \quad \xi_n > 0; \quad g^{\alpha\beta} \xi_\alpha \xi_\beta + (\xi_n)^2 = 1, \]
with \((\xi^\text{in}_\alpha, \xi^\text{in}_n)\) being the (co)direction of the Gaussian beam at \(t = 0\). When \(g^{\alpha\beta}_+ (0) \xi^\text{in}_\alpha \xi^\text{in}_\beta < 1\), it is possible to construct two formal non-stationary Gaussian beams \(U^r_\varepsilon\) and \(U^{tr}_\varepsilon\) in \(\Omega_-\) and \(\Omega_+\), correspondingly such that

\[
U_\varepsilon = \begin{cases} 
U^\text{in}_\varepsilon + U^r_\varepsilon, & \text{in } \Omega_-; \\
U^{tr}_\varepsilon & \text{in } \Omega_+ 
\end{cases}
\]  

(14)

satisfies the wave equation (8) and transmission conditions (5). To this end we use the technique briefly described in section 3.1, which reduces the problem to finding boundary conditions of form (11), (12) for \(U^r_\varepsilon\) and \(U^{tr}_\varepsilon\) at \(\sigma = 0\). In turn, this is possible utilizing transmission condition (5) if \(g^{\alpha\beta}_+ (0) \xi^\text{in}_\alpha \xi^\text{in}_\beta < 1\). Summarizing considerations of [25], we obtain the following result

**Lemma 3.2** Let \(U^\text{in}_\varepsilon\) be a formal non-stationary Gaussian beam which hits the interface \(\sigma = 0\) at \(s = 0, t = 0\) with its (co)direction \((\xi^\text{in}_\alpha, \xi^\text{in}_n)\) satisfying \(g^{\alpha\beta}_+ (0) \xi^\text{in}_\alpha \xi^\text{in}_\beta < 1\). Then there are two formal Gaussian beams \(U^r_\varepsilon\) in \(\Omega_-\) and \(U^{tr}_\varepsilon\) in \(\Omega_+\) such that the total wave \(U_\varepsilon\) satisfies the transmission condition (5). The (co)directions \((\xi^r_\alpha, \xi^r_n)\) and \((\xi^{tr}_\alpha, \xi^{tr}_n)\) of the geodesics, corresponding to \(U^r_\varepsilon\) and \(U^{tr}_\varepsilon\) satisfy at \(t = 0, s = 0, \sigma = 0\) the equation (Snell’s Law):

\[
\xi^r_\alpha = \xi^r_\beta = \xi^\text{in}_\alpha, \quad \xi^{tr}_n = -\xi^\text{in}_n, \quad \xi^{tr}_n = (1 - g^{\alpha\beta}_+(0) \xi^\text{in}_\alpha \xi^\text{in}_\beta)^{1/2}.
\]

The main amplitude coefficients \(u^r_{0,0}\) and \(u^{tr}_{0,0}\) of \(U^r_\varepsilon\) and \(U^{tr}_\varepsilon\) are related to \(u^\text{in}_{0,0}\) at \(t = 0, s = 0, \sigma = 0\) by

\[
\begin{align*}
u^{tr}_{0,0} &= -\sqrt{g_- \xi^\text{in}_n + \sqrt{g_+ \xi^\text{in}_n}} u^\text{in}_{0,0}; & u^r_{0,0} &= \sqrt{g_- \xi^\text{in}_n - \sqrt{g_+ \xi^\text{in}_n}} u^\text{in}_{0,0},
\end{align*}
\]

(15)

where \(g_{\pm} = \text{det}^{-1} \left[ g^{\alpha\beta}_+ (0) \right] \).

We note that transmission condition (5) for \(U^\text{in}_\varepsilon + U^r_\varepsilon\) and \(U^{tr}_\varepsilon\) is understood in the formal sense. Namely, \(U^r_\varepsilon\) and \(U^{tr}_\varepsilon\) may be expressed in the form (7) with \(U^r_\varepsilon\) and \(U^{tr}_\varepsilon\) having decomposition of form (13). Then (5) means that

\[
\hat{\Theta}^\text{in} = \hat{\Theta}^r = \hat{\Theta}^{tr}
\]

and

\[
\hat{u}^\text{in}_i + \hat{u}^r_i = \hat{u}^{tr}_i, \quad \hat{\hat{u}}^\text{in}_i + \hat{\hat{u}}^r_i = \hat{\hat{u}}^{tr}_i
\]
as polynomial with respect to \((t, s)\).

Observe that the condition \(\left[ g_{\alpha\beta}(0) \right]_{\alpha,\beta=1}^{n-1} \neq \left[ g^{\alpha\beta}(0) \right]_{\alpha,\beta=1}^{n-1} \) implies that \(u_{0,0}^\beta \neq 0\) for almost all \((\xi^m, \xi^n)\).

When dealing with an incoming non-formal Gaussian beam (9), (10), which we will denote by \(U_{\in,L}^\varepsilon\), similar to the above we find \(U_{\in,L}^\varepsilon\) and \(U_{\tr,L}^\varepsilon\) by formulae (9) with \(\Theta_{\in,L}^\varepsilon, u_{\in,L}^\varepsilon\) and \(\Theta_{\tr,L}^\varepsilon, u_{\tr,L}^\varepsilon\) instead of \(\Theta_{\in,L}^\varepsilon, u_{\in,L}^\varepsilon\), correspondingly. Clearly, they give use to approximate transmission conditions

\[
\| (U_{\in,L}^\varepsilon + U_{\tr,L}^\varepsilon - U_{\in,L}^\varepsilon) \|_{C^p(\gamma \times (-t_0, t_0))} \leq C(T) \varepsilon^{-\mu(L)},
\]

\[
\| (\sqrt{g^-} \partial_\sigma (U_{\in,L}^\varepsilon + U_{\tr,L}^\varepsilon)) - \sqrt{g^+} \partial_\sigma U_{\tr,L}^\varepsilon ) \|_{C^p(\gamma \times (-t_0, t_0))} \leq C(T) \varepsilon^{-\mu(L)}.
\]

Add to \(U_{\tr,L}^\varepsilon\) a function \(\Psi_{\varepsilon}^L(t, s, \sigma)\),

\[
\Psi_{\varepsilon}^L(t, s, \sigma) = \chi(\sigma) \sum_{k=0}^L \sigma^k \Psi_k(s, t),
\]

where \(\Psi_k(s, t)\) are chosen so that

\[
\tilde{U}_{\varepsilon}^\alpha = U_{\varepsilon}^\alpha + \Psi_{\varepsilon}^L
\]

satisfies

\[
\left[ \Delta^p (U_{\varepsilon}^\in + \tilde{U}_{\varepsilon}^\tr) \right]_{\gamma} = \Delta^p U_{\varepsilon}^\tr, \quad \left[ \sqrt{g^-} \partial_\sigma \left( \Delta^p (U_{\varepsilon}^\in + U_{\varepsilon}^\tr) \right) \right]_{\gamma} = \left[ \sqrt{g^+} \partial_\sigma (\Delta^p U_{\varepsilon}^\tr) \right]_{\gamma},
\]

for \(0 \leq p \leq \left[ \frac{L}{2} \right] \). Clearly, (16), (17) imply that

\[
\| \Psi_{\varepsilon}^L(s, t, \sigma) \|_{C^p(\Omega_\varepsilon \times (-t_0, t_0))} \leq C(T) \varepsilon^{-\mu(L)}.
\]

Together with (18), (19), it follows from the wave equation (8) that we can modify \(U_{\varepsilon}^\tr\) and \(\tilde{U}_{\varepsilon}^\tr\).

\[
\tilde{U}_{\varepsilon}^\tr = U_{\varepsilon}^\tr + \Phi_{\varepsilon}^\tr; \quad \tilde{U}_{\varepsilon}^\tr = U_{\varepsilon}^\tr + \Phi_{\varepsilon}^\tr,
\]

with

\[
\| \partial_\mu (\Phi_{\varepsilon}^L \|_{L^2(M)} \leq C_L(t_0) \varepsilon^{-\mu(L)};
\]

\[
\| \Delta^{[\mu(L)/2]} \Phi_{\varepsilon}^L \|_{L^2(M)} \leq C_L(t_0) \varepsilon^{-\mu(L)};
\]
so for $-t_0 \leq t \leq t_0$. Therefore,

$$u_\varepsilon^L = \begin{cases} 
U_\varepsilon^{in,L} + U_\varepsilon^{r,L}, & \sigma \leq 0, \\
U_\varepsilon^{tr,L}, & \sigma \geq 0
\end{cases}$$

satisfies the wave equation (8) and coincide with $U_\varepsilon^{in,L}$ for negative $t$, more precisely, for $t \leq -C_\varepsilon^{-5/12}$. Here $\Phi_\varepsilon^L$ is given by $\Phi_\varepsilon^{r,L}$ for $\sigma < 0$ and $\Phi_\varepsilon^{tr,L}$ for $\sigma > 0$.

**Remark 3.3** When $\gamma$ is $(n-1)-$simplex in $\partial \mathcal{M}$, we can modify the previous construction to find the Gaussian beam reflected from $\gamma$. The part of Lemma 3.2 related to $U_\varepsilon^r$ remains valid with formula for the main term $u_{0,0}^r$ taking the form

$$u_{0,0}^r = -u_{0,0}^{in}. \quad (20)$$

Thus, by the considerations similar to the above it is possible to find solutions to the wave equation (8) which satisfy the Dirichlet boundary condition and look like a Gaussian beam.

## 4 First $n-$simplex

### 4.1

In this section we start proving the uniqueness Theorem 1.3. Recall that we are given diffeomorphic open subsets $\Gamma \subset \gamma$, $\tilde{\Gamma} \subset \tilde{\gamma}$, where $\gamma$ and $\tilde{\gamma}$ are boundary $(n-1)-$simplexes of $n-$simplexes $\Omega \subset \mathcal{M}$, $\tilde{\Omega} \subset \tilde{\mathcal{M}}$. We assume, after proper unitary transformations in finite-dimensional spaces corresponding to eigenvalues of higher multiplicity, that

$$\lambda_k = \tilde{\lambda}_k, \quad \varphi_k |_{\Gamma} = \varphi_k^* |_{\tilde{\Gamma}}, \quad k = 1, 2, \ldots, \quad (21)$$

where $\varphi : \Gamma \rightarrow \tilde{\Gamma}$ is a diffeomorphism. Our goal in this section is to prove the following result

**Lemma 4.1** Let $\varphi : \Gamma_0 \rightarrow \tilde{\Gamma}_0$, $\Gamma_0 \in \gamma$, $\tilde{\Gamma}_0 \in \tilde{\gamma}$ be a diffeomorphism satisfying conditions of Definition 1.2. Then there is an isometry $X : \Omega \rightarrow \tilde{\Omega}$, such that

$$\varphi_k |_{\Omega} = X^* \tilde{\varphi}_k |_{\tilde{\Omega}}; \quad k = 1, 2, \ldots, \quad X |_{\Gamma_0} = \varphi. \quad (22)$$
To prove this lemma, observe first that if $\Gamma_0 \Subset \Gamma$, $\tilde{\Gamma}_0 \Subset \tilde{\Gamma}$ and $\tau > 0$ satisfy:

$$\exp_{\partial \Omega} : \Gamma_0 \times [0, \tau) \to \mathcal{M}, \ \exp_{\partial \tilde{\Omega}} : \tilde{\Gamma}_0 \times [0, \tau) \to \tilde{\mathcal{M}}$$

are regular, i.e. map into $\Omega$ and $\tilde{\Omega}$ correspondingly and provide a diffeomorphism between $\Gamma_0 \times [0, \tau)$ and $\exp_{\partial \Omega}(\Gamma_0 \times [0, \tau)) \subset \Omega$ and $\tilde{\Gamma}_0 \times [0, \tau)$ and $\exp_{\partial \tilde{\Omega}}(\tilde{\Gamma}_0 \times [0, \tau)) \subset \tilde{\Omega}$ and, in addition,

$$d(\Gamma_0, \mathcal{M} \setminus \Omega), \ d(\tilde{\Gamma}_0, \tilde{\mathcal{M}} \setminus \tilde{\Omega}) > \tau,$$

then the diffeomorphism

$$\hat{X} = \pi \times \mathbb{I} : \Gamma_0 \times (0, \tau) \to \tilde{\Gamma}_0 \times (0, \tau)$$

satisfies

$$\hat{X}^* \varphi_k|_{\Gamma_0 \times (0, \tau)} = \varphi_k|_{\Gamma_0 \times (0, \tau)}.$$

Moreover, $\hat{X}$ is actually an isometry between $\Gamma_0 \times (0, \tau)$ and $\tilde{\Gamma}_0 \times (0, \tau)$ considered as domains in $(\Omega^{int}, g)$ and $(\tilde{\Omega}^{int}, \tilde{g})$, correspondingly. The proof of this fact is identical to the smooth case and is given in Section 4.4 of [21].

Assume now that $\omega_1, \omega_2 \subset \Omega^{int}$ and $\tilde{\omega}_1, \tilde{\omega}_2 \subset \tilde{\Omega}^{int}$ are open subsets with

$$\hat{X}_i : \omega_i \to \tilde{\omega}_i$$

being isometries satisfying

$$\hat{X}_i^* \varphi_k|_{\omega_i} = \varphi_k|_{\omega_i}, \quad i = 1, 2, \ k = 1, 2, \ldots$$

(23)

By Proposition 1, $\hat{X}_1|_{\omega_1 \cap \omega_2} = \hat{X}_2|_{\omega_1 \cap \omega_2}$ which makes it possible to extend $\hat{X}_i$ into an isometry $\hat{X} : \omega_1 \cup \omega_2 \to \tilde{\omega}_1 \cup \tilde{\omega}_2$ which also satisfies (23).

Consider the family of all pairs of open subsets $\omega \subset \Omega$ and $\tilde{\omega} \subset \tilde{\Omega}$ which are isometric to each other and satisfy (23). Clearly, this family is partially ordered by induction, by the above we can consider its maximal element which we denote by $(\Omega_m, \tilde{\Omega}_m)$ with the corresponding isometry denoted by $\hat{X}_m$. We want to show that $\Omega_m = \Omega^{int}$, $\tilde{\Omega}_m = \tilde{\Omega}^{int}$.

To proceed, recall the following result from [21], which is proven for smooth manifolds but remains valid for Riemannian polyhedra under the conditions formulated below.

**Theorem 4.2** 1. Let $S \subset \Omega$ (or $\tilde{S} \subset \tilde{\Omega}$) be a smooth subdomain such that

$$\{\varphi_k(p)\}^\infty_k \ (or \ \{\tilde{\varphi}_k(p)\}^\infty_k)$$

are known for $p \in S$ (or for $\tilde{p} \in \tilde{S}$). Assume that for $\tau > 0$

$$\exp_{\partial S} : \partial S \times (0, \tau) \to \Omega \setminus S,\ \exp_{\partial \tilde{S}} : \partial \tilde{S} \times (0, \tau) \to \tilde{\Omega} \setminus \tilde{S}$$
are regular. If, in addition, \( \tau < \{d(S, M \setminus \Omega), d(\tilde{S}, \tilde{M} \setminus \tilde{\Omega})\} \) then these data determine uniquely \( \varphi_k|_{S_r}, \tilde{\varphi}_k|_{\tilde{S}_r} \), where

\[
S_r = S \bigcup \exp_{\partial S} (\partial S \times (0, \tau)), \quad \tilde{S}_r = \tilde{S} \bigcup \exp_{\partial \tilde{S}} (\partial \tilde{S} \times (0, \tau)).
\]

2. Let \( u, \tilde{u} \) be solutions of the initial boundary value problem,

\[
\begin{align*}
  u_{tt} - \Delta u &= F \in C^\infty_0 (S \times \mathbb{R}_+); & u_{tt} - \Delta \tilde{u} &= \tilde{F} \in C^\infty_0 (\tilde{S} \times \mathbb{R}_+), \\
  u|_{t=0} &= f \in C^\infty_0 (S); & \tilde{u}|_{t=0} &= \tilde{f} \in C^\infty_0 (\tilde{S}), \\
  u_t|_{t=0} &= \phi \in C^\infty_0 (S); & \tilde{u}_t|_{t=0} &= \tilde{\phi} \in C^\infty_0 (\tilde{S}).
\end{align*}
\]

Then these data determine \( u, \tilde{u} \) on \( S \times \mathbb{R}_+, \tilde{S} \times \mathbb{R}_+ \), correspondingly. In particular, if \( S \) and \( \tilde{S} \) are isometric, with isometry \( X \) satisfying (23), there is an extended isometry \( X_r \),

\[
X_r : S_r \to \tilde{S}_r
\]

with

\[
\varphi_k|_{S_r} = X_r^* \tilde{\varphi}_k|_{\tilde{S}_r}, \quad u^j|_{S_r \times \mathbb{R}_+} = X_r^* \tilde{u}^j|_{\tilde{S}_r \times \mathbb{R}_+},
\]

when \( f = X^* \tilde{f}, \phi = X^* \tilde{\phi}, F = X^* \tilde{F} \).

### 4.2

Based on Theorem 4.2, we will finish the proof of Lemma 4.1. Assume, that a maximal element (\( \Omega_m, \tilde{\Omega}_m \)) \( \neq (\Omega_{\text{int}}, \tilde{\Omega}_{\text{int}}) \), where without loss of generality we can take \( \Omega_m \neq \Omega_{\text{int}} \). Therefore, there is a point \( p \in \mathcal{C}l(\Omega_m) \cap \Omega_{\text{int}} \). Observe, that as \( \tilde{X}_m : \Omega_m \to \tilde{\Omega}_m \) is an isometry, it may be extended to the mapping \( \tilde{X}_m : \mathcal{C}l(\Omega_m) \to \mathcal{C}l(\tilde{\Omega}_m) \). Consider the following possible scenarios:

1. \( \bar{p} = \tilde{X}_m(p) \in \tilde{\Omega}_{\text{int}} \). Denote by \( \delta = \min \{d(p, \partial \Omega), d(\bar{p}, \partial \tilde{\Omega})\} \) and by \( \rho = \min \{i(\Omega, \rho), i(\tilde{\Omega}, \rho)\} \), where \( i(N, h) \) stands for the injectivity radius of the normal coordinates of Riemannian manifold \( (N, h) \). Let \( \delta_0 = \frac{1}{4} \min(\delta, \rho) \) and \( p_0 \in \Omega_m, \bar{p}_0 = \tilde{X}_m(p_0) \in \tilde{\Omega}_m \) satisfy \( d(\bar{p}_0, \bar{p}) < \delta_0 \). Let \( 0 \leq \sigma < \delta_0 \) satisfies \( B(p_0, \sigma) \subset \Omega_m, B(\bar{p}_0, \sigma) = \tilde{X}_m(B(p_0, \sigma)) \subset \tilde{\Omega}_m \), where \( B(p, r) \) is a closed ball of radius \( r \) centered at \( p \). Taking \( S, \tilde{S} \) in Theorem 4.2 to be \( B(p_0, \sigma), B(\bar{p}_0, \sigma) \), we see that conditions of this
Theorem are satisfied for \( \tau = 2\delta_0 \) with \( S_\sigma = B(p_0, \sigma + 2\delta_0), \tilde{S}_\sigma = B(\tilde{p}_0, \sigma + 2\delta_0) \). Therefore, \( \tilde{X}_m \) can be extended to \( \Omega_m \cup B(p_0, \sigma + 2\delta_0) \) containing \( p \), which contradicts the definition of \( \Omega_m \).

2. \( \tilde{p} = \tilde{X}_m(p) \in \tilde{\gamma}^{int} \), where \( \tilde{\gamma} \) is some \((n - 1)\)-subsimplex of \( \tilde{\Omega} \). Let now \( \delta = \min(d(p, \partial \Omega)), d(\tilde{p}, \partial(\tilde{\Omega} \cup \tilde{\Omega}_1)) \), where \( \tilde{\Omega}_1 \) is another \( n \)-simplex adjacent to \( \tilde{\gamma} \) (if \( \tilde{\gamma} \in \partial(\tilde{M} \cup \tilde{\Omega}) \) we take \( \partial(\tilde{M} \cup \tilde{\Omega}) \)). As earlier, let \( \delta_0 = \frac{1}{4} \min(\delta, \rho, i_\tilde{\gamma}(\tilde{p})) \), where \( i_\tilde{\gamma}(\tilde{p}) \) is the radius of injectivity of the interface normal coordinates related to \( \tilde{p} \), (or to the boundary normal coordinates of \( \tilde{p} \in \partial \tilde{M} \)). Introduce \( p_0, \tilde{p}_0 = \tilde{X}_m(p_0) \) as in the case 1 and take balls \( B(p_0, \sigma), B(\tilde{p}_0, \sigma), 0 < \sigma < \delta_0 \) similar to the case 1. Consider now the non-stationary Gaussian beams \( \tilde{U}_\varepsilon^{in,L} \) on \( \tilde{M} \) which start at \( t = 0 \) at \( \tilde{p}_0 \), in direction close to the normal direction from \( \tilde{p}_0 \) to \( \tilde{\gamma} \), i.e. with the initial co-vector \( \tilde{\xi} \) close to \((0, 0, ..., 1)\). These Gaussian beams reflect from \( \tilde{\gamma} \) and return to \( B(\tilde{p}_0, \sigma) \) approximately at the time \( t = 2 d(\tilde{p}_0, \tilde{\gamma}) - \sigma \). Thus, for \( \tilde{\xi} \) close to \((0, ..., 0, 1)\), the total Gaussian beam \( \tilde{U}_\varepsilon^{L} = \tilde{U}_\varepsilon^{r,L} + \tilde{U}_\varepsilon^{in,L} \) in \( \tilde{\Omega} \) satisfies

\[
\max |\tilde{U}_\varepsilon^{L}(\tilde{q}, t)| > C,
\tag{26}
\]

when \( \tilde{q} \in B(\tilde{p}_0, \sigma), t \in [2d(\tilde{p}_0, \tilde{\gamma}) - \sigma, 2 d(\tilde{p}_0, \tilde{\gamma}) + \sigma] \).

On the other hand, the corresponding Gaussian beam \( U_\varepsilon^{in,L} \) in \( \Omega \) moves from \( B(p_0, \sigma) \) and has no reflected part for \( t \in (0, 2 d(\tilde{p}_0, \tilde{\gamma}) + \sigma) \), so that

\[
\max |U_\varepsilon^{L}(q, t)| \leq C \varepsilon^{-\mu(L)}, \quad \text{for } q \in B(p_0, \sigma).
\tag{27}
\]

When \( \varepsilon \) is sufficiently small and \( L \) is sufficiently large, (26), (27) contradict the second equation (25), of Theorem 4.2. As \( \varphi_k|_{B(p_0, \sigma)} \) and \( \tilde{\varphi}_k|_{B(\tilde{p}_0, \sigma)} \) are known we can evaluate the Fourier coefficients \( u_k(t) = \tilde{u}_k(t) \) of \( U_\varepsilon^{L}(t) \) and \( \tilde{U}_\varepsilon^{L}(t) \) and, next,

\[
U_\varepsilon^{L}(q, t) = \sum u_k(t) \varphi_k(q); \quad \tilde{U}_\varepsilon^{L}(\tilde{q}, t) = \sum u_k(t) \tilde{\varphi}_k(\tilde{q}),
\]

for \( q \in B(p_0, \sigma), \tilde{q}_0 \in B(\tilde{p}_0, \sigma) \).

3. Let now \( \tilde{p} \in \tilde{M}^{n-2} \). Using e.g. baricentric coordinates in \( \tilde{\Omega} \), we see that there are \( C > 1 \) and \( \delta > 0 \) such that if \( d(\tilde{p}_0, \partial \tilde{\Omega}) < \delta \), then there is a curve \( \tilde{x} : [0, 1] \rightarrow \tilde{\Omega}^{int}, \tilde{x}(0) = \tilde{p}_0, \tilde{x}(1) = \tilde{q}_0 \) such that:
\(d(\tilde{x}(t), \partial \tilde{\Omega}) > C^{-1}d(\tilde{p}_0, \partial \tilde{\Omega});\)

(ii) \(|\tilde{x}|[0, 1]| \leq C\,d(p_0, \partial \tilde{\Omega})\), where \(|\tilde{x}|[a, b]|\) is the arclength of \(\tilde{x}(t)\) between \(\tilde{x}(a)\) and \(\tilde{x}(b)\);

(iii) \(d(\tilde{q}_0, \partial \tilde{\Omega}) = d(\tilde{p}_0, \partial \tilde{\Omega})\). However, we can assume that there is a unique nearest point \(\tilde{q} \in \partial \tilde{\Omega}\) to \(\tilde{q}_0\) and, in addition,

(iv) \(\tilde{q}_0 \in \tilde{\gamma}^{int}\), where \(\tilde{\gamma}\) is an \((n-1)\)-interface between \(\tilde{\Omega}\) and some \(\tilde{\Omega}_1\) (or \(\tilde{\gamma} \subset \partial \tilde{M}\));

(v) Interface (boundary) normal coordinates centered at \(\tilde{q}_0\) are regular in \(4\,d(\tilde{q}_0, \tilde{q})\)-vicinity of \(\tilde{q}_0\).

Returning to the consideration of the case \(\tilde{p} \in \tilde{M}^{n-2}\), let \(p_0 \in \Omega_m\) satisfy \(d(p_0, p) \leq \min(\tilde{\delta}, \frac{1}{\infty} \delta)\), where \(\delta\) is defined as in the case 1. With \(\tilde{p}_0 = \tilde{X}_m(p_0)\), let \(\tilde{x}(t)\) be a curve in \(\tilde{\Omega}^{int}\) described earlier. Then the diffeomorphism \(\tilde{X}_m^{-1}\) can be extended onto some open neighborhood of \(\tilde{x}(t)\). Indeed, by the construction of the step 1, we can move recurrently along \(\tilde{x}(t)\), using the balls of radius \(\frac{1}{\infty} d(\tilde{p}_0, \partial \tilde{\Omega})\). By the maximality of \((\Omega_m, \tilde{\Omega}_m), \tilde{q}_0 \in \tilde{\Omega}_m\) with \(q_0 = \tilde{X}_m^{-1}(\tilde{q}_0)\) \(\in \Omega_m\) satisfying

\[
d(q_0, \partial \Omega) \geq 4\,d(\tilde{q}_0, \tilde{q}).
\] (28)

Inequality (28) makes it possible to use the same considerations as in the case 2, proving that the case \(\tilde{p} \in \tilde{M}^{n-2}\) is possible.

We finish the section by the following

**Corollary 4.3** Let \(X : \Omega \to \tilde{\Omega}\), where \(\Omega, \tilde{\Omega}\) are \(n\)-simplexes of \(\mathcal{M}\) and \(\tilde{\mathcal{M}}\), satisfy (22). If \(\gamma, \tilde{\gamma} = X(\gamma)\) are \((n-1)\)-simplexes of \(\Omega\) and \(\tilde{\Omega}\) correspondingly. Then \(\gamma\) is an interface if and only if \(\tilde{\gamma}\) is an interface.

**Proof** Let \(\tilde{f} = f^L_\varepsilon, \tilde{\phi} = \phi^L_\varepsilon\) be the initial data for Gaussian beam \(\tilde{U}^{in,L}_\varepsilon\) starting in \(\tilde{\Omega}\) towards \(\tilde{\gamma}\) and \((f^L_\varepsilon, \phi^L_\varepsilon) = X^* (f^L_\varepsilon, \phi^L_\varepsilon)\) be the initial data of the Gaussian beam \(U^{in,L}_\varepsilon\). Comparing \(\tilde{U}^{r,L}_\varepsilon\) and \(U^{r,L}_\varepsilon = X^* \tilde{U}^{r,L}_\varepsilon\) and using formulae (15) and (20), we obtain the desired result. \(\square\)
5 Global Isometry

5.1

In this section we show that isometry on $X : \Omega \to \tilde{\Omega}$ which satisfies (22) can be extended to a global isometry $X : \mathcal{M} \to \tilde{\mathcal{M}}$ satisfying

$$\varphi_k(p) = X^* \tilde{\varphi}_k(\tilde{p}), \quad k = 1, 2, \ldots, \ p \in \mathcal{M}^\text{int}, \ \tilde{p} = X(p) \in \tilde{\mathcal{M}}^\text{int}, \quad (29)$$

$$d(p, q) = d(\tilde{p}, \tilde{q}), \ \tilde{p} = X(p), \ \tilde{q} = X(q), \ p, q \in \mathcal{M}. \quad (30)$$

We start with the following result which is a partial generalization of Theorem 4.2.

**Lemma 5.1** Let $\gamma$ be the interface between $\Omega_-$ and $\Omega_+$ in $\mathcal{M}$ and $\tilde{\gamma} = X_- (\gamma)$ is the interface between $\tilde{\Omega}_-$ and $\tilde{\Omega}_+$ in $\tilde{\mathcal{M}}$. Assume that $X_- : \Omega_- \to \tilde{\Omega}_-$ is an isometry satisfying (22). Then $X$ can be extended to an isometry $X : \Omega_- \cup \Omega_+ \to \tilde{\Omega}_- \cup \tilde{\Omega}_+$ which satisfies (22) on $\Omega_-^\text{int} \cup \Omega_+^\text{int}$.

**Proof** Let $D, \tilde{D}$ be smooth subdomains in $\Omega_-^\text{int}$ and $\tilde{\Omega}_+^\text{int}$ with the "upper" part of the boundary parallel to $\gamma, \tilde{\gamma}$, i.e. the parts of $\partial D, \partial \tilde{D}$ are given by $x = (s, -\sigma_0), \ \tilde{p} = (\tilde{s}, -\tilde{\sigma}_0), \ s \in \Gamma \in \gamma, \ \tilde{s} \in \tilde{\Gamma}_0 \in \tilde{\gamma}$. Assume, without loss of generality that $d(D, \partial(\Omega_- \cup \Omega_+)), d(\tilde{D}, \partial(\tilde{\Omega}_- \cup \tilde{\Omega}_+)) > 10\sigma_0, \ \sigma_0 < \frac{1}{8}(\min(i_{\Gamma}, i_{\tilde{\Gamma}}))$, where $i_\Gamma, i_{\tilde{\Gamma}}$ are the injectivity radii of interface coordinates related to $\Gamma, \tilde{\Gamma}$, correspondingly. We want to show that equation (22) implies that

$$\varphi_k(s, \sigma) = \tilde{\varphi}_k(\tilde{s}, \tilde{\sigma}), \ \text{for} \ s \in \Gamma, \ \tilde{s} = X_-(\gamma)(s), \ -2\sigma_0 < \sigma < 2\sigma_0. \quad (30)$$

We have the following rather straightforward generalization of Tataru’s approximate controllability:

$$Cl_{L^2(\mathcal{M})}\{u^f(t_0), f \in C_0^\infty(D \times (0, t_0))\} = L^2(U_{t_0}(D)), \ 0 \leq t_0 \leq 4\sigma_0, \quad (31)$$

with a similar identity for $\tilde{D}$. Here $U_{t_0}(D)$ is a $t_0$–neighborhood of $D$ in $\mathcal{M}$ and $u^f$ is a solution to the initial boundary value problem

$$u^f_{tt} - \Delta u^f = f, \ u^f|_{t=0} = 0, \ u^f|_{\partial\mathcal{M} \times \mathbb{R}_+} = 0. \quad (32)$$

As usual this result follows immediately from observability, see e.g. Section 2.5 of [21]. To formulate the desired observability, let

$$\begin{cases}
    v_{tt} - \Delta v = 0, & \text{in} \ \mathcal{M} \times (-t_0, 0), \ v|_{\partial\mathcal{M} \times (-t_0, 0)} = 0, \\
    v|_{D \times (-t_0, 0)} = 0,
\end{cases}$$
where $0 < t_0 < 4\sigma_0$. Then $v = 0$ in double cone

$$K(D, t_0) = \{(p, t) \in \mathcal{M} \times (-t_0, t_0) : d(p, D) < t_0 - |t|\}.$$ 

To use this we first observe that for any $q$ with $d(p, D) < 4\sigma_0$ and any $\delta > 0$ there is a piece-wise smooth curve $x : [0, 1] \to \Omega_- \cup \Omega_+$ with $x(0) = p \in D$, $x(1) = q$ and $|x[0, 1]| < d(q, D) + \delta$. Moreover, $x(t)$ may be chosen to cross $\gamma$ transversally. Then we can continue $v$ by 0 along this curve $x(t)$ so that for $x(s)$

$$v = 0 \quad \text{in} \quad V_\varepsilon \times ((-t_0 - |x[0, s]|, t_0 - |x(0, s)|),$$

where $V_\varepsilon$ is a small vicinity of $x(s)$. Indeed, this is obvious for pieces of the path $x(s)$ lying inside either $\Omega_-^{\text{int}}$ or $\Omega_+^{\text{int}}$. To cross $\gamma$ we just observe that, if $v, \partial_x v = 0$ on $\Sigma \times (-\hat{t}, \hat{t})$, $\Sigma \in \gamma$, when approaching $\gamma$ from $\Omega_+$, then by (8),

$$v, \partial_x v = 0, \quad \text{on} \quad \Sigma \times (-\hat{t}, \hat{t}),$$

when approaching $\gamma$ from $\Omega_-$, and, therefore, $v$ can be continued by 0 further along $x(t)$ into $\Omega_+$ and vice versa from $\Omega_+$ into $\Omega_-$. Clearly, to use (5) we should assume $v$ to be sufficiently regular, however, by smoothing $v$ with respect to time $t$, we can extend it to non-smooth solutions, see e.g. [22].

This implies that $v(q, t) = 0$ for $|t| < t_0 - d(q, D) - \delta$. As $\delta > 0$ is arbitrary, we obtain that $v = 0$ in $K(D, t_0)$.

Identity (31) makes it possible, starting from $\{\lambda_k, \varphi_k|_D\}_{k=1}^{\infty}$, and from $\{\bar{\lambda}_k, \bar{\varphi}_k|_D\}_{k=1}^{\infty}$, such that $\lambda_k = \bar{\lambda}_k$ and $\varphi_k(s, \sigma) = \bar{\varphi}_k(s, \sigma)$, for $-2\sigma_0 < \sigma < -\sigma_0$, $\bar{s} = (X_-^\ast)(s)$, $s \in \Gamma$ to construct $\varphi_k(s, \sigma)$ and $\bar{\varphi}_k(s, \sigma)$ for $2\sigma_0 < \sigma < 2\sigma$, $\bar{s} = (X_-^\ast)(s)$, $s \in \Gamma$, see [20], Chapter 4.4 of [21]. In particular, the construction in [20], [21] imply that $\bar{\varphi}_k(X_-(\gamma)(s), \sigma) = \varphi_k(s, \sigma)$. Observe now that $\Gamma \times [0, 2\sigma_0], \Gamma \times [0, 2\sigma_0]$ from a relatively open subdomains in $\Omega_+, \Omega_+$, respectively with $X_+ : (s, \sigma) \to ((X_+|_\gamma)(s), \sigma), 0 \leq \sigma \leq 2\sigma$, being a diffeomorphism satisfying (23).

Mimicking the proof of Lemma 4.1 in section 4.2 we extend $X_+$ to be a diffeomorphism, $X_+ : \Omega_+ \to \bar{\Omega}_+$, satisfying (22). As, by construction, $X_+|_\gamma = X_-|_\gamma$, $X$ defined as $X_-$ on $\Omega_-$ and $X_+$ on $\Omega_+$ is a desired isometry between $\Omega_- \cup \Omega_+ \cup \bar{\Omega}_+$.

### 5.2 Identification of n-simplices

We have proven that, for any chain of $n$-simplices $\Omega_1 = \Omega_2(1), \ldots, \Omega_2(n)$ in $\mathcal{M}$ which are pairwise adjoint, i.e. there is an $(n - 1)$-interface $\gamma^{(k)}$ be-
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tween \( \Omega_{i(k)} \) and \( \Omega_{i(k+1)} \), \( k = 1, \ldots, m - 1 \), there is a chain of \( n \)-simplexes \( \tilde{\Omega}_1 = \tilde{\Omega}_{i(1)}, \ldots, \tilde{\Omega}_{i(m)} \) in \( \tilde{\mathcal{M}} \), such that \( \Omega_{i(k)} \) and \( \tilde{\Omega}_{i(k)} \) are diffeomorphic with diffeomorphism \( X_{i(k)} \) satisfying (22) (strictly speaking \( X_{i(k)} \) may depend on a chain from \( \Omega_1 \) to \( \Omega_{i(k)} \)), see Fig. 3. Let us show that

(a) For any \( n \)-simplex \( \Omega_j \subset \mathcal{M} \) there is an \( n \)-simplex \( \tilde{\Omega}_j \subset \tilde{\mathcal{M}} \) which is diffeomorphic to \( \Omega_j \) with diffeomorphism \( X_j \) satisfying (22) and, likewise, for any \( \tilde{\Omega}_j \subset \tilde{\mathcal{M}} \) there is \( \Omega_j \subset \mathcal{M} \) with described properties;

(b) If \( \Omega_j \) and \( \tilde{\Omega}_j \) are diffeomorphic with diffeomorphisms \( X_j \) and \( X_j' \) satisfying (22) then \( X_j = X_j' \);

(c) If \( \Omega_j \) is diffeomorphic to \( \tilde{\Omega}_j \) and \( \tilde{\Omega}_j' \) by \( X_j \) and \( X_j' \) satisfying (22), then \( \tilde{\Omega}_j = \tilde{\Omega}_j' \)

Let now \( \Omega_{j(1)}, \tilde{\Omega}_{j(1)} \) be \( \Omega, \tilde{\Omega} \) are the \( n \)-simplexes with \( \gamma, \tilde{\gamma} \) used in Lemma 4.1 being their boundary \( (n-1) \)-subsimplexes. Then, by Lemma 4.1 there is \( X_1 : \Omega_{j(1)} \to \tilde{\Omega}_{j(1)} \) satisfying (22). Denote by \( \gamma_1 \) the \( (n-1) \)-interface between \( \Omega_{j(1)} \) and \( \Omega_{j(2)} \). By Corollary 4.3 there is \( \tilde{\Omega}_{j(2)} \) adjacent to \( \tilde{\Omega}_{j(1)} \) with the \( (n-1) \)-interface \( \tilde{\gamma}_1 = \tilde{\Omega}_{j(1)} \cap \tilde{\Omega}_{j(2)} \) such that \( \tilde{\gamma}_1 = X_1(\gamma_1) \). By Lemma 5.1 there is an isometry \( X_2 : \Omega_{j(2)} \to \tilde{\Omega}_{j(2)} \) with \( X_1|_{\gamma_1} = X_2|_{\gamma_1} \).
Continuing this process, we obtain an isometry \( X_m : \Omega_{j(m)} = \Omega_j, \tilde{\Omega}_{j(m)} := \tilde{\Omega}_j \) which satisfies (22).

To prove (b), let \( p \in \Omega_j^{int} \), and \( \tilde{p} \in X_j(p), \tilde{p}' = X'_j(p) \in \tilde{\Omega}_j^{int} \). As \( X_j, X'_j \) satisfy (22), \( \tilde{\varphi}_k(\tilde{p}) = \tilde{\varphi}_k(\tilde{p}') \), \( k = 1, 2, \ldots \). By Proposition 2.3, \( \tilde{p} = \tilde{p}' \). As \( p \in \Omega_j^{int} \) is arbitrary, \( X_j = X'_j \) on \( \Omega_j \). Using the fact that \( \{\tilde{\varphi}_k\}_{k=1}^\infty \) distinguish points in \( \tilde{M}^{int} \), see Proposition 2.3, we prove property (c).

Based on properties (a)-(c) we show the following result.

**Lemma 5.2** Let LBSD for the Riemannian polyhedron \((\mathcal{M}, g)\) and \((\tilde{\mathcal{M}}, \tilde{g})\) be equivalent. Then

1. For any \( \Omega_i \) in \( \mathcal{M} \) there is a unique diffeomorphism \( X_i : \Omega_i^{int} \to \tilde{\Omega}_i^{int} \), which satisfies (22).

2. \( \gamma \) is an \((n-1)\)-interface between \( \Omega_- \) and \( \Omega_+ \) if and only if the corresponding \( \tilde{\gamma} \) is an \((n-1)\)-interface between \( \tilde{\Omega}_- \) and \( \tilde{\Omega}_+ \). In this case \( X_-|_{\gamma} = X_+|_{\gamma} \),

   where \( X_- \) is the closures of the described above diffeomorphisms \( X_\pm \) on \( \Omega_\pm^{int} \).

3. The diffeomorphisms \( \cup X \) can be uniquely extended to an isometry \( X : \mathcal{M}^{reg} \to \tilde{\mathcal{M}}^{reg} \).

   Here \( X \) is an isometry of \( \mathcal{M}^{reg} \) and \( \tilde{\mathcal{M}}^{reg} \) considered as metric space with the distance function given in Definition 2.1.

**Proof** By (a)-(c) it remains to prove the part of this lemma dealing with \((n-1)\)-simplices. Let \( \gamma \) be an interface between \( \Omega_- \) and \( \Omega_+ \) with \( \tilde{\Omega}_- \) and \( \tilde{\Omega}_+ \) being the corresponding \( n \)-simplices in \( \tilde{\mathcal{M}} \). Crossing \( \gamma \) we move from \( \tilde{\Omega}_- \) to \( \tilde{\Omega}_+ \) in \( \tilde{\mathcal{M}} \) so that, by the previous constructions, \( \tilde{\Omega}_+^{int} \) is a diffeomorphic to \( \Omega_+ \) with diffeomorphism satisfying (22). But also \( \tilde{\Omega}_- \) and \( \tilde{\Omega}_+ \) are diffeomorphic with diffeomorphism satisfying (22). Thus \( \tilde{\Omega}_+ = \tilde{\Omega}_+ \) and the diffeomorphisms \( X_\pm : \Omega_\pm^{int} \to \tilde{\Omega}_\pm^{int} \) are uniquely extendable to an isometry \( X_-+_\pm : \Omega_-^{int} \cup \Omega_+^{int} \cup \tilde{\gamma} \to \tilde{\Omega}_-^{int} \cup \tilde{\Omega}_+^{int} \cup \tilde{\gamma} \), where \( \tilde{\gamma} = X(\gamma) \). As the distance functions in \( \mathcal{M}^{reg} \), \( \tilde{\mathcal{M}}^{reg} \) employ only curves being in \( \mathcal{M}\backslash\mathcal{M}^{n-2}, \tilde{\mathcal{M}}\backslash\tilde{\mathcal{M}}^{n-2} \), the above results concerning the local isometries yield the desired global isometry.
Theorem 1.3 immediately follows from Lemma 5.2 taking into account the Definition 2.1 of an admissible Riemannian polyhedron. Note that this definition implies that the topology of a Riemannian polyhedron considered as a metric space is the same as the topology of the underlying polyhedron.

6 Further generalizations and estimates

6.1

Condition 2.2 that the metric tensor does have a jump singularity at every point of any $(n-1)$-dimensional interface, i.e. Condition 2.2 may be too restrictive. In this section we relax it a bit. namely, we assume that it

- either the metric tensor $g$ does have a jump singularity at any point $p \in \gamma^{\text{int}}$, for an $(n-1)$-interface $\gamma$, between $\Omega_-$ and $\Omega_+$,
- or $g$ is smooth across $\gamma$ at any $p \in \gamma^{\text{int}}$.

The latter condition means, that in the interface coordinates related to $\gamma$, see section 1.2, the metric tensor $g_{\alpha\beta}(s, \sigma)$ is smooth at $\sigma = 0$. In this case we call $\gamma$ an artificial interface and would like to treat $\Omega_- \cup \Omega_+$ together, introducing $\Omega_-^{\text{int}} \cup \gamma^{\text{int}} \cup \Omega_+^{\text{int}}$. Further removing artificial interfaces and taking into account that Riemannian polyhedron consists of a finite number of $n$-simplexes, it is natural to introduce the following object.

**Definition 6.1** A chamber $\Omega$ of a Riemannian polyhedron $(\mathcal{M}, g)$ is the maximal union of open $n$-simplexes together with open artificial interfaces adjacent to them.

It is natural to treat each chamber $\Omega$ as an open Riemannian submanifold of $\mathcal{M}$ with a piece-wise smooth boundary. However, due to [24], there may be topological obstruction to that. Namely, it may happen that, for $p \in \mathcal{M}^{n-2}$, there is no open neighborhood of $p$ (in $\mathcal{M}$) which is homeomorphic to $\mathbb{R}^n$. In this connection we introduce

**Definition 6.2** An admissible Riemannian polyhedron $(\mathcal{M}, g)$ is called weakly admissible if any of its open chamber $\Omega^{\text{int}}$ is an open $n$-dimensional Riemannian manifold with piece-wise smooth boundary and, if $(n-1)$-subsimplex $\gamma$ of $\mathcal{M}$ is not artificial, they either $\gamma \in \partial \mathcal{M}$ or the metric $g$ has a jump singularity across $\gamma$. 
Then, similar to Theorem 1.3 we can prove

**Theorem 6.3** Let \((\mathcal{M}, g)\) and \((\tilde{\mathcal{M}}, \tilde{g})\) be weakly admissible Riemannian polyhedra. Let local boundary spectral data corresponding to \((\mathcal{M}, g)\) and \((\tilde{\mathcal{M}}, \tilde{g})\) are equivalent. Then there is an isometry \(X : \mathcal{M} \to \tilde{\mathcal{M}}\) such that for any open chamber \(\Omega^\text{int}_i \subset \mathcal{M}\), \(X|_{\Omega^\text{int}_i}\) is a diffeomorphism onto an open chamber \(\tilde{\Omega}^\text{int}_i \subset \tilde{\mathcal{M}}\), which satisfy equation (22).

Local boundary spectral data in this case consist of a “smooth” open subset \(\Gamma_0 \subset \partial \mathcal{M}\), such that there is an open neighborhood \(U \subset \mathcal{M}\), of \(\Gamma_0\), which is diffeomorphic to a half-ball \(\{x \in B(0, r) : x_n \geq 0\}\) with \(\Gamma_0\) being an open subset of \(B(0, r) \cap \{x_n = 0\}\), and eigenpairs \(\{\lambda_k, \partial_\nu \varphi_k|_{\Gamma_0}\}_{k=1}^\infty\).

### 6.2

Similar to the smooth case, the uniqueness Theorem 1.3 remains valid when, instead of the boundary spectral data, we have a local non-stationary Dirichlet-to-Neumann maps,

\[ \Lambda_{T_0}^\Gamma : \dot{C}^\infty(\Gamma_0 \times (0, T)) \to \dot{C}^\infty(\Gamma_0 \times (0, T)), \]

where \(\dot{C}^\infty(\Gamma_0 \times (0, T))\) consists of smooth functions which are equal to 0 near \(t = 0\), \(\Lambda_{T_0}^\Gamma\) is then defined as

\[ \Lambda_{T_0}^\Gamma : f \to \partial_\nu u^f|_{\Gamma_0 \times (0,T)}, \]

where \(u^f\) is the solution to the inverse boundary value problem

\[ u^f_{tt} - \Delta u^f = 0, \quad u^f|_{t<0} = 0, \quad u^f|_{\partial \mathcal{M} \times (0,T)} = f. \]

Condition 2.2 may be replaced by a condition that the metric tensor \(g\) is not smooth across any \((n - 1)-\)interface \(\gamma\) at any point \(p \in \gamma^\text{int}\). This condition means that, for any \(p \in \gamma^\text{int}\) and any interface conditions with \(s = 0\) corresponding to \(p\), the metric tensor \(g_{\alpha\beta}(0, \sigma)\) or some its derivatives \(\partial^k_\sigma g_{\alpha\beta}(0, \sigma)\) has a jump at \(\sigma = 0\). Then Theorem 1.3 remains valid, if for regions of \(\gamma\) where \(g_{\alpha\beta}(s, \sigma)\) is continuous across \(\sigma = 0\) together with its first \((k - 1)-\)derivatives with respect to \(\sigma\), but \(\partial^k_\sigma g_{\alpha\beta}(0, \sigma)\), does have a jump across \(\sigma = 0\), the reflected Gaussian beam \(U_{r}^\varepsilon\) is of order \(k\). Namely, in representation (3) for \(U_{r}^\varepsilon(t, y)\) the first non-zero \(u_1^\varepsilon(t, y)\) is \(u_k(t, y)\). This, however, does not alter considerations of section 5.1 with the only difference that in section 5.1 the estimate for the reflected Gaussian beam in (26) is changed to \(|\tilde{U}_{r}^{\varepsilon,L}(\tilde{q}, t)| \geq C\varepsilon^k\).
6.3 Open problems

(i) This paper deals with uniqueness in the inverse boundary spectral problem for Riemannian polyhedron. It does not provide an algorithm to its reconstruction. In particular, trying to apply the technique of Section 4 \[21\], when approaching $M^{n-2}$ the size of a step of the reconstruction procedure tends to zero. Therefore, it is impossible to reconstruct $(M, g)$ by a finite number of steps.

(ii) Even with generalization described in sections 5.1, 5.2, the class of Riemannian Polyhedron considered in this paper does not cover an important case when the metric $g$ is smooth across some part of the interface $\gamma$ but is not smooth across other part of $\gamma$, i.e. we have "holes" in interfaces. We intend to study such cases in the forthcoming paper.

(iii) Another important open question is the one of stability which could relate observation error with, in addition to curvature, injectivity radii, etc., \[4\], size of $n$–simplices, value of jumps, etc.
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