Understanding the Prediction Mechanism of Sentiments by XAI Visualization
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ABSTRACT
People often rely on online reviews to make purchase decisions. The present work aimed to gain an understanding of a machine learning model’s prediction mechanism by visualizing the effect of sentiments extracted from online hotel reviews with explainable AI (XAI) methodology. Study 1 used the extracted sentiments as features to predict the review ratings by five machine learning algorithms (knn, CART decision trees, support vector machines, random forests, gradient boosting machines) and identified random forests as best algorithm. Study 2 analyzed the random forests model by feature importance and revealed the sentiments joy, disgust, positive and negative as the most predictive features. Furthermore, the visualization of additive variable attributions and their prediction distribution showed correct prediction in direction and effect size for the 5-star rating but partially wrong direction and insufficient effect size for the 1-star rating. These prediction details were corroborated by a what-if analysis for the four top features. In conclusion, the prediction mechanism of a machine learning model can be uncovered by visualization of particular observations. Comparing instances of contrasting ground truth values can draw a differential picture of the prediction mechanism and inform decisions for model improvement.
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• Human-centered computing • Visualization → Visualization application domains → Visual analytics
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1. INTRODUCTION
Sentiment analysis has established itself as a common natural language processing (NLP) approach to analyze online media, e.g. for the prediction of stock prices [1] or overall market trend [2].

To predict commercial success, research has further retrieved sentiments from movie reviews [3], restaurant reviews [4], or hotel reviews [5]. Retrieving sentiments from online reviews is relevant because purchase decisions rely on people’s recommendations given in such online reviews.

Most sentiment analysis models are based on the theory of basic emotions by Ekman [6] that postulates the existence of a set of universal (cross-cultural and inherited) emotions including happiness, surprise, fear, sadness, anger, and disgust. Neuroscientific research has validated these basic emotions by corresponding neural correlates [7].

Apart from basic emotion, emotional valence, the positive or negative direction of an emotion, is a common category in sentiment analysis. Psychological research has emphasized that positive and negative valence are not mutually exclusive but can be experienced simultaneously and at different levels – in other words, positive and negative emotions are independent [8].

Although machine learning research has extensively applied sentiment analysis, it is surprising that until thus far, it has not tried to understand the underlying prediction mechanism of the models. Such investigation was long prevented by the notion of machine learning algorithms being a “blackbox”. This notion was closely related to the wrong assumption that a machine learning model’s prediction mechanism cannot be uncovered. In this regard, a new research field has emerged around the terms interpretable AI and explainable AI (XAI) [9], [10] with a set of new methods. These XAI methods aim to disentangle the details of what a machine learning model has learned during model training, and how it applies that knowledge to the prediction of particular observations. Visualizing these details can create insights that are difficult to reach by an analytical approach, especially when the effect of several features shall be compared for different observations. The visualization of such differential effects can bring an intuitive understanding of the underlying relationships even in the presence of many data points.

Taken together, the preceding considerations lead to a research question that can be formulated as follows:

How can correct and incorrect predictions of a machine learning model be visualized to explain its prediction mechanism?

In the quest for an answer to this research question, the current work extracted sentiments from online hotel reviews, and used them as features to train five different machine learning models. Then, it analyzed the best performing model by various XAI methods to identify the correct and incorrect prediction cases, and thereby to gain an understanding of the machine learning model’s prediction mechanism. This analysis provides a differentiated understanding why the machine learning model can predict well the majority class but performs poorly on the remaining classes.
2. METHOD
The analysis was performed on a dataset of 10,000 consumer reviews on hotels in the US gathered by the data company Datafiniti between December 2018 and May 2019.

2.1 Data Preprocessing

2.1.1 Data Cleaning
The data preprocessing encompassed the steps:

- a) removing variables with uniform distribution (country had 100% value “US”, primaryCategories had 99.9% value “Accomodation & Food Services”)
- b) removing variables with more than 10% missing values (18.1% in postalCode)
- c) removing technical information (id, dateAdded, dateUpdated, keys, reviews.date, reviews.dateSeen, reviews.sourceURLs, reviews.username, sourceURLs, websites)

2.1.2 Descriptive Statistics
The variable primaryCategories contained 99.9% Accomodation & Food Services. Table 1 displays the top 10 cities and provinces.

| Rank | Hotel City Name | Percent age | Hotel Province | Percent age |
|------|-----------------|-------------|----------------|-------------|
| 1    | San Diego       | 11.90%      | California     | 26.50%      |
| 2    | San Francisco   | 8.08%       | Florida        | 12.8%       |
| 3    | New Orleans     | 7.98%       | Georgia        | 8.44%       |
| 4    | Atlanta         | 7.62%       | Louisiana      | 8.17%       |
| 5    | Orlando         | 7.34%       | Washington     | 7.30%       |
| 6    | Seattle         | 6.35%       | Texas          | 5.59%       |
| 7    | Chicago         | 4.59%       | Illinois       | 4.87%       |
| 8    | Honolulu        | 3.05%       | Hawaii         | 3.65%       |
| 9    | Dallas          | 2.45%       | Pennsylvania   | 2.81%       |
| 10   | Anaheim         | 2.36%       | New York       | 1.58%       |

The five most frequented hotels in this dataset were the Hyatt House Seattle/Downtown (2.09%), Hotel Emma (1.83%), French Market Inn (1.44%), St. James Hotel (1.36%), and the Grand Hyatt Seattle (1.35%).

The users who wrote the hotel reviews mainly came from California (9.02%), Florida (5.34%), Texas (5.33%), Canada (3.7%), United Kingdom (3.65%), and New York (3.07%). Their main city origins were New York City (1.71%), Los Angeles (1.57%), Chicago (1.37%), Houston (1.36%), and San Diego (1.31%). No further demographic information about the users (e.g., age, gender, ethnicity, or income) was available in this dataset.

2.1.3 Sentiment Analysis
The sentiments were extracted by mapping the preprocessed review ratings text with the NRC sentiment lexicon [11],[12]. With 13901 word-to-sentiments mappings, it represents one of the largest lexicon corpora available. Furthermore, it provides emotion valence (negative, positive) in addition to eight basic emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, trust). The sentiment extraction, and creating a hold-out set (n = 100) for the instance-level analysis, led to a reduced sample size of 9825.

2.2 Study Design
The dataset was analyzed in two subsequent studies. Before these studies, a prescreening of the features was performed.

Study 1 conducted model training as regression and classification (with the target variable converted into five class levels).

Study 2 applied XAI methods to analyze the best model’s prediction on a global and local level.

2.3 Benchmarking Method
The present work compared the R implementations of the machine learning algorithms knn for k-nearest neighbors [13], svmRadial (method ksvm from package kernlab with radial kernel) [14] for support vector machines, rpart for CART decision trees [15], rf (package randomForest) [16] for Random Forests, and gbm [17] for Gradient Boosting Machines.

2.4 Explainable AI (XAI)
As machine learning algorithms have become ubiquitous in data science, a general skepticism emerged about their reliability and whether their blackbox nature was indeed impenetrable. This notion lead to the demand for interpretable AI, i.e. the “ability to explain or to present in understandable terms to a human” [18]. New methods of interpretable AI were developed in recent years [18]. Synonymously, the term explainable AI (XAI) has been used increasingly.

This work applies several XAI methods as provided by the DALEX package [19]. To understand these methods, it is important to note that most of them work on the instance level, i.e. on one or few observations, as opposed to the global level, i.e. all observations (e.g. the entire training set). The selection of methods presented in this work is neither exhaustive nor representative for XAI methodology. Nevertheless, this selection serves the purpose of gaining a better understanding for the functioning of the prediction mechanism learned by a machine learning algorithm.

2.4.1 Feature Importance
Across all observations, the feature importance shows a model’s differential use of the features to calculate its prediction. The feature importance is a numeric value of a feature’s prediction impact, i.e. its global relevance for generating the prediction in the trained model. This relevance is model-dependent, i.e. for tree-based models like gradient boosting machines or random forests, it corresponds to its role in splitting the trees, whereas for linear models, it corresponds to the normalized regression coefficient. Apart from that, feature importance can also be calculated by a model-agnostic approach using the loss function difference between a validation set and permutations of one feature in this validation set [20].

2.4.2 Additive Variable Attributions
The feature importance is calculated across all observations, and does not account for any variability. Nevertheless, the feature influence on specific instances of the dataset may vary distinctly from the average behavior. Such an analysis is particularly useful for comparing predictions for distinctly different ground truth values.

The contribution of a particular feature to the prediction of a machine learning algorithm is additive for tree-based models like random forests or gradient boosting machines. An instance-level analysis of additive variable attributions can be performed by various methods described as follows.
A breakdown plot visualizes the additive nature by showing the stepwise contribution of each feature to the prediction of a single observation. Each feature’s variable attribution can be of different direction (positive or negative), and of different effect size (length of attribution). The sum of all additive attributions is equal to the score of the model’s prediction for the particular instance.

Alternatively, the breakdown plot can show the mean prediction and distribution of all predictions (by violin plots) for each feature of a particular observation. The change in prediction with each next feature and its assigned value is shown by connected lines.

2.4.3 What-if Analysis

The ceteris-paribus plot shows the change of the target variable in response to a change of a particular feature under ceteris-paribus i.e., all other conditions (here: feature values) held constant.

The ceteris-paribus condition allows a so-called what-if analysis – seeing the effect of a single feature. The ceteris-paribus plot can thus be used to compare its feature-response relationships with the contribution direction and effect size in the breakdown plots.

The most important features (by effect size) from the breakdown and ceteris-paribus plots can be compared with their ranking in the global feature importance. This allows the conclusion about how consistent the instance-based prediction is with the overall prediction mechanism.

3. RESULTS

3.1 Prescreening

Before the main studies, the current work performed a prescreening of the preprocessed dataset.

The distribution of the target, review rating, shows a clear class imbalance towards the highest class (5 stars), with an ascending frequency for higher ratings (1 star: 5.6%, 2 stars: 5.53%, 3 stars: 11.8%, 4 stars: 28.6%, 5 stars: 48.4%).

The histograms in Figure 1 show that the data distribution was very different across features. The sentiments joy, positive and trust were approximately normal distributed. In contrast, the sentiments anger, disgust, fear, negative, sadness, and surprise showed a distinct floor effect.

The correlation plot in Figure 2 reveals the presence of linear relationships with the reviews rating. Except for the sentiments anticipation and surprise, all remaining sentiments show moderate linear relationships ranging between 0.3 and 0.4 on average.

3.2 Study 1

The benchmarking results for the regression task are displayed in Figure 3. Random forests achieve the lowest RMSE (mean = 0.929, sd = 0.0175), closely followed by gbm (mean = 0.932, sd = 0.0168). The remaining algorithms show distinctly lower performance.
Comparing the regression results with a second benchmarking, performed as classification task, shows similar results. Random forests yield the best prediction with a mean accuracy of 51.9%, but are closely followed by gbm (51.5%) support vector machines (51.5%), and rpart (51.2%).

As expected, knn yield the worst prediction with an accuracy (48.5%) reaching only the level of the no-information rate (48.4%). This means that knn achieves the same performance as a naïve classifier that only predicts the majority class.

In summary, the algorithms yield less than 3% higher performance than the no-information rate in classification. This is a relatively poor result given the presence of moderate correlations with the target variable.

3.2.1 Global Feature Importance

Figure 4 shows the feature importance for the best model in the benchmarking, random forests. The basic emotions joy, disgust, and trust, as well as negative and positive emotional valence yield the highest importance. In contrast, negative emotions anger, fear and sadness show very low scores corresponding to a negligible feature importance.

3.3 Study 2

Study 2 applies tools from XAI methodology to uncover the prediction mechanism of Study 1’s best model, random forests. The goal is to understand the prediction mechanism by looking at the instance level and per feature.

The following analyses were computed by averaging over five unseen observations for 1 vs. 5 stars given in the reviews rating.

3.3.1 Comparison of Additive Variable Attributions

The contribution of the features to the model’s prediction is shown in Figure 5. Overall, some consistency on feature influence can be noted between the local and global level – the top 3 features of the local attributions’ analysis for the 1-star rating (joy, disgust, positive) and 5-star rating (joy, negative, disgust) are within the top 4 of global feature importance (Figure 4).

Furthermore, the local attributions analysis shows that the feature joy had the highest impact for the lowest (1 star) and highest (5-star) review rating.

A relatively low disgust score led to a high decrease (-0.296) for the 1-star rating. In contrast, for the 5-star rating, the absence of any negative, disgust, sadness, and anger sentiments (0) led to an increase of the response value. These effects are all plausible in direction. For the 1-star rating, however, their effect size is not sufficient to result in a correct prediction but results in a much higher response score (2.8).

A closer look reveals several inconsistencies in the prediction mechanism. First of all, in the 5-star ratings, a positive score of fear (negative emotion) leads to an increase, whereas a positive score for trust (positive emotion) leads to a decrease in the response score. Second, in the 1-star rating, a lower fear score (.0370 vs. .0526) leads to a response decrease (-.082) vs. response increase (+.045), and a lower trust score (.1944 vs. .2105) leads to a stronger response decrease (-.050 vs. -.032). Nevertheless, these effect sizes are relatively small.

In summary, the most important two features (joy and disgust for 1-star rating, joy and negative for 5-star rating) are plausible in direction and effect size. The main reason why the prediction is so far off the 1-star rating is the high intercept (4.085).
Figure 6 shows the distribution of predictions. For the feature scores of the 5-star observations, the prediction distributions quickly converge to higher response scores. However, the mean predictions (red) converge slower, with one inconsistent direction (positive trust value leads to response decrease). For the 1-star observations, the prediction distributions and mean predictions decrease noticeably only with the sentiments joy, disgust, positive, and negative. Overall, the decrease of response value converges to a score (2.8) that lies much higher above the ground truth (1).

3.3.2 What-if Analysis
Figure 7 shows the ceteris paribus plots representing a what-if analysis holding all other variables constant. For both the 1-star and the 5-star rating observations, the relationships are correctly reflected for disgust (negative slope) and joy (positive slope). However, the relationship for the sentiment positive (positive slope) is incorrectly reflected for the 1-star review rating (V-shape). The latter also shows a very modest negative slope for the sentiment negative.

Overall, for all features, the sensitivity is very high in a small range near zero, and then remains constant. This aspect demonstrates the limitation of the features’ predictive value.

4. DISCUSSION
This work aimed to shed light into the prediction mechanism of machine learning model. Several XAI methods uncovered the importance, distribution, direction and effect size of all features for particular instances. These details showed the correct and incorrect functioning of the learned prediction mechanism.

4.1 Future Research
The present study was conducted on online review ratings with a strong positive bias. Future research could compare the findings with datasets that show less bias, i.e. the prediction distribution for all classes, and the variable attribution and ceteris paribus plots.

4.2 Conclusion
Two suggestions to improve the prediction can be made: First, several features of low global and local importance can be discarded (anticipation, fear, sadness, surprise). Second, a balanced dataset would enhance the prediction of the low ratings.
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