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Abstract—We present a decoder for nonbinary CWS quantum codes using the structure of union codes. The decoder runs in two steps: first, we use a union of stabilizer codes to detect a sequence of errors, and second, we build a new code, called union code, that allows the error correction.

I. INTRODUCTION

Quantum computers is able to solve many hard problems in polynomial time and to increase the speed of most algorithms[1][4]. Decoherence problems are inherent in these computers requiring the use of quantum error correcting codes (QECCs)[5][8].

A large class of good binary codes is known in literature[9][12]. However, in order to build a quantum fault tolerant quantum computer, concatenation of quantum codes plays a crucial role. The optimum concatenation is obtained when nonbinary codes are used[12].

An important class of nonadditive codes, called CWS, has been studied recently[13][17]. The framework of CWS codes generalizes the stabilizer code formalism and was used to build some good nonadditive codes. The codification of binary and nonbinary CWS codes is well known, whereas the decodification is only known for binary CWS codes[17][18]. In this paper, we present an algorithm to decode nonbinary CWS codes, generalizing the procedure described in Ref. [18].

This article is divided in the following parts: In Section II, the CWS codes are briefly reviewed. In Section III, the theory of union codes are presented. Such codes provide the basis for our decoder. In Section IV, measurement operators for union codes are presented. In Section V, the main theorems are proved. In Section VI, the nonbinary decoder is presented and an analysis of the computational cost is performed. In Section VII, an example is worked out. In Section VIII, the conclusions are presented.

II. CWS CODES

Nonbinary CWS codes use the generalized Pauli group $G_d$ over qudits[17][19][21]. Let $\chi$ be the character of group $\mathbb{Z}_d$ in the unit cycle of $C$. By definition, $\chi(x) = \exp(\frac{2\pi ix}{d})$. We denote $\omega = \chi(1)$. The action of $X$ over qudits is $X|i\rangle = |i + 1\rangle$ and the action of $Z$, which performs a phase shift, is $Z|i\rangle = \omega^l|i\rangle$. In matrix form, we have

$$X = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}_{d \times d}, \quad Z = \begin{pmatrix} 1 & 0 & 0 & \ldots & 0 \\ 0 & \omega & 0 & \ldots & 0 \\ 0 & 0 & \omega^2 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & \omega^{d-1} \end{pmatrix}.$$

It is easy to check that $X^d = Z^d = I$ and $ZX = \omega XZ$. Pauli group $G_d$ is generated by $\{X, Z, \omega^j I\}$, where $j = 0,\ldots,d - 1$. The Pauli group acting on $n$ qudits is $G_d^n = \otimes^n G_d$.

A nonbinary CWS code is a nontrivial vector subspace of $\mathbb{C}^d^n$. If this subspace has dimension $K$, the code is denoted by $(n, K)_d$ and, if $\delta$ is the minimum distance, the notation is $(n, K, \delta)_d$. A CWS code is described by a subgroup $S$ of the Pauli group (called stabilizer group) and a set of $K$ Pauli operators $W = \{w_l\}_{l=1}^K$ called word operators.

Group $S$ stabilizes a single word, usually $|S\rangle$ and, in the binary case, we have $S = \{g_1,\ldots,g_m\}$ with $m = n$, whereas in the nonbinary case we have $m \geq n$. The generators of $S$ have the form $g_i = X^{r_i}Z^{t_i}$, where $r_i$ and $t_i$ are vectors with entries in $\mathbb{Z}_d$. We can build a matrix $[r|t]$ of dimensions $m \times 2n$, which is useful for establishing a connection with a classical code.

A basis for the quantum code is $\{w_l|S\rangle: w_l \in W\}$, where $|S\rangle$ is stabilized by group $S$. Note that for each $w_l \in W$, $w_l|S\rangle$ is stabilized by $w_lSw_l^\dagger$. Moreover, for $g_k \in S$, we have $w_lg_kw_l^\dagger = \omega^{k_l}g_k|w_l\rangle$, so a classical vector on $\mathbb{Z}_d$ can be associated to $w_l$.

The error correction conditions for quantum codes state that, in order to detect a set of errors $E$, it is necessary and sufficient that

$$\langle \psi_i | E | \psi_j \rangle = C_E\delta_{ij},$$

for all $E \in \mathcal{E}$, where $|\psi_i\rangle$ and $|\psi_j\rangle$ are in an orthonormal basis of the code. Note that $C_E$ does not depend on $i$ and
We also use the notation $C^{[23]-[25]}$.

Let $M$ be an orthogonal basis of the space stabilized by $M$ projector on $B$. $C$ is the union code. Note that the union code is given by

$$ C = \bigoplus_{i=1}^{n} v_i t_i - u_i t_i, $$

where $r_i$ and $t_i$ are the columns of the matrix $[r|t]$. An error $E$ is detectable in the quantum code if and only if $C \subseteq E$. $\ell$ is a quantum code with parameters $(n,K,d)$. Let $S$ be the stabilizer group of code $C$. $S$ is detectable in the quantum code if and only if $C \subseteq S$. Let $\ell Q$ be the measurement operator of code $Q$. If $\{w_i\}$ is an orthogonal basis of the code, then

$$ P_Q = \sum_{i=1}^{k} |w_i\rangle \langle w_i|, $$

and

$$ M_Q = 2 \sum_{i=1}^{k} |w_i\rangle \langle w_i| - I $$

$$ = - \prod_{i=1}^{k} (I - 2 |w_i\rangle \langle w_i|). $$

Suppose that $Q$ is a union code $Q = C_1 \oplus C_2$ and let $P_1$ and $P_2$ be the projectors on codes $C_1$ and $C_2$, respectively. Since $C_1 \perp C_2$, the projector on $Q$ is $P = P_1 \oplus P_2$ and the measurement operator is $M_Q = 2P_1 \oplus P_2 - I$.

Suppose that the union code $Q$ has the form

$$ Q = \bigoplus_{t \in \mathcal{T}} t Q_0, $$

where $Q_0$ is a quantum code. How does one find the code measurement operator using operator $M_0$ of code $Q_0$? We answer this question below.

Let $M_1$ and $M_2$ be two commutative measurement operators. The measurement operator associated with the space $P(M_1) \triangle P(M_2)$ is denoted by $M_1 \oplus M_2$, that is

$$ P(M_1 \oplus M_2) = \bigcap_{i=1}^{k} P(M_i) $$

$$ = (P(M_1) \cap P(M_2)) \oplus (P(M_1) \cap P(M_2)). $$

Note that $P_M \oplus P_M = P_M (I - P_M) + P_M (I - P_M)$ and

$$ M_1 \oplus M_2 = 2P_M \oplus M_2 - I $$

$$ = 2P_M (I - P_M) + P_M (I - P_M) - I $$

$$ = - (2P_M - I)(2P_M - I) $$

$$ = - M_1 M_2. $$

Consider again code $Q$ of equation (3). Let $Q_0$ be the stabilizer and $S = \{G_i\}_{i=1}^{k}$ is a set of stabilizers of code $Q_0$. Define $Q_t = t Q_0$ and $M_t = t G_t$. Note that $M_t$ stabilizes $t |w_i\rangle$, for $|w_i\rangle \in Q_0$. We have $Q_t = \bigcap_{i=1}^{k} P(M_{it})$. Then

$$ Q = \bigoplus_{t \in \mathcal{T}} \bigcap_{i=1}^{k} P(M_{it}) $$

$$ = \bigcap_{t \in \mathcal{T}} \bigcap_{i=1}^{k} P(M_{it}) $$

$$ = Q_0 \bigoplus Q_0 \bigoplus \ldots \bigoplus Q_0. $$
the associated measurement operator is
\[ M_Q = \bigoplus_{t \in T} \bigwedge_{i=1}^{k} M_d. \] (8)

When code \( Q_0 \) is not additive (stabilizer), we use the classical way to build the projector for a vector space employing an orthonormal basis. Let \( B = \{ |w_i\rangle \}_{i=1}^t \) be an orthonormal basis of \( Q_0 \). The set \( \bigcup_{t \in T} tB \) is an orthonormal basis for the code \( Q \). Therefore, the projector of \( Q \) is
\[ P_Q = \sum_{t \in T} \sum_{i=1}^{t} t |w_i \rangle \langle w_i |. \] (9)

V. MEASUREMENTS ON UNION AND USt CODES

Let \( E \) be a set of correctable errors of a quantum code and \( D \subset E \). Define the nondegenerate complement of \( D \) in \( E \) as the set
\[ E_{D}^{\perp} = \{ E \in E; C_{EF} = 0, \forall F \in D \}. \] (10)
When \( E \) is nondegenerate, \( E_{D}^{\perp} \) is exactly the complement of \( D \), that is, \( E_{D}^{\perp} = E \setminus D \). Following we use the notation \( D(Q) = \{ h |\psi \rangle; h \in D, |\psi \rangle \in Q \} \).

**Theorem V.1.** Let \( Q \) be a CWS code and \( D \) a finite commutative group of correctable errors. Then \( Q = D(Q) \) is a USt code.

**Proof:** Let \( B = \{ |w_1 \rangle, \ldots, |w_k \rangle \} \) be a basis for code \( Q \). Then \( D(B) = \bigcup_{\alpha \in D} \alpha(B) = \bigcup_{\alpha \in D} \bigcup_{i=1}^{k} \alpha |w_i \rangle = \bigcup_{i=1}^{k} D(|w_i \rangle) \). Note that \( D(|w_i \rangle) \) is an additive CWS code, that is, a stabilizer code. Now we will show that \( D(|w_i \rangle) \) and \( D(|w_j \rangle) \) are mutually orthogonal, for \( i \neq j \).

Let \( \alpha_1, \alpha_2 \in D \). Then \( \alpha_1 \alpha_2 \) is a detectable error and the error correction conditions \( \langle w_i | \alpha_1 \alpha_2 | w_j \rangle = 0 \) imply that \( D(|w_i \rangle) \) is orthogonal to \( D(|w_j \rangle) \).

We have \( |w_i \rangle = w_i |0 \rangle \) for word operators \( w_i \), and \( w_id_j = \alpha_{ij}d_jw_i \), where \( d_j \in D \) and \( \alpha_{ij} \in \mathbb{C} \). Let \( D_j = \{ \alpha_{ij}d_j; d_j \in D \} \). We have that the codes generated by \( D(|0 \rangle) \) and \( D(|0 \rangle) \) are the same. Then \( \bigcup_{i=1}^{k} D(|w_i \rangle) = \bigcup_{i=1}^{k} w_i D(|0 \rangle) \).

Let \( Q_0 \) be the code generated by \( D(|0 \rangle) \). We have
\[ \text{that is, } D(Q) \text{ is USt.} \]

**Theorem V.2.** Let \( Q \) be a CWS code defined from a stabilizer set \( S \) and by a classical code \( C \). Let \( D \) be a commutative group, the elements of which are in the set of correctable errors \( E \). Then the USt code \( QD = D(Q) \) detects all errors in \( E_{D}^{\perp} \).

**Proof:** Let \( E \in E_{D}^{\perp}, \alpha_1, \alpha_2 \in D \) and \( |w_i \rangle, |w_j \rangle \in Q \) such that \( \alpha_1 |w_i \rangle \perp \alpha_2 |w_j \rangle \). Then \( \alpha_1 \alpha_2 \in D \subset E \) and
\[ \langle w_i | \alpha_1 \alpha_2 | w_j \rangle = a \langle w_i | \alpha_1 \alpha_2 | w_j \rangle = 0, \quad a \in \mathbb{C}, \]

that is, \( E \) is detectable.

We have described how to detect errors in USt codes for the nonbinary case, generalizing the method given in Ref. [18] for binary codes. When working with the latter case, it is enough to use the criteria defined in Theo. V.2. However, for nonbinary codes, the above theorem is not enough. In order to find the error in this case, which is the main contribution of this paper, we make use of union of codes.

**Theorem V.3.** Let \( Q \) be a CWS code and \( D \) a commutative group. \( D \{ I \} \) is a set of nondegenerate and correctable errors. Let \( D_l \subset D \) be the set \( \{ d_{i_1} \cdots d_{i_s}; 0 < k_i < d \forall i \} \), where \( d_i \) are \( t \) independent generators of \( D \). If \( D_l^\dagger = D_l \setminus \{ d_{i_1}^2 \cdots d_{i_s}^2; 0 < k_i < d \forall i \neq s \} \), then the code \( D(Q) \) where \( D = D_l \setminus D_l^\dagger \), detects \( E = D_l^\dagger \).

**Proof:** Let \( \alpha_1, \alpha_2 \in D \), we have that \( \alpha_1 \alpha_2 = a_1 \alpha_1 d_{i_1}^2 \cdots d_{i_s}^2 \alpha_2 \). Now let \( E \in E, \alpha_1 \alpha_2 E = \alpha_1 \alpha_2 |w_i \rangle \alpha_2 \alpha_2 E |w_j \rangle = C_{\alpha_1 \alpha_2 \alpha_2} \delta_{ij} = 0, \) where \( |w_i \rangle, |w_j \rangle \) belongs to a orthonormal basis of code \( Q \), in other words, \( D(Q) \) detect \( E \).

VI. Decoding

In the previous section, we have showed that, given a quantum code and a set of correctable errors, we can build another code, which includes the first, detecting the errors. However, we want to correct errors and not only to detect them.

Suppose that the set of correctable errors \( E \) can be decomposed into a union of finite abelian groups and nondegenerate elements, that is, \( E = \bigcup_{j=1}^{r} D_j \). Using Theo. V.2 we can find the group that contains the error.

To correct the error we use the following strategy: Suppose that the error is in group \( D_j \) and it has \( m \) generators, that is, \( D_j = \{ d_1, \ldots, d_m \} \). Define \( D_j^\dagger \) as the group with a generator less, that is, \( D_j^\dagger = \{ d_1, \ldots, \tilde{d}_i, \ldots, d_m \} \). By performing \( m \) measurements, we find out that the error has the form
\[ E = d_{i_1}^k \cdots d_{i_t}^k, \] (11)
where \( t \leq m \) and \( 0 < k_i < d - 1 \). It remains to find the value of \( k_i \).

We use Theo. V.3. Take \( D_j \) to be the group, and \( D_l \) the subset of \( D_j \), with all errors found above. For all \( s \in \{ 1, \ldots, t \} \) and \( r \in \{ 1, \ldots, d - 1 \} \), we perform the error detection in code \( D_j^\dagger (Q) \). This is the last step to find the error.

VII. Example

We will use the decoder above described in the family of codes \( ((5, d), S) \) with \( d > 3 \) presented in Ref. [21], which
are nonadditive CWS codes. This family is described by the stabilizer group

$$S = \langle X_1 Z_2 Z_5, Z_1 X_2 Z_3, Z_2 X_3 Z_4, Z_3 X_4 Z_5, Z_1 Z_4 X_5 \rangle$$

and by the word operators set $W = \{ Z^{v_j}, Z^a, Z^b \}$, where $v_j = (j, j, j, j, j)$, for $j \notin \{2, d - 1\}$, $a = (2, -1, -1, 2, -1)$ and $b = (-1, 2, 2, -1, 2)$. Those codes correct all weight-1 quantum errors. Let $E$ be the set of all weight-1 errors including $I$.

To prove that this code can correct every weight-1 error, we use function $\mathcal{C}_S$ and the classical code associated to set of word operators. The classical code is given by $C = \{v_j, a, b\}$ and

$$\mathcal{C}_S(E) = \{ (r, 0, 0, 0, 0), (0, r, 0, 0, 0), (0, 0, r, 0, 0), (0, 0, 0, r, 0), (0, 0, 0, 0, r), (r, 0, 0, r, 0), (0, r, 0, r, 0), (0, r, 0, r, 0), (0, 0, r, r, 0), (0, 0, r, r, 0), (h, r, 0, r, 0), (h, r, 0, r, 0); 0 \leq r < d, \ 0 < h < d \}.$$

Note that the difference between any two vectors in $C$ can not be equal to the sum of any two elements of $\mathcal{C}_S(E)$. This shows that $C$ can correct weight-1 errors.

As a consequence of the graph structure of the stabilizer, every nonbinary Pauli error acting on $|0\rangle$ can be equivalently replaced by some qudit phase flip errors [21]. We may consider all the word operators $w_i$ in the format $w_i = Z^{v_i}$.

Now, write $E = \bigcup_{i=1}^{d} D_i$, where $D_i$ are the groups generated by $\{ Z^{Cl_S(X_i)}, Z^{Cl_S(Z_i)} \}$, $1 \leq i \leq 5$. These groups satisfy Theo. [V.1] and [V.2] So, the decoder can be applied and with at most $5 - 1 = 4$ USt measurements in order to detect the group error $D_i$, that is, to locate the error. After these measurements, we will perform two more USt measurements to determine if some of the generators of $D_i$ are missing in the expression of the error. Then, we construct the groups $D_1^1 = \langle Z^{Cl_S(X_1)} \rangle$ and $D_2^1 = \langle Z^{Cl_S(Z_1)} \rangle$, perform measurements according to the USts codes $D_1^1(Q)$ and $D_2^1(Q)$. We can find out, for example, in the worst case, that no generator of $D_i$ is missing in the expression of the error. To obtain explicitly the power associated with the generators, we use Theo. [V.3] For each fixed $r_1$, $0 < r_1 < d$, consider the sets $D_1^k = \{ (Z^{Cl_S(X_1)})^r (Z^{Cl_S(Z_1)})^k \}$, $0 < k < d$, and the union code $D_1^1(Q)$. Performing a measurement in this union code, we obtain power $r_1$ of the first generator. To obtain the second power, we repeat the procedure with the set $D_2^k = \{ (Z^{Cl_S(X_2)})^k (Z^{Cl_S(Z_2)})^{r_2} \}$, $0 < k < d$, obtaining the expression of the error $E = (Z^{Cl_S(X_1)})^{r_1} (Z^{Cl_S(Z_1)})^{r_2}$. The number of union code measurements is $2d - 2$, because we perform $d - 1$ measurements to obtain power $r_1$ and $d - 1$ measurements for power $r_2$.

VIII. Conclusion

The formalism of CWS codes is a procedure to find both, additive and nonadditive codes, which generalizes the formalism of stabilizer codes. It was used to build some optimal nonadditive codes, such as codes ((9,12,3)) and ((10,24,3)) [17]. A decoding procedure for binary codes of this class was described recently [13].

We have described a decoding procedure for the nonbinary case. Part of the procedure is a straightforward generalization of the binary case, using union of stabilizer codes (USt). In the binary case, dealing with USts codes is enough, whereas in the nonbinary case, after finding the group error $D$ and $D_i \subset D = \{ d_i^1 \cdots d_i^n ; 0 < k_i < d \forall i \}$, where $d_i$ are $t$ independent generators of $D$, we have to use union code measurements to obtain $k_i$ using Theo. [V.3]
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