Abstract: The high customer requirements for appropriate product quality pose a challenge for manufacturers and suppliers and also cause them many problems related to ensuring a sufficiently high product quality throughout the entire production cycle. For the above reasons, it is so important to assess the capability of monitored processes, and shaping, analyzing and controlling the capability of processes is an important aspect of managing an organization that uses a process approach to management. The use of an appropriate method to analyze the course of production processes is a necessity imposed by quality standards, e.g., ISO 9001:2015. That is why it is so important to propose a quick and low-cost method of assessing production processes. For this purpose, a method of assessing the capability of the manufacturing process using bootstrap analysis was used. The article presents the analysis of inherent properties of the production process based on the results of measurements of the characteristic features of the process or the characteristics of the manufactured products (process variables) for the shafts with grooves. The main goals of the work are to develop a procedure for determining process capability based on the bootstrap method, including criteria for the classification of production process capability; to develop the criterion values for confidence intervals of production process capability; as well as to demonstrate the practical application of bootstrap analysis in manufacturing. Moreover, comparative analyses of process capabilities using bootstrap and classic methods were carried out. They confirm both the narrowing of the confidence interval when using the bootstrap method and the possibility of determining a better estimator of the lower limit of this range compared to the results obtained using the classic method. The tests carried out for the unit production of shafts with grooves showed that the analysis of the process capability for measuring tests $n = 10$ is possible. Finally, new criterion values for the assessment of process capability for the bootstrap method were proposed. The model for assessing the capability of production processes presented in the paper was implemented in low-volume production in the defense industry.
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1. Introduction

In the modern globalized market, and in connection with the growing requirements of customers, one of the key problems and at the same time challenges of suppliers is the quality assurance of manufactured products throughout the entire production cycle. One of the aspects of product quality assurance is the quality of production processes and in particular their capability.

Process capability is an important factor in the cooperation between the supplier and the customer [1]. Currently, the recipients of components for the aviation, automotive or machine...
industry among others, in addition to product specifications and acceptable manufacturing defects, impose on their suppliers the required process capability, as the lack of process capability control can generate losses. To meet these requirements, the supplier should therefore monitor and measure the course of manufacturing processes so as to be able to correct and improve the quality of the product based on reliable information. That is why the problem of assessing the capability of monitored processes becomes so important, and shaping, analyzing and controlling the capability of processes is an important aspect of organization management, especially when it uses a process approach to management.

The problems of assessing the capability of production processes and maintaining the capability at the required level are a key element of business cooperation. When entering into contracts between interested parties, it is often impossible to sign such agreement. In most cases, this is a level set too high for the production process capability, i.e., the quality of the production. Elderly, time-worn machinery park and old technology mean low process capability; in turn, modern machinery park, automated production, precise control of production processes and modern technology allow achieving high capability of the production process [2]. That quality of processes, represented by their capability, is expected by recipients from manufacturers, especially from European Union countries. In the case of suppliers operating in the automotive sector having a quality management system certificate, continuous process capability analysis is even an obligatory action [3].

The results of the production process measurements depend on the complexity of the research methods used. An appropriate, structured research method is also a prerequisite for obtaining reliable information about the capability of the production process.

In the general case, the analysis of the capability of the production process consists in comparing the width of the tolerance range required with the distribution of results obtained in a selected range of the duration of this process [4]. Currently, two methods of testing process capabilities are used: classic and percentile analysis. Classic analysis is used for distributions that can be considered normal, while percentile analysis is used for distributions that deviate from the normal distribution. In both cases, the number of samples taken should exceed \( n = 100 \) measurement results [5]. Therefore, if in reality the tested process cannot be characterized by the required number of measurement results (less than 100 measurements), and in addition, their distribution deviates from the normal, the analysis of the process capability, carried out by classic or percentile methods, is not possible (assuming the correctness and reliability of the obtained capability values). Therefore, it seems that in the case of monitoring the course of such processes, the bootstrap method can be used to test their capability [6].

The bootstrap method involves drawing with return lots of small-scale bootstrap samples from a small number of results. Due to the size of the bootstrap sample set, this method is cumbersome to measure process capability in industrial practice. However, after using the appropriate software, it becomes accessible to operators who do not have extensive knowledge of statistical process control.

The basic use of bootstrap analysis to measure the capability of production processes can find place in industrial practice, mainly in cases where:

- This is job-lot or job production.
- The measurement methods used in the research of processes are in the form of destructive tests, and, at the same time, the value of the tested sample is relatively high.
- Process capability assessment is performed for a trial batch to verify that the capability value required in the contract with the recipient is achievable. In this case, the use of bootstrap analysis reduces the costs associated with the production and testing of a larger sample batch, necessary using the classic method.
- The capability of the production process is tested, where measurements are rarely done, e.g., due to the cost of testing and analysis.

The bootstrap method can be used for what-if studies. It is used in many different areas, including in simulation models analyzing medical data [7–12], in financial analyzes [13–15], in solving problems
in the area of logistics and distribution [16–18], in environmental protection [19–22], safety sciences [23], automotive [24], risk management [25,26] and in classic queuing models [27].

The Aims of the Study

Taking the above into consideration, the following aims of the study were formulated:

1. Development of a process capability determination procedure based on the bootstrap method, including criteria for the classification of production process capability.
2. Using the developed procedure to analyze the capability of the production process.
3. Conducting a comparative analysis of process capability determined by bootstrap and classic methods.
4. Development of criterion values for confidence intervals of process capabilities.

The subject of consideration at work will be the production process. The analysis of inherent properties of the production process will be carried out on the basis of the results of measuring the characteristic features of the process or the characteristics of the products manufactured (process variables).

In the following, this paper discusses in detail the issues related to the capability of the production process and the description of the bootstrap method used in this study. Then, the research methodology, obtained research results and their discussion are presented. The last part of the work summarizes the conducted research and presents the conclusions of the paper and the possibilities of practical application of the bootstrap method.

2. Process Capability

The characteristics of the course of the process are best determined using appropriate statistical methods (PN-EN ISO 9004:2018-06) [28]. This involves the need to obtain quantitative results of measuring process variables (PN-EN ISO 9001:2015-10) [29] that will allow effective process monitoring.

The basic goals of process analysis are as follows [30]:

1. Formulating directions and priorities for improving their course.
2. Measurement of process improvement effects.
3. Regulation of the process flow.

An ideal, stationary process should be characterized by the lack of dispersion of results—any selected process variable characterizing its output during the process has a constant value. In reality (practice) there are no stationary processes. The result of each real process is in the form of a distribution of the values of the selected process variable—it is characterized by dispersion. Thus, the basic parameters for assessing the quality of processes are:

- A measure of the distribution dispersion of a selected process variable (process dispersion).
- Measure of the location of the distribution of the selected process variable (process centering).

The assessment of the quality of production processes is associated with the assumption that each product delivered to the customer is endowed with a defect (loss); the smaller it is, the higher is the quality of the product [31,32]. This loss is the higher the more the value of the product feature considered deviates from the target value, including within the tolerance range. This contradicts the view expressed by Taylor that the product quality is constant if the property under consideration falls within the tolerance range (Figure 1). The tolerance field is defined here by the lower LSL and upper USL tolerance limits.
Therefore, given the approach presented by Taguchi, every product whose parameters deviate from the target value is characterized by a loss of quality [33,34].

To characterize the process with the capability specified for the selected process variable $x$, the width of the range in which we accept the obtained process results should be compared with the adopted limit of the process variable distribution, e.g., with the range of $6\sigma$ [35].

Indicators for process capability are increasingly used in industrial practice. Due to the introduction of a process approach in quality management in 2000 [29], it became necessary to monitor processes. “The organization should define the processes needed in the quality management system and their application in the organization and should (...) define and apply the criteria and methods (including monitoring, measurement and related performance indicators) needed to ensure the effective conduct and supervision of these processes”. The point 8.5.1. of this standard refers to “the ability to achieve the planned results of production processes and services provided.” In industrial practice, the planned result is the required width of the tested property range of the manufactured product.

The process capability is a special inherent feature of the process resulting from the statistical description of one of the outputs (adopted for the description of the process) carried out in a selected period of time. The process capability is the relationship between the required tolerance of the considered product property—process output—treated as a process variable and the obtained dispersion of the value of this variable—the result of the adopted method of limiting the distribution of variable values obtained in a given process duration. Graphic interpretation of the process capability assessment is presented in Figure 2.

The simplest form of the process capability indicator, denoted by $C_P$, is defined as follows:

$$C_P = \frac{\text{required tolerance}}{\text{process dispersion}}$$

(1)

This coefficient is used when the instantaneous average process value $\bar{x}$, obtained on the basis of measurements, is equal to the assumed—purposeful process value $T$. Arithmetic mean $\bar{x}$ and standard deviation $s$ of measurements are given by the formula:

$$\bar{x} = \frac{1}{n} \sum x_i,$$

(2)

$$s = \sqrt{\frac{1}{n} \sum (x_i - \bar{x})^2} \quad \text{for } n > 30,$$

(3)
\[ s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2} \] for \( n \leq 30 \), (4)

where:

- \( x_i \), measurement value;
- \( n \), sample size.

As follows from the above dependence, in order not to generate excessive losses associated with maintaining defective products, the process capability index should be [36]:

\[ C_p \geq 1, \] (5)

In the assessment of process capability in industrial practice, the distribution limited by six standard deviations is taken as the measure of the scatter of measurement results [37]. For the normal distribution of the process variable, the \( C_p \) process capability indicator takes the form:

\[ C_p = \frac{USL - LSL}{6\sigma}, \] (6)

where:

- \( USL \), upper tolerance limit;
- \( LSL \), lower tolerance limit;
- \( n \), sample size;
- \( \sigma \), standard deviation of the general population.

Due to the growing requirements of customers, especially global concerns, the criteria for the minimum limit value of the \( C_p \) coefficient have been adopted for some industries [38]. According to Steiner et al., [39] the minimum values of \( C_p \) coefficient for selected industries are for the machinery industry \( C_p = 1 \), for the automotive industry \( C_p = 1.33 \), and in the aviation industry \( C_p = 2 \). Analyzing the capability of the production process, three ranges of the \( C_p \) value can be presented. When \( C_p > 1 \) the process dispersion is smaller than the width of the tolerance range, and this is the recommended process capability. For \( C_p = 1 \), the tolerance range is equal to the process dispersion, and this is a satisfactory process capability [40]. When \( C_p < 1 \), the tolerance range is narrower than the process dispersion—defective products are produced in excessive quantity. Then, the process capability is insufficient [41]. Another interpretation of the process capability coefficient value can be found in the literature, e.g., Kubera states that low process capability is \( C_p < 1 \), average \( 1 < C_p < 1.3 \) and high \( C_p > 1.33 \) [41]. The interpretation may be different for different types of industry and processes, in this paper the capability at \( C_p = 1 \) level will be accepted as satisfactory.

Whether or not a production process to be executed is capable of achieving the assumed performance parameters depends, among others, on the reliability of the machines and technological devices that make up the system under design [42]. Layouts and temporal structure optimization of manufacturing requires application of a multi-criteria approach in designing production systems [43].
widely used, primarily in stochastic simulation models. The basis of this method is the assumption that since the observed sample of real data contains all the necessary information about the studied population, this sample can be treated as a population.

In the case of production, there are two categories of processes when the capability analysis is carried out during the final product control. Based on the analysis of many industrial products it can be concluded that one half of all machine parts are rotational parts: shafts with grooves, a typical production process whose quality assessment is made on the basis of measurements of the process variable value [56]. The measurement value is obtained on the basis of measuring a large number of samples of the process variable, the standard deviation is taken as the measure of the scatter of measurement results [37]. For the normal distribution of the process variable, the process capability index takes the form:

$$\frac{USL - LSL}{6\sigma}$$

where:
- USL, upper tolerance limit;
- LSL, lower tolerance limit;
- \(\sigma\), standard deviation; \(\bar{x}\), arithmetic mean.

This coefficient is used when the instantaneous average process value does not vary significantly over time.

The simplest form of the process capability indicator, denoted by \(CP\), is characterized by high skewness, flattening, drift, etc. One of such methods is bootstrap analysis based on the so-called bootstrap samples [44], which can be used when the sample size is not very large (show Figure 3). The purpose of this analysis is the possible verification of previously obtained results using factor methods.

Bootstrap methods have been known for over 20 years, but only in recent years they have been widely used, primarily in stochastic simulation models. The basis of this method is the assumption that the future is similar to the past. Therefore, instead of studying the past and trying to describe it using theoretical distributions, and then simulating the future using the selected distributions, you can generate simulation input data directly from historical data [45,46]. As a consequence, this means that since the observed sample of real data contains all the necessary information about the studied population, this sample can be treated as a population.

Bootstrap analysis consists of a draw with returning individual results from a random sample (from the original data) and then creating a new sample from the drawn samples for the study [47]. Thus, it is a method of estimating the distribution of estimation errors, using multiple random draws...
of observations with returns from the original sample. The draws take into account all possible combinations of elements from the sample, based on real data [48]. It allows checking the distribution of parameters in relation to the initial sample [49]. The bootstrap method is useful when the form of the distribution of the variable in the population is not known and when the quality or amount of information collected does not allow the use of classic statistical methods [50]. Due to the fact that it does not make assumptions about the distribution in the population, it is included in the non-parametric methods.

Let \(x_{j1}, x_{j2}, x_{j3}, \ldots, x_{ji}\) denote the values of the process variable \(X_i\) of the production process under investigation. From a given set of \(x_{ji}\) values, we draw with returning \(n\) measurement values and in this way we get new bootstrap samples \(B_{j*1}, B_{j*2}, B_{j*3}, \ldots, B_{j*B}\).

Each bootstrap sample consists of exactly the same number of "n" elements as the number of values tested [30,51–53].

The number of bootstrap draws cannot be less than \(n^n\). Based on empirical research, it has been shown that a sufficient number of draws for conducting tests is \(B = 1000\) measurements [54]. After obtaining the set number of bootstrap attempts, based on them, inference is calculated by calculating the appropriate statistics \(\phi\). The empirical distribution obtained in this way is used to make inferences about the parameter \(\theta\) [48,55].

The main advantage of this is that the process variable distribution is not studied but empirically constructed based on measuring a large number of samples of the process variable value [56]. The advantage of this is also the ability to assess process capabilities based on abnormal distributions, characterized by high skewness, flattening, drift, etc.

To sum up the above, the following analogy is crucial for the use of the bootstrap method in statistical inference: the bootstrap sample is for the sample drawn what the sample drawn for the entire population.

4. Subject and Research Method

The paper presents a method for assessing the manufacturing process capability of an shafts with grooves, a typical production process whose quality assessment is made on the basis of capability analysis and is carried out during the final product control. Based on the analysis of many industrial products it can be concluded that one half of all machine parts are rotational parts: shafts (over 40%), discs, sleeves, thin wall cylinders, rings, etc. [57].

In the case of production, there are two categories of processes when the capability analysis using the bootstrap method seems to be practically the best solution. These categories include processes in which:

- Measurements of the process variable are performed by the method destroying the sample and for economic reasons the sample size of the process capability becomes the sample size and
- The result of the course is a small collection of products (low-volume production).

The production process of an shafts with grooves belongs to the second of the mentioned categories of processes.

In the present case, due to the small size of the general population of products \(n = 10\), the analysis of the process capability will be carried out using the bootstrap method, with the population size being the same as the sample size.

The shafts with grooves is manufactured by a manufacturing plant that provides complete reinforcement for defense purposes. The shafts is a necessary component of this armament.

The production of the shafts with the groove was chosen for the following reasons:

- The process is a typical example of a small batch process.
- It is necessary to make a cyclical assessment of the production process.
• Due to the number of shafts produced, it is not possible to assess the shape of the process variable distribution, so the assumption about the normality of the distribution of quality characteristics is rejected.

The results analyzed were obtained on the basis of measurements made using a CMM (coordinate-measuring machine). The geometry of this product defines 19 parameters (18 measurement parameters and total length), with parameter 12 selected as the process variable for analyzing the process capability.

To assess the process capability, a research procedure consisting of five activities was used (see Figure 4):

1. Measurement systems analysis (MSA).
2. Statistical process control (SPC).
3. Time series analysis.
4. Distribution studies of the selected process variable.
5. Process capability assessment, including capability assessment using three methods: classic, percentile, bootstrap.

![Diagram of the algorithm for assessing the quality of processes using the classic, percentile and bootstrap methods. Source: own study.](image)

The principle of process capability assessment should be to take into account confidence intervals with a lower limit $C_{P_{MIN}}$. This indicates that with some probability (the confidence interval was calculated at $P = 95\%$ in the work), the capacity of the analyzed process will not be lower than the lower limit of the confidence interval [58,59].
The detailed scope of research for individual activities is presented in Figure 5. Due to the large number of results (especially charts), the results are presented only for the final stage of the procedure, i.e., the assessment of the process capability $C_p$.

| Actions | Stages of action | Type of results obtained |
|---------|------------------|-------------------------|
| Measurement systems analysis - MSA | Measurement tool selection | Type, limiting error |
| | Measurement uncertainty analysis | Numerical values |
| | Target value of the T process and tolerance limits USL and LSL | Numerical values |
| Statistical process control - SPC | Tolerance type N, S, L indicating the type of distribution | Expected distribution shape |
| | Control card $x/R$ | Graph |
| | Control card $x/S$ | Graph |
| | Correlation study of process variables | Graphs |
| Time series analysis | Small offset monitoring, CUSUM and EWMA cards | Graphs |
| | Autocorrelation study | Graph |
| | Autoregressive integrated moving average ARIMA | Graph and numerical values |
| Distribution studies | Analysis of the distribution shape on the basis of numerical coefficients | Graph and numerical values |
| | Distribution analysis based on the shape of the empirical cumulative distribution | Graph |
| | Verification of the compliance of the empirical distribution with normal | Numerical values |
| | Distribution analysis based on the graph, empirical probability - theoretical probability, empirical quantile - theoretical quantile | Graphs |

Figure 5. Sequence of actions in the process capability assessment procedure and presentation of individual results. Source: own study.
5. Results and Discussion

The results of the analyzes of process variable capacity 12, the unit production process of the shafts with the grooves are shown in Figure 6.

![Figure 6. Comparison of the results of the value of the unit production process of the shafts with grooves, for the 12 process variable, by the classic method (red), percentile method (yellow) and bootstrap method (green). Source: own study.](image)

For the unit production process of an shafts with grooves, the lowest value is taken by the process capability coefficient determined by the percentile method $C_p^P$ falls within the process capability range determined by the classic method as well as in the process range determined by the bootstrap method.

The tests carried out for the unit production of shafts with grooves have shown that the analysis of the process capability for ten measurements is possible. In both examined cases, the average value of process capability determined by the classic method $C_p$ was greater than the lower bootstrap limit of the process capability. Whereas, the lower limit of the process capability determined by the classic method $C_{p\text{ MIN}}$ was below the lower bootstrap limit $C_{pB\text{ MIN}}$ (Figure 7).

![Figure 7. Graphic presentation of the results of the production process capability assessment of the shafts with grooves, process variable 12. Source: own study.](image)
Based on the analyzes and results obtained, new criterion standards for the assessment of process capability can be introduced, resulting from the lower limit of process capability assessment. Analyzing the lower limits of process capability confidence intervals, processes can be assessed without the need to analyze the sample size, because interval estimation of process capability using the bootstrap method does not require this. The proposed new criterion values for process capability assessment for the bootstrap method are presented in Table 1.

Table 1. Sample criterion values of process capability assessment for the lower limit of bootstrap process capability in relation to the process capability determined by the traditional method for normal distribution. Source: own study.

|  | Cp = 100 | CpB_MIN = 100 | n = 10 |
|---|---|---|---|
| n = 100 | n = 100 | n = 10 |
| 1.0 | 0.86 | 0.78 |
| 1.33 | 1.15 | 1.05 |
| 1.67 | 1.44 | 1.31 |
| 2.0 | 1.72 | 1.57 |

6. Summary and Discussion

The article reviews and critically evaluates the methods used to determine process capability. The capability of production processes was treated here as the basic property determining their quality, conditioning control and, as a consequence, process management. In the case of a process-based approach to organization management, process capability can and should be one of the key instruments of organization management, in particular, quality management in the organization.

Against the background of the methods used so far to determine the capability of production processes, traditional and percentile, the article presents the assumptions of the bootstrap method and discusses the effects of using this method in relation to specific cases of process flows [60]. An attempt was also made to use the bootstrap method to analyze production processes.

In addition, a procedure for determining the capability of production processes based on the bootstrap method was developed and this procedure was used to analyze the process of manufacturing shafts with grooves (production process). The above model for assessing the capability of production processes using the bootstrap method for low-volume production has been implemented in the defense industry.

On the basis of the literature studies, research and analysis of the results obtained, the following conclusions can be drawn:

1. The procedure of process capability determination, developed on the basis of the bootstrap method, is a simplification compared to the classic method by omitting the assessment of the shape of the distribution of measured parameters.

2. An examined comparative analysis of the processes capabilities, determined by the bootstrap and classic methods, including those based on the simulation of results obtained using the classic method for a small sample size, allowed the determination of new criterion values of the process capability, analyzed by the bootstrap method, based on the small random sample size.

3. The use of bootstrap analysis results in a better approximation of confidence intervals of the production process capability factor than traditional analyses. The obtained test results confirm both the narrowing of the confidence interval when using the bootstrap method and the possibility of determining a better estimator of the lower limit of this range. The lower limit of process capability, obtained on the basis of the bootstrap method, is shifted upwards compared to the results obtained using the classic method. This is important when assessing process capability because the obtained value of the lower confidence interval limit means that at the selected confidence level the actual capability of the tested process will not be lower.
4. New criterion values for process capability determined by the bootstrap method were developed. The introduced criteria make it possible to assess the capabilities of processes taking place in various branches of the economy (different classes of processes), determined by the bootstrap method, and are equivalent to the criteria used so far resulting from the use of the classic method of determining capacity. The developed criteria allow the assessment of the capability of the processes examined also on the basis of small sample sizes \((n \geq 10)\).

Based on the conducted research and literature study, the following possibilities of practical application of bootstrap analysis can be proposed:

1. The unit and low-volume production process capability (this type of process was described in the paper), as a result of which a few or tens of products are obtained, can not be assessed by traditional methods.

2. The production process capability assessment, carried out using the bootstrap method and realized on the base of destructive testing methods, shows an advantage over the classical method due to the reduction of the costs of performed tests.

3. The production process capability assessment of the trial batch, in the event that the production facility analyzes the commencement of production and the requirements imposed by the customer strictly specify the capability of the process, can also be performed with the help of bootstrap analysis, thereby reducing the sample batch size, and as a consequence reduction of project costs.

4. Bootstrap analysis of process capability assessment can also be used to determine required tolerance limits. In this case, based on the bootstrap analysis carried out and the assumed value of the bootstrap process capability coefficient, the searched tolerance limits sought can be determined.

5. Another application of bootstrap analysis is the ability of production process capability assessment when conducting a second party audit—a customer audit. On the basis of a small sample size and self-made measurements, auditors can easily and quickly form an opinion on the capability of the production processes in which they are interested. This is a very important application of bootstrap analysis, because the supplier can produce products in the production process with a different process capability than can be determined from the batch delivered to the customer.

6. The study of changes in process capability over time, conducted to determine the quality of a specific production machine and technological lines, can also be performed used bootstrap analysis. In this case, the process capability analysis gives a signal that the machine needs to be repaired or completely replaced. In the case of testing the capabilities of technological lines, this way it is possible to carry out an analysis of multimodal distributions obtained as a result of overlapping distribution of measured values for elements made on machines working in parallel in a technological line. Thus, the use of process capability assessment using bootstrap analysis makes it possible to assess numerically the state of the production equipment.

7. Bootstrap analysis of the production process capability can also be used as one of the possibilities to validate this process.
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