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ABSTRACT
Asynchronous video-based educational resources allow for increased course material engagement. In today’s climate, educators are encouraged to create videos for online instruction but are typically given limited production guidance. Few formal resources exist to guide educators for high-quality video production in a non-studio setting. This article is a how-to guide for producing videos using widely available primary resources through three steps: preproduction, production, and postproduction. During preproduction, educators consider style and project scope, including the “what, how, and why” of the content. For production, we have provided information on the set, light, sounds, and video equipment needed for optimizing video production in a non-studio setting. Finally, during postproduction, the educator considers how to combine and edit the video as well as organize content. Overall, this article is an approachable guide to help educators begin their low-budget video-production journeys.

INTRODUCTION
While many biomedical science educators are aware of the benefits of using video, there is a lack of resources that describe and summarize the video-production process. Decades of research have demonstrated that video can be used to enhance learning. The combination of verbal instruction with visual images significantly increases recall and retention in students (Mayer, 2014; Supplemental Figure 1). The video content’s impact can also be enhanced through approaches based on multimedia learning principles (Issa et al., 2011). Video has been used in many educational scenarios, including traditional lectures, guided discussions, and self-observation sessions (Pinsky and Wipf, 2000). Furthermore, video has been used increasingly for coaching, mentoring, and professional development in educational settings (Nemirovsky and Galvis, 2004). In contrast to the plentiful amount of research supporting video use, few accessible resources are available to support educators as producers.

Educators have been asked to take on new roles as universities rapidly transitioning education online in response to the COVID-19 global pandemic. While the transition from in-person lectures to videos may be intimidating, it is also an opportunity for instructors to develop new skill sets. Video, defined as electronic recordings that contain both audio and visual elements, has been used for science education and communication for decades (McGarr, 2009; Rajadell and Garriga-Garzón, 2017). The shift toward online learning has challenged faculty to adopt video instruction into their teaching practices in either a live setting (synchronous) or through prerecorded videos (asynchronous). By learning how to produce video content, educators can build flexibility in teaching practices. Video has already become a valuable tool to support
adaptable and self-paced learning. However, students interact with video beyond the classroom and have high expectations for visual and audio quality. Therefore, to make compelling videos, educators should be supported and empowered as producers of video content.

The modern ubiquity of phones with cameras and other portable devices allows most people to easily watch and create videos. Many educators have transitioned to virtual teaching and are becoming comfortable with synchronous Web conferencing using Zoom, Skype, Microsoft Teams, and other platforms. Pre-recorded online lectures in these programs can be used as asynchronous videos, supporting classroom accessibility by allowing students to rewatch lectures at any time (Clark et al., 2015). Some educators have even attempted to fulfill both synchronous and asynchronous needs by recording Web-based lectures. While recording a Web-based session does fill the role of content acquisition, it is not ideal for several reasons. For one, the quality is generally poor and can distract later audiences. In addition, Web-based lectures are designed for the synchronous audience and, most likely, are suboptimal to the learning experience of the asynchronous viewer. As compared with recorded lectures, produced videos can deploy the multimedia learning theory supported by Mayer (2014), which may not be a consideration for a standard synchronous videoconferencing lecture (Mayer and Pilegard, 2014). Intentional production of content has been shown to increase the impact on learning outcomes with increased motivation, satisfaction, and perception toward the material (Um et al., 2012). These studies emphasize style, format, and quality as essential in multimedia educational learning materials. To address this goal within low-budget settings, additional resources are needed to help educators produce quality videos in at-home environments.

At first glance, the process of video production could be daunting to some educators, as there are many different styles of videos to consider creating. Educators must also familiarize themselves with the technology and editing software and develop an overall production process (Petrosino and Koehler, 2007). There is a wide range of equipment that may be confusing to someone unfamiliar with video production. Notably, with many working from home, educators need to establish simple, low-budget at-home studios. Thankfully, the evolution of video technology has made it easier and cheaper to record high-quality videos by implementing minor design decisions.

We have created this resource to support beginner educators using their phones and at-home setups to minimize the barriers to producing high-quality videos. In this paper, we present workflows to guide educators in making several types of videos for their courses and producing simple, effective, and engaging videos with a budget-friendly, at-home setup. Educators begin this process starting with preproduction (lesson design and storyboarding), move through production (setup, styles, and lecture recording), and end in postproduction (video editing). We also cover production theory extensively before walking through production workflow and the description of the video styles. Covering the theory behind producing videos will help educators understand the mechanics of producing high-quality videos. Herein, we provide a production process for creating asynchronous video content through using an at-home studio setup and a phone with a camera. The main product is a workflow (Figure 1) for the educator to begin to take on the producer’s role in online video content production.

**PREPRODUCTION**

By far, the most significant amount of time in the video-production process is spent in preproduction. Preproduction refers to any of the planning stage activities before filming and has been well canvassed in the literature (Jenkins, 2017). This critical stage is commonly underestimated and underutilized when it comes to crafting a video for online learning (Chang and Hirsch, 1994; Currie, 2003; Corbally, 2005). Preproduction involves creating a design that uses the strengths of video production and optimizes them for the audience’s learning capabilities (Jenkins, 2017). Lesson design and storyboarding are key components of preproduction. A storyboard is a visual representation of a video’s timeline (Orr et al., 1994). It breaks down the video timeline into individual panels containing all instructions necessary for the audio script and the corresponding visual elements such as on-screen text, animations, or the recorded video (McGill, 2017). Storyboarding is specific to video production, whereas lesson planning typically occurs in teaching environments. For this purpose, the educator may want to specifically refer to this step as storyboarding to distinguish it theoretically from lesson planning.

In storyboarding, the specific objectives for the video, as well as the script, determine the optimal video structure and style. Assuming lessons have already been designed, storyboarding should be a distinct process crafted for video medium (Orr et al., 1994; McGill, 2017). The storyboard eventually becomes the guiding design document that outlines the production process. This document serves as a guide that can be reviewed and approved by any co-instructors, content experts, and instructional designers, administrators, or other stakeholders before commencing production. Furthermore, a storyboard allows for increased style and format consistency across videos. Consistent formatting and repeated graphics help reduce cognitive load for the student (Orr et al., 1994; Paas and Sweller, 2014; Brame, 2016; McGill, 2017). The goal of preproduction is for educators to walk away with a detailed storyboard that will guide the production workflow. Here, we break down the storyboard into three sections: contextualizing videos within a course, clarifying learning objectives, and video mechanics. Production efforts that are intentionally designed will help guide the educator-producer during production and postproduction.

**Video Contextualization**

From a broad perspective, the educator-producer should consider diversified instructional approaches such as the implementation of video within the course plan (Pritchard, 2018; Dunn and Rundle, 2000; Griggs, n.d.). To decide when and where to include videos, how many videos to produce, or what topics the videos will cover, educators can examine and depend on their syllabi. The syllabus should be a user-friendly and meaningful document that logically directs the faculty member and student through the course content (Huang et al., 2019). While reviewing or revising a syllabus, educators should make sure the addition of a video and each video’s assigned fit addresses the course learning objective. Consider content mapping, which refers to delivering the right content, to the right people, at the right time. In particular, it is critical to think
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about how, when, and where the student is engaging with the video content. After reflecting on the syllabus and mapping where a video will be included, producers should next consider the video as a relationship-building opportunity with the virtual student.

Within a virtual education space, educators and students may never have an in-person meeting or conversation. Strategic online instructional design and emotional connectivity created by the video style develop a better relationship with the student (Mayer and Estrella, 2014). To build this relationship, context, learning modes, and connectivity should all be examined during the preproduction process. Context is what the video will discuss, which is determined by your lesson plan and syllabus. Learning modes are the methods or ways in which students acquire, process, and maintain knowledge. Connectivity is the relationship between student and material and the relationship between student and educator. One way to hit all three aims in online classrooms is including asynchronous videos in addition to synchronous videos (Clark et al., 2015). Meaningful interactivity promotes student learning (Cairncross and Mannion, 2001; Anderson et al., 2008; Antonietti et al., 2015). For example, holding discussion during synchronous lectures and then use asynchronous videos to further explain or demonstrate the context of the lesson, or vice versa. Establishing the best connectivity is dependent on which video style is chosen, which we go over in depth in Production Guides section.

Learning Objectives

Before deciding which video style to pursue, it is essential to clarify the learning objective. Learning objectives are brief statements that describe what a student should be able to do or is expected to know at the end of a lesson or, in this case, after watching a video (Black and Wiliam, 1998). Prior knowledge of the video topic may vary between different audiences, so content and learning objectives are essential (Johnson and Hertig, 2014). In many cases, learning objectives build upon each other toward reaching an overall learning goal. As compared with a learning goal, a learning objective is measurable. The objectives must be written in ways that allow the educator to measure whether or not students have achieved them accurately.

As an educator begins to think about the learning objective for an educational video, the educator must define the learning objective in a measurable format so that the video’s impact can be assessed through the course.

Video Mechanics

The third step that occurs in preproduction is evaluating the mechanisms of how the video will be produced. This portion consists of three aspects for intentional video design: script, style, and length. While rarely used for traditional teaching, scripts for online asynchronous content allow the educator to review material, minimize extraneous information, and clarify learning objectives. Scripts should be developed by looking at slide order, content included on those slides, and other information relevant to each slide that is not visually depicted. Educator who are more comfortable reading lecture notes can use voice-to-text software to facilitate this process. While a script can contain each and every word that will be spoken, a script can also be a general guideline to help stay on track...
when filming—essentially creating an outline with talking points and what needs to be addressed for each slide or topic covered. However, if a verbatim script is created, the document can be used to produce closed captioning to promote video accessibility.

Next, the educator should consider various video styles and how each style complements each section of the script. Choe et al. (2019) evaluated eight different video styles designed to deliver standardized content in the life sciences. Here, because of the audience and resource limitations, we have simplified these styles into categories of Speaker, Screen, and Room. These styles will be covered in-depth in the Production Guides portion of this document. Choosing the optimal video style depends on the lecture content, learning objectives, and how educators like to teach their courses. When deciding on a style, educators should consider interactivity and engagement with the learner (refer back to Video Contextualization). No one style works for all educators, and educators should consider their individual strengths when choosing a video style. Additionally, it might be worthwhile to employ a combination of style. Be aware that if multiple styles are used in one video, more post-production is required to connect the distinct video styles.

The last mechanics consideration is the length of the video. Research supports short videos divided into sections or segments, as compared with a 40-minute video of a traditional lecture (Brame, 2016). As video length increases, students lose focus and become less engaged with the material (Farley et al., 2013). If it is easier for the educator, entire lectures may be recorded in one sitting and split later during postproduction, but this should be planned beforehand. One way to punctuate a single long recording is by incorporating questions or moments of reflection within the lecture. Breaking up the video with questions can guide student learning and help transition into the next video or assignment. In addition, incorporating moments of reflection through rhetorical questions or recap statements can prompt students to pause and consider whether they have internalized the video’s learnings or should rewatch the video. While an intricate video may be more exciting to watch, unnecessary elements can also add an extraneous load that may limit the video’s ultimate effectiveness (Corbally, 2005; Brame, 2016). To prevent this, educators should continuously revisit their scripts in light of the learning objectives and determine whether the style chosen best represents the material.

**PRODUCTION THEORY**

Production refers to all activities that involve the recording of audiovisual material. When starting production, it is essential to recognize equipment and resource limitations. For high-production video styles, a full recording studio may be required; this could include soundproofing to eliminate echo and outside noise, a raised floor to minimize vibrations that may cause audio interference, and overhead ceiling-mounted lights to provide additional lighting options. A fully equipped studio may include teleprompters and monitors for the presenter as well. With the assumption that most educators do not have access to a full studio setup, we will be considering production for an at-home studio setup using a phone camera.

As the educator takes on the role of the producer, it is important to assess the audio and visual goals of the videos and their feasibility before starting production. Thinking about the limitations of production can help create realistic expectations for the final products. High-quality videos can still be achieved through budget-friendly setups if educators apply production theory to their videos. Four key elements must be considered for optimal video production: light, sound, video, and set. For the sake of simplicity, we will refer to the phone camera as “the camera” and will specifically note when we are referring to a stand-alone camera (including single-lens reflex camera [SLR], digital-SLR [DSLR], or camcorder). Please note that many of these theories can apply to both a phone camera and a professional camera.

**Lighting**

Lighting is key to making high-quality videos. With the right lighting, it is difficult for viewers to discern between a phone camera and a professional camera. Lighting should generally be placed at a 45° angle down at the subject from above (Figure 2A). It should also be placed off-center, ~45° left or right of the subject, and out of frame. The inverse-square law applies to light; meaning that the closer the subject is to the light source, the more drastic the change in light level or intensity will be on the subject. As the light source is moved farther away from the subject, the drop in light level based on the distance from the light source is dramatically reduced, allowing softer diffused light to hit the subject. Additionally, the larger the light source, the softer and more flattering the light will be on the subject. If no lighting budget is available, a window can be used. Have the camera placed such that the window is ~45° off-axis. If the light seems harsh, put some translucent drapes across the window or sit farther away. While a window might be a low-budget option, keep in mind that it will be difficult to build consistency with natural lighting across multiple filming days.

When additional speakers or objects are added to the frame, it is particularly important to be mindful of the lighting. For a recording that includes multiple speakers or objects, larger light sources can help ensure the lighting is bright, soft, and even. If a light source is not available, perform the demonstration or the interview straight on-axis with the window. This will give even light across both subjects and objects. In this case, the light should enter directly behind the camera, leading to even lighting across the scene. For those who are interested in purchasing equipment, two equally large and bright light sources on either side of the camera at a 45° angle above and to the side of both subjects would be suggested, similar to the structure of an individual subject recording.

Another consideration with light is temperature. White balance is the process of having objects that appear white in reality rendered white in your video. The light is measured by temperature on the Kelvin scale. Typically, Kelvin temperatures for commercial and residential lighting applications fall somewhere on a scale from 2000 K to 6500 K. 3200 K is the temperature at which tungsten burns, and often the temperature of soft interior incandescent lighting, while 5500 K is the temperature of sunlight. It is important to have a single temperature illuminating a subject’s skin. For example, room lights and sunlight should not enter the frame at the same time, and any light fixtures intended to remain in the frame should be as dim as possible. It is often advisable to turn off all interior lighting (room lights) to avoid mixed light.
Sound
Poor-quality videos with clear sound are more likely to be accepted by an audience than high-quality video with poor audio. To record crisp and clear audio, it helps to record in a quiet room to achieve as large a signal-to-noise ratio as possible. The signal-to-noise ratio is based on the difference in the volume of the subject and the background noise that cannot be controlled or removed. The larger the difference between the audio of the speaker versus background noise, the larger the signal-to-noise ratio is, resulting in better audio quality. To achieve low background sound, turn off air conditioners, fans, and buzzing cell phones. Set up away from noisy windows or appliances like refrigerators. If loud background noise cannot be avoided, position the camera to avoid collecting the sound or consider using an external microphone, as discussed below.

A microphone diaphragm is the thin membrane that vibrates with sound pressure levels and produces the electrical signal that becomes the analog audio wave. The size of the diaphragm regulates some of the basic characteristics of the resulting wave. Larger-diaphragm microphones tend to have better low-frequency reproduction. These types of microphones are often used in radio, voice-overs, vocal recordings, and podcasts, where sound is key and having a large microphone in front of the person speaking is not an issue. The positioning of the microphone to reject background noise is based on its polar pattern. The polar pattern of a microphone is a graph of the microphone's sensitivity to picking up sound arriving around the central axis of the microphone capsule. Polar pattern plots show the sensitivity of the microphone across various angles tested at different frequencies, depicted with separate lines for each frequency tested (Figure 2B).

There are three types of polar patterns for capturing audio for video: cardioid, omnidirectional, and hyper-cardioid. Cardioid polar pattern microphones are ideal for picking up one or more subjects from a close to midrange distance. Microphones with this pattern are a good option for recording interviews. The microphone can be placed between the two subjects pointed down at the center of the conversation with the back facing the noisiest part of the space. This will capture even sound while rejecting unwanted noise. An omnidirectional pattern is often found in lavaliere microphones; this pattern makes them able to pick up audio from all directions, which makes placement on the subject much easier. Hyper-cardioid patterns are often found in boom microphones and work well for single close-subject audio or picking up multiple subjects from a distance.

While phone cameras can be used to collect high-quality visual recordings, external devices are generally needed to improve the audio quality. There are multiple approaches to collecting high-quality sound. A lavaliere microphone, sometimes referred to as a lapel microphone, might be useful but can present its own challenges. A lavaliere microphone could have unintentional periods in which unwanted sounds, like clothing ruffles, are collected or when audio is not collected at all. Lavaliere microphones are also susceptible to poor placement, which can...
lead to poor audio quality. The lavalier microphone capsule should be omnidirectional, meaning that it is receiving signals from or transmitting in all directions. The lavalier microphone should be placed mid sternum center on the chest. If the subject is within 3 feet of the camera, a boom or hyper-cardioid microphone may be best. A boom microphone will sound natural and requires less troubleshooting to assure quality. The boom microphone should be out of the video frame and be no more than 1 to 3 feet from the subject. If you are conducting an interview with a soft-spoken guest, each person in the video can be provided a lavalier microphone. There are several options compatible with a cell phone, but the distance from the camera should be considered. An extension might be necessary. The boom should be pointing at the subject’s chest in the direction the person is most often speaking. Additionally, it is important to note that all microphone types can be connected to a cell phone. Finally, if your audio-collection and video-collection mechanisms are not synchronized, use a “clap” to help synchronize the audio and video in postproduction. This can either be a hand clap, a film slate, or some other event that can coordinate visual and audio cues.

Framing
Framing, or composing the visual content of a series of frames as seen from a single point of view, is essential to direct the viewers’ attention. When positioning speakers or objects in the frame, use the rule of thirds. This grid breaks up the frame into three equal parts, both vertically and horizontally. The main subject of the frame should be placed on either the left or right vertical line with the eyes where the top horizontal line intersects the vertical line, or in the center of the frame. If the subject is facing the interviewer or otherwise obstructing the key light to the left of the camera, the subject should be placed on the right vertical line. This will provide leading space or space in the subject’s gazing direction that fosters a pleasing and clear image for the viewer. Even if other elements are in the frame, organizing frame composition using the rule of thirds will direct the viewer’s attention (Figure 2C).

Another key consideration for proper framing is focal length, which is the distance between the lens and the point where the in-focus image is formed inside the camera. Changes in the focal length impact the angle of view for the camera. Also, the same lens on different cameras can also result in different angles of views, because the light sensors may not be identical. To make comparisons across cameras, the 50 mm lens is considered the standard full-frame format for a stand-alone camera. Lenses above 50 mm are in the “tele” zone that compresses perspective, whereas lenses less than 50 mm are within the “wide” zone that exaggerates features. With a phone camera, these measurements do not directly correspond to those on stand-alone cameras (SLR, DSLR, or camcorder) and must be calibrated. For example, the wide-angle lens on the iPhoneX has a focal length of 4.25 mm, which is a 26 mm equivalent. The telephoto lens on the iPhoneX is 6 mm, equivalent to a 52 mm full-frame camera. The rear-facing camera on the iPhone, now called the TrueDepth camera, has a 2.87 mm focal length.

For a one-person shot, or for an interviewee framed over the interviewer’s shoulder, consider a telephoto effect to separate the subject from the background. Make sure not use the digital zoom, because this will reduce the resolution of the video captured. Instead, use the 2× lens or other options that may be available based on the phone camera. Many phones have two to three lens options, and more details can be found in each phone model’s user manual. When in doubt, use the wide-angle option. Wide-angle filming options, or a lens that allows more of the scene to be included in the video frame, generally have a larger aperture size, letting in more light and producing a sharper image with a natural focal length. If the decision is made to use a wide-frame filling approach, it is also possible to crop the frame during postproduction to make the video more interesting and dynamic.

Video
Video quality impacts the utility and quality of your video. In terms of equipment, the cameras in phones have become quite advanced, with several features that have improved the quality of images, including optical image stabilization, larger sensors, bright lenses, and optical zoom. Since the advent of widescreen TV (aspect ratio of 16:9), the term “HD video resolution,” which refers to a video of higher resolution, typically greater than 720 × 480 pixels, has been used to refer to the measurement of pixels. A pixel (also referred to as pel or picture element) is the smallest addressable element on a display element of a screen. The “standard” HD resolution is 1080, which refers to a resolution of 1920 × 1080. However, 4k is quickly becoming the new standard for video distribution, as data speed and video compression improve. When referencing a 16:9 aspect ratio, 4k resolution is 4096 × 2304. This resolution is often referred to as “ultra high definition.” Most modern phones are capable of 4k video or higher. Also keep in mind that front-facing cameras for phones and laptops typically have relatively low resolution, as they are designed for functionality rather than image quality (Figure 2D).

A few camera functions that affect video quality retain their historical names but are now performed through digital processing. For example, digital cameras no longer contain mechanical shutters, but shutter-speed values can be adjusted to mimic how film cameras allow light to expose the film. Shutter speed is measured in fractions of 1 second (e.g., a shutter speed of 1/50 would expose the film for 1/50th of 1 second). Additionally, the aperture is not an adjustment that occurs physically for built-in phone cameras. Instead, the exposure setting automatically adjusts based on internal algorithms of the device designed to optimize video quality. However, it is likely that the videographer will need to adjust these settings to avoid underexposure or overexposure based on a number of setting factors. Ultimately, it is best to err on the side of underexposure versus overexposure.

Set
Considering the set is essential to minimize distracting background items. It is key to consider consistency and intentionality for all video elements, including the background. One key aspect of building a set is to ensure minimal distractions behind the subject that would pull the viewers’ attention away from the purpose of the video. Often, this means that simpler is better. A plain, neutral-colored wall with a simple plant or background object to break up the wall might be sufficient. Be mindful of objects like lamps and plants. A poorly placed plant behind the subject could make it look like the plant is growing from the top
of the speaker’s head. If curating the set is not possible, hanging a fabric backdrop can also work well. Blurring the background can also minimize details and add focus on the subject. A blurry background is achieved by wider apertures with longer focal lengths combined with increasing the distance between the subject and the background. To attempt this effect on a phone camera, click on the subject of the frame so that it is in focus and separated from the background. This is a great option when busy backgrounds are unavoidable (Figure 2E).

Editing Software
There are several apps available for making high-quality recordings using a phone. We will be focusing on the Adobe Premiere Rush app, because it is free and available for iOS, Android, and Windows (Supplemental Video 1). It is fairly approachable for users compared with the more complicated Adobe Premiere Pro video-editing software. Ideally, as the educator-producer’s skill increases, these files can be transitioned to Adobe Premiere for more sophisticated postproduction editing. Using Adobe Rush, it is possible to record content directly into a project within the application. Properly setting the exposure is an essential aspect of creating a high-quality video. The exposure circle must be placed over the brightest part of the skin. ISO is like a volume knob for light; higher ISO values digitally increase the sensitivity of the light sensor. If the light input becomes too overwhelming, video footage appears overexposed and is unusable (Figure 2F). If editing on a computer is preferred, we recommend Camtasia as a screen-capturing and video-editing program (Figure 2G; Supplemental Video 2), but there are also free alternatives, including iMovie and OpenShot. We feel that Camtasia, although it costs more than $200, is a great middle ground resembling the simplicity of the Adobe Rush app with the editing capabilities of Adobe Premiere Pro. The built-in graphics, animation, and transition features facilitate editing for educators to have more control in tailoring and enhancing their videos. Whichever editing software you select, it is important to spend time familiarizing yourself with the options available to optimize your editing process.

PRODUCTION WORKFLOW
The production guides presented here mainly employ Adobe Premiere Rush, a free, simple, and accessible software that can prepare educator-producers for more advanced software such as Adobe Premiere Pro. We also discuss Camtasia, which is a proprietary screen recorder and video editor with a free trial currently available. There are many additional recording software options to choose from. More extensive and regularly updated lists are provided on the website resource that we have created (www.scivid.online). Please refer back to Supplemental Videos 1 and 2 to learn more about the similarities and differences of Adobe Premiere Rush and Camtasia.

Adobe Premiere Rush
For the scope of this Essay, we limit this workflow discussion to a recording using Adobe Premiere Rush and the built-in phone camera (Figure 3). When the Adobe Rush app is opened, a plus [+] sign can be seen at the bottom; this will create a new project. There is the option to start with precaptured media (camera roll) or to start taking a photo or recording a video right from the app. Selecting “take video or photo” will open the camera, oftentimes on auto mode. Move the circle icon around the screen to the brightest part of the subject’s face. In the Pro mode of Adobe Premiere Rush, the default setting is still set to automatically govern the camera. This is where the camera analyzes the image and selects the appropriate settings for the scene. However, from this interface, it is possible to select the exposure compensation. While the exposure might be ideally set using the auto-selection, sometimes it may not be properly selecting the subject’s skin and may need adjustments. Use +/− exposure control to increase or, more often, decrease the exposure compensation until the subjects are bright but not overexposed, or allowing in too much light that reduces the quality of the video. Then select the exposure adjustment (lens aperture icon to the left of the exposure) and make sure the automatic setting is turned off. This will lock in the exposure settings, and the phone will be ready to begin recording.

PRODUCTION GUIDES
Choe et al. (2019) outlined eight different types of video styles used in an educational setting. These video styles include classroom, weatherman, demo, learning glass, pen tablet, talking head, and slides on/off. These classifications help set the terminology educators can use to refer to various video styles (Choe et al., 2019; Figure 4).

Speaker Style
The speaker style (Supplemental Videos 3 and 4) has become a popular approach. This style typically captures the educator in full-frame from the mid-shoulders up, with slight space above the head. Video of the speaker can be used alone or in conjunction with slides and pen tablet as a lower-third. For this style, a phone camera, a microphone, and a small tripod or stand are required equipment. Position the phone horizontally on the tripod. Then, place the phone and tripod such that the educator is at eye level with the camera and in good lighting following the aforementioned theory. If the educator will refer to notes or lecture slides while recording, position the references out of frame. However, the reference material should be close enough that the educator still appears to be facing the camera when reading the material. It is important to test this extensively before recording. For the educator to appear natural and engaging, having consistent “eye contact” with the camera gives the illusion the educator is speaking directly to the student. Ideally, notes should not be read verbatim, and a calm conversational tone should be used. Although the educator may feel restricted, uncomfortable, or reserved speaking in front of a camera, using positive body language and facial expressions helps to convey interest and retain the student’s attention.

Screen Style
Video formats that capture screen content, such as slides or pen tablet, are straightforward options for beginners (Supplemental Videos 5 and 6). These approaches can be very forgiving in that they are screen-captured and do not require considerations for lighting and camera focus. For this type of video style, a USB microphone and any screen-casting software are required materials. Because the educator is not on camera, it is possible to use notes without considering how their placement affects video cues, but it is important to be mindful of papers that can be noisy and picked up by the microphone. To keep the audience active and engaged, have the educator engage the audience with positive body language, facial expressions, and make positive eye contact with the camera. To convey credibility, it is essential to be passionate, articulate, and present. It is also possible to use the screen-casting software to add effects such as animation, and transition features facilitate editing for educators to have more control in tailoring and enhancing their videos. Whichever editing software you select, it is important to spend time familiarizing yourself with the options available to optimize your editing process.
When beginning production with these styles, it is first important to reflect on the purpose of the video. Knowing the purpose of the video will help determine what should be included within the frame. The challenge with filming in a classroom or doing a demonstration video is deciding whether to focus on the board, the demonstration, or the speaker. Obtaining a clear shot containing two items of focus (i.e., an object and a speaker, or a speaker and an interviewer) can be difficult with only one camera; therefore it is important to decide which object should be the primary focus and then use the rule of thirds to direct the viewer’s attention. For example, if the guest answers are the focus of the video, including an over-the-shoulder shot would work well. On the other hand, if both sides of the conversation are equally important, a wide shot framing both people might be best. Another consideration for this video style is the placement of the subjects and objects. In interview style, for instance, the interviewer often will be positioned closer to the interviewee than normally comfortable. This is because the camera frame does not take into consideration the large room. Nonetheless, being mindful of the space around the subject(s) is important to make the shot feel comfortable and not crowded.

The lighting setup also depends on the video's main purpose. The light position should be based on the view of the camera. For example, if using a wide two-person shot, placing the light in the center and slightly behind the subjects can facilitate ideal lighting. If recording an over-the-shoulder one-person shot, a light above the opposite shoulder of the interviewer would generally work best. If only one camera is available, a decision will need to be made about what is most important. For all video styles in this category, the setting should be as brightly lit as possible. Overhead light adds to the overall intensity but also creates shadows on the eyes because the light is directed downward. For an at-home studio, a makeshift pop-up white bounce (white screen or board; larger is better) that is leaned against the tripod facing the speaker can reduce these shadows. Large bounces, placed as close to the subjects as possible, are ideal for these purposes.

With interviews, never underestimate how nervous a guest might be during the recording. Having everything ready when the interviewee arrives is important to allow for time to make the subject comfortable within the recording environment. Although overpromising editing capabilities should be generally avoided, let your interviewee know that editing is possible and that restarting or reframing an answer is an option. The interviewer should also avoid responding audibly to the subject’s engaged, be mindful of voice tone and intonations. The viewer will not see a face, so the speaker can only project energy through voice and words, placing greater importance on the audio quality in general. Therefore, microphone choice is key, and it is essential to consider the acoustics of the space. To increase the recording quality and prevent reverberations off walls, blankets or cardboard boxes can be used as low-cost options to dampen sound. Alternatively, recording in a closet or interior space might be beneficial due to the fabric “absorbing” sound reverberations. Because slides are the only visual, special attention and effort should be placed on the detail and timing of the slide points. Use the animation features in slide software to build the slide components over time, which will keep and direct the audience’s attention.

Room Style

Classroom, demonstration, and interview video styles introduce increased complexity of filming and may not be appropriate for beginners (Supplemental Video 7).
answers and should use head nods instead. The reason for this is not only to collect clean audio but also to avoid rushing the guest’s answers.

An extra consideration for both the classroom and demonstration style is to be mindful of light exposure. Whiteboards are often reflective, and some are made of glass. Make sure the camera can capture the writing or demonstration legibly without losing text clarity to overexposure. Additionally, when testing the setup, it is important to ensure that strict framing bounds are added to prevent accidentally writing beyond the filling frame. This can be accomplished by marking the board just outside the frame, so it is clear what part of the board is captured.

**POSTPRODUCTION**

Postproduction encompasses all efforts occurring after the shooting or recording. Typically, this includes editing the recorded film’s content and adding visual elements, music, or other sound effects. Adding these extra video elements can enhance the aesthetics of the video and cue the viewer into key concepts or major points. Before elements can be added, the captured footage’s organization and a rough cut (draft) of the video should be prepared before evaluation and revision. Organizing the footage allows the educator to catalogue the recordings by the date filmed, video style, or lecture material covered. This is often referred to as “content logging,” wherein a simple table is made listing the name of the file, date, and location of the footage; a brief description of the content of the video; and any other helpful notes (e.g., what might need editing; Jordan and Henderson, 1995). Videos can be organized directly into a designated folder on the computer or within the editing software. Editing software is required for postproduction, and a variety of options are available for beginners or advanced editors. Examples of editing software include Adobe Premiere, iMovie, OpenShot, Final Cut Pro X, and Camtasia. Ideally, find an editing software such as Adobe or Camtasia that is user-friendly with extensive tutorials. Once footage has been organized, import videos into the editing software of choice and begin piecing together the footage to create a rough cut of the video lecture. Refer back to the storyboard or script during this step as a guideline on how the videos should be ordered. Once the videos are compiled, additional revision processes can begin.

During this phase, the educator should revisit Mayer’s (2014) multimedia principles (Supplemental Figure 1) and the video and course objectives established in preproduction (Issa et al., 2011). Consider adding visual effects such as arrows, circles, highlights, or sound effects to direct the focus of emphasizing the slide. Questions can also be inserted between scenes to lead students throughout the lesson to reach the final objective. It is essential that educator-producers avoid adding superfluous effects that do not benefit the video content’s clarity. Postproduction efforts that reflect Mayer’s (2014) multimedia learning principles can enhance the video’s impact on learning outcomes. After going through this evaluation process, the final edited file can be exported.

**Using Adobe Rush or Camtasia for Editing**

The Adobe ecosystem has a rich array of tools to make videos and many other types of media. We chose Adobe Rush as an introduction to video editing, as it is a functional and approachable editing software. In Adobe Rush, it is possible to add basic

---

**FIGURE 4. Video formats.** Choe et al. (2019) evaluated eight different video styles designed to deliver standardized content in the life sciences. We have organized these formats into three main types: speaker, room, and screen. The icons for these three categories are shown in the upper right-hand corner of the video format box. The formats to which this category applies are included next to the format name on the right side. In this article, we do not discuss the weatherman or the learning class format, because additional advanced equipment is required, as indicated (+ Adv. Equipment).
It allows three layers of video and three layers of audio. If photos or videos are not being directly collected within a project, media can be added from the phone’s photos, files, or cloud-based accounts. The “order item selection” command is the order by which they appear on the Adobe Rush timeline. To export from Adobe Rush, use the Sharing feature. For more advanced editing, it is advisable to download Adobe Premiere Rush onto a desktop computer. Again, there are free video-editing software options out there, but we recommend using Camtasia, as it is an editing software specifically made for educators. When it comes to editing on Camtasia, please refer to our website (www.scivid.org) for online tutorials on using this editing software.

Blending Styles
If you choose to blend two different styles in a video, it is best to record everything in one setup before moving on to the next. Completing each recording style will help build consistency and save time on setup. When organizing various styles, you should consider file organization schemes. Include a label in the first frame to visually display key pieces of information, including the project name, the video number in the series, segment number, and/or last take number in the file name. This information can be written on a piece of paper and shown at the beginning of a recording session to help during postproduction organization.

File Organization and Collaboration
During postproduction, file organization, cloud storage, and collaboration and review are critical. File organization is instrumental in streamlining postproduction and avoiding overwhelming a phone memory capacity. Furthermore, if you are blending multiple video files, it is important to know where each file is to be able to find it later. While collecting graphical and video assets, it is important to periodically back up all files. Although Adobe Premier Rush does organize the project files, be mindful of device space on the phone without an external solution. We recommend using a large external hard drive to store recordings. Cloud storage systems are a great approach that is particularly beneficial for long-term storage files.

After creating the video, determining the best way to collect and implant feedback is key. Frame.io, a software that allows frame-by-frame commenting, is an option for uploading the final video and having anyone of people review and add comments in an organized format. Frame-by-frame commenting makes it very easy to know what needs to be done and where it needs to be done. Dropbox and Vimeo have also added this functionality for some of their proprietary options. If it is not possible to use this type of software, make sure that all reviewers are given clear instructions on how to interpret the time in their video player, so everyone is using the same system to provide feedback.

Exporting and File Format
The file type used to collect the video footage and the file export type are important factors that play into the video’s life span. The file formats for recording and editing (e.g., MOV, RAW, MXF) are distinct from the exported video formats (MPEG/H.264, WMV, etc.). It is essential to identify the type of file formats that are produced by your recording device and the optimal exporting video file type for your intended use. While the quality of video recording continues to improve, 4k (3840 × 2160) is a useful acquisition setting that is possible when using a phone camera. Filming in 4k and exporting in 1080 pixels can be useful in some circumstances. For example, using 4k and exporting in 1080p can allow for a digital zooming on speaker that does not impact overall resolution. Zooming in or slightly reframing by moving the video file up or down within the frame is a great way to add dimension within the constraints of a video captured in a single recording.

COPYRIGHT CONSIDERATIONS
There are a few things to consider beyond production when creating videos. One major consideration is the use of external resources or images. Intellectual property rights protecting ownership and control over creative works or inventions are governed through copyright, trademarks, and patents. Copyright covers a wide range of artistic works. Fair use of artistic work includes things like criticism, comment, news reporting, teaching, scholarship, and research (section 107). Furthermore, section 110 (1) of Copyright Act of 1976 allows for classroom performance and display. Unfortunately, the guidelines are quite broad, and it can be unclear what may be considered fair use. Overall, there is a balance between the public’s interest in open access and the interests of the copyright holder. Before using copyrighted materials in videos, conduct a fair-use analysis to determine whether it is necessary to request permission. The video-hosting platforms should also be considered, so that secondhand download and distribution are not permitted. Next, it is also important to consider the educator’s intellectual property rights. Teaching in higher education, and particularly teaching in blended or online programs, is a time-intensive process. Colleges and universities are making significant investments in people (instructional designers, media educators, librarians, etc.) and digital platforms and tools in support of the teaching and learning enterprise. At the same time, every college and university would be wise to affirm principles of faculty control of material created for teaching.

CONCLUSION
The COVID-19 pandemic has challenged educators to adjust educational approaches to accommodate online teaching practices, while providing opportunities to innovate and design video content that enhances accessibility and engagement. Necessity now compels educators to explore digital media for remote teaching and learning. Although producing a video may seem like a daunting task, it can also be a creative one. Educators can be positioned as designers and producers in a way they may not have been during their previous teaching experiences. This is likely to be especially true for more experienced faculty members who may not have had any previous experience making and using videos for teaching. Rather than feeling that new approaches are being imposed, seeing video creation as a form of creative expression shifts the narrative for educators to an opportunity to learn a new skill and explore their creativity as a form of continuing professional development.

This article outlines the production process to create high-quality, effective education videos in an at-home setting using a low-budget setup. If educators are producing a large volume of complex videos, this workflow may not be appropriate,
as advanced software, file organization, and file storage and a more advanced camera, equipment options, and workflow would be required. We have provided a simple checklist for the education video creation process across preproduction, production, and postproduction that can be customized depending of the type of video being developed (Figure 1). We have tried to address one consistent hurdle across production case studies: the effort required during preproduction is typically underestimated (Chang and Hirsch, 1994; Currie, 2003; Corbally, 2005). The preproduction process is needed to determine the type of video style based on the video’s objective. Even if one style was chosen for a particular lecture, it is essential that the educator reflect on whether parts of the lecture can be better communicated through an alternative approach. Ultimately, preproduction informs the entire video-production process.

Ultimately, this article presents a process for creating digital educational resources to help guide the creation process for educators. Video is an accessible and prevalent medium for communication that can support asynchronous teaching that combats students’ and educators’ technical and logistical bandwidth requirements. The rising importance of video technology in biomedical science education calls for a thorough understanding of its production process by the educators who create videos to enhance video content effectiveness through design principles. The process that we describe here is one that is shared with cinema and media art. While educators explore this process, we also highly encourage educators to either work with producers or their institutions’ media teams. However, if that is not possible, the educator should adopt a producer’s perspective. Creative exploring of at-home instructional video production that takes these recommendations into consideration will lead to aesthetically pleasing and effective educational videos.
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