SEMI-RIEMANNIAN SUBMERSIONS AND MASLOV INDEX
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ABSTRACT. We study focal points and Maslov index of a horizontal geodesic $\gamma : I \to M$ in the total space of a semi-Riemannian submersion $\pi : M \to B$ by determining an explicit relation with the corresponding objects along the projected geodesic $\pi \circ \gamma : I \to B$ in the base space. We use this result to calculate the focal Maslov index of a (spacelike) geodesic in a stationary space-time which is orthogonal to a timelike Killing vector field.
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Riemannian submersions were introduced in the sixties by B. O’Neill and A. Gray (see [5, 13, 14]) as a tool to study the geometry of a Riemannian manifold with an additional structure in terms of certain components, that is, the fibers and the base space. A Riemannian submersion is a map \( \pi : M \to B \) whose differential \( d\pi_p : T_pM \to T_{\pi(p)}B \) is surjective for all \( p \), and such that its restriction to the space orthogonal to the fibers is an isometry with \( T_{\pi(p)}B \). The notion of Riemannian submersion can be naturally extended to the case where the metric tensor is not positive definite, i.e., to the semi-Riemannian case. The novelty here is that both the total space and the base may have non positive definite metric tensors, and the interesting observation is that the fibers of the submersion, which are embedded submanifolds of the total space, are automatically nondegenerate. Most of the results for Riemannian submersions, whose proofs involve only the relations between the Levi–Civita connections of the metrics of \( M \) and of \( B \) can be reproduced in the semi-Riemannian case by adapting carefully the Riemannian proofs. For instance, a well known result by Hermann characterizes which Riemannian fibrations are fiber bundles (see [7]); a similar result can be obtained in the semi-Riemannian case with suitable modifications of Hermann’s original proof (see Proposition 3.5). The situation becomes a little more involved when it gets to conjugate or focal points, or to questions involving Morse index. Note in fact that conjugate/focal points may accumulate in semi-Riemannian geometry (see [20]), the Morse index is always infinite, and its natural substitute, the Maslov index, is not computed directly using the multiplicities of the conjugate/focal points. In one of the classical papers by O’Neill (see [14]), the author shows a correspondence between horizontal geodesics in the total space of a submersion and geodesics in the base manifold, as well as relations between Jacobi fields, conjugate points and Morse index of the two families of geodesics. This analysis cannot be carried over to the general semi-Riemannian case with the techniques of [14], and the goal of the present paper is to extend the results in [14] to semi-Riemannian submersions. Our motivation for this kind of analysis comes from specific examples of semi-Riemannian submersions, namely, stationary and Kaluza-Klein spacetimes.

By a recent result of Javaloyes and Sánchez (see [11]) a distinguishing stationary spacetime has a standard form, i.e. given any complete timelike Killing vector field, there exists a global spacetime decomposition of the form \( S \times \mathbb{R} \), with Killing field tangent to the fiber \( \mathbb{R} \) and \( S \) a spacelike hypersurface. In this case, the projection onto \( S \) is a semi-Riemannian submersion, and the base space is Riemannian, thus one can prove a Riemannian global behavior for the spacelike Lorentzian geodesics that are orthogonal to some complete timelike Killing vector field (see Proposition 5.8). On the other hand, in its most general setting, the geometry of a Kaluza-Klein spacetime can be described as a semi-Riemannian submersion \( \pi : \tilde{M} \to M \), where \( M \) is the four dimensional spacetime, while \( \tilde{M} \) is the multidimensional one. We will show that conjugate points in a horizontal causal geodesic determine conjugate points in its projection (see Proposition 5.10).

The central issue in this paper is to study the Maslov index of a horizontal geodesic. The Maslov index of a semi-Riemannian geodesic can be thought as an algebraic count of the singularities of the exponential map along the geodesic. It was A. Helfer (see [6]) the first one to apply the abstract notion of the Maslov index, that is, an intersection number in the Lagrangian Grassmannian of a symplectic space, to the context of semi-Riemannian geodesics. This has been an essential tool in the development of Morse theory and bifurcation theory for the strongly indefinite semi-Riemannian geodesic problem (see for instance [12, 16]). The main result of this paper is that the Maslov index of a horizontal geodesic \( \gamma \)
in the total space of a semi-Riemannian submersion \( \pi : M \to B \), and relative to an initial orthogonal manifold \( Q = \pi^{-1}(P) \), is equal to the Maslov index of the projected geodesic \( \pi \circ \gamma : I \to B \) relative to the initial orthogonal submanifold \( P \). Under a certain (generic) nondegenerate situation, this is proved directly by showing that corresponding conjugate points on \( \gamma \) and on \( \pi \circ \gamma \) give the same contribution to the Maslov index (Proposition 5.3). For the general, i.e., possibly degenerate, case (Theorem 5.4) the proof is obtained by comparing the Lagrangian curves arising from the Jacobi equations along the geodesics, and establishing a certain decomposition property of the Lagrangian curve associated to the horizontal geodesic.

The Maslov index of a geodesic is computed using a trivialization of the tangent bundle along the geodesic. In the standard literature, it is customary to define this index using parallel trivializations along the geodesic. However, in order to prove the equality between the Maslov indices of a horizontal geodesic and its projection, parallel trivializations do not work, because the projection onto the base does not preserve parallelism. This forces us to use more general trivializations, and some preliminary results on the independence of the Maslov index by arbitrary trivializations are necessary (see Section 2).

A second problem to be studied is the question of lifting curves in the base to horizontal curves in the total space, and lifting vector fields along curves in the base to infinitesimally horizontal vector fields along horizontal curves. In Section 4 we study this problem, giving a geometric characterization for the derived vector field, introduced by O’Neill in [14]. A vector field along a horizontal curve is infinitesimally horizontal if it is the variational second fundamental form of a semi-Riemannian submersion in the base and the second fundamental tensors of the submersion (Subsection 3.2). The relation between the case of the horizontal distribution of a semi-Riemannian submersion is computed in terms of the fundamental tensors of the submersion (Subsection 3.2). The relation between the second fundamental form of a semi-Riemannian submanifold in the base and the second fundamental form of its lift to the total space is studied in Proposition 5.11.

In the last part of the paper we study the index forms along a horizontal geodesic and its projection (Theorem 5.6), and we discuss a few applications of our results in stationary and Kaluza-Klein spacetimes and in bifurcation theory of geodesics (Subsection 5.4).

2. Preliminaries

2.1. The Maslov index. Let us consider a symplectic space \((V, \omega)\), with \(\text{dim}(V) = 2n\); we will denote by \(\text{Sp}(V, \omega)\) the symplectic group of \((V, \omega)\), which is the closed Lie subgroup of \(\text{GL}(V)\) consisting of all isomorphisms that preserve \(\omega\). A subspace \(X \subset V\) is isotropic if the restriction of \(\omega\) to \(X \times X\) vanishes identically; an \(n\)-dimensional (i.e., maximal) isotropic subspace \(L\) of \(V\) is called a Lagrangian subspace. We denote by \(\Lambda\) the Lagrangian Grassmannian of \((V, \omega)\), which is the collection of all Lagrangian subspaces of \((V, \omega)\), and is a compact differentiable manifold of dimension \(\frac{1}{2}n(n + 1)\). A real-analytic atlas of charts on \(\Lambda\) is given as follows. Given a Lagrangian decomposition \((L_0, L_1)\) of \(V\), i.e., \(L_0, L_1 \in \Lambda\) are transverse Lagrangians, so that \(V = L_0 \oplus L_1\), then denote by \(\Lambda^0(L_1)\) the open and dense subset of \(\Lambda\) consisting of all Lagrangians \(L\) transverse to \(L_1\). A diffeomorphism \(\varphi_{L_0, L_1}\) from \(\Lambda^0(L_1)\) to the vector space \(\text{Bsym}(L_0)\) of all symmetric bilinear forms on \(L_0\) is defined by \(\varphi_{L_0, L_1}(L) = \omega(T, \cdot)|_{L_0 \times L_0}\), where \(T : L_0 \to L_1\) is the unique linear map whose graph in \(L_0 \oplus L_1 = V\) is \(L\). The kernel of \(\varphi_{L_0, L_1}\) is the space \(L \cap L_0\).
Let us now briefly recall the notion of Maslov index for a continuous path \( \ell : [a, b] \to \Lambda \). More details on the theory can be found in [21]. For a fixed Lagrangian \( L_0 \in \Lambda \), the \( L_0 \)-Maslov index \( \mu_{L_0}(\ell) \) of \( \ell \) is the half-integer characterized by the following properties:

(a) \( \mu_{L_0} \) is fixed-endpoint homotopy invariant;
(b) \( \mu_{L_0} \) is additive by concatenation;
(c) if \( \ell([a, b]) \subseteq \Lambda^0(L_1) \) for some Lagrangian \( L_1 \) transverse to \( L_0 \), then

\[
\mu_{L_0}(\ell) = \frac{1}{2}\text{sign}\left[\varphi_{L_0, L_1}(\ell(b))\right] - \frac{1}{2}\text{sign}\left[\varphi_{L_0, L_1}(\ell(a))\right].
\]

The Maslov index is invariant by symplectomorphisms, i.e., given two symplectic spaces \((V_1, \omega_1), (V_2, \omega_2)\), a continuous Lagrangian path \( \ell : [a, b] \to \Lambda(V_1, \omega_1) \), a fixed Lagrangian \( L_0 \in \Lambda(V_1, \omega_1) \) and a symplectomorphism \( \phi_0 : (V_1, \omega_1) \to (V_2, \omega_2) \), then setting \( \tilde{\ell}(t) = \phi_0(\ell(t)) \) and \( L_0 = \phi_0(L_0) \), one has \( \mu_{L_0}(\ell) = \mu_{L_0}(\tilde{\ell}) \).

Moreover, the Maslov index is additive by direct sums of symplectic spaces in the following sense. Let \((V, \omega) = (V_1 \oplus V_1, \omega_1 \oplus \omega_2)\) be a decomposition of \((V, \omega)\) as the direct sum of the symplectic subspaces \((V_1, \omega_1)\) and \((V_2, \omega_2)\). Let \( L_0 \) and \( \ell(t) \) be Lagrangians of \((V, \omega)\) such that \( L_0 \cap V_i \) and \( \ell(t) \cap V_i \) are Lagrangians of \((V_i, \omega_i)\) for \( i = 1, 2 \). Then

\[
\mu_{L_0}(\ell) = \mu_{L_0}^1(\ell^1) + \mu_{L_0}^2(\ell^2).
\]

**Lemma 2.1.** Let \((V, \omega)\) and \((\tilde{V}, \tilde{\omega})\) be two symplectic spaces, \( L_0 \) a Lagrangian of \((V, \omega)\), \([a, b] \ni t \to \ell(t)\) a Lagrangian path in \((V, \omega)\) and \( \phi_t : V \to \tilde{V} \) with \( t \in [a, b] \) a continuous family of symplectomorphisms such that \( \phi_t(L_0) \) is constantly equal to \( L_0 \). Consider the Lagrangian path in \((\tilde{V}, \tilde{\omega})\) defined as \([a, b] \ni t \to \tilde{\ell}(t) = \phi_t(\ell(t))\). Then the Maslov index \( \mu_{L_0}(\ell) \) coincides with \( \mu_{L_0}(\tilde{\ell}) \).

**Proof.** An easy homotopy argument, see [21] Proposition 5.4.3, Proposition 5.4.5. \( \square \)

2.2. **Symplectic systems.** Consider the symplectic space \( V = \mathbb{R}^n \oplus \mathbb{R}^{n^*} \) endowed with the symplectic form \( \omega((v, \alpha), (w, \beta)) = \beta(v) - \alpha(w) \). Let \( \text{Sp}(2n, \mathbb{R}) \) denote the symplectic group, i.e., the group of all isomorphisms \( T : V \to V \) that preserve \( \omega \), and let \( \text{sp}(2n, \mathbb{R}) \) denote its Lie algebra. Written in \( n \times n \) blocks, an endomorphism \( \begin{pmatrix} A & B \\ C & D \end{pmatrix} \) belongs to \( \text{sp}(2n, \mathbb{R}) \) if and only if \( B \) and \( C \) are symmetric and \( D = -A^* \).

A **symplectic system** is a system of differential equations:

\[
\begin{pmatrix} v \\ \alpha \end{pmatrix}' = X(t) \begin{pmatrix} v \\ \alpha \end{pmatrix},
\]

where \( X : [a, b] \to \text{sp}(2n, \mathbb{R}) \) is a continuous map. The **flow** of the symplectic system [21] is the \( C^1 \)-curve \( \Phi : [a, b] \to \text{Sp}(2n, \mathbb{R}) \) satisfying \( \Phi'(t) = X(t)\Phi(t) \) and \( \Phi(a) = \text{Id} \).

Let \( \Lambda \) denote the Lagrangian Grassmannian of \((V, \omega)\) and set \( L_0 = \{0\} \oplus \mathbb{R}^{n^*} \); one has a curve \( \ell : [a, b] \to \Lambda \) of class \( C^1 \) given by \( \ell(t) = \Phi(t)[L_0] \). We define the **Maslov index** of the symplectic system [21] to be the \( L_0 \)-Maslov index \( \mu_{L_0}(\ell) \) of the curve \( \ell \).

Consider two continuous maps \( X_1, X_2 : [a, b] \to \text{sp}(2n, \mathbb{R}) \), with:

\[
X_1 = \begin{pmatrix} A_1 & B_1 \\ C_1 & -A_1^* \end{pmatrix}, \quad X_2 = \begin{pmatrix} A_2 & B_2 \\ C_2 & -A_2^* \end{pmatrix};
\]

the corresponding symplectic systems are **isomorphic** if there exists a \( C^2 \)-map \( Z : [a, b] \to \text{GL}(\mathbb{R}^n) \) and a \( C^1 \)-map \( W : [a, b] \to \text{Lin}(\mathbb{R}^n, \mathbb{R}^{n^*}) \) of symmetric linear operators such
that:
\[
\begin{align*}
A_2 &= Z A_1 Z^{-1} - ZB_1 W Z^{-1} + Z' Z^{-1}, \\
B_2 &= Z B_1 Z^*, \\
C_2 &= Z^{*-1} (W A_1 + C_1 - W B_1 W + A_1^* W + W') Z^{-1}.
\end{align*}
\]
(2.2)

It is proved in [18, Proposition 2.10.2] that isomorphic symplectic systems have the same Maslov index, under an (unnecessary) assumption that the final instant is nonconjugate. The proof for the general case is obtained easily using the following facts:

- if \( \ell_1, \ell_2 : [a, b] \to \Lambda \) denote the curve of Lagrangians associated to the isomorphic symplectic systems above, then the following relation holds:

\[
\ell_2(t) = \phi_0(t) [\ell_1(t)], \quad \forall t \in [a, b],
\]
(2.3)

where \( \phi_0(t) \) is the symplectomorphism:

\[
\phi_0(t) = \begin{pmatrix}
Z(t) & 0 \\
Z(t)^* -1 W(t) & Z(t)^* -1
\end{pmatrix}.
\]
(2.4)

- \( \phi_0(t) \) preserves \( L_0 \) for all \( t \in [a, b] \).
- If \( \phi_0 \) is a continuous path of symplectomorphisms that preserve a Lagrangian \( L_0 \) and \( \ell \) is any continuous curve in \( \Lambda \), then the \( L_0 \)-Maslov index of \( \ell \) equals the \( L_0 \)-Maslov index of the curve \( t \mapsto \phi_0(t) [\ell(t)] \) (see Lemma 2.1).

We observe that (2.2) is equivalent to \( X_2 = \phi_0 \phi_0^{-1} + \phi_0 X_1 \phi_0^{-1} \). Moreover, if \( \Phi_1 \) and \( \Phi_2 \) are the flows of the symplectic systems described by \( X_1 \) and \( X_2 \), then (2.2) is also equivalent to \( \Phi_2 = \phi_0 \Phi_1 \).

2.3. The symplectic system associated to a semi-Riemannian geodesic. Let now \((M, g)\) be an \( n \)-dimensional semi-Riemannian manifold with Levi–Civita connection \( \nabla \), and let \( \gamma : [a, b] \to M \) be a geodesic. For all \( t \in [a, b] \), let \( R_t : T_{\gamma(t)} M \to T_{\gamma(t)} M \) be the \( g \)-symmetric endomorphism \( R(\dot{\gamma}(t), \cdot) \dot{\gamma}(t) \), where \( R \) is the curvature tensor of \( \nabla \) chosen with the sign convention \( R(X, Y) = [\nabla_X, \nabla_Y] - \nabla_{[X,Y]} \). Consider any smooth \((C^2)\) trivialization

\[
p(t) : R^n \xrightarrow{\cong} T_{\gamma(t)} M
\]
(2.5)
of the pull-back bundle \( \gamma^* TM \). Associated to this setup, we have the following objects:

- a continuous path \( \tilde{g}_t \) of nondegenerate symmetric bilinear forms on \( R^n \) defined as the pull-back \( \tilde{g}_t = p(t)^* g_{\gamma(t)} \);
- a continuous path of endomorphisms \( \tilde{R}(t) : R^n \to R^n \) defined by the commutative diagram:

\[
\begin{array}{ccc}
T_{\gamma(t)} M & \xrightarrow{R_t} & T_{\gamma(t)} M \\
p(t) & \downarrow & p(t) \\
R^n & \xrightarrow{\tilde{R}(t)} & R^n
\end{array}
\]

For all \( t \), \( \tilde{R}(t) \) is \( \tilde{g}_t \)-symmetric.

- A continuous map \( \varpi : [a, b] \to \mathfrak{gl}(R^n) \) that relates the covariant derivative of vector fields along \( \gamma \) with the corresponding curves in \( R^n \) by the following formula:

\[
\frac{d}{dt} [p(t) \tilde{v}(t)] = p(t) \tilde{v}'(t) + p(t) \varpi(t) \tilde{v}(t),
\]
(2.6)
for all curve $\tilde{\gamma} : [a, b] \to \mathbb{R}^n$ of class $C^1$. Here $\frac{D}{dt}$ is the covariant derivative along $\gamma$. From an abstract viewpoint, $\varpi$ is the pull-back by $p : [a, b] \to \text{FR}(TM)$ of the connection form of the $\text{GL}(n, \mathbb{R})$-principal fiber bundle of all frames of $TM$.

The functions $\tilde{g}$ and $\varpi$ are related by the following equality:

(2.7) $\tilde{g}' = \tilde{g} \varpi + \varpi^* \tilde{g}.$

Note that if the trivialization (2.5) is orthogonal, then $\tilde{g}$ is constant, and if (2.5) is parallel, then $\varpi = 0$.

Given a smooth curve $\tilde{\gamma} : [a, b] \to \mathbb{R}^n$, the corresponding vector field $v$ along $\gamma$ defined by $v(t) = p(t)\tilde{\gamma}(t)$ is Jacobi if and only if $\tilde{\gamma}$ satisfies the second order linear equation:

(2.8) $\frac{d}{dt}[\tilde{\gamma}' + \varpi \tilde{\gamma}] + \varpi \tilde{\gamma}' + \varpi^2 \tilde{\gamma} + \tilde{R} \tilde{\gamma} = 0.$

Setting

(2.9) $\alpha = \tilde{g} [\tilde{\gamma}' + \varpi \tilde{\gamma}] : [a, b] \to \mathbb{R}^{n*}$

Eq. (2.8) can be rewritten as the system:

$$
\begin{pmatrix}
\tilde{\gamma}' \\
\alpha
\end{pmatrix} =
\begin{pmatrix}
-\varpi & -\tilde{g}^{-1} \\
-\tilde{g} \tilde{g}^{-1} - \varpi & -\tilde{g} \varpi \tilde{g}^{-1}
\end{pmatrix}
\begin{pmatrix}
\tilde{\gamma} \\
\alpha
\end{pmatrix},
$$

and using (2.7) this is the symplectic system:

(2.10) $$
\begin{pmatrix}
\tilde{\gamma}' \\
\alpha
\end{pmatrix} =
\begin{pmatrix}
-\varpi & -\tilde{g}^{-1} \\
-\tilde{g} \tilde{g}^{-1} - \varpi & -\tilde{g} \varpi \tilde{g}^{-1}
\end{pmatrix}
\begin{pmatrix}
\tilde{\gamma} \\
\alpha
\end{pmatrix}.
$$

**Proposition 2.2.** The Maslov index of the symplectic system (2.10) does not depend on the choice of the trivialization $p$ in (2.5).

**Proof.** Assume that two trivializations $p(t) : \mathbb{R}^n \to T_{\gamma(t)}M$ and $q(t) : \mathbb{R}^n \to T_{\gamma(t)}M$ are given, and denote by:

(2.11) $$
\begin{pmatrix}
\tilde{\gamma}' \\
\alpha
\end{pmatrix} =
\begin{pmatrix}
-\varpi & -\tilde{g}^{-1} \\
-\tilde{g} \tilde{g}^{-1} - \varpi & -\tilde{g} \varpi \tilde{g}^{-1}
\end{pmatrix}
\begin{pmatrix}
\tilde{\gamma} \\
\alpha
\end{pmatrix},
$$

the corresponding symplectic systems. Denote by $K(t) : \mathbb{R}^n \to \mathbb{R}^n$ the isomorphism $K(t) = q(t)^{-1} p(t)$; then, one computes easily:

$$
\begin{align*}
\tilde{g}_t &= K(t)^* \tilde{h}_t K(t), \\
\varpi(t) &= K(t)^{-1} K'(t) + K(t)^{-1} \tau(t) K(t), \\
\tilde{R}(t) &= K(t)^{-1} \tilde{S}(t) K(t).
\end{align*}
$$

for all $t$. Then it is easy to see that the symplectic systems in (2.11) are isomorphic (with $Z = K^{-1}$ and $W \equiv 0$), and they have the same Maslov index. □

A totally analogous statement holds for the Maslov index of a geodesic relatively to an initial orthogonal submanifold $P$. [1]
3. Semi-Riemannian Submersions and Lifts

3.1. Semi-Riemannian Submersions. Let $M$ and $B$ be differential manifolds having dimensions $n$ and $m$ respectively. A submersion is a $C^\infty$ mapping $\pi : M \rightarrow B$ such that $\pi$ is of maximal rank. The implicit function theorem implies that $\pi^{-1}(x)$ is a closed submanifold of $M$ for each $x \in B$, that we call a fiber of the submersion. When $M$ and $B$ are semi-Riemannian manifolds it is convenient to consider a special class of submersions, where one can relate in a good way the geometry of $M$ with the geometry of the fibers and of $B$. In particular, we assume that the fibers are nondegenerate submanifolds, so that for every point $p \in M$ one has a decomposition of the tangent space $T_p M$ as an orthogonal direct sum:

\begin{equation}
T_p M = \mathcal{V}_p M + \mathcal{H}_p M.
\end{equation}

Here $\mathcal{V}_p M$ denotes the subspace of vectors tangent to the fiber through $p$ and $\mathcal{H}_p M$ the orthogonal vectors to $\mathcal{V}_p M$. These subspaces are respectively called vertical and horizontal subspaces, and we will denote by $\mathcal{V}$ and $\mathcal{H}$ the projections to the vertical and horizontal subspaces; $\mathcal{V}$ and $\mathcal{H}$ are smooth sections of the vector bundle $\text{Lin}(TM)$ of endomorphisms of $TM$.

**Definition 3.1.** Let $M$ and $B$ be semi-Riemannian manifolds, with metric tensors $g$ and $h$ respectively. A semi-Riemannian submersion is a submersion $\pi : M \rightarrow B$ such that for every $p \in M$ (see [15], p. 212)

- (S1) the fiber $\pi^{-1}(x)$ is non degenerate ($x = \pi(p)$)
- (S2) the differential map $d\pi$ restricted to the horizontal subspace $d\pi_p : \mathcal{H}_p M \rightarrow T_x B$ is an isometry.

There are very many situations where one has a natural semi-Riemannian submersion structure in a geometrical problem; we will be interested in the following two examples.

**Example 3.2 (Stationary spacetimes).** Let $(M, g)$ be a Lorentzian manifold, that is, a semi-Riemannian metric $g$ of index 1. We say that $M$ is stationary when there exists a timelike Killing field $Y$, i.e., a vector field $Y$ with $g(Y, Y) < 0$ and $\mathcal{L}_Y g = 0$, where $\mathcal{L}_Y$ is the Lie derivative with respect to $Y$. The vector field $Y$ gives a timelike orientation to $(M, g)$, so that it becomes a spacetime. We will consider the class of standard stationary spacetimes, that is, those that can be written as $(S \times \mathbb{R}, g)$ with

$$g((\xi, \tau), (\xi, \tau)) = g_0(\xi, \xi) + 2\tau g_0(\delta, \xi) - \beta \tau^2,$$

where $\xi \in TS$, $\tau \in \mathbb{R}$, $g_0$ is a Riemannian metric in $S$ and $\beta$ and $\delta$ are respectively a positive function and a vector field in $S$. In this case, the timelike vector field $Y$ is $\partial_t$ (where $t$ is the variable of $\mathbb{R}$). If the stationary spacetime does not have too bad causal properties (more precisely, if it is distinguishing) and the timelike Killing field is complete, then it admits a standard splitting (see [11]). We always can associate a semi-Riemannian submersion to a standard stationary spacetime $(S \times \mathbb{R}, g)$. Indeed, the projection $\pi : (S \times \mathbb{R}, g) \rightarrow (S, \tilde{g})$ is a semi-Riemannian submersion, where $\tilde{g}$ is the Riemannian metric defined by $\tilde{g}(\xi, \xi) = g_0(\xi, \xi) + \frac{1}{2} g_0(\delta, \delta)^2$ for every $\xi \in TS$.

---

1. Observe that, in fact, (S2) implies (S1); namely, if $d\pi$ is an isometry, then the horizontal subspaces $\mathcal{H}_p M$ are nondegenerate, and this implies that also the vertical subspaces, which are their orthogonal, are nondegenerate. However, keeping in mind the nondegeneracy of the fibers is important, and it is useful to maintain (S1) in the definition of semi-Riemannian submersions.
The main properties of the fundamental tensors are the following: \( A \) reversing the role of \( T \). The other tensor can be thought as a dual tensor of \( \alpha \). In fact, it can be obtained by reversing the role of \( \mathcal{V} \) and \( \mathcal{H} \). Explicitly,

\[
A_E(F) = \mathcal{H}\nabla_{\mathcal{V}E}(\mathcal{V}F) + \mathcal{V}\nabla_{\mathcal{H}E}(\mathcal{H}F).
\]

The main properties of the fundamental tensors are the following:

1. \( T_E \) and \( A_E \) are skew-symmetric operators on \( T_pM \) for every \( p \in M \),
(2) $T$ is symmetric for vertical vector fields $V$ and $W$, i.e., $T_V(W) = T_W(V)$ and $A$ is alternating for horizontal vector fields $X$ and $Y$, i.e., $A_X(Y) = -A_Y(X)$.

(3) when restricted to vertical vector fields $T$ coincides with the second fundamental form of the fibers, while $A$ coincides with the integrability tensor of the horizontal distribution of $M$ when restricted to pairs of horizontal vectors.

3.3. The tangent space to a nondegenerate distribution. Let us recall a few generalities on distributions. For $v \in TM$, consider the decomposition of $T_v(TM) = \text{Hor}_v \oplus \text{Ver}_v$ into the horizontal and vertical subspaces determined by the Levi–Civita connection of $g$. Assume that $\mathcal{D} \subset TM$ is any nondegenerate distribution (i.e., $g|_{\mathcal{D} \times \mathcal{D}}$ is nondegenerate), and denote by $S^\mathcal{D} : TM \times \mathcal{D} \to \mathcal{D}^\perp$ its second fundamental form, defined by:

$$S^\mathcal{D}(v, w) = p^\perp(\nabla_v w),$$

where $x \in M$, $v, w \in T_x M$, $w \in D_x W$ is any extension of $w$ to a local section of $\mathcal{D}$ and $p^\perp$ is the projection onto the orthogonal of $\mathcal{D}$. Let now $x_0 \in M$ and $v_0 \in D_{x_0}$ be fixed; we want to determine the tangent space $T_{v_0} D$, where $D$ is considered merely as a submanifold of $TM$. If $\epsilon, \epsilon \geq t \mapsto v(t) \in D$ is any smooth curve with $v(0) = v_0 \in D_{x_0}$ and $x(t) = \pi^M(v(t))$ is its projection onto $M$, then the horizontal and the vertical component of the tangent vector $\dot{v}(0) \in T_{v_0}(TM) = \text{Hor}_{v_0} \oplus \text{Ver}_{v_0}$ are given respectively by $\dot{x}(0)$ and $\frac{D}{dt} v(0)$, where $\frac{D}{dt}$ is the covariant derivative along the curve $x$. Here, $\pi^M : TM \to M$ denotes the canonical projection. By definition,

$$p^\perp\left(\frac{D}{dt} v(0)\right) = S^\mathcal{D}_{x_0}(\dot{x}(0), v_0).$$

Lemma 3.6. For $v_0 \in D_{x_0}$, the tangent space $T_{v_0} D$ is given by:

$$(3.4) \quad T_{v_0} D = \{(u_1, u_2) \in \text{Hor}_{v_0} \oplus \text{Ver}_{v_0} : p^\perp(u_2) = S^\mathcal{D}_{x_0}(u_1, v_0)\}.$$

Proof. Denote by $C_{v_0} \subset T_{v_0}(TM)$ the right-hand side of (3.3). We have shown above the inclusion $T_{v_0} D \subset C_{v_0}$. Counting dimensions one obtains immediately $T_{v_0} D = C_{v_0}$. □

3.4. Horizontal curves and infinitesimally horizontal vector fields. Let us now consider the case of a distribution $\mathcal{D}$ which is the horizontal distribution of a semi-Riemannian submersion $\pi : M \to B$. In this case, the projection operator $p^\perp$ coincides with the operator $V$ defined in (3.1), and using (3.2) and (3.3) one obtains easily the following equality:

$$(3.5) \quad S^\mathcal{D}(v, w) = A_v(w) + T_v(w)$$

for all $v \in TM$ and all $w \in \mathcal{D}$.

Given a $C^1$ curve $\beta : [a, b] \to B$, a horizontal lift of $\beta$ is a curve $\gamma : [a, c] \subset [a, b] \to M$ such that $\pi \circ \gamma = \beta$ and $\gamma(s)$ is horizontal for all $s \in [a, c]$.

Proposition 3.7. Let $\pi : M \to B$ be a semi-Riemannian submersion and let $\mathcal{D} = \text{Ker}(d\pi)^\perp$ be the horizontal distribution of $\pi$. Given any $C^1$-curve $\beta : [a, b] \to B$ and any $p \in \pi^{-1}(\beta(a))$, there exists a unique maximal horizontal lift $\gamma : [a, c] \to M$ of $\beta$, with $c \leq b$, satisfying $\gamma(a) = p$. Such $\gamma$ has the same regularity as $\beta$.

Proof. Using the local form of a submersion, for the local lifting problem it is not restrictive to assume that $M = U \times V$ is the product of an open subset $U \subset \mathbb{R}^k$, $k = n - m$ and an open subset $V \subset \mathbb{R}^m$, such that $B = V$ and $\pi : U \times V \to V$ is the projection onto the second factor. The horizontal distribution of the submersion is a distribution $\mathcal{D}$ on $U \times V$.

\[\text{Note that this notion of horizontality and verticality of vectors in } TT M \text{ should not be confused with the notion of horizontality of vectors in } TM \text{ associated to the distribution } \mathcal{H}_p M.\]
such that, at each point \((x, y) \in U \times V\), \(D_{(x,y)}\) is a subspace of \(\mathbb{R}^n\) which is complementary to \(\mathbb{R}^k \oplus \{0\}^m\), hence it is the graph of a linear map \(F(x, y) : \mathbb{R}^m \to \mathbb{R}^k\). The map \(U \times V \ni (x, y) \mapsto F(x, y) \in \text{Lin}(\mathbb{R}^m, \mathbb{R}^k)\) is smooth. Given a curve \(x : [a, b] \to V\), a lifting of \(x\) is a curve \((x, y) : [a, b] \to U \times V\) where \(y\) satisfies the following ODE:

\[
y'(t) = F(x(t), y(t))x'(t).
\]

The thesis follows easily using standard existence and uniqueness results for ODE’s in \(\mathbb{R}^n\). \(\square\)

Let us study the problem of lifting horizontally a 1-parameter family of curves by considering the following situation.

Let us assume we are given a \(C^1\)-map \(\Psi : [a, b] \times ]-\epsilon, \epsilon[ \to B\) and a \(C^1\)-curve \(\eta : ]-\epsilon, \epsilon[ \to M\) such that \(\pi \circ \eta = \Psi(a, \cdot)\). Proposition 3.7 gives us the existence of a map \(\Gamma : \mathcal{A} \to M\) defined on an open subset \(\mathcal{A}\) of \(\mathbb{R}^2\) that contains the segment \([a] \times ]-\epsilon, \epsilon[\) such that \(\pi(\Gamma(t, s)) = \Psi(t, s)\) for all \((t, s) \in \mathcal{A}\), and with the property that the curve \(t \mapsto \Gamma(t, s)\) is of class \(C^1\) for all \(s \in ]-\epsilon, \epsilon[\). Such map \(\Gamma\) is defined by the property that for every \(s \in ]-\epsilon, \epsilon[\), the map \(t \mapsto \Gamma(t, s)\) is a maximal horizontal lift of the curve \(t \mapsto \Psi(t, s)\) satisfying \(\Gamma(a, s) = \eta(s)\). Let us denote by \(\gamma\) the curve \(t \mapsto \Gamma(t, 0)\).

**Proposition 3.8.** With the notations above, we have:

(a) the map \(\Gamma\) is \(C^1\) in \(A\).

If \(\mathcal{A}\) contains the segment \([a, b] \times \{0\}\), then:

(b) \(\mathcal{A}\) contains the rectangle \([a, b] \times ]-\delta, \delta[\) for some \(\delta \in ]0, \epsilon[\);

(c) the variational vector field \(E = \frac{\partial}{\partial s} \bigg|_{s=0} \Gamma(t, s)\) along \(\gamma\) satisfies the identity:

\[
\nabla^\mathcal{D}_{\gamma(t)} \big( E(t), \dot{\gamma}(t) \big) = A_E(\dot{\gamma}) + T_E(\dot{\gamma}) = A_{\mathcal{H}}E(\dot{\gamma}) + T_{\mathcal{V}}E(\dot{\gamma}).
\]

**Proof.** Part (a) follows from standard smooth dependence results on the data for solutions of ODE’s. Also part (b) is obtained easily from standard continuity results for ODE’s. For part (c), observe that \(\frac{\partial}{\partial t} \Gamma(t, s) \in D_{\Gamma(t, s)}\), and thus

\[
\frac{\partial}{\partial s} \bigg|_{s=0} \frac{\partial}{\partial t} \Gamma(t, s) = \left( \frac{\partial}{\partial s} \bigg|_{s=0} \Gamma \right) \frac{D}{dt} = \left( \frac{\partial}{\partial s} \bigg|_{s=0} \Gamma \right) (d\pi(Y)) = \nabla^\mathcal{D}_{\gamma(t)} E \in D_{\gamma(t)} E.
\]

The conclusion follows now from Lemma 3.6 and formula (4). \(\square\)

3.5. **Basic horizontal vector fields.** A horizontal vector field is *basic* when it is \(\pi\)-related with a vector field on \(B\). The following result can be found in [13] Lemmas 1 and 3].

**Lemma 3.9.** Let \(X\) and \(Y\) be horizontal vector fields and \(V\) a vertical vector field. Then the following identities hold:

1. \(\nabla_V X = \mathcal{H}_V X + T_V(X)\) (if \(X\) basic, \(\mathcal{H}_V X = A_X(V)\)).
2. \(\nabla_X V = A_X(V) + \nabla_X V\).
3. \(\nabla_X Y = \mathcal{H}_X Y + A_X(Y)\).
4. \(\mathcal{H}_V Y\) is basic and is \(\pi\)-related to \(\nabla^\mathcal{D}_{\mathcal{H}_V Y}(d\pi(Y))\). \(\square\)

Given a submanifold \(\mathcal{P} \subset B\), the total lift \(\mathcal{Q} = \pi^{-1}(\mathcal{P})\) of \(\mathcal{P}\) by the submersion \(\pi\) is a submanifold of \(M\), as it can be proven using the inverse mapping theorem. If the submersion is semi-Riemannian, the total lift of a non-degenerate submanifold is also non-degenerate. Namely, for \(p \in \mathcal{Q}\), the tangent space \(T_p \mathcal{Q}\) is the sum of the orthogonal
subspaces $VT_pM$ and $d\pi_p^{-1}(T_x\mathcal{P}) \cap \mathcal{H}T_pM$. They are both nondegenerate subspaces of $T_pM$, thus $T_pQ$ is nondegenerate.

**Remark 3.10.** The differential $d\pi$ gives an identification of horizontal vectors in $M$ with tangent vectors to the space $B$. Such identification will be use implicitly throughout the paper. We observe that with this identification, horizontal tangent vectors to $Q$ correspond to tangent vectors to $P$.

We want to show that there is a relation between the second fundamental form of $P$ and the second fundamental form of its total lift. In fact, we will consider the tensor $S^P : TP \times TP^\perp \to TP$ defined as

$$S^P_x(v, w) = (\nabla_w v)^t,$$

where $x \in \mathcal{P}$, $v \in T_x\mathcal{P}$, $w \in (T_x\mathcal{P})^\perp$, $W$ is any extension of $w$ to a orthogonal vector field to $\mathcal{P}$ and the superscript $t$ denotes the tangent part to $\mathcal{P}$. Analogously, we define

$$S^Q : TQ \times TQ^\perp \to TQ.$$

**Proposition 3.11.** If $V$ is a vertical vector and $X$ and $Z$ are in $\mathcal{H}(TQ)$, then

$$S^Q(V, Z) = TV(Z) + AZ(V)^t, \tag{3.7}$$

$$S^Q(X, Z) = AX(Z) + S^P(X, Z), \tag{3.8}$$

where $t$ denotes the tangent part to $\mathcal{P}$ for vectors in $TB$ and the tangent part to $Q$ for vectors in $TM$.

**Proof.** By part (1) in Lemma 3.9, we see that

$$S^Q(V, Z) = (\mathcal{H}\nabla V Z)^t + TV(Z).$$

From this expression we deduce that $(\mathcal{H}\nabla V Z)^t$ is tensorial in $V$ and $Z$, so we can assume that $Z$ is basic, and using again part (1) in Lemma 3.9, we obtain $(\mathcal{H}\nabla V Z)^t = AZ(V)^t$, which concludes the proof of (3.7). Equation (3.8) follows directly from (3) and (4) in Lemma 3.9.

### 4. Horizontal Geodesics

Our aim in this section is to reformulate some of the main results in [14], with some minor modifications that clarify the role of the derived vector field introduced in Definition 4.5.

**4.1. The derived vector field.** Given a vector field $E$ along a curve $\alpha$ in $M$, we will denote $E_\alpha$ its projection by $d\pi$, which is a vector field along the curve $\pi \circ \alpha$. Moreover, we will use the same notation for a vector in $\pi \circ \alpha$ and its horizontal lift in $\alpha$. It is important to clarify, as we will use the same notation for the covariant derivative in $M$ and $B$, that $\frac{d}{ds}E_\alpha$, when identified with a vector field on $\alpha$, denotes the horizontal lift of the covariant derivative in $B$ of $E_\alpha$. Even if the results of [14] are stated and proved only in the case of Riemannian submersions, most of them are still valid in the semi-Riemannian context. We will shortly recall in this section a few basic facts from [14], stated for semi-Riemannian submersions.

It will be useful to introduce the following notation. Given a smooth curve $\alpha$ in $M$ and a smooth vector field $E$ along $\alpha$, write $E = H + V$, with $H = \mathcal{H}E$ and $V = \nabla E$. 


Corollary 4.2. Proposition 4.7. Following:

Proof. Let Lemma 4.6. Theorem 4.1.

\[ \mathcal{H}(\frac{d}{dt}E) = \frac{d}{dt}E_s + A_H(\mathcal{V} \dot{\alpha}) + A_{H\dot{\alpha}}(V) + T_{\dot{V} \dot{\alpha}}(V), \]
\[ \mathcal{V}(\frac{d}{dt}E) = A_{H\dot{\alpha}}(H) + T_{\dot{V} \dot{\alpha}}(H) + \mathcal{V}(\frac{d}{dt}V). \]

\[ E \]

\[ \text{Corollary 4.3. Let } \alpha \text{ be a curve in } M \text{ with } X = \mathcal{H} \dot{\alpha} \text{ and } U = \mathcal{V} \dot{\alpha}. \text{ Then} \]
\[ \mathcal{H}(\frac{d}{dt} \dot{\alpha}) = \frac{d}{dt} \dot{\alpha}_s + 2A_X(U) + T_U(U), \]
\[ \mathcal{V}(\frac{d}{dt} \dot{\alpha}) = T_U(X) + \mathcal{V}(\frac{d}{dt}U), \]

where \( \frac{d}{dt} \dot{\alpha}_s \) is the horizontal lift to \( \alpha \) of the acceleration of \( \pi \circ \alpha \) in \( B \).

\[ \text{Corollary 4.4. Let } \pi : M \to B \text{ be a semi-Riemannian submersion. If } \gamma \text{ is a geodesic of } M \text{ that is horizontal at some point, then it is always horizontal (hence } \pi \circ \gamma \text{ is a geodesic of } B). \]

\[ \text{Proof. See [14 Corollary 2].} \]

\[ \text{Definition 4.5. The derived vector field of } E = H + V, \text{ denoted by } D(E), \text{ is the smooth} \]
\[ \text{vector field along } \gamma \text{ defined by:} \]
\[ D(E) = \mathcal{V}(\frac{d}{dt}V) - T_V(\dot{\gamma}) + 2A_{\dot{\gamma}}(H). \]

\[ \text{Lemma 4.6. Let } \gamma \text{ be a horizontal curve in } M. \text{ Given a vector field } P \text{ on } \pi \circ \gamma \text{ and a} \]
\[ \text{vector } z \in T_{\gamma(t_0)} M, \text{ there exists a unique vector field } E \text{ on } \gamma \text{ such that} \]
\[ \begin{align*}
(1) & \quad E_s = P, \\
(2) & \quad D(E) = 0, \\
(3) & \quad E(t_0) = z.
\end{align*} \]

\[ \text{Proof. Analogous to Lemma 1 in [13].} \]

4.2. Infinitesimally horizontal vector fields. An immediate calculation using (3.2) and (3.3) shows that equality (3.6) is satisfied if and only if \( D(E) = 0 \). Thus, we have the following:

\[ \text{Proposition 4.7. Let } \gamma \text{ be a smooth horizontal curve in } M \text{ and let } E \text{ be a smooth vector} \]
\[ \text{field. Then, } E \text{ is infinitesimally horizontal, i.e., it is the variational vector field along } \gamma \]
\[ \text{corresponding to a smooth variation of } \gamma \text{ by horizontal curves, if and only if } D(E) = 0. \]

\[ \text{Proof. The proof of Proposition 3.8 and the second equation in Theorem 4.1 show that equation (3.6), equivalent to } D(E) = 0, \text{ is precisely the linearization of the horizontality} \]
\[ \text{condition for variations of } \gamma. \text{ Thus, if } s \mapsto \gamma_s \text{ is a smooth variation of } \gamma \text{ by horizontal} \]
\[ \text{curves, then necessarily the variational vector field } E = \frac{\partial}{\partial s}|_{s=0} \gamma_s \text{ satisfies } D(E) = 0. \]
\[ \text{Conversely, assume that } D(E) = 0, \text{ and consider the projection } \tilde{P} = E_s. \text{ We can choose} \]
\[ \text{a variation of } \pi \circ \gamma \text{ in } B \text{ with variational vector field } P, \text{ and by Proposition 3.8 we can lift} \]
\[ \text{such variation to a variation of } \gamma \text{ in } M \text{ by horizontal curves. Moreover, we can prescribe} \]
\[ \text{the initial value of the corresponding variational field } \tilde{P} \text{ to be equal to the value of } E. \]
\[ \text{Thus, by the first part of the proof, } \tilde{P} \text{ is an infinitesimally horizontal vector field that} \]
\[ \text{projects onto } P, \text{ and it coincides with } E \text{ at the initial instant, therefore, by Lemma 4.6} \]
\[ \tilde{P} = E \text{ everywhere.} \]
We recall briefly the notion of Jacobi fields. Given a geodesic \( \gamma \) in \( M \), a field \( E \) on \( \gamma \) is Jacobi iff satisfies the Jacobi equation \( \frac{D^2}{dt^2} E = R(\dot{\gamma}, E)\dot{\gamma} \), where \( R \) is the curvature tensor of \( M \). Analogously, given a geodesic \( x \) in \( B \), a field \( F \) on \( x \) is Jacobi iff satisfies \( \frac{D^2}{dt^2} F = R_*(\dot{x}, F)\dot{x} \), where \( R_* \) is the curvature tensor of \( B \).

**Theorem 4.8.** Let \( E \) be a vector field on a horizontal geodesic \( \gamma \) in \( M \). Then

\[
\mathcal{H}(\frac{D^2}{dt^2} E - R(\dot{\gamma}, E)\dot{\gamma}) = \frac{D^2}{dt^2} E_* - R_*(\dot{\gamma}, E_*)\dot{\gamma} + 2A_\gamma(D),
\]

\[
\mathcal{V}(\frac{D^2}{dt^2} E - R(\dot{\gamma}, E)\dot{\gamma}) = \mathcal{V}(\frac{D}{dt} D) + T_D(\dot{\gamma}),
\]

where \( D = D(E) \) is the derived vector field of \( E \) and \( R \) and \( R_* \) are the curvature tensors of \( M \) and \( B \), and \( \frac{D^2}{dt^2} E_* - R_*(\dot{\gamma}, E_*)\dot{\gamma} \) denotes the horizontal lift to \( \gamma \) of the vector field \( \frac{D^2}{dt^2} E_* - R_*(\dot{x}, E_*)\dot{x} \), along the curve \( x = \pi \circ \gamma \).

**Proof.** See [14, Theorem 2]. \( \square \)

**Corollary 4.9.** A field \( E \) on a horizontal geodesic in \( M \) with derived vector field \( D(E) = 0 \) is Jacobi if and only if \( P = E_* \) is a Jacobi field of \( \pi \circ \gamma \) in \( B \). \( \square \)

## 5. Maslov index of horizontal geodesics

We will now relate the Maslov indices of a horizontal geodesic in a semi-Riemannian submersion with the Maslov index of its projection on the base of the submersion. We emphasize that, unlike the standard Riemannian case, establishing a correspondence between Jacobi fields on the horizontal geodesic and on its projection is not sufficient in order to prove equality of the Maslov indices. Namely, the Maslov index does not depend only on the dimension of the space of Jacobi fields that are zero in the origin and in the conjugate instant.

Throughout this section, we will consider the following setup:

- \( \pi : (M, g) \to (B, h) \) is a semi-Riemannian submersion;
- \( \gamma : [a, b] \to M \) is a horizontal geodesic;
- \( x : [a, b] \to B \) is the projected geodesic in \( B \): \( x = \pi \circ \gamma \);
- \( \mathcal{P} \subset B \) is a nondegenerate submanifold of \( B \) with \( x(a) \in \mathcal{P} \) and \( \dot{x}(a) \in T_{x(a)}\mathcal{P}^\perp \);
- \( S^\mathcal{P} \) is the second fundamental form of \( \mathcal{P} \) at the point \( x(a) \) in the direction \( \dot{x}(a) \);
- \( Q = \pi^{-1}(\mathcal{P}) \);
- \( S^Q \) is the second fundamental form of \( Q \) at the point \( \gamma(a) \) in the direction \( \dot{\gamma}(a) \).

### 5.1. \( Q \)-Jacobi fields

Consider the initial (or final) orthogonal submanifold \( Q \) for the geodesic \( \gamma \). One has the notion of a \( Q \)-Jacobi field, that is, a Jacobi field \( E \) along \( \gamma \) such that \( E(a) \in T_{\gamma(a)}Q \) and

\[
(\frac{D}{dt} E(a)) = S^Q(E(a), \dot{\gamma}(a)).
\]

The \( Q \)-Jacobi fields are precisely the variational vector fields corresponding to variations of \( \gamma \) given by geodesics that start orthogonally to \( Q \) (see [13, Chapter 10]). When a non-null \( Q \)-Jacobi field is zero at an instant \( t_0 > a \), we say that \( \gamma(t_0) \) is a \( Q \)-focal point or that \( t_0 \) is a \( Q \)-focal instant of the geodesic \( \gamma \). The idea behind the name is that there exists a continuum of geodesics departing orthogonally from the submanifold \( Q \) and focusing at \( \gamma(t_0) \), but this holds only up to first order infinitesimals.
We will use several families of Jacobi fields, and it will be useful to introduce the following notation. Let \( \mathcal{J} \) be the linear space of all Jacobi fields along \( \gamma \) and \( \mathcal{J}_x \) be the linear space of Jacobi fields along \( x \), then we define 
\[ \mathcal{J}_x(\mathcal{P}) = \{ E \in \mathcal{J}_x : E \text{ is a } \mathcal{P}-\text{Jacobi field} \} \]
and 
\[ \mathcal{J}_0(\mathcal{P}) = \{ E \in \mathcal{J} : D(E) = 0, E \in \mathcal{J}_x(\mathcal{P}) \}. \]
In particular, \( \mathcal{J}_0(x(a)) \) are the Jacobi fields \( J \) along \( \gamma \) that are zero in \( \gamma(a) \) and \( D(J) = 0 \), and \( \mathcal{J}_x(x(a)) \), the Jacobi fields along \( x \) that are zero in \( x(a) \).

**Lemma 5.1.** A vector field \( E \) on \( \gamma \), such that \( E(a) \in T_{\gamma(a)}Q \), satisfies 
\[ (\frac{D}{dt} E(a))^t - \mathcal{S}^Q(E(a), \gamma(a)) = (\frac{D}{dt} E_x(a))^t - \mathcal{S}^P(H(a), \gamma(a)) + D(E)(a), \]
where \( H = HE \). Moreover, \( E \) is a \( Q \)-Jacobi field iff \( E \in \mathcal{J}_0(\mathcal{P}) \).

**Proof.** From \((5.1)\) and \((5.3)\), we get 
\[ \mathcal{S}^Q(E(a), \gamma(a)) = TV(\dot{\gamma}(a)) + A_{\gamma}(V)^t(a) + A_H(\dot{\gamma})(a) + \mathcal{S}^P(H(a), \gamma(a)), \]
where \( V = \gamma E \), and from Theorem \((4.1)\) and Definition \((4.5)\) we deduce the equation 
\[ \frac{D}{dt} E = \frac{D}{dt} E_x + A_{\gamma}(V) - A_H(H) + TV(\dot{\gamma}) + D(E). \]
Equation \((5.2)\) follows from \((5.3)\) and \((5.4)\) by taking into account that \( A \) is alternating for horizontal vectors. For the second part, we observe that \((5.2)\) implies that condition \((5.1)\) for \( E \) to be a \( Q \)-Jacobi field is equivalent to 
\[ (\frac{D}{dt} E_x(a))^t = \mathcal{S}^P(H(a), \gamma(a)) - D(E)(a). \]
If \( E \) is a \( Q \)-Jacobi field, then it is the variational vector field of a variation of \( \gamma \) by geodesics that are horizontal at least at the origin, but by Theorem \((4.3)\) they have to be horizontal wherever. Applying Proposition \((4.7)\) we obtain that \( D(E) = 0 \), so that Eq. \((5.5)\) and Corollary \((4.9)\) imply that \( E_x \) is \( \mathcal{P} \)-Jacobi. For the converse, observe that using \((5.2)\) and \((5.5)\) and Corollary \((4.9)\) we deduce that every \( E \in \mathcal{J}_0(\mathcal{P}) \) is a \( Q \)-Jacobi field. \( \square \)

### 5.2. \( Q \)-Maslov index

The \( Q \)-Maslov index of a geodesic is an algebraic count of the \( Q \)-focal points obtained as follows. Consider a smooth trivialization 
\[ p(t) : \mathbb{R}^n \xrightarrow{\cong} T_{\gamma(t)}M \]
of the tangent bundle \( TM \) along the geodesic \( \gamma \). Define 
\[ L_Q = \{(v, w) \in \mathbb{R}^n \times \mathbb{R}^n^* : (p(a)[w])^t = \mathcal{S}^Q(p(a)[v], \gamma(a)) \}, \]
and let \([a, b] \ni t \to \Phi(t)\) be the flow of the symplectic system \((2.10)\) considering the symplectic space \( V = \mathbb{R}^n \oplus \mathbb{R}^n^* \) endowed with the symplectic form \( \omega((v, \alpha), (w, \beta)) = \beta(v) - \alpha(w) \). Then, the \( Q \)-Maslov index of \( \gamma \) is the Maslov index of the Lagrangian path 
\[ t \to \Phi(t)[L_Q] \]
with respect to the Lagrangian \( L_0 = \{0\} \times \mathbb{R}^n^* \). As in Section \((2.3)\), it is possible to show that the \( Q \)-Maslov index does not depend on the trivialization \( p \).

As a first step, we will show that there is a correspondence between the non-degenerate \( Q \)-focal and \( \mathcal{P} \)-focal points of \( \gamma \) on \( x \) and the contribution to the Maslov indexes.

**Lemma 5.2.** Consider the subspaces of \( T_{\gamma(t_0)}M \) and \( T_{x(t_0)}B \) respectively, \( \mathcal{J}_0(\mathcal{P})[t_0] = \{ J(t_0) : J \in \mathcal{J}_0(\mathcal{P}) \} \) and \( \mathcal{J}_x(\mathcal{P})[t_0] = \{ J(t_0) : J \in \mathcal{J}_x(\mathcal{P}) \} \) for every \( t_0 \in (a, b) \). Then 
\[ \mathcal{J}_0(\mathcal{P})[t_0] = \mathcal{V}T_{\gamma(t_0)}M + \mathcal{J}_x(\mathcal{P})[t_0]. \]
Proof. Fix \( J_s \in \mathcal{J}_s(\mathcal{P}) \), then by Lemma 4.6 and Corollary 4.9 there exists a Jacobi field \( J_s \) in \( \mathcal{J}_S(\mathcal{P}) \) such that \( J_s(t_0) = J_s(t_0) + v \) for every \( v \in \mathcal{V} T \gamma(t_0) M \). Conversely, if \( J \in \mathcal{J}_S(\mathcal{P}) \), then \( J_s \in \mathcal{J}_s(\mathcal{P}) \) and \( J(t_0) = J_s(t_0) + v \) for some \( v \in \mathcal{V} T \gamma(t_0) M \). \( \square \)

**Proposition 5.3.** Let \( \pi : M \to B \) be a semi-Riemannian submersion and \( \gamma : [a, b] \to M \) a horizontal geodesic. Then, an instant \( t_0 \) is a Q-focal instant of \( \gamma \) if and only if it is a \( \mathcal{P} \)-focal instant of the curve \( x = \pi \circ \gamma \). Furthermore, if \( t_0 \) is a non-degenerate focal instant of \( \gamma \), then so it is of \( x \) and the contribution to the Maslov index given by \( \gamma(t_0) \) coincides with the one of \( x(t_0) \).

*Proof.* We recall that \( t_0 \) is a \( \mathcal{P} \)-focal instant of \( x \) when \( \mathcal{J}_s(\mathcal{P}) \mid [t_0] \) is not equal to \( \{0\} \) and that in such a case, its contribution to the Maslov index coincides with the signature of \( h \) restricted to the subspace \( \mathcal{J}_s(\mathcal{P}) \mid [t_0] \) (see for instance [12]). Moreover, by Lemma 5.1, the Q-focal points of \( \gamma \) are just the instants where \( \mathcal{J}_S(\mathcal{P}) \mid [t_0] \) is non-trivial, and its contribution, the signature of \( g \) restricted to such a space. Lemma 5.2 implies that \( \mathcal{J}_s(\mathcal{P}) \mid [t_0] \) is isometric to \( \mathcal{J}_S(\mathcal{P}) \mid [t_0] \), so that the thesis of the proposition follows. \( \square \)

We proceed now to prove the equality between the Maslov indexes in the general case.

**Theorem 5.4.** Let \( \pi : (M, g) \to (B, h) \) be a semi-Riemannian submersion, \( \gamma : [a, b] \to M \) a horizontal geodesic and \( \mathcal{P} \) a submanifold of \( B \) through \( x(a) \) orthogonal to \( x \). Then, the Q-Maslov index of \( \gamma \) coincides with the \( \mathcal{P} \)-Maslov index of the geodesic \( x \).

*Proof.* Consider an orthonormal frame

\[
p(t) = \{ E^1(t), \ldots, E^m(t), F^1(t), \ldots, F^{n-m}(t) \}
\]

along \( \gamma \) such that \( E^1(t), \ldots, E^m(t) \) are horizontal and \( F^1(t), \ldots, F^{n-m}(t) \) are vertical for every \( t \in [a, b] \). Clearly, \( p_s(t) = \{ E^1(t), \ldots, E^m(t) \} \) is an orthonormal frame along \( x \). Define \( \mathcal{V} = \{0\} \times \mathbb{R}^{n-m} \subset \mathbb{R}^n, \mathcal{H} = \mathbb{R}^m \times \{0\} \subset \mathbb{R}^n \). We recall that \( J \) is Q-Jacobi iff \( D(J) = 0 \) and \( J_s \in \mathcal{J}_s(\mathcal{P}) \) (see Lemma 5.1). Now define the Lagrangian path

\[
\ell(t) = \{(p(t)^{-1}(J(t)), p(t)^* g_{\gamma(t)} \left[ \frac{d}{dt} J(t) \right]) \in \mathbb{R}^n \times \mathbb{R}^{n*} : J \in \mathcal{J}_S(\mathcal{P}) \}
\]

for \( t \in [a, b] \). The Q-Maslov index of \( \gamma \) is equal to \( \mu_{L_0}(\ell) \) (see (2.6), (2.8), (2.9), (5.6) and Lemma 5.1). In the following, we will make an abuse of notation omitting \( p(t) \) and \( p^*(t) \) to avoid clutter. Using that \( D(J) = 0 \), (5.3) and Lemma 5.2 we deduce that

\[
\ell(t) = \{(J_s(t) + V, g_{\gamma(t)} \left[ \frac{d}{dt} J_s(t) - A_{\gamma(t)}(J_s(t)) \right]) + A_{\gamma}(V) + T_{\gamma}(\dot{\gamma})]) \in \mathbb{R}^n \times \mathbb{R}^{n*} : J_s \in \mathcal{J}_s(\mathcal{P}); V \in \mathcal{V} \}.
\]

On the other hand, let us define

\[
\ell_s(t) = \{(J_s(t), h_{\gamma(t)} \left[ \frac{d}{dt} J_s(t) \right]) \in \mathbb{R}^m \times \mathbb{R}^{m*} : J_s \in \mathcal{J}_s(\mathcal{P}) \},
\]

(here we also omit \( p_s(t) \) and \( p_s(t)^* \) ). The Q-Maslov index of \( x \) is equal to the Maslov index of the Lagrangian path \( t \to \ell_s(t) \) relatively to the Lagrangian \( \{0\} \times \mathbb{R}^{m*} \). Now define the map \( \varphi_t : (\mathbb{R}^n \times \mathbb{R}^{n*}, \omega) \to (\mathbb{R}^n \times \mathbb{R}^{n*}, \omega) \) by

\[
\varphi_t(H_1 + V_1, H_2 + V_2) = (H_1 + V_1, H_2 + V_2) + g_{\gamma(t)} \left[ T_{V_1}(\dot{\gamma}(t)) + A_{\gamma(t)}(V_1) \right] - A_{\gamma(t)}(H_1),
\]

where \( H_1 \in \mathcal{H}, H_2 \in \mathcal{H}^*, V_1 \in \mathcal{V} \) and \( V_2 \in \mathcal{V}^* \). It is easy to prove, using the symmetry properties of \( T \) and \( A \) (see Section 3), that \( \varphi_t \) is a symplectomorphism for every \( t \in [a, b] \), and that it is continuous in \( t \). Moreover, if \( \ell(t) = \ell_s(t) + \mathcal{V} \times \{0\} \), then \( \varphi_t(\ell(t)) = \ell(t) \) and \( \varphi_t(L_0) = L_0 \), so that applying Lemma 5.1 we obtain that \( \mu_{L_0}(\ell) = \mu_{L_0}(\ell) \). As
for any vector field $M$, the index form of the projected geodesic in the base manifold. We recall that the index form $I_\gamma(Q)$ is the symmetric bilinear form on the space of vector fields along the geodesic obtained as the second variation of the energy functional restricted to curves departing from $Q$ and arriving to a fixed point $\gamma(b) \in M$. It is defined for vector fields along $\gamma$ of Sobolev class $H^1$ that are tangent to $Q$ in $a$ and zero in $b$ and it is given by

$$I_\gamma(Q)(E, F) = \int_a^b \left[ g(\frac{D}{dt}E, \frac{D}{dt}F) + g(R(\dot{\gamma}, E)\dot{\gamma}, F) \right] dt - g(S^2(E(a), \dot{\gamma}(a)), F(a)).$$

Moreover, when the vector fields are of class $C^2$, one can use partial integration to obtain the following expression for the index form:

$$I_\gamma(Q)(E, F) = \int_a^b \left[ \left( -\frac{D^2}{dt^2}E \right) + R(\dot{\gamma}, E)\dot{\gamma}, F) \right] dt$$
$$+ g(\frac{D}{dt}E(a), F(a)) - g(S^2(E(a), \dot{\gamma}(a)), F(a)).$$

**Theorem 5.5.** Let $\gamma : [a, b] \to M$ be a horizontal geodesic and $P$ a non-degenerate submanifold through $x(a)$ orthogonal to $x$. Then

$$I_\gamma(Q)(E, F) = I_{(x, P)}(E, F) + \int_a^b g(D(E), D(F)) dt$$

**Proof.** From (5.2) we get

$$g(\frac{D}{dt}E(a), F(a)) - g(S^2(E(a), \dot{\gamma}(a)), F(a))$$
$$= g(D(E)(a), F(a)) + g(\frac{D}{dt}E(a), F_*(a)) - g(S^2(E(a), \dot{\gamma}(a)), F(a)),$$

for any vector field $F$ along $\gamma$ such that $F(a) \in T_{x(a)}Q$. Having in mind this equation the proof follows the same lines of the proof of [4 Theorem 3].

The relation between the index forms will be especially interesting in the case when $M$ and $B$ are Lorentzian manifolds, that is, manifolds endowed with a semi-Riemannian metric of index 1, and when $\gamma$ is a horizontal causal geodesic (that is $g(\dot{\gamma}, \dot{\gamma}) \leq 0$), because in that case we can use the Lorentzian Morse index theorem (see [17 Theorem II.5] and also [1 Theorems 10.27 and 10.77]). We define $\omega_1(\gamma) = \dim\{J \in \mathcal{J} : J(a) = J(b) = 0\}$ and $\omega_b(\gamma) = \dim\{J \in \mathcal{J}(x(a)) : J(a) = J(b) = 0\}$ and $\omega_{\gamma}(\gamma) = \omega(\gamma) - \omega_b(\gamma)$. Moreover, $i(\gamma)$ (resp. $i(x)$) denotes the index of the index form restricted to the orthogonal vector fields to $\gamma$ (resp. to $x$) vanishing in $a$ and $b$ if $\gamma$ is timelike (i.e. $g(\dot{\gamma}, \dot{\gamma}) < 0$) and to the orthogonal vector fields to $\gamma$ modulo vector fields collinear to $\dot{\gamma}$ if $\gamma$ is lightlike (i.e. $g(\dot{\gamma}, \dot{\gamma}) = 0$).

**Theorem 5.6.** Let $\pi : M \to B$ be a Lorentzian submersion and let $\gamma : [a, b] \to M$ be a causal horizontal geodesic segment. Then

$$i(x) \geq i(\gamma) + \omega_{\gamma}(\gamma).$$
\textbf{Proof.} Totally analogous to proof of [14, Theorem 5]. \hfill \Box

\textbf{Remark 5.7.} We observe that by Theorem 5.4 and the equality between the Maslov index of $x$ and $i(x)$ (cf. [19]), the index $i(x)$ coincides with the $\mathcal{V}(a)$-Maslov index $i_{\mathcal{V}(a)}(\gamma)$, where $\mathcal{V}(a) = \pi^{-1}(x(a))$. We have $i(x) = i_{\mathcal{V}(a)}(\gamma) \geq i(\gamma)$, because the index form for conjugate points coincides with the restriction of the index form for focal points to vector fields vanishing in $a$ and $b$. Then, from the Lorentzian index theorem, focal points along $\gamma$ occur before than conjugate points along $x$. In the case of Lorentzian submersions the situation is more rigid. If there exists a conjugate instant $t_0$ of $\gamma$ that is not $\mathcal{V}(a)$-focal, then (5.8) implies that the total number of $\mathcal{V}(a)$-focal instants in $[a, t_0]$ is strictly bigger than the total number of conjugate points along $\gamma$ in $[a, t_0]$. We observe that, unlike the Riemannian or the causal Lorentzian case, there is in general no obvious relation between the distribution of conjugate and focal instants along a semi-Riemannian geodesic (see for instance [10]).

5.4. Applications. Recalling Example 3.2, Proposition 5.3 and Theorem 5.4 give us the following information on spacelike geodesics in stationary spacetimes:

\textbf{Proposition 5.8.} Let $(S \times \mathbb{R}, g)$ be a standard stationary spacetime, $\gamma = (x, t) : [a, b] \to S \times \mathbb{R}$ a geodesic orthogonal to the flow lines of the Killing field $\partial_t$ and $\mathcal{L}$ the vertical line through $x(a)$. Then

(a) the $\mathcal{L}$-focal instants of $\gamma$ in $(S \times \mathbb{R}, g)$ coincide with the conjugate instants of $x$ in $(S, \tilde{g})$ and they give the same contribution to the Maslov index (in particular the number of $\mathcal{L}$-focal instant of $\gamma$ is finite);

(b) the $\mathcal{L}$-focal instants of $\gamma$ are isolated and their contribution to the Maslov index is positive, so that they are always bifurcation points (see [16]).

\textbf{Remark 5.9.} We observe that the $\mathcal{L}$-focal points of $\gamma$ are in particular pseudo focal points as defined in [9].

From Example 3.3, Proposition 5.3 and Theorems 5.4 and 5.6 we obtain the following results for Kaluza-Klein spacetimes.

\textbf{Proposition 5.10.} Let $(M, g)$ be a Kaluza-Klein spacetime, as in Example 3.3. Consider a geodesic $x : [a, b] \to B$ in $(B, h)$ and let $\gamma$ be a horizontal lift of $x$ in $(M, g)$. If $\mathcal{L}$ is the fiber through $x(a)$, then

(a) the $\mathcal{L}$-focal instants of $\gamma$ in $(M, g)$ coincide with the conjugate instants of $x$ in $(B, h)$ and they give the same contribution to the Maslov index.

(b) if $\gamma$ is causal, then at least one $\mathcal{L}$-focal point occurs before than a conjugate point of $\gamma$. In particular, from (5.8), conjugate points in $\gamma$ determine conjugate points in $x$.

We recall that if the contribution to the Maslov index of a focal instant is non null and the instant is isolated and nondegenerate, then it generates bifurcation (see [16]). As a consequence of Proposition 5.3 and Theorem 5.4 we get the following.

\textbf{Proposition 5.11.} Let $\pi : M \to B$ be a semi-Riemannian submersion with $B$ Riemannian or Lorentzian. If $\gamma$ is a horizontal geodesic such that the projection $x$ is Riemannian or causal, the $Q$-focal points always generate bifurcation.

On the other hand, focal points are always isolated in an analytic manifold. As a consequence:

\textbf{Proposition 5.12.} Let $\pi : M \to B$ be a semi-Riemannian submersion with $B$ analytic. Then a horizontal geodesic $\gamma : [a, b] \to M$ admits just a finite number of $Q$-focal points.
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