The Hybrid Stylus: A Multi-Surface Active Stylus for Interacting with and Handwriting on Paper, Tabletop Display or Both
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Abstract: The distinct properties and affordances of paper provide benefits that enabled paper to maintain an important role in the digital age. This is so much so, that some pen–paper interaction has been imitated in the digital world with touchscreens and stylus pens. Because digital medium also provides several advantages not available to physical paper, there is a clear benefit to merge the two mediums. Despite the plethora of concepts, prototypes and systems to digitise handwritten information on paper, these systems require specially prepared paper, complex setups and software, which can be used solely in combination with paper, and, most importantly, do not support the concurrent precise interaction with both mediums (paper and touchscreen) using one pen only. In this paper, we present the design, fabrication and evaluation of the Hybrid Stylus. The Hybrid Stylus is assembled with the infinity pencil tip (nib) made of graphite and a specially designed shielded tip holder that is attached to an active stylus. The stylus can be used for writing on a physical paper, while it still maintains all the features needed for tablet interaction. Moreover, the stylus also allows simultaneous digitisation of handwritten information on the paper when the paper is placed on the tablet screen. In order to evaluate the concept, we also add a user-friendly manual alignment of paper position on the underlying tablet computer. The evaluation demonstrates that the system achieves almost perfect digitisation of strokes (98.6% of strokes were correctly registered with only 1.2% of ghost strokes) whilst maintaining excellent user experience of writing with a pencil on the paper.
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1. Introduction

Digital mediums offer several advantages over paper. For instance, digital documents can easily be searched, updated, copied, immediately shared over the internet, and linked to other documents and multimedia content. However, despite the omnipresence of digital screens, the paperless office myth [1] has still not prevailed to this day. According to Steimle [2], the prevalence of paper cannot be merely attributed to the shortcomings of current display technologies, such as limited screen size, resolution, contrast, dependency on power, etc. Instead, as suggested by a large body of research [3–9], paper supports a wealth of interactions that have a number of inherent advantages over digital technologies [2]. For instance, paper carries unique properties such as tangibility (e.g., making information tangible), accessibility and simplicity of use (e.g., annotating on it is easy, flexible and is smoothly integrated with reading [2]), versatility (it can be easily reshaped and folded allowing its use in different contexts), and endurance (it can be preserved over thousands of years). Furthermore, it also does not require power to operate and specific software to show stored information, which is an important advantage when considering mobility and long-term preservation. Our society thus remains heavily reliant on paper.
The emergence of digital technologies has brought forward the idea to combine paper with digital mediums. It is thus not surprising that numerous concepts to merge the richness of paper interactions with the flexibility of digital content have been proposed, developed and explored [10]. A common coupling involves displaying digital information and commands (buttons, knobs and sliders) above the paper [11–14], on [15–17], besides [3,18] or beneath the paper [19–22]. Digital content can be displayed by either projecting it on and around paper, or by showing it on a nearby display.

Another possibility to couple both mediums, while preserving pen–paper interaction, is by capturing and digitising handwritten content on a physical paper. To support such an interaction, pen strokes on the paper need to be tracked, for example, (i) by tracking hidden patterns (pre-printed) on a paper with a special pen (e.g., Anoto digital pen and paper (Anoto pencil: https://www.anoto.com/ (accessed on 31 August 2022))), (ii) by tracking a regular pen captured with an RGB camera and processed by an image-recognition system [23–25], or by (iii) a combined analysis of sound emitted by a stroking pen and data captured by a pressure sensor, gyroscope and accelerometers [26]. However, such systems are either limited to a predefined set of gestures, require specially prepared paper (e.g., with a pre-printed hidden pattern) or complex setups and software, while dedicated pens required for such interaction can still be used solely with paper.

In the last decade, tablet computers, graphic tablets with LCD displays and tabletop computers (also table PC) have also tried to imitate writing and drawing on paper with stylus pens and touchscreens. However, to the best of our knowledge, no system exists that would enable switching between all three use contexts: digital context (i.e., interacting with a tablet computer only), physical context (i.e., drawing and writing on paper), and combined context (i.e., interacting with tablet and paper simultaneously). The advantages of switching between the contexts can already be used on the tablet computer, as can be observed in Figure 1, where the same stylus can be used for writing on the paper, interacting with the touchscreen and digitising handwritten content. With further proliferation of the aforementioned large horizontal touchscreens, we can also envision the future where physical desktops will be made of such displays with paper documents scattered on top (Figure 1 right). Interaction for all three contexts on such displays is evidently beneficial and this is where the motivation for our research spans from.

![Figure 1. The Hybrid Stylus concept. Left: When a paper is placed on a tabletop touchscreen, the user can use the stylus to write on it and simultaneously capture handwritten information in the digital form. The stylus also preserves all capabilities for touchscreen interaction only or can be used solely on paper. Note that the offset between the paper and screen is used only for illustrating digitisation. Right: The vision of using the stylus interchangeably on paper and tabletop computer desk. When a paper document is placed on such a screen, it merges into the surrounding context and the ecosystem of the underlying digital interface.](image-url)
is covered with a sheet of paper? How to align paper on the underlying tablet computer in order to (i) link physical documents with digital counterparts to correctly digitise pen strokes on the latter, and (ii) have a demonstrable prototype of a hybrid stylus? To this end we propose, design and evaluate a hybrid stylus by modifying an existing active stylus and coupling it with a graphite tip that supports handwriting on paper as well as interaction with commonly available off-the-shelf tablet computers (e.g., iPad Pro, Samsung Galaxy Tab S4). Moreover, the system supports digitising pen strokes by placing a sheet of paper on the screen and aligning its position, which enables writing on paper, tablet or both simultaneously. This paper provides the following contributions:

- The design and fabrication process of the Hybrid Stylus by modifying an off-the-shelf active stylus.
- The results of a user study \( n = 12 \) evaluating interaction techniques (selected in elicitation study \( n = 6 \)) for manual alignment of paper position on the underlying tablet computer, needed for evaluating the stylus and demonstrating real use-cases.
- The results of a user study \( n = 12 \) performing qualitative and quantitative evaluation of our Hybrid Stylus specifically designed to evaluate user experience and stroke digitisation accuracy.
- Presentation of several prototypes demonstrating real world use-cases for the Hybrid Stylus.

The next section presents the related work in the field (Section 2) followed by the description of materials and methods (Section 3), and the description of three user studies and their results (Section 4). The paper concludes with a presentation of practical applications of our system (Section 5) and discussion (Section 6).

2. Background and Related Work

The following subsections present different technologies used in computer stylus pens to enable pen computing interfaces, approaches to digitise pen strokes made on paper, and approaches to track paper or other tangible objects in order to couple them with digital counterparts.

2.1. Computer Stylus Pens (or Styli)

Different types of computer stylus pens (or styli) exist that support pen computing interfaces [27]. The first types are the passive styli, which include a capacitive-type touch system (CTS) styli [28–30], and digital pens that further include Electromagnetic Resonance (EMR) styli (e.g., Samsung Galaxy Note 10 S-Pen (Samsung S-Pen: https://www.samsung.com/us/mobile/mobile-accessories/phones/galaxy-note10-s-pen-black-ejp970bbeugus/ (accessed on 31 August 2022))) [31,32] and Electrically Coupled Resonance (ECR) styli [32]. The second types are the active styli, also known as CTS active styli [30] (e.g., Apple Pencil (Apple pencil: https://support.apple.com/kb/SP786 (accessed on 31 August 2022))) or Microsoft Surface Pen (Microsoft Surface Pen: https://www.microsoft.com/en-us/d/surface-pen/92fp8q09qhxc?activetab=pivot:overviewtab (accessed on 31 August 2022)).

The main differences between the two types include the tracking method used and the battery integration. The CTS passive styli use electrostatic conduction, just like fingers on the touchscreen, and do not require any electronic component or battery. Active styli feature a digitising sensor on the pen tip that communicates with the display, whereas digital pens use EMR or ECR to communicate with an interactive display (e.g., Wacom creative pen displays (Wacom: https://www.wacom.com/en-ch/for-business/technologies/emr (accessed on 31 August 2022))) [33]. Besides tracking the location of a pen touching the screen, some devices are also capable of tracking the pressure and orientation (tilt) of the tip. For example, the Apple pencil is using a multiaxial force sensor, which enables three dimensional force estimation and is important for high fidelity stroke digitisation [34]. Such a feature is not available in C-type passive styli that use a larger and rounded tip for robust detection [27].

Due to the bulky tip of the CTS passive styli it is difficult to perform precise actions, while higher latency makes these pens less responsive compared to other technologies.
described. However, as such devices do not feature any electronics, they do not require battery power. Since digital pens work on the principle of EMR or ECR, they also do not require battery power. These pens feature inbuilt electronics charged through the magnetic field of a digitiser integrated in a touch-enabled display.

While the solutions presented are designed to enable users to enter information into digital electronic devices by writing on a screen, they are not capable of writing or leaving notable traces on paper. An open research question we explore in this paper is how to modify a digital pen so that it can be used both to write on paper as well as capture pen strokes on a digital device. The writing should be possible on both mediums at the same time when a paper is placed on a digital device, or individually on each medium separately. Existing solutions for digitising pen strokes on paper and their drawbacks are presented in the next subsection.

2.2. Digitising Strokes on Paper

Early solutions to digitise handwritten information on paper used either handheld scanners, cameras to capture video/pictures of handwritten information, or track pen movements. For example, ARIEL [35] and Video Mosaic [36] allowed users to scan or capture paper as well as project digital information over physical paper with a projection-based augmented reality (AR). DigitalDesk [23] and FACT [24] also featured cameras for capturing AR content of the digital projection together with paper documents on a desk and image recognition system in order to track pen movements and “read” content on paper. Similar systems called Mercel [37] and CamWorks [38] used a camera to capture physical paper together with an OCR software to digitise handwritten information that could be displayed on a digital document on a nearby computer display. Another approach proposed by Grbac et al. [39] was to use a mobile phone camera to digitise text highlights in close to real time and show them on an e-document displayed on a laptop computer. A more recent outside-in camera based digitisation system that offers sub-millimeter accuracy was proposed by Wu et al. [40]. All these solutions either require time to manually scan documents, require multiple devices (cameras, image recognition system, OCR and other software) to operate and are affected by cameras’ resolution and lightning conditions in users’ surroundings. In addition, users’ hands can affect projection and image recognition systems while covering content or distorting projection on the desk.

Another method to digitise pen strokes is to use an integrated camera into a pen. One of the earliest systems was PaperLink [25] that used a VideoPen prototype with a small mounted camera, which worked in a similar way as the systems described above. A commercial system using just a camera called eBeam was also released (eBeam smartpen: https://www.indiegogo.com/projects/ebeam-smartpen-the-last-pen-you’ll-ever-need#/ (accessed on 31 August 2022)). More sophisticated are the pens with a camera that tracks pre-printed hidden patterns on the paper. Examples of such pens include Neo smartpens (Neo smartpens: https://neosmartpen.com/product-lamy/ (accessed on 31 August 2022) and Anoto (Anoto pencil: https://www.anoto.com/ (accessed on 31 August 2022), Live-scribe: https://eu.livescribe.com/ (accessed on 31 August 2022)). Several prototypes tried to expand the capabilities of such pens.

Researchers have, for example, enabled paper-based documents to be transferred to and further edited on a digital whiteboard [41]. Some prototypes expanded pen capabilities with additional (gesture-based) commands by using another camera [14,42] or tabletop display [43] to capture finger and pen gestures. These gestures could initialise different actions such as linking documents, display menus, capture handwriting, etc. The CoScribe [43] and NiCE [44] systems also allowed users to collaboratively annotate, link and tag both printed and digital documents using physical documents as a proxy and visualising digitised information on a tabletop or whiteboard.

The PADD system allowed any digital document to be printed and annotated with a camera-based pen and digitised back to the original document [45]. PaperProof expanded this idea by converting pen operations and handwriting on a printed document to the
tracking changes functionality of a word processor on a computer [46]. Meanwhile, the Penbook used a tablet computer with a projector projecting digital information on a paper that could be coupled by handwritten information with a pen [47]. It has to be noted that all these solutions use a specially designed pen and paper as well as additional cameras in order to transfer handwritten information from the paper to a digital form on a device that is not necessarily under the paper. However, to the best of our knowledge, such pens are not capable of writing directly on the screen without physically replacing the ink-cartridge tip with a stylus tip.

2.3. Tracking and Identifying Tangible Objects

In this section, we look at how objects such as paper documents on the desktop can be tracked and identified. For a working prototype, the computer needs to “know” where the document is and which document users are working on in order to successfully couple (align, merge) the paper document to its digital counterpart and to correctly digitise stylus strokes. Identification and tracking or alignment are thus an integral part of a hybrid stylus concept and are reviewed hereafter.

Tracking of physical documents can be accomplished with a camera or multiple cameras, as used in the previous section. In order to “recognise” and track physical documents with a camera, special codes can be printed on the margins of the paper such as in PaperSpace [48] and DocuDesk [22]. These computer vision-based systems allowed users to locate paper copies of printed digital documents and retrieve their digital versions based on these codes. In addition, in the PaperSpace system, a set of instructions (annotate, open, link, email, information) could be printed in the margins of a physical document as well, which could be activated by system-recognised gestures on them (e.g., by selecting an email icon on the margin of a physical document resulted in attached digital counterpart to an email). Similar commands were demonstrated by the paper on the tabletop in the DocuDesk system.

Another possibility for identifying and tracking objects is to use electronic markers such as RFID tags or dedicated trackers such as the HTC Vive tracker (HTC Vive tracker https://www.vive.com/us/accessory/tracker3/ (accessed on 31 August 2022)). Such a system offers high quality tracking with high accuracy and low latency; however, due to the electrical components used, they are bulky and relatively high priced compared to the camera-based solutions.

An alternative to track physical objects are Passive Untouched Capacitive Widgets (PUCs) [49]. PUCs are devices that provide touch-like behaviours on capacitive multi-touch displays. In essence, they function as an electrical conductor between the user and the touch surface by grounding the widget marker and can be distinguished by using various sizes of rounded pads. Persistently Trackable Tangibles on Capacitive Multi-Touch Displays (PERCs) are an evolution of PUCs that overcome the limitation PUCs by (i) adding the system to determine which tangibles are currently placed on an interactive surface and whether they are being touched or not, (ii) making each PERC unique, and (iii) adding the ability to detect the exact position and orientation of each tangible. These enhancements were achieved by adding a field sensor, a light sensor, a micro controller and a Bluetooth element into a PUC widget [50]. Both camera-based computer vision systems and PUCs/PERCs require dedicated hardware and complex setups to achieve tracking.

For evaluating and demonstrating the Hybrid Stylus concept, these tracking and identification techniques were too complex. We decided to design and evaluate a simple and user-friendly manual alignment of paper position on the underlying tablet computer. For the purpose of the concept, identification of documents could also be done manually (selected by clicking on the appropriate button on a touchscreen). One idea to align the paper is to use simple stroke actions over the paper using a stylus. Existing hand gesture classifications are presented in the next subsection.
2.4. Hand Gesture Classification

Capacitive and resistive touchscreens are commonly used for detecting gestures and can enable a variety of interactions from issuing commands to software [51] and 3D object manipulation [52], to physical therapy [53,54], to name a few. There are also prototypes that enable designers to define and evaluate their own newly created gestures [55].

Gestures are commonly captured as a time-series of 2D points detected on a touchscreen surface. These data are then processed by various gesture recognisers such as G-Gene [56], IFTL [57], $Q$ [58], and $P$ [59]. These recognisers rely on the historical Rotate-Scale-Translate (RST) paradigm [60] that is still a common method used to date. The paradigms uses the parameters captured from two or more reference points to ensure the invariance of the “rotation (relying on angular data), scaling (based on length ratio), and translation (linked to the barycenter of the translation)” [61], which is needed for a captured gesture to be successfully compared to a reference gesture.

However, the RTS paradigm is not convenient when it comes to more complex gesture-based operations, such as editing, cutting, copying, pasting, deforming, and composing gestures [62]. Researchers have introduced other model-based approaches to address this issue such as Bézier curves and surfaces [63] or B-Splines [62] and others. However, these approaches are resource consuming and complex to understand, design, and develop. Recent approaches use, for example, Bézier curves to represent, store, and manipulate touch-surface multi-stroke gestures, but in addition, provide a higher level of abstraction, as used in the RTS paradigm [61].

Machine learning algorithms are also commonly used for handwriting recognition even when a low amount of pixels is available [64] or for authenticating users [65]. However, such an approach usually requires large datasets. Nevertheless, machine learning algorithms enabling lightweight computation also exists [53]. This limitation can be also mitigated through the use of kinematic theory, which is capable of generating synthetic human-like gestures [66,67]. Another approach is to utilise different input signals such as electromyography-based gesture recognition systems [54].

Using Bézier curves or B-Splines, one can create accurate stroke descriptors that can be used to create a simple gesture detection system. This approach was followed in this research for the implementation of the manual alignment of paper position on the tablet screen.

2.5. Unexplored Areas

To the best of our knowledge, a hybrid stylus capable of writing on and interacting with paper and touchscreen at the same time does not exist. We thus decided to investigate the possibility of developing an active stylus pen that could be used for writing on paper while preserving the richness of interaction of an active stylus pen with touchscreens. In addition, the writing should be possible on both mediums at the same time when a paper is placed on a digital device.

In order to evaluate a hybrid stylus and demonstrate its use-cases, we had to explore how to align paper with its digital counterpart on a touch screen when a paper is placed on the tabletop or tablet computers in order to capture handwriting on both mediums. As mentioned above, several systems supporting paper tracking exist using cameras or specially developed electronics. However, we wanted to explore a possibility to build such a tool using off-the-shelf hardware and modify it in such a way that any person could replicate it.

3. Materials and Methods

We designed and fabricated a hybrid stylus capable of writing and drawing both on the paper, tablet screen or both at the same time. In order to evaluate the feasibility of the proposed system, we conducted three user studies. The first one was the elicitation study for selecting preferable stroke action for the alignment of paper position on a tablet screen. The other two user studies Study A and B evaluated (i) stroke actions that were selected in
the elicitation study, and (ii) the Hybrid Stylus usability. The following subsections present the design and fabrication of the Hybrid Stylus, apparatus used, participant sampling, and statistical methods.

3.1. The Design and Fabrication of the Hybrid Stylus

The overall objective was to fabricate the tip of an active stylus pen so that it would be capable of writing on paper, tablet screen, or simultaneously on both mediums, while still preserving all properties of an active pen while interacting with the tablet. Moreover, we aimed to deliver a low cost long-lasting drawing and writing solution that would be based on the existing active stylus pen, such as Apple Pencil or Microsoft Surface Pen.

The Hybrid Stylus was designed through an iterative process, taking the 2nd generation Apple Pencil as the basis. Using SolidWorks Computer Aided Design (CAD) software, we designed, modelled, and 3D printed several different adapters for mounting an alternative (pen) tip on the stylus. We converged to two adapter designs. The first one was a double pen adapter designed to hold an additional pen in close proximity to the stylus (Figure 2a). This design required writing on paper using two contact points, which raised some usability issues. The second was a hybrid tip design, in which we extended the tip of the stylus with extension tips (Figure 2b) fabricated from various materials.

Figure 2. (a) Double pen adapter design. (b) Final design of the Hybrid Stylus.

We experimented with pen tips made of classical pencil lead, ball pen nib, marker nib, and infinite pencil tip (Ainiv Everlasting Pencil is made of a graphite material similar to https://theinfinitypencil.com/ (accessed on 31 August 2022)). We identified that the infinite pencil tip made from a proprietary metal alloy (usually consisting of lead, silver, copper, and/or gold) was the most suitable due to its favourable electromagnetic properties (e.g., high conductivity), as well as relatively high hardness and elevated wear resistance. These properties enable an extended lifetime of the tip and offer a good writing and drawing experience on various materials, such as paper, similarly to pencil. Furthermore, the high hardness of the extension tip allowed us to use the pencil directly on the tablet without leaving a trace on the screen. The experimentation also revealed that the good electrical connection between the stylus tip and the infinite pencil tip must be assured (marked in Figure 2b). To achieve this, we designed and 3D printed an adapter that has a tight fit with the smart pen. The extension tip is then screwed into the adapter, forming a tight contact ensuring good electrical connection.
The mechanical arrangement of the inserted extension tip did not affect the force sensing capacity, particularly in the axial direction. However, the modification of the original smart pencil’s geometrical configuration altered its capacitance profile as well as other dielectric characteristics of the mutual capacitive touch system (touchscreen-stylus couple). As the relative positions of the tip and ring electrodes (measured from the surface of the touchscreen) increased, such a set-up resulted in the improper sensing of the stylus position and tilt, as well as in the generation of random ghost stroke events. This was a result of the improper interpretation of acquired signals by the controlling software due to distorted capacitance variations between electrodes after stylus modification [27]. It is possible to reconfigure the software setting to compensate for altered capacitance fingerprinting; however, such a solution is highly problematic, as it requires low level driver access, which is commonly not available in off-the-shelf stylus systems. Proceeding using this approach would thus greatly limit the broad adaptation of our solution. Conversely, we tried to mitigate this problem by introducing an aluminium foil shield placed around the infinite pen tip. This resulted in a highly effective electrical shielding when the metal was in contact with the users’ skin (finger tips holding the stylus). In that case, the capacitance profile of the Hybrid Stylus matched the original device characteristics, thus enabling the (optimal) stylus operation. It should also be mentioned that the optimal performance was noticed when the distance of the aluminium shield to the touchscreen was between 6 and 9 mm, assuming a 12 mm diameter of the shield.

The final configuration of the Hybrid Stylus is presented in Figure 2b, as well as the video figure that is part of supplementary material. The informal experimentation revealed that the handling sensation/experience was nearly identical as with the not-enhanced smart pen. Hand or palm resting was not a problem, as the iPad features an excellent palm filtering system already, which worked without problems even when the paper was placed on top of the tablet computer. The new tip did also not create ghost marks on the tablet computer screen when hovering with the pen at various heights. The comparison of interaction techniques can be observed in Table 1. All interaction techniques were comparable between both styli, except for the pressure sensitivity that supports, for example, changing the thickness of the stroke while drawing. Since this feature was not needed for our experiments, the current capabilities of the stylus allowed us to proceed with a formal evaluation of the concept.

Table 1. The Hybrid Stylus keeps all features of an Apple Pencil but one—the pressure sensitivity, which maintains a constant force in our device.

| Interaction Technique | Finger | Apple Pencil | Hybrid Stylus |
|-----------------------|--------|--------------|---------------|
| touch                 | Yes    | Yes          | Yes           |
| presses               | Yes    | Yes          | Yes           |
| gestures              | Yes    | Yes          | Yes           |
| 3D force              | Yes    | Yes          | Yes           |
| double tap            | No     | Yes          | Yes           |

3.2. Apparatus

Our testing rig (Figure 3) consisted of a desk, chair, tablet computer, laptop computer, and a motion capture system with five infrared cameras (Optitrack Prime 13W cameras were used: https://optitrack.com/cameras/prime-13w/ (accessed on 31 August 2022)). The tablet computer used was an iPad Pro 3rd generation with the screen resolution 2732 × 2048 pixels, pixel density of 264 pixels-per-inch, and iOS operating system. It was placed on the desk at a predefined position that was aligned with the origin and coordinates of the motion capture system.
In Studies A and B, we placed a Copying Paper Papyrus of 80 g/m² on the tablet computer to complete the tasks with the Hybrid Stylus. The tasks are explained in Sections 4.2 and 4.3. All software was developed using the PencilKit framework (PencilKit documentation: https://developer.apple.com/documentation/pencilkit (accessed on 31 August 2022)) in Apple Xcode (Swift 5, iOS 15.4 SDK) and deployed to an iPad Pro 3rd generation with the 2nd generation Apple Pencil. For detecting stroke actions (e.g., to align paper position) we used the PencilKit's cubic B-spline control points (PKStrokePath documentation: https://developer.apple.com/documentation/pencilkit/pkstrokepath (accessed on 31 August 2022)).

3.3. Participants

We recruited students and employees from the university to participate in the study using convenience sampling. In the elicitation study, 6 participants participated (20–44 years old, 2 females). For Studies A and B, we recruited 12 participants (18–39 years old, 4 females). None of the participants had any precondition that would affect their ability of handwriting or drawing and all but one participant were right-handed. All participants demonstrated interest in using the system for digitising handwriting on a physical paper and said to have experience using mobile phones and tables.

3.4. Statistical Analysis

Unless specified differently, the statistical analysis of Study A was carried out using the paired sample t-test. Calculations were conducted using base functions in R software on aggregated data. We indicate effect sizes whenever feasible and report our results by stating p values and 95% confidence intervals. Data that did not follow a normal distribution (Shapiro-Wilk normality test) were log-transformed for positive skewness. In the case of Study B, we make a descriptive analysis of collected data reporting ratios.

4. User Studies

In the following subsections, we describe the three studies conducted and present the results. The first is the elicitation study to select the preferable stroke action for the alignment of paper position on a tablet screen. Study A was conducted to perform qualitative and quantitative evaluation of stroke actions, whilst Study B was performed to evaluate the usability of the Hybrid Stylus for writing and drawing on the paper and tablet computer.
4.1. Elicitation Study: Selecting Preferable Stroke Actions for Alignment of Paper Position on a Tablet Screen

To successfully digitise information written on a physical paper, the paper position needs to be known in order to overlap it with the digital counterpart on the tablet screen. To align the position of the paper on a tablet screen, we designed a user-friendly interaction technique based on two target markers printed on the paper on which participants would perform a desired stroke action using our Hybrid Stylus. This action would generate two point correspondences between the paper and a tablet screen, providing sufficient information for calculating the exact paper position.

Participants were presented with a worksheet placed on the top of the tablet screen and asked what gesture they would most likely make with a stylus to instruct the system of the exact location of the paper. We repeated the question two more times by asking for the second and third most likely gesture, which resulted in 18 responses (6 participants \( \times \) 3 trials). As can be observed in Figure 4a, 66% of participants used crosses as preferred stroke action, followed by 33% of participants who used dots. Interestingly, no other stroke was used as a first selection. When aggregating all responses (Figure 4b) the cross and the dot were each preferred in nearly a third of all cases, whereas other stroke actions, such as stars, squares, circles and lines were attributed to smaller percentages. For this reason, we used the dot and cross stroke actions as two strokes over target markers for Study A, as presented in the following section.

Figure 4. (a) Result of the first response to the question: What gesture would you most likely make with a stylus to instruct the system of the exact location of the paper on a tablet screen? (b) Aggregated results for all three responses.

4.2. Study A: Evaluation of Stroke Actions for Alignment of Paper Position on a Tablet Screen

In this study, we evaluated whether it is possible to align paper position on the tablet screen with enough accuracy. We used two A5 size papers, one for each condition (see Figure 5a). On each paper, we placed a constellation of four IR-markers to precisely track the position of the paper using infrared cameras. In one condition, the paper had two target markers (TM1 & TM2) with a visual hint in the form of a cross, and participants were asked to perform a cross gesture over target markers with the Hybrid Stylus to align the paper position. In the other condition, the two target markers had a visual hint in the form of a dot and participants were asked to perform a dot gesture (tap on the dot) to align paper position. The cross and the dot were presented in red as a visual hint participants had to follow. The visual hint also included the red dot of \( r = 0.56 \text{ mm} \) printed in the middle, hereafter called the Spawning Anchor Printed Reference (SAPR).
Figure 5. (a) A5 size paper used in Study A with two target markers (TM1 & TM2). Participants had to perform a stroke action over these markers to align paper position. One paper had both target markers presented as a cross and the other as a dot. (b) Worksheet used in Study B with drawing, signing and writing tasks to evaluate the usability of the Hybrid Stylus as a regular pen.

In both conditions, participants first performed the stroke starting with the left target marker (TM1) followed by the right target marker (TM2). They were also asked to follow the red visual hint on the target marker as precisely as possible, making sure the Hybrid Stylus passed throughout the centre over SAPR. Each participant completed 80 stroke actions (20 [trials] × 2 [strokes] × 2 [target markers]). The trail of the graphite left by the Hybrid Stylus was erased after every fifth repetition. We used new papers for each user. In order to balance the experiment, we alternated the order of stroke action types. Lastly, participants were asked to choose the preferred stroke action.

The variables measured in Study A were:

- **Task completion time.** Defined as the time taken by each participant to complete each trial.
- **Position error.** The distance between SAPR on the paper (measured with the motion capture system) and the centroid of the stroke action on a tablet screen. In case of the dot stroke actions, we used the initial touch point as the centroid (i.e., the first point detected as the stylus touched the paper/screen). For the cross gesture, we calculated the intersection of two strokes (i.e., the strokes were generated as the stylus touched the paper/screen) and if no intersection was found, participants were required to repeat the procedure.
- **Angle error.** The difference between the angle of paper rotation measured by the motion capture system and the angle calculated from the centroids of two stroke actions (on TM1 and TM2) performed on a tablet screen.

Results

All participants managed to complete the study successfully and the vast majority (75%) preferred the dot stroke action as seen in Figure 6e. The homogeneity of variance (Levene) failed for the *Task completion time* variable; therefore, we performed a paired *t*-test of unequal variances. The results demonstrated a significant effect of stroke action (*t*(11) = 5.48, *p* < 0.001, *Cohen’s d* = 0.45, *conf. int.* = [1.05, 2.46]), where the dot outperformed the cross stroke action (Figure 6a).
When analysing the Positioning error of TM1, a significant effect of the stroke action was found ($t(11) = 2.26, p = 0.044$, Cohen’s $d = 0.8$, conf. int. = [0.007, 0.536]). The dot stroke action again performed better ($x = 0.51$; Figure 6b). No significant effect was found when analysing accuracy of TM2 ($t(11) = 1.13, p = 0.28$, Cohen’s $d = 2.0$, conf. int. = [−0.102, 0.319]). No significant effect was also found for the Angle error ($t(11) = 1.91, p = 0.08$, Cohen’s $d = 0.19$, conf. int. = [−0.011, 0.167]) Figure 6c).

Figure 6. (a) Task completion time. (b) Position error for target marker 1 (TM1). (c) Position error for target marker 2 (TM2). (d) Angle error. (e) Preferred stroke action.

4.3. Study B: Evaluation of the Hybrid Stylus Usability for Writing and Drawing on Paper

In this study, we conducted a qualitative and quantitative evaluation of the Hybrid Stylus focusing on simultaneous drawing and handwriting on paper and tablet. A worksheet paper of 190 mm × 230 mm in size with no IR-markers (Figure 5b) was placed on top of the tablet screen and participants were asked to fill it in using the Hybrid Stylus. The instructions for the corresponding task were printed on the paper. Participants were first asked to draw three different shapes (i.e., a circle, a square, and a triangle) within the designated areas on the worksheet. This was repeated three times. Afterwards, participants were asked to sign their name and write it in small and capital letters. This was again repeated three times. While drawing using the Hybrid Stylus, participants were instructed to hold it in a way that they touch the aluminium shield. If they held the stylus differently, the experimenter reminded them how to hold the stylus. After completing the worksheet, participants were shown a digital counterpart of their worksheet on the tablet screen. After inspecting it, they were asked the following questions: (i) Q1: Was it hard to write, sign, or draw on paper with the Hybrid Stylus?; (ii) Q2: Are you satisfied with the digital counterpart of your writing, signature, and drawing? They could respond by selecting one of the three options: Yes, No, and I do not know.

After participants finished both Study A and Study B, they were asked to complete two standard questionnaires: (i) the System Usability Scale (SUS) [68] and (ii) the longer version of the User Experience Questionnaire (UEQ) [69,70]. Both questionnaires are common tools to measure the usability and user experience (e.g., [71,72]). Lastly, participants were asked an open question about their general opinion about the system.

Results

All but one participant managed to complete the study successfully. The pen did not work properly for one participant as she accidentally switched the pen mode to eraser. We only report data of 11 participants in this section.

Quantitative results. We quantified the quality of stroke digitisation by analysing the amount of missing strokes and ghost strokes—strokes that were added in error. The analysis was conducted by comparing a scanned worksheet (scanned on the Canon iR-ADV C5035 with 600 dpi colour scan in a lossless format) with the digital counterpart captured
on the tablet computer (see Figure 7), where the amount was measured in the number of pixels of which each stroke consisted.

![Figure 7](image)

**Figure 7.** Visual representation of the procedure for image analysis. (a) Two examples of paper worksheets and their digital counterparts from two participants, together with differences between the two mediums. (b) Aggregated representation of missing and added strokes of all participants.

For the missing pixels’ calculation, we manually aligned the scanned worksheet image using the digital counterpart as the baseline. Next, we converted both images to a binary form and performed an absolute image subtraction. The subtracted image was then used to calculate ratios of missing pixels (missing strokes). To obtain the number of ghost strokes, we followed the same procedure, but used the scanned image as a baseline instead.

The results demonstrate a low amount of missing strokes ($\bar{x} = 1.374\%$ and $\sigma = 2.248$), as well as a low percentage of ghost strokes ($\bar{x} = 1.151\%$ and $\sigma = 1.05$). The $t$-test of unequal variance showed the two values are not significantly different ($t_{(10)} = 0.312, p = 0.7615, \text{Cohen's } d = 0.12, \text{conf.int.} = [-0.013, 0.018]$). The distribution of ghost strokes (Figure 8b) and missing strokes (Figure 8c) shows that missing strokes have a higher deviation (mostly generated by four participants) compared to ghost strokes (seven participants).

![Figure 8](image)

**Figure 8.** (a) Overall quantitative analysis for added and missing strokes. (b) Quantitative analysis of added strokes by participants. (c) Quantitative analysis of missing strokes by user. (d) User preference (Q1: Was it hard to write, sign or draw? Q2: Are you satisfied with the digital counterpart of your writing, signature, and drawing?).
Qualitative results. The results in Figure 8d show that a vast majority of participants did not find it hard to draw/sign/write (Q1) using the *Hybrid Stylus* (92%, 92%, and 83% respectively). Figure 8d also shows that the majority of participants were happy with drawing/signing/writing (Q2) (92%, 100%, and 92% respectively). Despite errors detected in quantitative evaluation, these results suggest that the quality of stroke digitisation was still adequate.

The results in Figure 9a show that SUS score is substantially higher than the average score of 68.8 ($\bar{x} = 81.4; \sigma = 12.0$). This suggests that the proposed system offers substantially higher usability compared to an average system. Based on the standard interpretation of the UEQ scale, where values higher than 0.8 present a good score, our *Hybrid Stylus* demonstrated positive results for all dimensions (see Figure 9b). Attractiveness ($\bar{x} = 1.833, \sigma = 1.15$) and Pragmatic Qualities [Perspicuity ($\bar{x} = 2.729, \sigma = 0.35$), Efficiency ($\bar{x} = 2.042, \sigma = 1.11$) and Dependability ($\bar{x} = 2.042, \sigma = 0.60$)] received the highest scores. This is correlated to (i) the short learning curve, (ii) previous experience with tablet computers and stylus, and (iii) participants’ familiarity with pencil and paper. Despite good scores for Hedonic Qualities [Simulation ($\bar{x} = 1.500, \sigma = 1.56$), and Novelty ($\bar{x} = 1.313, \sigma = 1.01$)], this result needs to be taken lightly, as the system was not demonstrated or used in a real world scenario/application.

Finally, during informal interviews, participants mentioned that they enjoyed the experience of writing directly on paper and seeing their notes captured on a tablet computer. They also mentioned that usually they do not feel comfortable writing or drawing directly on a tablet screen and they found our approach interesting.

**Figure 9.** (a) Graphical representations of the System Usability Scale (SUS) Questionnaire (SUS: https://www.usability.gov/how-to-and-tools/methods/system-usability-scale.html (accessed on 31 August 2022)). (b) Overall results of the User Experience Questionnaire UEQ (long version) (UEQ: https://www.ueq-online.org/ (accessed on 31 August 2022)).

5. Practical Applications of the *Hybrid Stylus*

We designed and developed three use-case prototypes that demonstrate the possibilities of our *Hybrid Stylus*. The application (developed as described in Section 3.2), renders digital counterparts (i.e., the form and the blueprint) as raster graphics on top of which a canvas layer with pen strokes is added. For demonstrative purposes, the prototypes also feature manual paper identification by selecting an appropriate button on the top of the screen. Automatic continuous paper tracking, automatic paper identification, and use of editable digital documents go beyond the scope of the paper.

We focus on novel use-cases, where simultaneous drawing and handwriting on paper and a tablet computer is useful and needed. The use-cases are: form filling, writing sticky notes, and annotating blueprints. They are described in the following text and a video figure that is available as supplementary material.
5.1. Form Filling

Forms, such as visa applications, medical diagnoses, or checklists are common in all segments of our society. We show one such form in Figure 10. Users can place the form on the tablet screen and align its position by performing stroke actions over printed target markers. When the position is aligned, the application places a digital counterpart of the physical form exactly below the paper. By doing so we enable users to input the required information synchronously on paper and the tablet computer.

![Figure 10. Form filling use-case.](image)

5.2. Writing Sticky Notes

Using sticky notes is a popular way to externalise ephemeral information and/or quickly write down reminders. However, users tend to lose, misplace or misshape such notes so information can get lost. Our prototype (Figure 11) enables users to simultaneously generate digital and physical sticky notes. As such, the physical sticky note maintains its original affordances whilst the digital copy makes it more difficult to lose such information.

![Figure 11. Sticky notes use-case.](image)

5.3. Annotating Blueprints

At construction sites, architects and builders need to agree on solutions to problems that arise during construction. This usually requires immediate action and happens in the context of a building site by drawing solutions and annotations on paper blueprints. However, these blueprints are held at the construction site, which makes it difficult to synchronise digital versions of the blueprints with the new up-to-date information added on paper. Blueprint annotation prototype (Figure 12) attempts to resolve this problem by enabling the architects and builders to annotate the blueprints by sketching and writing directly on the blueprint whilst the annotations are simultaneously also digitised. After the annotations are made, the hard copy can be given to builders whilst the architects keep the digital counterpart, which can be archived in the cloud.

![Figure 12. Blueprint annotation use-case.](image)
The same idea can be expanded to any printed document one wishes to annotate. For example, one can annotate a research paper while annotations are directly stored in the digital counterpart. Moreover, to showcase these examples, we used a tablet computer, but any horizontal interactive touchscreen such as a large tabletop or surface computer can be used. When a paper document is placed on such a screen, it merges into the surrounding context and the ecosystem of the underlying digital interface, as presented in Figure 1. In such an ecosystem, the Hybrid Stylus provides the benefit of concurrently interacting with both mediums using one tool only.

6. Discussion

We organise this discussion around the findings of our experimentation process. Hereafter, we list a series of subsections where we try to address specific issues related to the Hybrid Stylus.

6.1. Why Is a Dot Better than a Cross?

In the elicitation study, we tried to identify an easy-to-use method for aligning the position of a paper on a tablet display by asking participants to use a pen stroke of their choice. The alignment of the paper position was needed for a fully working prototype. All participants suggested either a cross (66.7%) or a dot (33.3%) stroke action as their first response. Interestingly, the percentage was reversed in Study A, where participants actually needed to use these stroke actions to align the paper position and where the dot stroke action was preferred by 75% of participants. We hypothesise that participants realised they are much faster aligning paper position using the dot stroke action, and thus preferred it over the cross stroke action.

Study A also revealed that participants are quicker and more accurate while performing the dot stroke action. When comparing the positional error (the distance between the centroid on the paper and the screen) between the dot and cross stroke actions at each target marker, the cross stroke action contributed to more errors at both markers but a significant difference was only detected for the target marker 1 (TM1). When comparing the positional error between target markers for each stroke action separately, the results also demonstrate that for each stroke action, participants had bigger positional error at TM1, although the difference is again bigger for the cross stroke action. The biggest error at TM1 can be attributed to our baseline measuring system that logs the paper position only once when the stroke action at TM2 is performed. However, participants have most probably accidentally moved the paper before completing the stroke action at TM2 and the centroids for TM1 moved further apart. The biggest error for cross stroke action can be attributed to its complexity, since the cross stroke action consists of two longer strokes compared to the dot.

Nevertheless, our paper position alignment technique worked well enough for evaluating our Hybrid Stylus prototype and to demonstrate three use-cases. However, it also has some drawbacks, since it is not actively tracking paper position. Solutions presented in Section 2.3, their combination, or even novel techniques (see Section 6.4 for our proposal) can be implemented for active tracking and identification.
6.2. The Quality of Stroke Digitisation

To the best of our knowledge, no previous accuracy evaluation of pen stroke digitisation for alternative systems such as Anoto or CoScribe digital pens exists. However, we can still conclude that the proposed system offers digitisation of sufficient quality based on the results of Study B: (i) the majority of participants were satisfied with their stroke digitisation quality when writing, signing, or drawing; (ii) the SUS score is high above average; and (iii) the UEQ scores show high pragmatic qualities, and a good overall user experience score.

However, we still observed some shortcomings of our Hybrid Stylus. For some users, digitisation errors occurred in the form of missing and ghost strokes. Several reasons might be the cause for this. Some information might have been lost in the process of scanning. However, we scanned the paper at the highest possible dpi in a lossless format. Another reason might be the speed with which participants completed the tasks. However, observations demonstrated that errors occurred even for slower participants. The most probable reason is the way some users held the pen. The digitisation errors occurred when the pen was tilted at a sharp angle. This brought the aluminium shield to a close proximity of the tablet screen, which interfered with the stylus tip detecting its position. We also observed more errors when participants held the stylus without touching the aluminium shield. This happened despite the fact that participants were instructed to hold the pen in a way to also touch the aluminium shield. In the future, alternative shield designs should be explored to mitigate the tilt problem and the problem of not touching the shield. For example, the aluminium shield should be expanded to cover the entire stylus holding area, while the part closer to the screen should be adapted (e.g., cone-shaped). The aluminium could be even integrated in the adapter to mitigate the tilt problem with just parts of it being exposed on the surface (e.g., in a polka dot or ring pattern) where the stylus is held. Whatever the modifications, the ergonomics of the stylus should be considered.

Some errors were also observed with very quick stroke actions, such as signatures. It is not clear if these errors were caused by the modifications that were made to the active stylus or are the limitations of the stylus per-se. Despite the majority of participants in our study being happy with their digitised signatures, this should be explored in more detail within further studies. These could compare digitisation performance (e.g., missing strokes) of our Hybrid Stylus tip and other existing hybrid stylus solutions, such as Anoto digital pen.

6.3. Lessons Learnt

Through the design process of the hybrid smart pen, several lessons were learnt. For instance, the observations demonstrated that the shield is required for the system to operate as expected, and that its size, shape, and position play a very important role in how well the system performs. In particular, the distance between the extension tip end and the shield is instrumental. This distance was set to nine millimetres (9 mm) in the final prototype and was defined through iterative experimentation with the shield position. Furthermore, the spacing between the extension tip core and the shield also significantly affects the performance. In our system, the diameter of the shield is 9 mm, creating a 3 mm gap between the extension tip core and the shield.

The Double pen design (see Figure 2a) makes the stylus heavier, which might affect prolonged usage as well as the pen’s ergonomics. Furthermore, as the stylus uses two tips that are placed at very close proximity, it limits how it can be held and forces the user to maintain the tilt angle. However, it offers the unique flexibility of using any pen or pencil the user has available. In our final design, these shortcomings are overcome as we replace the second pen or pencil by extending the tip of the stylus with an infinite graphite nib (see Figure 2b).
6.4. Further Improvements of the Hybrid Stylus

Besides the already mentioned redesign of the aluminium shield, there are several other possibilities to further improve the Hybrid Stylus. One example is expanding the functionality of a hybrid stylus with an eraser. Using the right combination of materials, it should be possible to modify the top of the active stylus for simultaneously erasing both content on the paper as well as content on the touchscreen. Another feature to consider would be the design of tips that would be easily changed, supporting multiple colour drawing. Moreover, future studies should experiment with different tip (nib) diameters to explore their effect on usability and stylus performance. One way to identify a particular mounted tip (and its colour) could be conducted through integration of this information within the tip changing process.

The functionality of the stylus could also be enhanced by gaining access to the stylus driver, which would enable us to re-calibrate the modified stylus or even attempt to automatically identify the mounted tip using built-in sensors. Access to the driver would also allow exploration of alternative ghost touch algorithms for the minimisation of stroke errors. Finally, since we modified the stylus, its ergonomic properties have probably been affected. As mentioned earlier, for a market-ready product, ergonomics should be taken into account. We could integrate various sensors to compare its usage to usage of the classic stylus as well as enable extra functionalities [73].

Furthermore, the current version expects the paper to be still after aligning its position. In the current system, the paper is not attached in any way to the tablet computer, which introduces some usability issues, especially in mobile contexts. This issue could be addressed by designing mechanical solutions for attaching paper to the tablet computer with, for example, paper adhesives or clips. Or even better, with an alternative method for actively tracking paper on the tablet screen. Future research could, for example, focus on investigating how this could be achieved by using the underlying capacitive sensing capabilities of a touchscreen. Finally, a robust and user-friendly document identification technique would greatly expand the usefulness of the proposed system, especially if a scalable solution to a large number of documents could be uncovered.

6.5. Study Limitations

The studies have a relatively small sample size. However, as the standard deviation within the captured data is small, we believe the results are still valuable. When evaluating stroke digitisation, we only focus on position, ignoring the tilt and pressure functions. In the future, this should be studied in more detail.

7. Conclusions

The distinct properties and affordances of paper provide benefits that enabled paper to maintain an important role in the digital age. This is so much so, that pen–paper interaction has been imitated in the digital domain with touchscreens and styli. Despite lacking paper affordances and relying on hardware, software, and power supply, digital documents also possess several advantages that are not available in the physical space, such as editing, copying, and sharing over the internet. It is thus not surprising that a plethora of ideas for merging the two mediums have been proposed, developed, and studied in academia and industry. In this paper, we present the design, fabrication, and evaluation of such an idea – a new prototype called the Hybrid Stylus that can write on a physical paper, tablet screen as well as on both surfaces at the same time.

To achieve this, we designed and fabricated the adapter that enables us to attach an infinity pencil tip (nib) made of graphite to an active stylus. The tip acts as a normal pencil and maintains all conductive properties of an active stylus. The Hybrid Stylus thus presents a low-cost alternative to handwriting digitisation using modified off-the-shelf hardware. The evaluation through two user studies demonstrated that the system achieves almost perfect digitisation of strokes (98.6% of strokes correctly registered and only 1.2% of ghost
strokes), while it maintains excellent user experience of writing with a pencil on the paper (SUS score = 81.4).

This research opens up several directions for future exploration, such as how to expand the functionality of a hybrid stylus (e.g., eraser that can remove content form the paper document and its digital counterpart; replaceable tips to support multi colour drawing and writing on both mediums; introducing novel paper identification methods; active tracking solutions) and various improvement methods for better stroke registration, such as pen tip calibration, and better ghost strokes detection through low level access to stylus and tablet drivers.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/s22187058/s1, Video S1: The Hybrid Stylus.

Author Contributions: Conceptualization, C.C., J.S., M.K. and K.ˇC.P.; Data curation, C.C. and K.ˇC.P.; Formal analysis, C.C., J.S. and K.ˇC.P.; Funding acquisition, M.K. and K.ˇC.P.; Investigation, C.C., J.S., M.K. and K.ˇC.P.; Methodology, C.C., J.S., M.K. and K.ˇC.P.; Resources, M.K. and K.ˇC.P.; Software, C.C.; Supervision, J.S., M.K. and K.ˇC.P.; Validation, J.S.; Visualization, C.C., M.K. and K.ˇC.P.; Writing—original draft, C.C., M.K. and K.ˇC.P.; Writing—review & editing, C.C., M.K. and K.ˇC.P. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Slovenian Research Agency, grant number P1-0383, J1-9186, J1-1715; J5-1796, and J1-1692, and European Commission, InnoRenew CoE project (Grant Agreement 739574) under the Horizon2020 Widespread-Teaming.

Institutional Review Board Statement: The study was conducted in accordance with the Declaration of Helsinki. This was a non-invasive study with no risk to participants.

Informed Consent Statement: Informed consent was obtained from all participants involved in the study. Participants were given a thorough explanation of the study and the possibility to withdraw at any time.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Sellen, A.J.; Harper, R.H. The Myth of the Paperless Office; MIT Press: Cambridge, MA, USA, 2003.
2. Steimle, J. Pen-and-Paper User Interfaces: Integrating Printed and Digital Documents, 1st ed.; Springer: Berlin/Heidelberg, Germany, 2012; p. 192. [CrossRef]
3. Luff, P.; Adams, G.; Bock, W.; Drazin, A.; Frohlich, D.; Heath, C.; Herdman, P.; King, H.; Linketscher, N.; Murphy, R.; et al. Augmented Paper: Developing Relationships Between Digital Content and Paper. In The Disappearing Computer: Interaction Design, System Infrastructures and Applications for Smart Environments; Streitz, N., Kameas, A., Mavrommati, I., Eds.; Springer: Berlin/Heidelberg, Germany, 2007; pp. 275–297. [CrossRef]
4. Luff, P.; Heath, C.; Norrie, M.; Signer, B.; Herdman, P. Only Touching the Surface: Creating Affinities between Digital Content and Paper. In Proceedings of the 2004 ACM Conference on Computer Supported Cooperative Work, Chicago, IL, USA, 6–10 November 2004; Association for Computing Machinery: New York, NY, USA, 2004; pp. 523–532. [CrossRef]
5. Prieto, L.P.; Wen, Y.; Caballero, D.; Dillenbourg, P. Review of augmented paper systems in education: An orchestration perspective. J. Educ. Technol. Soc. 2014, 17, 169–185.
6. Whittaker, S.; Hirschberg, J. The character, value, and management of personal paper archives. ACM Trans. Comput.-Hum. Interact. (TOCHI) 2001, 8, 150–170. [CrossRef]
7. Jones, W. The future of personal information management, part I: Our information, always and forever. Synth. Lect. Inf. Concepts Retr. Serv. 2012, 4, 1–125.
8. Malone, T.W. How do people organize their desks? Implications for the design of office information systems. ACM Trans. Inf. Syst. (TOIS) 1983, 1, 99–112. [CrossRef]
9. Alon, L.; Hardof-Jaffe, S.; Nachmias, R. How Knowledge Workers Manage Their Personal Information Spaces: Perceptions, Challenges and High-Level Strategies. Interact. Comput. 2019, 31, 303–316. [CrossRef]
10. Han, F.; Cheng, Y.; Strachan, M.; Ma, X. Hybrid Paper-Digital Interfaces: A Systematic Literature Review. In Proceedings of the Designing Interactive Systems Conference 2021, Virtual, 28 June–2 July 2021; Association for Computing Machinery: New York, NY, USA, 2021; pp. 1087–1100. [CrossRef]
11. Alhumaidan, H.; Lo, K.P.Y.; Selby, A. Co-designing with children a collaborative augmented reality book based on a primary school textbook. Int. J. Child-Comput. Interact. 2018, 15, 24–36. [CrossRef]
12. Kljun, M.; Pucihar, K.Č.; Alexander, J.; Weerasinghe, M.; Campos, C.; Ducasse, J.; Kopanic, B.; Grubert, J.; Coulton, P.; Čelar, M. Augmentation Not Duplication: Considerations for the Design of Digitally-Augmented Comic Books. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, Glasgow, UK, 4–9 May 2019; Association for Computing Machinery: New York, NY, USA, 2019; pp. 1–12. [CrossRef]

13. Houben, S.; Frost, M.; Bardram, J.E. HyPR Device: Mobile Support for Hybrid Patient Records. In Proceedings of the Ninth ACM International Conference on Interactive Tabletops and Surfaces, Dresden, Germany, 16–19 November 2014; Association for Computing Machinery: New York, NY, USA, 2014; pp. 249–258. [CrossRef]

14. Li, Z.; Annett, M.; Hinckley, K.; Singh, K.; Widor, D. HoloDoc: Enabling Mixed Reality Workspaces that Harness Physical and Digital Content. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems, Glasgow, UK, 4–9 May 2019.

15. Pucihar, K.Č.; Coulton, P. Utilizing contact-view as an augmented reality authoring method for printed document annotation. In Proceedings of the 2014 IEEE International Symposium on Mixed and Augmented Reality (ISMAR), Munich, Germany, 10–12 September 2014; pp. 299–300. [CrossRef]

16. Steimle, M.; Khalilbeigi, M.; Mühlhäuser, M.; Hollan, J.D. Physical and Digital Media Usage Patterns on Interactive Tabletop Surfaces. In Proceedings of the ACM International Conference on Interactive Tabletops and Surfaces, Saarbrücken, Germany, 7–10 November 2010; Association for Computing Machinery: New York, NY, USA, 2010; pp. 167–176. [CrossRef]

17. Klemmer, S.R.; Graham, J.; Wolff, G.J.; Landay, J.A. Books with Voices: Paper Transcripts as a Physical Interface to Oral Histories. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, Ft. Lauderdale, FL, USA, 5–10 April 2003; Association for Computing Machinery: New York, NY, USA, 2003; pp. 89–96. [CrossRef]

18. Xu, D.; Momeni, A.; Brockmeyer, E. MagPad: A Near Surface Augmented Reading System for Physical Paper and Smartphone Coupling. In Proceedings of the Adjunct Proceedings of the 28th Annual ACM Symposium on User Interface Software & Technology, Daegu, Korea, 8–11 November 2015; Association for Computing Machinery: New York, NY, USA, 2015; pp. 103–104. [CrossRef]

19. Klamka, K.; Buschel, W.; Dachselt, R. Illuminated Interactive Paper with Multiple Input Modalities for Form Filling Applications. In Proceedings of the 2017 ACM International Conference on Interactive Surfaces and Spaces, Brighton, UK, 17–20 October 2017; Association for Computing Machinery: New York, NY, USA, 2017; pp. 434–437. [CrossRef]

20. Cook, M.; Seo, J.H.; Pine, M.; Sungkajun, A. Paper Circuitry and Projection Mapping: An Interactive Textbook Approach to Veterinary Education. In Proceedings of the Twelfth International Conference on Tangible, Embedded, and Embodied Interaction, Stockholm, Sweden, 18–21 March 2018; Association for Computing Machinery: New York, NY, USA, 2018; pp. 131–135. [CrossRef]

21. Klamka, K.; Dachselt, R. IllumiPaper: Illuminated Interactive Paper. In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems, Denver, CO, USA, 6–11 May 2017; Association for Computing Machinery: New York, NY, USA, 2017; pp. 5605–5618. [CrossRef]

22. Everitt, K.M.; Morris, M.R.; Brush, A.J.B.; Wilson, A.D. DocuDesk: An interactive surface for creating and rehydrating many-to-many linkages among paper and digital documents. In Proceedings of the 2008 3rd IEEE International Workshop on Horizontal Interactive Human Computer Systems, Amsterdam, The Netherland, 1–3 October 2008; pp. 25–28. [CrossRef]

23. Wellner, P. Interacting with Paper on the DigitalDesk. Commun. ACM 1993, 36, 87–96. [CrossRef]

24. Liao, C.; Tang, H.; Liu, Q.; Chiu, P.; Chen, F. FACT: Fine-Grained Cross-Media Interaction with Documents via a Portable Hybrid Paper-Laptop Interface. In Proceedings of the 18th ACM International Conference on Multimedia, Firenze, Italy, 25–29 October 2010; Association for Computing Machinery: New York, NY, USA, 2010; pp. 361–370. [CrossRef]

25. Arai, T.; Aust, D.; Hudson, S.E. PaperLink: A Technique for Hyperlinking from Real Paper to Electronic Content. In Proceedings of the ACM SIGCHI Conference on Human Factors in Computing Systems, Atlanta, GA, USA, 22–27 March 1997; Association for Computing Machinery: New York, NY, USA, 1997; pp. 327–334. [CrossRef]

26. Schrapel, M.; Stadler, M.L.; Rohs, M. Pentelligence: Combining Pen Tip Motion and Writing Sounds for Handwritten Digit Recognition. In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, Montreal, QC, Canada, 21–26 April 2018; Association for Computing Machinery: New York, NY, USA, 2018; pp. 1–11. [CrossRef]

27. An, J.S.; Jung, Y.H. Surveys on the stylus technologies for capacitive-type touch systems. Dig. Tech. Pap.-SID Int. Symp. 2020, 51, 1859–1862. [CrossRef]

28. Miyamoto, M.; Hamaguchi, M.; Nagao, A. A 143 × 81 Mutual-Capacitance Touch-Sensing Analog Front-End With Parallel Drive and Differential Sensing Architecture. IEEE J. Solid-State Circuits 2015, 50, 335–343. [CrossRef]

29. An, J.S.; Han, S.H.; Kim, J.E.; Yoon, D.H.; Kim, Y.H.; Hong, H.H.; Ye, J.H.; Jung, S.J.; Lee, S.H.; Jeong, J.Y.; et al. 9.6 A 3.9kHz-frame-rate capacitive touch system with pressure/tilt angle expressions of active stylus using multiple-frequency driving method for 65” 104 × 64 touch screen panel. In Proceedings of the 2017 IEEE International Solid-State Circuits Conference (ISSCC), San Francisco, CA, USA, 5–9 February 2017; pp. 168–169. [CrossRef]

30. An, J.S.; Han, S.H.; Park, K.B.; Kim, J.E.; Ye, J.H.; Lee, S.H.; Jeong, J.Y.; Kim, J.S.; Baek, K.H.; Chung, K.S.; et al. Multi-way interactive capacitive touch system with palm rejection of active stylus for 86” touch screen panels. In Proceedings of the 2018 IEEE International Solid-State Circuits Conference—(ISSCC), San Francisco, CA, USA, 11–15 February 2018; pp. 182–184. [CrossRef]

31. Uchino, S.; Azumi, K.; Katsuta, T.; Suzuki, D.; Ozawa, Y.; Sakai, T.; Mitsuzawa, Y. A full integration of electromagnetic resonance sensor and capacitive touch sensor into LCD. J. Soc. Inf. Disp. 2019, 27, 325–337. [CrossRef]
32. Park, C.; Park, S.; Kim, K.D.; Park, S.; Park, J.; Huh, Y.; Kang, B.; Cho, G.H. A pen-pressure-sensitive capacitive touch system using electrically coupled resonance pen. *Dig. Tech. Pap.-IEEE Int. Solid-State Circuits Conf.* 2015, 58, 124–125. [CrossRef]
33. Stevenson, D. Stylus Pen vs. Digital Pen: What Are the Differences? Available online: https://blinqblinq.com/stylus-pen-vs-digital-pen/ (accessed on 15 August 2022).
34. Davis, T. Explained: How Apple Pencil Works? Simplified with Infographic. Available online: https://essentialpicks.com/how-apple-pencil-work/ (accessed on 15 August 2022).
35. Mackay, W.E.; Pagani, D.S.; Faber, L.; Inwood, B.; Launiainen, P.; Brenta, L.; Pouzol, V. Ariel: Augmenting Paper Engineering Drawings. In *Proceedings of the Conference Companion on Human Factors in Computing Systems*, Denver, CO, USA, 7–11 May 1995; Association for Computing Machinery: New York, NY, USA, 1995; pp. 421–422. [CrossRef]
36. Mackay, W.; Pagani, D. Video Mosaic: Laying out Time in a Physical Space. In *Proceedings of the Second ACM International Conference on Multimedia*, San Francisco, CA, USA, 15–20 October 1994; Association for Computing Machinery: New York, NY, USA, 1994; pp. 165–172. [CrossRef]
37. Newman, W.; Wellner, P. A Desk Supporting Computer-Based Interaction with Paper Documents. In *Proceedings of the SIGCHI Conference on Human Factors in Computing Systems*, Monterey, CA, USA, 3–7 May 1992; Association for Computing Machinery: New York, NY, USA, 1992; pp. 587–592. [CrossRef]
38. Newman, W.; Dance, C.; Taylor, A.; Taylor, S.; Aldhous, T. CamWorks: A Video-Based Tool for Efficient Capture from Paper Source Documents. In *Proceedings of the IEEE International Conference on Multimedia Computing and Systems*, Florence, Italy, 7–11 June 1999; Volume 2, p. 647.
39. Grbac, J.; Klijn, M.; Puchtar, K.C.; Gombač, L. Collaborative Annotation Sharing in Physical and Digital Worlds. In *Proceedings of the IFIP International Conference on Human Choice and Computers*, Salford, UK, 7–9 September 2016; Springer: Berlin/Heidelberg, Germany, 2016; pp. 303–313.
40. Wu, P.C.; Wang, R.; Kin, K.; Twigg, C.; Han, S.; Yang, M.H.; Chien, S.Y. DodecaPen: Accurate 6DoF Tracking of a Passive Stylus. In *Proceedings of the 30th Annual ACM Symposium on User Interface Software and Technology*, Québec City, QC, Canada, 22–25 October 2017; Association for Computing Machinery: New York, NY, USA, 2017; pp. 365–374. [CrossRef]
41. Brandl, P.; Haller, M.; Obergruber, J.; Schafleitner, C. Bridging the Gap between Real Printouts and Digital Whiteboard. In *Proceedings of the Working Conference on Advanced Visual Interfaces*, Napoli, Italy, 28–30 May 2008; Association for Computing Machinery: New York, NY, USA, 2008; pp. 31–38. [CrossRef]
42. Liao, C.; Guimbretière, F.; Hinckley, K.; Hollan, J. Papiercraft: A Gesture-Based Command System for Interactive Paper. *ACM Trans. Comput.-Hum. Interact.* 2008, 14. [CrossRef]
43. Steinle, J.; Brdiczka, O.; Muhlhauser, M. CoScribe: Integrating Paper and Digital Documents for Collaborative Knowledge Work. *IEEE Trans. Learn. Technol.* 2009, 2, 174–188. [CrossRef]
44. Haller, M.; Leitner, J.; Seifried, T.; Wallace, J.R.; Scott, S.D.; Richter, C.; Brandl, P.; Gokezade, A.; Hunter, S. The NiCE Discussion Room: Integrating Paper and Digital Media to Support Co-Located Group Meetings. In *Proceedings of the SIGCHI Conference on Human Factors in Computing Systems*, Atlanta, GA, USA, 10–15 April 2010; Association for Computing Machinery: New York, NY, USA, 2010; pp. 609–618. [CrossRef]
45. Guimbretière, F. Paper Augmented Digital Documents. In *Proceedings of the 16th Annual ACM Symposium on User Interface Software and Technology*, Vancouver, BC, Canada, 2–5 November 2003; Association for Computing Machinery: New York, NY, USA, 2003; pp. 51–60. [CrossRef]
46. Weibel, N.; Ispas, A.; Signer, B.; Norrie, M.C. Paperproof: A Paper-Digital Proof-Editing System. In *Proceedings of the CHI ’08 Extended Abstracts on Human Factors in Computing Systems*, Florence, Italy, 5–10 April 2008; Association for Computing Machinery: New York, NY, USA, 2008; pp. 2349–2354. [CrossRef]
47. Winkler, C.; Seifert, J.; Reinartz, C.; Kraemer, P.; Rukzio, E. Penbook: Bringing Pen-paper Interaction to a Tablet Device to Facilitate Paper-Based Workflows in the Hospital Domain. In *Proceedings of the 2013 ACM International Conference on Interactive Tabletops and Surfaces*, St. Andrews, UK, 6–9 October 2013; Association for Computing Machinery: New York, NY, USA, 2013; pp. 283–286. [CrossRef]
48. Smith, J.; Long, J.; Lung, T.; Anwar, M.M.; Subramanian, S. PaperSpace: A System for Managing Digital and Paper Documents. In *Proceedings of the CHI ’06 Extended Abstracts on Human Factors in Computing Systems*, Montréal, QC, Canada, 22–27 April 2006; Association for Computing Machinery: New York, NY, USA, 2006; pp. 1343–1348. [CrossRef]
49. Voelker, S.; Nakajima, K.; Thoresen, C.; Itoh, Y.; Övergård, K.I.; Borchers, J. PUCs: Detecting Transparent, Passive Untouched Capacitive Widgets on Unmodified Multi-Touch Displays. In *Proceedings of the 2013 ACM International Conference on Interactive Tabletops and Surfaces*, St. Andrews, UK, 6–9 October 2013; Association for Computing Machinery: New York, NY, USA, 2013; pp. 101–104. [CrossRef]
50. Voelker, S.; Cherek, C.; Thar, J.; Karrer, T.; Thoresen, C.; Övergård, K.I.; Borchers, J. PERCs: Persistently Trackable Tangibles on Capacitive Multi-Touch Displays. In *Proceedings of the 28th Annual ACM Symposium on User Interface Software & Technology*, Charlotte, NC, USA, 11–15 November 2015; Association for Computing Machinery: New York, NY, USA, 2015; pp. 351–356. [CrossRef]
51. Appert, C.; Zhai, S. Using Strokes as Command Shortcuts: Cognitive Benefits and Toolkit Support. In *Proceedings of the SIGCHI Conference on Human Factors in Computing Systems*, Boston, MA, USA, 4–9 April 2009; Association for Computing Machinery: New York, NY, USA, 2009; pp. 2289–2298. [CrossRef]
52. Au, O.K.C.; Tai, C.L.; Fu, H. Multitouch Gestures for Constrained Transformation of 3D Objects. *Comput. Graph. Forum* **2012**, *31*, 651–660. [CrossRef]

53. Rungruanganukul, M.; Siriborvornratanakul, T. Deep Learning Based Gesture Classification for Hand Physical Therapy Interactive Program. In *Proceedings of the Digital Human Modeling and Applications in Health, Safety, Ergonomics and Risk Management. Posture, Motion and Health: 11th International Conference, DHM 2020*, Held as Part of the 22nd HCI International Conference, HCII 2020, Copenhagen, Denmark, 19–24 July 2020; Proceedings, Part I; Springer: Berlin/Heidelberg, Germany, 2020; pp. 349–358. [CrossRef]

54. Colli Alfaro, J.G.; Trejos, A.L. User-Independent Hand Gesture Recognition Classification Models Using Sensor Fusion. *Sensors* **2022**, *22*, 1321. [CrossRef]

55. Ashbrook, D.; Starner, T. MAGIC: A Motion Gesture Design Tool. In *Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, Atlanta, GA, USA, 10–15 April 2010*; Association for Computing Machinery: New York, NY, USA, 2010; pp. 2159–2168. [CrossRef]

56. Carcangiu, A.; Spano, L.D. G-Gene: A Gene Alignment Method for Online Partial Stroke Gestures Recognition. *Proc. ACM Hum.-Comput. Interact.* **2018**, *2*, 1–17. [CrossRef]

57. Vanderdonckt, J.; Roselli, P.; Pérez-Medina, J.L. !FTL, an Articulation-Invariant Stroke Gesture Recognizer with Controllable Position, Scale, and Rotation Invariances. In *Proceedings of the 20th ACM International Conference on Multimodal Interaction*, Boulder, CO, USA, 16–20 October 2018; Association for Computing Machinery: New York, NY, USA, 2018; pp. 125–134. [CrossRef]

58. Vatavu, R.D.; Anthony, L.; Webbrock, J.O. SQ: A Super-Quick, Articulation-Invariant Stroke-Gesture Recognizer for Low-Resource Devices. In *Proceedings of the 20th International Conference on Human-Computer Interaction with Mobile Devices and Services*, Barcelona, Spain, 3–6 September 2018; Association for Computing Machinery: New York, NY, USA, 2018. [CrossRef]

59. Vatavu, R.D. Improving Gesture Recognition Accuracy on Touch Screens for Users with Low Vision. In *Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems, Denver, CO, USA, 6–11 May 2017*; Association for Computing Machinery: New York, NY, USA, 2017; pp. 4667–4679. [CrossRef]

60. Kurtenbach, G.; Fitzmaurice, G.; Baudel, T.; Buxton, B. The Design of a GUI Paradigm Based on Tablets, Two-Hands, and Transparency. In *Proceedings of the ACM SIGCHI Conference on Human Factors in Computing Systems, Atlanta, GA, USA, 22–27 March 1997*; Association for Computing Machinery: New York, NY, USA, 1997; pp. 35–42. [CrossRef]

61. Grolaux, D.; Vanderdonckt, J.; Nguyen, T.D.; Khaddam, I. SketchADoodle: Touch-Surface Multi-Stroke Gesture Handling by Bézier Curves. *Proc. ACM Hum.-Comput. Interact.* **2020**, *4*, 1–30. [CrossRef]

62. Cohen, E.; Riesenfeld, R.F.; Elber, G. *Geometric Modeling with Splines: An Introduction*; A. K. Peters, Ltd.: Natick, MA, USA, 2001.

63. Yang, L.; Zeng, X.M. Bézier curves and surfaces with shape parameters. *Int. J. Comput. Math.* **2009**, *86*, 1253–1263. [CrossRef]

64. He, H.; Chen, X.; Mehmood, A.; Raivio, L.; Huttunen, H.; Raumonen, P.; Virkki, J. ClothFace: A Batteryless RFID-Based Textile Platform for Handwriting Recognition. *Sensors* **2020**, *20*, 4878. [CrossRef]

65. Begum, N.; Akash, M.A.H.; Rahman, S.; Shin, J.; Islam, M.R.; Islam, M.E. User Authentication Based on Handwriting Analysis of Pen-Tablet Sensor Data Using Optimal Feature Selection Model. *Future Internet* **2021**, *13*, 231. [CrossRef]

66. Leiva, L.A.; Martin-Albo, D.; Plamondon, R. Gestures à Go Go: Authoring Synthetic Human-Like Stroke Gestures Using the Kinematic Theory of Rapid Movements. *ACM Trans. Intell. Syst. Technol.* **2015**, *7*, 1–29. [CrossRef]

67. Leiva, L.A.; Martin-Albo, D.; Plamondon, R. The Kinematic Theory Produces Human-Like Stroke Gestures. *Interact. Comput.* **2017**, *29*, 552–565. [CrossRef]

68. Lewis, J.R.; Sauro, J. The Factor Structure of the System Usability Scale. In *Proceedings of the 1st International Conference on Human Centered Design: Held as Part of HCI International, San Diego, CA, USA, 19–24 July 2009*; Springer: Berlin/Heidelberg, Germany, 2009; pp. 94–103. [CrossRef]

69. Schrepp, M.; Hinderks, A.; Thomaschewski, J. Applying the User Experience Questionnaire (UEQ) in Different Evaluation Scenarios. In *Proceedings of the Design, User Experience, and Usability: Theories, Methods, and Tools for Designing the User Experience*, Crete, Greece, 22–27 June 2014; Marcus, A., Ed.; Springer International Publishing: Cham, Switzerland, 2014; pp. 383–392.

70. Schrepp, M.; Hinderks, A.; Thomaschewski, J. User Experience Questionnaire. Available online: https://www.ueq-online.org/ (accessed on 7 September 2022).

71. Weerasinghe, M.; Quigley, A.; Pucihar, K.C.; Toniolo, A.; Miguel, A.; Kljun, M. Arigatō: Effects of Adaptive Guidance on Engagement and Performance in Augmented Reality Learning Environments. *arXiv* 2022, arXiv:2207.00798.

72. Schneider, D.; Biener, V.; Otte, A.; Gesslein, T.; Gagel, P.; Campos, C.; Pucihar, K.C.; Kljun, M.; Ofek, E.; Palhud, M.; et al. Accuracy Evaluation of Touch Tasks in Commodity Virtual and Augmented Reality Head-Mounted Displays. *arXiv* 2021, arXiv:2109.10607.