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1 Introduction.

This exposition paper is devoted to the theory of Abram Vilgelmovich Shtraus and his disciples and followers. This theory studies the so-called generalized resolvents of symmetric and isometric operators in a Hilbert space.

The object, which now is called a generalized resolvent of a symmetric operator, appeared for the first time in papers of Neumark and Krein in 40-th of the previous century. At that time it was already known, due to the result of Carleman, that each densely defined symmetric operator has a spectral function (the term ”spectral function” is due to Neumark). Neumark showed that each spectral function of a (densely defined) symmetric operator is generated by the orthogonal spectral function of a self-adjoint extension of the given symmetric operator in a possibly larger Hilbert space (Neumark’s dilation theorem) [31]. In particular, this fact allowed him to describe all solutions of the Hamburger moment problem in terms of spectral functions of the operator defined by the Jacobi matrix [31, pp. 303-305]. However, as was stated by Neumark himself in his paper [32, p. 285], despite of its theoretical generality this result did not give practical tools for finding spectral functions in various concrete cases.

For operators with the deficiency index (1, 1) Neumark proposed a description of the generalized resolvents which was convenient for practical applications. As one such an application Nevanlinna’s formula for all solutions of the Hamburger moment problem was derived [32, pp. 292-294]. In 1944, independently from Neumark, another description of the generalized resolvents for operators with the deficiency index (1, 1) was given by Krein [17]. Krein also noticed a possibility of an application of his results to a study of the moment problem and to the problem of the interpolation of bounded analytic functions. In 1946 appeared the famous paper of Krein which gave
an analytic description of the generalized resolvents of a symmetric operator with arbitrary equal finite defect numbers. Also there appeared a description of all \( \Pi \)-resolvents in the case that the operator is non-negative (a \( \Pi \)-resolvent — a generalized resolvent generated by a non-negative self-adjoint extension of the given operator). This paper of Krein became a starting point for a series of papers devoted to constructions of Krein-type formulas for various classes of operators and relations in a Hilbert space, in the Pontrjagin space, in the Krein space. Among other mathematicians we may mention the following authors here (in the alphabetical order): Behrndt, Derkach, de Snoo, Hassi, Krein, Kreusler, Langer, Malamud, Mogilevskii, Ovcharenko, Sorjonen, see, e.g.: [19], [20], [23], [21], [10], [27], [11], [8], [28], [30], [3], [9], and references therein.

Starting from the paper of Krein [17] the theory of the resolvent matrix has been developed intensively, see., e.g., papers of Krein and Saakyan [18], Krein and Ovcharenko [22], Langer and Textorius [24], Derkach [7] and papers cited therein. Krein-type formulas are close to the linear fractional transformation and this fact suggested to apply them to interpolation problems, where such form appears by the description of solutions.

On the other hand, in 1954, in his remarkable work [37], Shtraus obtained another analytic description of the generalized resolvents of a (densely defined) symmetric operator with arbitrary defect numbers. Characteristic features of Shtraus’s formula, and of Shtraus-type formulas in general, are the following:

1) An analytic function-parameter is bounded;

2) The minimal number of all parameters in the formula: an analytic function-parameter and the given operator.

These features allow to solve various matrix interpolation problems, in the non-degenerate and degenerate cases. Moreover, these features give possibility to solve not only one-dimensional, but also two-dimensional interpolation problems and to obtain analytic descriptions of these problems.

The Shtraus formula set the beginning of a series of papers devoted to the derivation of such type formulas for another classes of operators and their applications. The content of papers devoted to isometric and symmetric operators in a Hilbert space is used in preparation of this survey. Formal references and list of papers will be given below. Besides that, we should mention papers for the generalized resolvents of operators related to the conjugation, see., e.g., papers of Kalinina [16], Makarova [25], [26], and references therein. We should also mention papers on the generalized resolvents in spaces with
an indefinite metric, see, e.g., papers of Gluhov, Nikonov [13], [34], [33], Etkin [12], and papers cited therein.

Notice, that Shtraus-type formulas can be used to obtain Krein-type formulas, see e.g. [2].

Thus, in the theory of generalized resolvents one can see two directions: the derivation of Krein-type formulas and the derivation of Shtraus-type formulas. The Krein formulas are partially described in books of Akhiezer and Glazman [1], M.L. Gorbachuk and V.I. Gorbachuk [14]. The Shtraus-type formulas can be found only in papers. We think that it would be convenient to have an exposition of the corresponding theory with full proofs and necessary corrections.

We omit references in the following text using only known facts from classical books. Formal references to all appeared results will be given afterwards, in the section "Formal credits".

We hope that this exposition paper will be useful to all those who want to study this remarkable theory.
Notations.
- $\mathbb{R}$: the set of all real numbers
- $\mathbb{C}$: the set of all complex numbers
- $\mathbb{N}$: the set of all positive integers
- $\mathbb{Z}$: the set of all integers
- $\mathbb{Z}_+$: the set of all non-negative integers
- $\mathbb{C}_+$: $\{z \in \mathbb{C} : \text{Im } z > 0\}$
- $\mathbb{C}_-$: $\{z \in \mathbb{C} : \text{Im } z < 0\}$
- $\mathbb{D}$: $\{z \in \mathbb{C} : |z| < 1\}$
- $\mathbb{T}$: $\{z \in \mathbb{C} : |z| = 1\}$
- $\mathbb{D}_c$: $\{z \in \mathbb{C} : |z| > 1\}$
- $\mathbb{T}_c$: $\{z \in \mathbb{C} : |z| \neq 1\}$
- $\mathbb{R}_c$: $\{z \in \mathbb{C} : \text{Im } z \neq 0\}$
- $\mathbb{R}^d$: the real Euclidean $d$-dimensional space, $d \in \mathbb{N}$
- $k \in \overline{0, \rho}$ means that $k \in \mathbb{Z}_+$, $k \leq \rho$, if $\rho < \infty$; or $k \in \mathbb{Z}_+$, if $\rho = \infty$
- $\mathbb{C}_{K \times N}$: the set of all complex matrices of size $(K \times N)$, $K, N \in \mathbb{N}$
- $\mathbb{C}_{\geq N \times N}$: the set of all non-negative matrices from $\mathbb{C}_{N \times N}$, $N \in \mathbb{N}$
- $I_N$: the identity matrix of size $(N \times N)$, $N \in \mathbb{N}$
- $C^T$: the transpose of the matrix $C \in (K \times N)$, $K, N \in \mathbb{N}$
- $C^*$: the adjoint of the matrix $C \in (K \times N)$, $K, N \in \mathbb{N}$
- $\Pi_\lambda$: the half-plane $\mathbb{C}_+$ or $\mathbb{C}_-$, which contains a point $\lambda \in \mathbb{R}_c$
- $\Pi_\lambda^\varepsilon$: $\{z \in \Pi_\lambda : \varepsilon < |\text{arg } z| < \pi - \varepsilon\}$, $0 < \varepsilon < \frac{\pi}{2}$, $\lambda \in \mathbb{R}_c$
- $\mathcal{B}(M)$: the set of all Borel subsets of a set $M$, which belongs $\mathbb{C}$ or $\mathbb{R}^d$, $d \in \mathbb{N}$
- $\mathbb{P}$: the set of all scalar algebraic polynomials with complex coefficients
- $\text{card}(M)$: the quantity of elements of a set $M$ with a finite number of elements
- $\mathcal{S}(D; N, N')$: a class of all analytic in a domain $D \subseteq \mathbb{C}$ operator-valued functions $F(z)$, which values are linear non-expanding operators mapping the whole $N$ into $N'$, where $N$ and $N'$ are some Hilbert spaces.

All Hilbert spaces will be assumed to be separable, and operators in them are supposed to be linear. If $H$ is a Hilbert space then
\[(\cdot, \cdot)_H\] the scalar product in \(H\)
\[
\| \cdot \|_H
\] the norm in \(H\)
\(M\) the closure of a set \(M \subseteq H\) in the norm of \(H\)
Lin \(M\) the linear span of a set \(M \subseteq H\)
\(\text{span}\ M\) the closed linear span of a set \(M \subseteq H\)
\(E_H\) the identity operator in \(H\), i.e. \(E_Hx = x, \forall x \in H\)
\(O_H\) the null operator in \(H\), i.e. \(0_Hx = 0, \forall x \in H\)
\(o_H\) the operator in \(H\) with \(D(o_H) = \{0\}\), \(o_H0 = 0\)
\(P_{H_1} = P_{H_1}^H\) the operator of the orthogonal projection on a subspace \(H_1\) in \(H\)

Indices may be omitted in obvious cases. If \(A\) is a linear operator in \(H\), then

\(D(A)\) the domain of \(A\)
\(R(A)\) the range of \(A\)
\(\text{Ker}\ A\) \(\{x \in H : Ax = 0\}\) (the kernel of \(A\))
\(A^*\) the adjoint, if it exists
\(A^{-1}\) the inverse, if it exists
\(\overline{A}\) the closure, if \(A\) admits the closure
\(A|_M\) the restriction of \(A\) to the set \(M \subseteq H\)
\(\rho(A)\) a set of all points of the regular type of \(A\)
\(\|A\|\) the norm of \(A\), if it is bounded
\(w. - \text{lim}\) the limit in the sense of the weak operator topology
\(s. - \text{lim}\) the limit in the sense of the strong operator topology
\(u. - \text{lim}\) the limit in the sense of the uniform operator topology

If \(A\) is a closed isometric operator then
\(M_\zeta = M_\zeta(A) = (E_H - \zeta A)D(A)\), where \(\zeta \in \mathbb{C}\)
\(N_\zeta = N_\zeta(A) = H \ominus M_\zeta\), where \(\zeta \in \mathbb{C}\)
\(M_\infty = M_\infty(A) = R(A)\)
\(N_\infty = N_\infty(A) = H \ominus R(A)\)
\(R_\zeta = R_\zeta(V) = (E_H - \zeta V)^{-1}, \zeta \in \mathbb{C}\setminus \mathbb{T}\)

If \(A\) is a closed symmetric operator (not necessarily densely defined) then
\(\mathcal{M}_z = \mathcal{M}_z(A) = (A - zE_H)D(A), \text{ where } z \in \mathbb{C}\)
\(N_z = N_z(A) = H \ominus \mathcal{M}_z\), where \(z \in \mathbb{C}\)
\(R_z = R_z(A) = (A - zE_H)^{-1}, \ z \in \mathbb{C}\setminus \mathbb{R}\)
2 Generalized resolvents of isometric and densely-defined symmetric operators.

2.1 Properties of a generalized resolvent of an isometric operator.

Consider an arbitrary closed isometric operator $V$ in a Hilbert space $H$. As it is well known, for $V$ there always exists an unitary extension $U$, which acts in a Hilbert space $\tilde{H} \supseteq H$. Define an operator-valued function $R_\zeta$ in the following way:

$$R_\zeta = R_\zeta(V) = R_{u_\zeta}(V) = P_{\tilde{H}} (E_{\tilde{H}} - \zeta U)^{-1}|_H, \quad \zeta \in \mathbb{T}.$$  

The function $R_\zeta$ is said to be the generalized resolvent of an isometric operator $V$ (corresponding to the extension $U$).

Let $\{F_t\}_{t \in [0,2\pi]}$ be a left-continuous orthogonal resolution of the unity of the operator $U$. The operator-valued function

$$F_t = P_H F_t, \quad t \in [0,2\pi],$$

is said to be a (left-continuous) spectral function of the isometric operator $V$ (corresponding to the extension $U$). Let $F(\delta), \delta \in \mathcal{B}(\mathbb{T})$, be the orthogonal spectral measure of the unitary operator $U$. The following function

$$F(\delta) = P_H F(\delta), \quad \delta \in \mathcal{B}(\mathbb{T}),$$

is said to be a spectral measure of the isometric operator $V$ (corresponding to the extension $U$). Of course, the spectral function and the spectral measure are related by the following equality:

$$F(\delta_t) = F_t, \quad \delta_t = \{z = e^{i\varphi} : 0 \leq \varphi < t\}, \quad t \in [0,2\pi],$$

what follows from the analogous property of orthogonal spectral measures. Moreover, generalized resolvents and spectral functions (measures) are connected by the following relation:

$$\langle R_z h, g \rangle_H = \int_\mathbb{T} \frac{1}{1 - z\zeta} d(F(\cdot)h, g)_H = \int_0^{2\pi} \frac{1}{1 - ze^{it}} d(F_t h, g)_H, \quad \forall h, g \in H,$$

which follows directly from their definitions. This relation allows to talk about the one-to-one correspondence between generalized resolvents and spectral measures, in the accordance with the well-known inversion formula for such integrals.
The generalized resolvents, as it is not surprising from their definition, have much of the properties of the Fredholm resolvent \((E_H - \zeta U)^{-1}\) of the unitary operator \(U\). The aim of this subsection is to investigate these properties and to find out whether they are characteristic.

**Theorem 2.1** Let \(V\) be a closed isometric operator in a Hilbert space \(H\), and \(R_\zeta\) be an arbitrary generalized resolvent of \(V\). The following relations hold:

1) \((zR_z - \zeta R_\zeta)f = (z - \zeta)R_zR_\zeta f\), for arbitrary \(z, \zeta \in \mathbb{T}_e\), \(f \in M_\zeta(V)\);

2) \(R_0 = E_H\);

3) For an arbitrary \(h \in H\) the following inequalities hold:

\[
\text{Re}(R_\zeta h, h)_H \geq \frac{1}{2}\|h\|_H^2, \quad \zeta \in \mathbb{D};
\]

\[
\text{Re}(R_\zeta h, h)_H \leq \frac{1}{2}\|h\|_H^2, \quad \zeta \in \mathbb{D}_e;
\]

4) \(R_\zeta\) is an analytic operator-valued function of a parameter \(\zeta\) in \(\mathbb{T}_e\);

5) For an arbitrary \(\zeta \in \mathbb{T}_e \setminus \{0\}\) it holds:

\[
R_\zeta^* = E_H - R_\zeta^*.
\]

**Proof.** Let \(U\) be a unitary operator in a Hilbert space \(\widehat{H} \supseteq H\), which corresponds to \(R_\zeta(V)\). For the Fredholm resolvent \(R_\zeta = R_\zeta(U) = (E_H - \zeta U)^{-1}\) of the unitary operator \(U\) the following relation holds

\[
zR_z - \zeta R_\zeta = (z - \zeta)R_zR_\zeta, \quad z, \zeta \in \mathbb{T}_e,
\]

which follows easily from the spectral decomposition of the unitary operator. By applying the operator \(P_H\) to the latter relation, we get

\[
zR_z - \zeta R_\zeta = (z - \zeta)R_zR_\zeta, \quad z, \zeta \in \mathbb{T}_e.
\]

Taking into account that for an arbitrary element \(f \in M_\zeta\), \(f = (E_H - \zeta V)g_V\), \(g_V \in D(V)\), holds

\[
R_\zeta f = (E_H - \zeta U)^{-1}(E_H - \zeta V)g_V = g_V = P_H g_V
\]

\[
= P_H(E_H - \zeta U)^{-1}(E_H - \zeta V)g_V = P_H(E_H - \zeta U)^{-1} f = R_\zeta f,
\]
we conclude that the first property of $R_z$ is true. The second property follows directly from the definition of a generalized resolvent.

Denote by $\{F_t\}_{t \in [0, 2\pi]}$ the left-continuous orthogonal resolution of the unity of the operator $U$. For an arbitrary $h \in H$ holds

$$\text{Re}(R_z h, h)_H = \text{Re}(R_z h, h)_{\tilde{H}} = \text{Re} \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d(F_t h, h)_{\tilde{H}}, \quad \zeta \in \mathbb{T}_e.$$  

On the other hand, we may write

$$(1 - |\zeta|^2)(R_z^* h, R_z^* h)_{\tilde{H}} + (h, h)_H = \int_0^{2\pi} \frac{1 - |\zeta|^2}{|1 - \zeta e^{it}|^2} d(F_t h, h)_{\tilde{H}} + (h, h)_H$$

$$= \int_0^{2\pi} \frac{2 - \zeta e^{-it} - \zeta e^{it}}{|1 - \zeta e^{it}|^2} d(F_t h, h)_{\tilde{H}}, \quad \zeta \in \mathbb{T}_e.$$  

Consequently, we have

$$\text{Re}(R_z h, h)_H = \frac{1}{2} \left((1 - |\zeta|^2)\|R_z^* h\|_{\tilde{H}}^2 + \|h\|_{\tilde{H}}^2\right), \quad \zeta \in \mathbb{T}_e,$$  

and the third property of the generalized resolvent of an isometric operator follows.

The fourth property follows directly from the same property of the resolvent of the unitary operator $U$.

Using one more time the spectral resolution of the unitary operator $U$, we easily check that

$$R_z^* + R_{\tilde{z}} = E_{\tilde{H}}, \quad \zeta \in \mathbb{T}_e \setminus \{0\}.$$  

For arbitrary elements $f, g$ from $H$ we may write

$$(R_z f, g)_H = (R_z f, g)_{\tilde{H}} = (f, R_z^* g)_{\tilde{H}}$$

$$= \left(f, \left(E_{\tilde{H}} - R_{\tilde{z}}\right) g\right)_{\tilde{H}} = \left(f, \left(E_H - R_z\right) g\right)_H, \quad \zeta \in \mathbb{T}_e \setminus \{0\}.$$  

From the latter relation it follows the fifth property of the generalized resolvent. $\square$

**Theorem 2.2** Let an operator-valued function $R_z$ in a Hilbert space $H$ be given, which depends on a complex parameter $\zeta \in \mathbb{T}_e$ and which values are linear operators defined on the whole $H$. This function is a generalized resolvent of a closed isometric operator in $H$ if an only if the following conditions are satisfied:
1) There exists a number \( \zeta_0 \in \mathbb{D} \setminus \{0\} \) and a subspace \( L \subseteq H \) such that 
\[
(\zeta R_\zeta - \zeta_0 R_{\zeta_0})f = (\zeta - \zeta_0)R_\zeta R_{\zeta_0}f,
\]
for arbitrary \( \zeta \in \mathbb{T}_e \) and \( f \in L \);
2) The operator \( R_0 \) is bounded and \( R_0h = h \), for all \( h \in H \ominus \overline{R_{\zeta_0}L} \);
3) For an arbitrary \( h \in H \) the following inequality holds:
\[
\text{Re}(R_\zeta h, h)_H \geq \frac{1}{2} \|h\|_H^2, \quad \zeta \in \mathbb{D};
\]
4) For an arbitrary \( h \in H \) \( R_\zeta h \) is an analytic vector-valued function of a parameter \( \zeta \) in \( \mathbb{D} \);
5) For an arbitrary \( \zeta \in \mathbb{D} \setminus \{0\} \) holds:
\[
R_\zeta^* = E_H - R_\zeta.
\]

**Proof.** The necessity of the properties 1)-5) follows immediately from the previous theorem.

Suppose that properties 1)-5) are true. At first we check that properties 1),2) imply \( R_0 = E_H \). In fact, for an arbitrary element \( h \in H \), \( h = h_1 + h_2 \), \( h_1 \in \overline{R_{\zeta_0}L} \), \( h_2 \in H \ominus \overline{R_{\zeta_0}L} \), using 2) we may write 
\[
R_0h = R_0h_1 + R_0h_2 = R_0h_1 + h_2.
\]
There exists a sequence \( h_{1,n} \) \((n \in \mathbb{N})\) of elements of \( R_{\zeta_0}L \), tending to \( h_1 \) as \( n \to \infty \). Since \( h_{1,n} = R_{\zeta_0}f_{1,n}, f_{1,n} \in L \) \((n \in \mathbb{N})\), by condition 1) with \( \zeta = 0 \) and \( f = f_{1,n} \) we get 
\[
-\zeta_0 R_{\zeta_0}f_{1,n} = -\zeta_0 R_0 R_{\zeta_0}f_{1,n}, \quad n \in \mathbb{N}.
\]
Dividing by \( -\zeta_0 \) and passing to the limit as \( n \to \infty \) we obtain that \( R_0h_1 = h_1 \). Here we used the fact that \( R_0 \) is continuous. Therefore we get \( R_0h = h \).

By property 4) the following function 
\[
F(\zeta) := (R_\zeta h, h)_H - \frac{1}{2} \|h\|_H^2, \quad \zeta \in \mathbb{D},
\]
is analytic and 
\[
\text{Im} F(0) = \text{Im} \frac{1}{2} \|h\|_H^2 = 0.
\]
From property 3) it follows that
\[ \Re F(\zeta) = \Re(R_\zeta h, h)_H - \frac{1}{2} \|h\|_H^2 \geq 0, \quad \zeta \in \mathbb{D}. \]

This means that the function \( F(\zeta) \) belongs to the Carathéodory class of all analytic in \( \mathbb{D} \) functions satisfying the condition \( \Re F(\zeta) \geq 0 \). Functions of this class admit the Riesz-Herglotz integral representation. Using this representation we get
\[ (R_\zeta h, h)_H = F(\zeta) + \frac{1}{2} \|h\|_H^2 = \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d\sigma(t; h, h), \quad \zeta \in \mathbb{D}, \]
where \( \sigma(t; h, h) \) is a left-continuous non-decreasing function on the interval \([0, 2\pi]\), \( \sigma(0; h, h) = 0 \). The function \( \sigma(t; h, h) \) with such normalization is defined uniquely by the Riesz-Herglotz integral representation. Since
\[ \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d\sigma(t; h, h) = (R_\zeta h, h) = (h, R_\zeta^* h) = (h, h) - (h, R_\zeta h), \quad \zeta \in \mathbb{D}\backslash\{0\}, \]
where we used property 5), we get
\[ (R_\zeta h, h) = (h, h) - \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d\sigma(t; h, h) = \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d\sigma(t; h, h). \]

Therefore
\[ (R_\zeta h, h)_H = \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d\sigma(t; h, h), \quad \zeta \in \mathbb{T}_e, \ h \in H. \]

For arbitrary \( h, g \) from \( H \) we set
\[ \sigma(t; h, g) := \frac{1}{4} \sigma(t; h + g, h + g) - \frac{1}{4} \sigma(t; h - g, h - g) + \frac{i}{4} \sigma(t; h + ig, h + ig) \]
\[ - \frac{i}{4} \sigma(t; h - g, h - g). \]

Then
\[ \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d\sigma(t; h, g) = (R_\zeta h, g)_H, \quad \zeta \in \mathbb{T}_e, \ h, g \in H. \quad (3) \]

The function \( \sigma(t; h, g) \) is a left-continuous complex-valued function of bounded variation with the normalization \( \sigma(0; h, g) = 0 \). If for the function \((R_\zeta h, g)_H \) there would exist a representation of a type (3) with another left-continuous
complex-valued function of bounded variation $\tilde{\sigma}(t; h, g)$ with the normalization $\tilde{\sigma}(0; h, g) = 0$, then
\[
\int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d\mu(t; h, g) = 0, \quad \zeta \in \mathbb{T},
\] (4)
where $\mu(t; h, g) := \tilde{\sigma}(t; h, g) - \sigma(t; h, g)$. The function $\mu$ is defined uniquely by its trigonometric moments $c_k = \int_0^{2\pi} e^{ikt} d\mu(t; h, g)$, $k \in \mathbb{Z}$. For $|\zeta| < 1$, writing the expression under the integral sign in (4) as a sum of the geometric progression and integrating we get $c_k = 0$, $k \in \mathbb{Z}$.

For $|\zeta| > 1$, the expression under the integral sign we can write as
\[
\frac{1}{1 - \zeta e^{it}} = 1 - \frac{1}{\zeta e^{-it}} = 1 - \sum_{k=0}^{\infty} \frac{1}{\zeta^k} e^{-ikt},
\]
and integrating we obtain that $c_{-k} = 0$, $k \in \mathbb{N}$.

Thus, the representation (3) for $(R\_c h, g)_H$ defines the function $\sigma(t; h, g)$ with the above-mentioned properties uniquely.

For an arbitrary $\zeta \in \mathbb{T}$ and $g, h \in H$, taking into account property 5), we may write
\[
\int_0^{2\pi} \frac{d\sigma(t; g, h)}{1 - \zeta e^{it}} = (R\_c g, h) = (g, R\_c^* h) = (g, h - R\_1^* h)
\]
\[
= (h, g) - (R\_1^* h, g) = \int_0^{2\pi} \frac{d\sigma(t; h, g)}{1 - \zeta e^{it}} - \int_0^{2\pi} \frac{d\sigma(t; h, g)}{1 - \zeta e^{it}}
\]
\[
= \int_0^{2\pi} \frac{d\sigma(t; h, g)}{1 - \zeta e^{it}}.
\]

By the uniqueness of the representation (3) it follows that
\[
\sigma(t; g, h) = \sigma(t; h, g), \quad h, g \in H, \; t \in [0, 2\pi].
\]

From representation (3) and the linearity of the resolvent it follows that for arbitrary $\alpha_1, \alpha_2 \in \mathbb{C}$ and $h_1, h_2, g \in H$ holds
\[
\sigma(t; \alpha_1 h_1 + \alpha_2 h_2, g) = \alpha_1 \sigma(t; h_1, g) + \alpha_2 \sigma(t; h_2, g), \quad t \in [0, 2\pi].
\]

Moreover, since the function $\sigma(t; h, h)$ is non-decreasing, the following estimate is true:
\[
\sigma(t; h, h) \leq \sigma(2\pi; h, h) = \int_0^{2\pi} d\sigma(\tau; h, h) = (h, h)_H, \quad t \in [0, 2\pi], \; h \in H.
\] (5)
This means that $\sigma(t; h, g)$ for each fixed $t$ from the interval $[0, 2\pi]$ is a bounded bilinear functional in $H$, with the norm less or equal to 1. Consequently, it admits the following representation

$$
\sigma(t; h, g) = (E_t h, g)_H, \quad t \in [0, 2\pi],
$$

where $\{E_t\}_{t \in [0, 2\pi]}$ is an operator-valued function of a parameter $t$, which values are linear non-expanding operators, defined on the whole $H$. Let us study the properties of this operator-valued function. Since

$$(E_t h, g) = \sigma(t; h, g) = \sigma(t; g, h) = (E_t g, h) = (h, E_t g),$$

for arbitrary $h, g \in H$, the operators $E_t$ are all self-adjoint. The function

$$(E_t h, h) = \sigma(t; h, h)$$

is non-decreasing of $t$ on the segment $[0, 2\pi]$, for an arbitrary $h \in H$. Since $\sigma(0; h, g) = 0$, then $E_0 = E_H$, and from (5) it is seen that $E_{2\pi} = E_H$. Taking into account that for arbitrary $t \in (0, 2\pi]$ and $h, g \in H$ holds

$$
\lim_{s \to t-0} (E_s h, g)_H = \lim_{s \to t-0} \sigma(s; h, g) = \sigma(t; h, g) = (E_t h, g)_H,
$$

we conclude that $E_t$ is left-continuous on the segment $[0, 2\pi]$ in the weak operator topology sense. Also we have

$$
\|E_t h - E_s h\|_H^2 = ((E_t - E_s)^2 h, h)_H \leq ((E_t - E_s) h, h)_H \to 0,
$$
as $s \to t - 0$. Here we used the fact that for a self-adjoint operator $(E_t - E_s)$ with the spectrum in $[0, 1]$ holds the inequality from the latter relation. This fact follows directly from the spectral resolution of the self-adjoint operator $(E_t - E_s)$. Therefore the function $E_t$ is left-continuous on the segment $[0, 2\pi]$ in the strong operator topology sense, as well.

Consequently, $\{E_t\}_{t \in [0, 2\pi]}$ is a generalized resolution of the identity. By the well-known Neumark’s dilation theorem there exists an orthogonal resolution of unity $\{\tilde{E}_t\}_{t \in [0, 2\pi]}$ in a Hilbert space $\tilde{H} \supseteq H$, such that

$$
E_t h = P_{\tilde{H}} \tilde{E}_t h, \quad t \in [0, 2\pi], \; h \in H.
$$

From (3) and the definition of $E_t$ it follows that

$$
R_\zeta = \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} dE_t, \quad \zeta \in \mathbb{T}_e, \; h, g \in H. \quad (6)
$$

Here the convergence of the integral in the right-hand side is understood in the sense of the strong convergence of the integral sums. The existence of the
integral follows from the corresponding property of the orthogonal resolution of the identity $\tilde{E}_t$.

For arbitrary $\zeta \in \mathbb{T}$: $\zeta \neq \zeta_0$; $f \in L$ and $g \in H$, we may write:

\[
((\zeta R_{\zeta} - \zeta_0 R_{\zeta_0})f,g)_H = \zeta \int_0^{2\pi} \frac{d(E_t f,g)_H}{1 - \zeta e^{it}} - \zeta_0 \int_0^{2\pi} \frac{d(E_t f,g)_H}{1 - \zeta_0 e^{it}}
\]

\[
= (\zeta - \zeta_0) \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} \frac{1}{1 - \zeta_0 e^{it}} d(E_t f,g)_H
\]

\[
= (\zeta - \zeta_0) \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} \int_0^t \frac{1}{1 - \zeta_0 e^{is}} d(E_s f,g)_H
\]

\[
= (\zeta - \zeta_0) \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d(E_t R_{\zeta_0} f,g)_H.
\]

By the first condition of the theorem we conclude that

\[
\int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} \int_0^t \frac{1}{1 - \zeta_0 e^{is}} d(E_s f,g)_H = \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}} d(E_t R_{\zeta_0} f,g)_H.
\]

By the continuity from the left of the function $E_t$ and the initial condition $E_0 = 0$, the last relation imply that

\[
\int_0^t \frac{1}{1 - \zeta_0 e^{is}} d(E_s f,g)_H = (E_t R_{\zeta_0} f,g)_H, \quad t \in [0, 2\pi], \ f \in L, \ g \in H. \quad (7)
\]

Therefore

\[
\int_0^t \frac{1}{1 - \zeta_0 e^{is}} dE_s f = E_t R_{\zeta_0} f, \quad t \in [0, 2\pi], \ f \in L. \quad (8)
\]

From condition 3) of the theorem it follows that the equality $R_{\zeta} h = 0$, for some $h \in H$ and $\zeta \in \mathbb{D}$, implies the equality $h = 0$. Thus, the operator $R_{\zeta}$ is invertible for all $\zeta \in \mathbb{D}$.

Define the following operator

\[
V g = \frac{1}{\zeta_0} (E_H - R_{\zeta_0}^{-1}) g, \quad g \in R_{\zeta_0} L,
\]

with the domain $D(V) = R_{\zeta_0} L$. For an arbitrary element $g \in R_{\zeta_0} L$, $g = R_{\zeta_0} f$, $f \in L$, and an arbitrary $h \in H$, we may write:

\[
(V g, h)_H = \left( \frac{1}{\zeta_0} (R_{\zeta_0} - E_H) f, h \right)_H = \frac{1}{\zeta_0} ((R_{\zeta_0} f, h)_H - (f, h)_H)_H
\]
\[
\frac{1}{\zeta_0} \left( \int_0^{2\pi} \frac{1}{1 - \zeta_0 e^{it}} d(E_t f, h)_H - \int_0^{2\pi} d(E_t f, h)_H \right) \\
= \int_0^{2\pi} \frac{e^{it}}{1 - \zeta_0 e^{it}} d(E_t f, h)_H = \int_0^{2\pi} e^{it} \int_0^{t} \frac{1}{1 - \zeta_0 e^{is}} d(E_s f, h)_H \\
= \int_0^{2\pi} e^{it} d(E_t g, h)_H, \\
\] (9)

where we have used (7) in the last equality. Therefore

\[ Vg = \int_0^{2\pi} e^{it} dE_t g, \quad g \in D(V). \]

Using the latter equality we shall check that the operator \( V \) is isometric. In fact, for arbitrary \( g_1, g_2 \in D(V) \) holds

\[ (Vg_1, Vg_2)_H = \int_0^{2\pi} e^{it} d(E_t g_1, Vg_2)_H = \int_0^{2\pi} e^{it} d(g_1, E_t Vg_2)_H. \]

(10)

On the other hand, for \( g_2 = R_{\zeta_0} f_2, f_2 \in L \), using the definition of the operator \( V \) and relation (8) we write

\[ E_t Vg_2 = \frac{1}{\zeta_0} E_t (R_{\zeta_0} - E_t) f_2 = \frac{1}{\zeta_0} (E_t R_{\zeta_0} f_2 - E_t f_2) \]

\[ = \frac{1}{\zeta_0} \left( \int_0^{t} \frac{1}{1 - \zeta_0 e^{is}} dE_s f_2 - \int_0^{t} dE_s f_2 \right) = \int_0^{t} \frac{e^{is}}{1 - \zeta_0 e^{is}} dE_s f_2. \]

It follows that

\[ (g_1, E_t Vg_2)_H = (E_t Vg_2, g_1)_H = \int_0^{t} \frac{e^{is}}{1 - \zeta_0 e^{is}} d(E_s f_2, g_1)_H \]

\[ = \int_0^{t} e^{is} d \int_0^{s} \frac{1}{1 - \zeta_0 e^{ir}} d(E_r f_2, g_1)_H = \int_0^{t} e^{is} d(E_s g_2, g_1)_H \\
= \int_0^{t} e^{-is} (E_s g_1, g_2)_H, \]

where we used (7) to obtain the last equality. Substituting the obtained relation in (10), we get \( (Vg_1, Vg_2)_H = (g_1, g_2)_H \). Thus, the operator \( V \) is isometric.

From the definition of the operator \( V \) it follows that

\[ (E_H - \zeta_0 V) g = R_{\zeta_0}^{-1} g, \quad g \in D(V) = R_{\zeta_0} L, \]
and therefore

$$(E_H - \zeta_0 V)D(V) = L.$$ 

Consequently, the bounded operator $(E_H - \zeta_0 V)^{-1}$ is defined on the subspace $L$, and therefore it is closed. Hence, $V$ is closed, as well.

Consider a unitary operator $U$ in $\tilde{H}$, which corresponds to the resolution $\{\tilde{E}_t\}_{t \in [0,2\pi]}$:

$$U = \int_0^{2\pi} e^{it}d\tilde{E}_t.$$ 

Let us show that $U \supseteq V$. For arbitrary elements $g \in D(V)$ and $h \in H$ holds

$$(Vg,h)_H = \int_0^{2\pi} e^{it}(E_tg,h)_H = \int_0^{2\pi} e^{it}(\tilde{E}_tg,h)_{\tilde{H}} = (Ug,h)_{\tilde{H}} = (P_{\tilde{H}}^H Ug,h)_H,$$

where we used relation (9). Therefore

$$Vg = P_{\tilde{H}}^H Ug, \quad g \in D(V). \quad (11)$$

Moreover, we have

$$\|g\|_H = \|Vg\|_H = \|P_{\tilde{H}}^H Ug\|_H \leq \|Ug\|_{\tilde{H}} = \|g\|_H.$$ 

Therefore $\|P_{\tilde{H}}^H Ug\|_H = \|Ug\|_{\tilde{H}}$, and

$$P_{\tilde{H}}^H Ug = Ug, \quad g \in D(V).$$

Comparing the latter equality with (11) we conclude that $U \supseteq V$.

From (3) it follows that

$$(R_{\zeta}h,g)_H = \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}}d(E_th,g)_H = \int_0^{2\pi} \frac{1}{1 - \zeta e^{it}}d(\tilde{E}_th,g)_{\tilde{H}}$$

$$= ((E_{\tilde{H}} - \zeta U)^{-1}h,g)_{\tilde{H}} = (P_{\tilde{H}}^H (E_{\tilde{H}} - \zeta U)^{-1}h,g)_H, \quad \zeta \in T_e, \ h, g \in H.$$ 

Consequently, $R_{\zeta}$, $\zeta \in T_e$, is a generalized resolvent of a closed isometric operator $V$. \hfill $\Box$

Let us give conditions for the given operator-valued function $R_{\zeta}$ to be a generalized resolvent of a concrete prescribed closed isometric operator.

**Theorem 2.3** Let an operator-valued function $R_{\zeta}$ in a Hilbert space $H$ be given, which depends on a complex parameter $\zeta \in T_e$ and which values are linear operators defined on the whole $H$. Let a closed isometric operator $V$ in $H$ be given. The function $R_{\zeta}$, $\zeta \in T_e$, is a generalized resolvent of the operator $V$ if and only if the following conditions hold:
1) For all \( \zeta \in \mathbb{T}_e \) and for all \( g \in D(V) \) the following equality holds:
\[
R_\zeta(E_H - \zeta V)g = g;
\]

2) The operator \( R_0 \) is bounded and \( R_0 h = h \), for all \( h \in H \otimes D(V) \);

3) For an arbitrary \( h \in H \) the following inequality holds:
\[
\Re(R_\zeta h, h)_H \geq \frac{1}{2}\|h\|_H^2, \quad \zeta \in \mathbb{D};
\]

4) For an arbitrary \( h \in H \) \( R_\zeta h \) is an analytic vector-valued function of a parameter \( \zeta \) in \( \mathbb{D} \);

5) For an arbitrary \( \zeta \in \mathbb{D} \setminus \{0\} \) the following equality is true:
\[
R_\zeta^* = E_H - R_\zeta.
\]

**Proof.** The necessity of properties 3)-5) follows from the previous theorem. Let \( R_\zeta \) be a generalized resolvent of \( V \), corresponding to a unitary operator \( U \supseteq V \) in a Hilbert space \( \tilde{H} \supseteq H \). Then
\[
R_\zeta(E_H - \zeta V)g = P_{\tilde{H}}^H (E_{\tilde{H}} - \zeta U)^{-1} (E_H - \zeta V)g
\]
\[
= P_{\tilde{H}}^H (E_{\tilde{H}} - \zeta U)^{-1} (E_H - \zeta U)g = g, \quad g \in D(V).
\]
Therefore condition 1) holds, as well. The second property follows from Theorem 2.1, property 2).

Suppose that conditions 1)-5) from the statement of the theorem are satisfied. Let us check that for the function \( R_\zeta \) conditions 1),2) from the previous theorem are true. Choose an arbitrary \( \zeta_0 \in \mathbb{D} \setminus \{0\} \). Let \( L := (E_H - \zeta_0 V)D(V) \). By the first condition of the theorem we may write
\[
R_{\zeta_0}(E_H - \zeta_0 V)g = (E_H - \zeta_0 V)^{-1} (E_H - \zeta_0 V)g, \quad g \in D(V),
\]
and therefore
\[
R_{\zeta_0} f = (E_H - \zeta_0 V)^{-1} f \in D(V), \quad f \in L; \tag{12}
\]
\[
f = (E_H - \zeta_0 V)R_{\zeta_0} f, \quad f \in L.
\]

\[
R_\zeta f = R_\zeta(E_H - \zeta_0 V)R_{\zeta_0} f, \quad f \in L, \quad \zeta \in \mathbb{T}_e. \tag{13}
\]

Let us use condition 1) of the theorem with the vector \( g = R_{\zeta_0} f \in D(V) \):
\[
R_{\zeta_0} f = R_\zeta(E_H - \zeta V)R_{\zeta_0} f, \quad f \in L.
\]
Assuming that $\zeta \neq 0$, we divide relation (13) by $\zeta_0$ and subtract the last relation divided by $\zeta$ from it. Multiplying the obtained relation by $\zeta_0$, we get the required equality from condition 1) of Theorem 2.1. In the case $\zeta = 0$, the required equality takes the following form: $R_{\zeta_0}f = R_0R_{\zeta_0}f$, $f \in L$, and it follows directly from the first condition of the theorem with $\zeta = 0$, $g = R_{\zeta_0}f \in D(V)$.

By relation (12) and the definition of $L$ it follows that

$$R_{\zeta_0}L = (E_H - \zeta_0V)^{-1}L = D(V). \quad (14)$$

Consequently, the second condition of the theorem follows from the second condition of this theorem. Observe that conditions 3)-5) of Theorem 2.1 coincide with the corresponding conditions of this theorem. Thus, applying Theorem 2.1 we conclude that the function $R_{\zeta}$, $\zeta \in \mathbb{T}$, is a generalized resolvent of a closed isometric operator in $H$. Moreover, in the proof of Theorem 2.1 such an operator $V_1$ was constructed explicitly. Recall that its domain was $R_{\zeta_0}L$, and

$$V_1g = \frac{1}{\zeta_0}(E_H - R_{\zeta_0}^{-1})g, \quad g \in R_{\zeta_0}L.$$ 

Let us check that $V = V_1$. By (14) we see that the domains of the operators $V$ and $V_1$ coincide. For an arbitrary $g \in D(V) = D(V_1)$, using condition 1) we write

$$V_1g = \frac{1}{\zeta_0}(E_H - R_{\zeta_0}^{-1})g = \frac{1}{\zeta_0}(E_H - (E_H - \zeta_0V))g = Vg.$$ 

Thus, $V_1 = V$, and therefore the function $R_{\zeta}$, $\zeta \in \mathbb{T}$, is a generalized resolvent of the operator $V$. □

In conclusion of this subsection, we establish some propositions which will be used in what follows.

**Proposition 2.1** Let $F(\lambda)$ be an operator-valued analytic function in a domain $D \subseteq \mathbb{C}$, which values are linear bounded operators in a Hilbert space $H$, defined on the whole $H$. Suppose that at each point of the domain $D$ there exists the inverse $F^{-1}(\lambda)$, defined on the whole $H$. Assume that for each $\lambda \in D$ there exists an open neighborhood of this point in which $\|F^{-1}(\lambda)\|$ is bounded, as a function of $\lambda$. Then the operator-valued function $F^{-1}(\lambda)$ is analytic in $D$, as well.

**Proof.** Consider an arbitrary point $\mu \in D$. We may write:

$$F^{-1}(\lambda) - F^{-1}(\mu) = -F^{-1}(\lambda)(F(\lambda) - F(\mu))F^{-1}(\mu), \quad \lambda \in D, \quad (15)$$
and therefore
\[ \|F^{-1}(\lambda) - F^{-1}(\mu)\| \leq \|F^{-1}(\lambda)\| \|F(\lambda) - F(\mu)\| \|F^{-1}(\mu)\| \to 0, \]
as \( \lambda \to \mu \). Thus, \( F^{-1}(\lambda) \) is continuous in the domain \( D \) in the uniform operator topology.

From equality (15) it follows that
\[
\left\| \frac{1}{\lambda - \mu} (F^{-1}(\lambda) - F^{-1}(\mu)) + F^{-1}(\mu)F'(\mu)F^{-1}(\mu) \right\|
\leq \left\| -F^{-1}(\lambda) \left( \frac{1}{\lambda - \mu} (F(\lambda) - F(\mu)) \right) + F^{-1}(\mu)F'(\mu) \right\| \|F^{-1}(\mu)\|
= \left\| -F^{-1}(\lambda) \left( \frac{1}{\lambda - \mu} (F(\lambda) - F(\mu)) - F'(\mu) \right) + (F^{-1}(\mu) - F^{-1}(\lambda))F'(\mu) \right\|
\quad \ast \|F^{-1}(\mu)\|
\leq \left[ \|F^{-1}(\lambda)\| \left\| \frac{1}{\lambda - \mu} (F(\lambda) - F(\mu)) - F'(\mu) \right\| + \|F^{-1}(\mu) - F^{-1}(\lambda)\| \| F'(\mu) \| \right]
\quad \ast \|F^{-1}(\mu)\| \to 0,
\]
as \( \lambda \to \mu \). \( \square \)

**Proposition 2.2** Let \( W \) be a linear non-expanding operator in a Hilbert space \( H \), and \( f \) be an arbitrary element from \( D(W) \) such that:
\[ \|Wf\|_H = \|f\|_H. \]

Then
\[ (Wf, Wg)_H = (f, g)_H, \quad \forall g \in D(W). \]

**Proof.** Since \( W \) is non-expanding, we may write
\[ \|\zeta f + g\|^2_H - \|W(\zeta f + g)\|^2_H \geq 0, \quad \zeta \in \mathbb{C}, \quad g \in D(W). \]

Then
\[
(\zeta f + g, \zeta f + g) - (Wf + Wg, \zeta Wf + Wg) = |\zeta|^2\|f\|^2 + 2\text{Re}(\zeta(f, g))
+ \|g\|^2 - |\zeta|^2\|Wf\|^2 - 2\text{Re}(\zeta(Wf, Wg)) - \|Wg\|^2
= \|g\|^2 - \|Wg\|^2 + 2\text{Re}(\zeta[(f, g) - (Wf, Wg)]). \]
Thus, we obtain the inequality
\[ \|g\|^2 - \|Wg\|^2 + 2\text{Re}(\zeta[(f,g) - (Wf,Wg)]) \geq 0, \quad g \in D(W), \quad \zeta \in \mathbb{C}. \]
Set \( \zeta = -k((f,g) - (Wf,Wg)), k \in \mathbb{N}. \) Then we get
\[ \|g\|^2 - \|Wg\|^2 - 2k|(f,g) - (Wf,Wg)|^2 \geq 0, \quad k \in \mathbb{N}. \]
If \( k \) tends to the infinity we get \( (Wf,Wg)H = (f,g)_H. \)

**Proposition 2.3** Let \( W \) be a linear non-expanding operator in a Hilbert space \( H \), and \( V \) be a closed isometric operator in \( H \). Then the following conditions are equivalent:

(i) \( W \supseteq V; \)

(ii) \( W = V \oplus T, \) where \( T \) is a linear non-expanding operator in \( H \), such that \( D(T) \subseteq N_0(V), R(T) \subseteq N_\infty(V). \)

**Proof.** \( (i) \Rightarrow (ii). \) Let \( W \supseteq V. \) For an arbitrary element \( h \in D(V) \) holds \( Wh = Vh, \quad \|Wh\| = \|Vh\| = \|h\|. \) Applying the previous proposition we obtain that
\[ (Wh,Wg) = (h,g), \quad h \in D(V), \quad g \in D(W). \]
Denote \( M = D(W) \cap N_0(V) \subseteq N_0(V). \) Then
\[ (Wh,Wg) = 0, \quad h \in D(V), \quad g \in M. \]
Therefore \( WM \subseteq N_\infty(V). \) Set \( T = W|_M. \) The operator \( T \) is a linear non-expanding operator and \( D(T) \subseteq N_0(V), R(T) \subseteq N_\infty(V). \)
Choose an arbitrary element \( f \in D(W). \) It can be decomposed as a sum: \( f = f_1 + f_2, \) where \( f_1 \in M_0(V) = D(V), \) \( f_2 \in N_0(V). \) Since \( f \) and \( f_1 \) belong to \( D(W), \) then \( f_2 \) belongs, as well. Therefore \( f_2 \in M. \) Thus, we obtain: \( D(W) = D(V) \oplus D(T), \) where the manifold \( D(T) \) is not supposed to be closed.

The implication \( (ii) \Rightarrow (i) \) is obvious. \( \square \)

## 2.2 Chumakin’s formula for the generalized resolvents of an isometric operator.

The construction of the generalized resolvents using the definition of the generalized resolvent is hard. It requires a construction of extensions of the given isometric operator in larger spaces. Moreover, it may happen that different extensions produce the same generalized resolvent. A convenient description of generalized resolvents in terms of an analytic class of operator-valued functions is provided by the following theorem.
Theorem 2.4 An arbitrary generalized resolvent $R_{\zeta}$ of a closed isometric operator $V$, acting in a Hilbert space $H$, has the following form:

$$R_{\zeta} = [E_H - \zeta(V \oplus F_{\zeta})]^{-1}, \quad \zeta \in \mathbb{D},$$  \hspace{1cm} (16)

where $F_{\zeta}$ is a function from $S(\mathbb{D}; N_0(V), N_\infty(V))$. Conversely, an arbitrary function $F_{\zeta} \in S(\mathbb{D}; N_0(V), N_\infty(V))$ defines by relation (16) a generalized resolvent $R_{\zeta}$ of the operator $V$. Moreover, to different functions from $S(\mathbb{D}; N_0(V), N_\infty(V))$ there correspond different generalized resolvents of the operator $V$.

Proof. Let $R_{\zeta}$ be an arbitrary generalized resolvent of the operator $V$ from the statement of the theorem, which corresponds to a unitary extension $U \supseteq V$ in a Hilbert space $\tilde{H} \supseteq H$. For an arbitrary $\zeta \in \mathbb{T}$ and $h \in M_{\zeta}(V)$, $h = (E_H - \zeta V)f$, $f \in D(V)$, we may write:

$$R_{\zeta}h = P_{\tilde{H}}(E_{\tilde{H}} - \zeta U)^{-1}h = P_{\tilde{H}}(E_{\tilde{H}} - \zeta U)^{-1}(E_{\tilde{H}} - \zeta U)f = f = (E_H - \zeta V)^{-1}h; \quad R_{\zeta} \supseteq (E_H - \zeta V)^{-1}.$$

By property 3) of Theorem 2.1, the operator $R_{\zeta}$ is invertible for $\zeta \in \mathbb{D}$. Then

$$R_{\zeta}^{-1} \supseteq (E_H - \zeta V), \quad \zeta \in \mathbb{D}.$$

Set

$$T_{\zeta} = \frac{1}{\zeta} (E_H - R_{\zeta}^{-1}), \quad \zeta \in \mathbb{D}\setminus\{0\}.$$

The operator $T_{\zeta}$ is an extension of the operator $V$. Suppose that a vector $g \in H$ is orthogonal to the domain of the operator $T_{\zeta}$, i.e.

$$0 = (R_{\zeta}h, g)_H, \quad \forall h \in H.$$

Then $R_{\zeta}^*g = 0$. Using property 3) of Theorem 2.1 we write

$$0 = (g, R_{\zeta}^*g)_H = (R_{\zeta}g, g)_H = \text{Re}(R_{\zeta}g, g)_H \geq \frac{1}{2} (g, g)_H \geq 0.$$

Therefore $g = 0$. Thus, we see that $R_{\zeta}H = H$.

Using property 3) with arbitrary $h \in H$ we may write

$$\|h\|^2_H = (h, h)_H \leq 2 \text{Re}(R_{\zeta}h, h)_H \leq 2 |(R_{\zeta}h, h)_H| \leq 2 \|R_{\zeta}h\|H\|h\|H; \quad \|h\|H \leq 2 \|R_{\zeta}h\|H, \quad \zeta \in \mathbb{D}.$$
Consequently, the operator $R_\zeta^{-1}$ is bounded and
\[ \|R_\zeta^{-1}\| \leq 2, \quad \zeta \in \mathbb{D}. \] (17)

Since $R_\zeta$ is closed, the operator $R_\zeta^{-1}$ is closed, as well. Hence, it is defined on the whole space $H$. Thus, we conclude that the operator $T_\zeta$ ($\zeta \in \mathbb{D}\setminus\{0\}$) is defined on the whole $H$. Set
\[ B_\zeta = E_H - R_\zeta^{-1}, \quad \zeta \in \mathbb{D}, \]
and we see that for $\zeta \in \mathbb{D}\setminus\{0\}$ we have $B_\zeta = \zeta T_\zeta$. Using this fact and the equality $R_0 = E_H$, we obtain that $B_\zeta$ is defined on the whole space $H$, for all $\zeta \in \mathbb{D}$. For arbitrary $\zeta \in \mathbb{D}$ and $f \in D(B_\zeta)$, $f = R_\zeta h$, $h \in H$, we write
\[ \|B_\zeta f\|_H = (R_\zeta h - h, R_\zeta h - h)_H = \|R_\zeta h\|_H^2 - 2 \text{Re}(R_\zeta h, h)_H + \|h\|_H^2. \]
Using one more time property 3) of Theorem 2.1 we conclude that
\[ \|B_\zeta f\|_H \leq \|f\|_H, \]
and therefore $\|B_\zeta\| \leq 1$. Taking into account inequality (17) and using Proposition 2.1 we conclude that the function $R_\zeta^{-1}$ is analytic in $\mathbb{D}$. Therefore the function $B_\zeta$ is also analytic in $\mathbb{D}$, and $B_0 = 0$. By the Schwarz lemma for operator-valued functions the following inequality holds: $\|B_\zeta\| \leq \zeta$, $\zeta \in \mathbb{D}$. Therefore $\|T_\zeta\| \leq 1$, $\zeta \in \mathbb{D}\setminus\{0\}$.

The function $B_\zeta$, as an analytic operator-valued function, can be expanded into the Maclaurin series:
\[ B_\zeta = \sum_{k=1}^{\infty} C_k \zeta^k, \quad \zeta \in \mathbb{D}, \]
where $C_k$ are some linear bounded operators defined on the whole $H$. Dividing this representation by $\zeta$ for $\zeta \neq 0$, we see that the function $T_\zeta$ coincides with a Maclaurin series. Defining $T_\zeta$ at zero by continuity, we get an analytic function in $\mathbb{D}$.

Applying to $T_\zeta$ Proposition 2.3 we conclude that
\[ T_\zeta = V \oplus F_\zeta, \quad \zeta \in \mathbb{D}, \]
where $F_\zeta$ is a linear non-expanding operator, defined on the whole $N_0(V)$, with values in $N_\infty(V)$. Since $T_\zeta$ is analytic in $\mathbb{D}$, then $F_\zeta$ is analytic, as well. Therefore $F_\zeta \in \mathcal{S}(\mathbb{D}; N_0(V), N_\infty(V))$. By the definitions of the functions $T_\zeta$ and $B_\zeta$, from the latter relation we easily get formula (16) with $\zeta \in \mathbb{D}\setminus\{0\}$. For $\zeta = 0$ the validity of (16) is obvious.
Let us check the second statement of the theorem. Consider an arbitrary function \( F_\zeta \in \mathcal{S}(\mathbb{D}; N_0(V), N_\infty(V)) \). Set

\[
T_\zeta = V \oplus F_\zeta, \quad \zeta \in \mathbb{D}.
\]

The function \( T_\zeta \) is analytic. Observe that there exists the inverse \((E_H - \zeta T_\zeta)^{-1}\), which is bounded and defined on the whole \( H \), since \( ||\zeta T_\zeta|| \leq |\zeta| < 1 \).

Moreover, we have

\[
||(E_H - \zeta T_\zeta)h||_H \geq ||h||_H - |\zeta||\zeta T_\zeta h||_H \geq (1 - |\zeta|)||h||_H, \quad h \in H, \: \zeta \in \mathbb{D}.
\]

Therefore

\[
||(E_H - \zeta T_\zeta)^{-1}|| \leq \frac{1}{1 - |\zeta|}, \quad \zeta \in \mathbb{D}.
\]

By Proposition 2.1, the function \((E_H - \zeta T_\zeta)^{-1}\) is analytic in \( \mathbb{D} \). Set

\[
R_\zeta = (E_H - \zeta T_\zeta)^{-1}, \quad \zeta \in \mathbb{D},
\]

and

\[
R_\zeta = E_H - R_\zeta^*, \quad \zeta \in \mathbb{D}_e.
\]

For the function \( R_\zeta \) conditions 4) and 5) of Theorem 2.3 hold. Let us check the validity of the rest of conditions of this Theorem. Condition 1) for \( \zeta \in \mathbb{D} \) follows from the definition of the function \( R_\zeta \). Choose arbitrary \( \zeta \in \mathbb{D}_e \) and \( g \in D(V) \). Then

\[
R_\zeta = E_H - R_\zeta^* = E_H - \left( \left( E_H - \frac{1}{\zeta} T_\zeta \right)^{-1} \right)^* = E_H - \left( E_H - \frac{1}{\zeta} T_\zeta^* \right)^{-1}
\]

\[
= -\frac{1}{\zeta} T_\zeta^* \left( E_H - \frac{1}{\zeta} T_\zeta^* \right)^{-1};
\]

\[
R_\zeta (E_H - \zeta V)g = -\zeta R_\zeta \left( E_H - \frac{1}{\zeta} V^{-1} \right) Vg
\]

\[
= T_\zeta^* \left( E_H - \frac{1}{\zeta} V^{-1} \right)^{-1} \left( E_H - \frac{1}{\zeta} V^{-1} \right) Vg = g,
\]

since \( T_\zeta^* \supseteq V^{-1} \). Thus, condition 1) of Theorem 2.3 is true. Since \( R_0 = E_H \), then condition 2) of Theorem 2.3 is true, as well.

Choose arbitrary \( h \in H \) and \( \zeta \in \mathbb{D} \). Notice that

\[
\text{Re}(R_\zeta h, h) = \frac{1}{2} \left( (R_\zeta h, h) + (h, R_\zeta h) \right)
\]
\[ \frac{1}{2} \left\{ (E_H - \zeta T\zeta)^{-1} h, h \right\} + (h, (E_H - \zeta T\zeta)^{-1} h) \].

Set \( f = (E_H - \zeta T\zeta)^{-1} h \). Then

\[ \text{Re}(R\zeta h, h) = \frac{1}{2} \left\{ (f, (E_H - \zeta T\zeta)f) + ((E_H - \zeta T\zeta)f, f) \right\} \]

On the other hand, the following equality is true:

\[ \frac{1}{2} (h, h) = \frac{1}{2} ((E_H - \zeta T\zeta)f, (E_H - \zeta T\zeta)f) \]

Comparing last relations and taking into account the inequality \( |\zeta|^2 \|T\zeta f\|^2 \leq \|f\|^2 \), we get: \( \text{Re}(R\zeta h, h) \geq \frac{1}{2} (h, h) \). Consequently, condition 3) of Theorem 2.3 is true, as well. Therefore the function \( R\zeta \) is a generalized resolvent of the operator \( V \).

Let us check the last assertion of the theorem. Consider an arbitrary generalized resolvent \( R\zeta \) of the operator \( V \). Suppose that \( R\zeta \) admits two representations of a type (16) with some functions \( F\zeta \) and \( \tilde{F}\zeta \). Then

\[ F\zeta = \tilde{F}\zeta = \frac{1}{\zeta}(E_H - R\zeta^{-1})|_{N_0(V)}, \quad \zeta \in \mathbb{D}\setminus\{0\}. \]

By continuity these functions coincide at zero, as well. \( \square \)

Formula (16) is said to be the Chumakin formula for the generalized resolvents of a closed isometric operator. This formula contains the minimal number of parameters: the operator and the function-parameter \( F\zeta \). Due to this fact, it will be not hard to use the Chumakin formula by solving interpolation problems.

### 2.3 Inin’s formula for the generalized resolvents of an isometric operator.

Consider a closed isometric operator \( V \) in a Hilbert space \( H \). For the operator \( V \) we shall obtain another description of the generalized resolvents — Inin’s formula, see formula (25) below. It has a less transparent structure, but instead of this it is more general and coincides with Chumakin’s formula in the case \( z_0 = 0 \). Inin’s formula turns out to be very useful in the investigation of the generalized resolvents of isometric operators with gaps in their
An important role in the sequel will be played by the following operator:

\[ V_z = (V - zE_H)(E_H - zV)^{-1}, \quad z \in \mathbb{D}. \]  

(18)

Notice that \( D(V_z) = M_z \) and \( R(V_z) = M_{\overline{z}} \). It is readily checked that the operator \( V_z \) is isometric and

\[ V = (V_z + zE_H)(E_H + zV)^{-1} = (V_z)_{-z}. \]  

Moreover, if \( V \) is unitary, then \( V_z \) is unitary, as well, and vice versa (this follows from (19)).

Let \( \hat{V}_z \supseteq V_z \) be a unitary extension of the operator \( V_z \), acting in a Hilbert space \( \hat{H} \supseteq H \). We can define the following operator

\[ \hat{V} = (\hat{V}_z + zE_{\hat{H}})(E_{\hat{H}} + z\hat{V}_z)^{-1}, \]  

(20)

which will be a unitary extension of the operator \( V \) in \( \hat{H} \). Formula (20) establishes a one-to-one correspondence between all unitary extensions \( \hat{V}_z \) of the operator \( V_z \) in a Hilbert space \( \hat{H} \supseteq H \), and all unitary extensions \( \hat{V} \) of the operator \( V \) in \( \hat{H} \).

Fix an arbitrary point \( z_0 \in \mathbb{D} \). Consider an arbitrary linear non-expanding operator \( C \) with the domain \( D(C) = N_{z_0} \) and the range \( R(C) \subseteq N_{\overline{z_0}} \). Denote

\[ V_{z_0;C}^+ = V_{z_0} \oplus C; \]  

(21)

\[ V_C = V_{C;z_0} = (V_{z_0;C}^+ + z_0E_H)(E_H + z_0V_{z_0;C}^+)^{-1}. \]  

(22)

If \( z_0 \neq 0 \), we may also write:

\[ V_C = V_{C;z_0} = \frac{1}{z_0}E_H + \frac{|z_0|^2 - 1}{z_0}(E_H + z_0V_{z_0;C}^+)^{-1}; \]  

(23)

\[ V_{z_0;C}^+ = -\frac{1}{z_0}E_H + \frac{1 - |z_0|^2}{z_0}(E_H - z_0V_{C;z_0})^{-1}. \]  

(24)

The operator \( V_C \) is said to be an orthogonal extension of the closed isometric operator \( V \), defined by the operator \( C \).

**Theorem 2.5** Let \( V \) be a closed isometric operator in a Hilbert space \( H \). Fix an arbitrary point \( z_0 \in \mathbb{D} \). An arbitrary generalized resolvent \( R_\zeta \) of the operator \( V \) has the following representation:

\[ R_\zeta = [E - \zeta V_{C;(\zeta;z_0)}]^{-1}, \quad \zeta \in \mathbb{D}, \]  

(25)
where \( C(\zeta) = C(\zeta; z_0) \) is a function from \( S(\mathbb{D}; N_{z_0}, N_{1/\zeta}) \). Conversely, an arbitrary function \( C(\zeta; z_0) \in S(\mathbb{D}; N_{z_0}, N_{1/\zeta}) \) generates by relation (25) a generalized resolvent \( R_\zeta \) of the operator \( V \). To different functions from \( S(\mathbb{D}; N_{z_0}, N_{1/\zeta}) \) there correspond different generalized resolvents of the operator \( V \).

**Proof.** Let \( V \) be a closed isometric operator in a Hilbert space \( H \), and \( z_0 \in \mathbb{D}\setminus\{0\} \) be a fixed point. Consider the following linear fractional transformation:

\[
t = t(u) = \frac{u - \overline{z_0}}{1 - z_0 u},
\]

which maps the unit circle \( T \) on \( T \), and \( \mathbb{D} \) on \( \mathbb{D} \).

Let \( \check{V}_{z_0} \) be an arbitrary unitary extension of the operator \( V_{z_0} \), acting in a Hilbert space \( \check{H} \supseteq H \), and \( \hat{V} \) be the corresponding unitary extension of the operator \( V \), defined by relation (24). Choose an arbitrary number \( u \in T \setminus \{0, \overline{z_0}, \frac{1}{z_0}\} \). Then \( t = t(u) \in T \setminus \{0, -\overline{z_0}, -\frac{1}{z_0}\} \). Moreover, the following conditions are equivalent:

\[
u \in T \setminus \{0, \overline{z_0}, \frac{1}{z_0}\} \iff t \in T \setminus \{0, -\overline{z_0}, -\frac{1}{z_0}\}.
\]

We may write:

\[
(\check{V}_{z_0} - t E_{\hat{H}})^{-1} = \left((\hat{V} - \overline{z_0} E_{\hat{H}})(E_{\hat{H}} - z_0 \hat{V})^{-1}ight)^{-1} \cdot \left(1 - \frac{u}{1 - z_0 u} E_{\hat{H}} - \overline{z_0} \hat{V} \right)^{-1}.
\]

Therefore

\[
-\frac{1}{t} (E_{\hat{H}} - \frac{1}{t} \hat{V})^{-1} = -\frac{z_0(1 - z_0 u)}{1 - |z_0|^2} E_{\hat{H}} - \frac{(1 - z_0 u)^2}{u(1 - |z_0|^2)} (E_{\hat{H}} - \frac{1}{u} \hat{V})^{-1};
\]

\[
(E_{\hat{H}} - \frac{1}{u} \hat{V})^{-1} = -\frac{z_0 u}{1 - z_0 u} E_{\hat{H}} + \frac{u(1 - |z_0|^2)}{(1 - z_0 u)^2 t} (E_{\hat{H}} - \frac{1}{t} \hat{V}_{z_0})^{-1}.
\]
Thus, relation (29) establishes a one-to-one correspondence between all generalized resolvents. Using (29), (30) we get
\[ (E_{\tilde{R}} - \tilde{u}\tilde{V})^{-1} = -\frac{z_0}{\tilde{u} - z_0} E_{\tilde{R}} + \frac{\tilde{u}(1 - |z_0|^2)}{(\tilde{u} - z_0)(1 - \tilde{u}z_0)} (E_{\tilde{R}} - \tilde{V}_{z_0})^{-1}. \]

Applying the projection operator \( P_{\tilde{R}} \) to both sides of the last relation we come to the following equality:
\[
\mathbf{R}_{\tilde{u}}(V) = -\frac{z_0}{\tilde{u} - z_0} E_H + \frac{\tilde{u}(1 - |z_0|^2)}{(\tilde{u} - z_0)(1 - \tilde{u}z_0)} \mathbf{R}_{\tilde{u}z_0}(V_{z_0}), \quad \tilde{u} \in \mathbb{T}_e \backslash \{0, \frac{1}{z_0}\},
\]
where \( \mathbf{R}_{\tilde{u}}(V) \), \( \mathbf{R}_{\tilde{u}z_0}(V_{z_0}) \), are the generalized resolvents of the operators \( V \) and \( V_{z_0} \), respectively.

Since \( \mathbf{R}_{\tilde{u}}(V) \) is analytic in \( \mathbb{T}_e \), it is uniquely defined by the generalized resolvent \( \mathbf{R}_{\tilde{u}z_0}(V_{z_0}) \), according to relation (29). The same relation (29) uniquely defines the generalized resolvent \( \mathbf{R}_{\tilde{u}z_0}(V_{z_0}) \) by the generalized resolvent \( \mathbf{R}_{\tilde{u}}(V) \).

Thus, relation (29) establishes a one-to-one correspondence between all generalized resolvents of the operator \( V_{z_0} \), and all generalized resolvents of the operator \( V \).

Let us apply Chumakin’s formula (16) to the operator \( V_{z_0} \):
\[
\mathbf{R}_{\tilde{u}}(V_{z_0}) = \left[ E_H - \tilde{t}(V_{z_0} \oplus F(\tilde{t})) \right]^{-1}, \quad \tilde{t} \in \mathbb{D},
\]
where \( F(\tilde{t}) \) is a function of the class \( \mathcal{S}(\mathbb{D}; N_{z_0}, N_{\frac{1}{z_0}}) \).

Consider relation (29) for points \( \tilde{u} \in \mathbb{D} \backslash \{0, z_0\} \), what is equivalent to the condition \( \tilde{t} \in \mathbb{D} \backslash \{0, -z_0\} \). In this restricted case relation (29) also establishes a one-to-one correspondence between generalized resolvents. Using (29), (30) we get
\[
\mathbf{R}_{\tilde{u}}(V) = -\frac{z_0}{\tilde{u} - z_0} E_H + \frac{\tilde{u}(1 - |z_0|^2)}{(\tilde{u} - z_0)(1 - \tilde{u}z_0)} \left[ E_H - \frac{\tilde{u} - z_0}{1 - \tilde{u}z_0} \left( V_{z_0} \oplus F \left( \frac{\tilde{u} - z_0}{1 - \tilde{u}z_0} \right) \right) \right]^{-1}, \quad \tilde{u} \in \mathbb{D} \backslash \{0, z_0\},
\]
and the latter conditions are equivalent to the conditions from relation (27). Then
\[
(E_{\tilde{R}} - \tilde{u}\tilde{V})^{-1} = -\frac{z_0}{\tilde{u} - z_0} E_{\tilde{R}} + \frac{\tilde{u}(1 - |z_0|^2)}{(\tilde{u} - z_0)(1 - \tilde{u}z_0)} (E_{\tilde{R}} - \tilde{V}_{z_0})^{-1}.
\]
where \( F(\tilde{t}) \in \mathcal{S}(\mathbb{D}; N_{z_0}, N_{\frac{1}{z_0}}) \).

Relation (31) establishes a one-to-one correspondence between all functions \( F(\tilde{t}) \) from \( \mathcal{S}(\mathbb{D}; N_{z_0}, N_{\frac{1}{z_0}}) \), and all generalized resolvents of the operator \( V \).

Set \( C(\tilde{u}) = F(\frac{\tilde{u} - z_0}{1 - z_0 \tilde{u}}), \ u \in \mathbb{D} \). Notice that \( C(\tilde{u}) \in \mathcal{S}(N_{z_0}; N_{\frac{1}{z_0}}) \). We may write:

\[
E_H - \frac{\tilde{u} - z_0}{1 - z_0 \tilde{u}} \left( V_{z_0} \oplus F \left( \frac{\tilde{u} - z_0}{1 - z_0 \tilde{u}} \right) \right) = E_H - \frac{\tilde{u} - z_0}{1 - z_0 \tilde{u}} V^+_{z_0;C(\tilde{u})}
\]

\[
= (E_H - z_0 V_{C(\tilde{u});z_0})(E_H - z_0 V_{C(\tilde{u});z_0})^{-1}
\]

\[
- \frac{\tilde{u} - z_0}{1 - z_0 \tilde{u}} \left( V_{C(\tilde{u});z_0} - z_0 E_H \right)(E_H - z_0 V_{C(\tilde{u});z_0})^{-1}
\]

\[
= \frac{1 - |z_0|^2}{1 - z_0 \tilde{u}} (E_H - \tilde{u} V_{C(\tilde{u});z_0})(E_H - z_0 V_{C(\tilde{u});z_0})^{-1}
\]

By substitution of the last relation into (31), after elementary calculations we get

\[
\mathbf{R}_{\tilde{u}}(V) = (E_H - \tilde{u} V_{C(\tilde{u});z_0})^{-1}, \quad \tilde{u} \in \mathbb{D}\{0, z_0\}. \tag{32}
\]

Of course, in the case \( \tilde{u} = 0 \) relation (32) is true, as well. It remains to check the validity of relation (32) in the case \( \tilde{u} = z_0 \).

By Chumakin’s formula for \( \mathbf{R}_{\tilde{u}}(V) \) we see that \( (\mathbf{R}_{\tilde{u}}(V))^{-1} \) is an analytic operator-valued function in \( \mathbb{D} \). Using (32) we may write:

\[
(\mathbf{R}_{z_0}(V))^{-1} = u - \lim_{\tilde{u} \to z_0} (\mathbf{R}_{\tilde{u}}(V))^{-1} = E_H - u - \lim_{\tilde{u} \to z_0} \tilde{u} V_{C(\tilde{u});z_0}, \tag{33}
\]

where the limits are understood in the sense of the uniform operator topology. The operator-valued function \( V^+_{z_0;C(\tilde{u})} = V_{z_0} \oplus C(\tilde{u}) \) is analytic in \( \mathbb{D} \), and its values are non-expanding operators in \( H \). Then

\[
\| (E_H + z_0 V^+_{z_0;C(\tilde{u})}) h \| \geq \| |h| - |z_0|| V^+_{z_0;C(\tilde{u})} h \| \geq (1 - |z_0|) \| h \|, \quad h \in H;
\]

\[
\| (E_H + z_0 V^+_{z_0;C(\tilde{u})})^{-1} \| \leq \frac{1}{1 - |z_0|}, \quad \tilde{u} \in \mathbb{D}. \tag{34}
\]

By Proposition 2.1 we obtain that the operator-valued function \( (E_H + z_0 V^+_{z_0;C(\tilde{u})})^{-1} \) is analytic in \( \mathbb{D} \). Therefore \( V_{C(\tilde{u});z_0} = (V^+_{z_0;C(\tilde{u})} + z_0 E_H)(E_H + z_0 V^+_{z_0;C(\tilde{u})})^{-1} \) is analytic in \( \mathbb{D} \), as well. Passing to the limit in relation (33) we get

\[
(\mathbf{R}_{z_0}(V))^{-1} = E_H - z_0 V_{C(z_0);z_0}.
\]

Thus, relation (32) holds in the case \( \tilde{u} = z_0 \), as well. \( \Box \)
2.4 The generalized resolvents of a symmetric operator. A connection with the generalized resolvents of the Cayley transformation of the operator.

Consider an arbitrary closed symmetric operator $A$ in a Hilbert space $H$. The domain of $A$ is not supposed to be necessarily dense in $H$. It is well known that for the operator $A$ there always exists a self-adjoint extension $\tilde{A}$, acting in a Hilbert space $\tilde{H} \supseteq H$. Define an operator-valued function $R_\lambda$ in the following way:

$$R_\lambda = R_\lambda(A) = R_{s;\lambda}(A) = P_{\tilde{H}}^{-1}(\tilde{A} - \lambda E_{\tilde{H}})|_H, \quad \lambda \in \mathbb{R}_e.$$

The function $R_\lambda$ is said to be a generalized resolvent of the symmetric operator $A$ (corresponding to the extension $\tilde{A}$). The additional index $s$ is necessary in those cases where there can appear a muddle with the generalized resolvent of an isometric operator.

Let $\{\tilde{E}_t\}_{t \in \mathbb{R}}$ be a left-continuous orthogonal resolution of the identity of the operator $\tilde{A}$. The operator-valued function

$$E_t = P_{\tilde{H}} \tilde{E}_t, \quad t \in \mathbb{R},$$

is said to be a (left-continuous) spectral function of a symmetric operator $A$ (corresponding to the extension $\tilde{A}$). Let $E(\delta), \delta \in \mathcal{B}(\mathbb{R})$, be the orthogonal spectral measure of the self-adjoint operator $\tilde{A}$. The function

$$E(\delta) = P_{\tilde{H}} \tilde{E}(\delta), \quad \delta \in \mathcal{B}(\mathbb{R}),$$

is said to be a spectral measure of a symmetric operator $A$ (corresponding to the extension $\tilde{A}$). The spectral function and the spectral measure of the operator $A$ are connected by the following relation:

$$E([0, t)) = E_t, \quad t \in \mathbb{R},$$

what follows from the analogous property of the orthogonal spectral measures. Moreover, generalized resolvents and spectral functions (measures) of the operator $A$ are connected by the following equality:

$$(R_\lambda h, g)_H = \int_{\mathbb{R}} \frac{1}{t - \lambda} d(E(\cdot)h, g)_H = \int_{\mathbb{R}} \frac{1}{t - \lambda} d(E_t h, g)_H, \quad \forall h, g \in H, \quad (35)$$

which follows directly from their definitions. By the Stieltjes-Perron inversion formula this means that between generalized resolvents and spectral measures there exists a one-to-one correspondence.
For arbitrary elements \( h, g \in H \) we may write:
\[
(R_\lambda h, g)_H = (R_\lambda(\tilde{A})h, g)_{\tilde{H}} = (h, R_\lambda^*(\tilde{A})g)_{\tilde{H}} = (h, R_{\lambda}^*(\tilde{A})g)_{\tilde{H}} = (h, R_\lambda^*(\tilde{A})g)_H
\]
where \( R_\lambda(\tilde{A}) = (\tilde{A} - \lambda E_{\tilde{H}})^{-1} \) is the resolvent of the self-adjoint operator \( \tilde{A} \) in a Hilbert space \( \tilde{H} \), corresponding to \( \lambda^{*\lambda} \). Therefore
\[
R_{\lambda^{*\lambda}}(A) = R_{\lambda^{*\lambda}}(A), \quad \lambda \in \mathbb{R}_e.
\]
Choose and fix an arbitrary number \( z \in \mathbb{R}_e \). Consider the Cayley transformation of the operator \( A \):
\[
U_z = U_z(A) = (A - \mathbb{E}E_H)(A - zE_H)^{-1} = E_H + (z - \mathbb{E})(A - zE_H)^{-1}. \quad (37)
\]
The operator \( U_z \) is closed and \( D(U_z) = \mathcal{M}_z, R(U_z) = \mathcal{M}_{z}. \) It is readily checked that \( U_z \) is isometric. Since \( U_z - E_H = (z - \mathbb{E})(A - zE_H)^{-1} \), the operator \( U_z \) has no non-zero fixed points. The operator \( A \) is expressed by \( U_z \) in the following way:
\[
A = (zU_z - \mathbb{E}E_H)(U_z - E_H)^{-1} = zE_H + (z - \mathbb{E})(U_z - E_H)^{-1}.
\]
Let \( \hat{A} \supset A \) be a self-adjoint extension of the operator \( A \), acting in a Hilbert space \( \hat{H} \supset H \). Then the following operator:
\[
W_z = (\hat{A} - \mathbb{E}E_{\tilde{H}})(\hat{A} - zE_{\tilde{H}})^{-1} = E_{\tilde{H}} + (z - \mathbb{E})(\hat{A} - zE_{\tilde{H}})^{-1}, \quad (38)
\]
is a unitary extension of the operator \( U_z \), acting in \( \hat{H} \), and having no non-zero fixed points.

Conversely, if there is a unitary extension \( W_z \) of the operator \( U_z \), acting in a Hilbert space \( \hat{H} \) and having no non-zero fixed points, then the operator
\[
\hat{A} = (zW_z - \mathbb{E}E_{\tilde{H}})(W_z - E_{\tilde{H}})^{-1} = zE_{\tilde{H}} + (z - \mathbb{E})(W_z - E_{\tilde{H}})^{-1}, \quad (39)
\]
will be a self-adjoint extension of the operator \( A \), acting in \( \hat{H} \). Thus, between self-adjoint extensions \( \hat{A} \) of the operator \( A \) and unitary extensions \( W_z \) of the operator \( U_z \), acting in \( \hat{H} \) and having no non-zero fixed points, there exists a one-to-one correspondence according to formulas (35), (38).

**Theorem 2.6** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), which domain is not necessarily dense in \( H \). Let \( z \in \mathbb{R}_e \) be an arbitrary fixed point, and \( U_z \) be the Cayley transformation of \( A \). The following equality:
\[
R_{\lambda^{*\lambda}, z}(A) = \frac{\lambda - \mathbb{E}}{z - \mathbb{E}}E_H + \frac{(\lambda - \mathbb{E})(\lambda - z)}{z - \mathbb{E}}R_{e^{*\lambda}}(A), \quad \lambda \in \mathbb{R}_e \backslash \{z, \mathbb{E}\}, \quad (40)
\]
establishes a one-to-one correspondence between all generalized resolvents $R_{s;\lambda}(A)$ of the operator $A$ and those generalized resolvents $R_{u;\zeta}(U_z)$ of the closed isometric operator $U_z$ which are generated by extensions of $U_z$ without non-zero fixed points.

In the case $D(A) = H$, equality (40) establishes a one-to-one correspondence between all generalized resolvents $R_{s;\lambda}(A)$ of the operator $A$ and all generalized resolvents $R_{u;\zeta}(U_z)$ of the operator $U_z$.

**Proof.** Choose and fix a point $z \in \mathbb{R}$. Let $R_{s;\lambda}(A)$ be an arbitrary generalized resolvent of a closed symmetric operator $A$. It is generated by a self-adjoint operator $\hat{A} \supset A$ in a Hilbert space $\hat{H} \supset H$. Consider the Cayley’s transformation $W_z$ of the operator $\hat{A}$, given by (38). As it was mentioned above, the operator $W_z$ is a unitary extension of the operator $U_z$, acting in $\hat{H}$, and having no non-zero fixed elements. Consider the following linear fractional transformation:

$$\zeta = \frac{\lambda - z}{\bar{\lambda} - \bar{z}}, \quad \lambda = \frac{\bar{\zeta} - z}{\zeta - 1}.$$  

Supposing that $\lambda \in \mathbb{R} \setminus \{z, \bar{z}\}$, what is equivalent to the inclusion $\zeta \in \mathbb{T} \setminus \{0\}$, we write:

$$(E_{\hat{H}} - \zeta W_z)^{-1} = \left( E_{\hat{H}} - \frac{\lambda - z}{\bar{\lambda} - \bar{z}} \left( E_{\hat{H}} + (z - \bar{z})(\hat{A} - zE_{\hat{H}})^{-1} \right) \right)^{-1}$$

$$= \frac{\lambda - \bar{z}}{z - \bar{z}} \left( (\hat{A} - \lambda E_{\hat{H}})(\hat{A} - zE_{\hat{H}})^{-1} \right)^{-1}$$

$$= \frac{\lambda - \bar{z}}{z - \bar{z}} (\hat{A} - zE_{\hat{H}})(\hat{A} - \lambda E_{\hat{H}})^{-1}$$

$$= \frac{\lambda - \bar{z}}{z - \bar{z}} E_{\hat{H}} + \frac{(\lambda - \bar{z})(\lambda - z)}{z - \bar{z}} (\hat{A} - \lambda E_{\hat{H}})^{-1}.$$  

Applying the projection operator $P_{\hat{H}}^\perp$ to the first and to the last parts of this relation we get relation (40). The function $R_{u;\zeta}(U_z)$ is a generalized resolvent of $U_z$ of the required class.

Conversely, suppose that $R_{u;\zeta}(U_z)$ is a generalized resolvent of $U_z$, generated by a unitary extension $W_z \supset U_z$, acting in a Hilbert space $\hat{H} \supset H$ and having no non-zero fixed elements. Define the operator $\hat{A}$ by equality (39). As it was said above, the operator $\hat{A}$ is a unitary extension of $A$ in $\hat{H}$. The operator $W_z$ is its Cayley’s transformation. Repeating for the operator $\hat{A}$ considerations at the beginning of the proof we shall come to relation (40).
The bijectivity of the correspondence (10) is obvious. In fact, relation (10) connects all values of two generalized resolvents except two points where they are defined by the continuity.

Consider the case \( \overline{D(A)} = H \). Let \( R_{u,z}(U_z) \) be an arbitrary generalized resolvent of the operator \( U_z \), which is generated by a unitary extension \( \tilde{W}_z \supseteq U_z \), acting in a Hilbert space \( \tilde{H} \supseteq H \). Let \( h \in \tilde{H} \) be a fixed point of the operator \( \tilde{W}_z : \tilde{W}_z h = h \). For arbitrary element \( g \in \tilde{H} \) we may write:

\[
(h, \tilde{W}_z g)_{\tilde{H}} = (\tilde{W}_z h, \tilde{W}_z g)_{\tilde{H}} = (h, g)_{\tilde{H}}; \\
(h, (\tilde{W}_z - E_{\tilde{H}}) g)_{\tilde{H}} = 0, \quad g \in \tilde{H}.
\]

In particular, this implies that \( h \perp (U_z - E_H)D(U_z) = D(A) \). Therefore \( h \in \tilde{H} \ominus H \). Denote by \( M \) a set of all fixed elements of the operator \( \tilde{W}_z \). The set \( M \) is a subspace in \( \tilde{H} \) which is orthogonal to \( H \). Thus, we have \( \tilde{H} = H \oplus M \oplus H_1 \), where \( H_1 \) is a subspace in \( H \).

Consider an operator \( W_z = \tilde{W}_z|_{H \oplus H_1} \). The operator \( W_z \) has no non-zero fixed points and it is a unitary extension of \( U_z \), if it is considered as an operator in \( H \oplus H_1 \). Since for an arbitrary \( f \in H \) we have:

\[
(E_{\tilde{H}} - \zeta \tilde{W}_z)^{-1} f = (E_{H \oplus H_1} - \zeta \tilde{W}_z)^{-1} f,
\]

then the operator \( W_z \) also generates the generalized resolvent \( R_{u,z}(U_z) \). Thus, the set of those generalized resolvents of the operator \( U_z \), which are generated by unitary extensions without non-zero fixed elements, coincides with the set of all generalized resolvents of the operator \( U_z \).

2.5 Shtraus’s formula for the generalized resolvents of a symmetric densely defined operator.

Consider a closed symmetric operator \( A \) in a Hilbert space \( H \), assuming that its domain is dense in \( H \), \( \overline{D(A)} = H \). Fix an arbitrary point \( z \in \mathbb{R} \), and consider the Cayley transformation \( U_z \) of the operator \( A \) from (37).

Let \( F \) be an arbitrary linear bounded operator with the domain \( D(F) = N_z(A) \) and range \( R(F) \subseteq N_z(A) \). Set

\[
U_{z,F} = U_{z,F}(A) = U_z \oplus F.
\]

Thus, the operator \( U_{z,F}(A) \) is a linear bounded operator defined on the whole \( H \). This operator has no non-zero fixed elements. In fact, let for an element \( h \in H \), \( h = h_1 + h_2 \), \( h_1 \in M_z(A) \), \( h_2 \in N_z(A) \), we have

\[
0 = (U_{z,F}(A) - E_H)h = (U_z - E_H)h_1 + Fh_2 - h_2.
\]
Let $\lambda \in \mathbb{C}$ be a fixed point. Consider an arbitrary generalized resolvent $R_{\lambda}$ of the operator $A$. Notice that the operator $R_{\lambda}$ is that half-plane of $\mathbb{C}$ with the dense domain: $D(A) = H$ the linear manifolds $D(A)$, $N_{\lambda}^-(A)$ and $N_{\lambda}^+(A)$ are linearly independent, and therefore we get an inequality $h_1 = h_2 = 0$. Thus, we get $h = 0$.

Define the following linear operator in $H$:

$$A_F = A_{F,z} = (zU_{z,F} - \overline{z}E_H)(U_{z,F} - E_H)^{-1} = zE_H + (z - \overline{z})(U_{z,F} - E_H)^{-1}.$$ 

Notice that the operator $A_{F,z}$ is an extension of the operator $A$. The operator $A_F = A_{F,z}$ is said to be quasi-self-adjoint extension of a symmetric operator $A$, defined by the operator $F$. We outline the following property:

$$A^*_{F,z} = \overline{z}E_H + (\overline{z} - z)(U_{z,F}^* - E_H)^{-1} = \overline{z}E_H + (\overline{z} - z)(U_{z,F}^{-1} \oplus F^* - E_H)^{-1} = A_{F^*,\overline{z}}. \quad (41)$$

**Theorem 2.7** Let $A$ be a closed symmetric operator in a Hilbert space $H$ with the dense domain: $D(A) = H$. Fix an arbitrary point $\lambda_0 \in \mathbb{R}$. An arbitrary generalized resolvent $R_{\lambda}$ of the operator $A$ has the following form:

$$R_{\lambda;\lambda} = \left\{ \begin{array}{ll} (A_{F}(\lambda) - \lambda E_H)^{-1}, & \lambda \in \Pi_{\lambda_0} \\ (A_{F^*}(\lambda) - \lambda E_H)^{-1}, & \lambda \in \Pi_{\lambda_0} \end{array} \right., \quad \lambda \in \Pi_{\lambda_0} \quad (42)$$

where $F(\lambda)$ is a function from $S(\Pi_{\lambda_0}; N_{\lambda_0}, N_{\lambda_0}^-)$. Conversely, an arbitrary function $F(\lambda) \in S(\Pi_{\lambda_0}; N_{\lambda_0}, N_{\lambda_0}^-)$ defines by relation (42) a generalized resolvent $R_{\lambda;\lambda}$ of the operator $A$. To different functions from $S(\Pi_{\lambda_0}; N_{\lambda_0}, N_{\lambda_0}^-)$ there correspond different generalized resolvents of the operator $A$. Here $\Pi_{\lambda_0}$ is that half-plane of $\mathbb{C}_+$ and $\mathbb{C}_-$, which contains the point $\lambda_0$.

**Proof.** Let $A$ be a closed symmetric operator in a Hilbert space $H$, $D(A) = H$, and $\lambda_0 \in \mathbb{R}$ be a fixed point. Consider an arbitrary generalized resolvent $R_{\lambda;\lambda}(A)$ of the operator $A$. Let us use Theorem 2.6 with $z = \lambda_0$. From equality (40) we express $R_{\lambda;\lambda}(A)$:

$$R_{\lambda;\lambda}(A) = \frac{\lambda_0 - \overline{\lambda_0}}{(\lambda - \overline{\lambda_0})(\lambda - \lambda_0)} \left( R_{U_0,\lambda_0} - \overline{\lambda_0}E_H \right), \quad \lambda \in \mathbb{R} \setminus \{\lambda_0, \overline{\lambda_0}\}.$$ 

Observe that the linear fractional transformation $\zeta = \frac{\lambda - \lambda_0}{\lambda - \overline{\lambda_0}}$ maps the half-plane $\Pi_{\lambda_0}$ on $\mathbb{D}$ (and $\mathbb{R}$ on $\mathbb{T}$). Thus, we can restrict the last relation and
consider it only for $\lambda \in \Pi_{\lambda_0} \setminus \{\lambda_0\}$. In this case we may apply to the generalized resolvent $R_{u; \lambda_0}(U_{\lambda_0})$ Chumakin’s formula (16). Then

$$R_{s; \lambda}(A) = \frac{\lambda_0 - \bar{\lambda}_0}{(\lambda - \lambda_0)(\lambda - \lambda_0)} \left( E_H - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} (U_{\lambda_0} \oplus \Phi_{\lambda - \lambda_0}) \right)^{-1}$$

$$- \frac{\lambda - \lambda_0}{\lambda_0 - \lambda_0} E_H , \quad \lambda \in \Pi_{\lambda_0} \setminus \{\lambda_0\},$$

where $\Phi_\xi$ is a function from $S(D; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A))$. Denote

$$F(\lambda) = \Phi_{\lambda - \lambda_0}, \quad \lambda \in \Pi_{\lambda_0}.$$

Notice that $F(\lambda) \in S(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A))$. Then

$$R_{s; \lambda}(A) = \frac{\lambda_0 - \bar{\lambda}_0}{(\lambda - \lambda_0)(\lambda - \lambda_0)} \left( E_H - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} (U_{\lambda_0} \oplus F(\lambda)) \right)^{-1}$$

$$- \frac{\lambda - \lambda_0}{\lambda_0 - \lambda_0} E_H \left[ E_H - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} (U_{\lambda_0} \oplus F(\lambda)) \right]^{-1} \left[ E_H - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} (U_{\lambda_0} \oplus F(\lambda)) \right]^{-1},$$

$$\lambda \in \Pi_{\lambda_0} \setminus \{\lambda_0\}.$$

In the half-plane $\Pi_{\lambda_0}$ the following inequality holds:

$$\left| \frac{\lambda - \lambda_0}{\lambda - \lambda_0} \right| < 1, \quad \lambda \in \Pi_{\lambda_0}.$$ 

Consider the open neighborhood of the point $\lambda_0$:

$$D(\lambda_0) = \left\{ z \in \Pi_{\lambda_0} : |z - \lambda_0| < \frac{1}{2} \Im \lambda_0 \right\}.$$

In the closed neighborhood $\overline{D(\lambda_0)}$ the function $\frac{\lambda - \lambda_0}{\lambda - \lambda_0}$ is continuous and attains its maximal value $q < 1$. Therefore

$$\left| \frac{\lambda - \lambda_0}{\lambda - \lambda_0} \right| \leq q < 1, \quad \lambda \in D(\lambda_0).$$
For an arbitrary element \( h \in H \) we may write:

\[
\left\| E_H - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} (U_{\lambda_0} \oplus F(\lambda)) \right\| h \geq \|h\| - \left| \frac{\lambda - \lambda_0}{\lambda - \lambda_0} \right| \|(U_{\lambda_0} \oplus F(\lambda))h\|
\]

\[
\geq (1 - q)\|h\|,
\]

and therefore

\[
\left\| \left[ E_H - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} (U_{\lambda_0} \oplus F(\lambda)) \right]^{-1} \right\| \leq \frac{1}{1 - q}, \quad \lambda \in D(\lambda_0).
\]

Applying Proposition 2.1 we conclude that the function \( E_H - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} (U_{\lambda_0} \oplus F(\lambda)) \) is analytic in \( D(\lambda_0) \). Passing to the limit in relation (44) as \( \lambda \to \lambda_0 \) we obtain:

\[
R_{s;\lambda_0}(A) = \frac{1}{\lambda_0 - \lambda_0} \left(-E_H + (U_{\lambda_0} \oplus F(\lambda_0))\right).
\]

Thus, relation (44) holds for \( \lambda = \lambda_0 \), as well.

In our notations, maid at the beginning of this subsection, we have \( U_{\lambda_0} \oplus F(\lambda) = U_{\lambda_0} \oplus F(\lambda_0) \). According to our above remarks \( U_{\lambda_0} \oplus F(\lambda) \) has no non-zero fixed elements. Therefore there exists the inverse

\[
R_{s;\lambda_0}(A) = \left(\lambda - \lambda_0\right) \left[ E_H - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} U_{\lambda_0} \oplus F(\lambda) \right]^{-1} \left(U_{\lambda_0} \oplus F(\lambda) - E_H\right)^{-1}
\]

\[
= \left[ \lambda E_H - \lambda_0 E_H - \lambda U_{\lambda_0} \oplus F(\lambda) + \lambda_0 U_{\lambda_0} \oplus F(\lambda) \right] \left(U_{\lambda_0} \oplus F(\lambda) - E_H\right)^{-1}
\]

\[
= -\lambda E_H + \left[ \lambda_0 U_{\lambda_0} \oplus F(\lambda) - \lambda_0 E_H \right] \left(U_{\lambda_0} \oplus F(\lambda) - E_H\right)^{-1}
\]

\[
= -\lambda E_H + A F_{\lambda_0}(\lambda), \quad \lambda \in \Pi_{\lambda_0}.
\]

From this relation we conclude that (42) holds for \( \lambda \in \Pi_{\lambda_0} \).

Suppose now that \( \lambda \) is such that \( \overline{\lambda} \in \Pi_{\lambda_0} \). Applying the proved part of the formula for \( \overline{\lambda} \) we get

\[
R_{s;\overline{\lambda}} = \left(A F_{\overline{\lambda}} - \overline{\lambda} E_H\right)^{-1}.
\]

Using property (36) of the generalized resolvent and using relation (41) we write

\[
R_{s;\lambda} = R_{s;\overline{\lambda}}^* = \left(A F_{\overline{\lambda}} - \overline{\lambda} E_H\right)^{-1} = \left(\overline{A F_{\overline{\lambda}}} - \overline{\lambda} E_H\right)^{-1}.
\]

Consequently, relation (42) for \( \overline{\lambda} \in \Pi_{\lambda_0} \) is true, as well.
Conversely, let an operator-valued function \( F(\lambda) \in \mathcal{S}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}, \mathcal{N}_{\lambda_0}) \) be given. Set
\[
\Phi(\zeta) = F\left(\frac{\lambda_0 \zeta - \lambda_0}{\zeta - 1}\right), \quad \zeta \in \mathbb{D}.
\]
The function \( \Phi(\zeta) \) belongs to \( \mathcal{S}(\mathbb{D}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A)) \). By Chumakin’s formula (16), to this function there corresponds a generalized resolvent \( R_{\nu;\zeta}(U_{\lambda_0}) \).

Define a generalized resolvent \( R_{s;\lambda}(A) \) of the operator \( A \) by relation (43). Repeating for the generalized resolvent \( R_{s;\lambda}(A) \) considerations after (43) we come to relation (42). Therefore the function \( F(\lambda) \) generates by relation (42) a generalized resolvent of the operator \( A \).

Suppose that two operator-valued functions \( F_1(\lambda) \) and \( F_2(\lambda) \), which belong to \( \mathcal{S}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}, \mathcal{N}_{\lambda_0}) \), generate by relation (42) the same generalized resolvent. In this case we have
\[
(A_{F_1(\lambda)} - \lambda E_H)^{-1} = (A_{F_2(\lambda)} - \lambda E_H)^{-1}, \quad \lambda \in \Pi_{\lambda_0},
\]
and therefore
\[
A_{F_1(\lambda)} = A_{F_2(\lambda)}, \quad \lambda \in \Pi_{\lambda_0}.
\]
From the last relation it follows that \( U_{\lambda_0;F_1(\lambda)} = U_{\lambda_0;F_2(\lambda)} \), and we get the equality \( F_1(\lambda) = F_2(\lambda) \). \( \square \)

Formula (42) is said to be the Shtraus formula for the generalized resolvents of a symmetric operator with a dense domain.

### 3 Generalized resolvents of non-densely defined symmetric operators.

#### 3.1 The forbidden operator.

Throughout this subsection we shall consider a closed symmetric operator \( A \) in a Hilbert space \( H \), which domain can be non-dense in \( H \).

**Proposition 3.1** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \) and \( z \in \mathbb{R} \). Let elements \( \psi \in \mathcal{N}_z(A) \) and \( \varphi \in \mathcal{N}_z(A) \) be such that \( \varphi - \psi \in D(A) \), i.e. they are comparable by modulus \( D(A) \). Then \( \|\varphi\|_H = \|\psi\|_H \).

**Proof.** Since \( D(A) = (U_z - E_H)\mathcal{M}_z(A) \), then there exists an element \( g \in \mathcal{M}_z(A) \) such that
\[
\varphi - \psi = U_z g - g.
\]
Then
\[
\varphi + U_z g = \psi + g. \quad (45)
\]
Using the orthogonality of summands in the left and right sides we conclude that
\[ \| \psi \|_H^2 + \| g \|_H^2 = \| \varphi \|_H^2 + \| U_z g \|_H^2 = \| \varphi \|_H^2 + \| g \|_H^2, \]
and the required equality follows. □

**Corollary 3.1** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \). Then \( D(A) \cap \mathcal{N}_z(A) = \{0\} \), \( \forall z \in \mathbb{R}_e \).

**Proof.** If \( \psi \in D(A) \cap \mathcal{N}_z(A) \), then applying Proposition 3.1 to elements \( \psi \) and \( \varphi = 0 \), we get \( \psi = 0 \). □

Let \( z \in \mathbb{R}_e \) be an arbitrary number. Consider the following operator:
\[ X_z \psi = X_z(A) \psi = \varphi, \quad \psi \in \mathcal{N}_z(A) \cap (\mathcal{N}_z(A) + D(A)), \]
where \( \varphi \in \mathcal{N}_z(A) \): \( \psi - \varphi \in D(A) \).
This definition will be correct if an element \( \varphi \in \mathcal{N}_z(A) \) such that \( \psi - \varphi \in D(A) \), is unique (its existence is obvious, since \( \psi \in (\mathcal{N}_z(A) + D(A)) \). Let \( \varphi_1 \in \mathcal{N}_z(A) \): \( \psi - \varphi_1 \in D(A) \). Then \( \varphi - \varphi_1 \in D(A) \). Since \( \varphi - \varphi_1 \in \mathcal{N}_z(A) \), then by applying Corollary 3.1 we get \( \varphi = \varphi_1 \).

From Proposition 3.1 it follows that the operator \( X_z \) is isometric. Observe that \( D(A) = \mathcal{N}_z(A) \cap (\mathcal{N}_z(A) + D(A)) \) and \( R(A) = \mathcal{N}_z(A) \cap (\mathcal{N}_z(A) + D(A)) \). The operator \( X_z = X_z(A) \) is said to be forbidden with respect to the symmetric operator \( A \).

Now we shall obtain another representation for the operator \( X_z \). Before this we shall prove some auxiliary results:

**Proposition 3.2** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \) and \( z \in \mathbb{R}_e \). The following two conditions are equivalent:

(i) Elements \( \psi \in \mathcal{N}_z(A) \) and \( \varphi \in \mathcal{N}_z(A) \) are comparable by modulus \( D(A) \);

(ii) Elements \( \psi \in \mathcal{N}_z(A) \) and \( \varphi \in \mathcal{N}_z(A) \) admit the following representation:
\[ \psi = P_{\mathcal{N}_z(A)}^H h, \quad \varphi = P_{\mathcal{N}_z(A)}^H h, \] (46)
where \( h \in H \) is such that
\[ P_{\mathcal{M}_z(A)}^H h = U_z P_{\mathcal{M}_z(A)}^H h. \] (47)

If these conditions are satisfied, the element \( h \) is defined uniquely and admits the following representation:
\[ h = \frac{1}{z - \bar{z}} (A(\psi - \varphi) - \bar{z} \psi + z \varphi). \] (48)
Proof. (i) ⇒ (ii). As at the beginning of the proof of Proposition 3.1 we derive formula (45), where \( g \in \mathcal{M}_z(A) \). Set \( h = g + \psi \). Applying \( P^H_{\mathcal{M}_z(A)} \) to this equality we obtain the first equality in (46). From (45) it follows that
\[
\varphi + U_z (h - \psi) = h.
\]
The summands in the left-hand side belong to orthogonal subspaces. Applying the projection operators \( P^H_{\mathcal{N}_z(A)} \) and \( P^H_{\mathcal{M}_z(A)} \), we obtain the following equalities:
\[
\varphi = P^H_{\mathcal{N}_z(A)}h, \quad U_z (h - \psi) = P^H_{\mathcal{M}_z(A)}h,
\]
and therefore the second equality in (46) is satisfied. Using the latter equality and the equality \( P^H_{\mathcal{M}_z} h = P^H_{\mathcal{M}_z} (g + \psi) = P^H_{\mathcal{M}_z} g = g \), we may write
\[
P^H_{\mathcal{M}_z(A)} h = U_z g = U_z P^H_{\mathcal{M}_z(A)} h.
\]
Consequently, relation (47) is true, as well.

(ii) ⇒ (i). Set \( g = P^H_{\mathcal{M}_z} h \). Then
\[
h = P^H_{\mathcal{M}_z} h + P^H_{\mathcal{N}_z} g = g + \psi,
\]
and subtracting last equalities we obtain that
\[
\psi - \varphi = U_z g - g \in D(A).
\]
Moreover, we have:
\[
h = g + \psi = (U_z - E_H)^{-1}(\psi - \varphi) + \varphi = \frac{1}{z - \bar{z}} (A - zE_H)(\psi - \varphi) + \psi,
\]
and relation (48) follows. □

Proposition 3.3 Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), and \( z \in \mathbb{R} \). Then
\[
H \ominus \overline{D(A)} = \{ h \in H : P^H_{\mathcal{M}_z(A)} h = U_z P^H_{\mathcal{M}_z(A)} h \}.
\]
Proof. For arbitrary elements \( g \in \mathcal{M}_z(A) \) and \( h \in H \) we may write:
\[
(U_z g, h)_H = (U_z g, P^H_{\mathcal{M}_z(A)} h)_H;
\]
\[
(g, h)_H = (g, P^H_{\mathcal{M}_z(A)} h)_H = (U_z g, U_z P^H_{\mathcal{M}_z(A)} h)_H,
\]
and therefore
\[
((U_z - E_H)g, h)_H = (U_z g, P^H_{\mathcal{M}_z(A)} - U_z P^H_{\mathcal{M}_z(A)} h)_H.
\]
If \( h \perp D(A) \), then the left-hand side of the last equality is equal to zero, since \( (U_z - E_H)g \in D(A) \). Then \( P^H_{\mathcal{M}_z(A)} - U_z P^H_{\mathcal{M}_z(A)} h = 0 \).

Conversely, if \( h \in H \) is such that \( P^H_{\mathcal{M}_z(A)} - U_z P^H_{\mathcal{M}_z(A)} h = 0 \), then we get
\[
((U_z - E_H)g, h)_H = 0, \ g \in \mathcal{M}_z(A), \ \text{i.e.} \ h \perp D(A). \ □
\]
Corollary 3.2 Let $A$ be a closed symmetric operator in a Hilbert space $H$. Then \( (H \ominus \overline{D(A)}) \cap \mathcal{M}_z(A) = \{0\}, \forall z \in \mathbb{R}. \)

Proof. Let $h \in (H \ominus \overline{D(A)}) \cap \mathcal{M}_z(A)$, $z \in \mathbb{R}$. By Proposition 3.3 the following equality holds:

\[
P^H_{\mathcal{M}_z(A)} h = U_z P^H_{\mathcal{M}_z(A)} h.
\]

By Proposition 3.2 we obtain that elements $\psi := P^H_{\mathcal{N}_z(A)} h = 0$ and $\varphi := P^H_{\mathcal{N}_z(A)} h$ are comparable by modulo $D(A)$. By Proposition 3.1 we get $\varphi = 0$. From (48) it follows that $h = 0$. \(\square\)

Let us check that

\[
D(X_z) = P^H_{\mathcal{N}_z(A)}(H \ominus \overline{D(A)}), \quad (49)
\]

\[
X_z P^H_{\mathcal{N}_z(A)} h = P^H_{\mathcal{N}_z(A)} h, \quad h \in H \ominus \overline{D(A)}. \quad (50)
\]

In fact, if $\psi \in D(X_z)$, then $\psi \in \mathcal{N}_z$ and there exists $\varphi \in \mathcal{N}_z$ such that $\psi - \varphi \in D(A)$. By Propositions 3.2 and 3.3 we see that there exists $h \in H \ominus \overline{D(A)}$: $\psi = P^H_{\mathcal{N}_z(A)} h$. Therefore $D(X_z) \subseteq P^H_{\mathcal{N}_z(A)}(H \ominus \overline{D(A)})$.

Conversely, let $\psi \in P^H_{\mathcal{N}_z(A)}(H \ominus \overline{D(A)})$, $\psi = P^H_{\mathcal{N}_z(A)} h$, $h \in H \ominus \overline{D(A)}$.

By Propositions 3.2 and 3.3 we obtain that $\psi$ and $\varphi := P^H_{\mathcal{N}_z(A)} h$ are comparable by modulus $D(A)$. Consequently, we have $\psi \in D(X_z)$ and therefore $P^H_{\mathcal{N}_z(A)}(H \ominus \overline{D(A)}) \subseteq D(X_z)$. Thus, equality (49) is true.

For an arbitrary element $h \in H \ominus \overline{D(A)}$ we set $\psi = P^H_{\mathcal{N}_z(A)} h$, $\varphi = P^H_{\mathcal{N}_z(A)} h$.

By Propositions 3.2 and 3.3 we have $\psi - \varphi \in D(A)$. Therefore $\psi \in D(X_z)$ and $X_z \psi = \varphi$, and equality (50) follows.

### 3.2 Admissible operators.

We continue considering of a closed symmetric operator $A$ in a Hilbert space $H$. Fix an arbitrary point $z \in \mathbb{R}$. As before, $X_z$ will denote the forbidden operator with respect to $A$. Let $V$ be an arbitrary operator with the domain $D(V) \subseteq \mathcal{N}_z(A)$ and the range $R(V) \subseteq \mathcal{N}_z(A)$. The operator $V$ is said to be $z$-admissible (or admissible) with respect to symmetric operator $A$, if the operator $V - X_z$ is invertible. In other words, $V$ is admissible with respect to the operator $A$, if the equality $V \psi = X_z \psi$ can happen only if $\psi = 0$. Using the definition of the forbidden operator $X_z$, the latter definition can be formulated in the following way: $V$ is admissible with respect to the operator $A$, if $\psi \in D(V)$, $V \psi - \psi \in D(A)$, implies $\psi = 0$. 
If the domain of the operator $A$ is dense in $H$, then by (49) we get $D(X_z) = \{0\}$. Consequently, in the case $D(A) = H$, an arbitrary operator with the domain $D(V) \subseteq N_z(A)$ and the range $R(V) \subseteq N_z(A)$ is admissible with respect to $A$.

Let $B$ be a symmetric extension of the operator $A$ in the space $H$. Then its Cayley’s transformation

$$W_z = (B - zE_H)(B - zE_H)^{-1} = E_H + (z - \bar{z})(B - zE_H)^{-1},$$

is an isometric extension of the operator $U_z(A)$ in $H$, which has no non-zero fixed elements. Moreover, we have:

$$B = (zW_z - \bar{z}E_H)(W_z - E_H)^{-1} = zE_H + (z - \bar{z})(W_z - E_H)^{-1}.$$  \hspace{0.5cm} (52)

Conversely, for an arbitrary isometric operator $W_z \supseteq U_z(A)$, having no non-zero fixed elements, by (52) one can define a symmetric operator $B \supseteq A$. Thus, formula (51) establishes a one-to-one correspondence between all symmetric extensions $B \supseteq A$ in $H$, and all isometric extensions $W_z \supseteq U_z(A)$ in $H$, having no non-zero fixed elements.

By Proposition 2.3 all such extensions $W_z$ have the following form:

$$W_z = U_z(A) \oplus T,$$ \hspace{0.5cm} (53)

where $T$ is a isometric operator with the domain $D(T) \subseteq N_z(A)$ and the range $R(T) \subseteq N_z(A)$.

Conversely, if we have an arbitrary isometric operator $T$ with the domain $D(T) \subseteq N_z(A)$ and the range $R(T) \subseteq N_z(A)$, then by (53) we define an isometric extension $W_z$ of the operator $U_z(A)$. Question: what additional property should have the operator $T$ which guarantees that the operator $W_z$ has no non-zero fixed elements? An answer on this question is provided by the following theorem.

**Theorem 3.1** Let $A$ be a closed symmetric operator in a Hilbert space $H$, $z \in \mathbb{R}$ be a fixed point, and $U_z$ be the Cayley transformation of the operator $A$. Let $V$ be an arbitrary operator with the domain $D(V) \subseteq N_z(A)$ and the range $R(V) \subseteq N_z(A)$. The operator $U_z \oplus V$ having no non-zero fixed elements if and only if the operator $V$ is $z$-admissible with respect to $A$.

**Proof.** Necessity. To the contrary, suppose that $U_z \oplus V$ has no non-zero fixed elements but $V$ is not admissible with respect to $A$. This means that there exists a non-zero element $\psi \in D(V) \cap D(X_z)$ such that $V\psi =$
$X_z\psi$, where $X_z$ denotes the forbidden operator. By (49), (50) there exists an element $h \in H \ominus \overline{D(A)}$: $\psi = P_{N_z(A)}^H h$ and

$$VP_{N_z(A)}^H h = X_z P_{N_z(A)}^H h = P_{N_z(A)}^H h.$$ 

By Proposition 3.3 we obtain the following equality:

$$P_{M_z(A)}^H h = U_z P_{M_z(A)}^H h.$$ 

Then

$$(U_z \oplus V) h = U_z P_{M_z(A)}^H h + V P_{N_z(A)}^H h = P_{M_z(A)}^H h + P_{N_z(A)}^H h = h,$$

i.e. $h$ is a fixed element of the operator $U_z \oplus V$. Since we assumed that $U_z \oplus V$ has no non-zero fixed elements, then $h = 0$, and therefore $\psi = 0$. We obtained a contradiction.

**Sufficiency.** Suppose to the contrary that $V$ is admissible with respect to $A$, but there exists a non-zero element $h \in H$ such that

$$(U_z \oplus V) h = U_z P_{M_z(A)}^H h + V P_{N_z(A)}^H h = h = P_{M_z(A)}^H h + P_{N_z(A)}^H h.$$ 

Then the following equalities hold:

$$U_z P_{M_z(A)}^H h = P_{M_z(A)}^H h,$$

$$VP_{N_z(A)}^H h = P_{N_z(A)}^H h.$$ 

By Proposition 3.3 and the first of these equalities we get $h \in H \ominus \overline{D(A)}$. By relations (19), (50) we see that $\psi := P_{N_z(A)}^H h$ belongs to $D(X_z)$, and

$$X_z P_{N_z(A)}^H h = P_{N_z(A)}^H h = V P_{N_z(A)}^H h,$$

i.e. $V \psi = X_z \psi$. Since $V$ is admissible with respect to $A$, then $\psi = 0$. By the definition of the operator $X_z$, the element $\varphi := X_z \psi$ is comparable with $\psi$ by modulus $D(A)$. By Proposition 3.1 we conclude that $\varphi = 0$. By Proposition 3.2 and formula (48) we get $h = 0$. The obtained contradiction completes the proof. $\square$

**Remark 3.1** The last Theorem shows that formulas (51), (52) and (53) establish a one-to-one correspondence between all symmetric extensions $B$ of the operator $A$ in $H$, and all isometric operators $T$ with the domain $D(T) \subseteq N_z(A)$ and the range $R(T) \subseteq N_z(A)$, which are admissible with respect to $A$. 
A symmetric operator $A$ is said to be \textit{maximal} if it has no proper (i.e. different from $A$) symmetric extensions in $H$. By the above remark the maximality depends on the number of isometric operators $T$ with $D(T) \subseteq \mathcal{N}_z(A)$, $R(T) \subseteq \mathcal{N}_z(A)$, which are admissible with respect to $A$.

Consider arbitrary subspaces of the same dimension: $N^0_z \in \mathcal{N}_z(A)$ and $N^2_z \in \mathcal{N}_z(A)$. Let us check that there always exists an isometric operator $V$, which maps $N^0_z$ on $N^0_z$, and which is admissible with respect to the operator $A$. In order to do that we shall need the following simple proposition.

\textbf{Proposition 3.4} Let $H_1$ and $H_2$ are subspaces of the same dimension in a Hilbert space $H$. Then there exists an isometric operator $V$ with the domain $D(V) = H_1$ and the range $R(V) = H_2$, which has no non-zero fixed elements.

\textbf{Proof.} Choose orthonormal bases $\{f_k\}_{k=0}^d$ and $\{g_k\}_{k=0}^d$, $d \leq \infty$, in $H_1$ and $H_2$, respectively. The operator $U \sum_{k=0}^d \alpha_k f_k = \sum_{k=0}^d \alpha_k g_k$, $\alpha_k \in \mathbb{C}$, maps isometrically $H_1$ on $H_2$. Denote $H_0 = \{h \in H_1 \cap H_2 : Uh = h\}$, i.e. $H_0$ is a set of the fixed elements of the operator $U$. Notice that $H_0$ is a subspace in $H_1$. Choose and fix a number $\alpha \in (0, 2\pi)$. Set $Vh = e^{i\alpha} P^{H_1}_{H_0} h + UP^{H_1}_{H_1 \oplus H_0} h, \quad h \in H_1$.

Suppose that $g \in H_1$ is a fixed element $V$, i.e.

$Vg = e^{i\alpha} P^{H_1}_{H_0} g + UP^{H_1}_{H_1 \oplus H_0} g = g = P^{H_1}_{H_0} g + P^{H_1}_{H_1 \oplus H_0} g$.

Since

$(UP^{H_1}_{H_1 \oplus H_0} g, h) = (UP^{H_1}_{H_1 \oplus H_0} g, Uh) = (P^{H_1}_{H_1 \oplus H_0} g, h) = 0, \quad \forall h \in H_0,$

then $UP^{H_1}_{H_1 \oplus H_0} g \perp H_0$, and equating summands in the previous equality we get $(e^{i\alpha} - 1)P^{H_1}_{H_0} g = 0$ and $UP^{H_1}_{H_1 \oplus H_0} g = P^{H_1}_{H_1 \oplus H_0} g$. Therefore $P^{H_1}_{H_1 \oplus H_0} g \in H_0$, and $P^{H_1}_{H_1 \oplus H_0} g = 0$. Thus, we get $g = 0$. \(\square\)

Consider the following linear manifold:

$M = \{ \psi \in D(X_z) \cap N^0_z : X_z \psi \in N^0_z \}$. 

Set
\[ X_{z;0} = X_z|_M. \]

Denote
\[ N'_z = \overline{M} \subseteq N^0_z, \quad N''_z = \overline{R(X_{z;0})} \subseteq N^0_z. \]

Since \( X_z \) is isometric, we get
\[ \dim N'_z = \dim N''_z. \]

Consider an arbitrary isometric operator \( W \), which maps the subspace \( N^0_z \) on the subspace \( N^0_z \) of the same dimension. Set
\[ K := WN'_z \subseteq N^0_z. \]

Since \( W \) is isometric we get
\[ \dim K = \dim N'_z = \dim N''_z, \quad \dim(N^0_z \ominus K) = \dim(N^0_z \ominus N''_z). \] (54)

We shall say that an isometric operator \( S \) corrects \( X_{z;0} \) in \( N^0_z \), if the following three conditions are satisfied:

1) \( D(S) = N'_z, \ R(S) \subseteq N^0_z; \)
2) \( \dim(N^0_z \ominus R(S)) = \dim(N^0_z \ominus N''_z); \)
3) \( S \) has no non-zero fixed elements in \( R(X_{z;0}). \)

By Proposition 34 and the first equality in (54), there exists an isometric operator, which maps \( N'_z \) on \( K \), and has no non-zero fixed elements. By the second equality in (54), condition 2) for this operator is satisfied, as well. Therefore an isometric operator correcting \( X_{z;0} \) in \( N^0_z \) always exists.

**Theorem 3.2** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), \( z \in \mathbb{R} \) be a fixed point, \( N^0_z \in \mathcal{N}_z(A) \) and \( N^0_{z'} \in \mathcal{N}_{z'}(A) \) be subspaces of the same dimension.

An arbitrary admissible with respect to \( A \) isometric operator \( V \), which maps \( N^0_z \) on \( N^0_{z'} \), has the following form:
\[ V = S X_{z;0} \oplus T, \] (55)
where \( S \) is an isometric operator, which corrects \( X_{z;0} \) in \( N^0_z \), and \( T \) is an isometric operator with the domain \( D(T) = N^0_z \ominus N'_z \) and the range \( R(T) = N^0_z \ominus R(S) \).

Conversely, an arbitrary isometric operator \( S \), which corrects \( X_{z;0} \) in \( N^0_z \), and an arbitrary isometric operator \( T \) with the domain \( D(T) = N^0_z \ominus N'_z \) and the range \( R(T) = N^0_z \ominus R(S) \), generate by relation (55) an admissible with respect to \( A \) isometric operator \( V \), which maps \( N^0_z \) on \( N^0_{z'} \).
Proof. Let us check the first assertion of the Theorem. Let $V$ be an admissible with respect to $A$ isometric operator, which maps $N_z^0$ on $N_z^0$. Denote

$$Q = V|_{N_z^0}, \quad T = V|_{N_z^0 \ominus N_z^0},$$

and

$$S = Q(X_{z;0})^{-1} : N_z^0 \rightarrow V N_z^0.$$

Then

$$V = S X_{z;0} \oplus T.$$ 

The operator $S$ is isometric. Let us check that it corrects $X_{z;0}$ in $N_z^0$. Since $\dim(N_z^0 \ominus R(S)) = \dim(N_z^0 \ominus (V N_z^0)) = \dim(V(N_z^0 \ominus N_z^0)) = \dim(N_z^0 \ominus N_z^0)$, then the second condition from the definition of the correcting operator is satisfied. Let $\varphi \in R(X_{z;0})$ is a fixed element of the operator $S$: $S \varphi = Q(X_{z;0})^{-1} \varphi = \varphi$. Denote $\psi = (X_{z;0})^{-1} \varphi = X_{z;0}^{-1} \varphi \in M$. Then $V \psi = Q \psi = X_{z;0} \psi$. Since $V$ is admissible with respect to $A$ isometric operator then $\psi = 0$, and $\varphi = X_{z;0}^{-1} \varphi = 0$. Thus, the operator $S$ corrects $X_{z;0}$ in $N_z^0$.

Conversely, let $S$ be an arbitrary isometric operator which corrects $X_{z;0}$ in $N_z^0$, and $T$ be an arbitrary isometric operator with the domain $D(T) = N_z^0 \ominus N_z^0$ and the range $R(T) = N_z^0 \ominus R(S)$. Define the operator $V$ by relation (55). The operator $V$ is isometric and maps $N_z^0$ on $N_z^0$. Let us check that $V$ is admissible with respect to $A$. Consider an arbitrary element $\psi \in D(V) \cap D(X_z)$ such that $V \psi = X_z \psi$.

At first, we consider the case $\psi \in N_z^0$. In this case we have $S X_{z;0} \psi = X_z \psi$. By the definition of the closure of an operator and by the continuity of $X_z$, we can assert that there exists a sequence $\psi_n \in D(X_{z;0})$, $n \in \mathbb{N}$, such that $\psi_n \rightarrow \psi$, and $X_z \psi_n = X_{z;0} \psi_n \rightarrow X_{z;0} \psi = X_z \psi$, as $n \rightarrow \infty$. Therefore $S X_z \psi = X_z \psi$. By the definition of the correcting operator, $S$ can not have non-zero fixed elements in $R(X_{z;0})$. Two cases are possible:

1) $X_z \psi \in R(X_{z;0})$. Since $X_z$ is invertible, this means that $\psi = 0$.

2) $X_z \psi \notin R(X_{z;0})$. This means that $\psi \notin D(X_{z;0})$. Since $\psi \in D(X_z) \cap N_z^0$, then it is possible only in the case $X_z \psi \notin N_z^0$. But this is impossible since $X_z \psi = V \psi \in N_z^0$. Thus, this case should be excluded.

Consider the case $\psi \notin N_z^0$. In this case $\psi \notin D(X_{z;0})$ and $\psi \in N_z^0 = D(V)$. By the definition of $X_{z;0}$, it is possible only if $X_z \psi \notin N_z^0$. But then the equality $V \psi = X_z \psi$ will be impossible, since $V \psi \in N_z^0$. Consequently, the case $\psi \notin N_z^0$ is impossible. Thus, we obtain that the operator $V$ is admissible with respect to $A$. □
Corollary 3.3  Let $A$ be a closed symmetric operator in a Hilbert space $H$. The following assertions hold:

(i) The operator $A$ is maximal if and only if (at least) one of its defect numbers is equal to zero.

(ii) If $A$ is maximal then $\overline{D(A)} = H$.

Proof.  (i): Necessity. Suppose to the contrary that $A$ is maximal but its both defect numbers are non-zero. Choose and fix an arbitrary number $z \in \mathbb{R}$. Let $N^0_{z} \subseteq \mathcal{N}_{z}(A)$ and $N^{0}_{\overline{z}} \subseteq \mathcal{N}_{\overline{z}}(A)$ be some one-dimensional subspaces. By Theorem 3.2, there exists an operator $V$, which is admissible with respect to $A$ and which maps $N^0_{z}$ on $N^0_{\overline{z}}$. By Remark 3.1 it follows that to the operator $V$ there corresponds a symmetric extension $B$ of the operator $A$, according to relations (51)-(53). This extension is proper since to $A$ by (51)-(53) there corresponds the null isometric operator $T$. We obtained a contradiction.

(ii): Sufficiency. Fix an arbitrary number $z \in \mathbb{R}$. If one of the defect numbers is equal to zero, then the Cayley transformation $U_{z}(A)$ does not have proper extensions. Consequently, taking into account considerations after (52), the operator $A$ has no proper extensions.

(ii). Let $A$ be maximal. From the proved assertion (i) it follows that one of the defect numbers is equal to zero, i.e. $\mathcal{N}_{z}(A) = \{0\}$, for some $z \in \mathbb{R}$. By Corollary 3.2 we may write:

$$H \ominus \overline{D(A)} = \left( H \ominus \overline{D(A)} \right) \cap \mathcal{M}_{z}(A) = \{0\},$$

$$\overline{D(A)} = H. \Box$$

3.3 Properties of dissipative and accumulative operators.

A linear operator $A$ in a Hilbert space $H$ is said to be dissipative (accumulative), if $\text{Im}(Ah, h)_{H} \geq 0$ (respectively $\text{Im}(Ah, h)_{H} \leq 0$) for all elements $h$ from $D(A)$. A dissipative (accumulative) operator $A$ is said to be maximal, if it has no proper (i.e. different from $A$) dissipative (respectively accumulative) extensions in $H$.

We establish some properties of dissipative and accumulative operators, which will be used later.

Theorem 3.3  Let $A$ be a closed dissipative (accumulative) operator in a Hilbert space $H$. The following assertions are true:
1) Points of \( \mathbb{C}_- \) (respectively \( \mathbb{C}_+ \)) are points of the regular type of the operator \( A \). The following inequality holds:

\[
\| (A - \xi E_H)^{-1} \| \leq \frac{1}{|\text{Im} \xi|}, \quad \xi \in \mathbb{C}_- (\mathbb{C}_+).
\] (56)

2) Choose and fix a number \( z \) from \( \mathbb{C}_- \) (respectively from \( \mathbb{C}_+ \)). Let \( B \) be a dissipative (respectively accumulative) extension of the operator \( A \) in the space \( H \). Consider the following operator

\[
W_z = (B - zE_H)(B - zE_H)^{-1} = E_H + (z - \overline{z})(B - zE_H)^{-1}.
\] (57)

The operator \( W_z \) is a non-expanding extension of the operator \( U_z(A) = (A - \overline{z}E_H)(A - zE_H)^{-1} H \), having no non-zero fixed elements. Moreover, we have:

\[
B = (zW_z - \overline{z}E_H)(W_z - E_H)^{-1} = zE_H + (z - \overline{z})(W_z - E_H)^{-1}.
\] (58)

Conversely, for an arbitrary non-expanding operator \( W_z \supseteq U_z(A) \), having no non-zero fixed elements, by (58) one defines a dissipative (respectively accumulative) operator \( B \supseteq A \). Formula (57) establishes a one-to-one correspondence between all dissipative (respectively accumulative) extensions \( B \supseteq A \) in \( H \), and all non-expanding extensions \( W_z \supseteq U_z(A) \) \( H \), having no non-zero fixed elements.

3) If \( A \) is maximal, then \( (A - zE_H)D(A) = H \), for all points \( z \) from \( \mathbb{C}_- \) (respectively \( \mathbb{C}_+ \)). Conversely, if there exists a point \( z_0 \) from \( \mathbb{C}_- \) (respectively \( \mathbb{C}_+ \)) such that \( (A - z_0E_H)D(A) = H \), then the operator \( A \) is maximal.

4) If \( A \) is maximal, then \( \overline{D(A)} = H \).

**Proof.** 1) Consider the case of a dissipative operator \( A \). Choose an arbitrary point \( z \) from \( \mathbb{C}_- \), \( z = x + iy \), \( x \in \mathbb{R}, y < 0 \). For an arbitrary element \( f \in D(A) \) we may write:

\[
\|(A - zE_H)f\|_H^2 = ((A - xE_H)f - iyf, (A - xE_H)f - iyf)_H
\]

\[
= \|(A - xE_H)f\|_H^2 - 2y \text{Im}(Af, f)_H + y^2\|f\|_H^2 \geq y^2\|f\|_H^2.
\]

Therefore the operator \( A - zE_H \) has a bounded inverse and inequality (50) holds.

In the case of an accumulative operator \( A \), the operator \(-A\) is dissipative and we may apply to it the proved part of the assertion.
2) Let $z$ from $\mathbb{C}_-$ (respectively from $\mathbb{C}_+$) and $B$ be a dissipative (respectively accumulative) extension of the operator $A$ in the space $H$. By the proved assertion 1), the operator $W_z$ is correctly defined and bounded. For an arbitrary element $g \in D(W_z) = (B - zE_H)D(B)$, $g = (B - zE_H)f$, $f \in D(B)$, we may write:

$$\|W_zg\|_H^2 = (W_zg, W_zg)_H = ((B - \overline{z}E_H)f, (B - \overline{z}E_H)f)_H$$

$$= \|Bf\|_H^2 - z(Bf, f)_H - \overline{z}(f, Bf)_H + |z|^2\|f\|_H^2;$$

$$\|g\|_H^2 = ((B - zE_H)f, (B - zE_H)f)_H$$

$$= \|Bf\|_H^2 - \overline{z}(Bf, f)_H - z(f, Bf)_H + |z|^2\|f\|_H^2,$$

and therefore

$$\|W_zg\|_H^2 - \|g\|_H^2 = (z - \overline{z})((Bf, f)_H - (f, Bf)_H) = 4(\text{Im } z) \text{Im}(Bf, f)_H \leq 0.$$  

Since $W_z - E_H = (z - \overline{z})(B - zE_H)^{-1}$, then $W_z$ has no non-zero fixed elements. Formula (58) follows directly from (57).

Conversely, let $W_z \supseteq U_z(A)$ be a non-expanding operator having no non-zero fixed elements. Define an operator $B$ by equality (58). For an arbitrary element $f \in D(B) = (W_z - E_H)D(W_z)$, $f = (W_z - E_H)g$, $g \in D(W_z)$, we write:

$$(Bf, f)_H = ((zW_z - \overline{z}E_H)g, (W_z - E_H)g)_H = \text{Im}(z)\|W_zg\|_H^2 - z(W_zg, g)_H$$

$$- \overline{z}(g, W_zg)_H + \overline{z}\|g\|_H^2;$$

$$\text{Im}(Bf, f)_H = \text{Im}(z)\|W_zg\|_H^2 + \text{Im}(\overline{z})\|g\|_H^2 = \text{Im}(z)(\|W_zg\|_H^2 - \|g\|_H^2).$$

Consequently, the operator $B$ is dissipative (respectively accumulative). Since $W_z \supseteq U_z(A)$, then $B \supseteq A$. The correspondence, established by formulas (57), (58), is obviously one-to-one.

3) Suppose to the contrary that the operator $A$ is maximal but there exists a number $z$ from $\mathbb{C}_-$ (respectively $\mathbb{C}_+$) such that $(A - zE_H)D(A) \neq H$. Consider the following operator $U_z = U_z(A) = (A - \overline{z}E_H)(A - zE_H)^{-1}$ By the proved assertion 2), the operator $U_z$ is non-expanding and has no non-zero fixed elements. Moreover, $U_z$ is closed, since $A$ is closed by assumption. Therefore $U_z$ is defined on a subspace $H_1 = (A - zE_H)D(A) \neq H$. Set $H_2 = H \ominus H_1$, $\dim H_2 \geq 1$. Consider the following operator

$$W_z := U_z \oplus 0_{H_2}.$$  

The operator $W_z$ is a non-expanding extension of the operator $U_z$. Let us check that the operator $W_z$ has no non-zero fixed elements. Suppose to the
contrary that there exists a non-zero element \( h \in H \) such that \( W_z h = h \). Then \( h \notin D(U_z) \), since \( U_z \) has no non-zero fixed elements. Let \( h = h_1 + h_2 \), \( h_1 \in H_1 \), \( h_2 \in H_2 \), and \( h_2 \neq 0 \). Then

\[
W_z h = (U_z \oplus 0_{H_2})(h_1 + h_2) = U_z h_1 = h = h_1 + h_2.
\]

Therefore

\[
\|h_1\|_H^2 \geq \|U_z h_1\|_H^2 = \|h_1\|_H^2 + \|h_2\|_H^2,
\]

and we get \( h_2 = 0 \). The obtained contradiction shows that \( W_z \) has no non-zero fixed elements. By the proved assertion 2) to the operator \( W_z \neq U_z \) there corresponds a dissipative (respectively accumulative) extension \( B \neq A \) of the operator \( A \). This contradicts to the maximality of the operator \( A \), and the first part of assertion 3) is proved.

Suppose that we have a closed dissipative (respectively accumulative) operator \( A \) in a Hilbert space \( H \), and there exists a point \( z_0 \) from \( \mathbb{C}_- \) (respectively \( \mathbb{C}_+ \)) such that \( (A - z_0 E_H)D(A) = H \). Suppose to the contrary that \( A \) is not maximal. Let \( B \) be a proper dissipative (respectively accumulative) extension of the operator \( A \). By the proved assertion 2), for the operator \( B \) there corresponds a non-expanding operator \( W_{z_0} \) from (57) with \( z = z_0 \), having no non-zero fixed elements. Moreover, we have \( D(W_{z_0}) = (B - z_0 E_H)D(B) \supseteq (A - z_0 E_H)D(A) = H \). Therefore \( D(W_{z_0}) = H = D(U_{z_0}) \), and we get \( W_{z_0} = U_{z_0} \), \( B = A \). We obtained a contradiction, since \( B \) is a proper extension.

4) Consider an arbitrary element \( h \in H \): \( h \perp D(B) \). Choose and fix an arbitrary number \( z \) from \( \mathbb{C}_- \) (respectively \( \mathbb{C}_+ \)). By the proved assertion 3), the following equality holds: \( (A - z E_H)D(A) = H \). Therefore there exists an element \( f \in D(A) \) such that \( (A - z E_H)f = h \). Then

\[
0 = ((A - z E_H)f, f)_H = (Af, f)_H - z\|f\|_H^2;
\]

\[
\text{Im}(Af, f)_H = \text{Im}(z)\|f\|_H^2.
\]

Since the left-hand side of the last equality is non-negative (respectively non-positive), and the right-hand side is non-positive (respectively non-negative), then \( f = 0 \).

\[\square\]

**Remark 3.2** Consider a closed symmetric operator \( A \) in a Hilbert space \( H \). Choose and fix a number \( z \) from \( \mathbb{C}_- \) (respectively \( \mathbb{C}_+ \)). Let \( B \) be a dissipative (respectively accumulative) extension of the operator \( A \) in \( H \). By assertion 2) of Theorem 3.3 for it there corresponds a non-expanding operator \( W_z \) from (57), having no non-zero fixed elements. By Proposition 2.3, such extensions \( W_z \supseteq U_z(A) \) have the following form:

\[
W_z = U_z(A) \oplus T,
\]

(59)
where $T$ is a linear nonexpanding operator with the domain $D(T) \subseteq \mathcal{N}_z(A)$ and the range $R(T) \subseteq \mathcal{N}_z(A)$. By Theorem 3.1 it follows that $T$ is admissible with respect to the operator $A$.

Conversely, if we have an arbitrary non-expanding operator $T$, with the domain $D(T) \subseteq \mathcal{N}_z(A)$, the range $R(T) \subseteq \mathcal{N}_z(A)$, admissible with respect to $A$, then by (59) one defines a non-expanding extension $W_z$ of the operator $U_z(A)$. By Theorem 3.1 this extension has no non-zero fixed elements. Thus, there is a one-to-one correspondence between admissible with respect to $A$ non-expanding operators $T$ and non-expanding operators $W_z \supseteq U_z(A)$ without non-zero fixed elements.

Using the proved theorem we conclude that formulas (57)-(59) establish a one-to-one correspondence between all admissible with respect to $A$ isometric operators $T$, $D(T) \subseteq \mathcal{N}_z(A)$, $R(T) \subseteq \mathcal{N}_z(A)$, and all symmetric extensions $B$ of the operator $A$. Moreover, we have

$$D(T) = \mathcal{N}_z(A) \cap R(B - zE_H),$$

$$T \subseteq (B - zE_H)(B - zE_H)^{-1}.$$  

A symmetric operator $B$ is: closed / closed and maximal / self-adjoint, if and only if respectively: $D(T)$ is: a subspace / $D(T) = \mathcal{N}_z(A)$ or $R(T) = \mathcal{N}_z(A)$ / $D(T) = \mathcal{N}_z(A)$ and $R(T) = \mathcal{N}_z(A)$.

Formulas (60), (61) define a one-to-one correspondence between all admissible with respect to $A$ non-expanding operators $T$, $D(T) \subseteq \mathcal{N}_z(A)$, $R(T) \subseteq$ 

3.4 Generalized Neummann’s formulas.

The classical Neummann’s formulas describe all symmetric extensions of a given closed symmetric operator $A$ in a Hilbert space $H$ in the case $D(A) = H$. The following theorem provides a description such extensions without the assumption $D(A) = H$, and it describes dissipative and accumulative extensions of $A$, as well.

**Theorem 3.4** Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $z$ from $\mathbb{C}_-$ (\mathbb{C}_+) be a fixed number. The following formulas

$$D(B) = D(A) + (T - E_H)D(T),$$

$$B(f + T\psi - \psi) = Af + zT\psi - z\psi, \quad f \in D(A), \quad \psi \in D(T),$$

establish a one-to-one correspondence between all admissible with respect to $A$ isometric operators $T$, $D(T) \subseteq \mathcal{N}_z(A)$, $R(T) \subseteq \mathcal{N}_z(A)$, and all symmetric extensions $B$ of the operator $A$. Moreover, we have

$$D(T) = \mathcal{N}_x(A) \cap R(B - zE_H),$$

$$T \subseteq (B - zE_H)(B - zE_H)^{-1}.$$  

A symmetric operator $B$ is: closed / closed and maximal / self-adjoint, if and only if respectively: $D(T)$ is: a subspace / $D(T) = \mathcal{N}_z(A)$ or $R(T) = \mathcal{N}_z(A)$ / $D(T) = \mathcal{N}_z(A)$ and $R(T) = \mathcal{N}_z(A)$.

Formulas (60), (61) define a one-to-one correspondence between all admissible with respect to $A$ non-expanding operators $T$, $D(T) \subseteq \mathcal{N}_z(A)$, $R(T) \subseteq$
\( \mathcal{N}_z(A) \), and all dissipative (respectively accumulative) extensions \( B \) of the operator \( A \). Also relations \((62)\), \((63)\) hold. A dissipative (respectively accumulative) operator \( B \): closed / closed and maximal, if and only if respectively: \( D(T) \) is: a subspace / \( D(T) = \mathcal{N}_z(A) \).

**Proof.** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), and \( z \) be from \( \mathbb{C}_- \) (\( \mathbb{C}_+ \)). By Remark \([31]\) formulas \((51)\), \((52)\) and \((53)\) establish a one-to-one correspondence between all symmetric extensions \( B \) of the operator \( A \) in \( H \), and all isometric operators \( T \) with the domain \( D(T) \subseteq \mathcal{N}_z(A) \) and the range \( R(T) \subseteq \mathcal{N}_z(A) \), which are admissible with respect to \( A \). Let us check that formulas \((52)\), \((53)\) define the same operator \( B \), as formulas \((60)\), \((61)\).

Let the operator \( B \) be defined by formulas \((52)\), \((53)\). The domain of \( B \) is
\[
D(B) = (W_z - E_H)D(W_z) = (U_z \oplus T - E_H)(D(U_z) + D(T))
\]
\[
= (U_z - E_H)D(U_z) + (T - E_H)D(T).
\]
If \( f \in (U_z - E_H)D(U_z) \cap (T - E_H)D(T) \), then \( f = (U_z - E_H)g, \) \( g \in D(U_z) \), and \( f = (T - E_H)h, \) \( h \in D(T) \). Then
\[
(U_z \oplus T - E_H)(g - h) = f - f = 0,
\]
i.e. \( g - h \) is a fixed element of the operator \( W_z \). Since \( W_z \) has no non-zero fixed elements, we get \( g = h \). Since \( g \perp h \), then \( g = 0 \) and \( f = 0 \). Thus, for the operator \( B \) holds \((60)\).

Consider arbitrary elements \( f \in D(A) \) and \( \psi \in D(V) \). Then
\[
B(f + V\psi - \psi) = Bf + B(V - E_H)\psi = Af + B(W_z - E_H)\psi
\]
\[
= Af + (zW_z - zE_H)\psi = Af + zV\psi - z\psi,
\]
and therefore formula \((61)\) holds, as well.

Since
\[
\mathcal{N}_z(A) \cap (B - zE)D(B) = \mathcal{N}_z(A) \cap D(W_z) = \mathcal{N}_z(A) \cap (\mathcal{M}_z(A) + D(T))
\]
\[
= \mathcal{N}_z(A) \cap D(T) = D(T),
\]
then relation \((62)\) holds. Relation \((63)\) means that \( T \subseteq W_z \).

If the operator \( B \) is closed, then \( W_z \) is closed, as well. Since \( W_z \) is bounded, it is defined on a subspace. Therefore \( D(W_z) = R(B - zE_H) \) is closed, \( D(T) = \mathcal{N}_z(A) \cap R(B - zE_H) \) is closed and it is a subspace.

Conversely, if \( D(T) \) is a subspace then the direct sum \( \mathcal{M}_z(A) \oplus D(T) = D(W_z) \) is closed. Therefore the operators \( W_z \) and \( B \) are closed.
By Corollary 3.3 a closed symmetric operator $B$ in a Hilbert space $H$ is maximal if and only if (at least) one of its defect numbers is equal to zero. This is equivalent to the following condition: $D(T) = \mathcal{N}_z(A)$ or $R(T) = \mathcal{N}_z(A)$.

If $B$ is self-adjoint then its Cayley’s transformation $W_z$ is unitary, i.e. $D(T) = \mathcal{N}_z(A)$ and $R(T) = \mathcal{N}_z(A)$. Conversely, the last conditions imply that $W_z$ is unitary, and therefore $B$ is self-adjoint.

By Remark 3.2 formulas (57)-(59) establish a one-to-one correspondence between admissible with respect to $A$ non-expanding operators $T$, $D(T) \subseteq \mathcal{N}_z(A)$, $R(T) \subseteq \mathcal{N}_z(A)$, and dissipative (respectively accumulative) extensions of a closed symmetric operator $A$. Formulas (60), (61) define the same operator $B$ as formulas (57)-(59). It is checked similar as it was done above for the case of symmetric extensions. The proof of relations (62), (63), and the proof of equivalence: $(B$ is closed) $\iff (B$ is a subspace) are the same.

Let $B$ be closed and maximal. By assertion 3) of Theorem 3.3 we obtain that $R(B - zE_H) = (B - zE_H)D(B) = H$. From (62) it follows that $D(T) = \mathcal{N}_z(A)$.

Conversely, let $D(T) = \mathcal{N}_z(A)$. Then

$$(B - zE_H)D(B) = D(W_z) = \mathcal{M}_z(A) \oplus D(T) = \mathcal{M}_z(A) \oplus \mathcal{N}_z(A) = H.$$  

By assertion 3) of Theorem the operator $B$ is maximal. \(\square\)

Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $z \in \mathbb{R}_e$ be a fixed number. Let $T$ be an admissible with respect to $A$ non-expanding operator with $D(T) \subseteq \mathcal{N}_z(A)$, $R(T) \subseteq \mathcal{N}_z(A)$. An extension $B$ of the operator $A$ which corresponds to $T$ in formulas (60), (61) we denote by $A_T = A_{T,z}$ and call a quasi-self-adjoint extension of a symmetric operator $A$ defined by the operator $T$. This definition agrees with the above given definition for the case of a densely defined symmetric operator $A$.

3.5 Extensions of a symmetric operator with an exit out of the space.

Let $A$ be a closed symmetric operator in a Hilbert space $H$. In order to construct a generalized resolvent of $A$, according to its definition, one needs to construct self-adjoint extensions $\tilde{A}$ of $A$ in larger Hilbert spaces $\tilde{H} \supseteq H$.

Choose and fix a Hilbert space $\tilde{H} \supseteq H$. Decompose it as a direct sum:

$$\tilde{H} = H \oplus H_e,$$  

where $H_e = \tilde{H} \ominus H$. The operator $A$ can be identified with the operator $A \oplus o_{H_e}$ in $\tilde{H}$, where $o_{H_e}$ is an operator in $H_e$ with $D(o_{H_e}) = \{0\}$, $o_{H_e}0 = 0$.  

Keeping in mind this important case, we shall now assume that in a Hilbert space \( \tilde{H} \) of a type \([64]\), where \( H, H_e \) are some Hilbert spaces, there is given a symmetric operator \( A \) of the following form:

\[
A = A \oplus A_e,
\]

(65)

where \( A, A_e \) are symmetric operators in Hilbert spaces \( H, H_e \), respectively. Let us investigate a possibility for the construction of symmetric and self-adjoint extensions of the operator \( A \) and their properties. In particular, we can use the generalized Neumann formulas.

Fix an arbitrary number \( z \in \mathbb{R} \). Since \( D(A) = D(A) \oplus D(A_e) \), then it can be directly verified that

\[
\mathcal{M}_z(A) = \mathcal{M}_z(A) \oplus \mathcal{M}_z(A_e),
\]

(66)

\[
\mathcal{N}_z(A) = \mathcal{N}_z(A) \oplus \mathcal{N}_z(A_e),
\]

(67)

\[
X_z(A) = X_z(A) \oplus X_z(A_e),
\]

(68)

where \( X_z(\cdot) \) denotes the forbidden operator.

Let \( T \) be an arbitrary non-expanding operator in \( \tilde{H} = H \oplus H_e \) with the domain \( D(T) = \mathcal{N}_z(A) \) and the range \( R(T) \subseteq \mathcal{N}_z(A) \). With respect to the decomposition \([67]\) (for \( z \) and \( \overline{z} \)) the operator \( T \) has the following block representation:

\[
T = \begin{pmatrix}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{pmatrix},
\]

(69)

where \( T_{11} = P_{\mathcal{N}_z(A)} TP_{\mathcal{N}_z(A)} \), \( T_{12} = P_{\mathcal{N}_z(A)} TP_{\mathcal{N}_z(A_e)} \), \( T_{21} = P_{\mathcal{N}_z(A_e)} TP_{\mathcal{N}_z(A)} \), \( T_{22} = P_{\mathcal{N}_z(A_e)} TP_{\mathcal{N}_z(A_e)} \).

By the definition of the admissible operator the operator \( T \) is admissible with respect to operator \( A \) if and only if relation

\[
\psi \in D(X_z(A)) \quad \Rightarrow \quad X_z(A)\psi = T\psi,
\]

implies \( \psi = 0 \). Using decompositions \([68], [69]\) we see that the latter condition is equivalent to the following one: relation

\[
T_{11} \psi_1 + T_{12} \psi_2 = X_z(A)\psi_1, \quad T_{21} \psi_1 + T_{22} \psi_2 = X_z(A_e)\psi_2,
\]

(70)

implies \( \psi_1 = \psi_2 = 0 \).

**Theorem 3.5** Let \( A \) be a closed symmetric operator of the form \([64]\), where \( A, A_e \) are symmetric operators in some Hilbert spaces \( H \) and \( H_e \), respectively. Let \( z \in \mathbb{R} \) be a fixed number and \( T \) be a non-expanding operator in \( \tilde{H} = H \oplus H_e \), with the domain \( D(T) = \mathcal{N}_z(A) \) and the range \( R(T) \subseteq \mathcal{N}_z(A) \). The following assertions are true:
1) If $T$ is $z$-admissible with respect to the operator $A$, then the operators $T_{11}$ and $T_{22}$ are $z$-admissible with respect to operators $A$ and $A_e$, respectively.

2) If $\overline{D(A)} = H$ and $T_{22}$ is $z$-admissible with respect to the operator $A_e$, then the operator $T$ is $z$-admissible with respect to the operator $A$.

Here operators $T_{11}$ and $T_{22}$ are the operators from the block representation for $T$.

**Proof.** Let us check assertion 1). Let $\psi_1$ be an element from $D(X_z(A))$ such that $T_{11}\psi_1 = X_z(A)\psi_1$. Since $T$ is non-expanding and the forbidden operator is isometric, we may write:

$$\|\psi_1\|^2_H \geq \|T\psi_1\|^2 = \|T_{11}\psi_1\|^2_H + \|T_{21}\psi_1\|^2_H$$

$$= \|X_z(A)\psi_1\|^2_H + \|T_{21}\psi_1\|^2_H = \|\psi_1\|^2_H + \|T_{21}\psi_1\|^2_H.$$

Therefore $T_{21}\psi_1 = 0$. Set $\psi_2 = 0$. We see that condition (70) is satisfied. By the condition of the theorem $T$ is admissible with respect to $A$, and therefore $\psi_1 = 0$. This means that the operator $T_{11}$ is admissible with respect to $A$.

In a similar way, if $\psi_2$ is an element from $D(X_z(A_e))$ such that $T_{22}\psi_2 = X_z(A_e)\psi_2$, then

$$\|\psi_2\|^2_H \geq \|T\psi_2\|^2 = \|T_{12}\psi_2\|^2_H + \|T_{22}\psi_2\|^2_H$$

$$= \|T_{12}\psi_2\|^2_H + \|X_z(A_e)\psi_2\|^2_H = \|T_{12}\psi_2\|^2_H + \|\psi_2\|^2_H.$$

Therefore $T_{12}\psi_2 = 0$. Set $\psi_1 = 0$. We conclude that condition (70) holds. Consequently, we get $\psi_2 = 0$.

Let us check assertion 2). Let $\psi_1 \in D(X_z(A))$, $\psi_2 \in D(X_z(A_e))$, and relation (70) holds. Since $\overline{D(A)} = H$, then by (49) the domain of the operator $X_z(A)$ consists of the null element and $\psi_1 = 0$. The second equality in (70) may be written as

$$T_{22}\psi_2 = X_z(A_e)\psi_2.$$ 

Since $T_{22}$ is admissible with respect to $A_e$, we get $\psi_2 = 0$. Consequently, $T$ is admissible with respect to $A$. □

Let us continue our considerations started before the formulation of the last theorem. Let $\psi_1 \in N_z(A)$ and $\psi_2 \in D(X_z(A_e))$ be such elements (for example, null elements) that

$$T_{21}\psi_1 + T_{22}\psi_2 = X_z(A_e)\psi_2.$$ (71)

Then

$$\|T_{11}\psi_1 + T_{12}\psi_2\|_H \leq \|\psi_1\|_H.$$ (72)
In fact, since $T$ is non-expanding, we have
\[
\|T(\psi_1 + \psi_2)\|_H = \|T_{11}\psi_1 + T_{12}\psi_2\|_H^2 + \|T_{21}\psi_1 + T_{22}\psi_2\|_H^2 \\
\leq \|\psi_1\|_H^2 + \|\psi_2\|_H^2.
\]
If (71) holds, then since $X_z(A_e)$ is isometric we get (72). Moreover, if an equality $\|T(\psi_1 + \psi_2)\|_H = \|\psi_1 + \psi_2\|_H$ holds, then in (72) we have an equality, and vice versa.

Define the following operator:
\[
\Phi\psi_1 = \Phi(z; A, T)\psi_1 = T_{11}\psi_1 + T_{12}\psi_2,
\]
where $\psi_1 \in N_z(A)$ is such an element, for which there exists $\psi_2 \in D(X_z(A_e))$:
\[
T_{21}\psi_1 + T_{22}\psi_2 = X_z(A_e)\psi_2.
\]
Let us check that this definition is correct. If for $\psi_1 \in N_z(A)$ there exists another element $\tilde{\psi}_2 \in D(X_z(A_e))$:
\[
T_{21}\psi_1 + T_{22}\tilde{\psi}_2 = X_z(A_e)\tilde{\psi}_2,
\]
then subtracting last relations we obtain that
\[
T_{22}(\psi_2 - \tilde{\psi}_2) = X_z(A_e)(\psi_2 - \tilde{\psi}_2).
\]
Set $\psi_1 = 0$. We see that equality (71) holds, and therefore inequality (72) is true and it takes the following form:
\[
\|T_{12}(\psi_2 - \tilde{\psi}_2)\|_H \leq 0,
\]
i.e. $T_{12}\psi_2 = T_{12}\tilde{\psi}_2$. Thus, the definition of the operator $\Phi$ does not depend on the choice of $\psi_2$ and it is correct. By (72) the operator $\Phi$ is non-expanding. Moreover, the operator $\Phi$ is isometric, if $T$ is isometric (what follows from the considerations before the definition of $\Phi$).

Remark 3.3 If it is additionally known that the operator $T_{22}$ is admissible with respect to the operator $A_e$, then it exists $(X_z(A_e) - T_{22})^{-1}$. Consider an arbitrary element $\psi_1 \in D(\Phi)$. By the definition of $\Phi$, for the corresponding to $\psi_1$ the element $\psi_2$ equality (71) holds, and therefore $\psi_2 = (X_z(A_e) - T_{22})^{-1}T_{21}\psi_1$. Substitute this expression in the definition of the operator $\Phi$ to obtain the following representation:
\[
\Phi\psi_1 = T_{11}\psi_1 + T_{12}(X_z(A_e) - T_{22})^{-1}T_{21}\psi_1, \quad \psi_1 \in D(\Phi).
\]
Theorem 3.6 Let \( \mathcal{A} \) be a closed symmetric operator of the form \( \Theta(A) \), where \( \mathcal{A}, \mathcal{A}_e \) are symmetric operators in some Hilbert spaces \( H \) and \( H_e \), respectively. Let \( z \in \mathbb{R} \) be a fixed number and \( T \) be a non-expanding operator in \( \tilde{H} = H \oplus H_e \), with the domain \( D(T) = \mathcal{N}_z(\mathcal{A}) \) and the range \( R(T) \subseteq \mathcal{N}_z(\mathcal{A}) \). The operator \( T \) is \( z \)-admissible with respect to \( \mathcal{A} \) if and only if the operators \( \Phi(z; \mathcal{A}, T) \) and \( T_{22} \) are \( z \)-admissible with respect to the operators \( \mathcal{A} \) and \( \mathcal{A}_e \), respectively. Here the operators \( T_{22} \) is an operator from the block representation \( \Theta(A) \) for \( T \).

Proof.  Necessity. Let an operator \( T \) be admissible with respect to \( \mathcal{A} \). By Theorem 3.5 the operator \( T_{22} \) is admissible with respect to \( \mathcal{A}_e \). Consider an element \( \psi_1 \in D(\Phi(z; \mathcal{A}, T)) \) such that \( \Phi(z; \mathcal{A}, T)\psi_1 = X_z(\mathcal{A})\psi_1 \). By the definition of the operator \( \Phi(z; \mathcal{A}, T) \), the element \( \psi_1 \) belongs to \( \mathcal{N}_z(\mathcal{A}) \) and there exists \( \psi_2 \in D(X_z(\mathcal{A}_e)) \): \( T_{21}\psi_1 + T_{22}\psi_2 = X_z(\mathcal{A}_e)\psi_2 \). Moreover, we have \( \Phi(z; \mathcal{A}, T)\psi_1 = T_{11}\psi_1 + T_{12}\psi_2 \). Thus, conditions (70) are true. Since \( T \) is admissible with respect to \( \mathcal{A} \), then these inequalities imply \( \psi_1 = \psi_2 = 0 \). Therefore the operator \( \Phi \) is admissible with respect to \( \mathcal{A} \).

Sufficiency. Suppose that \( \Phi(z; \mathcal{A}, T) \) and \( T_{22} \) are admissible with respect to \( \mathcal{A} \) and \( \mathcal{A}_e \), respectively. Consider some elements \( \psi_1 \in D(X_z(\mathcal{A})), \psi_2 \in D(X_z(\mathcal{A}_e)) \), such that (70) holds. This relation means that \( \psi_1 \in D(\Phi) \) and \( \Phi\psi_1 = X_z(\mathcal{A})\psi_1 \). Since \( \Phi \) is admissible with respect to \( \mathcal{A} \), then \( \psi_1 = 0 \). From the second equality in (70) it follows that \( T_{22}\psi_2 = X_z(\mathcal{A}_e)\psi_2 \). Since \( T_{22} \) is admissible with respect to \( \mathcal{A}_e \), we get \( \psi_2 = 0 \). Consequently, the operator \( T \) is admissible with respect to the operator \( \mathcal{A} \). □

Now we shall obtain a more explicit expression for the domain of \( \Phi \) and for its action.

Theorem 3.7 Let \( \mathcal{A} \) be a closed symmetric operator of the form \( \Theta(A) \), where \( \mathcal{A}, \mathcal{A}_e \) are symmetric operators in some Hilbert spaces \( H \) and \( H_e \), respectively. Let \( z \in \mathbb{R} \) be a fixed number and \( T \) be a non-expanding operator in \( \tilde{H} = H \oplus H_e \), with the domain \( D(T) = \mathcal{N}_z(\mathcal{A}) \), and with the range \( R(T) \subseteq \mathcal{N}_z(\mathcal{A}) \). Then

\[ D(\Phi(z; \mathcal{A}, T)) = P_{\mathcal{N}_z(\mathcal{A})}^\tilde{H}\tilde{\Theta}_z, \]

\[ \Phi(z; \mathcal{A}, T)P_{\mathcal{N}_z(\mathcal{A})}^\tilde{H}h = P_{\mathcal{N}_z(\mathcal{A})}^\tilde{H}(U_z(\mathcal{A} \oplus T))h, \quad h \in \tilde{\Theta}_z, \]

where\n
\[ \tilde{\Theta}_z = \left\{ h \in \tilde{H} : P_{\mathcal{N}_z(\mathcal{A})}^\tilde{H}(U_z(\mathcal{A} \oplus T))h = P_{\mathcal{N}_z(\mathcal{A})}^\tilde{H}h \right\}. \]

Proof. We shall need the next lemma on the structure of the set \( \tilde{\Theta}_z \).
Lemma 3.1  In conditions of Theorem 3.4, the set \( \tilde{\Theta}_z \) consists of elements \( h \in \tilde{H} \),

\[
h = g_1 + \psi_1 + g_2 + \psi_2, \quad (77)
\]

where \( g_1 \in M_z(A) \), \( \psi_1 \in N_z(A) \), \( g_2 \in M_z(A_e) \), \( \psi_2 \in N_z(A_e) \), such that

\[
\psi_2 \in D(X_z(A_e)), \quad X_z(A_e)\psi_2 = T_{21}\psi_1 + T_{22}\psi_2, \quad (78)
\]

\[
g_2 = \frac{1}{\zeta - z}(A_e - zE_{H_e})(X_z(A_e) - E_{H_e})\psi_2. \quad (79)
\]

Proof of Lemma. Consider an arbitrary element \( h \in \tilde{\Theta}_z \). As each element of \( \tilde{H} \), the element \( h \) has a (unique) decomposition (77). Since

\[
P_{H_e}h = g_2 + \psi_2,
\]

\[
P_{H_e}^R(U_z(A) \oplus T)h = P_{H_e}^R(U_z(A)(g_1 + g_2) + T(\psi_1 + \psi_2))
\]

\[
= U_z(A_e)g_2 + T_{21}\psi_1 + T_{22}\psi_2,
\]

then by the definition of the set \( \tilde{\Theta}_z \) we obtain:

\[
U_z(A_e)g_2 + T_{21}\psi_1 + T_{22}\psi_2 = g_2 + \psi_2. \quad (80)
\]

Then

\[
T_{21}\psi_1 + T_{22}\psi_2 = (E_{H_e} - U_z(A_e))g_2 = (\zeta - z)(A_e - zE_{H_e})^{-1}g_2 \in D(A_e).
\]

Since \( T_{21}\psi_1 + T_{22}\psi_2 \in N_z(A_e) \), then \( \psi_2 \in D(X_z(A_e)) \). \( X_z(A_e)\psi_2 = T_{21}\psi_1 + T_{22}\psi_2 \). From the latter relations it follows (78), (79).

Conversely, if for an element \( h \in H \) of form (78) holds (78) and (79), then

\[
(E_{H_e} - U_z(A_e))g_2 = (\zeta - z)(A_e - zE_{H_e})^{-1}g_2 = (X_z(A_e) - E_{H_e})\psi_2
\]

\[
= T_{21}\psi_1 + T_{22}\psi_2 - \psi_2.
\]

Therefore equality (80) holds, which means that \( h \in D(\tilde{\Theta}_z) \). \( \square \) (end of the proof of Lemma).

By the proved Lemma it follows that if \( \psi_1 \in P_{N_z(A)}^R(\tilde{\Theta}_z) \), then \( \psi_1 \in N_z(A) \), and there exists element \( \psi_2 \in D(X_z(A_e)) \) such that \( X_z(A_e)\psi_2 = T_{21}\psi_1 + T_{22}\psi_2 \).

Conversely, if \( \psi_1 \in N_z(A) \), and there exists an element \( \psi_2 \in D(X_z(A_e)) \) such that \( X_z(A_e)\psi_2 = T_{21}\psi_1 + T_{22}\psi_2 \), then \( X_z(A_e)\psi_2 - \psi_2 \in D(A_e) \). Define \( g_2 \) by (79), and as \( g_1 \) we take an arbitrary element from \( M_z(A) \). Then

\[
h := \psi_1 + g_1 + \psi_2 + g_2 \in \tilde{\Theta}_z \), and therefore \( \psi_1 \in P_{N_z(A)}^R(\tilde{\Theta}_z) \).
Comparing this with the definition of the operator $\Phi$ we conclude that relation (74) holds.

Choose an arbitrary element $h \in P_{\mathcal{N}_z(A)} \Theta_z$. By the proved Lemma, it has representations (77), which elements satisfy relations (78), (79). Then

$$P_{\mathcal{N}_z(A)}(U_z(A) \oplus T)h = P_{\mathcal{N}_z(A)}(T(\psi_1 + \psi_2) = T_{11}\psi_1 + T_{12}\psi_2;$$

and the required equality (75) follows.

Corollary 3.4 In conditions of Theorem 3.7 consider the following operator $W_z = U_z(A) \oplus \Phi(z; A, T)$. Then

$$D(W_z) = P_H^0 \Theta_z,$$

$$W_zP_H^0 h = P_H^0 (U_z(A) \oplus T)h, \quad h \in \Theta_z. \tag{82}$$

Proof. By Lemma 3.1 we get $\mathcal{M}_z(A) \subseteq \Theta_z$. Therefore

$$P_H^0 \Theta_z = \mathcal{M}_z(A) + P_{\mathcal{N}_z(A)} \Theta_z = \mathcal{M}_z(A) + D(\Phi) = D(W_z).$$

Let $h$ be an arbitrary element from $\Theta_z$, having representation (77) which elements satisfy, according to Lemma 3.1 relations (78), (79). Using (75), we may write

$$W_zP_H^0 h = (U_z(A) \oplus \Phi(z; A, T))(g_1 + \psi_1) = U_z(A)g_1 + P_{\mathcal{N}_z(A)}h$$

$$= P_{\mathcal{M}_z(A)}(U_z(A) \oplus T)h + P_{\mathcal{N}_z(A)}(U_z(A) \oplus T)h = P_H^0 (U_z(A) \oplus T)h.$$ 

Therefore equality (82) holds. □

Consider our considerations interrupted by formulations of the last Theorem and its Corollary. In the sequel we assume that the operator $T$ is admissible with respect to the symmetric operator $\mathcal{A}$. In this case, by Theorem 3.6 and Remark 3.3 the non-expanding operator $\Phi(z; A, T)$ is admissible with respect to $A$ and has a representation (73). By the generalized Neumann formulas (Theorem 3.4), for the operator $T$ it corresponds a quasi-self-adjoint extension $\mathcal{A}_T$ of the symmetric operator $\mathcal{A}$.

Define the operator $\mathcal{B}$ on the manifold $D(\mathcal{A}_T) \cap H$ in $H$ in the following way:

$$\mathcal{B}h = \mathcal{B}(z; A, T)h = P_H^0 \mathcal{A}_Th, \quad h \in D(\mathcal{A}_T) \cap H. \tag{83}$$
Theorem 3.8 Let $\mathcal{A}$ be a closed symmetric operator of the form (65), where $A, A_e$ are symmetric operators in some Hilbert spaces $H$ and $H_e$, respectively. Let $z \in \mathbb{R}_e$ be a fixed number and $T$ be a non-expanding operator in $\tilde{H} = H \oplus H_e$, with $D(T) = \mathcal{N}_z(\mathcal{A}), R(T) \subseteq \mathcal{N}_z(\mathcal{A})$, which is admissible with respect to $\mathcal{A}$. The operator $\mathfrak{B}$, defined on the manifold $D(\mathcal{A}_T) \cap H$ in $H$ by equality (83), admits the following representation:

$$\mathfrak{B}(z; \mathcal{A}, T) = A_{\Phi(z; \mathcal{A}, T)}.$$  

Proof. Consider a set $\tilde{\Theta}_z$, defined by (76). This definition we can rewrite in another form:

$$\tilde{\Theta}_z = \left\{ h \in \tilde{H} : \left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) h \in H \right\}.$$  

(84)

Therefore

$$\left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) \tilde{\Theta}_z \subseteq H.$$  

Since $R \left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) = D(\mathcal{A}_T)$, then

$$\left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) \tilde{\Theta}_z \subseteq H \cap D(\mathcal{A}_T).$$

Conversely, an arbitrary element $g \in H \cap D(\mathcal{A}_T)$ has the following form

$$g = \left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) f, f \in \tilde{H}.$$  

By (84) the element $f$ belongs to the set $\tilde{\Theta}_z$. Therefore

$$\left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) \tilde{\Theta}_z = H \cap D(\mathcal{A}_T) = D(\mathfrak{B}),$$  

(85)

where the operator $\mathfrak{B}$ is defined by equality (83).

Consider the operator $W_z$ from the Corollary 3.4. By (82) we may write

$$(W_z - E_H) P_{\tilde{H}}^H h = P_{\tilde{H}}^H \left( \left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) h \right) = \left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) h, \quad h \in \tilde{\Theta}_z.$$  

(86)

Therefore

$$(W_z - E_H) P_{\tilde{H}}^H \tilde{\Theta}_z = D(\mathfrak{B}).$$

Taking into account relation (81) we get

$$(W_z - E_H) D(W_z) = D(\mathfrak{B}).$$  

(87)

Choose an arbitrary element $u \in D(\mathfrak{B})$. By (85) the element $u$ has the following form: $u = \left( (U_z(\mathcal{A}) \oplus T) - E_{\tilde{H}} \right) h, h \in \tilde{\Theta}_z$. Then

$$\mathfrak{B} u = P_{\tilde{H}}^H A_T u.$$
\[ P_H^\tilde{H} \left( (U_z(A) \oplus T) - \tilde{z}E_H \right) \left( (U_z(A) \oplus T) - E_H \right)^{-1} \left( (U_z(A) \oplus T) - E_H \right) h \]

\[ = P_H^\tilde{H} \left( (U_z(A) \oplus T) - \tilde{z}E_H \right) h = z P_H^\tilde{H} (U_z(A) \oplus T) h - \tilde{z} P_H^\tilde{H} h \]

\[ = z W_z P_H^\tilde{H} h - \tilde{z} P_H^\tilde{H} h = (z W_z - \tilde{z} E_H) P_H^\tilde{H} h, \]

where we used (82). Since the operator \( \Phi \) is admissible with respect to the operator \( A \), then \( W_z \) has no non-zero fixed elements. By formula (86) we get

\[ B u = \left( z W_z - \tilde{z} E_H \right) \left( W_z - E_H \right)^{-1} (U_z(A) \oplus T) - E_H) \]

\[ = (z W_z - \tilde{z} E_H)(W_z - E_H)^{-1} u = A_{\Phi(z,A,T)} u, \quad u \in D(B). \]

Equality (87) shows that \( D(B) = D(A_{\Phi(z,A,T)}) \). Therefore \( B = A_{\Phi(z,A,T)}. \Box \)

### 3.6 The operator-valued function \( \mathcal{B}_\lambda \) generated by an extension of a symmetric operator with an exit out of the space.

Consider a closed symmetric operator \( A \) in a Hilbert space \( H \). Let \( \tilde{A} \) be a self-adjoint extension of \( A \), acting in a Hilbert space \( \tilde{H} \supseteq H \). Denote

\[ \tilde{L}_\lambda = \left\{ h \in D(\tilde{A}) : (\tilde{A} - \lambda E_{\tilde{H}})h \in H \right\}, \quad \lambda \in \mathbb{C}; \quad (88) \]

\[ L_\lambda = P_H^\tilde{H} \tilde{L}_\lambda, \quad \lambda \in \mathbb{C}; \quad (89) \]

\[ L_\infty = D(\tilde{A}) \cap H. \quad (90) \]

Notice that the sets \( \tilde{L}_\lambda \), \( L_\lambda \) and \( L_\infty \) contain \( D(A) \). Since for non-real \( \lambda \) for the self-adjoint operator \( \tilde{A} \) holds \((\tilde{A} - \lambda E_{\tilde{H}})D(A) = \tilde{H} \), then

\[ (\tilde{A} - \lambda E_{\tilde{H}})\tilde{L}_\lambda = H, \quad \lambda \in \mathbb{R}. \quad (91) \]

Observe that

\[ \tilde{L}_\lambda \cap (\tilde{H} \ominus H) = \{0\}, \quad \lambda \in \mathbb{R}. \quad (92) \]

In fact, if \( h \in \tilde{L}_\lambda \cap (\tilde{H} \ominus H) \), then \((\tilde{A} - \lambda E_{\tilde{H}})h, h)_{\tilde{H}} = 0\). Therefore \(0 = \text{Im}(\tilde{A}h, h)_{\tilde{H}} = (\text{Im} \lambda)(h, h)_{\tilde{H}}, \quad h = 0\).

Define an operator-valued function \( \mathcal{B}_\lambda = \mathcal{B}_\lambda(A, \tilde{A}) \) for \( \lambda \in \mathbb{R} \), which values are operators in \( H \) with the domain:

\[ D(\mathcal{B}_\lambda) = L_\lambda, \quad (93) \]

and

\[ \mathcal{B}_\lambda P_H^\tilde{H} h = P_H^\tilde{H} \tilde{A} h, \quad h \in \tilde{L}_\lambda. \quad (94) \]
Let us check that such definition of the operator $B_\lambda$ is correct. If an element $g \in \mathcal{L}_\lambda$ admits two representations: $g = P^\tilde{H}_H h_1 = P^\tilde{H}_H h_2$, $h_1, h_2 \in \tilde{\mathcal{L}}_\lambda$, then

$$h_1 - h_2 = P^\tilde{H}_H h_1 - P^\tilde{H}_H h_2 + P^\tilde{H}_{\tilde{H} \cap H} h_1 - P^\tilde{H}_{\tilde{H} \cap H} h_2$$

$$= P^\tilde{H}_{\tilde{H} \cap H} h_1 - P^\tilde{H}_{\tilde{H} \cap H} h_2 = P^\tilde{H}_{\tilde{H} \cap H} (h_1 - h_2).$$

Therefore $h_1 - h_2 \in \tilde{\mathcal{L}}_\lambda \cap (\tilde{H} \ominus H)$. By (92) we obtain that $h_1 = h_2$.

The operator $B_\lambda$ for each $\lambda \in \mathbb{R}_e$ is an extension of $A$. Define an operator $B_\infty = B_\infty (A, \tilde{A})$ in $H$ in the following way:

$$B_\infty = P^\tilde{H}_H \tilde{A}|_{\mathcal{E}_\infty}. \quad (95)$$

The operator $B_\infty$ is an extension of $A$, as well. Let us check that $B_\infty$ is symmetric. In fact, for arbitrary elements $f, g \in \mathcal{L}_\infty$ we may write

$$(B_\infty f, g)_H = (P^\tilde{H}_H \tilde{A} f, g)_H = (\tilde{A} f, g)_H = (f, \tilde{A} g)_H$$

$$= (f, P^\tilde{H}_H \tilde{A} g)_H = (f, B_\infty g)_H.$$

We emphasize that the operator $B_\infty$ is not necessarily closed. The operator-valued function $B_\lambda$ and the operator $B_\infty$ will play an important role in a description of the generalized resolvents of $A$.

Notice that

$$\tilde{\mathcal{L}}_\lambda = \mathcal{L}_\lambda,$$  

$$\mathcal{E}_\infty = \mathcal{E}_\infty.$$

Then

$$\text{Im}(B_\lambda P^\tilde{H}_H h, P^\tilde{H}_H h)_H = -\|P^\tilde{H}_{\tilde{H} \cap H} h\|_H^2 \text{ Im } \lambda,$$

$$\text{Re}(B_\lambda P^\tilde{H}_H h, P^\tilde{H}_H h)_H = \|P^\tilde{H}_{\tilde{H} \cap H} h\|_H^2.$$

In fact, by the definitions of the sets $\tilde{\mathcal{L}}_\lambda$ and $\mathcal{B}_\lambda$, for an arbitrary element $h$ from $\tilde{\mathcal{L}}_\lambda$ we may write:

$$\tilde{\mathcal{L}}_\lambda = \mathcal{L}_\lambda,$$

$$\text{Re}(B_\lambda P^\tilde{H}_H h, P^\tilde{H}_H h)_H = \|P^\tilde{H}_{\tilde{H} \cap H} h\|_H^2.$$
and therefore $\mathfrak{B}_\lambda$ is a dissipative (respectively accumulative) extension of $A$. By (91), (96) we get $R(\mathfrak{B}_\lambda - \lambda E_H) = (\mathfrak{B}_\lambda - \lambda E_H)P_H^\dagger \tilde{\Sigma}_\lambda = (\tilde{A} - \lambda E_H)\tilde{\Sigma}_\lambda = H$. Using formula (62) and the generalized Neumann formulas for the operator $\mathfrak{B}_\lambda$ it corresponds a non-expanding operator $T$ with $D(T) = \mathcal{N}_z(A)$. Therefore $\mathfrak{B}_\lambda$ is closed and maximal.

By the fourth assertion of Theorem 3.3 the operator $\mathfrak{B}_\lambda$ is densely defined, $\lambda \in \mathbb{R}_e$.

Consider a generalized resolvent of $A$ which corresponds to the self-adjoint extension $\tilde{A}$:

$$R_\lambda = P_H^\dagger (\widetilde{A} - \lambda E_H)^{-1}, \quad \lambda \in \mathbb{R}_e.$$ 

Let us check that

$$R_\lambda = (\mathfrak{B}_\lambda - \lambda E_H)^{-1}, \quad \lambda \in \mathbb{R}_e. \quad (97)$$

Consider an arbitrary element $g \in H$ and denote $h = (\tilde{A} - \lambda E_H)^{-1}g$, where $\lambda \in \mathbb{R}_e$. Since $h \in D(\tilde{A})$ and $(\tilde{A} - \lambda E_H)h \in H$, then $h \in \tilde{\Sigma}_\lambda$. Moreover, we have $P_H^\dagger h = R_\lambda g$. By (96) we may write:

$$g = (\tilde{A} - \lambda E_H)h = (\mathfrak{B}_\lambda - \lambda E_H)P_H^\dagger h = (\mathfrak{B}_\lambda - \lambda E_H)R_\lambda g.$$ By the properties of maximal dissipative and accumulative operators (see Theorem 3.3), there exists the bounded inverse $(\mathfrak{B}_\lambda - \lambda E_H)^{-1}$ defined on the whole $H$. Applying this operator to the latter equality we get the required relation (97).

By (97) it follows that the generalized resolvent $R_\lambda$ of the symmetric operator $A$ is invertible for all $\lambda \in \mathbb{R}_e$, and the operator $R_\lambda^{-1}$ is densely defined.

The operator $\mathfrak{B}_\lambda$ admits another definition by the generalized resolvent:

$$\mathfrak{B}_\lambda = R_\lambda^{-1} + \lambda E_H, \quad \lambda \in \mathbb{R}_e.$$ 

Therefore

$$\mathfrak{B}_\lambda^* = (R_\lambda^*)^{-1} + \overline{\lambda}E_H = R_\lambda^{-1} + \overline{\lambda}E_H = \mathfrak{B}_\lambda, \quad \lambda \in \mathbb{R}_e.$$ 

where we used the property (36) of the generalized resolvent.

Choose and fix a number $\lambda_0 \in \mathbb{R}_e$. By Theorem 3.3 for the operator $\mathfrak{B}_\lambda$ for $\lambda \in \Pi_{\lambda_0}$ it corresponds an admissible with respect to $A$ non-expanding operator, which we denote by $\mathfrak{F}(\lambda)$, with the domain $\mathcal{N}_{\lambda_0}(A)$ and the range in $\mathcal{N}_{\lambda_0}(A)$. Namely, we set

$$\mathfrak{F}(\lambda) = \mathfrak{F}(\lambda; \lambda_0, A, \tilde{A}) = (\mathfrak{B}_\lambda - \lambda_0 E_H)(\mathfrak{B}_\lambda - \lambda_0 E_H)^{-1}|_{\mathcal{N}_{\lambda_0}(A)}, \quad \lambda \in \Pi_{\lambda_0}. \quad (100)$$
Notice that
\[ \mathfrak{B}_\lambda = A_{\tilde{g}(\lambda), \lambda_0}, \quad \lambda \in \Pi_{\lambda_0}. \] (101)
i.e. \( \mathfrak{B}_\lambda \) is a quasi-self-adjoint extension of the symmetric operator \( A \), defined by \( \tilde{g}(\lambda) \).

By the generalized Neumann formulas for the operator \( \mathfrak{B}_\infty \) there corresponds an admissible with respect to \( A \) isometric operator \( \Phi_\infty = \Phi_\infty(\lambda_0; A, \tilde{A}) \) with the domain \( D(\Phi_\infty) \subseteq N_{\lambda_0}(A) \) and the range \( R(\Phi_\infty) \subseteq N_{\lambda_0}(\tilde{A}) \). This operator will be used later.

**Proposition 3.5** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), \( z \in \mathbb{R} \) be an arbitrary fixed number, and \( T \) be a linear non-expanding operator with \( D(T) = N_z(A) \) and \( R(T) \subseteq N_z(A) \), which is \( z \)-admissible with respect to \( A \). Then the operator \( T^* \) is \( z \)-admissible with respect to \( A \) and
\[ (A_{T, z})^* = A_{T^*} z. \]

**Proof.** By Theorem 3.4 the operator \( A_{T, z} \) is maximal dissipative or accumulative, since \( D(T) = N_z(A) \). By Theorem 3.3 we conclude that \( A_{T, z} \) is densely defined and therefore there exists its adjoint. By (58) we may write:
\[ (A_{T, z})^* = (zE_H + (z - \overline{z})(U_z(A) \oplus T - E_H)^{-1})^* = \overline{z}E_H + (\overline{z} - z)(U_{\overline{z}}(A) \oplus T^* - E_H)^{-1}. \]
Consequently, the operator \( U_{\overline{z}}(A) \oplus T^* \) has no non-zero fixed elements. By Theorem 3.1 the operator \( T^* \) is admissible with respect to \( A \), and the last equality gives the required formula. \( \square \)

By the proved Proposition and formula (99) we may write:
\[ \mathfrak{B}_\lambda = \mathfrak{B}_\lambda^* = (A_{\tilde{g}(\lambda), \lambda_0})^* = A_{\tilde{g}^*(\lambda), \lambda_0}, \quad \lambda \in \Pi_{\lambda_0}. \]
Let us check that the operator-valued function \( \tilde{g}(\lambda) \) is an analytic function of \( \lambda \) in a half-plane \( \Pi_{\lambda_0} \). By (97) we may write:
\[ \mathfrak{B}_\lambda - \lambda_0 E_H = (\mathfrak{B}_\lambda - \lambda_0 E_H)R_\lambda(\mathfrak{B}_\lambda - \lambda E_H) = ((\mathfrak{B}_\lambda - \lambda E_H) + (\lambda - \lambda_0)E_H)R_\lambda(\mathfrak{B}_\lambda - \lambda E_H) = (E_H + (\lambda - \lambda_0)R_\lambda)(\mathfrak{B}_\lambda - \lambda E_H), \quad \lambda \in \mathbb{R}. \]
By the maximality of the dissipative or accumulative operator \( \mathfrak{B}_\lambda \) the operator \( (\mathfrak{B}_\lambda - \lambda E_H)^{-1} \) exists and it is defined on the whole \( H \). If we additionally
assume that $\lambda \in \Pi_{\lambda_0}$, then the operator $(B_\lambda - \lambda_0 E_H)^{-1}$ exists and is defined on the whole $H$, as well. Then the operator
\[
E_H + (\lambda - \lambda_0)R_\lambda = (B_\lambda - \lambda_0 E_H)(B_\lambda - \lambda E_H)^{-1},
\]
has a bounded inverse:
\[
(E_H + (\lambda - \lambda_0)R_\lambda)^{-1} = (B_\lambda - \lambda E_H)(B_\lambda - \lambda_0 E_H)^{-1} = E_H + (\lambda_0 - \lambda)(B_\lambda - \lambda_0 E_H)^{-1},
\]
defined on the whole $H$, for $\lambda \in \Pi_{\lambda_0}$. By property (56) we get
\[
\| (E_H + (\lambda - \lambda_0)R_\lambda)^{-1} \| \leq 1 + \frac{|\lambda_0 - \lambda|}{\text{Im} \lambda_0}, \quad \lambda \in \Pi_{\lambda_0}.
\]
By Proposition 2.1 the function $(E_H + (\lambda - \lambda_0)R_\lambda)^{-1}$ is analytic in the half-plane $\Pi_{\lambda_0}$. Using relation (97) we may write that
\[
(B_\lambda - \lambda_0 E_H)(B_\lambda - \lambda_0 E_H)^{-1} = E_H + (\lambda_0 - \lambda)(B_\lambda - \lambda_0 E_H)^{-1},
\]
is an analytic function in $\Pi_{\lambda_0}$. Then the function $F(\lambda)$ is analytic in $\Pi_{\lambda_0}$, as well.

From our considerations we conclude that the operator-valued function $B_\lambda$ admits the following representation:
\[
B_\lambda = \begin{cases} 
A\mathfrak{F}(\lambda), & \lambda \in \Pi_{\lambda_0} \\
A^{\mathfrak{F}(\lambda)}, & \lambda \notin \Pi_{\lambda_0}
\end{cases},
\]
where $\mathfrak{F}(\lambda)$ is an analytic function of $\lambda$ in the half-plane $\Pi_{\lambda_0}$, which values are non-expanding operators with $D(\mathfrak{F}(\lambda)) = N_{\lambda_0}(A)$ and $R(\mathfrak{F}(\lambda)) \subseteq N_{\lambda_0}(A)$, admissible with respect to the operator $A$.

Our next aim will be derivation of a representation for the operator-valued function $\mathfrak{F}(\lambda)$, which connects it with the so-called characteristic function of a symmetric operator $A$. The next subsection will be devoted to the definition of the characteristic function and some its properties.

### 3.7 The characteristic function of a symmetric operator.

Let $A$ be a closed symmetric operator in a Hilbert space $H$. Choose an arbitrary number $\lambda \in \mathbb{R}$. Notice that the operator $T = 0_{\lambda \mathbb{R}}$ is admissible
with respect to $A$. In fact, suppose that for some $h \in H$ holds \((U_\lambda \oplus T)h = h\). Let $h = h_1 + h_2$, $h_1 \in \mathcal{M}_\lambda$, $h_2 \in \mathcal{N}_\lambda$, then

\[(U_\lambda \oplus T)h = U_\lambda h_1 = h = h_1 + h_2,
\]

and therefore

\[\|h_1\|^2_H = \|U_\lambda h_1\|^2_H = \|h_1\|^2 + \|h_2\|^2_H.
\]

Consequently, we get $h_2 = 0$. Since the operator $U_\lambda$ has no non-zero fixed elements, then $h_1 = h = 0$. By Theorem 3.1 we obtain that $T$ is admissible with respect to $A$.

Consider a quasi-self-adjoint extension $A_\lambda := A_{0\lambda} \lambda \mathcal{X}$ of the operator $A$. By the generalized Neumann formulas for $\lambda$ from $\mathbb{C}_+ (\mathbb{C}_-)$ the operator $A_\lambda$ is maximal closed dissipative (respectively accumulative) extension of $A$. By Proposition 3.5 it follows that

\[A_\lambda^* = A_{0\lambda}^\lambda \lambda \mathcal{X} = A_0^\lambda \lambda \mathcal{X} = A_\lambda.
\]

Moreover, by (60), (61) we may write:

\[D(A_\lambda) = D(A) \oplus \mathcal{N}_\lambda(A), \quad (103)
\]

and

\[A_\lambda(f + \psi) = Af + \lambda \psi, \quad f \in D(A), \ \psi \in \mathcal{N}_\lambda(A). \quad (104)
\]

Choose and fix an arbitrary number $\lambda_0 \in \mathbb{R}_e$ and consider the half-plane $\Pi_{\lambda_0}$ containing the point $\lambda_0$. If we additionally suppose that $\lambda \in \Pi_{\lambda_0}$, for the quasi-self-adjoint extension $A_\lambda$ by the generalized Neumann formulas it corresponds a non-expanding operator $C(\lambda)$ with $D(C(\lambda)) = \mathcal{N}_{\lambda_0}(A)$, $R(C(\lambda)) \subseteq \mathcal{N}_{\lambda_0}(A)$. Namely, the operator $C(\lambda)$ is given by the following equality:

\[C(\lambda) = C(\lambda; \lambda_0, A) = (A_\lambda - \lambda_0 E_H)(A_\lambda - \lambda_0 E_H)|_{\mathcal{N}_{\lambda_0}(A)}, \quad \lambda \in \Pi_{\lambda_0}.
\]

This operator-valued function $C(\lambda)$ in the half-plane $\Pi_{\lambda_0}$ is said to be the characteristic function of the symmetric operator $A$. Observe that

\[A_\lambda = A_{C(\lambda), \lambda_0}.
\]

**Proposition 3.6** Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $\lambda, z \in \mathbb{R}_e$ be arbitrary numbers: $\lambda \in \Pi_z$. The space $H$ can be represented as a direct sum:

\[H = \mathcal{M}_\lambda(A) \oplus \mathcal{N}_z(A).
\]
The projection operator \( P_{\lambda,z} \) in \( H \) on the subspace \( \mathcal{N}_z(A) \) parallel to the subspace \( \mathcal{M}_\lambda(A) \) (i.e. the operator which to arbitrary vector \( h \in H \), \( h = h_1 + h_2 \), \( h_1 \in \mathcal{M}_\lambda(A) \), \( h_2 \in \mathcal{N}_z(A) \), put into correspondence a vector \( P_{\lambda,z}h = h_2 \) has the following form:

\[
P_{\lambda,z} = \frac{\lambda - z}{z - \overline{z}} P^H_{\mathcal{N}_z(A)}(A - zE)(A - \lambda E)^{-1}.
\]

(106)

**Proof.** Since \( A_\overline{z} \) for \( \overline{z} \) from \( \mathbb{C}_+ \) (\( \mathbb{C}_- \)) is a maximal dissipative (respectively accumulative) extension of \( A \), then there exist the inverses \((A - \lambda E)^{-1}\) and \((A - zE)^{-1}\), defined on the whole \( H \) (see Theorem 3.3). The following operator:

\[
S_{\lambda,z} := (A - \lambda E)(A - zE)^{-1} = E + (z - \lambda)(A - zE)^{-1},
\]

maps bijectively the whole space \( H \) on the whole \( H \), and

\[
S_{\lambda,z} := (A - zE)(A - \lambda E)^{-1}.
\]

By (104) it follows that \((A - zE)^{-1} = \frac{1}{z - \overline{z}} E_{\mathcal{N}_z(A)}\). For an arbitrary \( g \in \mathcal{N}_z(A) \) we may write:

\[
S_{\lambda,z}g = g + (z - \lambda)(A - zE)^{-1}g = g + \frac{z - \lambda}{z - \overline{z}}g = \frac{\overline{z} - \lambda}{\overline{z} - z}g,
\]

(107)

to get

\[
S_{\lambda,z}\mathcal{N}_z(A) = \mathcal{N}_z(A).
\]

For an arbitrary vector \( f \in D(A) \) holds:

\[
S_{\lambda,z}(A - zE)f = (A - \lambda E)f,
\]

and therefore

\[
S_{\lambda,z}\mathcal{M}_z(A) = \mathcal{M}_\lambda(A).
\]

Choose an arbitrary element \( h \in H \), and set \( f = S_{\lambda,z}^{-1}h \). Let \( f = f_1 + f_2 \), \( f_1 \in \mathcal{M}_z(A) \), \( f_2 \in \mathcal{N}_z(A) \), then

\[
h = S_{\lambda,z}f_1 + S_{\lambda,z}f_2 \in \mathcal{M}_\lambda(A) + \mathcal{N}_z(A).
\]

Therefore \( H = \mathcal{M}_\lambda(A) + \mathcal{N}_z(A) \). Suppose that \( v \in \mathcal{M}_\lambda(A) \cap \mathcal{N}_z(A) \). Then there exist elements \( u \in \mathcal{M}_z(A) \) and \( w \in \mathcal{N}_z(A) \) such that \( S_{\lambda,z}u = v \) and \( S_{\lambda,z}w = v \). Therefore \( S_{\lambda,z}(u - w) = 0 \), and by the invertibility of \( S_{\lambda,z} \) we get \( u = w \). Since elements \( u \) and \( w \) are orthogonal, then \( u = w = 0 \) and \( v = 0 \).
Thus, the required decomposition of the space \( H \) is proved. Moreover, that for the element \( h \) holds
\[
P_{\lambda,z}h = S_{\lambda,z}f_2 = S_{\lambda,z}P_{N_\varphi(A)}H f = S_{\lambda,z}P_{N_\varphi(A)}^{-1}S_{\lambda,z}h = \frac{\overline{z} - \lambda}{z - z} P_{N_\varphi(A)}^{-1}S_{\lambda,z}h
\]
where we used relation (107). Thus, equality (106) is proved. \( \square \)

Continue our considerations started before the formulation of the last proposition. Define the following two operator-valued functions:
\[
Q(\lambda) = P_{\lambda,\lambda_0}, \quad K(\lambda) = P_{\lambda,\lambda_0}|_{N_{\overline{\lambda_0}}}, \quad \lambda \in \Pi_{\lambda_0}.
\]
By representation (106) it follows that \( Q(\lambda) \) and \( K(\lambda) \) are analytic in the half-plane \( \Pi_{\lambda_0} \). In fact, since the operator \( \lambda,\lambda_0 \) is dissipative or accumulative, then estimate (56) holds. By Proposition 2.1 we obtain that the operator-valued function \( (A_\varphi - \lambda E_H)^{-1} \) is analytic in \( \Pi_{\lambda_0} \). Then the same is true for \( Q(\lambda) \) and \( P(\lambda) \).

Let us check that for each \( \lambda \in \Pi_{\lambda_0} \) the operator \( K(\lambda) \) is non-expanding. In fact, for arbitrary \( \lambda \in \Pi_{\lambda_0} \) and \( \psi \in N_{\overline{\lambda_0}} \) we can assert that \( \psi - K(\lambda)\psi \) belongs to \( M_\lambda(A) \), and therefore \( \psi - K(\lambda)\psi = (A - \lambda E_H)f \), where \( f \in D(A) \). Let \( f = (U_{\lambda_0}(A) - E_H)h \), where \( h \in M_\lambda(A) \). Then \( Af = (\lambda_0 U_{\lambda_0}(A) - \lambda_0 E_H)h \). Substituting expressions for \( f \) and \( Af \) in the expression for \( \psi - K(\lambda)\psi \) we get
\[
\psi - K(\lambda)\psi = (\lambda_0 U_{\lambda_0}(A) - \lambda_0 E_H)h - \lambda(U_{\lambda_0}(A) - E_H)h.
\]
Therefore
\[
\psi + (\lambda - \lambda_0)U_{\lambda_0}(A)h = K(\lambda)\psi + (\lambda - \lambda_0)h.
\]
Using the orthogonality of the summands in the left-hand side and also in the right-hand side we get
\[
\|\psi\|_H^2 + |\lambda - \lambda_0|^2\|U_{\lambda_0}(A)h\|_H^2 = \|K(\lambda)\psi\|_H^2 + |\lambda - \lambda_0|^2\|h\|_H^2.
\]
Therefore
\[
\|\psi\|_H^2 - \|K(\lambda)\psi\|_H^2 = \delta_{\lambda,\lambda_0}\|h\|_H^2,
\]
\[
\delta_{\lambda,\lambda_0} := |\lambda - \lambda_0|^2 - |\lambda - \lambda_0|^2. \text{ It remains to notice that}
\]
\[
\delta_{\lambda,\lambda_0} = |\text{Re} \lambda - \text{Re} \lambda_0|^2 + |\text{Im} \lambda - \text{Im} \lambda_0|^2 - |\text{Re} \lambda - \text{Re} \lambda_0|^2
\]
\[
- |\text{Im} \lambda - \text{Im} \lambda_0|^2 = |\text{Im} \lambda + \text{Im} \lambda_0|^2 - |\text{Im} \lambda - \text{Im} \lambda_0|^2 > 0, \quad (108)
\]
since \( \text{Im} \lambda \) and \( \text{Im} \lambda_0 \) have the same sign.
Let us find a relation between the function $K(\lambda)$ and the characteristic function $C(\lambda)$. Choose an arbitrary $\lambda \in \Pi_{\lambda_0}$ and an element $\psi \in \mathcal{N}_{\lambda_0}$. By the Neumann formula (61) we may write:

$$A_{C:\lambda_{\lambda_0}}(-C(\lambda)\psi + \psi) = -\lambda_0 C(\lambda)\psi + \lambda_0 \psi.$$ 

On the other hand, by (105), (103) and (104) we get

$$A_{C:\lambda_{\lambda_0}}(-C(\lambda)\psi + \psi) = A_\lambda(-C(\lambda)\psi + \psi) = A_\lambda(f + \psi_1) = Af + \lambda \psi_1,$$

where $f \in D(A)$ and $\psi_1 \in \mathcal{N}_{\lambda}(A)$ are some elements:

$$-C(\lambda)\psi + \psi = f + \psi_1 \in D(A_\lambda).$$

Therefore

$$-\lambda_0 C(\lambda)\psi + \lambda_0 \psi = Af + \lambda \psi_1.$$

Subtracting from the last equality the previous one, multiplied by $\lambda$, we obtain that

$$(\lambda_0 - \lambda)\psi - (\lambda_0 - \lambda)C(\lambda)\psi = (A - \lambda E_H)f.$$

Thus, the following inclusion holds:

$$(\lambda - \lambda_0)\psi - (\lambda - \lambda_0)C(\lambda)\psi \in \mathcal{M}_{\lambda_0}(A). \quad (109)$$

Divide the both sides of the last equality by $\lambda - \lambda_0$ and apply the operator $P_{\lambda, \lambda_0}$:

$$\frac{\lambda - \lambda_0}{\lambda - \lambda_0} P_{\lambda, \lambda_0} \psi - C(\lambda)\psi = 0,$$

i.e. $C(\lambda)\psi = \frac{\lambda - \lambda_0}{\lambda - \lambda_0} P_{\lambda, \lambda_0} \psi$. Therefore

$$C(\lambda) = \frac{\lambda - \lambda_0}{\lambda - \lambda_0} K(\lambda), \quad \lambda \in \Pi_{\lambda_0}.$$

Since $K(\lambda)$ is analytic in $\Pi_{\lambda_0}$ and non-expanding, then the characteristic function $C(\lambda)$ is analytic and

$$\|C(\lambda)\| \leq \left| \frac{\lambda - \lambda_0}{\lambda - \lambda_0} \right|, \quad \lambda \in \Pi_{\lambda_0}. \quad (110)$$

Now we shall obtain another formula for the characteristic function $C(\lambda)$. Let $\lambda \in \Pi_{\lambda_0}$ be an arbitrary number. Let us check that elements $\psi \in \mathcal{N}_{\lambda_0}(A)$ and $\hat{\psi} \in \mathcal{N}_{\lambda_0}(A)$ are connected by the following relation

$$(\lambda - \lambda_0)\psi - (\lambda - \lambda_0)\hat{\psi} \in \mathcal{M}_{\lambda}(A), \quad (111)$$
if and only if
\[ \hat{\psi} = C(\lambda)\psi. \]

The sufficiency of this assertion follows from relation (109). Suppose that relation (111) holds. Apply the operator \( P_{\lambda, \lambda_0} \) to the both sides of this equality:
\[ (\lambda - \lambda_0)P_{\lambda, \lambda_0}\psi - (\lambda - \lambda_0)\hat{\psi} = 0, \]
and therefore
\[ \hat{\psi} = \frac{\lambda - \lambda_0}{\lambda - \lambda_0}P_{\lambda, \lambda_0}\psi = C(\lambda)\psi, \]
what we needed to prove.

3.8 A connection of the operator-valued function \( \tilde{\mathcal{F}}(\lambda) \) with the characteristic function.

Consider a closed symmetric operator \( A \) in a Hilbert space \( H \). Let \( \tilde{A} \) be a self-adjoint extension of \( A \) acting in a Hilbert space \( \tilde{H} \supseteq H \). Choose and fix an arbitrary number \( \lambda_0 \) from \( \mathbb{R} \). For the extension \( \tilde{A} \) there correspond operator-valued functions \( \mathcal{B}_\lambda = \mathcal{B}_\lambda(A, \tilde{A}) \) and \( \tilde{\mathcal{F}}(\lambda) = \tilde{\mathcal{F}}(\lambda; \lambda_0, A, \tilde{A}) \) (see (94),(100)).

As it was done above, the space \( H \) we represent as (64), where \( H_e = \tilde{H} \ominus H \), and the operator \( A \) can be identified with the operator \( A \oplus o_{H_e} \).

Consider an operator \( A \) of the form (65), where \( A_e \) is a symmetric operator in a Hilbert space \( H_e \), such that \( A \oplus A_e \subseteq \tilde{A} \). In particular, we can take as \( A_e \) the operator \( o_{H_e} \). Thus, the operator \( \tilde{A} \) is a self-adjoint extension of the operator \( A \).

By the generalized Neumann formulas, for the self-adjoint extension \( \tilde{A} \) of \( A \) there corresponds an isometric operator \( T \) with the domain \( D(T) = \mathcal{N}_{\lambda_0}(A) \) and the range \( R(T) = \mathcal{N}_{\lambda_0}(A) \), having block representation (69), where
\[
T_{11} = P_{\mathcal{N}_{\lambda_0}(A)}TP_{\mathcal{N}_{\lambda_0}(A)}, \quad T_{12} = P_{\mathcal{N}_{\lambda_0}(A)}TP_{\mathcal{N}_{\lambda_0}(A)}, \quad T_{21} = P_{\mathcal{N}_{\lambda_0}(A)}TP_{\mathcal{N}_{\lambda_0}(A)}, \quad T_{22} = P_{\mathcal{N}_{\lambda_0}(A)}TP_{\mathcal{N}_{\lambda_0}(A)}.
\]
Denote \( C_e(\lambda) := C(\lambda; \lambda_0, A_e) \), i.e. \( C_e(\lambda) \) is a characteristic function of the operator \( A_e \) in \( H_e \).

By (60) the domain of \( \tilde{A} \) consists of elements \( \tilde{f} \) of the following form:
\[
\tilde{f} = f_1 + f_2 + T(\psi_1 + \psi_2) - \psi_1 - \psi_2
\]
\[
= [f_1 + T_{11}\psi_1 + T_{12}\psi_2 - \psi_1] + [f_2 + T_{21}\psi_1 + T_{22}\psi_2 - \psi_2],
\]
(112)
where \( f_1 \in D(A) \), \( f_2 \in D(A_e) \), \( \psi_1 \in \mathcal{N}_{\lambda_0}(A) \), \( \psi_2 \in \mathcal{N}_{\lambda_0}(A_e) \). Notice that an expression in the first square brackets belongs to \( H \), and in the second
square brackets belongs to $H_c$. Formula (61) gives the following relation for the operator $\tilde{A}$:

$$\tilde{A}f = [A f_1 + \lambda_0(T_{11} \psi_1 + T_{12} \psi_2) - \lambda_0 \psi_1] + [A e f_2 + \lambda_0(T_{21} \psi_1 + T_{22} \psi_2) - \lambda_0 \psi_2].$$  

(113)

Here also an expression in the first square brackets belongs to $H$, and in the second square brackets belongs to $H_c$. Recall that the manifold $\Sigma_{\lambda}$ ($\lambda \in \mathbb{C}$) consists of those elements $\tilde{f} \in D(\tilde{A})$, for which $(\tilde{A} - \lambda E_{\tilde{H}})\tilde{f}$ belongs to $H$. Subtracting from relation (113) relation (112), multiplied by $\lambda$, we see that the element $\tilde{f}$ of form (112) belongs to $\Sigma_{\lambda}$ if and only if

$$(A_e - \lambda E_{H_c}) f_2 + (\lambda_0 - \lambda)(T_{21} \psi_1 + T_{22} \psi_2) - (\lambda_0 - \lambda) \psi_2 = 0.$$  

(114)

Suppose now that $\lambda \in \Pi_{\lambda_0}$. If relation (113) is satisfied then by the property of the characteristic function, see the text with formula (111), we get

$$\psi_2 = C_e(\lambda)(T_{21} \psi_1 + T_{22} \psi_2).$$  

(115)

Moreover, by (114) we get

$$f_2 = (A_e - \lambda E_{H_c})^{-1} ((\lambda - \lambda_0)(T_{21} \psi_1 + T_{22} \psi_2) - (\lambda - \lambda_0) \psi_2).$$  

(116)

Since $\lambda$ and $\lambda_0$ lie in the same half-plane, then the number $\delta_{\lambda, \lambda_0} = |\lambda - \lambda_0|^2 - |\lambda - \lambda_0|^2$ is positive, see (108). By the property of the characteristic function (110) we obtain that

$$\|C_e(\lambda)\| \leq \left| \frac{\lambda - \lambda_0}{\lambda - \lambda_0} \right| < 1, \quad \lambda \in \Pi_{\lambda_0}.$$

The operator $C_e(\lambda)T_{22}$ may be considered as an operator in a Hilbert space $\mathcal{N}_{\lambda_0}(A_e)$, defined on the whole $\mathcal{N}_{\lambda_0}(A_e)$. Since $T_{22}$ is non-expanding, then $C_e(\lambda)T_{22}$ is contractive and there exists the inverse $(E_{\mathcal{N}_{\lambda_0}(A_e)} - C_e(\lambda)T_{22})^{-1}$, defined on the whole $\mathcal{N}_{\lambda_0}(A_e)$. By (115) we get

$$\psi_2 = (E_{\mathcal{N}_{\lambda_0}(A_e)} - C_e(\lambda)T_{22})^{-1} C_e(\lambda)T_{21} \psi_1.$$  

(117)

Conversely, if elements $f_1 \in D(A)$ and $\psi_1 \in \mathcal{N}_{\lambda_0}(A)$ we choose arbitrarily, the element $\psi_2$ we define by (117), and $f_2$ we define by (116) (this is correct since (117) implies (115)) and therefore $((\lambda - \lambda_0)(T_{21} \psi_1 + T_{22} \psi_2) - (\lambda - \lambda_0) \psi_2)$ belongs to $\mathcal{M}_\lambda(A_e)$, then the element $\tilde{f}$ of form (112) belongs to $\Sigma_{\lambda}$.

Thus, the set $\Sigma_{\lambda}$ ($\lambda \in \Pi_{\lambda_0}$) consists of elements $\tilde{f}$ of form (112), where $f_1 \in D(A)$ and $\psi_1 \in \mathcal{N}_{\lambda_0}(A)$ are arbitrary, $\psi_2$ and $f_2$ are defined by (117), (116).
Since the domain of $\mathfrak{B}_\lambda$ is $\bar{P}_H^* \mathcal{L}_\lambda$, and its action is defined by (92), then $D(\mathfrak{B}_\lambda)$ consists of elements of form:

$$f = f_1 + T_{11} \psi_1 + T_{12} \psi_2 - \psi_1,$$

where elements $f_1 \in D(A)$ and $\psi_1 \in \mathcal{N}_{\lambda_0}(A)$ are arbitrary, and $\psi_2$ is defined by (117). Moreover, we have

$$\mathfrak{B}_\lambda f = Af_1 + \lambda_0 (T_{11} \psi_1 + T_{12} \psi_2) - \lambda_0 \psi_1.$$ 

Substituting an expression for $\psi_2$ from (117) in these expressions we obtain that $D(\mathfrak{B}_\lambda)$ consists of elements of the following form:

$$f = f_1 + \left( T_{11} + T_{12} (E_{\mathcal{N}_{\lambda_0}(A_c)} - C_e(\lambda) T_{22})^{-1} C_e(\lambda) T_{21} \right) \psi_1 - \psi_1, \quad (118)$$

where elements $f_1 \in D(A)$ and $\psi_1 \in \mathcal{N}_{\lambda_0}(A)$ are arbitrary. The action of the operator $\mathfrak{B}_\lambda$ has the following form:

$$\mathfrak{B}_\lambda f = Af_1 + \lambda_0 \left( T_{11} + T_{12} (E_{\mathcal{N}_{\lambda_0}(A_c)} - C_e(\lambda) T_{22})^{-1} C_e(\lambda) T_{21} \right) \psi_1 - \lambda_0 \psi_1. \quad (119)$$

Using the obtained expression for the operator $\mathfrak{B}_\lambda (\lambda \in \Pi_{\lambda_0})$, we find expression for $\mathfrak{F}(\lambda) = \mathfrak{F}(\lambda; \lambda_0, A, \bar{A})$. Since $\mathfrak{F}(\lambda)$ has the following form (see (110)):

$$\mathfrak{F}(\lambda) = E_{\mathcal{N}_{\lambda_0}(A)} + (\lambda_0 - \lambda_0) (\mathfrak{B}_\lambda - \lambda_0 E_H)^{-1} \big|_{\mathcal{N}_{\lambda_0}(A)}, \quad (120)$$

then we need to define the action of the operator $(\mathfrak{B}_\lambda - \lambda_0 E_H)^{-1}$ on the set $\mathcal{N}_{\lambda_0}(A)$. By (119), for an arbitrary element $f \in D(\mathfrak{B}_\lambda)$ of the form (118) we may write:

$$(\mathfrak{B}_\lambda - \lambda_0 E_H) f = (A - \lambda_0 E_H) f_1 + (\lambda_0 - \bar{\lambda}_0) \psi_1.$$ 

Applying the operator $(\mathfrak{B}_\lambda - \lambda_0 E_H)^{-1}$ to the both sides of the latter equality we get

$$(\mathfrak{B}_\lambda - \lambda_0 E_H)^{-1} \left( (A - \lambda_0 E_H) f_1 + (\lambda_0 - \bar{\lambda}_0) \psi_1 \right) = f \quad \Rightarrow \quad f_1 = f + \left( T_{11} + T_{12} (E_{\mathcal{N}_{\lambda_0}(A_c)} - C_e(\lambda) T_{22})^{-1} C_e(\lambda) T_{21} \right) \psi_1 - \psi_1.$$

In particular, choosing $f_1 = 0$ we get

$$(\mathfrak{B}_\lambda - \lambda_0 E_H)^{-1} \psi_1 = \frac{1}{\lambda_0 - \bar{\lambda}_0} \left( T_{11} + T_{12} (E_{\mathcal{N}_{\lambda_0}(A_c)} - C_e(\lambda) T_{22})^{-1} C_e(\lambda) T_{21} \right) \psi_1 - \frac{1}{\lambda_0 - \bar{\lambda}_0} \psi_1, \quad \psi_1 \in \mathcal{N}_{\lambda_0}(A).$$
Substituting the obtained relation for the operator \((\mathfrak{B}_\lambda - \lambda_0 E_H)^{-1}|_{\mathcal{N}_{\lambda_0}(A)}\) into (120), we obtain that
\[
\mathfrak{F}(\lambda; \lambda_0, A, \tilde{A}) = T_{11} + T_{12}(E_{\mathcal{N}_{\lambda_0}(A_e)} - C_e(\lambda)T_{22})^{-1}C_e(\lambda)T_{21}, \quad \lambda \in \Pi_{\lambda_0}.
\]
This representation will play an important role for the analytic description of the generalized resolvents of a symmetric operator \(A\).

3.9 Boundary properties of the operator-valued function \(\mathfrak{F}(\lambda)\): the case of a densely defined symmetric operator \(A\).

Consider an arbitrary closed symmetric operator \(A\) in a Hilbert space \(H\), having a dense domain: \(\overline{D(A)} = H\). Let \(\tilde{A}\) be a self-adjoint extension of the operator \(A\), acting in a Hilbert space \(\tilde{H} \supseteq H\). Let us check that
\[
P_{\tilde{H}}D(\tilde{A}) \subset D(A^*), \quad P_{\tilde{H}}\tilde{A}h = A^*P_{\tilde{H}}h, \quad h \in D(\tilde{A}).
\]
In fact, for arbitrary elements \(h \in D(\tilde{A})\) and \(f \in D(A)\) we write:
\[
(Af, P_{\tilde{H}}h)_H = (Af, h)_{\tilde{H}} = (\tilde{A}f, h)_{\tilde{H}} = (f, A\tilde{h})_{\tilde{H}} = (f, P_{\tilde{H}}\tilde{A}h)_H,
\]
and the required relation follows. Using (122) we may write:
\[
\tilde{A}h = A^*P_{\tilde{H}}h + P_{\tilde{H}}\tilde{A}h, \quad h \in D(\tilde{A}).
\]
(123)

Consider the sets \(\tilde{S}_\lambda\), \(S_\lambda\) and \(S_\infty\), defined by equalities (88)-(90) for \(\lambda \in \mathbb{C}\). By the definition of \(\tilde{S}_\lambda\), for an arbitrary element \(g\) from \(\tilde{S}_\lambda\) it holds:
\[
0 = P_{\tilde{H}}^{\tilde{H}}(\tilde{A} - \lambda E_{\tilde{H}})g = P_{\tilde{H}}^{\tilde{H}}\tilde{A}g - \lambda P_{\tilde{H}}^{\tilde{H}}g, \text{ i.e.}
\]
\[
P_{\tilde{H}}^{\tilde{H}}\tilde{A}g = \lambda P_{\tilde{H}}^{\tilde{H}}g, \quad g \in \tilde{S}_\lambda, \quad \lambda \in \mathbb{C}.
\]
(124)
Therefore
\[
\tilde{A}g = A^*P_{\tilde{H}}^{\tilde{H}}g + \lambda P_{\tilde{H}}^{\tilde{H}}g, \quad g \in \tilde{S}_\lambda, \quad \lambda \in \mathbb{C}.
\]
(125)
It follows that
\[
(\tilde{A} - \lambda E_{\tilde{H}})g = (A^* - \lambda E_{H})P_{\tilde{H}}^{\tilde{H}}g, \quad g \in \tilde{S}_\lambda, \quad \lambda \in \mathbb{C}.
\]
(126)

**Proposition 3.7** Let \(A\) be a closed symmetric operator in a Hilbert space \(H\), \(D(A) = H\), and \(\tilde{A}\) be a self-adjoint extension of \(A\), acting in a Hilbert
Proof. Notice that

$$g_k := P_H^* h_k = f_k + \varphi_k + \psi_k, \quad k = 1, 2,$$

(127)

where $f_k \in D(A), \varphi_k \in N_{\lambda_0}(A), \psi_k \in N_{\lambda_0}(A)$. Then

$$(h_1, h_2)_H = (g_1, g_2)_H + \frac{\lambda_0 - \lambda_0}{\lambda_1 - \lambda_2} ((\psi_1, \psi_2)_H - (\varphi_1, \varphi_2)_H).$$

(128)

Consider the operator-valued function $\mathfrak{B}_\lambda = \mathfrak{B}_\lambda(A, \bar{A}), \lambda \in \mathbb{R}_e$, and the operator $\mathfrak{B}_\infty = \mathfrak{B}_\infty(A, \bar{A})$ (see (93), (94), (95)). As it was said above, the operators $\mathfrak{B}_\lambda (\lambda \in \mathbb{R}_e)$ and $\mathfrak{B}_\infty$ are extensions of the operator $A$ in $H$. Therefore

$$\mathfrak{B}_\infty = A^*|_{\mathcal{L}_\infty}, \quad \mathfrak{B}_\lambda = A^*|_{\mathcal{L}_\lambda}, \quad \lambda \in \mathbb{R}_e.$$

(129)

Choose and fix an arbitrary number $\lambda_0 \in \mathbb{R}_e$. Consider the operator-valued function $\mathfrak{F}(\lambda) = \mathfrak{F}(\lambda; \lambda_0, A, \bar{A}), \lambda \in \Pi_{\lambda_0}$, defined by (100). Choose arbitrary two points $\lambda', \lambda'' \in \Pi_{\lambda_0}$, and arbitrary elements $h' \in \mathcal{L}_{\lambda'}, h'' \in \mathcal{L}_{\lambda''}$.
Then the elements \( P_{H}^{\tilde{h}} h' \) and \( P_{H}^{\tilde{h}} h'' \) belong to \( D(\mathfrak{B}_X) \) and \( D(\mathfrak{B}_{X'}) \), respectively. By (101) and the generalized Neumann formulas we may write:

\[
P_{H}^{\tilde{h}} h' = f' + \mathfrak{F}(\lambda') \psi' - \psi', \quad P_{H}^{\tilde{h}} h'' = f'' + \mathfrak{F}(\lambda'') \psi'' - \psi'',
\]

where \( f', f'' \in D(A) \), \( \psi', \psi'' \in N_{\lambda_0}(A) \). By Proposition 3.7 we get

\[
(h', h'')_{\tilde{\mathcal{H}}} = (P_{H}^{\tilde{h}} h', P_{H}^{\tilde{h}} h'')_{H} + \lambda_0 - \frac{\lambda_0}{\lambda'} ((\psi', \psi'')_{H} - (\mathfrak{F}(\lambda') \psi', \mathfrak{F}(\lambda'') \psi'')_{H}).
\]

On the other hand, we may write:

\[
(h', h'')_{\tilde{\mathcal{H}}} = (P_{H}^{\tilde{h}} h' + P_{H \oplus H}^{\tilde{h}} h', P_{H}^{\tilde{h}} h'' + P_{H \oplus H}^{\tilde{h}} h'')_{\tilde{\mathcal{H}}} = (P_{H}^{\tilde{h}} h', P_{H}^{\tilde{h}} h'')_{H} + (P_{H \oplus H}^{\tilde{h}} h', P_{H \oplus H}^{\tilde{h}} h'')_{H}.
\]

Therefore

\[
(P_{H \oplus H}^{\tilde{h}} h', P_{H \oplus H}^{\tilde{h}} h'')_{H} = \frac{\lambda_0 - \lambda_0}{\lambda - \lambda'} ((\psi', \psi'')_{H} - (\mathfrak{F}(\lambda') \psi', \mathfrak{F}(\lambda'') \psi'')_{H}).
\]

Multiplying the both sides of the last equality by \( \chi \chi' \) and taking into account (124) we get

\[
(P_{H \oplus H}^{\tilde{h}} \tilde{h}', P_{H \oplus H}^{\tilde{h}} \tilde{h}'')_{H} = \frac{\lambda_0 - \lambda_0}{\lambda - \lambda'} ((\psi', \psi'')_{H} - (\mathfrak{F}(\lambda') \psi', \mathfrak{F}(\lambda'') \psi'')_{H}).
\]

Equality (130) will be used in the sequel. Also we shall need the following proposition.

**Proposition 3.8** If a sequence of elements of a Hilbert space is bounded and all its weakly convergent subsequence have the same weak limit, then the sequence converges weakly.

**Proof.** Let \( \mathfrak{H} = \{h_n\}_{n=1}^{\infty} \), \( h_n \in H \), be a bounded sequence of elements of a Hilbert space \( H \). Suppose to the contrary that all weakly convergent subsequences of \( \mathfrak{H} \) converge to an element \( h \in H \), but the sequence \( \mathfrak{H} \) does not converge to \( h \). In this case there exists an element \( g \in H \) such that \( (h_n, g)_H \) does not converge to \( (h, g)_H \), as \( n \to \infty \). Therefore there exists a number \( \varepsilon > 0 \), and a subsequence \( \{h_{n_k}\}_{k=1}^{\infty} \), such that

\[
|(h_{n_k}, g)_H - (h, g)_H| = |(h_{n_k} - h, g)_H| \geq \varepsilon, \quad k \in \mathbb{N}.
\]

Since the sequence \( \{h_{n_k}\}_{k=1}^{\infty} \) is bounded, it contains a weakly convergent subsequence. This subsequence, by assumption, should converge weakly to
to an element \( h \). But this is impossible according to (131). The obtained contradiction completes the proof. \( \square \)

Let continue our considerations started before the statement of the last proposition. Recall that the operator \( \mathfrak{B}_\infty = \mathfrak{B}_\infty(A, \tilde{A}) \) is a (not necessarily closed) symmetric extension of the operator \( A \) in \( H \). By the Neumann formulas for it there corresponds an isometric operator \( \Phi_\infty = \Phi_\infty(\lambda_0; A, \tilde{A}) \) with the domain \( D(\Phi_\infty) \subseteq N_{\lambda_0}(A) \) and the range \( R(\Phi_\infty) \subseteq \overline{N_{\lambda_0}(A)} \). The operator \( \Phi_\infty \) was already defined for the general case of a not necessarily densely defined operator \( A \) (below (101)).

**Theorem 3.9** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), \( D(A) = H \), and \( \tilde{A} \) be a self-adjoint extension of \( A \), acting in a Hilbert space \( \tilde{H} \supseteq H \). Let \( \lambda_0 \in \mathbb{R} \) be an arbitrary number, \( \{\lambda_n\}_{n=1}^\infty \), \( \lambda_n \in \Pi_{\lambda_0} \), be a number sequence, tending to \( \infty \), \( \{\psi_n\}_{n=1}^\infty \), \( \psi_n \in N_{\lambda_0}(A) \), be a sequence, weakly converging to an element \( \psi \), and

$$
\sup_{n \in \mathbb{N}} \left[ \frac{|\lambda_n|^2}{|\text{Im} \lambda_n|} \left( \|\psi_n\|_H - \|\mathfrak{g}(\lambda_n; \lambda_0, A, \tilde{A})\psi_n\|_H \right) \right] < \infty. \tag{132}
$$

Then \( \psi \in D(\Phi_\infty(\lambda_0; A, \tilde{A})) \), and the sequence \( \{\mathfrak{g}(\lambda_n)\psi_n\}_{n=1}^\infty \) converges weakly to an element \( \Phi_\infty \psi \). Moreover, if the sequence \( \{\psi_n\}_{n=1}^\infty \) converges to \( \psi \) in a strong sense, then

$$
\lim_{n \to \infty} \mathfrak{g}(\lambda_n)\psi_n = \lim_{n \to \infty} \mathfrak{g}(\lambda_n)\psi = \Phi_\infty \psi. \tag{133}
$$

**Proof.** Since elements \( \lambda_n \) belong to \( \Pi_{\lambda_0} \), then by relation (101) we get \( \mathfrak{B}_{\lambda_n}(A, \tilde{A}) = A\mathfrak{g}(\lambda_n; \lambda_0, A, \tilde{A})\lambda_n \), for every \( n \in \mathbb{N} \). Since \( \psi_n \in \overline{N_{\lambda_0}(A)} = D(\mathfrak{g}(\lambda_n)), \) then by the generalized Neumann formulas elements \( \mathfrak{g}(\lambda_n)\psi_n - \psi_n \in D(\mathfrak{B}(\lambda_n)) = \mathfrak{L}_{\lambda_n}, \ n \in \mathbb{N} \). Consider a sequence of elements \( g_n \in \mathfrak{L}_{\lambda_n}, \ n \in \mathbb{N} \), such that

$$
P_{\mathfrak{H}}^\dagger g_n = \mathfrak{g}(\lambda_n)\psi_n - \psi_n, \quad n \in \mathbb{N}.
$$

By (123) we may write:

$$
\tilde{A}g_n = A^*(\mathfrak{g}(\lambda_n)\psi_n - \psi_n) + P_{\mathfrak{H} \supset H}^\dagger \tilde{A}g_n
$$

$$
= \lambda_0 \mathfrak{g}(\lambda_n)\psi_n - \lambda_0 \psi_n + P_{\mathfrak{H} \supset H}^\dagger \tilde{A}g_n, \quad n \in \mathbb{N}.
$$

Therefore

$$
P_{\mathfrak{H}}^\dagger \tilde{A}g_n = \lambda_0 \mathfrak{g}(\lambda_n)\psi_n - \lambda_0 \psi_n, \quad n \in \mathbb{N}. \tag{134}
$$
Observe that
\[ \| \tilde{P}_H \tilde{A} g_n \|_H \leq |\lambda_0| \| \tilde{\mathcal{F}}(\lambda_n) \|_H \psi_n \|_H + |\lambda_0| \| \psi_n \|_H \leq K, \quad n \in \mathbb{N}, \]
where \( K \) is a constant. Here we used the fact that \( \tilde{\mathcal{F}}(\lambda) \) is non-expanding and a weakly convergent sequence is bounded. Let us use formula (130), with \( \lambda' = \lambda'' = \lambda_n, \ h' = h'' = g_n: \)
\[
\begin{align*}
(P_{\tilde{H} \oplus H} \tilde{A} g_n, P_{\tilde{H} \oplus H} \tilde{A} g_n)^H & = \text{Im} \lambda_0 \lambda_n^2 (|\psi_n|_H - |\tilde{\mathcal{F}}(\lambda_n) \psi_n|_H) (|\psi_n|_H + |\tilde{\mathcal{F}}(\lambda_n) \psi_n|_H) \\
& \leq |\text{Im} \lambda_0| |\lambda_n|^2 (|\psi_n|_H - |\tilde{\mathcal{F}}(\lambda_n) \psi_n|_H) 2|\psi_n|_H.
\end{align*}
\]
From (132) it follows that \( \| P_{\tilde{H} \oplus H} \tilde{A} g_n \|_H \leq K_2, \) where \( K_2 \) is a constant. Thus, we conclude that the sequence \( \{ \tilde{A} g_n \}_{n=1}^\infty \) is bounded. By (124) the following equality holds:
\[
1 \lambda_n P_{\tilde{H} \oplus H} \tilde{A} g_n = P_{\tilde{H} \oplus H} g_n, \quad n \in \mathbb{N},
\]
and therefore
\[
P_{\tilde{H} \oplus H} g_n \to 0, \quad n \to \infty. \tag{135}
\]
Since a bounded set in a Hilbert space is weakly compact, then from the sequence \( \{ \tilde{A} g_n \}_{n=1}^\infty \) we can select a weakly convergent subsequence. Let \( \{ \tilde{A} g_{n_k} \}_{k=1}^\infty \) be an arbitrary subsequence which converges weakly to an element \( h \in H: \)
\[
\tilde{A} g_{n_k} \rightharpoonup h, \quad k \to \infty. \tag{136}
\]
Then \( P_{\tilde{H}} \tilde{A} g_{n_k} \rightharpoonup P_{\tilde{H}} h, \) as \( k \to \infty. \) From (134) it follows that
\[
\tilde{\mathcal{F}}(\lambda_{n_k}) \psi_{n_k} \rightharpoonup \frac{1}{\lambda_0} P_{\tilde{H}} h + \frac{\lambda_0}{\lambda_0} \psi, \quad k \to \infty. \tag{137}
\]
Denote \( \varphi := \frac{1}{\lambda_0} P_{\tilde{H}} h + \frac{\lambda_0}{\lambda_0} \psi. \) By the weak completeness of a Hilbert space the element \( \varphi \) belongs to \( \mathcal{N}_{\varphi_0}(A). \) By the definition of elements \( g_n \) we may write:
\[
g_n = \tilde{\mathcal{F}}(\lambda_n) \psi_n - \psi_n + P_{\tilde{H} \oplus H} g_n, \quad n \in \mathbb{N}.
\]
By (135),(137) we get
\[
g_{n_k} \rightharpoonup \varphi - \psi, \quad k \to \infty.
\]
Since $\tilde{A}$ is closed, and the weak closeness of an operator is equivalent to its closeness, then from (136) and the last relation it follows that $\varphi - \psi \in D(\tilde{A})$ and
\[ \tilde{A}(\varphi - \psi) = h. \quad (138) \]
Since elements $\varphi$ and $\psi$ belong to the space $H$, then $\varphi - \psi \in D(\tilde{A}) \cap H = \mathcal{L}_\infty = D(\mathcal{B}_\infty)$. As it was mentioned before the statement of the theorem, by the Neumann formulas for the operator $\mathcal{B}_\infty$ there corresponds an isometric operator $\Phi_\infty$. By (60) the following equality holds:
\[ D(\mathcal{B}_\infty) = D(A) + (\Phi_\infty - E_H)D(\Phi_\infty). \]
Therefore $\varphi - \psi = f + \Phi_\infty u - u$, $f \in D(A)$, $u \in D(\Phi_\infty)$. Since $\varphi \in \mathcal{N}_{\lambda_0}(A)$, $\psi \in \mathcal{N}_{\lambda_0}(A)$, by the linear independence of the manifolds $D(A)$, $\mathcal{N}_{\lambda_0}(A)$ and $\mathcal{N}_{\lambda_0}(A)$, we obtain that $f = 0$, $u = \psi$, $\Phi_\infty u = \varphi$. Thus, the element $\psi$ belongs to $D(\Phi_\infty)$ and $\Phi_\infty \psi = \varphi$. Therefore relation (138) takes the following form:
\[ \tilde{A}(\Phi_\infty \psi - \psi) = h. \]
Then relation (136) becomes
\[ \tilde{A}g_n \rightharpoonup \tilde{A}(\Phi_\infty \psi - \psi), \quad k \to \infty. \]
Thus, an arbitrary weakly convergent subsequence of a sequence $\{\tilde{A}g_n\}_{n=1}^\infty$ has the same limit. By Proposition 3.8 we conclude that the sequence $\{\tilde{A}g_n\}_{n=1}^\infty$ is a weakly convergent and its limit is equal to $\tilde{A}(\Phi_\infty \psi - \psi)$. Then
\[ P_H^R \tilde{A}g_n \rightharpoonup P_H^R \tilde{A}(\Phi_\infty \psi - \psi), \quad n \to \infty. \]
By relation (123) we may write:
\[ P_H^R \tilde{A}(\Phi_\infty \psi - \psi) = A^* P_H^R (\Phi_\infty \psi - \psi) = \lambda_0 \Phi_\infty \psi - \lambda_0 \psi. \]
By (134) and two last relations we get
\[ \lambda_0 \tilde{\mathcal{F}}(\lambda_n) \psi_n - \lambda_0 \psi_n \rightharpoonup \lambda_0 \Phi_\infty \psi - \lambda_0 \psi, \quad n \to \infty, \]
\[ \tilde{\mathcal{F}}(\lambda_n) \psi_n \rightharpoonup \Phi_\infty \psi, \quad n \to \infty, \]
Thus, the first assertion of the theorem is proved. Suppose that the sequence $\{\psi_n\}_{n=1}^\infty$ converges strongly to the element $\psi$.

It is known that if a sequence $F = \{f_n\}_{n=1}^\infty$, $f_n \in \mathcal{H}$, of a Hilbert space $\mathcal{H}$ converges weakly to an element $f$ then
\[ \|f\|_\mathcal{H} \leq \lim_{n \to \infty} \|f_n\|_\mathcal{H}. \quad (139) \]
In fact, we may write
\[ \|f\|^2 = \lim_{n \to \infty} |(f_n, f)| \]
If \( \{\|f_n\|_H\}_{k=1}^{\infty} \) is a convergent subsequence of a sequence \( \{\|f_n\|_H\}_{n=1}^{\infty} \), then
\[ \|f\|^2 = \lim_{k \to \infty} |(f_{n_k}, f)| \leq \lim_{k \to \infty} \|f_{n_k}\|_H \|f\|_H. \]
From the last relation it follows the required estimate (139).

Applying estimate (139) to the sequence \( \{\mathfrak{F}(\lambda_n)\psi_n\}_{n=1}^{\infty} \) we obtain an estimate:
\[ \|\Phi\psi\|_H \leq \lim_{n \to \infty} \|\mathfrak{F}(\lambda_n)\psi_n\|_H. \]
On the other hand, since \( \mathfrak{F}(\lambda) \) is non-expanding, then
\[ \lim_{n \to \infty} \|\mathfrak{F}(\lambda_n)\psi_n\|_H \leq \lim_{n \to \infty} \|\psi_n\|_H = \|\psi\|_H = \|\Phi\psi\|_H. \]
Therefore \( \lim_{n \to \infty} \|\mathfrak{F}(\lambda_n)\psi_n\|_H = \|\Phi\psi\|_H \), and a sequence \( \{\mathfrak{F}(\lambda_n)\psi_n\}_{n=1}^{\infty} \) converges strongly to an element \( \Phi\psi \). It remains to notice that
\[ \|\mathfrak{F}(\lambda_n)\psi - \Phi\psi\|_H = \|\mathfrak{F}(\lambda_n)\psi_n - \mathfrak{F}(\lambda_n)\psi + \mathfrak{F}(\lambda_n)\psi_n - \Phi\psi\|_H \]
\[ \leq \|\mathfrak{F}(\lambda_n)\psi_n - \mathfrak{F}(\lambda_n)\psi_n\|_H + \|\mathfrak{F}(\lambda_n)\psi_n - \Phi\psi\|_H \]
\[ \leq \|\psi - \psi_n\|_H + \|\mathfrak{F}(\lambda_n)\psi_n - \Phi\psi\|_H = 0, \quad n \to \infty. \]
Thus, relation (133) is proved. \( \Box \)

**Corollary 3.5** In conditions of Theorem 3.9, if one additionally assumes that the sequence \( \{\lambda_n\}_{n=1}^{\infty} \) belongs to a set
\[ \Pi_{\lambda_0} = \{\lambda \in \Pi_{\lambda_0} : \varepsilon < |\arg \lambda| < \pi - \varepsilon\}, \quad 0 < \varepsilon < \frac{\pi}{2}, \]
then condition (132) can be replaced by the following condition:
\[ \sup_{n \in \mathbb{N}} \left[ |\lambda_n| \left( \|\psi\|_H - \|\mathfrak{F}(\lambda_n; \lambda_0, A, \tilde{A})\psi\|_H \right) \right] < \infty. \quad (140) \]

**Proof.** In fact, if the sequence \( \{\lambda_n\}_{n=1}^{\infty} \) belongs to the set \( \Pi_{\lambda_0} \), then
\[ \frac{|\lambda_n|}{|\Im \lambda_n|} \leq M, \quad n \in \mathbb{N}, \]
where \( M \) is a constant, not depending of \( n \). Therefore from (140) it follows (132). \( \Box \)

Notice that from relation (111) it follows that
\[ \tilde{\mathfrak{L}}_\lambda = (\tilde{A} - \lambda E_H)^{-1}H, \quad \mathfrak{L}_\lambda = R_\lambda(A)H, \quad \lambda \in \mathbb{R}_v, \quad (141) \]
where \( R_\lambda(A) \) is the generalized resolvent of \( A \), corresponding to the self-adjoint extension \( \tilde{A} \).
Proposition 3.9  Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $\tilde{A}$ be a self-adjoint extension of $A$, acting in a Hilbert space $\tilde{H} \supseteq H$. Let $R_\lambda$ and $R_\lambda$, $\lambda \in \mathbb{R}_e$, denote the resolvent of $A$ and the generalized resolvent of $A$, corresponding to the extension $\tilde{A}$, respectively, and $\lambda_0 \in \mathbb{R}_e$, $0 < \varepsilon < \frac{\pi}{2}$ be arbitrary numbers. Then the following relations hold:

$$\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} (-\lambda R_\lambda h) = h, \quad h \in \tilde{H};$$

$$\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} (-\lambda R_\lambda g) = g, \quad g \in H.$$

Proof. Choose an arbitrary sequence $\{\lambda_n\}_{n=1}^\infty$, $\lambda_n \in \Pi_{\lambda_0}$, tending to $\infty$, and an arbitrary element $h \in \tilde{H}$. Let us check that

$$\lambda_n R_{\lambda_n} h \to -h, \quad n \to \infty. \quad (142)$$

Let $\lambda_n = \sigma_n + i\tau_n$, $\sigma_n, \tau_n \in \mathbb{R}$, $n \in \mathbb{N}$. Notice that since numbers $\lambda_n$ belong to the set $\Pi_{\lambda_0}$, it follows an estimate:

$$\left| \frac{\sigma_n}{\tau_n} \right| < M_1, \quad n \in \mathbb{N}, \quad (143)$$

where $M_1$ is a constant, not depending on $n$. Using the functional equation for the resolvent we write

$$R_{\lambda_n} - R_{\lambda_0} = (\lambda_n - \lambda_0) R_{\lambda_n} R_{\lambda_0},$$

$$\lambda_n R_{\lambda_n} R_{\lambda_0} = -R_{\lambda_0} + R_{\lambda_n} + \lambda_0 R_{\lambda_n} R_{\lambda_0}, \quad n \in \mathbb{N}. \quad (144)$$

Since

$$|\lambda_n| = |\tau_n| \left| i + \frac{\sigma_n}{\tau_n} \right| \leq |\tau_n| \left( 1 + \frac{|\sigma_n|}{|\tau_n|} \right) \leq |\tau_n|M_1,$$

then $\tau_n \to \infty \quad n \to \infty$. On the other hand, by the functional equation for the resolvent we may write:

$$\|R_{\lambda_n}f\|_H^2 = (R_{\lambda_n}^* R_{\lambda_n} f, f)_H = (R_{\lambda_0}^* R_{\lambda_0} f, f)_H = \frac{1}{\lambda - \lambda_0}((R_{\lambda_0}^* - R_{\lambda_n}) f, f)_H$$

$$= \frac{1}{\lambda - \lambda_0}((R_{\lambda_n} f, f)_H - (R_{\lambda_0}^* f, f)_H) = \frac{1}{\text{Im} \lambda} \text{Im}(R_{\lambda_n} f, f)_H, \quad \lambda \in \mathbb{R}_e, \quad f \in \tilde{H}.$$

Therefore

$$\|R_{\lambda_n} f\|_H^2 \leq \frac{1}{|\tau_n|} |(R_{\lambda_n} f, f)_H| \leq \frac{1}{|\tau_n|} \|R_{\lambda_n} f\|_H \|f\|_H;$$
\[
\|R_{\lambda_n}f\|_H \leq \frac{1}{|\tau_n|} \|f\|_H, \quad n \in \mathbb{N}, \ f \in \tilde{H};
\]
\[
\|R_{\lambda_n}\| \leq \frac{1}{|\tau_n|}, \quad n \in \mathbb{N}.
\]  \hspace{1cm} (145)

It follows that
\[
\|R_{\lambda_n}\|_H \to 0, \quad n \to \infty.
\]

By (144) we get
\[
\lim_{n \to \infty} \lambda_n R_{\lambda_n} R_{\lambda_0} = -R_{\lambda_0}.
\]

In particular, we obtain that
\[
\lambda_n R_{\lambda_n} u = -u, \quad u \in R_{\lambda_0} \tilde{H} = D(\tilde{A}).
\]

By (145) and (143) the following inequality holds:
\[
\|\lambda_n R_{\lambda_n}\| \leq \left| \frac{\sigma_n + i\tau_n}{\tau_n} \right| \leq \left| \frac{\sigma_n}{\tau_n} \right| + 1 < M_1 + 1, \quad n \in \mathbb{N}.
\]

Since the sequence of linear operators \(\{\lambda_n R_{\lambda_n}\}_{n=1}^\infty\) converges (in the strong operator topology) on a dense set and the norms of the operators are uniformly bounded, by the Banach-Steinhaus Theorem the sequence \(\{\lambda_n R_{\lambda_n}\}_{n=1}^\infty\) converges on the whole \(\tilde{H}\) to a continuous linear operator. By the continuity, this limit operator coincides with \(-E_{\tilde{H}}\). Thus, relation (142) is proved, and the required relations in the statement of the theorem follow. \(\square\)

**Theorem 3.10** Let \(A\) be a closed symmetric operator in a Hilbert space \(H\), \(\overline{D(A)} = H\), and \(\tilde{A}\) be a self-adjoint extension of \(A\), acting in a Hilbert space \(\tilde{H} \supseteq H\). Let \(\lambda_0 \in \mathbb{R}_e\) be an arbitrary number, \(\psi\) be an arbitrary number from \(D(\Phi_\infty(\lambda_0; A, \tilde{A}))\), and a vector-valued function \(\psi(\lambda), \ \lambda \in \Pi_{\lambda_0}\), with values in \(N_{\lambda_0}(A)\), is defined by the following formula:
\[
\psi(\lambda) = \frac{\lambda}{\lambda_0 - \lambda_0} \Phi_{\lambda_0}(A) (\tilde{A}^* - \lambda_0 E_H) R_{\lambda}(\psi - \Phi_\infty \psi), \quad (146)
\]

where \(R_{\lambda}\) is a generalized resolvent of \(A\), corresponding to the self-adjoint extension \(\tilde{A}\). Then
\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \psi(\lambda) = \psi, \quad \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \Phi(\lambda; \lambda_0, A, \tilde{A}) \psi(\lambda) = \Phi_\infty \psi, \quad (147)
\]
and there exists a finite limit
\[
\lim_{\lambda, \zeta \in \Pi_{\lambda_0}, \lambda, \zeta \to \infty} \left\{ \frac{\lambda \zeta}{\lambda - \zeta} \left[ (\psi(\lambda), \Phi(\lambda; \psi(\zeta)))_H - (\Phi(\lambda) \psi(\lambda), \Phi(\zeta) \psi(\zeta))_H \right] \right\}. \quad (148)
\]

Here \(0 < \varepsilon < \frac{\pi}{2}\).
Proof. Denote \( g = \Phi_{\infty}(\lambda_0; A, \tilde{A}) \psi - \psi \in D(\mathfrak{B}_\infty) = \mathfrak{L}_\infty = D(\tilde{A}) \cap H, \) and by \( R_\lambda \) and \( R_\lambda \), \( \lambda \in \mathbb{R}_e \), we denote the resolvent of \( \tilde{A} \) and the generalized resolvent of \( A \), corresponding to the extension \( \tilde{A} \), respectively. Consider the following two vector-valued functions:

\[
\tilde{g}(\lambda) = -\lambda R_\lambda g, \quad g(\lambda) = P_H^R \tilde{g}(\lambda) = -\lambda R_\lambda g, \quad \lambda \in \Pi_{\lambda_0}.
\]

Then the function \( \psi(\lambda) \) from the statement of the theorem takes the following form:

\[
\psi(\lambda) = 1 - \frac{\lambda}{\lambda_0 - \lambda_0} P_{\lambda_0}(A) (A^* - \lambda_0 E_H) g(\lambda), \quad \lambda \in \Pi_{\lambda_0}.
\]

Notice that by (141), the element \( g(\lambda) \) belongs to \( \mathfrak{L}_\lambda \), and therefore by (129) the definition of the function \( \psi(\lambda) \) is correct. By Proposition 3.9 we get:

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \tilde{g}(\lambda) = g, \quad \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} g(\lambda) = g, \quad 0 < \varepsilon < \frac{\pi}{2}.
\]

Moreover, by Proposition 3.9 with \( h = \tilde{A} g \) we obtain that

\[
\tilde{A} g = \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} (-\lambda R_\lambda \tilde{A} g) = \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} (-\lambda \tilde{A} R_\lambda g) = \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \tilde{A} g(\lambda).
\]

By (141) it follows that the element \( g(\lambda) \) belongs to \( \mathfrak{L}_\lambda \subseteq D(\tilde{A}) \). By (122) we write

\[
g(\lambda) = P_H^R \tilde{g}(\lambda) \in D(A^*), \quad P_H^R \tilde{A} g(\lambda) = A^* g(\lambda), \quad \lambda \in \Pi_{\lambda_0}.
\]

From the last expression and (150) we obtain that

\[
P_H^R \tilde{A} g = \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} P_H^R \tilde{A} g(\lambda) = \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} A^* g(\lambda), \quad \lambda \in \Pi_{\lambda_0},
\]

or, taking into account property (122), we write:

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} A^* g(\lambda) = A^* g, \quad \lambda \in \Pi_{\lambda_0}.
\]

Passing to the limit in the above expression for the function \( \psi(\lambda) \), using (149) and (151), we get:

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \psi(\lambda) = \frac{1}{\lambda_0 - \lambda_0} P_{\lambda_0}(A) (A^* - \lambda_0 E_H) g.
\]

By the definition of the element \( g \) the following equality holds: \( (A^* - \lambda_0 E_H) g = (\lambda_0 - \lambda_0) \psi \). Substituting it into the previous relation we obtain the first relation in (147).
As it was already noticed, the element $g(\lambda)$ belongs to $\mathfrak{L}_\lambda = D(\mathfrak{B}_\lambda(A, \tilde{A}))$, and therefore by the definition of the function $\mathfrak{F}(\lambda; \lambda_0, A, \tilde{A})$ and the generalized Neumann formulas we write:

$$g(\lambda) = f(\lambda) + \mathfrak{F}(\lambda)\psi_1(\lambda) - \psi_1(\lambda), \quad \lambda \in \Pi_{\lambda_0},$$

where $f(\lambda) \in D(A)$, $\psi_1(\lambda) \in \mathfrak{N}_{\lambda_0}(A)$. Using the above expression for $\psi(\lambda)$ we directly calculate:

$$\psi(\lambda) = \frac{1}{\lambda_0 - \lambda_0} P_{\lambda_0}^H(A^* - \lambda_0 E_H)g(\lambda) = \psi_1(\lambda), \quad \lambda \in \Pi_{\lambda_0}.$$ 

Therefore

$$g(\lambda) = f(\lambda) + \mathfrak{F}(\lambda)\psi(\lambda) - \psi(\lambda), \quad \lambda \in \Pi_{\lambda_0}.$$ 

Observe that

$$\frac{1}{\lambda_0 - \lambda_0} P_{\lambda_0}^H(A^* - \lambda_0 E_H)g(\lambda) = \mathfrak{F}(\lambda)\psi(\lambda), \quad \lambda \in \Pi_{\lambda_0}.$$ 

Consequently, by (149), (151) and the definition of $g$, we get:

$$\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \mathfrak{F}(\lambda)\psi(\lambda) = \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \frac{1}{\lambda_0 - \lambda_0} P_{\lambda_0}^H(A^* - \lambda_0 E_H)g(\lambda)$$

$$= \frac{1}{\lambda_0 - \lambda_0} P_{\lambda_0}^H(A^* g - \lambda_0 g) = \Phi_\infty \psi,$$

i.e. the second relation in (147) is satisfied, as well.

Let us use relation (130) for $\lambda' = \lambda$, $\lambda'' = \zeta$, $h' = \tilde{g}(\lambda)$, $h'' = \tilde{g}(\zeta)$, $P_{\lambda}^H h' = g(\lambda)$, $P_{\lambda}^H h'' = g(\zeta)$:

$$(P_{\lambda}^H h'_{\text{H}} \tilde{A}^* g(\lambda), P_{\lambda}^H h'_{\text{H}} \tilde{A} \tilde{g}(\zeta))_H = \frac{\lambda_0}{\lambda_0 - \lambda_0} \frac{\lambda_0}{\lambda_0 - \lambda_0} (\psi(\lambda), \psi(\zeta))_H$$

$$- (\mathfrak{F}(\lambda)\psi(\lambda), \mathfrak{F}(\zeta)\psi(\zeta))_H).$$

By relation (150), the left-hand side has a finite limit as $\lambda, \xi \to \infty, \lambda, \xi \in \Pi_{\lambda_0}$, and the last assertion of the theorem follows. $\square$

**Proposition 3.10** Let $A$ be a closed symmetric operator in a Hilbert space $H$, $\overline{D(A)} = H$, and $\tilde{A}$ be a self-adjoint extension of $A$, acting in a Hilbert space $\tilde{H} \supseteq H$. Suppose that the operator $A$ is a direct sum of two maximal symmetric operators. Let $\lambda_0 \in \mathbb{R}_e$ be an arbitrary number, $\psi$ be an arbitrary element from $D(\Phi_\infty(\lambda_0; A, \tilde{A}))$. Then there exists a finite limit

$$\lim_{\lambda, \xi \in \Pi_{\lambda_0}, \lambda, \xi \to \infty} \left\{ \frac{\lambda_0}{\lambda_0 - \lambda} \frac{\lambda_0}{\lambda_0 - \lambda} [(\psi, \psi)_H - (\mathfrak{F}(\lambda; \lambda_0, A, \tilde{A})\psi, \mathfrak{F}(\zeta; \lambda_0, A, \tilde{A})\psi)_H] \right\}.$$ 

(152)

Here $0 < \varepsilon < \frac{\pi}{2}$. 
Proof. The operator $A$ has the following form: $A = A_1 \oplus A_2$, where $A_k$ is a maximal symmetric operator in a Hilbert space $H_k$, $k = 1, 2$, and $H = H_1 \oplus H_2$. Suppose at first that the domain of the regularity of $A_2$ is a half-plane $\Pi_{\lambda_0}$, and the domain of the regularity of $A_1$ is $\Pi_{-\lambda_0}$. Recalling a similar situation in (67) we may write:

$$\mathcal{N}_\lambda(A) = \mathcal{N}_\lambda(A_1), \quad \mathcal{N}_\lambda^*(A) = \mathcal{N}_\lambda^*(A_2), \quad \lambda \in \Pi_{\lambda_0}. $$

Calculate the function $\psi(\lambda)$, defined in (146). Let $\psi'$ be an arbitrary element from $\mathcal{N}_{\lambda_0}(A)$, and $\lambda \in \Pi_{\lambda_0}$. From (141) it follows that the element $R_\lambda \psi'$ belongs to the manifold $\mathcal{L}_\lambda = D(\mathfrak{B}_\lambda(A, \tilde{A}))$, which by (129) lies in $D(A^*)$. Using (97) we write:

$$(A^* - \lambda E_H)R_\lambda \psi' = (\mathfrak{B}_\lambda - \lambda E_H)R_\lambda \psi' = (\mathfrak{B}_\lambda - \lambda E_H)(\mathfrak{B}_\lambda - \lambda E_H)^{-1} \psi' = \psi'. $$

Conversely, if an element $g$ belongs to $\mathcal{L}_\lambda$ and $(A^* - \lambda E_H)g = \psi'$, then

$$g = (\mathfrak{B}_\lambda - \lambda E_H)^{-1} \psi' = R_\lambda \psi' .$$

Since $R_\lambda \psi' \in \mathcal{L}_\lambda = D(\mathfrak{B}_\lambda)$, then by definition of the function $\mathfrak{F}(\lambda; \lambda_0, A, \tilde{A})$ and the generalized Neumann formulas we write:

$$R_\lambda \psi' = f + \mathfrak{F}(\lambda) \psi_1 - \psi_1 ,$$

where $f \in D(A)$, $\psi_1 \in \mathcal{N}_{\lambda_0}(A)$. On the other hand, consider an element

$$g' = \frac{\lambda - \lambda_0}{\lambda - \tilde{\lambda}_0}(A_2 - \lambda E_{H_2})^{-1} \mathfrak{F}(\lambda) \psi' + (\mathfrak{F}(\lambda) - E_H) \frac{1}{\lambda - \tilde{\lambda}_0} \psi'. $$

Observe that $\mathfrak{F}(\lambda) \psi \in \mathcal{N}_{\lambda_0}(A) = \mathcal{N}_{\lambda_0}(A_2)$, and the point $\lambda$ belongs to the domain of the regularity of $A_2$, and therefore the first summand in the right-hand side is defined correctly. By the generalized Neumann formulas the element $g'$ belongs to $D(\mathfrak{B}_\lambda) = \mathcal{L}_\lambda$. Moreover, we have:

$$(A^* - \lambda E_H)g' = \frac{\lambda - \lambda_0}{\lambda - \tilde{\lambda}_0}(A - \lambda E_H)(A_2 - \lambda E_{H_2})^{-1} \mathfrak{F}(\lambda) \psi' + (\mathfrak{F}(\lambda) - E_H) \frac{1}{\lambda - \tilde{\lambda}_0} \psi' = \psi'. $$

By the above considerations we conclude that $R_\lambda \psi' = g'$. Notice that

$$P_{\mathcal{N}_{\lambda_0}(A)}^H(A^* - \lambda_0 E_H)R_\lambda \psi' = P_{\mathcal{N}_{\lambda_0}(A)}^H(A^* - \lambda_0 E_H)g' = \frac{\lambda_0 - \tilde{\lambda}_0}{\lambda - \tilde{\lambda}_0} \psi' .$$

(153)

Consider an arbitrary element $\varphi \in \mathcal{N}_{\lambda_0}(A) = \mathcal{N}_{\lambda_0}(A_2) \subseteq H_2$. Since $\lambda$ belongs to the domain of the regularity of $A_2$, we may write:

$$R_\lambda \varphi = P_{\mathfrak{F}_H}^H(\tilde{A} - \lambda E_H)^{-1} \varphi = (A_2 - \lambda E_H)^{-1} \varphi.$$
It follows that

\[ P^H_{N_{\lambda_0}(A)}(A^* - \lambda_0 E_H)R_\lambda \varphi = P^H_{N_{\lambda_0}(A)}(A^* - \lambda_0 E_H)(A_2 - \lambda E_H)^{-1} \varphi = P^H_{N_{\lambda_0}(A)}(A - \lambda_0 E_H)(A - \lambda E_H)^{-1} \varphi = 0. \]  

(154)

Let \( \psi \) be an arbitrary element from \( D(\Phi_{\infty}(\lambda_0; A, \tilde{A})) \subseteq N_{\lambda_0}(A) \), and \( \lambda \in \Pi_{\lambda_0} \). Using (153) with \( \psi' = \psi \) and (154), calculate the function \( \psi(\lambda) \) from (146):

\[ \psi(\lambda) = \frac{\lambda - \lambda_0}{\lambda - \lambda_0} P^H_{N_{\lambda_0}(A)}(A^* - \lambda_0 E_H)R_\lambda (\psi - \Phi_{\infty} \psi) = \frac{\lambda - \lambda_0}{\lambda - \lambda_0} \psi, \quad \lambda \in \Pi_{\lambda_0}. \]

By Theorem 3.10 we conclude that there exists a limit (152).

In the case when the domain of the regularity of \( A_2 \) is a half-plane \( \Pi_{-\lambda_0} \), and the domain of the regularity of \( A_1 \) is \( \Pi_{\lambda_0} \), we can reassign the operators \( A_1 \) and \( A_2 \).

In the case when the domain of the regularity of the operators \( A_1 \) and \( A_2 \) is the same half-plane (\( \Pi_{\lambda_0} \) or \( \Pi_{-\lambda_0} \)), the operator \( A \) is itself a maximal symmetric operator. In this case we set \( H_1 = H, H_2 = \{ 0 \}, A_1 = A \) and \( A_2 = 0_{H_2} \). For the self-adjoint operator \( A_2 \) the both half-planes \( \Pi_{\lambda_0} \) and \( \Pi_{-\lambda_0} \) are the domains of the regularity and we can apply the proved part of the theorem. \( \Box \)

**Theorem 3.11** Let \( \lambda_0 \in \mathbb{R} \) be an arbitrary number and \( F(\lambda) \) be an analytic in the half-plane \( \Pi_{\lambda_0} \) operator-valued function, which values are linear non-expanding operators with the domain \( D(F(\lambda)) = N_1 \) and the range \( R(F(\lambda)) \subseteq N_2 \), where \( N_1 \) and \( N_2 \) are some Hilbert spaces. Let \( \{ \lambda_n \}_{n=1}^{\infty} \), \( \lambda_n \in \Pi_{\lambda_0} \), be a sequence of numbers, converging to \( \infty \), \( \{ g_n \}_{n=1}^{\infty}, g_n \in N_1 \), be a sequence of elements, weakly converging to an element \( g \), and

\[ \sup_{n \in \mathbb{N}} \left[ \frac{|\lambda_n|^2}{\text{Im} \lambda_n} (\|g_n\|_{N_1} - \|F(\lambda_n)g_n\|_{N_2}) \right] < \infty. \]  

(155)

Then there exists a finite limit

\[ \lim_{\lambda, \zeta \in \Pi_{\lambda_0}, \lambda, \zeta \to \infty} \left\{ \frac{\lambda \zeta - \zeta^2}{\lambda - \zeta} [(g, g)_{N_1} - (F(\lambda)g, F(\zeta)g)_{N_2}] \right\}. \]  

(156)

Here \( 0 < \varepsilon < \frac{\pi}{2} \).

**Proof.** Consider the operator \( A \) of the following form: \( A = A_1 \oplus A_2 \), where \( A_k \) is a maximal densely defined symmetric operator in a Hilbert space \( H_k \),
\( k = 1, 2 \), and define \( H = H_1 \oplus H_2 \). Choose the operators \( A_1 \) and \( A_2 \) such that the domain of the regularity of the operator \( A_2 \) will be \( \Pi_{\lambda_0} \), the domain of the regularity of \( A_1 \) will be \( \Pi_{-\lambda_0} \), and it holds:

\[
\dim \mathcal{N}_{\lambda_0}(A_1) = \dim N_1, \quad \dim \mathcal{N}_{\lambda_0}(A_2) = \dim N_2.
\]

The required operators \( A_1 \) and \( A_2 \) is not hard to construct by using the Neumann formulas. As in (67) and in the proof of the previous proposition we may write:

\[
\mathcal{N}_\lambda(A) = \mathcal{N}_\lambda(A_1) = \dim N_1, \quad \mathcal{N}_\lambda(A) = \mathcal{N}_\lambda(A_2) = \dim N_2, \quad \lambda \in \Pi_{\lambda_0}.
\]

Consider arbitrary isometric operators \( U \) and \( W \), mapping respectively \( N_1 \) on \( \mathcal{N}_{\lambda_0}(A_1) \), and \( N_2 \) on \( \mathcal{N}_{\lambda_0}(A_2) \). Consider the following operator-valued function:

\[
F_1(\lambda) := WF(\lambda)U^{-1}, \quad \lambda \in \Pi_{\lambda_0}.
\]

The function \( F_1(\lambda) \) is analytic in the half-plane \( \Pi_{\lambda_0} \), and its values are linear non-expanding operators from \( \mathcal{N}_{\lambda_0}(A) \) into \( \mathcal{N}_{\lambda_0}(A) \). Since \( A \) is densely defined, we can apply the Shtraus formula (42) Namely, the following formula defines a generalized resolvent \( R_\lambda \) of \( A \). It follows that

\[
A_{F_1(\lambda)} = R_\lambda^{-1} + \lambda E_H, \quad \lambda \in \Pi_{\lambda_0}.
\]

The generalized resolvent \( R_\lambda \) is generated by a (not necessarily unique) self-adjoint extension \( \tilde{A} \) in a Hilbert space \( \tilde{H} \supseteq H \). Consider the operator-valued function \( \mathcal{B}_\lambda(A, \tilde{A}), \lambda \in \mathbb{R} \). Comparing the above expression for \( A_{F_1(\lambda)} \) with formula (98) we conclude that

\[
\mathcal{B}_\lambda = A_{F_1(\lambda)}, \quad \lambda \in \Pi_{\lambda_0}.
\]

Recalling the definition of the function \( \mathcal{F}(\lambda; \lambda_0, A, \tilde{A}) \) we see that

\[
\mathcal{F}(\lambda; \lambda_0, A, \tilde{A}) = F_1(\lambda), \quad \lambda \in \Pi_{\lambda_0}.
\]

Denote

\[
\psi_n := Ug_n, \quad \psi := Ug, \quad n \in \mathbb{N}.
\]

By the condition of the theorem we get that the sequence \( \psi_n \) weakly converges to the element \( \psi \). From (155) it follows that

\[
\sup_{n \in \mathbb{N}} \left[ \frac{|\lambda n|^2}{|\text{Im} \lambda n|} \left( \|\psi_n\|_H - \|\mathcal{F}(\lambda; \lambda_0, A, \tilde{A})\psi_n\|_H \right) \right] < \infty.
\]
By Theorem 3.11 we conclude that \( \psi \in D(\Phi_\infty(\lambda_0; A, \tilde{A})) \). We may apply Proposition 3.10, and (152) follows. From that relation it follows the required relation (156). □

Now we can state a theorem connecting the operator \( \Phi_\infty(\lambda_0; A, \tilde{A}) \) with the operator-valued function \( \mathfrak{F}(\lambda; \lambda_0, A, \tilde{A}) \).

**Theorem 3.12** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), \( D(A) = H \), and \( \tilde{A} \) be a self-adjoint extension of \( A \), acting in a Hilbert space \( \tilde{H} \supseteq H \). Let \( \lambda_0 \in \mathbb{R}_e \), \( 0 < \varepsilon < \frac{\pi}{2} \), be arbitrary numbers. Then the following relations hold:

\[
D(\Phi_\infty(\lambda_0; A, \tilde{A})) = \left\{ \psi \in \mathcal{N}_{\lambda_0}(A) : \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \left[ |\lambda| (|\psi|_H - |\mathfrak{F}(\lambda; \lambda_0, A, \tilde{A})\psi|_H) \right] < +\infty \right\},
\]

(157)

\[
\Phi_\infty(\lambda_0; A, \tilde{A})\psi = \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \mathfrak{F}(\lambda; \lambda_0, A, \tilde{A})\psi, \quad \psi \in D(\Phi_\infty(\lambda_0; A, \tilde{A})).
\]

(158)

**Proof.** Suppose that \( \psi \in D(\Phi_\infty(\lambda_0; A, \tilde{A})) \subseteq \mathcal{N}_{\lambda_0}(A) \). Check the inequality in (157). If \( \psi = 0 \), then the inequality is obvious. Assume that \( \psi \neq 0 \). Consider an arbitrary sequence \( \{\lambda_n\}_{n=1}^\infty \), \( \lambda_n \in \Pi_{\lambda_0} \), converging to \( \infty \). By (146) we define the function \( \psi(\lambda) \), \( \lambda \in \Pi_{\lambda_0} \). Set

\[
g_n := \psi(\lambda_n) \in \mathcal{N}_{\lambda_0}(A), \quad n \in \mathbb{N}.
\]

By Theorem 3.10 the following relation hold:

\[
\lim_{n \to \infty} g_n = \psi, \quad \lim_{n \to \infty} \mathfrak{F}(\lambda_n; \lambda_0, A, \tilde{A})g_n = \Phi_\infty\psi,
\]

and there exists a finite limit

\[
\lim_{n \to \infty} \left\{ \frac{|\lambda_n|^2}{\lambda_n - \lambda_n} \left[(g_n, g_n)_H - (\mathfrak{F}(\lambda_n)g_n, \mathfrak{F}(\lambda_n)g_n)_H\right] \right\} = \frac{1}{2i} \lim_{n \to \infty} \left\{ \frac{|\lambda_n|^2}{\text{Im}\lambda_n} \left[\|g_n\|_H - \|\mathfrak{F}(\lambda_n)g_n\|_H\right] \left[\|g_n\|_H + \|\mathfrak{F}(\lambda_n)g_n\|_H\right] \right\}.
\]

Notice that

\[
\|g_n\|_H + \|\mathfrak{F}(\lambda_n)g_n\|_H \to \|\psi\|_H + \|\Phi_\infty\psi\|_H = 2\|\psi\|_H, \quad n \to \infty,
\]

since \( \Phi_\infty \) is isometric. Since \( \psi \neq 0 \), it follows that there exists a finite limit

\[
\lim_{n \to \infty} \left\{ \frac{|\lambda_n|^2}{\text{Im}\lambda_n} \left[\|g_n\|_H - \|\mathfrak{F}(\lambda_n)g_n\|_H\right] \right\}.
\]
We can apply Theorem 3.11 to the sequences \( \{\lambda_n\}_{n=1}^\infty \), \( \{g_n\}_{n=1}^\infty \), which converges to \( g \), and the function \( \tilde{\Phi}(\lambda; \lambda_0, A, \tilde{A}) \), mapping \( \mathcal{N}_{\lambda_0}(A) \) in \( \mathcal{N}_{\lambda_0}(A) \), and obtain that there exists a finite limit

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \left\{ \frac{|\lambda|^2}{\text{Im} \lambda} \left[ ||\psi||_H^2 - ||\tilde{\Phi}(\lambda)\psi||_H^2 \right] \right\}
\]

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \left\{ \frac{|\lambda|^2}{\text{Im} \lambda} \left[ ||\psi||_H - ||\tilde{\Phi}(\lambda)\psi||_H \right] \left[ ||\psi||_H + ||\tilde{\Phi}(\lambda)\psi||_H \right] \right\}.
\]  

(159)

Since the operator \( \tilde{\Phi}(\lambda) \) is non-expanding, then

\[
\|\tilde{\Phi}(\lambda_n)\psi - \Phi_\infty \psi\|_H = \|\tilde{\Phi}(\lambda_n)\psi - \tilde{\Phi}(\lambda_n)g_n + \tilde{\Phi}(\lambda_n)g_n - \Phi_\infty \psi\|_H
\]

\[
\leq \|\tilde{\Phi}(\lambda_n)\psi - \tilde{\Phi}(\lambda_n)g_n\|_H + \|\tilde{\Phi}(\lambda_n)g_n - \Phi_\infty \psi\|_H
\]

\[
\leq \|\psi - g_n\|_H + \|\tilde{\Phi}(\lambda_n)g_n - \Phi_\infty \psi\|_H \to 0, \quad n \to \infty.
\]

Since the sequence \( \{\lambda_n\}_{n=1}^\infty \) was an arbitrary sequence from \( \Pi_{\lambda_0} \), converging to \( \infty \), then

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \tilde{\Phi}(\lambda)\psi = \Phi_\infty \psi.
\]

Thus, relation (158) is proved. We may write:

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} (||\tilde{\Phi}(\lambda)\psi||_H + ||\psi||_H) = ||\Phi_\infty \psi||_H + ||\psi||_H = 2||\psi||_H.
\]

From the latter relation and (159) it follows that there exists a finite limit:

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \left\{ \frac{|\lambda|^2}{\text{Im} \lambda} \left[ ||\psi||_H - ||\tilde{\Phi}(\lambda)\psi||_H \right] \right\} = : l(\psi).
\]

Therefore there exists a finite limit

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \left\{ \frac{|\lambda|^2}{\text{Im} \lambda} \left[ ||\psi||_H - ||\tilde{\Phi}(\lambda)\psi||_H \right] \right\} = |l(\psi)|.
\]

In particular, there exists a finite limit

\[
\lim_{n \to \infty} \left\{ \frac{|\lambda_n|^2}{\text{Im} \lambda_n} \left[ ||\psi||_H - ||\tilde{\Phi}(\lambda_n)\psi||_H \right] \right\} = |l(\psi)|.
\]

Now suppose that the sequence \( \{\lambda_n\}_{n=1}^\infty \) is such that there exists a (finite or infinite) limit

\[
\lim_{n \to \infty} \{||\lambda_n|| \left[ ||\psi||_H - ||\tilde{\Phi}(\lambda_n)\psi||_H \right]\}.
\]
Since $|\frac{\text{Im} \lambda_n}{\lambda_n}| \leq 1$, $n \in \mathbb{N}$, then

$$
\lim_{n \to \infty} \{|\lambda_n| \left[\|\psi\|_H - \|\mathfrak{F}(\lambda_n)\psi\|_H\right]\}
$$

$$
= \lim_{n \to \infty} \left\{ \frac{|\lambda_n|^2}{|\text{Im} \lambda|} \left[\|\psi\|_H - \|\mathfrak{F}(\lambda_n)\psi\|_H\right]\right\} \frac{|\text{Im} \lambda_n|}{\lambda_n} \leq |I(\psi)|.
$$

The required estimate in (157) follows.

Conversely, suppose that $\psi \in \mathcal{N}_{\lambda_0}(A)$ and

$$
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \left[ |\lambda| (\|\psi\|_H - \|\mathfrak{F}(\lambda; \lambda_0, A, \tilde{A})\psi\|_H) \right] < +\infty.
$$

This means that there exists a sequence of numbers $\{\lambda_n\}_{n=1}^\infty$, $\lambda_n \in \Pi_{\lambda_0}$, converging to $\infty$, and such that there exists a finite limit

$$
\lim_{n \to \infty} \{|\lambda_n| \left[\|\psi\|_H - \|\mathfrak{F}(\lambda_n)\psi\|_H\right]\}.
$$

In particular, this means that

$$
\sup_{n \in \mathbb{N}} \{|\lambda_n| \left[\|\psi\|_H - \|\mathfrak{F}(\lambda_n)\psi\|_H\right]\} < \infty.
$$

By Corollary 3.5 with $\psi_n = \psi$, $n \in \mathbb{N}$, we get $\psi \in D(\Phi_{\infty}(\lambda_0; A, \tilde{A}))$. □

### 3.10 A connection of the operator $\Phi_{\infty}$ and the operator-valued function $\mathfrak{F}(\lambda)$.

Our aim here will be to prove the following theorem.

**Theorem 3.13** Theorem 3.12 remains valid, if one removes the condition $D(A) = H$.

**Proof.** In the case $\overline{D(A)} = H$ the theorem is already proved. Suppose now that $\overline{D(A)} \neq H$. For the extension $\tilde{A}$ there correspond an operator $\mathfrak{B}_{\infty} = \mathfrak{B}_{\infty}(A, \tilde{A})$ and operator-valued functions $\mathfrak{B}_\lambda = \mathfrak{B}_\lambda(A, \tilde{A})$ and $\mathfrak{F}(\lambda) = \mathfrak{F}(\lambda; \lambda_0, A, \tilde{A})$ (see (95), (93), (94), (100)). Recall that for the operator $\mathfrak{B}_{\infty}$ there corresponds an admissible with respect to $A$ isometric operator $\Phi_{\infty} = \Phi_{\infty}(\lambda_0; A, \tilde{A})$ with the domain $D(\Phi_{\infty}) \subseteq \mathcal{N}_{\lambda_0}(A)$ and the range $R(\Phi_{\infty}) \subseteq \mathcal{N}_{\lambda_0}(A)$ (see a text below (101)). Observe that in the case $\overline{D(A)} = H$ the operator $\Phi_{\infty}$ was intensively used in the previous subsection.

As before, the space $H$ decompose as in (104), where $H_e = \tilde{H} \ominus H$. The operator $A$ may be identified with an operator $A := A \oplus A_e$, $A_e = o_{H_e}$. Thus,
the operator $\tilde{A}$ is a self-adjoint extension of $A$. By the generalized Neumann formulas for the self-adjoint extension $\tilde{A}$ of $A$ there corresponds an admissible with respect to $A$ isometric operator $T$ with the domain $D(T) = \mathcal{N}_{\lambda_0}(A)$ and the range $R(T) = \overline{\mathcal{N}_{\lambda_0}(A)}$, having the block representation (69), where $T_{11} = P_{\mathcal{N}_{\lambda_0}(A)}TP_{\mathcal{N}_{\lambda_0}(A)}$, $T_{12} = P_{\mathcal{N}_{\lambda_0}(A)}TP_{\mathcal{N}_{\lambda_0}(A_e)}$, $T_{21} = P_{\mathcal{N}_{\lambda_0}(A_e)}TP_{\mathcal{N}_{\lambda_0}(A)}$, $T_{22} = P_{\mathcal{N}_{\lambda_0}(A_e)}TP_{\mathcal{N}_{\lambda_0}(A_e)}$. Moreover, we have $\tilde{A} = A_T$. Notice that the operator $\mathfrak{B} = \mathfrak{B}(\lambda_0; A, T)$, defined in (83), coincides with $\mathfrak{B}_\infty$. By Theorem 3.8 we have $\mathfrak{B}(\lambda_0; A, T) = A\Phi(\lambda_0; A, T)$. Since the Neumann formulas define a one-to-one correspondence, then

$$
\Phi(\lambda_0; A, T) = \Phi_\infty(\lambda_0; A, \tilde{A}).
$$

Consider an arbitrary closed symmetric operator $A_1$ in a Hilbert space $H_1$, $D(A_1) = H_1$, which has the same defect numbers as $A$. Consider arbitrary isometric operators $U$ and $W$, mapping respectively $\mathcal{N}_{\lambda_0}(A_1)$ on $\mathcal{N}_{\lambda_0}(A)$, and $\mathcal{N}_{\lambda_0}^\perp(A_1)$ on $\mathcal{N}_{\lambda_0}^\perp(A)$. Then the following operator

$$
V := \begin{pmatrix}
W^{-1}T_{11}U & W^{-1}T_{12} \\
T_{21}U & T_{22}
\end{pmatrix}
$$

maps isometrically all the subspace $\mathcal{N}_{\lambda_0}(A_1) \oplus \mathcal{N}_{\lambda_0}(A_e)$ on all the subspace $\mathcal{N}_{\lambda_0}^\perp(A_1) \oplus \mathcal{N}_{\lambda_0}^\perp(A_e)$. By the first assertion of Theorem 3.5 the operator $T_{22}$ is admissible with respect to $A_e$. By the second assertion of Theorem 3.5 we get that $V$ is admissible with respect to $A_1 := A_1 \oplus A_e$, acting in a Hilbert space $H_1 := H_1 \oplus H_e$. By the generalized Neumann formulas for the operator $V$ there corresponds a self-adjoint operator $A_1 \supseteq A_1$ in a Hilbert space $H_1$: $A_1 = (A_1)_V$

Consider the operator-valued functions $\mathfrak{B}_\lambda' = \mathfrak{B}_\lambda(A_1, \tilde{A}_1)$ $\mathfrak{F}'(\lambda) = \mathfrak{F}(\lambda; \lambda_0, A_1, \tilde{A}_1)$. By (121) we may write:

$$
\mathfrak{F}(\lambda; \lambda_0, A_1, \tilde{A}_1) = V_{11} + V_{12}(E_{\mathcal{N}_{\lambda_0}(A_e)} - C_e(\lambda)V_{22})^{-1}C_e(\lambda)V_{21}, \quad \lambda \in \Pi_{\lambda_0},
$$

where $C_e(\lambda) = C(\lambda; \lambda_0, A_e)$ is the characteristic function of the operator $A_e$ in $H_e$. Then

$$
\mathfrak{F}'(\lambda) = W^{-1}T_{11}U + W^{-1}T_{12}(E_{\mathcal{N}_{\lambda_0}(A_e)} - C_e(\lambda)T_{22})^{-1}C_e(\lambda)T_{21}U = W^{-1}\mathfrak{F}(\lambda)U,
$$

$\lambda \in \Pi_{\lambda_0}$, (160)

what follows from (121).
Consider the following operators $\mathcal{B}'_\infty = \mathcal{B}_\infty (A_1, \tilde{A}_1)$ and $\Phi'_\infty = \Phi_\infty (\lambda_0; A_1, \tilde{A}_1)$. Also consider the operator $\mathcal{B}' = \mathcal{B}(\lambda_0; A_1, V)$, defined in (83). It coincides with the operator $\mathcal{B}'_\infty$. By Theorem 3.8 we get $\mathcal{B}' = A_{\Phi(\lambda_0; A_1, V)}$. Since the Neumann formulas define a one-to-one correspondence then
\[ \Phi' := \Phi(\lambda_0; A, T) = \Phi'_\infty. \]

By Remark 3.3 and formula (73) we may write:
\[ \Phi'_1 = V_{11}\psi'_1 + V_{12}(X_z(A_e) - V_{22})^{-1}V_{21}\psi'_1, \quad \psi'_1 \in D(\Phi'), \quad (161) \]
and
\[ \Phi \psi_1 = T_{11}\psi_1 + T_{12}(X_z(A_e) - T_{22})^{-1}T_{21}\psi_1, \quad \psi_1 \in D(\Phi). \]

By the definition of the operator $\Phi$, $D(\Phi)$ consists of elements of $\psi_1 \in \mathcal{N}_{\lambda_0}(A)$ such that there exists $\psi_2 \in D(X_{\lambda_0}(A_e))$:
\[ T_{21}\psi_1 + T_{22}\psi_2 = X_{\lambda_0}(A_e)\psi_2, \]
and $D(\Phi')$ consists of elements $\psi'_1 \in \mathcal{N}_{\lambda_0}(A_1)$ such that there exists $\psi'_2 \in D(X_{\lambda_0}(A_e))$:
\[ V_{21}\psi'_1 + V_{22}\psi'_2 = T_{21}U\psi'_1 + T_{22}\psi'_2 = X_{\lambda_0}(A_e)\psi'_2. \]

Therefore
\[ D(\Phi) = UD(\Phi'). \quad (162) \]

By (161) we get
\[ \Phi'_1 = W^{-1}T_{11}U\psi'_1 + W^{-1}T_{12}(X_z(A_e) - T_{22})^{-1}T_{21}U\psi'_1 = W^{-1}\Phi U\psi'_1, \]
\[ \psi'_1 \in D(\Phi'). \]

Therefore
\[ \Phi' = W^{-1}\Phi U. \quad (163) \]

By Theorem 3.12 for the operator $A_1$ in a Hilbert space $H_1$ and its self-adjoint extension $\tilde{A}_1$ in $\tilde{H}_1$ we get
\[ D(\Phi'_\infty) = \left\{ \psi' \in \mathcal{N}_{\lambda_0}(A_1) : \lim_{\lambda \to \infty} \lambda \in \Pi_{\lambda_0}, \lambda \to \infty \left[ \lambda |(\|\psi'\|_{H_1} - \|\tilde{\Phi}'(\lambda)\psi'\|_{H_1})| < +\infty \right] \right\}, \]
\[ \Phi'_\infty \psi' = \lim_{\lambda \to \infty} \tilde{\Phi}'(\lambda)\psi', \quad \psi' \in D(\Phi'_\infty). \]

By relations (162), (163) and (160) we obtain the required relations (157) and (158). □
3.11 Shtraus’s formula for the generalized resolvents of symmetric operator.

Consider a closed symmetric operator $A$ in a Hilbert space $H$. Choose and fix an arbitrary point $\lambda_0 \in \mathbb{R}$, A function $F(\lambda) \in \mathcal{S}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A))$ is said to be $\lambda_0$-admissible (admissible) with respect to the operator $A$, if the validity of

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} F(\lambda)\psi = X_{\lambda_0}\psi, \quad (164)
\]

\[
\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} ||\lambda||\|\psi\|_H - \|F(\lambda)\psi\|_H < +\infty, \quad (165)
\]

for some $\varepsilon > 0$ and $\frac{\varepsilon}{\|H\|}$ implies $\psi = 0$.

A set of all operator-valued functions $F(\lambda) \in \mathcal{S}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A))$, which are $\lambda_0$-admissible with respect to the operator $A$, we shall denote by

\[
\mathcal{S}_{\lambda_0}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A)) = \mathcal{S}_{\lambda_0}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A)).
\]

In the case $\overline{D(A)} = H$, we have $D(X_{\lambda_0}) = \{0\}$. Therefore in this case an arbitrary function from $\mathcal{S}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A))$ is admissible with respect to $A$. Thus, if $\overline{D(A)} = H$, then $\mathcal{S}_{\lambda_0}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A)) = \mathcal{S}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A))$.

**Proposition 3.11** Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $\lambda_0 \in \mathbb{R}$ be an arbitrary number. If $F(\lambda) \in \mathcal{S}(\Pi_{\lambda_0}; \mathcal{N}_{\lambda_0}(A), \mathcal{N}_{\lambda_0}(A))$ is $\lambda_0$-admissible with respect to $A$, then $F(\zeta)$ is a $\lambda_0$-admissible operator with respect to $A$, for all $\zeta$ from $\Pi_{\lambda_0}$.

**Proof.** Choose an arbitrary point $\zeta$ from $\Pi_{\lambda_0}$. Suppose that for an element $\psi \in D(X_{\lambda_0}(A))$ we have the equality:

\[
F(\zeta)\psi = X_{\lambda_0}(A)\psi.
\]

Since the forbidden operator is isometric, we get

\[
\|F(\zeta)\psi\|_H = \|\psi\|_H.
\]

On the other hand, since the operator $F(\lambda)$ is non-expanding, we may write:

\[
\|F(\lambda)\psi\|_H \leq \|\psi\|_H, \quad \lambda \in \Pi_{\lambda_0}.
\]

By the maximum principle for analytic vector-valued functions we get

\[
F(\lambda)\psi = X_{\lambda_0}(A)\psi, \quad \lambda \in \Pi_{\lambda_0}.
\]

Therefore $\|F(\lambda)\psi\|_H = \|\psi\|_H$, $\lambda \in \Pi_{\lambda_0}$, and relations (164), (165) hold. Since $F(\lambda)$ is admissible with respect to $A$, then $\psi = 0$. Thus, the operator $F(\zeta)$ is admissible with respect to $A$. □
Theorem 3.14 Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $\lambda_0 \in \mathbb{R}_e$ be an arbitrary point. An arbitrary generalized resolvent $R_{s;\lambda}$ of the operator $A$ has the following form:

$$R_{s;\lambda} = \left\{ \begin{array}{ll} (AF(\lambda) - \lambda EH)^{-1}, & \lambda \in \Pi_{\lambda_0} \\
(A_F(\lambda) - \lambda EH)^{-1}, & \lambda \in \Pi_{\lambda_0} \end{array} \right.,$$

(166)

where $F(\lambda)$ is a function from $\mathcal{S}_{a;\lambda_0}(\Pi_{\lambda_0}; N_{\lambda_0}, N_{\lambda_0})$. Conversely, an arbitrary function $F(\lambda) \in \mathcal{S}_{a;\lambda_0}(\Pi_{\lambda_0}; N_{\lambda_0}, N_{\lambda_0})$ defines by relation (166) a generalized resolvent $R_{s;\lambda}$ of the operator $A$. Moreover, for different functions from $\mathcal{S}_{a;\lambda_0}(\Pi_{\lambda_0}; N_{\lambda_0}, N_{\lambda_0})$ there correspond different generalized resolvents of the operator $A$.

Proof. Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $\lambda_0 \in \mathbb{R}_e$ be a fixed number. Consider an arbitrary generalized resolvent $R_{s;\lambda}(A)$ of $A$. It is generated by a self-adjoint extension $\tilde{A}$ of $A$ in a Hilbert space $H \supseteq H$. Consider the function $\mathfrak{B}_{\lambda}(A, A)$ (see (93),(94)) and the function $\mathfrak{F}(\lambda; \lambda, A, \tilde{A})$ (see (100)). From relations (97) and (102) it follows (166), where $F(\lambda) = \mathfrak{F}(\lambda)$ is a function from $\mathcal{S}(\Pi_{\lambda_0}; N_{\lambda_0}, N_{\lambda_0})$, which values are admissible with respect to $A$ operators. Let us show that the function $F(\lambda)$ is admissible with respect to $A$. Suppose that for an element $\psi \in D(X_{\lambda_0}(A)) \subseteq N_{\lambda_0}(A)$ hold (164) and (165). By Theorem 3.13 we get $\psi \in D(\Phi_\infty(\lambda_0; A, \tilde{A}))$, and

$$\Phi_\infty(\lambda_0; A, \tilde{A})\psi = X_{\lambda_0}(A)\psi.$$ 

Since $\Phi_\infty$ is admissible with respect to $A$, then $\psi = 0$. Therefore the function $F(\lambda)$ is admissible with respect to $A$.

Conversely, let $F(\lambda)$ be an arbitrary function from $\mathcal{S}_{a;\lambda_0}(\Pi_{\lambda_0}; N_{\lambda_0}, N_{\lambda_0})$. Consider an arbitrary closed symmetric operator $A_1$ in a Hilbert space $H_1$, $D(A_1) = H_1$, which has the same defect numbers as $A$. Consider arbitrary isometric operators $U$ and $W$, whic map respectively $N_{\lambda_0}(A_1)$ on $N_{\lambda_0}(A)$, and $N_{\lambda_0}(A_1)$ on $N_{\lambda_0}(A)$. Set

$$F_1(\lambda) = W^{-1} F(\lambda) U, \quad \lambda \in \Pi_{\lambda_0}.$$ 

(167)

$$F_1(\lambda) \in \mathcal{S}(\Pi_{\lambda_0}; N_{\lambda_0}(A_1), N_{\lambda_0}(A_1)).$$

Since in the case of the densely defined operators the theorem was proved, we can assert that $F_1(\lambda)$ generates a generalized resolvent $R_{\lambda}(A_1)$ of the operator $A_1$ in $H_1$:

$$R_{\lambda}(A_1) = \left\{ \begin{array}{ll} (A_1)_{F_1(\lambda)} - \lambda EH)^{-1}, & \lambda \in \Pi_{\lambda_0} \\
(A_1)_{F_+(\lambda)} - \lambda EH)^{-1}, & \lambda \in \Pi_{\lambda_0} \end{array} \right.,$$

(168)
The generalized resolvent $R_{\lambda}(A_1)$ is generated by a self-adjoint extension $\tilde{A}_1$ in a Hilbert space $\tilde{H}_1 \supseteq H_1$. Set

$$H_e := \tilde{H}_1 \ominus H_1.$$ 

The operator $A_1$ may be considered as an operator $A_1 := A_1 \oplus A_e$ in a Hilbert space $\tilde{H}_1 = H_1 \oplus H_e$, where $A_e = o_{H_e}$.

By the generalized Neumann formulas for the self-adjoint extension $\tilde{A}_1$ of $A_1$ there correspond an admissible with respect to $A_1$ isometric operator $T$ with the domain $D(T) = \mathcal{N}_{\lambda_0}(A_1)$ and the range $R(T) = \mathcal{N}_{\lambda_0}^{\perp}(A_1)$, having the block representation (69), where $T_{11} = P_{\mathcal{N}_{\lambda_0}(A_1)}TP_{\mathcal{N}_{\lambda_0}(A_1)}$, $T_{12} = P_{\mathcal{N}_{\lambda_0}(A_1)}TP_{\mathcal{N}_{\lambda_0}(A_1)}$, $T_{21} = P_{\mathcal{N}_{\lambda_0}(A_1)}TP_{\mathcal{N}_{\lambda_0}(A_1)}$, $T_{22} = P_{\mathcal{N}_{\lambda_0}(A_1)}TP_{\mathcal{N}_{\lambda_0}(A_1)}$. Moreover, we have $\tilde{A}_1 = (A_1)_T$.

Notice that the operator $\mathfrak{B} = \mathfrak{B}(\lambda_0; A_1, T)$, defined by (83), coincides with the operator $\mathfrak{B}_\infty(A_1, \tilde{A}_1)$. By Theorem 3.3 we get: $\mathfrak{B}(\lambda_0; A_1, T) = A_{\Phi(\lambda_0; A_1, T)}$. Since the Neumann formulas establish a one-to-one correspondence, then

$$\Phi' := \Phi(\lambda_0; A_1, T) = \Phi_\infty(\lambda_0; A_1, \tilde{A}_1).$$

For the extension $\tilde{A}_1$ there correspond functions $\mathfrak{B}_\lambda' = \mathfrak{B}_\lambda(A_1, \tilde{A}_1)$ and $\mathfrak{F}'(\lambda) = \mathfrak{F}(\lambda; \lambda_0, A_1, \tilde{A}_1)$. By (121) we obtain the following equality:

$$\mathfrak{F}'(\lambda) = T_{11} + T_{12}(E_{\mathcal{N}_{\lambda_0}(A_e)} - C_e(\lambda)T_{22})^{-1}C_e(\lambda)T_{21}, \quad \lambda \in \Pi_{\lambda_0},$$

where $C_e(\lambda) = C(\lambda; \lambda_0, A_e)$ is the characteristic function of the operator $A_e$ in $H_e$.

Since $T$ is admissible with respect to $A_1$, by Theorem 3.5 the operator $T_{22}$ is admissible with respect to $A_e$. By Remark 3.3 the operator $\Phi' = \Phi(\lambda_0; A_1, T)$ admits the following representation:

$$\Phi' \psi'_1 = T_{11} \psi'_1 + T_{12}(X_{\lambda_0}(A_e) - T_{22})^{-1}T_{21} \psi'_1, \quad \psi'_1 \in D(\Phi').$$

By Theorem 3.13 we get

$$D(\Phi') = \left\{ \psi' \in \mathcal{N}_{\lambda_0}(A_1) : \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} [\|\lambda\| \psi'\|H_1] < +\infty \right\},$$

$$\Phi' \psi' = \lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \mathfrak{F}'(\lambda) \psi', \quad \psi' \in D(\Phi'),$$

where $0 < \varepsilon < \frac{\pi}{2}$.

Comparing relations (168) and (97), taking into account (101) we see that

$$\mathfrak{F}'(\lambda) = F_1(\lambda), \quad \lambda \in \Pi_{\lambda_0}.$$
Consider the following operator
\[ V = \begin{pmatrix} V_{11} & V_{12} \\ V_{21} & V_{22} \end{pmatrix} := \begin{pmatrix} W T_{11} U^{-1} & W T_{12} \\ T_{21} U^{-1} & T_{22} \end{pmatrix} \]
\[ = \begin{pmatrix} W & 0 \\ 0 & E \end{pmatrix} \begin{pmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{pmatrix} \begin{pmatrix} U^{-1} & 0 \\ 0 & E \end{pmatrix}, \]
which maps isometrically all the subspace \( N_{\lambda_0}(A) \oplus N_{\lambda_0}(A_e) \) on the whole subspace \( N_{\lambda_0}(A) \oplus N_{\lambda_0}(A_e) \).

\( A = A \oplus A_e, \quad H := H \oplus H_e. \) As it was already noticed, the operator \( T_{22} \) is admissible with respect to \( A_e. \) By Remark 3.3 we obtain that the operator \( \Phi = \Phi(\lambda_0; A, V) \) admits the following representation:
\[ \Phi \psi_1 = V_{11} \psi_1 + V_{12} (X_{\lambda_0}(A_e) - V_{22})^{-1} V_{21} \psi_1, \quad \psi_1 \in D(\Phi). \]

By the definition of the operator \( \Phi, \quad D(\Phi) \) consists of elements \( \psi_1 \in N_{\lambda_0}(A) \) such that there exists \( \psi_2 \in D(X_{\lambda_0}(A_e)):\]
\[ V_{21} \psi_1 + V_{22} \psi_2 = X_{\lambda_0}(A_e) \psi_2, \]
and \( D(\Phi') \) consists of elements \( \psi'_1 \in N_{\lambda_0}(A_1) \) such that there exists \( \psi'_2 \in D(X_{\lambda_0}(A_e)):\]
\[ T_{21} \psi'_1 + T_{22} \psi'_2 = V_{21} U \psi'_1 + T_{22} \psi'_2 = X_{\lambda_0}(A_e) \psi'_2. \]

It follows that
\[ D(\Phi) = UD(\Phi'). \tag{174} \]

From (170) it follows that
\[ \Phi' \psi'_1 = T_{11} \psi'_1 + T_{12} (X_{\lambda_0}(A_e) - T_{22})^{-1} T_{21} \psi'_1 \]
\[ = W^{-1} V_{11} U \psi'_1 + W^{-1} V_{12} (X_{\lambda_0}(A_e) - V_{22})^{-1} V_{21} U \psi'_1 \]
\[ = W^{-1} \Phi U \psi'_1, \quad \psi'_1 \in D(\Phi'). \]

Therefore
\[ \Phi' = W^{-1} \Phi U. \tag{175} \]

From (171),(172) it follows that
\[ D(\Phi) = \left\{ \psi \in N_{\lambda_0}(A) : \lim_{\lambda \to \infty} \left( ||| \lambda ||| \psi |||_H - || F(\lambda) \psi |||_H \right) < +\infty \right\}; \tag{176} \]
\[ \Phi \psi = \lim_{\lambda \to \infty} F(\lambda) \psi, \quad \psi \in D(\Phi), \tag{177} \]
where $0 < \varepsilon < \frac{\pi}{2}$.

Let us check that the operator $\Phi$ is admissible with respect to $A$. Consider an arbitrary element $\psi \in D(\Phi) \cap D(X_{\lambda_0}(A))$ such that

$$\Phi \psi = X_{\lambda_0}(A) \psi.$$ 

Using (177) we get

$$\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} F(\lambda) \psi = X_{\lambda_0}(A) \psi.$$ 

From (176) it follows that

$$\lim_{\lambda \in \Pi_{\lambda_0}, \lambda \to \infty} \|\lambda\| (\|\psi\|_H - \|F(\lambda) \psi\|_H) < +\infty.$$ 

Since the function $F(\lambda)$ is $\lambda_0$-admissible with respect to $A$, then $\psi = 0$. Therefore $\Phi$ is admissible with respect to $A$. Moreover, $V_{22} = T_{22}$ is admissible with respect to $A_e$. By Theorem 3.6 the operator $V$ is admissible with respect to $A = A \oplus A_e$. By the generalized Neumann formulas for the operator $V$ there corresponds a self-adjoint extension $\tilde{A} := A_V \oplus A$. Denote by

$$R_\lambda = P_H (\tilde{A} - \lambda E_H)^{-1}, \quad \lambda \in \mathbb{R},$$

the generalized resolvent of $A$, which corresponds to the self-adjoint extension $\tilde{A}$.

From (167), (169) and (173) it follows that

$$F(\lambda) = WF_1(\lambda)U^{-1} = W(T_{11} + T_{12}(E_{N_{\lambda_0}(A_e)} - C_e(\lambda)T_{22})^{-1}C_e(\lambda)T_{21})U^{-1}
= V_{11} + V_{12}(E_{N_{\lambda_0}(A_e)} - C_e(\lambda)V_{22})^{-1}C_e(\lambda)V_{21}, \quad \lambda \in \Pi_{\lambda_0}.$$ 

By (121) we conclude that

$$F(\lambda) = \mathfrak{F}(\lambda; \lambda_0, A, \tilde{A}), \quad \lambda \in \Pi_{\lambda_0},$$

From (97) and (102) it follows (166) for the constructed generalized resolvent $R_\lambda$ and for the given function $F(\lambda)$.

Let us check the last assertion of the theorem. Suppose that two functions $F_1(\lambda), F_2(\lambda) \in S_{\lambda_0}(\Pi_{\lambda_0};N_{\lambda_0},N_{\lambda_0})$ generate by (166) the same generalized resolvent of $A$. Then

$$A_{F_1(\lambda)} = A_{F_2(\lambda)}, \quad \lambda \in \Pi_{\lambda_0}.$$ 

By the generalized Neumann formulas we obtain that

$$F_1(\lambda) = F_2(\lambda), \quad \lambda \in \Pi_{\lambda_0}.$$ 

$\square$
4 Generalized resolvents of isometric and symmetric operators with gaps in their spectrum.

4.1 Spectral functions of an isometric operator having a constant value on an arc of the circle.

In the investigation of interpolation problems we shall use spectral functions of the operator related to a problem. There will appear problems with spectral functions, which are constant on the prescribed arcs of the unit circle. Such spectral functions and the corresponding generalized resolvents will be studied in this subsection.

**Proposition 4.1** Let $V$ be a closed isometric operator in a Hilbert space $H$, and $F(\delta)$, $\delta \in \mathcal{B}(T)$, be its spectral measure. The following two conditions are equivalent:

(i) $F(\Delta) = 0$, for an open arc $\Delta$ of the unit circle $T$;

(ii) The generalized resolvent $R_z(V)$, corresponding to the spectral measure $F(\delta)$, admits analytic continuation on the set $\mathbb{D} \cup \mathbb{D}_e \cup \overline{\Delta}$, where $\overline{\Delta} = \{z \in \mathbb{C} : \varpi \in \Delta\}$, for an open arc $\Delta$ of $T$.

**Proof.** (i)$\Rightarrow$(ii). In this case relation (1) takes the following form:

\[
(R_z h, g)_H = \int_{T \setminus \Delta} \frac{1}{1 - z\zeta} d(F(\cdot)h, g)_H, \quad \forall h, g \in H.
\] (178)

Choose an arbitrary number $z_0 \in \overline{\Delta}$. Since the function $\frac{1}{1 - z_0 \zeta}$ is continuous and bounded on $T \setminus \Delta$, then there exists an integral

\[
I_{z_0}(h, g) := \int_{T \setminus \Delta} \frac{1}{1 - z_0 \zeta} d(F(\cdot)h, g)_H.
\]

\[
|(R_z h, h)_H - I_{z_0}(h, h)| = |z - z_0| \left| \int_{T \setminus \Delta} \frac{\zeta}{(1 - z\zeta)(1 - z_0\zeta)} d(F(\cdot)h, h)_H \right|
\]

\[
\leq |z - z_0| \int_{T \setminus \Delta} \frac{|\zeta|}{|1 - z\zeta||1 - z_0\zeta|} d(F(\cdot)h, h)_H, \quad z \in T_e.
\]

There exists a neighborhood $U(z_0)$ of $z_0$ such that $|z - \bar{\zeta}| \geq M_1 > 0$, $\forall \zeta \in T \setminus \Delta$, $\forall z \in U(z_0)$. Thus, the integral in the last relation is bounded in the neighborhood $U(z_0)$. Therefore we get

\[
(R_z h, h)_H \to I_{z_0}(h, h), \quad z \in T_e, \quad z \to z_0, \quad \forall h \in H.
\]
Using the properties of sesquilinear forms we get
\[(R_z h, g)_H \to I_{z_0}(h, g), \quad z \in \mathbb{T}_e, \quad z \to z_0, \quad \forall h, g \in H.\]

Set
\[R_z := w - \lim_{z \in \mathbb{T}_e, \ z \to z} R_z, \quad \forall z \in \overline{\Delta},\]
where the limit is understood in a sense of the weak operator topology. We may write
\[
\left( \frac{1}{z - z_0} (R_z - R_{z_0}) h, h \right)_H = \int_{\mathbb{T} \setminus \Delta} \frac{\zeta}{(1 - z \zeta)(1 - z_0 \zeta)} d(F(\cdot) h, h)_H, \quad z \in U(z_0), \ h \in H.
\]

The function under the integral sign is bounded in \(U(z_0)\), and it tends to \(\frac{\zeta}{(1 - z_0 \zeta)^2}\). By the Lebesgue theorem on a limit we obtain that
\[
\lim_{z \to z_0} \left( \frac{1}{z - z_0} (R_z - R_{z_0}) h, h \right)_H = \int_{\mathbb{T} \setminus \Delta} \frac{\zeta}{(1 - z_0 \zeta)^2} d(F(\cdot) h, h)_H;
\]
and therefore
\[
\lim_{z \to z_0} \left( \frac{1}{z - z_0} (R_z - R_{z_0}) h, g \right)_H = \int_{\mathbb{T} \setminus \Delta} \frac{\zeta}{(1 - z_0 \zeta)^2} d(F(\cdot) h, g)_H,
\]
for \(h, g \in H\). Thus, there exists the derivative of the function \(R_z\) at \(z = z_0\).

(ii)\(\Rightarrow\)(i). Choose an arbitrary element \(h \in H\), and consider the following function
\[\sigma_h(t) := (F_t h, h)_H, \quad t \in [0, 2\pi),\]
where \(F_t\) is a left-continuous spectral function of \(V\), corresponding to a spectral measure \(F(\delta)\). Consider the following function:
\[
f_h(z) = \frac{1}{2} \int_0^{2\pi} \frac{1 + e^{i\tau}}{1 - e^{i\tau}z} d\sigma_h(t) = \int_0^{2\pi} \frac{1}{1 - e^{i\tau}z} d\sigma_h(t) - \frac{1}{2} \int_0^{2\pi} d\sigma_h(t)
\]
\[= \int_0^{2\pi} \frac{1}{1 - e^{i\tau}z} d\sigma_h(t) - \frac{1}{2} \|h\|_H^2 = (R_z h, h)_H - \frac{1}{2} \|h\|_H^2. \quad (179)\]

Choose arbitrary numbers \(t_1, t_2, 0 \leq t_1 < t_2 \leq 2\pi\), such that
\[l = l(t_1, t_2) = \{z = e^{it} : t_1 \leq t \leq t_2\} \subset \Delta. \quad (180)\]
We assume that \(t_1\) and \(t_2\) are points of the continuity of the function \(F_t\). By the inversion formula we may write:
\[
\sigma_h(t_2) - \sigma_h(t_1) = \lim_{r \to 1^-} \int_{t_1}^{t_2} \text{Re} \left\{ f_h(re^{-it}) \right\} dt.
\]
Observe that
\[ \text{Re} \{ f_h(re^{-i\tau}) \} = \text{Re} \{ (R_{re^{-i\tau}}h, h)_H \} - \frac{1}{2} \|h\|_H^2 \]
\[ = \frac{1}{2} (((R_{re^{-i\tau}} + R_{re^{-i\tau}}^*)h, h)_H) - \frac{1}{2} \|h\|_H^2, \quad t_1 \leq \tau \leq t_2. \] (181)
By (180) we obtain that \( e^{-i\tau} \) belongs to \( \Delta \), for \( t_1 \leq \tau \leq t_2 \). Therefore
\[ \lim_{r \to 1-0} \text{Re} \{ f_h(re^{-i\tau}) \} = 0, \quad t_1 \leq \tau \leq t_2. \] (185)

Consider the following sector:
\[ L(t_1, t_2) = \{ z = re^{-it} : t_1 \leq t \leq t_2, \ 0 \leq r \leq 1 \}. \]

The generalized resolvent is analytic in each point of the closed sector \( L(t_1, t_2) \). Consequently, the function \( \text{Re}(R_zh, h) \) is continuous and bounded in \( L(t_1, t_2) \).

By the Lebesgue theorem on a limit we conclude that \( \sigma_h(t_1) = \sigma_h(t_2) \). If \( 1 \notin \Delta \) the required result follows easily. In the case \( 1 \in \Delta \), we may write
\[ \Delta = \Delta_1 \cup \{1\} \cup \Delta_2, \] where the open arcs \( \Delta_1 \) and \( \Delta_2 \) do not contain 1. Therefore \( \sigma_h(t) \) is constant in intervals, corresponding to \( \Delta_1 \) and \( \Delta_2 \). Suppose that there exists a non-zero jump of \( \sigma_h(t) \) at \( t = 0 \). By (1) we may write:
\[ (R_zh, h)_H = \int_0^{2\pi} \frac{1}{1 - e^{it}a} d\sigma_h(t) = \int_0^{2\pi} \frac{1}{1 - e^{it}a} d\tilde{\sigma}_h(t) + \frac{1}{1 - a}, \quad a > 0, \]
where \( \tilde{\sigma}_h(t) = \sigma_h(t) + \sigma_h(+0) - \sigma_h(0), \ t \in [0, 2\pi] \). In a neighborhood of 1 the left-hand side and the first summand in the right-hand side are bounded.
We obtained a contradiction. \( \square \)
Theorem 4.1 Let $V$ be a closed isometric operator in a Hilbert space $H$, and $R_z(V)$ be an arbitrary generalised resolvent of the operator $V$. Let $\{\lambda_k\}_{k=1}^\infty$ be a sequence of numbers from $\mathbb{D}$ such that $\lambda_k \to \lambda$, as $k \to \infty$; $\lambda \in \mathbb{T}$. Suppose that for a number $z_0 \in \mathbb{D}\setminus\{0\}$, the function $C(\lambda; z_0)$, corresponding to $R_z(V)$ in Inin’s formula, satisfies the following relation:

$$\exists u, - \lim_{k \to \infty} C(\lambda_k; z_0) =: C(\lambda; z_0).$$ (186)

Then for an arbitrary $z'_0 \in \mathbb{D}\setminus\{0\}$, the function $C(\lambda; z'_0)$, corresponding to the generalised resolvent $R_z(V)$ by Inin’s formula (22) satisfies the following relation:

$$\exists u, - \lim_{k \to \infty} C(\lambda_k; z'_0) =: C(\lambda; z'_0).$$ (187)

Moreover, $C(\lambda; z'_0)$ is a linear non-expanding operator, which maps the whole $N_{z'_0}$ into $N_{z'_0}$, and the corresponding orthogonal extension $V_{C(\lambda; z'_0); z'_0}$ does not depend on the choice of the point $z'_0 \in \mathbb{D}\setminus\{0\}$.

Proof. Suppose that relation (186) holds for a point $z_0 \in \mathbb{D}\setminus\{0\}$. Choose an arbitrary point $z'_0 \in \mathbb{D}\setminus\{0\}$. Comparing the Inin formula for $z_0$ and for $z'_0$, we see that

$$V_{C(\lambda; z_0); z_0} = V_{C(\lambda; z'_0); z'_0}, \quad \lambda \in \mathbb{D}. \quad (188)$$

By (23) we may write

$$V_{C(\lambda; z_0); z_0} = \frac{1}{z_0} E_H + \frac{|z_0|^2 - 1}{z_0} \left( E_H + z_0 V_0^+_{z_0; C(\lambda; z_0)} \right)^{-1}, \quad \lambda \in \mathbb{D}. \quad (189)$$

Substituting in (188) similar relations for $z_0$ and $z'_0$, and multiplying by $z_0 z'_0$, we get

$$z'_0 E_H + z'_0 (|z_0|^2 - 1) \left( E_H + z_0 V_0^+_{z_0; C(\lambda; z_0)} \right)^{-1}$$

$$= z_0 E_H + z_0 (|z'_0|^2 - 1) \left( E_H + z'_0 V_0^+_{z'_0; C(\lambda; z'_0)} \right)^{-1}.$$  

Then

$$\left( E_H + z'_0 V_0^+_{z'_0; C(\lambda; z'_0)} \right)^{-1} = \frac{1}{z_0 (|z'_0|^2 - 1)} (z'_0 - z_0) E_H$$

$$+ z'_0 (|z_0|^2 - 1) \left( E_H + z_0 V_0^+_{z_0; C(\lambda; z_0)} \right)^{-1}$$

$$= \frac{1 - z'_0 z_0}{1 - |z'_0|^2} \left( E_H + \frac{z_0 - z'_0}{1 - z'_0 z_0} V_0^+_{z_0; C(\lambda; z_0)} \right) \left( E_H + z_0 V_0^+_{z_0; C(\lambda; z_0)} \right)^{-1}, \lambda \in \mathbb{D}. \quad (190)$$
Lemma 4.1 Let \( z_0, z'_0 \in \mathbb{D} \). Then

\[
\left| \frac{z_0 - z'_0}{1 - z'_0 z_0} \right| < 1. \tag{191}
\]

**Proof.** Consider a linear fractional transformation: \( w = w(u) = \frac{z_0 - u}{1 - z_0 u} \). If \( |u| = 1 \), then \( |1 - z_0 u| = |u(\overline{u} - z_0)| = |u - z_0| \). Moreover, we have \( w(z_0) = 0 \). Therefore \( w \) maps \( \mathbb{D} \) on \( \mathbb{D} \). \( \square \)

Using (190) and (191) we may write:

\[
E_H + z'_0 V^+_{z_0; C(\lambda; z'_0)}
\]

\[
= 1 - \frac{|z'_0|^2}{1 - z'_0 z_0} \left( E_H + z_0 V^+_{z_0; C(\lambda; z_0)} \right)^{-1} \left( E_H + \frac{z_0 - z'_0}{1 - z'_0 z_0} V^+_{z_0; C(\lambda; z_0)} \right)^{-1}, \quad \lambda \in \mathbb{D}. \tag{192}
\]

Using (21) we write:

\[
V^+_{z_0; C(\lambda; z_0)} = V_{z_0} \oplus C(\lambda; z_0), \quad \lambda \in \mathbb{D}.
\]

By the statement of the theorem we easily obtain that \( C(\hat{\lambda}; z_0) \) is a non-expanding operator and

\[
\exists u, - \lim_{k \to \infty} V^+_{z_0; C(\lambda_k; z_0)} = V_{z_0} \oplus C(\hat{\lambda}; z_0) = V^+_{z_0; C(\hat{\lambda}; z_0)}. \tag{193}
\]

We may write

\[
\left\| \left( E_H + \frac{z_0 - z'_0}{1 - z'_0 z_0} V^+_{z_0; C(\lambda_k; z_0)} \right)^{-1} - \left( E_H + \frac{z_0 - z'_0}{1 - z'_0 z_0} V^+_{z_0; C(\lambda_k; z_0)} \right)^{-1} \right\|
\]

\[
\leq \left\| \left( E_H + \frac{z_0 - z'_0}{1 - z'_0 z_0} V^+_{z_0; C(\lambda_k; z_0)} \right)^{-1} \right\|
\]

\[
\left( \left| z_0 - z'_0 \right| \left\| V^+_{z_0; C(\lambda_k; z_0)} - V^+_{z_0; C(\hat{\lambda}; z_0)} \right\| + \frac{z_0 - z'_0}{1 - z'_0 z_0} \left\| V^+_{z_0; C(\lambda_k; z_0)} - V^+_{z_0; C(\hat{\lambda}; z_0)} \right\| \right) \left( \left( E_H + \frac{z_0 - z'_0}{1 - z'_0 z_0} V^+_{z_0; C(\lambda_k; z_0)} \right)^{-1} \right)^{-1}. \tag{194}
\]

Since

\[
\left| \frac{z_0 - z'_0}{1 - z'_0 z_0} \right| \left\| V^+_{z_0; C(\lambda_k; z_0)} \right\| \leq \delta < 1,
\]

then

\[
\left\| \left( E_H + \frac{z_0 - z'_0}{1 - z'_0 z_0} V^+_{z_0; C(\lambda_k; z_0)} \right) h \right\| \geq \left\| h \right\| - \left\| \frac{z_0 - z'_0}{1 - z'_0 z_0} V^+_{z_0; C(\lambda_k; z_0)} \right\|.
\]
\[ \geq (1 - \delta) \| h \|; \]
\[ \left\| \left( E_H + \frac{z_0 - z_0'}{1 - z_0'z_0} V^+ z_0; C(\lambda_k; z_0) \right) \right\|^{-1} \leq \frac{1}{1 - \delta}. \]

Passing to a limit in (194) we get
\[ u. - \lim_{k \to \infty} \left( E_H + \frac{z_0 - z_0'}{1 - z_0'z_0} V^+ \right)^{-1} = \left( E_H + \frac{z_0 - z_0'}{1 - z_0'z_0} V^+ \right)^{-1}. \]

(195)

By (195), (193), (192) we obtain that there exists a limit
\[ u. - \lim_{k \to \infty} V^+ z_0; C(\lambda_k; z_0) =: V', \]

such that
\[ E_H + z_0' V' = \frac{1 - |z_0'|^2}{1 - z_0'z_0} \left( E_H + \frac{z_0 - z_0'}{1 - z_0'z_0} V^+ \right) \left( E_H + \frac{z_0 - z_0'}{1 - z_0'z_0} V^+ \right)^{-1}. \]

(197)

Relation (196) shows that \( V'|_{M_{z_0}} = V_{z_0}. \) Set
\[ C(\hat{\lambda}; z_0) = V'|_{N_{z_0}}. \]

By (196) we obtain that \( C(\hat{\lambda}; z_0) \) is a linear non-expanding operator, which maps \( N_{z_0} \) in \( N_{z_0}. \) Thus, we get
\[ V' = V_{z_0} \oplus C(\hat{\lambda}; z_0) = V^+ z_0; C(\hat{\lambda}; z_0). \]

(198)

From (196), (198) it easily follows that
\[ u. - \lim_{k \to \infty} C(\lambda_k; z_0) = C(\hat{\lambda}; z_0), \]

and relation (187) is proved.

By (197), (198) we get
\[ \left( E_H + z_0' V^+ z_0; C(\hat{\lambda}; z_0) \right)^{-1} \]
\[ = \frac{1 - |z_0'|^2}{1 - |z_0'|^2} \left( E_H + \frac{z_0 - z_0'}{1 - z_0'z_0} V^+ \right) \left( E_H + \frac{z_0 - z_0'}{1 - z_0'z_0} V^+ \right)^{-1} \left( E_H + z_0' V^+ z_0; C(\hat{\lambda}; z_0) \right)^{-1} \]
\[ (1 - |z_0'|^2) \left( E_H + z_0' V^+ z_0; C(\hat{\lambda}; z_0) \right)^{-1}. \]

(200)
\[ = \left( (1 - \zeta_0 z_0) E_H + (z_0 - \zeta_0) V^+_{z_0; C(\lambda; z_0)} \right) \left( E_H + z_0 V^+_{z_0; C(\lambda; z_0)} \right)^{-1} \]

Subtracting \( E_H \) from the both sides of the last relation and dividing by \(-\zeta_0\)
we get:
\[
\frac{1}{\zeta_0} E_H + \left| \zeta_0 \right|^2 - 1 \left( E_H + \zeta_0 V^+_{z_0; C(\lambda; z_0)} \right)^{-1} = -\frac{1}{\zeta_0} \left( (1 - \zeta_0 z_0) E_H + (z_0 - \zeta_0) V^+_{z_0; C(\lambda; z_0)} - (E_H + z_0 V^+_{z_0; C(\lambda; z_0)}) \right) * \left( E_H + \zeta_0 V^+_{z_0; C(\lambda; z_0)} \right)^{-1} = \left( \zeta_0 E_H + V^+_{z_0; C(\lambda; z_0)} \right) \left( E_H + z_0 V^+_{z_0; C(\lambda; z_0)} \right)^{-1}.
\]

From (22) and (23) we get
\[ V_{C(\lambda; z_0); z_0} = V_{C(\lambda; z_0); z_0}, \quad \forall \zeta_0 \in \mathbb{D}. \] (201)

\[\Box\]

**Theorem 4.2** Let \( V \) be a closed isometric operator in a Hilbert space \( H \),
and \( z_0 \in \mathbb{D} \setminus \{0\} \) be a fixed point. Let \( R_z = R_z(V) \) be an arbitrary generalized
resolvent of the operator \( V \), and \( C(\lambda; z_0) \in S(N_{z_0}; N_{z_0}) \) corresponds to \( R_z(V) \)
by Inin’s formula (22). The generalized resolvent \( R_z(V) \) admits an analytic
continuation on a set \( \mathbb{D} \cup \mathbb{D}_c \cup \Delta \), where \( \Delta \) is an open arc of \( T \), if and only
if the following conditions hold:

1) The function \( C(\lambda; z_0) \) admits a continuation on a set \( \mathbb{D} \cup \Delta \), which is
continuous in the uniform operator topology;

2) The continued function \( C(\lambda; z_0) \) maps isometricly \( N_{z_0} \) on the whole \( N_{\Delta} \), for all points \( \lambda \in \Delta \);

3) The operator \( (E_H - \lambda V_{C(\lambda; z_0)}; z_0)^{-1} \) exists and it is defined on the whole \( H \), for all points \( \lambda \in \Delta \).

**Proof.** **Necessity.** Choose an arbitrary point \( \hat{\lambda} \in \Delta \). Let \( z \in \mathbb{D} \setminus \{0\} \) be
an arbitrary point, and \( C(\lambda; z) \in S(N_{z}; N_{z}) \) correspond to the generalized
resolvent \( R_z(V) \) by the Inin formula. Using the Inin formula we may write:
\[
E_H - z V_{C(\lambda; z); z} = \frac{z}{\lambda} (E_H - \lambda V_{C(\lambda; z); z}) + \left( 1 - \frac{z}{\lambda} \right) E_H = \frac{z}{\lambda} R_{\lambda}^{-1} + \left( 1 - \frac{z}{\lambda} \right) E_H = \frac{z}{\lambda} \left[ E_H + \left( \frac{\lambda}{z} - 1 \right) R_{\lambda} \right] R_{\lambda}^{-1}, \quad \forall \lambda \in \mathbb{D} \setminus \{0\}.
\]
Therefore the following operator

\[
\left[E_H + \left(\frac{\lambda}{z} - 1\right) R_\lambda \right] = \frac{\lambda}{z}(E_H - zV_{C(\lambda;z);z})R_\lambda,
\]

has a bounded inverse, defined on the whole \( H \):

\[
\left[E_H + \left(\frac{\lambda}{z} - 1\right) R_\lambda \right]^{-1} = \frac{z}{\lambda}R_\lambda^{-1}(E_H - zV_{C(\lambda;z);z})^{-1}, \quad \lambda \in \mathbb{D}\{0\}. \quad (202)
\]

Then

\[
(E_H - zV_{C(\lambda;z);z})^{-1} = \frac{\lambda}{z}R_\lambda \left[E_H + \left(\frac{\lambda}{z} - 1\right) R_\lambda \right]^{-1}, \quad \lambda \in \mathbb{D}\{0\}. \quad (203)
\]

Choose an arbitrary \( \delta : 0 < \delta < 1 \). Assume that \( z \in \mathbb{D}\{0\} \) satisfies the following additional condition:

\[
\left|\frac{\hat{\lambda}}{z} - 1 \right| \|R_\hat{\lambda}\| < \delta. \quad (204)
\]

Let us check that such points exist. If \( \|R_\hat{\lambda}\| = 0 \), then it is obvious. In the opposite case we seek \( z \) in the following form: \( z = \varepsilon\hat{\lambda}, 0 < \varepsilon < 1 \). Then condition (204) will take the following form:

\[
\left|\frac{1}{\varepsilon} - 1 \right| < \frac{\delta}{\|R_\hat{\lambda}\|};
\]

or \( \varepsilon > \frac{1}{1 + \frac{1}{\|R_\hat{\lambda}\|}} \).

In this case, there exists an inverse \( \left[E_H + \left(\frac{\hat{\lambda}}{z} - 1\right) R_\hat{\lambda} \right]^{-1} \), which is bounded and defined on the whole \( H \). Moreover, by the continuity the following inequality holds:

\[
\left|\frac{\lambda}{z} - 1 \right| \|R_\lambda\| < \delta, \quad (205)
\]

in an open neighborhood \( U(\hat{\lambda}) \) of \( \hat{\lambda} \). Therefore there exists the inverse

\[
\left[E_H + \left(\frac{\hat{\lambda}}{z} - 1\right) R_\hat{\lambda} \right]^{-1}, \quad \forall \lambda \in U(\hat{\lambda}), \quad (206)
\]

which is bounded and defined on the whole \( H \). We may write

\[
\left\|\left(E_H + \left(\frac{\lambda}{z} - 1\right) R_\lambda \right) h \right\| \geq \left\|h\right\| - \frac{\lambda}{z} \left\|R_\lambda h\right\|.
\]
\[ \geq (1 - \delta)\|h\|, \quad h \in H. \]

Therefore
\[
\left\| \left[ E_H + \left( \frac{\lambda}{z} - 1 \right) R_\lambda \right]^{-1} \right\| \leq \frac{1}{1 - \delta}, \quad \lambda \in U(\hat{\lambda}). \quad (207)
\]

Choose an arbitrary sequence \( \{\lambda_k\}_{k=1}^\infty \) of points from \( \mathbb{D} \) such that \( \lambda_k \to \hat{\lambda} \), as \( k \to \infty \). There exists a number \( k_0 \in \mathbb{N} \) such that \( \lambda_k \in U(\hat{\lambda}) \cap \mathbb{D}, \quad k \geq k_0. \)

We write
\[
\left\| \left[ E_H + \left( \frac{\lambda_k}{z} - 1 \right) R_{\lambda_k} \right]^{-1} \right\| \leq \left\| \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right] \right\| \left\| \left( \frac{\lambda_k}{z} - 1 \right) R_{\lambda_k} - \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right\| \times \left\| \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1} \right\|.
\]

The first factor on the right in the last equality is uniformly bounded by (207). Thus, we get
\[
u. \quad \lim_{\lambda \in \mathbb{D}, \; \lambda \to \hat{\lambda}} \left[ E_H + \left( \frac{\lambda}{z} - 1 \right) R_\lambda \right]^{-1} = \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1}. \quad (208)
\]

From relations (203), (208) it follows that
\[
u. \quad \lim_{\lambda \in \mathbb{D}, \; \lambda \to \hat{\lambda}} (E_H - zV_C(\lambda; z))^{-1} = \frac{\hat{\lambda}}{z} R_{\hat{\lambda}} \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1}. \quad (209)
\]

Thus, there exists the following limit:
\[
u. \quad \lim_{\lambda \in \mathbb{D}, \; \lambda \to \hat{\lambda}} V^+_{zC(\lambda; z)} = u. - \lim_{\lambda \in \mathbb{D}, \; \lambda \to \hat{\lambda}} \left( -\frac{1}{z} E_H + \frac{1 - |z|^2}{z} 1 \right) (E_H - zV_C(\lambda; z))^{-1})
\]
\[
= -\frac{1}{z} E_H - \frac{1 - |z|^2}{z} \hat{\lambda} R_{\hat{\lambda}} \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1} =: V'_z, \quad (210)
\]
where we used (24). Observe that \( V_{z;C}(\lambda; z) = V_{z;N_z} \). By (210) we conclude that \( C(\hat{\lambda}; z) \) is a linear non-expanding operator which maps \( N_z \) into \( N_{N_z} \). Moreover, we have \( V_{z;M_z} = V_{z;C(\lambda; z)} \), and therefore

\[
V_z' = V_z \oplus C(\hat{\lambda}; z) = V_{z;C(\lambda; z)}.
\]

Using (210) we easily obtain that

\[
u. \quad \lim_{\lambda \in \mathbb{D}, \lambda \to \hat{\lambda}} C(\lambda; z) = C(\hat{\lambda}; z).
\]

By (211) we conclude that the last relation holds for \( z_0 \), where \( C(\hat{\lambda}; z_0) \) is a linear non-expanding operator which maps \( N_{z_0} \) into \( N_{N_{z_0}} \), and \( V_{z_0;C(\lambda; z_0)} = V_{z_0;C(\lambda; z)} \).

Comparing relation (210) for \( V_{z_0} = V_{z;C(\lambda; z)} \) and relation (24) we get

\[
\frac{\hat{\lambda}}{z} R_{\hat{\lambda}} \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1} = \left( E_H - z V_{z;C(\lambda; z)} \right)^{-1},
\]

for the prescribed choice of \( z \).

Thus, we continued by the continuity the function \( C(\lambda; z_0) \) on a set \( \mathbb{D} \cup \Delta \). Let us check that this continuation is continuous in the uniform operator topology. It remains to check that for an arbitrary \( \hat{\lambda} \in \Delta \) it holds

\[
u. \quad \lim_{\lambda \in \mathbb{D} \cup \Delta, \lambda \to \hat{\lambda}} C(\lambda; z_0) = C(\hat{\lambda}; z_0).
\]

Choose a number \( z \in \mathbb{D} \setminus \{0\} \), which satisfies (204) and construct a neighborhood \( U(\hat{\lambda}) \) as it was done before. For an arbitrary \( \lambda \in U(\hat{\lambda}) \) we may write:

\[
\left\| \left[ E_H + \left( \frac{\lambda}{z} - 1 \right) R_\lambda \right]^{-1} - \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1} \right\|
\leq \left\| \left[ E_H + \left( \frac{\lambda}{z} - 1 \right) R_\lambda \right]^{-1} \right\| \left\| \left( \frac{\lambda}{z} - 1 \right) R_\lambda - \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right\|
* \left\| \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1} \right\|.
\]

Using (207) we get

\[
u. \quad \lim_{\lambda \to \hat{\lambda}} \left[ E_H + \left( \frac{\lambda}{z} - 1 \right) R_\lambda \right]^{-1} = \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1}.
\]
By (212) we get
\[
\frac{\lambda}{z} R_{\hat{\lambda}} \left[ E_H + \left( \frac{\lambda}{z} - 1 \right) R_{\hat{\lambda}} \right]^{-1} = \left( E_H - z V_{C(\lambda;z)} \right)^{-1}, \quad \forall \lambda \in (U(\hat{\lambda}) \cap \mathbb{D}) \setminus \{0\},
\]
for the prescribed choice of $z$. In fact, for an arbitrary $\hat{\lambda} \in \Delta \cap U(\hat{\lambda})$, there exists a neighborhood $\tilde{U}(\hat{\lambda}) \subset U(\hat{\lambda})$, where inequality (205) is satisfied for the same choice of $z$. Repeating the arguments below (205) with $\tilde{\lambda}$ instead of $\hat{\lambda}$, we obtain that (215) holds for $\tilde{\lambda}$. For points inside $\mathbb{D}$ we can apply (203).

From (214), (215) it follows that
\[
u - \lim_{\lambda \in \mathbb{D} \cup \Delta, \lambda \to \hat{\lambda}} \left( E_H - z V_{C(\lambda;z)} \right)^{-1} = \left( E_H - z V_{C(\lambda;z)} \right)^{-1}.
\]
Since it was proved that $V_{C(\lambda;z)}$ does not depend on the choice of $z \in \mathbb{D} \setminus \{0\}$ (and for $z \in \mathbb{D}$ this follows from the Inin formula), then the last relation holds for all $z \in \mathbb{D} \setminus \{0\}$.

Using relation (24) we get
\[
u - \lim_{\lambda \in \mathbb{D} \cup \Delta, \lambda \to \hat{\lambda}} V_{z;C(\lambda;z)}^+ = V_{z;C(\hat{\lambda};z)}^+, \quad \forall z \in \mathbb{D} \setminus \{0\},
\]
and therefore relation (213) holds. Thus, condition 1) from the statement of the theorem is satisfied.

From (212) it is seen that
\[
R_{\hat{\lambda}} = \frac{z}{\lambda} \left( E_H - z V_{C(\lambda;z)} \right)^{-1} \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right] ,
\]
for the above prescribed choice of $z$. Therefore the operator $R_{\hat{\lambda}}$ has a bounded inverse, defined on the whole space $H$. Then
\[
E_H = \frac{z}{\lambda} \left( E_H - z V_{C(\lambda;z)} \right)^{-1} \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right] R_{\hat{\lambda}}^{-1};
\]
\[
E_H - z V_{C(\lambda;z)} = \frac{z}{\lambda} \left[ E_H + \left( \frac{\hat{\lambda}}{z} - 1 \right) R_{\hat{\lambda}} \right] R_{\hat{\lambda}}^{-1} = \frac{z}{\lambda} R_{\hat{\lambda}}^{-1} + \left( 1 - \frac{z}{\lambda} \right) E_H.
\]
From the latter relation we get
\[
R_{\hat{\lambda}} = \left( E_H - \hat{\lambda} V_{C(\lambda;z)} \right)^{-1}.
\]

Since $V_{C(\hat{\lambda};z)}$ does not depend on the choice of $z$, then the last relation holds for all $z \in \mathbb{D}\setminus\{0\}$. Consequently, condition 3) from the statement of the theorem holds.

Using property (183), and passing to the limit as $z \to \hat{\lambda}$, we get

$$R_{\hat{\lambda}}^* = E_H - R_{\hat{\lambda}}. \quad (220)$$

On the other hand, from (219) we get:

$$R_{\hat{\lambda}}^* = \left( E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^* \right)^{-1}. \quad (221)$$

From (219)-(221) it is seen that

$$E_H = \left( E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^* \right)^{-1} \left( E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^* \right)^{-1}, \quad \forall z \in \mathbb{D}\setminus\{0\}. \quad (222)$$

Multiplying the both sides of the last relation by $(E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^*)$ from the left and by $(E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^*)$ from the right we get

$$(E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^*)(E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^*) = E_H - \hat{\lambda}V_{C(\hat{\lambda};z)} + E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^*.$$ 

After the multiplication in the left-hand side and simplifying the expression we obtain that

$$V_{C(\hat{\lambda};z)}^* V_{C(\hat{\lambda};z)} = E_H, \quad \forall z \in \mathbb{D}\setminus\{0\}. \quad (223)$$

On the other hand, by (222) we may write:

$$(E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^*)^{-1} = E_H - \left( E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^* \right)^{-1}$$

$$= -\hat{\lambda}V_{C(\hat{\lambda};z)} \left( E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^* \right)^{-1};$$

$$V_{C(\hat{\lambda};z)} = -\frac{1}{\hat{\lambda}} \left( E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^* \right)^{-1} \left( E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^* \right).$$

Since the operator $(E_H - \hat{\lambda}V_{C(\hat{\lambda};z)}^*)^{-1}$ is defined on the whole $H$ and it is bounded, then we conclude that $R(V_{C(\hat{\lambda};z)}) = H$. Thus, the operator $V_{C(\hat{\lambda};z)}$ is unitary in $H$. Therefore the corresponding operator $V_{\hat{\lambda};z}^+ = V_{\hat{\lambda};z} \oplus C(\hat{\lambda};z)$ is unitary, as well. In particular, this means that the operator $C(\hat{\lambda};z)$ is isometric and it maps $N_{\hat{\lambda}}$ on the whole $N_{\hat{\lambda}}$. Since $z$ is an arbitrary
point from \( \mathbb{D}\backslash \{0\} \), we obtain that condition 2) from the statement of the theorem is satisfied.

Sufficiency. Let conditions 1)-3) be satisfied. Choose an arbitrary point \( \hat{\lambda} \in \Delta \), and an arbitrary sequence \( \{\lambda_k\}_{k=1}^{\infty} \) points from \( \mathbb{D}\cup\Delta \) such that \( \lambda_k \to \hat{\lambda} \), as \( k \to \infty \). Using (223) we write:

\[
E_H - \lambda_k V_C(\lambda_k;z_0) = \left(1 - \frac{1}{z_0}\right) E_H - \frac{|z_0|^2 - 1}{z_0} (E_H + z_0 V^+_D(\lambda_k;z_0))^{-1}
\]

\[
= (1 - \lambda_k z_0) \left[ E_H + \frac{z_0 - \lambda_k}{1 - \lambda_k z_0} V^+_D(\lambda_k;z_0) \right] (E_H + z_0 V^+_D(\lambda_k;z_0))^{-1};
\]

\[
E_H - \hat{\lambda} V_C(\hat{\lambda};z_0) =
\]

\[
= (1 - \hat{\lambda} z_0) \left[ E_H + \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^+_D(\hat{\lambda};z_0) \right] (E_H + z_0 V^+_D(\hat{\lambda};z_0))^{-1}. \tag{223}
\]

Using (224) write

\[
E_H + \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^+_D(\hat{\lambda};z_0) = \frac{1}{1 - \hat{\lambda} z_0} \left( E_H - \hat{\lambda} V_C(\hat{\lambda};z_0) \right) \left( E_H + z_0 V^+_D(\hat{\lambda};z_0) \right).
\]

Since the operator \( V_C(\hat{\lambda};z_0) \) is closed, by condition 3) it follows that there exists the inverse \( (E_H - \hat{\lambda} V_C(\hat{\lambda};z_0))^{-1} \), which is defined on the whole \( H \) and bounded. Therefore there exists \( [E_H + \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^+_D(\hat{\lambda};z_0)]^{-1} \), which is bounded and defined on the whole \( H \). By (223) we get

\[
\left( E_H - \hat{\lambda} V_C(\hat{\lambda};z_0) \right)^{-1}
\]

\[
= \frac{1}{1 - \hat{\lambda} z_0} \left( E_H + z_0 V^+_D(\hat{\lambda};z_0) \right) \left[ E_H + \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^+_D(\hat{\lambda};z_0) \right]^{-1}. \tag{224}
\]

For points \( \lambda_k \), which belong to \( \Delta \), we can apply the same argument. For points \( \lambda_k \) from \( \mathbb{D} \) we may apply Lemma 4.1. We shall obtain an analogous representation:

\[
\left( E_H - \lambda_k V_C(\lambda_k;z_0) \right)^{-1}
\]

\[
= \frac{1}{1 - \lambda_k z_0} \left( E_H + z_0 V^+_C(\lambda_k;z_0) \right) \left[ E_H + \frac{z_0 - \lambda_k}{1 - \lambda_k z_0} V^+_D(\lambda_k;z_0) \right]^{-1}, \quad k \in \mathbb{N}. \tag{225}
\]
Let us check that there exists an open neighborhood $U$ of $\hat{\lambda}$, and a number $K > 0$ such that
\[
\left\| E_H + \frac{z_0 - \lambda_k}{1 - \lambda_k} V^+_{z_0; C(\lambda_k; z_0)} \right\| g_n < \frac{1}{n} \| g_n \|.
\]
(229)

Suppose to the contrary that condition (228) is not satisfied. Choose an arbitrary sequence of open discs $U^n(\hat{\lambda})$ with centres at $\hat{\lambda}$ and radii $\frac{1}{n}$; and set $K_n = n$, $n \in \mathbb{N}$. Then for each $n \in \mathbb{N}$, there exists an element $g_n \in H$, and $\lambda_{k_n} \in U^n(\hat{\lambda})$, $k_n \in \mathbb{N}$, such that:
\[
\left\| E_H + \frac{z_0 - \lambda_{k_n}}{1 - \lambda_{k_n}} V^+_{z_0; C(\lambda_{k_n}; z_0)} \right\| g_n < \frac{1}{n} \| g_n \|.
\]
(230)

Since $|\lambda_{k_n} - \hat{\lambda}| < \frac{1}{n}$, then $\lim_{n \to \infty} \lambda_{k_n} = \hat{\lambda}$. We may write
\[
\frac{1}{n} > \left\| E_H + \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^+_{z_0; C(\hat{\lambda}; z_0)} \right\| \hat{g}_n
\]
\[
+ \left( \frac{z_0 - \lambda_{k_n}}{1 - \lambda_{k_n} z_0} V^+_{z_0; C(\lambda_{k_n}; z_0)} - \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^+_{z_0; C(\hat{\lambda}; z_0)} \right) \hat{g}_n
\]
\[
\geq \left\| E_H + \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^+_{z_0; C(\hat{\lambda}; z_0)} \right\| \hat{g}_n
\]
Thus, there exists an open neighborhood $U_1(\hat{\lambda})$ of $\hat{\lambda}$, and a number $K > 0$ such that inequality (227) holds. We may write:

$$
\left\| E_H + \frac{z_0 - \lambda_k}{1 - \lambda_k z_0} V^{+}_{20;C(\lambda_k;\bar{z}_0)} \right\|^{-1} - \left\| E_H + \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^{+}_{20;C(\hat{\lambda};\bar{z}_0)} \right\|^{-1} 
\leq \left\| E_H + \frac{z_0 - \lambda_k}{1 - \lambda_k z_0} V^{+}_{20;C(\lambda_k;\bar{z}_0)} \right\|^{-1} \left( \left\| \frac{z_0 - \hat{\lambda}}{1 - \hat{\lambda} z_0} V^{+}_{20;C(\hat{\lambda};\bar{z}_0)} - \frac{z_0 - \lambda_k}{1 - \lambda_k z_0} V^{+}_{20;C(\lambda_k;\bar{z}_0)} \right\| \right).
$$

Using (227) we conclude that

$$
u - \lim_{k \to \infty} \left( E_H - \lambda k V_{C(\lambda_k;\bar{z}_0)} \right)^{-1} = \left( E_H - \lambda V_{C(\hat{\lambda};\bar{z}_0)} \right)^{-1}.
$$

By (224), (225), (226), (232) we conclude that

$$
u - \lim_{k \to \infty} \left(E_H - \lambda V_{C(\lambda_k;\bar{z}_0)}\right)^{-1} = \left(E_H - \lambda V_{C(\hat{\lambda};\bar{z}_0)}\right)^{-1},
$$

and therefore

$$
u - \lim_{\lambda \in \mathbb{D} \cup \Delta, \lambda \to \hat{\lambda}} \left( E_H - \lambda V_{C(\lambda;\bar{z}_0)} \right)^{-1} = \left(E_H - \lambda V_{C(\hat{\lambda};\bar{z}_0)}\right)^{-1}.
$$

By the Invert formula for $\lambda \in \mathbb{D}$ we have: $\left( E_H - \lambda V_{C(\lambda;\bar{z}_0)} \right)^{-1} = R_\lambda$. Thus, relation (234) shows that the function $R_\lambda$, $\lambda \in \mathbb{D}$, admits a continuation on a set $\mathbb{D} \cup \Delta$, and this continuation is continuous in the uniform operator topology.
Choose an arbitrary element \( h \in H \) and consider the following analytic function:

\[
 f(\lambda) = f_h(\lambda) = (R_\lambda h, h), \quad \lambda \in \mathbb{D}.
\]  

(235)

The function \( f(\lambda) \) admits a continuous continuation on \( \mathbb{D} \cup \Delta \), which has the following form:

\[
f(\lambda) = \left( (E_H - \lambda V_{C(\lambda;x_0);z_0})^{-1} h, h \right), \quad \lambda \in \mathbb{D} \cup \Delta.
\]

Let us check that

\[
(E_H - \lambda V_{C(\lambda;x_0);z_0})^{-1} = E_H - (E_H - \overline{V}_C^*(\lambda;x_0;\lambda))^{-1}, \quad \forall \lambda \in \Delta.
\]  

(236)

Choose an arbitrary number \( \lambda \in \Delta \). By condition 2) we conclude that \( V_C(\lambda;x_0;\lambda) \) is unitary. Then

\[
(E_H - \overline{V}_C^*(\lambda;x_0;\lambda))(E_H - \lambda V_{C(\lambda;x_0);z_0}) = E_H - \lambda V_{C(\lambda;x_0);z_0} + E_H - \overline{V}_C^*(\lambda;x_0;\lambda).
\]  

(237)

To verify the last relation, it is enough to perform the multiplication in the left-hand side and simplify the obtained expression. Multiplying relation (237) from the left by \( (E_H - \overline{V}_C^*(\lambda;x_0;\lambda))^{-1} \) and from the right by \( (E_H - \lambda V_{C(\lambda;x_0);z_0})^{-1} \) we easily get (236).

We may write:

\[
\overline{f(\lambda)} = (h, (E_H - \lambda V_{C(\lambda;x_0);z_0})^{-1} h) = \left( (E_H - \overline{V}_C^*(\lambda;x_0;\lambda))^{-1} h, h \right) = (h, h) - f(\lambda);
\]

\[
\text{Re} f(\lambda) = \frac{1}{2} (h, h), \quad \lambda \in \Delta.
\]  

(238)

Denote \( g(\lambda) = if(\lambda) - \frac{i}{2} (h, h), \lambda \in \mathbb{D} \cup \Delta \). Then \( \text{Im} g(\lambda) = 0 \). Thus, by the Schwartz principle, \( g(\lambda) \) has an analytic continuation \( \tilde{g}(\lambda) = \tilde{g}_h(\lambda) \) on a set \( \mathbb{D} \cup \Delta \cup \mathbb{D}_e \). Moreover, the following relation holds:

\[
\tilde{g}(\lambda) = \tilde{g} \left( \frac{1}{\lambda} \right), \quad \lambda \in \mathbb{D}_e.
\]  

(239)

Then the following function

\[
\tilde{f}(\lambda) = \tilde{f}_h(\lambda) := \frac{1}{i} \tilde{g}(\lambda) + \frac{1}{2} (h, h), \quad \lambda \in \mathbb{D} \cup \Delta \cup \mathbb{D}_e,
\]
is an analytic continuation of $f(\lambda)$. Using (239) we get

$$\tilde{f}(\lambda) = -\tilde{f}\left(\frac{1}{\lambda}\right) + (h, h), \quad \lambda \in \mathbb{D}_e. \quad (240)$$

By (183) we may write

$$\tilde{f}(\lambda) = -(\overline{R}_\lambda h, h)_H + (h, h)_H = -(h, (E_H - R^*_\lambda)h)_H + (h, h)_H$$

$$= (R_\lambda h, h)_H, \quad \lambda \in \mathbb{D}_e. \quad (241)$$

Set

$$R_\lambda(h, g) = \frac{1}{4} \left( \tilde{f}_{h+ig}(\lambda) - \tilde{f}_{h-ig}(\lambda) + i\tilde{f}_{h+ig}(\lambda) - i\tilde{f}_{h-ig}(\lambda) \right),$$

$$h, g \in H, \quad \lambda \in \mathbb{D} \cup \Delta \cup \mathbb{D}_e. \quad (242)$$

Notice that $R_\lambda(h, g)$ is an analytic function of $\lambda$ in $\mathbb{D} \cup \Delta \cup \mathbb{D}_e$. From (235), (241) we conclude that

$$R_\lambda(h, g) = (R_\lambda h, g)_H, \quad h, g \in H, \quad \lambda \in \mathbb{D} \cup \mathbb{D}_e. \quad (243)$$

From (234) it is seen that

$$R_\lambda(h, g) = \lim_{\lambda \in \mathbb{D}, \lambda \to \hat{\lambda}} (R_\lambda h, g)_H$$

$$= \lim_{\lambda \in \mathbb{D}, \lambda \to \hat{\lambda}} \left( (E_H - \lambda V_{C(\lambda; z_0); z_0})^{-1} h, g \right)_H$$

$$= \left( (E_H - \hat{\lambda} V_{C(\hat{\lambda}; z_0); z_0})^{-1} h, g \right)_H \quad (244)$$

Therefore the following operator-valued function

$$T_\lambda = \left\{ \begin{array}{ll}
R_\lambda, & \lambda \in \mathbb{D} \cup \mathbb{D}_e \\
(E_H - \lambda V_{C(\lambda; z_0); z_0})^{-1} & \lambda \in \Delta
\end{array} \right. \right.$$

is a continuation of $R_\lambda$, and it is analytic with respect to the weak operator topology, and therefore with respect to the uniform operator topology, as well. $\square$

**Corollary 4.1** Theorem 4.2 remains valid for the choice $z_0 = 0$. 


Proof. Let $V$ be a closed isometric operator in a Hilbert space $H$, and $\mathbf{R}_z(V)$ be an arbitrary generalized resolvent of $V$. Let $F(\lambda) = C(\lambda; 0) \in \mathcal{S}(N_0; N_{\infty})$ correspond to $\mathbf{R}_z(V)$ by Inin’s formula (25) for $z_0 = 0$, which in this case becomes the Chumakin formula (16). Consider an arbitrary open arc $\Delta$ of $\mathbb{T}$.

Choose an arbitrary point $z_0 \in \mathbb{D}\setminus\{0\}$. Consider the following isometric operator:

$$V = (V + \overline{z_0}E_H)(E_H + z_0V)^{-1}, \quad D(V) = (E_H + z_0V)D(V).$$

Then

$$V = (V - \overline{z_0}E_H)(E_H - z_0V)^{-1} = V_{z_0}.$$  

Recall that the generalized resolvents $V$ and $V_{z_0}$ are related by (29) and this correspondence is one-to-one. Let $\mathbf{R}_z(V)$ be the generalized resolvent which by (29) corresponds to the generalized resolvent $\mathbf{R}_{z_0}(V) = \mathbf{R}_z(V)$.

From (29) we see that $\mathbf{R}_{\tilde{t}}(V_{z_0})$ has a limit as $\tilde{t} \to \tilde{t}_0 \in \Delta$, if and only if $\mathbf{R}_{\tilde{u}}(V)$ has a limit as $\tilde{u} \to \tilde{u}_0 \in \Delta_1$, where

$$\Delta_1 = \left\{ \tilde{u} : \tilde{u} = \frac{\tilde{t} + z_0}{1 + z_0\tilde{t}}, \quad \tilde{t} \in \Delta \right\}. $$

Thus, $\mathbf{R}_{\tilde{t}}(V_{z_0})$ admits a continuation by the continuity on $\mathbb{T}_e \cup \Delta$, if and only if $\mathbf{R}_{\tilde{u}}(V)$ admits a continuation by the continuity on $\mathbb{T}_e \cup \Delta_1$. The limit values are connected by (29), as well. By (29) we see that the continuation $\mathbf{R}_{\tilde{t}}(V_{z_0})$ is analytic if and only if when the continuation $\mathbf{R}_{\tilde{u}}(V)$ is analytic. Thus, $\mathbf{R}_{\tilde{t}}(V) = \mathbf{R}_{\tilde{u}}(V_{z_0})$ admits an analytic continuation on $\mathbb{T}_e \cup \Delta$, if and only if $\mathbf{R}_{\tilde{u}}(V)$ admits an analytic continuation on $\mathbb{T}_e \cup \Delta_1$.

By Theorem 4.2 $\mathbf{R}_{\tilde{u}}(V)$ admits an analytic continuation on $\mathbb{T}_e \cup \Delta_1$ if and only if

1) $C(\lambda; z_0)$ has a continuation on a set $\mathbb{D} \cup \Delta_1$, which is continuous in the uniform operator topology;

2) The continued function $C(\lambda; z_0)$ maps isometrically $N_{z_0}$ on the whole $N_\infty$, for all points $\lambda \in \Delta_1$;

3) The operator $(E_H - \lambda V C(\lambda; z_0))^{-1}$ exists and it is defined on the whole $H$, for all points $\lambda \in \Delta_1$,

where $C(\lambda; z_0) \in \mathcal{S}(N_{z_0}; N_\infty)$ corresponds to $\mathbf{R}_z(V)$ by Inin’s formula. Recall that $C(\lambda; z_0)$ is connected with $F(\tilde{t})$ in the following way:

$$C(\tilde{u}) = F \left( \frac{\tilde{u} - z_0}{1 - \overline{z_0} \tilde{u}} \right), \quad u \in \mathbb{T}_e.$$
Using this relation we easily obtain that condition 1) is equivalent to the following condition:

1') \( F(\tilde{t}) \) has a continuation on a set \( \mathbb{D} \cup \Delta \), which is continuous in the uniform operator topology;

and condition 2) is equivalent to the following condition:

2') The continued function \( F(\tilde{t}) \) maps isometrically \( N_0 \) on the whole \( N_\infty \), for all \( \tilde{t} \in \Delta \).

From (223) it follows that the operator \( \left( E_H - \lambda V C(\lambda; z_0) \right)^{-1} \) exists and it is defined on the whole \( H \), for all \( \lambda \in \Delta_1 \), if and only if the operator

\[
\left[ E_H - \frac{\lambda - z_0}{1 - \lambda z_0} (V z_0 \oplus C(\lambda; z_0)) \right]^{-1} = \left[ E_H - \tilde{t} (V z_0 \oplus F(\tilde{t})) \right]^{-1},
\]

exists and it is defined on the whole \( H \), for all \( \tilde{t} \in \Delta \). \( \square \)

4.2 Some decompositions of a Hilbert space in a direct sum of subspaces.

In the sequel we shall use some decompositions of a Hilbert space related to a given isometric operator.

**Theorem 4.3** Let \( V \) be a closed isometric operator in a Hilbert space \( H \). Let \( \zeta \in \mathbb{T} \), and \( \zeta^{-1} \) is a point of the regular type of \( V \). Then

\[
D(V) + N_\zeta(V) = H;
\]

\[
R(V) \uplus N_\zeta(V) = H.
\]

**Proof.** At first, assume that \( \zeta = 1 \). Check that

\[
\| V f + g \|_H = \| f + g \|_H, \quad f \in D(V), \ g \in N_1.
\] (245)

In fact, we may write:

\[
\| V f + g \|_H^2 = (V f, V f)_H + (V f, g)_H + (g, V f)_H + (g, g)_H
\]

\[
= \| f \|_H^2 + (V f, g)_H + (g, V f)_H + \| g \|_H^2.
\]

Since \( 0 = ((E - V) f, g)_H = (f, g)_H - (V f, g)_H \), we get

\[
(V f, g) = (f, g), \quad f \in D(V), \ g \in N_1,
\] (246)

and therefore

\[
\| V f + g \|_H^2 = \| f \|_H^2 + (f, g)_H + (g, f)_H + \| g \|_H^2 = \| f + g \|_H^2.
\]
Consider the following operator:
\[ U(f + g) = Vf + g, \quad f \in D(U), \quad g \in N_1. \]

Let us check that this operator is well-defined on \( D(U) = D(V) + N_1 \). Suppose that an element \( h \in D(U) \) admits two representations:
\[ h = f_1 + g_1 = f_2 + g_2, \quad f_1, f_2 \in D(V), \quad g_1, g_2 \in N_1. \]

By (245) we may write:
\[ \| Vf_1 + g_1 - (Vf_2 + g_2) \|^2_H = \| V(f_1 - f_2) + (g_1 - g_2) \|^2_H = \| f_1 - f_2 + g_1 - g_2 \|^2_H = 0. \]

Thus, \( U \) is well-defined. Moreover, it is easily seen that \( U \) is linear. Using (246) we write:
\[ (U(f + g), U(f' + g')) = (Vf + g, Vf' + g') = (Vf, Vf') + (g, Vf') = (f, f') + (g, g'), \]
for arbitrary \( f, f' \in D(V), \quad g, g' \in N_1 \). Therefore \( U \) is isometric.

Suppose that there exists an element \( h \in H, \quad h \neq 0, \quad h \in D(V) \cap N_1 \). Then
\[ 0 = U0 = U(h + (-h)) = Vh - h = (V - E_H)h, \]
what contradicts to the fact that the point 1 is a point of the regular type of \( V \). Therefore
\[ D(V) \cap N_1 = \{0\}. \quad (247) \]

Observe that we \textit{a priori} do not know, if \( D(U) \) is a closed manifold. Consider the following operator:
\[ W = U|_S, \]
where the manifold \( S \) is given by the following equality:
\[ S = \{ h \in D(U) : h \bot N_1 \} = D(U) \cap M_1. \]

Thus, \( W \) is an isometric operator with the domain \( D(W) = D(U) \cap M_1 \). Choose an arbitrary element \( g \in D(U) \). Let \( g = g_{M_1} + g_{N_1}, \quad g_{M_1} \in M_1, \quad g_{N_1} \in N_1 \subseteq D(U) \). Then \( g_{M_1} = P^{H}_{M_1} g \in D(U), \quad g_{M_1} \bot N_1 \). Therefore \( \quad g_{M_1} \in D(W); \quad P^{H}_{M_1} D(U) \subseteq D(W). \)

On the other hand, choose an arbitrary element \( h \in D(W) \). Then \( h \in D(U) \cap M_1 \), and therefore \( h = P^{H}_{M_1} h \in P^{H}_{M_1} D(U) \). Consequently, we get
\[ D(W) = P^{H}_{M_1} D(U) = P^{H}_{M_1} (D(V) + N_1) = P^{H}_{M_1} D(V) \subseteq M_1. \]
Choose an arbitrary element $f \in D(V)$. Let $f = f_{M_1} + f_{N_1}$, $f_{M_1} \in M_1$, $f_{N_1} \in N_1$. Then $f - f_{N_1} \in D(U)$, and $f - f_{N_1} \perp N_1$, i.e. $f - f_{N_1} \in D(W)$. We may write

$$(W - E_H)(f - f_{N_1}) = (U - E_H)(f - f_{N_1}) = U(f - f_{N_1}) - f + f_{N_1} = V f - f;$$

$$(W - E_H)D(W) \supseteq (V - E_H)D(V) = M_1. \quad (248)$$

On the other hand, choose an arbitrary element $w \in D(W)$, $w = w_{D(V)} + w_{N_1}$, $w_{D(V)} \in D(V)$, $w_{N_1} \in N_1$. Since $w \perp N_1$, then $w = P_{M_1}^R w = P_{M_1}^R w_{D(V)}$. We may write

$$(W - E_H)w = Uw - w = Vw_{D(V)} + w_{N_1} - w_{D(V)} - w_{N_1} = (V - E_H)w_{D(V)};$$

$$(W - E_H)D(W) \subseteq (V - E_H)D(V) = M_1. \quad (249)$$

From the latter relation and relation (248) it follows that

$$(W - E_H)D(W) = (V - E_H)D(V) = M_1. \quad (250)$$

Moreover, if $(W - E_H)w = 0$, then $(V - E_H)w_{D(V)} = 0$; and therefore $w_{D(V)} = 0$. By (249) it implies $w = 0$. Consequently, there exists the inverse $(W - E_H)^{-1}$. Using (250) we get

$$D(W) = (W - E_H)^{-1}M_1.$$ 

Since $D(W) \subseteq M_1$, then by (250) we may write:

$$Ww = (W - E_H)w + w \in M_1;$$

$$D(W) \subseteq M_1, \quad WD(W) \subseteq M_1. \quad (251)$$

Consider the closure $\overline{W}$ of $W$ with the domain $\overline{D(W)}$. By (251) we see that

$$D(\overline{W}) \subseteq M_1, \quad \overline{WD(W)} \subseteq M_1.$$ 

Then

$$(\overline{W} - E_H)D(\overline{W}) \subseteq M_1.$$ 

On the other hand, by (250) we get

$$(\overline{W} - E_H)D(\overline{W}) \supseteq (\overline{W} - E_H)D(W) = (W - E_H)D(W) = M_1.$$
We conclude that
\[(W - E_H)D(W) = M_1. \tag{252}\]

Let us check that there exists the inverse \((W - E_H)^{-1}\). Suppose to the contrary that there exists an element \(h \in D(W)\), \(h \neq 0\), such that \((W - E_H)h = 0\). By the definition of the closure there exists a sequence of elements \(h_n \in D(W)\), \(n \in \mathbb{N}\), tending to \(h\), and \(Wh_n \to Wh\) as \(n \to \infty\). Then \((W - E_H)h_n \to Wh - h = 0\), as \(n \to \infty\). Let \(h_n = h_{1,n} + h_{2,n}\), where \(h_{1,n} \in D(V)\), \(h_{2,n} \in \mathbb{N}_1\), \(n \in \mathbb{N}\). Then \((W - E_H)h_n = Uh_n - h_n = Vh_{1,n} + h_{2,n} - h_{1,n} - h_{2,n} = (V - E_H)h_{1,n}\). Therefore \((V - E_H)h_{1,n} \to 0\), as \(n \to \infty\). Since \((V - E_H)\) has a bounded inverse, then \(h_{1,n} \to 0\), as \(n \to \infty\). Then \(h_n = P_{M_1}h_n = P_{M_1}h_{1,n} \to 0\), as \(n \to \infty\). Consequently, we get \(h = 0\), what contradicts to our assumption.

Thus, there exists the inverse \((W - E_H)^{-1} \supseteq (W - E_H)^{-1}\). By \((252), (250)\), we get
\[(W - E_H)^{-1} = (W - E_H)^{-1},\]

and therefore
\[W = W.\]

Thus, \(W\) may be considered as a closed isometric operator in a Hilbert space \(M_1\). The operator \((W - E_H)^{-1}\) is closed and it is defined on the whole \(M_1\). Therefore \((W - E_H)^{-1}\) is bounded. This means that the point 1 is a regular point of \(W\). Therefore \(W\) is a unitary operator in \(M_1\). In particular, this implies that \(D(W) = R(W) = M_1\).

By the definition of \(W\) we get \(D(W) = M_1 \subseteq D(U)\), and \(U|_{M_1} = W\). On the other hand, we have \(U|_{N_1} = E_{N_1}\). Therefore \(D(U) = H\) and
\[U = W \oplus E_{N_1}.\]

So, \(U\) is a unitary operator. Therefore \(D(U) = R(U) = H\), what implies
\[D(V) + N_1 = H, \quad R(V) + N_1 = H. \tag{253}\]

The first sum is direct by \((247)\). Suppose that \(h \in R(V) \cap N_1\). Then \(h = Vf\), \(f \in D(V)\), and we may write:
\[0 = Vf + (-h) = U(f + (-h)).\]

Since \(U\) is unitary, we get \(f = h = Vf\), \((V - E_H)f = 0\), and therefore \(f = 0\), and \(h = 0\). Thus, the second sum in \((253)\) is direct, as well. So, we proved the theorem in the case \(\zeta = 1\).

In the general case we can apply the proved part of the theorem to the operator \(\hat{V} := \zeta V\). \(\square\)
Corollary 4.2 In the conditions of Theorem 4.3 the following decompositions hold:

\[
(H \ominus D(V)) + M_\zeta = H;
\]

\[
(H \ominus R(V)) + M_\zeta = H.
\]

Proof. The proof is based on the following lemma.

Lemma 4.2 Let \( M_1 \) and \( M_2 \) be two subspaces of a Hilbert space \( H \) such that

\[
M_1 \cap M_2 = \{0\},
\]

and

\[
M_1 \oplus M_2 = H.
\]

Then

\[
(H \ominus M_1) + (H \ominus M_2) = H.
\]

Proof. Suppose that an element \( h \in H \) is such that \( h \in ((H \ominus M_1) \cap (H \ominus M_2)) \). Then \( h \perp M_1 \), \( h \perp M_2 \), and therefore \( h \perp (M_1 + M_2) \), \( h \perp H \), \( h = 0 \).

Suppose that an element \( g \in H \) satisfies the following condition: \( g \perp ((H \ominus M_1) \oplus (H \ominus M_2)) \). Then \( g \in M_1 \), \( g \in M_2 \), and therefore \( g = 0 \). \qed

Applying the last lemma with \( M_1 = D(V) \), \( M_2 = N_\zeta \), and \( M_1 = R(V) \), \( M_2 = N_\zeta \), we complete the proof of the corollary. \qed

4.3 Isometric operators with lacunas in a spectrum.

Let \( V \) be a closed isometric operator in a Hilbert space \( H \). An open arc \( \Delta \) of \( T \) is said to be a gap in the spectrum of the isometric operator \( V \), if all points of \( \Delta \) are points of the regular type of \( V \). Above we considered conditions when for a prescribed open arc \( \Delta \subseteq T \) and a spectrak measure \( F(\delta) \) there holds: \( F(\Delta) = 0 \). We shall see later that a necessary condition of the existence at least one such spectral function is that \( \Delta \) is a gap in the spectrum of \( V \).

Theorem 4.2 provides conditions, extracting parameters \( C(\lambda; z_0) \) in the Inin formula, which generate generalized resolvents (and therefore the corresponding spectral functions), which have an analytic continuation on \( D \cup D_e \cup \Delta \) (we can apply this theorem with \( \Delta \) instead of \( \Delta \)). By Proposition 4.1 for these generalized resolvents there corresond spectral functions \( F(\delta) \) such that: \( F(\Delta) = 0 \). Moreover, the extracted class of parameters \( C(\lambda; z_0) \) by condition 3) of Theorem 4.2 depends on the operator \( V \). Our aim here will be to find instead of condition 3) other conditions, which will not use \( V \).

Lemma 4.3 Let \( V \) be a closed isometric operator in a Hilbert space \( H \), and \( \zeta \in T \). Then

\[
V P^H_{M_0(V)} f = \zeta^{-1} P^H_{M_\infty(V)} f, \quad \forall f \in N_\zeta(V),
\]

(254)
and therefore

\[
\| P^H_{M_0(V)} f \| = \| P^H_{M_\infty(V)} f \|, \quad \forall f \in N_\zeta(V); \tag{255}
\]

\[
\| P^H_{N_0(V)} f \| = \| P^H_{N_\infty(V)} f \|, \quad \forall f \in N_\zeta(V). \tag{256}
\]

**Proof.** Choose an arbitrary element \( f \in N_\zeta \). For an arbitrary element \( u \in D(V) = M_0 \) we may write:

\[
(\zeta^{-1} f - VP^H_{D(V)} f, Vu)_H = \zeta^{-1} (f, Vu)_H - (P^H_{D(V)} f, u)_H
\]

\[
= (f, \zeta Vu)_H - (f, u)_H = (f, (\zeta V - E_H)u)_H = 0.
\]

Therefore \( (\zeta^{-1} f - VP^H_{M_0} f) \perp M_\infty \). Applying \( P^H_{M_\infty} \) to this element we get (254). Relation (255) is obvious, since \( V \) is isometric. Then it easily follows (256). \( \square \)

**Lemma 4.4** Let \( V \) be a closed isometric operator in a Hilbert space \( H \), and \( C \) be a linear bounded operator in \( H \), \( D(C) = N_0(V), R(C) \subseteq N_\infty(V) \). Let \( \zeta \in \mathbb{T} \) be such number that \( \zeta^{-1} \) be an eigenvalue of the operator \( V_{0C}^+ = V \oplus C \). If \( f \in H, f \neq 0, \) is an eigenvector of \( V_{0C}^+ \), corresponding to \( \zeta^{-1} \), then \( f \in N_\zeta(V) \), and

\[
CP^H_{N_0(V)} f = \zeta^{-1} P^H_{N_\infty(V)} f. \tag{257}
\]

**Proof.** Let \( f \) be an eigenvalue of \( V_{0C}^+ \), corresponding to the eigenvalue \( \zeta^{-1} \in \mathbb{T} \):

\[
(V \oplus C) f = VP^H_{M_0} f + CP^H_{N_0} f = \zeta^{-1} (P^H_{M_\infty} f + P^H_{N_\infty} f).
\]

By the orthogonality of summands, the last relation is equivalent to the following two conditions:

\[
VP^H_{M_0} f = \zeta^{-1} P^H_{M_\infty} f; \tag{258}
\]

\[
CP^H_{N_0} f = \zeta^{-1} P^H_{N_\infty} f, \tag{259}
\]

and (257) follows. Relation (258) implies \( P^H_{M_\infty}(\zeta^{-1} f - VP^H_{M_0} f) = 0; (\zeta^{-1} f - VP^H_{M_0} f) \perp M_\infty \). For an arbitrary element \( u \in D(V) \) we may write:

\[
0 = (\zeta^{-1} f - VP^H_{M_0} f, Vu)_H = \zeta^{-1} (f, Vu)_H - (P^H_{M_0} f, u)_H
\]

\[
= (f, \zeta Vu)_H - (f, u)_H = (f, (\zeta V - E_H)u)_H.
\]

Therefore \( f \in N_\zeta \). \( \square \)
For an arbitrary number $\zeta \in \mathbb{T}$, define an operator $W_\zeta$ in the following way:

$$W_\zeta P^H_{N_0} f = \zeta^{-1} P^H_{N_\infty} f, \quad f \in N_\zeta,$$

(260)

with the domain $D(W_\zeta) = P^H_{N_0} N_\zeta$. Let us check that this definition is correct. If an element $g \in D(W_\zeta)$ admits two representations: $g = P^H_{N_0} f_1 = P^H_{N_0} f_2$, $f_1, f_2 \in N_\zeta$, then $P^H_{N_0} (f_1 - f_2) = 0$. By (256) this implies $P^H_{N_\infty} (f_1 - f_2) = 0$, and therefore the definition is correct.

Observe that $W_\zeta$ is linear and

$$\|W_\zeta P^H_{N_0} f\|_H = \|P^H_{N_\infty} f\|_H = \|P^H_{N_0} f\|_H.$$ 

Thus, the operator $W_\zeta$ is isometric. Notice that $R(W_\zeta) = P^H_{N_\infty} N_\zeta$.

Set

$$S = P^H_{N_0}|N_\zeta, \quad Q = P^H_{N_\infty}|N_\zeta.$$ 

In what follows, we shall assume that $\zeta^{-1}$ is a point of the regular type of $V$.

Let us check that in this case the operators $S$ and $Q$ are invertible. Suppose to the contrary that there exists an element $f \in N_\zeta$, $f \neq 0$: $Sf = P^H_{N_0} f = 0$. Then $f = P^H_{M_\infty} f \neq 0$. By Theorem 4.3 we get $f \in M_0 \cap N_\zeta = \{0\}$. We come to a contradiction.

In a similar manner, suppose that there exists an element $g \in N_\zeta$, $g \neq 0$: $Qf = P^H_{N_\infty} f = 0$. Then $g = P^H_{M_\infty} g \neq 0$. By Theorem 4.3 we obtain that $g \in M_\infty \cap N_\zeta = \{0\}$. We come to a contradiction, as well.

By Theorem 4.3 we get

$$P^H_{N_0} N_\zeta = N_0; \quad P^H_{N_\infty} N_\zeta = N_\infty.$$ 

Thus, the operators $S^{-1}$ and $Q^{-1}$ are closed and they are defined on subspaces $N_0$ and $N_\infty$, respectively. Therefore $S^{-1}$ and $Q^{-1}$ are bounded. From (260) we see that $D(W_\zeta) = N_0$, $R(W_\zeta) = N_\infty$, and

$$W_\zeta = \zeta^{-1} QS^{-1}.$$ 

(261)

**Theorem 4.4** Let $V$ be a closed isometric operator in a Hilbert space $H$, and $C$ be a linear bounded operator in $H$, $D(C) = N_0(V)$, $R(C) \subseteq N_\infty(V)$.

Let $\zeta \in \mathbb{T}$, and $\zeta^{-1}$ be a point of the regular type of $V$. The point $\zeta^{-1}$ is an eigenvalue of $V^+_{0,C} = V \oplus C$, if and only if the following condition holds:

$$(C - W_\zeta) g = 0, \quad g \in N_0(V), \quad g \neq 0.$$ 

(262)

**Proof.** Necessity. Since $\zeta^{-1}$ is an eigenvalue of $V^+_{0,C} = V \oplus C$, then by 4.4 we obtain that there exists $f \in N_\zeta$, $f \neq 0$, such that

$$C P^H_{N_0} f = \zeta^{-1} P^H_{N_\infty} f.$$ 

(263)
Comparing the last relation with the definition of \( W_\zeta \) we see that \( CP^H_{N_0} f = W_\zeta P^H_{N_0} f \). Set \( g = P^H_{N_0} f = Sf \). Since \( S \) is invertible, then \( g \neq 0 \).

**Sufficiency.** From (262) we get (263) with \( f := S^{-1}g \). By Lemma 4.3 we see that relations (258), (259) hold. This is equivalent, as we have seen before (258), that \( \zeta^{-1} \) is an eigenvalue of \( V_{0C}^+ = V \oplus C \), corresponding to eigenvector \( f \). \( \square \)

**Theorem 4.5** Let \( V \) be a closed isometric operator in a Hilbert space \( H \), and \( C \) be a linear bounded operator in \( H \), \( D(C) = N_0(V) \), \( R(C) \subseteq N_\infty(V) \). Let \( \zeta \in \mathbb{T} \), and \( \zeta^{-1} \) is a point of the regular type of \( V \). The following relation

\[
R \left( V_{0C}^+ - \zeta^{-1}E_H \right) = H,
\]

holds if and only if the following relations hold:

\[
(C - W_\zeta)N_0(V) = N_\infty(V);
\]

\[
P^H_{M_\infty}M_\zeta(V) = M_\infty(V).
\]

**Proof.** **Necessity.** Choose an arbitrary element \( h \in N_\infty \). By (264) there exists an element \( x \in H \) such that

\[
(V_{0C}^+ - \zeta^{-1}E_H) x = (V \oplus C)x - \zeta^{-1}x = h.
\]

For an arbitrary \( u \in D(V) \) we may write:

\[
(x, (E_H - \zeta(V))u)_H = (x, (V^{-1} - \zeta E_H)Vu)_H = (x, ((V_{0C}^+)^* - \zeta E_H)Vu)_H
\]

\[
= ((V_{0C}^+ - \zeta^{-1}E_H)x, Vu)_H = (h, Vu)_H = 0,
\]

and therefore \( x \in N_\zeta \). Set \( g = Sx \in N_0 \). Using (261) write:

\[
(C - W_\zeta)g = CSx - W_\zeta Sx = CSx - \zeta^{-1}Qx.
\]

Since \( h \in N_\infty \), we apply \( P^H_{N_\infty} \) to equality (267) and get

\[
CP^H_{N_0} x - \zeta^{-1}P^H_{N_\infty} x = h;
\]

\[
CSx - \zeta^{-1}Qx = h.
\]

Therefore

\[
(C - W_\zeta)g = h,
\]

and relation (265) holds.
Choose an arbitrary element $\hat{h} \in M_\infty$. By (264) there exists $\hat{x} \in H$ such that
\[
(V_{0_C}^+ - \zeta^{-1}E_H) \hat{x} = (V \oplus C)\hat{x} - \zeta^{-1}\hat{x} = \hat{h}.
\]
The last equality is equivalent to the following two equalities, obtained by an application of projectors $P^H_{M_\infty}$ and $P^H_{N_\infty}$:
\[
VP^H_{M_0} \hat{x} - \zeta^{-1}P^H_{M_\infty} \hat{x} = \hat{h};
\]
\[
CP^H_{N_0} \hat{x} - \zeta^{-1}P^H_{N_\infty} \hat{x} = 0.
\]
By Theorem 4.3 we may write:
\[
\hat{x} = x_{D(V)} + x_{N_\zeta}, \quad x_{D(V)} \in D(V), \ x_{N_\zeta} \in N_\zeta.
\]
Substituting this decomposition in (269) we get
\[
CP^H_{N_0} x_{N_\zeta} - \zeta^{-1}P^H_{N_\infty} x_{N_\zeta} - \zeta^{-1}P^H_{N_\infty} x_{D(V)} = 0;
\]
\[
(C - W_\zeta)P^H_{N_0} x_{N_\zeta} = \zeta^{-1}P^H_{N_\infty} x_{D(V)}.
\]
On the other hand, substituting the decomposition in (268) we obtain that
\[
V x_{D(V)} = V x_{D(V)} + V^P^H_{M_0} x_{N_\zeta} - \zeta^{-1}P^H_{M_\infty} x_{D(V)} - \zeta^{-1}P^H_{M_\infty} x_{N_\zeta} = \hat{h};
\]
\[
V x_{D(V)} - \zeta^{-1}P^H_{M_\infty} x_{D(V)} = \hat{h},
\]
where we used Lemma 4.3. Then
\[
P^H_{M_\infty} (V - \zeta^{-1}E_H)x_{D(V)} = \hat{h},
\]
and relation (266) follows directly.

Sufficiency. Choose an arbitrary element $h \in H$, $h = h_1 + h_2$, $h_1 \in M_\infty$, $h_2 \in N_\infty$. By (265) there exists an element $g \in N_0$ such that
\[
(C - W_\zeta) g = C g - W_\zeta g = h_2.
\]
Set $x = S^{-1} g \in N_\zeta$. Then
\[
CSx - \zeta^{-1}Qx = h_2;
\]
\[
P^H_{N_\infty} (V \oplus C)P^H_{N_0} x - \zeta^{-1}P^H_{N_\infty} x = h_2;
\]
\[
P^H_{N_\infty} (V_{0_C}^+ x - \zeta^{-1}x) = h_2.
\]
By Lemma 4.3 we may write:
\[
P^H_{M_\infty} (V_{0_C}^+ x - \zeta^{-1}x) = VP^H_{M_0} x - \zeta^{-1}P^H_{M_\infty} x = 0.
Therefore
\[(V_{0C}^+ - \zeta^{-1}E_H) x = h_2. \tag{270}\]
By (266) there exists an element \(w \in M_\zeta\) such that
\[P_{M_\infty}^H w = h_1.\]
Let
\[w = (V - \zeta^{-1}E_H)\tilde{x}_{D(V)}, \quad \tilde{x}_{D(V)} \in D(V).\]
Then
\[V\tilde{x}_{D(V)} - \zeta^{-1}P_{M_\infty}^H \tilde{x}_{D(V)} = h_1. \tag{271}\]
By (265) there exists \(r \in N_0\) such that
\[(C - W) r = \zeta^{-1}P_{N_\infty}^H \tilde{x}_{D(V)}.\]
Set \(\tilde{x}_{N_\zeta} := S^{-1}r \in N_\zeta.\) Then
\[(C - W) P_{N_0}^H \tilde{x}_{N_\zeta} = \zeta^{-1}P_{N_\infty}^H \tilde{x}_{D(V)}; \tag{272}\]
\[CP_{N_0}^H \tilde{x}_{N_\zeta} - \zeta^{-1}P_{N_\infty}^H \tilde{x}_{N_\zeta} = \zeta^{-1}P_{N_\infty}^H \tilde{x}_{D(V)} = 0. \tag{273}\]
Set \(\tilde{x} = \tilde{x}_{D(V)} + \tilde{x}_{N_\zeta}.\) By (272) we get
\[CP_{N_0}^H \tilde{x} - \zeta^{-1}P_{N_\infty}^H \tilde{x} = 0. \tag{274}\]
Using relation (271) and Lemma 4.3 we write:
\[h_1 = V\tilde{x}_{D(V)} - \zeta^{-1}P_{M_\infty}^H \tilde{x}_{D(V)} + V P_{M_0}^H \tilde{x}_{N_\zeta} - \zeta^{-1}P_{M_\infty}^H \tilde{x}_{N_\zeta}\]
\[= V P_{M_0}^H \tilde{x} - \zeta^{-1}P_{M_\infty}^H \tilde{x}. \tag{274}\]
Adding relations (273) and (274) we get
\[(V \oplus C) \tilde{x} - \zeta^{-1} \tilde{x} = (V_{0C}^+ - \zeta^{-1}E_H) \tilde{x} = h_1. \tag{275}\]
Adding relations (270) and (275) we conclude that relation (264) holds. \(\square\)

**Theorem 4.6** Let \(V\) be a closed isometric operator in a Hilbert space \(H\), and \(\Delta\) be an open arc of \(T\) such that \(\zeta^{-1}\) is a point of the regular type of \(V\), \(\forall \zeta \in \Delta\). Suppose that the following condition holds:
\[P_{M_\infty(V)}^H M_\zeta(V) = M_\infty(V), \quad \forall \zeta \in \Delta. \tag{276}\]
Let \(R_\zeta = R_\zeta(V)\) be an arbitrary generalized resolvent of \(V\), and \(C(\lambda; 0) \in S(D; N_0 , N_\infty)\) corresponds to \(R_\zeta(V)\) by Inin’s formula (25). The operator-valued function \(R_\zeta(V)\) has an analytic continuation on a set \(D \cup D_e \cup \Delta\) if and only if the following conditions hold:
1) \( C(\lambda;0) \) admits a continuation on a set \( \mathbb{D} \cup \Delta \) and this continuation is continuous in the uniform operator topology;

2) The continued function \( C(\lambda;0) \) maps isometrically \( N_0(V) \) on the whole \( N_\infty(V) \), for all \( \lambda \in \Delta \);

3) The operator \( C(\lambda;0) - W_\lambda \) is invertible for all \( \lambda \in \Delta \), and

\[
(C(\lambda;0) - W_\lambda)N_0(V) = N_\infty(V), \quad \forall \lambda \in \Delta.
\]  
(277)

**Proof.** 

**Necessity.** Suppose that \( R_z(V) \) has an analytic continuation on a set \( \mathbb{D} \cup \mathbb{D}_* \cup \Delta \). By Corollary 4.1 we conclude that conditions 1) and 2) hold, and the operator \( (E_H - \lambda V C(\lambda;0))^{-1} = -\frac{1}{\lambda}((V \oplus C(\lambda;0)) - \frac{1}{\lambda}E_H)^{-1} \) exists and it is defined on the whole \( H \), for all \( \lambda \in \Delta \). By Theorem 4.4 we obtain that the operator \( C(\lambda;0) - W_\lambda \) is invertible for all \( \lambda \in \Delta \). By Theorem 4.5 we obtain that relation (277) holds.

**Sufficiency.** Suppose that conditions 1)-3) hold. By Theorem 4.5 we obtain that \( R((V \oplus C(\lambda;0)) - \frac{1}{\lambda}E_H) = R(E_H - \lambda V C(\lambda;0)) = H \). By Theorem 4.4 we see that the operator \( (V \oplus C(\lambda;0)) - \frac{1}{\lambda}E_H \) is invertible. By Corollary 4.1 we obtain that \( R_z(V) \) admits an analytic continuation on a set \( \mathbb{D} \cup \mathbb{D}_* \cup \Delta \). □

**Remark 4.1** By Corollary 4.1, if \( R_z(V) \) has an analytic continuation on a set \( \mathbb{D} \cup \mathbb{D}_* \cup \Delta \), then \( ((V \oplus C(\lambda;0)) - \frac{1}{\lambda}E_H)^{-1} \) exists and it is bounded. Therefore the point \( \lambda^{-1}, \lambda \in \Delta \), are points of the regular type of \( V \).

On the other hand, by Theorem 4.3, in this case condition (276) holds. Thus, by Proposition 4.1 condition (276) and a condition that points \( \lambda^{-1}, \lambda \in \Delta \), are points of the regular type of \( V \), are necessary for the existence of a spectral function \( F \) of \( V \) such that \( F(\Delta) = 0 \). Consequently, these conditions do not imply on the generality of Theorem 4.6.

Now we shall obtain an analogous result but the corresponding conditions will be put on the parameter \( C(\lambda; z_0) \) of Inin’s formula for an arbitrary \( z_0 \in \mathbb{D} \).

Before to do that, we shall prove the following simple proposition:

**Proposition 4.2** Let \( V \) be a closed isometric operator in a Hilbert space \( H \), and \( z_0 \in \mathbb{D} \) be a fixed number. For an arbitrary \( \zeta \in \mathbb{T} \) the following two conditions are equivalent:

(i) \( \zeta^{-1} \in \rho_r(V) \);

(ii) \( \frac{1}{\zeta - z_0} \in \rho_r(V_{z_0}) \).
Theorem 4.7 Let $V$ be a closed isometric operator in a Hilbert space $H$, and $\Delta$ be an open arc of $T$ such that $\zeta^{-1}$ is a point of the regular type of $V$, $\forall \zeta \in \Delta$. Let $z_0 \in \mathbb{D}$ be an arbitrary fixed point, and suppose that the following condition holds:

$$P_{M_{\frac{1}{\zeta}}(V)}M_{\frac{1}{\zeta-z_0}}(V) = M_{\frac{1}{\zeta}}(V), \quad \forall \zeta \in \Delta. \quad (278)$$

Let $R_\zeta = R_\zeta(V)$ be an arbitrary generalized resolvent of $V$, and $C(\lambda; z_0) \in \mathcal{S}(\mathbb{D}; N_{z_0}, N_{1})$ corresponds to $R_\zeta(V)$ by the Inin formula (25). The operator-valued function $R_\zeta(V)$ has an analytic continuation on a set $\mathbb{D} \cup \mathbb{D}_e \cup \Delta$ if and only if the following conditions hold:

1) $C(\lambda; z_0)$ admits a continuation on a set $\mathbb{D} \cup \Delta$, which is continuous in the uniform operator topology;

2) The continued function $C(\lambda; z_0)$ maps isometrically $N_{z_0}(V)$ on the whole $N_{\frac{1}{\lambda}}(V)$, for all $\lambda \in \Delta$;

3) The operator $C(\lambda; z_0) - W_{\lambda; z_0}$ is invertible for all $\lambda \in \Delta$, and

$$(C(\lambda; z_0) - W_{\lambda; z_0})N_{\frac{1}{\lambda}}(V) = N_{\frac{1}{\lambda}}(V), \quad \forall \lambda \in \Delta.$$ 

Here the operator-valued function $W_{\lambda; z_0}$ is defined by the following equality:

$$W_{\lambda; z_0}P_{N_{\lambda}(V)}f = \frac{1 - \zeta_0}{\lambda - z_0}P_{N_{\lambda}(V)}^{H}f, \quad f \in N_{\lambda}(V), \; \lambda \in T.$$
Proof. At first, we notice that in the case $z_0 = 0$ this theorem coincides
with Theorem 4.6. Thus, we can now assume that $z_0 \in \mathbb{D} \setminus \{0\}$.

Suppose that $R_z(V)$ admits an analytic continuation on a set $\mathbb{D} \cup D_e \cup \Delta$.
Recall that the generalized resolvent $R_z(V)$ is connected with the general-
ized resolvent $R_z(V_{z_0})$ of $V_{z_0}$ by (29) and this correspondence is one-to-one.
Therefore $R_z(V_{z_0})$ admits an analytic continuation on a set $\mathcal{T}_e \cup \Delta_1$, where

$$\Delta_1 = \left\{ \tilde{t} : \tilde{t} = \frac{\lambda - z_0}{1 - \frac{z_0}{\lambda}}, \lambda \in \Delta \right\}.$$ 

By Proposition 4.2 points $\tilde{t}^{-1}$, $\tilde{t} \in \Delta_1$, are points of the regular type of the
operator $V_{z_0}$. Moreover, relation (278), written for $V_{z_0}$ with $\zeta \in \Delta_1$, coincides
with relation (278). We can apply Theorem 4.6 to $V_{z_0}$ and an open arc $\Delta_1$.
Then if we rewrite conditions 1)-3) of that theorem in terms of $C(\lambda; z_0)$, using
the one-to-one correspondence between $C(\lambda; z_0)$ for $V$, and $C(\lambda; 0)$ for $V_{z_0}$,
we easily obtain conditions 1)-3) of the theorem.

On the other hand, let conditions 1)-3) be satisfied. Then conditions of
Theorem 4.6 for $V_{z_0}$ hold. Therefore the following function $R_z(V_{z_0})$ admits an
analytic continuation on $\mathcal{T}_e \cup \Delta_1$. Consequently, the function $R_z(V)$ admits
an analytic continuation on $\mathbb{D} \cup D_e \cup \Delta$. \(\square\)

4.4 Spectral functions of a symmetric operator having
a constant value on an open real interval.

Now we shall consider symmetric (not necessarily densely defined) operators
in a Hilbert space and obtain similar results for them as for the isometric
operators above. The next proposition is an analogue of Proposition 4.1.

Proposition 4.3 Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $E(\delta)$, $\delta \in \mathcal{B}(\mathbb{R})$, be its spectral measure. The following two conditions
are equivalent:

(i) $E(\Delta) = 0$, for an open (finite or infinite) interval $\Delta \subseteq \mathbb{R}$;

(ii) The generalized resolvent $R_z(A)$, corresponding to the spectral measure $E(\delta)$, admits an analytic continuation on a set $\mathbb{R} \cup \Delta$, for an open
(finite or infinite) real interval $\Delta \subseteq \mathbb{R}$.

Proof. At first, suppose that the interval $\Delta$ is finite.

(i)\(\Rightarrow\)(ii). In this case relation (275) has the following form:

$$\left( R_\lambda h, g \right)_H = \int_\mathbb{R} \frac{1}{t - \lambda} d(E(\cdot) h, g)_H = \int_\mathbb{R} \frac{1}{t - \lambda} d(E_\lambda h, g)_H, \quad \forall h, g \in H.$$ 

(279)
Choose an arbitrary number \( z_0 \in \Delta \). Since the function \( \frac{1}{t - z_0} \) is continuous and bounded on \( \mathbb{R} \setminus \Delta \), then there exists an integral

\[
I_{z_0}(h, g) := \int_{\mathbb{R} \setminus \Delta} \frac{1}{t - z_0} d(E(\cdot)h, g)_H.
\]

Then

\[
| (R_z h, h)_H - I_{z_0}(h, h) | = | z - z_0 | \left| \int_{\mathbb{R} \setminus \Delta} \frac{1}{(t - z)(t - z_0)} d(E(\cdot)h, h)_H \right|
\]

\[
\leq | z - z_0 | \int_{\mathbb{T} \setminus \Delta} \frac{1}{|t - z||t - z_0|} d(E(\cdot)h, h)_H, \quad z \in \mathbb{R}_e.
\]

There exists a neighborhood \( U(z_0) \) of the point \( z_0 \) such that \( |z - t| \geq M_1 > 0, \forall t \in \mathbb{R} \setminus \Delta, \forall z \in U(z_0) \). Therefore the integral in the latter relation is bounded in the neighborhood \( U(z_0) \). We obtain that

\[
(R_z h, h)_H \to I_{z_0}(h, h), \quad z \in \mathbb{R}_e, \ z \to z_0, \ \forall h \in H.
\]

Using the properties of sesquilinear forms we conclude that

\[
(R_z h, g)_H \to I_{z_0}(h, g), \quad z \in \mathbb{R}_e, \ z \to z_0, \ \forall h, g \in H.
\]

Set

\[
R_{\tilde{z}} := w - \lim_{z \in \mathbb{R}_e, \ z \to \tilde{z}} R_z, \ \forall \tilde{z} \in \Delta.
\]

We may write

\[
\left( \frac{1}{z - z_0} (R_z - R_{z_0}) h, h \right)_H = \int_{\mathbb{R} \setminus \Delta} \frac{1}{(t - z)(t - z_0)} d(E(\cdot)h, h)_H,
\]

\[
z \in U(z_0), \ h \in H.
\]

The function under the integral sign is bounded in \( U(z_0) \), and it tends to \( \frac{1}{(t - z_0)^2} \). By the Lebesgue theorem we get

\[
\lim_{z \to z_0} \left( \frac{1}{z - z_0} (R_z - R_{z_0}) h, h \right)_H = \int_{\mathbb{R} \setminus \Delta} \frac{1}{(t - z_0)^2} d(E(\cdot)h, h)_H;
\]

and therefore

\[
\lim_{z \to z_0} \left( \frac{1}{z - z_0} (R_z - R_{z_0}) h, g \right)_H = \int_{\mathbb{R} \setminus \Delta} \frac{1}{(t - z_0)^2} d(E(\cdot)h, g)_H,
\]

for \( h, g \in H \). Consequently, there exists the derivative of \( R_z \) at \( z = z_0 \).
(ii)⇒(i). Choose an arbitrary element \( h \in H \), and consider the following function \( \sigma_h(t) := (E_t h, h)_H \), \( t \in \mathbb{R} \), where \( E_t \) is a left-continuous spectral function of \( A \), corresponding to the spectral measure \( E(\delta) \). Consider an arbitrary interval \([t_1, t_2] \subset \Delta\). Assume that \( t_1 \) and \( t_2 \) are points of the continuity of the function \( E_t \). By the Stieltjes-Perron inversion formula:

\[
\sigma_h(t_2) - \sigma_h(t_1) = \lim_{y \to +0} \int_{t_1}^{t_2} \text{Im} \{(R_{x+iy} h, h)_H\} dx.
\]

If \( \{z_n\}_{n=1}^{\infty}, z_n \in \mathbb{R} \), is an arbitrary sequence, tending to some real point \( x \in [t_1, t_2] \), then

\[
\bar{z}_n \to \bar{x} = x, \quad n \to \infty.
\]

By the analyticity of the generalized resolvent in a neighborhood of \( x \), we may write:

\[
R_{z_k} \to R_x, \quad R_{z_k}^* \to R_x^*, \quad k \to \infty.
\]

By property (36) we get

\[
R_{z_k}^* = \overline{R_{z_k}} \to R_x, \quad k \to \infty.
\]

Therefore

\[
R_x^* = R_x, \quad x \in [t_1, t_2].
\]

Using the last equality we write:

\[
\text{Im} \{(R_{x+iy} h, h)_H\} \to \text{Im} \{(R_x h, h)_H\} = 0, \quad y \to +0, \quad x \in [t_1, t_2].
\]

Since the generalized resolvent is analytic in \([t_1, t_2]\), then the function \( \text{Im} \{(R_{x+iy} h, h)_H\} \) is continuous and bounded on \([t_1, t_2]\). By the Lebesgue theorem we get

\[
\sigma_h(t_1) = \sigma_h(t_2).
\]

Since points were arbitrary it follows that the function \( \sigma_h(t) = (E_t h, h)_H \) is constant on \( \Delta \). Since \( h \) was arbitrary, using properties of sesquilinear forms we obtain that \( E_t \) is constant.

Consider the case of an infinite \( \Delta \). In this case we can represent \( \Delta \) as a countable union (not necessarily disjunct) finite open real intervals. Applying the proved part of the proposition for the finite intervals we easily obtain the required statements. We shall also need to use the \( \sigma \)-additivity of the orthogonal spectral measures. \( \square \)

The following auxiliary proposition is an analog of Proposition 4.2.

**Proposition 4.4** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), and \( \lambda_0 \in \mathbb{R} \) be a fixed number. For an arbitrary \( \lambda \in \mathbb{R} \) the following two conditions are equivalent:
(i) $\lambda \in \rho_r(A)$;

(ii) $\frac{\lambda - \lambda_0}{\lambda - \lambda_0} \in \rho_r(U_{\lambda_0}(A))$, $U_{\lambda_0}(A) - A$.

**Proof.** (i) $\Rightarrow$ (ii). We may write:

$$U_{\lambda_0}(A) - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} E_H = E_H + (\lambda_0 - \lambda_0)(A - \lambda_0 E_H)^{-1} - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} E_H$$

$$= -\frac{\lambda_0 - \lambda_0}{\lambda - \lambda_0} (A - \lambda E_H)(A - \lambda_0 E_H)^{-1}.$$  

The operator on the right-hand side has the bounded inverse:

$$\frac{\lambda - \lambda_0}{\lambda_0 - \lambda_0} (A - \lambda_0 E_H)(A - \lambda E_H)^{-1} = -\frac{\lambda - \lambda_0}{\lambda_0 - \lambda_0} (E_H + (\lambda - \lambda_0)(A - \lambda E_H)^{-1}),$$

defined on $\mathcal{M}_\lambda(A)$.

(ii) $\Rightarrow$ (i). The following relation holds:

$$A - \lambda E_H = \lambda_0 E_H + (\lambda_0 - \lambda_0)(U_{\lambda_0}(A) - E_H)^{-1} - \lambda E_H$$

$$= (\lambda_0 - \lambda)(U_{\lambda_0}(A) - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} E_H)(U_{\lambda_0}(A) - E_H)^{-1}.$$  

The operator on the right has the bounded inverse:

$$\frac{1}{\lambda_0 - \lambda}(U_{\lambda_0}(A) - E_H)(U_{\lambda_0}(A) - \frac{\lambda - \lambda_0}{\lambda - \lambda_0} E_H)^{-1},$$

defined on $(U_{\lambda_0}(A) - \frac{\lambda - \lambda_0}{\lambda_0} E_H)D(U_{\lambda_0}(A))$.  

We shall need one more auxiliary proposition which is an addition to Theorem 2.6

**Proposition 4.5** Let $A$ be a closed symmetric operator in a Hilbert space $H$, and $z \in \mathbb{R}_e$ be a fixed point. Let $\Delta \subseteq \mathbb{R}$ be a (finite or infinite) open interval, and $R_{s,\lambda}(A)$ be a generalized resolvent of $A$. The following two conditions are equivalent:

(i) The generalized resolvent $R_{s,\lambda}(A)$ admits an analytic continuation on a set $\mathbb{R}_e \cup \Delta$;

(ii) The generalized resolvent $R_{w,\zeta}(U_z(A))$, corresponding to the generalized resolvent $R_{s,\lambda}(A)$ by the one-to-one correspondence (40) from Theorem 2.6, has an analytic continuation on $\mathbb{T}_e \cup \tilde{\Delta}$, where

$$\tilde{\Delta} = \left\{ \zeta \in \mathbb{T} : \zeta = \frac{\lambda - z}{\lambda - \tilde{\lambda}} \lambda \in \Delta \right\}.$$  

(280)
If condition (i) is satisfied, the following statements are true:

the interval $\Delta$ consists of points of the regular type of $A$; \hspace{1cm} (281)

\[ P_{\lambda}(\text{reg}) \cap A = \mathcal{M}_\lambda(A), \quad \forall \lambda \in \Delta, \hspace{1cm} (282) \]

Moreover, condition (281) is equivalent to the following condition:

the interval $\tilde{\Delta}$ consists of points $\zeta$ such that $\zeta^{-1}$ is a point of the regular type of $U_z(A)$; \hspace{1cm} (283)

and condition (282) is equivalent to the following condition:

\[ P_{\lambda}(\text{reg}) \cap A = \mathcal{M}_\lambda(U_z(A)), \quad \forall \zeta \in \tilde{\Delta}. \hspace{1cm} (284) \]

**Proof.** (i)$\Rightarrow$(ii). Notice that the linear fractional transformation $\zeta = \frac{\lambda - z}{\lambda - \zeta}$ maps the real line on the unit circle. Relation (40) in terms of $\zeta$ reads

\[ R_{\mu}(\zeta)(U_z(A)) = \frac{1}{1 - \zeta}E_H + (z - \overline{z})\frac{\zeta}{(1 - \zeta)^2}R_{\mu}(\zeta)(A), \quad \zeta \in \mathbb{T} \setminus \{0\}. \hspace{1cm} (285) \]

Choose an arbitrary point $\tilde{\zeta} \in \tilde{\Delta}$. Set $\tilde{\lambda} = \frac{\lambda - \zeta}{1 - \zeta} \in \Delta$. Consider an arbitrary sequence $\{\zeta_k\}_{k=1}^\infty$, $\zeta_k \in \mathbb{T} \setminus \{0\}$, tending to $\tilde{\zeta}$. The sequence $\{\lambda_k\}_{k=1}^\infty$, $\lambda_k := \frac{\lambda - \zeta_k}{1 - \zeta_k} \in \mathbb{R} \setminus \{z, \overline{z}\}$, tends to $\tilde{\lambda}$. Writing relation (285) for elements of this sequence and passing to the limit we conclude that the generalized resolvent $R_{\mu}(U_z)$ can be continued by the continuity on $\tilde{\Delta}$. For the limit values relation (285) holds. From the analyticity of the right-hand side of this relation it follows the analyticity of the continued generalized resolvent $R_{\mu}(U_z)$.

(ii)$\Rightarrow$(i). Let us express from (41) the generalized resolvent of $A$:

\[ R_{\mu}(A) = \frac{z - \overline{z}}{(\lambda - \overline{z})(\lambda - z)} \left( R_{\mu}(U_z) - \frac{\lambda - \overline{z}}{z - \overline{z}}E_H \right), \quad \lambda \in \mathbb{R} \setminus \{z, \overline{z}\}. \hspace{1cm} (286) \]

Proceeding in a similar manner as in the proof of the previous assertion we show that $R_{\mu}(A)$ admits a continuation by the continuity on $\Delta$, and this continuation is analytic.

Let condition (i) be satisfied. By the proved part condition (ii) holds, as well. As it was noticed in Remark 4.1, in this case there hold conditions (283) and (284). It is enough to check the equivalence of relations (281) and (283), and also of relations (282) and (284). The first equivalence follows from the
The second equivalence follows from the relation:

\[ M_\infty(U_z(A)) = M_z(A), \quad M_\zeta(U_z(A)) = M_{\frac{z-\zeta}{\zeta}}(A), \quad \zeta \in \tilde{\Delta}. \]

\[ \Box \]

**Proposition 4.6** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), and \( z \in \mathbb{R}_e \) be an arbitrary fixed point. Let \( \Delta \subseteq \mathbb{R} \) be a (finite or infinite) open interval, and conditions (281) and (282) hold. Consider an arbitrary generalized resolvent \( R_{s; \lambda}(A) \) of \( A \). Let \( R_{w; \zeta}(U_z(A)) \) be generalized resolvent, corresponding to \( R_{s; \lambda}(A) \) by relation (40) from Theorem 2.6, and \( C(\lambda; 0) \in S(D; N_0(U_z(A)), N_\infty(U_z(A))) \) corresponds to \( R_{w; \zeta}(U_z(A)) \) by Inin’s formula (25).

The generalized resolvent \( R_{s; \lambda}(A) \) admits an analytic continuation on \( \mathbb{R}_e \cup \Delta \) if and only if the following conditions hold:

1) \( C(\lambda; 0) \) admits a continuation on \( \mathbb{D} \cup \tilde{\Delta} \) and this continuation is continuous in the uniform operator topology;

2) The continued function \( C(\lambda; 0) \) maps isometrically \( N_0(U_z(A)) \) on the whole \( N_\infty(U_z(A)) \), for all \( \lambda \in \tilde{\Delta} \);

3) The operator \( C(\lambda; 0) - W_\lambda \) is invertible for all \( \lambda \in \tilde{\Delta} \), and

\[ (C(\lambda; 0) - W_\lambda)N_0(U_z(A)) = N_\infty(U_z(A)), \quad \forall \lambda \in \tilde{\Delta}, \quad (287) \]

where the operator-valued function \( W_\lambda \) is defined for \( U_z(A) \) by (260).

Here \( \tilde{\Delta} \) is from (280).

**Proof.** By Proposition 4.5 a possibility of an analytic continuation of \( R_{s; \lambda}(A) \) on \( \mathbb{R}_e \cup \Delta \) is equivalent to a possibility of an analytic continuation of \( R_{w; \zeta}(U_z(A)) \) on \( T_e \cup \tilde{\Delta} \). Using the equivalence of conditions (281), (282) and conditions (283), (284) we can apply Theorem 4.6 for \( U_z(A) \) and \( \tilde{\Delta} \), and the required result follows. \( \Box \)

Consider an arbitrary symmetric operator \( A \) in a Hilbert space \( H \). Fix an arbitrary number \( z \in \mathbb{R}_e \). Consider an arbitrary generalized resolvent \( R_{s; \lambda}(A) \) of \( A \) and the corresponding to it by (286) the generalized resolvent \( R_{w; \zeta}(U_z(A)) \) of \( U_z(A) \). The linear fractional transformation \( \zeta = \frac{\lambda - z}{\lambda - z} \) maps \( \Pi_z \) on \( \mathbb{D} \). Restrict relation (286) on \( \Pi_z \):
For the generalized resolvent $R_{w, \lambda}(U_z)$ we can use the Chumakin formula, and for the generalized resolvent $R_{w, \lambda}(A)$ we can apply the Shtraus formula:

$$
(A_{F(\lambda), z} - \lambda E_H)^{-1} = \frac{z - \overline{z}}{(\lambda - \overline{z})(\lambda - z)} \left( E_H - \frac{\lambda - z}{\overline{\lambda} - z} (U_z \oplus \Phi_{\lambda, z}) \right)^{-1} - \frac{\lambda - z}{\overline{z} - z} E_H, \\
\lambda \in \Pi_z \backslash \{z\}.
$$

where $F(\lambda)$ is a function from $S(\Pi_z; N_0(A), N_\infty(A))$, $\Phi_\zeta$ is a function from $S(\Pi; N_0(A), N_\infty(A)) = S(\Pi; N_0(A), N_\infty(A))$. Observe that $\Phi_\zeta = C(\zeta; 0)$, where $C(\zeta; 0)$ is a parameter from the Inin formula, corresponding to $R_{w, \lambda}(U_z)$. After some transformations of the right-hand side we get

$$
(A_{F(\lambda), z} - \lambda E_H)^{-1} = \frac{1}{\lambda - z} \left( (U_z \oplus \Phi_{\lambda, z}) - E_H \right) \left( E_H - \frac{\lambda - z}{\overline{\lambda} - z} (U_z \oplus \Phi_{\lambda, z}) \right)^{-1}, \quad \lambda \in \Pi_z \backslash \{z\}.
$$

If for some $h \in H$, $h \neq 0$, we had $\left( (U_z \oplus \Phi_{\lambda, z}) - E_H \right) h = 0$, then we would set $g = \left( E_H - \frac{\lambda - z}{\overline{\lambda} - z} (U_z \oplus \Phi_{\lambda, z}) \right) h \neq 0$, and from (288) we would get

$$
(A_{F(\lambda), z} - \lambda E_H)^{-1} g = 0,
$$

what is impossible. Therefore there exists the inverse $\left( (U_z \oplus \Phi_{\lambda, z}) - E_H \right)^{-1}$. Then

$$
A_{F(\lambda), z} - \lambda E_H = (\lambda - z) \left( E_H - \frac{\lambda - z}{\overline{\lambda} - z} (U_z \oplus \Phi_{\lambda, z}) \right) \left( (U_z \oplus \Phi_{\lambda, z}) - E_H \right)^{-1}, \quad \lambda \in \Pi_z \backslash \{z\}.
$$

After elementary transformations we get

$$
A_{F(\lambda), z} = z E_H + (z - \overline{z}) \left( (U_z \oplus \Phi_{\lambda, z}) - E_H \right)^{-1}, \quad \lambda \in \Pi_z \backslash \{z\}.
$$

Recalling the definition of the quasi-self-adjoint extension $A_{F(\lambda), z}$ we write:

$$
((U_z \oplus F(\lambda)) - E_H)^{-1} = \left( (U_z \oplus \Phi_{\lambda, z}) - E_H \right)^{-1},
$$

$$
U_z \oplus F(\lambda) = U_z \oplus \Phi_{\lambda, z}, \quad \lambda \in \Pi_z \backslash \{z\}.
$$
Therefore

\[ F(\lambda) = \Phi_{\frac{\lambda - z}{\lambda - z}} = C \left( \frac{\lambda - z}{\lambda - z} ; 0 \right), \quad \lambda \in \Pi_z, \]  

(289)

where the equality for \( \lambda = z \) follows from the continuity of \( F(\lambda) \) and \( \Phi_\zeta \).

**Theorem 4.8** Let \( A \) be a closed symmetric operator in a Hilbert space \( H \), and \( z \in \mathbb{R} \) be an arbitrary fixed point. Let \( \Delta \subseteq \mathbb{R} \) be a (finite or infinite) open interval, and conditions (281) and (282) hold. Consider an arbitrary generalized resolvent \( R_{s,\lambda}(A) \) of \( A \). Let \( F(\lambda) \in \mathcal{S}(\Pi_z; \mathcal{N}_z(A), \mathcal{N}_\zeta(A)) \) corresponds to \( R_{s,\lambda}(A) \) by the Shtraus formula (166). The generalized resolvent \( R_{s,\lambda}(A) \) admits an analytic continuation on \( \mathbb{R} \cup \Delta \) if and only if the following conditions hold:

1) \( F(\lambda) \) admits a continuation on \( \mathbb{R} \cup \Delta \) and this continuation is continuous in the uniform operator topology;

2) The continued function \( F(\lambda) \) maps isometrically \( \mathcal{N}_\zeta(A) \) on the whole \( \mathcal{N}_\zeta(A) \), for all \( \lambda \in \Delta \);

3) The operator \( F(\lambda) - W_\lambda \) is invertible for all \( \lambda \in \Delta \), and

\[ (F(\lambda) - W_\lambda) \mathcal{N}_\zeta(A) = \mathcal{N}_\zeta(A), \quad \forall \lambda \in \Delta, \]  

(290)

where \( W_{\lambda} = W_{\frac{\lambda - z}{\lambda - z}}, \lambda \in \Delta \), and \( W_\zeta \) is defined for \( U_\zeta(A) \) by (260).

**Proof.** For the generalized resolvent \( R_{s,\lambda}(A) \) by (286) it corresponds a generalized resolvent of the Cayley transformation \( R_{u,\zeta}(U_{A}) \). Let \( C(\zeta; 0) \in \mathcal{S}(\mathbb{D}; \mathcal{N}_0(U_{A}), \mathcal{N}_\infty(U_{A})) \) be a parameter from Inin’s formula, corresponding to \( R_{u,\zeta}(U_{A}) \). Consider an arc \( \tilde{\Delta} \) from (280).

**Necessity.** Let the generalized resolvent \( R_{s,\lambda}(A) \) admits an analytic continuation on \( \mathbb{R} \cup \Delta \). By (4.6) for the parameter \( C(\zeta; 0) \) it holds:

(a) \( C(\zeta; 0) \) admits a continuation on \( \mathbb{D} \cup \tilde{\Delta} \) and this continuation is continuous in the uniform operator topology;

(b) The continued function \( C(\zeta; 0) \) maps isometrically \( \mathcal{N}_0(U_{A}) = \mathcal{N}_\zeta(A) \) on the whole \( \mathcal{N}_\infty(U_{A}) = \mathcal{N}_\zeta(A), \) for all \( \zeta \in \tilde{\Delta} \);

(c) The operator \( C(\zeta; 0) - W_\zeta \) is invertible for all \( \zeta \in \tilde{\Delta} \), and

\[ (C(\zeta; 0) - W_\zeta) \mathcal{N}_0(U_{A}) = \mathcal{N}_\infty(U_{A}), \quad \forall \zeta \in \tilde{\Delta}, \]  

(291)

where \( W_\zeta \) is defined for \( U_{A} \) by (260).
Define a function $F_+(\lambda)$ in the following way:

$$F_+(\lambda) = C \left( \frac{\lambda - z}{\lambda - z}; 0 \right), \quad \lambda \in \Pi_z \cup \Delta. \quad (292)$$

By (289) this function is an extension of the parameter $F(\lambda)$, corresponding to the generalized resolvent by the Shtraus formula. From condition (a) it follows that this continuation is continuous in the uniform operator topology. From condition (b) it follows that $F_+(\lambda)$ maps isometrically $N_z(A)$ on the whole $N_{\lambda}(A)$, for all $\lambda \in \Delta$. Consider a function $W_\lambda = W_\lambda$, $\lambda \in \Delta$. From condition (c) it follows that $F_+(\lambda; 0) - W_\lambda$ is invertible for all $\lambda \in \Delta$, and

$$(F_+(\lambda) - W_\lambda)N_z(A) = N_{\lambda}(A), \quad \forall \lambda \in \Delta.$$  

Sufficiency. Suppose that for the parameter $F(\lambda)$, corresponding to the generalized resolvent $R_{s,\lambda}(A)$ by the Shtraus formula, conditions 1)-3) hold. Define a function $C_+(\zeta; 0)$ in the following way:

$$C_+(\zeta; 0) = F \left( \frac{z - \bar{\zeta}}{1 - \zeta} \right), \quad \zeta \in \mathbb{D} \cup \mathbb{\Delta}. \quad (293)$$

By (289) this function is a continuation of the parameter $C(\zeta; 0)$. From condition 1) it follows that this continuation is continuous in the uniform operator topology. From condition 2) it follows that $C_+(\zeta; 0)$ maps isometrically $N_0(U_z(A)) = N_{\lambda}(A)$ on the whole $N_{\infty}(U_z(A)) = N_{\lambda}(A)$, for all $\zeta \in \mathbb{\Delta}$. Finally, condition 3) means that $C_+(\zeta; 0) - W_\zeta$ is invertible for all $\zeta \in \mathbb{\Delta}$, and

$$(C_+(\zeta; 0) - W_\zeta)N_0(U_z(A)) = N_{\infty}(U_z(A)), \quad \forall \zeta \in \mathbb{\Delta}.$$  

By Proposition 4.6 we conclude that the generalized resolvent $R_{s,\lambda}(A)$ admits an analytic continuation on $\mathbb{R} \cup \Delta$. □

Notice that by (260) the function $W_\lambda$ from the formulation of the last theorem has the following form:

$$W_\lambda P^{H}_{N_z(A)} f = \frac{\lambda - \bar{z}}{\lambda - z} P^{H}_{N_{\lambda}(A)} f, \quad f \in N_{\lambda}(A), \quad \lambda \in \Delta.$$  

Moreover, we emphasize that conditions (281) and (282) are necessary for the existence at least one generalized resolvent of $A$, which admits an analytic continuation on $\mathbb{R} \cup \Delta$. Consequently, these conditions does not imply on the generality of a description such generalized resolvents in Theorem 4.8.
5 Formal credits.

Section 2. Results of this subsection, except for Propositions, belong to Chumakin, see [1], [6]. Propositions 2.1-2.3 belong to Shtraus, see [37], footnote on page 83), [40, Lemma 1.1, Lemma 1.2].

2.1 Chumakin’s formula appeared in papers of Chumakin [4] and [6].

2.2 Inin’s formula was obtained in the paper [15, Theorem]. Our proof differs from the original proof and it is based directly on the use of Chumakin’s formula for the generalized resolvents and a method which is similar to the method of Chumakin in the paper [5].

2.3 The definition of the generalized resolvent of a symmetric, not necessarily densely defined operator in a Hilbert space belongs to Shtraus and he established its basic properties, see [37], [11]. A connection between the generalized resolvents of a symmetric operator and the generalized resolvent of its Cayley transformation (Theorem 2.6) in a somewhat less general form was established by Chumakin in [5].

2.4 The Shtraus formula was obtained in [37]. Our proof differs from the original one and we follow the idea of Chumakin, proposed in [5].

Section 3. This section is based on results of Shtraus from papers [37], [38], [39], [40], [41], see also references in these papers.

Section 4. Proposition 4.1 is an analog of Theorem 3.1 (A),(B) in a paper of McKelvey [29], see also [43, Lemma 1.1]. Theorem 4.1 is an analog of Theorem 2.1 (A) in a paper of McKelvey [29]. Theorem 4.2 is an analog of Theorem 2.1 (B) in a paper of McKelvey [29].

4.1 Theorem 4.3 appeared in [35, Lemma 1]. However her proof was based on a lemma of Shmulyan [36, Lemma 3]. As far as we know, no correct proof of this lemma was published. An attempt to proof the lemma of Shmulyan was performed by L.A. Shtraus in [42, Lemma]. Unfortunately, the proof was not complete. We used the idea of L.A. Shtraus for the proof a weaker result: Theorem 4.3.

4.2 Results of this subsection mostly belong to Ryabtseva, in some cases with our filling of gaps in proofs, corrections and a generalization. For Lemmas 4.3, 4.4 see Lemma 2 and its corollary, and also Lemma 3 in [35]. Theorem 4.4 was obtained in [35, Theorem 1]. Theorem 4.5 is a corrected version of Theorem 2 in [35]. Theorem 4.6 is a little corrected version of Theorem 4 in [35]. For Proposition 4.2 see [15, p. 34].

4.3 Proposition 4.8 is contained in Theorem 3.1 (A),(B) in a paper of McKelvey [29], see also [43, Lemma 1.1]. Theorem 4.8 is close to results of Varlamova-Luks, see [45, Theorem], [44, Theorem 2], [43, Theorem 3.1].
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